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Abstract
Tele-presence refers to technologies enabling the remote presence of an observer or 
operator of robotics machines - through the use of monitoring and display devices. This 
involves the facilitation of 3D space perception on the basis of 2D pictures, a problem 
which is of interest to engineers, and psychologists who study space and picture 
perception. From a functional perspective the issue requires the specification of the 
necessary characteristics of a tele-presence system for effective task perfonnance by a 
human observer. Since the central problem in picture perception is the conflict between 
the 3D re-presentation of the scene and the 2D surface of the picture, one possibility for 
tele-presence systems to reduce this conflict consists in the use of a camera which is 
slaved to observer movement. Thus the video picture is yoked to the head movement of 
the observer: changes in the video picture viewed by the obser\^er emulate the changes 
that would have occurred in the visual field if the observer was viewing the scene 
directly. The explanation for reduced cue conflict and improved depth perception in 
pictures lies in the availability of motion parallax information.
The main aim of this research was to see whether tele-presence which provides motion 
parallax information on a video picture improves depth perception compared to static 
tele-presence. While theoretical claims concerning the usefulness of motion parallax have 
a long history, the empirical findings are more equivocal. The basic design compared 
depth perception of a moving observer with that of a stationary observer. Two initial 
experiments showed that the movement condition leads to more accurate depth 
perception than the stationary condition, both under tele-presence and direct viewing 
conditions. Experiments 4 to 7 showed that active observation leads only to non- 
significantly better accuracy than passive observation. Interrupting the natural link 
between action and perception by reversing the picture tends to reduce the difference 
between the movement and the stationary condition. However, combining the analysis of 
the active, passive and reverse picture conditions did not lead to significant differences. A 
further experiment using an adjustment task supported the finding that reverse viewing 
does not reduce accuracy. In general the differences between the movement and the static 
condition while significant were not very strong which suggested that other sources of 
information such as visual angle information may have specified depth to a considerable
extent. Simulation of fully remote tele-presence was expected to provide stronger 
differences. However, the differences were small and explainable in terms of short term 
learning processes resulting in perceptual fixity, i.e. an inability to take advantage of the 
infonnation available. It was concluded that motion parallax is probably only a weak cue 
to depth under practical circumstances, and that learning effects in tele-presence systems 
require further attention. Future attention should be directed at learning processes and at the 
complexity of the stimulus displays. The study of learning processes may help to understand 
the consistent finding of large individual differences in using motion parallax infonnation. 
And the study of more complex stimulus displays would enable a more adequate assessment 
of the ecological emphasis on the role of motion parallax.
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CHAPTER 1
INTRODUCTION
1,1. Smets et al (1987) on the Role of the Active Observer and Motion Parallax
The study by Smets and colleagues (Smets et al 1987, Overbeeke et al 1987) provided the 
initial impetus for the work reported here. The use of pictures, whether static or dynamic, 
has become much more widespread; in particular video pictures have acquired an 
important role in video-surveillance, in medical contexts, deep-sea exploration, military 
contexts and also in disaster management such as Chernobyl. However, until recently 
little research has been carried out into the ways people can utilise the infonnation in 
these pictures which are most commonly displayed on a cathode ray tube monitor (CRT 
monitor). While Hochberg (1986) provides a detailed review of the perception of video, 
cinema and dynamic pictures in general, in many places his conceptual analysis is 
followed by pointing to the absence of empirical research. The group led by Smets 
attempted to look at one issue which is of particular importance in recent technical 
developments such as tele-presence and virtual reality systems: the role of observer 
activity and the resulting motion parallax information available in the video picture.
Their study will be reviewed here in order to identify some of the main points and define 
some important terms which will be discussed in more detail in the following review of 
the wider relevant literature. Smets et al (1987) argue against the constructivist approach
1
in perception (e.g. Gregory 1970, Rock 1983) and in favour of the direct perception or 
ecological approach (Gibson, 1979). The constructivist approach typically started from 
the static retinal image, whereas the direct perception approach assigns great importance 
to the ,tio\?ing observer (O). One important source of information resulting from O 
movement is movement parallax, i.e. objects at different distances from the observer 
moving at different speeds within the visual scene, and dependent on the fixation point, 
possibly moving in opposite directions. The typical situation which is discussed in the 
literature is the observer making a transitional movement at right angles to the line of 
sight (see Figure 1.1.). The eye moving to the left leads to relative displacements in the 
visual scene of the rectangles which are at different distances from the eye. With the 
fixation point at the middle rectangle, the near rectangle will move relatively to the right 
and the far rectangle to the left. The diagram is schematic; as such it does not show the 
rotation of the head, or eye relative to the head, which would occur with the eye fixed to 
the middle rectangle.
Figure 1.1. Movement parallax resulting from lateral translation of the eye; see text for 
details.
O bserver M ovem ent
Direction o f
4 ............ - relative
M ovem en t
• Fixation Point
Smets et al’s (1987) aim to demonstrate the effect of observer movement and motion 
parallax on depth perception in video is based on two ideas: (1) Parallax shifts need to be 
coupled to controlled motion in combination with (2) the centre of O’s rotational 
movement and the fixation point coinciding. This they argue leads to a convincing ■ 
impression of depth and reliable depth perception. Unfortunately it is not quite clear what 
they mean by ‘controlled motion’. The design of their experimental set-up suggests that 
‘controlled movement’ and ‘coincidence of centre of rotational movement and fixation 
point’ just means the observer cannot freely move the head, and that some form of 
headset controls movement in the above mentioned way. An illustration of these ideas 
can be found in Figure 1.2., showing the apparatus designed on the basis of the above 
mentioned principles.
In support of their view of the importance of controlled movement around the fixation 
point they point to a diverse range of previous research which will be briefly summarised. 
A first group of studies looked at the perceptual-motor system and associated learning 
and adaptation processes. The classic study by Held and Hein (1963) exposing kittens to 
the visual cliff (Gibson & Walk 1960) showed that active movement is important for 
acquiring appropriate space perception in cats: two kittens were exposed to the same 
visual environment, but only the actively moving kitten learned to not move over the 
visual cliff, whereas the passively moved kitten (i.e. moved by the active kitten) did not 
stop at the visual cliff. Bach-y-Rita (1972) and Bower and Aitken (Bower 1977, 1978; 
Aitken & Bower 1982) conducted experiments with blind people and babies using the 
tactile visual substitution system which converts images recorded by a camera into a 
pattern of vibrating pins fixed to the back of the person. This lead to improved perception 
under conditions of close coupling of the tactile information to movement and the 
corresponding stimulation resulting from the converted camera images. It can be argued 
that this research showed that perceptual learning as part of organismic development and 
adaptation for organisms for whom the ordinary perceptual-motor learning and feedback 
mechanisms are interrupted is crucially dependent on active and controlled movement. 
However, it is questionable whether the setting which Smets et al (1987) designed 
requires perceptual learning in this fundamental sense; it could be argued that observers 
only had to adjust (‘accommodate’ in the Piagetian sense) existing perceptual skills to a 
new situation.
A second type of research paradigm has been used by Smets et al (1987) to support their 
viewpoint. Stevens et al (1976) showed that when subjects were paralysed, passive 
uncontrolled movements of the eyes made the environment shift in unpredictable ways. 
Likewise Mach stopped his eyes from moving with the use of putty with the result that 
the world moved in the direction in which the eyes should have moved (Gregory 1986). 
Again it can be asked whether this work is really relevant. The studies showed what 
happens when control over eye movements is lost, but camera movement via the head can 
certainly be controlled. The observation that untrained naive individuals can effectively 
use virtual reality systems such as those installed in games arcades and leisure centres 
which provide complete freedom of head movement shows that this task may present a 
challenge, but one which can easily be mastered without specific training.
The third strand of research referred to earlier is being quoted as evidence for the 
required coincidence of the centre of rotational movement and fixation point. Rogers and 
Graham (Rogers & Graham 1979, 1982; Graham & Rogers 1982) used wave pattern 
random dot kinematograms coupled to the head movement of the observer (arc 
movement around the fixation point in the screen) to show that movement parallax is an 
independent and effective source of information for depth. Their technique was adapted 
from the random dot stereogram paradigm developed by Julesz (1971); Rogers & Graham 
(1979) showed that under appropriate conditions movement parallax can create a 
compelling impression of depth just like a stereogram. Since these pictures are dynamic, 
i.e. different segments of the picture move at different speeds dependent on the virtual 
distance from the observer, they are referred to as kinematograms.
Graham & Rogers (1982) compared two conditions which are particularly relevant to 
Smets et al’s research: an active condition in which the observers moved their head from 
side to side (self generated movement parallax), and a passive condition in which the 
screen was moved, producing motion parallax information (externally generated 
movement parallax). Both conditions led to the perception of depth, but the amount of 
perceived depth was significantly larger in the active condition compared to the passive 
condition (p < .05). While Graham & Rogers’ (1982) research implies the importance of 
close coupling between movement and the relative changes in the screen, later research 
showed that linear movement leads to depth perception and relative movement in the 
screen is sufficient to create an impression of depth (Ono et al. 1986). This suggests that 
Smets et al’s (1987) set-up is possibly capable of optimising an observer’s use of motion 
parallax information, but that neither active movement, nor control nor arc movement 
around the fixation point are necessary conditions. This research will be discussed in 
more detail in a later chapter.
Figure 1.2. shows the principles of the experimental apparatus used by Smets and 
colleagues (Overbeeke & Stratmann 1988). The observer’s head movement is constrained 
by a rod providing a fixed link between the helmet the observer wears and the centre of 
the rotation which coincides with the optical fixation point when the observer looks 
straight ahead. A sensor records the head movements and transmits the signal to a camera 
dolly which mimics the head movements. Both head and camera have 2 degrees of 
movement (left and right, up and down arc movement, but no movement towards or away 
from the screen). The observer has a switch to adjust a wedge to a comparison wedge, 
either ‘in the screen’ or ‘in front of the screen’. Observers (total n = 40) in the experiment
went through a training program with feedback, using a comparable real world set-up. 
This was followed by a test consisting of 10 trials on the real world set-up (no feedback 
was given). Then observers were randomly allocated to either the active condition or the 
passive condition. Furthermore, observers were divided into those who adjusted a wedge 
‘in the screen’ and those who adjusted it ‘in front of the screen’. ‘In the screen’ means the 
standard and the adjustable wedge are in the video picture, while ‘in front of the screen’ 
means the adjustable wedge was mounted in front of the screen. In the active condition 
the observer moved the head left and right and adjusted the movable wedge to the same 
distance as the standard wedge. This resulted in four groups of 10 subjects each.
Accuracy of adjustment was measured, and means and standard deviations were 
calculated.
Observers were able to adjust the wedges fairly accurately. Mean errors ranged from -2.8 
mm to +7.1 mm. However, standard deviations were used as the key performance 
measure. These ranged from 15.2 to 53 mm for the passive condition and 8.1 to 39.6 mm 
for the active condition. A later experiment (Overbeeke et al 1987) identified a technical 
short-coming and led to a reduction in the range of standard deviations in the active 
condition: the maximum standard deviation of 39.6 mm was reduced to 18 mm. This 
shows a clear performance advantage for the active observer. The reported significance 
levels were less than 1% for the comparisons of variances between active and passive 
observers. However, using Howell (1992) neither the F-ratios nor the degrees of freedom 
appear to have been calculated correctly. Using the formulae in Howell (1992) only one 
of their results is significant at the 1% level (‘in the screen’: F(9,9) = 3.52, p<.05; ‘in 
front of the screen’: F(9,9) = 8.66, p < .01). This recalculation does not invalidate Smets
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et aPs claims, but nevertheless the advantages for observer movement were not as strong 
as they believed.
Smets et al (1987) claimed that their set-up led to a convincing impression of depth. 
Unfortunately this conjecture was not supported by any form of explicit assessment; 
neither anecdotal nor systematic subjective data were reported. The issue of a 
phenomenal experience of 3D has recently been addressed by Braunstein (1994); we will 
return to this point below.
The main claim made by Smets et al (1987) was that it is movement parallax coupled to 
the O’s head movement which led to the superior performance. However, a number of 
other explanations can be put forward. It may be that the active observer used size 
information for adjusting the wedges to the same distance because size was a reliable cue 
to depth in their experiments. Additionally it is possible that the active O used 2-d 
velocity information to adjust the wedges; at least for ‘in the screen’ condition equi­
distance can be achieved by nulling relative velocities (see e.g. Sedgwick 1986 and 
chapter 4 below). The control condition they used is perhaps problematic: it is possible 
that the O in the passive condition might have performed better just using size 
information (the wedges were of equal size), but changes in the picture due to head 
movement of the active observer may have prevented the effective use of size 
information. Their set-up may also have led to interactions between the active and 
passive observer due to the apparent contiguity of adjustments by the active and the 
passive observer. These adjustments were always visible to the other observer, either due 
to information on the monitor screen or in the case of the wedge mounted in front of the
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screen, adjustments were fed through to the other observer. However, their descriptions of 
their procedure leaves some questions unanswerable; exactly in which order the active 
and passive observer adjusted the wedges remains unclear because for the ‘in the screen’ 
condition there is only one wedge between the two observers to be adjusted.
Another question can be raised regarding the ‘true’ ecological nature of their experiment. 
In Gibson’s sense an adjustment of two wedges hardly matches a naturally complex and 
information rich stimulus environment. However, this criticism is only important if the 
difference would make a difference to the effectiveness of Smets et al’s paradigm and the 
importance of movement parallax. Research which is relevant to this issue will be 
reviewed in a later chapter. Given Gibson’s conflicting views regarding the perception of 
pictures, the study of telepresence and virtual reality systems within the ecological 
framework is potentially problematic. However, it is perfectly valid to try and define the 
range of convenience for ecological theory; therefore the study of the effects of a 
camera-monitor linkage between observer movement and perception on space perception 
and action should be considered a valid research area for ecological perception research. 
In particular the natural feedback and feed forward processes between perception and 
action may be interrupted or disturbed, and should potentially clarify the role of these 
processes under real world perception conditions.
To summarise, cues other than movement parallax for depth such as size and 2-d velocity 
could explain the relatively accurate performance of the Os. However, the superior 
performance of the active O may not, or at least not entirely, be the result of movement 
parallax in combination with proprioceptive information, but it is possible that picture
changes themselves or the coupling of these changes to another person’s action prevented 
the passive O to effectively use size or 2-d information. In other words, what was 
conceptualised as a situation of providing rich and consistent infonnation for the active 
observer, is really a situation in which the passive observer was given inconsistent 
information. This applies particularly to the ‘in front of the screen’ situation. Smets et al
(1987) should have introduced another control condition of no movement of either 
observer or objects. Nevertheless, the research is of practical relevance given the current 
developments in telepresence and virtual reality. In particular the finding that observers 
showed very small mean deviations and little variability should be of interest to designers 
of such systems.
Two general questions can be put forward here: (a) what role do other depth cues such as 
size play in connection with movement parallax in a telepresence system? and (b) how 
does the coupling between observer movement and camera movement affect O 
performance?
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Figure 1,2. a. the principle of head movement control of the camera by Smets et al 
(1987); b. the arrangement for collecting data from active (left) and passive observers 
(from Overbeeke & Stratmann 1988, Appendix 3, pp 27, 28).
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1.2. General Issues and Terminology
The research presented here forms part of the complex and in many ways unresolved 
issue of space perception or spatial vision. A range of disciplines, approaches and 
respective terminologies, frequently crossing established boundaries, concern themselves 
with issues such as: how do humans perceive the third dimension which is probably the 
oldest way of formulating the problem (Berkeley 1709/1910)? - How is it possible for our 
senses and in particular vision to enable us to successfully navigate and act in the physical 
world (the functional view of Gibson)? - What are the anatomical and physiological 
structures and systems being capable of 3D perception? - What are the requirements for 
machines to see and operate in a physical environment (the issue of machine vision and 
robotics control)? - How can pictures, i.e. representations of the spatial world, be 
designed and how can the information in the picture be utilised by a human organism or a 
machine? - Finally, there are very difficult questions of the phenomenal nature of 
perception - e.g. what is the role of consciousness in 3D perception. In other words, 
philosophers, biologists, psychologists, physiologists, engineers and artists all have a 
major interest in 3D perception. And each discipline, and in addition different approaches 
within the disciplines, have developed their own vocabulary which in some contexts are 
used as signposts to a researcher’s general problem formulation and its possible solutions. 
Some essential conceptual and terminological distinctions will be clarified below.
Firstly, it is necessary to distinguish between visual space which is what the observer 
experiences (phenomenal experience) and physical space (external to the observer) which
12
is the concern of physicists, engineers and architects. Obviously, the interest here is the 
relationship between physical and visual space.
A fundamental distinction is the level at which 3D perception is conceptualised and 
investigated. Generally a distinction between low and high level vision processes is 
accepted; low level processes are more the domain of neurophysiology and brain 
research, whereas high level processes are more the domain of experimental 
psychologists. While this distinction is of course fluid, it nevertheless is associated with a 
terminological distinction: spatial vision versus space perception. De Valois & De Valois
(1988) choose ‘Spatial Vision’ as the title of their review of low level processes in 3D 
perception. The chapter in the Handbook of Performance and Perception of immediate 
relevance to this project is entitled ‘Space Perception’ (Sedgwick 1986) which focuses on 
size, distance and depth perception including the role of texture and movement. Sedgwick 
himself suggested that “space perception is the ability to perceive the three-dimensional 
layout of our environment” (1986,21-2). A recent textbook on perception by Sekuler & 
Blake (1994) covers the issues De Valois & De Valois address in their book in a chapter 
entitled ‘Spatial Vision and Pattern Perception’ and space perception in a chapter on 
‘Depth Perception’. Spatial vision deals with spatial properties of objects which influence 
detection and discrimination. This usage of the terms supports the view suggested at the 
beginning of the paragraph that spatial vision covers lower level processes whereas space 
perception covers higher level processes.
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This report will use the term 3-d perception rather than space perception or spatial vision. 
This reflects the focus on depth perception rather than the far wider implications of terms 
such as spatial vision or space perception.
Two major approaches to 3D perception have already been introduced - the constructivist 
approach and the direct perception approach (see 1.1. $2). This general classification is a 
simplification and amongst others does not give any due recognition to the major 
contributions which, for example. Gestalt psychologists made in such areas as perceptual 
organisation (Koffka 1935) and apparent motion perception (Wertheimer 1912 , Duncker 
1929).
Several general classifications of approaches have been presented. - One general 
distinction between them has been introduced earlier. This distinction is associated with 
the conceptual and terminological distinction between ‘cues’ or ‘signs’ (‘cues to depth’) 
and ‘information’ available in the optic array.
The above mentioned constructivist and direct perception approaches developed their 
own respective terminologies; constructivist approaches introduced the terms ‘cue’ or 
‘sign’; ‘sign’ refers particularly to cues which only provide ordinal information such as 
occlusion. The ecological approach, in order to emphasise its distinct orientation of 
immediate and direct perception, used the term ‘information’. The information is 
available in the optic array which reaches the eye. While these terms are frequently used 
as a cue to a researcher’s general orientation, a tendency to break down the boundaries 
between the approaches and to use the terms interchangeable can be observed in recent
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publications (e.g. Cutting 1995, Sedgwick & Nicholls 1995). This report will use the tenn 
‘source of infonnation’, ‘information source’ or ‘IS’ for short; no theoretical preference 
is intended by this choice.
Central to this study is the term motion parallax, and two related terms: movement 
parallax and motion perspective. The most commonly used tenn is ‘motion parallax’ 
which has been defined by Rogers & Graham (1979, p 125) as “the relative movement of 
images across the retina resulting from movement of the observer or the translation of 
objects across his field of view”. Overbeeke (1988, in Overbeeke & Stratmann, 1988) 
suggests that it is appropriate to distinguish between movement parallax as resulting from 
observer movement and motion parallax as resulting from object motion. It is more 
common to use motion parallax to refer to both situations as did Rogers & Graham and 
also C.H. Graham (1951) in an important review on motion parallax; this lack of 
distinction is justified on the basis of the analysis of the retinal image.
However, it is questionable whether it is at all appropriate to talk about motion parallax 
without a moving observer: then the stimulus is really differential object motion or, what 
amounts to the same, differential angular displacements. It is noteworthy that Ono et al 
(1986) defined motion parallax by reference to Rogers & Graham (1979) but only 
mentioned the observer movement situation. Ultimately the issue of the function of head 
movement in motion parallax is an empirical question. Recent research by Rogers & 
Rogers (1992) found that both visual (e.g. distance cues, texture) and non-visual (e.g. 
proprioceptive information) information can disambiguate depth information in random 
dot kinematograms as effectively as head movement. Rather than arguing whether head
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movement should be a defining feature of motion parallax, it is possible that head 
movement provides a constraint which can disambiguate depth order. In this sense it is 
not a defining feature.
For this report, the common use of the terminology concerning relative differences in 
angular velocity and shifts resulting from either observer or object motion will be 
maintained, i.e. the term ‘motion parallax’ will be used to cover both situations.
Gibson (1950) introduced the term motion perspective which he defined as the gradients 
of motion in the optic array which are produced by the movement of an observer relative 
to textured surfaces. He introduced this term to distinguish his outlook from the 
experimental conceptualisation of motion parallax as the relative motions of two isolated 
objects in space. Given this definition Rogers & Graham’s (1979) use of textured surfaces 
(random dots) can be understood as a study in motion perspective. Indeed, Sedgwick 
(1986) reviews their work under the separate heading of ‘motion perspective’.
The terms ‘picture’, ‘image’ and ‘retinal image’ need clarification. Traditionally, a 
picture is a painting. In this context we only refer to representational pictures. The term 
will also be used to include photographs and monitor displays. The term ‘image’ will only 
be used to emphasise a focus stemming from image analysis; e.g. computers analyse or 
synthesise images. Example applications are computer generated images (CGI) and 
computer generated enviromnents (CGE). However, a recent major overview by Ellis et 
al (1991) used as its title “Pictorial communication in virtual and real environments”. It is
16
therefore suggested to use the term ‘picture’ whenever possible. - In line with common 
usage the image formed on the retina will be referred to as ‘retinal image’.
The terms ‘picture’ and ‘image’ suggest a static display. However, video and cinematic 
displays have become central to our culture, and it is only those pictures which can 
represent motion properly. They are therefore referred to as motion or kinematic pictures. 
Also sequences of scenes which represent a narrative are referred to as motion pictures, 
even if they do not contain any motion in the strict sense of e.g. a moving object. In the 
context of this report, a veiy general term ‘dynamic pictures’ will be used to acknowledge 
the restricted forms and amount of motion available in the experimental displays.
Virtual reality (VR) is a buzzword which covers a range of designs with very different 
aims. Most commonly VR implies some form of immersion technology including head 
tracking and stereo headsets. These systems can be found in amusement arcades and in 
places such as leisure centres. Shebilske (1991, p 305) defined a VR system as a system 
“in which human operators interact with computer generated images”.
Other systems are referred to as tele-presence systems and tele-operator systems. Tele­
presence as utilised in the experimental work presented here was defined as “link[ing] the 
video image to the head-motion of the observer, so that the changes in the video image 
viewed by the observer emulate the changes that would have occurred in the visual field 
if the observer was viewing the scene directly” (Huber & Davies 1995). A similar 
definition was provided by Nomura et al (1994): “The telepresence camera system has a 
master-slave configuration, in which the operator’s head is tracked in real time by the
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robot in the remote area. This important feature lets the user move about and look around 
the remote area as if actually there.” And again, the philosopher Heim (1994) in a study 
on the cultural impact of VR defines tele-presence in terms of the hardware providing the 
experience of immersion in a remote environment.
Held & Durlach (1991, p 234) quoted Akin et al (1983); “ At the worksite, the 
manipulators have the dexterity to allow the operator to perform normal human functions. 
At the control station, the operator receives sufficient quantity and quality of sensory 
feedback to provide a feeling of actual presence at the worksite”. Held & Durlach (1991) 
argued that telepresence is a quantitative dimension which is not sufficiently 
operationalised by Akin et al.; the degree of telepresence is influenced by a number of 
factors such as stereo viewing systems, time delays between recording and action 
components. Held & Durlach (1991) distinguished between the tele-operator system and 
the degree of tele-presence this system provides.
To reconcile the terminology of tele-operator systems and tele-presence it may be 
suggested that the actual system is referred to as tele-operator system and this system 
dependent on its characteristics, provides tele-presence (to various degrees). The 
relationship between VR systems and tele-operator systems are fluid; it is possible to use 
image enhancement techniques which result from a VR system (e.g. map based 
information supplied to a head-up display employed in aircraft) in combination with 
video pictures which are provided by a tele-operator system (VR information is likely to 
be superimposed on the actual video pictures). For further details see Ellis (1991).
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Finally, the distinction between physical measures and perceived quantities will be 
indicated by a prime associated with perceived quantities. For example, the physical 
distance will be D, while the perceived Distance will be D’.
1.3 Organisation
Chapters 2 to 5 will introduce the reader to the wider background relevant to this study. 
The review will start with general comments on perceiving space and the third 
dimension. In order to avoid a tunnel vision of space perception as depth perception, 
issues of the perception of layout and shape will briefly be addressed. Chapter 3 will 
focus on motion parallax and the general issue of perceiving structure from motion. 
Chapter 4 will give an overview of findings and models which attempt to integrate 
different sources of information for 3-d perception. Chapter 5 will extend the review to 
picture perception and tele-presence, and identify the special problems with those forms 
and techniques of representation. :
An overview of the empirical work will be provided in chapter 6. Chapters 7 to 12 will 
describe the empirical work in detail. Chapter 7 will present a baseline experiment for the 
effects of head movement on depth perception in a model tele-presence system. The 
following chapter 8 will present some data on the effects of movement and multiple 
viewpoints under real world viewing conditions, or direct viewing as it will be referred to 
here. Chapters 9 and 10 will deal with the issue of natural coupling between observer 
movement, camera movement and picture dynamics and its disruption. Another form of
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coupling between observer action and perception will be explored in chapter 11. Chapter 
12 will address the problem of short tenn learning processes; these occurred in a number 
of experiments. Finally, chapter 13 will summarise the main findings and end in a general 
discussion.
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CHAPTER 2
3D PERCEPTION
2.1. History of Approaches and Issues
“Space perception is the ability to perceive the three-dimensional layout of our 
environment” (Sedgwick 1986, p 21-2). Given the previous comments on space 
perception and 3D perception (Section 1.2.), this definition will be adopted here. Since 
the visual modality has the largest range and highest resolution in 3D perception, visual 
3D perception is often equated with 3-d perception in general. Audition and touch of 
course play a role in 3D perception. Sedgwick (1986) distinguishes two fundamental 
approaches to describing the environment as the object of 3D perception: an atomistic 
arrangement of a large number of individual particles (or points in geometric terms), each 
of which can be characterised by its direction and distance relative to the observer. This 
approach guides for example the chapter on depth perception in a recent textbook on 
perception (Sekuler & Blake 1994). Alternatively and based on Gibson (1950), the 
environment can be described by surfaces and their distances, shapes and slants etc.. This 
distinction reflects the constructivist and direct perception approaches respectively.
Points are the stuff of geometrical abstraction, whereas surfaces are the stuff of 
geometrical optics.
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Several attempts have been made to chart the history of space perception (Sedgwick 
1986; Hochberg 1988). Since perception is an important issue in philosophy 
(epistemology, philosophy of science), any attempt to trace its history is tied up with 
problems similar to those found in tracing the history of philosophy. Usually such 
attempts are simplifications and are coloured by the orientation of the author. The 
following brief notes will outline some of the lines in the history of perception, but 
probably also suffer from the just mentioned shortcomings. It might therefore be best to 
declare this author’s position as that of critical realism in the sense of Popper (1979) or 
Hacking (1982).
The questions realists ask are: (1.) Is there a reality independent of the observer? - (2.)
Can we say anything meaningful about this reality? and (3.) If so, how can we be sure that 
what we see or observe is real? Naive realists affirm the first two questions, and consider 
the third question as irrelevant because they consider reality to be given to the observer. 
Perception becomes an epistemological non-issue. However, critical realists consider this 
problem to be a real one and therefore perception and observation are epistemological 
problems. Popper (1979) introduced the term conjectural knowledge to indicate the 
fallibility of our knowledge of reality. Heelan (1983) identifies areas of apodictic 
perception; science itself developed techniques which lead to perceptions which are like 
reading a word, i.e. definite and exclusive. However, Heelan (1983) suggests that 
ordinary people also have meta-knowledge which allows them to identify areas of 
apodictic perception. Rosch’s (1977) work on categorization is relevant here because it 
showed that there are areas of ordinary life where perception and categorization are
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definite and exclusive, and shared between individuals (e.g. her work on classification of 
objects of everyday life such as furniture, fruit etc.).
Histories of space perception tend to start with Euclid’s geometric laws governing the 
optics of the eye. The Renaissance developed techniques based on linear perspective for 
accurate pictorial representation. This is the background of much of the research on 
pictorial depth cues. Descartes (1637) identified size constancy; in accord with his 
rational outlook he conceptualised the visual system as a kind of “natural geometer” 
(Sedgwick 1986, p 21-3; Maull 1980). The emphasis on rational inferencing is noticeable 
in contemporaries such as Epstein (1977), Gregory (1973) and Rock (1983), and also 
Neisser (1976). The rational line of studying perceptual processes can be contrasted with 
the empiricist tradition which goes back to Berkeley (1709). His associationist view 
claims special importance for proprioceptive and kinaesthetic experiences which become 
associated with accommodation and convergence of the eye. In other words non-visual 
information is given a more immediate and trustworthy function compared to visual 
information. Later developments such as Gestalt psychology, ecological psychology, and 
computer vision all put the emphasis back on the visual information which is available to 
the eye. However, these approaches differ with regard to the emphasis they give to 
thought processes, whether rational or not. In particular, Gibson’s ecological approach to 
space perception expresses the outlook of the naive realist. It is probably fair to argue that 
the dominant approach in current space perception research is that of critical realism. 
Pribram (1977) provides an eloquent argument to support this direction in his discussion 
of Gibson’s direct approach which in his view can be combined with the constructional 
role of the human organism in space perception.
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The development of the understanding of difficult issues such as space perception was 
and is accompanied by powerful analogies or metaphors. Probably the most important 
analogy is that between eye and camera. This analogy has its limitations, and in particular 
recent developments in the understanding of vision have not been associated with a 
powerful analogy. Descartes’ ‘natural geometer’ was an earlier and rather different 
metaphor. Unlike the computer as a metaphor of the mind and/or brain which has 
attracted widespread attention even outside the scientific community (e.g. Bolter 1986), 
such a development cannot be identified in the understanding of perception (at least not 
yet). Virtual reality systems with their graphics capabilities could in principle become a 
defining technology in Bolter’s sense; it is perhaps the lack of a general theoretical 
account such as expressed in the Turing test which created a general focus for the 
computer metaphor in the mind-brain debate. The computer is seen more like a thinking 
machine rather than a perception machine. Irrespective of this finer point the 
development of computer and machine vision makes an important contribution to the 
understanding of human perception. ;
Another fundamental issue, although only occasionally addressed is that of the 
purposiveness and intentionality of perception. Heelan (1983) argues that perception is 
always purposive or intentional. Intentionalities express the significant interests subjects 
have in their worlds. These intentionalities have their basis in our biological makeup and 
needs, and are embedded in their historical context. Gibson’s (1968) ecological approach 
tends to focus much more on the function of perception, i.e. its purpose, compared to 
some of the other approaches. This issue is closely related to issues of attention and
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selectivity in perception, although Gibson himself would want to deny any role for 
cognition in these processes.
Finally, the most important contemporary approaches which were identified by Sedgwick 
(1986) will be listed: the ecological approach of Gibson, the computational approach as 
developed by Marr (1982), the information processing approach (e.g. Epstein et al. 1977), 
the cognitive approach (e.g. Rock 1983), the psychophysical approach and the 
physiological approach. Obviously, these approaches overlap both conceptually and 
empirically.
Before moving on to a review of the sources of information for 3-d perception, the use of 
the terms direct perception and constructive perception should be clarified. For simplicity 
and clarity, only these two major viewpoints or groups of approaches will usually be 
distinguished. The distinction is partly a matter of emphasis. Direct perception includes 
obviously Gibson’s approach, but also approaches which try to understand 3-d perception 
in terms of the visual system rather than additional cognitive or nonvisual elements, 
whereas the constructive approaches include typically Gregory’s hypothesis testing 
approach (1970). This viewpoint is characterised by a strong top-down component.
Ellis (1991) proposed three general components which need to be considered and 
understood in picture perception as it occurs in new technologies such as tele-presence 
systems. These components are (1) the environment including its dynamics, (2) an 
appropriate geometry for describing this environment as it is relevant to the observer, and 
(3) the perceptual systems of human observers and actors in the environment.
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2.2. Information for Depth
A look at popular perception textbooks or review articles shows that there is no 
agreement what are the cues or information the human observer uses to perceive the third 
dimension and navigate in the environment. Additionally there is disagreement about the 
effectiveness of different sources of information in 3-d perception. These two issues 
become most apparent when contrasting the direct perception and the constructive 
perception approaches. A further issue arises when attempting to group information 
sources. Again different criteria can be used; Sekuler & Blake (1994) use an anatomically 
based classification which is used as a starting point for this review. Other classifications 
are possible; Smith & Davies (1989) distinguish physiological, pictorial, motion­
generated information sources and aerial cues; this classification is very similar to Bruce 
& Green (1994).
Sekuler & Blake’s (1994) classification is chosen here for two reasons. Firstly, the nature 
of this classification does not introduce a possibly inappropriate dichotomy between real 
world and picture perception. Recently several authors argue that the two form a 
continuum (Cutting 1995; Sedgwick & Nicholls 1995; see also Chapter 5). Secondly, it is 
based on one simple classification principle which can best be described as the 
anatomical conditions of depth perception. Sekuler & Blake (1994) distinguish between 
oculomotor depth information, binocular and monocular depth information.
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Before reviewing the literature a few terms need to be clarified. Absolute egocentric 
distance is the distance between the eye and the perceived object. For brevity we will 
refer to it as egocentric distance. Relative egocentric distance is the difference between 
the absolute egocentric distances. Depth perception tends to refer to both types of 
distances. This report will use the term ‘depth’ only for the relative egocentric distance. 
This distinction is important because the ability to judge absolute distance is far less 
developed than the ability to judge depth (Graham 1965).
Oculomotor depth information
Typically these sources of information are classified as physiological cues to depth, 
together with stereopsis. However, Sekuler & Blake (1994) consider them as kinaesthetic 
sources of information or nonvisual cues (Hochberg 1972), in contrast to binocular and 
monocular cues which are visual sources of information. Accommodation and 
convergence play a role only for short distances. The closer an object is the larger is the 
amount of accommodation and the angle of convergence of the two eyes. These ‘cues’ 
were amongst the first to be identified, and played a particular role in Berkeley’s 
empiricist approach (1709). Accommodation is a weak cue to depth; it has limited 
effectiveness within a few meters of egocentric distance (Künnapas 1968).
Experiments trying to isolate convergence of the eyes are all problematic because they 
cannot control for the effects of stereo matching on depth perception. Hochberg (1972) 
argues that convergence is likely to be a weak source of information, although stronger
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than accommodation. However, there appear also to be strong individual differences. 
Sekuler & Blake (1994) argue that it will not be effective for distances larger than 6 
meters.
There is also a logical problem which is frequently overseen in discussions of these two 
sources of information. Both accommodation and convergence “can only furnish 
secondary cues of an object’s distance, for the correct adjustment of the eyes must first be 
achieved in response to some other cue” (Hochberg 1972, p 480) which needs to be some 
visual information.
Binocular depth information
Binocular visual depth perception is perhaps the best and most thoroughly researched 
area in 3D perception. Serious research started with the development of the stereoscope 
by Wheatstone (1838) which provided a very powerful way of demonstrating depth 
resulting from disparity information. Disparity refers to the differences in the retinal 
images resulting from either the lateral separation of the eyes or due to lateral observer 
movement (motion parallax can be understood in terms of disparity; see below). 
Binocular disparity refers to the differences in the retinal images due specifically to the 
lateral separation of the eyes. Disparity can be quantified, e.g. in terms of convergence 
angles. To achieve this by technical means two photographs can be taken from slightly 
different vantage points (65 mm lateral distance if we wanted to simulate the lateral 
separation of the eyes). Such pairs of photographs are referred to as stereograms. Later 
Julesz (1964) developed similar stereograms using random dots generated by a computer.
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They are referred to as random dot stereograms. The advantage of Julesz’ technique is 
that it eliminates all size cues.
Depth perception resulting from binocular vision is called stereopsis (other synonymous 
terms are stereoscopic acuity and stereoacuity). Stereopsis has a very high resolving 
power which enables the visual system to detect very small differences in depth. It is 
usually accepted that under ideal conditions the stereopsis threshold corresponds to an 
angular disparity of about 2 seconds of arc. However, considerable individual differences 
were found and some people do not have stéréovision (so-called stereoblindness).
Geometrical analysis of disparity shows that it is inversely related to the square of the 
egocentric distance of the reference stimulus. However, whether stereopsis actually leads 
to Euclidean visual space perception is a mute point. Stereopsis has been found not to 
agree with Euclidean geometiy, i.e. it is not veridical within Euclidean geometry. 
Luneberg (1950) argued on this basis that visual space is non-Euclidean; instead he 
suggested it to be hyperbolic (see Section 4.3.).
Experiments which attempted to use disparity to produce apparent depth lead to 
equivocal results. While Wallach & Zuckerman (1963) and others showed that stereopsis 
follows Euclidean geometry, Gogel (1969) found that stereopsis is scaled by familiar size 
in a simple linear fashion. These conflicting results are possibly the effect of different 
experimental conditions. The geometric laws hold when only binocular disparity 
information is available, but if other information such as size, accommodation and 
convergence is available the simple linear relationship holds (see also Foley 1980; Nelson
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1986). Also, it was found that stereopsis can be influenced by perceived slant (Stevens & 
Brookes 1988). Stereopsis, like the oculomotor sources of depth infonnation, operates 
over the observer’s near space (up to around 6 m distance).
(
Monocular depth information
Monocular depth cues can be divided into static sources of information, frequently referred to 
as pictorial depth cues, and dynamic or motion generated sources of information. It is 
probably fair to say that most disagreement about the type of information and its effectiveness 
can be found in this domain. This depth information is frequently characterised in the way it 
determines depth. Information such as interposition determines only depth order or relative 
depth (‘ordinal cue to depth’), whereas perspective information determines depth to a level of 
scale. Only familiar size can determine absolute distance and depth; e.g. a person in the field 
of view will make it possible to judge absolute distances.
Static sources of information include the various types of interposition, linear perspective 
including texture and height in the visual field, relative and familiar size, aerial perspective 
and shading. These sources of information will be introduced briefly.
Interposition consists of the perception of depth relations among partially overlapping 
objects. It is an important source of information because it is one of the earliest sources which 
a child uses and it is usually unambiguous in determining depth order (e.g. it can override 
stereoscopic infonnation; Kaufman 1974). Also it plays an important role in combination 
with motion parallax. However, it does not provide quantitative information about distance
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and depth, and has therefore sometimes been neglected. Gibson argued that the human 
observer frequently only requires ordinal depth information - e.g. when determining the 
spatial layout of an environment (Gibson 1979). Given its reliability it should therefore 
deserve more attention. Interposition includes a range of phenomena. The strongest type of 
interposition is occlusion which also works with illusionaiy contours such as the Kanizsa 
figures (e.g. Kanizsa 1976). Transparency is another form of interposition which only 
recently received attention (e.g. Braunstein et al. 1982).
Linear perspective, due to its discoveiy by Renaissance artists (Leonardo da Vinci, Alberti 
and Dürer), has dominated Western representational art and the psychological understanding 
of the depiction of depth in pictures (e.g. Pirenne 1970). “Perspective provides a linear 
structure for the depiction on a surface of the apparent shape, size, and relative position of the 
objects constituting a scene in three dimensions” (Pirenne 1970,11), irrespective of whether 
this depiction occurs on the retina, film or canvas. A more recent definition by Sedgwick 
(1986,21-29; italics in original) captures the fact that perspective and distance are intricately 
related: ^^Perspective may be taken to refer generally to the effects of distance on objects’ 
projections in the optic array”. Several types of perspective are distinguished: perspective in 
the narrow sense refers to the set of rules that allow artists to produce two-dimensional 
projections of the outline shapes of three-dimensional objects. Aerial perspective refers to the 
effects of the atmosphere on the optic array, particularly for distant objects. Motion 
perspective will be discussed below but again it is the effect of distance on the optic array of 
the moving observer which is of interest. Non-linear perspectives are possible and were 
discussed by Luneberg (1950) and Heelan (1983).
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The most important or at least the best known of the rules of linear perspective is that parallel 
lines in three-dimensional space are projected on a two-dimensional surface as lines 
converging toward a single point. This point is called the vanishing point. Visual perception 
research on the projective convergence of parallel lines has often been equated with linear 
perspective in general (Gibson 1950).
Linear perspective in the narrow sense covers a number of sources of infonnation which are 
usually discussed separately in the literature. Apart from the issue of converging lines, texture 
gradients, height in the visual field and size all follow the same projective laws which are 
usually expressed as visual angle relationships. They will be introduced in turn. This 
organisation does not agree with other authors (e.g. Hochberg 1972; Sekuler & Blake 1994) 
who treat texture gradients as part of or a subissue of linear perspective. However, Gibson 
(1979) would use textured surfaces as the starting point and consider the convergence of 
parallel lines as a special aspect of texture gradients.
Linear perspective with its converging lines is certainly a common feature of the 
carpentered environment typical of industrialised countries. The effects of linear 
perspective on slant perception have been studied in some detail using rectangles. 
Generally, it has been found that slant is underestimated. In one carefully controlled study 
Olson (1974) found that underestimation was of the magnitude of 13 It also appears
that slant is more underestimated for smaller rectangles. Sedgwick (1986) provides more 
detail. The influence of linear perspective on perceived distance has been studied in two 
ways: (1) perspective in photographs can be manipulated by taking pictures from different 
points of observation, and (2) perspective of a space can be influenced by non-parallel
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surfaces (Sedgwick 1986). Significant effects have been found and to some extent 
estimated distances varied with the linear perspective present in the display. However, the 
variation tends to be less than the geometry suggests (Smith et al. 1958; Blessing et al. 
1967).
The Ames Room (Ittelson 1952) demonstrates the influence of distorted linear 
perspective on the perception of size. Another powerful example is the corridor illusion 
(Gibson 1950) where cylinders of identical distal size appear larger the further they are 
located down the corridor which is just depicted by a grid of converging lines. Stevens & 
Brookes (1988) showed that linear perspective can override retinal disparity.
One of Gibson’s main contributions was the recognition that textured surfaces can play a 
powerful role in 3-d perception (Gibson 1950). “Texture ... refers to any visible features 
of a surface that are homogeneous in size and spacing across the extent of the surface” 
(Sedgwick 1986,21-23). With increasing distance the density of a surface’s texture will 
increase. Likewise the slant of a surface covaries with texture density. These changes in 
texture density can be quantified as texture gradients. These gradients can be formalised 
as visual angle relationships just as in linear perspective (Purdy 1960; cited by Sedgwick 
1986). For a discussion of the definition of texture gradients see Sedgwick (1986). Abrupt 
changes in texture gradients indicate a comer or edge including an occluding edge.
Gibson (1950) conjectured that texture gradients fully define distance and slant of 
surfaces. Surfaces in the ffontoparallel plane (i.e. surfaces perpendicular to the line of 
sight) are a special case with a zero texture gradient. For a homogeneously textured
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surface the texture provides a uniform scale across the whole extent of the surface. That 
means the distance between two objects located on that surface can be detennined up to a 
scale factor, i.e. the distance can be expressed in units of texture. If the observer has 
information about the texture size available, absolute distance between objects on the 
surface can be determined. The most important application of texture is probably to the 
ground surface, or the groundplane. A number of studies have shown that texture of the 
groundplane affects distance perception (e.g. Wohlwill 1963). A better controlled study 
by Newman (1971) found that nonhomogeneous textures lead to errors in distance 
perception which are of the order of magnitude to be expected if the observers treated the 
surface as homogeneously textured. To summarise there is evidence that the human 
observer uses surface texture to judge distance.
The question of whether texture gradients or linear perspective is the more suitable candidate 
to describe 3D perception is a mute point because many of the textures which were used in 
experimental displays contain perspective information. Likewise outline linear perspective 
drawings can be described in terms of texture gradients. It is not clear how to separate the two 
fully. However, research on slant perception has attempted just that and found that linear 
perspective is the more powerful source of information. Smith (1964) found slant perception 
using outline linear perspective drawings was unaffected by texture gradients indicating 
reverse direction. While this and other findings question the validity of the importance of 
textured surfaces for 3D perception, the findings are limited to the issue of slant perception 
and suffer possible flaws due to other sources of information which may have confounded the 
results (e.g. transformation of angles at comers).
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The groundplane plays a special role for terrestrial animals such as human beings. Not only 
does it provide texture and texture gradients, but it also allows the observer to determine the 
horizon which is at eye level (this applies to any horizontal surface on which the observer 
rests). For a sufficiently large groundplane the boundary of that plane can be used as an 
approximation of the true horizon. The horizontal line divides the optic array in a lower half 
which is the groundplane, and the upper half which is usually the sky or a ceiling.
The location of an object on the groundplane determines its height in the visual field. The 
further an object is away, the higher up in the visual field it is. Instead of ‘height in the visual 
field’, the term ‘slope of regard’ is sometimes used. On a flat homogeneously textured 
groundplane with a horizon line, distance is specified up to a scale factor, and if texture size 
is given, absolute distance can be determined. Height in the visual field is a powerful effect 
which is even present without groundplane information (Gibson 1950; Epstein 1966). 
However, even a minimal background can make the effect much more reliable as Epstein 
(1966) demonstrated. Studies have also shown that height in the visual field alone can have 
an effect on the perception of size.
The last important static 3D information source is size. Hochberg (1972) argues to distinguish 
between relative size and absolute or familiar size of an object. Relative size specifies depth 
to a factor of scale, whereas familiar size determines absolute distance and depth. None of the 
sources of information so far discussed can specify absolute depth in isolation. However, 
familiar size by definition requires previous experience with the object. Therefore familiar 
size is unique. Ittelson (1951) showed that familiar size does specify distance effectively in 
the absence of other sources of information. Gruber & Dinnerstein (1965) showed that even
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knowledge of the distance of objects does not override visual angle information if objects of 
the same shape are used. Their observers saw two squares at different distances but extending 
over the same visual angle. They saw them first under full lighting conditions, and then in the 
dark. The luminous squares appeared to be at the same distance. Hochberg (1972) discussing 
their findings asks whether we perceive absolute distance at all when no groundplane 
information is available. Relative distance perception is probably far better developed than 
absolute distance perception.
The size-distance invariance hypothesis (SDIH) is a very simple geometric relationship 
between size and distance. “The size s of the retinal image that is subtended by some object 
of physical size S, varies inversely with the distance of the object from the eye. That is, s is 
proportional to S/D. Therefore, for some fixed retinal image, the ratio of size to distance is 
constant: S/D = k” (Hochberg 1972, 506). However, Kilpatrick & Ittelson (1953) and 
Hochberg (1972) point to the weak empirical evidence which supports the view that SDIH is 
not only a geometric relationship, but also a law or psychological linkage which is actually 
used by the perceptual system. Hochberg (1972) suggests another theoretical account which 
argues that both size and distance can be independently specified. He refers to these accounts 
as ‘relational theories of size perception’. The size of objects is not like in the SDIH 
determined by the distance of the object, but by characteristics of the context of the object 
whose size is to be judged. Hochberg (1972) suggests as a possible candidate texture of the 
groundplane which can specify size through the number of texture elements occluded by the 
object. The moon illusion is an example which creates a serious challenge to the SDIH, and 
which can possibly be better explained by the type of theory Hochberg suggests (for further 
details see Hochberg 1972, p 51 Iff).
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Aerial perspective is a cue which is of less importance here, but it is important in the 
perception of outdoors environments and in representational landscape painting. It results 
from the scatter of light travelling through the atmosphere and results in a less sharp 
definition of objects seen at a distance. The scattering of the light results in a loss of contrast. 
Laboratory studies have shown that objects with less contrast appear to be more distant 
(O’Shea et al. 1993). Luminance gradiants and contrast gradients as a source of depth 
information were recently studied by Hone (1994).
Shading is an important cue and Ramachandran (1988) showed that shading specifies 
concavity or convexity of indentations in an otherwise flat surface and in the absence of all 
other cues. The visual system assumes that light comes from above. This assumption is made 
with reference to head orientation and not gravitation (although this author does not 
experience a reversal using the typical shaded ‘circles’) (Howard et al. 1990).
Dynamic or Movement Produced Information
Based on Sedgwick (1986) dynamic 3D information consists of motion parallax and motion 
perspective. Motion parallax can be further divided into absolute, relative and simulated 
motion parallax. Since these sources of 3D information are of particular importance they will 
be discussed in a separate chapter after completing the survey on 3-d perception with a brief 
discussion of the metric of visual space.
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2.3. The Metric of Visual Space
Physical space is the reality perceptual psychologists usually are interested in. This space 
is described in terms of Euclidean geometry. One of its central characteristics is that 
parallel lines do not meet.
Both the classical approach to space perception (Helmholtz) and the ecological approach 
(Gibson) believe that visual space is basically Euclidean. This provides a simple criterion 
for the veridicality of space perception: visual and physical space arc equivalent. Of 
course, there are the above mentioned anomalies (visual illusions); space perception is 
basically tricked by particular conditions. While visual space and physical space do not 
map onto one another perfectly. Euclidean geometry is a good enough description.
While both approaches agree on the Euclidean nature of physical space, they disagree 
strongly on what characteristics of physical space and of the observer are important in 
seeing or recovering 3-d visual space on the basis of the optic array or the 2-d spherical 
retinal image respectively:
The classical approach with its origin in the work of artists focuses on cues to 
distance and depth (note the way the problem of space perception is reformulated as one 
of the perception of depth); the observer is considered to be static.
The ecological approach considers surfaces and the defonnations they undergo 
due to observer movement as the starting point.
For the classical approach reality consists of cues to depth, for the ecological approach 
reality consists of surfaces.
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There is another important difference regarding the way a percept of visual space arises 
in the observer:
The classical approach proposes some kind of indirect process via associations or 
inferences. This understanding is firmly grounded in a dualist understanding of mind and 
matter.
The ecological approach proposes a direct process; Gibson talks about the pick-up 
and extraction of information. This understanding is based on a biological understanding 
of the process of perception; the organism and its environment are mutually adapted.
This leads to the question of how we can be sure of what we see or register with our 
visual system. The classical approach is mostly concerned with processes going on inside 
the observer: as long as the cues are effective and not conflicting, internal processes will 
create 3-d visual space. Its veridicality can be assessed by comparing perceptual 
judgments, whether verbal or behavioral, with physical measurements.
While the classical approach posits processes which are rather assumptive and 
cumbersome, the ecological approach has difficulties in explaining illusions. However, 
the latter has a clear advantage in providing a direct link between the organism and the 
physical space (mediated by usually unconscious sensory events). Additionally, Wagner 
(1985) and others found that distance perception in the median plane is compressed by a 
factor around .5.
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Finally, geometries of visual space other than Euclidean geometry have been suggested 
for example by Luneberg (1950) who suggested, on the basis of visual alley experiments, 
that visual space is hyperboiically curved. In this space parallel lines meet in visual space, 
not in physical space. Wagner (1985) assessed different geometries for the perception of 
large-scale environments and found no support for Luneberg’s ideas, and concluded that 
Euclidean geometry is an adequate although far from perfect description of visual space.
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CHAPTER 3
MOTION PARALLAX AND STRUCTURE FROM MOTION
3.1. Motion Parallax
Observer movement leads to continuous transformations of the retinal image. Surfaces 
undergo a range of transformations (projected shapes and objects change), they move 
relative to one another, and surfaces may come into view while others go out of sight. 
Nevertheless there is no doubt that under most circumstances the observer sees a 
stationary environment (Sedgwick 1986). Instead, optic array transformations contribute 
simultaneously to the perception of the observer’s path of movement and to the 
perception of the fixed spatial layout of the environment (Gibson 1950).
Historically, motion parallax has received attention from researchers rather later than e.g. 
perspective and stereopsis. Helmholtz discussed it in his ‘Handbuch der Physiologischen 
Optik’ (1910/1962) where he claimed it provides similar accuracy for depth perception as 
stereopsis. It is the aspect of sequential disparity which he emphasises (at least in the 
introductory sentences discussing motion parallax) rather than the relative velocities 
(which are desrcribed as well). Later motion parallax took on central importance in 
Gibson’s (1950) and Joharmson’s (1964, 1978) research. However, Hell (1981) reviews 
the history of research on monocular motion parallax in Germany which flourished 
around the turn of the century as a consequence of industrial accidents and the Deutsches
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Unfallversicherungesetz (German Accident Insurance Law) which required the 
specification of monetary compensation. The specific interest was whether victims of 
such accidents can successfully adapt to the monocular condition. He concludes that the 
research was inconclusive and as a result the German Insurance Board simply accepted 
that adaptation takes place without even specifying a time period. Interestingly 
Tschennak-Seysenegg (1939; see below) does not even refer to the issue of adaptation 
after loss of an eye despite the fact that he makes a number of practical suggestions e.g. 
concerning diplopia.
Helmholtz (1910/1962) provides a very apt description of motion parallax and the retinal 
transformations associated with it.
"In walking along, the objects that are at rest by the wayside stay behind us; that 
is, they appear to glide past us in our field  o f view in the opposite direction to that in 
which we are advancing. More distant objects do the same way, only more slowly.... 
Evidently, under these circumstances, tîïe apparent angular velocities o f objects in the 
field o f view will be inversely proportional to their real distances away; and 
consequently, safe conclusions can be drawn as to the real distance o f the body from its 
apparent angular velocity.
Moreover in this case there is a relative displacement o f objects at different 
distances with respect to each other. " (Helmholtz 1910/1962, p 295)
Chapter 1.2. introduced Rogers & Graham’s (1979) definition of motion parallax as the 
relative movement of images across the retina resulting from movement. The issue of
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whether head movement or more generally nonvisual information should be a defining 
part of motion parallax was discussed. It was concluded that head movement may 
disambiguate depth order just as some other visual or nonvisual sources of information.
In this sense head movement was seen to act like a constraint for the interpretation of 
motion parallax information. The following paragraphs will extend the description of 
motion parallax and also introduce a number of terminological distinctions proposed by 
Sedgwick (1986) which were already mentioned at the end of Chapter 2.2..
In the real world motion parallax information is most commonly produced due to the 
observer’s movement. While much research on motion parallax has restricted itself to 
lateral head movement or in the case of Smets et al. (1987) to a slight variation in the 
form of arc movement, it should be kept in mind that probably most motion parallax 
information is produced by other movement paths. Helmholtz provides a desription which 
is probably far more representative than the procedures typically used in experiments.
"Suppose, for instance, that a person is standing still in thick woods, where it is 
impossible for him to distinguish, except vaguely and roughly, in the mass offoliage and 
branches all around him what belongs to one tree and what to another or how far apart 
the separate trees are, etc. But the moment he begins to move forward, everything 
disentangles itself, and immediately he gets an apperception o f  the material contents o f  
the woods and their relations to each other in space, just as i f  he were looking at a good 
stereoscopic view o f  it. " (Helmholtz 1910/1962, p 2951)
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It is important to remember that the line of regard and the direction of movement can 
coincide, but frequently they probably are at an angle to one another. This is also the case 
in passive movements when e.g. looking out of a moving train. Coincidence of line of 
regard and movement direction is a special case. Gibson’s (1950) work on takeoff and 
landing of planes is such a case. Figure 3.1. illustrates the different relationships between 
observer movement and line of regard.
Figure 3.1. Observer movement and line of regard. A. and C. are probably most typical 
for the real world. B. is typical for experiments on motion parallax.
N.B. In C. movement and line of regard are slightly off-set for the purpose of illustration; 
in reality they coincide.
Angle b e tw e e n  
Direction of H eading  
and  Line of R e g a rd
B &
Lateral H e a d m o v e m e n t Looking in H eading  
Direction
O b se rv e r
M o v em en t
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Sedgwick (1986) based on Gogel & Tietz (1973) distinguishes between absolute and 
relative motion parallax. Absolute motion parallax is produced by the observer’s
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movement relative to a single object. Absolute distance specification requires availability 
of the translatory component of the eyes’ movement and the visual direction of the object 
(Sedgwick 1986). In the case of lateral head movement perpendicular to the line of 
regard, absolute distance can be computed on the basis of the linear velocity of observer 
movement and the angular velocity of the object’s change in angular direction.
The question arises whether observers can utilise any of these sources of information and 
if yes, how effectively. Eriksson (1972, cited by Sedgwick 1986) reported some effect of 
absolute motion parallax on absolute distance judgements of luminous squares which 
were displayed monocularly in total darkness (distances 200 to 400 cm). Observers 
moved their heads back and forth over 5.5 cm. However observers’ judgement varied 
hugely. There is some indication that observers used a number of strategies such as 
immediate depth impressions, or cognitive estimation on the basis of the side to side 
movement of the squares. The sequential presentation may also have led to the perception 
of relative movement across trials. More evidence that absolute motion parallax is only a 
weak source of information comes from a study by Gogel & Tietz (1973) who found that 
the specific distance tendency (the tendency to locate an object at approximately 2 m 
distance in the absence of 3D information) is not overridden by absolute motion parallax 
resulting from lateral head movement.
Joharmson (1973) designed a matching task. Observers had to adjust a distance indicator 
in a full lit laboratory viewed binocularly to the distance of a square formed by 4 lights in 
a dark tunnel viewed monocularly. Observers could switch between the two displays by 
means of a semitransparent mirror and moved their heads in the monocular condition by 1
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cm. He used distances of 30 to 120 cm. Observers’ settings ranged from 40 to 121 cm 
with little variability. Johannson’s differing and more positive results can possibly be 
explained by the difference in distances he used. It has been suggested elsewhere that 
motion parallax is more effective at nearer distances (below 1 m based on Ono et al 
1986), but it is also possible that at those distances accommodation could have some 
effect. The square made up by 4 light points was slanted back by 60° which would lead to 
projective transformations (of angles); although given the small amount of head 
movement these transformations should be quite small. Johannson’s experiment may 
have been more sensitive due to the type of task he used and the rapid switching between 
the monocular and the binocular display.
Johannson (1973) showed that in an information rich environment which contains 
information both in front and behind the fixation point, observers are capable of reporting 
reliable estimates of both relative and absolute distance. He found deviations of only 5 cm 
at a distance of 60 cm in a monocular condition and 3 cm in the binocular condition.
It can be concluded that absolute motion parallax is a weak source of depth information, 
but at close distances and in combination with other sources it may be quite effective. At 
a minimum it demonstrates the effectiveness of monocular information.
Relative motion parallax or just motion parallax refers to the relative movement of two or 
more objects in the visual field (Sedgwick 1986). The angular velocities of objects in the 
visual field are inversely proportional to their egocentric distances. Therefore relative
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angular velocities specify the relative distances of objects from the observer. The question 
is whether this information can be used by the observer.
Sedgwick (!9G6) distinguishes furthermore between relative and simulated motion 
parallax. In a different guise this distinction can also be found in Smets et al (1987) which 
was discussed in Chapter 1.2.. These authors only consider relative movement produced 
by head movement as motion parallax in the strict sense. It is important to realise that the 
same transformations of the retinal image can be produced either by head movement or 
by object movement. However, head movement will additionally produce proprioceptive 
information about the movement. The question of whether the potential availability of 
proprioceptive information resulting from head movement or observer movement in 
general should be considered as a defining feature of motion parallax has already been 
raised in chapter 1.2.. We will return to this issue after reviewing the research on motion 
parallax where the parallax information resulted from head movement.
Probably one of the earliest systematic studies was carried out by Bourdon! 1902) whose 
subjects could easily decide which light was closer to them in a 20 m long dark corridor, 
if they were allowed to move their head, but not with their heads stationaiy under 
monocular viewing conditions. However, estimation of absolute distances was not 
possible. Tschermak-Seysenegg (1939) provided the first exhaustive list of situations 
which give rise to motion parallax. He found motion parallax to be as effective as 
stereopsis to specify depth. Furthermore, motion parallax is also effective in the vertical 
plane. His paper unfortunately does not describe the number and characteristics of his 
observers.
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Eriksson carried out a number of studies exploring the effects of the extent of observer 
movement and the strength of motion parallax information relative to other sources such 
as size and height in the visual field (Eriksson 1974; see also Sedgvvick 1986 for details 
on unpublished reports), Eriksson (1974) asked observers to move up to 2 m back and 
forth, either at an angle of 30 degrees to the frontoparallel plane, or along the line of 
regard. The stimuli were self-luminous flat shapes, and were located 2 and 7 m away from 
the observer’s reference point. In the stationary condition size (i.e. visual angle) led to the 
perception of objects in a plane (compare Gogel & Tietz’s (1973) specific distance 
hypothesis). Together, visual angle information and height in the visual field led to 
distance estimates in the expected way, i.e. objects in the upper part of the visual field 
were judged to be further away even if they were closest (largest visual angle). However, 
in both experiments observer movement led to depth estimates based on movement 
parallax, i.e. movement parallax dominated visual angle information and HI VF. Eriksson 
(1974) argues that the complexity of his stimulus displays may be a major reason for 
highly veridical estimates; his displays contained a number of objects simultaneously 
rather than just 2 objects either simultaneously or consecutively, as is typical of many 
experiments. Also the movement is more natural compared to the usual lateral head 
movement. Resulting from his experiments he suggests an interaction hypothesis which 
conjectures an interaction between body-state information and optic array information.
Ferris (1972) provided feedback to his observers in a before-and-after design. Distances 
ranged between 1.22 and 4.57 m, the background was varied with different textures and 
observers were asked to rotate their head around a vertical axis. Observers pre-training
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results could be described by a power function with exponents between .80 and .85. After 
10 training trials they were re-tested and the exponents increased to .99 and .93 
respectively. The improvement was significant. However, Ferris reports that 
improvements were largely due to conscious adjustments rather than changes in perceived 
distance. His study is unusual in that he used rotational head movement. This according to 
mathematical analysis does not produce motion parallax information (see below the 
discussion of Longuet-Higgins & Prazdny, 1980). Therefore the results, particularly for 
the pre-training period, are surprising.
Hell (1978) used a size matching task to study the effectiveness of motion parallax. He 
found that in the stationary condition observers based their adjustments on visual angle 
information, but when they moved their head laterally their adjustments were specified 
halfway between visual angle and motion parallax. These results were found at relatively 
low velocities (3 cm/sec) and small amounts of head movement (down to 1.5 cm). 
However, faster and larger amounts of movement led to stronger effects of motion 
parallax. In addition. Hell (1978) had a position parallax condition in which the observer 
was asked to move and then look at the display in turn. A shutter closed whenever the 
observer moved (in fact the shutter only closed for speeds of more than 1 cm/sec). Results 
were very similar to the stationaiy condition. This suggests that it is not the different 
viewpoints and the resulting relative differences in positions, but the different relative 
velocities which specify depth. However, Hell points out that it is unclear to what extent 
this procedure interferes with observation and adjustments by the observer.
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Hell & Freeman (1977) found that background texture slightly interfered with the effects 
of motion parallax (Ferris 1972, see above, found the same) and that increasing angular 
separation of the two objects decreased its effectiveness. Reinhardt-Rutland (1995, p 406) 
suggested that the backgiound information may strengthen the visual angle information 
due to the perfect correlation between size (visual angle) of the stimulus objects and the 
amount of background occlusion. At the same time Gibson (1979) would suggest that 
dynamic occlusion and disocclusion should strengthen the influence of motion parallax. 
Oddly enough Reinhardt-Rutland referred to this understanding as well (p 412) without 
addressing this contradiction.
Reinhardt-Rutland (1995) in response to his own criticism (although problematic) of 
using more than 1 object in front of a textured background decided to study the effects of 
motion parallax with slanted rectangles. This study also addressed the wider issue of 
whether the finding that motion parallax is a weak cue to depth in real world stimulus 
situations, compared to Rogers and Graham’s (1979) random dot kinematograms, is the 
result of the poverty of the stimuli which were commonly used in motion parallax 
experiments (depth in the display of two rods). Two types of rectangles were shown: a 
rectangle slanted 30° to the frontoparallel plane and a trapezoid which pictorially 
represented a rectangle projected at 30° and at a distance of 1 m. Lateral head movement 
was 15 cm. Reinhardt-Rutland could show that this display did not result in poorer 
performance in the presence of a textured background (Reinhardt-Rutland 1992). 
Stationary viewing led to judgements which cannot be fully explained by visual angle 
infonnation. However, accommodation may have had a small effect because the stimuli 
were at a distance of 1 m.
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A further study asked observers to estimate physical slant, pictorial slant and the 
combination of both (Reinhardt-Rutland 1995). The background texture significantly 
increased slant judgements; this effect was only present for slanted stimuli, irrespective of 
physical or pictorial slant. This led to some overestimation of slant for the 30° projected 
rectangle. An attempt was made to see whether this overestimation can be explained as 
resulting from motion contrast as suggested by Graham & Rogers (1982). Reinhardt- 
Rutland’s (1995) second experiment confirmed the results of previous experiments and 
lends some support to the idea that motion contrast might help to explain the 
overestimation of slant resulting from motion parallax. More generally motion and 
motion parallax may play a particular role in detecting differences in surface slant.
We now turn to ‘simulated motion parallax’. The observer remains stationary but the 
display moves back and forth, usually perpendicular to the line of sight. This paradigm 
allows for better experimental control and it excludes proprioceptive information. A very 
thoroughly controlled experiment was carried out by Graham et al (1948) who used a 
version of the Howard-Dolman setup to assess motion parallax thresholds. A subject 
looked monocularly through a small hole and was asked to align two needles such that 
one was directly above the other, i.e. both needles would be at the same distance from the 
observer. Subjects could detect very small differences (0.5 min of arc). Variabilities were 
small. They found that with faster speeds the threshold increased, and the level of 
illumination reduced the threshold until it reaches a limiting value. Zegers (1948) using a 
similar apparatus confirmed these findings. While these results are possibly important 
from a practical point of view, they do not really tell us about motion parallax because the
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task can be done by simply nulling the relative motion between the needles (Sedgwick 
1986).
E. Gibson et al (1959) used the same procedure, but replaced the needles with surfaces 
covered with random textures which were backlit. In stasis the observers saw one surface, 
but when the surfaces moved, the observers identified two surfaces. However, they could 
not say which surface was in front and estimates of depth separation were very variable. 
Similar results have been found using computer displays (Mace & Shaw 1974, McConkie 
& Farber 1979). It is possible that these displays did not provide the means for the 
observer to disambiguate motion parallax information (Rogers & Rogers 1992).
Finally, the research which in the Gibsonian tradition would be referred to as dealing with 
motion perspective will be reviewed. Motion perspective results from observer movement 
relative to textured surfaces; the movements produces gradients of motion in the optic 
array. Gibson (1950) introduced this term to distinguish it from the motion parallax 
studies which used just two isolated objects. Mathematical descriptions of motion 
perspective can be found in Longuet-Higgins & Prazdny (1980) and Koenderink (1986). 
These analyses showed that motion perspective carries potential information both for the 
path of motion of the observer and the layout of stationary surfaces past which the 
observer is moving (Sedgwick 1986). Studies exploring the effectiveness of motion 
perspective focussed on three parameters of layout: depth, slant and to a lesser degree on 
absolute distance.
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E. Gibson et al (1959) found that the slant of a glass surface splattered with paint, lit from 
the back and translated back and forth, can be accurately estimated (45° were 
underestimated at 40°). However distance perception was very poor (these results were 
described under simulated motion parallax - see above). Observers did reliably see a 
slanted surface which was moving. Flock (1964) found further support using the same 
apparatus. Different random dot textures and movement velocities lead to accurate slant 
estimates. In both studies the stationary condition did not lead to the perception of slanted 
surfaces.
Willey & Gyr (1969) added motion perspective to linear perspective information and 
found little additional advantage for motion perspective in matching slanted rectangles. 
However, their surfaces were tilted around a vertical axis rather than the more commonly 
used horizontal axis. Rogers & Graham (1983) found that compression transformations 
(contractions and expansions) are less effective than shear transformations (projective 
relative lateral translations).
Closely related to the study of motion perspective is the study of the structure from 
motion (Braunstein 1994). Sedgwick (1986) in his review described the ‘structure from 
motion’ literature under the heading of motion perspective. Braunstein & Anderson 
(1981) repeating and extending a study by Farber & McConkie (1979) found that 
observers showed good performance in judging the internal depth of objects (correct 
decision for concave vs convex surfaces in 90% of trials).
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Probably the most important studies on motion perspective were carried out by Rogers 
and Graham (1979, 1982) which were already mentioned in the introductory chapter in 
connection with Smets et al’s (1987) assertion that the centre of the arc movement by the 
observer and the fixation point need to coincide (Section 1.1.). The following paragraphs 
will extend these earlier comments. Rogers & Graham introduced a new experimental 
display technique - so-called random dot kinematograms. In these displays different 
segments of the picture move at different speeds dependent on the virtual distance from 
the observer; in other words it simulates the differences in relative velocities of objects or 
surfaces at different distances from the observer. These displays achieve the same 
convincing depth impression based on motion parallax simulation as do the random dot 
stereograms for stereopsis. Rogers and Graham developed their kinematogram technique 
on the basis of Julesz (1971) random dot stereograms. Typically sine wave or square wave 
patterns were used. The relative movement of the patterns (e.g. differential movement of 
peaks and troughs of a sinewave) is achieved by applying a sinusoidal current or a current 
modulated by the head movement of the observer to the controller of the kinematic 
display. “ .
These displays led to the complete absence of any phenomenal depth in the stasis 
condition, but in the movement condition it led to highly convincing phenomenal depth 
(e.g. Rogers & Graham 1979). This means there is no depth information available in the 
stationary display, which is a considerable advantage over the displays such as those used 
by Graham et al (1948) which cannot exclude the effects of size and brightness on depth 
perception (Hayashibe 1991). Depth order was for most types of surfaces unambiguously 
judged by all their subjects, under full viewing conditions. Using a stereoscopic matching
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task (binocular disparity matched to motion disparity), they found that perceived depth 
increased with depth in the display, but it was underestimated at greater depth. A number 
of other findings were already mentioned in Chapter 1.1.: motion parallax generated by 
head movement is more effective than motion parallax generated by movement of the 
entire display system; lateral movement is as effective as arc movement.
Research by Ono et al (1986) using basically the same apparatus as Rogers & Graham 
showed that motion parallax is scaled by absolute distance information which was 
available under full viewing conditions. However, this applies only to distances up to 100 
cm; at larger distances of 160 and 320 cm observers tended to perceive a rocking motion 
of the pattern either in combination or instead of the 3D pattern. A further study by Ono 
et al (1988) combined motion parallax with dynamic occlusion. Both consistent and 
conflicting displays were presented to observers. When observers moved their heads (self- 
generated motion parallax) and when motion parallax and dynamic occlusion were in 
conflict, motion parallax dominated for small depth separations, but for large separations 
the opposite applied. For the stasis condition depth order was determined by occlusion 
information. Ono et al (1988, p 264) interpret this to mean “that motion parallax is not 
appropriate for specifying the three-dimensional structure within objects and surfaces 
since the depth between points is usually small. Dynamic occlusion... functions most 
effectively in specifying the depth order between objects at different distances” .
Rogers & Rogers (1992) addressed the issue why the original research by Rogers & 
Graham (1979) did not find the same ambiguity in judgements of depth order as the 
research by E. Gibson (1959), Braunstein (1966) and others found. Theoretically there is
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no ambiguity in motion parallax in the real world because the velocity of an object is 
inversely proportional to its distance from the observer. Nevertheless the human observer 
easily experiences depth reversals in these previous studies; the same was also found by 
Rogers & Rogers (1992) when the relative movement of the surfaces was presented on a 
stationary display to a stationary observer. They found that motion parallax infonnation 
on its own is ambiguous, and that other nonvisual or visual information is required to 
disambiguate depth (i.e. reduce depth reversals). Perspective shape transformations were 
most effective in disambiguating motion parallax informtion. Similar findings were made 
by Hayashibe (1991) who found frequent depth reversals. Another finding was that 
control of the fixation point reduced depth reversals; in particular the fixation of receding 
stripes lead to large numbers of reversals while fixation of a protruding strip lead to zero 
reversals.
Disambiguation as will be discussed in Chapter 4 is a special case of ‘cue integration’. 
Given the ambiguity of motion parallax, it is of interest to see whether cue conflict would 
lead to the perception of inverse depth orders. Since the ambiguity was found in using 
kinematogram displays, it can asked (1) whether the surface information suggests flatness 
(accommondation, reflectences from the screen) and (2) whether visual angle information 
(e.g. of the stripes used by Hayashibe, 1991) contradicts motion parallax information.
This could possibly explain why Eriksson (1974) did not find any ambiguity even in the 
presence of conflicting cues.
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To conclude the review of research on motion parallax information, some fairly firm and 
some more tentative conclusions can be drawn. In the following comments motion 
parallax will used as the term covering all aspects discussed aboved.
* Motion parallax can be an effective source of information for 3D perception.
* Random dot kinematograms are generally more effective compared to real world 
situations.
* Motion parallax itself does not specify depth order. Additional information is required 
to disambiguate depth order. While this is certainly the case for kinematograms, it has not 
been found by Eriksson (1974) in a real world display.
* Closely related to this point is the suggestion that the impoverished stimuli of 2 rods are 
not complex enough to specify depth. More complex stimuli either in the form of random 
dot surfaces or a larger number of objects are more successful in specifying depth.
* Motion parallax is effective in perceiving slant in real world situations.
3.2. Theoretical Issues: Depth from Motion
Depth extraction or 3D perception was the main topic of this chapter and the first part of 
this chapter. Much of this research can be characterised in the following way:
57
■ It is assumed that the third dimension needs to be extracted either from a retinal image 
or limited information available in the optic array. While Gibson would disagree with 
this, research guided by his approach is in effect mostly indistinguishable from the 
classic constructivist approach.
■ There is a tendency for researchers to search for ever more characteristics which are 
potential or effective sources of depth information.
■ Much of the research looks at one source of information at a time. However, there are 
recent studies looking at a combination o f ‘cues’.
■ Theories, if it is possible to call them so, are mere ‘transducer theories’: The sensitivity 
of the visual system to information in the optic array is assessed either in a qualitative or 
quantitative way. Perception is understood within the format of physical theories.
■ Attentional and motivational control of perception is rarely considered. Reasoning is 
not considered except as a confounding variable.
This section will review three issues. Firstly, some of the literature addressing the 
question of what kind of information resulting from movement can be used by the visual 
system. Secondly, Braunstein’s ideas on the structure from motion extraction will be 
summarised. The third point is a consequence of the second point - monitor displays 
which are used in research may not necessarily require 3d processing. While the first
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point is still very much within the framework outlined in the characterisations above, the 
other points attempt to expand the framework (at least a little bit).
Movement (Transformations) and Depth from Motion Extraction
It was already mentioned that Longuet-Higgins & Prazdny (1980) and Koenderink (1986) 
provided mathematical solutions to the extraction of depth from motion. Based on vector 
analysis they could show that motion perspective carries potential information both for 
the path of motion of the observer and the layout of stationary surfaces past which the 
observer is moving. Their research is very important because it specifies the type of 
movements which actually allow the extraction of depth. In the real world observers’ 
movements which are usually described in terms of head movements (although they may 
involve whole body movements) involve translations and rotations or a combination of 
the two. Simpson (1993) based on the work by Longuet-Higgins and Prazdny (1980) and 
Koenderink (1986) argued that only the franslational component of observer movement 
enables the extraction of depth up to a scale factor (affine scale) whereas the rotational 
component is completely ineffective. Absolute metric distances cannot be extracted. This 
view is now generally accepted.
Strictly speaking, however, head rotations include a translational component because the 
head and the eyes do not rotate around a common nodal point (Hadani, personal 
communication). This raises the question of whether the translational component in a 
head rotation is sufficient for depth to be extracted or whether it is below threshold.
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Another assumption of the differential approach put forward by Longuet-Higgins and 
Prazdny (1980) and Koenderink (1986) is the assumption that the eye tends to move on 
straight line trajectories. However, Bruss and Horn (1983) argued that due to common 
torsional eye movement this assumption of straight line trajectories cannot be upheld for 
the general case. Hadani et al (1994) in a more general critique of the models put forward 
in the past argued that the main problem is the assumption of mathematical or 
geometrical points which by definition have zero extent. Hadani and colleagues based 
their analysis much less on a physical-mathematical analysis rather than the specific 
anatomic characterististics of the human eye. This led to at least two important claims for 
which they produced empirical support based on computer simulations: even a point light 
source leads to what they term a visual point which has spatial extent. The reasons are the 
composite nature of the human eye which leads to refraction, diffraction and scattering. 
This enables a mathematical solution for the stability of a visual object which is not 
available for the differential approach assuming a mathematical point.
The second claim concerns the scaling problem in visual perception. Based on the various 
distances such as the interocular distance and the distance between the eye and the 
vestibular system intrinsic metric scales can be suggested. For example, Hadani and 
Julesz (1992) found that perceived depth in a random-dot stereogram was highly 
correlated with the observer's interocular separation. Several important questions are 
associated with these claims: (1) Is it possible to find metric solutions for depth with 
reference to non-visual information such as body-scaled metrics? - While this appears to 
be an attractive idea, research on body-scaled metrics (Warren 1984) has led to only
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limited successes (Konczak et al. 1992). (2) What constraints does the visual system 
exploit? - This issue leads to the next point of the study of structure from motion, but 
before Ullman’s ‘interpretation of visual motion’.
Ullman’s Structure from Motion Theorem
Ullman (1979) formulated the problem of motion perception research as “the 
interpretation of visual motion [which] is the process by which a description of the 
environment in terms of objects, their three-dimensional shape, and their motion through 
space is constructed on the basis of the changing image that reaches the eye” (p 1). This 
conceptualisation makes his theory of immediate relevance to the study of motion 
parallax. He argues the aim is to work out the computations necessary for the visual 
system to successfully carry out the following two tasks: (1) to solve the correspondence 
problem and (2) to achieve a 3-d interpretation (structure from motion in the general 
sense). The correspondence problem arises from the research into apparent motion which 
uses sequences of movie-like frames. No continuous motion-is available to the observer, 
but motion is clearly perceived under the right conditions of timing, spatial separation and 
stimulus intensity. Apparent motion research is ideally suited to study the correspondence 
problem. There are good reasons to argue that apparent and real motion are not 
fundamentally different: at the phenomenal level it is possible to make them 
indistinguishable using the right conditions; the same physiological structures support 
both types of visual motion; apparent motion perception is possible for animals; and 
discontinuous motion can be real (saccadic eye movements, eye blinks, blood vessels in 
front of the eye receptions lamina). Therefore Ullman (1979) starts from the proposition
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that in most circumstances the problems of apparent and real motion are the same. 
However, the advantage of using the apparent motion paradigm is that it enables the 
researcher to study the correspondence problem in an explicit way. His analysis leads to 
the well-known ‘structure from motion theorem’:
“Given three distinct orthographic projections o f four non-coplanar points in a 
rigid configuration, the structure and motion compatible with the three views are 
uniquely determined up to a reflection about the image plane. " (Appendix 1 in Ullman 
1979).
This means that a very limited number of projections or views of a limited number of 
points (not surfaces) are sufficient to determine the structure of the object and its motion. 
It is important to realise that rigidity is a constraint which is assumed in the mathematical 
analysis. This in turn means that the visual system also assumes rigidity. We will come 
back to this issue below.
Another point Ullman (1979) makes is important. Frequently motion parallax and 
stereopsis have been equated: Recovery of depth from motion has traditionally been seen 
as analogous to depth perception through stereopsis. This is an attractive simplification 
which basically equates temporal disparity with spatial disparity. This is wrong in most 
but a few special situations: Displacement values or velocities in the 2D image might 
include objects moving at various speeds in different directions (see chapter 4 in Ullman 
1979). Many situations such as walking in a city or driving a car on a busy highway do not 
meet the simplistic assumptions of equating temporal with spatial disparities. In particular
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this simplifying view disregards the role of differential relative velocities in motion 
parallax. Alternatively, this in this view differential relative velocities are conceptually 
replaced by differential displacements in space.
Ullman (1979) links motion parallax much closer to motion perception than to binocular 
vision. Landy & Movshon (1991, p 229) make the same point, and discuss the similarity 
of motion perception and texture segregation. Computational mechanisms and 
physiological processes point to the similarity between the computation of motion energy 
and the segregation of texture.
In conclusion this section highlighted the problem associated with physical-mathematical 
models which can suffer from inappropriate abstractions from the biological system and 
its movements. These very abstractions may lead to the problems such as the 
indeterminacy problem and the limitation to affine rather than metric scaling solutions.
Uniform motion or homogenous motion in the case of a large distance relative to the 
width of the display; non-uniform motion in the case of a small distance relative to the 
width of the display (Hochberg 1986).
Structure from Motion (SFM)
Braunstein is frequently identified with the research on structure from motion (e.g. 
Braunstein 1976). In contrast to Ullman (1979) and other authors, Braunstein (1994, p 
367) defined ‘structure from motion’ (SFM) in a much narrower sense as “the recovery of
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3D shape from dynamic two-dimensional (2D) images that do not require polar 
projection”. SFM is an issue very similar to the classic question of the perception of the 
three-dimensional world on the basis of the two-dimensional retinal image. However, 
here the 2D image is exosomatic. Images which are not based on polar projection are 
readily found on computer screens.
Much research on depth and motion perception relies on computer generated images, 
frequently using very simple stimuli. Joharmson (1958) showed that even a single light 
point moving back and forth with a sinusoidal velocity will occassionally appear to be 
moving in a circular path in depth. Although it is difficult to determine whether other 
factors such as visual angle and brightness provided depth information, this finding 
suggests that under some circumstances the visual system will create structure on the 
basis of very simple displays.
Braunstein (1994) proposed an inference model to explain the ‘structure from motion’ 
process. Based on the type of models reviewed above he argues that constraints play a 
particular role in understanding the way the human observer creates structure from 
motion. Of particular importance is the rigidity constraint which is crucial for the 
applicability of those mathematical solutions. However, the rigidity constraint is less 
successful than constant angular velocity which is more effective in determining 
perceived shape. Braunstein (1994) suggests that the observer uses those constraints as 
heuristic rules in an inference-like model; he based his analysis on the inductive inference 
model developed by Bennett et al. (1989). This identifies Braunstein as a constructivist. It 
appears that his model has some similarity with Neisser’s (1976) perceptual cycle.
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The Problem of 2D Responses
Braunstein (1994) asks an important question: “How does one assure that the subject is 
performing the assigned task on the basis of a 3D analysis of the motion display, and not 
on the basis of some 2D cue? We cannot assure this with absolute certainty. If the subject 
is provided only with 2D images, and the subject’s task is feasible, it must in principle be 
possible to perform the task using information in the 2D images.” (p 384). Sperling et al 
(1989) using the kinetic depth effect in a categorization task showed that a 2D strategy 
lead to the same results as a 3D strategy.
Braunstein (1994) distinguishes two groups of tasks which are differentially prone to 2D 
processing by the observer. In categorization, rating or adjustment tasks the observer is 
asked to make a 3D judgement. Therefore the observer has no reason to carry out 2D 
analysis. However, in discrimination tasks which frequently include the provision of 
feedback, the observer is likely to use any information that enables the required 
discrimination. In such tasks it is likely that the difficulty in the discrimination varies 
across trials; the subject might learn the discriminating 2D information in the easier trials 
and then apply this to the more difficult trials. Even the observer reporting 3D appearance 
of the stimuli during debriefing may only apply to the simpler trials, but not to the more 
difficult trials.
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The problem of 2D vs 3D appearance and processing is of obvious importance to the 
study of motion parallax. In particular, simple displays such as two rods are prone to be 
perceived and processed in 2D. The type of task as suggested by Braunstein (1994) is 
likely to influence the type of processing.
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CHAPTER 4
INFORMATION SELECTION AND INTEGRATION
4.1. Multiple Sources of Information and their Utilisation
Traditionally research into depth perception focused on one source of information or cue 
at a time; this research identified the mathematical properties of this information and the 
extent to which and how it can be utilised by the observer. However, some research, 
which has been reviewed in Chapters 2 and 3, has studied sources of infonnation in 
combination; the most prominent example is the research on the size-distance invariance 
hypothesis. Other research has focused on one source of information, but used other 
sources to create a context (e.g. the research on disambiguation of motion parallax by 
Rogers and Rogers 1992) or assessed its strength (e.g. Eriksson 1974). Apart from the 
assessment of the strength of different sources of information to specify perceived depth, 
and the analysis of the relationships between different sources of information, a third aim 
is the development of more comprehensive models or theories of 3D perception. The last 
point will be covered in Section 4.2..
Two types of experimental paradigms can be distinguished in the study of information 
selection and integration. One type of paradigm uses consistent information, i.e. all the 
information supports as a minimum the same depth order and at a maximum the same 
affine Or metric structure. The second paradigm type is referred to as the ‘cue conflict
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paradigm’ and uses conflicting information, i.e. each source suggesting a different depth 
order or at least a different affine or metric structure (for a less specific distinction see 
Biilthoff 1991), While cue conflict paradigms have frequently been used to study 
stereoscopic disparity (e.g. a study of stereoscopic shape perception by Buckley & Frisby 
1993), most of the research on depth perception used the ‘consistent cue paradigm’. 
Interestingly some theories of depth perception exclude the case of conflicting 
information. An example is Tandy’s model of weak fusion of depth (Maloney & Tandy, 
1989; cited by Biilthoff, 1991). While this distinction is of heuristic value, it should be 
kept in mind that the distinction is not at all clear-cut. In fact, the above distinction is 
actually overlapping. Ultimately, the distinction between consistent and conflicting 
information is only partly a physical geometric issue, but to a larger extent a perceptual 
issue which is open to empirical and theoretical research (see below).
The best known study using the ‘consistent cue paradigm’ was carried out by Bruno & 
Cutting (1988) who analysed the use of four sources of information (relative size or visual 
angle, height in the projection plane, occlusion, and motion parallax). Stimuli were polar 
projections of rectangles presented on a CRT screen which simulated the four sources of 
information. Each source was either present or absent, resulting in 16 stimuli. Three 
response formats were used: direct judgements of distance, dissimilarity ratings of 
distance for pairs of stimuli (9-point rating scale), and an alternative-forced choice task 
which required the selection of the stimulus with the greater distance. All results can be 
described successfully by an additive model. Analysis of variance did not result in any 
significant interactions. To give just one example of the strength of the results regression 
analysis lead to a multiple R of .98 (mean distance judgements for 10 trials regressed on 4
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dichotomous variables) with all sources of information being significant predictors. It is 
of interest to note that individual differences were found for occlusion and motion 
parallax. Bruno & Cutting explained their data with a modular model for information 
integration which was developed on the basis of information integration theory (Anderson 
1974). This model is additive: perception of depth increases with the number of depth 
sources available.
There are two problems with the displays and the way they were described by Bruno & 
Cutting (1988). Massaro (1988) pointed out that relative size and height in the visual field 
information are never really absent in any of their displays. Also non-occlusion is not 
really absence of occlusion information. Only motion parallax can be described as being 
absent in the strict sense. This means that some of their displays could be understood in 
terms of the cue conflict paradigm. These considerations could be used to re-analyse the 
data because it is possible that cue consistency in some displays and cue conflict in others 
might affect the results of the analysis. It is however not clear at the moment whether the 
resulting pattern is attenuated towards larger or smaller differences between displays 
featuring fewer sources of information compared to those with more sources. A second 
point concerns the doubts whether the displays created a 3D impression and were 
processed in 3D, or whether 2D appearance and processing occurred, a possibility which 
was acknowledged by Bruno & Cutting (1988).
Next an example illustrating the uses of the cue conflict paradigm will be presented, even 
though its substantive characteristics are only of marginal interest here. It also 
demonstrates the possibility to study cue conflict in a quantitative fashion. Buckley,
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Frisby & Mayhew (1988) using the cue conflict paradigm showed that stereo and texture 
information get pooled for small conflicts, but for larger conflicts a rivalry can emerge 
where one or the other source of information will dominate at any one time. They 
concluded that mechanisms exist which pool data about three-dimensional shape from 
different sources of information only if these suggest similar shapes. In a later study 
Buckley & Frisby (1992) again using the cue conflict paradigm studied the relationships 
between stereo, texture and outline-cues in the shape perception of ridges. Stereo 
dominated all horizontal ridge stereograms, high amplitude vertical ridge stereograms and 
all real ridge stimuli. However, Frisby & Buckley (1993) showed that texture can 
effectively compete against stereo in the case of real large ground planes.
Sekuler & Blake (1994) in summarising the findings of cue conflict studies stated that cue 
conflict almost always degrades depth perception, i.e. it reduces or compresses depth. 
While this may generally be the situation, two points should be remembered from the 
literature reviewed here; (1) space is compressed along the line of sight by approximately 
a factor of .5 anyway (see Chpt 2.3.) and (2) some of the studies above such as Eriksson 
(1974) did not show strong compression effects despite the presence of conflicting 
information. Sekuler & Blake (1994) treat displays which provide ambiguous depth 
information (motion parallax in the narrow sense, no head movement etc.) as a variation 
of the cue conflict paradigm. Sometimes these paradigms such as consistent information, 
cue conflict and disambiguation are used purely for experimental reasons, but they are of 
course of great interest when it comes to understanding the selection or integration of 
infonnation to produce a stable percept of visual space (or the lack of it). Ultimately, any
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theory of space perception needs to be able to explain the full range of findings coming 
from the application of these paradigms.
4.2. Models of Selection and Integration
Two approaches to this problem can be distinguished: (1) selection models and (2) 
combination or integration models. Selection models which propose that only a subset of 
the available information is utilised immediately raise the issue of attention, and 
associated with it the issue of conscious processes or higher cognitive processes. This 
section will start with a review of Cutting’s work who seems to have moved from a 
selection model to an integration model. Then the models by Tandy and Biilthoff will be 
presented.
Cutting (1986) attempted to synthesise the theories of direct and indirect perception into 
his own formulation of directed perception. This theory focuses ‘on the idea that 
observers are directed at and select among multiple sources of information that may 
specify a given stimulus’ (p 241). He argued that the observer must select information 
although he also claimed that this is not a matter of conscious choice. The need for a 
theory of directed perception arises out of Cutting’s (1986) and Cutting & Millard’s 
(1984) finding that more than one source of information could account for the outcomes 
of perception. As Cutting puts it: ‘infonnation ... overspecifies outcome (whatever source 
is used, the percept would be the same’ (Cutting, 1986, p 247). It is a many-to-one 
mapping rather than a one-to-one mapping as in Gibson’s theory of direct perception.
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This fonnulation suggests a selection model. The later model suggested by Bruno & 
Cutting (1988) is a simple additive model without any selective component. The later 
model is clearly testable (see below) because it is quantified. However, Cutting’s own 
notion of directed perception does not appear to be incorporated into the model, at least 
not in a formal sense.
The data presented in Bruno & Cutting (1988) were re-analysed both by Massaro (1988) 
and also by Cutting & Bruno (1988). Massaro (1988) focused only on a subset of the 
original data and argued that both selection and integration models explained the data 
equally well. The selection model is based on the fuzzy logic model of perception, which 
assumes independence of the sources of information during their evaluation stage (similar 
to a feature evaluation process) and a non-additive integration process which gives greater 
weight to the least ambiguous source of information. However, the data did not 
distinguish between this model and his modified additive model. In response Cutting & 
Bruno (1988) while agreeing that their first experiment gave some support to Massaro’s 
criticism, the remaining two experiments supported their additive model of information 
integration. The advantage of such a model is its simplicity and it is an extension of the 
modular approach which was strongly advocated by Fodor (1983). This approach is 
particular congenial with developments in computer vision and computation in general 
over the last decade. However, a more complex approach such as Massaro’s can still be 
coached in terms of a modular theory but with stronger links between modules .
Tandy et al (1991) provided a specific and mathematically well-defined model for the 
combination or fusion - as they call it - of depth information. Based on statistical decision
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theory they suggest a two-stage model of modified weak fusion of depth infonnation. In 
the initial stage, reliable sources of information will be promoted for determining depth 
and shape, whereas the effect of unreliable sources will be weakened. Interestingly, one 
of the examples they provide considers motion parallax to provide absolute depth. They 
assume that the observer knows his or her movement velocity and direction. This would 
provide a strong source of information which could then promote occlusion information 
which usually only provides information about depth order. This process of interaction 
between sources of information has some similarity to the disambiguation process 
suggested in the experimental literature. Information promotion is not related to 
calibration processes which they consider to be a learning process. However, it is 
unrealistic to assume that motion parallax provides absolute distance information given 
the absence of accurate velocity information. It appears to be highly problematic to 
promote their model with an example which is not supported by empirical research.
Once all information is promoted which in effect means either to be evaluated as being 
reliable or unreliable, a second stage process fuses the different sources of information by 
combining their weighted values. Before this second stage can start it appears to be 
necessary that conflicting information has been made consistent by down-weighting the 
inconsistent information. The model has been applied to the depth perception specified by 
motion and texture. The design of the model seems to have been guided by an overriding 
desire to achieve fusion; ambiguity, reversals and illusions appear not to be acceptable 
outcomes of the model, although it may be possible that those events are a sign that the 
second stage fusion process could not be initiated because of the inconsistencies between 
different sources of information.
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Biilthoff (1991, p 307) suggested that depth perception should be studied by considering 
the action which a certain 3D descriptor should serve. For example precise manipulation 
of objects requires “a pointwise depth map” whereas surface curvature might be useful 
for object recognition. Very similar to the distinction introduced in the previous section, 
Biilthoff (1991) argued for two classes of interactions between modules for the processing 
of depth information: (1) the information is non-contradictory or consonant, or (2) the 
information is conflicting which is the natural situation when perceiving an object in a 
picture. In a series of studies using ellipsoids presented on a CRT screen they found that 
‘edge-based stereo’ overrides or ‘vetoes’ shape-from-shading. Another form of 
relationship was described as inhibitory which leads to reduced depth perception.
Biilthoff (1991) argued that attempts such as Bruno & Cutting’s (1986) linear model do 
not deal successfully with the non-linearities such as the ‘vetoes’ which Biilthoff (1991) 
reports. In contrast, computer vision suggests two types of models based on mathematical 
work on sensor fusion: weak fusion models where the individual modules eoiiipute depth 
independently and then combine their results (possibly in a linear fashion), and strong 
fusion models in which modules interact during computation of depth, and according to 
Biilthoff (1991) in a non-linear way (Tandy et al’s model is a variety of this model and 
takes a midway position). Biilthoff s (1991) own model is based on Bayesian statistics 
and combines sources of depth information on the basis of their robustness. Additionally, 
it assumes a number of matching stages (starting with edges, followed by discontinuities 
and image intensities).
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One area of research which is relevant to the issue of selection, evaluation and integration 
of depth information is research on attentional processes in depth perception. Kawabata 
(1986) showed that a local feature of the Necker cube (a line drawing with two possible 
3D interpretations of depth, and therefore providing a popular stimulus for the study of 
depth reversals) to which attention was drawn by means of thicker line sections was 
interpreted first, followed by interpretation of the global 3D shape and further local 
features. Both the global 3D shape and the additional local features were interpreted so as 
to agree with the initially interpreted local feature. The interpretation of global shape 
follows rather than proceeds the interpretation of the local feature to which attention is 
drawn.
The above considerations lead back to the previously raised issue of an appropriate 
theory of space perception. Apart from the classical constructivist model (which includes 
the associationist model) and the direct perception approach, other models have been 
suggested. Gogel (1990) in his theory of phenomenal geometry suggests three basic 
factors which constitute the geometry of perceived space: perceived direction; perceived 
distance or depth, and perception of the observer’s own position or motion. While Gogel 
has published a considerable amount of theoretical and empirical work concerning his 
theory, it does not appear to have received widespread recognition.
More recently Epstein (1993) published an interesting comment on the central 
controversy between the ecological realists who consider perception as a direct process 
and those who consider it to be a constructive process requiring symbolic representations. 
For the time being these terms are used in the stricter sense as they are commonly
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employed in the literature. In his short review Epstein (1993) wants to abandon the classic 
distinction between perception and cognition which he considers to be not only vague, but 
also lacking any principled distinction. His own view can be described as integrative. 
Instead of distinguishing between direct and representational processes he suggests a 
distinction between projectible and non-projectible properties. Projectible properties are 
properties of the environment "that are nomically related to properties of light for which 
there are known or plausible candidate transducers in the visual system" (Epstein 1993, p 
707). It is the non-projectible properties of the environment to which biological systems 
can respond, and which require representations. However, most representational 
approaches which includes not only Gregory’s approach (1970), but also computational 
approaches such as Marr's (1982) do not clarify the limits of their approach. A particular 
problem of the pure representational approach is the creation of the 'ghost in the machine'; 
representational approaches give rise to the impression that the representations are read 
like a text or viewed like a picture. Whether Epstein's distinction offers a way out of the 
infinite regress in representational approaches is a question, which he himself does not 
approach. Action based on projectible properties and the obvious availability of 
representations about some of the projectible properties may provide at least a partial 
escape from the infinite representational regress.
The direct perception approach of ecological realism can be characterised as a black box 
model; only functions are specified, but no mechanisms are posited which can perfonn 
these functions; a typical example is information pickup - how does that happen? - Its 
strength is the progress it has provided in the description of the stimulus such as the 
higher order descriptions such as texture gradients and the time-to-contact ratio tau.
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CHAPTER 5
PICTURE PERCEPTION AND TELE PRESENCE
5.1. Reality, Virtual Realities, and Perception
Very recently Sedgwick (1995) considered the question “How is the perception of spatial 
layout in pictures related to the direct perception of spatial layout in real environments?” 
to be the key question of picture perception. This question can be divided into two issues: 
(1) What information is or can be made available in pictures? - This is the question of the 
relationship between the physical world and its pictorial representation. It is the question 
to which originally the Renaissance artists searched for a systematic answer, but is 
currently the concern of the designers of virtual reality systems (Ellis et al 1991). (2)
What ‘information’ in the picture is perceived or seen by the observer? - While this is of 
course also the interest of artists and designers, it is the question which is the ultimate 
concern of perceptual psychologists.
The term ‘infonnation’ was enclosed in quotation marks for a specific reason which 
becomes particularly evident when thinking of the religious paintings of the Renaissance, 
in contrast to for example Leonardo da Vinci’s technical drawings of war machines. 
Kubovy (1986) makes the point very clearly that it is not the only aim of these paintings 
to represent truthfully a 3D physical world, but also to convey spiritual meaning. It is 
possible to consider linear perspective merely as a vehicle for the communication of
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spiritual messages. Hochberg (1978) in a similar vain distinguishes between the 
representational function of pictures, and the expressive and aesthetic functions.
Likewise virtual reality systems are not only of functional practical use, but have already 
become an integral part of leisure centres. Social scientists might be interested in the 
analysis of the cultural messages and values conveyed by such systems, particularly those 
which create imaginary rather than virtual worlds. In fact much of the attraction of virtual 
reality systems is not with their practical capabilities, but with their entertainment uses 
such as “cyber eros” (Heim 1993, p 87) or fighting dinosaurs (Laurel 1995). Laurel (1995, 
p 70) made an additional important point about an aspect of tele-presence and virtual 
reality - a kind of spiritual message which contrasts to the disembodied mentalism of 
artificial intelligence and its computing machines: “VR ... makes little or no distinction 
between body and mind. Instead it employs in a new context the bodily senses that 
evolution has so magnificently prepared. VR is concerned with the nature of the body - 
how our senses work, how we get the feeling of being somewhere and how the sense of 
presence affects us.”
The two questions are not independent because there is not much use in including 
information in a picture which is either not used or not usable by the human observer, or 
worse being distractive or confusing. Usually producing a picture, irrespective whether it 
is an oil painting or computer generated imagery, requires consideration of what makes a 
picture an effective means of conveying information. And this in turn is of course 
dependent on the purpose of the picture and its content. One of the problems is that 
designers of new technologies tend to make assumptions about the usefulness of pictures
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and pictorial infonnation which are frequently based on themselves as a kind of 
‘generalised’ human observer who is competent to make judgements about the usefulness 
of these pictures. Ignoring systematic human factors and ergonomics research which 
includes picture perception is common in engineering design, and has been frequently 
referred to both in the relevant literature and in accident investigations. The latter 
frequently identified design faults as causing accidents or increasing the propensity for 
human error. This has been found in connection with the design of displays e.g. in aircraft 
(Pheasant 1991). Norman (1988, 1995) argues that “too frequently, product designers 
disregard the psychology of the user” (Norman 1995, p 159) when developing new 
technologies.
The question posed right at the beginning of this section has been answered in two 
principally different ways (Haber 1980): (1) picture perception and especially the 
perception of 3D in pictures is derived from or secondary to the perception of real world 
3D scenes; this usually requires extensive experience with pictures, special learning 
processes etc.. (2)Picture perception follows the same strategies and processes as real 
world 3D scenes. Below we will come back to this issue.
The following paragraphs will present an overview of the information which can be made 
available in pictures, followed by a critical discussion of the special role linear 
perspective is frequently assigned to in pictorial representation, before moving on to the 
perception of pictures. The term ‘picture’, as already pointed out in Chapter 1.2. will be 
used to refer to all pictorial representations including paintings, still photographs, motion 
pictures including video, and computer generated pictures including virtual reality.
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However, frequently it will be necessary to refer to specific types of pictures. Each 
section of the review will start with still pictures, followed by motion pictures, and 
complete with tele-presence.
5.2. Pictures as Virtual Realities: Visual Information and Symbolic Form
Sedgwick’s (1995) question of the relationship between perception of the real world and 
picture perception, and whether they follow the same or different principles, is but one 
aspect of the more general question of the veridicality of representational pictures.
Pictures provide conflicting infonnation: Size, linear perspective, texture gradients etc. 
can provide veridical information, at least up to a factor of scale, about a scene (the 
reason these sources of information are referred to as ‘pictorial cues to depth’), but 
accommodation, convergence, stereopsis and motion parallax all suggest a flat surface. 
This conflict has been referred to as the conflict between scene and surface which under 
most circumstances is not a problem for the viewer of a picture.
Haber (1980, p. 12) referred to it as the “dual reality of pictures” which he describes 
eloquently: Pictures “... convey information about a scene in depth while telling us we are 
looking at a flat two-dimensional surface hung on a wall. This conflict creates what is 
called the dual reality of pictures”. Haber points out that the surround of the picture and 
picture surface texture give strong indications of its flatness. In his review Haber (1980) 
emphasized the role of motion information of any kind and binocular disparity 
information, all of which suggest a flat surface. However, pure rotations of the eyes
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should not produce any information specifying depth. Hochberg (1972) and Hagen et al 
(1978) found that restricting observation to monocular viewing through an immobile 
peephole in which a piece of transparent film was placed between the observer and the 
scene resulted in a loss of discrimination between the 3D scene and the picture of this 
scene.
In the previous section it was emphasized that the construction of a pictorial 
representation has to be distinguished from its perception. While an artist’s considerations 
may determine what information in the optic array will be represented pictorially, this 
does not imply the utilisation of this information by the observer. Gibson addressed this 
issue in his description of an ‘informative’ picture as distinct from a ‘symbolic’ picture:
“an informative picture contains the same kind of timeless invariants that a 
sequence of perspectives contains. If it does not provide the eye with these invariants, it is 
not a good picture of the object (for example, if it is not depicted from a favourable point 
of view)....
The timeless invariants become more obvious over time, it is true, in a motion 
picture as compared with a still picture but some of them at least are still present in the 
latter” (Gibson 1971, p 31).
However, this definition is only a very general conceptual outline of what an informative 
picture is. Details would need to be specified. Later Gibson (1979, p 271-272) suggested 
that objects can be represented in terms of their invariants. There he discussed the 
representation of a cat in its invariant form. This notion has some similarity with
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Hochberg’s canonical fonn of an object (Hochberg 1972a), and the perceptual prototypes 
or schemata which were suggested by Rosch (1977) and Neisser (1976); Gibson, 
however, would have objected to the introduction of such mentalistic concepts by the 
latter authors.
The representation of spatial layout in pictures has received particular attention since the 
Renaissance development of perspective geometry provided the tools to analyse the 
layout of real world scenes and their projection onto the picture plane. Sedgwick (1980) 
provided a comprehensive overview of the information which can be made available in a 
picture to determine the spatial layout in the depicted scene - an attempt to answer the 
first question posed at the beginning of the previous section. He focused on the spatial 
information which an observer might possibly use to determine spatial relations between 
objects in the scene. His approach originated from the ecological framework of 
perception, but he did not provide empirical evidence whether the information available 
in a picture is actually used by the observer. Table 5.1. provides a list of the information 
available in a picture (based on Sedgwick 1980).
A problem with Sedgwick’s (1980) compilation is that there is no clear rationale for the 
way he groups different sources of information. These classes of information are not 
independent or exclusive: For example, texture is usually graded by distance; 
groundplane, horizon, and stationpoint are all interrelated. However, it provides a useful 
source for the range of information which in principle can be made available in an 
‘informative’ picture.
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Fundamentally, the problem of an informative picture is its veridicality. Veridicality can 
be understood either in a physical geometric sense or in terms of perceptual effectiveness, 
i.e. would the picture enable an observer to make appropriate judgements or take the right 
actions. Dependent then on the purpose of the picture, veridicality or effectiveness would 
have to be defined accordingly. This implies that there is more than one possible criterion 
of veridicality; veridicality needs to be specified relative to the purpose of the picture.
This view is at odds with a frequently held view that polar projection is a kind of natural 
geometry which not only leads to veridical pictures in the physical sense, but also to 
effective pictures. Kubovy (1986) addressed this issue of the role of polar projection in 
the development of pictorial representation during the renaissance, and asked: What 
criteria can be identified for a successful representation of space? Or to put it more 
technically: Are these criteria structural, i.e. should there be some form of isomorphic 
relationship between the real space and virtual space, or a functional relationship, i.e. "the 
realistic picture is one that provides the greatest amount of pertinent information" 
(Goodman 1976, p. 35). This succinctly formulated question reflects well the main 
concern of the realist approach to picture perception. However, Goodman himself would 
argue that a realistic picture is not possible. The same conflict between structural 
similarity or the resemblance hypothesis, and functional realism can be observed in tele­
presence and virtual reality design and research, a problem to which Kalawsky (1991) 
alludes at least in passing. He points to the need for proper task analysis to specify the 
technical facilities available to the observer in a VR system.
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According to Kubovy (1986) the most important general function of linear perspective is 
the rationalisation of the representation of space. He identified 5 functions of perspective;
• illusionistic focus; the creation of a virtual 3D space
• narrative focus: the vanishing point coincides with an important element in the 
pictures narrative
• structural focus: the vanishing point helps to organise structural elements of the 
picture
• symbolic meaning hidden or concealed in the rules of perspectives
• discrepancy between the spectator's actual point of view and the "point of view from 
which the scene is felt to be viewed" (Kubovy 1986, p 16) which he considers to be 
important for conveying spiritual symbolic notions. This is the issue of violations of 
the canonical arrangement (see below).
Only the first function is central to the perception of pictorial space which is the concern 
of this report. The others are more relevant to the artists needs, although it can be asked 
whether issues of a narrative and structural focus might be of importance to the 
interpretation of space in tele-presence and VR systems. The potential symbolic purpose 
of VR was mentioned earlier; in this context Kubovy’s other functions might be of 
relevance.
The discovery of perspective opened the opportunity to create compelling depth illusions 
(see full details on the history see Kubovy, Chpt 3). Its robustness led to the abandonment 
of Brunelleschi's peepshow. Apart from the developments enabling convincing ‘3D
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illusions’, Panofsky (1924/25) argued that perspective became a symbolic form because it 
provided a framework which reduced the previous arbitrariness of representation (this 
perspective of dismissing the iconographie approach with its emphasis on the depiction of 
symbols - compare e.g. Gombrich 19G9 - as arbitrary could be criticised as an assessment 
reflecting the priorities of the Renaissance and ignoring the priorities of previous 
approaches to painting). Kubovy's interpretation of Panofsky's point of view runs counter 
to the established psychological reception of Panofsky that he argued in favour of linear 
perspective as simply a convention. Dismissing Panofsky's view was probably eased by 
his misunderstanding of classical optics and perceptual psychology.
While Panofsky (1924/25) argued for perspective as a systematic form, Goodman 
supported the view that because one picture is similar to other pictures we tend to 
wrongly infer that "a picture should resemble the kind of thing it represents" (Kubovy 
1986, p. 164). Goodman's view presents a radical version of relativism. This can be 
rejected because "perspective has evolved as a system adapted to the capabilities of our 
perceptual system" (Kubovy 1986, p. 165). Perspective representation in renaissance art is 
not a mere convention because it reduced the arbitrariness of previous systems of 
representation, but has always been subordinated to perception, i.e. "central projection 
was routinely violated to counteract its perceptually unacceptable effects" (Kubovy 1986, 
p. 171). Kubovy concluded his book by putting forward the view that perspective has a 
sturdy geometric and perceptual foundation, which makes it very suited to represent space 
on a flat surface. In support he referred to the research by Schlosberg (1941), Smith & 
Smith (1961) and Goldstein (1979) which will be reviewed below. The point, however, is 
not whether perspective is "true", but what use perspective could be put to in an artistic
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context. Kubovy pointed to the spiritual possibilities which perspective representation 
could serve: “Perspective ... enabled the Renaissance artist to cast the deeply religious 
contents of his art in a form that could produce in the viewer spiritual effects that could 
not have been achieved by any other formal means” (p. 173).
Gombrich (1972) referred to pictures as symbolic systems rather than mere 
representations of reality. He emphasised the importance of the knowledge and 
experience brought to, assumed or required to ‘read’ or interpret the picture, a view which 
was also expressed by Amheim (1966). He supported his point of view with a wide range 
of examples and conceptual analysis rather than experiments and surveys leading to 
statistical analysis. To interpret the picture in the intended sense is frequently based on 
assumptions by the artist or designer which may or may not be met by the viewer. For 
example, picture interpretation in tele-presence or virtual reality systems makes a number 
of assumptions taken from the real world which again may or may not apply. At any rate, 
the question from the point of the user is what assumption to make, or what kind of ideas 
to develop when using the system. The problem of assumptions and knowledge are 
invetiably tied up with the constructivist viewpoint. For example. Rock & Mitchener 
(1992) pointed to the effects knowledge about reversible figures has on the perception of 
these reversals; ignorance leads to reversals only amongst 30% of subjects.
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Table 5.1, Geometrical infonnation available in pictures to determine spatial layout 
based on Sedgwick (1980). Infonnation extracted from his description which suggests 
that a more systematic classification would be desirable.
Classes of Information Components
Pictorial Invariants Continuity
Station point Can be found with the help of 
horizon and square in picture
Scale
Occlusion
Optical contact to 
groundplane
Texture of groundplane
Gradients Optical slant
Texture size
Distance
Size
Geographical slant
Horizon Size
Distance
Direction
Geographical slant
Height in picture plane
5.3. Perception of Pictures
The Canonical Arrangement and the Station-Point Problem
The canonical arrangement is an anangement whereby the observer in front of a picture 
(video, cinema etc.) receives the “same sheaf of rays as did the camera. The viewer’s eye 
will then be at the projection center of the perspective in the film” (Hochberg 1986, p 22- 
13). There are four main components in this arrangement: camera, projector, screen and 
observer. The parameters in this arrangement are: the distance of the object from the lens
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(recording distance), the focal length of the lens, the projection system including the focal 
length of the projector which determines the amount of enlargement, the distance 
between projector and projection screen (projection distance), and the viewing distance. 
Many different combinations of these parameters satisfy the canonical arrangement. In 
the case of video the canonical arrangement reduces to the camera, the display unit and 
the observer. Cutting (1987) used the tenn composition point in his analysis of cinema 
film viewing. However, his analysis of the canonical arrangement appears to be more 
based on the analysis of paintings or photographs and their viewing because he did not 
distinguish between the projection system and the screen. This probably reflects his 
simulation of surfaces using computer generated images on CRT displays.
In practice it is very rare that the arrangements for viewing a picture satisfy the canonical 
arrangement. Hochberg (1986) provides three major reasons: (1) most viewing is 
binocular which means only one eye can be at the centre of the projection, (2) the head is 
rarely motionless which results in motion parallax suggesting a flat screen including non- 
rigid transformations of objects. It also leads to changes in the eccentricity of the eye 
which would require a continuous updating of the virtual space being fitted to the optic 
array; and (3) the observer usually sits in an eccentric position relative to the screen. 
Additionally, the projection arrangement itself may introduce distortions; e.g. slides are 
frequently projected at an angle to the horizontal which leads to ‘trapezoidal distortions’ 
of right angles.
While the canonical anangement is rarely satisfied, observers of cinematic and video 
pictures rarely notice any distortions of objects on the screen. Cutting (1986) refened to
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this phenomenon as La Goumerie’s paradox, while Kubovy (1986) called it the robustness 
of perspective. La Goumerie’s paradox can appear in two fonns: the observer is either 
nearer or farther than the station-point in the canonical arrangement or the observer views 
the display from the side, i.e. at an angle of eccentricity of less than 90 degrees (Cutting 
1987).
A number of explanations have been provided for the paradox. Haber’s (1980) 
compensation hypothesis was already mentioned above which he suggested should be 
seen as similar to the compensation mechanisms operating during observer movement 
and motion perception. Cutting (1987) advanced three possible explanations: (1) a 
cognitive variety of the compensation hypothesis, and two visual hypotheses: (2) 
extraction of invariance information, and (3) the transformations are too small to be 
affecting the visual system. Finally, the structure from motion paradigm would suggest 
that a rigid object can be reconstructed from a small number of viewpoints. However, this 
depends whether or to what extent the paradigm assumes the canonical arrangement.
Cutting (1987) tested hypotheses 1 and 3 by asking observers to express their confidence 
in the rigidity of the object on a 9-point scale (1 = high confidence that the object was 
non-rigid while 9 = high confidence that the object was rigid). A series of experiments 
were carried out which strongly suggested that moderate viewing angles (67°) did not 
affect rigidity perception, but an angle of 45° did lead to increased non-rigidity 
perception. Additionally, variable screen slant with a mean slant of 67° did not have an 
effect on rigidity judgements. Finally, so-called anamorphic images, whereby a non­
slanted stimulus is presented on a slanted screen, showed that the visible screen slant did
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not affect rigidity judgements. In summary therefore. Cutting concluded that La 
Gournerie’s paradox can be explained without reference to the slant of the screen i.e. the 
compensation hypothesis can be rejected and instead the third hypothesis that optical 
distortions cannot be discriminated from a veridical optical projection vvas supported by 
the empirical findings. More specifically it means that cinematic displays can be viewed 
away from the station-point (excentric positions) because “the optics of parallel or near­
parallel projections ... are sufficiently robust against moderate screen slants seen from 
moderate distances, and ... the human visual system is sufficiently inexact in its local 
measurements of optical projections to tolerate small distortions” (Cutting 1987, p 333).
Goldstein's (1979) experiments demonstrated that observers could create an adequate map 
of the scene layout of a painting, presented at different horizontal angles to the observer. 
Moving observers create some distortion to the perception of a painting. Perceivers can 
reconstruct the vantage point of a painting. They also can infer the rectangularity of 
angles based on geometric rules that apply to the configuration of line junctures that 
represent right angle vertices (Kubovy 1986, p. 103).
Goldstein found in a second set of experiments (Goldstein 1987) that “pictured objects 
oriented more parallel to the picture plane rotate less in response to an observer’s change 
in viewing angle than do pictured objects that are oriented more perpendicular to the 
picture plane” (Goldstein 1988, p. 312). He called this the differential rotation effect. A 
good example of this phenomenon are the eyes of a portrayed person which appear to 
follow the moving observer. Goldstein (1987) used a series of arrangements of 3 dowels 
presented photographically to subjects. Cutting (1988) and Goldstein (1988) in discussing
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the previous studies concluded that it is important to distinguish between the perception 
of orientation and layout. Spatial layout is not affected by the viewer’s position, but 
orientation varies with the viewing angle. The constancy of spatial layout requires the 
assumption of some compensation process (Goldstein 1988) which according to Cutting 
(1988) follows his Euclidian rectification hypothesis. This he thought is not applicable to 
cinema because of the usually large viewing distances, but photographs are viewed at 
distances which make other sources of depth information such as binocular disparity and 
accommodation more effective. With the help of this information the observer can 
perceive the slant in the surface and reconstruct the station-point which in turn leads to 
layout constancy. Cutting (1988) introduced the notion of a derived concept to describe 
layout constancy because it uses infonnaiton regarding screen slant. Considering these 
issues it appears that a direct comparison of cinematic and static pictures should be made 
to look at the issues of orientation and layout.
Another point concerns the preferences of viewers regarding the design of pictures. Hagen 
and her colleagues found that viewers prefer photographs taken with a telephoto lens 
compared to photos taken with a normal lens (Hagen & Elliot 1976; Hagen et al 1978). 
They refer to this effect as the “zoom effect”. Photographs taken with a telephoto lens (for 
the 35 mm format these are lenses with a focal length of more than 50 mm) compress 
depth and result in a photograph which is closer to a parallel projection.
In motion pictures rather than computer generated imagery a number of other 
complications occur: the lens is not usually kept at a fixed focal length, the camera may 
pan or move along complex geometric lines. Changes of the focal length lead to
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compressions or expansions of the virtual space. Maintaining the canonical arrangement 
would frequently require continuous changes in the viewing position (longer focal length 
leads to expansion and faster movement which - in order to maintain the canonical 
arrangement - would require the subject to be seated further away from the display, i.e. 
the station point moves away from the display).
Space beyond the Screen
Almost any sequence of pictures will represent a virtual space which is larger - frequently 
many times larger - than the size of the screen. This is a central characteristic of any 
cinematic display. In real world observation, the observer can see more than just the area 
of focal vision (Hochberg 1986). Peripheral vision and head movement sample an area 
much larger than that of immediate interest. Typical camera movement such as 
translations and pans will lead to accretion of material in the direction of the camera’s 
movement of its point of view, and the deletion of material in the opposite direction.
While in real world perception space is simultaneously presented (including all objects 
and events), the space presented in cinematic displays is constructed from the sequence of 
pictures. It is clear that any more complex sequence of pictures will require central 
processing, leading to some form of mental space (Hochberg 1986).
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The Effectiveness of Pictures: Further aspects
Schlosberg (1941) reported that pictures viewed monocularly through a lens with a focal 
length similar to the camera with which the picture was taken, is as effective as 
stereoscopic pictures. In fact virtual and real space were not distinguished by subjects 
throwing a ball at a target when looking through a peephole either at a real space or a 
slide representing that space (Smith & Smith 1961). Kubovy (1986) referred to such 
powerful illusions as delusions.
Distance perception of large scale enviromnents (160m to 7,900 m) in photographs and 
the real world were assessed by Nicholls (1987) who found no differences between 
accuracy for photographs and 3D scenes. Large individual differences were found. 
Training improved accuracy of distance judgements, but surprisingly did not reduce the 
variability of judgements.
Picture and Real World Perception
The question of whether picture perception is a derived process or the same as the 
perception of 3D scenes has been answered by Haber (1980) in favour of the second 
alternative. The strong indication for the presence of compensatory mechanisms which 
operate when the observer moves and which are also likely to operate when viewing a 
picture away from the station-point are an important argument. Also developmental and 
learning research suggests that picture perception should not be seen as a separate or
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special case of 3D perception. However, the research discussed above suggests that 3D 
perception has to distinguish between orientation and layout perception.
Sedgwick and Nicholls (1994, 1995) recently suggested that picture and real world 
' perception form a continuum. This continuum is defined as the ‘crosstalk’ between 
surface and scene perception - the two modes of picture perception. Changes in the 
balance between surface and scene information of a picture connect line drawings, 
representational pictures, photographs, stereograms, movies, 3-d movies and real world 
perception (they refer to the latter as direct perception). They do not define the term 
cross-talk; it can be inferred that dependent on task characteristics the influence of 
surface characteristics can bear on the perception of the scene and vice versa.
Cutting (1995) argued that layout in pictures is perceived by means of at least 9 sources of 
infonuation: occlusion, relative size, relative density, height in the visual field, aerial 
perspective, motion perspective, binocular disparities, accommodation, and convergence. 
Based on their ordinal depth-threshold functions. Cutting suggests 3 classes of space 
around the moving observer: personal space, action space and vista space. Within each 
space a subset of sources of information act in consort with different relative strength.
This approach turns picture perception into just another act of perception about which 
there is nothing peculiar except that it is a natural situation of cue-conflict: 
accommodation, convergence and stereoscopic and movement disparities suggest a small 
flat object in the personal space, whereas the pictorial information provides information 
regarding the layout of the depicted scene.
94
Sedgwick & Nicholls (1995) and Cutting (1995) posited some selectivity regarding the 
infonnation which is utilised by the observer which can depend on task characteristics or 
intentional state of the observer. This selectivity will be termed ‘information-selection’. 
Assuming such a motivational process could explain the seemingly unproblematic 
perception of pictorial depth which is oblivious to the surface characteristics except so far 
as to clearly identify the object as picture rather than a real scene.
Deregowski (1989) in a major review of the perception and representation of real space 
and represented or pictorial space suggested that skills play a major role in the perception 
of both types of spaces. He argued for sets of skills exclusive to 3D scene perception and 
others exclusive to pictorial space perception, and skills relevant to both. His analysis is 
based on a potentially important distinction between pictures without explicit three- 
dimensional cues (2/3i pictures) and those with explicit three-dimensional cues (2/3d 
pictures). An example of the first type is an outline drawing of e.g. an animal, while a 
drawing of the edges of a cube falls in the second category. The latter contain direct 
three-dimensional cues, and may even 'represent' objects which cannot exist (e.g. the two­
pronged trident or Reutersvar's triangle). However, this distinction is at least problematic 
because the outline drawing of an animal may easily invoke a 3D mental image of an 
animal which in contrast may not be the case with a drawing of an abstract geometric 
object. This issue should be considered as an empirical question rather than an a-priori 
distinction.
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5.4. Tele-Presence
Ellis (1991) in one of the introductory chapters to a recent handbook on “Pictorial 
communication in virtual and real environments” (Ellis et al 1991) suggested a working 
definition of a picture more congenial to research on tele-presence compared to the older 
definition by Gibson (see Chapter 5.2.): “a picture is produced through establishment of a 
relation between one space and another so that some spatial properties of the first are 
preserved in the second, which is its image. A perspective projection is one of many ways 
this definition may be satisfied” (p. 23). Ellis (1991) distinguished three aspects of 
pictures: the first aspect is contained in the above definition; it concerns the decisions 
about which properties available in 3D space to preserve and which to discard. The 
second point concerns the symbolic elements of a picture which is important in that 
pictorial space is a space in its own right apart from representing 3D scenes. And finally, 
there is the computational element which includes the shaping and placement of the 
components of the image, and the rendering of the components (colouring and shading). 
Pictures can be enhanced with regard to their geometric, symbolic and dynamic 
characteristics.
There are a number of possibilities to improve 3D perception in pictures compared to e.g. 
just viewing a still photograph of a scene printed on paper. The most widely used 
approach uses stereo viewing of scenes typically through stereo headsets. A second 
possibility and frequently combined with the stereo head sets involves a camera which is 
slaved to observer movement. A version of this but using ordinary CRT monitors rather 
than any form of headset technology was used by Smets et al (1987). Central to their
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argument and the experiments they carried out is the characteristics and degree of 
coupling between observer movement, camera movement and picture dynamics (e.g. 
motion parallax and occlusion). Natural and close coupling (picture viewing dynamics 
follow direct viewing dynamics, and time delays between observer movement, camera 
movement and picture display are ideally zero) are an explicit aim in tele-presence 
design. In previous research on tele-presence the issue of coupling has sometimes been 
seen as the best way to achieve accurate depth perception. The motivation for the close 
coupling is not always made explicit; it appears that at times this aim is more motivated 
by the desire for immersion experience rather than functionality.
The central problem of modern imaging techniques and the increasing use of monitor 
images, for example in robotics and aviation, is the same as with an ordinary painting or 
snapshot photograph: cue conflicts are present. While looking at a painting is usually a 
contemplative activit>' and the painting is not the basis for any action to be taken, this 
situation has completely changed with the use of pictures which are used e.g. for flying an 
aircraft or remotely operating a robot. Then the picture, usually presented on a monitor, 
may be an integral part of an action control programme where the accuracy of space 
perception might be affected by conflicting cues.
One of the aims of the further development of these technologies is to reduce cue conflict 
inherent in 2D pictures. Two such developments, virtual reality systems and tele-robotics, 
attracted significant public attraction over the last 5 years. "Virtual reality is ... a 
simulator, but instead of looking at a flat, two-dimensional screen and operating a 
joystick, the person who experiences VR is surrounded by three-dimensional computer-
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generated representation, and is able to move around in the virtual world and see it from 
different angles, to reach into it, grab it, and resphape it." (Rheingold 1991). Telerobotics 
is based on virtual reality technology: a robot which is equipped with stereo-cameras is 
guided by a human operator. The aim is to have the robot working in a dangerous 
environment (e.g. a radioactively polluted power station). The operator is located in a safe 
place away from the danger zone - thus the term 'telerobotics'. The robot mimicks the 
movements of the operator; dependent on the capabilities of the robot it may move into 
another area of the environment or pick up an object and take it to a place where it can be 
picked up for analysis. The robot is equipped with sensors such as stereo-cameras and 
tactile sensors; this information is relayed to the operator via stereoscopic displays and so- 
called 'tactile gloves'. A basic principle is that the robot mimicks the movements of the 
operator: when the operator turns his head, the robot's stereo-cameras will copy the 
movement, resulting in a different field of view which is relayed to the operator.
These new technologies promise more accurate space perception and support for the 
actions and behavioural decisions of aircraft pilots etc.. However, it is an empirical 
question whether such systems actually lead to improved space and depth perception. Due 
to the difficulties for psychologists to get access to such systems, not much research has 
been carried out to answer these questions. It should just be pointed out that even a simple 
line drawing or painting can be conceptualised as a virtual reality if they successfully 
convey the idea of a 3-d world. The question whether a virtual reality successfully 
conveys a 3-d world does need to be assessed from a functional point of view: a postcard 
does provide a sufficient impression of a holiday resort, but would be useless for an 
aircraft pilot.
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Earlier the role of observer movement in contrast to object motion was emphasized. 
Observer movement can be part of exploratory behaviour which is frequently seen to be 
important in understanding e.g. the layout of large-scale environments such as buildings 
or townscapes. In a rather more limited sense Ooseterhoff et al (1993) reported that active 
exploration by the observer led to improved discrimination of curved shapes compared to 
passive observation of stimulus dynamics similar to the active condition. This result is 
similar to Smets et aTs (1987) for depth perception.
The evaluation of these new technologies is frequently difficult because by the time they 
become available to psychologists the forefront of technology has already moved on and 
psychologists are at risk of evaluating outdated technology. Pepper et al (1983) reported 
data on the use of stereoscopic monitor systems. They showed that stereoscopic monitor 
systems lead to improvements in depth perception. However, their data also show that in 
effect observer movement leads to much larger improvement than stereoscopic monitor 
images. A problem, which has received considerable attention because it appears to lead 
to serious problems in the usability of image enhancement techniques under real time 
conditions, are delays between the action or movement of the observer and the resulting 
picture dynamics. These delays can be considerable either if the computations involved in 
updating the picture are very demanding or the movements are very fast (compare Held & 
Durlach 1991).
99
Experience with Virtual Reality
The following notes may be useful in illustrating some of the problems associated with 
the new picture technologies in a more immediate sense. They are based on a visit to the 
ARRL (Advanced Robotics Research Laboratory, Salford University) in 1991. It involved 
hands-on experience with VERDEX - the Virtual Environment Remote Driving 
Experiment which is foremostly a virtual reality system rather than a tele-presence 
system (further details can be found in a paper by Stone et al ,1991) although it can be 
used as a tele-presence system with on-line video input.
The system consisted of a head-up or head-mounted display (HMD) and a so-called 
Cibergrip. The HMD provided 3-d stereo pictures produced by a computer and video­
input of real world scenes. The cibergrip allowed the user to move towards and away 
from objects which were visible in the three closer or away from an object. Movement is 
along the median plane. Objects can be picked up and put down with 2 buttons on the 
grip. In principle tactile feedback was available but not at the time of the visit.
The CGE (computer generated environment) presented through the HMD represents the 
actual physical environment of the ARRL laboratory. It models the rooms with surface 
colours; no texture is provided. Another CGE is a large-scale outdoors environment 
scattered with buildings, e.g. a church which can also be entered within the virtual space.
It was possible to move from one room of the CGE ARRL environment to another; 
through doors or for that matter, straight through walls. No constraints were yet imposed
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on 'impossible' movements. Some objects were available such as a table with a teapot on 
top of it.
The movement through that environment is besi described as 'flying through an 
environment'. It required this user some practice to realize this characteristic. Attempts to 
to walk through the CGE were difficult. Walking in real space is characterised by relative 
independence of locomotion direction (direction of heading) from the orientation of the 
head (line of sight), which was not applicable to this system. Therefore ‘walking in the 
real world’ was an inappropriate user model for using the virtual reality system.
Two types of movement were possible: head movement led to corresponding changes in 
the field of view, turning the head to the right brings the environment to the right in the 
field of view. Movement to and fro was possible with two buttons on a grip not unlike a 
computer joystick. However, the direction of movement was controlled by the orienation 
of the head. This meant that firstly it was necessary to turn the head straight towards the 
object and only then to start approaching it.
Images were updated at 10 pictures per second which is rather slow for fast movements. 
This and perhaps the fact that the field of view was updated only in accordance to head 
movement, but not by virtual observer movement contributed possibly to rather quickly 
appearing signs of'motion' sickness.
A virtual hand, i.e. a symbol of a hand which functioned like a grip, was provided; it 
could pick up objects such as the above mentioned teapot. The virtual hand was simply
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symbolic; fingers were not moveable nor could it be rotated or tilted etc.. The hand was 
controlled with the Cibergrip: hand movements were tracked and fed forward to the 
virtual hand. The grip also provided buttons for picking up objects or putting them down. 
However, putting down an object in mid-air was possible without the object falling and 
breaking. It just stayed suspended in midair.
Picking up objects was rather difficult. It was easy to 'reach through' the object, i.e. the 
objects like the walls did not prevent moving through them. There was no form of 
resistance implemented. The distance of the hand from the object was difficult to judge. 
This means that this system made the perception of virtual distance and depth difficult.. 
These problems were likely to disappear with tactile feedback. Likewise it was possible to 
move the object so close that the whole field of view was filled with an object giving this 
author the feeling of being 'surrounded by a teapot'. In general one of the main problems 
with this virtual environment the absence of realistic constraints such as gravity; while 
there may well be situations when this is desirable, it is inappropriate when driving a 
remote vehicle which is constrained by the laws of physics and the characteristics of the 
environment.
It was possible to combine the virtual world with input from a videocamera. For example, 
the window opening as presented in the CGE enviromnent was filled with video-images 
of the real world.
Another issue is that of adapting to such a system and learning efficient ways of using it. 
While it is sometimes seen as an advantage to be good at computer games in order to use
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virtual reality systems, it is of course possible that extensive experience with computer 
games leads to negative transfer, a point which received anecdotal support from 
observations of how VR machines at the Trocadero in London were used: some of the 
children and young adults who used the machines did not move their heads sufficiently to 
actually see what was going on in the virtual environment in which they flew a plane and 
had to fight other aircraft. They only look straight ahead just as appropriate for a games 
machine.
In general, both the system at ARRL and the leisure VR systems were fairly easy to use; it 
was not difficult to adjust head movements appropriately to the situation although it 
required concentration. The same applied to the Cibergrip. While tactile feedback was in 
principle available at the time of the visit it was not operational so it is impossible to 
judge how useful or otherwise this feature would have been.
Experts report that there are noticable individual differences in adapting and learning to 
deal with tele-presence and VR systems. Also it has been reported that head-up displays 
used by pilots require considerable training. Therefore learning processes and individual 
differences in using and adapting to the requirements of VR systems may be interesting 
areas of research.
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CHAPTER 6
INTRODUCTION TO THE EXPERIMENTS
This brief chapter will attempt two things: (1 ) Summarise the rationale for the set of 
experiments which were carried out together with an anticipation of the main results. (2) 
Since the order in which the experiments will be reported is rather different to the order in 
which they were carried out, the history will be explained in terms of its effects on the 
characteristics of the experiments. This will hopefully enable the reader to appreciate the 
design problems associated with research on tele-presence outside an engineering 
department.
Initially, the aim was to demonstrate that a camera coupled to the head movement of the 
observer - the operational definition of tele-presence in this research - would lead to more 
accurate depth perception compared to stationary observation. While the review showed 
that this should be clearly the case from a theoretical point of view and under well- 
controlled conditions, past empirical results have been more equivocal under conditions of 
less than perfect stimulus control (including camera-monitor link) and observer movement 
control. However, in practical applications of tele-presence this lack of control is probably 
the nonn. This led to the basic design principle of comparing the performance of a moving 
observer-camera-picture arrangement with that of a stationary observer-camera-picture 
arrangement. A number of factors were studied using this basic design which will be 
referred to as the ‘natural coupling’ between observer, camera and picture. It should be
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pointed out that in this situation motion parallax information is generated by the camera 
movement which is yoked to the observer’s movement. In the stationary condition, only 
pictorial depth infonnation is available.
Guided by the literature (although not that which was written in the Gibsonian tradition) 
and the desire to control the stimulus as much as possible, simple stimuli were chosen for 
all experiments. These included rods or lights which either had to be judged for their 
relative depth or adjusted to equi-distance. In all experiments occlusion or dis-occlusion 
was avoided because it was considered to be making the task so easy that it would have to 
be considered trivial. Occlusion of stimulus elements was avoided either by appropriate 
arrangement of these elements (e.g. sufficient lateral distance), and by appropriately 
limiting the amount of arc or lateral head and camera movement.
The first experiment implemented this basic design. Earlier experience showed that 
pictorial information in the form of size and height in the visual field can make motion 
parallax information redundantT Therefore a cue-conflict paradigm was adopted to control 
for the effects of visual angle information, and a number of other measures were taken to 
minimise the effect of other sources of depth information. To anticipate the result: the 
active condition led to more accurate depth perception although the difference to the 
stationary condition was not as large as anticipated.
A second experiment was carried out to explore the role of head movement with real 
world stimuli. A set-up similar to a Howard-Dolman apparatus was designed. Again head 
movement led to more accurate depth perception compared to a stationary condition. In
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the real 3D perception task the advantage for head movement was more consistent and 
stronger than in the tele-presence set-up. An additional experiment explored the role of 
multiple viewpoints instead of a single viewpoint using the same apparatus. In the two 
viewpoint condition observers looked at the stimulus by moving their eye from one eye 
piece to a second eye piece, each of which was positioned slightly excentric to the line 
along which the adjustable rod moved. In the other condition the observer looked from the 
central position (line along which the adjustable rod moved) at the stimuli. While a 
slightly better performance was found for two viewpoints, the differences reached only 
just significance.
An important point made by various researchers was the role of the active observer in 
contrast to the passive observer. Again the results reported in the literature were 
equivocal, but two possible roles were associated with active movement: additional 
proprioceptive infonnation which would be helpful in depth perception, and the 
disambiguation of depth order. Experiment 4 repeated the baseline experiment, but in 
addition it compared the judgements of a passive observer to those of an active observer. 
The passive observer was seated in front of a slave monitor without being able to see what 
the active observer was doing. Judgements of the moving picture were more accurate than 
those of the static picture, but there was no advantage for the active observer.
A further issue in tele-presence research is the degree and characteristics of coupling 
between the observer, camera and monitor picture. This was explored in two ways. Firstly, 
the picture was reversed electronically, which should break the natural action-perception 
coupling by reversing it, but leaves the transformational information for relative distance
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intact. However, this did not affect depth perception. In addition the data were compared 
with the active and passive observer judgements from the previous experiment which 
again did not show a difference.
The second approach was to replace the camera controlled by the observer’s head 
movement which is frequently seen as important, particularly in immersion technology 
design, by a tele-presence design in which the observer controls the camera by hand. No 
advantage was found for the active compared to the stationary condition. However, it is 
likely that the availability of another source of depth information explained this negative 
result.
Observations during the experiments and re-analysis of subsets of data suggested that the 
repeated measures designs played potentially an important role in affecting the results. 
One experiment used a between measures design to see whether the previous findings 
could be upheld under those conditions, or possibly lead to clearer differences between 
stationary and movement conditions.
Finally, an experiment was carried out using a set-up which mimicked tele-presence in a 
more realistic way by removing the camera and stimulus display completely from the 
space where the observer watches the monitor picture. At the same this arrangement 
provided a higher degree of experimental control. However, differences in the adjustment 
task between active and stationary observation were small and the results suggest the 
occurrence of short-term learning effects.
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The second point this chapter will briefly address is the order in which the experiments 
were carried out. It was initially decided to design a tele-operator system comparable to 
Smets et al (1987). However, its design was beset with difficulties, partly resulting from 
limited resources and partly from inherent design difficulties (e.g. the stability and rigidity 
of the system coupling the observer’s head and the camera proved to be a very challenging 
and time-consuming problem). Therefore another way of starting experimental work was 
sought: this led to the experiment using a hand-controlled camera to be the first 
experiment in the whole programme of research. It served therefore as an initial 
assessment of the strength of the motion produced information relative to other sources, in 
particular size of the stimuli, but also brightness. The findings in this experiment lead to 
the introduction of the cue-conflict paradigm. Another consequence of the time- 
consuming map-making procedure which was used was to use a simpler response format 
which was easier to analyse. This led to the use of verbal judgements.
The head-controlled tele-operator system while achieving its general aims made it 
difficult to use any response formats other than verbal responses. Attempts to integrate it 
with an adjustment task failed initially. Also the results did not lead to very strong 
advantages for observer movement or dynamic pictures. It was therefore felt that it would 
be helpful if a stimulus display enabling the use of an adjustment task and an adjustment 
task using real world stimuli could be designed. These developments were eased through 
the acquaintance of a designer outside the department who was able to design the required 
adjustment stimulus set-ups. The real world stimulus was designed similarly to a Howard- 
Dolmen set-up.
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Finally, developing a truly remote tele-operator system required the development of an 
electronic link between observer movement and camera movement. This design also 
reflected the insight that arc movement was probably not necessary and possibly even 
detrimental. It was therefore decided to mount the camera on a trolley which moved along 
a straight path (this was in fact a printer head which was driven by the signal resulting 
from the head movement and on which the camera was mounted).
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CHAPTER 7
BASELINE EXPERIMENT (EXPERIMENT 1)
Introduction: Motion Parallax through Head Movement
The aim of this baseline experiment was to demonstrate that a camera coupled to the head 
movement of the observer - the operational definition of tele-presence in this research - 
leads to more accurate depth perception compared to stationary observation. While the 
review showed that this should be clearly the case from a theoretical point of view and 
under well-controlled experimental conditions, past empirical results have been more 
equivocal under conditions of less than perfect stimulus control (including camera- 
monitor link) and observer movement control. However, in practical applications of tele­
presence this lack of control is likely to be a common problem.
This experiment and the apparatus which was designed are closely based on the research 
carried out by Smets et al (1987) on the effects of tele-presence on depth perception. Their 
main finding was that motion parallax produced by the head movement of an observer 
leads to more accurate depth perception compared to a passive observer. In chapter 1.1. 
Smets et al (1987) were criticised for comparing observer controlled head movement to 
passive observations of externally controlled kinematic screen images. It was therefore 
decided to just compare active observation (head movement) with stationary observation 
(head stationary). In the first condition motion parallax information resulted from head
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movement, and in the second condition only pictorial information was available. The 
experience from an earlier experiment (see the experiment on manual viewpoint control 
of the camera in Chapter 11) showed that probably two factors played a major role in 
specifying depth: (i) height in the visual field (= contact with groundplane), and (ii) visual 
angle infonnation (distance and visual angle are perfectly correlated). These factors were 
sufficient to specify depth without motion parallax. It was therefore decided to ensure that 
no height in the visual field information was available, and the determining effect of 
visual angle information was counteracted by using a cue-conflict paradigm. This meant 
that objects of the same shape and colour, but of different width, were used.
In addition to motion parallax information and the conflicting visual angle information, 
the moving observer had also proprioceptive information available; head movement will 
involve activation of the vestibular system. It was hypothesised that head movement 
would lead to better performance compared to observation in the head stationary 
condition.
METHOD
Design and Subjects
All observers first looked at the monitor picture from the central stationary point, followed 
by head movement which resulted in kinematic pictures. In this fully repeated-measures 
design the first factor was the depth between the stimulus objects along the line of sight 
from the central stationary point (depth factor). The second factor had two levels; observer
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stationary vs. observer movement (movement factor). The dependent variable was the 
accuracy of perceived depth which was simply assessed by asking the observers to 
indicate the relative position of the stimulus objects. Observers (N=12; 8 females and 4 
males) were volunteers recmited from tlie Department of Psychology, University of 
Surrey. Each subject carried out 18 experimental trials plus an average of 3 practice trials. 
For all observers it was ascertained that they had nonnal or corrected to normal vision.
Apparatus and Task
Figure 7.1. gives a diagrammatic side and plan view of the apparatus which was designed 
to be comparable to Smets et al (1987). Figure 7.1. a provides the plan view which shows 
the camera mounted on a beam at a distance of 1850 mm from the centre of the pivot.
This meant the observer who was fixed to the beam by a helmet could move the camera 
on a horizontal arc. The centre of this arc was at the centre of the stimulus display, and 
also coincided with the CRT screen surface. The beam was made from light weight 
aluminium tubing and formed a frame structure (see Figure 7.2. for a photograph) to 
increase rigidity. The beam moved with 2 degrees of freedom: apart from the horizontal 
arc movement it was pivoted such as to enable movement in the vertical plane (up-and- 
down movement of observer and camera). While the horizontal arc movement was crucial 
for the study of movement produced depth information, the vertical arc movement was 
necessary to avoid unnecessary strain on the structure during observer movement. When 
making larger movements it is unavoidable that the head will move downwards at larger 
excentricities. Although observers were positioned such as to ensure horizontal viewing of 
the screen picture when in a comfortable upright position, it is unavoidable over longer 
experimental sessions that observers will stretch and slump in the vertical. All pivots used
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high quality nylon bearings to minimise friction. Movement required very little force on 
the side of the observer.
The camera \/as positioned with its lens right above the eye of the observer. The position 
of the camera was adjusted for a an average head such that the distance of the lens to the 
stimulus display was approximately equal to the distance between the observer’s eye and 
the CRT screen. Movement paths of both observer head and camera were more or less 
identical in order to achieve an adequate degree of tele-presence.
The horizontal arc movement was limited by a framework behind the observer which not 
only avoided the beam falling down when the observer removed the helmet, but it also 
made it possible to limit the horizontal arc movement to pre-set levels. For the first 
experiment it was set to 400 mm either side of the point of stationary viewing (total of 
24.4°). The vertical arc movement was sufficient to accommodate even the largest 
observer movements.
The space-frame was covered in black material both to avoid reflections from the 
aluminium tubing, but more importantly to stop the observer being able to watch the 
experimenter arranging the stimuli on the display platform. It was carefully checked that 
the observers could not see the positioning of the stimuli. When the stimuli were re­
arranged a screen was positioned between the camera and the stimulus display to prevent 
the observer seeing the experimenter positioning the stimulus objects.
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Figure 7.1. Plan and side view o f  the experimental apparatus.
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Figure 7.2. Experimental apparatus: the camera can be seen at the end and top of the 
space-frame. Underneath is the seat for the observer which was introduced for the 
reversed action-perception coupling experiment (see chapter 10). This picture was taken 
during Experiment 8 (see chapter 12) at which time some further details had been 
changed (e.g. back lighting rather than top lighting). Monitor and stimulus on top of it are 
visible in the foreground of the picture. The amount of observer movement was limited by 
stoppers fixed to the framework behind the observer.
r
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The camera was a monochrome black and white Cohn OCR, which has a separate lens 
and processing system. This design makes it small and lightweight. The lens was a 1:1.8 
Sony zoom lens with a focal length of 12.5 mm to 75 mm, and was set at 35 mm focal 
length. This is a slight telephoto setting, leading to a more parallel projection. One reason 
for this setting was that a shorter focal length setting would have led to a very small screen 
image. The monitor was a Sony Triniton Model Type CVM 2000 PSB with an effective 
diagonal screen size of 47 cm (21 inches).
The stimuli were 3 steel bars of rectangular shape and a light grey colour. These were 
presented perpendicularly to the line of sight in the static picture condition. In order to 
eliminate visual angle infonnation as a cue to depth, the bars were of different width (II,  
20.5, and 40.5 mm). Their height was 99 mm. A mask made from matt, black card in 
front of the monitor was used to eliminate height in the visual field infonnation - the 
groundplane and the top end of the stimulus bars were hidden behind the mask. The 
visible screen area was approximately 15 cm wide by 10 cm high.
The stimulus layout was varied in two respects. The experimental factor 'depth’ was varied 
at 5 levels; full details of the total stimulus depth and the respective number of trials are 
given in Table 7.1.. Objects were semi-randomised with regard to their lateral position. 
Three objects make six combinations possible in which they can be arranged laterally. 
Each combination was presented three times. This was considered to be important to 
avoid any confounding of the characteristics of any of the three stimulus objects and their 
lateral position (e.g. due to uncontrollable factors such as minor variations in brightness).
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Table 7,1.: Number of depth intervals, size of intervals, total stimulus depth and 
respective number of trials.
No. of Intervals Size of Interval 
(mm)
Total Stimulus 
Depth (mm)
No. of Trials
0 - 0 4
1 10 10 3
1 50 50 3
2 10 20 4
2 50 100 4
The task of the observer was to indicate verbally the relative positions of all three objects, 
i.e. whether they were all at the same distance, or to indicate the depth order in which 
they were arranged. It was suggested to observers to first indicate the one in front, 
followed by the second and third position on the basis of their lateral position (left, centre, 
right). Observers usually gave a depth order by referring to the left, middle and right 
object or 'bar'. If two objects were perceived to be at the same depth position, the 
observer indicated this by referring to them as being at the same distance.
The brightness setting of the CRT monitor was kept constant at a medium level of 
brightness. The stimuli were lit from the top by four fluorescent lights arranged side by 
side such as to minimise differences in illumination of the stimulus bars. Great care was 
taken to achieve as even lighting as possible which was checked using the Hagner light 
meter. However, on the monitor some imbalance was noticed by the experimenter and 
also observers occasionally referred to imbalances in the brightness of the bars; some 
observers asked whether these imbalances indicated different depth positions of the bars. 
No other lighting was necessary in the room because the stimulus lighting made the room 
appear sufficiently bright.
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Procedure
Subjects were told that the purpose of the experiment was to investigate the effects of 
head movement on depth perception in TV-monitors. The experiment was then explained 
by going through a trial run. Before starting with the trial run, subjects were asked to wear 
an eyepatch over their non-dominant eye. Since subjects did the experiment in standing-up 
position, a height adjustable platform was provided. The platform was adjusted in height 
such that the observers line of regard was horizontal when looking at the monitor picture. 
The subjects put the helmet on to their head which was fastened by Velcro straps under 
their chin. Viewing was monocular in order to reduce information suggesting flatness of 
the monitor picture.
Then observers were given an opportunity to familiarise themselves with the kind of 
movement which was possible while wearing the helmet. Also they were asked to look out 
for the changes produced on the screen due to their movement. This did not present any 
difficulty for most subjects. For a few subjects it was necessary to point out specifically 
what to look for.
Finally, characteristics of the stimuli and the task were explained. Subjects were informed 
that the bars could either be all at the same distance, two could be at the same distance 
different from the third bar, and finally all bars could be at different positions. It was 
explained that all stimuli were painted with the same colour, and varied in width so much 
that it would be impossible to infer distance from perceived width. They were asked to 
make a judgement in the stationary viewing condition, and then to move left and right as
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fast or slowly as they liked and as many times as they liked. There was no time restriction. 
Then the observers would state again the perceived relative positions of the bars. They 
were told that it is no problem to alter their judgement between conditions as the task in 
the passive condition was likely to be very difficult. At the end of each pair of trials they 
should move back to the centre position which was marked on the floor in front of the 
subject.
After three practice trials the observers were informed that the actual experiment would 
start. Observers were also told that they would not receive feedback regarding their 
performance. After each trial the experimenter recorded the observer’s response; then the 
experimenter put the screen in front of the camera to stop the observer being able to watch 
the rearrangement of the stimuli. The stimulus display platform was covered in a sheet 
with marks indicating all the possible positions. Likewise the stimulus objects were 
marked so as to enable precise positioning. Great care was taken to perform the 
positioning as accurately as possible. Finally the screen was removed, and the observer 
was asked to carry on with his or her judgements. At the end of the experiment the 
observers were asked whether there were any comments they would like to make. They 
were debriefed and asked if they had any questions. The experiment lasted on average 50 
minutes.
Results
Since there were two sources of information for depth available in the experiment, i.e. 
motion parallax differences and visual angle differences between objects, the data were
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analysed separately for both sources. The only reliable source of depth infonnation was 
motion parallax, whereas the visual angle differences suggested reversed depth positions. 
Both analyses were carried out on the total number of correct judgements and the number 
of correct judgements for each of the 5 depth levels (see Table 7.1.). All 12 observers 
were included in the analysis.
The total number of correct judgements for depth differences was calculated by summing 
all correct responses. For the observer movement condition, the mean number of correct 
depth orders was 7.50 compared to 1.75 for the stationary condition; this difference is 
highly significant (see Table 7.2. and Figure 7.3.). Observer movement led to far better 
performance compared to the stationary condition.
The analysis of the data on the basis of visual angle information explored the extent to 
which visual angle information specified the depth order of the bars, despite instructions 
that visual angle information was deceptive. For observers to make judgements purely on 
the basis of visual angle information would mean that the object with the largest visual 
angle would be judged as being in front of the bars with the smaller visual angles. It was 
found in the past that visual angle information can be a very strong source of depth 
infonnation (e.g. Ittelson 1951), although Eriksson (1974) found that motion parallax did 
override misleading visual angle information. The results of this analysis show a trend 
supporting that to some extent judgements were informed by visual angle information. 
Visual angle information was the only, although misleading, source of information 
available in the stationary observer condition, apart from uncontrollable factors. In
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contrast, in the observer movement condition both sources of information were available, 
but they conflicted with one another.
Results are presented in the bottom row of Table 7.2 and Figure 7.4.. In the stationaiy 
observation condition, the mean number of correct depth orders was 4.25 against a mean 
of 2.08 in the observer movement condition. This difference is marginally significant at p 
= .053 (two-tailed).
Table 7.2.; Means with standard deviations (in brackets) and t-test results for observer 
movement and stationary condition differences, both for objective and visual angle 
criteria for depth order (n=12).
Criterion Observer
Movement
Observer
Stationary
t-value p (2-tailed) 
d f = l l
Objective 7.50 (3.68) 1.75 (1.14) 5.97 < .0005
Visual Angle 2.08 (2.02) 4.25 (2.93) 2.17 .053
The results of more detailed analysis which considered the total amount of depth in the 
stimulus displays are provided in Table 7.3. and .Tahf€ 7.4.. ANOVA for repeated 
measures was carried out using observer movement (2 levels) and depth (5 levels) as the 
repeated measures factors.
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Figure 7.3. Means and 95% confidence intervals for number of correct judgements 
according to objective criteria (physical depth).
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Figure 7.4. Means and 95% confidence intervals for number of correct judgements 
according to visual angle criteria (non-veridical).
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Table 7.3.: Mean number of correct judgements and standard deviations for all depth 
levels using the objective criterion (N=12).
Stimulus
Depth
Head Movement Head Stationary
Means StDev Means StDev
0 mm 1.833 1.697 0.667 0.651
10 mm 0.889 1.038 0,111 0.385
20 mm 1.167 0.835 0.583 0.515
50 mm 1.444 1.653 0.000 0.000
100 mm 2.750 1.288 0.417 0.515
Observer movement led to significantly better performance compared to the stationary 
condition (F(l,l 1)=35.87; p < .0005). Also depth had a highly significant effect on depth 
judgements (F(4,44)=5.57; p= 001). However, this effect is not linear as would be 
expected. Finally, an interaction between observer movement and depth was found 
(F(4,44) = 3.42; p = .016).
Table 7.4.: Mean number of correct judgements and standard deviations using the visual 
angle criterion for 5 depth levels.
Stimulus
Depth
Observer Movement Observer Stationary
Mean StDev Mean StDev
0 mm 0.33 0.65 1.17 0.83
10 mm 0.56 0.89 1.00 1,29
20 mm 1.08 1.38 1.08 1.31
50 mm 0.11 0.38 0.67 1.06
100 mm 0.17 0.39 0.75 0.75
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Table 7.5. provides the individual scores for all 12 observers. Columns 2 and 3 show the 
number of objectively correct judgements, while columns 4 and 5 provide the number of 
correct judgements using the visual angle criterion.
Table 7.5.: Individual totals of correct judgements for objective and visual angle criteria
Objective Criterion Visual Angle Criterion
Subject Movement Stationary Movement Stationary
1 5 2 1 3
2 7 0 1 1
3 5 2 4 6
4 5 1 0 3
5 12 1 0 11
6 9 1 1 4
7 2 1 4 3
8 10 3 4 1
9 12 2 1 2
10 7 3 6 8
11 13 4 0 5
12 3 1 3 4
Using the objective criterion, all subjects performed better in the observer movement 
condition compared to the stationary condition. Using the visual angle criterion, all except 
two subjects performed better in the stationary condition. The average hit rate in the 
stationary condition was about 2 hits compared to over 7 hits in the observer movement 
condition. However, the amount of improvement varied between subjects and between 
stimulus layouts. In the stationary condition the totals for correct depth orders ranged from 
0 to 4, and in the observer movement condition it ranged from 2 to 13. The difference 
between the two conditions ranged from 1 to 11. For the various layouts the number of 
subjects getting it right is presented in the following.
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in the stationary condition many layouts did not lead to any coiTect 
judgement amongst the sample of 12 observers. Only 9 of the 18 layouts led to any correct 
answers. The range for those layouts where there were any correct answers goes from 1 to 
7. In the observer movement condition all layouts lead to at least 2 subjects getting it 
right. The maximum number of correct responses was 9, or 75% of observers gave the 
correct depth order. Improvement is most marked for layouts with zero and with 
maximum depth. These individual results explain the large standard deviations which are 
particularly pronounced for the head movement condition when using the objective 
criterion.
Discussion
The most important result is that all subjects performed better in the head movement 
condition compared to the head stationary condition. The results of this experiment agree 
with the expectation that head movement would result in better performance in a depth 
judgement task compared to the stationary viewing condition. The improvement in correct 
responses on average is almost fourfold. Also the fact that all subjects improved suggests 
that the effect is available to all people. However, the benefit varied considerably between 
observers. This may be related to the observation that people varied with respect to the 
ease with which they identified the effects of their head movements on changes in the 
screen-image. Another observation is relevant here. It seems as if people varied with 
regard to some kind of base-rate assumption. While subjects were instructed that different 
arrangements have roughly equal chances, they nevertheless seemed to have employed
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different strategies: some people who seem to be doing best with motion parallax 
infonnation available felt in the passive condition that no cues to depth were available and 
therefore responded with a zero-depth answer. Others were less inclined to assume that 
any of the layouts had zero depth. Thus some subjects rarely replied by indicating that all 
objects were at the same distance in the passive condition.
The fact that improvement varied with the amount of depth in the layouts is not surprising. 
It was expected that improvements would be most marked for larger amounts of depth. 
However, relatively large improvements were also found for zero depth. This suggests that 
the lack of relative object parallax in that condition was more clearly identified than small 
amounts of motion parallax in conditions with 10 or 20 mm depth. In conditions with 50 
or 100 mm depth, the amount of motion parallax is relatively large; this explains the more 
pronounced improvements for the larger amounts of depth. The condition which showed 
the highest hit rate in the stationary condition and no improvement with observer 
movement is characterised by an arrangement whereby the widest object is closest and the 
narrowest is furthest (i.e. the only trial with cue consistency). This lack of conflict might 
explain the good performance of observers under both the movement and the stationary 
condition for this stimulus display. If it can be assumed that objects which are considered 
to be identical, visual angle is a powerful source of information for specifying depth up to 
an affine scale. Since only ordinal judgements were required the differences between the 
relative depth suggested by motion parallax and the relative depth suggested by visual 
angle information (visual angle differences were greater than relative motion differences) 
created probably less of a conflict compared to a task demanding magnitude judgements.
It is in principle of course possible that visual angle information had an overriding effect
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in specifying depth. Motion parallax which did not conflict with visual angle infonnation 
did not really affect the depth judgement. If this is the case, it may be that size-constancy 
invariance is also at work in the other conditions, but conflicts with the other infonnation, 
and therefore has a negative effect. While this discussion relates back to the issues raised 
by Bülthoff (1991), the data are not sufficient to fully address it.
It was also realised that out of the 18 layouts, none of which was identical, all but one 
should have created cue conflict regarding the depth order. Correct judgements can only 
be arrived at by using motion parallax as the objective criteria, assuming no confounding 
variables were specifying depth. Therefore those observers who performed well according 
to the objective criteria are more likely to have used motion parallax infonnation, while 
those who performed less well are more likely to have utilised the visual angle criterion 
and should have performed better according to the visual angle criterion. This line of 
argument suggests that observers may have used different strategies, i.e. some observers 
may have had predominantly a visual angle strategy which should make them perform 
relatively poorly in the movement condition, while others clearly used motion parallax in 
the movement condition, i.e. had two situation specific strategies. If this line of thought is 
correct, the correlation between the two performance criteria should certainly not be 
highly positive. In fact, Pearson’s correlation was calculated as -.43 (one-tailed p = .08). 
The size of the negative correlation does give some support to individual differences in 
judgmental strategies.
Observers were asked after the completion of the experiment whether they experienced 
the stimulus rather than their head plus camera to be moving in any form. This was asked
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because of the arc movement of head and camera all three stimulus objects moved on the 
screen picture together back and forth in addition to the relative movements between the 
bars. In the zero mm depth condition, all three bars together back and forth. When the bars 
were at different distances, the relative movement component between bars became 
stronger (i.e. faster and more extensive) the larger the distances were between the bars. 
Interestingly none of the observers in this experiment had this experience. It is in principle 
possible that observers had to discriminate between the relative movements of the bars 
and the movement of the layout as a shifting of the scene within the aperture. This 
movement stayed constant for all depth levels and depended only on the amount of arc 
movement of the observer. This may have made discrimination of small relative 
movements more difficult and therefore may be partly responsible for the strong non­
linear performance differences.
While the results clearly demonstrated better performance for head movement, it does not 
resolve the issue whether flow information is useful for depth perception. It is possible 
that the improvement is due to the availability of multiple view-points. The fact that 
subjects usually paused at the end-points of the movement arc, supports the idea that 
multiple view-points in themselves may be helpful to achieve accurate depth perception. 
Another potential influence which is independent of the previous one is the availability of 
kinaesthetic information in the head movement condition.
A closer look at the kind of movement involved may be of importance. In the context of 
the experiment it may be useful to distinguish between eye, head and whole body 
movement (e.g. Howard & Templeton 1966). Given the arrangement of wearing the
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helmet and standing up during the experiment, most of the movements were whole body 
movements accompanied by head movements: subjects moved sideways by taking a step 
to the left or the right, and combined that with a limited amount of head movement. Head 
movements in the strict sense consist in turning (rotation) and tilting. Both those 
movements are extremely restricted due to the helmet. Apart from whole body movement, 
bending the spine to the left or the right was observed. It is unclear at the moment, what 
the implications of these observations are regarding the kind of proprioceptive feedback 
subjects may have received.
Another possible criticism of the experiment concerns the issue of 2D versus 3D 
processing as discussed by Braunstein (1994). The judgements could have been performed 
in principle on the basis of discriminating the different relative motions of the bars. 
Objects moving faster and further forth and back were closer compared to those moving 
slower and a lesser distance forth and back. The stimulus objects are not extended in 
depth. Depth is only contained in the stimulus arrangement. Deregowski's (1989) 
distinction between 2/3i and 2/3d images which was introduced in Chapter 5 may be 
relevant here. 2/3i images suggest depth only indirectly via the recognition of an object 
(e.g. a line drawing of an elephant), whereas 2/3d images suggest depth directly (e.g. a 
drawing of the edges of a geometric 3D shape). The bars which were used in this 
experiment were designed such that they appeared fiat under all viewing angles. The bars 
themselves had little depth (3 mm thick) and the edges were bevelled; in order to stay 
upright a support was fixed at the back, but again this was not visible under the viewing 
angles possible in the experiment. Thus both aspects do not suggest a 3D scene. This in 
turn is less likely to lead to a phenomenal experience of 3D. Observers spontaneously
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commented that only the layouts with larger amounts of depth led to an impression of 3D 
in the movement condition. In the stationary condition observers frequently felt that the 
screen picture looked like a flat set of darker and brighter stripes.
Another problem with the experiment is the possibility of an order effect: the stationary 
viewing condition was followed by the observer movement condition. This is a criticism 
which could also have been levelled at some of the previous research; Eriksson (1974) 
who found a strong advantage for observer movement followed exactly the same repeated 
measures procedure as was carried out here. This may have produced an advantage for the 
head movement condition because the overall viewing time increased. A motivational 
effect may be even stronger because observers who adopted a strategy which considered 
movement as being more likely to enable a confident and correct judgement, may have 
been less motivated in making an effort in the stationary viewing condition (or suggest 
there is no depth because objective depth ‘cannot be judged’ given that they were 
instructed that size was not a reliable information source), and were waiting to make a 
better informed judgement in the movement condition.
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CHAPTER 8
REAL WORLD EXPERIMENTS
8.1. Real World Adjustment Task (Experiment 2)
Introduction: Baseline Experiment
The aim of this experiment and the following experiment was to obtain an indication of 
the relative performances when using tele-presence and when viewing real world stimuli. 
These experiments investigated the effects of head movement on depth perception. The 
first experiment studied continuous head movement vs. the stationary condition, similar to 
the previous experiment. The second experiment assessed whether multiple viewpoints 
are more effective than a single viewpoint which is equivalent to the stationary condition. 
This idea is based on the formal equivalence of motion parallax with disparity 
information as obtained from binocular vision. According to this hypothesis multiple 
viewpoints should be as effective as continuous movement.
Differences between tele-presence conditions and direct viewing conditions which were 
implemented in these two experiments could be expected for a number of reasons.
Perhaps the most important difference in the context of this research is the difference in 
perception-action coupling between the two situations. In the direct viewing condition the 
camera and monitor arrangement which mediates between perception on the one side and
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judgement or action on the other side is absent; this should create a closer perception- 
action coupling. Additionally, eye movements are not informative when viewing monitor 
pictures at a considerable distance. This situation would obviously be different with any 
form of head-up display.
Another important factor is the quality of the pictures produced on the monitor screen.
The resolution is lower, particularly with ordinary monitors. The luminance and contrast 
ranges are a fraction of what is possible in direct viewing conditions (Hochberg 1986). 
Another problem are pictorial distortions; frequently straight lines are not reproduced as 
straight lines on the monitor. However, viewing conditions were not intended to be near 
threshold level; therefore these latter problems may not be that important. It is therefore 
thought that the closer coupling in the direct viewing condition should lead to small errors 
in an adjustment task. The reasons for this can probably be sought in two types of 
explanations: the closer coupling makes proprioceptive information more useful, or the 
closer coupling simplifies the development of appropriate strategies which are likely to be 
of a more cognitive nature (e.g. identifying constraints etc. such as the fact that the stimuli 
themselves do not move in the direct viewing condition).
The apparatus which was designed for this experiment is an adaptation of the Howard- 
Dolman set-up which requires the observer to either judge the relative distance of two 
rods or adjust two rods to equi-distance. Originally its purpose was to assess stereo-acuity 
amongst potential aircraft pilots (Howard 1919). Howard (1919) found that stereo-acuity 
was around 20 times as precise as acuity for monocular viewing of the two rods. In his 
original experiment he used distances of 6 m for the reference rod. In stereo viewing the
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depth threshold was 14.4 mm, and in monocular viewing it was 285 mm (see also Forgus 
1966). For its original purpose observers were prevented from moving their heads through 
the use of a chinrest. This enabled the assessment of stereoscopic vision in the absence of 
all other depth infonnation. But the paradigm can also be used to compare a stationary 
condition with a head movement condition, or a multiple viewpoint condition, by 
adapting the design of the apparatus appropriately.
The aims of this experiment were to reproduce the findings of the first experiment for 
direct viewing conditions. It was expected that accuracy of the response would be higher 
compared to the tele-presence conditions. However, since the previous experiments used 
judgement of depth order, this comparison will have to be carried out later (see chapter 
12).
Method
Design
An adjustment task was used to compare performance in a head movement condition with 
a stationary condition. The experiment was run as a repeated measures design. Observers 
carried out 15 trials in each condition.
133
Subjects
Observers were recruited amongst students and staff of Surrey University. Six subjects 
took part in this experiment Their age ranged from 22 to 44 years (4 females and 2 
males). None of the observers were associated with perception research.
Apparatus
An apparatus was purpose designed similar to the Howard-Dolman depth perception i
apparatus. A modified Howard-Dolman is still commercially available (e.g. from j
iLafayette). Figures 8.1 a and b provide illustrations of the apparatus which was designed |
and used here. It consisted of a box with backlighting. The overall internal length of the i
box was 798 mm. Its internal width and height were 253 mm and 150 mm respectively.
Backlighting was provided by an ordinary tungsten lamp of 40 watts which was 
positioned approximately 800 mm away from the rear of the box. Diffuse lighting was •
achieved through a double layer of tracing paper at the end of the box. This created a high 
contrast viewing condition. The same lamp also provided minimal room lighting. One rod 
was fixed to the top of the box, the other was fixed to the bottom but was adjustable. The 
mechanism consisted of two handwheels which were linked by a fixed axle. The diameter 
of these wheels was 80 mm. The observer operated the handwheels which transfer the 
movement through a gearing system to the rod. One rotation of the handwheel moved the 
lower rod by 10 mm. The material which was used to design the gearing mechanism 
resulted in a rather noisy operation. The diameter of both rods was 1.6 mm. The rods were 
seen through a viewing slit of 3 mm height and approximately 80 mm length. The slit was 
at the same height as the gap between the upper, fixed and lower, adjustable rod. The gap 
between the upper and lower rod was 1 mm. For the stationary viewing condition, an
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adapter with a hole 3 mm in diameter was fixed over the viewing slit. It was positioned 
along a central viewing position, in line with the movement of the adjustable rod. A quick 
release mechanism allowed the experimenter to adjust the lower rod in a very short time. 
The mechanism was located underneath the box in order to prevent the observer from 
seeing whether the adjustable rod would be positioned in front or behind the fixed rod.
The distance between the fixed rod and the viewing hole was 448.5 mm. An additional 
aperture (mask) with an opening of 40 mm horizontally and 30 mm vertically was 
positioned between the viewing holes and the rods. This aperture was positioned 244 mm 
away from the viewing slit in order to minimise the availability of additional information. 
When moving to the end of the slit the observer could not see the rods any more. Only in 
the central 50 mm were both rods always visible. Rods and mask were painted mat black.
The apparatus was positioned on a trolley, and the observer sat in front of the viewing slit 
on a height adjustable chair.
Procedure
In total each observer carried out 30 trials. Each trial started by moving the adjustable rod 
to a position approximately 60 to 70 mm in front of or behind the fixed rod. The observer 
was instructed not to look through the viewing slit during the repositioning. Once the rod 
was positioned the experimenter indicated to the observer to carry out the task of 
adjusting. The observer then adjusted the rod until satisfied. No time constraints were 
introduced. The experimenter noted the position of the lower rod which was indicated by 
a marker on a scale (in mm's). Then the next trial started.
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Each observer took part in both the stationary and the head movement condition. In order 
to see whether there were any carry over effects, the trials were organised in 4 blocks. The 
observer started either with the stationary condition or the head movement condition. The 
practice trials and the following block of 10 trials were always carried out under the same 
condition; e.g. if an observer started with the .head movement condition, the practice trials 
would be using head movement. After 10 trials the conditions were swapped. The second 
block of 10 trials was followed by two further blocks of 5 trials, again alternating 
between the two conditions. This procedure applied to 4 of the 6 observers; two initial 
observers did not carry out all blocks and all trials. Therefore the number of subjects in 
the various conditions varies slightly (see for example Table 8.1.).
Below the 2 possible trial orders are given:
Trial CONDITIONS
Numbers 81 82
Practice 1-5 stationary head movement
Block I 6-15 stationary head movement
Block II 16-25 head movement stationary
Block III 26-30 stationary head movement
Block IV 31-35 head movement stationary
The order of presentation was randomised with the constraint that the adjustable rod was 
with equal frequency in front of and behind the fixed rod. The allocation of observers to 
the presentation order was randomised. Most observers carried out all trials. However, 
initially two subjects carried out only the first block under each condition. Viewing was 
monocular using a black eyepatch. The observer was asked to use the stronger eye during 
the experiment. In case the observer did not know or felt both eyes were the same, it was 
left to the observer to decide which eye to use.
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Instructions were provided verbally. The aim of the experiment was explained in tenns of 
the effects of various conditions on visual performance. Then the observer was told what 
s/he had to do. The instruction was to adjust the lower rod such that it is the same distance 
away from the eye as the upper rod. The use of the handwheels was explained, and 
observers were told that one complete rotation led to only a small amount of movement. 
Also the relationship between the direction of rotation and the direction of movement of 
the rod was explained. Observers were told that no feedback would be given, and they 
should try to perform as well as they could. They were also told that sometimes it may 
feel like guesswork where to position the rod. Instructions were given separately for both 
conditions. While the task in the stationary condition was easy to understand, a few 
observers required a demonstration of the head movement condition.
Most observers found the task simple in terms of the required sequence of steps.
However, many indicated that at the beginning it was difficult to know where to position 
the adjustable rod. No problems were found in general regarding the initial position of the 
rods, i.e. observers could clearly identify which rod was in front, even in the stationary 
condition.
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Figure 8 .1 .a Depth Perception Apparatus
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Figure 8.1.b. Side view of experimental apparatus
Mask \ Fixed Rod
Observer
* Handwheel ' Adjustable Rod
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Results
Signed mean deviations of the position of the lower rod from that of the upper rod were 
calculated. These show for the first set of trials a threefold difference between head 
stationary and head movement (see Table 8.1. and Figure 8.2.). An additional shorter set 
of 5 trials which was run for a smaller number of observers shows a reversal of the 
findings for the first set of trials. However, this is entirely due to one observer who in a 
number of trials demonstrated very large errors (mean signed deviation 23 mm). Mean 
standard deviations show a more consistent pattern of results. The mean standard 
deviations are considerable smaller for head movement compared to the stationary head 
condition.
T-tests were calculated for mean signed differences between Block 1 for head stationary 
and head movement. These were not significant (t(5) = .23; p = .8). The same 
calculations for mean standard deviations resulted in a significant difference (t(5) = 3.10; 
p = .027). :
Table 8.1. Means and mean standard deviations for head stationary and head movement.
Head Stationary Head Movement
Mean Mean Std Dev Mean Mean Std Dev
S e tt  (1 0 trials) -3.43 (6) 19.83 (6) -1.08 (6) 3.37 (6)
Set 2 (5 trials) -1.14(5) 16.76 (5) +5.84 (4) 6.21(4)
N.B. Numbers in brackets give number of observers on which figures are based.
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The results indicate better perfonnance under the head movement condition. The 
difference is not in terms of average signed deviations, but in terms of the variability of 
the performance. However, perfonnance in the second block of the head stationary 
condition improves in terms of its variability. Given the small number of observations no 
statistical tests were carried out to see whether this improvement is significant.
Figure 8.2. Means and 95% confidence intervals for head stationary and head movement 
condition. The fixed rod was at mark 0 mm which is indicated by the horizontal line at 
that point on the y-axis.
adjustment 30 error in mm
20
10
0
-10
-20
-30
-40
stationary
T ”
set 1 set 2
movement
set 1 set 2
N.B. The means and confidence intervals on the left are for the stationary condition, with 
the first interval giving the results for the first block. The same applies for the head 
movement condition presented on the right of the Figure. The same layout applies to later 
figures in this chapter unless otherwise stated.
Discussion
This experiment explored the role of head movement under direct viewing conditions. 
Again head movement resulted in more accurate depth perception compared to a
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stationary condition. However, this difference was not in terms of signed mean 
deviations, but in tenns of the variability of the adjustments. Given the very small number 
of observers, the results clearly indicated that under direct viewing conditions the 
advantage for head movement over the stationary viewing was more consistent and 
stronger than in the tele-presence set-up (based on inspection of the descriptive statistics).
A number of limitations of the experiment need to be mentioned. Under the head 
movement condition the task can be achieved in two ways: either the subject performs a 
nulling of relative movement operation, or it is also possible to just position the lower rod 
exactly in line with the upper rod when viewing the display from an eccentric position. 
Observers occasionally asked about the latter possibility, indicating the possibility that 
stationary viewing from one side will be one way of carrying out the task. These 
observers were told that they should not necessarily assume that the two rods are 
positioned exactly above one another, and that it is important that they are positioned in a 
plane perpendicular to the line of sight from the stationary viewing point. A few 
observers who gave the impression of not only being highly motivated, but also very 
systematic reported after completing the experiment a strategy whereby they positioned 
the lower rod in a kind of average location between the two most excentric viewpoints, 
i.e. when the head was at either end of the viewing slit. Both these strategies are cases of 
the 2D perception of 3D structures of which Braunstein (1994) and others previously 
were critical. Interestingly, here the 2D perception, if this is the case, was applied to a 
direct viewing situation rather than motion picture perception.
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8.2. Single Viewpoint versus Two Viewpoints (Experiment 3)
While the above results demonstrated better perfonnance with head movement, it does 
not resolve the issue whether relative movement or flow infonnation, using Gibson’s 
terminology, is required or useful for depth perception. It is possible that the 
improvement is due to the availability of multiple view-points. The fact that subjects 
frequently paused at the end-points of their arc movement in the tele-presence condition, 
and the reports of some observers in the previous direct viewing experiment, supported 
the idea that multiple view-points in themselves may be helpful to accurate depth 
perception.
Several more general considerations are relevant to this issue of differences between 
stationaiy or a single viewpoint, multiple viewpoints and continuous observer movement. 
Firstly, it can be understood in terms of the amount of infonnation available to the 
observer.
The implicit assumption is that more information leads to better performance. This is the 
assumption in much of the research on integration of depth information (e.g. Bruno & 
Cutting 1988). Additionally, some research suggested that 3D perception builds up over 
time (Hildreth et al 1990). Both arguments suggest improving performance from a single 
viewpoint to continuous movement, in conjunction with an increase of time of time spend 
on viewing the display.
A second way of distinguishing the conditions is obviously in terms of the type of
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infonnation which is available. Both a single and multiple viewpoints only provide static 
‘pictorial’ information, while continuous movement provides relative motion parallax 
information. The expectation here is that motion information should lead to superior 
performance compared to static information, in the absence of other strong depth 
infonnation sources. However, in the multiple viewpoint situation proprioceptive 
infonnation may still play a role due to the observers head movement which is similar to 
continuous viev/ing under the movement condition. Multiple viewpoints, if of any help to 
the observer, require a memory component; images need to be stored, even if very 
temporarily, and compared to the current view or screen picture.
Finally, the task can be understood from an ergonomic point of view: the coordination of 
the activity of viewing while stationary (single viewpoint) does not require coordination. 
However, the experiments described above both showed that observer and head 
movement are more difficult and take a little time to become familiar with. This is 
certainly to some extent the result of suboptimal viewing conditions (e.g. the camera 
could be coupled to head movement via a magnetic head sensor and linear motors which 
would free the observer from the constraints of the apparatus).
These considerations which suggest differential effects on the accuracy of depth 
perception and would ultimately require a whole series of experiments in themselves and 
do therefore not allow the formulation of a clear hypothesis. While multiple viewpoints 
and viewing under continuous movement should lead to better performance than single 
viewpoint observation, memory demands and ergonomic considerations may reduce an 
advantage for multiple viewpoints.
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The following experiment explored the role of multiple viewpoints instead of a single 
viewpoint under direct viewing conditions. It was decided to compare the simplest 
distinction between two viewpoints and a single viewpoint, and to adjust the apparatus 
used in the previous experiment slightly. In the two viewpoint condition observers looked 
at the stimulus by moving their eye from one eye piece to a second eye piece, each of 
which was positioned slightly excentric to the line along which the adjustable rod moved. 
In the other condition the observer looked from the central position (line along which the 
adjustable rod moved) as in the previous experiment.
METHOD
Design
An adjustment task was used to compare performance in a single viewpoint condition 
with a condition using 2 viewpoints. The experiment was run as a repeated measures 
design.
Sample
Observers were recruited from Surrey University campus. In total 15 subjects took part in 
the experiment; six were male and nine female. The age range was 18 to 37 years. 
Observers reported nonnal or corrected-to-normal vision.
Apparatus
The apparatus was the same as in the previous experiment. The only alteration concerned
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the two viewpoint observation condition. An eyepiece was designed containing two 
viewing holes of 3 ram diameter each and 50 mm lateral distance. This eyepiece was 
fitted over the viewing slit such that the two holes were at the same excentric angles 
relative to the line of movement of the adjustable rod. Figure 8.3. illustrates the position 
of the viewing holes.
Procedure
In total each observer carried out 30 trials plus a small number of practice trials. In every 
other respect the procedure followed the same steps as in the previous experiment except 
that instructions had to be adapted to the two viewpoint condition. However, instructions 
for two viewing holes and the required movement between the holes sometimes required 
a repeat of the instructions or some additional help, e.g. demonstration by the 
experimenter.
In order to help the reader to follow the points on presentation order which will be made 
in the results section the presentation orders which again were the same as in the previous 
experiment will be repeated here. The two presentation orders were:
. Trial No. PRESENTATION ORDER 
I II
Practice 1-5 one two viewpoints
Block I 6-15 one two viewpoints
Block II 16-25 two one viewpoint
Block III 26-30 one two viewpoints
Block IV 31-35 two one viewpoint
Most observers carried out all trials. However, on a few occasions trials were skipped due 
to what was considered near-perfect performance (less than 2 mm absolute error) in at
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least 3 consecutive trials within a block. In this situation the mean performance was 
calculated on the basis of the trials actually performed. This applied to two subjects in 
one block of trials each.
Data analysis
The analysis focused mostly on 13 observers who completed all trials. The first two 
observers taking part in the experiment performed only Blocks 1 and 2 in each condition. 
Therefore they were excluded from the ANOVA analysis.
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Figure 8.3. Depth Perception Apparatus; 
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RESULTS
The initial analysis focused on signed deviations (errors) of the adjustments. Table 8.2. 
presents means and standard deviations. Results for the practice block should for the 
obvious reason of the observers familiarising themselves with the apparatus and task be 
considered with caution. Results are presented for the two conditions, and additionally for 
the order in which conditions were presented. The group of subjects which started with 
one viewpoint is indicated by T VP -» 2 VPs'; those starting with 2 viewpoints appear 
under '2 VPs —> 1 VP’.
Table 8,2.: Mean signed deviations and standard deviations (in brackets) in 'real world' 
adjustment task (n=13). All measures in mm. A negative result means the observer 
overestimates the distance and vice versa for the positive results.
1 Viewpoint 2 Viewpoints
Order 1 VP 2 VPs 2 VPs 1 VP 1 VP ^  2 VPs 2 VPs ^  1 VP
Practise -6.8 (8.1) -1.6 (8.2) .7 (4.5) -2.9 (8.5)
Block 1 -.8 (6.0) -2.1 (10.7) 1.3 (8.4) .6 (7.3)
Block 2 -.6 (8.7) 1.9 (5.0) -.9 (6.7) .1 (7.4)
The descriptive results do not demonstrate any clear trends. Deviations are generally very 
small except for the mean deviation in the practice block for the 1 viewpoint condition. 
ANOVA was carried out with 3 main factors: number of viewpoints (single vs. two 
viewpoints), block factor (practice, block 1, block 2), and presentation order (starting 
with single viewpoint vs. two viewpoints). The number of viewpoints factor led to the 
largest F-value (F(l,12)=2.42; p = .140), but did not reach significance. Neither the block
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factor (F(2,12)=1.52; p = .240) nor presentation order (F(l,12)=0.03) reached 
significance. The only interaction including the three-way interaction which reached an F- 
value worth reporting was between number of viewpoints and presentation order 
(F(l,12)=2.77,p = .124).
Table 8.3. gives me results for the mean signed adjustment deviations, collapsed across 
presentation orders. These results show very clearly that apart from the practice block 
there is no noticeable difference between the two conditions.
Table 8.3.: Mean signed deviations and standard deviations (in brackets); n=15 except for 
Block 2 where n=13. The two columns on the right give the maximum deviations either 
side of the fixed rod.
1 Viewpoint 2 Viewpoints Range 1VP Range 2VPs
Practise -3.5 (7.9) -.7 (6.6) -18/ 9 -16/10
Block 1 -:8 (8.2) .9 (6.9) -23/13 - 9 / 17
Block 2 .9 (6.5) - .3 (6.5) -15/11 -14/13
Table 8.4. provides individual results for the mean signed deviations under both 
conditions. Additionally, the gender of the observer is given (male = 1, female = 2). The 
Table shows considerable variation between individuals, both in terms of the size of the 
means and the differences between conditions. Out of 15 observers 9 (60%) performed 
better in the 2 viewpoint condition.
150
Table 8.4.: Individual means based on signed deviations for single viewpoint and 2 
viewpoints; the gender of the observers is presented in column 2 (m = male; f  = female).
SubjectNumber
Gender Viewpoints 1 2
1.0 m 5.20 12.10
2.0 f 2 . 8 0 1.20
3.0 f 2 . 3 5 2.40
4.0 m 17.30 .45
5.0 f 2 . 8 0 1 . 8 0
6 . 0 f 2 . 8 5 2.75
7.0 f 2 . 8 0 1.10
8.0 m 1.20 1.51
9.0 f 2 . 5 5 2.75
10.0 m 13,80 11.00
11.0 f 39.90 2 7 . 8 0
12.0 f 2 2 . 7 0 25.00
13.0 f 39.80 34.90
14.0 m 1.63 1.58
15.0 m .40 .80
In Table 8.5. mean absolute adjustment deviations are presented; the layout is the same as 
for Table 8.2.. The results suggest that observers who started the series of experimental 
trials with the single viewpoint condition performed less well than those who started with 
two viewpoints. However, this advantage disappeared for the single viewpoint condition 
for those observers who started with 2 viewpoints. Overall, presentation order had little or 
no apparent effect on the 2 viewpoint condition. But the results also indicate that 
observers improved their performance for the single viewpoint condition where observers 
start with the single viewpoint. The same applies to the two viewpoint condition when the 
observers starts with the two viewpoint condition. However, the pattern of results is
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much less clear for those blocks of trials where the observer was exposed to them as the 
second condition.
Table 8.5.; Mean absolute deviations (standard deviations in brackets). All measures in 
mm.
1 Viewpoint 2 Viewpoints
Order 1 VP 2 VPs 2 VPs 1 VP 1 VP 2 VPs 2 VPs 1 VP
Practise 22.0 (21.9) 9.9 (14.5) 13.0 (23.6) 12.9 (15.0)
Block 1 14.6 (15.5) 13.5(19.5) 9.3 (13.9) 9.6(12.9)
Block 2 10.6 (17.1) 7.9 (10.6) 5.4 ( 7.8) 10.2(15.4)
The same ANOVA analysis was carried on these data as above on mean signed 
deviations. The F-value for the number of viewpoints approaches significance (F(l,12 = 
4.55; p = .056), and the significant block effect indicates a general performance 
improvement over the course of the experiment (F(2,12 = 4.09; p = .031). Presentation 
order on its own was not significant (F(l,12 = 0.05), but its interaction with the number of 
viewpoints was significant (F(l,12 = 6.28; p = .029). All other effects and interactions 
were non-significant.
Repeating the analysis without the presentation order factor leads to a different pattern of 
results: the difference in viewing conditions which approached significance more or less 
disappears (F(l,12) = 2.63; p = . 131) despite the clear pattern in the descriptive results, 
particularly for block 1 (see Table 8.6.). It is possible that the large variation in the data 
reduces the chances of obtaining a significant effect. However, the improvement over the 
course of the experiment is significant (F(l,12) = 3.56; p = .044).
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Table 8.6.: Absolute mean deviations and standard deviations (in brackets). All measures 
in mm.
1 Viewpoint 2 Viewpoints
Practice 15.5 (18.6) 13.0(18.6)
Block 1 14.0 (17.0) 9.5 (12.8)
Block 2 9.1 (13.4) 8.0 (12.0)
As before no interaction was observed between the number of viewpoints and 
presentation order (F(2,12) = .47). This additional analysis showed that the exclusion of 
the presentation order factor can make a difference to the results. In particular the results 
for the number of viewpoints is now clearly non-significant.
The correlation between performances in the single viewpoint and the 2 viewpoint 
condition was calculated based on mean absolute deviations and combined for blocks 1 
and 2; it resulted in a Pearson's product moment correlation of .91 which is highly 
significant (n=15; p < .0005).
Finally, a standardised deviation was calculated using the geometric mean of the 
deviations of single trials from a measure of the point of subjective equality (FSE). The 
basis of this was to compute the mean signed deviation score for each block, separately 
for each observer, as the FSE. Deviations for each trial and subject were then calculated 
as the absolute difference between single individual scores and the expected deviation. 
For each observer and separately for blocks of trials these deviations were combined into 
the expected deviation value E(| d | ) by calculating the geometric mean.
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Results were veiy similar as for the previous analyses (see Table 8.7.). Three-way 
ANOVA led to a highly significant interaction between presentation and number of 
viewpoints (F(l,13) = 12.12; p = .004), and significant improvement fioin the initial trials 
to later trials (F(2,26) = 8.01; p = .002). The number of viewpoints effect was not 
significant (F(l,13 = 2.61; p = .130). The remaining effects were non-significant (F<2.09 
for the three-way interaction ; p > .144).
Table 8.7.: Standardised deviation score in mm: means and standard deviations (in 
brackets).
1 Viewpoint 2 Viewpoints
Order 1 VP -> 2 VPs 2 VPs 1 VP 1 VP -> 2 VPs 2 VPs -> 1 VP
Practice 26.2(23.1) 11.4(14.0) 12.5(22.2) 17.4(15.1)
Block 1 15.1 (16.4) 13.5 (19.5) 9.8 (14.8) 13.3 (14.6)
Block 2 10.4 (16.9) 7.7(10.3) 5.9 ( 8.2) 11.1 (16.5)
Thus only tentative support was found for the view that 2 viewpoints lead to superior 
performance compared to a single viewpoint. This tentative difference in performance 
only applies to absolute deviations, not to signed deviations nor to the standardised 
deviation scores. Overall, individual differences are pronounced and intra-individual 
variations are large. However, there is clearly an interaction between presentation order 
and number of viewpoints.
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Discussion
While a slightly better performance was found for two viewpoints compared to a single 
viewpoint under direct viewing conditions, the differences were only approaching 
significance for the absolute deviation scores. However, presentation order affected 
performance patterns differently for single and two viewpoint conditions in this 
adjustment task, irrespective of the type of analysis. This interaction was clearly 
significant. Also performance improved from the initial trials to later trials.
A comparison of the means for single viewpoint, two viewpoints and continuous 
movement viewing suggests two things: the patterns of means are very similar and the 
larger mean deviation for the initial block of trials in the single viewing point condition 
can be found in both experiments. However, the variability in the data appears to be 
smaller for continuous movement compared to two viewpoints. Further analysis needs to 
be carried out to obtain directly comparable parameters and to assess whether these are 
significantly different.
The improvement in mean deviations over the blocks of trials suggests the occurrence of 
some form of learning process. However, it could therefore be argued that far larger sets 
of trials should be used so that any possible learning reaches a plateau, in order to avoid 
the possible effects of unfamiliarity. In addition, it is possible that learning would allow 
observers to make finer discriminations on the basis of confounding variables. This issue 
is open to further debate and research.
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Another important point needs to be made: head movement was not restricted to arc 
movement as in Experiment 1 by a mechanical fixture. The observer was free to move 
along the slit or in Experiment move from eyepiece to eyepiece without restriction. This 
movement can be described as lateral along an approximately straight line. This means 
that, at least for the real world viewing task, the findings do not provide evidence for the 
need of movement on an arc such that head orientation and direction of the line of sight 
coincide. This contrasts with the strong argument Smets and colleagues (e.g. Smets et al 
1987) made for the need of constraining movement. While their point related to their tele­
presence system they do not discuss the question of whether there is a difference between 
real world viewing and tele-presence.
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CHAPTER 9
THE ROLE OF ACTIVE OBSERVATION (Experiment 4)
Introduction
An important point made by various researchers was the role of the active observer in 
contrast to the passive observer. It is probably the main issue of the experiment carried out 
by Smets et al (1987) which demonstrated that the active observer, i.e. the observer to 
whose movement the camera is yoked as in Experiment 1, performed better in a depth 
perception task than a passive observer, who was seated in front of a slave monitor 
without being able to see what the active observer was doing. However, several criticisms 
were put forward regarding the design and procedure used by Smets and colleagues (for 
details see Chapter 1). Their experiment did not include a stationary viewing condition 
which is important to assess the power of confounding depth infonnation. Also the passive 
observers, while not being in a position to see what the active observers did, could 
nevertheless see the effects of their adjustments.
Active observation refers to the idea that an observer, positioned in front of a monitor and 
controlling the monitor image with his/her head movement, profits regarding depth 
perception from being in control rather than being passive and subjected to changes in the 
monitor image due to another person’s activity.
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Also the research by Rogers & Rogers (1992) supported the idea that active observation 
provides non-visual information which helps to disambiguate motion parallax 
information. However, they also, as was identified in chapter 4, identified a number of 
other visual sources of information which can achieve the same function.
In summary two possible roles were associated with active movement: additional 
proprioceptive information which would be helpful in depth perception, and the 
disambiguation of depth order. Originally, it was Gibson (1950) who argued strongly that 
observer movement is an important aspect of visual perception and space perception in 
particular. This experiment therefore investigated the question whether active movement 
would lead to better performance compared to a passive observation. This experiment 
repeated the baseline experiment, but in addition it compared the judgements of a passive 
observer to those of an active observer. The passive observer was seated in front of a slave 
monitor without being able to see what the active observer was doing, similar to the Smets 
et al experiment.
METHOD
Design
A passive group of observers was compared with an active group of observers. In all other 
aspects the design was similar to the direct viewing situation (Experiments 2 and 3), The 
stationary versus movement conditions were the same as in the previous experiments. 
However, in this experiment it is appropriate to refer to the movement condition as the
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The stimulus display contained was arranged such that the position of one rod (the 
reference stimulus) was fixed for the length of one block while the other rod was moved 
between each trial to one of eight positions, 4 in front of the reference stimulus and 4 
behind. It was also decided to avoid a zero depth condition because it was easier for the 
experimenter to explain to observers that the rods were never at the same distance even if 
they quite frequently looked as such. In other words it served to implement an alternative 
forced choice situation. Depth between the reference stimulus and the variable stimulus 
varied between 19.05 and 152.4 mm 3/4 inch and 6 inches (19.05, 38.1, 76.2 and 152.4 
mm; since the distance between holes in the pegboard was based on imperial measures, 
these will also be given: 0.75,1.5, 3.0 and 6 inches). Lateral separation of the rods was 
57.15 mm (2 1/4 inches).
A chair was installed for the observer to sit on. While it was thought that this would 
possibly hinder free movement, the earlier Experiment 1 required observers to stand on 
one spot for considerable time which they found very tiring. A height adjustable office 
chair was adapted and fixed to the platform. Observations during the experiments did not 
show any obvious detrimental effect of the chair in restricting movement.
At the rear end of the apparatus a frame was fitted on which the space-frame could be 
rested between experiments, and at the time when the observer sat down or left the chair. 
This also made it possible to fix the space-frame to a bracket right at the centre of the 
frame so as to avoid any movement of the camera during the stationary/static picture 
condition. It also ensured that the camera was positioned at the central viewing point.
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A screen switch in the fonn of a small video editor was introduced to be able to blacken 
the monitor screens quickly rather than having to position screens between the camera and 
stimulus. This enabled generally better control over the stimulus presentation.
Procedure
Observers were randomly allocated to either the active and the passive role. Each subject 
received 8 practice stimuli, followed by 48 experimental stimuli. Stimuli were presented 
in 6 blocks of 8 stimuli. Each block contained 2 stimuli for each level of depth; for each 
depth level the comparison rod was presented both closer and further to the standard 
stimulus, making 2 stimuli for each depth level. The order of stimuli within blocks was 
derived from random tables; for each block a new random order was created. The 
presentation of blocks was counterbalanced: blocks were presented in ascending or 
descending order.
For half the trials the picture was static (i.e. no movement of the active observer), and for 
the other half of trials the picture image was dynamic, resulting from movement of the 
active observer. This was implemented by fixing the active observer via the helmet he or 
she had to wear during 3 of the blocks in the central viewing position, while encouraging 
back and forth movement during the other 3 blocks. Static and dynamic picture blocks 
were alternated. Observers either started with static pictures in the first block or with 
dynamic pictures. To illustrate the resulting sequence of trial blocks, an example of such a 
sequence is given in Table 9.1.
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Table 9.1.: Example sequence of trial blocks, together with details on the variation of the 
left or right positioning of the reference rod and the rod diameter. For explanations see 
text.
Block Picture Reference Stimulus
Lateral Position Diameter
Practise Static/Dynamic
I Static R Thick
II Dynamic L Thin
III Static L Thin
IV Dynamic R Thick
V Static L Thin
VI Dynamic R Thick
In order to minimise possible effects of presentation order, the lateral position (left/right) 
of the reference stimulus was alternated between blocks. The same applied to its diameter 
(thick/thin). For each block the standard stimulus was always kept on the same side; 
between blocks the presentation of the standard stimulus was alternated (see Table 9.1.). 
However, in order to avoid confounding with dynamic vs. static picture condition, these 
aspects could not be randomised. The latter two aspects served the purpose of reducing 
size-constancy effects due to visual angles being perfectly correlated with distance. The 
order of the static and dynamic picture blocks were completely randomised using random 
tables.
Observers were asked to indicate on a report sheet whether the right rod was in front of 
the left rod or behind the left rod. They were required to express their judgement using a 
3-point rating scale (1 - low confidence, 2 - medium confident or just confident, and 3 - 
high confidence). This served two purposes: observers often expressed difficulties making 
a judgement, and when having made a judgement they expressed their reservations about
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its correctness. From questionnaire design it is well known that introducing a rated 
judgement can make inherently ambiguous judgements more acceptable to subjects 
participating in research. Secondly a rated judgement would provide better data for the 
application of ROC analysis. Written records rather then verbal judgements were obtained 
in order to avoid the likely cross-contamination of the judgements by the active and 
passive observer.
Data Preparation
Responses were analysed in several ways. Initially they were classified as being correct or 
wrong. The confidence judgement was recoded to form a 6-point scale, ranging from 0 
being highly confident and wrong, to 5 being correct and highly confident. Summated 
scores for both types of data were calculated for all 4 depth levels, and separately for the 
observer role and picture factor.
The area under the ROC curve (AUROC) was calculated by understanding the decision 
which the observer had to make as an alternative choice situation between the rod being in 
front or behind the reference stimulus. This analysis utilised the confidence ratings. A 
simplified and more robust trigonometric approach was taken to calculate AUROC.
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Results
Initially, analysis was carried out for the number of correct responses at different levels of 
depth, for the two observer roles and the two picture conditions. Table 9.2. gives means 
and standard deviations. Figure 9.1. provides means and 95% confidence intervals for the 
same data. While an advantage may be detected for the active observer in the dynamic 
picture condition, the differences are veiy small. For the three larger depth levels the 
active observer performs better than the passive observer in the dynamic picture condition. 
A similar pattern of differences can be found between the two observation roles for the 
static picture condition. The only clearly discernible effect results from the different depth 
levels with larger depth leading to more correct depth judgements.
In interpreting the means it is also important to consider the absolute level of the means 
which theoretically could range from 0 to 6 with 3 being the midpoint. A mean of 3 would 
imply that observers achieved just 50% correct answers which would be equivalent to 
pure guessing or chance. For two~conditions the means are below the midpoint of 3; these 
were both occurring under the static picture condition, and for the smaller depth 
differences (passive observation of 3/4" depth, and active observation of 1 1/2" depth). 
However, given the cue-conflict trials this may just reflect that visual angle information 
was used to specify the depth order.
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Table 9.2. Means and standard deviations in brackets for number of correct relative depth 
judgements.
Passive Observer (n=11) Active Observer (n=11)
Picture Picture
Depth
(inches)
Static Dynamic Static Dynamic
3/4 2.55 (0.82) 3.64 (0.92) 3.64 (1.29) 3.55 (0.82)
1 1/2 3.18 (1.33) 3.46 (1.29) 2.73 (0.79) 3.73 (1.01)
3 3.36 (1.21) 3.64 (1.21) 3.64 (2.34) 4.09 (0.94)
6 3.91 (1.30) 4.36 (1.29) 4.36 (1.12) 4.46 (0.93)
Figure 9.1. Mean and 95% confidence intervals for number of correct relative depth 
judgements; theoretical maximum number for each mean is 6 correct judgements. Data 
are based on 11 passive and 11 active observers, stationary and movement condition, and 
4 stimulus depths. Within each condition stimulus depth is shortest on the left interval and 
increases towards the right.
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ANOVA with 2 repeated measures (picture effect, depth levels) and one between subjects 
factor (observer role) resulted in a non-significant effect for observer role (F(l,20) = 2.42;
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p = .135), a tentatively significant effect for the picture effect (static versus dynamic 
image; F(l,20) == 4.17; p = .055) and a significant effect for depth (F(3,60) = 6.38; p = 
.001). All differences were in the expected direction, but observer role, if at all is only 
likely to have a weak effect on depth perception judgements. None of the interactions was 
significant ( all F's are under 1.31, and all p's are larger than .281).
The second analysis took the confidence level of the judgements into account by 
calculating means and standard deviations of the sum of all trials separately for each depth 
level, on the basis of a 6-point scale ranging from 0 to 5. It should be emphasised that the 
way this scale was constructed took into account whether the judgement was correct. 
Therefore it can be understand as a kind of'correctness' scale ranging from confidently 
correct to confidently wrong, in the objective rather than subjective sense. This 
cumulative scale can theoretically range from 0 to 30 with 6 trials being confidently 
correct. The midpoint of this cumulative scale is 14.5. Table 9.3. and Figure 9.2. provide 
means, and standard deviations and 95% confidence intervals respectively.
Table 9.3. Means and standard deviations (in brackets) for confidence weighted 
judgements.
Passive Observer (n=11) Active Observer (n=11)
Depth Picture Picture
(inches) Static Dynamic Static Dynamic
3/4 14.09 (2.39) 17.18 (1.99) 16.09 (2.51) 15.91 (1.64)
1 1/2 15.36 (4.32) 16.36 (4.41) 15.36 (2.84) 17.55 (2.73)
3 15.27 (2.57) 18.18 (2.96) 17.00 (3.16) 18.36 (2.25)
6 17.64 (2.66) 19.09 (4.11) 19.36 (2.94) 20.64 (3.20)
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The pattern of results is very similar to the analysis of the number of correct judgements. 
Active observation and dynamic picture conditions led to slightly better performance, and 
larger depth levels led to more confident accuracy. The same type of ANOVA was carried 
out and resulted in slightly clearer differences. Observer role approached significance 
F(l,20) = 3.24; p = .087), the picture factor was significant F(l,20) = 10.05; p = .005), and 
the depth factor was highly significant F(3,60) = 14.78; p < .0005). None of the 
interactions was significant (all F's under 1 and all p's over .399). Again all differences 
are in the expected direction. Using confidence judgements shows a tentative effect for 
observer role with the active observer being slightly more confidently accurate, also the 
dynamic picture leads to clearly more confidently accurate depth judgements.
Figure 9.2. Means and 95% confidence intervals for the sums of the confidence weighted 
depth judgements, ranging from 0 being highly confident and wrong, to 5 being correct 
and highly confident. Presentation is the same as in Figure 9.1.
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Judgements in the dynamic picture condition were more accurate than those of the static 
image (F(l,20)==4.57; p<.05); and subjects were more confident of their judgements 
(F(l,20)=10.10; p < .005). However, there was no advantage for the active observer in 
accuracy (F(l,20)=.59; p = .453).
Analysis of the confidence judgements was carried out counting the number of low, 
medium and high confidence judgements separately for all conditions (observer role, 
picture factor, depth level) and subjecting it to analysis of variance. This analysis did not 
take into account which rod was in front or behind nor whether the judgement was 
correct. Repeated measures ANOVA resulted in only a few significant effects; the clearest 
effect was the interaction between depth and level of confidence (F(3,60) = 5.63; p =
.002) which would be expected both from a theoretical point and by inspecting the 
previous analysis. Neither observer role (F(l,20) = 0) nor the picture factor (F(l,20) = 
2.05; p = . 168) showed a main effect, and none of the interactions with the level of 
confidence was significant (F's < .47; p's > .499).
Finally ROC analysis was carried out (Green & Swets 1966; Vickers 1979). The area 
under the ROC curve was calculated and the data were analysed using repeated measures 
ANOVA. The results were again rather similar to the previous analysis using dichotomous 
data or the confidence judgements. The observer role was not significant F(l,20) = .59; p 
= .453), the picture factor reached significance F(l,20) = 4.57; p = .046), and depth was 
highly significant F(3,54) = 7.61; p < .0005). None of the interactions was significant. In 
addition, an order factor was introduced which allowed an assessment of whether the 
sequence of blocks (starting with dynamic versus static pictures) had an effect. However,
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this was not significant (F= .06). This factor explains the slightly different degrees of 
freedom in this set of analysis compared to the previous ANOVA results. Judgements of 
the dynamic picture were more accurate than those of the static picture, but there was no 
advantage for the active observer.
Discussion
In general the results suggest that there is no clearly significant advantage for active 
observation compared to passive observation. While judgements of depth were slightly 
better for active observation, only in the analysis taking into account the confidence levels 
did the difference approach significance. Neither the number of correct judgements nor 
the AUROC analysis with the latter taking into account chance levels of correct responses 
resulted in a significant difference.
Theoretically the expected difference between active and passive observation should only 
be found for the dynamic picture condition. In the static condition both observation types 
afford the same information in the picture. This means that the interaction between 
observer role and picture condition should have been significant. However, this is not the 
case. Both the graphic results presentations did not suggest such an interaction, and the 
statistical interactions in the 3 analyses did not come anywhere near significance.
Therefore the conclusion has to be that active observation does not lead to more accurate 
depth judgements which is in conflict with Smets et al’s (1987) findings, but is in general
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agreement with a number of publications which either suggest a weak effect or argue that 
the issue is not one of some form of combined or even synergetic effect between 
movement and perception (based on visual and proprioceptive information), but one of the 
disambiguation of motion parallax information. The latter, as was pointed out earlier, can 
be achieved either by proprioceptive or additional visual information (compare Rogers & 
Rogers 1992). This issue will be returned to in the discussion of the effects of natural and 
reverse picture coupling in sections 10.2. and 10.3.. An argument which could be 
introduced against the above conclusion is the possibility of motivational and learning 
effects. This issue will be addressed later.
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CHAPTER 10
DE COUPLING THE NATURAL' LINK BETWEEN OBSERVER, 
CAMERA AND PICTURE
10.1. Reversed Action-Perception Coupling (Experiment 5)
The relationship between observer movement and depth perception in tele-presence was 
investigated further by studying the nature of the coupling between obsei*ver, camera and 
monitor picture. Earlier the coupling has been described in terms of its characteristics and 
its closeness. In the set-ups used so far the picture dynamics were the same as would 
happen in direct viewing (except for the shifts resulting from eye movements). Also there 
was no delay between movement and picture dynamics (except for signal transmission); 
this was referred to as the closeness of the coupling which is a problem usually associated 
with image enhancement techniques used in VR. One simple way of interfering with the 
‘natural’ coupling between observer movement and perception is the electronic reversal 
of the picture along the vertical axis at the centie of the picture. This should disrupt the 
natural action-perception coupling by reversing it, but leaves the transformational 
information for relative distance intact. In addition the findings of this experiment were 
compared with the findings from Experiment 4.
This step of ‘de-coupling’ the natural link between movement and screen picture is 
similar to studies using reversing prisms as siunmarised in chapters 1 and 4. However, in
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those studies the observer received immediate kinaesthetic feedback due to unsuccessful 
physical movements, or accidents such as bumping into objects. These studies showed 
that adaptation is possible within a relatively short time of a few days, and it is reversible.
The aim of this experiment was to see whether the disruption of the link between 
observer movement and related changes in the picture would reduce the effect of 
movement on depth perception, and secondly, to compare these findings with the 
performance of the active and passive observers from Experiment 4.
Method
Design and Subjects
The design was exactly the same as in Experiment 4 except that only one group of 
observers was used to compare the effects of picture reversal on the accuracy of depth 
judgements in a stationary and a movement condition. A total of 17 observers took part in 
the experiment; they were recruited from Surrey University campus in the same way as in 
previous experiments.
Apparatus
A switch was fitted to the CRT monitor which reversed the image (minor image at the 
vertical axis) by feeding the camera signal in reversed order into the CRT tube. Stimuli 
and other aspects of the apparatus used in Experiment 4 were exactly the same as 
described in chapter 9.
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Procedure and Data Preparation
The procedure was the same as in Experiment 4. Also the raw data were treated in the 
same way as in Experiment 4. Observers were naive with regard to the picture reversal. 
Also they were not de-briefed on this aspect.
RESULTS
Analysis proceeded from the number of correct judgements to the confidence weighted 
judgements. The results for the number of correct judgements are presented in Table 
10.1.. The differences are inconsistent for the different depth levels. In the dynamic 
picture condition, slightly more judgements are correct for 19.05 and 76.2 mm (3/4” and 
3”), but for the largest depth level, the pattern is reversed. Repeated measures ANOVA 
with two within subjects factors (picture condition and depth) found that only depth had a 
significant effect on the number of correct judgements (F(3,48) = 4.02; p = .012). 
Increased depth led to more accurate judgements. However the differences are not very 
large. The picture condition was not significant which in view of the pattern of 
descriptive results is not surprising (F(l,16) = 0.00); likewise the interaction did not reach 
significance (F(3,48) = 1.14; p = .34). This means that for the reverse picture condition, 
the stationary condition does not lead to different results compared to the movement 
condition.
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Table 10.1. Means and standard deviations (in brackets) for number of correct depth 
judgements (n=17).
Reverse Picture
Depth in inches 
and (mm)
Static Dynamic
3/4(19.05) 3.41 (1.00) 3.71 (1.11)
1 1/2 (38.10) 3.53 (1.18) 3.53 (1.13)
3(51.15) 3.65 (1.00) 3.82 (1.29)
6 (76.20) 4.41 (0.80) 3.94 (1.20)
Figure 10,1, Means and 95% confidence intervals for number of correct relative depth 
judgements; theoretical maximum number for each mean is 6 correct judgements. Data 
are based on 17 observers who took part both in the stationary and movement condition, 
and 4 stimulus depths. Within each condition stimulus depth is shortest on the left 
interval and increases towards the right (3/4” to 6”).
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The analysis was repeated for the confidence data in exactly the same way as in 
Experiment 4. Table 10.2. shows that the range of the means is larger for the static
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condition, compared to the dynamic condition which in addition showed a degree of non- 
linearity. Repeated measures ANOVA found only one significant factor which was the 
depth factor (F(3,48) = 5.70; p = .002). Neither the picture condition (F(l,16) = 0.53; p = 
.48) nor the interaction (F(3,48) = 1.01; p = .40) were significant. This analysis repeats 
the findings of the previous one, except that the F-values are slightly larger for confidence 
weighted judgements compared to the number of correct judgements. These findings 
confirm the pattern of findings in Experiment 4, although in a less pronounced way.
Table 10.2. Means and standard deviations (in brackets) for confidence judgements 
(n=17).
Reverse Picture
Depth in inches 
and (mm)
Static Dynamic
3/4(19.05) 15.71 (3.00) 17.88 (4.79)
1 1/2 (38.10) 16.82 (3.40) 17.18 (4.45)
3(51.15) 17.59 (2.96) 18.06 (4.84)
6 (76.20) 19.88 (2.89) 19.53 (4.47)
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Figure 10,2. Means and 95% confidence intervals for the sum of the relative depth 
judgements, ranging from 0 being highly confident and wrong, to 5 being correct and 
highly confident. Presentation is same as in Figure 10.1. The horizontal line indicates the 
midpoint of the scale.
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Discussion
The main finding was the absence of a significant difference between the movement 
(dynamic) and the stationary (static) conditions. Neither the analysis of the number of 
correct judgements nor the confidence weighted judgements led to even a tentative 
difference between the conditions. This means that the advantage for dynamic images or 
observer movement disappears once the ‘natural link’ between head movement, camera 
movement and picture dynamics is broken. It is interesting that the linear increase in 
number of correct judgements which could be detected in Experiments 1 and 4, under 
both picture conditions, is less clear in Figures 10.1. and 10.2. for the movement 
condition, but it is present in the static condition. This suggests that observers did rely
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less on motion parallax infonnation, which - under reversed picture conditions - became a 
less reliable cue to depth. The findings from this experiment therefore lead to the 
conclusion that natural coupling is of some importance to the effective use of motion 
parallax information. Of course, this assumes that the difference between the two picture 
conditions which was established in the previous experiment is reliable.
10.2. Comparison of Passive, Active and Reverse Picture Conditions
A more direct assessment of the differences (or their absence ) between different viewing 
conditions was achieved by combining the data from Experiments 4 and 5, in order to 
statistically test the differences between the three conditions: passive observation, active 
observation and picture reversal. Originally, the expectation was that performance would 
be best for the active observer, followed by the passive observer, followed by the reverse 
picture condition. This pattern should of course only apply to the dynamic picture 
condition, whereas the results for the static picture condition should be independent of 
the viewing condition. Again, the analysis was carried out both on the basis of the number 
of correct judgements, and the sum of the confidence weighted judgements.
A graphic display of the combined sets of data for the number of correct judgements can 
be seen in Figure 10.3. The pattern does not suggest differences between the groups. 
Repeated measures ANOVA was carried out. The picture factor (static vs. dynamic 
picture) was highly significant (F(l,36)=8.30; p ^ . 007). However, the between groups 
factor viewing condition was not significant (F(2,36) = .97; p = .39), i.e. the degree and
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kind of coupling did not affect the number of correct judgements: the passive observers 
did as well as the active observers; and those with the reversed head-motion/image- 
motion link did as well as those with the natural link. The level of depth had a highly 
significant effect (F(3,108) = 14.20; p < .0005). The effects for the interactions were all 
negligible except for the three-way interaction which reached an F-value of 1.74, but 
which is not significant (dfs= 6,108; p = .118).
Figure 10.3. Means and 95% confidence intervals for number of correct relative depth 
judgements; theoretical maximum number for each mean is 6 correct judgements. Data 
are based on the 3 groups of observers, combined from Experiments 4 and 5. Within each 
condition stimulus depth is shortest on the left interval and increases towards the right.
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Repeating the analysis for the data weighted by the confidence judgement led to a very 
similar set of results, and again as in the previous analyses the F-values tended to be 
slightly larger. Full details including a table of all means and complete ANOVA results
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can be found in Appendix 1. The picture factor was significant (F(l,36)=10.87; p<.005), 
but there were no differences between groups (F(2,36)=1.58; p = .22, ns). Finally the 
depth factor was again highly significant (F(3,108) = 19.58; p < .0005). None of the 
interactions reached significance.
Figure 10.4, Means and 95% confidence intervals for the summated confidence 
weighted judgements, each ranging from 0 being highly confident and wrong, to 5 being 
correct and highly confident. Otherwise the layout is the same as in Figure 10.3.
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Discussion
The results from Experiments 4 and 5, and the combined analysis can be summarised as 
follows; Experiment 4 demonstrated a possible advantage for active observation 
compared to passive observation. However, the differences between the two conditions 
are small, and whether the difference reached significance, depended on the analysis. The
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most rigorous analysis using AUROC which controls for the effects of chance was clearly 
non-significant; however, usually the application of AUROC does require larger sets of 
trials per subject. In addition, inspection of individual data showed considerable non- 
linearity which is problematic. Without further research it cannot be decided definitely 
whether active observation facilitates more accurate depth perception. However, the lack 
of clear differences implies that in practical terms the effect is weak.
Experiment 5 showed that the advantage for observer movement or the dynamic picture 
as it was referred to in Experiment 4, which was found in Experiments 1 and 4, 
disappeared for the reversed image. This means de-coupling the natural link between 
observer movement, camera movement and picture dynamics by reversing the picture 
leads to the loss of the advantage for head movement. This suggests tentatively that 
‘natural coupling’ is of importance in tele-presence designs. The comparison of the data 
of Experiments 4 and 5 showed that there is no overall difference between the viewing 
conditions (active, passive and reversed picture viewing), but the movement or dynamic 
picture condition led to better performance. Taking into consideration the analysis of the 
individual experiments, the overall difference for the picture factor resulted mostly from 
the differences amongst active and passive observers, but to a lesser extent from the 
reversed picture condition. This understanding should, however, have been reflected in a 
significant interaction between picture and viewing condition. The results clearly showed 
that none of the F-values for interactions even remotely approached significance. It has 
therefore to be concluded that while there may have been a trend for the dynamic picture 
information being less useful in the reverse picture condition, the combined analysis did 
not provide statistical support for this idea.
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Finally, it should be noted that the level of depth in the stimulus led to significant 
differences in all three viewing conditions. Larger depth levels were more frequently 
correctly judged. There is perhaps a slight tendency for this general linear relationship not 
to hold true for the reverse picture group in the dynamic condition.
10.3. Adjustment Task (Experiment 6)
Rationale
It was always considered to be a useful extension of this research to use an alternative 
response format to the verbal discrimination judgements which were used in Experiments 
1,4 and 5. Therefore Experiment 6 used an adjustment task in combination with the 
apparatus used in Experiments 4 and 5. Using this different task, a between groups design 
was planned to further compare natural and reverse viewing conditions. The picture 
conditions were the same as before: static and dynamic, i.e. the observer was stationary or 
moving back and forth resulting in motion parallax information.
Method
Design and Subjects
The design was a between groups design for the viewing condition (natural vs. reversed) 
and repeated measures were used for the picture conditions (static versus dynamic) whose
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order was counter-balanced. A total of 14 observers took part in the experiment; 
observers were randomly assigned to the natural and the reversed viewing condition (7 in 
each group). Six observers started with the static condition, while 8 started with the 
dynamic picture condition. Instead of a discrimination task using verbal judgements an 
adjustment task was used, with the adjustments made by the experimenter. Observers 
were recruited from Surrey University campus in the same way as in previous 
experiments.
Apparatus
The apparatus was the same as for Experiment 5 except for the stimulus display which 
enabled adjustment of a variable rod. Seen from the camera the variable rod was on the 
left. The diameter of these rods was 1.6 mm, and they were painted mat black. Lateral 
distance between rods was adjustable; for this experiment it was 40 mm. A photograph of 
the adjustable stimulus display can be seen in Figure 10.5. A ruler was fixed to the 
apparatus such that the adjustment position could easily be read off the scale. The fixed 
rod was set at 200 mm (the overall adjustment range was 450 mm). The same monitor 
with the reverse switch was used as before.
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Procedure and Data Preparation
After setting the variable rod either in front of or behind the fixed rod (the sequence was 
randomised with equal numbers in each condition), the observer initially judged whether 
the variable rod was in front of or behind the fixed reference rod. If the observer was 
wrong, which only occasionally happened, the observer was told the actual position of the 
rod. Observers carried out 35 trials; most observers did not make more than two errors, 
ranging from a minimum of no errors to a maximum of 4 errors.
The experimenter then started to adjust the variable rod at a slow speed in the direction of 
the fixed rod. This was done using a handwheel which moved the variable rod via a 
gearing mechanism. The observer was instructed to inform the experimenter to stop 
adjusting when the variable and fixed rod were at the same distance away from the 
camera. It was explained to observers that this was meant from the central viewpoint 
position. Observers where encouraged to attempt as accurate a positioning as possible. 
They were therefore allowed to ‘backtrack’, i.e. ask the experimenter to reverse the 
movement if the observer thought that s/he overshot the fixed rod.
RESULTS
The analysis proceeds from signed errors of adjustment to the absolute errors of 
adjustment. The signed adjustment error was calculated as the difference between the 
fixed rod and the variable rod. The results of this analysis are shown in Table 10.3. and 
Figure 10.5.. All signed means indicate that observers on average showed over-constancy. 
This tendency was strongest for the stationary condition under natural coupling
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conditions; the smallest amount of over-constancy was found for the movement condition 
when the picture was reversed. While movement led to weaker over-constancy effects 
which is in accordance with expectations at least for the natural coupling condition, the 
ditterence was only slightly smaller for the reverse picture. However, it is surprising that 
movement observation led to a smaller error with the picture reversed compared to the 
natural coupling condition. Analysis of variance showed that only the picture condition 
was significant (F(l,12) = 5.20; p = .042), but the kind of coupling was not significant nor 
the interaction between the two factors (F-values below .31). This means motion parallax 
infonnation did lead to less over-constancy in this adjustment task using a consistent cue 
paradigm.
Table 10.3. Means and standard deviations (in brackets) for signed en ors of adjustment.
Natural Coupling (n=7) Reverse Picture (n=7)
Stationary Movement Stationary Movement
13.0(15.6) 5.79 (13.69) 8.7(11.7) 3.3 (8.2)
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Figure 10.5. Means and 95% confidence intervals for mean signed errors. Figures in mm. 
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In addition, the analysis was repeated for absolute adjustment errors. Figure 10.6. gives 
the descriptive results. The means are approximately between 20 and 35 mm; no clear 
difference is detectable between the two viewing conditions, but movement lead to 
smaller absolute errors compared to the stationary condition. The pattern of confidence 
intervals is slightly different to the analysis of the signed errors: movement lead to larger 
variability between observers compared to stationary viewing.
Results of repeated measures ANOVA gave a highly significant difference for the picture 
condition (F(l,12) = 10.20; p = .008), but neither the viewing condition (F(l,12) = 1.08; p 
= .32) nor the interaction was significant (F(l,12) = .21). Therefore reversing the picture 
did not lead to less accurate adjustments compared to the natural viewing condition. 
However, movement resulted in more accurate adjustments than stationary viewing.
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Figure 10.6. Means and 95% confidence intervals for mean absolute errors.
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In addition it was checked whether an order effect was at work due to the fact that some 
observers started with movement followed by stationary viewing and vice versa. Those 
who started with movement performed on the whole better than those who started with 
the stationary condition. However, this difference was not significant (F(l,12)= 1.55; p = 
.24) nor its interaction with the viewing condition (F(l,12) = 2.52; p = .139).
Discussion
The results clearly indicate, both at the descriptive and inferential level, that reversing the 
picture did not lead to better or worse performances compared to the natural coupling 
condition in this adjustment task using a consistent cue paradigm. However, the 
difference between movement and static picture conditions is, if anything, more
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pronounced in this adjustment task compared to the previously used verbal discrimination 
task. In other words it could be suggested that motion parallax information is more useful 
in an adjustment task.
The fact that this difference was found despite the consistent cue conditions is perhaps 
surprising. The difference to the previous experiments was that the rods were of very 
small diameter (1.6 mm) in comparison to the diameters in the range of 5 to 7 mm in 
Experiments 4 and 5. The rod diameter was the same as in Experiments 2 and 3 where 
again a slight advantage was found for the movement condition despite the consistent cue 
conditions. The very clear advantage for the movement condition in the adjustment task 
in the tele-presence condition may be related to the resolution of the video equipment: 
since small objects which basically form a line on the screen will always have a 
minimum width of one pixel (unless the rods are so narrow and of such low contrast that 
they are not recorded). Given the very small diameter of the rods and the relatively low 
level resolution of CRT screens, visual angle information becomes a less reliable cue 
compared to motion parallax. However, from a practical point of view this means that 
motion parallax would only be useful in tasks requiring precision judgements or 
operations on the basis of low resolution pictures.
Obviously, this issue could relatively easily be studied by varying the width of objects, 
whose size is close to threshold conditions for video systems. Such a study could explore 
the relative effectiveness of visual angle and motion parallax information for the 
specification of depth.
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General Discussion of Passive, Active and Reverse Picture Viewing
Experiments 4 to 6 attempted to study the effects of two aspects of action-perception 
coupling. In general the nature of the coupling as explored here was of little influence on 
the accuracy of depth perception, both in tasks using verbal discrimination judgements 
and an adjustment procedure. While active observation may be slightly advantageous 
over passive observation, as was reported by Smets et al (1987), the conclusion from 
Experiment 4 is more negative: if at all only a weak statistical advantage was found, but 
the actual differences are too small to be of much practical relevance.
Reverse coupling was explored in two experiments and both times the findings suggest 
that there is no differences between the natural and reverse picture coupling. It is possible 
that another type of task which would require manual operations which are sensitive to 
side-to-side reversals (left to right and vice versa) would lead to more detectable 
differences between viewing conditions.
The following Experiment - Experiment 7 - will explore another aspect of the coupling 
between observer movement and picture dynamics. While all the experiments so far 
focused on the role of either head movement or a combination of body and head 
movement, it is of course also possible to give the operator active control over a camera, 
without slaving it to body movements which under direct viewing conditions result in 
motion parallax and other dynamic changes in the optic array (occlusion and dis- 
occlusion, shear).
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The difference between the dynamic picture and the static picture was more pronounced 
for Experiment 6. Two explanations have been suggested for this: (1 ) adjustment tasks 
are inherently more sensitive to motion parallax information compared to verbal 
judgements, and (2) the width of the' stimulus object and the resolution of the video 
system are such that visual angle information became less useful. However, since the 
adjustment task still required verbal judgements from the observer, the difference to 
previous experiments is perhaps less pronounced than in an adjustment task which is not 
mediated by verbal judgements. An experiment like this was implemented later (see 
Experiment 9).
This second explanation has practical implications. Tele-presence systems used for 
precision tasks and relying on low resolution pictures may benefit more from making 
motion parallax information available to the obser\^er than systems which can provide 
high resolution pictures or are not used for precision tasks.
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CHAPTER 11
MANUAL VIEWPOINT CONTROL OF CAMERA (EXPERIMENT 7)
Introduction
A further issue in tele-presence research is the degree and characteristics of coupling 
between the observer, camera and monitor picture. This was explored in two ways. Firstly, 
the picture was reversed electronically, which should break the natural action-perception 
coupling by reversing it, but leaves the transformational information for relative distance 
intact. However, this did not affect depth perception. In addition the data were compared 
with the active and passive observer judgements from the previous experiment which 
again did not show a difference.
The second approach was to replace the camera controlled by the observer’s head 
movement which is frequently seen as important, particularly in immersion technology 
design, by a tele-presence design in which the observer controls the camera by hand. The 
idea of this experiment was that a dynamic picture produced by a video-camera whose 
viewpoint was controlled by the observer should lead to improved depth-perception, 
compared to a static image resulting from the camera being stationary. A stationary 
camera by definition does not provide viewpoint control to the observer. The explanation 
for this advantage was thought to be the availability of motion parallax information in the 
observer controlled condition. The camera was moved by the subject; its movement was
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constrained such that it could only move on a horizontal arc around the stimulus. Previous 
research using random dot kinematograms (Rogers & Graham 1982), and subsequent 
research using on-line videocamera recordings of stimuli, i.e. tele-presence (Smets et al. 
1987), showed that motion parallax provided an advantage for depth perception. The 
stimulus varied only with regard to their relative distance along the line of vision as 
defined by the stationary viewpoint. The stimuli consisted of three objects laid out such 
that the distance between objects varied along the line of vision. There were two 
conditions: (1) movement parallax; the observers moved the camera by hand which 
produced corresponding changes in the image; (2) the absence of movement parallax: the 
observer judged a static image. The observer was asked to create a map representing the 
layout of the stimulus as perceived on the monitor. The dependent variable was the degree 
of accuracy of the map.
METHOD
Design and Subjects
A repeated-measures design was used. The first repeated factor was the distance between 
objects. The second factor was referred to as Arm Movement. The dependent variable was 
the accuracy of perceived depth. Volunteers (N=9) from the Department of Psychology at 
Surrey University took part in the experiment; the sample included both males and 
females of fairly wide age range (ca. 18 to 40 years of age).
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Apparatus 'and Materials
A video-camera was mounted on a support frame such that it could be moved easily on an 
arc around the stimulus. The focal point of the camera was at the centre of the stimulus, 
both along the line of camera vision and laterally. The stimuli were cone-like objects 
(cotton-reels with a sharpened pencil protruding from the centre). The black-and-white 
image recorded by the camera was relayed to a monitor. The observer looked at the 
monitor, and in the active condition was asked to move the camera.
Depth in the stimulus array was either 0 mm (no depth, only lateral extent), 12 mm, 24 
mm or 98 mm. The inclusion of a depth level of 98 mm was to ensure that the validity of 
the experiment could be checked in case observers could not discriminate between the 
other 3 depth levels with a range of 0 to 24 mm. The lateral extent (width) of the stimulus 
array was 120 mm, measured at the centre of the outside stimulus objects (see Figures
11.2. and 11.3.). The cones which were used as stimulus objects were 80 mm high. The 
cones were arranged such that only the middle one was closer or further than the right and 
the left which were always at the same distance. Distance between the camera and 
stimulus centre was approximately 1850 mm. The camera was inclined 7 degrees against 
the horizontal plane. This meant the surface on which the cones were placed was visible. 
The focal length of the camera lens was 35 mm.
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The task for the subjects was to create a map reflecting as well as possible the layout of 
the cones as seen on the monitor. The subjects were given objects identical to the stimulus 
and graph paper, on which to position the cones.
Figure 11.1. Experimental set-up in schematic form. Size and distance measures can be 
found in Table 11.1; see also text.
Observer
Stimulus Array
Objects at A and C are in fixed positions. The middle position B varies in depth: 0, 12, 24 
and 98 mm. Additionally, the middle position B is either in front or behind the line A-B. 
Each array was shown once both in the ‘no control’ and the ‘control condition’. For the 
purpose of analysis each level of depth was considered irrespective of whether the object 
at B was in front or behind the line A-B.
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Figure 11.2. Stimulus array. For details see text.
B
98 mm
24 mm
12 mm
A
/
Table 11.1. Apparatus: Distances, sizes and angular extents (height).
Distance (mm) Size (mm) Angular Extend
(degree)
Camera - Stimulus 1,850 80 2.5
Subject - Stimulus Monitor 1,200 35 app 1.7
Subject - Task Stimulus 600 80 app 6.0
Due to the 7° inclination of the camera against the horizontal plane, the maximum 
difference in visual height between the closest and the furthest stimulus object was 0.38°.
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Procedure
The experiment was carried out in a windowless laboratory space. Ordinary room lighting 
was switched on during the experiment. The lighting level can be described as being 
sufficient for making the map by the observer, but it could not be described as being 
bright. It was ensured that no glare appeared on the monitor screen.
For details of the arrangement of the seating position of the observer, the monitor and the 
camera pointed towards the stimulus see Figure 11.1. The screen ensured that observers 
could not see the real stimuli.
The purpose of the experiment was explained to the subject. It was emphasised that it was 
most important to get the depth right while the distances perpendicular to the central view 
were less important. Subjects carried out 2 test trials. The experiment consisted of 12 pairs 
of trials; the first trial within each pair was the passive condition (no camera movement) 
and in the second trial subjects were asked to move the camera.
On that basis they made two maps, one for the passive condition and one for the active 
condition. They positioned the cones on the graph paper and then used the pencils to 
indicate the centre of the cone. Each map consisted of 3 points. Co-ordinates of each point 
were identified on the grid paper. These co-ordinates formed the basis of the data-analysis.
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Data Analysis: Calculation o f  Depth in Maps
For each map which the observers produced in response to the video-display several 
performance measures were calculated. Given three objects in each stimulus display, the 
resulting map consists of a triangle whose Depth was calculated. This is the right angle 
distance between the line A-C and point B. Also this Depth was scaled to the lateral extent 
of the stimulus array which was 120 mm. This creates the opportunity to directly compare 
the stimulus depth with the perceived depth. Accurate perception should result in 
perceived depths of 0, 12, 24 and 98 mm. Any difference can be understood as the amount 
of observer error.
Another performance measure is the Maximum Depth in the map produced by the 
observer; this is calculated as the largest difference between A, B and C along the line of 
sight (y-axis).
Finally, a ratio to provide a measure of compression or extension was calculated as the 
ratio of Depth over A-C.
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Figure 11.3. Calculation of performance measures; A, B and C are the stimulus objects as 
located by the subject
Y-Axis 
[Line of 
sight]
Depth
Egocentric Depth
X-Axis
Depth - Distance between B and A-C
Scaled Depth - {Depth/A-C) * 120
Difference - Actual Depth - Scaled Depth
Abs. Difference - Unsigned Difference
Max. Depth - Max. Distance between A,B
and C along the line of sight
RESULTS
Summary descriptive results for the performance measure Depth are shown in Table 11.2.. 
These results suggest that the no control condition (no motion parallax) and the manual 
control condition (motion parallax available) do not differ in any obvious way. MANOVA 
for repeated measures was carried out because Mauchly’s sphericity test was significant. 
No difference was found for the two experimental conditions (F(l,8)=.02; p = .903). The 
Depth factor was highly significant (Hotelling’s F(3,6)=44.79; p <.0005). The interaction 
between experimental conditions and depth was not significant (Mauchly’s sphericity test
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was not significant; univariate F(3,24)=.57;p = .637). Observers did not perfonn 
differently under the two experimental conditions. Variation of the depth level in the 
stimulus array does lead to differences in perceived depth.
Table 11.2. Stimulus depth (column 1), means and standard deviations for Depth as a 
function of viewing condition. All measures are given in mm.
Stimulus
Depth
Viewing Condition
No Control Manual Control
Mean Std Mean Std
0 4.7 1.4 2.8 3.3
12 . 12.2 4.8 12.9 9.7
24 16.0 6.3 14.3 5.2
98 32.7 18.7 36.2 18.1
Figure 11.4. Depth in mm as a function of no control vs. manual control and depth 
levels.
Means in m m
40,
30,
20
10 .
0
0 12 24 98 0 12 24 98
No Control - ManuaiControi
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It is possible that the apparent depth compression effect at 24 and 98 mm of stimulus 
depth is the result of a scaling effect. Therefore the analysis was repeated for Scaled 
Depth (see Figure 11.3.). Results can be found in Table 11.3. Results of MANOVA are 
almost identical to the analysis of D<^ pth. No difference was found for the experimental 
conditions (F(l,8)=.49; p = .505); depth was highly significant (Hotelling’s F(3,6)=29.37; 
p = .001). The interaction was not significant (Mauchly’s sphericity test was not 
significant; univariate F(3,24)=.27;p = .847).
Table 11.3. Scaled Depth means and standard deviations as a function of viewing 
condition.
Stimulus 
Depth 
in mm
Viewing Condition
No Control Control
Mean Std Mean Std
0 6.2 1.9 3.4 4.3
12 16.3 6.6 16.9 13.0
24 21.7 10.0 18.2 7.0
98 42.9 25.6 44.4 20.6
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Figure 11.5. Scaled depth as a function of control condition and stimulus depth.
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It can be observed that for smaller depth (0 and 12 mm), subjects overestimate the depth 
whereas for larger depths (24 and 98 mm) they underestimate the depth in the stimulus 
layout. Figure 11.6. provides details of the compression and expansion effects separately 
for viewing and depth levels. The necessary ratio can obviously only be calculated for 
stimulus arrays with depth levels greater than zero. The results indicate that for 12 mm 
stimulus depth the expansion factor is 1.4, but for the largest stimulus depth the 
compression factor is in the region of 0.5.
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Figure 11.6. Ratio o f  perceived depth to actual depth.
meanratio
24 98 12 24
no control - manual control
Further analysis was carried out on Maximum Depth', again the results are very similar (for 
details see Appendix 2). Only one performance measure led to a slightly different pattern 
with the interaction between experimental conditions and depth being significant: 
unsigned difference between actual and perceived scaled depth. This measure can be 
understood as an indicator of the absolute discrepancy between real and perceived depth. 
Table 11.4. presents the results. The results of MANOVA are: no difference was found for 
the experimental conditions (F(l,8)s0.00); depth was highly significant (Hotelling’s 
F(3,6)=26.88; p = .001). The interaction between viewing conditions and this depth 
measure was significant (Mauchly’s sphericity test was significant; Hotelling’s 
F(3,6)=8.62; p = .014). Inspection of Figure 1 in Appendix 2 suggests that the significant 
interaction is likely to be due to the pattern of differences in discrepancy for the depth 
levels of 0 mm, 12 mm and 24 mm.
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DISCUSSION
The main result of Experiment 7 was that active viewpoint control in the form of manual 
control of the camera did not improve dep^h perception compared to the no control 
condition which was equivalent to static viewing without motion parallax infonnation. 
This was contrary to the expectation that the combination of motion parallax information 
being available in the picture and the active viewpoint control should have led to more 
accurate maps than the condition where the observer had no control and motion parallax 
was absent. What are the possible reasons for this negative result?
Inspecting the amount of error subjects made indicates an overall very small error. This 
together with the fact that subjects never made any errors regarding the order of the 
stimulus layout, i.e. whether the middle object was in front or behind the other objects, 
suggests that the image provided sufficient infonnation to achieve accurate depth 
perception without the availability of motion parallax information and observer control. 
Information was available about the points of contact of the stimulus objects and the 
groundplane, and associated with it, height in the visual field information, due both to the 
inclined angle of the viewpoint of the camera against the horizontal groundplane and the 
identically sized stimulus objects. The latter aspect also meant that visual angle 
information was capable of specifying depth.
This makes it likely that motion parallax information and proprioceptive information 
resulting from observer movement became redundant, a point which was discussed by 
Cutting in introducing his notion of directed perception of space and depth in natural
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environments (Cutting 1986). This point of view is in line with the comments made by a 
few subjects who found the active control condition more confusing than helpful. 
However, it is possible that this confusion has more to do with the impression several 
subjects had that it is not the camera which is moving around the stimulus; rather it is the 
stimulus which is rotating relative to what was experienced by the subject to be a 
stationary camera. This point is of interest given the active control of the camera by the 
observer. This observation suggests that at least for some individuals the visual 
information was powerful enough to override the proprioceptive information. This 
situation has been observed by Lee & Aronson (1974) in infants.
Given these considerations the possibility that binocular viewing reduced the possible 
effects of motion parallax is unlikely or minimal. However, this and the redundancy of 
information available in the picture guided many of the experiments which were reported 
in the previous chapters, but were carried out after this Experiment 7. Resulting from this 
the information which was available was restricted much more, and viewing in all 
experiments carried out later was monocularly. :
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CHAPTER 12
LEARNING EFFECTS
12.1. Analysis of Learning Effects
All the experiments carried out so far used repeated measures designs for the picture 
dynamics factor. Movement and stationary conditions were organised in blocks of trials 
which were usually alternated several times over the course of an experiment (except for 
Experiment 7 reported in the previous chapter, and Experiment 1 ). It is therefore possible 
that this alternation between dynamic and static picture led to an effect of presentation 
order.
While the static condition is pure insofar as it only provides static information to the 
observer, the dynamic condition is not purely dynamic. Observers were free to slow down 
or stop between movements; even observers who did not stop on purpose were provided 
with short glimpses of static pictures at the endpoints of the back and forth movements. 
This makes it possible that movement together with the availability of dynamic 
information led to better discrimination between relevant and irrelevant information in 
the screen picture. To put this point a different way; the dynamic condition did not 
exclude static information, but provided additional information compared to the static 
picture viewing condition. With it may have come a shift in attention.
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It is therefore more likely that the dynamic condition led to positive carry-over effects to 
the static condition, while the opposite process is less likely. In the wider sense these 
effects might be referred to as learning effects resulting from presentation order. If such 
learning was taking place, it is possible that it reduced the difference between the 
dynamic and the static condition due to the asymmetry in carry-over or learning effects. It 
was therefore decided to use the data from Experiment 5 for the analysis of presentation 
order effects.
The data from Experiment 5 were re-organised according to the order in which the 6 
blocks of 8 trials plus the practice block were presented. For this analysis it was 
considered to be useful to include the responses for the block of practice trials. In 
Experiment 5 the practice block always used the same condition as the first block of 
experimental trials. This principle was introduced resulting from the impression of the ■ 
experimenter in the previous experiment (Experiment 4) that order effects may be at 
work. The order of presentation of blocks and whether they were run in the static or 
dynamic condition is shown Table 12.1..
Table 12.1. Blocks of trials and the two presentation orders in which observers carried 
out Experiment 5. HS stands for Head Stationary (static) and HM for Head Movement 
(dynamic).
Block Sequence One Sequence Two
1 (Practice) HS HM
2 HS HM
3 HM HS
4 HS HM
5 HM HS
6 HS HM
7 HM HS ■
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Thus the first factor had 7 levels and will be referred to as the 'block factor' which if 
significant would indicate a general learning effect. The second factor was the 
presentation order with two levels, i.e. Sequences One and Two. This factor enabled 
assessment of the issue whether starting with head movement, i.e. the dynamic condition, 
would lead to better performance compared to starting with the static condition. Repeated 
measures AND VA was carried out on both the number of correct judgements and the 
confidence weighted judgements.
Table 12.2. gives the descriptive results; the interpretation of the scores is the same as for 
Experiments 4 and 5. Generally, a higher score indicates better performance, i.e. the 
observer made more correct judgements or showed higher degree of confidence. For the 
number of correct judgements the means can theoretically range from 0 to 8, and for the 
confidence judgement the theoretical range is 8 to 48 (resulting from summing, all the 
confidence weighted judgements).
Table 12.2, Means for the two presentation orders and blocks of trials.
Block Sequence One (N=10) Sequence Two (N=7)HS 1st HM 1stNumber Confidence Number ConfidenceCorrect Judgements Correct JudgementJudgements Judgements
1 5.2 23.8 5.9 26.92 4.1 20.6 5.4 25.43 4.6 22.2 5.5 25.64 5.7 25.7 5.4 25.35 4.6 23.1 5.0 22.66 4.5 21.8 5.6 27.77 4.8 23.3 5.6 24.6
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This pattern of results did not take into account the amount of depth in the stimulus which 
was found to have a significant effect. The results indicate that the mean judgements in 
Sequence One were all around the midpoini of the scales; for the number of correct 
judgements the means are slightly above the midpoint, while the means are slightly below 
it for the confidence weighted judgements. In other words, the observers were not 
performing better than would be expected by chance (i.e. 50% correct and 50% wrong 
judgements). For Sequence Two, i.e. the observers who started with the dynamic 
(movement) condition, the means are slightly higher, i.e. general performance appears to 
be better when starting with the dynamic condition.
The ANOVA results for both sets of means can be found in Table 12.3.. Both analyses led 
to a significant effect of the presentation order (number of correct judgements; 
F(l,15)=4.78; p = .045; summated confidence judgements; F(l,15)=5.02; p = .041), but 
only the analysis of the confidence weighted judgements led to a significant interaction 
(number of correct judgements; F(6,90)=0.64; p = .696; summated confidence 
judgements; *F(6,10)=3.29; p = .047. The asterisk indicates the choice of multivariate 
tests due to significant differences in variances). The block effect was not significant 
(number of correct judgements: F(6,90)=1.00; p = .433; summated confidence 
judgements; *F(6,10)=1.71; p = .215).
This means that no general learning effect can be found during the course of the 
experiment. However, starting with head movement (dynamic condition) led to better 
performance compared to Sequence One where the observers started with static
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infonnation. The interaction effect in the second analysis indicates that confidence levels 
were affected by a combination of presentation order and the blocks of trials.
The analysis of order effects found a consistent significant difference between those 
observers who started with the static condition (Sequence One) and those who started 
with the dynamic or movement condition (Sequence Two). While the significance levels 
of the analysis are only at the 5% level, it nevertheless had to be accepted that 
presentation order affected the performance of subjects in a general way for both the 
dynamic and the static picture viewing conditions. This interpretation is further supported 
by the finding that the block factor did not affect the number of correct judgements.
More generally, there may be both benefits and costs resulting from presentation orders. 
Several observers made comments indicating some difficulties when changing from head 
stationary to head movement. Others who started with head movement made comments 
indicating greater difficulty with the head stationary condition.
It is in principle possible that the results are specific for Experiment 5 and its reverse 
viewing condition. However, since the general pattern of results for these data was not 
very different to those found in e.g. Experiment 4, this line of reasoning is unlikely to 
question the validity of the conclusions. However, similar analysis could not be carried 
out on previous experiments because the practice trials included both static and dynamic 
trials. The consequence of these findings was to carry out an experiment using a between 
groups design to study static and dynamic viewing conditions.
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12.2. Control of Order Effects (Experiment 8)
Introduction
The main aim of Experiment 8 was to assess whether presentation order affects accuracy 
of depth judgements. The main issue of the presentation order which was identified in 
chapter 12.1. was the question of whether starting with dynamic viewing conditions 
would lead to better performance in general compared to starting with static viewing 
conditions. Therefore a between groups design experiment was carried out to assess 
accuracy of depth perception under the two viewing conditions independently of one 
another. The expectation based on Experiments 1, 2 and 4 was that dynamic viewing 
would lead to better performance compared to static viewing.
Method
Design
A group viewing the screen picture under dynamic conditions was compared to a static 
viewing group of observers. Observers were randomly assigned to either the head 
movement or the head stationary condition. Stimulus depth was limited to two levels 
(within groups factor). The dependent variable was the confidence weighted judgement of 
the relative position of two rods.
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Subjects
The total number of observers was 24 (12 males and 12 females); thirteen subjects took 
part in the head movement condition (6 males) and 11 in the stationary condition (6 
males). The allocation to groups was randomised with the constraint that approximately 
equal numbers of males and females were in both groups. The age of the observers ranged 
from 21 to 51 years. The observers were recruited from Surrey University campus. All 
had normal or corrected-to-normal vision. They were naive with regard to the 
experimental hypotheses.
Apparatus
The apparatus was the same as in Experiment 5 except that the mask on the CRT monitor 
was replaced by a screen with an appropriately sized aperture between the camera and the 
stimulus display. Therefore the observer could see the whole monitor screen. A second 
alteration was to use backlighting rather than ceiling lighting. The reason for this change 
was that it ensured high contrast of the picture; this appeared to be a more efficient way to 
ensure that no texture of the stimulus .objects was visible to the observer (before this 
change the contrast of the CRT monitor had to be adjusted to a veiy high level). It should 
be added that this small change and improvement was very unlikely to affect the results. 
Neither the groundplane nor the endings of the bars were visible.
Procedure
Observers were given a short and general introduction to the experiment, either at the 
time when they were recruited or just before the experiment. More detailed instructions 
were provided in conjunction with the observer carrying out practice trials. The observer
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was asked to judge which rod was in front relative to the other rod. In addition, and as in 
Experiments 4 and 5, the observer was asked to indicate the level of confidence on the 
previously used 3-point scale. Observers were told that they would not receive feedback 
about their performance. Viewing was binocular. This experiment employed a consistent 
cue paradigm, i.e. the standard and variable rods were the same size.
Observers were familiarised with the experimental procedure through at least two 
practice trials. More trials were used if necessary to ensure appropriate understanding of 
the task requirements. However, the practice trials used different depth levels to those 
used in the actual experiment. Each observer participated in 20 trials conducted over 2 
depth levels, 38.1 mm and 114.3 mm (1.5 and 4.5 inches respectively). The lateral 
distance of the rods was 57.15 mm (2.25 inches). For all trials the standard rod (fixed rod) 
was presented on the right side, and the variable rod on the left side of the display. The 
position of the variable rod was randomised with the constraint that it "was positioned 10 
times in front of the comparison rod, and 10 times behind. Since there were two depth 
levels, the variable rod was In each position for 5 trials. Additionally, all positions were in 
front of the centre of the arc movement of the camera. The reason for this change from 
previous procedures was to avoid crossed disparities. Both rods were of the same 
diameter and painted with a light yellow colour; therefore this experiment employed a 
consistent cue paradigm.
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Results
All judgements were coded according to whether they were correct or wrong, and then 
they were weighted by the confidence level. However, for this experiment an ‘error score’ 
was calculated ranging from 1 to 6; one means highly confident correct judgement, and 6 
a highly confident wrong judgement. (This is in contrast to the previous experiments 
where a ‘correctness’ score was calculated with higher score being more confidently 
correct.) The confidence weighted ‘error’ judgements were summated for the 5 trials in 
each of the 4 positions of the variable rod. The minimum score is 5 and the maximum 
score is 24 with a theoretical midpoint of 14. The results of this analysis can be found in 
Table 12.3. and Figure 12.1.
The best performance was found for position one (114.3 mm in front of the standard rod) 
in both viewing conditions. The viewing condition appears to have had little influence on 
the depth judgements, except that movement viewing led to more accurate judgements for 
position 3.
Table 12.3. Means, standard deviations, minimum and maximum values of confidence 
weighted errors as a function of viewing condition, and position of variable rod.
Depth
Head Stationary 
n= ll
Means StD Min/Max Means
Head Movement 
n=13 
StD Min/Max
Pos 1 4.5” 10.64 4.52 5/21 11.77 6.22 5/22
it
Pos 2 1.5” 13.73 3.69 9/21 14.08 4.39 6/21
Pos 31 1.5” 19.09 2.59 16/22 15.31 4.25 8/23
Pos 4 4.5” 14.45 2.07 10/17 13.08 5.82 5/24
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ANOVA resulted in highly significant differences for the amount of depth in the stimulus 
(F(l,22) = 20,64; p <,0005) and whether the variable rod was in front or behind the 
standard rod (F(l,22) = 19.99; p <0005), but the viewing condition did not affect the 
perfonnance (F(l,22) = .36; ns). However a significant interaction was found between 
viewing condition and the position of the variable rod (F(l,22) = 6.42; p = .019). None of 
the other factors or interactions approached or reached significance (largest F-value was 
1.40 with dfs=l,22; p = .25 for the interaction between viewing condition and the amount 
of depth).
Further analysis was carried out which excluded a subsample of 3 observers who 
performed worst in the head movement condition. These 3 observers were singled out 
because they demonstrated noticeable difficulties with the task while being given 
instructions. The usual statistical criterion for outliers, i.e. a difference of more than 3 
standard deviations between the sample mean and the individual means, was used to 
detennine whether these observers were outliers. However, all three observers’ means fell 
within the statistical criterion, and on those grounds they cannot be identified as outliers. 
Details recorded during the experiment showed that they were all members of the same 
small department in the University; no other observers came from this department. While 
observers were asked not to discuss the experiment with other individuals in the 
University in order to avoid any unwanted effects, it may just be possible that some 
conversation about the experiment may have led to formulate inappropriate expectations 
or hypotheses which led to a detrimental performance. It would have been inappropriate
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to exclude these cases from the analysis since they all were in the head movement 
condition; this would have led to a definite bias. In order to exclude these observers, but 
at the same time maintaining the same formal treatment of both groups, the worst three 
observers were excluded from both groups.
The results can be found in Table 12.4. and Figure 12.2.. This re-analysis shows slightly 
larger differences in the expected direction, i.e. head movement leading to better 
performance. Also 3 out of 4 differences are in the expected direction.
Table 12.4. Means and standard deviations as a function of observer activity and position 
of variable rod.
Head Stationary Head Movementn=8 n=10
Means StD Means StD
Pos 1 8.38 1.92 9.40 4.86
In front
Pos 2 12.75 2.49 12.50 3.63
Pos 3 19.38 2.50 13.50 2.80
Behind
Pos 4 13.75 1.91 10.80 4.05
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Figure 12.1. Means and 95% confidence intervals for confidence weighted error scores as 
a function of viewing condition and position of variable rod. The horizontal line indicates 
the theoretical midpoint which is equivalent to chance perfonnance.
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Figure 12.2. Same as Figure 12.1., but 3 worst performing observers were removed in 
both conditions.
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ANOVA was carried out on the results in Table 12.4. This led to highly significant 
differences for the amount of depth in the stimulus (F(l,16) = 26.67; p <.0005) and 
whether the variable rod was in front or behind the standard rod (F(l,16) = 37.96; p 
<.0005), but the viewing condition had at best a weak effect on performance (F(l,16) = 
2.92; p = .107). However a significant interaction was found between viewing condition 
and the position of the variable rod (F(l,16) = 16.87; p = .001). None of the other factors 
or interactions approached or reached significance (largest F-value was 1.88 with 
dfs=l,16; p = . 19 for the interaction between viewing condition and the amount of depth).
Finally, individual standard deviations were calculated and subjected to ANOVA (see 
Appendix 3 for details of results). There was no large difference in the standard 
deviations for the 38.1 mm depth level between the groups, but for the larger depth level 
(T 14.3 mm) the stationary condition lead to a reduction in variability, while for the 
movement condition variability increased for 114.3 mm depth. Since the p-value for the 
2-way interaction is only approaching significance, this finding is only tentative. No main 
effect or other 2-way interactions were significant nor the 3-way interaction. This means 
the variability the Judgements is, if at all, only weakly affected by the combined effect of 
depth and viewing conditions.
The main result of this experiment is the absence of any clear general effect of head 
movement on performance. However, head movement interacted with the position of the 
variable rod. If the variable rod was behind the fixed rod, head movement clearly 
improved performance compared to the head stationaiy condition.
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Discussion
It was the aim of this experiment to assess whether the repeated measures design for 
viewing conditions led to imdesirable order effects which would possibly reduce the 
differences between the dynamic and the static condition. The results of this study which 
used an independent groups design foimd no difference between the 2 conditions which 
was surprising given the previous results. This main result can be understood in two ways. 
Either to accept the findings as an indication that the viewing condition does not affect 
peifonnance of depth judgements, or to seek an alternative explanation for the negative 
results. A case for the latter view has already been put forward; a small group of 
individuals who all took part in the movement viewing condition performed veiy poorly. 
This problem was approached by re-analysing the data after exclusion of the three worst 
perfonning subjects in each group. However, while the results changed in the expected 
direction, viewing condition was not significant. Since these individuals were not outliers 
in the statistical sense, the basis this analysis is problematic. The only conclusion which 
can be drawn from this analysis is that there are large individual differences, and that 
factors which are difficult to control may possibly have a strong effect on the results.
A number of other explanations concerning the experimental design itself can be 
considered as possible reasons for the lack of difference between viewing conditions. In 
this experiment the observer only experienced one condition, either the static or the 
dynamic condition. This means that the experience of the range information and viewing 
conditions is more limited. This could be understood in terms of the range of the stimulus
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and task characteristics. Taking part in both conditions may have led to the experience of 
some contrast which in turn may have had motivational effects. Since the dynamic 
condition did offer more information and a larger range of sources of information, which 
stood in contrast to the static condition, a motivational process may have been set in 
motion in the observer which considered the static condition as difficult and ‘impossible 
to solve’, particularly under conditions where the observer knew of the cue conflict 
situation. The lack of this contrast experience for the between groups design may have led 
to a stronger effort on the side of the stationary observer.
Finally, it is important to consider that a consistent cue paradigm was used in this 
experiment. One reason why this was introduced was the anecdotal reports by some 
observers in connection with cue conflict paradigms used in previous experiments that 
they experienced depth reversal during viewing. It was thought that this unstable percept 
was undesirable and it therefore lead to the use of the consistent cue paradigm to achieve 
a stable percept. Similar reports were not made by observers in this experiment, which is 
considered to be advantageous. However, it is likely that the consistent cue paradigm lead 
to a stronger effect of visual angle information and reduced the effect of motion parallax 
information. The relative strengths of visual angle information and dynamic information 
(motion parallax) can be assessed in a preliminary way by considering the interactions 
between factors in the experiment.
The only significant interaction which was found was between the position of the variable 
rod and the viewing condition. Head movement led to more accurate depth judgements 
while the variable rod was behind the fixed reference rod, but to very slightly less
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accurate judgements when the variable rod was in front of the fixed rod. The only obvious 
difference between the two positions (in front and behind) is their distance to the centre 
of the arc movement which has obvious implications for relative motion parallax but not 
for relative differences in visual angle between the variable and the fixed rod. For lateral 
movement relative motion parallax reduces with the inverse square law of the distance; at 
the same time the arc movement reduces relative motion parallax of objects closer to the 
centre of rotation. Both effects would reduce motion parallax for the behind position. In 
principle this should make motion parallax a less effective cue for the behind position 
compared to the in front position. However, the significant interaction suggested the 
opposite to be the case which is motion parallax being more effective for the behind 
position. It is therefore unclear what the reason for this surprising pattern of results is. No 
interaction was found between the viewing condition and depth.
These considerations may have reduced rather than increased the differences between the 
static and the dynamic viewing condition, as was expected originally. Experiment 9 
considered these issues again in the context of a different response format. An adjustment 
task was designed to study the effects of viewing condition and order of viewing 
conditions on the accuracy of depth perception.
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12.3. Remote Tele-Presence (EXPERIMENT 9)
Rationale
The considerations which guided the design of this final Experiment were as follows; (T) 
The interaction which was found in Experiment 8 between position and viewing 
condition may have had something to do with the arc movement. It was therefore 
considered to be important to carry out an experiment using lateral movement. (2) It was 
also considered important both to reduce the possible effects of the presence of the 
experimenter and all the associated adjustments of experimental stimuli with their 
potential for feedback to the observer, and to create a more realistic tele-operator system 
where the observer cannot know the environment which is shown on the CRT screen. (3) 
In order to strengthen the ecological aspects of the experiment it was thought to be 
important to use an adjustment task rather than ask for verbal judgements.
In order to deal with the problem of order effects the experiment was designed such that it 
would be possible to study viewing conditions both independently and in relation to one 
another. This was achieved by having sufficiently large blocks of trials which would 
enable appropriate analysis of the blocks in themselves, and would therefore enable one 
to distinguish between the effects of the viewing condition and presentation order effects. 
The main hypothesis was, as in previous experiments, that in the adjustment task dynamic 
viewing using head movement would lead to better performance than stationary viewing 
of static picture information. In contrast to these previous experiments, however, the
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perfonnance advantage for head movement was expected to be very clear-cut. 
Additionally, an effect of the order of presentation was expected.
METHOD
Design and Subjects
The design was the same as in previous experiments (e.g. Experiment 4) except that blocks of 
trials had large enough numbers of trials to ensure that the viewing condition could be 
assessed both as a truly independent factor and in combination with presentation order. The 
dependent variable was the adjustment of a variable light such that it would be at the same 
distance in the frontoparallel plain as a fixed light. A total of 13 observers took part in the 
experiment who were recruited from Surrey University campus.
Apparatus
To achieve the aims outlined in the rationale to the experiment a completely new 
apparatus was designed which functioned according to similar principles as that used in 
Experiments 4,5 and 7, except that the camera moved laterally rather than on an arc (see 
Figure 12.3.). The camera was mounted on a trolley which moved along a straight line 
perpendicular to the orientation of the camera lens. This was achieved by mounting the 
camera on a printer head of an out of use computer printer. The advantage is that the 
printerhead carries out very precise and stable movements along a ground bar. A motor 
and gearbox were fitted to the printerhead drive unit to allow for fast head movement. A
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signal came from a potentiometer which responded to the head movement of the 
observer.
The stimuli consisted of two light diodes, with the fixed light being suspended from the 
ceiling and the variable light diode mounted on a model railway trainset which could be 
operated by the observer, and also by the experimenter using an override switch. The 
railway track extended over 300 cm, and the fixed light was located at the midpoint along 
the track. The light was offset from the track by a small distance (2.5 cm) in order to 
avoid the possibility of adjusting the variable light in a way similar to vernier acuity tasks. 
A small lateral distance was chosen because the effectiveness of motion parallax 
information becomes less with increasing lateral distances.
The task for the observer was to move the train with its light next to the suspended fixed 
light such that the lights were positioned in the same frontoparallel plane. Adjustment 
was possible with a dial which allowed control of direction and speed of movement. 
Accuracy of adjustment was below 2 mm in the direction of movement (careful use of the 
dial achieved accuracy down to 1 mm).
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Figure 12.3. Top view: stimulus display of adjustment task using variable ‘Train’ Light 
and fixed ‘Signal’ Light, with the video camera mounted on a trolley moving laterally.
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Procedure
Each observer carried out 35 adjustments including the practice trials. The trials were 
organised in a number of blocks to enable analysis of order of presentation effects. 
Presentation Order was counterbalanced such that one group started with head movement 
(HM) and the other group with the head stationary condition (HS). It was also ensured 
that the practice trials, which are probably better described as familiarisation trials, were 
carried out in the same condition as the first experimental trials. Table 12.5. shows that 
subjects starting with HS carry out practice trials with HS, followed by 10 trials in the HS 
condition, before they switch to HM.
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Table 12..5. Trials and presentation orders separate for Sequence One starting with the 
stationary condition (HS for head stationary), and Sequence Two starting with the motion 
parallax condition (HM for head movement).
Block Trial No. Sequence Sequence
One: Two:
Start with HS Start with HM
Practice 1-5 HS HM
Block 1 6-15 HS HM
Block II 16-25 HM HS
Block 111 26-30 HS HMBlock IV 31-35 HM HS
After these 2 Blocks of trials subjects switch back to the initial condition, and go through 
another 5 trials (Block III), before switching again to what was their second condition. 
This design is similar to ABAB designs in drug trials, together with a reversed order 
BABA. Blocks III and IV were limited to 5 trials each in order to keep the duration of the 
experiment within 45 to 60 minutes.
Subjects were told that they will see two lights on the screen with the upper one being a 
signal light and the lower one the light of the train. To the observer the lights were 
referred to as the train light and the signal light. The trainlight was adjustable through the 
use of a dial which controlled a transformer. The observer held the transformer in his or 
her hands during the experiment. The functioning of the dial was explained during the 
practice trials. They were asked to adjust the train as accurately underneath the signal as 
possible by positioning the lights at the same position along the railway track. Subjects 
were also introduced to the intercom system. It was also explained that during the
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adjustment of the train, the intercom was switched to one-way operation in order to avoid 
them hearing what is going on in the space with the trainset and camera.
The linkage between head movement and camera was explained, but those starting with 
HS were not given an opportunity to actually see the effect head movement has on the 
picture dynamics. Subjects wore a helmet which was linked to the potentiometer with a 
rod; this provided the signal for the camera movement. Viewing was monocular with an 
opaque lens over the subjects weaker eye. During the experiment the observer was alone; 
the space was only light by the light coming from the CRT screen and a 25 Watt light.
The observer then adjusted the train light and when indicating that he or she was satisfied 
with the position, the exact position of the train was recorded. In addition the time it took 
the observer to carry out the adjustment was recorded. The two experimental rooms were 
connected by an intercom system. This was switched off during the actual adjustments by - 
the observer and the re-positioning of the variable light by the experimenter in order to 
avoid giving any auditory cues.
Results
The data entered into analysis were distances between the fixed light and the variable 
light. Perfect adjustment leads to a distance of zero; positive distances indicate 
overadjustment and negative distances under-adjustment. These distances are referred to 
as errors. Analysis proceeded from the signed errors (distance of variable light in front or
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behind the fixed light) to the absolute errors of adjustment. Repeated measures ANOVA 
was carried out with order of presentation as a between subjects factor, and viewing 
condition (HS vs HM) as the first within subjects factor, and a repeat factor because each 
condition was repeated in a second block of trials (compare Table 12.5.).
Figure 12.4. provides the means and 95% confidence intervals for the signed errors. All 
means are above zero which means the variable light was adjusted further away than the 
fixed light. Most means indicated a small mean error of around 15 cm. Only two means 
were veiy close to zero - those in the movement condition for those observers (n=6) who 
started the experimental trials with the movement condition rather than the stationary 
viewing condition (n=7).
Repeated measures ANOVA showed that only observers who did the active condition first 
were more accurate in the active condition than the passive condition (F(l,l 1)=4.95; p < 
.048), although this difference only just reached significance. While there was a 
significant effect of the viewing condition (F(l,l 1) = 6.17; p = .03), this can be explained 
in terms of the interaction. The order in which conditions were carried out was not 
significant (F(l,l 1) = 0.60). Figure 12.4, shows the pattern on the right the group which 
started with head movement and performed better in the motion parallax condition 
compared to the still picture condition. The group which started with the still picture 
condition did not improve in the motion parallax condition. All other main effects and 
interactions did not reach significance.
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Figure 12.4. Mean Signed Error as a Function of Presentation Order Means and 95% 
confidence intervals for observers starting with static condition first (‘Head Stationary 
1st’) and those starting with movement condition first (‘Head Movement 1st’). Numbers 
underneath confidence bars give order in which blocks of trials were presented.
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The second analysis focused on the absolute adjustment error. Descriptive results can be 
found in Table 12.7. and Figure 12.5. The general pattern of results shows more accurate 
adjustments for the movement condition, in particular for those observers who started the 
experiment with head movement. The head stationary condition of those observers who 
started with this condition shows a large error of more than 30 cm. Differences between 
conditions for inter-individual variability are larger for absolute errors compared to signed 
errors.
Repeated measures ANOVA resulted in a highly significant difference between the two 
groups receiving different orders of presentation (F (l,ll)=  14.22; p = .003); those starting 
with head movement performed significantly better than those starting with the stationary
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condition. Head movement lead to more accurate adjustments for the movement condition 
(F(l,ll) = 5.01; p = .047). However, the interaction between presentation order and viewing 
condition was not significant (F(l,l 1) = 0.38). Finally, the repeat factor did not reach 
significance (F(l,l 1) = 3.66; p = .082); this refers to the differences between Blocks 1 and 3 
and between Blocks 2 and 4 in Figure 12.3.. Therefore the improvement fiom the first to the 
second block of trials within each viewing condition was not significant. F-values for all 
other interactions did not reach significance (largest F = 2.03; p = . 182 for the interaction 
between presentation order and repeat factor).
Table 12..6. Means and standard deviations (in brackets) of absolute errors. All figures in cm.
Head Stationary First (n=7) Head Movement First (n=6)
Head Movement Head Stationary Head Movement Head Stationary
First Block 23.4 (8.8) 30.7 (7.7) 15.9(4.5) 21.1(7.3)
Second Block 20.2 (6.4) 20.4 (4.1) 13.4 (6.5) 21.8(11.8)
Mean 21.8 25.6 14.7 21.5
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Figure 12.5. Mean absolute errors and 95% confidence intervals for observers starting 
with static condition first (‘Head Stationary 1st’) and those starting with movement 
condition first (‘Head Movement 1st’). Numbers underneath confidence bars give order in 
which blocks of trials were presented. Otherwise layout is the same as for Figure 12.2.
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Discussion
Experiment 9 used a set-up which simulated tele-presence in a more realistic way by 
removing the camera and stimulus display completely from the space where the observer 
views the CRT screen. At the same time this arrangement provided a higher degree of 
experimental control by removing possible subtle feedback or cues from the presence of 
the observer and adjustments of the stimuli. While the more accurate adjustments in the 
active movement condition reached significance, re-analysing the data taking into
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consideration the order in which observers went through the conditions showed that only 
those observers who started the trials with the movement condition made more accurate 
adjustments in the movement condition, but not when viewing was stationary and without 
picture dynamics. Observers who started with the stationary condition did not show more 
accurate adjustments in the movement condition.
While it was expected that this experimental set-up with its more advanced control of the 
camera movement would lead to stronger differences between the conditions, this was not 
the case. A number of reasons could be suggested, one of which was the sometimes jerky 
movement of the camera which was not possible to control unless the camera would be 
slowed down with the effect of creating a time delay between head movement and camera 
movement for observers moving at a faster speed. This experiment again used a 
consistent cue paradigm in the form of two diode lights of the same size. The stimulus in 
the form of two lights in a dark space was very simple; researchers in the Gibsonian 
tradition such as Eriksson (1974), but also Rogers and Graham (1979), would argue that 
this stimulus was too impoverished to provide effective motion parallax information.
The analysis resulted in significantly more accurate adjustments in the movement 
condition compared to the static viewing condition. However, this difference can be 
explained in terms of the interaction between viewing conditions and the order in which 
they moved through the experimental trials. The observer who started with movement 
performed better in the movement condition than the observer who started with static 
viewing. In the latter situation movement did not lead to improved performance. Since the 
observer who started with the movement condition did not perform better in the stationary
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condition than the observer who started with the stationary condition, it is possible that 
the observer starting with stationary viewing became fixed in this ‘perspective’.
A similar pattern was also found in the previous experiment, which suggests that 
performing tasks like these is prone to something like Duncker’s (1929) ‘functional 
fixity’. Rather than characterising this phenomenon as a general set effect, the possibility 
to consider it as form of problem solving task is rather more specific. It suggests that a 
situation like this with much inherent ambiguity since the observer cannot know in any 
definite way what the represented 3D world would be like under direct viewing 
conditions, may require higher level problem solving processes. It should however be 
acknowledged that for example Eysenck & Keane (1990) in their short review of the topic 
in their cognitive psychology textbook only mention problem solving problems of the 
kind which could be studied in research on reasoning. It is therefore a slightly 
unconventional idea to consider this concept to be applicable to the observers’ 
understanding of 3D space represented in pictures. Nevertheless it does show the possible 
need for incorporating other ideasinto the study of depth perception in pictures and tele­
presence systems.
The experimental task suffered from the same limitation as many of the previous 
experiments, both in this report and reported elsewhere, that the arrangement made it 
possible to achieve equi-distance by nulling the relative velocities of the two lights. This 
can be done without the phenomenal experience of spatial extent.
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CHAPTER 13
GENERAL DISCUSSION AND CONCLUSION
The main aim of this research was to see whether tele-presence, which utilises observer 
movement and produces dynamic information on a monitor picture, leads to better 
performance in depth perception tasks compared to static tele-presence. The main 
advantage of observer movement is that it makes motion parallax information available to 
the observer. The question then arises of whether the observer can utilise motion parallax 
information for depth perception. While theoretical claims concerning the usefulness of 
motion parallax have a long history going back to Helmholtz, the empirical findings are 
more equivocal. And while this suggests that motion parallax due to its geometric 
properties can be used in machine vision, it is an open question of whether human 
observers can make use of it, and under what conditions.
The literature review identified a small number of paradigms for the study of motion 
parallax. This, includes the classical experimental and psychophysical approach which has 
never developed a single definite procedure, but which is the one most suited to the study 
of tele-presence. Two more paradigms were identified as the random dot kinematogram 
and the structure from motion paradigm, frequently using rotating cylinders. Both these 
paradigms utilise computer generated images and afford a high degree of stimulus and 
experimental control. However, in themselves they are not suited to the study of space 
perception in tele-presence systems.
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The basic design paradigm, which had been adopted from the literature on motion 
parallax research (e.g. Eriksson 1974; Howard 1919) and which was compatible with a 
research progfam exploring the issues Smets and colleagues studied, compares the depth 
perception performance of a moving observer with that of a stationary observer. Applying 
this to the tele-presence situation means adding a camera and a monitor: the basic design 
then compares a moving observer-camera-picture arrangement with that of a stationary 
observer-camera-picture arrangement. This design can then be expanded to study a 
number of issues.
Experiment 1 demonstrated that observers were more accurate in judging the depth of 
stimulus displays, seen on a monitor screen, in the movement condition compared to the 
stationary viewing condition. This experiment provided a baseline finding for a tele­
presence situation on the basis of a verbal judgement task, using mostly cue conflict trials. 
The cue conflict was between motion parallax and visual angle information. Observers 
were told that visual angle information was an unreliable cue. This is likely to explain 
why analysis of the results according to the visual angle criterion did not lead to a 
significantly ‘better’ performance in the stationary condition. Again there are 
contradicting findings in the literature concerning the effectiveness of cue conflict 
paradigms: Eriksson’s (1974) observers used misleading perspective information in the 
stationary condition, and reliable motion parallax infonuation in the movement condition.
Since stationary viewing was always followed by movement viewing, the advantage for 
the movement condition could be explained as a result of an order effect which might
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have involved short-term learning and also a possible motivational effect due to the 
contrast between the ‘difficult’ stationary trials and the ‘easier’ movement trials. This 
latter possibility was emphasised by Braunstein (1994) in connection with his discussion 
of 2D versus 3D processing of depth information. This problem is also clearly present in 
Eriksson’s (1974) research which puts into doubt some of his interpretations of his very 
clear performance advantage for the movement condition. Nevertheless, the movement 
condition which provided motion parallax information was capable of overriding the 
misleading visual angle information. The latter might have been more misleading if its 
lack of reliability would not have been pointed out by the experimenter at the start of the 
experiment. Thus learning and motivational effects may have increased the advantage for 
the movement condition, while the adoption of a perceptual strategy as suggested by the 
experimenter may have reduced the effect of visual angle information.
A possibly important observation during this first experiment was that some observers 
reported a degree of instability of the percept, particularly in the movement condition 
when motion parallax conflicted with visual angle infonnation. While this observation is 
anecdotal in character, its implications are sufficiently important to justify further 
research in this area. In the literature depth reversals are frequently mentioned (e.g. 
Hayashibe 1991 and also Rogers & Rogers 1992, see below). Such instability of the 
phenomenal perceptual experience may be a useful issue for the study of information 
integration. The literature suggests that weak conflict is resolved more easily, whereas 
strong conflict may lead to problems in obtaining a stable percept. The conflict in this 
experiment can be described as strong, since the visual angle differences suggested large 
differences in distance. The instability of the percept would not be compatible with a
234
purely linear model (e.g. Bruno & Cutting 1988) which should always be able to form a 
stable percept based on a linear combination of the contributing depth information.
In summary. Experiment 1 gave support to the idea that movement leads to better 
performance in depth perception in a tele-presence system. However, whether this 
difference is due to motion parallax information cannot be decided on the basis of this 
experiment.
A further baseline experiment was carried out using direct or real world viewing; this 
provided a general comparison for the tele-presence experiments. Experiment 2 followed 
the same basic paradigm, but introduced an adjustment task and a consistent cue 
paradigm. The main findings was that head movement led to more accurate adjustments 
compared to stationary viewing. However, this advantage was only found for the 
variability of the adjustments. This means that the availability of motion parallax 
information reduced the error of individual adjustments, but not the constant error. This 
may have been due to the possibility that visual angle information was sufficient to 
specify depth, but that the visual angle differences between the two identical rod stimuli 
were near threshold levels. Motion parallax information may have enabled the observer to 
achieve less variable adjustments which implies that this information was well above 
threshold level. From a practical point of view, variability of single adjustments is of 
course very important, a point which was emphasised by Smets et al (1987). In general 
the consistency of adjustments was much higher than in the tele-presence system where 
the observers showed larger inter-individual variation.
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One of the theoretical approaches to the use of motion parallax by the human observer 
focuses on the geometric equivalence of motion parallax and spatial disparity; although 
this is a view which has been criticised by Uliman (1979). Nevertheless it suggests that 
viewing from multiple viewpoints should lead to similar performance improvements in 
depth perception as does observation under conditions of movement. Experiment 3 
addressed this issue by extending Experiment 2; it contrasted performance between 
viewing from 2 viewpoints and a single viewpoint. However, the differences were not 
significant. Apart from a possible disadvantage of starting the experiment with one 
viewpoint only, practice effects may explain the lack of difference, i.e. performance 
becomes similar after limited practice. Additionally, inspection of the results of 
Experiment 2 and 3 identified only small differences between the multiple viewpoint and 
the continuous viewing conditions. Therefore it may be possible to replace continuous 
viewing with multiple viewpoint viewing. If this would be the case, it is not the 
differential velocities which are important, but the spatial disparities produced by 
observer movement. In other words it would be spatial rather than temporal disparities 
which are fmportant for accurate adjustments. Attempts to carry out a comparable 
experiment under tele-presence conditions did not succeed due to problems associated 
with a head position sensing device; the screen picture switched on and off in 
unpredictable ways (and at high frequency rates) which observers taking part in piloting 
work found very difficult to cope with.
An important consideration when comparing tele-presence and real world viewing is the 
limitations of cameras and monitors in terms of image resolution and also of contrast 
which is of less interest here. Unless the picture is magnified (e.g. by means of a tele-lens
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or a very large, high resolution monitor) direct viewing will always provide higher 
degrees of resolution. This will be relevant to very accurate adjustments such as might be 
required in surgical procedures. While this may explain some of the differences in 
performance in tele-presence and real world viewing, it has not been researched here.
A number of factors were studied influencing depth perception in tele-presence situations 
by adapting the basic design paradigm. This design is characterised by what we called the 
‘natural coupling’ between observer, camera and picture. A number of variations of this 
natural coupling situation were explored.
Experiment 4 repeated the baseline experiment except for improving the design by 
counter-balancing the conditions so as to avoid some of the possible pitfalls of 
Experiment 1. However, its main aim was to compare the judgements of a passive 
observer with those of an active observer; this was the situation which Smets et al (1987) 
researched. They argued both theoretically and empirically that active observation leads 
to better performance compared to passive observation. Here the judgements of the 
dynamic picture were more accurate than those of the static picture, but there was no 
clear advantage for the active observer. While the pattern of results points in the expected 
direction, i.e. active observation leads to more accurate judgements than passive 
observation, only for the confidence weighted judgements does the analysis approach 
significance. Other analyses such as the number of correct judgements and ROC analysis 
failed to reach significance.
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This means that the frequently suggested factors at work under active observation - the 
availability of proprioceptive information - were not operative in this experiment. This 
result is important because it does not support the findings by Smets et al (1987). Other 
researchers such as Rogers & Rogers (1992) argued that proprioceptive information is not 
necessary, but sufficient to act as a constraint which disambiguates motion parallax 
information. Their research suggests that other types of information whether visual or 
non-visual can disambiguate motion parallax information and lead to the correct 
perception of the depth order. On the other side Ono et al (1988) is probably the strongest i
advocate for the importance of active movement to disambiguate motion parallax I
I
information. However, both Rogers & Rogers and Ono studied random dot j
ikinematograms which are very different to the kind of stimuli which were used in the ;
experiments reported here. |
While this means that there is little support for the importance of active observation, the !
reader should remember that Smets and colleagues (1987) used a very specific and highly 
problematic comparison to demonstrate the advantage for active observation which may 
have biased performance differences in favour of active observation (see chapter 1).
Experiment 5 explored a further aspect of coupling. By reversing the picture around the 
vertical mid axis of the picture, the natural action-perception coupling should be broken 
(at least in terms of its physical geometric analysis), but it leaves the transformational 
information for relative distance intact. However, this did not affect the accuracy of depth 
judgements; no difference was found between stationary and movement viewing. In 
addition the data were compared with the active and passive observer judgements from
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Experiment 4, but no difference was found between reversed viewing and the natural 
action-perception link present in the conditions of Experiment 4. This means that the 
reverse picture reduces the effect between movement and stationary viewing. It also 
implies that the comparison with natural action-perception link conditions does not make 
a difference in general.
Experiment 6 extended Experiment 5 by using an adjustment task; all stimuli followed 
the consistent cue paradigm. The main result was the same, i.e. reverse coupling did not 
lead to less accurate adjustments compared to the natural coupling condition. However, 
the experiment demonstrated better perfonnance in the movement condition despite the 
consistent cue conditions. It is possible that adjustment tasks are more sensitive to the 
availability of motion parallax infonnation. Alternatively the diameter of the rods was 
much smaller than in previous experiments; due to the poor resolution of standard CRT 
monitors this may reduce the correlation of visual angle on the screen with actual 
distance. However, if this is the case, not only would it support the use of such stimuli, 
but it would also be a more sensitive test for the utilisation of motion parallax ■ 
information.
Experiment 7 replaced the camera slaved to the observer’s head movement by a tele­
presence design which provided the observer with manual viewpoint control of the 
camera. This experiment used only consistent cue conditions. Active movement control 
did not lead to more accurate depth judgements in a map-making task, compared to a no 
control stationary viewing condition. The screen picture also provided information about 
the contact between objects and the groundplane and the height in the visual field. These
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additional sources of pictorial depth information together with the fact that a consistent 
cue paradigm was used are the most likely reasons why no difference between the 
conditions was found. It has to be concluded that in this experiment redundant depth 
information was available which fully specified the depth of the obje^Hs without the need 
for motion parallax information. This supports a point made by Cutting (1986) that in 
many real world situations redundant depth information is available.
Experiment 9 used a set-up which created tele-presence in a more realistic way by 
removing the camera and stimulus display completely from the space where the observer 
views the screen picture. At the same time this arrangement provided a higher degree of 
experimental control by removing possible feedback and cues due to the presence of the 
experimenter and the adjustments of the stimuli. While the more accurate adjustments in 
the active movement condition reached significance, re-analysing the data taking into 
consideration the order in which observers went through the conditions showed that only 
those observers who started the trials with the movement condition made more accurate 
adjustments in the movement condition, but not when viewing was stationary and without 
picture dynamics. Observers who started with the stationary condition did not show more 
accurate adjustments in the movement condition.
Contrary to the expectation that this experimental set-up with its more advanced control 
of the camera movement would lead to stronger differences between the movement and 
stationary condition, the differences were in fact small. Amongst others technical reasons 
may have played a stronger role than expected in reducing the size of the differences. This 
experiment again used a consistent cue paradigm in the form of two diode lights of the
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same size which again may be a factor in reducing possible differences because visual 
angle information was available.
This experiment was reported in the context of the analysis and experiments on order and 
learning effects, the issue which will be covered next. Both observations during several of 
the experiments and re-analysis of data from Experiment 5 suggested that the repeated 
measures designs played potentially an important role in affecting the results. The general 
finding was that observers who started with the movement condition, either improved 
more rapidly or achieved more accurate depth perception in the movement condition.
In order to throw further light on the question of whether order effects did strongly affect 
depth perception, an experiment was designed around an independent groups design 
which allowed to run longer sets of trials for each condition. This should enable a 
comparison between the repeated measures and the independent groups designs. The 
expectation originally was that the independent groups design would lead to larger 
differences between conditions. However, the results did not support this idea; if 
anything, the differences between movement and stationary conditions were weaker.
Some of the results of this experiment are difficult to interpret.
The main findings of Experiment 9 have been summarised above; learning effects appear 
to have played a major role in determining the pattern of results. To summarise the results 
across several of the experiments, there is considerable evidence for the presence of 
learning processes. Movement produced depth infonnation, and in particular motion 
parallax information, may be used selectively, and its selection may be subject to short
241
tenu learning effects. Such short term learning effects were also reported by Ferris (1972) 
whose observers went through training programs of 10 trials using head movement to 
produce motion parallax which lead to significant improvements in absolute distance 
judgements. Also in Smets et al's (1987) experiment observers were trained with 
feedback before they attended the main experimental trials. However, no explicit 
feedback was provided in our studies; this may have led to an early selection of cues 
which was not revised later on. The process here can possibly be understood as 
‘perceptual fixity’ analogous to Duncker’s (1945) notion of functional fixity.
To return to the very central question of the utilisation of movement produced infonnation in 
depth perception tasks as part of tele-presence operations, the findings of these experiments 
are not un-equivocal. It is argued that on the whole, motion parallax infonnation is a useful 
cue to depth, but only under certain conditions which reduce the availability of other 
infonnation such as in Experiment 6, or point to the lack of reliability of visual angle 
information such as in Experiment 1. The view that motion parallax is sensitive to learning 
processes may explain why Experiment 1 found a noticeable advantage for the movement 
condition. The instructions may have provided information equivalent to successful learning 
processes which were found for one group in Experiment 9.
The comparison of the findings here with those of Smets et al. (1987) who found an 
advantage for the active observer suggests that active observation is not central. This 
would also coincide with the findings by others using different paradigms who were 
already quoted. Also Beall et al. (1995) recently reported that active observation provides 
only a weak advantage for depth perception. Another point which Smets et al (1987)
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argued strongly - the need for keeping the head movement on an arc, and coincidence of 
the centre of that arc movement and the observer’s focal point - was not supported here. 
The real world experiments and Experiment 9 used movement on a straight lateral line, 
and both found an adv^^ntage for head movement, although in Experiment 9 only for one 
of the groups. Experiment 8 which used arc movement in contrast and which enabled 
detailed comparisons of positions relative to the centre of rotation led to results which 
were difficult to interpret.
Another major issue which was explored was the importance of the characteristics of the 
coupling between observer movement, camera movement and picture dynamics. Active 
observation in contrast to passive observation and reversed picture dynamics did not lead to 
better performance. These results suggest that the kind of coupling is generally less important 
than is frequently thought in the literature on tele-presence and virtual reality systems. 
However, this may be an issue which is very task sensitive. One aspect of the issue of 
coupling is the time delay between movement and corresponding update of the picture which 
has been addressed in the literature (e.g. Held & Durlach 1991), but which was not addressed 
here.
The series of experiments reported here have not only studied a number of issues surrounding 
the use of motion parallax by human observers, but they also attempted to identify a task 
sensitive for the study of motion parallax. While effects have been found, they cannot be 
described as very strong and reliable which mirrors the general literature on motion parallax. 
It should be added that this disagrees with Gibson’s view who considered movement 
produced infonnation as a cornerstone of space perception (Gibson 1979). A number of the
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limitations in these experiments and of many others reported in the literature is the simplicity 
of the stimulus displays. It may be that motion parallax is more effective with more complex 
displays, a point which Eriksson (1974) supported and which is also indirectly supported by 
research using random dot kinematograms. It is therefore concluded that future attention 
should be directed at learning processes and at the complexity of the stimulus displays. The 
study of learning processes may also illuminate the consistent finding of very large individual 
differences. And the study of more complex stimulus displays may throw light on the 
question of whether Gibson was after all right or not in emphasising the importance of 
movement produced information for space perception and successful action within that space.
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APPENDIX 1
CHAPTER 10
Means and ANOVA results for active and passive observer, and reverse picture viewing 
situation. Larger means indicate better performance. The means are based on confidence 
weighted scores, with larger scores indicating more confidently correct judgement and 
lower scores more confidently incorrect judgements.
Table 1. Means of confidence weighted judgements for active, passive and reverse picture 
viewing conditions. Depth levels: 1 == 3/4”, 2 = 1 1/2”, 3 = 3”, 4 = 6”.
Depth
Level
Active CObserver Passive Observer Reverse Picture
Stationary Movement Stationary Movement Stationary Movement
1 16.09 15.91 14.09 17.18 15.41 16.53
2 15.18 17.36 15.18 16.27 17.18 17.06
3 17.00 18.36 15.27 18.18 19.41 18.17
4 19.36 20.64 17.64 19.09 18.90 20.10
Table 2. Repeated measures ANOVA results for means of Table 1.
Factor F-value dfs P
Viewing Condition 1.58 2,36 .219
Movement condition 10.87 1,36 .002
Group * Movement 1.32 2,36 .280
Depth 19.58 3,108 <.0005
Group * Depth .35 6,108 .911
Movement * Depth .10 3,108 .958
3-way lA .71 6,108 .639
APPENDIX 2
CHAPTER 11
Descriptive and MANOVA results for perceived Maximum Depth (for details of 
calculations see chapter 11.
Table 1 : Maximum depth (means and standard deviations)
Stimulus Viewing Condition
Depth (mm) No Control Manual Control
0 10.7 8.7 4.7 5.5
12 14.5 5.8 18.6 16.1
24 19.3 8.0 19.4 12.8
98 35.2 20.1 38.1 17.4
MANOVA results:
Viewing condition F(l,8)= 0.1 ; p = .91
Depth (Mauchly’s sphericity significant) Hotelling’s F(3,6) = 8.72; p = 013; sig. 
Interaction Viewing condition * Depth F(3,24)=l. 11; p = .366.
Figure 1:
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APPENDIX 3
CHAPTER 12.2.
Descriptive and ANOVA results for individual standard deviations based on total sample. 
Table 1: Individual standard deviations (means and standard deviations)
In front
Behind
Head S ta tionary Head Movement
n=11
Means StD
n=13
Means StD
Pos 1
ji
.71 .89 1.17 1.00
[
Pos 2 1.01 .40 1.05 .60
Pos 3
1
1.02 .65 .89 .62
1
Pos 4 .87 .75 1.35 .94
Table 2; ANOVA results for individual standard deviations. Degrees of freedom for error 
term are 22.
dfs F p
Head movement/stationary 1 .85 .366 n.s.
Depth 1 .07 .793 n.s.
Front/Behind 1 .18 .677 n.s.
Head movement x Depth 1 4.17 .053 ?
Head movement x Front/Behind 1 .12 .728 n.s.
Depth X Front/Behind 1 1.03 .321 n.s.
3-way interaction 1 .17 .680 n.s.
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