A customer order to a multi-item inventory system typically consists of several different items in different amounts. The probability of satisfying an arbitrary demand within a prespecified time window, termed the order fill rate, is an important measure of customer satisfaction in industry. This measure, however, has received little attention in the inventory literature, partly because its evaluation is considered a hard problem. In this paper, we study this performance measure for a base-stock system in which the demand process forms a multivariate compound Poisson process and the replenishment leadtimes are constant. We show that the order fill rate can be computed through a series of convolutions of one-dimensional compound Poisson distributions and the batch-size distributions. This procedure makes the exact calculation faster and much more tractable. We also develop simpler bounds to estimate the order fill rate. These bounds require only partial order-based information or merely the item-based information. Finally, we investigate the impact of the standard independent demand assumption when the demand is actually correlated across items. C ompetitive pressures in today's marketplace are forcing companies to offer quicker response to customer needs. As a result, managers pay closer attention to performance measures that reflect system responsiveness. These trends present some new challenges in inventory management.
C
ompetitive pressures in today's marketplace are forcing companies to offer quicker response to customer needs. As a result, managers pay closer attention to performance measures that reflect system responsiveness. These trends present some new challenges in inventory management.
For example, manufacturers and distributors often manage the stocks of a huge variety of items. A customer order typically consists of several different items in different amounts. Customers are satisfied only if their requests are met at the time they order, or within a short period of time. The order fill rate, probability of filling an entire customer order immediately from the shelf-or more generally, within a prespecified time window-is an important service measure in industry. We call such measures orderbased performance measures. Most standard inventory models, however, do not take into account connections between items; they assume that demands for each item are independent of the others. We refer to this as the item-based approach. Recent discussions with a buildingproduct manufacturer revealed that, while their itembased inventory performance measures are satisfactory, their order-based performance can be very poor, and this fact greatly affects the company's competitive position. This problem is quite common in many industries, such as the mail-order retailing businesses.
The issue is also crucial to the recent "assemble-toorder" practice in the telecommunication and electronic industries, such as AT&T, IBM, and Phillips. There, since the component procurement leadtimes are often longer than the product's shelf-life, to avoid a costly pile of unsold products and to compete in the fast-changing market, new products are designed around interchangeable modules. Usually, the assembly leadtimes are much shorter (see Srinivasan et al. 1992 ) and can be treated as negligible. Thus, the company can assemble products to order while producing modules to stock. As a result, what were assembly systems with long leadtimes are now transformed into distribution systems, in which a customer order typically requires several different modules. Here, order-based performance measures are the important ones. (In this industry, the order fill rate is sometimes termed the order fulfillment reliability.) This paper takes a first step in investigating the orderbased approach. We consider a continuous-time, multiitem, base-stock inventory system in which the replenishment leadtimes are constant. The demand forms a multivariate compound Poisson process. That is, there are multiple classes of demands, each of which arrives according to an independent Poisson process. Each class requires a fixed kit of items, and the amount requested for each item within the kit is a positive random variable. Section 1 provides the modeling details.
The immediate order fill rate is a special case of the order fill rate within a given time window, by setting the window length to be zero. We show, however, that the latter is equivalent to the former of a transformed system in which the leadtimes are truncated by the length of the time window (Section 1). Therefore, we need to concentrate only on the immediate order fill rate, or simply order fill rate.
Due to the correlation of the demands across items, the net inventories of the items are correlated random variables. Therefore, the evaluation of the order-based performance measures presents a considerable computational challenge. A main contribution of this paper is to show that the computation of the order fill rate can be accomplished through a series of convolutions of onedimensional compound Poisson distributions and the batch-size distributions. This procedure makes the calculation much more tractable and faster than the direct approach of using the joint distribution of the net inventories. Our approach is based on an observation that there exist common components in the leadtime demand vector, each of which is an independent univariate Poisson random variable. Thus, the dimension of the joint probability of the leadtime demand vector, which computes the order fill rate, can be reduced by conditioning on the common components. We illustrate this idea in a two-item, unit-demand system in Section 2, and then generalize it to general multi-item systems in Section 3 (unit demand) and Section 4 (general demand size).
Since the order-based performance measures are more difficult to evaluate and to optimize than item-based ones, it is important and interesting to know how to use itembased information to predict order-based performance. To address this question, in Section 5 we develop simpler bounds on the order fill rate that require only partial order-based information, or merely item-based information. Some of these bounds are associated with certain partitions of the item-index set, and we present some (heuristic) methods to compute the (nearly) best bounds of the kind.
We also investigate the impact of the traditional independence assumption when the demand is actually correlated across items (Section 6). Some numerical examples are then presented in Section 7. Finally, we make some concluding remarks in Section 8.
Our problem is related to the repair kit problem; see, for example, Brumelle and Granot (1993) , Graves (1982) , Mamer and Shogan (1987) , Mamer and Smith (1982 , 1985 , 1993 , and the references therein. In that problem, each job requires a subset of the tools in a kit. However, the problem is essentially static; each job is treated separately as a one-time demand. Our system must meet demands of similar nature over the entire planning horizon.
Studies of dynamic order-based performance appear in the literature on multi-indenture models of multiechelon inventory systems. Here, an end item (engine) consists of several repairable modules whose stocks are controlled by base-stock policies, and the replenishment times are independent, identically distributed (i.i.d.) random variables. A failure of an end item is due to the failure of at most one module. (This is equivalent to saying that each customer requests at most one item.) Suppose the end item fails according to a Poisson process. If cannibalization is allowed, one can calculate the cumulative distribution of the number of end items backordered. Otherwise, one can obtain the expected number of end items backordered. See Nahmias (1981) for a review. Srinivasan et al. (1992) study a multiperiod, multicomponent requirement planning problem in which each component can be common to several products whose demands are uncertain. They present a stochastic programming formulation of the problem and develop heuristic solution approaches. The component procurement leadtimes, however, are ignored in the formulation.
The most closely related work is perhaps Hausman et al. (1998) . They study the evaluation and optimization of the order fill rate in a discrete-time, multi-item, base-stock system. Customer orders arrive in each period, and the demand for each item is the sum of all orders for that item received in the period. Demands are correlated over items in a period but are independent across time periods. Since they use a discrete-time formulation in which the demands of a period are aggregated, it is impossible to identify the individual customer orders, so they can compute bounds only on the order fill rate. Also, their computation involves the evaluation of multivariate normal distributions, which is known to be computationally complex. In this paper, using a continuous-time formulation, we obtain the exact order-fill-rate expression and present an efficient computational procedure to evaluate it.
More recently, Anupindi and Tayur (1998) consider both item-based and order-based performance measures in a multiproduct cyclic production system. A simulation procedure is presented to obtain good base-stock policies for each kind of performance measure. Their numerical results show that the item fill rates are not good indicators for the order fill rates. With a different focus, Cheung and Hausman (1995) consider a base-stock system with multivariate Poisson demand and i.i.d. random leadtimes. They study the average customer backorders assuming complete cannibalization.
Finally, mention should be made of some other research on inventory management in assemble-to-order systems. Most concentrate on a different aspect from ours, the effect of using common components (cf. Baker et al. 1986 , Gerchak et al. 1988 , and the references therein). One of the major findings of these studies is that taking component commonality into account will reduce the system inventory.
MODEL DESCRIPTION AND PRELIMINARIES
In this section, we describe the specific model assumptions (see Figure 1 for a pictorial illustration) and introduce the basic notation and some preliminary results. We consider 832 / SONG an inventory system of n different items over an infinite planning horizon. Let ⍀ ϭ {1, 2, . . . , n} be the set of all item indexes. For any subset K of ⍀, denote (K) the set of all subsets of K except the empty set, and ͉K͉ the number of elements in K. For simplicity, denote (⍀) by . Now, the demand process for each item is the superposition of a finite number of compound Poisson processes. So, it again forms a compound Poisson process, whose rate is the sum of that of the individual demand processes, and the batch size is a mixture of the individual batch sizes.
The
Throughout the paper, we use subscripts to indicate item type and superscripts order type. For any i ʦ ⍀ and K ʦ , let K ϭ demand rate of demand type K, (Notice: The K here is a subscript, not a power.)
For convenience, let
That is, is the set of all actual demand types, while is the set of potential types. In general, our demand model does not impose any restrictions on the batches a i K among i ʦ K. It is, however, worth mentioning three important special cases:
1. K are independent across i ʦ K. This is a reasonable approximation for demands in distribution systems, such as in mail-order retailing, especially when the items in K are not too closely related, e.g., women's sweaters and men's slacks. Here, K is the product of the marginal distributions i K of a i K . To avoid heavy notation, so as to better illustrate the ideas and results, we first develop the computational procedure in the unit-demand case (Sections 2 and 3). In Section 4 we discuss how to extend the results to the general batch-size model, including cases 2 and 3.
Partial Shipment. We assume that the unfilled demand is backlogged. When an order arrives and we have some of its items in stock but not all, we assume that we can ship the in-stock items. (We remark later that this assumption can be relaxed.) However, a customer request is considered backlogged unless it can be satisfied completely. Allocation Scheme. Demands are filled on a First-ComeFirst-Served (FCFS) basis. When there are backorders, they are also filled on a FCFS basis. We remark that, although FCFS is a natural allocation scheme for the continuous-time demand process and is, in fact, the current practice within many industries, it is by no means the best one when there are backorders. It is likely that some other priority scheme, such as a "smallest-order-first" scheme, would perform better. However, for simplicity, here we focus on the FCFS rule only.
The Supply System. There is a positive, constant replen-
The Replenishment Policy. There is no economy of scale in replenishment, and each item is controlled by an independent base-stock policy. Let s i be the base-stock level for item i.
Notice that a base-stock policy would be optimal for each item if we were to manage the system on an item basis, but this is no longer so on the order basis. An orderbased optimal policy must take the demand correlation into account and balance the item inventories. For example, when there is only one demand type that requests several items (single product assembly system), a special case of the current demand model, Rosling (1989) shows 833 SONG / that a balanced base-stock policy is optimal. No result is available, however, about the form of the optimal policy for the general demand model considered here. (In fact, this is one of our ongoing research projects.) Hence, due to its simplicity and because it is often seen in practice, we shall employ the independent base-stock policy as a reasonable heuristic.
The following are the performance measures of primary interest in this paper. For any i ʦ N and K ʦ , define F i ϭ (immediate) fill rate of item i ϭ the probability of satisfying a demand for item i immediately, F K ϭ (immediate) type-K order fill rate ϭ the probability of satisfying a demand of type K immediately, FT ϭ total (immediate) order fill rate ϭ the probability of satisfying an arbitrary demand (regardless of the type).
Obviously,
For any K ʦ , let W K be the steady-state waiting time of a type-K demand, i.e., the time required to fill a type-K demand entirely. Then, for any x 0, we have F K,x ϭ type-K order fill rate with window x ϭ the probability of satisfying a demand of type K within time x ϭ Pr{W K x}.
Note that F K,0 ϭ F K . Also, since each demand triggers a replenishment order that is a replica of the demand, F K, x ϭ 1 if x max iʦK {L i }. Therefore, it is sufficient to consider x Ͻ max iʦK {L i }. Similarly, if for some i ʦ K such that x Ͼ L i , then the demand for this item will be filled by x. Hence, what really matters here are those items whose leadtimes are greater than x, i.e., L i Ͼ x.
In fact, it is sufficient to study the immediate order fill rate, because the order fill rate with a time window x is equivalent to the immediate order fill rate in a transformed system in which the leadtimes are truncated by x. In other words, letting F K, x (s 1 , . . . , s n ͉L 1 , . . . L n ) be the type-K order fill rate in a system with base-stock levels s i and leadtimes L i , we have Proposition 1.1. For any fixed K ʦ and 0 x Ͻ max iʦK {L i },
Proof. The proof is similar to those in Sherbrooke (1975) and Kruse (1981) . What is different here is that we look at a multi-item system and that we take a different angle in interpreting the result. We omit the details. □ Thus, in the rest of the paper, we focus only on
We use bold-faced letters to abbreviate vectors; for example, s ϭ (s 1 , . . . , s n ) and L ϭ (L 1 , . . . , L n ). Throughout the paper, we use these two types of vector notation interchangeably. For example, F K (s͉L) is the same as
. For convenience, let g( ⅐ ͉a) and G( ⅐ ͉a) denote the pmf and cdf, respectively, of the Poisson distribution with parameter a. Similarly, denote by ␥( ⅐ ͉a, U) and ⌫( ⅐ ͉a, U) the pmf and cdf, respectively, of the compound Poisson distribution with jump parameter a and batch-size distribution U. For any real numbers u and v, let u ٙ v ϭ min (u, v) and u ϩ ϭ max{u, 0}. Also, for any set of numbers {u i , i ʦ A}, let ٙ iʦA u i ϭ min{u i , i ʦ A}. Finally, denote by e i the unit n-vector whose ith position is 1.
Before concluding this section, we introduce some additional random variables. Let t 0 be the continuous time variable, and for each t denote
Notice that, in the unit-demand case,
Let IN i be the steady-state net inventory of item i. Let N i stand for the steady-state limit of
It is well-known that
for each i and for all t. Letting t 3 ϱ results in
Hence the item fill rates are
Similarly, for any K,
In the unit-demand case, since both a i K and a i are 1, we have from (4) and (5) that
834 / SONG Also, in this case (5) reduces to
THE TWO-ITEM, UNIT-DEMAND SYSTEM
To make the analysis more transparent, we study the twoitem, unit-demand system first. Here, ϭ {{1}, {2}, {1, 2}}, so we have only three possible types of demand: a type-1 customer requires one unit of item 1 only; type-2 requires one unit of item 2 only; and a type-12 customer asks for one unit of each item. Observe that the type-12 demand couples the demand processes for the items. This combines the features of an independent single-item system and an assembly system. From (6), we need only to derive the type-12 order fill rate. We first study the case with equal lead-times and then generalize the results to the case with nonequal lead-
According to (7), it suffices to find the joint distribution of (D 1 , D 2 ).
The process {(D 1 (t), D 2 (t)), t 0} (which is in effect {(N 1 (t), N 2 (t)), t 0} in this case) forms a bivariate Poisson process, a process originally studied by Dwass and Teicher (1957) and elaborated by Marshall and Olkin (1967) (also see Barlow and Proschan 1975 , Section 2.2). In particular, for any fixed t Ͼ 0, (D 1 (t), D 2 (t)) has the bivariate Poisson distribution with pmf:
Hence, to find F 12 we can simply use (8) evaluated at L to compute (7). We call this the direct approach.
It turns out, however, that there is a much easier way to compute (7), which provides, in turn, the idea to deal with the unequal leadtime case and the higher dimensional systems. Specifically, we observe that D 1 (L) and D 2 (L) are dependent in a very special way: They share a common component, D 12 (L). That is,
Here,
are independent of each other. Now, using (7) and (9), we obtain:
In other words,
Obviously, this expression is more structured than the direct approach and thus is more convenient to program. As a matter of fact, it is faster as well. Ignoring the common exponential term e ϪL in both (8) and (10), one can show that the total number of operations (additions and multiplications) needed by the direct approach is O(s 1 2 s 2 2 ) while the number of operations needed using (10) 
3 ). For instance, if s 1 ϭ 5, s 2 ϭ 7, then using the direct approach to evaluate F 12 needs 1393 operations, but using (10) requires only 266 steps, which is 5.24 times faster than the direct approach. The discrepancy gets bigger as s i increases. For example, let s 1 ϭ 15 and s 2 ϭ 20. Then the direct approach requires 70343 operations, while (10) requires only 4393 operations, which is 16 times faster.
Next, consider the case
By the independent increment property of the Poisson processes and by the assumption that demands are independent across types, 
That is,
where 
835 SONG / Clearly, (11) reduces to (10) when ⌬ ϭ 0. The result in (11) reveals that, in the two-item systems, the computational effort in the unequal-leadtime case is the same as that in the equal-leadtime case. In fact, the type-12 fill rate in the original unequal-leadtime system is the same as its counterpart in a equivalent equal-leadtime system with leadtimes L and a revised type-2 demand rate 2 ϭ 2 ϩ 2 ⌬ L .
Finally, from (1) we have the total order fill rate:
where F 12 is given by (11) and F 1 , F 2 are given by (6).
THE GENERAL UNIT-DEMAND SYSTEM
In this section we derive the order fill rates of the n-item base-stock system for any arbitrary integer n. As indicated in (6), the type-i order fill rate is identical to the fill rate of item i. For general K, according to (7), it suffices in principle to derive the joint probability mass function of {D i , i ʦ K}. However, this is rather intricate, especially when the L i are different. On the other hand, due to the special structure of the demand process, it is possible to express the order fill rates by a series of convolutions of onedimensional Poisson distributions, as in Section 2. Our goal here is to obtain such expressions.
Observe that, as n increases, the total number of potential demand types increases drastically. In fact, if ͉⍀͉ ϭ n, then ͉͉ ϭ 2 n Ϫ 1. So, as the number of items increases by 1, the number of potential demand types essentially doubles. Hence, although it is not impossible to write the order fill rates for each potential type explicitly, the expressions would appear formidably lengthy and complex. Fortunately, in each practical instance, it is possible that is much smaller than . In particular, the type-⍀ demand is quite unlikely when n is large. For this reason, here we provide only the exact order fill rate expressions for ͉K͉ 2. For other cases, we show the following general result: Proof. As in Section 2, we proceed in two steps, one with equal leadtimes and the other with unequal leadtimes. The proof for the equal-leadtime case uses induction on ͉K͉, so it actually provides a recursive procedure. The point here is to show how to construct the order-fill-rate expression for a specific type, not to give the exhaustive expressions. We illustrate the procedure using a three-item example.
Order Fill Rates: Equal Leadtime Case
A . Then, similar to (10) in the two-item system, we have
The last equality follows because ¥ AʦS(i)‫گ‬I(ij) D A and ¥ AʦS( j)‫گ‬I(ij) D
A do not have common components and thus are independent. Hence, Proposition 3.1 is true for ͉K͉ ϭ 1, 2. Now, suppose it is true for any subset in whose size is less than m for some m. Assume ͉K͉ ϭ m. Recall that
The main idea is to reduce (13) to a joint probability of smaller dimension by successively conditioning on common demands that are shared by different items; all the conditioning activities involve only one-dimensional Poisson distributions.
To sequence the conditioning activities, we first choose the item that is shared by the least number of demands (that is, ͉S(i)͉ is the smallest). When there is a tie, we choose the largest index. Once the item is chosen, say i, we give a higher priority (condition on it first) to the demand type that requests the most number of items besides i. If the number of items requested by two different demand types are the same, we give a higher priority to the one whose items have higher index (lexicographically greater). In other words, for
For convenience, we say A 1 has a larger index than A 2 . The following procedure carries out this idea. 
836 / SONG for some nonnegative x(i; z(k)) can be reduced to a joint probability of lower dimension through a series of convolutions of one dimensional Poisson distributions.
STEP 2.
If there exists j such that S( j; k) ϭ , then the joint probability in the last expression is of lower dimension than ͉K͉ ϭ m, which, by the induction hypothesis, can be expressed by a series of convolutions of onedimensional Poisson distributions. STOP. (14) with k replaced by k ϩ 1. Set k ϭ k ϩ 1 and go to Step 2.
A for all i j, the joint probability of dimension ͉K͉ ϭ m becomes the product of a one dimensional Poisson cdf and a joint probability of dimension ͉K Ϫ { j}͉ ϭ m Ϫ 1. The result thus follows by the induction hypothesis. STOP.
Notice that
Step 3 reduces the number of random variables in the jth place and some other place(s) of the joint probability by 1. (Clearly, all the conditioning probabilities involved are one-dimensional Poisson distributions.) Since there is only a finite number of random variables in the jth place, after a finite number of Steps 2 and 3, we must reach a joint conditional probability in which the set of random variables in the jth position has no common components with others. This remaining joint probability is then treated in Step 4. Hence, the procedure must stop after a finite number of iterations. The proof for the equal leadtime case is thus completed.
A Three-Item Example
Next, we illustrate the above procedure to calculate F 123 of the three-item system, assuming q A Ͼ 0 for all A. Observe that, for n ϭ 3, ϭ {1, 2, 3, 12, 13, 23, 123}, and
Since I(K) ϭ {123}, we first condition on D 123 , leaving S(1; 1) ϭ {1, 12, 13}, S(2; 1) ϭ {2, 12, 23}, S(3; 1) ϭ {3, 13, 23}. All of these sets have the same size, and each pair of them shares a common component. Following Step 3, we condition on D 23 so that S(1; 2) ϭ {1, 12, 13}, S(2; 2) ϭ {2, 12}, S(3; 2) ϭ {3, 13}. Again, each one has a common component of another. Hence, we follow Step 3 to condition on D 13 , which results in S(1; 3) ϭ {1, 12}, S(2; 3) ϭ {2, 12}, S(3; 3) ϭ {3}. Now, S(3; 3) does not intersect with any of the other two sets. Following Step 4, we condition on D 3 to reduce the dimension of the joint probability to 2, and then apply the result for the two-item case. The following expression summarizes the result.
where x i ϭ s i Ϫ k. Note: F 123 can be calculated directly from the trivariate Poisson density (Teicher 1954) . In other words,
where f( x, y, z) equals K ϭ K L, and the summation is over all nonnegative integers j 123 , j 12 , j 13 , j 23 such that the exponents are nonnegative. Suppose s 1 s 2 s 3 . Ignoring the common term e ϪL in both (15) and (16), it can be shown that the complexity of (15) 
Order Fill Rates: Unequal Leadtime Case
We now prove Proposition 3.1 for the unequal leadtime case. Correspondingly, we denote the order fill rate F K by F K (s͉L). Observe that F K (s͉L) depends on L only through {L i , i ʦ K}. So, sometimes we might find it more convenient to write
Thus, for such cases, the statement of Proposition 3.1 holds. In the following, we assume L 1 Ͻ L 2 Ͻ . . . Ͻ L n ; other cases are similar and simpler.
We first show that the proposition holds for F 123 (s͉L) of the three-item system. Let L ϭ L 1 , and for i 2 define
Notice that each D i can be expressed as the sum of several independent Poisson random variables in the following fashion:
Here, without confusion, for any 
From the result of subsection 3.1, we have shown that F 123 (s͉L) can be expressed as a series of convolutions of one-dimensional Poisson distributions.
Clearly, the above procedure is similar to the derivation of (11). The same idea can be generalized to the case of an arbitrary K with ͉K͉ ϭ m. Unfortunately, it is difficult to obtain compact notation for the generalization. For ease of presentation, we provide below an alternative procedure.
Without loss of generality, we assume K ϭ {1, . . . , m}.
where D i,k (⌬ k ) are independent across k (due to the independent-increment property) and have the same distribution as 
This yields
Notice, each joint probability above involves only the itemdemands during the same interval, which, by the result of subsection 3.1, can be expressed as a series of convolutions of one-dimensional Poisson distributions. Thus, Proposition 3.1 holds for the case of unequal leadtimes as well. This completes the proof of Proposition 3.1. □
SYSTEMS WITH GENERAL DEMAND SIZES
In this section we extend Proposition 3.1 to systems with general demand sizes. Proof. For simplicity, we assume equal leadtimes. The extension to unequal leadtimes is similar to that of previous sections. Recalling (5), the key is to show the proposition holds for
where x i ϭ s i Ϫ y i K . To ease the presentation, let us focus on the two-item system as in Section 2, that is, we aim for something similar to (10). Notice, (9) now becomes
so D i , i ϭ 1, 2 do not have a common component. However, (9) holds for N, that is, 
Thus, the proposition holds for the two-item system. It is not hard to see that the same idea can be carried through to the general system as in Section 3. This completes the proof. □
BOUNDS ON THE ORDER FILL RATES
In this section we discuss relationships between the total order fill rate and the item fill rates, which, in turn, stimulate some heuristic bounds for the total order fill rate.
Bounds Resulting from the Item Fill Rates
The notion of associated random variables is useful here (see the appendix for a definition and the relevant results).
In particular, if X 1 , . . . , X k are associated random variables, then the following inequalities hold for all x and all subsets A of {1, . . . , k}:
Also, observe that for any k random variables X 1 , . . . , X k we have Pr{X 1 x 1 , . . . ,
Applying (21) and (22) to our context results in the following relationships between the order fill rates and the item fill rates. The proof is in the appendix. Proposition 5.1 (iii) and (iv) tell us that if we can identify a demand type-K but have no statistics regarding its order fill rate, then the product of item fill rates of over all the items in K provides a lower bound (Mamer and Smith 1988 obtain similar bound in their context) while the smallest item fill rate among all items in K provides an upper bound. Thus, these bounds provide easily computed estimates for the order fill rates. This is important especially when ͉K͉ is large. In the rest of this section, we discuss some possibilities to obtain better bounds along this line.
Proposition 5.1. (i) For any t 0 and u
Ͼ 0, D 1 (t, t ϩ u), . . . , D n (t, t ϩ u) are associated random variables. (ii) D 1 (L 1 ), . . . , D n (L n ) are associated random variables. (iii) For any K ʦ , F K ͟ iʦK F i . (iv) For any K ʦ , F K ٙ iʦK F i . (v)
Some Heuristics for Improved Bounds
Notice that the lower bound can be tightened by applying (20) if we can obtain F A for some or all A ʦ (K). In particular, we have
where ( A 1 , . . . , A m ) is an arbitrary partition of K. Now, is there a way that we can find the best of such lower bounds? This problem itself is an interesting combinatorial optimization problem. Here we provide a heuristic algorithm for the general case and an exact procedure for a special case.
Definition 5.2. We say that a partition (
is of order-2 if ͉A l ͉ 2 for all l, but at most one ͉A l ͉ ϭ 1. An order-2 partition may be called a "pair partition" as well: it partitions K into pairs; in the case that ͉K͉ is odd, there must be one A j that contains only one element. Let ᏼ 2 ϩ(K) be the set of all the partitions of K which are of order-2 ϩ . Similarly define ᏼ 2 (K).
A Heuristic Order-2
؉ Partition. Our heuristic is to find P* ʦ ᏼ 2 ϩ(K) that maximizes ¥ AʦP q A over all P ʦ ᏼ 2 ϩ(K). In other words, we want to find an order-2 ϩ partition so that q A1 ϩ q A2 ϩ . . . ϩ q Am is maximized. Why? First, intuitively, larger q A implies more correlations among the items in A, so F A Ϫ ͟ iʦA F i is expected to be larger. Therefore, the improved lower bound in (24) (relative to ͟ iʦK F i ) is expected to perform better. Second, large q A means that the type-A demand is quite frequent, so it is wise to trace the information of F A . The heuristic then utilizes this information. The following is a greedy procedure to find such P* (Assume ͉K͉ Ͼ 3; recall that such heuristic is valuable only when ͉K͉ is large.):
839 SONG / STEP 3. If ͉K lϩ1 ͉ Ͼ 3, set l ϭ l ϩ 1 and go to STEP 2. Otherwise, set A lϩ1 ϭ K lϩ1 and P* ϭ ( A 1 , . . . , A lϩ1 ). STOP.
Optimal Order-2 Partition. Recall from Sections 3 and 4 that F ij are quite easy to obtain for all i and j. So, if we can estimate q ij for at least some important pairs {i, j}, then by using (24) we can obtain a better estimate (lower bound) of F K , since any order-2 partition provides a better bound than ͟ iʦK F i . It turns out that this problem is equivalent to the nonbipartite weighted matching problem, which can be solved exactly by the existing algorithms in the combinatorial optimization literature (Hochbaum 1995) .
Specifically, treating each item in K as a node, an order-2 partition is equivalent to a nonbipartite matching. Maximizing the right hand side of (24) among all P ʦ ᏼ 2 (K) is equivalent to maximizing ¥ l log(F Al ) among all nonbipartite matching in K. In other words, we assign a "weight" log(F ij ) to each pair (arc) (i, j), j i. If ͉K͉ is odd, we must have an A l to be singleton, say {i}, then we assign a "weight" log(F i ) to the "pair" (i, i). We refer the reader to Lawler (1976) , Chapter 6, Sections 8 -10 for efficient algorithms for such problems.
Similarly to the proof of (22), one can show that
for all x and any subset A of {1, . . . , k}. Therefore,
Here, ( A 1 , . . . , A m ) is an arbitrary partition of K. The above (heuristic) algorithms for finding the best partition can be adapted to this context as well.
THE IMPACT OF THE INDEPENDENCE ASSUMPTION
It is common in inventory theory to treat the demand for each item as independent of the demand for other items. It is of interest to see the effect of this assumption when the actual demand process is more complex. Suppose we approximate the system by one where the demand for each item is independent of the demands for other items. Let ϭ ¥ iϭ1 n i and q ϭ ¥ iϭ1 n q i . Then the predicted total order fill rate is (ii) For n ϭ 3, FT FU FI if any one of the following holds:
In addition, FU ϭ FI if and only if F i are all the same.
Thus, in the two-item system, unless the item fill rates are exactly the same, the total order fill rate is strictly smaller than the independence assumption would lead us to believe. The difference is bigger if the item fill rates are more uneven. Also, even when F 1 ϭ F 2 , it still is possible that FT Ͻ FU ϭ FI. For the three-item system, the same fact holds if (a) there are no single-item orders, or (b) no orders of pairs, or (c) the proportion of a particular singleitem demand is not too dominating.
For an arbitrary n-system, although FT FU is always true, the inequalities FU FI and FT FI may not hold in general. Here is a counterexample: 
NUMERICAL EXAMPLES
This section presents some numerical examples. For simplicity, in all the examples we assume unit demand. Table I reports some numerical examples of the twoitem system illustrating F j and FT for given policies. We also demonstrate the performance of the bounds FL and FU, and the discrepancy between FI and FT. In all these examples, L 1 ϭ 1, L 2 ϭ 2. We fix one q-vector, where q ϭ (q 1 , q 2 , q 12 ), and compute the fill rates for 12 base-stock policies for ϭ 1 and ϭ 10, respectively. The fill-rate values are all in percentages. The %Err_FL is defined as 100(FT Ϫ FL)/(1 Ϫ FT ), while %Err_FU is 100(FU Ϫ FT )/(1 Ϫ FT ) and %Err_FI is 100(FI Ϫ FT )/(1 Ϫ FT ). Overall, the lower bound performs much better than the upper bound, and the independence approach provides quite crude estimate. When the item fill rates are very uneven, none of them is a good indicator of the total order fill rate. When the item fill rates are closer, the total order fill rate is closer to the smallest item fill rate. Figure 2 compares the performance of FT, FL, FU, and FI as a function of q 12 . Again, L ϭ (1, 2) and ϭ 1. We fix the policy s 1 ϭ 3, s 2 ϭ 4 and vary q such that q 1 ϭ q 2 ϭ (1 Ϫ q 12 )/ 2. We observe that, as the proportion of type-12 demand increases, the discrepancy between FI and FT becomes larger. That is, the order-fill-rate prediction under the independence assumption becomes more inaccurate, as expected. It is interesting to observe that, for smaller 12 , the lower bound FL performs much better than the upper bound FU. But, as the proportion of type-12 demand increases, the upper bound FU performs better, and the lower bound FL performs worse. In all the cases, FI demonstrates the greatest deviation from FT. Figure 3 compares the performance of the item fill rates F 1 and F 2 with that of the total order fill rate FT, as functions of q 12 . The setting is exactly the same as in Figure 1 . It is clear that, for a fixed policy, the total order fill rate is much closer to the smallest item fill rate than to the other item fill rate. However, as the proportion of type-12 demand increases, none of the item fill rates alone provides good information about the overall order fill rate.
The above qualitative observations remain valid when the overall demand rate is higher or when the policy parameters s i are proportional to the corresponding mean leadtime demands, which intuitively would lead to better fill-rate performance. Table II reports some numerical examples for a more complex scenario. Consider the following assemble-toorder personal computer example. Suppose there are six items that play a key role in differentiating major demand types: (1) interior tape backup; (2) standard hard drive; (3) high profile hard drive; (4) video memory card; (5) Pentium processor; and (6) Pentium-Pro processor. There are six major demand types resulting from different choices and combinations of these items; their compositions are, respectively, {2, 5}, {3, 5}, {1, 2, 5}, {1, 3, 6}, {1, 3, 4, 5}, and {1, 3, 4, 6}. The base-stock policies are chosen such that s i are proportional to i L i . We observe from Table 2 that, generally speaking, both the lower and the upper bounds work reasonably well when the order fill rate is in a "good" range (say Ͼ85%), and the independence approach tends to provide a much more optimistic order-fillrate prediction. Recalling Proposition 1.1, all the results in the tables can be viewed as order fill rates within certain time windows in an equivalent system. For example, the results of F K in Table II can also be interpreted as F K,1 , the probability of filling a type-K demand within one time unit (e.g., one week) in a system with L ϭ (2, 2, 2, 2, 3, 3).
CONCLUDING REMARKS
We presented a multi-item inventory model in which there are several types of customer orders. Each type requires a specific kit of items. Assuming each type forms an independent compound Poisson process and using an independent base-stock policy for each item, we showed that the order fill rate can be obtained by a series convolutions of the batch-size distributions and univariate compound Poisson distributions. In the unit demand case, the result reduces to a series of convolutions of one-dimensional Poisson distributions. The basic idea is to transform the joint probability of the leadtime demand vector into a lower dimensional joint probability by conditioning on the common component in the random vector.
Our numerical results revealed that the item fill rates alone are generally not good indicators of the order fill rate. However, we derived lower and upper bounds on the order fill rate that use the item fill rates only. The lower bound works quite well when the demand correlation is moderate. When the demand correlation is high, none of the bounds is close, but the upper bound performs better than the lower bound.
We also explored the value of identifying the demand types. To do so, we investigated the impact of the traditional independent demand assumption. For a given policy, the order fill rate prediction based on the independence assumption tends to overestimate the true order fill rate.
The analysis of this model relies on the Poisson-arrival assumption in two essential ways: First, in order to have Equation (3), and hence Equations (4) and (5) hold, N i (t), which is the superposition of several independent arrival processes, needs to be a renewal process. But, the superposition of several renewal processes is itself a renewal process, if and only if all the component processes are Poisson; see Cinlar (1972) . Second, if the leadtimes are not identical, the approach depends on the independentincrement property of Poisson processes. Now, consider a system that does not replenish continuously, but instead completely reinitializes the stock levels periodically, such as the "mission completion" systems discussed in Smith (1982, 1993) . Then, similar analysis can be carried through to a quite general demand model. For example, each demand type may follow a generic compound renewal process.
It is easy to verify that the partial-shipment assumption of the model can be relaxed. Specifically, suppose that no partial shipment is allowed if we only have some of the items of an order but not all. However, we put aside the available items and treat them as "committed" inventory. Then the analyses of the paper still apply.
Future research directions include: (1) incorporating uncertain leadtimes into the model; (2) characterizing the structure of an optimal policy; and (3) investigating exact or reliable heuristic solutions for (s, S) policies that are more appropriate when there are economies of scale in replenishment.
APPENDIX
For any k 2 let X ϭ (X 1 , . . . , X k ) denote a k-dimensional random variable.
Definition A.1. (Esary et al. 1967) . X 1 , . . . , X k are associated if Cov[␥(X), ␦(X)] 0 for all ␥ and ␦ monotonically nondecreasing in each argument, such that the expectation exist.
Lemma A.2. (Esary et al. 1967) . (a) Any subset of a set of associated random variables is associated. Clearly, D(t, t ϩ u) is a set of independent random variables, so it is associated. Observe that each D i (t, t ϩ u) ϭ ¥ KʦS(i) D K (t, t ϩ u) is a nondecreasing function of D(t, t ϩ u). So, part (i) follows from part (e) of the above lemma. As for part (ii), it is sufficient to show the case in which L 1 Ͻ L 2 Ͻ . . . Ͻ L n ; other cases are similar. Let L ϭ L 1 . For i 2, we can express L i ϭ L ϩ ⌬ 2 ϩ . . . ϩ ⌬ i , where ⌬ k ϭ L k Ϫ L kϪ1 Ͼ 0 for 2 k i. So,
