In the present paper, a bicriterial optimal control problem governed by an abstract evolution problem and bilateral control constraints is considered. To compute Pareto optimal points and the Pareto front numerically, the (Euclidean) reference point method is applied, where many scalar constrained optimization problems have to be solved. For this reason a reduced-order approach based on proper orthogonal decomposition (POD) is utilized. An a-posteriori error analysis ensures a desired accuracy for the Pareto optimal points and for the Pareto front computed by the POD method. Numerical experiments for evolution problems with convection-diffusion illustrate the efficiency of the presented approach.
Introduction
In real applications, optimization problems are often described by introducing several objective functions conflicting with each other. This leads to multiobjective or multicriterial optimization problems; cf. [4, 12, 16] . One prominent example is given by an energy efficient heating, ventilation and air-conditioning 5 (HVAC) operation of a building with conflicting objectives such as minimal energy consumption and maximal comfort; cf. [5, 11] . Finding the optimal control that represents a good compromise is the main issue in these problems. For that reason the concept of Pareto optimal or efficient points is developed. In contrast to scalar-valued optimization problems, the computation of a set of Pareto 10 optimal points is required. Consequently, many scalar-valued constrained optimization problems have to be solved. In this paper we apply the reference point method [14] in order to transform a bicriterial optimal control problem into a sequence of scalar-valued optimal control problems and solve them using well-known optimal control techniques; see [17] . We extend our previous results obtained in [2] with respect to the following issues: Instead of the linear heat equation, general linear evolution problems are considered. Therefore, we can deal with parabolic problems involving convection which arise in HVAC operation of building applications. Further, we improve the a-posteriori error analysis for the control variable (cf. [2, rem 7] and present an error estimate for the Pareto front in Theorem 13. An a-priori error for the objective is stated in Theorem 14. Moreover, in our numerical experiments we illustrate that our a-posteriori error bounds can be ensured numerically. In particular, an adaptive basis update method known from scalar optimization [18] is extended to a bicriterial optimization problem. It is also 25 shown how the Pareto front can be approximated numerically by equidistantly computed points. Many results are derived by combining the POD error analysis presented in [6] with the master thesis [1] . Let us mention that preliminary results combining reduced-order modeling and multiobjective PDE-constrained optimization have 30 recently been derived; cf. [8, 9, 13] . The paper is organized in the following manner: In Section 2 we introduce our linear evolution equation as well as our bicriterial optimization problem. The reference point method is recalled in Section 3. It turns out that the Pareto front is approximated by solving many scalar optimization problems. To speed-up the 35 solution process a reduced-order approach is introduced in Section 4, where we utilize proper orthogonal decomposition (POD). This allows us to present convergence results. In Section 5 the numerical optimization and the reduced-order approach is explained in detail for our present problem. Numerical experiments are presented in Section 6. 
Problem formulation 45
2.1 The state equation. Let V and H be real, separable Hilbert spaces and suppose that V is dense in H with compact embedding. By · , · H and · , · V we denote the inner products in H and V , respectively. By identifying H with its dual H it follows that V → H = H → V , each embedding being continuous and dense. Let T > 0 denote the terminal time. Suppose that a : V × V → R is a bilinear form satisfying a(ϕ, ψ) ≤ η ϕ V ψ V and a(ϕ, ϕ) ≥ η 1 ϕ
with constants η ≥ 0, η 1 > 0 and η 2 ≥ 0. Recall that the space
is a Hilbert space endowed with the common inner product; see, e.g., [3, p. 473 
with u a , u b ∈ U satisfying u a ≤ u b almost everywhere (a.e.) in D. We suppose that y • ∈ H, f ∈ L 2 (0, T ; V ) and u ∈ U ad hold. Then the state y ∈ Y = W (0, T ) is given by the linear evolution problem
where B : U → L 2 (0, T ; V ) is a continuous, linear operator and · , · V ,V stands for the dual pairing between V and V . Example 1. Let us present an example for (2) which will be considered in our numerical experiments. Suppose that
, is a bounded domain with Lipschitz-continuous boundary Γ. We assume that Ω and Γ are split into disjoint subsets Ω 1 , . . . , Ω m and Γ 1 , . . . , Γ m , respectively, satisfying
As the state equation we consider the following diffusion-convection problem:
In (3a), we assume β ∈ L ∞ (Ω; R d ). Moreover, χ i stands for the characteristic function of Ω i for i = 1, . . . , m. The control variable u = (u 1 , . . . , u m ) is assumed to be in the Hilbert space U = L 2 (D; R m ) with D = (0, T ). In (3b), the α i 's are nonnegative scalars and y a i ∈ L ∞ (0, T ) denotes an essentially bounded outer temperature associated with the boundary set Γ i for any i = 1, . . . , m. In (3b) the vector n = n(x) stands for the normal vector defined on Γ and ∂y ∂n is the normal derivative. Finally, y • ∈ H is a given initial condition. We define the bilinear form a :
It follows by standard arguments that (1) holds; see [1, Lemma 5 
for u ∈ U and for all ϕ ∈ V and f.a.a. Remark 3. Letŷ ∈ Y be the unique solution to
Moreover, we introduce the linear and bounded solution operator S : U → Y as followsỹ = Su is the unique solution to
Then, y =ŷ + Su solves (2). ♦
2.2
The bicriterial optimal control problem. Let H be a real Hilbert space and G : Y → H a bounded linear operator. We define the operator S H = GS : U → H. Since G and S are linear and bounded, S H is linear and bounded as well. For a given desired state y H ∈ H we introduce the bicriterial cost functional 
Then setting y H = y Q − Gŷ ∈ H we can expressĴ in the form (4) . ♦ Lemma 5. The objectivesĴ 1 andĴ 2 are twice Fréchet differentiable with the derivativeŝ
where S H : H → U is the (Hilbert) adjoint operator satisfying
If S H is injective,Ĵ 1 is strictly convex and the ideal vector
is well-defined. 
Thus,Ĵ 1 is strictly convex as well, which implies that y id 1 is also well-defined. Example 6. In the context of Examples 1 and 4 it can be shown that for given u ∈ U ad the derivative ofĴ 1 takes the form
where p = p(u) ∈ Y is the weak solution to the adjoint or dual equation
cf. [17, Section 3.6] . Letp ∈ W (0, T ) andp = Au ∈ W (0, T ) be the weak solutions top(T ) = 0 in H,
respectively; cf. Remark 3. Then, p =p + Au is the weak solution to (6) . ♦
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In this paper we investigate the following bicriterial optimal control problem minĴ(u) subject to (s.t.) u ∈ U ad .
Problem (P) involves the minimization of a vector-valued objective. This is done by using the concepts of order relation and Pareto optimality; see, e.g., [4] .
Definition 7. The pointū ∈ U ad is called Pareto optimal for (P) if there is no other control u ∈ U ad \ {ū} withĴ i (u) ≤Ĵ i (ū), i = 1, 2, andĴ j (u) <Ĵ j (ū) for at least one j ∈ {1, 2}. The theoretical and numerical challenge is to present the decision maker with an approximation of the Pareto set P s and Pareto front P f given by
respectively. In order to do so, we follow the ideas laid out in [13, 14] and make use of the (Euclidean) reference point method : Given a reference point
The mapping F z measures the Euclidean distance betweenĴ(u) and z. It follows from [2, Lemma 2] that the mapping F z is strictly convex, if z ≤ y id holds. The goal is that -by finding a point that approximates z as best as possible -we get a Pareto optimal point for (P). Therefore, we have to solve the (Euclidean) reference point problem
which is a scalar-valued minimization problem. The following result, which extends Theorem 4 in [2] , follows from Lemma 5 and [1, Theorem 3.35].
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Theorem 8. Let z ∈ P f + R 2 ≤ and S H be injective. Then, (P z ) has a unique solutionū z = (ū z,1 , . . . ,ū z,m ) ∈ U ad , which is Pareto-optimal for (P).
By solving (P z ) consecutively with an adaptive variation of z, we are able to move along the Pareto front in a uniform manner. This way, we get a sequence {z k } k∈N ⊂ R 2 of reference points along with optimal controls {u
3.2 Optimality conditions. To compute a solution to (P z ) we make use of optimality conditions. Applying the chain rule and (5), we get for any u ∈ U
so that we have F z (u) = ∇F z (u), · U . The next results follows from (7) and [1, Corollary 3.37].
Theorem 9.
Let S H be injective and z = (z 1 , z 2 ) ∈ P f + R ≤ . Ifū z ∈ U ad is an optimal solution to (P z ), then a first-order necessary optimality condition reads
Example 10. We continue Examples 1, 4 and 6. Then, (8) has the form
Utilizing (5) we investigate the second derivative of F z . We are interested in whether F z is coercive. Let z ∈ P f + R 2 ≤ and u ∈ U ad . Then, we have for every v ∈ U:
Theorem 11.
In particular, (8) is also a first-order sufficient optimality condition for a strict 80 local minimum. If additionally z ≤ y id holds, (8) is even a first-order sufficient optimality condition for a strict global minimum.
is strictly convex in a neighborhood ofū z . Therefore, (8) is also sufficient for a strict local minimum.
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If z ≤ y id holds, we know that F z is strictly convex. Hence, (8) is sufficient for a strict global minimum in this case.
Remark 12.
It is possible to show that (8) is sufficient for a strict global minimum, if z ∈ P f + R 2 ≤ with z ≤Ĵ(ū z ) and z =Ĵ(ū z ) holds. A proof can be found in [1, Theorem 3.45] . ♦ 90 3.3 A-posteriori error estimation. We want to estimate the error ū z − u p U , whereū z ∈ U ad is the (unknown) optimal control of (P z ) and u p ∈ U ad \ {ū z } is a given suboptimal control. Let z ∈ P f + R 2 ≤ and S H be injective. We follow along the lines of [10] and define the perturbation ζ ∈ U by (10) for i = 1, . . . , m, where we have used the decomposition for a real number ξ ∈ R as
The following theorem is proved in [1, Theorem 3.51].
where ζ is given by (10) and
Reduced-order modelling (ROM) by POD
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The previously described reference point method requires for (P z ) to be solved repeatedly. In this multi-query context, it is reasonable to apply model-order reduction techniques in order to reduce the computational effort for the optimization. In this work we focus in particular on POD; see, e.g., [7] . Suppose that we have chosen an admissible control u ∈ U ad . Let y = Su denote the associated state variable and p be the solution to (6) . Then we consider the linear space of snapshots V = span {y(t),
For any finite ≤ d we are interested in determining a POD basis of rank which minimizes the mean square error between y(t), p(t) and their corresponding -th partial Fourier sums on average in [0, T ]:
A solution {ψ i } i=1 to (P ) is called POD basis of rank . Let us introduce the linear, compact, selfadjoint and nonnegative operator R : V → V by
Then, it is well-known [6, Theorem 1.15] that a solution {ψ i } i=1 to (P ) is given by the eigenvectors associated with the largest eigenvalues of R, i.e.,
Moreover, the POD basis {ψ i } i=1 of rank satisfies ψ i ∈ V for 1 ≤ i ≤ and
Now suppose that we have computed a POD basis
We define the finite dimensional subspace V = span {ψ 1 , . . . , ψ } ⊂ V . Then the POD solution operator S :
The adjoint equation (6) is also reduced in a similar way; cf. [6, Section 1.4.4]. Let us introduce the following linear, H-orthogonal projection:
H → V , and for ϕ ∈ H, P ϕ minimizes inf
We suppose that P H,V is a bounded operator from V to V . Then, we can apply [15, Theorem 5.3] . It follows from [6, Propositions 1.27 and 1.32] that the operator S is well-defined and
The POD approximation to (4) is given by the minimization problem
where we setĴ (u) = J(ŷ + S u, u). In particular,Ĵ 2 =Ĵ 2 holds true. To solve (P ) we apply the reference point method utilizing the corresponding distance function
with a reference point z ∈ P f + R 2 ≤ . The low-order correspondant of (P z ) reads
Thereby, we obtain a POD suboptimal controlū z ∈ U ad for any z. The resulting error is then estimated using Theorem 13 with u p =ū z . This indicates the quality of the current POD basis, which can then be recomputed if necessary. There is a constant C > 0 which does not depend on such that
Ifũ ∈ U ad \ {u} holds and y =ŷ + Sũ even belongs to H 1 (0, T ; V ), we have lim
Remark 15. We refer the reader to the Theorems 5.39, 5.41 and 5.45 in [1] 105 where also POD convergence results for
♦
The optimization algorithm
5.1 The reference point algorithm. We understand the task of numerically solving the multiobjective optimization problem (P) (respectively (P )) as computing an approximation of the Pareto front P f and the Pareto set P s by discrete, finite substitutes
The process of computing these N numerical solutions is of recursive nature. The first optimal control u (1) ∈ U ad is obtained by applying a weighted-sum method to (P). For a weight α > 0, this problem takes the form
It follows from [1, Lemma 3.14] that (P α ) admits a unique solutionū ∈ U ad which is Pareto optimal. We can therefore choose the associated optimal control 110 as a first point u (1) =ū ∈ P s of the approximate Pareto set. The parameter α influences how dominant the individual componentsĴ 1 andĴ 2 are for (P α ). The choice of α 1 will result in a large impact ofĴ 2 , thereby inducing a solution u with low control effortĴ 2 (ū) and high state penalizationĴ 1 (ū). Conversely, a parameter α 1 will enforce a solution with low state penalization and a high 115 control effort. In our simulations, we choose the latter variant and thus accept u (1) as the Pareto point with the lowest value forĴ 1 that we will achieve. Since u (1) is Pareto optimal, Definition 7 now implies that decreasing the componentĴ 2 further thanĴ 2 (u (1) ) by varying the admissible control can only be achieved by increasing the first componentĴ 1 fromĴ 1 (u (1) ). If we view the objective space as a two-dimensional plane, this means that P f continues from J(u (1) ) to the lower right. The idea behind the recursive algorithm is to iteratively generate a series of reference points z (2) , ..., z (N ) and choose u (n) as the solution to (P z ) with z = z (n) (i = 2, ..., N ). In this way, we would like to move along P f in an equidistant manner. Since we know that P f continues to the lower right, the reference points should be chosen similarily. This is realized by iteratively defining a reference point z (n+1) ∈ R 2 which is located at the lower right of the current discrete Pareto pointĴ(u (n) ) and captures the local geometry of P f . For this, let us observe the following properties of Euclidian reference point problems: From [1, Lemma 3.42] it follows that u (n) is also the unique solution to each reference point z =Ĵ(u Figure 1 . Consequently, the vector ϕ
) and points to the lower right. This means that by scaling ϕ || accordingly, we may determine how far along P f the next reference point will be chosen. Likewise, scaling ϕ ⊥ allows to determine how close to P f the reference points are located. This translates to choosing scalars h || , h ⊥ > 0 and recursively defining for n = 2, ..., N − 1:
Note that we can not define the reference point z (2) in this manner since u (1) was computed by the weighted sum method rather than by the reference method. However, due to the high dominance ofĴ 1 at u
(1) , we may assume that P f is approximately vertical in this area. In (13), we can therefore set ϕ || := (0, −1) t and ϕ || := (−1, 0) t . In other words,
The following lemma assures when the above strategy will actually generate a series of Pareto optimal points.
Lemma 16. Let P s = {u (1) , ..., u (N ) } ⊂ U ad be generated as described above.
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Further, assume that S H is injective and z (n) ∈ P f + R 2 ≤ holds for n = 2, ..., N . Then, P s ⊂ P s and P f ⊂ P f .
Proof. First, the Pareto optimality of u (1) follows from [1, Lemma 3.14]. Each subsequent control u (n) (n = 2, ..., N ) is the solution to a reference point problem (P z ). It then follows from Theorem 8 that these controls are Pareto optimal.
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For the numerical implementation, the condition z (n) ∈ P f + R 2 ≤ is not easy to verify since P f is not known in advance. Instead, we employ a heuristic termination condition. As it was already explained, the algorithm tracks the Pareto front along decreasingĴ 2 and increasingĴ 1 . For two subsequent solutions, we therefore expect the differenceĴ 2 (u (n+1) ) −Ĵ 2 (u (n) ) to be negative. Once the algorithm has reached the approximate end of the Pareto front, this difference will become very close to zero or even positive. Once this is the case, we abort the algorithm. The procedure is summarized in Algorithm 1.
Algorithm 1 (Reference point method for the full-order model)
Require: Maximal number N ∈ N of Pareto points, recursive parameters h || , h ⊥ > 0, weighted-sum parameter α > 0, termination parameter ε ≥ 0. 1: Solve (P α ) and the solution as u (1) . Set P s ← {u (1) } and P f ← {Ĵ(u (1) )}. Solve (P z ) with reference point z (n) and save the solution as u (n+1) .
5:
return P s , P f 7:
Add P s ← P s ∪ {u (n+1) }, P f ← P f ∪ {Ĵ(u (n+1) )}.
9:
if i < n then
10:
Compute z (n+1) by (13).
11: return P s , P f .
Solution of the reference point problem.
The minimization problems (P z ) and (P α ) are both of the type
where F : U → R is twice Fréchet differentiable and strictly convex. They are numerically solved by an iterative descent algorithm: A sequence {u (k) } ∞ k=0 ⊂ U ad of controls is generated by the recursion
where P ad : U → U denotes the projection onto the admissible set, meaning that
Further, the direction δ (k) ∈ U is computed by a Projected Newton-CG method : At u (k) , the set of active indices is defined by
The control space is now split into two subspaces:
Let P A , P I : U → U be the projections onto the respective subspaces. Naturally, for every δ ∈ U, it is then δ = P A δ + P I δ. The idea behind the Projected Newton's method is now to include second-order information of F only for the active indices: The Projected Hessian is therefore defined as
The search direction δ (k) ∈ U is now determined in the very same way as the canonical Newton's method:
For the solution of the linear system (15), a CG-algorithm is employed. It is easy to verify that since
) is as well. However, it has to be noted that the definiteness may sometimes be lost in the numerical experiments due to discretization inaccuracies. If this is the case, the Newton scheme (15) is temporarily abandoned in favor of a gradient step, i.e. we set δ (k) = −∇F (u (k) ). After the direction δ (k) ∈ U has been determined, a backtracking line search is employed to find a step size θ k ∈ R > which satisfies the Armijo rule:
with a constant c A ∈ (0, 1). Starting with a full Newton step at θ k = 1, the step size is recursively decremented by setting θ k ← βθ k with a constant β ∈ (0, 1)
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until (16) is satisfied. This procedure helps to ensure a satisfactory descent of the objective function.
5.3 Model-order reduction. Section 4 has introduced the concept of model-order reduction. This leads to a reduced gradient ∇F z which is needed in the optimization. The general strategy for the application of model-order reduction will 140 always follow the same steps: In the beginning of the optimization, use a certain control u ∈ U ad to generate full-order solutions y = Su ∈ W (0, T ) of (2) and p ∈ W (0, T ) of (6) . From this point on, replace (2) and (6) by their low-order POD-Galerkin schemes. Then, use e.g. the a-posteriori error estimator (11) in order to assess the quality of solution to the arising low-order optimization 145 problems. If the error estimator deteriorates too drastically, repeat 1. for a current control, i.e. recompute the reduced-order model. There are many different strategies for a good choice of the full-order data whereby the reduced model is generated. In Algorithm 2, we present a reduced-order variation of Algorithm 1 which contains one possible strategy for the choice of data.
Algorithm 2 (Reference point method for the reduced-order model)
Require: Maximal number N ∈ N of Pareto points, recursive parameters h || , h ⊥ > 0, weighted-sum parameter α > 0, termination parameter ε ≥ 0. 1: Solve (P α ) to get the control u (1) . Set P s ← {u (1) } and P f ← {Ĵ(u (1) )}. 2: Get {ψ i } i=1 from (P ) using the state y and the dual p associated with u (1) . 3: Compute z (2) by (14). 4: for n = 2, ...., N do
5:
Solve (P z ) with reference point z (n) and save the solution as u (n+1) .
6:
return P s , P f 8:
10:
11:
Compute the a-posteriori error estimator ∆(u (n) ) for u (n) by (11).
12:
if ∆(u (n) ) > ε ∆ then
13:
Compute the full-order state y and adjoint p to control u (n) .
14:
Use y and p to recompute the POD-ROM by solving (P ).
15:
Compute z (n+1) by (13) .
16: return P s , P f . heaters by calling the set A i region i. We set bilateral constraints u a (t) = 0 and u b (t) = 3 on the control u. This yields
Numerical experiments
The room is supposed to be perfectly isolated, i.e. it holds α 1 = 0 on the whole boundary Γ 1 = ∂Ω. This yields a homogeneous Neumann boundary condition. As an initial condition we suppose that there is a constant 165 temperature of 16
• in the whole room, i.e. y • (x) = 16 for all x ∈ Ω. For the desired temperature we want a uniform increase of the temperature from 16
• at t = 0 to 18
• at t = T : y Q (t, x) = 16 + 2t for all (t, x) ∈ Q. All computations were carried out on a standard PC, Intel(R) Core(TM)2 Duo CPU P8700 @ 2.53GHz, 4 GB RAM.
6.2 Results. In our first experiment we run the algorithm for c b = 1. The left plot of Figure 2 shows the Pareto front P f that we obtain in this case. We observe that P f is smoothly approximated by 47 Pareto optimal points. Hereby, P f ranges from P 1 = (0.0191, 3.5876) to P 47 = (0.6667, 0), i.e. the desired temperature can be achieved quite closely in the upper part of the Pareto front.
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In a next step we want to investigate the heating strategies for different optimal controls and compare them with the strategies of optimal controls obtained by running the algorithm for a system without convection, i.e. c b = 0. Therefore, we pick three optimal controls in both cases, which are situated in the top, the middle and the bottom of the Pareto front.
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The influence of the convection term on the optimal controls can be immediately seen in Figure 3 . As the system without convection is totally symmetric, all four heaters heat the same up to numerical inaccuracies. In contrast to that the optimal controls of the system with convection adapt to the air flow, which goes from the top left corner of the room to the right bottom corner by using different 185 heating strategies for all four heaters. Heater two needs to heat the most because the warm air is transported from the second region mainly into the third region. Consequently, heater three has to heat the least. By especially looking at the optimal controlū 1 of the system with c b = 1, we see that the control of the second heater is active on the upper bound of the constraints in the beginning 190 of the heating process. The consequence is that the temperature in this region is actually overshooting the desired temperature distribution in the beginning. In the further progress the excessive heat of this region is transported into the other regions by the air flow, so that heaters one, three and four actually have to heat way less than in the case without convection.
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Another interesting aspect worth considering is the difference in the computation times for the system with and without convection. As expected one can see in the right plot of Figure 2 that the system without convection needs less computation time because on the one hand, the convection term adds dynamics to the optimal control problem, which are more difficult to handle, i.e. more Newton-CG iterations are needed for convergence than without the convection term. On the other hand, solving the state and adjoint equation gets more costly due to the fact that the arising linear equation systems become non-symmetric. In addition, the computation times of both systems are monotonically decreasing with some fluctuations when traversing the Pareto front from top to bot-205 tom. By looking at the computation time of the system with convection, several jumps can actually be seen. These jumps correspond to a decrease of needed Newton-CG iterations in the optimization routine. The reason for this decrease is that the coercivity constant of F z (ū) is given by the differenceĴ 2 (ū) − z 2 (see Theorem 11), which is increasing in comparison toĴ 1 (ū) − z 1 while traversing 210 the Pareto front from top to bottom and thus making the problem smoother. A second experiment is conducted to investigate the influence of the parameter h ⊥ in the generation of the reference points (see equation (13)) on the approximation quality of the Pareto front. It was shown in [1] that this choice of reference points leads to Ĵ (ū n+1 −ū n ) 2 ≤ h ⊥ . Indeed, Figure 4 shows that 215 the distances between consecutive Pareto optimal points adapt nicely to the parameter h ⊥ . Additionally, we observe that in regions in which P f has a high curvature the distance between consecutive Pareto optimal points gets automatically smaller without having to change the parameter h ⊥ . This is an important property because regions with high curvature need a finer approximation.
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Now we turn to analysing the results we get when applying the reduced-order model. First of all, we are interested in the influence of the convection term on the quality of the approximation. In [2] it was shown that already two basis functions yield good results for a system without convection. However, hand, increasing the strength of the convection does not have such a strong influence on the errors. This can be explained by the fact that adding convection to the system completely changes the dynamics of the state and the adjoint than for = 10 for some reference points is not due to a better approximation, but due to coincidence in the computation of the reference points. This can be seen by looking at the errors in the objective space, which are always higher for = 5 than for = 10. As there is a lack of a-priori analysis for the POD method, it is crucial for 245 the numerical implementation to have good a-posteriori estimates. One such estimate was introduced in Theorem 13. Here, we want to test its efficiency. Therefore, we consider the quotient of the a-posteriori estimates (11) and the real approximation error in the control and the objective space, respectively. The closer this quotient is to 1, the more efficient the estimate is. The results
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for different parameter settings can be seen in Figure 7 . We observe that the efficiency of the a-posteriori estimate in the control space is very good except for the cases c b = 0 and = 2. For all of the other parameter settings the efficiency is close to 1 in large parts of the Pareto front. On the other hand, the efficiencies of the a-posteriori estimates in the objective space are worse by 255 a factor 10-100 in most cases. Note that the gaps in the plots in Figures 7 (b) and (d) for = 2 are due to the fact that the optimization routine does not converge properly in this case, so thatĴ 2 (ū 5 ) < z 5 2 holds and the a-posteriori estimates cannot be computed. Using the good efficiency of the a-posteriori estimate in the control space, we 260 propose a straightforward strategy to adaptively increase the number of utilised POD basis functions. Algorithm 6 shows the routine for computing the nth Pareto optimal point. In a nutshell the number of POD basis functions is increased, if the a-posteriori estimate for the controls exceeds a predefined threshold µ.
265
We test this algorithm in two different versions: First, the Pareto front is as usual computed from top to bottom, and secondly from bottom to top. The later approach appears more natural in the sense that we start with the part of the Pareto front, in which the scalar optimization problem is well conditioned and only small dynamics are expected due to little control input. In the process that the POD basis is computed using a snapshot space, which already contains strong dynamics. In both versions we start with 0 = 2 basis functions. The Figures 8 show exactly the difference of the two approaches. While in the case 275 of the computation direction being from top to bottom the POD basis is mainly extended during the first optimization problem, the POD basis is sequentially extended in the second approach. However, both approaches end with the same number of 15 basis functions. For both versions the control of the approximation error works very efficiently. The instances in which the real error overshoots the 280 a-posteriori estimate are due to inaccuracies in the computation of the solution of the full system. As the POD basis gets immediately updated to 13 basis function in the beginning for the version from top to bottom, it is clear that this approach yields better results than the version from bottom to top. In a last step we compare the computational times for different settings. We see 285 in Table 1 that the algorithms with a fixed number of basis functions perform the fastest. They are up to a factor 30 faster than the full system. However, there is the risk that on the one hand, not enough basis functions are chosen, which leads to bad convergence properties and thus high computational times (see the results for = 2) and on the other hand, there is no error control during 290 the algorithm, which might lead to unsatisfying results. In comparison to that the adaptive basis extension algorithms need more time.
One share of the additional time consumption is simply that the a-posteriori estimate has to be computed after each optimization problem. For this purpose Solve (P z ) with reference point z (n) with Algorithm 2.
3:
Compute the a-posteriori estimate µ apost from (11) for the controls. both the state and adjoint equation have to be solved once with the full system.
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The second reason for the higher computation time is the basis extension itself. Each time the basis is extended, the current optimization problem has to be solved again using the larger POD system. In our results we observe an 13 basis extensions for both algorithms, i.e. 13 optimization problems are computed in vain. Yet, they are still faster by a factor of 5-10 than solving the full system 300 and their big advantage is that they can control the maximal approximation error. 
