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Abstract
This dissertation presents developments in nonlinear multiscale topology optimization. Our con-
tribution consists of three parts: a multiscale design framework for nonlinear elastostatic prob-
lems; extension to nonlinear elastodynamics; and an elastoplastic design methodology for tran-
sient dynamics. We systematically develop adjoint sensitivity analyses and incorporate them into
gradient-based optimization update algorithms.
In the multiscale elastostatic formulation, we design composite material microstructures by
combining topology optimization, computational homogenization and parallel programming into
a multilevel design framework. The design problem is posed as a multilevel topology optimiza-
tion problem: a macroscopic problem that optimizes the constituent volume fraction field and the
microscopic problems, at each macroscopic material point that optimize the unit cell morpholo-
gies. Homogenization theory is used to compute a homogenized macroscale response without
fully resolving the high frequency oscillations corresponding to the microscale. For composite
structures exhibiting nonlinear response, closed form expressions relating composite microstruc-
ture design parameters to their homogenized properties do not exist in general. Hence, we resort
to computational homogenization to compute the macroscopic effective properties. The presence
of nonlinearities and the iterative nature of the design process makes the problem computation-
ally challenging to work with. We resolve this through the use of Message Passing Interface and
utilize this framework to design structures for maximum stiffness.
We extend the above framework to nonlinear multiscale elastodynamics where we design ma-
terial microstructures to achieve effective energy propagation in structures subjected to impact
loading. The design process is formulated under the assumption that the primary wave of in-
terest has much longer wavelength compared to the microstructural length scale. Under such
an assumption, static homogenization theory holds and is utilized to compute the macroscopic
ii
effective properties.
Finally, we further extend the multiscale transient elastodynamic formulation to design elasto-
plastic material systems for impact mitigation. Using the multiscale elastodynamic computational
framework, we replace the unit cell computations with the local constitutive evolution equations
of small deformation elastoplasticity. Furthermore, to extend the adjoint sensitivity formulation,
we account for the history dependence of internal state variables. Using these sensitivities and
topology optimization, we distribute two elastoplastic materials within a design domain to effec-
tively dissipate the energy in an impact problem.
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Chapter 1
Introduction
Most research in structural topology optimization, i.e., the optimal distribution of two ormorema-
terials within a structure, focuses on linear elastic material response and the related elastostatic
applications. This is despite the fact that nonlinear analysis solution techniques are fairly well
developed. The primary difficulty in designing for nonlinear behavior is the iterative, and hence
the computationally expensive, nature of the analysis itself. These difficulties are enhanced when
we have (a) heterogeneities occuring at a microscopic scale and (b) history-dependent material re-
sponse; both of which warrant a multilevel analysis approach. Dynamic applications under these
assumptions further amplify the computational expense of the problem due to the time stepping.
Due to this reason the optimal design of such structures is lacking. This dissertation narrows this
limitation by combining topology optimization, multilevel analysis and parallel programming
into a multilevel design framework.
It is well known that the topology optimization suffers from lack of existence of solutions,
i.e., it is ill-posed [73, 115]. The ill-posedness first encountered in numerical studies wherein the
optimal designs proved to be mesh dependent; since then mathematicians have proven that the
minimizing sequence of designs does not converge [31, 75]. In order to obtain a well-posed prob-
lem, a relaxation or regularization of the problem formulation is required wherein one can either
extend the design space to include multiphase composite materials [76], or restrict the design
space by controlling the minimum feature size [92]. The former relaxation approach uses a con-
tinuously varying volume fraction to describe the proportions of the material constituents at each
point in the domain and additionally optimizes the microstructure of the composite at each point;
macroscopic effective properties are determined via the homogenization theory. In the latter re-
striction approach a perimeter constraint is placed on the net boundary area of all the material
interfaces. In this way, the minute features characteristic of composite microstructures are disal-
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lowed [47]. The problem must be solved with integer programming methods in that the discrete
choice of material must be specified throughout the domain. Such integer programming problems
are notoriously difficult to solve. We prefer to solve it with nonlinear programming methods and
thereby we convexify it by introducing a continuously varying volume fraction field. Now each
point in the domain consists of a mixture of materials. Such mixtures violate the discrete nature of
the originally posed problem. We therefore invoke strategies which generate optimized designs
without mixtures, i.e. such that there exists a distinct material throughout the domain. The Solid
Isotropic Material with Penalization (SIMP) is one such strategy [16] and is often used in conjunc-
tion with a length scale control. An added benefit of the convexification is the ability to introduce
additional means to constrain the minimum feature size, namely filtering [27], slope constraints
[100].
In Chapter 2 and 3, we present a hierarchical multiscale design framework that utilizes both
the restriction and relaxation topology optimization formulations. In this framework, we cou-
ple computational homogenization with topology optimization to design a composite structure’s
microstructure to optimize its nonlinear elastostatic and elastodynamic behavior. To generate a
well-posed macroscopic topology optimization problem, we use relaxation to admit the appear-
ance of microstructures and use homogenization theory to relate the macroscopic homogenized
response to its microstructure. And because closed form expressions for homogenized properties
generally do not exist for materials with nonlinear response we rely on computational homoge-
nization to evaluate them. To optimize the homogenized properties of the unit cell we again use
topology optimization and to make this unit cell optimization problem well posed we use restric-
tion and thereby obtain a minimummicrostructural length scale. The coupled nonlinear analyzes
and optimization problems are computationally intensive tasks that we resolve with a scalable
parallel framework based on a single-program-multiple-data programming paradigm.
For the numerical implementation, the macroscopic domain is discretized by finite elements
and each integration point of the macro-element is associated with a distinct microstructural unit
cell. These unit cells are in turn discretized using finite elements. The response to a given design
is obtained via a coupled multiscale analysis that is resolved using a nested Newton approach
wherein the micro- i.e., homogenization and the macro- i.e., momentum balance governing equa-
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tions are solved using the inner and outer nested Newton iterations. Topology optimization is
used to find the optimalmorphology of these unit cells so as to obtain a desiredmacrostructural re-
sponse. Adjoint sensitivities that relate the microstructural design parameters to the macroscopic
objective are derived and incorporated into a gradient based optimization update algorithm. In
Chapter 2, an elastostatic formulation is developed to obtain optimal unit cell morphologies when
designing structures for maximal stiffness. An elastodynamic formulation geared towards energy
wave tailoring is developed in Chapter 3.
Plastic dissipation plays an important role in designing material systems relating to crash wor-
thiness as well as impact and blast mitigation. To this end, a restriction based transient dynamic
topology optimization methodology for small deformation rate-independent elastoplasticity with
applications to impact mitigation is developed in Chapter 4. The multiscale approach developed
in Chapter 3 is utilized by replacing the microscopic homogenization problem by the local state
variable evolution equations. An adjoint sensitivity analysis is systematically developed by ac-
counting for the history dependence of the internal state variables and is incorporated into a
topology optimization framework to achieve effective energy dissipation in structures subjected
to impact loadings. Recommendations for future work are provided in Chapter 5.
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Chapter 2
Nonlinear structural design using
multiscale topology optimization: Static
formulation
We present a hierarchical multiscale design framework that couples computational homogeniza-
tion with topology optimization to design a composite structure’s microstructure to optimize its
nonlinear elastostatic behavior. To generate a well-posed macroscopic topology optimization
problem, we use relaxation which requires homogenization to relate the macroscopic homog-
enized response to its microstructure. And because closed form expressions for homogenized
properties generally do not exist for materials with nonlinear response we rely on computational
homogenization to evaluate them. To optimize the homogenized properties of the unit cell we
again use topology optimization and to make this unit cell optimization problem well posed we
use restriction and thereby obtain a minimum microstructural length scale. The coupled nonlin-
ear analyzes and optimization problems are computationally intensive tasks that we resolve with
a scalable parallel framework based on a single-program-multiple-data programming paradigm.
Numerical implementation is discussed and examples are provided.
2.1 Introduction
Topology optimization, i.e., the optimal distribution of two or more material constituents in a
body to minimize a cost function and satisfy constraints, can be divided into restriction and relax-
ation formulations. In restriction one constrains the design space by imposing a minimum length
scale on the oscillations between the phases, e.g., by imposing a perimeter constraint [8, 47]. More
typically however, the control, i.e., the discrete valued characteristic function field which dictates
what material is present at each field point, is replaced with a volume fraction field. This modifi-
cation convexifies the problem to make amenable for computing and allows for alternate length
scale control methods, e.g. via slope constraints [92, 112] or filters [23, 27]. On the other hand,
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in relaxation methods one expands the design space by introducing a multiphase composite at
each material point rather than a distinct material. Homogenization is then used to obtain the
composite’s “averaged” material properties and optimization is used to design the composite’s
microstructure [17, 32, 64, 74, 90]. Herein we design nonlinear structures using topology opti-
mization with relaxation; however to design the composite microstructure of the unit cell we use
topology optimization with restriction.
The design of composite structures which exhibit linear elastic response benefits from closed
form expressions which relate composite microstructure design parameters to their homogenized
properties, e.g. laminate volume fractions and orientations in sequentially ranked laminates are
related to the homogenized elasticity tensor [3, 5, 41, 57, 70, 96]. In such cases, analytical methods
can be used to optimize the microstructure morphology for the given material volume fractions.
Alternatively, one may evaluate and optimize the homogenized properties via numerical compu-
tations, cf. [103] wherein the structural optimization problem is formulated as a multilevel topol-
ogy optimization problem: a macroscopic problem optimizes the constituent volume fraction field
and microscopic problems, at each macroscopic material point, optimize the unit cell morpholo-
gies (for the given unit cell material volume fractions). This approach utilizes both the relaxation
and restriction topology optimization formulations. Indeed, relaxation in the macroscopic prob-
lem admits the appearance of microstructure and relies on homogenization to compute effective
material properties whereas restriction in the microscopic problems prohibits the appearance of
fine scale oscillations in the unit cell. Bear in mind, the restricted minimum length scale in the unit
cell still gives rise to infinitesimally fine scale features in the macroscopic structure.
We use a hierarchical procedure similar to that described in [103] and discretize the macro-
scopic domain by finite elements; and to each integration point of each macroscopic finite element
we assign a distinct microstructure. These microstructures are defined by their unit cells which
themselves are discretized by finite elements. As such, our design variables become the material
volume fractions for each finite element in each unit cell corresponding to each integration point
of each macroscopic finite element. Unlike Rodrigues et al., we compute the macroscopic mate-
rial volume fractions by averaging the microscopic unit cell material volume fractions and hence
only the material volume fractions of the finite elements that comprise the unit cells enter our
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optimization. And since our problem is nonlinear, the closed form analytical expressions for the
homogenized properties that are obtained by integrating the responses to applied unit strains over
the unit cell utilize the incremental elasticity tensors rather than the linear elasticity tensors of the
constituents.
The material layout problem is an integer programming problem and is not viable for solv-
ing large scale problems. To this end, we convexify the problem by introducing a continuously
varying design volume fraction field [17]. To generate well posed unit cell optimization prob-
lems we use restriction via filtering [27] and to generate relatively distinct boundaries between
the material constituents within the unit cells and hence best approximate the original indicator
function formulation, we use the Solid Isotropic Material with Penalization (SIMP) [16]. Sensitivi-
ties, computed analytically via an adjoint method [81], are combined with the Method of Moving
Asymptotes (MMA) [117] to solve the combined macroscopic-microscopic optimization problem.
Our work is limited to nonlinear hyperelastic heterogeneous materials in which each material
phase is modeled with a polyconvex energy functional. When computing the homogenized en-
ergy, we assume no microstructural bifurcations occur, although at large loads this may not be
the case. Indeed, it is known that large deformations induce [44, 87] microstructural instabilities
that break the symmetry of periodically arranged unit cells resulting in the loss of local ellipticity
of the macroscopic homogenized incremental elasticity tensor (and hence the equilibrium equa-
tions). This leads to the loss of polyconvexity of the homogenized energy functionals. To account
for such bifurcations, non-convex homogenization theory [2, 87] must be applied wherein the unit
cell is replaced by an ensemble of unit cells [82, 107]. Unfortunately the size of this ensemble is dif-
ficult to assess a priori. For this initial study, we assume no such instabilities occur and hence the
ensemble reduces to a single unit cell.
The response for a given design is computed using amultilevel nestedNewton strategy [81, 95,
113, 131] to resolve the coupled finite element equations. In each iteration of the outer loop, the
residual and its tangent matrix corresponding to the macroscopic equilibrium equation is com-
puted. Each macroscopic iteration requires satisfaction of the Gauss point unit cell nonlinear
homogenization equations. These numerous microscopic computations are solved via separate
Newton iterations in the inner loop of our nested procedure. Fortunately, themicroscopic analyses
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are independent making them ideally suited for parallel programming. Our parallel framework,
which achieves nearly optimal speedup, is based on the Single Program Multiple Data (SPMD)
parallel programming paradigm using the Message Passing Interface (MPI) concepts of PETSc
[12, 13, 14] and the Armadillo C++ linear algebra library [109].
The organization of this chapter is as follows: In Section 2.2 we discuss the nonlinear homog-
enization and the nested Newton strategy to solve the multiscale analysis problem. Section 2.3
describes topology optimization and the associated sensitivity analysis. Representative numeri-
cal examples with applications to elastostatics are provided in Section 2.4. Section 2.5 presents the
relevant conclusions.
2.2 Nonlinear homogenization
The primary goal of homogenization is to extract the macroscopic “averaged” response from the
infinitesimal highly oscillatorymicroscopic response. For linear elastic materials themathematical
theory of asymptotic expansions is used to obtain analytical relations [21, 59, 89, 108 - Bensoussan
et al., Jikov et al., Mura, Sanchez-Palenzia]. Unfortunately, the availability of analytical homog-
enization expressions for nonlinear materials is limited, and the process of deriving them is an
active area of research cf. [29, 139 - Castanada and Suquet, Willis]. For this reason, the finite
element method is often used to approximate the material point homogenized response of non-
linear materials. This results in a coupled boundary value problem: the macroscale problem and
numerous microscale problems [102, 116, 120, 131 - R. J. M Smit and Meijer, Suquet, Terada and
Kikuchi, V. Kouznetsova]. In this section, we specialize the finite element based homogenization
method for nonlinear hyperelastostatic composite structures.
To begin, we consider an inhomogeneous macrostructure in which the heterogeneities occur
at a very fine scale. The body under consideration B is identified by its reference configuration
Ωǫ ⊂ R3; and material points in B are identified by their position vectors in the reference config-
uration x ∈ Ωǫ. We denote the boundary of Ωǫ by ∂Ωǫ, its outward surface normal vector by
n, and divide ∂Ωǫ into complementary regions: ΓǫD on which the homogeneous displacement is
prescribed, and ΓǫN on which the traction t
p is prescribed. The external body load b is prescribed
onΩǫ.
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The mechanical behavior of this macrostructureΩǫ depends on the material point microstruc-
ture which has a characteristic length scale ǫ. We denote this dependency by using the superscript
ǫ and let uǫ, Fǫ and Pǫ denote the displacement, deformation gradient and first Piola-Kirchhoff
stress fields.
Due to the presence of heterogeneities throughout the macrostructure, these responses are
highly oscillatory; and hence their computation via finite elements would be costly since it would
necessitate an ultra fine discretization.
We are concerned with the averaged response over ǫ and not the fine scale oscillations and
thusly we homogenize the response. In homogenization, a scale separation is assumed wherein
the material configuration is assumed macroscopically homogeneous but microscopically hetero-
geneous. As explained in [120 - Terada and Kikuchi] the minimization problem to find the dis-
placement uǫ is
uǫ = arg
{
inf
vǫ∈U(Ωǫ)
I(vǫ)
}
, (2.1)
where
I(vǫ) =
∫
Ωǫ
Ψ̂
(x
ǫ
, I +∇vǫ
)
dΩ−
∫
Ωǫ
vǫ · bdΩ−
∫
ΓǫN
vǫ · tp dΓ , (2.2)
is the total potential energy in which Ψ̂ is the stored energy per unit volume response function
and
U(Ωǫ) := {u ∈ H1(Ωǫ) | u = 0 on ΓǫD} . (2.3)
We assume the microscopic domain is periodic with period ǫ Y making ǫ the size, i.e., mi-
crostructure length scale, of the unit cell Y = (0, 1)3. We further assume the stored energy function
Ψ̂ : Y × L+ → R, is objective (with L+ a set of tensors with positive determinant) and satisfies cf.
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[2 - Allaire].
Ψ̂(·,A) : Y → R is measurable and Y − periodic, (2.4a)
Ψ̂(y, ·) : L+ → R is differentiable and (2.4b)
Ψ̂(y, ·) : L+ → R satisfies suitable growth conditions. (2.4c)
The goal of homogenization is to find a homogenized energy function IH of the homogenized
bodyΩM which is defined such that the sequence of minimizers u
ǫ to (2.1) as ǫ→ 0 converges to
the minimizer uM of I
H 1. That is, there exists a homogenized energy function
IH(vM) =
∫
ΩM
Ψeff(x, I +∇vM)dΩ−
∫
ΩM
vM · bdΩ−
∫
ΓN
vM · t
p dΓ , (2.5)
and a uM = arg
{
inf
vM∈U(ΩM)
IH(vM)
}
such that, cf. [1, 77 - Allaire, Marcellini],
uǫ⇀uM weakly in U(ΩM) and (2.6a)
I(uǫ)→ IH(uM). (2.6b)
Following the works of Hill [53 - Hill], Hill and Rice [54 - Hill and Rice], Ogden [105 - R.W. and
Ogden], the homogenized stored energy response function Ψeff in (2.5) is given by
Ψeff(x,FM(x)) = inf
u˜∈W1,pper(Y)
1
Vol(Y)
∫
Y
Ψ̂(y,FM(x) +∇yu˜(x,y)dV , (2.7)
where y = x/ǫ is the position vector in the unit cell, FM(x) = I + ∇uM(x) is the macroscopic
deformation gradient and u˜(x, ·) is the Y−periodic displacement field that is superimposed on uM
to capture the fine scale response variations over the unit cell Y. Note that ∇yu˜(x, ·) necessarily
has zero mean over Y since u˜ is periodic (so that
∫
Y
∇yu˜dV =
∫
∂Y
u˜ ⊗ ndA = 0) and that FM
is uniform over the unit cell Y. Here W1,pper(Y) is the W
1,p−closure of all C1 functions which are
periodic on the unit cell Y [2 - Allaire].
1∂ΩM, ΓD and ΓN are analogous to ∂Ω
ǫ, ΓǫD and Γ
ǫ
N.
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In obtaining the result (2.7), we assume the energy function Ψ̂(y, ·) is convex and hence we
average over a single unit cell [1 - Allaire]. In cases when Ψ̂ is nonconvex, averaging is performed
over an ensemble of unit cells and hence the homogenized energy involves an additional mini-
mization over the positive integers I+. The minimizer k ∈ I+ is the number of unit cells in the
ensemble which minimizes the volume averaged homogenized energy. We note that the energy
function of realistic hyperelastic materials are nonconvex [34 - Ciarlet]. However, we nonethe-
less proceed using the convex assumption, which should be adequate provided the microscale
deformation gradient is not too severe so as to avoid instabilities such as local buckling. Refer
[44, 87, 88, 121 - Geymonat et al., Mu¨ller, Mu¨ller and Neukamm, Terada and Kikuchi] for de-
tailed discussions of nonlinear homogenization, convergence properties and homogenization of
nonconvex integral functions.
Summarizing, through the use of homogenization, we introduced a two scale modeling ap-
proach with equations (2.5) and (2.7) defining the energies for the minimization problems corre-
sponding to macroscale equilibrium and microscale equilibrium, respectively.
The weak problem formulation resulting from (2.5) is to find uM ∈ U(ΩM) such that
rM(uM) :=
∫
ΩM
∇w·PM dΩ−
∫
ΩM
w·b dΩ−
∫
ΓN
w· tp dΓ = 0 ∀w ∈ U(ΩM), (2.8)
where
PM(x) = P̂M(x,FM(x)) =
∂Ψeff(x,FM(x))
∂FM
, (2.9)
is the homogenized Piola-Kirchhoff stress and P̂M is the stress response function. In solving (2.8),
we follow a strain driven two-scale solution procedure wherein for each point x in the macrostruc-
ture, we evaluate the homogenized stress PM(x) by enforcing microscopic equilibrium over the
corresponding unit cell.
The microscopic (unit cell) boundary value equilibrium problems follow from invoking sta-
tionarity on (2.7). At each point x the macroscopic deformation gradient FM(x) is applied as a
uniform strain throughout the unit cell Y while its boundary ∂Y is subjected to periodic boundary
conditions. The heterogeneities in the unit cell subsequently induce the nonuniform microscopic
10
deformation gradient
Fm(x,y) = FM(x) +∇yu˜(x,y). (2.10)
Without loss of generality, we assume two phase composite material microstructures occupy
the unit cells Y. The constitutive behaviors of the phases are characterized by their stored energy
response functions Ψ1 and Ψ2 which are functions of the microscopic deformation gradient Fm
and hence
Ψ̂(y,Fm) = χ(y)Ψ1(Fm) + (1− χ(y))Ψ2(Fm) , (2.11)
where χ is the characteristic function for phase 1, i.e., χ(y) equals 0 or 1 if the particle y is a phase
1 or phase 2 material, respectively.
As per hyperelasticity theory, the microscopic stress at each point y ∈ Y is
Pm(x,y) = P̂m(y,Fm(y)) =
∂Ψ̂(y,Fm(y))
∂Fm
, (2.12)
where P̂m, the microscopic stress response function. Whence the stationarity condition of (2.7)
reads: find the displacement u˜ ∈ W1,pper(Y), such that
rm(u˜) :=
∫
Y
∇yw·Pm dV = 0 ∀w ∈W
1,p
per(Y). (2.13)
After solving the above micro problem for u˜ at each point x, the macroscopic homogenized
stress field PM(x) of (2.9) can be computed using (2.7). Indeed we first define F
∗
m = FM +∇yu˜
∗
where u˜∗ is a minimizer of (2.7), or equivalently a solution to (2.13). Then we substitute (2.7) into
(2.9) and use (2.12), whereupon the equation for macroscopic effective stress is obtained from the
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variation
P̂M(FM) · δFM = δΨeff(FM; δFM) (2.14a)
= δ inf
u˜∈W1,pper(Y)
1
Vol(Y)
∫
Y
(Ψ̂(y,FM +∇yu˜
∗(y,FM))dV (FM; δFM) (2.14b)
=
1
Vol(Y)
∫
Y
P̂m(y,F
∗
m(y))dV · δFM
+
∫
Y
P̂m(y,F
∗
m(y)) · ∇yδu˜
∗(y,FM; δFM)dV
 , (2.14c)
where we suppress the argument x for conciseness and note that δFM is uniform over Y and
that the second term on the right hand side of (2.14c) vanishes upon using (2.13). Hence, the
macroscopic stress is the volume averaged microscopic stress, i.e.,
PM(x) =
1
Vol(Y)
∫
Y
P̂m(y,FM(x) +∇yu˜
∗(x,y))dV . (2.15)
We emphasize that the computations in (2.13) and (2.15) are performed at every material point x
in the macroscopic domain.
As soon seen, when we use finite element analysis to solve this coupled micro-macro problem,
we need to evaluate the macro incremental elasticity tensor AM = DP̂MupslopeDFM = D
2ΨeffupslopeDF
2
M
at every point x in the macroscopic domainΩM. This tensorAM is also required for the sensitivity
analysis. To these ends, after u˜∗ is obtained from (2.7) (or equivalently from (2.13)) over the unit
cell at each x we extract the macroscopic incremental elasticity tensor from
AM(FM)[δFM] =
1
Vol(Y)
∫
Y
Am(y,FM +∇yu˜
∗(y,FM))[δFM +∇yδu˜
∗(y,FM; δFM)]dV . (2.16)
where Am = DPmupslopeDFm = D
2Ψ̂upslopeDF2m is the micro incremental elasticity tensor. As seen above,
the evaluation ofAM(FM) requires the computation of∇yδu˜
∗. And this is accomplished by taking
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the variation of (2.13) with respect to FM, i.e.,
δrm(u˜
∗(FM),FM; δFM) =
∫
Y
∇yw · Am(y,FM +∇yu˜
∗(y,FM))[δFM +∇yδu˜
∗(y,FM; δFM)]dV = 0 .
(2.17)
Note that δrm(u˜
∗(FM),FM; δFM) = 0 because rm(u˜) = 0 for all FM. Rearranging the above
equation yields
∫
Y
∇yw · Am(y,F
∗
m(y,FM))[∇yδu˜
∗(y,FM; δFM)]dV = −
∫
Y
∇yw · Am(y,F
∗
m)[δFM]dV . (2.18)
We recognize that (2.18) is a linear initial strain problem which we resolve by superposition by ex-
pressing δFM = δFMijEij, where the Eij = ei ⊗ ej are the unit strains so that ∇yδu˜
∗(FM; δFM) =
∇yδu˜
∗(FM;Eij)δFMij. To evaluate the characteristic displacements
1 χij = δu˜∗(FM;Eij) ∈W
1,p
per(Y)
we satisfy
∫
Y
∇yw · Am(F
∗
m)[∇yχ
ij]dV = −
∫
Y
∇yw · Am(F
∗
m)[Eij]dV , (2.19)
for all w ∈W1,pper(Y). Thusly we obtain
∇yδu˜
∗(FM; δFM) = δFMij∇yχ
ij = (δFM · Eij)∇yχ
ij = (∇yχ
ij ⊗ Eij)δFM. (2.20)
Substituting this result in (2.16) yields
AM(FM) =
1
Vol(Y)
∫
Y
Am(F
∗
m)
[
I+∇yχ
ij ⊗ Eij
]
dV , (2.21)
where I is the fourth order identity tensor. Upon using (2.19) with w = Ekl χ
kl ∈ W
(1,p)
per (Y), we
1For conciseness we drop the argument y.
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can alternatively express the equation as
AM(FM) =
1
Vol(Y)
∫
Y
[I+ Emn ⊗∇yχ
mn]Am(F
∗
m)
[
I+∇yχ
ij ⊗ Eij
]
dV . (2.22)
To obtain (2.22) from (2.21), we added the following zero term to the former
B =
1
Vol(Y)
∫
Y
[Emn ⊗∇χ
mn]Am [I+∇
ij ⊗ Eij]dV . (2.23)
To see that B = 0, we operate on it with two arbitrary second order tensors Y and Z as follows
Y · B[Z] =
1
Vol(Y)
Y ·
∫
Y
[Emn ⊗∇χ
mn]Am [I+∇
ij ⊗ Eij]dV
 [Z] ,
=
1
Vol(Y)
∫
Y
[∇χmn ⊗ Emn]Y · Am [I+∇
ij ⊗ Eij]dV
 [Z] ,
=
1
Vol(Y)
∫
Y
(Emn · Y)∇χ
mn · Am [I+∇χ
ij ⊗ Eij]dV
 [Z]
=
(Emn · Y)
Vol(Y)
∫
Y
∇χmn · Am [I+∇χ
ij ⊗ Eij]dV
 [Z] . (2.24)
By way of (2.19) we see that the integral quantity in (2.24) equals zero. Using the arbitrariness of
Y and Z, thusly implies B = 0.
2.2.1 Finite element formulation
The solution to these micro-macro coupling relations is approximated with the finite element
method using the (consistent tangent) nested Newton approach proposed in [81, 95, 113, 131 -
Michaleris et al., Okada et al., Simo and Taylor, V. Kouznetsova]. We opt for this approach be-
cause: (i) it demonstrates terminal quadratic convergence and (ii) it is amenable to accurate de-
sign sensitivity analysis. Indeed, accurate design sensitivities can be computed only when the
design sensitivity formulation is fully consistent with the underlying formulation. This requires
the utilization of the tangent stiffness matrix from the Newton iteration in the primal analysis,
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[134 - Vidal and Haber].
When using finite elements to approximate the response we only evaluate P̂M and AM at a
finite number of integration points. And to avoid additional notation for the finite element anal-
ysis, the fields uM and u˜(x, ·) are replaced with the nodal displacement vector uM of the macro
mesh onΩM and the nodal displacement vectors u˜K of the unit cell meshes YK corresponding to
each integration point xK, K = 1, 2, · · · in the macro mesh. The residual equation in (2.8) is now
expressed as
rM(uM, u˜1(uM), . . .) =
∫
ΩM
∇w· P̂M(FM) dΩ−
∫
ΩM
w·b dΩ−
∫
ΓN
w· tp dΓ = 0 , (2.25)
where we note the dependence of the micro nodal displacement vectors u˜K on the macro nodal
displacement vector uM, cf (2.10), (2.12) and (2.13). We use Newton’s method to solve the macro
problem which requires us to solve for the response update δuM such that
δrM(uM, u˜1(uM; δuM), . . . ; δuM) + rM(uM, u˜1(uM; δuM), . . .) = 0, (2.26)
where the variation of (2.25) is
δrM(uM, u˜1(uM; δuM), . . . ; δuM) =
∫
ΩM
∇w · AM(FM)[∇δuM]dΩM. (2.27)
In the above we recognize the macro incremental elasticity tensor AM defined in (2.21) and we
use the identity δFM = ∇δuM.
To evaluate rM and δrM we need to evaluate P̂M and AM at every integration point xK in the
macrostructure. These evaluations of P̂M require the solutions u˜
∗
K of the microscopic equilibriums
(2.7) at each xK. Again employing the standard Newton approach for this purpose, we obtain the
following update equation for microscopic response δu˜K,
δrm(u˜K; δu˜K) + rm(u˜K) = 0, (2.28)
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where
rm(u˜K) =
∫
YK
∇yw· P̂m(FM +∇yu˜K) dΩ , (2.29)
and
δrm(u˜K; δu˜K) =
∫
YK
∇yw · Am(FM +∇yu˜K)[∇δu˜K] dΩ . (2.30)
Recall that FM is uniform over YK. These Newton iterations are repeated until convergence of the
micro-problems at each xK is reached. Using the u˜
∗
K we evaluate P̂M from (2.15) at each point
xK for the evaluation of (2.25). To evaluate AM at each xK the characteristic displacements χ
ij
are obtained by solving (2.19) whereafter AM is computed from (2.21). Note that these character-
istic displacement χij evaluations use the same operator as the micro Newton update equation
(2.30) for δu˜K. Hence the χ
ij computations do not require additional matrix factorizations if direct
solvers are used. Having computed the AM we then evaluate the consistent tangent matrix from
(2.27).
A summary of the nested Newton method appears in Algorithm 1, where nele and ngpt
are the number of finite elements in the discretized macrostructure and Gauss quadrature points
within each element in the macrostructure and displacements, u
(I)
M and u˜
(J)
K denote the macro-
scopic and microscopic responses at iterations I and J. εmacro and εmicro are the convergence
tolerances for the macroscopic and microscopic Newton iterations.
2.3 Topology optimization
The objective of our design problem is to optimize the microstructure distribution of a two-phase
composite, subject to a resource constraint on the expensive phase, that extremizes a macroscopic
objective, e.g., minimal compliance.
To generate a problem amenable to optimization the energy density field previously defined
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Algorithm 1 Consistent tangent method
Initialize uM = 0
repeat
for N = 1 to nele do
for K = 1 to ngpt do
Initialize u˜
(0)
K = 0
repeat
• Evaluate microscopic residual vector from (2.29)
• Evaluate microscopic tangent matrix from (2.30)
• Solve for δu˜K via (2.28)
• Update u˜
(J+1)
K = u˜
(J)
K + δu˜K
until ‖rm‖ 6 εmicro
• Using the converged solution u˜∗K, evaluate Gauss point macroscopic effective stress
P̂M cf. (2.15)
• Evaluate Gauss point characteristic displacements χij for macroscopic unit strains
Eij cf. (2.19)
• Evaluate Gauss point incremental elasticity tensor AM cf. (2.21)
• Evaluate Gauss point residual and stiffness contributions cf. (2.25) and (2.27) and
add them into element macroscopic internal force vector and tangent stiffness ma-
trix
end for
• Assemble element quantities into global quantities
end for
• Solve for δuM via (2.26)
• Update u
(I+1)
M = u
(I)
M + δuM
until ‖rM‖ 6 εmacro
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through (2.11) is now assigned via the SIMP method as
Ψ̂(y,Fm) = [ν(y)]
sΨ1(Fm) + (1− [ν(y)]
s)Ψ2(Fm) (2.31)
wherein we convexified the problem by replacing the binary valued characteristic function field
χ with a smoothly varying design volume fraction field ν ∈ [0, 1]. The parameter s > 1 is the
SIMP exponent that penalizes the stiffness to volume ratio of the expensive i.e., phase 1, material
for intermediate volume fractions ν ∈ (0, 1), e.g. for s = 3, a mixture with 50% of the expensive
material only attains 12.5% of its stiffness. In this way, the optimizer produces designs with min-
imal gray regions, i.e., regions were ν ∈ (0, 1) and hence best approximates the original indicator
function problem formulation [16 - Bendsøe]. Upon combining (2.12) and (2.31), we define the
first Piola-Kirchoff stress P̂m and the microscopic incremental elasticity tensor Am as follows.
P̂m(Fm,ν) = ν
s ∂Ψ1
∂Fm
(Fm) + (1− ν
s)
∂Ψ2
∂Fm
(Fm), (2.32a)
Am(Fm,ν) = ν
s∂
2Ψ1
∂F2m
+ (1− νs)
∂2Ψ2
∂F2m
. (2.32b)
Again, for conciseness, we here and henceforth drop the dependence of functions on y.
To impose a length scale in the microstructure we filter the volume fraction via the consis-
tent filtering scheme [27 - Bruns and Tortorelli]. Note that the length scale control precludes the
appearance of multiple length scales in the microstructure that appear, e.g., in ranked laminates.
Moreover, it may render nonoptimal microstructures. However, it does lead to designs that are
more easily manufactured, cf. [103 - Rodrigues et al.].
2.3.1 Optimization problem and sensitivity analysis
The topology optimization problem is stated as
min
d
Θ0(ν)
subject to Θi(ν) 6 0 for i = 1, 2, . . . ,nc (2.33)
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where Θ0 is the objective functional and Θi are the nc inequality constraint functionals. We solve
the optimization problem via the gradient based MMA method [117 - Svanberg], and hence we
require the sensitivities of the objective and constraint functions to traverse the design space and
to verify the optimality conditions. These sensitivities are readily computed from the variations
δΘi with respect to the volume fraction field ν.
The objective and constraint functionals are defined such that
Θ(ν) =
∫
ΩM
π (uM(ν),ν) dΩ+
∫
∂ΩM
β(uM(ν),ν)dΓ (2.34)
so that their variations read
δΘ(ν; δν) =
∫
ΩM
[∇π (uM(ν),ν) · δuM(ν; δν) + δ2π(uM,ν; δν)] dΩ
+
∫
∂ΩM
[∇β (uM(ν),ν) · δuM(ν; δν) + δ2β(uM,ν; δν)] dΓ , (2.35)
where we invoked the chain rule and used the notation ∇π(= ∂π/∂uM) and δ2π to denote the
partial derivative and partial variation of any function π with respect to uM and ν respectively
and similarly for ∇β and δ2β. These quantities ∇π, ∇β, δ2π and δ2β are readily evaluated as the
functions π and β are defined by the engineer. The difficulty arises due to the presence of the
variation δuM(ν; δν) which is implicitly defined through the governing field equations.
We use adjoint analysis to eliminate this implicit response variation [81 - Michaleris et al.]. To
this end we express the residual equation in (2.8) as
rM(uM(ν),ν) :=
∫
ΩM
∇λ· P̂M(FM(ν),ν) νΩ−
∫
ΩM
λ·b dΩ−
∫
ΓN
λ· tp dΓ = 0 , (2.36)
where ∀λ ∈ U(ΩM) and take its variation to obtain
δrM(uM(ν),ν; δν) = 0 . (2.37)
Note that the above equality holds for all choices of ν due to equilibrium, cf. (2.36). Next we
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adjoin (2.37) to the variation in (2.35) to obtain the identity
δΘ(ν; δν) = δΘ(ν; δν) − δrM(uM(ν),ν; δν) . (2.38)
Expanding the above renders
δΘ(ν; δν) =
∫
ΩM
[∇π· δuM + δ2π] dΩ+
∫
∂ΩM
(∇β · δuM + δ2β)dΓ
−
∫
ΩM
∇λ·AM[∇δuM]dΩ−
∫
ΩM
∇λ · δ2P̂M dΩ , (2.39)
where AM and δ2P̂M denote the partial derivative and variation of P̂M with respect to FM and
ν and λ ∈ U(ΩM) is the arbitrary adjoint variable vector field corresponding to the functional Θ.
Rearranging this equation to collect the explicitly and implicitly defined variations yields
δΘ =
explicit quantity︷ ︸︸ ︷∫
ΩM
[
δ2π−∇λ · δ2P̂M
]
dΩ+
∫
∂ΩM
δ2βdΓ
+
implicit quantity︷ ︸︸ ︷∫
ΩM
[∇π· δuM −∇λ·AM[∇δuM]] dΩ+
∫
ΓN
∇β · δuM dΓ , (2.40)
where we use δuM(ν; δν) = 0 on ΓD.
The heretofore arbitrary adjoint variable vector λ is now assigned so that the integrals contain-
ing implicitly defined variation δuM ∈ U(ΩM) are annihilated. This is accomplished by requiring
λ ∈ U(ΩM) to satisfy the adjoint equation
∫
ΩM
∇δuM·AM[∇λ]dΩ
︸ ︷︷ ︸
δrM of equation (2.25)
=
∫
ΩM
δuM· ∇πdΩ +
∫
ΓN
δuM · ∇βdΓ ∀ δuM ∈ U(ΩM). (2.41)
Of course we use the symmetry ofAM(FM) in going from the implicit term in (2.40) to (2.41). Note
that the adjoint analysis cf. (2.41) is linear and it uses the incremental elasticity tensor AM(FM).
Because of this, whenwe compute the adjoint response via finite elements, the coefficient matrix of
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λ in (2.41) is the converged tangent stiffness matrix from the Newton Raphson iterative solution of
the primal macroscopic problem, cf. equation (2.27). Hence, even if multiple incremental loadings
and Newton updates per load increment are required to complete the primal analysis, by using
the converged tangent, only a single linear adjoint analysis need be performed to evaluate λ.
Moreover, this adjoint analysis can use the factored tangent matrix from the primal analysis if it is
available.
Once the adjoint response λ is evaluated, (2.39) reduces to
δΘ(ν; δν) =
∫
ΩM
[
δ2π−∇λ · δ2P̂M
]
dΩ+
∫
∂ΩM
δ2βdΓ , (2.42)
where
δ2P̂M(FM(ν),ν; δν) =
1
Vol(Y)
∫
Y
δ2P̂m(Fm(ν),ν; δν)dV , (2.43)
and
δ2P̂m(Fm(ν),ν; δν) = s ν
s−1
[
∂Ψ1
∂Fm
(Fm) −
∂Ψ2
∂Fm
(Fm)
]
δν , (2.44)
which follows from (2.32a) wherein Fm and u˜ are defined through equations (2.10) and (2.29).
In the numerical examples presented, we consider the usual compliance minimization prob-
lem in the absence of body loads for which the objective is
Θ(ν) =
∫
ΓN
tp · uM(ν)dΓ . (2.45)
As such δ2π = δ2β = 0 and the adjoint response solves (2.41) with ∇π = 0 and ∇β = t
p. In the
special case of linearized elasticity, λ = uM.
In the numerical implementation, we discretize the design domain (the microscopic unit cells)
using finite elements and parametrize the field ν in the unit cell to be piecewise uniform over
each element. We assign the element volume fraction d
E
K,i
to each (micro) element ω
E
K,i
∈ Y
E
K
in
the unit cell Y
E
K
∈ ΩE associated with the Gauss point xEK of the (macro) finite element Ω
E in the
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discretized macrostructure (where we recall that there is one unit cell for each macroscopic Gauss
point cf. Figure 2.1). These d
E
K,i
s constitute the parameter vector d. The element volume fractions
range from d
E
K,i
= 1 (for the stiff-expensive phase 1) to d
E
K,i
= 0 (for the compliant-inexpensive
phase 2). For compliance minimization, the sensitivity of the objective with respect to the design
variable d
E
K,i
that results from the variation (2.42) reads
∂Θ(d)
∂d
E
K,i
= −
∫
ΩM
[
∇λ ·
∂P̂M
∂d
E
K,i
]
dΩ . (2.46)
Using (2.43) and (2.44), ∂P̂Mupslope∂d
E
K,i
is evaluated via
∂P̂M
∂d
E
K,i
=


1
Vol(Y
E
K
)
∫
ω
E
K,i
s
(
d
E
K,i
)s−1 [ ∂Ψ1
∂Fm
(Fm) −
∂Ψ2
∂Fm
(Fm)
]
dV if x = xEK ,
0 if x 6= xEK .
(2.47)
I.e., the sensitivity evaluation over the macroscopic mesh reduces to an integral over the single
elementωEK,i
Load
Macrostructure Y
E
K
micro finite elementω
E
K,i
xEK
ΩE
Figure 2.1: Multilevel finite element framework
2.4 Results
The theoretical framework presented in the previous sections is implemented via standard fi-
nite elements. Owing to the embarrassingly parallel nature of the problem due to the indepen-
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dent analyses of the micro problems, the implementation is parallelized via MPI. In this section,
we begin with an example to illustrate the computational efficiency using a tip loaded three-
dimensional cantilever beam. We later design composite microstructures to maximize the stiffness
of plane strain cantilever beams.
2.4.1 Parallel implementation
For the equilibrium of the macrostructure, the nonlinear residual equations (2.8) and (2.13) must
be satisfied simultaneously. Depending on the size of the computational mesh, this could require
the solution of hundreds of thousands of nonlinear micro-analyses. The computational time will
be enormous if this problem were solved in a sequential manner [119]. And hence naively inte-
grating such a sequential framework into an iterative optimization loop is prohibitive. To resolve
this problemwe use parallel programming to effectively distribute the computations across amul-
titude of processors. Moreover since each of the micro-analyses is independent of one another, our
implementation is embarrassingly parallel.
The current parallelization effort achieves scaling through the distribution of computations
across compute nodes using the SPMD paradigm of PETSc [14]. For all of our computations,
we use simple structured finite element meshes and an elementary geometric mesh partitioning
routine to decompose the computational domain into sub-domains. These subdomains are subse-
quently distributed among the processors. For unstructured meshes, a more sophisticated graph
partitioning routine likeMETIS [61] or CHACO [10] should be used. We achieve load balancing by
ensuring that all subdomains possess approximately the same number of macroscopic elements
and hence approximately the same number of micro analyses.
Linear solutions for each macroscopic and microscopic iteration are obtained using the iter-
ative Krylov subspace solver (KSP) provided by PETSc. While the macroscopic residual vector
(2.25) and its derivative, obtained from the variation (2.27), are evaluated in parallel, the com-
putations of the microscopic counterparts cf. (2.29) and (2.30) remain local. Likewise, the macro-
scopic update equation (2.26) is solved in parallel while themicroscopic iterations (2.28) are solved
locally. Unlike a Newton-Schur procedure [68, 95], we solve all the micro residuals until conver-
gence before updating the macroscopic residual vector.
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To quantify the efficiency of our parallel implementation we monitor its speedup and effi-
ciency. The speedup S of a program running on n processors is defined as the ratio of the execu-
tion time on a single processor to that on n processors whereas the efficiency E is defined as the
ratio of speedup to n, i.e.,
S(n) =
t(1)
t(n)
and E(n) =
S(n)
n
, (2.48)
where t(n) is the computation time required for a simulation with n processors.
Example 1: Cantilever beam with tip loading
To demonstrate the efficiency of our parallel algorithm we consider a loaded three-dimensional
cantilever beam, cf. Figure 2.2a. The structure’s globally periodic (uniform) microstructure, cf.
Figure 2.2b, consists of two hyperelastic compressible Neo-Hookean materials whose responses
are given by the strain energy functionals
Ψi(C) =
µi
2
(C· I − 3) − µi ln(J) +
λi
2
(ln(J)) (2.49)
where C = FT F is right Cauchy-Green deformation tensor, λi and µi are the material parameters
and J2 = det (C). The chosen material properties are (λ1,µ1) = (10000, 10000) for the expensive stiff
material (red) and (λ2,µ2) = (100, 100) for the inexpensive compliant material (green) and s = 3 for
the SIMP parameter, cf. (2.31).
The macro domain is discretized into 10 × 8 × 24 finite elements using B8 (8−node brick)
elements with 8 Gauss points per element for a total of 15360 Gauss points. Each of the 15360
microstructure unit cells is discretized into 10×10×10 B8 finite elements as shown in Figure 2.2b.
An equally distributed line load of (tpx , t
p
y, t
p
z ) = (−315.0, 0.0,−315.0) is applied along the face as
shown in the Figure 2.2b.
The speedup and efficiency results appear in Figure 2.3 and Table 2.1. Note the desirable,
nearly ideal, speed up and efficiency.
In our optimization examples we design transversely tip loaded plane strain cantilever beams
for minimum compliance subject to volume fraction constraints on the expensive material. The
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(a) Cantilever macrostructure under tip loading (b) Microstructure
Figure 2.2: Cantilever structure cf. Example 1
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Figure 2.3: Cantilever structure cf. Example 1
beam width and length are Lx = 40 and Ly = 20, respectively, the transverse tip loading is such
that tp = −150 e2 near the midsurface region and the constituent materials are the same as those
in Example 1, cf. Figure 2.4a.
Table 2.1: Summary of parallel results for nested Newton
n time (s) S(n) E(n)
1 52385 1 1
10 5431 9.8 0.98
20 2796 18.73 0.93
40 1385 37.82 0.95
80 680 77.03 0.96
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Example 2: Design of locally periodic microstructure
In the first design example we allow the microstructure to vary throughout the domain and
discretize the macroscopic domain via a 20 × 10 four node quadrilateral (Q4) element mesh. Al-
though we assign one unit cell for each integration point in the macroscopic mesh, to simplify
our computations we assume the morphology of the unit cells YEK are uniform over each macro
element ΩE. And because we discretize the unit cells by 20 × 20 meshes, this means we have
(20 × 10) × (20 × 20) = 80000 design variables in our optimization problem. As such we replace
d
E
K,i
with d
E
i
and replace (2.46) and (2.51) with
∂Θ
∂d
E
i
= −
∫
ΩM
[
∇λ ·
∂P̂M
∂d
E
i
]
dΩ . (2.50)
and
∂P̂M
∂d
E
i
=
1
Vol(Y
E
K
)
∫
ω
E
i
s [d
E
i
]s−1
[
∂Ψ1
∂Fm
(Fm) −
∂Ψ2
∂Fm
(Fm)
]
dV . (2.51)
The optimized design corresponding to a total macrostructural volume fraction constraint of
60% on the expensive material appears in Figure 2.4a. Albeit the result in Figure 2.4 is on a coarse
mesh, it clearly shows the load path in the structure and the gradual changes in the microstruc-
tures between the neighboring macro-elements. Plotted within each finite element is the optimal
morphology of the unit cell associated with it. An important thing to notice is that the chosen
SIMP model leads to the desired 0 − 1 solution. Indeed the region in red is occupied by the stiff
material phase 1 and the blue region is occupied by the compliant material phase 2. The remain-
ing small transition regions represent materials which are strictly speaking not allowed in our
two phase composite and whose physical properties are most likely not appropriately modeled
by (2.31). Such is the nature of our convexification.
We also perform a mesh refinement study on the micro grid to study the convergence of the
material microstructures. To this end we discretize the unit cell by 40× 40 and 80× 80 Q4 element
meshes which corresponds to 320000 and 1280000 design variables. As seen from the Figure 2.4,
the microstructure appears to have converged.
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(a) Cantilever with tip loading (b) Micro mesh of 20× 20 Q4 Q4 elements
(c) Micro mesh of 40× 40 Q4 elements (d) Micro mesh of 80× 80 Q4 elements
Figure 2.4: Optimized cantilever beam design in which the red and blue denote the regions com-
pletely filled with expensive and inexpensive materials.
Example 3: Design of locally periodic microstructure: Refined mesh
In this example we repeat the previous example with a refined macroscopic mesh which now con-
tains 80×40 Q4 elements making the total number of design variables 80×40×20×20 = 1.28×106.
The contour for optimized design cf. Figure 2.5 contains the unit cell averaged volume fractions
associated within each macroscopic finite element. Also plotted are the optimal microstructures
at few random locations in the macrostructure. The load path is clearly seen as the bulk of the
expensive stiff material is distributed along the fixed support regions of the beam.
Example 4: Design of layered structures
A commonly asked question with this formulation is the ability to manufacture the resulting de-
sign. Indeed the material microstructure varies throughout the domain making the fabrication
of such designs challenging. To ease the manufacturability of our design we partition the beam
into subdomains cf. Figure 2.6 (identified by letters) within which the microstructure remains
uniform. The length and thickness of these subdomains adhere to the minimum dimensions
of the specimens that can be fabricated. This problem has 18 subdomains and hence we have
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Figure 2.5: Optimized cantilever beam design in which the red and blue denote the regions com-
pletely filled with expensive and inexpensive materials.
18 × 20 × 20 = 7200 volume fraction design variables. 2 The resulting microstructures corre-
sponding to a macrostructure total volume fraction constraint of 60% on the expensive phase 1
stiff material appears in Figure 2.6b.
a b c
d e f
g h i
j k l
m n o
p q r
(a) Layered structure
a b c d e f g h i
j k l m n o p q r
(b) Optimal microstructures
Figure 2.6: Cantilever beam subdomains and their corresponding optimized microstructures in
which the black and white denote the regions completely filled with expensive and inexpensive
materials.
2Here the macroscopic mesh consists of 60× 30 Q4 elements.
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2.5 Conclusions
We have incorporated numerical homogenization for nonlinear material models into topology
optimization. The embarrassingly parallel nature of the microscopic problems enabled our finite
element computations to be effectively performed in parallel. Parallel performance results and
example designs generatedwith locally periodicmicrostructures have also been presented aswere
designs which considered manufacturing constraints.
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Chapter 3
Nonlinear structural design using
multiscale topology optimization:
Transient formulation
The hierarchical multiscale design framework proposed in Chapter 2 is extended to nonlinear elas-
todynamics wherein we use topology optimization to design material microstructures to achieve
effective energy propagation in nonlinear elastic material systems subjected to impact loading.
Again, relaxation is used on the macroscale which requires homogenization theory to relate the
macroscopic homogenized response to its microstructure and restriction is used on the microscale
to obtain a minimum microstructural length scale. It is assumed that the primary wave of inter-
est has a much longer wave length compared to the microstructural length scale and hence the
effective properties are computed using the static homogenization theory. An analytical adjoint
sensitivity analysis is performed to compute the derivatives of the cost function with respect to
the microstructural design parameters and a gradient-based optimization algorithm is used to
update the design. Numerical implementation is discussed and an example for tailored energy
propagation, is provided.
3.1 Introduction
Numerical simulations of wave propagation in highly heterogeneous media has many appli-
cations such as crashworthiness, acoustic and electromagnetic cloaking, impact mitigation and
others. These applications are generally based on using heterogeneous composites with grad-
ually changing macroscopic properties. For example, [70 - Le et al.] use topology optimization
to systematically design material microstructures comprised of sequentially ranked laminates in
order to tailor energy propagation. In the present work, we use topology optimization to de-
sign composite microstructures comprised of nonlinear elastic isotropic constituents to create
desired macroscopic anisotropy which enables us to tailor wave propagation. The material mi-
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crostructure parameters are related to macroscopic effective properties via homogenization the-
ory [114, 116, 120, 131 - Smit et al., Suquet, Terada and Kikuchi, V. Kouznetsova]. Specifically we
will be using the computational framework developed in [91 - Nakshatrala et al.].
Initial research on tailoring wave propagation is focused on electromagnetic cloaking [37, 45,
99 - Cummer et al., Greenleaf et al., Pendry et al.] and acoustic cloaking [30, 36, 122 - Chen and
Chan, Cummer and Schurig, Torrent and Sanchez-Dehesa] where gradually changing material
properties are used to cloak objects at certain wavelengths. Later elastodynamic applications are
explored in [26, 83, 94 - Brun et al., Milton et al., Norris and Shuvalov] and [9 - Amirkhizi et al.] by
imposing a gradual change in the anisotropy of the material elasticity tensor. All these approaches
introduce a prescribed spatial variation in the constitutive properties based on coordinate trans-
formations surrounding the desired area.
As an alternative to the aforementioned analytical approaches, various computational frame-
works based on topology optimization have been developed. Early approaches in topology op-
timization related to dynamic loading involved frequency domain analysis wherein the mini-
mum eigenvalue of a structure in free vibration is maximized [4, 40, 67 - Allaire et al., Diaz and
Kikuchi, Krog and Olhoff]. Other frequency domain analysis approaches use the Floquet-Bloch
wave theory to design both micro- and macrostructures, refer to [18 - Bendsøe and Sigmund] and
the references within. Topology optimization via inverse homogenization has been used to obtain
periodic unit cell microstructures for photonic [35 - Cox et al.] and phononic [49, 50, 56, 111 - Halk-
jaer et al., Halkjaer et al., Hussein et al., Sigmund and Jensen] bandgap structures. Also, multiple
materials are optimally distributed in the macrostructure to design wave guiding structures based
on bandgap materials [43, 111 - Frei et al., Sigmund and Jensen]. The above approaches are based
on frequency domain analysis; topology optimization based on time domain analysis is addressed
by [39, 70, 84, 129 - Dahl et al., Le et al., Min et al., Turteltaub]. In our work, we generate the de-
sired time domain macroscopic dynamic response for impact loadings by designing the optimal
morphology of the microstructural unit cells.
Optimal design under impact loads has been analyzed in the one-dimensional case by [25,
133 - Bruck, Velo and Gazonas], where the objective was to reduce the amplitude of the stress
waves. [70 - Le et al.] design the optimal volume fractions and orientations in sequentially ranked
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laminates to obtain desired macroscopic energy response in linear elastic structures subjected to
impact loads. At each macroscopic material point, the laminate parameters for a sequentially
ranked laminate are assigned and closed form homogenization expressions are used to compute
the macroscopic effective properties. Sensitivities computed by an adjoint method are combined
with gradient-based optimization to compute the optimal laminate parameters.
While many of these approaches assume a linear elastic behavior, our work extends the nonlin-
ear elastostatic multiscale topology optimization framework proposed in [91 - Nakshatrala et al.]
to elastodynamics. Specifically, we design the optimal microstructural morphologies to obtain ef-
fective energy propagation in structures subject to impact loadings. The homogenization theory
described in Chapter 2 is again used to compute the “averaged” coarse scale response without
fully resolving the high frequency oscillations corresponding to the fine scale. Indeed the static
homogenization theory holds since we assume the primary wave has a wavelength much longer
than the length scale of the unit cell [21 - Bensoussan et al.] whereby the material is considered
homogeneous at the scale of the considered wavelengths even though microscopically it is highly
heterogeneous.
We also use the numerical approach of Chapter 2 wherein the macroscopic domain is dis-
cretized by finite elements; and each integration point of each macroscopic finite element is as-
signed a distinct microstructure that is defined by its unit cell which itself is discretized by finite
elements. Again our design variables are the material constituent volume fractions for each finite
element in each unit cell corresponding to each integration point of each macroscopic finite ele-
ment. And again the response for a given design is computed using a multilevel nested Newton
strategy where the outer iterations correspond to the macroscopic governing equation of motion
while the inner iterations correspond to the static equilibrium of themicrostructural unit cells. Fol-
lowing [58 - Jensen and Tortorelli], a motivation for the choice of the discretize and then differentiate
procedure is provided through a linear oscillator example. A discrete adjoint sensitivity analysis
is then developed to compute the gradients required by our optimality criteria based optimiza-
tion algorithm [18 - Bendsøe and Sigmund] to update the microstructural design parameters. We
utilize the same parallel framework as described in Chapter 2 to make the problem computation-
ally tractable. This framework is applied to design optimal material microsctructures to achieve
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effective energy propagation in impact problems.
The remainder of the chapter is organized as follows. Section 3.2 presents the transient dy-
namic optimization problem, motivation for the adjoint sensitivity analysis is provided in Section
3.3, the sensitivity analysis is detailed in Section 3.4 and numerical examples and conclusions are
provided in Sections 3.5 and 3.6.
3.2 Transient optimization problem statement
Using the notation described in Chapter 2, the elastodynamic governing equation of motion is
−ρǫu¨ǫ + div(Pǫ) + bǫ = 0 , x ∈ Ωǫ , (3.1)
where uǫ, ρǫ, Pǫ, bǫ and x are respectively the displacement, mass density, first Piola-Kirchoff
stress, body force and material point location in the reference configuration Ωǫ of the heteroge-
neous macrostructure.
We are concerned with the averaged response over ǫ and not the fine scale oscillations. We
compute this averaged (homogenized) response by replacing (3.1) by the homogenized equation
−ρMu¨M + div(PM) + bM = 0 , x ∈ ΩM , (3.2)
with uM, ρM, PM and bM denoting the homogenized displacement, mass density, first Piola-
Kirchoff stress and body force fields in the homogenized macrostructure ΩM. The homogenized
density is trivially computed by volume averaging the densities of the constituent phases over
the unit cell. Using the long wavelength assumption, we compute the homogenized stress PM
using the static homogenization theory cf. (2.15). And while convergence proofs exist to show
uǫ⇀uM weakly in U(ΩM)× [0, T ] where U =
{
u ∈ H1(Ω),u = 0 on ΓD
}
and T is the total sim-
ulation time, it is known that the energy corresponding to uǫ does not in general converge to the
energy corresponding to uM, cf. [24 - Brahim-Otsmane et al.]. Corrector problems can be intro-
duced to fix the convergence but such a choice would make it computationally intractable for our
optimization purposes. However, these convergence restrictions are trivially satisfied by prescrib-
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ing zero initial conditions as noted by [24, 70 - Brahim-Otsmane et al., Le et al.]. To this end, we
assign zero initial data in all our examples. This subtle point is critical in accurately evaluating
the response.
The weak formulation for the macroscopic problem (cf. (2.25) for analogous static equilibrium)
is to find uM ∈ U× [0, T ] such that
r˜M(uM) :=
∫
ΩM
ρMw· u¨M dΩ+
∫
ΩM
∇w·PM dΩ−
∫
ΩM
w·b dΩ = 0 ∀w ∈ U . (3.3)
We use the a−form of Newmark’s implicit timestepping scheme [55 - Hughes] coupledwith New-
ton’s method in solving (3.3) to compute the equilibrium solution. To this end, (3.3) is discretized
in time to obtain
r˜
(n)
M
(
a
(n)
M ,u(u
(n)
M )
)
:=
∫
Ω
ρ
M
w(n) · a
(n)
M dΩ+
∫
Ω
∇w(n) · P
(n)
M dΩ−
∫
Ω
w(n) · bdΩ = 0 , (3.4)
where u
(n)
M = u(tn), v
(n)
M = u˙(tn) and a
(n)
M = u¨(tn) and n denotes the timestep at the simulation
time instant tn. The Newmark update equations for the displacement and velocity are
u
(n)
M = u
(n−1)
M + ∆tv
(n−1)
M +
(1− 2β)∆t2
2
a
(n−1)
M + β∆t
2 a
(n)
M , (3.5)
v
(n)
M = v
(n−1)
M + (1− γ)∆t a
(n−1)
M + γ∆t a
(n)
M , (3.6)
where β and γ are the Newmark stability parameters and ∆t = tn − tn−1 is the time increment
used in the simulation [55 - Hughes]. The time varying loading is applied from n = 1.
At each time tn, we solve (3.4)-(3.6) via Newton’smethod. The iteration requires us to compute
the incremental response δaM such that
δr˜
(n)
M
(
a
(n)
M ; δa
(n)
M
)
+ r˜
(n)
M (a
(n)
M ) = 0 , (3.7)
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where the variation of (3.3) is
δr˜
(n)
M
(
a
(n)
M ; δa
(n)
M
)
=
∫
Ω
ρ
M
w(n) · δa
(n)
M dΩ+ β∆t
2
∫
Ω
∇w · AM(F
(n)
M )[∇δa
(n)
M ]dΩ , (3.8)
in which we used the identity ∇δuM = β∆t
2∇δaM and AM(FM) i.e. the incremental elasticity
tensor derived in (2.22). Upon updating the a
(n)
M = a
(n)
M +δa
(n)
M , we update the displacement u
(n)
M
and velocity v
(n)
M via (3.5) and (3.6). Iterations continue until (3.4) is satisfied to within a specified
convergence tolerance whereupon the time is incremented and the process begins anew.
3.3 Motivation for sensitivity analysis: Linear oscillator example
In order to motivate the subsequent adjoint sensitivity analysis for our multiscale problem, we
first consider a spring mass system with two degrees of freedom cf. Figure 3.1. The equation of
m1
k1
u1
m2
u2
k2 k3
Figure 3.1: Two degree of freedom spring mass system
motion for this system is
Mu¨ + Ku = f , (3.9)
where M =
m1 0
0 m2
 is the mass matrix, K =
(k1 + k2) −k2
−k2 (k2 + k3)
 is the stiffness matrix and
f is the time varying forcing function. Here u, u˙ and u¨ are the vectors of unknown displacements,
velocities and accelerations.
For our optimization, we consider a general objective that is a function of the displacement,
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velocity and the design parameter d i.e.,
Θ(d) =
T∫
0
π(u, u˙,d)dt , (3.10)
where [0, T ] is the time interval of interest. The derivative of (3.10) with respect to d is
∇Θ(d) =
T∫
0
(
∂π
∂d
+
∂π
∂u
Du +
∂π
∂u˙
Du˙
)
dt , (3.11)
whereDu andDu˙ are the derivatives of u and u˙ with respect to d. For this simple system, it is easy
to compute the analytical solution to (3.9) and thusly evaluate the derivative∇Θ in (3.11). Bearing
in mind the forthcoming nonlinear finite element applications, we solve (3.9) numerically via the
aforementioned implicit Newmark scheme. Using the computed response, Θ(d) is approximated
via, e.g the rectangular summation rule as
Θ(d) =
N∑
n=0
π(u(n)(d),v(n)(d),d)∆t . (3.12)
In most studies on dynamic topology optimization the sensitivities are computed via the dif-
ferentiate and then discretize adjoint variable approach [38, 42, 130 - Dahl et al., Elesin et al.,
Turteltaub] with the exception of [70 - Le et al.] in which a discretize and then differentiate ap-
proach is used. In what follows, we present three different ways to compute numerical approx-
imations to (3.11) via an adjoint method: they are the (a) differentiate and then discretize proce-
dure; (b) discretize and then differentiate procedure - single adjoint variable approach; and (c) dis-
cretize and then differentiate procedure - multiple adjoint variables approach. We then compare
them to motivate the approach (c) that is used in our nonlinear transient dynamic applications.
3.3.1 Differentiate and then discretize procedure
In adjoint-based sensitivity analysis, we compute the derivative of the objective function by elim-
inating the implicit derivatives Du and Du˙ that are difficult to compute [60 - Kang et al.]. To this
end, we take the derivative of (3.9) with respect to d (this is often refered to as the pseudo equa-
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tion) and multiply it by an arbitrary, smooth adjoint variable λ, integrate over the time interval
[0, T ] and add the resulting zero i.e.,
T∫
0
λT DDd (Mu¨ + Ku − f)dt = 0 to (3.11). Twice integrating the
resulting expression by parts and rearranging the terms yields
∇Θ(d) =
T∫
0
(
∂π
∂d
+
∂π
∂u
Du +
∂π
∂u˙
Du˙
)
dt +
T∫
0
λT
D
Dd
(Mu¨ + Ku − f)dt
=
T∫
0
λT
(
∂M
∂d
u¨ +
∂K
∂d
u
)
dt+
T∫
0
(Du)T
[
Mλ¨+ Kλ+
(
∂π
∂u
−
d
dt
(
∂π
∂u˙
))T]
dt
+
[
(Du)T
(
∂π
∂u˙
− Mλ˙
)
+ (Du˙)T Mλ
] ∣∣∣∣∣
t=T
, (3.13)
wherewithout loss of generalitywe use the simplifying assumptions ∂f/∂d = ∂u(0)/∂d = ∂u˙(0)/∂d =
0. To eliminate the response derivatives Du and Du˙ from (3.13), we define the adjoint variable λ
such that it annihilates the terms in the brackets. This would yield an adjoint problem that is simi-
lar to the primal analysis but with terminal conditions Mλ(T) = 0 and M λ˙(T) = − (∂π/∂u˙)T |t=T
making the adjoint problem a terminal value problem. To make the adjoint problem resemble
the primal initial value problem, we apply a change of variable such that t = τ(s) = T − s and
introduce the composite functionΛ such thatΛ(s) = λ(τ(s)) to transform the terms involving the
response derivativesDu and Du˙ to
∇Θ(d) =
T∫
0
∂π
∂d
dt+
T∫
0
λT
(
∂M
∂d
u¨ +
∂K
∂d
u
)
dt
+
T∫
0
(Du(τ(s)))T
MΛ¨(s) + KΛ(s) + (∂π
∂u
−
d
dt
(
∂π
∂u˙
))T ∣∣∣∣∣
t=τ(s)
ds
+
[
(Du(T))T
(
∂π
∂u˙
∣∣∣∣∣
t=T
+ MΛ˙(0)
)
+ (Du˙) (T)T MΛ(0)
]
. (3.14)
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To annihilate the response derivatives we now assign the heretofore arbitrary adjoint variable Λ
such that
M Λ¨(s) + KΛ(s) =
(
∂π
∂u
−
d
dt
(
∂π
∂u˙
))T ∣∣∣∣∣
t=τ(s)
,
Λ(0) = 0 ,
M Λ˙(0) = −
(
∂π
∂u˙
)T ∣∣∣∣∣
t=T
. (3.15)
Note that the adjoint transient problem closely resembles the primal problem and is typically
solved using the same procedure as the primal transient analysis. Also note the efficiency of the
adjoint problem in that the coefficient matrices are the same as the primal problem and allow-
ing one to store and resuse the decomposed coefficient matrices from the primal analysis. Upon
solving the above adjoint problems, the sensitivity in (3.14) reduces to
∇Θ(d) =
T∫
0
∂π
∂d
dt+
T∫
0
λT
(
∂M
∂d
u¨ +
∂K
∂d
u
)
dt ,
=
T∫
0
∂π
∂d
dt+
T∫
0
ΛT (T − t)
(
∂M
∂d
u¨(t) +
∂K
∂d
u(t)
)
dt . (3.16)
In the numerical implementation, the discrete approximation to the time continuous adjoint
sensitivity expression in (3.16) is obtained from
∇Θ˜a(d) ≈
N∑
n
[
∂π
∂d
+Λ(N−n)
T
(
∂M
∂d
u¨(n) +
∂K
∂d
u(n)
)]
∆t . (3.17)
Due to the order of the computations in this approach wherein we differentiated the time continu-
ous equation (3.10) and then introduced the time discretization to obtain (3.17), it is characterized
as the differentiate and then discretize approach. Though this method is simple and straightfor-
ward in deriving the sensitivities, as soon seen, it suffers from consistency errors.
38
3.3.2 Discretize and then differentiate procedure: Single adjoint variable
In the previous approach, we derived the sensitivity expressions in the time-continuous form and
discretized the final expression in order to numerically evaluate them. However, in the discretize
and then differentiate approach, the sensitivities are computed by differentiating the discretized
objective cf. (3.12) [70 - Le et al.].
The primal response once again is obtained using the a− form of Newmark scheme which is
now written as
(M + β∆t2 K) a(n) = f(n) − K(u(n−1) + ∆tv(n) +
1− 2β
2
∆t2a(n−1)) , (3.18a)
u(n) = u(0) +
n∑
i=1
[
∆tv(0) +
(
(1− γ)∆t2 −
1− 2β
2
∆t2
)
a(0)
]
+
n−1∑
i=1
1
2
∆t2 +
n∑
j=i+1
γ∆t2 +
n∑
j=i+2
(1− γ)∆t2
 a(i) + β∆t2 a(n) , (3.18b)
v(n) = v(0) + (1− γ)∆t a(0) +
(n−1)∑
i=1
∆t a(i) , (3.18c)
where we recast the recursive Newmark update relations for u(n) and v(n) cf. (3.5) and (3.6)
solely in terms of the initial conditions and the acceleration vectors a(i) for 1 6 i 6 n. This
recast of equations does not change the primal analysis procedure. Rather it is done to assist the
elimination of implicit quantities in the derivation of∇Θ.
The discretized objective of (3.12) is differentiated to give the sensitivity
∇Θ(d) =
N∑
n=0
(
∂π
∂d
+
∂π
∂u(n)
Du(n) +
∂π
∂v(n)
Dv(n)
)
∆t . (3.19)
Here Du(n) and Dv(n) again are implicit quantities defined via the governing equations that we
eliminate using a the adjoint approach. By noting the convolution operation in the sensitivity
expression (3.16), we expect a terminal valued adjoint problem. Hence, we add a zero to (3.19) that
is obtained frommultiplying a “discrete convolved” arbitrary adjoint variable λ(N−n) (rather than
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λ(n)) with the derivative of (3.18a) i.e., the discrete pseudo equation to obtain
∇Θ˜(d) =
N∑
n=1
(
∂π
∂d
+
∂π
∂u(n)
Du(n) +
∂π
∂v(n)
Dv(n)
)
∆t
+
N∑
n=1
λ(N−n)
T D
Dd
[
(M + β∆t2 K) a(n) − f(n)
]
∆t
+
N∑
n=1
λ(N−n)
T D
Dd
[
K
(
u(n−1) + ∆tv(n−1) +
1− 2β
2
∆t2 a(n−1)
)]
∆t
+ λ(N)
T D
Dd
[
M a(0) + K u(0) − f(0)
]
∆t . (3.20)
Using (3.18b) and (3.18c), we eliminate Du(n) and Dv(n) from (3.20) rearrange the result to
isolate the response derivative Da(n). In so doing we obtain
∇Θ˜b(d) := ∇Θ(d) ≈
N∑
n=1
[
∂π
∂d
+ λ(N−n)
T
(
DM
Dd
u¨(n) +
DK
Dd
u(n)
)]
∆t . (3.21)
To eliminate the response derivativesDa(n) from (3.20) we require the λ(n) to satisfy
(M + β∆t2 K)λ(n) = −β∆t2
∂π
∂u(N−n)
− γ∆t
∂π
∂v(N−n)
−
N∑
j=N−n+1
[
(γ−
1
2
+ j+ n−N)∆t2
∂π
∂u(j)
+ ∆t
∂π
∂v(j)
]
(3.22)
−
n−1∑
j=0
[
(γ+ n− j−
1
2
)∆t2K
]
λ(j) ,
and
M λ(N) = −
N∑
j=1
[(
(1− j)γ−
1
2
+ j− β
)
∆t2
∂π
∂u(j)
+ (1− γ)∆t
∂π
∂v(j)
]
−
N−1∑
j=0
[
N− j−
1
2
− β− (N− j− 1)γ
]
∆t2 K λ(j) , (3.23)
where we used the symmetry of both M and K. Note that the coefficient matrices of the adjoint
analysis are identical to those from the primal analysis. This fact again allows us to utilize the
decomposed coefficient matrix from the primal analysis in the adjoint problems and hence gain
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computational savings.
The above sensitivity expression (3.21) is obtained by first discretizing the response and then
differentiating it for the sensitivity analysis. It uses a single adjoint equation to eliminate the
implicit response derivativeDa and hence it is deemed the discretize and then differentiate-single
adjoint variable approach.
Thoughwe have succeeded in formulating the adjoint sensitivity expressions, the above deriva-
tion is cumbersome to derive due to the recursive nature of the time discretized equations (3.18b)
and (3.18c). Also, in other applications e.g. those with implicitly defined state variable derivatives,
an analogous derivation would be extremely tedious. In order to ease the sensitivity derivation,
we prefer the following alternative discretize and then differentiate procedure.
3.3.3 Discretize and then differentiate procedure: Multiple adjoint variables
In the previous formulation, we expressed the remaining derivativesDu(n) andDv(n) in terms of
single implicit derivative Da(n) and formulated the adjoint sensitivity by augumenting ∇Θ˜ with
a single pseudo equation obtained from the derivative of (3.18a) in order to eliminate the single
implicit derivative Da(n). Here, we now consider these three implicit derivatives independently
and, taking a cue from the previous approach regarding the terminal valued nature of the adjoint
problems, we associate the discrete convolved adjoint vectors λ(N−n+1), µ(N−n+1) and η(N−n+1)
with the three pseudo equations resulting from (3.18a), (3.18b) and (3.18c). By adjoining these
three pseudo equations, the sensitivity (3.12) is now equivalently written as
∇Θ˜(d) =
N∑
n=1
(
∂π
∂d
+
∂π
∂u(n)
Du(n) +
∂π
∂v(n)
Dv(n)
)
∆t
+
N∑
n=1
λ(N−n)
T D
Dd
[
(M + β∆t2 K) a(n) − f(n)
]
∆t
+
N∑
n=1
µ(N−n)
T D
Dd
(
−u(n) + u(n−1) + ∆tv(n) +
(1− 2β)∆t2
2
a(n−1) + β∆t2 a(n)
)
∆t
+
N∑
n=1
η(N−n)
T D
Dd
(
−v(n) + v(n−1) + (1− γ)∆t a(n−1) + γ∆t a(n)
)
∆t . (3.24)
We follow the approach in subsection 3.3.2 to eliminate the response derivativesDu(n),Dv(n)
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and Da(n). To this end, the adjoint responses λ(n), µ(n) and η(n) are defined such that
µ(n) =
(
∂π
∂u(N−n)
)T
+H(n)
(
Kλ(n−1) + µ(n−1)
)
, (3.25)
η(n) =
(
∂π
∂v(N−n)
)T
+H(n)
[
∆t
(
Kλ(n−1) + µ(n−1)
)
+ η(n−1)
]
, (3.26)
(M + β∆t2K)λ(n) = −H(n)
[(
1
2
− β
)
∆t2
(
Kλ(n−1) + µ(n−1)
)
+ (1− γ)∆tη(n−1)
]
− β∆t2 µ(n) − γ∆tη(n) , (3.27)
for n = 0, 1, . . . ,N− 1 where H is the Heaviside step function and
Mλ(N) = −
[(
1
2
− β
)
∆t2
(
Kλ(N−1) + µ(N−1)
)
+ (1− γ)∆tη(N−1)
]
. (3.28)
Here the auxiliary equations (3.25) and (3.26) are explicit equations (i.e., they do not involve a
matrix-vector solution) and µ(n) and η(n) are computed before solving the adjoint matrix equa-
tion (3.27) for λ(n). This is in contrast to the primal analysis where we solve the primal matrix
equation (3.18a) for a(n) prior to evaluating u(n) and v(n) from the auxiliary equations (3.18b)
and (3.18c). This “reordering” is to be expected in the adjoint analysis in which the order of the
computations is dictated by the discrete convolution. We also note that the coefficient matrices in
the primal and adjoint analyzes are identical and that the adjoint “displacement” µ(n) and “veloc-
ity” η(n) are obtained from explicit expressions akin to the primal displacement u(n) and velocity
v(n).
The final sensitivity expression obtained after eliminating the implicit derivatives is
∇Θ˜c(d) ≈
N∑
n=1
[
∂π
∂d
+ λ(N−n)
T
(
DM
Dd
u¨(n) +
DK
Dd
u(n)
)]
∆t (3.29)
We derived the above sensitivity expression (3.29) by differentiating the discretized objective (3.12)
and used the three adjoint vectors λ, µ and η to eliminate the implicit derivatives Du, Dv and
Da. Unlike the previous approach wherein we used a single adjoint vector, we now use mutliple
adjoint vectors and hence we refer to this method as the discretize and then differentiate - multiple
adjoint variables approach.
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3.3.4 Discussion
To demonstrate the accuracy of the adjoint sensitivities computed via the above described meth-
ods, we compute their consistency errors. For the case shown in Figure 3.1, we choosem1 = m2 =
25 and k1 = 2000, k2 = 1000 and k3 = 2000. There is no external force acting, only the nonzero
initial conditions with u1(0) = v1(0) = 1 and u2(0) = v2(0) = 0.
The chosen response function is to minimize the integrated strain energy in the first spring for
a simulation time T = 5, i.e.,
Θ =
1
2
T=5∫
0
k1 u
2
1 dt . (3.30)
For the chosen parameters, the analytical values of the objective and its sensitivity with respect to
the design variable k1 are Θa = 702.578 and k1 is ∇Θ = 0.62907.
A rather subtle but critical point to note is that in the computer implementation, one uses
a discrete approximation of (3.12) in evaluating the objective and for this reason the numerical,
gradient-based update algorithms require sensitivities that are consistent with this discrete ap-
proximation. One way to obtain such consistent sensitivities is by using the computationally
expensive finite difference approach. Hence it is appropriate to compare our three adjoint sen-
sitivity expressions to the finite difference sensitivity ∇Θfd rather than the analytical sensitivity
∇Θ.
We now compare these three adjoint sensitivity approximations by using the consistency error
measure evaluated as, e.g., (∇Θ˜fd −∇Θ˜a)/Θ. For different choices of the time increments, Table
3.1 denotes the objective function value Θ˜ in column two, the sensitivity evaluations in columns
three through six and the consistency errors in the last three columns.
As seen here, there are no consistency errors associated with the computations∇Θ˜b and∇Θ˜c.
However, it is evident that the differentiate and then discretize approach suffers from consistency
errors and the choice of the time increment ∆t affects the accuracy of the discrete approxima-
tions of the sensitivity. Albeit these errors diminish with decreasing time increments i.e., as the
computed value Θ˜ approaches the analytical value Θ.
As noted in [58 - Jensen and Tortorelli], the consistency error can also be reduced if the second-
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Table 3.1: Comparison of adjoint sensitivity approaches
∆t Θ Sensitivity Consistency error(%)
Θ ′a Θ
′
b Θ
′
c Θ
′
fd Θ
′
a Θ
′
b Θ
′
c
0.0005 705.229 0.6289 0.6282 0.6282 0.6282 0.11 -0.00 -0.00
0.001 705.533 0.6290 0.6275 0.6275 0.6275 0.23 -0.00 -0.00
0.005 707.855 0.6325 0.6253 0.6253 0.6253 1.13 0.00 0.00
0.01 710.509 0.6432 0.6303 0.6303 0.6303 2.05 -0.00 -0.00
0.025 717.310 0.6887 0.6823 0.6823 0.6823 1.03 -0.00 -0.00
0.1 873.577 0.4363 0.7497 0.7497 0.7497 -49.81 0.00 0.00
0.25 754.551 0.1219 0.7879 0.7879 0.7879 -105.86 -0.00 -0.00
order accurate trapezoidal integration rule replaces the rectangular summation rule of (3.12).
3.4 Discrete adjoint sensitivity analysis
Due to the aforementioned accuracy and implementation reasons, we now adopt the discrete
and then differentiate approach with multiple adjoint variables to compute the sensitivities of the
transient dynamic multiscale problem described in Section 3.2. Having, we completed the primal
analysis, we proceed to compute the response measures and their sensitivities. The response
function upon time discretization reads
Θ(d) =
N∑
n=1


∫
Ω
π
(
u
(n)
M (d),v
(n)
M (d), a
(n)
M (d),d
)
dΩ

∆t , (3.31)
which follows from (3.12). Note the appearance of the acceleration here.
Without loss of generality, we assume a scalar d (any component of d) and take the directional
derivative of the above equation with respect to d giving
δΘ(d; δd) =
N∑
n=1


∫
Ω
∇1π · δu
(n)
M dΩ+
∫
Ω
∇2π · δv
(n)
M dΩ+
∫
Ω
∇3π · δa
(n)
M dΩ+
∫
Ω
δ4πdΩ

∆t , (3.32)
where we subscripts on the gradient (or variation) indicate the argument with respect to which
the gradient (or variation) is defined.
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The implicitly defined directional derivatives δu
(n)
M , δv
(n)
M and δa
(n)
M which appear in δΘ are
annhilated using an adjoint sensitivity analysis. To this end, we use the adjoint method [81 -
Michaleris et al.] and express the residual equation in (3.4) as
r˜
(n)
M
(
a
(n)
M (d),λ
(n),d
)
:=
∫
Ω
ρ
M
(d)λ(N−n+1) · a
(n)
M (d)dΩ+
∫
Ω
∇λ(N−n+1) · P
(n)
M (F
(n)
M (d),d)dΩ
−
∫
Ω
λ(N−n+1) · bdΩ−
∫
ΓN
λ(N−n+1) · tp dΩ = 0 , (3.33)
and take its derivative to obtain
δr˜
(n)
M (a
(n)
M (d),λ
(n),d; δd) :=
∫
Ω
δρ
M
λ(N−n+1) · a
(n)
M dΩ+
∫
Ω
∇λ(N−n+1) · δ2P
(n)
M dΩ
+
∫
Ω
∇λ(N−n+1) · AM(F
(n)
M )∇
[
δu
(n−1)
M + ∆tδv
(n−1)
M +
(1− 2β)∆t2
2
δa
(n−1)
M
]
dΩ
+
∫
Ω
ρ
M
λ(N−n+1) · δa
(n)
M dΩ+
∫
Ω
∇λ(N−n+1) · AM(F
(n)
M )∇
[
β∆t2δa
(n)
M
]
dΩ = 0 . (3.34)
We append (3.32) with the zero quantity of (3.34) and the variations of the weak form equivalents
of (3.5) and (3.6) to obtain
1
∆t
δΘ(d; δd) =
N∑
n=1


∫
Ω
∇1π · δu
(n)
M dΩ+
∫
Ω
∇2π · δv
(n)
M dΩ+
∫
Ω
∇3π · δa
(n)
M dΩ+
∫
Ω
δ4πdΩ
+
∫
Ω
∇λ(N−n+1) · δ2P
(n)
M dΩ +
∫
Ω
δρ
M
λ(N−n+1) · a
(n)
M dΩ+
∫
Ω
ρ
M
λ(N−n+1) · δa
(n)
M dΩ
+
∫
Ω
∇λ(N−n+1) · AM(F
(n)
M )∇
[
δu
(n−1)
M + ∆tδv
(n−1)
M +
(1− 2β)∆t2
2
δa
(n−1)
M + β∆t
2δa
(n)
M
]
dΩ
+
∫
Ω
µ(N−n+1) ·
(
δu
(n)
M − δu
(n−1)
M − ∆t δv
(n−1)
M −
(1− 2β)∆t2
2
δa
(n−1)
M − β∆t
2 δa
(n)
M
)
dΩ
+
∫
Ω
η(N−n+1) ·
(
δv
(n)
M − δv
(n−1)
M − (1− γ)∆t δa
(n−1)
M − γ∆t δa
(n)
M
)
dΩ
}
. (3.35)
We again use discrete convolution in deriving (3.35) and hence at each timestep n, (3.34) and the
variations of (3.5) and (3.6) are multiplied with λ(N−n+1), µ(N−n+1) and η(N−n+1). This leads
to an initial value adjoint problem. We now rearrange the terms in (3.35) to isolate the
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implicitly defined variations giving
1
∆t
δΘ(ρ;δρ) =
N∑
n=1
∫
Ω
δ4πdΩ+
∫
Ω
δρ
M
λ(N−n+1) · a
(n)
M dΩ+
∫
Ω
∇λ(N−n+1) · δ2P
(n)
M dΩ

+
N−1∑
n=2
∫
Ω
∇3π · δa
(n)
M dΩ+
∫
Ω
ρ
M
λ(N−n+1) · δa
(n)
M dΩ+β∆t
2
∫
Ω
∇λ(N−n+1) · AM(F
(n)
M )[∇δa
(n)
M ]dΩ

−
N−1∑
n=2
∫
Ω
β∆t2
∫
Ω
µ(N−n+1) · δa
(n)
M dΩ−γ∆t
∫
Ω
η(N−n+1) · δa
(n)
M dΩ

+
N−1∑
n=2
(1− 2β)∆t2
2
∫
Ω
∇λ(N−n) · A(F
(n+1)
M )∇δa
(n)
M −
(1− 2β)∆t2
2
∫
Ω
µ(N−n) · δa
(n)
M dΩ

−
N−1∑
n=2
∫
Ω
(1−γ)∆tη(N−n) · δa
(n)
M dΩ
+ N−1∑
n=2
∫
Ω
∇2π · δv
(n)
M dΩ+
∫
Ω
η(N−n+1) · δv
(n)
M dΩ

+
N−1∑
n=2
∆t ∫
Ω
∇λ(N−n) · AM(F
(n+1)
M )∇δv
(n)dΩ−
∫
Ω
∆tµ(N−n) · δv
(n)
M dΩ−
∫
Ω
η(N−n) · δv
(n)
M dΩ
 (3.36)
+
N−1∑
n=2
∫
Ω
{
∇1π+µ
(N−n+1)
}
· δu
(n)
M dΩ
+ N−1∑
n=2
∆t ∫
Ω
∇λ(N−n) · A(F
(n+1)
M )∇δu
(n)
M dΩ−
∫
Ω
µ(N−n) · δu
(n)
M dΩ

+
∫
Ω
∇3π
(N)
· δa
(N)
M dΩ+
∫
Ω
ρ
M
λ(1) · δa
(N)
M dΩ+β∆t
2
∫
Ω
∇λ(1) · AM(F
(N)
M )[∇δa
(N)
M ]dΩ

−
∫
Ω
β∆t2
∫
Ω
µ(1) · δa
(N)
M dΩ−γ∆t
∫
Ω
η(1) · δa
(N)
M dΩ
+
∫
Ω
∇2π
(N)
· δv
(N)
M dΩ+
∫
Ω
η(1) · δv
(N)
M dΩ

+
(1− 2β)∆t2
2
∫
Ω
∇λ(N) · A(F
(1)
M )∇δa
(0)
M −
(1− 2β)∆t2
2
∫
Ω
µ(N) · δa
(0)
M dΩ−
∫
Ω
(1−γ)∆tη(N) · δa
(0)
M dΩ

+
∫
Ω
{
∇1π
(N) +µ(1)
}
· δu
(N)
M dΩ
+
∆t ∫
Ω
∇λ(N) · AM(F
(1)
M )∇δv
(0)dΩ−
∫
Ω
∆tµ(N) · δv
(0)
M dΩ−
∫
Ω
η(N) · δv
(0)
M dΩ

+
∆t ∫
Ω
∇λ(N) · A(F
(1)
M )∇δu
(0)
M dΩ−
∫
Ω
µ(N) · δu
(0)
M dΩ
 ,
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and pick the hitherto arbitrary adjoint vectors such that we annihilate their coefficients. As such
we have to solve for λ(n),µ(n) and η(n) at each time step. As seen in Section 3.3, rather than
marching forward in time, the adjoint analyzes march backward in time, e.g. starting at t(N)
and marching towards t(0). And at each timestep n, rather than evaluating λ(n) first (which is
associated with the a
(n)
M equation), we must first compute µ
(n) and η(n) and then λ(n). To this
end, µ(n) is computed from the adjoint equation resulting from the annihilation of the implicit
term containing δu(N−n+1) giving
∫
Ω
µ(n) · δu
(N−n+1)
M dΩ =
∫
Ω
µ(n−1) · δu
(N−n+1)
M dΩ−
∫
Ω
∇1π
(N−n+1) · δu
(N−n+1)
M dΩ
− ∆t
∫
Ω
∇λ(n−1) · A(F
(N−n+2)
M )∇δu
(N−n+1)
M dΩ
︸ ︷︷ ︸
δr
(n)
M of (2.27)
. (3.37)
Similarly, the adjoint equation resulting from the annihilation of the implicit term containing
δv(N−n+1) is used to compute η(n) from
∫
Ω
η(n) · δv
(N−n+1)
M dΩ =
∫
Ω
∆tµ(n−1) · δv
(N−n+1)
M dΩ+
∫
Ω
η(n−1) · δv
(N−n+1)
M dΩ
−
∫
Ω
δ2π
(N−n+1) · δv
(N−n+1)
M dΩ
− ∆t
∫
Ω
∇λ(n−1) · AM(F
(N−n+2)
M )∇δv
(N−n+1)dΩ
︸ ︷︷ ︸
δr
(n)
M of (2.27)
. (3.38)
Note that (3.37) and (3.38) do not require the solution to a linear system of equations and hence the
computations of µ(n) and η(n) are trivial. Finally, with µ(n) and η(n) computed, we annihilate
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the terms containing δa(N−n+1) by requiring λ(n) to satisfy
∫
Ω
ρ
M
λ(n) · δa
(N−n+1)
M dΩ+ β∆t
2
∫
Ω
∇λ(n) · AM(F
(N−n+1)
M )[∇δa
(N−n+1)
M ]dΩ
︸ ︷︷ ︸
δr˜
(n)
M of (3.8)
=
β∆t2
∫
Ω
µ(n) · δa
(N−n+1)
M dΩ+ γ∆t
∫
Ω
η(n) · δa
(N−n+1)
M dΩ+
(1− 2β)∆t2
2
∫
Ω
µ(n−1) · δa
(N−n+1)
M dΩ
−
∫
Ω
∇3π
(N−n+1) · δa
(N−n+1)
M dΩ−
∫
Ω
(1− γ)∆tη(n−1) · δa
(N−n+1)
M dΩ (3.39)
−
(1− 2β)∆t2
2
∫
Ω
∇λ(n−1) · A(F
(N−n+2)
M )∇δa
(N−n+1)
M dΩ
︸ ︷︷ ︸
δr
(n)
M of (2.27)
.
As noted in [81 - Michaleris et al.] one can reuse the converged tangent stiffness matrices δr˜
(n)
M
from the primal analysis cf. (3.7) and that the adjoint problems are linear (and hence no adjoint
iterations are required) even though the primal analysis problem is nonlinear. However, unlike
[81 - Michaleris et al.], there is no need for the microscopic adjoint analysis which is typical in such
coupled problems.
Once the adjoint vectors are evaluated, the implicitly defined derivatives are annihilated and
the sensitivity expression in (3.32) reduces to
δΘ(d;δd) = ∆t
N∑
n=1
∫
Ω
δ4πdΩ+
∫
Ω
δρ
M
λ(N−n+1) · a
(n)
M dΩ+
∫
Ω
∇λ(N−n+1) · δ2P
(n)
M dΩ
 . (3.40)
The above computations of δ4π and δρM are trivial; δ2P
(n)
M is computed using (2.43).
3.5 Results
As an illustrative example, we apply this analysis and sensitivity analysis framework to design
composite microstructures of an armor plate that is subjected to transient loading in order to
achieve desired energy propagation. The total energy density (sum of strain energy density and
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kinetic energy density) at any point x ∈ ΩM is given by
εe = Ψeff(x,FM(x)) +
1
2
ρM(x) u˙M(x) · u˙M(x) . (3.41)
We wish to maximize the energy at given space-time region-intervalsΩs × It in our plate. How-
ever, our gradient based optimization algorithm requires smooth functions, hence we use a p −
normmeasure to approximate the maximum total energy as
max
Ωe×It
(εe) ≈
 ∫
Ωs
∫
It
(εe)
R dt
S/R dΩ

1/S
. (3.42)
3.5.1 Example 1
Here we design the microstructures in a plane strain 600 mm ×100 block that is constrained at the
bottom and is subjected to a time varying pressure cf. Figure 3.2. The properties of the constituent
material phases are (λ1,µ1) = (55000, 83000)MPa for the expensive stiff phase and (λ2,µ2) =
(1700, 1100)MPa for the inexpensive compliant phase with ρ1 = 1800 kg/m
3 and ρ2 = 1400
kg/m3. The load is a uniform pressure over the top surface of the plate, and varies in time as a
triangular pulse over a 10µs interval and peak load of 50 MPa as shown in Figure 3.2.
The symmetric half domain is discretized using 60× 20 standard Q4 elements while each unit
cell is discretized using a 20 × 20 Q4 element mesh. We use the unconditionally stable implicit
Newmark’s scheme with β = 0.25, γ = 0.5 and the total simulation time is T = 40µs with
∆t = 1µs. The duration of simulation is chosen such that we allow the wave to reach the desired
target area which we describe shortly.
Target area
Uniform pressure load
Fixed BCs
10 s
50
M
P
a
Figure 3.2: Problem description
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We desire to focus the energy to the center of the bottom surface of the block cf. Figure 3.2 at a
particular instant in the time interval. To achieve this, we equate It = [0, T ] and Ωs to the 80 mm
×40 mm rectangular region at the plate’s bottom center. We take S = 1 and R = 16 in (3.42) to
achieve a maximum total energy over entire regionΩs for a particular instant in the time interval
It. Since we again assume the morphology of the unit cells to be uniform over each macroscopic
element, we have a total of (60 × 20) × (20 × 20) = 480000 design variables in the optimization
problem.
The contour for the optimized macroscopic design cf. Figure 3.3, contains the unit cell aver-
aged volume fractions associated with eachmacroscopic finite element; the unit cell morphologies
at few random locations are also shown. The red and blue colors represent the expensive stiff and
the inexpensive compliant phases. For this structure and loading, a homogeneous plate would
generate a plane wave without any energy concentration. However, as seen in Figure 3.4, the op-
timized design effectively concentrates the energy to the desired target region. We attribute this
directionality to the anisotropy of the optimal microstructures which allow the wave to travel at
different speeds in different directions.
Figure 3.3: Optimal design (Overall volume fraction)
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(a) t = 5µs (b) t = 10µs
(c) t = 15µs (d) t = 20µs
(e) t = 25µs (f) t = 30µs
(g) t = 35µs (h) t = 40µs
3 6 9 12 15
Figure 3.4: Microstructure design for energy focusing
3.6 Conclusions
We have demonstrated the application of a topology optimization framework to effectively de-
sign nonlinear elastic material microstructures for tailored energy propagation. A discretize and
then differentiate sensitivity analysis using multiple adjoint variables is motivated through a two-
degree of freedom spring mass system.
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Chapter 4
Topology optimization of
rate-independent elastoplastic systems
A topology optimization framework for effective energy management in dynamically loaded
structures with rate-independent elastoplastic material behavior is presented. The elastoplastic
constitutive equations are integrated using an implicit numerical scheme based on a multi-level
Newton procedure. This primal analysis procedure requires the computation of the incremen-
tal algorithmic consistent tangent operator derived from the mappings that enforce the evolving
constitutive relations. For our gradient based optimization, we develop discrete adjoint sensitiv-
ity expressions. Finite element implementation is discussed and the optimization framework is
exemplified via the design of three-dimensional structures subjected to dynamic loads.
4.1 Introduction
Most structural optimization methods assume an elastic material and small deformation struc-
tural response. However, in practice it may be important to consider large deformation and in-
elastic material behavior. For example, the role of plastic dissipation is vital while designing struc-
tures related to crashworthiness, earthquake resistance and impact and blast mitigation. Here
we consider the design of structures whose material response is modeled by small deformation
von-Mises plasticity with isotropic hardening. Specifically, we develop a topology optimization
framework to control the energy propagation in such structures when they are subjected to impact
loadings.
Elastoplastic boundary value problems are governed by a global momentum balance equation
coupled with evolving constitutive equations that characterize the material behavior. Such cou-
pled systems are commonly solved by employing nestedNewton solvers [7, 11, 68, 113 - Aluru and
White, Bachtold et al., Kulkarni et al., Simo and Taylor] andNewton Schurmethods [22, 51, 63, 68 -
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Biros and Ghattas, Hartmann, Knoll and Keyes, Kulkarni et al.]. In this work, we follow a nested
Newton approach as described in [68 - Kulkarni et al.] and the references cited within. At the
local level (inner loop), we employ a backward Euler approximation to time integrate the evolv-
ing constitutive law [138 - Wilkins]. The resulting time-discretized nonlinear evolution equations
are solved via Newton’s method which ensures machine precision satisfaction of the constitutive
equations at the end of each time step. At the global level (outer loop), we enforce the momentum
balance equation over the entire structure and solve this equation using a consistent linearization
i.e., by computing the incremental algorithmic consistent tangent operator [104, 113 - Runesson
and Booker, Simo and Taylor]. This approach is critical to obtaining accurate sensitivities that are
consistent with the underlying simulation model [134 - Vidal and Haber].
Extensive research has been done in deriving the analytical sensitivity expressions for prob-
lems with nonlinear material behavior and history-dependent response; for a comprehensive
overview see [93 - Noor and Peters]. Sensitivity analyses for finite strain elastostatic problems
were developed by [28, 33, 48, 85, 101, 118, 123 - Cardoso and Arora, Choi and Santos, Haftka and
Mroz, Mroz et al., Phelan et al., Szefer et al., Tortorelli]. Sensitivities for elastodynamic systems
appear in [80, 124, 126, 136 - Meric, Tortorelli, Tortorelli et al., Wang and Choi]. While the above
references point to a few of the significant contributions to sensitivity analysis for nonlinear and
dynamic elastic behavior, [106 - Ryu et al.] were among the first to note the issues related to and
the need for further investigation of history-dependent problems. [62 - Kleiber] and [127 - Tsay
and Arora] present the general theory of structural sensitivity analysis for path dependent prob-
lems. Other history dependent material response formulations appear in [19, 20, 46, 128, 135 -
Bendsøe and Sokolowski, Bendsøe and Sokolowski, Haber et al., Tsay et al., Vidal et al.]. Design
sensitivity analysis for elastoplastic problems under the assumption of small deformation is ad-
dressed by [134 - Vidal and Haber] and [15 - Barthold and Wiechmann]. [134 - Vidal and Haber]
utilize a consistent tangent approach for the elastoplastic analysis and present a direct differenti-
ation sensitivity analysis. They emphasize the need to be consistent with the underlying implicit
numerical algorithm that is used to integrate the constitutive equations. [81 - Michaleris et al.]
developed an adjoint based sensitivity analysis for nonlinear transient coupled systems including
small deformation elastoplasticity and [137 - Wiechmann and Barthold] presented a variational
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sensitivity analysis for finite strain elastoplastic problems. A direct differentiation approach is
used to compute the sensitivities of inelastic structures subjected to dynamic loads [142 - Zhang
and Kiureghian].
For path-independent problems viz. elasticity, the sensitivities do not depend on the load
path where as they do in history-dependent problems, i.e., the response sensitivity at any given
time depends on the response sensitivities at all the previous times [106 - Ryu et al.]. For such
time marching incremental methods, adjoint analysis is usually not viable [132 - Vaz and Hinton].
This is because the adjoint sensitivity analysis for a transient and for history dependent problem
requires the solution of a terminal valued adjoint problem which cannot be performed simulta-
neously with the primal analysis. Hence the storage requirements for an adjoint formulation are
substantially increased as one needs to store the response trajectory as well as the converged tan-
gent operators from the primal analysis as they are both needed for the adjoint analysis. That said,
the choice of adjoint versus direct differentiation methods is based on the number of performance
functionals versus the number of design parameters. And, for our purposes, we address the prob-
lem of topology optimization with a single cost function and a large number of design parameters.
So we implement the adjoint method. To alleviate the storage burden we use distributed comput-
ing wherein the primal response and converged stiffness matrices are stored across the different
nodes on a cluster.
In applications to topology optimization involving history dependent response, [140 - Yuge
and Kikuchi] maximize the stiffness of frames comprised of elastoplastic materials with linear
isotropic hardening. Pederson studied topology opitmization to obtain desired energy absorption
history of a crushed structure using rectangular 2D-beam elements with plastic hinges [97, 98 -
Pedersen, Pedersen]. Utilizing the consistent tangent approach for small deformation von-Mises
plasticity, [78, 110 - Maute et al., Schwarz et al.] develop a topology optimization framework for
elastoplastic structures subjected to quasistatic loadings. Layout optimization using the homoge-
nization method for thin shell plastically deforming structures is addressed in [141 - Yuge et al.]
where a database of the material tensor calculated by the elastoplastic homogenization method
is generated and subsequently interpolated for the numerical computations. Optimal topologies
of elastoplastic structures under dynamic loading appear in [79 - Mayer et al.]. However, a qua-
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sistatic assumption is used to compute the sensitivities.
Herein we develop a topology optimization framework for elastoplastic solids to effectively
design them to dissipate energy when subjected to impact loadings. Sensitivities are computed
analytically via a discrete adjoint sensitivity analysis that is combined with an optimality criteria
based method [18 - Bendsøe and Sigmund] to update the design variables. Numerical results are
presented in which we compare designs obtained via linear elastic and elastoplastic assumptions.
The organization of this Chapter is as follows: In Section 4.2 we formulate the elastoplastic
analysis procedure in a transient dynamic setting using the nested Newton approach. Section
4.3 describes the topology optimization and the associated sensitivity analysis. Representative
numerical examples and conclusions are provided in Sections 4.4 and 4.6.
4.2 Transient Dynamic Formulation
This section presents both the continuum and discrete formulations of the elastoplastic initial
boundary value problem. We first introduce the notation and present the strong form of the
continuum problem. The numerical solution procedure that utilizes the algorithmic consistent
tangent operator is then developed. We closely follow the works of [68, 81]. One should consult
these references for a similar derivation of the tangent operator and the nested Newton solution
procedure.
4.2.1 Continuum formulation
We begin with the governing equations for a nonlinear dynamic system. The body under con-
sideration is identified by its undeformed configuration Ω ⊂ R3 with boundary Γ that is divided
into the complementary regions: ΓD on which homogeneous displacement is prescribed and Γt on
which traction loading is prescribed. We seek a solution of the unknown displacement field u on
Ω over the time interval [0, T ] that satisfies:
• The equation of motion
div[T] + ρb = ρ u¨ in Ω× [0, T ] , (4.1)
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where ρ is the material density, T is the Cauchy stress and the superposed dot represents the
time derivative.
• The infinitesimal strain-displacement relation
dE =
1
2
[∇du + (∇du)T ] . (4.2)
where du and dE are the differentials of u and the infinitesimal strain E.
• The additive decomposition of the strain increment dE into elastic and plastic components
which is suitable for elastoplastic systems undergoing infinitesimal deformation [72]
dE = dEe + dEp . (4.3)
where the subscripts e and p refer to elastic and plastic components.
• The constitutive relations which due to their path-dependent behavior cannot be repre-
sented as a closed form expression of the displacement gradient. For this reason T is defined
incrementally using the (i) elastoplastic stress-strain relation, (ii) yield criterion, (iii) flow
rule and (iv) hardening rule.
– The elastoplastic incremental stress-strain relation
dT = C[dE − dEp] , (4.4)
where C = 2G(I− 13I⊗ I) + κ I⊗ I is the fourth order isotropic elasticity tensor, G is the
shear modulus and κ is the bulk modulus.
– The yield criterion which, without loss of generality, we assume to be von-Mises
f(T,σ) = |T ′|−
√
2
3
σ = 0 , (4.5)
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where σ is an internal state variable representing the flow stress and the () ′ denotes the
deviatoric component of a second order tensor. In a departure from the usual conven-
tion, we do not track the plastic strain i.e., Ep =
∫
dEp in our formulation. Rather we
use the flow stress as our state variable. The reason being that we can easily measure
the flow stress in an experiment unlike the plastic strain. For the reasons explained in
Section 4.3, we also treat the stress tensor T as an internal variable.
– The flow rule for the evolution of plastic strain which, without loss of generality, we
assume to be associative
dEp = |dEp|∇Tf(T,σ) , (4.6a)
where
∇Tf =
T ′
|T ′|
, (4.6b)
the gradient of fwith respect to T, follows from (4.5).
– The flow stress evolution
dσ =
√
2
3
g(σ) |dEp| , (4.7)
where g(σ) is the hardening model of the material. Herein we assume isotropic hard-
ening and use Voce`’s law
g(σ) = θy
(
1−
σ− σy
σs − σy
)
, (4.8)
where θy, σs and σy are the initial hardening rate, saturation stress and initial yield
stress.
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• The boundary conditions
u = 0 on ΓD × [0, T ] (4.9a)
Tn = tp on Γt × [0, T ] , (4.9b)
where n is the unit outward normal to Γ and tp is the prescribed traction.
• The initial conditions
u(·, 0) = 0 in Ω , (4.10a)
σ(·, 0) = σy in Ω . (4.10b)
Equations (4.3) through (4.10) define an elastoplastic initial boundary value problem. We now
approximate a solution to this set of equations using finite elements for the spatial discretization
and an implicit Newmark scheme for the time discretization.
4.2.2 Discrete formulation
We begin with the usual weak problem statement concerning the continuum formulation pre-
sented above: find u ∈ U× [0, T ] such that
r(u;η) :=
∫
Ω
ρη · u¨dΩ+
∫
Ω
∇η · TdΩ−
∫
Γt
η · tp dΓ = 0 ∀η ∈ U, (4.11)
where U =
{
u ∈ H1(Ω) | u = 0 on ΓD
}
. We use the a−form of the Newmark’s implicit timestep-
ping scheme coupledwith Newton’s method to compute a solution of (4.11). As such, we partition
the time interval [0, T ] into equal length subintervals [tn−1, tn] of length ∆t = tn − tn−1 and seek
the solution at the discrete time instants tn as we march forward in time. This time increment
∆t also serves as a basis for integrating the constitutive evolution equations. To this end, (4.11) is
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discretized in time to obtain
r(n)(a(n);η) :=
∫
Ω
ρη · a(n) dΩ+
∫
Ω
∇η · T(n) dΩ−
∫
Γt
η · t(n) dΓ = 0 , (4.12)
where u(n) = u(tn), v
(n) = u˙(tn), a
(n) = u¨(tn) and t
(n) = tp|t=tn are the displacement, velocity,
acceleration and prescribed traction vectors at time tn ∈ [0, T ] and n denotes the time step. The
Newmark update equations for the displacement and velocity restated here for convenience as
u(n) = u(n−1) + ∆tv(n−1) +
(1− 2β)∆t2
2
a(n−1) + β∆t2a(n) , (4.13)
v(n) = v(n−1) + (1− γ)∆t a(n−1) + γ∆ta(n) , (4.14)
where β and γ are the Newmark stability parameters.
Equation (4.12) is usually solved via Newton’s method where (4.12) is linearized at each time
tn to compute the incremental response δa such that
δr(a(n); δa) + r(a(n)) = 0 , (4.15)
where the variation of (4.12) is
δr(a(n); δa) =
∫
Ω
ρη · δadΩ+ β∆t2
∫
Ω
∇η ·
DT(n)
D∇u
∇δadΩ , (4.16)
in which we used the identity ∇δu(n) = β∆t2∇δa(n) from (4.13). In elastoplastic materials, T(n)
is path-dependent and cannot be expressed as an explicit function of∇u(n) making it a challenge
to compute T(n) and its derivative DT(n)/D∇u in (4.12) and (4.15).
Until now we have treated the acceleration a(n) as the only independent and unknown re-
sponse field. However, this is not the case, as we also have the internal state variables σ(n) and
T(n). Hence at each time step nwe must evaluate the fields a(n), σ(n) and T(n). In order to retain
the usual global finite element formulation pertaining to themomentum balance equation (4.12) in
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which we only solve for a(n) (and hence u(n) via (4.13)), we adopt a global-local approach in com-
puting a(n), σ(n) and T(n). That is, we supplement the global analysis with a local constitutive
analysis to compute the internal variables σ(n) and T(n) wherein we view these state variables
as a function of the displacement trajectory. This leads to a coupled problem that we solve via a
nested Newton scheme [68, 81, 113] to obtain a(n) in the outer loop and the pair (σ(n), T(n)) in
the inner loop.
4.2.2.1 Global vector residual
We now recast our momentum balance equation in (4.12) to include the dependence on the in-
ternal state variables. The fully discrete form of the equilibrium equation obtained upon finite
element discretization reads:
R(n)(a(n),T(n)) := Ma(n) + S(u(n),T(n)) − F
(n)
ext = 0 . (4.17)
where F
(n)
ext = F|t=tn is the external load vector and M and S are the mass matrix and internal
force vector,
M =
Nele
A
e=1
∫
Ωe
ρNTe Ne dΩe , (4.18)
S = −
Nele
A
e=1
∫
Ωe
BTevec(T
(n))dΩe . (4.19)
In the aboveA is the finite element assembly operator, Ne and Be are interpolating functions for
the displacement and displacement gradient and we use the notation vec to collapse the compo-
nents of a second order tensor into a vector such that e.g. vec(T) = [T11 T21 T31 T12 T22 T32 T13 T23 T33]
T .
4.2.2.2 Local vector residual
To formulate the local residual for the constitutive evolution analysis, we assume that the load
increment is plastic, i.e., σ(n) > σ(n−1). If the load increment is elastic, the analysis is trivial.
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We begin by substituting (4.6a) and (4.7) into (4.4) 1 and use the backward Euler approximation
relations
dT ′ = T ′(n) − T ′(n−1) (4.20)
dσ = σ(n) − σ(n−1) (4.21)
to obtain
T ′(n) = (T ′(n−1) + 2GdE ′(n)) − 2G
√
3
2
dσ(n)
g(σ(n))
T ′(n)
|T ′(n)|
(4.22a)
= T
′(n)
T − 2G
√
3
2
dσ
g(σ(n))
T ′(n)
|T ′(n)|
(4.22b)
where
T
′(n)
T = T
′(n−1) + 2GdE ′(n) (4.23)
is referred to as the trial stress. Since plastic flow is occurring, the discretized consistency condi-
tion (4.5) renders |T ′(n)| =
√
2/3σ(n). Substitution of this result into (4.22b) gives
(
1+
3Gdσ(n)
g(σ(n))σn
)
T ′(n) = T
′(n)
T . (4.24)
Taking the norm of the above and again using dσ(n) = σ(n) − σ(n−1) and the relation |T ′(n)| =√
2/3σ(n) produces
σ(n) +
3G(σ(n) − σ(n−1))
g(σ(n))
=
√
3
2
|T
′(n)
T | . (4.25)
Rearranging the above we finally define the scalar residual equation
H
(n)
σ (dE
′(n),σ(n)) := σ(n) +
3G(σ(n) − σ(n−1))
g(σ(n))
−
√
3
2
|T
′(n)
T | = 0 . (4.26)
1We take the deviatoric component of (4.4)
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which we solve for σ(n) for the given strain increment dE(n). Once we have σ(n), we use the facts
that the deviatoric stress T ′(n) and the trial stress T
′(n)
T are parallel cf. (4.23), and that |T
′(n)| =√
2/3σ(n) during plastic flow. Writing the former relation as T ′(n)/|T ′(n)| = T
′(n)
T /|T
′(n)
T |, and
substituting the latter gives
T ′(n) =
√
2
3
σ(n)
|T
′(n)
T |
T ′(n) . (4.27)
To obtain the full stress we add the deviatoric and volumetric stress components, viz
T(n) = T ′(n) +
1
3
tr
(
T ′(n)
)
I , (4.28a)
= T ′(n) +
1
3
(
tr(T ′(n−1) + κ tr (dE))
)
I . (4.28b)
We again rearrange this equation to form the vector residual
H
(n)
T (dE
′(n),σ(n),T(n)) :=
√
2
3
σ(n)
|T ′T (dE
′(n))|
vec(T ′T (dE
′(n)))
+
1
3
(
tr(T(n−1)) + κ tr(dE(n))
)
vec(I) − vec(T(n)) = 0 , (4.29)
in which T(n) is computed for the given values of dE(n) and σ(n). Even though we treat both σ(n)
and T(n) as internal state variables, it is evident from (4.26) and (4.29) that σ(n) can be computed
independent of T(n) by solving (4.26) whence T(n) can be directly evaluated from (4.27). However
as explained in Section 4.3, we treat T(n) as an independent variable. For this reason we combine
(4.26) and (4.29) into a single vector local constitutive residual equation
H(n)(u(n),w(n),u(n−1),w(n−1)) :=


H
(n)
σ (u
(n),w(n),u(n−1),w(n−1))
H
(n)
T (u
(n),w(n),u(n−1),w(n−1))

 = 0 , (4.30)
where w =
[
σ vec(T)T
]
. These discretized residual equations (4.17) and (4.30) are solved via
the nested Newton method.
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4.2.2.3 Nested Newton solution procedure
At each time step nwe seek the solution to the equations
R(n)(a(n),w(n)) = 0 , (4.31a)
H(n)(u(n),w(n),u(n−1),w(n−1)) = 0 . (4.31b)
This coupled problem is solved by treating the state variable response w(n) as a function of the
global solution u(n) which, by suppressing the t(n−1) quantities for conciseness, now reads
R(n)(a(n),w(n)(u(n))) = 0 , (4.32a)
H(n)(u(n),w(n)(u(n))) = 0 . (4.32b)
The solution of (4.32a) and (4.32b) is obtained by implementing the Newton-Raphson method in
two nested iterative loops as described in [81]. In the outer loop, we linearize (4.32a) to obtain the
following expression for the incremental response ∆a:
[
∂R(n)
∂a(n)
+ β∆t2
(
∂R(n)
∂u(n)
+
∂R(n)
∂w(n)
Dw(n)
Du(n)
)]
∆a = −R(n) . (4.33)
Note that we need to compute w(n) and Dw(n)/Du(n) at all the integration points in the dis-
cretized structure before solving for ∆a from (4.33). To this end, we return to the inner loop resid-
ual equation (4.32b) for the state variable w(n). Using Newton’s method to solve this equation for
the given u(n) gives the following update equation for w(n)
∂H(n)
∂w(n)
∆w :=

∂H
(n)
σ
∂σ(n)
∂H
(n)
σ
∂vec(T(n))
∂H
(n)
T
∂σ(n)
∂H
(n)
T
∂vec(T(n))



∆σ
vec(∆T)

 = −H
(n) , (4.34)
where the ∂H(n)/∂w(n) is the inner tangent operator.
Here we note that treating T(n) as a state variable results in a larger system of equations for
the local problem in (4.34). Indeed, the scalar equation (4.26) cf. [68] is replaced by the vector
equation (4.34). However, computing the inverse
[
∂H(n)/∂w(n)
]−1
is inexpensive. This is seen
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by expanding the derivatives in (4.34)
∂H
(n)
σ
∂σ(n)
= 1+
3G
g(σ(n))
(
1−
g ′(σ(n)(σ(n) − σ(n−1))
g(σ(n))
)
, (4.35a)
∂Hσ
∂vec(T(n))
= 0 , (4.35b)
∂H
(n)
T
∂σ(n)
=
√
2
3
1
|T ′|
vec(T ′T ) , (4.35c)
∂H
(n)
T
∂vec(T(n))
= −I , (4.35d)
from which the incremental updates ∆σ and vec(∆T) are seen to reduce to
∆σ = −
(
∂H
(n)
σ
∂σ(n)
)−1
H
(n)
σ and (4.36a)
vec(∆T) = H
(n)
T +
∂H
(n)
T
∂σ(n)
∆σ . (4.36b)
where it is seen that the stress update vec(∆T) is trivially computed in terms of ∆σ.
These inner loop subiterations continue until a converged solution w(n) is obtained. Using
the converged w(n), we compute Dw(n)/Du(n) by differentiating (4.32b) with respect to u(n)
and rearrange to obtain
Dw(n)
Du(n)
= −
(
∂H(n)
∂w(n)
)−1
∂H(n)
∂u(n)
. (4.37)
where the details of ∂H(n)/∂u(n) appear in the Appendix A and we again note the special form of(
∂H(n)/∂w(n)
)−1
. Once Dw(n)/Du(n) is determined at all the integration points, we substitute
it into (4.33) giving
[
M + β∆t2
(
∂S
∂u(n)
−
∂S
∂w(n)
{
∂H(n)
∂w(n)
}−1
∂H(n)
∂u(n)
)]
∆a = −R(n) . (4.38)
The quantity in square brackets is the consistent tangent operator and shall henceforth be denoted
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by K˜(n); the quantity in the parentheses is denoted by K(n) and is expressed as
K =
Nele
A
e=1
∫
Ωe
BTe mat(Cep)Be dΩe (4.39)
where Cep is the elastoplastic incremental algorithmic consistent tangent operator, the derivation
of which is shown in Appendix A. Finally we express (4.38) in the familiar fully discretized form
as
K˜(n)∆a = −R(n) (4.40)
To summarize, at each timestep n, for a given global response iterate a(n) (and hence u(n) via
(4.13)), the local residuals are solved using (4.34) until convergence is reached. Using the con-
verged inner solution w(n), the outer response update ∆a is computed using (4.33). Once ∆a is
computed, the outer solution a(n) is updated via a(n) = a(n) +∆a and u(n) and v(n) are updated
using the Newmark update equations (4.13) and (4.14). Using the updated global responses u(n),
v(n) and a(n) we again solve the inner residuals. This outer-iteration and inner-subiteration pro-
cess is repeated until convergence of both global and local residuals is reached at each timestep
n.
4.3 Topology optimization
In this section, the structural topology optimization problem involving history dependent non-
linear material behavior is formulated and an incremental design sensitivity analysis is presented.
We consider the entire undeformed spatial domain of the structureΩ as the design space in which
we seek the optimal arrangement of two elastoplastic materials. For this discrete two-material
layout problem, the binary indicator function χ ∈ {0, 1} describes the arrangement of the two
material phases via
χ(x) =


1 if material 1 occupies point x ∈ Ω and
0 if material 2 occupies point x ∈ Ω .
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As discussed before, this discrete setting leads to a large scale integer programming problem
that is computationally intractable. To make it tractable we convexify it and seek the optimal
distribution of the continuous volume fraction design variable d ∈ [0, 1] that defines themixture of
materials. We again use the SIMP based penalization to separate material phases i.e., to maximize
the size of the regions in which d = 0 or d = 1 wherein the material properties are interpolated
via:
φ = dpφ1 + (1− d
p)φ2 , (4.41)
where p is the penalty parameter, φ1 and φ2 are the material properties of the constituent phases
1 and 2. For our purposes, we obtain the properties G, κ, σy, σs, θy and ρ using the above
interpolation scheme. A value of p = 1 is used in obtaining ρ while p = 3 is used in interpolating
the remaning properties. To make the topology optimization problem well posed, we regularize
it by imposing a length scale restriction on the variations of d by utilizing the consistent filtering
scheme [27 - Bruns and Tortorelli].
4.3.1 Optimization problem and sensitivity formulation
In our discretization we parameterize the volume fraction to be piecewise uniform over each finite
element. The volume fraction design variable d is thusly assigned to each finite element in mesh.
The topology optimization problem is then stated as
min
d∈A
Θ(d)
such that: R(n)(a(n)(d),w(n)(d),d) = 0 , (4.42)
H(n)(u(n)(d),w(n)(d),u(n−1)(d),w(n−1)(d),d) = 0 ,
for A = {0 6 d 6 1} where Θ is the cost function and d is the design parameter vector. Note that
we now treat the global momentum balance equation (4.17) and the local constitutive equation
(4.26) as implicit constraints which relate the response and design.
We pose our cost functionΘ as a function of displacement u(n), velocity v(n), acceleration a(n)
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vectors and internal state variable w(n) vectors as
Θ(d) = π
(
u(N)(d), . . . ,u(1),v(N)(d), . . . ,v(1), a(N)(d), . . . , a(1),w(N)(d), . . . ,w(1)(d),d
)
, (4.43)
whereN is the total number of time steps in the simulation. We include the internal state variable
w(n) in our objective so that we can express the elastic stored energy using
∫
Ω
T(n) : C−1[T(n)]dΩ
instead of the usual expression
∫
Ω
(E(n)−Ep(n)) : C(E(n)−Ep(n))dΩ. The use of the latter expres-
sion results in an implicit derivative of the plastic strain Ep(n) which would require us to treat the
plastic strain as a state variable in the primal analysis (rather than the stress). So as seen here, the
choice of the cost and constraint functions dictates the selection of the state variables (in addition
to the necessary flow stress σ.).
Our gradient based optimality criteria algorithm [18 - Bendsøe and Sigmund] requires the sen-
sitivities of the cost function with respect to design variables and hence without loss of generality,
we assume a scalar d (any component of d) and take the derivative of the cost function Θ with
respect to d giving
DΘ =
N∑
n=1
(
∂π
∂u(n)
Du(n) +
∂π
∂v(n)
Dv(n) +
∂π
∂a(n)
Da(n) +
∂π
∂w(n)
Dw(n)
)
+
∂π
∂d
. (4.44)
The above term ∂π/∂d is straightforward to compute since the cost function Θ is explicitly ex-
pressed in terms of the design parameter vector d whereas the remaining terms contain the deriva-
tives Du(n), Dv(n), Da(n) and Dw(n) with respect to d which are implicit quantities defined via
the governing equations.
To resolve the implicitly defined derivatives Du(n), Dv(n), Da(n) and Dw(n) in (4.44) we use
the adjoint method [52, 65, 81, 125 - Haug and Arora, Komkov et al., Michaleris et al., Tortorelli
et al.] to annihilate them. We append the so called pseudo equations at each time step n resulting
from (4.17), (4.26), (4.13) and (4.14) to our original sensitivity expression (4.44). To obtain these
pseudo equations, we differentiate the global equilibrium equation (4.17) and the local constitu-
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tive equation (4.26) with respect to d to obtain
[
∂R(n)
∂u(n)
]T (
∂u˜
∂a(n)
Da(n) +
∂u˜
∂a(n−1)
Da(n−1) +
∂u˜
∂v(n−1)
Dv(n−1) +
∂u˜
∂u(n−1)
Du(n−1)
)
+
∂R(n)
∂a(n)
Da(n) +
∂R(n)
∂w(n)
Dw(n) +
∂R(n)
∂d
= 0, (4.45)
and
[
∂H(n)
∂u(n)
]T (
∂u˜
∂a(n)
Da(n) +
∂u˜
∂a(n−1)
Da(n−1) +
∂u˜
∂v(n−1)
Dv(n−1) +
∂u˜
∂u(n−1)
Du(n−1)
)
+
∂Hσ
(n)
∂w(n)
Dw(n) +
∂Hσ
(n)
∂u(n−1)
Du(n−1) +
∂Hσ
(n)
∂w(n−1)
Dw(n−1) +
∂Hσ
(n)
∂d
= 0 . (4.46)
Similary, we differentiate the Newmark update equations (4.13) and (4.14) with respect to d to
obtain
Du(n−1) + ∆tDv(n−1) +
(1− 2β)∆t2
2
Da(n−1) + β∆t2Da(n) −Du(n) = 0 , (4.47a)
Dv(n−1) + (1− γ)∆tD a(n−1) + γ∆tD a(n) −Dv(n) = 0 . (4.47b)
Taking a cue from the discrete convolution work of [70 - Le et al.] and the discretize-and-then-
differentiate-approach in [58 - Jensen and Tortorelli], we introduce convolved adjoint variables λ0, λ1,
λ2 and µ. We subsequently obtain the zero expressions from (4.45), (4.46), (4.47a) and (4.47b) for
each time step n and multiply themwith arbitrary adjoint vectors λ
(N−n+1)
0 , µ
(N−n+1), λ
(N−n+1)
1
and λ
(N−n+1)
2 . The resulting zero equations are summed over all the time steps and then adjoined
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to the original sensitivity expression in (4.44) giving
∇,iΘ =
∂π
∂d
+
N∑
n=1
(
∂π
∂u(n)
Du(n) +
∂π
∂v(n)
Dv(n) +
∂π
∂a(n)
Da(n) +
∂π
∂w(n)
Dw(n)
)
+
N∑
n=1
λ
(N−n+1)T
0
[
∂R(n)
∂a(n)
Da(n) +
∂R(n)
∂w(n)
Dw(n)
]
+
N∑
n=1
µ(N−n+1)
T
[
∂H(n)
∂u(n)
(
∂u(n)
∂a(n)
Da(n) +
∂u(n)
∂a(n−1)
Da(n−1) +
∂u(n)
∂v(n−1)
Dv(n−1) +
∂u(n)
∂u(n−1)
Du(n−1)
)]
+
N∑
n=1
µ(N−n+1)
T
[
∂H(n)
∂w(n)
Dw(n) +
∂H(n)
∂u(n−1)
Du(n−1) +
∂H(n)
∂w(n−1)
Dw(n−1) +
∂H(n)
∂ρ
]
(4.48)
+
N∑
n=1
λ
(N−n+1)T
1
[
−Du(n) +Du(n−1) + ∆tDv(n−1) +
(1− 2β)∆t2
2
Da(n−1) + β∆t2Da(n)
]
+
N∑
n=1
λ
(N−n+1)T
2
[
−Dv(n) +Dv(n−1) + (1− γ)∆tDa(n−1) + γ∆tDa(n)
]
+
N∑
n=1
λ
(N−n+1)T
0
[
∂M
∂d
a(n) +
∂S(un)
∂d
]
.
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We rearrange the above equation to isolate the implicitly defined derivatives to obtain
∇,iΘ =
∂π
∂d
+
N∑
n=1
λ
(N−n+1)T
0
[
∂M
∂d
a(n) +
∂S(u(n))
∂d
]
+
N∑
n=1
µ(N−n+1)
T
[
∂H(n)
∂d
]
+
N−1∑
n=1
(
Da(n)
T
)[( ∂π
∂a(n)
)T
+
(
∂R(n)
∂a(n)
)T
λ
(N−n+1)
0 + β∆t
2λ
(N−n+1)
1 + γ∆tλ
(N−n+1)
2
]
+
N−1∑
n=1
(
Da(n)
T
)[
β∆t2
(
∂H(n)
∂u˜(n)
)T
µ(N−n+1)
]
+
N−1∑
n=1
(
Da(n)
T
)[∆t2(1− 2β)
2
λ
(N−n)
1 + (1− γ)∆tλ
(N−n)
2 +
(1− 2β)
2
∆t2
(
∂H(n+1)
∂u˜(n+1)
)T
µ(N−n)
]
+
N−1∑
n=1
(
Dv(n)
T
)[( ∂π
∂v(n)
)T
− λ
(N−n+1)
2 + ∆tλ
(N−n)
1 + λ
(N−n)
2 + ∆t
(
∂H(n+1)
∂u˜(n+1)
)T
µ(N−n)
]
+
N−1∑
n=1
(
Du(n)
T
)[( ∂π
∂u(n)
)T
− λ
(N−n+1)
1 + λ
(N−n)
1 +
(
∂H(n+1)
∂u˜(n+1)
)T
µ(N−n) +
(
∂H(n+1)
∂u(n)
)T
µ(N−n)
]
+
N−1∑
n=1
(
Dw(n)
T
)[∂H(n+1)
∂w(n)
]T
µ(N−n) (4.49)
+
N−1∑
n=1
(
Dw(n)
T
)[(∂H(n)
∂w(n)
)T
µ(N−n+1) +
(
∂R(n)
∂w(n)
)T
λ
(N−n+1)
0 +
(
∂π
∂w(n)
)T]
+
(
Da(N)
T
)[( ∂π
∂a(N)
)T
+
(
∂R
∂a(N)
)T
λ
(1)
0 + β∆t
2λ
(1)
1 + γ∆tλ
(1)
2 + β∆t
2
(
∂H
∂u˜(N)
)T
µ(1)
]
+
(
Dv(N)
T
)[( ∂π
∂v(N)
)T
− λ
(1)
2
]
+
(
Dw(N)
T
)[( ∂H
∂w(N)
)T
µ(1) +
(
∂R
∂w(N)
)T
λ
(1)
0 +
(
∂π
∂w(N)
)T]
+
(
Du(N)
T
)[ ∂π
∂u(N)
− λ
(1)
1
]
+
(
Da(0)
T
)[∆t2(1− 2β)
2
λ
(N)
1 + (1− γ)∆tλ
(N)
2 +
(1− 2β)
2
∆t2
(
∂H
∂u˜(1)
)T
µ(N)
]
+
(
Dv(0)
T
)[
∆tλ
(N)
1 + λ
(N)
2 + ∆t
(
∂H
∂u˜(1)
)T
µ(N)
]
+
(
Du(0)
T
) [
λ
(N)
1
]
+
(
Dw(0)
T
)[( ∂H
∂w(0)
)T
µ(N)
]
.
In the above equation, the adjoint vectors µ(n), λ
(n)
0 , λ
(n)
1 and λ
(n)
2 are arbitrary. We now assign
the values for these vectors to annihilate the coefficients of the implicit derivatives. This results in
a sequence of adjoint problems which, due to the discrete convolution, are initial value problems
rather than terminal valued problems. Either way, the primal analysis must be completed prior to
the adjoint analysis.
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To begin the adjoint analysis, we equate the coefficients of Du(N) and Dv(N) to zero, thereby
obtaining the following explict equations (i.e., no linear solve is needed) for λ
(1)
1 and λ
(1)
2 :
(
∂π
∂u(N)
)T
− λ
(1)
1 = 0 , (4.50)(
∂π
∂v(N)
)T
− λ
(1)
2 = 0 . (4.51)
Next, by equating the coefficients ofDa(N) andDw(N) to zero and rearranging the equations, we
obtain the following coupled problem in the adjoint vectors λ
(1)
0 and µ
(1):
(
∂R
∂a(N)
)T
λ
(1)
0 + β∆t
2
(
∂H
∂u˜(N)
)T
µ(1) = −
[(
∂π
∂a(N)
)T
+ β∆t2 λ
(1)
1 + γ∆tλ
(1)
2
]
, (4.52)
(
∂R
∂w(N)
)T
λ
(1)
0 +
(
∂H
∂w(N)
)T
µ(1) = −
[(
∂π
∂w(N)
)T]
. (4.53)
This coupled set of equations is solved using (4.53) to express µ(1) as
[
∂H(N)
∂w(N)
]T
µ(1) = −
[(
∂π
∂w(N)
)T
+
(
∂R
∂w(N)
)T
λ
(1)
0
]
, (4.54)
where we recognize the quantity in square brackets on the left-hand side as the transpose of the
converged local tangent operator at time step N from the inner loop of the primal analysis. Sub-
stituting (4.54) into (4.52) yields the following adjoint problem for λ
(1)
0 :
[
∂R(N)
∂a(N)
− β∆t2
(
∂R(N)
∂w(N)
)(
∂H(N)
∂w(N)
)−1(
∂H(N)
∂u˜(N)
)]T
λ
(1)
0 =
−
[(
∂π
∂a(N)
)T
+ β∆t2λ
(1)
1 + γ∆tλ
(1)
2 − β∆t
2
(
∂H(N)
∂u˜(N)
)T (
∂H(N)
∂w(N)
)−T (
∂π
∂w(N)
)T]
. (4.55)
Note that the quantity in square brackets on the left hand side in (4.55) is the tranpose of the
converged algorithmic consitent tangent operator from the outer loop of the primal analysis i.e.,
as K˜(N)
T
. Once λ
(1)
0 is determined from (4.55), the adjoint vector µ
(1) is determined from (4.54).
Using µ(1), λ
(1)
0 , λ
(1)
1 and λ
(1)
2 , we march forward in time to evaluate µ
(n), λ
(n)
0 , λ
(n)
1 and λ
(n)
2
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for 2 6 n 6 N by equating the coefficients of Du(n), Dv(n), Da(n) and Dw(n) in (4.50) to zero.
The coefficients of Du(n) and Dv(n) lead to the following adjoint problems:
λ
(n)
1 =
(
∂π
∂u(N−n+1)
)T
+ λ
(n−1)
1 +
(
∂H(N−n+2)
∂u˜(N−n+2)
)T
µ(n−1) +
(
∂H(N−n+2)
∂u(N−n+1)
)T
µ(n−1) , (4.56)
λ
(n)
2 =
(
∂π
∂v(N−n+1)
)T
+ ∆tλ
(n−1)
1 + λ
(n−1)
2 + ∆t
(
∂H(N−n+2)
∂u˜(N−n+2)
)T
µ(n−1) , (4.57)
where again we note that the equations for determining λ
(n)
1 and λ
(n)
2 do not require linear solves.
The coefficients of Da(n) and Dw(n) yield the coupled equations:
(
∂R(N−n+1)
∂a(N−n+1)
)T
λ
(n)
0 + β∆t
2
(
∂H(N−n+1)
∂u˜(N−n+1)
)T
µ(n) = −
[(
∂π
∂a(N−n+1)
)T
+ β∆t2λ
(n)
1 + γ∆tλ
(n)
2
+
∆t2(1− 2β)
2
λ
(n−1)
1 + (1− γ)∆tλ
(n−1)
2 +
(1− 2β)
2
∆t2
(
∂H(N−n+2)
∂u˜(N−n+2)
)T
µ(n−1)
]
,
(4.58)
(
∂H(N−n+1)
∂w(N−n+1)
)T
µ(n) +
(
∂R(N−n+1)
∂w(N−n+1)
)T
λ
(n)
0 = −
[(
∂π
∂w(N−n+1)
)T
+
(
∂H(N−n+2)
∂w(N−n+1)
)T
µ(n−1)
]
.
(4.59)
which we solve as we did µ(1) and λ(1) rendering
[
M(N−n+1) + β∆t2K
(N−n+1)
ff
]T
λ
(n)
0
= −
[(
∂π
∂a(N−n+1)
)T
+ β∆t2λ
(n)
1 + γ∆tλ
(n)
2 +
∆t2(1− 2β)
2
λ
(n−1)
1 + (1− γ)∆tλ
(n−1)
2
]
−
(1− 2β)
2
∆t2
(
∂H(N−n+2)
∂u˜(N−n+2)
)T
µ(n−1)
+ β∆t2
(
∂H(N−n+1)
∂u˜(N−n+1)
)T (
∂H(N−n+1)
∂w(N−n+1)
)−T [(
∂π
∂w(N−n+1)
)T
+
(
∂H(N−n+2)
∂w(N−n+1)
)T
µ(n−1)
]
(4.60)
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(
∂H(N−n+1)
∂w(N−n+1)
)T
µ(n) =−
[(
∂π
∂w(N−n+1)
)T
+
(
∂H(N−n+2)
∂w(N−n+1)
)T
µ(n−1) +
(
∂R(N−n+1)
∂w(N−n+1)
)T
λ
(n)
0
]
(4.61)
In the direct differentiation method, the implicit derivatives at each time tn e.g. Du
(n), are
computed immediately after the primal analysis at tn and hence it does not require the storage of
the tangent operators 2. However, the number of design variables for our purposes far exceed the
number of performance functionals making the adjoint method preferable to the direct differenti-
ation method. As seen here, unfortunately the adjoint method requires the storage or recompua-
tion of the tangent stiffness matrices in (4.60) and (4.61) which either increases the storage cost or
the computational time. Our numerical implementation stores the global tangent operators and
recomputes the local counterparts. This is because through the use of MPI, the global system of
equations is solved in parallel while the constitutive evolution equations are solved locally in each
processor. Moreover the numerous local problems are independent of one another and are com-
prised of a much smaller system of equations compared to the global problem. Hence it is com-
putationally economical to solve these local constitutive evolution equations sequentially in each
processor thereby distributing the numerous independent local problems across the computing
nodes on a cluster much like the computational framework proposed in Chapter 2. Notably the
computational cost encountered in recomputing the local tangent matrices is insignificant com-
pared to the memory overhead required in storing these making our computational framework
an efficient trade-off between storage and computational burdens.
Upon solving the adjoint problems, the implicitly defined derivatives Du(n), Dv(n), Da(n)
2These derivatives are evaluated by solving the pseudo equations (4.45)-(4.47b). Once these derivatives are known,
they can be used to evaluate (4.44).
73
and Dw(n) are annihilated and the sensitivity expression reduces to
DΘ =
∂π
∂d
+
N∑
n=1
λ
(N−n+1)T
0
[
∂M
∂d
a(n) +
∂S(u(n))
∂d
]
+
N∑
n=1
µ(N−n+1)
T
(
∂H(n)
∂d
)
+
(
Da(0)
T
)[∆t2(1− 2β)
2
λ
(N)
1 + (1− γ)∆tλ
(N)
2 +
(1− 2β)
2
∆t2
(
∂H(1)
∂u˜(1)
)T
µ(N)
]
+
(
Dv(0)
T
)[
∆tλ
(N)
1 + λ
(N)
2 + ∆t
(
∂H(1)
∂u˜(1)
)T
µ(N)
]
+
(
Du(0)
T
) [
λ
(N)
1
]
. (4.62)
4.4 Results
In this section, we demonstrate the effectiveness of our optimization framework to control the
energy dissipation in impacted structures. More specifically, we design a plate by distributing
two elastoplastic materials to minimize the stored energy reaching a target region when the plate
is subjected to an impact loading. We also compare this design to that obtained via the linear
elastic assumption.
Because our gradient based optimization algorithm requires smooth functions, we use a p −
norm measure to approximate the minimum total elastic energy over a target region Ωs and the
time interval It as [71]
min
(e,tn)∈Ωs×It
(ε
(n)
e ) ≈ −
∑
e∈Ωs
∑
n∈It
(ε
(n)
e )
R
S/R

1/S
, (4.63)
where ε
(n)
e , the energy in the finite element e at timestep n, is
ε
(n)
e =
∫
Ωe
T(n) : C−1[T(n)]dΩ+
1
2
∫
Ωe
ρ u˙
(n)
e · u˙
(n)
e dΩ . (4.64)
For comparison of designs, we normalize the total elastic energy retained in the system with the
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total input energy computed via
ε(inp) =
N∑
n=1
F
(n)
ext · u˙
(n)∆t . (4.65)
As a proof of concept, we consider a 600mm × 100mm plane stress plate and constrain it on
the bottom. The plate is subjected to a time varying pulse load on the top, cf. Figure 4.1. The
chosen material properties are (ρ1, ρ2) = (5000, 1800)kg/m
3 , (G1,G2) = (76923.07, 7692.30)MPa,
(ν1,ν2) = (0.3, 0.3), (σy1 ,σy2) = (500, 100)MPa making material 1 stiff, strong and heavy versus
material 2 which is compliant, weak and light. A uniform pressure loading is considered over the
loading region which is applied via triangular pulse over the initial 10µswith peak load 250MPa.
The total simulation time of 40µs is chosen such that there is enough time for the wave to reach
the target regions.
The symmetric half domain is discretized using 150 × 50 standard Q4 elements. We use the
implicit Newmark’s scheme with β = 0.25, γ = 0.5 and a time increment of ∆t = 0.5µs.
The goal is to minimize the total elastic energy reaching target areas illustrated in Figure 4.1
which we collectively define using Ωs. We also equate It = [0, T ] and use S = 16 and R = 16 in
(4.63). The lengthscale is imposed via a 3mm filter radius.
Using the problem data just described, we present two design examples obtained under the
assumptions of 1) linear elasticity; and 2) small deformation elastoplasticity.
100
m
m
600 mm
Pressure loading Target area
Fixed
0 10µs
250 MPa
Loading
Figure 4.1: Problem description
4.4.1 Minimizing energy: Elastic case
Figure 4.2 shows the optimized design using the samematerials as the previous example, but con-
sidering only elasticity. The region in red is occupied by the stiffer phase 1 material whereas the
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blue region is occupied by the compliant phase 2 material. We notice that stiff material assigned to
the top region lowers the input energy by reducing the displacement in the load region. Figure 4.3
shows the energy propagation at various instants in time in the optimized design. Observe that
the the energy reaching the target region is minimized, yet the total input energy is conserved.
Figure 4.2: Optimized plate design: elastic case
(a) t = 7.5µs (b) t = 10µs
(c) t = 12.5µs (d) t = 15µs
(e) t = 17.5µs (f) t = 20µs
(g) t = 22.5µs (h) t = 25µs
1 2 3 4 5 6 7
Figure 4.3: Minimizing energy reaching the target area: Elastic case
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4.4.2 Minimizing energy: Plastic case
This example is identical to the previous case, except plasticity is now considered. The optimized
material distribution for the plate appears in Figure 4.4 where again the region in red is occupied
by the stiffer phase whereas the region in blue is occupied by the compliant phase. Note that the
two designs cf. Figure 4.2 and Figure 4.4 are significantly different. The energy contours for the
plastic case appear in Figure 4.5. We again notice that the optimized design efficiently minimizes
the energy reaching the chosen target areas; here however the input energy is dissipated.
Figure 4.4: Optimized plate design: plastic case
(a) t = 7.5µs (b) t = 10µs
(c) t = 12.5µs (d) t = 15µs
(e) t = 17.5µs (f) t = 20µs
(g) t = 22.5µs (h) t = 25µs
5 10 15 20 25
Figure 4.5: Minimizing energy reaching the target area: Plastic case
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In order to compare the performance of the two designs under the respective assumptions, we
observe the normalized energy in the system as the simulation progresses in time cf. Figure 4.6.
As expected, the total energy in the system decreases with time in the elastoplastic case whilst the
energy remains constant in the elastic case once it is fully loaded.
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Figure 4.6: Normalized total stored energy vs timestep
4.5 Extension to 3D
We extend the two-dimensional plane stress framework to three dimensions. As a representative
example, we consider the slab of dimensions 800mm×800mm×100mm that is constrained at the
bottom and impacted at the center with a striker of dimensions 100mm × 100mm cf. Figure 4.7.
The time varying uniform pressure load is same as the previous example as are the constituent
phases.
Using quarter symmetry, each quarter is modeled using 78698 standard B8 (8-node brick) el-
ements with 8 Gauss points per element. We again choose β = 0.25 and γ = 0.5. The simulation
time is 50µswith ∆t = 0.5µs.
Using the above problem data, we present a design examplewhere the goal of the optimization
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is to minimize the total energy (kinetic plus stored elastic energy) reaching the target areas that
are symmetrically chosen along the four edges of the bottom surface cf. Figure 4.7. A filter radius
of 10mm is used.
Striker
Target area
Figure 4.7: Problem description: 3D example
The optimized material distribution is shown in Figure 4.8 where again the stiffer phase oc-
cupies the red region and the compliant phase occupies the blue region. A translucent view of
Figure 4.8a is plotted in Figure 4.8b illustrating the internal design features. We did compare this
design against the one obtained via an elastic assumption. However, the differences in the three
dimensional design features cannot be easily interpretted using two-dimensional projections onto
the plane of the paper and hence we omit them.
(a) Red region: stiff material, blue region: compliant mate-
rial
(b) translucent view of Figure 4.8a
Figure 4.8: Optimized design
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4.6 Conclusions
We have developed a transient dynamic topology optimization framework for rate independent
small deformation elastoplastic material systems. The primal analysis problem consisting of the
global momentum balance coupled with local elastoplastic constitutive equations is resolved via
the nested Newton approach. We derive the adjoint sensitivity expressions and incorporate them
into a restriction based topology optimization procedure. Applications to impact mitigation have
been presented. Future work will involve the extension of this framework to finite strain elasto-
plastic systems.
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Chapter 5
Conclusions and future directions
To summarize, in this dissertation we have developed a design methodology by combining topol-
ogy optimization, multiscale analysis and parallel programming into a multilevel optimization
framework. Adjoint sensitivity expressions were systematically developed and incorporated into
gradient-based optimization algorithms. Two- and three-dimensional representative numerical
examples were presented.
In Chapter 2, we developed the elastostatic formulation to obtain optimal unit cell morpholo-
gies when designing structures for maximal stiffness. We presented a nested-Newton strategy
to resolve this coupled analysis problem. An interesting feature of this formulation is that the
unit cell problems are independent of one another. Taking advantage of this fact we developed
an SPMD parallel programing framework to distribute these unit cell computations among the
processors on a cluster to achieve computational scaling.
In Chapter 3, an elastodynamic formulation geared towards energy wave tailoring is devel-
oped by utilizing the framework presented in Chapter 2. Herein we assumed that the primary
wave has a wavelength much longer than the length scale of the unit cell and hence used the
static homogenization theory to compute the macroscopic effective properties. A motivation for
the transient dynamic adjoint sensitivity analysis is also presented using a linear oscillator system.
Representative numerical example for energy wave tailoring is also presented.
In Chapter 4, we extended the multiscale elastodynamic formulation to history dependent
material response, specifically rate independent small deformation elastoplastic material systems.
Utilizing the formulation presented in Chapter 3, we replaced the unit cell computations with the
pointwise plasticity evolution equations. Again, we resuse the parallel framework presented in
Chapter 2 and present applications for impact mitigation.
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5.1 Future directions
In this dissertation, we developed the multilevel design framework based on first order compu-
tational homogenization theory i.e., the macroscopic deformation gradient is computed at every
material point and is used to obtain the “averaged stress” for the associated microstructural unit
cell. Although the volume fraction and morphology of the microstructure constituent phases are
accounted, this approach cannot address the geometric effects resulting from a finite sized unit
cell. Also, we use the long wavelength assumption wherein the current homogenization the-
ory holds only when the characteristic wavelength of the macroscopic deformation field is much
larger than the length scale of the unit cell. Such an assumption is valid only when there is a slow
variation in the macrostructural fields over the microstructural unit cell that renders a scale sep-
aration. However, high gradient-high frequency regions exhibit smaller macrostructural wave-
length which is in the order of the size of the unit cell. To address these issues, one has to resort
to higher-order computational homogenization procedures cf. [6, 66 - Allaire et al., Kouznetsova]
wherein the gradient of the macroscopic deformation gradient is utilized and stress couples ap-
pear in the formulation. A multilevel design framework that closely follows the one developed in
this dissertation can be formulated to address this challenging problem.
We used a small deformation assumption in developing the elastoplastic formulation for dy-
namic applications. However, when designing for impact and blast mitigation, finite strains most
likely occur. The framework developed in this dissertation is directly extendable to finite strains
where one can again use the nested Newton formulation [68 - Kulkarni et al.] for the coupled
elastoplastic analysis. No modifications to the adjoint sensitivity expressions developed in this
dissertation are required to accommodate such finite strains. This framework can also be ex-
tended in a straightforward manner to other types of history dependent material behavior eg.,
visco plasticity.
Hierarchical formulation described in this dissertation is directly extendable to numerous
other applications. For example, one could simulate the failure of heterogeneous composites e.g.
adhesively bonded systems cf. [69]. Indeed using the two-scale approach, one can obtain accu-
rate homogenized macroscopic properties while capturing the physics of failure processes at the
micro-scale by detailed modeling of the microstructural unit cell. Optimization formulations can
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be explored to minimize the damage occuring in such material systems.
Most materials degrade or heal due to environmental conditions when structures are con-
stantly exposed to adverse surroundings. The material properties of structural elements will
change because of aging and/or due to the presence of diffusants. Such systems are typically
modeled via a coupled deformation-diffusion formulation [86] that is similar to the plasticity
framework proposed in Chapter 4 of this dissertation. There are promising practical applications
in modeling degradation and our sensitivity analysis framework can be utilized to optimize such
systems.
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Appendix A
Incremental algorithmic consistent elastoplastic tangent operator
In this section, we derive the incremental algorithmic consistent elastoplastic tangent operator
Cep. We begin by considering the internal force vector S written in the finite element discretized
form as
S =
Nele
A
e=1
∫
Ωe
Se dΩe (1)
where Se = B
T
evec (T) is elemental internal force vector cf. (4.19). We take the derivative of
internal force vector S with respect to u to obtain
K(n) =
DS(u(n),w(n)(u(n)))
Du(n)
=
[
∂S
∂u(n)
−
∂S
∂w(n)
{
∂H(n)
∂w(n)
}−1
∂H(n)
∂u(n)
]
, (2a)
=
Nele
A
e=1
∫
Ωe
[
∂Se
∂u
(n)
e
−
∂Se
∂w(n)
{
∂H(n)
∂w(n)
}−1
∂H(n)
∂u
(n)
e
]
dΩe , (2b)
=
Nele
A
e=1
∫
Ωe
BTe Cep Be dΩe , (2c)
where ue is the element e displacement vector.
Again as a departure from the usual convention where T(n) is assumed a function of u(n), we
explicitly account for T(n) as a state variable. Hence by taking the derivative of Se we obtain
∂Se
∂u
(n)
e
= 0 , (3a)
∂Se
∂w(n)
=
[
0 BTe
]
. (3b)
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Differentiating (4.30) with respect to u
(n)
e gives
∂H(n)
∂u
(n)
e
=


−2G
√√√√3
2
1
|T
′(n)
T |
vec(T
′(n)
T )
T Be
mat1
(
2G
√
2
3
σ(n)
|T ′T |
(
Id −
1
|T ′T |
2
T
′(n)
T ⊗ T
′(n)
T
)
+ κ I⊗ I
)
Be


. (4)
where we use the elementwise equality dE(n) = Be
(
u
(n)
e − u
(n−1)
e
)
.
Next we consider the derivative of (4.30) with respect to w(n) to obtain
(
∂H(n)
∂w(n)
)−1
=
1(
∂H
(n)
σ
∂σ(n)
)

I 0(
∂H
(n)
T
∂σ(n)
)
−
(
∂H
(n)
σ
∂σ(n)
)
 , (5)
which follows from (4.34) and (4.35).
Substituting (3), (4) and (5) into (2), finally gives
Cep =
 2G(∂H(n)σ
∂σ(n)
)√3
2
1
|T
′(n)
T |
vec(T
′(n)
T )
T +mat
(
2G
√
2
3
σ(n)
|T
′(n)
T |
(
Id −
1
|T
′(n)
T |
2
T
′(n)
T ⊗ T
′(n)
T
)
+ κ I⊗ I
) .
(6)
1The mat operator is defined such that vec(A[B]) = mat(A)vec(B).
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