Time synchronisation is a fundamental service in many distributed systems such as wireless sensor networks. Non-uniform operating temperature among deployed nodes and dynamic variation of the temperature represent the major cause of clock drift in the nodes of a network. Presented is a low-overhead clock synchronisation for WSNs based on a new temperature compensation algorithm (TCA). The TCA is local and uses a temperature sensor to remove the effects of environmental temperature changes and to increase the time between synchronisation intervals. Using the TCA, the 32 KHz unit achieves an effective clock drift of less than 5 ppm over a wide range of operating temperatures (25 to 628C), a significant improvement with respect to the 55 ppm featured without temperature compensation.
Introduction: Time synchronisation is a key service in many distributed sensing and actuating systems and sensor networking systems. Synchronisation plays an important role at the single node level, as it is essential to schedule local activities. Moreover, it is also a key enabler at the network level for power minimisation and bandwidth optimisation, among others [1, 2] Network protocols, task scheduling and distributed power management require an accurate knowledge of time, both locally and globally, for minimising communication idleness, as energy consumption of wireless devices can be massively reduced by maximising the interval where nodes are set in sleep mode. Unfortunately, distributed synchronisation in WSNs is more difficult to achieve than for other traditional distributed services (e.g. internet services), because clock accuracy and precision requirements are strict and energy and channel constraints limit the resources available onboard to meet this goal [3] . In addition, a common view of physical time is also a basic requirement for a WSN application to order events that occur in the physical world. In addition, sensor networks make extensive use of synchronisation for sensor data aggregation or distributed task scheduling. For instance, the fusion of distributed sensor data may require information about the chronological order of the sensor observations [4] Traditional synchronisation schemes [5, 6] assume the existence of a global time-reference, usually given by a master clock. WSNs require a way for nodes to synchronise their clocks (i.e. local times) to a global time. Generally this is done periodically with a broadcast message. The quality of the local oscillator on each device affects the relative clock drift with respect to other network nodes, and, consequently, plays a significant role to determine the maximum period at which re-synchronisation must be performed. For example, using a 32KHz clock, a drift of +60ppm adds +1ms offset every 16.6s between timestamps of the local node and of the master. Applications which require a synchronised timestamp with such a resolution need to broadcast synchronisation packets (e.g. SYNC beacons) with this period at least. Controlling the local drift means incrementing this upper limit and permits reducing the rate of the broadcast messages for global synchronisation.
Of course, more stable clock sources do exist (i.e. timers based on temperature compensated crystal oscillators (TCXO) [7] or GPS with a PPS signal), but they are too expensive, if we consider a network of hundreds of nodes massively deployed in the field, too power hungry or too limited (e.g. GPS does not work indoors) to be a viable alternative. Frequency stability of a crystal oscillator can be affected by factors which generate two different kinds of drift: (i) short-term and dynamic clock drift and (ii) long-term continuous clock drift. Shortterm instability is mainly due to both environmental and electrical factors such as variations in temperature and supply voltage. When the temporary factor subsides, the clock frequency returns to be aligned with the original value, but a small offset remains in the local time. Long-term instability results from effects such as oscillator aging, and a compensation of the local time should be performed continuously. Temperature change represents the major effect of clock frequency difference among nodes. Usually, common assumptions are that the temperature is similar in all the nodes of the network or at least it is constant over a certain period of time on each node. This assumption is often used to assume constant clock errors and forces synchronisation protocols to adjust too often.
In this Letter we introduce a new approach to clock synchronisation for sensor networks based on an innovative temperature compensation algorithm (TCA). The main idea behind the TCA is to measure the temperature during clock error estimation using the on-board temperature sensor existing in many sensor network platforms. The TPA uses this sensor to autonomously calibrate the local oscillator, to remove effects of environmental temperature changes and to extend the interval between synchronisations. It is important to notice that the TCA itself does not make any assumptions on the network architecture. It is a technique to extend the time between clock adjustments, and thus is compatible with several network synchronisation protocols which take care also for keeping timestamps up to date. However, it is assumed that a slave node receives accurate time measurements from a remote master node and that the slave node can communicate with its master. The TCA consists of two steps: calibration and compensation.
Calibration: Initially, the slave nodes do not know their current clock error. Thus, it needs to rely on the cooperation of a master node that has knowledge of the accurate time. The calibration phase is performed before network deployment, and it used as (small) number of nodes as a calibration set. In our experiments we used eight slave nodes with nominal frequency ( f n ¼ 32 KHz) crystal oscillators to receive a timeconstant synchronisation beacon (i.e. every 20 seconds) from the master node. All nodes are put into a temperature chamber and subjected to an operating temperature range sweep from 25 to 628C. After each beacon, the slave nodes collect their own value of real time clock (RTC) ticks and compute the difference between two beacon events at a constant temperature T.
The values of the RTC counter for the same beacon interval change with changing temperature. As shown in Fig. 1 the measured clock drift in ppm presents similar temperature curves for all clocks. The function of the clock drift with respect to temperature is not linear but recalls the trend of a parabolic curve. Using this information, it is possible to obtain a curve which contains the average of the drifts and that will be used as the calibration curve, as shown in Fig. 2 . Converting this curve into a look-up table simplifies the implementation on an simple microcontroller since no floating point computation is used. The compensation phase is performed online after network deployment. The slave node regularly measures the environmental temperature. After every measurement, it checks the temperature against the clock error curve (Fig. 2) and adjusts its own system clock counter, with the calibration offset at the corresponding temperature.
In particular, at every synchronisation period, the slave node changes its clock counter offset as follows:
where counter offset is the difference between the last synchronisation time and the current local time; compensated offset compensated offset is the one resulting after the TCA, while the clock error is the new clock error estimate using the calibration data, which can be calculated as Fig. 3 compares the clock drift of two different nodes (an uncompensated node and a TCA node) subjected to the temperature range from 25 to 628C. We consider the same synchronisation period of 20 s. In the first case, the local time of the uncompensated node, subjected at 658C, deviates by about 1.1 ms every 20 s with respect to the master. In the compensated node, the maximum drift is about 100 ms, every 20 s, across the full temperature range. This means that using the TCA, clock drift drops down to less than 5 ppm over the full range of temperatures, which is 10× less than when the system is operating at 658C. Of course, even if the slave node is calibrated with the TCA, the master still needs to send the occasional synchronisation beacon due to the effect of this small drift. These occasional synchronisation beacons ensure that the absolute time error between the master and the slave never increases above a certain threshold. For example, in this case a synchronisation broadcast message every 200 s is sufficient to keep the timestamp of the master node and the timestamp of the slaves locked within +1ms at any operating temperature (25 to 628C).
Conclusion:
In this Letter, we have explored a new time synchronisation based on a temperature compensated algorithm (TCA). The main idea behind the TCA is to measure the temperature during clock error estimation using the on-board temperature sensor. It uses this sensor to calibrate the local oscillator, to remove the effects of environmental temperature changes and to increase the time between synchronisation intervals. The improvement is relevant, namely an order of magnitude when operating at high temperature (i.e. 658C). Our approach uses only local processing so that it does not add extra traffic to the network. The approach is also very simple to implement and thus it is not an overhead for resource limited nodes in wireless sensor networks. 
