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Abstract
The problem of finding a diagonal flip path between two triangulations
has been studied for nearly a century in the combinatorial (topological)
setting and for decades in the geometric setting. In the geometric setting,
finding a diagonal flip path between two triangulations that minimizes
the number of diagonal flips over all such paths is NP-complete. How-
ever, when restricted to lattice triangulations - i.e. triangulations of a
finite subset of the integer lattice, or an affine transformation of this lat-
tice, bounded by a simple, closed polygon with lattice points as vertices -
the problem has a polynomial time algorithm. Lattice triangulations have
been studied for their uses in discriminant theory, Hilbert’s 16th problem,
toric varieties, quantum spin systems, and material science. Our first
main result shows that there is a polynomial-time computable, unique
partially-ordered set of diagonal flips such that there is a bijection be-
tween valid linear-orderings of this set and minimum diagonal flip paths
between two lattice triangulations. This provides an alternative proof of
the previously known result, as well as new structural insights into these
diagonal flip paths. Our second main result characterizes pairs of trian-
gulations, containing sets of edges E and E′ respectively, such that the
minimum diagonal flip path between them contains the minimum number
of diagonal flips over all minimum diagonal flip paths between pairs of tri-
angulations, containing sets of edges E and E′ respectively. Remarkably,
all of our results are derived from a simple relationship between edges in
triangulations and Farey sequences.
1 Introduction
Given a finite point-set S in R2 bounded by a simple, closed polygon Ω with
vertices in S, a triangulation of the pair (S,Ω) is an embedding of a planar
graph with vertex set S, non-intersecting straight-line edges including those of
Ω, and triangular interior facets. From here on, all polygons are assumed to
be simple and closed. A triangulation can be transformed into another via a
sequence of operations called diagonal flips, defined as follows.
Definition 1 (Diagonal Flip and Flip Path). A diagonal flip (shortened to
flip) is an operation transforming one triangulation T into another: for some
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Figure 1: (a) is the integer lattice and a lattice triangulation of a point-set
bounded by a simple, closed polygon. (b) is an affine transformation of (a),
yielding the triangular lattice and the triangulation of the transformed point-
set and polygon. (c) - (g) show a flip path transforming the equilateral trian-
gulation (Definition 7) in (c) into the triangulation in (g). (d) shows the first
flip (Definition 1) along this path, performed on the red quadrilateral, which
replaces the edge (v2, v4) with the edge (v1, v3). The red edges in (e)-(g) result
from flips along this flip path that may be performed simultaneously.
convex quadrilateral in T , whose interior contains only a diagonal edge, the
flip operation replaces this diagonal edge with the other (Figure 1d). A flip
path is a starting triangulation along with a sequence of flips (equivalently, the
corresponding sequence of triangulations ending with the target triangulation)
(Figures 1c - 1g).
Our results concern flip paths between lattice triangulations - i.e. triangu-
lations of the pair (S,Ω) where the point-set S is the intersection of an affine
transformation of the integer lattice and a polygon Ω with lattice points as ver-
tices (Figures 1a and 1b). This point-set is called the lattice point-set of Ω.
Since the polygon uniquely determines the lattice point-set, from now on we
will refer to lattice triangulations of Ω. Furthermore, when the context is clear
we will refer to lattice triangulations simply as triangulations. We are interested
in finding minimum flip paths between two lattice triangulations of the same
lattice point-set - i.e. those flip paths with the minimum number of flips over
all flip paths between these triangulations.
1.1 Background and Motivation
The flip graph of a point-set S and a polygon Ω is defined as follows: each
vertex is a triangulation of the pair (S,Ω) and each edge connects a pair of
triangulations that differ by a single flip. The flip graph encodes flip-connectivity
- i.e. flip paths between triangulations. The flip graph was first shown to
be connected for the case when Ω is a convex polygon and the point-set S is
the vertex set of Ω, a result attributed to Lawson [10]. This result was then
extended to arbitrary closed polygons (not necessarily simple nor convex) with
vertices contained in the point-set S by Dyn et al. [6], who attribute the idea to
Edelsbrunner. Their main proof technique was to show how to generate an edge
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from a triangulation. More precisely, for any pair of vertices (u, v) in the point-
set S defining a line segment in the interior of the polygon Ω, such that the line
segment contains only these two points of S, they showed how to find a flip path
from a triangulation of the pair (S,Ω) to some triangulation containing the edge
(u, v). The rest of the proof proceeds by induction on the number of edges that
need to be generated. Finally, Osherovich et al. [14] gave alternative proofs of
the previous two results using only simple geometric properties of polygons.
These flip graph connectivity questions also apply in the combinatorial set-
ting, between triangulations of topological spaces - i.e. where a triangulation is
embedded on a surface and the topological flip permits a homeomorphism of the
surface. In this case, only the combinatorics, or graph, of the triangulation is
relevant (the boundary facet is generally assumed to be a triangle). In fact, the
combinatorial setting was explored nearly 40 years before the geometric setting.
Since we are working exclusively in the geometric setting, we mention these re-
sults mainly for completeness. Flip graphs in the combinatorial setting were first
shown to be connected when their vertices correspond to triangulation graphs
of small genus - e.g., graphs that are embeddable on a sphere, torus, projective
plane, or Klein bottle [18, 5, 13]. This result was generalized to triangulations
of arbitrary closed surfaces [12] and later strengthened to the case of topological
flips that only permit diffeomorphisms [11].
Returning to the geometric setting, our results concern the connectivity of
flip graphs whose vertices are lattice triangulations. We provide a comparison
to previous results on lattice triangulations in the next section. Lattice trian-
gulations arise in algebraic geometry [3], discriminant theory [7], and quantum
spin systems [2]; they are additionally connected to Hilbert’s 16th problem [17].
Some work has gone into counting and enumerating the lattice triangulations
on a square grid [2, 9, 8]. Our previous work relates flip paths that generate
an edge from a lattice triangulation to the propagation of cracks in crystalline
material caused by defects [16]. For a broad treatment of general and lattice
triangulations, see [4]
1.1.1 Previous Work on Flip Paths Between Lattice Triangulations
In the geometric setting, the problem of finding a minimum flip path between
two triangulations of the same (not necessarily lattice) point-set and polygon is
NP-complete [1]. However, Caputo et al. [2] gave a polynomial time algorithm
to find a minimum flip path between any two lattice triangulations of a lattice
point-set. Furthermore, they showed that all such minimum flip paths contain
the same flips. This result also holds when both lattice triangulations contain
a set of edges that must be preserved along any flip path. An edge in this set is
called a constraint. Although they use the integer lattice, their algorithm and
proofs carry over to affine transformations of this lattice (see Figure 1b). We give
alternative proofs of these results that elucidate the structure of minimum flip
paths. Specifically, the algorithm given by Caputo et al. [2] yields a particular
minimum flip path between two lattice triangulations, whereas ours yields a
description of all such minimum flip paths.
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1.1.2 Application of Previous Results
We will show that the minimum flip path between any two lattice triangulations
is unique (up to reordering flips). Hence, results on flip paths between general
(not necessarily lattice) triangulations in the geometric setting, such as those
given by Dyn et al. [6], can be used to find the minimum flip path between
two lattice triangulations. However, these results do not take advantage of the
structural properties of lattice triangulations. In particular, for each edge to be
generated from the starting triangulatiom, the algorithm given by Dyn et al. [6]
takes time linear in the length of the edge to identify a convex quadrilateral for
the next flip. Our results allow us to accomplish this in constant time, leading
to a significant complexity improvement overall.
In Section 6, we compare our results to those of Caputo et al. [2]. We
demonstrate how our structural results offer new incites into flip paths between
lattice triangulations and discuss our complexity improvements.
2 Summary of Results
From here on, all triangulations discussed are lattice triangulations. Our results
rely only on the existence of Farey parallelograms (defined in Section 2.1) in a
triangulation, so they apply to triangulations of affine transformations of an in-
teger lattice point-set. Hence, we work entirely with triangulations of triangular
lattice point-sets without loss of generality. The following are our main results.
1. For any two triangulations of a triangular lattice point-set, there is a
unique, partially-ordered set of flips such that there is a bijection between
the valid linear-orderings of this partial order and the minimum flip paths
between these two triangulations. Furthermore, we give an algorithm
to compute this partial order in time polynomial in the number of flips
contained in the partial order.
2. We characterize pairs of triangulations, containing sets of edges E and E′
respectively, such that the partial order between them, given by Result
1, contains the minimum number of flips over all partial orders between
pairs of triangulations, containing E and E′ respectively, given by Result
1.
Additionally, we significantly improve the complexity of algorithms for vari-
ants of flip path problems over lattice triangulations.
2.1 Basic Tools and Definitions
In this section, we present the concepts and tools necessary to formally state our
results. First, we give a convenient way to represent an edge in a triangulation.
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Definition 2 (Edge and Edge Equivalence Class). An edge e = (x, y) at a
point v, is a vector (x, y) originating at a lattice point v, where x and y are
nonnegative, relatively prime integer coefficients when the edge e is expressed as
a linear combination of its defining coordinate pair of unit vectors that minimize
|x|+ |y| (out of the 3 coordinate pairs).
An edge e = (x, y) is the equivalence class under lattice shifts of the origi-
nating point v.
Figure 2: Three copies of the edge (2, 3) with the same originating point v.
For a given section of the plane, the ordering convention for an edge (2, 3) is
the anticlockwise ordering of the 2 relevant lattice unit vectors for that section,
called the defining coordinate pair (see Section 2.1). Having specified a lattice
point v, along with the vector (2, 3), we require 1 additional piece of information
to uniquely specify an edge: the section of the plane that contains the edge.
This information is encoded in the defining coordinate pair of an edge. Note,
the dashed edge is in the same equivalence class as the edge e3 and originates
at the point v′.
See Figure 2 for examples of edges at points and an edge equivalence class.
Throughout this paper, the additional piece of information that disambiguates
an edge is always clear from the context, and is never explicitly specified or
used. A default representative of the edge class e = (x, y) that is commonly
used is the edge (x, y) at the point (0, 0). When we refer to an edge without
specifying an originating point, it will be clear from the context whether we are
referring to the edge equivalence class or to a default representative.
Note that the edge equivalence class induces a corresponding equivalence
class of flip paths that generate an edge from a triangulation. When the starting
triangulation is clear from the context, or arbitrary, we shorten these expressions
to a flip path for an edge at a point and a flip path for an edge.
The primary object we will be working on is the following.
Definition 3 (Flip Plans). A flip plan that generates a set of edges from a
triangulation is a partially-ordered set of flips (equivalently the quadrilaterals
the flips are performed on) such that there is a bijection between valid linear-
orderings of this partial order and flip paths that generate the set of edges from
the triangulation and contain exactly the flips in this partial order.
5
A minimum flip plan that generates a set of edges from a triangulation is a
flip plan such that any of its valid linear-orderings is a minimum flip path for
the edges.
(a)
(b)
Figure 3: (a) and (b) show the minimum flip plans that generate the edges (1, 6)
and (3, 5) from an equilateral triangulation (see Definition 7).
A flip plan is presented as a directed acyclic graph (DAG), because then we
may refer to a flip’s parent or child flips. The edges in a flip plan are always
directed towards parent flips, so they are generally not shown. See Figure 3 for
examples.
Now we introduce some convenient notation for working with flip plans. A
flip plan that generates a set of edges E = {e1, . . . , en} at the set of points
V = {v1, . . . , vn} from a triangulation T is denoted by piE,V (T ) - i.e. this flip
plan generates e1 at v1, e2 at v2, and so on. When T is known from context,
or arbitrary, then we refer to a flip plan for the edges in E at the points in V ,
denoted by piE,V . The edge equivalence class induces an equivalence class of flip
plans for the edges in E, denoted by piE . A default representative of this class
that is commonly used places one edge in E at the point (0, 0).
Next, consider the flip plans pie1,u and pie2,v for the edge e1 at the point u
and the edge e2 at the point v. Let pie1,u||pie2,v denote the partial order such
that the flips in pie1,u must be performed before the flips in pie2,v. Also, let
pie1,u∪pie2,v denote the partial order such that the root flip of each flip plan is a
maximal element. The edge equivalence class induces the equivalence classes of
partial orders pie1 ||pie2 and pie1 ∪ pie2 . Common representatives of these classes
place one edge at the point (0, 0).
A flip plan may also be defined between two triangulations T and T ′ analo-
gously to the above definition. We denote such a flip plan by pi (T, T ′). Lastly,
let |·| denote the number of flips contained in a flip plan.
A key observation that leads to our algorithm to compute a flip plan for an
edge, in Section 3, is the connection between an edge in a triangulation and the
following elementary number-theoretic concept.
Definition 4 (Farey Sequence). A Farey sequence [15] of order n, denoted by
Fn, is a strictly-increasing sequence that lists all fully-reduced fractions (rela-
tively prime pairs of nonnegative integers) in the range [0, 1] with denominators
of at most n.
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These sequences have several useful properties, which we now state.
Property 1 (Mediant of Farey Neighbors). For all n > 1, each fraction fi in
the Farey sequence Fn, except for the fractions
0
1 and
1
1 , is the mediant of its
Farey neighbors, which are the fractions fi−1 and fi+1. In other words, if the
fraction xy has Farey neighbors
a
b and
c
d in some Farey sequence, then
x
y =
a+c
b+d .
Property 2 (Computing Farey Sequences). Given a Farey sequence Fi, the
Farey sequence Fi+1 can be obtained by taking the mediant of each pair of sub-
sequent terms in the Farey sequence Fi.
Now we relate edges to fractions.
Definition 5 (Farey-Flip Map). The Farey-Flip map φe is the map that takes
an edge e = (x, y) to the fraction xy if x < y, or to the fraction
y
x otherwise.
The subscript is used to disambiguate between the two possible inverse maps.
This map allows us to talk about a Farey sequence containing an edge e
- i.e. a Farey sequence containing the fraction f that the edge e is sent to
via the Farey-Flip map φe. Let Fe denote the Farey sequence where e first
appears. Likewise, we can talk about the Farey neighbor edges of the edge e,
which are the edges obtained by applying the inverse Farey-Flip map φ−1e on
the Farey neighbors of the fraction f in some Farey sequence. Now we define
parallelograms from Farey neighbor edges.
Definition 6 (Farey Parallelogram for an Edge). The Farey parallelogram for
an edge e at a point v is the parallelogram containing e as its longer diagonal and
whose boundary edges are copies of the Farey neighbor edges of e in the Farey
sequence Fe, say e1 and e2. This parallelogram is denoted by Pe,v = {e1, e2}.
The nodes of the DAGs shown in Figure 3 are (flips performed on) Farey
parallelograms. Note that the edge equivalence class induces an equivalence
class of Farey parallelograms for the edge e, denoted by Pe. Likewise, we get
the equivalence class of flips performed on the Farey paralleloram Pe.
We conclude this section by defining several unique triangulations of a poly-
gon. We adopt some terminology from Caputo et al. [2]. A triangulation is
constrained by a set of edges E if the triangulation contains the edges in E.
The edges in E are called constraints.
Definition 7 (Unique Triangulations of a Polygon). Let E be a set of con-
straints. The following are unique triangulations of a polygon Ω (see Figure
4):
• the equilateral triangulation of Ω, if it exists, is the unique triangulation
whose edges, including the polygonal edges of Ω, are of equal length. If this
triangulation exists, then Ω is said to admit an equilateral triangulation.
• the Minimum Triangulation of Ω, denoted MT (Ω), is the unique triangu-
lation whose total sum of edge lengths is minimum over all triangulations
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(a) T (b) T ′
(c)
MCT (T, T ′)
(d)
MT (Ω, F )
(e) MT (Ω)
(f) MET (Ω)
Figure 4: See Definition 7. (a) and (b) show two triangulations of the blue poly-
gon constrained by the red edge. (c) shows the maximum common triangulation
between the triangulations shown in (a) and (b). (d) shows the minimum tri-
angulation of the blue polygon Ω constrained by the red edge and (e) shows the
minimum triangulation of Ω with no constraints. (f) shows the minimum equi-
lateral triangulation of the blue polygon, which is the minimum triangulation
of the green polygon.
of Ω. Similarly, the minimum triangulation of Ω constrained by E, de-
noted by MT (Ω, E), is the unique triangulation constrained by E whose
total sum of edge lengths is minimum over all triangulations of Ω con-
strained by E.
• the Minimum Equilateral Triangulation of Ω, denoted by MET (Ω), is
the minimum triangulation of a polygon Φ such that Φ is the unique poly-
gon with the minimum number of vertices that contains Ω and admits an
equilateral triangulation.
• the Maximum Common Triangulation between any two triangulations T
and T ′ of Ω, denoted by MCT (T, T ′), is the minimum triangulation of Ω
containing the edges common to both T and T ′.
For a polygon that admits an equilateral triangulation, clearly this triangula-
tion is the minimum triangulation of the polygon and is unique. The uniqueness
of the triangulations defined above are proved in general in Section 5.
2.2 Results and Organization
Now we formally state our results. Refer to Figure 5, which shows minimum
flip paths between triangulations of a polygon from Definition 7. Here are is
our first main theorem.
Theorem 1 (Unique, Minimum Flip Plan beween Triangulations). There is a
unique, minimum flip plan between any two triangulations, constrained by a set
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MCT (T, T ′)
T
T ′
MT (Ω, E)MT (Ω)MET (Ω)
pi1, E
pi2, E
pi3, Epi4pi5
Figure 5: A sketch of the triangulations and minimum flip paths involved in
our results. The set E is a set of constraints (Definition 7) and the edges
labelled pi1, pi2, pi3, and pi4 denote minimum flip paths between the two triangu-
lations adjacent to the respective edge. The dashed edge labelled pi5 denotes
the computational cost, in terms of a number of flips, to describe the minimum
triangulation of the polygon Ω from the minimum equilateral triangulation of
Ω.
of edges, that consists of the flips in pi1 and pi2. Furthermore, the flips in this
flip plan and the partial order can be obtained in times
O (|pi5|+ |pi4|+ |pi3|+ |pi2|+ |pi1|) (1)
O (|pi1| × |pi2|) (2)
respectively.
As an immediate consequence, we get the following corollary comparing
the minimum flip plan between two triangulations and the minimum flip path
between these triangulations given by Caputo et al. [2].
Corollary 1 (Comparison with Previous Results). The minimum flip path be-
tween two triangulations given by Caputo et al. [2] is a valid linear-orderin of
the minimum flip plan between these triangulations.
As the above corollary shows, Theorem 1 elucidates underlying structural
differences between two triangulations that have not been previously explored.
We discuss our complexity improvements for computing minimum flip paths
between triangulations in Section 6.
Next, let ∆ (E) denote the set of all triangulations containing a set of edges
E. Also, observe that a triangulation can be fully-specified by the set of edges
that it contains. Assume for the moment that there is a unique, minimum flip
plan that generates a set of edges from the unique, minimum triangulation of a
polygon. Here is our second main theorem.
Theorem 2 (Optimal Minimum Flip Plan Between Sets of Edges). Let the sets
of edges G and G′ contain sets of edges E and E′ and represent triangulations U?
and V ? of a polygon Ω respectively. Also, consider the minimum flip plans that
generate the edges in G and G′ from the minimum triangulaion of Ω, constrained
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by a set of edges, respectively. Let pi1 and pi2 be these flip plans with their
common flips removed. Then, the triangulations attain the minimum
min
U∈∆(E),V ∈∆(E′)
|pi (U, V )| (3)
if and only if (i) the flips in the partial order pi1 (resp. pi2) are contained in
the minimum flip plan for E (resp. E′) and (ii) any edge generated by a flip
in pi1 (resp. pi2) intersects an edge generated by a flip in the minimum flip plan
for the edges in E′ (resp. E).
We prove these theorems in Section 6. The necessary tools for these proofs
are developed as follows.
1. Theorem 3 in Section 3 shows that there is a unique, minimum flip plan
that generates an edge from an equilateral triangulation.
2. Theorem 6 in Section 4 extends this result to a set of edges.
3. Theorem 7 and Lemma 9 in Section 5 demonstrate the following:
• the minimum flip plan for a set of edges E given by Theorem 6 yields
a minimum triangulation of a polygon Ω, which admits an equilateral
triangulation, constrained by the edges in E
• this minimum triangulation is unique
• the minimum equilateral triangulation of a polygon is unique
4. Theorem 8 in Section 5 yields the following:
• an algorithm to compute the minimum triangulation of a polygon Ω
from the minimum equilateral triangulation of Ω in time O (|pi5|)
• there is a unique, minimum flip plan that generates a set of edges E
from the minimum triangulation of Ω
• the triangulation resulting from this minimum flip plan is a minimum
triangulation of Ω constrained by the edges in E
5. Corollary 4 in Section 5 shows that the triangulations of a polygon in
Definition 7 are unique.
Corollary 4 shows that the triangulations in Figure 5 are unique. Notice that
the triangular lattice point-set underlying the minimum equilateral triangulation
of the polygon Ω may be different than the minimum triangulation of Ω. Hence
pi5 is a dashed edge, because it does not necessary represent a flip path. If the
constraint set E is empty, the minimum flip paths in the figure are unique (up
to reordering flips), by Theorem 8. In the presence of constraints, a minimum
flip plan piE that generates a set of edges E from an equilateral triangulation
admits a minimum flip path that generate the edges in E one at a time in any
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order, by Theorem 6. The minimum flip plan that generates the edges in E
from the minimum triangulation of a polygon is a subset of the minimum flip
plan piE , which preserves such a minimum flip path. Thus, these results hold
in the presence of constraints and the minimum flip paths in the figure are still
unique. Theorem 1 is proved using the above results by relating minimum flip
paths between triangulations to unique minimum flip paths that generate edges.
Remarkably, all the above results follow from simple number-theoretic and
geometric concepts.
3 Results: Unique, Minimum Flip Plan for One
Edge
In this section, we prove there is a unique, minimum flip plan that generates an
edge at a point from an equilateral triangulation. A more expository proof of
this result is given in [16]. We state this result as a theorem now.
Theorem 3 (Unique Minimum Flip Plan for an Edge). There is a unique,
minimum flip plan that generates an edge from an equilateral triangulation.
Proof idea: Theorem 4 shows that Algorithm Flip Plan outputs a flip plan
for an edge. This theorem follows directly from Theorem 5. Then, we use
Corollary 3 to show that this is the unique, minimum flip plan for an edge.
Our first algorithm constructs the unique sequence of fractions corresponding
to an edge equivalence class.
Algorithm Farey Plan takes an edge e = (x, y) as input and outputs its Farey
plan C (one Farey plan for the equivalence class). The Farey plan C is initially
empty. If the edge e is (0, 1) or (1, 0), then its Farey plan is empty. Otherwise,
let the Farey-Flip map φe send the edge e to the the fraction f , let the sequence
X initially contain the Farey sequence F1, and let the fraction d =
1
1 . Repeat
the following steps until the Farey plan C contains the fraction f .
1. Add the fraction d to the end of the Farey plan C.
2. If f > d, assign to d the mediant of d and the fraction directly after d in
the sequence X; otherwise, assign to d the mediant of d and the fraction
directly before d in the sequence X.
3. Add d to the sequence X such that the sequence is in increasing order.
On an input edge e, this algorithm terminates in time linear in the order
of the Farey sequence Fe and its output is unique by Properties 1 and 2. The
following two lemmas describe the Farey plans of Farey neighbor edges and the
edges that compose Farey parallelograms.
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Lemma 1 (Farey Plan of Longer Farey Neighbor Edge). If an edge e has a
Farey plan C = {f1, . . . , fn}, then applying the inverse Farey-Flip map φ−1e on
the fraction fn−1 yields longer boundary edge e′ in the Farey parallelogram for
the edge e. Furthermore, the Farey plan for the edge e′ is the sequence C \ fn.
Proof. This follows from Properties 1 and 2
Before stating the next lemma, define adjacent copies of an edge e to be an
edge e at a point u and an edge e at a point v such that these edges and half
of each of their Farey parallelogram exist in a triangulation and these halves
share an edge. Adjacent copies of the Farey parallelogram for e are two such
Farey parallelograms that share an edge. The edge equivalence class induces an
equivalence class for each of these objects.
Lemma 2 (Building on Longer Farey Neighbor Edges). Let the edge e have
Farey neighbor edges e1 and e2 in the Farey sequence Fe, let the Farey sequence
Fe1 have higher order than the Farey sequence Fe2 , and let the shorter diagonal
of the Farey parallelogram Pe be ed. Then,
(i) the Farey parallelogram Pe1 = {e2, e3}, for some edge e3
(ii) adjacent copies of the edge e1, such that their adjacent Farey parallelo-
grams share an edge e3, form the Farey parallelogram Pe and ed = e3
Proof. To show (i), simply observe that the edges e1 and e2 must be subsequent
terms in the Farey sequence Fe1 , by Property 2. For (ii), the Farey parallelogram
Pe contains one pair of the edges e1 and e2 both at the points (0, 0) and another
pair of the edges e1 and e2 both ending at some other point. By (i), the adjacent
copies of the Farey parallelogram Pe1 described in the lemma clearly contain
the boundary edges of the Farey parallelogram Pe, and we have ed = e1 − e2 =
e3.
These lemmas give rise to the following algorithm that constructs a flip plan
for an edge.
Algorithm Flip Plan takes an edge e = (x, y) at a point v and its Farey plan
C = {f1, . . . , fn} as inputs and outputs a partially-ordered set of flips, denoted
by pie,v.
Base Cases: If the Farey plan C is empty, then the partial order pie,v is
empty. If the fraction fn =
1
1 , add a flip on the Farey parallelogram P(1,1),v ={(0, 1) , (1, 0)} to the partial order pie,v.
Recursive Step: Add a flip s on the Farey parallelogram Pe,v = {e1, e2}, obtained
by applying the inverse Farey-Flip map φ−1e on the fractions fn−1 and 1−fn−1,
to the partial order pie,v. Let the edge e2 be the shorter boundary edge in the
Farey parallelogram Pe,v. The children of flip s are the root flips of the partial
orders that result from recursing on the edge e1 at the point v with Farey plan
C \ fn and the edge e1 at the point v + e2 with Farey plan C \ fn.
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Clean-up Step: Finally, consolidate duplicate flips in the partial order pie,v.
Our goal is now to prove the following theorem.
Theorem 4 (Flip Plan for an Edge). On input edge e, Algorithm Flip Plan
outputs a flip plan that generates e from an equilateral triangulation.
This theorem follows directly from the following stronger theorem. We define
adjacent partially-ordered sets of flips to be partial orders such that their root
parallelograms are adjacent.
Theorem 5 (Flip Plan for Adjacent Copies of an Edge). If pie and pi
′
e are
adjacent partially-ordered sets output by Algorithm Flip Plan on input edge e,
then the set pie ∪ pi′e is a flip plan that generates adjacent copies of the edge e
from an equilateral triangulation.
Now, we develop tools to prove this theorem. Corollary 2 is a consequence of
Lemma 1 that describes the structure of sub-DAGs in the partial order output
of Algorithm Flip Plan. Lemma 4 gives us a way to combine certain flip plans
for individual edges into one for a set of edges. This lemma is proved using
Lemma 3.
Corollary 2 (Flip Plan for Longer Farey Neighbor Edge). Let the partial order
output by Algorithm Flip Plan on input edge e have a root flip s, with child flips
w and z. If e′ is the longer boundary edge of the Farey parallelogram for the
edge e, then the DAGs rooted at flips w and z are copies of the partial order
output by Algorithm Flip Plan on input edge e′.
Define the bounding parallelogram for an edge e = (x, y) to be the parallel-
ogram with boundary edges {(x, 0) , (0, y)}, where these edges have the same
defining coordinate pair as the edge e. Two edges whose bounding parallelo-
grams do not have intersecting interiors are said to be geometrically separated.
Lemma 3 (Bounding Parallelogram Containment). The Farey parallelograms
in the partial order output by Algorithm Flip Plan on an input edge e are con-
tained in the bounding parallelogram for the edge e.
Proof. We proceed by induction on the size of the Farey plan for the edge
e, say n. When n = 1, we have the edge e = (1, 1) and the lemma holds.
Assume the lemma holds for n = k and we will show it holds for n = k + 1.
Let pie be the partial order output by Algorithm Flip Plan on input edge e.
Clearly the root parallelogram of the partial order is contained in the bounding
parallelogram for the edge e. Consider the longer boundary edge in the Farey
parallelogram Pe, say ek. By Lemma 1 and the inductive hypothesis, the Farey
parallelograms in the partial order output by Algorithm Flip Plan on input
edge ek are contained in the bounding parallelogram for the edge ek. Hence, by
Corollary 2 and Lemma 2 the bounding parallelograms for the adjacent copies
of the edge ek, contained in the Farey parallelogram Pe, contain all the Farey
parallelograms in the partial order pie, except for the Farey parallelogram Pe.
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Lastly, by construction, the adjacent copies of the edge ek have the same defining
coordinate pair as the edge e, so their bounding parallelograms are contained
in the bounding parallelogram for the edge e. Thus, the lemma is proved by
induction.
Lemma 4 (Flip Plan for Geometrically Separated Edges). Let E = {e1, . . . , en}
be a set of edges such that
(i) every pair of edges in E are geometrically separated.
(ii) for each edge ei in E, the output of Algorithm Flip Plan on input edge
ei, denoted by piei , is a flip plan that generates ei from an equilateral
triangulation
Then, pie1 ∪ · · · ∪ pien a flip plan that generates the set of edges E from an
equilateral triangulation.
Proof. By Lemma 3, for each edge ei in the set of edges E, the Farey paral-
lelograms in the flip plan piei are contained in the bounding parallelogram for
ei. Condition (i) tells us that no edge generated by a flip in the flip plan piei
can intersect with any edge generated by a flip in the flip plan piej , for distinct
edges ei and ej in E. Let piE = pie1 ∪ · · ·∪pien . Clearly any valid linear-ordering
of piE is a flip path for the set of edges E. Conversely, consider a flip path for
the set of edges E that contains exactly the flips in piE . This flip path consists
of subsequences that are valid linear-orderings of the flip plans pie1 , . . . , pien , by
definition. Thus, this flip path is a valid linear-ordering of piE and the lemma
is proved.
Now we can prove Theorem 5.
Figure 6: Shown are the partial orders in the proof of Theorem 5. These are
adjacent partial orders and each is the output of Algorithm Flip Plan on input
edge e. The value of the edge u1 is such the partial orders are adjacent.
Proof of Theorem 5. We proceed by induction on the the size of the Farey plan
for the edge e, say n. When n = 1, the theorem is easily verified for the edge
e = (1, 1). Assume that the theorem holds for n = k and we will prove it holds
for n = k + 1. Refer to Figure 6, which shows adjacent copies of the partial
order output by Algorithm Flip Plan on input edge e. Denote the partial order
in blue by pie, the one in green by pi
′
e, and the one in red by pie ∪ pi′e.
Corollary 2 tells us that the edge ek is the longer boundary edge in the
Farey parallelogram Pe. By Lemma 1 and the inductive hypothesis, the partial
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(a) (b)
Figure 7: The different possibilities for the edge e in the proof of Theorem
5. (a) shows adjacent copies of the Farey parallelogram Pek sharing a purple
edge and adjacent copies of the Farey parallelogram Pek sharing a green edge.
These result is two different Farey parallelograms for the edge e, and hence two
different possibilities for the edge e.
order pie with its maximal flip removed is a flip plan for adjacent copies of the
edge ek. Hence, by Lemma 2, this flip plan generates the boundary edges of
the Farey parallelogram Pe and its shorter diagonal. Furthermore, since the
adjacent copies of the Farey parallelogram for ek, generated by this flip plan,
must not contain lattice in their interiors, the Farey parallelogram Pe does not
contain a lattice point in its interior. Hence, the maximal flip in pie can be
performed, so pie is a flip plan for the edge e. Similarly, pi
′
e is a flip plan for the
edge e. Now we must show that pie ∪ pi′e is a flip plan for adjacent copies of the
edge e.
For one direction of the bijection, assume a flip path for adjacent copies of
the edge e that contains exactly the flips in the partial order pie ∪ pi′e is not a
valid-linear ordering of pie ∪ pi′e. Then, some flip s in the partial order pie ∪ pi′e
is performed before a flip in the DAG rooted at s. Let s be the lowest level flip
satisfying this condition. At least one child flip of s has not been performed,
so by Corollary 2 and Lemma 2, the Farey parallelogram that the flip s is
performed on has not been generated. Hence, the flip s cannot be performed
and we get a contradiction. Thus, this flip path is a valid-linear ordering of the
partial order pie ∪ pi′e.
For the other direction of the bijection, note that there are two cases for the
edge e, resulting from the choice of the edge shared between the copies of the
adjacent Farey parallelograms Pek that form the Farey parallelogram Pe. (see
Figure 7). This leads to four cases for the configurations of adjacent copies of
the edge e, as shown in Figure 8. The copies of the edge ek are labelled in these
cases. In terms of Figure 6, cases (a) and (d) arise when u1 = u2 and cases (b)
and (c) arise otherwise. In each case, it suffices to show that the partial order
pie ∪ pi′e consists of exactly (i) two maximal flips on adjacent copies of the Farey
parallelogram Pe and (ii) the flips contained in flip plans for each pair of the
copies of the edge ek. We justify this claim at the end. In all cases, (i) is clear
and the (ii) holds for all adjacent copies of the edge ek, by Lemma 1 and the
inductive hypothesis. Furthermore, these are all of the flips contained in the
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(a) (b) (c) (d)
Figure 8: The cases of the adjacent copies of the edge e in the proof of Theorem
5.
partial order pie ∪ pi′e, by Corollary 2. For cases (b) and (c), (ii) holds for the
pair of copies of the edge ek labelled 1 and 3 by transitivity. Finally, for cases
(a) and (d), (ii) holds for the pairs of copies of the edge ek labelled 1 and 3, 1
and 4, and 2 and 4 by Lemma 4, since by the inductive hypothesis the DAGs
rooted at copies of the Farey parallelogram Pek in the partial order pie ∪ pi′e are
flip plans for the copies of ek.
Now we justify the claim above. Suppose the claim is true, but some valid
linear-ordering of the partial order pie∪pi′e is not a flip path for adjacent copies of
the edge e. This ordering consists of two flips on the adjacent copies of the Farey
parallelogram Pe and flip paths for every pair of the copies of the edge ek. Since
these flip paths are valid linear-orderings of flip plans for these pairs of edges, by
assumption, the first flip that cannot be performed must be on one of the copies
of the Farey parallelogram Pe. Also by assumption, this Farey parallelogram
has been generated by Lemma 2, so the edge e resulting from this flip must
intersect with an edge g in the triangulation other than the shorter diagonal
of the Farey parallelogram Pe. This implies that the edge g intersects with a
boundary edge of the Farey parallelogram, which is a contradiction. Thus, the
ordering is a flip path for adjacent copies of the edge e.
Thus, the theorem is proved by induction.
Lastly, we prove Lemma 5, which gives us Corollary 3. With this last tool,
we can prove Theorem 3.
Lemma 5 (Uniqueness of Parallelograms). The Farey parallelogram for an edge
e is the unique parallelogram, with vertices in the triangular lattice and the edge
e as its longer diagonal, whose interior is free of lattice points.
Proof. One direction follows from Theorem 4. For the other direction, note that
by definition the Farey neighbor edges of the edge e in the Farey sequence Fe are
the unique pair of edges that are shorter than the edge e and whose slopes are
closest to the slope of the edge e from either side. Consider some parallelogram
Pe, with vertices in the triangular lattice and e as its longer diagonal, that is not
the Farey parallelogram for the edge e. If it contains the Farey parallelogram,
then we are done. Otherwise, one of its boundary edges g = (x, y) is shorter
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than the edge e and has a slope that is closest to the slope of the edge e from
one side. Since the edge g is not a Farey neighbor edge of the edge e, then x
and y must not be relatively prime integers so that one of the vertices of the
parallelogram Pe is not a lattice point. This contradicts our assumption. Thus,
the parallelogram Pe contains a lattice point.
Corollary 3 (Uniqueness of Quadrilaterals). The Farey parallelogram for an
edge e is the unique quadrilateral, with vertices in the triangular lattice and the
edge e as its longer diagonal, whose interior is free of lattice points.
Proof. By Lemma 5, the Farey parallelogram for the edge e does not contain a
lattice point in its interior. By the same lemma, it is clear from the symmetry
of the lattice that any other quadrilateral contains a lattice point in at least one
half of its interior.
Proof of Theorem 3. A flip plan pie for an edge e can be obtained via Theorem
4. Corollary 3 tells us that every flip plan for the edge e consists of Farey
parallelograms. Finally, by Corollary 2 and Lemma 2, each flip in pie is necessary
for its parent flip, and the root flip is necessary to generate e. Thus, any
minimum flip plan for the edge e must contain the flips in the flip plan pie.
4 Results: Unique, Minimum Flip Plan for Mul-
tiple Edges
In this section, we prove there is a unique, minimum flip plan that generates a
set of edges at a set of points from an equilateral triangulation. We assume the
edges only intersect at lattice points. We will use the fact that triangulations are
maximally planar graphs, meaning that if two edges do not intersect at a point
other than their endpoints, then they are both contained in some triangulation
of a point-set. The following algorithm constructs the desired flip plan.
Algorithm Multi Flip Plan takes a set of edges E at a set of points V as input
and outputs the partially-ordered set of flips piE = pie1 ∪ · · · ∪ pie|E| , where piei
is the minimum flip plan for the edge ei in E. These minimum flip plans are
obtained by running Algorithms Farey Plan and Flip Plan on each edge in E.
Flip plans with flips in common are merged in the obvious way - e.g. Figure 9
shows the flip plans for the edges (1, 3) and (1, 2) both at the point (0, 0), which
have been merged at their common flips.
Theorem 6 (Unique, Minimum Flip Plan for Multiple Edges). On an input set
of edges E, Algorithm Multi Flip Plan outputs the unique, minimum flip plan
that generates the edges in E from an equilateral triangulation.
Proof idea: Let piE denote the partially-ordered set of flips output by Algo-
rithm Multi Flip Plan on an input set of edges E. We use Lemma 7 to show
that piE is a flip plan for E. This lemma is proved using Lemma 6. Minimality
and uniqueness of piE will follow from Theorem 3.
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Figure 9: The intersection of the minimum flip plans for edges (1, 3) and (2, 3),
both at the point (0, 0) and defined by the same defining coordinate pair. If
they were defined using different defining coordinate pairs, then the only flips
that could be in the intersection are those on copies of the Farey parallelogram
P(1,1). See Sections 4 and 6.
Lemma 6 (Farey Parallelogram Containment). Every Farey parallelogram in
the minimum flip plan that generates an edge e from an equilateral triangulation
contains the edge e in its interior.
Proof. We proceed by induction on the size of the corresponding Farey plan,
n. When n = 1, the edge e = (1, 1), so the lemma holds. Assume the lemma
holds when n = k and we will show it holds for a n = k + 1. Clearly the
Farey parallelogram Pe contains the edge e in its interior. Let ek be the longer
boundary edge in the Farey parallelogram Pe. By Lemma 1 and the inductive
hypothesis, all Farey parallelograms in the flip plan for the edge ek contain the
edge ek in their interiors. Consider the adjacent copies of the edge ek contained
in the Farey parallelogram Pe, according to Lemma 2. By Corollary 2, if there
is a Farey parallelogram in the flip plan for either of these edges that does not
contain the edge e in its interior, then the Farey parallelogram Pe contains a
lattice point in its interior. This contradicts Lemma 3. Thus, the lemma is
proved by induction.
Lemma 7 (Sequential Generation of Multiple Edges). Given a sequence of
edges E = {e1, . . . , en} and the unique, minimum flip plan piei that generates ei
from an equilateral triangulation for each edge ei in E, any valid linear-ordering
of the partially-ordered set pie1 || . . . ||pien is a flip path that generates the edges
in E from an equilateral triangulation in sequential order.
Proof. We proceed by induction on the number of edges, say n. When n = 1,
the lemma holds by Theorem 3. Assume that the lemma holds when n = k,
and we will show that it holds for n = k + 1. Let e1, . . . , ek, ek+1 be a sequence
of k + 1 edges. By the inductive hypothesis, any valid linear-ordering of the
partial order pik = pie1 || . . . ||piek is a flip path that generates the first k edges in
sequential order. Let the edge e = ek+1 and let pie be the minimum flip plan for
e. It suffices to show that the flips in any valid linear-ordering of the minimum
flip plan pie can be performed after the flips in any valid linear-ordering of the
partial order pik.
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(a) (b) (c)
Figure 10: See the proof of Lemma 7. (a) shows the set of edges E to be
generated in red. (b) shows the inductive step where e is the next edge in E
to be generated, g is the edge resulting from the flip s to be performed, and
the blue edges make up the Farey parallelogram g and its shorter diagonal. (c)
shows the contradiction arising in the proof. In the image, the edge h′ is the
same as the edge e′, but this is not always the case.
If the minimum flip plan pie is a subset of the partial order pik, then we are
done. Otherwise, consider a flip s in the minimum flip plan pie such that all flips
in the DAG rooted at s have been performed, except for s. It suffices to show
that the flip s can be performed, because s cannot prevent a later flip in a valid
linear-ordering of the flip plan pie from being performed, by definition. Let g be
the edge generated by the flip s. Equivalently, we will show that the boundary
edges of the Farey parallelogram for g and its shorter diagonal are generated.
Then, by Corollary 3, the flip s can be performed.
Assume to the contrary that one of the above-mentioned edges contained in
the Farey parallelogram for g, say h, has not been generated. If h is a boundary
edge of the Farey parallelogram for g, then h was flipped to yield a longer edge
h′ (see Figure 10). Hence, h′ is either one of the first k edges in the sequence or,
by Corollary 2, the longer boundary edge of some Farey parallelogram contained
in the minimum flip plan for one of the first k edges in the sequence, say e′. Each
flip in the minimum flip plan pie′ is necessary for its parent flip by Corollary 3
and Lemma 2. Hence, the flip generating the edge h′ is necessary to generate
the edge e′. Now, by Lemma 6, the Farey parallelogram for the edge h′ contains
the edge e′. In order to flip the edge h′ to yield the edge h, we must first flip
the edge e′ to yield a shorter edge. This means that the edges e and e′ cannot
simultaneously exist in a triangulation. Thus, the edges e and e′ must intersect,
which is a contradiction.
Lastly, if the edge h is the shorter diagonal of the Farey parallelogram for the
edge g, then by Lemma 2 some boundary edge of the Farey parallelogram for g
is not generated and we get a similar contradiction. Hence, the boundary edges
of the Farey parallelogram for the edge g and its shorter diagonal are generated.
Thus, the flip s can be performed and the lemma is proved by induction.
Proof of Theorem 6. First, we show that any valid linear-ordering of the partial
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order piE = pie1 ∪ · · · ∪ pi|E| is a flip path for the edges in E. Such a linear
ordering is an interleaving of minimum flip paths for the edges in E, which
are valid linear-orderings of their minimum flip plans. For each subsequence
of one of these minimum flip paths in this ordering, consider the DAGs rooted
at the highest level flips in the corresponding minimum flip plan reached by
this subsequence. Now simply observe that Lemma 7 can be applied to the
corresponding sequence of DAGs, which is the sequence of minimum flip plans
for a sequence of edges.
Next, we show that any flip path for the edges in E that contains exactly
the flips in the partial order piE is a valid linear-ordering of this partial order.
Assume this is not the case. Then, some flip s in the minimum flip plan for
an edge e in E is performed before a flip in the DAG rooted at s. Consider
the lowest level flip satisfying this condition. By Corollary 2 and Lemma 2,
the Farey parallelogram that the flip s is performed on does not exist in the
triangulation. Hence, this flip cannot be performed, which is a contradiction.
Thus, piE is a flip plan for the edges in E.
Lastly, the flip plan piE consists of unique, minimum flip plans by Theorem
3. Furthermore, the roots of these minimum flip plans are maximal elements.
Thus, piE must be the unique, minimum flip plan for the edges in E.
5 Results: Unique, Minimum Flip Plans Start-
ing from Arbitrary Minimum Triangulations
In this section, we show that there is a unique, minimum flip plan that gen-
erates a set of edges G from a minimum triangulation of an arbitrary polygon
constrained by a set of edges E. We begin by showing that when a polygon Ω
admits an equilateral triangulation, then the minimum flip plan that generates
the edges in E from this equilateral triangulation yields the minimum triangula-
tion of Ω constrained by E. Recall that in this case the equilateral triangulation
of Ω is the unique, minimum triangulation of Ω.
Theorem 7 (Minimum Flip Plans Yield Minimum Triangulations). For a poly-
gon Ω that admits an equilateral triangulation, the minimum flip plan that gen-
erates a set of edges E from this equilateral triangulation yields a minimum
triangulation of Ω constrained by E.
Proof idea: The theorem follows from Lemma 8, which is an alternative
proof of a consequence from Caputo et al. [2] that shows that if a triangulation
T , constrained the set of edges E, is not the minimum triangulation MT (Ω, E),
then some edge in T can be flipped to yield a shorter edge while preserving the
constraints.
Lemma 8 (Shortening a Non-Constraint Edge). If a triangulation T of a poly-
gon Ω constrained by a non-empty set of edges E is not the minimum triangu-
lation of Ω constrained by E, then
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(i) some non-constraint edge in the triangulation T can be flipped to yield a
shorter edge
(ii) the Farey parallelogram for the flipped edge does not contain any constraint
in its interior
Proof. For (i), we will show that some edge in the triangulation T that is not
contained in the minimum triangulation MT (Ω, E) can be flipped to yield a
shorter edge. Let g be an edge in the triangulation T that is not contained in
the minimum triangulation MT (Ω, E). If the edge g can be flipped to yield
a shorter edge, then we are done. Otherwise, by Corollary 3, the edges of the
Farey parallelogram for g do not exist in the triangulation T . Hence, there is a
quadrilateral in the triangulation T containing the edge g and an edge g′ that is
longer than g. If there is more than one edge contained in this quadrilateral that
is longer than the edge g, let g′ be the longest one. By the same corollary, the
triangle containing the edges g and g′ makes up half of the Farey parallelogram
for g′. Hence, the edge g is a Farey neighbor edge of the edge g′. Furthermore,
by Lemma 6, the Farey parallelogram for g contains the edge g′. Hence, the
edge g′ must be flipped to yield a shorter edge before the edge g can be flipped
to yield a shorter edge. Thus, the edge g′ cannot be contained in the minimum
triangulation MT (Ω, E). Now, if the edge g′ can be flipped to yield a shorter
edge, we are done. Otherwise, repeat this process until an edge is found that
can be flipped to yield a shorter edge.
For (ii), let g be a non-constraint edge that can be flipped to yield a shorter
edge, which exists by (i). If the Farey parallelogram for the edge g contains a
constraint e in E, then the edge e must be flipped to yield a shorter edge before
the edge g can be flipped to yield a shorter edge. This contradicts the fact that
the edge g can be flipped to yield a shorter edge.
Proof of Theorem 7. If the set of edges E is empty or consists of edges in the
equilateral triangulation of Ω, then the minimum flip plan for E is empty and
the theorem holds. Otherwise, consider a triangulation T of Ω, constrained
by the set of edges E, that is not the minimum triangulation MT (Ω, E). By
Lemma 8 there is a non-constraint edge g in T such that (i) g can be flipped
to yield a shorter edge while preserving the constraints E and (ii) the Farey
parallelogram for g does not contain an edge in E in its interior. Hence, by
Lemma 6 the minimum flip plan for g is not contained in the minimum flip plan
for E. The edge g cannot be a unit-length edge, contained in the equilateral
triangulation of Ω, because these are the shortest possible edges. Hence, the
minimum flip plan for all edges in the triangulation T must contain at least
one more flip than the minimum flip plan for the edges in E. This proves the
theorem by contraposition.
Before we can construct or establish the uniqueness of any minimum flip plan
starting from an arbitrary minimum triangulation of a polygon constrained by a
set of edges, we must first show that this triangulation is unique. We now prove
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(a) (b)
Figure 11: The steps in the proof of Theorem 8. The polygonal edges of Ω
are in red and the vertices and edges to be removed are in blue. (a) shows the
minimum triangulation of Φ constrained by the polygonal edges of Ω. (b) shows
the minimum triangulation of Φ constrained by the polygonal edges of Ω and
an additional red edge.
this for the case when the polygon admits an equilateral triangulation. We also
show that the minimum equilateral triangulation of a polygon is unique.
Lemma 9 (Uniqueness of Minimum Triangulations). The minimum equilateral
triangulation of a polygon is unique. Additionally, for a polygon that admits an
equilateral triangulation, the minimum triangulation of the polygon constrained
by a set of edges is unique.
Proof. The minimum flip plan that generates the polygonal edges of a poly-
gon Ω from an equilateral triangulation uniquely determines the polygon Φ, in
Definition 7, underlying the minimum equilateral triangulation of Ω. Since the
equilateral triangulation of Φ is unique, the first part of the lemma is proved.
Next, let the polygon Ω admit an equilateral triangulation and consider a set
of constraints E. If the set E is empty, then clearly the equilateral triangulation
of Ω is the unique, minimum triangulation of Ω constrained by E. Otherwise,
by Theorem 7, the minimum flip plan that generates the edges in E from the
equilateral triangulation of Ω is a minimum triangulation of Ω constrained by E.
The non-unit length edges G in this triangulation are the results of flips in this
minimum flip plan. By Lemma 6, these edges cannot be flipped to yield shorter
edges without either flipping or intersecting an edge in E. Furthermore, since
this minimum flip plan is unique by Theorem 6, any minimum triangulation
of Ω constrained by the set of edges E must contain the edges in G. Lastly,
any other minimum triangulation of Ω constrained by the set of edges E must
contain some set of non-unit length edges H other than those contained in
G. However, the flips in the minimum flip plan for a set of edges are length-
increasing, by construction. Thus, the minimum triangulation Ω constrained by
the set of edges E is unique.
Now, we extend Theorems 6, 7, and Lemma 9 to triangulations of polygons
that do not necessarily admit an equilateral triangulation.
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Theorem 8 (Unique, Minimum Flip Plan from Any Minimum Triangulation).
Given a polygon Ω, a set of edges G contained in the triangular lattice point-set
of Ω, and the minimum flip plan piΩ∪G that generates the polygonal edges of Ω
and the edges in G from an equilateral triangulation, the following statements
hold:
(i) the minimum triangulation of Ω is unique and can obtained from the min-
imum equilateral triangulation of Ω in time O (|piΩ (MET (Ω))|) by per-
forming the following steps:
(a) use the minimum flip plan piΩ∪G to generate the polygonal edges of
Ω from the minimum equilateral triangulation of Ω
(b) remove the vertices and edges from the resulting triangulation that
are not contained in the triangular lattice point-set of Ω
(ii) the remaining flips in the minimum flip plan piΩ∪G make up the unique,
minimum flip plan piG (MT (Ω)) that generates the edges in G from the
minimum triangulation of Ω. Furthermore, this flip plan yields the unique,
minimum triangulation of Ω constrained by G.
(iii) If the set of edges G contains a subset of constraints E, then these con-
straints can be generated first and the remaining flips in the minimum flip
plan piG (MT (Ω)) make up the unique, minimum flip plan piG\E (MT (Ω, E))
that generates the edges in G \ E from the minimum triangulation of Ω
constrained by E. Furthermore, this flip plan yields the minimum trian-
gulation of Ω constrained by G.
Proof. Refer to Figure 11. For (i), let Φ be the polygon underlying the minimum
equilateral triangulation of Ω, which is unique by Lemma 9. The triangulation
resulting from Step (a) is the unique, minimum triangulation of Φ constrained
by the polygonal edges of Ω, by Theorem 7 and the above lemma. The triangu-
lation resulting from Step (b) is clearly a minimum triangulation of Ω with no
constraints. Any other such minimum triangulation of Ω yields another mini-
mum triangulation of Φ constrained by the polygonal edges of Ω, by reversing
Step (b). Thus, by Lemma 9 the triangulation resulting from Steps (a) and (b)
is the unique, minimum triangulation of Ω with no constraints. Clearly, Steps
(a) and (b) take time O (|piΩ (MET (Ω))|).
For (ii), observe that the flips remaining in the minimum flip plan piΩ∪G after
generating the polygonal edges of Ω from the minimum equilateral triangula-
tion of Ω consist of Farey parallelograms that are contained in the triangular
lattice point-set of Ω. Hence, these flips make up the unique, minimum flip plan
piG (MT (Ω)) that generates the set of edges G from the minimum triangulation
of Ω.
Next, modify Step (a) in the algorithm from (i) to perform all flips in the
minimum flip plan piΩ∪G. By Theorem 7 and Lemma 9, the triangulation re-
sulting from the modified Step (a) is the unique, minimum triangulation of
Φ constrained by the polygonal edges of Ω and G. Hence, performing Step (b)
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yields a minimum triangulation of Ω constrained by G. Clearly the minimum flip
plan piG (MT (Ω)) yields this minimum triangulation. Similarly to the proof of
(i), any other minimum triangulation triangulation of Ω constrained by G yields
another minimum triangulation of Φ constrained by the polygonal edges of Ω
and G, by reversing Step (b). Thus, the minimum triangulation triangulation
of Ω constrained by G is unique.
For (iii), by Theorem 6, the partial order of the minimum flip plan piΩ∪G
allows each edge to be generated independently of the other edges, via its mini-
mum flip plan. The minimum flip plan piG (MT (Ω)) is a subset of the minimum
flip plan piΩ∪G that preserves this property. Hence, the constraints E can be gen-
erated first. By (ii), the triangulation resulting from generating the constraints
E first is the minimum triangulation of Ω constrained by E. Thus, the remain-
ing flips in the minimum flip plan piG (MT (Ω)) after generating the constraints
E make up the unique, minimum flip plan piG\E (MT (Ω, E)). Finally, generat-
ing the constraints E first does not change the triangulation resulting from the
minimum flip plan piG (MT (Ω)), so the minimum flip plan piG\E (MT (Ω, E))
yields the minimum triangulation of Ω constrained by G.
We end this section with a corollary of Theorem 8 that states that the
triangulations in Definition 7 are unique.
Corollary 4 (Unique Triangulations). The triangulations of a polygon given in
Definition 7 are unique.
Proof. These are all minimum triangulations of the polygon with different sets
of constraints, so they are unique by Theorem 8.
6 Results: Unique, Minimum Flip Plan Between
Two Triangulations
In this section, we show how to construct the unique, minimum flip plan between
any two triangulations T and T ′ of a polygon Ω constrained by a set of edges E.
The key idea is that Theorem 8 gives the minimum flip plans from the minimal
triangulation of Ω constrained by E to the triangulations T and T ′ respectively.
The flips shared between these minimum flip plans form the minimum flip plan
that yields the maximum common triangulation between the triangulations T
and T ′. Combining the minimum flip plans between MCT (T, T ′) and the trian-
gulations T and T ′ yields the unique, minimum flip plan from T to T ′. However,
we must take care to combine these minimum flip plans correctly.
Algorithm Tri Flip Plan takes sets of edges G and G′, representing the trian-
gulations T and T ′ of a polygon Ω constrained by a set of edges E respectively,
as input and outputs a partially-ordered set of flips pi (T, T ′). The algorithm
performs the following steps:
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1. Apply Theorem 8 to obtain the minimum flip plans piG (MT (Ω, E)) and
piG′ (MT (Ω, E)) that generate G and G
′ from the minimum triangulation
of Ω constrained by E respectively. The former minimum flip plan contains
the flips in pi3 and pi1 and the latter contains the flips pi3 and pi2, from
Figure 5.
2. Remove the flips pi3 shared between these minimum flip plans to get the
sets pi1 and pi2 respectively.
3. Recall that an edge in the DAG of a flip plan is always pointing towards
a parent node. Reverse the direction of each edge in the DAG of pi1, so
that the highest level is now the lowest level and flips generate shorter
diagonals of Farey parallelograms. Denote this partial order as pi−11 .
4. Let pi2,g′ denote the portion of the minimum flip plan for an edge g
′ in G′
contained in the set pi2. We will insert the set pi2,g′ into the set pi
−1
1 as
follows. For each edge g′ in G′ such that the set pi2,g′ is not empty, consider
each leaf Farey parallelogram Ph, for an edge h, in the set pi2,g′ . Find the
Farey parallelograms in the DAG of pi−11 such that their longer diagonals
intersect the edge h. Set these Farey parallelograms to be children of the
Farey parallelogram Ph. If no such intersecting edge exists, then the Farey
parallelogram Ph remains a leaf Farey parallelogram in the set pi
−1
1 .
The partial order resulting from these DAG insertions is the output, denoted
by pi (T, T ′).
(a) (b) (c)
Figure 12: (c) is the unique, minimum flip plan between the triangulations in
(a) and (b). The red and green edges in (b) correspond to the red and green
Farey parallelograms P(1,1),(1,0) in (c). For clarity, not all of the arrows between
the red leaf flips and their blue child flips are shown, but these are clear from
the triangulations.
Figure 12 shows the unique, minimum flip plan between a triangulation
containing the edge (2, 3) at the point (0, 0) and a triangulation containing the
edge (2, 1) at the point (1, 0), the edge (1, 1) at the point (1, 0), and the edge
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(1, 2) at the point (1, 1) output by Algorithm Tri Flip Plan. The set pi−11 from
Step 3 is shown in blue. The sets pi2,(1,1) and pi2,(2,1) are shown in green and red
respectively. The flip in the former set can be performed at any time, but the
flips in the latter set must be performed after the maximal flips in the set pi−11 .
Note that the edge (1, 2) at the point (1, 1) is contained in both triangulations,
so the flips in its the minimum flip plan are not contained in the the minimum
flip plan between these triangulations.
We now prove Theorem 1.
Proof of Theorem 1. Refer to Figure 5. First, we show that any minimum flip
path between the triangulations T and T ′ of the polygon Ω constrained by E
contains the flips in the partial order pi (T, T ′) output by Algorithm Tri Flip
Plan on input sets of edges G and G′. Then, we demonstrate that this partial
order is a flip plan. Combining these statements shows that this partial order
is the unique, minimum flip plan between the Triangulations T and T ′. Finally,
we will prove Complexity Statements 1 and 2.
Step 1 of the algorithm yields the unique, minimum flip plans piG (MT (Ω, E))
and piG′ (MT (Ω, E)), by Theorem 8. The partial order of common flips pi3 be-
tween these minimum flip plans is itself a unique, minimum flip plan for a set of
edges. By definition, the triangulation resulting from this minimum flip plan is
the maximum common triangulation MCT (T, T ′). Hence, the sets of flips pi1
and pi2 in Step 2 of the algorithm are the unique, minimum flip plans between
the maximum common triangulation MCT (T, T ′) and the triangulations T and
T ′ respectively. Now consider the set pi−11 resulting from Step 3 of the algorithm,
which reverses the flips in the minimum flip plan pi1. Any minimum flip path
between the triangulations T and T ′ can be partitioned into subsequences of
flips that either generate or reverse the generation of edges. Since the maxi-
mum common triangulation MCT (T, T ′) is unique, by Corollary 4, it suffices
to show that we can reorder the minimum flip path so that all of the degenerat-
ing subsequences of flips are performed prior to the generating subsequences of
flips. If this is true, then clearly the collections of degenerating and generating
sequences of flips are valid linear-orderings of the minimum flip plans pi−11 and
pi2 respectively.
Assume to the contrary that some degenerating subsequence of flips cannot
be performed prior to a generating subsequence of flips. Then, there must be
a length-increasing flip s that must be performed prior to a length-decreasing
flip w. In particular, we can choose the flips s and w such that there is no
other pair of flips satisfying this condition between s and w in the minimum
flip path. Hence, we can reorder the minimum flip path such that the flip s is
performed immediately prior to the flip w. Now, by Theorem 8, there is a unique,
minimum flip plan that generates the edges contained in the triangulation U1
prior to the flip s from the minimum triangulation of Ω constrained by E.
Denote this minimum flip plan by pi (U1). By Lemma 6, length-decreasing flips
can only be performed on maximal elements in minimum flip plans for edges
in triangulations. Hence, the flip w is not a maximal element in the minimum
flip plan pi (U1). The length-increasing flip s generates an edge from U1, so the
26
minimum flip plan pi (U1) is a subset of the minimum flip plan pi (U2), where
U2 is the triangulation resulting from the flip s. The length-decreasing flip w
must reverse the length-increasing flip s. However, clearly we can remove the
flips s and w from the minimum flip path and obtain a flip path between the
triangulations T and T ′ containing 2 fewer flips. This is a contradiction, so the
flip w can be performed prior to the flip s.
Next, we show that pi (T, T ′) is a flip plan between the triangulations T and
T ′. Consider an arbitrary valid linear-ordering of the partial order pi (T, T ′).
We show that this ordering is a flip path between the triangulations T and T ′
by demonstrating that the first n flips in this ordering can be performed. We
proceed by induction on n. When n = 1, the first flip is contained in either
the set pi−11 or the set pi2,g′ , for some edge g
′ in G′. In the former case, the flip
can be performed in the triangulation T , since pi−11 is the minimum flip plan
between T and the maximum common triangulation MCT (T, T ′). In the latter
case, the edge g generated by this flip does not intersect any longer diagonal of a
Farey parallelogram in the set pi−11 , by construction. Hence, there is a minimum
flip plan that generates the edges in G ∪ g from the minimum triangulation of
Ω constrained by E, by Theorem 8. Futhermore, the edge g can be generated
last. Thus, the base case holds. Assume the claim holds for n = k and we will
show that it holds for n = k + 1. By the inductive hypothesis, we can perform
the first k flips of this ordering, which yield a triangulation represented by a set
of edges H. The (k + 1)
th
flip is the first flip in a valid linear-ordering of the
partial order output by Algorithm Tri Flip Plan on input edges H and G′, so
the argument for the base case applies. Thus, the claim is proved by induction.
Now, assume that some minimum flip path between the triangulations T
and T ′ that contains exactly the flips in the partial order pi (T, T ′) is not a valid
linear-ordering of this partial order. Then, either (i) some subsequence of this
minimum flip path is not a valid linear-ordering of the set pi−11 or the set pi2,g′ ,
for some edge g′ in G′, or (ii) some leaf flip in the set pi2,g′ is performed before
one of its child flips in the set pi−11 . In case (i), some flip in this flip path cannot
be performed, by Theorem 8, which is a contradiction. In case (ii), the leaf flip
intersects with the longer diagonal of some Farey parallelogram in the set pi−11 .
If this longer diagonal exists in the triangulation when the leaf flip is meant
to be performed, then the leaf flip cannot be performed. Otherwise, after the
leaf flip is performed, the flip in pi−11 that yields the longer diagonal cannot
be performed. In either situation we get a contradiction. Thus, partial order
pi (T, T ′) is the unique, minimum flip plan between the triangulations T and T ′.
Finally, for Complexity Statement 1, in order to obtain the minimum flip
plans pi−11 and pi2, we must first compute the minimum triangulation of Ω con-
strained by E. The minimum triangulation of Ω can be computed in time
O (|pi5|), by Theorem 8, and the minimum flip plan that generates the edges
in E from this triangulation can be found in time O (|pi4|). Next, we can
obtain the minimum flip plans piG (MT (Ω, E)) and piG′ (MT (Ω, E)) in time
O (|pi3|+ |pi2|+ |pi1|). Lastly, the flips in the set pi1 can be reversed in time
O (|pi1|), so putting it all together proves Complexity Statement 1. For Com-
plexity Statement 2, Step 4 of the algorithm clearly uses at most this much
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time.
When minimum flip plan pi between two triangulations of a polygon Ω con-
tains far more flips than the minimum flip plans for either the polygonal edges of
Ω or the edges contained in the maximum common triangulation, then Theorem
1 shows that our algorithm runs in time polynomial in the minimum number of
flips between these triangulations. Furthermore, the algorithm given by Caputo
et al. [2] compares pairs of edges between the triangulations that pass through
the same midpoint of the lattice point-set of Ω and collects the pairs of distinct
edges (each midpoint is contained in exactly one edge [4]). When this set makes
up a sufficiently small fraction of the total number of midpoints and the previ-
ous conditions are met, our algorithm performs much faster. Situations like this
appear in material science, where cracks propagate in large sheets of crystalline
materials [16].
Finally, we prove Theorem 2.
Proof of Theorem 2. For one direction, assume that triangulations U? and V ?
satisfy conditions (i) and (ii). By Theorem 1, the flips in the partial orders pi1
and pi2 in the theorem statement are exactly the flips in the minimum flip plan
between these triangulations. Note that the minimum flip plan between any two
triangulations U and V , containing sets of edges E and E′ respectively, must
contain these flips, because they are defined by the edges in E and E′ and are
independent of the triangulation they are performed in.
For the other direction, without loss of generality assume that pi1 violates
either Condition (i) or Condition (ii). If this partial order contains a flip that
is not contained in the minimum flip plan for the edges in E, then this flip is
contained in the minimum flip plan pig for some edge g in G. The root flip pig
must be contained in pi1. This flip can be reversed in U
? to yield a triangulation
U containing the edges in E, by Theorem 8. The minimum flip plan between U
and V ? contains 1 less flip than the minimum flip plan pi (U?, V ?). Next, assume
that pi1 satisfies Condition (i), but some flip in pi1 violates Condition (ii). If this
flip can be performed in the triangulation V ?, then this yields a triangulation
V such that the minimum flip plan between U? and V contains 1 less flip than
the minimum flip plan pi (U?, V ?). Otherwise, this flip generates an edge that
intersects with an edge h in V ?. The edge h is generated by the minimum flip
plan pig′ for some edge g
′ in G′, but not in E′. This implies that the partial
order pi2 violates Condition (i) and we get a similar situation as before. Thus,
triangulations U? and V ? do not attain the minimum in Equation 3.
The proof of Theorem 2 gives a simple algorithm for finding pairs of triangu-
lations satisfying the minimization in Equation 3. Given any two triangulations
U and V , containing a set of edges E and E′ respectively, perform the flips in
the flip plan pi (U, V ) that maintain the sets of edges E and E′ in their respec-
tive triangulations. This will eventually yield two triangulations such that the
minimum flip plan between them satisfies the condition in Theorem 2.
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