The applied researcher has often expressed concerns about meeting the assumptions of the parametric fixed effects two-way ANOVA. Given the linear model of Y ijk = |± + a,-+ p* + aP ; * + %, the assumptions on the error are that e ijk i NID(0, a]) for each cell. These concerns about assumptions have been addressed in research on ANOVA, including development of alternatives to the ANOVA and examination of the ANOVA under assumption violations.
Nonparametric competitors to the two-way ANOVA relax the assumptions on e ijk by assuming that they are independent, identically distributed random variables from some continuous distribution. Nonparametrics for the twoway layout include rank tests by Puri and Sen (1985) , rank transform tests by Conover and Iman (1981) , and aligned rank tests. The latter area has grown out of a suggestion by Hodges and Lehmann (1962) and includes a test for interaction by Mehra and Sen (1969) , tests for main effects in an additive model by Mehra and Sarangi (1967) and Sen (1968) , tests for interaction in mixed models by Koch (1969) and Koch and Sen (1968) , a test for interaction in the presence of main effects by McSweeney (1967) , and linear-model-based tests of main effects and interaction by Hettmansperger (1984) . Generally, nonparametric methods have gained attention due to their ability to analyze data that is questionable with respect to the normality assumption. These nonparametric competitors to the two-way ANOVA would be desirable alternatives for nonnormal data likely to be found in applied research (see Micceri, 1989) if they provide adequate control of a and power competitive to that of the F tests in the ANOVA.
The purpose of this article is to present the results of Monte Carlo simulations of four general groups of statistical methods for two-way designs: (a) parametric two-way ANOVA, (b) Puri and Sen (1985) tests, (c) rank transform tests, and (d) aligned rank tests. The latter group includes tests for all three effects from McSweeney (1967) , Hettmansperger (1984) , and ANOVA F tests on ranks aligned on all other effects possible.
Rank Tests

Puri and Sen Tests
The rank tests given by Puri and Sen (PS) (1985) for linear models can be adopted for tests on main effects and interaction in a two-way layout and can be presented as a function of the proportion of variability due to the desired effect (see Harwell, 1991; Harwell & Serlin, 1990) . Given n observations per cell, J rows, and K columns, the steps to do these tests are as follows:
1. Rank all the data from one to total sample size, N = nJK. 2. Compute the sums of squares for rows, SS R , columns, SS C , interaction, SS RC , and total, SS T .
Compute the statistics (N -1)SS R /SS T , (N -1)SS C /SS T , and
(N -1)SS RC /SS T . 4. Refer the statistics to chi-square critical values with df R = J-1, df c = K-1, and df RC = (J -1) (K -1), respectively. Steps 1 and 2 could be accomplished easily with any major statistical package such as SAS (1990) , using PROC RANK to do the ranking and PROC ANOVA to compute the sums of squares. It should be noted that these procedures are considered large-sample tests, because the statistics are only asymptotically chi-square.
Other researchers developed equivalents of the PS rank tests, but Puri and Sen (1985) were the first to present them in a general linear model approach which has broader use than the two-way ANOVA. Reinach (1965) suggested that rank tests using an ANOVA approach would be confounded by the presence of other nonnull effects. Scheirer, Ray, and Hare (1976) gave statistics that are equivalent to the PS statistics for a two-way design and presented Monte Carlo results for small n with a normal distribution. Scheirer et al. (1976) found that the statistics gave adequate control of Type I error rate for main effects and interaction tests, but they investigated only the completely null case. That is, the probability of Type I error was examined for each of the row, column, and interaction tests in the presence of null effects. For a normal distribution, Toothaker and Chang (1980) found that the Scheirer et al. statistics (PS tests) exhibited a dampening effect in the presence of any other nonnull effect. That is, the PS tests became more conservative as the magnitude of the other effects increased. The conservatism of the PS tests was found for both a and power and for both main effects and interaction tests. This conservatism was found even in the presence of one nonnull effect which would give power of only about .60. Also, Lemmer (1980) presented a statistic which is equivalent to PS tests, and found conservatism of a which became worse as magnitude or number of other effects increased. Harwell (1991) presented results for the PS tests for small n and found that the PS tests controlled a in the completely null case for five distributions: normal, double-exponential, approximate Cauchy, chi-square with df = 8, and chi-square with df = 2 (exponential). However, when one nonnull effect, which would give power of about .30 for n = 5, is present, PS tests showed conservatism consistent with that found by Toothaker and Chang (1980) . This conservatism of the PS tests was most severe for the chi-square distribution with df = 2. Power results showed "almost uniformly lower power values than its [PS test] competitors for all distributions" (p. 396), but Harwell (1991) concluded that there was no power decrement or dampening effect on power. Harwell did not observe the dampening effect on power in the PS statistics because he used only one degree of nonnullity for each sample size. However, evidence of the decrement in power is available from his data: when sampling from a normal distribution with one nonnull effect, for n = 5, power is .313 for interaction, but, when all effects are nonnull, power is .256. Similarly, for the chi-square distribution with df = 2, the power decrement is from .552 to .319. However, the dampening effect is not always present for all PS tests for all distributions. Harwell (1991) also noted a potential problem for PS tests in that the ranking process "can create a serious mismatch between effects in the model purported to underlie the original scores and effects in the ranks of the scores" (p. 384). More will be given on this problem when rank transform tests are discussed.
Rank Transform Tests (RT)
Tests known as rank transforms have been popularized by Iman (1976, 1981) , Iman (1974) , and Iman and Conover (1976) . The steps to do RT tests in the two-way layout are as follows:
1. Rank all the data from one to total sample size, N = nJK. 2. Compute the sums of squares for rows, SS R , columns, SS C , interaction, SS RC , and total, SS T . 3. Compute the ANOVA F statistics F R = MS R /MS W , F c = MS C /MS W , and F RC = MS RC /MS W . 4. Refer the statistics to F critical values with df R = J-1, df c = K -1, and df RC = (J -1) (K -1), in the numerators, respectively, and dfa = JK(n -1) in the denominators. Again, these steps could easily be accomplished with any major statistical package such as SAS, using PROC RANK to do the ranking and PROC ANOVA to compute the F ratios. In fact, SAS (1990, p. 493) says that data can be submitted to PROC RANK and then fitted with an ANOVA model using the ANOVA or GLM procedures. It should be noted that RT procedures are considered large-sample tests, because the statistics are only asymptotically distributed as F In spite of much positive research on RT tests for two-way layouts (see Hora & Iman, 1988; Iman, 1974; Iman, Hora, & Conover, 1984; Thompson & Ammann, 1989) , recent results show RT tests lack control of a in the presence of other nonnull effects (see Sawilowsky, 1990 ). Fawcett and Salter (1984) found increasing conservatism as the degree of nonnullity of block effects increased in a RT test for treatments in an additive model randomized block design with n = 1. In an additive model randomized block design with n>l, Groggel (1987) found that a RT test for treatment evidenced a decrease in power as block effects increased. Akritas (1990) showed that RT tests are confounded due to other nonnull effects. Thus RT tests should not be used to test for main effects in the presence of interaction, nor should RT tests be used to test interaction in the presence of main effects. The following all show that RT tests should not be used for two-way and higher ANOVA layouts: inflation of a for the F for interaction in the presence of nonnull row and column effects in a two-way layout (Blair, Sawilowsky, & Higgins, 1987) , inflation of a for any effect and power for nonnull effects in a 2 X 2 X 2 layout (Sawilowsky, Blair, & Higgins, 1989) , a and power properties being dependent on how the treatment effects were modeled in a 2 X 2 X 2 layout (Sawilowsky, 1985) , and inflation of a for a main effect in the presence of nonnull interaction (Lemmer, 1980) . One exception to this warning is the 2 X 2 layout, where the correct effects seem to be modeled by RT tests (Blair, Sawilowsky, & Higgins, 1987 ) but where power is lower than the ANOVA on raw data for normal distributions (Sawilowsky, 1989) . These results validate concerns expressed by Fligner (1981) , "Rank transformation methods can provide quick solutions to many of these problems, but the resulting solutions may not be the best, or may not even be appropriate nonparametric methods." RT tests are included here to further examine these methods for two-way layouts.
Aligned Rank Tests
Given the problems encountered by PS tests and RT tests when other nonnull effects are present, one obvious solution would be to treat other effects as nuisance parameters and remove them from the scores before the ranking and analysis. Indeed, this is the principle on which aligned rank tests are based. For a two-way layout, the general steps to do aligned rank tests are as follows:
1. Estimate the effects on which the aligning is to be done.
Nonparametric ANOVA Tests 2. Subtract the estimated effects from the original scores (align the scores). 3. Rank the aligned scores in the total sample. 4. Compute the test statistic on the ranks of the aligned scores. The actual effects of the model used to align scores and the eventual test statistic are the basis for the differences that exist in the several forms of aligned rank tests. Variations include different ways to estimate the desired effects-such as, means, trimmed means, medians-and different ways to form the test statistic-such as, using some function of sums of squares, which is asymptotically distributed as x 2 , or an F statistic, which asymptotically follows an F distribution.
McSweeney (1967) developed a test (M test) for interaction using aligned ranks in the two-way layout with a nonadditive model. After the original scores have been aligned by subtracting estimates of both main effects and after the aligned scores have been ranked, the test statistic for interaction can be computed as (N -1)SS RC /SS T and referred to a chi-square critical value with df RC -(J -1) (K -1). By analogy, the test for row (column) main effects can be done as follows: Align scores on the estimates of the column (row) and interaction effects; rank the aligned scores, and compute (N -1) SS R /SS T (or (N -1) SS C /SS T ), which is referred to a chi-square critical value with df R = J-1 (or df c = K -1).
Hettmansperger (1984) developed a linear model or regression-based system from which tests (H tests) for a two-way layout could be identified. Harwell (1991) presents these as procedures using ranks on aligned scores, where the aligning is done on all effects in the model that are not being tested. For example, for the interaction test, after the original scores have been aligned by subtracting estimates of both main effects, obtain ranks of the aligned scores, r ijk . Standardize the ranks to have mean zero and variance one by using A final aligned rank test to be considered would be the ANOVA F tests on ranks aligned on all other effects possible (RO tests). The aligning and ranking are the same as those shared by the McSweeney and Hettmansperger tests, but the test statistics differ. After aligning the raw data by subtracting estimates of both main effects and obtaining ranks of all of the aligned data, the statistic for interaction is the ANOVA F on ranks, which is then referred to a F critical value with df RC and dfa. Statistics for the main effects come from two additional rankings, where the data are first aligned by subtracting estimates of the other main effect and the interaction. Then the ANOVA F R (F c ) on ranks is referred to a F critical value with df R and d/W (df c and d/ w ). These tests could be thought of as rank transform tests after aligning on all other possible effects.
In summary, the PS, RT, M, H, and RO tests for two-factor designs have in common the use of ranks, but they differ with respect to how the ranks are operationalized into a test statistic. The PS and RT tests do not align the observations before ranking, and the PS tests are functions of sums of squares, which are referred to chi-square critical values, while the RT tests compute Fs, which are referred to F critical values. M, H, and RO all align on all other effects but compute functions of sums of squares referred to chi-square critical values, sums of squares of standardized ranks referred to (df)F critical values, and Fs which are referred to F critical values, respectively.
Method
A computer program was written to perform simulations of the various tests, including the ANOVA F, for 2 X 2, 2 X 4, and 4 X 4 designs, for cell sizes of n = 5 and n = 10, and for normal, exponential, and mixed-normal distributions. Microsoft FORTRAN was used, and the program was run on a Tri-Star 386/33 with a math coprocessor.
Because of similar results for various levels of a in previous studies (see Harwell, 1991; Toothaker & Chang, 1980) , only nominal a of .05 was used. One null and two nonnull cases were examined for both main and interaction effects. Nonnull effects were chosen so as to give normal-theory power of approximately .85, called medium, and .99, called large. Table 1 shows all cases obtained by combining main and interaction effects.
For the normal population, data were generated using the Box and Muller (1958) method, transforming independent unit uniform pseudorandom numbers from a procedure by Chen (1971) . For the exponential population, data were generated by a method reported by Lehmann and Bailey (1968) : fit) = pz~p t , with p -1, E(r) = \lp = 1, and var(r) = \/p 2 = 1. Pseudorandom exponential variables were generated by multiplying -1 by the natural loga- b Medium = effects are selected so that power will be about .85 for the normal distribution, c Large = effects are selected so that power will be about .99 for the normal distribution.
rithm of unit uniform pseudorandom numbers (Chen, 1971 ). The exponential variates were then scaled to have means determined by the null or nonnull conditions and variance of one. For the mixed normal population, data were generated by generating 95% of the scores from N(0, 1) and 5% of the scores from N(22, 100) using the Box and Muller (1958) and Chen (1971) methods. These variates, with mean of 1.1 and variance of 8.375, were then scaled to have the mean determined by the null or nonnull conditions and variance of one. For any tests requiring aligning, estimates of aligned effects were computed using appropriate sample means.
Empirical a and power were obtained over 5,000 replications, but the main effect information was collapsed for those cases where the degrees of freedom and the process of ranking/aligning were the same for both main effects. Thus, the values in the tables for those cases are averages of two proportions obtained over 5,000 replications. Note that all 27 cases in Table 1 were examined for the same 5,000 replications, thus controlling sampling variability between cases for each design, sample size, and distribution combination.
Results
Because the sampling variability of the empirical estimates was small, <J P = .0030822 for a = .05 and 5,000 replications, arbitrary standards were used to decide when a statistic was evidencing lack of a robustness. Values of empirical a that deviated ±.01 from .05 were called slightly liberal or slightly conservative, and values that deviated ±.02 were called liberal or conservative. Thus, a value of empirical a of .057 was more than 2 standard deviations from .05 but was deemed not indicative of lack of robustness. Power robustness was determined by comparison of values for the various statistical procedures-that is, a method was called conservative if it showed power which was substantially less than that for the other methods.
Normal Distribution
Empirical a results for n = 5 showed (see Table 2 ) M tests to be slightly liberal or liberal for all designs. H tests were slightly liberal or liberal for the main effect tests in the larger two designs and for the interaction test in the smaller two designs. F tests were not liberal or conservative, and RO tests were slightly liberal only for interaction in the 2 X 2 design. PS tests showed conservatism in the presence of other nonnull effects which worsened as the number of nonnull effects or degree of nonnullity increased. For example, in the 2 X 2 design, in the presence of the other main effect with medium power (Cases 4 and 10), empirical a for the PS main effect test was .0177, but, in the presence of the other two effects with large power (Cases 9 and 21), the main effect had an empirical a of .0002. Similar results were seen for the PS interaction test. RT tests showed conservatism in the 2 X 2 design only if both other effects were nonnull. Power results showed PS tests with conservatism in the presence of other nonnull effects that dramatically worsened as the number of nonnull effects or degree of nonnullity increased. RT tests evidenced somewhat less power conservatism than that shown by PS, with large power loss only for the 2 X 2 design if both other effects were nonnull. Note that the slight power advantage of H and M tests is probably due to liberal a.
For n = 10 and empirical a results (see +Entry is averaged over two main effects.
at UNIV OF OKLAHOMA LIBRARIES on January 20, 2016 http://jebs.aera.net Downloaded from to those found for n = 5, except that the power loss of PS and RT tests generally was not as severe. The empirical a values for the rank tests might differ from .05 because all the rank tests in this study are large-sample tests and only asymptotically distributed as x 2 or F For the normal distribution (see Tables 2 and 3 ), the empirical a values for most rank tests are closer to .05 for N = 10 than for N = 5.
Exponential Distribution
For n = 5 and empirical a results (see Table 4 ), the M tests were liberal or slightly liberal except for the df = 3 main effect in the 2 X 4 design (empirical a = .0594). H tests were slightly liberal or liberal except for main effect and interaction tests in the 2 X 2 design, the df = 3 main effect test in the 2 X 4 design, and the interaction test in the 4 X 4 design. F tests were not liberal or conservative, and RO tests were slightly liberal only for tests in the 4 X 4 design. PS tests showed the same pattern that occurred for the normal distribution: conservatism in the presence of other nonnull effects that worsened as the number of nonnull effects or degree of nonnullity increased. RT tests usually showed the same pattern that occurred for the normal distribution: conservatism in the 2 X 2 design only if both other effects were nonnull. Exceptions to this conservatism were slightly liberal interaction tests for the 4 X 4 design, if either main effect was large, and for the 2 X 4 design, if both main effects were large. Some power results were similar to those for the normal distribution: PS tests with conservatism in the presence of other nonnull effects, RT tests with somewhat less power conservatism than that shown by PS tests, and large power loss only for the 2X2 design if both other effects were nonnull. Power values for F tests are lower than those of RO tests by about 5%-10% in those cases where RO tests had acceptable a. Note that at least some of the power advantage of H and M tests is probably due to slightly liberal or liberal a.
For n = 10 and empirical a results (see Table 5 ), RO tests were not liberal, and the M and H tests were slightly liberal for only the main effect test in the 4 X 4 design. Other tests showed results similar to those found for n = 5. Power results were similar to those found for n = 5, except that the power loss of PS and RT tests generally was not as severe and that the power decrement of F, compared to RO, ranged as high as 13%.
Mixed Normal Distribution
For n = 5 and empirical a results (see Table 6 ), F was always conservative. H and M gave acceptable a only for the interaction test in the 2 X 4 design. Conservatism was evidenced for H and M in main effect and interaction tests for the 2 X 2 design, the df = 3 test in the 2 X 4 design, and the interaction test in the 4 X 4 design. However, the df = 1 main effect test in the 2 X 4 design and main effect test in the 4 X 4 design were liberal for H and M. RO evidenced a similar pattern to H and M, except that the liberal nature of the tests extended to interaction tests in the 2 X 4 and 4X4 designs. PS showed the same pattern that occurred for the normal distribution: conservatism in the presence of other nonnull effects which worsened as the number of nonnull effects or degree of nonnullity increased. RT usually showed conservatism (which was worse for the 2 X 2 design) only if both other effects were nonnull, except for liberal interaction tests for the 2 X 4 and 4 X 4 designs if both main effects were nonnull. Power results show F to be conservative by as much as 18% for medium power for the 2 X 2 design as compared to RO. However, RO, H, M, and RT all have some problem with liberal a, invalidating many power comparisons for all but the 2 X 2 design. Additionally, in the 2 X 2 design, RT suffers from a power decrement in the presence of both other effects being nonnull. PS is conservative in the presence of other nonnull effects.
For n = 10 and empirical a (see Table 7 ), results are very similar to those for n = 5. The liberal patterns for RO, H, and M are not as severe, and a for F seems to become less conservative as the size of the design increases. Power results mirror those for n = 5.
Conclusions
Researchers desiring an alternative to the parametric fixed effects twoway ANOVA will find little consolation from the results of this simulation study. While the PS, H, and M tests all share admirable properties in the theory of their development, they also share, along with RT, some serious problems. PS shows conservatism of both a and power in the presence of other nonnull effects which worsen as the number of nonnull effects or degree of nonnullity increases, consistent with the dampening effect found by Toothaker and Chang (1980) and Lemmer (1980) . This lack of independence of the tests makes PS a poor choice. H has liberal a for some designs and distributions, notably for two cases: small n with normal or exponential distributions and the larger designs when samples are taken from a mixed normal distribution. M shares many of the problems of H, with even more liberal results for small n. RO, in spite of its intuitive appeal, also shares many of the problems of H. Although RO is not as liberal for small n from normal or exponential distributions, it is more liberal in some designs when samples were taken from the mixed normal distribution. RT shares many of the problems of PS, although not to the same degree. Even though the rank tests have asymptotic distributions with known formulas for degrees of freedom, perhaps the small-sample distributions of the statistics would be better fit by x 2 or F distributions with different (adjusted) degrees of freedom. In contrast, F suffers from conservatism with the mixed normal distribution, but it never exhibits a liberal a. If a researcher has some knowledge of the type of distribution for the population sampled, a choice may be made from among F, RO, and H, if the cell size is not too small and if the distribution is similar to the normal or exponential distribution. If the distribution is suspected to be like the mixed normal, only the F can be recommended unless the design is 2 X 2, in which case RO, H, and M all have adequate control of a and give higher power than F Certainly more research is needed for these procedures when the equal variance assumption has been violated, especially in combination with nonnormal distributions of the type often encountered in the real world by researchers. Also, for the rank tests, more work is needed in the following areas: using estimates other than the mean in forming appropriate quantities for aligning and using simple main effect analysis that relies on the qualities of ranking in a one-way design. Finally, more research is needed comparing other transformations on the data (e.g., power transformations) to ranking and use of robust estimators in two-way analyses.
