We give some upper bounds on the dimension of the kernel of the cup product map 
Introduction
One of the special features of the Kähler geometry is the interplay between topology and linear algebra. The goal of this paper is to give some applications of results in advanced linear algebra appearing in [2] and [14] to obtain bounds on the dimension of the kernel of the cup product mapping φ :
in the case where X is a compact Kähler variety admitting no Albanese fibration.
Recall that the notion of no Albanese fibration, for an n−dimensional variety X as before, can be given by requiring that, for any k < n and any independent β 1 , . . . , β k ∈ H 0 (Ω 1 (X)), the product
is not zero. Also remark that ∧ k i=1 β i = 0 gives rise to an integrable distribution and to a foliation with closed leaves; this allows to define a fibration (see [10] or 1.2.2 later in this paper), hence the definition is consistent.
The main result we prove is:
Theorem 1 Let X be a compact Kähler variety without Albanese fibrations, and let φ : ∧ 2 H 1 (X, C) → H 2 (X, C) be the cup product.
1. If q ≤ 2n − 1, then φ is injective.
2. If q = 2n, then dim ker φ ≤ 2c + 3 where q = 2 c (2b + 1), and b, c integers.
3. If q = 5 and n = 2, then dim ker φ ≤ 14.
The previous bounds are achieved thanks to the Hodge decomposition that we shortly recall. We have
hence φ defines maps:
1. φ 2.0 : 2 H 1.0 −→ H 2.0 (and its dual φ 0.2 );
2. φ 1.1 : H 1.0 ⊗ H 0.1 −→ H 1.1 .
The role of the assumption of no Albanese fibration becomes clear when dealing with the estimate of dim ker φ 2.0 (remark, for instance, that there are not decomposable elements in the kernel).
We look, then, for some upper-bound for κ = dim ker φ 1.1 . Set H 1.1 (X) R = H 1.1 (X) ∩ H 2 (X, R) and call M ⊂ H 1.0 ⊗ H 0.1 the subspace of forms invariant under complex conjugation.The space M is naturally identified with the space H q of Hermitian q × q matrices and φ 1.1 restricts to φ 1.1
R we have that κ = dim K. Assuming that X has no Albanese fibration and using a positivity argument we find restrictions on the signature and hence on the rank of the involved matrices: if A ∈ K, A = 0, then the rank of A must be ≥ 2n. In particular when n = 2q then A is invertible and from [2] we achieve a very good bound on κ. Write q = 2 c (2b + 1), with b and c integers; we have κ ≤ 2c + 1. The basic remark is that the eigenvalues of iA, with i 2 = −1, are not real, so if v ∈ S 2q−1 ⊂ C q the tangential projection of iAv on the unitary sphere defines a vector field not vanishing at any point. The result is then based on [1] .
Unfortunately when 2n < q no good bound seems to be known in general. However, at least for symmetric matrices, some very interesting works have been done; among the others, we suggest [13, 14] . In a very strict sense this is a comeback of algebraic geometry. The basic idea is to consider the degeneracy locus {A : rankA ≤ k} of the matrices as real varieties, then to study its intersection with real subspaces. In particular in [14] , after the natural projectivization, an elegant Lefschetz fixed point argument is used on a suitable complex algebraic variety. This shows, in the case of 5 × 5 real symmetric matrices of rank lower than 4, that the intersection is not empty. By performing the same kind of computations, for n = 2 and q = 5 we obtain κ ≤ 8.
1 Variety of Albanese type
Albanese variety
Let X be a complex compact Kähler variety of dimension n, and
be the Hodge spaces. We have the Hodge decomposition:
Set V = H 1,0 and H 0,1 = V its conjugate. Integration defines then
where * stands for dual. Let
be the Albanese variety. The irregularity of X is denoted by
The choice of a base point p ∈ X defines the Albanese map 
In the sequel we will assume X of Albanese strict type. For our purposes, thanks to the result of Campana, we could also assume that α is generically one-to-one (see [9] and [4, Ch. 2, Sect. 4]).
Decomposable form and Albanese fibrations
We describe some Castelnuovo-de Franchis-type theorems. With the previous notations, the cohomology map induced by the Albanese morphism:
is a Hodge structure map. We can moreover make the identifications:
When s = n − 1, Y is a curve of genus g > 1 and f is usually called an irregular pencil.
We have (see [10] ):
The following conditions are equivalent 1. X has no s-Albanese fibration for s < n − k 2. α k.0 is injective on the decomposable forms: As before, X is of strict Albanese type. We will consider in details the map:
We set
This is the (
is a piece of a Hodge structure map, the kernel of α 2 is defined over the rational numbers and a fortiori over the real numbers. We have then a map:
and in particular κ = dim ker(α 1.1 R ). We can identify H 1.1 (A) R with the sesquilinear forms on V * . More explicitly, we fix a basis β j j = 1, ..., q of V. An element of H 1.1 (A) R has the form Ω = i j,s a j,s β j ∧ β s , i 2 = −1, a j,s ∈ C : Ω = Ω, that is the matrix A(Ω) = (a j,s ) is hermitian. Let H q be the space of q × q hermitian matrices. We may define σ : H q → H 1.1 (X) R as:
where A = (a j,s ). We have κ = dim ker σ. In particular, the rank and the signature of a form Ω ∈ H 1.1 (A) R are well defined.
has signature (r, s) (and rank r + s ≤ q), we set m(Ω) = min(r, s) (respectively m(A) = min(r, s)).
The following proposition generalizes the elementary result explained in the introduction.
Proposition 2.1.2. Let k < n be an integer, and assume that X has no n − k-
Proof. Up to a change between Ω and −Ω, we may assume s = m(Ω) where (r, s) is the signature of Ω, s ≤ k − 1 < n − 1. We may find a basis β i of V such that
Setting ϕ = β r+1 ∧ · · · ∧ β r+s ∈ H s,0 (X) and Θ = ϕ ∧ ϕ, we compute:
Now, posing ϕ j = β j ∧ β r+1 ∧ ... ∧ β r+s ∈ H s+1,0 (X) and Θ j = ϕ j ∧ ϕ j , we have:
Assume by contradiction Ω ∈ ker α 1.
this is the pull-back of a Kähler form on A and is positive on a Zariski open set of X, since the Albanese map of X is generically finite. We get
All terms have the same sign. It follows that
this forces Θ j = 0 and finally ϕ j = β j ∧ β r+1 ∧ ... ∧ β r+s = 0. Since s + 1 ≤ k, we get a contradiction with Prop. 1.2.2.
We have then the following:
Corollary 2.1.3. Assume that X has no Albanese fibration and Ω ∈ ker(α 1.1 ) R , Ω = 0; then, m(Ω) ≥ n − 1 and rank(Ω) ≥ 2n.
Hermitian matrices
Let H q be the space of the q × q hermitian matrices. Let H q,m ⊂ H q be the subset of the matrices with rank bigger than m − 1 :
2. d q,q = 2c + 1, where q = 2 c (2b + 1), with b and c integers.
Proof. 1. Obvious.
2. The elements in H q,q are given by invertible hermitian matrices. Then, we come back to the hermitian case in [2] . This result was obtained as a consequence of [1] .
3. To be computed in the next section.
Recalling that κ = dim ker φ 1.1 = dim ker σ (see 3), we have the following: Proposition 2.2.3. Let n = dim X, q = dim H 1.0 (X) and κ as before. Assume that X has no Albanese fibration; then κ ≤ d q,2n .
Proof. It follows from 2.1.3.
Here we present some consequences of Prop. 2.2.2:
Proof. Firstly one has that α 1.1 ≡ φ 1.1 is injective. Then consider ω ∈ H 2.0 (A) such that α * (ω) = 0; we show that ω = 0. Indeed, if it is not, we can find a basis β i of V for which ω = k i=1 β i ∧ β i+k , with k < n; taking the k − 1 form φ = ∧ k i=2 β i , we get α * (ω ∧ φ) = 0 and consequently ∧ k+1 i=1 β i = 0 on X. By 1.2.2, this would give an Albanese fibration contradicting our assumptions.
The previous result is essentially standard linear algebra. The first part of the following proposition is a consequence of the hard topological result of Adams [1, 2] . 
The two inequalities above can be unified by saying that dim ker(α
2 ) ≤ 2c + 3. Con- sequently it holds: b 2 (X) ≥ dim Imφ ≥ q(2q − 1) − 2c − 3.
Proof.
1. From 2.2.3 and 2.2.2 we have dim ker σ ≤ 2c + 1.
2. Arguing as in 2.1.3, the nontrivial forms in ker α 2.0 must be of maximal rank n. Representing them as anti-symmetric matrices, the elements in ker α 2.0 \{0} are invertible. This is a complex space, and it follows that dim(ker α 2.0 ) ≤ 1.
Proposition 2.2.6. Let X be a compact algebraic variety without irregular pencils whose fundamental group admits a presentation with γ generators and ρ relations.
2. If q = 5 and X is a surface, then b 2 (X) ≥ 31, hence ρ−γ ≥ 31 and c 2 (X) ≥ 13.
Proof. Firstly recall that (see [3, Th. 1.1] and [4, Ch. 3] ) the interplay between the cup product map and the fundamental group give rise to the following estimate:
1. The estimate on ρ − γ follows directly from the previous remark and 2.2.5. When q = 2n = 4, we have b 1 (X) = b 3 (X) = 8 and b 2 (X) ≥ 21.
2. To deduce b 2 (X) ≥ 31 one uses the third part of 2.2.2 together with the fact that dim Imφ 2.0 ≥ 2q − 3 = 7. The rest is as in the previous point. Proof. In [6] it was proved that K 2 ≥ 16 and that if X has an irregular pencil then K 2 = 16. When X has no irregular pencil Noether formula (see [7, 15] ) K 2 +c 2 (X) = 12χ hol = 12(p g − q + 1) = 24 and the inequality c 2 (X) ≥ 7 forces then K 2 ≤ 17. 3 Real degeneracy loci.
The present section is entirely dedicated to the proof of the third point in 2.2.2. To this purpose, we adapt to hermitian matrices the work developed in [14] in the case of real symmetric matrices, by thinking to the degeneracy locus {A hermitian, rankA ≤ m} as a real variety. The main theoric tool proved in [14] is the following theorem, which is a consequence of the Hodge splitting and the Lefschetz fixed-point theorem:
Theorem 3.1. Let V (R) ⊂ RP n be an algebraic variety whose complexification V ⊂ P n is an irreducible variety in codimension m. Assume that the singular locus of V has codimension at least 2r + 1 in V and that, for a generic
In our case, by choosing V as the projectivization of the appropriate degeneracy locus (namely the 5 × 5 complex matrices with rank 3 or less), and L as a generic 8−dimensional projective space, we show that the Euler characteristic of V ∩ L is odd, hence deducing that in the space of 5 × 5 hermitian matrices with rank not bigger than 3 there are 8 linearly independent elements. This statement is equivalent to say that d 5,4 ≤ 8. About the calculation of χ(V ∩ L), the arguments we use are pretty standard ones and essentially concern Schubert calculus of Grassmann spaces and Chern classes of projective bundles.
Chern classes of determinantal varieties.
Endow the space of complex q × q matrices M q (C) with the real structure given by the (antiholomorphic) involution A → A t (where the bar stands for complex conjugation and t for transposition); with this choice, the real part of M q (C) is the space H q of hermitian matrices. Moreover, the real structure restricts to a real structure over the irreducible affine variety V a q,m = {A ∈ M q (C) | rank(A) ≤ m} and its real part V a q,m (R) is exactly the complement in H q of the set H q,m+1 defined in the previous section.
Consider now the projectivizations P q 2 −1 = P(M q (C)) and V q,m = P(V a q,m ), and set D q,m = min{dim P | V q,m (R) ∩ P = ∅ for any linear P ⊂ RP q 2 −1 }. We would like, now, to make use of theorem 3.1: we set V = V 5,3 ⊂ P 24 with codimension 4 and degree 50; its singular locus is V 5,2 with codimension 5 in V 5,3 (see e.g. [5] ). Our goal is showing that D 5,3 ≤ 8, hence the only thing to prove is that, given a generic L = P 8 ⊂ P 24 , one has:
To this purpose, consider the following resolution of V 5,3 with a smooth variety Y :
s
s h h h h h h h h h h h h h h h h h h h h h h h
Here, S → Gr(3, C 5 ) is the tautological bundle, P(S 5 ) the projective bundle associated to S ⊗5 and O P (1) and O (1) 
Following [14] and [15] we have:
and, denoting by e 4 the coefficient of t 4 in c t (T Y )(1 + ht) −16 :
Proof. The first equality is a consequence of the exact bundle sequence over Z: The diffeomorphism Y ≃ P(S 5 ) allows us to compute c t (T Y ) by means of the exact bundle sequences
where the first one comes from the projection p : P(S 5 ) → G = G(3, C 5 ) and the second one is the tautological sequence over P(S 5 ) tensorised with O P (1). Working out calculations we find (see [14] ):
Computation of the Euler characteristic (modulo 2).
We now dispose of all the needed tools to complete the proof of the statement 4.
Remark that universal coefficient theorem implies that H * (B, Z) ⊗ Z 2 = H * (B, Z 2 ), where B is either G(3, C 5 ) or P(S 5 ). Thanks to this, since we are only interested to the parity of our objects, we will perform any computation in H * ( · , Z 2 ); moreover all polynomials in the Chern classes will be 1.1 truncated according to our real necessities. Let us denote by c i the Chern classes of S. 
