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1Introduction
Une me´thode utilise´e pour faire du tracking de personne1 consiste a` e´valuer
les points d’une carte du sol ayant la plus grande probabilite´ de contenir
quelqu’un. Etant donne´ une position sur la carte, il s’agit de repre´senter une
personne comme un rectangle dans l’image provenant d’une came´ra, et d’es-
timer a` quel point l’image binaire de´rive´e de l’image re´elle ressemble a` cette
image synthe´tique, la comparaison e´tant faite par l’algorithme ”POM”. Cette
ope´ration est faite sur plusieurs came´ras place´es a` diffe´rents endroits, et fil-
mant la meˆme sce`ne sous un angle diffe´rent. Il est alors possible de localiser
la personne par la position la plus probable correspondant a` toutes les vues
came´ra.
Pour utiliser cette me´thode, il faut connaˆıtre les transformations donnant
la position de la teˆte, respectivement des pieds de la personne dans une
vue came´ra, e´tant donne´ un point de la carte. Ces transformations peu-
vent eˆtre de´termine´es de manie`re exacte si tous les parame`tres de la came´ra
sont connus (position exacte, focale, etc..). Si toutes ces informations ne sont
pas disponibles de manie`re pre´cise, il faut alors calibrer la came´ra par des
me´thodes annexes, par exemple en posant des marques au sol, et en les retrou-
vant manuellement sur les images des came´ras, mais ce travail est relative-
ment long.
Durant ce projet, nous avons teste´ une me´thode de calibration automatique
des came´ras permettant d’obtenir la transformation voulue sans avoir besoin
de repe`res pose´s a` la main. Cette calibration se base sur la de´tection de la
position d’une personne en mouvement dans toute la zone couverte par les
came´ras ; cette position est ensuite utilise´e a` la place des repe`res au sol pour
estimer la transformation.
1Voir [3]
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Fig. 1.1 – Correspondance entre la top-view et les images synthe´tiques dans
les vues came´ra
Nous commencerons par donner quelques de´finitions et concepts relatifs aux
came´ras, puis, dans le chapitre 4, nous de´taillerons la me´thode utilise´e pour
trouver la position des pieds et de la teˆte d’une personne dans une im-
age. Nous expliquerons ensuite comment estimer les homographies entre les
diffe´rents plans du sol dans les vues came´ras (chapitre 5), et proposerons,
dans le chapitre 6, une me´thode pour estimer l’homographie donnant la top-
view. Dans chacune des parties, des exemples de re´sultats obtenus seront
e´galement donne´s.
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2Ge´ome´trie de la came´ra et
parame`tres de calibration
Avant de pre´senter notre me´thode de calibration automatique, nous allons
de´finir quelques notions relatives aux came´ras et aux images qui en re´sultent.
2.1 Quelques notions de ge´ome´trie1
2.1.1 Espace projectif
L’espace projectif de dimension n, note´ Pn, est l’ensemble des classes d’e´quivalences
de Rn+1\(0, ..., 0) de´finies par la relation d’e´quivalence suivante :
(x1, ..., xn+1) ∼ (x′1, ..., x′n+1)
⇐⇒
∃λ 6= 0 tel que (x1, ..., xn+1) = λ(x′1, ..., x′n+1)
Les repre´sentants de la classe sont appele´s les coordonne´es projectives, ou
coordonne´es homoge`nes.
2.1.2 Cas particulier : le plan projectif P2
Un point de P2 est de´fini par trois coordonne´es. De meˆme, une droite de P2
est donne´e par une e´quation du type a1x1 + a2x2 + a3x3 = 0. Ceci s’explique
par le fait que P2 est une projection de R3 sur un plan, et qu’une droite
peut donc eˆtre repre´sente´e par l’intersection entre un plan de R3 et ce plan
projectif. Ainsi, il n’y a pas de diffe´rences entre un point de l’espace projectif
1Voir [5]
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et une droite. C’est le principe de dualite´.
Pour de´terminer l’e´quation d’une droite passant par deux points p1 et p2, il
suffit de remarquer que p1(p1 ∧ p2) = p2(p1 ∧ p2) = 0. Ainsi, le point p1 ∧ p2
repre´sente aussi la droite passant par p1 et p2. Par le principe de dualite´, nous
pouvons aussi voir p1 et p2 comme deux droites ; dans ce cas, leur intersection
est donne´e par p1 ∧ p2.
2.1.3 Homographie
Une homographie est une matrice re´gulie`re (n+ 1)× (n+ 1) de´finissant une
transformation line´aire de Pn dans Pn.
Une homographie est de´finie a` un facteur multiplicatif pre`s :
y = Hx⇔ y = λHx
car x et y sont des repre´sentants des classes d’e´quivalences de´finies ci-dessus,
et sont donc de´finis a` un facteur multiplicatif pre`s.
Pour de´terminer une homographie satisfaisant y = Hx, il faudra donc avoir
n + 2 correspondances entre des x et des y, et les repre´senter avec leurs co-
ordonne´es homoge`nes.
2.2 Application aux came´ras2
La came´ra effectue une transformation d’un sous-ensemble de R3 ∪ {∞}
(la zone de l’espace couverte par la came´ra) dans un sous-ensemble de R2,
l’image. Pour de´finir entie`rement cette projection, il faut connaˆıtre certains
parame`tres relatifs a` la came´ra.
Dans la pratique, il peut eˆtre inte´ressant de chercher ces parame`tres pour pou-
voir obtenir les homographies entre la carte (top-view) et les vues came´ra.
Cependant, dans notre me´thode, nous n’allons pas estimer explicitement
ces parame`tres, mais directement l’homographie ; les informations qui suiv-
ent sont donc donne´es a` titre informatif, mais n’interviendront pas dans la
me´thode de calibration propose´e.
2Voir [1] et [6]
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2.2.1 Matrice de projection dans un cas simple
Supposons pour simplifier les choses que la came´ra se trouve a` l’origine, que
l’image est orthogonale a` l’axe z et que le point principal soit en (0, 0). L’im-
age d’un point de l’espace est obtenue en prenant l’intersection entre la droite
de´finie par ce point et la came´ra, et le plan image, comme illustre´ sur la figure
2.2.1. Les points de R3 repre´sente´s sur l’image sont donc tous les points dans
le coˆne de´fini par la came´ra et l’image.
z
image
caméra
x
y
Fig. 2.1 – Principe d’une came´ra
Tous les points de l’espace situe´s sur une meˆme droite passant par la came´ra
et coupant l’image seront repre´sente´s par un meˆme point sur l’image, c’est
pourquoi nous allons pouvoir travailler avec les coordonne´es homoge`nes, en
conside´rant les points de l’image comme des e´le´ments de l’espace projectif de
dimension 2.
L’application envoyant les points de l’espace sur l’image n’est pas line´aire ;
elle ne peut donc pas eˆtre e´crite de manie`re simple. Remplac¸ons les points
de R3 par des e´le´ments de P4 d’apre`s la re`gle suivante :
(x, y, z) −→ (x, y, z, 1) si (x, y, z) est fini,
(x, y, z) −→ (x, y, z, 0) si (x, y, z) est a` l’infini.
Avec cette transformation, nous assimilons le point (x, y, z, u) ∈ P4 au point
(xu ,
y
u ,
z
u) ∈ R3 ∪ {∞}.
De meˆme, nous allons conside´rer des e´le´ments de P3 au lieu de R2 pour
de´crire l’image.
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Avec ces transformations, la projection devient line´aire, et peut eˆtre de´crite
par :
 xiyi
zi
 =
 f 0 0 00 f 0 0
0 0 1 0


xe
ye
ze
ue

=
 f 0 00 f 0
0 0 1
 1 0 0 00 1 0 0
0 0 1 0


xe
ye
ze
ue

ou` f est la distance entre la came´ra et le plan image, (xeue ,
ye
ue
, zeue ) est un point
de l’espace, et (u, v) = (xizi ,
yi
zi
) est son image.
2.2.2 Parame`tres intrinse`ques et extrinse`ques de la came´ra
Dans la partie pre´ce´dente, nous avons suppose´ que la came´ra e´tait centre´e a`
l’origine et pointait dans la direction de l’axe z ; dans la re´alite´, ce n’est pas
toujours le cas, et nous devons tenir compte de la position de la came´ra pour
obtenir la matrice de projection.
Pour exprimer la position de la came´ra dans l’espace, nous allons utiliser des
coordonne´es sphe´riques. Nous de´composons le de´placement de la came´ra de
l’origine a` sa position re´elle par une translation selon (0, 0, z), une rota-
tion autour de l’axe x d’angle θ et une rotation autour de l’axe z d’angle ρ.
Nous pouvons modifier la matrice de projection obtenue pre´ce´demment en
appliquant la transformation inverse aux points de l’espace. A nouveau, l’u-
tilisation des coordonne´es homoge`nes nous permet d’obtenir une application
line´aire, bien que nous effectuions une translation.
 xiyi
zi
 =
 f 0 00 f 0
0 0 1
Rzρ ·Rxθ · Tz

xe
ye
ze
ue

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avec
Rzρ =
 cos(ρ) − sin(ρ) 0sin(ρ) cos(ρ) 0
0 0 1

Rxθ =
 1 0 00 cos(θ) − sin(θ)
0 sin(θ) cos(θ)

Tz =
 1 0 0 00 1 0 0
0 0 1 −z

(ρ, θ, z) est le vecteur des parame`tres extrinse`ques.
Si le point principal (image de la came´ra) n’est pas (0, 0) mais (pu, pv),
nous ajoutons une translation de vecteur (pu, pv) aux coordonne´es de l’image
obtenue. Ceci correspond a` la modification suivante : f 0 00 f 0
0 0 1
 −→
 f 0 pu0 f pv
0 0 1

Si les pixels de l’image ne sont pas carre´s (e´chelles diffe´rentes sur les deux axes
de l’image), c’est le facteur d’e´chelle, initialement f , qui doit eˆtre modifie´. f 0 pu0 f pv
0 0 1
 −→
 αu 0 pu0 αv pv
0 0 1

Enfin, si les axes de l’image ne sont pas orthogonaux, nous ajoutons un facteur
de distorsion de l’image : αu 0 pu0 αv pv
0 0 1
 −→
 αu s pu0 αv pv
0 0 1
 = K
Les parame`tres pu, pv, αu, αv et s sont les parame`tres intrinse`ques de la
came´ra.
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2.2.3 Forme ge´ne´rale de la matrice de projection
La matrice de projection de la came´ra est finalement donne´e par :
Xi = K ·Rzρ ·Rxθ · Tz ·Xe
avec
K =
 αu s pu0 αv pv
0 0 1

Rzρ =
 cos(ρ) − sin(ρ) 0sin(ρ) cos(ρ) 0
0 0 1

Rxθ =
 1 0 00 cos(θ) − sin(θ)
0 sin(θ) cos(θ)

Tz =
 1 0 0 00 1 0 0
0 0 1 −z

et Xe et Xi dans les espaces projectifs.
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3Contexte de travail
3.1 Background subtraction
Nous avons a` disposition des images provenant de plusieurs came´ras, sur
lesquelles un algorithme de background subtraction (de´tection de mouve-
ment) a e´te´ applique´. Nous conside´rons donc des images binaires diffe´rentiant
les zones statiques (en noir) et dynamiques (en blanc) de l’image de de´part.
Ide´alement, la partie dynamique correspond a` une personne se de´plac¸ant
dans la zone couverte par les came´ras ; en re´alite´, des e´le´ments exte´rieurs
sont se´lectionne´s par l’algorithme (autres personnes, portes, ...), mais de-
vraient eˆtre ignore´s lors du processus de calibration. Ces valeurs aberrantes
sont plus ou moins importantes selon les prises de vues, et ne´cessiteront une
imple´mentation robuste a` chaque e´tape du processus.
3.2 Quelques exemples
Voici quelques images sur lesquelles nous avons travaille´, montrant diffe´rents
facteurs de bruit : personnes en arrie`re plan, ombres, e´le´ments exte´rieurs.
(a) (b) (c) (d)
Fig. 3.1 – Exemples d’images issues du background subtraction
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4De´termination de la teˆte et
des pieds
Pour calculer des homographies entre les came´ras, nous avons besoin de points
en correpondance. Nous avons choisi de de´terminer la position de la teˆte et
des pieds de la personne sur chacune des images, et de les mettre en relation.
La me´thode utilise´e pour trouver la position de la teˆte et des pieds est de´crite
ci-dessous.
4.1 Analyse en composantes principales1
L’analyse en composantes principales (ACP) est une me´thode mathe´matique
permettant d’obtenir des informations sur un jeu de donne´es. Le but de cette
me´thode est de re´duire la dimension des donne´es en recherchant les directions
contenant le plus d’information sur la variance de l’e´chantillon.
4.1.1 Description de la me´thode
Ge´ome´triquement, la recherche des composantes principales revient a` ajuster
une ellipse autour des donne´es, et a` conside´rer ses axes principaux. La premie`re
composante correspondra au plus grand axe de l’ellipse, et repre´sentera donc
la direction expliquant la plus grande partie de la corre´lation reliant les ob-
servations.
Le calcul des composantes principales s’obtient a` l’aide de la matrice de
covariance de l’e´chantillon, note´e Σ. Cette matrice est donne´e par
1Voir [8]
15
Σ =
1
n
XTX
ou` X est la matrice des observations, avec chaque ligne correspondant a` une
observation, et n repre´sente le nombre total d’observations. L’e´le´ment Σi,j
est donc l’estimateur de Cov(Xi, Xj).
Les directions des composantes principales sont donne´es par les vecteurs pro-
pres de Σ ayant les valeurs propres associe´es les plus grandes. L’ellipse dans
laquelle sont contenues les observations aura donc un volume proportionnel
a` la racine du de´terminant de la matrice Σ.
4.1.2 Application au proble`me
Pour de´terminer les pieds et la teˆte d’une personne, nous allons rechercher la
direction de la composante principale des pixels blancs (repre´sentant la par-
tie en mouvement dans l’image), puis conside´rer la loi empirique que suivent
ces pixels une fois projete´s sur cette direction. La de´termination de certains
quantiles (par exemple 1% et 99%) de cette loi donnera un estimateur de la
position de la teˆte et des pieds.
Nous conside´rons ici les pixels blancs de l’image binaire comme un nuage
de points de R2, et nous supposons que l’image d’une personne peut eˆtre
repre´sente´e par une ellipse, dont l’axe principal passe par la teˆte et les pieds.
La de´termination des composantes principales nous permet de de´terminer cet
axe, sur lequel devraient se trouver les points qui nous inte´ressent.
4.2 Robustesse
Il est facile de se convaincre que si le jeu de donne´es contient des valeurs
aberrantes, les composantes principales seront fortement affecte´es ; il suffit
d’imaginer la de´formation de l’ellipse lorsqu’on introduit un point exte´rieur.
La figure 4.1 montre la position des quantiles que nous obtenons en appliquant
la me´thode propose´e ci-dessus a` une image contenant des donne´es parasites.
Dans notre cas, les images traite´es sont bruite´es, notamment a` cause du pas-
sage d’autres personnes en arrie`re-plan ; il est donc ne´cessaires de modifier
l’algorithme pour le rendre robuste.
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(a) (b)
Fig. 4.1 – ACP classique
4.2.1 Algorithme MCD
L’algorithme MCD (Minimum Covariance Determinant) propose une alterna-
tive robuste a` l’ACP. Il s’agit de rechercher dans les donne´es le sous-ensemble
de taille α·n contenu dans l’ellipsoide de taille minimale, ou` (1−α) est le taux
suppose´ de valeurs aberrantes, toujours infe´rieur a` 50%. Ce sous-ensemble de
donne´es aura une matrice de covariance a` de´terminant minimal.
Pour de´terminer de manie`re exacte le sous-ensemble optimal, il est ne´cessaire
de tester un grand nombre de sous-ensembles, ce qui donne a` l’algorithme une
complexite´ exponentielle qui n’est pas acceptable avec des jeux de donne´es
de grande taille.
4.2.2 Algorithme MCD-MIT2
L’algorithme MCD-MIT (Multistart Iterative Trimming) est une variante
de l’algorithme MCD permettant de trouver un sous-ensemble relativement
proche de l’optimum en un temps acceptable.
Partant d’une se´lection ale´atoire des donne´es, l’algorithme va re´ordonner
toutes les observations selon leur distance de Mahalanobis par rapport a`
µ et Σ. La distance de Mahalanobis est de´finie par
dM (x | µ,Σ) = (x− µ)TΣ(x− µ)
Il s’agit donc de trier les observations selon leur distance au centre de l’el-
lipse contenant la se´lection ale´atoire. Lorsqu’aucun re´arrangement n’est plus
ne´cessaire, cela signifie que le sous-ensemble se´lectionne´ est contenu dans
2Voir [7]
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une ellipse de taille minimale. En d’autres termes, l’algorithme va tour a`
tour ajuster un mode`le gaussien aux donne´es se´lectionne´es, puis se´lectionner
les donne´es les plus vraisemblables par rapport a` ce mode`le.
Cette proce´dure est re´pe´te´e k fois (Multistart) pour e´viter de boucler si
plusieurs points ont la meˆme distance de Mahalanobis. Dans notre cas, il
n’est pas ne´cessaire de choisir une valeur e´leve´e pour k, mais il est conseille´
de prendre k > 1 pour diminuer le risque de non-convergence de l’algorithme.
Algorithme MCD-MIT
Donne´es : x1, .. xn ∈ Rd, k ∈ {d+ 1, .. n}, s ∈ N
Re´sultat : {y1, ... yk} ∈ {x1, ... xn} avec matrice de covariance a`
de´terminant minimal
Initialisation : DetMin ←∞
pour i = 1 a` s faire
Permuter x1, ... xn ale´atoirement;
re´pe´ter
µ← moyenne(x1, ..., xk);
Σ← covariance(x1, ..., xk);
Re´ordonner x1, ..., xn pour que x1, ..., xk aient la plus petite
distance de Mahalanobis par rapport a` µ et Σ ;
jusqu’a` ce qu’aucun ordonnancement ne soit ne´cessaire ;
d← det(Σ);
si d < DetMin alors
DetMin← d;
fin
fin
Retourner x1, ..., xk
La figure 4.2 montre l’e´volution du sous-ensemble des observations lorsqu’on
effectue l’algorithme sur une image bruite´e, et en choisissant de conside´rer
un sous-ensemble contenant 85% des pixels blancs. L’algorithme converge
tre`s rapidement vers la zone voulue (convergence en 7 e´tapes, les 3 dernie`res
e´tapes apportant des modifications minimes au sous-ensemble) et il en de´coule
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une position satisfaisante pour la teˆte et les pieds.
(a) Image initiale (b) Se´lection ale´atoire
(c) Etape 2 (d) Etape 3
(e) Etape 4 (f) Estimation des pieds et de la teˆte
Fig. 4.2 – Algorithme MCD-MIT
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4.2.3 Gestion du taux de valeurs aberrantes
Un proble`me qui se pose avec l’algorithme MCD est qu’il faut connaˆıtre ap-
proximativement le taux de valeurs aberrantes. Si nous voulons un algorithme
qui fonctionne correctement pour n’importe quelle came´ra, nous devons le
modifier pour ge´rer la diffe´rence de valeurs aberrantes entre les images.
Nous avons choisi de se´lectionner les pixels correspondant a` la teˆte et aux
pieds avec l’algorithme MCD-MIT en fixant le taux de valeurs aberrantes
a` 50% (taux maximal). Ceci nous e´vite d’obtenir de trop mauvais re´sultats
sur des images tre`s bruite´es, mais a` l’inconve´nient de positionner la teˆte trop
basse et/ou les pieds trop hauts sur des images dont le taux de valeurs aber-
rantes est petit, comme illustre´ sur l’image 4.3.
Fig. 4.3 – MCD-MIT avec 50%
Pour contrer cet effet, nous proposons de conside´rer une bande de la meˆme
largeur que l’ellipse obtenue par l’algorithme (la racine de la plus petite
valeur propre) autour de la droite donnant la composante principale, et de
se´lectionner tous les pixels blancs contenus a` l’inte´rieur de cette bande, meˆme
s’ils n’appartiennent pas au jeu de donne´e robuste se´lectionne´ par l’algo-
rithme. Nous de´teminerons alors la position de la teˆte et des pieds comme
e´tant les quantiles extreˆmes de la projection de ce nouveau jeu de donne´e sur
la droite principale (voir figures 4.4(a) et 4.4(b)). Des exemples de re´sultats
obtenus sont propose´s dans les figures 4.5 et 4.6. Nous pouvons voir que
certaines estimations sont tre`s bonnes, mais qu’il arrive e´galement que l’al-
gorithme se trompe totalement, notamment lorsque l’image comporte une
zone de bruit tre`s concentre´e.
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(a) Exemple d’ellipse pouvant eˆtre obtenue
par l’algorithme
(b) Bande conside´re´e pour trouver la teˆte et
les pieds
Fig. 4.4 – Heuristique pour ge´rer le taux de valeurs aberrantes
Fig. 4.5 – De´tection correcte des pieds et de la teˆte
Fig. 4.6 – De´tection errone´e de la personne
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5Estimation des homographies
relatives aux vues came´ras
Nous allons maintenant expliquer comment nous avons pu estimer les homo-
graphies entre les diffe´rentes vues came´ras a` l’aide de l’estimation des pieds
et de la teˆte. Nous verrons au chapitre suivant comment ces homographies
peuvent eˆtre utilise´es pour obtenir une top-view de la zone couverte par les
came´ras.
5.1 De´termination d’une homographie1
Pour de´terminer une homographie dans les plans projectifs (les images provenant
des came´ras), nous avons besoin de 4 points en correspondance, chacun forme´
de deux coordonne´es. Nous aurons ainsi suffisamment d’information pour
de´terminer de manie`re ”unique” l’homographie. Comme cette dernie`re est
de´finie a` un facteur pre`s, les couples de points en correspondances ve´rifient
y = λHx ; la condition peut se re´e´crire comme y ∧Hx = 0.
Cette condition correspond au syste`me d’e´quations suivant : yi1yi2
yi3
 ∧
 h11 h12 h13h21 h22 h23
h31 h32 h33
 xi1xi2
xi3
 =
 00
0
 i = 1, ..., 4
 yi1yi2
yi3
 ∧
 h11xi1 + h12xi2 + h13xi3h21xi1 + h22xi2 + h23xi3
h31x
i
1 + h32x
i
2 + h33x
i
3
 =
 00
0
 i = 1, ..., 4
1Voir [4]
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En choisissant de fixer xi3 = y
i
3 = 1 (toujours possible lors de l’utilisation des
coordonne´es homoge`nes), nous obtenons finalement le syste`me d’e´quations
line´aires en hij suivant :
h31x
i
1y
i
2 + h32x
i
2y
i
2 + h33y
i
2 − h21xi1 − h22xi2 − h23 = 0
h11x1 + h12xi2 + h13 − h31xi1yi1 − h32xi2yi1 − h33yi1 = 0 i = 1, ..., 4
h21x
i
1y
i
1 + h22x
i
2y
i
1 + h23y
i
1 − h11xi1yi2 − h12xi2yi2 − h13yi2 = 0
La troisie`me e´quation est combinaison line´aire des deux premie`res. Nous
avons donc deux e´quations line´aires pour chacun des couples de points en
correspondance, qui peuvent se re´e´crire comme suit :

0 0 0 −x11 −x12 −1 x11y12 x12y12 x13y12
x11 x
1
2 1 0 0 0 −x11y11 −x12y11 −x13y11
: : : : : : : :
0 0 0 −x41 −x42 −1 x41y42 x42y42 x43y42
x41 x
4
2 1 0 0 0 −x41y41 −x42y41 −x43y41

︸ ︷︷ ︸
A

h1
h2
:
h8
h9
 = 0
La matrice A e´tant entie`rement de´termine´e par les quatre correspondances,
il est possible d’obtenir les coefficients de H en utilisant l’algorithme DLT
donne´ dans la section suivante. Remarquons toutefois que si 3 points sont
coline´aires parmi les 4 points choisis, il ne sera pas possible de de´terminer
l’homographie.
5.1.1 Algorithme DLT
L’algorithme DLT (Direct Linear Transformation) permet d’obtenir une so-
lution non triviale pour l’e´quation Ah = 0.
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Algorithme DLT
Donne´es : 4 correspondances entre points en 2D {xi ↔ yi}
Re´sultat : Homographie H ve´rifiant yi = Hxi
1. Calculer la matrice A comme propose´ au paragraphe 5.1.
2. Calculer la de´composition en valeurs singulie`res de la matrice A.
A = UDV T avec D matrice diagonale contenant les valeurs propres de
ATA et V contenant les vecteurs propres correspondants.
3. De´terminer h, donne´ par le vecteur propre correspondant a` la plus
petite valeur propre positive.
4. Calculer H =
 h1 h2 h3h4 h5 h6
h7 h8 h9

Retourner H
5.1.2 Homographie surde´termine´e
L’algorithme DLT permet aussi d’ajuster une homographie a un jeu de cor-
respondances ; il ne s’agit donc plus de de´terminer de manie`re exacte (a` un
facteur pre`s) une homographie, mais de trouver l’homographie minimisant
les erreurs par rapport au jeu de donne´e.
L’algorithme reste le meˆme ; il suffit de construire la matrice A a` partir de
toutes les correspondances, et donc de conside´rer une matrice A de taille
2n× 9 si n est le nombre de correspondances a` disposition.
5.2 Robustesse
L’algorithme DLT est relativement sensibles aux valeurs aberrantes, puisqu’il
cherche a` minimiser une somme d’erreurs sur chaque point, accordant donc
autant d’importance a` chaque donne´e. Dans le cas de donne´es bruite´es, il
est ne´cessaire d’effectuer un tri pre´alable afin de de´terminer quelles sont les
correspondances fiables qui peuvent eˆtre utilise´es lors de l’estimation. L’al-
gorithme RANSAC, propose´ ci-dessous, permet de se´lectionner des inliers
parmi les donne´es avant d’ajuster l’homographie.
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5.2.1 Algorithme RANSAC2
L’algorithme propose´ ci-dessous permet de de´terminer des correspondances
aberrantes. Il est base´ sur l’observation suivante :
Les inliers se comportent pratiquement comme l’homographie, a` une petite
erreur pre`s qui ne devrait faire varier la position du point que de quelques
pixels, alors que les outliers prennent des valeurs comple`tement diffe´rentes de
celles donne´es par l’homographie. La me´thode utilise´e ici consiste a` ajuster
des homographies sur quatres correspondances choisies au hasard de manie`re
ite´rative, puis a` compter les correspondances qui ne diffe`rent que de quelques
pixels (seuil fixe´) des positions the´oriques. Si une homographie engendre un
nombre important d’inliers, elle doit raisonnablement eˆtre proche de l’homo-
graphie re´elle, car les erreurs des outliers ne peuvent pas toutes se comporter
de la meˆme manie`re.
Algorithme RANSAC
Donne´es : Ensemble de correspondances entre points en 2D
{xi ↔ yi} contenant des valeurs aberrantes, seuil de
pre´cision s, nombre d’ite´rations n
Re´sultat : Homographie H ve´rfiant au mieux yi = Hxi pour un
sous-ensemble de correspondances conside´re´es comme
inliers
pour i = 1 a` n faire
1. Choisir 4 correspondances au hasard.
2. Calculer l’homographie H par l’algorithme DLT.
3. Pour chaque correspondance, si d(xi, H−1yi)2 + d(yi, Hxi)2 < s, la
correpondance {xi ↔ yi} est un inlier pour l’homographie H.
4. Garder H si le nombre d’inliers est maximal parmi toutes les
homographies teste´es jusqu’ici.
fin
Re´estimer H par l’algorithme DLT sur le sous-ensemble de
correpondances conside´re´es comme inliers.
Retourner H
2Voir [2]
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5.2.2 Exemples d’estimations
Dans notre situation, nous avons a disposition des estimations de la teˆte et
des pieds d’une meˆme personne sur trois vues came´ras diffe´rentes. Le but est
d’estimer certaines homographies pour pouvoir de´duire des informations sur
la position des came´ras et faire le lien entre les images et la top-view.
Les homographies qui nous inte´ressent sont celles reliant les pieds dans une
vue aux pieds d’une autre vue, donc faisant le lien entre l’image du sol sur
chacune des images provenant de deux came´ras diffe´rentes. Nous pourrions
e´galement estimer les homographies reliant les teˆtes entre elles ou celles per-
mettant de passer des pieds a` la teˆte sur une vue particulie`re.
Dans tous les cas, la me´thode d’estimation est la meˆme. Il suffit de conside´rer
les correspondances entre points concerne´s par l’homographie, et d’appliquer
l’algorithme RANSAC.
Pour controˆler la qualite´ de ces estimations, nous avons conside´re´ une grille au
sol dans chacune des vues came´ras qui a e´te´ ge´ne´re´e ”a` la main” en cliquant
sur des repe`res au sol dans des images provenant de chacune des came´ras.
Nous allons regarder a quel point l’image de la premie`re grille envoye´e sur
une autre vue came´ra par l’homographie estime´e automatiquement diffe`re de
la grille re´elle, que nous conside´rerons comme exacte.
Les figures 5.1(a) a` 5.1(e) montrent deux estimations d’homographies a` partir
de la position des pieds estime´e automatiquement par la me´thode propose´e
pre´ce´demment. Nous pouvons voir que la qualite´ est assez bonne, mais que
des erreurs syste´matiques peuvent modifier l’inclinaison du sol. Nous pouvons
notamment remarquer que la grille de la deuxie`me came´ra est le´ge`rement
de´cale´e sur la gauche, et que la grille de la troisie`me came´ra est un peu trop
en avant. Ces de´calages sont ge´ne´ralement duˆs a` des erreurs syste´matiques
dans la position des pieds : par exemple, les images de la troisie`me came´ra
avaient une grande ombre porte´e sur la droite, ce qui avait tendance a` posi-
tionner les pieds un peu trop a` droite, et induit cette erreur sur la grille.
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(a) Grille re´elle dans la vue came´ra 1
(b) Grille re´elle dans la vue came´ra 2 (c) Grille estime´e dans la vue came´ra 2
(d) Grille re´elle dans la vue came´ra 3 (e) Grille estime´e dans la vue came´ra 3
Fig. 5.1 – Estimation des homographies entre les plans du sol
28
6Estimation de la top-view
Pour positionner les personnes pre´sentes sur les came´ras, nous avons besoin
d’une vue du ciel (top-view) de la zone couverte par les came´ras. Ce chapitre
donne une me´thode pour estimer l’homographie d’une vue came´ra a` la top-
view, utilisant plusieurs vues came´ras d’une meˆme sce`ne.
6.1 De´termination de vecteurs orthogonaux
Pour estimer la top-view, nous allons nous baser sur la mesure des angles en-
tre des paires de vecteurs bien choisis. La me´thode est issue de l’observation
suivante :
S’il n’y a pas de rotation de la came´ra par rapport a` la ligne d’horizon, nous
pouvons faire l’hypothe`se qu’un vecteur vertical au milieu de l’image et un
vecteur horizontal en ce meˆme point forment dans la re´alite´ un angle droit
s’ils sont contenus dans le plan du sol (figure 6.1). Les images de ces vecteurs
par l’homographie menant a` la top-view devraient donc former un angle droit.
Dans les chapitre pre´ce´dent, nous avons explique´ comment estimer automa-
tiquement une homographie entre le plan du sol de deux vues came´ra. Cette
homographie peut eˆtre utilise´e pour placer les vecteurs de´finis ci-dessus dans
le plan horizontal d’une autre vue came´ra. Ces vecteurs ne formeront plus un
angle droit dans la vue came´ra, mais devront tout de meˆme eˆtre orthogonaux
dans la top-view.
Ceci nous permet de de´finir des paires de vecteurs pour chaque came´ra filmant
une meˆme sce`ne, et d’obtenir un ensemble de contraintes pour l’estimation
de la top-view.
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Caméras
Top!View
Fig. 6.1 – Vecteurs orthogonaux dans le plan du sol
6.2 Estimation de l’homographie
La top-view est de´finie a` un facteur d’e´chelle et une translation pre`s. Nous
pouvons donc fixer certaines correspondances a` notre convenance. Une pos-
sibilite´ est de conside´rer un rectangle dans la top-view, qui correspondra a`
un quadrilate`re quelconque dans la vue came´ra. Il est alors possible de forcer
ce quadrilate`re a` avoir deux angles droits en le plac¸ant au centre de la vue
came´ra, par le meˆme principe que les paires de vecteurs orthogonaux de´crits
ci-dessus. Le rectangle (figure 6.2(a)) correspondra donc a` un trape`ze rect-
angle dont il faudra de´terminer la hauteur et la petite base (figure 6.2(b)).
(a) Carre´ fixe´ dans la top-view
Petite base
Hauteur
(b) trape`ze correspondant dans la
vue came´ra
Fig. 6.2 – Me´thode d’estimation de la top-view
La hauteur et la petite base du trape`ze doivent eˆtre choisis de manie`re a` ce
que l’homographie de´finie par les quatre correspondances donne des angles
droits entre les paires de vecteurs provenant de chacune des vues came´ra.
Nous cherchons donc a` minimiser la somme des carre´s des cosinus entre les
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paires de vecteurs. Remarquons que la paire de vecteurs correspondant a`
la premie`re came´ra est automatiquement redresse´e a` angle droit par notre
de´finition de l’homographie (choix du trape`ze rectangle).
Pour trouver la hauteur et la petite base, nous avons ge´ne´re´ ale´atoirement
la position du coin supe´rieur droit du trape`ze, uniforme´ment dans la moitie´
droite de l’image et le tiers infe´rieur, afin de s’assurer de rester dans le plan
horizontal. Nous avons simplement pris le point minimisant la somme des
carre´s des cosinus parmi tous les tirs ; l’optimisation est tre`s basique, mais
vu la taille des images, elle permet d’obtenir un re´sultat de qualite´ en un
temps raisonnable.
6.3 Qualite´ des estimations obtenues
Nous avons utilise´ les homographies estime´es par la me´thode propose´e dans
les chapitres 4 et 5 pour ramener les vecteurs orthogonaux dans la vue de la
premie`re came´ra. Nous avons ensuite estime´ l’homographie donnant la top-
view, et dessine´ l’image de la grille contenue dans le plan du sol de la premie`re
came´ra pour voir si l’estimation redresse le plan correctement. Les re´sultats
obtenus sont donne´s dans les figures 6.3(a) et 6.3(b).
Les figures 6.3(c) et 6.3(d) montrent le redressement des vecteurs orthogo-
naux. Nous voyons qu’effectivement l’homographie trouve´e redresse ces paires
de vecteurs jusqu’a` un angle proche de 90˚ .
Cette me´thode d’estimation de la top-view donne donc des re´sultats tre`s sat-
isfaisant : une fois que l’homographie a e´te´ trouve´e, il ne restera plus qu’a`
centrer la top-view et a` la redimensionner si besoin est, puis a` conside´rer
les transformations inverses pour obtenir le passage de la top-view aux vues
came´ras.
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(a) Trape`ze estime´ (b) Top-view estime´e
(c) couples de vecteurs orthogonaux
ramene´s dans une vue came´ra
(d) Couples de vecteurs redresse´s
(normalise´s et repositionne´s)
Fig. 6.3 – Qualite´ des estimations obtenues pour la top-view
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Conclusion
Durant ce travail, nous avons teste´ une me´thode de calibration automatique
de came´ras en trois e´tapes : de´tection des pieds et de la teˆte, estimation des
homographies entre les vues came´ras et estimation de l’homographie donnant
la top-view. La qualite´ de la calibration finale est relativement bonne, ce qui
permet de penser que notre me´thode est efficace.
Il est toutefois important de pre´ciser que si l’une des e´tape donne de mau-
vais re´sultats, l’estimation finale sera fortement affecte´e. Ceci arrive tout
particulie`rement si la position estime´e des pieds et de la teˆte n’est pas suff-
isamment pre´cise. Il est donc tre`s important de travailler sur des images de
qualite´ ; ces images peuvent eˆtre bruite´es, mais ne doivent pas contenir de
bruit syste´matique comme une tre`s grande ombre porte´e, un reflet au sol
ou encore des e´le´ments externes n’ayant pas e´te´ e´limine´s par l’algorithme
de background substraction et formant une zone de taille supe´rieure a` la
taille de la personne. En effet, dans ce cas, l’algorithme de de´tection des
pieds et de la teˆte convergera automatiquement vers une zone errone´e, et il
en re´sultera une mauvaise orientation du plan du sol. Notons toutefois que
si un facteur de bruit se retrouve sur chacune des vues came´ra de manie`re
suffisamment importante pour que l’algorithme converge vers lui, la corre-
spondance engendre´e peut eˆtre conside´re´e comme valide si l’objet est sur le
sol. Ceci arrive notamment si une autre personne passe dans la zone couverte
par la vue came´ra. Toutefois, il est rare qu’un e´le´ment exte´rieur inde´sirable
soit important dans les trois vues came´ras en meˆme temps ; il arrivera donc
plus fre´quemment que l’algorithme converge vers des objets diffe´rents selon
les came´ras.
D’autre part, avant d’utiliser cette me´thode de calibration pour le tracking
de personnes, il faudra encore estimer la position de la teˆte des personnes
sur une vue came´ra, e´tant donne´ la position des pieds dans la top-view ou
33
dans une vue came´ra. Cette estimation ne peut pas eˆtre faite de manie`re sim-
ilaire a` celle donnant les homographies lie´es aux pieds, car le plan contenant
les teˆtes est en re`gle ge´ne´rale pratiquement re´duit a` une droite, par le fait
que la came´ra se situe a` peu pre`s a` hauteur de la teˆte. Les petites erreurs
qui arrivent force´ment lors du positionnement automatique de la teˆte auront
alors un effet tre`s important sur les homographies estime´es, ce qui n’est pas
acceptable. Il est donc ne´cessaire de de´terminer la position de la teˆte par une
me´thode diffe´rente de celles de´veloppe´es dans ce travail.
Remarquons finalement que le mode`le utilise´ pour la de´tection des pieds et de
la teˆte n’est pas force´ment re´aliste, puisque nous supposons que les person-
nes forment des ellipses. Il pourrait eˆtre inte´ressant de mode´liser la position
des personnes comme des rectangles, ide´e qui est sous-jacente a` l’heuristique
utilise´e pour ge´rer le taux de valeurs aberrantes : en effet, lorsque nous con-
side´rons une bande de la meˆme largeur que l’ellipse et dans la direction de
la composante principale, nous nous rapprochons plus d’un mode`le avec un
rectangle qu’une ellipse. Le proble`me avec cette mode´lisation est la diffi-
culte´ a` estimer la position du rectangle ; alors que l’estimation d’une ellipse
est donne´e par une formule exacte, l’estimation d’un mode`le avec une loi
plus complexe comme un rectangle uniforme peut s’ave´rer relativement com-
plique´e d’un point de vue calculatoire.
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