UNIVALENCE CONDITIONS AND STURM-LIOUVILLE EIGENVALUES
It will be observed that condition (1.2) follows from Theorem 1.1 for R(r) = 1, while condition (1.3) corresponds to the case R(r) =2(1 -r ) of Theorem 1.2.
2. It was shown in [4] that the condition |{f,z} | < 2S(r) will guarantee univalence if S(r) has the following two pro-2 2 perties: (a) the function (1 -r ) S(r) is nonincreasing on In the case of Theorems 1.1 and 1.2, the function R(r) = 2 2 (1 -r ) S(r) is nonincreasing, i.e., S(r) has the property (a).
To prove these Theorems, it thus is only necessary to show that, under our assumptions, the lowest eigenvalue of (2.2) is subject to the condition (2.1). The remainder of this paper has therefore nothing to do with complex function theory; all we are concerned with is to obtain lower bounds for the first eigenvalue of the problem (2.2), where the coefficient S(r) is subject to certain restrictions. The required bounds will be provided by the following result, which is also of independent interest as a comparison theorem of a rather unusual type for secondorder linear differential equations. 
If fc= A (x) is_ defined as the unique root of the equation (2 5 
We first show that the estimates needed to complete the proofs of Theorems 1.1 and 1.2 indeed are special cases of inequality 2 -2 (2.7). In the case of Theorem 1.1, we set p(x) = (1 -x ) , and we note that the lowest eigenvalue and the corresponding eigensolution of (2.4) are, respectively, J\-= 1 and v = (1 -x K (since p(x) is not defined for x = 1, the eigenvalue has to be defined by the limiting procedure indicated above). Because of the function fo defined in (2.5) is /S = x ' , and (2.6) shows 
Because of (2.10), this implies (2.1) and thus completes the proof of Theorem (1.2) .
As these two examples show, any problem (2.4) which can be solved explicitly, and for which equation (2.5) can be solved for ft> , leads to a criterion of univalence (which is necessarily the best of its kind). Unfortunately, it is not too easy to find examples for which these two operations can be carried out explicitly and which, at the same time, are of interest from the function-theoretic point of view, it may be noted that, even in the case p(x) = 1, (2.5) leads to the transcendental equation f *«» f -r^-K for ft .
We also note that the assumption that R(x) be nonincreasing is essential. If this assumption is omitted, the conclusion (2.7) of Theorem 2.2 does not necessarily follow. in fact, as the following example shows, the left-hand side of (2.7) may be made arbitrarily small if R(x) is not required to be 2 -2 nonincreasing. We set p(x) = (1 -x ) and 2 (2.11) R(x) = (2n -Dx^'V " To do so, we require the two following auxiliary results:
(a) the function fc>(x) defined in (2.5) satisfies the inequality vdb--wir ^ x ix (o < x < Xl < i).
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Since V(x,) -^co for x..-->l, this implies Hence, by (2.5) and (3.5),
which is equivalent to (3.4) . To show the monotonicity of /S we note that, because of (3.5), (2.5) may be written
Differentiating this with respect to x and simplifying the result with the help of (3.6) and (3.7), we obtain and thus completes the proof of Theorem 2.1.
