This paper provides a theoretical and numerical framework to investigate the interactions between domain walls and arrays of dislocations in ferroelectric single crystals. A phase-field approach is implemented in a non-linear finite element method to determine equilibrium solutions for the coupled electromechanical interactions between a domain wall and a dislocation array. The numerical simulations demonstrate the effect of the relative size and orientation of dislocations on 180°and 90°domain wall configurations. In addition, results for the pinning strength of dislocations in the case that domain walls move due the application of external electric field and shear stress are computed. The presented numerical results are compared with the findings reported for charged defects and it is shown that non-charged defects, such as dislocations, can also interact strongly with domain walls, and therefore affect the ferroelectric material behavior.
Introduction
Ferroelectrics constitute an important class of materials increasingly used in a wide variety of applications because of their coupled electromechanical behavior (Scott, 2007) . To effectively and reliably harness the rich potential of ferroelectrics it is important to investigate their constitutive behavior at all scales. Ferroelectrics consist of domains of uniform polarization, and the boundaries between the domains, i.e. the domain walls, move under the influence of electric fields and stresses that are applied to the material. This domain wall motion is responsible for the significant non-linear dielectric, piezoelectric and elastic properties of ferroelectrics. In this context, defects such as oxygen vacancies, point charges, and dislocations play a crucial role in explaining important aspects of ferroelectric behavior since they interact with domain walls at submicron scales. For example, Yang et al. (1999) provide experimental observations on the pinning and bowing of domain walls near defects in ferroelectric crystals. In this context, oxygen vacancies have been reported to pin domain walls (Scott and Dawber, 2000) . In addition, Brennan (1993 Brennan ( , 1995 provides a theoretical description of the effect of charged defects in stabilizing domain configurations and in blocking their motion. Relevant numerical simulations have been performed by Su and Landis (2007) , who further provide values for the critical applied electric field and shear stress required for the domain wall to break through an array of charged defects.
The role of dislocations in ferroelectric behavior, which is the focus of this paper, has been studied recently in the context of thin film applications. Specifically, Dai et al. (1996) examined the role of interface or misfit dislocations in a ferroelectric thin film/substrate structure during the formation of 90°domain boundaries. Their experiments showed that during cooling, the strains at the interface between the thin film and substrate are relaxed by the formation of domain boundaries. The strain reduction at the interface is accommodated by the interaction of misfit dislocations and the domain boundaries, which lowers the total energy of the system. Dai et al. also concluded that the dislocations act as pinning sites for the domain boundaries. In addition, Hu et al. (2003) focused on the role of interface dislocations in shaping the domain morphology of thin films. Their phenomenological model predicted the creation of domains around interfacial dislocations. Hu et al. further showed that the co-existence of dislocations and domain walls is energetically favored. Furthermore, Alpay et al. (2004) and Nagarajan et al. (2005) infer both experimentally and numerically that interface or misfit dislocations in ferroelectric thin films are responsible for the reduction of the exceptional dielectric properties of ferroelectrics due to the depolarizing fields caused by the interaction of the stress/strain fields of the dislocation with the ferroelectric constitutive behavior.
In a fashion similar to Su and Landis (2007) , this paper investigates the interactions between domain walls and arrays of straight dislocations, which constitute a fundamental type of defect that commonly exists in materials. The results show that dislocations affect the equilibrium position of domain walls, change their shape, and act as pinning sites as domain walls move due to the 0020-7683/$ -see front matter Ó 2008 Elsevier Ltd. All rights reserved. doi:10.1016/j.ijsolstr.2008.11.021 application of external electrical and mechanical fields. The paper is organized as follows. Section 2 provides the theoretical background and constitutive equations, which are used in Section 3 to develop a non-linear finite element framework. Section 4 presents numerical results for 180°and 90°domain wall configurations near arrays of dislocations. These results demonstrate the effect of the dislocation size and orientation on the morphology of the domain walls, as well as on the critical electric field and stress values required for the walls to break through the dislocation sites. The computed results are compared to similar calculations reported by Su and Landis (2007) for charged defects. Finally, Section 5 offers a discussion of the results presented in this paper.
Theoretical model
Ferroelectric materials, below the Curie temperature, consist of one or more non-centrosymmetric phases, such as tetragonal or rhombohedral. Regions of uniform polarization called domains exist in these phases and they are separated by boundaries called domain walls. Domain walls are usually thin, with thickness on the order of a few lattice parameters (Scott, 2006) . In barium titanate, which is the reference material in this paper, two kinds of domain walls are energetically favorable between two of the six tetragonal variants at room temperature; the 180°wall on a (1 0 0) plane and the 90°wall on a (1 1 0) plane. The polarization vectors are parallel and have opposite direction for 180°walls and they have a headto-tail arrangement across the 90°wall. These two types of domain walls and their interactions with arrays of dislocations are modeled in this paper.
Given the importance of ferroelectric behavior in modern applications, particular interest has been given in developing models that can describe their basic characteristics at the microscopic level, e.g. phase transformations and domain nucleation and growth. Duan and Liu (2006) provide a review of the different modeling approaches that have been reported in the literature, such as microscopic displacive and order-disorder theories, first principles calculations, Monte Carlo methods, and molecular dynamics simulations, which are used to study various aspects of ferroelectric behavior. An interesting alternative to these methods is presented by a category of phenomenological models known as phase-field models (Chen, 2002) . These models are generally based on the Landau-Ginsburg-Devonshire theory and have the potential of bridging atomistic computations and larger scale models. Phase-field models use a set of order parameters, which usually correspond to physically observable quantities such as the polarization vector in the case of ferroelectrics, to track changes in the materials microstructure. The order parameters are further assumed to be continuous across interfaces and therefore phase-field models are also referred to as diffuse interface models.
Phase-field models have been used extensively to describe various aspects of the ferroelectric behavior. For example, Cao and Cross (1991) used a phase-field model to analytically describe the twinning observed between the domain variants in ferroelectric phase transformations. Huang et al. (1997) also used phasefield theory to describe Ising and Bloch type 180°domain walls in barium titanate at different temperatures. In addition, phasefield models have been used for dynamic computations including the time-evolution of the polarization vector and the formation of domain structures. Ahluwalia and Cao (2000) , Nambu and Sagala (1994) , Hu and Chen (1997) , Li et al. (2001) , Schrade et al. (2007) , Wang et al. (2004) , Zhang and Bhattacharya (2005) and Zheng and Wang (2006) have all used various phase-field models to describe important aspects of the dynamics of domain formation and evolution in ferroelectric crystals.
The problem of interest in this paper, i.e. interactions of domain walls with dislocations, includes coupling between electrical and mechanical fields. The governing electrical, mechanical and phase-field equations used to solve this problem are presented next. Specifically, a general volume V and its surface S are considered for which mechanical equilibrium is stated as,
where r ij are the Cartesian components of the Cauchy stress tensor, b i are the body forces per unit volume, n i are the components of the unit vector normal to the surface, and t i are the tractions applied to the surface. Summation over repeated indices is assumed and subscripts following commas represent partial differentiation with respect to the coordinate directions. Assuming linear kinematics, the following strain-displacement equations hold
where e ij are the strain tensor components and u i the displacements. The electrostatic field equations are given as,
where E i is the electric field, u is the electric potential, q is the volume charge density, x is the surface charge density, and D i are the components of the electric displacement defined as
In Eq. (8), j o is the permittivity of free space and P i are the components of the material polarization, which is the order parameter for the phase-field model used in this paper.
To solve the coupled electromechanical problem of interest, constitutive relationships must be obtained between stresses and strains, as well as between electric field and electric displacements. Su and Landis (2007) derive such constitutive laws by using a phase-field model and relevant thermodynamic considerations. In their model a material free energy form is assumed, which depends on mechanical strains and electric displacement components. It is further required that the free energy depends on the material polarization, i.e. the order parameter for phase-field modeling of ferroelectrics, and its gradients. Therefore, the free energy has the functional form given in Eq. (9) w ¼ wðe ij ; D i ; P i ; P i;j Þ ð 9Þ
To account for the dependence of the free energy on the electric polarization and its gradients, Su and Landis postulate the existence of a set of micro-forces that do work on these additional independent variables. Therefore, they introduce a micro-force tensor n ij , such that n ji n j _ P i represents a power density across surfaces by neighboring microstructural configurations, an internal micro-force vector p i , such that p i _ P i quantifies the power density expended by the material internally and therefore accounts for dissipation, and an external micro-force vector c i , such that c i _ P i is a power density induced in the material by external sources. It is further assumed that these micro-forces are balanced in the material volume. Therefore this micro-force balance is stated as,
This set of micro-forces also contributes to the total work on the system and consequently the following set of constitutive equations is obtained by using basic laws of thermodynamics and the procedure Coleman and Noll (1963) 
and
In Eq. (12), b ij is the polarization viscosity tensor which must be positive definite. For the equilibrium simulations presented in this paper b ij _ P j ¼ 0. Eq. (11) provides the constitutive relationships needed to complete the set of equations that describes the coupled electromechanical behavior of ferroelectrics and to develop a finite element scheme.
Given the constitutive laws for the coupled electromechanical problem of interest, it is necessary to specify the material's free energy to find solutions. The chosen free energy form must be able to fit the characteristics of the ferroelectric behavior, namely the spontaneous polarization and strain and the general dielectric, piezoelectric and elastic properties. Eq. (13) presents the form of the free energy used in this paper
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This form comprises several terms that serve different goals. It agrees in structure with several other forms proposed in the literature but also has some key differences, which are pointed out here to show how they influence the computed results presented in this article. The first term in Eq. (12) represents the exchange or gradient energy, which penalizes large gradients of polarization and determines the thickness of the domain walls. This thickness is a characteristic length scale for the material of interest. The second line is a Landau-type expansion over the order parameter and creates the energy landscape associated with the polarization. The components of the third line are used to fit the anisotropic dielectric, elastic and piezoelectric properties near the spontaneous polarization and strain states. The sixth rank terms in this line were introduced by Su and Landis (2007) to fit the full set properties of the low symmetry phase in the spontaneous state. Finally, the last term appearing in the fourth line accounts for the stored energy of the free space occupied by the material.
Finite element implementation
Section 2 presents the fundamental balance laws and constitutive relationships that describe the coupled electromechanical behavior of ferroelectric materials. To obtain solutions to these equations, two-dimensional boundary value problems are formulated and solved using a non-linear finite element method. The nodal degrees of freedom in this formulation include the mechanical displacements, the material polarization components and the electric potential. From these degrees of freedom and the interpolations of the associated fields within the elements, the strains, polarization gradients and electric fields can be readily computed. A principal of virtual work can be formulated to specifically deal with the overall equilibrium of a given system configuration and loading,
This principal of virtual work results in a set of non-linear algebraic equations for the nodal degrees of freedom. The solution to these equations is obtained using a standard Newton-Raphson scheme. Fig. 1 shows a schematic of the boundary value problems formulated to obtain the results presented in this paper for 180°a nd 90°walls. The solid arrows in these models designate material polarization vectors. The dotted lines in Fig. 1 top and bottom surfaces of the modeled region are then imposed and are given in Eq. (15)
where the superscripts t and b denote degrees of freedom along the top and bottom boundaries. The thickness of the domain walls is a characteristic material length scale and its value depends on the coefficients of the exchange energy terms in the form defined in Eq. (13), and on the energetic barriers between adjacent domain states. For the cases examined in this paper, the wall thickness is approximately equal to 2l o where
In Eq. (16), a o is a coefficient of the exchange energy term in the free energy form, P o is the spontaneous polarization and E o is the characteristic electrical field value required to cause homogenous switching when external electric field is applied in the opposite direction to a spontaneously polarized monodomain. Values for these parameters for barium titanate can be found in the Appendix. The width of the finite element models is then chosen to be equal to 100l o to avoid any edge effects.
In Fig. 1 Furthermore, it is noted that a significant difference exists between modeling of dislocations in the method presented in this article and similar ones reported in the literature. Specifically, Alpay et al. (2004) and Nagarajan et al. (2005) account for interface dislocations in their models by modifying the elastic part of the free energy functional and assuming dislocation fields from isotropic elasticity. Although these approaches provide some insight on the role of dislocations in the electromechanical interactions in ferroelectrics, they are based on linearity and isotropy assumptions that influence the results. In this paper, dislocations are constructed as displacement discontinuities across cuts in the crystal, in other words the dislocation solution is not imposed a priori but rather computed as part of the boundary value problem. The following boundary conditions are used to represent the dislocations
In Eq. (17) the + and À superscripts are used to designate quantities on the right and left of the dislocation cut, respectively. Within the finite element method the cut-line from the dislocation core to the upper boundary (the thick dashed line in Fig. 1 ) is modeled using two sets of nodes with identical positions. The dislocation is then created by enforcing the displacement boundary conditions that each node on the right side of the cut moves horizontally by b x and vertically by b y relative to its counterpart on the left side of the cut. These boundary conditions are imposed using the multipoint constraints listed in Eq. (17).
Domain wall interactions with dislocations
This section provides numerical results that show the effect of dislocations and external loading, such as electric field in the ydirection E y and shear stress s = r xy , on the domain wall configurations. The applied electric field values are normalized with the characteristic field E o , and the shear stress values with a characteristic stress r o = E o P o /e o , where e o is the spontaneous strain of a monodomain. In the case that no dislocations and no loads are present in the models shown in Fig. 1, both the 180°and the 90°d omain walls are straight and their initial neutrally stable equilibrium position lies along the y-axis. The application of an external electric field for the 180°wall or electric field and shear stress for the 90°wall would force such walls to move indefinitely (except for special cancelling combinations of stress and electric field on the 90°wall).
Upon introducing an array of dislocations, Fig. 2 demonstrates the effects of their interaction on the 180°domain wall configuration. Specifically, P y polarization distributions are plotted near a dislocation array with b ¼ b ffiffi 2 p ½1 1 0 and b = 10e o l o . The distance h between the dislocations is equal to 100l o . Fig. 2 shows that within the phase-field framework, the domain wall is a diffuse zone where polarization changes smoothly between the adjacent domain states which are marked by solid white arrows. In addition, notice that the wall is kinked with respect to its original straight configuration. In fact, the numerical results reveal that as the dislocation size increases the kinking becomes more pronounced, as expected, indicating stronger interactions between the dislocations and the walls. Domain wall kinking, with a different morphology, has also been reported by Su and Landis (2007) for domain walls interacting with arrays of point charges. This demonstrates that the existence of non-charged defects, such as dislocations, cause similar electroelastic interactions in ferroelectrics. However, note that the apparent level of kinking of the domain wall observed in Fig. 2 , and similar contour plots in this paper, is also affected by the different scales used in the x and y axes. It is further observed in Fig. 2 that the equilibrium position of the domain wall, which was initially placed along the y-axis, lies to the left of the arrays of dislocations when no electric field is applied. However, as the applied electrical field increases the domain wall shifts to the right until eventually it breaks through the array of dislocations. In Fig. 2 , E c is the critical value of the electrical field required to force the domain wall to break though, and for the dislocation size shown it is equal to 0.049E o . It is interesting to observe the shape of the kinking and note that the wall always bows towards the dislocation sites. This is a consequence of the details of the electrostatic fields near the defects. Hence, it is apparent that dislocations cause electromechanical interactions that change the shape of a 180°wall, and force the wall to be offset from the array when no external loads are applied. Note that all simulation results reported here correspond to equilibrium configurations. Therefore, the dynamics associated with the ''breakthrough" phenomenon are not investigated and only the critical levels of electromechanical loading required to cause it are computed.
The effect of the dislocation size on the pinning strength of the array is shown in Fig. 3 , which illustrates that larger Burger's vectors induce a greater critical electric field, i.e. the pinning strength of the dislocations increases. Note that the critical electric field values reported in Fig. 3 suggest a 1/h dependence. This observation agrees with calculations on the interactions between charge defects and domain walls, as reported by Su and Landis (2007) .
Furthermore, the direction of the domain wall motion depends on the sign of the applied electric field. For the [1 1 0]-type dislocation orientation in the 180°domain wall case it is found that the equilibrium position of the wall lies to the left of the array, when no external loads are applied. Fig. 2 shows that if a positive electric field is applied, the wall moves towards the array and eventually passes through. However, the application of a negative electric field leads to a domain wall motion towards the opposite direction. In this case though, the results for h = 100l o displayed in the inset of Fig. 3 show that the computed pinning strength values are significantly smaller compared to the corresponding ones for positive applied electric field. Therefore, the results in Fig. 3 show that it is relatively easier for the domain wall to move away from the dislocation array due to a negative electric field than it is to pass through the array due to a positive electric field. p ½1 1 0 the domain wall equilibrium position, for no external loading, lies exactly on the dislocation array. Consequently, the pinning strength values computed for positive or negative applied field are expected to be the same from symmetry considerations. Fig. 4 presents the critical electric field and shear stress values required to force a 90°domain wall to escape the local pinning action of the dislocation array for different values of the dislocation size. The 1/h pinning strength dependence is also found to apply for this case and therefore results for only h = 100l o are reported. Fig. 4 shows that as the dislocation size increases the pinning strength of dislocations measured either in terms of positive electric field or shear stress values also increases. As, expected, for dislocations with b ¼ b ffiffi 2 p ½ 1 1 0 the corresponding pinning strength values computed for negative applied electric field are smaller than the values computed for positive field. In addition, it is observed that there is no difference between the pinning strength computed for positive or negative applied electric field for 90°walls interacting with an array of [1 1 0]-type dislocations. A comparison of the pinning strengths for all types of interactions between domain walls and dislocations is given later in this section. Fig. 5 shows the effect of applied positive electric field on the configuration of a 90°wall interacting with an array of dislocations in the ½ 1 1 0 direction. The electric field values in Fig. 5 are normalized with the critical value E c = 0.024E o , which causes the wall to break through the dislocation for a Burger's vector size b = 10e o l o . As seen in this figure, for no applied electric field the electromechanical interactions between the domain wall and the dislocation cause significant kinking of the wall. Compared to the 180°wall the kinking of the wall is more pronounced for the same dislocation size. The equilibrium position of the 90°wall lies to the left of the array of dislocations and the application of positive electrical field causes the domain wall to shift to the right. When the applied field reaches the critical value E c , the results shown in Fig. 5 illustrate the equilibrium position just before the wall breaks through Fig. 6 . Note that the equilibrium position of the domain wall in Fig. 6 , for no applied electric field, lies exactly on top of the dislocation array. It is further noted that the effects on the domain wall caused by its interaction with the array of dislocations in the case that electric field is applied are very similar to the corresponding effects caused when only shear stresses are applied. This obervation agrees with the case of charged defects interacting with dislocations.
As mentioned before for 90°walls interacting with arrays of dislocations, the effects caused by the application of electric field E y are similar to the corresponding effects caused by shear stresses r xy . In fact, Su and Landis (2007) noticed the same behavior and they proposed the existence of switching surfaces, which determine the critical values of combined electromechanical loading required for a 90°domain wall to break through the defect array. Fig. 7 presents such surfaces for various sizes of ½ 1 1 0 and [1 1 0]-type dislocations interacting with a 90°wall. This figure agrees conceptually with the results computed by Su and Landis and indicates that as the dislocation size increases the critical values for the electric field, the shear stresses, or their combination also increases, and therefore the corresponding switching surface shifts outward. Fig. 7 indicates that for combined loading states that lie inside the area defined by the switching surfaces, the domain wall will return to its initial equilibrium position if the applied loading is removed, while for states that lie on the switching surfaces the domain wall breaks through the dislocation array.
The results presented for the interaction of domain walls with dislocations provide values for the pinning strength of dislocations for the case where the walls move due to the application of electromechanical loads. It was shown that the load direction, as well as the dislocation size and orientation affect the pinning strength of the dislocations. In addition, it is important to note that the spacing between adjacent dislocations also affects the critical electrical field values required to force domain walls to break through dislocations as shown in Fig. 3 . Specifically, the presented numerical results for dislocation sizes in the range 0.1 < b/e o l o < 50 and spacings 10 < h/l o < 100 for both types of domain walls show that there is a 1/h dependence for the critical electrical field values. Similar observations had been made by Su and Landis (2007) for charged defect arrays. Dimensional analysis suggests that for a given material 
Concluding remarks
This paper reports on computational modeling of the interactions between domain walls and arrays of dislocations in ferroelectric single crystals. The numerical framework is based on a phase-field model in conjunction with a non-linear finite element method. Numerical results are computed by solving coupled electromechanical boundary value problems simultaneously with the dislocation problem. The findings reported in this paper clearly show that dislocations affect the configuration of 180°and 90°do-main walls. Specifically, it is observed that for both wall types the increase of the dislocation size causes more kinking and stronger electromechanical interactions. In addition, the results show that the interaction between domain walls and dislocations is affected by externally applied electric field and shear stresses. It is shown that the application of external fields, forces the walls to move, and that this motion is hindered by the dislocations. Values for the pinning strength of dislocations for both wall types are computed. Furthermore, the existence of switching surfaces is proposed for the determination of the pinning strength in terms of the applied electric field, shear stress and their combination for 90°walls, in agreement with similar results for charged defects. Overall, this paper provides quantitative predictions about the interactions of domain walls with dislocations, and provides a theoretical and numerical modeling framework that can be used to further elucidate the role of dislocations in ferroelectric behavior.
Eq. (13) presented the general form of the Helmholtz free energy used in this paper. For a coordinate system aligned with the [1 0 0] direction, the specific form used to fit the dielectric, piezo- therefore the wall has thickness equal to 2 nm which agrees with experimental observations (Scott, 2006) . For this value of l o , the maximum dislocation size investigated in this paper is on the order of 0.41 nm. 
