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Consider a time-harmonic electromagnetic plane wave incident on a periodic
(grating) structure. An inhomogeneous (subwavelength) object is placed inside the
periodic structure. The scattering problem is to study the electromagnetic ﬁeld dis-
tributions. The problem arises in the study of near-ﬁeld optics and has many phys-
ical and biological applications. This work is devoted to modeling and analysis of a
near-ﬁeld optics problem. An integral representation approach is presented to solve
the problem. It is shown particularly that the perturbation due to the object decays
exponentially along the periodic direction of the structure, provided that no surface
waves occur. Based on the approach, a general solution method is discussed and
the well-posedness of the model problems are established.  2002 Elsevier Science
Key Words: near-ﬁeld optics; Helmholtz equations; integral representation;
existence and uniqueness.
1. INTRODUCTION
Consider a time-harmonic electromagnetic plane wave incident on an
inﬁnite periodic (grating) structure. An inhomogeneous object is placed
inside the periodic structure. The problem arises in the study of near-ﬁeld
optics and has many physical and biological applications. Recently, because
of its capability of analyzing nano-scaled objects, near-ﬁeld optics has gen-
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erated signiﬁcant scientiﬁc interest. We refer to [5, 11] for a survey of the-
oretical and experimental studies. The physical model studies near-ﬁeld
phenomena away from the grating when a plane wave is incident upon the
structure and the object. A particular application of such phenomena is for
testing the resolution limit of near-ﬁeld optical microscopes [17]. Little is
known about the analysis of the problem. The present paper is devoted to
the analysis of the model problem. Particular attention is paid to an analysis
of the effect of the subwavelength object on the ﬁelds. The well-posedness
of the model is established. Motivated by the work of Morgan and Babusˇka
[14, 15] on homogenization of periodic media, an integral representation
of the ﬁelds is introduced and analyzed. Our integral representation and its
analysis also provide a basis for a computational method. An important step
in our approach is to reduce the inﬁnite nature of the scattering problem
into a bounded domain in which the inhomogeneous object is placed. Our
results indicate that the scattering problem attains a unique weak solution
for a general inhomogeneous object placed inside the periodic structure,
provided that no surface waves occur for the inﬁnite periodic structure.
Further, we prove that the perturbation due to the object decays exponen-
tially with respect to the periodic direction of the structure. Our model
problem is related to the propagation of electromagnetic waves in a pho-
tonic crystal perturbated by a defect. The reader is referred to [6, 7, 9,
10] and the references therein for signiﬁcant recent mathematical develop-
ments on this subject. However, unlike perturbed photonic crystals [6, 7,
8], a bounded object embedded in a grating does not affect the uniqueness
of solutions. No localization of light inside the object may arise. Computa-
tionally, the integral representation approach reported here leads naturally
to a class of ﬁnite element methods. Analysis and computation of the ﬁnite
element methods for the scattering problem will be reported elsewhere.
The paper is outlined as follows. In Section 2, the model equations are
presented. The scattering problem is then reduced into a bounded domain
problem by deriving an integral representation in Section 3. Section 4 is
devoted to a well-posedness study of the model problem. It is shown under
the assumption of nonexistence of surface waves that the problem attains
a unique weak solution. The paper is concluded in Section 5 with com-
ments on extending our approach to solve the model problem in transverse
magnetic (TM) polarization.
2. MODEL PROBLEM
The media are assumed to be nonmagnetic with a constant magnetic per-
meability µ = µ0 everywhere. We also assume that no currents are present
and the ﬁelds are source free. We focus on a two-dimensional geometry;
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i.e., the media and materials are all assumed to be invariant in the x3
direction. Let a plane wave be incident on an inﬁnite periodic structure S,
which separates two domains D1 and D2. Underneath the interface S, a
small inhomogeneous object is placed in . The geometry can be speciﬁed
by the dielectric coefﬁcient εx. Above S, the medium is assumed to be
homogeneous with a dielectric coefﬁcient ε1 > 0. Below S and outside of
, the medium is also assumed to be homogeneous with εx = ε2 > 0 and
ε2 = ε1. However, the medium inside  can be very general. In fact, we
only assume that εx ∈ L∞.
Because of the two-dimensional geometry, the polarization of plane
waves can be decomposed into a linear combination of two fundamental
polarizations. The ﬁrst is transverse electric (TE) polarization, where the
electric ﬁeld is transverse to the x1	 x2 plane. For the other polarization,
TM polarization, the magnetic ﬁeld is transverse to the x1	 x2 plane. For
TE polarization, we deduce from the time-harmonic Maxwell equations
that

+ω2εµ0u = 0	
where u is the total ﬁeld.
In the TM case, the time-harmonic Maxwell equations reduce to
∇ ·
(
1
εx∇u
)
+ω2µ0u = 0
In addition, we require that the scattered ﬁeld satisfy an appropriate radi-
ation condition that will be speciﬁed later on.
The scattering problem is as follows: For a given incoming plane wave,
solve the model scattering equation for the scattered ﬁeld.
The next two sections are devoted to the analysis of the near-ﬁeld optics
model problem in TE polarization. In Section 5, we present the correspond-
ing results in the TM case.
3. INTEGRAL REPRESENTATION
The aim of this section is to derive an integral equation that is equivalent
to the scattering problem in TE polarization.
Consider an incident plane wave
uIx = eiαx1−iβ1x2	
where α = ω√ε1µ0 sin θ and β1 = ω√ε1µ0 cos θ, and θ ∈ −π2 	 π2  is the
angle of incidence.
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In the case εx = ε2 in , the model problem becomes the well-known
grating problem. See[3] and references cited therein for existence, unique-
ness, and computation of solutions to Maxwell’s equations in periodic struc-
tures. Let v be the quasiperiodic solution to the grating problem with
quasiperiodicity α, such that v− uI satisﬁes the classical quasiperiodic radi-
ation condition [3].
In general, the model problem is a general (nonperiodic) scattering prob-
lem since there is only one object.
Denote w = u− v. We next derive an integral representation of w.
Deﬁne
q20x =
{
ε1µ0 in D1	
ε2µ0 in D2
Obviously, by using the equations for u and v, w satisﬁes

+ω2q20xw = ω2µ0ε2 − εxw + vχ	 (3.1)
where χ is the characteristic function of .
Let
∑ = ω ω > 0, the following periodic interface problem admits a
unique solution when the incident plane wave is at the frequency ω.
The Periodic Interface Problem
For all ξ = ξ1	 ξ2 ∈ × R, where  is a complex neighborhood of the
real axis, ﬁnd a function  which is periodic in x1 of the same period  as
the grating structure S, such that it satisﬁes

+ω2q20xeix1ξ1x	 ξ = eix·ξ (3.2)
along with the periodic radiation condition with respect to x2 for x2 → ∞
(that depends on ξ2).
Note that the analogue of this assumption for photonic crystals is that
the frequency ω belongs to a gap.
The derivation of the periodic radiation condition is done by establish-
ing artiﬁcial plane boundaries x2 = h and x2 = −h (h is large enough)
and matching Fourier expansion of  on these boundaries. Doing so, one
obtains nonlocal operators which map the traces of  on the artiﬁcial
boundaries to their derivatives.
Since  is periodic in the variable x1, we expand it in a Fourier series,
 = ∑
l∈Z
lx2ei2πlx1/
Denote for j = 1	 2 the coefﬁcients
βlj = eiγ
l
j/2ω2εjµ0 − 2πl/+ ξ121/2	 l ∈ Z	
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where
γlj = argω2εjµ0 − 2πl/+ ξ12	 0 ≤ γlj < 2π
Throughout, we exclude the “resonance” case; i.e., it is assumed that
ω2εjµ0 − 2πl/+ ξ12 = 0
Since the medium Dj is homogeneous, the method of separation of vari-
ables implies that  can be expressed as
 = ∑
l∈Z	l =0
lhe±iβ
l
1x2−h+i2πlx1/
+ e±iβ01x2−h + e
ix2ξ2
β012 − ξ22
for x2 ≥ h	
 = ∑
l∈Z	l =0
l−he±iβ
l
2x2+h+i2πlx1/
+ e±iβ02x2+h + e
ix2ξ2
β022 − ξ22
for x2 ≤ −h
Since βlj is real for at most ﬁnitely many l, there is only a ﬁnite number of
propagating plane waves in the sum
∑
l∈Z	l =0
l−1j+1h e±iβ
l
jx2+−1jh+i2πlx1/
We impose the following periodic radiation condition on :  is composed
of bounded outgoing plane waves in D1 and D2, plus
eix2ξ2
β0j 2−ξ22
.
Therefore, there exist two pseudo-differential operators R± of order one
such that
∂
∂x2
x2=h = R+x2=h =
∑
l∈Z
(
iβl1 + al1
iξ2e
ihξ2
βl12 − ξ22
)
lh ei2πlx1/ (3.3)
and
∂
∂x2
x2=−h = R−x2=−h =
∑
l∈Z
(
iβl2 + al2
iξ2e
−ihξ2
βl22 − ξ22
)
×l−h ei2πlx1/	 (3.4)
where alj = 0 for l = 0 and a0j0−1j+1h = 1.
Using these boundary conditions, we can reduce Eq.(3.2) to a bounded
periodic box with ﬁnite extent in the x2 direction.
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Based on the above boundary conditions, a variational formulation can
be derived in a manner analogous to that for diffraction of plane waves
by gratings [3]. In particular, a well-posedness result may be proved simi-
larly. The basic idea is to establish coercivity for the bilinear form of the
variational formulation and then to apply the Lax–Milgram lemma and
Fredholm alternative.
Now deﬁne for γ ∈ R the following weighted Sobolev spaces:
1γR =
{
ϕ 
∫
R
ϕt2e2γt dt <∞	
∫
R
ϕ′t2e2γt dt <∞	
}
	
X1γR =
{
ϕ 
∫
R
1
1+ t1+γ ϕt
2 dt <∞	
×
∫
R
1
1+ t1+γ ϕ
′t2 dt <∞
}

As usual, HsD stands for the standard L2-based Sobolev spaces over a
domain D.
For each f ∈ L2R2, the Fourier transform of f is deﬁned by
 f ξ = 12π2
∫
R2
f xe−ixξ dx
For any f ∈ L2R2 and N > 0, deﬁne fN as the inverse Fourier transform
of  f ξξ≤N ; that is,
fNx =
1
2π2
∫
ξ≤N
 f ξeixξ dξ
Parseval’s identity yields
lim
N→+∞
f − fNL2R2 = lim
N→+∞
 f  −  fNL2R2 = 0
We begin with Proposition 3.1 below.
Proposition 3.1. Let γ > 0 For each ξ ∈ R2,
(i) x → x	 ξeix1ξ1 ∈ 1−γR	X1γR;
(ii) If mω2 > 0 then
∫
R2
∇x	 ξeix1ξ1∇v¯xdx−ω2
∫
R2
q20xx	 ξeix1 ξ1 v¯xdx
=
∫
R2
eix · ξv¯xdx
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for all v ∈ 1γR	X1−2+γR;
(ii)′ If mω2 = 0, then for h sufﬁciently big
∫
R
∫ h
−h
∇x	 ξeix1ξ1∇v¯xdx−ω2
∫
R
∫ h
−h
q20xx	 ξeix1 ξ1 v¯xdx
−
∫
x2=±h
R±v¯ dx1 =
∫
R
∫ h
−h
eixξv¯xdx
for all v ∈ 1γR	H1−h	 h;
(iii) x	 ξeix1ξ11−γR	X1γR ≤ C,
where the constant C is independent of ξ.
In order to prove Proposition 3.1, we need the following classical
result [2].
Lemma 3.1 (Babusˇka). Assume that au	 v is a sesquilinear form deﬁned
on the product of two complex Hilbert spaces H1 ×H2 for which there exist
positive constants C and C ′ such that
(a) au	 v ≤ CuH1vH2 
(b) infu∈H1	uH1=1 supv∈H2	vH2=1 ψu	 v ≥ C
′ > 0
(c) supu∈H1 au	 v > 0 for each v ∈ H2	 v = 0,
then, for any f ∈ H ′2, there exists a unique u ∈ H1 such that
au	 v = f v for all v ∈ H2
In addition
uH1 ≤
1
C ′
fH ′2 
Proof of Proposition 31. Using the periodicity of , we obtain after
some calculations
x	 ξeix1ξ12
1−γR	X1γR
=
∫
R
( ∫
R
x	 ξeix1ξ1 2e−2γx1 dx1
) dx2
1+ x21+γ
=
∫
R
(∑
l∈Z
∫ l+1
l
x	 ξeix1ξ1 2e−2γx1 dx1
)
dx2
1+ x21+γ
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≤
∫
R
(∑
l∈Z
e−2γl
)( ∫ 
0
x	 ξeix1ξ1 2e−2γx1 dx1
) dx2
1+ x21+γ
≤
(∑
l∈Z
e−2γl
) ∫
R
∫ 
0
x	 ξeix1ξ1 2e−2γx1 dx1
dx2
1+ x21+γ

Statement (i) follows then from the radiation condition imposed on ,
which implies that there exists a constant C independent of x2 such that
∫ 
0
x	 ξ2 dx1 ≤ C
Statement ii′ may be shown by integrating by parts and using the peri-
odic radiation condition imposed on . Statement (ii) follows from ii′ by
taking the limit h→+∞ and using the fact that the norm of R±e−γx1
in H−1/2R decays exponentially when x2 → +∞ if mω2 > 0.
Next, we prove Statement (iii). The proof is more complicated and is
based on Statement (ii) and ii′ along with an application of Lemma 3.1.
In fact, to use Lemma 3.1, it sufﬁces to verify the hypotheses (a), (b), and
(c) for some sesquilinear form a. In the present context, the sesquilinear
form deﬁned on 1−γR	X1γR × 1γR	X1−2+γR may be chosen as
au	 v =
∫
R2
∇u ∇v¯ −ω2
∫
R2
q20uv¯
Hypothesis (a) is obvious by observing that q0 ∈ L∞R2.
To verify hypothesis (b), we note that for u ∈ 1−γR	X1γR,
ue−2γx1
1
1+ x21+γ
∈ 1γR	X1−2+γR
Furthermore,
ψ
(
u	 ue−2γx1
1
1+ x21+γ
)
=
∫
R2
∇u2e−2γx1 11+ x21+γ
− ω2
∫
R2
q20u2e−2γx1
1
1+ x21+γ
− 2γ
∫
R2
sgnx1
∂u
∂x1
u¯e−2γx1
1
1+ x21+γ
−1+ γ
∫
R2
sgnx2
∂u
∂x2
u¯e−2γx1
1
1+ x22+γ

Consequently, for γ small enough, there exists a positive constant C ′ such
that hypothesis (b) holds. Hypothesis (c) may be veriﬁed in a similar
manner.
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We now proceed to prove statement (iii). The case that mω2 > 0 is a
direct consequence of statement (ii) and the application of Lemma 3.1. If
mω2 = 0 then it is easy to show that from ii′, by taking v = e−2γx1
that
x	 ξeix1ξ11−γR	H1−h	h ≤ C	
where the constant C is independent of ξ. Statement (iii) follows in this
case by combining the above estimate together with the explicit form of 
for x2 ≥ h.
We next return to the perturbed problem (3.1). The following result
holds.
Theorem 3.1. There exists γ0 > 0 which is small enough such that
w ∈ 1γ0R	X1γ0R
Proof. Let f = ω2µ0ε2 − εxw + vχ. Since f ∈ L2R2 and is
compactly supported we can deﬁne its Floquet transform as follows [13]:
Uf x1	 x2	 ξ1 =
∑
l∈Z
f x1 − l	 x2eiξ1l
The parameter ξ1 is called quasimomentum and it is an analogue of the
dual variable in the Fourier transform (with respect to x1). Now if we con-
sider the Floquet transform on the periodic operator 
+ω2q20, the operator
commutes with the transform;

+ω2q20Uw = Uf  (3.5)
Since ω is chosen in such a way that the quasiperiodic problem (3.5) (with
the classical quasiperiodic radiation condition) admits a unique solution
for any ξ1 in a complex neighborhood of the real axis, the mapping ξ1 →
Uw is analytic in a neighborhood of the real axis. It follows from the
Paley–Wiener type theorems for Floquet transform [13] that the function
w decays exponentially as the variable x1 → +∞. The behavior of w when
x2 → +∞ is a consequence of the behavior of the quasiperiodic solution
Uw or the quasiperiodic radiation condition.
Proposition 3.2. Let h be a sufﬁciently big positive constant. There exists
γ0 > 0 that is small enough such that wx2=±h ∈ 
1/2
γ0 R. Moreover, there
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exist two pseudo-differential operators N± such that
∂w
∂x2
x2=±h = N±wx2=±h
The pseudo-differential operators N± satisfy the properties
(i) f ∈ 1/2γ0 R	 m
∫
R N±f f = 0⇒ f = 0	
(ii) −e ∫R N±f f ≥ 0	 ∀ f ∈ 1/2γ0 R.
Proof. From Theorem [3.1] it follows that wx2=±h ∈ H1/2R, where h is
a sufﬁciently big positive constant. The existence of the pseudo-differential
operators N± and their properties follow from [1] by noticing that the
Fourier transform of any f ∈ 1/2γ0 R is analytic. The pseudo-differential
operators N± are given by
N±f  =
i
2π
∫
R
√
ω2εj − ξ21 f ξ1eix1ξ1 dξ1
Since f decays exponentially then m ∫R N±f f = 0 implies that  f  = 0
for ξ1 ≤ ω√εj and so, by analyticity of  f , f = 0 on R. The point (ii)
holds immediately from the explicit form of N±.
To derive the representation result, we need to establish an estimate of
the following term
∫
R2
 f ξx	 ξeix1ξ1dξ
in appropriate spaces.
The next statement concerns the continuity property of this integral rep-
resentation.
Proposition 3.3. Assume that ω ∈ ∑. Assume also that f ∈ L2R2 is
compactly supported. Then there exists γ0 > 0 which is small enough such that
the function
vx =
∫
R2
 f ξx	 ξeix1ξ1dξ ∈ 1γ0R	X1γ0R
Further, vx satisﬁes the continuity property
v1γ0 R	X1γ0 R ≤ CfL2R2	
where the constant C is independent of f .
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Proof. Let f ∈ L2R2 be compactly supported. From the Paley–Wiener
theorem IX.[13, p.18; 16],  f  has an analytic continuation to the set
ξ	 mξ < a for any a > 0 with the property that for each η ∈ R2 with
η < a,  f + iη ∈ L2R2 and for any b < a
sup
η≤b
 f + iηL2R2 < +∞
On the other hand, since ω ∈∑ there exists a positive constant c such that
 admits an analytic continuation to the set ξ1	 mξ1 < c. Furthermore,
by periodicity together with the radiation condition, the function  remains
bounded by a constant independent of the variable x on this set. Therefore,
for any b < c,
sup
η≤b
 f + iηx	 + iηL2R2 < C
sup
η≤b
 f + iηL2R2 < +∞	 (3.6)
where C is independent of x. Hence,
∫
R2
 f ξx	 ξeix1ξ1 dξ =
∫ +∞+ip
−∞+ip
eix1ξ1
[ ∫
R
 f ξx	 ξdξ2
]
dξ1	
for any p < c and so, the integral decays exponentially as x1 → +∞.
From (3.6) it follows that∥∥∥
∫
R2
 f ξx	 ξeix1ξ1dξ
∥∥∥
1γ0 R	X1γ0 R
≤ C sup
η≤γ0
 f + iη	 L2R2
By Parseval’s identity
 f + iη	 L2R2 =  eηx1f L2R2 ≤ Cγ0fL2R2
since f is compactly supported. The proof is now complete.
We are ready to present our integral representation of w. The represen-
tation follows essentially that of Morgan and Babusˇka’s [14, 15] in their
study of homogenized solutions of elliptic PDEs for periodic media.
Theorem 3.2. Suppose that ω ∈ ∑. Then w has the following integral
representation:
wx − ω
2µ0
2π2
∫
R2
 ε2 − εxwxχx	 ξeix1ξ1 dξ
= ω
2µ0
2π2
∫
R2
 ε2 − εxvxχx	 ξeix1ξ1 dξ	 ∀x ∈ R2 (3.7)
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Proof. Since ε2 − εxwx + vxχ ∈ L2R2 we have

+ω2q20w = ω2µ0ε2 − εxwx + vx
= ω
2µ0
2π2
∫
R2
 ε2 − εxwx + vxχeiξ ·x dξ
For N > 0, let wN be deﬁned by
wNx =
ω2µ0
2π2
∫
ξ≤N
 ε2 − εxwx + vxχx	 ξeix1ξ1 dξ
The above integral is deﬁned as a Bochner integral of 1−γR	X1γRγ >
0-valued functions. By the same arguments given by Morgan and Babusˇka
[14], it follows that the above formula has a meaning and wN satisﬁes

+ω2q20wN =
ω2µ0
2π
∫
ξ≤N
 ε2 − εxwx + vxχeiξ ·x dξ
Moreover, we can show that wN decays exponentially as x1 → +∞.
Therefore

+ω2q20w −wN
= ω
2µ0
2π2
∫
ξ≥N
 ε2 − εxwx + vxχeiξ ·x dξ	
and w −wN decays exponentially as x1 → +∞.
It follows that∫
x1∈R
∫
x2∈−h	h
∇w −wN2 −ω2µ0εw −wN2dx1 dx2
−
∫
R
N+w −wNx2=hw −wNx2=h +N−w −wNx2=−h
×w −wNx2=−hdx1
= ω
2µ0
2π2
∫
R
∫
x2∈−h	h
(∫
ξ≥N
 ε2 − εxwx
+ vxχeiξ ·x dξ
)
w −wN	
hence
w −wN1γR	H1−h	h
≤ C
∫
ξ≥N
 ε2 − εxwx + vxχeiξ ·x dξL2R×−h	h
Then
wx = ω
2µ0
2π2 limN→+∞
∫
ξ≤N
 ε2 − εxwx + vxχx	 ξeix1ξ1dξ	
where, for each N , the integral is deﬁned as a Bochner integral.
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Remarks. Other representations of the scattered ﬁeld may be derived
from the Bloch expansion or Green’s functions.
• The integrals in (3.7) are deﬁned as Fourier–Bochner integrals of
1−γR	X1γRγ > 0-valued functions.
• The assumption on ω may be dropped, provided that either Imε1 > 0
or Imε2 > 0.
• The function  is analytic with respect to ξ = ξ1	 ξ2.
• Although the periodic radiation condition depends on ξ2 the well-
posedness of the periodic interface problem depends only on the vari-
able ξ1.
• If the interface has the following parametrization: x2 = hf x1, where
f is an analytic function then the periodic interface problem (3.1) is well
posed for any ω ∈ R+. Moreover, the application h →  is analytic on
the real axis. The method of variation of the boundary [4] may be used to
compute .
4. EXISTENCE AND UNIQUENESS
In this section, we show brieﬂy that the integral equation (3.2) is uniquely
solvable for all values of ω ∈ ∑. This result is technical and is based on
a unique continuation principle. However, for ω sufﬁciently small, we can
prove the existence of a unique solution to (3.2) by the simple method of
successive approximations.
By combining the integral representation of w and the above proposi-
tion, we can prove a well-posedness result for the model problem by the
contraction mapping principle.
Theorem 4.1. Assume that ω ∈ ∑. Assume also that at least one of the
following numbers
• ;
• ε2 − εxL∞
is sufﬁciently small. Then there is a constant γ > 0, for which, the integral
equation (3.7) attains a unique solution in 1γR	X1γR.
Proof. Actually, it sufﬁces for the proof of Theorem 4.1 to estimate
W x = ω2
∫
R2
 ε2 − εxwxχx	 ξeix1ξ1 dξ
From Proposition 3.3, we have
W 1γR	X1γR ≤ Cε2 − εxwxχL2R
≤ Cε2 − εxL∞wxχL2R
≤ Cε2 − εxL∞1/2wxH1
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The contraction follows from the assumptions of Theorem 4.1 and the
fact that the Sobolev spaces 1γ and H
1 are equivalent over a bounded
domain.
Next, we describe an iterative procedure for solving the model problem
under the hypotheses of Theorem 4.1:
Step 1: Set w0 = v. Recall that v solves the grating problem in the special
case where εx = ε2 for x ∈ .
Step 2: For n = 0	 1	 2	 , evaluate the second term on the left-hand side
and the right-hand side of the integral representation (3.7) by substituting
w = wn to compute wn+1.
Step 3: Stop when a certain stopping condition is satisﬁed.
Note that the procedure leads to an approximation of w. The complete
solution w follows from (3.7) and w.
In addition, under the hypotheses of Theorem 4.1, a standard argument
for the contraction mapping principle leads to a convergence result.
Moreover, our theorem below indicates that the smallness assumption in
the statement of Theorem 4.1 may be removed.
Theorem 4.2. Assume that ω ∈ ∑. Then there is a constant γ > 0, for
which, the integral equation (3.7) attains a unique solution in 1γR	X1γR.
In order to prove the theorem, it is sufﬁcient to prove the well-posedness
of the integral equation (3.2).
For existence, it can be shown that the integral operator in (3.2) consid-
ered as an operator from H1 into H1 is compact since there exists
a bounded domain ′ such that  ⊂⊂ ′ and  ∈ H2′. Therefore, the
existence follows from the uniqueness by the Fredholm alternative.
The uniqueness result may be proved by unique continuation [12]. Similar
unique continuation arguments have recently been used in [1]. We need the
following results.
Proposition 4.1. There exists γ0 > 0 that is small enough such that for
any 0 < γ < γ0, the only solution w ∈ 1γR	X1γR satisfying the homoge-
neous integral equation
wx − ω
2µ0
2π2
∫
R2
 ε2 − εxwxχx	 ξeix1ξ1dξ = 0	 ∀x ∈ R2	
is the trivial solution.
Proof. Assume that h is a (sufﬁciently big) positive constant. Then, it is
easy to show that w satisﬁes the following identity:∫
x1∈R
∫
x2∈−h	h
∇w2 −ω2µ0εw2 dx1 dx2 −
∫
R
N+wx2=hwx2=h
+N−wx2=−hwx2=−hdx1 = 0 (4.1)
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Taking the imaginary part of (4.1) and using the properties of the pseudo-
differential operators N+ and N− given in Proposition 3.2 yield
wx2=±h =
∂w
∂x2
x2=±h = 0
This proves by the unique continuation principle that w = 0 in  and so,
w = 0 in R2.
5. THE TM CASE
This section is devoted to a study of the TM case. For TM polarization,
the differential equation takes a more complicated form
∇ ·
(
1
εx∇u
)
+ω2µ0u = 0
Denote w = u − v, where v is the quasiperiodic solution of the grating
problem,
∇ ·
(
1
q20x
∇v
)
+ω2v = 0	
such that v − uI satisﬁes the classical quasiperiodic radiation condition at
inﬁnity.
By using the equations for u and v, it is easily seen that w satisﬁes
∇ ·
(
1
q20x
∇w
)
+ω2w = ∇ ·
(
1
q0x2
− 1
:xµ0
)
∇w + v χ
In this case, Eq. (3.2) should be replaced with
∇ ·
(
1
q20x
∇eix1ξ1x	 ξ
)
+ω2eix1ξ1x	 ξ = eix·ξ (5.2)
However, the transparent boundary conditions (3.3), and (3.4) remain
valid.
For TM polarization, we need to make the following technical assumption
about the function εx in the domain : There are a ﬁnite number of
C1	α0 < α < 1 interfaces ;n (n = 1	 2	 	N) that decompose  into
N + 1 subdomains Dj , j = 0	 1	 	N . The function εx is in C1	αDj for
each j.
Corresponding results in the TM case can be established. The steps in
our approach and proofs for the TE case can be modiﬁed accordingly. Actu-
ally, following our approach for the TE case step by step, it can be shown
that w admits the integral representation (3.7), where  is now deﬁned by
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(5.2) if no surface waves occur for the periodic structure. Under the above
regularity assumption on εx, the conclusion of Theorem 4.1 holds in the
TM case by noting that εx ∈ W 1	∞. The statement of Theorem 4.2 may
also be proved. In fact, an analogue of Proposition 4.1 follows from the
regularity assumption on εx and the unique continuation principle [12].
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