Consider the one-dimensional stochastic Helmholtz equation where the source is assumed to be driven by the white noise. This paper concerns the stability analysis of the inverse random source problem which is to reconstruct the statistical properties of the source such as the mean and variance. Our results show that increasing stability can be obtained for the inverse problem by using suitable boundary data with multi-frequencies.
Introduction and problem statement
Consider the one-dimensional stochastic Helmholtz equation
where κ > 0 is the wavenumber, f and σ are deterministic functions which have compact supports contained in the interval [0, 1] , W x is the spatial Brownian motion and Ẇ x is the white noise. In this model, f, σ, and σ 2 can be viewed as the mean, the standard deviation, and the variance of the random source, respectively.
The radiated random wave field u is required to satisfy the outgoing wave conditions:
Given f and σ, the direct source scattering problem is to determine the radiated wave field u. It is shown in [1] that (1.1)-(1.2) has a unique pathwise solution which is u(x, κ) = Here the second integral at the right hand side of (1.3) is understood in the sense of Itô. This paper concerns the inverse source scattering problem, which is to determine f and g = σ 2 from boundary measurement of the radiated wave field u. Specifically, we propose the following two inverse problems:
(1) If f and g are complex function, the inverse problem is to determine f and g simultaneously by two-sided observation data u(0, κ) and u (1, κ) , κ ∈ (0, K), where K > 1 is a constant. The inverse source problem has significant applications in medical and biomedical imaging [11] . Although the deterministic inverse source problem has been well studied [2, 4] , little is known for the stochastic case [7] . We refer to [1, 14] for numerical solution of the one-dimensional inverse random source scattering problem. A related inverse random source problem can be found in [5] . However, there are no stability results available for the inverse random source scattering problem at present.
In this paper, we study stability of the above two inverse problems. As is known, the inverse source problem does not have a unique solution at a single frequency even for its deterministic counterpart [8, 10] . Our goal is to establish increasing stability of the inverse problems with multi-frequencies. We refer to [3, 6] for increasing stability of the deterministic inverse source problem. In [6] , the authors discussed stability of the inverse source problem for the three-dimensional Helmholtz equation by using the Huygens principle. In [3] , the authors studied the stability of the two-and three-dimensional Helmholtz equations via Green's functions. Related results can be found in [12, 13] on increasing stability of determining potentials and in the continuation for the Helmholtz equation.
Main results
Let the triple (Ω, F, P ) be a complete probability space on which the one-dimensional Brownian motion {W x } x∈ [0, 1] is defined. If X is a random variable, E(X) and V(X) = E(X − E(X)) 2 are the expectation and variance of X, respectively. We remark that V(X) is not an ordinary variance if X is a complexvalued random variable. For convenience, we still call V(X) the variance of random variable X even if it is complex-valued. We refer to [9] for more details on notation of stochastic differential equations. Define a complex-valued functional space:
and a real-valued functional space:
where n ∈ N and M > 1 is a constant. Given two random functions u 1 and u 2 , we define the function of expectation discrepancy:
and the function of the variance discrepancy:
Now we show the main stability result of the first inverse problem. 
1)
where K > 1 and
Remark 2.2. There are two parts in the stability estimates (2.1) and (2.2): the first part is the data discrepancy and the second part comes from the high frequency tails of the functions. It is clear to see that the stability increases as K increases, i.e., the problem is more stable as more frequencies data are used. We can also see that when n <
the stability increases as n increases, i.e., the problem is more stable as the functions have suitably higher regularity.
Here is the main stability result of the second inverse problem.
, and let u j be the solution of (1.3) corresponding to f j . Let
Then there exists a positive constant C 3 independent of n, N, M, κ such that increases.
The remainder of the paper is organized as follows. We prove Theorem 2.1 and Theorem 2.3 in section 3 and section 4, respectively.
Proof of Theorem 2.1
First we present several useful lemmas.
We have
Proof. Letting ξ ∈ R with |ξ| = κ, we multiply e −iξx on both sides of (1.1) and obtain
Integrating (3.1) over (0, 1) with respect to x yields
It follows from the integration by parts that
which gives after applying the outgoing wave conditions (1.2) that
Taking the expectation on both sides of (3.4), we obtain
Since f j is assumed to have a compact support in [0, 1], we have from (3.5) that
which givesf
Hence we havef
It follows from the Plancherel theorem that
we have from (3.4) that
Since g j has a compact support in (0, 1), we get from (3.6) that
which giveŝ
Hence we haveĝ
Using the Plancherel theorem again yields
which completes the proof. 2
Proof. It follows from (1.3) that the solution of (1.
Taking expectation of (3.7) and (3.8), we may obtain
Taking the variance of (3.7) and (3.8) yields
which completes the proof by taking square of the amplitudes on both sides of the above four equations. 2
The integrands in (3.9) and (3.10) are entire analytic function of κ. The integrals with respect to κ can be taken over any path joining points 0 and s in the complex plane. Thus I 1 (s) and I 2 (s) are entire analytic functions of s = s 1 + is 2 , s 1 , s 2 ∈ R.
Proof. Let κ = st, t ∈ (0, 1). A simple calculation yields
Noting that |e ±istx | ≤ e |s 2 | for all x ∈ (0, 1), we have
Similarly, we can show that
We have for any s > 0 that
Proof. It follows from Lemma 3.2 that we have
Using integration by parts and noting suppf j ⊂ (0, 1), we obtain
Hence we get
Again, we have from Lemma 3.2 that
Similarly, we have
2 (x))dx, which gives
Therefore, we get
The following lemma is proved in [6] .
analytic in S and continuous in S satisfying
⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ |J(z)| ≤ , z ∈ (0, L], |J(z)| ≤ V, z ∈ S, |J(0)| = 0.
Then there exits a function μ(z) satisfying
such that
, ∀s ∈ (K, ∞).
Proof. We only show the proof of the estimate for I 1 (s) since the proof is the same for I 2 (s). It follows from Lemma 3.3 that
Recalling (2.3), (3.9), and Lemma 3.2, we have
A direct application of Lemma 3.5 shows that there exists a function μ(s) satisfying (3.11) such that
Now we show the proof of Theorem 2.1.
Proof. It suffices to show the estimate (2.1) since the proof is similar for the estimate (2.2). We can assume that 1 < e −1 , otherwise the estimate is obvious. Let
If 2 1 4 (3π)
, then we have
Using the elementary inequality
we get
We have from (2.3), (3.9), and Lemma 3.2 that
Hence we obtain from Lemma 3.4 that
2n−1 .
By Lemma 3.1, we have 
Proof. It can be easily obtained from (1.3) that
Taking the expectation of the above equation gives
Noting that f j , j = 1, 2 are real functions, we have
, ∀κ ∈ (1, ∞).
It is easy to show that
Noting |κ 2 | ≤ κ 1 for κ ∈ S, we have
It follows from Lemma 4.1 that Noting that f j has a compact support in (0, 1), we have from the integration by parts that Proof. We can assume that 3 < 1, otherwise the estimate is obvious. Applying Lemma 4.1 and the Parseval identity, we have 
