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Many real-world systems ranging from social, biological to infrastructures can be modeled by multilayer
networks. Promoting information spreading on multilayer networks has significant contributions in conducting
advertisements for e-commercial products and predicting popular scientific publications. In this paper, we
propose an optimal strategy to promote spreading via adding one interconnecting edge between two isolated
networks. Basing on a perturbation theory of the discrete Markovian chain approach, we deviate an index that
evaluating the spreading prevalence in the interconnected network approximately. The index can be interpreted
as a variant of Katz centrality, with edges weighted by the dynamical information of the spreading process.
Those weights will enhance the edges that lowly infected in one end and its neighborhood, while highly infected
in the other. We verify the effectiveness of the strategy on small networks by exhaustively examining all latent
edges and find it gives optimal or close to optimal performance. For large synthetic and real world networks,
it always outperforms some other heuristic strategies like connecting nodes with highest degrees or eigenvector
centralities.
I. INTRODUCTION
Promoting information spreading is a hot topic in the
field of network science, statistical physics and computer
science [1]. When information is spreading on networked
systems, how to maximize the spreading prevalence is of
both theoretical and practical importance. The strategies for
achieving better spreading can be roughly divided into three
categories, including identifying the vital nodes [2–14], de-
signing effective transmission strategies [15–20] and network
structural perturbations [21–24]. For vital nodes identifica-
tion, centrality measures, e.g. K-core, H-index, betweenness
and degree-based centralities, are assigned to nodes of net-
works. Nodes with high centralities are then chosen to be
intial seeds. For effective transmission strategies, spreading
protocols are designed to avoid invalid contacts (i.e., contacts
among infected nodes). For structural perturbation methods,
structures of the networks are modified slightly in order to
achieve better spreading [21]. Structural perturbation is also
widely applied to enhance the synchronizability of the net-
works [25–29].
Previous studies have revealed that spreading dynamics on
multilayer networks can be fundamentally different from that
on single layer networks [30–38]. For instance, Granell et
al. [32] found that the epidemic spreading has a metacritical
point that defined by the awareness dynamics and the topol-
ogy of multilayer networks. The structure of interconnec-
tions between two networks has indelible effects on the ro-
bustness [39–42], synchronization [25, 43] and spreading dy-
namics [44–46]. Saumell-Mendiola et al. [47] showed that
interlayer degree correlations can benefit epidemic outbreak.
When considering coevolution of epidemic and information
spreading on multilayer networks, Wang et al. [34] revealed
that the interlayer degree correlations can also suppress the
epidemic outbreak without altering the outbreak threshold.
∗ wwzqbx@hotmail.com
Understandingwhat is a better interlayer structure is impor-
tant to understand the dynamics on multilyer networks and for
designing more effective systems. To address this problem,
Aguirre et al. [21] applied a matrix perturbation approach,
and found that adding a connection between two hubs is more
likely to promote the spreading dynamics for two competing
networks. Until recently, Pan et al. [48] suggested a pertur-
bation theory for the adjacency matrix to obtain the optimal
interconnections between two networks. The method works
near the spreading threshold when a small number of edges
are added.
In this paper, we develop a theoretical framework that gives
optimal or close to optimal interconnecting edge for all pa-
rameter regions. Starting with the discrete Markovian chain
approach when the two networks are isolated, we develop a
perturbation theory which gives the spreading prevalence in
the interconnected network approximately. Then the edge
with top approximate spreading prevalence is chosen as the
optimal edge. This approximate prevalence incorporates in-
formation of both network structure and dynamics. It also
has a very simple physical interpretation as Katz centrality of
edges weighted by the information of dynamics.
In what follows, we present the descriptions of the model
in Sec. II, and then develop a theory to obtain the optimal
interconnecting strategy in Sec. III. We perform extensive nu-
merical simulations to verify the effectiveness of our strategy
in Sec. IV. Finally, in Sec. V we draw conclusions.
II. MODEL DESCRIPTIONS
In this paper, we consider information spreading on two-
layered networks. Let the subnetwork of two layers be a and
b respectively, the number of nodes in network a (b) is denoted
by Na (Nb) and number of edges Ma (Mb). The adjacency
matrices of the two networks areGa andGb respectively. Sup-
pose the two networks are isolated, then the combined adja-
2cency matrix is
G0 =
(
Ga 0
0 Gb
)
, (1)
which is aN ×N matrix withN = Na +Nb. There are mul-
tiple ways to interconnect the two isolated networks, and the
dynamics on the interconnected network relies on the struc-
ture of interconnections. The target of the paper is to find
the optimal interconnecting strategy such that the spreading
prevalence is maximized. After adding the edges, the network
become
G = G0 + δG, (2)
where
δG =
(
0 Gab
Gba 0
)
(3)
is the adjacency matrix of the interconnections between the
two isolated networks. When (Gab)ij = (Gba)ji = 1 for
i ∈ {1, · · · , Na} and j ∈ {1, · · · , Nb}, an undirected edge is
added between nodes i and j.
For the information spreading dynamics, we adopt the clas-
sical susceptible-infected-susceptible (SIS) model. For SIS
model, each node can be in either susceptible or recovered
state. Initially, a small fraction nodes as seeds (in the infected
state), and the remaining nodes in the susceptible state. At
each time step, every infected node in network a (b) tries to
transmit the information to susceptible neighbors in the same
network with probability λa (λb), and transmits the informa-
tion to susceptible node in network b (a) with probability λab
(λba). Then all the infected nodes are returned to susceptible
state with probability γa (γb). To investigate the effects of
topology on the spreading dynamics directly, we assume that
λa = λb = λab = λba = λ and γa = γb. In the long time
limit, the system reaches the stationary state and fraction of
infected nodes fluctuates around a stable value. The target of
the paper is to choose the interconnecting edge such that the
new stable infected density on the interconnected network is
maximized.
III. THEORETICAL ANALYSIS
To study the SIS model on networks, we adopt discrete
Markovian chain (DMC) approach [49], which assumes that
there are no dynamical correlations among the states of neigh-
bors [50]. In this section, we first state the DMC approach of
SIS model on networkG0, when there are no interconnections
between networks a and b. Then basing on a perturbation
theory of DMC, we deviate a formula that gives the spread-
ing prevalence on the interconnected network approximately.
Physical interpretations of this formula are discussed. Finally
we study how to find the optimal interconnecting edge basing
on the formula.
A. Perturbation theory of the discrete Markovian chain
Let pi(t) be the probability that node i is in the infected
state at time t. Then the node is susceptible with probability
1 − pi(t). The node i is in infected state at t + 1 either it is
infected at t and does not recovered, or susceptible at t and
infected by at least one neighbor. The first case happens with
probability (1− γ)pi(t) and the second with probability (1−
pi(t)) (1− qi(t)). Here 1 − qi(t) is the probability that node
i is infected by at least one neighbor at time t, with
qi(t) =
N∏
j=1
[1− λG0ijpj(t)]. (4)
Combining the two cases, the evolution equation of pi(t) can
be written as
pi(t+ 1) = (1− γ)pi(t) + (1− pi(t)) (1− qi(t)) . (5)
In the steady state, we have pi(t) = pi(t + 1) = p
∗
i and
qi(t) = qi(t + 1) = q
∗
i . Writing the stationary equation of
Eqs. (4)-(5) in terms of vectors gives
p∗ = (1− γ)p∗ + (1 − p∗) · (1− q∗), (6)
and
q∗i =
N∏
j=1
(1 − λG0ijp
∗
j ), (7)
where p∗ = (p∗1, · · · , p
∗
N)
T, q∗ = (q∗1 , · · · , q
∗
N)
T. The ex-
pected number of infected nodes in the stationary state is
P = N−11Tp∗. (8)
Previous studies [45, 49] revealed that the global epidemic
outbreaks when the effective transmission probability λ∗ =
λ/γ is larger than the leading eigenvalue 1/ω1 of adjacency
matrixG0, i.e., the epidemic outbreak threshold is λ∗c = 1/ω1.
When λ∗c ≤ 1/ω1 no outbreaks will be observed.
For real world systems, the two networks can be intercon-
nected by some edges. Obviously the epidemic outbreak size
will increase after those interconnections are added between
the two networks. How much that those interactions will af-
fect the outbreak size? We now use a perturbation theory to
get an approximation value.
When adding some interconnections between the two net-
works, the adjacency matrix becomeG = G0 + δG, the fixed
points of the new system should stay close to p∗. Specif-
ically, if start iterating the DMC on the perturbed network
with initial condition p(0) = p∗, then we can decompose as
p(t) = p∗+ δp(t) and q(t) = q∗+ δq(t) for some small δp(t)
and δq(t). Then p(t) and q(t) are iterated with Eqs. (4)-(5) by
replacingG0 with G. Writing explicitly, Eq. (5) becomes
p∗ + δp(t+ 1) = (1− γ)(p∗ + δp(t))
+ (1− p∗ − δp(t)) · (1− q∗ − δq(t)).
(9)
3Since we only add an edge between two networks, we assume
δp(t) and δq(t) are small, expand Eq. (9) and ignore the sec-
ond order term, and apply the relation Eq. (6) gives
δp(t+ 1) = (q∗ − γ)δp(t)− (1 − p∗) · δq(t). (10)
In a similar way, now consider Eq. (4) the shifted evolution
equation is
q∗i + δqi(t) =
N∏
j=1
(
1− λ(G0ij + δGij)(p
∗
j + δpj(t))
)
. (11)
We can further split the r.h.s. of Eq. (11) by the contributions
from G0 and δG. Note that G0ij = 1 and δGij = 1 can not
be observed simultaneously under the setup of the model, thus
we can write
q∗i + δqi(t) =
N∏
j=1
(
1− λG0ij
(
p∗j + δpj(t)
))
×
N∏
j=1
(
1− λδGij
(
p∗j + δpj(t)
))
.
(12)
Divide by q∗i for both sides and substitute Eq. (7) gives
1 +
δqi(t)
q∗i
=
N∏
j=1
(
1−
λG0ijδpj(t)
1− λG0ijp
∗
j
)
×
N∏
j=1
(
1−
λδGijδpj(t)
1− λδGijp∗j
)
N∏
j=1
(
1− λδGijp
∗
j
)
.
(13)
Note that the following relation holds
λG0ijδpj(t)
1− λG0ijp
∗
j
= G0ij
λδpj(t)
1− λp∗j
, (14)
since G0ij ∈ {0, 1} and similarly when replacing G
0
ij by
δGij ∈ {0, 1}. Take the logarithm on both sides of Eq. (13),
expand to the first orders of δpi(t), δqi(t), and apply the above
relation gives
δqi(t)
q∗i
=−
N∑
j=1
G0ij
λδpj(t)
1− λp∗j
−
N∑
j=1
δGij
λδpj(t)
1− λp∗j
+
N∑
j=1
log
(
1− λδGijp
∗
j
)
.
(15)
Again the terms in the last summation can be checked satisfy-
ing
log
(
1− λδGijp
∗
j
)
= δGij log
(
1− λp∗j
)
. (16)
Definite N ×N diagonal matrix Z with elements
Zij = δij
1
1− λp∗j
. (17)
Eq. (15) can be written in matrix form
δq(t) =− λq∗ ◦
(
G0 + δG
)
Zδp(t)
+ q∗ ◦ δG log(1− λp∗),
(18)
where log(1 − λp∗) is the vector by taking logarithm of each
component of 1−λp∗, and ◦ denotes component-wise product
of vectors. Substitute it back into Eq. (10) gives the following
iteration formula for δp(t)
δp(t+ 1) =(q∗ − γ)δp(t)
+ (1 − p∗) ◦ λq∗ ◦
(
G0 + δG
)
Zδp(t)
− (1 − p∗) ◦ q∗ ◦ δG log(1 − λp∗).
(19)
The equation can be written in terms of matrix multiplications
δp(t+ 1) = Xδp(t) + y (20)
where
X = λdiag(q∗− p∗ ◦ q∗)(G0 + δG)Z +diag(q∗− γ), (21)
and
y = −(1− p∗) ◦ q∗ ◦ δG log(1 − λp∗). (22)
Here diag (·) denotes the diagonal matrix with the input vec-
tor as diagonal entries. The stationary solution δp∗ on the
perturbed system satisfies
δp∗ = Xδp∗ + y, (23)
which gives
δp∗ = (I−X)−1 y. (24)
This gives an explicit relation between the interconnection
edges and shift of stationary infected probabilities. Therefore
the target is to choose δG such that the increment of the den-
sity of infected nodes
δP : = N−11Tδp = N−11T (I−X)
−1
y (25)
is maximized.
B. Physical interpretations
Before optimizing Eq. (25), we explore the physical inter-
pretations of the strategy, and explain the intuitions behind it.
After adding some interconnection edge, we start with δp = 0
and iterate with the formula Eq. (20) for t steps, then
δp(t) =
(
Xt−1 +Xt−2 + · · ·+X + I
)
y, (26)
whereXt is the matrix multiplication ofX for t times. In fact
in the large time limit we have the following expansion
(I−X)
−1
= I+X +X2 + · · · . (27)
4It appears 1T (I−X)
−1
have a very similar structure to the
Katz centrality [51]. Recall the Katz centrality SKatz is de-
fined as
SKatz = 1
T (I− βG)−1 , (28)
which is by considering numbers of weighted walks between
nodes with β the attenuation factor of walk length. Now we
show that 1T (I−X)
−1
can be understood as a generalized
version of Katz centrality, which further incorporates the dy-
namical information of the spreading.
When the transmission probability below the epidemic
threshold, we have p∗ ≈ 0 and q∗ ≈ 1, thenX ≈ 1− γ+ λG
and
(I−X)−1 ≈ γ−1
(
I−
λ
γ
G
)
−1
. (29)
This is exactly the Katz matrix with β = λ/γ (up to some
constant factors). When the spreading rate becomes larger and
p∗ deviates from 0, the matrix elements ofX is given by
Xij = Gij
(1− p∗i ) q
∗
i
1− λp∗j
. (30)
This is an decreasing function of p∗i and increasing function
of q∗i , p
∗
j . In other words, when above epidemic threshold,
1
T (I−X)
−1
can be understood as a weighted version of
Katz centrality. The weights favor those edges that are lowly
infected in one end (small q∗i ) and its neighborhood (large q
∗
i ),
but in the other end connecting a highly infected node (large
p∗j ). Similarly we can see that yi is an decreasing function
of p∗i and increasing function of q
∗
i , p
∗
j . Then the matrix in-
verse is by summing over paths with edges weighted by the
dynamical information. Together the optimal strategy can be
understood as selecting an edge that connecting high infected
nodes to less effected regions of the network. This is con-
sist with the intuition of what should be done to promote the
spreading. For the discussions above, we will later refer to the
method proposed in this section as dynamical Katz method.
C. Choosing the optimal edge
Now we start to discuss how to optimize Eq. (25). First we
introduce some notations that will be used later. For the vector
p∗, let its part corresponding to network a be p∗a. Specifically
p∗a is a vector of length Na with elements
(p∗a)i = (p
∗)i (31)
for 1 ≤ i ≤ Na. Analogously define p
∗
b to be the network
b part of p∗, also q∗a, q
∗
b for q
∗ and ya, yb for y. Define the
Na ×Na diagonal matrix Za
(Za)ik = δik
1
1− λ (p∗a)i
= Zik, (32)
for 1 ≤ i, k ≤ Na, and Zb corresponds to the network b.
DecomposeX asX = X0 + δX , where
X0 = λdiag(q∗ − p∗ ◦ q∗)G0Z + diag(q∗ − γ) (33)
depends only on G0, and
δX = λdiag(q∗ − p∗ ◦ q∗)δGZ (34)
only on δG. Note that X0 is a diagonal block matrix , which
can be further written as
X0 =
(
X0a 0
0 X0b
)
, (35)
where X0a is the block diagonal part of X
0 that only depends
on Ga
X0a = λdiag(q
∗
a − p
∗
a ◦ q
∗
a)GaZa + diag(q
∗
a − γ), (36)
and similarly forX0b
X0b = λdiag(q
∗
b − p
∗
b ◦ q
∗
b )GbZb + diag(q
∗
b − γ). (37)
Meanwhile δX is an off-diagonal block matrix
δX =
(
0 δXab
δXba 0
)
, (38)
with the off-diagonal blocks given by
δXab = λdiag(q
∗
a − p
∗
a ◦ q
∗
a)GabZb
δXba = λdiag(q
∗
b − p
∗
b ◦ q
∗
b )GbaZa.
(39)
Using the properties of block matrices, the matrix inverse in
Eq. (24) can be written as
(I−X)
−1
=
(
I−X0a −δXab
−δXba I−X
0
b
)
−1
=
(
C CδXabB
DδXbaA D
)
,
(40)
where
A =
(
I−X0a
)−1
, B =
(
I−X0b
)−1
(41)
and
C =
(
I−X0a − δXabBδXba
)−1
,
D =
(
I−X0b − δXbaAδXab
)−1
.
(42)
Now consider the case when adding only one interconnect-
ing edge, say between node i of network a and node j of b.
Then the matrixGab = G
T
ba can be written as an outer product
Gab = uv
T, (43)
where u is a vector of length Na with uk = δk,i for 1 ≤ k ≤
Na, and v a lengthNb vector with vk = δk,j for 1 ≤ k ≤ Nb.
Define short notations as
xij : = λ [(q
∗
a)i − (p
∗
a)i (q
∗
a)i]
[
1− λ (p∗b)j
]
−1
,
xji : = λ
[
(q∗b )j − (p
∗
b)j (q
∗
b )j
]
[1− λ (p∗a)i]
−1 ,
(44)
5then it’s easy to check that
δXab = xijuv
T, δXba = xjivu
T. (45)
Thus
δXabBδXba = xijxjiBjjuu
T (46)
In other words, δXabBδXba is an all-zero matrix expect in the
jth element in the diagonal. The Sherman-Morrison formula
says that
C =
(
I−X0a − xijxjiBjjuu
T
)−1
= A+
xijxjiBjjAuu
TA
1− xijxjiAiiBjj
.
(47)
With the formula we can construct (I−X)
−1
easily from C.
Similarly,
D =
(
I−X0b − xijxjiAiivv
T
)−1
= B +
xijxjiAiiBvv
TB
1 − xijxjiAiiBjj
.
(48)
Again define short notations for convenience,
cij = − [(q
∗
a)i − (p
∗
a)i (q
∗
a)i] log
[
1− λ (p∗b)j
]
,
cji = −
[
(q∗b )j − (p
∗
b)j (q
∗
b )j
]
log [1− λ (p∗a)i] ,
(49)
and ya, yb can be checked satisfying
ya = ciju, yb = cjiv. (50)
Combine the above computations, we can have a final formula
for
NδP = 1TCya+1
TCδXabByb+1
TDyb+1
TDδXbaAya.
(51)
This first term on the r.h.s. can be written as
1
TCya = 1
TAya +
xijxjiBjj
1− xijxjiAiiBjj
(
1
TA
)
i
uTAya
=
cij
1− xijxjiAiiBjj
(
1
TA
)
i
,
(52)
where the first line is by substituting Eq. (47), and second line
is by using definition of ya and u. For the second term in
Eq. (51)
1
TCδXabByb =cjixijBjj1
TCu
=
cjixijBjj
1− xijxjiAiiBjj
(
1
TA
)
i
.
(53)
With similar computations, we can obtain the rest two terms
of Eq. (51), which are
1
TDyb =
cji
1− xijxjiAiiBjj
(
1
TB
)
j
, (54)
and
1
TDδXbaAya =
cijxjiAii
1− xijxjiAiiBjj
(
1
TB
)
j
. (55)
Combine the above computations we have
NδP =
cij + cjixijBjj
1− xijxjiAiiBjj
(
1
TA
)
i
+
+
cji + cijxjiAii
1− xijxjiAiiBjj
(
1
TB
)
j
.
(56)
This gives a simple formula connecting the interconnecting
edge and the stationary infected density. The optimal strat-
egy is just to select the edge with highest corresponding δP .
Obviously, the strategy not only relies on the network topol-
ogy (i.e., the adjacency matrices Ga and Gb), but also on the
dynamical information of the spreading process when the two
networks are isolated (i.e., λ, γ and p∗).
IV. NUMERICAL SIMULATIONS
In this section, we perform extensive numerical simulations
on both synthetic and real world networks to verify the perfor-
mance of the strategy. Note that we do not compare the DMC
predictions with Monte Carlo simulations since the DMC ap-
proach can well predict the simulations [49].
For two given networks with node numbers Na and Nb,
there are in totalMl = Na ×Nb latent interconnections. For
small networks it is possible to exhaustively check all the la-
tent connections to find the optimal one. When N becomes
large, exhaustive searching becomes computational slow and
gradually impossible due to high computational complexity.
Next we first use small networks to check the accuracy of δP
predicted by Eq. (56), and compare the optimal edge proposed
by the strategy to the exact optimal one.
To build synthetic networks, we adopt the uncorrelated con-
figuration model with power-law degree distributions. Specif-
ically, we set the degree distributions of network a and b as
P (k) ∼ k−αa and P (k) ∼ k−αb respectively, where αa and
αb are the degree exponents. The network sizes considered
are Na = Nb = 100. Without lose of generality, we set the
recovery probability of SIS model to γ = 0.5, with the infec-
tion probability λ as a tuning parameter.
We first compare δP predicted by Eq. (56) with the exact
theoretical predictions from DMC approach. Let δPapprox be
the approximate δP predicted by Eq. (56) and let δPexact
be the exact value. For each latent edge connecting node
i ∈ {1, · · ·Na} and node j ∈ {1, · · · , Nb}, we compute
δPapprox using Eq. (56) for λ = 0.3 (Fig. 1(a)) and λ = 0.5
(Fig. 1(c)). Then we add the edge to the network and iter-
ate the DMC to get δPexact which are shown in Fig. 1(b)
and Fig. 1(d) for λ = 0.3 and λ = 0.5 respectively. In
Fig. 1(a) and Fig. 1(b) the nodes are arranged in identical
order, and also for Fig. 1(c) and Fig. 1(d). The approxi-
mate values seem usually higher than the exact ones, but in-
tuitively they are strongly correlated. The maximum relative
error (δPapprox − δPexact) /δPexact for all edges is 0.315 in
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FIG. 1. (Color online) The increment δP in the expected density of
infected nodes in the stationary state for all latent interconnections.
The vertical and horizontal axes correspond to the ID of nodes in two
networks. Thus each point correspond to an edge connecting network
a and network b, and its color denotes the value of δP . (a) The
approximate and (b) theoretical predictions of δP with λ = 0.3. (c)
The approximate and (d) theoretical predictions of δP with λ = 0.5.
The nodes are arranged in identical orders for (a) and (b) and same
for (c) and (d). Other parameters are set to be Na = Nb = 100,
αa = 2.3, αb = 3.0 and γ = 0.5.
Fig. 1(a-b), and 0.396 in Fig. 1(c-d). However we will show
that they are almost linearly correlated, which suggests the
approximate value is sufficient to give the optimal edge.
To see the correlations, we compute the Spearman’s rank
correlation coefficient [34, 52] of the approximate and exact
δP . Consider scoring all the latent interconnecting edges by
δPexact and δPapprox, then we can obtain two rankings of the
edges. Let rij and r
′
ij be the rank of the edge connecting node
i in network a and node j in network b scored by δPexact
and δPapprox respectively. Spearman’s rank correlation coef-
ficient is defined as
ms = 1− 6
∑Na
i=1
∑Nb
j=1
(
rij − r
′
ij
)2
Ml(M2l − 1)
. (57)
We plotms as a function of λ in Fig. 2 by the blue circles. It
can be observed that Spearman’s rank correlation coefficients
are very close to 1 for all λ. The minimum value ofms for all
λ in Fig. 2 is 0.9968. This suggests that the proposed strategy
predicts the overall order of δP exact accurately.
Apart from the overall strong correlations for the approxi-
mate and exact values of δP in rank, we are more concerned
with how it is behaved for the top ranked edge. We further
verify the performance of the strategy by comparing the pre-
dicted optimal edge to the true optimal one. For each λ, we
select the edge with highest δPapprox predicted by the dynam-
ical Katz method, and compute its rank in all the latent edges
scored by the exact δPexact. The normalized edge rank (rank
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FIG. 2. (Color online) Performances of different strategies versus
transmission probability. Spearman’s rank correlation coefficientms
between rank predicted by the dynamical Katz method and the accu-
rate ranking order versus λ is given by the blue circles. The ranks
scored by exact δP of the optimal edge given by dynamical Katz,
degree and engenvector are denoted by the orange dotted, dashed and
dash-dot lines respectively. Note that since when below the spread-
ing threshold, the prevalence P is zero and makes the rankings trivial,
we consider λ starting slightly above the threshold. Other parameters
are set to be NA = NB = 100, γA = 3.0, γB = 2.3. and γ = 0.5.
divided byMl = Na ×Nb) is shown in Fig. 2 by the orange
dotted line. It can be seem that the normalized edge rank is
very close to 0 for all values of λ. It’s not easy to distinguish
visually but for most values of λ the optimal edge predicted
by the strategy coincide with the true one (with normalized
rank 1/Ml).
As the dynamical Katz method incorporate both the infor-
mation of the network structure and spreading process, it is
useful to compare with simple strategies that only consider
the static structures of networks to understand how the infor-
mation of dynamics play the role. Specifically we consider
the strategies of connecting the two nodes with highest de-
gree or the highest eigenvector centralities. The normalized
ranks of the two static strategies are shown in Fig. 2 by the
orange dashed and dash-dot lines. These two strategies are
optimal or close to optimal when transmission probability λ
is slightly above its critical value, but fails quickly when λ
becomes large.
As discussed in Sce. III B, when p∗ ≈ 0, the dynamical
Katz matrix reduces to Katz matrix. When λ/γ is small, ap-
proximately we have
(I−X)
−1
≈ γ−1I+ λG (58)
and this reduces to the degree centrality. For uncorrelated
configuration model, degree and eigenvector centrality are
strongly correlated. When λ is small, these nodes with high
values of centralities (e.g., degree and eigenvector centrality)
have larger probabilities to be infected. Once we build an con-
nection between with them, these nodes together with their
7neighbors will form an infected cluster [53], and further trans-
mit the infection to the remaining nodes. Thus in this region
of λ, the degree and eigenvector strategies perform well. For
large values of λ, the epidemic globally outbreaks and nodes
with small centralities have larger probabilities not to be in-
fected. In this case, we need to build additional connections
to those nodes for promoting the spreading dynamics. There-
fore, both the degree and eigenvector strategies fails and the
information of dynamics has to be taken into consideration.
For large networks, exhaustive searching becomes impos-
sible. In this case we compare the performance of the dy-
namical Katz method with the two heuristic methods based
on degree and eigenvector centralities. For the three strate-
gies, we add the predicted optimal edge to the network re-
spectively and compare their resulting δP . First still we con-
sider synthetic networks. We build three pairs of networks
with power-law degree distributions, with degree exponents
(i) αa = 2.3 and αb = 3.0, (ii) αa = 3.0 and αb = 3.0, (iii)
αa = 4.0 and αb = 3.0. δP versus λ are shown in Fig. 3.
When λ is close to the critical point, all the three strategies
give very close performance. As discussed above, this should
also close to the optimal value of δP . When λ becomes large,
dynamical Katz outperforms the other two heuristic ones for
all the three pairs of networks with different degree exponents.
In this case, connecting large degree or eigenvector centrality
nodes gives almost zero marginal improvement in δP , and dy-
namical Katz is better about three orders of magnitude. More-
over, it is worth noticing that δP is always maximized when
slightly above the spreading threshold, which suggests that
the marginal improvement is optimized when near the critical
point.
Now we test the dynamical Katz method on real-world net-
works. Three pairs of networks are considered, which are (i)
Advogato [54] and Facebook [55], (ii) OpenFlights [56] and
Air traffic control [56], (iii) Adolescent health [57] and Physi-
cians [58]. Here the first pair (Advogato and Facebook) are
two online social networks, the second pair (OpenFlights and
Air traffic control) are infrastructure networks of airports and
flights. The third pair (Adolescent health and Physicians) are
two offline social networks. The networks are downloaded
from [56] and detailed introductions to these networks can be
found therein. Some basic statistics of the six real-world net-
works are shown in TABLE I.
δP versus λ for the three pairs of real word networks are
shown in Fig. 4. As for the synthetic networks, we can see that
dynamical Katz method performs best for all values of λ. Still
for small λ the three methods are quite close. For larger λ, the
dynamical Katz gives significant improvements compared to
the other two (usually for several orders of magnitude), which
further confirmed the effectiveness of our method.
V. DISCUSSION
In the paper we have studied the problem of finding the op-
timal interconnecting edge for promoting spreading dynam-
ics. Based on a perturbation theory of the DMC, we obtain
a Katz-like index to predict the spreading prevalence on the
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FIG. 3. (Color online) The increment δP of the density of infected
nodes in the stationary state when adding one interconnecting edge.
δP versus λ on synthetic networks with power law degree exponents
(a) αa = 2.3 and αb = 3.0, (b) αa = 3.0 and αb = 3.0, (c)
αa = 4.0 and αb = 3.0 are plotted. In (a) and (b), δP are close for
different strategies when λ is large, thus δP versus λ is this region
are shown in the insets for visual purpose. Again the lines correspond
to degree and eigenvector centrality might be highly overlapped to
distinguish. Still we consider λ start slightly above the spreading
threshold to avoid the trivial cases. Other parameters are set to be
NA = NB = 5000 and γ = 0.5.
interconnected networks. This index predicts accurately the
optimal interconnecting edge for better spreading over all pa-
rameter regions as tested on small networks. For large syn-
thetic and real world networks, the method outperforms some
heuristic strategies like connecting large degree or eigenvec-
tor centrality nodes. When λ is small, the three strategies give
close performance, but for large λ, our method improves the
two heuristic ones by several orders of magnitude. Apart from
the accuracy in predicting the optimal edge, the dynamical
Katz method also has a clear physical interpretation of how
the optimal edge is chosen.
As we only consider adding one interconnecting edge here,
real world multilayer networks usually have multiple inter-
connecting edges. Note that Eq. (25) which connects the in-
terconnections and spreading prevalence works for general in-
terconnecting structures. This could possibly provide a start-
ing point for optimizing over multiple edges. As in the paper
we consider adding only one edge, the interconnection struc-
ture matrix C can be written as an outer product of two vec-
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FIG. 4. (Color online) The increment δP of the density of infected
nodes in the stationary state when adding one interconnecting edge.
δP versus λ on for real world networks (a) Advogato and Facebook ,
(b) OpenFlights and Air traffic control, (c) Adolescent health and
Physicians. Data for degree and eigenvector method are highly over-
lapped.
TABLE I. Some basic statistics of six real-world networks. The
statistics includes the number of nodes (N ), number of edges (M ),
maximal degree (kmax), first (〈k〉) and second (〈k
2〉) moments of the
degree distribution and the theoretical spreading threshold predicted
by discrete Markov chain λ∗c = 1/ω1.
N M kmax 〈k〉 〈k
2〉 λ∗c
Advogato 5042 39227 803 15.56 1284.00 0.014
Facebook 2888 2981 769 2.06 528.13 0.036
OpenFlights 2905 15645 242 10.77 601.45 0.016
Air traffic control 1226 2408 34 3.928 28.90 0.109
Adolescent health 2539 10455 27 8.24 86.41 0.076
Physicians 117 465 26 7.95 79.16 0.099
tors. By applying the Sherman-Morrison formula, δP can be
converted to a simple form that is easy to optimize. When
consider adding multiple edges, the outer product decomposi-
tion of C does not work in general. How to find a simple way
to optimize Eq. (25) in this case is not clear yet. Moreover,
the perturbation method developed in the paper could also be
extended to other types of networks (e.g., temporal networks)
and spreading models (e.g., social contagions and cascading
failures).
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