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In this study, a compressible multi-component Navier-Stokes flow solver with real gas effect is 
developed for studying the high-speed flow in an air-He shock tube. For compressible multi-component flow 
simulation, a reduced five-equation model in conjunction with HLLC approximate Riemann solver is 
employed. For the real gas effect, a curve-fitting approximation for equilibrium air constructed from 
Grabau-type transition functions is adopted. In addition, Baldwin-Lomax turbulence model is used for 
turbulent flow simulation. In this work, several typical test cases will be demonstrated first. Subsequently, 
air-He shock tube simulations with the real gas effect will be performed by using parallel computation. Based 
on the present results, the real gas effect shows significant influence on the temperature behind the reflected 
shock. In addition, the driver gas contamination and the development of shock bifurcation are presented by 
flow visualization. 
 
 
AIAA associate fellow, Corresponding author,  
Tel: +886 6 2757575 ext. 63657;Fax:+886 6 2349281;E-mail address: cywen@mail.ncku.edu.tw  
Prof WEN, Chih-Wen, affiliated with the Hong Kong Polytechnic University at the time of final publication.
This is the Pre-Published Version.
Nomenclature 
c  = speed of sound 
E  = total energy 
e  = specific internal energy 
i  = index of fluid species 
Ms = incident shock Mach Numbers 
p = pressure 
P1 = initial driven pressure 
P2 = pressure behind the incident shock 
P4 = initial driver pressure 
P5 = pressure behind the reflected shock 
P41 = initial (diaphragm) pressure ratio 
Pr = Prandtl Number 
Re = Reynolds Number 
T = temperature 
t = time 
U  = velocity vector 
u, v = velocity components in x and y directions 
W = uୱ/ሺuୱ െ uଶሻ 
x, y = coordinates 
sx  = shock distance from the diaphragm 
X = distance of triple point to the end wall  
Y = height of triple point 
  = volume fraction 
 = 0 for two-dimensional flow; 1 for axisymmetric flow 
∅ = angle between the front leg of bifurcation and the wall surface 
  = xୱ/Wι୫ 
  = specific heat ratio 
 = separation distance 
m = maximum separation distance 
 = viscosity coefficient 
  = mixture reference pressure 
  = angle between the oblique shock and the wall surface  
  = density 
0  = density of gas under standard condition 
  = ι/ι୫ 
  = shear stress 
I. Introduction 
 
Reflected shock tunnels are usually designed for hypersonic flow or high-enthalpy flow researches. Over 
decades, a number of studies of reflected shock tunnels have been reported on important problems such as the 
shock/boundary layer interactions, test time, and driver gas contamination, etc. However, only few studies focused 
on hypersonic reflected shock tunnels were conducted by using numerical simulations. Although computational 
fluid dynamics (CFD) has been widely used in many practical applications, numerical simulations of high-speed 
multi-component flows remain a challenge for CFD. At present, challenges for high-speed multi-component flow 
simulations include compressible multi-component flow models, robust numerical schemes, real gas effect, chemical 
reactions, etc. Regarding to these issues, this work aims to develop a numerical approach for compressible 
multi-component flow simulations with the real gas effect in the shock tube part of a reflected shock tunnel.  
For the shock tube studies, one of the most challenges is shock/boundary layer interactions. The first attempt 
to propose a flow model for reflected shock/boundary layer interaction was by Mark [1]. In his model, the velocity 
of the reflected shock, bifurcation and shock angle in the bifurcated foot were predicted. However, the height of the 
bifurcated foot was not predicted in his analyses. Subsequently, Matsuo et al. [2] observed the interaction of the 
reflected shock and the boundary layer optically by using Schlieren images. A modified flow model of the reflected 
shock/boundary layer interaction was proposed. By using the new model, the predicted results of the growth rate of 
the bifurcation and the velocity of the reflected shock were improved in comparison with Mark’s model [1]. Weber 
et al. [3] numerically studied the shock bifurcation in the shock tube. The numerical simulations were implemented 
by using a data parallel version of flux-corrected transport (FCT) algorithm. All simulations were performed using 
calorically perfect air and the shock Mach numbers (Ms) were in the range of 2.6 to 10. They investigated the 
influence of heat transfer, Reynolds number and incident shock strength on the viscous interactions. Besides, it was 
noted that numerical investigation of the reflected shock/boundary layer interaction provided many detailed shock 
bifurcation physics. Burtschell et al. [4] numerically studied the driver gas contamination and the interactions of the 
reflected shock with the incident boundary layer and the contact surface in tailored conditions. The driver and driven 
gases of the impulse shock tunnel were He and N2. The unsteady axisymmetric Navier-Stokes equations for laminar 
flow were solved by the multiblock finite volume method. A series of computations were conducted to study the 
wall suction effect on the delay of the driver gas contamination. By using a conical ring to capture the driver gas jet 
stream, the arrival time in the nozzle was increased by a factor of 2.5 in comparison with the numerical results 
without the wall suction. Goozée et al. [5] performed a complete reflected shock tunnel simulation with an iris-based 
model of the primary diaphragm rupture mechanics and the Baldwin-Lomax turbulence model. Two operating 
conditions, over-tailored and approximate tailored conditions, were examined. In their work, reflected shock/contact 
surface interactions enhanced the vorticity generation in the over-tailored case. But, in general the flow mechanism 
was similar for both conditions. Daru and Tenaud [6] worked on the simulation of the viscous shock tube problem 
by using the monotonicity-preserving scheme. They numerically studied the interaction of reflected shock and 
boundary layer for Reynolds numbers in the range of 200 to 1000. The working fluid was perfect air and the shock 
Mach number was 2.37. Two numerical approaches, WENO (Weighted Essentially Non-Oscillatory) space 
discritization coupled with Runge-Kutta time integration and OSMP (coupled time and space intergration with 
monotonicity-preserving properties), were compared for validation.  
Based on the aforementioned studies, it is found that most previous studies were focused on the single fluid 
simulations at low Reynolds numbers. Notably, compressible multi-component flow simulations in a shock tube 
with the real gas effect are barely seen up to date. To achieve (hot) hypersonic flows in a reflected shock tunnel, the 
real gas effect in the reservoir region of the shock tube end, associated with the high-temperature (high-enthalpy) 
conditions, is inevitable. Although a number of studies about the reflected shock in shock tube [7-9] have been 
reported by using experimental or numerical approaches, compressible multi-component flow simulations in 
connection with the real gas effect remains a challenge for CFD. In this study, a compressible multi-component flow 
solver is developed in order to deal with the compressible multi-component flow problems. A reduced five-equation 
model [10-12] is chosen for the simulation of the compressible multi-component flows and HLLC (Harten–Lax-van 
Leer scheme for Contact surface) approximate Riemann solver [13, 14] is employed to compute numerical flux due 
to its good performance in high-speed flow, particularly the capability of capturing contact surfaces. For the real gas 
effect, a curve-fitting approximation for equilibrium air constructed from Grabau-type transition functions [15] is 
employed. For turbulence model, Baldwin-Lomax turbulence model [16] is adopted. The model is a two-layer 
algebraic zero-equation model. It has been proved robust for high-speed flows with thin boundary layers [5]. 
Besides, parallel computation is implemented in the present numerical computations, and MPI is used for 
information communication between computational nodes.  
In this study, several typical test cases are demonstrated first for validation. Subsequently, air-He shock tube 
simulations with the real gas effect are performed in order to investigate the real gas effect. A simplest schematic 
diagram of a shock tube with the x-t diagram of the incident shock, the reflected shock, the contact surface, and 
expansion waves is illustrated in Fig. 1, where the high and low pressure sections are commonly referred to the 
driver and driven sections of the shock tube, respectively. For air-He shock tube used in this work, the driver and 
driven gas are He and air respectively. Moreover, the shock bifurcation has been an important issue on driver gas 
contamination which is a key issue of hypersonic shock tunnel design. Therefore, the shock bifurcation phenomenon 
for high-speed multi-component flows [1-2, 6, 17] in the shock tube part of a reflected shock tunnel is also simulated 
in this work. The simulation results of the shock bifurcation are presented to demonstrate the capability of the 
present numerical approach. 
 
Fig. 1 Schematic x-t diagram of a shock tube 
 II. Numerical Methods  
 
A. Governing Equation and Reduced Five-Equation Model 
This study aims to simulate the reflected shock interacting with the boundary layer in a shock tube. In order to 
save the computational time, the shock tube flow was assumed to be axisymmetric and only was the upper half tube 
used in the simulation. The unsteady compressible two-dimensional/axisymmetric Navier-Stokes equations in 
conjugation with the reduced five-equation model for two-component flow are described in a non-conservative 
dimensionless form [18] as Eqs. (1) and (2) 
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where α denotes the volume fraction and ∑ߙi ൌ 1, ][ vuU   is the velocity vector,  = 0 stands for 
two-dimensional flow and  = 1for axisymmetric flow,  is viscosity coefficient, and Pr represents Prandtl 
Number. The mixture density is given by ߩ ൌ ∑ߙ௜ߩ௜, where the subscript index i (=1, 2) denotes the fluid species. 
1 denotes the He volume fraction, so we have air volume fraction, 2 = 11. U = ux + vy + v/y for axisymmetric 
flow. The subscripts x and y of u and v denote partial derivatives. 
 For Eq. (1), Perigaud and Saurel [18] imposed the condition that the species volume fraction does not to vary 
across acoustic waves in order to make a model able to realize the coupling across interfaces. Therefore, the 
diffusion term is neglected to obtain a simplified model which theoretically ensures the positivity of volume fraction 
α. The detailed information and derivation can be found in the work of Perigaud and Saurel [18]. 
     In this work, the numerical flux is computed by using HLLC approximate Riemann solver, which has been 
widely used in compressible multiphase flow simulations, especially for flow fields with contact surfaces. For 
turbulence model, Baldwin-Lomax turbulence model [16] is adopted. 
 
B. Stiffened Equation of State 
It is necessary to involve one more equation to close the aforementioned reduced five-equation model. Thus, 
the stiffened equation of state (EOS) is chosen in this study to fulfill the condition, due to its simplicity for gas and 
liquid fluids and its excellent numerical stability characteristics on the interface: 
  ep )1( ,                                (3) 
where γ and π are the mixture thermodynamic constant and the mixture reference pressure, respectively [19]. Since 
the pressure equilibrium between the fluids is assumed in this model, γ and π can be calculated from Eqs. (4) and 
(5): 
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Based on this model, the mixture speed of sound is defined as	ܿ ൌ ඥߛሺ݌ ൅ ߨሻ/ߩ.  
Note that stiffened EOS is often used for multi-component flow simulations, especially for liquid and gas 
mixtures. In general, the reference pressure, π, which represents the molecular attraction between molecules [19], is 
used for liquid fluids.  and  are dependent constants which can be determined by a fitting procedure from 
laboratory data. A typical set of parameter values is for water: =7, =3000 atm., and for human blood: =5.527, 
=614.6 MPa, approximately. In this work, both He and air are gases. So, the reference pressure, π, is zero. The 
stiffened EOS can be reduced to ideal gas EOS. The mixture thermodynamic constant γ becomes the specific heat 
ratio. The details of calculating  will be introduced in the next subsection. Basically, the reduced five-equation 
model proposes a simple concept to simulate the compressible multi-component flow. In this work, we found that it 
is capable of dealing with the flow fields consisting of strong shocks, shock-shock interactions and shock-interface 
interactions. It is noted that the present numerical approach has been successfully applied to simulate the shock 
interaction problems in multi-component flows [20, 21] and good agreements were obtained by comparing with 
previous numerical and experimental results.  
 
C. Equilibrium Air Model 
For hypersonic flows, the gas particle may begin to dissociate or ionize because of the high-temperature effect. 
Under the high-temperature condition, the thermodynamic properties of gas will differ far from the ideal gas. The 
effect of dissociation and ionization of the gas to the thermodynamic properties are generally called real gas effects. 
In heating air, the dissociation and ionization of the gas molecules will start when the temperature is higher than 
2000K (dissociation of Oxygen and Nitrogen will take place over 2500 K and 4000K, respectively). According to 
the work of Feldman [22], the dissociation and recombination relaxation time are very short compared with the time 
needed for the supersonic flow past the body of certain size. In our shock tube case, the temperature of gas in region 
2 is not high enough to cause dissociation and ionization to take place. In the region behind the reflected shock 
(region 5) where the dissociation and ionization should be considered significantly, the flow velocity is almost static 
and the gas density is higher than the standard condition which means that the dissociation and recombination 
relaxation time will be even shorter. Considering the slower flow velocity and shorter relaxation time, the chemical 
reaction in our cases can be assumed chemical equilibrium. 
In order to incorporate the real gas effect, the simplified curve-fitting approximation for equilibrium air 
constructed from Grabau-type transition functions [15] was used to obtain the thermodynamic properties of air, such 
as pressure, speed of sound, temperature, enthalpy, density, and internal energy. In the flow calculation of air in 
thermodynamic equilibrium, it is important to know the various thermodynamic properties as functions of a pair of 
independent state variables, such as ݌ ൌ ݌ሺ݁, ߩሻ, ܿ ൌ ܿሺ݁, ߩሻ, ܶ ൌ ܶሺ݁, ߩሻ,  ൌ ሺ݁, ߩሻ,	etc. The fitting curves for 
thermodynamic properties of equilibrium air exhibit segments of linear or quadratic functions successively 
connected by transition functions. In this work, the simplified curve fits proposed by Srinivasan et al. [15] for the 
thermodynamic properties of equilibrium air was adopted. The validated range of the temperature for the fitting 
curve is up to 25000K and the density ratio is in the range of 10
-7 to 103 (ρ/ρo). The thermodynamic properties of air, 
including , were computed directly by using these fitting curves. According to the report of Gordan and McBride 
[23] for monatomic gases, the gas constant  of He approximates a constant (=1.67) in the test range of temperature. 
Hence, it is reasonable to use perfect gas EOS for He in the present simulations. As mentioned in Section II-B, for 
the mixture of He and air, the stiffened equation of state (4) is used to calculate the mixture gas constant . 
  
III. Results 
A. Shock Tube Problem 
One important purpose of this study is to investigate the real gas effect in hypersonic multi-component flows. 
In this subsection, several test cases of air-He shock tube problems were conducted to validate the current 
equilibrium air model, by comparing the obtained results with the ideal gas and CEA (chemical equilibrium with 
applications) [24] solutions. When using the ideal gas model, air was considered with constant specific heat ratio 
(=1.4) and constant fluid properties at room temperature of 300 K in our code. CEA software, which has been well 
validated experimentally in the literature, may serve to provide reference solutions for the comparison purpose [25]. 
Notably, the shock function in CEA performs a 1-D inviscid calculation of equilibrium air properties behind the 
incident and reflected shocks. Therefore, the inviscid form of Eq. (2) was adopted as the governing equation in this 
subsection for comparison, by neglecting the dissipation terms.  
The shock tube with both length and diameter of 1m was considered in this study. To check the robustness of 
the code and understand the fundamental problems in the shock tube, including the reflected shock/turbulent 
boundary layer interactions in the following subsection, we imposed the axisymmetric assumption in the first place. 
Note that, in the real shock tube/tunnel operation, three dimensional effects are inevitable, with the diaphragm(s) 
opened non-axisymmetrically. The computational domain covers only half the shock tube (1m × 0.5m) because of 
the axisymmetric flow assumption. The mesh of the grid consists of 100 × 50 cells for the inviscid tests in this 
subsection. Initially the diaphragm is located at x = 0.5m. For wall boundary conditions, all boundaries are adiabatic 
walls. Furthermore, to save the computing time, the parallel computation was performed with MPI by using 16 
CPUs. The simulation parameters are listed in Table 1. The initial driver and driven gas temperatures were set to 
room temperatures (300K) for all test cases. For working fluids, He and air were chosen as the driver gas and the 
driven gas, respectively. The Reynolds numbers were estimated by the flow properties behind the incident shock 
obtained from the present numerical simulation. The reference length scale is 1m (i.e., the diameter of the shock 
tube). Due to the real gas effect, the air properties differ from the ideal gas resulting in the differences of Reynolds 
numbers. 
Figure 2 presents the incident shock Mach numbers varies with different diaphragm pressure ratios (P41P4/P1). 
It is found that the cases with the equilibrium air model have lower incident shock Mach numbers in comparison 
with the cases with the ideal gas model. Besides, the differences of incident Mach numbers between the ideal gas 
model and the equilibrium air model become relatively larger when the diaphragm pressure ratio increases, 
indicating the real gas effect becomes more important with higher diaphragm pressure ratios. 
 
 
Table 1 Parameters of Air-He Shock Tube Simulations 
Case p1 (atm.) p4 (atm.) Shock Mach Number Reynolds Number EOS 
1 1 76 3.40 1.05×108 Ideal gas 
2 1 76 3.39 1.13×108 Equilibrium air model 
3 1 100 3.61 1.11×108 Ideal gas 
4 1 100 3.58 1.20×108 Equilibrium air model 
5 1 150 3.92 1.18×108 Ideal gas 
6 1 150 3.87 1.33×108 Equilibrium air model 
7 0.3 150 4.86 3.98×107 Ideal gas 
8 0.3 150 4.80 4.67×107 Equilibrium air model 
9 0.2 150 5.21 2.73×107 Ideal gas 
10 0.2 150 5.11 3.26×107 Equilibrium air model 
11 0.1 150 5.75 1.40×107 Ideal gas 
12 0.1 150 5.62 1.78×107 Equilibrium air model 
 
Fig. 2 Comparison of incident shock Mach numbers varying with different initial pressure ratios P41 
 
Figure 3 presents the comparisons of pressures behind the incident (P2) and reflected (P5) shocks varying with 
different diaphragm pressure ratios among the ideal gas model, the equilibrium air model and CEA (chemical 
equilibrium with applications) solutions. It can be seen that only slight differences among different models for both 
pressures behind the incident and reflected shocks. Notably, the present results with the equilibrium air model are in 
good agreements with CEA results. The differences between simulation results with the equilibrium air model and 
CEA results of P2 and P5 are less than 1% and 5% at the diaphragm pressure ratio of 1500.  Figure 4 shows the 
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comparisons of temperatures behind the incident and reflected shocks varying with different diaphragm pressure 
ratios among the ideal gas model, the real gas model and CEA solutions. As shown in Fig. 4, it obviously 
demonstrates that real gas effect shows a significant influence on temperature, especially for strong shock Mach 
numbers. Again, it is found that the present results with the equilibrium air model are in excellent agreements with 
CEA results. In addition, the difference of the temperature obtained from the present results between the ideal gas 
model and the equilibrium air model are found approximately up to 1350K as the diaphragm pressure ratio up to 
1500. Consequently, from the results of Figs. 3 and 4, the importance of the real gas effect for hypersonic shock 
tunnel flows is shown. Through the present shock tube tests, the accuracy of the present equilibrium air model is 
also exhibited. 
            
(a)                                       (b) 
Fig. 3 Comparisons of the variations in pressure ratios (a) P2/P1 and (b) P5/P1 with different diaphragm 
pressure ratios among the ideal gas model, the equilibrium air model and CEA solutions. 
          
(a)                                       (b) 
Fig. 4 Comparisons of the variations in (a) temperature behind the incident shock (T2) and (b) temperature 
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behind the reflected shock (T5) with different diaphragm pressure ratios among the ideal gas model, the 
equilibrium air model and CEA solutions. 
 
B. Reflected Shock/Boundary Layer Interaction Problems 
In order to understand the grid effect on the reflected shock/boundary layer interaction problem, four grid 
sizes of 1000×500, 2000×1000, 2500×1250, and 3000×1500 cells, were used for the grid test by using the present 
multi-component axisymmetric compressible Navier-Stokes flow solver with the equilibrium air model and the 
Baldwin-Lomax turbulence model. Notably, the mesh distribution is uniform in x-direction, but non-uniform in 
y-direction. The computational domain is the same as that of the shock tube problem in the previous subsection. The 
diaphragm is initially located at x = 0.5 m, and all boundary conditions are no-slip walls. For initial conditions, cases 
4 and 8 in Table 1 were chosen. In all tests, air and He were chosen as driven and driver gases, respectively. The x-t 
diagrams of shock front and contact surface for cases 4 and 8 are shown in Figs. 5(a) and 5(b), respectively. It is 
found that both results of shock front and contact surface for 4 different grids are within acceptable accuracy. In Fig. 
5(c), the pressure profiles along y-axis at x= 0.86 m and t=0.00065 s for case 4, obtained by using these 4 different 
grids, are presented. The upper wall is located at y=0.5 m. The differences due to the increased resolution in the 
separate flow layer from the fine-grid solutions are clearly seen. Consequently, the grid size of 2500×1250 grid 
points is adopted in this study. Note that at t=0.00065, the reflected shock has not reached x= 0.86 m, while the 
bifurcation foot and the separation bubble are passing by (see later descriptions of Fig. 8).  
 
 
(a) 
 (b) 
 
(c) 
Fig. 5 Grid test for 4 different grid sizes: (a) and (b) are the comparisons of the shock front and contact 
surface trajectories in the x-t diagram for case 4 and case 8, respectively, and (c) is comparison of pressure 
profiles along y direction at x= 0.86m and t=0.00065 s for case 4. 
 
For shock/ turbulent boundary layer interaction problems, the effect of the turbulent boundary layer on the 
separation distance between incident shock and contact surface is an important issue. It is known that in an ideal 
inviscid shock tube, the separation distance increases linearly with distance from the diaphragm. However, in a real 
shock tube, the wall boundary layer between the shock and contact surface acts an aerodynamic sink and absorbs 
mass from this region, consequently causing the contact surface to accelerate and the shock to decelerate. The 
separation distance ι	is reduced below the ideal value. The separation distance approaches a limiting (maximum) 
value ι୫. Figure 6 presents a quantitative comparison of separation distance as a function of the distance from 
diaphragm. The non-dimensional variables ζ and η are defined as ζ ൌ ι/ι୫ and η ൌ xୱ/Wι୫, where xs is the 
shock distance from the diaphragm, the non-dimensional variable W ൌ uୱ/ሺuୱ െ uଶሻ, and the subscript s and 2 
denote the states of shock and the flow behind the shock, respectively [26]. It is found that the present results agree 
well with the analytical solutions of Mirels [26]. Therefore, the present numerical method is proved to be capable of 
dealing with the shock tube flows with shock/ turbulent boundary layer interactions. 
In order to understand the flow mechanisms of boundary layer/reflected shock interactions, the cases listed in 
Table 1 were selected for numerical simulation. The duration between incident shock reflected from the end wall 
and then interacting with the expansion wave tail was adopted to observe the shock bifurcation phenomena in order 
to minimize the interference generated by the shock/expansion wave interactions. In Fig. 7, the typical shock 
bifurcation structures consisting of the reflected shock wave, slip line, tail shock, bifurcation foot, and separated 
bubble are revealed with the magnified computed Schlieren image (of Fig. 8(e)), where the corresponding incident 
shock Mach number is 3.87 (case 6 in Table 1) and the equilibrium air model is considered. 
 
Fig. 6 Comparison of separation distance as a function of distance from diaphragm 
 
Fig. 7 Magnified computed Schlieren image showing shock bifurcation structures for the case of Ms=3.87 
 Figure 8 shows a series of computed Schlieren images during the shock bifurcation development for the case 
of Ms=3.87. In Fig. 8(a), the incident shock has just reflected from the end wall and started to interact with the 
boundary layer. At the beginning, the adverse pressure gradient caused by the reflected shock separates the 
boundary layer induced by the incident shock and yields a separated bubble. A lambda-like shock forms. In Fig. 8(b), 
the reflected shock propagates upstream and the separation bubble continues to grow. At this stage, the typical flow 
structures of shock bifurcation containing the bifurcated foot, slip line and separated bubble are clearly observed. As 
shown in Fig. 8(c), the reflected shock continues to propagate upstream. The profile of shock bifurcation keeps 
growing; meanwhile, maintains similar structures. It is also observed that the slip line starts to become unstable due 
to the shearing force between the separated flow and the lower wall. In Fig. 8(d), the shear-layer instabilities are 
enhanced while the reflected shock is continuing to move upstream. The slip line eventually rolls up to form vortices. 
In Fig. 8(e), basically the flow structures of shock bifurcation have fully developed. The evolution of these complex 
unsteady flow structures is similar to that observed by Daru and Tenaud [6].The present numerical methods are 
found capable of dealing with the simulation of shock bifurcation in the shock tube of a reflected shock tunnel for 
hypersonic researches. 
Shock bifurcation is highly related to the driver gas contamination problem occurring in shock tunnels [4, 5]. 
In order to study the detailed mechanism of the driver gas contamination problem, the contours of temperature and 
species volume fraction for case 6 in Table 1 (Ms=3.87 with equilibrium air model) are presented in Fig. 9. Figures 
9(a) 9(d) present the contours of air volume fraction at different instants. In Fig. 9(a), the driver gas begins to be 
enrolled into the driven gas due to the boundary layer separation. In Fig. 9(b), the recirculating driver gas has 
impinged the top wall surface resulting in driven gas separation into two regions. In Fig. 9(c), the recirculating 
driver gas forms a high-speed jet in the separated boundary layer and a small amount of the driver gas moves toward 
the end wall leading to the driver gas contamination. In Fig. 9(d), the driver gas contamination proceeds with the 
development of shock bifurcation. Figures 9(e) 9(h) present temperature contours at instants corresponding to Figs. 
9(a) 9(d). As seen, in contrast to the driver gas, the driven gas flow is rather hot. During the shock bifurcation, the 
cold driver gas is drawn into the hot separation region. It is also found that the high-speed cold jet penetrates into the 
hot separated boundary layer. Furthermore, the velocity vectors and vorticity contours of the flow at t=0.0006s in 
Fig. 9(d) is shown in Fig. 10. It is observed that the strong vorticity appears in the vicinity of the separation region. 
The driver gas contamination process observed by the present simulations is essentially conformable to the previous 
results of Daru and Tenaud [6], although their Reynolds numbers were only in the range of 200 to 1000. The present 
numerical approach successfully simulated the temperature and species concentration contours during the reflected 
shock/turbulent boundary layer interaction in the shock tube to better understand the driver gas contamination 
problem.  
Figure 11 shows the comparison of triple point trajectories between the ideal gas and equilibrium air models, 
where X stands for the distance of triple point to the end wall and Y for the height of triple point. The time interval 
between two adjacent data points is 50 μs for all cases. As shown in Fig. 11, both X and Y for the ideal gas model 
are larger than those for the equilibrium air model at the same instant. Notably, the shock Mach numbers for the 
equilibrium air model are slightly smaller than those for the ideal gas model. Therefore, the development of shock 
bifurcation for the ideal gas model is faster than for the equilibrium model. In addition, it is found that the trajectory 
of triple point shows a near-linear growth rate and the larger Ms is, the larger the growth rate of Y is. These two 
observations are consistent with those in the literature [2, 3].  
Table 2 shows the real gas effect on the bifurcation foot angle ∅ and the deflection angle θ for different 
diaphragm pressure ratios, where the bifurcation angle ∅ denotes the angle between the front leg of bifurcation and 
the wall surface and the deflection angle θ denotes the angle between the oblique shock and the wall surface. A 
schematic diagram of shock bifurcation showing the bifurcation foot angle ∅ and the deflection angle θ is 
illustrated in Fig. 12. In the present numerical simulations, the predicted bifurcation foot angle ∅ is nearly a 
constant after the shock bifurcation is fully developed. This result agrees with the experimental observation of 
Matsuo et al. [2]. Besides, the present numerical simulations predict that deflection angle θ is also nearly a constant. 
As listed in Table 2, high initial pressure ratio results in small bifurcation angle ∅ and deflection angle θ. This 
phenomenon again agrees with the theoretical predictions of Mark [1] and Matsuo et al. [2]. Furthermore, the 
bifurcation angle ∅ and the deflection angle θ simulated by using the ideal gas model are smaller than those 
simulated by using equilibrium air model. The effect of the real gas effect on the development of shock bifurcation 
is demonstrated. 
 
IV. Conclusions  
In this study, a compressible multi-component Navier-Stokes flow solver was developed to simulate the 
Air-He shock tube problem, using a reduced five-equation model in conjunction with HLLC approximate Riemann 
solver. The equilibrium air model of Srinivasan et al. [15] and the Baldwin-Lomax turbulence model were also 
included to consider the real gas effect and the reflected shock/turbulent boundary layer interaction. The present 
simulation results of the temperature and pressure behind the incident and reflected shocks with the equilibrium air 
model are in good agreement with the CEA results. The significance of the real gas effect on the temperature behind 
the incident and reflected shocks and the profiles of shock bifurcation structures during the reflected shock/turbulent 
boundary layer interactions were clearly demonstrated. The temperature difference between the real gas model and 
the ideal gas model is about 1350 K when the diaphragm pressure ratio is 1500. The ideal gas model over-predicted 
the temperature significantly. The development of the shock bifurcation phenomena, which is highly related to the 
driver gas contamination problem in the shock tunnel operation, were also clearly presented with the computed 
Schlieren images and the numerical contours of temperature and species volume fraction. It is shown that the 
development of shock bifurcation for the ideal gas model is faster than for the equilibrium model. The trajectory of 
triple point exhibits a near-linear growth rate and the larger the shock Mach number is, the larger the growth rate of 
the height of triple point is. This study shows the feasibility of using the present numerical approach in the 
high-speed multi-component flow simulations and in the design of a high-enthalpy shock tunnel. Follow-on studies 
should include the influence of three-dimensional effects, which may play an important role in the instabilities 
observed in the shear layer. This is especially important for the axisymmetric circular shock tube in the real 
application, having a radius on the order of magnitude as the bifurcation height. 
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(b) t=0.0006s 
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(d) t=0.0008s 
  
 (e) t=0.0009s 
Fig. 8 Computed Schlieren images of shock bifurcation development for the case of Ms=3.87 
  
  
(a) t=0.00045s                                  (e) t=0.00045s 
  
(b) t=0.0005s                                   (f) t=0.0005s 
  
(c) t=0.00055s                                  (g) t=0.00055s 
  
(d) t=0.0006s                                   (h) t=0.0006s 
Fig. 9 Contours of species volume fraction and temperature for case 6 in Table 1 (Ms=3.87 with equilibrium 
air model) at different instants of shock bifurcation. (a)(d): air volume fraction; (e)(h): temperature. 
 
 Fig. 10 Velocity vectors and vorticity contours for case 6 in Table 1 (Ms=3.87 with equilibrium air model) at 
t=0.0006s.  
 
 
Fig. 11 Comparison of triple point trajectories for different models 
 
 
Fig. 12 Schematic diagram for shock bifurcation 
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 Table 2 Real gas effect on the bifurcation foot angle ∅ and the deflection angle θ for different initial 
diaphragm pressure ratios 
 Equilibrium air model Ideal gas model
P41 76 
33 
13.5 
150 76 150 
∅	(deg.) 27 32 26 
θ (deg.) 12 11 9.5 
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