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LES/PDF approach for turbulent reacting flows
Pratik Prakash Donde, Ph.D.
The University of Texas at Austin, 2012
Supervisor: Venkat Raman
The probability density function (PDF) approach is a powerful tech-
nique for large eddy simulation (LES) based modeling of turbulent reacting
flows. In this approach, the joint-PDF of all reacting scalars is estimated by
solving a PDF transport equation, thus providing detailed information about
small-scale correlations between these quantities. The objective of this work
is to further develop the LES/PDF approach for studying flame stabilization
in supersonic combustors, and for soot modeling in turbulent flames.
Supersonic combustors are characterized by strong shock-turbulence in-
teractions which preclude the application of conventional Lagrangian stochas-
tic methods for solving the PDF transport equation. A viable alternative is
provided by quadrature based methods which are deterministic and Eulerian.
In this work, it is first demonstrated that the numerical errors associated with
LES require special care in the development of PDF solution algorithms. The
direct quadrature method of moments (DQMOM) is one quadrature-based
approach developed for supersonic combustion modeling. This approach is
vi
shown to generate inconsistent evolution of the scalar moments. Further,
gradient-based source terms that appear in the DQMOM transport equations
are severely underpredicted in LES leading to artificial mixing of fuel and oxi-
dizer. To overcome these numerical issues, a new approach called semi-discrete
quadrature method of moments (SeQMOM) is formulated. The performance
of the new technique is compared with the DQMOM approach in canonical
flow configurations as well as a three-dimensional supersonic cavity stabilized
flame configuration. The SeQMOM approach is shown to predict subfilter
statistics accurately compared to the DQMOM approach.
For soot modeling in turbulent flows, an LES/PDF approach is inte-
grated with detailed models for soot formation and growth. The PDF approach
directly evolves the joint statistics of the gas-phase scalars and a set of mo-
ments of the soot number density function. This LES/PDF approach is then
used to simulate a turbulent natural gas flame. A Lagrangian method for-
mulated in cylindrical coordinates solves the high dimensional PDF transport
equation and is coupled to an Eulerian LES solver. The LES/PDF simulations
show that soot formation is highly intermittent and is always restricted to the
fuel-rich region of the flow. The PDF of soot moments has a wide spread
leading to a large subfilter variance. Further, the conditional statistics of soot
moments conditioned on mixture fraction and reaction progress variable show





List of Tables xi
List of Figures xii
Chapter 1. Introduction 1
1.1 Supersonic combustion . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Soot formation . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Modeling turbulent reacting flows . . . . . . . . . . . . . . . . 6
1.4 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
Chapter 2. The LES/PDF approach 10
2.1 Composition and enthalpy transport equations . . . . . . . . . 10
2.2 LES of reacting flows . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 PDF approach for combustion modeling . . . . . . . . . . . . . 14
2.3.1 The modeled PDF transport equation . . . . . . . . . . 14
2.3.2 Solving the PDF transport equation . . . . . . . . . . . 17
Chapter 3. PDF approach for supersonic combustion modeling 18
3.1 Quadrature based moment methods . . . . . . . . . . . . . . . 19
3.1.1 Quadrature method of moments (QMOM) . . . . . . . . 21
3.1.2 Direct quadrature method of moments (DQMOM) . . . 23
3.2 Numerical errors in DQMOM . . . . . . . . . . . . . . . . . . 24
3.3 Semi-discrete quadrature method of moments (SeQMOM) . . . 32
3.4 Numerical characteristics of the SeQMOM approach . . . . . . 36
viii
3.4.1 Accurate estimation of moments . . . . . . . . . . . . . 36
3.4.2 Convergence and order of accuracy . . . . . . . . . . . . 37
3.4.3 Robustness of the approach . . . . . . . . . . . . . . . . 38
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Chapter 4. LES-based studies using SeQMOM 42
4.1 LES-based numerical implementation . . . . . . . . . . . . . . 42
4.2 Non-reacting compressible jet . . . . . . . . . . . . . . . . . . 45
4.3 Supersonic reacting jet . . . . . . . . . . . . . . . . . . . . . . 49
4.4 Supersonic cavity stabilized combustor . . . . . . . . . . . . . 53
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Chapter 5. Soot modeling in turbulent flames 63
5.1 Gas-phase chemistry . . . . . . . . . . . . . . . . . . . . . . . 65
5.2 Volume/surface area based soot model . . . . . . . . . . . . . 66
5.3 LES/PDF approach for soot modeling . . . . . . . . . . . . . . 68
5.4 Numerical implementation in LES . . . . . . . . . . . . . . . . 69
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Chapter 6. LES/PDF studies of turbulent sooting flame 73
6.1 Delft flame: Simulation details . . . . . . . . . . . . . . . . . . 73
6.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 74
6.2.1 Instantaneous fields . . . . . . . . . . . . . . . . . . . . 74
6.2.2 Soot and gas-phase statistics . . . . . . . . . . . . . . . 75
6.2.3 Subfilter soot and scalar statistics . . . . . . . . . . . . 79
6.2.4 Conditional statistics . . . . . . . . . . . . . . . . . . . 83
6.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Chapter 7. Conclusion and future direction 87
7.1 Supersonic combustion modeling studies . . . . . . . . . . . . 87
7.2 Soot modeling studies . . . . . . . . . . . . . . . . . . . . . . . 88
7.3 Future directions . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.3.1 SeQMOM using partial Beta and Gaussian PDF . . . . 89
7.3.2 LES/PDF modeling of soot with differential diffusion . . 90
ix
Appendix 91




3.1 L2 error for the second moment computed using SeQMOM. . . 38
4.1 Boundary conditions for the planar jet. . . . . . . . . . . . . . 46
4.2 Boundary conditions for the flow variables. . . . . . . . . . . . 50
4.3 Boundary conditions for the supersonic cavity based combustor. 54
xi
List of Figures
1.1 Schematic of a scramjet engine [1]. Major components of the
engine have been clearly marked. . . . . . . . . . . . . . . . . 2
1.2 Instantaneous density gradient contours for a Mach 2.2 cavity-
based supersonic combustor [12]. . . . . . . . . . . . . . . . . 3
1.3 An experimental turbulent flame producing soot [13]. . . . . . 5
3.1 Schematic of marginal PDF of φα approaximated using 4 delta
peaks. The weight and abscissa corresponding the the first delta
peak have been clearly marked. . . . . . . . . . . . . . . . . . 20
3.2 Schematic of a fuel jet injected into co-flowing air indicating
boundary conditions for weights and abscissas of the fuel specie
and the interface between the fuel and oxidizer. . . . . . . . . 25
3.3 Initial conditions for weights and abscissas. . . . . . . . . . . 29
3.4 Evolution of the second moment in a periodic one dimensional
environment. Solution after 0.1 flow-through time computed
with mesh sizes of 0.01m (blue) and 0.001m (red) using the
method of moments (MOM) (colored dashed lines) and DQ-
MOM (solid lines), and is compared with the analytical solution
(dotted black line). . . . . . . . . . . . . . . . . . . . . . . . 30
3.5 Evolution of the second moment of a conserved scalar obtained
using various methods after 0.1 flow through time. Note that
the solution obtained from SeQMOM is very similar to that
obtained from MOM. . . . . . . . . . . . . . . . . . . . . . . . 36
4.1 Time averaged contours of mixture fraction (top). Variance of
mixture fraction obtained using various methods (bottom) is
compared at (A) x/h=15, (B) x/h=30, and (C) x/h=43. Note
that the variance prediction using SeQMOM is very similar to
that obtained from MOM. . . . . . . . . . . . . . . . . . . . . 47
4.2 Normalized L2-norm of error. Error here is defined relative to
the method of moments (MOM) solution. . . . . . . . . . . . . 49
4.3 Schematic of the supersonic hydrogen jet experiment. . . . . . 50
4.4 Instantaneous contours of OH mass fraction and temperature
for the supersonic hydrogen jet. . . . . . . . . . . . . . . . . . 52
xii
4.5 Total pressure computed at x/D = 13.8 compared with experi-
mental results of Evans, et al. [87]. Simulation: ( ), Experi-
ment: (•) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.6 Schematic of the cavity-stabilized combustor. . . . . . . . . . . 54
4.7 Instantaneous contour of the magnitude of density gradient
plotted along the central plane. . . . . . . . . . . . . . . . . . 55
4.8 Instantaneous contours of H2 and OH mass fraction, and tem-
perature plotted along the central plane. The iso-value of stoi-
chiometric mixture fraction is indicated by a solid line. . . . . 56
4.9 Time averaged contour of subfilter variance of mixture fraction
estimated by (A) SeQMOM and (B) DQMOM plotted along
the central plane. . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.10 Time averaged contours OH mass fraction using (A) SeQMOM,
(B) DQMOM and (C) Laminar chemistry plotted along the
central plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.11 Difference between OH mass fractions predicted by SeQMOM
and DQMOM ((φ̃OH)SeQMOM − (φ̃OH)DQMOM) plotted along
the central plane. . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.1 Instantaneous contours of temperature, PAH mass fraction, soot
volume fraction, and soot number density. Iso-value of stoichio-
metric mixture fraction is indicated by a solid black line. . . . 76
6.2 Comparison of time averaged mean and RMS of mixture frac-
tion and temperature with the experiment of Nooren, et. al.
[111]. Simulation: mean ( ), RMS ( ); Experiment: mean
( ), RMS (N). . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.3 Comparison of mixture fraction and soot volume fraction from
the simulation with the experiments of Nooren, et al. [111] and
Qamar, et al. [13] respectively. The data is plotted along the
centerline. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.4 Instantaneous contours of subfilter standard deviation of mix-
ture fraction, temperature, soot number density and soot vol-
ume fraction. Iso-value of stoichiometric mixture fraction is
indicated by a solid black line. . . . . . . . . . . . . . . . . . . 80
6.5 Time averaged marginal PDFs of (a) reaction progress variable,
(b) PAH mass fraction, (c) soot mass fraction, and (d) soot
number density plotted at r/d = 1.5. x/d = 70: ( ), x/d =
90: ( ). For averaging, data from multiple instantaneous
fields was used. . . . . . . . . . . . . . . . . . . . . . . . . . . 81
xiii
6.6 Time averaged conditional plots of PAH mass fraction, soot
volume fraction and soot number density plotted at x/d = 70.
For averaging, data from multiple instantaneous fields was used. 82
6.7 Instantaneous scatter plot of soot volume fraction versus mix-
ture fraction plotted at x/d = 70 (left) and x/d = 90 (right). . 82
6.8 Time averaged contours of PAH mass fraction and soot volume
fraction conditioned on mixture fraction and reaction progress
variable plotted at x/d = 70. For averaging, data from multiple




Turbulent reacting flows are encountered in several engineering applica-
tions, and their analysis is necessary for design and development of practical
engineering devices. These flows are characterized by spatial and temporal
fluctuations in the flow field and display a spectrum of length scales, making
their study difficult. The presence of chemical reactions further increases the
complexity by coupling flow behavior to heat release that occurs at very small
length scales.
The objective of this work is development of predictive computational
tools for studying two distinct problems involving turbulent combustion. The
first involves flame stabilization in supersonic combustors, while the second
problem concerns soot formation. In this chapter, a brief background of these
problems of interest is first provided. This is followed by an introduction
to large eddy simulation (LES)/ probability density function (PDF) based
computational modeling of turbulent reacting flows. Finally, an outline of the
dissertation is presented.
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Figure 1.1: Schematic of a scramjet engine [1]. Major components of the
engine have been clearly marked.
1.1 Supersonic combustion
Hypersonic air-breathing aircraft employ a propulsion-integrated air-
frame design, wherein complex shock structures are employed for compressing
the air. For generating net positive thrust at extremely high speeds, total
pressure losses are minimized by using supersonic combustion ramjet (scram-
jet) engines wherein the internal flow is supersonic throughout the engine.
Figure 1.1 shows a schematic of a scramjet identifying major components.
Stable and robust supersonic combustors are critical for design and de-
velopment of scramjet engines. Since these combustors have mean velocities
that are greater than the speed of sound, the residence time for fuel particles is
extremely short, and is of the order of milliseconds. Also, supersonic combus-










Figure 1.2: Instantaneous density gradient contours for a Mach 2.2 cavity-
based supersonic combustor [12].
layer interactions that lead to high total pressure losses. Special design fea-
tures are therefore required for ensuring adequate mixing and reactivity, so
that acceptable combustion efficiencies can be obtained while maintaining low
total pressure losses due to shocks and boundary layers.
For attaining these objectives, several designs have been employed. The
simplest of these designs uses a jet-in-supersonic crossflow configuration for fuel
injection, which accelerates fuel jet breakdown, leading to faster small scale
mixing of fuel and oxidizer [2–5]. The injection of a fuel jet into a supersonic
crossflow leads to a strong bow shock at the interface of the two streams, which
creates boundary layer separation upstream of the fuel injector. The resulting
subsonic recirculation bubble provides longer residence times, and the increase
in static temperature in the near-wall region increases fuel reactivity, leading
to a stable reaction zone required for fuel-air mixing and ignition.
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Although transverse jets could be used as stand-alone injection de-
signs [6–8], other approaches that use an upstream step [9,10] or a cavity [5,11]
have been considered in order to reduce the pressure losses associated with jet-
based injection. For instance, figure 1.2 shows density gradient contours for a
Mach 2.2 cavity-based combustor. This combustor was designed and studied
experimentally at United Technologies Research Center [12], and includes hy-
drocarbon fuel injected within the cavity. Note that in spite of the cavity con-
figuration, strong shocks are present within the combustor, and combustion-
based instabilities can lead to drastic changes in the shock-structure poten-
tially leading to extinction. Consequently, a fundamental understanding of
the flow and reaction structures within supersonic combustors is necessary for
the design of reliable scramjet engines.
1.2 Soot formation
Soot particles are carbon compounds formed due to incomplete combus-
tion of hydrocarbon fuels, and are classified as particulate matter. Figure 1.3
shows an experimental piloted natural gas flame. Soot particles in this flame
are formed beyond 50 jet diameters, and are indicated by the radiating part
of this flame. In addition to adversely affecting the environment, soot par-
ticles are also know carcinogens and can cause several respiratory problems
in humans. Consequently, there is a significant motivation for reducing soot
emissions from aircraft and automobile engines.
Soot formation inside turbulent combustors is a highly unsteady pro-
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with non-sooting base region, where established techniques can be
applied to obtain measurements of interest, followed by a sooting
tip region. In addition, extensive experimental and numerical
investigations have previously been performed on these flames.
Therefore, an additional set of measurements of fv will add value
to these data.
The Delft burner, which was described in detail by Peeters et al.
[14], has been used to produce six well-defined, piloted, turbulent
non-premixed flames that are axis-symmetric with respect to the
mean. These span a range of natural gas velocities, primary air
velocities and temperatures, with ‘‘Flame III” being the most exten-
sively studied case. Previous measurements have been performed
at the base of the flame, where little or no soot is found, up to an
axial distance of 42 nozzle diameters (250 mm) from the fuel noz-
zle. These include laser-Doppler anemometry (LDA) of the flow
field [15], 2D laser-induced fluorescence (LIF) data of OH radical
concentration [16,17], coherent anti-Stokes Raman spectroscopy
(CARS) data of the mean temperature and temperature statistics
[18,19] and Raman Rayleigh LIF for simultaneous measurements
of temperature, major species and OH radical concentration [20].
The present investigation aims to provide detailed measure-
ments of fv in the upper region of ‘‘Delft Flame III”, where soot is
present. It also aims to provide new quantitative data for model
validation in addition to new insight and understanding of the dis-
tribution of soot in turbulent diffusion flames.
2. Experimental
The optical arrangement employed for the present investigation
is shown in Fig. 1. A multi-mode Nd:YAG laser (Brilliant B, Quantel)
operating at a wavelength of 1064 nm and a pulse length of !5 ns
was directed into a cylindrical lens with a vertical axis and then into
a cylindrical telescope with a horizontal axis to form a vertical laser
sheet of !82 mm height over a meter length. The thickness of the
sheet was calculated to be!300 lm at the centre axis of the burner.
The burner used in this study is described in detail by Peeters
et al. [14]. It consists of a round fuel tube of 6 mm inner diameter,
d, surrounded by an annular tube of ID and OD of 15 mm and
45 mm, respectively, through which primary air is supplied. The
pilot flames are positioned at the rim between the central pipe
and the air annulus. The experiment was performed with inlet con-
ditions similar to ‘‘Flame III”. Following Nooren et al.[20], Dutch
natural gas was simulated on a molar basis by diluting Adelaide
natural gas with nitrogen at a ratio of 0.15 moles of nitrogen with
every mole of Adelaide natural gas. The compositions of the fuel
are shown in Table 1. The fuel jet velocity was 21.9 m/s
(Re = 9700) and the primary air velocity was 4.4 m/s (Re = 8800).
The pilot flames were fed with a premixed mixture of hydrogen,
acetylene and air at an equivalence ratio of 1.7. The heat released
from the pilot flames was less than 1% of the total thermal power
of the flame. The flame length, as determined from the time-aver-
aged photograph of the flame in Fig. 2, was observed to be 150 noz-
zle diameters from the fuel nozzle under the specified
experimental conditions.
A traverse was used to move the burner vertically through the
measurement region to enable measurements to be carried out
for the entire sooting region of the flame. The extraction hood
was raised or lowered accordingly to maintain a constant distance
between the burner and the hood. A thousand instantaneous shots
were taken at each height. Slight overlapping of the images was al-
lowed in the flame traverse to reduce loss of information due to
image clipping as discussed in a later section.
Fig. 1. Schematic of the optical system used for LII measurement. BD, beam dump;
CT, cylindrical telescope; F, interference filter; L, lens; P, prism.
Fig. 2. Real colour photograph of the investigated ‘‘Delft Flame III” (Re ! 9700) with
simulated Dutch natural gas as fuel.
Table 1
Compositions of Dutch natural gas and nominal Adelaide natural gas, before and after
dilution.







CH4 91.99 79.89 81.29
C2H6 4.28 3.72 2.87
C3H8 0.19 0.17 0.38
C4H10 0.03 0.02 0.15
C5H12 0.01 0.01 0.04
C6H14 0.01 0.01 0.06
N2 0.93 13.97 14.32
O2 0.00 0.00 0.01
CO2 2.56 2.22 0.89




Figure 1.3: An experimental turbulent flame producing soot [13].
cess, and is typically characterized by soot production in fuel-rich high temper-
ature regions of the flow, followed by oxidation and the corresponding destruc-
tion of soot after dilution with air. The amount of soot emitted is the result of
the differences between these generation and oxidation processes. More impor-
tantly, the generation and oxidation processes are not continuous and occur
with very high intermittency, indicating that the temporal history of soot
precursors, turbulence-related strain, and combustion processes are critical in
determining emission levels. A fundamental understanding of these processes
is therefore necessary for development of efficient and clean combustors.
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1.3 Modeling turbulent reacting flows
Study of turbulent reacting flows discussed above poses a tremendous
challenge. Nonetheless, partly due to increasing computational power, signifi-
cant progress has been made in understanding these flows using computational
fluid dynamics (CFD). Turbulent fluid flow is governed by the Navier-Stokes
(NS) equations [14, 15], and a numerical solution to these equations leads to
the area of CFD. The most comprehensive approach in CFD is direct nu-
merical simulation (DNS) in which discretized NS equations are solved on a
computational grid. In DNS all scales of the flow field are resolved, resulting
in extremely detailed data sets. The size of the smallest scales in the flow
however, reduces with Reynolds number and as a result, the high computa-
tional cost associated with DNS of flows with even moderate Reynolds numbers
precludes its application in practical engineering configurations. Nonetheless,
DNS of canonical configurations is useful for fundamental studies, and for
model development and validation [16–21].
For practical configurations, the large eddy simulation (LES) method-
ology offers a viable alternative. Note that in DNS, 99% of the computational
effort is spent in resolving the small dissipative scales [14, 22]. Therefore, in
LES, large scale features of the flow are resolved, while models are used for rep-
resenting the effect of small scales. A filtering operation separates the resolved
(or filtered) scales and the unresolved scales. As a result of this, energy con-
taining large scales of the flow are accurately captured, making LES well suited
for studying processes like mixing, and hence chemically reacting flows [23].
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Nonetheless, models are required for subfilter turbulent stresses and chemical
reactions.
Combustion models for LES require subfilter correlations of the thermo-
chemical composition state-vector used for describing the chemical reactions.
These correlations are represented in terms of a one-point one-time joint prob-
ability density function (PDF) of this state vector. Depending on the com-
bustion model, this PDF could potentially be prescribed using an assumed
shape. For instance, in the steady laminar flamelet (SLF) approach [24, 25],
the thermochemical composition space is parameterized by a conserved scalar
called mixture fraction and its dissipation rate. The marginal-PDF of mix-
ture fraction is assumed to be a beta-function [26], while a delta-function is
used for describing the conditional-PDF of dissipation rate. This approach
towards modeling turbulence-chemistry interactions is computationally inex-
pensive since the joint-PDF is completely specified using only lower moments
of the PDF. Consequently, SLF based studies have been successfully employed
for studying several turbulent flame configurations [27–30] where chemistry is
fast and highly turbulent phenomenon like extinction are not present.
For more complex flows, reacting scalars need to be included. It should
be noted that the shape of the PDF for reactive scalars is problem dependent
and cannot be prescribed a priori. As a result, in problems involving slow
chemistry, or in high Mach number flows, the joint-PDF of the thermochemical
composition vector needs to be estimated in each computational cell by solving
a PDF transport equation. The corresponding approach leads to LES/PDF
7
methods for turbulent reacting flows.
1.4 Objective
In this work, computational tools based on the LES/PDF approach
have been developed for studying the two problems discussed in Sec. 1.1 and
1.2. Flame stabilization in supersonic combustors is characterized by strong
shock-turbulence-chemistry interactions. While the LES/PDF approach is well
suited for describing these subfilter correlations, existing methods for estimat-
ing the PDF were found to be inaccurate. Consequently, a novel approach
for solving the PDF transport equation has been developed for application in
shock-containing flows. Soot modeling in turbulent flames on the other hand,
involves complex interactions between the gas-phase composition, soot parti-
cles and the turbulent flow field. Subfilter interactions arising from chemical
reactions and soot particle dynamics are important, and have been modeled
using the PDF formulation.
1.5 Outline
Based on this framework, the outline of the dissertation is as follows.
Chapter 2 introduces the governing equations for the LES/PDF approach. The
PDF approach for supersonic combustion modeling is reviewed in Chapter 3,
and errors introduced by existing methods are discussed. A new approach
called semi-discrete quadrature method of moments (SeQMOM) is then de-
veloped. In Chapter 4, this new approach is used for studying several config-
8
urations including a supersonic cavity stabilized combustor. Next, Chapter 5
focuses on the problem of soot modeling in turbulent flames, and the corre-
sponding processes and models involved are discussed. In Chapter 6, numerical
results for a piloted sooting flame are presented with emphasis on the subfilter





The PDF approach provides a comprehensive description of small-scale
correlations between reacting scalars. In this chapter, governing equations
for reacting scalars are first described. This is followed by a discussion of
transport equations solved in LES. Finally, the PDF approach for turbulent
reacting flows is introduced.
2.1 Composition and enthalpy transport equations
In chemically reacting flows, transport equations need to be solved for
a state-vector which represents all reacting scalars. In flows involving purely
gas-phase combustion, this state-vector is the gas-phase thermochemical com-
position vector φ. When detailed chemistry models are used for representing
chemical kinetics, φ includes Ns species mass fractions and enthalpy, where Ns
is the number of species present in the chemistry model. On the other hand,
when flamelet-based models are used, φ includes variables used for tabulat-
ing chemistry. For the detailed chemistry formulation, transport equations for
species mass fractions and enthalpy are as follows [31,32]:
∂ρφα
∂t




+∇ · ρuφh = ∇ · ρDth∇φh + ρSh(φ) +
Dp
Dt




CpdT is the sensible enthalpy, Cp is the specific heat of the gas
at constant pressure, and T is the temperature. Dα is the diffusivity of the α
th
specie, and Dth is the thermal diffusivity defined as Dth = K/ρCp, where K is
the thermal conductivity of the fluid. In Eq. 2.2, Dp/Dt and τ : S represent
pressure derivative and viscous dissipation, while A(φ) represents differential
diffusivity effects. Specifically,













where Cp,α and Leα = Dth/Dα are specific heat, and the Lewis number corre-
sponding to the αth specie. Note that
∑
Cp.αφαT = φh. In Eq. 2.3, A(φ)→ 0
as Le→ 1. In the remainder of this work, the unity Lewis number assumption
is used such that Dα = Dth = D.
2.2 LES of reacting flows
In LES, equations for the large scale turbulent motions are formulated
by filtering the underlying Navier-Stokes equations [14]. The filtering opera-





ρ(y, t)Q(y, t)G(x− y)dy, (2.4)
where Q̃ is the Favre filtered Q field, ρ denotes the density field, and ρ de-
notes the filtered density field. The filtering kernel, G, would ideally remove
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all small scale information from the Q field. The filter kernel also contains a
parameter, ∆, which is the filter width or a characteristic length scale. All
scales smaller than the filter width, also termed as subfilter scales, have to
be modeled explicitly. Applying this filtering procedure to the flow equations,
and assuming that the filtering operator commutes with the differentiation op-




+∇ · ρũ = 0, (2.5)
∂ρũ
∂t
+∇ · (ρũũ + pδ − τ̃ ) +∇ ·Mu = 0, (2.6)





δ, where µ̃ is the dynamic viscosity, β̃ is the bulk viscosity, p is
the pressure, S̃ is the strain rate tensor, and δ is the identity tensor. Mu is the
modeled term in the momentum equation and is encountered when filtering
operation is applied to the non-linear convection term. This term represents
the effect of sub-filter turbulent stresses, and is closed using a Smagorinsky
eddy-viscosity model. Specifically,














where Muij and S̃ij are each components of subfilter stress and filtered strain
rate tensor, and turbulent viscosity µt = Csρ∆
2|S̃|. A dynamic model [33] is
used for determining the value of modeling constant Cs.
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+ τ̃ : S̃ + ρS̃h(φ)
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− ρS̃α(φ) +∇ ·Mφα = 0, (2.9)
Mh and Mφα are modeled terms in the enthalpy and species transport equations
resulting from filtering the non-linear convection term. In Eq. 2.8, Dp/Dt and
τ̃ : S̃ represent pressure derivative and viscous dissipation. Subfilter corre-
lations arising from these quantities have been neglected [34–36]. Note that
in problems involving reactions with solid-phase particles like soot or nano-
particles, additional scalars that describe the appropriate number density func-
tions (NDF) need to be accounted for [37–40]. As discussed later in Chapter
5, governing equations for these scalars have a form similar to Eq. 2.9, and
therefore the discussion that follows here is directly applicable to the above
problems as well.
In the context of combustion modeling, the primary issue is the closure
of the chemical source term S̃(φ) in Eq. (2.8) and (2.9). The filtered chemical
source term cannot be accurately computed using the filtered scalar values.
Instead, the approach used here is to describe the subfilter distribution of the
scalars using a one-point one-time joint PDF of φ. The PDF approach is
discussed next.
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2.3 PDF approach for combustion modeling
The PDF is defined as a mass density function [41–44] as follows:
ρ(x, t) =
∫
F (ψ; x, t)dψ, (2.10)
where F stands for the one-time one-point PDF. ψ denotes the sample space
variables corresponding to the random state vector φ. The moments of the








where α and β denote components of φ. The main advantage of this technique
is that the chemical source term, which is a complex and non-linear function
of the composition vector and temperature, can be expressed without any
modeling. Similar to Eq. 2.11, the filtered chemical source term could be
computed by convolution with the PDF. Since the PDF itself is a function of
space and time, and is highly problem dependent, it needs to be evolved along
with the LES flow equations by solving a PDF transport equation.
2.3.1 The modeled PDF transport equation
A detailed derivation of the transport equation for the joint-PDF of
φ has been discussed from first principles in Appendix A. The exact PDF
transport equation from Eq. A.6 is
∂F
∂t























In the above equation, derivatives in physical space and time have been written
on the left-hand side, whereas derivatives in sample space are on the right-hand
side. Further, note that while the reaction source term S(φ) is in closed form,
all conditionally averaged terms need to be modeled. The first of these terms
is ũ|ψ, and represents velocity-scalar correlations. A gradient diffusion model
is used for representing its subfilter component [22,43,45,46] such that
∇ · ũ|ψF = ∇ · ũF −∇ρDt · ∇F/ρ, (2.13)
where Dt is the turbulent diffusivity.
The first term on the right hand side of Eq. (2.12) is the conditional





∇ · ρD∇φα|ψ = ∇ρD · F/ρ−
∂
∂ψα
(MFF ) , (2.14)
where MFF represents the modeled subfilter conditional mixing term. Models
for this term are also called micro-mixing models, and have been the focus of
research in PDF methods [43, 47–49]. Fox [22] provides a detailed discussion
about subfilter mixing, and based on several physical requirements, specifies
constraints that the corresponding models need to satisfy. While several micro-
mixing models are available, none of the currently available models satisfy all
of these constraints. One of the most widely used models for micro-mixing is
the interaction by exchange with the mean (IEM) model [42,43,50,51]. In this
work, the IEM model will be used for micro-mixing. This model assumes a









Here τ is a mixing time-scale that needs to be specified, and is modeled based







where, Cmix is a mixing coefficient that needs to be specified.
Finally, the last term in Eq. (2.12) represents correlations between
enthalpy, pressure and viscous dissipation. In this work, these correlations
are accounted for only in the filtered scales; meaning subfilter correlations












+ τ̃ : S̃
)
. (2.17)
Note that in low Mach number flows, the pressure derivative as well as the
viscous dissipation terms are often negligible, and are dropped from the PDF
transport equation [43,45].
Solution to the PDF transport equation (Eq. 2.12) provides information
about the joint-PDF of φ. However, this equation spans Ns + 5 dimensions,
where Ns is the number of gas-phase species used for representing chemical
kinetics. Thus, even for small Ns, the PDF transport equation is high di-
mensional, and cannot be solved using conventional finite difference or finite
volume methods. Instead, specialized approaches that are computationally
tractable have to be used, and are discussed next.
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2.3.2 Solving the PDF transport equation
For solving the PDF transport equation, both stochastic [42, 44, 45,
51–53] and deterministic approaches [22, 35, 54] have been developed. In the
stochastic approach, a notional particle ensemble is evolved in time, physical,
and composition spaces to indirectly obtain the solution to the PDF transport
equation. The stochastic approach can be further divided into Lagrangian
[42, 44, 45, 55] and Eulerian [52, 56] techniques. These methods are coupled
to a deterministic LES solver in order to evolve the flow system [41, 44, 57,
58]. This approach has been shown to be highly accurate in several flow
configurations [41–44,50,59].
The deterministic approach for solving the PDF transport equation is
called the direct quadrature method of moments (DQMOM) [22,54,60]. In the
fully Eulerian DQMOM approach, the PDF is represented in terms of a finite
number of weighted delta function, with each delta function characterized by
its weight and location in composition space. Transport equations for these
weights and abscissas are then used to obtain the filtered moments of the
composition variables as a function of space and time.
These methods for solving the PDF transport equation have been dis-
cussed in detail in Chapter 3 and 5. In the next chapter, we use the LES/PDF
approach introduced in this chapter for supersonic combustion modeling.
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Chapter 3
PDF approach for supersonic combustion
modeling
The flow-field inside supersonic combustors is highly compressible with
significant interaction between chemical heat release and shock dynamics. The
combustion model therefore needs to be robust and well-defined under such
extreme conditions. The PDF approach is well suited for this application.
However, stochastic PDF methods introduced in Sec. 2.3.2 can lead to signifi-
cant numerical errors when applied in shock-containing flows [36]. One reason
for this is that stochastic algorithms have inherent statistical fluctuations that
can couple with shock-induced numerical oscillations leading to numerical in-
stabilities in the LES solver. Also, in confined supersonic flows, the large
variations in velocity (zero at the wall to supersonic speeds at the core) could
potentially lead to additional issues such as adverse particle number density,
which is often corrected by using spatially diffusive procedures [61]. Finally,
in any flow, the mixing model introduces another source of numerical diffusion
unless specialized algorithms are used to compute the mean concentration in
each cell. This aspect is more pronounced when large fluctuations exist in the
field variables.
18
Consequently, for supersonic combustion modeling, the alternative DQ-
MOM approach which is Eulerian and deterministic could be used. While this
approach has been used previously in both subsonic [54,60,62] and supersonic
flows [35], numerical errors associated with practical LES implementation in-
troduce a number of issues. It is shown in this study that in the particular
application to non-premixed combustion, the DQMOM transport equations
may lead to inconsistent evolution of moments resulting in invalid moment
sets.
In this chapter, the DQMOM approach is first discussed in detail. The
main sources of numerical errors in DQMOM are then studied. Finally, to
improve the numerical accuracy of the quadrate approach, a moment-based al-
ternative called the semi-discrete quadrature method of moments (SeQMOM)
is developed.
3.1 Quadrature based moment methods
In quadrature based moment methods, a set of finite number of mo-
ments is used to reconstruct the PDF [22]. In general, the PDF is assumed to
be composed of component presumed-shapes, which are parameterized using
a finite set of variables. Moments of the PDF are then used to obtain these
variables. For instance, the PDF could be approximated by a finite set of Dirac
delta functions. Each delta function is then characterized by its location in
composition space (abscissas) and a height (weight). For compressible flows,
the joint-PDF of species mass fraction and sensible enthalpy from Eq. (2.10)
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Figure 3.1: Schematic of marginal PDF of φα approaximated using 4 delta
peaks. The weight and abscissa corresponding the the first delta peak have
been clearly marked.







δ(ψα − ψαn), (3.1)
where, Ne is the number of delta functions used in the approximation. ψαn
and ζn are abscissas in the sample space corresponding to the m
th specie and
enthalpy, and the nth delta function. wn is the weight corresponding to the n
th
delta function. To illustrate this, Fig. 3.1 shows the schematic of a marginal
PDF of φα represented using Ne = 4. For a system with Ns species, the PDF
can thus be specified using Ne weights and (Ns + 1)Ne abscissas.
These weights and abscissas can be obtained in two different ways. In
the first approach, moments of the PDF transport equation can be evolved, and
the weights/abscissas can be obtained from these moments [63]. In the second
approach, transport equations could be obtained directly for the weights and
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abscissas [22]. Below, both these techniques are discussed as a prelude to
introducing the sources of numerical errors.
3.1.1 Quadrature method of moments (QMOM)
The QMOM approach is widely used for solving population balance
equations [63]. Using the definition of the PDF, the unmixed moments of












where φ̃jα represents jth moment of the αth specie. Moments of sensible en-
thalpy can be similarly defined. In the QMOM approach, transport equations
for these moments are solved, which are obtained by appropriately integrating
the PDF transport equation (Eq. 2.12).
∂φ̃jα
∂t
+∇ · ũφ̃jα −
1
ρ












+∇ · ũφ̃jh −
1
ρ















+ τ̃ : S̃
)
(3.4)
Equations (3.3) and (3.4) govern the transport of moments of species mass
fraction and sensible enthalpy, respectively. Here φ̃jh represents j
th moment
of sensible enthalpy. The first term on the right hand side in both equations
denotes subfilter mixing that is modeled using the IEM model (Eq. 2.15). The
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second term on the right hand side arises from the chemical source term, and
requires the computation of weights and abscissas for closure. The last term
in Eq. (3.4) represents source terms due to pressure gradient and viscous
dissipation. For estimating reaction source terms, at every point in space
and time, weights and abscissas need to be computed by solving a system of
(Ns + 2)Ne nonlinear moment equations obtained from Eq. (3.2). Hence, the
QMOM approach requires numerical algorithms that can efficiently solve such
a nonlinear system of equations.
This method has been successfully applied to a variety of problems in
aerosol modeling that use a univariate particle size distribution [22, 63]. For
such problems, the product difference algorithm [63,64] can be used to calcu-
late weights and abscissas by solving an eigenvalue problem for a matrix of
modified integer moments. This method is computationally inexpensive and
robust. However, extension of the product-difference algorithm to multivari-
ate PDFs is nontrivial and has not been widely studied. While numerical
algorithms for solving this nonlinear problem can be constructed (such as the
Newton-Raphson method [65]), such iterative techniques are not robust and
are sensitive to initial conditions. Chemical reactions with high scalar pro-
duction rates tend to change the abscissas significantly between time-steps,
making solutions from the previous time-step unsuitable for initialization. As
a result, a lack of reliable initial conditions that guarantee convergence prohibit
the use of these algorithms in reacting flows.
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3.1.2 Direct quadrature method of moments (DQMOM)
The inversion of moments is a significant bottleneck in the use of the
QMOM approach. This issue is overcome using the DQMOM technique. The
DQMOM approach was developed by Fox [22, 60], and has since been used
for solving a variety of problems involving multivariate PDFs [66–68]. Re-
cently, this technique has been extended to the composition-enthalpy PDF
transport equation [35, 54, 69]. In this method, transport equations that de-
scribe evolution of the quadrature weights and weighted abscissas are solved.
These equations are obtained from the transport equation of the composition-
enthalpy joint PDF (Eq. 2.12) by substituting the quadrature form of the PDF
from Eq. (3.1). This leads to transport equations of the form
∂ρY
∂t
+∇ · ρũY −∇ · ρ(D +Dt)∇Y = ρB, (3.5)









Source terms an, bα,n and cn need to be computed by matching (Ns + 2)Ne
moments of the PDF. Typically an is set to zero, which decouples the weights
from the evolution of the scalar moments [22, 68]. This permits a simple
extension of the method to multivariate problems. The source terms, bα,n and
cn, are computed by matching Ne lower integer moments of the α
th scalar and
enthalpy respectively [22, 54]. For a two point quadrature representation of
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the PDF, bα,n and cn are given by [22,54]
bα,n =(D +Dt)


































+ τ̃ : S̃
)]
(3.8)
By directly solving transport equations for the quadrature weights and weighted
abscissas, DQMOM eliminates the need for complex moment inversion al-
gorithms. Also, the Eulerian nature of Eq. (3.6) makes DQMOM signif-
icantly computationally less expensive in comparison with stochastic PDF
methods [22,54], and enables easy implementation in standard CFD solvers.
3.2 Numerical errors in DQMOM
While the DQMOM approach overcomes the hurdle of inverting scalar
moments to obtain the weights and abscissas, the presence of gradient-type
source terms (Eq. (3.7)) is a potential source of numerical errors in LES com-
putations. In this section, these numerical errors are discussed. Note that
the numerical errors considered in this work are specific to LES. In the RANS
approach, grid convergence is sufficient to remove the errors discussed below.









Figure 3.2: Schematic of a fuel jet injected into co-flowing air indicating bound-
ary conditions for weights and abscissas of the fuel specie and the interface
between the fuel and oxidizer.
requires that the numerical solutions for a given computational grid incur the
least error.
The focus of this work is non-premixed combustion, where two streams
with differing species composition enter the computational domain. The com-
position changes between the streams manifest as differences in weights and
abscissas (and consequently moments) at the stream interfaces, leading to
steep gradients in regions where mixing is important. Figure 3.2 shows the
schematic of a fuel jet injected into co-flowing air. Boundary conditions for
weights and abscissas and the interface between the fuel and oxidizer are shown
here. Although these sharp changes are associated with both moments as well
as the weights and abscissas, these conditions unduly affect the DQMOM
equations.
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In solving the DQMOM equations, two separate sources of numerical
issues can be identified. These are the numerical discretization of the con-
vective and diffusive terms, and the numerical evaluation of the source terms.
The latter source of error is primarily due to the inaccurate representation
of numerical gradients on a grid that is not sufficiently adequate to support
the range of wavenumbers present in an LES computation. All known LES
computations rely on the grid-based filtering approach, where the computa-
tional mesh acts as an implicit filter since it does not allow any scales smaller
than the smallest mesh spacing to be supported. However, numerical errors
scale with wavenumber [70,71], and are highest close to the mesh-scale. Con-
sequently, the near-filter scale features in LES are contaminated by numerical
errors [72,73]. Practically, the evaluation of gradient-based quantities is poorly
approximated [72,73]. As a consequence, the gradient-based terms in bαn and
cn are always underpredicted in any discretization scheme, with steeper gradi-
ents leading to higher errors. Since the gradient terms provide the dispersion
of the abscissas or the generation of subfilter variance, underprediction of this
term leads to artificial mixing. Note that the expression for source terms
bαn and cn includes division by distance between the abscissas. As a result,
apart from the discretization-based errors, estimation of these source terms
leads to additional numerical issues when the abscissas are close to each other.
Methods to address these issues have been discussed by Akroyd, et. al. [69]
and Koo, et. al. [35], and the resulting errors arising from these terms in the
DQMOM formulation are independent of the errors discussed here.
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The discretization-based errors associated with the convective and dif-
fusive operators require more in-depth analysis. Since convective errors are
more detrimental due to the nonlinearity of the term, we focus on this aspect
here. The issue of numerical errors associated with diffusive operators in the
context of scalar moment equations has been studied elsewhere [73]. For the
sake of the present discussion, a one-dimensional periodic domain is used. The
focus here is the convective transport of scalars, since the numerical solution
to the corresponding hyperbolic system is often the source of numerical issues.
In this test case, an idealized PDF transport equation is considered.
∂F
∂t
+∇ · uF = 0 (3.9)
Here F is the PDF of a single conserved scalar. By approximating the PDF
using Ne-point quadrature, 2Ne transport equations for weights and weighted
abscissas that are solved in DQMOM are obtained.
∂Y
∂t
+ u · ∇Y = 0 (3.10)
Here, Y is a vector of weights and weighted abscissas as defined in Eq. (3.6).
The corresponding transport equation for moments is obtained from Eq. (3.3).
∂M
∂t
+ u · ∇M = 0 (3.11)
Here M represents a vector of integer moments of the scalar with components
φ̃j. An Ne quadrature point DQMOM formulation is expected to accurately
reproduce Ne+1 lower integer moments (i.e. [φ̃0, φ̃1, ..., φ̃Ne ]) of the univariate
PDF under consideration. For the simple case under consideration, Eq. (3.11)
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can be numerically solved. The corresponding solution leads to the method
of moments (MOM). If the numerical scheme is conservative, the moments
themselves are conserved and lead to a valid moment set.
For studying the effect of the DQMOM formulation on transport of
moments, Eq. (3.10) and (3.11) are solved in a periodic one-dimensional do-
main spanning [0,1]. The convective velocity is assumed to be unity, and is
constant throughout the domain. First order numerical schemes are used for
spatial and temporal discretization. The time step is computed as ∆t = c∆x,
where c = 0.1. Step conditions are used for initializing weights and abscissas
and are shown in Fig. 3.3. Initial conditions for moments are obtained from
the weights and abscissas using Eq. (3.2). These step conditions are represen-
tative of discontinuities in the scalar field encountered in problems involving
non-premixed or partially premixed fuel injection, and are arbitrary enough
to be extended to any specific problem.
The hyperbolic nature of Eq. (3.11) leads to a simple analytical solu-
tion wherein the initial scalar profile is merely convected in space. In Fig. 3.4,
evolution of the second moment computed using MOM and DQMOM is com-
pared with the analytical solution. To evaluate the role of grid size, two cases
with grid spacings of 0.01m and 0.001m have been used. Solutions are pre-
sented after 0.1 sec, which corresponds to 0.1 flow-through time. It is seen that
numerical discretization introduces error in estimating the convection term in
both methods. However, the numerical error in MOM reduces as the grid
spacing is reduced, and follows the convergence rates (not shown) dictated by
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Figure 3.3: Initial conditions for weights and abscissas.
the truncation error. DQMOM, on the other hand, introduces different kinds
of numerical errors that do not seem to converge rapidly as dictated by the
truncation terms in the Taylor’s series expansion.
To understand the differences in the errors from both methods, a de-
tailed analysis of the discretization errors is warranted. Consider
∂M
∂t
+ u · ∇M = εMOM , (3.12)
where εMOM represents numerical error due to finite difference discretization of
Eq (3.11) and its magnitude depends on the order of accuracy of the numerical
methods used. Similarly, discretization error from Eq. (3.10) is represented by
εY . Moment transport equations in DQMOM are constructed from transport
equations for weights and weighted abscissas leading to the following relation
for the error terms:
εDq = J εY (3.13)
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Figure 3.4: Evolution of the second moment in a periodic one dimensional
environment. Solution after 0.1 flow-through time computed with mesh sizes of
0.01m (blue) and 0.001m (red) using the method of moments (MOM) (colored
dashed lines) and DQMOM (solid lines), and is compared with the analytical
solution (dotted black line).
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Here J = ∂M/∂Y is the Jacobian matrix, and εDq represents error in es-
timating the moments when DQMOM is used. For a two quadrature point






 1 1 0 00 0 1 1
−ψ21 −ψ22 2ψ1 2ψ2
 (3.14)
If the numerical schemes used to solve Eqns. (3.10) and (3.11) have
similar truncation errors, it can be expected that the εY and εMOM have
similar magnitude. As a result, the constant values in the first two rows of J
imply that the transport equations for the corresponding moments are linearly
dependent on transport equations of weights and weighted abscissas, leading
to an evolution of these moments that is always consistent with the MOM
approach. Evolution of φ̃2 however is a non-linear function of εY and hence,
in general, leads to a solution which is different from the MOM solution.
When the scalar fields are smooth, the difference in the evolution of MOM
and DQMOM-based moments is not very significant. However, when step-
changes in the abscissas are present, these errors are amplified. Consequently,
even with first-order finite-difference approximation, a bounded solution for
the moments is not obtained with the DQMOM technique. By extending this
argument to Ne > 2, such nonlinear errors will be present in φ̃2 and higher
moments of the PDF. Since these gradients are present at the interface of
the fuel and oxidizer, which is the region of utmost interest in terms of scalar
mixing and the PDF description, these numerical errors introduce a significant
shortcoming of the DQMOM approach.
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The main result of this numerical study is that moment transport equa-
tions are valid near discontinuities in the field. However, the weight and ab-
scissa equations do not satisfy any conservation rules. Consequently, the errors
associated with the discretization of the convection term leads to large errors
in the moments predicted by the DQMOM approach. Further, moment trans-
port equations (Eq. 3.3) obtained from the composition PDF transport equa-
tion (Eq. 2.12) do not contain gradient-based source terms, and is hence less
error-prone in grid-filtered LES [72, 73]. However, inversion of the moments
to obtain the weights and abscissas remains a significant hurdle in the use of
the MOM approach. Next, a new methodology is proposed that leverages the
advantages of both the DQMOM and MOM approaches, and eliminates the
disadvantages of these techniques.
3.3 Semi-discrete quadrature method of moments (Se-
QMOM)
The objective of the SeQMOM approach is to combine the favorable
characteristics of moment-based solutions near discontinuities with ease of in-
version of moments displayed by the DQMOM approach. As a starting point,





where Y is the vector of weights and weighted abscissas defined in Eq. (3.6),
and M is a vector of moments of the PDF. In the context of moment transport
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where J = ∂M/∂Y and ∂Mα/∂t is obtained from moment transport equa-
tions. J is analytically computed from Eq. (3.2). Equation (3.16) represents
a linear system of equations that is used for evolving weights and weighted
abscissas such that they are always consistent with moments. This approach
estimates weights and weighted abscissas using discretized moment transport
equations, and is therefore called semi-discrete quadrature method of moments
(SeQMOM). The only requirement is that J does not become singular at any
location of the domain. As will be explained later (see Sec. 3.4.3), such extra-
neous conditions can be handled by reverting back to DQMOM locally.
While in theory, M could contain cross-moments of species, only pure
moments are used in this work. The use of IEM model for the micromix-
ing term (see Sec. 2.3) is consistent with this restriction, since the evolution
of scalar covariances is not captured by this model. Previous studies using
DQMOM [35, 54, 62] have shown that this approach leads to an acceptable
agreement with experiments as well as Lagrangian transported PDF methods.
The use of unmixed integer moments additionally reduces the numerical com-
plexity involved in solving Eq. (3.16) by decoupling the evolution of weighted
abscissas of individual species1.
1Note that a weak coupling still exists via the combustion source term
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The Ne integer moments of each species can now be used for computing








Here, Mα is a vector of Ne unmixed integer moments of the α
th specie, w is a














where, Jα = ∂Mα/∂Yα and Jw,α = ∂Mα/∂w. An identical equation can be
constructed for estimating abscissas of sensible enthalpy. In this formulation,
weights need to be separately specified. One way of estimating weights is by
constructing a system similar to Eq. (3.16) using moments of the fuel species
or a conserved scalar such as mixture fraction [25]. Y in this case would
contain weighted abscissas of fuel species or mixture fraction, and weights w.
Weighted abscissas of other species obtained using these weights in Eq. (3.18)
would then be conditioned on moments of the fuel species or mixture fraction.
This approach, however, can lead to negative conditioned abscissas when fuel
species or mixture fraction have low variance, making the solution unphysical.
Instead, we solve a separate transport equations for weights, as follows:
∂ρw
∂t
+∇ · ρũw −∇ · ρ (D +Dt)∇w = 0, (3.19)
where, w is a vector of Ne weights. This conserved scalar evolution of weights
is identical to that used in DQMOM (Eq. 3.5). The primary advantage of this
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approach is that it makes evolution of weights independent of species. While
the problem of negativity of abscissas is greatly reduced, non-negativity is still
not guaranteed, and will require an additional treatment (see Sec. 3.4.3).
The SeQMOM transport equation (Eq. 3.18) is constructed for the
weights and weighted abscissas, which, like DQMOM, eliminates the need
for moment inversion algorithms. However, unlike the DQMOM approach,
the transport terms in the equation are evaluated using the moments, which
was shown to be accurate in the 1-D test case (Sec. 3.2). Further, the use
of moments-based evaluation reduces the error induced by the presence of
gradient terms in the DQMOM source terms.
Note that numerical problems resulting from the DQMOM formula-
tion have been previously reported in the areas of polydisperse multiphase
flows [74–76] and rarefied flows [77, 78]. While the primary focus of these
studies was ill-conditioning of DQMOM equations, moment based approaches
were introduced to overcome these issues. The resulting conservative moment
formulation was nonetheless found to be superior to the DQMOM formula-
tion. However, these methods can best be categorized as variations of QMOM,
which will require an inversion algorithm to compute the source terms, and
were therefore not applicable in the current context.
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Figure 3.5: Evolution of the second moment of a conserved scalar obtained
using various methods after 0.1 flow through time. Note that the solution
obtained from SeQMOM is very similar to that obtained from MOM.
3.4 Numerical characteristics of the SeQMOM approach
3.4.1 Accurate estimation of moments
The SeQMOM approach explicitly ensures agreement of estimated ab-
scissas with moment transport equations. This is demonstrated using the nu-
merical example from Sec. 3.2. Figure 3.5 compares the evolution of the second
moment of a passive scalar computed using SeQMOM, DQMOM and MOM
with the analytical solution after 0.1 flow-through time. The mesh size used
here was 0.001 m. It is seen that the moments computed from the abscissas
predicted by SeQMOM agree with MOM even in regions of high gradient.
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3.4.2 Convergence and order of accuracy
For estimating the order of accuracy, the numerical error in transporting
moments using SeQMOM is computed with various numerical schemes and
grid sizes. The moment transport is approximated by Eq. (3.11). A two-
point approximation is used for representing the quadrature PDF. The initial
conditions for the PDF are obtained based on the following conditions for the
weights and abscissas:
w1 = 0.5 + 0.4sin(2πx), w2 = 1− w1,
ψ1 = 0.8 + 0.1sin(2πx), ψ2 = 0.2 + 0.1sin(2πx). (3.20)
These conditions lead to a smooth initial profile for the moments, which en-
sures minimal numerical dispersion. The domain spans [0,1] and the number of
grid points is varied from 25 to 400 cells. A third order Runge-Kutta method is
used for integration in time. The L2 norm of the error for the second moment
is computed using the exact solution for this problem. Table 3.1 compares
the L2 norm of error and the corresponding order of convergence obtained by
using a first order upwind, second order central, and third order QUICK [79]
scheme. The order of error convergence shows that SeQMOM reproduces the
order of accuracy expected from these numerical schemes. This study shows
that SeQMOM can be used with higher order numerical techniques employed
in LES without any change in the accuracy of the underlying scheme. How-
ever, to ensure realizability, additional issues discussed in Sec. 3.4.3 have to
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Table 3.1: L2 error for the second moment computed using SeQMOM.
Grid size L2 error L2 order
First order 25 18.7x10−10 -
upwind 100 4.5x10−10 1.01
400 1.1x10−10 1.003
Second order 25 15.6x10−11 -
central 100 0.95x10−11 2.006
400 0.06x10−11 2.002
Third order 25 28.9x10−12 -
QUICK 100 0.44x10−12 3.0
400 0.01x10−12 3.0
be considered.
3.4.3 Robustness of the approach
Although the SeQMOM approach accurately reproduces moments of
the PDF, the differential-algebraic nature of Eq. (3.18) precludes its direct
implementation in complex numerical simulations. The first problem is en-
countered due to ill-conditioning of the SeQMOM equations (Eq. (3.18)).
These equations are well-defined as long the Jacobian matrix, Jα, is not sin-
gular. If the delta peaks are too close to each other, then this matrix will
approach the singularity condition, making it impossible to estimate the ab-
scissas. The second problem is related to the physical bounds for abscissas of
the PDF. For the composition-enthalpy joint-PDF, any method must ensure
positivity and boundedness of not only the moments, but also the abscissas of
the PDF. For instance, abscissas of composition variables should be between
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0 and 1. One source of unphysical abscissas is dispersion errors resulting from
the use of higher order numerical schemes for transporting moment vectors in
the presence of discontinuities [80]. In general, the SeQMOM approach does
not guarantee that abscissas estimated from the moments would be within any
physical bounds.
Note that the problem of ill-conditioned equations occurs in the DQ-
MOM approach also. Here, the source terms for the abscissas will become
singular (Eq. (3.7), (3.8)) under similar conditions as well. This problem
however, can be addressed by suitably restricting these source terms when ab-
scissas are close to each other [35,69]. Also, DQMOM has a transport equation
based evolution of weighted abscissas. By using total variation [81] or scalar
bounded [79] schemes, it is possible to ensure positivity. Based on these ob-
servations, a hybrid SeQMOM-DQMOM approach is proposed as a practical
alternative to ensure robustness. The DQMOM-based estimation of the PDF
can thus be used in spatial locations where SeQMOM is not applicable. Here,
the DQMOM transport equations (Eq. 3.5) are evolved simultaneously along
with the SeQMOM equations. While this increases the computational cost,
it also ensures robustness. Compared to stochastic approaches, this hybrid
method is still significantly cost-effective.
The use of the DQMOM solution in some parts of the domain will
invariably reduce the accuracy associated with the SeQMOM approach. How-
ever, it should be noted that the DQMOM and SeQMOM equations evolve
identically in regions that do not have steep gradients. The problem of ill-
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conditioning occurs only when the abscissas collapse in composition space,
which occurs in regions where the mixing is complete. In these regions, the
shape of the sub-filter PDF is simple, and the use of the DQMOM approach
will not introduce significant errors.
The realizability error resulting from scalar discretization schemes is
difficult to handle. It is possible to use bounded non-linear discretization
schemes [81, 82] that will guarantee that the DQMOM solution stays within
the scalar bounds. While this will ensure that the moments stay positive,
it is still possible that the moment set is unrealizable. Alternately, moment
correction [80] or realizable schemes for moments [83] could be used. For the
test cases discussed here, bounded scalar schemes were found to be sufficient
to guarantee realizable moment sets in regions of interest.
Finally, in the hybrid formulation, the solution switches between Se-
QMOM and DQMOM based on the criterion discussed in this section. This
switch primarily represents how the source terms are evaluated, thereby im-
plying only a change in the composition-space evolution rate. Consequently,
this procedure has minimal impact on the evolution equations in terms of nu-
merical stability. The impact of the hybrid formulation on accuracy is further
evaluated in greater detail using a numerical example in Sec. 4.2.
3.5 Summary
The quadrature based approach for solving population balance equa-
tions was presented in this chapter, with specific emphasis on DQMOM. Nu-
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merical errors in DQMOM severly restrict its accuracy, and therefore an alter-
native SeQMOM approach was developed using a conservative moment-based
formulation. Key numerical properties of this new method were then discussed.
In the next chapter, computational studies using SeQMOM are presented for
flows of engineering interest.
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Chapter 4
LES-based studies using SeQMOM
In this chapter, the numerical implementation of SeQMOM in a prac-
tical LES solver is first discussed. This is followed by an inert planet jet
simulation where the ability of the new approach towards representing higher
moments of the PDF is evaluated. A supersonic reacting jet and a cavity
stabilized combustor are then studied using the LES/SeQMOM approach.
4.1 LES-based numerical implementation
The SeQMOM equations are implemented in a high Mach number LES
solver developed in-house [84,85]. For shock capturing, a 5th order WENO [81]
scheme is used for computing convective fluxes in the continuity and momen-
tum equations. A dynamic Smagorinsky model [33] is used for closing the
subfilter stress term in the momentum equation. Enthalpy and scalar fluxes
are computed using a third order QUICK [79] scheme. An MPI-based parallel
implementation allows efficient computation of large problems. Further details
of the flow solver can be obtained elsewhere [84–86].
In the hybrid SeQMOM-DQMOM approach, Ne(2Ns + 3) transport
equations need to be evolved. This includes Ne equations for weights based
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on Eq. (3.19), Ne(Ns + 1) equations for moments using SeQMOM based on
Eq. (3.3) and (3.4), and Ne(Ns+1) equations for DQMOM weighted abscissas
based on Eq. (3.5). Filtered values of the reaction source terms ˜φj−1α Sα(φ) and
˜φj−1h Sh(φ) in the moment transport equations are estimated from knowledge
of the weights and abscissas of the joint-PDF. For instance,





α,i Sα(ψi, ζi), (4.1)
where, [ψi, ζi] is the composition-enthalpy vector for the i
th quadrature point.
In Eq. (3.18), Jacobian matrices Jα and Jw,α are analytically evaluated so that
the solution to the corresponding differential-algebraic system of equations is













Jh and Jw,h have a similar form. Here, note that |Jα| ∝ (ψα,2 − ψα,1). Hence,
for avoiding the problem of ill-conditioning discussed in Sec. 3.4.3, DQMOM-
based abscissas are used in grid cells where the distance between the abscissas
is smaller than 5% of the mean value. In all other cells, the SeQMOM-based
abscissas are estimated and checked for their respective physical bounds. In lo-
cations where their values are unphysical, DQMOM-based abscissas are used,
and moment fields are re-evaluated using the updated abscissas. For conve-
nience, the hybrid SeQMOM-DQMOM approach is henceforth referred to as
simply the SeQMOM approach.
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The boundary conditions for the PDF are based on values of the cen-
tered moments. Typically, this includes specification of mean species mass
fractions and enthalpy, with variance set to zero. For instance, the fuel mass
fraction φ̃fuel is set to 1, while the variance φ̃′′2fuel is set to zero at the fuel
inlet. In the context of quadrature based methods, two approaches have been
previously used for specifying the boundary conditions [35, 54, 69]. With a
two-point quadrature representation of the PDF, the boundary conditions for
weights and abscissas can be specified as: (a) w = [1, 0], ψfuel = [1, 0], or (b)
w = [t, 1 − t], ψfuel = [1, 1], where 0 < t < 1. Note that both DQMOM as
well as SeQMOM solve transport equations for weighted abscissas. Therefore,
as noted by Koo, et. al. [35], estimation of abscissas can encounter numeri-
cal singularities when one or more weights are close to zero. In this context,
method (b) is desirable since the singularity condition for weights is avoided.
Another advantage with method (b) is that boundary conditions for higher
Ne are straightforward. In this work, method (b) is used for specifying the
boundary conditions.
When implemented with detailed chemistry mechanisms, SeQMOM re-
quires numerical integration of the chemistry source term using a stiff ordinary
differential equation (ODE) solver. In each computational cell, the number of
calls to the ODE solver is equal to the number of quadrature points used for
representing the PDF. Typically, the ODE integration step incurs the largest
computational cost. In this work, an MPI-based algorithm was developed that
significantly reduced the computational cost. The algorithm utilizes the fact
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that only a small fraction of the computational domain has conditions suitable
for combustion. Consequently, when a large number of processors are used for
computations, only a handful of processors end up using ODE integration,
thereby adversely affecting parallel efficiency. Keeping this in mind, first, cells
that require ODE integration are identified based on composition and enthalpy
variables for a given quadrature point. One way of doing this is by roughly
estimating the chemistry time scale based on reaction source terms, and then
comparing it with the solver time-step. Next, integration of ODEs is equally
divided between all processors. For instance, if x cells require ODE integra-
tion, each processor is assigned x/Nproc ODE problems, where Nproc is the
total number of processors used. This load-balancing greatly increases paral-
lel efficiency. For example, the use of this algorithm in the study in Sec. 4.4
reduced total computational time by a factor of 3.
4.2 Non-reacting compressible jet
In this study, the SeQMOM approach is used for studying the evolution
of a conserved scalar in a non-reacting planar jet. The flow configuration
consists of a central fuel jet with two co-flowing streams on either side. A
two delta-peak (Ne = 2) representation is used for representing the PDF.
For comparative evaluation, scalar evolution is simultaneously tracked using
method of moments (MOM) and DQMOM. For Ne = 2, an equivalent MOM
computation requires solution to the first two integer moments of the fuel
fraction. Boundary conditions for the jet and co-flow streams are given in
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Mach No. 0.5 0.8
Temperature (K) 300 250
Density(kg/m3) 1.41 1.0
Table 4.1. Time-varying turbulent inflow obtained from a separate channel
simulation was used for specifying velocity, density and temperature at the
jet inlet. Uniform values were used for specifying conditions at the co-flow
inlet. Initial conditions for the flow variables as well as weights and abscissas
were based on the co-flow boundary conditions. The IEM mixing model used in
this study requires specification of the mixing constant Cmix (see Eq. 2.16). In
this study, Cmix = 2 is used without any loss of generality. The computation
domain spanned 45h × 12h × 3h in the streamwise, crosswise and spanwise
directions, respectively, where h = 20mm is the jet height. A computational
mesh spanning 768 × 150 × 50 points was used. To evolve one flow-through
time based on jet velocity, roughly 4 hours of computation was required on 64
processors. The relative computational effort spent on MOM, DQMOM and
SeQMOM is roughly 1 : 2 : 4.
Figure 4.1 shows time averaged contours of scalar mass fraction. Note














































Figure 4.1: Time averaged contours of mixture fraction (top). Variance of
mixture fraction obtained using various methods (bottom) is compared at (A)
x/h=15, (B) x/h=30, and (C) x/h=43. Note that the variance prediction
using SeQMOM is very similar to that obtained from MOM.
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Figure 4.1 further compares the subfilter scalar variance estimated using vari-
ous methods at three spatial locations. Variance is produced due to gradients
in the scalar field at the jet periphery, and its magnitude reduces due to mix-
ing as the flow evolves in the downstream direction. At each of the spatial
locations indicated, the variance estimate by DQMOM is significantly lower
than both MOM and SeQMOM. In general, there is very little difference be-
tween the MOM and SeQMOM errors. To further quantify the difference
between the solution estimated by SeQMOM and DQMOM, deviation of the
corresponding solutions from MOM is analyzed. Figure 4.2 compares the nor-
malized L2-norm of the error from DQMOM and SeQMOM methods. The
L2-norm has been normalized by the local value of the MOM scalar variance.
In the first few cells (x/h ∼ 1) the error in DQMOM is identical to SeQMOM.
This is the region where the hybrid SeQMOM method selects the DQMOM
abscissas due to ill-conditioning. As variance is produced, the problem of ill-
conditioning reduces. Some cells however still select DQMOM based on the
positivity criterion. Finally, after x/h ∼ 10, the near-constant value of the
error indicates that the hybrid method always selects the SeQMOM solution,
leading to a solution very similar to MOM. DQMOM, on the other hand,
vastly under predicts variance. This is because numerical dissipation resulting
from estimation of the source terms and errors associated with the diffusion
term add up with the errors associated with convection discussed in Sec. 3.2.
In spite of employing the hybrid methodology, the SeQMOM approach still
produces a much lower error compared to the DQMOM method.
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Figure 4.2: Normalized L2-norm of error. Error here is defined relative to the
method of moments (MOM) solution.
4.3 Supersonic reacting jet
The second study involves a supersonic hydrogen jet, and is primar-
ily used for demonstrating the SeQMOM approach in cylindrical coordinates.
This simulation is based on the experimental study of Evans et al. [87]. A
schematic of the experimental configuration is shown in figure 4.3. In the ex-
periment, hydrogen is injected at Mach 2 with a stagnation temperature of
450K. The co-flow consists of air vitiated using a hydrogen combustor. The
resulting test gas has a Mach number of 1.9 and total temperature of 2250K.
The computational domain starts from the plane in which hydrogen
is injected, and spans 30D x 5.5D in the stream-wise and radial directions
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configuration is shown in Fig. 1. In the simula-
tions, the wall surrounding the annular jet is not
simulated. The hydrogen fuel is injected through
the central jet at a Mach number of 2 while viti-
ated air issues through the annulus with a Mach
number of 1.9. Detailed boundary conditions are
provided in Table 1.
The turbulent inflow conditions are generated
by simulating a periodic pipe flow with Reynolds
number and diameter identical to that of the
hydrogen jet. After reaching statistical stationa-
rity, planes of velocity, pressure, and energy fields
are stored in a file. This time-dependent inflow
data is then used in the actual supersonic flow sim-
ulation. The coflow is initialized using mean tur-
bulent boundary layer correlations. The
computational domain spans 41D in the axial
direction and 12D in the radial direction. The
equations are solved in fully cylindrical coordinate
system. The computational grid consists of
1024! 128! 32 grid points. The simulations take
roughly 12 hours on 256 processors.
Boundary conditions have to be specified for
the weights and weighted abscissas as well. The
weights are chosen as discussed in the previous
section. The abscissas are set such that the initial
subfilter variance of all species and enthalpy is
3% of the mean value. This only ensures that the
DQMOM approach generates a non-zero subfilter
variance. As mentioned in the previous section,
these choices did not impact the simulation results.
Three di!erent simulations are reported: (1) LES-
DQMOM with 2 peaks, (2) LES-DQMOM with
3 peaks, and (3) LES with no subgrid closure for
combustion.
Figure 2 shows instantaneous temperature and
OH contours from the 2-peak DQMOM simula-
tion. The boundary layer in the coflow produces
a high temperature ignition source that initiates
the combustion process. The vitiated coflow sus-
tains the reactions as the hydrogen jet moves
downstream. Due to the large density and velocity
di!erence between the jets, the central jet does not
fully breakdown inside the domain considered.
The OH contours show that the reactions become
more dominant as the jet moves downstream but
the reaction zone is confined to the thin shear
layer formed between the fuel and coflow jets.
Figure 3 shows the pitot pressure probe mea-
surements from the experiments compared with
the simulation results. At x/D = 13.8, all the sim-
ulations predict the pressure drop through the
shear layer quite well. But the pressure in the cen-
tral jet drops faster in the simulations compared
to the experiment. Similar results were found at
other locations. A comparison of reactant mass
fractions (Fig. 4) shows that near the centerline,
the LES-DQMOM simulations predict higher fuel
mass fraction compared with LES calculations.
But overall, the results from the di!erent simula-
tions look similar.
To understand further the impact of the subfil-
ter closure, the e!ect of the mixing model is stud-
ied. The rate of mixing depends on the coe"cient
C/ that appears in the definition of the mixing time
scale (Eq. (5)). Figure 5 shows the time-averaged
absolute di!erence between the abscissas normal-
ized by the mean scalar values. When the mixing
coe"cient is doubled in value, the peaks are pulled
towards the mean, which is reflected in the lower
normalized value. This plot also shows that there
is significant variation in the abscissas with the
maximum OH variation being around four times
the mean value. Since these fluctuations occur in
the shear layer, it is likely that at any given time,
the weight associated with one of the peaks is
much higher than the other peaks. This will reduce




D (jet diameter) = 0.009525m
Lip thickness = 0.0015m
Outer diameter of annular jet
= 0.0653m
Fig. 1. Flow configuration for the supersonic reacting
jet test case [32].
Table 1
Inflow conditions for a supersonic hydrogen jet.
Jet Coflow
Mach No. 2.0 1.9
Temperature (K) 251 1495
Velocity (m/s) 2432 1510





Fig. 2. Instantaneous plots of (top) temperature and
(bottom) OH mass fraction from the 2-peak DQMOM
simulation. The plots show only a part of the compu-
tational domain.
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Figure 4.3: Schematic of the supersonic hydrogen jet experiment.
Table 4.2: Boundary conditions for the flow variables.
Jet Co-flow
Mach No. 2.0 1.9











respectively. The mesh consists of 512 × 96 × 32 points in the stream-wise,
radial and circumferential directions respectively. Turbulent inflow conditions
are required for ensuring proper mixing of the jet. In this case, time dependent
inflow profiles obtained from a separate pipe simulation are used for the jet.
Inflow conditions for the coflow are based on mean turbulent boundary layer
correlations. A two delta-peak formulation was used for representing the PDF.
Hydrogen-air chemical kinetics are represented using a detailed 9 species and
19 steps mechanism [88]. Boundary conditions for flow variables as well as
weights and abscissas of major species have been listed in Table 4.2. The
mixing constant Cmix for the IEM micro-mixing model (see Eq. 2.16) is set as
5.
Figure 4.4 shows instantaneous contours of OH mass fraction and tem-
perature. The hydrogen jet interacts with the vitiated co-flow and reacts
instantly. The thick cylinder wall assists in turbulent mixing and reactions,
and peak temperature is observed in the corresponding separation region in
the vicinity of this wall. Complete mixing is however not achieved within the
domain considered. OH contours further indicate that reactions are limited to
the thin shear layer between the jet and the co-flow. In Fig. 4.5, total pressure
predicted by the simulation is compared with experimental results. While the
pressure change predicted by the simulation agrees well with the experiment,
the pressure near the mixing layer as well as the jet center is lower in the sim-
ulation. These differences can be attributed to uncertainties in experimental
measurements as well as inflow conditions.
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Figure 4.4: Instantaneous contours of OH mass fraction and temperature for
the supersonic hydrogen jet.
Figure 4.5: Total pressure computed at x/D = 13.8 compared with experi-
mental results of Evans, et al. [87]. Simulation: ( ), Experiment: (•)
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4.4 Supersonic cavity stabilized combustor
The purpose of this simulation is to demonstrate the applicability of
SeQMOM in a realistic combustor configuration. The test case under consid-
eration is based on the supersonic cavity-stabilized flame experiment of Micka
and Driscoll [11]. This configuration was previously studied by Koo, et. al. [35]
using the DQMOM approach. Figure 4.6 provides a schematic of the flow con-
figuration. The incoming air stream has a Mach number of 2.2 and a total
temperature of 1490K. A sonic hydrogen jet issues from the bottom wall at a
distance 3.5h upstream of the cavity leading edge. The gas phase chemistry is
represented using a detailed hydrogen-air reaction mechanism [88] consisting
of 9 species and 19 steps. A joint-PDF of 8 species and enthalpy is evolved,
and continuity is used for computing abscissas of the ninth species. Boundary
conditions for the PDF are specified such that the mean corresponds to the
prescribed experimental conditions, while the variance is set to zero. Walls
are assumed to be adiabatic. Detailed boundary conditions are listed in table
4.3. Turbulent inflow for the isolator was obtained from a separate boundary
layer simulation. Initial conditions for the flow variables as well as weights
and abscissas were based on the freestream boundary conditions. The IEM
mixing constant Cφ = 5 in this study. A multiblock structured grid with
350×100×50 points in the main flow pathway and 100×50×50 points in the
cavity is used for this simulation. One flow-through time based on freestream
velocity required roughly 4 hrs of computations on 128 processors.












Figure 4.6: Schematic of the cavity-stabilized combustor.
Table 4.3: Boundary conditions for the supersonic cavity based combustor.
Isolator H2 jet
Mach No. 2.2 1









Figure 4.7: Instantaneous contour of the magnitude of density gradient plotted
along the central plane.
used. While using higher order quadrature theoretically increases accuracy
of the quadrature formulation through better representation of higher order
statistics, in this cavity-stabilized combustor configuration, higher order statis-
tics did not play a decisive role in flame stabilization (as discussed below).
Consequently, increasing the number of quadrature points in this simulation
was not expected to noticeably improve accuracy.
Figure 4.7 shows instantaneous contours of the magnitude of density
gradient |∇ρ|. Injection of hydrogen leads to a jet in supersonic crossflow
configuration. The flow field is characterized by a strong shock upstream of
the fuel jet that causes boundary layer separation. Fuel diffuses upstream
of the jet into the recirculation zone resulting from separation. Shock waves
reflected from the top wall interact with the fuel jet and influence the jet
trajectory. Large density fluctuations are observed in jet wake and the cavity
shear-layer leading to strong shock-turbulence-chemistry interactions.
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Figure 4.8: Instantaneous contours of H2 and OH mass fraction, and temper-
ature plotted along the central plane. The iso-value of stoichiometric mixture
fraction is indicated by a solid line.
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In this configuration, fuel entrains the cavity from the downstream
side. Recirculating flow inside the cavity leads to conditions favorable for
combustion, thereby enabling oxidation of the fuel. High temperature gases
then exit the cavity from the upstream side. This further enhances reactivity
in the wake of the fuel jet. The cavity thus acts like a high temperature
heat source and sustains reactions in the combustor. Figure 4.8 shows the
instantaneous contours of H2 and OH mass fractions, and temperature along
the central plane. The hydroxyl radical is present in the cavity as well as in
the jet wake, indicating stable combustion in these regions. The recirculation
upstream of the jet also provides conditions favorable for reactions, as indicated
by high OH concentration in this region. Overall, reactions are observed at
lean stoichiometric conditions, and the intermittency in OH concentrations
indicates local extinction.
For comparative evaluation, two additional simulations were performed.
One used a DQMOM based combustion model, and the second used a laminar
chemistry assumption for estimating the combustion source term. In the lat-
ter case, it is assumed that the scalars are fully mixed at the sub-filter scale,
and the chemical source terms are directly computed using the filtered scalar
values. The laminar chemistry assumption can be interpreted as a quadrature
method with single-point (Ne = 1) representation of the PDF. Also, in ad-
dition to species mass fractions and enthalpy, both SeQMOM and DQMOM
simulations included an additional mixture fraction variable. Figure 4.9 shows




Figure 4.9: Time averaged contour of subfilter variance of mixture fraction
estimated by (A) SeQMOM and (B) DQMOM plotted along the central plane.
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MOM and DQMOM. As also seen in Sec. 4.2, numerical error in DQMOM
leads to severe underprediction of variance. In general, such underprediction
is associated with faster subfilter mixing. In regions of high temperature, this
could lead to increased reactions, while increased mixing could also lead to
extinction in certain cases.
In the experiment [11], images of flame luminosity indicated that flame
stabilization was achieved in the wake of the fuel jet and the cavity. The
corresponding information for the simulations is provided by time averaged
contours of OH mass fraction. Figure 4.10 shows that the laminar chemistry
simulation reports significantly higher reaction rates in comparison with both
SeQMOM and DQMOM. High OH concentration in the boundary layer be-
hind the fuel jet indicates that flame stabilization in this case is caused by
the recirculation zone upstream of the jet, which is contrary to what has been
reported in the experiment. This highlights the important role played by sub-
filter scalar correlations in predicting reactions. The reaction zone structure
predicted by both SeQMOM and DQMOM is identical, and is consistent with
the experiment. For highlighting the difference between reaction rates pre-
dicted by the two methods, the difference between OH predictions by the two
methods is shown in Fig. 4.11. The OH prediction by DQMOM in the jet
wake is lower than the prediction from SeQMOM by a factor of two, and as
seen in Fig. 4.9, primarily results from under prediction of variance by DQ-
MOM in this region. Artificial sub-filter mixing caused by numerical diffusion





Figure 4.10: Time averaged contours OH mass fraction using (A) SeQMOM,
(B) DQMOM and (C) Laminar chemistry plotted along the central plane.
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Figure 4.11: Difference between OH mass fractions predicted by SeQMOM and
DQMOM ((φ̃OH)SeQMOM − (φ̃OH)DQMOM) plotted along the central plane.
the cavity where the fluid is well-mixed, the predictions from both methods
are identical. These results indicate that the DQMOM method, in spite of its
numerical errors, predicts first-order statistics qualitatively accurately. How-
ever, higher-order statistics such as subfilter variance are better captured by
the SeQMOM method. Consequently, flow systems where higher order statis-
tics are critical for the evolution of the flame structure will be better captured
by the SeQMOM approach.
4.5 Conclusions
In this study, a new quadrature based method called the SeQMOM
approach was developed and validated for LES-based simulation of turbulent
combustion. The simulation of non-premixed flames introduces sharp gradi-
ents in scalar fields that lead to increased numerical errors in conventional
quadrature methods. By recognizing that the best numerical strategy is to
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ensure that the moments of the PDF are evolved consistently, the SeQMOM
approach is formulated. Numerical tests in 1D as well as 2D non-reacting
flow configurations show that the new method reproduces the moments-based
solution very closely, thereby increasing the consistency of the approach. To
ensure robustness, the SeQMOM approach is solved simultaneously with the
DQMOM method, with the DQMOM solution used to reconstruct the PDF in
regions where the abscissas of the PDF are very close in composition space. A
realistic supersonic combustor is used to demonstrate the applicability of the
SeQMOM approach in practical flow configurations. Here again, the DQMOM
approach vastly underpredicts subfilter scalar variances, indicating artificial
mixing. The computational cost of using the SeQMOM is nearly twice that of
the DQMOM approach, but is an order of magnitude less expensive compared
to conventional stochastic Monte-Carlo approaches.
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Chapter 5
Soot modeling in turbulent flames
In this chapter, we focus on the second problem of interest, namely
modeling soot formation in turbulent flames. As discussed in Sec. 1.2, soot for-
mation is an extremely intermittent process. Consequently, the LES approach
is well suited for studying soot formation, as unsteady features in large energy-
containing scales are explicitly resolved. Nonetheless, the small-scale correla-
tions between gas-phase scalars and soot precursors need to be described.
Such correlations are highly nonlinear, and have to be modeled. Typically, the
soot population is described using a set of moments of the underlying number
density function (NDF). In this context, small-scale correlations are best rep-
resented by a one-point one-time joint PDF of the gas-phase scalars and soot
moments.
Due to the inherent challenges in describing soot precursor chemistry,
turbulence, and combustion processes, not much attention has been given to
the modeling of this joint-PDF. In LES, the subfilter correlations between
soot and the gas-phase composition are often neglected. In this case, the
PDF is written as the product of the marginal PDFs of gas phase scalars
and soot moments. However, given the high sensitivity of soot to the flame
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characteristics, this approximation could potentially introduce large errors.
Recently, Mueller and Pitsch [89] have developed a presumed PDF approach,
in which the independence of these variables is assumed, but the marginal
PDFs of the soot moments are modeled using an intermittency related term.
In the Reynolds-averaged Navier Stokes (RANS) formulation, Lindstedt et.
al. [90] have directly solved the joint-PDF using a high-dimensional transport
equation. It was found that accounting for the composition-soot correlations
resulted in significant changes in the soot profiles. Chandy et. al. [91] have
used the PDF approach in the context of LES, but with a simplified model for
the soot chemistry.
In this work, the focus is to combine the PDF approach with a de-
tailed description of unsteady soot precursor chemistry, particulate dynam-
ics, and gas-phase radiation. Detailed chemistry for soot precursor evolution
and the gas-phase turbulent combustion process is described using a modified
flamelet/progress variable approach. To account for radiation effects, an addi-
tional state space parameter in the form of the radiation heat loss parameter is
used. The soot population is described using a bivariate volume/surface area
formulation that allows for surface processes to be modeled more accurately.
Finally, the joint-PDF of the soot moments and the gas-phase scalars is for-




Gas-phase precursors to soot formation are large aromatic compounds
called polycyclic aromatic hydrocarbons (PAH) [92–95]. Extremely large chem-
istry mechanisms are necessary for taking into account PAH formation path-
ways [37, 92, 96]. Consequently, for computational tractability, flamelet gen-
erated manifolds wherein only a few scalar are used for representing the gas-
phase thermochemical composition vector need to be used.
In this work, the radiation flamelet/progress variable (RFPV) model
for sooting flames developed by Mueller and Pitsch [97] is used. This model
accounts for gas-phase radiation using an optically thin assumption. The
gas-phase thermochemical composition vector φ is parameterized using three
variables, namely, mixture fraction (Z), a reaction progress variable (C) and
a radiation heat loss parameter (H). Z is defined based on element mass
fraction [98] while C is defined as a normalized sum of mass fractions of major
product species. H is defined as the enthalpy deficit such that it describes the
effect of heat loss on total enthalpy.
PAH formation is characterized by slow chemistry, and as discussed
in Sec. 1.3, requires further consideration when a flamelet-based approach is
used. In this work, a transport equation model is used for tracking unsteady
PAH evolution [97,99]. Transport equations for the variables representing the
thermochemical composition vector in this approach are written as follows:
∂ρκ
∂t
+∇ · ρuκ = ∇ρD · ∇κ+ ρS(κ), (5.1)
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where κ = [Z,C,H, φPAH ], and S(κ) = [SZ , SC , SH , SPAH ] represents appro-
priate source terms. φPAH is the total mass fraction of PAH compounds.
Note that soot formation results in PAH removal from gas-phase leading to a
source term in the continuity equation. As a result of this, a conserved scalar
formulation cannot be used for mixture fraction, leading to the source term
SZ . In Eq. (5.1), ρSH = ρ̇H + q̇RAD, where q̇RAD is the radiation source term,
while SC and SPAH are obtained directly from the flamelet library.
For constructing the flamelet library, flamelet equations [25] are solved
and the solutions are stored in a table. In addition to the steady flamelet
solutions, the RFPV approach includes unsteady flamelet solutions for pa-
rameterizing with respect to H. Further details of the RFPV approach can
obtained from Mueller and Pitsch [97].
5.2 Volume/surface area based soot model
Evolution of soot is described using a population balance equation
(PBE) for the soot number density function (NDF) N(ζ; x, t), where ζ is
a vector of internal coordinates. In order to account for fractal aggregates,
two internal coordinates are used to describe the NDF: volume V and surface
area S [38]. Since a direct solution to the PBE is computationally intractable,





where x, y are the orders of the moment in volume and surface area, respec-
tively. The transport equation for the moments obtained from the PBE using
the above definition of moments (Eq. (5.2)) can be written as:
∂Mx,y
∂t
+∇ · uMx,y = SMx,y(ζ,φ), (5.3)
where SMx,y represents the moment source terms accounting for nucleation,
growth, and oxidation of soot particles, and φ is a vector of thermochem-
ical composition variables. A nucleation model based on dimerization of
PAH [37, 100] is used in this study, and growth is modeled using the H-
abstraction-C2H2-addition (HACA) mechanism [93]. Reaction rates proposed
by Mueller et al. [101] are used for oxidation. Since only a finite number of
moments are solved for, the moment source terms are unclosed. Closure is
obtained with the hybrid method of moments (HMOM) [102]. The model
is designed to capture the bimodality of the NDF while retaining numerical
efficiency and robustness.
In HMOM, the contribution of the smaller particles to the moments is
represented with a delta function, and the contribution of the large particles
is represented with polynomial interpolation. Any moment of the soot NDF








where, N0, V0 and S0 are the weight and internal coordinates of the delta




x,y is polynomial interpolation of order R [103]. In this work, a
first-order interpolation is considered, and three moments, the soot number
density M0,0, volume M1,0 and surface area M0,1, are needed to determine the
interpolation coefficients. The reader is referred to [102] for further details
related to HMOM.
5.3 LES/PDF approach for soot modeling
In sooting flames, the state vector ξ that includes the gas-phase thermo-
chemical composition vector κ and soot variables, needs to be tracked by solv-
ing transport equations. Specifically, ξ = [Z,C,H, φPAH ,M0,0,M0,1,M1,0, N0].





ũξ̃ − (D +Dt)∇ξ̃
)
− ρS̃(ξ) = 0, (5.5)
where Dt is a turbulent diffusivity that is used to model the subfilter turbulent
flux using the gradient diffusion hypothesis. Note that this equation is similar
to the scalar transport equation (Eq. 2.9) discussed in Sec. 2.2, and the cor-
responding closure of the reaction source term S̃(ξ) requires the joint-PDF of
ξ.
In the transported PDF approach, a partial differential equation de-
scribing the evolution of the joint-PDF in physical and compositional spaces
is directly solved. The focus of this study is the simulation of a turbulent jet
flame in cylindrical coordinates. For this purpose, the transport equation is
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where FL(ϑ) is the joint-PDF of ξ, ϑ represents ξ in sample space, GL = rFL,
and B = Dt. Ar, Aθ, and Az are given by


















Equation (5.6) can be obtained from Eq. (2.12) using coordinate transforma-
tion and a low Mach number assumption. As discussed in Sec. 2.3.1, the first
term on the right-hand side represents conditional diffusion, and is modeled
using the IEM model described in Eq. (2.14) and (2.15). Note that the dif-
ferential diffusion between soot moments and the gas-phase scalars could be
important [105]. As a first step, this is neglected here, but the differential
diffusion of high-Schmidt number scalars could be considered by modifying
the dissipation time scale [22,106].
5.4 Numerical implementation in LES
The PDF approach is integrated with a low Mach number LES solver.
The LES governing equations are solved in cylindrical coordinates using a
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fractional time stepping procedure [107, 108]. A conservative finite difference
approach is used for discretizing the nonlinear and viscous terms [109]. A
Poisson equation system is used to enforce the continuity equation. Further
details of the LES solver can be found in [109].
The transported PDF approach requires solution of the high-dimensional
PDF transport equation (Eq. 5.6), which spans eleven dimensions for the state
vector used in this work. As discussed in Sec. 2.3.2, conventional finite differ-
ence or finite volume methods are not tractable, and a Lagrangian Monte-Carlo
method is used here [41–44, 50]. In the Lagrangian approach, the computa-
tional domain is seeded with a large number of notional particles that evolve in
physical and compositional spaces using a set of stochastic differential equa-
tions. Each of these particles carries a property vector that consists of the
particle location vector, a characteristic weight, and the ξ vector.























where the superscript n denotes the particle index, and dW is a Weiner dif-
fusion process with zero mean and variance of 1, and B1 = D + Dt. The
velocity and diffusivity fields used in this equation are interpolated onto the
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particle locations using trilinear interpolation. The transport in composition
space consists of mixing and chemical reactions. The particle equation corre-








where ξ̃ is the filtered composition vector in a given filter volume, ϑn is the
particle composition vector, and τ is a mixing time scale. In this work, the
mixing time scale is determined using the local effective diffusivity and the
filter scale (see Eq. 2.16), such that a model coefficient Cmix needs to be
specified. The dynamic procedure proposed by Raman and Pitsch [44] is used
for evaluating Cmix.
The particle equations thus reduce to solving a vector of ordinary dif-
ferential equations.
dϑn = S(ϑn)dt, (5.14)
where S(ϑ) is the vector of source terms defined in Eq. (5.5), and is obtained
from precomputed flamelet libraries and local values of φPAH , Mx,y and N0.
The particle weights are proportional to the mass of the fluid they
represent. It should be noted that the PDF transport equation is formulated
for rFL instead of FL. This modified formulation ensures that the weights
have no evolution equation. In other words, the particle weights are initialized
at the inlet but do not change with time. To ensure consistency, the particle
weights are set proportional to ρnrn0 at the inlet, where ρ
n is the Eulerian
71
density interpolated to the particle location, and rn0 is the radial location of
the particle.
5.5 Summary
The modeling framework necessary for simulating sooting turbulent
flames was presented in this chapter. The three primary components of this
framework include the RFPV approach for chemistry modeling, bivariate soot
NDF for soot particle dynamics, and LES/PDF approach for turbulence. In




LES/PDF studies of turbulent sooting flame
In this chapter, the PDF approach discussed in Chapter 5 is validated
using an experimental piloted flame. The experimental flame configuration is
first described. This is followed by results from the computational study, with
emphasis on subfilter gas phase-soot correlations.
6.1 Delft flame: Simulation details
Delft Flame III [110] is a piloted turbulent jet diffusion flame fueled
by commercial natural gas. The use of natural gas results in a non-sooting
region near the burner and a downstream moderately sooting region. The
burner consists of a central fuel jet with a diameter of 6 mm surrounded by an
annulus of air with an inner diameter of 15 mm and an outer diameter of 45
mm [111]. The fuel velocity is 21.9 m/s, and the air velocity is 4.4 m/s. Twelve
circular pilot flames with diameters of 0.5 mm are situated on a ring between
the fuel jet and the air annulus with a diameter of 7 mm. In the simulation,
the pilot is modeled as an annulus with a width equal to the diameter of the
individual pilots in the actual burner. The burner assembly is surrounded by
a slow co-flow of air with a velocity of 0.3 m/s.
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Three sets of experimental measurements have been made with the
burner. In the near-burner region where soot is not present, velocity mea-
surements were made by Stroomer [112], and temperature and species mass
fractions were measured by Nooren et al. [111]. More recently, soot volume
fraction was measured in the downstream region by Qamar et al. [13].
A 384 × 192 × 64 grid clustered near the jet shear layers, and span-
ning 150d × 43d in the axial and radial directions is used, where d is the jet
diameter. Transient inflow velocity profiles for the central jets (fuel and air)
are obtained from separate simulations of the burner geometry. The co-flow is
prescribed as a bulk flow. For chemical kinetics, a detailed 158 species mech-
anism developed by Narayanaswamy et. al. [96] has been used with modifica-
tions from Mueller and Pitsch [97]. The flamelet lookup library is constructed
using Flamemaster [113], and is stored in a lookup table spanning 100×50×35
points in Z, C, and H directions, respectively. This study was conducted using
256 CPU cores for roughly 400 hours, during which statistics were collected
over approximately 100 ms.
6.2 Results and Discussion
6.2.1 Instantaneous fields
Figure 6.1 shows the instantaneous fields of temperature, PAH mass
fraction, soot volume fraction, and soot number density. As expected, soot
formation is predominant in the fuel-rich region inside the stoichimetric surface
where moderately high temperatures aid the formation of PAH molecules.
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While PAH formation is initiated far upstream (x/d > 20), significant soot
volume fraction is observed only after x/d = 60. The lag between PAH growth
and soot formation shows the time scale differences between the two processes.
Similar to the experiment, soot formation is found to be highly intermittent
with sporadic bursts of high soot volume fraction regions followed by extended
periods of low soot volume fraction. Prior studies have demonstrated that soot
precursor growth, especially the evolution of naphthalene, is highly sensitive
to the strain rates in the flow. Consequently, the turbulent features that a
fluid packet experiences strongly dictates soot nucleation [114]. Figure 6.1
also shows that the soot number density starts to increase far upstream due to
nucleations up to x/d = 20. Further downstream, the number density remains
remains essentially constant, while soot volume fraction increases drastically,
indicating significant particle growth assisted primarily by coagulation and
PAH condensation. Finally, at x/d > 80, oxidation dominates and quickly
eliminates soot
6.2.2 Soot and gas-phase statistics
Figure 6.2 shows the time-averaged mixture fraction and temperature
statistics for the flame, measured far upstream of the region of high soot vol-
ume fraction. Results indicate that the LES/PDF predicts the flame statistics
reasonably accurately, including the RMS statistics of the flow. In the trans-
ported PDF approach, the subfilter mixing model (Eq. 5.13) is a source of spa-
tial numerical diffusion since it mixes particles that are spatially distributed
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Figure 6.1: Instantaneous contours of temperature, PAH mass fraction, soot
volume fraction, and soot number density. Iso-value of stoichiometric mixture
fraction is indicated by a solid black line.
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within a single control volume. As the dissipation rate increases, the higher
mixing rates lead to increased numerical diffusion that will manifest as reduced
temporal fluctuations. The accuracy of the RMS statistics provides confidence
that the PDF numerics have not unduly affected the flame computation.
Figure 6.3 shows the mixture fraction and soot volume fraction obtained
from the LES/PDF approach and the experiments. The simulation results
overpredict the soot volume fraction substantially, and also show an earlier
inception and growth compared to the experiments. Mueller and Pitsch [97]
reported that the magnitude of soot profiles displayed large sensitivity to the
dissipation rate models used. Here, a dynamic procedure is used to evaluate
the dissipation rate [44]. While this approach was shown to correctly predict
extinction levels in partially-premixed flames, LES models that depend on
scalar gradients are susceptible to high numerical errors [72, 73], which would
partially explain the over prediction here. The location of inception, however,
is not affected by dissipation rate but is more sensitive to the chemistry model
[97].
Although the scalar comparisons upstream (Fig. 6.2) are reasonably
good, it is not known if the minor errors seen upstream will propagate and
amplify further downstream. For instance, the mixture fraction plots show
an over-prediction of roughly 15% near the centerline, while the temperature
itself is nearly the same as experiments. This mismatch could lead to fuel-rich
high temperature regions downstream that will promote the formation of soot




Figure 6.2: Comparison of time averaged mean and RMS of mixture fraction
and temperature with the experiment of Nooren, et. al. [111]. Simulation:
mean ( ), RMS ( ); Experiment: mean ( ), RMS (N).
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Figure 6.3: Comparison of mixture fraction and soot volume fraction from the
simulation with the experiments of Nooren, et al. [111] and Qamar, et al. [13]
respectively. The data is plotted along the centerline.
not possible to deduce the role of these errors in prediction errors.
6.2.3 Subfilter soot and scalar statistics
From the particle information, subfilter statistics and PDFs can be com-
puted to better understand soot evolution. Figure 6.4 shows the instantaneous
contours of subfilter standard deviation of mixture fraction, temperature, soot
volume fraction, and number density. It is seen that the subfilter fluctuations
of mixture fraction are confined to the near-stoichiometric region, with the
variations essentially reduced to zero outside of this region. While tempera-
ture fluctuations follow a similar pattern, the high standard deviation regions
are seen on the lean-side of the flame, outside the closed surface formed by the
stoichiometric contour. Due to the large gradient of temperature in mixture
fraction space, small fluctuations in mixture fraction lead to large changes
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Figure 6.4: Instantaneous contours of subfilter standard deviation of mixture
fraction, temperature, soot number density and soot volume fraction. Iso-value
of stoichiometric mixture fraction is indicated by a solid black line.
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Figure 6.5: Time averaged marginal PDFs of (a) reaction progress variable,
(b) PAH mass fraction, (c) soot mass fraction, and (d) soot number density
plotted at r/d = 1.5. x/d = 70: ( ), x/d = 90: ( ). For averaging, data
from multiple instantaneous fields was used.
in temperature in lean mixtures. The subfilter fluctuations of soot moments
are also large, reaching as high as 40% of the mean values. Similar to the
filtered moments, the peaks in these quantities are located in the relatively
high-temperature fuel-rich regions inside the stoichiometric surface.
Figure 6.5 shows the time-averaged PDF of scalars computed at dif-
ferent axial locations, slightly off the centerline. Here, data sets at several
instances, spanning more than 70 ms, have been used to obtain time-averaged
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Figure 6.6: Time averaged conditional plots of PAH mass fraction, soot volume
fraction and soot number density plotted at x/d = 70. For averaging, data
from multiple instantaneous fields was used.
Figure 6.7: Instantaneous scatter plot of soot volume fraction versus mixture
fraction plotted at x/d = 70 (left) and x/d = 90 (right).
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distribution functions. In this sense, the PDF is not a true sub-filter quan-
tity, which would require conditioning on the filtered field [23,115]. Note that
x/d = 70 represents the axial plane with highest soot volume fraction in the
simulation (see Fig. 6.3). The progress variable is skewed towards the values
greater than 0.8, indicating a fully burning mixture. The mixture fraction
PDF (not shown here) shows a broader spread, with significant probability of
having fuel-rich pockets. The PAH PDF shows a bi-modal behavior with a
large fraction of the particles having near-zero PAH concentrations and another
group of particles with higher PAH values. These two groups of particles come
from the fuel-lean and fuel-rich sides, respectively, corresponding to the broad
mixture fraction PDF observed. The PDF of soot moments exhibits a broad
and nearly uniform PDF, with a bias towards zero moment corresponding to
the fuel-lean mixture fraction values.
6.2.4 Conditional statistics
The evolution of the soot particles in mixture fraction and reaction
progress variable coordinates is illustrative of the evolution process. Figure
6.6 shows time averaged plots of PAH mass fraction, soot volume fraction and
soot number density, conditioned on mixture fraction, at x/d = 70. All three
quantities show a peak in values near a mixture fraction of 0.165, which seems
to be the most likely fuel composition to contain soot. It is also seen that there
is a near linear increase in the quantities in the region of 0.075 < Z < 0.16,
but the profiles have a non-linear shape in richer mixtures. To further under-
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stand these conditional statistics, Fig. 6.7 shows the instantaneous conditional
scatter plot at two different locations (at the same instance as that in Figs. 6.1
and 6.4). It is seen that when the filtered soot volume fraction is lower (< 20
ppb), the conditional plots show a wider spread with richer regions contain-
ing significant soot volume fractions. Here, the mixture fraction PDF itself is
broader, with a wider range of values present. However, when the filtered soot
volume fraction is higher (x/d = 90), the mixture fraction distribution appears
narrower, and the conditional scatter plot exhibits a linear profile. These two
modes result in the behavior seen in Fig. 6.6.
Figure 6.8 shows the two-dimensional scatter plots of PAH mass frac-
tion and soot volume fraction in {Z,C} space. The plots show that PAH is
significantly higher in a small region with very high progress variable in the
fuel-rich region. Soot volume fraction, on the other hand, has a wider spread
with large soot volume fractions seen in regions of lower progress variable
(and lower temperature) inside the fuel-rich region. This indicates that the
soot particles travel away from the region of high PAH concentration. Some
of this soot formation could be due to surface growth, which is independent of
PAH concentration. It is also important to note that these conditional statis-
tics are sensitive to the subfilter mixing model used. Since soot particles do
not diffuse, the assumption of equal diffusivities will have some impact on the
results obtained here. In particular, soot oxidation in the near-stoichiometric
region should be higher than that seen in this simulation. Since the IEM
model allows the notional particles to mix without reacting thereby allowing
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Figure 6.8: Time averaged contours of PAH mass fraction and soot volume
fraction conditioned on mixture fraction and reaction progress variable plotted
at x/d = 70. For averaging, data from multiple instantaneous fields was used.
traversal in composition space across flame fronts, the effect of oxidation is
under-predicted. The influence of differential diffusion on soot evolution needs
further consideration.
6.3 Conclusions
The LES/PDF approach was used to simulate turbulent sooting flames.
Detailed gas-phase precursor kinetics were included using an extended flamelet/
progress variable approach that accounts for radiation effects as well as un-
steady PAH formation. While the LES computations over-predicted soot vol-
ume fraction compared to experiments, it qualitatively reproduced the soot
profiles by recreating the gradual increase in soot volume fraction through
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inception and growth, followed by a quick decrease due to oxidation. The
quantitative error in predictions can be attributed to errors in modeling sub-
filter dissipation in the PDF approach, the flamelet-based gas-phase chemistry
approximation, and uncertainties in reaction rates for dimer and PAH forma-
tion. The subfilter standard deviation of soot moments is comparable to the
filtered values. The subfilter PDF of soot moments shows a broad spread with
a bias towards zero soot content, consistent with the highly intermittent soot
formation observed in these flames. Further, conditional statistics show sig-
nificant scatter of soot moments with respect to mixture fraction. In general,
the peak in soot volume fraction occurs close to a mixture fraction value of
0.165, whereas the stoichiometric mixture fraction is only 0.075. In the flow
configuration considered, modeled soot is formed far downstream where tur-
bulent fluctuations are weaker compared to the near-nozzle locations. The
conditional statistics from the model show that PAH is confined to a narrow




Conclusion and future direction
The LES/PDF approach offers a comprehensive methodology for sim-
ulating turbulent reacting flows. In the past, this approach had been demon-
strated in low Mach number flows involving purely gas-phase combustion.
The primary contribution of this dissertation is to extend the applicability of
LES/PDF methods towards studying supersonic shock-containing flows inside
scramjet combustors, and sooting turbulent flows involving reactions with par-
ticulate matter. In this chapter, conclusion from the supersonic combustion
work are presented, followed by deductions from the soot modeling research.
Finally, possible directions for future extension of this work have been dis-
cussed.
7.1 Supersonic combustion modeling studies
Quadrature based methods like DQMOM provide a computationally
feasible means for solving the PDF transport equation. Deterministic and Eu-
lerian nature of these methods permits easy implementation in to standard
CFD solvers, and enable the application of PDF methods in complex geome-
tries and realistic flow configurations. The effect of discretization errors on
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the evolution of the PDF however needs to be considered when these meth-
ods are implemented in LES. Specifically, transport equations in DQMOM
are obtained under the assumption of smooth scalar fields. These assumption
expectedly break down in the presence of steep gradients. As a result, the evo-
lution of the PDF is prone to errors in flows with non-premixed or partially
premixed combustion.
In this work, an alternative SeQMOM approach was developed. This
new method is based on a conservative moment-based formulation, and is
therefore not prone to discretization based errors observed in DQMOM. For
robustness, SeQMOM equations are solved simultaneously with DQMOM such
that the DQMOM solution is used in regions of low variance. Nonetheless, even
this hybrid approach was shown to be significantly more accurate in compar-
ison with DQMOM. Also, the computational cost of using the new approach
is significantly lower than the conventional Monte Carlo methods, making
complex combustor studies computationally tractable. Further, the SeQMOM
technique can be easily integrated into existing flow solvers. Since the SeQ-
MOM equations are identical to scalar transport equations, the methodology
is highly scalable on parallel computers.
7.2 Soot modeling studies
For soot modeling, the LES/PDF approach was coupled with detailed
models for soot formation and growth. A Lagrangian Monte Carlo approach
was used for solving the PDF transport equation, leading to detailed informa-
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tion about subfilter correlations between soot and the gas phase composition.
Statistics of soot volume fraction and PAH mass fraction were highly corre-
lated, conveying that PAH played a significant role in soot particle growth.
Also, subfilter soot statistics showed a wide spread, implying simplifying as-
sumptions about these quantities in LES will lead to significant errors. Fi-
nally, marginal PDFs of soot and PAH highlighted the intermitted behavior
that characterizes soot evolution.
7.3 Future directions
7.3.1 SeQMOM using partial Beta and Gaussian PDF
Quadrature based methods use weighted delta peaks for representing
the true PDF. While these methods have been shown to represent PDFs hav-
ing low variance with a reasonable amount of accuracy, for representing PDFs
with high variance, a large number of quadrature point could be required.
Numerical implementation of higher order quadrature leads to problems with
ill-conditioned moments. A promising alternative is provided by using par-
tial Beta or Gaussian PDFs. Preliminary studies have indicated that such
an approach could potentially lead to a significant gain in accuracy without
any increase in computational cost. A future study should therefore include
development of SeQMOM based on partial Beta and Gaussian PDFs.
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7.3.2 LES/PDF modeling of soot with differential diffusion
In the soot modeling studies, a unity Lewis number approximation has
been used. However, differential diffusion between soot moments and the gas-
phase scalars could be important [105], potentially influencing transport of soot
in mixture fraction space [116]. A future study could therefore investigate the
effect of differential diffusion by using formulations proposed by McDermott






A transport equation for the joint-PDF of the thermochemical compo-
sition vector is a central component in PDF methods. In this appendix, the
composition-sensible enthalpy joint-PDF transport equation is derived from
first principles.
Based on the definition of the PDF in Eq. (2.10), filtered value of any






where ψ represents the random thermochemical composition vector φ in sam-











where v is the sample space variable representing the velocity field u, and
fv,ψ is the joint-PDF of velocity, composition and sensible enthalpy. Further,
ρũ|ψ =
∫
vfv|ψdvdψ, and using the Bayes’ theorem [119], ρfv,ψ = Ffv|ψ.
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Using this, a filtered transport equation for B(ψ) can be written as
∂ρB̃(φ)
∂t





















where E(φ,x) represents the entire right hand side of Eq. (2.1) and (2.2), and


















Here, y is a sample space variable representing x, and fψ,y is the multipoint
joint-PDF of ψ. Finally, using Eq. (2.1), (2.2), (A.3) and (A.5), we get
∂F
∂t






















Note that in the above equation, while the reaction source term S(φ) is in
closed form, all conditionally averaged terms need to be modeled. This has
been further discussed in Sec. 2.3.1.
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