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Abstract
We study the plus and minus type discrete mKdV equation. Some different
symmetry conditions associated with two Lax pairs are introduced to derive
the matrix Riemann-Hilbert problem with zero. By virtue of regularization of
the Riemann-Hilbert problem, we obtain the complex and real solution to the
plus type discrete mKdV equation respectively. Under the gauge transformation
between the plus and minus type, the solutions of minus type can be obtained
in terms of the given plus ones.
1 Introduction
The discrete mKdV (dmKdV) equation [3]
ut(n, t) =
(
1± u2(n, t)
)
[u(n+ 1, t)− u(n− 1, t)], (1.1)
is an integrable equation in mathematical physics, and it is an important member of
the discrete Ablowitz-Ladik equations [1–4]. For specific purpose, We call equation
(1.1) the plus and minus type dmKdV. In this paper, we study the plus type dmKdV
equation with the help of the Riemann-Hilbert (RH) method following [5], then the
solutions of the minus type can be obtained by virtue of a gauge transformation.
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The plus type dmKdV equation (1.1) admits the following Lax pair formulation [6]:
ψ(n+ 1, t) = γn(I +Qn)Zψ(n, t), ψt(n, t) = (kσ3 + Q˜n)ψ(n, t), (1.2)
where I is the identity matrix, γn =
√
det(I +Qn)
−1
, and the matrices Qn, Z, Q˜n take
the form
Qn =
(
0 u(n, t)
−u(n, t) 0
)
, Z =
(
z 0
0 1
)
,
Q˜n = Qn + Z
−1Qn−1Z, k =
1
2
(z − z−1),
(1.3)
with z is a spectral parameter. We note that the Lax pair formulation (1.2) can be
rewritten as
ψ(n+ 1, t) = (I +Qn)Zψ(n, t), ψt(n, t) = (kσ3 + Q˜n −QnQn−1)ψ(n, t), (1.4)
which are the ones in [6].
The plus type dmKdV equation (1.1) admits another Lax pair formulation [3]
ϕ(n+ 1, t) = γn(E +Qn)ϕ(n, t), ϕt(n, t) = (ωσ3 + Qˆn)ϕ(n, t), (1.5)
where Qn is defined as (1.3) and
E =
(
z 0
0 z−1
)
, γn =
1√
det(E +Qn)
,
Qˆn = EQn +Qn−1E, ω =
1
2
(z2 − z−2).
(1.6)
We note that the Lax pair (1.5) can be rewritten in a similar form as (1.4) which are
the ones as in [3].
It is known that self-dual network can also be reduced to the discrete analogue
of the mKdV equation [7]. we note that there are many other differential-difference
equations which can be transformed into the dmKdV equation [8–15]. The dmKdV
equation has widely applications in the fields as plasma physics, electromagnetic waves
in ferromagnetic, antiferromagnetic or dielectric systems, and can be solved by the
method of inverse scattering transform, Hirota bilinear, Algebro-geometric approach
and others [3, 6, 16–32].
In this paper, we firstly consider the Lax pair (1.2) and introduce a special symmetry
condition, which imply that u(n, t) in (1.1) can be extended to complex value. For
2
simplicity, we suppose that u(n, t) 6= ±i and γn is chosen as one of branches. It is
noted that the complex solution in this paper is different from the complexiton solution
introduced by W.X. Ma [33–36], in which the complexiton solutions are obtained in
the sense of complex eigenvalues, and are still real. Next we consider the linear system
(1.5) under the usual symmetry condition which confine the potential u(n, t) to be
real. We note that to obtain the real solution of the plus type dmKdV equation, one
needs to introduce some constraint condition. For one soliton solution as an example,
we assume that (2n + 1)η + 2 cosh 2ξ sin 2ηt = mpi, where m = 0,±1,±2, · · · and the
discrete spectrum for N = 1 is defined as z1 = e
ξ+iη.
The organization of this paper is as follows. In section 2, we derive the complex
solution of the plus type dmKdV equation by virtue of RH problem associated with
linear system (1.2). In section 3, we derive the real solution of the plus type dmKdV
equation by virtue of RH problem associated with linear system (1.5). In section 4, we
study the gauge transformation between the plus and minus type dmKdV equation,
from which the solution of minus type can be obtained in terms of the given plus one.
2 Complex solution of the dmKdV equation
2.1 The spectral analysis
For the sake of convenience, we write the spectral equation (1.2) in terms of the matrix
J(n) = ψ(n)Z−ne−kσ3t.
Hence, the dmKdV equation allows the Lax representation:
J(n + 1) = γn(I +Qn)ZJ(n)Z
−1, (2.7)
and
Jt(n) = k[σ3, J(n)] + Q˜nJ(n). (2.8)
Here and after we suppress the variables dependence for simplicity of notation.
Now we introduce matrix Jost functions J±(n, z) of the spectral equation (2.7)
obeying the asymptotic conditions
J±(n, z)→ I, n→ ±∞. (2.9)
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Then there exists the scattering matrix S(z) admitting
J−(n, z) = J+(n, z)Z
nS(z)Z−n, S(z) =
(
a+(z) −b−(z)
b+(z) a−(z)
)
. (2.10)
Here we assume that the Jost functions and the scattering matrix satisfy the symmetry
condition
JT±(n, z
−) = J−1± (n, z), det J±(n, z) = 1, (2.11)
and
ST (n, z−) = S−1(n, z), detS(n, z) = 1, z− = z−1. (2.12)
In the following, we consider the asymptotic behavior of the solution J(n, z). To
this end, we first let
J(n, z) = J (0)(n) + z−1J (1)(n) +O(z−2), z →∞, (2.13)
and substitute it into the spectral equation (2.7). This yields
J
(0)
11 (n + 1) = γnJ
(0)
11 (n), J
(0)
22 (n+ 1) = γ
−1
n J
(0)
22 (n), (2.14)
and J
(0)
12 (n) = 0,
J
(1)
12 (n) = −u(n)J
(0)
22 (n), J
(0)
21 (n+ 1) = −u(n)J
(0)
11 (n+ 1). (2.15)
Next, according to the symmetry (2.11), we let
J−1(n, z) = J˜(0) + zJ˜(1) +O(z
2), z → 0,
and find similarly J˜(0)21(n) = 0,
J˜(0)11(n+ 1) = γnJ˜(0)11(n), J˜(0)22(n + 1) = γ
−1
n J˜(0)22(n),
J˜(0)12(n+ 1) = −u(n)J˜(0)11(n+ 1), J˜(1)21(n) = −u(n)J˜(0)22(n).
(2.16)
We will now discuss the analytic of the Jost solutions. The spectral equation (2.7),
as a iterative relation, can be written as
J(n, z) = ν+(n) lim
N→∞
N∏
l=n
(Z−1(I −Ql))J(N + 1, z)Z
N−n+1, (2.17)
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here and after we introduce two new functions ν±(n) as following
ν+(n) =
∞∏
l=n
γl, ν−(n) =
n−1∏
l=−∞
γl. (2.18)
We note that the first column of the matrix equation (2.17) involves two positive power
series in z, while the second column involves two negative power series in z. Thus the
first column J
[1]
+ (n, z) of the Jost function J+ is analytical for |z| < 1, denoted by CI ,
and the second column J
[2]
+ (n, z) is analytical for |z| > 1 or (CO). By the same way
one can show that the column J
[1]
− (n, z) is analytical for |z| > 1 or (CO). We introduce
a matrix function
Φ+(n, z) =
(
J
[1]
− , J
[2]
+
)
which is analytical in CO and solves the spectral equation (2.7).
It follows from the symmetry condition (2.11) that the rows (J−)
−1
[1] and (J+)
−1
[2] are
analytical in CI . Thus the matrix function
Φ−1− (n, z) =
(
(J−)
−1
[1]
(J+)
−1
[2]
)
is analytical in CI and solves the adjoint spectral problem of (2.7).
By virtue of the definition (2.10) of the scattering matrix , we find
Φ+(n, z) = J±Z
nS±Z
−n, (2.19)
where
S+ =
(
a+ 0
b+ 1
)
, S− =
(
1 b−
0 a+
)
.
Hence, on use of (2.11), we obtain
det Φ+ = det J± detS± = a+(z). (2.20)
Following the same procedure as the one used for Φ+, one obtains
Φ−1− (n, z) = Z
nT±Z
−nJ−1± , det Φ
−1
− (n, z) = a−(z),
T+ =
(
a− b−
0 1
)
, T− =
(
1 0
b+ a−
)
.
(2.21)
5
Asymptotic formulae for these sectionally analytic functions can be derived from
equations (2.13) to (2.16),
Φ+(n, z)→ Φ
(0)
+ (n) =
(
ν−(n) 0
−u(n− 1)ν−(n) ν+(n)
)
, z →∞, (2.22)
and
Φ−1− (n, z)→ Φ
−1
−(0)(n) =
(
ν−(n) −u(n− 1)ν−(n)
0 ν+(n)
)
, z → 0. (2.23)
where ν±(n) defined in (2.18). Indeed, to obtain equation (2.22), we know, from the
definition of Φ+ and the asymptotic expansion (2.13), that
Φ
(0)
+ (n) =
(
J
(0)
−11(n) 0
J
(0)
−21(n) J
(0)
+22(n)
)
,
Iterating the relations (2.14) and (2.15), we find
J
(0)
−11(n) = γn−1J
(0)
−11(n− 1) = · · · = ν−(n),
J
(0)
−21(n) = −u(n− 1)J
(0)
−11(n) = −u(n− 1)ν−(n),
J
(0)
+22(n) = γnJ
(0)
+22(n+ 1) = · · · = ν+(n),
which give (2.22) in terms of the boundary condition (2.9). Equation (2.23) can be
obtained from (2.16) in a same way.
We note that the symmetry condition about these sectionally analytic functions
can be obtained from that of the Jost solutions as
ΦT+(n, z
−) = Φ−1− (n, z). (2.24)
In addition, equations (2.19) and (2.20) imply that a+(z) and a−(z) are analytical in the
domain of CO and CI respectively. Furthermore they admit the following asymptotic
behavior
a+(z) → ν, z →∞; a−(z)→ ν, z → 0, (2.25)
where ν = ν+(n)ν−(n) =
∏∞
l=−∞ γl.
It is noted that the potential u(n) can be reconstructed by the analytic functions.
Indeed, from the first equation of (2.15), we find
u = −
J
(1)
12 (n)
J
(0)
22 (n)
= − lim
z→∞
(zΦ+)12
(Φ+)22
= −
Φ
(1)
+12
Φ
(0)
+22
, (2.26)
while the second equation of (2.15) is an identity.
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2.2 RH problem and its regularization
Now we can introduce the RH problem
Φ−1− (n, z)Φ+(n, z) = Z
nG(z)Z−n, |z| = 1,
G(z) = T+S+ = T−S− =
(
1 b−(z)
b+(z) 1
)
.
(2.27)
The normalization of the RH problem is given by (2.22) which is noncanonical. Hence
the dmKdV potential can be retrieved by virtue of the solution of RH problem.
In order to obtain the soliton solutions of the dmKdV equation, we take G(z) = I
and suppose a+(z) has simple zeros at zj ∈ CO, j = 1, · · · , N . From the symmetry
(2.24), we know that det Φ+(zj) = 0, det Φ
−1
− (z
−
l ) = 0, j, l = 1, · · · , N . In this case,
problem (2.27) is called the RH one with zeros which can be solved by virtue of its
regularization.
To obtain the relevant regular problem, we introduce a rational matrix function
χ−1j = I +
zj − z
−
j
z − zj
Pj, Pj =
|yj〉〈y˜j|
〈y˜j|yj〉
,
where the eigenvector |yj〉 solves Φ+(n, zj)|yj〉 = 0. Since Φ+(n, zj) admits the linear
system (2.7) and (2.8), then we have
Φ+(n, t, zj)Z
−1(zj)|yj〉(n+ 1, t) = 0,
Φ+(n, t, zj)(|yj〉t − kjσ3|yj〉)(n, t) = 0,
which imply that
|yj〉(n, t) = Z
n(zj)e
kjσ3t|yj〉0, kj = (zj − z
−
j )/2, (2.28)
where |yj〉0 is an arbitrary constant vector. In addition, one finds that 〈y˜j| = |yj〉
T
satisfies 〈y˜j|Φ
−1
− (n, z
−
l ) = 0.
Therefore the product Φ+(z)χ
−1
j (z) is regular at the point zj and χl(z)Φ
−1
− (z) is
regular at z−l , where
χl = I −
zl − z
−
l
z − z−l
Pl. (2.29)
The regularization of all the other zeros is performed similarly and eventually we obtain
the following representation for the analytic solution
Φ± = φ±Γ, Γ = χNχN−1 · · ·χ1, (2.30)
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where the holomorphic matrix functions φ± solve the regular RH problem
φ−1− (n, z)φ+(n, z) = I. (2.31)
We note that the soliton matrix Γ can be decomposed into simple fractions
Γ = I −
N∑
j,l=1
1
z − z−l
|yj〉(D
−1)jl〈y˜l|, Dlj =
〈y˜l|yj〉
zj − z
−
l
. (2.32)
In the following, we will establish the relationship between the solution of dmKdV
equation and the soliton matrix. Taking into account the asymptotic formula (2.22)
and the expression of Γ (2.32), we choose Φ
(0)
+ = φ+. Then, in view of (2.30), we find
Γ(n, z) = I + z−1Γ(1)(n) +O(z−2), z →∞. (2.33)
and Φ
(1)
+12(n) = ν−(n)Γ
(1)
12 (n). In addition, the assumption G(z) = I implies that
b±(z) = 0 and then a+(z)a−(z) = 1 in view of (2.12). From (2.25), we know that
ν = ν+(n)ν−(n) = 1. Hence the potential u(n) can be rewritten as
u(n) = −
ν−(n)Γ
(1)
12 (n)
ν+(n)
= −ν2−(n)Γ
(1)
12 (n). (2.34)
Next we will establish the relationship between ν− and Γ. Since G(z) = I, the
RH problem (2.27) reduces to Φ+ = Φ−, from which we can consider the asymptotic
behavior of Φ+ near z = 0. Indeed, the asymptotic formulae (2.21) and (2.22) imply
that
Φ+ → Φ−(0)(n) =
(
ν+(n) u(n− 1)ν−(n)
0 ν−(n)
)
, z → 0.
Thus from (2.30) we obtain
Γ(n, z)|z=0 = (Φ
(0)
+ )
−1(n)Φ+|z=0
=
(
ν2+(n) u(n− 1)
u(n− 1) ν2−(n− 1)
)
,
(2.35)
which implies that ν2−(n) = Γ22(n+ 1, z = 0). As a result, the potential u(n) takes the
form
u(n) = −Γ
(1)
12 (n)Γ22(n + 1, z = 0). (2.36)
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2.3 Complex soliton solutions
In this section, we will derive the soliton solutions of the dmKdV equation (1.1). To
this end, we let
zj = e
ξj+iηj , ξj > 0, |yj〉0 =
(
eaj+iαj
1
)
.
Hence the vector |yj〉, (j = 1, 2, · · · , N) take the form
|yj〉 = e
1
2
(θj(n)+iφj(n))
(
e
1
2
(Xj(n,t)+iϕj(n,t))
e−
1
2
(Xj(n,t)+iϕj(n,t))
)
, (2.37)
where
Xj(n, t) = nξj + 2 sinh ξj cos ηjt+ aj ,
ϕj(n, t) = nηj + 2 cosh ξj sin ηjt + αj,
(2.38)
with θj(n) = Xj(n, 0), φj(n) = ϕj(n, 0).
In particularly, for N = 1, equation (2.32) reduces to
Γ(n, z) = I −
z1 − z
−
1
z − z−1
|y1〉〈y˜1|
〈y˜1|y1〉
, (2.39)
from which we have the complex form of one-soliton solution to dmKdV equation
u(n, t) =
z21 − 1
2
sech{X1(n+ 1, t) + iϕ1(n + 1, t)}. (2.40)
For N = 2, we find
Γ(1)(n, z) =−
1
detD
{D22|y1〉〈y˜1| −D21|y2〉〈y˜1|
+D11|y2〉〈y˜2| −D12|y1〉〈y˜2|} ,
(2.41)
and
Γ(n, 0) = I+
1
detD
{
z1
[
D22|1〉〈1˜|B −D21|2〉〈1˜|B
]
+z2
[
D11|2〉〈2˜|B −D12|1〉〈2˜|B
]}
,
(2.42)
where detD is obtained according to the definition of (2.32) and (2.37) as
detD = ΞΩ2(n), Ξ =
(
2∏
j,l=1
(zj − z
−
l )
)−1
2eθ1+θ2+i(φ1+φ2)
z1z2
, (2.43)
9
and
Ω2(n) =(z1 − z2)
2 cosh{ϑ1(n, t) + ϑ2(n, t)}
+ (z1z2 − 1)
2 cosh{ϑ1(n, t)− ϑ2(n, t)} − (z
2
1 − 1)(z
2
2 − 1),
(2.44)
with
ϑj(n, t) = Xj(n, t) + iϕj(n, t).
In addition, from (2.37), (2.41) and (2.42), we know that
Γ
(1)
12 (n) = −
V2(n+ 1)
Ω2(n)
, Γ22(n, 0) =
Ω2(n)
Ω2(n + 1)
, (2.45)
where
V2(n) =(z2 − z1)(z1z2 − 1)
[
z1(z
2
2 − 1) cosh{ϑ1(n, t)}
−z2(z
2
1 − 1) cosh{ϑ2(n, t)}
]
.
(2.46)
Hence the solution of the plus type dmKdV equation for N = 2 can be given by
u(n) =
V2(n+ 1)
Ω2(n+ 1)
. (2.47)
It is noted that the solution u(n) can also be derived through Γ12(n+ 1, z = 0) by
(2.35). It is verified that the representations of solution by Γ12(n + 1, z = 0) are same
as the ones in (2.40) and (2.47).
3 Real solutions of the dmKdV equation
3.1 The spectral analysis
In the section, we consider the inear system (1.5) and assume that the solution u(n, t)
is a real function. After the transformation
J(n) = ϕ(n)E−ne−ωσ3t,
the dmKdV equation allows the Lax representation:
J(n + 1) = γn(E +Qn)J(n)E
−1, (3.1)
and
Jt(n) = ω[σ3, J(n)] + QˆnJ(n). (3.2)
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We assume that the function J(n, z) admits the following symmetry conditions
J†(n, z¯) = J−1(n, z), σ3J(n,−z)σ3 = J(n, z), (3.3)
where z¯ = (z∗)−1 with z∗ denotes the complex conjugate of z.
The Jost functions J±(n, z) and the scattering matrix S(z) can be introduced in
the same way as in (2.9) and (2.10). It is readily verified that the matrices J±(n, z)
and S(z) are unimodular, and satisfy the symmetry conditions (3.3).
We note that similar considerations apply to the asymptotic behavior of the Jost
functions J±(n, z), one find
J(n, z) = J (0)(n) + z−1J (1)(n) +O(z−2), z →∞,
J(n, z) = J(0)(n) + zJ(1)(n) +O(z
2), z → 0,
(3.4)
where the diagonal matrices J (0)(n) and J(0)(n) admit the following iterative relations
J (0)(n+ 1) =
(
γn 0
0 γ−1n
)
J (0)(n), J(0)(n+ 1) =
(
γ−1n 0
0 γn
)
J(0)(n). (3.5)
In addition, the solution can be constructed by
u(n) = −
J
(1)
12 (n)
J
(0)
22 (n)
. (3.6)
The analytical properties of the Jost functions J±(n, z) are the same as the ones
in complex section above, and can be used to define the same sectionally holomorphic
Φ+(n, z) and Φ
−1
− (n, z) as (2.19) and (2.21) with Z replaced by E. Furthermore, we
have the symmetry condition about Φ±(n, z)
Φ†+(n, z¯) = Φ
−1(n, z), (3.7)
and the asymptotic behavior
Φ+(n, z)→ Φ
(0)
+ (n) =
(
ν−(n) 0
0 ν+(n)
)
, z →∞, (3.8)
and
Φ−1− (n, z)→ Φ˜
(0)
− (n) =
(
ν−(n) 0
0 ν+(n)
)
, z → 0, (3.9)
where the real functions ν±(n) are defined as in (2.18).
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3.2 The regularization of the RH problem and the soliton
solutions
The RH problem associated with Φ±(n, z) can be constructed as in (2.27), while the
normalization of the RH problem is given by (3.8).
In order to obtain the real soliton solutions of the dmKdV equation, we take G(z) =
I and suppose a+(z) = det Φ+(n, z) has simple zeros at ±zj ∈ CO, j = 1, · · · , N .
From the symmetries (3.7), we know that det Φ+(±zj) = 0, det Φ
−1
− (±z¯l) = 0, j, l =
1, · · · , N .
For convenience, we introduce the notations
k2j = zj, k2j−1 = −zj .
Then the soliton matrix can be written in the form
Γ(n, z) = χ2Nχ2N−1 · · ·χ2χ1, (3.10)
where
χl = I −
kl − k¯l
z − k¯l
Pl, χ
−l
j = I +
kj − k¯j
z + kj
Pj , Pj =
|j〉〈j|
〈j|j〉
, (3.11)
with the eigenvector 〈j| = |j〉† and |j〉 solves Φ+(n, kj)|j〉 = 0. In this case, one may
find that |2j〉 = σ3|2j − 1〉 and P2j = σ3P2j−1σ3. Hence the product Φ+(z)χ
−1
j (z) is
regular at the point kj and χl(z)Φ
−1
− (z) is regular at k¯l.
Since Φ+(n, z) solves the linear system (3.1) and (3.2), we know that the eigenvector
|j〉 takes the form
|j〉(n, t) = En(kj)e
ωjσ3t|j0〉, ωj = ω(kj). (3.12)
The regular RH problem can be derived similarly as (2.31) and (2.30), where the
soliton matrix Γ has the following decomposition
Γ = I −
2N∑
j,l=1
1
z − k¯l
|j〉(D−1)jl〈l|, Dlj =
〈l|j〉
kj − k¯l
. (3.13)
For N = 1, we take z1 = e
ξ+iη, that is k2 = z1, k1 = −z1,
|2〉 =
(
eθ+iφ
e−(θ+iφ)
)
, |1〉 = σ3|2〉, (3.14)
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where
θ = nξ + sinh 2ξ cos 2ηt+ α, φ = nη + cosh 2ξ sin 2ηt+ β. (3.15)
In this case, the soliton matrix takes the form
Γ(n, t, z) = I −
D−
z − z¯1
−
D+
z + z¯1
, (3.16)
where
D− =
z1 − z¯1
2
(
e2θ
z1e−2θ+z¯1e2θ
e2iφ
z1e−2θ+z¯1e2θ
e−2iφ
z1e2θ+z¯1e−2θ
e−2θ
z1e2θ+z¯1e−2θ
)
, D+ = −σ3D−σ3. (3.17)
From (3.16) and (3.17), we have
Γ(n, z = 0) =
z1
z¯1
(
z1e
2θ+z¯1e−2θ
z1e−2θ+z¯1e2θ
0
0 z1e
−2θ+z¯1e2θ
z1e2θ+z¯1e−2θ
)
, (3.18)
and
Γ(1)(n) = −(z21 − z¯
2
1)
(
0 e
2iφ
z1e−2θ+z¯1e2θ
e−2iφ
z1e2θ+z¯1e−2θ
0
)
, (3.19)
where Γ(1)(n) is defined by the asymptotic behavior
Γ(n, z) = I + z−1Γ(1)(n) +O(z−2), z →∞. (3.20)
Next we will give the solution of dmKdV equation (1.1) for N = 1. To this end, we
take the asymptotic behavior of the sectionally holomorphic Φ+(n, z) as
Φ+(n, z) = Φ
(0)
+ (n) + z
−1Φ
(1)
+ (n) +O(z
−2), z →∞,
which together with Φ+(n, z) = Φ
(0)
+ (n)Γ(n, z) imply that Φ
(1)
+ (n) = Φ
(0)
+ (n)Γ
(1)(n).
Note that the solution u(n, t) can be rewritten as
u(n, t) = −
Φ
(1)
+12(n)
Φ
(0)
+22(n)
= −
ν−(n)
ν+(n)
Γ
(1)
12 (n), (3.21)
in view of (3.6), (3.8) and the definition of Φ+(n, z). On the other hand, since S
†(z¯) =
S−1(z), detS(z) = 1, and a+(z) = det Φ+(n, z) → ν+(n)ν−(n), z → ∞, as well as
G(z) = I in the RH problem as in (2.27), then
ν = ν+(n)ν−(n) = 1. (3.22)
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Taking notice of the RH problem reduces to Φ+(n, z) = Φ−(n, z), which allows us to
discuss the asymptotic behavior of Φ+(n, z) near z = 0,
Φ+(n, z) → Φ˜
(0)
− (n), z → 0, (3.23)
where Φ˜
(0)
− (n) defined in (3.9). Now using again Φ+(n, z) = Φ
(0)
+ (n)Γ(n, z), we know
that
Γ(n, z = 0) =
(
ν−2− (n) 0
0 ν−2+ (n)
)
. (3.24)
Hence the solution u(n, t) can be reconstructed from (3.24), (3.22) and (3.26)
u(n, t) = −Γ22(n, z = 0)Γ
(1)
12 (n), (3.25)
For N = 1, we have the one soliton solution of dmKdV equation (1.1) from (3.18) and
(3.19) as
u(n, t) = e2ξ sinh 2ξsech(2θ + ξ), (3.26)
in terms of the assumption η + 2φ = 0, where θ and φ are defined in (3.15).
4 Gauge transformation
In this section, we discuss the Gauge transformation between the plus type dmKdV
equation and the minus one. Here we confine ourselves to the system (1.4). In [6], the
minus type dmKdV equation is the compatibility condition of the Lax pair
χ(n+ 1) = L˜nχ(n), χt(n) = M˜nχ(n), (4.1)
where L˜n = (I + Un)Z, M˜n = kσ3 + U˜n and
Un =
(
0 u˜(n)
u˜(n) 0
)
,
U˜n = Un + Z
−1Un−1Z − UnUn−1.
(4.2)
We let χ(n) = Gnψ(n). If ψ(n) and Qn solve the linear equations (1.4), then
L˜n = Gn+1LnG
−1
n ,
M˜n = Gn,tG
−1
n +GnMnG
−1
n ,
(4.3)
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and
u˜(n) = −iu(n− 2), (4.4)
where Ln = (I +Qn)Z,Mn = kσ3 + Q˜n −QnQn−1 and
Gn = ρ
±
n
(
1− iu(n− 1)u˜(n)λ −u(n− 1)− iu˜(n)λ
−u˜(n)λ + iu(n− 1)λ2 u(n− 1)u˜(n)λ+ iλ2
)
, (4.5)
with
ρ+n =
+∞∏
k=n
1 + u2(k)
1− u˜2(k)
, ρ−n =
n−1∏
k=−∞
1− u˜2(k)
1 + u2(k)
.
Indeed, L˜n = Gn+1LnG
−1
n implies that the matrix Gn can be represented in the follow-
ing form
Gn =
(
a0(n) + a1(n)λ b0(n) + b1(n)λ
c1(n)λ+ c2(n)λ
2 d1(n)λ+ d2(n)λ
2
)
.
Then we have a set of equations
a0(n+ 1)(1 + u
2(n)) = a0(n)(1− u˜
2(n)), (4.6a)
b0(n+ 1) = −u(n)a0(n+ 1), c1(n) = −u˜(n)a0(n), (4.6b)
u˜(n)b0(n) = u(n)c1(n+ 1) + d1(n + 1)− d1(n), (4.6c)
d2(n+ 1)(1 + u
2(n)) = d2(n)(1− u˜
2(n)), (4.6d)
b1(n) = −u˜(n)d2(n), c2(n + 1) = u(n)d2(n + 1), (4.6e)
a1(n+ 1)− a1(n)− u(n)b1(n + 1) = u˜(n)c2(n), (4.6f)
b0(n) = u(n)a1(n+ 1) + b1(n+ 1)− u˜(n)d1(n), (4.6g)
c2(n) = −u˜(n)a1(n) + c1(n+ 1)− u(n)d1(n+ 1). (4.6h)
Hence, equation (4.6a) implies a0(n) = ρ
±
n , then b0, c1 and d1 can be obtained from
(4.6b) and (4.6c). We take d2(n) = αρ
±
n by (4.6d), then by (4.6e) and (4.6f), b1, c2 and
a1 is at hand, where α is some constant. Thus Gn in (4.5) is obtained. In addition, the
last two equation (4.6g) and (4.6h) product
αu˜(n+ 1) = u(n− 1), u˜(n + 1) = −αu(n− 1), (4.7)
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in view of the identity ρ±n+1(1 + u
2(n)) = ρ±n (1 − u˜
2(n)). Thus (4.4) is proven. It is
remarked that the second equation of (4.3) is valid for Gn given by (4.5), since the
gauge transformation between (1.4) and (4.1) implies
L˜n,t − M˜n+1L˜n + L˜nM˜n = Gn+1(Ln,t −Mn+1Ln + LnMn)G
−1
n .
In this equation, Ln,t −Mn+1Ln + LnMn = 0 implies the plus type equation of (1.1),
while L˜n,t − M˜n+1L˜n + L˜nM˜n = 0 gives the minus one.
We note that the gauge transformation about the similar problem of (1.5) gives rise
to
u˜(n) = −iu(n− 1). (4.8)
Hence the solutions of minus type dmKdV equation can be obtained by (4.4) or (4.8)
from the given plus ones. It is interesting to remark that the soliton solutions to
minus type dmKdV equation can be also obtained without needing to consider the
nonvanishing boundary conditions [31], and the solutions are complex value by equation
(4.4) or (4.8) for above two cases.
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