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Abstract
The theory of finite dimensional reproducing kernel Krein spaces is exploited to obtain matrix analogues
of the Schur–Cohn theorem and the Hermite theorem on the distribution of zeros. Formulas for the number of
zeros of the determinant of an m × m matrix polynomial N(λ) inside and outside the region + in terms of
the signature of an associated matrix (that is subsequently identified as a Bezoutian in the sense of Haimovici
and Lerer for appropriately chosen realizations of the polynomials under consideration) are developed when
det N(λ) /= 0 on the boundary of + and + is taken equal to either the open unit disk or the open upper
half-plane. The proof is reasonably self contained and reasonably uniform for both choices of +. The
conditions imposed are less restrictive than those imposed in the papers [H. Dym, N. Young, A Schur–Cohn
theorem for matrix polynomials, in: Proceedings of the Edinburgh Mathematical Society, vol. 33, 1990, pp.
337–366] and [H. Dym, A Hermite theorem for matrix polynomials, in: Operator Theory: Advances and
Applications, vol. 50, Birkhäuser Verlag, Basel, 1991, pp. 191–214]. Comparisons with the Anderson–Jury
Bezoutian and the Haimovici–Lerer Bezoutians referred to above are made, and an application to block
Toeplitz matrices is given.
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1. Introduction
Let N(λ) be a given m × m matrix-valued non-singular polynomial, i.e., with det N(λ) /≡ 0.
The main goal of this paper is to evaluate the number of zeros of det N(λ) inside a domain + in
terms of the signature of a certain constant matrix X that is constructed from the coefficients of
the polynomial N(λ). The three classical choices of + are
(1) + = D = {λ ∈ C : |λ| < 1}, the open unit disk;
(2) + = C+ = {λ ∈ C : (λ − λ¯)/i > 0}, the open upper halfplane; and
(3) + = + = {λ ∈ C : λ + λ¯ > 0}, the open right halfplane.
However, since (2) and (3) are essentially the same, we shall focus primarily on the first two
cases: + = D and + = C+. These two cases were previously treated in [7] and [5] under the
assumption that the polynomial N(λ) has no conjugate pairs of zeros (with respect to the boundary
of the domain); in the present paper this is relaxed to the weaker assumption that N(λ) has no
zeros on the boundary ∂ of +.
We shall use the following notation:
dj
def= deg(Nej ), n def= max(d1, . . . , dm), d def=
m∑
j=1
dj , (1.1)
where ej are the elements of the standard basis of Cm. The numbers dj , j = 1, . . . , m are
referred to as the column degrees of N(λ). Furthermore, some of the notation depends upon
the choice of +, as shown in the following table, in which ϕα(λ) = λ + α, for short and
the missing entries in the third column are δ(λ) = diag(ϕ1(λ)d1 , . . . , ϕ1(λ)dm) and (λ) =
diag(b1(λ)d1 , . . . , b1(λ)dm):
+ = D + = C+ + = +
∂ T R iR
ρω(λ) 1 − λω¯ −2π i(λ − ω¯) 2π(λ + ω¯)
bω(λ)
λ−ω
1−λω¯
λ−ω
λ−ω¯
λ−ω
λ+ω¯
δ(λ) diag(λd1 , . . . , λdm) diag(ϕi(λ)d1 , . . . , ϕi(λ)dm) · · ·
(λ) diag(b0(λ)d1 , . . . , b0(λ)dm) diag(bi(λ)d1 , . . . , bi(λ)dm) · · ·
f #(λ) f (1/λ¯)∗ if λ /= 0 f (λ¯)∗ f (−λ¯)∗
Also, given an m × m matrix-valued polynomial N(λ) and a Hermitian matrix A, let
(1) ν±(N) denote the number of zeros of det N(λ) in ±, where − = C \ {+ ∪ ∂}.
(2) μ+(A) (respectively, μ−(A) and μ0(A)) denote the number of positive (respectively, neg-
ative and zero) eigenvalues of A.
In the sequel we assume that the polynomial N(λ) has the following properties:
degN1, (1.2)
det N(λ) /= 0, ∀λ ∈ ∂, (1.3)
N0
def= lim
λ→∞N(λ)δ(λ)
−1 is invertible. (1.4)
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Theorem 1.1. Let N(λ) be an m × m matrix polynomial that meets the conditions (1.2)–(1.4).
Then:
(1) deg(det N) = d.
(2) There exists a unique Hermitian matrix X ∈ Cd×d that is determined by N(λ) via formula
(2.18).
(3) ν±(N) = μ±(X) + 12μ0(X).
Theorem 1.1 is roughly comparable to Theorem 2.1 in the useful and comprehensive study [15]
of Lerer and Tismenetsky. They express the numbers ν±(N) in terms of the eigenvalue distribution
of the Anderson–Jury Bezoutian matrix B under less restrictive assumptions than are imposed
here: they do not assume that the condition (1.3) is in force. The methods of proof are quite
different. Lerer and Tismenetsky invoke the Carlson–Schneider inertia theorem and rely heavily
on the spectral theory of matrix polynomials that is developed in an extensive series of papers
that are conveniently summarized in the monograph [8]. The main role of the spectral theory of
matrix polynomials in [15] is to handle the zeros on the boundary. This is perhaps displayed most
transparently in the proof of an analogue of Theorem 2.1 that is presented in Section 4 of [12]. The
latter is expressed in terms of the Bezoutian matrix that was introduced in [10], which exploits
realization theory to reduce size. This is discussed in detail in Section 5.
The analysis in this paper is based largely on elementary Hardy space theory and a little
reproducing kernel space theory. The matrix X that comes into play in Theorem 1.1 is connected
with the Gram matrix of the expedient basis of an underlying finite dimensional reproducing
kernel Krein space, much as in [7]. It is typically much smaller in size than the Anderson–Jury
Bezoutian, but is the same size as the Haimovici–Lerer Bezoutian Y for appropriately chosen
realizations. Comparisons between the Anderson–Jury Bezoutian and the matrices X and Y are
made in Sections 4 and 5. Section 6 focuses on the case where X is the inverse of a block Toeplitz
matrix and presents another proof of the theorem of [1] and [9]. Some results for the case of
indefinite corner block, which are similar in spirit, but not quite the same as those in [14] are also
discussed.
2. Preliminary analysis
Proposition 2.1. Let
det N(λ) = a(λ − α1) · · · (λ − αd),
where
a ∈ C \ {0}, α1, . . . , αd ∈ C \ ∂.
Then there exists a rational m × m matrix-valued function(λ) that is holomorphic on ∂, which
possesses the following properties:
(λ)∗ = (λ)−1, ∀λ ∈ ∂, (2.1)
det(λ) = bα1(λ) · · · bαd (λ), (2.2)
if + = C+, then lim
λ→∞(λ) = Im, (2.3)
if + = D, then (λ) is holomorphic at λ = 0, (2.4)
D(λ)
def= (λ)−1N(λ) is a matrix polynomial. (2.5)
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Proof. Since det N(α1) = 0, there exists a vector u1 ∈ Cm \ {0} such that
u∗1N(α1) = 0.
Consider the elementary Blaschke–Potapov factor
α1(λ) = Im + (bα1(λ) − 1)u1(u∗1u1)−1u∗1.
Then (see [3, Theorems 1.3, 1.4])
α1(λ)
∗ = α1(λ)−1, ∀λ ∈ ∂,
detα1(λ) = bα1(λ),
if + = C+, lim
λ→∞α1(λ) = Im,
if + = D, α1(λ) is holomorphic at λ = 0.
Moreover, since
α1(λ)
−1 = I + (bα1(λ)−1 − 1)u1(u∗1u1)−1u∗1,
the function N1
def= −11 N is a polynomial and
det N1(λ) = abα1(λ)−1(λ − α1) · · · (λ − αd).
This process can be continued:
N1(λ) = α2(λ)N2(λ), N2(λ) = α3(λ)N3(λ) etc.
and the function (λ) = 1(λ) · · ·d(λ) emerges after d such steps. 
In the sequel we consider the finite-dimensional reproducing kernel Krein spaceK() with
the reproducing kernel
Kω (λ)
def= Im −(λ)(ω)
∗
ρw(λ)
,
based on the rational matrix function  defined in Proposition 2.1. Then, as follows from [7,
Theorem 3.1],K() is of the form
K() = (Hm2 +Hm2 ) 	 (Hm2 ∩Hm2 ), (2.6)
where Hm2 = Hm2 (+) denotes the vector Hardy space of index 2 with respect to +. Thus, for
example, Hm2 (D) denotes the set of m × 1 vector valued functions of the form f (λ) =
∑∞
j=0 vjλj
with vj ∈ Cm and ∑∞j=0 ‖vj‖2 < ∞. Next, let
N̂(λ)
def=
{
δ(λ)N#(λ) = δ(λ)N
(
1
λ¯
)∗
, if + = D,
δ(λ)−1N#(λ) = δ(λ)−1N(λ¯)∗, if + = C+,
(2.7)
and
D̂(λ)
def=
{
δ(λ)D#(λ) = δ(λ)D
(
1
λ¯
)∗
, if + = D,
δ(λ)−1D#(λ) = δ(λ)−1D(λ¯)∗, if + = C+,
(2.8)
where D(λ) is the matrix polynomial defined in Proposition 2.1 (see (2.5)). Note that, as follows
from (2.5), (1.3) and (2.1),
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det D(λ) /= 0, ∀λ ∈ ∂. (2.9)
Hence the rational matrix functions N̂(λ) and D̂(λ) are holomorphic and invertible at each point
of ∂. Since, in view of (2.1),
(λ)−1 = #(λ) =
⎧⎨⎩
(
1
λ¯
)∗
, if + = D,
(λ¯)∗, if + = C+,
(2.10)
(2.7), (2.8) and (2.5) imply that
N̂(λ)(λ) = D̂(λ). (2.11)
Lemma 2.2. The rational matrix functions N̂(λ) and D̂(λ) are holomorphic in + and
N̂K() ⊆ Hm2 	 Hm2 . (2.12)
Moreover:
(1) If + = D, then N̂(λ) and D̂(λ) are matrix polynomials, satisfying
N̂(0) = N∗0 , D̂(0) = N∗0(0). (2.13)
(2) If + = C+, then N̂(λ) and D̂(λ) belong to the Wiener algebra
Wm×m+ =
{
γ +
∫ ∞
0
eiλth(t) dt : γ ∈ Cm×m and h ∈ Lm×m1 ([0,∞))
}
and
lim
λ→∞ N̂(λ) = limλ→∞ D̂(λ) = N
∗
0 . (2.14)
Proof. First we consider the case + = D. Since, as follows from (2.5),
deg{D(λ)ej }  deg{N(λ)ej } = dj for j = 1, . . . , m,
it is readily checked that N̂(λ) and D̂(λ) are matrix polynomials. Moreover, since formulas (2.7)
and (2.8) clearly imply that
N̂
(
1
λ¯
)∗
= N(λ)δ(λ)−1 and
D̂
(
1
λ¯
)∗
= D(λ)δ(λ)−1 = (λ)−1N(λ)δ(λ)−1,
it is readily seen with the aid of (2.10) that
lim
λ→0 N̂(λ) = limλ→∞(N(λ)δ(λ)
−1)∗ = N∗0 ,
lim
λ→0 D̂(λ) = limλ→∞(N(λ)δ(λ)
−1)∗ lim
λ→0(λ)
∗ = N∗0(0).
Thus, N̂(λ) and D̂(λ) are matrix polynomials, satisfying (2.13).
If + = C+, then (2.7) and (2.8) imply that N̂(λ) and D̂(λ) are holomorphic in C+. Since
lim
λ→∞(λ) = Im,
N̂(λ¯)∗ = N(λ)δ(λ)−1(λ)−1 and
D̂(λ¯)∗ = D(λ)δ(λ)−1(λ)−1 = (λ)−1N(λ)δ(λ)−1(λ)−1,
H. Dym, D. Volok / Linear Algebra and its Applications 425 (2007) 714–738 719
it follows from (2.3) that
lim
λ→∞ N̂(λ) = limλ→∞ D̂(λ) = limλ→∞
(
N(λ)δ(λ)−1
)∗ = N∗0 .
Thus N̂(λ) and D̂(λ) satisfy (2.14).
Next we prove that (2.12) holds in both cases. Indeed, let f ∈K(). Then, according to (2.6),
f ∈ (H 2m +H 2m) 	 (H 2m ∩H 2m).
In view of (2.11), we have
N̂f ∈ N̂Hm2 + D̂Hm2 ⊆ Hm2 .
Furthermore, if + = D, then
Ng = Dg ∈ Hm2 ∩Hm2
for every g ∈ Hm2 and hence
0 = 〈f,Ng〉Lm2 = 〈N̂f,g〉Lm2 .
On the other hand, if + = C+, then
Nδ−1g = Dδ−1g ∈ Hm2 ∩Hm2 ,
for every g ∈ Hm2 and hence, as Nδ−1 = N#,
0 = 〈f,Nδ−1g〉Lm2 = 〈N̂f,g〉Lm2 .
Thus, in both cases N̂f ∈ Hm2 	 Hm2 . 
In what follows it will be convenient to fix an m × d matrix valued function ̂(λ) whose
columns form a basis of Hm2 	 Hm2 . We set
̂(λ) =
{
(λ) if + = D,
δ(λ)−1(λ) if + = C+, (2.15)
where
(λ) = [φj,(λ)] (2.16)
is the m × d matrix polynomial with entries
φj,(λ)
def=
⎧⎨⎩
λ−1 if j = 1 and 1    d1,
λ−d1−···−dj−1−1 if j = 2, . . . , m and 1   −∑j−1i=1 di  dj ,
0 otherwise.
(2.17)
Thus, for example, if m = 3, d1 = 3, d2 = 2 and d4 = 4, then
(λ) =
⎡⎣1 λ λ2 0 0 0 0 0 00 0 0 1 λ 0 0 0 0
0 0 0 0 0 1 λ λ2 λ3
⎤⎦ .
Proposition 2.3. There exists a unique Hermitian matrix X ∈ Cd×d such that
N̂(λ)N̂(ω)∗ − D̂(λ)D̂(ω)∗
ρω(λ)
= ̂(λ)X̂(ω)∗. (2.18)
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Moreover,
Kω (λ) = F(λ)XF(ω)∗, (2.19)
where
F(λ)
def= N̂(λ)−1̂(λ) (2.20)
and the columns of F(λ) are linearly independent.
Proof. Consider the kernel
K̂ω(λ)
def= N̂(λ) · Kω (λ) · N̂(w)∗.
Then, as follows from (2.11),
K̂ω(λ) = N̂(λ)N̂(ω)
∗ − D̂(λ)D̂(ω)∗
ρω(λ)
.
Furthermore, in view of (2.12),
K̂ωu ∈ Hm2 	 Hm2 , ∀ω ∈ +, u ∈ Cm.
Since the columns of the matrix function ̂(λ) form a basis of Hm2 	 Hm2 , there exists a unique
Cm×d -valued function (ω) such that
K̂ω(λ) = ̂(λ)(ω)∗, ∀λ, ω ∈ +. (2.21)
Moreover,
̂(λ)(ω)∗ = (λ)̂(ω)∗, (2.22)
since
K̂ω(λ) = K̂λ(ω)∗. (2.23)
Let λ1, . . . , λd be any set of d distinct points in C. Then, because of the special form of the
m × d matrix polynomial (λ), there exists a d × d permutation matrix  such that md × d
matrix⎡⎢⎣(λ1)...
(λd)
⎤⎥⎦ =  · diag{V1, . . . , Vd}, (2.24)
where Vj is a d × dj matrix of the Vandermonde form
Vj =
⎡⎢⎢⎣
1 λ1 · · · λdj−11
... · · · ...
1 λd · · · λdj−1d
⎤⎥⎥⎦ for j = 1, . . . , d if dj > 0
and Vj is dropped from the right hand side of (2.24) if dj = 0. Thus, as the columns of Vj are
linearly independent when dj > 0, it follows that the matrices⎡⎢⎣(λ1)...
(λd)
⎤⎥⎦ and
⎡⎢⎣̂(λ1)...
̂(λd)
⎤⎥⎦ (2.25)
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are both left-invertible. Therefore, (2.22) yields the formulas⎡⎢⎣̂(λ1)...
̂(λd)
⎤⎥⎦(ω)∗ =
⎡⎢⎣(λ1)...
(λd)
⎤⎥⎦ ̂(ω)∗ and (ω)∗ = 
⎡⎢⎣(λ1)...
(λd)
⎤⎥⎦ ̂(ω)∗,
where  is a left inverse of the second matrix in (2.25), that is independent of the point ω. Hence,
(ω) = ̂(ω)X∗, where X = 
⎡⎢⎣(λ1)...
(λd)
⎤⎥⎦ .
Substituting the last identity into (2.21), we obtain (2.18). This proves the existence of X. The
uniqueness of X follows from the linear independence of the columns of ̂. Finally, in view of
(2.23),
̂(λ)X̂(ω)∗ = ̂(λ)X∗̂(ω)∗,
hence X = X∗.
Finally, in view of (2.11), (2.18) is equivalent to (2.19) and, since the columns of the matrix
function ̂(λ) form a basis of Hm2 	 Hm2 , the columns of F(λ) are linearly independent. 
Lemma 2.4. There exist a pair of matrices A ∈ Cd×d and C ∈ Cm×d such that (C,A) is observ-
able and the matrix function F(λ) defined by (2.20) admits a realization of the form
F(λ) =
{
C(Id − λA)−1 if + = D,
C(λId − A)−1 if + = C+. (2.26)
Proof. It follows from (1.4), (2.13), (2.14) and (2.15)–(2.17) that if + = D (respectively,
+ = C+) then F(λ) is holomorphic at λ = 0 (respectively, F(λ) is holomorphic at λ = ∞
and limλ→∞ F(λ) = 0). Let
C =
{
F(0) if + = D,
limλ→∞ λF(λ) if + = C+.
Then C = (N∗0 )−10, where
0
def=
{
̂(0) if + = D,
limλ→∞ λ̂(λ) if + = C+.
Let
(Rαf )(λ) = f (λ) − f (α)
λ − α
denote the generalized backward shift operator and recall that Hm2 	 Hm2 is Rα invariant for
every point α ∈ +. Thus, there exist a pair of matrices U,Uα ∈ Cd×d such that
̂(λ) − ̂(0) = λ̂(λ)U if + = D (2.27)
and
̂(λ) − ̂(α) = (λ − α)̂(λ)Uα if + = C+,
respectively. Letting λ → ∞ in the latter, we see that
722 H. Dym, D. Volok / Linear Algebra and its Applications 425 (2007) 714–738
−̂(α) = 0Uα if + = C+,
which in turn implies that
(λ̂(λ) − 0)Uα = ̂(λ)(Id + αUα) if + = C+.
Since the columns of ̂(λ) are linearly independent, the last formula implies in particular that Uα
is invertible and hence, upon multiplying both sides by U−1α and setting
U = (Id + αUα)U−1α ,
that
λ̂(λ) − 0 = ̂(λ)U if + = C+. (2.28)
In the case + = D we have
F(λ) − C = N̂(λ)−1(̂(λ) − ̂(0) − (N̂(λ) − N̂(0))N̂(0)−1̂(0)). (2.29)
In view of (1.1) and the definition of (λ),
R0(N̂u) ∈ Hm2 	 Hm2 ∀u ∈ Cm,
hence there exists a matrix Y ∈ Cd×m such that
N̂(λ) − N̂(0) = λ̂(λ)Y. (2.30)
Thus, upon combining formulas (2.27), (2.29) and (2.30), it is readily seen that if + = D, then
F(λ) − C = λF(λ)(U − Y N̂(0)−1̂(0)) = λF(λ)(U − Y (N∗0 )−10).
In the case + = C+ the computations are analogous:
λF(λ) − C = N̂(λ)−1(λ̂(λ) − 0 − (N̂(λ) − N∗0 )(N∗0 )−10)
= F(λ)(U − Y (N∗0 )−10),
where now U ∈ Cd×d and Y ∈ Cd×m are obtained from formula (2.28) and the observation that
N̂(λ) − N∗0 = ̂(λ)Y.
The latter holds, because
(N̂(λ) − N∗0 )u ∈ Hm2 	 Hm2 for every u ∈ Cm.
In both cases we set
A = U − Y (N∗0 )−10
and obtain (2.26).
Finally, since the columns of F(λ) are linearly independent, (2.26) implies that
ker(C) ∩ ker CA ∩ · · · ∩ ker(CAd−1) = 0
and hence the pair (C,A) is observable. 
Let us consider, as in [6], the finite-dimensional vector space
KX
def= {FXu : u ∈ Cd}
equipped with the scalar product
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〈FXu, FXv〉X def= v∗Xu.
Then, according to [6, Theorem 2.1],KX is a reproducing kernel Krein space with the reproducing
kernel
KXω (λ) = F(λ)XF(ω)∗
and it follows from (2.19) that the finite-dimensional reproducing kernel Krein spacesK() and
KX coincide:
K() =KX. (2.31)
Therefore, Lemma 2.4 and [6, Theorems 4.1, 5.1] yield the following result:
Theorem 2.5. Let A ∈ Cd×d and C ∈ Cm×d be as in Lemma 2.4. Then the matrix X ∈ Cd×d
defined in Proposition 2.3 satisfies the following relations:
if + = C+, XA∗ − AX = 2π iXC∗CX, (2.32)
if + = D, AX = XX†AX and X − XA∗X†AX = XC∗CX, (2.33)
where X† denotes the Moore–Penrose pseudo-inverse of X.
3. The main theorem
We begin with a preliminary lemma, in which p denotes the orthogonal projection onto Hm2 in
Lm2 .
Lemma 3.1. Let P(λ) be an m × m matrix polynomial, such that
det P(λ) /= 0, ∀λ ∈ ∂, (3.1)
let i = deg{e∗i P } for i = 1, . . . , m and let σ(λ) = diag{(λ + i)1 , . . . , (λ + i)m}. Then
ν+(P ) =
⎧⎨⎩
dim ker pP ∗|Hm2 if + = D,
dim ker p(σ−1P)∗|Hm2 if + = C+ and
limλ→∞ σ(λ)−1P(λ) is invertible.
Proof. Since the case + = D is covered by [2, Lemma 11.1], it suffices to consider only the
case + = C+. The proof is along the lines of [4, Lemma 6.2].
Using the extraction procedure spelled out in the proof of Proposition 2.1, one can factor
P(λ) = Q(λ)(λ),
where is a Blaschke–Potapov product of ν+(P ) elementary factors and Q(λ) is a polynomial,
such that
det Q(λ) /= 0, ∀λ ∈ R ∪ C+.
Then, since
lim
λ→∞ σ(λ)
−1Q(λ) is invertible
it is readily checked with the help of the Wiener theorem that σ−1Q is invertible in the Wiener
algebraWm×m+ . Therefore, the operator of multiplication by σ−1Q is invertible in Hm2 and hence,
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dim ker p(σ−1P)∗|Hm2 = dim ker p∗(σ−1Q)∗|Hm2
= dim ker p∗p(σ−1Q)∗|Hm2 = dim ker p∗|Hm2
= dim Hm2 	Hm2 = ν+(P ). 
Theorem 3.2. Let X be as in Proposition 2.3. Then
ν±(N) = μ±(X) + 12μ0(X).
Proof. We divide the proof into five steps.
Step 1. Denote
α
def= dim(ker pN̂∗|Hm2 ∩ ker pD̂∗|Hm2 ),
β
def= dim
(
ker pN̂∗|Hm2
)
.
In what follows we assume that
0 < α < β.
If α = 0 or α = β the proof has to be modified in the obvious way.
Let f1(λ), . . . , fα(λ) be a basis of
ker pN̂∗|Hm2 ∩ ker pD̂∗|Hm2
and let fα+1(λ), . . . , fβ(λ) be a basis of the orthogonal complement
ker pN̂∗|Hm2 	
(
ker pN̂∗
∣∣∣Hm2 ∩ ker pD̂∗∣∣∣Hm2
)
.
Let v1, . . . , vβ ∈ Cd be defined by
v∗j u = 〈̂u, fj 〉Hm2 , ∀u ∈ Cd , 1  j  β.
In view of (2.18),
u∗̂(ω)Xvj = 〈fj , ̂X̂(ω)∗u〉Hm2 = −
〈
fj ,
D̂D̂(ω)∗u
ρω
〉
Hm2
= −u∗D̂(ω) · (pD̂∗fj )(ω),
for every u ∈ Cm and every ω ∈ D, and hence,
̂(ω)Xvj = −D̂(ω) · (pD̂∗fj )(ω).
It follows that, as the columns of ̂ are linearly independent,
Xvj = 0, j = 1, . . . , α, (3.2)
and that for every choice of constants cα+1, . . . , cβ ∈ C⎛⎝ β∑
=α+1
cv
∗

⎞⎠X
⎛⎝ β∑
j=α+1
cj vj
⎞⎠= β∑
j,=α+1
ccj 〈̂Xvj , f〉Hm2
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= −
β∑
j,=α+1
ccj 〈D̂(pD̂∗fj ), f〉Hm2
= −
∥∥∥∥∥∥pD̂∗
β∑
j=α+1
cjfj
∥∥∥∥∥∥
2
Hm2
. (3.3)
Step 2. Consider the auxiliary functions
N˜(λ)
def=
{
N(λ¯)∗ = (λ)N̂(1/λ) if + = D,
(λ)N̂(−λ) if + = C+,
and
D˜(λ)
def=
{
D(λ¯)∗ if + = D,
(λ)D̂(−λ) if + = C+.
Then (2.18) implies
D˜(λ)D˜(ω)∗ − N˜(λ)N˜(ω)∗
ρω(λ)
= ˜(λ)X˜(ω)∗, (3.4)
where
˜(λ)
def=
{
(λ)
λ
̂
(
1
λ
)
if + = D,
(λ)̂(−λ) if + = C+.
(3.5)
Denote
γ
def= dim
(
ker pN˜∗|Hm2 ∩ ker pD˜∗|Hm2
)
,
κ
def= dim(ker pN˜∗|Hm2 ).
We assume that
0 < γ < κ.
If γ = 0 or γ = κ , then, just as in Step 1, the proof has to be modified in an obvious way. Let
g1(λ), . . . , gγ (λ) be a basis of
ker pN˜∗|Hm2 ∩ ker pD˜∗|Hm2
and let gγ+1(λ), . . . , gκ(λ) be a basis of the orthogonal complement
ker pN˜∗|Hm2 	 (ker pN˜∗|Hm2 ∩ ker pD˜∗|Hm2 ).
Let u1, . . . , uκ ∈ Cd be defined by
u∗jw = 〈˜w, gj 〉Hm2 , ∀w ∈ Cd , 1  j  β.
Then the formulas
Xuj = 0, j = 1, . . . , γ, (3.6)⎛⎝ κ∑
=γ+1
cu
∗

⎞⎠X
⎛⎝ κ∑
j=γ+1
cjuj
⎞⎠ =
∥∥∥∥∥∥pD˜∗
κ∑
j=γ+1
cjgj
∥∥∥∥∥∥
2
Hm2
(3.7)
may be verified for every choice of constants cγ+1, . . . , cβ ∈ C just as in Step 1.
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Step 3. We claim that the vectors v1, . . . , vβ, u1, . . . , uκ are linearly independent. Indeed,
assume c1, . . . , cβ, d1, . . . , dκ ∈ C are such that
β∑
j=1
cj vj +
κ∑
=1
du = 0.
Denote
f (λ)
def=
β∑
j=1
cjfj (λ) ∈ ker pN̂∗|Hm2 ,
g(λ)
def=
κ∑
=1
dg(λ) ∈ ker pN˜∗|Hm2 .
Then
〈̂w, f 〉Hm2 + 〈˜w, g〉Hm2 = 0
for every w ∈ Cd . Thus, if we write
f = p1 + q1, g = p2 + q2, where p1, p2 ∈ Hm2 	 Hm2 , q1, q2 ∈ Hm2 ,
then it is readily checked that
〈̂w,q1〉 = 〈˜w,q2〉 = 0
and hence, as the columns of ̂ form a basis for Hm2 	 Hm2 ,
−p1(λ) =
{
(λ)
λ
p2
(
1
λ
)
if + = D,
(λ)p2(−λ) if + = C+.
Since N̂(λ)∗f (λ) ∈ (Hm2 )⊥ and
N̂(λ)∗(λ) =
{
N(λ) if + = D and λ ∈ ∂,
N(λ)δ(λ)−1 if + = C+ and λ ∈ ∂,
it follows that{
N(λ)
(
− 1
λ
p2
(
1
λ
)
+ q1(λ)
)
∈ (Hm2 )⊥ if + = D,
N(λ)δ(λ)−1(−p2(−λ) + q1(λ)) ∈ (Hm2 )⊥ if + = C+,
which is the same as{
N
(
1
λ
) (
p2(λ) − 1λq1
(
1
λ
))
∈ Hm2 if + = D,
N(λ)δ(λ)−1 (p2(−λ) − q1(λ)) ∈ (Hm2 )⊥ if + = C+.
On the other hand, since N˜(λ)∗g(λ) ∈ (Hm2 )⊥ and
N˜(λ)∗ =
{
N
(
1
λ
)
if + = D and λ ∈ ∂,
N(−λ)δ(−λ)−1 if + = C+ and λ ∈ ∂,
we have{
N
(
1
λ
)
(p2(λ) + (λ)q2(λ)) ∈ (Hm2 )⊥ if + = D,
N(−λ)δ(−λ)−1(p2(λ) + (λ)q2(λ)) ∈ (Hm2 )⊥ if + = C+,
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which is the same as{
N
(
1
λ
)
(p2(λ) + (λ)q2(λ)) ∈ (Hm2 )⊥ if + = D,
N(λ)δ(λ)−1(p2(−λ) + (−λ)q2(−λ)) ∈ Hm2 if + = C+.
Since{
N
(
1
λ
)
(λ) = N̂(λ¯)∗ if + = D,
δ(λ)−1(−λ) = (δ(λ¯)∗)−1 if + = C+,
we conclude that
N
(
1
λ
)
p2(λ)= 1
λ
N
(
1
λ
)
q1
(
1
λ
)
− N̂(λ¯)∗q2(λ)
= 1
λ
N
(
1
λ
)
q1
(
1
λ
)
− N
(
1
λ
)
(λ)q2(λ) if + = D,
N(λ)δ(λ)−1p2(−λ)= N(λ)(δ(λ)−1q1(λ) − (δ(λ¯)∗)−1q2(−λ))
= N(λ)(δ(λ)−1q1(λ) − δ(λ)−1(−λ)q2(λ)) if + = C+
and, therefore, that{
p2(λ) = 1λq1
(
1
λ
)
− (λ)q2(λ) if + = D,
p2(λ) = q1(−λ) − (λ)q2(λ) if + = C+.
But, as p2 ∈ Hm2 	 Hm2 , whereas q2 ∈ Hm2 , and{
1
λ
q1
(
1
λ
)
∈ (Hm2 )⊥ if + = D,
q1(−λ) ∈ (Hm2 )⊥ if + = C+,
it follows that
q1 = q2 = p1 = p2 = f = g = 0;
and hence that
c1 = · · · = cβ = d1 = · · · = dκ = 0.
Step 4. In view of (3.2) and (3.6), the vectors v1, . . . , vα, u1, . . . , uγ span a subspace of ker X.
Moreover, the vectors vα+1, . . . , vβ (resp., uγ+1, . . . , uκ ) span a strictly negative (resp., positive)
subspace of Cm with respect to the indefinite inner product [u, v] = v∗Xu.
Suppose to the contrary that there exists a set of constants cα+1, . . . , cβ such that
(
∑β
=α+1 cv∗ )X(
∑β
j=α+1 cj vj ) = 0. Then, in view of formula (3.3), the vector valued function
f = ∑βj=α+1 cjfj belongs to kerpD̂∗|Hm2 . On the other hand, by definition of the fj , f also
belongs to
ker pN̂∗|Hm2 	 (ker pN̂∗|Hm2 ∩ ker pD̂∗|Hm2 ).
But this means that
f ∈ (ker pN̂∗|Hm2 ∩ ker pD̂∗|Hm2 ) ∩ (ker pN̂∗|Hm2 ∩ ker pD̂∗|Hm2 )⊥
and hence that f = 0. Therefore, since the functions fα+1, . . . , fβ are linearly independent, the
coefficients must vanish, i.e., cα+1 = · · · = cβ = 0. This completes the proof of the first assertion.
The proof of the second is similar.
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Step 5. In view of (3.3) and (3.7) and Steps 3 and 4, we obtain the following inequalities:
β − α  μ−(X), α + γ  μ0(X), κ − γ  μ+(X). (3.8)
But, as follows from Lemma 3.1 and (2.13), (2.14),
β = ν−(N), κ = ν+(N).
Since
ν+(N) + ν−(N) = d = μ−(X) + μ0(X) + μ+(X), (3.9)
we conclude that equalities must prevail in (3.8):
ν−(N) = α + μ−(X), α + γ = μ0(X), ν+(N) = γ + μ+(X). (3.10)
Repeating Steps 1–4 with f ∈ ker pD̂∗|Hm2 , and g ∈ ker pD˜∗|Hm2 and taking into account that
dim(ker pD̂∗|Hm2 ) = ν+(N), dim(ker pD˜∗|Hm2 ) = ν−(N),
we obtain
ν−(N) = γ + μ−(X), ν+(N) = α + μ+(X). (3.11)
Comparison of (3.10) and (3.11) completes the proof. 
4. Comparison with the Anderson–Jury Bezoutian
It is easily seen that if + = C+, then formula (2.18) can be rewritten directly in terms of the
polynomials N(λ), N#(λ), D(λ), D#(λ) and (λ) as
N#(λ)N(μ) − D#(λ)D(μ) = −2π i(λ − μ)(λ)X#(μ) (4.1)
for every choice of λ,μ ∈ C. In particular, this implies that
N#(λ)N(λ) − D#(λ)D(λ) = 0
and hence, that the Anderson–Jury matrix Bezoutian B may be defined as
N#(λ)N(μ) − D#(λ)D(μ)
λ − μ = (λ)B
#(μ), (4.2)
where
(λ) = [Im λIm · · · λn−1Im]
and n = degN(λ). Thus, there exists an nm × nm permutation matrix  such that
(λ) = (λ)
[
Id
O(mn−d)×d
]
.
Thus, upon comparing formulas (4.1) and (4.2), it follows that
−2π i(λ)
[
Id
O(mn−d)×d
]
X
[
Id Od×(mn−d)
]
∗#(μ) = (λ)B#(μ)
for every choice of λ,μ ∈ C and hence that
B = −2π i
[
Id
O(mn−d)×d
]
X
[
Id Od×(mn−d)
]
∗
= −2π i
[
X Od×(mn−d)
O(mn−d)×d O(mn−d)×(mn−d)
]
∗.
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Consequently,
μ±(B) = μ±(−iX) and μ0(B) = μ0(X) + mn − d.
These calculations can be summarized as follows:
Theorem 4.1. Let N(λ) be an m × m matrix polynomial that meets the conditions (1.2)–(1.4)
and let det N(λ) be a polynomial of degree d. Then
ν±(N) = μ±(iB) + 12 (μ0(B) − mn + d) if + = C+. (4.3)
If the top coefficient of N(λ) is invertible, then nm = d and formula (4.3) reduces to
ν±(N) = μ±(iB) + 12μ0(B) if + = C+. (4.4)
Similar calculations for + = D based on comparing formula (2.18) with the formula
N̂(λ)N̂(ω)∗ − D̂(λ)D̂(ω)∗
1 − λω¯ = (λ)B̂(ω)
∗, (4.5)
with (λ) as above, lead to the supplementary conclusion.
Theorem 4.2. Let N(λ) be an m × m matrix polynomial that meets the conditions (1.2)–(1.4)
and let det N(λ) be a polynomial of degree d. Then
ν±(N) = ν∓(N̂) = μ±(B̂) + 12 (μ0(B̂) − mn + d) if + = D. (4.6)
If the top coefficient of N(λ) is invertible, then nm = d and formula (4.3) reduces to
ν±(N) = ν∓(N̂) = μ±(B̂) + 12μ0(B̂). (4.7)
The terms μ0(B) and μ0(B̂) in the preceding formulas arise from the presence of a common
divisor of N(λ) and D(λ). Theorem 0.2 in [15] states that in the setting of Theorem 4.2, μ0(B)
is equal to the degree of the determinant of the greatest common divisor of N(λ) and D(λ).
5. Bezoutians that depend upon realizations
In this section, following Haimovici and Lerer [10], we shall define a Bezoutian in terms of the
realizations of the matrix polynomials under consideration. The definition also depends upon the
choice of +, and rests upon the following lemma which covers both + = D and + = C+.
This lemma was established in [10] for the case + = C+ and in [13] for the case + = D.
Lemma 5.1. Let J = diag{Im,−Im}, let
σμ(λ) =
{
ρμ¯(λ) = 1 − λμ if + = D
ρμ¯(λ)
−2π i = λ − μ if + = C+
and let L1(λ) and L2(λ) be a pair of matrix polynomials of sizes m × 2m and 2m × m, respec-
tively, such that:
(1) L1(λ) = D1 + λC1(In1 − λA1)−1B1 and (C1, A1) is an observable pair.
(2) L2(λ) = D2 + λC2(In2 − λA2)−1B2 and (A2, B2) is a controllable pair.
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(3a) L1(λ)JL2(1/λ) = 0 for every point λ ∈ C \ {0} if + = D.
(3b) L1(λ)JL2(λ) = 0 for every point λ ∈ C if + = C+.
Then there exists a unique matrix Y ∈ Cn1×n2 such that
L1(λ)JL2(μ)
σμ(λ)
= C1(In1 − λA1)−1Y (In2 − μA2)−1B2. (5.1)
Proof. If + = D and λ,μ ∈ C \ {0}, then, in view of (3a),
L1(λ)JL2(μ) = {L1(λ) − L1(1/μ)}JL2(μ) = (1 − λμ)C1(In1 − λA1)−1M2(μ)
and
L1(λ)JL2(μ) = L1(λ)J {L2(μ) − L2(1/λ)} = (1 − λμ)M1(λ)(In2 − μA2)−1B2,
where
M1(λ) = L1(λ)JC2(λIn2 − A2)−1 and M2(μ) = −(μIn1 − A1)−1B1JL2(μ).
Therefore,
C1(In1 − λA1)−1M2(μ) = M1(λ)(In2 − μA2)−1B2
and hence as
1(λ) = C1(In1 − λA1)−1
is rational and (C1, A1) is an observable pair, there exists an integer k > 0 such that if u ∈ Cn1
and (λj )u = 0 for j = 1, . . . , k, then u = 0. Consequently,⎡⎢⎣1(λ1)...
1(λk)
⎤⎥⎦ (5.2)
is left invertible. Thus, it is readily seen that
M2(μ) = Y (In2 − μA2)−1B2
for some matrix Y ∈ Cn1×n2 , which, when substituted into the first equation in the proof, implies
that formula (5.1) holds for at least one matrix Y ∈ Cn1×n2 . However, since (C1, A1) is presumed
to be observable and (A2, B2) is presumed to be controllable, there is only one such Y .
If + = C+, then, in view of (3b),
L1(λ)JL2(μ) = {L1(λ) − L1(μ)}JL2(μ) = (λ − μ)C1(In1 − λA1)−1M2(μ)
and
L1(λ)JL2(μ) = L1(λ)J {L2(μ) − L2(λ)} = (λ − μ)M1(λ)(In2 − μA2)−1B2,
where
M1(λ) = −L1(λ)JC2(In2 − λA2)−1 and M2(μ) = (In1 − μA1)−1B1JL2(μ).
Therefore,
C1(In1 − λA1)−1M2(μ) = M1(λ)(In2 − μA2)−1B2
and the proof is completed much as before. 
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The remaining discussion is broken into two cases: + = D and + = C+.
1. + = C+:
Let
L1(λ) =
[
N#(λ) D#(λ)
]
and L2(λ) =
[
N(λ)
D(λ)
]
.
In view of (4.1), condition (3b) is met. We shall refer to the matrix Y defined in Lemma
5.1 as the Haimovici–Lerer Bezoutian of the matrix polynomials L1 and L2 corresponding to
the realizations (1) and (2) of that lemma. It is important to keep in mind that this definition of
Bezoutian depends very much on the realizations. Thus, if the polynomials L1(λ) and L2(λ) are
expressed in terms of realizations with C1 =
[
Im 0 · · · 0
]
,
A1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 Im 0 · · · 0
...
.
.
.
.
.
.
.
.
.
...
...
.
.
.
.
.
. 0
...
.
.
. Im
0 · · · · · · · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, A2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · · · · · · · 0
Im
.
.
.
...
0
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
.
.
...
0 · · · 0 Im 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
B2 =
⎡⎢⎢⎢⎣
Im
0
...
0
⎤⎥⎥⎥⎦ ,
then the Haimovici–Lerer Bezoutian Y coincides with the Anderson–Jury Bezoutian.
On the other hand, since the row degrees of L1(λ) are d1, . . . , dm, it follows that
L1(λ) − L1(0)
λ
= (λ)B1
for some matrix B1 ∈ Cd×2m, where is defined by formula (2.17). Therefore, since(λ) admits
a minimal realization of the form
(λ) = C1(Id − λA1)−1,
where
C1 = (0), A1 = diag
{
C
(d1)
0 , . . . , C
(dm)
0
}
and C(k)0 denotes the k × k Jordan cell with ones on the first superdiagonal and zeros elsewhere,
the realizations
L1(λ) = L1(0) + λ(λ)B1 = L1(0) + λC1(Id − λA1)−1B1
and
L2(λ) = L#1(λ) = L1(λ¯)∗ = L1(0)∗ + λB∗1 (Id − λA∗1)−1C∗1
satisfy the constraints imposed in Lemma 5.1. In fact these realizations are minimal, since d =
deg det N(λ). Substituting these realizations into formula (4.1) and comparing the result with
formula (5.1) leads to the conclusion that the matrix X that is considered in Theorem 3.2 is a
constant multiple of the matrix Y that is considered in Lemma 5.1:
X = −2π iY when + = C+ and the realizations based on  are used.
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If d1 = · · · dm, then Y is similar to the Anderson–Jury Bezoutian.
2. + = D: In this case it is convenient to modify the Haimovici–Lerer construction by
imposing the requirement (3a) in place of (3b), as in [13]. Bezoutians based on denominators of
the form 1 − λμ are called T-Bezoutians in [11]. In view of formula (3.4) the matrix polynomials
L1(λ) =
[
D˜(λ) N˜(λ)
]
and L2(λ) =
[
D(λ)
N(λ)
]
satisfy the condition (3a) of Lemma 5.1. Moreover, L1(λ) admits a realization of the form,
L1(λ) = L1(0) + λ˜(λ)B1,
where ˜(λ) is defined by formula (3.5). It is readily seen that ˜(λ) = (λ) for an appropriate
permutation . Consequently, since the row degrees of L1(λ) are still equal to d1, . . . , dm, and
L2(λ) = L1(λ¯)∗, the realizations based on a minimal realization of ˜(λ) and the formulas
L1(λ) = L1(0) + λ˜(λ)B1
and (3.4) lead to the identity
L1(λ)JL2(μ)
1 − λμ = ˜(λ)X˜(μ¯)
∗ = (λ)XT(μ)T.
Thus, the matrix X that is considered in Theorem 3.2 is unitarily equivalent to the matrix Y that
is considered in Lemma 5.1:
XT = Y when + = D and the realizations based on ˜ are used.
6. Block Toeplitz matrices
Let
Tn =
⎡⎢⎣t0 t−1 · · · t−n... ...
tn tn−1 · · · t0
⎤⎥⎦
be an invertible block Toeplitz matrix with blocks ti = t∗−i of size m × m, let
n =
⎡⎢⎣γ
(n)
00 · · · γ (n)0n
...
...
γ
(n)
n0 · · · γ (n)nn
⎤⎥⎦
denote its inverse and let
An(λ) =
n∑
j=0
λjγ
(n)
j0 and Cn(λ) =
n∑
j=0
λjγ
(n)
jn .
It is well known (see e.g., [2]) that if n  1 and Tn−1 is also invertible, then
(1) γ (n)00 and γ (n)nn are both invertible Hermitian matrices.
(2) μ±(γ (n)00 ) = μ±(γ (n)nn ).
(3) The polynomials An(λ) and Cn(λ) satisfy the following identity (which serves to identify
n as a T-Bezoutian).
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An(λ)(γ
(n)
00 )
−1An(ω)∗ − λω¯Cn(λ)(γ (n)nn )−1Cn(ω)∗
1 − λω¯ = n(λ)nn(ω)
∗, (6.1)
where
n(λ) =
[
Im λIm · · · λnIm
]
. (6.2)
It is also well known that
μ+(γ (n)00 ) = m ⇒ ν±(λCn(λ)) = ν±(λn+1A#n(λ)) = μ±(Tn) (6.3)
and
μ+(γ (n)00 ) = 0 ⇒ ν±(λCn(λ)) = ν±(λn+1A#n(λ)) = μ∓(Tn); (6.4)
see e.g., [1], [9] for the first proofs, and [2] and [5] for another approach that is closer in spirit to
the present paper. The present objective is to extend these results to the case where the invertible
matrix γ (n)00 is no longer restricted to be definite. The first results in this direction seem to be
those in [14]. However, the methods used in this paper are quite different and the conclusions
also appear to be different. A byproduct of the present analysis is yet another verification of the
implications (6.3) and (6.4); see Corollary 6.4 below.
Let
p =
[
Ip O
O O
]
and ⊥p = Im −p for p = 0, . . . , m
with the understanding that 0 = O and m = Im. Then, in view of (2) in the preceding list,
there exists a pair of invertible m × m matrices Y and Z such that
(γ
(n)
00 )
−1 = YJY ∗ and (γ (n)nn )−1 = ZJZ∗ with J = p −⊥p .
Lemma 6.1. If n  1 and Tn and Tn−1 are both invertible, then
An(λ)(γ
(n)
00 )
−1An(ω)∗ − λω¯Cn(λ)(γ (n)nn )−1Cn(ω)∗ = Pn(λ)Pn(ω)∗ − Qn(λ)Qn(ω)∗,
(6.5)
where
Pn(λ) = λCn(λ)Z⊥p + An(λ)Yp and Qn(λ) = λCn(λ)Zp + An(λ)Y⊥p .
(6.6)
Proof. This is a straightforward computation, since p⊥p = 0. 
Lemma 6.2. If n  1 and Tn and Tn−1 are both invertible, then the polynomials Pn(λ) and Qn(λ)
defined in formula (6.6) are both invertible for every point λ ∈ T.
Proof. Formula (6.1) implies that
Pn(λ)Pn(λ)
∗ = Qn(λ)Qn(λ)∗ if |λ| = 1.
Consequently, if u ∈ Cn and |ω| = 1, then
Pn(ω)
∗u = 0 ⇐⇒ Qn(ω)∗u = 0
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and hence, another application of formula (6.1) implies that
n(λ)nn(ω)
∗ = [Im λIm · · · λnIm ]n
⎡⎢⎢⎢⎣
Im
ω¯Im
...
ω¯nIm
⎤⎥⎥⎥⎦ u = 0
for every point λ ∈ C, which is only viable if u = 0, since Tn is presumed to be invertible. 
Theorem 6.3. Let n  1 and assume that the Hermitian block Toeplitz matrices Tn and Tn−1 are
both invertible.
(1) If the matrix
γ (n)nn Z
⊥
p + γ (n)n0 Yp (6.7)
is invertible, then
ν+(Pn) = μ−(n) = μ−(Tn) and ν−(Pn) + p = μ+(n) = μ+(Tn). (6.8)
(2) If the matrix
γ (n)nn Zp + γ (n)n0 Y⊥p (6.9)
is invertible, then
ν+(Qn) = μ+(n) = μ+(Tn) and ν−(Qn) + m − p = μ−(n) = μ−(Tn). (6.10)
Proof. The proof of (1) is divided into a number of steps. The proof of (2) will be skipped, since
it is essentially a paraphrase of the proof of (1).
1. Formulas (6.1) and (6.5) clearly imply that
Pn(λ)Pn(ω)
∗ − Qn(λ)Qn(ω)∗
1 − λω¯ = n(λ)nn(ω)
∗. (6.11)
Let f1, . . . , fβ be a basis for ker pP ∗n |Hm2 and define a corresponding set of vectors v1, . . . , vβ
in C(n+1)m by the formula
w∗vj = 〈fj ,nw〉 for j = 1, . . . , β and w ∈ C(n+1)m. (6.12)
Then
w∗n(ω)nvj =
〈
fj ,nnn(ω)
∗w
〉
Hm2
=
〈
fj ,
Pn(λ)Pn(ω)
∗ − Qn(λ)Qn(ω)∗
1 − λω¯ w
〉
Hm2
=
〈
P ∗n fj ,
Pn(ω)
∗
1 − λω¯w
〉
Hm2
−
〈
Q∗nfj ,
Qn(ω)
∗
1 − λω¯ w
〉
Hm2
= −w∗Qn(ω)pQ∗nfj
for every choice of w ∈ C(n+1)m and ω ∈ D, i.e.,
nnvj = −QnpQ∗nfj . (6.13)
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Therefore,
v∗i nvj = 〈fj ,nnvi〉 = −〈fj ,QnpQ∗nfi〉
and hence,⎛⎝ β∑
i=1
civi
⎞⎠∗ n
⎛⎝ β∑
j=1
cj vj
⎞⎠ = −
∥∥∥∥∥∥pQ∗n
β∑
j=1
cjfj
∥∥∥∥∥∥
2
Hm2
. (6.14)
2. The vectors v1, . . . , vβ considered in Step 1 are linearly independent.
If
∑β
j=1 cj vj = 0 for some choice of constants c1, . . . , cβ , then formula (6.14) implies that
f = ∑βj=1 cj vj belongs to
ker pP ∗n |Hm2 ∩ ker pQ∗n|Hm2 .
This intersection is invariant under the action of R0, since both of the indicated kernels are
invariant under R0. Therefore, either this intersection is {0}, or it contains an eigenvector of R0.
In the second instance, there exists a nonzero function h = w/ρα in both kernels for some point
α ∈ D. But this implies that Pn(α)∗w = Qn(α)∗w = 0 and hence, in view of formula (6.11), that
n(λ)nn(α)
∗w = 0 for every λ ∈ D.
Therefore, since n is invertible and n(α)∗ is left invertible, w = 0. Thus, the intersection of
the two kernels is zero and consequently, f = 0, which implies that c1 = · · · = cβ = 0.
3. ν+(Pn)  μ−(n).
In view of Lemma 3.1, ν+(Pn) = β, whereas, in view of formula (6.14) and Step 2, the vectors
v1, . . . , vβ span a β-dimensional negative subspace with respect to the indefinite inner product
[x, y] = 〈nx, y〉 induced in C(n+1)m by n. Therefore, β  μ−(n).
4. ν+(P˜n)  μ+(n) for the polynomial
P˜n(λ) = λn+1Pn(1/λ) = λnCn(1/λ)Z⊥p + λn+1An(1/λ)Yp. (6.15)
The proof is pretty much a carbon copy of Steps 1–3 applied to the polynomials P˜n(λ) and
Q˜n(λ) = λn+1Qn(1/λ) = λnCn(1/λ)Zp + λn+1An(1/λ)Y⊥p , (6.16)
thanks to the easily verified identity
Q˜n(λ)Q˜n(ω)
∗ − P˜n(λ)P˜n(ω)∗
1 − λω¯ = ˜n(λ)n˜n(ω)
∗, (6.17)
where
˜n(λ) = λn˜n(1/λ) =
[
λnIm · · · λIm Im
]
. (6.18)
The main steps are enumerated below, though the details are left to the reader.
(a) Letg1, . . . , gκ be a basis for ker pP˜ ∗n |Hm2 and define a corresponding set of vectorsu1, . . . , uκ
by the formula
w∗uj = 〈gj , ˜nw〉Hm2 for j = 1, . . . , κ.
(b) Verify the formula(
κ∑
i=1
ciui
)∗
n
⎛⎝ κ∑
j=1
cjuj
⎞⎠ =
∥∥∥∥∥∥p˜∗n
κ∑
j=1
cjgj
∥∥∥∥∥∥
2
Hm2
. (6.19)
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(c) Show that ker pP˜ ∗n |Hm2 ∩ ker pQ˜∗n|Hm2 = {0} and hence that the vectors u1, . . . , uκ are lin-
early independent.
(d) Verify the inequality ν+(P˜n)  μ+(n).
5. Let
Gn(λ) = Cn(λ)Z⊥p + An(λ)Yp (6.20)
and
G˜n(λ) = λnGn(1/λ) = λnCn(1/λ)Z⊥p + λnAn(1/λ)Yp. (6.21)
Then it is readily checked that
Pn(λ) = Gn(λ)(p + λ⊥p ) and P˜n(λ) = G˜n(λ)(λp +⊥p ).
Therefore,
ν+(P˜n) = ν+(G˜n) + p
and, since
G˜n(0) = γ (n)nn Z⊥p + γ (n)n0 Yp
is invertible by assumption,
ν+(G˜n) = ν−(Gn) = ν−(Pn).
Therefore,
deg det Pn(λ) + p = ν+(Pn) + ν−(Pn) + p  μ−(n) + μ+(n) = (n + 1)m. (6.22)
However, since
lim
λ→∞
Gn(λ)
λn
= G˜n(0)
is an invertible matrix,
deg det Pn(λ) + p = deg det Gn(λ) + (m − p) + p = (n + 1)m
and hence, equality must prevail in (6.22). 
Corollary 6.4. Let n  1 and let the block Toeplitz matrix Tn be invertible.
(1) If γ (n)nn < 0, then ν±(λCn(λ)) = ν±(λn+1A#n(λ)) = μ∓(Tn).
(2) If γ (n)nn > 0, then ν±(λCn(λ)) = ν±(λn+1A#n(λ)) = μ±(Tn).
Proof. If Tn is invertible and γ (n)nn is definite, then Tn−1 is also invertible. Therefore, Theorem 6.3
is applicable. Moreover, ν±(λCn(λ)) = ν±(λn+1A#n(λ)), since the polynomial λn+1A#n(λ) plays
the role of λCn(λ) for the Toeplitz matrix STnS, where S = S∗ is the (n + 1)m × (n + 1)mmatrix
with ones on the anti-diagonal and zeros elsewhere. Therefore, it suffices to verify the formulas
just for the polynomials λCn(λ).
If γ (n)nn < 0, then p = 0, Pn(λ) = λCn(λ)Z and the matrix in (6.7) is invertible. Thus, the first
assertion is immediate from (6.8).
If γ (n)nn > 0, then p = m, Qn(λ) = λCn(λ)Z and the matrix in (6.9) is invertible. Thus, the
second assertion is immediate from (6.10). 
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Remark 6.5. The original plan was to use Theorem 3.2 to prove Theorem 6.3: It is easily checked
that if N(λ) = Pn(λ), then
δ(λ) = diag{λnIp, λn+1Im−p},
and N0 = γ (n)n0 Yp + γ (n)nn Z⊥p . Thus, the stated condition (6.7) is equivalent to the condition
(1.4). Therefore, since (1.3) is met, thanks to Lemma 6.2, and (1.2) is also in force, Theorem 3.2
yields the formula
ν±(Pn) = μ±(X) + 12μ0(X),
where X is as in Proposition 2.3. Unfortunately, it does not appear to be easy to relate the matrix
X to the matrix n.
On the other hand, ifN(λ) = λnG#n(λ), then N̂(λ) = Gn(λ) and Theorem 3.2 will be applicable
if the matrix⊥p Z∗γ
(n)
n0 +pY ∗γ (n)00 is invertible. But again this leads to conclusions in terms of
the matrix X defined by formula (2.18) and it is not clear how to recast these results in terms of
n.
Lemma 6.6. In the setting of Theorem 6.3, let Mp = γ (n)nn Z⊥p + γ (n)n0 Yp and M˜p =
γ
(n)
nn Zp + γ (n)n0 Y⊥p . Then:
(1) M0 and M˜m are invertible.
(2) If 1  p  m − 1, Mp (respectively M˜p) is invertible if and only if[
Ip 0
]
Z∗γ (n)n0 Y
[
Ip
0
] (
respectively
[
0 Im−p
]
Z∗γ (n)n0 Y
[
0
Im−p
])
is invertible.
(3) Mm and M˜0 are invertible if and only if γ (n)n0 is invertible.
Proof. Items (1) and (3) are immediate from the definitions. Item (2) for Mp rests on the obser-
vation that Mp is invertible if and only if ⊥p + Z−1(γ (n)nn )−1γ (n)n0 Yp is invertible and the fact
that Z−1(γ (n)nn )−1 = JZ∗ and pJ = p. The verification of (2) for M˜p is similar. 
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