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Abstract
Oscillating wings can extract energy from an oncoming water or air stream,
and first large-scale marine demonstrators are being tested. Oscillating wing
hydrodynamics is highly unsteady, may feature dynamic stall and leading edge
vortex shedding, and is significantly three-dimensional due to finite-wing effects.
Understanding the interaction of these phenomena is essential for maximizing
power generation efficiency. Much of the knowledge on oscillating wing hydro-
dynamics stemmed from two-dimensional low-Reynolds number computational
fluid dynamics studies and laboratory testing; real installations, however, will
feature Reynolds numbers higher than 1 million and unavoidable finite-wing-
induced losses. This study investigates the impact of flow three-dimensionality
on the hydrodynamics and the efficiency of a realistic aspect ratio 10 device in a
stream with Reynolds number of 1.5 million. The improvements achievable by
using endplates to reduce finite-wing-induced losses are also analyzed. Three-
dimensional time-dependent Navier-Stokes simulations using the shear stress
transport turbulence model and a 30-million-cell grid are performed. Detailed
comparative hydrodynamic analyses of the finite and the infinite wings reveal
that flow three-dimensionality reduces the power generation efficiency of the
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finite wing with sharp tips and that with endplates by about 17 % and 12 %
respectively. Presented analyses suggest approaches to further reducing these
power losses.
Keywords: Energy-extracting oscillating wing, Finite wing effects, Leading
edge vortex shedding, Turbulent Navier-Stokes CFD
1. Introduction
Increasing demand for electricity production and stricter environmental pol-
icy have greatly contributed to the development of novel renewable energy gen-
eration systems. A promising concept in the fields of wind and tidal energy
systems relies on the use of oscillating wings simultaneously heaving and pitch-5
ing to extract energy from an oncoming water or air stream. The concept was
pioneered by McKinney and DeLaurier [1] in 1981, and further investigated
by Jones et al. [2]. Several other numerical, experimental and prototype-based
studies of the oscillating wing device for power generation followed these pioneer-
ing studies. Recently Young et al. [3] published a comprehensive review of the10
analytical, numerical and experimental research work carried out in this field.
The review also focuses on the influence of flapping kinematics and foil geome-
try parameter choice on the characteristics of the leading edge vortex shedding
observed in certain operating conditions. This feature has been initially thought
to have a beneficial effect on the efficiency of the energy generation of oscillating15
wings, and its analysis in realistic installations is one of the underlying threads
of the present study. The authors of the article [3] also highlight outstanding
questions on the fluid mechanics of the oscillating wing in real installations,
characterized by high values of the Reynolds number based on the foil chord
and the freestream velocity, and complex three-dimensional (3D) flow features.20
The kinematic set-ups of oscillating wings for power generation can be subdi-
vided in three classes [3, 4]: fully active, semi-passive and fully passive. In the
fully active set-up all parameters of the heaving and pitching motions are pre-
scribed; in the semi-passive set-up only the pitching motion is prescribed and
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the heaving motion parameters are determined by the hydrodynamic forces act-25
ing on the wing; in the fully passive arrangement, both the pitching and heaving
motion parameters are determined by the forces acting on the wing. To date,
it is still unclear which of the three set-ups provides the best performance [3],
but progress made on improving the understanding of the hydrodynamic char-
acteristics of any one of the three set-ups is likely to contribute to progress in30
the study and application of the other two [4]. The wing oscillation considered
in most analyses is harmonic, but it has been shown that performance benefits
can also be achieved by considering non-harmonic wing trajectories [5, 6]. The
remainder of the literature survey in this section and the analyses in this paper
focus on the baseline configuration of the oscillating wing, namely that using a35
fully active kinematic set-up and harmonic wing motion.
Kinsey and Dumas [7] performed a thorough parametric computational fluid
dynamics (CFD) investigation into the dependence of the energy conversion
efficiency of a foil oscillating in a laminar Reynolds 1, 100-stream on the choice
of motion parameters (heaving and pitching amplitude and motion frequency)40
and foil characteristic parameters (foil thickness and location of pitching axis).
Their study used the commercial CFD code FLUENT and concluded that, by
suitably choosing motion frequency and pitching amplitude, efficiencies as high
as 34 % could be obtained. They also reported that the main factor enabling
this efficiency level is the achievement of an optimal synchronization (or phase)45
of wing motion and unsteady leading edge vortex shedding (LEVS) associated
with the dynamic stall observed for certain choices of foil trajectory parameters.
Similar findings were also reported in a later independent study using the Navier-
Stokes (NS) research code COSA [8].
An experimental 2 kW prototype of the oscillating wing for power generation50
was designed, built and tested by Laval University in water at Lac-Beauport
near Quebec City. Measured data confirmed fairly high values of the energy
conversion efficiency [9]. In the experiment, both a two-wing tandem configu-
ration and a single-wing configuration were tested. The wings had aspect ratio
(AR) 7, their tips featured endplates and the Reynolds number was 0.5 million.55
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Thereafter, the hydrodynamics of the devices tested at Lac-Beauport was in-
vestigated numerically by Kinsey and Dumas [10]. Both two-dimensional (2D)
and 3D turbulent FLUENT simulations using the Spalart-Allmaras turbulence
model [11] were performed. The study highlighted that the loss of power gen-
eration efficiency of a single AR 7 wing with endplates in a water stream with60
Re = 0.5× 106 is about 15 % of the efficiency of the infinite wing. In a follow-
up study, the same authors extended their numerical analyses to wings of AR
5, 7 and 10 with and without endplates to assess the dependence of the losses
induced by finite-wing effects on aspect ratio and wing tip type setting again
Re = 0.5 × 106. Making use of FLUENT simulations based on 3D grids with65
up to 3.5 million cells and using the Spalart-Allmaras model for the turbulence
closure, their investigations concluded that, for a finite wing of AR ≥ 10 with
endplates such a loss could be limited to about 10 % of the efficiency of the infi-
nite wing [12]. For the AR 10 case, however, no simulation of the wing without
endplates was performed, and therefore, it was not possible to assess separately70
the efficiency improvement due to the use of endplates and that due to the use
of a fairly large and more realistic AR 10.
The dependence of the oscillating wing hydrodynamics on the Reynolds num-
ber is another crucial factor essential to maximizing the energy extraction ef-
ficiency of future real installations. Cross-comparison of laminar low-Reynolds75
number and turbulent high-Reynolds number CFD simulations using the same
wing motion parameters reveals that such efficiency is significantly higher in
the latter regime [7, 10, 13]. This was reported by the authors of this paper
who used COSA to carry out a 2D fully laminar Reynolds 1,100-simulation [8]
and a 2D fully turbulent Reynolds 1.5 million-simulation [13] of the oscillating80
wing using the same wing motion parameters for both regimes. The compara-
tive analysis reported in [13] used a wing trajectory that had been previously
optimized for maximum energy extraction efficiency in the considered laminar
regime, and provided two important observations. Firstly, the wing power gen-
eration efficiency increased at the turbulent high Reynolds number regime due85
primarily to thinner boundary layers, resulting in thinner effective foil and thus
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larger lift forces. Secondly, LEVS was delayed in the turbulent high Reynolds
number regime with respect to the laminar low Reynolds number regime due
to higher stability of the turbulent boundary layers. Thus the optimal synchro-
nization of wing motion and LEVS of the laminar regime was reduced in the90
high-Reynolds number case. However, the beneficial effect of thinner turbulent
boundary layers outweighed the detrimental effect of abovesaid reduction of op-
timal synchronization, resulting in higher efficiency of the foil in the turbulent
stream. It was assumed that, for high Reynolds number regimes, resetting an
optimal synchronization of wing motion and LEVS by suitably varying the tra-95
jectory parameters could lead to an efficiency level even higher than that of 40 %
obtained for the considered turbulent regime. However, Kinsey and Dumas later
showed that high power generation efficiency at high Reynolds numbers does
not necessarily rely on the occurrence of LEVS [14].
The interest of the industrial and scientific communities in the oscillating100
wing device keeps growing, as also highlighted by the installation of the 1.2 MW
prototype of Pulse Tidal in the Bristol Channel in 2014 [3]. However, signif-
icant uncertainty on the impact of 3D flow features on the power generation
efficiency of future real installations still exists, particularly at the expectedly
high Reynolds numbers. This study focuses on the hydrodynamics of AR 10105
oscillating wings without and with endplates at a realistic Reynolds number
of 1.5 million. Close-to-optimal wing motion parameters, based on reported
2D CFD analyses [14], are used. The investigation aims at assessing the level
and the mechanisms of the power generation efficiency loss, estimating the effi-
ciency improvements due to the use of endplates for the considered aspect ratio,110
and highlighting a new route to further efficiency improvement of a wing with
endplates. The investigation is based on 3D time-dependent (TD) Reynolds-
averaged Navier-Stokes simulations based on a 30.7 million cell-grid and using
Menter’s shear stress transport turbulence model [15].
The paper starts with the definition of the kinematic and dynamic param-115
eters of the oscillating wing motion. This is followed by the definition of the
governing equations and a brief description of the COSA NS research code used
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in this study. A detailed comparative analysis of the infinite and finite span
wings in turbulent flow conditions is then reported, examining, discussing and
quantifying the differences of unsteady hydrodynamic characteristics of the con-120
sidered wing configurations. A summary of the main findings and concluding
remarks are provided in the closing section.
2. Oscillating wing device
Figure 1: Top: prescribed motion of oscillating wing for power generation. Bottom: foil
motion in reference system moving with freestream velocity.
Here an oscillating wing is defined as a foil experiencing simultaneous pitch-
ing θ(t) and heaving h(t) motions. The following mathematical representation125
of the imposed motion is that adopted in [7]. Taking a pitching axis located
on the chord line at position xp from the leading edge (LE), the foil motion is
expressed as:
θ(t) = θ0 sin(ωt)→ Ω(t) = θ0ω cos(ωt) (1)
h(t) = h0 sin(ωt+ φ)→ vy(t) = h0ω cos(ωt+ φ) (2)
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where θ0 and h0 are respectively the pitching and heaving amplitudes, Ω is the
pitching velocity, vy is the heaving velocity, ω is the angular frequency and φ is130
the phase between heaving and pitching. In this study, φ is set to 90o, and the
NACA0015 foil is selected. The freestream velocity is denoted by u∞ and the
angular frequency ω is linked to the vibration frequency f by the relationship
ω = 2pif . The prescribed oscillating motion is depicted in the top sketch of
Fig. 1.135
An oscillating symmetric foil can operate in two different regimes: propulsive
or power-extracting mode. This distinction originates from the sign of the forces
that the flow generates on the oscillating foil. Based on the imposed motion and
the upstream flow conditions, the foil experiences an effective angle of attack
(AoA) α and an effective velocity ve given respectively by:140
α(t) = arctan (−vy(t)/u∞)− θ(t) (3)
ve(t) =
√
u2∞ + vy(t)2 (4)
The maximum values of α and ve have a major impact on the amplitude of
the peak forces in the cycle, and also on the occurrence of dynamic stall. The
maximum effective AoA reached in the cycle is approximated by the modulus of
its quarter-period value, that is αmax ≈ |α(T/4)|. As explained in [7], the power-
extracting regime (in a mean sense, over one cycle) occurs when α(T/4) < 0.145
This condition is represented in the bottom sketch of Fig. 1, which provides a
time-sequence viewed in a reference frame moving with the farfield flow at u∞,
so that the effective AoA α(t) is made visible from the apparent trajectory of the
foil. In this sketch, the resultant force R is first constructed from typical lift and
drag forces (right-hand side) and then decomposed into X and Y components150
(left-hand side). One sees that the vertical force component Y is in phase with
the vertical velocity component vy of the foil over the entire cycle. This implies
that the wing extracts energy from the fluid as long as no energy transfer asso-
ciated with the component X of the hydrodynamic force takes place. This is the
case since the foil does not move horizontally. The hydrodynamic phenomena155
occurring during the wing oscillation are substantially more complex than the
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quasi-steady model discussed above. In some cases, for example, the efficiency
of the energy extraction was shown to be heavily influenced by the occurrence
of unsteady leading edge vortex shedding (LEVS) associated with dynamic stall
and the phase between LEVS and foil kinematics.160
The instantaneous power extracted from the flow is the sum of a heaving
contribution Py(t) = Y (t)vy(t) and a pitching contribution Pθ(t) = M(t)Ω(t),
where M denotes the hydrodynamic torque acting on the wing computed about
the wing axis through the pitching center xp. Denoting by c the foil chord,
and z the coordinate along the wing span with origin at midspan, the power165
coefficient per unit wing length at position z is defined as:




where Pz is the sum of the instantaneous pitching and heaving power per unit
wing length. The overall power coefficient, i.e.the nondimensional expression of







where l denotes the wing semispan. Introducing the time-dependent heaving170
force coefficient CY (t) and pitching moment coefficient CM , defined respec-
tively as CY (t) = Y (t)/[ 12ρ∞u
2






nondimensional mean power produced over one cycle can be written as:














In the analyses reported below, use is also made of the heaving power co-
efficient per unit wing length CPzy and the pitching power coefficient per unit175
wing length CPzθ , obtained respectively by replacing Pz in Eqn. (5) with the
instantaneous pitching and heaving power per unit wing length. Similarly, the
time-dependent heaving power coefficient CPy and pitching power coefficient CPθ
are obtained respectively by replacing CPz in Eqn. (6) with CPzy and CPzθ . For
2D problems, the expression of the time-dependent overall power coefficient CP180
is provided by Eqn. (5), and the heaving and pitching power coefficient are
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computed using the same equation but considering separately the heaving and
pitching power components.
The efficiency η of the power generation process is here defined as the ra-
tio of the extracted mean power P = 12CP ρ∞u
3
∞c(2l) and the total available185
power Pa = 12ρ∞u
3








where d is the overall vertical extent of the foil motion. This distance depends on
the heaving and pitching motion parameters h0, θ0 and φ. The power extraction
efficiency η defined by Eq. (8) corresponds to the classical power coefficient190
obtained by means of Betz’s analysis [16], which shows that the upper limit
of η is 16/27 × 100 ≈ 59.3 %. Therefore, Eq. (8) provides the relationship
between the mean power coefficient CP defined by Eq. (7) and Betz’s theory
power coefficient (η).
3. Navier-Stokes CFD solver195
The finite volume structured multi-block compressible Reynolds-averaged
NS (RANS) code COSA [8, 13, 17] uses Menter’s shear stress transport (SST)
turbulence model [15]. Given a moving control volume C with time-dependent
boundary S(t), the Arbitrary Lagrangian-Eulerian integral form of the system










(Φc −Φd) · dS −
∫
C(t)
S dC = 0
The array U of conservative flow variables is defined as: U = [ρ ρvT ρE ρk ρω]T
where ρ and v are respectively the fluid density and velocity vector, and E, k
and ω are respectively the total energy, the turbulent kinetic energy and the
specific dissipation rate of turbulent kinetic energy, all per unit mass. The
perfect gas equation is used to link internal energy, pressure and density. The205
generalized convective flux vector Φc depends on U and the velocity of the
boundary S. The generalized diffusive flux vector Φd depends primarily on the
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sum of the molecular stress tensor, proportional to the strain rate tensor s, and
the turbulent Reynolds stress tensor. Adopting Boussinesq’s approximation,
the latter tensor is also proportional to s through an eddy viscosity µT . In the210
SST model, µT depends on ρ, k, ω and the vorticity.
The only nonzero entries of the source term S are those of the k and ω
equations, given respectively by:
Sk = µTPd − 23(∇ · v)ρk − β
∗ρkω
Sω = γρPd − 23(∇ · v)
γρk
νT









CDω = 2(1− F1)ρσω2 1
ω
∇k · ∇ω
where νT = µT /ρ, σω2 is a constant, F1 is a flow state-dependent function, and215
σk, σω, γ, β∗ and β are weighted averages of corresponding constants of the
standard k−ω and k− models with weights F1 and (1−F1), respectively [15].
COSA is second order accurate in time and space, and uses a very efficient
MPI parallelization [18]. The accuracy of the space- and time-discretization has
been thoroughly validated by considering a wide set of analytical and experi-220
mental test cases [8, 13, 17].
4. Results
Thorough investigations into the 3D hydrodynamics of oscillating wings for
power generation are reported herein. Most analyses are based on 3D time-
accurate RANS simulations performed with COSA. The physical and compu-225
tational set-up of all simulations is described first. Thereafter the 3D unsteady
flow mechanisms accounting for the variations of the energy capture moving
from the ideal scenario of an infinite wing to the realistic case of a finite wing
are analyzed. Moreover, the dependence of the 3D flow patterns and, ultimately,
of the energy capture efficiency on the wing tip geometry is carefully examined.230
10
  
4.1. physical and numerical set-up
The selected wing profile is the NACA0015 foil. The wing trajectory fea-
tures a heaving and a pitching motion component defined by Eqs. (1) and (2)
respectively. The operating condition characterized by a high efficiency of the
energy extraction in the turbulent flow regime described in [13] (case A) is con-235
sidered. The heaving amplitude h0 equals one chord and the pitching center
is at xp = 1/3 of the chord from the LE. The pitching amplitude θ0 is 76.3o
and the phase angle φ between heaving and pitching motions is 90.0o. This
parameter choice yields a value of the overall height h swept by the foil of 2.56
chords. The nondimensionalized frequency f∗ = fc/u∞ is 0.14, where f is the240
frequency in Hertz, and the Reynolds number Re = u∞c/ν, with ν being the
kinematic viscosity, is 1.5× 106.
The time-dependent 3D turbulent flow fields past the oscillating wing were
computed using structured multi-block non-deforming moving grids. In all sim-
ulations the entire grid moved rigidly with the wing. The 3D grid was obtained245
by extruding the 2D grid past the foil in the spanwise direction. The node
coordinates of 2D and 3D grids were nondimensionalized by the foil chord.
The required level of spatial refinement of the 3D grid in the foil plane was
assessed by means of 2D simulations using 256 time-intervals per oscillation
cycle. More specifically, the periodic 2D flow field associated with the motion250
and flow parameters reported above was computed using four O-grids: one of
dimension 256× 256 (coarse) with 256 intervals on the foil and 256 intervals in
the normal-like direction, and the other three of dimensions 512×512 (medium),
1024× 1024 (fine), and 2048× 2048 (extrafine). In all cases, the farfield bound-
ary in the foil plane was at about 50 chords from the foil. On the extrafine grid255
level, the distance dw of the first grid points off the foil surface from the foil itself
was about 8×10−7c. The fine grid was obtained from the extrafine by removing
every second line in both directions, and this approach was used recursively to
also obtain the medium and coarse level grids. The periodicity error of the 2D
simulations using these four grids and all other simulations of this study was260
assessed by monitoring the evolution of the heaving force coefficient CY . The
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simulations were run until the maximum difference between CY over the last
two oscillation cycles became about 0.1 % of the maximum value of CY over
the last cycle. It was chosen to monitor the periodicity error of CY because
the vertical force component gives the highest contribution to the extracted265
power. The periodic profiles of the overall power coefficient CP , the heaving
power coefficient CPy and the pitching power coefficient CPθ resulting from the
mesh refinement assessment are reported respectively in the top, middle and
bottom subplot of Fig. 2. The number 256 following the acronym TD indicates
the number of time steps per period. It is noted that some relatively small270
differences among the four CP profiles exist in the first 10 % of the semi-period,
and that such differences become progressively smaller as the grid refinement
is increased. The same observation also holds for the four CPy profiles. These
discrepancies are caused by small variations of the phase of the LEVS associ-
ated with the considered regime [13] with respect to the foil oscillation. This275
occurrence is highlighted by the notable dependence of the position of the sharp
peak of CPθ on the level of spatial refinement. As expected, these variations
decrease as the grid is refined, become very small when passing from the fine
to the extrafine grid refinement, indicating that the 1024× 1024 grid provides a
fairly grid-independent solution. The mean values of the power coefficient pro-280
files depicted in Fig. 2 are reported in Tab. 1, which also provides the efficiency
η defined by Eqn. (8). One sees that the output featuring the highest sensitivity
to the spatial refinement is the mean pitching power. Due to significantly higher
levels of heaving power, however, the variability of the overall mean power and
the efficiency is significantly smaller.285
To assess the solution sensitivity to the level of temporal refinement, the
selected regime was simulated with the coarse-refinement grid using a number
of time-intervals per period NT of 128, 256, 512 and 1024. The periodic profiles
of CP , CPy and CPθ obtained with these four simulations are reported respec-
tively in the top, middle and bottom subplot of Fig. 3. Similarly to the case of290
the spatial refinement, some relatively small differences among the four CP pro-
files and among the four CPy profiles exist in the first 10 % of the semi-period.
12
  
Figure 2: Mesh refinement analysis: overall power coefficient (top), heaving power coefficient
(middle), and pitching power coefficient (bottom) obtained using O-grid with coarse, medium,
fine and extrafine refinement O-grids.
Such differences become progressively smaller as the time step decreases, and
become practically negligible when passing from the TD−512 to the TD−1024
analysis, indicating that 512 intervals per period are sufficient to achieve a so-295
lution independent of the time step. Similarly to what was highlighted in the
assessment of the effect of the spatial resolution on the computed solution, the
differences among the solutions obtained using 128, 256 and 512 steps per cycle
are also due to small variations of the timing of the LEVS. These variations
rapidly decrease as the grid is refined. The mean values of the power coefficient300
profiles depicted in Fig. 3 are reported in Tab. 2, along with the efficiency η.
13
  
Table 1: Mesh refinement analysis: mean overall, heaving and pitching power coefficients, and
energy extraction efficiency η obtained using O-grid with coarse, medium, fine and extrafine
refinement O-grids.
refinement CP CPy CPθ η(%)
coarse 1.004 1.176 -0.172 39.19
medium 1.015 1.176 -0.161 39.63
fine 1.011 1.184 -0.173 39.45
extra fine 0.998 1.188 -0.190 38.95
Also in this case, the output featuring the highest sensitivity to the refinement
is the mean pitching power.
All 2D time-dependent simulations were performed using the MG solver
with 3 grid levels, and a CFL number of 4.305
Table 2: Time step refinement analysis: mean overall, heaving and pitching power coefficients,
and energy extraction efficiency η obtained using 128, 256, 512 and 1024 steps per oscillation
cycle.
NT CP CPy CPθ η(%)
128 0.984 1.149 -0.164 38.41
256 1.004 1.176 -0.172 39.19
512 1.015 1.203 -0.187 39.63
1024 1.016 1.209 -0.191 39.66
The spatial and temporal mesh refinement analyses above highlight that a
fully mesh-independent solution is obtained using the 2D fine grid and 512 time
intervals per cycle. However, to keep the computational cost of the 3D analyses
within the size of the available resources, the 2D coarse grid was chosen as the
foil planar mesh of the 3D grid, and 256 time intervals per cycle were used in310
the 3D simulations reported below. In the light of the findings presented below,
however, it is the authors’ view that the use of relatively coarse spatial and
temporal grids made herein does not significantly affect the main conclusions of
the investigations of this report. This aspect is discussed in section 4.
14
  
Figure 3: Time step refinement analysis: overall power coefficient (top), heaving power co-
efficient (middle), and pitching power coefficient (bottom) obtained using 128, 256, 512 and
1024 steps per oscillation cycle.
The 3D simulations used a symmetry boundary condition at midspan to315
halve computational costs, and the 3D grid was built by stacking the 2D 256×
256 O-grid in the spanwise direction from the midspan symmetry plane to the
lateral farfield boundary, which was at 50 chords from the symmetry boundary.
The AR of the wing was 10. Constant spanwise spacing ∆z = 0.02c was used
from midspan to 90 % semispan, and from here the grid was clustered towards320
the tip achieving a minimum spacing ∆z = 6.4× 10−6c, equal to the minimum
distance from the foil surface in the plane of the foil itself. The cell size increased
15
  
Figure 4: Endplate geometry.
again moving from the tip to the lateral farfield boundary. The grid featured
244 cells between the symmetry plane and the wing tip, and 144 cells between
the wing tip and the lateral farfield boundary. The complete grid had about325
30.7 million cells.
Two wing tip topologies were considered, one with sharp tips, the other
with endplates. The geometry of the endplate is depicted in Fig. 4. Careful grid
design enabled the use of the same grid for both configurations, removing all
uncertainty in the comparative analysis of these two configurations arising from330
using different grid topologies. A view of the surface mesh of the two 3D grids
is provided in Fig. 5. In all simulations presented in this study, the minimum
nondimensional wall distance y+ was found to be smaller than one at all times
of the periodic flow field.
The CFL number of both the simulation of the wing with sharp tips and335
that of the wing with endplates was set to 3. Due to numerical instabilities
encountered with the MG solver, both simulations were run using a single grid
level. CFL ramping was used for all time steps, and 2, 800 iterations were
performed to compute the solution of each physical time. With this set-up, the
residuals of the NS equations decreased by about 4 orders of magnitude at all340
physical times, and all force and moment components fully converged within
2,500 iterations. For both 2D and 3D analyses, the number of oscillation cycles
typically required to achieve the 0.1 % periodicity error threshold on CY varied
16
  
Figure 5: Surface mesh of wing and symmetry boundary (only every fourth grid line in all
directions is reported). Top: wing with endplate. Bottom: wing with sharp tip.
between four and ten, depending on the spatial and temporal refinement, and
also on whether the simulation had been started from a freestream condition345
or from the solution of a simulation using the same grid but different temporal
refinement.
4.2. hydrodynamic analysis
The infinite- and finite-span oscillating wing configurations analyzed herein
share the same trajectory, which corresponds to that defined in the previous sub-350
section. The evolution of the main kinematic parameters of all wings over one
17
  
oscillation cycle is depicted in Fig. 6. The plot shows the time-dependent values
of the vertical position h of the wing, its angular position θ, the nondimension-
alized heaving velocity vy/u∞, and the nondimensionalized pitching velocity
Ω/Ωmax, with Ωmax being the maximum pitching velocity of the cycle. The355
figure also reports the effective AoA α computed with Eq. (3). One notes that
the maximum AoA is about 35o. The four positions labeled 1 to 4 correspond
to 5%,15%, 25% and 35% of the period respectively, and are those at which the
flow field is examined in greater detail in the following analyses.
Figure 6: Kinematic parameters of the trajectory of the infinite- and finite-span wings.
The main integral performance metrics of the infinite wing, the AR 10 wing360
with endplates (EPs) and the AR 10 wing with sharp tips (STs) are reported
and compared in Table 3. Columns 2 to 4 provide respectively the mean values
of the overall power coefficient CP , the heaving power coefficient CPy , and
the pitching power coefficient CPθ ; column 5 provides the overall efficiency η,
whereas the percentage variations (∆s) of the three mean power coefficients of365
the AR 10 wings with respect to the reference values of the infinite wing are
reported in columns 6 to 8. The infinite wing analysis is based on the 2D coarse
grid TD − 256 simulation, whereas the two AR 10 analyses are based on fully
3D TD − 256 simulations using the 30.7 million-cell grid described above. One
18
  
notes that CP of the AR 10 wing with EPs is 12.4 % lower than that of the370
infinite wing, whereas CP of the AR 10 wing with STs is nearly 17 % lower than
that of the ideal infinite wing. The breakdown of the overall mean power into
heaving and pitching power components for the three cases highlights that: a)
the mean negative pitching power (a loss term) of both AR 10 wings increases
by the same amount with respect to the ideal infinite wing case (about 39 %),375
b) the heaving power coefficient of both AR 10 wings decreases with respect to
that of the infinite span wing: by about 4.9% for the wing with EPs, and by
about 8.7% for the wing with STs. These observations highlight that 3D flow
effects hit the overall energy extraction efficiency of this device in a complex
manner, that appears not to depend only on the geometry of the wing tips.
Table 3: Integral performance metrics of infinite wing and two AR 10 wings. Columns 2 to 4:
mean overall, heaving and pitching power coefficients; column 5: energy extraction efficiency η;
columns 6 to 8: percentage variations of overall, heaving and pitching power coefficients of
two AR 10 wings with respect to infinite wing values.
AR CP CPy CPθ η(%) ∆CP (%) ∆CPy (%) ∆CPθ (%)
∞ 1.004 1.176 -0.172 39.19 - - -
10 EP 0.879 1.118 -0.239 34.32 -12.4 -4.9 -38.9
10 ST 0.835 1.074 -0.239 32.58 -16.8 -8.7 -38.9
380
The top subplot of Fig. 7 reports the CP profiles of the three wings over one
period, whereas the bottom subplot reports their CPy and CPθ profiles. In the
first 10 % and last 15 % of both semi-periods (region 1), the AR 10 CP profiles
are superimposed and are significantly lower than that of the infinite wing. The
CP profiles of the AR 10 wings are lower than that of the infinite wing also in the385
remainder of the cycle (region 2), but the profile of the wing with EPs is higher
than that of the wing with STs. The profiles of the pitching and heaving power
coefficients in the bottom subplot of Fig. 7 show that in region 1 an increment
of the heaving power of the two AR 10 wings with respect to the infinite wing is
outweighed by a larger reduction of their pitching power. This explains why the390
profiles of the overall power coefficient of the finite span wings in region 1 are
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lower than that of the infinite wing. In region 2 the pitching power of all three
wings is comparable, and the lower overall power of the two AR 10 is caused
primarily by a reduction of the heaving power component, which is greater for
the wing with STs.
Figure 7: Overall power coefficient (top), heaving power coefficient (middle), and pitching
power coefficient (bottom) of infinite wing and two AR 10 wings.
395
To further investigate the dependence of the energy extraction efficiency of
the finite span wing on the tip geometry highlighted by Table 3 and Fig. 7,
the periodic profiles of the heaving power coefficient per unit wing length CPzy
and the pitching power coefficient per unit length CPzθ of the AR 10 wings
are cross compared at five spanwise positions in Fig. 8, which also reports the400
infinite wing profiles for reference. Between about 18 % and 50 % of both semi-
periods, the heaving power coefficient of both finite wings from midspan to
about 60 % semispan is only negligibly smaller than the corresponding infinite
wing profile. It is observed, however, that throughout the period this power
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component decreases much more rapidly with respect to the ideal case from405
60 % semispan to the tip region (95 % semispan) when the finite wing has STs.
This performance difference is due mainly to the existence of stronger tip vortices
featured by the finite wing without EPs. Consequently, the downwash lowering
the effective AoA with a strength decreasing from tip to midspan is higher for the
ST-wing. Note also that the largest differences between the heaving power of the410
finite span wings occur in the period range with maximum nominal AoA. The
comparison of the CPzθ profiles of the three wings reported in Fig. 8 highlights
several important phenomena. Firstly, the wing tip geometry does not appear to
have a significant effect on the pitching power component of the two finite span
wings, since the CPzθ profiles of the two AR 10 wings are extremely close at all415
reported spanwise positions. Secondly, although the pitching power profiles of
both wings between about 18 % and 35 % of both semi-periods coincide with the
infinite wing profile at all reported spanwise positions, substantial qualitative
and quantitative differences between the two finite wing and the infinite wing
profiles exist over the remainder of the cycle at all spanwise locations. The420
infinite wing pitching power profile features a marked positive peak at about 6
% of both semi-periods, whereas at midspan of both AR 10 wings such peak has
moved to about 14 % of the semi-period with greatly reduced strength. As one
moves towards the wing tip, the peak disappears completely. As shown below,
these important performance differences between the infinite and the finite wings425
are caused by a loss of favourable synchronization between pitching motion and
LEVS affecting the latter wings. It is also noted that the complete disappearance
of the pitching power peak at the outboard sections of both finite wings in the
first 20 % of the semi-periods occurs because LEVS rapidly decreases from about
60 % semispan to the wing tip.430
The vortex indicator λ2 defined in [19] is used herein to visualize the flow
patterns at the tips of the two finite wings. The isosurface λ2 = −0.1 in the tip
region of the wing with endplates and that in the tip region of the wing with
sharp tips at 25 % of the oscillation cycle are shown in Fig. 9-a and Fig. 9-
b respectively. The pattern of the λ2 isosurface at the sharp tips, indicates435
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Figure 8: Overall power coefficient per unit wing length (top), heaving power coefficient per
unit wing length (middle), and pitching power coefficient per unit wing length (bottom) of
infinite wing and two AR 10 wings at seven spanwise positions.
that vorticity from the pressure side rolls down to the suction side to form a
trailing vortex, which causes the downwash effect. The downwash leads to the
aforementioned reduction of the effective AoA at the sections close to the tip,
reducing CPy , as observed in the bottom plot of Fig. 8. The top plot of Fig. 9
shows that a tip vortex also exists for the wing with endplates. This vortex,440
however, originates at the edge of the endplate and is farther away from the
wing than the vortex of the wing with sharp tips, resulting in less pronounced
downwash. Moreover the vortex originating at the endplate is weaker than that
22
  
originating at the sharp tip, because the driving pressure difference is smaller
in the former case.
a)
b)
Figure 9: Isosurface of vortex indicator λ2 = −0.1 at 25 % of cycle (position 3 in Fig. 6) for
a) wing with endplates, and b) wing with sharp tips.
445
The comparison of the skin friction lines of the two finite span wings at 25 %
of the vertical stroke from 50 % semispan to tip are reported in Fig. 10. The skin
friction lines on the pressure side (PS) and suction side (SS) of the wing with
EPs are depicted in the top left and bottom left subplots respectively, whereas
those of the wing featuring STs are reported in the right subplots. One sees450
that the use of endplates results in the stream being much better guided and
kept aligned with the wing chord. This is highlighted by the fact that the skin
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friction lines on the outboard portion of the wing have a more rectilinear path
when using endplates. In the same region, conversely, the skin friction lines
on the pressure side of the wing with STs deviate towards the tip rather than455
progressing towards the trailing edge (TE). This pattern denotes the local flow
motion towards the tip where a strong tip vortex is formed. The comparison
of the PS flow patterns (top subplots) of the two wings also shows that the
stagnation line at the corner between the LE and the wing tip is closer to the
LE in the case of the ST-wing. This is due to stronger downwash hitting the460
ST-wing, which reduces the lift force and thus the amount of work the near-tip
sections can extract from the fluid stream. The bottom left subplot also shows
a small 3D recirculation region on the wing SS at the corner between the wing
endplate and the wing trailing edge. This denotes the existence of a corner
stall region similar to that encountered in shrouded turbomachinery rotors and465
stators [20].
Figure 10: Skin friction lines on pressure side (PS) and suction side (SS) of wing with sharp
tips and endplates at 25% of cycle (position 3 in Fig. 6).
Contour slices of the z component of the flow vorticity at thirteen spanwise
positions of the EP-enhanced wing, the ST-wing and the infinite wing at 5 % of
the oscillation cycle (position 1) are reported respectively in the left, middle and
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right images of Fig. 11. Inspection of the vorticity contours of the two AR 10470
wings reveals that the only significant difference between these two configura-
tions is the presence of the footprint of the tip vortex behind the trailing edge
of the tip section of the wing with sharp tips. Moreover, for both wings the
vortex associated with LEVS (blue vorticity region on the wing PS) is absent
in the near-tip region, indicating a strong loss of coherent vortical structure475
due to finite wing effects. The comparison of the vorticity contours of the two
AR 10 wings and the infinite wing highlights that the vortex associated with
finite wings LEVS lags behind that of the infinite wing. This phase difference
has an important effect on the variations of the generated power of the finite
wings relative to the infinite wing, due to different static pressure fields on the480
wing surface.
Figure 11: Contours of z component of flow vorticity along wing span at 5 % of cycle (position
1 in Fig. 6). Left: wing with EPs; middle: wing with STs; right: infinite wing.
Figure 12 provides the contour slices of the pressure coefficient cp at the
same spanwise positions of the three wings and the same point of the cycle used







where p and p∞ denote local and freestream static pressure respectively. The485
blue color in all three images corresponds to the low-pressure region associated
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with the passage of the high-kinetic energy vortex. It is observed that the low-
pressure region on the top side of the infinite wing is wider than in the other
two configurations, and, more importantly, it is farther away from the pitching
center (i.e.closer to the TE). This results in a larger upward force acting on the490
rear of the infinite wing, and, in turn, in a higher positive (counterclockwise)
pitching moment. At this time of the period, the angular velocity of all wings
is also positive and close to its maximum, as visible in Fig. 6. As a result, the
pitching power of the infinite wing is higher than that of the two finite span
wings in their midspan region. This is the reason why Fig. 8 shows that the495
peak of the pitching power of the infinite wing in the first 20 % of the semi-
periods is significantly higher than that of the midspan sections of the AR 10
wings in the same region of the cycle. On the other hand, the wider extent of the
low-pressure area on the top side of the infinite wing, due to a stronger vortex
intensity, results in a reduction of the downward heaving force and, in turn,500
a reduction of the heaving power at this point of the cycle. For the opposite
reason, the AR 10 wings have higher heaving power in this region of the cycle.
As observed before, however, such higher heaving power is outweighed by the
loss of pitching power. In the light of these phenomena, it can be concluded
that the loss of favorable synchronization between LEVS and pitching motion505
with respect to the infinite wing case results in a significant total power loss
that is largely independent of the wing tip geometry.
Contour slices of cp at thirteen spanwise positions of the three wings at
25 % of the oscillation cycle (position 3) are reported respectively in the left,
middle and right images of Fig. 13. No differences among the static pressure510
field of the three wings is observed from midspan to more than 60 % of the
semispan. In the tip region of both AR 10 wings, however, the static pressure
on the top side is lower than for the infinite wing. This is due to the tip load
reductions associated with the formation of the tip vortex, and results in a
smaller downward force and heaving power. As expected, this loss depends on515
the tip geometry, as highlighted by the fact that the pressure acting on the
top side of the EP-enhanced wing in the tip region is higher than that of the
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Figure 12: Contours of pressure coefficient along wing span at 5 % of cycle (position 1 in
Fig. 6). Left: wing with EPs; middle: wing with STs; right: infinite wing.
ST-wing.
Figure 13: Contours of pressure coefficient along wing span at 25 % of cycle (position 3 in
Fig. 6). Left: wing with EPs; middle: wing with STs; right: infinite wing.
The effects of the flow mechanisms discussed above are examined in a more
quantitative fashion in Figures 14 and 15. The former provides the foil static520
pressure coefficient at midspan for the three wings at the positions labeled 1
to 4 in Fig. 6; the latter has the same structure but refers to the wing section
at 95 % semispan. Inspection of the results of Fig. 14 confirms that neither
qualitative nor quantitative differences exist between the flow pattern of the
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two AR 10 wings at midspan, indicating that for this value of AR the perfor-525
mance of the midspan region is fairly independent of the wing tip geometry.
At position 3, where the effects of LEVS are absent, the flow of the two finite
wings is virtually two-dimensional, as indicated by the fact that all three pro-
files are superimposed. At positions 1 and 4, conversely, the infinite and finite
wing cp profiles differ substantially due to different patterns of the LEVS. This,530
as discussed, results in lower overall power generation of the AR 10 wings. At
position 2 the relatively small differences between the infinite and the finite
wings are due to effects of the delayed vortex being still perceived by the finite
wings. The four subplots of Fig.15 highlight the significant effect of tip design
on the hydrodynamic performance of the oscillating wing. It is observed that535
the loading of the near-tip section, here taken as the area between the SS and
PS of the wing, is higher when using EPs, due to the lower downwash caused by
a weaker tip vortex pattern. The performance difference associated with the use
of either tip geometry is particularly strong between positions 1 and 3, which
define the interval in which the effective AoA ramps up towards its maximum.540
4.3. discussion
The 12.4 % reduction of the overall mean power coefficient of the AR 10
endplate-enhanced wing with respect to the infinite wing (Tab. 3) is comparable
to the 11 % reduction of the same wing reported by Kinsey and Dumas [12].
It should be noted, however, that significant differences between the analyses545
yielding the two efficiency loss estimates exist. The present simulation used a
30.7 million structured multi-block grid, the SST turbulence model, a Reynolds
number of 1.5 million and a pitching amplitude of 76.3o; the analysis of [12]
used a 3.4 million unstructured grid, the Spalart-Allmaras turbulence model, a
Reynolds number of 0.5 million and a pitching amplitude of 75.0o. The closeness550
of the two results makes one wonder if the outcome of the comparative analysis
of this paper would vary fairly little for Reynolds number between 0.5 and 1.5
million. Answering this question with confidence is presently hard due to the
lack of the analysis of the AR 10 wing with sharp tips in the study of [12]
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Figure 14: Pressure coefficient cp of infinite wing, and at midspan of AR 10 wings at positions
labeled 1 to 4 in Fig. 6.
and also the aforementioned differences of the computational approach. It is555
also noted that the article [12] provides the comparative analysis of the finite
wings with sharp tips and endplates for AR 5 and 7. Although the overall
loss levels for these configurations are higher than for AR 10 (as expected), the
qualitative differences of flow patterns of the two wing types for given aspect
ratio appear to be similar to those observed in the present study. This may560
point to independence of the qualitative aspects of the present analysis on the
Reynolds number for 0.5× 106 < Re < 1.5× 106.
The COSA code adopted for the analysis of this study is compressible, and
therefore it requires prescribing the free stream Mach number on all far field
boundaries. The free stream Mach number was set to 0.1, and this choice565
29
  
Figure 15: Pressure coefficient cp of infinite wing, and at 95 % semispan section of AR 10
wings at positions labeled 1 to 4 in Fig. 6.
resulted in the maximum relative Mach number in the flow field never exceeding
0.3, the threshold above which compressibly effects may appear. Hence, the
presented analyses do not include compressibility effects.
Arguably, the use of relatively coarse spatial and temporal discretizations
(coarse base 2D grid and 256 time-intervals per period) made herein might570
have introduced some uncertainty in the quantitative estimates of the results
discussed above. More precise quantification of the variations of the power
coefficients with the wing AR and tip design may require larger grids and com-
putational resources. Nevertheless, the authors’ view is that a higher resolution
is unlikely to alter significantly the general findings of the analyses above, par-575
ticularly the key ones on the loss of optimal synchronization between LEVS
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and wing motion, and the consequent efficiency loss of both finite-span wings
with respect to the infinite wing. Considering the case of the pitching power
profile, this is because its variation with the spatial and temporal refinement
in the 2D analysis (Figures 2 and 3) consists mainly of relatively small shifts580
of its peak values due to small variations of the phase between LEVS and foil
motion, and does not correspond to any significant variation of LEVS vortical
structures (these analyses have not been included for brevity). Conversely, the
pitching power profile of the 3D wings on one hand and the infinite-wing on
the other have substantially different patterns. (Figures 7 and 8). Such pattern585
alterations are due to variations of the phase between LEVS and wing motion
which are much larger than those due to varying spatial and temporal refine-
ment. Moreover, the efficiency loss of the two finite-span wings appears to be
fairly independent of the tip geometry (column 8 of Table 3), which makes one
assume that a higher refinement of the tip region flows is unlikely to change590
the important physical finding on the loss of optimal synchronization between
LEVS and wing motion due to finite-wing effects. Such a higher refinement may
instead be advisable for further verification of the quantitative dependence of
the efficiency loss on the tip geometry.
5. Conclusions595
A detailed numerical investigation into the impact of flow three-dimensionality
on the power generation efficiency of realistic oscillating wing configurations for
renewable energy production has been presented. The study was based on the
comparative performance assessment of an infinite wing and two aspect ratio 10
wings, one featuring endplates, the other featuring sharp tips. The oncoming600
stream had Re = 1.5 × 106; the wing motion was characterized by a fairly
high power generation efficiency of the infinite wing at this Reynolds number
and the occurrence of fairly well timed LEVS. The COSA RANS research code
featuring Menter’s SST turbulence model was used to assess the differences of
hydrodynamic performance of the three configurations and analyze the under-605
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lying flow patterns accounting for such differences. Computational grids with
30.7 million-cells were used for the 3D time-dependent simulations.
The mean overall power coefficient of the AR 10 wing with sharp tips and
endplates are found to decrease respectively by about 17 % and 12 % with
respect to that of the infinite wing. The finite wing losses are caused both by the610
reduction of the effective AoA at the near-tip sections induced by the downwash
associated with the tip vortices, and the loss of optimal synchronization of LEVS
and pitching motion of the wing. The latter phenomenon results in a lower
efficiency of the finite span wing due to a significant loss of pitching power with
respect to the ideal infinite wing.615
The loss due to tip vortex-induced downwash depends on the wing tip ge-
ometry, and is smaller for the wing with endplates. The pitching power loss,
however, does not depend on the wing tip geometry, and hits in a qualitatively
and quantitatively similar fashion both AR 10 wings.
A recent optimization study aiming at determining combinations of kine-620
matic parameters (oscillation frequency, heaving and pitching amplitudes) to
maximize the energy capture efficiency highlighted that high efficiency levels
can be achieved also with kinematic conditions which do not yield LEVS [14].
In the light of the efficiency reduction associated with the loss of favorable syn-
chronization between pitching motion and LEVS when considering finite wing625
effects, it appears advisable to design these devices avoiding regimes character-
ized by 2D LEVS, so as to minimize losses due to finite wing effects. Alterna-
tively one would have to perform the design optimization of the wing kinematic
parameters making use of costly 3D flow simulations, since the results of 2D
optimization appear to be unsuitable to yielding optimal efficiency of the 3D630
oscillating wing.
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Assessed renewable energy generation potential of 
finite-span oscillating wings
Examined hydrodynamics of finite-span oscillating wings 
with sharp tips and endplates
Used three-dimensional turbulent time-dependent 
simulations with 30,000,000-cell grid
Power loss of wing with sharp tips amounts to about 17 
percent of infinite wing power
Power loss of wing with endplates amounts to about 12 
percent of infinite wing power
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