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Kurzfassung
In der Schwerionentherapie sind genaue Kenntnisse u¨ber Fluenz, Energie und Partikeltyp
notwendig, um eine angemessene Behandlungsplanung zu gewa¨hrleisten. Der aktuelle
Stand der Verifikation eines speziell auf einen Patienten ausgerichteten Behandlungs-
plans umfasst Dosismessungen in einem Wasserphantom. Dies bedeutet eine begrenzte
Aussagekraft bezu¨glich der biologischen Wirkung auf den Tumor und das angrenzende
gesunde Gewebe. Eine Technologie, die in-vivo Verifikationen erlauben wu¨rde, ko¨nnte
die Behandlungsplanung deutlich verbessern. Biokompatible fluoreszierende Kernspur-
detektoren (FNTDs) wurden daher im Rahmen dieser Arbeit als Vorbereitung bezu¨glich
der Detektion von Schwerionen mit zunehmender Eindringtiefe untersucht.
Am Heidelberger Ionenstrahl-Therapiezentrum wurden dafu¨r FNTDs mit Protonen und
Kohlenstoff-Ionen in verschieden Tiefen in PMMA bestrahlt. Die Eignung dieser Detek-
toren fu¨r die Detektion von Schwerionen mit der Tiefe konnte gezeigt werden. Die Proto-
nenfla¨chendichte wurde fu¨r Eindringtiefen bis zu 11.5 cm in PMMA mit Abweichungen
von 3.3% im Durchschnitt und 4.5% im Maximum von den mit FLUKA simulierten
Daten bestimmt. Fu¨r Kohlenstoffionen wurde eine Partikelfla¨chendichte, die im Mittel
um 6.8% von Behandlungsplanungsdaten abwich, gemessen, was auf die Detektion von
Fragmenten, ho¨chstwahrscheinlich Bor-Ionen, zuru¨ckzufu¨hren ist.
In weiteren Untersuchungen wurden Methoden zur genauen Bestimmung der Winkel-
verteilung von Protonen in der Tiefe u¨berpru¨ft. Die Verwendung von Tiefenaufnahmen
von Teilchenbahnen ermo¨glicht jedoch immer noch die genauste Bestimmung von Ab-
lenkungswinkeln von Teilchen. Weiterhin wurden erste Schritte bezu¨glich der Unter-
scheidung von Teilchenarten in einem Kohlenstoffstrahl gemacht. Dabei konnte bereits
festgestellt werden, dass Kohlenstoff-Ionen und leichtere Fragmente, wie Protonen und
Helium-Ionen, aufgrund von sehr unterschiedlichen Fluoreszenzsignalen leicht zu unter-
scheiden sind.
Abstract
In heavy ion therapy, precise knowledge of fluence, energy and particle type is necessary
for an adequate treatment planning. The current status of the verification of a patient’s
individual treatment plan relies mainly on dose measurements in a water phantom which
means a limited validity with respect to the biological effect on tissue. A technology
which can be used for accurate in-vivo verifications would improve the planning process
considerably. Biocompatible fluorescent nuclear track detectors (FNTDs) were therefore
investigated in this thesis as a precursor with respect to the detection of heavy charged
particles (HCPs) with penetration depth.
For that reason, irradiations of FNTDs with protons and carbon ions in different depths
of PMMA were performed at the Heidelberg Ion-Beam Therapy Center (HIT). In these
experiments, the detectors have shown their suitability to detect HCPs with depth. Pro-
ton densities for penetration depths lower 11.5 cm in PMMA were determined with an
average deviation of 3.3% and a maximum deviation of 4.5% from FLUKA simulated
data. In a carbon ion beam, densities of carbon ions deviated systematically by 6.8%
on average from treatment planning system data for depths lower 12.4 cm, most likely
due to the detection of fragments such as boron ions.
In further investigations, methods for the determination of angular distributions of pro-
tons were examined showing that stacks of images give the most accurate information on
deflection angles of particles. Furthermore, incipient steps regarding the discrimination
of different particle types in a carbon ion beam were done showing that carbon ions and
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Particle therapy has become an increasingly successful complementation to conventional
therapy in cancer treatment in the last decade [1]. It has shown very promising results
in the treatment, especially for some particular tumours [2]. Heavy charged particles
(HCPs) such as protons and carbon ions show physically and biologically beneficial ef-
fects compared to photons due to an inverse depth dose profile and an energy deposition
in a well-defined region with a high linear energy transfer (LET). These effects depend
on particle type, kinetic energy and the medium the particle traverses. When HCPs
penetrate tissue, however, complex mixed particle fields emerge due to nuclear fragmen-
tation as well as the electronic slowing-down process of the particles.
Therefore, to predict the biological dose accurately, particle fluence and energy distri-
bution as well as particle type need to be determined for an adequate treatment of the
individual patient. The current status of the verification of a patient’s individual treat-
ment plan relies mainly on dose measurements in a water phantom which means a limited
validity with respect to the biological effect on tissue. Uncertainties of approximately
20% for the isoeffective dose were estimated for heavy ions due to large variations in the
relative biological effectiveness (RBE) [3]. Therefore, in-vivo verifications of treatment
plans are highly desirable.
Fluorescent nuclear track detectors (FNTDs), a novel biocompatible detector type, have
shown their suitability to accurately determine the fluence of HCPs [4] and are currently
investigated in order to gain information on spectroscopic properties such as particle
type and energy [5, 6]. Also, the suitability for clinical applications has been examined
in terms of in-vivo ion range measurements [7].
In order to continue this research with the objective of investigating their clinical use,
this thesis studied the detection of protons and carbon ions with increasing penetration
depth measured by FNTDs. For this purpose, a series of FNTDs were irradiated with
protons and carbon ions in different depths of polymethyl methacrylate (PMMA) phan-
toms. Particle densities were determined for protons and carbon ions and, the intensity
signal of particle tracks, which is correlated to LET [5], was analysed with depth for
both particle types. Further studies focussed on the discrimination of different particle
types in a carbon ion beam and the angular distribution of protons.
Physical background knowledge and all relevant quantities will be given in chapter 2.
In the following chapter, a more detailed explanation of FNTDs used in the experi-
ments, the radiation facility, the confocal laser scanning microscope which was used for
the read-out of the irradiated detectors as well as the software will be presented. In
chapter 4, the preparation and execution of the irradiations at the Heidelberg Ion-Beam
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Therapy Center and further analysis are explained. In the following chapter, the results
of the irradiations and evaluations will be presented. In chapter 6 and 7, the results
will be discussed and a conclusion with an outlook suggesting further steps regarding




2.1. Interaction of Heavy Charged Particles with Matter
There are several different types of interaction processes of heavy charged particles
(HCPs) with matter. Protons and heavier ions are here considered to be HCPs. The
perpendicular distance between the asymptote of a particle’s trajectory and the target,
known as impact parameter b, is crucial for the type of interaction process. Therefore,
one can differentiate the different interaction processes in different categories according
to the impact parameter b and the atomic radius ratom of the target [8]:
Large impact parameters (b  ratom): The interaction processes occurring for im-
pact parameters much greater than the radius of the target atom are known as soft
collisions involving the incident particle and the whole atomic shell. Two types of scat-
tering processes which can be divided into elastic and inelastic scattering occur. Elastic
collisions only cause a polarisation of the atomic shell due to the charge of the incident
particle. This leads to a change of the direction of motion and a slight energy transfer to
satisfy momentum conservation which can be neglected for heavy charged particles. In
case of excitations or ionisations of the outer shell electrons, the traversing particle also
changes its direction and loses a small amount of energy (a few eV) in order to excite
or ionise an electron (inelastic scattering). The emitted secondary electrons are low in
energy and release their energy in the immediate vicinity. The energy loss per collision
is very small, but is still responsible for nearly 50% of the energy loss of the incident
particles. Therefore, soft collisions lead to a continuous slowing down of the particles.
Medium impact parameters (b ' ratom): For impact parameters with similar mag-
nitude as the atomic radius, binary collisions of particles and shell electrons can occur
leading to much larger energy transfers. These electrons, referred to as δ-electrons, have
larger scattering angles and much higher energies compared to electrons emitted by soft
collisions. These interaction processes are therefore called hard collisions.
Small impact parameters (b  ratom): High-energy particles can penetrate the
atomic shell of a target atom leading to interactions with the Coulomb field of the nu-
cleus. If they are scattered without losing kinetic energy, the process will be called
Coulomb scattering or elastic nuclear scattering. To a great extent, this is responsible
for the deflection of HCPs when penetrating a target. The slight energy loss due to
recoil processes can be neglected for swift HCPs. For decelerating particles, however,
it becomes relevant. Inelastic scattering causes the incident particle to lose some of its
3
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energy which results in the emission of bremsstrahlung. However, inelastic interactions
can be neglected for describing the energy loss of HCPs as it is inversely proportional to
the square of the particle’s mass.
Very small impact parameters (b ' rnucleus): For impact parameters approximately
equal to the radius of the target’s nucleus, direct interactions of the projectile and the
nucleus can appear leading to deflection of incident particles. In this inelastic process,
the energy transfer can cause fragmentation of HCPs or the target [8].
Mass Stopping Power
According to these interactions processes, the average energy loss dE per path length dl
and density ρ of the material, the particle traverses, is known as mass stopping power

















































is the mass radiative stopping power due to emission of bremsstrahlung










is the mass nuclear stopping power due to elastic Coulomb interac-
tions in which recoil energy is imparted to atoms [9].
The electronic stopping power Sel is of particular importance for aluminium oxide
crystal-based fluorescent nuclear track detectors (FNTDs) which were used in this the-
sis. It is the main reason for radiochromatic transformations within the crystal which
enables one to detect tracks of heavy charged particles. The core of a track is produced
by low-energy electrons whereas the outer shape is formed by high-energy electrons. The
energy loss due to these interactions can be described using the Bethe formula. In the








where e is the charge and me the mass of a electron, N ·Z is the electron density of the
target, vp the particle velocity, Zp the charge of the particle and I the mean ionisation
energy [10]. This relation explains the inverse depth dose profile since the square of the
particle’s velocity is inversely proportional to the stopping power. This means that the
higher the velocity or kinetic energy of a particle the lower is the energy deposition. The
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slowing-down process finally leads to a maximum energy deposition (Bragg peak) before
the particle stops in the medium.
2.2. Fluence
The particle fluence Φ(r) in the center r of a sphere, integrated over time, kinetic energy





where dN represents the number of particles passing through a sphere of cross-sectional
area da [11]. The convenience of this definition is that all particles traverse the same
area da perpendicularly independent of their direction of motion, as illustrated in Fig.
2.1.
Figure 2.1.: Illustration of the definition of the particle fluence Φ. Reprinted from [12].
For unscattered particles with the total number of particles N penetrating an area A⊥





2.3. Linear Energy Transfer
The linear energy transfer (LET) or restricted linear electronic stopping power, L∆, is the
mean energy loss dE∆ of a particle along a path length dl due to electronic interactions






The unrestricted LET (L∆ → L∞) is therefore equal to the mass electronic stopping
power Sel [9].
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There are two different ways to quantify LET distributions and therefore, there are
two different mean values for LET. The frequency distribution of LET, in the following
referred to as fluence-weighted LET, is defined in terms of the fluence. The distribution
function F (L) = ΦL/Φ gives the fraction of fluence which is associated with LET not
exceeding L. Φ is the total fluence and ΦL is the fluence of particles with LET lower
than L. The density of LET in fluence is f(L) = dF (L)/dL. The mean fluence-weighted




The dose-weighted LET is defined in terms of the absorbed dose. Similarly to F (L), the
distribution function D(L) is the quotient of the absorbed dose DL delivered by particles
of LET lower than L and the total absorbed dose D. The density of LET in dose is






3. Materials and Methods
3.1. Fluorescent Nuclear Track Detectors
Fluorescent nuclear track detectors (FNTDs) developed by Landauer Inc. (Stillwa-
ter, Oklahoma, USA) consist of aluminium oxide single crystals doped with carbon
and magnesium (Fig. 3.1). The detectors provided for the experiments of this thesis







have a size of (4× 8× 0.5)mm3. Originally developed
for volumetric optical data storage [14], Al2O3:C,Mg
turned out to be useful for HCP detection due to their
high sensitivity for a wide range of LET [15]. Doping
the aluminium crystal structure with carbon produces
oxygen vacancies making the detector more sensitive
for luminescence. These so-called colour centres (F-
centres) have a long luminescence lifetime of 35 ms, but
additionally doping the crystal with magnesium leads
to a much lower lifetime giving F2+2 (2Mg)-centres which
makes it much more usable for fast optical imaging. Ir-
radiation of this carbon and magnesium doped crystal
with ionising radiation leads to a radiochromatic trans-
formation of the colour centres resulting in fluorescent
emission at 750 nm with a lifetime of (80± 5)ns when
stimulated with 620 nm laser light. The detector can
then be read out using confocal microscopy giving a fluorescence signal with its intensity
proportional to the energy deposition of the detected particle in the corresponding depth
of the crystal [16].
3.1.1. Crystal Structure of Al2O3:C,Mg
Aluminium oxide, commonly occurring as α-Al2O3 (corundum), is a wide gap insulator
with a very rigid crystal structure. The hexagonal-close-packed O2- sublattice with Al3+
ions, occupying two-thirds of the octahedral lattice sites, is slightly distorted. Each O2-
ion is therefore surrounded by four tetrahedral nearest-neighbour Al3+ ions. Carbon
and magnesium doping leads to the creation of colour centres (F-centres) with most
of them containing oxygen vacancy defects having various configurations and charge
states. If a vacancy is occupied by two electrons, a neutral F-centre is created and if
occupied by one eletron, an F+-centre is produced which needs an impurity ion such as
magnesium for charge compensation. Having two oxygen vacancies next to each other
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Figure 3.2: Crystall structure of
Al2O3:C,Mg. Two oxy-
gen vacancies with two
magnesium ions for
charge compensation
form an F2+2 (2Mg).
Reprinted from [16].
leads to the formation of two colour centres denoted as F2-centre. An F
2+
2 (2Mg)-centre,
as seen in Fig. 3.2, therefore refers to two F+-centres which are charge-compensated by
two magnesium ions. This appears to be the main effect for the storage of optical data
and is therefore particularly useful for tracking particle trajectories within the crystal
volume [17].
3.1.2. Radiochromatic Transformation and Fluorescence
Irradiation of Al2O3:C,Mg single crystals with ionising radiation leads to radiochromatic
transformations of F2+2 (2Mg)-centres due to electron captures. These colour centres
transform as follows:
F2+2 (2Mg) + e
− = F+2 (2Mg) (3.1)
An optical excitation of the these transformed colour centres at around 335 or 620 nm
causes an emission of fluorescence photons at 750 nm having a short lifetime of 80 ±
5 ns. In contrast, not transformed F2+2 (2Mg)-centres emit fluorescent light at 520 nm
excited by 435 nm laser light with a very short lifetime of 9 ± 3 ns.
This read-out process is non-destructive and the transformed colour centres can only be
destroyed by heating the crystal above 700 ◦C. This means, that the detector can be
read out multiple times [16].
3.1.3. Usage as a Fluence and Particle Detector
FNTDs were found to be suitable for a highly accurate fluence determination. The de-
tection efficiency was ascertained to be at least 99.83 % for an LET range from approx.
L∞(Al2O3) = 0.5 to 61,000 keV/µm at particle fluences up to 5 · 107cm−2 at the mini-
mum [4]. As explained in Sec. 2.2, the particle fluence Φ is defined as the total number
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This means for irradiations in the entrance channel with the ion beam perpendicular to
the detector surface, that one can assume the number of particles detected per unit area
to represent the particle fluence Φ, since changes in direction are insignificantly small
for high-energy HCPs and also fragmentation is not an issue in the entrance channel.
Therefore, fluences of particle beams can easily be determined with very high accuracy,
only restricted by the number of particles on an area, since the number of particles in a
particle beam fluctuates, which can be described by the Poisson distribution. The error
is therefore given by:
∆N =
√





Larger areas give therefore smaller relative errors for the number of particles N and the
fluence Φ.
In this thesis, FNTDs were not only placed into the entrance channel but also be-
hind PMMA phantoms with different thicknesses. Therefore, the deflection of particles,
even for high-energy HCPs as used in the experiments needs to be considered and also,
fragmentation processes play a significant role. Therefore, it is quite hard to determine
particle fluences. In order to quantify the number of particles in a particular penetration





where N is the number of detected particles per area A.
3.1.4. Usage as a Proxy for Linear Energy Transfer
A correlation of the fluorescence intensity signal of tracks within an irradiated FNTD
and LET has been proven recently, depending on the amount of F2+2 (2Mg) colour cen-
tres converted to F+2 (2Mg) centres. This dependence on LET was found to be nonlinear.
The intensity signal, however, can vary from this correlation which is due to a non-
homogeneous distribution of colour centres, but correcting for this difference is easily
possible for detectors irradiated with the same particle type and a known LET. The
correlation of the intensity and the LET is limited due to the finite number of colour
centres in the crystal. However, the detector does not saturate at an LET∞(H2O) = 8767
keV/µm [5].
To quantify the intensity signal of tracks, a confocal laser scanning microscope with
avalanche photodiodes can be used. A more detailed description concerning the quan-
tification of the fluorescence signal is given in Sec. 3.3.
Furthermore, investigations using STED microscopy have shown that the track width is
correlated to the maximum secondary electron range [6].
These properties of the FNTD enable one to use this detector for spectroscopic analysis,
i.e. determination of ion type and energy.
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3.2. Heidelberg Ion-Beam Therapy Center
The Heidelberg Ion-Beam Therapy Center (HIT) is a clinical radiotherapy facility op-
erated by the Heidelberg University Hospital. Patients have been treated at HIT with
protons and carbon ions in three different treatment rooms since 2009 with one room
having the world’s first carbon ion gantry and the other two providing a fixed horizontal
beamline. For research and quality assurance purposes, a fourth room is provided.
Particles are accelerated in a combination of a linear accelerator and a synchrotron be-
fore entering one of the treatment rooms. Ion species which can be used at HIT range
from protons to oxygen ions with an energy range from 50 to 430 MeV/u obtaining a
penetration depth in water from 20 up to 300 mm. Four different beam spot widths
are provided in order to irradiate tumours of any shape accurately. Additionally, ten
different intensities are available for the beam which can be precisely monitored by the
new intensity-controlled raster scan technique. A pencil beam rasters the tumour which
is virtually cut in slices with an optimal intensity calculated by the treatment planning
software. Thus, a very precise three dimensional irradiation of the tumour with different
types of ion beams has been made possible [18, 19].
3.3. LSM 710
For the readout of FNTDs, the inverted confocal laser scanning microscope LSM 710
ConfoCor 3 together with the associated software ZEN 2009 developed by Carl Zeiss
Microscopy GmbH was used. The LSM 710 and the ZEN software were provided by the
Light Microscope Facility of DKFZ.
For excitation of the radiochromatic transformed colour centres, a helium-neon laser
with a wavelength of 633 nm and a nominal power of 5 mW (100 µW at the sample) was
utilised yielding near-infrared (NIR) fluorescence from the colour centres of the alumina
crystal. Avalanche photodiodes (APDs) were chosen for the detection of fluorescence
light as they are highly sensitive to NIR light. To protect the sensitive APDs, overload-
ing can be avoided by reducing the laser power. The photon count rate is limited to 20
MHz with higher rates causing a shut-off of the APDs [20].
In order to select suitable settings for image acquisition, a number of control parameters
can be adjusted using the ZEN software. The relative laser power p can be set to values
in the range from 0.2% to 100% of the maximum laser power, the possible number of
rescans R varies from 1 to 16 scans and the dwell time τ , which is the time the laser
stays at one point corresponding to a pixel in the image, varies from 1.3 µs to 177 µs
depending on the image size.
For convenient sample handling, FNTDs were placed on glass bottom microwell dishes
from MatTek Corp. (Ashland, Massachusetts, USA) with their polished surface facing
down towards the laser light. This enables one to easily align the FNTD’s position in the
microwell dish. The dish was then placed above the objective lens with the optical c-axis
10
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of the FNTD aligned to the polarisation of the incident laser light. To obtain the best
available lateral image resolution (approx. 200nm [20]), the objective lens 63×/1.40NA
oil was selected using low-autofluorescent immersion oil.
Acquired images can be stored as LSM files which can be further processed with the
ImageJ software or the programming environment R (Sec. 3.4).
In order to compare signals of LSM images with different settings for the dwell time




where N is the number of counts. The number of photon counts detected by APDs also
contains a fluorescence background signal of the FNTD, which needs to be corrected. If
the resulting dark count rate ηDC and the relative laser power p are taken into account,





The adjusted count rate, however, is not the actual count rate, which one would expect.
Up to a count rate of 1 MHz, ηadj is linearly correlated to the laser power. For higher
count rates, the correlation becomes nonlinear until a saturation count rate will be
reached. For most calculations in this thesis, the adjusted count rate will suffice [20],
since the correlation of LET and count rate with depth was shown qualitatively only.
A more detailed description regarding the read-out of FNTDs using the LSM 710 is
given by others [20].
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3.4. Software
For image analysis, the Java-based public domain software ImageJ developed by Wayne
Rasband [21] and the free software environment for statistical computing R initially de-
signed by Robert Gentleman and Ross Ihaka were applied [22].
For the ImageJ software, the plugin ’Mosaic’ developed by the ’MOSAIC’ group at the
Swiss Federal Institute of Technology Zurich (ETH) was used for particle detection and
subtraction of background noise. For a detailed description of the feature point track-
ing algorithm, the originators’ article can be consulted [23]. A good explanation of the
corresponding ’Particle Tracker’ tool and the histogram-based background subtractor is
given by S. Hoof [24].
For further analysis of images, the customised not published R package ’FNTD’ was
utilised, developed by S. Greilich et al. in the ’Heavy Ion Therapy’ group at DKFZ.
Simulations were done using the fully integrated particle physics MonteCarlo simulation
package FLUKA developed by Alberto Fass, Alfredo Ferrari, Johannes Rantf, Paolo Sala
and others [25, 26].
For the preparation of the irradiations at the Heidelberg Ion-Beam Therapy Center
(HIT), treatment planning system (TPS) basic data, also referred to as SPC files, were
used. These files are clinically utilised and were provided by HIT.
For further analysis of the SPC files and for calculations of linear energy transfers (LET)
of particles, the ’libamtrack’ library and the corresponding R package was used [27].
12
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In this chapter, the irradiations of FNTDs at the Heidelberg Ion-Beam Therapy Center
and the following analysis of the detectors will be explained.
First, the planning process of the irradiations with protons and carbon ions is described
in Sec. 4.1. The selection and calculation of a number of desired penetration depths
in PMMA is explained in this section. The irradiations at HIT and the parameters
concerning the selected ion beams are explained in Sec. 4.2. Details with regard to the
subsequent image acquisition of the irradiated FNTDs with a confocal laser scanning
microscope can be found in Sec. 4.3 and a detailed explanation of different methods
used for the particle detection and particle discrimination for both proton and carbon
ion irradiations is given in Sec. 4.4.
4.1. Planning of the Irradiations at HIT
The planning of the experiments for this study at HIT was mainly based on treatment
planning system (TPS) basic data. In these files, a beam energy of 142.66 MeV for
protons and an energy of 270.55 MeV/u for the carbon ion beam were taken as used in
the experiments.
Since the major focus of this thesis was the determination of the depth profile of particle
densities as well as the particle discrimination with respect to particle type and angular
distribution, the most interesting penetration depths regarding the particle spectra were
chosen. However, the number of FNTDs provided for this experiment as well as the
irradiation time at HIT was limited. Therefore, ten FNTDs for the proton irradiation
and twelve FNTDs for the irradiation with carbon ions were used giving ten and twelve
different depths, respectively.
For convenience, poly(methyl methacrylate) (PMMA) with a mass density of 1.18 g/cm3
was chosen as a target material instead of water. In order to obtain the exact depths in
PMMA, a water equivalent path length (WEPL) of 1.154 was used for calculations [28].
In Fig. 4.2, the simulated depth profiles of the particle densities of protons as well as of
carbon ions and the resulting fragments are shown.
In order to obtain the exact depths in PMMA for the irradiations at HIT, a short
section between the beamline and the iso-centre, where the FNTDs were placed, needs
to be taken into account. This distance was measured to be 2.89 mm in water [S. Brons,
HIT, pers. comm.] which corresponds to 2.50 mm in PMMA using the WEPL above.
Putting PMMA inserts between the FNTD and the beamline leads to a small change of
this gap. Although being a rather small effect, this was also considered for calculations
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in order to obtain an accurate depth in PMMA (see Fig. 4.1 for an illustration of the
experimental set-up).
In Tab. 4.1 and 4.2, an overview of the thicknesses of inserts as well as the effective
depths in PMMA and water are shown.
Figure 4.1.: A schematic of the experimental set-up is shown.
FNTD ID Thickness of the Effective Depth Effective Depth
PMMA phantom [cm] in PMMA [cm] in H2O [cm]
lb1000 0 0.250 0.289
lb1001 1.0 1.249 1.444
lb1002 2.9 3.147 3.638
lb1003 4.7 4.946 5.717
lb1004 7.2 7.443 8.605
lb1005 10.9 11.140 12.878
lb1006 11.0 11.240 12.993
lb1007 11.1 11.340 13.109
lb1008 12.2 12.439 14.379
lb1009 14.6 14.837 17.151
lb1010 12.0 12.239 14.148
lb1011 12.1 12.339 14.264
Table 4.1.: Overview of the chosen thicknesses of PMMA slabs for the irradiations with
carbon ions. The distance between the beamline and the FNTD as well as
the small change of this distance by inserting a PMMA phantom in between
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Depth in PMMA [cm]
Relative Density of Carbon Ions and Fragments with Depth
Figure 4.2.: Depth profiles of proton and carbon ion densities, including fragments, are
shown using the SPC files. The particle density relative to the entrance
channel is plotted as a function of penetration depth in PMMA for both pro-
tons and carbon ions. It can be seen that the number of particles increases
for a carbon ion beam approx. by a factor of 2.16 due to fragmentation.
Especially, protons and helium ions contribute a considerable amount to
the particle density. The vertical dashed lines mark the desired penetration
depths for the irradiations at HIT.
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FNTD ID Thickness of the Effective Depth Effective Depth
PMMA phantom [cm] in PMMA [cm] in H2O [cm]
lb2000 0 0.250 0.289
lb2001 4.7 4.946 5.717
lb2002 7.2 7.443 8.605
lb2003 9.7 9.941 11.492
lb2004 11.1 11.340 13.109
lb2005 11.9 12.139 14.033
lb2006 12.1 12.339 14.264
lb2007 12.2 12.439 14.379
lb2008 12.4 12.639 14.610
lb2009 14.7 14.936 17.267
Table 4.2.: Overview of the chosen thicknesses of PMMA slabs selected for the irradi-
ations with protons. The distance between the beamline and the FNTD as
well as the small change of this distance by inserting a PMMA phantom in
between were taken into account. The effective depths in PMMA and water
are also listed.
4.2. Experimental Set-Up and Irradiations at HIT
The irradiations of the provided FNTDs in different depths of PMMA were performed
at the Heidelberg Ion-Beam Therapy Center (HIT).
In the first experiment, a monoenergetic beam of protons with an energy of 142.66 MeV
and a particle fluence of 5 · 106 1/cm2 was used. In a second experiment, a monoener-
getic beam of carbon ions having an energy of 270.55 MeV/u was selected. The particle
fluence was set to a lower value of 3 · 106 1/cm2 as fragmentation causes a significant
increase (up to the 2.16 fold of the fluence in the entrance channel, see Fig. 4.2) of
the number of particles. These fluences were therefore taken in order to guarantee an
optimal analysis concerning the particle detection using the ’Mosaic’ particle tracker,
since particle fluences greater than a certain threshold (approx. 5 ·107 1/cm2) cannot be
determined reliably using this approach [4]. The field size of the beam was chosen to be
(10× 10) cm2 for both particle types in order to ensure a homogenous irradiation of the
FNTDs.
The experimental set-up is shown in Fig. 4.3. The detectors were placed in a little
notch of a PMMA block which was exactly fitted to the size of an FNTD. It was then
adjusted to be perpendicular to the beamline facing the polished surface of the FNTD
the beam source. To utilise the homogeneity of the beam in the isocentre, the PMMA
block was accurately positioned by using a marking cross on the surface of the block.
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(a) PMMA block (b) Experimental set-up
Figure 4.3.: Image (a): An FNTD is positioned in a small notch of a PMMA block.
Image (b): The experimental set-up at HIT with a PMMA phantom in
front of the PMMA block with an FNTD inside is shown.
In order to obtain the desired penetration depths, PMMA slabs with thicknesses shown
in Tab. 4.1 and 4.2 were placed between the FNTD and the beamline. All PMMA
materials were provided by HIT and had different thicknesses from 1 mm up to 5 cm.
4.3. Image Acquisition
The irradiated FNTDs were read out with the LSM 710 (explained in Sec. 3.3). The
objective lens 63x / 1.40NA Oil was used in order to obtain the best available resolu-
tion for particle detection. The maximum dwell time of 68.92 µs for images of the size
(168.69 × 168.69) µm2 and a relative laser power of 100% were chosen to achieve a good
signal-to-noise ratio (SNR). All images were acquired in an approximate depth of 25 µm
below the polished surface of the detector which faced the beam source during irradiation.
For each FNTD irradiated with protons, four images with the above mentioned im-
age size were taken, always at different positions on the detector plane. For each FNTD
irradiated with carbon ions, three images of the same size were acquired, also at differ-
ent positions on the detector surface. These numbers of images were chosen in order to
get a Poisson standard deviation lower than 2% for the number of protons and lower
than 2.5% for the number of carbon ions at penetration depths in front but close to
the Bragg peak using the above mentioned fluences. Also, for all acquired images of
FNTDs irradiated with protons four rescans of each position and for images of FNTDs
irradiated with carbon ions eight rescans were done in order to obtain a better SNR
with the intention to facilitate the detection of particle tracks.
The xy image positions on the plane of the FNTD (the plane perpendicular to the
beamline during irradiation) are closely located to the centre of the FNTD surface and
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Figure 4.4: Image of the FNTD
lb2006: On the right
edge of the image, a
scanning artefact that
occurred during image
acquisition can be seen.
This artefact was re-
moved by cropping the
image to a smaller size.
were carefully chosen to avoid an image acquisition of positions showing dark spots re-
ferring to spinel cubical inclusions which exhibit lower fluorescence intensity signals [13].
The detailed positions, together with the complete settings for the read-out process, are
noted in Appendix B for each image.
Additionally, in order to investigate angular distributions of particles, as explained in
the following sections, z-stacks of images with a depth from 0 to 100 µm and a step
size of 1 µm in the detector were acquired for the FNTD lb2007 which was irradiated
with protons and for FNTDs lb1008 and lb1011 irradiated with carbon ions. The entire
settings for the z-stack image acquisition can also be found in Appendix B.
The selected read-out settings led to a scanning artefact at the right edge of the im-
age (see Fig. 4.4) during image acquisition. This is due to the laser moving to the next
line of an image. Therefore, in order to ensure a correct particle detection, all images
were cropped to an image size of (164.87 × 168.69) µm2 using the ImageJ software.
4.4. Particle Detection and Discrimination
In this section, a couple of different methods for an accurate particle detection and
discrimination will be explained. Basis of all methods was the ’Mosaic’ plug-in for the
ImageJ software.
In a first step, the background was removed using the ’Mosaic’ background subtrac-
tor. For that, a side length of 20 px was chosen for the sliding window. This value
was taken for all analysed images in accordance with investigations on the optimal L
parameter [29].
For particle detection, the ’Mosaic’ particle tracker was applied. Optimal settings for
this process are important and can vary for images of different detectors. However, the
radius w as well as the cutoff Ts were the same for all images. The radius was set to 3
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px, even when a track’s width is larger than this value, as this appeared to be the best
value for the detection of two closely adjacent tracks. The cutoff parameter Ts was set
to zero in order to detect every potential particle track. The percentile setting, however,
had to be adjusted for a couple of images since the fluence decreases with increasing pen-
etration depth and increases for carbon ion beams if fragments are taken into account.
The detailed settings are listed in the following sections.
4.4.1. Proton Detection using Manual Discrimination
All acquired images were manually verified for a correct particle detection. Also, a clas-
sification in protons having large and low deflection angles was done. Potential particles
detected with the ’Mosaic’ particle tracker using the settings shown in Tab. 4.3 were
differentiated into specific categories, seen in Tab. 4.4.
FNTD ID Depth in PMMA [cm] Depth in H2O [cm] Percentile r [%]
lb2000 0.250 0.289 0.6
lb2001 4.946 5.717 0.6
lb2002 7.443 8.605 0.6
lb2003 9.941 11.492 0.6
lb2004 11.340 13.109 0.6
lb2005 12.139 14.033 0.6
lb2006 12.339 14.264 0.6
lb2007 12.439 14.379 0.6
lb2008 12.639 14.610 0.4
lb2009 14.936 17.267 -
Table 4.3.: The percentile parameters used for track detection with the ’Mosaic’ particle
tracker are shown. For all images of each FNTD the same settings were
chosen. For images of the FNTD lb1009, the ’Mosaic’ particle tracker was
not applied, since this FNTD was placed far behind the Bragg peak of 142.66
MeV protons and therefore, no characteristic proton tracks could be identified























































































































































































































































































































































In order to explain the manually made classification in different categories, a couple of
example images are shown in the following. In Fig. 4.5, three images of the FNTD
lb2004 can be seen. In image (a), the trajectory of a secondary electron is illustrated
with its Bragg peak at the end of the trajectory leading to a detection due to a fairly high
intensity of the track. In panel (b) and (c), tracks which were detected twice due to its
elongated shape can be seen whereas tracks of similar shape (but lower intensity) were
not detected. Detected secondary electrons as well as multiple detected tracks, leaving
one of those tracks detected, however, were classified in the category ’False Detection’
of Tab. 4.4 and were discarded for further analysis. The single remaining tracks of
the deflected particles in images (b) and (c) were added to the category ’Deflected’
due to its elongated shapes. Tracks which were not detected with the particle tracker,
but certainly are tracks of protons, were taken into account and are therefore listed in
the table column ’Not Detected’ and if having an elongated shape, it was additionally
classified as ’Deflected’.
(a) (b) (c)
Figure 4.5.: Images of the FNTD lb2004 irradiated in a depth of 11.340 cm in PMMA.
Image (a): The trajectory of a secondary electron with its Bragg peak at
the end is misinterpreted as a proton track. Images (b) and (c): Elongated
particle tracks with high intensities were detected twice whereas tracks with
lower intensities were not detected at all.
To discriminate between particles with large and small deflection angles, a manually
determined threshold of elongation is introduced with a track’s length greater than this
threshold being a ’deflected’ particle and lower than this threshold being an ’undeflected’
particle. This threshold is set to an approximate elongation of a track, as seen in Fig.
4.7 (a) and (b), showing images acquired of the FNTD lb2006 and lb2007. For this
critical threshold, the corresponding deflection angle was determined using a z-stack of
images of the FNTD lb2007. In Fig. 4.6, a schematic of the deflection of a particle is









where ∆x and ∆y are the differences in x and y direction, representing the image plane
or the irradiated surface of an FNTD, and ∆z specifies the difference in z direction, the
direction of the beam during irradiation.
Figure 4.6.: The determination of the deflection angle θ of a particle is illustrated by
showing two slices in different depths in z-direction.
For a number of tracks having an elongation which approximately corresponds to the
visually defined threshold, the corresponding deflection angles were calculated. Averag-
ing over those values yields a mean deflection angle θ of 18.8◦± 2.1◦ being the threshold
of ’deflected’ and ’undeflected’ particles.
(a) (b) (c)
Figure 4.7.: (a) Image of FNTD lb2006: Both particle tracks represent tracks with the
approximate threshold value for the elongation, belonging to ’deflected’ par-
ticles. (b) Image of FNTD lb2007: Five tracks are shown. Three of them are
estimated to indicate deflected particles with the threshold for the track’s
length and the other two tracks were assumed to be produced by undeflected
particles. (c) Z-stack image of FNTD lb2007: A track’s length represents
roughly the threshold for the elongation. The deflection angle θ of the cor-
responding particle was calculated to be (18.2± 0.4)◦.
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Additionally, for a couple of tracks with different lengths the corresponding deflection
angles were determined in order to gain a better understanding of the visual differences
of particles with low and high deflection angles. In Fig. 4.8, two z-stack images of the
FNTD lb2007 are shown. For most of the tracks in these images, the deflection angles
were calculated, as marked in the image. The angles vary from approx. 1.5◦ up to
56.0◦. Some particles, however, are barely deflected and do not have a clear deflection
direction. In panel (a), a track of such a particle can be seen.
(a) (b)
Figure 4.8.: Z-stack images of the FNTD lb2007: The angles shown in these images
illustrate the approximate deflection of the corresponding particle. In the
left image, a fairly round particle track can be seen which does not have a
clear motion of direction on the xy image plane.
4.4.2. Proton Discrimination using Variance and Covariance Criteria
To investigate the feasibility of angular discrimination of particles using only a single
image, statistical measures, more precisely variances and covariances of tracks, were
utilised for this method. A correlation of these measures and the deflection angle of a
particle as well as the usefulness of these quantities were examined. In order to test this
method, a tool of the ’FNTD’ package was used to analyse each track on the xy image
plane for its intensity-weighted variance and covariance.
Since deflected particles produce elongated tracks on the image plane (see the previous
Sec. 4.4.1), the length of a track is to be assessed. Therefore, the relative difference in
variances ∆s on the xy image plane as well as the covariance Cov(x, y) were determined.
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The relative difference in variances was calculated according to the following equation:
∆s =
V ar(x)− V ar(y)
V ar(x) + V ar(y)
(4.2)
The simple variance of a track is not appropriate in this case as the track’s width varies
with different penetration depths, what would not allow for a reasonable comparison.
Furthermore, it needs to be mentioned that the intensity of each pixel was weighted
relative to the summed intensity of all pixels of one track. Therefore, the intensity-
weighted variance and covariance should be independent of the level of intensity which
is necessary in this case since the intensity increases with increasing penetration depth.
Hence, variances and covariances of tracks produced by particles in different penetration
depths should be comparable.
In order to obtain values for these quantities, the same ’Mosaic’ particle tracker set-
tings as in Sec. 4.4.1 were applied. Each detected track was then cut out using a mask
radius of 5 px which appeared to be the best value to determine different variances and
covariances for tracks of different shapes but was still small enough to avoid cutting
out two tracks which are close together. The intensity-weighted variance and covariance
were then calculated for each track.
A correlation of an elongated track and a large value for the intensity-weighted covari-
ance as well as for the intensity-weighted relative difference in variances can be identified,
as seen in Fig. 4.9. For fairly round tracks, the covariance and the difference in variances
are rather small (e.g. see panel (a) in Fig. 4.9). Therefore, separation of tracks with
different shapes using this method was investigated.
(a) FNTD lb2007 (b) FNTD lb2000 (c) FNTD lb2007
Figure 4.9.: A correlation of ∆s or Cov(x, y) and different shapes of tracks can be seen.
The values written in red show the absolute values for ∆s of the track right
above; the covariance is written in white right above the corresponding track.
Panel (b): Most tracks do not have a clear shape. (c) Z-stack image: The
middle track at the bottom of the image was not detected at all. For all
other tracks, the covariances or ∆s which are not stated are smaller than
0.11 and 0.09 (in absolute values), respectively.
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To find a quantitative correlation of these statistical measures and the deflection angle
of a particle, z-stack images of the FNTD lb2007 were utilised. The deflection angle
of a particle and the corresponding covariance or relative difference in variances were
computed for a number of tracks. However, tracks which are very close to each other
were not taken as they can overlap slightly and therefore affect the intensity-weighted
variance and covariance of each other significantly. Also, tracks at the edge of the image
are cut off and therefore, variances and covariances are distorted and cannot be taken.
Except from these two conditions, tracks were chosen randomly giving the plots in Fig.
4.10 and 4.11. The deflection angle is plotted as a function of the relative difference in
variances and the covariance, respectively. Assuming a linear correlation, a linear fit was
applied to the data, as seen in the plots. Although a linear correlation can be observed,
there are also a number of outliers affecting this correlation. The most extreme outliers
can be explained by tracks of secondary electrons which are attached to a proton track
yielding distorted covariances or variances. Another reason is the fact that Cov(x, y)
and ∆s do not increase with increasing deflection angle above a certain threshold. This
is due to the cutting out of tracks using a disk of limited size. In this case a disk radius
of 5 px was chosen.






















Figure 4.10.: A clear correlation of particles’ deflection angles and the intensity-weighted
covariances of the corresponding tracks can be identified. A linear fit was
used to obtain the covariance for a given deflection angle. Two outliers can
be seen. Reasons are explained in the text above. The errors for θ were
estimated by slight variations of the track positions in the xy image plane.
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Relative Difference in Variances ∆s
Figure 4.11.: A correlation of deflection angles of particles and the intensity-weighted
relative differences in variances ∆s of the corresponding tracks can be seen.
A linear fit was used to obtain ∆s for a given deflection angle θ. Reasons
for extreme outliers are explained in the text on the previous page. The
errors for θ were obtained by estimating errors for the track positions on
the xy image plane.
In order to compare this method with the manual method from the previous section, the
same deflection angle (18.8◦ ± 2.1◦) for an angular particle discrimination was chosen.
Using the fit parameters from the linear regression, a value of 1.10± 0.24 for Cov(x, y)
and 0.28± 0.06 for ∆s were obtained for a given deflection angle θ of 18.8◦.
If either a track’s value for the covariance or for the relative difference in variances was
below these thresholds for Cov(x, y) and ∆s, the particle track was considered to be an
undeflected proton. Accordingly, for a track with one of its values above these limits, it
was regarded to be a deflected particle. The resultant depth profiles of proton densities
for both undeflected and deflected particles are shown in Sec. 5.1.2.
In Fig. 4.12, three z-stack images of the FNTD lb2007 with particle tracks showing





Figure 4.12.: Z-stack images of FNTD lb2007: Values for the relative difference in vari-
ances ∆s and the covariance Cov(x, y) as well as the deflection angle θ are
shown with the corresponding particle track. The values written in white
show Cov(x, y) and θ of the track right below; ∆s is written in red right
below the track. In panel (a), the wide track downright does not have a
clear direction of deflection. After zigzagging on the xy image plane, the
track vanishes approx. 35 µm deeper within the crystal. In panel (b), the
track on the left-hand side was not detected using the above mentioned
settings.
4.4.3. Determination of Fluorescence Intensity Signals of Proton
Tracks
In this section, the maximum adjusted count rate ηadj (see Sec. 3.3 for the definition)
for each track of each penetration depth which meet the criteria in Sec. 4.4.2 were
determined. In order to do this, the tool of the ’FNTD’ package used in the previous
section was utilised again, since it additionally gives the maximum intensity signal of
each track which was cut out with a mask radius of 5 px. The adjusted count rate was
then determined for each value. Tracks were then distinguished between deflected and
undeflected particles according to the variance and covariance criteria from Sec. 4.4.2.
For both types, the mean value and the standard deviation for all values of ηadj in each
penetration depth were calculated.
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4.4.4. Monte Carlo Simulation for a Depth Profile of Proton
Densities
In order to examine the measurements utilising FNTDs, a Monte Carlo (MC) simula-
tion for protons with a beam energy of 142.66 MeV was performed using the FLUKA
simulation package. Therefore, the same penetration depths in PMMA as chosen for
the experiments at HIT were taken. For each depth, 200 energy intervals from zero to
200 MeV in steps of 1 MeV and a discrimination of 180 different solid angles from zero
to 6.283 sr in steps of 0.03491 sr for 2,000,000 primaries were selected. This was done
in order to compare the experimental methods, which investigated the particle density
and the angular distribution of protons, with this simulation, which was considered to
be the ground truth. Solid angles were converted into polar angles integrating over
the azimuthal angle as the whole spectrum of deflections was taken into account for
the simulation. The target size was chosen to be of the size of an FNTD as used in the
experiments. Since FLUKA determines particle fluences, the corresponding particle den-
sities were computed using the chosen polar angles in order to compare the experimental
results with the simulation.
4.4.5. Carbon Ion Detection using the ’Mosaic’ Particle Tracker
In order to detect all primary particles without detecting any fragments using the ’Mo-
saic’ particle tracker, the percentile parameters had to be varied considerably.
Since the number of fragments increases with increasing penetration depth, this param-
eter needs to be low enough to avoid the detection of fragments but has still to be high
enough to detect every track produced by carbon ions. As the intensity of tracks varies
statistically and also because the track width differs from track to track, there is no well-
defined visual difference between heavy fragments and carbon ions. However, for most
tracks, it is still possible to discriminate between fragments and primary particles quite
well. Therefore, a threshold was visually estimated in each depth. Additionally, the
detection process of finding a suitable percentile parameter was tried to be automated.
The plots are shown in Appendix C. This method was, however, only used to find the
approximate value for the percentile parameter. The final parameters for the percentile
r are listed in Tab. 4.5.
In Fig. 4.13, an image of an FNTD irradiated far behind the Bragg peak of 270.55
MeV/u carbon ions is shown. No characteristic carbon ion tracks were identified. In
Fig. 4.14, images of FNTDs irradiated in different depths in PMMA can be seen. Tracks
of different widths and intensities corresponding to primary particles and fragments as
well as many tracks of secondary electrons are visible in these images.
In contrast to the analysis of FNTDs irradiated with protons, the angular distribution
was not taken into account for this method as deflection angles were relatively low and




FNTD ID Depth in PMMA [cm] Depth in H2O [cm] Percentile r [%]
lb1000 0.250 0.289 0.60
lb1001 1.249 1.444 0.50
lb1002 3.147 3.638 0.40
lb1003 4.946 5.717 0.35
lb1004 7.443 8.605 0.30
lb1005 11.140 12.878 0.25
lb1006 11.240 12.993 0.20
lb1007 11.340 13.109 0.20
lb1008 12.439 14.379 0.08
lb1009 14.837 17.151 -
lb1010 12.239 14.148 0.12
lb1011 12.339 14.264 0.10
Table 4.5.: Percentile settings for the ’Mosaic’ particle tracker for all FNTDs irradiated
with carbon ions. The same percentile parameters were used for each image
of the same detector. The FNTD lb1009 was irradiated far behind the Bragg
peak of those carbon ions. Therefore, the particle tracker was not applied
for images of this detector.
Figure 4.13.: Image of FNTD lb1009: The detector was irradiated far behind the Bragg
peak of 270.55 MeV/u carbon ions in a PMMA depth of 14.837 cm. Most
tracks correspond to protons or helium ions, but the wide track on the
left-hand side was most likely produced by a heavier fragment such as
beryllium or boron. According to the SPC files, the probability to detect
one carbon ion in this depth is approximately 0.00001.
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(a) FNTD lb1000: 0.250 cm in PMMA (b) FNTD lb1003: 4.946 cm in PMMA
(c) FNTD lb1011: 12.339 cm in PMMA (d) FNTD lb1008: 12.439 cm in PMMA
Figure 4.14.: Images of FNTDs irradiated in different depths of PMMA are shown. The
same brightness and contrast settings are used in order to make a visual
comparison possible. An increase in the width of carbon ion tracks can
clearly be observed. In panel (a), no fragments can be seen whereas in the
other images clear tracks of fragments can be identified. Also, elongated
tracks produced by fragments with large deflection angles as well as tracks
of secondary electrons are visible.
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4.4.6. Discrimination of Carbon Ions and Fragments using a Count
Rate Criterion and Determination of Fluorescence Intensity
Signals
As mentioned in the previous section, the intensities of tracks vary statistically and can
be approximated to a Gaussian distribution. This distribution was utilised in order to
obtain a depth profile of particle densities of carbon ions.
First, primary particles as well as fragments were detected using the ’Mosaic’ particle
tracker. Appropriate parameters for the percentile setting are shown in Tab. 4.6. In
the following step, all detected tracks were cut out using a mask radius of 5 px. For
each track, the maximum intensity was determined and the maximum adjusted count
rate ηadj was then calculated. Histograms of ηadj for each penetration depth are shown
in Fig. 5.8 and 5.9 in the next chapter.
In a next step, a double-Gaussian fit was performed for the data of each detector giv-
ing mean values and standard deviations for the maximum adjusted count rate of the
low-intensity and high-intensity peak (see. Fig. 5.8 and 5.9 for the Gaussian fits).
FNTD ID Depth in PMMA [cm] Depth in H2O [cm] Percentile r [%]
lb1000 0.250 0.289 0.88
lb1001 1.249 1.444 0.9
lb1002 3.147 3.638 1.0
lb1003 4.946 5.717 1.1
lb1004 7.443 8.605 1.2
lb1005 11.140 12.878 1.3
lb1006 11.240 12.993 1.3
lb1007 11.340 13.109 1.3
lb1008 12.439 14.379 1.1
lb1009 14.837 17.151 0.6
lb1010 12.239 14.148 1.2
lb1011 12.339 14.264 1.1
Table 4.6.: Percentile settings for the ’Mosaic’ particle tracker for all FNTDs irradiated
with carbon ions. The same percentile parameters were used for each image





In this chapter, the results of the experiments performed at the Heidelberg Ion-Beam
Therapy Center will be presented.
In Sec. 5.1, the results of the proton discrimination with respect to deflection angles
are shown giving a depth profile of the particle density for deflected and undeflected
protons for two different methods. Furthermore, the results of the determination of the
fluorescence intensity signals of proton tracks as well as a depth profile of the intensities
are presented.
In Sec. 5.2, the results of the irradiations with carbon ions are introduced. The depth
profiles of the particle density of carbon ions are shown for two different methods and
the outcome of the fragmentation detection is given. Furthermore, the results of the
determination of fluorescence intensity signals of carbon ion tracks are presented and
the corresponding depth profile is shown.
The depth profiles of the particle density for both protons and carbon ions were compared
with the FLUKA simulation for protons and with the TPS data for carbon ions. The
simulations were assumed to be the ground truth since the results of these measurements
using FNTDs have not been validated by other techniques.
5.1. Depth Profiles and Angular Discrimination of
Protons
5.1.1. Depth Profiles of Proton Densities using Manual
Discrimination
In Tab. 5.1, the manually corrected number of tracks, detected in four acquired images
of each detector, is shown. The total number of particles, noted as ’Total’, as well as the
number of particles having deflection angles lower and greater than 18.8◦ ± 2.1◦, noted
as ’Undeflected and ’Deflected’, respectively, are presented in this table.
It should be mentioned that this manual counting process varies from time to time
and depends on the person who discriminates those tracks. This, therefore, gives an
unspecified but maybe significant error. However, repeating this approach for a couple
of FNTDs, using different contrast and brightness settings for the analysed images, gave
variations in the number of ’undeflected’ particles and the total amount of particles of
less than 2% whereas the number of ’deflected’ particles varied clearly stronger.
For these values for the number of protons, the particle densities relative to the particle
density in the entrance channel were determined in order to facilitate comparisons with
other methods. These relative densities for the different analysed types ’Deflected’ and
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’Undeflected’ particles as well as the ’Total’ number of particles are plotted as a function
of penetration depth in PMMA, as seen in Fig. 5.1. For comparison, the data of the
FLUKA simulation (see Sec. 4.4.4) was added to this plot, given as particle densities
relative to the entrance channel.











































 Lower 17.1° (FLUKA)
 Lower 21.0° (FLUKA)
 Greater 20.9° (FLUKA)
 Greater 17.0° (FLUKA)
Figure 5.1.: The proton density relative to the entrance channel is plotted as a function
of depth in PMMA. The solid lines represent the relative proton density for
deflected and undeflected particles having a threshold for the deflection angle
of 18.8◦ using the manual method. Additionally the relative particle density
in total is shown. The error bars represent the Poisson standard deviation.
The relative proton densities from the FLUKA simulation with a threshold
for the deflection angle of approx. 17◦ and 21◦ are shown additionally,
indicated by dashed lines. A considerable difference in particle densities for




























































































































































































































































































































































































































































































5.1.2. Depth Profile of Proton Densities and Angular
Discrimination using Variance and Covariance Criteria
In Tab. 5.2, the number of particles detected with the ’Mosaic’ particle tracker and
the number of particles which meet the criteria explained in Sec. 4.4.2 are shown. The
category ’Deflected’ is to refer to particles which have a deflection angle greater than
18.8◦, but it also includes multiple detected tracks of great lengths. Furthermore, a
significant number of elongated low-intensity tracks were not detected although repre-
senting deflected particles. Therefore, the values in the table column ’Deflected’ cannot
be considered as an appropriate proxy for deflected particles. In contrast, the column
’Undeflected’ shall include every particle with a deflection angle lower than this thresh-
old. For both types, however, the proton densities were determined. The relative proton
density was then plotted as a function of penetration depth in PMMA, as seen in Fig.
5.2.





































Depth in PMMA [cm]
 Undeflected (var./cov)
 Deflected (var./cov.)
 Lower 17.1° (FLUKA)
 Lower 21.0° (FLUKA)
 Greater 17.0° (FLUKA)
 Greater 20.9° (FLUKA)
Depth Profile of Proton Density
Figure 5.2.: The particle density relative to the proton density in the entrance channel is
plotted as a function of depth in PMMA. The reference value for the proton
density in the entrance channel was taken from the manual method from
Sec. 5.1.1 as it comes most likely near to the truth. The threshold for θ
was chosen to be 18.8◦. The error bars shown in black represent the Poisson
standard deviation. The error bars marked in red result from the errors of
the linear regression. The data from the FLUKA simulation is also shown.
The proton density relative to the entrance channel is plotted for deflection
angles as seen in the legend of the plot.
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For comparison, the results of the manual method and the results of the approach using
variance and covariance criteria are shown in the same plot in Fig. 5.3.








































Depth in PMMA [cm]
Comparison of the Manual and the Variance/Covariance Method
Figure 5.3.: The results of the manual method as well as the method using variance and
covariance criteria are shown. The proton density relative to the entrance
channel is plotted as a function of depth in PMMA. The reference for the
particle density in the entrance channel taken from the manual method was
used for both methods since this value is most likely to be close to the truth.
























































































































































































































































































































































































































































































5.1.3. Depth Profile of Fluorescence Intensity Signals of Protons
For all detected particles, the maximum intensity within the corresponding tracks were
determined and converted into adjusted count rates. In Fig. 5.4 and 5.5, histograms
of the maximum adjusted count rate ηadj of all detected tracks are shown for each pen-
etration depth. Tracks were discriminated between undeflected and deflected particles
according to the criteria from Sec. 5.1.2.

















FNTD lb2000: 0.250 cm in PMMA
















Maximum Adjusted Count Rate η
adj




































Figure 5.4.: Histograms of the maximum adjusted count rate ηadj for FNTDs lb2000 to
lb2003. All tracks were discriminated between undeflected and deflected
protons. The threshold for the deflection angle is 18.8◦. The values for
deflected particles were increased threefold to see clearer differences between
the count rate of undeflected and deflected particles. The scales for x and
y axes are the same for all histograms in order to compare the shift in the
count rate, i.e. the fluorescence intensity. Furthermore, a decrease in the
number of count rates can be observed.
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Figure 5.5.: Histograms of the maximum adjusted count rate ηadj for FNTDs lb2004 to
lb2008. All tracks were discriminated between undeflected and deflected
protons (threshold for the deflection angle θ = 18.8◦). The values for de-
flected particles were increased by a factor of 3.
The calculated mean values η¯adj of the maximum adjusted count rates are shown in
Tab. 5.3 for each penetration depth. These averaged values for the adjusted count rate
were then plotted as a function of depth in PMMA for both deflected and undeflected
particles, as seen in Fig. 5.6. Also, the dose-weighted and fluence-weighted LET for
142.66 MeV protons is shown with increasing penetration depth in the same plot.
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FNTD ID Depth in PMMA [cm] η¯undeflectedadj [MHz] ± σ [%] η¯deflectedadj [MHz] ± σ [%]
lb2000 0.250 0.742± 21.0 0.654± 22.3
lb2001 4.946 0.808± 22.0 0.702± 27.6
lb2002 7.443 0.958± 21.2 0.841± 34.0
lb2003 9.941 0.964± 20.5 0.787± 28.2
lb2004 11.340 1.394± 21.0 1.033± 25.6
lb2005 12.139 1.697± 22.7 1.317± 30.9
lb2006 12.339 1.956± 24.7 1.535± 29.3
lb2007 12.439 2.122± 24.8 1.579± 29.0
lb2008 12.639 2.530± 25.7 1.776± 30.0
lb2009 14.936 - -
Table 5.3.: Mean values for the maximum adjusted count rate η¯adj with their standard
deviations σ are shown for each FNTD.



























Depth in PMMA [cm]
 Undeflected
 Deflected
 Total (dose-weighted LET)
 Total (fluence-weighted LET)


























Figure 5.6.: The mean value of the maximum adjusted count rate η¯adj is plotted as a
function of penetration depth in PMMA for tracks of both undeflected and
deflected particles indicated by solid lines. The error bars represent the
standard deviation of η¯adj. The two dashed lines show the dose-weighted
and fluence-weighted LET of protons. The data was obtained from the SPC
file which was used for the irradiation planning. LETs were calculated using




5.2. Depth Profiles and Particle Discrimination in a
Carbon Ion Beam
5.2.1. Depth Profile of Carbon Ion Densities using the ’Mosaic’
Particle Tracker
For the detection of tracks produced by carbon ions the ’Mosaic’ particle tracker was
used. Appropriate settings for the detection were chosen, as seen in Sec. 4.4.5. However,
the visual difference between fragments and carbon ions in the acquired images was not
clearly defined.
The number of carbon ions detected in three images with an image size of (164.87 ×
168.69) µm2 is shown in Tab. 5.4. In Fig. 5.7, the density of carbon ions relative to the
particle density in the entrance channel was plotted as a function of penetration depth
in PMMA. Additionally, the relative density of carbon ions obtained from the SPC file
for 270.55 MeV/u carbon ions, which was used for the planning of the experiments, is
shown in the same plot.
FNTD ID Depth in PMMA [cm] Depth in H2O [cm] Number of
12C Ions
lb1000 0.250 0.289 2472± 2.0%
lb1001 1.249 1.444 2446± 2.0%
lb1002 3.147 3.638 2186± 2.2%
lb1003 4.946 5.717 2073± 2.2%
lb1004 7.443 8.605 1889± 2.3%
lb1005 11.140 12.878 1695± 2.5%
lb1006 11.240 12.993 1592± 2.5%
lb1007 11.340 13.109 1607± 2.5%
lb1010 12.239 14.148 1227± 2.9%
lb1011 12.339 14.264 1203± 2.9%
lb1008 12.439 14.379 757± 3.7%
lb1009 14.837 17.151 0
Table 5.4.: The number of carbon ions detected in three images with an image size of
(164.87 × 168.69) µm2 is shown for each depth. The errors represent the
Poisson standard deviation and are shown in percent terms. The detector
lb1009 was placed in PMMA far behind the Bragg peak of 270.55 MeV/u
carbon ions. Therefore, no carbon ions were detected.
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Depth in PMMA [cm]
 Particle Tracker
 TPS basic data
Figure 5.7.: The density of carbon ions relative to the density in the entrance channel
is shown as a function of depth in PMMA. The error bars represent the
Poisson standard deviation. The relative densities of carbon ions taken
from the TPS basic data are also shown. One can see that the experimental
results are systematically above the values of the TPS data.
5.2.2. Depth Profile of Carbon Ion Densities using Track Intensity
Signals and Depth Profile of Track Intensities
In Fig. 5.8 and 5.9, histograms of the maximum adjusted count rates ηadj of all detected
tracks are shown for each penetration depth. A double Gaussian fit was used to obtain
the mean adjusted count rates for both peaks as well as their standard deviations. The
mean values for the count rates of the right peaks are listed in Tab. 5.5. The left peak
was, however, not analysed quantitatively due to too many deficiencies in the particle
detection using the ’Mosaic’ particle tracker, but the data will be discussed in the fol-
lowing section.
In order to obtain the number of tracks produced by carbon ions, each track within
a 3σ range on the left-hand side of the peak was considered to be a carbon ion track.
For the tail on the right-hand side, all tracks were considered to be carbon ions, even
for count rates beyond a 3σ range, since such high count rates are due to overlapping of
carbon ion tracks producing much higher count rates. In addition, no fragments which
produce such high fluorescence signals emerge in a carbon ion beam. The number of
carbon ions detected using this method is shown in Tab. 5.6.
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FNTD lb1000: 0.250 cm in PMMA




















FNTD lb1001: 1.249 cm in PMMA




















FNTD lb1002: 3.147 cm in PMMA




















FNTD lb1003: 4.946 cm in PMMA




















FNTD lb1004: 7.443 cm in PMMA




















FNTD lb1005: 11.140 cm in PMMA




















FNTD lb1006: 11.240 cm in PMMA




















FNTD lb1007: 11.340 cm in PMMA




















Figure 5.8.: Histograms of the maximum adjusted count rate ηadj for FNTDs lb1000 to
lb1007. The scale for the x-axis is the same for all histograms in order to
compare the shift in the count rate, i.e. the fluorescence intensity. The
dashed line represents the 3σ range on the left-hand side of the 12C peak.
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FNTD lb1010: 12.239 cm in PMMA




















FNTD lb1011: 12.339 cm in PMMA




















FNTD lb1008: 12.439 cm in PMMA




















FNTD lb1009: 14.837 cm in PMMA
















Figure 5.9.: Histograms of the maximum adjusted count rate ηadj for FNTDs lb1008 to
lb1011 are shown. For the detector lb1009, no peak on the right-hand side
of the histogram can be seen. The vertical dashed line represents the 3σ
range on the left-hand side of the carbon ion peak. The low-intensity peak




FNTD ID Depth in PMMA [cm] Depth in H2O [cm] η¯adj [MHz] ±σ
lb1000 0.250 0.289 4.21± 8.7%
lb1001 1.249 1.444 4.10± 8.9%
lb1002 3.147 3.638 5.06± 9.1%
lb1003 4.946 5.717 5.81± 8.9%
lb1004 7.443 8.605 4.25± 11.1%
lb1005 11.140 12.878 4.20± 11.0%
lb1006 11.240 12.993 6.80± 9.4%
lb1007 11.340 13.109 5.52± 10.6%
lb1010 12.239 14.148 4.39± 14.6%
lb1011 12.339 14.264 6.17± 12.9%
lb1008 12.439 14.379 12.01± 8.9%
lb1009 14.837 17.151 0
Table 5.5.: Mean values for the maximum adjusted count rate η¯adj with their standard
deviation σ are shown for each FNTD.
FNTD ID Depth in PMMA [cm] Depth in H2O [cm] Number of
12C Ions
lb1000 0.250 0.289 2446± 2.1%
lb1001 1.249 1.444 2417± 2.1%
lb1002 3.147 3.638 2142± 2.2%
lb1003 4.946 5.717 2023± 2.3%
lb1004 7.443 8.605 1828± 2.4%
lb1005 11.140 12.878 1624± 2.5%
lb1006 11.240 12.993 1538± 2.6%
lb1007 11.340 13.109 1571± 2.6%
lb1010 12.239 14.148 1378± 2.7%
lb1011 12.339 14.264 1315± 2.8%
lb1008 12.439 14.379 716± 3.8%
lb1009 14.837 17.151 0
Table 5.6.: The number of carbon ions detected in three images with an image size of
(164.87 × 168.69) µm2 is shown for each depth. The errors represent the
Poisson standard deviation and are shown in percent terms. The detector
lb1009 was placed in PMMA far behind the Bragg peak of 270.55 MeV/u
carbon ions. Therefore, no carbon ions were detected.
In Fig. 5.10, the particle density of carbon ions is plotted as a function of depth in
PMMA. Additionally, the data from the SPC file is shown in order to examine the
accuracy of this method. Furthermore, the two different methods using the ’Mosaic’
particle tracker only and using the count rate criterion are compared in Fig. 5.11.
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Depth in PMMA [cm]
 Count Rate Criterion
 TPS Basic Data
Figure 5.10.: The relative density of carbon ions is plotted as a function of depth in
PMMA using the intensity criterion as well as the TPS data. The error
bars represent the Poisson standard deviation.






































Depth in PMMA [cm]
 Particle Tracker
 Count Rate Criterion
Figure 5.11.: The relative density of carbon ions is plotted as a function of depth in
PMMA using the ’Particle Tracker’ method and the intensity criterion.
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In a next step, the mean adjusted count rate η¯adj, which is a proxy for LET, is plotted as a
function of penetration depth. In the same plot, the dose-weighted and fluence-weighted
LET of 270.55 MeV/u carbon ions using the TPS basic data is shown. LETs were
calculated using the ’libamtrack’ package.




























Depth in PMMA [cm]
 Mean Adjusted Count Rate
 Dose-weighted LET
 Fluence-weighted LET


























Figure 5.12.: The mean adjusted count rate η¯adj for each penetration depth is shown
together with the dose-weighted and fluence-weighted LET obtained from
the SPC file for 270.55 MeV carbon ions. The values for the adjusted count




6.1. Depth Profiles and Angular Discrimination of
Protons
6.1.1. Depth Profile of Proton Densities using Manual
Discrimination
The characteristic depth profile of particle densities with a gradual decrease in the first
part and a strong falling in the Bragg peak was verified for a proton beam (Fig. 5.1).
If we consider the total particle densities for penetration depths as low as 11.340 cm in
PMMA, a difference of 4.5% at the maximum and an average difference of 3.3% between
the simulation and this method was observed. In greater depths, the difference becomes
larger. This is due to slightly different depths used in the experiments at HIT and in the
simulation. Also, the value for the WEPL used for the planning of the experiments might
contain a relevant error. The simulation did not take this into account compared with
the SPC files for which the FLUKA data are adjusted to experimental results performed
at HIT. The Poisson standard deviation explains a relevant amount of this difference
in depths lower 11.340 cm (approx. 1.5%). Furthermore, the simulation was run with
relatively low statistics leading to an error of 1.1% in the entrance channel up to 2.0%
in a depth of 12.439 cm in PMMA.
If considering the discrimination in undeflected and deflected particles, one can see that
the difference for the density of undeflected protons and the FLUKA simulation be-
comes smaller compared to the total particle density (Fig. 5.1). For penetration depths
of 11.340 cm and lower, a correlation better than 2.1% with an average deviation of 0.8%
can be observed using a deflection angle for the simulation which deviates by 2◦ from the
experimentally determined angle. Greater penetration depths again give larger differ-
ences due to slight deviations for depths used in the experiment and the simulation. The
particle densities from the simulation had errors from 1.1% to 2%. Together with the
Poisson error of the experimental results (approx. 1.5%) and the slightly different deflec-
tion angles, all deviations can be explained for depths less or equal 11.340 cm in PMMA.
For the particle density of deflected protons, a clear increase towards the Bragg peak
can be seen in accordance with the simulation, obtaining a maximum in the same depth
within a range of 2 mm (Fig. 5.1). However, the particle density is considerably lower
compared to the simulation. An explanation might be low statistics for the number
of deflected protons leading to great errors for the Poisson distribution of the particle
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beam. Furthermore, the manual discrimination of deflected and undeflected particles
may not be very accurate. But also, the simulation gave errors for the particle density
of 4% in the minimum (up to 6% for all depths, without taking the value in the entrance
channel and the value far behind the Bragg peak into account).
Although this manual method provided the most accurate data for the detection of
protons with depth, it is too pedestrian to examine every single particle track for a huge
number of particles. The statistics collected in this thesis was still too low to make a reli-
able assertion with respect to a very high accuracy. Therefore, a second more convenient
method was investigated which will be discussed in the following section.
6.1.2. Depth Profile of Proton Densities and Angular
Discrimination using Variance and Covariance Criteria
This method used variances and covariances of particle tracks in order to discriminate
between deflected and undeflected particles. The parameters were adjusted to particle
tracks produced in the detector behind 12.439 cm of PMMA. For tracks produced in
this FNTD, a correlation between the deflection angle of protons and the variance or
covariance of the corresponding tracks was observed (Fig. 4.10 and 4.11). Tracks in the
entrance channel, however, had not the same clear structure as those detected in larger
depths. Therefore, it has been learned that this approach is not a robust method for
such track spots.
If one compares the manual method with this one, it can be seen that the values for
the manually determined particle density are always greater than the particle densities
determined with the variance/covariance method (Fig. 5.3). Also, we can see that
the difference between both methods decreases considerably with rising depth starting
with a difference of 14.4% in the entrance channel. For depths beyond 7.443 cm, we
obtain differences lower than 5%. For depths from 12.139 to 12.639 cm, the difference
decreases from 4% down to 0.7% with zero percent difference within the errors obtained
by the linear regression. Therefore, for tracks with widths above a certain threshold and
uniform intensity distributions within the tracks, this method seems to work. However,
there are still inaccuracies, which need to be corrected for a reliable use of this method,
already mentioned in Sec. 4.4.2. Reasons might be:
A. Two adjacent tracks can affect the variance and covariance of each other signifi-
cantly.
B. Tracks of secondary electrons attached to particle tracks can have large influences
on variance and covariance of the particle track.
C. Tracks at the edge of an image are cut off and have therefore distorted variances
or covariances.
Furthermore, this approach does not work above a certain value for the length of a track
if only disks with small mask radii are applied. Greater mask radii, however, make issues
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A and B worse and should therefore not be chosen. To make more reliable statements
regarding this method, a lot more data would need to be analysed.
The manual method (Sec. 5.1.1) appeared to be the more accurate method investigated
in this thesis if comparing the results with the FLUKA simulation.
6.1.3. Depth Profile of Fluorescence Intensity Signals of Protons
The results have shown that the intensity of the fluorescence signal of particle tracks
increases with rising penetration depth in PMMA. As we know that the intensity is
correlated to LET [5, 6], this confirms that one can see a correlation of intensity and the
dose-weighted or the fluence-weighted LET with depth (Fig. 5.6).
For undeflected particles, one can observe that the intensity is lower at all penetration
depths which is probably due to more elongated particle tracks. This means that the
intensity signal is more spread out than for fairly round track spots.
6.2. Depth Profiles and Particle Discrimination in a
Carbon Ion Beam
6.2.1. Depth Profile of Carbon Ion Densities using the ’Mosaic’
Particle Tracker
It can be seen that the results are consistent with the ground truth (SPC file). How-
ever, the experimentally obtained particle densities for carbon ions are systematically
above the simulated carbon ion densities which cannot be explained with the Poisson
distribution in the particle beam only (Fig. 5.7). Furthermore, an increasing difference
with rising depth between these results and the SPC file can be observed for penetra-
tion depths as low as 11.340 cm. A reason for these observations might be that tracks
produced by fragments, such as lithium, beryllium and boron, were considered to be
produced by carbon ions since they cannot be discriminated by eye due to very similar
shape and intensity. Furthermore, the Poisson error for the particle densities varied from
2.0% to 2.9% in front of the Bragg peak. These reasons could explain the deviation from
the SPC file.
6.2.2. Depth Profile of Carbon Ion Densities using Track Intensity
Signals and Depth Profile of Track Intensities
The results for the particle density of carbon ions are in consistence with the SPC file
and furthermore, show smaller deviations than the method using the particle tracker
involving the visually determined threshold (Fig. 5.10 and 5.11). However, the particle
densities are still systematically above those of the SPC file. Nevertheless, it is likely
that this method detects less heavy fragments such as lithium, beryllium or boron. An
average deviation of 6.8% from TPS data for depths lower 12.4 cm was obtained.
51
CHAPTER 6. DISCUSSION
In Fig. 6.1, the histogram of the adjusted count rates for particles detected in the FNTD
lb1011 is shown. The approximate positions for the intensity of fragments are indicated.
This gives rise to assume that at least all boron fragments were taken into account for
the detection of carbon ions which would explain most deviations from the SPC file
together with the Poisson error (approx. 2.4%), as seen in Fig. 6.2. If taking boron
ions into account, the particle density of carbon ions decreases to an average deviation
of 1.9%.
FNTD lb1011: 12.339 cm in PMMA



















2 1H 4He 6Li 8Be 10B 12C
Figure 6.1.: Histogram of the adjusted count rate for FNTD lb1011. The dashed lines
represent the approximate positions for fragments in a carbon ion beam.
The dotted line indicates the 3σ range on the left-hand side of the 12C
peak. All values greater than this limit were considered to be carbon ions.
Concerning the histograms of the fluorescence signal of particle tracks (Fig. 5.8 and 5.9),
two peaks can be seen with their width getting larger with depth. The left peak increases
in the number of count rates with depth while the right peak decreases. The left peak
was therefore assumed to indicate proton fragments, but the tail on the right-hand side
of this peak was observed to get larger with depth. In depths greater than 12.3 cm,
one can assume a second peak for a slightly greater adjusted count rate. This peak
could indicate helium fragments, being the second most frequent fragments in a carbon
ion beam. The assumption of a double Gaussian fit would then not be correct for this
intensity distribution. Also, we can observe a right shift of the carbon ion peak in greater
penetration depths whereas the proton (and helium) peak does not increase in the count
rate on the same level in accordance with the LET of carbon ions and fragments.
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Depth in PMMA [cm]
 Count Rate Criterion
 
12C TPS Basic Data
 
10B, 12C (TPS data)
 
8Be, 10B, 12C (TPS data)
 
6Li, 8Be, 10B, 12C (TPS data)
Figure 6.2.: The relative density of carbon ions is plotted as a function of depth in
PMMA. The error bars represent the Poisson standard deviation. The rel-
ative densities of carbon ions, including different types of fragments, taken
from the TPS basic data, are also shown.
Regarding the plot which shows the mean adjusted count rate with depth (Fig. 5.12),
the count rate increases rapidly in the Bragg peak just as LET, illustrating the corre-
lation of the intensity signal and LET with depth. The maximum value for the mean
adjusted count rate is 12 MHz and does not correspond, due to non-linearities, to the
actual count rate, which is assumed to be linear with laser power. The corresponding
actual count rate is even higher (approx. 22 MHz) whereas for count rates around 4
MHz the expected count rate is roughly 4.6 MHz using calculations from [20] for the
average saturation count rate.
In front of the Bragg peak, we expected to see the same behaviour as for LET, i.e. a
smooth increase of intensity with depth. For some values for the count rate, however,
one can see clear deviations from this behaviour. One reason might be that different
microscope settings compared to images of the other detectors were chosen by mistake.
Doing the read-out process again would clarify this issue, but for time reasons it was
not possible to do this. Another explanation might be that the concentration of colour
centres varies within the crystal, which can lead to more or to less colour centres con-
verted, resulting in a higher or lower intensity signal. However, this is not expected to




7. Conclusion and Outlook
Current research projects focus on the investigation of the suitability of FNTDs for in-
vivo usage in clinical applications. In a first step, in-vivo ion range measurements have
shown promising results for clinical use [7]. As a next step, the applicability of FNTDs
for the detection of heavy charged particles with depth was investigated in this thesis.
It was shown that FNTDs are suitable for the detection of protons and carbon ions with
increasing penetration depth in PMMA. For protons, an average deviation from FLUKA
simulations of 3.3% with a maximum difference of 4.5% was obtained for depths lower
11.5 cm. For a carbon ion beam, the particle density was determined with less accuracy
since boron fragments were very likely considered to be carbon ions. An average devia-
tion of 6.8% from TPS data for depths lower 12.4 cm was obtained. Taking boron ions
into account decreases the average deviation to 1.9%.
Further studies focussed on the investigation of two methods for the determination of
deflection angles of particles in order to find a convenient method for the determination
of fluences with depth. However, the most accurate method still includes the acquisition
of stacks of images in different depths within the FNTD crystal. This allows for a very
accurate determination of deflection angles of particles penetrating an FNTD.
The method utilizing variances or covariances of particle tracks has shown that these
measures are linearly correlated to the deflection angles of particles. However, this
method works only for tracks with large widths and clear intensity distributions. If only
a single image of an FNTD is available, this method can be at least used as a makeshift
solution.
A further investigation focussed on incipient stages concerning discrimination of different
particle types in a carbon ion beam. The detection of carbon ions with increasing depth
has shown that it is possible to discriminate between lighter fragments, such as protons
and helium, and carbon ions. For heavier fragments, a reliable discrimination was not
possible in this thesis, but a more detailed analysis should show clear distinguishing
features for those particle types due to a lower intensity of fragments and smaller track
widths. Maximum intensity projections might be a solution since deflection angles were
relatively low for heavy particles.
The fluorescence intensity signal of particle tracks, which is a proxy for LET, was in-
vestigated with depth for both a proton and a carbon ion beam. It has shown the
characteristic behaviour for LET with a rapid increase approximately in the Bragg Peak
for protons. A strong rise in the Bragg peak was also shown for a carbon ion beam, but
a stronger varying signal in lower depths was found. Therefore, further investigations
for an accurate determination of LET in depth need to be done.
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The FNTDs irradiated in experiments for this thesis are currently read out using stacks
of images with depth within the crystal. The angular distribution of particles can be
assessed and additionally, high statistics should allow for a very accurate determination
of fluences in different penetration depths using these stacks. An advantage of carbon
ions over protons with respect to fluence determinations might be lower deflection an-
gles, since carbon ion tracks can therefore more easily be detected with depth within
the FNTD using the current detection techniques. Furthermore, in a next step angular
irradiations in different depths can be read out and analysed using stacks of images.
Further evaluations regarding the detection and discrimination of carbon ions and frag-
ments can be done. The intensity criterion for the particle track detection can be used
for a larger number of particles obtaining a greater number of heavy fragments which
can be analysed. Since the quantitative correlation of intensity and LET is known with
an uncertainty of 14% [6], all particle types in a carbon ion beam should be differenti-
ated utilising FNTDs. Moreover, current investigations on the normalisation of intensity






Al2O3:C,Mg Aluminium oxide doped with carbon and magnesium
APD Avalanche Photodiode
DKFZ Deutsches Krebsforschungszentrum (German Cancer Research Center)
F-centre Colour centre
FLUKA FLUktuierende KAskade
FNTD Fluorescent Nuclear Track Detector
HCP Heavy charged particle
HIT Heidelberg Ion-Beam Therapy Center
LET Linear Energy Transfer
LSM Laser Scanning Microscope
MC Monte Carlo (simulation)
NIR Near-infrared
PMMA Poly(methyl methacrylate) or acrylic glass
SNR Signal-to-noise ratio




B. LSM 710 Settings for Image
Acquisition and Image Positions
The settings used for image acquisition of all FNTDs analysed in this thesis are shown
in Tab. B.1. The exact positions within the detector are listed in Tab. B.2 and B.3.
The zero point was set to the position seen in Fig. B.1.
Laser type HeNe laser (633 nm)
Relative laser power p 100%
Dwell time τ 68.92 µs
Pinhole diameter dp 1 AU
Image size in µm2 168.69
Image size in px2 1500
Zoom 0.8
Digital gain g 0.2
Digital offset ∆g 0
Bit depth 16 bit
Rescans R (lb1000 series) 8
Rescans R (lb2000 series) 4
Rescans R (all z-stacks) 1
Table B.1.: LSM 710 settings for image acquisition.
Figure B.1.: Sketch of an FNTD showing the definition of the zero point for image po-
sitioning. The zero point was set to the bottom left corner of the FNTD
aligned to the bottom left edge of the scan display in the ZEN software.
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lb1011 z-stack 2.048 3.929 0 to 100 a` 1
Table B.2.: Image positions for FNTDs irradiated with carbon ions.
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Table B.3.: Image positions for FNTDs irradiated with protons.
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C. Detection of Carbon Ion Tracks
using the Particle Tracker
The detection of carbon ion tracks using the ’Mosaic’ particle tracker was tried to be
automated in order to find a suitable percentile parameter. For a defined range of values
with a small step size, the number of detected tracks was determined automatically.
Fig. C.1 and C.2 show the number of detected tracks as a function of percentile for
all penetration depths. One can see that this method works as long as the detector is
placed into the entrance channel giving a plateau for a range of percentile parameters.
In greater depths, the plateau gets smaller due to the detection of tracks produced by
fragments or due to multiple detected elongated tracks. However, the plots might give
a little hint for discriminating between tracks of carbon ions and of such produced by
fragments.












































































































































































































Figure C.1.: The number of detected tracks is plotted as a function of the percentile
parameter for a single image of FNTDs lb1000 to lb1003.
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Figure C.2.: The number of detected tracks is plotted as a function of the percentile
parameter for a single image of FNTDs lb1004 to lb1011.
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