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This chapter provides an overview of some recent research activities on 
the study of optical and dynamic properties of semiconductor 
nanomaterials.  The emphasis is on unique aspects of these properties in 
nanostructures as compared to bulk materials.  Linear, including 
absorption and luminescence, and nonlinear optical as well as dynamic
properties of semiconductor nanoparticles are discussed with focus on 
their dependence on particle size, shape, and surface characteristics.  Both 
doped and undoped semiconductor nanomaterials are highlighted and 
contrasted to illustrate the use of doping to effectively alter and probe 
nanomaterial properties.  Some emerging applications of optical 
nanomaterials are discussed towards the end of the chapter, including 
solar energy conversion, optical sensing of chemicals and biochemicals, 
solid state lighting, photocatalysis, and photoelectrochemistry.
21. Introduction
Nanomaterials are the cornerstones of nanoscience and nanotechnology 
and are anticipated to play an important role in future economy, technology, 
and human life in general.  The strong interests in nanomaterials stem from 
their unique physical and chemical properties and functionalities that often 
differ significantly from their corresponding bulk counterparts.  Many of 
these unique properties are extremely promising for emerging 
technological applications, including nanoelectronics, nanophotonics, 
biomedicine, information storage, communication, energy conversion, 
catalysis, environmental protection, and space exploration.
One of the most fascinating and useful aspects of nanomaterials is their 
optical properties, including linear and non-linear absorption, 
photoluminescence, electroluminescence, and light scattering.  For instance, 
semiconductor nanomaterials with spatial features on the order of a few 
nanometers exhibit dramatic size dependence of optical properties due to 
the quantum confinement effect [1, 2].  Shape and interaction between 
particles can also play an important role [3-5].  Therefore, their optical 
properties can be varied for different applications by controlling the size 
and shape of the nanostructures.
Since the surface-to-volume ratio (1/R scaling for spherical 
nanoparticles with radius R) is exceedingly large for nanomaterials,
typically a million-fold increase compared to bulk, many of their properties, 
including optical, are extremely sensitive to surface characteristics [6]. As 
a result, one could also manipulate or modify the surface to influence and 
control their properties. Understanding of the surface properties of 
nanomaterials at the atomic level is still quite primitive at the present time.
While static studies, e.g. microscopy and XRD, provide important 
information about crystalline structure, size, shape, and surface, dynamic 
studies of charge carriers can provide complementary information that 
cannot be easily obtained from steady-state or time-integrated studies [7].  
For example, the lifetime of charge carriers and their corresponding 
relaxation pathways determined from time-resolved studies can help gain 
insight into the effects of bandgap trap states that are due to surface or 
internal defects.
In the rest of this article, we will provide an overview of some recent 
research activities in the study of optical and dynamic properties of 
semiconductor nanomaterials.  We will briefly discuss synthesis and 
structural characterization in order to make the article more self-contained.  
While we draw specific examples mostly from our own work, we attempt 
to cover as much relevant work as possible within the limited space.  Even 
though we try our best to provide a balanced presentation of all the work
cited, the viewpoints expressed in this article clearly reflects primarily our 
own interpretation and understanding.  
32. Synthesis of Semiconductor Nanomaterials
Semiconductor nanostructures are synthesized by either chemical or 
physical methods.  In a typical chemical synthesis, reactants are mixed in 
an appropriate solvent to produce the nanostructured product of interest.  
The result of the synthesis depends strongly on a number of factors such as 
concentration, temperature, mixing rate, or pH if in aqueous solution [8-15].  
Surfactant or capping molecules are often used to stabilize the 
nanoparticles and can even direct particle growth along a particular crystal 
plane into that of a rod or other structure [16].  Truly bare or naked 
nanoparticles are not thermodynamically stable because of high surface 
tension and dangling chemical bonds on the surface.  Impurities either from 
starting materials or introduced from some other source during synthesis 
can have deleterious effects by either profoundly altering their optical, 
structural, or chemical properties or even preventing the formation of the 
desired nanostructure.  In light of this, extreme care should be taken to 
ensure that high purity reactants are used and that synthetic technique is as 
clean as possible.
Physical methods usually involve deposition onto appropriate substrate
of the desired material from a source that is evaporated by heat or other 
type of energy such as light.  Most techniques of nanomaterials synthesis 
are a combination of chemical and physical methods, such as CVD
(chemical vapor deposition) or MOCVD (metal organic chemical vapor 
deposition) [17-25].  In CVD, a precursor, often diluted in a carrier gas or 
gasses, is delivered into a reaction chamber at approximately ambient 
temperatures. As it passes over or comes into contact with a heated 
substrate, it reacts or decomposes to form a solid phase that is deposited 
onto the substrate. The substrate temperature is critical and can influence 
what reaction takes place. The crystal structure of the substrate surface, 
along with other experimental parameters, determines what nanostructures 
can be generated. In MOCVD, atoms to be incorporated in a crystal of 
interest are combined with complex organic gas molecules and passed over 
a hot semiconductor wafer. The heat decomposes the molecules and 
deposits the desired atoms onto the substrate’s surface.  By controlling the 
composition of the gas, one can vary the properties of the crystal on an 
atomic scale. The crystal structure of the fabricated materials is dictated by 
the crystal structure of the substrate.
A special technique for synthesizing nanostructures, especially 1-D 
structures such as nanowires, is based on the VLS (vapor-liquid-solid) 
mechanism first discovered in the mid-1960s [26-29]. The mechanism 
consists of small metal particle catalysts deposited on a substrate.  The
substrate is then heated and vapor (e.g. Si, ZnO, GaN) of the material of 
choice is introduced.  The vapor diffuses into the metal until a saturated 
solution is generated and the material of choice precipitates forming 
nanowires.  There are several modern examples using VLS to grow many 
different types of nanowires or other one-dimensional nanostructures [30-
434]. One such variation is where a laser ablates a substrate containing a 
metal/semiconductor mixture to create a semiconductor/metal molten alloy
[35-37]. The resulting nanowires undergo VLS growth.  Nanowires made 
by the laser assisted catalytic growth have lengths up to several mm [38-41].  
The above synthetic techniques are generally considered bottom-up 
approaches where atoms and molecules are brought together to produce 
larger nanostructures.  An opposite approach is top-down where large bulk 
scale structures are fabricated into smaller nanostructures. Lithographic 
techniques such as E-beam or photo-lithography are examples that allow 
creation of nanostructures on the micron and nanometer scales, easily 
down to tens of nanometers [42].  Such techniques lend conveniently for 
mass production of high quality and high purity structures critical in 
microelectronics and computer industry.  It is currently a challenge to 
create structures on a few nm scale using typical lithographic methods.  
There is urgent need for developing new technologies that can meet this 
challenge, especially for the microelectronics and computer industry.  The 
combination of top-down and bottom-up approaches may hold the key to 
solving this problem in the future.
There are a number of review articles and books that devote a 
significant amount of detail on nanomaterial synthesis [3, 5, 43-46], and we 
refer the reader to these resources since this chapter focuses more on the 
optical properties of semiconductor nanomaterials and their applications.
3. Structural Characterization
Structural determination and understanding are an important and 
integral part of nanomaterials research.  Since the nanostructures are too 
small to be visualized with a conventional optical microscope, it is 
essential to use appropriate tools to characterize their structure in detail at 
the molecular or atomic level.  This is important not only for understanding 
their fundamental properties but also for exploring their functional and 
technical performance in technological applications. There are a number 
of powerful experimental techniques that can be used to characterize 
structural and surface properties of nanomaterials either directly or 
indirectly, e.g. XRD (X-ray diffraction), STM (scanning tunneling 
microscopy), AFM (atomic force microscopy), SEM (scanning electron 
microscopy), TEM (transmission electron microscopy), XAS (X-ray 
absorption spectroscopy) such as EXAFS (extended X-ray absorption fine 
structure) and EXANES(extended X-ray absorption near edge structure), 
EDX (energy dispersive X-ray), XPS (X-ray photoelectron spectroscopy), 
IR (infrared), Raman, and DLS (dynamic light scattering) [43, 44, 47-49].  
Some of these techniques are more surface sensitive than others.. Some of 
the techniques are directly element-specific while others are not.  The 
choice of technique depends strongly on the information being sought 
about the material.
5X-ray diffraction (XRD) is a popular and powerful technique for 
determining crystal structure of crystalline materials. Diffraction patterns
at wide-angles are directly related to the atomic structure of the 
nanocrystals, while the pattern in the small-angle region yields information 
about the ordered assembly of nanocrystals, e.g. superlattices [3, 50, 51].
By examining the diffraction pattern, one can identify the crystalline phase 
of the material. Small angle scattering is useful for evaluating the average 
interparticle distance while wide-angle diffraction is useful for refining the 
atomic structure of nanoclusters Alivisatos, 1996, 933]. The widths of the 
diffraction lines are closely related to the size, size distribution, defects, 
and strain in nanocrystals. As the size of the nanocrystal decreases, the 
line width is broadened due to loss of long range order relative to the bulk.  
This XRD line width can be used to estimate the size of the particle by 
using the Debye-Scherrer formula.  However, this line broadening results 
in inaccuracies in the quantitative structural analysis of nanocrystals 
smaller than ~ 1 nm. 
Scanning probe microscopy (SPM) represents a group of techniques, 
including scanning tunneling microscopy (STM), atomic force microscopy 
(AFM), and chemical force microscopy, that have been extensively applied 
to characterize nanostructures [47, 52].  A common characteristic of these 
techniques is that an atom sharp tip scans across the specimen surface and 
the images are formed by either measuring the current flowing through the 
tip or the force acting on the tip. SPM can be operated in a variety of 
environmental conditions, in a variety of different liquids or gases, 
allowing direct imaging of inorganic surfaces and organic molecules.  It
allows viewing and manipulation of objects on the nanoscale and its 
invention is a major milestone in nanotechnology.
STM is based on the quantum tunneling effect [53].  The wave 
function of the electrons in a solid extends into the vacuum and decay 
exponentially. If a tip is brought sufficiently close to the solid surface, the 
overlap of the electron wave functions of the tip with that of the solid 
results in the tunneling of the electrons from the solid to the tip when a 
small electric voltage is applied. Images are obtained by detecting the 
tunneling current when the bias voltage is fixed while the tip is scanned 
across the surface, because the magnitude of the tunneling current is very
sensitive to the gap distance between the tip and the surface.  Based on 
current-voltage curves measured experimentally, the surface electronic 
structure can also be derived. Therefore, STM is both an imaging as well 
as a spectroscopy technique.  STM works primarily for conductive 
specimens or for samples on conducting substrates. 
For non-conductive nanomaterials, atomic force microscopy (AFM) is 
a better choice [52, 54]. AFM operates in an analogous mechanism except 
the signal is the force between the tip and the solid surface. The interaction 
between two atoms is repulsive at short-range and attractive at long-range. 
The force acting on the tip reflects the distance from the tip atom(s) to the 
surface atom, thus images can be formed by detecting the force while the 
6tip is scanned across the specimen. A more generalized application of 
AFM is scanning force microscopy, which can measure magnetic, 
electrostatic, frictional, or molecular interaction forces allowing for 
nanomechanical measurements. 
Scanning electron microscopy (SEM) is a powerful and popular
technique for imaging the surfaces of almost any material with a resolution 
down to about 1 nm [48, 49]. The image resolution offered by SEM 
depends not only on the property of the electron probe, but also on the 
interaction of the electron probe with the specimen. Interaction of an 
incident electron beam with the specimen produces secondary electrons, 
with energies typically smaller than 50 eV, the emission efficiency of 
which sensitively depends on surface geometry, surface chemical 
characteristics and bulk chemical composition [55].
Transmission electron microscopy (TEM) is a high spatial resolution 
structural and chemical characterization tool.[56] A modern TEM has the
capability to directly image atoms in crystalline specimens at resolutions 
close to 0.1 nm, smaller than interatomic distance. An electron beam can 
also be focused to a diameter smaller than ~ 0.3 nm, allowing quantitative 
chemical analysis from a single nanocrystal. This type of analysis is 
extremely important for characterizing materials at a length scale from 
atoms to hundreds of nanometers. TEM can be used to characterize
nanomaterials to gain information about particle size, shape, crystallinity, 
and interparticle interaction [48, 57].
X-ray based spectroscopies are useful in determining the chemical 
composition of materials.  These techniques include X-ray absorption 
spectroscopy (XAS) such as extended X-ray absorption fine structure 
(EXAFS) and X-ray absorption near edge structure (XANES), X-ray 
Fluorescence spectroscopy (XRF), energy dispersive X-ray spectroscopy 
(EDX), and X-ray photoelectron spectroscopy (XPS) [58, 59]. They are 
mostly based on detecting and analyzing radiation absorbed or emitted
from a sample after excitation with X-rays, with the exception that 
electrons are analyzed in XPS.  The spectroscopic features are 
characteristic of specific elements and thereby can be used for sample 
elemental analysis. This is fundamentally because each element of the 
periodic table has a unique electronic structure and, thus, a unique response 
to electromagnetic radiation such as X-rays.
XAS is an element-specific probe of the local structure of atoms or 
ions in a sample. Interpretation of XAS spectra commonly uses standards 
with known structures, but can also be accomplished using theory to derive 
material structure. In either case, the species of the material is determined 
based on its unique local structure. X-ray absorption spectroscopy results 
form the absorption of a high energy X-ray by an atom in a sample.  This 
absorption occurs at a defined energy corresponding to the binding energy 
of the electron in the material. The ejected electron interacts with the 
surrounding atoms to produce the spectrum that is observed.  Occasionally, 
the electron can be excited into vacant bound electronic states near the 
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these energies.  Often these features are diagnostic of coordination.  XAS is 
commonly divided into two spectral region.  The first is the X-ray 
absorption near edge structure or the XANES spectral region [59]. The 
XANES technique is sensitive to the valence state and speciation of the 
element of interest, and consequently is often used as a method to 
determine oxidation state and coordination environment of materials.  
XANES spectra are commonly compared to standards to determine which 
species are present in an unknown sample. XANES is sensitive to bonding 
environment as well as oxidation state and thereby it is capable of 
discriminating species of similar formal oxidation state but different 
coordination.  The high energy region relative to XANES of the X-ray 
absorption spectrum is termed the extended X-ray absorption fine structure
or EXAFS region. EXAFS yields a wealth of information, including the 
identity of neighboring atoms, their distance from the excited atom, the 
number of atoms in nearest neighbor shell, and the degree of disorder in the 
particular atomic shell.  These distances and coordination numbers are 
diagnostic of a specific mineral or adsorbate-mineral interaction; 
consequently, the data are useful to identify and quantify major crystal
phases, adsorption complexes, and crystallinity.
X-ray fluorescence (XRF) is a technique used to determine elemental 
composition in a material.  The technique is based on irradiating a sample 
with either a lab based X-ray source (X-ray tube) or monochromatic 
radiation such as that obtained from a synchrotron.  The emitted X-rays are 
characteristic of the element contained in the material.  In contrast, energy 
dispersive X-ray spectroscopy (EDS or EDX) is usually based on direct 
sample excitation with an electron beam (as in an SEM) with subsequent 
detection of an emitted X-ray. In either case, the information obtained 
from either XRF or EDX is equivalent in that it is chemically specific.  
XPS is based on the measurement of photoelectrons following X-ray 
excitation of a sample.  It is a quantitative spectroscopic technique that 
measures the chemical composition, redox state, and electronic state of the 
elements within a material. XPS spectra are obtained by irradiating a 
material with a beam of X-rays while simultaneously measuring the kinetic 
energy and number of electrons that escape from the top 1 to 10 nm of the 
material being analyzed. Thus, XPS is a surface sensitive analytic
technique and it requires ultra high vacuum (UHV) conditions [58].
Optical spectroscopy such as IR and Raman provide more direct 
structure information while UV-visible electronic absorption and 
photoluminescence (PL) provide indirect structural information. For 
example, higher crystallinity and large particle size result in sharper Raman 
peaks and strong Raman signal.  Disorder or high density of defects are 
reflected in low PL yield and trap state emission [7, 43].  Dynamic light 
scattering (DLS) can provide a measure of the overall size of nanoparticles 
in solution, usually when the size is larger than a few nm. In general 
8optical spectroscopy is sensitive to structural properties but cannot provide 
a direct probe of the structural details.
4. Optical Properties
Semiconductor nanoparticles or quantum dots (QDs) have rich optical 
properties that strongly depend on size, especially when the particle size is 
less than the exciton Bohr radius of the material.  Exciton Bohr radii are 
typically on the order of a few nm for semiconductors like CdSe, but are 
smaller for metal oxides like TiO2.  Their optical properties are also very 
sensitive to the surface characteristics and, to a lesser degree, of shape of 
the nanoparticles.  For example, the photoluminescence spectrum and 
quantum yield can be altered by orders of magnitude by surface 
modification of the nanoparticles [60]. This fact can be used to advantage 
for specific applications of interest.  Another factor affecting the optical 
properties is the interaction between nanoparticles or between the 
nanoparticles and their embedding environment [3, 4].  Interaction between 
nanoparticles typically leads to lower PL quantum yield and red-shifted PL 
spectrum due to shortened charge carrier lifetime [61]. Interaction with the 
environment is more complex and depends strongly on the chemical and 
physical nature of environment medium.
Optical properties are commonly characterized using spectroscopic 
techniques including UV-visible and photoluminescence spectroscopy, 
which both yield information about the electronic structure of nanoparticles.  
Related optical techniques such as Raman and IR provide information 
about the crystal structure such as phonon or vibrational frequencies and 
crystal phases.  There are also a number of other more specialized optical 
techniques, often laser-based, that have been used to characterize the linear 
or non-linear optical properties of nanomaterials, such as second harmonic 
generation (SHG) [62-64], sum-frequency generation (SFG) [65, 66], and 
four-wave mixing [67].
4.1.  Linear Optical Absorption and Emission
A striking optical signature of nanoparticles or quantum dots (QDs) is 
the strong size dependence of the absorption and photoluminescence (PL) 
(Figure 1 right) especially when the particle size is comparable to the 
exciton Bohr radius.  An experimental manifestation of the size 
dependence is the blue shift of the UV-visible and PL spectra with 
decreasing particle size.  This behavior is due to what is termed quantum 
confinement.  The quantum confinement effect may be qualitatively 
understood using the particle-in-a-box model from quantum mechanics. In 
other words, a smaller box yields larger energy gaps between electronic 
states than does a larger box.  For spherical particles, a quantification of 
quantum confinement is embodied in equation 1 [1, 2],
9Eq (1)
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where Eg(¥) is the bulk bandgap, me and mh are the effective masses of the 
electron and hole, and e is the bulk optical dielectric constant or relative 
permittivity.  The second term on the right hand side shows that the 
effective bandgap is inversely proportional to R2 and increases as size 
decreases.  On the other hand, the third term shows that the bandgap 
energy decreases with decreasing R due to increased Columbic interaction.  
However, since the second term becomes dominant with small R, the 
effective bandgap is expected to increase with decreasing R, especially 
when R is small. This effect is illustrated schematically in Figure 1 (left).
The effect of solvent or embedding environment is neglected in this form 
of the equation, but the effect of solvation is typically small compared to 
quantum confinement.  
The quantum size confinement effect becomes significant particularly 
when the particle size becomes comparable to or smaller than the Bohr 
exciton radius, aB, which is given by:
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where e0 and e are the permittivity of vacuum and relative permittivity of 
the semiconductor, m is the reduced mass of the electron and hole, 
memh/(me+mh), and e the electron charge.  For instance, the Bohr radius of 
CdS is around 2.4 nm [68] and particles with radius smaller or comparable 
to 2.4 nm show strong quantum confinement effects, as indicated by a 
significant blue-shift of their optical absorption relative to that of bulk [69-
71]. Likewise, the absorption spectra of CdSe nanoparticles (NPs) show a 
dramatic blue-shift with decreasing particle size [72]. The emission 
spectra usually show a similar blue shift with decreasing size. Figure 1
(right) displays different sized CdTe nanoparticles exhibiting different PL
center wavelengths with larger particles (left) showing redder 
luminescence.
Figure 1. (left) Illustration of quantum confinement effect in different systems 
ranging from atoms to bulk materials.  (Right) Photos of CdTe QDs with different 
sizes under UV illumination, ranging from 6 nm (red) to 2.5 nm (green) in size
[73].
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The UV-visible absorption measured as a function of wavelength 
reflects the strength of the electronic transition between the valence (VB)
and conduction bands (CB).  The transition from the valence to the 
conduction band is the solid state analog to the HOMO-LUMO electronic 
transition in molecules.  In the case of direct bandgap transitions, typically 
a strong excitonic band with a well-defined peak is observed at the low 
energy side of the spectrum.  The excitonic state is located slightly below 
the bottom of the conduction band.  The energy difference between the 
bottom of the CB and the excitonic state is the electron-hole binding 
energy, which is typically a few to a few hundred meV. Thus, the peak 
position of the excitonic absorption band provides an estimate of the 
bandgap of the nanoparticle.  The bandgap energy increases with 
decreasing particle size, resulting in a blue-shift of the absorption spectrum 
as well as the excitonic peak.  In contrast, indirect bandgap transitions lack 
an excitonic peak and the spectrum usually features a gradually and 
smoothly increasing absorption with decreasing wavelength.  A well-
known example is Si [7, 74].  Quantum confinement in indirect bandgap 
materials is less easily observable due to the lack of sharp or well-defined 
spectral peaks or bands.  The intensity of the absorbance for QDs follows 
Beer’s law.  In this case, QDs can be considered as large molecules.  Each 
QD typically contains a few hundred to a few thousands atoms and the 
absorption oscillator strength for one QD is proportional to the number of 
atoms in each QD [75, 76]. An experimental study by Yu et al.
determining the molar absorptivity of CdS, CdSe, and CdTe as a function 
of size bears this out quite well [77].
In PL spectroscopy, photoemission is measured following excitation of 
the sample with a fixed wavelength of light.  Photoluminescence reflects 
the electronic transition from the excited state, usually the excitonic state 
but also could be trap states, to the ground state, the valence band.  Since 
PL is a “zero-background” experiment, it is much more sensitive, by 
approximately 1000 times, than UV-visible absorption measurements [78].  
Thus PL provides a sensitive probe of bandgap states that UV-visible 
spectroscopy is much less sensitive to.  For a typical nanoparticle sample, 
PL can be generally divided into bandedge emission, including excitonic 
emission, and trap state emission. If the size distribution is very narrow, 
bandedge luminescence is often characterized by a small Stokes shift from 
the excitonic absorption band along with a narrow bandwidth which 
usually means there is a narrow energy distribution of emitting states.  In 
contrast, trap states are typically located within the semiconductor bandgap 
and hence their emission is usually red shifted relative to bandedge
emission. In addition, trap state PL is often characterized by a large 
bandwidth reflecting a broad energy distribution of emitting states.  The 
ratio between the two types of emission is determined by the density and 
distribution of trap states.  Strong trap state emission indicates a high 
density of trap states and efficient electron and/or hole trapping.  
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It is possible to prepare high quality samples that have mostly 
bandedge emission when the surface is well passivated.  For example, 
TOPO (tri-n-octylphosphine oxide) capped CdSe show mostly bandedge 
emission and weak trap state emission, which is an indication of a high 
quality sample [8, 79, 80].  Luminescence can also be enhanced by surface 
modification [81-86] or using core/shell structures [12, 87-89].  Many 
nanoparticles, including CdSe, CdS, ZnS, have been found to show strong 
photoluminescence [90]. Other nanoparticles have generally been found to 
be weakly luminescent or non-luminescent at room temperature, e.g. PbS
[91], PbI2 [92], CuS [93], Ag2S [94].  The low luminescence can be due to 
either the indirect nature of the semiconductor or a high density of internal 
and/or surface trap states that quench the luminescence.  Luminescence 
usually increases at lower temperature due to suppression of electron-
phonon interactions and thereby increases the excited electronic state 
lifetime.  Controlling the surface by removing surface trap states can lead 
to significant enhancement of luminescence as well as of the ratio of 
bandedge over trap state emission [81-86].  Surface modification often 
involves capping the particle surface with organic, inorganic, biological 
molecules, or even ions that reduce the amount of trap states that quench 
luminescence.  This scheme likely removes surface trap states, enhances 
luminescence, and is important for many applications that require highly
luminescent nanoparticles, e.g. lasers, LEDs, fluorescence imaging, and 
optical sensing.
One common issue encountered is PL quenching in solution over time.  
The reason for quenching varies and may be influenced by such factors as 
pH, the presence of O2, CO, or other gas molecules, or even room light [95, 
96].  More specifically, pH is one critical factor to consider if the particles 
need to be in aqueous solution.  There is indirect evidence that acidic 
conditions may result in dissolution of the oxide or hydroxide layer present 
on the surface of the nanoparticle that serves to stabilize the QD’s 
luminescence.  When the protecting layer is dissolved under acidic 
conditions, there is an increase in surface trap or defect states that quench 
the PL [60].  Whatever the true reason for the PL quenching, the 
luminescence intensity decay over time presents a problem for applications 
like biological labeling or imaging.  To address the problem, different 
approaches have been considered and used, primarily in terms of 
stabilizing the surface by using a protecting layer of another material, e.g. 
polymer, large bandgap semiconductor like ZnS, or insulator such as silica
and polymers [97, 98]. One interesting example is SiO2 coated CdTe 
nanoparticles [73].  As shown in Figure 2, the PL of CdTe QDs lacking a 
silica coating is quenched within 200 s when dispersed in a tris-borate 
EDTA (TBE) buffer solution (blue curve).  TBE is a commonly used 
buffer in molecular biology involving nucleic acids, so determining the PL 
stability of QDs in this relevant buffer is important for biological 
applications.  It should be pointed out that in SiO2 coated CdTe the PL 
intensity will not decay or decreases only slightly if they are dissolved in 
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water.  With only a partial layer of silica coating, the PL is better stabilized 
(red curve) and the intensity lasts slightly longer than uncoated CdTe (blue 
curve) in TBE buffer. However, when a 2-5 nm shell of silica coats the 
CdTe QD surface, the PL (green curve) persists longer than the uncoated or 
only partially coated CdTe.  Attempts have been made recently in our lab 
to put even thicker layers of silica with the hope that the PL will be more 
stable for even longer.  PL stability in biologically relevant buffers is 
essential for many PL based applications such as biomarker detection [73].
Figure 2. Effect of silica coating on the PL intensity in TBE buffer of CdTe 
nanoparticles. Adapted with permission from ref. [73].  Uncoated particles are 
shown in blue, partial silica coated in red, and with a 2-5 nm silica shell in green.
In addition to PL emission spectroscopy, another very useful PL 
experimental technique is photoluminescence excitation (PLE).  This 
involves varying the wavelength of excitation while monitoring the PL 
intensity at a fixed wavelength.  In the simplest case of a single emitting 
species (or state), the PLE is identical to the absorption.  However, when 
there are several species present (e.g. different sized QDs) or a single 
species that exists in different forms in the ground state, the PLE and 
absorption bands are no longer superimposable.  This technique can yield 
information about the nature of the emitting state or species.  Specifically, 
in the case of ZnSe:Mn or ZnS:Mn QDs by monitoring the emission from 
the Mn dopant, the PLE band is identical to the absorption band indicating 
that the emission from Mn is due to energy transfer through excitation of 
the host crystal.  Comparison of absorption of PLE often provides useful 
information on the types of states that are contributing to the PL.  
There are two practical problems that are often encountered in PL 
measurements: Raman scattering and high order Rayleigh scattering.  
Raman scattering from solvent molecules can show up as relatively strong 
signal in PL spectroscopy, especially when the PL intensity is low.  For 
nanoparticles, PL speaks are generally broad for ensemble samples while
Raman peaks are usually narrow.  A simple diagnostic to verify that a peak 
is due to Raman scattering is by changing the excitation wavelength and 
observe if the peak shifts accordingly.  If the observed peak is from Raman
scattering, it will shift by the same amount in frequency as the change in 
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excitation wavelength, while there will be no shift if the emission is due to 
true PL.  
Another potential artifact is high order Rayleigh scattering that occur at 
multiples of the excitation wavelength, λ.  For example, if λ=400 nm is the 
excitation wavelength, due to the basic grating diffraction equation,  
10-6nkλ=sina+sinβ (where n is the groove density of the grating, k is the 
diffraction order, a the angle of incidence, and β is the angle of diffraction), 
apparent “peaks” at nx400 nm can show up on the PL spectrum, e.g. 400 
nm, 800 nm and 1200 nm corresponding to k=1,2, and 3 respectively, if the 
spectrometer scans cover these regions.  Such apparent peaks do not 
correspond to real light at these wavelengths but are simply a grating effect 
from the 400 nm Rayleigh scattering.  One indication is their narrow line 
widths.  To determine this experimentally, one can use short or long pass 
optical filters to check if the observed peaks are from the sample or artifact 
from the instrument.  For instance, if a peak at 800 nm does not disappear 
when a filter that blocks 800 nm light is placed in front of the detector, it is
most likely that this peak is a second order Rayleigh scattering from the
400 nm excitation light.  Of course, the first order 400 nm is usually
blocked by a filter.  But there is usually still 400 nm light leaking through 
the filter.  Usually it is a good idea to try to avoid observing the first order 
excitation light directly by starting the PL spectral scan to the red of the 
excitation line.  Of course the choice of PL scan range depends on the 
emission properties of the nanomaterial under consideration.  Confounding 
mistakes of this sort due to Raman and Rayleigh scattering have appeared 
in the literature more often than expected.
4.2.Non-linear Optical Absorption and Emission
Similar to bulk materials, nanomaterials exhibit non-linear optical 
properties such as multiphoton absorption or emission, harmonic 
generation, up- or down-conversion.  Nanoparticles have interesting non-
linear optical properties at high excitation intensities, including absorption 
saturation, shift of transient bleach, third and second harmonic generation, 
and up-conversion luminescence. The most commonly observed non-
linear effect in semiconductor nanoparticles is absorption saturation and 
transient bleach shift at high intensities [82, 86, 99-104]. Similar non-
linear absorption have been observed for quantum wires of GaAs [105, 106]
and porous Si [107, 108]. These non-linear optical properties have been 
considered potentially useful for optical limiting and switching 
applications [109].  
Another non-linear optical phenomenon is harmonic generation, 
mostly based on the third-order nonlinear optical properties of 
semiconductor nanoparticles [110-113]. The third order non-linearity is 
also responsible for phenomena such as the Kerr effect and degenerate four 
wave mixing (DFWM) [114]. For instance, the third order non-linear 
susceptibility, c(3) (~5.6x10-12 esu) for PbS nanoparticles has been 
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determined using time-resolved optical Kerr effect spectroscopy and it was 
found to be dependent on surface modification [113].  Third order non-
linearity of porous silicon has been measured with the Z-scan technique 
and found to be significantly enhanced over crystalline silicon [109].  
DFWM studies of thin films containing CdS nanoparticles found a large c(3) 
value, ~10-7 esu, around the excitonic resonance at room temperature [115].  
Only a few studies have been carried out on second-order nonlinear 
optical properties since it is usually believed that the centrosymmetry or 
near centrosymmetry of the spherical nanoparticles reduces their firs-order 
hyperpolarizability (b) to zero or near zero.  Using hyper-Rayleigh 
scattering, second harmonic generation in CdSe nanocrystals has been 
observed [116]. The first hyperpolarizability b per nanocrystal was found 
to be dependent on particle size, decreasing with size down to about 1.3 nm 
in radius and then increasing with further size reduction.  These results are 
explained in terms of surface and bulk-like contributions.  Similar 
technique has been used for CdS nanoparticles for which the b-value per 
particle (4 nm mean diameter) was found to be on the order of 10-27 esu, 
which is quite high for solution species [117]. Second harmonic generation 
has also been observed for magnetic cobalt ferrite (CoFe2O4) colloidal 
particles when oriented with a magnetic field [118]. The nonlinear optical 
properties of nanoparticles are found to be strongly influenced by the 
surface.
As discussed earlier, the optical properties of isolated nanoparticles can 
be very different from those of assembled nanoparticle films.  This is true 
for both linear and non-linear optical properties.  Theoretical calculations 
on nonlinear optical properties of nanoparticle superlattice solids have 
shown that an ideal resonant state for a nonlinear optical process is the one 
that has large volume and narrow line width [119-121]. The calculations 
also showed that nonlinear optical responses could be enhanced greatly 
with a decrease in interparticle separation distance. 
Anti-Stokes photoluminescence or photoluminescence up-conversion 
is another interesting non-linear optical phenomenon.  In contrast to Stokes 
emission, the photon energy of the luminescence output is higher than the 
excitation photon energy.  This effect has been previously reported for both 
doped [122, 123] and high purity bulk semiconductors [124, 125]. For 
bulk semiconductors, the energy up-conversion is usually achieved by (i) 
an Auger recombination process, (ii) anti-Stokes Raman scattering 
mediated by thermally populated phonons, or (iii) two-photon absorption
[126, 127]. Luminescence up-conversion has been observed in 
semiconductor heterojunctions and quantum wells [127-143] and has been 
explained based on either Auger recombination [131, 136, 144] or two-
photon absorption [137]. Long-lived intermediate states have been 
suggested to be essential for luminescence up-conversion in some 
heterostructures such as GaAs/AlxGa1-xAs [136]. For semiconductor 
nanoparticles or quantum dots with confinement in three dimensions, 
luminescence up-conversion has only recently been reported for CdS [145],
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InP [126, 146], CdSe [126], InAs/GaAs [147], and Er3+-doped BaTiO3
[148]. Surface states have been proposed to play an important role in the 
up-conversion in nanoparticles such as InP and CdSe [126].  
Luminescence up-conversion in ZnS:Mn nanoparticles and bulk has 
been observed [149]. When 767 nm excitation was used, Mn2+ emission 
near 620 nm was observed with intensity increasing almost quadratically 
with excitation intensity.  The red shift of Mn2+ emission from that usually 
observed at 580 nm to 620 nm has been proposed to be caused by the
difference in particle size. However, a more likely explanation could be 
the local environment of the Mn2+ ion rather than particle size.  
Comparison with 383.5 nm excitation showed similar luminescence 
spectrum and decay kinetics, indicating that the up-converted luminescence 
with 767 nm excitation is due to a two-photon process.  The observation of 
fluorescence up-conversion in Mn2+-doped ZnS opens up some new and 
interesting possibilities for applications in optoelectronics, e.g. as infrared 
phosphors.  There remain some unanswered questions, especially in terms 
of some intriguing temperature dependence of the up-converted 
luminescence [150]. It was found that the up-conversion luminescence of 
ZnS:Mn nanoparticles first decreases and then increases with increasing 
temperature.  This is in contrast to bulk ZnS:Mn in which the luminescence 
intensity decreases monotonically with increasing temperature due to 
increasing electron-phonon interaction.  The increase in luminescence 
intensity with increasing temperature for nanoparticles was attributed 
tentatively to involvement of surface trap states.  With increasing 
temperature, surface trap states can be thermally activated, resulting in 
increased energy transfer to the excited state of Mn2+ and thereby increased 
luminescence.  This factor apparently is significant enough to overcome 
the increased electron-phonon coupling with increasing temperature that 
usually results in decreased luminescence [150].
Raman scattering could also perhaps be considered as a non-linear 
optical phenomenon since it involves two photons and inelastic scattering.  
Raman scattering is a powerful technique for studying molecules with 
specificity.  For nanomaterials, Raman scattering can be used to study 
vibrational or phonon modes, electron-phonon coupling, as well as 
symmetries of excited electronic states.  Raman spectra of nanoparticles 
have been studied in a number of cases, including CdS [151-156], CdSe
[157-159] ZnS,[154] InP,[160], Si [161-164], and Ge [165-171].
Resonance Raman spectra of GaAs [172] and CdZnSe/ZnSe [173]
quantum wires have also been determined.  For CdS nanocrystals, 
resonance Raman spectrum reveals that the lowest electronic excited state 
is coupled strongly to the lattice and the coupling decreases with 
decreasing nanocrystal size [153].  Raman spectra of composite films of Ge 
and ZnO nanoparticles revealed a 300 cm-1 Ge–Ge transverse optical (TO) 
vibrational band of Ge nanocrystals, which shifted towards lower 
frequencies on decreasing the size of Ge nanocrystals due to phonon 
confinement in smaller crystallites [170]. For 4.5 nm nanocrystals of CdSe, 
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the coupling between the lowest electronic excited state and the LO 
phonons is found to be 20 times weaker than in the bulk solid [157]. For 
CdZnSe/ZnSe quantum wires, resonance Raman spectroscopy revealed that 
the ZnSe-like LO phonon position depends on the Cd content as well as 
excitation wavelength due to relative intensity changes of the peak 
contributions of the wire edges and of the wire center [173].
4.3 Other Relevant Optical Properties: Chemiluminescence and 
Electroluminescence
Besides optical absorption and emission, nanomaterials have other 
interesting optical properties such as chemiluminescence (CL) and 
electroluminescence (EL) that are of interest for technological applications 
such as chemical sensing and biochemical detection.  For example, CL has 
been observed for CdTe nanoparticles [174, 175].  CL in CdTe 
nanoparticles capped with thioglycolic acid (TGA) was induced by direct
chemical oxidation in aqueous solution using hydrogen peroxide and 
potassium permanganate under basic conditions [175]. The oxidized CL of 
CdTe NCs displayed size-dependent effect and its intensity increased along 
with increasing the sizes of the nanoparticles.  Electron and hole injection 
into the CdTe nanoparticles through radicals such as O2- and OH· are 
proposed to be responsible for the strong CL observed.
Electroluminescence has been reported in various nanoparticles 
including Si [176], ZnO [177], and CdSe/CdS core/shells [178].  With a 
semiconductor polymer poly(N-vinylcarbazole) (PVK) doped with
CdSe/CdS core–shell semiconductor quantum dots (QDs), white light 
emission was observed and attributed to the incomplete energy and charge 
transfer from PVK to CdSe/CdS core–shell QDs.
5. Charge Carrier Dynamics
5.1 Ultrafast Time-resolved Laser Techniques
Study of charge carrier relaxation in nanoparticles provides 
complementary information to steady-state experiments that may not be 
readily or easily accessible using the time-integrated techniques already 
discussed. This charge carrier dynamical information can lead to a deeper 
understanding of nanomaterial fundamental properties including but not 
limited to optical properties.  Time-resolved laser spectroscopy is a 
powerful technique for probing charge carrier dynamics in nanomaterials
[6, 7].  Two common techniques are transient absorption (TA) and time-
resolved luminescence.  In transient operation measurement, a short laser 
pulse excites the sample of interest, namely a pump-pulse, and a second 
short laser pulse (probe pulse) is used to interrogate an excited population 
of charge carriers, e.g. electrons.  The probe pulse is delayed in time with 
respect to the pump or excitation pulse.  Changes in the detected signal 
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(transmission in the case of transient absorption) of the probe pulse with 
this time delay contains information of the dynamics or lifetime of the 
excited carriers being probed [7]. The assignment of the observed signal is 
usually not trivial and often control experiments are combined with other 
information such as theory to help make the appropriate determination of 
origin of the transient absorption signal.  This is also partly due to the fact 
that the probe pulse initiates an electronic transition between two excited 
states that are often not well characterized, especially the higher-lying 
electronic state.  Nonetheless, transient absorption is versatile and provides
high time resolution since the instrument response is determined only by 
the cross correlation of the pump and probe pulses, which are usually very 
short temporally (easily down to a few tens of fs with current technology).
In time-resolved luminescence measurements, the excitation 
mechanism is the same as in transient absorption.  The difference is in the 
monitoring of the excited population.  Instead of monitoring the excited 
state population with a second short laser pulse, the time profile of the 
photoluminescence is monitored. If the PL is monitored directly with a 
photodetector, such as photomultiplier tube (PMT), photodiode, or charge-
coupled device (CCD), the time resolution is limited by the detector, which 
is often much longer (ps or ns) than the excitation laser pulse.  For example 
Time Correlated Single-Photon Counting (TCSPC) can have an instrument 
resolution down to 25 ps and with instrumental deconvolution lifetimes of 
a few ps are reliably obtained.  One way to take full advantage of short 
laser pulses is to use a technique called luminescence up-conversion.  In 
this method, a second short laser pulse is mixed with the PL in a non-linear 
crystal to generate a new up-converted or higher energy photon which is 
then directed into a spectrometer and detected. The width or time-profile
of the up-converted pulse is mainly determined by the second laser pulse 
used for the up-conversion while the energy of the photons in the up-
converted pulse is the sum of the energies of photons from the PL and 
second up-converting laser pulse.  By changing the time delay between the 
second laser pulse with respect to the excitation pulse, a time profile of the 
PL kinetics is obtained.  In this case, the time resolution is much higher as 
it is determined by the cross overlap of the second up-converting and first 
pump pulse.  While the PL up-conversion technique provides high time 
resolution for PL dynamics measurement, it is often involved and 
challenging since the up-converted signal is typically small due to the low 
PL intensity and the non-linear nature of up-conversion [179].
5.2. Linear Dynamic Properties: Relaxation, Trapping, and 
Recombination
Figure 3 provides a summary of possible dynamic processes involved 
in charge carrier relaxation in nanoparticles.  If we ignore non-linear 
dynamic processes for now (to be discussed in the next section), the 
mechanisms are relatively simple and straightforward.  Electronic 
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relaxation in nanoparticles is similar to that observed in bulk solids, except
with the important complication involving trap states.
For simplicity, let us first ignore trap states and suppose that there is at 
most one exciton or electron-hole pair per nanoparticle.  In this simple case, 
above bandgap excitation produces an exciton or an electron in the CB and 
hole in the VB bound to each other by Columbic attraction. If the electron 
and/or hole have excess kinetic energy, they will first relax to the bandedge 
(the electron to the bottom of the CB and the hole to the top of the VB) 
through electron-phonon interactions on the tens to hundreds of fs time 
scale.  Subsequently, the relaxed electron and hole at the bandedge can
recombine radiatively, producing PL, or non-radiatively, usually producing 
heat. In a perfect crystal with few or no defects and hence a very low trap 
state density, radiative recombination dominates.  The PL quantum yield in
this case is very high, near 90% or more.
Figure 3. Illustration of a pump-probe approach for lifetime measurements. 
Different electronic relaxation pathways in a nanoparticle with trap states are 
illustrated: 1) electron relaxation through electron-phonon coupling with the 
conduction band (likewise for the hole in the valence band) following excitation 
across the bandgap; 2) trapping of electrons into trap states due to defects or 
surface states; 3) radiative and non-radiative bandedge electron-hole (or exciton) 
recombination; 4) radiative and non-radiative trapped electron-hole (or slightly 
relaxed exciton) recombination; and 5) non-linear and non-radiative exciton-
exciton annihilation.
19
However, in a crystal with defects or a QD with a relatively high 
density of bandgap trap states due to surface or internal defects, trapping of 
electrons or holes into these states becomes significant.  In many cases, 
trapping of charge carriers is faster than bandedge radiative recombination 
and therefore trapping dominates.  Typically, the higher the density of trap 
states, the more likely and faster trapping will take place.  Trapping lowers 
the bandedge PL yield and often the overall PL yield of the sample.
Following trapping, charge carriers (electrons, holes, or both) can 
either undergo further trapping (e.g. from shallow to deeper traps, not 
illustrated in Figure 3) or recombine radiatively or non-radiatively, as 
illustrated in Figure 3.  This recombination process is quite similar in 
nature to bandedge carrier recombination processes.  If this step is radiative, 
PL from trap states can be observed, red-shifted relative to bandedge PL 
since the trapping process causes non-radiative energy loss. Therefore, 
bandedge or trap state PL can be differentiated.  If time-resolved PL is used, 
one can determine the lifetime of the bandedge states versus trap states.  
Since PL is a very sensitive technique, it is very useful for probing and 
understanding optical, dynamic, and electronic structure of nanomaterials.
With low excitation intensity, most nanoparticles will only have one 
exciton per particle, and no non-linear processes, such as exciton-exciton 
annihilation or Auger recombination, should occur.  In this case, the charge 
carrier relaxation dynamics are relatively simple.  Following relaxation 
within the conduction band for the electron and valence band for the hole, 
the carriers at or near the bandedge will recombine either radiatively or 
non-radiatively.  The observed lifetime, τob, is related to the radiative, τr, 
and non-radiative, τnr, lifetimes, by the following equation:
1/τob=1/τr+1/τnr . (3)
The lifetimes are related to the PL quantum yield, ФPL, by:
ФPL= τob/τr. (4)
There is sometimes confusion between radiative lifetime (τr) and 
observed lifetime (τob).  These two are strictly speaking equal only in the 
limit that τnr is very long or the PL quantum yield is nearly 100%, as in a 
perfect single crystal, according to equations 3 and 4.  Any lifetime 
measured experimentally based on time resolved PL or TA measurements 
is just the observed lifetime τob, which contains contributions from both τr
and τnr.  
In nanoparticles, oftentimes there is a high density of trap states that 
lead to charge carrier trapping before or following relaxation in the CB or 
VB.  The trapped carriers can recombine radiatively or non-radiatively, 
similar to bandedge carrier recombination.  Trapping is typically a non-
radiative process and contributes to τnr in equation 3.  Also, there is usually 
a distribution of trap states and trapping can therefore be through several 
stages, e.g. through first shallow traps and then deep traps, thus 
complicating the kinetics. The shallow traps usually have shorter observed
lifetimes than deep traps.  The nature of trap states depends on the 
chemical nature, crystal structure, and details of surface characteristics.  
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Surface-related trap states can be manipulated and this is often reflected 
sensitively in PL changes (spectral position and intensity).  For example, 
based on time-resolved studies of a number of systems, the following 
general observations have been made: i) a high density of trap states 
corresponds to overall low PL yield; ii) a high density of trap states 
corresponds to relatively strong PL from trap states and weak or no PL 
from bandedge states; iii) a high density of trap states corresponds to short 
observed lifetime of charge carriers or the exciton; iv) a high density of 
trap states corresponds to a higher threshold for non-linear processes since 
it is harder to saturate all of the trap states.  
The last statement implies that nanomaterials are better non-linear 
optical materials in the sense that they can tolerate a higher density of 
optical and possibly other radiation.  This could be very useful for radiation 
protection applications.
In the scenario where the nanoparticles have no trap states within the 
bandgap at all, it is essentially a small perfect single crystal.  In this ideal
case, which is challenging to achieve experimentally, the behavior of the 
exciton or charge carrier is similar to that in bulk single crystals with the 
difference of spatial confinement.  This would in principle allow for study 
of the pure spatial confinement effect without any influence from trap or 
surface states.  However, this is not easy to achieve in reality due to 
bandgap states that are challenging to remove completely.
5.3 Non-linear Dynamic Properties
Non-linear behavior occurs when there are multiple excitons generated 
in the same spatial region at the same time where there is strong interaction 
between the excitons.  This is typically reflected as a dynamic process that 
depends non-linearly (e.g. quadratically or even higher order) on the 
excitation light intensity [6, 7, 71, 86, 180-182].  
There have been various explanations for the observation of non-linear 
dynamical behavior in nanomaterials, including higher order kinetics, 
Auger recombination, and exciton-exciton annihilation (illustrated in 
Figure 4).  It is challenging to assign an exact mechanism from only
experimental data.  All these models can explain the observations 
reasonably well. We have favored the exciton-exciton annihilation model 
since Auger recombination involves ionization and most time-resolved 
studies do not provide direct evidence for charge ejection.  In the exciton-
exciton annihilation model, high excitation laser intensity for the pump 
pulse produces multiple excitons per particle that can interact and 
annihilate, resulting in one exciton doubly excited and another one de-
excited.  If the rate of trapping is faster than the rate of exciton-exciton 
annihilation, which is often the case, trapping will reduce the probability of 
exciton-exciton annihilation.  However, when trap states are saturated, 
exciton-exciton annihilation will take place.  Therefore, nanoparticles with 
a higher density of trap states have a higher threshold for observing 
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exciton-exciton annihilation or require higher pump laser intensities to 
observe this non-linear process. This behavior has been clearly 
demonstrated in CdS nanoparticles [60, 86].  
The comparisons can be subtle and require careful attention when 
different sized or shaped nanoparticles are considered.  This is partly 
because there are several factors, some competing, that need to be 
accounted for while making a comparison [183].  For example, when 
particles of different sizes but the same number of excitons per particle are 
compared, the smaller particles show a stronger non-linear effect or, 
conversely, a lower excitation threshold for observing the non-linear 
process.  This is because smaller particles have stronger spatial 
confinement and lower density of states per particle that both facilitate 
exciton-exciton annihilation.  On the other hand, when two samples of the 
same material such as CdS with the same nominal optical density or 
concentration but different particle sizes are compared under the same 
excitation intensity, the larger particles show stronger non-liner effect. 
This is apparently due to a larger number of excitons per particle for the 
larger particles.  This indicates that the volume factor dominates over the 
effect of trap states. In other words, larger particles have a larger molar 
absorptivity (see the section on linear optical properties) and thus absorb 
more photons to create more excitons for a given laser pulse.  The 
observation is opposite to what is expected for a larger number of trap 
states per particle, which for the larger particle should raise the threshold 
and thereby suppress exciton-exciton annihilation.  These are illustrated 
schematically in Figure 5
Figure 4. Illustration of non-linear and non-radiative exciton-exciton annihilation 
that results in the non-radiative de-excitation or recombination of one exciton and 
excitation of the other exciton to higher energy.  The excited exciton will 
eventually relax radiatively or non-radiatively.
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To further support the above argument, we have found that particles 
with similar volume but different shapes and thereby a different 
density/distribution of trap states show different thresholds for non-linear 
effects.  For non-spherical particles, the PL yield is much lower compared 
to that of spherical particles, indicating a higher density of trap states for 
non-spherical particles.  Based on the model discussed above, we should 
expect non-spherical particles to show a higher threshold for or weaker 
effect of exciton-exciton annihilation since it is harder to achieve trap state 
saturation.  This is completely consistent with the experimental observation 
of stronger non-linear effect for the spherical particles [183].
It should be pointed out that our observations are qualitatively 
consistent with that made by Klimov et al. on CdSe nanoparticles [182].  
However, the time constant for non-linear decay is much faster in our 
observation (a few ps) than that reported by Klimov et al. (as long as 
hundreds of ps).  It is unclear if this difference is due to differences in the 
systems studied, experimental conditions, or even simply due to
differences in data analysis and interpretation.  Further studies are needed 
to better understand this issue.
Figure 5. Illustration of the size and shape dependence of exciton-exciton 
annihilation.
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Very recently, it has been suggested that multiple excitons can be 
generated using a single photon in small bandgap semiconductors such as 
PbSe and PbS [184-189]. This is potentially useful for solar energy 
conversion and other applications.  Even though this is theoretically 
possible and there is preliminary supporting experimental evidence, it is 
unclear what the probability or efficiency is in practice.  Given that 
electronic relaxation is typically very fast (less than 100 fs), this multi-
exciton generation process with one photon is likely to be inefficient or has 
a very small cross section unless the energy levels involved can be 
carefully and intelligently designed to enhance the process.  Impact 
ionization is a scheme proposed for enhancing multiple exciton generation 
(MEG) [184-188]. It is yet to be realized in practical device applications.  
Further research is needed to verify the feasibility of this approach and 
strategies to realize or enhance it.
5.4. Charge Transfer Dynamics Involving Nanoparticles
Beside dynamic processes of charge carrier relaxation in nanoparticles, 
other important dynamic processes of interest include charge transfer from 
nanoparticles to other species such as surface attached molecules or from 
molecules to nanoparticles (often referred to as charge injection).  For 
example, dye molecules have been used to sensitize metal oxide 
nanoparticles such as TiO2 and ZnO for potential solar cell applications
[190-195]. In this case, one important process is electron injection from 
the dye molecule to the nanoparticle.  The rate of injection is one critical 
factor in determining the solar conversion efficiency.  The rate itself 
depends on a number of factors including the relative electronic energy 
levels of the dye and nanoparticles, strength of interaction between them, 
optical properties of the dye.  Time-resolved studies have been successfully 
used to determine the rate of charge injection and its dependence on 
various factors such as distance and coupling strength [196].  In general, 
the injection rate has been found to be very fast, on the time scale of 100 fs 
or less [191].  
Charge transfer from nanoparticles to molecules near or on the 
nanoparticles has also been studied using time-resolved techniques.  Study 
of such processes is important for understanding photochemical and 
photocatalytic reactions when nanoparticles serve as photocatalysts or 
catalysts.  For instance, electron transfer dynamics from CdS and CdSe 
NPs to electron acceptors, e.g. viologen derivatives, adsorbed on the 
particle surface have been studied using transient absorption, transient 
bleach and time-resolved fluorescence [197, 198]. Electron transfer was 
found to take place on the time scale of 200-300 fs and competes 
effectively with trapping and electron-hole recombination.  These results 
are important to understanding interfacial charge transfer involved in 
photocatalysis and photoelectrochemistry applications.
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6. Doped Semiconductor Nanomaterials
Doping is a powerful and effective way to alter the electronic and 
optical properties of a semiconductor.  Doping is essential in the 
semiconductor industry since most semiconductors including silicon are
essentially insulators without doping at room temperature.
Similar to bulk materials, doping has been used for semiconductor 
nanomaterials [45, 46]. There are some unique challenges with doping 
nanomaterials.  For example, when the size is very small, one dopant ion 
per nanostructure can make a major difference in the properties of the 
nanostructure The addition of the dopant can introduce electronic and/or 
structural defects into the pristine nanomaterial that can be advantageous or 
deleterious.  It is therefore critical to attempt to dope the nanostructures 
uniformly, i.e. same number of dopant ions per nanostructure (e.g. Figure 
6).  There are further complications to this issue beyond just the number of 
dopants.  For example, the location of the dopant on the surface versus the 
interior affects the optical or electrical properties differently. Another 
issue is the interaction among the dopants when the dopant concentration 
per particle is high, e.g. two or more dopants in close proximity.  This will 
remain a challenging and interesting issue for years to come, particularly
when spatial features become smaller and the importance of the dopant 
becomes more critical.
Recently, there have been some reports of uniform doping using either 
growth or nucleation doping techniques by decoupling the doping and 
growth processes.  Briefly, in nucleation doping reaction conditions are 
controlled in such a way along with judicious choice of reactants that a 
nucleus of dopants such as MnSe can be created followed by shell growth 
of ZnSe effectively confining the dopants to the center of the particle.  
Alternatively, also in a similar manner growth doping starts by creating a 
small ZnSe host crystal and then the doping atom may be introduced to 
either controllably dope the surface or the interior [199, 200].
Almost all studies of doped semiconductor nanostructures have been 
performed on ensemble averaged samples, i.e. the sample contains particles 
with a distribution of dopant per particle.  Doping typically follows a 
Poisson distribution.  The measured results need to be interpreted in such a 
manner.  Several good review articles on doped semiconductor 
nanomaterials have appeared recently [5, 45, 46]. In this article, we will 
show a few examples to highlight the complexity and uniqueness of doped 
semiconductor nanoparticles.
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Figure 6. Left: Schematic illustration of energy levels of shallow trap (ST), deep 
trap (DT), dopant excited state (DE) and dopant ground state (DG) in a doped 
semiconductor nanoparticle with respect to the band edges of the valence band 
(VB) and conduction band (CB).  Right: Illustration of nanoparticles with different 
numbers of dopant ions per particles as well as different locations of the dopant 
ions in the nanoparticles.  
One of the most extensively studied doped nanoparticles is Mn doped 
ZnS, which is of interest for applications as a phosphor material [201-207].  
Related systems studied recently include ZnSe:Mn that clearly show a 
strong correlation between optical emission and the location of the Mn 
dopant ion [208].  It has been found that at 1% Mn doping (measured in 
term of starting reactant materials, but actually determined for the product 
particles), the ZnSe bandedge PL is significantly quenched, by over a 
factor of 100 in peak intensity in comparison (Figure 7).  It is clear that 
with roughly one Mn2+ ion per nanoparticle, significant PL quenching of
the host ZnSe occurs.  This makes sense since the time-integrated PL 
measured is conducted at low excitation intensity and is a single electron 
transition event. One Mn ion per particle can affect the relaxation 
pathways dramatically.  Surprisingly, however, no PL from the Mn dopant 
ion was observed at this 1% doping level as one would expect.  It was 
found that at this particular doping level, the Mn ions are primarily on the 
surface of the ZnSe nanoparticles and are consequently non-emissive.  
This conclusion was reached after using a combination of PL, ESR, 
and XAFS on many different samples with varying doping levels. XAFS 
was able to provide a direct measure of the location and coordination 
environment of the different ions including Zn, Se, and Mn [208].  At 6% 
Mn doping, the ZnSe bandedge PL was further quenched by a factor of 800 
relative to the undoped material with the characteristic 580 nm Mn dopant 
emission observed as expected.  At this doping level, ESR clearly shows
two different environments for Mn ions with XAFS data indicating two 
different coordination sites and symmetry, octahedron versus tetrahedron
D
D
D
D
D D
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[208].  It was suggested that the tetrahedron Mn site is in the interior of the 
ZnSe nanoparticle with Mn substituting for the Zn cations while the 
octahedral Mn site is located at or near the ZnSe nanoparticle surface.  
While the interior Mn is emissive, the surface site is non-emissive, as 
illustrated in Figure 8, possibly because the extra ligands on the surface can 
potentially interact with either the capping agent or the solvent quenching
the Mn emission.  If this model is correct, it suggests that one should avoid 
having surface Mn in applications such as nanophosphors where Mn 
emission is desired.  One needs to either remove surface Mn ions or find 
ways to encapsulate the Mn ions perhaps via a shell of a wide bandgap 
semiconductor such as ZnS into the lattice so they become optically 
emissive. Growth or nucleation growth, as discussed earlier, may be a way 
help solve this problem of encapsulation of dopants [199, 200].
Figure 7. Photoluminescence spectra of ZnSe:Mn with different Mn doping levels: 
1, 1, 5 and 10% (Reproduced with permission from ref. [208]).
Even though metal oxides are often considered insulators, in the 
context of this discussion, doped metal oxides share many similar 
properties to semiconductors as they can be considered large bandgap 
semiconductors.  One very interesting doped metal oxide is ZnO 
nanoparticles doped with various ions such as Co2+ [209], Mn2+ [210, 211], 
and Cu2+ [212].  As high as 35% of Co can be doped into CoxZn1-xO thin 
films without phase segregation [209].  As another example, TiO2
nanoparticles and nanotubes have been doped with non-metal ions such as 
N to extend their photoresponse to the visible region and improve
photoactivity [213-216]. Both TiO2:N and ZnO:N have found success in 
narrowing the bandgap and increasing light harvesting efficiency [217, 
218].  In addition, research has been conducted on the 
photoelectrochemical properties and photocatalytic activity for solar 
energy applications.  Several different synthesis protocols have been 
developed to produce TiO2:N.  The usual doping process involves using 
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ammonia as a nitrogen source by sol-gel, thermal, or hydrothermal 
chemical methods [219, 220].
Figure 8. Schematic illustration of two different Mn2+ sites in ZnSe nanoparticles 
with different coordination symmetry and optical properties: tetrahedral and 
emission at 580 nm for the interior site while octahedral and non-emissive for the
surface site.
Charge carrier dynamics in doped semiconductor nanomaterials have
also been studied with emphasis often placed on the carrier lifetime in the 
excited electronic state of the dopant ions.  Such lifetimes can vary 
significantly from dopant to dopant, ranging from ns to ms.  Some of the 
interesting and unresolved issues include how trap states mediate the rate 
of energy or charge transfer from host to dopant.  It can be expected that 
the trap state could play an important role in energy or charge transfer 
processes especially when the trap states are located in between the donor 
states of the host and the acceptor states of the dopant.  These issues 
require further investigation.
In some cases, the study can be complicated by host trap states, 
especially when there is spectral overlap between trap state and dopant 
transitions.  For example, in the well-studied case of ZnS:Mn, there had 
been some controversy as well as some confusion about the carrier lifetime
and related PL yield.  In 1994, it was first reported that the PL lifetime of 
Mn2+ in ZnS:Mn nanoparticles was significantly shorter (~20 ns) than that 
in the bulk and had a greater luminescence efficiency [221-223].  The 
observed ns decays were five orders of magnitude shorter than the bulk 
luminescence lifetime (1.8 ms) [224]. This was explained using 
rehybridization between the s-p conduction band of ZnS and the 3d states 
of the Mn2+ because of quantum confinement.  However, subsequent
studies have shown that the Mn2+ PL lifetime in ZnS nanoparticles is the 
same as the bulk (1.8 ms) [225-228].  In our study of the PL kinetics of 
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ZnS:Mn nanoparticles monitored at 580 nm, we observed a slow 1.8 ms 
decay that is similar to the Mn2+ emission lifetime in bulk ZnS as well as 
fast ns and ms decays that are also present in undoped ZnS particles and 
thereby attributed to trap state emission [227],  as shown in Figure 9.
Although these recent studies have consistently shown that the Mn2+
PL lifetime is similar in nanoparticles as in bulk ZnS:Mn, there are still 
active discussion over whether the PL quantum yield is higher in 
nanoparticles than in bulk.  Recent studies [201-206], including a 
theoretical study [207], made claims of enhancement that seem to support 
the original claim of enhanced PL [222]. For instance, a study on the PL 
and EL properties of ZnS:Mn nanoparticles has found that the PL 
efficiency increased with decreasing particle size [229]. However, most of 
the reported PL or EL quantum yields have not been quantitatively 
compared between nanoparticles and bulk.  Quantitative and calibrated 
measurements of the PL quantum yield are essential to establish if there is 
truly an enhancement in nanoparticles. 
Figure 9 PL delay kinetics monitored at 580 nm of Mn-doped (solid red) and 
undoped (dashed black) ZnS nanoparticles on different time scales. Adapted with 
permission from ref. [227]. The major difference on long time scales is due to Mn 
doping.
Another time resolved study that has come out of our lab is a 
comparative study between same diameter ZnSe:Mn with ZnSe using 
picosecond PL in combination with femtosecond transient absorption [230].
Briefly, it was shown that the electronic relaxation as determined from fs 
spectroscopy was multi-exponential and overall faster in Mn doped ZnSe 
particles relative to undoped ZnSe.  Also of interest is that PL relaxation 
was also multi-exponential in nature and that in the doped material the 
overall PL decayed more rapidly then the undoped ZnSe.  In addition on all 
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time scales the relaxation was faster in ZnSe:Mn than in ZnSe.  The 
difference in lifetimes on all time scales was attributed to a mechanism of 
energy transfer from host to dopant either mediated by trap states and 
another without (directly from the bandedge states).  From these results the 
energy transfer possibly occurs on a time scale of tens to hundreds of ps 
which appears to be shorter than that reported in a study of ZnS:Mn by 
Chung where they found a rise time for the Mn2+ luminescence of 700 ps
[228].  
7. Applications of Optical Properties
While this chapter focuses on fundamental optical and dynamic 
properties of nanomaterials, we wish to briefly discuss some of the relevant 
emerging technological applications that span a wide range of fields from 
chemical sensing, photocatalysis, photoelectrochemistry, solar energy 
conversion, to biomedical detection and therapy.  Most of these 
applications take advantage of some or all of the following unique features 
of nanomaterials: i) nanoscale sizes are comparable to carrier scattering 
lengths, this significantly reduces the scattering rate, thus increasing the 
carrier collection efficiency; ii) nanoparticles have strong optical 
absorption coefficient due to increased oscillator strength; iii) by varying 
the size, nanoparticle bandgap can be tuned to absorb in a particular 
wavelength region, possibly covering the entire solar spectrum;  iv) 
nanoparticle-based devices can be built on flexible substrates;  v) 
nanoparticle-based devices can be lightweight and easy to make at 
potentially low cost; vi) nanomaterials have large surface-to-volume ratio 
and the surface can be modified and tailored for specific applications; vii) 
nanomaterials lend themselves conveniently for integration and assembly 
into larger and more sophisticated systems.
Of course, nanomaterials also have limitations when it comes to 
specific applications.  For example, the large surface area of nanomaterials 
makes them vulnerable for surface defects and trap states that could have 
adverse effect on optical and other properties.  Large particle surface areas 
potentially make nanoparticles more reactive due to dangling bonds. Even 
in carefully prepared, high quality samples, the density of trap states tend 
to be much higher than corresponding bulk materials and this results in low 
mobility or conductivity of charge carriers, which is undesirable for 
applications requiring good charge carrier transport.  Some of these 
limitations can be overcome by careful design and engineering of the 
overall devices structures.
A few application examples will be given below in connection to the 
optical properties of nanomaterials.
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7.1. Energy Conversion: Photovoltaics and Photoelectrochemistry
Solar energy conversion into electricity or chemical energy such as 
hydrogen represents one of the most promising applications of optical 
properties of nanomaterials [190, 192-195, 231]. For example, dye-
sensitized solar cells have attracted significant attention since the initial 
report in 1991 of a power conversion efficiency of 12 % [190]. Other 
variations of solar cells based on nanomaterials have also been 
demonstrated.  While there are still issues related to efficiency, lifetime, 
and cost, they look very encouraging. While 0-D nanomaterials offer the 
largest surface-to-volume ratio that is often desired for solar cell 
applications, charge carrier transport is usually poor or mobility is low due 
to trapping of carrier by surface or other defect states and the need of 
carrier hopping for conduction.  In this regard, 1-D or 2-D nanomaterials 
should offer better transport properties over 0-D nanomaterials.  Of course, 
the surface-to-volume ratio is somewhat compromised.  
There is growing recent interest in using various 1-D structures for 
solar cell applications, including CdSe, dye-sensitized TiO2 and ZnO 
nanorods, nanowires, and nanotubes [232-239]. In many cases, improved 
photovoltaic performance has been found compared to 0-D nanoparticle 
films.  However, most of these nanostructures are not as well aligned or 
ordered as one would like.  The order or alignment of the 1-D structures 
should further improve their performance.  Fabrication of well-ordered 1-D 
nanostructure arrays usually requires more sophisticated fabrication or 
synthesis techniques such as glancing angle deposition (GLAD) [240, 241].
Figure 10 shows an example of an idealized solar cell structure based on 1-
D nanostructures.
Related to solar energy conversion directly into electricity is 
photocatalysis and photoelectrochemistry (PEC) that converts solar energy 
into chemical fuels such as hydrogen. One example is PEC conversion of 
water into hydrogen which is of strong current interest.  In PEC, light 
illuminates one electrode (photoanode) that generates an electron and hole 
pair.  The hole reacts with water molecules to produce O2 while the
electron is transported to another electrode (cathode, usually a metal such 
as Pt) where it reacts with protons (H+) to produce H2 gas.  For most 
materials, the process requires an external bias in the 0 to 1 V range to 
assist in the conversion process and can be supplied by a battery or even a 
photovoltaic cell.  The overall H2 generation efficiency depends on a 
number of factors, most importantly the structural, chemical, and energetic 
characteristics of the cathode material that are often metal oxides or other 
semiconductors.  The electrode materials can be bulk materials, thin films,
or nanomaterials.  Similar to solar cells, the issues of carrier transport 
versus surface area are often factors to consider when assessing their 
performances.  1-D materials again might hold some promise due to the 
combination of good electrical transport properties and large surface areas.  
31
It is important to develop inexpensive techniques for producing ordered or 
aligned 1-D structures.
7.2.Photochemistry and Photocatalysis
Nanomaterials have played a critical role in many important chemical 
reactions as reactants, catalysts, or photocatalysts.  In relation to the optical 
properties that are of interest to this chapter, we will discuss briefly 
photochemical and photocatalytic reactions involving nanomaterials as 
reactants or photocatalysts.  Their reactivities are often altered or enhanced
due to size dependent changes in their redox potentials and high density of 
active surface states associated with a very large surface-to-volume ratio.
It has also been demonstrated that photooxidation of some small 
molecules on semiconductor nanoparticles can lead to the formation of 
biologically important molecules such as amino acids, peptide oligomers, 
and nucleic acids [242, 243]. In addition to photooxidation, 
photoreduction based on semiconductor nanoparticles have also been 
explored for synthesis of organic molecules [244, 245]. For example, 
photoinduced reduction of p-dinitrobezene and its derivatives on TiO2
particles in the presence of a primary alcohol has been found to lead to the 
formation of benzimidoles with high yields [246].
Figure 10. Schematic of an integrated photovoltaic cell (PVC) with a 
photoelectrochemical cell (PEC) for hydrogen generation from water splitting 
using 1-D nanostructures for both the PVC and PEC.  
Another important area of application for semiconductor nanoparticles 
is in photoelectrochemical reactions.  Similar to photochemical reactivities, 
the photoelectrochemical properties of nanoparticles are often quite 
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different from those of their bulk counterparts.  For example, structurally 
controlled generation of photocurrents has been demonstrated for double-
stranded DNA-cross-linked CdS nanoparticle arrays upon irradiation with 
light [247]. The electrostatic binding of [Ru(NH3)6]3+ to ds-DNA units 
provides tunneling routes for the conduction band electrons and thus results 
in enhanced photocurrents.  This could be useful for DNA sensing 
applications.  Photoelectrochemical behavior has been demonstrated in a 
number of semiconductor nanoparticle films, including CdS and CdSe
[248-250], ZnO [251], TiO2 [252-255], Mn-doped ZnS [256, 257], WO3
[258], SnO2/TiO2 composite [259], and TiO2/In2O3 composite [260]. The 
large bandgap semiconductors, e.g. TiO2 and ZnO, often require 
sensitization with dye molecules so that photoresponse can be extended to 
the visible region of the spectrum [191, 252, 256].  
Photocatalysis based on semiconductors plays an important role in 
chemical reactions of small inorganic, large organic, and biological 
molecules.  The photocatalytic reactivities are strongly dependent on the 
nature and properties of the photocatalysts, including pH of the solution, 
particle size, and surface characteristics [261]. These properties are 
sensitive to preparation methods [261]. Impurities or dopants can 
significantly affect these properties as well as reactivities.  For example, it 
has been shown that selectively doped nanoparticles have a much greater 
photoreactivity as measured by their quantum efficiency for oxidation and 
reduction than their undoped counterparts [262]. A systematic study of the 
effects of over 20 different metal ion dopants on the photochemical 
reactivity of TiO2 colloids with respect to both chloroform oxidation and 
carbon tetrachloride reduction has been conducted [262, 263]. A 
maximum enhancement of 18-fold for CCl4 reduction and 15-fold for 
CHCl3 oxidation in quantum efficiency for Fe(III)-doped TiO2 colloids 
have been observed [264]. Recent studies have shown that the surface 
photovoltage spectra (SPS) of TiO2 and ZnO nanoparticles can be an 
effective method for evaluating the photocatalytic activity of 
semiconductor materials since it can provide a rapid, non-destructive 
monitor of the semiconductor surface properties such as surface band 
bending, surface and bulk carrier recombination and surface states [265].  
It has been demonstrated that the weaker the surface photovoltage signal is, 
the higher the photocatalytic activity is in the case of nanosized 
semiconductor photocatalysts.
Photocatalytic oxidation of organic and biological molecules is of great 
interest for environmental applications, especially in the destruction of 
hazardous wastes.  The ideal outcome is complete mineralization of the 
organic or biological compounds, including aliphatic and aromatic 
chlorinated hydrocarbons, into small inorganic, non- or less- hazardous 
molecules, such as CO2, H2O, HCl, HBr, SO42-, and NO3
-.  Photocatalysts 
include various metal oxide semiconductors, such as TiO2, in both bulk and 
particulate forms.  Compounds that have been degraded by semiconductor 
photocatalysis include alkanes, haloalkanes, aliphatic alcohols, carboxylic 
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acids, alkenes, aromatics, haloaromatics, polymers, surfactants, herbicides, 
pesticides and dyes, as summarized in an excellent review article by 
Hoffmann [264]. It has been found in many cases that the colloidal 
particles show new or improved photocatalytic reactivities over their bulk 
counterparts.  
One of the most important areas of application of photocatalytic 
reactions is removal or destruction of contaminates in water treatment or 
purification [266-268]. Major pollutants in waste waters are organic 
compounds.  Small quantities of toxic and precious metal ions or 
complexes are usually also present.  As discussed above, semiconductor 
nanoparticles, most often TiO2, offer an attractive system for degrading 
both organic and inorganic pollutants in water.  Water treatment based on 
photocatalysis provides an important alternative to other advanced 
oxidation technologies such as UV-H2O2 and UV-O3 designed for 
environmental remediation by oxidative mineralization.  The photocatalytic 
mineralization of organic compounds in aqueous media typically proceeds 
through the formation of a series of intermediates of progressively higher 
oxygen to carbon ratios.  For example, photodegradation of phenols yields 
hydroquinone, catechol and benzoquinone as the major intermediates that 
are eventually oxidized quantitatively to carbon dioxide and water [269].  
In general, the details of the surface morphology, crystal structure, and 
chemical composition critically influence the photochemical and 
photocatalytic performance of the photocatalysts [270-274]. Therefore, 
these parameters need to be carefully controlled and evaluated when 
comparing photocatalytic activities of different materials.
7.2.Chemical and Biological Sensing
The unique optical properties of nanomaterials lend them conveniently 
for various optical sensing and detection of chemicals and biological 
samples.  The optical luminescence from QDs is often used as a signature 
or probe [8, 97, 275-282]. For example, luminescent CdSe-ZnS core/shell 
quantum dot (QD) bioconjugates have been designed to detect proteolytic 
activity of enzymes by fluorescence resonance energy transfer (FRET)
[283]. A modular peptide structure was developed for controlling the 
distance between the donors and acceptors.  The high sensitivity of PL 
allows detection of single molecules and complex systems such as viruses
[284].
7.3.Photonics and Solid State Lighting
Nanomaterials have found promising applications in photonics such as 
laser, LEDs, solid state lighting, and phosphors.  In many of these 
applications, doping plays an important role, especially in phosphor 
materials.  Lasers and LEDs based on thin films with thicknesses on the
nanometer scale (2-D nanomaterials) have long been demonstrated and are 
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currently used in commercial products.  1-D and 0-D nanomaterials have 
shown lasing properties based on optical pumping and demonstrated 
promising for technical applications [285, 286].  Lasing based on electrical 
pumping is a current challenge and if successful would represent a major 
technological breakthrough.  The challenge is partly related to a higher 
density of surface trap states of 0-D and 1-D nanomaterials compared to 
their 2-D counter parts.
For laser applications, it is in principle possible to build lasers with 
different wavelengths by simply changing the particle size.  There are two 
practical problems with this idea.  First, the spectrum of most nanoparticles 
is usually quite broad due to homogeneous and inhomogeneous broadening.  
Second, the high density of trap states leads to fast relaxation of the excited 
charge carrier, making it difficult to create the population inversion 
necessary for lasing.  When the surface of the particles is clean and has few 
defects, the idea of lasing can indeed be realized.  This has been 
demonstrated mostly for nanoparticles self-assembled in clean 
environments based on physical methods, e.g. MBE (molecular beam 
epitaxy) [287-290] or MOCVD (metal organic chemical vapor deposition)
[291]. Examples of quantum dot lasers include InGaAs [287], InAs [289],
AlInAs [288, 290], and InP [292]. Stimulated emission has also been 
observed in GaN quantum dots by optical pumping [291]. The lasing 
action or stimulated emission has been observed mostly at low temperature
[290, 292]. However, some room temperature lasing has also been 
achieved [287, 288].
Lasing action has been observed in colloidal nanoparticles of CdSe 
based on wet chemistry synthesis and optical pumping [286, 293].  It was 
found that, despite highly efficient intrinsic nonradiative Auger 
recombination, large optical gain can be developed at the wavelength of the
emitting transition for close-packed solids of CdSe quantum dots.  Narrow 
band stimulated emission with a pronounced gain threshold at wavelengths 
tunable with size of the nanocrystal was observed.  This work demonstrates 
the feasibility of nanocrystal quantum dot lasers based on wet chemistry 
techniques.  Whether real laser devices can be built based on these types of 
nanoparticles remains to be seen.  Also, it is unclear if electrical pumping 
of such lasers can be realized.  Likewise, nanoparticles can be potentially 
used for laser amplification and such an application has yet to be explored.  
Nanoparticles such as TiO2 have also been used to enhance stimulated 
emission for conjugated polymers based on multiple reflection effect [294].  
Room temperature ultraviolet lasing in ZnO nanowire arrays has been 
demonstrated [285]. The ZnO nanowires grown on sapphire substrates 
were synthesized with a simple vapor transport and condensation process.  
The nanowires form a natural laser cavity with diameters varying from 20 
to 150 nm and lengths up to 10 mm. Under optical excitation at 266 nm, 
surface-emitting lasing action was observed at 385 nm with emission line
width less than 0.3 nm.  Such miniaturized lasers could have many 
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interesting applications ranging from optical storage to integrated optical 
communication devices.
Nanoparticles have been used for LED application in two ways.  First, 
they are used to enhance light emission of LED devices with other 
materials, e.g. conjugated polymers, as the active media.  The role of the 
nanoparticles, such as TiO2, is not completely clear but thought to enhance 
either charge injection or transport [295]. In some cases the presence of 
semiconductor nanocrystals in carrier-transporting polymers has been 
found to not only enhance the photoinduced charge generation efficiency 
but also extends the sensitivity range of the polymers, while the polymer 
matrix is responsible for charge transport [296]. This type of 
polymer/nanocrystal composite materials can have improved properties 
over the individual constituent components and may have interesting 
applications.  Second, the nanoparticles are used as the active material for 
light generation directly [88, 297-299]. In this case, the electron and hole 
are injected directly into the CB and VB, respectively, of the NPs and the 
recombination of the electron and hole results in light emission.  Several 
studies have been reported with the goal to optimize injection and charge 
transport in such device structures using CdS [299] and CdSe nanoparticles
[297, 298].  
Since the mobility of the charge carriers is usually much lower than in 
bulk single crystals, charge transport is one of the major limitations in 
efficient light generation in such devices.  For example, photoconductivity 
and electric field induced photoluminescence quenching studies of close-
packed CdSe quantum dot solids suggest that photoexcited, quantum 
confined excitons are ionized by the applied electric field with a rate 
dependent on both the size and surface passivation of the quantum dots
[300, 301]. Separation of electron-hole pairs confined to the core of the 
dot requires significantly more energy than separation of carriers trapped at 
the surface and occurs through tunneling processes. New nanostructures 
such nanowires [285, 302], nanorods [16, 72, 303, 304], and nanobelts
[305], may provide some interesting alternatives with better transport 
properties than nanoparticles.  Devices such as LEDs and solar cells based 
on such nanostructures are expected to be developed in the next few years.
Solid state lighting is an area of fast growing interest.  Approximately 
30% of the United States electricity is consumed by lighting, an industry 
that is largely dominated by relatively old technologies such as the 
incandescent and fluorescent light bulb.  New innovations in lower cost 
and higher efficiency solid state lighting are expected to significantly 
reduce our dependence on fossil fuels.  A solid state lighting technology 
that is already compatible with low cost manufacturing is AC powder 
electroluminescence (ACPEL).  Discovered in 1936 [306], powder
electroluminescence utilizes emission from ~40-50 micron sized doped-
ZnS:Cu,Cl phosphor particles and requires relatively low applied electric 
fields (104 V/cm) compared to DC EL which requires electric fields near 
106 V/cm. More recently, microencapsulation technology has been 
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successfully applied to ZnS:Cu,Cl powder phosphors so that the emissive 
particles can be deposited on plastic substrates under open air, non clean-
room conditions using low cost, large area print-based manufacturing.  
Consequently, ACPEL lights are one of the least expensive large area solid 
state lighting technologies, and the characteristic blue-green light can now 
be found in many products.  Furthermore, fluorescent energy conversion 
and doping can readily be used to convert the blue-green light to the white 
light preferred for normal everyday lighting. Using a variety of other 
dopants (I, Br, Al, Mn, Pr, Tm etc.) other colors can also be obtained [307, 
308].  
The mechanism for light emission from ZnS:Cu,Cl particles is thought 
to be due to localized electron and hole injection near CuxS inclusions 
which requires an alternating (AC) field to enable the frequency-dependent 
electron-hole recombination.  While this process is highly efficient, the 
lifetime and power efficiency of ACPEL lights are heretofore too low to 
provide a replacement for white lights.  The power efficiency is limited by 
the large ZnS:Cu,Cl particle size (> 20 μm) over which the electric field is 
dropped, resulting in the need for higher voltages, ~120 V, to achieve the 
brightness needed for solid state lighting.  Research focused on phosphor 
nanoparticles has attempted to address the voltage issue; however, these 
systems typically have significantly reduced lifetime and quantum 
efficiency due to poor charge transport and/or trapping.  For example, an 
EXAFS study has been conducted to understand how the degradation 
depends on the local microstructure about Cu in doped-ZnS:Cu,Cl and 
have found that the degradation process is reversible through modest 
application of elevated temperatures (~200 ºC) [309]. Note that although 
the particle size is large (typically 20-50 μm), the active regions within 
each particle are near CuxS precipitates a few nm in size; hence it is 
essential to understand the CuxS nanoparticle precipitates within the ZnS 
host and how they interact with other optically active centers.  Nanoparticle 
and nanorod systems exhibiting AC EL have been reported recently and 
will be studied for comparison [308, 310].  
7.4. Single Molecule and Single Nanoparticle Spectroscopy
Most spectroscopy studies of nanoparticles have been carried out on 
ensembles of a large number of particles.  The properties measured are thus 
ensemble averages of the properties of individual particles.  Due to 
heterogeneous distributions in size, shape, environment, and surface 
properties, the spectrum measured is thus inhomogeneously broadened.  
This results in loss of spectral information. For instance, it has been 
predicted by theory that nanocrystallites should have a spectrum of 
discrete, atomic–like energy states [1, 2]. However, transition line widths 
observed experimentally appear significantly broader than expected, even 
though the discrete nature of the excited states has been verified [311, 312].  
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This is true even when size-selective optical techniques are used to extract 
homogeneous line widths [311-317].
One way to solve the above problem is to make particles with truly 
uniform size, surface, environment, and shape.  However, this is almost 
impossible or at least very difficult, especially with regard to the surface.  
Another approach to remove the heterogeneity is to conduct the 
measurement on one single particle.  This approach is similar to that used 
in the field of single-molecular spectroscopy [318, 319]. A number of 
single nanoparticle studies have been reported on semiconductor 
nanoparticles, including CdS [320] and CdSe [321-327]. Compared to 
ensemble averaged samples, single particle spectroscopy studies of CdSe 
nanoparticles revealed several new features, including fluorescence 
blinking, ultra narrow transition line width, a range of phonon couplings 
between individual particles, and spectral diffusion of the emission 
spectrum over a wide range of energies [327, 328].  
One interesting observation in measuring the emission of a single 
nanoparticle is an intermittent on-off behavior in emission intensity under 
CW light excitation [323].  The intermittency observed was attributed to an 
Auger photoionization mechanism that leads to ejection of one charge 
(electron or hole) outside the particle.  A “dark exciton” state was assigned 
to such ionized nanocrystal in which the emission is quenched because of 
excess charge. Similar studies on single CdSe/CdS core/shell nanocrystals 
as a function of temperature and excitation intensity  and the observations 
are consistent with a darkening mechanism that is a combination of Auger 
photoionization and thermal trapping of charge [329].
Interestingly, single particle spectroscopy also reveals non-linear 
optical properties of single nanoparticles.  For instance, in the low 
temperature near-field absorption spectroscopy study of InGaAs single 
quantum dots, the absorption change was found to depend non-linearly on 
the excitation intensity [330]. This non-linearity was suggested to 
originate from state filling of the ground state.
Single nanoparticle spectroscopy should be a powerful technique for 
studying properties of doped semiconductor nanoparticles in terms of the 
uniformity of doping, location and state of the dopant ions, and interaction 
between the dopant and host.  To date, only one report on doped
semiconductor nanoparticles, Te-doped CdSe, has been reported [331].  
The photoluminescence spectra from single Te-doped CdSe (6 nm in 
diameter, passivated by ZnS) measured at room temperature was analyzed 
in comparison with those from undoped CdSe. No difference was 
observed in the emission linewidths of individual particles of doped and 
undoped samples, though emissions from doped samples were found to 
have wider ensemble bands due to increased inhomogeneity because of
doping. Several dopant emissions showed irreversible blue shifts with 
repeated measurements, which significantly exceeded those observed for 
the undoped ones. The shifts were attributed to instability of the dopant in a 
nanocrystal upon excitation.
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8. Concluding Remarks
While significant progress as been made in the last decade in the 
synthesis, characterization, and exploration of applications of 
nanomaterials, there is still much room for further study in all these areas.  
On the synthesis front, better control and assembly of nanostructures and 
functionality is important, including size, shape, surface, impurity, and 
interaction between structures.  For better characterization, we need to have 
more and higher precision experimental tools for atomic level studies.  
Single particle studies represent a good step in this regard but still lack
atomic resolution usually.  In the ideal scenario, one would like to have 
high resolution in space, time, and energy that are atom or element specific.  
This is needed for a complete understanding of structural, optical, 
electronic, magnetic, and dynamic properties.
For applications, one key frontier issue is integration of different 
nanostructured components for desired functionality.  This involves 
understanding, engineering, and controlling interfaces between the 
different components.  Therefore, it is important to be able to design and 
fabricate interfaces with atomic precision since it is the atomic details at 
the interfaces that usually play a critical role in the properties and 
functionalities of the interface and assembled or integrated systems.  This 
may require synergetic multi- and inter- disciplinary approaches involving 
collaborative and collective efforts from scientists and engineers in 
different areas and fields.  
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