We consider the problem of concisely representing and handling preferences in logic programming and relational databases. Our starting point is a well-known proposal [8] which advocates the embedding of first-order preference formulas into relational algebra through a single winnow operator that is parameterized by a database relation and a preference formula. We argue that despite its elegance, the framework of [8] has a number of shortcomings: only intrinsic preference formulas are supported, the preference relations and preference queries are expressed in two different languages, and there is no direct way to define alternative operators beyond winnow. We propose the use of higher-order logic programming as a logical framework that remedies all the above deficiencies. In particular, the proposed framework supports both intrinsic and extrinsic preference formulas, it can represent both preference relations as-well-as queries, and it can be used to define a variety of interesting alternative operators beyond winnow. We demonstrate the feasibility of our approach by presenting an implementation of all the proposed concepts in the higher-order logic programming language Hilog.
INTRODUCTION
Preferences are being studied in many sciences (such as philosophy, economics, psychology, and so on) because they are a vital part of everyday human life. Research in preferences is also very active in computer science, mostly in areas such as artificial intelligence, machine learning, databases, and logic programming. This paper contributes to the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. area of preference representation and our results can be applied for designing and implementing more expressive preference representation languages that are based on higherorder logic programming. Alternatively, our results can be perceived as a logical framework for expressing and manipulating preferences.
Preference representation formalisms can be divided in two main categories [25] : in the qualitative approach preferences are expressed by comparing different objects ("I prefer beer over wine"), while in the quantitative one numerical values are used in order to express our degree of preference ("My preference in beer is 0.9 while in wine it is 0.2"). It has been argued that the qualitative approach is strictly more general than the quantitative one (see Example 1.2 in [8] [page 428]). A detailed discussion of the techniques that have been developed in databases and logic programming regarding these two main approaches, will be given in Section 7. In this paper however we will focus exclusively on the qualitative approach.
The starting point of our research is an influential proposal by J. Chomicki [8] for representing preferences in a qualitative way in the context of relational database systems. Chomicki's approach is based on the following two ideas:
• Preferences between tuples of a database relation are specified using binary preference relations; these relations are defined using first-order formulas, called preference formulas.
• A new relational algebra operator, called winnow, is introduced which takes two parameters: a database relation and a preference formula. The winnow operator selects from its input relation the most preferred tuples according to the given preference formula.
The approach advocated by Chomicki, despite groundbreaking, has certain limitations (some of which are recognized and discussed in [8] ). First of all, in the framework of [8] only intrinsic preference formulas can be defined, namely formulas that establish the preference relation between two tuples solely on the basis of the values occurring in these tuples. Second, the preference relations and the preference queries are expressed in two different languages, namely, first-order logic and SQL extended with the winnow operator. Finally, there is no way to define directly other operators apart from winnow (such as, for example, an operator that returns the second-best tuples from a given relation according to a preference formula).
In this paper we propose the use of higher-order logic programming as a logical framework that remedies all the above deficiencies. The key idea behind our proposal is that since preferences are relations, and since we need to define operators over relations (such as winnow), a higher-order language can offer increased representation capabilities. In particular, we demonstrate that higher-order logic programming can be used to express both intrinsic and extrinsic preference formulas, it can represent both preference relations as-well-as queries, and it can be used to define a variety of interesting alternative operators beyond winnow. We demonstrate the feasibility of our approach by presenting an implementation of all the proposed concepts in the higherorder logic programming language Hilog. The main contributions of the paper can be summarized as follows:
1. We argue that higher-order logic programming is a very expressive framework for representing and manipulating qualitative preferences. A significant advantage of our approach is that preference formulas as-well-as operators that are parameterized with such formulas can be expressed in the same language. Moreover, the seemingly more demanding case of preferences over sets [28] can be handled without extra notational overhead, because preferences over sets are essentially second-order relations and can therefore be encoded easily in our higher-order language.
2. We identify a new and significant (in our opinion) application area for higher-order logic programming. We substantiate this claim by providing an implementation of all the proposed ideas in Hilog [7] . Higherorder logic programming has been around for many years [20, 7, 27] , it has recently been given a standard denotational and proof-theoretic semantics [5, 6] , and we feel that it deserves to be further developed and used since it extends in an elegant way the classical logic programming framework.
3. We provide a purely declarative and uniform framework for representing preferences, which attempts to bridge the (largely) independent research results on preference representation that have been developed by the communities of logic programming and relational databases (see Section 7 for a detailed account of the main results in these two distinct areas). Moreover, we pave the road for the development of specialized techniques that would enhance higher-order logic programming so as that it can better handle and manipulate preferences. Such specialized techniques include optimizations, custom tailored implementation strategies, specific language extensions, and so on; such issues are further discussed in the concluding section.
The rest of the paper is organized as follows: in Section 2 we present the main concepts behind the work of J. Chomicki as introduced in [8] and as extended in [28] in order to handle preferences over sets of tuples. Section 3 outlines the basic notions regarding higher-order logic programming.
In Section 4 we demonstrate how higher-order logic programming can be used to concisely represent and manipulate preferences and how it bypasses the main shortcomings of [8] .
In Section 5 we demonstrate that the proposed higher-order logic programming approach can even be used to elegantly represent preferences over sets of tuples. In Section 6 we present the details of an implementation of the proposed ideas in the higher-order logic programming language Hilog, together with the optimizations that we have adopted. Section 7 discusses related work regarding other preference representation formalisms that have been proposed in both databases and logic programming. Finally, Section 8 concludes the paper with discussion on possible future research directions.
QUALITATIVE PREFERENCES AND DATABASES
In this section we present the main ideas for representing preferences in a relational database context following the approach proposed in [8] . We start by the definition of a "preference formula". In the following, by "built-in predicates" we mean any standard SQL predicate such as equality, inequality, arithmetic comparison operations, and so on. Definition 1. Let t1, t2 denote tuples of a given database relation. A preference formula C(t1, t2) is a first-order formula defining a preference relation C in the standard sense, namely, t1 C t2 iff C(t1, t2) holds. An intrinsic preference formula (or ipf) is a preference formula that uses only builtin predicates.
Intuitively, an intrinsic preference formula is one that establishes the preference relation between two tuples solely on the basis of the values occurring in these tuples. Extrinsic preference formulas may use not only built-in predicates, but also other constructs (such as for example database relations, properties of the relations from which the tuples have been selected, and so on). For example, if we prefer every tuple of a given relation r over every tuple of another relation s, then this is an extrinsic preference because it depends also on the origin of the tuples and not only on their attributes. The framework of [8] focuses almost exclusively on intrinsic preference formulas. Suppose that Alice has the following preference: "I prefer one book tuple over another iff their ISBNs are the same and the price of the first is lower". The preference relation C 1 implied by the previous sentence can be defined using the following ipf formula C1:
Alice could potentially buy the book with ISBN 0679726691 from one of the three available vendors that sell it; however, she prefers to buy it from the one that offers it in the lowest price.
Suppose that Alice has the following preference: "I prefer to buy a book from the booksForLess vendor rather than from the lowestPrices vendor". The corresponding preference relation C 2 can be defined by the following ipf formula C2:
According to the preference relation C 2 , Alice prefers to buy the book with ISBN 0679726691 from booksForLess despite the fact that the vendor lowestPrices offers it in a better price.
The Winnow Operator
In order to select the "best" tuples from a given relation r based on a preference formula C, SQL is enriched with a new operator called winnow, whose formal definition is the following [8] :
Definition 2. Let r be a relation and let C be a preference formula defining a preference relation C . The winnow operator is defined as: wC (r) = {t ∈ r : ¬∃t ∈ r s.t. t C t}.
In [8] a preference query is defined as an SQL query that contains at least one occurrence of the winnow operator. The following example demonstrates two such simple queries. As we are going to see, in our framework we will be able to define alternative operators beyond winnow, and therefore our preference queries can be much more general.
Composition of Preference Relations
Preference relations can be composed in order to form more complex ones. In the framework of [8] , since preference relations are defined through preference formulas, in order to compose two such relations one must compose the corresponding formulas, creating in this way more complicated preference formulas. Two examples of such composition operations are the following:
• The Boolean composition of two preference relations (such as union, intersection and difference) can be captured by Boolean operations on the corresponding preference formulas. For example, the preference relation
• The prioritized composition C 1 C 2 of two preference relations C1 and C2 has the intuitive meaning of "prefer according to C2 unless C1 is applicable", and can be defined as follows:
where t1 ∼C 1 t2 is the indifference relation defined by the formula ¬(t1
The following example illustrates the use of such operators.
Example 3. Consider the book relation of Example 1. If Alice's preference of books is the prioritized composition C2 C1 of C2 and C1, then this means that she has a primary preference on the booksForLess vendor rather than the lowestPrices vendor, and a secondary preference on inexpensive books. Thus, the preference query wC 2 C 1 (book) returns the following tuples: Notice that in the above case, a more expensive copy for the book with ISBN 0679726691 is preferred. The copy with the lowest price is not selected due to the preference of the booksForLess over the lowestPrices vendor. However, booksForLess does not offer the last book, so it has to be obtained by the lowestPrices vendor.
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As we are going to see in Section 4, through higher-order logic programming we can directly define generic composition operators that can be applied to compose arbitrary preference relations (without the need to manipulate preference formulas).
Preferences over Sets
There exist many interesting applications that require expressing preferences over sets of tuples. This case, which is more demanding and general than the case of preferences over tuples, was recently considered in [28] . Notice that the sets involved in the work of [28] are assumed to be of fixed cardinality, an assumption which we also adopt in our implementation given in Section 6. The main ideas behind the proposal of [28] can be illustrated by a simple example. Assume that Alice has the following preferences:
• C1: She prefers to spend as little money as possible.
• C2: She prefers to get at least one sci-fi book.
• C3: She prioritizes C2 over C1.
Notice that all the above preferences are defined over threeelement sets of books (and not just tuples) and therefore a new method seems to be required for their representation.
The authors of [28] define a specialized approach for treating preferences over subsets such as the above. First they remark that for each preference there exists one or more "quantities of interest", which they call features. For example, for C1 the relevant feature is the sum of the costs of the three books, for C2 the relevant feature is the total number of books, and for C3 both previous features are relevant. Then, given a set, we can construct a vector of all features based on the user preferences, ie., the profile of the set. The "best sets" are those that have the "best profiles". The preference representation in [28] is performed as follows. For each feature Fi, a function is defined returning the result of a corresponding SQL query. Let $S be a variable denoting any three-element subset of the book relation. Then, the following functions compute the total cost and the number of sci-fi books of the set $S:
Then, preferences over sets can be defined by formulas involving the above functions:
The winnow operator is then used in order to select the "best" among all three-element subsets of the book relation according to the above preference relations. In order for this to be done, the most direct approach proposed in [28] is to enumerate all fixed-size subsets and check them one by one. Notice that dealing with subsets of relations is in general an inherently inefficient task. For this reason, various optimizations are discussed in [28] that can potentially alleviate the inefficiency problem in specific cases. The problem with the proposal of [28] is that the simple first-order logic language for expressing tuple preferences had to adapt significantly in order to accommodate set preferences, and the resulting formalism is more complicated. As a general comment on the above ideas, we could say that the features of [28] are second-order predicates in disguise, and for this reason they can be represented directly and very elegantly in our framework.
Discussion
The framework for expressing qualitative preferences in relational databases developed in [8] and extended in [28] , appears to have many advantages and it is relatively simple and usable. However, it has certain shortcomings which, if resolved, could result in a more expressive formalism. In this subsection we describe in detail the main shortcomings of the techniques in [8, 28] . In subsequent sections we demonstrate how these issues are resolved in our framework.
First of all, the framework of [8] essentially uses two different languages for handling preferences: the preference relations are expressed using first-order logic formulas while preference queries are expressed using SQL extended with the winnow operator. Moreover, in the case of preferences over sets, yet another formalism (namely that of features and profiles) has to be introduced. As we argue in the coming sections, preference relations and queries can be expressed in a single language, making in this way the representation of preferences a simpler task. The differences in the conciseness of the representation are even more apparent in the case of set preferences, where we avoid the concepts of features and profiles introduced in [28] , and our representation is a simple extension of the one used for tuple preferences.
A second characteristic of [8] which we would like to avoid, is the restriction to intrinsic preference formulas. There exist many natural preference formulas that are extrinsic (see also the discussion in [8] [Section 7.3]). Some extrinsic preferences can be simulated using intrinsic formulas, but this is not always possible or convenient. Moreover, as we are going to see in Section 5, the use of extrinsic preferences is very important in the case of set preferences.
A final issue of [8] which we would like to resolve is the restriction of having a single preference manipulation operator, namely winnow. To be fair, a few more operators similar to winnow are presented in [8] . However, all these operators are defined in a language that is different from both firstorder logic and SQL (additional set-theoretic and relational notations are used). In other words, in the framework of [8] , new operators can only be "custom tailored" and they can not be defined nor implemented with the available linguistic resources. In our framework, new operators can easily be defined as higher-order predicates.
HIGHER-ORDER LP
Higher-order logic programming [20, 7, 5] extends traditional first-order logic programming with higher-order constructs. In the rest of this section we will define some common higher-order logic programming concepts and some basic predicates that will be used throughout the paper. A basic familiarity with some form of higher-order programming (either logic or functional) is assumed, but most programs can also be understood purely declaratively.
The most popular higher-order extension is to allow the programmer to define predicates that accept other predicates as arguments, and variables to occur in places where predicates typically occur. For example, consider the following higher-order logic program that defines the transitive closure of a given relation R:
The predicate tc takes as parameters a binary relation R and two elements X and Y and recursively checks if the pair (X,Y) belongs to the transitive closure of R. An important advantage of predicates such as tc above is that they can be used to achieve a more generic style of programming: in order to compute the transitive closures of different relations, we can simply invoke tc with different parameters (avoiding in this way to write a separate first-order transitive closure predicate for each different relation). As an example, the query:
?-tc(parent,john,Y).
will return all the ancestors of john while the query:
will return all vertices that are reachable from vertex v1 of a given binary relation graph.
One interesting feature of higher-order languages, is the use of partial application, ie., the ability to invoke a higherorder predicate with only some of its arguments. In order for this to be achieved, the single-tuple notation of classical logic programming is extended so as that a predicate can now have a sequence of tuples as successive parameters 1 . Then, we can invoke a predicate with only some of the tuples in the sequence. In this case we say that the predicate is partially applied. The partial application of a predicate yields a new predicate that expects the rest of the arguments and behaves exactly as a regular predicate. For example, we can write the tc predicate using a slightly different syntax:
Now, tc(parent) is an expression representing directly the transitive closure of the relation parent and can be used as an autonomous expression anywhere in the program and in queries. The idea of "partial application" can be further illustrated with the definition of two higher-order predicates that we will also use in subsequent sections, namely the conjunction and union predicates over binary relations:
Now the expression union(tc(parent), tc(mother)) denotes the union of the two transitive closure relations while the expression conj(tc(graph1), tc(graph2)) is the set of common edges that belong to the transitive closures of graph1 and graph2.
The rest of this section contains some easy definitions of other higher-order predicates that we will use. Actually, some of them use a powerful feature of logic programming, namely negation-as-failure. A predicate that checks if a relation is empty can be implemented as follows:
nonempty(R) :-R(X). empty(R) :-not nonempty(R).
The nonempty predicate succeeds if there exists an object that satisfies its argument. On the other hand, the empty predicate succeeds if nonempty fails for the same parameter. Other useful operators borrowed from relational algebra are the minus and the diff operators defined as follows:
The minus operator takes as a parameter a predicate R and an object X and creates a predicate that succeeds for all the objects in R except for X. In this sense minus removes X from relation R. Similar to the minus operator is the diff operator that creates the set difference of its given two relations. Given the above definitions we can easily define the cardinality of a finite relation as:
In higher-order logic programming languages, queries of the following form are usually allowed:
?-tc(R)(john,mary).
The expected answer of such a query is not immediately obvious and this is actually a thorny subject among the higherorder logic programming approaches. The extensional approach [5] assumes that predicates denote sets and therefore two predicates that hold for the same elements are considered equal. An expected answer in the extensional approach is the substitution R = {(john,mary)}, namely the simplest set whose transitive closure contains the pair (john,mary). On the other hand, the intensional approach [7] assumes that each predicate is represented by its name and therefore two predicates are considered equal only if their names are the same. Under the intensional approach, the answer to the aforementioned query depends on whether there exists a predicate defined in the program that satisfies the goal. In the case that there is no such predicate in the program, the goal fails. For the implementation of the ideas presented in this paper, we will use the language Hilog, which follows the intensional approach. As we are going to see, we will need to evaluate queries involving uninstantiated predicate variables (such as the above) in the case of preferences over sets. The way that we handle such queries in our implementation will be described in Section 6.
REPRESENTING PREFERENCES OVER TUPLES IN HIGHER-ORDER LP
In this section we demonstrate how preference relations over tuples as-well-as operators over preference relations, can be easily defined in higher-order logic programming. It is important to stress that the language that we will be using does not exploit the full power of higher-order logic programming. As we are going to see, most of our examples are actually written in "higher-order Datalog", namely a version of higher-order logic programming without function symbols. There are only two exceptions to this issue:
• Our language supports tuples (in a restricted form) because preference relations are defined over tuples. In other words, we do not need arbitrary function symbols but we need our language to be able to handle tuples.
• In order to be able to define some advanced operators over preference relations, we will use recursion over the natural numbers. However, all the essential ideas from [8] can be implemented in our framework without ever using natural numbers or any function symbols.
In conclusion, the framework that we will be using is essentially a higher-order version of Datalog that supports tuples. In this respect, one can also view our proposal as a higher-order deductive database framework for representing preferences.
Representing Database Relations
We follow the standard approach in deductive databases in which relations are represented by logic programming facts. In the rest of the paper we adopt the following notational convention: we assume that every predicate that represents a database relation, does not have many different attributes but instead a single attribute that is a tuple. For example, in order to represent the book relation we do not use a predicate that takes three arguments such as book(ISBN,Vendor, Price) but instead a predicate that takes one argument that is a tuple, namely book((ISBN,Vendor, Price)). As we are going to see in Subsection 4.4, this approach allows us to write more generic operators on preference relations; a further discussion on this issue will be given in Subsection 4.4.
It is important to stress that the above convention has been adopted because Hilog does not treat multiple arguments of a predicate as a unique entity that is a tuple. In the functional programming domain (such as for example in Haskell), a function f (x1, . . . , xn) can be viewed both as a function that takes n arguments and also as a function that takes a unique argument, namely the tuple (x1, . . . , xn).
Representing Preference Relations
Given a preference relation C , we can represent it using a binary predicate c_pref that takes two arguments, each one of them being an n-ary tuple. For example, the atom c_pref((X1,X2),(Y1,Y2)) corresponds to the formula (X1, X2) C (Y1, Y2). The preference formula C is encoded by the body of the rule defining c_pref. Notice that for the representation of intrinsic preference relations, we do not actually need to use the higher-order characteristics of our source language.
Example 5. Consider the database relation defined by the predicate book((ISBN,Vendor,Price)). We can easily represent the preference relations given in [8] using predicates over tuples. Assume for example that we have the preference relation C1 given in Example 1, namely: "I prefer one book tuple to another iff their ISBNs are the same and the price of the first is lower". This can be represented by:
Consider now the preference relation C2 from Example 1, namely "I prefer to buy a book from the booksForLess vendor rather than from the lowestPrices vendor". This can be represented by:
c2_pref((I,booksForLess,P1),(I,lowestPrices,P2)) :-book((I,booksForLess,P1)), book((I,lowestPrices,P2)).
The use of the logic variables allows expressing even more demanding preference relations concisely. Assume we "prefer to buy books from the qualityBooks vendor over any other vendor". This is represented as follows:
Notice that in the above examples, we explicitly check that each tuple belongs to the book relation, something not done in the preference formulas of [8] (which only check properties of individual elements of tuples). As we are going to see below, this gives us the chance to express extrinsic preferences.
Example 6. Assume we prefer any tuple from a relation r over any tuple from another relation s. In the framework of [8] such a requirement can only be simulated, somewhat artificially, by adding an extra argument to each tuple that denotes the relation name to which the tuple belongs. In our case this can simply be written as:
Notice that our assumption that database facts only take a single attribute that is a tuple, allows us to use above only the variables T1 and T2 and to avoid listing all the attributes of relations r and s.
Many variations of rules such as the above can be used. For example, we can use negation to express that "I prefer all tuples that belong to relation r and do not belong to relation s".
Example 7. Assume that we prefer to buy one book from a vendor that sells the maximum number of books. This is an extrinsic preference because we cannot compare two book tuples based only on the information contained in the tuples. In order to solve this problem, a specialized approach is followed in [8] which is based on the construction of separate views through the use of SQL queries involving aggregate operators. In other words, in order to express some simple extrinsic preferences using the framework of [8] , we have to exit the framework of the simple first-order logic formulas and adopt a more complicated approach. In our case, this preference relation can be expressed as follows: Notice that in our case we also use an aggregate operator, namely the predicate size which was defined in Section 3. Moreover, we use for the first time a higher-order characteristic of our language: the partially applied expression books_of_vendor(V) is a relation that contains all the different ISBNs that a vendor possesses. A difference from [8] is that a unique language is used in order to express our preference relations.
Another characteristic of our approach is that we can define preference relations over database relations that are defined recursively (known as IDBs in the deductive database literature); this is not generally possible in the approach of [8] In other words, the most preferred path is the one that has the smallest cost.
Representing Composition Operators
A straightforward way to compose preference relations in our framework is to create new clauses that use in their bodies the predicates of the initial relations. For example in order to obtain the logical conjunction of two preference relations c1_pref and c2_pref, we can simply define:
c_pref(T1,T2) :-c1_pref(T1,T2),c2_pref(T1,T2).
However, in higher-order logic programming we can do better than this since we can have a generic conj operator which, as we already mentioned in Section 3, is defined as follows:
conj(R,Q)(T1,T2) :-R(T1,T2),Q(T1,T2).
The advantage of the above approach is that in order to compose various preference relations we do not need to create new clauses (or new formulas as in the framework of [8] ), but we can specify the compositions in combinatory form. For example conj(c1_pref, union(c2_pref,c3_pref)) represents the conjunction of c1_pref with the union of c2_pref and c3_pref.
The prioritized composition of preference relations can be easily defined in an analogous way using a generic operator:
It is worth noting that there exist even more advanced composition operators for preference relations, such as the socalled pareto and lexicographic compositions [15, 8] . One can easily verify that these operators also have a direct and elegant encoding in higher-order logic programming. Another characteristic of our approach is that it allows to define the transitive closure on preference relations by using the tc predicate given in Section 3. The following example motivates the need for this operator.
Example 9. Assume we have the following database of available items together with their color:
item((a1,black)). item ((a4,green) ).
Moreover, assume we prefer black over red, red over blue, blue over yellow and yellow over green items. This can be expressed using the following facts:
color_pref((_,black), (_,red)). color_pref((_,red), (_,blue)). color_pref((_,blue), (_,yellow)). color_pref((_,yellow), (_,green)).
Assume now that our color_pref relation is transitive. Instead of adding extra facts to the color_pref relation that would express its transitivity, we can simply use in our queries the relation tc(color_pref) which expresses exactly this concept. Notice that in the absence of tc, we would need in the worst case to add O(n 2 ) facts, where n is the size of our initial color_pref relation.
It should be noted that in the framework of [8] the transitive closure of a relation can not be directly specified (due to the known inability of first-order logic to define transitive closure on finite structures). However, as it is shown in [8] [Theorem 4.10], if a preference relation is defined through an ipf, then its transitive closure can also be defined through an ipf, and this new ipf can be effectively constructed. In our case however no special construction is required apart from the application of the tc predicate to the given preference relation. Moreover, in our case the transitive closure can also be applied to extrinsic preference relations.
Representing Operators on Preference Relations
An important characteristic of the proposed approach is its ability to define directly powerful operators on preference relations. These operators are in fact second-order predicates since they operate on first-order database and preference relations. We start by recalling the winnow operator:
The above definition can be directly transcribed in higherorder logic programming as follows:
winnow(C,R)(T) :-R(T), not bypassed(C,R)(T). bypassed(C,R)(T) :-R(T1), C(T1,T).
In the above definition observe that our assumption that database facts take a single attribute that is a tuple, allows us to use only the variables T and T1 without caring about how many arguments the relation R has. If our facts did not use the single-tuple notation we would need to write a different winnow operator for each different tuple size.
We can now use this operator to formulate queries such as:
?-winnow(c1_pref,books)(T).
that will succeed for all tuples T that belong to the relation book and are most preferred with respect to the relation c1_pref defined in Example 5. It is easy to see that someone can use the combinators defined in Section 4.3 to create more complex queries:
?-winnow(prioritized(c1_pref,c2_pref),books)(T).
In a similar manner we can define other interesting operators. A simple variation of winnow is the "iterated-winnow" which is defined in [8] [Section 8] as follows:
The intended use of the w n C operator is to select the "n"-best tuples. For example, w 2 C (r) returns the second-best tuples of r with respect to the preference relation C. In our framework this operator can be easily defined as a higherorder predicate:
w(C,R)(1)(T) :-winnow(C,R)(T). w(C,R)(N)(T) :-M is N-1, winnow(C,diff(R,gen_union(M)(w(C,R))))(T).
where the gen_union operation is a generalized union operator (over an indexed family of sets) which can be defined as follows:
gen_union(1)(R)(X) :-R(1)(X). gen_union(N)(R)(X) :-M is N-1, union(gen_union(M)(R), R(N))(X).
Notice that the definition of w has a strong resemblance to the mathematical definition given previously. Given the definition of w one can retrieve the second-best tuples of a relation by posing the query:
?-w(c1_pref, books)(2)(T).
Assume that we want to return all the tuples up to a desired level. In that case we can simply define the operator wt n C (r) = n i=1 w i C (r) that uses w n C as follows:
wt(C,R)(N)(T) :-gen_union(N)(w(C,R))(T).
Finally, we can easily define the ranking operator, which ranks the elements of a relation r with respect to a preference C:
The definition of η is again transcribed into the higher-order logic programming framework in a natural way as follows:
eta(C,R)(T,I) :-size(R,N), between(1,N,I), w(C,R)(I)(T).
where between can be easily defined to return in its third argument all the integers between 1 and N.
REPRESENTING PREFERENCES OVER SETS IN HIGHER-ORDER LP
The approach we follow in order to express set preferences is a generalization of the techniques we have used in order to represent tuple preferences. More specifically, we now have to define preference relations over sets. This does not require any changes in our notation: in higher-order logic programming, predicates denote sets and therefore sets can be the parameters of other predicates. In order to demonstrate the main ideas, we use the same example as in Subsection 2.3.
Example 10. Consider the book relation of Section 2.3 defined as book((ISBN,Genre,Rating,Price,Vendor)). Assume that Alice wants to buy 3 books for a gift. We give below some preference relations and how they can be expressed in our framework:
1. Spend as little money as possible. This means that a set S1 is preferable over a set S2 if the overall price of the elements of S1 is lower than that of the set S2. The price predicate defined below, recursively calculates the price of a given set by selecting an element from the set, calculating the price of the remaining elements and then adding the price of the selected element.
price_pref(S1,S2) :-price(S1,P1), price(S2,P2), P1 < P2.
price(S,0) :-empty(S). price(S,Price) :-S((I,G,R,P,V)), price(minus(S,(I,G,R,P,V)),P1), Price is P+P1.
2. Get at least one sci-fi book. In other words, a set S1 is more preferred than another set S2 if the former contains at least one sci-fi book, while the latter does not.
scifi_pref(S1,S2) :-S1((_,scifi,_,_,_)), not S2((_,scifi,_,_,_)).
3. Prioritize (1) to (2) . In other words, choose the less expensive set, but if two sets have the same price, prefer the one that contains at least one sci-fi book.
pricescifi_pref(S1,S2) :-prioritized(price_pref,scifi_pref)(S1,S2).
Notice that we can directly use the prioritized operator we defined in Subsection 4.3 for preference relations over tuples. More generally, defining preference relations over sets in higher-order logic programming is an analogous task to that of defining preference relations over tuples.
The use of the winnow operator is very similar to the tuple case. Assume that we have a preference relation defined by a predicate p_pref over subsets of a relation r. In order to find the "best" k-element subsets of r with respect to the preference relation p_pref, we simply need to ask the query:
?-winnow(p_pref, subsetof(r,k))(S).
In the above query the predicate subsetof takes two parameters, a relation R and a natural number k, and returns all the subsets of R that have size k. The subsetof predicate can be implemented in various ways depending on the higher-order language adopted and on the applications aimed at. We will discuss in detail its implementation in the next section. The execution of the above query returns as bindings for the variable S all the "best' k-element subsets with respect to p_pref. It is important to note that the variable S in the above query is actually an uninstantiated predicate variable, ie., it represents a set. As we have already mentioned, the treatment of such queries depends on the higher-order language under consideration. The approach we have followed in order to treat such variables in a satisfactory way under Hilog, will be described in Section 6.
An advantage of the higher-order logic programming approach to preference representation is the ability to express non-intrinsic preferences over sets, as the following example demonstrates:
Example 11. Consider the relation defined by the predicate movie((ID, Name, PID)) where ID uniquely identifies the movie and PID refers to the id of the movie that this movie is a sequel of: movie((m01, the_Godfather, null)). movie((m02, the_Godfather_Part_II, m01)). movie((m03, the_Godfather_Part_III, m02)). movie((m04, kill_Bill_Vol_1, null)). movie( (m05, kill_Bill_Vol_2, m04) ). movie((m06, the_Sting, null)).
prequelOf((Z,_,_),(_,_,Z)).
Suppose that we prefer collections of movies that are complete, ie., collections that contain all parts of a movie. This can be expressed by the following preference relation over sets of movies: movie_pref(S1,S2):-not seriesMissing(S1), seriesMissing(S2).
seriesMissing(S) :-S(X), movie(Y), prequelOf(X,Y), not S(Y). seriesMissing(S) :-S(X), movie(Y), prequelOf(Y,X), not S(Y).
preferred_sets(N)(S) :-winnow(movie_pref,subsetof(movie,N))(S).
Some example queries and their results are the following:
1. The query:
?-preferred_sets(1)(S),S(T).
will return a singleton set S that contains as the only tuple T the one that corresponds to the "The Sting" movie.
The query:
?-preferred_sets(2)(S),S(T).
will return the set S that contains the two tuples of the "Kill Bill" series.
?-preferred_sets(3)(S),S(T).
will return two solutions for S. The first one will be a set that contains the three tuples concerning the "Godfather" series. The second solution will contain the "Kill Bill" series together with "The Sting".
?-preferred_sets(4)(S),S(T).
will return a set containing the "Godfather" series together with "The Sting".
?
-preferred_sets(5)(S),S(T).
will return a set containing the "Godfather" series together with the "Kill Bill" series.
Notice that the relation movie_pref is an extrinsic preference relation since it does not depend only on the attributes of the tuples that participate in the sets under comparison, but also possibly on other tuples that are outside the subsets we are comparing.
IMPLEMENTATION IN HILOG
In order to assess the potential of the higher-order logic programming framework for expressing qualitative preferences, we undertook an implementation of the proposed ideas in Hilog [7] , a stable and well-known higher-order logic programming language. In the literature there have been proposed a few different higher-order logic programming approaches [20, 7, 5] with different language features and with corresponding implementations that have reached different levels of maturity. However, as mentioned in Section 4, we do not require the full power of a higher-order logic programming language. The necessary features required by the framework, apart from the standard higher-order features, is the support for negation-as-failure and the ability to express queries with uninstantiated higher-order variables in order to support preferences over sets. Our implementation has been realized in the XSB system, a mature, goal-oriented, top-down Prolog system that supports Hilog natively.
Basic Implementation Issues
The implementation in Hilog of all the programs we have given that express preference over tuples, is straightforward. More specifically, the programs given in Section 4 as-wellas many other ones that we have experimented with, are compiled and executed by XSB directly 2 . We have not attempted any performance-related experiments for two reasons: first, there do not exist any alternative implementations with which we could compare; second, our primary goal was to demonstrate the representation capabilities of the proposed approach. As a general comment however, it appears that the proposed approach is quite efficient. It remains a task for future work to assess its exact performance potential.
The case of preference queries over sets is more demanding and requires some nontrivial interventions from our side. As we have already seen in Subsection 5, in the case of preferences over sets the queries may involve uninstantiated variables that denote sets. In Hilog such queries are allowed but their interpretation is inconvenient for our purposes. More specifically, when a Hilog query contains a variable denoting a set, the implementation searches to find whether there exists a predicate defined in the program that could satisfy the given query. If there exists such a predicate, then its name is returned; otherwise, the query fails.
Example 12. Consider the following Hilog program: p(Q) :-Q(a),Q(b). q(a). q(b).
The query:
?-p(Q).
will return the answer Q=q. However, if there is no predicate q defined in the program, the above query will fail in Hilog.
The reasons why the above handling of queries with uninstantiated predicate variables is inconvenient, is clarified by the following example.
Example 13. Recall the Example 11 and consider the following query:
?-preferred_sets(3)(S).
which amounts to the equivalent query:
?-winnow(movie_pref,subsetof(movie,3))(S).
In order for Hilog to answer properly the above query, there must exist explicitly defined in the program predicates that denote three-element subsets of the movie relation (because otherwise the query will fail).
From the above discussion we deduce that in order for a Hilog implementation to work properly, the possible subsets of a given relation must be generated and asserted in the program as named predicates. It is worth noting that there have been proposals for higher-order logic programming in which the implementation of queries involving uninstantiated predicate variables, directly produces all the potential subsets. Such a system is described in [5] , but the corresponding overall implementation is not yet as mature as that of Hilog. In the following subsection we will present the details of generating the necessary predicates required by Hilog.
Subset Generation
The key predicate that needs to be carefully implemented is the subsetsof(R,N)(S) which, given a relation R and a natural number N returns in S the name of a relation that is a subset of R. The solution we adopt is to assert the proper facts dynamically in the knowledge-base. For instance, assume we have defined a predicate p with the facts:
and we have the goal clause:
?-subsetof(p,2)(S).
Then, the implementation proceeds as follows:
• Three new relations s1, s2 and s3 are asserted in the program. Relation s1 consists of the facts s1(a) and s1(b), relation s2 consists of the facts s2(a) and s2(c) and relation s3 of the facts s3(b) and s3(c).
• The S variable gets the new relation names s1, s2 and s3 as bindings.
In order to achieve this behavior, unique symbol names for the dynamically generated predicates are first produced. Then, a systematic procedure is followed in order to enumerate the elements of each subset, create the appropriate facts and assert them into the knowledge-base. The procedure is implemented by a generate_relations predicate which produces a list of tuples and asserts each tuple as a fact under the newly generated predicate name. A simple optimization that has been added to the implementation is to generate each set exactly once by avoiding the generation of lists that contain the same elements. In order to achieve this, we tag each tuple with a unique integer and prune all tuples that have a greater tag. The generate_relations has been defined in a parametric way that allows the incorporation of specialized pruning strategies and more sophisticated optimizations, some of which will be discussed in the next subsection.
Optimization and Pruning Strategies for Set Preferences
As discussed in the previous subsection, Hilog's approach for treating uninstantiated predicate variables in queries, is to instantiate them with predicate names that are defined in the program. By trying all possible instantiations for such variables we have a guarantee that if there exists a predicate that satisfies the query, it will be eventually found by the system. Therefore, it is evident that the performance of query execution in the case of preferences over sets, heavily depends on the number of the predicate names that must be substituted and checked. This process is inherently slow in the worst case, because there exist applications where all the subsets of a specific size must be tested. However, as remarked in [28] , there also exist many applications where optimizations may help to get a performance that is acceptable in practice. Therefore, it would be beneficial to devise techniques that will reduce the number of the subsets generated and at the same time will not compromise the soundness of the implementation.
There are many possible optimizations and specialized implementation techniques that one could devise, that would enhance the performance of queries over set preferences. In our Hilog implementation we have experimented with the two main optimization techniques that have been proposed in [28] for speeding up the subset generation process during query processing, namely superpreference and M-relation. Intuitively, superpreference throws away tuples that will not contribute to the production of any best k-subset. The Mrelation groups tuples that are exchangeable with respect to a given set preference and therefore speeds up the comparison between different subsets. It should be noted that as observed in [28] , these two optimizations can be applied on preferences that are additive (see [28] for details), a class that is quite common in practice. Moreover, when our set of preference relations is fixed, these optimizations need only be implemented once and then they can be used to speedup all subsequent user-queries. Due to space restrictions, we give below a relatively high-level description of the two optimizations and of their implementation in our framework. For more details, the interested reader should consult the detailed exposition in [28] as-well-as our corresponding implementation available.
The key idea behind the super-preference optimization is to observe that for some cases there exists a super-preference relation + between tuples, such that t1 + t2 iff {t1} ∪ s is preferred to {t2} ∪ s for all subsets s of size k − 1. Given a super-preference relation +, we denote the set of all "superpreferred" tuples of t by cover(t) = {t ∈ r : t + t}. Now, consider the C1 preference from Example 4 and assume that we are dealing with 3-element subsets (ie., k = 3). In this example, a book is "super-preferred" by another if it its price is lower. Indeed, notice that any subset that contains the book a1 and does not contain book a6 (i.e. all books of cover(a1)) is not a best subset and can be pruned at the generation step. Also, notice that book a2 cannot belong to a best subset, since cover(a2) contains more thannoted by supersubsetof), uses a similar implementation as the unoptimized subsetof version. The only difference is that in this case we use a predicate which implements the second pruning condition in order to keep only the "appropriate sets". Finally, we can easily define an optimized winnow operator that examines only the pruned set of tuples:
winnowsuper(Pref,SuperPref,R,Size)(S) :-PR = prunerel(R,SuperPref,Size), winnow(Pref,supersubsetof(PR,SuperPref,Size))(S).
The other optimization technique that is proposed in [28] is the M -relation optimization. In this technique, tuples that are exchangeable with respect to a given set preference, are grouped together in one meta-tuple (called M-tuple), and as a result unneeded computations of the same profile are avoided. For example, consider again the C1 preference from Example 4. The books a1 and a5 have the same price, so the sets {a1, a2, a3} and {a5, a2, a3} have the same total price, and therefore the same profile value. Therefore, the two sets can be grouped in one M -relation {m1,5, m2, m3} where m1,5 is a tuple that represents a1 and a5, m2 represents a2 and m3 represents a3. Intuitively, each tuple of the Mrelation contains the following information: (1) the fields of the initial relation that are needed for the computation of the "best"subsets, and (2) the number of the original tuples that the M -tuple represents.
The idea behind the M -relation optimization is to compute the k-subsets of the profile relation directly from the M -relation. However, since one M -tuple m corresponds to n ≥ 1 original tuples, we must allow up to n duplicates of m in the subset generation step. For example, consider again the C1 preference from Example 4. If we did not allow duplicates of the M -tuples, the best set {a1, a5, a6} (which corresponds to the multiset {m1,5, m1,5, m6}) could not be produced. On the other hand, if we allow any arbitrary duplicates of M -tuples, the generation step would produce the multiset {m1,5, m1,5, m1,5}, which corresponds to a nonvalid solution of the problem.
The M -relation in the framework of [28] is generated via an SQL query. In our approach, the user defines the Mrelation by only specifying the fields of the initial relation that are needed for the computation of the best subsets, and does not have to deal with the computation of the number of the original tuples that correspond to a specific Mtuple. Omitting the details, the winnow operator for the M -relation case is the following: The mrel_mrelation predicate computes the M -relation, which contains tuples with two elements, where the first element is defined by the user (as discussed before), and the second element is the number of the corresponding tuples of R of the given M -tuple. The mrel_multisubsetof predicate uses a different subset-production procedure from that of the unoptimized subsetof predicate, by allowing up to n duplicates of the user-defined meta-tuple t, where (t, n) ∈ Mrelation. Notice that the result of the winnow operator in this case will be a set of M -tuples, so we need to retrieve the corresponding tuples from the base relation. This is done with the predicate mrel_subsetsfrom, which is a variant of the standard subsetof predicate, which in each step, for each element of the multisubset list, selects one corresponding element of R and continues to the next element with the remaining elements of R.
We have experimented with the above two optimizations and have observed that for the examples we have tried they indeed offer quite significant speedups. Moreover, our experience shows that these optimizations can be expressed quite concisely and implemented effectively in higher-order logic programming (and in Hilog in particular). As it has been noted many times through the present paper, the important advantage of the higher-order logic programming approach is that the definition of preference relations, the operators for processing preference relations, the queries, and even the optimizations, can be written in the same language. We believe that this provides a simple and unifying framework for dealing with preferences of various kinds.
RELATED WORK
Preferences play an important role in knowledge representation and have many applications in several domains. In this section, we discuss related work regarding preference representation formalisms that have been proposed in databases and logic programming. As a general comment, we could say that our approach is not very directly related to most of the existing ones, since, to our knowledge, it is the first time that the use of a higher-order language is proposed as a framework for expressing preferences. However, in certain cases there exist some underlying connections to certain of the proposed techniques, which we highlight below. Moreover, it is interesting to observe that most of the techniques we review below, introduce new language constructs and semantics, an indication that a stronger formalism than that of traditional relational calculus or classical logic programming is needed in order to express preferences.
As already mentioned, formalisms for representing preferences can be divided [25] into the qualitative and the quantitative ones. We start with a discussion about quantitative systems (which are the most distant from our approach) and continue with a discussion about qualitative approaches in databases and logic programming.
Formalisms for Quantitative Preferences
In the the quantitative approach, preferences are expressed by assigning numerical values on tuples, such that one tuple is preferred over another if its preference score is higher. In the database domain, relevant quantitative approaches are developed in [1] , where the score can be obtained by a function which takes a tuple and returns a numerical value, and in [18] , where the score is obtained by specifying appropriate selection conditions. Quantitative approaches in logic programming can be found in certain many-valued or probabilistic extensions of traditional logic programming, such as for example [26, 10, 21, 14, 22] . In probabilistic extensions the programmer is usually required to rank rules (or facts) with a certainty factor or to use a special form of implication in rules that has attached a numerical attenuation factor. These extensions of logic programming are usually not designed in order to express preferences but have a flavor of prioritized logic programming, since, for example, facts that have different numerical factors can be considered to be of different preferences. Another relevant work in this line of research is [23] which proposes a technique for representing preferences using a logic with an infinite set of truth values; in [23] the numerical values are not explicit but are created using appropriate preferential operators.
It can be shown that the quantitative approaches are less general than the qualitative ones: there exists a preference relation that can not be expressed using a scoring function (see Example 1.2 in [8] [page 428] and the discussion in Subsection 7.1.2 of the same paper). We believe that many quantitative systems are actually quite sophisticated and they may prove to have interesting applications. However, when it comes to expressing preferences at a high declarative level, we feel that the qualitative approach has an advantage. As remarked in [11] , "humans are rarely willing to express their preferences directly in terms of a value function. [...] Instead of rating complete alternatives immediately, it is normally much easier and arguably more natural to provide information about preferences in separate pieces, preferably in a qualitative way".
Qualitative Preferences in Databases
One of the earliest works in qualitative preference queries in databases is [19] where the authors propose an extension of relational calculus in which preferences for tuples satisfying given logical conditions can be expressed. For example, one could say: pick the tuples of R satisfying Q ∧ P1 ∧ P2; if the result is empty, pick the tuples of R satisfying Q ∧ P1 ∧ ¬P2; if the result is again empty, pick the tuples of R satisfying Q ∧ ¬P1 ∧ P2. As discussed in [8] , this approach can be simulated by the techniques in [8] , and therefore also by our framework.
We believe that the framework of [8] is one of the most mature ones in the corresponding database literature. A detailed comparison with our approach has been given throughout the present paper. Another influential work in the same area is that of Kießling [15] . Contrary to the logical approach advocated by Chomicki, Kießling takes an algebraic approach by using a formal language which offers some preference constructors such as POS and NEG. For example, a POS(vendor,{qualityBooks}) preference states that a book from the qualityBooks vendor is preferred, while on the other hand a NEG(vendor,{booksForLess,lowestPrices}) preference states that a book is not preferred if it is from booksForLess or lowestPrices vendors. These preference constructors can be further combined in order to express more complex preferences. Several preference combinators are supported, such as Pareto, lexicographic, and so on. In addition, two implementations of this system (Preference XPATH [16] and Preference SQL [17] ) are provided. Kießling's framework has some common characteristics with that of [8] (see [8] [Section 10.1] for a detailed comparison) and many arguments we have used throughout the paper in order to compare our work with that of [8] , can also be used in order to compare it against the work of [15] . For example, the work in [15] does not allow having arbitrary constraints in preference formulas and it allows only restricted use of extrinsic preference relations and of the transitive closure operation.
Qualitative Preferences in LP
A number of different approaches have been proposed in the logic programming domain with the purpose of supporting qualitative preferences. These approaches can be categorized in two main streams:
• those that use preferences in order to select the best solutions to a given problem that has been expressed as a logic program.
• those that use preferences in order to resolve conflicts that appear in non-monotonic extensions of logic programming (such as multiple minimal models).
Closer to the approach presented in this paper are these that fall in the first category, such as [12, 9, 13] . In order to support preferences, it is common to use syntacticallyextended logic programs. For example, the approach in [12] studies logic programs that consist of two parts. The first part is a set of first-order definite logic clauses while the second part is a set of optimization definitions expressed as constraints on the atoms of the first part. The proposed semantics selects a preference model of the program among the possible models such that it optimizes the second part of the program. A notable drawback of the approach presented in [12] is that negation-as-failure is not allowed in the programs. A later work reported in [9] identified the drawback in [12] and proposed a different technique to support logic programs with negation-as-failure. The proposed approach in [9] is to transform a logic program with preferences into an equivalent logic program with negation. The authors of [9] suggest that the well-founded model of the transformed program is the intended model of the program with preferences and they prove that this model coincides with that of [12] (for the class of programs supported by [12] ). The program transformation encodes a behavior that is similar to that of the winnow operator. In [13] , which is also closely related to [12] , the proposed semantics uses two meta-operators over the minimum model of the non-optimization part of the program in order to remove the atoms that are not the most desired ones with respect to the preference definition. These operators, again, resemble to the winnow operator that we are using, but in this case the winnow operator is not hardcoded in the program but in the evaluation of the preference model. As a result, in the approaches [12, 9, 13 ] the preference relations and the winnow operator can not appear as building blocks of queries. This fact implies that one can neither use different preferences over the same relation nor define and use alternative operators apart from winnow. Moreover, one can not define preferences over sets of tuples. Overall, the above mentioned techniques appear to lack in expressiveness when compared to the proposed approach.
The second category of approaches is applicable to logic programming languages that are extended with features such as disjunctions in the head, default and explicit negation, and so on. In short, non-monotonicity plays a vital role in the approaches of this category. Some research works that fall into this research direction are reported in [24, 3, 4, 29] (see also the excellent review given in the related-work section of [24] ). The key idea behind all these approaches can be described as follows. A logic program that is extended with non-monotonic characteristics, usually has many minimal models. In order to choose the most appropriate models, we add to the program preference information. Usually this preference information is either given as an ordering of atoms, literals, or even rules of the program. We concentrate on [24] (and similar arguments can be given for the rest of the cited works). In [24] a priority relation, which is reflexive and transitive, is given over the set of literals of the program. Then, the preferred answer-set semantics of the program is defined, an approach that generalizes the classical stable model semantics of Gelfond and Lifschitz. There are many important differences between our work and that of [24] . First, our work can be applied both to positive programs as-well-as to programs that use negation. On the other hand, the work of [24] is only meaningful when nonmonotonicity is present in the program (as noted in [24] , if a program is positive then it always has the same model independently of the preference relation given). Therefore it is not at all obvious how the technique of [24] (and all other related approaches) can be applied to express preferences over simple database relations. The task of defining preferences over sets of tuples appears to be even more difficult.
Another important difference of the proposed approach with respect to many other existing approaches in the logic programming domain, is that it is not very hard to implement and it can be used to directly run some interesting and non-trivial applications.
CONCLUSIONS AND FUTURE WORK
In this paper we have proposed the use of higher-order logic programming as a formalism for expressing and manipulating preferences. The proposed framework can express both intrinsic and extrinsic preference relations, it can be used to define a variety of interesting alternative operators beyond winnow and it can also represent set preferences in a natural way. All the programs and techniques we have presented have been implemented and run directly in Hilog. There exist however many interesting open questions that if answered would help firmly establish the very close connections between higher-order logic programming and preferences.
• The present paper suggests that a fragment of higherorder logic programming can be used as a purely logical framework for expressing preferences. This fragment is essentially a higher-order extension of Datalog that supports negation and tuples in a restricted way. We have used natural numbers only in order to define specialized operators over preference relations (see Subsection 4.4) and aggregate operators in the case of extrinsic and set-based preference relations (see Example 10). We believe it would be very interesting to study the properties of this Higher-Order Datalog with tuples and negation, a language that generalizes classical first-order Datalog. For example, it would be interesting to investigate bottom-up proof procedures, optimizations (such as a higher-order extension of magic-sets [2] ), alternative semantics of negation, and so on.
• For implementing the concepts presented in the paper, we have used the XSB system which provides a mature and stable implementation of Hilog. Despite the fact that we faced no problems in implementing preferences over tuples, the implementation of queries over set preferences was not straightforward. The reason for the difficulties we faced was the way that Hilog treats uninstantiated predicate variables: it searches the program to find appropriate predicates that can be substituted; if no predicates are found, the query fails. This state of affairs is due to a well-known distinction between extensional and intensional semantics for higher-order logic programming (see for example the corresponding discussion in the first pages of [5] ). We believe that an extensional higher-order logic programming language would offer advantages in the implementation of set preferences because the interpreter of the language would automatically produce all the possible sets that should be substituted for the uninstantiated predicate variables. We have implemented an extensional language called Hopes 3 and we are currently working on extensions of the implementation that would allow preferences to be expressed more effectively than in Hilog. In particular, we are working on producing a stable and efficient version of Hopes that will support constructive negation [6] , a concept that is very useful in the processing of set preferences.
• In this context, and besides the more theoretical discussion in [5] , we will also investigate the impact of using extensional higher-order logic programming semantics to the efficiency of computation for our preferences formalism. Extensional semantics affords us direct applicability to databases, allowing us to apply our work to large-scale distributed databases and to tackle use cases beyond those that can be computed by our proof of concept implementation.
Overall, we believe that the representation of preferences in a higher-order setting is an exciting new application area for higher-order logic programming and also a chance for developing new and very expressive preference representation formalisms.
