Novel Multi-dimensional Upwind Constrained Transport (MUCT) schemes on unstructured triangular grids are described. Constrained Transport (CT) discretizations conserve the divergence-free nature of divergence-free vector fields on the discrete level. Multi-dimensional Upwind (MU) schemes generalize the concept of dimensionally split upwind schemes for hyperbolic systems to truly multidimensional upwind discretizations on unstructured grids with compact stencils consisting of nearest neighbors. In the present paper the concept of Constrained Transport, generalized to unstructured triangular grids using face elements, is combined with the concept of Multi-dimensional Upwind advection schemes. The resulting MUCT schemes are applied to flow simulations on 2D triangular unstructured grids. The schemes are applied to the numerical solution of Faraday's law of induction in the Magnetohydropdynamic (MHD) approximation, which describes the dynamical evolution of a divergence-free magnetic field, and to the numerical solution of the the recently proposed hyperbolic system formed by the 'Shallow Water' Magnetohydrodynamics equations. It is described how the two-dimensional MUCT schemes presented can be generalized to flow simulation on three-dimensional tetrahedral grids. The MUCT schemes can be applied to any hyperbolic system with divergence-free fields, including the full MHD equations. In the MUCT schemes the CT approach is generalized to multi-dimensional methods on unstructured grids.
Multi-Dimensional Upwind Constrained Transport on Unstructured Grids for 'Shallow
Water' Magnetohydrodynamics
Introduction
Constrained Transport (CT) discretizations 1 conserve the divergence-free nature of advected divergence-free vector fields on the discrete level up to machine accuracy. CT discretizations are, e.g., attractive for simulations of physical systems involving the advection of magnetic fields, since it is an experimental fact that there exist no magnetic monopoles in nature, which is expresssed in the condition that the divergence of the magnetic field vanishes. CT discretizations mimic this physical property on the discrete level, which for some applications means that more accurate, more stable, or faster converging results can be obtained. Several variants of numerical schemes of CT type have been derived for Magnetohydrodynamic (MHD) simulations on logically structured curvi-linear grids 2-7 since CT schemes were introduced by Evans and Hawley in 1988.
1 Generalizations to unstructured grids have not been described in the literature.
Multi-dimensional Upwind (MU) residual distribution schemes generalize the concept of dimensionally split upwind schemes for hyperbolic systems to truly multidimensional upwind discretizations on unstructured grids with compact stencils consisting of nearest * Post-doctoral researcher; desterck@colorado.edu neighbors. They were proposed by Roe, Deconinck and co-workers, 8, 9 and have extended their reach of application in recent years up to three-dimensional (3D) turbulent Navier-Stokes calculations 9, 10 and 3D MHD calculations.
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In the present paper the concept of Constrained Transport, generalized to unstructured triangular grids using face elements, is combined with the concept of Multi-dimensional Upwind advection schemes. The resulting Multi-dimensional Upwind Constrained Transport (MUCT) schemes are applied to twodimensional (2D) flows described by Faraday's equation and flows described by the recently proposed system of 'Shallow Water' Magnetohydrodynamics (SMHD). 12 The MUCT schemes can be applied to any hyperbolic system with divergence-free fields, including the full Magnetohydrodynamics (MHD) equations, and they can be generalized to 3D. In the MUCT schemes the CT approach is thus generalized to multidimensional methods on unstructured triangular or tetrahedral grids. This paper is organized as follows.
In the first Section we present the background material necessary for the derivation of the MUCT schemes. Illustrated by the example of Faraday's equation, we discuss the general concept of Constrained Transport on unstructured grids. We provide a geometrical interpretation in terms of concepts from differen-tial geometry, and we describe the reconstruction of the cell magnetic field using face elements. A brief overview of Multi-dimensional Upwind residual distribution schemes is given.
In the second Section a class of Multi-dimensional Upwind Constrained Transport (MUCT) Schemes for Faraday's equation in 2D is proposed. We propose two different flavors of schemes, the first based on Multidimensional Upwind interpolation of the cell magnetic field towards the nodes, the second based on regular Multi-dimensional Upwind schemes for the scalar advection equation. The schemes are illustrated with simulations of smooth and discontinuous model flows.
The third Section discusses the extension of the MUCT schemes to the recently proposed 2D hyperbolic system of 'Shallow Water' Magnetohydrodynamics (SMHD) 12 that describes the dynamics of nearly incompressible conducting fluids for which the evolution is nearly two-dimensional with magnetohydrostatic equilibrium in the third direction. The novel SMHD equations are presently being used in the study of the dynamics of layers in the solar interior, but they may also be applicable to problems involving the free surface flow of conducting fluids in laboratory and industrial environments. The SMHD equations and their hyperbolic properties are briefly reviewed. MUCT schemes are then presented for the SMHD equations, and they are tested on a steady flow with a shock, a contact discontinuity and a rarefaction wave. The numerical divergence errors present in simulation results obtained by a traditional non-CT Multi-dimensional Upwind residual distribution scheme, a non-CT finite volume scheme, and the new MUCT scheme are compared.
Multi-Dimensional Upwind
Constrained Transport
Constrained Transport on unstructured grids
In the present Section we intend to describe various ways in which the evolution Equation for the magnetic field B given by
can be solved numerically. This Equation can be derived from Faraday's law ∂ B/∂t = −∇ × E in the approximation of a perfectly conducting MHD plasma flowing with velocity v, for which the electrical field E is given by E = − v × B. In the present and following Sections we assume that the plasma velocity v is constant in space and time, a condition to be relaxed in the Section on MUCT schemes for the SMHD equations.
The divergence constraint Eq. 2 can be written in integral form as
Remark that Eq. 1 implies that
The divergence constraint is thus conserved in time on the partial differential equation (PDE) level. This is because the time evolution of B is governed by a curl law. Let us consider three alternative ways in which Eq. 1 can be solved numerically.
First, we can write the curl law as a divergence law using the divergence constraint:
This is the standard form of a hyperbolic conservation law. One can use the standard techniques for the numerical solution of hyperbolic conservation laws to discretize this Equation.
The ∇ · B = 0 constraint, however, is violated in general on the discrete level because no special care is taken to conserve it. For smooth flows this does generally not pose significant problems, but at discontinuities large ∇ · B errors may arise, which may make numerical schemes unstable. [13] [14] [15] One needs to resort to special tricks to resolve this numerical unstability (e.g. the Powell source term 13, 14 ), but for some flows it remains a problem that the constraint is violated on the discrete level, which may, for instance, result in wrong jumps at discontinuities.
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A second way to approach solving Eq. 1 numerically is to rewrite it as a time evolution equation for the magnetic field integrated over a surface S bounded by a closed curve l:
The integral quantity in the left hand side of this equation is called the magnetic flux through the bounded surface S. On the discrete level, we can evaluate this formula in terms of the average normal field over the surface S: B · ndS =B n ∆S.
If calculated by Eq. 6, these average normal fields satisfy exactly a discrete divergence constraint, because if we integrate the magnetic flux over a closed surface formed by several discrete surfaces, this closed surface does not have a boundary, such that the right hand side of Eq. 6 vanishes. This is interpreted below as a consequence of the geometrical property that the boundary of a boundary vanishes. One can also say that the different right hand sides of Eq. 6 cancel out when discrete surfaces are taken together to form a closed surface. The third way we consider to approach solving Eq. 1 numerically is to rewrite it by introducing the vector potential A:
with evolution equation
Londrillo and Del Zanna 6 make the pertinent remark that this is actually a vector Hamilton-Jacobi equation. 16 If we discretize Eq. 9 and calculate B from Fig. 1 The components Bn of a divergence-free magnetic field normal to the surfaces of a tetrahedron can be obtained from the tangential components of the vector potential At, or the electrical field Et, along the edges of the tetrahedron.
Let us now investigate what this means for a 3D domain partitioned in non-overlapping tetrahedral cells (Fig. 1) . If the temporal evolution of the tangential components of the vector potential A t can be calculated in some way on the edges of the tetrahedron (Fig.  1 ) wit the use of Eq. 9, then the components B n of a divergence-free magnetic field normal to the cell surfaces can be obtained from Eq. 10. Alternatively, the components B n of a divergence-free magnetic field normal to the cell surfaces can also be updated directly using Eq. 6, if the tangential component of the electrical field E t = −( v × B) t can be established on the edges (Fig. 1) of the tetrahedron.
The constraint-conserving approaches to discretize Eq. 6 for the flux through a surface or Eq. 9 for the vector potential have been explored extensively on structured grids, and have been called 'Constrained Transport' discretizations since they were introduced by Evans and Hawley.
1 However, they have not been explored on unstructured grids, because on unstructured grids it is not immediately obvious how one can reconstruct the full magnetic field vector from its normal components. Indeed, Eq. 6 only gives an evolution equation for the normal components B n of the magnetic field, whereas the full magnetic field vector B is necessary to evaluate its right hand side. The evolution equation for the vector potential Eq. 9 also requires the full magnetic field vector B to evaluate its right hand side.
For both cases, however, consideration of so-called 'vector basis functions' or 'edge elements' and 'face elements', to be described in detail below, gives the solution of reconstructing vector fields from components perpendicular to a face or tangential to an edge (see Ref.
17 and references therein). For simulations of the Maxwell equations on unstructured grids these techniques have been used for about ten years by now.
17, 18
For MHD or Faraday's equation in the MHD approximation, CT discretizations on unstructured grids using edge and face elements have, to our best knowledge, not been described. They have recently been proposed for the first time by Robinson and Bochev at SANDIA National Laboratories, who are developing CT methods on unstructured grids with quadrilateral elements using classical 1D upwind methods. In the present paper we combine Multi-dimensional Upwind techniques with a CT face element approach in 2D (we discretize divergence-conserving equations Eq. 6 or Eq. 9), thus obtaining MUCT schemes on 2D triangular unstructured grids. Using the methodology described in this paper the 2D MUCT schemes can easily be generalized to 3D. For now we limit ourselves to the description of MUCT schemes on 2D triangular grids in the xy plane, with B z = 0 and v z = 0 (so-called planar flow). Only the component A z of the vector potential is then non-vanishing. On triangles, the edges that contribute to carrying the tangential vector potential component A z collapse and coincide with the nodes, while the faces that contribute to carrying the xy magnetic field components collapse to the edges of the triangles (Fig. 2) . Therefore, in an implementation of CT on a 2D triangular grid, we can store the normal magnetic field components B n on the edges, and the vector potential A z in the nodes.
The evolution equation for the normal magnetic field components Eq. 6 now becomes
with the integral along a cell edge connecting nodes labeled 1 and 2. The alternative evolution equation Eq. 9 for the vector potential simplifies to
with the normal magnetic field obtainable from the vector potential as
the latter relation following from Eq. 10. 3 shows how CT schemes on regular Cartesian grids are simplified as compared to unstructured grid CT schemes. The normal components of the magnetic field are just the Cartesian components B x and B y , which can easily be interpolated to the nodes to provide the magnetic field vector B needed to calculate E z . Face elements are thus not needed to reconstruct the magnetic field. This approach can be generalized to general structured curvi-linear logically rectangular grids using generalized coordinates transformations.
1, 7

A geometrical interpretation
The reason why it is natural to represent the divergence-free magnetic field by its components normal to cell interfaces can be illustrated by considering general concepts from differential geometry, which are sketched in Fig. 4 (see e.g. Ref. , 19 pp. 69-76, for a nice brief introduction with further references). In 3D space, forms -e.g. the 1-form or vector ω 1 = A dx + B dy + C dz -, are dual to chains -e.g. the 1-chain or line C 1 -, in the sense that the integral of a i-form over a i-chain is a number -e.g. C1 ω 1 is the line integral of vector ω 1 along line C 1 (as in the right hand side of Eq. 6). In the same way the flux over a surface is given by C2 ω 2 (as in Eq. 7).
For the chains (bottom of Fig. 4 ), δ is the 'boundary' operator. The boundary of a i-chain is a closed i − 1-chain: its boundary vasishes. Indeed, the boundary of, e.g., a volume, is a closed surface, and a closed surface does not have a boundary itself! The boundary of a boundary thus vanishes (δ 2 ≡ 0). For the forms, the exterior derivative d acts as a gradient on a scalar, as a curl on a vector, and as a divergence on a 2-form (or axial vector). Here too,
The gradient of a scalar is a closed vector: its exterior derivative (curl) vanishes. The magnetic field B is a closed 2-form: its divergence vanishes. It is the curl of a vector, the vector potential A. The magnetic field 'geometrically' is not a regular vector, but is an axial vector, or an anti-symmetric 3 × 3 tensor (which has 3 independent components). An axial vector transforms differently under coordinate transformations than a regular vector. Edge elements are vector basis functions that describe the vector field in the cell in terms of the vector components tangential to the cell edges. Face elements are (axial) vector basis functions that describe the (axial) vector field in the cell in terms of the (axial) vector components normal to the cell faces.
17 Closed vectors can be represented discretely in a basis of edge elements such that the curl constraint is satisfied everywhere in the cell (see below for examples). Closed 2-forms like the magnetic field can be represented discretely in a basis of face elements such that the divergence constraint is satisfied everywhere in the cell (see below for examples).
Reconstruction of the cell magnetic field using face elements
We consider face elements in triangles.
17 Face elements P i are (axial) vector basis functions with a constant normal component along an edge of the triangle, and vanishing normal component along the two other edges. The (axial) vector field B in the cell can then be described in terms of the (axial) vector components normal to the cell faces B n as
with the sum running over the three cell edges, and the The boundary of a boundary thus vanishes (δ 2 ≡ 0). For the forms, the exterior derivative d acts as a gradient on a scalar, as a curl on a vector, and as a divergence on a 2-form (or axial vector). Here too, d
2 ≡ 0, e.g. ∇ × (∇φ) ≡ 0. The gradient of a scalar is a closed vector: its exterior derivative (curl) vanishes. The magnetic field B is a closed 2-form: its divergence vanishes, and it is the curl of a vector, the vector potential A. The magnetic field 'geometrically' is not a regular vector, but is an axial vector, or an anti-symmetric 3 × 3 tensor (which has 3 independent components). Closed vectors can be represented discretely by edge elements, and closed 2-forms like the magnetic field can be represented by face elements.
constant normal component along the edges. In Ref. 
The definition of the face elements P i in terms of the geometrical quantities defined in Fig. 5 is
Their properties are ∇ · P i = constant, ∇ × P i = 0, and n i · P j = δ i,j . This justifies expansion Eq. 14, and shows that the divergence of the reconstructed field B is constant over the whole triangle. The ∇ · B constraint makes that for every triangle there are only two independent B n,i components. This also means that a divergence-free vector field described in a linear face element basis in a triangle is constant over the triangle (since a constant vector has two degrees of freedom). This is also true in a tetrahedron, but not in, e.g., quadrilateral elements. 17 Expressions for face elements for quadrilaterals similar to the expressions in Eq. 15 can be found in Ref.
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For curl-free fields, edge elements N i with constant tangential component along one edge and vanishing tangential component along the other edges can be defined, 17 such that a vector field E can be expressed in terms of its tangential components at the edges as We do not need edge elements in the MUCT schemes for 2D problems to be described below.
The edge and face elements described here are also called Nedelec elements or Raviart-Thomas elements. 17 They can be generalized to quadrilaterals.
Multi-Dimensional Upwind Schemes
We give a very brief overview of Multi-dimensional Upwind residual distribution schemes here limited to the case of a scalar advection equation. The reader is refered to Ref.
9 for details and system schemes, which are analogous to scalar schemes.
Given the conservation law
one defines the cell residual
in cell T . 
The cell residual Φ
T is then distributed to the nodes u i of the cell as Φ
with i∈T β T i = 1 for conservation (Fig. 6) . In a next step the contributions to node i are assembled from all i Fig. 7 The contributions to node i are assembled from all surrounding triangles.
surrounding triangles (Fig. 7) , and the nodal value is updated as
with S i the area of the median dual cell around node i. The distribution coefficients β i are determined such that the resulting scheme is upwind. In quasi-linear form the conservation law reads
We define the upwind parameters k i as k i = λ T · n i /2 A scheme is called upwind if the residual is distributed to downwind nodes only:
Two cases can be considered: distribution to one target or two targets (Fig. 8) . The distribution depends continuously on the direction of the advection vector λ, which means that these schemes are truly Multi-dimensional Upwind.
Many Multi-dimensional Upwind schemes have been proposed; in the present paper we consider the following five schemes.
For the Galerkin or central scheme the distribution coefficients are given by β i = 1/3. The Galerkin scheme is unstable for advection.
For the Lax-Wendroff (LW) scheme one chooses β i = 1/3 + ∆t/(2S T ) k i , with S T the area of the cell. This schemes is second order accurate in space and time, but not positive (or not oscillation-free at discontinuities), and not upwind.
For the LDA scheme the distribution coefficients are given by β i = k order in space for steady flow, upwind, but not positive.
For the N scheme
This scheme is only first order accurate, it is positive, and upwind.
The PSI scheme is a limited N scheme. 9 It is second order for steady flow, positive, and upwind.
All these Multi-dimensional Upwind residual distribution schemes are compact on a stencil of nearest neighbors. As in finite volume schemes, it seems to be impossible to obtain second order accuracy in space and time together with positivity on a stencil of nearest neighbors. Space-time schemes allow for second order accurate positive schemes on compact stencils in space, but the stencil has to be extended in time. 9 In the present paper we use the Multi-dimensional Upwind residual distribution schemes as defined above. Our main goal is to describe and illustrate the new MUCT schemes and their performance related to conservation of the ∇ · B constraint. In this context the order of accuracy of the discretizations is not of primary concern.
MUCT Schemes for Faraday's equation
MUCT Schemes
We propose two flavors of MUCT schemes for Faraday's equation.
MUCT interpolation schemes for the normal field equations
In the first flavor of 2D MUCT schemes we discretize Eq. 11 using 'Multi-dimensional Upwind' interpolation of the B cell,j that surround node i to B in node i.
We use the Multi-dimensional Upwind interpolation formula given by
with S T,j the area of cell j. For upwind β j , this is an upwind-weighted and area-weighted, conservative interpolation. For the distribution coefficients β j we tried out Galerkin, LW, and LDA, with results to be reported below. The standard Multi-dimensional Upwind residual distribution schemes for advection can thus be reinterpreted as Multi-dimensional Upwind interpolation schemes.
MUCT schemes for the vector potential
In the second flavor of MUCT scheme we solve Eq. 12 using the classical MU schemes (with explicit Euler forward time discretization). This flavor of the MUCT schemes for Faraday's equation simply boils down to the regular scalar MU schemes for the z component of the vector potential A z . 9 The divergence free magnetic field components normal to the cell edges can then be derived as secondary variables using Eq. 13, and the divergence-free magnetic field can be reconstructed everywhere in the domain using Eq. 14. However, as mentioned before, the magnetic field is constant in every cell, and it turns out that this constant magnetic field in the cell can also be obtained by taking the gradient of the z component of the vector potential A z assumed to vary linearly over the cell. Face element vector basis functions are thus not necessary in the case of 2D triangulated domains if one solves Eq. 12 directly. In 3D and on quadrilaterals in 2D this simplification does not carry through. We tried all five schemes MU schemes described above, and report on the results below. 
Model flows
All model flow simulations in the present paper are carried out on grids with the structure of the grid of Fig. 9 . This grid of triangles is constructed from an initial structured grid, but it is unstructured and anisotropic because some nodes have four neighboring cells, while other nodes have eight neighboring cells. We consider two model flows for the MUCT schemes for Faraday's law. In the first model flow the magnetic field derived from a smooth Gaussian potential with expression A Z = exp(−50 r 2 ), initially centered at position (x = −0.5, y = −0.5), is advected with speed (vx = 1.0, vy = 0.5) for a duration of t = 0.7 on a grid with 61 × 61 nodes.
In the second model flow the magnetic field derived from a discontinuous potential with A z = 1 for r < 0.25 and A z = 0 for r > 0.25, initially centered at position (x = −0.5, y = −0.5), is advected with speed (vx = 1.0, vy = 0.5) for a duration of t = 0.7 on the same grid.
MUCT interpolation schemes for the normal field equations
In Fig. 10 the results of the smooth flow model problem simulated with the MUCT interpolation schemes for the normal field equations are shown. The magnetic field lines are plotted. The Galerkin interpolation creates oscillations. The LDA interpolation diffuses the magnetic field in the direction of the streamlines. The LW interpolation gives a second order accurate solution.
MUCT schemes for the vector potential
In Fig. 11 the results for the simulations with the MUCT schemes for the vector potential are presented. The initial profile is again best preserved by the LW scheme. The Galerkin, LDA and LW are very similar to the results of the MUCT interpolation schemes of Fig. 10 . The schemes are almost identical. The N scheme is rather isotropic but diffusive; the PSI scheme suffers from diffusion biased in the streamline direction. Fig. 12 shows how the magnetic energy de- cays due to numerical diffusion. The Galerkin scheme is clearly unstable. Only the Lax-Wendroff scheme is second order accurate for this time-dependent flow problem. In Fig. 13 we show the simulation results for the discontinuous profile. Clearly the LDA and LW schemes lose positivity. For discontinuous flow only the N or PSI schemes are viable. Physically one would not directly expect very large gradients in the vector potential to occur in most flows.
Application to the 'Shallow Water' Magnetohydrodynamics Equations
'Shallow Water' Magnetohydrodynamics as a hyperbolic system
Recently the 'Shallow Water' magnetohydrodynamic (SMHD) equations have been proposed 12 for describing the dynamics of nearly incompressible conducting fluids for which the evolution is nearly twodimensional with magnetohydrostatic equilibrium in the third direction. The SMHD system is a magnetohydrodynamic (MHD) analog to the classical shallow water equations. [20] [21] [22] The SMHD equations are presently being used in the study of the dynamics of layers in the solar interior, 23 but they may also be applicable to problems involving the free surface flow of conducting fluids in laboratory and industrial environments.
The properties of SMHD as a hyperbolic system have been discussed extensively by De Sterck in Ref.
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Here we briefly recapitulate the expressions that are relevant for the derivation of MUCT schemes for the SMHD equations as discussed below.
The equations of SMHD
12 describing the temporal evolution of the primitive variables V = (h, v x , v y , B x , B y )
T are given by
Here h is the height of the conducting fluid, v x and v y are the components of the fluid velocity vector v, and B x and B y are the components of the magnetic field vector B. These five state variables are functions of time t and spatial coordinates x and y. The parameter g is the magnitude of the gravitational acceleration. The evolution equations are supplemented with a divergence constraint ∇ · (h B) = 0. The evolution equations are such that this constraint remains automatically satisfied at later times if it is satisfied at an initial time.
As is shown by Gilman, 12 the SMHD equations (24) can be derived from the full MHD equations by integration in the z direction under the assumptions of incompressibility, 2D variation of the flow variables, and magnetohydrostatic equilibrium in the z direction:
The derivation of SMHD from MHD is analogous to the derivation of the shallow water equations from the Euler equations.
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Using the ∇ · (h B) = 0 constraint, the SMHD equations (24) can be recast in the form of a system of conservation laws, as a function of the conserved variables U = (h, m x , m y , φ x , φ y )
Tensor notation is used here, with for instance the i, jth component of B v given by ( B v) i,j = v i B j . This form of the equations explicitly shows that the temporal variation of the conserved quantities is balanced by the divergence of a flux. Four wave modes are described by the SMHD equations. The eigenvalues of the Jacobian are given by
with
The fifth wave is a spurious wave (the ∇· B-wave 13, 14 ). The columns R i of matrix
(30) are the right eigenvectors of the Jacobian, and describe the properties of the SMHD waves.
Wave modes 1 and 2 are called Alfvén waves due to their close resemblance to the MHD Alfvén waves. As can be seen from inspecting R 1 and R 2 , the Alfvén waves carry only perturbations in v y and B y , the vector components perpendicular to the direction of propagation.
Wave modes 3 and 4 are gravity waves that are modified by magnetic forces, and are called magnetogravity waves. They carry perturbations in the longitudinal field components, and in the height.
SMHD wave modes 1, 2 and 5 are linearly degenerate waves, as ∇λ 1 ·R 1 ≡ 0, ∇λ 2 ·R 2 ≡ 0 and ∇λ 5 ·R 5 ≡ 0. The magneto-gravity modes, however, are genuinely nonlinear, as ∇λ 3 · R 3 = 3 g h /(2 B 2
x + g h) = 0 and ∇λ 4 · R 4 = −3 g h /(2 B 2
x + g h) = 0. Compressional magneto-gravity modes can thus steepen into shocks. It is important to note that ∇λ 3 · R 3 and ∇λ 4 · R 4 do not change sign, which means that modes 3 and 4 are convex modes, such that compound shocks do not occur. 21 This is in contrast to the fast and slow MHD waves, which are nonconvex, [25] [26] [27] such that compound shocks occur in MHD flows.
MUCT schemes for SMHD
MUCT schemes for the SMHD equations can be obtained by combining Multi-dimensional Upwind residual distribution schemes for the full SMHD system with updating the normal magnetic field components or the nodal vector potentials as in Eqs. 11 or 12. In what follows we employ the system N scheme 9 and we discretize the vector potential equation Eq. 12.
From the vector potential A z we derive the divergence free magnetic field components normal to the cell edges using Eq. 13, and the cell divergence-free magnetic field is derived using Eq. 14. The cell magnetic fields are then interpolated to the nodes using Eq. 23 with the Galerkin central distribution coefficients β i = 1/3. These nodal magnetic fields are used by the system N scheme to update the other variables.
Following this nodal update the vector potential A z is advected using the scalar N scheme, with the cell advection velocity determined by the average of the nodal velocities. This constitutes the system N MUCT scheme employed in the simulations below.
Model flows
We impose a supersonic horizontal field-aligned inflow on the left boundary of the domain in Fig. 14 Figs. 14, 15 and 16 show the steady state simulation results of the resulting steady Riemann problem flow for the new MUCT scheme, and for first order and second order Lax-Friedrichs finite volume schemes (without CT). 15 It can be seen that the discontinuous inflow at the left boundary results in, from bottom to top, a shock, a contact Alfvén discontinuity, and a rarefaction. The results obtained by the three schemes agree well. We have to remark that for many flow problems, including this Riemann problem, it does not make so much difference for the global solution whether we impose the divergence-free constraint up to machine accuracy or not. For other problems, however, it has been shown that very significant differences may arise.
7 It is our aim to verify in this steady Riemann model flow if we reach our goal of obtaining a MUCT solution with a divergence-free magnetic field up to machine accuracy on unstructured grids.
Figs. 17 and 18 show the ∇ · B plots for the simulation results. Fig. 17 shows how ∇ · B is generated by the finite volume schemes. The order of magnitude of the ∇ · B generated is similar to the ∇ · B generated with the traditional full system N scheme without 
Conclusions
Novel Multi-dimensional Upwind Constrained Transport (MUCT) schemes on unstructured triangular grids were described. These schemes are obtained by combining the concept of Constrained Transport, generalized to unstructured triangular grids using face elements, with the concept of Multi-dimensional Upwind advection schemes. It was shown how a system N MUCT scheme can be designed capable of obtaining numerical flow solutions of Shallow Water MHD flows with a divergence-free magnetic field up to machine accuracy on unstructured grids. More accurate MUCT schemes based on sytem PSI or system B schemes 9 can be formulated in a completely analogous fashion.
Using the methodology described in this paper the 2D MUCT schemes presented can easily be generalized to 3D. The MUCT schemes can be applied to any hyperbolic system with divergence-free fields, including the full MHD equations. In the MUCT schemes the CT approach is generalized to multi-dimensional methods on unstructured grids.
