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Zusammenfassung
Aufgrund zufälliger Störungen, welche von außen auf das Gesamtsystem einwirken, treten bei der
Durchführung des Zugbetriebs Verspätungen vom geplanten Zustand auf. Diese Störungen sollten
bereits in der Planung durch geeignete Maßnahmen berücksichtigt werden, um eine hohe Betriebs-
qualität sicherzustellen. Daher enthalten Fahrpläne einerseits Pufferzeiten zwischen den Zügen und
andererseits Reservezeiten in den Fahr- und Haltezeiten der Züge.
Eine hohe Betriebsqualität allein durch umfangreiche Zeitzuschläge zu erzwingen, führt jedoch zu
höheren Fahrzeiten. Daher ist – um ein stabiles und robustes Verhalten zu erzielen – nicht nur die
Summe der Reservezeiten entscheidend, sondern auch deren Anordnung im Fahrplangefüge.
Zur Abschätzung der Betriebsqualität, welche in einem Fahrplan oder allgemeiner in einem Betriebs-
konzept erzielt werden kann, ist es notwendig, die Fortpflanzung möglicher Verspätungen im Eisen-
bahnnetz zu prognostizieren. Die auftretenden Verspätungsarten werden dabei durch Zufallsgrößen
mittels Verteilungs- oder Dichtefunktionen modelliert. Erfolgt eine analytische Abbildung der Ver-
spätungsfortpflanzung, so gelingt eine verlässliche Berechnung auch in großen Netzen in kurzer
Rechenzeit. Im Gegensatz zur Monte-Carlo-Simulation, bei der für jeden Simulationslauf konkrete
Realisierungen der Verspätungssituation erzeugt werden, verarbeiten analytische Verfahren die Ver-
teilungsfunktionen der zugrunde liegenden Zufallsvariablen direkt. Vorgänge, die in der Realität zu
einer Veränderung der Verspätung führen, werden in analytischen Verfahren durch Manipulationen
der Verteilungsfunktionen abgebildet.
Um die Genauigkeit und Effizienz eines solchen Verfahrens zu gewährleisten, ist zur Modellierung
der Verspätungen eine Klasse von Verteilungsfunktionen zu wählen, die einerseits eine ausreichend
genaue Anpassung an die reale Welt gewährleistet, andererseits aber bei der Anwendung der Rechen-
operationen nicht zu Laufzeit- und Speicherplatzproblemen führt. Bislang bestehende Modellierungs-
ansätze decken entweder nicht alle notwendigen Manipulationen der Zufallsgrößen ab oder erlauben
nur eine näherungsweise Durchführung dieser Rechenoperationen. Somit ist es ferner auch nicht mög-
lich, verlässliche Aussagen zu verfahrenstheoretischen Fragestellungen der Fortpflanzungsrechnung
zu liefern.
Kern dieser Arbeit ist die Erarbeitung einer Klasse von Verteilungsfunktion, welche nicht nur eine
Berechnung der Verspätungsfortpflanzung in kurzer Rechenzeit zulässt, sondern auch eine Steuerung
der Berechnungsgüte erlaubt. Auf Grundlage dieser Modellierung werden außerdem verfahrenstheo-
retische Fragestellungen behandelt, welche sich aus dem Netzzusammenhang ergeben.
Zur Untersuchung der praktischen Anwendbarkeit der gewählten Modellierung wird der Grundge-
danke, welcher bislang allein zur Untersuchung der Fahrplanstabilität genutzt wurde, auf die Echtzeit-
Prognose von Ankunftsverspätungen übertragen. Die Nutzbarkeit wird nicht nur bestätigt, sondern
die Ergebnisse zeigen, dass durch die Einbindung historischer Daten in die Berechnung eine höhere
Prognosegüte als im bislang angewandten Verfahren erzielt werden kann.
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Concluding summary
Random external disruptions impacting upon the overall system cause delays relative to the scheduled
status to arise in the running of trains. Suitable measures need to be adopted right from the planning
stage in order to accommodate such disruptions and hence ensure a high quality of traffic. This is why
timetables contain a) buffer times between trains and b) recovery margins in the driving and stopping
times of trains.
Forcing up the quality of traffic merely with the aid of extensive recovery allowances leads to longer
running times, however. Crucial to achieving patterns that are both stable and robust, therefore, is not
just how many recovery margins there are but also where they are positioned in the timetable.
In order to gauge the quality of traffic achievable in a timetable or, more generally, in an operating
concept, it is necessary to predict how potential delays will propagate through the railway network.
Random variables are used to model the types of delays arising with the aid of distribution or density
functions. Subjecting delay propagation to analytical mapping allows dependable computations to
be speedily achieved even for large networks. Unlike in Monte-Carlo simulation, where concrete
realisations of the delay situation are generated for each simulation run, analytical methods directly
process the distribution functions of the underlying random variables. Events that in practice lead to
alterations in a delay are mapped by manipulating the distribution functions in analytical methods.
Guaranteeing the accuracy and efficiency of this kind of method entails selecting a class of distribution
functions for the modelling of delays that ensures sufficiently accurate adaptation to the real world
whilst not giving rise to runtime and storage-space problems when performing computing operations.
Existing modelling approaches either fail to embrace all requisite manipulations of random variables
or else only allow such computing operations to be carried out approximatively. Furthermore, it is
impossible as a result to make reliable pronouncements on issues of procedural theory for propagation
calculation exercises.
The key objective of the present work is to elaborate a class of distribution function that enables
delay propagation to be speedily computed but also allows the quality of the computing process to be
controlled. The form of modelling adopted is additionally taken as the basis for addressing issues of
procedural theory as they arise in the context of networks.
The practicability of the form of modelling selected is then investigated by applying the basic idea,
thus far used solely to examine timetabling stability, to the real-time prediction of delays in arrival. Not
only is the method’s usefulness shown to obtain, the results also reveal that it is possible, by including
historical data in calculations, to attain a higher predictive power than in the method adopted hitherto.
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Résumé
Des retards sur les marches de train apparaissent suite à des dérangements extérieurs ayant des réper-
cussions sur le système entier. Afin de garantir une haute qualité d’exploitation, ces dérangements
devraient déjà être intégrés de manière adéquate dans la planification. C’est pour cette raison que les
horaires contiennent d’une part des réserves pouvant faire tampon entre deux marches de trains et
d’autre part des réserves dans les marches et les arrêts.
Cependant, l’utilisation de réserves supplémentaires pour améliorer la qualité d’exploitation conduit à
une augmentation des temps de parcours. Ainsi, pour obtenir un système stable et robuste, ce n’est pas
uniquement la somme des réserves qui est déterminante, mais aussi leurs positions dans la structure
horaire.
Afin d’estimer la qualité d’exploitation, qui peut être atteinte par un horaire ou plus généralement par
un concept d’exploitation, il est nécessaire de faire un pronostique de la propagation des retards sur
le réseau ferroviaire. Les différentes sortes de retards qui peuvent apparaître seront modélisées avec
des grandeurs aléatoires par le moyen de fonctions de répartition ou de densité. Grâce à une représen-
tation analytique de la propagation des retards, il est possible d’obtenir rapidement un résultat fiable
même pour un grand réseau. A l’inverse des simulations de type Monte-Carlo, qui nécessitent pour
chaque simulation une réalisation concrète des variables aléatoires, le procédé analytique va travailler
directement avec la fonction de répartition correspondant à la variable aléatoire. Les incidents qui
dans la réalité induisent une variation des retards, seront reproduits dans le procédé analytique par des
manipulations sur la fonction de répartition elle-même.
Afin de garantir la précision et l’efficacité d’un tel procédé, il faut modéliser les retards avec une
classe de fonction de répartition, qui garanti d’une part une adéquation suffisante à la réalité et qui
d’autre part ne conduit pas à des problèmes de temps de calcul ou d’utilisation de la mémoire. Les
approches existantes à ce jours ne couvrent pas toutes les manipulations nécessaires sur les variables
aléatoires ou ne permettent qu’une exécution approximative des ces opérations. Par conséquent, il
est ainsi impossible, d’obtenir des résultats fiables concernant les questions théoriques de procédé de
calcul de propagation.
20 Résumé
Le point principal de ce travail est l’élaboration d’une classe de fonction de répartition qui permette de
faire des calculs de propagation avec des temps de calcul raisonnables, tout en permettant le contrôle
de la qualité des résultats. Sur la base de cette modélisation on abordera des questions théoriques de
procédé qui apparaissent avec les dépendances sur le réseau.
Afin de tester la modélisation choisie dans des cas pratiques, l’idée fondamentale qui a jusqu’ici
uniquement été utilisée pour analyser la stabilité d’un horaire, va être appliquée au pronostic en temps
réel des retards à l’arrivée. L’utilisabilité sera validée. De plus, les résultats montrent que grâce à
l’utilisation de données historiques dans les calculs de pronostic, une amélioration de la qualité peut
être atteinte par rapport aux méthodes utilisées jusqu’alors.
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Kapitel 1
Einleitung
Bei seiner Durchführung unterliegt der Zugbetrieb zufälligen Störungen, welche zu einer Abweichung
vom geplanten Zustand führen können. Diese Störungen sollten bereits in der Planung durch geeignete
Maßnahmen bestmöglich berücksichtigt werden. Zu diesem Zweck enthalten Fahrpläne einerseits
Pufferzeiten zwischen den Zügen und andererseits Reservezeiten in den Fahr- und Haltezeiten.
Ein stabiler Fahrplan ist sowohl in der Lage, von außen induzierte Störungen (Primärverspätun-
gen) durch Ausnutzung von Reservezeiten abzubauen als auch eine Übertragung der Störungen auf
andere Züge (Sekundärverspätungen) mittels Pufferzeiten zu begrenzen. Ein Fahrplan gilt ferner als
robust, wenn er auch größere Störungen und selbst Fehler in der Datenerfassung und Modellierung
des Betriebes innerhalb bestimmter Grenzen kompensieren kann [HP08]. Als Fahrplan sind in diesem
Zusammenhang jedoch nicht nur die geplanten Fahrlagen sondern auch etwaige Verknüpfungen durch
Anschlüsse undWenden, die zugehörigen Dispositionsregeln sowie etwaige Fahrzeiteinschränkungen
durch Bauzustände zu verstehen.
Eine hohe Betriebsqualität allein durch umfangreiche Zeitzuschläge zu erzwingen, führt jedoch zu
unattraktiven Fahrzeiten. Daher ist – um ein stabiles oder robustes Verhalten zu erzielen – nicht allein
die Summe der Reservezeiten sinnvoll zu wählen, sondern diese Reservezeiten sind auch sinnvoll im
Fahrplangefüge anzuordnen.
Zur Abschätzung der Stabilität von Eisenbahnfahrplänen ist es notwendig, die Fortpflanzung von Ver-
spätungen im Eisenbahnnetz zu prognostizieren. Die auftretenden Verspätungsarten (Urverspätung,
Folgeverspätung, aktuelle Verspätung) werden dabei durch Zufallsgrößen in Form von Verteilungs-
oder Dichtefunktionen modelliert. Durch Anwendung analytischer Verfahren gelingt eine verlässli-
che Berechnung der Verspätungsfortpflanzung auch in großen Netzen in sehr kurzer Rechenzeit. Im
Gegensatz zur Monte-Carlo-Simulation, bei der für jeden Simulationslauf konkrete Realisierungen
der Verspätungssituation erzeugt werden, verarbeiten die analytischen Verfahren die Verteilungsfunk-
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tionen der zugrunde liegenden Zufallsvariablen direkt. Vorgänge, die in der Realität zu einer Verände-
rung der Verspätung führen (beispielsweise die Verspätungserhöhung durch einen Zugfolgekonflikt
oder der Verspätungsabbau durch Fahrzeitreserven) werden in analytischen Verfahren durch Mani-
pulationen der Verteilungsfunktionen abgebildet. Dazu kommen insbesondere die unbedingte und
bedingte Faltung sowie Kappungsoperationen zur Anwendung.
Um die Genauigkeit und Effizienz des Verfahrens zu gewährleisten, ist zur Modellierung der Ver-
spätungen eine Klasse von Verteilungsfunktionen zu wählen, die einerseits eine ausreichend genaue
Anpassung an die reale Welt gewährleistet, andererseits aber auch bei der Anwendung der Rechen-
operationen nicht zu Laufzeit- und Speicherplatzproblemen führt. Bislang bestehende Modellierungs-
ansätze decken entweder nicht alle notwendigen Manipulationen der Zufallsgrößen ab oder erlauben
nur eine näherungsweise Durchführung dieser Rechenoperationen. Somit ist es bislang nicht möglich,
verlässliche Aussagen zu verfahrenstheoretischen Fragestellungen zu liefern, welche bei der analyti-
schen Betrachtung der Verspätungsfortpflanzung auftreten.
Primäres Ziel dieser Arbeit ist es daher, eine Modellierung von Verspätungen als Zufallsgrößen
zu erarbeiten, welche nicht nur eine Berechnung der Verspätungsfortpflanzung in kurzer Rechen-
zeit zulässt, sondern auch eine Steuerung der Berechnungsgüte ermöglicht. Auf Grundlage dieser
Modellierung sind anschließend verfahrenstheoretische Fragestellungen zu behandeln, welche sich
aus dem Netzzusammenhang ergeben. Abschließend ist zu prüfen, ob die praktische Anwendbarkeit
der gewählten Modellierung gegeben ist. Dazu wird der Grundgedanke, der bislang zur Untersuchung
der Fahrplanstabilität genutzt wurde, auf die Echtzeit-Prognose von Ankunftsverspätungen übertra-
gen. Aus den drei Zielen ergibt sich folgende Gliederung der Arbeit, welche in Abbildung 1.1 auch
graphisch aufbereitet ist.
Nachdem im folgenden Kapitel 2 der Stand der Wissenschaft aufbereitet wird, ist die in dieser Arbeit
adressierte Problemstellung in Kapitel 3 ausführlich dargestellt. Kapitel 4 umfasst eine kurze Ein-
führung zu Zufallsgrößen im Allgemeinen und in die in dieser Arbeit verwendete Notation. Um die
gewählten Fragestellungen zu bearbeiten, erfolgt in Kapitel 5 zunächst die Definition einer Modellie-
rungsgrundlage zur Verspätungsfortpflanzung in Netzen. Daraus ergeben sich die Anforderungen an
eine geeignete Klasse von Verteilungsfunktionen, welche dann in Kapitel 6 eingeführt und hinsicht-
lich der Erfüllung der Anforderungen untersucht wird. Vorgeschlagen wird eine stückweise stetige
Verteilungsfunktion, wobei jeder stetige Abschnitt durch eine Linearkombination von Exponential-
summanden repräsentiert wird.
Zur Gewährleistung der Effizienz des Berechnungsverfahrens werden im Kapitel 7 verschiedene
Algorithmen untersucht und mittels Simulationsbeispielen gegenübergestellt. Im anschließenden Kapi-
tel 8 werden verfahrenstheoretische Fragestellungen betrachtet, die auf Grundlage der gewählten
Modellierung erstmals beantwortet werden können. Kapitel 9 wendet sich hingegen der Anwen-
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dung des Verfahrens zu. Neben praktischen Aspekten, die bei der Untersuchung der Fahrplansta-
bilität von Relevanz sind, umfasst dieses Kapitel die Darstellung eines Verfahrens zur Vorhersage der
„Estimated Time of Arrival“ mittels Auswertung gesammelter Betriebsdaten. Damit gelingt es, durch
Anwendung einer netzweiten Verspätungsfortpflanzung die Entscheidungsgrundlage in Dispositions-
systemen sowie die Reisendeninformation zu verbessern. Die Übertragbarkeit des hier vorgestellten
Verfahrens auf weitere Anwendungsgebiete, wie die Anschlussdisposition oder die Flugplanstabilität,
ist schließlich Thema des Kapitels 10.
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Kapitel 2
Stand der Wissenschaft
Für die Berechnung der Verspätungsfortpflanzung auf Grundlage makroskopischer (Eisenbahn-) Netze
bestehen zwei große Anwendungsfelder. Dabei handelt es sich einerseits um die Bewertung der Fahr-
planstabilität und andererseits um die Prognose von Ankunftsverspätungen bei mittleren bis langen
Prognosehorizonten. Grundlage beider Anwendungen ist eine Modellierung der Zufallsgröße Verspä-
tung.
In Kapitel 2.1 erfolgt zunächst eine Darstellung von Möglichkeiten zur Beschreibung von Verspätun-
gen als Zufallsgrößen. In den Kapiteln 2.2 und 2.3 wird anschließend der Stand der Wissenschaft für
die oben genannten Anwendungsfälle aufgezeigt wird.
2.1 Modellierung der Zufallsgröße Verspätung
Im Eisenbahnwesen unterliegen diverse betriebliche Einflussgrößen zufälligen Schwankungen, so
dass eineModellierung als Zufallsgröße zweckmäßig ist. (Einen allgemeinen Überblick über derartige
stochastische Modelle in der Eisenbahnbetriebswissenschaft gibt [WN08].) Neben der Beschreibung
der Fahrzeit als Zufallsgrößen bietet sich diese Art der Modellierung insbesondere für Verspätungen
an.
Eine Verspätung ist die Zeit, um die ein Zug an einem bestimmten Ort von seiner planmäßigen Zeit-
lage abweicht. Verfrühungen können dabei als „negative“ Verspätungen verstanden werden. Darüber
hinaus versteht man als Ur- oder Primärverspätung jene Störung, welche von außen auf den Betrieb
einwirkt, beispielsweise durch Signalstörungen oder außergewöhnlich hohes Fahrgastaufkommen.
Folge- oder Sekundärverspätungen beschreiben hingegen solche Verspätungen, welche zwischen ver-
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schiedenen Zügen aufgrund einer zuvor erlittenen Verspätung übertragen werden. Dies kann bei-
spielsweise aufgrund von Anschlussverknüpfungen oder Belegungskonflikten geschehen.
Zur Abbildung der „Zufälligkeit“ von Verspätungen in einem Berechnungsverfahren kommen zwei
grundsätzliche Vorgehensweisen in Frage:
 Entweder erfolgt eine Abbildung der Zufallsgröße in einemBerechnungslauf als Skalarwert und
die Allgemeingültigkeit wird mittels Durchführung zahlreicher Berechnungsläufe unter Varia-
tion der Eingangsgrößen hergestellt. Die Berechnung kann dann mittels Operationen auf Ska-
laren durchgeführt werden. Zu den relevanten Operationen gehören beispielsweise zweistellige
Verknüpfungen wie Addition und Subtraktion, Fallunterscheidungen und Maximumsbildun-
gen. Durch Zusammenfassung der skalaren Einzelergebnisse zu Stichproben erfolgt nachgela-
gert der Übergang zu Zufallsgrößen. Ein solches Vorgehen wird als Monte-Carlo-Simulation
bezeichnet.
 Alternativ erfolgt bereits während der Berechnung eine Modellierung der Zufallsgrößen durch
deren Verteilungs- oder Dichtefunktionen. Die mathematischen Operationen sind in diesem
Fall unmittelbar auf den Zufallsvariablen auszuführen. Da alle potentiellen Konstellationen von
Eingangsgrößen bereits in einem Berechnungslauf abgebildet sind, ist eine abschließende Über-
führung von Einzelergebnissen in Stichproben nicht notwendig, denn als Ausgangsgrößen lie-
gen bereits Zufallsgrößen vor. Derartige Verfahren werden im weiteren Verlauf als analytische
Verfahren benannt.
Existierende Ansätze zur Modellierung von Verspätungen und Urverspätungen als Zufallsgrößen in
analytischen Verfahren werden nachfolgend dargestellt. Grundsätzlich ist dabei zwischen der Beschrei-
bung als stetige Zufallsgröße einerseits (vgl. Kapitel 2.1.1 bis 2.1.4) und einer Diskretisierung ihrer
Verteilungs- oder Dichtefunktion andererseits (vgl. Kapitel 2.1.5) zu unterscheiden.
2.1.1 Modifizierte Exponentialverteilungen
Durch Auswertung von Ist-Daten gelang SCHWANHÄUSSER die Herleitung der nachfolgenden Ver-
teilungsfunktion. In dieser beschreibt der Parameter a den Anteil der verspätet verkehrenden Züge,
während  den Kehrwert der mittleren Verspätung t der verspäteten Züge repräsentiert:
FV (t) =
8<:0 ; t < 0,1  a e t ; t  0. (2.1)
In Abbildung 2.1 ist die korrespondierende Verteilungsfunktion illustriert. Diese weist bei t = 0
eine Sprungstelle und anschließend einen exponentiellen Ast auf. Im Fall von a = 1 gleicht die
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Verteilungsfunktion gemäß (2.1) der allgemeinen Exponentialverteilung, wie sie beispielsweise zur
Beschreibung von Lebensdauern verwendet wird.
1
F ( )V t
1-a
Verspätung t0
Abbildung 2.1: Verspätungsverteilung nach SCHWANHÄUSSER
Die Eignung dieser Verteilungsfunktion zur Beschreibung von Verspätungen im Eisenbahnverkehr
wurde an verschiedenen Stellen nachgewiesen. Neben empirischen Ansätzen durch Überprüfung des
Fittings an Stichproben (z. B. in [Her96], [WN04] und [Yua06]) erfolgte ebenso ein analytischer
Nachweis durch [EFK02]. Dieser Typ von Verteilungsfunktion wird gegenwärtig zur Modellierung
von Eingangsgrößen in zahlreichen Verfahren genutzt und auch in [Deu09b] wird die Abbildung von
Einbruchsverspätungen sowie Urverspätungen durch diesen Verteilungstyp empfohlen.
Die von WEIDNER vorgenommene Erweiterung der Verteilungsfunktion auf drei Parameter erlaubt
die Unterscheidung zwischen systematischen Verspätungsanteilen, als tsys benannt, und zufälligen
Verspätungsanteilen [WB07]. Die Funktionsvorschrift lautet:
FV (t) =
8<:0 ; t < tsys,1  a e (t tsys) ; t  tsys. (2.2)
Als Vorteil einer solchenModellierung ist hervorzuheben, dass die geringe Anzahl an Parametern eine
sehr schlanke Datenhaltung erlaubt. Nachteilig ist jedoch, dass bei der Berechnung der Verspätungs-
fortpflanzung zwangsläufig Näherungen der mathematischen Operationen anzuwenden sind, da die
daraus resultierenden Verteilungsfunktionen nicht durch die gewählte Klasse von Verteilungsfunktio-
nen zu beschreiben sind. Eine solche Eigenschaft wird nachfolgend als mangelnde Abgeschlossenheit
bezeichnet. Zweckmäßige Näherungen zur Herstellung der Abgeschlossenheit werden zwar durch
MÜHLHANS in [Müh90] sowie in [WB07] eingeführt, eine Aussage über die daraus resultierenden
Fehler wird jedoch nicht getroffen.
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2.1.2 Phasenverteilungen
Phasenverteilungen sind definiert als Verteilung der Absorptionszeiten in MARKOV-Prozessen mit
p > 0 Übergangszuständen (die Phasen) sowie einem absorbierenden Zustand. Die einfachsten Bei-
spiele sind Mischungen und Faltungen von Exponentialverteilungen, insbesondere ERLANG-Vertei-
lungen. Im Allgemeinen umfasst die Klasse der Phasenverteilungen alle seriellen/parallelen Anord-
nungen von Exponentialverteilungen inklusive Rücksprünge zwischen den Phasen.
Die Klasse ist abgeschlossen hinsichtlich einiger Verknüpfungen von Zufallsgrößen, so dass auch die
resultierende Zufallsvariable phasenverteilt ist (unbedingte Faltung von Zufallsgrößen und Summa-
tion von Verteilungsfunktionen). Dies erlaubt eine einfache analytische Behandlung von Phasenver-
teilungen inModellen, bei denen Kompositionen undMischungen von phasenverteilten Zufallsgrößen
vorkommen [Neu81].
Ferner gelingt mittels Phasenverteilungen eine beliebig dichte Annäherung sowohl an Verteilungs-
funktionen als auch Summenhäufigkeiten, die Auftretenswahrscheinlichkeiten allein für t > 0 auf-
weisen. Die Güte des Fittings hängt dabei insbesondere vom Parameter p ab. Bei einer solchen Ver-
wendung der Verteilungsklasse entsprechen die Phasen allerdings nicht mehr der Beschreibung von
Übergängen zwischen Zuständen sondern dienen allein der Formulierung der Funktionsvorschrift.
In [MM07] regen MEESTER und MUNS die Nutzung von Phasenverteilungen zur Modellierung der
Verspätungen im Rahmen der Verspätungsfortpflanzung in Netzen an. Außerdem fassen sie zusam-
men, welche mathematischen Operationen ihrer Ansicht nach zur Beschreibung der Verspätungs-
fortpflanzung erforderlich sind, nämlich die unbedingte Faltung, die Maximumsbildung sowie eine
Kappungsoperation („excess beyond“).
Die Autoren begründen dieWahl von Phasenverteilungen anhand von zwei Eigenschaften: Zum Einen
ermöglicht diese Verteilungsklasse ein sehr gutes Fitting sowohl an Stichproben als auch an gegebene
Verteilungsfunktionen. Daraus ergibt sich die Möglichkeit, unter Anwendung bestehender Algorith-
men Ist-Daten zu Eingangsgrößen in Verfahren zu überführen. Zum Anderen erlauben Phasenvertei-
lungen eine geschlossene Durchführung der genannten mathematischen Operationen.
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2.1.3 Theta-Exponential-Polynome
KOLONKO schlägt in [Kol07] die Nutzung von erweiterten Exponential-Polynomen zur Verspätungs-
modellierung vor. Eine solche Verteilungsfunktion wird durch eine äußerst flexible Verteilungsfunk-
tion mit Singularitäten an den Stellen #i beschrieben:
FV (t) =
nX
i=1
ai  (t  #i)di  ei(t #i)1[#i;1)(t) (2.3)
Er begründet seine Wahl mit der Abgeschlossenheit der Verteilungsklasse hinsichtlich der unbeding-
ten Faltung und der Maximumsbildung sowie der Möglichkeit zur Anpassung an empirische Vertei-
lungen.
Zugleich schränkt er die praktische Nutzbarkeit der Modellierung jedoch dahingehend ein, dass die
Zahl der Parameter zur Beschreibung der Zufallsgröße mit jeder Rechenoperation stark anwächst.
Außerdem treten zugleich numerische Probleme in der Datenhaltung aufgrund sehr kleiner Werte auf.
Zur Anwendung von Theta-Exponential-Polynomen in einem EDV-Verfahren hält er daher Algorith-
men zur Reduktion der Parameterzahl für zwingend.
2.1.4 Abwandlung von Theta-Exponential-Polynomen
Ein Ansatz, welcher Eigenschaften von Verteilungen nach Kapitel 2.1.1 sowie von Theta-Exponential-
Polynomen kombiniert, wird erstmalig in [BW09] vorgestellt. Dieser basiert auf einer Verteilungs-
funktion, die durch eine beliebige Anzahl von Abschnitten definiert ist, welche ihrerseits Linear-
kombinationen einer beliebigen Anzahl von Exponentialverteilungen tragen. Übertragen auf (2.3)
bedeutet diese Einschränkung, dass di = 0 für alle i gilt. Abschnittsweise notiert ergibt sich folgende
Verteilungsfunktion:
FV (t) =
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
c0  
n0P
i=1
a0i  e( 
0
i t) ; t < g1
c1  
n1P
i=1
a1i  e( 
1
i t) ; g1  t < g2
...
...
cs 1  
ns 1P
i=1
as 1i  e( 
s 1
i t) ; gs 1  t < gs
cs  
nsP
i=1
asi  e( 
s
i t) ; gs  t
Auf dieser Grundlage gelingt in den meisten Fällen eine abgeschlossene Durchführung aller zur Ver-
spätungsfortpflanzung notwendigen Rechenoperationen, allerdings besteht keine vollständige Abge-
schlossenheit. Zugleich besteht die Möglichkeit, die Anzahl an Parametern bei Erhalt der relevanten
Kennwerte zu verringern, um die Rechenzeit zu beschränken und numerische Probleme zu vermeiden.
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2.1.5 Diskretisierung der Zufallsgröße
Anstelle der Beschreibung durch eine geschlossene Funktionsvorschrift, wie es bei den bislang darge-
stelltenModellierungen der Fall ist, sieht eine Diskretisierung die Stückelung der Abzisse in Intervalle
vor, so dass die Verteilungs- oder die Dichtefunktion durch eine Treppenfunktion repräsentiert wird.
Zumeist wird dabei eine konstante Intervallbreite gewählt. Bezeichnet h 2 R diese Intervallbreite,
so ist der Funktionswert einer Verteilungsfunktion an der Stelle t = i  h als FV (i  h) abgelegt. Für
alle Argumente t, welche nicht t = i  h mit i 2 Z erfüllen, sind Interpolationen zur Berechnung von
FV (t) anzuwenden.
Auf Grundlage der diskretisierten Darstellung besteht die Möglichkeit, die notwendigen mathemati-
schen Operationen numerisch durchzuführen. Im Gegensatz zur (stückweise) stetigen Formulierung
ist der Rechenaufwand bei einer numerischen Modellierung der Rechenoperationen unabhängig von
der Anzahl der zuvor durchgeführten Rechenoperationen beinahe unverändert.
2.2 Bewertung der Fahrplanstabilität
Jedes der nachfolgend genannten Verfahren zur Bewertung der Fahrplanstabilität setzt zwangsläu-
fig auf einer Modellierung der Verspätung als Zufallsgröße auf. Falls eine EDV-technische Umset-
zung des jeweiligen Verfahrens besteht, so wird zusätzlich auf das Tool verwiesen. Die Darstellung
der bestehenden Verfahren zur Untersuchung von Fahrplänen hinsichtlich ihrer Robustheit erfolgt in
Anlehnung an [KDV07] durch Unterscheidung nach simulativen Modellen (Kapitel 2.2.1), Verfahren
auf Basis der Max-Plus-Algebra (Kapitel 2.2.2) sowie analytischen Ansätzen (Kapitel 2.2.3). Allen
bislang genannten Gruppen ist gemein, dass diese nur eine Bewertung der Fahrplanqualität verfolgen.
Etwaige Verbesserungspotentiale sind durch den Nutzer eigenständig zu erkennen und ggf. iterativ zu
integrieren. Stets wird allein die Fähigkeit des Fahrplans betrachtet, bei Auftreten kleinerer Störun-
gen selbständig in den geplanten Zustand zurückzukehren. Im Fall großer Störungen werden hingegen
dispositive Maßnahmen wie das Brechen von Zügen (vgl. Kapitel A.2) erforderlich, so dass etwaige
Puffer- oder Reservezeiten eher nebensächlicher Natur sind.
Zur Vervollständigung wird in Kapitel 2.2.5 noch eine weitere Vorgehensweise dargestellt, um beste-
hende Fahrpläne unter geringer Beeinträchtigung der Betriebsqualität durch zusätzliche Fahrplan-
trassen zu verdichten. Verfahren, die unmittelbar der Optimierung von Fahrplänen dienen, stehen
hingegen nicht im Fokus dieser Arbeit.
Es werden ausschließlich Verfahren dargestellt, welche eine netzweite Untersuchung der Fahrplansta-
bilität auch in großen Netzen ermöglichen. Damit geht einher, dass diese auf einer mesoskopischen
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bis makroskopischen Modellierung von Infrastruktur und Fahrplan aufbauen. Ansätze mit genauerer
Repräsentation der Infrastruktur zielen zumeist nur sekundär auf die Bewertung der Fahrplanstabilität
bzw. Fahrplanrobustheit ab und dienen primär der Bewertung von Infrastrukturvarianten.
2.2.1 Verfahren auf Grundlage von Monte-Carlo-Simulationen
Nachdem das von NOORDEEN entwickelte Verfahren ursprünglich allein dazu diente, die Ausbrei-
tung singulärer Ereignisse im Netz zu untersuchen [Noo96], wurde es in den folgenden Jahren von
CURCHOD dahingehend weiterentwickelt, in Grundzügen auch die Fahrplanstabilität abbilden zu
können [Cur07]. Das Verfahren sieht eine deterministische Abbildung des Betriebsgeschehens inklu-
sive von Anschlussverknüpfungen jedoch ohne Beachtung von Wenden vor. Durch Definition von
Störfällen kann mittels Vergleich mit dem Ausgangsszenario die Reaktion des Fahrplans ermittelt
werden. Der zufällige Aspekt des Bahnbetriebs wird dabei allein durch stochastische Fahrzeiten abge-
bildet. Urverspätungen werden hingegen nicht betrachtet. Eine Umsetzung des Verfahrens erfolgte im
Tool „Fasta“ [Swi10].
Mit „Simone“ führen MIDDELKOOP und BOUWMAN ein weiteres Tool zur Bewertung der Fahr-
planstabilität von Gesamtnetzen ein, welches sich einer Monte-Carlo-Simulation bedient [MB01].
Auf einem makroskopischen Level werden dabei alle Formen von Zug-Interaktionen mittels Folge-
verspätungen berücksichtigt, während Urverspätungen jedoch vor den Simulationsläufen gezielt als
deterministische Größen zu definieren sind. Nachdem CAREY in [CC00] verschiedene Heuristiken
zur Bewertung der Fahrplanstabilität in frühen Planungsphasen einführt, stellen er und CARVILLE in
[CC04] einen Zusammenhang zwischen dem Urverspätungsniveau und den resultierenden Verteilun-
gen der Folgeverspätungen in großen Knoten auf.
In [TTH07] beschreiben TAKEUCHI et al. Kenngrößen zur Bewertung der Fahrplanstabilität und
bestimmen diese für gegebene Fahrpläne durch Monte-Carlo-Simulationen auf Basis eines PERT-
Graphen. Ähnlich verhält es sich mit Untersuchungen zur Fahrplanrobustheit des Nahverkehrs im
Großraum Kopenhagen, welche in [HMG+06] erläutert werden. Auch diese basieren auf einer Monte-
Carlo-Simulation des Betriebsgeschehens.
2.2.2 Verfahren auf Grundlage der Max-Plus-Algebra
Zur Untersuchung des Verhaltens von Fahrplänen, die sich in festen Zeitintervallen wiederholen,
bestehen effiziente Verfahren unter Anwendung der Max-Plus-Algebra, welche maßgeblich von VAN
DEN BOOM und GOVERDE entwickelt wurden. Diese sehen eine Überführung des Fahrplans sowie
etwaiger Restriktionen aus Zugfolgekonflikten und Anschluss- bzw. Wendeverknüpfungen in timed
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event graphs vor. Auf dieser Grundlage können Kennwerte zur Stablität, insbesondere durch Ermitt-
lung der maßgeblichen cycle time des periodischen wiederkehrenden Fahrplanschemas, ermittelt wer-
den [Gov05] [Gov07]. Eine Umsetzung dieses Verfahrens erfolgte im Tool „Peter“. Um stochastische
Einflüsse auf den Bahnbetrieb abzubilden, bietet es sich aufgrund der geringen Rechenzeiten des
Modells an, dieses im Sinne einer Monte-Carlo-Simulation unter Variation der ansonsten determi-
nistischen Prozesszeiten wiederholt auszuführen [BDS08]. Aufgrund der speziellen Eigenschaften
des verwendeten Graphen ist der Einsatz des Verfahrens allerdings auf rein periodische Fahrpläne
beschränkt, da ansonsten nicht sichergestellt werden kann, dass jedes Ereignis angestoßen wird.
Im Rahmen neuerer Entwicklungen gelingt es, auch dispositive Entscheidungen wie den Reihenfol-
getausch von Zugfahrten im Verfahren zu berücksichtigen [Mee08]. Dazu erfolgt ein „Ausrollen“ der
– weiterhin periodischen – Fahrpläne auf mehrere Perioden, innerhalb welcher sich die Zugreihenfol-
gen unterscheiden können.
2.2.3 Analytische Verfahren
In analytischen Verfahren erfolgt, wie eingangs definiert, die Modellierung aller beteiligten Zufalls-
größen entweder durch eine geschlossene funktionale Beschreibung von Dichte oder Verteilung oder
durch eine Diskretisierung dieser. Eine Fortpflanzungsrechnung deckt daher im Gegensatz zur Monte-
Carlo-Simulation bereits bei einer Berechnung alle potentiellen Konstellationen von Eingangsgrößen
ab. Nachfolgend werden drei verschiedene Ansätze zur analytischen Bewertung der Fahrplanqua-
lität dargestellt. Allen ist gemein, dass sie lediglich eine Näherung der Ergebnisse liefern, um ein
effizientes Modellverhalten sicherzustellen. Entweder wird dazu unterstellt, dass die resultierenden
Verteilungsfunktionen einem vergleichsweise einfachen Funktionstypen entsprechen, oder es wird
eine numerische Berechnung auf Basis diskretisierter Zufallsgrößen durchgeführt. In allen genannten
Fällen besteht jedoch keine Kenntnis darüber, welche Approximationsgüte erzielt wird.
In [Wei81] veröffentlicht WEIGAND erstmals den Ansatz, Verspätungen durch Zufallsgrößen auszu-
drücken und die Fortpflanzung von Verspätungen durch die Anwendung von Operationen auf Zufalls-
größen statt auf Skalaren auszudrücken. MÜHLHANS nimmt diese Idee in [Müh90] auf und skizziert
einen Algorithmus, welcher die Bewertung der Fahrplanqualität in Netzen erlaubt. Grundsätzlich
deckt diese Darstellung bereits alle relevanten Einflüsse (Urverspätungen, Reservezeiten, Folgever-
spätungen) ab. Die betrachtete Methodik ermöglicht insbesondere bei nur teilweiser Datenverfügbar-
keit in makro- oder mesoskopischen Netzen eine zweckmäßige Formulierung des Betriebsgesche-
hens. Zur praktischen Anwendung erfolgte eine Implementierung des Verfahrens im Tool „MakSi-
FS“, um die Fahrplanqualität bereits in einer frühen Planungsphase evaluieren zu können [WB07].
Die Modellierung von Zufallsgrößen erfolgt in diesem durch einen Verteilungstypen nach (2.2). Die
Einführung in den Regelprozess der Fahrlagenplanung ist Thema von [WB08]. Weitere Untersuchun-
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gen anderer Fahrplankonzepte auf Grundlage des Tools bestätigten die Eignung des Ansatzes [AB08].
Eine umfangreiche Gegenüberstellung der Verfahren, die in den Tools „MakSi-FS“ und „Fasta“ (vgl.
Kapitel 2.2.1) umgesetzt sind, wird vor dem Hintergrund der Baubetriebsplanung durch LANDUREAU
in [Lan08] vorgenommen.
WEGELE wählt ebenfalls eine Modellierung von Verspätungen durch kontinuierliche Verteilungs-
funktionen, um einen Fahrplan unmittelbar während der Konstruktion auf seine Robustheit zu unter-
suchen [WSS07]. Er begründet dies damit, dass die in diesem Zusammenhang notwendigen kurzen
Rechenzeiten nicht durch eine wiederholte Monte-Carlo-Simulation zu erzielen seien. Sein Ansatz
verzichtet darauf, einen Reihenfolgetausch von Züge zu betrachten, so dass allein die unbedingte
Faltung sowie die Maximumsbildung von Zufallsgrößen durchzuführen ist. Als Verteilungsfunktio-
nen für sämtliche betrachtete Verspätungen kommen modifizierte Exponentialfunktionen mit einem
systematischen Anteil analog zu (2.2). Die mangelnde Abgeschlossenheit der unbedingten Faltung
wird durch eine approximative Lösung umgangen, zu deren Güte durch den Autor keine Aussage
getroffen wird.
YUAN et al. [YGH06] analysieren empirische und statistische Verteilungsfunktionen für Ankunfts-,
Haltezeit- und Abfahrtsverspätungen in einem großen Bahnhof und entwickeln in [Yua06] [YH07] ein
stochastisches Verfahren zur Berechnung der Verspätungsfortpflanzung in Bahnhöfen mittels Faltung
bedingter Verteilungsfunktionen für Zugverspätungen, Fahr- und Belegungszeiten. Dabei werden die
Zufallsgrößen diskretisiert und die Rechenoperationen numerisch gelöst. Die Güte der auf dieseWeise
erzielten Näherung weist er für Einzeloperationen aus. Betrachtet man die genutzte Faltungsmethode
im Detail [Tor90], so wird insbesondere offensichtlich, dass eine exakte Berücksichtigung von Singu-
laritäten allein durch Verwendung sehr steiler Flanken approximativ gelingt. Hinsichtlich der Rechen-
zeit weist YUAN darauf hin, dass diese stark von der Streuung der Eingangsgrößen abhänge und für
praktische Anwendungsfälle im Bereich einiger Sekunden liegt.
2.2.4 Indirekte Bewertung der Fahrplanqualität
In [Int04] werden seitens der Union Internationale des Chemins de fer (UIC) für verschiedene Strecken-
klassen Richtwerte für den zulässigen Belegungsgrad dergestalt gegeben, dass eine befriedigende
Betriebsqualität zu erwarten ist. Anwendungszweck der Richtlinie ist die Ermittlung der Kapazi-
tät von Bahnanlagen. Nicht zulässig ist es, im Umkehrschluss eine indirekte Bewertung der Fahr-
planqualität anhand des alleinigen Belegungsgrades, wie an verschiedenen Stellen diskutiert, vorzu-
nehmen. Denn zunächst betrachtet die genannte Richtlinie dekomponierte Netzelemente und erlaubt
keine Betrachtung von Zugläufen über mehrere Netzelemente, wie es zur Bewertung der Fahrplanro-
bustheit jedoch notwendig ist. Zum Anderen geht in einem derartigen Vorgehen jegliche „Interaktion“
aus induzierten Verspätungen und Wirkung von Reservezeiten verloren.
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2.2.5 Verdichtung bestehender Fahrpläne
Liegen bereits Ist-Daten eines produktiven Fahrplans vor, so kann unter Anwendung von linearer
Regression eine Aussage getroffen werden, welches „Risiko“ mit der Einführung zusätzlicher Fahr-
lagen zur Verdichtung einhergeht, wie FLIER in [Fli09] zeigt. Durch den alleinigen Einsatz der linea-
ren Regression wird einerseits eine effiziente Behandlung der Fragestellung ermöglicht. Andererseits
gelingt keine Fortschreibung der Aussagen auf alternative Fahrpläne, da jegliche Wirkungszusam-
menhänge verloren gehen.
2.3 Prognose der Ankunftszeit
Im Bahnbetrieb erfolgt eine kontinuierliche Erfassung der Ist-Daten, welche entweder auf dem Halt-
Fall eines Signal bei Vorbeifahrt eines Zuges oder auf Nutzung der Gleisfreimeldeeinrichtungen
beruht. Mittels einer zugscharfen Zuordnung der Ist-Daten zu Soll-Daten besteht eine Kenntnis über
die aktuell im Netz vorliegenden Abweichungen [Hei05]. Auf dieser Grundlage erfolgt durch das
Eisenbahninfrastrukturunternehmen (EIU) sowohl eine Information der Endkunden als auch des jeweils
betroffenen Eisenbahnverkehrsunternehmens (EVU) über die zu erwartende Verspätung der Züge bei
Erreichen der nächsten Halte („Estimated time of arrival – ETA“). Dazu wird die Ist-Verspätung in
die Zukunft prognostiziert. Handelt es sich um eine Leistung des Personenverkehrs, so wird die Infor-
mation in der Regel direkt durch das EIU an die Reisenden als Endkunden weitergegeben (z. B. durch
Bahnsteiganzeigen, Ansagen oder mobile Schnittsstellen). Handelt es sich hingegen um Leistungen
des Güterverkehrs, so informiert das transportierende EVU den oder die betroffenen Verlader.
Bislang bei europäischen EIU genutzte Verfahren vereinfachen die Prognoserechnung, da die Ist-
Verspätung über den weiteren Laufweg eines Zuges lediglich durch eine Verschiebung der Soll-
Ankunftszeit um die aktuelle Ist-Verspätung ermittelt wird („time shift“). Etwaige Fahr- und Hal-
tezeitreserven, die im Betrieb zur zwischenzeitlichen Reduktion der Verspätung eingesetzt werden,
gehen in diese Parallelverschiebung nicht ein. Auch werden absehbare Belegungs- und Bindungskon-
flikte, welche durch Folgeverspätungen gegenläufig wirken, nicht in der Prognoserechnung berück-
sichtigt. Schließlich wird unterstellt, dass die Zugfahrt im weiteren Verlauf frei von äußeren Einflüs-
sen bleibt bzw. dass die geplanten Reservezeiten zusätzliche Urverspätungen vollständig kompensie-
ren können.
Für die Modellierung der Verspätungen folgt daraus, dass eine Operation auf Skalaren genügt, da
allein deterministische Eingangsgrößen vorliegen. Der Umfang an Veröffentlichungen in diesem Kon-
text ist vergleichsweise überschaubar. Bekannte und umgesetzte Ansätze, eine Verbesserung der Pro-
gnoserechnung zu erzielen, werden in den nachfolgenden Kapiteln dargestellt.
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2.3.1 LeiDis
Erste Bestrebungen in diese Richtung erfolgten durch die Überarbeitung der Prognoserechnung im
System „LeiDis-S/K“ [KH07], [Kuh90], welches gegenwärtig in einigen der sieben Betriebszen-
tralen der DB Netz AG zum Einsatz kommt. Die dort implementierte Prognoserechnung stößt im
Verspätungsfall eines Zuges faktisch eine neue Fahrzeitrechnung unter Berücksichtigung der im wei-
teren Zuglauf noch hinterlegten Reservezeiten an. Die verwendete Fahrzeitrechnung entspricht jener,
welche auch im Rahmen der Fahrplankonstruktion zum Einsatz kommt. Weitere Einflüsse auf die
Verspätungsentwicklung durch zu erwartende Folgeverspätungen gehen allerdings nicht in die Fort-
schreibung ein.
Als „Nebeneffekt“ aus neueren Entwicklungen zur Konflikterkennung und Konfliktlösung im Betrieb
besteht die Möglichkeit, für beschränkte Untersuchungsräume und -horizonte Aussagen über die zu
erwartende Ankunftsverspätung unter Berücksichtigung etwaiger Zuginteraktionen zu treffen, da sie
auf einer Neukonstruktion des Fahrplans in Echtzeit beruhen [Deu07], [SH04]. Eine Migration derar-
tiger Verfahren mit den Systemen zur Prognoserechnung erfolgte bislang nicht.
2.3.2 Artemis
Vergleichbar zum zuvor genannten System LeiDis ist der Funktionsumfang des zentralen Systems
„Artemis“, welches in Belgien durch Infrabel b.v. zur Verspätungsprognose verwendet wird [Bük09].
Auch hier findet eine Datenerfassung auf Grundlage der Halt-Fälle von Hauptsignalen statt. Artemis
berücksichtigt gegenwärtig bei der Vorhersage die geplanten Haltezeitreserven, vorliegende Geschwin-
digkeitsrestriktionen mit Auswirkung auf die Fahrzeitrechnung sowie die Möglichkeit, manuell zu
erwartende Zuwachsverspätungen in die Prognose einzubeziehen. In den nächsten Ausbaustufen ist
angedacht, auch etwaige Fahrzeitreserven in der Prognoserechnung einzubeziehen.
2.3.3 RCS
Einen Schritt weiter als LeiDis und Artemis geht das System „RCS“ [DKV09], welches die bis-
herigen Dispositionssysteme der Schweizerischen Bundesbahnen geplant ab April 2009 ersetzt. In
diesem ist neben weiteren Funktionalitäten vorgesehen, nicht nur eine fortlaufende Fahrzeitrechnung,
sondern auch eine Konflikterkennung auf makroskopischer Ebene sowie eine Berücksichtigung von
Bindungskonflikten (Wenden, Anschlüsse) zu integrieren.
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2.3.4 Verspätungsprognose auf Grundlage von TNV-Conflict
Mittels „TNV-Conflict“ gelingt es, durch Rekonstruktion des Ist-Fahrplans eine Konflikterkennung
und Ermittlung von Folgeverspätungen durchzuführen [DHG09] [HG09]. Dadurch lassen sich die
Dauern jener Realisierungen von Fahrten und Halten ermitteln, welche nicht durch Sekundärver-
spätungen behindert wurden. Notwendig dazu ist allerdings eine feingranulare und sekundenscharfe
Erfassung der Ist-Daten, so wie sie in den Niederlanden gegeben ist.
Aufbauend auf den ermittelten Fahr- und Haltezeiten kann anschließend eine Echtzeitprognose von
Fahrzeiten und Zugverspätungen durchgeführt werden [MGH10]. Dazu werden die Zufallsgrößen in
deterministische Perzentilwerte überführt und als Eingangsgrößen in eine Verspätungsfortpflanzungs-
rechnung auf Grundlage der Max-Plus-Algebra, vgl. Kapitel 2.2.2, verwendet.
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Kapitel 3
Problemstellung und Lösungsansatz
Auf der Grundlage des Standes der Wissenschafts wird die bereits in der Einleitung skizzierte Pro-
blemstellung nachfolgend vertieft. Zugleich erfolgt eine Gliederung des gewählten Lösungansat-
zes in drei Schritte: Im ersten Schritt ist eine geeignete Modellierungsgrundlage zu schaffen, um
anschließend im zweiten Schritt auf dieser Grundlage verfahrenstheoretische Fragestellungen der Ver-
spätungsfortpflanzung im Netzzusammenhang zu diskutieren. Abgeschlossen wird die Arbeit durch
die Behandlung praktischer Aspekte der Bewertung der Fahrplanstabilität sowie der Prognose von
Ankunftsverspätungen. Die jeweilige Motivation zur Auswahl der betrachteten Probleme ist nachfol-
gend in den Kapiteln 3.1 bis 3.3 dargestellt.
3.1 Aufstellung einer Modellierungsgrundlage
Analytische Verfahren bieten den Vorteil, dass im Gegensatz zu Monte-Carlo-Simulationen nur eine
Berechnung erforderlich ist, durch welche unmittelbar statistisch gesicherte Ergebnisse hergestellt
werden. Dieser Aspekt ist insbesondere dann von Interesse, wenn zahlreiche Eingangsgrößen durch
eigenständige Zufallsgrößen repräsentiert werden, da beispielsweise Verspätungsdifferenzen1 indivi-
duell je Strecke aus Realdaten abgeleitet werden.
Bislang existiert jedoch kein Ansatz, der eine exakte analytische Berechnung der Verspätungsfort-
pflanzung auch nur in Teilnetzen erlaubt. Die in Kapitel 2.1 beschriebenen Verfahren beruhen ent-
weder auf Approximationen der Operationen zur Herstellung der Abgeschlossenheit oder sehen eine
Diskretisierung der Zufallsgröße bei numerischer Durchführung der Operationen vor. Eine Aussage
über die Güte der erzielten Näherungen im Netzzusammenhang wird nicht getroffen. Die in 2.1.2 zur
Modellierung gewählten Phasenverteilungen ermöglichen zwar, die dort genannten Rechenoperatio-
1als Gemengelage aus Urverspätungen und Fahrzeitreserven
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nen abgeschlossen durchzuführen, jedoch zeigt sich, dass die zur Betrachtung des Reihenfolgetauschs
von Zügen notwendige Operation der bedingten Faltung nicht berücksichtigt wurde. Die gleiche Ein-
schränkung gilt für die in Kapitel 2.1.3 und 2.1.4 eingeführten Modellierungen von Zufallsgrößen auf
Grundlage von Theta-Exponential-Polynomen.
Während der aus einer approximativen Abbildung resultierende Fehler (zumindest bis zu einer bestimm-
ten Größe) für die praktische Anwendung akzeptiert werden kann, erfordert die Untersuchung verfah-
renstheoretischer Fragestellungen zwingend eine exakte Berechnung der Verspätungsfortpflanzung
zumindest in kleinen Netzen. Auf der Basis einer exakten Berechnung gelingt außerdem die Ermitt-
lung der Abweichung, welche bei Nutzung einer näherungsweisen Modellierung entsteht.
Im Kapitel 5 wird eine Formulierungsgrundlage zur Beschreibung der Verspätungsfortpflanzung in
Netzen eingeführt. Ferner erfolgt die Definition der Anforderungen an eine Modellierung von Ver-
spätungen als Zufallsgrößen. Anhand dieser Anforderungen wird in Kapitel 6 eine Verteilungsklasse
hergeleitet.
Mit einer geschlossenen Abbildung der Operationen auf Verteilungsfunktionen geht eine schnell stei-
gende Anzahl von Parametern einher. Diese konterkariert den eigentlichen Vorteil der analytischen
Verfahren, nämlich die kurzen Rechenzeiten. Aus diesem Grund ist es notwendig, bei funktiona-
ler Modellierung der Zufallsgrößen entweder die Zahl der notwendigen Parameter kontinuierlich zu
reduzieren oder den Verteilungstyp grundsätzlich auf eine einfache Form zu beschränken. Erfolgt hin-
gegen eine Diskretisierung der Zufallsgrößen, so ist die numerische Durchführung der Manipulation
der Verteilungsfunktionen entsprechend auszugestalten. Beide Ansätze werden in Kapitel 7 im Detail
diskutiert und einander gegenübergestellt.
3.2 Verspätungsfortpflanzung im Netzzusammenhang
Nach Definition des geeigneten Verteilungstypen sowie Umsetzung der notwendigen mathematischen
Operationen in einem Prototypen können konkrete Fragestellungen zur Eignung des Verfahrens bear-
beitet werden. Auch anderweitig wird die Schaffung dieser Grundlage als der wesentlich aufwän-
digere Arbeitsschritt beschrieben: „Ironically, the most tedious parts of the implementation of the
algorithm are the distribution operations.“ [O’C07]
Allen bestehenden analytischen Verfahren (vgl. Kapitel 2.2.3) ist gemein, dass die Fortpflanzungs-
mechanismen zunächst als Zwei-Zug-Modell betrachtet werden. Anschließend werden diese durch
sequentielles Abarbeiten oder durch Maximumsbildung auf den Mehrzug-Fall transponiert. Bislang
ungeklärt ist allerdings die Frage, welcher Genauigkeitsverlust dabei entsteht. In Kapitel 8.1 wird
durch Vergleichsrechnungen eine Aussage über die Zweckmäßigkeit dieses Vorgehens getroffen.
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Die mathematischen Operationen auf Zufallsgrößen fordern eine Unabhängigkeit der Eingangsgrö-
ßen. Diese Forderung kann jedoch im Netzzusammenhang nicht immer erfüllt werden, denn insbe-
sondere bei großen zu untersuchenden Netzen können nicht alle Abhängigkeiten aufgelöst werden.
Wie groß der daraus entstehende Fehler tatsächlich ist, wird im Kapitel 8.2 untersucht.
Als Spezialfall der verletzten Unabhängigkeit sind zusätzlich vernachlässigte Bedingungen zu betrach-
ten, wenn die Kenntnis über die gegenseitige „Lage“ von Zugfahrten beim Ablauf der Berechnungen
verworfen wird. Zur genaueren Betrachtung der resultierenden Ungenauigkeit wird in Kapitel 8.3
ein alternatives Simulationsmodell aufgestellt und dessen Ergebnisse mit der stochastischen Berech-
nungsweise verglichen.
3.3 Anwendung des Verfahrens
Um die Fahrplanstabilität sinnvoll bewerten zu können, ist die Beachtung induzierter Störungen, bei-
spielsweise als Urverspätungen, zwingend notwendig. Bislang jedoch nur unzureichend in der Lite-
ratur behandelt wird die Fragestellung, wie aus Ist-Daten auf diese notwendigen Eingangsgrößen zu
schließen ist. Praktische Erfahrungen, welche bei solchen Kalibrierungen erzielt wurden, werden in
Kapitel 9.1 zusammengefasst.
Die in Kapitel 2.3 dargestellten Verfahren zur Prognose der Ankunftsverspätung bieten erhebliches
Optimierungspotential, um einen qualitativen Mehrwert für die Adressaten der Prognoserechnung zu
erzielen, denn allen bestehenden Verfahren ist eine starke Vereinfachung des Berechnungsansatzes
gemein. Diese Vereinfachung umfasst, dass auch der prognostizierte Zustand einen deterministischen
Charakter hat, denn die bestehende Verspätung wird nur in die Zukunft fortgeschrieben und ggf. um
Reservezeiten reduziert.
Während eine solche Beschränkung in der Fahrlagenplanung zur Beschreibung des Soll-Zustandes
zwingend ist, verhindert sie bei einer Prognoserechnung, dass „historisches“ Wissen aus vorliegenden
Realdaten sowie die Kenntnis über die zufälligen Eigenschaften von Urverspätungen in die Prognose
eingehen. Ferner erzwingen die beschriebenen Systeme feingranular vorliegende Eingangsgrößen
über Infrastruktur und fahrdynamische Daten zur Durchführung der Fahrzeitrechnung. Damit sind sie
faktisch nur innerhalb der unmittelbaren Betriebsdisposition in einem technisch komplizierten Soft-
wareumfeld anzusiedeln. Der Anwendungshorizont ist sowohl zeitlich als auch räumlich beschränkt.
Ein alternativer Ansatz auf Grundlage makroskopischer Daten eine Prognoserechnung unter Ausnut-
zung gesammelter Realdaten durchzuführen, wird in Kapitel 9.2 eingeführt.
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Kapitel 4
Zufallsgrößen, Notation und Fehlermaße
Zur Erleichterung der Lesbarkeit werden nachfolgend mathematische Konventionen getroffen, welche
für den Rest dieser Arbeit gelten. Zugleich werden Begrifflichkeiten und Fehlergrößen eingeführt,
welche für die Kapitel 6 bis 9 von Relevanz sind.
4.1 Zufallsgrößen
Zufallsgrößen (oder auch Zufallsvariablen) gehören dem mathematischen Gebiet der Stochastik an.
Sie bezeichnen Funktionen, welche den Ergebnissen eines Zufallsexperiments Werte (auch als Reali-
sationen bezeichnet) zuweisen.
4.1.1 Notation und Benennung
Formulierungsgrundlage dieser Arbeit sind Verteilungsfunktionen FX(t). Die meisten Zusammen-
hänge könnten jedoch analog auch auf Basis von Dichtefunktionen fX(t) = ddtFX(t) formuliert wer-
den soweit FX(t) differenzierbar ist. Zur Darstellung des Integrators wird die STIELTJES-Notation
verwendet, um auch etwaige Sprungstellen unmittelbar abzudecken.
Als Singularität werden nachfolgend jene Stellen t bezeichnet, an welchen die Verteilungsfunktion
FX(t) nicht differenzierbar und unter Umständen auch nicht stetig ist. Diese treten an den Grenzen
einer abschnittsweisen Definition der Verteilungsfunktion auf.
Es gilt, dass Großbuchstaben in Normalschrift (X) für Zufallsgrößen sowie Kleinbuchstaben in Nor-
malschrift (x) für deterministische Skalare genutzt werden. Außerdem repräsentieren Großbuchsta-
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ben in Fettschrift (X) Matrizen von Skalaren und Kleinbuchstaben in Fettschrift (x) Vektoren von
Skalaren. Durch ~X werden schließlich Vektoren von Zufallsgrößen dargestellt.
Verteilungsfunktionen
Im Allgemeinen liefert die Auswertung einer Verteilungsfunktion FX(t) der Zufallsgröße X an der
Stelle t die Wahrscheinlichkeit, dass eine Realisierung x der Zufallsgröße kleiner oder gleich t ist:
FX(t) = Pr (X  t)
An einigen Stellen ist es jedoch ebenso notwendig, dieWahrscheinlichkeit Pr (X < t) auszudrücken.
Während dies bei stetigem Verhalten von FX(t) im Bereich von t unkritisch ist, muss bei Existenz
einer Sprungstelle an der Stelle FX(t) eine gesonderte Fallunterscheidung getroffen werden. Zu die-
sem Zweck wird die Bezeichnung
FX(t)
  = Pr (X < t)
verwendet. Außerdem sei folgende Notation zur der Inversen von Zufallsgrößen eingeführt: Es seiX
eine Zufallsgröße mit Verteilungsfunktion FX(t), dann sei X eine Zufallsgröße mit der Verteilungs-
funktion
F X(t) = 1  FX( t) . (4.1)
Die Menge der Abschnittsgrenzen einer Verteilungsfunktion FX(t) wird im weiteren Verlauf als G
bezeichnet. Die Elemente dieser Menge sind eindeutig und steigend sortiert.
Benennung von Zufallsgrößen
Handelt es sich bei einer Zufallsgröße um eine Verspätung, so wird diese als V , gegebenenfalls um
Indizes ergänzt, repräsentiert.
Ferner werden DIRAC-Verteilungen (in der Literatur auch als „Einpunktverteilungen“ bezeichnet) im
weiteren Verlauf durch folgende Verkürzung dargestellt:
FD(y)(t) =
8<:0 wenn t < y,1 wenn t  y. (4.2)
Als Beispiel zur Notation einer bedingten Zufallsgröße wird nachfolgend die Verteilung der Zufalls-
größe X unter der Bedingung E1, die mit der Wahrscheinlichkeit Pr (E1) eintritt, dargestellt. Derar-
tige Verteilungsfunktionen werden im weiteren Verlauf auch unter der Bezeichnung bedingte Vertei-
lungen verwendet.
FXjE1(t) =
Pr [(FX  t) ^ E1]
Pr (E1)
=
1
pE1
 Pr [(FX  t) ^ E1]
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Hinsichtlich einer etwaigen Unabhängigkeit von X und der Bedingung E1 ist bei diesem Grad der
Ausformulierung noch keine Differenzierung notwendig.
4.1.2 Operanden und Operationen
Unbedingte Faltung
Die Operanden + bzw.   stehen im Zusammenhang mit Zufallsgrößen für die unbedingte Faltung,
welche die Summe von zwei unabhängigen Zufallsgrößen liefert. Für Y = X1 + X2 gilt bei Unab-
hängigkeit von X1 und X2:
FY (t) = FX1  FX2(t) = Pr (X1 +X2  t)
=
1Z
 1
FX1(t  u)dFX2(u) =
1Z
 1
FX2(t  u)dFX1(u) (4.3)
Konsequent wird auch das Summenzeichen (
P
) auf Summen von Zufallsgrößen erweitert. Es reprä-
sentiert dann eine Abfolge von kommutativen Faltungsoperationen.
Eine Zufallsgröße Y , welche die Differenz der ZufallsgrößenX1 undX2 beschreibt, ergibt sich damit
durch unbedingte Faltung zu Y = X1 + ( X2) = X1  X2.
Bedingte Faltung
Ergänzend zur unbedingten Faltung repräsentiert die bedingte Faltung die Summenbildung von zwei
Zufallsvariablen unter Berücksichtigung von Nebenbedingungen1. Die Verteilungsfunktion zu Y =
X1 +X2 mit a  X2  b ergibt sich zu:
FY (t) = Pr [(X1 +X2  t) ^ (a  X2  b)]
=
1
Pr (a  X2  b)
bZ
a
FX1(t  u)dFX2(u) (4.4)
Der Operand b+ stellt eine derartige Operation in verkürzter Form unter Auslassung der Randbedin-
gungen dar. Die links des Operanden stehende Zufallsgröße ist dabei jene Zufallsvariable, welche in
die Nebenbedingung eingeht. Das obige Beispiel entspricht also Y = X2b+X1.
1In dieser Arbeit genutzte Nebenbedingungen haben in der Regel die Form a  X2 < b. Bei unstetigem Verhalten von
FX2(t) bei t = a bzw. t = b ist diese Differenzierung von Relevanz für die Auswahl der betroffenen Definitionsabschnitte.
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In einer zweiten Variante tritt die bedingte Faltung als Y = X2   b;X1 +X2  r auf, so dass gilt:
FY (t) = Pr [(X2  t+ b) ^ (X1 +X2  r)]
=
1
Pr (X1 +X2  r)
t+bZ
 1
FX1(r   u)dFX2(u) (4.5)
Eng verbunden mit der bedingten Faltung ist die Summation von Verteilungsfunktionen, anhand derer
verschiedene Unterfälle zusammengeführt werden:
FX(t) =
nX
k=1
Pr (Ek)  FXjEk(t) (4.6)
Implizit angewendet wird dabei das Gesetz der totalen Wahrscheinlichkeit, welches anhand des Sum-
menprodukts aller Fälle Ek mit k 2 f1 : : : ng zur unbedingten Verteilung der Zufallsgröße X führt.
Zur Verkürzung der Darstellung wird im weiteren Verlauf auf eine Darstellung der Wahrscheinlich-
keiten Pr (Ek), welche sich gegenseitig herauskürzen, nicht eingegangen.
FX(t) =
nX
k=1
Pr (Ek)  FXjEk(t) =
nX
k=1
Pr (Ek)  Pr [(FX  t) ^ Ek]
Pr (Ek)
=
nX
k=1
Pr [(FX  t) ^ Ek] (4.7)
Maximums- und Minimumsbildung
Eine Maximumsbildung über zwei unabhängige Zufallsgrößen Y = max fX1;X2g wird verkürzt als
Y = [X1;X2]
+ notiert. Die Verteilungsfunktion zu Y ergibt sich durch Multiplikation der beiden
Verteilungsfunktionen:
FY (t) = FX1(t)  FX2(t) (4.8)
Ein Spezialfall der Operation stellt die Kappung beim Funktionsargument t = y dar:
Y = max fX1; D(y)g
Analog wird eine Minimumsbildung Y = min fX1;X2g in verkürzter Form als Y = [X1;X2] 
dargestellt. Die Verteilungsfunktion der Zufallsgröße Y folgt aus:
FY (t) = 1  (1  FX1(t))  (1  FX2(t)) (4.9)
Abgeschlossenheit
Die im Rahmen von Kapitel 2.1.1 zunächst formlos eingeführte Eigenschaft der Abgeschlossenheit
einer Operation auf einer Verteilungsklasse F bedeutet beispielsweise für die unbedingte Faltung:
FX1(t); FX2(t) 2 F ) FX1  FX2(t) 2 F (4.10)
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4.1.3 Kommutativität der Operationen
Während sich die unbedingte Faltung kommutativ, assoziativ (auch mit der skalaren Multiplikation)
und distributiv verhält, sind bei der Nutzung der bedingten Faltung Einschränkungen zu beachten. So
gilt beispielsweise:  
X1b+X2 b+X3 6 X1b+  X2b+X3 (4.11)
Ebenfalls hinsichtlich der Kommutativität eingeschränkt ist die Maximumsbildung von Zufallsgrö-
ßen. Eine Zusammenfassung von Operationen vor der Maximumsbildung ist nur unter Randbedin-
gungen zulässig, beispielsweise:
[X1; xmin]
+ +X2 = [X1 +X2; xmin] ; wenn FX2(xmin)
  = 0 (4.12)
Zur Steigerung der Berechnungseffizienz kann die Abfolge der Operationen Faltung sowie Bildung
der Inversen in zahlreichen Fällen variiert werden. In diesem Zusammenhang ist ferner zu berücksich-
tigen, ob eine der an der Faltung beteiligten Funktion lediglich einer DIRAC-Verteilung entspricht.
Im Allgemeinen steigt der notwendige Rechenaufwand von der Bildung der Inversen über die Fal-
tung mit einer DIRAC-Verteilung zur Faltung zweier allgemeiner Verteilungsfunktionen an. Diese
Annahme lässt sich für die meisten Konstellationen bestätigen und die Berechnungvorschriften sind
dahingehend angepasst.
4.1.4 Charakteristische Kenngrößen
Durch Berechnung der zentralen Momente einer Zufallsgröße X können die Kenngrößen Erwar-
tungswert, Varianz, Schiefe (und Wölbung) abgeleitet werden, welche die Zufallsgröße beschreiben.
Nachfolgend repräsentieren mX;r das r-te Moment und X;r das r-te zentrale Moment einer Zufalls-
größe X . Dabei gilt r 2 Nn f0g.
mX;r =
1Z
 1
tr  dFX(t) (4.13)
X;r =
1Z
 1
(t mX;1)r  dFX(t) (4.14)
Der Erwartungswert gleicht dem ersten Moment der Zufallsgröße (EX = mX;1) und die Varianz der
Zufallsgröße dem zweiten zentralen Moment der Zufallsgröße (2X = X;2). Für den einheitenlosen
Variationskoeffizienten folgt damit:
vX =
1
EX
q
2X =
1
mX;1
p
X;2.
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Eine Vereinfachung der Berechnung der charakteristischen Kenngrößen erlauben die folgenden Umfor-
mungen. Durch diese Notation kann auf die gesonderte Berechnung der zentralen Momente verzichtet
werden.
X;2 =
1Z
 1
(t mX;1)2  dFV (t)
= mX;2   (mX;1)2 (4.15)
X;3 =
1Z
 1
(t mX;1)3  dFV (t)
= mX;3   3mX;1mX;2 + 2 (mX;1)3 (4.16)
4.2 Fehlergrößen
Bei der Betrachtung von Approximationsverfahren in Kapitel 7 sowie bei der Untersuchung des
Modellverhaltens in Kapitel 8 sind Fehlermaße zu gebrauchen, welche nachfolgend eingeführt wer-
den.
Abweichung von Funktionswerten
Die Abweichung der Funktionswerte von Verteilungsfunktionen zu den Zufallsgrößen X und X^ an
der Stelle t wird in den folgenden Kapiteln als eF (t) bezeichnet:
eF (t) = FX(t)  FX^(t) (4.17)
Bei der Bewertung von Näherungsverfahren besteht zudem die Notwendigkeit, die Abweichung von
zwei Verteilungsfunktionen zu betrachten, welche die gleiche Zufallsgröße X entweder exakt oder
approximativ beschreiben. In diesem Fall wird auf die Notation FX(t) und F^X(t) zurückgegriffen
und es gilt (4.17) analog.
Aus der allgemeinen Konvergenz von Verteilungsfunktionen folgt lim
t!1
eF (t) = lim
t! 1
eF (t) = 0. Han-
delt es sich beiX um eine Zufallsgröße und bei X^ um eine Stichprobe, dann bezeichnet eF (t) analog
die Abweichung zwischen dem Funktionswert der Verteilungsfunktion FX(t) und der relativen Sum-
menhäufigkeit. FX^(t) ergibt sich in diesem Fall durch Summation der relativen Klassenhäufigkeiten
fX^;j über alle Klassen j, für deren obere Grenze t
o
j  t gilt.
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Soll nicht nur die Abweichung für ein konkretes Argument t betrachtet werden, sondern sind die
gesamten Verteilungsfunktionen gegenüberzustellen, so bietet sich die quadratische Abweichung
eF =
1Z
 1
q
(FX(t)  FX^(t))2dt (4.18)
als Fehlermaß an. Da eine analytische Berechnung von eF aufgrund der Integration jedoch nur in sel-
tenen Fehlen gelingt, wird in den meisten Fällen auf ein „Abtasten“ der Funktionswerte zur Bestim-
mung der mittleren absoluten Abweichung
jeF j = 1
nmax
nmaxX
i=0
jFX (tmin + i t)  FX^ (tmin + i t)j (4.19)
zurückgegriffen. Darin beschreibt tmin das kleinste Argument t, für welches FX(t) + FX^(t) > 0
gilt2. Mittels nmax wird definiert, bis zu welchem maximalen Funktionsargument tmax der Vergleich
erfolgt:
tmax = tmin + nmax t
Sind die nt Funktionsargumente ti, an welchen ein Vergleich der Verteilungsfunktionen erfolgen soll,
durch die Menge T festgelegt, so erfolgt die Berechnung alternativ durch:
jeF j = 1
nt
ntX
i=1
jFX (ti)  FX^ (ti)j (4.20)
Sind die Abweichungen zwischen nRV Paaren von Verteilungsfunktionen (bzw. Verteilungsfunktio-
nen und Häufigkeiten) zu ermitteln, so beschreibt jeF j den Mittelwert über alle mittleren absoluten
Abweichungen:
jeF j = 1
nRV
nRVX
j=0
1
nmax;j
nmax;jX
i=0
FXj (tmin;j + i t)  FX^j (tmin;j + i t)
Ergänzend bezeichnet
jeF jmax = max fjFX (tmin + i t)  FX^ (tmin + i t)jg0inmax (4.21)
die maximale Abweichung der Funktionswerte an den betrachteten Stützstellen.
Abweichung von Erwartungswert und Streuungsmaß
Die Differenz der Erwartungswerte zweiter Zufallsgrößen X und X^ wird als e bezeichnet:
e = X   X^ (4.22)
2Ein solches t 2 R existiert im hier betrachteten Kontext immer, da durch die Zufallsgrößen Verspätungen beschrieben
werden und Züge nicht unendlich verführt verkehren.
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Als Fehlergröße für das Streuungsmaß können die Abweichung der Varianzen, der Standardabwei-
chungen oder der Variationskoeffizienten der Zufallsgrößen X und X^ verwendet werden. Soll eine
dimensionslose Größe verwendet werden, so bietet es sich an, die Abweichung der Variationskoeffi-
zienten v zu betrachten:
ev = vX   vX^ (4.23)
Analog zu den Funktionswerten beschreibt jej bei Betrachtung mehrerer Abweichungen den Mit-
telwert der mittleren absoluten Abweichungen der Erwartungswerte:
jej = 1
nRV
nRVX
j=0
X;j   X^;j
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Kapitel 5
Verspätungsfortpflanzung in Netzen
Die Fortpflanzung von Verspätungen in Bahnnetzen kann als Abfolge von Aktivitäten und Zustän-
den verstanden und in einem Graphenmodell beschrieben werden. Nachdem in Kapitel 5.1 dieses
Graphenmodell dargestellt wird, werden in Kapitel 5.2 die zur Verspätungspropagation relevanten
Aktivitäten fachlich im Detail beschrieben und mathematisch definiert. Kapitel 5.3 beschreibt, wel-
che Anforderungen an die Eingangsgrößen (z. B. Fahrplan, Wenden, Infrastrukturdaten) bestehen, um
das Graphenmodell aufstellen zu können. Ferner wird skizziert, wie aus diesen das Graphenmodell
abgeleitet wird.
Die anhand der Fortpflanzungsrechnung zu ermittelnden Kenngrößen sowie daraus resultierende Rand-
bedingungen sind das Thema von Kapitel 5.4. Im Kapitel 5.5 erfolgt abschließend eine Zusammen-
fassung der Anforderungen an die Modellierung von Zufallsgrößen.
5.1 Einführung des Graphenmodells
Die Abbildung der Verspätungspropagation mittels eines Aktivitätengraphen ist an das Konzept des
„activity-on-arc project network“ angelehnt, welches in der Eisenbahnbetriebswissenschaft in [Nac98]
zur Bearbeitung von Fragen der Fahrplanoptimierung eingeführt und in [Sch07] zur Anwendung in
der Anschlussdisposition übernommen wurde. In seinen Grundeigenschaften ist es vergleichbar zu
den „timed event graphs“, die bei Nutzung der Max-Plus-Algebra (vgl. Kapitel 2.2.2) Anwendung
finden.
Beim Aktivitätengraph A = (; E) handelt es sich um einen gerichteten Graphen ohne Mehrfach-
kanten. In ihm repräsentiert jede Ecke  aus der Menge aller Ecken  jeweils einen Zug in einem
Netzknoten in einem Status. Ein Netzknoten kann beispielsweise eine Betriebsstelle sein. Zu den Stati
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können beispielsweise die Ankunft in einem planmäßigen Halt, die Durchfahrt in einer Betriebsstelle
oder der Herstellung aller Anschlüsse in einem Halt gehören. Um eindeutig auf eine Ecke  referen-
zieren zu können, wird nachfolgend von der Notation
(i;s;z) (5.1)
Gebrauch gemacht, in welcher i den Zug, s den Netzknoten und z den Status repräsentiert.
Nachfolgend bezeichnet Zustand eine Ecke (i;s;z) des Aktivitätengraphen. Damit lassen sich sowohl
Zugfahrten als auch Zusammenhänge zwischen Zugfahrten als Abfolge von Zuständen beschreiben.
Zu den Attributen eines Zustandes zählen dessen Sollzeit und die Verspätung des Zuges. Die Zufalls-
größe dieser Verspätung wird als V(i;s;z) oder verkürzt als V
z
i;s bezeichnet.
Jede Ecke1  kann über eine oder mehrere Kanten e, die verschiedene Aktivitäten repräsentieren, von
einer anderen oder mehreren anderen Ecken aus der Menge aller Ecken  abhängig sein. Zu den
Aktivitäten zählen beispielsweise das Fahren auf der Strecke, das planmäßige Halten, das Abwarten
eines Anschlusses oder der Übergang einer Zugkomposition im Rahmen einer Wende. Je nach Art
der Aktivität trägt eine Kante einen unterschiedlichen Umfang an Zusatzinformationen, welcher zur
Berechnung der Aktivität notwendig ist.
Die Verspätungsfortpflanzung lässt sich allein durch ein „Abarbeiten“ des Aktivitätengraphen berech-
nen, indem jeweils für jeden bekannten Zustand alle ausgehenden Aktivitäten betrachtet werden. Die
Berechnungsreihenfolge muss nicht zwangsläufig der Abfolge von Sollzeiten der korrespondieren
Zustände entsprechen. Alle zur Berechnung einer Aktivität relevanten Eingangsgrößen sind durch die
Struktur des Graphen sowie die Eigenschaften der Kante gegeben. Auch wenn die analytische Vor-
gehensweise damit eine teilweise Abkehr von der simulativen Betrachtung ermöglicht, so werden die
Aktivitäten weiterhin sequentiell abgearbeitet.
Die Abarbeitung des Aktivitätengraphen weist einige Parallelen zur Modellierung des Bahnbetriebs
mittels (farbiger) Petri-Netze auf [Zhu00]. Zugleich besteht jedoch beispielsweise der Unterschied,
dass potentielle Konflikte nicht durch die ausschließliche Belegung eines Netzabschnitts durch maxi-
mal ein Zugtoken sondern durch eine separate Aktivität repräsentiert werden.
Es handelt sich um einen entscheidungsfreien Graphen, welcher sich deterministisch verhält. Dies
bedeutet, dass eine beliebige Anzahl von Berechnungsläufen immer zu identischen Ergebnissen führt.
Stattdessen werden die zufälligen Aspekte nicht in der Struktur des Graphen, sondern durch die Ope-
ration auf Zufallsgrößen abgebildet. Während dieser Ansatz einerseits ermöglicht, verschiedene dis-
positive Maßnahmen (z. B. die Änderung der Reihenfolge von Zugfahrten oder das Auflassen von
1Zur besseren Unterscheidung von der Topologie des abgebildeten Eisenbahnnetzes wird in dieser Arbeit zwischen
„Ecken“ im Graphen und „Knoten“ im Bahnnetz unterschieden.
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Anschlüssen) ohne Anpassung des Graphen zu berücksichtigen, entstehen daraus andererseits Her-
ausforderungen bei der korrekten Formulierung von Eintrittsbedingungen, welche an späterer Stelle
diskutiert werden.
Für eine Definition weiterer Begrifflichkeiten der Graphentheorie wird auf geeignete Literatur ver-
wiesen, zum Beispiel [Jun94].
5.2 Aktivitäten
Mittels der nachfolgend dargestellten Aktivitäten gelingt eine Beschreibung der in Eisenbahnnet-
zen auftretenden Fortpflanzung von Verspätungen. Nach einer fachlichen Einführung wird durch die
mathematische Formulierung jeweils dargestellt, welche Anforderungen an das Gesamtmodell beste-
hen.
Abgesehen von der Warteschlangen-basierten Abbildung der Aktivität „Einreihen“ werden alle Akti-
vitäten zunächst nur für einen Einzelzug bzw. für ein Zugpaar formuliert.
5.2.1 Kategorien von Aktivitäten
Allgemein lassen sich die zu berücksichtigenden Aktivitäten in drei Kategorien einteilen:
 Mittels der Aktivitäten „Fahren“ und „Halten“ wird sowohl ein Verspätungszuwachs durch
Urverspätungen als auch eine Reduktion bestehender Verspätungen durch Reservezeiten im
Halt und auf der Strecke abgebildet. Die Zufallsvariable, welche zur Durchführung der Aktivi-
tät notwendig ist, wird im weiteren Verlauf als Prozesszeit bezeichnet.
Als Urverspätungen (auch Primärverspätungen genannt) werden die außerplanmäßigen Anteile
dieser Prozesszeiten bezeichnet, die nicht durch Interaktion mit anderen Zügen begründet sind
(vgl. Definition in 2.1). Im Bahnbetrieb entsprechen diese verlängerten Fahr- oder Haltezei-
ten, welche infolge einer Störung von Anlagen, Betriebsmitteln bzw. Personalen oder sonstiger
ungeplanter Ereignisse entstehen (z. B. Signalstörungen, Triebfahrzeugstörungen, Bremsstör-
ungen, hohes Reisendenaufkommen, Personenschäden).
Reservezeiten andererseits sind in den Fahrplan eingearbeitete Fahr- und Haltezeitüberschüsse,
welche zum Abbau erlittener Verspätungen dienen.
 Eine Übertragung bestehender Verspätungen auf andere Züge, nachfolgend als Folgeverspä-
tung (oder auch Sekundärverspätung) bezeichnet, erfolgt aufgrund von belegter Infrastruktur
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oder aufgrund von geplanter Verknüpfungen zwischen den Zügen. Eine Übertragung von Fol-
geverspätungen wird durch Pufferzeiten vermieden oder zumindest im Umfang verringert.
Ist die Übertragung auf eine belegte Infrastruktur zurückzuführen, so wird die Aktivität als
„Einreihen“ bezeichnet. Unter der Aktivität „Wenden“ wird hier die Übertragung einer Verspä-
tung auf eine neue Zugfahrt verstanden, analog zur dritten Art von Folgeverspätungen, dem
„Anschluss aufnehmen“. Ebenfalls zur Gruppe der Folgeverspätungen ist die Übertragung von
Urverspätungen eines vorhergehenden Zuges auf einen nachfolgenden Zug zu zählen, welche
jedoch zweckmäßigerweise direkt mit der Aktivität „Einreihen“ vereinigt wird.
Je nach Anwendungszweck der Verspätungsfortpflanzung können Folgeverspätungen auch nähe-
rungsweise als Bestandteil der Prozesszeiten berücksichtigt werden. In diesem Fall werden Fol-
geverspätungen nicht explizit abgebildet sondern die Prozesszeiten beschreiben eine Gemenge-
lage aus Primär- und Sekundärverspätungen.
 Überschreitet die Verspätung eines Zuges an einem definierten Bahnhof einen Schwellwert, so
kann eine „Ersatzgarnitur“ in der geplanten Fahrlage verkehren, während der ursprüngliche Zug
entweder an diesem Bahnhof endet oder verspätet zum Zielbahnhof geführt wird. Ferner kann
eine Wende durch „Brechen“ des Zuges in eine frühere Betriebsstelle verlegt werden, um die
Verspätung der Gegenleistung zu verringern. Beide Aktivitäten werden durch den Disponenten
vollzogen und daher als dispositive Maßnahmen zusammengefasst. Aufgrund ihrer geringeren
Relevanz sind beide Aktivitäten im Anhang dargestellt.
5.2.2 Bezeichnung der Aktivitäten und Stati
Die Stati werden als a, d und p bezeichnet. Sind mehrere Aktivitäten sequentiell zu betrachteten, ohne
dass sich der Status ändert, so werden zudem die Statusbezeichnungen a und d verwendet. Für z
aus (5.1) gilt demnach z 2 fa; a; d; d; pg. In Tabelle 5.1 sind die Statusbezeichnungen und ihre
Bedeutungen zusammengefasst. Die Aktivitäten werden im weiteren Verlauf hingegen als L, H , R,
Bezeichnung Kurzform Anmerkung
Ankunft a Ankünfte an geplanten Verkehrs- oder Betriebshalten
Abfahrt d Abfahrten an geplanten Verkehrs- oder Betriebshalten
Durchfahrt p Durchfahrten
vor Ankunft a z. B. nach Fahren aber vor Konfliktlösung bei Einfahrt
vor Abfahrt d z. B. nach Halten aber vor Konfliktlösung bei Ausfahrt
Tabelle 5.1: Zusammenfassung der Stati
Q,G, S undB benannt. Die Tabelle 5.2 gibt eine Übersicht der Aktivitäten. Je nach Darstellungzweck
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Bezeichnung Kurzform Kategorie der Aktivität Zug-Interaktion
Fahren L Prozesszeit nein
Halten H Prozesszeit nein
Verknüpfung (Anschluss, Wende) C Folgeverspätung ja
Konfliktlösung R Folgeverspätung ja
Einreihen Q Folgeverspätung optional
Brechen B Dispositionsentscheidung nein
Ersetzen S Dispositionsentscheidung nein
Tabelle 5.2: Zusammenfassung der Aktivitäten
erfolgt eine Erweiterung der Aktivitätenbezeichnung:
So beschreibt Li;s1 die Fahrt des Zuges i über die Strecke vom Knoten s1 zum nachfolgenden Netz-
element oder Rij die von Zug i auf Zug j übertragene Folgeverspätung. Ist diese Bezeichnung nicht
ausreichend, um Eindeutigkeit zu gewährleisten, so kann auf die Referenzierung der Stati gemäß For-
mel (5.1) zurückgegriffen werden. In diesem Fall bezeichnet beispielsweise R(i;s;d);(j;r;d) die von
Zug i in Betriebsstelle s und im Status d auf den Zug j in Betriebsstelle r und ebenfalls im Status d
übertragene Folgeverspätung aus Infrastrukturbelegungskonflikten.
5.2.3 Betrachtung von Konflikten an Bediensystemen
Durch die Abfolge verschiedener Aktivitäten wird zugleich der Zuglauf über verschiedene Bedien-
systeme abgebildet, welche ein- oder mehrkanaliger Art sein können. Denkbar ist beispielsweise die
Abfolge Streckengleis - Streckengleis - Bahnhofsvorfeld - Gleisgruppe - Bahnhofsvorfeld - Strecken-
gleis - Abzweig - Streckengleis.
Zu den einkanaligen Bediensystemen zählen die Strecke sowie, durch Verwendung von Ausschlussma-
trizen für Fahrwege, das Bahnhofsvorfeld (auch Gesamtfahrstraßenknoten genannt). Die sich daraus
ergebenden Abfolgen von Bediensystemen werden nachfolgend als Überholungsabschnitte bezeich-
net, wenn entlang ihres Verlaufs kein Reihenfolgewechsel möglich ist. Überholungsabschnitte begin-
nen und enden entweder an einem Überholungsbahnhof oder an einem Abzweig.
Liegen ausreichend Eingangsdaten zur befahrenen Infrastruktur vor, so werden Zuginteraktionen auf
Überholungsabschnitten explizit durch die Aktivität „Konfliktlösung“ berücksichtigt. Liegen jedoch
nicht genügen Eingangsdaten für Überholungsabschnitte vor oder sind Folgeverspätungen immehrka-
naligen Bediensystem der Gleisgruppe zu berechnen, so kommen Näherungslösungen aus der Bedien-
theorie zur Verwendung, welche unter der Aktivität „Einreihen“ zusammengefasst werden.
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5.2.4 Aktivität „Fahren“ (L)
Wie eingangs erläutert, werden durch die Aktivität „Fahren“ der Verspätungsaufbau aufgrund von
erlittenen Urverspätungen sowie die Verspätungsreduktion durch Ausnutzung von Fahrzeitreserven
zusammengefasst. Die Fahrzeit eines Zuges i zwischen dem Knoten s1 und dem im Laufweg folgen-
den Knoten wird dazu als Zufallsgröße verstanden, welche sich aus einem deterministischen Mindest-
wert pL;mini;s1 sowie einem zufälligen Mehrbedarf P
L;add
i;s1
 0 zusammensetzt. Die Differenz zwischen
minimaler Prozesszeit pL;mini;s1 und planmäßiger Prozesszeit p
L;sched
i;s1
ergibt die Fahrzeitreserve:
sLi;s1 = p
L;sched
i;s1
  pL;mini;s1
Eine solche Marge dient dazu, im Betrieb aufgetretene Verspätungen zu reduzieren oder sogar voll-
ständig kompensieren zu können. Die in der Fahrplankonstruktion festgelegte Fahrzeitreserve kann
einzelne Komponenten (z. B. Regelzuschlag, Bauzuschlag und Fahrzeitüberschuss nach [Deu09a])
umfassen, welche im Sinne der Verspätungsfortpflanzung jedoch aufsummiert werden können. In der
praktisch angewendeten Fahrzeitrechnung wird die theoretisch minimale Fahrzeit in den meisten Fäl-
len als deterministische Größe verstanden, in welche jedoch streuende Einflüsse (z. B. Windrichtung,
Adhäsion) eingehen. Einen guten Überblick über die diesbezüglichen Zusammenhänge sowie die
stochastischen Einflüsse auf die Fahrzeit bietet [Ste91]. Für eine vertiefte Diskussion der Arten von
Zeitzuschlägen, ihrer Dimensionierung und Anordnung entlang des Zuglaufs sowie auf kommerzielle
Aspekte wird auf die Arbeiten [KDV07] und [Rud04] verwiesen.
In Abbildung 5.1 ist eine graphische Repräsentation der Aktivität im verwendeten Graphen illustriert.
Die Fahrt erfolgt zwischen den Netzknoten s1 und s2, wobei der Zug den Knoten s1 ohne Halt durch-
fährt und in s2 planmäßig hält. Die beteiligten Zustände sind gemäß (5.1) benannt.
i, s , p
1
i, s , a
2
L
Abbildung 5.1: Darstellung der Aktivität „Fahren“ im Aktivitätengraph
Alternativ zur Verwendung der planerischen Fahrzeitreserve kann auch eine aus Ist-Daten abgeleitete
Fahrzeitreserve in die Rechnung eingehen, beispielsweise durch die Wahl von Quantilswerten. Im
Rahmen der gewählten Modellierung wird – um möglichst geringe Einschränkungen festzulegen –
lediglich vorausgesetzt, dass eine minimale Prozesszeit existiert und eine Differenz gegenüber der
geplanten Prozesszeit abzuleiten ist. Ob diese minimale Prozesszeit eine artreine deterministische
Größe oder den deterministischen Quantilswert einer Zufallsgröße darstellt, ist für die Modellierung
ohne Relevanz. (Welche Randbedingungen bei der Ableitung von Stichproben der Prozesszeiten aus
Betriebsdaten zu beachten sind, wird gesondert unter dem Aspekt der Kalibrierung später in Kapitel
9.1.1 diskutiert.)
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Der zufällige Mehrbedarf PL;addi;s1 bildet alle Einflüsse, welche von außen in das System einwirken,
sowie die zufälligen Komponenten der eigentlichen Fahrzeit ab. Die induzierten Einflüsse umfassen
dabei insbesondere Urverspätungen entlang der Strecke. Liegen zudem Verspätungsursachen, wel-
che aus unzureichender Planung resultieren, vor, so können auch diese in der zusätzlichen Prozes-
szeit abgebildet werden. Als derartige Planungsfehler können beispielsweise in der Fahrzeitrechnung
unberücksichtigte Langsamfahrstellen oder falsche Annahmen zur Fahrdynamik verstanden werden.
In Abbildung 5.2 sind die Dichtefunktion der Zufallsgröße PL;addi;s1 , der Zusammenhang zur planmäßi-
gen Prozesszeit pL;schedi;s1 sowie die sich ergebende Reservezeit s
L
i;s1
skizziert.
0
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Abbildung 5.2: Prozesszeit für Aktivität „Fahrt“
Erleidet ein Zug eine Urverspätung, so kann diese bei geringen Pufferzeiten zusätzlich auf einen
nachfolgenden Zug übertragen werden. Diese Interaktion von Zügen wird als Bestandteil der Aktivität
„Konfliktlösung“ (vgl. Kapitel 5.2.7) abgebildet, da dort vollständige Kenntnis über die notwendigen
Eingangsparameter besteht.
Die Aktivität beginnt im Knoten s1 entweder mit dem Anfahren nach einem planmäßigen Halt oder
mit dem Erreichen eines neuen Streckenabschnitts im hinterlegten Infrastrukturmodell. Die diesem
Zustand zugeordnete Verspätung wird verallgemeinert als V p=di;s1 bezeichnet. Die Verspätung nach
Abschluss der Aktivität bei Erreichen von s2 beträgt
V
p=p=a=a
i;s2
= V
p=d
i;s1
+ PL;addi;s1   sLi;s1 : (5.2)
Sie entspricht der Verspätung nach Berücksichtigung der genannten Einflussgrößen sowie der Reser-
vezeit. Ist in s2 keine Folgeverspätungsübertragung zu berücksichtigen, so ist dies zugleich die Ver-
spätung im Zustand p oder a. Sind hingegen Folgeverspätungen zu betrachten, so handelt es sich um
die Zustände p oder a.
56 Aktivitäten
Die „Linksverschiebung“ um die Reservezeit sLi;s1 kann mit dem zufälligen Mehrbedarf in eine effek-
tive Prozesszeit von
PLi;s1 = P
L
i;s1
  sLi;s1
zusammengefasst werden. Damit ergibt sich die Verteilungsfunktion der Zufallsgröße V p=p
=a=a
i;s2
aus
einer unbedingten Faltung:
F
V
p=p=a=a
i;s2
(t) =
1Z
 1
FPLi;s1
(t  u)dF
V
p=d
i;s1
(u)
Diese Trennung und Zusammenführung von Reservezeit und zufälligem Mehrbedarf wird gewählt,
da eine Ermittlung von sLi;s1 und anschließende Schätzung einer Verteilungsfunktion für P
L;add
i;s1
aus
Realdaten effizienter als die direkte Schätzung einer Verteilungsfunktion vonPLi;s1 durchführbar ist,
wie später gezeigt wird.
Abhängiger zufälliger Mehrbedarf
Aus Überlegungen zum tatsächlichen Betrieb ist abzuleiten, dass eine Abhängigkeit des zufälligen
Mehrbedarfs der Prozesszeit PL;addi;s von der Verspätung bei Prozessbeginn V
p=d
i;s besteht. Diese kann
beispielsweise durch drei grundsätzliche Fälle EL;1, EL;2 und EL;3 ausgedrückt werden:
 Die Verspätung bei Prozessbeginn V p=di;s1 liegt oberhalb der seitens des Lokführers „gefühlten“
Reservezeit sLi;s1 auf dem Streckenabschnitt, so dass die schnellstmögliche effektive Prozesszeit
PLi;s1 jEL;3 angestrebt wird (als Fall EL;3 bezeichnet);
 Die Verspätung bei Prozessbeginn liegt unterhalb dieses Schwellwertes und ist größer als Null.
Etwaige äußere Einflüsse entlang des Streckenabschnitts könnten zu verspäteter Ankunft füh-
ren. Um derartige Wechselwirkungen zu vermeiden, erfolgt ein zügiges Befahren des Strecken-
abschnitts in der Prozesszeit PLi;s1 jEL;2 (Fall EL;2);
 Der Prozess wird verfrüht aufgenommen (V di;s1  0) und eine energieoptimale Fahrweise ange-
strebt, welche zur effektiven Prozesszeit PLi;s1 jEL;1 führt (Fall EL;1).
Sowohl der obere Schwellwert sLi;s1 als auch dieWahrnehmung einer Verfrühung hängen vomUmfang
der technischen Voraussetzungen und der persönlichen Erfahrung des jeweiligen Lokführers ab. Wäh-
rend ihm (oder ihr) bei ausgeprägter technischer Unterstützung kontinuierlich die aktuellen Verspä-
tung sowie eine darauf abgestimmte Fahrempfehlung, vgl. [WRK09], kommuniziert wird, ermittelt er
im anderen Extremfall seine aktuelle Verspätung mit der Genauigkeit von Minuten durch Vergleich
von Armbanduhr und Buchfahrplan.
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Unter Beachtung dieser Abhängigkeit ist eine aus Realdaten gewonnene Verteilungsfunktion des
zufälligen Mehrbedarfs jedoch nur für die korrespondierende Verteilungsfunktion der Verspätung bei
Prozessbeginn korrekt. Soll eine Entkopplung der „Umweltparameter“ (tatsächliche Urverspätungen
und sonstige äußere Einflüsse) von der Betriebsqualität erzielt werden, um eine korrekte Übertragbar-
keit auf andere Betriebsqualitäten zu erreichen, so ist eine Differenzierung der zufälligen Prozesszei-
ten vorzunehmen. Diese bedingten Zufallsgrößen werden als PL;addi;s jEL;k mit k 2 (0; 1; 2) bezeichnet.
Da die maximale Fahrzeitreserve in alle Fällen unverändert bleibt, kann die Differenz der Größen
weiterhin als effektive Prozesszeit
PLi;s1 jEL;k = PL;addi;s1 jEL;k   sLi;s1
ausgedrückt werden. Anstelle einer unbedingten Faltung sind zur Ermittlung der Verspätung nach
erfolgter Aktivität jedoch drei bedingte Faltungen durchzuführen. Es gilt:
F
V
p=p=a=a
i;s2
(t) =
0Z
 1
FPLi;s1 jEL;1
(t  u)dF
V
p=d
i;s1
(u) +
sL

i;s1Z
0
FPLi;s1 jEL;2
(t  u)dF
V
p=d
i;s1
(u)
+
1Z
sL

i;s1
FPLi;s1 jEL;3
(t  u)dF
V
p=d
i;s1
(u)
Durch diesen „Verlust“ der Unabhängigkeit beider Eingangsgrößen kann zwar einerseits ein Genau-
igkeitsgewinn hinsichtlich der auftretenden Prozesszeiten erzielt werden, andererseits wird die For-
mulierung weiterer Randbedingungen beim Verketten von Aktivitäten wesentlich schwieriger, da die
Kommutativität verloren geht (vgl. Kapitel 4.1.3).
Berücksichtigung von Mindestverspätungen
Sollen Verfrühungen jenseits eines Schwellwerts vp=p
=a=a
i;s2;min
unterbunden werden, so sind nach Berück-
sichtigung der effektiven Prozesszeit unterhalb dieses Grenzwerts liegenden Verspätungen zu kappen.
Eine Berücksichtigung von Mindestverspätungen ist sinnvoll, um ein außergewöhnliches Verkehren
„vor Plan“ zu vermeiden, welches zu Konflikten mit planmäßig früher stattfindenen Zugfahrten führen
kann.
Die resultierende Zufallsgröße ergibt sich durch Maximumsbildung
V
p=p=a=a
i;s2
=
h
V
p=d
i;s1
+PLi;s1 ; v
p=p=a=a
i;s2;min
i+
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und ist analog für den Fall bedingter Prozesszeiten aufzustellen. Zur Ermittlung der zugehörigen
Verteilungsfunktion ist die Kappung anzuwenden. Damit gilt:
F
V
p=p=a=a
i;s2
(t) =
0@ 1Z
 1
FPLi;s1
(t  u)dF
V
p=d
i;s1
(u)
1A  F
D(v
p=p=a=a
i;s2;min
)
(t)
Auch hier sind die Einschränkungen hinsichtlich der Kommutativität gemäß Formel (4.12) zu beach-
ten. Zusammenfassend lässt sich die Verspätung nach Beendigung der Aktivität durch Anwendung
der folgenden Berechnungsvorschrift ermitteln:
V
p=p=a=a
i;s2
=
h
V
p=d
i;s1
b+PL;addi;s1   sLi;s1 ; vp=p=a=ai;s2;min i+
=
h
V
p=d
i;s1
b+PLi;s1 ; vp=p=a=ai;s2;min i+
5.2.5 Aktivität „Halten“ (H)
Neben der Fahrzeitreserve bei Fahrt auf der freien Strecke erlauben Haltezeitreserven in planmäßi-
gen Halten eine Reduktion erlittener Verspätungen. Zugleich kann es durch Urverspätungen im Halt,
welche beispielsweise aus defekten Türen oder Störungen des Ausfahrsignals resultieren, zu einem
Verspätungszuwachs kommen. Gründe, warum der Halteprozess (und seine Modellierung) von hoher
Wichtigkeit für die Betriebsqualität ist, fassen JOHNER und LÜTHI in [JL07] zusammen. Erkannte
Abhängigkeiten der tatsächlichen Haltezeit von verschiedenen Einflussfaktoren stellt RÜGER in sei-
ner Arbeit [Rüg04] dar.
Die Verspätung V ai;s des Zuges i zu Beginn der Aktivität entspricht der Verspätung, mit welcher der
Halt (z. B. am Bahnsteig oder im Rangierbahnhof) beginnt. Als V d=d

i;s wird die Verspätung bezeich-
net, mit welcher die Aktivität (losgelöst von parallelen Aktivitäten wie „Anschluss abwarten“ oder
anschließenden Aktivitäten wie „Einreihen“) abgeschlossen wird. Die Verspätung entspricht daher
nicht zwangsläufig der Verspätung bei Abfahrt, sondern repräsentiert die Verspätung vor Betrachtung
der zusätzlich zu berücksichtigenden Folgeverspätungen. V di;s bezeichnet somit die Verspätung bei
einer frühestmöglichen Abfahrt des Zuges, zu deren Zeitpunkt der eigentliche Halteprozess abge-
schlossen ist – aber die Ausfahrt noch nicht notwendigerweise erfolgen muss. Abbildung 5.3 umfasst
die Repräsentation der Aktivität im verwendeten Graphen.
i, s, a i, s, d/d*
H
Abbildung 5.3: Darstellung der Aktivität „Halten“ im Aktivitätengraph
Wie auch die Aktivität „Fahren“ erlaubt das Modell, eine Abhängigkeit des zufälligen Mehrbedarfs
der Prozesszeit PH;addi;s von der Verspätung bei Beginn des Halteprozess zu berücksichtigen. So wird
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in [Yua06] gezeigt, dass bei verfrühter Ankunft die Haltezeit durch das beteiligte Personal häufig
unbewusst verlängert wird.
Um verfrühte Abfahrten bei Halten des Personenverkehrs durch übermäßige Ausnutzung der Halte-
zeitreserve sHi;s = p
H;sched
i;s  pH;mini;s (analog Aktivität „Fahren“) zu vermeiden, ist nach (bedingter oder
unbedingter) Faltung der Ankunftsverspätung mit dem zufälligen Mehrbedarf stets eine Maximums-
bildung mit vd=d

i;s;min = 0 durchzuführen. Damit ergibt sich:
V
d=d
i;s =
h
V ai;sb+PH;addi;s   sHi;s ; vd=di;s;mini+
=
h 
V ai;sb+PHi;s ; vd=di;s;mini+
Unabhängige Abfahrtsverspätungen
In [Köh08] wird durch Auswertung von Ist-Daten gezeigt, dass sowohl bei verfrühten Ankünften als
auch bei kleinen Ankunftsverspätungen die Abfahrtsverspätung ohne Zusammenhang zur Ankunfts-
verspätung ist. Optional ist es daher möglich und zweckmäßig, anstelle der oben genannten Berech-
nungsvorschrift die Abfahrtsverspätung für diese Situationen direkt zu setzen, wobei die beiden Fälle
zu differenzieren sind. Mit bekannter Zufallsgröße V d=d

i;s jEH;1 für verfrühte Ankünfte und ebenfalls
bekannter Zufallsvariable V d=d

i;s jEH;2 für bis zu v2 verspätete Ankünfte sowie der effektiven Pro-
zesszeit PHi;sjEH;3 im Falle von mehr als v2 verspäteten Ankünften folgt für die Verspätung nach
Abschluss des Halteprozesses:
F
V
d=d
i;s
(t) = FV ai;s(0)
   F
V
d=d
i;s jEH;1
(t) +

FV ai;s(v2)  FV ai;s(0) 

 F
V
d=d
i;s jEH;2
(t)
+
1Z
v2
FPHi;sjEH;3(t  u)dFV ai;s(u)
Umfasst die ZufallsgrößePHi;sjEH;3 einen negativen Anteil, so ist auch hier eine Maximumsbildung
durchzuführen:
F
V
d=d
i;s
(t) = FV ai;s(0)
   F
V
d=d
i;s jE1
(t) +

FV ai;s(v2)  FV ai;s(0) 

 F
V
d=d
i;s jE2
(t)
+
1Z
v2
FPHi;sjE3(t  u)dFV ai;s(u)  FD(vd=di;s;min)(t)
5.2.6 Aktivität „Verknüpfung“ (C)
Unter dem Oberbegriff „Verknüpfung“ werden vier unterschiedliche Abhängigkeiten von Zugfahrten
betrachtet, welche alle durch eine identische Berechnungsvorschrift abzubilden sind. Diese Abhän-
gigkeiten umfassen das Warten auf Anschlussreisende im verkehrlichen Halt, den Übergang einer
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Zuggarnitur auf eine neue Zugnummer im Rahmen einer Wende sowie die Vereinigung oder die Tei-
lung von Flügelzugteilen.
Im ersten Halt eines Zuges gibt es einen oder mehrere Zubringerzüge, von welchem das Rollmaterial
übergeht. Trifft das rollende Material verspätet ein, so können daraus Verspätungen resultieren. Beste-
hen zwischen Zügen des Personenverkehrs Anschlüsse, welche durch dispositive Maßnahmen für den
Kunden gesichert werden, so kann bei verspäteter Ankunft auf analoge Weise eine Folgeverspätung
des Abbringerzuges auftreten.
Im weiteren Verlauf wird die Übergangspufferzeit bCij als zeitlicher Abstand zwischen der planmäßi-
gen Ankunftszeit des Zubringerzuges ai und der planmäßigen Abfahrtszeit des Aufnehmerzuges dj
abzüglich einer Mindestübergangszeit cij;min verstanden. Derartige Mindestübergangszeiten cij;min
sind für Anschlüsse zumeist in Vorschriften festgelegt und beschreiben in Abhängigkeit von Zug-
typen und örtlichen Gegebenheiten den Zeitbedarf, welcher seitens der Fahrgäste zum Wechsel der
Züge benötigt wird. Für Wenden bilden sie die Zeitspanne ab, welche zwingend vergeht, um das
Fahrzeug neu aufzurüsten oder beispielsweise auch einer geplanten Reinigung zu unterziehen. Bei
Vereinigungen von Zugteilen besteht ebenfalls ein Mindestzeitbedarf, um die Fahrzeugteile zu kup-
peln. Allgemein gilt:
bCij = dj   ai   cij;min
Solange die Ankunftsverspätung V ai des Zubringerzuges kleiner ist als die Übergangspufferzeit, erlei-
det der Aufnehmerzug keine Folgeverspätung (als Fall EC;1 bezeichnet). Wenn der Zubringer noch
später ankommt, so wird die Wartezeit wij in Anspruch genommen. Diese Wartezeit ist jene Zeit,
die ein Aufnehmerzug höchstens auf Herstellung der Verknüpfung wartet (EC;2). Sie wird von seiner
planmäßigen Abfahrtszeit aus gemessen, so dass eine spätestmögliche Abfahrtszeit definiert ist.
Für Anschlüsse ist wij ebenfalls den zugehörigen Vorschriften zu entnehmen. Für die Übergänge von
Rollmaterial ist sie unter anderem von der Verfügbarkeit einer alternativen Zuggarnitur und Fahrper-
sonal abhängig. Würde diese Wartezeit bei Herstellung der Verknüpfung überschritten, so wird diese
Abhängigkeit „gebrochen“ (EC;3). Schließlich noch zu berücksichtigen ist der Fall, dass der Aufneh-
merzug j unabhängig von einer etwaigen Verspätungsübertragung bereits so verspätet ist, dass seine
Verspätung V dj bereits die Wartezeit überschreitet. Unter diesen Umständen wird der Anschluss nicht
abgewartet (EC;4). Handelt es sich um einen Anschluss oder die Vereinigung von Flügelzugteilen, so
repräsentiert V dj die Verspätung des Aufnehmers nach der Aktivität „Halten“. Handelt es sich um
eine Wende oder die Trennung von Flügelzugteilen, so gilt V dj = 0.
In Abbildung 5.4 ist die graphische Repräsentation von Verknüpfungen im Aktivitätengraphen, los-
gelöst von vorhergehenden oder nachfolgenden Aktivitäten, illustriert.
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i, s, a j, s, d*
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Abbildung 5.4: Darstellung der Aktivität „Verknüpfung“ im Aktivitätengraph
Es wird unterstellt, dass die Zufallsgrößen V ai und V
d
j voneinander unabhängig sind. Damit ergeben
sich die Randbedingungen der vier zu betrachtenden Fälle zu:
EC;1:
 
V dj  wij
 ^  V ai   V dj  bCij
EC;2:
 
V dj  wij
 ^  bCij < V ai   V dj  ^  V ai   bCij < wij
EC;3:
 
V dj  wij
 ^  bCij < V ai   V dj  ^  wij  V ai   bCij
EC;4: V dj > wij
Die Verspätung des Aufnehmers nach etwaiger Herstellung der Verknüpfung beträgt:
V dj =
8<:V dj wenn EC;2,V ai   bCij wenn EC;2.
Hängt die Abfahrtsverspätung des Zuges j von mehreren Zubringerzügen k 2 ~TC;j ab, so ist eine
Umformulierung der zuvor eingeführten Randbedingungen unter Anwendung einer Minimums- und
einer Maximumsfunktion sinnvoll. Erweitert auf mehrere Zubringerzüge gilt:
V dj =
h
V dj ;

V ak   bCkj;wkj
 i+
k2~TC;j
Die gesuchte Verteilungsfunktion ergibt sich durch Anwendung von (4.8) und (4.9):
FV dj (t) = FV dj (t) 
Y
k2~TC;j
h
1 

1  FV ak  bCkj(t)

  1  FD(wkj)(t)i (5.3)
Versteht man V a;Ck =

V ak   bCkj;wkj
  als effektive Ankunftsverspätung, so führt die dargestellte
Minimumsbildung zu folgender Funktionsvorschrift:
FV a;Ck
(t) =
8<:FV ak  bCkj(t) wenn t < wkj ,1 wenn t  wkj . (5.4)
Vorlaufzeit bei Dispositionsentscheidung
Trifft ein Zubringerzug verspätet an einem Bahnhof ein, in welchem ein Anschluss erfolgen soll, so
ist seitens der Fahrdienstleitung und/oder der Transportleitung eine Entscheidung gemäß den oben
eingeführten Regeln für oder gegen die Herstellung der Verknüpfung zu treffen. Um bei Aufgabe
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der Verknüpfung eine nicht notwendige Folgeverspätung des Abbringers zu vermeiden, ist diese Ent-
scheidung mit einer Vorlaufzeit zur tatsächlichen Ankunft des Zubringerzuges zu treffen. Daher ist es
sinnvoll, anstelle der Ankunftsverspätung V ai eine Verspätung des Zuges i zu betrachten, welche um
tC;Hor vor ai liegt. Diese Verspätung zu Beginn eines „Dispositionshorizonts“ wird als V Hori bezeich-
net.
Die Wahrscheinlichkeit, dass der Aufnehmerzug eine Folgeverspätung aus der Verknüpfung erleiden
wird, ergibt sich zu diesem Betrachtungszeitpunkt zu:
pHorEC;2 = Pr
 
V dj  V Hori   bCij  wij

Zur Berechnung der Wahrscheinlichkeit einer Verspätungsübertragung ist es notwendig, die bedingte
Differenzverteilung unter der Bedingungsgrenze bCij + wij aufzustellen:
FV Hori  V dj jV Hori bCij+wij(t) =
1
FV Hori (b
C
ij + wij)
bCij+wijZ
 1
F V dj (t  u)dFV Hori
Durch Auswertung der Verteilungsfunktion ergibt sich:
pHorEC;2 = FV Hori (b
C
ij + wij)  FV Hori  V dj jV Hori bCij+wij(bCij) 
Ist die Eintrittswahrscheinlichkeit einer Verspätungsübertragung sehr klein, so wird der Einfluss der
Aktivität auf das Gesamtergebnis vernachlässigbar sein. Die Größe pHorEC;2 kann daher als Entschei-
dungskriterium genutzt werden, einzelne Kanten des Aktivitätengraphen „vor“ ihrer Betrachtung
dynamisch aus diesem zu entfernen.
Wird eine Modellierung unter Nutzung des Dispositionshorizonts gewählt, so wäre die tatsächliche
Ankunftsverspätung, welche in die Maximumsbildung eingeht, unter der Bedingung der früher gefäll-
ten Dispositionsentscheidung zu formulieren. Auf diesen zusätzlichen Rechenaufwand in Form eines
parallelen Pfades von V Hori bis V
a
i wird verzichtet und näherungsweise V
a
i  V ai j
 
V Hori   bCij  wij

unterstellt.
5.2.7 Aktivität „Konfliktlösung “ (R)
Zur Abbildung der Folgeverspätungen, welche ein Zug aufgrund von Infrastrukturbelegungen ein-
kanaliger Systeme erleidet, werden nachfolgend zwei verschiedene Modellierungen dargestellt, wel-
che unterschiedliche Anforderungen an die Kenntnis der zugrundeliegenden Bediensystems und die
Forderungen stellen. In diesem Kapitel wird zunächst eine Formulierung auf Basis des Zwei-Zug-
Modells eingeführt. Im anschließenden Kapitel 5.2.8 folgt ein alternativer Ansatz auf Grundlage der
Bedientheorie.
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Beide Ansätze machen sich eine Zusammenfassung von Streckencharakteristika und Zugeigenschaf-
ten in Mindestzugfolgezeiten zu Nutze, wie sie in [Hap59] und [Nie05] beschrieben wird. Diese Min-
destzugfolgezeiten hij stellen die Bedienzeiten des Systems dar und sind jeweils von der betrachteten
Zugfolge abhängig. Etwaige planmäßige Halte, welche innerhalb des Überholungsabschnittes erfol-
gen, werden bei der Ermittlung der Mindestzugfolgezeit näherungsweise mit ihrer deterministischen
Haltezeit berücksichtigt. Ein Verfahren zur Schätzung von Mindestzugfolgezeiten in makroskopi-
schen Modellen, welches zweckmäßig an weitere Erfordernisse anzupassen ist, wird in [Ros01] dar-
gestellt. Zur Erzielung einer realitätsnäheren Modellierung ist es ebenfalls möglich (hier aus Gründen
der Übersichtlichkeit aber nicht dargestellt), im Falle der Verspätungsübertragung die daraus resultie-
renden Brems- und Beschleunigungsvorgänge mittels einer deterministischen Größe unmittelbar in
der Höhe der Folgeverspätung zu berücksichtigen.
Zusätzlich zu den Vorteilen einer kompakten Modellierung zahlreicher Randbedingungen gelingt
durch die Nutzung von Mindestzugfolgezeiten eine analoge Abbildung sowohl von Fahrten im Rich-
tungs- als auch von Fahrten im Gegenrichtungsbetrieb. Die planmäßige Pufferzeit bij folgt jeweils aus
der Differenz der Zeitpunkte des planmäßigen Erreichen des Systems (z. B. planmäßige Abfahrt auf
eine Strecke) sowie der Mindestzugfolgezeit. In Abbildung 5.5 ist die Pufferzeit bei Gegenfahrt auf
der rechten Seite illustriert.
t
s
h
ij
h
ij
s+1
b
ij
b
ij
t
s s+1
Abbildung 5.5: Mindestzugfolgezeit hij und Pufferzeit bij bei Gegenfahrt
Die Aktivität „Konfliktlösung“ ist nur dann abzubilden, wenn vor dem System die Möglichkeit zum
Reihenfolgetausch besteht. Ist der zurückliegende Laufweg eines betrachteten Zugpaares identisch, so
muss der Warteraum die Möglichkeit zur Überholung bieten. Unterscheiden sich die zurückliegenden
Laufwege hingegen und zwei Züge fädeln in einem Abzweig auf die gleiche Strecke ein, so kann
durch Warten auf der jeweils zuführenden Strecke ein Reihenfolgetausch erfolgen.
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Zwei Züge i und j, deren Verspätungen bekannt sind, erreichen planmäßig zu den Zeitpunkten ei
und ej ein einkanaliges Bediensystem (Strecke, Teilfahrstraßenknoten). Die Verspätung der Züge
beim Einreihen am System beträgt V ei;si bzw. V
e
j;sj
. Handelt es sich um eine Gegenfahrt, so befinden
sich die beiden Züge nicht im gleichen Bahnhof oder Abzweig, so dass si 6= sj gilt. In diesem Fall
bezeichnet (si; sj) den Überholungsabschnitt. Bei Zugfolgefahrten wird der Überholungsabschnitt
hingegen als (si; st) = (sj; st) benannt, wobei der Netzknoten st am Ende des Überholungsabschnitts
nicht zwangläufig der unmittelbar auf den Netzknoten si bzw. sj folgende Netzknoten sein muss. Die
Bedienzeiten (Mindestzugfolgezeiten) sind deterministisch sowie abhängig von der Reihenfolge der
Bedienung und werden als hij bzw. hji bezeichnet. Da planmäßige Ankunftszeitpunkte vorliegen,
ergibt sich eine ebenfalls deterministische Pufferzeit zu:
bRij = ej   ei   hij
Bei Folgefahrten kann sich die minimale Pufferzeit an einer beliebigen Stelle des Überholungsab-
schnitts ergeben, wie später noch zu berücksichtigen ist. Bei Gegenfahrten treffen die Belegungen
der Züge hingegen immer am Netzknoten sj aufeinander. Ist der zugrundeliegende Fahrplan nicht
vollkommen konfliktfrei, so tritt eine negative Pufferzeit auf, welche zu entsprechend höheren Folge-
verspätungen führt.
Es wird die „First-in-first-out“-Disziplin (FIFO) unter Berücksichtigung von Prioritäten angewendet.
Weitere Fallunterscheidungen (z. B. die Berücksichtigung einer Aufwertung des Signalbegriffs durch
Infill) sollen an dieser Stelle nicht vorgenommen werden, sind jedoch in das Modell implementierbar.
Zu ermitteln sind in jedem Fall die Verspätungen nach Lösung des Konflikts V bji;si und V
bi
j;sj
. Durch das
Verständnis der Mindestzugfolgezeiten als Bedienzeiten folgt, dass als Ausgangsgröße die Verspä-
tung, mit welcher die Bedienung frühestens abgeschlossen wird, berechnet wird. Ist beispielsweise
ein Konflikt im Bahnhofskopf von s1 zu betrachten, so entspricht V
bj
i;s1
der Eingangsgröße V p=di;s1 zur
Berechnung von V p=p
=a=a
i;s2
in (5.2), insofern keine weiteren Konflikte zu betrachten sind. Zur Ver-
einfachung wird nachfolgend sowohl auf die Angabe der Netzknotens als auch auf die Nennung des
Konfliktpartners verzichtet und lediglich mit V ei und V
e
j bzw. V
b
i und V
b
j gearbeitet.
Durch die Dispositionsbelegungszeit rij mit hij  rij  hji werden die Ränge der Züge berücksich-
tigt. Durch einen Vorrangfaktor fr kann hilfsweise ein partieller Vorrang, vgl. [Jac03] und [Car99],
abgebildet werden, so dass höherrangige Züge maximal eine Folgeverspätung dieser Höhe erleiden.
In diesem Fall ist 0  fr  1 zu wählen, ansonsten gilt für strikte Rangfolge fr = 1. Bei vollem
Vorrang des ersten Zuges i fallen ER;2 und ER;3 und ER;4 zusammen.
rij =
8>>><>>>:
fr  hji wenn Zug j vorrangig,
0 wenn Gleichrang,
 fr  hij wenn Zug i vorrangig.
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Herleitung der fünf möglichen Fälle
Fünf Fälle sind bei der Betrachtung der Verspätungsübertragung zu unterschieden: Der planmäßig
erste Zug überträgt eine Verspätung auf den planmäßig zweiten Zug (ER;2 und ER;3); es findet ein
Reihenfolgetausch zwischen den Zügen statt, und der planmäßig erste Zug erleidet eine Folgeverspä-
tung (ER;4); oder es wird keine Verspätung übertragen (ER;1 und ER;5). Ergänzend wird unterstellt,
dass ein verfrühter Zug j niemals eine Verspätung auf den Zug i überträgt. Damit ergeben sich fol-
gende Randbedingungen:
ER;1:
 
V ei   V ej  bRij

ER;2:
 
bRij < V
e
i   V ej  bRij + hij + rij

ER;3:
 
bRij + hij + rij < V
e
i   V ej  bRij + hij + hji
 ^  V ej < 0 (5.5)
ER;4:
 
bRij + hij + rij < V
e
i   V ej  bRij + hij + hji
 ^  V ej  0 (5.6)
ER;5:
 
V ei   V ej > bRij + hij + hji

In den Fällen ER;1, ER;2 sowie ER;3 beginnt die Bedienung des planmäßig ersten Zuges i vor dem
Zug j. In den Fällen ER;4 und ER;5 hingegen entspricht die Reihenfolge der Bedienung nicht der
planmäßigen Reihenfolge. Das Verkehren in geplanter Reihenfolge wird als Fall EO;1 und der Rei-
henfolgetausch als Fall EO;2 zusammengefasst:
EO;1 = ER;1 _ ER;2 _ ER;3
EO;2 = ER;4 _ ER;5
In Abbildung 5.6 ist exemplarisch die Aktivität für eine Gegenfahrt (Zug i beginnt in Knoten si und
Zug j beginnt in Knoten sj) illustriert.
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Abbildung 5.6: Darstellung der Aktivität „Einreihen“ als Zwei-Zug-Modell im Aktivitäten-
graph
Aus den Randbedingungen für ER;1:::R;5 wird offensichtlich, dass das Auftreten von Folgeverspätun-
gen von der Differenzverteilung V eij abhängt. Diese wird wie folgt definiert:
V eij = V
e
i   V ej (5.7)
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In Abhängigkeit einer etwaigen Verfrühung des planmäßig zweiten Zuges wird diese Differenz zusätz-
lich als bedingte Zufallsgröße aufgestellt, um im weiteren Verlauf die Notation zu erleichtern.
V eijjEj;neg = V ei   V ej mit V ej < 0
V eijjEj;pos = V ei   V ej mit V ej  0
Die Randbedigungen der fünf genannten Fälle lassen sich auf Basis der soeben definierten Zufalls-
größen wie folgt ausdrücken. Die gewählte Darstellung verdeutlicht, dass im Fall eines vollständigen
Vorrangs des ersten Zuges (rij = hji) keine Verspätung übertragen wird.
ER;1: V eij  bRij
ER;2: bRij < V
e
ij  bRij + hij + rij
ER;3: bRij + hij + rij < V
e
ijjEj;neg  bRij + hij + hji
ER;4: bRij + hij + rij < V
e
ijjEj;pos  bRij + hij + hji
ER;5: V eij > b
R
ij + hij + hji
Zur Bestimmung der Eintrittswahrscheinlichkeiten werden zunächst die Verteilungsfunktionen der
Zufallsgrößen FV eij jEj;neg(t) und FV eij jEj;pos(t) durch bedingte Faltung aus den Verspätungsvertei-
lungen bei Erreichen des Systems ermittelt.
FV eij jEj;neg(t) = Pr
 
V ei   V ej  t
 ^   V ej  0 = 1FV ej (0) 
1Z
0
FV ei (t  u) dF V ej (u)
FV eij jEj;pos(t) = Pr
 
V ei   V ej  t
 ^   V ej < 0 = 11  FV ej (0) 
0Z
 1
FV ei (t  u) dF V ej (u)
FV eij(t) =
1Z
 1
FV ei (t  u) dF V ej (u)
Außerdem werden Verteilungsfunktionen für die bedingten Zufallsgrößen V ej jEj;neg sowie V ej jEj;pos
in Abhängigkeit von einer Verfrühung des zweiten Zuges aufgestellt.
FV ej jEj;neg(t) =
8><>:
1
FV e
j
(0)   FV ej (t) wenn t < 0,
1 wenn t  0.
FV ej jEj;pos(t) =
8><>:
0 wenn t < 0,
1
1 FV e
j
(0)  

FV ej (t)  FV ej (0) 

wenn t  0.
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Die Eintrittswahrscheinlichkeiten pEk = Pr (Ek) ergeben sich durch Auswertung der Verteilungs-
funktionen an den aufgestellten Grenzen2. Werden keine Verfrühungen betrachtet, so gilt pER;3 = 0
und dieser Fall ist nicht zu betrachten.
pER;1 = FV eij(b
R
ij) (5.8)
pER;2 = FV eij(b
R
ij + hij + rij)  FV eij(bRij) 
pER;3 =

FV eij jEj;neg(b
R
ij + hij + hji)  FV eij jEj;neg(bRij + hij + rij) 

 FV ej (0) 
pER;4 =

FV eij jEj;pos(b
R
ij + hij + hji)  FV eij jEj;pos(bRij + hij + rij) 



1  FV ej (0) 

pER;5 = 1  pER;5 = 1 
4X
k=1
Pr (ER;k)
Damit ergibt sich für die Eintretenswahrscheinlichkeiten der Oberfälle:
pEO;1 = pER;1 + pER;2 + pER;3
pEO;2 = pER;4 + pER;5
Die gesuchten Zufallsgrößen der Verspätung zu Beginn der Bedienung folgen aus Zusammenfassung
der betrachteten Fälle. Wie eingangs erläutert, tritt in den FällenER;1 undER;5 keine Folgeverspätung
auf. In die tatsächlich erlittene Verspätung V bi jER;4 geht rij nicht ein, denn die Dispositionsbelegungs-
zeit dient nur zur Aufstellung der Fallunterscheidung:
V bi =
8<:V ej + bRij + hij + hji wenn ER;4,V ei wenn ER;4. (5.9)
V bj =
8<:V ei   bRij wenn ER;2 oder ER;3,V ej wenn ER;1 oder ER;4 oder ER;5. (5.10)
Wie aus den Randbedingungen zu erkennen ist, hängt die maximal erlittene Verspätung jeweils von
der vorher bestehenden Verspätung ab, um den Reihenfolgetausch berücksichtigen zu können. Eine
schlanke Formulierung der Berechnungsvorschriften für FV bi (t) und FV bj (t) durch Maximumsbildung
wie bei der „Verknüpfung“ ist bislang nicht gelungen, da die dazu notwendige Unabhängigkeit der
Zufallsgrößen verletzt wäre. Eine Abschätzung des Maximums für abhängige Zufallsgrößen führt zu
keinem Rechenzeitvorteil.
2Liegen an den betrachteten Grenzen Sprungstellen der beiden Differenzverteilungen vor, so sind diese gesondert zu
beachten, wenn eine „scharfe“ Ungleichheit gefordert ist.
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Verspätung des ersten Zuges
Zunächst wird der planmäßig erste Zug i betrachtet. Die unbedingte Zufallsgröße der Verspätung bei
Beginn der Bedienung ergibt sich durch Summation über alle fünf Fälle.
FV bi (t) =
5X
k=1
pER;k  Pr
 
V bi  tjER;k

(5.11)
Im Vorgriff auf die später einzuführende bedingte Formulierung wird die Berechnung jedoch, statt
alle fünf Fälle unmittelbar zusammenzuführen, zunächst nach den Fällen EO;1 und EO;2 differenziert.
Für die planmäßige Reihenfolge im Fall EO;1 gilt:
FV bi jEO;1(t) =
1
pEO;1

3X
k=1
pER;k  Pr
 
V bi  tjER;k

=
1
pEO;1
 Pr (V ei  t) ^  V ei   V ej  bRij + hij + rij
+Pr

(V ei  t) ^
 
V ej < 0
 ^  bRij + hij + rij < V ei   V ej  bRij + hij + hji	
(5.12)
Die zugehörige Verteilungsfunktion ergibt sich durch Summation der Ergebnisse von drei beding-
ten Faltungen. Die zweite Bedingung, welche die Differenzverteilung sowohl oben als auch unten
begrenzt, ist dabei in zwei Integrationen aufzuteilen.
FV bi jEO;1(t) =
1
pEO;1

24 tZ
 1
F V ej (b
R
ij + hij + rij   u)dFV ei (u)
+FV ej (0)
  
0@ tZ
 1
F V ej jEj;neg(b
R
ij + hij + hji   u)dFV ei (u)
 
tZ
 1
F V ej jEj;neg(b
R
ij + hij + rij   u)dFV ei (u)
1A35
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Auf gleiche Weise wird für den Oberfall EO;2 vorgegangen, welcher die beiden Fälle mit Reihenfol-
getausch umfasst:
FV bi jEO;2(t) =
1
pEO;2

5X
k=4
pER;k  Pr
 
V bi  tjER;k

=
1
pEO;2
 Pr  V ej + bRij + hij + hji  t ^  V ej  0
^  rij   hij < V ei   V ej   bRij   hij   hji  0
+Pr

(V ei  t) ^
 
bRij + hij + hji < V
e
i   V ej
	
=
1
pEO;2
 Pr  V ej + bRij + hij + hji  t ^  V ej  0
^  rij   hij < V ei   V ej   bRij   hij   hji  0
+Pr (V ei  t)  Pr

(V ei  t) ^
 
V ei   V ej  bRij + hij + hji
	
(5.13)
Zur Überführung in Faltungsintegrale wird V ej jEj;pos als Ergebnis einer unbedingten Faltung von
FV ej jEj;pos(t) mit der DIRAC-Verteilung FD(bRij+hij+hji)(t) eingeführt. Damit gilt:
FV bi jEO;2(t) =
1
pEO;2

241  FV ej (0)  
0@ tZ
 1
F V ei (hij   rij   u)dFV ej jEj;pos(u)
 
tZ
 1
F V ei (0  u)dFV ej jEj;pos(u)
1A
+FV ei (t) 
tZ
 1
F V ej (b
R
ij + hij + hij   u)dFV ei (u)
35
Da die Verteilungsfunktion F V ej (t) ohnehin zur Ermittlung von FV bi jEO;1(t) zu bestimmen ist, wird
auf eine mögliche Zusammenfassung der beiden letzten Summanden
FV ei (t) 
tZ
 1
F V ej (b
R
ij + hij + hij   u)dFV ei (u) =
tZ
 1
FV ej ( bRij   hij   hij + u)dFV ei (u)
unter Anwendung von (4.1) verzichtet. Die unbedingte Verteilungsfunktion FV bi (t) ergibt sich durch
Summation der Oberfälle:
FV bi (t) = pEO;1  FV bi jEO;1(t) + pEO;2  FV bi jEO;2(t)
Sie umfasst für pER;4 > 0 neben den ursprünglichen Sprungstellen mindestens zwei weitere Singu-
laritäten bei t = bRij + hij + rij sowie t = b
R
ij + hij + hji, welche das Intervall beschreiben, in dem
die Folgeverspätungen auftreten. Das Funktionsverhalten im Intervall t < bRij + hij + rij bleibt auch
bei Auftreten von Folgeverspätungen unverändert, denn Zug i muss bereits um t > bRij + hij + rij
verspätet verkehren, um eine Folgeverspätung durch Zug j zu erleiden. Dies bedeutet auch, dass die
Verspätungswahrscheinlichkeit pvi = 1  FVi(0) des Zuges durch die Aktivität nicht wächst, denn es
gilt FV bi (0) = FV ei (0).
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Verspätung des zweiten Zuges
Die Ermittlung der unbedingten Zufallsgröße, welche die Verspätung des zweiten Zuges j zu Beginn
der Bedienung beschreibt, erfolgt auf gleiche Weise durch Summation über alle fünf Fälle. Verkehren
die Züge in geplanter Reihenfolge, so gilt:
FV bj jEO;1(t) =
1
pEO;1

3X
k=1
pER;k  Pr
 
V bj  tjER;k

=
1
pEO;1
 Pr  V ej  t ^  V ei   V ej  bRij
+Pr
 
V ei   bRij  t
 ^  bRij < V ei   V ej  bRij + hij + rij
+Pr
 
V ei   bRij  t
 ^  V ej < 0
^  bRij + hij + rij < V ei   V ej  bRij + hij + hji	 (5.14)
Daraus ist nachstehende Berechnungsvorschrift abzuleiten, in welcher zur Vereinfachung der Nota-
tion V ei = V
e
i   bRij die effektive Verspätung bei Eintreffen am System repräsentiert.
FV bj jEO;1(t) =
1
pEO;1

24FV ej (t) 
tZ
 1
F V ei ( bRij   u)dFV ej (u)
+
tZ
 1
F V ej (hij + rij   u)dFV ei (u) 
tZ
 1
F V ej ( u)dFV ei (u)
+FV ej (0)
  
0@ tZ
 1
F V ej jEj;neg(hij + hji   u)dFV ei (u)
 
tZ
 1
F V ej jEj;neg(hij + rij   u)dFV ei (u)
1A35
Für den Oberfall EO;2 sind erneut die Fälle ER;4 und ER;5 zu betrachten:
FV bj jEO;2(t) =
1
pEO;2

5X
k=4
pER;k  Pr
 
V bj  tjER;k

=
1
pEO;2
 Pr  V ej  t ^  V ej  0 ^  bRij + hij + rij < V ei   V ej  bRij + hij + hji
+Pr
 
V ej  t
 ^  bRij + hij + hji < V ei   V ej 	
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Als Summe von Integrationen lässt sich die Verteilungsfunktion dieser Zufallsgröße wie folgt formu-
lieren:
FV bj jEO;2(t) =
1
pEO;2

241  FV ej (0)  
0@ tZ
 1
F V ei ( bRij   hij   rij   u)dFV ej jEj;pos(u)
 
tZ
 1
F V ei ( bRij   hij   hji   u)dFV ej jEj;pos(u)
1A
+FV ej (t) 
tZ
 1
F V ei ( bRij   hij   hji   u)dFV ej (u)
35
Gegenüber der ursprünglichen Verteilungsfunktion FV ej (t) weist die Verteilungsfunktion FV bj (t) bei
Erleiden von Folgeverspätungen (pE;Q2 + pE;Q3 > 0) eine höhere Verspätungswahrscheinlichkeit
sowie eine zusätzliche Singularität bei t = hij auf. In beiden Fällen bedingt die Abbildung der Akti-
vität damit die Einführung zusätzlicher Abschnittsgrenzen in den ursprünglichen Verteilungsfunktio-
nen.
Die Abbildung 5.7 illustriert die Differenzverteilung vor (grau) und nach (schwarz) Berücksichtigung
der Belegungskonflikte. Es ist zu erkennen, dass alle Konflikte im Intervall bRij < V
e
i   V ej  bRij +
hij + hji zu Lasten des einen oder des anderen Zuges gelöst werden.
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Abbildung 5.7: Verspätungsdifferenzverteilung vor und nach Konfliktlösung
Beschreibung der Folgeverspätungen
Die Folgeverspätungen, welche die Züge i und j im Rahmen der Aktivität erleiden, werden als
KRi und K
R
j bezeichnet. Diese repräsentieren die jeweilige Differenz zwischen der Verspätung bei
Bedienungsbeginn und der Verspätung bei Ankunft am Bediensystem. Aufgrund ansonsten verletzter
Nebenbedingungen sowie nicht gegebener Unabhängigkeit bei der Faltungsoperation können diese
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– vergleichsweise einfach zu ermittelnden – Zufallsgrößen jedoch nicht auf die Verteilungsfunktion
FV ei (t) bzw. FV ej (t) aufgefaltet werden
3.
KRi =
8<:V ej jEj;pos   V ei wenn ER;4,0 wenn E4.
KRj =
8<:V ei   bRij   V ej wenn ER;2 oder ER;3,0 wenn ER;1 oder ER;4 oder ER;5.
Übertragung von Urverspätungen
Als effektive Urverspätung U wird nachfolgend der Anteil der Prozesszeiten verstanden, welcher über
die planmäßigen Prozesszeiten hinausgeht. Dieser ist durch Kappung zu ermitteln, hier exemplarisch
für die Aktivität „Fahren“:
ULi;s =
h
PLi;s   pL;schedi;s ; 0
i+
Jene Urverspätungen, welche der führende Zug auf dem betrachteten Überholungsabschnitt erlei-
det, können auf den nachfolgenden Zug übertragen werden, so dass dessen Verspätung (zusätzlich)
anwächst. Es ist zweckmäßig, diese Form von Folgeverspätungen unmittelbar in die hier betrach-
tete Aktivität zu integrieren, da zum Zeitpunkt der Berechnung die Informationen über die bedingten
Verteilungen in Abhängigkeit von der Bedienungsreihenfolge vorliegen. (Welche Fehler bei Vernach-
lässigung dieser Bedingung auftreten, ist in Kapitel A.1 des Anhangs dargestellt.) Da entlang eines
Überholungsabschnittes (si; st) oder (si; sj) mehrere effektive Urverspätungen auf der Strecke und
in den Halten auftreten können, werden diese durch Summenbildung zu UL;Hi;s bzw. U
L;H
j;s zusam-
mengefasst. Die notwendige Kappungsoperation kann einmalig nach Durchführung aller Faltungen
erfolgen.
Eine Abhängigkeit der Summe der effektiven Urverspätungen von der Verspätung des jeweils ersten
Zuges bei Beginn der Bedienung analog zur Modellierung der Prozesszeiten „Fahren“ und „Halten“
ist grundsätzlich möglich. Aufgrund der zu treffenden Vereinfachungen, welche nachfolgend geschil-
dert werden, ist der Genauigkeitsgewinn jedoch fraglich und eine rein unabhängige Formulierung
wird gewählt.
Es ist von Bedeutung, wo auf dem Überholungsabschnitt die geringste Pufferzeit herrscht, weil eine
Annahme getroffen muss, welcher Umfang der auf dem gesamten Überholungsabschnitt erlittenen
3Damit sind die Folgeverspätungen ohne weitere Bedeutung für die Betrachtung der Verspätungsfortpflanzung. Für
Fragen der Infrastrukturbewertung anhand eines Qualitätskriteriums außerplanmäßige Wartezeit dienen entstehende Fol-
geverspätungen jedoch als essentielle Eingangsgröße.
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Urverspätung auf den nachfolgenden Zug übertragen wird. Während die Folgeverspätung aus der
alleinigen Konfliktlösung nur von der Pufferzeit bei planmäßiger Reihenfolge bRij abhängt, sind hin-
sichtlich der Folgeverspätung aus übertragener Urverspätung die Pufferzeiten für beide möglichen
Reihenfolgen der Zugfahrten zu berücksichtigen. Dazu werden die Pufferzeiten bUij und b
U
ji eingeführt.
Für Gegenfahrten sind diese Größen eindeutig:
 Verkehren die Züge in geplanter Reihenfolge, so gleicht die maßgebliche Pufferzeit der plan-
mäßigen Pufferzeit bUij = b
R
ij . Diese liegt bezogen auf die Fahrtrichtung des Zuges i am letzten
gemeinsamen Belegungselement vor.
 Verkehren die Züge in vertauschter Reihenfolge, dann folgt die zweite Belegung durch den Zug
i unmittelbar auf die erste Belegung durch den Zug j, es gilt also bUji = 0.
Zur Berücksichtigung der Urverspätungsübertragung bei Folgefahrten wird die Differenzierung nach
„gleichschnell“, „schnell-langsam“ und „langsam-schnell“ aus dem bereits zitierten Schätzverfahren
[Ros01] aufgenommen, um die Spreizung der Zeit-Weg-Linien näherungsweise zu berücksichtigen.
Auf dieser Grundlage werden – bezogen auf die planmäßige Zugreihenfolge – die folgenden Annah-
men getroffen:
 Im Fall „schnell-langsam“ laufen die Belegungen entlang des Überholungsabschnitts auseinan-
der, so dass bRij in der Regel am Beginn des Überholungsabschnitts maßgeblich wird. Falls der
schnellere Zug i als erster Zug verkehrt, wird eine von diesem auf dem Überholungsabschnitt
erlittene Urverspätung stark gedämpft auf den zweiten Zug übertragen. Um diesen Umstand zu
berücksichtigen, ist bij als Pufferzeit am Ende des Überholungsabschnitts zu ermitteln und es
gilt die Annahme bUij =
1
2
 
bRij + b

ij

.
 Handelt es sich um Züge ähnlicher Geschwindigkeit, so ist anzunehmen, dass die längste Block-
länge auf dem Überholungsabschnitt die Pufferzeit des Zugfolgefalls determiniert. Urverspä-
tungen, welche der führende Zug nach Passage dieses Blockes erleidet, werden um mehr als
bRij gedämpft auf den zweiten Zug übertragen. Dies wird hilfsweise durch eine Erhöhung der
maßgeblichen Pufferzeit zu bUij =
3
2
bRij ausgedrückt.
 Liegt im Fall „langsam-schnell“ die geringste Pufferzeit bRij am Ende des Überholungsabschnitts
vor, so ist bUij = b
R
ij zu unterstellen.
Für ein Verkehren in vertauschter Reihenfolge gilt in allen Fällen bUji = 0. Aufgrund der nur vagen
Kenntnis über die Pufferzeiten entlang des Überholungsabschnittes wird unterstellt, dass eine Über-
tragung von Urverspätungen nur dann erfolgt, wenn ohnehin eine Folgeverspätung aufgrund nicht
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eingehaltener Mindestzugfolgezeiten auftritt (Fälle ER;2 bis ER;4). Unter diesen Randbedingungen
stoßen die Belegungen der Züge nämlich mindestens einmal ohne Pufferzeit aneinander. Für die Fälle
ER;1 und ER;5 wird angenommen, dass sich die Urverspätungen, welche der jeweils nachfolgende
Zug unmittelbar erleidet, mit den möglicherweise übertragenen Urverspätungen kompensieren4.
Die Berücksichtigung der Urverspätungsübertragung geschieht durch Modifikation der Formeln (5.9)
und (5.10). Es gilt:
V bi =
8<:V
e
i wenn ER;4,
V ej jEj;pos + bRij + hij + hji +
h
UL;Hj;s   bUji; 0
i+
wenn ER;4.
V bj =
8<:V
e
i   bRij +
h
UL;Hi;s   bUij; 0
i+
wenn ER;2 oder ER;3,
V ej wenn ER;1 oder ER;4 oder ER;5.
Vorlaufzeit bei Dispositionsentscheidung
Wie bei der Aktivität „Verknüpfung“ bestehen Situationen, in denen die Entscheidung über den Rei-
henfolgetausch mit einem zeitlichen Vorlauf zum eigentlichen Konflikt erfolgt. Dies ist insbesondere
bei Einfädelungen auf eine Strecke denkbar, wenn die beteiligten Konfliktpartner vorher nicht plan-
mäßig halten. Analog zur Aktivität „Verknüpfung“ können basierend auf der Verspätungssituation
zum Zeitpunkt tR;Hor vor ei die Eintretenswahrscheinlichkeiten der fünf möglichen Fälle ermittelt
werden. Zeigt sich, dass eine Verspätungsübertragung nur mit geringer Wahrscheinlichkeit eintritt, so
kann die tatsächliche Aktivität aus dem Graphen entfallen, ohne das Gesamtergebnis nennenswert zu
beeinflussen.
5.2.8 Aktivität „Einreihen“ (Q)
Je nach Einsatzzweck des Verspätungsfortpflanzungsmodells ist der Fahrplan nicht oder nur in Tei-
len bekannt. Liegt lediglich eine Teilmenge aller Fahrlagen vor, da beispielsweise nur Zugfahrten
eines einzelnen Eisenbahnverkehrsunternehmens oder einer einzelnen Gattung betrachtet werden, so
sind die um Streckenkapazität konkurrierenden Forderungen durch eine Näherungslösung abzubil-
den. Eine solche soll hier nicht gesondert hergeleitet werden, sondern es wird nachfolgend erläutert,
wie sich bestehende Verfahren in die Propagationsrechnung einbinden lassen.
4Prinzipiell wäre eine derartige Modellierung jedoch möglich, indem zum Beispiel der Fall ER;5 weiter in die Bedin-
gungen V bi = V
e
i wenn

ER;5 ^

V ei > V
e
j + b
R
ij + hij + hji +
h
UL;Hj;sb
  bUji; 0
i+
bzw. das umgekehrte Pendant
unterteilt wird.
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Eine approximative Lösung zur Ermittlung der erlittenen Verspätung ist ebenfalls dann notwendig,
wenn diese Verspätung an einem mehrkanaligen Bediensystem entsteht, da bislang kein geeignetes
Verfahren existiert. Wie unter Bezugsnahme auf einkanalige Bediensysteme eine Näherung gelingt,
wird im zweiten Teil dieses Kapitels dargestellt. Sowohl für den ein- als auch für den mehrkanaligen
Fall entspricht die graphische Notation der Aktivität „Einreihen“ der Abbildung 5.8.
i, s , e
i
i, s , s
i
Q
Abbildung 5.8: Darstellung der Aktivität „Einreihen“ im Aktivitätengraph
Einkanalige Bediensysteme
Bei unvollständiger Kenntnis der Fahrlagen ist eine Adaption solcher Vorgehensweisen sinnvoll, wel-
che verwendet werden, um anhand der dort entstehenden außerplanmäßigenWartezeiten die Betriebs-
qualität einzelner Netzelemente zu bewerten. Diese Ansätze beruhen auf der Bedientheorie und aggre-
gieren sowohl das Betriebsprogramm als auch die Bedienzeiten und das Verspätungsniveau am Net-
zelemente in wenige Eingangsgrößen. Das meistgenutzte Verfahren ist die „Strele“-Formel [Sch74],
die den Erwartungswert der außerplanmäßigen Wartezeiten EK liefert.
Voraussetzungen zur Anwendung der Strele-Formel sind ein konfliktfreier Fahrplan, exponentialver-
teilte Pufferzeiten sowie Einbruchsverspätungen, welche durchgängig einer Verteilung nach (2.1)
genügen. Für die mittleren Mindestzugfolgezeiten sind Schätzungen analog zu Kapitel 5.2.7 anzu-
stellen. Auf Grundlage dieser Mindestzugfolgezeiten sowie eines unterstellten Belegungsgrades lässt
sich die mittlere Pufferzeit ableiten. Da alle Verspätungen bei Erreichen des Systems in einer Vertei-
lungsfunktion zusammengefasst werden, ist diese aus den vorliegenden Verspätungen (der bekannten
Fahrlagen) sowie aus Annahmen zu den Verspätungsverteilungen der unbekannten Züge zu ermitteln.
In den meisten Fällen werden alle Verteilungsfunktionen, welche in diese Mittelung eingehen, der
Funktionsvorschrift nach (2.1) gehorchen, so dass sich durch gewichtete Addition eine Hyperexpo-
nentialverteilung ergibt. Diese (wie aber auch andere Verteilungsfunktionen) können unter Anwen-
dung der in Kapitel 7.2 genannten Methoden in eine Verteilungsfunktion nach (2.1) überführt werden.
Während die geringe Anzahl an Eingangsparametern eine Nutzung auch bei nur vager Kenntnis der
Eingangsgrößen vereinfacht, schränken die sonstigen Randbedingungen die Anwendbarkeit des Ver-
fahrens ein. Außerdem liefert der Erwartungswert der außerplanmäßigen Wartezeiten eine sehr ver-
allgemeinerte Aussage über die Leistungsfähigkeit der Infrastruktur – die Aussage über Verspätung,
welche ein konkret betrachteter Zug nebst zugehöriger Verspätungsverteilung beim Erreichen des
Systems erleidet, wird jedoch nicht erzielt.
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Die Weiterentwicklung der Strele-Formel [Sch93] hebt die genannten Einschränkungen teilweise auf:
Zum Einen ermöglicht die Weiterentwicklung eine Modellzug-spezifische Definition der Eingangs-
größen und auch eine Modellzug-spezifische Ausgabe der außerplanmäßigen Wartezeiten, welche
zudem nach Erwartungswert EK und Eintretenswahrscheinlichkeit pK differenziert werden. Zum
Anderen ermöglicht das verbesserte Verfahren nicht nur die Berücksichtigung von exponentialverteil-
ten Pufferzeiten, sondern auch von konstanten Pufferzeiten sowie (mit Einschränkungen) von Misch-
formen.
Zur Anwendung im Rahmen der Verspätungsfortpflanzungsberechnung ist schließlich eine Funkti-
onsvorschrift für die Verteilungsfunktion der Folgeverspätung Kn=1, welche der Zug erleidet, zu
unterstellen. In diese Verteilungsfunktion gehen die beidenModellzug-spezifischen Kenngrößen (Erwar-
tungswert der Folgeverspätung und Eintrittswahrscheinlichkeit) ein:
Kn=1 = f (EK; pK)
Für die Funktionsvorschrift der Verteilung FKn=1(t) ist eine geeignete Annahme zu treffen. Mit
Blick auf die ohnehin recht grobe Näherung soll angenommen werden, dass die Folgeverspätung
Kn=1 unabhängig von der Verspätung des betrachteten Zuges bei Erreichen des Netzelementes ist.
Die Verspätung des Zuges bei Beginn der Bedienung V b ergibt sich damit durch unbedingte Faltung
der Verspätung bei Erreichen des Netzelementes V e und der Folgeverspätung:
V b = V e +Kn=1
Im Rahmen laufender Forschungsarbeiten ist mit einerWeiterentwicklung des Vorgehens nach [Sch93]
zu rechnen. Für den hier betrachteten Kontext ist beispielsweise eine feinere Differenzierung der Puf-
ferzeit wünschenswert, um einerseits Mindestpufferzeiten definieren zu können und andererseits eine
freiere Wahl der Pufferzeitverteilung vornehmen zu können. Auch noch zu untersuchen ist, inwie-
fern es eine stärkere Abstraktion bei der Herleitung einer „neuen“ Strele-Formel ermöglicht, die Ver-
spätungsverteilungen der konkurrierenden Modellzüge flexibler auszugestalten, da die Herleitung in
[Sch74] eine starke Einschränkung dieser Verteilungsfunktionen bedingt.
Übergang auf mehrere Bedienkanäle
Neben dem Einreihen vor einkanaligen Systemen kann auch das Einreihen vor mehrkanaligen Bedien-
systemen – in der Regel Bahnhofsgleisgruppen – zu Folgeverspätungen führen, wenn alle Bedien-
kanäle besetzt sind. Gegenüber der Betrachtung des einkanaligen Systems sind für eine realistische
Abbildung jedoch weitere Einschränkungen zu beachten:
 Es kann nicht davon ausgegangen werden, dass jeweils eine planmäßige Gleisbelegung bekannt
ist, welche Angaben über die planmäßige Allokation der Kanäle (Gleise) zu Forderungen (Zug-
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fahrten) umfasst. Auf Grundlage einer solchen Information könnte im Verspätungsfall eine
alternative Gleisnutzung ermittelt werden.
 Eine Betrachtung der alternativen Gleiswahl als Optimierungsfragestellung entartet leicht in ein
umfangreiches kombinatorisches Problem, welches die kurzen Rechenzeiten der hier verfolgten
Verfahren nachteilig beeinflusst.
 Im Idealfall sollte ein Modellierung auch noch die „Rückkopplung“ der Verspätungen beim
Warten auf Ausfahrt auf die Bedienzeiten in der Gleisgruppe berücksichtigen.
 Schließlich besteht bislang kein Ansatz, um die außerplanmäßigenWartezeiten, welche in mehr-
kanaligen Systemen entstehen, geschlossen zu berechnen.
Bis ein besser geeigneter Ansatz zur Verfügung steht, wird daher auf jene Modellierung verwiesen,
welche auch in [WB07] dargestellt ist. Diese fordert keine Kenntnis über eine planmäßige Gleisbele-
gung, sondern setzt lediglich voraus, dass alle zu (Teil-)Gleisgruppen gehörigen Einzelgleise einander
vertreten können. Es wird unterstellt, dass eine n-kanalige Gleisgruppe im Vergleich zu einem n-fach
einkanaligen Bediensystem niedrigere Wartezeiten produziert, da sich im n-kanaligen System die
einzelnen Kanäle gegenseitig vertreten können.
Diese Reduzierung der entstehenden Wartezeiten sei sowohl im planmäßigen Fall (Fahrplankon-
struktion) wie auch im außerplanmäßigen Fall (Betrieb) zu beobachten. Für den planmäßigen Fall
können unter der Annahme eines quasi-stationären Zustands die entstehenden Wartezeiten sowohl
für das n-kanalige System (nach HERTEL) wie auch für das n-fach einkanalige Ersatzsystem (nach
POLLACZEK-CHINTCHIN) berechnet werden. Für Details wird auf [FH90] verwiesen. Damit ist es
möglich, Reduktionsfaktoren für den Übergang vom Ersatzsystem zur n-kanaligen Gleisgruppe im
außerplanmäßigen Fall zu bestimmen. Vereinfachend wird bei der Ermittlung der Folgeverspätungen
vom Gleichrang aller Forderungen ausgegangen.
Bei der Berechnung der planmäßigen Wartezeiten wird eine zufällige Verteilung der Ankunftsab-
stände unterstellt deren Erwartungswert EAsched beträgt. Ferner sei EBsched der Erwartungswert
der planmäßigen Bedienzeit (ggf. inklusive Zeitkomponenten für die Belegung der Gesamtfahrstra-
ßenknoten vor und nach der Gleisgruppe) sowie vBsched der Variationskoeffizient jener Bedienzeit.
Der notwendige quasi-kontinuierliche Zustand des Bediensystems kann unterstellt werden, wenn die
genannten Parameter für ein genügend großes Zeitfenster (mindestens vier Stunden) um die jeweils
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betrachtete Zugfahrt ermittelt werden. Mit diesen Eingangsgrößen lässt sich ein Reduktionsfaktor
rE(n) für den Erwartungswert der Wartezeit im planmäßigen Fall ermitteln.
 =
EBsched
EAsched
 =
2
1 + v2Bsched
 =

n

< 1
p0 =
" 
nX
i=0
i
i!
!
+
n    
n! (1  )
# 1
rE(n) =
 
p0
EAsched  nn!    
(1  )2
!
=

EBsched
1  EBsched=(n  EAsched) 
1 + v2Bsched
2

Auf analoge Weise kann ein Reduktionsfaktor rpv(n) für die Wartewahrscheinlichkeit bei Erreichen
des mehrkanaligen Bediensystems abgeleitet werden:
rpv(n) =

p0  
n
n!


1 +
  
1  

= (EBsched= (n  EAsched))
Für die außerplanmäßigen Wartezeiten werden diese Reduktionsfaktoren nun übernommen und auf
die Eintrittswahrscheinlichkeit und den Erwartungswert der Folgeverspätungen im einkanaligen Ersatz-
system bezogen. Dazu wird nochmals die weiterentwickelte Strele-Formel aus dem vorherigen Unter-
kapitel aufgenommen. Die Folgeverspätung am mehrkanaligen System ergibt sich als Funktion der
folgenden vier Eingangsgrößen:
Kn>1 = f (rE(n)  EK; rpv(n)  pK)
Analog zum Vorgehen am einkanaligen System ist eine geeignete Verteilungsfunktion für Kn>1 zu
wählen und es wird eine Unabhängigkeit dieser Folgeverspätungsverteilung von der Verspätung des
betrachteten Zuges bei Erreichen des mehrkanaligen Bediensystems unterstellt. Damit ergibt sich
die Verspätung bei Beginn der Bedienung (in der Regel der Halteprozess in der Gleisgruppe) durch
unbedingte Faltung der Verspätung bei Erreichen des Systems und der Folgeverspätung.
5.3 Aufstellen des Aktivitätengraphen
Zur Formulierung des Aktivitätengraphen erfolgt eine Auswertung von Fahrplan- und Infrastruktur-
daten sowie ergänzenden Informationen zu Abhängigkeiten zwischen Zügen (beispielsweise Listen
von Anschlüssen). In welchen Schritten der Aktivitätengraph aus den Eingangsdaten abzuleiten ist,
wird nachfolgend beschrieben.
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5.3.1 Anforderungen an die Eingangsdaten
Allgemein ist festzuhalten, dass das hier beschriebene Verfahren als Eingangsgröße zwingend einen
Fahrplan mit vorgegebenen Laufwegen erfordert, welcher jedoch nicht zwingend alle auf dem Netz
verkehrenden Züge umfassen muss.
Die zum Fahrplan korrespondierende Infrastruktur sollte mesoskopisch (vgl. [HP08]) bis makrosko-
pisch modelliert sein. Je mehr Eingangsdaten zu den infrastrukturellen Randbedingungen vorliegen,
desto höher ist die zu erwartende Ergebnisgüte. Optionale Informationen zu den Kanten und Knoten
im Infrastrukturgraphen (beispielsweise zu Fahrtenausschlüssen in Gesamtfahrstraßenknoten oder zur
Anzahl der Streckengleise) gehen bei der Aufstellung des Aktivitätengraphen in dessen Struktur ein.
Nach Vervollständigung des Aktivitätengraphen sind diese nicht mehr notwendig.
Aus den Eingangsdaten müssen alle Eingangsgrößen in die jeweiligen Aktivitäten, wie sie in Kapi-
tel 5.2 beschrieben wurden, abzuleiten sein. Zum Teil sind an dieser Stelle verallgemeinerte Zuord-
nungen vorzunehmen, beispielsweise:
 maximale Wartezeiten als Attribut von Betriebsstelle und Tageszeit,
 effektive Prozesszeit als Attribut von Strecke und Zugklasse,
 Mindestzugfolgezeit als Attribut von Überholungsabschnitt und Zugklasse.
Der zugrundeliegende Fahrplan muss für die Berechnung der Verspätungspropagation nicht zwangs-
läufig als konfliktfrei (in der Literatur auch als „wahr“ oder „feasible“ benannt) angenommen werden,
da kleinere Planungsfehler rechnerisch mittels systematischer Verspätungen berücksichtigt werden
können. Zu derartigen Fehlern zählen beispielsweise unterschrittene Pufferzeiten oder Mindestfahr-
zeiten. Diese Möglichkeit, auch konfliktbehaftete Fahrpläne zu betrachten, erlaubt eine realitätsnahe
Modellierung.
5.3.2 Ableitung des Graphen aus Fahrplan- und Infrastrukturdaten
Der Aktivitätengraph wird in maximal fünf Schritten aufgestellt:
1. Es werden alle Zugläufe auf Grundlage ihrer Fahrplandaten in Pfade aus den Aktivitäten „Fah-
ren“ und „Halten“ überführt. Die Eckenzahl des Graphen n(A) = jV (A)j entspricht der Anzahl
an planmäßigen Abfahrten, Durchfahrten und Ankünften im Fahrplan. Die Anzahl an Quellen
und Senken im Graphen ist identisch zur Anzahl an Zugläufen.
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Abbildung 5.9: Aktivitätengraph ohne Folgeverspätungen
Abbildung 5.9 zeigt einen Aktivitätengraphen nach Durchführung dieses Schritts.
2. Liegen Informationen zu „Verknüpfungen“ vor, so werden die betroffenen Zustände zueinan-
der in Abhängigkeit gebracht, indem zusätzliche Kanten in den Graphen eingefügt werden.
Während n(A) unverändert bleibt nimmt die Kantenzahl m(A) = jE(A)j zu. Die Anzahl der
Quellen und Senken im Graphen sinkt durch die Berücksichtigung von Fahrzeugübergängen.
Wie der Graph zu adaptieren ist, wenn die betrachteten Verknüpfungen im Betrieb simultan
erfolgen können, ist nachfolgend in Kapitel 5.3.3 erläutert.
3. Es wird für die Fahrt jedes Zuges durch einen Überholungsabschnitt geprüft, mit welchen
Zügen etwaige Konflikte aufgrund Belegung der Infrastruktur auftreten könnten. Dazu wer-
den die planmäßigen Pufferzeiten für alle potentiellen Zugfolgefälle des Überholungsabschnitts
(Folgefahrten und Gegenfahrten) ermittelt. Für jeden Zug j werden nun alle planmäßigen Züge
k 2 ~TR;j so bestimmt, dass entweder 0  bkj  tBfz;pre oder 0  bjk  tBfz;post gilt.
Die Größe des Intervalls
tBfz = tBfz;pre + tBfz;post
wird als Beeinflussungszeit bezeichnet. Es wird darauf verzichtet, die effektiven Pufferzeiten
mit Berücksichtigung der tatsächlichen Verspätungen zu betrachten, da diese bei Aufstellung
des Graphen nicht vorliegen. Bei ausreichend großer Wahl des Zeitintervalls tBfz werden dabei
keine Folgeverspätungen vernachlässigt.
Für alle sich ergebenden Konfliktpartner k 2 ~TR;j wird die Aktivität „Konfliktlösung“ in
den Graphen aufgenommen, so dass die Kantenzahl m(A) wächst. Je größer tBfz gewählt
wird, desto mehr potentielle Konfliktpartner und damit auch Kanten umfasst der Graph. Unter
Umständen kann es bei der Einführung dieser zusätzlichen Kanten notwendig sein, auch zusätz-
liche Ecken in den Graphen einzufügen. Diese repräsentieren dann beispielsweise einen Zustand
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d als „Verspätung nach Halten und Herstellen von Anschlüssen aber vor Betrachtung der Kon-
flikte bei Ausfahrt“ (vgl. Tabelle 5.1). Dadurch nimmt auch die Eckenzahl n(A) zu.
Ergänzende Regeln zur Abfolge von Konfliktlösungen, welche zu einer Auslassung von Akti-
vitäten führen, sind gesondert in Kapitel 5.3.4 erläutert.
In Abbildung 5.10 ist der ergänzte Aktivitätengraph dargestellt, wie er nach Durchführung der
bisherigen Schritte aussehen könnte. In der dritten Zeile der Illustration beginnt der Zug mit der
Nummer 3 in der Betriebsstelle 6 mit dem Zustand d. Nach Befahren der Strecke von Betriebs-
stelle 6 nach 2 hält er dort und kann anschließend eine Folgeverspätung durch Anschlussauf-
nahme von Zug 2 erleiden (hier unter Verwendung eines Hilfszustands d formuliert). Nach
Befahren der Strecken nach 3 sowie 8 wird in dieser Betriebsstelle eine mögliche Folgeverspä-
tung durch Belegungskonflikte mit Zug 4 auf der weiteren Strecke nach 10 abgebildet (erneut
unter Nutzung eines Hilfszustands d). Die Betriebsstelle 10 wird nur passiert und anschließend
in Betriebsstelle 14 gehalten, bevor Zug 3 schließlich in Betriebsstelle 15 im Zustand a endet.
In der Betriebsstelle 2 überträgt Zug 2 unter Umständen Verspätungen auf die Züge 1 und 3,
welche Anschlussreisende aufnehmen. Gleiches gilt für den Übergang von Reisenden von Zug
2 auf Zug 4 in der Betriebsstelle 9. Bei Ausfahrt aus der Betriebsstelle 8 besteht die Möglichkeit
einer Behinderung zwischen den Zugnummern 3 und 4 sowie schließlich bei Ausfahrt aus der
Betriebsstelle 12 zwischen den Zügen 1 und 4.
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Abbildung 5.10: Aktivitätengraph mit Folgeverspätungen
4. Falls die Infrastrukturdaten ausreichende Angaben zu Gleisgruppen umfassen, so werden Akti-
vitäten „Einreihen“ in den Graphen eingefügt. Gleiches gilt, wenn Folgeverspätungen aus Infra-
strukturbelegungen nicht explizit sondern auf Basis der Warteschlangentheorie berücksichtigt
werden sollen. Neben den zusätzlichen Kanten sind auch zusätzliche Zustände in den Graphen
zu integrieren. In allen Fällen entstehen jedoch keine weiteren Abhängigkeiten zwischen ver-
schiedenen Zugläufen.
5. Nach vollständiger Aufstellung des Graphen sollte geprüft werden, ob eine Reduktion der
Anzahl an Kanten und Ecken möglich ist. Dies wird nachfolgend in Kapitel 5.3.5 beschrie-
ben.
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Je nach Anwendungszweck des Verfahrens sind die Schritte 2. bis 4. nur optional durchzuführen. Für
Untersuchungen der Fahrplanstabilität ist anzustreben, aufgrund möglichst vollständiger Eingangsda-
ten die Schritte 2. und 3. anzuwenden sowie etwaige Belegungen aus Gleisgruppen gemäß dem vierten
Schritt in den Graphen aufzunehmen. Sind nur sehr wenige Eingangsdaten bekannt, so besteht hin-
gegen die Möglichkeit, alle Folgeverspätungen als Bestandteil der Prozesszeiten zu berücksichtigen
und die Verspätungsfortpflanzung auf einem Graphen durchzuführen, welche allein dem ersten Schritt
genügt.
5.3.3 Verknüpfung simultaner Aktivitäten
Wenn mehrere Aktivitäten, die den gleichen Zug betreffen, ganz oder teilweise simultan erfolgen
können, ist dieser Umstand im Aktivitätengraphen zu berücksichtigen. Dies betrifft beispielsweise die
in Abbildung 5.11 dargestellte Situation, in welcher ein Zug i planmäßig in s hält, zwei Anschlüsse
von j und k aufnimmt und schließlich ein Konflikt bei Ausfahrt mit l möglich ist.
j,s,a
i,s,a
k,s,a
C R
R
i,s,d* i,s,d
l,s,d* l,s,d
H
C
Abbildung 5.11: Darstellung simultaner Aktivitäten im Halt im Aktivitätengraph
Da der Halteprozess sowie die Anschlussaufnahmen zeitgleich ablaufen, ist die Verspätung nach
Abschluss dieser Aktivitäten durch die Maximumsbildung gemäß (5.3) abbildbar. Dazu wird in der
Abbildung zur besseren Unterscheidbarkeit ein alternatives Symbol für den Zustand i; s; d gewählt.
In Analogie zur Belegungsrechnung nach [Hap59] wird unterstellt, dass die Ausfahrstraße des Zuges
erst in dem Moment gestellt wird, wenn der Halteprozess abgeschlossen ist. Ein potentieller Konflikt
bei Ausfahrt bezieht sich daher auch auf die Verspätung in diesem Zustand, so dass die Aktivität R
sequentiell und nicht im Rahmen der Maximumsbildung abgearbeitet wird.
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5.3.4 Abfolge von Konfliktlösungen
Der resultierende Graph umfasst zunächst allerdings zu viele Konfliktlösungsaktivitäten R, denn
diese beschreiben entweder betriebliche Zusammenhänge nur ungenügend und/oder führen auch unter
modelltheoretischen Aspekten zu Ungenauigkeiten, da bekannte Bedingungen über die Zugreihen-
folge in der Formulierung vernachlässigt werden.
Bei der Beschreibung der Aktivität „Konfliktlösung“ in Kapitel 5.2.7 erfolgte eine Einschränkung der
Anwendung nur dahingehend, dass vor dem Bediensystem die Möglichkeit zum Reihenfolgetausch
bestehen muss. Dies ist, wenn das betrachtete Zugpaar „vor“ der Aktivität unterschiedliche Laufwege
aufweißt, ohnehin der Fall. Verkehren die betrachteten Züge hingegen bereits unmittelbar zuvor auf
identischer Infrastruktur, so muss ein Überholungsbahnhof vorliegen.
Nachfolgend wird zusammengefasst, unter welchen Umständen auf die Berücksichtigung der Aktivi-
tät R verzichtet werden kann bzw. in welchen Fällen mehrere Aktivitäten R durch eine Berücksichti-
gung zusammenzufassen sind. Die von diesen Anpassungen nicht abgedeckten Fälle, in welchen die
gegenseitige Lage zweier Züge durch eine Konfliktlösung mehr als einmal in Folge betrachtet wird,
werden in Kapitel 8.3 gesondert untersucht. In diesen Fällen kann es nicht ausgeschlossen werden,
dass bekannte Bedingungen zur Formulierung des Problems vernachlässigt werden müssen.
Überholung nur bei planmäßigen Halten
Da bei Fragen der Fahrplanrobustheit eine Modellierung der Verspätungsfortpflanzung „nah am Fahr-
plan“ angestrebt wird, ist die Möglichkeit eines Reihenfolgetauschs in potentiellen Überholungsbahn-
höfen bei Zügen des Personenverkehrs auf jene Bahnhöfe zu beschränken, in welchen mindestens
einer der beiden Züge planmäßig hält. Bei langen gemeinsamen Laufwegen und unterschiedlichen
Geschwindigkeiten eines Personen- und eines Güterzuges ist diese Regel insofern aufzuweichen, als
dass etwaige Betriebshalte des Güterzuges durch eine zusätzliche Aktivität in die Fortpflanzungsrech-
nung aufzunehmen sind.
Maximumsbildung von Bedienzeiten
Bei gleichem Laufweg von zwei betrachteten Zügen kann der Fall eintreten, dass die Aktivität R für
das gleiche Zugpaar innerhalb eines Überholungsabschnitts mehrfach abgebildet wird, beispielsweise,
wenn zusätzlich zur Konfliktlösung bei Ausfahrt auf die Strecke (aus der Gleisgruppe von s1) noch die
Disposition am anschließenden Gesamtfahrstraßenknoten (in s2) abgebildet wird. Die zweite Aktivität
entfällt unter diesen Umständen und stattdessen sind im Rahmen der ersten Aktivität die Maxima
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der Bedienzeiten aus beiden Bediensystemen anzusetzen. (Von SCHWANHÄUSSER als „maßgebende
Mindestzugfolgezeit“ behandelt.)
Ein Verkehrshalt ohne planmäßige Überholung
Verkehrt ein Zugpaar auf der Strecke von s zum Überholungsbahnhof s+ 1 und nur einer der beiden
Züge hält dort, jedoch ohne planmäßig überholt zu werden, so ist zu berücksichtigen, ob der Vorgän-
ger oder der Nachfolger den Halt aufweist. Die Situation, dass i als planmäßiger erster Zug in s + 1
hält, ist in Abbildung 5.12 veranschaulicht.
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j
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s
Abbildung 5.12: Ein planmäßiger Halt im Überholungsbahnhof
Ist i stark verspätet, so ist ein außerplanmäßiger Reihenfolgetausch in s+1 denkbar, wo in der Regel
auch die geringere Pufferzeit vorliegen wird. Außerdem ist die Durchfahrtsverspätung von j in s+ 1
für die Auswertung von untergeordnetem Interesse. Das erste Paar von Aktivitäten R kann daher aus
dem Graphen eliminiert werden.
Umgekehrt verhält es sich, wenn der planmäßig zweite Zug in s+1 hält (nicht dargestellt). In diesem
Fall liegt die kleinere Pufferzeit für die erste Konfliktlösung vor. Ferner kann die eher seltene Situa-
tion, dass der erste Zug so verspätet ist, dass auf dem Abschnitt zwischen s und s + 1 ein Reihen-
folgetausch eintritt (j „rettet“ sich noch bis s+ 1) vernachlässigt werden. Das zweite Aktivitätenpaar
kann zur Vereinfachung aus dem Graphen entfernt werden.
Zwei Verkehrshalte ohne planmäßige Überholung
Als dritte Konstellation ohne planmäßige Überholung ist noch der Fall zu berücksichtigen, in wel-
chem beide Züge in s+ 1 einen planmäßigen Halt aufweisen, wie in Abbildung 5.13 dargestellt.
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Abbildung 5.13: Zwei planmäßige Halte im Überholungsbahnhof
Ist keine Überholung im Fahrplan vorgesehen, so kann von ungefähr identischen Pufferzeiten über
den gemeinsamen Laufweg ausgegangen werden, da die Züge mit ähnlichen Geschwindigkeiten ver-
kehren. Tritt der Reihenfolgetausch nicht bereits im Abzweig s ein, so ist mit einem solchen nur zu
rechnen, wenn ein Halteprozess außergewöhnlich lange dauert und noch keine Ausfahrt gestellt ist.
Mit Blick auf die geringe Eintrittswahrscheinlichkeit einer derartigen Situation kann auf die Betrach-
tung der Konfliktlösung bei Ausfahrt aus s+ 1 verzichtet werden. Eine Berücksichtung übertragener
Urverspätungen auf dem Abschnitt ab s+ 1 ist trotzdem gewährleistet, da diese bereits mit der Kon-
fliktlösung in s abgedeckt werden (vgl. Kapitel 5.2.7).
Zwei Verkehrshalte mit planmäßiger Überholung
Schließlich ist noch die Situation zu betrachten, dass beide Züge in s + 1 halten und dort zugleich
eine planmäßige Überholung des Zuges i durch den Zug j erfolgt. Diese Situation kann aufgrund von
Randbedingungen des Fahrplans auch für ansonsten gleichschnell verkehrende Züge eintreten. Der
korrespondierende Aktivitätengraph entspricht der bereits bekannten Abbildung 5.13.
In diesem Fall ist jedoch keine (halbwegs) allgemeingültige Annahme zu treffen, vor welchemBedien-
system s oder s+1 ein etwaiger Reihenfolgetausch erfolgt, so dass beide Aktivitätenpaare im Graphen
verbleiben. Damit liegt bei der Betrachtung des zweiten Aktivitätenpaares jedoch bereits eine Bedin-
gung für die Verspätungen vor, denn der Zug i verkehrt entweder ab s vor oder hinter dem Zug j
(und analog für j). Die Unabhängigkeit der Eingangsgrößen ist demnach nicht mehr gegeben. Wie
mit diesem Umstand im Berechnungsmodell umzugehen ist, wird gesondert in Kapitel 8.3 diskutiert.
86 Aufstellen des Aktivitätengraphen
Konfliktlösung vor und nach Halt
In Abbildung 5.14 sind aus Gründen der Vollständigkeit zwei Züge i und j dargestellt, für welche
unmittelbar vor und nach einem Halt in s (ggf. ergänzt um Anschlussaufnahmen im Halt) eine Kon-
fliktlösung erfolgt, sofern die bislang eingeführten Regeln zur Aufstellung des Graphen eingehalten
werden.
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Abbildung 5.14: Konfliktlösung vor und nach Halt
In der praktischen Anwendung sollte sich eine solche Struktur als theoretischer Natur erweisen, da
Fahrtenausschlüsse in beiden Gesamtfahrstraßenknoten, falls unterschiedliche Zulaufstrecken vorlie-
gen, äußerst unwahrscheinlich sind. Die gleiche Annahme gilt auch, falls nur einer der Züge einen
planmäßigen Halt aufweist. Für die weitere Betrachtung verletzter Bedingungen in Kapitel 8.3 kann
diese Situation daher entfallen.
5.3.5 Zusammenfassung von Aktivitäten
Nach Vervollständigung des Aktivitätengraphen ist zu untersuchen, ob Pfade, welche allein die Akti-
vität „Fahren“ umfassen, zu einer gemeinsamen Aktivität vereinigt werden können, um durch mög-
lichst wenig Rechenoperationen kurze Laufzeiten der Berechnung zu erzielen. In [EFK02] wird eine
solche Zusammenfassung von Netzabschnitten als „Supertrack“ bezeichnet.
Derartige Konstellationen treten auf, wenn die Eigenschaften mehrerer Kanten aus den Fahrplan-
und Infrastrukturgraphen zu vergleichbaren effektiven Prozesszeiten führen. Ursache für eine solche
Gestalt des Infrastrukturgraphen kann beispielsweise eine sehr feingliedrige Definition des Infrastruk-
turmodells im Bereich von Knoten sein, um ein eindeutiges Routing zu ermöglichen. Notwendig für
ein Verschmelzen dieser Kanten im Aktivitätengraphen ist jedoch, dass die Zustände entlang des
Pfades nicht für die Auswertung relevant sind und dass diese Zustände keine Eingangsgrößen in
Aktivitäten anderer Zugfahrten bilden.
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5.4 Zu ermittelnde Kenngrößen
Je nach Anwendungszweck des Verspätungsfortpflanzungsmodells sind aus den berechneten Vertei-
lungsfunktionen unterschiedliche Kenngrößen zu ermitteln. Für den Anwendungsfall der Betriebsqua-
lität sowie für den Anwendungsfall „ETA“ werden nachfolgend die gängigen Kennwerte dargestellt.
In einem Messquerschnitt können mehrere Zufallsgrößen zusammengefasst werden. So kann dieser
nicht nur die Ankunft einer Zugnummer an einer Betriebsstelle beschreiben (die korrespondierenden
Verspätungen wären bei Betrachtung über einen Zeitraum, z. B. die Fahrplanperiode, eine Zufalls-
größe) sondern beispielsweise auch die Ankünfte aller Zugnummern an einer ausgewählten Betriebs-
stelle bezeichnen. Nachstehende Parameter werden verwendet:
ni : : : Anzahl der Messquerschnitte
nai : : : Anzahl der erfolgten Ankünfte in Messquerschnitt i
ndi : : : Anzahl der erfolgten Abfahrten in Messquerschnitt i
taj : : : Ankunftsverspätung der Zugfahrt j in Messquerschnitt i
tdj : : : Abfahrtsverspätung der Zugfahrt j in Messquerschnitt i
Auf eine gesonderte Darstellung der Notation für Stichproben wird nachfolgend verzichtet.
5.4.1 Bewertung der Betriebsqualität
Nachfolgend werden Kenngrößen eingeführt, die nach Auftreten der Ereignisse abzuleiten sind. Grund-
sätzlich bestehen jedoch auchMöglichkeiten, bereits „ex ante“ verschiedene Kenngrößen zur Betriebs-
qualität abzuschätzen, beispielsweise durch die Betrachtung der Pufferzeiten und geschätzten Verspä-
tungen. Beispiele dazu nennt CAREY in [Car99].
Pünktlichkeit bzw. Planmäßigkeit Der Anteil aller weniger als to verspäteten Ankünfte unter allen
betrachteten Ankünften:
qV (to) =
1
ni
niX
j=1
FVj(to) [ ]
Derartige Kenngrößen beschreiben das Verspätungsniveau, mit dem die Züge ihr Ziel oder einen
Unterwegsbahnhof erreichen. Im Personenverkehr der Deutschen Bahn AG werden solche Kennwerte
beispielsweise als Planmäßigkeit mit to = 1min und als Pünktlichkeit mit to = 6min verwendet und
über alle planmäßigen Ankünfte gebildet [Hei05]. Seitens des Trassenmanagements der Schweizeri-
schen Bundesbahnen SBB hingegen wird die Pünktlichkeit mit to = 3min für den Fernverkehr und
88 Zu ermittelnde Kenngrößen
to = 5min für alle anderen Personenverkehre, erneut jedoch bei jeder verkehrlichen Ankunft, ermittelt
[AB08]. Dem hingegen wird beispielsweise in Italien die Pünktlichkeit nur an den Endhalten eines
jeden Zuglaufs bestimmt.
Auch wenn ein Pünktlichkeitsmaß die gängigste Größe zur Beschreibung der Betriebsqualität ist, so
weißt dieser Kennwert dennoch Schwächen5 auf. Insbesondere bei großen Schwellwerten to erlaubt er
keine Aussage über den Umfang und die Häufigkeit kleinerer Verspätungen, welche bereits zu Störun-
gen in der Betriebsabwicklung führen. Vor dem Hintergrund von Malus-Zahlungen sind schließlich
auch auf gleiche Weise abgeleitete Wahrscheinlichkeiten für Verspätungen, die einen Grenzwert tu
über- statt unterschreiten, von Interesse.
Eine Kombination von oberer und unterer Grenze stellt die Prozesstreue dar, welche als
qV (tu; to) =
1
ni
niX
j=1
FVj(to)  FVj(tu) [ ]
definiert ist.
Erwartungswert der Verspätung Aus Sicht des Betriebs beschreibt der Erwartungswert der Verspä-
tung die Abweichung von der planerischen Fahrlage, in welcher der Zug imMittel verkehrt. Aus Sicht
des Reisenden steht der Erwartungswert der Ankunftsverspätung für die Verspätung, mit welcher er
im Mittel bei der Ankunft (am Zielbahnhof) zu rechnen hat.
V =
1
ni
niX
j=1
Vj =
1
ni
niX
j=1
1Z
 1
t  dFVj(t) [min.]
Die Berücksichtigung der gesamten Verteilungsfunktion kann jedoch dazu führen, dass entweder
wenige sehr große Verspätungen oder zahlreiche (geringe) Verfrühungen den Kennwert qM stark
verfälschen. Diesem Umstand kann durch Betrachtung des Erwartungswertes der nicht-verfrühten
Ankünfte begegnet werden:
V =
1
ni
niX
j=1
1Z
0
t  dFVj(t) [min.]
Üblich ist auch, die untere Grenze höher als t = 0 beispielsweise auf dem Schwellwert der Pünkt-
lichkeit t = to anzusetzen. Nichtsdestotrotz erfolgt bei Verwendung derartiger Kenngrößen keine
Kopplung an einen Qualitätsschwellwert, wie es bei der Planmäßigkeit oder Pünktlichkeit der Fall ist.
Ergänzend liefert die Summe der Erwartungswerte aller Ankunftsverspätungen eine Aussage über das
Gesamtverhalten eines Netzes. Die oben genannten Nachteile gelten jedoch auch für diese Kenngröße,
wenn Ausreißer bei zahlreichen Ankünften i auftreten. Ferner schränkt ein unmittelbarer Zusammen-
hang zur Anzahl der Ankünfte die Vergleichbarkeit dieses Kennwerts erheblich ein.
5Ergänzend sei hier angemerkt, dass ein Pünktlichkeitsmaß im Rahmen von Optimierungsmodellen aufgrund seines
nicht-linearen Verhaltens nur schwer als Bestandteil der Zielfunktion zu verwenden ist, vgl. [KMH+08].
Zu ermittelnde Kenngrößen 89
Median der Verspätung Robuster gegen sehr große und sehr kleine Werte, die als Ausreißer bei der
Auswertung von Realdaten auftreten, ist der Median qMed.
tMed [min.];mit
"
1
ni
niX
j=1
FVj(tMed)
#
= 0; 5 (5.15)
Nachteil dieser Kenngröße ist allerdings, dass sie sowohl aus Ist-Daten wie auch aus Verteilungs-
funktionen mit gegenüber dem Mittel- bzw. Erwartungswert höherem Rechenaufwand (Sortieren der
Stichprobe bzw. Umkehrung der Funktionsvorschrift) zu ermitteln ist.
Streuungsmaß Neben der mittleren Verspätung ist aus Sicht des Betriebs noch ein Streuungsmaß
der Verspätung, hier als Standardabweichung ausgedrückt, von Interesse:
V =
1
ni
niX
j=1
q
2Vj =
1
ni
niX
j=1
vuuut 1Z
 1
 
t  Vj
2  dFVj(t) [min.]
Begründet ist die ergänzende Betrachtung eines Streuungsmaßes darin, dass eine höhere Varianz der
Abweichungen von der geplanten Fahrlage bei ansonsten gleichbleibendem Verspätungsniveau im
Netz mit einem insgesamt höheren Maß an Folgeverspätungen sowie mehr Dispositionsaufwand ein-
hergeht. Aus diesem Grund ist es anzustreben, an definierten Punkten des Betriebsgeschehens (oder
Aktivitäten im Sinne des hier verwendeten Modells) eine Reduktion der Streuung zu erzwingen.
Quantilsabstand Ähnlich zur Anwendung des Medians anstelle des Erwartungswertes stellt der
Quantilsabstand insbesondere bei der Auswertung von Realdaten eine robuste Alternative zu den
Streuungsmaßen dar, welche umständlich aus dem zweiten Moment der Zufallsgröße (bzw. der Stich-
probe) abgeleitet werden. Er ergibt sich aus:
qt = to   tu mit FVi(to) = Fo [min.] und FVi(tu) = Fu [min.]
Mischgröße der ersten zwei Momente Zur besseren Wiedergabe der gesamthaften Charakteristik
von Stichprobe bzw. Verteilungsfunktion in nur einer Kenngröße, wird in [HLM09] eine generische
Mischgröße aus Erwartungswert und Streuungsmaß eingeführt:
k  Vi + Vi [min.]
Testrechnungen auf dem italienischen Netz zeigen demnach, dass ein Koeffizient zur Wichtung der
Standardabweichung auf die Betriebsqualität von k = 0; 5 zu aussagekräftigen Ergebnissen führt.
Auch dieser Kennwert weist jedoch eine starke Sensitivität gegenüber sehr hohen Verspätungen auf
und ermöglicht keine Kopplung an einen Qualitätsschwellwert („Level of Service“).
Zuverlässigkeitsindikator Um den Einschränkungen aller bislang genannten Kenngrößen zu begeg-
nen, schlagen die Autoren in [HLM09] die Nutzung eines neuartigen Indikators vor, der eine unter-
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schiedliche Berücksichtigung von verfrühten und (sehr) verspäteten Ankünften ermöglicht („fre-
quency of delay index“). Nachfolgend wird dieser Kennwert entgegen der ursprünglichen Notation
jedoch in Analogie zu den bisherigen Kennwerten auf Grundlage von Verteilungsfunktionen definiert:
ke
to
0Z
 1
t  dFVi(t) +
kl
to
24 tmaxZ
0
t  dFVi(t) + tmax (1  FVi(tmax))
35 [ ]
Dabei können zur Gewichtung von Verfrühungen und Verspätungen beispielsweise die Koeffizienten
ke =  0; 5 und kl = 1 verwendet werden. Durch eine Deckelung der maximalen Verspätung in der
Auswertung werden zudem Verfälschungen der Kenngröße durch einzelne Ausreißer vermieden.
Regelmäßigkeit Entgegen den bisherigen Kenngrößen, welche sich auf die Verspätung bei Ankünf-
ten an planmäßigen Halten bezogen, wendet die S-Bahn in Kopenhagen („DSB S-tog“) ein Maß an,
welches sich am Anteil der verspäteten Abfahrten an allen Abfahrten nd orientiert [HMG+06]:
1  1
nd
ndX
j=1
FVj(tu) [ ]
Konkret gilt eine Abfahrt als verspätet, wenn ein Schwellwert tu = 2; 5min: überschritten wird. Der
Betrieb wird als „stabil“ betrachtet, solange der Kennwert qReg  0; 95 überschreitet.
Verlässlichkeit Allen bislang genannten Kennwerten ist gemein, dass etwaige Zugausfälle in den
Stichproben nicht berücksichtigt werden. Vielmehr tragen nicht verkehrende – und damit auch nicht
verspätete – Züge aufgrund der geringeren Zahl an Ankünften zu einer Verbesserung der Kenngrößen
bei. Diesem Umstand kann durch die Nutzung einer zweiten Größe, welche den Anteil der ausgefal-
lenen Züge beschreibt, begegnet werden:
1
nd
ndX
i=1
pr;i [ ]
Im konkreten Fall wird beispielsweise seitens der S-Bahn Kopenhagen eine Verlässlichkeit von min-
destens qRel  0; 97 gefordert [HMG+06]. Der seitens der niederländischen Bahn NS angestrebte
Wert der tatsächlich gefahrenen Züge an allen für den Verkehrstag geplanten Zügen („gereden trei-
nen“) liegt bei qRel  0; 985 [Ned10]. In einem Rechenmodell beschreibt die Größe pr die Wahr-
scheinlichkeit, mit welcher eine geplante Zugfahrt tatsächlich verkehrt, vgl. Kapitel A.2.
Betrachtung von Reiseketten Da auch die Vertriebsstrategien zunehmend auf eine Vermarktung
von vollständigen Reiseketten abzielen, ist es sinnvoll, die Bewertung der reinen Betriebsqualität
dahingehend zu erweitern.
Eine in diesem Kontext übliche Maßgröße ist der Anschlusserreichungsgrad, welcher Auskunft dar-
über gibt, mit welcher Wahrscheinlichkeit ein Anschluss erreicht wird. Im hier beschriebenen Ver-
fahren ist dieser Anschlusserreichungsgrad nach Berechnung der tatsächlichen Abfahrtsverspätung
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des Aufnehmerzuges zu bestimmen, da etwaige Zusatzverspätungen des Aufnehmers nach Nicht-
Herstellung des Anschlusses doch noch dazu führen können, dass der Reisendenübergang gelingt.
Wie eingangs von Kapitel 5 beschrieben, sieht das Berechnungsergebnis eine Information über die
Verspätungen eines jeden Zuges über seinen Laufweg vor. Um einerseits die Auswirkung verlore-
ner Anschlüsse zu prüfen und andererseits komplette Reiseketten auszuwerten, sind Algorithmen zur
Routensuche auf diese Ergebnismenge anzuwenden. Beispiele dafür werden in [MHSWZ07] gege-
ben.
Gewichtung von Verspätungen Liegen aus Nachfrageprognosen Informationen dazu vor, welche
Anzahl von Umsteigern einen Anschluss wahrnimmt, oder welche Anzahl von Aussteigern von einer
Verspätung an ihrem jeweiligen Reiseziel betroffen ist, so können die ermittelten Daten zur Betriebs-
qualität mit dieser Zahl an Um- oder Aussteigern gewichtet werden. Auf diese Weise gelingt eine
bessere Bewertung der Wirkung von Verspätungen, beispielsweise durch Betrachtung von Personen-
verspätungsminuten. In [WB07] wird dies für verschiedene Kennzahlen vertiefend dargestellt.
Unmittelbares Kundenempfinden Weitere Kenngrößen, welche auch das Kundenempfinden – bis
hin zur Berücksichtigung des Komforts – als Aspekt der Betriebsqualität umfassen, sind unter ande-
rem in [TTH07] beschrieben. Diese werden insbesondere in fernöstlichen Ländern genutzt.
Im Rahmen ihrer Leistungsvereinbarung sind durch die NS ebenfalls vierteljährliche Kundenbefra-
gungen („Klantoordelen“) durchzuführen. Diese Befragungen umfassen neben Komfort- und Sicher-
heitsaspekten auch Aussagen zur Pünktlichkeit [Ned10].
Evaluierung der Ausnutzung der Reservezeit Durch Ermittlung eines Ausnutzungsgrades esHi;s als
Quotient aus Erwartungswert der Verspätung vor und nach der Aktivität „Halten“ (vgl. Kapitel 5.2.5)
gelingt eine Aussage darüber, ob der Umfang der Haltezeitreserve sHi;s bezogen auf das Verspätungs-
niveau bei Ankunft sowie den zufälligen Mehrbedarf PH;addi;s sinnvoll gewählt ist:
esHi;s =
EV d=d

i;s
EV ai;s
Ein identisches Vorgehen ist auch für die Aktivität „Fahren“ möglich. Damit kann – ergänzend zum
eigentlichen Anwendungszweck der Verspätungsfortpflanzung – eine erste Hilfestellung gegeben
werden, an welchen Stellen mehr oder weniger Reservezeiten vorgesehen werden sollten. Ob die
weiteren Randbedingungen des Fahrplans dies zulassen, ist auf dieser Grundlage iterativ zu untersu-
chen.
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5.4.2 Prognostizierte von Ankunftsverspätungen
Mittels der Kenngrößen, welche soeben in Kapitel 5.4.1 eingeführt wurden, ist zugleich das Ergebnis
einer Verspätungsprognose zu kommunizieren. Neben dem alleinigen Erwartungswert einer Ankunfts-
verspätung („estimated time of arrival“) kann es dabei – abhängig vom jeweiligen Adressaten –
zweckmäßig sein, noch weitere Ausprägungen des Zufallsgrößen zu verwenden.
So bietet es sich bei mehrstündigen Prognosehorizonten an, einen oberen und unteren Quantilswert
der Ankunftsverspätung abzuleiten, um auf dieser Basis (mit der korrespondierenden Eintrittswahr-
scheinlichkeit) die nachgelagerten Prozesse zu disponieren. Welche etwaigen Quantilswerte in wel-
chem Anwendungsfall am zweckmäßigsten sind, ist jedoch noch Bestandteil weiterer Forschung.
5.4.3 Bewertung der Fahrplanstabilität
Legt man die in Kapitel 1 gegebene Definition der Fahrplanstabilität zu Grunde, so liefern alle bis-
her aufgeführten Kenngrößen bei Anwendung in Modellrechnungen nur die Grundlage für Rück-
schlüsse auf die Stabilität oder Robustheit (vgl. Definition in Kapitel 1 und [HP08]), denn sie leisten
allein eine Aussage zur sich einstellenden Betriebsqualität bei einem Niveau induzierter Verspätungen
(Einbruchs- und/oder Urverspätungen).
Explizite Kenngrößen zur Beschreibung der Stabilität sind nur wenige bekannt. In [KEF02] werden
die Wartezeiten, welche aus dem Sicherstellen von Anschlüsse resultieren, als Indikator genannt. Im
Gegensatz zu den bislang dargestellten Kennwerten beziehen sich diese zwar auf die Folgeverspätun-
gen statt auf Querschnittswerte, eine indirekte Bewertung bleibt jedoch auch hier erhalten.
Für den Spezialfall eines rein periodischen Fahrplans ergibt sich bei Anwendung der Max-Plus-
Algebra, vgl. Kapitel 2.2.2, ein stabiles System, wenn jeder mögliche Umlauf des zugehörigen timed
event graph eine positive Pufferzeit umfasst.
Wie ein Fahrplan oder ein Betriebskonzept unterschiedliche Umfänge an induzierten Verspätungen
kompensiert, kann auf dieser Grundlage jedoch nur durch wiederholte Berechnungen unter Variation
der Eingangsgrößen ermittelt werden.
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5.5 Mathematische Modellierung
Aus den zuvor dargestellten Aktivitäten sowie den abzuleitenden Kenngrößen ergeben sich Anforde-
rungen an die mathematische Modellierung der Verspätungsfortpflanzung und der genutzten Vertei-
lungsfunktionen, welche in diesem Kapitel zusammengefasst werden.
5.5.1 Notwendige Rechenoperationen
Fasst man alle in Kapitel 5.2 dargestellten Aktivitäten zusammen, so ist zu erkennen, dass die Verspä-
tungsfortpflanzung in Netzen anhand drei elementarer Operationen beschrieben werden kann:
 Unbedingte Faltung gemäß (4.3),
 bedingte Faltung gemäß (4.4) oder (4.5),
 Maximumsbildung inklusive Kappung gemäß (4.8).
Außerdem noch relevant sind Verknüpfungen von Skalaren und Zufallsvariablen, nämlich beispiels-
weise die Addition von Skalaren zu Verteilungsfunktionen oder die Multiplikation von Skalaren mit
Verteilungsfunktionen. Bei Anwendung des Satzes der totalen Wahrscheinlichkeit sind schließlich
noch Summationen von Verteilungsfunktionen durchzuführen, welche in der Literatur auch als Über-
lagerung von Zufallsgrößen bezeichnet werden.
5.5.2 Abbildung von mehr als einer Singularität
Aus der zuvor genannten bedingten Faltung folgt die Notwendigkeit, auch mehr als eine Singula-
rität abbilden zu können, wenn Folgeverspätungen im Rahmen der Fortpflanzungsrechnung berück-
sichtigt werden. Aus den fachlichen Zusammenhängen ergibt sich ferner die Forderung, auch expli-
zit Abschnittsgrenzen definieren zu können, wie es beispielsweise in Formel (5.4) der Fall ist. Eine
Modellierung der Zufallsgröße Verspätung mittels Phasenverteilungen, wie in Kapitel 2.1.2 beschrie-
ben, oder durch modifizierte Theta-Exponential-Polynome, wie in Kapitel 2.1.3 erläutert, erfüllt diese
Anforderungen nicht.
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5.5.3 Systematische Verspätungen
Um die Auswirkungen von verletzten Planungsprämissen im Netzzusammenhang abbilden zu kön-
nen, welche auch bei ansonsten nicht-verspäteter Betriebsabwicklung zu Verspätungen führen, ist eine
Berücksichtigung „systematischer“ Verspätungsanteile in Verfahren zur Fahrplanbewertung zweck-
mäßig. Als Planungsvorgaben sind in diesem Zusammenhang insbesondere Mindestzeitbedarfe zu
verstehen, so dass eine Verletzung zum Beispiel durch Unterschreitung von Mindesthaltezeiten oder
Mindestzugfolgezeiten entsteht. Die Größe einer solchen systematischen Verspätung tsys ist die posi-
tive Differenz zwischen tatsächlich erforderlicher und geplanter Zeit, welche mit einer Wahrschein-
lichkeit von 1 auftritt. In der Verteilungsfunktionen der Verspätung bedingt dieser Anteil zumindest
eine Undifferenzierbarkeit an der Stelle tsys und es gilt FV (t < tsys) = 0.
1
F (t)
V
Verspätung t0 tsys
Abbildung 5.15: Verspätungsverteilung mit systematischem Verspätungsanteil
5.5.4 Maximale Verspätungen
Sind bei Aktivitäten etwaige Grenzverspätungen zu betrachten, welche nicht überschritten werden
dürfen (beispielsweise die maximale Wartezeit bei Verknüpfungen), so ergibt sich eine Singularität
an der Stelle tmax und es gilt FV (t  tmax) = 1. Größere Verspätungen t > tmax treten also nicht auf.
Eine abgeschlossene Modellierung der Zufallsgrößen bedingt, dass derartige Konstellationen explizit
berücksichtigt werden können, doch folgt daraus, dass der exponentielle „Schwanz“ der Verteilungs-
funktionen verloren geht. (Die Nachteile einer solchen expliziten Berücksichtigung von maximalen
Verspätungen werden gesondert in Kapitel B.1 des Anhangs dargestellt und diskutiert.)
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Kapitel 6
Einführung einer Verteilungsklasse
Basierend auf den zuvor genannten Anforderungen sowie den Stärken und Schwächen bestehender
Modellierungen von Verspätungen als Zufallsgröße wird nachfolgend in Kapitel 6.1 zunächst ein
neuer Typ von Verteilungsfunktion eingeführt. Warum mittels dieser Klasse von Verteilungsfunktio-
nen die Verspätungsfortpflanzungsrechnung in großen Netzen sowohl unter mathematischen als auch
unter fachlichen Aspekten zweckmäßig abgebildet werden kann, wird in den anschließenden Kapiteln
diskutiert. Während sich Kapitel 6.2 mit der mathematischen Eignung befasst und insbesondere die
Abgeschlossenheit gegenüber den erforderlichen Funktionen zeigt, wird in Kapitel 6.3 gezeigt, dass
die Klasse von Verteilungsfunktionen auch die betrieblichen Anforderungen an eine Modellierung der
Zufallsgröße Verspätung erfüllt.
6.1 Beschreibung der neuen Verteilungsfunktion
Unter Beachtung der bislang genannten Anforderungen an eine Verteilungsfunktion zur Modellie-
rung von Verspätungen wird eine erweiterte Exponentialverteilung FV (t) eingeführt, welche eine
Fortschreibung der Verspätungsverteilung nach SCHWANHÄUSSER darstellt. Sie stellt eine Weiter-
entwicklung der in Kapitel 2.1.4 gezeigten Modellierung dar und stellt die vollständige Abgeschlos-
senheit aller notwendigen Operationen sicher.
Die Funktion umfasst eine beliebige Anzahl s > 0 von Singularitäten. Jeder daraus entstehende Defi-
nitionsabschnitt1 k (mit k = 0::s) verfügt über die untere Definitionsgrenze gk mit k = 1::s. Der erste
Definitionsabschnitt verfügt über keine untere Grenze, es gilt g0 !  1. An die Singularitäten seien
1Um die Übersichtlichkeit zu erhöhen, wird im weiteren Verlauf der Index des Abschnitts oberhalb/rechts der Variable
geführt. Etwaige Potenzen werden zur besseren Unterscheidbarkeit gesondert in Klammern geführt.
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keine Anforderungen hinsichtlich Stetigkeit oder Differenzierbarkeit gestellt, so dass Sprungstellen
FV (g
k) unter Wahrung der Monotonie möglich sind.
Innerhalb eines jeden Abschnitts k beschreibt eine Konstante ck sowie eine beliebige Anzahl nk von
Exponentialsummanden den Funktionsverlauf, wobei jeder Exponentialsummand i des Abschnitts k
durch die drei Parameter aki , d
k
i und 
k
i definiert wird. Der Parameter d
k
i wird im weiteren Verlauf als
Grad eines solchen Exponentialsummanden bezeichnet. Für die Verteilungsfunktion gilt somit:
FV (t) =
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
c0  
n0P
i=1
a0i  td0i  e( 
0
i t) ; t < g1
c1  
n1P
i=1
a1i  td1i  e( 
1
i t) ; g1  t < g2
...
...
cs 1  
ns 1P
i=1
as 1i  td
s 1
i  e( s 1i t) ; gs 1  t < gs
cs  
nsP
i=1
asi  tdsi  e( 
s
i t) ; gs  t
(6.1)
Im Fall von dki = 0 für alle Exponentialsummanden i = 1::n
k eines Abschnitts k kann eine Analogie
zur Hyperexponentialverteilung herangezogen werden, da in diesem Fall die Exponentialsummanden
den parallelen Phasen einer Phasenverteilung2 gleichen.
Jede Verteilungsfunktion F (t) ist monoton steigend sowie rechtsseitig stetig, d. h. für den rechtsseiti-
gen Grenzwert gilt lim
x!0
F (t+ x) = F (t). Zudem gilt für ihre Konvergenz zwingend lim
t! 1
F (t) = 0
sowie lim
t!1
F (t) = 1. Zur Gewährleistung dieser Charakteristika müssen die Parameter der Vertei-
lungsfunktion FV (t) folgende Eigenschaften aufweisen:
 Die Reihenfolge der Singularitäten muss gk 2 R mit gk < gk+1 entsprechen.
 Die Parameter aki ; cki 2 R müssen so gewählt sein, dass 0  ck  
nkP
i=1
aki  1 erfüllt ist.
 Die Konvergenz bedingt
– k0 2 R mit 0i < 0; 1  i  n0,
– sowie ks 2 R mit si > 0; 1  i  ns.
Für alle Abschnitte k mit 0 < k < s ist hingegen nur ki 2 R mit 1  i  nk gefordert. Für
einen Exponentialsummanden i mit ki = 0 gilt gemeinhin d
k
i > 0.
2Um für dki > 0 eine klare Abgrenzung der Begrifflichkeiten vornehmen zu können, soll im weiteren Verlauf der
Arbeit auf die Bezeichnung „Phasen“ für die verwendete Kombination aus Potenz- und Exponentialfunktion verzichtet
werden.
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 Es muss
– mindestens ein dki = 0 je Abschnitt k bestehen,
– nicht jedes dki im Intervall 0 < dki < maxi

dki
	
besetzt sein.
 c0 = 0 und cs = 1, um
1R
 1
f(t)dt = 1 zu erfüllen.
 Für beliebige  > 0 muss FV (t+ )  FV (t) zur Sicherstellung der Monotonie gelten.
Die Dichtefunktion der Zufallsgröße fV (t) = ddtFV (t) existiert innerhalb der Intervalle ( 1; g1),
[g1; g2), : : :, [gs;1), jedoch nicht notwendigerweise an den Intervallgrenzen gk. Zur Vereinfachung
wird die folgende Schreibweise für Abschnitte k von Verteilungs- oder Dichtefunktion eingeführt:
F kV (t) = c
k  
nkX
i=1
aki  td
k
i  e( ki t) (6.2)
fkV (t) =
nkX
i=1
h
ki  td
k
i   dki  td
k
i 1

aki  e( 
k
i t)
i
(6.3)
Bei Auslassung jeglicher Exponentialsummanden und s = 1 kann durch den Verteilungstyp auch eine
unbedingte oder bedingte DIRAC-Verteilung modelliert werden.
Für jede Verspätung, welche durch diesen Verteilungstyp repräsentiert wird, sind
nPar = 2  s+
sX
k=0
3  nk (6.4)
beschreibende Parameter notwendig, da mit jedem Abschnitt k zwei Parameter (gk und ck) und mit
jedem Exponentialsummanden i eines Abschnitts k drei Parameter (aki , d
k
i und 
k
i ) einhergehen.
6.1.1 Charakteristische Kenngrößen
Die zentralen Momente einer Zufallsgröße V nach (6.1) ergeben sich durch Addition über die zentra-
len Momente aller Abschnitte sowie der Beiträge aus etwaigen Sprungstellen:
mV;r =
sX
k=0
mkV;r +
sX
k=1

(gk)r FV (gk)

=
sX
k=0
mkV;r +
sX
k=1

(gk)r  F kV (gk)  F k 1V (gk)	 (6.5)
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In den weiteren Kapiteln werden die zentralen Momente eines Abschnitts k durch mkV;r bezeichnet.
Ist nur der Einfluss einer Teilmenge K = fkjka  k  kbg von Abschnitten auf die Momente der
Verteilungsfunktion zu ermitteln, so gilt:
mKV;r =
kbX
k=ka
mkV;r +
kbX
k=ka+1

(gk)r FV (gk)

=
kbX
k=ka
mkV;r +
kbX
k=ka+1

(gk)r   F kV (gk)  F k 1V (gk)
Das zentrale Moment mV;r eines Abschnitts k ergibt sich durch Auswertung von zwei Integralen,
welche sich nur durch Entwicklung als Summen lösen lassen. Es wird ersichtlich, dass für Exponen-
tialsummanden mit hohen Graden qki ein großer Rechenaufwand notwendig ist:
mkV;r =
gk+1Z
gk
tr  fkV (t)dt
=
nkX
i=1
aki 
k
i
gk+1Z
gk
t(d
k
i+r)e( 
k
i t)dt 
nkX
i=1
dki a
k
i
gk+1Z
gk
t(d
k
i+r 1)e( 
k
i t)dt
=  
nkX
i=1
aki t
(dki+r)e( 
k
i t)
gk+1
gk
+ r
nkX
i=1
aki
gk+1Z
gk
t(d
k
i+r 1)e( 
k
i t)dt
=  
nkX
i=1
aki
0@t(dki+r) + r dki + r   1!
ki
dki+r 1X
n=0
t(d
k
i+r 1 n) 
ki
n  
dki + r   1  n

!
1A e( ki t)

gk+1
gk
(6.6)
Für die zentralen Momente der Abschnitte einer Verteilungsfunktion nach (6.1) mit mehr als zwei
Definitionsabschnitten, d. h. für s  2, ergibt die Auswertung der Stammfunktion nachfolgende
Werte.
m0V;r =  
n0X
i=1
a0i
0@ g0(d0i+r) + r (d0i + r   1)!
0i
d0i+r 1X
n=0
(g0)(
d0i+r 1 n)
(0i )
n
(d0i + r   1  n)!
1A e( 0i g0)
mkV;r =  
nkX
i=1
aki
0@t(dki+r) + r dki + r   1!
ki
dki+r 1X
n=0
t(d
k
i+r 1 n) 
ki
n  
dki + r   1  n

!
1A e( ki t)

gk+1
t=gk
für 0 < k < s
msV;r =
nsX
i=1
asi
0@(gs)(dsi+r) + r (dsi + r   1)!
si
dsi+r 1X
n=0
(gs)(d
s
i+r 1 n)
(si )
n (dsi + r   1  n)!
1A e( si gs)
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6.1.2 Zusammenhang zu Phasenverteilungen
Wie in Kapitel 2.1.2 eingeführt, werden Phasenverteilungen genutzt, um die Verteilung der Absorpti-
onszeiten in MARKOV-Prozessen mit p > 0 Phasen sowie einem absorbierenden Zustand zu beschrei-
ben. Der Reihenvektor  = (1; : : : ; p; p+1) gibt nachfolgend die Wahrscheinlichkeiten, in einer
der p + 1 Phasen des Systems zu starten, wieder. Üblicherweise wird dabei angenommen, dass der
abgebildete Prozess nicht im absorbierenden Zustand beginnt, so dass
pP
i=1
i = 1 und p+1 = 0 gilt.
Mittels der Generatormatrix
Q =
"
T 1
0 0
#
werden die Übergangsraten zwischen den Zuständen des Prozesses definiert. Dabei gilt für die Ele-
mente der (p p)-dimensionalen Submatrix T , dass T ii < 0 für alle i = 1::p und T ij  0 für i 6= j.
Diese Elemente jenseits der Hauptdiagonale beschreiben die Übergänge zwischen den einzelnen Pha-
sen. 1 stellt zur Vereinfachung der Notation einen Spaltenvektor von p Einsen dar. Mittels der Struktur
von T lassen sich Phasenverteilungen anhand der Übergangsmöglichkeiten zwischen den Phasen in
Typen (z. B. nach ERLANG oder COX) unterteilen.
Verteilungsfunktion, Dichtefunktion und Momente
Die Verteilungsfunktion, die Dichtefunktion und das r-te Moment einer phasenverteilten Zufallsgröße
PH ergeben sich damit zu:
FPH(t) =
8<:0 ; t < 01   e(T t)  1 ; 0  t
fPH(t) =
8<:0 ; t < 0  e(T t)  ( T1) ; 0  t
mPH;r =
1Z
0
tr  fPH(t)dt = ( 1)r  r!   T r  1
Es ist dabei zu berücksichtigen, dass das Matrixexponential e(T t) analog zur Exponentialfunktion
durch eine Potenzreihe definiert ist:
e(T t) =
1X
i=0
1
i!
(T  t)i
Während die Lösung des Matrixexponentials für eine kleine Anzahl Phasen oder bei nur wenigen
Übergangsmöglichkeiten zwischen den Phasen noch symbolisch in eine Summe von Exponential-
summanden, wie sie auch in (6.1) auftreten, gelingt, ist ansonsten eine numerische Auswertung not-
wendig. Zusammenfassend wird dazu auf [MV03] verwiesen.
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Überführung in die neue Verteilungsklasse
Beschränkt man eine Verteilungsfunktion gemäß (6.1) auf nur eine Abschnittsgrenze bei gs = 0 und
wählt man die Parameter des ersten Abschnitts zu c0 = 0 und n0 = 0 sowie die Parameter des zweiten
Abschnitts zu cs = 1 und
nsP
i=1
asi = 1, so wird deutlich, dass sich beliebige Phasenverteilungen direkt
in diese Verteilungsklasse transformieren lassen. Dieser Zusammenhang kann ausgenutzt werden, um
zunächst Phasenverteilungen an Stichproben zu fitten und die Verteilungsfunktionen anschließend
in die hier genutzte Verteilungsklasse zu überführen. Diese Transformation ist nachfolgend für den
relevanten Definitionsabschnitt einer allgemeinen COX-Verteilung mit p = 3 Phasen dargestellt.
FPH;Cox(t  0) = 1  [1; 0; 0]  e
2666664
s11 s12 0
0 s22 s23
0 0 s33
3777775t
 1
= 1 

1 +
1 s12
s11   s22  
1 s12 s23 (s33   s22)
( s33 + s11) ( s33 + s22) (s11   s22)

 es11t
 

  1 s12
s11   s22  
1 s12 s23
( s33 + s22) (s11   s22)

 es22t
 

  1 s12 s23 (s22   s11)
( s33 + s11) ( s33 + s22) (s11   s22)

 es33t
Eine weitergehende Betrachtung derartiger Transformationen wird in Kapitel 9.1.2 nochmals aufge-
nommen.
Mangelnde Eignung zur Modellierung von Verspätungen
Im Umkehrschluss erfüllen Phasenverteilungen jedoch nicht alle zuvor aufgestellten Anforderun-
gen an einer Verteilungsfunktion zur Modellierung der Verspätungsfortpflanzung, denn insbesondere
gelingt keine bedingte Faltung von Verteilungsfunktionen, da Unstetigkeiten nicht modelliert werden
können. Des Weiteren können aufgrund des beschränkten Definitionsbereiches weder Verfrühungen
noch systematische Verspätungsanteile durch Phasenverteilungen abgebildet werden.
Durch die Definition der Phasenverteilung mittels der Matrix T sind die Übergänge zwischen den
Phasen anschaulich darstellbar. Sollen Phasenverteilungen jedoch abseits des eigentlichen Anwen-
dungsfeldes zur Modellierung von Verspätungen verwendet werden, so ist dies mittels einer Line-
arkombination von Exponentialsummanden wie in (6.1) effizienter möglich, da die Anzahl der zur
Beschreibung des identischen Funktionsverlaufs notwendigen Parameter wesentlich geringer ist. Damit
gelingen auch die notwendigen Operationen auf einer Verteilungsfunktion gemäß (6.1) mit geringe-
rem Rechenaufwand.
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Bei Verwendung von Phasentypverteilungen besteht (wie allerdings auch bei Nutzung der hier einge-
führten Verteilungsklasse) die Notwendigkeit, nach mehreren Operationen die Anzahl der zur Beschrei-
bung notwendigen Parameter zu reduzieren. So ergibt sich für die Summe zweier Zufallsvariablen,
welche ihrerseits durch Phasenverteilungen mit p1 bzw. p2 Phasen abgebildet werden, durch unbe-
dingte Faltung eine Phasenverteilung der Phasenzahl p1 + p2 [MM07]. Eine umfangreiche Übersicht
über verschiedene Verfahren zur Reduktion der Anzahl an Zuständen wird in [Pul09] gegeben.
6.2 Mathematische Eignung der Verteilungsfunktion
Die mit (6.1) eingeführte Verteilungsfunktion ist abgeschlossen gemäß Definition in Kapitel 4.1.2
unter allen Operationen, welche in Kapitel 5.5 als notwendig zusammengestellt wurden. Dieser Nach-
weis wird nachfolgend erbracht, indem gezeigt wird, dass die Verteilungsfunktion, welche aus den
Operationen resultieren, erneut durch einen identischen Funktionstyp abgebildet werden können.
Um zu verdeutlichen, welchen Rechenaufwand die exakten Faltungsoperationen insbesondere bei
zahlreichen Exponentialsummanden je Abschnitt erfordern, erfolgt in Kapitel 6.2.1 eine vollständige
Auflösung der Stammfunktionen. In den weiteren Unterkapiteln wird darauf verzichtet.
6.2.1 Abgeschlossenheit der unbedingten Faltung
Während sich andere Verteilungsfunktionen invariant gegenüber der unbedingten Faltung nach (4.3)
verhalten (z. B. ist die Summe normalverteilter Zufallsgrößen erneut normalverteilt), führt die Fal-
tung von zwei Verteilungsfunktionen des hier betrachteten Typs zu einer Verteilungsfunktion, welche
zwar durch den gleichen Typ – jedoch mit einer veränderten Anzahl an notwendigen Parametern –
abgebildet werden kann. Dieser Nachweis wird nachfolgend für den allgemeinen Fall
F _V (t) =
1Z
 1
FV (t  u)dFV^ (u)
erbracht. Eine explizite Darstellung der unbedingten Faltung einer allgemeinen Verteilung nach (6.1)
mit einer DIRAC-Verteilung, welche nur einen Sonderfall dieser Funktionsklasse darstellt, erfolgt
nicht.
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Entspricht FV^ (t) einer Verteilungsfunktion nach (6.1) und FV (t) einer beliebigen Verteilungsfunk-
tion, so lautet das Faltungsintegral nach Ausformulierung des Integrators und Zerlegung des Integra-
tionsbereichs in die Definitionsabschnitte der Dichtefunktion fV^ (u) wie folgt.
F _V (t) =
1Z
 1
FV (t  u)fV^ (u)du+
s^X
k^=1
FV^ (g^
k^)  FV (t  g^k^) (6.7)
=
8>>>>>>>>>>>>><>>>>>>>>>>>>>:
g^s^R
 1
FV (t  u)f 0V^ (u)du
+
1R^
gs^
FV (t  u)f s^V^ (u)du+FV^ (g^s^)  FV (t  g^s^) ; s^ = 1
g^1R
 1
FV (t  u)f 0V^ (u)du+
s^ 1P^
k=1
g^k^+1R
g^k^
FV (t  u)f k^V^ (u)du
+
1R^
gs^
FV (t  u)f s^V^ (u)du+
s^P^
k=1
FV^ (g^
k^)  FV (t  g^k^) ; s^  2
(6.8)
Diese Zerlegung ist insbesondere auch für den Fall gültig, dass FV (t) ebenfalls einer Verteilungsfunk-
tion nach (6.1) genügt.
Resultierende Abschnittsgrenzen
Zur weiteren Aufstellung der Berechnungsvorschriften für die unbestimmte Faltung sind zunächst die
Abschnittsgrenzen _g _k der resultierenden Verteilungsfunktion F _V (t) zu bestimmen. Deren Menge _G,
vgl. Kapitel 4.1.1, ergibt sich durch Vereinigung der Mengen der Abschnittsgrenzen der ursprüngli-
chen Verteilungsfunktionen. Sie umfasst _s+ 1 Elemente:
_G =
n
CjC = gk + g^k^; 1  k  s; 1  k^  s^
o
(6.9)
Die Funktionsvorschrift eines Abschnitts _k (mit _k = 0:: _s) der Verteilungsfunktion von _V wird erneut
als F _k_V (t) benannt. Die Ermittlung der Funktionsvorschrift erfolgt abschnittsweise, dabei sind in
Abhängigkeit von der oder den Abschnittsgrenze(n) sowie dem Funktionsargument t   u die zur
Integration nach (6.8) relevanten Abschnitte der Verteilungsfunktion FV (t  u) zu wählen.
Die Tabelle 6.1 stellt dar, welche Integrationen im Rahmen der unbedingten Faltung zwingend durch-
zuführen oder nur bei Existenz von mehreren Abschnittsgrenzen durchzuführen sind. Die Funktions-
vorschrift der resultierenden Verteilungsfunktion ergibt sich für jeden Abschnitt F _k_V (t) durch Summa-
tion von ausgewerteten Faltungsintegralen sowie gestauchten und verschobenen Funktionsvorschrif-
ten der Verteilungsfunktion FV (t).
Werden die Singularitäten des Integranden gesondert behandelt, dann ist das auf die Abschnitte k und
k^ bezogene Faltungsintegral
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f 0
V^
(u) f k^
V^
(u); 1  k^  s^ f s^
V^
(u)
F 0V (t  u) immer wenn s^  2 immer
F kV (t  u); 1  k  s wenn s  2 wenn (s  2) ^ (s^  2) wenn s  2
F sV (t  u) immer wenn s^  2 immer
Tabelle 6.1: Notwendige Integrationen
 als bestimmtes Integral auf einem abgeschlossenen Intervall (z. B. g^k^  u  g^ ^k+1)
 oder als uneigentliches Integral auf abgeschlossener Halbachse (z. B. g^s^  u oder u  g^1^)
 oder als bestimmtes Integral mit variabler Integrationsgrenze (z. B. g^k^  u  t  gk)
 oder als uneigentliches Integral mit variabler Integrationsgrenze (z. B. t  gk  u)
auszuwerten. Aufgrund des Hauptsatzes der Integralrechnung und der Vertauschungsregel für Inte-
grationsgrenzen genügt es, mit q 2 R zur Betrachtung aller auftretenden Fälle die Stammfunktion für
die drei Fälle u = q, für u = q bei q ! 1 sowie für u = t   q auszuwerten, um eine Aussage über
die Abgeschlossenheit der unbedingten Faltungsoperation treffen zu können.
Abschnittsweise Auswertung des Faltungsintegrals
Nachfolgend sind k und k^ diejenigen Abschnitte der Verteilungsfunktionen FV (t) und FV^ (t), welche
in die jeweiligen Integrationen zur Bestimmung von F _k_V (t) eingehen. Es wird zunächst der Einfluss
etwaiger Sprungstellen von FV^ (t) beschrieben, bevor die zur unbedingten Faltung relevante Stamm-
funktionen hergeleitet und an den oben genannten Grenzen auswertet wird.
Beitrag von etwaigen Sprungstellen In der Funktionsvorschrift der unbedingten Faltung (6.7) sind
etwaige Sprungstellen, welche an den Abschnittsgrenzen bestehen können, explizit dargestellt. Der
Beitrag solcher Sprünge im Funktionsverlauf des Integranten lässt sich wie folgt berechnen:
FV^ (g^
k^)  F kV (t  g^k^) = FV^ (g^k^)ck  FV^ (g^k^)
nkX
i=1
aki e
(ki g^k^)
dkiX
m=0

dki
m

g^k^
(m)
t(d
k
i m)e( 
k
i t)
Das Ergebnis umfasst einen konstanten Anteil sowie eine Linearkombination von Exponentialsum-
manden und kann daher durch den Verteilungstyp nach (6.1) ausgedrückt werden. Damit wird für die
aus Sprüngen des Integranden resultierenden Beiträge die geforderte Abgeschlossenheit erfüllt.
Herleitung der Stammfunktionen Zur Darstellung des unbestimmten Integrals der unbedingten
Faltung wird die Bezeichnung G1(t; u) genutzt, um eine Abgrenzung von als F (t) benannten Vertei-
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lungsfunktionen herzustellen. Auf die gesonderte Darstellung einer Integrationskonstante wird ver-
zichtet. Mit der abschnittsweisen Bezeichnung der Dichtefunktion gemäß (6.3) folgt:
G1(t; u) =
Z
F kV (t  u)f k^V^ (u)du
= ck
Z
f k^
V^
(u)du 
nkX
i=1
aki e
( ki t)
Z
(t  u)(dki ) e(ki u)f k^
V^
(u)du
=  ck
n^k^X
j=1
a^k^j  ud^
k^
j  e( ^k^j u)
 
nkX
i=1
aki e
( ki t)
n^k^X
j=1
a^k^j
Z
(t  u)(dki ) e (^k^j ki )u

^k^ju
(d^k^j )   d^k^ju(d^
k^
j 1)

du
Eine Lösung des verbliebenen Integrals ist, wenn im Falle von dki +d^
k^
j > 0 nicht nur Exponentialsum-
manden „nullten“ Grades vorliegen, allein rekursiv möglich. Jedoch kann die Stammfunktion zuvor
in folgende Darstellung überführt werden, welche zumindest eine Aufspaltung des zur Integration
ungünstigen Binoms (t  u)(dki ) vorsieht:
G1(t; u) =  ck
n^k^X
j=1
a^k^j  ud^
k^
j  e( ^k^j u)  
nkX
i=1
aki e
( ki t)
8<:
dkiX
m=0

dki
m

( 1)(m) t(dki m)

24 n^k^X
j=1
a^k^j

^k^j
Z
u(d^
k^
j+m)e (^
k^
j ki )udu  d^k^j
Z
u(d^
k^
j+m 1)e (^
k^
j ki )udu
359=;
Zur Steigerung der Übersichtlichkeit wird G1(t; u) unter hilfsweise Verwendung zweier weiterer
FunktionenH k^j (u) undH
k;k^
i;j;m(u) ausgedrückt. Ferner wird die Berechnung der Binomialkoeffizienten
ausformuliert:
G1(t; u) =  ck
n^k^X
j=1
H k^j (u) 
nkX
i=1
dki !  aki
8<:
dkiX
m=0
( 1)(m)
m!   dki  m!
24 n^k^X
j=1
Hk;k^i;j;m(u)
35 t(dki m)
9=; e( ki t)
Innerhalb der Summationen über 0  m  dki und 1  j  n^k^ gelten nachstehende Berechnungsvor-
schriften für die beiden Hilfsgrößen3.
H k^j (u) = a^
k^
j  u(d^
k^
j )  e( ^k^j u) (6.10)
Hk;k^i;j;m(u) = a^
k^
j

^k^j
Z
u(d^
k^
j+m)e (^
k^
j ki )udu  d^k^j
Z
u(d^
k^
j+m 1)e (^
k^
j ki )udu

(6.11)
Während H k^j (u) keine weiteren Fallunterscheidungen erfordert, sind für für H
k;k^
i;j;m(u) vier Fälle zu
unterscheiden. Diese sind abhängig von der Existenz von Exponentialsummanden mit Grad größer
3Angemerkt sei, dass der Sonderfall von Exponentialsummanden ohne exponentiellen Anteil (ki = 0 bzw. ^
k^
j = 0),
welche bei Abschnitten k mit 0 < k < s bzw. k^ mit 0 < k^ < s auftreten dürfen, im weiteren Verlauf nicht gesondert
dargestellt wird.
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Null im Abschnitt k und/oder im Abschnitt k^, ausgedrückt als d^k^j +m  0, sowie von einer etwaigen
Gleichheit von Ankunftsraten (^k^j = 
k
i ).
Hk;k^i;j;m(u) = a^
k^
j
8<:^k^j
R
u(d^
k^
j+m)e (^
k^
j ki )udu  d^k^j
R
u(d^
k^
j+m 1)e (^
k^
j ki )udu ; ^k^j 6= ki
^k^j
R
u(d^
k^
j+m)du  d^k^j
R
u(d^
k^
j+m 1)du ; ^k^j = 
k
i
= a^k^j
8>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>:
^k^j
ki ^k^j
e (^
k^
j ki )u ;

^k^j 6= ki

^

d^k^j +m = 0

1
ki ^k^j
n
^k^ju
(d^k^j+m) +

d^k^j +m  1

!


m  k^j + d^k^j  ki


d^k^j+mP
n=1
( 1)(n)
(ki ^k^j )
(n)
(d^k^j+m n)!
u(d^
k^
j+m n)
9=;
e (^k^j ki )u ;

^k^j 6= ki

^

d^k^j +m > 0

^k^ju ;

^k^j = 
k
i

^

d^k^j +m = 0

^k^j
d^k^j+m+1
u(d^
k^
j+m+1)   d^k^j
d^k^j+m
u(d^
k^
j+m) ;

^k^j = 
k
i

^

d^k^j +m > 0

(6.12)
Auswertung der Stammfunktionen Für die eingangs dargestellten Integrationsgrenzen werden nach-
folgend zunächst die beiden Hilfsfunktionen H k^j (u) und H
k;k^
i;j;m(u) ausgewertet, um daraus auf die
gesamte Stammfunktion G1(t; u) zu schließen.
 Die erste Hilfsfunktion liefert bei konstanter Integrationsgrenze q einen konstanten Wert:
H k^j (q) = a^
k^
j  qd^
k^
j  e( ^k^j q)
 Für den einseitig unbeschränkten Integrationsbereich sind bei der Grenzwertbildung die Ein-
schränkungen hinsichtlich der Vorzeichen der Ankunftsraten zu beachten. Gemäß Definition
der Verteilungsfunktion gilt ^s^j > 0 für alle Exponentialsummanden 1  j  n^s^, sowie ^0j < 0
für alle Exponentialsummanden 1  j  n^0. Die Auswertung der ersten Hilfsgröße liefert in
diesen Fällen keinen Beitrag bei der Auswertung der Stammfunktion, denn es gilt:
lim
q! 1
H0j (q) = lim
q!1
H s^j (q) = 0
 Erfolgt die Auswertung der ersten Hilfsfunktion für eine variable Integrationsgrenze, so gehen
auch die Exponentialsummanden der Verteilungsfunktion F _k
V^
(t) in die resultierende Vertei-
lungsfunktion ein, wie nachstehende Berechnungsvorschrift4 zeigt:
H k^j (t  q) = a^k^j  e(^
k^
j q)
d^k^jX
m=0

d^k^j
m

( q)(m) t(d^k^j m)e( ^k^j t)
4Auf eine explizite Darstellung der Fälle, in welchen die Multiplikation mit t aufgrund eines Exponenten von Null
(hier z. B. fürm = d^k^j ) entfällt, wird hier und in allen weiteren Formeln verzichtet.
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Zusammenfassend ist festzuhalten, dass der erste Summand der resultierenden Funktionsvorschrift
G1(t; u), welcher als Summe über die Hilfsfunktion H k^j (u) ermittelt wird, durch die Datenstruktur
gemäß (6.1) für alle relevanten Integrationsgrenzen abzubilden ist.
Auch die zweite Hilfsgröße Hk;k^i;j;m(u) ist für die drei eingangs definierten Integrationsgrenzen auszu-
werten. Im Gegensatz zur ersten Hilfsgröße gehen die relevanten Abschnitte beider Verteilungsfunk-
tionen in die Berechnung ein.
 Handelt es sich um eine konstante Grenze q, dann ergibt sich abermals ein konstanter Beitrag
zur resultierenden Verteilungsfunktion:
Hk;k^i;j;m(q) =
8>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>:
a^k^j ^k^j
ki ^k^j
e (^
k^
j ki )q ;

^k^j 6= ki

^

d^k^j +m = 0

a^k^j
ki ^k^j
n
^k^j q
(d^k^j+m) +

d^k^j +m  1

!


m  k^j + d^k^j  ki


d^k^j+mP
n=1
( 1)(n)
(ki ^k^j )
(n)
(d^k^j+m n)!
q(d^
k^
j+m n)
9=;
e (^k^j ki )q ;

^k^j 6= ki

^

d^k^j +m > 0

a^k^j  ^k^j q ;

^k^j = 
k
i

^

d^k^j +m = 0

a^k^j ^k^j
d^k^j+m+1
q(d^
k^
j+m+1)   a^k^j d^k^j
d^k^j+m
q(d^
k^
j+m) ;

^k^j = 
k
i

^

d^k^j +m > 0

 Bei einem einseitig unbeschränktem Integrationsbereich wird für die Integration über k^ = 0
der Abschnitt k = s der sowie für die Integration über k^ = s^ der Abschnitt k = 0 maßgebend.
Damit ist aufgrund der Einschränkungen an die Vorzeichen der Ankunftsraten für q ! 1
immer  

^k^j   ki

< 0 sowie für q !  1 immer  

^k^j   ki

> 0 sichergestellt. Unter
diesen Randbedingungen kann einzig der Fall ^k^j 6= ki eintreten, so dass auch hier eine Kon-
vergenz gegen Null besteht:
lim
q! 1
Hs;0i;j;m(q) = lim
q!1
H0;s^i;j;m(q) = 0
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 Bei der Auswertung der zweiten Hilfsgröße für eine variable Integrationsgrenze t q sind erneut
die vier bereits bekannten Fälle zu unterscheiden.
Hk;k^i;j;m(t q) = a^
k^
j
8>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
^k^j
ki ^k^j
e(^
k^
j ki )qe (^
k^
j ki )t ;(^k^j 6=ki )^(d^k^j+m=0)
1
ki ^k^j
8<:^k^j d^k^j +m! d^
k^
j+mP
n=0
( q)(n)
(d^k^j+m n)!n!
t(d^
k^
j+m n)
+

d^k^j +m  1

!
h
m  k^j + d^k^j  ki
i
d^k^j+mP
n=1
1
(^k^j ki )
(n)
d^k^j+m nP
r=0
( q)(r)
(d^k^j+m n r)!r!
t(d^
k^
j+m n r)
9=;
e(^k^j ki )qe (^k^j ki )t ;(^k^j 6=ki )^(d^k^j+m>0)
^k^j
1P
n=0
( q)(n) t(1 n) ;(^k^j=ki )(d^k^j+m=0)
^k^j
d^k^j+m+1
t(d^
k^
j+m+1)  

d^k^j +m  1

!

d^k^j+mP
n=0

q^k^j (d^k^j+m)
n+1
+ d^k^j

( b)(n)
(d^k^j+m n)!n!
t(d^
k^
j+m n) ;(^k^j=ki )^(d^k^j+m>0)
(6.13)
Zusammenfassung Fasst man die Resultate zusammen, so zeigt sich, dass auch die Auswertung der
Stammfunktion an den drei möglichen Integrationsgrenzen wieder durch eine Verteilungsfunktion
nach (6.1) repräsentiert werden kann. Da die Einflüsse aus den Sprungstellen des Integranden sowie
die ausgewerteten Stammfunktionen additiv miteinander verknüpft werden, ist bewiesen, dass die
gewählte Verteilungsfunktion abgeschlossen unter der unbedingten Faltung ist.
Nachfolgend soll noch ergänzend auf den Sonderfall eingegangen werden, dass durch die unbedingte
Faltung Exponentialsummanden höheren Grades entstehen können.
Entstehen von Exponentialsummanden höheren Grades
Eine Betrachtung der beiden letzten Fälle der vorhergehenden Formel zeigt, dass beim Aufeinander-
treffen gleicher Ankunftsraten (^k^j = 
k
i ) der Grad des resultierenden Exponentialsummanden um
eins ansteigt. (Lägen ursprünglich zwei artreine Exponentialverteilungen gleicher Rate vor, so ent-
spräche die resultierende Verteilung einer ERLANG-2-Verteilung.)
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Dies soll an einem einfachen Beispiel illustriert werden: Gesucht ist die Verteilungsfunktion der
Zufallsgröße ~V = V + V^ , deren ursprüngliche Zufallsgrößen durch die Verteilungsfunktionen FV (t)
und FV^ (t) beschrieben werden.
FV (t) =
8<:0 wenn t < 0,1  a e t wenn t  0.
FV^ (t) =
8<:0 wenn t < 0,1  a^ e ^t wenn t  0.
F ~V (t) =
1Z
 1
FV (t  u)dFV^ (u)
=
8<:0 wenn t < 0,1  a h1  a^  a^^
 ^
i
e t   a^
h
1 + a^
 ^
i
e ^t wenn t  0.
(6.14)
Für den Fall gleicher mittlerer Verspätungen 1= = 1=^ ergibt sich mittels Grenzwertbildung nach-
stehende Funktionsvorschrift. Diese umfasst einen Exponentialsummanden „nullten“ Grades (d = 0)
und einen Exponentialsummanden „ersten“ Grades (d = 1):
lim
^!
F ~V (t) =
8<:0 wenn t < 0,1  (a+ a^  aa^) e( t)   aa^  t  e( t) wenn t  0. (6.15)
Um also eine Abgeschlossenheit der Operationen zu gewähren, ist auch für den Fall, dass nur Ver-
spätungsverteilungen mit Exponentialsummanden nullten Grades in das System induziert werden, ein
Modell mit der Fähigkeit zur Abbildung von Exponentialsummanden beliebigen Grades notwendig.
Daraus folgt ein erhöhter Aufwand zur Umsetzung der Faltungsfunktion in einem DV-Programm.
6.2.2 Abgeschlossenheit der bedingten Faltung
Bei Betrachtung der bedingten Faltung sind die zwei Varianten (4.4) und (4.5) zu unterscheiden. Im
ersten Fall erfolgt die Auswertung des Faltungsintegrals (6.7) nicht auf ganz R sondern entweder auf
einer geschlossenen Halbachse ( 1; b] bzw. [a;1) oder auf einem beidseitig abgeschlossenen Inte-
grationsintervall [a; b]. Nachfolgend ist das beidseitig abgeschlossene Integrationsintervall dargestellt,
es gilt _V = V + V^ mit a  V^  b:
F _V (t) =
1
Pr

a  V^  b
 bZ
a
FV (t  u)dFV^ (u) (6.16)
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Im zweiten Fall wird eine variable obere Grenze des Integrationsintervalls betrachtet, während die
Summe der beiden Zufallsgrößen nach oben beschränkt ist. Die zu ermittelnde Verteilungsfunktion
beschreibt eine Zufallsgröße _V = V^ unter der Bedingung V + V^  r.
F _V (t) =
1
Pr

V + V^  r
 tZ
 1
FV (r   u)dFV^ (u) (6.17)
Beide Varianten der bedingten Faltung sind gesondert hinsichtlich ihrer Abgeschlossenheit zu betrach-
ten. Im Gegensatz zur zuvor dargestellten unbedingten Faltungsoperation wird nachfolgend eine ver-
kürzte Darstellung gewählt.
Abgeschlossenheit der bedingten Faltung, erste Variante
In diesem Fall sind unter Umständen nicht alle Abschnitte der Verteilungsfunktion FV^ (t) bei der
Integration zu berücksichtigen. Die Indizes ^a und ^b geben die äußeren Abschnitte des Integrators
an, welche zur bedingten Faltung notwendig sind. Aus (6.7) ergibt sich exemplarisch für den Fall
eines rechtsseitig begrenzten Integrationsintervalls und ^b > 1 als höchstem relevanten Abschnitt des
Integrators:
F _V (t) =
1
Pr

V^  b

24 bZ
 1
FV (t  u)fV^ (u)du+
^bX
k^=1
FV^ (g^
k^)  FV (t  g^k^)
35
Die Menge der Abschnitte der resultierenden Verteilungsfunktion folgt aus Vereinigung der relevan-
ten Mengen der Abschnittsgrenzen der Verteilungsfunktionen, welche in die bedingte Faltung einge-
hen. Im betrachteten Fall bedeutet dies:
_G =
n
CjC = gk + g^k^; 1  k  s; 1  k^  ^b
o
Die abschnittsweise Auswertung des Faltungsintegrals erfolgt unter Berücksichtigung der Integra-
tionsgrenzen analog zur unbedingten Faltung, da allein die identischen Integrationsgrenzen in die
Berechnung eingehen. Die resultierende Verteilungsfunktion genügt schließlich dem in (6.1) einge-
führten Typen.
Abgeschlossenheit der bedingten Faltung, zweite Variante
Bei der Aufstellung der zweiten Variante der bedingten Faltung ist ein verändertes Funktionsargu-
ment, nämlich FV (r   u) anstelle von FV (t   u), zu beachten. Ansonsten erfolgt der Nachweis der
Abgeschlossenheit auf analoge Weise.
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Die Menge der Abschnitte der resultierenden Verteilungsfunktion F _V (t) stellt sich wie folgt dar:
_G = CjC = r   gk   b; 1  k  s	 [ nCjC = g^k^   b; 1  k^  s^o
Die abschnittsweise Auswertung des Faltungsintegrals kann erneut in die Beiträge aus möglichen
Sprungstellen sowie die Auswertung der Stammfunktion aufgesplittet werden.
Beitrag von etwaigen Sprungstellen Sprünge des Integranden führen zu einem konstanten Wert:
FV^ (g^
k^)  F kV (r   g^k^) = FV^ (g^k^) 
24ck   nkX
i=1
aki  e(
i
ig^k^)

r   g^k^
dki 35
Herleitung der Stammfunktionen Nach Herauslösen der Singularitäten kann das unbestimmte Fal-
tungsintegral wie folgt aufgestellt werden. Es wird alsG2(r; u) bezeichnet, denn das eigentliche Argu-
ment der Verteilungsfunktion t tritt erst später über die Integrationsgrenze hinzu. Auf die gesonderte
Darstellung einer Integrationskonstante wird abermals verzichtet.
G2(r; u) =  ck
n^k^X
j=1
a^k^j  u(d^
k^
j )  e( ^k^j u)  
nkX
i=1
aki e
( ki r)
8<:
dkiX
m=0

dki
m

( 1)(m) r(dki m)

24 n^k^X
j=1
a^k^j

^k^j
Z
u(d^
k^
j+m)e (^
k^
j ki )udu  d^k^j
Z
u(d^
k^
j+m 1)e (^
k^
j ki )udu
359=;
Die schon bei der Betrachtung der unbedingten Faltung genutzten HilfsgrößenH k^j (u) sowieH
k;k^
i;j;m(u)
können wieder aufgenommen werden:
G2(r; u) =  ck
n^k^X
j=1
H k^j (u) 
nkX
i=1
dki !  aki
8<:
dkiX
m=0
( 1)(m) r(dki m)e( ki r)
m!   dki  m!
24 n^k^X
j=1
Hk;k^i;j;m(u)
359=;
Die beiden Hilfsgrößen sind erneut für die Integrationsgrenzen u = q, u = q mit q ! 1 sowie
u = t   q auszuwerten. Die Ergebnisse sind lediglich mit Konstanten zu multiplizieren. Es gelingt
daher, die Ergebnisse der Auswertung der Stammfunktionen mit einer Funktionsvorschrift gemäß
(6.1) abzubilden. Somit ist auch die bedingte Faltung in der zweiten Variante geschlossen auf dem
Verteilungstyp ausführbar.
6.2.3 Abgeschlossenheit von Multiplikation und Kappung
Das Maximum von zwei unabhängigen Zufallsgrößen wird durch Multiplikation ihrer Verteilungs-
funktionen gemäß (4.8) ermittelt. Die Menge der Abschnittsgrenzen der resultierenden Verteilungs-
funktion _V = max
n
V; V^
o
umfasst alle Abschnittsgrenzen der ursprünglichen Verteilungsfunktio-
nen:
_G =
n
G [ G^
o
(6.18)
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Für einen beliebigen Abschnitt _k der resultierenden Verteilungsfunktion ergibt sich die Funktionsvor-
schrift durch Auswertung der folgenden Terme. Die Variablen  und ^ bezeichnen hier die maßgeb-
lichen Abschnitte der ursprünglichen Verteilungsfunktionen:
F
_k
_V
(t) = F V (t)  F ^V^ (t) (6.19)
= c  c^^  
n^^X
j=1
ca^^j  td^
^
j  e( ^^j t)
 
nX
i=1
c^^ai  td

i  e( i t)  
nX
i=1
n^^X
j=1
 ai a^^j  td

i +d^
^
j  e (i +^^j )t
Das Ergebnis einer Multiplikation ist durch einen Verteilungstyp nach (6.1) darstellbar.
6.2.4 Abgeschlossenheit bei Bildung der Inversen
Ist die Differenz zweier Zufallsgrößen zu bilden, so geht in die Faltungsoperation eine invertierte
Verteilungsfunktion F _V (t) = F V (t) = 1   FV ( t) ein, da eine „negative Faltung“ nicht definiert
ist. Die Abschnittsmenge einer derartig modifizierten Verteilungsfunktion entspricht der Menge der
ursprünglichen Verteilungsfunktion, nur wird das Vorzeichen aller Abschnittsgrenzen umgekehrt:
_G = CjC =  gk; 1  k  s	
Ein Abschnitt _k dieser Funktion F _V (t) genügt der nachfolgenden Berechnungsvorschrift. Der rele-
vante Abschnitt  der ursprünglichen Verteilungsfunktion ist jeweils als  = s  _k zu ermitteln:
F
_k
_V
(t) = (1  c) 
nX
i=1
h
 ai  ( 1)d

i
i
 tdi  e(i t)
Das Ergebnis kann erneut in einer Verteilungsfunktion nach (6.1) abgebildet werden kann.
6.2.5 Abgeschlossenheit der Mischung von Zufallsgrößen
Gehen verschiedene Fälle Em, welche jeweils durch eine Eintrittswahrscheinlichkeit pm und eine
Verteilungsfunktion FVm(t) definiert sind, in eine Verteilungsfunktion F _V (t) ein, so erfolgt eine Sum-
mation der Verteilungsfunktionen. Es gilt:
F _V (t) =
X
m
pm  FVm(t)
Analog zur Multiplikation ergibt sich die Menge der Abschnittsgrenzen _G nach (6.18). Für einen
Abschnitt _k der resultierenden Verteilungsfunktion ist die Funktionsvorschrift wie folgt zu bestim-
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men, die Indizes m geben die dabei maßgeblichen Abschnitte der ursprünglichen Verteilungsfunk-
tionen wieder.
F _V (t) =
X
m
pm  cm  
X
m
nmX
i=1
pm  ami  td
m
i  e( mi t)
Die Funktionsvorschrift einer solchen Überlagerung von (unbedingten oder bedingten) Verteilungs-
funktionen entspricht abermals einer Verteilungsfunktion nach (6.1). Die Abgeschlossenheit der Ope-
ration ist daher gegeben.
6.2.6 Umkehrung der Funktionsvorschrift
Für verschiedene Zwecke (z. B. Bestimmung des Medians oder Ableitung von Quantilskennwerten)
ist es notwendig, die Funktionsvorschrift einer Verteilungsfunktion umzukehren. Es wird das Funk-
tionsargument t gesucht, für welches FV (t) = b gilt. Ist durch Prüfung der Funktionswerte an den
Abschnittsgrenzen gk der maßgebliche Abschnitt mit g  b < g+1 der Verteilungsfunktion ermit-
telt, so führt (6.2) zu:
b = F V (t)
b = c  
nX
i=1
ai  td

i  e( i t)
b^ =
nX
i=1
ai  td

i  e( i t)
Die Gleichung ist nur für n = 1 geschlossen nach t lösbar. Eine numerische Ermittlung des gesuch-
ten Arguments (z. B. nach NEWTON-RHAPSON [Pre02]) erfolgt aufgrund des monotonen Funktions-
verhaltens jedoch sehr effizient. Ein geeigneter Startwert kann beispielsweise durch lineare Interpo-
lation auf Grundlage der Funktionswerte an den Abschnittsgrenzen ermittelt werden.
6.3 Fachliche Eignung der Verteilungsfunktion
Neben der nachgewiesenen Eignung von Verteilungsfunktionen nach (6.1) unter mathematischen
Gesichtspunkten wird nachfolgend die Eignung der Funktionsklasse unter fachlichen Aspekten dis-
kutiert. Zu diesen Aspekten zählen die Modellierung von Verfrühungen und systematischen Verspä-
tungen, die Berücksichtigung unendlicher Verspätungen sowie die Ableitung der notwendigen Kenn-
größen und die Anpassung an Realdaten.
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6.3.1 Verfrühungen
Die Verteilungsfunktion erlaubt sowohl die Modellierung von Verfrühungen, vgl. Abbildung 6.1, als
auch die Berücksichtigung von systematischen Verspätungen (g1 > 0 und F 0V (t) = 0). Werden Ver-
frühungen abgebildet, so ist es zweckmäßig, eine negative systematische Verspätung (g1 < 0 und
n0 = 0) zu setzen, da Züge nicht unendlich verfrüht verkehren.
1
F ( )V t
Verspätung t0g
1
Abbildung 6.1: Verteilungsfunktion mit Verfrühung
6.3.2 Unendliche Verspätungen
Zwar ist es auf Grundlage der vorgeschlagenen Verteilungsfunktion auch möglich, eine Deckelung
der maximalen Verspätung auf einen Maximalwert abzubilden, doch wird bei der Modellierung von
Zufallsgrößen im Allgemeinen (z. B. Lebensdauern) als auch bei der Modellierung von Verspätungen
im Speziellen eine theoretisch gegen unendlich gehende Verspätung zugelassen.
Dies widerspricht dem realen Bahnbetrieb, in welchem induzierte Verspätungen, vgl. Kapitel 5.2.4
und Kapitel 5.2.5, immer nach oben beschränkt sind, da beispielsweise die Störungsdauer einer Tür
im Halt niemals gegen unendlich strebt. Will man eine Begrenzung der maximalen Verspätung auf
tmax abbilden, so muss die letzte Abschnittsgrenze diesemMaximalwert entsprechen (gs = tmax) und
es dürfen keine Exponentialsummanden im letzten Abschnitt bestehen (ns = 0). In diesem Fall wird
der Maximalwert der Verspätungsverteilung eines Zuges nach unbedingter Faltung gemäß (6.9) der
Summe aus der maximalen Verspätung vor unbedingter (oder auch bedingter) Faltung und demMaxi-
malwert der induzierten Verspätung entsprechen. Damit wächst die maximal auftretende Verspätung
trotz der vorgenommenen Beschränkung über den Laufweg des Zuges an.
Aufgrund der äußerst geringen Eintretenswahrscheinlichkeiten sehr großer Verspätungen ist derWider-
spruch zur Realität zweckmäßig, um kurze Laufzeiten und Parameterzahlen zu erzielen. Insbesondere
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die nur halbseitig beschränkte Integration erfolgt wesentlich effizienter als die Integration auf einem
beidseitig beschränkten Integrationsintervall. Ferner führt die getroffene Modellannahme zu keiner
Verfälschung der Ergebnisse. Eine ergänzende Betrachtung durch Vergleichsrechnungen erfolgt im
Anhang B.1.
6.3.3 Ermittlung von Kenngrößen
Anhand des Gesamtmodells (nicht nur mittels der alleinigen Verteilungsfunktion) gelingt es, die
in Kapitel 5.4 zusammengestellten Kenngrößen zu bestimmen. In den meisten Fällen ist dazu die
Berechnung des ersten Moments V;1, des zweiten zentralen MomentsmV;2 sowie das Abgreifen von
Funktionswerten der Verteilungsfunktion FV (t) ausreichend.
6.3.4 Anpassung an Realdaten
Zur Anpassung an Realdaten, wie es bei der Kalibrierung von Prozesszeiten notwendig ist, ist immer
ein hinreichend exaktes Fitting zu erzielen, indem die Transformierbarkeit von Phasenverteilungen in
die genutzte Verteilungsfunktion (vgl. Kapitel 6.1.2) ausgenutzt wird. Lassen sich die Stichproben,
welche durch die Verteilungsfunktion beschrieben werden sollen, nicht unmittelbar durch eine Pha-
senverteilung ausdrücken (beispielsweise aufgrund des zwingend nicht-negativen Definitionsbereichs
von Phasenverteilungen), so kann eine „Verschiebung“ der ursprünglichen Stichprobe vor dem Fitting
und eine abschließende „Rückverschiebung“ der transformierten Verteilungsfunktion vorgenommen
werden.
Nachdem in den Kapiteln 6.2 und 6.3 gezeigt wurde, dass eine Verteilungsfunktion gemäß (6.1)
sowohl die mathematischen als auch die fachlichen Anforderungen erfüllt, widmet sich das folgende
Kapitel 7 der Bewertung von Näherungsverfahren. Diese sind erforderlich, um die genannte Vertei-
lungsfunktion zweckmäßig einsetzen zu können.
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Kapitel 7
Bewertung von Näherungsverfahren
Bei der Verspätungsfortpflanzungsrechnung mittels der zuvor eingeführten Verteilungsfunktion tritt
ein kontinuierlicher Anstieg der Anzahl von Parametern je Verteilungsfunktion auf, welcher die Anwen-
dung von Näherungsverfahren zur Sicherstellung eines effizientenModellverhaltens notwendig macht.
Dieses Modellverhalten wird in Kapitel 7.1 dargestellt und zugleich werden Anforderungen an Nähe-
rungsverfahren abgeleitet. Die Kapitel 7.2 bis 7.4 umfassen zunächst eine Betrachtung und Bewertung
verschiedener Näherungsverfahren, bevor diese drei Vorgehensweisen in Kapitel 7.5 gegenüberge-
stellt werden.
7.1 Operation auf der Verteilungsklasse
Mittels der geschlossenen Berechnung der Verspätungsfortpflanzung können deutliche Rechenzeit-
vorteile im Vergleich zu Monte-Carlo-Simulationen erzielt werden. Zugleich steigt jedoch mit jeder
Rechenoperation die Anzahl der Parameter, welche notwendig sind, um den Systemzustand zu beschrei-
ben, an, so dass etwaige Rechenzeitvorteile verloren gehen. Nach einer Betrachtung des Modellver-
haltens bei prototypischer Implementierung werden zum Abschluss dieses Kapitels die Anforderun-
gen an Näherungsverfahren aufgestellt, welche eine effiziente Durchführung der Verspätungsfort-
pflanzung sicherstellen.
7.1.1 Kenngrößen zur Beschreibung des Modellverhaltens
Zur Beschreibung des Modellverhaltens werden drei Kenngrößen eingeführt.
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Anzahl der Parameter
Da die Abarbeitung des Aktivitätengraphen nicht zwangsläufig zu den jeweils betrachteten Fahrplan-
zeiten korrespondieren muss (vgl. Kapitel 5.1), ist eine Darstellung der Parameterzahl über die Zeit
nicht zweckmäßig (dies betrifft sowohl die Laufzeit als auch die „Fahrplanzeit“). Stattdessen stellt
die Kenngröße nPar(s) die Anzahl der Parameter dar, die notwendig sind, um die Verspätungssitua-
tion aller Züge nach Abschluss der Aktivität s sowie aller vorherigen Aktivitäten zu beschreiben. Mit
nPar;i als Anzahl der Parameter der Ausgangsgröße(n) einer i-ten Aktivität gilt:
nPar(s) =
sX
i=1
nPar;i
Die Ermittlung der je Ausgangsgröße notwendigen Parameter geschieht gemäß Formel (6.4).
Laufzeit der Berechnung
Die vomBeginn der Berechnung bis zumAbschluss der Aktivität s erforderliche Laufzeit wird erfasst.
Ferner werden die Laufzeiten der in Kapitel 5.5.1 dargestellten Operationen, sowie der einzelnen
Integrationen, welche zu deren Durchführung notwendig sind, protokolliert.
Maximaler Grad von Exponentialsummanden
Treffen in Integrationen zwei Exponentialsummanden mit identischen Parametern  aufeinander, so
entstehen Exponentialsummanden höheren Grades d > 0 (vgl. Kapitel 6.2.1). Bei anschließenden
Integrationen sind für jeden Exponentialsummanden i Exponentialpolynome des Grades di auszu-
werten, so dass für große d eine Erhöhung der notwendigen Laufzeit folgt. Der jeweils höchste Grad
dmax(s) der Verteilungsfunktionen zum Abschluss einer Aktivität s wird protokolliert.
7.1.2 Entwicklung der Parameterzahl und Laufzeit je Aktivität
Die Entwicklung der Kenngrößen während der Verspätungspropagation wird auf einem beispielhaften
Netz verfolgt. Dieses Netz umfasst eine Strecke von etwa 80 Kilometern Länge mit ein- und zwei-
gleisigen Abschnitten. Auf einer Zugfahrt über die volle Länge sind maximal fünfzehn Halte durch-
zuführen, davon erfolgen sieben Halte in Bahnhöfen mit Überholungs- bzw. Kreuzungsmöglichkeit.
Es werden verschiedene Arten von Fahrlagen betrachtet, welche im Extremfall 90 Minuten planmä-
ßige Fahrzeit benötigen und alle Halte bedienen. Neben Folgeverspätungen aus Disposition werden
Operation auf der Verteilungsklasse 117
Folgeverspätungen aus Wenden an den Endbahnhöfen berücksichtigt. Die aus Mindestzugfolge- und
Mindestübergangszeiten resultierenden planmäßigen Pufferzeiten entsprechen realistischen Werten.
Wie im Beispiel in Abbildung 7.1 zu erkennen ist, steigt nPar(s) während der Fortpflanzungsrech-
nung erheblich an. Während das alleinige „Auffalten“ von Prozesszeitverteilungen nur vergleichs-
weise geringe Zunahmen der Parameterzahl bedingt, führt die Abbildung von Folgeverspätungen
zu einer deutlicheren Zunahme der notwendigen Parameter. Nach Abbildung von 62 Aktivitäten im
Simulationsnetz sind 10.100 Parameter erforderlich, um den Systemzustand zu allen zurückliegenden
Zeitpunkten zu beschreiben.
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Anzahl Parameter der Ausgangsgrößen
mittlere Laufzeit zur Abbildung einer Aktivität
Abbildung 7.1: Parameteranzahl und Laufzeit je Aktivität
Damit einher geht ein Anwachsen der Rechenzeit je Aktivität. Während die Berücksichtigung von
Folgeverspätungen eine starke Zunahme der mittleren Laufzeit je Aktivität bedingt, nimmt diese bei
Durchführung der Aktivitäten „Halt“ und „Fahrt“ vergleichsweise leicht zu (aus diesem Grund fällt
die mittlere Laufzeit zur Abbildung einer Aktivität nach Berücksichtigung von Folgeverspätungen
auch wieder ab). Der Einfluss der Folgeverspätungen auf die mittlere Laufzeit ist insbesondere dar-
auf zurückzuführen, dass auch der maximal im System vorliegende Grad der Exponentialsummanden
wächst – so gilt beispielsweise nach zwei Dritteln aller Aktivitäten dmax(s) = 32. Betrachtet man die
Laufzeiten einzelner Rechenoperationen anstelle der Laufzeiten von gesamten Aktivitäten, so wer-
den die zuvor festgestellten Zusammenhänge insbesondere für Faltungsoperationen bestätigt. Dieses
Verhalten wird in den Abbildungen C.1 und C.2 im Anhang vertieft dargestellt.
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Bei der wiederholten Faltung können äußerst kleine Parameter der Verteilungsfunktionen auftreten.
Eine nicht ausreichend genaue Datenhaltung kann damit zu fehlerhaften Fallunterscheidungen (bei-
spielsweise bei der Berechnung von (6.12)) führen. Ferner können Definitionsprobleme auftreten,
beispielsweise bei der Berechnung der Exponentialfunktion für extrem kleine Argumente  und der
anschließenden Multiplikation mit einem extrem großen Parameter a. In der Konsequenz ist der Ein-
satz von Datentypen mit hoher Genauigkeit1 zweckmäßig.
7.1.3 Notwendigkeit und Gestalt von Näherungsverfahren
Aufgrund des zuvor beschriebenen Modellverhaltens sind geeignete Maßnahmen erforderlich, wel-
che dem Anstieg der notwendigen Parameteranzahl je Verteilungsfunktion entgegenwirken. Auf diese
Weise gelingt es im Nebenschluss, sowohl dem ungünstigen Laufzeitverhalten als auch den Schwie-
rigkeiten einer ausreichend genauen Datenhaltung zu begegnen.
Anforderungen an ein Näherungsverfahren
Bevor verschiedene Näherungsverfahren hergeleitet werden, sind zunächst die grundsätzlichen Anfor-
derungen an diese aufzustellen:
 Operation auf Verteilungsfunktionen: Eine äußerst effiziente Datenhaltung ist möglich, wenn
anstelle der vollständigen Verteilungsfunktionen nur die Momente der Zufallsgrößen betrachtet
und fortgepflanzt werden. Allgemein gilt für den Erwartungswert sowie die Varianz der Summe
Z zweier unabhängiger Zufallsgrößen X und Y :
Z = X+Y = X + Y (7.1)
Z
2 = (X+Y )
2 = X
2 + Y
2 (7.2)
Betrachtet man nun lediglich den Verspätungsaufbau durch induzierte Verspätungen (z.B. Urver-
spätungen und Anfangsverspätungen) sowie einen Verspätungsabbau durch Reservezeiten, so
ist es denkbar, die Fortpflanzungsrechnung unter Annahme strenger Restriktionen an den Ver-
teilungstyp (festgelegte Position einer Sprungstelle, vorgegebenes Konvergenzverhalten) durch
alleinige Betrachtung von Erwartungswert und Varianz abzubilden. Eine noch bessere Beschrei-
bung der jeweils resultierenden Zufallsgrößen könnte sogar erzielt werden, wenn unter Anwen-
1Für den im Rahmen dieser Arbeit entwickelten Prototypen wurde auf die „quad-double“-Datentypen, die in [HLB03]
beschrieben werden, zurückgegriffen. Neben der höheren Präzision bietet dieser noch weitere Eigenschaften, um die
entstehenden Anforderungen elegant abzubilden. Zur Sicherstellung eines „robusten“ Verhaltens des Prototypen sind
außerdem verschiedene Maßnahmen zur Vermeidung numerischer Probleme notwendig.
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dung der charakteristischen Funktionen die höherenMomente berücksichtigt werden. Ein derar-
tiges Vorgehen ohne Betrachtung der Verteilungsfunktion erlaubt sowohl äußerst kurze Rechen-
zeiten als auch eine sehr simple Datenhaltung. Jedoch gelingt auf dieseWeise keine Betrachtung
von Folgeverspätungen, da weder Eintretenswahrscheinlichkeiten, vgl. (5.8), ermittelt werden
können noch eine Kappungsoperation möglich ist. Ebenso erlaubt eine derartige Abbildung
keine Ermittlung von Quantilswerten, welche als Kennzahlen von Relevanz sind. In der Konse-
quenz wird eine Modellierung von Zufallsgrößen durch Verteilungsfunktionen nachfolgend als
zwingend vorausgesetzt.
 Wahrung von Kennzahlen und Eintretenswahrscheinlichkeiten: Um die Korrektheit betriebli-
cher Kennzahlen sicherzustellen, sind durch das Näherungsverfahren sowohl der Erwartungs-
wert als auch idealerweise ein Streuungsmaß der Zufallsgröße möglichst zu wahren. Um durch
die Näherung auch die Quantilswerte nur geringfügig zu verfälschen, muss die absolute Abwei-
chung zwischen ursprünglicher Verteilungsfunktion und approximierter Funktionsvorschrift auf
ein zulässiges Maß begrenzt werden. Neben der Verwendung als betriebliche Kenngröße sind
mit hoher Güte genäherte Funktionswerte auch für den exakten Verspätungsabbau um deter-
ministische Reservezeiten sowie für die exakte Berechnung von Folgeverspätungen von hoher
Relevanz.
Zur Bewertung der Approximationsgüte werden die in Kapitel 4.2 eingeführten Fehlermaße
verwendet. Aus Gründen der Vollständigkeit ist anzumerken, dass bereits die Eingangsgrößen
(insbesondere die Prozesszeiten) einem Fehler unterliegen, so dass die Forderung der absoluten
Exaktheit der Rechenoperationen eher theoretische Zwecke verfolgt.
 Laufzeit und Anzahl an Parametern: Durch die Anwendung von Näherungsverfahren muss zum
Einen der Rechenaufwand auf einen Umfang beschränkt werden, dass die geringe Laufzeit der
stochastischen Formulierung als Vorteil gegenüber einer Monte-Carlo-Simulation gewährleistet
bleibt. Zum Anderen ist durch kontinuierliche Rückführung der Parameteranzahl oder durch
Wahl einer alternativen Modellierungsgrundlage zu verhindern, dass numerische Probleme in
der Datenhaltung auftreten, da durch wiederholte Faltungen „entlang“ des Zuglaufs im Netz
sehr kleine Parameter zu berücksichtigen sind.
Betrachtete Näherungsverfahren
Es sind zwei grundsätzliche Arten von Näherungsverfahren denkbar, welche den gestellten Anforde-
rungen genügen. Die erste Variante besteht darin, wiederkehrend die Anzahl der Parameter, welche
eine Verteilungsfunktion beschreiben, auf einen zweckmäßigen Umfang zurückzuführen. Derartige
Reduktionen müssen eine Approximation an die tatsächliche Verteilungsfunktion von solcher Güte
erlauben, dass nur geringe Verfälschungen der Zwischen- und Endergebnisse auftreten. Zugleich hat
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die Ermittlung der genäherten Verteilungsfunktion unter dem Aspekt der Laufzeit effizient zu erfol-
gen, so dass nur geschlossene analytische Lösungen oder numerische Lösungen mit schnell konver-
gierender Zielfunktion in Frage kommen. Als zweite Möglichkeit ist eine völlige Abkehr von der
symbolischen Beschreibung der Verteilungsfunktionen und Rechenoperationen hin zu einer diskreti-
sierten Darstellung der Verteilungsfunktion unter numerischer Formulierung der Rechenoperationen
denkbar.
In den nachfolgenden Kapiteln werden drei Näherungsverfahren beschrieben und bewertet. Davon
basieren zwei Vorgehensweise auf einer Rückführung der Anzahl der Parameter und eine Vorgehens-
weise auf einer diskretisierten Darstellung der Verteilungsfunktionen:
 Das in Kapitel 7.2 eingeführte Verfahren sieht eine Beschränkung des genutzten Verteilungsty-
pen auf einen Untertypen der Klasse gemäß (6.1) vor. Durch die gewählte Einschränkung wird
ein Verlust der Abgeschlossenheit der Verspätungsfortpflanzung notwendigen Rechenoperatio-
nen in Kauf genommen. Je nach gewählter Modellierung erfolgt eine näherungsweise Rückfüh-
rung von Berechnungsergebnissen auf den gewählten Verteilungstyp entweder unmittelbar nach
Durchführung der Rechenoperation oder spätestens nach Durchführung einer gesamten Akti-
vität, so dass die Eingangsgrößen von Aktivitäten ebenfalls auf den Untertypen eingeschränkt
werden können.
 Die zweite Vorgehensweise, welche in Kapitel 7.3 eingeführt wird, basiert auf einer wieder-
kehrenden Reduktion der Anzahl notwendiger Parameter zur Beschreibung von Zufallsgrößen
durch Verteilungsfunktionen. Während „zwischen“ den verschiedenen Aktivitäten die zusätzli-
chen Algorithmen zur Durchführung der Reduktion ausgeführt werden, verbleiben die Aktivi-
täten und insbesondere die ihnen zugrundeliegenden Rechenoperationen in ihrer allgemeingül-
tigen Form, wie sie in Kapitel 6.2 dargestellt wurde.
 Der dritte Ansatz macht sich schließlich eine numerische Darstellung der notwendigen Rechen-
operationen zu Nutze, so dass das gesamte Formelwerk und die Datenhaltung in eine diskreti-
sierte Form überführt wird. Diese Vorgehensweise wird in Kapitel 7.4 vorgestellt.
Gegenüberstellung der Verfahren
Für jede der betrachteten Vorgehensweisen kann der resultierende Fehler aus einer Rechenoperation
abgeschätzt werden. Versteht man den Fehler einer Näherung einer Zufallsgröße durch eine andere
Zufallsgröße ferner als Abweichung gemäß KOLMOGOROV-SMIRNOV, so geschieht die Fortpflan-
zung des Fehlers bei Summen- und Maximumsbildung gemäß [MM07] maximal additiv, während
eine Kappung zu einer Verringerung des Fehlers führt. Aus diesen Zusammenhängen gelingt jedoch
keine Verallgemeinerung der Aussagen auf den Netzzusammenhang, wie er hier betrachtet wird. Um
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die Güte der betrachteten Verfahren vergleichen zu können, wird deren Betrachtung stattdessen in
Kapitel 7.5 durch Vergleichsrechnungen anhand eines realitätsnahen Teilnetzes durchgeführt.
7.2 Beschränkung des Verteilungstypen
Die in diesem Kapitel eingeführten Näherungsverfahren vereinfachen „parameterlastige“ Verteilungs-
funktionen nicht nachträglich durch Verteilungsfunktionen mit einer geringeren Parameteranzahl,
sondern beschränken die aus Rechenoperationen bzw. die aus Aktivitäten resultierenden Verteilun-
gen auf einen Untertypen von (6.1). Damit ergibt sich die Möglichkeit, auch die Eingangsgrößen
von Aktivitäten auf den identischen Verteilungstypen zu limitieren und das Formelwerk erheblich zu
vereinfachen.
Als elementare Annahme wird unterstellt, dass die unbedingte Faltung zweier Verteilungsfunktio-
nen erneut zu einer Verteilungsfunktion des gleichen Typen führt. Dieser Ansatz verletzt zwar die in
Kapitel 6.2.1 dargestellten Notwendigkeiten einer abgeschlossenen Operation und führt insbesondere
im Zusammenhang zu Kappungsoperationen sowie bei der Ermittlung von Eintretenswahrscheinlich-
keiten zu Fehlern – er bietet jedoch Vorteile aufgrund der sehr schlanken Datenhaltung und äußerst
geringen Laufzeit. Aus dieser Motivation erfolgte in der Vergangenheit auch die Implementierung
einer vergleichbaren Approximationslösung in ein Software-Werkzeug [WB08].
Nachfolgend werden zunächst Auswirkungen auf die notwendigen Rechenoperationen beschrieben.
Anschließend werden exemplarische Fehler betrachtet, welche aus einfacher Durchführung der Ope-
rationen entstehen. Eine Betrachtung der Fehlerfortpflanzung erfolgt gesondert im Rahmen der Ver-
fahrensgegenüberstellung in Kapitel 7.5.
7.2.1 Beschreibung der Approximationen
Da sich der Verteilungstyp gemäß (2.2) in zahlreichen Untersuchungen als geeignet zur Beschreibung
von Verspätungen in Eisenbahnnetzen erwiesen hat (vgl. Kapitel 2.1.1), werden derartige Verteilungs-
funktionen auch als Grundlage der hier dargestellten Modellierung verwendet:
FV (t) =
8<:0 ; t < tsys,1  a e (t tsys) ; t  tsys.
Jede Zufallsgröße kann daher durch die drei Parameter a,  und tsys beschrieben werden. Für die
Vergleichsrechnungen im Rahmen dieses Unterkapitels wird ein systematischer Anteil tsys zur Ver-
einfachung zunächst außer Acht gelassen, da dessen Fortpflanzung auf Grundlage entkoppelt auf
Grundlage deterministischer Operationen erfolgen kann.
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Zur Ermittlung der charakteristischen Momente und Kenngrößen einer solchen Verteilungsfunktion
gelten die nachfolgenden Berechnungsvorschriften:
V = EV =
a

(7.3)
vV =
V
V
=
r
2  a
a
(7.4)
Insbesondere ist der Variationskoeffizient vV unabhängig von der mittleren Verspätung 1= und strebt
für a! 1 von oben gegen vV = 1. Die Zufallsgröße ist also in der Regel „überzufällig“. Diese Eigen-
schaften sind bei der Betrachtung der verschiedenen Rechenoperationen von Relevanz. Für diese
Rechenoperationen gelten die nachfolgend dargestellten Näherungen.
Unbedingte Faltung
Die Verteilungsfunktion einer Summe aus zwei Zufallsgrößen V und V^ , welche durch Verteilungs-
funktionen gemäß (2.2) ohne systematische Anteile definiert sind, genügt der Funktionsvorschrift
(6.14), wie sie bereits in Kapitel 6.2.1 hergeleitet wurde. Zur besseren Unterscheidbarkeit wird im
weiteren Verlauf jedoch die Notation gegenüber der ursprünglichen Darstellung leicht verändert2.
Mit
FV (t) =
8<:0 wenn t < 0,1  a1 e 1t wenn t  0.
FV^ (t) =
8<:0 wenn t < 0,1  a2 e 2t wenn t  0.
ergibt sich die Verteilungsfunktion der Summe _V = V + V^ zu:
F _V (t) =
8<:0 wenn t < 0,1  a1 1  a2   a221 2 e 1t   a2 1 + a121 2 e 2t wenn t  0. (7.5)
Approximativ wird nun unterstellt, dassF _V (t) erneut durch eine Verteilungsfunktion nach (2.2) beschrie-
ben werden kann, welche als ~F _V (t) bezeichnet wird:
~F _V (t) =
8<:0 wenn t < 0,1  ~a e ~t wenn t  0. (7.6)
Die Parameter ~a und ~ sind nun so definiert, dass die Verspätungswahrscheinlichkeit und der Erwar-
tungswert dem exakten Ergebnis entsprechen. An die Approximationsgüte der höheren Momente
2Der Sonderfall 1 = 2 wird nicht explizit dargestellt, für diesen gilt jedoch das analoge Vorgehen.
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sowie die Abweichung der Funktionswerte von exakter und genäherter Verteilungsfunktion werden
hingegen keine Anforderungen gestellt. Es gilt:
~F _V (0)
!
= F _V (0)) 1  ~a = 1  a1   a2 + a1  a2
, ~a = a1 + a2   a1  a2 (7.7)
~ _V
!
=  _V )
~a
~
=
a1
1
+
a2
2
, ~ = a1 + a2   a1  a2a1
1
+ a2
2
(7.8)
Für eine allgemeine Exponentialverteilung (ohne Sprung bei t = 0) entspricht dieses Vorgehen der
von MICHAELEWICZ und FOGEL in [MF04] vorgeschlagenen Näherungslösung. Erweitert auf Ver-
spätungsverteilungen nach (2.1) wurde es ferner in den Algorithmen nach [WB07] umgesetzt. Losge-
löst davon schlägt WEGELE in [WSS07] eine Näherungslösung vor, welche die einfache Abweichung
eF =
1Z
 1
~F _V (t)(t)  FV (t) dt
möglichst minimieren soll. Diese Randbedingung führt jedoch zum identischen Ergebnis wie eine
Gleichsetzung der Erwartungswerte.
Aus demUnterfall der Faltung einer Verteilungsfunktion V gemäß (2.2) mit tsys = 0mit einer DIRAC-
Verteilung FD(s)(t) folgt nachstehende Verteilungsfunktion, welche unmittelbar durch die zur Nähe-
rung gewählte Verteilungsfunktion abgebildet werden kann:
F _V (t) =
8<:0 wenn t < s,1  a1 e 1s e 1t wenn t  s.
Es ergibt sich bei Beschränkung auf diesen Verteilungstypen eine erhebliche Vereinfachung der not-
wendigen Rechenoperationen gegenüber der Darstellung in Kapitel 6.2.1. Zur Verbesserung der Nähe-
rung wäre noch eine Erweiterung der Approximationslösung auf drei Parameter, nämlich ~a und ~
sowie eine systematische Verspätung ~tsys denkbar. Diese Variante würde insbesondere bei Vertei-
lungsfunktionen F _V (t), die im Bereich kleiner t „aufschwingen“, zu einer besseren Näherung führen.
Da jedoch keine effiziente symbolische oder numerische Lösung des Problems aufgestellt werden
konnte, wird auf eine weitere Betrachtung verzichtet.
Bedingte Faltung und Summe von Verteilungen
Im Rahmen des betrachteten Näherungsverfahrens werden bedingte Faltungen unverändert gemäß
Kapitel 6.2.2 durchgeführt, wobei die Eingangsgrößen dem beschränkten Verteilungstypen entspre-
chen müssen. Nach Zusammenfassung der einzelnen (bedingten) Fälle durch Summation der Vertei-
lungsfunktionen, wie sie in Kapitel 6.2.5 beschrieben wird, erfolgt erst abschließend eine Überfüh-
rung dieser exakten Verteilungsfunktion F _V (t) in eine Verteilungsfunktion ~F _V (t), die (2.2) entspricht.
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Dabei werden die Parameter ~a und ~ erneut so gewählt, dass die Verspätungswahrscheinlichkeit und
der Erwartungswert mit den tatsächlichen Werten übereinstimmen.
Die eigentliche Approximation geschieht daher nicht im Rahmen der bedingten Faltung sondern bei
der Zusammenführung der resultierenden Verteilungsfunktionen. Etwaige Singularitäten, wie sie bei
den Aktivitäten „Verknüpfung“ und „Konfliktlösung“ entstehen können (vgl. Kapitel 5.2.6 und 5.2.7),
gehen in diesem Schritt verloren.
Kappung
An die Kappung ergeben sich keine Anforderungen aus dem Näherungsverfahren, insofern keine
Einschränkung tsys  0 erfolgt. Eine solche Randbedingung vereinfacht zwar einerseits die Ausfüh-
rung der Rechenoperationen, da weniger Fallunterscheidungen durchzuführen sind, sie führt jedoch
andererseits zu einer verschlechterten Approximationsgüte, wenn aufgrund von Reservezeiten auch
Verfrühungen auftreten. Da die Auswirkungen erst im Netzzusammenhang sichtbar werden, erfolgt
eine Gegenüberstellung der Berechnung auf Grundlage des beschränkten Verteilungstypen mit und
ohne Berücksichtigung von Verfrühungen in Kapitel 7.5.2.
Der allgemeinere Fall der Kappung, die Maximumsbildung, wird nicht gesondert für den beschränk-
ten Verteilungstypen definiert. Stattdessen wird diese analog zur bedingten Faltungen zunächst unver-
ändert durchgeführt und erst das Gesamtergebnis durch die bekannte Näherung wieder in den beschränk-
ten Verteilungstyp überführt.
Zusammenfassung von unbedingter Faltung, Verschiebung und Kappung
Bei Abbildung der Aktivitäten „Fahren“ und „Halten“ sollte die Ausführungsreihenfolge der Rechen-
operationen gegenüber den Kapiteln 5.2.4 und 5.2.5 im hier betrachteten Kontext so verändert werden,
dass zunächst der zufällige Mehrbedarf der Prozesszeit PL;add bzw. PH;add mit der Verspätung zu Pro-
zessbeginn V gefaltet wird. Anschließend erfolgt eine Verschiebung um die Reservezeit sL bzw. sH
(nachfolgend nur als s bezeichnet) und eine etwaige Kappung bei vmin. Würde hier die ursprünglich
genannte Ausführungsreihenfolge, welche bei Operation auf Zufallsgrößen nach (6.1) etwas kürzere
Rechenzeiten erlaubt, gewählt, so könnte je nach Definitionsbereich von tsys bereits bei der „Ver-
rechnung“ von zufälligem Mehrbedarf und Reservezeit ein Näherungsfehler eintreten. Doch auch die
veränderte Abfolge führt insbesondere dann zu Fehlern, wenn der Funktionswert der Näherung ~F _V (s)
erheblich vom exakten Funktionswert F _V (s) abweicht, eine DIRAC-Verteilung mit Sprungstelle bei
t =  s aufgefaltet wird und anschließend eine Kappung der resultierenden Verteilungsfunktion bei
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t = vmin erfolgt, denn durch die Kappung gehen in diesem Fall sowohl die exakte Verspätungswahr-
scheinlichkeit als auch der korrekte Erwartungswert der Verteilungsfunktion verloren.
Durch eine Zusammenfassung der drei Rechenoperationen
 unbedingte Faltung,
 unbedingte Faltung mit DIRAC-Verteilung
 sowie Kappung
in einem Rechenschritt kann dieser Ungenauigkeit entgegengewirkt werden. Allerdings erfolgt die
Durchführung der Approximation dann nicht mehr auf Grundlage der individuellen Rechenoperatio-
nen, sondern auf Basis der betroffenen Aktivitäten (analog zur bedingten Faltung nebst Summation).
Ermittelt man die exakte Verteilungsfunktion von
~V =
h
V + V^   s; vmin
i+
vereinfacht mit vmin = 0 sowie ohne systematische Anteile der Zufallsgrößen V und V^ , so ergibt
sich:
F ~V (t) =
8<:0 wenn t < 0,1  a1e 1r 1  a2   a221 2 e 1t   a2e 2r 1 + a121 2 e 2t wenn t  0. (7.9)
Durch Erzwingen einer identischen Verspätungswahrscheinlichkeit sowie des exakten Erwartungs-
wertes folgen die beiden Parameter einer genäherten Verteilungsfunktion ~F ~V (t) nach (2.2) zu:
~a = a1e
 1r

1  a2   a22
1   2

+ a2e
 2r

1 +
a12
1   2

~ = 12
a1 (1   a21   2) e 1r + a2 (1   2 + a12) e 2r
a12 (1   a21   2) e 1r + a21 (1   2 + a12) e 2r
Diese Vorgehensweise kann auf beliebige Mindestverspätungen erweitert werden. Ebenso ist die
Berücksichtigung systematischer Verspätungsanteile möglich. Eine Gegenüberstellung beider Vor-
gehensweisen („separierte Rechenoperationen“ bzw. „integrierte Betrachtung“) erfolgt im nächsten
Kapitel.
7.2.2 Resultierende Fehler bei Einzeloperation
Für die losgelöste Bewertung des Verfahrens unabhängig von den anderen Ansätzen ist von Interesse,
bei welchen Eingangsgrößen ein besonders großer Näherungsfehler eintritt und ob allgemeine Korre-
lationen abzuleiten sind. Nachfolgend werden die resultierenden Fehler zunächst für die unbedingte
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Faltung und anschließend für die Abfolge aus unbedingter Faltung, Verschiebung und Kappung dis-
kutiert.
Unbedingte Faltung
In Abbildung 7.2 sind Beispiele für die exakten und genäherten Verteilungsfunktionen dargstellt,
welche sich nach unbedingten Faltungen ergeben. Die Ausgangsverteilungen werden durch folgende
Parameterpaare definiert:
1. a1 = 0; 5, 1 = 12 und tsys;1 = 0 sowie a2 = 0; 3, 2 =
1
5
und tsys;2 = 0,
2. a1 = 0; 2, 1 = 18 und tsys;1 = 0 sowie a2 = 0; 7, 2 =
1
2
und tsys;2 = 0,
3. a1 = 0; 8, 1 = 18 und tsys;1 = 0 sowie a2 = 0; 7, 2 =
1
5
und tsys;2 = 0.
Im ersten Fall gelingt über den gesamten Definitionsbereich eine augenscheinlich gute Näherung an
die tatsächliche Verteilungsfunktion. Im zweiten Fall hingegen werden die kleinen Verspätungen (und
damit auch die Streuung der resultierenden Zufallsgröße) deutlich unterschätzt. Hingegen erfolgt im
dritten Fall eine Überschätzung der kleinen Verspätungen sowie der Streuung.
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Abbildung 7.2: Verteilungsfunktionen nach exakter und approximativer Faltung
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Die jeweiligen Fehlergrößen können zwar als eF (a1; 1; a2; 2; t) und als ev(a1; 1; a2; 2) berechnet
werden, jedoch sind Aussagen über die Güte des Approximationsverfahrens daraus nicht auf analy-
tischem Wege zu verallgemeinern, so dass stattdessen eine phänomenologische Betrachtung der sich
einstellenden Fehler erfolgt.
Zu diesem Zweck werden 6.600 einzigartige Quadrupel von Eingangsgrößen (0; 05  a1  0; 95 und
1
0;5
 1  114;5 sowie a1  a2  0; 95 und 1  2  114;5 ) unter Ausnutzung der Kommutativität der
Faltungsoperation betrachtet. Die Auswertung der Ergebnisse (vgl. auch Abbildung C.3 im Anhang)
zeigt, dass in zwei Dritteln der Fälle die Streuung der resultierenden Zufallsgröße überschätzt wird,
insbesondere bei hohem Erwartungswert der resultierenden Zufallsgröße.
Dieses Verhalten ist darauf zurückzuführen, dass für die approximierte Zufallsgröße immer ein grö-
ßerer Variationskoeffizient als für die exakte Zufallsgröße eintritt, denn unter Anwendung von (7.1)
und (7.2) oder des Formelwerks aus Kapitel 6.1.1 sowie aus (7.4) ergibt sich:
lim
a1!1;a2!1
v _V = lima1!1;a2!1
q
2a1
(1)
2 +
(a1)
2
(1)
2 +
2a2
(2)
2 +
(a2)
2
(2)
2
a1
1
+ a2
2
< 1
lim
a1!1;a2!1
~v _V = lima1!1;a2!1
r
2  a1   a2 + a1a2
a1 + a2   a1a2 = 1
Der Variationskoeffizient ~v _V konvergiert dabei von oben gegen den Grenzwert. Grundsätzlich geht
eine Überschätzung der Streuung bei den betrachteten Verteilungstypen mit einem zu hohen Anteil
kleiner Verspätungen einher, welcher bei anschließender Verspätungsreduktion und Kappung relevant
wird.
Verspätungsreduktion und Kappung nach unbedingter Faltung
Es wird eine Reduktion der Verspätung _V , welche sowohl exakt durch F _V (t) nach (7.5) als auch
approximativ durch ~F _V (t) nach (7.6) beschrieben ist, um eine Reservezeit s mit anschließender Kap-
pung bei t = vmin = 0 unterstellt. Die resultierende Zufallsgröße lautet ~V .
Da es sich bei der Operation um eine „Verschiebung“ der Verteilungsfunktion handelt, werden die Dif-
ferenzen zwischen dem tatsächlichen und dem approximierten Funktionswert eF; ~V (a1; 1; a2; 2; t)
lediglich um t =  s verschoben. Ein Gesamtfehler eF nach (4.18) wird durch die betrachtete Ope-
ration geringer, da alle Abweichungen für t < s durch die Kappungsoperation entfallen. Aus der
Verschiebung um s mit anschließender Kappung resultiert jedoch insbesondere ein Fehler der Ein-
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tretenswahrscheinlichkeit der reduzierten Verspätung in Höhe von epv; ~V =  eF; ~V (a1; 1; a2; 2; s).
Daraus folgt eine Abweichung des Erwartungswertes:
e; ~V (a1; 1; a2; 2;
~; s) =
1Z
0
t ~f _V (t+ s)dt 
1Z
0
t f _V (t+ s)dt
= ~ _V e
 ~s  
2X
i=1

ai
i
e is

=
2X
i=1
ai
i

e 
~r   e is

(7.10)
Es kann ansonsten sowohl eine Unter- wie auch eine Überschätzung des Erwartungswertes nach Ver-
spätungsreduktion und Kappung eintreten. Bildet ~ nach (7.8) beide initialen Ankunftsraten ähnlich
gut ab und haben beide ursprünglichen Phasen einen vergleichbaren Anteil am Gesamterwartungs-
wert der Zufallsgröße, so tritt ein vergleichsweise geringer Fehler ein. Bestimmt jedoch eine Phase
den Funktionsverlauf F _V (t), so ist insbesondere bei hoher Eintretenswahrscheinlichkeit dieser Phase
ein größerer Fehler e; ~V die Folge.
Zur Quantifizierung der Fehler von Verspätungswahrscheinlichkeit, Erwartungswert und Streuung
werden die zuvor durchgeführten Faltungsoperationen um eine Verspätungsreduktion ergänzt. Aus
der Kombination von vier betrachteten Reservezeiten mit den bestehenden 6.600 Paaren von Vertei-
lungsfunktionen ergeben sich insgesamt zusätzliche 26.400 Varianten.
Fehler des Funktionsverlaufs Aus der allgemeinen Überschätzung des Streuungsmaßes im Rahmen
der approximierten unbedingten Faltung folgt, dass die Verspätungswahrscheinlichkeit 1 F _V (0) nach
Verspätungsabbau unabhängig von der jeweiligen Reservezeit in rund zwei Dritteln aller Fälle unter-
schätzt wird. Dieses Verhalten tritt insbesondere im Zusammenhang zu großen Erwartungswerten vor
Verspätungsreduktion sowie zu großen Reservezeiten ein (vgl. auch Abbildung C.4). Während sich
die Abweichung vom exakten Funktionswert eF; ~V (t) bei kleinem Erwartungswert vor Verspätungsre-
duktion vergleichbar zum Fehler epv; ~V verhält, treten bei Reduktion von Verspätungen mit größerem
Erwartungswert durchaus nennenswerte Abweichungen auf (vgl. Abweichung C.5).
Fehler von Erwartungswert und Streuungsmaß Die aus (7.10) ableitbare Konvergenz der Abwei-
chung vom Erwartungswert tritt ein, jedoch ist zu beobachten, dass durch die Näherung für kleinere
Verspätungen vor Reduktion eher eine Unterschätzung und für größere Verspätungen vor Reduktion
eher eine Überschätzung des Erwartungswertes entsteht. Analog zum Fehler des Funktionsverlaufs
ist außerdem eine Abhängigkeit des Fehlers von der Höhe der Reservezeit zu erkennen, wie aus
Abbildung C.6 ersichtlich ist. Die Überschätzung der Streuung, welche aus der approximativen Fal-
tung resultiert, wird, falls eine anschließende Verspätungsreduktion kleine mittlere Verspätungen um
große Reservezeiten reduziert, in erheblichemMaße verstärkt. In den anderen Fällen bleibt der Fehler
des Streuungsmaßes in etwa konstant.
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Integration der Rechenoperationen Wie zum Abschluss von Kapitel 7.2.1 eingeführt, kann den
zuvor geschilderten Approximationsfehlern erheblich entgegengewirkt werden, indem die drei not-
wendigen Rechenoperationen integriert betrachtet werden. In Tabelle 7.1 sind die sich ergebenden
Fehlermaße für beide Vorgehensweisen dargestellt, wenn diese auf die Gesamtmenge von n = 6:600+
26:400 = 33:000 betrachteten Kombinationen von Eingangsgrößen angewendet werden.
Modus e; ~V je; ~V j ev; ~V jev; ~V j eF; ~V
gesonderte Rechenoperationen 0; 0028min: 0; 0221min:  0; 0046 0; 1000 0; 0014
integrierte Rechenoperationen 0min: 0min: 0; 0138 0; 0584 0; 0007
Tabelle 7.1: Fehlermaße in Abhängigkeit von der Durchführung der Rechenoperationen
Versteht man die mittlere absolute Abweichung der Verteilungsfunktionen e
F; ~V
als Vergleichsmaß
zwischen beiden Ansätzen, so liefert eine Integration der drei Rechenoperationen „doppelt“ so gute
Approximationsergebnisse. Während die globalen Zusammenhänge hinsichtlich des Variationskoef-
fizienten in beiden Fällen vergleichbar sind (vgl. Abbildung C.7), führt die integrierte Methode bei
extremen Eingangsgrößen jedoch eher zu einer Unter- statt Überschätzung großer Verspätungen (vgl.
Abbildung C.8).
7.2.3 Zusammenfassung
Die Beschränkung des genutzten Verteilungstypen auf eine Verspätungsverteilung nach SCHWAN-
HÄUSSER gemäß (2.1), ggf. ergänzt um einen systematischen (auch negativen) Verspätungsanteil,
führt bei Betrachtung von Einzeloperationen in den meisten Fällen zu zufriedenstellenden Ergebnis-
sen, insbesondere wenn durch eine Zusammenfassung von unbedingten Faltungen und Verspätungs-
reduktionen die „kritische“ Operation der Kappung an fehlerhaften Funktionswerten umgangen wird.
Dies geht aufgrund des stark vereinfachten Formelapparats mit einer deutlich kürzeren Rechenzeit
einher.
Nichtsdestotrotz schränkt die betrachtete Darstellung einerseits die Flexibilität der Modellierung stark
ein. So sind beispielsweise Singularitäten nur als einmalige Sprungstelle (in der Regel bei t = 0)
abbildbar. Außerdem gelingt es nicht, die Vorteile aus als Phasenverteilung definierten Prozesszeiten
(vgl. Kapitel 6.1.2 und 9.1.2) zu nutzen, da diese vor „Auffaltung“ in das Korsett aus nur einem
Exponentialsummanden gezwungen werden müssen. Nachteilig ist ferner, dass keine Möglichkeit
besteht, die Güte der Näherung zu steuern bzw. durch einen Parameter vorzugeben.
Inwiefern eine optionale Berücksichtigung von Verfrühungen die Approximationsgüte beeinflusst,
wird im Rahmen der Betrachtung des Näherungsverfahrens im Netzzusammenhang in Kapitel 7.5
evaluiert. Vorab ist jedoch schon festzuhalten, dass der beschränkte Verteilungstyp nur mit Einschrän-
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kungen zur Abbildung von Verfrühungen geeignet ist, da derartige Verteilungsfunktionen häufig ein
Aufschwingen und einen exponentiellen Ast im Bereich t  0 aufweisen. Dies gelingt auf Basis der
Verteilungsfunktion nach (2.2) nicht.
Ergänzende Betrachtungen, eineMinimierung der Fehlergrößen bei gleichzeitigem Erhalt des Rechen-
zeitvorteils durch eine funktionale Abbildung ~ = f(a1; 1; a2; 2) mittels nicht-linearer Ausgleichs-
rechnung für alle relevanten Eingangsgrößen zu erzielen, führen zu keinem zufriedenstellenden Ergeb-
nis. Auch eine ergänzende Berücksichtigung systematischer Verspätungsanteile tsys in (7.6), falls
große Fehler eF für kleine t auftreten, erlaubt keine allgemein robuste Näherung der Verteilungs-
funktion FV (t) durch eine Verteilungsfunktion ~FV (t). Auf die Betrachtung einer Minimierung des
quadratischen Fehlers
1R
0
e2F (t)dt mittels numerischer Lösung wird verzichtet, denn diese lässt keinen
nennenswerten Genauigkeitsgewinn erwarten, da weiterhin die Beschränkung auf nur einen Expo-
nentialsummanden erhalten bleibt.
7.3 Reduktion der Parameteranzahl
Die zuvor vorgestellte Verfahrensweise setzt unmittelbar an den verwendeten Rechenoperationen an,
um die Zahl der Parameter je Verteilungsfunktion gering zu halten. Im Gegensatz dazu sieht das
in diesem Kapitel dargestellte Vorgehen eine wiederkehrende Rückführung von Verteilungsfunktio-
nen in Funktionsvorschriften mit einer geringeren Anzahl an Parametern vor. Dadurch bleiben die
Rechenoperationen einerseits unverändert, andererseits müssen jedoch Algorithmen entwickelt wer-
den, welche die Reduktion der Parameter unter Beachtung zulässiger Fehlertoleranzen ermöglichen.
7.3.1 Allgemeine Vorgehensweise
Ziel der Reduktion ist, eine Funktionsvorschrift FV (t) durch eine Verteilungsfunktion ~FV (t) zu appro-
ximieren, welche möglichst wenige Abschnitte aufweist, um die Zahl der Integrationen im Rahmen
der Faltungsoperation zu minimieren. Mit Blick auf die eingangs definierten Forderungen werden
folgende Randbedingungen festgelegt:
 Es werden keine neuen Abschnittsgrenzen eingeführt und die Funktionswerte an den verblei-
benden Abschnittsgrenzen sind immer exakt zu erhalten.
 Innerhalb eines Abschnitts sind ein oder zwei Exponentialsummanden zulässig.
 Es wird angestrebt, über den gesamten Definitionsraum eine möglichst geringe Abweichung
eF;V (t) der Funktionswerte vor und nach der Approximation zu erzielen.
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 Die genäherte Verteilungsfunktion soll eine möglichst geringe (oder keine) Abweichung von
Erwartungswert e;V und Standardabweichung e;V aufweisen.
Um die ursprüngliche Verteilungsfunktion in die genäherte Form zu überführen, werden die Abschnitte
von FV (t) schrittweise abgearbeitet. Dabei wird geprüft, ob sich gegebenenfalls mehrere ursprüngli-
che Abschnitte k, für deren Definitionsbereich noch keine Näherung vorliegt, in weniger Abschnitte
~k zusammenfassen lassen. In diesem Schritt beschreibt ein Abschnitt ~k zunächst jeweils alle zusam-
menhängenden Abschnitte k, welche nachfolgende Bedingungen erfüllen:
F kV (g
k)  F k 1V (gk)
!
< F (7.11)
fkV (g
k)  fk 1V (gk)
!
< f (7.12)
Die Menge dieser Abschnitte von FV (t) wird als K bezeichnet. Der Index des ersten darin enthal-
tenen Abschnitts ist a, der Index des letzten enthaltenen Abschnitts b. Bei der in Abbildung 7.3
dargestellten Verteilungsfunktion sind die Bedingungen an den Abschnittsgrenzen g1, g2 und gs nicht
erfüllt, da die Sprunghöhe die Toleranz F überschreitet. Bei g2 wird zudem die Toleranz f nicht
eingehalten. Für diese Verteilungsfunktion erfolgt der Versuch einer Reduktion der Parameterzahl
demnach gesondert für (zumindest) drei Intervalle.
1
F ( )V t
Verspätung tg
1
g
2
g
3
g
s
Abbildung 7.3: Verteilungsfunktionsfunktion mit Sprungstellen
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Die zuvor umschriebenen Randbedingungen an die Parameterreduktion können auf dieser Grundlage
unter Nutzung von Fehlertoleranzen  auch formalisiert werden:F aV (ga)  ~F aV (ga) ! F;gaF aV (gb+1)  ~F aV (gb+1) ! F;gb+1faV (ga)  ~faV (ga) ! f;gamKV;1   ~mKV;1 ! KV   ~KV  = qmKV;2    mKV;12  q ~mKV;2     ~mKV;12 ! FV (ti)  ~FV (ti) ! F;ti mit ti = ga + i t < gb+1
Aus dem angestrebten Erhalt der Funktionswerte an den (verbleibenden) Abschnittsgrenzen folgt
F;ga = 0 und F;gb+1 = 0. Außerdem hat sich die Verwendung von f;ga = 0 als zweckmäßig
erwiesen. Die Wahl der Toleranzen ,  sowie F;ti kann nicht vollkommen frei erfolgen, sondern
hängt auch vom zur Näherung verwendeten Verfahren (vgl. Tabellen 7.2 und 7.3) ab.
Wird durch einen der in Kapitel 7.3.2 beschriebenen Ansätze eine Funktionsvorschrift der geforderten
Güte geliefert, so wird diese zur Beschreibung des Funktionsverlaufs im Interval ga  t < gb der
Verteilungsfunktion ~FV (t) übernommen. Gelingt hingegen keine oder keine genügend gute Approxi-
mation über diese Abschnitte, so ist die Menge K so lange um Elemente zu verkleinern und erneut
eine Näherung zu prüfen, bis unter Umständen nur noch ein Abschnitt k Element dieser Menge K ist.
In einem solchen Fall erfolgt der Versuch einer Approximation nur, wenn die Anzahl der Exponen-
tialsummanden einen Schwellwert nk >= nmin überschreitet3. Verworfene Abschnitte sind bei der
nächsten Aufstellung der Menge K zu berücksichtigen. Dieses Vorgehen wird so lange wiederholt,
bis alle Abschnitte der ursprünglichen Verteilungsfunktion berücksichtigt wurden. Das Vorgehen ist
in Abbildung 7.4 als Ablaufdiagramm illustriert. Die darin genannten Varianten 1 bis 6 werden in
Kapitel 7.3.2 erläutert.
Die Approximation von Verteilungsfunktionen durch Funktionen mit einer geringeren Anzahl an
Parametern kann nach Abschluss jeder Rechenoperation erfolgen. Praktische Tests haben gezeigt,
dass eine Ausführung jeweils nach Abschluss einer Aktivität zu sinnvollem Modellverhalten führt.
Als Ergänzung führt eine dynamische Ausführung der Parameterreduktion in Abhängigkeit von einem
Schwellwert an Parametern nPar zu zweckmäßigem Modellverhalten. In den meisten Fällen ist eine
Verteilungsfunktion besser durch eine geringe Anzahl an Exponentialsummanden zu beschreiben,
wenn diese im Bereich kleiner t kein aufschwingendes Verhalten ( d
2
dt2
FV (t) < 0) zeigt. Daher ist eine
3Da auch etwaige Reduktionsversuche eine gewisse Rechenzeit benötigen, ist eine Abwägung zu treffen, wann keine
Approximation gesucht wird. In Testrechnungen hat sich nk = 4 als sinnvoller Schwellwert erwiesen.
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k = s-1 k--
(7.11), (7.12)
und k>-1 ja
nein
k < s
ja
n
k > nminneinja
Toleranzen
erfüllt?
Ersetze Abschnitte
im Intervall k..s
ko=k
Teste Variante 1
nein
k++
Teste Variante 2
Teste Variante 3
Teste Variante 4
nein
Toleranzen
erfüllt?
Toleranzen
erfüllt?
Toleranzen
erfüllt?
nein
nein
ja
ja
ja
ja
nein
Verschiebe um υ
Verschiebe um -υ
k = 0 k++
(7.11), (7.12)
und k≤ko ja
nein
k > 0
ja
n
k
> nminneinja
Toleranzen
erfüllt?
Teste Variante 1
k--
Teste Variante 2
Teste Variante 3
Teste Variante 4
nein
Toleranzen
erfüllt?
Toleranzen
erfüllt?
Toleranzen
erfüllt?
nein
nein
ja
ja
ja
ja
nein
Verschiebe um υ
Verschiebe um -υ
Ersetze Abschnitte
im Intervall 0..k
ku=k
k = ko-1 k--
(7.11), (7.12)
und k≤ko ja
nein
k <ko-1
ja
n
k
> nminneinja
k++
Teste Variante 5
Teste Variante 6
Toleranzen
erfüllt?
Toleranzen
erfüllt?
nein
ja
ja
nein
Verschiebe um υ
Verschiebe um -υ
Ersetze Abschnitte
im Intervall k..ko-1
ko=k
ko-1 = ku
nein
k < s
nein
ja
k > 0
ja
nein fertig
k <ko-1
ja
ko--
nein
Abbildung 7.4: Ablaufdiagramm der Parameterreduktion
Parameterreduktion insbesondere dann gut durchzuführen, wenn aufgrund Verschiebung und Kap-
pung der betroffene Teil der ursprünglichen Verspätungsverteilung „entfallen“ ist.
7.3.2 Verfahren zur Parameterreduktion
Abhängig davon, ob 0 < k < s für alle k 2 K gilt oder nicht, sind verschiedene Ansätze zur Bestim-
mung einer ersatzweisen Funktionsvorschrift für den betrachteten Abschnitt zu nutzen, da dieser ent-
weder von einer oder zwei Abschnittsgrenzen abgeschlossen wird. Diese Ansätze werden nachfolgend
erläutert. Um eine geschlossene Lösung der sich aus den Randbedingungen ergebenden Gleichungs-
systeme zu ermöglichen, ist vorher jedoch eine Modifikation der Ausgangsverteilung notwendig.
Ermittlung der Zielgrößen in Ersatzsystemen
In den zwei nachfolgenden Unterkapiteln sind verschiedene Gleichungssysteme zu lösen, um eine
mögliche Funktionsvorschrift für ~FKV (t) zu ermitteln. Um eine geschlossene Lösung zu erzielen,
erfolgt zunächst eine Verschiebung des Definitionsraumes der jeweiligen Menge K um deren untere
Grenze # = ga bzw. deren obere Grenze # = gb+1 (abhängig davon, ob eine untere bzw. obere
Grenze vorliegt). Das Funktionsargument der verschobenen Verteilungsfunktion lautet _t = t+ #, die
zu ermittelnde Verteilungsfunktion _FKV ( _t) anstelle von ~F
K
V (t). Es entfallen bei der Berechnung des
Funktionswertes _FV (0), welcher an der unteren bzw. oberen Grenze der Abschnittsmenge liegt, alle
exponentiellen Terme aus der Funktionsvorschrift (e0 = 1), um das gewünschte Ziel zu erreichen.
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Zugleich sind für jedes Ersatzsystem _FKV ( _t) die drei Momente _m
K
1 , _m
K
2 und _m
K
3 als Eingangsgrö-
ßen der Approximation zu berechnen. Um jedoch auf eine Transformation der unverschobenen Ver-
teilungsfunktion FV (t) um # verzichten zu können, welche insbesondere bei großen dki zu hohem
Rechenaufwand führt, erfolgt die Ermittlung der Momente mittels (4.13) im ursprünglichen Defi-
nitionsraum. Erst anschließend werden die Momente in das um # verschobene Ersatzsystem über-
führt. Für eine Abschnittsmenge, welche den letzten Abschnitt der Verteilungsfunktion FV (t) umfasst,
gelingt die Bestimmung beispielsweise wie folgt:
_mK1 =
1Z
ga
(t  #)1 dFV (t) =
1Z
ga
t  dFV (t)  #
1Z
ga
dFV (t) = m
K
1   # [1  FV (ga)]
_mK2 = : : : = m
K
2   2#mK1 + #2 [1  FV (ga)]
_mK3 = : : : = m
K
3   3#mK2 + 3#2mK1   #3 [1  FV (ga)]
Gelingt die Näherung einer Funktionsvorschrift _FKV ( _t), so wird diese zum Abschluss wieder um  #
in die ursprüngliche Lage verschoben, so dass sich die gesuchte Verteilungsfunktion ~FKV (t) ergibt.
Parameterreduktion für eine Abschnittsmenge, welche k = 0 oder k = s umfasst
Hier dargestellt ist die Vorgehensweise für den Fall, dass s 2 K gilt, d.h. der Abschnitt verfügt nur
über eine untere Grenze. Analog ist für den ersten Abschnitt der neuen Verteilungsfunktion vorzuge-
hen, der nur nach oben begrenzt ist.
Zur Sicherstellung der Konvergenz der Verteilungsfunktion für t ! 1 gilt zwingend c = 1. Es
werden bis zu vier Möglichkeiten gemäß der in Tabelle 7.2 dargestellten Reihenfolge geprüft, eine
Näherung im Intervall 0  _t, welches ga  t entspricht, zu finden. Dazu müssen jeweils soviele Feh-
lertoleranzen  zu Null gesetzt werden, wie Parameter der Verteilungsfunktion zu bestimmen sind.
Auf eine Darstellung des teilweise umfangreichen Formelwerks zur analytischen Lösung wird ver-
zichtet. Die Ausführungsreihenfolge der vier Varianten beruht auf Erfahrungswerten, wie möglichst
schnell eine geeignete Approximation gefunden werden kann.
Var. Funktionsvorschrift Randbedingungen Lösungsweg
1 _FKV ( _t) = 1  a1e 1 _t   a2e 2 _t F;ga =  =  = f;ga = 0 analytisch
2 _FKV ( _t) = 1  a1e  _t   a2te  _t F;ga =  =  = 0 analytisch
3 _FKV ( _t) = 1  a1e  _t   a2te  _t   a2t2e  _t F;ga =  =  = f;ga = 0 analytisch
4 _FKV ( _t) = 1  ae  _t F;ga =  = 0 analytisch
Tabelle 7.2: Betrachtete Näherungen bei einer Abschnittsgrenze
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Gelingt eine analytische Lösung4 und werden auch die Fehlertoleranzen eingehalten, welche jeweils
nicht zu Null gesetzt sind, so kann die Funktionsvorschrift um  # verschoben und anschließend
als ~FKV (t) übernommen werden. Wird keine geeignete Näherung gefunden, so entfallen so lange die
jeweils ersten Abschnitte aus der Menge K bis eine Näherung besteht oder diese Menge nur noch ein
Element (den Abschnitt k = s) umfasst. Für diesen Fall wird nur dann nach einer Näherung gesucht,
falls die Funktionsvorschrift mindestens nmin Exponentialsummanden ns umfasst. Wird auch dann
keine geeignete Approximation durch eines der vier Verfahren gefunden, so wird der Abschnitt F sV (t)
unverändert als ~F sV (t) übernommen. Nach Abschluss der Näherung beginnend bei k = s wird der
gleiche Algorithmus beginnend bei k = 0, d. h. vom „anderen“ Ende der Verteilung, durchgeführt.
Im Ablaufdiagramm 7.4 entspricht dies dem Übergang vom linken zum mittleren Block.
Parameterreduktion für eine Abschnittsmenge, welche weder k = 0 noch k = s umfasst
Werden nicht alle Abschnitte der Verteilungsfunktion bereits durch die Approximationen von den
„Enden“ erfasst, so sind die verbleibenden Abschnitte gesondert durch eine Funktionsvorschrift mit
einem Exponentialsummanden zu nähern. Im Gegensatz zu den bislang geschilderten Fällen gelingt
es auch durch Operation auf einem um # verschobenen System allerdings nicht, ein geschlossen lös-
bares Gleichungssystem aufzustellen, sondern es ist eine numerische Lösung zu verwenden. Deren
Zielfunktion wird in Abhängigkeit von der mittleren Ankunftsverspätung zu g() so aufgestellt, dass
im Bereich eines sinnvollen Startwerts ein monotones Verhalten sichergestellt ist und ein globales
Minimum schnell ermittelt werden kann. Ein solcher Startwert kann unter Nutzung von nur zwei
(statt drei bzw. vier) Randbedingungen analytisch berechnet werden. Die Lösungssuche erfolgt bei-
spielsweise effizient durch das Verfahren nach NEWTON-RHAPSON [Pre02], da die erste Ableitung
d
d
g() immer existiert.
Die zwei betrachteten Möglichkeiten zur Ermittlung einer Funktionsvorschrift für den Definitionsbe-
reich 0  _t < gb #, welcher zu ga  t < gb korrespondiert, sind in Tabelle 7.3 zusammengefasst.
Umfasst die Menge K mehrere Abschnitte und keine der Varianten 5 und 6 liefert eine Lösung, wel-
Var. Funktionsvorschrift Randbedingungen Lösungsweg
5 _FKV ( _t) = c  ae  _t F;ga = F;gb+1 =  = 0 numerisch
6 _FKV ( _t) = 1  a1e  _t   a2te  _t   a3t2e  _t F;ga = F;gb+1 =  =  = 0 numerisch
Tabelle 7.3: Betrachtete Näherungen bei zwei Abschnittsgrenzen
che zudem die geforderten Fehlertoleranzen erfüllt, so werden sukzessive Abschnitte aus K entfernt.
4Etwaige Randbedingungen, die verletzt werden können (beispielsweise  < 0 oder _FKV (t) > 1 oder ~f
K
V (g
a) > 0)
sind nicht explizit dargestellt.
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Sollte nur noch ein Element k in der Menge verbleiben, so wird für dieses erneut nur dann eine
Näherung gesucht, wenn nk >= nmin gilt.
7.3.3 Beispielrechnungen
Um den durch die Reduktion der Parameter entstehenden Fehler (zunächst ohne Vergleich zu den
Vorgehensweisen aus den Kapiteln 7.2 und 7.4) zu ermitteln, wird die Verspätungspropagation exem-
plarisch auf dem in Kapitel 7.1.2 eingeführten Netz abgebildet. Eine Ausweitung der Untersuchung
auf ein größeres Netz ist nicht notwendig, da die durch die Propagation entstehenden Fehler aufgrund
von Reservezeiten (Kappung der Verteilungsfunktion) auch in größeren Netzen wieder abgebaut wer-
den.
Um eine Verallgemeinerung der getroffen Aussagen zu ermöglichen, werden die Prozesszeiten „Fah-
ren“ und „Halten“ so variiert, dass insgesamt sechs Kombinationen aus Fahrplan und äußeren Ein-
flussgrößen entstehen. Die Urverspätungen entsprechen einer Funktion gemäß (2.1). Zur Vereinfa-
chung werden alle Simulationsläufe mit variablen aber identischen Fehlertoleranzen  = F;ti =
 =  durchgeführt. Als Toleranz bei der Zusammenfassung von Abschnitten gilt immer F =
0; 004 und f = 0; 02.
Einfluss auf die Anzahl der Parameter
Als Messgröße für die Wirkung der Parameterreduktion in Abhängigkeit von den Fehlertoleranzen
wird die mittlere Anzahl der Parameter je Verteilungsfunktion nPar gemäß (6.4) genutzt. Diese wird
insbesondere vom Umfang der Reservezeiten beeinflusst, denn für Szenarien ähnlicher Betriebsquali-
tät, welche jedoch auf unterschiedlichen Verhältnissen aus Urverspätungen und Reservezeiten basie-
ren, ergibt sich ohne Parameterreduktion in etwa folgendes Verhältnis:
nPar 
P
j
pL;schedi;j +
P
k
pH;schedi;kP
j
sLi;j +
P
k
sHi;k
Darin stellen j und k die Indizes der Netzabschnitte bzw. Verkehrshalte des Zuges i dar. Nachfolgend
betrachtet werden Simulationsläufe ohne Parameterreduktion, mit Parameterreduktion nach der Akti-
vität „Fahren“ sowie mit Parameterreduktion nach den Aktivitäten „Fahren“, „Halten“ sowie „Kon-
fliktlösung“ (etwaige Zwischengrößen bei den Berechnungen bleiben unverändert).
In Abbildung 7.5 ist dargestellt, wie die Fehlertoleranz die mittlere Anzahl der Parameter beein-
flusst. Während eine Reduktion der Parameterzahl mit vergleichsweise geringen Fehlertoleranzen von
Reduktion der Parameteranzahl 137
1,00
10,00
100,00
1000,00
0,00 0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09 0,10
Fehlertoleranz [-] bzw. [min.]β in
m
it
tl
e
re
A
n
z
a
h
l 
v
o
n
 P
a
r
a
m
e
te
r
n
je
V
e
r
te
il
u
n
g
sf
u
n
k
ti
o
n
[-
]
n
P
a
r
Parameterreduktion nach „Fahren“
Parameterreduktion nach „Halten“, „Fahren“ und „Konfliktlösung“
Abbildung 7.5: Anzahl der Parameter in Abhängigkeit der Fehlertoleranz
 = 0; 005 bereits eine Verringerung von nPar um 80::85% ermöglicht, erlaubt eine weitere Aufwei-
chung der Fehlertoleranzen nur noch geringfügige Reduktionen der Datenmenge (und Rechenzeit).
Stattdessen wären zunächst die Toleranzen F und f anzupassen.
Begrenzung der Fehler aus Fortpflanzung
Zur Bewertung der Fehlerfortpflanzung werden die Abweichungen zwischen den Simulationsläufen
mit und ohne Parameterreduktion als Stichprobe betrachtet und ihre Quantile als Fehlermaß interpre-
tiert. Liegt eine Realisierung außerhalb der gewählten Fehlertoleranz, so ist dieses Verhalten durch
die Fortpflanzung bedingt.
Grundsätzlich ist festzuhalten, dass die mittleren Abweichungen von Erwartungswert und Streuungs-
maß äußerst gering sind (z.B.  = 0; 015min: für  = 0; 1min:), so dass globale Netzkennwerte
als beinahe unbeeinflusst betrachtet werden können. Das Kriterium der maximal zulässigen Abwei-
chung vom Funktionswert wird auch nach Fortpflanzung von Approximationsfehlern nie verletzt. Es
ist zu erkennen, dass sich Rechenläufe mit Parameterreduktion allein nach dem Streckenprozess unter
dem Aspekt der Fehlerfortpflanzung ähnlich zu Rechenläufen mit Durchführung der Parameterreduk-
tion nach mehreren Rechenschritten („Halten“, „Fahren“ und „Konfliktlösung“) verhalten. Aufgrund
der besseren Laufzeit der zweiten Variante wird nachfolgend nur deren Verhalten diskutiert.
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Die Auswertung zeigt, dass die 95%-Quantile der Fehler von Erwartungswert und Standardabwei-
chung nie die Schranke 2   übersteigen, denn es gilt:
Pr (e  2  ) = 0:95
Pr (e  2  ) = 0:95
Analog überschreiten die 99%-Quantile nie die dreifache Einzeltoleranz 3  . Ergänzend dargestellt
ist dieser Zusammenhang für verschiedene Fehlertoleranzen  in Abbildung C.9 im Anhang.
Damit liegen empirische Anhaltspunkte vor, um für einen gewünschten maximalen Fehler mit einer
gegebenen Sicherheit die notwendige Fehlertoleranz zur Vereinfachung der Verteilungsfunktion zu
wählen. Berücksichtigt man den zuvor dargestellten Einfluss der zulässigen Fehlertoleranz auf die
resultierende Anzahl an Parametern, so kann effizient im Bereich kleiner zulässiger Fehler operiert
werden.
7.4 Diskretisierung und numerische Berechnung
Als dritte Möglichkeit, dem nicht praxistauglichen Modellverhalten bei größeren Aktivitätengraphen
entgegenzutreten, kommt eine Diskretisierung der Verteilungsfunktionen kombiniert mit einer nume-
rischen Abbildung der notwendigen Rechenoperationen in Frage. Die bislang genutzte symbolische
Modellierung der Verteilungsfunktionen wird in diesem Fall verlassen. Außerdem unterscheidet sich
die Vorgehensweise darin von den zuvor vorgestellten Ansätzen, dass bereits die Eingangsgrößen
durch die Diskretisierung näherungsweise abgebildet werden.
Nachfolgend wird eine Vorgehensweise zur numerischen Beschreibung erläutert, welche auf der
„composite trapezoidal rule“ beruht. Sie wurde ursprünglich in [Tor90] für Lebenszeitverteilungen
eingeführt und von YUAN in [Yua06] dahingehend weiterentwickelt, dass Fragestellungen der Ver-
spätungsfortpflanzung abgedeckt werden können. Im Vergleich zur numerischen Vorgehensweise auf
Basis anderer Näherungen, beispielsweise der „Simpson’s rule“, bietet der Ansatz den Rechenzeitvor-
teil, dass keine Zwischenwerte jenseits der diskretisierten Funktionswerte benötigt werden. Unabhän-
gig von der Anzahl zuvor durchgeführter Rechenoperationen bleibt der Rechenaufwand bei numeri-
scher Durchführung der Rechenoperationen (beinahe) gleich – im Vergleich zu den zuvor dargestell-
ten Ansätzen kann sich dieser Umstand sowohl vor- als auch nachteilig auswirken. Jedoch beinahe
immer nachteilig ist der Speicherbedarf zur Verwaltung der diskretisierten Verteilungsfunktionen im
Vergleich zur symbolischen Beschreibung.
Eine ausgereiftere Methode bezüglich der Diskretisierung und der numerischen Durchführung der
unbedingten Faltung beschreiben EVANS und LEEMIS in [EL04]. Diese sieht einerseits vor, durch
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eine vorgeschaltete Analyse der beteiligten Verteilsfunktion nicht notwendige Rechenoperationen
zu vermeiden, und macht andererseits von der Momenterzeugenden Funktion zur Bestimmung der
resultierenden Verteilungsfunktion Gebrauch. Auf eine testweise Implementierung im Rahmen die-
ser Arbeit wird jedoch verzichtet, da Vorteile lediglich auf Seiten der Rechenzeiten und nicht der
Genauigkeit zu erwarten sind.
Nach einer Beschreibung der Diskretisierung sowie der darauf aufbauenden Rechenoperationen im
Kapitel 7.4.1 umfasst das zweite Unterkapitel eine Betrachtung der Approximationsfehler, welche
bei Durchführung einer Einzeloperation (analog zu Kapitel 7.2.2) entstehen. Daraus ergeben sich
zugleich Richtwerte, wie „fein“ die Diskretisierung gestaltet sein sollte. Eine Betrachtung der Fehler-
entwicklung bei Verkettung von Rechenoperationen in einemAktivitätengraphen ist hingegen Bestand-
teil des Verfahrensvergleichs im abschließenden Kapitel 7.5.
7.4.1 Abbildung der Rechenoperationen
Für alle in Kapitel 5.5.1 genannten Operationen auf Verteilungsfunktionen ist nachfolgend ein Pen-
dant zu formulieren, welches die numerische Durchführung auf einer diskretisierten Form der Vertei-
lungsfunktion vorsieht. Nicht eingegangen wird dabei auf triviale Operationen wie die Multiplikation
der Verteilungsfunktion mit einem Skalar oder die Bildung der Inversen.
Schon aus der nachfolgenden Beschreibung der Rechenoperationen ist ersichtlich, dass im Vergleich
zur symbolischen Formulierung nur ein Bruchteil des Implementierungsaufwandes entsteht, da ins-
besondere die verschachtelten Auswertungen von Stammfunktionen (vgl. Kapitel 6.2) entfallen.
Unbedingte Faltung
Betrachtet man die Funktionsvorschrift zur unbedingten Faltung (4.3) so lässt sich eine numerische
Abschätzung wie folgt aufstellen:
F _V (t) = FV  FV^ (t) 
nhZ
 nh
FV (t  u)dFV^ (u)
Darin beschreibt h 2 R die Intervallbreite der diskretisierten Darstellung („wie fein stückeln?“) und
n 2 N einen genügend großen Wert, um den relevanten Definitionsbereich der Verteilungsfunk-
tion abzudecken („wie viele Stücke?“). Diese beiden Parameter stellen somit die Einflussgrößen dar,
anhand derer die Güte der Modellierung gesteuert werden kann. Das maximal durch einen Funktions-
wert abgedeckte Argument ergibt sich damit zu tmax = n  h (analog für t < 0).
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Ersetzt man das Funktionsargument t durch das i-te Intervall, so lässt sich eine Näherung des Funkti-
onswertes ~F _V (i  h) unter Anwendung der Trapezregel formulieren:
~F _V (i  h) =
nX
j= n+1
FV (i  h  j  h) + FV (i  h  (j   1)  h)
2
 (FV^ (j  h)  FV^ ((j   1)  h))
=
nX
j= n+1
FV ((i  j)  h) + FV ((i  j + 1)  h)
2
 (FV^ (j  h)  FV^ ((j   1)  h)) (7.13)
Etwaige Funktionswerte ~F _V (t), welche nicht einem Vielfachem von h entsprechen, sind durch Inter-
polation zwischen den angrenzenden Funktionswerten zu ermitteln.
Da zur Ermittlung von ~F _V (tmax) auch Funktionswerte FV (t > tmax) benötigt werden, wird nähe-
rungsweise FV (t > tmax) = 1 und FV (t <  tmax) = 0 unterstellt. Die Rechenzeit beträgt dann
als Funktion der Anzahl an Intervallen n näherungsweise 4  n2. Bei Erhalt von tmax bedeutet eine
Halbierung von h somit eine Vervierfachung der Rechenzeit zur Durchführung einer unbedingten
Faltung.
Zur Verkürzung der Laufzeit kann der Spezialfall einer unbedingten Faltung einer allgemeinen Zufalls-
größe V mit einer DIRAC-verteilten Zufallsgröße D gesondert mit deutlich geringerem Rechen-
aufwand abgebildet werden, indem die Funktionswerte lediglich in der Datenstruktur verschoben
werden. Außerdem besteht die Möglichkeit, im Bereich kleiner Zuwächse FV^ = FV^ (j  h)  
FV^ ((j   1)  h) in (7.13) mehrere Sprünge von j zusammenzufassen ohne nennenswert die Genauig-
keit der Lösung zu beeinflussen.
Bedingte Faltung und Summe von Verteilungen
Für die bedingte Faltung nach (6.17) ergibt sich auf gleiche Weise folgende Approximationsvorschrift
der resultierenden Verteilungsfunktion:
~F _V (i  h) =
1
Pr

V + _V  ~r  h


i+~bX
j= n+1
FV ((~r   j)  h) + FV ((~r   j + 1)  h)
2
 (FV^ (j  h)  FV^ ((j   1)  h))
Darin beschreiben ~b und ~r jeweils den Index i der nächstgelegenen Diskretisierungsstufe i  h. Eine
bedingte Verteilung gemäß (6.16) kann durch Modifikation der Grenzen des Laufindex j aus Formel
(7.13) abgeleitet werden.
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Die eng mit der bedingten Faltung verbundene Summation von Verteilungsfunktionen (4.6) ist auf
Grundlage der diskretisierten Verteilungsfunktionen einfach durchzuführen:
~F _V (i  h) =
nX
k=1
F _V jEk(i  h)
Maximumsbildung und Kappung
Aufgrund der allgemeingültigen Intervalleinteilung ist die notwendige Maximumsbildung (4.8) von
Zufallsgrößen auch auf numerischem Wege umsetzbar. Für _V = max
n
V; V^
o
gilt:
F _V (i  h) = FV (i  h)  FV^ (i  h)
Eine Kappung bei y als Spezialfall der Maximumsbildung ist trivial zu realisieren, indem die Funkti-
onswerte aller Intervalle i mit i  h < y zu Null gesetzt werden.
7.4.2 Resultierende Fehler bei Einzeloperation
Zwar liefert TORTORELLA in [Tor90] eine Abschätzung des Fehlers, welcher aus einer unbedingten
Faltung von zwei Lebenszeitverteilungen (d. h. zwei Exponentialverteilungen) resultiert, diese ist für
den hier betrachteten Kontext nicht zielführend, weil auf die Addition von Zufallsgrößen zumeist
Verspätungsreduktionen folgen. Stattdessen wird daher eine simulative Abschätzung der resultieren-
den Fehler bei Durchführung von unbedingter Faltung, Verschiebung und Kappung analog zu Kapi-
tel 7.2.2 durchgeführt, welche nebenbei Richtwerte für die zweckmäßige Wahl von h und tmax liefert.
Die Verteilungsfunktion der Zufallsgröße _V =
h
V + V^   s; 0
i+
wird sowohl exakt, als auch nume-
risch berechnet, wobei FV (t) und FV^ (t) einer Funktionsvorschrift nach (2.1) entsprechen. Unter Aus-
nutzung der Kommutativität der unbedingten Faltung werden für verschiedene Kombinationen aus
h und tmax jeweils 2.700 Berechnungen unter Variation der fünf Eingangsgrößen für alle Kombina-
tionen aus h 2 f0; 05; 0; 1; 0; 15; 0; 2; 0; 25; 0; 3; 0; 4; 0; 5g und tmax 2 f25; 50; 75; 100; 125g (beides
in Minuten angegeben) durchgeführt. Neben der Ausgangsgröße F _V (t) werden auch die beiden Ein-
gangsverteilungen hinsichtlich der Approximationsgüte durch die Diskretisierung bewertet.
Alle Resultate, getrennt nach Eingangsgrößen und Ausgangsgröße, sind in den Abbildungen C.10
und C.11 im Anhang illustriert. Allgemein ist festzuhalten, dass die Näherungsgüte des Erwartungs-
wertes allein vom Diskretisierungsumfang abhängt, wobei eine Betrachtung über maximale Argu-
mente von tmax = 100 min: hinaus keinen weiteren Genauigkeitsgewinn liefert. Bei Wahl einer
derartig umfangreichen Diskretisierung verdoppelt sich der Fehler im Rahmen der oben betrachten
Abfolge von Rechenoperationen in etwa. Eine Detailbetrachtung zeigt, dass der verbleibende Fehler
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des Erwartungswertes stark durch die unzureichende Abbildung einer Sprungstelle bei t = 0 beein-
flusst wird.
Ähnlich verhält es sich mit der Näherungsgüte der Funktionswerte, welche beinahe ausschließlich
von der Intervallbreite beeinflusst werden. Hier ist es zweckmäßig, bis zu einer Diskretisierung im
Abstand von h = 0; 05 min: herabzusteigen, um einen möglichst geringen fortgepflanzten Fehler zu
erzielen. Für die genannte Kombination aus Parametern ergeben sich, bezogen auf die Ausgangsgröße
F _V (t) die Fehlermaße jej = 0; 034min: und jeF;tij = 0; 0007.
7.5 Gegenüberstellung der Verfahren
Die drei bisherigen Unterkapitel umfassten jeweils eine Beschreibung der verschiedenen Verfahren
sowie eine Betrachtung der individuellen Aspekte, wie sie in Tabelle 7.4 nochmals zusammengefasst
sind. In diesem Unterkapitel erfolgt abschließend eine Gegenüberstellung der drei Ansätze mit dem
Verfahren Beschr. Verteilungstyp
(Kapitel 7.2)
Parameterreduktion
(Kapitel 7.3)
Diskretisierung
(Kapitel 7.4)
Ansatzpunkt Limitierung der Eingangs-
größen von Rechenopera-
tionen auf einen Vertei-
lungstypen und Näherung
der Ausgangsgrößen von
Rechenoperationen auf
diesen Verteilungstypen
Wiederkehrende Näherung
durch Reduktion der Para-
meter nach Durchführung
von Rechenoperationen
oder Aktivitäten
Diskrete statt symbolische
Beschreibung von Vertei-
lungsfunktion bei nume-
rische Durchführung der
Rechenoperationen
Steuerung der
Approxima-
tionsgüte
keine Direkt über Toleran-
zen, bei Nichterfüllung
Beibehalt der ursprüng-
lichen abschnittsweisen
Verteilungsfunktion
Indirekt über Defintions-
bereich und Intervalbreiten
der Diskretisierung
Abbildung von
Prozesszeiten
Limitiert auf Verteilungs-
typ
Uneingeschränkt Uneingeschränkt, aber
bereits vor Nutzung durch
Diskretisierung genähert
Tabelle 7.4: Charakteristika der verschiedenen Näherungsverfahren
Ziel, eine Aussage über die Tauglichkeit zur Anwendung in einem Verspätungsfortpflanzungsverfah-
ren zu treffen.
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Dazu ist es zweckmäßig, die erzielte Näherungsgüte der notwendigen Laufzeit gegenüberzustellen.
Dies geschieht mittels Verspätungspropagationen auf einem kleinen Aktivitätengraphen, welcher in
Kapitel 7.5.1 beschrieben wird. Anschließend umfasst Kapitel 7.5.2 eine Darstellung und Bewertung
der erzielten Ergebnisse.
7.5.1 Vergleichsgrundlage
Zur Ermittlung der Fehler, welche bei Betrachtung der Verspätungsfortpflanzung auf einem kleinen
Netz entstehen, wird ein Aktivitätengraph aufgestellt, welcher 16 Aktivitäten (elf Aktivitäten „Fah-
ren“, drei Aktivitäten „Halten“, eine Verknüpfung, eine Konfliktlösung) umfasst. In die Auswertung
gehen die resultierenden Verspätungen in 14 Zuständen ein (nicht-gestrichelt in Abbildung 7.6 dar-
gestellt). Neben einer Anwendung des jeweiligen Näherungsverfahrens, zum Teil unter Variation von
Fehlertoleranzen bzw. Eigenschaften der Diskretisierung, erfolgt eine exakte Rechnung auf Grund-
lage des in Kapitel 6.2 eingeführten Formelwerks.
In jeweils 162 Durchführungen der Fortpflanzungsrechnung werden Reservezeiten und Urverspätun-
gen sowie auch Pufferzeiten so variiert, dass eine möglichst allgemeingültige Aussage erzielt wird.
Zugleich sind diese Eingangsgrößen derart gewählt, dass die Verspätung des betrachteten Zuges zu
Beginn und Ende der Rechnung in einer ähnlichen Größenordnung liegt. Um eine Vergleichbarkeit
erzielen zu können, werden Prozesszeiten allgemein nur durch solche Verteilungsfunktionen darge-
stellt, wie sie auch beim Vorgehen nach Kapitel 7.2 modellierbar sind. Die minimalen Verspätungen
nach der Aktivität „Fahren“ sind auf vmin =  1 min: (vgl. Kapitel 5.2.4) beschränkt. Eine verfrühte
Abfahrt aus Halten wird vollständig gekappt.
7.5.2 Resultate und Bewertung
Die aggregierten Fehlermaße und Laufzeiten über alle Rechnungen sind in Tabelle 7.5 für sechs exem-
plarische Fälle zusammengefasst. Es zeigt sich, dass das Verfahren der Parameterreduktion zu den
besten Ergebnissen führt, so dass die Fehlermaße der anderen Ansätze nicht nur absolut sondern auch
relativ zu diesem dargestellt sind. Da es sich um eine prototypische Implementierung handelt, sind
die Laufzeiten nur relativ aufgeführt. Die programmtechnische Umsetzungsgüte aller drei Verfahren
kann jedoch als gleichwertig betrachtet werden, so dass sich belastbare Aussagen ergeben.
Zwar eröffnet die Beschränkung des Verteilungstypen die Möglichkeit, enorm kurze Laufzeiten zu
realisieren, jedoch weichen die Ergebnisse auch bei Berücksichtigung von Verfrühungen und inte-
grierter Betrachtung aller Aktivitäten noch erheblich von den exakten Ergebnissen ab. Auf Basis der
numerischen Modellierung gelingt es prinzipiell, bei Wahl sehr feiner Intervalle beinahe die gleiche
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Verfahren /
Ausprägung
Beschr. Verteilungstyp Parameterreduktion Diskretisierung
ohne Verfr.
separiert
mit Verfr.
separiert
mit Verfr.
integriert
 =  = F;ti = 0; 05 h = 0; 05
tmax = 100
h = 0; 1
tmax = 100
Fehler jej 0; 557min:
12493 %
0; 207min:
4641 %
0; 180min:
4036 %
0; 005min:
100 %
0; 046min:
1029 %
0; 086min:
1919 %
Fehler jeF j 0; 065
3266 %
0; 032
1622 %
0; 030
1502 %
0; 002
100 %
0; 002
142 %
0; 005
234 %
Laufzeit 1 % 1 % 4 % 100 % 2662 % 779 %
Tabelle 7.5: Erzielte Fehlermaße und notwendige Laufzeiten
Fehlergüte des Funktionsverlaufs wie im Fall der Parameterreduktion zu erzielen, allerdings sind dazu
wesentlich höhere Laufzeiten in Kauf zu nehmen.
Vertiefend zur tabellarischen Aufbereitung ist in Abbildung 7.6 ist die Entwicklung des mittleren
absoluten Fehlers des Erwartungswertes über alle Eingangsparameter und über den Laufweg des
betrachteten Zuges dargestellt (der mittleren Fehler des Funktionswerts ist auf analoge Weise in
Abbildung C.12 im Anhang illustriert).
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Abbildung 7.6: Mittlere absolute Fehler der Erwartungswerte je Verfahren
Im Vergleich der drei Ansätze, welche auf einer Vereinfachung der Verteilungsfunktion beruhen,
bestätigt sich, dass Verfrühungen berücksichtigt werden sollten und dass die integrierte Beschrei-
bung der Aktivitäten „Fahren“ und „Halten“ auch im Netzzusammenhang zu wesentlich geringeren
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Fehlern führt (Anstieg des Fehlers bis zur Betrachtung der Aktivität C, Rückgang des Fehlers nach
dieser „Verknüpfung“). Zugleich liegen in diesem Fall aber schlechtere Approximationen der Funkti-
onswerte an den Stellen t vor, welche für die Fallunterscheidungen in der Verknüpfung relevant sind,
so dass im Rahmen dieser Aktivität das Fehlermaß in die Höhe schnellt.
Die auf einer Diskretisierung der Verteilungsfunktion beruhenden Fehlermaße zeigen ein ansteigen-
des Verhalten über den Laufweg, welches nur durch die Kappung von Verfrühungen in Halten einge-
schränkt wird. Ein Anwachsen der Fehler ist auch bei der Durchführung der Parameterreduktion zu
beobachten, jedoch nur im bereits bekannten geringeren Umfang.
Zusammenfassend ist festzustellen, dass der vergleichsweise hohe Implementierungsaufwand zur
Umsetzung der Rechenoperationen auf Basis der Verteilungsklasse nach (6.1) nebst der in Kapi-
tel 7.3 beschriebenen Reduktionsalgorithmen sowohl unter dem Aspekt der erzielten Näherungsgüte
als auch der notwendigen Laufzeiten zweckmäßig ist. Für den Anwendungsfall, welcher in Kapitel
9.2 dargestellt wird, wird somit auch dieses Vorgehen als Modellierungsgrundlage gewählt. Zunächst
greift das folgende Kapitel 8 jedoch nochmals auf die Operation ohne Approximationen der mathe-
matischen Operationen zurück, um Fehler beurteilen zu können, welche aus der Formulierung des
Aktivitätengraphen entstehen.
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Kapitel 8
Modellverhalten im Netzzusammenhang
Nachdem im vorhergehenden Kapitel die Aspekte einer EDV-technischen Umsetzung der Fortpflan-
zungsrechnung im Vordergrund standen, behandelt dieses Kapitel jene Probleme, welche sich aus der
Verkettung von Aktivitäten in mathematischer und fachlicher Hinsicht ergeben.
Als erster Aspekt des Modellverhaltens im Netzzusammenhang in Kapitel 8.1 wird eine Erweite-
rung der Konfliktlösung vom Zwei-Zug-Modell auf mehrere Konfliktzüge vorgenommen. Die beiden
folgenden Kapitel behandeln die Verletzung von Randbedingungen, die notwendig sind, um die Ver-
spätungsfortpflanzung auf Basis stochastischer Operationen durchführen zu können. Während sich
Kapitel 8.2 der Vernachlässigung der notwendigen Unabhängigkeit von Zufallsgrößen widmet, erfolgt
in Kapitel 8.3 eine Evaluierung des Fehlers, welcher aus der Vernachlässigung bestimmter Randbe-
dingungen (insbesondere einer Kenntnis über die Reihenfolge von Zugfahrten) resultiert.
Abgeschlossen wird die Diskussion des Modellverhalten im Netzzusammenhang in Kapitel 8.4 durch
eine Darstellung der Möglichkeiten, welche sich aus einer dynamischen Anpassung des Aktivitäten-
graphen, insbesondere hinsichtlich Kreisen im Graphen, ergeben.
8.1 Folgeverspätungen höherer Ordnung
Die in Kapitel 5.2.7 eingeführte Aktivität R zieht nur direkte Folgeverspätungen in Betracht, welche
aus konkurrierender Infrastrukturbelegung durch zwei Züge resultieren. Sind jedoch mehrere potenti-
elle Konfliktpartner zu berücksichtigen, zwischen denen eine Verspätungsübertragung erfolgen kann,
können auch Folgeverspätungen höherer Ordnung auftreten, welche über mehrere Züge übertragen
werden. Eine geschlossene Betrachtung derartiger Effekte gelingt auf Grundlage der stochastischen
Modellierung nicht, da – im Gegensatz zur Modellierung von Anschlüssen, vgl. Kapitel 5.2.6 – keine
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Maximumsbildung verwendet werden kann. Stattdessen ist eine geeignete Näherungslösung einzu-
führen, welche die Randbedingungen bestmöglich abdeckt.
Verallgemeinert repräsentiert die Aktivität „Konfliktlösung“, wie sie in Kapitel 5.2.7 eingeführt wurde,
ein Bediensystem, an welchem das „first-come-first-serve“-Prinzip angewandt wird. Die Besonder-
heit ist jedoch, dass die Bedienzeiten von der Reihenfolge der Forderungen abhängen. Während für
deterministische Ankunftszeiten am System (d. h. planmäßige Ankunftszeit zuzüglich Verspätung)
effiziente Algorithmen zur Lösung der Konflikte bestehen, besteht in der Literatur kein geschlosse-
ner Ansatz, falls es sich bei den Ankunftszeiten um Zufallsvariablen handelt. Mit Einschränkungen
behandelt CAREY das Problem in [Car99] als „multi-stage knock-on delays“, vernachlässigt aller-
dings den Einfluss eines möglichen Reihenfolgetauschs der Forderungen. Vielmehr bestimmt er für
jeden Zug rekursiv die Zeit, zu welcher die Bedienung beginnt, welche sich aus Interaktion mit
dem planmäßig vorherigen Zug ergibt. Um eine Problemlösung herleiten zu können, trifft YUAN
in [YH05] ebenfalls Vereinfachungen, indem er von einer deterministischen und einer stochastischen
Ankunftszeit ausgeht.
Eine geschlossene Formulierung der Verspätungsübertragung zwischen drei und mehr Zügen führt
sehr schnell zu sehr umfangreichen Fallunterscheidungen, welche nicht mehr sinnvoll durch Operatio-
nen auf Verteilungsfunktionen beschreibbar sind. Bei der Problemformulierung bzw. beim Aufstellen
eines Algorithmus sind zwangsläufig Vereinfachungen zu wählen, welche zu einer Vernachlässigung
von möglichen Bedienreihenfolgen führen. Drei verschiedene Ansätze, welche auf einer sequentiellen
Anwendung des Zwei-Zug-Modells beruhen, werden in Kapitel 8.1.2 beschrieben.
Über den Fehler, welcher aus der zwangsläufigen Vernachlässigung von Bedienreihenfolgen resul-
tiert, besteht bislang keine Kenntnis. Durch Vergleich der erzielten Berechnungsergebnisse mit simu-
lativen Lösungen des Problems auf deterministischer Basis ist anschließend in Kapitel 8.1.4 eine
Aussage zu treffen, welche der Vorgehensweisen die beste Approximation liefert. Um ein möglichst
praxisrelevantes Untersuchungsergebnis zu sichern, werden zuvor in Kapitel 8.1.3 aus einem tatsäch-
lichen Fahrplangefüge Bediensysteme abgeleitet.
8.1.1 Wahl der Beeinflussungszeit
Wie bereits in Kapitel 5.3.2 geschildert, sollen unter Zuhilfenahme der Beeinflussungszeit tBfz alle
potentiellen Konfliktzüge k 2 ~TR;j eines Referenzzuges j an einem Überholungsabschnitt bestimmt
werden. Die Wahrscheinlichkeit, dass eine Zugfahrt eine Folgeverspätung durch Reihenfolgetausch
mit einer planmäßig nachfolgenden Zugfahrt erleidet, ist geringer als die Wahrscheinlichkeit, eine
Folgeverspätung von einer planmäßig vorhergehenden Zugfahrt zu erleiden. Um die Zahl der Kan-
ten im Aktivitätengraphen nur so groß wie zur Berechnung verlässlicher Ergebnisse notwendig zu
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halten, kann das Intervall der Beeinflussungszeit unterschiedlich nach oben (tBfz;pre) und nach unten
(tBfz;post) begrenzt werden. Damit besteht nicht zwangsläufig ein symmetrisches „Fenster“ um die
planmäßige Ankunftszeit des Referenzzuges j am Bediensystem. Dies ist insofern von Interesse, da
insbesondere Abhängigkeiten zu planmäßig später verkehrenden Zügen das Auftreten von Kreisen im
Graphen (vgl. Kapitel 8.4.2) nach sich ziehen.
Im Diagramm 8.1 ist dargestellt, dass die betrieblichen Kennwerte mit steigender Beeinflussungszeit
wie erwartet konvergieren (hier mit tBfz;pre = tBfz;post, Simulation des Fernverkehrs in Deutschland
[Bük06]). Planmäßig mit noch größeren Pufferzeiten verkehrenden Züge üben keinen signifikanten
Einfluss auf die betrachtete Zugfahrt mehr aus.
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Abbildung 8.1: Konvergenz von Kennwerten bei steigender Beeinflussungszeit
Ein allgemeiner Zusammenhang zwischen der Anzahl der Aktivitäten „Konfliktlösung“ und der ge-
wählten Beeinflussungszeit kann nicht getroffen werden, da dieser zu sehr vom jeweils betrachteten
Fahrplan abhängt. Ein starker Anstieg der Kantenanzahl tritt jedoch immer dann ein, wenn bei Takt-
fahrplänen die vorherigen Taktlagen in das betrachtete Intervall fallen.
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8.1.2 Betrachtete stochastische Vorgehensweisen
Durch eine sequentielle Betrachtung der Verspätungsübertragung ergeben sich drei Verfahren, welche
sich hinsichtlich des Rechenaufwands sowie der Anzahl betrachteter Zuginteraktionen unterschei-
den. Allen Ansätzen ist gemein, dass die Möglichkeit zum Reihenfolgetausch bei Folgeverspätungen
erster Ordnung berücksichtigt wird und dass Folgeverspätungen höherer Ordnung näherungsweise in
die Berechnung eingehen. Durch die Vernachlässigung von Bedingungen können Folgeverspätungen
höherer Ordnung in Kombination mit Reihenfolgewechseln jedoch in keinem Verfahren vollkommen
exakt betrachtet werden.
Nachfolgend wird jeweils die Verspätung V bj ermittelt, mit welcher die „Bedienung“ des Referenzzu-
ges j beginnt. Dieser Zug konkurriert mit den möglichen Konfliktpartnern k 2 ~TR;j . Die Gesamtzahl
der Züge inklusive des Referenzzuges j wird als nT bezeichnet. Da eine „asymmetrische“ Beeinflus-
sungszeit zulässig ist, wird auch nicht gefordert, dass für einen Zug k 2 ~TR;j zugleich auch j 2 ~TR;k
gelten muss. Durch diese Möglichkeit, dass Zwei-Zug-Modell nur „einseitig“ anzuwenden, kann ohne
Genauigkeitsverlust die Zahl der Abhängigkeiten im Aktivitätengraphen verringert werden. Im Detail
stellen sich die drei möglichen Verfahren wie folgt dar:
1. Verfahren
Alle Zugpaare n und n   1, welche sich aus der planmäßigen Reihenfolge innerhalb der vereinig-
ten Menge j [ ~TR;j ergeben, werden unter Anwendung des Zwei-Zug-Modells gemäß Kapitel 5.2.7
abgearbeitet. Die unbedingte Verspätung nach etwaiger Übertragung einer Folgeverspätungen dient
als Eingangsgröße in die nächste Verspätungsübertragung.
In Abbildung 8.2 ist das Verfahren in Form eines Aktivitätengraphen aufbereitet. Die – zunächst
umständliche erscheinende – Darstellung in Anlehnung an eine Matrix ist bewusst gewählt worden,
um die Interpretation „Zug Zeile nach Interaktion mit Zug Spalte“ zu ermöglichen. Die korrespondie-
rende Verspätung des Zuges n im Netzknoten sn nach Anwendung der Aktivität R mit dem Konflikt-
partnerm lautet V bmn;sn (vgl. Kapitel 5.2.7).
Zur Erleichterung der Lesbarkeit wird in diesem Kapitel 8.1 die Notation V b(n;m) gleichbedeutend
verwendet, um den Zusammenhang zur Darstellung als Element der Matrix herzustellen. Die initiale
Verspätung bei Erreichen des Systems gleicht dann V b(n;0) = V
e
sn . Analog wird der Zustand (n;sn;bm)
nachfolgend zu (n;bm) verkürzt.
Der Referenzzug j wird im Graphen durch den Zug 5 repräsentiert. Die potentiellen Konfliktzüge
sind durch die Menge ~TR;5 = f1; 2; 3; 4; 6; 7g beschrieben. Alle notwendigen Eingangsgrößen in eine
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Aktivität liegen immer dann vor, wenn die „Matrix“ zeilenweise von links nach rechts abgearbeitet
wird. Die gesuchte Verspätung bei Beginn der Bedienung V bj ist durch den fett dargestellten Zustand
symbolisiert. In grau dargestellt sind die Aktivitäten „zwischen“ den Zügen 1 : : : 7, welche sich zwar
aus der jeweiligen Vorgehensweise ergeben, die allerdings nicht in die Berechnung von V bj eingehen.
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Abbildung 8.2: Erste Vorgehensweise zur Abbildung von Folgeverspätungen höherer Ordnung
Es wird unterstellt, dass keine Interaktion des Referenzzuges j mit seinem Nachnachfolger j + 2
oder späteren Zügen, auch wenn diese Züge planmäßig innerhalb der Beeinflussungszeit verkehren,
eintritt. Ebenfalls vernachlässigt werden Folgeverspätungen erster Ordnung bei Reihenfolgewechseln
unter den planmäßigen Vorgängerzügen, da beispielsweise nie eine direkte Aktivität zwischen einem
Zug n  2 und einem Zug n vorliegt.
Bei der Abarbeitung der Aktivitäten genügt jeweils eine „einseitige“ Anwendung des Zwei-Zug-
Modells für alle Züge k < j zur Bestimmung der Verspätung des planmäßig folgenden Zuges.
Abschließend hat eine Anwendung zwischen der Aktivität mit den Eingangsgrößen V b(j;j 1) und V
b
(j+1;0)
zur Bestimmung der Verspätung des planmäßig vorhergehenden Zuges zu erfolgen.
Folgeverspätungen höherer Ordnung werden prinzipiell übertragen, allerdings nur mittels unbedingter
Zufallsgrößen unter Vernachlässigung notwendiger Bedingungen: So müsste in die Verspätungsüber-
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tragung zwischen (2;b1) und (3;b0) eigentlich die Verspätung V(2;b1)jE1;2O;1 (zwischen Zug 1 und 2 findet
kein Reihenfolgetausch statt, vgl. Definition in Kapitel 5.2.7) eingehen, da nur dann eine Folgever-
spätung zweiten Grades von 1 auf 3 und eine Folgeverspätung ersten Grades von 2 auf 3 übertragen
wird. Aber selbst wenn die bedingte Zufallsgröße V(2;b1)jE1;2O;1 als Eingangsgröße in die Verspätungs-
übertragung zwischen (2;b1) und (3;b0) genutzt würde, wäre die „zweiseitige“ Bedingung
V(1;b0)   b12   h12  V(2;b0)  V(3;b0) + b23 + h23
innerhalb der Aktivität nicht beachtet. (Vereinfacht ohne Dispositionsbelegungszeiten und Verfrühun-
gen formuliert.) An dieser Stelle wird die Schwierigkeit der Formulierung deutlich, denn für Aktivi-
täten, welcher an späterer Stelle in der Berechnung folgen, werden diese Randbedingungen immer
umfangreicher.
2. Verfahren
Das zweite Verfahren zielt darauf ab, auch möglichst viele Folgeverspätungen höheren Grades zu
übertragen. Dabei werden jedoch Randbedingungen über die Zugreihenfolge vernachlässigt, so dass
allein unbedingte Verteilungsfunktionen als Ein- und Ausgangsgrößen der Aktivität R dienen.
Für jeden Zug n wird in der planmäßigen Reihenfolge die unmittelbare Interaktion mit allen Zügen
m < n   1 berechnet. Als Eingangsgrößen dienen jeweils die Verspätung V(m;b0) sowie ab der zwei-
ten Aktivität die Verspätung V(n;bm 1) als Ergebnis der vorhergehenden Aktivität. Zur Abbildung von
Folgeverspätungen höherer Ordnung bei Erhalt der planmäßigen Reihenfolge wird die Verspätungs-
übertragung zwischen dem Zug n und dem Zug n   1 näherungsweise mit den Eingangsgrößen
V(n 1;bn 2) und V(n;bn 2) betrachtet. Die daraus resultierende Zufallsgröße V(n;bn 1) geht schließlich
in der Interaktion mit allen Zügenm > n ein, wobei die identische Vorgehensweise wie für die Züge
m < n 1 angewendet wird. Abhängig von der gewählten Beeinflussungszeit „nach“ der betrachteten
Zugfahrt j werden damit auch approximativ die Folgeverspätungen ersten Grades abgebildet, welche
aus einem Reihenfolgetausch mit dem planmäßigen Nachnachfolger oder noch später verkehrenden
Zügen resultieren.
Zum besseren Verständnis ist die Vorgehensweise in Abbildung 8.3 analog zur Abbildung 8.2 dar-
gestellt. Um eine Lesbarkeit herzustellen, werden in der Abbildung mehrere Kanten des Graphen zu
einer Kante gebündelt und mit „Abzweigen“ dargestellt.
3. Verfahren
Abweichend von den bisherigen Verfahren wird in der dritten Vorgehensweise in Teilen von bedingten
Zufallsgrößen Gebrauch gemacht, um die Zusammenhänge etwas besser zu approximieren. Dazu wird
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Abbildung 8.3: Zweite Vorgehensweise zur Abbildung von Folgeverspätungen höherer Ord-
nung
für jeden Zug n die Interaktion mit den zwei Vorgängern n 1 und n 2 (sofern vorhanden) betrachtet.
Deren Verspätungen werden jedoch nicht durch unbedingte Zufallsgrößen beschrieben, sondern es
werden die Oberfälle differenziert, welche sich aus der Verspätungsübertragung zwischen n  2 und
n   1 ergeben. Wie in Kapitel 5.1 bereits skizziert wird dazu von der Attributierung einzelner Pfade
mit Eintrittswahrscheinlichkeiten Gebrauch gemacht.
Bestehen mindestens zwei Vorgänger des Zuges n, so werden die Konfliktlösungen mit den Eingangs-
größen V(n;b0) und V(n 1;bn 2)jEn 2;n 1O;1 sowie V(n;b0) und V(n 2;bn 1)jEn 2;n 1O;2 berücksichtigt, welche
ihrerseits zu acht bedingten Zufallsgrößen führen, von denen vier Zufallsgrößen die Verspätung des
Zuges n beschreiben. Es werden also nicht alle 3! = 6 Permutationen sondern nur „einfache“ Rei-
henfolgewechsel abgebildet, so dass eine fixe Position des Vorvorgänger unterstellt wird. Aus der
Multiplikation der Eintrittswahrscheinlichkeit des jeweiligen Oberfalls zwischen n und n   1 bzw.
zwischen n und n  2mit der Eintrittswahrscheinlichkeit der Oberfälle En 2;n 1O;1 bzw. En 2;n 1O;2 folgt
die Wahrscheinlichkeit, dass einer der vier Fälle eintritt. Diese Vorgehensweise schränkt zugleich
dahingehend ein, dass maximal die Verspätungsübertragung zwischen dem Zug n mit seinem plan-
mäßigen Nachnachfolger n+ 2 betrachtet wird.
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Bestehen mehr als zwei planmäßige Vorgänger, so könnte als erster Zug des betrachteten Tripels auch
ein Zug n m mitm > 2 verkehren. Es wird angenommen, dass dieser maximal mit der Verspätung
des Zuges n 2 im Falle eines Reihenfolgetauschs von n 2 und n 1 verkehrt. Die korrespondierende
Eintrittswahrscheinlichkeit Pr
 
En 2;n 1O;2

wird entsprechend um die vernachlässigten Kombinatio-
nen aus dem Tripel n  1 bis n  3 erhöht, um den Satz der totalen Wahrscheinlichkeit zu erfüllen.
Aus der Beschreibung ist einerseits ersichtlich, dass der Rechenaufwand gegenüber den beiden ande-
ren Verfahren wesentlich zunimmt, obgleich weiterhin nur eine näherungsweise Berücksichtigung der
mehr als einfachen Bedingungen erfolgt.
Wiederverwendbarkeit von Zwischenergebnissen
Bei allen drei Verfahren ergibt sich die Möglichkeit, Zwischenergebnisse der Berechnung von V bj
zur Berechnung von planmäßig später verkehrenden Zügen erneut zu nutzen. Anhand der Abbildun-
gen 8.2 und 8.3 wird dies leicht ersichtlich, denn um beispielsweise die Verspätung V b7 zu bestimmen,
sind jeweils nur die Zustände der beiden letzten „Zeilen“ zusätzlich zu berechnen.
8.1.3 Ableitung von zu untersuchenden Situationen
Um eine realistische Bewertung der geschilderten Vorgehensweisen zu gewährleisten, werden aus
einem tatsächlichen Netzfahrplan die relevanten Eingangsgrößen für mögliche Folgeverspätungen
aus Belegungskonflikten abgeleitet, so dass sich beispielhafte Bediensysteme inklusive realistischer
Mindestzugfolgezeiten ergeben. Die Verspätungsverteilungen der Züge entsprechen jenen Größen,
mit denen praktische Anwendungen des an Realdaten kalibrierten Modells durchgeführt wurden.
Versteht man den Belegungsgrad (abweichend von der Standarddefinition gemäß [Int04]) näherungs-
weise als Quotient aus Mindestzugfolgezeitensumme bei planmäßiger Reihenfolge der Züge und
gewählter Beeinflussungszeit, so weisen die abgeleiteten Bediensysteme einen mittleren Belegungs-
grad von  = 0; 095 bei einer Standardabweichung von  = 0; 083 auf. Der Erwartungswert einer
Verspätung beläuft sich auf 1; 86min: und die mittlere Verspätungswahrscheinlichtkeit beträgt 0; 45.
Aus der Gesamtmenge aller abgeleiteten Bediensysteme wird eine repräsentative Untermenge von
rund 80 Bediensystemen unter Beachtung der genannten Kennwerte ausgewählt, wobei die Zugzahl
auf nT = 8 beschränkt wird. Diese Begrenzung ergibt sich aus der Vorgehensweise zur Berechnung
der Referenzgrößen.
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Kombinatorisches Ersatzsystem
Wie eingangs geschildert ist eine exakte Konfliktlösung nur möglich, wenn eine deterministische Aus-
gangssituation vorliegt. Um Vergleichsrechnungen durchführen zu können, ist daher eine mehrdimen-
sionale Diskretisierung vorzunehmen, in deren Rahmen die Verteilungsfunktionen der Zufallsgrößen
(V ej und V
e
k mit k 2 ~TR;j) in Stichproben mit einem jeweiligen Umfang von nS Elementen überführt
werden.
Zur Anwendung kommt die Inversionsmethode1, welche auf dem Simulationslemma beruht. Die-
ses besagt, dass mittels Standard-Zufallszahlengeneratoren aus einer gleichverteilten Zufallsvaria-
ble unter Anwendung der Quantilsfunktion eine Zufallsgröße mit einer anderen Verteilungsfunktion
abgleitet werden kann. Bei diesem Schritt tritt zwangsläufig eine Abweichung zwischen der tatsäch-
lichen Zufallsgröße und der korrespondierenden Stichprobe auf, welche mit steigendem nS jedoch
fällt.
Für jedes zu betrachtende Bediensystem ergeben sich damit (nS)
nT zu berücksichtigende Kombina-
tionen. Zwar kann durch einen geschickten Berechnungsablauf die tatsächlich zu betrachtende Zahl
an Ausgangssituationen gesenkt werden, indem von Untermengen Gebrauch gemacht wird, jedoch
ist der Aspekt der notwendigen Rechenzeit nicht zu vernachlässigen. Für nT = 8 treten 5; 96  1016
mögliche Kombinationen auf, dies entspricht rund 59605 Billionen notwendigen Sortiervorgängen.
Bezug zur Monte-Carlo-Simulation
Eine Motivation, die Verspätungsfortpflanzung auf Grundlage von Verteilungsfunktionen statt mittels
Monte-Carlo-Simulationen durchzuführen, liegt darin, dass eine höhere Berechnungsgeschwindig-
keit erzielt werden kann. Im Vergleich der hier betrachteten Vorgehensweise mit einer Monte-Carlo-
Simulation ist jedoch ein weiterer Aspekt nicht zu vernachlässigen:
Selbst wenn alle (125)nT möglichen Kombinationen von Eingangsgrößen bei der deterministischen
Konfliktlösung vollständig in Betracht gezogen werden, ist weiterhin eine Abweichung vom exak-
ten Ergebnis zu erwarten, da bereits die generierten Stichproben Ungenauigkeiten gegenüber den
zugrundeliegenden Verteilungsfunktionen aufweisen. Die Ungenauigkeit, welche bei Anwendung
einer Monte-Carlo-Simulation entsteht, ist allerdings noch erheblich größer, da in einer Monte-Carlo-
Simulation nur eine geringe und zufällig gewählte Untermenge der (125)nT Kombinationen von Ein-
gangsgrößen überhaupt betrachtet wird.
1Anschaulich wird die Ordinate diskretisiert während in Kapitel 7.4 eine Diskretisierung der Abszisse erfolgt.
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Während die Fortpflanzungsrechnung auf Grundlage von Verteilungsfunktionen etwaige Nachteile
durch die unvollständige Problemformulierung aufweist, leidet die Monte-Carlo-Simulation unter
Ungenauigkeiten, welcher aus der Diskretisierung der Verteilungsfunktionen und der alleinigen Betrach-
tung von Teilmengen der sich daraus ergebenden Menge von Eingangsgrößen ergeben.
Genutzte Fehlermaße
Bei Nutzung von nS = 75 Realisierungen je Stichprobe beträgt die mittlere absolute Abweichung der
Mittelwerte der Stichproben von den Erwartungswerten der überführten Zufallsgrößen nach (4.22)
jej = 0; 152 min:. Erhöht man die Zahl der Realisierungen auf nS = 125, so tritt weiterhin eine
Abweichung von jej = 0; 082 min: ein. In der Regel ist dabei der Mittelwert der Stichprobe klei-
ner als der Erwartungswert zu zugrundeliegenden Verteilungsfunktion, da die großen Realisierungen
verloren gehen. Als Maß für die Güte der drei Verfahren scheidet ein Vergleich von Mittelwert der
Stichprobe von Verspätungen des Referenzzuges j nach Lösung der Konflikte und Erwartungswert
der Verteilungsfunktion des Referenzzuges j zu Beginn der Bedienung daher aus.
Stattdessen werden die absoluten Abweichungen zwischen der relativen Summenhäufigkeit der Stich-
proben und den korrespondierenden Verteilungsfunktionen gemäß (4.20) genutzt, wobei für die betrach-
teten Argumente T = f0; 1; 2; 3; 4; 5; 6; 10g gilt. Je Bediensystem b und gewählter Anzahl an Kom-
binationen nS wird eine mittlere absolute Abweichung jeF j(b; nS) und ergänzend eine maximale
absolute Abweichung jeF jmax (b; nS) gemäß (4.21) bestimmt. Über alle Bediensysteme werden diese
Größen zu einem Mittelwert der mittleren absoluten Abweichung jeF j(nS), zu einem Mittelwert der
maximalen absoluten Abweichung jeF jmax(nS) sowie zu einer maximalen Abweichung jeF jmax (nS)
zusammengefasst.
Bei der Interpretation der Ergebnisse ist zu bedenken, dass, wie oben bereits für den Erwartungswert
erläutert, die generierten Stichproben eine Abweichung gegenüber den zugrundeliegenden Vertei-
lungsfunktionen aufweisen. Für nS = 125 ergibt sich ein mittlerer absoluter Fehler über alle erzeug-
ten Verteilungsfunktionen von jeF;genj = 0; 007. Eine Aussage, wie sich dieser Fehler bei Aufstellung
bei Durchführung der Konfliktlösung fortpflanzt, kann nicht getroffen werden.
Insgesamt werden für alle abgeleiteten Bediensysteme jeweils fünf Berechnungsläufe auf kombi-
natorischer Basis durchgeführt. Die Anzahl der Elemente in den Stichproben beträgt dabei nS 2
f25; 50; 75; 100; 125g. Aufgrund der verbesserten Approximation der Verteilungsfunktionen durch
die Stichproben bei steigendem nS ist davon auszugehen, dass auch eine Konvergenz der gewählten
Fehlermaße eintritt.
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8.1.4 Bewertung der Vorgehensweisen
Eine Auswertung der durchgeführten Vergleichsrechnungen führt zu vier grundsätzlichen Aussagen
über die drei betrachteten Vorgehensweisen:
1. Es ist bei keinem Verfahren ein Zusammenhang der Berechnungsgüte zum Gesamtverspätungs-
niveau (gemessen als Erwartungswert der Verspätung bei Ankunft am System EV e) erkennbar.
2. Es ist ferner bei keinem der Verfahren eine Abhängigkeit der Berechnungsgüte zur Verspä-
tungswahrscheinlichkeit bei Erreichen des Bediensystems festzustellen.
3. Für nT = 3 liefert das dritte Verfahren die geringsten Fehlermaße, für nT > 3 führt das zweite
Verfahren zu den kleinsten Abweichungen gegenüber den deterministisch ermittelten Verspä-
tungen. (Für nT = 2 sind alle Verfahren identisch.)
4. Der Fehler wächst mit steigendem Belegungsgrad , beim zweiten Verfahren jedoch im gering-
stem Umfang.
Das Diagramm 8.4 bestätigt, dass mit steigender Anzahl von Realisierungen eine Konvergenz der Feh-
lermaße zu erkennen ist. Berücksichtigt man bei der Bewertung der Verfahrensgüte den für nS = 125
vorhandenen Fehler von jeF;genj = 0; 007 in den Eingangsgrößen, so können alle Verfahren als geeig-
net zur Modellierung der Fragestellung betrachtet werden.
Die theoretische Überlegung, dass die Effekte aus vernachlässigten Randbedingungen für die Anwen-
dung vernachlässigt werden, da insbesondere Reihenfolgewechsel eines Zuges über mehrere Positio-
nen äußerst selten auftreten, wird in den Vergleichsrechnungen belegt. Mit Blick auf den notwendigen
Rechenaufwand sowie die beste erzielte Approximationsgüte empfiehlt sich insbesondere das zweite
Verfahren zur Abbildung der Konfliktlösung von mehr als zwei Zügen. Im Aktivitätengraphen stellt
sich die Aktivität R bei mehr als einem Konfliktzug des Referenzzuges j wie abschließend in Abbil-
dung 8.5 illustriert dar.
8.2 Vernachlässigung von Abhängigkeiten
Die zur Verspätungsfortpflanzung notwendigen mathematischen Operationen gemäß Kapitel 5.5.1
verlangen unabhängige Eingangsgrößen. Besteht keine Kenntnis über die Herkunft zweier Zufalls-
größen X1 und X2, so kann deren Unabhängigkeit validiert werden, indem eine gemeinsame Ver-
teilungsfunktion FX1;X2(t1; t2) = Pr (X1  t1; X2  t2) eingeführt wird. Eine Unabhängigkeit ist
gegeben, wenn FX1;X2(t1; t2) = FX1(t1)FX2(t2) gilt, d. h. wenn die gemeinsame Verteilungsfunktion
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Abbildung 8.4: Konvergenz der Fehlermaße bei steigendem Stichprobenumfang
gleich dem Produkt der marginalen Verteilungsfunktionen ist [Lei04]. Im hier betrachteten Kontext
ist zur Prüfung einer gegebenen Unabhängigkeit von Eingangsgrößen jedoch keine Verwendung der
gemeinsamen Verteilungsfunktion erforderlich, sondern es genügt die Evaluierung der Struktur des
Aktivitätengraphen:
Betrachtet man beispielsweise den Aktivitätengraphen aus Abbildung 5.10, so ist festzustellen, dass
zwischen verschiedenen Paaren von Zuständen mehrere Wege bestehen. Ein derartiger Fall ist in
Abbildung 8.6 illustriert. Dabei gehen in die Berechnung jener Folgeverspätung, welche Zug 3 auf
Zug 4 bei Ausfahrt aus Betriebsstelle 8 durch die AktivitätR überträgt, die Verspätungen der Zustände
3;8;d und 4;8;d ein. Folgt man „rückwärts“ den hervorgehobenen Wegen, so ist festzustellen, dass
in diese beiden Verspätungen die Verspätung im Zustand 2;2;a eingeht. Eine Unabhängigkeit der
Eingangsgrößen in die Rechenoperationen, welcher der Aktivität zu Grunde liegen, ist damit nicht
gegeben.
Zur Veranschaulichung des Problems wird vereinfacht unterstellt, dass der Zug 2 im Netzknoten 2
ohne Verspätung beginnt. Tatsächlich besteht dann eine Abhängigkeit der Verspätungen in den Zustän-
den 3;8;d sowie 4;8;d von der effektiven ProzesszeitPL2;1 des Zuges 2 zwischen den Netzknoten 1
und 2. Vernachlässigt man jedoch diese Abhängigkeit (nimmt also eine Unabhängigkeit der zugehö-
rigen Zufallsvariablen bei Berechnung der Folgeverspätung an), so umfassen die Verspätungen in den
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Abbildung 8.5: Darstellung der Aktivität „Einreihen“ bei mehr als einem Konfliktzug
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Abbildung 8.6: Abhängigkeiten im Aktivitätengraph
Zuständen 3;8;d und 4;8;d fälschlicherweise jeweils alle möglichen Realisierungen der (effektiven)
Prozesszeit PL2;1.
Nach einer erweiterten Abgrenzung der Verspätungsfortpflanzung zur stochastischen Netzplantech-
nik in Kapitel 8.2.1 wird in Kapitel 8.2.2 eine Möglichkeit eingeführt, den Fehler aus Verletzung von
Unabhängigkeiten zu ermitteln. Zugehörige Ergebnisse werden abschließend in Kapitel 8.2.3 darge-
stellt und bewertet.
8.2.1 Gegenüberstellung zur stochastischen Netzplantechnik
Eine ähnliche Beschreibung der Abhängigkeiten von Ereignissen wie im hier verwendeten Aktivitä-
tengraphen wird auch in der Netzplantechnik genutzt, beispielsweise zur Anwendung der „CPM –
critical path method“ nach [MM73]. Der kritische Pfad folgt dabei durch die Addition und Maxi-
mumsbildung von Prozesszeiten entlang von Wegen, so dass ermittelt werden kann, welche Abfolge
von Einzelprozessen die Gesamtdauer eines Projekts determiniert.
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Der hier betrachtete Graph weist jedoch zwei maßgebliche Unterschiede zu konventionellen Metho-
den der Netzplantechnik auf. Zum Einen sind die „Dauern“ der Aktivitäten nicht deterministisch,
d. h. die Reihenfolge der Ereignisse ist nicht festgelegt. Zum Anderen können in den hier genutzten
Graphen Kreise auftreten, was in der Netzplantechnik definitionsgemäß ausgeschlossen ist.
Auch in der Netzplantechnik bestehen Verfahren zur Beschreibung stochastischer Netzwerke, z. B.
die „PERT – Program Evaluation and Review Technique“, welche im Gegensatz zum CPM-Netzplan
ereignisorientiert ist und stochastische Vorgangsdauern unterstellt. Um jedoch die angestrebten Aus-
sagen über Länge des kritischen Pfades treffen zu können, sind zur Anwendung jedoch sowohl Ein-
schränkungen der Zufallsgrößen vorzunehmen als auch Annahmen zur Unabhängigkeit der Eingangs-
größen zu treffen. Warum die für PERT-Netzwerke verfügbaren Lösungsansätze nicht auf Probleme
der Verspätungsfortpflanzung übertragbar sind, wird nachfolgend erläutert.
Näherungslösungen in der stochastischen Netzplantechnik
Hängt in einem PERT-Netzwerk der Zeitpunkt des Beginns eines Teilprozesses von mehreren anderen
Teilprozessen ab, so ist eine Maximumsbildung von Zufallsgrößen durchzuführen. Hängen jedoch
einzelne dieser Teilprozesse von der Beendigung der gleichen früheren Teilprozesse ab (vergleich-
bar zur Prozesszeit PL2;1), so wird im Rahmen der Maximumsbildung die notwendige Unabhängig-
keit der Eingangsgrößen verletzt. Die Addition von Zufallsgrößen, welche als zweite Operation zur
Ermittlung der Gesamtprojektdauer in PERT-Netzwerken verwendet wird, bleibt hingegen unberührt,
da die eigentliche Prozessdauer als unabhängige Größe „aufgefaltet“ wird. Zum Umgang mit ver-
letzten Unabhängigkeiten in der stochastischen Netzplantechnik bestehen zwei grundsätzliche Vorge-
hensweisen:
 Die tatsächliche Verteilungsfunktion des Maximums zweier Zufallsgrößen X1 und X2 liegt
innerhalb nachfolgender Schranken.
FX1(t)  FX2(t)  FmaxfX1;X2g(t)  min fFX1(t); FX2(t)g
Dabei bezeichnet min fFX1(t); FX2(t)g das punktuelle Minimum beider Verteilungsfunktio-
nen. Sind die Eingangsgrößen abhängig voneinander, so liefert das Produkt FX1(t)  FX2(t)
jedoch nicht das Maximum. Für eine weitere Diskussion der Schranken dieses populären Pro-
blems wird auf diverse Quellen [Dod85] [EPW67] [Kle71] verwiesen.
 Auf einzelnen Kanten des Graphen sind die zufälligen Prozessdauern in Stichproben zu diskre-
tisieren, während die anderen Prozesszeiten weiterhin als Zufallsgrößen modelliert werden. Für
alle Kombinationen der Realisierungen erfolgt eine Berechnung der Ergebnisse. Diese werden,
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gewichtet mit den jeweiligen Eintrittswahrscheinlichkeiten, zu einem Gesamtergebnis zusam-
mengeführt.
Werden die Kanten im Graphen sinnvoll gewählt, geling es, die stochastischen Abhängigkeiten
zwischen den Eingangsgrößen zu eliminieren. Dieser Ansatz ist in umfangreichen Graphen
durch die zusätzliche Zerlegung in Teilnetze zu ergänzen, um die Problemgröße zu reduzieren.
Beispiele zu dieser Vorgehensweise sind unter anderem in [SPS79] und [Gar72] zu finden.
In [O’C07] erfolgt ein anschaulicher Vergleich von Komplexität und Ergebnisgüte beider Verfahren.
Zusammenfassend ist festzuhalten, dass zwischen einer Ungenauigkeit des Ergebnisses durch allei-
nige Betrachtung von oberen und unteren Schranken sowie einer deutlichen Erhöhung des Rechen-
aufwandes durch Zerlegung in Teilnetze und Diskretisierung der Prozesszeiten abgewogen werden
muss, um dem Problem abhängiger Eingangsgrößen entgegenzutreten. Vor diesem Hintergrund wird
in [Gru03] und [GBB92] empfohlen, eine Formulierung mittels PERT grundsätzlich nur zu wählen,
falls deterministische Formulierungen (inkl. Monte-Carlo-Simulationen) unmöglich sind.
Wirkung von Reservezeiten und Pufferzeiten
Zur Vervollständigung ist noch ein weiterer Unterschied zwischen Graphen zur Verspätungsfortpflan-
zung und PERT-Netzwerken festzuhalten, welcher die Konsequenzen verletzter Unabhängigkeiten
(und damit auch die Gültigkeit der zuvor genannten Empfehlungen) für den hier betrachteten Anwen-
dungzweck erheblich abmildert: Während bei der Ermittlung der stochastischen Projektdauer entlang
des kritischen Pfades allein die Prozesszeiten von Teilprozessen addiert bzw. per Maximumsbildung
verknüpft werden, erfolgt bei der Verspätungspropagation eine Reduktion von Verspätungen durch
Reservezeiten sowie eine Dämpfung der Verspätungsübertragung durch Pufferzeiten.
Vereinfachend sei angenommen, die Verteilungsfunktion der effektiven ProzesszeitPL2;1 aus dem in
Abbildung 8.6 eingeführten Beispiel sei eine Treppenfunktion, welche allein die ganzzahligen Rea-
lisierungen pL2;1 2 f1; 2; 3; 4; 5g Minuten annimmt. Diese entsprechen zugleich der Ankunftsver-
spätung des Zuges 2 im Netzknoten 2, welche sich in die Zustände 3;8;d und 4;8;d fortpflanzt.
Zunächst wird unterstellt, alle Prozesszeiten entlang der Wege von 2;2;a nach 3;8;d sowie von 2;2;a
nach 4;8;d seien unabhängig von der Verspätung beim jeweiligen Prozessbeginn und es lägen keine
Reservezeiten entlang der Wege vor. Ferner wird angenommen, innerhalb der involvierten Anschlüsse
beständen keine Pufferzeiten und keine maximale Wartezeit, so dass der Anschluss unabhängig von
der Zubringerverspätung immer gehalten wird.
Die möglichen Eingangsgrößen in die Berechnung der Aktivität Q(3;8;d);(4;8;d) können dann durch
alleinige Addition ermittelt und alsMenge Vd3;8 =

_1; _2; _3; _4; _5
	
sowie als Menge Vd4;8 =

1; 2; 3; 4; 5
	
zusammengefasst werden. Eine Vernachlässigung der geforderten Unabhängigkeit bedeutet unter
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diesen Randbedingungen, dass die Auswirkung der Realisierung eines Elements von pL2;1 in der
einen Menge fälschlicherweise mit allen fünf Elementen der anderen Menge statt nur mit dem korre-
spondierenden Element betrachtet wird. Geht beispielsweise _3 in die Aktivität Q(3;8;d);(4;8;d) ein, so
dürften die Elemente

1; 2; 4; 5
	
nicht betrachtet werden. Daraus resultieren anschaulich betrachtet
2  5  4 = 40 falsche Kombinationen von Eingangsgrößen bei der Bestimmung der Folgeverspätung.
Für die Ermittlung von V d3;8 ist dies in Abbildung 8.7 dargestellt.
Δ ∈p { 1, 2, 3, 4, 5 }
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V { 1, 2, 3, 4, 5 }∈
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V {         . . .         }∈
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Abbildung 8.7: Kombinationen von Eingangsgrößen bei abhängigen Eingangsgrößen
Ergänzend wird nun eine Summe der Reservezeiten auf dem Pfad von 2;2;a nach 3;8;d von drei
Minuten und auf dem Pfad von 2;2;a nach 4;8;d von zwei Minuten unterstellt, während die Annah-
men zu den Anschlüssen unverändert bleiben. Ein verfrühtes Verkehren ist ausgeschlossen. Damit
ergeben sich als mögliche Eingangsgrößen in die betrachtete Konfliktlösung die Mengen

_0; _1; _2
	
sowie

0; 1; 2; 3
	
, was einer Gesamtsumme von 5  2 + 5  3 = 25 möglichen fehlerhaften Paaren
entspricht. Geht man davon aus, dass die ursprüngliche Treppenfunktion eine gewisse Ähnlichkeit
zu einer Verspätungsverteilung aufweist, so treten die hohen Realisierungen mit geringerer Wahr-
scheinlichkeit auf. Dies bedeutet auch, dass Verspätungen, welche nicht vollständig durch Reserve-
zeiten kompensiert werden, in der Regel mit weitaus kleinerer Wahrscheinlichkeit eintreten. Daraus
lässt sich abschließend schlussfolgern, dass auch die Eintretenswahrscheinlichkeit „falscher Paare“
wesentlich geringer als die Eintretenswahrscheinlichkeit korrekter Kombinationen ist.
Die Existenz von Reservezeiten und Pufferzeiten im Aktivitätengraphen entschärft das Problem ver-
nachlässigter Abhängigkeiten also enorm. Jedoch zeigt sich bereits bei Überlegungen zur Einführung
einer maximalen Wartezeit für die Anschlüsse oder zur Nutzung bedingter Prozesszeiten, dass eine
geschlossene Formulierung zur Bewertung des Fehlers nicht möglich ist.
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8.2.2 Ermittlung des Fehlers durch Monte-Carlo-Sampling
Zur Bestimmung des Fehlers, welcher aus einer Vernachlässigung der notwendigen Unabhängigkeit
bei der Betrachtung der Verspätungsfortpflanzung resultiert, scheidet eine Nutzung des ersten oben
für PERT-Netzwerke genannten Ansatzes aus. Denn im Gegensatz zu diesen treten bei der Verspä-
tungsfortpflanzung abhängige Eingangsgrößen auch bei der Durchführung bedingter Faltungen auf,
wie beispielsweise in Kapitel 5.2.8 zu erkennen ist. Stattdessen wird unter Berücksichtigung der spe-
zifischen Randbedingungen ein in [O’C07] dargestelltes Verfahren, welches dem zweiten Ansatz für
die stochastische Netzplantechnik ähnelt, so adaptiert, dass es auf die hier verwendeten Aktivitä-
tengraphen angewendet werden kann. In der Literatur ist diese Vorgehensweise als „Monte-Carlo-
Sampling“ bekannt.
Das Verfahren sieht vor, die Verteilungsfunktion ausgewählter Zufallsgrößen in Stichproben zu zerle-
gen (vgl. Inversionsmethode in Kapitel 8.1.3) und für jedes Element der Stichprobe einen Berech-
nungslauf durchzuführen, in welchem dieser als DIRAC-Verteilung berücksichtigt wird. Wird die
Überführung in Stichproben für sinnvoll gewählte Eingangsgrößen vorgenommen, so gehen diese
in die jeweiligen Berechnungsläufe nur als deterministische Größen ein, so dass keine Verletzung der
notwendigen Unabhängigkeit vorliegt. Die Ergebnisse aller Berechnungsläufe werden abschließend
mit der jeweiligen Eintrittswahrscheinlichkeit eines Stichprobenelements multipliziert und aufsum-
miert (Satz der totalen Wahrscheinlichkeit), um daraus auf das Gesamtergebnis zu schließen. Dieses
Gesamtergebnis kann als Resultat ohne Fehler aus verletzten Unabhängigkeiten interpretiert werden.
Abbildung 8.8 stellt den bereits bekannten Graphen derart dar, dass die vier Zustände, in deren
Berechnung abhängige Eingangsgrößen eingehen, hervorgehoben sind. Außerdem hervorgehoben ist
die Aktivität L2;1, welche allein die Verspätung im Zustand 2;2;a bestimmt, von welcher alle betrof-
fenen Berechnungen abhängig sind.
Abbildung 8.8: Berechnung von Zuständen mit unerfüllter Unabhängigkeit
Für verschiedene Kombinationen von realitätsnahen Eingangsgrößen (Prozesszeiten, Reservezeiten,
Wartezeiten, Mindestübergangszeiten sowie Mindestzugfolgezeiten) wird jeweils der gesamte Akti-
vitätengraph inklusive der hellgrau dargestellten Bereiche abgearbeitet. Dabei wird zum Einen eine
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stochastische Abbildung der Prozesszeit PL2;1 angewandt, aus der beispielsweise die Verteilungsfunk-
tion FV^ d4;8(t) resultiert. Zum Anderen erfolgen für jede Kombination von Eingangsgrößen jeweils 95
weitere Berechnungsläufe, deren Gesamtheit die Zufallsgröße PL2;1 wie oben beschrieben als Stich-
probe abbildet. Durch Zusammenführung der 95 Einzelergebnisse folgt dann beispielsweise die kor-
respondierende Verteilungsfunktion FV d4;8(t).
8.2.3 Bewertung des Fehlers aus vernachlässigten Abhängigkeiten
Durch Vergleich der Verteilungsfunktionen, welche sich für die Verspätungen zu den vier relevan-
ten Zuständen durch das oben beschriebene Vorgehen einerseits und durch eine Abbildung von PL2;1
als Verteilungsfunktion andererseits ergeben, kann der Fehler aus Verletzung der Unabhängigkeiten
näherungsweise ermittelt werden. Bei der Interpretation sollte bedacht werden, dass die mit beiden
Verfahren erzielten Ergebnisse einer gewissen Ungenauigkeit unterliegen. So wird das mittels abge-
wandeltem Monte-Carlo-Sampling ermittelte Resultat durch die Anwendung der Inversionsmethode
verfälscht, während die unter Vernachlässigung der Unabhängigkeit berechneten Ausgangsgrößen
durch die Anwendung der Parameterreduktion gemäß Kapitel 7.3 beeinflusst werden.
Abbildung 8.9 zeigt den Zusammenhang zwischen dem Fehler des Erwartungswertes der Verspätun-
gen in den vier betrachteten Zuständen, beispielsweise e;V d4;8 = V d4;8   V^ d4;8 , und dem Umfang der
Reserve- und Pufferzeiten entlang der betrachteten Pfade.
Wie aus der zuvor angestellten Überlegung bereits zu erwarten war, sinkt der Fehler aus Verletzung
der Unabhängigkeit bei wachsender Summe aus Reserve- und Pufferzeiten, welche die „gemeinsame“
Verspätung, aus der die Abhängigkeit resultiert, reduzieren.
Der mittlere Fehler über die Verspätungen in den vier betrachteten Zuständen und über alle Kombina-
tionen von Eingangsgrößen beträgt schließlich e =  0; 013 min: bzw. eF = 0; 0024 gemäß (4.20)
mit T = f0; 1; 3; 5g. Da jedoch auch bei geringen Reservezeiten offensichtlich nur ein geringer Feh-
ler entsteht, kann davon ausgegangen werden, dass eine Vernachlässigung von Abhängigkeiten im
Aktivitätengraph keinen nennenswerten Einfluss auf die Aussagekraft der Ergebnisse in praktischen
Fragestellungen hat.
8.3 Vernachlässigung von Bedingungen
Als besonderer Aspekt der verletzen Unabhängigkeit von Eingangsgrößen, welche im vorangegan-
genen Kapitel 8.2 diskutiert wurde, soll in diesem Kapitel gesondert auf die Vernachlässigung von
Bedingungen eingegangen werden. Eine ignorierte Abhängigkeit wird hier gesondert als Vernachläs-
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Verspätung in Zustand v
(3, 8, d)
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Abbildung 8.9: Mittlerer Fehler des Erwartungswertes der Verspätung in den vier Zuständen
sigung bezeichnet, wenn bei der Verkettung einzelner Aktivitäten eine bestehende Kenntnis über die
gegenseitige Lage von Zügen nicht berücksichtigt wird – entweder, um die Berechnung effizienter zu
gestalten oder da eine vollständige Formulierung der Randbedingungen nicht möglich ist.
Im Gegensatz zur Fragestellung von Kapitel 8.1 handelt es sich dabei nicht um ein Formulierungs-
problem von einer Aktivität mit mehr als zwei Eingangsgrößen, sondern um die Abfolge mehrerer
Aktivitäten, zwischen denen ein enger Zusammenhang besteht. Insbesondere betroffen sind solche
Bereiche des Aktivitätengraphen, welche zum Abschluss von Kapitel 5.3.4 dargestellt wurden, näm-
lich Sequenzen aus Konfliktlösung, verkehrlichen Halten beider Züge und erneuter Konfliktlösung
bei Ausfahrt auf die Strecke.
Anhand eines weiteren Beispiels wird nachfolgend eingeführt, warum die Verkettung von Aktivitä-
ten unter vollständiger Berücksichtigung von Bedingungen nicht sinnvoll möglich ist. Anschließend
erfolgt die Einführung einer Näherungslösung, welche eine etwas bessere Beschreibung der betrieb-
lichen Zusammenhänge ermöglicht. Abgeschlossen wird das Kapitel durch eine Bewertung des ent-
stehenden Fehlers bei Nutzung verschiedener Vorgehensweisen zur Handhabung des Problems.
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8.3.1 Herausforderungen bei der Formulierung
Der Aktivitätengraph sieht vor, dass zwei Züge i und j ab s die gleiche Strecke nach s + 1 befahren.
Dort halten beide Züge planmäßig und fahren anschließend auf die identische Strecke aus. Wenn in
s+ 1 keine planmäßige Überholung erfolgt, entspricht diese Situation dem in Abbildung 5.13 darge-
stellten Fall. Zur Vereinfachung der weiteren Formulierung werden folgende Annahmen getroffen:
 Die jeweiligen Prozesszeiten „Fahren“ und „Halt“ sind unabhängig von der Verspätung bei
Prozessbeginn.
 Zwischen s und s+ 1 ist nur jeweils eine Prozesszeit „Fahren“ zu berücksichtigen.
 Es ist keine Mindestverspätung bei Abfahrt relevant.
 Verfrühte Ankünfte an den beiden Bediensystemen werden nicht gesondert behandelt, der Unter-
fall ER;3 aus Kapitel 5.2.6 entfällt.
 Dispositionsbelegungszeiten sind nicht zu beachten.
Der Zug j verkehrt in beiden Bediensystemen planmäßig an zweiter Stelle. Nachfolgend stellen bn;Rij ,
hnij sowie h
n
ji die planmäßigen Pufferzeiten bzw. die Mindestzugfolgezeiten am n-ten System dar.
Zur Vereinfachung der Notation werden außerdem die unbedingten Verspätungsentwicklungen auf
der Strecke und im Halt zu einer unabhängigen Zufallsgröße Pi = PLi + P
H
i bzw. Pj =
PLj +P
H
j zusammengefasst. Für die Verspätung des zweiten Zuges nach Bedienung am zweiten
System ergibt sich damit beispielhaft folgender Wert:
V 2;bj =
8<:V
2;e
i   b2;Rij wenn b2;Rij < V 2;ei   V 2;ej  b2;Rij + h2ij ,
V 2;ej sonst.
Stellt man den Zusammenhang zum ersten Bediensystem her, so folgt daraus:
V 2;bj =
8<:V
1;b
i +Pi   b2;Rij wenn b2;Rij < V 1;bi +Pi   V 1;bj  Pj  b2;Rij + h2ij ,
V 1;bj +Pj sonst.
Wird nun die Kenntnis über die Bedienreihenfolge am ersten Bediensystem in die Fallunterscheidung
integriert, um die Bedingungen vollständig zu berücksichtigen, so entsteht bereits eine sehr unüber-
sichtliche Berechnungsvorschrift. Bei einer Zusammenfassung der Oberfälle (ohne Verfrühungen)
wie im Kapitel 5.2.7 eingeführt, ergeben sich insgesamt 32 = 9 Unterfälle (jeweils Konfliktfreiheit,
zweiter Zug erleidet Folgeverspätung, erster Zug erleidet Folgeverspätung). Beispielhaft wird nach-
folgend der vergleichsweise einfache Fall dargestellt, dass der Zug i an beiden Bediensystemen vor
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dem Zug j verkehrt und am zweiten Bediensystem eine Folgeverspätung überträgt. Für den Zug j
ergibt sich folgende Verspätung:
V 2;bj jE1R;1; E2R;2 = V 1;ei +Pi   b2;Rij
mit b2;Rij < V
1;e
i +Pi   V 1;ej  Pj  b2;Rij + h2ij
und V 1;ei   V 1;ej  b1;Rij
Die Aufstellung der korrespondierenden Verteilungsfunktion erfordert die Ausführung einer Mehr-
fachintegration. Es wird ersichtlich, dass zur Durchführung der zweiten Aktivität „Konfliktlösung“
die gesamten Pfade ab Eintreten der Bedingungen im Rahmen der ersten Aktivität „Konfliktlösung“
in die Berechnungsvorschrift zu integrieren sind. Dies bedeutet, dass die aus Gründen der Modellie-
rung gewählte Entkopplung der einzelnen Aktivitäten verloren ginge. Für ein Simulationsverfahren
stellt dies einen erheblichen Nachteil dar, insbesondere wenn man bedenkt, dass das hier genutzte
Beispiel noch sehr einfacher Art ist. In der Konsequenz sind näherungsweise Beschreibungen zu ver-
wenden, welche auf die Verschränkung der Berechnungsvorschriften verzichten. Dazu kommt sowohl
eine völlige Vernachlässigung der Kenntnis über die Bedingungen als auch eine Erweiterung des Akti-
vitätengraphen um parallele Pfade in Frage. Ein solches Vorgehen wird im nachfolgenden Kapitel ein-
geführt, bevor anschließend eine Ermittlung und Bewertung der resultierenden Fehler vorgenommen
wird.
8.3.2 Formulierung mittels teilparalleler Pfade
Um trotz der Entkopplung von Aktivitäten eine bessere Berücksichtigung von bekannten Bedingun-
gen vorzunehmen, können teilparallele Pfade in den Aktivitätengraphen eingefügt werden. Im zuvor
betrachteten Beispiel würde für die vier beteiligten Aktivitäten beider Züge jeweils gesondert der
Oberfall E1O;1 und E
1
O;2 sowie E
1
O;1 und E
1
O;2 gemäß Definition in Kapitel 5.2.7 betrachtet. Bestehen
anschließend keine unmittelbaren Zusammenhänge zwischen den betrachten Zügen mehr, so können
beide parallelen Pfade wieder zu einer Zufallsgröße verschmolzen werden. Für das hier verwendete
Beispiel ist der Ausschnitt des Aktivitätengraphen bei Wahl einer solchen Modellierung in Abbildung
8.10 dargestellt.
Da allerdings weiterhin die Unabhängigkeit der Eingangsgrößen bei Betrachtung der zweiten Kon-
fliktlösung verletzt ist, handelt es sich nicht um eine exakte Lösung. Eine Aufstellung von
FV 1;b(t) = pE1O;1 

FV 1;bi jE1O;1 V 1;bj jE1O;1(t)

+ pE1O;2 

FV 1;bi jE1O;2 V 1;bj jE1O;2(t)

führt nicht zu der Differenzverteilung, welche in Abbildung 5.7 dargestellt ist, sondern zu einer Ver-
teilungsfunktion, welche auch im Intervall bij  t < bij + hij + hji eine Eintrittswahrscheinlich-
keit vorsieht. Im Rahmen dieser zweiten Konfliktlösung würden also selbst dann Folgeverspätungen
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Abbildung 8.10: Teilparallele Pfade im Aktivitätengraphen
entstehen, wenn die Prozesszeiten nach der ersten Konfliktlösung zu keiner Veränderung der (kon-
fliktfreien) Verspätungssituation führen. Nichtsdestotrotz ist zu erwarten, dass das auf diese Weise
erzielte Berechnungsergebnis etwas exakter als bei völliger Vernachlässigung der Kenntnis über die
Zugreihenfolge ist, da in der zweiten Konfliktlösung nur die jeweils korrespondierenden bedingten
Verteilungsfunktionen betrachtet werden.
8.3.3 Vergleichsrechnungen
Für die Abfolge der Aktivitäten „Konfliktlösung“ - „unabhängige Prozesszeit“ - „unabhängige Pro-
zesszeit“ - „Konfliktlösung“ soll der Fehler, welcher bei Anwendung der zuvor dargestellten Nähe-
rung oder bei vollständiger Vernachlässigung von Bedingungen entsteht, durch Vergleichsrechnungen
mit einer möglichst exakten Lösung untersucht werden. Ergänzend wird noch die Abweichung ermit-
telt, welche bei Auslassen der zweiten Konfliktlösung aus dem Aktivitätengraphen entsteht.
Um die sehr aufwändige Formulierung einer geschlossenen Lösung für die vollständige Berücksich-
tigung der Bedingung zu umgehen, wird erneut die kombinatorische Modellierung, wie sie in Kapi-
tel 8.1.3 eingeführt wurde, zur Beschreibung des Vergleichssystems genutzt. Dazu werden die Ver-
teilungsfunktionen der Zufallsgrößen (V s;p

i , V
s;p
j , P
L
i und P
L
j , P
H
i und P
H
j ) in Stichproben
mit einem jeweiligen Umfang von nS Elementen überführt. Die Zahl der zu betrachtenden Kombina-
tionen beträgt damit (nS)
6. Dies entspricht auch den Umfängen der beiden Stichproben, von welcher
die Kennwerte der (beinahe) exakten Lösungen für V s+1;di , V
s+1;d
j abgeleitet werden.
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Neben der Gestalt der zu diskretisierenden Verteilungsfunktionen, die einer Verspätungsverteilung
nach (2.1) entsprechen, werden die Pufferzeiten in beiden Konfliktlösungen variiert. Ferner werden
Berechnungsläufe sowohl mit als auch ohne planmäßige Überholung der beiden Züge im Halt durch-
geführt. Als Vergleichsgröße wird die Abweichung der Funktionswerte der Verteilungsfunktionen von
den Summenhäufigkeiten der Stichproben aufbereitet.
8.3.4 Ergebnisse und Bewertung
Mit nS = 125 ergeben sich über alle durchgeführten Berechnungen und zusammengefasst über beide
resultierenden Verspätungen beider Züge die in Tabelle 8.1 dargestellten Abweichungen. Zur Ermitt-
lung der Fehlermaße wurde t 2 f0; 1; 2; 3; 5; 6; 10g [min:] ausgewertet. Durch Gegenüberstellung
von Ergebnissen, welche mit kleinerem Stichprobenumfang nS durchgeführt wurden, ist zu erken-
nen, dass die Konvergenz der Fehlermaße für nS = 125 noch geringer als bei den Berechnungen aus
Kapitel 8.1.4 ist. Der tatsächliche Fehler dürfte daher kleiner als nachfolgend dargestellt sein, kann
mit Blick auf vertretbare Rechendauern jedoch nicht ermittelt werden.
ohne planmäßige Überholung mit planmäßiger Überholung
Vorgehen jeF;tij jeF;tijmax jeF;tij jeF;tijmax
Teilparallele Pfade 0,01215 0,04849 0,01216 0,04673
Ignoranz von Bedingungen 0,01215 0,04841 0,01217 0,04673
Auslassung zweite Konfliktlösung 0,01185 0,04473 0,01232 0,03764
Tabelle 8.1: Fehler aus Vernachlässigung von Bedingungen
Etwas überraschend zeigt sich, dass der Mehraufwand zur Einführung teilparalleler Pfade nur zu einen
marginalen Genauigkeitsgewinn eröffnet. Dies ist auf die oben genannte Ursache zurückzuführen,
dass auch die Differenzverteilung der bedingten Zufallsgrößen weiterhin „falsche“ Konflikte umfasst.
Damit kann auch hier, wie schon bei den Folgeverspätungen höherer Ordnung (vgl. Kapitel 8.1), kein
Vorteil aus der komplexeren Problembeschreibung gezogen werden.
Im Detail ist zu erkennen, dass die vergleichsweise große maximale absolute Abweichung von Vertei-
lungsfunktionen und Summenhäufigkeiten in beinahe allen Fällen bei t = 0 auftritt. Da in der stocha-
stischen Modellierung nicht bestehende Konflikte in die Fortpflanzungsrechnung eingehen, handelt es
sich dabei um Unterschreitung der korrekten Häufigkeiten, der Erwartungswert der Verspätung wird
also überschätzt. Dies korrespondiert zu dem Ergebnis, dass eine Auslassung der zweiten Aktivität
aus dem Graphen zu geringeren Fehlern führt. Die in Kapitel 5.3.4 betrieblich begründete Auslassung
einer zweiten Aktivität R ist demnach auch modelltheoretisch zweckmäßig.
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Insgesamt weist die Verspätung des Zuges j die leicht größeren Abweichungen auf, unabhängig
davon, ob eine planmäßíge Überholung erfolgt. Ursächlich dafür ist, dass die Eintrittswahrscheinlich-
keit einer Folgeverspätung für den zweiten planmäßig zweiten Zug in der Regel größer ist, so dass
dieser auch tendenziell mehr „falsche“ Konflikte aufgrund der Unzulänglichkeiten der stochastischen
Modellierung erleidet. Ein Zusammenhang der Fehlermaße zu den Eintretenswahrscheinlichkeiten
der verschiedenen Fälle ER;k, welche in Kapitel 5.2.7 definiert wurden, ist kaum zu erkennen. Mit
fallender effektiver Pufferzeit tritt nur eine geringe Zunahme der Fehlergrößen ein.
Da die Problembeschreibung auf Grundlage von Zufallsgrößen keine bessere Berücksichtigung der
Randbedingungen erlaubt, ist für die konkrete Anwendung zu empfehlen, durch Anwendung der in
Kapitel 5.3.4 genannten „Regeln“ den Aktivitätengraphen möglichst so aufzustellen, dass ein Fehler
nur in seltenen Fällen eintreten kann. Ist eine Vernachlässigung von Bedingungen jedoch unvermeid-
bar, so ist eine Überschätzung der Folgeverspätung in Kauf zu nehmen. Deren Größenordnung sollte
für praktische Anwendungsfragen jedoch vernachlässigbar sein.
8.4 Dynamische Anpassung und Kreise im Aktivitätengraphen
Bei der Definition der Aktivitäten „Verknüpfung“ und „Konfliktlösung“ wurde die Möglichkeit disku-
tiert, einzelne Aktivitäten während der Durchführung der Fortpflanzungsrechnung aus dem Aktivitä-
tengraphen zu entfernen. Diese Option erscheint insbesondere im Zusammenhang zu Kreisstrukturen
(Definition siehe Kapitel 8.4.2), welche die Berechnung der Verspätungsfortpflanzung behindern, als
zweckmäßig, wie nachfolgend dargestellt wird.
8.4.1 Dynamische Anpassung des Graphen
In den Kapiteln 5.2.6 und 5.2.7 wird die Option eingeführt, einzelne Kanten während der Lauf-
zeit dynamisch aus dem Graphen zu entfernen. Zu diesem Zweck wird auf Grundlage der Verspä-
tungen, welche in einem Dispositionshorizont tC;Hor bzw. tR;Hor vor der eigentlichen Verknüpfung
oder Ankunft am Bediensystem liegen, die Eintrittswahrscheinlichkeit einer Verspätungsübertragung
ermittelt. Ist diese vernachlässigbar gering, so kann die zugehörige Kante aus dem Aktivitätengra-
phen gelöscht werden, um eine geringere Laufzeit zu erhalten. In Abbildung 8.11 ist eine solche
Situation exemplarisch für die Verknüpfung von zwei Zügen i und j illustriert. Dafür ist jedoch eine
Erweiterung der Darstellung von Aktivitätengraphen erforderlich:
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Gepunktete Kreise stellen nachfolgend keine Zustände sondern Eintrittswahrscheinlichkeiten dar.
Gestrichelte Kanten repräsentieren Aktivitäten, welche dynamisch aus dem Graphen entfernt werden
können.
i,Hor
C
j,a j,d
i,a
j,Hor
p
E
C,2
Abbildung 8.11: Anschlussverknüpfung mit Dispositionshorizont
Ob im Rahmen der Aktivität C eine Verspätungsübertragung aufgrund des Anschlusses eintritt, hängt
von den Verspätungen der Züge i und j zum Zeitpunkt der Dispositionsentscheidung (im Disposi-
tionshorizont vor der planmäßigen Herstellung des Anschlusses) ab. Die korrespondierende Kante
kann in Abhängigkeit von der Wahrscheinlichkeit pEC;2;Hor aus dem Graphen entfallen. Tritt dieser
Fall ein, so erfordert die Berechnung des Zustandes j;d ferner keine Kenntnis über den Zustand i;a
mehr. Inwiefern dies vorteilhaft für den Berechnungsablauf sein kann, wird im folgenden Kapitel
erläutert.
8.4.2 Kreise im Graphen
Bei der Verkettung der einzelnen Zugläufe mittels Folgeverspätungs-Aktivitäten können Konstella-
tionen auftreten, bei denen mindestens eine Eingangsgröße einer Aktivität über eine oder mehrere
Kanten des Aktivitätengraphen von der Ausgangsgröße der gleichen Aktivität ab. Derartige Phäno-
mene werden in der Graphentheorie alsKreise bezeichnet. (Der auch gebräuchliche Begriff des Zyklus
ist etwas weiter gefasst, denn im Gegensatz zum Kreis wird für den Zyklus nicht gefordert, dass nur
die Start- und Endecke des beschriebenen Weges identisch sind – vielmehr können beim Zyklus auch
weitere Ecken des Weges mehrfach enthalten sein. Jeder Kreis ist also auch ein Zyklus.)
Für die Abarbeitung des Aktivitätengraphen bedeutet dies, dass zu einem Zeitpunkt im Berech-
nungslauf keine Aktivität mehr besteht, für welche alle notwendigen Eingangsgrößen vorliegen. Um
die Verspätungsfortpflanzung fortsetzen zu können, müssen derartige Kreise unter Inkaufnahme von
Ungenauigkeiten „aufgebrochen“ werden.
In diesem Kapitel werden zunächst Maßnahmen dargestellt, wie durch eine sinnvolle Formulierung
des Aktivitätengraphen das Entstehen von Kreisen sowohl vorab als auch während der Laufzeit
zumindest teilweise unterbunden werden kann. Anschließend erfolgt eine kurze Beschreibung einer
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Möglichkeit, approximativ verbleibende Kreise aufbrechen zu können. Eine Entwicklung eines wei-
terer Näherungsverfahren ist jedoch nicht Bestandteil dieser Arbeit.
Zunächst wird ein einfaches Beispiel eingeführt: Ein Zug j nimmt in s Anschlussreisende von Zug i
auf und im Bahnhofskopf schließen sich beide Zugfahrten aus. In Abbildung 8.12 ist der zugehörige
Aktivitätengraph inklusive der Kreisstruktur dargestellt.
H
H
i,s-1,a
R
R
C
i,s-1,d* i,s-1,d i,s,a i,s,d
H
H
L
L
j,s,a j,s,d* j,s,d j,s+1,a j,s+1,d
Abbildung 8.12: Kreisbehaftete Ausgangslage
Es ist ersichtlich, dass, sobald die Verspätungen in den Zuständen i;s 1;d und j;s;a ermittelt sind,
keine weiteren Berechnungen mehr möglich sind.
Auflösung durch Berücksichtigung von Bedingungen
Betrachtet man den ursprünglichen Aktivitätengraphen unter betrieblichen Gesichtspunkten, so wird
deutlich, dass auch jene Züge j, welche in s einen Anschluss von i aufnehmen, im Bahnhofsvorfeld
eine potentielle Folgeverspätung auf diesen Zug i übertragen. Tatsächlich kann dieser Fall jedoch
nicht eintreten, weil bei Herstellung des Anschlusses der Zug i eingefahren sein muss, bevor Zug j
nach Aufnahme der Reisenden ausfährt. (Vor dem Hintergrund verletzter Bedingungen, vgl. Kapitel
8.3, ist außerdem anzumerken, dass in die Folgeverspätungsübertragung bei Erhalt der planmäßi-
gen Reihenfolge im Fall einer solchen Modellierung auch jene Züge j eingehen, die aufgrund der
Anschlussaufnahme bereits eine Folgeverspätung erlitten haben. Tatsächlich sollten jedoch nur jene
Züge j in der Aktivität R berücksichtigt werden, bei welchen es nicht zu einer Anschlussaufnahme
kommt, da die maximale Wartezeit, vgl. Kapitel 5.2.6, überschritten wird.)
In Abbildung 8.13 ist die identische Situation nochmals dargestellt, jedoch wurden die einzelnen
Oberfälle der Aktivitäten C undR im Aktivitätengraphen durch separate Pfade illustriert2. Ergänzend
2Die klein dargestellten Zustände repräsentieren hier Zustände unter Nebenbedingungen, zu welche eine bedingte
Zufallsgröße der Verspätung korrespondiert. Der Übergang zur Zufallsgröße Verspätung im Zustand ohne Nebenbedin-
gungen gelingt unter Anwendung des Satzes der totalen Wahrscheinlichkeit, da jeder Pfad mit einer Eintrittswahrschein-
lichkeit attributiert ist.
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ist in die Darstellung aufgenommen, von welchen Eingangsgrößen die Berechnung der jeweiligen
Eintrittswahrscheinlichkeiten abhängt.
HL
R
R
C
H
H
L
H
H
i,s-1,a i,s-1,d* i,s-1,d i,s,a i,s,d
j,s+1,dj,s+1,aj,s,dj,s,d*j,s,a
Abbildung 8.13: Vertiefte Darstellung des Aktivitätengraphen
In Abbildung 8.14 ist eine Möglichkeit dargestellt, wie der hier betrachtete Aktivitätengraph vom
Zyklus befreit werden kann, während zugleich die Unabhängigkeit aller Eingangsgrößen sicherge-
stellt wird.
H
L
L
R
R C
H
H
L
H
H
i,s-1,a i,s-1,d* i,s,a i,s,d
j,s+1,dj,s+1,aj,s,dj,s,a
H
Abbildung 8.14: Kreisfreie Lösung mittels bedingter Pfade
Anstatt die Zufallsgrößen unter Nebenbedingungen zum Abschluss von Aktivitäten für die Berech-
nung der nächsten Aktivität zusammenzuführen, sind diese unmittelbar als Eingangsgrößen für die
anschließende Operation zu nutzen. Auf diese Weise erfolgt eine Berücksichtigung der Anschlussauf-
nahme nur bei planmäßiger Reihenfolge der Züge und die Verdrängung von Zug j durch Zug i wird
nur dann berücksichtigt, wenn es zu keiner Anschlussaufnahme kommt. Gegenüber der ursprüng-
lichen Berechnungsweise sind zwölf statt zehn Aktivitäten abzubilden, so dass nur ein vertretbarer
zusätzlicher Rechenaufwand erforderlich ist.
Nichtsdestotrotz ist zu berücksichtigen, dass das beschriebene Vorgehen im Vergleich zum bislang
geschilderten Vorgehen umfangreichere Regeln zur Formulierung des Aktivitätengraphen erfordert.
Insbesondere, wenn der Zwei-Zug-Fall verlassen wird, sind erheblich umfangreichere Heuristiken
notwendig, um die einzelnen Aktivitäten möglichst sinnvoll zu verketten.
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Dynamisches Ausdünnen des Aktivitätengraphen
Die in Kapitel 8.4.1 eingeführte Anpassung des Graphen während des Berechnungslaufes dient nicht
allein der Verbesserung der notwendigen Laufzeit, sondern sie kann auch genutzt werden, um die
Anzahl der Kreise zu verringern.
Unterstellt man, der Zustand i;a in Abbildung 8.11 hinge zusätzlich vom Zustand j;d ab, so gelänge
keine Berechnung der Aktivität C. Zumeist wird jedoch keine Abhängigkeit des Zustands i;Hor von
j;Hor bestehen, so dass die Wahrscheinlichkeit pEC;2 bestimmt werden kann. Ist diese nun so gering,
dass eine Eliminierung der Aktivität C ohne nennenswerten Einfluss auf das Ergebnis möglich ist,
so wird zugleich die Kreisstruktur im Aktivitätengraphen aufgelöst. Dieser Ansatz lässt sich auf den
in Abbildung 8.12 dargestellten Fall sowie beliebige weitere Konstellationen übertragen. Verbleiben
nach Einführung teilparalleler Pfade und dynamischem Ausdünnen des Aktivitätengraphen dennoch
Kreisstrukturen, so ist eine approximative Lösung anzuwenden.
Näherungsverfahren für verbleibende Kreisstrukturen
Unter der Annahme, dass die Anschlussaufnahme im ursprünglichen Beispiel keinen nennenswerten
Einfluss auf die Höhe der Folgeverspätung, welche durch den möglichen Belegungskonflikt auf Zug i
übertragen wird, hat, kann der Graph dahingehend modifiziert werden, dass die Maximumsbildung in
zwei separate Zustände zerlegt wird. j;s;d geht dabei in die Aktivität R ein, während die Aktivität C
auf j;s;d einwirkt. Damit entfällt der Kreis und die Eingangsgrößen zur Berechnung aller Aktivitäten
liegen vor. Dies ist in Abbildung 8.15 illustriert.
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Abbildung 8.15: Einfache Approximation zur Auflösung des Kreises
Ein derartiges Näherungsverfahren ist ferner im Tool implementiert, welches in [WB07] beschrieben
wird: Gelingt keine weitere Berechnung von Aktivitäten, so wird für die Verspätung in einem Zustand
stattdessen die letzte zu berechnende Verspätung angenommen, um die Verspätungsfortpflanzung fort-
zusetzen. Auf diese Weise ist eine Durchführung der Propagationsrechnung unter Inkaufnahme eines
Fehlers immer gewährleistet.
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Im Rahmen der weiteren Forschung sollte jedoch untersucht werden, wie groß der daraus resultie-
rende Fehler ist und ob beispielsweise durch Iterationsverfahren eine bessere Approximation erzielt
werden kann: Versteht man zum Beispiel die ermittelte Verspätung des Zustands i;s;d als Startwert,
so kann eine Verbesserung der Lösung durch Iterationen entlang des Kreises erzielt werden. Eine
solche Iteration ist dann abzubrechen, sobald eine Konvergenz der gesuchten Verspätungen erreicht
ist.
8.5 Zusammenfassung dieses Kapitels
Die in Kapitel 6.1 eingeführte Modellierung von Zufallsgrößen erlaubt eine exakte Betrachtung der
Verspätungsfortpflanzung in kleinen Teilnetzen. Auf dieser Grundlage besteht erstmalig die Möglich-
keit, die Auswirkungen von notwendigen Vereinfachungen, welche sich aus der Verkettung von Akti-
vitäten in mathematischer und fachlicher Hinsicht ergeben, zu untersuchen, da keine Verfälschung
der Ergebnisse durch eine unzureichende Abbildung der Basisoperationen eintritt. Die Durchführung
derartiger Vergleichsrechnungen war Thema dieses Kapitels.
Als erster Aspekt wurde in Kapitel 8.1 eine Erweiterung der Konfliktlösung vom Zwei-Zug-Modell
auf die potentielle Interaktion mehrere Konfliktzüge vorgenommen. Die Ergebnisse belegen, dass
die sequentielle Anwendung des Zwei-Zug-Ansatzes zur Modellierung der Fragestellung betrachtet
werden kann.
Die beiden folgenden Kapitel behandelten die Verletzung von Randbedingungen, wie sie notwendig
sind, um die Verspätungsfortpflanzung auf Basis stochastischer Operationen durchführen zu können.
Während sich Kapitel 8.2 zunächst auf die Vernachlässigung der notwendigen Unabhängigkeit von
Zufallsgrößen bezog, erfolgte in Kapitel 8.3 eine Untersuchung des Fehlers, welcher aus der Ver-
nachlässigung bestimmter Randbedingungen (zum Beispiel dem Wissen über die Reihenfolge von
Zugfahrten) resultiert. Durch Monte-Carlo-Sampling konnte gezeigt werden, dass die Ignoranz von
Abhängigkeiten keinen nennenswerten Einfluss auf das Ergebnis hat, da im Fahrplangefüge beste-
hende Puffer- und Reservezeiten dem Fehler entgegenwirken. Die Evaluierung vernachlässigter Rand-
bedingungen führt hingegen zu der Empfehlung, den Aktivitätengraphen bereits so zu formulieren,
dass die betroffenen Konstellationen möglichst selten eintreten. Falls sich dies nicht vermeiden lässt,
so tritt eine gewisse Überschätzung von Folgeverspätungen auf, deren Größenordnung für die prakti-
sche Anwendung jedoch vernachlässigbar sein sollte.
Im abschließenden Kapitel 8.4 wurde das Problem von Kreisen im Aktivitätengraphen eingeführt. Es
wurde gezeigt, wie ein dynamisches Anpassen des Graphen während dessen Abarbeitung das „Ver-
klemmen“ der Berechnung vermeiden kann. Ferner wurde ein einfacher Näherungsansatz aufgezeigt.
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Nach Betrachtung dieser verfahrenstheoretischen Fragestellungen wird der Fokus im nachfolgenden
Kapitel auf die praktische Anwendung der Propagationsrechnung gelegt.
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Kapitel 9
Anwendung des Verfahrens
Nachdem in den bisherigen Kapiteln eher modelltheoretische Grundlagen betrachtet wurden, soll in
diesemKapitel auf praktische Aspekte eingegangen werden. Grundlage für eine sinnvolle Anwendung
der Propagationsrechnung ist die Kalibrierung der Eingangsgrößen, deren Durchführung im ersten
Teil des Kapitels behandelt wird. Den zweiten Teil des Kapitels bildet dann die Beschreibung einer
Pilotanwendung zur Echtzeit-Prognose der Ankunftsverspätungen. Auf eine weitergehende Darstel-
lung von Anwendungsfällen zur Betrachtung der Fahrplanrobustheit wird hingegen verzichtet, denn
diese sind unter anderem in [AB08] und [WB08] beschrieben. Da die hier eingeführte Modellierung,
wie in Kapitel 7.2 gezeigt, eine Verbesserung der seinerzeit genutzten Abbildung von Zufallsgrößen
darstellt, ist davon auszugehen, dass auch ihre praktische Anwendung zu Resultaten von (abermals)
höherer Güte führt.
9.1 Kalibrierung der Eingangsgrößen
Ziel einer Kalibrierung der Eingangsgrößen zur Verspätungsfortpflanzungsrechnung ist es, die Ein-
gangsparameter so einzustellen, dass durch die Simulation die reale Situation möglichst gut reprodu-
ziert wird. Bei der Bewertung der Fahrplanstabilität bedeutet dies, dass mit gleichen Eingangsgrößen
bei Anwendung auf bereits „produzierte“ Fahrpläne die Ist-Daten eines oder mehrerer zurücklie-
gender Referenztage möglichst exakt getroffen werden. Bei der Prognose der Ankunftsverspätung
in Echtzeit folgt daraus, dass die zu erwartende Ankunftsverspätung so nah wie möglich durch die
Modellaussage erreicht wird.
Gemäß Definition in [DIN04] versteht man unterKalibrieren diejenigen „Tätigkeiten, die unter vorge-
gebenen Bedingungen die gegenseitige Zuordnung zwischen den [...] von einer Maßverkörperung [...]
dargestellten Werten einerseits und den zugehörigen Werten einer durch ein Bezugsnormal dargestell-
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ten Größe andererseits zu bestimmen.“ Ziel der Maßnahmen ist also die Feststellung und Dokumen-
tierung des Differenzbetrages zwischen Soll- und Ist-Wert bzw. im hier betrachteten Anwendungsfall
zwischen berechneten Kennwerten und tatsächlichen Kennwerten. Nicht zwingender Bestandteil der
Kalibrierung ist demnach eine dahingehende Verbesserung der Eingangsdaten, dass die festgestellten
Differenzen möglichst gering werden. Dem allgemeinen Sprachgebrauch folgend wird diese Tätigkeit
im weiteren Verlauf jedoch als Teilaspekt der Kalibrierung verstanden.
9.1.1 Zu berücksichtigende Wechselwirkungen
Im Betrieb erfolgt (in der Regel durch Auswertung der Signal-Halt-Fälle) ein kontinuierlicher Abgleich
von Soll- und Ist-Zeiten, welcher die Grundlage für Dispositionsentscheidungen sowie zur Ermittlung
von betrieblichen Kennwerten bildet. Detaillierte Beschreibungen der damit verknüpften Prozesse
sind beispielsweise [Ull04] und [Hei05] zu entnehmen. Gleichen sich der Ort der Messung sowie
der Bezugspunkt nicht, so ist eine Interpolationsrechnung anzuwenden. Dies ist beispielsweise der
Fall, wenn aus den Passagen des Einfahr- bzw. Ausfahrtsignals auf den Zeitpunkt der Ankunft bzw.
der Abfahrt rückgeschlossen werden muss. Praktische Anwendungen haben gezeigt, dass diese Inter-
polationsrechnung weiterhin Verbesserungspotential bietet. Dies soll jedoch nicht Bestandteil dieser
Arbeit sein – vielmehr werden die Ist-Daten für die hiesigen Zwecke als korrekt angenommen.
Wie in Abbildung 9.1 ersichtlich, umfassen die auf Grundlage von Ist-Daten abgeleiteten Prozes-
szeiten aufgrund der beschränkten Messpunkte zwangsläufig auch das Folgeverspätungsgeschehen.
Soll ein Modell zur Verspätungsfortpflanzung jedoch derart genutzt werden, dass Folgeverspätungen
explizit als Aktivitäten abgebildet werden, ist prinzipiell eine getrennte Erfassung und Verarbeitung
der Primär- und Sekundärverspätungen notwendig, um daraus die Eingangsgrößen für die Berech-
nungen abzuleiten. Eine solche Differenzierung im Rahmen der Ist-Datenerfassung besteht heutzu-
tage jedoch (noch) nicht. Der sich daraus ergebende Handlungsbedarf für die Kalibrierung wird in
Kapitel 9.1.4 geschildert.
Methoden zur Verbesserung der Interpolationsrechnung, welche nicht nur exaktere Abweichungen
liefern, sondern auch eine automatische Unterscheidung nach Ur- und Folgeverspätungen ermögli-
chen, führt GOVERDE in [Gov05] ein. Eine weitere Zusammenfassung ist in [HG09] gegeben. Diese
bedingen allerdings diverse Erweiterungsmaßnahmen bereits in der Erfassungstechnik „vor Ort“, ins-
besondere eine Speicherung der Zustände von Gleisfreimeldeanlagen. Mit Blick auf den hohen Ein-
richtungsaufwand ist mit der flächendeckenden Verfügbarkeit solcher Systeme in Europa auf abseh-
bare Zeit nicht zu rechnen. Nichtsdestotrotz ist aufgrund der gegenwärtigen Einführung von Anreiz-
verfahren im Rahmen der europäischen Gesetzgebung zu erwarten, dass in den kommenden Jahren
Verbesserungen im Bereich der Verspätungszuscheidung erzielt werden, um die Verursacher von Ver-
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Abbildung 9.1: Vermischung von Ur- und Folgeverspätungen bei Ermittlung von Ist-Daten
spätungen zuordnen zu können. Eine Zusammenfassung über den Ist-Zustand kodierter Verspätungen
sowie bestehende Herausforderungen leisten die Autoren in [HW09] und [Wee06].
9.1.2 Fitting von Prozesszeiten
Zur Ableitung von Prozesszeiten aus Stichproben ist eine Verteilungsfunktion zu wählen, welche
einerseits ein ausreichend gutes Fitting erlaubt und andererseits in die hier zur Abbildung der Verspä-
tungsfortpflanzung genutzte Verteilungsfunktion überführt werden kann. Beide Anforderungen wer-
den durch Phasenverteilungen erfüllt, wie bereits in Kapitel 6.1.2 dargestellt wurde. Zur Anpassung
der Phasenverteilungen an Stichproben stehen verschiedene Verfahren zur Verfügung (siehe unten).
Vorab sei noch darauf hingewiesen, dass es sich um unmittelbare Stichproben von Prozesszeiten han-
deln muss, d. h. jedes Element der Stichprobe entspricht einer tatsächlichen Realisierung der Prozess-
zeit „Fahren“ bzw. „Halten“. Nicht zulässig ist es hingegen, aus Stichproben von Querschnittsdaten
(Ankünfte, Abfahrten oder Durchfahrten) auf deren Verteilungsfunktionen und von diesen Vertei-
lungsfunktionen durch Anwendung der negativen Faltungsoperation auf die Verteilungsfunktion der
dazwischenliegenden Prozesszeit zu schließen. In diesem Fall wäre die notwendige Unabhängigkeit
der Eingangsgrößen verletzt, da die Verspätung am zweiten Querschnitt von der Verspätung am ersten
Querschnitt abhängt.
Im Rahmen dieser Arbeit erfolgte eine Anpassung der Verteilungsfunktionen an die Realdaten unter
Anwendung des EM-Algorithmus, wie sie in [ANO96] beschrieben wird. Die dazu bestehende Biblio-
thek1 wird in [Ols98] erläutert. Weitere DV-gestützte Verfahren auf Basis des EM-Algorithmus sind
1Praktische Versuche zeigen, dass bei der Ausführung des EM-Algorithmus auf eine Datentypengenauigkeit exakter
als „double“ – im Gegensatz zu den eigentlichen Rechenoperationen auf Zufallsgrößen (vgl. Kapitel 7.1.2) – verzichtet
werden kann.
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unter anderem in [HT02] sowie [Ise05] zu finden. Durch kleinere Anpassungen am Programmcode,
insbesondere ergänzenden Abbruchkriterien der Iterationsschleife, gelingt es, das Fitting so weit
zu automatisieren, dass dieses autark in einem „selbstlernenden“ System laufen kann. Eine solche
Anwendung ist beispielsweise zweckmäßig, wenn in Systemen zur Schätzung der ETA die Vertei-
lungsfunktionen der Prozesszeiten kontinuierlich an das tatsächliche Betriebsgeschehen angepasst
werden sollen.
Im Rahmen des EM-Algorithmus wird, wenn er zur Anpassung einer Zufallsgröße an eine Stichprobe
verwendet wird, unterstellt, dass die Stichprobe die vorhandenen Messungen einer Gesamtmenge dar-
stellt, während die Zufallsgröße die „fehlenden“ Daten repräsentiert. In einem ersten Schritt werden
die Parameter der gewählten Struktur der Phasenverteilung zufällig vorbelegt, um damit die fehlen-
den Daten zu approximieren. Auf Grundlage der sich ergebenden Gesamtmenge werden anschlie-
ßend iterativ die Parameter der Verteilungsfunktion verbessert. Als Zielfunktion dient dabei das Log-
Likelihood, so dass eine Konvergenz sichergestellt ist. Die eigentliche Iteration besteht aus zwei
Schritten – dem „expectation step“ und dem „maximisation step“. Im E-step werden mittels der aktu-
ellen Parameter die Erwartungswerte für die versteckten Variablen berechnet, imM-step werden diese
Erwartungswerte anschließend als realisiert angenommen und jene Parameter ermittelt, die am wahr-
scheinlichsten dieses Ergebnis liefern.
Weiterverarbeitung der Verteilungsfunktionen
Sind Prozesszeitverteilungen für ein Modell mit expliziter Abbildung von Folgeverspätungen zu
ermitteln, dann stellen die auf Grundlage von Ist-Daten gefitteten Verteilungsfunktionen noch nicht
die endgültigen Werte dar. Vielmehr bilden diese die Startwerte für eine iterative Verbesserung der
Eingangsdaten, wie sie in Kapitel 9.1.4 beschrieben wird.
Auch im Fall einer Diskretisierung der Zufallsgrößen ist es aus zwei Gründen zweckmäßig, die Stich-
proben von Ist-Daten zunächst in Verteilungsfunktionen zu überführen. Dieses Vorgehen erlaubt nicht
nur eine effizientere Haltung der Eingangsdaten, da nur einige Funktionsparameter anstelle der voll-
ständigen Stichproben zu speichern sind, sondern ist in den tatsächlichen Berechnungsläufen auch
effizienter. Wie in Kapitel 7.4 ersichtlich, sind die Verteilungsfunktionen zur Anwendung der numeri-
schen Operationen in feste Intervalle zu diskretisieren. Ein individuelles „Umrechnen“ von Stichpro-
ben beliebiger Größe bei der Initialisierung des Simulationslaufes wäre an dieser Stelle aufwendiger
als die Diskretisierung einer symbolisch vorgehaltenen Verteilungsfunktion.
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Generische Prozesszeiten
Werden zur Robustheitsanalyse von Fahrplänen generische Prozesszeiten benötigt, so sind exempla-
rische Querschnitte im betrachteten Netz derart zu wählen, dass das Auftreten von Folgeverspätungen
dort möglichst ausgeschlossen werden kann. Aus den dort ermittelten Prozesszeiten sind Verallge-
meinerungen für das gesamte Netz zu bilden. Solche Cluster können wie folgt aussehen:
 Prozesszeit „Fahren“
– Sollfahrzeit pL;sched,
– Streckenlänge,
– Art des Zuges, im Personenverkehr ggf. zusätzlich das Produkt,
– zulässige Streckengeschwindigkeit,
– Belegungsgrad, falls nicht alle Fahrlagen bekannt.
 Prozesszeit „Halten“
– Sollhaltezeit pH;sched,
– Art des Zuges, im Personenverkehr ggf. zusätzlich das Produkt,
– Fahrgastaufkommen,
– Zeitscheibe des Tages.
Derartige Prozesszeiten werden nachfolgend als generische Prozesszeiten bezeichnet. Notwendig ist
die Bildung von generischen Prozesszeiten insbesondere dann, wenn Aussagen über künftige Fahr-
plankonzepte getroffen werden sollen, für welche keine vollumfänglichen Erkenntnisse aus vorlie-
genden Betriebsdaten gewonnen werden können.
Ein vergleichbarer Ansatz zur Ermittlung von Urverspätungen bei gleichzeitiger Validierung der
Reservezeiten als Eingangsgrößen in eine Fahrplananalyse führte in [AB08] zu den angestrebten
Ergebnissen. Das Urverspätungsgeschehen wurde dabei in etwa einem Dutzend generischer Pro-
zesszeitverteilungen zusammengefasst. Ein weitere Methode, verallgemeinerte Verteilungsfunktio-
nen zur Beschreibung des Urverspätungsgeschehens in Abhängigkeit von Streckeneigenschaften aus
Ist-Daten abzuleiten, wird in [Her96] beschrieben.
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9.1.3 Nutzung bedingter Prozesszeiten
Bereits bei Beschreibung der Aktivitäten „Fahren“ und „Halten“ wird eingeführt, dass ein Zusammen-
hang zwischen dem zufälligen Mehrbedarf einer Prozesszeit und der Verspätung zu Prozessbeginn
besteht, welcher in der Fortpflanzungsrechnung ausgenutzt werden kann.
Nachfolgendes Diagramm 9.2 bestätigt durch Auswertung von Stichproben realisierter Fahr- und Hal-
tezeiten, dass im Falle eines verspäteten Prozessbeginns tatsächlich kürzere Prozesszeiten auftreten.
Es basiert auf den Berechnungen, welche im Rahmen des in Kapitel 9.2 beschriebenen Forschungs-
projekts zur ETA durchgeführt wurden. Die Darstellung enthält 3’014 Realisierungen von Fahr- und
Haltezeiten im Personen- und Güterverkehr bezogen auf ihre jeweilige Soll-Prozesszeit. Ausgeschlos-
sen sind das untere und obere 2,5-%-Quantil der Ist-Prozesszeiten, um extreme Reservezeiten sowie
Datenfehler zu eliminieren.
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Abbildung 9.2: relative Häufigkeit von bedingten Ist-Prozesszeiten
Praktische Berechnungen auf Grundlage bedingter Prozesszeiten belegen die Vermutung, die sich
aus den theoretischen Überlegungen ergeben: Die Nutzung bedingter Prozesszeiten führt gegenüber
unbedingten Prozesszeiten zu einer besseren Annäherung an das tatsächliche Betriebsgeschehen, wie
später in Tabelle 9.1 belegt wird.
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Wahl der Bedingungsgrenzen
Es zeigt sich, dass bereits mittels einer einfachen Bedingung der Prozesszeiten, d. h. mit Einfüh-
rung einer Intervallgrenze, Verbesserungen der Aussagegüte erzielen lassen. Zieht man die in Kapi-
tel 5.2.4 dargestellten Überlegungen hinzu, so ist zu erwarten, dass eine weitergehende Differenzie-
rung bedingter Prozesszeiten zu einer weiteren Ergebnisverbesserung führen kann. Die Wahl optima-
ler Schranken zur Clusterbildung der Stichproben sollte dabei möglichst automatisiert und individu-
ell für Mengen von Prozesszeiten erfolgen. Vorstellbar wäre dazu beispielsweise die Anwendung des
KOLMOGOROW-SMIRNOW-Tests, um bei Variation der Ankunftsverspätungsschranke zu prüfen, mit
welcher Sicherheit die Stichprobe „links“ und „rechts“ der Schranke der gleichen Grundgesamtheit
angehören. Dieser Aspekt ist jedoch Gegenstand weiterer Forschung.
Abhängigkeit der Prozesszeiten von Betriebsqualität
Ergänzend zur dieser Abhängigkeit der Prozesszeiten von der Verspätung bei Prozessbeginn sollte für
Modelle, welche keine explizite Berücksichtigung der Folgeverspätungen umfassen, auch validiert
werden, inwiefern eine Verbesserung der Aussage erzielt werden kann, wenn ein Zusammenhang
zwischen den Prozesszeiten und der Betriebsqualität am betrachteten Netzelement hergestellt wird.
Theoretische Überlegungen zeigen, dass mit steigenden Verspätungsniveau der Umfang der Folge-
verspätungen zunimmt, wie beispielsweise anhand der Strele-Formel aus Kapitel 5.2.8 nachvollzogen
werden kann. Praktische Beobachtungen bestätigen zwar diesen Zusammenhang, aufgrund der bis-
herigen Verquickung von Ur- und Folgeverspätungen in der Erfassung gelingt es jedoch nicht, diesen
auch exakter zu quantifizieren. Werden Folgeverspätungen jedoch ohnehin als Bestandteil der Pro-
zesszeiten verstanden, so können die „internen“ Wirkungsmechanismen vernachlässigt werden – es
bleibt allein zu untersuchen, ob eine Abhängigkeit der Prozesszeiten von der Betriebsqualität (z. B.
von Intervallen der mittleren Verspätung am Netzelement) hergestellt werden kann.
9.1.4 Iterative Verbesserung der Aussagegüte
Die Gemengelage aus Primär- und Sekundärverspätungen, welche über die Stichproben der Ist-Daten
in die gefitteten Verteilungsfunktionen der Prozesszeiten eingeht, ist durch einen iterativen Kali-
brierungsprozess zu bereinigen, falls Folgeverspätungen im Fortpflanzungsmodell explizit betrachtet
werden sollen. Von dieser Notwendigkeit betroffen sind grundsätzlich alle abgeleiteten Prozesszei-
ten, wobei die Verwendung generischer Prozesszeiten bereits bei der Auswahl der Stichproben eine
Beschränkung auf solche Netzbereiche erlaubt, in denen nur wenige Folgeverspätungen zu erwarten
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sind, vgl. Kapitel 9.1.2. Neben den eigentlichen Betriebsdaten ist bei der iterativen Kalibrierung auch
der vollständige Fahrplan erforderlich, zu welchem die Betriebsdaten korrespondieren.
Vor Beginn der Kalibrierungsschleifen ist sicherzustellen, dass die Mindestprozesszeiten pL;min bzw.
pH;min dem tatsächlichen Betriebsgeschehen entsprechen. Eine Abweichung kann insbesondere dann
auftreten, wenn aus dem Fahrplan übernommene Zuschläge weit über oder unter den realisierbaren
Reservezeiten liegen. In diesem Fall erweist es sich als zweckmäßig, einen unteren Quantilswert der
Prozesszeiten-Stichprobe als Mindestprozesszeit zu definieren und auf dieser Grundlage (erneut) die
Verteilungsfunktion des zufälligen Mehrbedarfs PL;Add bzw. PH;Add zu fitten.
Für den anschließenden Prozess hat sich eine wechselweise Anpassung der Prozesszeiten „Fahren“
und „Halten“ als sinnvoll erwiesen. Durch Abgleich mit ausgewählten Kennwerten ist nach jedem
Berechnungslauf zu entscheiden, ob das induzierte Verspätungsniveau zu senken oder zu heben ist.
Wie kleinteilig dieser Vergleich erfolgt, hängt dabei vom Einsatzzweck der Verspätungspropagation
ab: Geht es allein um den Vergleich verschiedener Fahrplankonzepte und/oder werden ohnehin gene-
rische Prozesszeiten verwendet, so genügt eine Differenzierung der Kennwerte nach einzelnen Regio-
nen sowie Zeitscheiben (siehe Clusterbildung Prozesszeit „Halten“). Soll durch Nutzung zahlreicher
Prozesszeiten auch eine lokal möglichst exakte Anpassung an tatsächliche Betriebsdaten erzielt wer-
den, so müssen geeignete Referenzpunkte zum Abgleich der Prozesszeiten definiert werden.
Aufgrund seiner „halbwegs“ linearen Eigenschaften, vgl. Kapitel 5.4.1, erweist sich der Erwartungs-
wert der Ankunftsverspätung als zweckmäßiger Kennwert für die iterative Erhöhung oder Verringe-
rung der Prozesszeiten („mehr oder weniger Primärverspätung induzieren?“). Ein eindeutiges Indiz,
welcher Parameter der Verteilungsfunktion anzupassen ist, um den Realdaten näher zu kommen,
ergibt sich allerdings nicht. In der praktischen Anwendung hat es sich als zweckmäßig erwiesen,
abwechselnd die Verspätungswahrscheinlichkeiten und die mittleren Verspätungen zu variieren. Damit
ergeben sich die folgenden Schritte, welche ausreichend häufig zu wiederholen sind, bis die gewünschte
Güte der Aussagen erzielt ist:
1. Lauf: Anpassung Verspätungswahrscheinlichkeit(en) „Halten“,
2. Lauf: Anpassung mittlere Verspätung(en) „Halten“,
3. Lauf: Anpassung Verspätungswahrscheinlichkeit(en) „Fahren“,
4. Lauf: Anpassung mittlere Verspätung(en) „Fahren“,
5. Lauf: Siehe erster Lauf.
Liegen Prozesszeitverteilungen mit n > 1 Exponentialsummanden vor, so sind die Anpassungen
näherungsweise auf alle betroffenen Parameter der Verteilungsfunktion anzuwenden. Bei den ersten
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Läufen empfiehlt es sich, zusätzlich auf etwaige Ausreißer der betrieblichen Kennwerte zu achten, da
damit beispielsweise fehlerhaft geschätzte Mindestzugfolgezeiten entdeckt werden können.
Händische Durchführungen des Kalibrierungsprozesses führen zumeist nach einer zweistelligen Zahl
von Läufen zu den gewünschten Ergebnissen. (Teil-)automatisierte Kalibrierungslösungen, welche
bei höherem Anspruch an das Fitting bzw. einem größeren Umfang von Prozesszeitverteilungen vor-
zuziehen sind, zeigten ebenfalls nach vertretbarer Zeit eine Konvergenz der simulativ ermittelten
Kennwerten an die erfassten betrieblichen Kennwerte.
In Abbildung 9.3 ist die Kalibrierungsschleife nebst ihrer Einbettung in den Gesamtprozess darge-
stellt. Liegen die Prozesszeitverteilungen nach der Kalibrierungsphase vor, so können diese auf andere
Fahrpläne (oder auch Verknüpfungskonzepte oder Dispositionsregeln) übertragen werden.
Fahrplan 1,
Verknüpfungen 1,
Dispo-Regeln 1
Set von Prozesszeitverteilungen
Simulations-
ergebnisse
Abgleich von
Kennwerten
iterative
Kalibrierungs-
schleife
…
…
Zusatzinfos
Simulations-
ergebnisse
Ist-Daten zu
Fahrplan 1
Erstes Fitting
Simulations-
ergebnisse
Simulations-
ergebnisse
Fahrplan 2,
Verknüpfungen 2,
Dispo-Regeln 1
Fahrplan 2,
Verknüpfungen 2,
Dispo-Regeln 2
Fahrplan 3,
Verknüpfungen 3,
Dispo-Regeln 1
Abbildung 9.3: Übertragbarkeit von Eingangsparametern nach erfolgter Kalibrierung
Dieser Zusammenhang erweist sich insbesondere bei Verwendung generischer Prozesszeiten als Vor-
teil. Liegt einmal ein solches Set von Prozesszeitverteilungen vor, so gelingt leicht eine Betrachtung
weiterer Fahrpläne.
Notwendiger Kalibrierungsumfang
Testrechnungen, welche jeweils die Differenzen lokaler Kennwerte (bezogen auf einzelne Betriebs-
stellen) bei zwei verschiedenen Fahrplankonzepten umfassen, zeigen, dass die Relativaussagen wei-
testgehend stabil gegenüber dem Niveau der induzierten Verspätungen sind.
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Soll auf Grundlage der Fortpflanzungsrechnung bloß ein Variantenvergleich angestellt werden („wel-
cher Fahrplan ist wo besser?“), so genügt es in den meisten Fällen, eine pragmatische Kalibrierung
der Eingangsgrößen auf das tatsächliche Betriebsniveau vorzunehmen. Dies erlaubt insbesondere den
Einsatz generischer Prozesszeiten sowie eine Reduktion der notwendigen Kalibrierungsschleifen, da
die Betriebskenngrößen nicht kleinteilig an die Ist-Daten anzupassen sind.
Schnelle Kalibrierung durch Nutzung bedingter Prozesszeiten
Zieht man die Überlegungen zu bedingten Prozesszeiten in Betracht, so ist zu beachten, dass die
Stichproben der Prozesszeiten nur für ein gegebenes Ausgangsverspätungsniveau am Querschnitt
gültig sind. Insbesondere in den ersten Kalibrierungsschleifen kann bei Nutzung unbedingter Pro-
zesszeiten jedoch der Fall eintreten, dass das simulierte Verspätungsniveau von diesem unterstellten
Verspätungsniveau abweicht und in der Konsequenz „ungültige“ Prozesszeiten in das System indu-
ziert werden.
Zwar wird diese Abweichung durch das iterative Vorgehen stetig geringer, jedoch sollte vertieft unter-
sucht werden, ob mittels konsequenter Nutzung bedingter Prozesszeiten bereits in den ersten Kalibrie-
rungsläufen eine schnellere Konvergenz erzielt werden kann.
9.2 Anwendungsbeispiel „ETA“
In der Online-Anwendung „Europtirails“ werden den angeschlossenen Infrastrukturbetreibern und
Eisenbahnverkehrsunternehmen die Soll- und Ist-Zeiten der internationalen Züge in Echtzeit bereit-
gestellt. Ergänzt werden diese Informationen um Prognosen für die Ankunftsverspätungen an den
Endbahnhöfen (ETA - Estimated Time of Arrival) sowie an den Netzübergängen (ETH - Estimated
Time of Handover). Alle genutzten Daten werden von den jeweiligen Infrastrukturbetreibern empfan-
gen und entsprechen den Telegramm-Formaten gemäß den UIC-Leaflets 407-1 und 407-2. Weiterfüh-
rende Informationen zu Europtirails sind in [Win09] zusammengestellt.
Da alle gelieferten Daten unmittelbar übernommen werden, unterliegen die gegenwärtigen Verspä-
tungsprognosen den Schwächen, welche für die nationalen Systeme in Kapitel 2.3 zusammengefasst
wurden. Im Rahmen eines Pilotprojekts war zu untersuchen, ob eine alternative Prognoserechnung
auf Basis historischer Daten ohne weitere Ergänzungen des in Europtirails hinterlegten Netzmodells
zu einer Verbesserung der Vorhersagegüte führt.
Aufgrund der Datenlage im System (es werden ausschließlich internationale Zugläufe betrachtet)
kam eine gesonderte Abbildung von Folgeverspätungen nicht in Betracht, stattdessen waren diese als
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Bestandteil der Prozesszeiten zu verstehen. Da Fahr- und Haltezeitreserven nicht in den oben genann-
ten Telegrammen enthalten sind, waren auch diese aus den Ist-Daten der Prozesszeiten abzuleiten.
Damit ergab sich ein Aktivitätengraph, wie er in Abbildung 5.9 auf Seite 80 dargestellt ist, als Grund-
lage für die Testrechnungen.
Während die Verspätung in der ersten Ecke des Graphen einen deterministischen Wert darstellt, der
aus den Ist-Zuglauf-Meldungen abgeleitet wird, weisen alle weiteren Verspätungszustände eine Streu-
ung auf. Diese Streuung wächst über den Prognosehorizont. Eine Reduktion der Streuung tritt dann
ein, wenn aufgrund von Mindestverspätungen (Vermeidung von Verfrühungen) eine Kappung der
Verteilungsfunktion erfolgt.
9.2.1 Beispielkorridor
Durchgeführt wurde das Pilotprojekt für Zugläufe auf dem Brenner-Korridor unter Betrachtung von
Zugläufen zwischen München im Norden sowie Mailand, Bologna und Verona im Süden (beide
Fahrtrichtungen). Dieser Netzbereich ist aus zwei Gründen geeignet: Zum Einen weist er einen ver-
gleichsweise hohen Anteil internationaler Verkehre über die beiden Grenzbahnhöfe Kufstein und
Brennero auf. Außerem verkehren auch die Züge des Personenverkehrs über eine Dauer von bis zu
sechs Stunden, so dass sich lange Prognosehorizonte ergeben. Ausgewertet wurden alle Soll- und
Ist-Zuglauf-Telegramme für den Zeitraum eines Quartals, welche zunächst zu Zugläufen zu verketten
waren.
Aus den verketteten Ist-Meldungen ergaben sich durch Abgleich mit den korrespondierenden Soll-
Paaren die Stichproben von Prozesszeiten, welche notwendig sind, um Prozesszeitverteilungen zu
schätzen. Die Schätzung erfolgte für alle Halte und Streckenabschnitte imUntersuchungsraum, jeweils
differenziert nach:
 Betriebstelle (bei Halt) bzw. Betriebsstellen (bei Fahrten),
 Fortschaltstatus des Zuges (Ankunfts, Abfahrt, Durchfahrt, Anfangsbahnhof, Endbahnhof),
 Soll-Prozesszeit pH;sched bzw. pL;sched,
 Zugart (Personenverkehr oder Güterverkehr) sowie
 Verspätung bei Prozessbeginn (optional).
Die resultierende Verteilungsfunktion der Prozesszeiten für die genannten Ausprägungen kann als
Eigenschaft der Netzkante verstanden werden.
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9.2.2 Vorgehensweise
Zur Anwendung kam der Algorithmus, welcher in Kapitel 9.1.2 beschrieben wird. Dieser wurde
erfolgreich auf seine Praxistauglichkeit getestet, da mehr als 40’000 Verteilungsfunktionen von Pro-
zesszeiten autonom geschätzt wurden. Eine so hohe Anzahl von Verteilungsfunktionen war zu schät-
zen, da sowohl unterschiedliche Typen von Phasenverteilungen (Anzahl der Phasen p, zulässige Über-
gänge zwischen den Phasen) als auch verschiedene Schranken von Anfangsverspätungen betrachtet
wurden, um bedingte Prozesszeiten gemäß Kapitel 9.1.3 abzuleiten. Ergänzend erfolgte zudem noch
eine Variation der oberen und unteren Quantilsgrenzen, um einzelne Elemente der Stichproben (ins-
besondere Datenfehler) auszuschließen. Ähnlich gehen auch VAN DER MEER und GOVERDE im Rah-
men ihrer deterministischenModellierung vor, indem Sie gewisse Perzentile der Prozesszeiten wählen
[MGH10].
Aufgrund des automatisierten (Re-)Fitting von Prozesszeiten ergibt sich die Möglichkeit, diese kon-
tinuierlich an neuere Ist-Situationen (beispielsweise Bauzustände) anzupassen. Dabei denkbar ist
zudem eine höhere Gewichtung neuerer Realisierungen gegenüber historischen Daten größeren Alters.
Durch die oben dargestellte Clusterbildung wird zudem eine gewisse Unabhängigkeit von Fahrplänen
erreicht, da die Prozesszeiten immer auf den kürzest-möglichen Netzabschnitt bezogen sind. Somit
sollte der Algorithmus auch unmittelbar nach einem Fahrplanwechsel halbwegs verlässliche Resultate
liefern.
Für 26 repräsentative Züge des Personen- und Güterverkehrs wurden jeweils bis zu drei Verkehrshalte
gewählt, so dass sich 65 Paare aus Zug- und Betriebsstelle zur Evaluierung des ETA-Algorithmus
ergaben. In Kombination mit sieben verschiedenen Varianten von Prozesszeiten (Verteilungstyp und
Quantilsgrenzen) folgten daraus 1’478 Anwendungsfälle.
Für jedes dieser Tripel wurde jeweils eine fiktive Zeit von maximal fünf Stunden vor der tatsächlichen
Ankunft an der betrachteten Betriebsstelle bestimmt. Auf Grundlage der zu diesem Zeitpunkt aktuell-
sten Information über die Ist-Verspätung des Zuges war die ETA bzw. ETH zu prognostizieren. Diese
Prognose wurde in fiktiven Zehn-Minuten-Intervallen unter Berücksichtigung der jeweils neuesten
Information wiederholt, bis die gewählte Betriebsstelle tatsächlich erreicht war. Damit ergaben sich
insgesamt 10’346 Durchführungen der Verspätungsfortpflanzungsrechnung.
9.2.3 Darstellung und Bewertung der Ergebnisse
Um die Prognosen nach dem bisherigen Verfahren des Time-Shifts sowie nach dem Prozesszeiten-
basierten Modell bewerten zu können, wurden die Differenzen zwischen prognostizierter Ankunfts-
verspätung und tatsächlich eingetretener Ankunftsverspätung für jeden Lauf gebildet. Diese Differen-
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zen wurden anschließend in verschiedenen Schichtungen zu Mittelwerten sowie zu Mittelwerten der
absoluten Werte zusammengefasst.
Aus den betrachteten Fitting-Varianten von Prozesszeiten schnitt diejenige am besten ab, welche eine
Limitierung der Stichproben am unteren 5-%-Quantil und am oberen 97,5-%-Quantil umfasste. Als
zweckmäßigste Grenze zur Differenzierung der Verspätung bei Prozessbeginn stelle sich (je nach
Zielgröße) ein Wert von drei oder fünf Minuten heraus, vgl. auch Tabelle 9.1.
In Abbildung 9.4 sind exemplarisch die Prognosegüten für den Personenverkehr dargestellt. Es ist
zu erkennen, dass insbesondere bei langen Prognosehorizonten von mehr als 90 Minuten der hier
vorgestellte Algorithmus dem bisherigen Verfahren bereits bei der prototypischen Anwendung deut-
lich überlegen ist. Im Güterverkehr stellt sich ein ähnliches Bild ein, wenngleich die Differenzen bei
beiden Verfahren wesentlich größer sind.
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Abbildung 9.4: Mittlere Prognosegüte in Abhängigkeit vom Prognosehorizont (Personenver-
kehr)
Bemerkenswert ist noch, dass beide Prognoseverfahren im Mittel die tatsächliche Ankunftsverspä-
tung unterschätzen. Eine Ursache dafür ist bislang nicht bekannt, zu vermuten ist jedoch, dass dieses
Verhalten auf das makroskopische Netz- und Fahrplanmodell zurückzuführen ist. Ebenso fehlt bislang
eine Begründung dafür, dass die Ankunftsverspätung im Prognosehorizont von neunzig oder weni-
ger Minuten über- statt unterschätzt wird. Unter Umständen ist dieser Effekt darauf zurückzuführen,
dass im Zulauf auf die großen Zielbahnhöfe dispositive Einzelfallentscheidungen getroffen werden,
welche nicht hinreichend durch das gewählte Modell zu erfassen sind.
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Losgelöst von einem Vergleich der verschiedenen Prognoseverfahren ist Abbildung 9.5 allein auf die
Verteilungsfunktionen der Ankunftsverspätungen bezogen, welche ein Prozesszeiten-basierter Algo-
rithmus liefert. Aufgetragen ist zum Einen, wie sich das Intervall entwickelt, welches die tatsächliche
Ankunftsverspätung mit einer Sicherheit von 60 % umfasst. Dazu wurde für jede prognostizierte
Ankunftsverspätung V die Intervallbreite t0;8   t0;2 mit FV (t0;2) = 0; 2 und FV (t0;8) = 0; 8 ermit-
telt. Es ist anschaulich zu erkennen, dass bei schrumpfendem Prognosehorizont und gleichbleibender
Eintretenswahrscheinlichkeit das mögliche Intervall der Ankunftsverspätung fällt (im Umkehrschluss
ist die Streuung bei langen Prognosehorizonten, wie eingangs beschrieben, größer). Zum Anderen ist
der Anteil der Prognoserechnungen aufgetragen, bei welchem die tatsächliche Ankunftsverspätung
auch innerhalb des gewählten Intervalls liegt. Bezogen auf alle betrachteten Prognosehorizonte ergibt
sich für eine angestrebte Eintretenswahrscheinlichkeit von 60 % tatsächlich eine Trefferquote von 59
% der Ankunftsverspätungen.
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Abbildung 9.5: Anteil von tatsächlichen Ankünften in Prognoseintervall (Personenverkehr)
Da durch die gewählte Modellierung die Prognose einer ETA innerhalb weniger Sekunden erfolgen
kann, ist die Integration in ein Echtzeitsystem möglich. Die Pilotstudie zeigte, dass bereits die erste
Umsetzung eines Prognoseverfahrens, welches auf der Fortpflanzung von Verspätungsverteilungen
beruht, zu erheblichen Verbesserungen der Vorhersageergebnisse führt. Damit ergibt sich insbeson-
dere für technische Umgebungen, in welchen keine unmittelbare Konflikterkennung und Konfliktlö-
sung realisierbar sind, eine interessante Anwendung, die auf ohnehin vorhandenen Daten aufsetzt.
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9.2.4 Ausblick
Zur weiteren Erhöhung der Prognosegüte sind im ersten Schritt Untersuchungen anzustellen, wie die
Qualität der Prozesszeiten zu verbessern ist. Dazu kommen sowohl genauere Intervallgrenzen der
Verspätung bei Prozessbeginn als auch eine Abhängigkeit der Prozesszeiten von der Betriebsquali-
tät am Netzelement in Frage. Da keine Kenntnis über den vollständigen Belegungsgrad (inklusive
nationaler Leistungen) der Netzelemente besteht, ist die Betriebsqualität von den Kennwerten der
internationalen Fahrlagen abzuleiten. Beide Aspekte wurden bereits in Kapitel 9.1.3 skizziert.
Ferner zeigt sich insbesondere im Güterverkehr, dass durch das Prozesszeiten-Modell nicht alle für die
Vorhersage relevanten Einflussgrößen vollständig abgedeckt werden können. Vor diesem Hintergrund
ist zu prüfen, inwiefern eine Nutzerinteraktion in eine „on-demand“ Prognoserechnung integriert wer-
den kann, welche beispielsweise dem betroffenen Eisenbahnverkehrsunternehmen die Möglichkeit
gewährt, zu berücksichtigende Betriebshalte explizit zu definieren.
9.2.5 Vergleich von Erwartungswert-basierter und Verteilungsfunktion-basier-
ter Verspätungspropagation
Auch wenn auf dem gewählten Aktivitätengraphen keine Folgeverspätungen zu betrachten sind, so
erfordert die Nutzung bedingter Prozesszeiten trotzdem die Operation der bedingten Faltung. Fer-
ner wird in der Prognoserechnung unterstellt, dass Züge ihre Verkehrshalte nicht verfrüht verlassen
(vdi;s;min = 0), so dass eine Kappungsoperation notwendig ist. Eine allein auf der Fortpflanzung von
Mittelwerten beruhende Prognoserechnung führt damit, wie schon in Kapitel 7.1.3 beschrieben, zu
fehlerhaften Ergebnissen. Diese wurden anhand der praktischen Berechnungen quantifiziert und sind
in nachfolgender Tabelle 9.1 zusammengefasst.
Ergänzend umfasst die Tabelle einen Vergleich der Prognosegüten bei Nutzung verschiedener Schwell-
werte (beispielsweise sLi;s1) zur Wahl der bedingten Prozesszeiten. Während die bei Nutzung von Ver-
teilungsfunktionen zur Beschreibung der Verspätung mit ihrer Auftretenswahrscheinlichkeit in die
Berechnung eingehen, vgl. Kapitel 5.2.4, sieht die Erwartungswert-basierte Berechnung vor, jeweils
die bedingte Prozesszeit zu berücksichtigen, in deren Gültigkeitsintervall der Erwartungswert der
Verspätung liegt.
Die Ergebnisse belegen, dass eine Verspätungsfortpflanzung, welche allein auf einer Fortschreibung
der Erwartungswerte der Prozesszeiten beruht, zu wesentlich schlechteren Ergebnissen führt, als es
bei Nutzung vollständiger Verteilungsfunktionen der Fall ist. Der Genauigkeitsgewinn rechtfertigt den
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Grenze Verspätung [min.] Time-Shift [min.] nur Erwartungswert [min.] Verteilungen [min.]
keine  2; 57  0; 97  0; 21
 1  2; 57  1; 10  0; 49
0  2; 57  1; 10  0; 65
1  2; 57  1; 10  0; 63
2  2; 57  1; 10  0; 43
3  2; 57  1; 03  0; 40
4  2; 57  1; 02  0; 24
5  2; 57  1; 02  0; 06
Tabelle 9.1:Mittlere Abweichung des Erwartungswertes der Prognose von der tatsächlichen Verspä-
tung bei verschiedenen Prognoseverfahren (Personenverkehr)
erhöhten Rechenaufwand insbesondere dann, wenn aufgrund zahlreicher Verkehrshalte viele Kap-
pungsoperationen zu berücksichtigen sind.
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Kapitel 10
Zusammenfassung und Ausblick
Zur Abschätzung der Stabilität von Eisenbahnfahrplänen und zur Echt-Zeit-Vorhersage der Verspä-
tungsentwicklung ist es notwendig, die Fortpflanzung der Verspätungen im Eisenbahnnetz zu pro-
gnostizieren. Die auftretenden Verspätungsarten werden dabei durch Zufallsgrößen repräsentiert. Mit
Hilfe des hier vorgestellten analytischen Verfahrens ist es möglich, eine verlässliche Berechnung der
Verspätungsfortpflanzung auch in großen Netzen in kurzer Rechenzeit durchzuführen. Durch Nutzung
eines neuen Verteilungstypen zur Modellierung der Zufallsgrößen wird das Hauptziel dieser Arbeit –
eine Steuerung der Berechnungsgüte im Zielkonflikt zur Berechnungseffizienz – erreicht.
Dafür notwendig ist zunächst eine Formalisierung der Mechanismen zur Beschreibung der Verspä-
tungsfortpflanzung, welche in Kapitel 5 erfolgt. Aus dieser ergeben sich sowohl die fachlichen als
auch die mathematischen Anforderungen an die Modellierung der Zufallsgröße „Verspätung“. Zu die-
sen Anforderungen gehören beispielsweise die notwendigen Operationen auf der Zufallsgröße sowie
die Eignung zur Ermittlung der relevanten Kenngrößen.
In Kapitel 6 wird der Nachweis erbracht, dass die dort eingeführte Verteilungsklasse diese Notwen-
digkeiten (insbesondere die Abgeschlossenheit unter den erforderlichen mathematischen Operatio-
nen) erfüllt. Bei Nutzung des gewählten Verteilungstypen tritt jedoch ein kontinuierlicher Anstieg der
Anzahl von Parametern je Verteilungsfunktion ein, welcher die Anwendung von Näherungsverfahren
zur Sicherstellung eines effizienten Modellverhaltens notwendig macht. Ein solcher Ansatz zur wie-
derkehrenden Reduktion der Parameter wird in Kapitel 7 eingeführt. Zugleich umfasst dieses den Ver-
gleich mit alternativen Modellierungen der Zufallsgrößen, nämlich der Operation auf einer einfachen
Verteilungsklasse unter Vernachlässigung der Abgeschlossenheit und der numerischen Durchführung
der Operationen bei Diskretisierung der Verteilungsfunktion.
Durch die gewählte Formulierung der Verspätungsfortpflanzung werden Vereinfachungen zwingend,
deren Auswirkungen bislang nicht evaluiert werden konnten – denn um diese verfahrenstheoreti-
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schen Aspekte zu untersuchen, ist die exakte Berechnung der Verspätungsfortpflanzung zumindest
für Teilnetze notwendig, um eine Verfälschung der Aussagen durch fehlerhafte Basisoperationen zu
vermeiden. Ferner dient die eingangs eingeführte Formalisierung bei der Problembeschreibung. Es
kann gezeigt werden, dass die notwendigen Vereinfachungen ohne nennenswerten Einfluss auf die
Ergebnisgüte bei der praktischen Anwendung sind.
Im Detail wird in Kapitel 8 ermittelt, dass die näherungsweise Abbildung von Folgeverspätungen
höherer Ordnung durch sequentielle Anwendung des Zwei-Zug-Modells sowie die Vernachlässi-
gung von Abhängigkeiten und Bedingungen bei der analytischen Durchführung der Verspätungsfort-
pflanzung ohne nennenswerten Einfluss auf das Berechnungsergebnis sind. Abschließend wird der
Umgang mit Kreisen im Aktivitätengraphen adressiert und ein erster Lösungsansatz aufgezeigt.
Eine neu entwickelte Variante zur netzweiten Echtzeit-Prognose von Ankunftsverspätungen ermög-
licht die einfache Integration historischer Daten in der Fortpflanzungsrechnung und erlaubt insbeson-
dere bei unvollständiger Datenlage eine höhere Prognosegüte als die bislang angewandten Verfahren.
Diese Vorgehensweise wird in Kapitel 9 eingeführt und zugleich genutzt, um die praktische Anwend-
barkeit der gewählten Modellierung von Zufallsgrößen zu validieren. Mit Blick auf die Nutzung des
Ansatzes zur Untersuchung der Fahrplanstabilität werden in diesem Kapitel außerdem die bislang
gemachten Erfahrungen und Schwierigkeiten zusammengefasst.
Nichtsdestotrotz verbleibt sowohl unter modelltheoretischen als auch praktischen Gesichtspunkten
weiterer Forschungs- und Entwicklungsbedarf im Kontext einer analytischen Abbildung der Verspä-
tungsfortpflanzung. Nachfolgend werden zunächst die eher theoretischen Fragestellungen, welche
weiterhin bestehen bzw. welche im Rahmen dieser Arbeit aufgekommen sind, skizziert, bevor auf
mögliche Anwendungsideen eingegangen wird.
10.1 Ableitung von neuen Robustheitskenngrößen
Anhand des Zusammenhangsmaßes des Aktivitätengraphen lässt sich bereits ohne Simulationsrech-
nung eine erste Abschätzung erzielen, wie anfällig das abgebildete Betriebskonzept für Folgeverspä-
tungsübertragungen ist. So ist es eine praxisübliche Vorgehensweise zur Erhöhung der Fahrplanro-
bustheit, einzelne Netzteile möglichst weitgehend zu entkoppeln. Allgemeine Zusammenhangsmaße
bestehen in der Graphentheorie. Gelänge darüber hinaus eine Integration der planmäßigen oder sogar
der effektiven Pufferzeiten entlang von Kanten in derartige Kennwerte, so könnte ex ante eine Aus-
sage über die Robustheit eines Betriebskonzepts weiter verfeinert werden.
Allen bisherigen Vorgehensweisen zur Bewertung der Fahrplanstabilität ist gemein, dass diese kein
generisches Maß zur Robustheit eines Fahrplan liefern, sondern nur Ein- und Ausgangsgrößen gegen-
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überstellen (vgl. Kapitel 5.4.3). Bislang wird nur die Frage „welche Qualität folgt auf welche indu-
zierte Verspätung?“ beantwortet. Die Untersuchung verschiedener Fahrpläne unter dem Aspekt der
Robustheit, d. h. eine Beantwortung der allgemeineren Frage „wie robust verhält sich ein Fahrplan-
konzept?“, erfordert somit diverse Ermittlungen der Qualität unter Variation der Eingangsgrößen.
Weitere Untersuchungen sollten dahingehend getrieben werden, ob eine allgemeine Robustheitskenn-
größe ermittelt werden kann. Die oben genannte Formalisierung eines Maßes für den Umfang betrieb-
licher Abhängigkeiten könnte ein erster Schritt in diese Richtung sein.
10.2 Anwendung in der Anschlussdisposition
Bestehende Arbeiten zur Anschlussdisposition sehen in der Regel eine Kopplung der mikroskopi-
schen Konflikterkennung und Konfliktlösung mit einer makroskopischen Anschlussdisposition vor
[KK07]. Die Verspätungsfortpflanzung „jenseits“ der zu disponierenden Anschlüsse beruht dabei auf
einer vereinfachten Fortschreibung der bestehenden bzw. durch Anschlussaufnahme erlittenen Ver-
spätungen.
Eine verbesserte Grundlage zur Bewertung der dispositiven Entscheidungen könnte dadurch erzielt
werden, das hier eingeführte Verfahren zur Abbildung der Verspätungsfortpflanzung über den mikro-
skopisch abgedeckten Horizont hinaus zu verwenden. Insbesondere erlaubt die geringe Rechenzeit,
in Echtzeit verschiedene Anschlussszenarien zu berechnen und einander gegenüberzustellen.
10.3 Anwendung im Luftverkehr
Obgleich der Soll-Zustand im Luftverkehr durch andere Vorlaufzeiten und Verantwortlichkeiten bei
der Erstellung geprägt ist, so bestehen bei seiner Durchführung doch erhebliche Analogien zum Fahr-
plan bei der Eisenbahn. Die Verspätungsfortpflanzung erfolgt zum Teil durch identische Aktivitäten
(z. B. Turn-Arounds, Anschlussaufnahmen), zum Teil durch vergleichbare Aktivitäten (z. B. Bele-
gungen der Start- und Landebahn), zum Teil jedoch auch durch abweichende Zusammenhänge (ins-
besondere „in der Luft“). Insgesamt lässt sich die gewählte Formulierung als Aktivitätengraph auf
den Luftverkehr übertragen.
Aufgrund der Flexibilität der Verteilungsfunktion zur Modellierung von Verspätungen besteht außer-
dem dieMöglichkeit, diese auch zur Abbildung von Verspätungen im Flugverkehr zu verwenden. Eine
Übertragung des Verfahrens auf diesen Verkehrsträger könnte daher Gegenstand weiterer Forschung
sein.
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Anhang A
Weitere Aktivitäten
A.1 Separate Aktivität „Urverspätungsübertragung“
Auf Basis der eingeführten Operationen könnte die Übertragung von Urverspätungen auch entkoppelt
von der Aktivität R gemäß Kapitel 5.2.7 erfolgen. Nachfolgend wird jedoch dargestellt, warum ein
solches Vorgehen nicht sinnvoll möglich ist.
Notwendig zur Abbildung ist die Kenntnis, in welcher Reihenfolge beide Züge verkehren. Ist diese
nicht (mehr) gegeben, da keine bedingten Verteilungen für die Verspätungen der Züge i und j vorlie-
gen, so kann diese Randbedingung nur hilfsweise unter Nutzung der Verspätungsdifferenz V prei  bij 
V prej betrachtet werden. V
pre
i bzw. V
pre
j bezeichnen dabei die Verspätungen der beiden Zügen jeweils
bevor ihre Prozesszeit für den betrachteten Abschnitt modelliert wurde. bij ist wie üblich die plan-
mäßige Pufferzeit. Die tatsächlich notwendige Verspätungsdifferenzverteilung, wie sie in Abbildung
5.7 dargestellt ist, kann aus den unbedingten Verspätungsverteilungen nicht abgeleitet werden. Viel-
mehr muss angenommen werden, dass der planmäßig erste Zug in den Fällen des Reihenfolgetauschs
unmittelbar hinter dem planmäßig zweiten Zug liegt. Als Urverspätung Ui bzw. Uj wird erneut der
Anteil der Prozesszeit „Fahren“ verstanden, welcher über die geplante Zeit hinausgeht.
Damit sind vier Fälle zu unterscheiden:
E1:
 
V prei   bij > V prej
 ^  V prej + Uj  V prei 
E2:
 
V prei   bij > V prej
 ^  V prej + Uj > V prei 
E3:
 
V prei   bij  V prej
 ^  V prei   bij + Ui  V prej 
E4:
 
V prei   bij  V prej
 ^  V prei   bij + Ui > V prej 
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Die jeweilige Verspätung nach etwaiger Übertragung von Urverspätungen beträgt:
V posti =
8<:V
pre
j + Uj wenn E2,
V prei wenn E2.
V postj =
8<:V
pre
i wenn E4,
V prei   bij + Ui wenn E4.
Exemplarisch für den planmäßig zweiten Zug j ergibt sich daraus nachstehende Berechnungsvor-
schrift für die Verteilungsfunktion der Zufallsgröße:
FV postj
(t) = Pr
 
V prej  t
 ^  V prei   bij > V prej 
+ Pr
 
V prej  t
 ^  V prei   bij  V prej  ^  V prei   bij + Ui  V prej 
+ Pr

(V prei   bij + Ui  t) ^
 
V prei   bij  V prej
 ^  V prei   bij + Ui > V prej 
Es wird zunächst die bedingte Zufallsgröße V prei jET;3_T;4 eingeführt, welche die effektive Verspä-
tung des Zuges i bei Verkehren in planmäßiger Reihenfolge beschreibt:
FV prei jET;3_T;4(t+ bij) =
tZ
 1
F V prej (bij   u)dFV prei (u)
Unter Beachtung von Ui  0 können zudem einige Nebenbedingungen vereinfacht werden. Damit
ergibt sich für die Verspätung des planmäßig zweiten Zuges nach Betrachtung der Urverspätungs-
übertragung und vor Berücksichtigung der eigenen Prozesszeit:
FV postj
(t) = FV prej (t) 
tZ
 1
F V prei (bij   u)dFV prej (u)
+ FV prej (t) 
tZ
 1
F V prei  Ui(bij   u)dFV prej (u)
+
1Z
 1
FV prei jET;3_T;4(t  u)dFUi(u) 
tZ
 1
FV prej ( u)dFV prei jET;3_T;4(u)
Auf diese Zufallsgröße ist anschließend die Aktivität „Fahren“ (vgl. Kapitel 5.2.4) anzuwenden. In
der Regel umfasst ein Überholungsabschnitt mit fester Reihenfolge mehrere Kanten zwischen Netz-
knoten, so dass eine Sequenz von Urverspätungsübertragungen erfolgt. Aus dem hier dargestellten
Vorgehen folgt jedoch, dass die Wahrscheinlichkeit für einen Reihenfolgetausch in Abhängigkeit von
der Höhe der jeweiligen Urverspätung variiert – dies widerspricht den tatsächlichen Gegebenhei-
ten. Eine sinnvolle Abbildung der Urverspätungsübertragung ist vielmehr nur dann möglich, wenn
bedingte Zufallsgrößen für die Verspätungen i und j vorliegen, welche die jeweilige Reihenfolge
der Zugfahrten beschreiben. Auf Basis dieser ist die Verspätungsübertragung dann für den gesamten
Überholungsabschnitt in die Aktivität Q zu integrieren.
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A.2 Aktivität „Brechen“ (B)
Die Aktivität ist nur für Leistungen des Personenverkehrs relevant. Die Verspätung zu Beginn der
Aktivität V at;s entspricht der Verspätung, mit welcher ein Halt in einem Bahnhof erreicht wird, an
dem es möglich ist, die Fahrgäste eines Zuges bei Überschreiten einer Ankunftsverspätung vb auf
eine andere Leistung zu verweisen. Die betrachtete Zugfahrt endet außerplanmäßig und vorzeitig
an diesem Halt, sie wird „gebrochen“. Durch diese Maßnahme wird eine weitere Ausbreitung von
Verspätungen im Netz verringert, da durch die vorgezogeneWende der Zuggarnitur die Gegenleistung
auf verkürztem Laufweg mit geringerer Verspätung verkehrt. Die Verspätung des betrachteten Zuges
bleibt indes unverändert.
Zur Abbildung dieser dispositiven Maßnahme ist zusätzlich eine Wahrscheinlichkeit pr einzuführen,
welche angibt, ob der Zug bei Betrachtung der Aktivität noch verkehrt oder bereits vorher auf seinem
Laufweg gebrochen wurde. Dieser Parameter wird im weiteren Verlauf als „Verkehrswahrscheinlich-
keit“ bezeichnet.
Die Verspätung nach Abschluss der Aktivität entspricht der Verspätung bei Beginn der Aktivität.
Die Verkehrswahrscheinlichkeit nach Abschluss der Aktivität ist mit der Eintretenswahrscheinlichkeit
eines Brechens zu multiplizieren, da es sich um unabhängige Größen handelt. Diese gilt für den Zug
bis zum Ende oder zur nächsten gleichartigen Aktivität.
V at;s = V
a
t;s
pr;j = pr;i 
h
1  FV at;s (vb)
i
Besteht am Ende des geplanten Laufwegs der betrachteten Zugfahrt eine Wende, vgl. Kapitel 5.2.6,
so ist die Möglichkeit eines vorzeitigen Brechens dort zu berücksichtigen.
A.3 Aktivität „Ersetzen“ (S)
Die Aktivität ist ebenfalls nur für Leistungen des Personenverkehrs von Bedeutung. Die Verspätung
zu Beginn der Aktivität V at;s entspricht der Verspätung, mit welcher ein Halt in einem Bahnhof erreicht
wird, an dem es möglich ist, bei Überschreiten einer Ankunftsverspätung vs eine Ersatzgarnitur zu
stellen. Die Wahrscheinlichkeit, dass eine solche Ersatzgarnitur vor Ort verfügbar ist, sei ps. Die
Verspätung der Ersatzgarnitur bei Bereitstellung Vs. Die Verspätung V at;s bezeichnet die Verspätung,
mit welcher der Zug den anschließenden Verkehrshalt beginnt.
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Es sind zwei mögliche Fälle zu betrachten:
ES;1 wenn V a

t;s > vs und Ersatzgarnitur verfügbar,
ES;2 wenn V a

t;s  vs oder V a

t;s > vs aber keine Ersatzgarnitur verfügbar.
Die Verspätung des Zuges ergibt sich damit zu:
V at;s =
8<:Vs wenn ES;1,V at;s wenn ES;2.
Die Eintretenswahrscheinlichkeiten der beiden Fälle sind wie folgt zu bestimmen:
Pr (E1) = ps 
h
1  FV at;s (vs)
i
Pr (E2) = 1  Pr (E1)
Durch Addition der beiden möglichen Verspätungen, gewichtet mit der jeweiligen Eintretenswahr-
scheinlichkeit, resultiert die Verteilungsfunktion der Verspätung nach Betrachtung der Aktivität:
FV at;s(t) = Pr (E1)  FVs(t) + Pr (E2)  FV at;s (t)
Unterstellt man, dass die Ersatzgarnitur nie verspätet bereitgestellt wird, so entspricht die Operation
anschaulich einer Verschiebung der Ankunftsverspätung nach oben. Ist die Ersatzgarnitur ferner nie
verspätet und immer verfügbar (ps = 1), so wäre die FV at;s (t) im Fall E2 auf einen Maximalwert von
vs zu deckeln, da nach der Aktivität nie Verspätungen t > vs beständen. Auf eine solche Modifikation
der Verteilungsfunktion wird jedoch aus Gründen der Effizienz verzichtet, wie in Kapitel 6.3.2 im
Detail untersucht wird.
Anhang B
Einführung einer neuen Verteilungsklasse
B.1 Berücksichtigung beliebig großer Verspätungen
Wie in Kapitel 6.3.2 beschrieben, unterstellt eine Modellierung der Verspätungsfortpflanzung mittels
der hier verwendeten Verteilungsfunktionen im Widerspruch zum tatsächlichen Betrieb die Existenz
von gegen unendlich gehenden Verspätungen, um Rechenzeitvorteile zu erzielen. Der Einfluss die-
ser Vereinfachung auf die Anzahl der Parameter sowie die Rechenzeit wird in diesem Unterkapitel
untersucht.
B.1.1 Untersuchungsmodell
Es wird ein einfaches Simulationsmodell aufgestellt, in welchem lediglich Verspätungszuwächse
durch unbedingte Faltungen mit Prozesszeiten sowie Verspätungsreduktionen durch Reservezeiten
betrachtet werden. Ein Zug erleidet eine initiale Verspätung und befährt dreimal acht Kanten mit
jeweils zwei Unterwegshalten und einem Endhalt. Neben der Verspätungsverteilung am letzten Halt
wird die Entwicklung der Verspätung über den Laufweg protokolliert. Die in das System induzierten
Verspätungen auf der Strecke und im Halt werden durch Verspätungsverteilungen nach (2.1) mit den
Parametern au und u abgebildet.
Unter Variation der induzierten Verspätungen und Reservezeiten in neun Stufen werden Deckelungen
der maximalen Verspätung bei tmax = 20 min., tmax = 40 min., tmax = 60 min. und tmax =
90 min. erzwungen, indem die relevanten Verspätungsverteilungen jeweils nach ihrer Berechnung
modifiziert werden. Zur Ermittlung von Vergleichsgrößen erfolgen Rechenläufe ohne Adaption der
Verteilungsfunktion.
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Die genannte Modifikation bedeutet, dass die Wahrscheinlichkeit einer Verspätung jenseits des ge-
wünschten Maximalwerts tmax dem nicht-verspäteten Anteil zugeschlagen wird. Etwaige Verände-
rungen der Charakteristik der Zufallsgröße (z. B. Momente, Verspätungswahrscheinlichkeit) werden
in diesem Zusammenhang akzeptiert. Für eine Verspätung V , welche nach (2.1) definiert ist, ergibt
sich daraus beispielsweise die nachfolgende dargestellte Verteilungsfunktion. Der neue Abschnitt
führt dazu, dass in den anschließenden Operationen zusätzliche Integrationen mit beidseitig begrenz-
tem Integrationsbereich durchzuführen sind.
F^V (t) =
8>>><>>>:
0 ; t < 0,
1  [a  1 + FV (tmax)]  e( t) ; 0  t < tmax,
1 ; t  tmax.
B.1.2 Vergleichsergebnisse und Bewertung
Die Mittelwerte der zur Bewertung interessanten Kenngrößen enthält die nachfolgende Tabelle. Die
betrieblichen Kenngrößen V und vV beziehen sich auf die letzte Ankunft, während die Angaben zur
Anzahl der Parameter sowie zur Laufzeit über den gesamten Rechenlauf erfasst sind.
tmax = 20min. tmax = 40min. tmax = 60min. tmax = 90min. tmax =1
V [min.] 1,8784 1,9481 1,9483 1,9483 1,9483
vV [ ] 1,8166 1,8532 1,8535 1,8535 1,8535
nPar [ ] 29.376 29.592 29.595 29.595 1.612
Laufzeit [s.] 293,76 295,92 295,95 295,95 39,16
Tabelle B.1: Fehler am Ende des Laufwegs, in Abhängigkeit von Art der Reservezeiten
Die Ergebnisse, welche bei Verzicht auf eine Deckelung erzielt werden, entsprechen jenen Kenn-
zahlen, die bei Decklung der Verspätung auf ein Maximum von tmax  60min. eintreten. Diese
Grenze korrespondiert zugleich zu einer fachlichen Obergrenze im realen Bahnbetrieb. Daraus lässt
sich schließen, dass die theoretische Berücksichtigung unendlicher Verspätungen zu keiner unzuläs-
sigen Verfälschung der Berechnungsergebnisse führt – sehr wohl jedoch eine erhebliche Verkürzung
von Speicherbedarf und Laufzeit ermöglicht.
Soll explizit eine Begrenzung der maximalen Verspätung, welche eintreten kann, erzwungen werden,
so kann dies anhand der Aktivität „Ersetzen“, vgl. Kapitel A.3, umgesetzt werden.
Anhang C
Bewertung von Näherungsverfahren
C.1 Laufzeitverhalten der Rechenoperationen
Ergänzend zu Kapitel 7.1 sind die Laufzeiten einzelner Rechenoperationen anstelle der Laufzeiten
von gesamten Aktivitäten zu betrachten. Zunächst ist festzuhalten, dass die Summenbildung aus zwei
Verteilungen im Rahmen der bedingten Faltung sowie die Multiplikation zweier Verteilungen im
Rahmen der Maximumsbildung effizient durchzuführen sind. Es werden daher nachfolgend nur Fal-
tungsoperationen betrachtet. Abbildung C.1 zeigt, wie mit steigender Anzahl an Eingangsparametern
(Summe der Parameter beider an der Rechenoperation beteiligten Verteilungsfunktionen) auch die
Laufzeit zur Durchführung dieser Rechenoperationen steigt.
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Abbildung C.1: Rechenlaufzeit in Abhängigkeit von der Anzahl Eingangsparameter
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Ergänzend ist in Abbildung C.2 der Zusammenhang zwischen den maximalen Graden der beteiligten
Phasen dmax und der resultierenden Laufzeit für die Rechenoperationen dargestellt. Bei steigendem
maximalem Grad der beteiligten Phasen wächst auch die Laufzeit der Rechenoperation an.
Die starke Zunahme der Laufzeiten ist auf zwei Ursachen zurückzuführen:
 Zum Einen geht mit einer steigenden Anzahl an Parametern der Ausgangsverteilungen in den
meisten Fällen sowohl eine höhere Anzahl an Abschnitten s wie auch eine höhere Anzahl an
Exponentialsummanden nk innerhalb dieser Abschnitte k einher. Mehr an der Faltung zweier
Verteilungsfunktionen beteiligte Abschnitte bedingen eine größere Anzahl an durchzuführen-
den Integrationen, wie aus Formel (6.8) ersichtlich ist. Bei einer unbedingten Faltung ergibt
sich jeder Abschnitt der resultierenden Verteilungsfunktion aus Integrationen über alle Kombi-
nationen der Abschnitte der ursprünglichen Verteilungsfunktionen1.
 Andererseits nimmt der Rechenaufwand zur Auswertung der Stammfunktionen mit der Anzahl
der Exponentialsummanden sowie deren Grad zu. Eine Betrachtung der Formeln in Kapi-
tel 6.2.1 zeigt, dass der Rechenaufwand zur Auswertung einer Stammfunktion ungefähr um
den Faktor
nkX
i=1
n^k^X
j=1
 
dki + 1
 
dk^j + 1

von den zu integrierenden Abschnitten k und k^ abhängt2.
C.2 Beschränkung des Verteilungstypen
Dieses Kapitel enthält Ergänzungen zu Kapitel 7.2. Abbildung C.3 illustriert, dass bei der unbedingten
Faltung für die gewählten Eingangsgrößen
 in zwei Dritteln der Fälle die Streuung der resultierenden Zufallsgröße überschätzt wird,
 in jeweils einem Viertel der Fälle der Variationskoeffizient der approximierten Zufallsgröße um
mehr als 0,07 nach oben oder mehr als 0,02 nach unten vom exakten Ergebnis abweicht,
1Auch durch Zwischenspeicherung der Ergebnisse wiederkehrender Integrationen kann der steigende Rechenaufwand
bei höherer Anzahl an Abschnitten der Ausgangsverteilungen nur eingeschränkt reduziert werden.
2Durch zweckmäßige Formulierung der Gleichungen und Zwischenspeicherungen (z. B. von Binomialkoeffizienten)
gelingt es zwar, den Rechenaufwand zu verringern, das unvorteilhafte Verhalten der Rechenzeit gegenüber der Anzahl der
Eingangsparameter bleibt jedoch bestehen.
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Abbildung C.2: Rechenlaufzeit in Abhängigkeit vom Grad der Eingangsphasen
 rund 40 % der Näherungen eine Abweichung im Bereich von  0; 05 < ev  0; 05 aufweisen.
Bei niedrigem Verspätungsniveau (Erwartungswert nach Faltung V < 7; 5min:) treten Über- und
Unterschätzungen der Streuung dagegen gleich häufig auf. In diesen Fällen ist das Verhältnis der
Ankunftsraten  und ^ der ursprünglichen Verteilungsfunktionen für den entstehenden Fehler rele-
vant: Sehr unterschiedliche mittlere Verspätungen führen – ohne eine Aussage zu den Parametern a
und a^ zu treffen – tendenziell zu einer Unterschätzung der Streuung, während mittlere Verspätungen
ähnlicher Größenordnung eher eine Überschätzung der Streuung bedingen.
Verspätungen t  1 werden in allen 4.443 Fällen mit zu hoher Streuung ebenfalls überschätzt. Für
Verspätungen t  3 trifft dieser Zusammenhang noch in 98,3 % der Falle und für Verspätungen t  6
noch bei 91,7 % der Berechnungen zu.
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Abbildung C.3: Fehler des Variationskoeffizienten in Abhängigkeit vom Erwartungswert
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gesonderte Verspätungsreduktion um r=0,5 min. nebst Kappung nach unbedingter Faltung
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Abbildung C.4: Fehler der Verspätungswahrscheinlichkeit p _V = 1 F _V (0) in Abhängigkeit vom
Erwartungswert, wenn Verspätungsabbau und Kappung gesondert durchge-
führt werden
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Abbildung C.5: Fehler des Funktionswertes F _V (6) in Abhängigkeit vom Erwartungswert, wenn
Verspätungsabbau und Kappung gesondert durchgeführt werden
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Abbildung C.6: Fehler des Erwartungswertes nach Verspätungsabbau in Abhängigkeit vom
Erwartungswert vor Verspätungsabbau, wenn Verspätungsabbau und Kap-
pung gesondert durchgeführt werden
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Abbildung C.7: Fehler des Variationskoeffizienten in Abhängigkeit vom Erwartungswert, beide
Verfahren
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Abbildung C.8: Fehler der Pünktlichkeit F _V (6) in Abhängigkeit vom Erwartungswert, beide
Verfahren
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C.3 Reduktion der Parameterzahl
Die Auswertung der Beispielrechnungen aus Kapitel 7.3.3 zeigt, dass bei Anwendung der Para-
meterreduktion die 95%-Quantile der Fehler von Erwartungswert und Standardabweichung nie die
Schranke 2   übersteigen. Analog überschreiten die 99%-Quantile nie die dreifache Einzeltoleranz
3  .
0,00
0,01
0,02
0,03
0,04
0,05
0,06
0,07
0,08
0,09
0,10
0,00 0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09 0,10
M
it
tl
e
re
A
b
w
e
ic
h
u
n
g
 v
o
m
 e
x
a
k
te
n
W
e
r
t 
[m
in
.]
95%-Quantil des Fehler des Erwartungswertes
99%-Quantil des Fehlers des Erwartungswertes
95%-Quantil des Fehlers der Standardabweichung
99%-Quantil des Fehlers der Standardabweichung
Fehlertoleranz [- / min.]β
Abbildung C.9: Anzahl der Parameter in Abhängigkeit der Fehlertoleranz
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C.4 Diskretisierung und numerische Berechnung
Die zwei nachstehenden Abbildungen liefern ergänzende Informationen zu den Fehlern, welche bei
einer Diskretisierung der Zufallsgrößen, wie in Kapitel 7.4 beschrieben, auftreten.
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Abbildung C.10: Fehler der Erwartungswerte in Abhängigkeit von Intervalbreite
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Abbildung C.11: Fehler der Funktionswerte in Abhängigkeit von Intervalbreite
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C.5 Gegenüberstellung der Verfahren
In Ergänzung zur Aufbereitung in Tabelle 7.5 und Abbildung 7.6 ist nachstehend die Entwicklung
des mittleren Fehlers des Funktionswerts über alle Eingangsparameter sowie über den Laufweg des
betrachteten Zuges dargestellt.
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Abbildung C.12: Mittlere absolute Fehler der Funktionswerte je Verfahren
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