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[1] The aim of this paper is to present a decomposition and multistage approach for
optimizing the design of water distribution systems with multiple supply sources (WDS-
MSS). An algorithm is ﬁrst proposed to identify the optimal source partitioning cut-set for a
WDS-MSS. A WDS with K supply sources is therefore decomposed to K disconnected
subnetworks by the removal of the determined cut-set. Then, a total of K separate
differential evolution (DE) algorithms are used to optimize the designs for the K
subnetworks, respectively. This is the ﬁrst optimization stage. The optimal solutions for the
K subnetworks plus the optimal cut-set being the minimum allowable pipe sizes are used to
create a tailored seeding table. This table is used to initialize a second-stage DE algorithm
to optimize the whole of the original WDS, which is the second stage of the optimization
process. Four WDS-MSS case studies are used to demonstrate the effectiveness of the
proposed method. A standard DE algorithm seeded by the total choice table rather than the
tailored seeding table is applied to the entire network for each case study, and the results are
compared with those of the proposed method in terms of efﬁciency and solution quality.
The comparison demonstrates that the proposed method (i.e., decomposition followed by
multistage optimization) shows better performance than results from a whole of network
optimization. In addition, the proposed method also exhibits signiﬁcantly improved
performance compared with the optimization techniques that have been previously used to
optimize these case studies.
Citation: Zheng, F., A. R. Simpson, and A. C. Zecchin (2013), A decomposition and multistage optimization approach applied to the
optimization of water distribution systems with multiple supply sources, Water Resour. Res., 49, doi:10.1029/2012WR013160.
1. Introduction
[2] Over the last four decades, signiﬁcant research has
been undertaken to develop techniques to optimize the design
of water distribution systems (WDSs). Various optimization
techniques including traditional optimization methods and
evolutionary algorithms (EAs) have been applied to WDS
optimization, and these are summarized in Table 1 (it should
be noted that only the ﬁrst signiﬁcant paper for each optimi-
zation technique applied to WDS optimization is provided in
Table 1). Traditional optimization techniques such as linear
programming (LP) and nonlinear programming (NLP) often
converge at local optimal solutions due to the nonsmoothness
properties of the WDS optimization problem [Eiger et al.,
1994]. EAs given in Table 1 have been demonstrated to be
able to ﬁnd better quality solutions than traditional optimiza-
tion methods based on testing on a number of WDS case
studies. One major drawback with using EAs, however, is
that they require a large number of network evaluations to
ﬁnd optimal solutions, resulting in an expensive computa-
tional overhead, especially for relatively large case studies.
Thus, it is difﬁcult for these EAs to ﬁnd good quality optimal
solutions for the real-world sized WDSs, as these systems are
generally complex, with large numbers of decision variables.
[3] Much research has been done in an attempt to
improve the efﬁciency of EAs applied to large WDS opti-
mization problems [Bolognesi et al., 2010]. Decomposing
the original WDS using graph theory to facilitate the opti-
mization process is one of these research lines.
2. Decomposition of WDSs
[4] Normally, decomposition of a water network is used
to carry out an analysis of network connectivity, reliability,
and management strategies. Ostfeld [2005] employed graph
theory to undertake a connectivity analysis for WDSs.
Deuerlein [2008] decomposed complex water networks
into forests, blocks, and bridges using graph theory. Based
on the decomposition algorithm proposed by Deuerlein
[2008], the original whole network can be simpliﬁed to sev-
eral parts that are able to improve the understanding of the
interaction among different network components, thereby
enabling a network vulnerability analysis and improved
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management of the network. Yazdani and Jeffrey [2010]
used graph theory and complex network principles to con-
duct a robustness analysis for WDSs; Di Nardo and Di
Natle [2010] proposed a design support method for district
metering of WDSs using graph decomposition.
[5] Few attempts have been made to utilize graph
decomposition to facilitate WDS design optimization.
Krapivka and Ostfeld [2009] proposed a network decom-
position based genetic algorithm (GA-LP) scheme for the
least cost pipe sizing of WDSs. In their work, the looped
water network was ﬁrst decomposed into a number of
spanning trees and chords. Then, an LP was utilized to
optimize each spanning tree, allowing the identiﬁcation of
the least cost spanning tree. Finally, a GA was used to al-
ter the ﬂows for the least cost spanning tree (referred to
the ‘‘outer’’ problem), and the LP was employed to opti-
mize the tree network with the updated ﬂows (the ‘‘inner’’
problem).
[6] Cisty [2010] proposed another network decomposi-
tion-based GA-LP model for solving WDS design prob-
lems. In this proposed GA-LP method, a GA was used to
generate various trees for a complex looped network, and
LP was used to optimize each tree network. Haghighi et al.
[2011] developed a hybrid model incorporating a GA and
integer linear programming (GA-ILP) to optimize the
design of WDSs. As for the GA-LP method proposed by
Cisty [2010], the GA in the GA-ILP model proposed by
Haghighi et al. [2011] randomly generated tree networks
for the original looped WDS and the ILP was utilized to
optimize each tree network.
[7] Zheng et al. [2011a] proposed a combined NLP-dif-
ferential evolution (NLP-DE) method for optimizing WDS
design. In the proposed NLP-DE approach, the original
WDS was decomposed into a shortest-distance tree and
chords. Then, an NLP was employed to arrive at an approx-
imate optimal solution for the decomposed WDS. The ap-
proximate optimal solution obtained from the NLP was
then used to seed a DE to generate improved quality solu-
tions for the original full WDS.
3. Proposed Decomposition and Multistage
Optimization Method
[8] The above analysis indicates that graph theory is nor-
mally used to ﬁnd various trees for the looped WDSs in
previously proposed decomposition-based optimization
methods. This is motivated by the fact that optimal solu-
tions for trees can be obtained by deterministic optimiza-
tion methods such as LP, NLP, or ILP with great
efﬁciency. In contrast, in this paper, a novel decomposition
method is proposed to alternatively decompose the original
complex WDS into subnetworks rather than into trees to
facilitate network design optimization.
[9] For a real-world WDS, multiple sources of supply
(i.e., multiple tanks) are normally incorporated into the sys-
tem in addition to having loops to improve the reliability of
supply. For such a complex WDS with multiple supply
sources (WDS-MSS), existing optimization algorithms nor-
mally tackle the system as a whole to ﬁnd optimal design
solutions. Normally, design of a large-scale water network
with multiple sources is computationally very rigorous.
This is due to the size of the search space as well as the
time for hydraulic simulation of the network. The method
proposed here has (i) developed a graph decomposition
method to partition the larger optimization problems into
smaller ones that in turn reduces the computational over-
head for optimizing the design of the WDS-MSS and (ii)
developed a multistage DE method to optimize the design
of the subnetworks obtained by decomposing the WDS-
MSS and then the original whole network. The outcome is
a signiﬁcantly more efﬁcient and effective method for the
optimization of the design of water networks with multiple
sources.
[10] In the proposed decomposition and multistage opti-
mization method, an algorithm is developed to identify the
optimal source partitioning cut-set for a WDS with K sup-
ply sources. By removing the optimal source partitioning
cut-set, the whole original WDS is decomposed to K sub-
networks. For each subnetwork, one and only one supply
source is assigned. Each subnetwork is then optimized by a
DE algorithm independently, which is the ﬁrst stage of
optimization.
[11] The optimal solutions for all subnetworks are then
combined to provide an approximate optimal solution for
the whole original network. However, this approximate
optimal solution needs to be further improved because the
pipes within the optimal source partitioning cut-set were
not included during the ﬁrst stage of the subnetwork opti-
mization. A second-phase DE is therefore used to explore
the search space around the obtained approximate optimal
solution, and better quality solutions for the whole WDS
are expected to be found with signiﬁcantly reduced compu-
tational effort. This is the second stage of the optimization
process.
[12] The concept of multistage optimization is based on
the decomposition of large-scale and complex systems into
independent subsystems (although these subsystems are
actually interconnected and are not truly independent of
one another). Each subsystem is optimized independently,
Table 1. Types of Previously Used Optimization Techniques
Applied to WDS Optimization
Algorithma First Reference
Linear programming (LP) Alperovits and Shamir [1977]
Nonlinear programming (NLP) Fujiwara and Khang [1990]
Standard genetic algorithm (SGA) Simpson et al. [1994]
Modiﬁed genetic algorithm (MGA) Dandy et al. [1996]
Simulated annealing (SA) Loganathan et al. [1995]
Tabu search (TS) Lippai et al. [1999]
Harmony search (HS) Geem et al. [2002]
Shufﬂed frog leaping algorithm (SFLA) Eusuff and Lansey [2003]
Ant colony optimization (ACO) Maier et al. [2003)
ANN metamodels Broad et al. [2005)
Particle swarm optimization (PSO) Suribabu and Neelakantan
[2006]
Scatter search (SS) Lin et al. [2007]
Cross-entropy algorithm (CE) Perelman and Ostfeld [2007]
Hybrid discrete dynamically dimensioned
search (HD-DDS) algorithm
Tolson et al. [2009]
Differential evolution (DE) Suribabu [2010]
Honey-Bee Mating Optimization (HB) Mohan and Babu [2010]
Genetic Heritage Evolution by Stochastic
Transmission (GHEST)
Bolognesi et al. [2010]
aOnly the ﬁrst signiﬁcant paper for each optimization technique applied
to WDS optimization is provided.
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and the optimal solutions for each subsystem are then com-
bined together to derive the optimal solution for the whole
system. Although a multistage optimization approach has
been used to control the pollution of water resource sys-
tems [Hass, 1970, Haimes, 1971], optimize urban water
management [Zhu et al., 2005], and deal with the reservoir
operation problem [Canon et al., 2009], the method pro-
posed here is the ﬁrst time that multistage optimization has
been used to optimize the design of a WDS.
[13] Although the DE algorithm is used in this study,
other EAs such as a GA could also be implemented in the
proposed optimization framework. However, the perform-
ance comparison of the DE algorithm with other optimiza-
tion algorithms has not been carried out in this study. The
methodology of the proposed decomposition and multi-
stage method are given later.
4. Formulation of the WDS-MSS Optimization
Problem
[14] Typically, single-objective optimization of a WDS
is the minimization of system total life cycle costs (pipes,
tanks, and other components) while satisfying head con-
straints at each node. In this paper, the proposed decompo-
sition and multistage optimization method is veriﬁed using
WDS-MSS case studies with pipes only for a single
demand load case. Thus, the formulation of the WDS-MSS
optimization problem can be given by





Hmink  Hk  Hmaxk k ¼ 1; 2; . . . ; nj; (2)
G Hk ;Dð Þ ¼ 0; (3)
Di 2 Af g; (4)
where F ¼ network cost that is to be minimized [Simpson
et al., 1994]; Di ¼ diameter of the pipe i ; Li ¼ length of
the pipe i ; a, b ¼ speciﬁed coefﬁcients for the cost func-
tion; np ¼ total number of pipes in the network; nj ¼ total
number of nodes in the network; G(Hk, D) ¼ nodal mass
balance and loop (path) energy balance equations for the
whole network, which is solved by a hydraulic simulation
package (EPANET2.0 in this study); Hk ¼ head at the
node k ¼ 1, 2, . . . , nj ; Hmink and Hmaxk are the minimum and
maximum allowable head limits at the nodes, respectively;
and A ¼ a set of commercially available pipe diameters.
5. Methodology of the Proposed Method
[15] The ﬂowchart in Figure 1 outlines the features of
each step of the proposed decomposition and multistage
optimization approach.
5.1. Decomposition of the WDS-MSS
5.1.1. Source Partitioning Cut-Set of the WDS-MSS
[16] In a connected graph G(V, E), a cut-set is a set of
edges whose removal from G results in G being discon-
nected [Deo, 1974], where V is a set of vertices and E is a
set of edges. In this paper, a source partitioning cut-set
(C) for a WDS-MSS is a set of pipes whose removal from
the system results in the WDS-MSS being separated in
such a way that each subnetwork is attached to one and
only one unique supply source. That is, the original WDS
with K supply sources is decomposed into K disconnected
subnetworks after removal of the source partitioning cut-
set. For a WDS-MSS with two supply sources (reservoirs)
Figure 1. Flowchart of the proposed optimization approach.
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(see Figure 2a), all source partitioning cut-sets (C) and
their corresponding two subnetworks after removal of the
cut-set are given in Figures 2b–2d).
[17] As shown in Figure 2a, the original WDS G(V, E),
where V ¼ fR1, R2, 1, 2, 3, 4g and E ¼ f1, 2, 3, 4, 5, 6g,
has two reservoirs (R1 and R2), six links and four nodes. An
arbitrarily selected source partitioning cut-set C ¼ f2, 5g is
shown in Figure 2b. The original two-reservoir WDS is
decomposed to two subnetworks G1(V1, E1), G2(V2, E2) after
removal of the cut-set C ¼ f2, 5g, where V1 ¼ fR1, 1, 3g,
E1 ¼ f1, 3g, V2 ¼ fR2, 2, 4g, E2 ¼ f4, 6g. It can be
observed that a total of three cut-sets exist in this two-reser-
voir WDS, which enable the network disconnection. In the
proposed decomposition and multistage optimization
method, an optimal source partitioning cut-set  is proposed
to decompose the WDS-MSS. The deﬁnition of the  and
the algorithm that has been developed in this study to iden-
tify the  for a WDS-MSS are outlined in the next section.
5.1.2. Identification of the Optimal Source
Partitioning Cut-Set X of the WDS-MSS
[18] For a WDS-MSS with K supply sources, each node i
in the water network has K different potential water supply
sources and a number of potential supply paths from each
supply source. For a given supply source k and the demand
i, there exists a ﬁnite set of independent paths joining these
two nodes, symbolized here as Pki. For each supply path
2 Pki, the available friction slope is calculated as






where Ski ð Þ is the available friction slope from source k to
node i based on the supply path 2 Pki, Hk is the head of
the source k, and Hmini is the minimum allowable head
requirement at node i ; Ll is the length of link l (l2 ).
Among the different paths 2 Pki, the path that has the
largest available friction slope (ki) is considered to be the
most economic supply path for this node i from source k
[Zheng et al., 2011a], which is given as
ki ¼ argmax
2Pki
Ski ð Þ: (6)
[19] Then, for a given node i, the available friction slope
for the economic paths from each source can be constructed











Given this, the source k with the greatest available friction
slope ki for node i is taken to be the supply source for
node i. This is based on heuristic reasoning that it is eco-
nomical overall for a demand node to receive ﬂows from a
supply source having a relatively high available head and/
or a relatively short distance to this demand node. As such,
each node i is assumed to receive ﬂows from one and only
one supply source in the proposed method according to the
heuristic approximation.
[20] It is noted that the largest available friction slope
(ki) is determined by the distance and the allowable heads
but without the inclusion of consideration of the nodal
demands. This is because that it is impossible to consider
the ﬂows in each path to determine the most effective path
for each node to receive demands from sources as the ﬂows
in the network are unknown before the determination of
the network conﬁguration (pipe diameters in the network).
However, it is acknowledged that the demands at nodes
may inﬂuence the ﬁnal decomposition results and hence the
path determined by the largest available friction slope is an
Figure 2. An example of cut-sets and the subnetworks for a two reservoir WDS: (a) the two-reservoir
water network; (b) source partitioning cut-set (pipes 2 and 5) and subnetworks; (c) optimal source parti-
tioning cut-set (pipes 2 and 3) and subnetworks; and (d) source partitioning cut-set (pipes 2 and 4) and
subnetworks.
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approximation to the truly optimal path for delivery of
ﬂows.
[21] By assigning demand nodes to different supply
source nodes, a demand node set Nk can be constructed for
each supply source node k, which consists of all nodes for
which k is the supply source. Then links that have different
supply sources for two nodes on each side are obtained,
which is deﬁned as:
 ¼ fði; jÞ : i 2 Nk ; j 2 Nm; k 6¼ m; k;m ¼ 1; . . . ;Kg; (7)
where ði; jÞ is the link having node i and j on each side.
This set of links is deﬁned as the optimal source partition-
ing cut-set  for the WDS-MSS and the removal of the
optimal cut-set leaves the original WDS-MSS decomposed
into several subnetworks. Each subnetwork is composed of
one and only one supply source and a particular number of
nodes and pipes. Each supply source only provides water to
speciﬁc nodes established when the optimal source parti-
tioning cut-set is removed. Thus, the optimal source parti-
tioning cut-set is actually the estimated optimal supply
boundary of different supply sources in a WDS.
[22] The two-reservoir WDS presented in Figure 2a is
used to explain the proposed  to decompose the network.
The network data are given in Table 2. Each supply path
for each node () and the available friction slope for each
path (S ð Þ) are provided in Table 3. The path having the
largest available friction slope has been highlighted for
each node in Table 3. NR1 ¼ f1g as R1-1 is the most eco-
nomical path that has the largest available friction slope for
node 1. NR2 ¼ f2, 3, 4g as these nodes have the largest
available friction slopes from R2. Thus, the optimal source
partitioning cut set is given as  ¼ f2, 3g as the nodes on
each side of these two links are assigned to different reser-
voirs. The optimal partitioning cut-set  and the subnet-
works after removal of the  are given in Figure 2c.
[23] For a relatively small WDS-MSS (the water net-
work in Figure 2a), the  can be determined using com-
plete enumeration. However, it is impossible to enumerate
all the paths for a relatively large WDS-MSS. An algo-
rithm that is used to efﬁciently identify the optimal source
partitioning cut-set  for a large WDS-MSS has been
developed in this research. The proposed approach is moti-
vated by the fact that the shortest-distance path Pki of all
the available paths from the same supply source to a partic-
ular node always has the largest available friction slope
ki. This is reﬂected in equation (5), which shows that the
available head for a particular node to a particular supply
source is constant. Therefore, the shortest path between a
node and a particular supply source has the largest avail-
able friction slope, i.e., Pki ¼ ki. The Dijkstra algorithm
[Deo, 1974] is employed in this study to ﬁnd the shortest-
distance path for each node to different supply sources.
The details of Dijkstra algorithm [Deo, 1974] are given as
follows.
[24] In the Dijkstra algorithm, either a permanent label
or temporary label is assigned to each node. A permanent
label is given to a node once the shortest path from this
node to the source node has been determined. The value of
the permanent label is made equal to the sum of lengths of
the shortest path. In contrast, a temporary label is given to
a node for which the shortest path has not yet been identi-
ﬁed. The value of this temporary label is set to be equal to
the sum of lengths of the shortest path in the current itera-
tion, and this value will be updated in later iterations.
[25] The Dijkstra algorithm begins by assigning a perma-
nent label 0 to the starting node (supply source node) and a
temporary label 1 (this is replaced by a large number in
the computer algorithm) to the remaining nodes (demand
nodes in a WDS-MSS). In the search procedure, at each
iteration, another node gets a permanent label according to
the following rules [Deo, 1974]:
[26] Rule 1. Every node j that has not yet permanently
been labeled is updated with a new temporary label whose
value is given by min [old label j, old label i þ dij], where i
is the latest node permanently labeled in the previous itera-
tion. dij is the direct length from node i to node j. If nodes i
and j are not directly connected, then dij ¼1.
[27] Rule 2. At each iteration, the smallest value amongst
all temporary labels is found and the corresponding node is
permanently labeled with this value. Thus, a new perma-
nently labeled node is produced in this iteration. If more
than one temporary label has the same value, then any one
of the candidates for permanent labeling is selected.
[28] Rules 1 and 2 are repeated until all the nodes are
permanently labeled. An example illustration of the Dijk-
stra algorithm performed for the source node R1 to other
demand nodes in the looped water network of Figure 2a is
given in Table 4. The shortest-distance path for source
node R1 to other demand nodes is presented in the last col-
umn of Table 4.












R1 54 5 550
R2 56 6 400
1 27 20 50 1 800
2 29 20 60 2 800
3 31 20 75 3 650
4 33 20 90 4 700
Table 3. Supplying Paths and the Available Friction Slope for
Each Node




(Hk  Hmini ) (m)
Available
Friction
Slope (S ð Þ)
1 R1-1 800 7 0.0088
R2-6-2 1200 9 0.0075
R2-6-4-5-3 2300 9 0.0039
2 R1-1-2 1600 5 0.0031
R1-1-3-5-4 2700 5 0.0019
R2-6 400 7 0.0175
3 R1-1-3 1450 3 0.0021
R2-6-2-3 1850 5 0.0027
R2-6-4-5 1650 5 0.0030
4 R1-1-2-4 2000 1 0.0005
R1-1-3-5 2300 1 0.0004
R2-6-4 1100 3 0.0027
aThe paths in bold have the largest available frictions slope for each
demand node.
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[29] The details of the proposed algorithm to identify the
optimal source partitioning cut-set  for a WDS with K
supply sources are given in Figure 3. As can be seen from
Figure 3, three steps are involved in this proposed algo-
rithm to identify the optimal source partitioning cut-set .
In step 1, the Djikstra algorithm is performed to identify
the shortest-distance path Pki ¼ ki for each supply source
node k to each node i within the WDS. Then, the available










values are obtained for each node i. In step 2, node
i ¼ 1, . . . , n is assigned to the set Nk if Ski ki
 
is the largest
value from the K total available friction slope values, indi-
cating that k is the supply source node for node i. In step 3,
all the links (i, j) that have the nodes on each side assigned
to different supply source nodes are identiﬁed and form the
optimal source partitioning cut-set .
[30] It is observed from Figure 3 that the Djikstra algo-
rithm is performed K times to determine the optimal source
partitioning cut-set for a WDS with K supply sources. The
computational time required to identify the optimal source
partitioning cut-set for each WDS-MSS case study is ana-
lyzed in later discussion. The subnetworks are obtained
after removal of the optimal source partitioning cut-set.
These subnetworks are independent and can be optimized
separately.
5.1.3. Summary of the Proposed Decomposed Method
for WDS-MSS
[31] The proposed decomposition method partitions the
whole water distribution system with K supply sources into
K subnetworks. This differs signiﬁcantly to the majority of
the previously used decomposition approaches. These pre-
vious approaches identiﬁed a tree network as an approxi-
mation for the original full network [Krapivka and Ostfeld,
2009; Kadu et al., 2008; Zheng et al., 2011a]. In the pro-
posed decomposition method, the shortest-distance path
only is used to assign the nodes to different supply sources,
and each node may receive ﬂows via various paths from
the assigned supply source (not only the shortest-distance
path). This is due to the fact that loops are retained within
each subnetwork obtained by the proposed decomposition
method. However, in Krapivka and Ostfeld [2009], Kadu et
al. [2008], and Zheng et al. [2011a], each node has one and
only one path to receive ﬂows to meet the demands from
the source node.
[32] The available friction slope for each node is used in
the proposed decomposition method to determine the opti-
mal source partitioning cut-set  for a WDS-MSS, and the
magnitude of the demands at each node is not considered
during the decomposition. It is assumed to be cost effective
overall for a demand node to receive the ﬂows to meet the
demands from a source having a relatively large available
head and/or the shortest distance to this node. Thus, an ap-
proximate supply boundary is produced using the proposed
decomposition method since each demand node receives
the ﬂows from one and only one supply source. However, it
should be acknowledged that the supply boundary obtained
by the proposed decomposition is an approximation to that
of the real supply system as some nodes (especially nodes
at the supply boundary) in the real WDS may receive the
ﬂows to supply demands from multiple supply sources.
[33] The available friction slope concept has also been
used by Kadu et al. [2008] to identify a tree for a looped
WDS. Thus, it is necessary to clarify the differences
between the method used by Kadu et al. [2008] and the
approach proposed here in terms of decomposing the WDS.
The proposed decomposition method aims to specify a par-
ticular supply source for each demand node, for which this
supply source has the largest available friction slope to this
Table 4. The Dijkstra Algorithm for Identifying the Shortest-Distance Tree
Iteration
Length to Nodea
Description Shortest Path PkiR1 1 2 3 4
1 0 1 1 1 1 Starting at the source node R1. It is labeled 0 and all the
other nodes are labeled1.
R1-R1
2 0 800 1 1 1 All successors of R1 are labeled using Rule 1. The smallest
label (node 1) is permanently labeled (Rule 2).
1-R1
3 0 800 1600 1450 1 All successors of 1 are labeled using Rule 1. The smallest
label (node 3) is permanently labeled (Rule 2).
3-1-R1
4 0 800 1600 1450 2000 All successors of 3 are labeled using Rule 1. The smallest
label (node 2) is permanently labeled (Rule 2).
2-1-R1
5 0 800 1600 1450 2000 All successors of 2 are labeled using Rule 1. The smallest
label (node 4) is permanently labeled (Rule 2).
4-3-1-R1
aThe bold values are the succession of assignment of permanent labels.1 would be designated as a large number in a computer implementation.
Figure 3. Optimal source partitioning cut-set identiﬁca-
tion algorithm.
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demand node, while Kadu et al. [2008] used the smallest
available friction slope to identify the critical path for the
original WDS. In addition, disconnected subnetworks are
obtained using the proposed decomposition method, within
which loops are involved, while a tree network is ﬁnally
obtained using the method proposed by Kadu et al. [2008].
[34] It is also useful to highlight the difference between
the proposed decomposition method and the network
aggregation method proposed by Perelman and Ostfeld
[2007]. The main differences include: (i) in the new
method presented here, the whole network is decomposed
into several disconnected subnetworks, while the aggrega-
tion method keeps the general topology of the original sys-
tem and only removes some nodes and links from the
original system; (ii) in the proposed decomposed method,
the decomposition results for a WDS are based on the num-
ber of different supply sources, while the aggregation result
is dependent on the connectivity properties of the original
system (such as the location of the monitor stations) ; and
(iii) the demand distribution and link properties (such as
link length and conductance) are not varied in the proposed
decomposition approach, while they are changed in the
aggregation network of Perelman and Ostfeld [2007] to
resemble the hydraulics and water quality performance of
the original system.
5.2. Multistage Optimization for the WDS-MSS
5.2.1. DE Algorithm Applied to Each Subnetwork
(First-Stage Optimization)
[35] The DE algorithm, introduced by Storn and Price
[1995], has performed well when used to ﬁnd optimal solu-
tions in a number of numerical optimization case studies
[Vesterstrom and Thomsen, 2004]. Vasan and Simonovic
[2010] and Suribabu [2010] ﬁrst applied DE to the optimi-
zation of WDSs and concluded that the performance of the
algorithms was at least as good as, if not better, than other
EAs such as GAs and ant colony optimization. More
recently, Zheng et al. [2011a, 2011b] further investigated
the performance of DE and reported that DE was effective
in ﬁnding optimal solutions for WDS. A total of three oper-
ators including mutation, crossover, and selection operators
are involved in the application of DE in an optimization
problem. Three parameters need to be prespeciﬁed: the
population size (N), mutation weighting factor (F), and the
crossover rate (CR). The general ranges of these three pa-
rameters are 1D  N  10D (where D is the number of de-
cision variables) 0.1  F  1.0 and 0.1  CR  1.0 [Storn
and Price, 1995].
[36] The basic DE algorithm is a continuous global opti-
mization search algorithm [Storn and Price, 1995] and
requires modiﬁcation when used to solve discrete WDS
optimization problems. In this study, the modiﬁcation
made to the DE algorithm was based on the approach used
in Suribabu [2010]. To handle the head constraints, con-
straint tournament selection [Deb, 2000] was used in the
DE algorithm. The pseudocode for the DE algorithm
applied to WDS optimization is given in Figure 4. Assume
the WDS to be optimized has D decision variables (pipes),
and a total of TD available pipe diameters can be used for
each decision variable.
[37] During the ﬁrst stage of the optimization process,
each subnetwork is optimized by a separate DE. In this
paper, only the pipes in the subnetwork are considered for
each separate subnetwork optimization. The subnetwork
optimization problem formulation is similar to that for the
original whole network (equations (1)–(4)). Because the
dimensionality of each subnetwork is signiﬁcantly reduced
compared with the original network, the DE algorithm is
expected to be able to more efﬁciently ﬁnd optimal solu-
tions for each subnetwork than for the whole network.
[38] For the water network given in Figure 2, 14 pipe
diameters including f150, 200, 250, 300, 350, 400, 450,
500, 600, 700, 750, 800, 900, 1000g mm can be selected
for each pipe, and all the pipes are assigned to have an
identical Hazen-Williams coefﬁcient (HW) of 130. The
unit costs for each pipe diameter are given by Kadu et al.
[2008]. Two separate DEs were employed to optimize the
two subnetworks (S1 ¼ fR1, 1, [1]g, S2 ¼ fR2, 2, 3, 4, [4],
[5], [6]g) as shown in Figure 2c obtained by removing the
optimal source partitioning cut-set  ¼ f2, 3g. The DE
optimal solutions for S1 and S2 were $37,910 and $166,896,
respectively, and the pipe diameters for the optimal solu-
tions are [1] ¼ 250 mm, [4] ¼ 450 mm, [5] ¼ 300 mm, and
[6] ¼ 500 mm. It is noted that the optimal cut-set  ¼ f2,
3g was not included in the ﬁrst stage of the proposed multi-
stage optimization method.
5.2.2. Creation of the Seeding Table
[39] In the proposed method, the optimal solutions for K
subnetworks are obtained after the ﬁrst-stage optimization,
and an optimal pipe diameter is assigned for each link in all
subnetworks. As the optimal source partitioning cut-set 
of the original complete network is not included during the
ﬁrst-stage optimization, the minimum allowable pipe diam-
eters are therefore assigned to all the links in the  in this
study. Each link of the complete network is given a pipe di-
ameter by combining the optimal solutions of the subnet-
works and assigning the minimum allowable pipe diameters
for the . This, therefore, creates an approximate optimal so-
lution (or a near optimal in a topological sense) for the com-
plete network. For the example given in Figure 2, the
approximate optimal solutions were $240,374 and the corre-
sponding network conﬁguration is [1] ¼ 250 mm, [2] ¼
150 mm, [3] ¼ 150 mm, [4] ¼ 450 mm, [5] ¼ 300 mm, and
[6] ¼ 500 mm (note 150 mm is the minimum allowable pipe
diameter).
[40] The approximate optimal solution is now used to
create a tailored seeding table to enable the second stage of
optimization. For each link in this seeding table, three pipe
diameters are included, namely (i) the pipe diameter from
the approximate optimal solution of the whole network, (ii)
and the pipe diameters that are immediately smaller, and
(iii) the pipe diameters that are immediately larger than the
diameter provided by the approximate optimal solution.
For a pipe that is already the minimum or maximum allow-
able diameters, the three adjacent smallest or largest pipe
diameters are assigned to the seeding table for this pipe.
[41] Table 5 is used to illustrate the process of the crea-
tion of the seeding table based on the approximate optimal
solution of the water network given in Figure 2. The pipe
diameters of the approximate optimal solution obtained
after the ﬁrst-stage optimization are given in column 2 of
Table 5. As shown in Table 5, for links 1, 4, 5, and 6, three
adjacent pipe diameters are included in the seeding table,
and the middle one is the pipe diameter for the approximate
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optimal solution (column 2 of Table 5). For links 2 and 3,
three adjacent smallest pipe diameters are assigned to the
seeding table as the diameter of links 2 and 3 given in col-
umn 2 of Table 5 are already the minimum allowable diam-
eter (150 mm). This proposed method for the creation of
the seeding table is applied to each case study in this paper.
5.2.3. Final Optimal Solution for the Original
WDS-MSS (Second-Stage Optimization)
[42] In the proposed decomposition and multistage opti-
mization method, another DE algorithm (denoted the ﬁnal
DE algorithm) is used in the second stage of optimization
to ﬁnd the optimal solutions for the original WDS with
multiple supply sources. It is noted that the ﬁrst-stage opti-
mization does not include the pipes in the optimal source
partitioning cut-set . In the proposed approach, an approx-
imate optimal solution was generated by combining the
subnetwork optimal solutions and setting the pipes in the 
to be the minimum allowable pipe diameters. However,
this approximate optimal solution is not acceptable for the
original whole network. This is because (i) the network
reliability will be reduced by simply assigning the pipes in
the  to be the minimum allowable diameter size as these
pipes are the connections between subnetworks; and (ii)
the approximate optimal solution produced in the ﬁrst-stage
optimization may be infeasible for the original whole net-
work with the inclusion of the minimum diameter pipes in
the . Thus, the approximate optimal solution obtained in
the ﬁrst-stage optimization need to be further polished.
This is achieved by applying the DE at the second-stage
optimization of the proposed method.
[43] During the second-stage optimization phase (the for-
mulation is given by equations (1) to (4)), the ﬁnal DE
algorithm is seeded by a tailored seeding table (column 4
of Table 5) rather than the total choice table (14 pipe diam-
eter options). Thus, the initial solutions of the ﬁnal DE
algorithm are randomly located in the search space speci-
ﬁed by the tailored seeding table rather than the whole
search space. The ﬁnal DE algorithm therefore focuses on
exploring promising regions speciﬁed by the tailored seed-
ing table and hence avoids wasting computational effort
Figure 4. Pseudocode for the DE algorithm.
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investigating infeasible or unnecessarily high cost regions
within the search space. It is expected therefore that the
ﬁnal DE algorithm is able to locate better quality solutions
for the original WDS-MSS with great efﬁciency and reli-
ability as it has been seeded with good initial estimates
[Grefenstette, 1987; Harik and Goldberg, 2000].
[44] The second-stage DE was applied to the original full
water network as shown in Figure 2a, but it is initialized by
the seeding table in the column 4 of Table 5. A further bet-
ter optimal solution with a cost of $239,034 was obtained
after the second-stage optimization, and this optimal solu-
tion was feasible when determined by EPANET2.0.
6. Case Studies
[45] The algorithms for identifying the optimal source par-
titioning cut-set, creating the seeding table and the DE algo-
rithm were all coded in Cþþ using MinGW Developer
Studio 2.05. The program EPANET2.0 [Rossman, 2000] was
used as a network solver in this study. Four case studies have
been used to verify the effectiveness of the proposed decom-
position and multistage optimization approach: two artiﬁcial
double-reservoir WDSs; a real-world three-reservoir WDS;
and a realistic four-reservoir WDS. It should be noted that
the water network layout for each case study is drawn at dif-
ferent scales. In addition, the cost for each diameter used for
each case study is the sum of the pipe material cost and the
pipe construction cost.
6.1. Case Study 1: Two-Reservoir WDS
[46] The layout of the two-reservoir WDS is given in
Figure 2, and the network data are included in Table 2. The
global optimal solution for this small network was $239,034
by using the full enumeration approach. To investigate the
impact of the different decomposition strategies on the ﬁnal
solution, this water network decomposed by all cut-sets
obtained by the full enumeration were optimized by the pro-
posed multistage DE method. A standard DE (SDE) algo-
rithm seeded by the total choice table (14 pipe options) was
also applied to this network to enable the performance com-
parison with the proposed approach. Table 6 presents the sta-
tistical results of different algorithms. It is noted that the
parameters of the DE (N ¼ 30, F ¼ CR ¼ 0.5) were ﬁne
tuned. A maximum number of allowable evaluations was set
to be 6000 for this case study.
[47] As shown in Table 6, for this small network, all the
algorithms are able to ﬁnd the global optimal solution with
a cost of $239,034. The proposed multistage DE method
with  ¼ f2, 3g (denoted as CS1) signiﬁcantly outper-
formed the proposed multistage DE but with the cut-sets C1
¼ f2, 4g (CS2) and C2 ¼ f2, 5g (CS3) in terms of the solu-
tion quality and the efﬁciency. This is proven by the fact
that CS1 found the global optimal solution with a success
rate of 100%, which is signiﬁcantly higher than CS2 (54%)
and CS3 (14%). In addition, the proposed multistage DE
method with  ¼ f2, 3g performed slightly better than the
SDE in terms of the percent with the best solution found.
[48] The computational overhead for a hydraulic evalua-
tion of one subnetwork with EPANET 2.0 is different from
the computational effort required to evaluate the original
whole network because of the smaller size of the subnet-
work. To enable a fair comparison, the computational over-
head for the evaluation of each subnetwork has been
converted to the equivalent number of evaluations for the
whole network. Each subnetwork and the full network were
run 1000 times with randomly selected pipe conﬁgurations
using the code developed for this proposed method. Then,
the average computational time for one subnetwork simula-
tion was converted to the equivalent number of correspond-
ing full network simulations. This approach has been used
for each case study investigated in this paper. The code was
developed in Cþþ (linked to EPANET2.0 through the
Tookit) and run on a Pentium PC (Inter R) at 3.0 GHz.
[49] In terms of comparing the efﬁciency, CS1 per-
formed the best as it only required an average of 376 equiv-
alent full network evaluations to ﬁnd the optimal solutions.
This is only 24%, 57%, and 47% of those required by CS2,
CS3, and SDE respectively.
6.2. Case Study 2: Double-Reservoir WDS
[50] The double-reservoir network (DRN) was ﬁrst
presented by Kadu et al. [2008]. The DRN consists of
24 demand nodes, 34 pipes, and 9 loops and is fed by











1 250 Belongs to S1 200, 250, 300
2 150 Cut-set 150, 200, 250
3 150 Cut-set 150, 200, 250
4 450 Belongs to S2 400, 450, 500
5 300 Belongs to S2 250, 300, 350
6 500 Belongs to S2 450, 500, 600
Total pipe diameters choice table ¼ f150, 200, 250, 300, 350, 400, 450,
500, 600, 700, 750, 800, 900, 1000g mm.














CS1 Proposed cut-set based on friction
slope method with  ¼ f2, 3g
100 239,034 100 376
CS2 Alternative 1 cut-set with C1¼f2, 4g 100 239,034 54 1568
CS3 Alternative cut-set 2 with C2¼f2, 5g 100 239,034 14 658
- SDE 100 239,034 98 792
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2 reservoirs with 100 and 95 m of ﬁxed head, respectively.
The layout of the DRN is given in Figure 4. A total of 14
pipe diameters are available in the DRN case study and
hence the total choice table includes 14 pipe diameters for
each pipe. The search space is therefore 1434  9.2972 
1038. Details of this network and the cost of the pipes are
given by Kadu et al. [2008].
[51] The optimal source partitioning cut-set for the DRN
identiﬁed through the developed graph decomposition
approach (Figure 5) included pipes 5, 15, 22, and 32 ( ¼
f5, 15, 22, 32g). The original DRN was therefore parti-
tioned into two subnetworks (as shown in Figure 5): sub-
network one (DRN1) and subnetwork two (DRN2). DRN1
included reservoir 1, 13 nodes, and 15 pipes on the left side
of the optimal source partitioning cut-set. DRN2 was com-
posed of reservoir 2, with 11 nodes and 15 pipes on the
right side of the optimal source partitioning cut-set.
[52] To enable a performance comparison, the runs of
the SDE algorithm seeded by the total choice table (14 pipe
diameters) with different starting random number seeds
were also conducted for the DRN case study. Table 7 pro-
vides the parameter values used for the DE algorithm
applied to the DRN case study. As shown in Table 7, a pop-
ulation size (N) of 50 and a maximum number of allowable
evaluations of 30,000 were used for the DE applied to
subnetworks DRN1 and DRN2 (the ﬁrst-stage optimization
of the proposed method). For the DE algorithm used in the
second-stage optimization phase and the SDE applied to
the original whole DRN, a population size of 100 and a
maximum number of allowable evaluations of 400,000
were used. Values of F ¼ 0.6 and CR ¼ 0.5 were utilized
for all DE used in the proposed method and the SDE
applied to the DRN case study. These values were selected
based on trials of a number of different parameter values.
[53] A total of 100 runs of the proposed method with dif-
ferent starting random number seeds were performed for
the DRN case study. A typical run of the proposed method
is illustrated in Table 8.
[54] As shown in Table 8, DRN1 and DRN2 were opti-
mized by DE algorithm during the ﬁrst optimization stage
of the proposed method and hence optimal solutions with
costs of $1.405 million and $1.191 million were obtained
for DRN1 and DRN2, respectively (see columns 2 and 3 of
Table 8). By assigning the optimal source partitioning cut-
set with the minimum allowable pipe diameters (150 mm
for the DRN case study), an approximate optimal solution
was produced for the original full DRN with a cost of
$2.752 million, which is given in the column 4 of Table 8.
A seeding table was constituted based on the obtained ap-
proximate optimal solution (column 5 of Table 8), and this
Figure 5. Layout, the optimal source partitioning cut-set () and the subnetworks (DRN1 and DRN2)
of the two-reservoir network (DRN).
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seeding table was used to initialize the DE for the second-
stage optimization of the proposed method.
[55] The ﬁnal solution yielded by the proposed method
after the second-phase optimization was $2.750 million
(column 6 of Table 8), which is lower than the approxi-
mate optimal solution obtained after the ﬁrst optimization
stage. It should be highlighted here that the approximate
optimal solution with a cost of $2.752 million was
slightly infeasible as determined by EPANET2.0 with the
maximum head deﬁcit of 0.5 m. This is because that (i)
the water ﬂow distribution was slightly changed after
combining the subnetworks; and (ii) the optimal source
partitioning cut-set was simply assigned the minimum
allowable pipe diameters. However, this slightly infeasi-
ble solution was located at the vicinity of the ﬁnal opti-
mal solution. This is reﬂected by the fact that 28 of a
total of 34 pipes had the same diameters for the approxi-
mate optimal solution and the ﬁnal optimal solution (as
shown in Table 8). In addition, the pipe diameters for
each link of the ﬁnal optimal solution are located in the
seeding table that was created based on the approximate
optimal solution.
[56] The statistical results of the proposed method, the
SDE, and other previously reported feasible solutions
(determined by EPANET2.0) for the DRN case study are
given in Table 9.
[57] In this study, a new best solution (feasible when
veriﬁed by EPANET2.0) was produced at a cost of $2.750
million. Kadu et al. [2008] and Haghighi et al. [2011]
Table 7. The DE Algorithm Parameter Values Applied to Differ-










DRN1 15 50 30,000




DRN (the SDE) 34 100 400,000












Networks DRN1 DRN2 DRN1þDRN2þcut-set pipes DRN
1 1000 1000 800, 900, 1000 900
2 900 900 800, 900, 1000 900
3 350 350 300, 350,400 350
4 300 300 250, 300, 350 300
5b 150 150, 200, 250 150
6 250 250 200, 250, 300 250
7 800 800 750, 800,900 800
8 150 150 150, 200, 250 150
9 450 450 400, 450, 500 450
10 500 500 450, 500, 600 500
11 800 800 750, 800, 900 750
12 700 700 600, 700, 750 700
13 500 500 450, 500, 600 500
14 450 450 400, 450, 500 500
15b 150 150, 200, 250 150
16 450 450 400, 450, 500 500
17 350 350 300, 350,400 350
18 400 400 350, 400, 450 400
19 150 150 150, 200, 250 150
20 150 150 150, 200, 250 150
21 700 700 600, 700, 750 700
22b 150 150, 200, 250 150
23 450 450 400, 450, 500 450
24 350 350 300, 350,400 350
25 700 700 600, 700, 750 700
26 200 200 150, 200, 250 250
27 300 300 250, 300, 350 250
28 300 300 250, 300, 350 300
29 200 200 150, 200, 250 200
30 300 300 250, 300, 350 300
31 150 150 150, 200, 250 150
32b 150 150, 200, 250 150
33 150 150 150, 200, 250 150
34 150 150 150, 200, 250 150
Cost ($ million) 1.405 1.191 2.752c 2.750
Minimum pressure surplus (m)
and its corresponding node
0.08 (Node 23) 0.42 (Node 20) 0.50 (Node 23) 0.15 (Node 12)
aThe cost of the solution is the sum of the unit cost for each selected pipe multiplied by the length of this pipe.
bOptimal source partitioning cut-set pipes for the DRN.
cInfeasible solution.
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found the previous best solutions for this case study with
costs of $2.847 and $2.839 million, respectively. The new
best known solution with a cost of $2.750 million was
found with a success rate of 75% by the proposed method,
whereas the SDE only returned a success rate of 32%.
[58] As shown in Table 9, the current best solutions for
DRN1 and DRN2 found by the ﬁrst-stage optimization of
the proposed method were $1.405 and $1.191 million,
respectively. These two optimal solutions for DRN1 and
DRN2 were found with success rates of 85% and 80%
respectively. The approximate optimal solutions for the
original whole DRN were obtained by combining the opti-
mal solutions for both subnetwork and assigning the mini-
mum pipe diameters for the optimal source partitioning
cut-set. As can be seen from Table 9, the best approximate
optimal solution provided after the ﬁrst optimization stage
was $2.752 million and this solution was found with a suc-
cess rate of 80%.
[59] The average computational time of one evaluation
for the DRN1 and DRN2 was equivalent to 0.251 and 0.376
evaluations for the whole DRN network, respectively.
Since the original average number of evaluations for DRN1
and DRN2 during the ﬁrst-stage optimization were 10,756
and 7955 (column 7 of Table 9), the equivalent number of
full DRN evaluations was, therefore, 2702 and 2991,
respectively (column 8 of Table 9).
[60] The computational time required to ﬁnd the optimal
source partitioning cut-set was also converted to the equiv-
alent number of whole network evaluations. For the DRN
case study, the computational time required to ﬁnd the opti-
mal source partitioning cut-set was equivalent to 19 evalua-
tions of the whole DRN network.
[61] As shown in Table 9, the total equivalent average
number of evaluations required to ﬁnd the optimal solu-
tions using the proposed approach was 72,433, which is
only 36% of the number of evaluations required by the
SDE algorithm. This shows that the proposed method
signiﬁcantly outperforms the SDE algorithm in terms of ef-
ﬁciency. It was observed that the ﬁrst optimization stage
found the approximate optimal solutions that are extremely
close to the ﬁnal best solution ($2.750 million) using only
5693 equivalent full DRN evaluations.
[62] A convergence comparison between a DE algorithm
seeded with the initial seeding table (the proposed method)
and a SDE algorithm is given in Figure 6. It is evident that
that the proposed algorithm converges signiﬁcantly faster
than the SDE algorithm. To further investigate the impact
of the different decomposition strategies on the ﬁnal solu-
tion, the proposed method was also applied to the DRN
case study decomposed by C1 ¼ f4, 12, 31g and C2 ¼ f6,
15, 19, 23, 33g, respectively (C is the source partitioning
cut-set), and the results are included in Table 9. As shown
in Table 9, the best solutions found by the proposed method
with decomposition cut-sets C1 ¼ f4, 12, 31g and C2 ¼ f6,
15, 19, 23, 33g were $2.898 and $2.755 million, respec-
tively, which are both larger than the current best known
solution of the DRN case study.
[63] In contrast, the proposed method using the optimal
source partitioning cut-set  ¼ f5, 15, 22, 32g was able to
ﬁnd the current best known solution with a success rate of
75% (see row 4 of Table 9). In addition, the proposed
method with  ¼ f5, 15, 22, 32g used fewer average equiv-
alent full DRN evaluations (72,433 in row 5 of Table 9) to
ﬁnd optimal solutions than the proposed method with C1 ¼
f4, 12, 31g (78,965 in row 9 of Table 9) and C2 ¼ f6, 15,
19, 23, 33g(156,620 in row 10 of Table 9).
[64] Based on the results of case study 1 (Table 6) and
case study 2 (Table 9), it can be concluded that (i) the
search performance of the proposed method in terms of
both solution quality and efﬁciency is signiﬁcantly affected
by the decomposition strategy used and (ii) the proposed
optimal source partitioning cut-set , as developed in this
paper, is effective in terms of decomposing the water net-
work for design optimization.























1 Proposed method using 
(This study)
DRN1 100 1.405 85 1.410 10,765 2702
2 DRN2 100 1.191 80 1.206 7955 2991
3 DRN1þ DRN2þ
cut-set pipesa
100 2.752b 80 2.772 18,720 5693
4 DRN 100 2.750c 75 2.755 66,740 66,740
5 Total 100 72,433d
6 SDE (This study) 100 2.750 32 2.762 201,457 201,457
7 GA [Kadu et al., 2008] 10 2.847 0 NA NA NA
8 GA-ILP [Haghighi et al., 2011] NA 2.839 0 NA NA NA
9 Proposed method using C1
e 100 2.898 0 2.901 78,965
10 Proposed method using C2
f 100 2.755 0 2.783 156,620
aThe cost of the cut-set pipes is $0.156 million by assigning them with the minimum pipe diameters (150 mm).
bInfeasible solution determined by EPANET2.0 with the maximum head deﬁcit of 0.5 m.
cThe best solution based on the new method proposed in this paper.
dThe total computational overhead required by the proposed method has been converted to the equivalent number of the whole network evaluations
(DRN1þDRN2þDRN3þcut-setþDRN).
eThe proposed method applied to the DRN decomposed by cut-set C1 ¼ f4, 12, 31g.
fThe proposed method applied to the DRN decomposed by cut-set C2 ¼ f6, 15, 19, 23, 33g.
ZHENG ET AL.: MULTISTAGE METHOD FOR OPTIMIZING WATER NETWORKS
391
6.3. Case Study 3: Three-Reservoir WDS
[65] The three-reservoir network (TRN) is an actual
water network supplied by three reservoirs located in an
eastern province of China. This case study is the ﬁrst time
that it has been investigated. The three reservoirs are
denoted as R1, R2, and R3 as shown in Figure 7, and have
ﬁxed heads of 44, 45, and 47 m, respectively. The TRN
has 287 pipes, 199 demand nodes, and 86 primary loops.
At each demand node, a minimum pressure of 20 m is
required. All the pipes are assigned to have an identical
HW of 130. The objective of this case study is to deter-
mine the least cost design of this water network, while sat-
isfying the pressure constraints. A total of 14
commercially available pipe diameters ranging from 150
mm up to 1000 mm are available for selection for each
pipe (as in case study 1). Thus, the total search space is
14287  8.6845  10328.
[66] Utilizing the proposed algorithm, 14 links were
identiﬁed to form the optimal source partitioning cut-set for
the TRN case study. Hence, the original TRN was disas-
sembled into three subnetworks, denoted TRN1, TRN2, and
TRN3 as shown in Figure 7. Reservoir 1 (R1), with 73
demand nodes and 91 pipes, was assigned to TRN1. Reser-
voir 2 (R2), with 65 demand nodes and 98 pipes, was
assigned to TRN2. The remaining reservoir (R3), with 61
demand nodes and 84 pipes was given to TRN3. These
three subnetworks are shown in Figure 7 in different shades
of gray.
[67] The computational time required to identify the
optimal source partitioning cut-set for the TRN case study
was the equivalent of 15 evaluations of the original TRN
(using EPANET 2.0). As for the same method used for the
DRN case study, the evaluations of TRN1, TRN2, and
TRN3 were found to be the equivalent of 0.11, 0.10, and
0.091, respectively, of the whole TRN evaluation in terms
of average computational time based on 1000 runs with
randomly selected pipe conﬁguration.
[68] For the TRN case study, 10 runs of the proposed
method and 10 SDE algorithm runs with different starting
number seeds were performed to compare the performance
of the two methods. Table 10 provides the parameter values
used for the DE algorithm applied to the TRN case study.
[69] As displayed in Table 10, for subnetwork optimiza-
tion, the population size (N) of the DE algorithms was 150
and the maximum number of allowable evaluations used
was 150,000. A population size of N ¼ 200 was used for
the DE algorithm in the second phase of the proposed
method and two population sizes of N ¼ 200 and 500 were
used for the SDE algorithm. The maximum number of
allowable evaluations for DE algorithms applied to opti-
mize the complete TRN (including the SDE and the DE
used in the second phase optimization of the proposed
method) was 2.5 million. Values of F ¼ 0.3 and CR ¼ 0.5
were selected for all DE algorithm runs for this case study
based on a parameter sensitivity analysis.
[70] The solution distribution obtained by the proposed
method and the SDE algorithm applied to the TRN case
study is given in Figure 8. It should be noted that the num-
ber of evaluations of the proposed method shown in Figure
8 has been converted to the equivalent number of evalua-
tions for the complete TRN using the same approach as for
the DRN case study.
[71] As can be seen from Figure 8, the proposed method
exhibits superior performance when compared with the
SDE algorithm in term of solution quality and efﬁciency.
The SDE algorithm with N ¼ 500 was able to ﬁnd better
quality solutions than the SDE algorithm with N ¼ 200, but
at expense of signiﬁcantly more evaluations. The ﬁnal solu-
tions found by the SDE algorithm trial runs with different
starting random number seeds are more scattered in distri-
bution than those found by the proposed method. This dem-
onstrates that the performance of the proposed method is
less sensitive to the randomized starting points of the
search. The statistical results for this case study are shown
in Table 11.
[72] As shown in Table 11, the proposed method found
the current best solution for the TRN case study with a cost
of $6.822 million. The best solutions found by the SDE
algorithms with N ¼ 500 and N ¼ 200 were $6.874 and
$6.902 million, respectively, which are 0.73% and 1.17%
Figure 6. A convergence comparison between DE algorithm seeded with tailored seeding table and
the DE algorithm seeded with total choice table.
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higher than the current best solution found by the proposed
method. It was also found that the proposed method per-
formed better than the SDE algorithm in terms of the aver-
age cost of solution quality based on 10 different runs. The
most noticeable advantage of the proposed method was that
it converged to the optimal solutions with signiﬁcantly
greater speed than the SDE algorithm. This is reﬂected by
the fact that the proposed method required an average
270,171 total equivalent full TRN evaluations to ﬁnd the
optimal solutions, while the SDE algorithm with N ¼ 200
and N ¼ 500 used an average of 559,860 and 1,737,300
evaluations, respectively, as shown in Table 11.
[73] The best and the average approximate optimal solu-
tion obtained by the ﬁrst-stage optimization were $6.874
and $6.883 million, respectively, which is only 0.75% and
0.88% larger than the current best solution found by the
proposed method after the second-stage optimization
($6.823 million). In addition, these approximate optimal
solutions were located extremely quickly since they only
required an average number of 24,411 equivalent full TRN
evaluations, as presented in Table 11.
[74] For this case study, a sensitivity analysis for varia-
tions in the nodal demands and HWs has been conducted to
investigate the impact on the ﬁnal solution. A nodal
demand multiplier (R) was used to adjust the demands for
each node. For example, R ¼ 0.9 indicates the new
demands of each node are 0.9 times the current demand. In
this study, values of R ¼ 0.9 and 1.1 were used to under-
take the sensitivity analysis on the nodal demands, while
maintaining a consistent HW value (130).
[75] Additionally, the values of HW of 100 and 115 were
used to analyze the sensitivity of the ﬁnal solution on the
HW for the TRN case study. The nodal demands for each
node were kept constant (R ¼ 1.0). Finally, each node was
randomly assigned a value of R in the range of [0.9, 1.1],
and each link was assigned a value of HW in the range of
[100, 130] for the TRN case study. The results of the pro-
posed decomposition and multistage method applied to the
TRN case study with the variation of demands and HW val-
ues are presented in Table 12.
Figure 7. Layout, the optimal source partitioning cut-set, and the subnetworks (TRN1, TRN2, and
TRN3) of the three-reservoir network (TRN).
Table 10. DE Algorithm Parameter Values Applied to Different











TRN1 91 150 150,000
TRN2 98 150 150,000




TRN (the SDE) 287 200/500 2,500,000
aThe solution distribution obtained by the proposed method and the SDE
algorithm
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[76] As shown in Table 12, for a HW ¼ 130, the cost of
the ﬁnal optimal solutions obtained by the proposed
method increases for an R value that is greater. The cost of
the best solution and the average cost solution for the TRN
case study with R ¼ 1.0 increases by 4.3% and 4.5%,
respectively, compared to those with R ¼ 0.9, while it
decreases by 4.0% and 3.8% compared to those with R ¼
1.1. When the nodal demand was constant (R ¼ 1), the pro-
posed method found the lower cost solutions as the value
of HW increases as displayed in Table 12. This is to be
expected as a larger HW value reﬂects a smoother pipe.
[77] The best solution obtained for the TRN with HW ¼
100 is $7.629 million (R ¼ 1), which is 6.3% and 11.8%
higher than those found for the TRN with HW ¼ 115 and
HW ¼ 130, respectively. The best solution found by the pro-
posed method for the TRN with randomly assigned R values
(in the range of [0.9, 1.1]) for each node and randomly
assigned HW values (in the range of [100, 130]) for each link
is $7.176 million, which is 5.2% higher than the best solution
found for the original TRN with R ¼ 1.0 and HW ¼ 130
($6.823 million).
[78] The average number of equivalent full TRN evalua-
tions required by the proposed method applied to each net-
work with variations of demands and HW values are similar.
This shows that the search efﬁciency of the proposed method
is not signiﬁcantly affected by network parameter variations
(demands and HW values).
6.4. Case Study 4: Four-Reservoir WDS (Balerma
Network)
[79] The four-reservoir network (FRN) is the Balerma
network, which was ﬁrst investigated by Reca and Martınez
[2006]. It consists of 4 reservoirs, 8 loops, 454 pipes, and
443 demand nodes as shown in Figure 9. Ten PVC com-
mercial pipes with nominal diameters from 125 to 600 mm
are to be selected for this network and hence the search
space is 10454. All the pipes are assumed to have an abso-
lute roughness height of k ¼ 0.0025 mm, and the minimum
required pressure at each node is 20 m. Pipe costs are given
by Reca and Martınez [2006]. For this case study, the total
choice table is composed of 10 pipe diameters for each
pipe.
[80] The optimal source partitioning cut-set for the FRN
case study was identiﬁed to be composed of ﬁve pipes
using the proposed method given in Figure 3. The whole
FRN was partitioned into four subnetworks after removal
of the optimal source partitioning cut-set. These include
FRN1, FRN2, FRN3, and FRN4 as shown in Figure 9. There
were 45 demand nodes and 45 pipes in FRN1; 130 demand
nodes and 132 pipes in FRN2; 41 demand nodes and 41
Figure 8. Solution distributions of proposed method and the SDE applied to the TRN case study.























TRN1 10 2.311 10 2.322 101,190 11,131
TRN2 10 2.291 10 2.294 76,535 7654
TRN3 10 2.050 10 2.058 61,820 5626
TRN1þTRN2þTRN3þ
cut-set pipesa
10 6.874b 10 6.883 239,545 24,411
TRN 10 6.823 10 6.844 245,760 245,760
Total 10 270,171c
SDE (N ¼ 500, this study) 10 6.874 0 6.904 1,737,300 1,737,300
SDE (N ¼ 200, this study) 10 6.902 0 6.923 559,860 559,860
aThe cost of the cut-set pipes is $0.211 million by assigning them with the minimum pipe diameters (150 mm).
bInfeasible solution determined by EPANET2.0 with the maximum head deﬁcit of 0.2 m.
cThe total computational overhead required by the proposed method has been converted to the equivalent number of the whole network evaluations
(TRN1þTRN2þTRN3þcut-setþTRN).
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pipes in FRN3; and 227 demand nodes and 231 pipes in
FRN4. For the FRN case study, the computational time to
identify the optimal source partitioning cut-set was equiva-
lent to 32 whole FRN evaluations. The average computa-
tional time for one evaluation of FRN1, FRN2, FRN3, and
FRN4 was equivalent to 0.031, 0.20, 0.031, and 0.52 whole
FRN evaluations, respectively, based on 1000 runs using
the same method as for the DRN case study. The pipe con-
ﬁguration for each subnetwork and the full network was
randomly generated for the 1000 runs.
[81] For the FRN case study, because the size of the sub-
networks varies signiﬁcantly, the population size (N) and
the maximum number of allowable evaluations of DE algo-
rithms applied to different subnetwork optimizations need
to be slightly tuned. Table 13 gives the parameter values
used for the DE algorithms run for the optimization of each
subnetwork and for the whole FRN optimization. These pa-
rameters values were selected based on a few trials. As can
be seen from Table 13, the larger subnetwork was given a
larger population size and the maximum number of allow-
able evaluations. Two SDE algorithms with population
sizes of N ¼ 500 and N ¼ 2000 were applied to the FRN
case study. A sensitivity analysis on the F and CR has been
carried out for this case study and values of F ¼ 0.3 and
CR ¼ 0.5 were selected for all the DE algorithms. The sta-
tistical results for these different algorithms and the pub-
lished results for this case study are provided in Table 14.
[82] As displayed in Table 14, the current best known so-
lution for the FRN case study was ﬁrst reported by Zheng
et al. [2011a] with a cost of e1.923 million using a NLP-
DE method. This best solution was also found by the pro-
posed method in this paper, however, using only an average
of 639,906 total equivalent full FRN evaluations based on
10 different runs, compared to 1,427,850 evaluations
required by the NLP-DE method [Zheng et al., 2011a]. The
best solution found by HD-DDS [Tolson et al., 2009] was
e1.940 million using 30 million evaluations. The SDE
algorithm with N ¼ 500 produced the best solution of
e1.988 million after 2,042,000 evaluations and the SDE
algorithm with N ¼ 2000 yielded the best solution of
e1.982 million with 9,230,000 evaluations.
[83] Reca and Martınez [2006] and Geem [2009]
employed the GANOME GA and HS to ﬁnd the best solu-
tions of e2.302 and e2.018 million for this case study
respectively, running a total of 10 million evaluations. As
shown in Table 14, the worst solution found by the pro-
posed method based on the 10 different runs is e1.935 mil-
lion, which is still lower than the best solutions found by
the majority of other algorithms presented in Table 14.
From these results, it is concluded that the proposed
method is able to ﬁnd better solutions for this case study
with higher reliability than the majority of other optimiza-
tion techniques.
[84] In terms of efﬁciency (total equivalent number of
evaluations), the proposed method found the best solution
1.23 times faster than the NLP-DE method; 44.8 times
faster than the HD-DDS; 13.6 times faster than the SDE
algorithm with population size of N ¼ 2000; 1.83 times
faster than the SDE algorithm with population size of N ¼
500; and 14.3 times faster than GANOME GA and HS.
This implies that the proposed decomposition and multi-
stage optimization approach is able to ﬁnd optimal solu-
tions for such a relatively large case study (454 decision
variables) with substantially improved efﬁciency compared
with all other algorithms presented in Table 14.
[85] It is interesting to note that the best approximate
optimal solution generated by the ﬁrst-stage optimization
Table 12. Sensitivity Analysis for the TRN Case Study








of Equivalent Full TRN
Evaluations to
Find Best Solution
HW ¼ 130 R ¼ 0.9 10 6.542 6.549 279,985
R ¼ 1.0 10 6.823 6.844 270,171
R ¼ 1.1 10 7.100 7.107 315,700
R ¼ 1.0 HW ¼ 100 10 7.629 7.637 280,720
HW ¼ 115 10 7.177 7.182 303,600
HW ¼ 130 10 6.823 6.844 270,171
R ¼ [0.9, 1.1], HW ¼ [100,130] 10 7.176 7.186 288,520
Figure 9. Layout, the optimal source partitioning cut-set
and the subnetworks (FRN1, FRN2, FRN3, and FRN4) of
the four-reservoir network (FRN).
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of the proposed method was e1.930 million, which is only
0.7% higher than the current best solution for the FRN case
study produced by the proposed method after the second-
stage optimization. The average cost of the 10 approximate
optimal solutions was e1.931 million, which is also
extremely close to the current best solution. In addition,
these approximate optimal solutions were found with
extremely good efﬁciency as shown in Table 14. Although
these approximate optimal solutions were infeasible when
determined by EPANET2.0, they were able to specify
promising regions for the second-stage optimization of the
proposed method, thereby allowing good quality solutions
for the whole FRN to be found efﬁciently.
6.5. Subnetwork Optimization Analysis (First-Stage
Optimization)
[86] Table 15 summarizes the number of pipes for which
the diameters in the approximate optimal solutions (pro-
duced by the subnetwork optimization during the ﬁrst-stage
optimization) are different from the current best known sol-
utions for each case study.
[87] As can be seen from Table 15, the number of differ-
ent pipes diameters range from only 1 to 2 for the two-res-
ervoir WDS case study (6 total pipes), 6 to 8 for the DRN
case study (34 total pipes) based on 100 different runs,
from only 29 to 35 for the TRN case study (287 total
pipes), and from only 52 to 61 for the FRN case study (454
total pipes) based on 10 different runs. Thus, the majority
of the pipes in the approximate optimal solution obtained
in the ﬁrst-stage optimization have the same diameters as
for those in the current best known solution for each case
study. This demonstrates that the proposed source partition-
ing approach for a WDS with multiple supply sources is
effective in terms of providing good initial estimates for
the whole-of-network optimization. This is proven in that
the network conﬁguration obtained by combining each sub-
network’s design is extremely close to that provided by the
ﬁnal optimal solution as shown in Table 15.
[88] Thus, it can be concluded that during the ﬁrst-stage
optimization phase of the proposed decomposition and
multistage optimization approach, the approximate optimal
solutions for the whole network were efﬁciently found with
very satisfactory quality in terms of both cost and network
conﬁguration compared to the current best known solution
for each case study. The beneﬁts are attributed to two fac-
tors including: (i) each DE algorithm is used to deal with a
portion of the whole network and hence explore a signiﬁ-
cantly reduced search space in the proposed method. This
allows good quality solutions for each subnetwork to be
located with substantially improved efﬁciency; and (ii) the
sum of computational overhead for each subnetwork’s hy-
draulic evaluation is smaller than that of one whole net-
work evaluation.
7. Conclusions and Future Work
[89] A novel decomposition and multistage optimiza-
tion method is proposed to optimize the design of WDS
with multiple supply sources. The proposed method
begins by identifying an optimal source partitioning cut-
set for a given water network with K supply sources based
on the available friction slopes at each node. The whole
Table 13. DE Algorithm Parameter Values Applied to Different










FRN1 45 100 20,000
FRN2 132 200 200,000
FRN3 41 100 20,000




FRN (the SDE) 454 500/2000 10,000,000






















to Find Best Solution
Proposed method
(this study)
FRN 10 0.182 0.182 0.182 14,867 461
FRN2 10 0.710 0.712 0.714 122,889 24,578
FRN3 10 0.133 0.133 0.133 15,400 477
FRN4 10 0.883 0.884 0.884 567,366 295,030
FRN1þFRN2þFRN3þ
FRN4þcut-set pipesa
10 1.930b 1.931 1.931 720,522 320,546
FRN 10 1.923 1.931 1.935 319,360 319,360
Total 10 639,906c
NLP-DE [Zheng et al., 2011a] 10 1.923 1.927 1.934 1,427,850 1,427,850
HD-DDS [Tolson et al., 2009] 1 1.940 30,000,000 30,000,000
SDE (N ¼ 2000,this study) 10 1.982 1.985 1.987 9,294,666 9,294,666
SDE (N ¼ 500,this study) 10 1.988 2.208 2.050 1,814,700 1,814,700
HS [Geem, 2009] 1 2.018 10,000,000 10,000,000
GANOME GA [Reca and Martınez, 2006] 10 2.302 2.334 2.350 10,000,000 10,000,000
aThe cost of the cut-set pipes is $19,674 by assigning them with the minimum pipe diameters.
bInfeasible solution determined by EPANET2.0 with the maximum head deﬁcit of 2.2 m.
cThe total computational overhead required by the proposed method has been converted to the equivalent number of the whole network evaluations
(FRN1þFRN2þFRN3þFRN4þcut-setþFRN).
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water network is then partitioned into K disconnected sub-
networks after the removal of the optimal source partition-
ing cut-set. A total of K independent DE algorithms are
used to optimize the K subnetworks individually during
the ﬁrst-stage optimization. The optimal solutions for
each subnetwork plus the optimal source partitioning cut-
set with the minimum allowable pipe diameter are used to
create a tailored seeding table. Another DE algorithm is
seeded with this given seeding table to optimize the
design of the original whole network during the second-
stage optimization.
[90] The proposed method was applied to four case stud-
ies, and the results were compared with those of standard
DE algorithms seeded with the total choice table also
applied to these four case studies. It was found that the pro-
posed method (decomposition followed by two-stage opti-
mization) signiﬁcantly outperforms the SDE algorithms in
terms of solution quality and efﬁciency. Based on the
results of the proposed method applied to the four case
studies, the following observations can be made:
[91] The proposed optimization strategy (decomposition
using optimal cut-set followed by the multistage optimiza-
tion) has shown better performance than results from a
whole of network optimization. This is proven by the fact
that the proposed approach is able to ﬁnd the same or better
quality solutions than the SDE applied to the full network
with signiﬁcantly improved efﬁciency for each case study
presented in this paper.
[92] 1. The proposed partitioning approach for a WDS
with multiple supply sources based on the available friction
slopes at each node is effective. This is reﬂected by the fact
that (i) the approximate optimal solutions obtained from
the subnetwork optimizations were extremely close to the
current best solution for each case study in terms of both
solution costs and network conﬁgurations and (ii) the good
quality solutions for each case study were found efﬁciently
by a DE seeded by the tailored seeding table obtained from
subnetwork optimization.
[93] 2. The computational overhead required to ﬁnd the
optimal source partitioning cut-set for a given WDS with
multiple supply sources is negligible compared with that
required by the whole optimization process (smaller than
0.01% of the total time). This indicates that the proposed
algorithm given in Figure 3 used to identify the optimal
source partitioning cut-set for a WDS with multiple supply
sources is extremely efﬁcient.
[94] 3. The DE algorithm seeded with the tailored seed-
ing table based on the approximate optimal solution efﬁ-
ciently produces better quality solutions than the standard
DE algorithm seeded with the total choice table.
[95] 4. The proposed method found the new current best
solution for the DRN with a cost of $1.750 million and the
current best known solution for the FRN case study with
the best known efﬁciency. The proposed method produced
a current best solution for the TRN case study, with a value
of $6.823 million (R ¼ 1 and HW ¼ 130).
[96] The performance of the proposed method has been
compared with other previously reported optimization tech-
niques based on the four case studies. It was found that the
newly proposed method (decomposition followed by two-
stage optimization) yielded better optimal solutions than
other optimization techniques such as GAs and the HD-
DDS with an extremely faster convergence speed.
[97] It is important to note that the computational time
for each subnetwork optimization was added to the total
computational time for the whole proposed optimization
process in this study. This is because subnetwork optimiza-
tion is individually completed in a predetermined sequence.
However, subnetwork optimization using this proposed
method can actually be undertaken utilizing parallel com-
puting technology or multiple computers. In this case, all
the subnetwork optimizations could be started simultane-
ously, therefore further improving the efﬁciency of the
whole optimization process. Thus, the proposed method
provides an opportunity to exploit parallel computing tech-
niques for the design optimization of a WDS with multiple
supply sources.
[98] The proposed decomposition and multistage optimi-
zation method presented in this paper has been demon-
strated to be effective in ﬁnding the least cost design
(single objective optimization) for WDS-MSS. A further
future extension to the proposed method would be to deal
with multiobjective optimization problems for WDS-MSS,
in which say both the network cost and reliability will be
considered. For the purpose of multiobjective optimization
for WDS-MSS, a multiobjective optimization technique
(such as NSGA-II : Deb et al. [2002]; Borg MOEA: Hadka
and Reed [2012]) could be used to deal with subnetworks
separately during the ﬁrst-stage optimization phase. Then,
another multiobjective optimization run would be seeded
by the results obtained from the ﬁrst-stage optimization to
generate multiobjective optimal solutions for the original
whole WDS-MSS. This extension could be a focus of
future work.
[99] It should be noted that, in this study, the proposed
decomposition and multistage optimization method have
been veriﬁed by WDS-MSS with pipes only. The proposed
method will need to be modiﬁed to deal with the optimiza-
tion of more complex networks with pumps and/or valves.
For example, if pressure reducing valves are used to
Table 15. Summary of the Number of Different Pipe Diameters for the Approximate Optimal Solutions and the Current Best Known









Number of Pipes Different
in Diameters Between the Approximate
Solution and the Current Best Known Solution
Two-reservoir WDS 6 2 100 1–2
DRN 34 4 100 6–8
TRN 287 14 10 29–35
FRN 454 5 10 52–61
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partition a local water supply system into different zones,
then application of the new method will require appropriate
modiﬁcation. Another future focus will be to extend the
proposed method to deal with the optimization design of
more complex networks, for which the pumps, valves,
tanks, multiple demand loading cases, and variable source
energy may be incorporated.
[100] Although the proposed decomposition and multi-
stage optimization method was applied to ﬁnd the optimal
design for WDS-MSS in this paper, this concept (i.e.,
decomposition followed by multistage optimization) could
be also transferred or extended to deal with other optimiza-
tion problems, such as leakage hot spot detection [Wu and
Sage, 2006], contaminant detection [Weickgenannt et al.,
2010], and the real-time optimization problems for WDSs
[Kang and Lansey, 2010].
[101] Acknowledgments. F.Z. gratefully acknowledges the scholar-
ship provided by Australian government and the University of Adelaide.
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