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Abstract: Some aspects of a transformation for continued fractions due to Khovanskii are studied. It is shown that the 
transformation does not in general establish an identity, but has many interesting properties. It permits to transform 
some difficult continued fractions into suitable ones. Its even part is identical to the even part of S,( - :) modification. 
It may also give acceleration for some slow continued fractions. 
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1. Introduction 
For simplicity we consider continued fractions of the form 
with b,, a, E C\(O). 
Let 
be its nth convergent. Khovanskii [5, pp. 19-231 formally defines what he calls an identity as, 
The continued fraction on the right-hand side will be called the Khovanskii’s transform. Its 
successive convergents will be denoted by K,. 
With respect to this transformation, the only remark made by Khovanskii is “Identity (1.2) 
frequently permits the transformation of one continued fraction into an other in which all 
coefficients are positive. This sometimes enables us to apply convergence criteria relating to 
continued fractions with positive coefficients to continued fractions with arbitrary coefficients”. 
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In Section 2 we shall express the successive convergents of the Khovanskii’s transform in 
terms of the successive convergents of the initial continued fraction. This will, in particular, 
enable us to show that, in general, we have no identity. 
In Section 3 we shall show that the Khovanskii transformation may transform a continued 
fraction (1.1) with 1 a, 1 + co into 
d*’ d,= 1 + ..a 
r’ 
in which d, + - a or d,, + d(l) and d2,,+, + dc2’. Through an example we shall show that such 
a bridge is useful to accelerate some continued fractions. 
A similar bridge was obtained by Jacobsen and Waadeland [3] where they consider a 
transformation given by a contraction 
In Section 4 we shall prove that, in the linear case, the sequence (K,,) of successive 
convergents of the Khovanskii’s transform converges like (C,,) and 
lim( K, + 1 - C)/(K, - C) = -lim(C,+, - C)/(C, - C). 
On the other hand, we shall prove that 
s,,,(-t) =K2, where S,,( - :) = [9]. 
2. Properties 
2.1. The Khovanskii’s transform 
We shall now use an equivalence transformation to bring the Khovanskii’s transform under 
the form 
With the same notations as in Section 1, we assume that 
1+al+2a2#0, a2n_1+a2n# -+, n=2,3 ,... and a,,#0 forn=l,... . 
Let 
d,=b,-1, d, =l, d,= - a1 
1 + a, + 2a, ’ 
d,= a2 
1 + a, + 2a, ’ 
a2n-1 
d2n= - 1 + 2a2,_1 + 2a2, ’ 
d 
a2n 
2n+1= - 1+ za 2n-1+ 2a2n . 
With the above hypothesis on a,, we get the following property. 
ROW@ 2.1. The successive convergents of the Khovanskii’s transform are given by 
K,=C,-1, 
Kz, = (C2, - EC,,-,)/(I - F,), where F, = (C,,, - C,,-,)/(C,,_, - C2n_2), 
K 2n+l = c,,. 
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Proof. To prove K2,,+ r = C,,, it suffices to compare the even part of the initial continued fraction 
to the odd part of the Khovanskii’s transform. Both of the parts exist [4, pp. 42-431. 
To compute Kin, it is easy to check that 
&I-l/AC, - 2 
and 
a' = - (1 + AC,_,/AC,_,)(l + AC,,_,/AC,_,) ’ 
AK-l/AK-2 
dn = - (1 + AK,_,/AK,_,)(l + AK,_,/AK,_,) ’ 
n=3,... . 
Now, 
d 2n+l= (a2n/a2n-Ad2nm 
Replacing a2n, a2n_1, d2, and d2n+l b 
K2n - c2n K2n-2- C2n-4 
K2n-C2n-2 = K2n-2- C2n-2 
Let 
(K2n- c2J 
Gn = (K2n - C2n_2) and ’ 
their expressions we get, 
c2,- C2n-1 C2n-2-C2n-3 
C2n-1- C2*-2 * C2n-3 - C2A' 
= (c2,- c2,-1) 
(c2n-* -c2n-2). 
Then 
44-l 
Gn= G,,_, 
with G, = 
c2- Cl 
C, - C0 
Hence, 
G,, = c2rz - C2n-1 
C2n-1- C2n-2' 
i.e. G,, = F,. 
Whence K,,. 0 
Remarks 2.2. (1) From Theorem 2.10 and 2.11 in [4, pp. 42-431 it follows that K2,+l = C,,, 
without any assumption on a,. 
(2) Assume lim, ~ ,C,, = C and lim, +mC2n+l = C’, C, C’ E Q= with C # C’. Then from 
property 2.1, it immediately follows that lim n --f 03K,, = C. Hence the transformed way converge 
while the initial continued fraction diverges. This means that one has to be careful when using 
the transformation in the sense of the quotation cited in Section 1. 
2.2. The reciprocal transformation 
The sequence (K,,) is closely related to (C,,), also, one would like to have at hand 
informations on ( C2n+ 1). 
Let us determine a continued fraction 
vo + 
Ul 
+ 
1 +**. 
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such that its transformed is, 
!!I+ 
al t 
: +,4 + . . . . 
1 
To do this we assume 
l+a,+2a,#O and a2n+a2n+lf -i, n=2,... . 
Straightforward computations leads to 
u. = 1 + ho/a,, 
-a2 a3 
” = 1+ a2 + 2a, ’ u2 = - 1 + a2 + 2a, ’ 
a,, a2n+1 
l.&-_l = - 
1 + 2a2, + 2a2,+1 ’ 
uzn= - 
1 + 2a2, + 2a2,+l ’ 
The continued fraction defined by 
is called the reciprocal transform. Let L, be its n th convergent. 
Property 2.3. If 1 + a2 + 2a, Z 0 and a2,, + a2n+l # - : for n = 2,. . . then, 
l ‘b. 
. . . 
Lzn-I= (C2n+l - GJ’2.-&(1- G,) where 6 = CC,,+, - C,,)/(C,, - C2A, 
L2n = C2n+l. 
3. Connections 
3.1. Case 1 :a, + 00 
Let the continued fraction (1.1) be such that lim, ‘M 1 a,, 1 = co. It is known [3] that if 
lim n ~ ,a,/a,+, = 5 exists and I( 1 f 1 then the continued fraction diverges. For our purpose we 
assume that lim. +ooa2n_l/a2n = .$ f - 1 exists. We further assume that 1 + a, + 2a, # 0 and 
a2n-1 + a2n # - + for n = 2,... . 
With these hypothesis, the elements d,, in section 2.1 are such that 
lim d,, = - E 
20 + 0 
and lim d2n+l = - 
1 
n*cc n+cc 20 + ‘9 . 
The Khovanskii’s transform is limit 2-periodic when < # 1 and its elements tend to - a when 
< = 1. This property is important. It permits to apply known results relating to a given class of 
continued fractions to an other class. It is also of use for other purpose as we can see in the 
following example. 
Example 3.1. Let 
a,=l, 
33 25 
b,= -1 a 2= -479 a3= -47, 
6 + (+)‘” 4 + (g’” 
a2*= - = - 20 ’ a2n+l 20 . 
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Numerical computations show that the continued fraction converges to C = 0.682152.. . . We 
have 
lima,= --co lim a2n_1=$ a2n 
a2n 
9, lim - =l. 
n+cr n+cc n-*a U2n+l 
Note that a,, + 00, which makes useless many processes of acceleration. See [8] for example. 
Applying Khovanskii’s transformation we get 
d,= -2, d, =I, d 2 z-5 > 
33 
28 d,= 28’ d,= -E, 
d =z 
5 5866 
’ d2,,= -&[l+4.(+)2.-2], 
d 2n+1= -&[1+4.(+)2’-1], n=3,... . 
The transformed is a limit 2-periodic continued fraction with lim d,, = - & and lim d2n+l = 
- & and processes to accelerate it are known, see [2,7] for example. 
3.2. Case 2: a,, + - i 
In the case lim n -t man = - i we immediately get lim, --t m 1 d, 1 = co. Summarizing we have the 
following theorem. 
Theorem 3.2. If 1 + a1 + 2a, # 0 and a2n_1 + a2,, # - 5 the Khovanskii’s transformed is such 
that 
(i) if lim,,, 1 a,, 1 = 00 and limn,,a2,_,/a2, = 5 # -1, then 
E 
lim d2, = - 2(1 + () and 
1 
n+m 
lim d2n+l = - 2(1 + () , 
n-m 
(ii) if lim,,, a,,= -l/4 then, lim,,, Id, I = co. 
4. Convergence and acceleration 
Weassumelim,,,C,,=CEQ=,lim,_,, a,=aP(-co, -_)and1+a,+2a2f0, a2n_1+ 
a2,,# -*. It is known that if a# -$ then 3rEC, Irl ~1 such that r=limn,,(C,,+,- 
C>/(C, - C> VI. 
Under the above hypothesis we have the following theorem. 
Theorem 4.1 
(1) If a # - i then 
(i) lim,,,K, = C, 
(ii) lim n*oo(Kn+1- C)/( K, - C) = q, where q = -r, 
(iii) limntm (K2n - C>/(C2,-2 - 0 = 4. 
(2) If a = - : and lim,,,AC,+,/AC, = limn,,(e,+,)/e, exists then Vp E N, 
lim (K2n-C)/(C2n+p-C)=0 iff lim ‘-~~~“-’ =l. 
n-+cu n+oo 2n 1 
withe,,l/e,=l-&,,,, ande,=C,,-C. 
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Proof. (1) (i) Since a 4 (- co, - $1 we have lim, +,dn = a/(1 + 4a) = d P (- M, - i). Hence 
lim n+mKn = K exists in C U {co} [5]. Since lim,,,K,,+, = C then K= C. 
(1) (ii) Let x1 be the zero of smallest modulus of ax* + x - 1 = 0. We have r = x1 - 1 [1,6]. 
Now, lim,,,(K,+i - C)/( K, - C) = q where 1 + q is the zero of smallest modulus of dy* + y 
- 1 =O; whence q= -r. 
(1) (iii) Obvious since C2n_2 = K2n_1. 
(2) It is easy to check that if lim, + m AC,+,/AC, = p exists then p = 1. Hence lim, _QI +,, = 0. 
Now, since lim, ~ ,JZ,, + 1 /e, = 1 it suffices to consider (K,, - C)/e,,_,. We have 
K2n - c =I- 
I- e2JeZn-2 
e*n-2 i-F, ’ 
(*> 
On the other hand, 
c2n - C*n-1 (1 - @2n-l)@2n +*n 
C2n-1- C*n-2 = 
=- 
G*n-1 G*n-1 
- +*n* 
Since lim .+,AC,,+,/AC,, = I, then limn,,+2,/+2,-1 = I. 
Now 
I-e2n/e2n-2=~2n-1+~2n-~2n-1~2n and I-F,=I-&,/&,-i++2,, 
lim 
K2n -c = 0 iff lim 
1+ +*n/+*n-1- @2n 
n-cc e*n-2 n+cxJ (1 - ~2n/~2n-lv~2n,l + +*n/+*n-1 = l. 
that is iff 
b (1 - +2n/+2n-1V+2n-1 = 1. 0 
n-cc 
Remarks (1) Similar results may be obtained if one uses the reciprocal transformation. 
(2) To insure lim, + Q) K, = C the existence of r is not needed. We have 
lim K,= C iff 
cc*, - c*,-lW2, - c*n-1) 
n+co cc*, - c*,-1) - cc*,-I - c*n-2) + Oy 
Assertion (2) in Theorem 4.1, shows that in the case a = - : and under some hypothesis, 
(K,,) improves (C,,). 
On the other hand, it is well known that when a = - a, S,( - :) may accelerate the 
convergence, see [9] for example. Then (K,) and (L,) need to be compared to (S,,( - i)). To do 
this, we assume that (K,) and (L,) have meaning, see Section 2. We have the following property. 
Property 4.1. 
K2n=S2n(-i) and L2n_-1=S2n+l(-3) for n=l,2,... . 
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Proof. We show that K,, = S,,( - :) for n = 1, 2,. . . . L2n_1 = S2n+l( - i) may be obtained in 
the same way. 
We have 
s2,(+) = 2A2, - Azn-I 2B2, - %-I . 
Let 
cl - c-1 
gn=l+ en_, -c,_, 
for n = 2, 3,. . . and g, = 1. Then g, = B,,_,/B,, [6] and S,,( - :) = (2 C,, - g2n-1C2n-1)/(2 - 
g,). 
Now, from Property 2.1 we have 
c2n - C2n-1 
K*n = 
c2n - C2n-2 C2n_1 - C2n_2 
c2n - C2n-1 
1 - C2n-1 - C2??2 
i 
w2n - c2n-I> 
c2n - C2n-1 (C2n_1 _ C2n_2) + c2n - czn-1 
i 
= 
(2- g2n) 
=Szn(-:) forn=1,2,... . 0 
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