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Nonlinear systems are capable of displaying complex behavior even if this is the result of a small number
of interacting time scales. A widely studied case is when complex dynamics emerges out of a nonlinear
system being forced by a simple harmonic function. In order to identify if a recorded time series is the
result of a nonlinear system responding to a simpler forcing, we develop a discrete nonlinear transformation
for time series based on synchronization techniques. This allows a parameter estimation procedure which
simultaneously searches for a good fit of the recorded data, and small complexity of a fluctuating driving
parameter. We illustrate this procedure using data from respiratory patterns during birdsong production.
Nonlinear systems have the remarkable property
that complex behavior can emerge out of seem-
ingly simple rules. This invites the possibility
that much of the complexity in a recorded time se-
ries can be explained by simple nonlinear mecha-
nisms. Here we are interested in the case that the
dynamics corresponds to a simple nonlinear sys-
tem forced by an external signal. In order to test
for this possibility, we define a procedure which
aims at approximating the dataset with minimal
complexity of the forcing signal. We test this ap-
proach in a model for the firing rate of popula-
tions of neurons with both model generated data
and physiological recordings of the air sac pres-
sure of a singing bird. We find model parameters
for which the solutions of the forced system are a
good approximation to the data and at the same
time, the forcing signal exhibits low dynamical
complexity. Thus, we show that there are param-
eters in the model for which representations of
the dataset are encoded into simpler signals.
I. INTRODUCTION
Parameter estimation in smooth dynamical systems
from experimental time series is central to many disci-
plines across the natural sciences. In many situations,
the system under study can be modeled by a set of differ-
ential equations which governs the evolution of the state
variables. Usually, such dynamical models will contain
unknown parameters which one expects to estimate from
the data. While much progress has been made in the case
of linear dynamics, less is known about the more general
case in which the dynamics involves nonlinear terms. Pa-
rameter estimation in nonlinear models is strongly case
dependent partly because the model solutions can show a
qualitative dependence on parameter values1. Also, ana-
lytic solutions for a general smooth nonlinear system are
a)Electronic mail: lalonso@rockefeller.edu
typically unknown, posing serious difficulties when try-
ing to associate estimated parameters with probabilities
or likelihoods2.
It is widely believed that the temporal evolution
of macroscopic phenomena obeys deterministic rules.
Sometimes these rules are derived axiomatically as it
is the case for classical and quantum mechanics, while
in other areas of knowledge the proposed relationships
attempt to capture phenomenological observations. In
many situations, macroscopic phenomena is thought to
emerge out of the collective action of many microscopic
units, whose dynamical rules can be derived from ab-
initio principles. However, establishing correspondence
between these two scales is one of the oldest and hard-
est challenges in physics. This difficulty becomes explicit
when studying systems that operate far from equilibrium,
as is the case for example, in biological systems. Indepen-
dently of how these rules are derived, the problem of ap-
proximating data with solutions of differential equations
seems to be an unavoidable step when comparing theo-
ries against real world data. This is especially difficult if
the dynamical equations contain nonlinear terms of their
state variables, even if the system is low dimensional.
This problem has been addressed by many authors with
particular emphasis in the case that the underlying dy-
namics is chaotic3,4.
In many situations the causal relationships between
the state variables of a system can be modeled by a
set of differential equations or vector fields. Usually,
the equations contain parameters which are assumed ei-
ther to be stationary or to have a much slower tempo-
ral evolution than the state variables. Here, we consider
such parameterized families of smooth vector fields. Let
F (x, p) : Rm×q → M ⊂ Rm be a smooth vector field
with x ∈ Rm and p ∈ Rq. We then have a continuously
p-indexed set of solutions φt(x, p) : R>0 × Rm×q → Rm
for the associated initial value problem
x˙ = F (x, p)
x(0) = x0 (1)
Given a time series o(t) : [0, T ]→ Rd we can compare
solutions against data using a metric D : Rm × Rd → R.
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2Let (F,D) be a model for o(t), we then investigate the
following questions:
1. Is the proposed model able to reproduce/explain
the data to desired accuracy?
2. Which are the parameters that yield the best ap-
proximation?
Admittedly, there are more questions to be addressed
such as robustness and likelihood of the approximation,
but these can be regarded as ulterior inquiries once the
answers to the first two points are found. One could
attempt an answer by computing the error between the
data and the model solutions as a function of the initial
conditions and the parameters. The cost function can be
defined as
C(x0, p) =
1
T
∫ T
0
D(φt(x0, p), o(t))dt. (2)
The functional form of φt(x0, p) is in general unknown.
Assuming that {oi} ≈ o(t) is a discrete sampling of the
data with N elements, we consider a discretized cost
function
C(x0, p) =
1
N
N∑
i=0
D(xi, oi). (3)
Here xi = φti(x0, p) are the values of the solutions in
a discrete time domain: this function can be computed
numerically to desired accuracy. Minimization of this
function yields sets of initial conditions and parameters
for which the solutions of the model better resemble the
experimental time series, as measured by D. However, it
is known that this approach has severe limitations: there
are no known global optimization methods for arbitrary
nonlinear functions. Good solutions can be obtained ef-
ficiently by heuristic solvers such as genetic algorithms,
simulated annealing, or the amoeba algorithm5–7: how-
ever, finding the best solution seems to be an intractable
problem for many nonlinear systems.
A major contributing factor to this intractability is
that the landscape of C can be extremely complicated.
For the sake of illustration, let us assume that {oi} is the
output of a computer running a simulation of a known
low dimensional chaotic system Fc and also that we have
access to the program being run. Since the dynamical
rules are known along with the initial conditions x∗0 and
the parameters p∗ that generate the data, we can check
that the global minimum of C(x∗0, p
∗) = 0, thus enabling
us to conclude that we have the right model for the data,
as expected. One validation criteria which we could posit
would read as follow: there are points (x∗0, p
∗) for which
the model solutions resemble the data optimally, since
lower errors cannot be attained. Although this criteria
seems sufficiently general and does not require knowledge
of Fc solutions, in a more realistic setting, the value of
the global minimum is unknown and all that can be ad-
dressed numerically is local information of the landscape.
This information is completely useless even in this numer-
ical gedankenexperiment.
Consider now what happens to the landscape of C as
more data is introduced. Imagine we are trying to esti-
mate the initial conditions which were used to start the
simulation: due to chaos, nearby solutions will diverge
exponentially yielding high values in C. Eventually as N
is increased, the values of C become settled at some av-
erage value resembling the size of the attractor in phase
space. This happens for every point in the domain of
C that is not the global minimum. Therefore, the land-
scape near the global minimum becomes extremely sharp
as more data is introduced posing a severe limitation to
address our agenda.
This point is illustrated in Figure 1 for the Lorenz
system8. We generated data by numerical integration of
the Lorenz equations for values of the parameters such
that there is a chaotic attractor (see figure caption). For
this we picked initial conditions and parameters (x∗0, p
∗)
and simulated the system for N steps. The resulting so-
lutions are used as data {oi} for the cost function of the
system (3): we compute mismatch of model output and
data with the least squares metric D = (xi − oi)2, and
assume that each xi corresponds to a time step in an
Runge-Kutta O(4) integration routine with dt = 0.01.
Figure 1 shows how the landscape of C changes as N
is increased. When the number of data points is low,
the global minimum is easily identified. As more data is
introduced, the landscape near the global minimum be-
comes extremely sharp until it can no longer be resolved
in the plots. The choice to evaluate C as a function of
initial conditions was made for simplicity but the same
properties should hold for parameter space. Because the
attractor persists for small variations of the parameters,
a similar argument can be made with the same outcome.
For values of the parameters close to p∗, the shape of the
attractor changes but the mixing properties of the vec-
tor field remain invariant: if initial conditions are kept
fixed and a neighborhood of p∗ is explored, solutions will
land on attractors that are slightly different and this will
have the same effect as if the same attractor is being ap-
proached from slightly different initial conditions. Over-
all, this example suggests that if we are to test the hy-
pothesis that data corresponds to a chaotic system, a
departure from the cost function is in order.
The keen observer has probably realized that if the
number of data points N is low, the minima looks round
and is easy to find, suggesting that tracking the parame-
ters over short segments of time could prove useful. This
is the idea behind coupling the model to the data and it
has been explored by many authors: in particular, it has
been show that under certain conditions, when the model
is coupled to the data the cost function is smoothed
or ‘regularized’, and parameters can be estimated9–11.
3FIG. 1. Evaluation of the cost function for the Lorenz system: (x˙, y˙, z˙) = (σ(y − x), x(ρ − z) − y, xy − βz) with p∗ = (ρ =
28, σ = 10, β = 8
3
). A test solution is generated using a Runge-Kutta O(4) routine (dt = 0.01) with initial conditions on the
attractor x∗0 = (−10, 0, 37) and used as data for the cost function in a sample domain consisting of a regular 1000x1000 grid.
The plotted domain is (x0, z0) = [(−90, 70), (−43, 117)] and it was chosen so that the test solution corresponds to the center
of the plots. (a) Each panel corresponds to the landscape of the cost function for the Lorenz system as the number of data
points N is increased. The cost function value is color coded (color scale shown in plot). In all panels, the initial conditions
of the test solution are in the center of the plot and correspond to the global minimum of this function C(-10,73)=0. (b)
Unidimensional plot of the cost function for (x0, z0 = 37) indicated in (a) by the dashed line. Note that for low N, the minima
of this function is easy to find: however, as N is increased, the landscape surrounding the global minimum becomes extremely
sharp and therefore, information about the initial conditions of the test solution can no longer be retrieved from the 2D plots.
Unfortunately, the regularized cost function can be ex-
tremely flat and therefore, finding its minima becomes
hard to do numerically. Recently, Abarbanel et al. pro-
posed a method to estimate parameters in chaotic models
called DPE12,13 which addresses this issue. They regu-
larize the cost function by coupling the model with the
data while penalizing coupling by adding a term propor-
tional to the coupling strength in a new balanced cost
function: this leads to a function that can be minimized
and yields the right answer. We follow a closely related
approach, but aim for a different question: can data be
approximated by smooth unfoldings of low dimensional
systems?
Synchronization-based parameter estimation tech-
niques rely on coupling the data to the model equations
and are at the heart of many estimation procedures14. In
this work we introduce a synchronization-based transfor-
mation for time series which aims at exploring the possi-
bility that data can be approximated by a driven nonlin-
ear system. For this we explore a family of synchroniza-
tion schemes by allowing model parameters to change in
time so that the resulting solutions would better resemble
a given dataset. In this way a map is induced between
transient solutions of the model and the parametric fluc-
tuations which are required to generate them. We assume
that in general, better approximations come at the cost
of introducing more complex fluctuations. However, it
could be the case that there are parameters for which
the fluctuations take a particularly simple form at the
same time that they yield solutions which are good ap-
proximations to the dataset.
In what follows, the transformation is motivated by
considering an idealized continuous case while rigorous
definitions are postponed to the next section. In order to
allow for better approximations we consider an extension
of the cost function which includes arbitrary parametric
fluctuations in F . Let γ(t) : [0, T ] ⊂ R → W ⊂ Rq be a
path in parameter space with W = p±. For each (x0, p)
we can define the functional Ex0,p : γ(t)× o(t)→ R≥0 as
Ex0,p[γ(t), o(t)] =
1
T
∫ T
0
D(φt(x0, p+ γ(t)), o(t))dt. (4)
4Let e(x0, p) ∈ R be the minimum value of E and
γ∗(t) the ‘location’ of the minimum, Ex0,p[γ(t), o(t)] =
e(x0, p). We define the nonlinear transformation of our
dataset as
Ωx0,p[o(t)] = γ
∗(t). (5)
Ideally, this transformation takes the experimental
time series o(t) as input and returns the fluctuations γ(t)
in the space of parameters that are necessary for system
(1) solutions to optimally match the dataset as measured
by D. The goal here is to define a map between a partic-
ular transient solution of the model and the parametric
fluctuations which generate it. Since parameter fluctu-
ations greatly augment the degrees of freedom of F it
is expected in general that e(x0, p)  C(x0, p). For a
sufficiently complex fluctuation γ(t) we will be able to
approximate o(t) very well regardless of the structure
imposed by our assumptions. We note however, that for
different values of the parameters of F (x, p), there might
be other simpler fluctuations which might approximate
o(t) similarly well. Our objective is to select the param-
eters for which the optimally matching fluctuations take
the simplest form while the approximation also meets a
goodness criteria. Let K[γ(t)] : γ(t) → R be a mea-
sure of the complexity of the required fluctuations such
that K[γ(t)] = 0 when γ(t) = 0. Our hypothesis is that
for most parameter values there is a tradeoff between
e(x0, p) and K[γ(t)] in such a way that obtaining good
solutions comes at the cost of increasing the complex-
ity of the corresponding fluctuations. Therefore, we seek
values of the parameters for which our hypothesis does
not hold: namely, better approximations are obtained
by simpler parametric fluctuations. If the fluctuations
that are required to approximate a given dataset are as
complex as the dataset itself, we would argue that the
model is acting as a complicated mapping. However, if
the approximations are generated by simple time depen-
dent parametric fluctuations, any additional complexity
that the data might have which is captured by the model
solutions, would be due to specific nonlinearities in F . If
it is true that there is a negative correlation between the
error of the approximations and the complexity of the
corresponding fluctuations, departures from this general
tendency could be quantified and exploited to detect pa-
rameter values of interest.
In the next section we propose a discrete nonlinear
transformation for time series inspired by the continuous
case. Later in this article this definition is applied to
construct criteria for model selection in a hypothetical
scenario: rate coding in driven neural populations. It
is shown numerically for a test case that log(e(x0, p)) ≈
mK[γ(t)] + b, for a particular choice of K. This in turn
is exploited to estimate the parameters and the driving
signal used to generate the data. The same construction
is finally applied to experimental data.
This work is organized as follows: section 2 contains
the definitions and describes a numerical implementation
of the transformation. In section 3 we analyze a case
study: a simple model for the rate of fire in neural tissue
forced by an external signal. We test the usefulness of
the transformation with numerical solutions generated by
the model. It is shown numerically that we can identify
the parameters used to generate the data without making
assumptions on the functional form of the forcing signal.
Finally, the problem of motor patterns in birdsong is dis-
cussed in section 4. We show that there are regions in
parameter space for which the synchronization manifold
of the model and the respiratory gestures used during
song production exhibits subharmonic behavior.
II. DEFINITIONS AND NUMERICAL
IMPLEMENTATION
In this section we discuss a numerical procedure in-
spired in the previous discussion. We assume that data
is sampled at discrete time intervals and that F (x, p) sat-
isfies the hypothesis of a Runge-Kutta O(4) method15.
Let {oi} be a time series with N samples and {xi(x0, p)}
be a numerical solution of
x˙ = F (x, p+ γ(t)) (6)
x(t = 0) = x0
γ(t = 0) = γ0.
Our focus is to find γ(t) such that {xi} matches {oi}
as measured by D. For simplicity, we assume that each
observation corresponds to a time step of the numerical
approximation {xi}. In order to define the transforma-
tion Ω we specify a domain for the fluctuations. Let 
be the maximum allowed departure from p so that at
each integration step γ can take any value in the range
W = (p − , p + ). For each (x0, p), the cost function
of the system (3) can be augmented so that it includes
parameter fluctuations at each integration step,
Ex0,p({γi}) =
1
N
N∑
i=0
D(φti(x0, p+ γi), oi). (7)
In this way the functional optimization (4) is approx-
imated by a high dimensional nonlinear optimization
problem without constraints: while in general this op-
timization cannot be performed for large N , there are
efficient approaches for particular choices of F and D.
We define the transformation Ωx0,p({oi}) as
Ωx0,p({oi}) = argmin{γi}(Ex0,p({γi})), (8)
and introduce the notation for the corresponding
model output
Ω∗x0,p({γi}) =: {φti(x0, p+ γi)} = {xi}, (9)
5where the sequence {φti(x0, p+γi)} is a numerical ap-
proximation of the non autonomous system (6) given by
a Runge-Kutta (O4) method15. Here x0 and p are fixed
and our aim is to solve for {γ0...γN} = argmin(E). The
minima of this function corresponds to the fluctuations
{γ0...γN} that yield the observable time series {x0...xN}
which better approximates the data. In order to tackle
the optimization problem the fluctuations are restricted
to take a discrete set of possible values. Let R be the
number of equally spaced values that γj can take at each
integration step. The number of possible solutions is
then ∝ RN , thus, attempts to optimize this function are
bound to fail for large N .
The strategy we then follow is to calculate {Ωi} in
small running windows of size d << N . Since in gen-
eral we cannot minimize nonlinear functions, we perform
this task by brute force search on a discrete set of R
equally spaced values in W . In any given window, this
yields the model solution {x0, ..., xd} and the fluctuations
{γ0, ..., γd}. We define a new Ω for the subsequent win-
dow using the first step of the approximation x1 obtained
at step i. Finally we define the transformation Ωd,R,
γi+1 = {Ωxi,p[oi....oi+d]}1 (10)
xi+1 = {Ω∗xi,p[Ωxi,p[oi....oi+d]]}1.
By iterating this map two time series are obtained:
the solution {xi} of system (6) that aims to approximate
the data and the fluctuations {γi} which are required
to generate it. Thus, for each point in (x0, p) we have
defined a three parameter transformation (, R, d) of the
dataset. This is a special case of a more general definition
described in the appendix.
In the next section this transformation is applied to
a case study. We devise a scenario in which complex
output is attained by simple parametric oscillations of a
low dimensional dynamical system. It is found that this
procedure yields a good approximation for Ω. This is
supported by numerical results in the next section but it
is not expected to be the general case. However, we do
expect that if we have the right model, it will synchronize
with the data and good approximations will be obtained.
In general we expect that by allowing parametric fluc-
tuations, better approximations can be achieved, even if
the model is wrong. In that case, we also expect that the
required fluctuations are complex. The purpose of this
procedure is to systematically investigate the possibility
that there are parameters in the model for which this
transformation takes a simple form while still approxi-
mating the data.
III. CASE STUDY: RATE CODING IN POPULATIONS
OF NEURONS.
In this section we study a phenomenological model
for neural tissue under different perturbation regimes.
The assumption is that the firing rate of a population
of neurons decays exponentially in time in the absence
of stimuli and that the population response to input be-
comes saturated after a threshold value. Here we study
a simple architecture consisting of two interacting popu-
lations of inhibitory and excitatory neurons. This is also
known as the additive model and it was first proposed as
a model for populations of localized neurons by Wilson
and Cowan16,
x˙ = (−x+ S(ax− by + ρx))τ (11)
y˙ = (−y + S(cx− dy + ρy))τ.
An excitatory population is coupled to an inhibitory
one through the connectivities (a, b, c, d), both popula-
tions receive a constant input given by (ρx, ρy) and τ is
the timescale of the system. The assumption of satu-
ration is implemented by the sigmoid function S(x) =
1
1+e−x . This system presents a rich bifurcation dia-
gram in the plane (ρx, ρy) for open sets of values of the
connectivities17. Since the system is two dimensional, we
can’t expect its solutions to be more complicated than a
limit cycle. However, if we also assume that the system
is being driven by an external signal a wild diversity of
behaviors are unleashed.
In order to test the transformation introduced in the
last section, a dataset o(t) was generated by driving
the model with simple fluctuations in parameter ρx →
ρx + γ(t). In this scenario, γ(t) is interpreted as an ex-
ternal signal that is being injected into the excitatory
population and processed by the network. We are in-
terested in testing our hypothesis for the case in which
complex output is attained by simple parametric fluctu-
ations: in this spirit, we explore a family of fluctuations
parametrized by γ(t) = A cos(ωt),
x˙ = (−x+ S(ax− by + ρx +A cos(ωt)))τ (12)
y˙ = (−y + S(cx− dy + ρy))τ.
We choose parameters so that the system under-
goes bifurcations as γ(t) evolves: (x0, y0) = (0, 0) and
(a, b, c, d, ρx, ρy, τ) = (10, 10, 10,−2,−3,−8, 1). System
(12) is then numerically integrated using a Runge-Kutta
O(4) routine with temporal resolution dt = 0.1. For
this choice of parameters the global attractor of the au-
tonomous system (A = 0) is an attractive limit cycle:
a stable nonlinear oscillatory solution. It is know that
these solutions can synchronize with an external periodic
forcing18. Due to the nonlinear nature of these solutions,
this entrainment occurs in very different ways: for some
regions of (A,ω) space the period of the solution matches
the forcing period (1:1), but there are regions for which
this ratio can take in principle any (p:q) value. These
regions are generically known as Arnold tongues due to
their V-shape in (A,w) space and we refer to them col-
lectively as the Arnold tongues diagram of the system19.
6FIG. 2. Data was generated by numerical integration (dt = 0.1) of eqns. (12). Small changes in the harmonic forcing
parameters (A,ω) yield wildly varying responses ranging from very simple quasi harmonic oscillations to apparent non periodic
behavior.(a) Schematic representation of system (12). (b) Full solution in phase space and projection onto the x coordinate for
(A = 1.2, ω = 2.1).
The morphology of the solutions greatly differs from one
tongue to another so this offers an appealing strategy for
coding different morphologies into simple control signals.
While the quantitative features of this organizing map
are model dependent, the qualitative geometrical mech-
anisms by which these solutions are generated can be
characterized by topological methods29,30. A schematic
representation of the model is shown in Figure 2 (a).
Figure 2 (b) shows the dataset to be analyzed in this sec-
tion. This solution was found by computing numerically
the Arnold tongues diagram of the system in (A,ω) space
and searching for responses with a period larger than 10
times the period of the forcing.
Next we ask if we can recover the test parameters by
assuming the unperturbed system (11) and generic input,
x˙ = (−x+ S(ax− by + γ(t)))τ (13)
y˙ = (−y + S(cx− dy + ρy))τ
γ˙ = (ρx − γ)τγ .
The role of the third equation is to force the input
to population x to have bounded derivative. This hy-
pothesis is explicitly included in the model equations via
the auxiliary variable γ(t) and parameter τγ . Note that
if γ(t = 0) = ρx, solutions of system (13) are identi-
cal to those of system(11). We explore coupling of this
augmented model with data by computing Ω[o(t)] when
parameter ρx is allowed to fluctuate. The effect of the
additional equation can be roughly described as follows:
for high values of τγ we’ll have that ρx(t) ≈ γ(t), while
for lower values of τγ we’ll obtain smoother oscillations
in γ(t). Here we note that while the resulting paramet-
ric fluctuations {ρxi} represent a candidate solution to
eqn. (8) when assuming system (13), the correspond-
ing solution {γi} also represents an approximation to
eqn. (8) when considering the unperturbed system (11).
Since both alternatives yield the same error value, we
can choose to consider data as being approximated by
system (11) when forced by {γi} or as being approxi-
mated by system (13) when forced by {ρxi}. This choice
will become important when quantifying the complexity
of the resulting transformation due to the choice of K
and also when considering experimental data.
Let us summarize the scheme adopted for the rest of
the article: parameter fluctuations are allowed in system
(13) by coupling model and data through ρx. The trans-
formation was done as depicted in the previous section:
at each time step, the fluctuations take any of R = 200
equally spaced values in p = (a, b, c, d, ρx, ρy, τ, τγ)±  =
(0, 0, 0, 0, 5, 0, 0, 0). Window size for local fits is d = 2.
This process yields an approximating time series {xi}
along with the fluctuations Ωx0,p[{oi}] = {ρi} that gen-
erate it. As discussed before, we can consider that
Ωx0,p[{oi}] = {γi} provided we state that system (11)
is being assumed. Finally, the metric by which model
approximations and data are compared is D = (xi− oi)2
where each xi corresponds to a time step in the integra-
tion routine.
Our aim is to characterize the parametric dependence
of Ω(x0,p)[{oi}]. For this we perform the transformation
Ωxo,p[{oi}] in a sample domain consisting of n = 1001
equally spaced points in parameter space along coordi-
nate τ ⊂ (0, 2). The rest of the parameters were kept
fixed at p = (10, 10, 10,−2,−3 ± 5,−8, τ, 10) as well as
the initial conditions (x0, y0, γ0) = (0, 0, ρx0 = −3). The
point τ = 1 was purposely excluded from the sampled
domain as a test for robustness of the results. Figure 3
panel (a) shows the approximations to dataset {oi} along
with the transformation (b) Ω[{oi}] we obtained for val-
ues in a neighborhood of τ = 1. This figure summarizes
the main result of this article: the quality of the approxi-
mations is very similar for most values of τ , however, for
τ = 1.05 the fluctuations take a particularly simple form,
which resembles very much the harmonic forcing used to
generate the test data. Thus, we have produced a param-
7eterized family of transient solutions which intersect the
test solution. We find that within this parametrization
there are bold variations on the dynamical complexity of
the resulting transformation. This observation was found
to be robust for many choices in the transformation pa-
rameters (, d,R).
In order to quantify the complexity of the fluctuations
we calculated their permutation entropy K20. This quan-
tity measures the information of the order type distribu-
tion of NK consecutive values of a time series. Since the
number of possible order types is NK !, the order of per-
mutation entropy has to be low enough as to assure that
the order type distribution is reasonably sampled. In this
case, since the number of data points is N = 1000 the
permutation entropy was calculated to order NK = 5.
The quality of the approximation can be captured by the
error as defined before (7),
e = Ex0,p({γi}). (14)
Figure 4 (b) shows the values of error e and entropy K
of the fluctuations as a function of τ . While the error de-
creases monotonically, the entropy curve exhibits a dent.
This means that, for the tested domain, as error decreases
entropy increases except for the dented region, where this
simple relationship seems to break. To make this state-
ment more precise, Figure 4 (a) shows the error-entropy
distribution obtained by evaluation of the transformation
in the sample domain. We quantify the aforementioned
tradeoff by fitting a line (log(e) = mK + b) to the cloud
and coloring the points according to their normal dis-
tance to the fit. In this way departures from the negative
correlation are addressed quantitatively. For each point
in (log(e),K) the normal intersection with the fitted line
occurs in Ki =
K+m(log(e)−b)
(m+m2) , log(e)i = mKi + b. The
distance to the fit then reads
d(x0, p) =
√
(log(e)− log(e)i)2 + (K −Ki)2 (15)
× sign(log(e)−mK − b),
where a sign function was introduced to differentiate
between favorable departures (below the line) from un-
favorable ones. Departures above the fit correspond to
solutions that should fail the identification criteria. This
is either because the approximation is not good enough
or more importantly, because the fluctuations required
to generate them exhibit high dynamical complexity. By
seeking minima of d it can be assured that within the
family of approximations induced by Ω2,200, the most
parsimonious one in the sense of K, is chosen. This en-
ables a lex parsimoniae criteria within the restricted fam-
ily along with a proof of existence of possibly interesting
mechanisms.
Figure 4 (a) shows the plot of d over the test domain
(green curve). This quantity compares the quality of the
approximations with the complexity of the required fluc-
tuations and it is statistically defined through m and b.
In this case, the parameters used to generate the data
can be estimated by searching for minima of d. These
are the parameters for which a favorable balance is ob-
tained between goodness of the approximation and the
complexity of the extra assumptions contained in γ(t).
This allows us to define a parsimony criteria to estimate
the parameters of system (11) which in this case leads
to the correct answer τ ≈ 1. This suggests that this
mapping can be useful to create objective functions to
train dynamical models toward simpler representations
of a given dataset.
In order to make the result somewhat more general
we could argue as follows: we can assume that in gen-
eral there is a relationship between the argument and
the minimum value of function (7) of the form log(e∗) ≈
mK[Ω] + b. Then we can state that any sequence {γi}
which violates the scaling is of interest and leave the mat-
ter of how these sequences are generated free of assump-
tions. Our argument then proceeds as follows: at any
point in the sample domain (x0, p), we have attempted an
approximation to the problem of computing Ω by trying
different parameters in Ωd,R. By further assuming there
is δ such that if |e∗ − e| < δ then K[Ω] ≈ K[Ωd,R], we
may regard Ωd,R as a good approximation to Ω. This ex-
tends the parsimony rule by comparing all possible paths
within numerical resolution. Plausibility of this last as-
sumption is supported a posteriori by the numerical re-
sults in this case study. However, in the experimental
case, this assumption is more daring since location of the
global minimum of E[{γi}], or alternatively Ω, is always
unknown.
While this function can help choose parameters within
a sample domain, its evaluation requires knowledge of
the error-entropy distribution: this makes it hard to im-
plement an optimization routine over a search space. In
a typical experimental setting, we could be interested
in every solution which satisfies some goodness crite-
ria. Amongst the many good approximations, interest
is shifted towards those which require the simplest fluc-
tuations. This can be implemented in a function:
H(x0, p) = (e+Kb)Θ(e− σ) +KΘ(σ − e), (16)
where Kb is a bound for the permutation entropy
K ≤ log2(NK !) ≈ Kb = 6.9 (for NK = 5), Θ(x) is the
Heaviside function and σ is a threshold which represents a
passing criteria for the approximations. Both arguments
of the Heaviside functions cannot be true simultaneously.
If the error is above the threshold, the function returns
the error plus the entropy bound, otherwise, it returns
the entropy value. Once the approximations drop be-
low the threshold, the only way to obtain lower values
in H is to find solutions that satisfy the threshold and
require simpler fluctuations. This function corresponds
to the red plot in Figure 4. In this case, the threshold
is the mean value of the error over the sample domain
σ =< e >.
One would expect that if there are solutions such that
8FIG. 3. Dependence of Ωx0,p[{oi}] on model parameters. Test data is approximated by model (13) at the cost of introducing
fluctuations in parameter ρx. For most values of τ good approximations are obtained, xi ≈ oi. However, the complexity of the
required fluctuations shows a marked dependence on the model parameters. Note that for τ = 1.05 the transformation takes
a very simple form, thereforeparsimony suggests that values close to τ ≈ 1 should be chosen. (a) Best approximations to the
dataset obtained values of τ indicated in labels. (b) Fluctuations required to generate the approximations. For each solution
x(t) in the right, we show Ωx0,p[x(t)] in the left: correspondence follows from definition (8).
FIG. 4. Transformation Ω2,200x0,p [{oi}] was computed for each point in the sample domain. This yields the model approximation{xi} and the required fluctuations {γi}. Goodness of the approximation is quantified by the error e. The complexity of the
fluctuations {γi} is quantified by estimating the permutation entropy K5. (a) Distributions of log10(e) and entropy K5[{γi}]
with linear fit (m = −1.85, b = 1.5). (b) Top row: error as a function of τ . Center row: entropy as a function of τ . Bottom row:
(green) distance to the linear correlation fitted in (a) as a function of τ . (red) Function (16). While the general tendency is that
lower errors correspond to higher entropies, the entropy curve exhibits a dent which breaks the scaling. These are consecutive
points in the sampled domain for which the balance between error and entropy is favorable and also indicate roughly the
parameter values which were used to generate the data τ = 1 (indicated by the dashed line).
the approximation is good and at the same time the fluc-
tuations are simple, these will correspond to local minima
of both functions for many choices of the sampling space
and threshold. While the first one provides a tradeoff
criteria to justify model parameters, the second one can
be used as an objective function to train dynamic neu-
ral networks. If there is a negative correlation between
error and entropy, a set of solutions that are simple and
approximate data well would look like horns departing
from the cloud that can be ‘shaved’ by choosing different
values of σ in H(x0, p).
Finally, it should be noted that the reason that both
the model parameters and the forcing signal can be
‘guessed’ at the same time is because of the fact that
the fluctuations used to generate data were simple. Con-
sider the case in which data is generated with complex
fluctuations (for example, Fig. 3 with τ = 1.5). It would
not be true anymore that transformations corresponding
9to nearby values of τ will be more complex than the fluc-
tuations used to generate the data. While the error of the
approximations will still be low for many choices of τ , the
entropy curve will still exhibit a dent around τ ≈ 1 and
it would be wrongly concluded that data was generated
with a harmonic forcing with τ ≈ 1. Another situation
in which our approach fails is that in which data is gen-
erated by a system driven by noise, since in this case the
real fluctuations would not be simple. It could also hap-
pen that there are no dents in the entropy curve. In this
case it could be argued that since there are no param-
eters for which the fluctuations take a simple form, the
structure of the model is spurious and that it should be
discarded. In the next section we apply this ideas to a
well studied example in motor control from the field of
birdsong.
IV. CASE STUDY: COMPLEX MOTOR PATTERNS IN
BIRDSONG.
During song production, canaries rely on a repertoire of
motor gestures which are ultimately responsible of driv-
ing their vocal organ. These gestures roughly correspond
to the muscular activity by which the tension of the vocal
folds is controlled and the respiratory activity which gov-
erns the air flow through the syrinx21. Here, experimen-
tal data consists of recordings of the air sac pressure of a
canary while singing and it is shown in Figure 5(b) top
row (green curves). We show that there are parameters
for system(11) such that the data can be approximated
by model solutions if a simple forcing is also assumed.
In this example we chose a segment that contains
a transition between two apparently different gestures:
data consists of two approximately periodic signals with
similar frequencies and marked morphological differ-
ences. Note that if no external forcing is assumed there
is little hope that the 2 dimensional system (11) will ap-
proximate the data. One can speculate that data can be
approximated by the forced system (12) if the amplitude
and frequency of the forcing is allowed to change when
the gesture changes. We can include the possibility that
the system is being generically forced by assuming system
(13). This assumption greatly increases the goodness of
the resulting approximations yielding remarkably good
fits.
The objective is to check if there are parameters for
which the model approximates data with simple fluctu-
ations. A solution is considered ‘good’ if it satisfies that
the error is less than a threshold σ = 0.002. Once this
condition is achieved, we seek to minimize the complexity
of the required fluctuations, thus ‘increasing’ the parsi-
mony of our assumptions. This is done by optimizing
function (16) on a search space over parameter and ini-
tial conditions space. The reason we choose to minimize
eqn. (16) instead of eqn. (15) is that evaluation of eqn.
(15) requires knowledge of the error-entropy distribution.
Once a solution is found it can be checked if it is also a
local minima of eqn. (15).
The optimization is performed by a genetic algorithm
over a search space as follows: xi = 0.5±0.5, ρi = 0±20,
(a, b, c, d) = 0 ± 20, τ = 2 ± 2 and τγ = 5 ± 5. In order
to train the algorithm, we used a ‘low resolution’ trans-
formation by setting R = 2. This allowed us to test
for many solutions in a computationally efficient way.
At this point we should point out that the landscape
of H will change dramatically on the choice of the pa-
rameters for Ω. However, the suspicion remains that
broad features of the landscape of H are invariant to
this parameter after some value, and it turned out to be
a successful strategy for training the algorithm. The fi-
nal scheme we adopted to define H was (d = 2, R = 10).
The maximum amplitude for the fluctuations was also ad-
justed to ρx±  = 0.85 . Optimization was performed on
a commercially available desk computer: the algorithm
was run for 1000 generations starting from 100 random
seeds and yielded parameters p = (a, b, c, d, ρy, τ, τγ) =
(3.03, 3.17, 13.65,−8.94,−12.64, 1.53, 9.15) and initial
conditions (x0, y0, γ0) = (0.25, 0.47, 0.06).
As before, we want to show that the parameters so ob-
tained can be found as the minima of a function that
implements a parsimony rule. For this we explore a
neighborhood of the solution we found by optimizing
H taking n = 1001 equally spaced samples in the do-
main τ = (0, 4). Although the parameters were found
by setting R = 10 for computational reasons, in order
to construct d a higher resolution R = 200 was used,
so that both examples share the same synchronization
scheme. Results of this section are summarized in Fig-
ure 5. The error of the approximation and the entropy
of the fluctuations were calculated at each point in the
sample domain. The error-entropy distribution is shown
in Fig. 5(a) along with the estimated linear correlation.
The corresponding plots of error, entropy and distance
to the fit are shown in Figure 5(b). Local minima of d
were highlighted with filled circles and filled stars. Figure
5(c,d) shows the model approximation and the fluctua-
tions at each of these locations along with the comparison
with data. Green curves correspond to data, blue curves
correspond to model output and the red curves are the
parametric fluctuations. In order to interpret the results,
a Fourier analysis was performed on each time series in
(c): this analysis was done independently for each half
(dashed line) of the temporal domain so that changes in
the signals can be better visualized. Note that in both
solutions, the forcing signal fundamental frequency is lo-
cated to the right of the fundamental frequency of the
model output. This suggests that the model might be
responding subharmonically to the forcing signal. While
both of the starred solutions seem to be interesting, so-
lutions corresponding to the circled local minima fail for
different reasons. These are plotted in Figure 5(d) for
illustration: the red and yellow ones fail because the ap-
proximation is worse than in other points, even though
that the fluctuations are simple. The purple one fails be-
cause of the excessive complexity of the required fluctua-
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FIG. 5. Results on experimental data. Data corresponds to the air sac pressure of a canary while singing. An integration step
in the model corresponds to dt = 1
440
secs and the total duration of the recording is 0.7875secs. Parameters for which data
is well approximated with simple fluctuations were obtained by optimization of (16). In order to define d, a sample domain
is built keeping all parameters fixed and taking n = 1001 values in τ ∈ [0, 4].(a) Error - entropy distribution and linear fit
(m = −0.45, b = −0.96). Normal distance to the fit is color coded. (b) Top row: error as a function of τ . Center row: entropy
as a function of τ . Bottom row: distance to the linear correlation fitted in (a) as a function of τ . Some local minima have
been highlighted for further inspection. (c) Starred solutions. In all panels, green curves correspond to data, blue curves
correspond to model output {xi} and red curves correspond to the fluctuations {γi} = Ω[{xi}]. First row: Data (green) and
fourier transform calculated separately for each halve of the time domain (indicated b y dashed line). Second row: Model
output {xi}(blue) and FFT. Bottom row: Parametric fluctuations and FFT. In both cases, the second half of the dataset is
approximated by a subharmonic solution. (d) Circled solutions. Red: simple forcing, bad approximation. Purple: complex
forcing, good approximation. Yellow: simple forcing, bad approximation.
tions. Despite that this solution is simpler than its neigh-
bors and also approximates the data, it is more complex
than the starred solution which does an equally good job
at approximating the data.
It should be clear that the autonomous system (11) will
not be able to reproduce data very efficiently: simple in-
spection of the data indicates that the pressure patterns
come in at least two flavors, with and without the wig-
gle. Since the most similar solution that can be expected
from (11) is a limit cycle, we would only be able to ad-
just the frequency of the cycle in order to minimize the
error and both gestures would be approximated by the
same morphology. If we insist on explaining the wiggles,
better approximations are needed and therefore model
(11) should be discarded. One however, could have other
reasons to believe that the model is correct and impose
the model on the data: this was done in the last section
by greatly increasing the model degrees of freedom while
still retaining the basic underlying structure.
In this example, the air sac pressure of a singing bird is
approximated by a simple nonlinear system which is be-
ing driven by an external signal. We defined an objective
function which relies on a mapping between approxima-
tions and fluctuations. This allowed us to find model
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parameters such that the required fluctuations exhibited
minimal complexity as measured by K. Once this solu-
tion was identified, we constructed a parsimony criteria
by approximating the scaling relationship between error
and entropy. This provided a way to leverage these two
quantities and seek for an optimal solution. This bal-
ance is measured by function (15) and careful inspection
shows that there is not a single ‘sweet’ spot, but many
local minima. This means that there are several ways the
data can be approximated by simple fluctuations.
Two mechanisms were found which are interesting and
seem to differ from each other. In the first case, the data
is approximated at first, as a period (1:1) response to
a low frequency forcing. Then, as the wiggle becomes
apparent, the model solution resembles a period (1:2)
solution. The observation that canary respiratory ges-
tures can be approximated as subharmonic solutions of a
driven nonlinear substrate was proposed in22 and later
quantified in closely related models23,24. There, har-
monic input signals were explicitly assumed and param-
eters were allowed to change in a step-wise manner: it
was shown that this and similar models posses subhar-
monic solutions which yield quantitatively good fits to
the data, but the criteria for the choice of the parame-
ters was qualitative. Here, we have made a more generic
assumption: that the model is being forced by a specific
parameter dependent family of fluctuations. Strikingly,
the subharmonic transition was identified as being one
of the simplest mechanisms for approximating the data,
which is the reason why it corresponds to a local min-
ima of d. Moreover, by comparing the balance of error
and entropy for neighboring solutions, the choice of the
model parameters is justified quantitatively.
The second mechanism is qualitatively different. At
first, the model response is periodic with a period which
is similar to period of the forcing. During this epoch,
the forcing is also approximately periodic but it is not
harmonic. When the pressure pattern changes the model
solution is also very similar to a subharmonic solution
but the way the bifurcation occurs is very different. A
possible interpretation of this mechanism could read as
follows: the forcing signal can be thought to be due to
an incoming signal of frequency f plus a copy of the
same signal lagged by a phase φ. This suggests that the
transition between regimes could be controlled by small
changes in the lag.
This analysis allows us to conclude the following: there
are parameters of system (11) for which the solutions of
the model explain detailed features of the data at the
cost of assuming specific realizations of the forcing sig-
nal. Given a search space, we found parameters for which
the forcing signal takes the simplest possible form as mea-
sured by K(4), within a family of signals which facilitate
synchronization with data. By seeking a balance between
error and parsimony, two alternative mechanisms were
identified. In both cases, the second regime is approxi-
mated by a subharmonic solution, but they differ in the
way the transition occurs. The possibility that the con-
trol signal is changing its frequency was explored quan-
titatively while careful exploration of the second mecha-
nism remains to be done. Both possibilities are appealing
because, within this frameset, they are maximally parsi-
monious and also they offer a testable prediction: modi-
fication of the delicate timing between the substrate re-
sponse and the forcing signal should lead to very different
output patterns25.
V. CONCLUDING REMARKS
Estimation of model parameters from experimental
time series is a central problem in many disciplines. Our
limited ability to perform this task in the case the model
is nonlinear can be traced back to the fact that there
are no known general procedures for global nonlinear op-
timization. Furthermore, in an experimental setting we
are likely to be uncertain about the functional form of
the underlying dynamical rules. Moreover, in the case
of physiological data, it is likely that the system under
observation is taking input from external sources so it
cannot be considered in isolation. Therefore, investigat-
ing parametric fluctuations can be relevant in some situ-
ations of interest.
In this work we proposed a nonlinear transformation
for time series and motivated its usefulness. We draw
inspiration from an ideally continuous case to define the
transformation Ω of a given dataset. This transforma-
tion takes the observed time series and returns the para-
metric fluctuations that yield solutions which optimally
match the time series. It is clear that in many situations
better approximations can be achieved by allowing arbi-
trary fluctuations in the parameters: this follows from
the fact that considering arbitrary fluctuations yields a
system with infinite degrees of freedom which can ac-
commodate any dataset. However, due to nonlinearity,
this transformation is highly dependent on the functional
form and parameter values of model F (x, p). Here we
showed in a case study, that for specific nonlinearities
coded in F (x, p) the fluctuations take a simple form. This
transformation was applied to the problem of parameter
estimation in a case study with both numerical and ex-
perimental data.
We tailored our procedure to address the question of
whether a system is making use of nonlinear mechanisms
to code for different functionalities. The idea that con-
trolling the unstable periodic orbits in chaotic attractor
could serve as a strategy to generate qualitatively differ-
ent behavior was proposed by Ott et. al.26 and demon-
strated experimentally in a chemical system27. Recent
work in the field of birdsong suggests that much of the
complexity observed in the song and respiratory patterns
of canaries can be successfully explained by consider-
ing simple time dependent unfoldings of low dimensional
nonlinear systems21–24,28.
This ideas were tested in a simple rate coding model for
populations of neurons. Data was generated by driving
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the model with simple harmonic signals. Small changes in
the forcing signal lead to qualitatively different behavior:
this is the scenario in which these methods seem to be
useful. Then, we proceeded to ask if the general structure
of the unperturbed model (11) held any relationship with
the numeric data. By construction, solutions of the au-
tonomous model fail to approximate the datasets. How-
ever, considering the alternative hypothesis that fluctua-
tions were present at the time of the measurements, we
found that there is a range in parameter space for which
the cost of introducing this hypothesis is minimal. These
ranges correspond roughly to the values of the param-
eters used to generate the dataset. Therefore we con-
clude that local minima of d(x0, p) potentially provide
insight about the underlying dynamics which generated
the data. We have also studied a closely related function
which does not require evaluation in a sample domain
and yields the same answer for a range in the threshold
values. This function was used as an objective function
for model identification when we considered experimen-
tal data. Model (13) was trained to satisfy a threshold
condition for the quality of the approximations by using
simple fluctuations. We found ranges in parameter space
for which the scaling relationship between error and en-
tropy breaks maximally. Inspection of these minima re-
vealed two qualitatively different solutions. Interestingly,
in both cases data is approximated by a solution which
resembles very much a bifurcating period 2 solution: the
difference lies in the way this bifurcation is controlled.
The fact that data could be approximated by a forced
low dimensional system is very interesting from the the-
oretical point of view. On the one hand, if the systems
are low dimensional, there are methods to classify fami-
lies of models according to the geometrical mechanisms
which underlie the generation of complex behavior29,30.
In particular, period doubling solutions have been found
experimentally in many physical systems and they can
be associated to universal scaling laws31,32. On the other
hand, it has been shown that even in the case of having
many nonlinear interacting units, the resulting macro-
scopic average behavior can follow low dimensional dy-
namical rules. A recent breakthrough in the analysis
of Kuramoto’s model due to Ott and Antonsen allows
to obtain mean field equations for classes of closely re-
lated models33,34 . In some situations, the mean field
equations exhibit non trivial bifurcation diagrams which
share many features with system (11). It has been shown
that there are conditions under which the average be-
havior of a driven set of excitable units displays com-
plex behavior by dynamical variations of the degree of
synchrony in the driven population35. More recently, it
was shown that by using a mean field description, algo-
rithms can be designed that are successful at controlling
these attractors36. Thus, there is hope that much of the
complexity in macroscopic phenomena can be captured
by low dimensional nonlinear mechanisms. The purpose
of this work is to further bridge the gap between the
description and characterization of qualitative nonlinear
mechanisms and quantification. Finally, we note that
the same mapping can be used to explore how a given
nonlinear system may optimize other quantities of inter-
est by considering alternative metrics on the parametric
fluctuations.
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Appendix A: General implementation
Here we describe a numerical procedure to build ap-
proximations to the problem of finding minima of the
high dimensional error function (7) defined in section 3.
The strategy is to compute Ω in small running windows
so that brute force optimization is possible. Here we
state a more general definition of function (7) which al-
lows better allocation of computational effort.
Before we allowed the fluctuations to take any of R
values in a domain at each time step. Now, we allow the
fluctuations to take R values in b time bins where b is an
integer such that N mod b = 0.
Ex0,p({γ0...γb}) =
1
N
N∑
i=0
D(φti(x0, p+γb b∗iN c), oi) (A1)
Let {γ0...γb} be the minimum of (A1). We define the
transformation Ω as
Ω[{oi}]i = γb b∗iN c (A2)
And the corresponding model output
Ω−1x0,p({γi}) =: {φti(x0, p+ γb b∗iN c)} = {xi} (A3)
Summarizing, we apply definitions (A1), (A2) and
(A3) in small running windows of size d N . The win-
dow is advanced s steps and a new Ω is determined. By
concatenating the results of this procedure we construct
approximations to the minima of (A1). In this notation,
results of this articles were obtained by setting R = 200,
d = 2, s = 1, b = 2. This procedure is illustrated in
Figure 6.
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FIG. 6. Numerical implementation. Data is represented by the empty squares. (a) Arguments of function (A1) are represented
by colored squares. For each color, the fluctuations can take R equally spaced values in the search domain specified in .
Attempts to optimize this function by brute force fail for large N . Thus, approximations to (A2) are built by applying defs.
(A1),(A2) and (A3) in small running windows with d N . (b) At each window, we allow the fluctuations to take R independent
values in b bins, where b is such that d mod b = 0. The entries to function (A1) are represented by colored blocks. As before,
different colors indicate independent values for the fluctuations. For different choices of b, we reduce the number of independent
values for γi and therefore larger values of d become computationally treatable. The approximation is built by advancing the
window s steps and concatenating the outputs.
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