Abstract. Method of augmenting graphs is a general approach to solve the maximum independent set problem. As the problem is generally NP-hard, no polynomial-time algorithms are available to implement the method. However, when restricted to particular classes of graphs, the approach may lead to efficient solutions. A famous example of this nature is the matching algorithm: it finds a maximum matching in a general graph G, which is equivalent to finding a maximum independent set in the line graph of G. In the particular case of line graphs, the method reduces to finding augmenting (alternating) chains. Recent investigations of more general classes of graphs revealed many more types of augmenting graphs. In the present paper we study the problem of finding augmenting graphs different from chains. To simplify this problem, we introduce the notion of a redundant set. This allows us to reduce the problem to finding some basic augmenting graphs. As a result, we obtain a polynomial-time solution to the maximum independent set problem in a class of graphs which extends several previously studied classes including the line graphs.
Introduction
All graphs in this paper are undirected, without loops and multiple edges. The vertex set of a graph G is denoted V (G) and its edge set E(G). We say that a graph G is H-free if G does not contain H as an induced subgraph. As usual, C n stands for a chordless cycle and P n for a chordless path (chain) on n vertices. Also, S i,j,k is the graph represented in Figure 1 . In particular, S 1,1,1 is a claw.
In a graph, an independent set is a subset of vertices no two of which are adjacent. The maximum independent set problem is that of finding in a given graph an independent set of maximum cardinality. This problem is generally NP-hard. However, when restricted to some particular classes, it can be solved in polynomial time. A remarkable example of this type is the class of line graphs, in which case the maximum independent set problem is equivalent to that of finding maximum matchings in general graphs. The solution to this problem is based on Berge's idea of augmenting (alternating) chains [4] and the celebrated Edmonds' algorithm [7] that finds augmenting chains. Lovász and Plummer observed in [13] that Edmonds' solution is "among the most involved of combinatorial algorithms".
Rephrasing Berge's idea in terms of independent sets, we can say that in a line graph an independent set is maximum if and only if there are no augmenting chains with respect to this set. As the example of Edmonds' algorithm shows, finding augmenting chains is not a trivial task. In 1980, independently Minty [15] and Sbihi [17] extended the solution of Edmonds to claw-free graphs, a class properly containing the line graphs. In conjunction with the fact that in the class of claw-free graphs augmenting chains constitute the only type of augmenting graphs this has led to a polynomial-time solution to the maximum independent set problem in that class. Recently, the problem of finding augmenting chains has been solved for some extensions of claw-free graphs [9, 12] .
In general, augmenting chains are not the only type of augmenting graphs. For instance, Mosca showed in [16] that in the class of (P 6 , C 4 )-free graphs every augmenting graph is a simple augmenting tree (the graph T 1 represented in Figure 2 ). Many more types of augmenting graphs have been revealed in [2, 3, 5, 8] . With each of them, one can associate the problem of finding augmenting graphs of the type. The number of various types of augmenting graphs is generally growing with each extension of the class under review. In order to simplify the problem of finding augmenting graphs, we introduce in this paper the notion of a redundant set of vertices, which allows us to reduce this problem to augmenting graphs of some "basic" types. As a result, we develop a polynomial-time solution to the maximum independent set problem in a class of graphs which strictly extends claw-free, (P 6 , C 4 )-free and some other previously studied classes. Of our special concern are the classes of S i,j,k -free graphs, which is motivated by the following result proved in [1] .
Theorem 1 Let X be a class of graphs defined by a finite set M of forbidden induced subgraphs. If M contains no graph every connected component of which is of the form S i,j,k , then the maximum independent set problem is NP-complete in the class X.
The organization of the paper is as follows. In the rest of this section we introduce some more terminology and notations. In Section 2 we present the notion of an augmenting graph and prove a few preliminary results. Section 3 formalizes the problem of finding augmenting graphs, introduces the notion of a redundant set of vertices and proves the main result related to this notion. In Section 4, we apply this result to graphs in a particular class that extends several previously studied classes.
In a graph G, the neighborhood of a vertex v ∈ V (G) (i.e., the set of vertices of G adjacent to v) will be denoted N (v). The degree of v, denoted deg(v), is |N (v)|. For a subset U ⊂ V (G), we shall denote by N (U ) the neighborhood of U , i.e., the set of vertices of G outside U that have at least one neighbor in U . Also, N U (v) := N (v) ∩ U , and if W is another subset of V (G) then N W (U ) := N (U ) ∩ W . By G − U we shall denote the graph obtained from G by deleting vertices of U , and G[U ] is the subgraph of G induced by U , i.e.,
The duplication of a vertex v ∈ V (G) is the operation of addition of a new vertex v to G with N (v ) = N (v). The graph obtained from a P 4 by duplicating one of its middle vertices will be called a banner. Notice that a banner contains a claw as an induced subgraph. Therefore, banner-free graphs constitute a generalization of claw-free graphs. However, unlike claw-free graph, the class of banner-free graphs is difficult with respect to the independent set problem, which is an immediate corollary of Theorem 1.
Augmenting Graphs
Let G be a graph and S an independent set in G. We shall call the vertices of S white and the remaining vertices of G black.
Definition 1 An augmenting graph for S in G is an induced bipartite subgraph H = (W, B, E) of G, where W ∪ B is a bipartition of its vertex set and E its edge set, such that:
• B ⊆ V (G)\S, and
If a bipartite subgraph H of G is augmenting for S, we also say that S admits the augmenting graph. Clearly if H = (W, B, E) is an augmenting graph for S, then S is not a maximum independent set in G, since the set S = (S −W )∪B is independent and |S | > |S|. We shall say that the set S is obtained from S by H-augmentation.
Conversely, if S is not a maximum independent set, and S is an independent set such that |S | > |S|, then the subgraph of G induced by the set (S − S ) ∪ (S − S) is augmenting for S. Therefore, the following key result holds.
Theorem of augmenting graphs. An independent set S in a graph G is maximum if and only if there are no augmenting graphs for S.
This theorem suggests the following general approach to find a maximum independent set in a graph G: begin with any independent set S in G and, as long as S admits an augmenting graph H, apply H-augmentation to S. This approach has proven to be a useful tool to develop approximate solutions to the problem [11] , to compute bounds on the independence number [6] , and to solve the problem in polynomial time for graphs in special classes [15, 2] . In the present paper we focus on efficient implementations of the approach for graphs in particular classes. To this end, let us introduce some more definitions. Definition 2 A bipartite graph H = (W, B, E) will be called augmenting if there is a graph G and an independent set S in G such that H is augmenting for S in G.
Clearly not every bipartite graph is augmenting. For instance, a bipartite cycle cannot be augmenting, since it has equally many vertices in both parts. Moreover, without loss of generality we may exclude from our consideration those augmenting graphs which are not minimal. Definition 3 An augmenting graph H for a set S is called minimal if no proper induced subgraph of H is augmenting for S.
Some bipartite graphs that could be augmenting are never minimal augmenting. To give an example, consider the claw K 1,3 . If it is augmenting for an independent set S, then its subgraph obtained by deleting any vertex of degree 1 also is augmenting for S. The following lemma characterizes minimal augmenting graphs. (ii) for every nonempty subset A ⊆ W , |A| < |N (A)|.
(iii) H is connected.
Proof. Let H = (W, B, E) be a minimal augmenting graph. Condition (i) is obvious. To show (ii), assume |A| ≥ |N (A)| for some nonempty subset A of W . Then the vertices in (W \A) ∪ (B\N (A)) induce a proper subgraph of H which is augmenting too. Condition (iii) follows from (i) and (ii).
Conversely, let H = (W, B, E) be an augmenting graph for an independent set S of a graph G, satisfying (i) − (iii). Assume that H = (W , B , E ) is a proper induced subgraph of H which also is augmenting for S. Then W is a proper subset of W (since otherwise |B | ≥ |W | + 1 = |B| and B = B, implying H = H). Therefore, the set A := W \W is nonempty. Moreover, since H is augmenting, it follows that N (A) ⊆ B\B , which in its turn implies that |N (A)| ≤ |A|, contradicting (ii).
For a polynomial-time implementation of the augmenting graph approach in a class of graphs X, one has to (a) find a complete list of (minimal) augmenting graphs in X, (b) develop a polynomial-time procedure for detecting augmenting graphs from the list.
For instance, for the class of claw-free graphs, question (a) has a simple answer. Indeed, by definition, augmenting graphs are bipartite, and each vertex in a claw-free bipartite graph clearly has degree at most two. Therefore, every connected claw-free bipartite graph is either an even cycle or a chain. Cycles of even length and chains of odd length are not augmenting. Thus, every connected claw-free augmenting graph is a chain of even length. Extension of the class under consideration leads to more complicated structure of augmenting graphs. For instance, it has been shown in [3] that in the class of (S 1,2,3 , banner)-free graphs (a proper extension of claw-free graphs) a minimal augmenting graph is either
• a chain of even length or
• a complete bipartite graph or
• a simple augmenting tree (graph T 1 in Fig. 2 
) or
• an augmenting plant (graph T 3 with r = 0 and s = 1 in Fig. 2 ).
Further extension to the class of (S 1,2,4 , banner)-free graphs adds only finitely many new minimal augmenting graphs to this list [8] . From the theoretical point of view, any finite collection of augmenting graphs can be neglected. Moreover, we do not even need any description of such a collection. As an example exploiting this observation we prove Theorem 2 below. A corollary of this theorem will be used in Section 4, where we study the maximum independent set problem restricted to a particular class of graphs.
Let us call a strip any finite graph obtained from a path by repeatedly performing the duplication of vertices, and a bracelet any finite graph obtained in the same manner from a cycle.
Theorem 2 For any positive integers n and d, there are only finitely many S 1,2,n -free connected bipartite graphs of maximum degree at most d different from strips and bracelets.
Proof. Let l = (d + 1)(n + 2). There are only finitely many connected graphs of vertex degree at most d which are P l -free. Therefore, we assume that a connected bipartite graph G of degree at most d contains a longest induced path P = (v 1 , . . . , v r ) with r ≥ l. If G = P , then G is a strip. If G is different from P , it must contain a vertex v outside P , which has a neighbor on P .
First, suppose that v has at least three neighbors on P . Since the degree of v is at most d, the neighbors of v divide P into at most d + 1 edge-disjoint paths, at least one of which has many edges. Then an induced S 1,2,n can be easily found.
Second, assume that v has two neighbors on P , say v i , v j . Then either |i − j| = 2 or i = 1 and j = r, since otherwise (similarly as above) an induced S 1,2,n arises.
Third, suppose that v has exactly one neighbor v i on P . Then either i = 2 or i = r − 1, since otherwise either P is not a longest path or G contains an induced S 1,2,n .
The above discussion allows us to conclude that every vertex of G outside P has a neighbor on P , since otherwise one can find an induced S 1,2,n in G. To complete the proof, we distinguish between the two following cases.
Consider first the case when a vertex v 0 ∈ V (P ) is adjacent to v 1 and v r , i.e., P together with v 0 induce a cycle C. From the above we know that every vertex w of G outside C has at least one and at most two neighbors on C. Clearly, w cannot have exactly one neighbor on C, since otherwise G contains an induced S 1,2,n . Therefore, w has exactly two neighbors on C, and moreover, these two neighbors are of distance 2. In other words, w is a duplication of a certain vertex v i on C. Replacing v i with w we obtain another cycle C , and all the above arguments can be applied with respect to C . It is now not difficult to see that G is a bracelet.
Finally, we analyze the case when every vertex v of G outside P is adjacent either to v 2 or to v r−1 or to two vertices of distance 2 in P . In other words, v is a duplicate of a vertex of P , and therefore G is a strip.
The Problem of Finding Augmenting Graphs
In its most general form, the problem of finding augmenting graphs can be formulated as follows:
Augmentation Instance: A graph G, and a maximal independent set S in G. Problem: Find an augmenting graph for S whenever S admits one.
From NP-hardness of the independent set problem and the Theorem of augmenting graphs we conclude that
Claim 1
The problem Augmentation is NP-hard.
Since in its whole generality the problem is intractable, we introduce a hierarchy of subproblems and study the computational complexity of the problems in this hierarchy. For a class A of augmenting graphs, let us consider the following problem:
Augmentation(A)
Instance: A graph G, and a maximal independent set S in G. Problem: Find an augmenting graph for S whenever S admits an augmenting graph from A.
Note that we don't require the output graph to belong to A. If A is the class of all augmenting graphs, then the problem Augmentation(A) coincides with the problem Augmentation and hence is intractable. However, it becomes polynomial-time solvable, for instance, if A contains only finitely many graphs. Between these two extremes there are infinitely many intermediate classes of augmenting graphs and respective problems.
The following notion is a helpful tool for establishing reducibility among some of these problems.
Definition 4
In an augmenting graph H = (W, B, E) a subset of vertices U will be called redundant if
• H contains no edges between black vertices of U and vertices of H − U .
Theorem 3 Let A 1 and A 2 be two classes of augmenting graphs. If there is a constant k such that for every graph H = (W, B, E) ∈ A 2 there is a redundant subset U of size at most k such that H − U ∈ A 1 , then the problem Augmentation(A 2 ) is polynomially reducible to the problem Augmentation(A 1 ).
Proof. Let Augment 1 (G, S) be a procedure that solves the problem Augmentation(A 1 ) for a graph G and an independent set S. We assume that the procedure outputs a subset V of V (G) such that G[V ] is augmenting for S whenever S admits an augmenting graph from A 1 (and perhaps even if this is not the case). If no augmenting graph is found, then V = ∅.
To prove the theorem we present procedure Augment 2 (G, S) that solves the problem Augmentation(A 2 ):
is augmenting for S whenever S admits an augmenting graph from A 2 . If no augmenting graph is found, then V = ∅.
Suppose S admits an augmenting graph H = (W, B, E) ∈ A 2 . Then, according to the theorem's assumption, H contains a redundant set U of size at most k such that H −U ∈ A 1 . It is not difficult to see that the graph H − U is augmenting for S\U in G − U . Therefore, procedure Augment 1 must output a nonempty set T . Consequently, procedure Augment 2 also outputs a nonempty set U ∪ T . Obviously, G[U ∪ T ] is a bipartite graph. Moreover, since U is a redundant set, the graph G[U ∪ T ] is augmenting for S even if G[T ] does not coincide with H − U . Therefore, whenever S admits an augmenting graph from A 2 , procedure Augment 2 finds an augmenting graph. To this end, it inspects polynomially many subsets of vertices of the input graph, which results in polynomially many calls of the procedure Augment 1 . Therefore, the problem Augmentation(A 2 ) is polynomially reducible to the problem Augmentation(A 1 ).
Remark. Note that if in the definition of a redundant set we drop the second condition, then the procedure in the above theorem may fail to work: it may happen that even though T from the procedure induces an augmenting graph for S\U in G − U , the graph induced by T ∪ U may not be augmenting for S. In particular, if S denotes the set of white neighbors of black vertices of U in the graph G − U and if T is augmenting for S\U in G − U , then T ∪ U is augmenting for S if and only if S ⊆ V (T ).
In the following section, we use the above results in order to develop a polynomial-time solution to the maximum independent set problem in a certain class of graphs which extends several previously studied cases.
Application to (S 1,2,5 , banner)-free Graphs
We study the maximum independent set problem in the class of (S 1,2,5 , banner)-free graphs. This class generalizes both (S 1,2,4 , banner)-free and (P 8 , banner)-free graphs studied in [8] , as well as (S 1,2,3 , banner)-free, (P 7 , banner)-free graphs, (P 6 , C 4 )-free, (P 5 , banner)-free and claw-free graphs studied earlier in [3, 16, 14, 15] . With the help of Theorems 2,3 and some previously obtained results we prove that the maximum independent set problem in the class of (S 1,2,5 , banner)-free graphs can be solved in polynomial time. The following simple lemma can be found in [3] .
Lemma 2 A connected bipartite banner-free graph containing a C 4 is complete bipartite.
According to this lemma, the problem of finding augmenting graphs in the class under consideration splits into two subproblems: (A) finding (S 1,2,5 , C 4 )-free augmenting graphs; (B) finding complete bipartite augmenting graphs.
A solution to problem (B) in the class of banner-free graphs has been proposed in [3] . In the rest of this section we analyze problem (A). To this end, we further decompose it into two subproblems: (A.1) finding (S 1,2,5 , C 4 )-free augmenting graphs of bounded vertex degree; (A.2) finding (S 1,2,5 , C 4 )-free augmenting graphs containing a vertex of high degree.
From Theorem 2 we derive the following conclusion.
Corollary 1 In the class of (S 1,2,5 , C 4 )-free graphs there are finitely many minimal augmenting graphs of bounded vertex degree different from chains.
Proof. Let H be an (S 1,2,5 , C 4 )-free minimal augmenting graph. According to Theorem 2, we can assume without loss of generality that H is either a strip or a bracelet. Notice that a cycle cannot be an augmenting graph and the duplication of any vertex of a cycle leads to an induced C 4 . Therefore, H is a strip. We assume that H is obtained from a path P by duplicating some (possibly no) vertices of P . As before, no vertex of degree 2 on P can be duplicated, since otherwise a C 4 would arise. And if an end point of P was duplicated, then H is not a minimal augmenting graph. Therefore, H = P is an augmenting chain.
Finding augmenting chains in (S 1,2,j , banner)-free graphs is a polynomially solvable task for any fixed j [12] . Therefore, we proceed to subproblem (A.2). First of all, let us show that without loss of generality we may restrict ourselves to augmenting graphs containing a black vertex of high degree.
Lemma 3 If a minimal augmenting (S 1,2,5 , C 4 )-free graph H contains no black vertex of degree more than k, then the degree of each white vertex is at most 2k + 1.
Proof. Assume that H contains a white vertex a of degree more than 2k + 1. Denote by A j the set of vertices of H of distance j from a. Since H is minimal, at most one vertex of A 1 has no neighbors in A 2 , and because of C 4 -freeness, every vertex of A 2 has exactly one neighbor in A 1 . Therefore |A 2 | ≥ 2k + 1. Again by the minimality of H, every vertex of A 2 has a neighbor in A 3 . If H contains no black vertex of degree more than k, then |A 3 | ≥ 3.
Suppose A 4 contains a (white) vertex x and let y be its neighbor in A 3 . Due to the minimality of H, x has at least one more black neighbor, say z. If deg(y), deg(z) ≤ k, then A 2 contains a vertex non-adjacent both to y and z, and hence there is an induced S 1,2,5 in H. Therefore, A 4 is empty. Consider
The above lemma permits us to restrict ourselves to augmenting graphs containing a black vertex x of "sufficiently large" degree k. Figure 2 represents all "basic" families of augmenting graphs of this type. The meaning of the word "basic" in the above sentence is specified in the following theorem. 
Proof of Theorem 4
Throughout the section we shall denote by H a minimal augmenting (S 1,2,5 , C 4 )-free graph with a black vertex x of degree k ≥ 6, by A = {a 1 , . . . , a k } the neighborhood of x and by C the remaining white vertices of H, i.e., those that are not in A. According to Lemma 1 and Hall's theorem [10] , the subgraph H − x has a perfect matching. For a subset of vertices U ⊆ V (H − x) of the same color, we shall denote by m(U ) the set of vertices of the opposite color matched with the vertices in U . In particular, B := m(A), and D := m(C). Also, let C 1 denote the subset of vertices of C that are adjacent to p vertices of B, for some 0 < p < k, and C 0 the subset of vertices of C that have no neighbors in B. Finally, D 0 := m(C 0 ) and D 1 := m(C 1 ). Since H is C 4 -free, we know that (0) C − (C 0 ∪ C 1 ) contains at most one vertex, and any vertex of D is adjacent to at most one vertex of A. 
Figure 2: "Basic" families of augmenting (S 1,2,5 , banner)-free graphs Lemma 4 If H contains a vertex y ∈ C which is adjacent to every vertex of B, then either H = T 5 or H = T 6 or H contains a redundant set U of size at most 10 such that either
Proof. Assume first that C 1 = ∅. Since H is C 4 -free we know that
(1) y has no neighbors in D 1 , and m(y) has no neighbors in A ∪ C 1 ;
(2) every vertex of C 1 has exactly one neighbor in B.
Also, from S 1,2,5 -freeness of H we can derive that From the above list of claims we conclude that if D 1 )) is a redundant subset of size at most 10 such that H − U 2 = T 1 .
Now assume that C 1 = ∅. If in addition C 0 = ∅, then H − {y, m(y)} = T 1 . If C 0 = ∅, then due to the minimality of H there must exist a vertex z ∈ C 0 adjacent to m(y). Then
• no other vertex of C 0 is adjacent to m(y) by analogy with (3).
• y is not adjacent to m(z). A different from a 1 , H[c 0 , d 1 , c 1 , m(a 1 ), a 1 , x, a 2 , m(a 2 ) , a 3 ] = S 1,2,5 . Therefore, C = ∅ and the claim is proved.
A natural consequence of the two preceding claims is the following corollary.
Lemma 5 If |C 1 | ≤ 3, then H contains a redundant set U of size at most 24 such that H − U = T 1 .
Proof. Let |C 1 | ≤ 3. The above corollary then implies |C| ≤ 6, and therefore also |D| ≤ 6. Due to the C 4 -freeness of H, every vertex of D has at most one neighbor in A, so that |N A (D)| ≤ 6. Now it is easy to see that the set U :
) is a redundant set of size at most 24 such that H − U = T 1 .
From now on we assume that |C 1 | ≥ 4. If c is adjacent to d, then for any two vertices a 1 , a 2 ∈ A non-adjacent to d and m(c)  such that m(a 2 ) is adjacent to m(d), we have H[a 1 , x, a 2 , m(a 2 ), m(d), d, c, m(c), c ] = S 1,2,5 . Finally, if c is adjacent to m(c), then for a vertex a 1 ∈ A non-adjacent to m(c), m(c ), we  have either H[m(c ), c , m(c), c, d, m(b), x, a 1 , b] = S 1,2,5 (if m(b) is not adjacent to m(c )) or  H[m(c ), c , m(c), c, d, m(d), m(a 1 ), a 1 , b ] = S 1,2,5 , where b ∈ B (if m(b) is adjacent to m(c ) ). This contradiction shows that C 0 = {c}.
Assume 
Finding Augmenting Graphs
Now we present polynomial-time algorithms for finding augmenting graphs from the six basic families represented in Figure 2 . To this end, we first check whether G contains a certain small induced subgraph (a so-called initial structure) which is contained in every large enough graph from a family T i under consideration, and then try to extend it to the whole augmenting graph. For clarity of the proofs, we shall use the labeling of vertices of augmenting graphs T 1 , . . . , T 6 as represented in Figure 2 .
Given a black vertex b, we will denote by W (b) = N (b) ∩ S the set of white neighbors of b. For a nonnegative integer i, we denote by B i the set of all black vertices having exactly i white neighbors. The independence number of G (i.e., the size of a maximum independent set in G) is denoted α(G).
Lemma 8
If G contains no augmenting P 3 , then a simple augmenting tree T 1 (if any) can be found in polynomial time.
Proof. If G contains no augmenting P 3 but contains an augmenting T 1 , then r ≥ 2, where r is the number of leaves in T 1 (see Figure 2) . Therefore, we first have to check if G contains an induced P 5 = (b 1 , a 1 , x, a 2 , b 2 ) with {b 1 , b 2 } ⊆ B
1 . If G contains no such an initial structure, then it contains no augmenting T 1 . If such a structure exists, then we proceed as follows.
Let us denote A = W (x)\{a 1 , a 2 }, and for a ∈ A, let K(a) denote the set of black neighbors of a which are in B 1 , and which are not adjacent to any of {x, b 1 , b 2 }. Notice that a desired simple augmenting tree exists only if K(a) = ∅ for all a in A. Finally, let V = ∪ a∈A K(a).
Consider any vertex a in A. If K(a) contains two non-adjacent vertices b and b , then b, a and b induce an augmenting P 3 in G, a contradiction. Hence, each K(a) induces a clique in G. It follows that a desired simple augmenting tree exists if and only if α(G[V ]) = |A|.
It is easy to see that G[V ] must be P 5 -free. Indeed, consider an induced
, and let a ∈ A be such that p 1 ∈ K(a). None of the vertices p 3 and p 4 is adjacent to a, since K(a) is a clique. But now, p 2 ∈ K(a), since otherwise the vertex set {p 4 p 2 , p 3 , p 4 ) , then p 1 and p 2 have a common white neighbor, while p 2 and p 3 do not have a common white neighbor. This implies that G[V ] is P 5 -free.
Since the independence number of a (P 5 , banner)-free graph can be computed in polynomial time (see e.g. [14, 8] ), we can efficiently compute α = α(G[V ]). If α < |A|, we conclude that G contains no simple augmenting tree containing the above initial structure. Otherwise, we may choose one vertex from each clique K(a) to obtain a simple augmenting tree. Let us now show that G[V ] must be P 5 -free. Indeed, consider an induced
, and let a ∈ A be such that p 1 ∈ K(a). None of the vertices p 3 and p 4 is adjacent to a, since K(a) is a clique. But now, p 2 ∈ K(a), since otherwise the vertex set {p 4 , p 3 , p 2 , p 1 , a, x, a Lemma 11 If G contains no augmenting P 3 , then an augmenting T 4 (if any) can be found in polynomial time.
Proof. This follows immediately from the fact that every T 4 is a special case of a T 3 , and from the proof of Lemma 10.
Lemma 12 An augmenting T 5 (if any) can be found in polynomial time.
Proof. We may restrict ourselves to finding a T 5 with r, s > 0 and r ≥ 2, since a T 5 with r = 0 contains a redundant set U of size 4 such that T 5 − U = T 1 , and a T 5 with r = s = 1 can be found in polynomial time.
As an initial structure, consider the subgraph of T 5 (see Figure 2 ) induced by vertices a 1 , a 2 , b 1 , b 2 , c 1 , d 1 , u, v, x, y, z such that {b 1 , b 2 , v, d 1 } ⊆ B 2 . Let us denote A x = W (x)\{a 1 , a 2 , u}, A y = W (y)\{u, c 1 }, and for a ∈ A := A x ∪ A y , let K(a) denote the set of common neighbors of a and z which are in B 2 , and which are not adjacent to any of {x, y, b 1 , b 2 , v, d 1 }.
Note that it follows from the C 4 -freeness of the augmenting graph that the sets A x and A y are disjoint, and that for every a ∈ A, K(a) is a clique. Finally, let V x = ∪ a∈Ax K(a), V y = ∪ a∈Ay K(a), and V = V x ∪ V y . From the definition of the sets K(a) it follows that V x ∩ V y = ∅. Moreover, a desired augmenting T 5 exists if and only if α(G[V ]) = |A|.
Let us show that G[V ] is a disjoint union of cliques. First, we observe that each of G[V x ] and G[V y ] is a disjoint union of cliques. Indeed, suppose that (p 1 , p 2 , p 3 ) is an induced P 3 in G[V x ]. Let a ∈ A x be such that p 1 ∈ K(a). Since K(a) is a clique, p 3 is not adjacent to a. This implies that p 2 is not adjacent to a, since otherwise p 2 and p 3 should have a common white neighbor different from a, which is impossible since p 2 ∈ B 2 and W (p 2 ) = {a, z}. But now the vertex set {p 3 , p 2 , p 1 , a, x, u, v, y, c 1 } induces an S 1,2,5 in G, a contradiction. Also, there are no edges between V x and V y , for if there are vertices a ∈ A x and a ∈ A y with bb ∈ E for some b ∈ K(a) and b ∈ K(a ), then the vertex set {y, a , b , b, a, x, a 1 , b 1 , a 2 } induces an S 1,2,5 in G.
Hence, the independence number α = α(G[V ]) can be trivially computed. If α < |A|, we conclude that G contains no augmenting T 5 containing the above initial structure. Otherwise, we may choose one vertex from each clique K(a) to obtain an augmenting T 5 .
Lemma 13
If G contains no augmenting P 3 or P 7 , then an augmenting T 6 (if any) can be found in polynomial time.
Proof. We may restrict ourselves to finding a T 6 with r ≥ 2, since a T 6 with r = s = 1 is a P 7 .
As an initial structure, consider the subgraph of T 5 (see Figure 2 ) induced by vertices a 1 , a 2 , b 1 , b 2 , c 1 , d 1 , x, y, z such that {b 1 , b 2 , c 1 } ⊆ B 2 and such that x and z have no common white neighbors.
Let us denote A x = W (x)\{a 1 , a 2 }, A z = W (z)\{d 1 } and for a ∈ A := A x ∪ A z , let K(a) denote the set of common neighbors of a and b which are in B 2 , and which are not adjacent to any of {x, b 1 , b 2 , c 1 , z}.
Note that A x ∩ A z = ∅ by assumption. Also, due to the C 4 -freeness of the augmenting graph, each K(a) for a ∈ A is a clique. Finally, let V x = ∪ a∈Ax K(a), V z = ∪ a∈Az K(a), and V = V x ∪ V z . It follows that a desired augmenting T 6 exists only if α(G[V ]) = |A|.
Let us show that G[V ] is a S 1,1,2 -free graph. Indeed, suppose that {p 1 , p 2 , p 3 , p 4 , p 5 } induces an S 1,1,2 in G[V ] (with a P 4 on {p 1 , p 2 , p 3 , p 4 } and an additional edge p 2 p 5 ), and let a ∈ A be such that p 1 ∈ K(a). Since K(a) is a clique, none of p 3 , p 4 , p 5 is adjacent to a. Now, p 2 must be adjacent to a, or an S 1,2,5 arises on the vertex set {b 1 , a 1 , x, a, p 1 , p 2 , p 3 , p 4 , p 5 } (if a ∈ A x ) or on the vertex set {d 1 , c 1 , z, a, p 1 , p 2 , p 3 , p 4 , p 5 } (if a ∈ A z ). By symmetry, p 2 and p 5 also share a common white neighbor a ∈ A different from a. But this contradicts the C 4 -freeness of the augmenting graph.
Since the independence number of an S 1,1,2 -free graph can be computed in polynomial time (see e.g. [2] ), we can efficiently compute α = α(G[V ]). If α < |A|, we conclude that G contains no augmenting T 6 containing the above initial structure. Otherwise, we may choose one vertex from each clique K(a) to obtain an augmenting T 6 .
