Data used in this study are summarized in Supporting information (see S1 Data).

Introduction {#sec001}
============

Downy mildew is one of the most severe diseases of grapevines (*Vitis vinifera*). *Plasmopara viticola*, the pathogen responsible of this disease, is a heterothallic oomycete \[[@pone.0230254.ref001]\]. In autumn, winter eggs, called oospores, are produced. They overwinter in infected leaves, fallen to the vineyard ground \[[@pone.0230254.ref002]\]. In spring, they germinate as macrosporangium, which releases zoospores \[[@pone.0230254.ref002],[@pone.0230254.ref003]\]. Zoospores are disseminated through rain splashes to young vines organs (leaves, flowers or young bunches), where they germinate and penetrate through stomata, causing primary infection after 7 to 10 days of incubation \[[@pone.0230254.ref003]\]. Sporangia, borne by sporangiophores, then emerge from affected host tissues. They are spread with wind and rain splashes to green parts of grapes, where they release new zoospores from asexual reproduction, which can then infect healthy tissues (secondary infection). *P*. *vitico*la damages on flowers and bunches lead to yield losses \[[@pone.0230254.ref002]\]. Leaf damage also induces a reduction in the sugar content, which induces a decline in the grapes quality \[[@pone.0230254.ref004]\].

For economic and health crop reasons, applying fungicide treatment remains a very common practice to control grape downy mildew (GDM) \[[@pone.0230254.ref005]\]. Several resistant varieties were developed \[[@pone.0230254.ref006]\], but they are still not used for the production of most of the more profitable wines, due to appellation regimes' specifications. Many microorganisms and botanicals were tested as an alternative to synthetic chemical fungicides \[[@pone.0230254.ref007]--[@pone.0230254.ref010]\], but most of them have not yet been developed for commercial purposes \[[@pone.0230254.ref005]\], mainly because of their low and unsteady efficacy in the vineyards.

Currently, many growers start spraying fungicides early in spring, and fungicide applications are then frequently repeated, about every two weeks in the Bordeaux region, a major vine producing area \[[@pone.0230254.ref011]\]. A large number of fungicide treatments are therefore applied over the course of the growing season, with implications for people living around vineyards health \[[@pone.0230254.ref012]\], grape growers' health \[[@pone.0230254.ref013]--[@pone.0230254.ref015]\], air \[[@pone.0230254.ref016]\], soil \[[@pone.0230254.ref017]\] and water \[[@pone.0230254.ref018]\] contamination, and entailing high production costs \[[@pone.0230254.ref019]\]. In 2013, an average of 18.5 pesticide sprays were applied in Bordeaux vineyards, 52% of which were used to control GDM \[[@pone.0230254.ref011]\].

Predictions of disease outbreak can assist farmers in decision-making for crop protection. Such predictions can be integrated into Decision Support Systems \[[@pone.0230254.ref020]\] or warning systems \[[@pone.0230254.ref021]\]. They could potentially be used in spring to estimate the incidence and severity of GDM at the end of the season. Based on model forecasts, growers could trigger fungicide applications only when the risk of GDM is high, avoiding unnecessary sprays. Models based on weather inputs can also be used to deal with more long term issues, for example to forecast GDM outbreaks under different climate conditions and assess the potential severity of the disease in the future.

In the past, several approaches were used to predict GDM epidemics. Historically, statistical models were first developed in Germany \[[@pone.0230254.ref022]\], France \[[@pone.0230254.ref023]--[@pone.0230254.ref025]\], Switzerland \[[@pone.0230254.ref026]\], Italy \[[@pone.0230254.ref027]\] and Australia \[[@pone.0230254.ref028]\]. Statistical models are simple to implement and they are able to predict complex systems, without explicating all functional mechanisms \[[@pone.0230254.ref029]\]. Mechanistic models differ from traditional statistical models by the need to translate every stage of the development cycle of an organism as functions; their structure makes explicit hypotheses about the biological mechanisms that drive infection dynamics \[[@pone.0230254.ref030]\]. This type of model relies on the estimation of many parameters and requires a good knowledge of the biological mechanisms and of the impact of different environmental variables on these mechanisms. Such models were also developed to dynamically predict primary infections of *P*. *viticola* \[[@pone.0230254.ref031]\]. Machine learning algorithms are also increasingly used in agriculture \[[@pone.0230254.ref032],[@pone.0230254.ref033]\]. Machine learning models provide predictions of outcomes of complex mechanisms by relating outputs to inputs using very flexible algorithms \[[@pone.0230254.ref034]\]. On vine, Vercesi et al. \[[@pone.0230254.ref035]\] used such algorithms to estimate ability of *P*. *viticola* oospores to germinate. However, no study has been conducted to compare the performance of statistical and machine learning methods for predicting occurrence of high disease levels in vineyards, particularly for GDM.

Models performance depends on the model equations, on the accuracy of the parameter estimates, and on inputs used in the model. Since GDM development is influenced by several weather conditions such as rainfall and temperatures \[[@pone.0230254.ref036]--[@pone.0230254.ref039]\], climatic variables are frequently used in predictive models \[[@pone.0230254.ref022],[@pone.0230254.ref031],[@pone.0230254.ref039],[@pone.0230254.ref040]\]. Other input variables can be included in predictive models, such as crop cultivar or soil type. Field observations can also be used as input data for predictive models, e.g. in Savary et al. \[[@pone.0230254.ref041]\] and Delière et al. \[[@pone.0230254.ref042]\]. However, data collection can be time consuming and costly.

In this study, we assess the ability of statistical models and machine learning algorithms to predict the occurrence of high GDM levels at the end of the season, which has never been done before. More specifically, we develop different statistical and machine learning models to predict the risk of high GDM incidence or severity on leaves and bunches at the end of the season, in untreated Bordeaux vineyards. The models tested are generalized linear models \[[@pone.0230254.ref043]\], regularized regression models (LASSO) \[[@pone.0230254.ref044]\], and two machine learning algorithms, i.e. gradient boosting \[[@pone.0230254.ref045]\] or random forests \[[@pone.0230254.ref046]\]. These models are implemented with three sets of inputs, namely field scouting observations, climate inputs, and both types of inputs. Model performances are assessed by cross-validation using a large dataset of observations collected during 9 years in 153 vineyards in the Bordeaux regions. The most accurate models are then used to evaluate the potential reduction in the number of fungicide treatments achieved when model outputs are used to trigger fungicide applications. We also use our models to determine the impact of temperature increases and changes in precipitation on future GDM outbreaks.

Material and methods {#sec002}
====================

Data {#sec003}
----

Grape downy mildew (GDM) incidence and severity data were collected in several vineyards located in the Bordeaux region by the French vine and wine extension service (*Institut Français de la Vigne et du Vin*, IFV). Data have been collected with the agreement of the winegrowers. Different vineyards were included in the dataset each year. A site-year is a unique combination of vineyard site and year. The total number of site-years included in the dataset was 153. Each monitored site-year consisted in an untreated row of vines including from 6 to 165 plants and further referred to as "plot". Each untreated row was surrounded by two other untreated rows, to ensure that they were not unintentionally sprayed with fungicide. In the monitored central row, weekly visual inspections were performed on grape stocks, leaves and bunches in order to assess disease incidence and severity. The proportion of vine stocks, leaves and bunches displaying symptoms (incidence) and the average percentages of leaves and bunches necrotic area (severity) were recorded. In total, 1 to 19 visual inspections were conducted in each vineyard. Observations were conducted from budburst (i.e. week 10, early March) until at least bunch closing (i.e. week 29, mid-late July) or stopped when the proportions of infected vine stocks and bunches were close to 100%. For each plot, the level of GDM (i) leaf incidence, (ii) bunch incidence, (iii) leaf severity and (iv) bunch severity at the end of the season were derived from the last epidemiologic observations. Among the plots, the median GDM incidence in the dataset was 16.7% and 21.4% on leaves and bunches, respectively. The median GDM severity reached 3.0% and 4.0% on leaves and bunches, respectively. Contrasted outbreaks were observed between 2010 and 2018 seasons. For example, the disease incidence on leaves ranged from 0 to 54.8% in 2011 and ranged from 2.2 to 100% in 2018 ([Fig 1A](#pone.0230254.g001){ref-type="fig"}).

![Grape downy mildew (GDM) outbreaks temporal variability in monitored untreated plots.\
(A) Last value of GDM incidence and severity on leaves and bunches after bunch closing in monitored plots. The color of the point represents the health status of each plot at the end of the season (green = last observation \< median; red = last observation ≥ median). (B) Imputed disease onset dates in monitored plots. Median contamination levels and median disease onset date are represented by vertical dashed lines in panel (A) and panel (B), respectively. In both panel, the lower and upper hinges of the boxes correspond to the first and third quartiles (the 25th and 75th percentiles) and horizontal segment represent the range between min and max values.](pone.0230254.g001){#pone.0230254.g001}

Dates of GDM onset were estimated by analyzing incidence data on vine plants, i.e. the proportion of infected plants in a plot. GDM onset was defined as the first week in which the proportion of infected vines stocks exceeded 1%. The number of weeks between the first week of the year and this date was estimated for each plot by survival analysis in order to deal with censored data \[[@pone.0230254.ref047]\]. Censored GDM onset dates were found in 95 plots (right censored: 38.9%, left censored: 38.9% and interval censored: 22.1%). Censored data were imputed by a semi-parametric survival model \[[@pone.0230254.ref048]\] including the average rainfall between March and June as covariate \[[@pone.0230254.ref047]\]. In plots where few observations were collected, the imputed dates of disease onset were close to the median onset date of the dataset, which corresponded to week 23, i.e. early-mid June. Between 2010 and 2018, GDM onset date varied across years. For example, less than 25% on the monitored plots displayed symptoms by week 23 (i.e. early-mid June) in 2010, 2011 and 2016, whereas 100% of the plots were infected at this date in 2014, 2015 and 2018 ([Fig 1B](#pone.0230254.g001){ref-type="fig"}).

Climatic variables were computed from the SAFRAN database, produced by the French national meteorological service (*Météo-France*). SAFRAN data covers France in the form of an 8 by 8 km grid \[[@pone.0230254.ref049]\]. For each plot and each year, mean amount of rainfall (in mm day^-1^) and mean temperature (in °C) were calculated in March, April, May and June from the weather data of the grid cell including the considered plot ([Fig 2](#pone.0230254.g002){ref-type="fig"}). Contrasted climatic conditions were observed between years. For example, the average precipitation measured in March 2012 and in March 2018 was 0.7 mm day^-1^ and 3.8 mm day^-1^, respectively ([Fig 2A](#pone.0230254.g002){ref-type="fig"}). At these dates, the average temperature was 11.0°C and 8.5°C ([Fig 2B](#pone.0230254.g002){ref-type="fig"}). Data used in this study are summarized in Supporting information (see [S1 Data](#pone.0230254.s001){ref-type="supplementary-material"}).

![Climatic variability in March, April, May and June during the 2010--2018 period in the 153 untreated monitored plots.\
(A) Mean monthly precipitation amount (in mm day^-1^) and (B) mean monthly temperature (in °C). Median precipitation amount and median temperature are represented by vertical dashed lines in panel (A) and (B), respectively. In both panel, the lower and upper hinges of the boxes correspond to the first and third quartiles (the 25th and 75th percentiles) and horizontal segment represent the range between min and max values.](pone.0230254.g002){#pone.0230254.g002}

Models predicting occurrence of high levels of disease incidence and severity {#sec004}
-----------------------------------------------------------------------------

Different models were considered to calculate the probability to reach a high level of contamination at bunch closing stage, i.e. higher than the median value reported in the dataset. Four types of output were considered in turn, i.e., incidence on leaves, incidence on bunches, severity on leaves and severity on bunches. For each output, four types of models were developed in the version 3.5.1 of the statistical software R \[[@pone.0230254.ref050]\] and compared to predict occurrence of high level of GDM (i.e., higher than median): generalized linear models (binomial-logit models), further denoted as GLM \[[@pone.0230254.ref043]\], binomial LASSO regression \[[@pone.0230254.ref044]\], random forest \[[@pone.0230254.ref046]\] and gradient boosting \[[@pone.0230254.ref045]\]. Depending on the considered output, the predictions returned by these models correspond to predicted probabilities of high levels of incidence or severity of GDM on leaves or on bunches.

Three binomial-logit models were developed: one model including a single input i.e., disease onset date, one model taking into account monthly average precipitation and temperature in March, April May and June, i.e. eight weather inputs, and one model including both disease onset date and weather variables as inputs, i.e. nine inputs variables. The models were fitted to data using the glm R function. The most relevant inputs of the last two models were selected using a stepwise procedure based on the Akaïke criterion (AIC) implemented with the R function stepAIC from the MASS R package, version 7.3 \[[@pone.0230254.ref051]\].

LASSO regression, random forest and gradient boosting were first fitted using weather inputs only, and then using both weather inputs and the GDM onset date. LASSO regression (implemented here with a logit link) is a special type of regression model fitted using a penalty term shrinking regression coefficients towards zero. Here, this model was fitted with the version 2.0 of the R package glmnet \[[@pone.0230254.ref052]\] and the most relevant model inputs were selected by cross-validation using the R function cv.gmlnet. Random forest and gradient boosting are ensemble learning algorithms; they are based on the combination of multiple learning simple algorithms to improve prediction performance. Random forest is a bagging method developed by Breiman \[[@pone.0230254.ref046]\]. The algorithm builds an ensemble of independent deep decision trees (500 in our study) from bootstrapped samples. Deep trees have the properties to have low bias but high variance, and when combined together, produce an output with lower variance. In the case of gradient boosting, an ensemble of successive shallow trees are built (100 in our study), such as each new tree predicts the residuals of the previous one. Random forest and gradient boosting were fitted using the R packages ranger, version 0.11.2 \[[@pone.0230254.ref053]\] and gbm, version 2.1.5 \[[@pone.0230254.ref054]\] to predict occurrence of high levels of GDM.

Model assessment and sensitivity analysis {#sec005}
-----------------------------------------

The ability of the fitted models to predict occurrence of high level of GDM was assessed by year-by-year cross validation using the area under the ROC curve as a measure of classification performance \[[@pone.0230254.ref055],[@pone.0230254.ref056]\]. Here, we used a year-by-year cross-validation to account for the strong "year" effect on the disease intensity. As data collected during the same year in different plots are not independent, it was safer to remove all the data collected a given year at each cross-validation step. This is equivalent to a group-wise cross-validation based on 9 groups corresponding to the 9 years of data included in the dataset.

A separate ROC analysis was conducted for each output and each model separately. The 153 plots were divided into two subgroups depending on whether the final disease observation (Y) was above the regional median value (Yt), computed for the 2010--2018 period, or less than or equal to this threshold. The probability of high level of GDM, i.e. Y \> Yt, was then estimated by each model for each plot in each subgroup. Let I denote the prediction of a given model in a given plot, i.e., the predicted probability of high level of GDM in a given plot. Each value of I was compared with a decision threshold It. The results were used to determine the true positive proportion (TPP) (number of plots with I \> It, in the subgroup defined by Y \> Yt divided by the total number of plots in this subgroup) and the true negative proportion (TNP) (number of plots with I ≤ I t, in the subgroup defined by Y ≤ Yt divided by the total number of plots in this subgroup). TPP and TNP are estimates of P(I \> It \| Y \> Yt) and P(I ≤ It \| Y ≤ Yt) and are referred to as "sensitivity" and "specificity", respectively. The ROC curve of model is a graphical plot of sensitivity against 1-specificity. The values of TPP and TNP are calculated by allowing the decision threshold (It) to vary over the range of its possible values. A ROC curve that passes close to the point (0, 1) shows that the model gives satisfactory results in terms of sensitivity and specificity. A choice can thus be achieved by using the model with an appropriate choice of the decision threshold. A ROC curve that passes close to a straight line joining the points (0, 0) and (1, 1) shows that the model is non-informative (i.e. no better than a random decision). This approach is common in phytosanitary studies when the objective is to discriminate between low and high levels of infection \[[@pone.0230254.ref057]--[@pone.0230254.ref059]\]

A useful summary of the overall accuracy of a model is the area under the ROC curve (AUC). AUC is expected to be equal to 0.5 for a non-informative model, and to 1 for a perfect model. TPP and TNP values were used to compute the sensitivity, specificity, and AUC for each output variable and each model. The computations were performed using the pROC \[[@pone.0230254.ref060]\] package of the version 3.5.1 of R statistical software.

For machine learning algorithms, inputs were ranked according to their importance. For random forests, the importance corresponds to the increase in the misclassification frequency after random permutations of the values of each input. The variables leading to the largest average increase of misclassification frequency are considered most important \[[@pone.0230254.ref046]\]. For gradient boosting algorithms, the average improvement of the loss function (generally the MSE for regression or the deviance for classification) made by each variable is computed. The variables with the largest average improvement, i.e. the relative influence, are considered most important \[[@pone.0230254.ref045]\].

A sensitivity analysis was conducted to explore the potential consequences of an increase of temperature and/or of a change in rainfall. The best model among the models including weather input variables (i.e., the model with the highest AUC) was used to compute the probability of high levels of GDM according to different climatic scenarios. The original temperature data were increased by +1°C, 2°C, 3°C or 4°C, successively. Rainfall was increased by +5%, 10% or 15%, and then decreased by the same levels. All combinations of temperature and rainfall changes were considered. The selected model was run using each climate scenario.

A graphical summary of the modeling framework is presented in [Fig 3](#pone.0230254.g003){ref-type="fig"}.

![Illustration of the modeling framework implemented in this study.\
This modeling framework included 6 steps. (I) Extraction of epidemiological and climatic data from two different databases (model input and outputs are written in bold and in italic, respectively). (II) GDM onset date imputation by a semi-parametric survival model. (III) Models fitting. (IV) Models assessment based on a ROC analysis; models with higher area under the ROC curve (AUC) were selected. (V) Sensitivity analysis of the model outputs to weather inputs. (VI) Estimated reduction in GDM fungicide application obtained by delaying the date of the first fungicide application compared to current practices in the Bordeaux vineyards; calculations were based on GLM model predictions using dates of appearance of GDM as inputs.](pone.0230254.g003){#pone.0230254.g003}

Number of fungicide treatments {#sec006}
------------------------------

The probability of severe attack was estimated for each plot as a function of the GDM onset date using the GLM model. We calculated the number of fungicide treatments against GDM resulting from the use of model output (i.e., predicted probability of high GDM) to trigger treatments. To do so, we assumed that fungicide treatments were applied only in plots where the probability of severe attack was higher than a predefined threshold and that vine growers apply fungicide every two weeks after the first treatment until late August (week 35) \[[@pone.0230254.ref061]\]. Several probability thresholds in the range 0--1 were considered successively, and the resulting number of treatments was calculated for each threshold and each plot. The average number of treatments over plots was finally calculated for each probability threshold. This number was compared to the mean number of GDM fungicide treatments applied in 2010 and 2013 according to the results of a survey conducted by the French Ministry of Agriculture's Statistics and Prospective Service (SSP) \[[@pone.0230254.ref011]\].

Results {#sec007}
=======

Ability of the models to distinguish between high and low levels of disease {#sec008}
---------------------------------------------------------------------------

The best models according to AUC are those including the full set of inputs i.e., both climate variables and the date of disease onset ([Fig 4](#pone.0230254.g004){ref-type="fig"}). The highest AUC (0.86) is obtained with gradient boosting for incidence on leaves. For the three other outputs, i.e. leaves severity, bunches incidence and bunches severity, the AUC values of the best models were between 0.78 and 0.85.

![Area under the ROC curve (AUC) of several models used to predict occurrence of high level of GDM incidence and severity on leaves and bunches.\
Higher AUC represents higher model performance.](pone.0230254.g004){#pone.0230254.g004}

Model performances are decreased when climate variables are omitted for predicting incidence and severity, but the AUC always remains very close to or slightly higher than 0.75 for all outputs. The omission of the date of disease onset from the set of inputs has a strong impact on the performance of the models. However, when this variable is omitted, the AUC of best models remains higher than 0.70 for incidence on bunches and is even higher than 0.75 for incidence on leaves (AUC = 0.77). The decrease of AUC resulting from the omission of the date of disease onset is stronger for severity on leaves and for severity on bunches for which the best AUC values are lower than 0.70 (0.67 and 0.65, respectively) ([Fig 4](#pone.0230254.g004){ref-type="fig"}).

Considering the models including climate inputs only (second row of [Fig 4](#pone.0230254.g004){ref-type="fig"}), gradient boosting shows the best performance for three of the four outputs (incidence on leaves, incidence on bunches, severity on bunches). The AUC values of random forest are, however, very close. The other types of models (LASSO, GLM with and without input selection) show contrasted results depending on the output. For example, LASSO has a high value of AUC for incidence on leaves but gets a very low value for severity on leaves. Very variable AUC values are also obtained for GLM.

Considering the models including climate inputs plus date of disease onset (third row of [Fig 4](#pone.0230254.g004){ref-type="fig"}), gradient boosting has the highest AUC for two outputs, namely incidence and severity on leave. Random forest, LASSO and GLM without selection also show good performance. Stepwise input selection substantially decreases AUC values revealing that this selection procedure was unable to select relevant inputs. Better results are thus obtained with GLM without input selection.

Importance of the model inputs {#sec009}
------------------------------

The inputs are ranked according to their importance in [Fig 5](#pone.0230254.g005){ref-type="fig"} (see also [S1](#pone.0230254.s002){ref-type="supplementary-material"}, [S2](#pone.0230254.s003){ref-type="supplementary-material"} and [S3](#pone.0230254.s004){ref-type="supplementary-material"} Figs).

![Importance of the inputs used in random forest and gradient boosting models predicting the risk of high GDM severity on leaves at bunch closing stage.\
Models presented in A and B include all inputs (date and climate) and models presented in C and D include climate inputs only. The importance metric reflects the gain in the model performance resulting from the use of each input.](pone.0230254.g005){#pone.0230254.g005}

The date of GDM onset is ranked first for all outputs (Figs [5A and 5B](#pone.0230254.g005){ref-type="fig"} and [S1](#pone.0230254.s002){ref-type="supplementary-material"}, [S2](#pone.0230254.s003){ref-type="supplementary-material"} and [S3](#pone.0230254.s004){ref-type="supplementary-material"}). This input has thus a stronger impact on model classifications than all the considered climate inputs. The difference of importance between the date of disease onset and the most important climate input is stronger for random forest than for gradient boosting but the date of disease onset is ranked first with both approaches.

The most important climate inputs are those related to precipitation in late spring, i.e. mean precipitation in May (for random forest and gradient boosting) and in June (for gradient boosting). The least important variables are the average temperature in March for random forest and mean temperature in May-June for gradient boosting. Mean temperature in March is also among the least influential variables for gradient boosting.

Influence of temperature and precipitation on the probability of high disease severity {#sec010}
--------------------------------------------------------------------------------------

The gradient boosting algorithm is selected here because, in most cases, this type of model was the most accurate among the tested models including climate inputs ([Fig 4](#pone.0230254.g004){ref-type="fig"}). This model is thus used here to analyze the sensitivity of the probability of high disease severity on leaves to monthly temperature and precipitation changes.

The results are presented in [Fig 6](#pone.0230254.g006){ref-type="fig"}. Each graphic in [Fig 6](#pone.0230254.g006){ref-type="fig"} shows the effect of precipitation (from -15% to +15%) and temperature (from +1°C to 4°C) change between the months of March and June. The effect of a fixed level of temperature increase during a given month, while keeping all other temperature variables unchanged is represented month-by-month in [S4 Fig](#pone.0230254.s005){ref-type="supplementary-material"}. The probability of high leaves severity shows an increasing trend as a function of precipitation increase ([Fig 6](#pone.0230254.g006){ref-type="fig"}). If we consider the precipitation change, the median probability of high severity increases from 0.57 to 0.79 for +15% of precipitation and +0% of temperature ([Fig 6](#pone.0230254.g006){ref-type="fig"}). The first and third quartiles computed over the set of vineyard plots follow a similar increasing trend. Symmetrically, the probability of high severity decreases when the level of precipitation is reduced. Thus, a reduction of -15% of precipitation between March and June decreases the probability of high severity from 0.57 to 0.31. The strong sensitivity of the probability of high disease severity on leaves to precipitation is consistent with the increasing trend shown by the partial dependence plots displayed in [Fig 7A, B](#pone.0230254.g007){ref-type="fig"} for precipitation in May and June.

![Probability of high severity on leaves according to different precipitation variations and to different levels of temperature increase between March and June.\
Each graphic shows the effect of precipitation change (from -15% to +15%) for a fixed level of temperature increase (from +0°C to +4°C) on predicted probability that GDM severity on leaves will be higher than regional median at the end of the season. Probabilities are forecasted by a gradient boosting algorithm that includes all climatic features. Each boxplot represents the distribution of the probability values over the vineyard plots of our dataset; the shaded boxplot corresponds to initial precipitation and temperatures (precipitation and temperature kept unchanged compared to actual conditions) and the median probability obtained with this scenario is indicated by a red dotted line. The lower and upper hinges of the boxes correspond to the first and third quartiles (the 25th and 75th percentiles) and vertical segment represent the range between min and max values.](pone.0230254.g006){#pone.0230254.g006}

![Partial dependence plots of the relationships between probability of high GDM severity on leaves and the four most important climate variables of gradient boosting (according to [Fig 5D](#pone.0230254.g005){ref-type="fig"}).\
Each graph represents the marginal effect of one variable on the probability computed by the gradient boosting model. (A) Partial dependence plot for the average amount of rainfall in May (in mm/day). (B) Partial dependence plot for the average amount of rainfall in June (in mm/day). (C) Partial dependence plot for the mean temperature in April (in °C). (D) Partial dependence plot for the mean temperature in June (in °C).](pone.0230254.g007){#pone.0230254.g007}

Overall, the temperature effect is smaller. Increasing temperature in April and May tends to have negative effect on the probability of high severity ([S4 Fig](#pone.0230254.s005){ref-type="supplementary-material"}). Thus, in May, the probability of high severity decreases from 0.57 (if the precipitation is kept unchanged) to 0.42 (at +3°C). Even in case of a +15% increase of precipitation, the probability of high severity in May does not exceed its original value at +3°C. The effect of temperature in June is positive but small (the probability increased from 0.57 to 0.76 at +4°C). The sensitivity of the probability of high disease severity to temperature is consistent with the partial dependence plots obtained for temperature ([Fig 7C and 7D](#pone.0230254.g007){ref-type="fig"}); these plots reveals a decreasing trend in April and an increasing trend in June but with a plateau covering a large range of temperatures.

Potential reduction of GDM treatment {#sec011}
------------------------------------

A late occurrence of GDM on vines resulted in a decrease of the probability of high incidence and severity. For example, the probability of high GDM severity on leaves computed by the GLM was higher than 0.75 in case of early disease onset (before week 22, i.e. late May, early June) but lower than 0.5 when disease onset occurred after week 24 (95%IC = \[23.2; 25\]), i.e. mid-June ([Fig 8](#pone.0230254.g008){ref-type="fig"}). The probability to reach high GDM incidence on leaves estimated by the GLM decreases from 0.92 (95%IC = \[0.86; 0.99\]) for a disease onset at week 19 (late May) to 0.5 (95%IC = \[0.39; 0.61\]) for a disease onset at week 24 (late June) ([Fig 8](#pone.0230254.g008){ref-type="fig"}). A similar decreasing trend was obtained with the other models, in particular with gradient boosting (Figs [8](#pone.0230254.g008){ref-type="fig"} and [S5](#pone.0230254.s006){ref-type="supplementary-material"}).

![Response of probability of high severity on leaves to date of disease onset estimated with the GLM and its 95% confidence interval (in green), and partial dependence plot obtained with the gradient boosting algorithm including climate inputs and date of disease onset (in red).\
Median, minimum, 1^st^ and 3^rd^ quartiles, and maximum of observed onset dates are represented by a dot and four crosses, respectively.](pone.0230254.g008){#pone.0230254.g008}

The probability of high disease severity and incidence computed as a function of disease onset date can be used to trigger fungicide treatments. We consider here a decision rule in which the first treatment is applied only (i) when disease symptoms are observed and (ii) when the probability of high disease incidence/severity estimated as a function of the date of disease onset exceeds a certain threshold. With this decision rule, when the threshold is zero, the first treatment is applied in a plot as soon as some disease symptoms are observed in that plot. If the threshold is set to a value higher than zero, only the plots exceeding the corresponding probability value will receive a treatment. The resulting average numbers of treatments are reported in [Fig 9A](#pone.0230254.g009){ref-type="fig"}. In this figure, the results are obtained with the probability of high disease severity on leaves, but very similar results are obtained with other response variables, i.e. probability of high disease incidence on leaves and on bunches, or the probability of high disease severity on bunches (see [S6 Fig](#pone.0230254.s007){ref-type="supplementary-material"}).

![Impact of the model-based decision rule on GDM pesticide use in Bordeaux vineyards as a function of a predefined triggering probability threshold (probability of high GDM severity on leaves).\
(A) The black curve indicates the average numbers of fungicide treatments in the vineyard plots of our dataset computed while assuming that the first treatment is triggered only when the GLM probability of high severity exceeds the value given in the x-axis. Blue line represents the number of treatments for threshold = 0, i.e. when the first treatment is applied in all plots as soon as GDM symptoms are detected. Red and orange lines correspond to the average numbers of treatments recorded by the SSP in 2013 and 2010, respectively. (B) Potential reduction of GDM treatments compared to other treatment scenarios, represented by the color of each curve, and computed according to the predefined triggering probability threshold. Blue curve represents the reduction induced by the application of the decision rules compared to the strategy where first treatment is triggered at disease onset. Orange and red lines represent the treatment reduction compared to the results of SSP study in 2010 and 2013, respectively.](pone.0230254.g009){#pone.0230254.g009}

According to this rule, triggering the first spray as soon as the model output exceeds 0 leads to 5.1 treatments against the disease, in average. [Fig 9A](#pone.0230254.g009){ref-type="fig"} shows that the number of treatments decreases substantially when the considered probability threshold increased. For example, triggering first fungicide treatment when the probability of high GDM severity on leaves exceeds 0.5 leads to 3.7 treatments in average, which corresponds to a reduction of 1.4 application in average compared to a systematic application at disease onset. The setting of the probability threshold at 0.75 further reduces the average number of applications, i.e. to 1.5 treatments.

The corresponding percentage of treatment reduction are showed in [Fig 9B](#pone.0230254.g009){ref-type="fig"}. With probability thresholds of 0.5 and 0.75, the number of fungicide applications against GDM was lower by 27.2% and 70.2% compared to a systematic fungicide application at disease onset, respectively ([Fig 9B](#pone.0230254.g009){ref-type="fig"}).

This potential reduction of GDM treatments is even more important when compared to the current practices observed in Bordeaux vineyards. According to the results of a survey conducted by the SSP, 7.9 and 10.1 fungicide treatments against GDM were applied in average in Bordeaux vineyards in 2010 and 2013, respectively \[[@pone.0230254.ref061]\]. Compared to the average number of treatment values obtained in 2010 in the Bordeaux region, it is possible to reduce the number of treatments applied in 2010 by 53.3% and 80.9% by using our model-based decision rule with a probability threshold of 0.5 and 0.75, respectively. These levels of reduction reach 63.5% and 85.1% (with a probability threshold of 0.5 and 0.75, respectively) when considering the average number of treatments against GDM sprayed in 2013 in the Bordeaux region ([Fig 9B](#pone.0230254.g009){ref-type="fig"}).

Discussion {#sec012}
==========

In our analysis, we were able to relate the risk of high GDM incidence and severity on leaves and on bunches to the disease onset date and to climatic conditions in spring. Our study shows that the date of appearance of GDM has a greater influence on GDM infection levels than climate variables. An early onset date, i.e. before the end of May or early June, leads to a higher probability of a strong attack, while later infections, i.e. after the end of June, are associated with a lower risk. This result is consistent with those of Kennelly et al. \[[@pone.0230254.ref062]\], who showed that late infection reduced the severity of GDM on bunches due to the development of ontogenic berry resistance. In addition, GDM is a polycyclic disease, which means that early first infection increases the number of asexual cycles and the infection rates.

The reason for the strong influence of the date of disease onset probably lies in the fact that this variable already integrates many factors, in particular climatic factors. Indeed, Chen et al. \[[@pone.0230254.ref047]\] showed that the date of disease onset depends on spring precipitation. This is consistent with the fact that, among the climatic factors, we found that spring precipitation was the most influential. More generally, the climate conditions at the end of spring, and more particularly in May, were found to be decisive for the development of GDM in the Bordeaux vineyards.

Our analysis showed that a decrease in spring precipitation leads to a reduction in the risk of GDM. The development of oospores, the main source of inoculum of primary infection, is inhibited by dry periods of spring \[[@pone.0230254.ref038]\]. Precipitation is also necessary for the dispersion and survival of GDM zoospores that cause infection in grape leaves, bunches and shoots \[[@pone.0230254.ref003]\]. The effect of temperature on GDM is more complex and depends on the period. Our results indicate that a temperature increase in late spring, i.e. June, tends to favor a high incidence or severity of GDM. On the contrary, an increase in temperature in April and May tends to reduce the risk of a serious attack of GDM. The positive effect of an increased temperature in June on disease incidence and severity is consistent with the results of Salinari et al. \[[@pone.0230254.ref063]\] and Rossi et al. \[[@pone.0230254.ref064]\] who found that high temperature accelerates oospores germination.

The results of our sensitivity analysis suggest that a climate change scenario characterized by a decrease in precipitation and an increase in temperature in the spring reduces the risk of a serious attack on GDM. These results are consistent with those of Launay et al. \[[@pone.0230254.ref065]\], who show that a lower risk of infection with GDM can be expected in regions with oceanic climatic conditions, such as Bordeaux vineyards, in case of temperature increase and reduced leaf moisture duration. On the other hand, according to Salinari et al. \[[@pone.0230254.ref063]\], increased air temperature and reduced precipitation in Bordeaux vineyards would advance the first symptoms of GDM, which could lead to a more serious infection due to the polycyclic nature of the pathogen. It should be noted that Salinari et al. \[[@pone.0230254.ref063]\] considered a climate scenario in which the decrease in precipitation was insufficient to reduce the risk of GDM. Potentially, our models could thus be used to adapt grape disease management in different contexts of climatic change \[[@pone.0230254.ref066]\]. However, several factors are not taken into account by our statistical and machine learning tools. The high potential of adaptability of plants pathogen under new climatic conditions is not considered in our study \[[@pone.0230254.ref067]\]. Climatic inputs were limited to aggregated precipitation and temperature conditions during spring only. Other climatic variables such as solar radiation, moisture, hydro-thermal time, which are used in other epidemiological models \[[@pone.0230254.ref031],[@pone.0230254.ref040]\], are omitted in our models. However, our approach is simple to implement as soon as disease observations are available. It could be applied to other pathogens for which such data are collected \[[@pone.0230254.ref068]\] like septoria leaf blotch of wheat \[[@pone.0230254.ref069]\]. Our models can be easily updated with new observational data, providing an additional level of confidence to end users in terms of model accuracy \[[@pone.0230254.ref070]\].

Our models could also be used for another type of application; they could be integrated in decision support systems to reduce the number of fungicide treatments in Bordeaux vineyards, where more than 10 treatments are commonly sprayed to control GDM \[[@pone.0230254.ref011]\]. Forecasts of our models could be used to trigger treatment when the predicted risk of GDM at bunch closure is higher than a certain threshold, in order to avoid unnecessary fungicide treatments. Based on our model assessment, the most accurate model is the one including all features, i.e., both date of disease onset and climate inputs. However, this model poses some practical problems. As some of its climate inputs are not available before June, this model could be used in late spring only, i.e., after the start of the GDM epidemic. Since the omission of the climate variables from the set of inputs only slightly reduces the performance of the models, we recommend using the version of the GLM model including the date of disease onset as the only input variable. This model can be used as soon as the presence of GDM is detected and does not require any climate variables. A drawback of this approach is that it involves constant and frequent field scouting in order to determine GDM onset date. In the future, sensors on drones may become available for automatic disease detection \[[@pone.0230254.ref071],[@pone.0230254.ref072]\].

In Bordeaux vineyards, we show that more than 50% of the treatments against GDM could be avoided compared to current practices if GLM forecast were used to trigger first fungicide application. This result is based on the decision rule established in our study from GLM predictions. Following this rule, the first treatment is triggered if the predicted probability of a severe attack is higher than a given threshold. In average, the application of this decision rule (with a probability threshold equal to 0.5) resulted in a 53% and 63% reduction of the number of treatments against the disease, compared to the average number of treatments reported in the surveys conducted in the Bordeaux regions in 2010 and 2013, respectively. Our results are consistent with several previous studies conducted in other major vine producing countries. Several warning systems were indeed developed to identify periods when conditions are favorable for GDM development (infection or sporulation), and to schedule necessary fungicide applications \[[@pone.0230254.ref021],[@pone.0230254.ref073],[@pone.0230254.ref074]\]. It was shown that the implementation of these tools could lead to a reduction in the number of fungicide applications compared to current practices. For example, the warning system developed by Caffi et al. \[[@pone.0230254.ref021]\] led to a median reduction of 54% of the number of fungicide applications, compared to standard schedules in Italian vineyards. Similar results were obtained by Pellegrini et al. \[[@pone.0230254.ref074]\] and Menesatti et al. \[[@pone.0230254.ref040]\].

The practicality of our approach should be assessed in close collaboration with farmers and agricultural extension services. The proposed approach requires field scouting, which is time and labor consuming for winegrowers, but in the future, observation costs could be strongly decreased by using automatic disease detection methods \[[@pone.0230254.ref075]\], such as image analysis \[[@pone.0230254.ref071]\] or airborne inoculum detection \[[@pone.0230254.ref076]\]. These recent techniques are likely to reduce the cost of symptom detection. Furthermore, although delaying fungicide treatments can be perceived as risky by some grape growers, very few experiments have been conducted to support this statement. The study by Menesatti et al. \[[@pone.0230254.ref040]\] challenged this perception and showed that a strategy based on triggering fungicide application at GDM onset contributed to effectively control the disease and to reduce the number of fungicide applications by almost half, compared to current control practices in Italian organic vineyards. However, as the number of available experimental studies is limited, new experiments covering a variety of agricultural and environmental conditions would be useful to assess more precisely the potential economic benefits and risks of this strategy. Crop insurance could also be offered to producers as a mean of covering the GDM risk associated with the use of decision support tools delaying the first fungicide treatments \[[@pone.0230254.ref077]\]. Our approach could also be assimilated as an insurance index to offer a market-based method of reducing the overuse or inefficient use of fungicides \[[@pone.0230254.ref077]\]. Although the systematic use of fungicide treatments currently appears to be an effective solution for controlling GDM, regulations on pesticide use may become more restrictive in the future, forcing grape growers to reduce their use of fungicides.
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###### Models inputs.

(XLSX)
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Click here for additional data file.

###### 

Grape downy mildew (GDM) incidence data on leaves after bunch closing (A) and imputed disease onset dates (B) in 151 untreated plots. Median contamination levels and median disease onset date are represented by vertical dotted lines.
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Click here for additional data file.

###### 

Grape downy mildew (GDM) incidence data on bunches after bunch closing (A) and imputed disease onset dates (B) in 156 untreated plots. Median contamination levels and median disease onset date are represented by vertical dotted lines.

(PNG)

###### 

Click here for additional data file.

###### 

Grape downy mildew (GDM) severity data on bunches after bunch closing (A) and imputed disease onset dates (B) in 152 untreated plots. Median contamination levels and median disease onset date are represented by vertical dotted lines.

(PNG)

###### 

Click here for additional data file.

###### Probability of high severity on leaves according to different precipitation variations (lines) and to different levels of temperature increase between March and June (columns).

Each graphic shows the effect of precipitation change during a given period (from -15% to +15% between March and June, in April, in May, or in June) for a fixed level of temperature increase (from +0°C to +4°C between March and June) on predicted probability that GDM severity on leaves will be higher than regional median at the end of the season. Probabilities are forecasted by a gradient boosting algorithm that includes all climatic features. Each boxplot represents the distribution of the probability values over the vineyard plots of our dataset; the shaded boxplot corresponds to initial precipitation and temperatures (precipitation and temperature kept unchanged compared to actual conditions) and the median probability obtained with this scenario is indicated by a red dotted line. The lower and upper hinges of the boxes correspond to the first and third quartiles (the 25th and 75th percentiles) and vertical segment represent the range between min and max values.

(PNG)

###### 

Click here for additional data file.

###### Response of probability of high incidence or severity on leaves or on bunches to date of disease onset estimated with the GLM and its 95% confidence interval (in green), and partial dependence plot obtained with the gradient boosting algorithm including climate inputs and date of disease onset (in red).

Median, minimum, 1^st^ and 3^rd^ quartiles, and maximum of observed onset dates are represented by a dot and four crosses, respectively.
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Click here for additional data file.

###### Number of fungicide treatments applied to control GDM in Bordeaux vineyards as a function of a predefined triggering probability threshold (probability of high GDM incidence or severity on leaves or on bunches).

The black curve indicates the average numbers of fungicide treatments in the vineyard plots of our dataset computed while assuming that the first treatment is triggered only when the GLM probability of high severity exceeds the value given in the x-axis. Blue line represents the number of treatments for threshold = 0, i.e. when the first treatment is applied in all plots as soon as GDM symptoms are detected. Red and orange lines correspond to the average numbers of treatments recorded by the SSP in 2013 and 2010, respectively.

(PNG)

###### 

Click here for additional data file.
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1 Feb 2020

Reviewer \#1:

This manuscript explores a machine-learning model for predicting Grape Downy Mildew incidence and severity with the hope that growers can use this information to reduce the number of fungicide applications. After testing several models and algorithms, the authors find that date of disease onset is the best predictor of GDM incidence and severity, along with some climatic factors. The authors present an in-depth look at constructing a model, but the practicality of the model they have produced is lost. They acknowledge that growers will most likely not adopt practices involving increased scouting or delayed spraying.

Spelling and grammar need to be corrected throughout.

Answer: The proposed approach requires field scouting, which is time and labor consuming for winegrowers, but in the future, observation costs could be strongly decreased by using automatic disease detection methods (Martinelli et al., 2015), such as image analysis (Rieder et al., 2014) or airborne inoculum detection (Thiessen et al., 2016). These recent techniques are likely to reduce the cost of symptom detection. Furthermore, although delaying fungicide treatments can be perceived as risky by some grape growers, very few experiments have been conducted to support this statement. The study by Menesatti et al. (2015) challenged this perception and showed that a strategy based on triggering fungicide application at GDM onset contributed to effectively control the disease and to reduce the number of fungicide applications by almost half, compared to current control practices in Italian organic vineyards. However, as the number of available experimental studies is limited, new experiments covering a variety of agricultural and environmental conditions would be useful to assess more precisely the potential economic benefits and risks of this strategy. Crop insurance could also be offered to producers as a mean of covering the GDM risk associated with the use of decision support tools delaying the first fungicide treatments (Norton et al., 2016). Our approach could also be assimilated as an insurance index to offer a market-based method of reducing the overuse or inefficient use of fungicides (Norton et al., 2016).

This is now specified in the discussion section of the revised manuscript. See lines 540 to 557.

113 and 114: Define site-year

Answer: Different vineyards were included in the dataset each year. A site-year is a unique combination of vineyard site and year. This is now specified in the revised manuscript. See lines 124 to 125.

115: 3 plants is very few. Is this data reliable? That is a very large range in plot size.

Answer: Plots including less than 6 plants (only two plots) were excluded from the dataset. It is now mentioned line 127. The new dataset was used in the revised paper and the results were updated. New results are almost identical compared to the original results.

121: 1 to 57 is a very large range in number of site visits. Is this data reliable?

Answer: These values were updated. In total, 1 to 19 visual inspections were conducted in each vineyard. See line 133.

128: What do you mean by vine stocks?

Answer: In this study, dates of GDM onset were estimated by analyzing incidence data on vine plants, i.e. the proportion of infected plants in a plot. This is now clarified in the revised manuscript. See lines 144 to 145.

147: Mislabeled as Fig. 1

Answer: Fig 1 caption was rewritten in accordance with PLOS ONE authors' guideline concerning figures' caption. See lines 157 to 163.

226: Mislabeled as Fig. 2

Answer: Fig 2 caption was rewritten in accordance with PLOS ONE authors' guideline concerning figures' caption. See lines 175 to 180.

272: Use of the term random forest twice

Answer: The phrase was corrected. See line 335.

272: Mislabeled as Fig. 3

Answer: Fig 3 caption was rewritten in accordance with PLOS ONE authors' guideline concerning figures' caption. See lines 269 to 276.

286: Mislabeled as Fig. 4

Answer: Fig 4 caption was rewritten in accordance with PLOS ONE authors' guideline concerning figures' caption. See lines 323 to 324.

377: Use of attack is unusual -- perhaps infection?

Answer: The phrase was rewritten. See line 458.

441: How this would reduce treatments by more than 50% is still unclear. This is a bold claim and I feel that it requires more detail so that readers can understand how the authors reached this number. It would be helpful to see an additional paragraph on how this number was derived.

Answer: In Bordeaux vineyards, we show that more than 50% of the treatments against GDM could be avoided compared to current practices if GLM forecast were used to trigger first fungicide application. This result is based on the decision rule established in our study from GLM predictions. Following this rule, the first treatment is triggered if the predicted probability of a severe attack is higher than a given threshold. In average, the application of this decision rule (with a probability threshold equal to 0.5) resulted in a 53% and 63% reduction of the number of treatments against the disease, compared to the average number of treatments reported in the surveys conducted in the Bordeaux regions in 2010 and 2013, respectively. Our results are consistent with several previous studies conducted in other major vine producing countries. This is now detailed in the discussion section of the revised manuscript. See lines 521 to 530.

Besides, more details on these results were added to the Result section of the revised paper. See lines 432 to 441 and the new Fig 9.

Fig 1. Caption does not mention incidence and does not offer enough detail on analysis. Medium severity looks very close to 0 -- figures should be formatted to better show the severity instead of using the same scale as incidence. There is no mention of severity in the text, only incidence (Line 126) -- describe the results in the text.

Answer: Fig 1 was improved. See new Fig 1, its caption lines 157 to 163. Information on median GDM severity was added. See lines 140 to 141.

Fig 2. Put labels in English. Lines are not distinguishable. What does this figure contribute to the manuscript?

Answer: Axis labels were translated in English. Fig 2 was revised to give more information on annual variability in the climatic dataset. See new Fig 2.

Fig. 6. Provide details of statistical analysis. More detail required.

Answer: Results presented in the original Fig6 were split between the new Fig6 and new S5 figure. Each graphic in new Fig 6 shows the effect of precipitation (from -15% to +15%) and temperature (from +1°C to 4°C) change between the months of March and June. The effect of a fixed level of temperature increase during a given month, while keeping all other temperature variables unchanged is represented month-by-month in S5 figure. Details were added to the caption of new Fig 6. See lines 363 to 372.

Fig. 7. This caption requires significantly more detail.

Answer: Details were added to the caption of Figure 7. See lines 384 to 389.

Fig. 9. This caption and figure are unclear to me yet are the basis for the claim that fungicide applications can be reduced by 50%. More detail and explanation is required so that we understand this claim fully, because it has big implications.

Answer: We consider here a decision rule in which the first treatment is applied only (i) when disease symptoms are observed and (ii) when the probability of high disease incidence/severity estimated as a function of the date of disease onset exceeds a certain threshold. The number of treatments depend on the selected probability threshold.

New Fig 9A shows that the number of treatments decreases substantially when the considered probability threshold increased. For example, triggering first fungicide treatment when the probability of high GDM severity on leaves exceeds 0.5 leads to 3.7 treatments in average, which corresponds to a reduction of 1.4 application in average compared to a systematic application at disease onset. The setting of the probability threshold at 0.75 further reduces the average number of applications, i.e. to 1.5 treatments.

The corresponding percentage of treatment reduction are showed in Fig 9B. With probability thresholds of 0.5 and 0.75, the number of fungicide applications against GDM was lower by 27.2% and 70.2% compared to a systematic fungicide application at disease onset, respectively (new Fig 9B).

This potential reduction of GDM treatments is even more important when compared to the current practices observed in Bordeaux vineyards. According to the results of a survey conducted by the SSP, 7.9 and 10.1 fungicide treatments against GDM were applied in average in Bordeaux vineyards in 2010 and 2013, respectively (Service de la Statistique et de la Prospection, 2016). Compared to the average number of treatment values obtained in 2010 in the Bordeaux region, it is possible to reduce the number of treatments applied in 2010 by 53.3% and 80.9% by using our model-based decision rule with a probability threshold of 0.5 and 0.75, respectively. These levels of reduction reach 63.5% and 85.1% (with a probability threshold of 0.5 and 0.75, respectively) when considering the average number of treatments against GDM sprayed in 2013 in the Bordeaux region (new Fig 9B).

This is now detailed in the results section of the revised manuscript. See lines 420 to 441.

Fig 9 and its caption were improved in order to give more details on how we obtained this value. See new Fig 9 and lines 442 to 452.

 

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Reviewer \#2:

The authors study the ability of machine learning algorithms to predict the onset of GDM to reduce the number of fungicide treatments. The analysis is performed on an extensive data set spanning many years from the Bordeaux region. The problem is well motivated. The English is very good with only a few very minor mistakes. But, I have some open questions about the technical/ML approach. I believe the paper is at least a major revision.

Major:

Novelty is an important part of the publication process in general. Can the authors specifically comment on the novelty of this work? This is especially important because there are some cited works (36-39) that seem similar. It should not be up to the readers to infer the novelty of the work.

Answer: In this study, we assess the ability of statistical models and machine learning algorithms to predict the occurrence of high GDM levels at the end of the season, which has never been done before. More specifically, we develop different statistical and machine learning models to predict the risk of high GDM incidence or severity on leaves and bunches at the end of the season, in untreated Bordeaux vineyards. The models tested are generalized linear models (Nelder et al., 1972), regularized regression models (LASSO) (Tibshirani, 1996), and two machine learning algorithms, i.e. gradient boosting (Friedman, 2002) or random forests (Breiman, 2001). This is now clearly mentioned in the revised version. See lines 103 to 109.

How is the GDM onset date encoded as an input/feature? It would be a date, which is a character string, it's not obvious how a study would numericalize this for a machine learning problem, and the authors should state this.

Answer: In this study, dates of GDM onset were estimated by analyzing incidence data on vine plants, i.e. the proportion of infected plants in a plot. GDM onset was defined as the first week in which the proportion of infected vines stocks exceeded 1%. The number of weeks between the first week of the year and this date was estimated for each plot by survival analysis in order to deal with censored data (Chen et al., 2018). This is now specified in the revised manuscript. See lines 144 to 148.

I'm confused by the choice of ROC-AUC as a metric for measuring performance. The problem is a regression problem, and AUC is typically used for classification problems. Traditionally variations of squared error are used with regression problems. Is there a literature basis for using AUC for a regression problem? Currently, the set up for the experiment is this:

1\) Regression analysis (nous on fait une regression binomial adaptée à la classification binaire → pas de regression)

2\) Cast the problem as a classification problem by thresholding based on the median

3\) Get AUC/ROC

Why do regression in the first place if this was the end goal?

Answer: In this study, we don't perform any quantitative regression. We use binomial regression models (binomial-logistic GLM and binomial-LASSO) and classification methods (gradient boosting, random forest) to calculate the probability to reach a high level of contamination at bunch closing stage, i.e. higher than the median value reported in the dataset. The target variable is binary (1 for high disease level, 0 for low disease level) and indicates whether a high disease level was reached or not in each plot.

The ability of the fitted models to predict occurrence of high level of GDM was assessed by the area under the ROC curve (AUC). This criterion is commonly used for comparing the performances of binomial regression models and classification methods based on machine learning. See for examples:

\- Fawcett, T., 2006. An introduction to ROC analysis. Pattern Recognition Letters, 27(8):861--874.

\- Bradley, A. P., 1997. The use of the area under the ROC curve in the evaluation of machine learning algorithms. Pattern Recognition, 30, 1145--1159

I'm not sure I agree on thresholding the output based on greater/less than the median. This would only detect if a system is over/underpredicting GDM in a magnitude-less way. Isn't the goal to get an accurate probability? You cannot measure error well if you do this.

Answer: In this study (as in many plant health studies), we do not attempt to quantitatively predict GDM incidence or severity values. Our objective is to estimate whether GDM attack will exceed a given threshold of incidence or severity at the end of the season. In this study, the considered threshold for each output is the regional median, computed from the 153 plots included in the dataset. However, our method is generic and other thresholds could be considered. This approach is common in phytosanitary studies when the objective is to discriminate between low and high levels of infection. For examples, see:

\- Yuen J, Twengstrom E, Sigvald R, 1996. Calibration and verification of risk algorithms using logistic regression. European Journal of Plant Pathology 102, 847--54.

\- Hughes, G., McRoberts, N., and Burnett, F.J., 1999. Decision-making and diagnosis in diseases management. Plant Pathology 48:147-153.

\- Makowski, D., Taverne M., Bolomier J., Ducarne M., 2005. Comparison of risk indicators for sclerotinia control in oilseed rape. Crop Protection 24:527-531.

These references were included in the revised paper. See line 247.

Can the authors elaborate one Line 186 what they mean by 'median' here? Is this the median value of the plot as a whole, median of the year, etc.?

Answer: In this study, the term \"median\" refers to the regional median over all years included in the dataset. These medians are computed from the 153 monitored plots. This is now clarified in the revised manuscript. See lines 227 to 230.

The outputs (incidence and severity) seem subjective because an expert would have to eyeball the spread of disease. I'm surprise the authors continued with some plots that had only 1 data inspection.

Answer: In this study, we considered the impact of GDM at the end of the season, i.e. after bunch closing. For each plot, the level of GDM (i) leaf incidence, (ii) bunch incidence, (iii) leaf severity and (iv) bunch severity at the end of the season were derived from the last epidemiologic observations.

In plots where one single observation was recorded, the inspection was carried out after bunch closing stage and this observation was thus relevant to estimate GDM level at the end of the season. In such plot, GDM onset date is, of course, censored. GDM onset date is also censored in plots including several observations when these observations are not collected every week. The number of censored data in our dataset is thus relatively large (61.7%). However, this issue was already discussed in a previous study and it was shown that censored date of GDM onset could be imputed by survival analysis (Chen et al., 2018)

Here, censored date of disease onset were thus imputed using a semi-parametric survival model (Anderson-Bergman, 2017) including the average rainfall between March and June as covariate (Chen et al., 2018). In plots where few observations were collected, the imputed dates of disease onset were close to the median onset date of the dataset, which corresponds to week 23, i.e. early-mid June. See lines 148 to 151 in the material and methods section of the revised manuscript.

The abstract states the authors use a year-by-year cross validation, this isn\'t a conventional cross-validation method and needs to be explained. Yet, it is not in the methods section.

Answer: The ability of the fitted models to predict occurrence of high level of GDM was assessed by year-by-year cross validation using the area under the ROC curve as a measure of classification performance (Barbottin et al., 2008; Makowski et al., 2009). Here, we used a year-by-year cross-validation to account for the strong \"year\" effect on disease intensity. As data collected the same year in different plots are not independent, it was safer to remove all the data collected a given year at each cross-validation step. This is equivalent to a group-wise cross-validation based on 9 groups corresponding to the 9 years of data included in our dataset. This is now specified in the material and methods section of the revised manuscript. See lines 219 to 226.

Very minor:

Methods section: It's conventional to state the number of input values for your data set, the readers should not infer this from a later figure.

Answer: OK. See lines 194 to 198.

Line 53: I think this should be "Leaf" and not "Leaves"

Answer: OK. See line 53.

Line 83: Is mechanistic models the right term for this? Probabalistic models still need to determine some function of a model.

Answer: Mechanistic models differ from traditional statistical models by the need to translate every stage of the development cycle of an organism as functions; their structure makes explicit hypotheses about the biological mechanisms that drive infection dynamics (Lessler et al., 2016). This type of model relies on the estimation of many parameters and requires a good knowledge of the biological mechanisms and of the impact of different environmental variables on these mechanisms. See lines 83 to 88.

Fig. 1: Box plots are helpful, but the authors should state the boundaries of the box. Is this the percentile? If so please state what they are.

Answer: The lower and upper hinges of the boxes correspond to the first and third quartiles (the 25th and 75th percentiles) and horizontal segment represent the range between min and max values. See the new caption of Fig 1. See lines 157 to 163.

Figure 2: Axes are in French.

Answer: The text was translated in English. See new Fig 2.

Line 175: Technically, 100 trees is a parameter of the algorithm, this statement is not true in general.

Answer: This paragraph was modified. See line 211.

Line 232: Sever attack -\> severe attack

Answer: Ok. See line 284.

###### 

Submitted filename: Response to Reviewers.docx

###### 

Click here for additional data file.

10.1371/journal.pone.0230254.r003

Decision Letter 1

Luvisi

Andrea

Academic Editor

© 2020 Andrea Luvisi

2020

Andrea Luvisi

This is an open access article distributed under the terms of the

Creative Commons Attribution License

, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

26 Feb 2020

Forecasting severe grape downy mildew attacks using machine learning

PONE-D-19-22557R1

Dear Dr. Chen

We are pleased to inform you that your manuscript has been judged scientifically suitable for publication and will be formally accepted for publication once it complies with all outstanding technical requirements.

Within one week, you will receive an e-mail containing information on the amendments required prior to publication. When all required modifications have been addressed, you will receive a formal acceptance letter and your manuscript will proceed to our production department and be scheduled for publication.

Shortly after the formal acceptance letter is sent, an invoice for payment will follow. To ensure an efficient production and billing process, please log into Editorial Manager at <https://www.editorialmanager.com/pone/>, click the \"Update My Information\" link at the top of the page, and update your user information. If you have any billing related questions, please contact our Author Billing department directly at <authorbilling@plos.org>.

If your institution or institutions have a press office, please notify them about your upcoming paper to enable them to help maximize its impact. If they will be preparing press materials for this manuscript, you must inform our press team as soon as possible and no later than 48 hours after receiving the formal acceptance. Your manuscript will remain under strict press embargo until 2 pm Eastern Time on the date of publication. For more information, please contact <onepress@plos.org>.

With kind regards,

Andrea Luvisi

Academic Editor

PLOS ONE

Additional Editor Comments (optional):

Reviewers\' comments:

Reviewer\'s Responses to Questions

**Comments to the Author**

1\. If the authors have adequately addressed your comments raised in a previous round of review and you feel that this manuscript is now acceptable for publication, you may indicate that here to bypass the "Comments to the Author" section, enter your conflict of interest statement in the "Confidential to Editor" section, and submit your \"Accept\" recommendation.

Reviewer \#1: All comments have been addressed

Reviewer \#2: All comments have been addressed

\*\*\*\*\*\*\*\*\*\*

2\. Is the manuscript technically sound, and do the data support the conclusions?

The manuscript must describe a technically sound piece of scientific research with data that supports the conclusions. Experiments must have been conducted rigorously, with appropriate controls, replication, and sample sizes. The conclusions must be drawn appropriately based on the data presented.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

3\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

4\. Have the authors made all data underlying the findings in their manuscript fully available?

The [PLOS Data policy](http://www.plosone.org/static/policies.action#sharing) requires authors to make all data underlying the findings described in their manuscript fully available without restriction, with rare exception (please refer to the Data Availability Statement in the manuscript PDF file). The data should be provided as part of the manuscript or its supporting information, or deposited to a public repository. For example, in addition to summary statistics, the data points behind means, medians and variance measures should be available. If there are restrictions on publicly sharing data---e.g. participant privacy or use of data from a third party---those must be specified.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

5\. Is the manuscript presented in an intelligible fashion and written in standard English?

PLOS ONE does not copyedit accepted manuscripts, so the language in submitted articles must be clear, correct, and unambiguous. Any typographical or grammatical errors should be corrected at revision, so please note any specific errors here.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

6\. Review Comments to the Author

Please use the space provided to explain your answers to the questions above. You may also include additional comments for the author, including concerns about dual publication, research ethics, or publication ethics. (Please upload your review as an attachment if it exceeds 20,000 characters)

Reviewer \#1: Line 130-131 and in Figure 3: The revised manuscript still uses the term 'grape stock', which is not a commonly used term in viticulture. Are the authors = referring to trunks? Canes? Shoots?

Reviewer \#2: The manuscript now clearly states the novelty, and it is an impactful study on the ability to advise growers on fungicide treatments. The greatest strength of the manuscript is it's discussion---rarely do statistical/machine learning works go into depth about "why" the model works. I have a few minor points, I believe the manuscript should be accepted (and no more than a minor revision).

It's clear now that the problem is a binary classification task. The AUC is indeed appropriate for this, but a statistical/machine learning problem \*must\* provide more than just the AUC. With R, it should be trivial to provide the additional metrics: true positive rate, false positive rate, positive predictive value, F1 score, confusion matrix, etc. (average over year-folds?). In particular, positive predictive value will indicate the promise of this work as a diagnostic tool, whereas AUC is more of a measurement of classification performance. Is it possible to also provide the ROC graphs for each method as well?

Can the authors explicitly provide the a-priori rates for the classification task (preferably year-by-year)?

Line 149: How did the authors chose a 1% infection rate? Is this based on some prior work, or is it a parameter?

\*\*\*\*\*\*\*\*\*\*

7\. PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/plosone/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: Yes: Alberto C Cruz

10.1371/journal.pone.0230254.r004

Acceptance letter

Luvisi

Andrea

Academic Editor

© 2020 Andrea Luvisi

2020

Andrea Luvisi

This is an open access article distributed under the terms of the

Creative Commons Attribution License

, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

2 Mar 2020

PONE-D-19-22557R1

Forecasting severe grape downy mildew attacks using machine learning

Dear Dr. Chen:

I am pleased to inform you that your manuscript has been deemed suitable for publication in PLOS ONE. Congratulations! Your manuscript is now with our production department.

If your institution or institutions have a press office, please notify them about your upcoming paper at this point, to enable them to help maximize its impact. If they will be preparing press materials for this manuscript, please inform our press team within the next 48 hours. Your manuscript will remain under strict press embargo until 2 pm Eastern Time on the date of publication. For more information please contact <onepress@plos.org>.

For any other questions or concerns, please email <plosone@plos.org>.

Thank you for submitting your work to PLOS ONE.

With kind regards,

PLOS ONE Editorial Office Staff

on behalf of

Dr. Andrea Luvisi

Academic Editor

PLOS ONE

[^1]: **Competing Interests:**The authors have declared that no competing interests exist.
