Abstract. Support vector machines (SVMs) with positive semidefinite kernels yield convex quadratic programming problems. SVMs with indefinite kernels yield nonconvex quadratic programming problems. Most optimization methods for SVMs rely on the convexity of objective functions and are not efficient for solving such nonconvex problems. In this paper, we propose a subgradientbased neural network (SGNN) for the problems cast by SVMs with indefinite kernels. It is shown that the state of the proposed neural network has finite length, and as a consequence it converges toward a singleton. The coincidence between the solution and the slow solution of SGNN is also proved starting from the initial value of SGNN. Moreover, we employ the Lojasiewicz inequality to exploit the convergence rate of trajectory of SGNN. The obtained results show that each trajectory is either exponentially convergent, or convergent in finite time, toward a singleton belonging to the set of constrained critical points through a quantitative evaluation of the Lojasiewicz exponent at the equilibrium points. This method is easy to implement without adding any new parameters. Three benchmark data sets from the University of California, Irvine machine learning repository are used in the numerical tests. Experimental results show the efficiency of the proposed neural network.
1. Introduction. Support vector machines (SVMs) were first developed for pattern recognition by using positive definite kernels. SVMs have been a powerful algorithm in machine learning and widely used in many areas, such as isolated handwritten digit recognition, text categorization and face detection [19, 20, 21] .
Let X be a nonempty set and k : X × X → R be a real-valued and symmetric function. The kernel matrix K := (k(x i , x j )) n i,j=1 can be defined. k is said to be a positive-semidefinite kernel, if v T Kv ≥ 0 holds for any K and vector v ∈ R n . k is said to be an indefinite kernel, if there exist vectors v 1 , v 2 ∈ R n such that v T 1 Kv 1 > 0 and v T 2 Kv 2 < 0. From [10] and [11] , there exists a feature mapping ϕ from X to some Krein space K such that k(x, z) equals to the inner product of ϕ(x) and ϕ(z) for x, z ∈ X .
The aim of SVM is to find the best hyperplane to separate two classes of the given binary classification problem by minimizing the upper bound of the generalization error. The primal optimization problem of SVM with soft constraints in [10, 19] is given as min w,β,ξi
Here, ξ i is a slack variable, γ > 0 is a factor penalizing data fitting errors, β stands for the threshold, w, ϕ(x) ∈ K. The related dual optimization problem (SVM-DU) is given: min
where α = (α 1 , α 2 , · · · , α n ) T ∈ R n is a Lagrange factor vector, Q = (y i y j k(x i , x j )) n i,j=1 , e = (1, 1, · · · , 1)
T ∈ R n , I ∈ R n×n is an identity matrix, Y = (y 1 , y 2 , · · · , y n ) T , and T = {(x i , y i ) : x i ∈ X and y i ∈ {−1, 1}, i = 1, 2, · · · , n}.
Suppose that there exist i, j ∈ {1, 2, · · · , n} such that y i = 1 and y j = −1. Let α * i (i = 1, 2, · · · , n) be the solutions of (1) . The classification of new pattern x depends on the sign of s(x) = n i=1 y i α * i k(x i , x)+β, where β = y j − n i=1 y i α * i k(x i , x j ) for some α * j > 0. Actually, s(x) = 0 is a hyperplane in K implicitly defined by kernel k(x, z). s(x) is called a decision boundary. If k(x, z) is a positive-semidefinite kernel, the matrix Q in (1) is positive-semidefinite. The related SVM-DU (1) is convex. If k(x, z) is an indefinite kernel, the matrix Q in (1) is indefinite. The related SVM-DU (1) is nonconvex.
In this paper, we focus on the nonconvex optimization problem (1) originated from SVMs by using indefinite kernels. Recently, a large number of indefinite kernels arise and the indefinite kernel-based SVM often display excellent empirical classification performance [6, 18] . Moreover, the indefinite kernel-based SVM is interpreted geometrically as minimization of the distance between the convex hulls in a pseudo-Euclidean space [10] . This interpretation enables further theoretical investigations.
We have noticed that many optimization algorithms were presented to solve the convex optimization problem (1) . For example, the sequential minimal optimization method was discussed in [15] , the primal estimated subgradient solver by alternating between stochastic gradient descent steps and projection steps was studied in [17] , and an one-layer recurrent neural network was designed in [23] . But it is hard to apply these approaches to the nonconvex optimization problem (1) because they are all dependent on the positive definiteness of the kernels, i.e. the convexity of problems.
Not many consider the nonconvex optimization problem (1) when comparing a great number of papers addressing the convex optimization problem (1), e.g. [4, 13, 14] . The authors in [4] and [13] considered the indefinite kernel as a noisy observation of some unknown positive-semidefinite kernel. The related optimization problems were proposed for the positive-semidefinite kernel learning and SVM classification. In [4] , an iterative algorithm was employed to find a global optimum solution. The rate of convergence is unknown for the algorithm. The performance SUBGRADIENT-BASED NEURAL NETWORK 287 of the algorithm in [4] was discuss by some real-world benchmark data sets. In [13] , the classification problem with indefinite kernels was formulated as perturbation of the positive semidefinite case. The formulation keeps the problem convex and relatively large problems can solved efficiently using the projected gradient or analytic center cutting plane methods. In [14] , the evolutionary computation was applied to the SVM-DU (1). The convergence of algorithms were discussed by the experiments in [13, 14] . Additionally, a subgradient-based neural network was presented in [22] for a nonsmooth nonconvex optimization problem with affine equality and nonsmooth convex inequality constraints. However, the existence of the slow solution of the neural network in [22] required some assumptions. Quadratically constrained quadratic programming problems were studied and a new sufficient condition was presented to prove the global optimality of a local optimal solution in [24] . The convergence rate of the solutions were not discussed in [22, 24] . In [8] , Forti studied the convergence rate of a neural network for solving a class of nonconvex quadratic programming problems with affine inequality constraints via the Lojasiewicz inequality, where the interior of the feasibility region was required to be a nonempty set. Due to the equality constraints in (1), the interior of feasibility region of (1) is an empty set. Thus, the proposed neural network is not suitable for (1) .
In this study, we present an algorithm to solve optimization problem (1) by a subgradient-based neural network (SGNN), which combines the sub-gradient techniques and exterior penalty function method. We study the existence and uniqueness of the solution to SGNN. Then we prove that the trajectory of the proposed neural network converges to the feasible region in finite time and stays there thereafter. The coincidence between the solution and the slow solution of SGNN is also proved starting from the initial value of SGNN. Furthermore, the trajectory of SGNN is either exponentially convergent or convergent in finite time, toward a singleton belonging to the set of constrained critical points. Furthermore, we obtain the convergence rate of SGNN by using the Lojasiewicz exponents. Our work differs from the algorithms in [13, 14] , in which the parameters and decision variables are added in the formulation of the optimization problem. In the present study, the parameter in the SGNN is represented by the parameters in kernels and γ in (1). We can obtain the solutions of (1) without adding any new parameters. The convergent rate of the SGNN can be estimated by the obtained theoretical results. In addition, it is a promising approach to use the circuit to implement the neural network to handle the optimization problems with high dimensions and dense structure [12] . Therefore, the good properties above of SGNN provide the theoretical guarantee for the algorithm performance. This paper is organized as follows. In Section 2, we give some preliminary results. In Section 3, we present the SGNN for (1) and discuss the dynamic properties of SGNN. In Section 4, we calculate the convergence rate via the Lojasiewicz exponents. In Section 5, we give the numerical algorithm for (1) by using the SGNN. In Section 6, we give some examples to show the effectiveness of the theoretic results obtained and good performance. In Section 7, we conclude this paper.
• R n : real n-dimension space, e = (1, 1, · · · , 1) T ∈ R n .
• I ∈ R n×n : the identity matrix, e i : the ith column of I.
x i y i : the scalar product of x ∈ R n and y ∈ R n .
• ||x|| = x, x 1 2 : the Euclidean norm, ||A|| = max ||x||=1 ||Ax||: the norm of A.
• int(U ): the interior of U ∈ R n , co(U ): the closure of the convex hull of U .
• m(U ): the vector in U with the smallest norm, bd(U ): the boundary of U .
• dist(x, U ) = inf y∈U ||x − y||: the distance from x ∈ R n to U .
where D 1 and D 2 be two sets.
• B(x, r) = {y ∈ R n : ||x − y|| < r, x ∈ R n and r > 0}: the open ball with radius r centered at x.
• |J|: the number of the elements in J composed by finite elements.
• M: the minimizer set of the considered optimization problem (1).
• E: the equilibrium point set of the proposed neural network.
• C: the critical point set of (1), ∇F (x): the gradient of F (x) : R n → R.
2.
Preliminaries. In this section, we report definitions and properties which are needed in the development. A more thorough treatment concerning set-valued maps and nonsmooth analysis can be referred to [1, 2, 5, 16] .
n . Moreover, the generalized direction derivative of f at x in the direction v ∈ R n is given by
The generalized gradient of f at point x can be defined as follows [2] :
where Ω ⊂ R n is the set of points where f is not differentiable and D ⊂ R n is an arbitrary set with measure zero. From [2] and [5] , ∂f (x) is a nonempty, convex, compact set of R n and upper semicontinuous (u.c.s.). A set-valued map F from R n to R n is said to be monotone if and only if ∀x 1 , x 2 ∈ R n , ∀u 1 ∈ F (x 1 ) and
n is a regular function at x(t) and x(·) : R n → R is differentiable at t and Lipschitz near t, then
Proposition 2.
[5] Suppose that F : R n → R is strictly differentiable at x and g is regular at F (x). Then, f = g • F is regular at x and one has
Suppose that K ⊂ R n is a nonempty closed convex set. The tangent cone to K at x ∈ K is defined as
The normal cone to K at x is given by
Both T K (x) and N K (x) are the nonempty closed convex cones in R n . If x ∈ int(K), then T K = R n and N K (x) = {0}. If K 1 and K 2 are closed convex sets, and 0
then the operator π K is called the projector of best approximation on K. In particular, we denote by m(K) = π K (0) the vector y ∈ K with the smallest norm.
3. SGNN for optimization problems in learning with indefinite kernels. This section is devoted to model the SGNN for optimization problem (1), and then discuss the basic dynamic properties of SGNN.
3.1. SGNN and some estimations.
3.1.1. The proposed subgradient-based neural network. We begin with representing the feasibility region of (1). Denote P 1 = {α : 0 ≤ α ≤ γI} and P 2 = {α : Y T α = 0}. Then, the feasibility region of (1) is represented by
Let
Furthermore, let
Then, {α :
is the distance from α to P 2 . And we denote
It follows that {α :
By (1), (3), and (4), the dynamic of SGNN is governed by the following systeṁ
where
and σ > 0 is a parameter. Then, the explicit inclusion of (5) is given bẏ
Here,
Note that (6) implements a penalty method with a nondifferentiable barrier function σ(H(α) + G(α)). We will see that σ is crucial in the development of this paper.
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FENGQIU LIU AND XIAOPING XUE 3.1.2. Some properties of SVM-DU. Let X be a nonempty set and T = {(x i , y i ) : (x i , y i ) ∈ X × {−1, 1}, i = 1, 2, · · · , n} be a training data set. Denote
Proof. From (7), it is obvious thatᾱ ∈ int(P 1 ) and we have
Next we give some estimations on feasibility region P. We denote
It follows that c > 0 when I − = ∅ and P ⊂ B γ .
Property 2. For any g(α) ∈ ∂G(α), we have
When α ∈ P 2 , ∇G(α) = (2n + 1)n.
Proof. For α / ∈ P 2 and by (4), G(α) is differentiable at α. By (7) and ||E(α)
For any η ∈ R n such that η ≤ 1, we have
Then, from the calculation of ∂G(α) when α ∈ P 2 , we obtain that
When α ∈ P 2 , it is obvious that ∇G(α) = (2n + 1)n E(α) / E(α) = (2n + 1)n.
Property 3. For any α ∈ B γ \ P 1 , h(α) ∈ ∂H(α) and g(α) ∈ ∂G(α), we have
Furthermore,
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Proof. When α ∈ B γ \P 1 , we have I − = ∅ and I 0 = ∅. Then, for any h(α) ∈ ∂H(α), we have
Moreover, by Property 2, for any g(α) ∈ ∂G(α), it follows that
3.2. Basic dynamic properties. In this section, we discuss the existence, uniqueness, attractivity and invariance of solution to (6) .
Proposition 3. [3]
Let α(t) be a global solution to (6) . Suppose there exists V :
is absolutely continuous on [0, +∞), and there exists ε > 0 such that for a.a. t for which α(t) ∈ {α : V (α) > 0}, we have
Then, the trajectory α(t) hits {α : V (α) ≤ 0} in finite time and stays there thereafter.
Theorem 3.1. For any α(0) ∈ B γ and σ ≥ max{4γ √ n/c, 1}(||Q||4γ √ n + √ n + 1), there exists a unique solution α(t) to SGNN with initial condition α(0) := α 0 defined on [0, +∞); moreover, there exists a finite time t P such that α(t) ∈ P when t ≥ t P ≥ 0.
Proof. Since W (α) is regular, ∂W (α) is a u.s.c. set-valued map with nonempty compact convex values. Consequently, for any α 0 ∈ B γ , there exists at least a local solution of (6) with initial condition α(0) = α 0 (see [7] ,Th.1,p.77). Denote α(·) a solution of SGNN with initial point α 0 and we suppose that [0, T ) is the maximal existence interval of this solution.
Next, we need to prove that if α ∈ B γ \P 1 , then (d/dt)||α(t)−α|| 2 < 0, ∀t ∈ [0, T ). By Proposition 1, SGNN and Properties 2 and 3, for σ ≥ 4γ √ n/c(||Q||4γ
From P 1 ⊆ B γ , we obtain that α(t) ∈ B γ , ∀t ∈ [0, T ). Using the theorem about the extension of solutions, it follows that α(t) can be prolongable to +∞ and the above discussion yields that α(t) ∈ B γ , ∀t ∈ [0, +∞). Now we prove that the solution α(t) of SGNN with initial point α 0 is unique. Let α 1 (t) and α 2 (t) be two solutions of (6) with initial values α 1 (0) = α 2 (0) ∈ B γ , respectively. By Proposition 1 and (6), there exist h(α 1 ), h(α 2 ) ∈ ∂H(α) and g(α 1 ), g(α 2 ) ∈ ∂G(α), such that, for a.a. t ≥ 0, we have
Additionally, ∂H(α) and ∂G(α) are monotone, then we obtain
Hence, (10) is transformed into:
By integrating (11) from 0 to t, we have
Then by the Gronwall inequality, it follows that α 1 (t) = α 2 (t) for any t ≥ 0. Finally, define V (α) = H(α) + G(α). By using Proposition 3, it only need to prove (8) . Note that {α ∈ B γ : V (α) > 0} = {α ∈ B γ \ P} = {α ∈ B γ \ P 1 } ∪ {α ∈ P 1 \ P 2 }.
For α(t) ∈ B γ \ P 1 , by (6), (9) and Properties 2 and 3, there existh(α) andḡ(α) such that
From the expression of ∂H(α), we have
Let ε = max{ε 1 , ε 2 } > 0. By combining (12) and (13), we complete the proof.
Remark 1.
From the proof of Theorem 3.1, suppose that α(t) ∈ B γ \ P when t ∈ [0, t P ], t P > 0. Then we have
That is V (α(t P )) − V (α 0 ) ≤ −εt P . It follows that α(t) reaches P in finite time
An equilibrium point α * ∈ R n of (5) is referred to as a constant solution to (5) , that is, α(t) = α * , t ∈ [0, +∞). Clearly, α * is an equilibrium point of (5) 
Then, for any ξ(α) ∈ ∂W (α(t)), we obtain that
which follows that
Thus, α(t) ≤ ξ(α) , a.a. t ≥ 0. From the randomicity of ξ ∈ ∂W (α(t)), we haveα (t) = m(∂W (α(t))).
The proof of (iii) and (iv) can be obtained similar to the proof in [22] .
4. Calculating convergence rate via Lojasiewicz inequality.
for all x ∈ B(ν, r ν ) ∩ P. Moreover, let ϑ * = inf{ϑ ∈ [0, 1) : ϑ satisfies (14)}. ϑ * is said to be the Lojasiewicz exponent of W (α) at point ν, i) if ν ∈ P and φ ν = −Qν + e ∈ bd(N P (ν)), then ϑ * = 1 2 . ii) if ν ∈ P and 0 = φ ν = −Qν + e ∈ int(N P (ν)), then ϑ * = 0.
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Proof. For ν ∈ C, there exist ϑ ∈ [0, 1), c w > 0 and r ν > 0 such that (14) holds for all α ∈ B(ν, r ν ) ∩ P ∩ C (see the proof of Theorem 1 in [8] for detail).
Next we only need to show that there exist ϑ ∈ [0, 1), c w > 0, and r ν > 0 such that (14) holds for all α ∈ B(ν, r ν ) ∩ (P \ C).
Consider the function
For any α ∈ P, from Proposition 4 (iii), we obtain that
where ψ α = π N P (α) (−Qα + e) ∈ N P (α). It is obvious that H(α) = 0 and G(α) = 0. Moreover, for any α ∈ P and ν ∈ C, it follows that
where ψ ν = −Qν + e ∈ N P (ν). Then, we have
In fact, α / ∈ C means that ||−Qα+e−ψ ν || > 0 for all α ∈ B(ν, r ν )∩P. Therefore, to prove (14) for α ∈ B(ν, r ν ) ∩ P \ C, it is sufficient to show that || − Qα + e − ψ ν || > 0 holds, i.e. Ψ ϑ (α) is bounded for α ∈ B(ν, r ν ) ∩ P. Case 1. Suppose that ν ∈ P and ψ ν ∈ bd(N P (ν)). Consider a sequence {α q } ⊂ P such that α q → ν as q → +∞. Note that {α q } and its arbitrary subsequence have the property that N P (α q ) = N P (α 1 ) for any q ∈ N. For simplicity, arbitrary subsequence of {α q } is denoted by {α q }. According to the proof of Theorem 1 in [8] , Ψ ϑ (α q ) is bounded for some r ν > 0 and any ϑ ∈ [1/2, 1). Thus the statement (i) holds.
Case 2. Suppose that ν ∈ P and ψ ν = −Qν + e ∈ int(N P (ν)). From the proof of Theorem 1 in [8] , Ψ ϑ (α) is bounded for some r ν > 0 and any ϑ ∈ [0, 1). Thus the statement (ii) holds.
By using the Lojasiewicz exponents in Proposition 5, we are able to prove the following results on the convergence rate of SGNN.
, then the trajectory α(t) of (6) with initial point α 0 converges to a singleton ν ∈ C. Moreover, let ϑ * be the Lojasiewicz exponent of W at ν, then the following statements hold. Proof. From Theorem 3.1, we have there exists a finite time t P such that α(t) ∈ P for all t ≥ t P . Then the ω−limit set Ω P of α(t) is a nonempty subset of P. Denote ν be a point in Ω P , then there exists a sequence t m with lim m→+∞ t m = +∞ such that lim m→+∞ α(t m ) = ν. According to Proposition 4, we have lim m→+∞ W (α(t m )) = W (ν).
First, we use the Lojasiewicz inequality in Proposition 5 to prove that α(t) converges to ν, i.e. lim t→+∞ α(t) = ν.
On the one hand, from (14) and Proposition 4 (ii), there exist r ν , c w and ϑ ∈ [0, 1), such that
for all t ≥ t P and α(t) ∈ B(ν, r ν ). Clearly, W (α(t)) is a nonincreasing function for all t ≥ t P . Therefore, there exist t α , t 1 and t 2 satisfying t α ∈ [t 1 , t 2 ] such that W (α(t)) > W (ν) for t 1 ≤ t < t α and W (α(t)) = W (ν) for t α ≤ t ≤ t 2 . By integrating the second equality of (16) from t 1 to t 2 , we have
On the other hand, we note that there exists t c ≥ t P such that
Therefore, by (17) we have
for t ≥ t c satisfying ||α(t) − ν|| < r ν . That is, α(t) has finite length on [0, +∞). According to [9] , we have lim
Additionally, since ∂W is upper semicontinuous map with nonempty compact convex values , by [1] (Th. 2, p. 310), ν ∈ P is an equilibrium point. From Proposition 5 (iii), we have ν ∈ C. Second, we prove statements (i) and (ii). For t ≥ t c , let
It follows that ω(t) ≥ 0 andω(t) = −||α(t)|| for a.a. t ≥ t c . From (17), (18) and (19), we have
for a.a. t ≥ t c , where
By solving (21), we obtain (t) = h − c w (t − t c ), for ϑ = ϑ * = 0 and a.a. t ≥ t c ,
Finally, noting that
we complete the proofs of the statement (i) and (ii).
Remark 2. From Theorem 4.1, when ϑ = 1/2, the trajectory α(t) of SGNN converges exponentially to the critical point of (1). From (21) and (22 ) the exponential convergence rate increases as c 2 w . When ϑ = 0, we have k = c w . That is, the convergence rate increases linearly with c w .
5. Numerical algorithms. In this section, we summarize the proposed algorithm by the following five steps. 5.1. µ i and η in (6) . We discuss the parameters µ i ∈ [0, 1] (i ∈ I 0 ) and η ( η ≤ 1) in (6) . For a given α satisfying f i ( α) ≤ 0, we obtain I 0 and I − . On the one hand, according to Proposition 4, fixing α / ∈ P 2 , we obtain
We can solve µ oj by |
On the other hand, if α ∈ P 2 , we still denote
|| ≤ ε respectively for an arbitrary small ε > 0.
Algorithm.
• Input training set T = {(x i , y i ) : i = 1, 2, · · · , n}.
• Select kernel k(x, z).
• Set parameter γ in (1) and the parameters in the kernel k(x, z). Moreover, construct the kernel matrix Q = (
given a sufficient small positive ε, while |
|| ≤ ε by (23) and (24), then return µ i and η.
• Represent SGNN (6) . Then by solving equation (6) we have α.
6. Applications to classification problems. In this section, we apply the proposed neural network to the classification problems based on SVMs. The following terms are used in the experiments.
• Data Sets: Sonar, Diabetes, and German data sets come from the University of California, Irvine machine learning repository.
• Kernels: We choose two indefinite kernel, i.e. Epanechnikov kernel k ep and sigmoid kernel k sig to perform our experiments.
• Parameters: γ stands for the regularization factor. (ρ, ρ E ) and (ρ 1 , ρ 2 ) represent the parameters in k ep and k sig , respectively. These parameters are chosen using a grid search method.
• Optimization Methods: We select the evolutionary support vector machine (ESVM) [14] and the support vector machine with indefinite kernels (INSVM) [13] for classification problems to compare with SGNN.
• Performance indices (PIs): We choose Time, estimated time (ETime), the mean number of test errors (Tes), Accuracy, and Recall as PIs. Here, Time is the total time of every run; ETime is estimated by Remark 1 for every run, i.e.
where n tp , n tn , n f p , and n f n stand for the number of true positive, true negative, false positive, and false negative points for the prediction results in the test procedures, respectively. For ESVM [14] and INSVM [13] , the numerical results come from the [14, 13] . 6.1. SGNN and ESVM. We compare the SGNN with ESVM by using Sonar by 20-fold cross-validation. The parameters are listed in Table 1 for the SGNN.
We summarize the results in Table 2 . Two of them are illustrated in Figure  1 . From the results in Table 2 , comparing with ESVM, we see that the Tes and Accuracy of SGNN are greatly improved. The solution α(t) to SGNN enters the region P after 0.01 seconds. From Figure 1 , the solutions of SGNN converge to the Table 3 for the SGNN. We summarize the results in Table 4 . Two of them are illustrated in Figures  2 and 3 , respectively. From the results in Table 4 , for German data set, the Tes and Accuracy of SGNN are improved; the solution α(t) to SGNN enters the region P after 0.03 seconds. For Diabetes data set, the Tes and Accuracy of SGNN are close to those of INSVM; the solution α(t) to SGNN enters the region P after 0.02 seconds. In addition, from Figures 2 and 3 , the solutions of SGNN converge to the corresponding critical points for German and Diabetes data sets before 40 seconds. 
7.
Conclusion. This paper presents a subgradient-based neural network (SGNN) to train SVMs with indefinite kernels. We prove the existence, uniqueness, attractivity and invariance of the solution to SGNN. More importantly, the coincidence of the solution and the slow solution of SGNN is proved. The obtained results show that any solution of SGNN converges exponentially or in finite time to the stationary point of indefinite kernel-based SVM. The key idea of the SGNN method is to use subgradient techniques and exterior penalty function method to model neural network, and use the Lojasiewicz exponent to analysis the convergence rate to the stationary point. We note that the exterior penalty parameter σ in SGNN is represented by parameter γ and the number of training data n in (1). Without adding any new parameters, we can obtain the stationary point, i.e. the slow solution of SGNN, by solving need to solve the differential equation from Proposition 4 through adjusting the parameters in kernels and γ. The numerical experiments are elaborated to show the excellent performance of SGNN for the indefinite kernel-based SVM.
