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1 These two situations are equivalent since what mat
of these distances.a b s t r a c t
The study of the in-plane perturbation of a system of two coplanar slit-cracks carried out in Part I is spe-
cialized to the case where the distance between the inner crack fronts is small, or equivalently that
between the outer fronts large. The limit process involved is complex because of appearance of a ‘‘bound-
ary layer” in the limiting case considered; this boundary layer occurs near the origin in the Fourier space
used to determine the unknown components of the fundamental kernel looked for. A technique of
matched asymptotic expansions is used to tackle this difﬁculty.
The problem is thus reduced to determining two unknown functions only, which characterize the
‘‘interactions” between the two inner fronts. These functions obey a system of nonlinear differential
equations in Fourier’s space, which are solved analytically near the origin and numerically in general.
The results evidence a very slow decrease of long-range interactions between distinct points on the same
front or distinct ones. This represents a striking difference with respect to the cases considered earlier of a
single semi-inﬁnite crack and a single slit-crack.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
In Part I of these joint papers, we studied the problem of the
slight in-plane perturbation of a system of two coplanar, parallel,
identical tensile slit-cracks in an inﬁnite isotropic elastic body.
The method of solution was of ‘‘special” rather than ‘‘general” nat-
ure in Bueckner (1987)’s terminology, in the sense that it avoided
the full solution of the complex 3D elasticity problem implied, and
concentrated instead on the determination of the sole distribution
of the stress intensity factors (SIFs) along the crack fronts.
In a ﬁrst step, we considered the general case of arbitrary, ﬁxed
distances between the various crack fronts. The aim of the present
Part II is to study the special case of a small distance between the
inner fronts or a large one between the outer fronts,1 emphasis being
placed on the distribution of the SIFs on the former. The cracked
geometry then consists of a pair of coplanar semi-inﬁnite cracks
with parallel fronts. It is of particular interest in that it represents
the simplest envisageable model geometry for the study of the
deformation of crack fronts during coplanar coalescence of cracks,
to be reported in a future paper (Legrand and Leblond, 2010).ll rights reserved.
R 7190, Institut Jean Le Rond
nd).
ters is obviously only the ratioIt is worth noting that the problem resembles that of perturba-
tion of the front of a semi-inﬁnite crack approaching a free surface,
studied analytically and numerically by Gao et al. (1991). There is
no strict equivalence, however, since Gao et al. (1991)’s geometry
still involved a single crack; the present work seems to be the ﬁrst
to consider perturbation of a system of cracks.
The treatment will involve a non-trivial limit process. The es-
sence of the difﬁculty lies in the fact that the distribution of the
SIFs on the inner fronts is affected by sinusoidal perturbations of
these fronts in a way that depends on their wavelength, being sen-
sitive to the presence of the outer fronts if this wavelength is com-
parable to the distance between these, but not if it is comparable to
the distance between the inner fronts. This entails appearance of a
‘‘boundary layer” for small wavenumbers (large wavelengths) in
the Fourier space used for the determination of the components
of the fundamental kernel (FK) looked for. This difﬁculty can how-
ever be tackled using a method of matched asymptotic expansions,
analogous to those used by Leguillon and Sanchez (1987) to solve
various problems of solid mechanics involving different length-
scales; the only difference being that the boundary layer occurs
here in Fourier’s space instead of the usual physical space.
The paper is organized as follows:
 Section 2 presents the method of matched asymptotic expan-
sions. The procedure allows to reduce the problem to the deter-
mination of the Fourier transforms, in the direction of the crack
Fig. 2. Sinusoidal perturbation of the inner fronts - Case of a large wavelength.
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perturbation of one of the inner fronts on the SIFs on the same
front or the other one. These functions verify a system of non-
linear ordinary differential equations (ODEs) which, quite
remarkably, can be further reduced to a single nonlinear ODE
on a single function.
 Section 3 is devoted to the solution of this ODE. This solution is
provided in analytical form near the origin in Fourier’s space,
that is for small wavenumbers. The equation is also solved
numerically for arbitrary wavenumbers.
 Finally Section 4 goes back to the physical space by providing
the ﬁnal expression of the local perturbation of the SIFs on
the two inner fronts in terms of the perturbations of these
fronts. One remarkable feature of this expression is the very
slow decrease, at large distances, of the functions representing
the effect of the perturbation of one of the fronts upon the dis-
tribution of the SIFs on the same front or the other one.
2. Matched asymptotic expansions
2.1. Qualitative justiﬁcation of existence of a boundary layer near the
origin in Fourier’s space
Assume that the distance 2b between the outer fronts is much
larger than that between the inner ones, 2a. Consider some sinu-
soidal perturbation of the inner fronts, and assume ﬁrst that its
wavelength k is comparable to a, and thus much smaller than b
(Fig. 1). Seen from a given point of the inner fronts, the outer ones
may as well be considered as inﬁnitely remote, since they are lo-
cated at a distance much larger than the typical distance of varia-
tion of the perturbation; hence the value of the local SIF is bound
not to be affected by their presence.
Now consider the case where the wavelength k of the perturba-
tion is comparable to b (Fig. 2). Then, seen from a given point of the
inner fronts, the outer ones appear to be located at a ﬁnite distance,
comparable to the typical distance of variation of the perturbation;
hence their presence is bound to affect the value of the local SIF.
Similar arguments apply to the inﬂuence of perturbations of the
outer fronts upon the distribution of the SIFs on the inner ones.
Such perturbations are bound not to inﬂuence these SIFs if their
wavelength k is comparable to a, but to inﬂuence them if it is com-
parable to b.Fig. 1. Sinusoidal perturbation of the inner fronts - Case of a small wavelength.In Fourier’s space, the argument of functions is the wavenum-
ber, which is inversely proportional to the wavelength. Hence the
presence of the outer fronts is expected to be unimportant for large
wavenumbers (small wavelengths), but important for small wave-
numbers (large wavelengths). With the notations introduced in
Eqs. (4)–(6) of Part I, this implies, in the limit k? 0, presence of a
boundary layer near the origin for the Fourier transforms of the com-
ponents of the FK fa and gab.2.2. Outer problem
In Part I, we used the Fourier variable p deﬁned by Eq. (26), cor-
responding to the reduced coordinate u deﬁned by Eq. (7). This
Fourier variable is related to the wavelength k by the formula
jpj = 2pb/k. Therefore the boundary layer, which corresponds to
values of k of order b, occurs for values of jpj of order unity, instead
of being concentrated near the origin as required for the outer
expansion of the problem. To deﬁne this expansion, it is therefore
necessary to introduce a new reduced coordinate v and a new asso-
ciated Fourier variable q through the formulae
v  u
k
¼ z z
0
a
; q  kp ðso that pu ¼ qvÞ: ð1Þ
The boundary layer then occurs for values of jqj of order k 1, as
desired.
To now deﬁne suitable changes of functions, one must know the
order of magnitude of the functions cFa and dgab in the limit k? 0.
The former functions are of order unity by Eq. (37) of Part I. The or-
der of magnitude of the latter functions may be deduced from Eq.
(35) of Part I, using the asymptotic expressions of the elliptic inte-
grals E0 and K0 for k? 0 provided by Gradshteyn and Ryzhik
(1980); one thus gets
dg12ð0Þ   12 ﬃﬃkp ln k ;dg11ð0Þ  14k ;dg12ð0Þ   12 ﬃﬃkp ln k ;dg22ð0Þ ! 14 ;
8>>><>>>:
for k! 0: ð2Þ
These orders of magnitude suggest to use the following changes of
functions for the outer expansion:
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( dg12ðpÞ  1ﬃﬃkp ln k dg12 oðqÞ;dg11ðpÞ  1k dg11oðqÞ;dg12ðpÞ  1ﬃﬃkp ln k dg12 oðqÞ;dg22ðpÞ dg22 oðqÞ:
8>><>>>: ð3Þ
In fact the functions cFa oðqÞ and dgab oðqÞ depend on k, and what we
are interested in is their limits for k? 0. For simplicity, identical
notations will be used for these functions and their limits.
The equations veriﬁed by the functions cFaðpÞ and dgabðpÞ must
now be rewritten in terms of the functions cFa oðqÞ and dgab oðqÞ in
the limit k? 0. By Eq. (38)1,3,4 of Part I,dg12ðpÞ;dg12ðpÞ anddg22ðpÞ go
to zero like e(1k)p, e(1+k)p and e2p respectively for p? +1. Now
by Eq. (1)2, for ﬁxed q > 0 and k? 0, p goes to +1, and therefore
by Eq. (3)3,5,6,dg12 oðqÞ;dg12 oðqÞ anddg22 oðqÞ go to zero like eq/k, eq/k
and e2q/k respectively. In other words, the functionsdg12 oðqÞ;dg12 oðqÞ anddg22 oðqÞ are zero in the limit k? 0 for every positive
value of their argument q, and the same is true for negative values since
all functions are even. (This conclusion does not hold at the origin be-
causeof theboundary layer near this point). In intuitive terms, this is
becausewhen a is adopted as a referencedistance as done in Eq. (1)1,
letting k go to zeromeans letting the distances between fronts 1 and
2, 1 and 2, 2 and 2 go to inﬁnity; the ‘‘interactions” between these
fronts depicted by the functions dg12ðpÞ;dg12ðpÞ and dg22ðpÞ then
vanish.
Accounting for these properties and using the changes of vari-
able and functions deﬁned by Eqs. (1)2 and (3)1,4 in Eqs. (28) and
(31) of Part I, one gets, in the limit k? 0, the following system of
ODEs on the sole functions cF1 oðqÞ  bFðqÞ and dg11 oðqÞ  bgðqÞ:
qbF 0 ¼ 4bgbg 0;
q bg  bg 004  ¼ bFbg :
8<: ð4Þ
Determining complementary conditions at the origin is not a
straightforward task because of the boundary layer near this point.
However conditions at inﬁnity are easily derived from Eqs. (37)1
and (38)2 of Part I plus the changes of functions deﬁned by Eq.
(3)1,4:
bF ðþ1Þ ¼ 1
2
; bgðþ1Þ ¼ bg 0ðþ1Þ ¼ 0: ð5Þ
Quite remarkably, the function bFðqÞ can be eliminated in system (4)
to yield an ODE on the sole function bgðqÞ. Indeed multiplying Eq.
(4)1 by bF=q, Eq. (4)2 by 4bg 0=q and taking their sum, one getsbFbF 0 þ 4bgbg 0  bg 0bg 00 ¼ 0) bF2 þ 4bg2  bg 02 ¼ Cst:
and the value of the constant is 14 by Eq. (5). It follows that
bF ðqÞ ¼  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1
4
 4bg2ðqÞ þ bg 02ðqÞr :
But it is shown in Appendix A that the sign of the function bFðqÞ is
identical to that of q; therefore
bF ðqÞ ¼ sgnðqÞ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1
4
 4bg2ðqÞ þ bg 02ðqÞr : ð6Þ
Reinserting this result into Eq. (4)2, one gets the following ODE on
the function bgðqÞ:
bg 00 ¼ 4bg 1þ 1jqj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
4
 4bg2 þ bg 02r !: ð7Þ
This equation is almost identical to that for a single tensile slit-crack
established by Leblond et al. (1996), the only difference being the
sign + instead of  before the radical; but the solution will reveal
to be notably different.2.3. Inner problem
The inner expansion relies on use of the ‘‘dilated” Fourier vari-
able p related to q by Eq. (1)2, plus the following changes of
functions:
cF1ðpÞ  1kcF1 iðpÞ;cF2ðpÞ  cF2 iðpÞ;
( dg12ðpÞ  1ﬃﬃkp ln k dg12 iðpÞ;dg11ðpÞ  1k dg11 iðpÞ;dg12ðpÞ  1ﬃﬃkp ln k dg12 iðpÞ;dg22ðpÞ dg22 iðpÞ:
8>>><>>: ð8Þ
The justiﬁcation of Eq. (8)1 lies in an examination of the order of
magnitude of the right-hand side of the ODE (28) of Part I, which
shows that the function cF1 in the left-hand side is of order 1k for
k? 0 when the variable p is used. That of Eq. (8)2 lies in the fact
that when b is adopted as a reference distance (as implied by the
use of the variable p), taking the limit k? 0 means letting the dis-
tance between the inner fronts 1 and 1 go to zero; these fronts then
have no more inﬂuence upon self-interactions of front 2 upon itself,
so that the function cF2 describing these self-interactions must go to
some ﬁnite limit. Finally the justiﬁcation of Eq. (8)3,4,5,6 lies in Eq.
(2) as before.
Using the changes of functions deﬁned by Eq. (8), one easily re-
writes the ODEs (28–33) of Part I, in the limit k? 0, in the follow-
ing form:
pcF1 i0 ¼ 4dg11 idg11 i0 ;
0 ¼ 2dg12 idg12 i0 þ 2dg12 idg12 i0 ;
0 ¼ cF1 idg12 i þdg11 i0dg12 i;
 p2dg11 i00 ¼ 2cF1 idg11 i;
0 ¼ cF1 idg12 i dg12 idg11 i0 ;
0 ¼ dg12 idg12 i0 þdg12 i0dg12 i:
8>>>>><>>>>>>:
ð9Þ
These ODEs are supplemented by the following conditions at the
origin, which result from Eq. (2), Eq. (36) of Part I and the changes
of functions (8):
dg12 ið0Þ ¼  12 ; dg12 i0 ð0Þ ¼ 0;dg11 ið0Þ ¼ 14 ; dg11 i0 ð0Þ ¼ 0;dg12 ið0Þ ¼  12 ; dg12 i0 ð0Þ ¼ 0;dg22 ið0Þ ¼ 14 ; dg22 i0 ð0Þ ¼ 0:
8>>><>>>:
ð10Þ
These equations can be solved analytically. Consider ﬁrst Eq. (9)2,6.
The ﬁrst implies that dg12 i 2 ¼ dg12 i 2 þ Cst: and the constant must
be zero by Eq. (10)1,5; thereforedg12 i ¼ dg12 i but the sign must be
rejected by Eq. (10)1,5, so that ﬁnallydg12 i ¼dg12 i: ð11Þ
Eq. (9)6 is then automatically satisﬁed. The intuitive meaning of the
result (11) is that interactions between fronts 1 and 2 on the one
hand, 1 and 2 on the other hand, asymptotically become equal in
the limit k? 0. Of course, this is because fronts 2 and 2 become
equally distant from front 1 in this limit.
Now consider Eq. (9)3,5. Both equations, combined with Eq. (11),
yieldcF1 i ¼ dg11 i0 : ð12Þ
Finally consider Eq. (9)1,4. Combined with Eq. (12), they yield the
single equation
pdg11 i00 ¼ 4dg11 idg11 i0 : ð13Þ
Let us show that the ODE (13), together with conditions (10)3,4,
admits the sole trivial solution
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Sincedg11 i is an even function, it sufﬁces to consider positive values
of its argument p. Let I denote the largest interval of the form [0,p0)
(p0 being ﬁnite or inﬁnite) over which dg11 i is positive. Eq. (13) im-
plies that over this interval, dg11 i0 and dg11 i00 are of opposite signs;
hence dg11 i0 2h i0 ¼ 2dg11 i0dg11 i00 6 0, which implies that dg11 i0 2 is a
non-increasing function. But this function is non-negative and van-
ishes at the origin by Eq. (10)4. Hence it must necessarily be zero
over the entire interval I . Therefore the function dg11 i must neces-
sarily be constant, equal to 14 by Eq. (10)3, over I .
Now if the upper bound p0 of the interval I were ﬁnite, the con-
tinuity of the functiondg11 i would imply that it would still take the
value 14 at this point. Therefore dg11 iðpÞ would remain positive for
values of p slightly larger than p0, so that I would not be the largest
interval over which this function is positive, contradiction. It fol-
lows that p0 is necessarily inﬁnite, and therefore thatdg11 i is neces-
sarily equal to 14 over the entire interval [0,+1).
2.4. Back to the outer problem
The ‘‘matching condition” of identity of values of the functiondg11 oðqÞ  bgðqÞ at the origin and the function dg11 iðpÞ at inﬁnity al-
lows to supplement Eqs. (5)2,3 and (7) of the outer problem with
the condition
bgð0Þ ¼ 1
4
: ð15Þ
It is unfortunately impossible to determine the value of bg 0ð0Þ from
some similar matching condition (This symbol is to be interpreted
as a right-hand derivative in the sequel). The difﬁculty is that the
derivatives of the functions bgðqÞ anddg11 iðpÞ are connected through
the relation bg 0ðqÞ ¼ 1kdg11 i0ðpÞ; in the limit k? 0, dg11 i0ðþ1Þ is zero
but 1k is inﬁnite, so that the value of the product remains
indeterminate.
It so happens, however, that the value of bg 0ð0Þ can be deduced
from Eqs. (5)2,3, (7) and (15) themselves. Assume ﬁrst that bg 0ð0Þ
is non-negative. By Eqs. (7) and (15), bg 00 is positive in some neigh-
borhood of the origin. Hence bg 0 is an increasing function in this
neighborhood, and since bg 0ð0ÞP 0, bg 0 is positive for small, positive
values of q. This implies that the function bg increases beyond its
initial value of 14 for such values of q. Since it goes to zero at inﬁnity
by Eq. (5)2, it must have a maximum at some point in the interval
(0,+1). Let q0 denote the smallest such point; then bgðq0Þ > 0 andbg 00ðq0Þ 6 0. But these inequalities are incompatible with the ODE
(7), contradiction.
Hence bg 0ð0Þ must be negative. Assume that it is ﬁnite. By Eq.
(15),
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
4 4bg2 þ bg 02q goes to the limit jbg 0ð0Þj for q? 0. Therefore,
for small values of q, the ODE (7) asymptotically readsbg 00ðqÞ  jbg 0ð0Þj=q, and it follows that bg 0ðqÞ  jbg 0ð0Þj ln q. But this im-
plies that bg 0 diverges to inﬁnity in the limit q? 0, which again con-
tradicts the hypothesis made. Hence the only possibility left for the
value of bg 0ð0Þ isbg 0ð0Þ ¼ 1: ð16Þ
Note that this relation perfectly illustrates the presence of a bound-
ary layer near the origin of Fourier’s space in the limit k? 0; indeed
in the absence of such a layer, bg 0ð0Þ would necessarily be zero,dg11 0ð0Þ being zero for all nonzero values of k.
3. Results for the Fourier transforms of the components of the
fundamental kernel
To determine the function bg over the interval [0,+1) by the
same numerical method as in Part I, it is necessary to ﬁrst studyits asymptotic behavior for q? +1. This is done in Appendix B,
and the result reads
bgðqÞ ¼ c e2qﬃﬃﬃ
q
p 1 3
16q
þ O 1
q2
 	 

for q! þ1; ð17Þ
where c is an unknown constant.
The function bg is then determined over the interval [0,+1), or
rather some interval [qmin,qmax] with 0 < qmin 1 qmax, by
numerically solving the ODE (7) together with condition (15). Just
like in Part I, Runge–Kutta’s method of order 4 is used for backward
numerical integration, and Newton’s method is used to adjust the
value of the constant c so as to match the required value of bgð0Þ.
Once the function bg is known (together with its derivative), the
function bF is easily deduced from Eq. (6).
Figs. 3 and 4 show the results obtained. The graph of the functionbg may be observed to have an inﬁnitely negative slope at the origin,
as requiredbyEq. (16). Another remarkable feature is thedivergence
of the function bF . The tendency of the functioncF1 to take larger val-
ues near the origin for small values of k could already be observed in
Fig. 8 of Part I, but becomes much more dramatic in the limit k? 0
envisaged here: indeed for all nonzero values of k, cF1 goes down to
zero at the origin, but in the limit k? 0, bF goes to inﬁnity.
These numerical results may be nicely supplemented by deter-
mining the asymptotic behavior of the functions bF and bg near the
origin, the usefulness of which will appear below. To determine
that of bg , one may asymptotically replace ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ14 4bg2 þ bg 02q =jqj by
bg 0=q in Eq. (7), since in the limit q? 0, bg goes to 14 whereas bg 0 be-
comes inﬁnitely negative or positive, according to whether q is po-
sitive or negative. One thus gets the simpliﬁed model ODE
eg 00 ¼ 4 egeg 0
q
; ð18Þ
the solution of which is denoted eg to clearly distinguish it from that
of the real ODE (7), bg . To solve Eq. (18), rewrite it in the form
qeg 00 ¼ ðqeg 0Þ0  eg 0 ¼ 4egeg 0 ) qeg 0  eg ¼ 2eg2 þ Cst:
But qeg 0 must go to zero in the limit q? 0; indeed if it went to some
nonzero limit, eg 0 would behave like some constant times 1q, and eg
would diverge logarithmically instead of going to the limit 14. Thus,
taking the limit q? 0 in the preceding equation, one gets
Cst: ¼ egð0Þ þ 2eg2ð0Þ ¼  18 so that
qeg 0 ¼ eg  2eg2  1
8
¼ 2 eg  1
4
 2
:
Integration of this ODE through separation of variables is trivial and
leads to
egðqÞ ¼ 1
4
þ 1
2 lnðjqjÞ þ Cst: : ð19Þ
This is only the solution of the model ODE (18), of course. But the
right-hand side is of the form 14þ 12 lnðjqjÞ þ O 1ln2ðjqjÞ
 
for q? 0, and
one may check that the formula
bgðqÞ ¼ 1
4
þ 1
2 lnðjqjÞ þ O
1
ln2ðjqjÞ
 !
for q! 0 ð20Þ
does deﬁne a rigorous asymptotic solution of the true ODE (7) sat-
isfying the necessary conditions (15) and (16). The asymptotic for-
mula for the function bF then easily follows from Eq. (6):
bF ðqÞ ¼ 1
2qln2ðjqjÞ
þ O 1
qln3ðjqjÞ
 !
for q! 0: ð21Þ
Eq. (20) implies that for q? 0, the function bg goes extremely slowly
(like the inverse of ln (jqj)) to its limit of 14. This will bear important
Fig. 3. The function bFðqÞ.
Fig. 4. The function bgðqÞ.
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mental kernel at large distances.
4. Back to the physical space
4.1. Expression of the perturbation of the stress intensity factors
We shall now provide the ﬁnal expression of the perturbation
of the SIFs on the inner fronts resulting from some arbitrary per-
turbation of these fronts, in the case of a small distance 2a be-
tween them or a large distance 2b between the outer fronts.The wavelength of the perturbation of the inner fronts is assumed
to be comparable to a, which therefore represents the reference
distance to be adopted. Thus the functions to be used are those
of the outer problem, and the inﬂuence of the outer fronts
vanishes.
It is then possible to adopt somewhat more natural notations
forgetting about the outer fronts, by ascribing upper symbols +
and  to the inner fronts instead of lower symbols 1 and 1. Thus
Eq. (8) of Part I will be used with the notations d+(z) and d(z) in-
stead of d1(z) and d1ðzÞ, and C+(z) and C(z) instead of C1(z) and
C1ðzÞ.
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lem, given in Section 2.2 in Fourier’s space, to the physical space. It
is recalled that for any nonzero value of k,
 the functions cF1ðpÞ and dg11ðpÞ are respectively the odd indeﬁ-
nite integral of the Fourier transform of the function f1(u) and
the Fourier transform of the function g11ðuÞ, so that f1(u) and
g11ðuÞ are the inverse Fourier transforms of cF1 0ðpÞ and dg11ðpÞ;
 the functions cF1 oðqÞ  bFðqÞ and dg11 oðqÞ  bgðqÞ are related tocF1ðpÞ and dg11ðpÞ through Eq. (3)1,4.
It is thus natural to deﬁne, for any nonzero value of k,
 a function f o1 ðvÞ  f ðvÞ as the inverse Fourier transform of bF 0ðqÞ;
 a function go11ðvÞ  gðvÞ as the inverse Fourier transform ofbgðqÞ.
These functions depend on k, and what we are interested in is
their limits (again denoted f(v) and g(v)) for k? 0.
To relate the outer functions f(v), g(v) to the original functions
f1(u), g11ðuÞ (the components of the fundamental kernel) for any
nonzero value of k, it sufﬁces to note that by what precedes and
the relations (1) connecting u and v plus p and q,
f ðvÞ ¼ 1
2p
Z þ1
1
bF 0ðqÞeiqvdq ¼ 1
2p
Z þ1
1
cF1 0ðpÞeipudp
¼ f1ðuÞ ðk– 0Þ; ð22Þ
gðvÞ ¼ 1
2p
Z þ1
1
bgðqÞeiqvdq ¼ 1
2p
Z þ1
1
k2dg11ðpÞeipudp
¼ k2g11ðuÞ ðk– 0Þ: ð23Þ
Using these results in Eq. (8) of Part I and taking then the limit k? 0
(which implies in particular discarding terms pertaining to the out-
er fronts), one gets
dKðzÞ ¼ CðzÞdðzÞ þ PV
Z þ1
1
f
z z0
a
 
Kðz0Þ d
ðz0Þ  dðzÞ
z0  zð Þ2
dz0
þ
Z þ1
1
g
z z0
a
 
Kðz0Þdðz0Þdz
0
a2
: ð24Þ
This expression applies to any loading consisting only of prescribed
forces. The quantities C±(z) depend on the loading but the functions
f(v) and g(v) do not.
The case of a loading consisting of a uniform tensile stress ap-
plied at inﬁnity is of special interest. For such a loading the unper-
turbed SIFs K±(z)  K and the quantities C±(z) are given by Eqs. (11)1
and (15)1 of Part I. Dividing then Eq. (24) by K and using the
asymptotic expressions of the elliptic integrals E
0
and K
0
for k? 0
provided by Gradshteyn and Ryzhik (1980), one gets
dKðzÞ
K
¼ d
ðzÞ
4a
þ PV
Z þ1
1
f
z z0
a
 
dðz0Þ  dðzÞ
ðz0  zÞ2
dz0
þ
Z þ1
1
g
z z0
a
 
dðz0Þ dz
0
a2
: ð25Þ
This expression is similar to that for a single tensile slit-crack
(Leblond et al., 1996), with different functions f(v) and g(v). It will
serve as a basis in a future study of the deformation of the fronts
during coalescence of the cracks.
4.2. Expressions of the components of the fundamental kernel
It is now necessary to provide expressions of the functions f and
g allowing for their numerical calculation. The following difﬁculty
arises here. What we are interested in is the limit of these func-
tions for k? 0, but unfortunately Eqs. (22) and (23) have beenestablished for k– 0, and it is not a priori clear that they still apply
in this limit. In fact, it is obvious that Eq. (22) does not, since for
v = 0 for instance, the integral
Rþ1
1
bF 0ðqÞdq is meaningless, bF 0 behav-
ing like 1
q2ln2ðjqjÞ for q? 0 by Eq. (21).
It becomes momentarily necessary to distinguish between the
values f(k;v) and bFðk; qÞ of the functions f and bF for k– 0 and their
limits f(0;v) and bFð0; qÞ for k? 0.With these notations, Eq. (22)1
implies, since the function bF 0 is even, that
f ðk;vÞ ¼ 1
2p
Z þ1
1
bF 0ðk; qÞeiqv dq ¼ 1
p
Z þ1
0
bF 0ðk; qÞ cosðqvÞdq
¼ 1
p
Z 
0
bF 0ðk; qÞ cosðqvÞdqþ Z þ1

bF 0ðk; qÞ cosðqvÞdq	 

¼ 1
p
bF ðk; Þ þ Z 
0
bF 0ðk; qÞðcosðqvÞ  1Þdq	
þ
Z þ1

bF 0ðk; qÞ cosðqvÞdq
;
where  denotes an arbitrary positive number; use has been made
here of the fact that the function bFðk; qÞ  cF1ðk;pÞ vanishes at the
origin for all nonzero values of k. Now for ﬁxed  > 0 and k? 0:
 bFðk; Þ goes to bFð0; Þ;
 R 0 bF 0ðk; qÞðcosðqvÞ  1Þdq is O(), since bF 0ð0; qÞðcosðqvÞ  1Þ is
O 1
ln2ðjqjÞ
 
for q? 0 by Eq. (21);
 Rþ1 bF 0ðk; qÞ cosðqvÞdq goes to Rþ1 bF 0ð0; qÞ cosðqvÞdq, since the
boundary layer is located around the origin, outside of the inter-
val [, +1).
Therefore, in this limit,
f ð0; vÞ ¼ 1
p
bF ð0; Þ þ OðÞ þ Z þ1

bF 0ð0; qÞ cosðqvÞdq	 
:
Taking now the limit ? 0 in this expression and coming back to
the original notations discarding indications of dependence upon
k, one gets
f ðvÞ ¼ 1
p
FP
Z þ1
0
bF 0ðqÞ cosðqvÞdq
 1
p
lim
!0
bFðÞ þ Z þ1

bF 0ðqÞ cosðqvÞdq	 
; ð26Þ
the symbol FP here denotes the ﬁnite part of an integral in the sense
of Hadamard. This equation shows that f(v) is the inverse Fourier
transform of bF 0ðqÞ after all, but in some generalized sense.
Eq. (26) does provide an explicit expression of the function f, but
the presence of the FP makes it unﬁt for the numerical calculation
of this function. A more convenient expression may be found
through integration by parts, using the function bF  12 (which van-
ishes at inﬁnity by Eq. (5)1) as an indeﬁnite integral of bF 0:
f ðvÞ ¼ 1
p
lim
!0
bFðÞ  bF ðÞ  1
2
 
cosðvÞ þ
Z þ1

ðbFðqÞ  1
2
Þv sinðqvÞdq
	 

¼ 1
p
lim
!0
cosðvÞ
2
þ bF ðÞð1 cosðvÞÞ þ v Z þ1

bF ðqÞ  1
2
 
sinðqvÞdq
	 

:
Now in the limit ? 0, cos (v) becomes unity, bFðÞð1 cosðvÞÞ
goes to zero by Eq. (21), and
Rþ1

bFðqÞ  12  sinðqvÞdq goes toRþ1
0
bFðqÞ  12  sinðqvÞdq, again by Eq. (21). It follows that
f ðvÞ ¼ 1
2p
þ v
p
Z þ1
0
bFðqÞ  1
2
 
sinðqvÞdq; ð27Þ
where the integral is convergent in the usual sense and therefore ﬁt
for numerical integration.
Similar difﬁculties do not arise for the function g, since the in-
verse Fourier transform of the function bg exists in the ordinary
sense even for k? 0, this function being continuous at the origin
3510 L. Legrand, J.B. Leblond / International Journal of Solids and Structures 47 (2010) 3504–3512and zero at inﬁnity. Eq. (23)1 thus still applies in this limit and
yields, since the function bg is even:
gðvÞ ¼ 1
p
Z þ1
0
bgðqÞ cosðqvÞdq: ð28Þ
4.3. Results for the components of the fundamental kernel
Figs. 5 and 6 show graphs of the functions f and g obtained
through numerical calculation of the integrals in Eqs. (27) and (28).
Again, these numerical results may be nicely supplemented by
determining the asymptotic behavior of the functions f and g near
inﬁnity, which is governed by that of the functions bF and bg near the
origin. Consider the function f for instance. Deﬁne the following
change of function for q > 0:
bF ðqÞ  1
2

bhðqÞ
qln2q
;
the function bh is regular at the origin and takes the value 1/2 there
by Eq. (21). Then, by Eq. (27),
f ðvÞ ¼ 1
2p
þ v
p
Z þ1
0
bhðqÞ
qln2q
sinðqvÞdq:
(The double pole at q = 1 in the integrand here is only apparent
since
bhðqÞ
qln2q
¼ bFðqÞ  12 which is a perfectly regular function at these
points). Assume that v > 0 and use the change of variable qv  q0;
the preceding equation becomes
f ðvÞ ¼ 1
2p
þ v
p
Z þ1
0
bhðq0=vÞ
ln2ðq0=vÞ
sin q0
q0
dq0
¼ 1
2pþ
v
pln2v
Z þ1
0
bh q0v
 
ln2v
ln2ðq0=vÞ
sinq0
q0
dq0:
For every q0 > 0, in the limit v? +1, bhðq0=vÞ goes to bhð0Þ ¼ 12 and
ln2v
ln2ðq0=vÞ goes to unity, so that
Rþ1
0
bh q0v  ln2vln2ðq0=vÞ sin q0q0 dq0 goes to
1
2
Rþ1
0
sin q0
q0 dq
0 ¼ p4. ThereforeFig. 5. The funf ðvÞ  1
2p
þ v
4ln2v
 v
4ln2v
for v ! þ1:
Since the function f is even by Eq. (27), it follows that
f ðvÞ  jvj
4ln2ðjv jÞ
for v ! 1: ð29Þ
A similar reasoning for the function g shows that
gðvÞ  1
4jv jln2ðjvjÞ
for v ! 1: ð30Þ5. Concluding remarks
This paper was devoted to the study of the slight in-plane per-
turbation of a pair of coplanar semi-inﬁnite tensile cracks with par-
allel fronts. It was based on a preliminary study of a system of
identical tensile slit-cracks; a technique of matched asymptotic
expansions was applied to the results of this prior study to let
the distance between the inner fronts go to zero, or equivalently
that between the outer fronts go to inﬁnity.
The most remarkable results, Eqs. (29) and (30), pertain to the
asymptotic behavior at inﬁnity of the components of the FK, which
characterize the effect of a perturbation of a front upon the distri-
bution of the SIFs on the same front and the other one, that is in
short, ‘‘interactions” between fronts. Two comments are in order
here.
First, Eqs. (29) and (30) show that the functions f(v)/v2 and g(v)
which, by Eq. (24), depict interactions between identical or distinct
fronts respectively, behave similarly at inﬁnity. In other words, at
large distances, a small perturbation of one of the crack fronts gen-
erates identical perturbations of the SIFs on the two fronts. For a
unique slit-crack, the same phenomenon was observed for mode
I loadings, as considered here (Leblond et al., 1996), but not for
general mixed mode loadings (Lazarus and Leblond, 2002a,b).
Second, and more importantly, this work, combined with
previous ones, shows that although interactions between identical
or distinct fronts always decrease at large distances, the quick-
ness of the decrease highly depends on the cracked geometryction f(v).
Fig. 6. The function g(v).
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of the perturbation of the front and the point of observation of
the perturbation of the SIFs:
 for a semi-inﬁnite crack loaded in mode I (Rice, 1985) or in
mixed mode (Gao and Rice, 1986), interactions decrease like 1
d2
;
 for a single slit-crack in mode I (Leblond et al., 1996) or in mixed
mode (Lazarus and Leblond, 2002a; Lazarus and Leblond,
2002b), they decrease more quickly, like 1
d3
;
 for a pair of coplanar semi-inﬁnite cracks loaded in mode I, they
decrease much more slowly, like 1
dln2d
.2 This very slow decrease is
bound to have important consequences on the deformation of the
fronts during their propagation leading to the ﬁnal coalescence of
the cracks, to be studied in a future paper (Legrand and Leblond,
2010).
Appendix A. The sign of the function bF
We shall show here that the sign of the function bFðqÞ is identical
to that of q. The proof will be provided for positive values of q, the
conclusion for negative ones resulting then from the fact that bF is
an odd function.
In a ﬁrst step, we rewrite the system (4) in the form
qbF 0 ¼ 4bgbg 0;
bg 00 ¼ 4bg 1þ bFq :
8><>: ðA:1Þ
Near inﬁnity, the term bFq in the right-hand side of Eq. (A.1)2 becomes
negligible since bF remains ﬁnite by Eq. (5)1. This ODE thus asymp-
totically becomes bg 00  4bg . The solution is a linear combination of
the two exponentials e2q and e2q, but the former is ruled out by
Eq. (5)2,3. Thus bg asymptotically behaves like e2q, which implies
that the signs of bg and bg 0 are opposite near inﬁnity. Eq. (A.1)1 then
implies that bF 0 is negative near inﬁnity. By Eq. (5)1, this implies that
the function bF asymptotically decreases toward the value 12.2 Note that the exponent of d here is just negative enough to ensure, with the
additional logarithmic term, convergence of the integrals in Eqs. (24) and (25).Now assume that the function bF becomes zero at some point in
the interval (0,+1). Let p0 denote the largest such point. It then fol-
lows from the asymptotic decrease of the function bF toward 12 that it
musthaveamaximumin the interval (p0,+1), say atp1. The functionbF 0 vanishes at p1, and the function bF is positive over the interval
[p1,+1). It then follows from Eq. (A.1)2 that the signs of bg and bg 00
are identical over the interval [p1,+1). Therefore ðbgbg 0Þ0 ¼bgbg 00 þ bg 02 P 0 over this interval, which implies that bgbg 0 is a
non-decreasing function. Since bgbg 0 < 0near inﬁnity, this necessarily
remains true over the entire interval [p1,+1). Hence neither bg nor bg 0
may vanish over it; by Eq. (A.1)1, the same is true of bF 0. Hence this
function cannot be zero at the point p1, contradiction.
Hence the function bF cannot vanish over the interval (0,+1).
Thus it must have a constant sign, and this sign is positive by Eq.
(5)1. This concludes the proof.Appendix B.Asymptotic behavior of the function bg near inﬁnity
It has already been noted in Appendix A that the function bg be-
haves like e2q in the limit q? +1, but more accurate information
on its asymptotic behavior is now needed.
Eq. (7) asymptotically reads
bg 00bg ¼ bg 0bg
 0
þ bg 0bg
 2
¼ 4þ 2
q
þ Oðe4q=qÞ for q! þ1:
Expanding then bg 0=bg in powers of 1q and identifying terms, one ﬁnds
that
bg 0bg ¼ 2 12qþ 316q2 þ O 1q3
 
;
and Eq. (17) follows from there through integration.References
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