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Initial traces and solvability of Cauchy problem
to a semilinear parabolic system
Yohei Fujishima and Kazuhiro Ishige
Abstract
Let (u, v) be a solution to a semilinear parabolic system
(P)


∂tu = D1∆u+ v
p in RN × (0, T ),
∂tv = D2∆v + u
q in RN × (0, T ),
u, v ≥ 0 in RN × (0, T ),
(u(·, 0), v(·, 0)) = (µ, ν) in RN ,
where N ≥ 1, T > 0, D1 > 0, D2 > 0, 0 < p ≤ q with pq > 1 and (µ, ν) is a pair of
Radon measures or nonnegative measurable functions in RN . In this paper we study
qualitative properties of the initial trace of the solution (u, v) and obtain necessary
conditions on the initial data (µ, ν) for the existence of solutions to problem (P).
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1 Introduction
Consider a semilinear parabolic system

∂tu = D1∆u+ v
p in RN × (0, T ),
∂tv = D2∆v + u
q in RN × (0, T ),
u, v ≥ 0 in RN × (0, T ),
(1.1)
where N ≥ 1, T > 0, D1 > 0, D2 > 0 and 0 < p ≤ q with pq > 1. Parabolic system (1.1)
is one of the simplest parabolic systems and it is an example of reaction-diffusion systems
describing heat propagation in a two component combustible mixture. It has been studied
extensively in many papers from various points of view, see e.g. [3, 12, 13, 14, 21, 24,
26, 28, 30]. See also [27, Chapter 32] and references therein. In this paper we prove the
existence and the uniqueness of the initial trace of a solution (u, v) to parabolic system (1.1)
and study qualitative properties of the initial traces. Furthermore, we obtain necessary
conditions on the existence of the solutions to problem (1.1) with
(u(·, 0), v(·, 0)) = (µ, ν) in RN , (1.2)
where (µ, ν) is a pair of (nonnegative) Radon measures or nonnegative measurable func-
tions in RN .
The study of the initial traces of the solutions to parabolic equations is a classical
subject and it has been investigated for various parabolic equations, for example, the heat
equation (see [4, 29]), the porous medium equation (see [5, 7, 17]), the parabolic p-Laplace
equation (see [10, 11]), the doubly nonlinear parabolic equation (see [20, 22, 32]), the
fractional diffusion equation (see [9]), the Finsler heat equation (see [1]) and parabolic
equations with nonlinear terms (see e.g. [2, 6, 8, 18, 19, 25, 31]). For the semilinear heat
equation {
∂tu = ∆u+ u
p in RN × (0, T ),
u ≥ 0 in RN × (0, T ), (1.3)
where p > 1 and T > 0, by [18] we have:
(1) Let u be a solution to (1.3) for some T > 0. Then there exists a unique (nonnegative)
Radon measure µ in RN as the initial trace of u, that is,
ess lim
t→+0
∫
RN
u(x, t)ϕ(x) dx =
∫
RN
ϕ(x) dµ(x)
for all ϕ ∈ C0(RN ). Furthermore, there exists a positive constant γ∗ depending only
on N and p such that
sup
x∈RN
µ(B(x, σ)) ≤ γ∗ σN−
2
p−1 (1.4)
for 0 < σ ≤ T 12 . In particular, in the case of p = 1 + 2/N ,
sup
x∈RN
µ(B(x, σ)) ≤ γ∗
[
log
(
e+
T
1
2
σ
)]−N
2
(1.5)
holds for 0 < σ ≤ T 12 .
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(2) Let u be a solution to (1.3) for some T > 0. Let µ be a (nonnegative) Radon measure
in RN . Then µ is the initial trace of u if and only if u is a solution to (1.3) with
u(·, 0) = µ in RN . (1.6)
See also [2] and [6]. Estimates (1.4) and (1.5) give optimal necessary conditions on the
existence of solutions to problem (1.3) with (1.6) (see [18, Theorems 1.3, 1.4 and 1.5]).
Compared with semilinear parabolic equation (1.3), much less is known about necessary
conditions on the existence of solutions to semilinear parabolic systems and there are no
results corresponding to assertions (1) and (2) for parabolic system (1.1) even for the case
of D1 = D2.
In this paper we obtain necessary conditions on the existence of solutions to semilinear
parabolic system (1.1) by being divided into the the following six cases (see Figure 1):
(A)
q + 1
pq − 1 <
N
2
;
(B)
q + 1
pq − 1 =
N
2
and p < q; (C)
q + 1
pq − 1 =
N
2
and p = q;
(D)
q + 1
pq − 1 >
N
2
and q > 1 +
2
N
; (E)
q + 1
pq − 1 >
N
2
and q = 1 +
2
N
;
(F)
q + 1
pq − 1 >
N
2
and q < 1 +
2
N
.
p
q
O
p = q
1 + 2
N q + 1
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N
2
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1 + 2
N
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Figure 1
Our necessary conditions in cases (A), (C) and (F) can be regarded as generalizations
of the necessary conditions on the existence of solutions to problem (1.3) in the cases
p > 1 + 2/N , p = 1 + 2/N and 1 < p < 1 + 2/N , respectively. On the other hand, our
necessary conditions in cases (B), (D) and (E) are specific to parabolic systems.
3
We formulate the definition of the solution to (1.1). For any Radon measure µ in RN ,
we set
[S(t)µ](x) :=
∫
RN
G(x− y, t) dµ(y), where G(x, t) = (4πt)−N2 exp
(
−|x|
2
4t
)
. (1.7)
We also write
[S(t)µ](x) =
∫
RN
G(x− y, t)µ(y) dy
if µ is a nonnegative measurable function in RN . Then S(t)µ is the unique solution to the
heat equation ∂tu = ∆u in R
N × (0,∞) with u(0) = µ under a suitable growth condition
on the solution at the space infinity.
Definition 1.1 Let 0 < T ≤ ∞ and let (u, v) be a pair of nonnegative measurable functions
in RN × (0, T ).
(i) We say that (u, v) is a solution to (1.1) in RN × (0, T ) if u(x, t) <∞, v(x, t) <∞ and
u(x, t) = [S(D1(t− τ))u(τ)](x) +
∫ t
τ
[S1(D1(t− s))v(s)p](x) ds,
v(x, t) = [S(D2(t− τ))v(τ)](x) +
∫ t
τ
[S1(D2(t− s))u(s)q](x) ds,
for almost all x ∈ RN and 0 < τ < t < T .
(ii) Let µ and ν be Radon measures in RN . We say that (u, v) is a solution to (1.1) with
(1.2) in RN × (0, T ) if u(x, t) <∞, v(x, t) <∞ and
u(x, t) = [S(D1(t))µ](x) +
∫ t
0
[S1(D1(t− s))v(s)p](x) ds,
v(x, t) = [S(D2(t))ν](x) +
∫ t
0
[S1(D2(t− s))u(s)q](x) ds,
for almost all x ∈ RN and 0 < t < T .
Remark 1.1 Let (u, v) be a solution to (1.1) with (1.2) in RN × (0, T ) in the sense of
Definition 1.1 (ii), where T > 0. Then it follows from Fubini’s theorem that (u, v) is a
solution to (1.1) in RN × (0, T ) in the sense of Definition 1.1 (i).
We are ready to state the main results of this paper. Theorem 1.1 shows the existence
and the uniqueness of the initial trace of a solution to (1.1) and gives an upper estimate
of the strength of the singularity of the initial trace.
Theorem 1.1 Let N ≥ 1, D1 > 0, D2 > 0, 0 < p ≤ q with pq > 1 and T > 0. Let (u, v)
be a solution to (1.1) in RN × (0, T ). Then there exists a unique pair of Radon measures
(µ, ν) such that
ess lim
t→+0
∫
RN
u(y, t)φ(y) dy =
∫
RN
φ(y) dµ(y),
ess lim
t→+0
∫
RN
v(y, t)φ(y) dy =
∫
RN
φ(y) dν(y),
(1.8)
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for all φ ∈ C0(RN ). Furthermore, there exists a positive constant γ depending only on N ,
D1, D2, p and q such that
sup
x∈RN
µ(B(x, σ)) ≤ γσN−
2(p+1)
pq−1 , sup
x∈RN
ν(B(x, σ)) ≤ γσN−
2(q+1)
pq−1 , (1.9)
for 0 < σ ≤ T 12 .
Remark 1.2 In case (F), it follows from p ≤ q and q < 1 + 2/N that
p+ 1
pq − 1 −
N
2
>
p+ 1
pq − 1 −
1
q − 1 =
(p+ 1)(q − 1)− (pq − 1)
(pq − 1)(q − 1) =
q − p
(pq − 1)(q − 1) ≥ 0.
Then we see that the functions
(0,∞) ∋ σ 7→ σN−
2(p+1)
pq−1 and (0,∞) ∋ σ 7→ σN−
2(q+1)
pq−1
are monotonically decreasing. This implies that estimate (1.9) is equivalent to
sup
x∈RN
µ(B(x, T
1
2 )) ≤ γT N2 − p+1pq−1 , sup
x∈RN
ν(B(x, T
1
2 )) ≤ γT N2 − q+1pq−1 .
As an application of Theorem 1.1, we obtain the following result, which corresponds to
assertion (2).
Theorem 1.2 Assume the same conditions as in Theorem 1.1. Let µ and ν be Radon
measures in RN and 0 < T ≤ ∞.
(i) Let (u, v) be a solution to (1.1) with (1.2) in RN × (0, T ). Then (1.8) holds.
(ii) Let (u, v) be a solution to (1.1) in RN × (0, T ). Assume (1.8). Then (u, v) is a
solution to (1.1) with (1.2) in RN × (0, T ).
In Theorem 1.3 we improve estimate (1.9) in cases (B), (C), (D) and (E).
Theorem 1.3 Assume the same conditions as in Theorem 1.1. Let (µ, ν) be a pair of
Radon measures in RN satisfying (1.8).
(1) Consider case (B). Then there exists γB > 0 such that
sup
x∈RN
∫ σ
0
τ−1
[
µ(B(x, τ))
τ
N− 2(p+1)
pq−1
]q
dτ + sup
x∈RN
ν(B(x, σ)) ≤ γB
[
log
(
e+
T
1
2
σ
)]− 1
pq−1
for 0 < σ ≤ T 12 .
(2) Consider case (C). Then there exists γC > 0 such that
sup
x∈RN
µ(B(x, σ)) + sup
x∈RN
ν(B(x, σ)) ≤ γC
[
log
(
e+
T
1
2
σ
)]−N
2
for 0 < σ ≤ T 12 .
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(3) Consider case (D). Then there exists γD > 0 such that
sup
x∈RN
∫ T 12
0
τ−1
[
µ(B(x, τ))
τ
N−N+2
q
]q
dτ + sup
x∈RN
ν(B(x, T
1
2 )) ≤ γDT
N
2
− q+1
pq−1
for 0 < σ ≤ T 12 .
(4) Consider case (E). Then there exists γE > 0 such that
sup
x∈RN
∫ T 12
0
τ−1µ(B(x, τ))q dτ + sup
x∈RN
ν(B(x, T
1
2 )) ≤ γET
N
2
− q+1
pq−1
for 0 < σ ≤ T 12 .
Here the constants γB, γC , γD and γE depend only on N , D1, D2, p and q.
As corollaries of our theorems, we obtain the following results, which show the validity of
estimate (1.9) and Theorem 1.3. Note that Corollary 1.1 has been already proved in [13]
for D1 = D2 and in [14] for D1 6= D2.
Corollary 1.1 Let N ≥ 1, 0 < p ≤ q with pq > 1. Assume that
q + 1
pq − 1 ≥
N
2
. (1.10)
Then problem (1.1) possesses no global-in-time nontrivial solutions.
Remark 1.3 Let N ≥ 1 and 0 < p ≤ q with pq > 1. Then (1.10) is an optimal condition
for the nonexistence of global-in-time nontrivial solutions to (1.1). Indeed, if
q + 1
pq − 1 <
N
2
,
then problem (1.1) possesses a global-in-time positive solution. See [13] and [14].
Corollary 1.2 Let N ≥ 1 and 0 < p ≤ q with pq > 1.
(a) Consider case (A). Let (µ, ν) be a pair of nonnegative measurable functions in RN
such that
µ(x) ≥ ca,1|x|−
2(p+1)
pq−1 , ν(x) ≥ ca,2|x|−
2(q+1)
pq−1 , (1.11)
in a neighborhood of 0, where ca,1, ca,2 > 0. Then problem (1.1) with (1.2) possesses
no local-in-time solutions if either ca,1 or ca,2 is sufficiently large.
(b) Consider case (B). Let (µ, ν) be a pair of nonnegative measurable functions in RN
such that
µ(x) ≥ cb,1|x|−
2(p+1)
pq−1 | log |x||− ppq−1 , ν(x) ≥ cb,2|x|−N | log |x||−
1
pq−1
−1, (1.12)
in a neighborhood of 0, where cb,1, cb,2 > 0. Then problem (1.1) with (1.2) possesses
no local-in-time solutions if either cb,1 or cb,2 is sufficiently large.
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(c) Consider case (C). Let (µ, ν) be a pair of nonnegative measurable functions in RN
such that
µ(x) ≥ cc,1|x|−N | log |x||−
N
2
−1, ν(x) ≥ cc,2|x|−N | log |x||−
N
2
−1, (1.13)
in a neighborhood of 0, where cc,1, cc,2 > 0. Then problem (1.1) with (1.2) possesses
no local-in-time solutions if either cc,1 or cc,2 is sufficiently large.
(d) Consider case (D). Let µ be a nonnegative measurable function in RN such that
µ(x) ≥ |x|−N+2q h1(|x|) (1.14)
in a neighborhood of 0. Here h1 is a positive continuous function in (0, 1] such that
s−ǫh(s) is monotonically decreasing in (0, δ) for some ǫ > 0 and δ > 0. Let ν be a
Radon measure in RN . Assume either∫ 1
0
τ−1h1(τ)q dτ =∞ or sup
x∈RN
ν(B(x, 1)) =∞. (1.15)
Then problem (1.1) with (1.2) possesses no local-in-time solutions.
(e) Consider case (E). Let µ be a nonnegative measurable function in RN such that
µ(x) ≥ |x|−Nh2(|x|) (1.16)
in a neighborhood of 0, where h2 is a positive continuous function in (0, 1]. Let ν be
a Radon measure in RN . Assume either∫ 1
0
[∫ r
0
τ−1h2(τ) dτ
]q
r−1 dr =∞ or sup
x∈RN
ν(B(x, 1)) =∞.
Then problem (1.1) with (1.2) possesses no local-in-time solutions.
(f) Consider case (F). Let (µ, ν) be a pair of Radon measures in RN . Then problem (1.1)
with (1.2) possesses no local-in-time solutions if either
sup
x∈RN
µ(B(x, 1)) =∞ or sup
x∈RN
ν(B(x, 1)) =∞.
Corollary 1.2 actually gives optimal conditions for the nonexistence of local-in-time solu-
tions to problem (1.1) with (1.2). Indeed, in case (A), if
0 ≤ µ(x) ≤ c′a,1|x|−
2(p+1)
pq−1 and 0 ≤ ν(x) ≤ c′a,1|x|−
2(q+1)
pq−1 in RN
hold with sufficiently small positive constants c′a,1 and c
′
a,2, then problem (1.1) with (1.2)
possesses a global-in-time solution (see [21, Corollaries 3.1 and 3.2]). Similar results also
hold in the other cases (B), (C), (D), (E) and (F). See a forthcoming paper [16].
The rest of this paper is organized as follows. In Section 2 we recall some properties
of the Gauss kernel and prove some preliminary lemmas. In Section 3 we modify the
arguments in [13] to prove Theorem 1.1. In Section 4 we follow the arguments in [18]
to prove Theorem 1.2. In Sections 5, 6 and 7 we develop the arguments in [18] to prove
Theorem 1.3. The proof of Theorem 1.3 requires more delicate arguments than those in
[18]. Section 8 is devoted to the proofs of Corollaries 1.1 and 1.2.
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2 Preliminary lemmas
In this section we recall some properties of S(t)µ and prove some preliminary lemmas.
Throughout this paper, by the letter C we denote generic positive constants depending
only on N , D1, D2, p and q, and they may have different values also within the same line.
It follows from (1.7) that ∫
RN
G(x, t) dx = 1.
Then Jensen’s inequality implies that
[S(t)µ](x) =
∫
RN
G(x− y, t)µ(y) dy
≤
(∫
RN
G(x− y, t)µ(y)α dy
) 1
α
= [S(t)µα](x)
1
α , x ∈ RN , t > 0,
(2.1)
for any α ≥ 1. On the other hand, since G = G(x, t) satisfies
G(x, t) =
∫
RN
G(x− y, t− s)G(y, s)dy, x, y ∈ RN , 0 < s < t, (2.2)
we find
[S(t)µ](x) = [S(t− s)(S(s)µ)](x), x ∈ RN , 0 < s < t.
Furthermore, we have the following lemmas.
Lemma 2.1 (i) Let µ ∈ L1loc(RN ) be nonnegative in RN . Then there exists C > 0
depending only on N such that∫
B(0,ρ)
G(x− y, t)µ(y) dy ≥ CG
(
x,
t
2
)∫
B(0,ρ)
µ(y) dy
for x ∈ RN , ρ > 0 and t ≥ ρ2.
(ii) Let µ be a Radon measure in RN . Then∫
B(0,ρ)
G(x− y, t) dµ(y) ≥ CG
(
x,
t
2
)∫
B(0,ρ)
dµ(y)
for x ∈ RN , ρ > 0 and t ≥ ρ2.
Proof. We prove assertion (i). Let x ∈ RN , ρ > 0 and t ≥ ρ2. Since |x−y|2 ≤ 2(|x|2+|y|2),
for y ∈ B(0, ρ), we have
exp
(
−|x− y|
2
4t
)
≥ exp
(
−|x|
2
2t
)
· exp
(
−|y|
2
2t
)
≥ e− 12 exp
(
−|x|
2
2t
)
.
This implies that∫
B(0,ρ)
G(x− y, t)µ(y) dy ≥ 2−N2 e− 12G
(
x,
t
2
)∫
B(0,ρ)
µ(y) dy,
that is, assertion (i) follows. Similarly, assertion (ii) follows. The proof is complete. ✷
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Lemma 2.2 Let α > 0, β > 0 and L ≥ 0. Then
∫
RN
G(x− y, t− s)G
(
y,
s+ L
α
)β
dy
≥
(
4π
α
)−N
2
(β−1)
β−
N
2
(
min{αβ, 1}
max{αβ, 1}
)N
2
(s+ L)−
N
2
(β−1)G
(
x,
t+ L
max{αβ, 1}
)
for x ∈ RN and 0 < s < t.
Proof. Let x, y ∈ RN and 0 < s < t. It follows that
G
(
y,
s+ L
α
)β
=
[
4π(s + L)
α
]−N(β−1)
2
[
4π(s + L)
αβ
]−N
2
β−
N
2 exp
(
− αβ|y|
2
4(s+ L)
)
=
(
4π
α
)−N(β−1)
2
β−
N
2 (s+ L)−
N
2
(β−1)G
(
y,
s+ L
αβ
)
.
This together with (2.2) implies that
∫
RN
G(x− y, t− s)G
(
y,
s+ L
α
)β
dy
=
(
4π
α
)−N(β−1)
2
β−
N
2 (s+ L)−
N
2
(β−1)
∫
RN
G(x− y, t− s)G
(
y,
s+ L
αβ
)
dy
=
(
4π
α
)−N
2
(β−1)
β−
N
2 (s + L)−
N
2
(β−1)G
(
x, t− s+ s+ L
αβ
)
.
(2.3)
Since
t+ L
max{1, αβ} ≤ t− s+
s+ L
αβ
≤ t+ L
min{1, αβ} ,
by (2.3) we obtain the desired inequality, and the proof is complete. ✷
We prove the following basic lemma.
Lemma 2.3 For any k ≥ 1, there exists m ∈ {1, 2, . . . } with the following property: For
any R > 0 and z ∈ RN , there exists {zi}mi=1 ⊂ RN such that
B(z, kR) ⊂
m⋃
i=1
B(zi, R). (2.4)
Proof. For any k ≥ 1, we can find m ∈ {1, 2, . . . } and {xi}mi=1 ⊂ RN such that
B(0, k) ⊂
m⋃
i=1
B(xi, 1).
Then (2.4) holds with zi := z +Rxi (i = 1, . . . ,m), and Lemma 2.3 follows. ✷
As a direct consequence of Lemma 2.3, we have:
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Lemma 2.4 Let µ be a Radon measure in RN such that
sup
x∈RN
µ(B(x,R)) <∞
for some R > 0. Then, for any k ≥ 1, there exists m ∈ {1, 2, . . . } such that
sup
x∈RN
µ(B(x, kR)) ≤ m sup
x∈RN
µ(B(x,R)) <∞.
3 Proof of Theorem 1.1
We prove Theorem 1.1. For this aim, it suffices to consider the case of T = 1 and
D := min{D1,D2} = 1. Indeed, let (u, v) be a solution to (1.1) in RN × (0, T ), where
T > 0. Let λ > 0 be such that λ2min{D1,D2} = 1. Set
u˜(x, t) := T
p+1
pq−1u(λ−1T
1
2x, T t), v˜(x, t) := T
q+1
pq−1u(λ−1T
1
2x, T t),
in RN × (0, 1). Then (u˜, v˜) satisfies

∂tu˜ = D˜1∆u˜+ v˜
p in RN × (0, 1),
∂tv˜ = D˜2∆v˜ + u˜
q in RN × (0, 1),
u˜, v˜ ≥ 0 in RN × (0, 1),
where D˜1 = λ
2D1 and D˜2 = λ
2D2. Here min{D˜1, D˜2} = 1.
Let (u, v) be a solution to (1.1) in RN × (0, 1) and D = 1. Since
G(x,Dit) = (4πDi)
−N
2 exp
(
− |x|
2
4Dit
)
≥ (D′)−N2 G(x, t), x ∈ RN , t > 0, (3.1)
where i = 1, 2 and D′ := max{D1,D2}, by Definition 1.1 (i) we see that
∞ > (D′)N2 u(x, t) ≥ [S(t− τ)u(τ)](x) +
∫ t
τ
[S(t− s)v(s)p](x) ds,
∞ > (D′)N2 v(x, t) ≥ [S(t− τ)v(τ)](x) +
∫ t
τ
[S(t− s)u(s)q](x) ds,
(3.2)
for almost all x ∈ RN and 0 < τ < t < 1. Then we apply the same argument as in the
proof of [18, Lemma 2.3] and we can prove the existence and the uniqueness of the initial
trace of (u, v). So it remains to prove (1.9) for the proof of Theorem 1.1.
Let
z ∈ RN , 0 < ρ < 1/
√
5, 0 < τ ≤ ρ2 < 1. (3.3)
Then the functions
U(x, t) := u(x+ z, t+ τ + 2ρ2), V (x, t) := v(x+ z, t+ τ + 2ρ2), (3.4)
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are defined for almost all x ∈ RN and t ∈ [0, t∗), where t∗ := 1− τ − 2ρ2 ≥ 2ρ2. By (3.2)
we have
∞ > (D′)N2 U(x, t) ≥ [S(t)U(0)](x) +
∫ t
0
[S(t− s)V (s)p](x) ds,
∞ > (D′)N2 V (x, t) ≥ [S(t)V (0)](x) +
∫ t
0
[S(t− s)U(s)q](x) ds,
(3.5)
for almost all x ∈ RN , t ∈ [0, t∗) and τ ∈ (0, ρ2]. By Lemma 2.1 and (3.2) we see that
U(x, 0) = u(x+ z, τ + 2ρ2) ≥ (D′)−N2 [S(2ρ2)u(τ)](x + z)
≥ (D′)−N2
∫
B(z,ρ)
G(x+ z − y, 2ρ2)u(y, τ) dy ≥ CMz,τ (u)G(x, ρ2),
V (x, 0) = v(x+ z, τ + 2ρ2) ≥ (D′)−N2 [S(2ρ2)v(τ)](x + z)
≥ (D′)−N2
∫
B(z,ρ)
G(x+ z − y, 2ρ2)v(y, τ) dy ≥ CMz,τ (v)G(x, ρ2),
(3.6)
for almost all x ∈ RN and τ ∈ (0, ρ2], where
Mz,τ (u) :=
∫
B(z,ρ)
u(x, τ) dx, Mz,τ (v) :=
∫
B(z,ρ)
v(x, τ) dx.
By (3.5) and (3.6) we have
U(x, t) ≥ c∗Mz,τ (u)G(x, t + ρ2), V (x, t) ≥ c∗Mz,τ (v)G(x, t + ρ2), (3.7)
for almost all x ∈ RN , t ∈ [0, t∗) and τ ∈ (0, ρ2]. Here c∗ is a positive constant depending
only on N , p, q, D1 and D2.
Lemma 3.1 Let ρ ∈ (0, 1) and τ ∈ (0, 1) and assume (3.3). Furthermore, assume that
there exist positive constants a, b and c ≥ 1 such that
U(x, t) ≥ atbG(x, t+ ρ2)c (3.8)
for almost all x ∈ RN and t ∈ [0, 2ρ2]. Then there exists a positive constant γ1 depending
only on N , D1, D2, p and q such that
U(x, t) ≥ γ1 a
pq
(qb+ 1)p(pqb+ p+ 1)
tpqb+p+1G(x, t+ ρ2)pqc
for almost all x ∈ RN and t ∈ [0, 2ρ2].
Proof. We follow the argument in the proof of [13, Lemma 2.4] to prove Lemma 3.1.
Since q > 1, by (2.1), (2.2), (3.5) and (3.8) we have
V (x, t) ≥ (D′)−N2
∫ t
0
[S(t− s)U(s)q](x) ds
≥ Caq
∫ t
0
∫
RN
sqbG(x− y, t− s)G(y, s + ρ2)qc dy ds
≥ Caq
∫ t
0
sqb
(∫
RN
G(x− y, t− s)G(y, s + ρ2) dy
)qc
ds
≥ C a
q
qb+ 1
tqb+1G(x, t+ ρ2)qc
(3.9)
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for almost all x ∈ RN and t ∈ [0, 2ρ2]. Since pq > 1, repeating the above argument and
using (3.9), instead of (3.8), we obtain
U(x, t) ≥ (D′)−N2
∫ t
0
[S(t− s)V (s)p](x) ds
≥ C a
pq
(qb+ 1)p
∫ t
0
∫
RN
sp(qb+1)G(x− y, t− s)G(y, s + ρ2)pqc dy ds
≥ C a
pq
(qb+ 1)p
∫ t
0
sp(qb+1)
(∫
RN
G(x− y, t− s)G(y, s + ρ2) dy
)pqc
ds
≥ C a
pq
(qb+ 1)p(pqb+ p+ 1)
tpqb+p+1G(x, t + ρ2)pqc
for almost all x ∈ RN and t ∈ [0, 2ρ2]. Thus Lemma 3.1 follows. ✷
Combining Lemma 3.1 and (3.7), we have:
Lemma 3.2 Let (u, v) satisfy (3.2). Then there exists C∗ > 0 such that
sup
z∈RN
∫
B(z,ρ)
u(y, τ) dy ≤ C∗ρN−
2(p+1)
pq−1
for all ρ ∈ (0, 1/√5) and almost all τ ∈ (0, ρ2].
Proof. Let z ∈ RN and ρ ∈ (0, 1/√5). Combining Lemma 3.1 and (3.7), we obtain
∞ > U(x, t) ≥ antbnG(x, t+ ρ2)cn , n = 0, 1, 2, . . . , (3.10)
for almost all x ∈ RN , t ∈ [0, 2ρ2] and τ ∈ (0, ρ2]. Here {an}∞n=0, {bn}∞n=0 and {cn}∞n=0
are sequences defined by
an+1 := γ1
apqn
(qbn + 1)p(pqbn + p+ 1)
, bn+1 := pqbn + p+ 1, cn+1 := pqcn,
for n = 0, 1, 2, . . . with
a0 := c∗Mz,τ (u), b0 := 0, c0 := 1.
Here c∗ and γ1 are as in (3.7) and Lemma 3.1, respectively. Then we observe that
bn = [(pq)
n − 1] p+ 1
pq − 1 , cn = (pq)
n, (3.11)
for n = 0, 1, 2, . . . . Furthermore, we can find C > 0 such that
log an+1 ≥ pq log an − C(n+ 1).
Then there exists a constant a∗ > 0 such that
an ≥ a(pq)
n
∗ Mz,τ (u)(pq)
n
, n = 0, 1, 2, . . . . (3.12)
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(See also [18] and [23, Lemma 2.20 (i)].) Combining (3.10), (3.11) and (3.12), we see that
∞ > U(x, t) ≥ a(pq)n∗ Mz,τ (u)(pq)nt[(pq)
n−1] p+1
pq−1G(x, t+ ρ2)(pq)
n
=
[
a∗Mz,τ (u)t
p+1
pq−1G(x, t+ ρ2)
](pq)n
t−
p+1
pq−1 , n = 0, 1, 2, . . . ,
for almost all x ∈ RN , t ∈ [0, 2ρ2] and τ ∈ (0, ρ2]. This implies that
a∗Mz,τ (u)t
p+1
pq−1G(x, t+ ρ2) ≤ 1
for almost all x ∈ RN , t ∈ [0, 2ρ2] and τ ∈ (0, ρ2]. Then we deduce that
a∗Mz,τ (u)(ρ2)
p+1
pq−1 (8πρ2)−
N
2 ≤ 1,
that is, ∫
B(z,ρ)
u(x, τ) dx =Mz,τ (u) ≤ (8π)N2 a−1∗ ρN−
2(p+1)
pq−1
for almost all τ ∈ (0, ρ2]. This completes the proof. ✷
We complete the proof of Theorem 1.1.
Proof of Theorem 1.1. It suffices to prove (1.9) under the assumption that T = 1 and
D = 1. First, we prove that
sup
z∈RN
µ(B(z, σ)) ≤ CσN−
2(p+1)
pq−1 (3.13)
for 0 < σ ≤ 1. By Lemma 3.2 we have
sup
z∈RN
∫
B(z,ρ)
u(x, τ) dx ≤ C∗ρN−
2(p+1)
pq−1 (3.14)
for all ρ ∈ (0, 1/√5) and almost all τ ∈ (0, ρ2], where C∗ is as in Lemma 3.2. Let
ζ ∈ C0(RN ) be such that
0 ≤ ζ ≤ 1 in RN , ζ = 1 in B(0, ρ/2), ζ = 0 outside B(0, ρ).
Then, by (1.8) and (3.14) we have
C∗ρ
N− 2(p−1)
pq−1 ≥
∫
B(z,ρ)
u(x, τ) dx ≥
∫
RN
u(x, τ)ζ(x− z) dx
→
∫
RN
ζ(x− z) dµ(x) ≥ µ(B(z, ρ/2))
as τ → 0, for z ∈ RN and ρ ∈ (0, 1/√5). This together with Lemma 2.4 implies that
sup
z∈RN
µ(B(z, 2
√
5ρ)) ≤ C sup
z∈RN
µ(B(z, ρ/2)) ≤ CρN−
2(p+1)
pq−1
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for ρ ∈ (0, 1/√5). Then we set σ := 2√5ρ and obtain (3.13).
Next we prove that
sup
z∈RN
ν(B(z, σ)) ≤ CσN−
2(q+1)
pq−1 (3.15)
for 0 < σ ≤ 1. It follows from Lemma 3.2 with τ = r2 that
sup
z∈RN
∫
B(z,r)
u(x, r2) dx ≤ C∗rN−
2(p+1)
pq−1 (3.16)
for almost all r ∈ (0, 1/√5). Let z ∈ RN . Since Lemma 2.2 implies that∫
RN
G(x− y, t− s)G(y, s + ρ2)p dy ≥ C(s+ ρ2)−N2 (p−1)G
(
x,
t+ ρ2
max{p, 1}
)
for x ∈ RN , ρ > 0 and ρ2 < s < t, by (3.4), (3.5) and (3.7) we have
u(x, τ + 4ρ2) = U(x− z, 2ρ2)
≥ (D′)−N2
∫ 2ρ2
0
∫
RN
G(x− z − y, 2ρ2 − s)V (y, s)p dy ds
≥ CMz,τ (v)p
∫ 2ρ2
ρ2
∫
RN
G(x− z − y, 2ρ2 − s)G(y, s+ ρ2)p dy ds
≥ CMz,τ (v)pG
(
x− z, 3ρ
2
max{p, 1}
)∫ 2ρ2
ρ2
(s + ρ2)−
N
2
(p−1) ds
≥ CMz,τ (v)pρ−N(p−1)+2G
(
x− z, 3ρ
2
max{p, 1}
)
for almost all x ∈ RN , ρ ∈ (0, 1/5) and τ ∈ (0, ρ2]. Since τ + 4ρ2 ≤ 5ρ2 < 1/5 for
ρ ∈ (0, 1/5), by (3.16) we obtain
C∗(τ + 4ρ2)
N
2
− p+1
pq−1 ≥
∫
B(z,
√
τ+4ρ2)
u(x, τ + 4ρ2) dx ≥
∫
B(z,2ρ)
u(x, τ + 4ρ2) dx
≥ CMz,τ (v)pρ−N(p−1)+2
∫
B(0,ρ)
G
(
x,
3ρ2
max{p, 1}
)
dx
≥ CMz,τ (v)pρ−N(p−1)+2
for almost all ρ ∈ (0, 1/5) and τ ∈ (0, ρ2]. This implies that
sup
z∈RN
∫
B(z,ρ)
v(x, τ) dx = sup
z∈RN
Mz,τ (v) ≤ CρN−
2(q+1)
pq−1 (3.17)
for all ρ ∈ (0, 1/5) and almost all τ ∈ (0, ρ2]. Then we apply the same argument as in the
proof of (3.13) to obtain (3.15). Therefore, by (3.13) and (3.15) we have (1.9), and the
proof of Theorem 1.1 is complete. ✷
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4 Proof of Theorem 1.2
Applying similar arguments as in the proof of [18, Theorem 1.2], we prove Theorem 1.2.
Proof of Theorem 1.2. Similarly to the proof of Theorem 1.1, it suffices to consider
the case of T = 1. We prove assertion (i). By Theorem 1.1 we can find a pair of Radon
measures (µ′, ν ′) satisfying
ess lim
t→+0
∫
RN
u(y, t)η(y) dy =
∫
RN
η(y) dµ′(y),
ess lim
t→+0
∫
RN
v(y, t)η(y) dy =
∫
RN
η(y) dν ′(y),
(4.1)
for all η ∈ C0(RN ). Furthermore, for any r > 0, by Lemmas 2.4 and 3.2 we see that
sup
z∈RN
∫
B(z,r)
u(y, τ) dy is uniformly bounded for almost all τ ∈ (0, 1/5). (4.2)
Let ζ ∈ C0(RN ) be such that ζ ≥ 0 in RN . Let R > 0 be such that supp ζ ⊂ B(0, R).
It follows from Definition 1.1 and Remark 1.1 that∫
RN
u(x, t)ζ(x) dx =
∫
RN
∫
RN
G(x− y,D1(t− τ))u(y, τ)ζ(x) dx dy
+
∫ t
τ
∫
RN
∫
RN
G(x− y,D1(t− s))v(y, s)pζ(x) dx dy ds
(4.3)
for almost all 0 < τ < t < T . Set ζ(x, t) := [S(D1t)ζ](x). Then
lim
t→+0
‖ζ(t)− ζ‖L∞(RN ) = 0. (4.4)
By (4.1) and (4.2) we have∫
RN
∫
RN
G(x− y,D1(t− τ))u(y, τ)ζ(x) dx dy ≥
∫
B(0,R)
u(y, τ)ζ(y, t− τ) dy
≥
∫
B(0,R)
u(y, τ)ζ(y) dy − C‖ζ(t− τ)− ζ‖L∞(B(0,R))
→
∫
RN
ζ(y) dµ′ − C‖ζ(t)− ζ‖L∞(B(0,R)) as τ → +0.
This together with (4.3) implies that∫
RN
u(x, t)ζ(x) dx ≥
∫
RN
ζ(y) dµ′ − C‖ζ(t)− ζ‖L∞(B(0,R))
+
∫ t
0
∫
RN
∫
RN
G(x− y,D1(t− s))v(y, s)pζ(x) dx dy ds
(4.5)
for almost all t ∈ (0, T ). By (4.1), (4.4) and (4.5), letting t→ +0, we obtain
ess lim
t→+0
∫ t
0
∫
RN
∫
RN
G(x− y,D1(t− s))v(y, s)pζ(x) dx dy ds = 0. (4.6)
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On the other hand, it follows from Definition 1.1 (ii) that∫
RN
u(x, t)ζ(x) dx =
∫
RN
∫
RN
G(x− y,D1t)ζ(x) dµ(y) dx
+
∫ t
0
∫
RN
∫
RN
G(x, y,D1(t− s))v(y, s)pζ(x) dx dy ds
(4.7)
for almost all 0 < t < T . Then, by (4.1), (4.4), (4.6) and (4.7) we obtain∫
RN
ζ(x) dµ′ = ess lim
t→+0
∫
RN
ζ(y, t) dµ =
∫
RN
ζ(y) dµ.
Since ζ is arbitrary, we deduce that µ = µ′ in RN . Similarly, we see that ν = ν ′ in RN .
Then assertion (i) follows.
We prove assertion (ii). Let (u, v) be a solution to (1.1) in RN × (0, 1). Let 0 < t < 1
and n = 1, 2, . . . . By the Besicovitch covering lemma we can find an integer m depending
only on N and a set {xk,i}k=1,...,m, i∈N ⊂ RN \B(0, nt1/2) such that
Bk,i ∩Bk,j = ∅ if i 6= j and RN \B(0, nt
1
2 ) ⊂
m⋃
k=1
∞⋃
i=1
Bk,i, (4.8)
where Bk,i := B(xk,i, t1/2). By Lemma 2.4, Lemma 3.2 and (4.8) we obtain
ess sup
0<τ<t/5
∫
RN\B(0,nt 12 )
G(y,D1(t− τ))u(y, τ) dy
≤
m∑
k=1
∞∑
i=1
ess sup
0<τ<t/5
∫
Bk,i
G(y,D1(t− τ))u(y, τ) dy
≤ C ess sup
0<τ<t/5
sup
z∈RN
∫
B(z,t
1
2 )
u(y, τ) dy
×
m∑
k=1
∞∑
i=1
sup
0<τ<t/5
sup
y∈Bk,i
(t− τ)−N2 exp
(
− |y|
2
4D1(t− τ)
)
≤ Ct− p+1pq−1
m∑
k=1
∞∑
i=1
sup
y∈Bk,i
exp
(
− |y|
2
4D1t
)
.
(4.9)
On the other hand, since
(n− 1)t 12 ≤ |z| ≤ |z − xk,i|+ |xk,i − y|+ |y| ≤ |y|+ 2t
1
2
for y, z ∈ Bk,i, we have
inf
y∈Bk,i
|y|2
t
≥ ||z| − 2t
1
2 |2
t
≥ |z|
2
2t
− C
for z ∈ Bk,i and sufficiently large n. Then
sup
y∈Bk,i
exp
(
− |y|
2
4D1t
)
≤ C −
∫
Bk,i
exp
(
− |z|
2
8D1t
)
dz
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for sufficiently large n. This together with (4.8) and (4.9) implies that
ess sup
0<τ<t/5
∫
RN\B(0,nt 12 )
G(y,D1(t− τ))u(y, τ) dy
≤ Ct−N2 − p+1pq−1
m∑
k=1
∞∑
i=1
∫
Bk,i
exp
(
− |z|
2
8D1t
)
dz
≤ Ct−N2 − p+1pq−1
∫
RN\B(0,(n−1)t 12 )
exp
(
− |z|
2
8D1t
)
dz
≤ Ct− p+1pq−1
∫
RN\B(0,n−1)
exp
(
− |z|
2
8D1
)
dz → 0
(4.10)
as n→∞. Similarly, by Theorem 1.1 we have∫
RN\B(0,nt 12 )
G(y,D1t) dµ
≤ C sup
z∈RN
µ(B(z, t
1
2 ))
m∑
k=1
∞∑
i=1
sup
y∈Bk,i
t−
N
2 exp
(
− |y|
2
4D1t
)
≤ Ct− p+1pq−1
∫
RN\B(0,n−1)
exp
(
− |z|
2
8D1
)
dz → 0
(4.11)
as n→∞. In particular, by (4.2), (4.10) and (4.11) we see that∫
RN
G(y,D1(t− τ))u(y, τ) dy <∞,
∫
RN
G(y,D1t) dµ(y) <∞, (4.12)
for all 0 < t < 1 and almost all τ ∈ (0, t/5).
Let ηn ∈ C0(RN ) be such that
0 ≤ ηn ≤ 1 in RN , ηn = 1 on B(0, nt 12 ), ηn = 0 outside B(0, 2nt 12 ).
It follows from (4.12) that∣∣∣∣
∫
RN
G(y,D1(t− τ))u(y, τ) dy −
∫
RN
G(y,D1t) dµ(y)
∣∣∣∣
≤
∣∣∣∣
∫
RN
G(y,D1t)u(y, τ)ηn(y) dy −
∫
RN
G(y,D1t)ηn(y) dµ(y)
∣∣∣∣
+
∣∣∣∣
∫
RN
[G(y,D1(t− τ))−G(y,D1t)]u(y, τ)ηn(y) dy
∣∣∣∣
+
∫
RN\B(0,nt 12 )
G(y,D1(t− τ))u(y, τ) dy +
∫
RN\B(0,nt 12 )
G(y,D1t) dµ(y)
(4.13)
for n = 1, 2, . . . and almost all τ ∈ (0, t/2). By (1.8) we see that
ess lim
τ→+0
[∫
RN
G(y,D1t)u(y, τ)ηn(y) dy −
∫
RN
G(y,D1t)ηn(y) dµ(y)
]
= 0. (4.14)
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Furthermore, by (4.2) we have
ess lim
τ→+0
∣∣∣∣
∫
RN
[G(y,D1(t− τ))−G(y,D1t)]u(y, τ)ηn(y) dy
∣∣∣∣
≤ sup
y∈B(0,2nt 12 ),s∈(4t/5,t)
|∂tG(y,D1s)| ess limsup
τ→+0
[
τ
∫
B(0,2nt
1
2 )
u(y, τ) dy
]
= 0.
(4.15)
By (4.13), (4.14) and (4.15) we obtain
ess lim
τ→+0
∣∣∣∣
∫
RN
G(y,D1(t− τ))u(y, τ) dy −
∫
RN
G(y,D1t) dµ(y)
∣∣∣∣
≤ ess sup
0<τ<t/5
∫
RN\B(0,nt 12 )
G(y,D1(t− τ))u(y, τ) dy +
∫
RN\B(0,nt 12 )
G(y,D1t) dµ(y)
for n = 1, 2, . . . . This together with (4.10) and (4.11) implies that
ess lim
τ→+0
∣∣∣∣
∫
RN
G(y,D1(t− τ))u(y, τ) dy −
∫
RN
G(y,D1t) dµ(y)
∣∣∣∣ = 0.
Similarly, we see that
ess lim
τ→+0
∣∣∣∣
∫
RN
G(y,D2(t− τ))v(y, τ) dy −
∫
RN
G(y,D2t) dν(y)
∣∣∣∣ = 0.
These together with Definition 1.1 (i) imply that (u, v) is a solution to (1.1) with (1.2) in
RN × (0, 1). Thus assertion (ii) follows, and the proof of Theorem 1.2 is complete. ✷
5 Initial traces in case (B)
In this section we focus on case (B), that is,
0 < p < q, pq > 1,
q + 1
pq − 1 =
N
2
, (5.1)
and prove assertion (1) of Theorem 1.3. It follows from (5.1) that
− N
2
(p− 1) + 1 > 0 > −N
2
(q − 1) + 1. (5.2)
Similarly to Section 2, it suffices to consider the case where T = 1 and D = 1.
Let
z ∈ RN , 0 < ρ < 1/
√
10, 0 < τ ≤ ρ2 < 1. (5.3)
Similarly to (3.4), we define U = U(x, t) and V = V (x, t) for x ∈ RN and 0 < t < t∗,
where
t∗ := 1− τ − 2ρ2 > 1
2
> ρ2. (5.4)
Then U and V satisfy (3.5) and (3.7) for almost all x ∈ RN , t ∈ (0, t∗) and τ ∈ (0, ρ2].
Furthermore, the following lemma holds.
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Lemma 5.1 Assume (5.1) and (5.3). Let (U, V ) satisfy (3.5). Assume that there exist
constants a > 0, b ≥ 1 and c ≥ 0 such that
V (x, t) ≥ aG
(
x,
t+ ρ2
b
)[
log
t
ρ2
]c
(5.5)
for almost all x ∈ RN and t ∈ [ρ2, t∗), where ρ > 0. Then there exists a positive constant
γ2 depending only on N , D1, D2, p and q such that
V (x, t) ≥ γ2apqbN2 q(p−2)+N2 (q−2)(pc+ 1)−q(pqc+ 1)−1G
(
x,
t+ ρ2
qmax{pb, 1}
)[
log
t
ρ2
]pqc+1
for almost all x ∈ RN and t ∈ [ρ2, t∗).
For the proof of Lemma 5.1, we prove:
Lemma 5.2 Let a > −1, b > 0 and ρ > 0. Then∫ t
ρ2
(s+ ρ2)a
[
log
s
ρ2
]b
ds ≥ (t+ ρ
2)a+1
2(a+ b+ 3)
[
log
t
ρ2
]b
for t ≥ ρ2.
Proof. Let t ≥ ρ2. It follows that∫ t
ρ2
(s+ ρ2)a
[
log
s
ρ2
]b
ds
=
1
b+ 1
∫ t
ρ2
(s + ρ2)as
([
log
s
ρ2
]b+1)′
ds
=
(t+ ρ2)at
b+ 1
[
log
t
ρ2
]b+1
− 1
b+ 1
∫ t
ρ2
[a(s + ρ2)a−1s+ (s+ ρ2)a]
[
log
s
ρ2
]b
ds
≥ (t+ ρ
2)a+1
2(b+ 1)
[
log
t
ρ2
]b+1
− a+ 2
b+ 1
∫ t
ρ2
(s+ ρ2)a
[
log
s
ρ2
]b
ds.
Here we used the inequality t ≥ (t+ ρ2)/2 for t ≥ ρ2. This implies that
∫ t
ρ2
(s+ ρ2)a
[
log
s
ρ2
]b
ds ≥
(
1 +
a+ 2
b+ 1
)−1 (t+ ρ2)a+1
2(b+ 1)
[
log
t
ρ2
]b+1
≥ (t+ ρ
2)a+1
2(a+ b+ 3)
[
log
t
ρ2
]b+1
.
Thus Lemma 5.2 follows. ✷
Proof of Lemma 5.1. By Lemma 2.2, Lemma 5.2, (3.5), (5.2) and (5.5) we have
U(x, t) ≥ (D′)−N2
∫ t
ρ2
∫
RN
G(x− y, t− s)V (y, s)p dy ds
≥ Cap
∫ t
ρ2
∫
RN
[
log
s
ρ2
]pc
G(x− y, t− s)G
(
y,
s+ ρ2
b
)p
dy ds
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≥ CapbN2 (p−1)
(
min{pb, 1}
max{pb, 1}
)N
2
G
(
x,
t+ ρ2
max{pb, 1}
)
×
∫ t
ρ2
(s + ρ2)−
N
2
(p−1)
[
log
s
ρ2
]pc
ds
≥ C a
pb
N
2
(p−2)
pc+ 1
(t+ ρ2)−
N
2
(p−1)+1G
(
x,
t+ ρ2
max{pb, 1}
)[
log
t
ρ2
]pc
for almost all x ∈ RN and t ∈ [ρ2, t∗). Since
−N
2
(pq − q) + q − N
2
(q − 1) = −N
2
(pq − 1) + q = − q + 1
pq − 1(pq − 1) + q = −1,
by Lemma 2.2 we obtain
V (x, t) ≥ (D′)−N2
∫ t
ρ2
∫
RN
G(x− y, t− s)U(y, s)q dy ds
≥ (D′)−N2
(
C
apb
N
2
(p−2)
pc+ 1
)q ∫ t
ρ2
(s + ρ2)−
N
2
(pq−q)+q
[
log
s
ρ2
]pqc
×
[∫
RN
G(x− y, t− s)G
(
x,
s+ ρ2
max{pb, 1}
)q
dy
]
ds
≥ C
(
apb
N
2
(p−2)
pc+ 1
)q
[max{pb, 1}]N2 (q−2)G
(
x,
t+ ρ2
qmax{pb, 1}
)
×
∫ t
ρ2
(s+ ρ2)−
N
2
(pq−q)+q−N
2
(q−1)
[
log
s
ρ2
]pqc
ds
≥ C a
pqb
N
2
q(p−2)+N
2
(q−2)
(pc+ 1)q
G
(
x,
t+ ρ2
qmax{pb, 1}
)∫ t
ρ2
(s+ ρ2)−1
[
log
s
ρ2
]pqc
ds
≥ C a
pqb
N
2
q(p−2)+N
2
(q−2)
(pc+ 1)q(pqc+ 1)
G
(
x,
t+ ρ2
qmax{pb, 1}
)[
log
t
ρ2
]pqc+1
for almost all x ∈ RN and t ∈ [ρ2, t∗). Thus Lemma 5.1 follows. ✷
Combining Lemma 5.1 and (3.7), we have:
Lemma 5.3 Assume (5.1). Let (u, v) satisfy (3.2). Then there exists a constant C∗ > 0
such that
sup
z∈RN
∫
B(z,ρ)
v(x, τ) dx ≤ C∗
[
log
(
e+
1
ρ
)]− 1
pq−1
(5.6)
for all ρ ∈ (0, 1/√10) and almost all τ ∈ (0, ρ2].
Proof. Let z ∈ RN and ρ ∈ (0, 1/√10). Combining Lemma 5.1 and (3.7), we obtain
∞ > V (x, t) ≥ anG
(
x,
t+ ρ2
bn
)[
log
t
ρ2
]cn
, n = 0, 1, 2, . . . , (5.7)
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for almost all x ∈ RN , t ∈ [ρ2, t∗) and τ ∈ (0, ρ2]. Here {an}∞n=0, {bn}∞n=0 and {cn}∞n=0 are
sequences defined by
an+1 := γ2
apqn b
N
2
q(p−2)+N
2
(q−2)
n
(pcn + 1)q(pqcn + 1)
, bn+1 := qmax{pbn, 1}, cn+1 := pqcn + 1,
for n = 0, 1, 2, . . . with
a0 := c∗Mz,τ (v), b0 = 1, c0 = 0,
where γ2 is as in Lemma 5.1. Since pb1 = pqmax{p, 1} > 1, we have
bn = (pq)
n−1b1, cn =
(pq)n − 1
pq − 1 , (5.8)
for n = 1, 2, 3, . . . . Furthermore, similarly to (3.12), we can find a∗ > 0 such that
an ≥ a(pq)
n
∗ Mz,τ (v)(pq)
n
, n = 1, 2, . . . . (5.9)
By (5.7), (5.8) and (5.9) we see that
∞ > V (x, t) ≥ a(pq)n∗ Mz,τ (v)(pq)nG
(
x,
t+ ρ2
(pq)n−1b1
)[
log
t
ρ2
] (pq)n−1
pq−1
≥
{
a∗Mz,τ (v)
[
log
t
ρ2
] 1
pq−1
}(pq)n
G
(
x,
t+ ρ2
(pq)n−1b1
)[
log
t
ρ2
] −1
pq−1
for almost all x ∈ RN , t ∈ [ρ2, t∗) and τ ∈ (0, ρ2] and for all n = 1, 2, . . . . This implies
that
a∗Mz,τ (v)
[
log
t
ρ2
] 1
pq−1
≤ 1
for almost all t ∈ [ρ2, t∗) and τ ∈ (0, ρ2]. Since t∗ > 1/2, we deduce that
∫
B(z,ρ)
v(x, τ) dx =Mz,τ (v) ≤ a−1∗
[
log
1
2ρ2
]− 1
pq−1
≤ C
[
log
(
e+
1
ρ
)]− 1
pq−1
for almost all τ ∈ (0, ρ2]. This implies (5.6), and the proof is complete. ✷
Proof of assertion (1) of Theorem 1.3. Applying the same argument as in the proof
of Theorem 1.1, by Lemma 5.3 we observe that
sup
z∈RN
ν(B(z, σ)) ≤ C
[
log
(
e+
1
σ
)]− 1
pq−1
for 0 < σ ≤ 1. It remains to prove
sup
z∈RN
∫ σ
0
τ−1
[
µ(B(z, τ))
τ
N− 2(p+1)
pq−1
]q
dτ ≤ C
[
log
(
e+
1
σ
)]− 1
pq−1
(5.10)
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for 0 < σ ≤ 1.
Let σ∗ = 1/
√
10 and 0 < σ < σ∗. Applying Lemma 5.3 with τ = σ2 < 1/10, we have
sup
z∈RN
∫
B(z,σ)
v(x, σ2) dx ≤ C
[
log
(
e+
1
σ
)]− 1
pq−1
for almost all σ ∈ (0, σ∗). This together with Lemma 2.4 implies that
sup
z∈RN
∫
B(z,
√
2σ)
v(x, σ2) dx ≤ C
[
log
(
e+
1
σ
)]− 1
pq−1
(5.11)
for almost all σ ∈ (0, σ∗). On the other hand, by Theorems 1.1 and 1.2 we see that (u, v) is
a solution to problem (1.1) with (1.2) inRN×(0, 1). Then it follows from Definition 1.1 (ii)
and (3.1) that
u(x, t) ≥
∫
RN
G(x− y,D1t) dµ(y)
≥ (D′)−N2
∫
RN
G(x− y, t) dµ(y) = (D′)−N2 [S(t)µ](x)
(5.12)
for almost all x ∈ RN and t ∈ (0, 1). Using Definition 1.1 (ii) again, by (3.1) and (5.12)
we have
v(x, t) ≥
∫ t
0
∫
RN
G(x− y,D2(t− s))u(y, s)q dy ds
≥ (D′)−N2 (q+1)
∫ t
0
∫
RN
G(x− y, t− s)[S(s)µ](y)q dy ds
for almost all x ∈ RN and t ∈ (0, 1). Then we see that∫
B(z,
√
2σ)
v(x, σ2) dx
≥ C
∫
B(z,
√
2σ)
∫ σ2
0
∫
RN
G(x− y, σ2 − s)[S(s)µ](y)q dy ds dx
≥ C
∫
B(z,
√
2σ)
∫ σ2
0
∫
B(z,
√
s)
G(x− y, σ2 − s)[S(s)µ](y)q dy ds dx
= C
∫ σ2
0
∫
B(z,
√
s)
∫
B(z,
√
2σ)
G(x− y, σ2 − s)[S(s)µ](y)q dx dy ds
(5.13)
for all z ∈ RN and almost all σ ∈ (0, σ∗). On the other hand, since
√
s+
√
σ2 − s ≤ √2σ
for s ∈ (0, σ2), it follows that
B(y,
√
σ2 − s) ⊂ B(z,
√
2σ) for y ∈ B(z,√s) and s ∈ (0, σ2).
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This together with (5.13) implies that∫
B(z,
√
2σ)
v(x, σ2) dx
≥
∫ σ2
0
∫
B(z,
√
s)
∫
B(y,
√
σ2−s)
G(x− y, σ2 − s)[S(s)µ](y)q dx dy ds
≥ C
∫ σ2
0
∫
B(z,
√
s)
[S(s)µ](y)q dy ds
(5.14)
for all z ∈ RN and almost all σ ∈ (0, σ∗). Furthermore, by Lemma 2.1 we have
[S(s)µ](y) ≥
∫
B(z,
√
s)
G(y − ξ, s) dµ(ξ) ≥ CG
(
y − z, s
2
)
µ(B(z,
√
s)) (5.15)
for y, z ∈ RN and s > 0. Combining (5.11), (5.14) and (5.15), we obtain
[
log
(
e+
1
σ
)]− 1
pq−1
≥ C
∫ σ2
0
µ(B(z,
√
s))q
∫
B(z,
√
s)
G
(
y − z, s
2
)q
dy ds
≥ C
∫ σ2
0
µ(B(z,
√
s))qs−
N
2
(q−1) ds
≥ C
∫ σ
0
µ(B(z, τ))qτ−Nq+N+1 dτ
(5.16)
for all z ∈ RN and σ ∈ (0, σ∗). By (5.1) we see that
(−Nq +N + 1)−
{
−q
(
N − 2(p + 1)
pq − 1
)
− 1
}
= N + 2− 2 · pq + q
pq − 1 = N + 2− 2 ·
(pq − 1) + (q + 1)
pq − 1 = N − 2 ·
q + 1
pq − 1 = 0,
which together with (5.16) implies that
sup
z∈RN
∫ σ
0
τ−1
[
µ(B(z, τ))
τN−
2(p+1)
pq−1
]q
dτ ≤ C
[
log
(
e+
1
σ
)]− 1
pq−1
(5.17)
for 0 < σ < σ∗ = 1/
√
10. In the case of σ∗ ≤ σ < 1, by (5.17) we see that
sup
z∈RN
∫ σ
0
τ−1
[
µ(B(z, τ))
τN−
2(p+1)
pq−1
]q
dτ ≤ C + sup
z∈RN
∫ σ
σ∗
τ−1
[
µ(B(z, τ))
τN−
2(p+1)
pq−1
]q
dτ
≤ C +C sup
z∈RN
∫ σ/√10
σ∗/
√
10
τ−1
[
µ(B(z,
√
10τ))
τ
N− 2(p+1)
pq−1
]q
dτ.
(5.18)
On the other hand, by Lemma 2.3, for any z ∈ RN , we can find {zi}mi=1 ⊂ RN such that
µ(B(z,
√
10τ)) ≤
m∑
i=1
µ(B(zi, τ)) for τ ∈ (0, 1).
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Here m is independent of z and τ . Then
µ(B(z,
√
10τ))q ≤ C
m∑
i=1
µ(B(zi, τ))
q for τ ∈ (0, 1),
which together with (5.17) implies that
∫ σ/√10
σ∗/
√
10
τ−1
[
µ(B(z,
√
10τ))
τ
N− 2(p+1)
pq−1
]q
dτ ≤ C
m∑
i=1
∫ σ/√10
0
τ−1
[
µ(B(zi, τ))
τ
N− 2(p+1)
pq−1
]q
dτ ≤ C (5.19)
for all z ∈ RN . We deduce from (5.18) and (5.19) that
sup
z∈RN
∫ σ
0
τ−1
[
µ(B(z, τ))
τ
N− 2(p+1)
pq−1
]q
dτ ≤ C ≤ C
[
log
(
e+
1
σ
)]− 1
pq−1
(5.20)
for σ∗ ≤ σ < 1. Combining (5.17) and (5.20), we obtain (5.10). Thus assertion (1) of
Theorem 1.3 follows. ✷
6 Initial traces in case (C)
In this section we focus on case (C), that is,
q + 1
pq − 1 =
N
2
, p = q, (6.1)
and prove assertion (2) of Theorem 1.3. It follows from (6.1) that
p = q = 1 +
2
N
. (6.2)
Similarly to Section 3, it suffices to consider the case where T = 1 and D = 1. Assume
(5.3). Then (U, V ) is defined for almost all x ∈ RN , t ∈ (0, t∗) and τ ∈ (0, ρ2], where t∗ is
as in (5.4). Furthermore, (U, V ) satisfies (3.5) and (3.7) for almost all x ∈ RN , t ∈ (0, t∗)
and τ ∈ (0, ρ2].
Set W (x, t) := U(x, t) + V (x, t) and Mz,τ (w) :=Mz,τ (u) +Mz,τ (v). Then we have:
Lemma 6.1 Assume (5.3) and (6.1). Let (U, V ) satisfy (3.5). Assume that there exist
constants a > 0, b ≥ 1 and c ≥ 0 such that
W (x, t) ≥ aG
(
x,
t+ ρ2
b
)[
log
t
ρ2
]c
(6.3)
for almost all x ∈ RN and t ∈ [ρ2, t∗). Then there exists a positive constant γ3 depending
only on N , D1, D2, p and q such that
W (x, t) ≥ γ3 a
pb
N
2
(p−2)
pc+ 1
G
(
x,
t+ ρ2
pb
)[
log
t
ρ2
]pc+1
for almost all x ∈ RN and t ∈ [ρ2, t∗).
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Proof. Since p > 1, it follows thatW (x, t)p ≤ C[U(x, t)p+V (x, t)p] for almost all x ∈ RN
and t ∈ (0, t∗). Then, by (3.5) and (6.3) we have
W (x, t) ≥ (D′)−N2
∫ t
0
∫
RN
G(x− y, t− s)[U(y, s)p + V (y, s)p] dy ds
≥ C
∫ t
ρ2
∫
RN
G(x− y, t− s)W (y, s)p dy ds
≥ Cap
∫ t
ρ2
∫
RN
[
log
s
ρ2
]pc
G(x− y, t− s)G
(
y,
s+ ρ2
b
)p
dy ds
for almost all x ∈ RN and t ∈ [ρ2, t∗). This together with Lemma 2.2 and (6.2) implies
that
W (x, t) ≥ CapbN2 (p−2)G
(
x,
t+ ρ2
pb
)∫ t
ρ2
(s+ ρ2)−1
[
log
s
ρ2
]pc
ds
≥ CapbN2 (p−2)(pc+ 1)−1G
(
x,
t+ ρ2
pb
)[
log
t
ρ2
]pc+1
for almost all x ∈ RN and t ∈ [ρ2, t∗). Thus Lemma 6.1 follows. ✷
Proof of assertion (2) of Theorem 1.3. It suffices to prove assertion (2) under the
assumption that T = 1 and D = 1. Let z ∈ RN , ρ ∈ (0, 1/√10) and τ ∈ (0, ρ2]. By (3.7)
we have
W (x, t) ≥ c∗Mz,τ (w)G(x, t + ρ2)
for almost all x ∈ RN , t ∈ [0, t∗) and τ ∈ (0, ρ2]. Then, by Lemma 6.1 we obtain
∞ > W (x, t) ≥ anG
(
x,
t+ ρ2
bn
)[
log
t
ρ2
]cn
, n = 0, 1, 2, . . . , (6.4)
for almost all x ∈ RN , t ∈ [ρ2, t∗) and τ ∈ (0, ρ2]. Here {an}∞n=0, {bn}∞n=0 and {cn}∞n=0 are
sequences defined by
an+1 := γ3
apnb
N
2
(p−2)
n
pcn + 1
, bn+1 := pbn, cn+1 := pcn + 1, (6.5)
for n = 0, 1, 2, . . . with
a0 := c∗Mz,τ (w), b0 := 1, c0 := 0,
where γ3 is as in Lemma 6.1. Then we have
bn = p
n, cn =
pn − 1
p− 1 , (6.6)
for n = 0, 1, 2, . . . . Furthermore, similarly to (3.12), by (6.5) we can find a∗ > 0 such that
an ≥ apn∗ Mz,τ (w)p
n
(6.7)
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for n = 0, 1, 2, . . . . By (6.4), (6.6) and (6.7) we see that
∞ > W (x, t) ≥ apn∗ Mz,τ (w)p
n
G
(
x,
t+ ρ2
pn
)[
log
t
ρ2
] pn−1
p−1
=
{
a∗Mz,τ (w)
[
log
t
ρ2
] 1
p−1
}pn
G
(
x,
t+ ρ2
pn
)[
log
t
ρ2
]− 1
p−1
for almost all x ∈ RN , t ∈ [ρ2, t∗) and τ ∈ (0, ρ2] and for all n = 0, 1, 2, . . . . This implies
that
a∗Mz,τ (w)
[
log
t
ρ2
] 1
p−1
≤ 1
for almost all t ∈ [ρ2, t∗) and τ ∈ (0, ρ2]. Since t∗ > 1/2 (see (5.4)), we deduce that
Mz,τ (u) +Mz,τ (v) ≤ a−1∗
[
log
1
2ρ2
]−N
2
≤ C
[
log
(
e+
1
ρ
)]−N
2
for all z ∈ RN and ρ ∈ (0, 1/√10) and for almost all τ ∈ (0, ρ2]. Then, applying the same
argument as in the proof of Theorem 1.1, we obtain the desired result, and the proof of
assertion (2) of Theorem 1.3 is complete. ✷
7 Initial traces in cases (D) and (E)
In this section we focus on cases (D) and (E), that is,
0 < p < q, pq > 1,
q + 1
pq − 1 >
N
2
, q ≥ 1 + 2
N
,
and prove assertions (3) and (4) of Theorem 1.3.
Proof of assertions (3) and (4) of Theorem 1.3. Similarly to Section 3, it suffices
to consider the case where T = 1 and D = 1. Furthermore, by Theorem 1.1 (see (1.9)) we
have only to prove
sup
z∈RN
∫ 1
0
τ−1
[
µ(B(z, τ))
τN−
N+2
q
]q
dτ ≤ γ, (7.1)
where γ is a positive constant depending only on N , D1, D2, p and q.
Let ρ∗ = 1/5. By (3.17) with τ = ρ2 we have
sup
z∈RN
∫
B(z,ρ)
v(x, ρ2) dx ≤ γ′
for almost all ρ ∈ (ρ∗/2, ρ∗). Here γ′ is a positive constant depending only on N , D1, D2,
p and q. Then Lemma 2.4 implies that
sup
z∈RN
∫
B(z,
√
2ρ)
v(x, ρ2) dx ≤ Cγ′ (7.2)
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for almost all ρ ∈ (ρ∗/2, ρ∗). Furthermore, similarly to (5.13) and (5.14), we have∫
B(z,
√
2ρ)
v(x, ρ2) dx
≥ C
∫ ρ2
0
∫
B(z,
√
s)
∫
B(z,
√
2ρ)
G(x− y, ρ2 − s)[S(s)µ](y)q dx dy ds
≥ C
∫ ρ2
0
∫
B(z,
√
s)
[S(s)µ](y)q dy ds
(7.3)
for all z ∈ RN and almost all ρ ∈ (ρ∗/2, ρ∗). Combining (7.2) and (7.3) and applying a
similar argument as in (5.15) and (5.16), we obtain
Cγ′ ≥ sup
z∈RN
∫ ρ2
0
∫
B(z,
√
s)
[S(s)µ](y)q dy ds
≥ C sup
z∈RN
∫ ρ2
0
µ(B(z,
√
s))q
∫
B(z,
√
s)
G
(
y − z, s
2
)q
dy ds
≥ C sup
z∈RN
∫ ρ2
0
µ(B(z, τ))qτ−Nq+N+1 dτ = C sup
z∈RN
∫ ρ2
0
τ−1
[
µ(B(z, τ))
τ
N−N+2
q
]q
dτ
for all ρ ∈ (ρ∗/2, ρ∗). This implies that
sup
z∈RN
∫ ρ2
∗
0
τ−1
[
µ(B(z, τ))
τ
N−N+2
q
]q
dτ ≤ C.
Then, applying a similar argument as in (5.20), we obtain (7.1). Thus assertions (3) and
(4) of Theorem 1.3 follows. Therefore the proof of Theorem 1.3 is complete. ✷
8 Proofs of Corollaries 1.1 and 1.2
Proof of Corollary 1.1. The proof is by contradiction. Assume that problem (1.1)
possesses a global-in-time nontrivial solution. Then, by Definition 1.1 we see that prob-
lem (1.1) possesses a global-in-time positive solution (u, v).
Let τ > 0 and set u˜(x, t) := u(x, t+τ) and v˜(x, t) := u(v, t+τ). Then, by Definition 1.1,
for almost all τ > 0, we see that (u˜, v˜) is a global-in-time positive solution to (1.1) with
(u˜(0), v˜(0)) = (u(τ), v(τ)). Furthermore, we observe from Theorem 1.2 that (u(τ), v(τ)) is
the initial trace of the solution (u˜, v˜). Therefore, by Theorem 1.1 we can find γ > 0 such
that ∫
B(0,σ)
u˜(x, 0) dx ≤ γσN−
2(p+1)
pq−1 ,
∫
B(0,σ)
v˜(x, 0) dx ≤ γσN−
2(q+1)
pq−1 , (8.1)
for all σ > 0.
Assume that
q + 1
pq − 1 >
N
2
. (8.2)
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Then it follows from (8.1) that
lim
σ→∞
∫
B(0,σ)
v(x, τ) dx = lim
σ→∞
∫
B(0,σ)
v˜(x, 0) dx = 0.
Since τ is arbitrary, we see that v(x, t) = 0 for almost all x ∈ RN and t ∈ (0,∞). This
contradicts that (u, v) is a positive solution. Thus problem (1.1) possesses no global-in-
time nontrivial solutions under assumption (8.2).
It remains to consider the case of
q + 1
pq − 1 =
N
2
. (8.3)
We consider case (B). Then, by Theorem 1.3 we can find γ′ > 0 such that
∫
B(0,σ)
v˜(x, 0) dτ ≤ γ′
[
log
(
e+
T
1
2
σ
)]− 1
pq−1
for all 0 < σ < T
1
2 and all T > 0. Let T > 1 and set σ = T
1
4 . Then we see that
∫
B(0,T
1
4 )
v(x, τ) dx =
∫
B(0,T
1
4 )
v˜(x, 0) dx ≤ γ′
[
log
(
e+ T
1
4
)]− 1pq−1
→ 0
as T → ∞. Similarly to the case of (8.2), we deduce that v(x, t) = 0 for almost all
x ∈ RN and t ∈ (0,∞), which is a contradiction. Case (C) can be treated in the same
manner. Therefore problem (1.1) possesses no global-in-time nontrivial solutions under
assumption (8.3). Thus Corollary 1.1 follows. ✷
Proof of Corollary 1.2. The proof is by contradiction. Assume that problem (1.1) with
(1.2) possesses a solution (u, v) in RN × (0, T ) for some T > 0. Theorem 1.2 implies that
the initial trace of (u, v) coincides with the initial data of (u, v).
Case (A): It follows from (1.11) that∫
B(0,σ)
µ(x) dx ≥ Cca,1σN−
2(p+1)
pq−1 ,
∫
B(0,σ)
ν(x) dx ≥ Cca,2σN−
2(q+1)
pq−1 ,
for all sufficiently small σ > 0. This implies that (1.9) does not hold if either ca,1 or ca,2
is sufficiently large. This contradicts Theorem 1.1. Thus assertion (a) follows.
Case (B): It follows from (1.12) that∫
B(0,σ)
µ(x) dx ≥ Ccb,1σN−
2(p+1)
pq−1 | log σ|− ppq−1 ,
∫
B(0,σ)
ν(x) dx ≥ Ccb,2| log σ|−
1
pq−1 ,
for all sufficiently small σ > 0. Then
∫ σ
0
τ−1
[
µ(B(0, τ))
τN−
2(p+1)
pq−1
]q
dτ ≥ Cqcqb,1
∫ σ
0
τ−1| log τ |−1− 1pq−1 dτ ≥ Ccqb,1| log σ|−
1
pq−1
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for all sufficiently small σ > 0. Then these estimates contradict assertion (1) of Theo-
rem 1.3 if either cb,1 or cb,2 is sufficiently large. Thus assertion (b) follows.
Case (C): It follows from (1.13) that∫
B(0,σ)
µ(x) dx ≥ Ccc,1| log σ|−
N
2 ,
∫
B(0,σ)
ν(x) dx ≥ Ccc,2| log σ|−
N
2 ,
for all sufficiently small σ > 0. Then these estimates contradict assertion (2) of Theo-
rem 1.3 if either cc,1 or cc,2 is sufficiently large. Thus assertion (c) follows.
Case (D): Let ǫ > 0 be as in assertion (d). It follows from q > 1+2/N that (N+2)/q < N .
Then, by (1.14) we have∫
B(0,σ)
µ(x) dx ≥ C
∫ σ
0
r
−N+2
q
+N−1+ǫ
r−ǫh1(r) dr
≥ Cσ−ǫh1(σ)
∫ σ
0
r−
N+2
q
+N−1+ǫ dr ≥ CσN−N+2q h1(σ)
for all sufficiently small σ > 0. This implies that∫ t
0
τ−1
[
µ(B(x, τ))
τ
N−N+2
q
]q
dτ ≥
∫ t
0
τ−1h1(τ)q dτ (8.4)
for all sufficiently small t > 0. On the other hand, since h1 is positive continuous function
in (0, 1), if ∫ 1
0
τ−1h1(τ)q dτ =∞,
then ∫ t
0
τ−1h1(τ)q dτ =∞ for t ∈ (0, 1). (8.5)
Furthermore, for any r > 0, by Lemma 2.4 we have
sup
x∈RN
ν(B(x, 1)) ≤ C sup
x∈RN
ν(B(x, r)). (8.6)
Then, under the assumptions of assertion (d), we see a contradiction between (8.4), (8.5),
(8.6) and assertion (3) of Theorem 1.3. Thus assertion (d) follows.
Case (E): Since q = 1 + 2/N , by (1.16) we have∫
B(0,σ)
µ(x) dx ≥ C
∫ σ
0
τ−1h2(τ) dτ
for all sufficiently small σ > 0. This implies that∫ t
0
τ−1µ(B(x, τ))q dτ ≥ C
∫ t
0
r−1
[∫ r
0
τ−1h2(τ) dτ
]q
dr (8.7)
for all sufficiently small t > 0. On the other hand, since h1 is positive continuous function
in (0, 1), if ∫ 1
0
[∫ r
0
τ−1h2(τ) dτ
]q
r−1 dr =∞,
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then ∫ t
0
[∫ r
0
τ−1h2(τ) dτ
]q
r−1 dr =∞ for t ∈ (0, 1). (8.8)
Furthermore, (8.6) holds. Therefore, under the assumptions of assertion (e), we see a con-
tradiction between (8.6), (8.7), (8.8) and assertion (4) of Theorem 1.3. Thus assertion (e)
follows. Furthermore, assertion (f) also follows from Lemma 2.4 and Theorem 1.1 (see
also Remark 1.2). Therefore the proof of Corollary 1.2 is complete. ✷
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