Abstract. Software today is often developed for deployment on different architectures, ranging from sequential machines via multicore and distributed architectures to the cloud. In order to apply formal methods, models of such systems must be able to capture different deployment scenarios. For this purpose, it is desirable to express aspects of low-level deployment at the abstraction level of the modeling language. This paper considers formal executable models of concurrent objects executing with user-defined cost models. Their execution is restricted by deployment components which reflect the execution capacity of groups of objects between observable points in time. We model strategies for object relocation between components. A running example demonstrates how activity on deployment components causes congestion and how object relocation can alleviate this congestion. We analyze the average behavior of models which vary in the execution capacity of deployment components and in object relocation strategies by means of Monte Carlo simulations.
Introduction
Software is increasingly often developed as a range of systems. Different versions of a software may provide different functionality and advanced features, depending on target users. In addition to such functional variability, software systems need to adapt to different deployment scenarios. For example, operating systems adapt to specific hardware and even to different numbers of available cores; virtualized applications are deployed on a varying number of (virtual) servers; and services on the cloud may need to adapt dynamically to the underlying cloud infrastructure. This kind of adaptability raises new challenges for the modeling and analysis of component-based applications [33] . To apply formal methods to such applications, it is interesting to lift aspects of low-level deployment concerns to the abstraction level of the modeling language. In this paper we propose abstract performance analysis for formal object-oriented models, in which objects may migrate between deployment components that are parametric in the amount of concurrent processing resources they provide to their objects.
The work presented in this paper is based on ABS [20] , a modeling language for distributed concurrent objects which communicate by asynchronous method calls. ABS is an executable language, but still allows abstractions (i.e., functions and abstract data types can be used to specify internal, sequential computations). ABS is a successor of Creol [21] , simplifying that language by removing some features such as class inheritance and internal non-deterministic choice, but retaining a concurrent object model similar to Actors [1] and Erlang processes [5] : objects are inherently concurrent, with at most one process active per object. Concurrent objects and actors have attracted attention as an alternative to multi-thread concurrency in object-orientation (e.g., [9] ), and been integrated with, e.g., Java [30, 32] and Scala [15] . ABS uses Creol's cooperative scheduling of processes inside concurrent objects, which eliminates some common programming errors (specifically, race conditions are much harder to introduce inadvertently) and enables compositional verification of models [2, 12] .
In order to capture deployment scenarios for ABS models, previous work by the authors proposes an extension of the ABS language with deployment components which are parametric in the amount of concurrent activity they allow within a time interval [23] . This allows us to analyze how the amount of concurrent execution resources allocated to a deployment component influences the performance of objects deployed on the component. For this purpose, we work with a notion of timed concurrent objects [8] , extended to capture parametric concurrent activities between observable points in time. To validate and compare the concurrent behavior of models under restricted concurrency assumptions, the timed operational semantics of our ABS extension, defined in an SOS style [29] , is expressed in rewriting logic [26] , which enables the use of Maude [11] as a simulation and analysis tool for ABS models.
The contribution of this paper goes in three directions, compared to our previous work. First, we propose a formalization of object mobility in resourcerestricted deployment scenarios. This allows models to capture dynamic object deployment, which was not expressible in our previous work. We show how object mobility naturally integrates in ABS in an elegant and simple way, and how it allows dynamic deployment scenarios such as load balancing strategies to be expressed and executed in parallel with the functional parts of the model. This technical contribution complements the work presented in [22] , which formalizes load balancing by resource reallocation. Second, user-defined cost models for resource usage are introduced. Where our previous work used fixed cost models for processing capacity, user-defined cost models are given by functional expressions at the abstraction level of the modeling language and introduced in the models in the form of annotations, providing a separation of concerns between the functional aspect of the model and its resource consumption. Third, we extend our simulation tool to support Monte Carlo simulations; i.e., non-determinism in the semantics is resolved in the simulation tool by means of a sequence of pseudo-random numbers which is controlled by a seed when starting a simulation. In principle, this allows the possible execution paths of a model to be systematically inspected up to a given time, and allows us to analyze average behavior for models with user-defined cost. We demonstrate the use of Monte Carlo simulations to analyze the resource usage of distributed system models in ABS in order to compare the behavior of models ranging over resources and load-balancing strategies. This enables designers to anticipate the behavior of distributed systems at an early stage in the design process. Paper Overview. Section 2 introduces the load balancing problem developed in the running example of the paper. Section 3 presents timed resource-restricted ABS and our associated simulation tool. Section 4 shows how we can use our interpreter to simulate the behavior of our example ranging over deployment scenarios. Section 5 talks about load balancing strategies, Section 6 discusses related work, and Section 7 concludes the paper.
Motivating Example
Let us consider a service which produces thumbnail images for images of different sizes by scaling the images to a unique reduced-size; e.g., 150 pixels. The ABS model of such a service is given in Fig. 1 (Sec. 3 contains a detailed explanation of the language syntax). In our example, clients use the thumbnail service by first calling the getSession method of an Agent object. An Agent hands out Session objects from a dynamically growing pool. Clients then call the thumbnailImage method of their Session instance, which has as an actual parameter the size of the image. After completing the service, the session object is returned to the agent's pool. Our model defines a user-datatype Pixels as the unit to measure the size of an image.
Let the thumbnailImage method of a session have a certain computation cost and deadline calculated in terms of the parameter size; a service request is successful if it can be handled within the deadline. Let us assume that our service reduces the size of any given image to 150 pixels, and that we are expecting to process an average of 2400 pixels per time interval; then we calculated the cost as size/150 and the deadline as size/2400. For simplicity, we abstract from the specific functionality of our service. The cost annotation in the while-loop expresses the granularity of resource consumption. In our model, the actual cost cost is decomposed into a number of cumulative steps. In contrast, an annotation with the full cost would express that the computation must happen within one time interval; e.g., [Cost: cost] skip.
In the Agent class, the attribute sessions stores a set of Session objects. (ABS has a datatype for sets, with operations emptySet to check for the empty set, denoted EmptySet, select to select an element of a non-empty set, and the usual remove and Insert operators). When a client requests a Session, the Agent takes a session from the available sessions if possible, otherwise it creates a new session. The method free inserts the session in the available sessions of the Agent, and is called by the session itself upon completion of a thumbnail service request. This model captures the architecture and control flow of a service oriented application, while abstracting from many functionality and implementation details (such as thread pools, data models, sessions spanning multiple requests, etc.) which can be added to the model if needed.
The main block of the model specifies the initial state for model execution as a deployment scenario in which an Agent object is deployed on a deployment component server (of the predefined type DC), which will also contain the Session objects. The parameter to the server specifies its execution capacity in terms of abstract concurrent resources, which reflect the amount of potential abstract execution cycles available to the objects deployed on the server between observable points in time. The agent creates concurrently executing Session objects on the same server as needed. It is easy to see that heavy client traffic may lead to congestion on the server, which may in turn cause a lot of unsuccessful requests to the service.
Models of Deployed Concurrent Objects in ABS
ABS is an abstract behavioral specification language for distributed concurrent objects [20] . Concurrent objects are, like Actors [1] and Erlang [5] processes, dynamically created and inherently concurrent. ABS is an object-oriented language, so objects are dynamically created instances of classes, with attributes initialized to default type-correct values. An optional init method may be used to redefine attributes. Objects are typed by interface and communicate by asynchronous method calls, spawning concurrent activities in the called object. Active behavior, specified by an optional run method, is interleaved with passive behavior, triggered by such asynchronous method calls. Thus, an object has a set of processes to be executed, which stem from method activations. Among these, at most one process is active. The others are suspended on a queue. Process scheduling is by default non-deterministic, but controlled by processor release points in a cooperative way. ABS is strongly typed: for well-typed programs, invoked methods are supported by the called object (when not null), and formal and actual parameters match. We assume that programs are well-typed.
Deployment components were proposed in [23] to restrict the inherent concurrency of objects in ABS by mapping the logical concurrency to a model of physical computing resources. Deployment components abstract from the number and speed of the available physical processors by a notion of concurrent processing resource, reflecting the processing capacity of a component. Concurrent processing resources can be consumed in parallel or in sequential order, which reflects the number of processors and their speeds relative to the intervals between observable points in time. A simple time model suffices to define the points in time when the executing system is observable. How an object consumes resources depends on a cost model, which reflects the processing costs of different activities in the objects. In [23] , we worked with a simplistic cost model which assigned a fixed cost to skip and to statements with write-access to memory. In [22] , we introduced reflection into this component model, such that an object could inspect the load of its deployment component, and reallocate resources between deployment components. However, objects were statically deployed on a deployment component when they were created, and the same simplistic cost model was used.
In ABS, objects are deployed on deployment components with given amounts of resources. Objects deployed on a component may consume resources within a time interval until the component runs out of resources or the objects are otherwise blocked. This way, the logical concurrency model of a group of concurrent objects is controlled by their associated deployment component. A deployment component is parametric in the computational resources it offers to a group of dynamically created objects, which makes it easy to configure deployment scenarios varying in their concurrent resources.
In this paper, we generalize our previous approach by allowing a user-defined cost model in which the processing costs of a statement are given in terms of a cost expression e which depends on the current state of the object and the local variables of the active process. The expression is introduced into the ABS syntax as an optional annotation [Cost: e]s to statements s; thus, we obtain a separation of concerns between the cost and functional behavior of models. Statements without annotations are given a default cost and models without annotations are valid models in the resource-restricted extension to ABS. Furthermore, the statement goto(e) is introduced to the language. This statement expresses object mobility such that an object may relocate to a target deployment component e. This way, deployment scenarios may be modeled in which Syntactic categories. objects dynamically change deployment components. For readability, we present the syntax of the full language with the proposed extensions below. Figure 2 gives the syntax of timed ABS with deployment components. A program consists of interface and class definitions and a main block to configure the initial state. IF defines an interface with name I and method signatures Sg. A class implements a set I of interfaces, which specify types for its instances. CL defines a class with name C, interfaces I, class parameters and state variables x (of type I), and methods M . (The attributes of the class are both its parameters and declared fields.) A method signature Sg declares the return type I of a method with name m and formal parameters x of types I. M defines a method with signature Sg, a list of local variable declarations x of types I, and a statement s.
C, I, m in
Statements. Assignment x = rhs, sequential composition s 1 ; s 2 , skip, if, while, and return e are standard. The statement goto(e) moves the object to deployment component e. The statement suspend unconditionally releases the processor by suspending the active process. The guard g controls processor release in statements await g, and consists of Boolean expressions b over attributes and return tests x? (see below). If g evaluates to false, the current process is suspended. In this case, any enabled process from the pool of suspended processes may be activated. The scheduling of processes is cooperative in the sense that processes explicitly yield control and execution in one process may enable the further execution in another. The annotated statement [Cost:e] s expresses that the cost of executing s will be e resources, where e is evaluated in the current state of the object.
Expressions rhs include pure expressions e, communications cm, and the creation of deployment components and objects. The expression component (e) creates a component with e concurrent resources. Resources are modeled by a type Resource which extends the natural numbers with an "unlimited resource" ω. The set of concurrent objects deployed on a component, representing the logically concurrent activities, may grow dynamically. Object creation new C(e) has an optional clause in e to specify the targeted deployment component: here the C object is to be deployed on component e. (If the target component is omitted, the new object will be deployed on the same component as its parent. The behavior of ABS models without deployment restrictions on their functional behavior is captured by a main deployment component with ω resources.)
Pure expressions e are variables x, Boolean expressions b, resources r, this (the object's identifier) and thiscomp (the object's current deployment component), and now, which returns the current time. Timed ABS uses an implicit time model [8] , comparable to a system clock which updates every n milliseconds (representing a time interval). Time values are totally ordered by the lessthan operator; comparing two time values results in a Boolean value suitable for guards in await statements. From an object's local perspective, the passage of time is indirectly observable via await statements. Time advances when no other activity may occur. This model of time is used to handle the amount of concurrent activity allowed within a time interval in order to model resource constraints for different deployment scenarios. The total number of resources allocated to objects on the current deployment component are given by total, and the average load on the component for the last e time intervals by load(e). The expression random(e) returns some integer value between 0 and the value of e. (The full language includes a functional expression language with standard operators for data types such as strings, integers, lists, sets, maps, and tuples. These are omitted here, and explained when used in the examples.)
Communications cm are based on asynchronous method calls. After making an asynchronous call x = e!m(e), the caller may proceed without waiting for the method reply. Here x is a future variable, which refers to a return value which may still need to be computed. Two operations on future variables control synchronization in ABS [20] . First, the guard await x? suspends the active process until a return to the call associated with x has arrived. This suspends execution of the process, but allows other processes to run. Second, the return value is retrieved by the expression x.get, which blocks all execution in the object until the return value is available. Two commonly used communication patterns are now explained; the statement sequence x = e!m(e); y = x.get encodes a blocking call, conveniently abbreviated y = e.m(e) (often referred to as a synchronous call), whereas the statement sequence x = e!m(e); await x?; y = x.get encodes a non-blocking, preemptable call. 
Operational Semantics
The operational semantics of ABS is given as an SOS [29] style reduction system. We briefly outline the semantics here in order to explain the extension with userdefined cost annotations (the full details may be found in [20] ). The runtime syntax is given in Fig. 3 . A configuration cn consists of objects obj , messages msg, and futures fut. An object o(σ, p, q) has an identity o, a state σ, and active process p, and a queue of pending processes q. The active process consists of a list of statements s to be executed in the context of local variable bindings σ, unless the active process is idle (in which case a pending process from q is scheduled for execution). Messages represent method calls and futures represent method returns.
Given a reduction relation →, a run is in general a possibly non-terminating sequence of terms t 0 , t 1 , . . . such that t i → t i+1 . Let t ! → t denote that t is the final term of a terminating run from the initial term t; i.e., there is no term t such that t → t . We shall denote by → the reduction relation of ABS, which is defined inductively over the legal configurations cn. For an object o(σ, {l|s}, q), there are in particular rules which reduce the head of the statement list s, defined by cases for the statements of ABS. In addition, there is a rule for binding a message msg to a method activation p, which is put into the object queue q, and for scheduling a suspended process from q when the active process is idle. (Observe that many processes may be schedulable at the same time, which leads to non-determinism in the semantics.) ABS objects are asynchronous in the sense that no reduction rules have two objects on the left hand side.
The runtime syntax of timed runtime configurations with deployment components is given by the following extension of the syntax of Figure 3 :
A timed configuration consists of a configuration cn and a clock cl(t) (where t is the current global time). Extended configurations cn may contain deployment components dc(n, u, h), where dc is the identity of the component, n is the number of available processing resources, u the used resources, and h the (possibly empty) sequence of resource usage over time. Observe that the standard ABS reduction relation → is not defined for active processes in which the head of the statement list is annotated. Figure 4 defines the extension to → for such annotated statement lists, a reduction relation → τ which expresses the effect of advancing time, and the timed resource-restricted reduction relation → r . The rule RestrictedExec extends the relation → to capture the reduction of an object o in which the head of the statement list in the active process has an annotation of cost e. This can be done according to the standard rules for → if the current deployment component of o has enough resources to do a reduction step.
In this rule, we use thiscomp(o) to denote the current deployment component of o, [[e]]
t σ to denote the evaluation of an expression e in the substitution σ at time t. Observe that the resources required to do the reduction are subtracted from the available resources of the deployment component and added to its used resources. Rule Reset expresses the effect of time advance on a deployment component; the available resources n are reset to amount of resources allocated to the component, and the history of resource consumption is extended with the the used resources u of the previous time interval.
The rule RunToCompletion captures the timed resource-restricted reduction relation → r between timed configurations. Time advances from a timed configuration {cn cl(t)} by the reduction relation → r if cn can be reduced to a normal form cn by application of →, after which all deployment components in cn have been reset by rule → τ . A run of a timed, resource-restricted ABS model is a (possibly non-terminating) sequence of configurations tcn 0 , tcn 1 , tcn 2 , . . . such that tcn i → r tcn i+1 , which represent the configurations at the observable points in time during the execution of the timed resource-restricted ABS model. Observe that a non-terminating run by the ABS reduction relation → corresponds to an infinitely fast execution in timed, resource-restricted ABS; there is no observable successor state.
ABS Analysis Tool
The SOS semantics of timed, resource-restricted ABS has previously been translated to rewriting logic [26] and implemented in Maude [11] , to provide an interpreter for ABS models for the fixed cost model of our previous work. The details of this rewriting logic semantics for ABS are reported in [22] . As a technical contribution of this paper, we have extended this interpreter to accomodate user-defined cost models, as defined above, and the goto-statement and random-expression proposed in this paper. Whereas the implementation of the goto-statement translates into an assignment of the thiscomp field of an object, the random-expression is implemented such that it depends on a sequence of pseudo-random numbers, controlled by a seed provided as an argument to the execution of the model. The sequence of pseudo-random numbers is also used to make scheduling decisions in the simulator of the ABS semantics; i.e., if an object has a list of n schedulable processes in its queue, the interpreter will select for execution the random(n)'th process from this list. This interpreter for the semantics of timed resource-restricted ABS is used as a basis for Monte Carlo simulations. Whereas our previous work on deployment components could only simulate one arbitrary run of the model, this extension allows us to simulate n runs with different sequences of pseudo-random numbers, which in principle allows us to exhaust the full state space of executions. The individual runs of the Monte Carlo simulations use the ABS interpreter, a query language allows us to extract information from the runtime states of these simulations, and to combine this information from the different runs of a deployment scenario. The use of this analysis tool is shown in the following sections.
Comparing Resource-Restricted Behaviors
In order to investigate the effects of specific deployment scenarios on the timing behavior of timed software models, we use the analysis tool to simulate and test ABS models. The test purpose for these scenarios using Monte Carlo simulations is to reach a conclusion on whether redeployment on a different configuration leads to an observable difference in timing behavior. We compare the behavior of ABS models with the same functional behavior and workload when the models are deployed on components with different amounts of resources.
We extend the example given in Section 2 with a workload scenario. Figure 5 shows the implementation of a configurable asynchronous client. The run method of an AsyncClientImp object has as actual parameters the number of images to process represented by the parameter cycles; the frequency of requests to the thumbnail service, represented by the parameter frequency and a random jitter value in the interval [-2,+2] ; and a varying image size given by the parameter size which varies the sizes of the images in the interval [size,4·size]. Successful Requests Fig. 6 . Single-server simulation results: number of successful, i.e., non-timeout responses for 60 requests, with server capacity varying between 10 and 55. The numbers show mean and standard deviation of 100 runs for each server capacity.
Objects of the AsyncClientImp class are used to model the expected usage scenario and run with unlimited resources. Figure 6 shows simulations results using four asynchronous clients running concurrently and making a total of 60 thumbnail request with a frequency ranging between [1, 6] and image's size ranging over [2 000, 20 000] pixels. As we can see from Fig. 6 , the server is basically unresponsive up to 35 resources, at 45 resources it can successfully handle approximately 50% of the requests, and above 50 resources it can successfully handle more than 75% of the requests.
Load Balancing Strategies
ABS models may be augmented with load balancing strategies with the aim of decreasing congestion and thus improving the overall quality of service compared to models with static deployment scenarios. Load balancing strategies may be expressed in ABS using the resource-related language constructs total, load, and goto.
We illustrate how ABS models may be augmented with load balancing strategies using the running example of the thumbnail image service, and compare the results of load balancing to the results for basic deployment scenarios presented in Section 4. In this section we model and explore two different load balancing strategies; (1) a load-balancing agent which moves sessions to a backup server when the load on the main server is above a given threshold, and (2) self-monitoring sessions which move themselves to the backup server if the processing of their requests takes more than a given time limit. Both of these dynamic deployment scenarios are analyzed using the same workload scenario as in Section 4. Other, more elaborate load-balancing strategies may be modeled in the same style. Figure 7 shows the ABS model of a load-balancing agent which moves sessions to a backup server when the load on the main server increases beyond 2/3 of the total resources allocated to the main server. This is a simple load balancing strategy which tries to minimize the amount of work done on the backup server, while maintaining an acceptable quality of service. The cost annotation of the goto statement expresses the cost of moving the object; i.e., the marshaling of the object. The cost annotation of the succeeding skip statement expresses the corresponding cost of demarshaling, which take place on server. For simplicity, we have here set both cost values to 1. Figure 8 shows an ABS model of selfmonitoring session objects which move themselves to the backup server if the execution of the current request takes more than a given amount of time (the limit). Here, the active method run serves as a monitor. Once the session has moved, the monitor sets timeToMove to infinite time ∞ to ensure that it will not be applied again to the same request. The next request resets timeToMove to the limit again, which reenables the monitor.
Simulations of Load-Balancing Deployment Scenarios. For the simulations of the running example augmented with load balancing strategies, we added a second deployment component to the initial configurations of Section 4, and let both deployment components have the same capacity. Figure 9 summarizes all three scenarios (single server, smart agent, and self-balancing sessions) with deployment component capacities ranging from 10 to 55. It can be seen that the load balancing strategies outperform the single server in all cases (as they should, since these scenarios have twice the total number of resources). The simulations show that under constrained scenarios, the monitor strategy outperforms the smart agent for our example model and usage scenario.
Our simulation tool can also record behavior of models over time. Figure 10 shows the time progression of the average load (of 100 simulation runs) on the two deployment components under both balancing strategies, with main and backup deployment component both running with 35 resources. The simulation runs vary quite a bit, with standard deviation around 15 for all servers, except for the main server under the monitor strategy, which exhibits a standard deviation of approximately 10 throughout the run. It can also be seen that the server utilization under the monitor strategy is more stable, with the main server load around 30 (of 35) on average, and less work being transferred to the backup server. In summary, our simulation tools can be used both for quantitative insights into aggregated model behavior, and for understanding of timed behavior of models.
Related Work
Asynchronously communicating software units, known from Actors and Erlang, are interesting due to their inherent compositionality. Concurrent objects with asynchronous method calls and futures combine asynchronous communication with object orientation [2, 9, 30, 32] . In these models, each software unit is also 
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Single Server Smart Agents Monitor Fig. 9 . Simulation results of single server, smart agent and monitoring load balancing strategies: number of successful, i.e., non-timeout responses for 60 requests, with server capacity varying between 10 and 55. The numbers show mean and standard deviation of 100 runs for each server capacity for each scenario.
a unit of concurrency. There is a vast literature on formal models of mobility, based on, e.g., agents, ambient calculi, and process algebras, which is typically concerned with maintaining correct interactions between the moving entities with respect to, e.g., security, link failure, or location failure. For non-functional properties, access to shared resources have been studied through type and effect systems (e.g., [17, 18] ), QoS-aware processes proposed for negotiating contracts [27] , and space control achieved by typing for space-aware processes [7] . Closer to our work, timed synchronous CCS-style processes can be compared for speed using faster-than bisimulation [25] , albeit without notions of mobility or location. We are not aware of other formal models connecting execution capacities to locations as in the deployment components studied in our paper.
This paper is part of ongoing work on resource-restricted execution contexts for concurrent objects [4, 22, 23] . Whereas [4] considers memory usage, deployment components with parametric concurrent resources were introduced in [23] , extending work on a timed rewriting logic semantics for Creol [8] . A follow-up paper considers resources as first-class citizens of the language, formalizing the semantics of ABS with resource reallocation in rewriting logic [22] . In contrast, the present paper considers object mobility using a goto statement to allow an object to move to another deployment component, formalized in a more abstract SOS semantics. Relocation is possible due to the inherent compositionality of concurrent objects [12] : processes are encapsulated inside objects and the state of other objects can only be accessed through asynchronous method calls. This way the object is in control of its own location, which fits with the encapsulation of both state and control in the concurrent object model. Resource realloca- tion and object mobility are in a sense complementary means to achieve load balancing: both have applications where they seem most natural. Techniques and methodologies for predictions or analysis of non-functional properties are based on either measurement or modeling. Measurement-based approaches apply to existing implementations, using dedicated profiling or tracing tools like, e.g., JMeter or LoadRunner. Model-based approaches allow abstraction from specific system details, but depend on parameters provided by domain experts [13] . A survey of model-based performance analysis techniques is given in [6] . Formal approaches using Petri Nets, game theory, and timed automata (e.g., [10, 14, 24] ) have been applied in the embedded software domain, but also to the schedulability of tasks in concurrent objects [19] . That work complements ours as it does not consider resource restrictions on the concurrency model, but associates deadlines with method calls.
Work on object-oriented models with resource constraints is more scarce. Based on a UML profile for schedulability, performance and time, the informally defined Core Scenario Model (CSM) [28] targets questions in performance model building. CSM has a notion of resource context, which reflects the set of resources used by an operation. CSM aims to bridge the gap between UML specifications and techniques to generate performance models [6] . UML models with stochastic annotations for performance prediction have been proposed for components [16] . Closer to our work is a VDM++ extension to simulate embedded real-time systems [31] , in which architectures are explicitly modeled using CPUs and buses, and resources statically bound to the CPUs. However, their work does not address relocation and load balancing strategies.
Discussion and Future Work
As software is increasingly developed to be deployed on a variety of architectures, it is important to be able to analyze the behavior of a model under different resource assumptions. ABS uses deployment components with parametric resources to express deployment scenarios for high-level executable models. This paper proposes a primitive for relocating concurrent objects between deployment components, expressed at the abstraction level of ABS, which integrates with the formal framework of deployment components in an elegant and simple way. Furthermore, we consider the problem of modeling systems with different load balancing strategies by allowing objects to move between deployment components, depending on the work load of their component. We demonstrate how a simple language extension is sufficient to naturally express dynamic object relocation strategies in this setting; our example shows how traffic on deployment components may cause congestion in the model, resulting in performance degradation for given deployment scenarios, and how load balancing strategies can be used to dynamically alleviate the congestion and thus to improve the overall performance of the model in a given deployment scenario. For the analysis of the deployment scenarios, we have extended ABS with a random expression and our simulation tool to do Monte Carlo simulations, which allows us to observe average behavior for the deployment scenarios.
As a technical contribution of this paper, we have extended ABS with support for user-defined cost models in terms of annotations, which provide a much more flexible framework for expressing processing cost than in our previous work. For example, the cost of an assignment may depend on the cost of evaluating a function on the right hand side of the assignment, which again may depend on the size of the input to the function. While this is expressible by user annotations as proposed in this paper, it leaves significant responsibility with the modeler. In future work, we will consider how the modeler may be assisted in this task by means of tools. In particular, static analysis techniques may in many cases be applicable to approximate the actual cost of a statement in terms of worst-case upper bounds (e.g., following [3] ). In a recent paper [4] , we have shown how static analysis may be combined with simulation for the memory analysis of untimed ABS models. However, it remains to combine this approach with userdefined cost models and time, and to integrate the tools. In a more long term perspective, we are interested in how to combine different user-defined resources in the same model.
