Glioblastoma multiforme (GBM) is a fast-growing and highly invasive brain tumor, it tends to occur in adults between the ages of 45 and 70 and it accounts for 52 percent of all primary brain tumors. Usually, GBMs are detected by magnetic resonance images (MRI). Among MRI images, Fluid-attenuated inversion recovery (FLAIR) sequence produces high quality digital tumor representation. Fast detection and segmentation techniques are needed for overcoming subjective medical doctors (MDs) judgment. In this work, a new framework for radiomics analysis of GBM on FLAIR images is proposed. The framework can be used both for an initial detection of GBM and in case for its segmentation. The novelty of the methodology is the combination of new topological features computed by topological data analysis, textural features and of automatic interpretable machine learning algorithm. The framework was evaluated on a public available dataset and it reaches up to the 97% of accuracy on the detection task and up to 95% of accuracy on the segmentation task.
Introduction
Gliomas are the most common primary brain tumors, originating from glial cells. They are characterized by a diffuse and infiltrative growth pattern, as invasive glioma cells often migrate along myelinated white matter (WM) fiber tracts. This is a major cause of their appalling prognosis: tumor cells invade, displace, and possibly destroy WM. The non-invasive detection of microscopic infiltrations, as well as the identification of aggressive tumor components within spatially heterogeneous lesions, are of outstanding importance for surgical and radiation therapy planning or to assess response to chemotherapy. Magnetic resonance (MR) imaging plays an important role in the detection and evaluation of brain tumors. For more than 30 years [11] conventional MR imaging, typically T1w images before and after paramagnetic contrast administration, T2w images and FLAIR images have been largely used to evaluate brain neoplasms. MR allows to localize the lesions, helps to distinguish tumors from other pathologic processes, and depicts basic signs of response to therapy, such as changes in size and degree of contrast enhancement. Manual tumor detection and segmentation on MR images is time-consuming and can have a great interobserver variability; automatic segmentation is more reproducible and efficient when robustness is particularly desirable, such as in monitoring disease progression or in the longitudinal evaluation of emerging therapies [6] . Radiomics is a set of techniques for extracting a vectorial representation that provides a quantitative description of tumor radiographic data. In general, radiomics extracts quantitative description of signals and images intensity, texture description and geometric characterstics.
Texture analysis [7, 31] , an image-analysis technique that quantifies gray-level patterns by describing the statistical relationships between the intensity of pixels, has demonstrated considerable potential for cerebral lesion characterization and segmentation [35] . For automatic glioma detection and segmentation in MRI, several algorithms have been already proposed. The most recent works can be grouped into superpixel based segmentation and deep learning based segmentation. In [42] , the authors presented an interesting bottom-up approach that aims to combine graphical probabilistic model (i. e, Conditional Random Fields -CRF -) for capturing the spatial interactions among image superpixel regions and their measurements. A number of features including statistics features, the combined features from the local binary pattern as well as gray level run length, curve features, and fractal features were extracted from each superpixel. The features were used for teaching machine learning models to discriminate between healthy and pathological brain tissues. In [40] , the authors used the concept of superpixels based segmentation for instrumenting a machine learning algorithm (i.e., support vector machine -SVM) that uses both textural and statistical features. The authors reported excellent average Dice coefficient, Hausdorff distance, sensitivity, and specificity scores when applying their method on T2w sequences from the Multimodal Brain Tumor Image Segmentation Benchmark 2017 (BraTS2017) dataset. In [36] , the authors exploited a new method for brain tumor detection by combining features computed from Fluid-Attenuated Inversion Recovery (flair) MRI in association with the graph-based manifold ranking algorithm. The algorithm counts three mains steps: in the first phase, superpixel method is used to convert the homogeneous pixels in the form of superpixels. Rank of each superpixel or node is computed based on the affinity against certain selected nodes as the background prior in the second phase. The relevance of each node with the background prior is then computed and represented in the form of tumor map. In [37] the authors have reported on an approach that computes for each superpixel a number of novel image features including intensity-based, Gabor textons, fractal analysis and curvatures within the entire brain area in FLAIR MRI to ensure a robust classification. The authors compared Extremely randomized trees (ERT) classifier with support vector machine (SVM) to classify each superpixel into tumour and non-tumour. Deep learning based solutions are becoming the new tools for brain segmentation. In [21] ,the authors used autoencoders for instrumenting an automatic segmentation of increased signal regions in fluid-attenuated inversion recovery magnetic resonance imaging images. In [23] , the authors have provided a solution for dealing to the limited amount of available data from ill brains.
They have trained a one-class classifier algorithm based on deep learning for segmenting brain tumors from fluid attenuation inversion recovery MRI. The technique exploits fully convolutional neural networks, and it is equipped with a battery of augmentation techniques that make the algorithm robust against low data quality, and heterogeneity of small training sets. Beside segmentation, deep-learning based solutions have been exploited for skull-stripping, and tissues identification (white matter, gray matter, etc. . ) [20, 14] , At the best of our knowledge, the latest review of radiomics approaches is reported in [8] .
Topological features for radiomics
A topological space is a powerful mathematical concept for describing the connectivity of a space. Informally, a topological space is a set of points, each of which equipped with the notion of neighboring [17, 25] . In the last decade a new suite of tools, based on algebraic topology, for data exploration and modeling haven been invented [5, 43, 12] . The data science community refers to these tools as Topological Data Analysis (TDA). TDA has been used in different domains: biology, manufacturing, medicine and others [34] . Topological entropy, namely Persistent Entropy, is equipped with suitable mathematical properties, that permits to describe complex systems [3] and it has been applied in different experiments, e.g. the analysis of biological images [19] and the analysis of medical signals [30] . At the best of our knowledge, the extraction of topological features for radiomics from topological data (TDA) analysis is still at its own infancy. In [29] , the authors have compared the accuracy of machine learning models for the classification of hepatic tumors. From T1-weighted magnetic resonance (MR) images, the authors have computed both texture analysis and topological data analysis using persistent homology. The textural features or the topological features were used as input for machine learning models, the best accuracy (92%) for hepatocellular carcinomas was obtained with textural features, while TDA based machine learning model obtained the 85% of accuracy for metastatic tumors. In this work, we report on seminal findings of topological features, computed via topological data analysis, as a new set of features for radiomics purposes. Specifically, we discuss about the application of TDA for GBM detection and segmentation.
Paper outline
The aim of this study was to evaluate the possibility of discriminating healthy 
Background

Superpixel
Superpixel is a powerful tool widely adopted in image segmentation. A superpixel is a collection of pixels with common characteristics (e.g., gray scale). For an example of segmentation with superpixels see Figure 2 .1. Superpixel enables to extract more information than working at single pixel. Also, each superpixel is a compact representation of image region of interest (ROI) and that can be very useful for computationally demanding problems (e.g., the ease the handling of extremely high resolution images). For a complete overview of superpixel we refer to [18, 41, 1] . In this work, we used the Simple Linear Iterative Clustering (SLIC) algorithm for computing superpixels 1 . The algorithm starts with K regularly spaced cluster centers and it moves them to seed locations corresponding to the lowest gradient position in a grid of neighborhood pixels. Each pixel in the image is associated with the nearest cluster center whose search area overlaps this pixel. After all the pixels are associated with the nearest cluster center, a new center is computed as the average color vector of all the pixels belonging to the cluster. The process is repeated until all the pixels are associated to the clusters. 
Gray-Level Co-occurrence matrix
Gray-Level Co-occurrence matrix, often referred as GLCM, is a statistical method on examining image texture by taking into account the spatial relationship of pixels. The GLCM counts how often pairs of pixel with specific values and in a specified spatial relationship occur in an image. From GLCM it is possible to extract textural information, e.g. correlation, energy, homogeneity, etc. . . [16] .
Topological Data Analysis
Persistent homology
Homology is an algebraic machinery used for describing a topological space C.
Informally, for a fixed natural number k, the k−Betti number β k counts the number of k−dimensional holes characterizing C: β 0 is the number of connected components, β 1 counts the number of holes in 2D or tunnels in 3D 2 , β 2 can be thought as the number of voids in geometric solids, and so on.
Persistent homology is a method for computing the k−dimensional holes at different spatial resolutions. Persistent holes are more likely to represent true features of the underlying space, rather than artifacts of sampling (noise), or due to particular choices of parameters. For a more formal description we refer the reader to [13] . In order to compute persistent homology, we need a distance function on the underlying space. This can be obtained constructing a filtration on a simplicial complex, which is a nested sequence of increasing subcomplexes.
More formally, a filtered simplicial complex K is a collection of subcomplexes
The filtration time (or filter value) of a simplex σ ∈ K is the smallest t such that σ ∈ K(t).
Persistent homology describes how the homology of K changes along a filtration. A k−dimensional Betti interval, with endpoints [t start , t end ), corresponds to a k−dimensional hole that appears at filtration time t start and remains until time t end . We refer to the holes that are still present at t = t max as persistent topological features, otherwise they are considered topological noise [2] . There are several algorithms for computing persistent barcodes. To name a few:
Gudhi and jHoles [24, 4] . For a complete overview of the available tools we refer to [28] . This sequence means that there is only one connected components -all the triangles are connected, and only one topological loop that is the inner squared empty space of the simplicial complex. In this toy example the persistent 1D hole is made by 4 1D simplices (line segments) and 4 0D simplices (vertices), this are the so-called generators. The picture is from [4] .
From image to filtered simplicial complex
We propose a new algorithm for transforming a gray scale image into a filtered simplicial complex. Eventually, the simplicial complex is analyzed by means of persistent homology. The input of the algorithm is a gray scale image or a part of it.
• The image is segmented with k superpixels, this returns a group of k superpixel regions: S = {s 1 . . . , s k } where each superpixel is a group of pixels s 1 = {p 1 , . . . , p n }. We remark that each pixel is described in term of its gray level, namely gray(p i ). where gray(v i ) is the average gray of the ith superpixel.
• Persistent homology of the weighted graph is computed by jHoles [4] .
Topological Features for Radiomics
From a persisent barcode it is possible to compute numerical statistics that can be used as input features for further modeling tasks. The main features are recalled in the following.
Euler Characteristics
Two or more topological objects, e.g. simplicial complexes, are homologically equivalent if they have the same sequence of Betti numbers. In other words, they are characterized by the same number of homological holes at each dimension.
Two topological objects can be compared by using their Euler Characteristics.
Where β i is the Betti numbers at the i-th homological group (e.g., β 0 is the Betti number at H0 for counting the number of connected componets, β 1 for counting the number of 2D holes, beta 2 for counting the number of 3D empty volumes etc. . . ).
Persistent Entropy
Persistent Entropy is a Shannon like entropy computed over the persistent barcodes. It was defined initially in [9] and further studies of its mathematical properties were publushed in [32, 33] . We recall its definition. 
Generator Entropy
A topological feature is generated by the so-called homological generator [26] .
In this work, we propose a new seminal statistics that summarizes the number of 0D generators in each topological features.
Definition 2.3 (Generator Entropy)
where N is the number of homological holes, n i = number of unique generators in the i-th homological hole, L = Σ i=N i=1 n i and p i = ni L .
We envision that this new topological statistics could be used for detecting correlations between holes length and specific objects in the input space represented by the simplicial complex (e.g., tumors).
A new methodology for supervised brain tissue detection and segmentation
Methodology for glioblastoma detection
In this work we have implemented and tested the methodology depicted in Figure 3 and that is based on the algorithm described in Sec. 2. The methodology takes as input a collection of FLAIR file. Each FLAIR file is completed with a 3D tumor mask, or in other words with the region of interest (ROI), that indicates where the tumor is located. The methodology counts the following steps:
Preprocessing
• The FLAIR file is optimized by removing fat tissues and by performing skull stripping.
• Accordingly to the 3D ROI, the slices containing GBM are extracted from the FLAIR file. For each slice the information on the position of the tumor with respect to the center of the image is also stored.
2. Each slice is divided it in two sub-images the so-called lateral and contralateral. In this setting, lateral images contain the tumor, while contralateral images contain healthy tissue. The parts are resized such that they have the same sizes.
3. For each sub-image the following statistics are computed:
• Textural Features -note that, features b to f are computed from the GLCM:
(a) Gray level -average grays intensity in each superpixel.
(b) Contrast -it measures the local variability in the gray level.
(c) Correlation -it measures the joint probability that a given pair of pixels is found.
(d) Homogeneity -it measures the distance between the GCLM diagonal and element distribution. 
Methodology for glioblastoma segmentation
A slightly modified version of the methodology can be used for the segmentation of a slice and without the need of dividing it into lateral and contralateral.
After the preprocessing step, the image is initially simplified by superpixels. For each superpixel the textural features and topological features are computed, as described above. The intersection between the pixels in the superpixel region and the corresponsing pixels in the ROI image is computed. If the intersection is ∅ the class for superpixel is set to healthy, otherwhise the class is set to be ill.
Discussion
We have tested the methodology described in Sec. 3 on a public freely available dataset accessible via The Cancer Imaging Archive (TCIA) [10] . Fig. 4 shows two of the slices used in this work. In details, the dataset includes DICOM files of 20 subjects with primary newly diagnosed glioblastoma who were treated with surgery and standard concomitant chemo-radiation therapy (CRT) followed by adjuvant chemotherapy. The sequences are T1-weighted (pre and post-contrast agent), FLAIR, T2-weighted, ADC, normalized cerebral blood flow, normalized relative cerebral blood volume, standardized relative cerebral blood volume, and binary tumor masks (i.e., ROIs) [26] . Each patient is described by two MRI exams: within 90 days following CRT completion and at progression. We have processed the FLAIR sequences collected within the 90 days of CRT completion.
We decided to focus on this set of sequences since the tumor is always present.
The DICOM were transformed into NII files for enabling further analysis 3 . The preprocessing steps, namely the removal of fat tissues and skull stripping, were performed by using the deep-learning algorithm described in [22] 4 . From FLAIR files a total of 2408 gray scale images were extracted. Note that each image contains the tumor. 
Glioblastoma detection
The images were partitioned in 2408 lateral parts plus 2408 contralateral parts for a total of 4816 samples. Textural and topological features were calculated with open source software Octave 5 and JavaPlex [38] . The dataset was randomly divided in the training, testing and validation subsets. The dataset was used for two different machine learning experiments. In the first experiment we have trained a multilayer supervised perceptron (MLP) 6 with a fixed architecture of a single hidden layer with 8 neurons each of them equipped with lbfgs. The algorithm was trained with the back-propagation approach. In this work the data were preprocessed by applying standard scaler 7 . In the second experiment we used the automatic machine learning framework TPOT [27] . TPOT is a framework that uses genetic algorithm for comparing different machine learning solutions and it finds automatically the best pipeline that maximizes the accuracy.
TPOT produces a pipeline that contains both the preprocessing steps -if needed -and the selected Machine Learning architecture. In both experiments and for increasing prediction reliability, 5-fold cross validation 8 approach was used during the training. Skater and Lime algorithms were used for investigating the structure of the trained machine learning algorithms and for computing features relevance [39] . For a complete introduction to machine learning interpretation we refer to 9 . For evaluating the methodology for glioma segmentation each slice has been segmented in 250 superpixels. The dataset thus contains 250 × 2408 = 602.000
samples. Each sample is completed with its class label, as described in the methodology. Similarly to the methodology for the detection, the dataset was divided in three subsets and used for training and evaluating both a multi layer perceptron and automatic selected machine learning classifier by TPOT.
Results
Glioblastoma detection
The methodology described in Sec. 3 was evaluated over different number of superpixels, i.e., from 50 to 500 with an increment of 50. For each number of superpixels we have evaluated the accuracy by means of AUC of both the Artificial Neural Networks and TPOT models. The comparison of the performances is displayed in Figure 4 . In general, TPOT model outperforms artificial neural network. TPOT reaches the maximum accuracy at superpixels = 500: TPOT AUC = 97. 1% and ANN AUC = 93. 7%. Table 1 reports the accuracy and the corresponding 95% confidence interval for each experiment and for both TPOT and ANN. The list of algorithms that were selected by TPOT are reported in Sec.3. In both cases the accuracy are quite good. We argue that TPOT shows better performance because it adds preprocessing steps (e.g., StandardScaler 10 , 
Glioblastoma segmentation
The methodology for glioblastoma segmentation reported in Sec. 3 was evaluated for a fixed number of superpixels = 250. For the sake of clarity, 250 is a good trade-off between the accuracy, the number of pixels in each superpixel and the timing of the experiments 13 . The accuracy on the validation set of ANN and of TPOT are reported in Table 2 . Also for segmentation TPOT outperforms ANN. An example of the execution of the segmentation is depicted in Fig.4 . We argue Figure 9 : Output of the segmentation process. Input image (left) -Detected tumor (right). Yellow indicates the GBM. Green corresponds to internal tissues or other pathologies that are beyond the scope of this paper.
that even in this case the preprocessing steps introduced by TPOT improves the quality of the results. The pipeline selected by TPOT is reported below. Skater analysis is depicted in Fig. 4 . The model selected by TPOT for the segmentation task is strongly conditioned by the topological features, while textural features are still the most relevant for the artificial neural network. Lime analysis is reported in Fig. 4 
Conclusions
We Finally, the trained systems were investigated with tools from information theory.
Skater and Lime algorithms allowed to compute features relevance and for understanding what are the numerical characteristics of an input sample to be classified ill or healthy. Among the topological features, we have introduced a new topological entropy, the so-called generator entropy that would summarize the role of the length of homological cycles for tissue classification. In the future, we envision several efforts: we would like to evaluate if the approach described in this paper allows to quantify and to monitor structural changes of the tumor during follow-up period. Eventually, we intend to investigate mathematical properties (minimum set of generators, stability theorem, etc. . . ) of the new topological entropy [26] . We intend also to investigate the role of tools for machine learning interpretation for developing a Computer-Aided Detection tool to be compliant with the EU-GDPR 22nd article ("Automated individual decision-making, including profiling") for the "right to be informed" 14 .
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