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ON ACTIONS OF CONNECTED HOPF ALGEBRAS
RAMY YAMMINE
ABSTRACT. Let H be a connected Hopf algebra acting on an algebra A. Working over a
base field having characteristic 0, we show that for a given prime (semi-prime, completely
prime) ideal I of A, the largest H-stable ideal of A contained in I is also prime (semi-
prime, completely prime). We also prove a similar result for certain subrings of convolution
algebras.
1. INTRODUCTION
1.1. This paper investigates certain aspects of actions of Hopf algebras on other algebras.
Specifically, let A be an algebra (associative, with 1) over a field k and let H be a Hopf k-
algebra. A (left)H-action on A is a k-linear mapH⊗kA→ A, h⊗a 7→ h.a, that makes A
into a left H-module and satisfies the conditions h.(ab) = (h1.a)(h2.b) and h.1 = 〈ǫ, h〉1
for all h ∈ H and a, b ∈ A. Here, ∆: H → H ⊗H , h 7→ h1 ⊗ h2 , is the comultiplication
and ǫ : H → k is the counit. An algebra A that is equipped with an H-action is called an
H-module algebra. An ideal of A that is also anH-submodule is referred to as anH-ideal.
The sum of all H-ideals of A that are contained in a given arbitrary ideal I , clearly the
unique maximal H-ideal of A that is contained in I , is called the H-core of I; it will be
denoted by (I : H). Explicitly,
(I : H) = {a ∈ A | h.a ∈ I for all h ∈ H}.
1.2. Our main concern is with the transfer of properties from I to (I : H) under the
assumption that char k = 0 and H is connected, that is, H has no simple subcoalgebras
other than k = k1. This class of Hopf algebras includes all enveloping algebras of Lie
algebras. In fact, if char k = 0, then every cocommutative connected Hopf algebra is an
enveloping algebra [6, §§5.5, 5.6]. In this setting, the theorem below is known [2, 3.3.2 and
3.8.8]. Our contribution consists in removing the cocommutativity assumption.
Theorem 1. Let H be a connected Hopf algebra over a field of characteristic 0, let A be
an H-module algebra, and let I be an ideal of A. If I is prime (semi-prime, completely
prime), then so is (I : H).
We remark that a result analogous to Theorem 1 is also known for rational actions of
connected affine algebraic groups over algebraically closed base fields [1, Corollary 1.3],
[3, Proposition 19].
1.3. Our main tool in the proof of Theorem 1 is an analysis of the coradical filtration of
H . This will allow us to construct a certain PBW basis of H , which is then used to prove
that certain subrings of convolution algebras of H are prime (semiprime, a domain); see
Theorem 7 below. Theorem 1 will be derived from this result.
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Notations and conventions. The notation introduced in the foregoing will remain in effect
below. We work over a base field k and will write ⊗ = ⊗k . Throughout, H will denote a
Hopf k-algebra. All further assumptions on k and H will be specified as they are needed.
We denote by Z+ the set of non-negative integers and by Z>0 the set of strictly positive
integers.
2. SET-THEORETIC PRELIMINARIES
We introduce here a certain monoid that will be essential for the proof of Theorem 1.
2.1. The monoid M . Let Λ be a set. We consider functions m : Λ −→ Z+ whose support
suppm := {λ ∈ Λ | m(λ) 6= 0} is finite. Using the familiar “pointwise” addition of
functions, (m+m′)(λ) = m(λ) +m′(λ) for λ ∈ Λ, we obtain a commutative monoid,
M := Z
(Λ)
+ = {m : Λ −→ Z+ | suppm is finite},
The identity element is the unique function 0 ∈M such that supp0 = ∅; so 0(λ) = 0 for
all λ ∈ Λ. We will think of Λ as a subset of M \ {0}, identifying λ ∈ Λ with the function
δλ ∈M that is defined by
δλ(λ
′) = δλ,λ′ (λ, λ
′ ∈ Λ),
where δλ,λ′ is the Kronecker delta. Thus, supp δλ = {λ} and each m ∈ M has the form
m =
∑
λ∈suppmm(λ)δλ .
Now assume that Λ is equipped with a map |
·
| : Λ −→ Z>0 , which we will think of as
a “degree.” We extend |
·
| from Λ toM , defining the degree of an element m ∈M by
|m| :=
∑
λ∈suppm
m(λ)|λ| ∈ Z+ .
Note that |δλ| = |λ| and that degrees are additive: |m+m′| = |m|+ |m′| form,m′ ∈M .
For a given d ∈ Z+ , we put
Md := {m ∈M | |m| = d} and Λd := Λ ∩Md .
Thus,M =
⊔
d∈Z+
Md andM0 = {0}, Λ0 = ∅.
2.2. A well-order on M . Now assume that Λ is equipped with a total order ≤ such that
Λ1 < Λ2 < . . . , that is, elements of Λi precede elements of Λj in this order if i < j. We
extend ≤ toM as follows. First order elements ofM by degree, i.e.,
{0} = M0 < M1 < M2 < . . . .
For the tie-breaker, let n 6= m ∈Md and put
µ = µn,m := max{λ ∈ Λ | n(λ) 6= m(λ)}.
Note that {λ ∈ Λ | n(λ) 6= m(λ)} is finite, being contained in supp(n) ∪ supp(m). If
n(µ) > m(µ), then we define n > m. For λ 6= λ′ ∈ Λ, this becomes δλ > δλ′ if and only
if λ > λ′.
Lemma 2. The above order onM has the following properties:
(a) ≤ is a total order onM and 0 is the unique minimal element ofM .
(b) If n,m ∈M are such that n < m, then n+ r < m+ r for every r ∈M .
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(c) If the order of each Λd is a well-order, then ≤ is a well-order ofM .
Proof. (a) It is clear that 0 < m for any 0 6= m ∈ M and that exactly one of n = m,
n < m or n > m holds for any two n,m ∈ M . To check transitivity, consider elements
n < m < r of M . Then n 6= r and we need to show that n < r. For this, we may
assume that |n| = |m| = |r|, because otherwise |n| < |r| and we are done. Put µ = µn,m,
ν = µm,r and ρ = µn,r. Then n(µ) < m(µ), m(ν) < r(ν) and we need to show that
n(ρ) < r(ρ). Note that n(ρ) 6= r(ρ) iff n(ρ) 6= m(ρ) or m(ρ) 6= r(ρ), and therefore
ρ = max{µ, ν}. If ρ = µ we get n(ρ) < m(ρ) ≤ r(ρ) and if ρ = ν we get n(ρ) ≤
m(ρ) < r(ρ), both of which give us what we need.
(b) By additivity of degrees, n + r < m + r certainly holds if |n| < |m|. Assume
that n < m but |n| = |m| and let µ = µn,m; so n(µ) < m(µ). Then we also have
µ = µn+r,m+r and (n+ r)(µ) < (m+ r)(µ).
(c) Our assumption easily implies that the order of Λ is a well-order. Now let ∅ 6= S ⊆
M be arbitrary. We wish to find a minimal element in S. Put
d = d(S) := min{d′ ∈ Z+ | S ∩Md′ 6= ∅}.
If d = 0, then 0 ∈ S and 0 is the desired minimal element by (a). So assume d > 0
and that all ∅ 6= T ⊆ M with d(T ) < d have a minimal element. The desired minimal
element of S must belong to S ∩Md ; so we may assume without loss that S ⊆Md . Write
µn = µn,0 = max(supp(n)) for 0 6= n ∈M and put
λS := min{µn | n ∈ S} ∈ Λ;
this is well defined since we have a well-order on Λ. Consider the subsets
S′ := {s ∈ S | µs = λS} and S
′′ := {s ∈ S′ | s(λS) ≤ s
′(λS) ∀s
′ ∈ S
′
}
and put zS := s(λS) for any s ∈ S′′; so zS ∈ Z>0 . Since all elements of S′′ are smaller
than elements of S \ S′′, it suffices to find a minimal element in S′′. Notice that, for
r ∈ S′, the function r− zSδλS belongs to M . Indeed, r(λ) ≥ zS for all λ ∈ Λ and hence
(r − zSδλS )(λ) = r(λ) − zS ∈ Z+. By part (b), comparing two elements r, t ∈ S
′′
is
equivalent to comparing r−zSδλS and t−zSδλS . Thus setting T := {s−zSδλS | s ∈ S
′′},
our goal is to show that T has a minimal element. But T ⊂M and all elements of T are of
the form r − zSδλS where r ∈ S
′′, so the degree of any element in T is d − |λS |zS < d.
Therefore, d(T ) < d and, by our inductive hypothesis, T has a minimal element. This
finishes the proof. 
3. THE CORADICAL FILTRATION
In this section, we recall some standard definitions and state some known facts for later
use.
3.1. Coradically graded coalgebras. Let C be a k-coalgebra. Throughout, we let C0
denote the coradical, that is, the sum of all its simple sub-coalgebras of C . The coalgebra
C is said to be connected if C0 = k. The coradical filtration of C is recursively defined by
Cj+1 := {x ∈ C | ∆(x) ∈ Cj ⊗ C + C ⊗ C0} (j ≥ 0).
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We also put C−1 := {0}. This yields a coalgebra filtration [7, Prop. 4.1.5]:
{0} = C−1 ⊆ C0 ⊆ · · · ⊆ Cj ⊆ Cj+1 ⊆ · · · ⊆ C =
⋃
n≥0
Cn
and
∆(Cj) ⊆
∑
0≤i≤j
Ci ⊗ Cj−i (j ≥ 0).
We consider the graded vector space that is associated to this filtration:
grC :=
⊕
n≥0
(grC)(n) with (grC)(n) := Cn/Cn−1 .
Any element 0 6= c ∈ (grC)(n) will be called homogeneous of degree n. The vector space
grC inherits a natural coalgebra structure fromC; this will be discussed greater detail in 4.2
below. The resulting coalgebra grC is coradically graded [7, Prop. 4.4.15]: the coradical
filtration of grC is given by
(grC)n =
⊕
0≤k≤n
(grC)(k) (n ∈ Z+).
In particular, the coradical of grC coincides with the coradical of C:
(grC)0 = (grC)(0) = C0 .
Hence grC is connected if and only if C is connected.
3.2. Some facts about connected Hopf algebras. Let H be a connected Hopf k-algebra.
By 3.1, the graded coalgebra grH is connected as well. Below, we list some additional
known properties of the coradical filtration (Hn) of H and of grH =
⊕
n≥0Hn/Hn−1:
(a) grH is a coradically graded Hopf algebra [7, Prop. 7.9.4]: The coradical filtration
(Hn) is also an algebra filtration, that is,HnHm ⊆ Hn+m for all n,m. Furthermore,
allHn are stable under the antipode ofH . Thus, grH inherits a natural Hopf algebra
structure from H , graded as a k-algebra and coradically graded as k-coalgebra.
(b) grH is commutative as k-algebra [9, Prop. 6.4].
(c) If char k = 0, then grH is isomorphic to a graded polynomial algebra: There is an
isomorphism of graded algebras,
grH ∼= k[zλ]λ∈Λ
for some family
(
zλ
)
λ∈Λ
of homogeneous algebraically independent variables, nec-
essarily of strictly positive degrees [8, Proposition 3.6].
4. A POINCARÉ-BIRKHOFF-WITT BASIS FOR H
The classical Poincaré-Birkhoff-Witt (PBW) Theorem (see, e.g., [2], [4]) provides a k-
basis for the enveloping algebra Ug of any Lie k-algebra g that consists of certain ordered
monomials: If (xλ)λ∈Λ is a k-basis of g and ≤ is a total order on Λ, then a k-basis of Ug
is given by the monomials xλ1xλ2 . . . xλn with n ∈ Z+ and λ1 ≤ λ2 ≤ · · · ≤ λn . In this
section, working in characteristic 0, we will construct an analogous basis for an arbitrary
connected Hopf algebra H , formed by ordered monomials in specified algebra generators
for H . We will call it a PBW basis of H .
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We assume from this point onward that H is a connected Hopf k-algebra and that
char k = 0.
4.1. PBW basis. We fix a family of homogeneous algebra generators (zλ)λ∈Λ of grH as
in 3.2(c), viewing the isomorphism grH ∼= k[zλ]λ∈Λ as an identification. Define a map
|
·
| : Λ→ Z>0 by
|λ| := deg zλ .
Fix a well-order on each set Λd := {λ ∈ Λ | |λ| = d}. As in 2.1, 2.2 consider the monoid
M = {f : Λ −→ Z+ | supp(f) is finite}, equipped with the well-order ≤ coming from
the chosen orders on each Λd .
We consider the following k-basis of grH:
zn :=
∏
λ∈Λ
1
n(λ)!
z
n(λ)
λ =
∏
λ∈suppn
1
n(λ)!
z
n(λ)
λ (n ∈M). (1)
Note that zn is homogeneous of degree |n| =
∑
λ∈Λ n(λ)|λ|. Our goal is to lift this basis
to obtain a PBW basis of H . In detail, for every positive integer k, let
πk : Hk ։ (grH)(k) = Hk/Hk−1
be the canonical epimorphism. For each λ ∈ Λ, let eλ ∈ H|λ| ⊆ H be a fixed pre-image of
zλ under π|λ|. We put
en =
<∏
λ∈suppn
1
n(λ)!
e
n(λ)
λ (n ∈M), (2)
where the superscript < indicates that the factors occur in the order of increasing λ. Note
that en ∈ H|n| and π|n|(en) = zn . Furthermore, e0 = 1.
Lemma 3. (a) Mn :=
(
en
)
n∈M,|n|≤n
is a basis of Hn (n ≥ 0). Hence, M :=(
en
)
n∈M
is a basis of H .
(b) enem − cn,men+m ∈ H|n+m|−1 for some cn,m ∈ k
×.
Proof. (a) We first prove linear independence of M . Suppose that there is a linear relation∑r
i=1 aieni = 0 with r ≥ 1, ni ∈ M , and 0 6= ai ∈ k for all i. Put d = max{|ni|}1≤i≤r.
Then
∑r
i=1 aieni ∈ Hd and πd(
∑r
i=1 aieni) =
∑
|ni|=d
aizni = 0. Since {zn}n∈M are
linearly independent in grH , it follows that ai = 0 for all i ∈ {1, 2, ..., r} such that
|ni| = d, contradicting our assumption that all ai 6= 0.
Next, we show that Mn spans Hn . For n = 0, this is certainly true because H0 = k and
e0 = 1. Now let n > 0. For any h ∈ Hn, the projection πn(h) ∈ (grH)(n) can be written
as a k-linear combination πn(h) =
∑r
i=1 aizni with |ni| = n. Thus, h −
∑r
i=1 aieni ∈
Hn−1. Since Hn−1 is spanned by Mn−1 by induction, we deduce that h is in the span of
Mn .
(b) Note that en+m ∈ H|n+m| and also enem ∈ H|n|H|m| ⊆ H|n+m|, where the last
inclusion holds by 3.2(a) and additivity of |
·
|. Furthermore, since grH is commutative by
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3.2(b), we have znzm = cn,mzn+m with cn,m =
∏
λ∈Λ
(n+m)(λ)!
n(λ)!m(λ)! ∈ k
×. Therefore, by
definition of the multiplication of grH ,
π|n+m|(enem) = π|n|(en)π|m|(em) = znzm = cn,mzn+m = cn,mπ|n+m|(en+m)
and so enem − cn,men+m ∈ H|n+m|−1 as claimed. 
The family M will be our PBW basis for H .
4.2. The comultiplication on the PBW basis. We will first prove a result concerning the
comultiplication of H .
Lemma 4. ∆(h) ∈ 1⊗ h+ h⊗ 1 +
n−1∑
i=1
Hi ⊗Hn−i for any h ∈ Hn .
Proof. We start with some preparations, following the procedure that is described in detail
in [7, p. 139ff]. The coradical filtration (Hn) can be used to giveH a graded k-vector space
structure such that Hn =
⊕n
k=0H(k) for all n ≥ 0 and ǫ(H(n)) = 0 for all n ≥ 1. Then
there are isomorphisms
jn : H(n)
∼−→ Hn/Hn−1 = (grH)(n) (n ≥ 0)
and we obtain an isomorphism of graded vector spaces,
j :=
⊕
n≥0
jn : H
∼−→ grH .
Letting pn : H⊗H ։ (H⊗H)(n) :=
⊕
r+s=nH(r)⊗H(s) denote the natural projection,
we define
δ :=
⊕
n≥0
pn ◦∆
∣∣
H(n)
: H → H ⊗H.
Then, for any z ∈ H(n) (n ≥ 0),
∆(z)− δ(z) ∈
⊕
r<n
(H ⊗H)(r) =
⊕
i+j<n
H(i) ⊗H(j). (3)
Transferring δ to grH via j, we obtain a comultiplication ∆gr : grH → grH ⊗ grH
making grH a graded coalgebra and a commutative diagram:
H H ⊗H
grH grH ⊗ grH
δ
j j⊗j
∆gr
(4)
See [7, p. 139-141] for all this and [7, Props. 4.4.15, 7.9.4] for the fact that the above
construction results in a coradically graded Hopf algebra, grH .
Now let B be a k-bialgebra whose coradical filtration (Bn) is a bialgebra filtration in
the sense of [7, Definition 5.6.2]—we will later take B = grH , where this condition is
satisfied. For any n > 0, we put
Pn :=
{
b ∈ Bn | ∆(z) ∈ 1⊗ b+ b⊗ 1 +
n−1∑
i=1
Bi ⊗Bn−i
}
.
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Clearly, Pn ⊆ Pk if k ≥ n and kPn ⊆ Pn for all n. In addition:
Claim. PnPm ⊆ Pn+m and Pn + Pm ⊆ Pmax(n,m) for all n,m > 0.
To check this, let b ∈ Pn, c ∈ Pm and put r := max(n,m). Then
∆(bc) = ∆(b)∆(c)
∈
(
1⊗ b+ b⊗ 1 +
n−1∑
i=1
Bi ⊗Bn−i
)(
1⊗ c+ c⊗ 1 +
m−1∑
i=1
Bi ⊗Bm−i
)
⊆ 1⊗ bc+ bc⊗ 1 + b⊗ c+ c⊗ b+
m+n−1∑
i=1
Bi ⊗Bm+n−i
= 1⊗ bc+ bc⊗ 1 +
m+n−1∑
i=1
Bi ⊗Bm+n−i
∆(b+ c) = ∆(b) + ∆(c)
∈
(
1⊗ b+ b⊗ 1 +
n−1∑
i=1
Bi ⊗Bn−i
)
+
(
1⊗ c+ c⊗ 1 +
m−1∑
i=1
Bi ⊗Bn−i
)
⊆ 1⊗ b+ b⊗ 1 + 1⊗ c+ c⊗ 1 +
r−1∑
i=1
Bi ⊗Br−i
= 1⊗ (b+ c) + (b+ c)⊗ 1 +
r−1∑
i=1
Bi ⊗Br−i ,
which proves the Claim.
We now apply the foregoing withB = grH using the notation of 3.2(c). By [8, Theorem
3.1], we know that zλ ∈ P|λ| for all λ ∈ Λ. Therefore, the first inclusion in the claim gives
that zn ∈ P|n|; see (1). Next, observe that any z ∈ (grH)n = (grH)(0)⊕· · ·⊕(grH)(n)
can be written as z =
∑
n∈M,|n|≤n cnzn . The second inclusion of the claim therefore gives
that z ∈ Pn.
To finish, let h ∈ Hn be given and put z := j(h) ∈ (grH)n . By the foregoing, z ∈ Pn
and so ∆gr(z) ∈ 1 ⊗ z + z ⊗ 1 +
∑n−1
i=1 (grH)i ⊗ (grH)n−i . Diagram (4) now gives
δ(h) ∈ 1 ⊗ h + h ⊗ 1 +
∑n−1
i=1 Hi ⊗ Hn−i and (3) further gives ∆(h) ∈ 1 ⊗ h + h ⊗
1 +
∑n−1
i=1 Hi ⊗ Hn−i +
∑n−1
i=0 Hi ⊗ Hn−i−1 . Finally, note that
∑n−1
i=0 Hi ⊗ Hn−i−1 ⊆∑n−1
i=1 Hi ⊗Hn−i, because H0 ⊗Hn−1 ⊆ H1 ⊗Hn−1 and Hi ⊗Hn−i−1 ⊆ Hi ⊗Hn−i.
Thus, ∆(h) ∈ 1⊗ h+ h⊗ 1 +
∑n−1
i=1 Hi ⊗Hn−i, which completes the proof. 
Recall that Mn =
(
en
)
n∈M,|n|≤n
is a basis of Hn (Lemma 3). For a given n ∈ M , let
H<n denote the subspace of H|n| that is spanned by the ei with i < n and put H
≤n =
ken +H
<n. Furthermore, we put (H ⊗H)<n =
∑
i+j<nH
≤i ⊗H≤j and (H ⊗H)≤n =∑
i+j≤nH
≤i ⊗ H≤j; these are the subspaces of H ⊗ H that are spanned by the tensors
ei ⊗ ej with i+ j < n and i+ j ≤ n, respectively
Lemma 5. For n ∈M we have ∆(en) ∈
∑
m+m′=n em ⊗ em′ + (H ⊗H)
<n.
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Proof. We start with the following auxiliary observation. Recall from Lemma 3(b) that
eiej ∈ kei+j + H|i+j|−1 and observe that the right-hand side is contained in H
≤i+j. It
follows that H≤nH≤m ⊆ H≤n+m for any n,m ∈M . Therefore,
(H ⊗H)≤n(H ⊗H)<m =
∑
i+j≤n
k+l<m
H≤iH≤k ⊗H≤jH≤l
⊆
∑
i+j≤n
k+l<m
H≤i+k ⊗H≤j+l
⊆
∑
r+s<n+m
H≤r ⊗H≤s = (H ⊗H)<n+m.
(5)
Similarly, (H ⊗H)<n(H ⊗H)≤m ⊆ (H ⊗H)<n+m.
To prove the Lemma, let us put
Σ(n) :=
∑
m+m′=n
em ⊗ em′ .
Our goal is to show that∆(en) ∈ Σ(n)+(H⊗H)<n. This certainly holds for n = 0, since
e0 = 1 and ∆(1) = 1 ⊗ 1 = Σ(0). Now assume that n 6= 0 and proceed by induction on
| suppn|. If | suppn| = 1, then n = nδλ and en = enδλ =
en
λ
n! for some λ ∈ Λ, n ∈ Z>0 .
By Lemma 4, we know that∆(eλ) ∈ 1⊗eλ+eλ⊗1+
∑|λ|−1
i=1 Hi⊗H|λ|−i. The summand
Hi ⊗H|λ|−i is spanned by the tensors ej ⊗ ej with |i| ≤ i and |j| ≤ |λ| − i by Lemma 3;
so |i + j| ≤ |λ|. In addition, |i|, |j| < |λ|. Thus, if µ ≥ λ, then i(µ) = j(µ) = 0, since
|λ| ≤ |µ|. This shows that i+ j < δλ . Therefore,
∑|λ|−1
i=1 Hi⊗H|λ|−i ⊆ (H ⊗H)
<δλ and
hence ∆(eλ) ∈ 1⊗ eλ + eλ ⊗ 1 + (H ⊗H)<δλ . Now we compute:
∆(enδλ) =
1
n!
∆(eλ)
n ∈
1
n!
(
1⊗ eλ + eλ ⊗ 1 + (H ⊗H)
<δλ
)n
⊆
1
n!
(1⊗ eλ + eλ ⊗ 1)
n + (H ⊗H)<nδλ ,
where the last inclusion is obtained by expanding the product and using (5) on all but the
first summand. The binomial theorem further gives 1
n!(1⊗eλ+eλ⊗1)
n =
∑n
i=0
1
i!(n−i)! e
i
λ⊗
en−iλ =
∑n
i=0 eiδλ ⊗ e(n−i)δλ = Σ(nδλ) . Therefore,
∆(enδλ) ∈ Σ(nδλ) + (H ⊗H)
<nδλ .
For the inductive step, let n ∈M with | suppn| > 1. Put µ := max suppn, n := n(µ),
and n′ := n − nδµ . Thus, suppn′ = suppn \ {µ} and hence, by induction, ∆(en′) ∈
Σ(n′) + (H ⊗H)<n
′
. Furthermore,
en =
<∏
λ∈suppn
1
n(λ)!
e
n(λ)
λ =
( <∏
λ∈suppn,λ6=µ
1
n(λ)!
e
n(λ)
λ
)enµ
n!
= en′ enδµ .
It follows that
∆(en) = ∆(en′)∆(enδµ) ∈
(
Σ(n′) + (H ⊗H)<n
′)(
Σ(nδµ) + (H ⊗H)
<nδµ
)
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By (5), (H ⊗ H)<n
′
Σ(nδµ) ⊆ (H ⊗ H)
<n′(H ⊗ H)≤nδµ ⊆ (H ⊗ H)<n as well as
Σ(n′)(H⊗H)<nδµ ⊆ (H⊗H)<n and (H⊗H)<n
′
(H⊗H)<nδµ ⊆ (H⊗H)<n. Finally,
Σ(n′)Σ(nδµ) = Σ(n). This completes the proof. 
5. THE CONVOLUTION ALGEBRA
In this section, we fix an arbitrary k-algebra R (associative, with 1) and consider the
convolution algebra Homk(H,R); this is a k-algebra with convolution ∗ as multiplication:
(f ∗ g)(h) = f(h1)g(h2) (f, g ∈ Homk(H,R), h ∈ H).
We continue working under the standing assumptions that the Hopf algebraH is connected
and char k = 0.
5.1. Minimal support elements. LetM = Z(Λ)+ be the monoid of Section 2.1 and let M
be the PBW basis of H as in Section 4.1; so M ∼= M as sets via en ↔ n. Since every
f ∈ Homk(H,R) is determined by its values on the basis M , which can be arbitrarily
assigned elements of R, we have a bijection Φ: Homk(H,R)
∼−→ RM , the set of all
functions s : M → R; explicitly,
(Φf)(n) = f(en) (f ∈ Homk(H,R),n ∈M). (6)
Now assume that M is equipped with the well-order ≤ of Lemma 2. Note that the
support suppΦf = {n ∈ M | f(en) 6= 0} need not be finite if f 6= 0, but it does have a
smallest element for the well-order ≤ . For 0 6= f ∈ Homk(H,R), we may therefore define
f := min suppΦf ∈M and fmin := f(ef ) ∈ R \ {0}. (7)
Lemma 6. Let 0 6= f, g ∈ Homk(H,R) and define f ,g ∈M as in (7). Then:
(a) (f ∗ g)(en) = 0 for n < f + g and (f ∗ g)(ef+g) = f(ef ) g(eg) .
(b) If f(ef ) g(eg) 6= 0, then f ∗ g 6= 0 and (f ∗ g)min = f(ef ) g(eg) .
Proof. Since part (b) is clear from (a), we will focus on (a).
Note that f vanishes on H<f , the subspace of H that is generated by the basis elements
en with n < f ; similarly, g(H<g) = {0}. For any ei ⊗ ej ∈ (H ⊗H)<f+g, we have either
i < f or j < g, because otherwise i + j ≥ f + g by Lemma 2(b). Hence, f(ei)g(ej) = 0
and so
m ◦ (f ⊗ g)(H ⊗H)<f+g = 0. (8)
Now let n ∈M be such that n ≤ f + g. By Lemma 5,
∆(en) ∈
∑
m+m′=n
em ⊗ em′ + (H ⊗H)
<n.
Equation (8) gives us that (f ∗ g)(en) = 0 if n < f + g, and
(f ∗ g)(en) =
∑
m+m′=n
f(em)g(em′)
if n = f + g. Consider (m,m′) ∈ M ×M with m + m′ = n as in the sum above. If
m < f or m′ < g, then f(em)g(em′) = 0. Therefore, the only contribution to the sum
comes from the pair (m,m′) = (f ,g), proving the lemma. 
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5.2. Subrings of the convolution algebra. The unit map u = uH : k → H gives rise to
the following algebra map:
u∗ : Homk(H,R)։ R , f 7→ f(1).
The theorem below is an adaptation of [5, Lemma 16].
Theorem 7. Assume that char k = 0. Let R be a k-algebra, let H be a connected Hopf
k-algebra, and let S ⊆ Homk(H,R) be a subring such that u
∗(S) = R . If R is prime
(semiprime, a domain), then so is S.
Proof. First assume that R is prime. Let 0 6= s, t ∈ S be given and let smin, tmin ∈ R \ {0}
be as in (7). Then 0 6= sminrtmin for some r ∈ R. By assumption, there exists an element
u ∈ S such that u(1) = r. Since 1 = e0, we evidently have 0 = min suppΦu and
umin = r. It now follows from Lemma 6 that s ∗u ∗ t 6= 0 and (s ∗u ∗ t)min = sminrtmin .
This proves that S is prime.
For the assertions where R is semiprime or a domain, take s = t or r = 1, respectively.

Of course, Theorem 7 applies with S = Homk(H,R). Thus, we obtain the following
corollary.
Corollary 8. Let H be a connected Hopf algebra over a field k of characteristic 0 and let
R be a k-algebra that is prime (semiprime, a domain), then so is the convolution algebra
Homk(H,R).
5.3. Proof of Theorem 1. We are now ready to give the proof of Theorem 1, which is also
a consequence of Theorem 7.
LetA be anH-module algebra and let I be an arbitrary ideal ofA. The core (I : H) is the
kernel of the map ρ : A −→ Homk(H,A/I) that is defined by ρ(a) = (h 7→ h.a+ I). So
ρ(A) ∼= A/(I : H) as rings. Note that the composite map u∗ ◦ ρ : A→ Homk(H,A/I) →
A/I is the canonical epimorphism, a 7→ a + I (a ∈ A). So u∗(ρ(A)) = A/I . Therefore,
Theorem 7 applies with S = ρ(A) and R = A/I . We obtain that when A/I is prime
(semiprime, a domain), then so is ρ(A). Since ρ(A) ∼= A/(I : H), this is equivalent to the
statement of Theorem 1. 
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