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Abstract
Psiseries ie logarithmic series for the solutions of quadratic vec
tor elds on the plane are considered Its existence and convergence is
studied and an algorithm for the location of logarithmic singularities
is developed Moreover the relationship between psiseries and non
integrability is stressed and in particular it is proved that quadratic
systems with psiseries that are not Laurent series do not have an al
gebraic rst integral Besides a criterion about nonexistence of an
analytic rst integral is given
 Introduction
The study of the representation of the solutions of a system of dierential
equations and the relationship with the integrability of this system has been
considered by many people This relationship was initiated by Painleve who
gave a test of integrability based on the search of systems such that all its
solutions could be represented as Laurent series of the time parameter Inc
Hil	 This Painleve test was later on transformed in an algorithm the ARS
algorithm ARS
	 that has been used succesfully to detect integrable systems
see RGB
	 for a general review
According to this Painleve principle those systems such that all their so
lutions can be represented in terms of Laurent series are in fact integrable

 INTRODUCTION 
systems There are several results conrming this conjecture under some con
ditions as well as some counterexamples Gav RGB
 BPB
	
To be able to deal with more general singularities for the solutions like
logarithmic ones we consider a generalization of the Laurent series near a
singularity t
p

















are vectors polynomials and   t t
p

This kind of logarithmic expansions for solutions of systems of ordinary
dierential equations were called psiseries by Hille see for instance Hil	
although they had already been studied in the beginning of the century in
systems of the form tdxdt  ft x by Horn Hor	 An account of Horn
results may be found in Gav	 Besides they have also been considered in
several kind of systems by the authors MD	 and applied to measure the
splitting of separatrices of rapidly forced systems DMS	
In this paper we develop the study of the representation of solutions of
quadratic systems on the plane These systems are important for several ap
plications in chemistry population evolution plasma physics    see for in
stance CF HCF HCF

	 for several references and a special study of
the socalled LotkaVolterra systems and at the same time contain already
the main features of polynomial systems with more dimensions Besides the
study of the algebraic integrability of planar polynomial vector elds has been
revisited the last years see MRT	 for a connection to the existence of
isochronous centers
In section  we give conditions for the existence of psiseries for quadratic
vector elds on the plane Thus Theorem  provides a constructive algorithm
under a general hypothesis H and a more restrictive hypothesis H both
on the quadratic part which ensure the existence of a formal twoparametric
family of psiseries of the form xt  a     Its convergence as well as an
estimate for the region of convergence is proved in Theorem  whose proof is
deferred to section  It is worthmentioning that a dierent point of view to
study this kind of representations consists on reducing the quadratic system






The knowledge of the psiseries expansion provides an algorithm to com
pute numerically the singularities of solutions Such an algorithm is presented
in section  and it is illustrated with an example The relationship between the
behaviour of dierent psiseries of a solution and integrability of the system is
also illustrated In particular when one considers dierent singularities of a
solution and as a consequence dierent psiseries the numerical experiments
performed in section  show that the location of singularities and the behaviour
of the free parameter p behave in an irregular way in contrast with what hap
pens for integrable systems So it seems that the dynamical information is
 EXISTENCE OF PSISERIES 
hidden between the dierent singularities of a solution see also RGB
	 for
a related discussion and it remains to give a rigorous criterion along these
lines
The Painleve principle is checked in section  where all integrable qua
dratic systems with a linear center at the origin are displayed From the study
developed there one gathers that
 the Painleve test cannot detect quadratic integrable systems if the rst
integral is a transcendent function
 all quadratic system with a complete solution in terms of psiseries not
Laurent series do not have an algebraic rst integral
and as a matter of fact this last result is proved in Theorem 
 of section 
According to this result the existence of logarithmic singularities should be
considered not as an obstacle to integrability but as an obstacle to algebraic
nonintegrability In other words a quadratic vector eld on the plane with
genuine psiseries can still have a transcendent rst integral
Section  is devoted to a result about nonexistence of such a trascendent
rst integral An aside consequence of Theorem  is that there exist at least a
solution t expressible in terms of Laurent series when hypothesis H holds
and hypothesis H fails In such general situation the nonexistence of an
analytic integral near t is proved in Theorem  It is worth mentioning
that although its proof uses a Ziglin lemma Zig
	 an analytical expression
for t is not needed as happens in the usual applications of Ziglin theory
for Hamiltonian systems
 Existence of psiseries




















































x denotes a homogenous polynomial of degree j for j    
Let t
p
a free parameter denoting a real or complex singularity of an
arbitrary solution xt of system  and let us look for an expansion of xt





















 EXISTENCE OF PSISERIES 
If we replace expansion  into system  we notice that in order to
determine the exponents 
j
 only the terms of order  have to be considered















 of the homogeneous quadratic part dxdt  X

x of sys
tem  Assuming that both components of X

x are not identically zero








  and a

is the other free parameter besides t
p






















  and a

is the other free parameter besides t
p

































































   
Unless the exponent of  be an integer number the singularity t
p
is a
branching point of xt If the exponent of  is an integer number the Painleve







 that provide the general solution of system  and the
expansion  is nothing else but a Laurent series
It remains to consider case a the only one with no restrictions We are
going to see under which conditions psiseries appear
Theorem  Assume that the following two hypothesis hold for system 











H If f g are the eigenvalues of DX

a then  is a nonnegative in
teger
Then there exists a formal twoparametric family of solutions of sys

















 EXISTENCE OF PSISERIES 
Remark  Hypothesis H and H only aect X

 Due to H  is an
eigenvalue of DX

a see equation  In terms of the coecients of sys
tem  the other eigenvalue  can be written as
  divX

























We note that the matrix DX

a  Id and the numbers     are called
Kowalevskis matrix and Kowalevskis exponents respectively by Yoshida
Yos
	


































a    
If we consider the coecients of 

 we get the equation for a a  X

a
which due to hypothesis H has at least a solution with both components
dierent from zero
Given  an arbitrary number and taking into account that X

is a qua




a for any arbitrary number
 Dierentiating this equation and putting    we get
DX

a a  a 
ie a is an eigenvector of DX

a of eigenvalue 




 where   t t
p





where w is the new variable and B is the matrix of eigenvectors of DX

a
associated to its eigenvalues      by hypothesis H Denoting

 dds  
e
s



























































































 EXISTENCE OF PSISERIES 















































































































 nId   and c
n
is a polynomial of degree two in the variables
w

     w
n






is an invertible matrix and the only polynomial solution of













If n   the matrix 
n
is singular and it has two eigenvalues n   and














































are polynomials of degree  in the variable s
If n 	  in case a p
n
is a constant for all n because 
n
is a nonsingular





t are Laurent series where the other free constant is c
In case b we use the following simple lemma whose elementary proof is
omitted
Lemma  Let dyds  y

 ky  q
m
s be a dierential equation of 	rst





















 and its coe






















 EXISTENCE OF PSISERIES 
Applying this lemma to equation  and recalling that c
n
is a polynomial of
degree two in the variables w

     w
n
 it follows that w
n
is a polynomial of
degree n	 and therefore genuine psiseries appear 
Remark  The coecient c

could be considered as a coecient of non
integrability because when it is zero there is a biparametric family of mero
morphic solutions of system  and according to the Painleve principle it is
a candidate to be an integrable system We will see in section  that c

is in
fact a coecient of algebraic nonintegrability
Remark  Hypothesis H is very general since it is equivalent to the exis














Indeed such b would satisfy X

b  b for some complex number  and
a 
q
  b satises hypothesis H When it fails other leading terms
dierent from xt  a     can take place see for instance systems 
and  Only for the sake of brevity a general classication of such cases
is not considered in this paper
Remark  Hypothesis H imposes severe restrictions on X

 since it is re
quired that   divX

a    f     g When it fails one can only
assert the existence of one meromorphic solution of system  However
we will see in section  that the general case   Q gives rise to analytic
nonintegrability near this meromorphic solution
 Convergence of the psiseries
Once the existence of the formal expansion of psiseries has been obtained it
remains the problem of the convergence of such expansions
The following theorem gives us a real region depending on a parameterK
where the psiseries are convergent in terms of the variable s In the sequel
given a vector x and a plinear application A kxk will denote a vectorial

















	   j       pg the
subordinate plinear norm




k  kBk where






 and M is the condition
number of B M  kBk  kB

k
Let K 	  such that the following nite number of inequalities are satis	ed
kw
n
































 NUMERICAL LOCATION OF SINGULARITIES 

The convergence follows from the general theory of analytic ordinary dieren
tial equations of the form tdxdt  ft x x  R
n
which was developed by
Horn Hor	 A welladapted proof for quadratic vector elds on the plane
can be found in Hil Smi	 However since the estimates over the region
of convergence stated above are relevant for the numerical method of the next
section its proof is presented in section 
 Numerical location of singularities




 be initial conditions of system 
We want to nd a singularity t
p
and also the other free parameter c of the
expansion in psiseries or Laurent series
We solve numerically the problem in two steps
Step 
The singularities can be of three types
a Poles The expansion is a Laurent series To locate the poles we have
to nd the expansion series in a Taylor series in two points The con
vergence regions are two discs One of the intersection points of these
two discs is a pole see gure  and there is a well known algorithm to
compute it due to Chang and Corliss CC
	

























































































































































































































































































































































































































































































































































































Figure  Singularity of pole type
b Singularities with rational branching
xt t
p












 where    Q


 NUMERICAL LOCATION OF SINGULARITIES 
c Singularities such that the expansion is a psiseries
xt t
p















To locate singularities of b or c type we consider closed paths on the
complex plane time If the value of the solution xt of system  at the
beginning of the path is dierent from its value at the end of the path we can
deduce that there exists at least a singularity inside the path
These paths can be chosen as rectangles Thus if we take smaller rectan
gles every time we can nd a rst approximation of t
p
see gure  There
is a dierence between the singularities of b and c type The convergence
region of the expansions of the singularities of b type is a Riemann surface
with a nite number of sheets whereas the expansions of the singularities of
c type is a Riemann surface with an innite number of sheets
So to know the type of singularity we turn round it a big enough number




t is the same at the end and at
the beginning of the path we have a singularity of b type otherwise we have
a singularity of c type The number of turns for the singularities of b type
is the denominator of 



























































































































Figure  Closed paths to nd a singularity
Step 
Using step  we can locate the singularity with  or  correct digits Our
aim is to nd t
p
with the working precision of the computer To do it we





t by using a standard integration method for instance we have
 NUMERICAL LOCATION OF SINGULARITIES 
used RungeKutta 




 Next we introduce
t  t t
p



































 To such purpose we use for example the NewtonRaphson method with
the initial approximation of t
p
from the step  The initial approximation of

























































We consider the following system of dierential equations depending on the
parameters  and 
 x  y














   x x

     C
and has a center at the origin This center dissapears for    the origin is a
repulsor point for  	  and system  turns out to be nonintegrable In
fact in section  all the integrable quadratic systems with a linear center at
the origin will be classied and system  is named as case III of table  for
   for    system  is dierent from all the integrable cases therein
The psiseries expansions of xt and yt are given by








































































   p log   
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 NUMERICAL LOCATION OF SINGULARITIES 
where   t t
p
and p is the other free parameter
We note that the expansion of xt begins with a term of log  type
instead of a term of pole type and therefore it is very dicult to nd such
singularities with the standard methods Following the method described
at the beginning of this section we have chosen initial conditions near the
origin x

  and y







  and t
p
	  that are closest to the real axis These singularities
as well as the value of the parameter p and the radius of convergence R
conv
ie the radius of the biggest circle included in the region of convergence of
the expansion are shown in table  for several values of  A more complete
picture of the singularities for    and    is shown in gure 
Table  Singularity t
p
 free parameter p and radius of convergence R
conv
of
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of the singularity nearest to the real axis for t
p




a function of  We observe that in the nonintegrable case the singularities
look closer to each other than in the integrable case We also observe that
 NUMERICAL LOCATION OF SINGULARITIES 


































     in the left gure and    in the right
one





















































































































































































of one singularity of system  for   





 PSISERIES AND INTEGRABILITY 
Table  Singularities t
p
 free parameter p and radius of convergence R
conv
of




































 	 	 	
 
  	 
 
in the integrable case the dierence between two free constants p of two
consecutive singularities is the same but this is not longer true in the non
integrable case
The location of this free parameter p seems to be important for the in
tegrability of a system To ilustrate this behaviour in table  is shown this
constant dierence of two consecutive singularities for the system
 x  y
 y  x x












     x   x








 Psiseries and integrability
In this section we are going to nd out which is the relation between the
existence of psiseries and nonintegrability To this end we rst will try to see
if psiseries not reducible to Laurent series can appear in integrable systems
To test this possibility we consider all the quadratic integrable systems

























with a linear center at the origin These systems were determined by Lunke
vich and Sibirskii LS
	 and are shown in table 
For each system that appears in table  we have checked if hypothesis H
and H of Theorem  are veried If this is the case we put YES in the
column psiseries of table  we write    and we check if the psiseries
are in fact Laurent series
 PSISERIES AND INTEGRABILITY 
Table  Quadratic integrable systems
Case Dierential System General Integral
I

















































x  y  
xy




























  x 
x

     C
e
x










 ln j  
xj C







   ln jx j C








  ln j
x j C
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x  y    b

xy
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 PSISERIES AND INTEGRABILITY 
Table  Occurrence of psi and Laurent series
Case 
  Psiseries Laurent series
I  YES YES
II   YES if   

n
 n   
    YES for n   
     
III  YES NO
IV 
 YES NO YES if   

V  YES NO YES if   












YES if r   
    YES
X  YES NO
In cases I II and   n IV and V Laurent series appear only when the
general integral Hx y is an algebraic function px yH   where p is a
polynomial in its three variables x yH This phenomenum also takes place
in case IX but it requires more cumbersome computations
In view of this fact we can conjecture that for the algebraically integrable
systems psiseries reduce to Laurent series This is conrmed by cases III
and X where psiseries are not Laurent series and the integrals are not alge
braic We notice that the reciprocal assertion is false since system VIII for
integer b

  is not algebraically integrable and only Laurent series appear
It is worth mentioning that the Painleve test cannot detect integrable
systems such that the rst integral is not algebraic For instance case III
cannot be detected by this test
System VI is a special one in the sense that standard psiseries do not
appear but instead one can nd the following expansions where  is the
other free parameter





















    
which can be seen as generalized psiseries
After all the above motivation we are now in position to prove that
quadratic systems on the plane with psiseries not reducible to Laurent se
ries cannot have an algebraic rst integral This result was also proved by
Gavrilov Gav

	 but the proof that we present here is immediate thanks to
the framework introduced in the proof of Theorem  It is worth mentioning
here that the proof of Theorem  provides us with un algorithm to detect the
existence of genuine psiseries and therefore in view of next Theorem of an
obstruction to the existence of algebraic rst integrals
 NONANALYTIC FIRST INTEGRAL 
Theorem 	 Assume that system  has a nontrivial algebraic integral
pxH  
where p is a nonconstant polynomial in the variable x and the constant of
integration H Then if hypothesis H H hold the psiseries provided by
Theorem  are Laurent series





as in section  and let m be the degree of the polynomial p
If we expand the rst integral p 
e
s
aBwH   of system  in Taylor





























   Bw  







 in the previous formula and
equating to zero the coecients of
e
ns













is a polynomial in the variables w
i
 i       n and H which is a
rst integral of the equation  once xed w
n
     w


Next we choose n   This means that w
n
     w

are constants and






     w

H   is an algebraic rst integral of
the equation  satised by w
n

























are the free constants of integration Therefore equation 
possesses an algebraic rst integral only if c
n











 Nonanalytic rst integral
In this section we are going to establish a theorem about analytic non
integrability for a quadratic system on the plane satisfying hypothesis H
assuming that divDX

a is an irrational number In such situation there
exists a particular solution represented in terms of a Laurent series expansion
 NONANALYTIC FIRST INTEGRAL 
that will allow us to apply a lemma by Ziglin to the variational equations It
is important to notice that a closed expression for the particular solution
will not be needed
Theorem 
 Assume that hyphotesis H holds for the quadratic system 
an that   divDX

a   is not a rational number   Q Then











ii There exists no nonconstant analytic 	rst integral of system  in a
neighbourhood of t
Proof From the proof of theorem  as the matrix 
n
 nId   is not a
singular matrix for all n it follows readily that there exists a solution t
with a Laurent series expansion
Next we consider the variational equation of system  associated to the
solution t
 vt  DXtv 
which takes the form




a     v
due to hypothesis H Next we perform the change of variables v  Bw as
in section  where B is the matrix of eigenvectors of DX

a associated to its
eigenvalues      by the hypothesis of an irrational 
The equation for w is




























    
where the component w

corresponds to the solution  t of the variational
equation  Thus the expansion of w

is a Laurent series
Now assume that there exists an analytic non trivial integral of system 
Gx  H By using Ziglin lemma see Zig
 Yos
	 there exists a natural




Gtv   
k
 v  C
 NONANALYTIC FIRST INTEGRAL 

or written as a function of the new variables w
D
k
GtBw   
k
 Bw  C 





 If we expand the previous expression as a function of w

and














   C
where 
i
  i       k are functions of  whose expansions only contain





























The only term with 
k













  We conclude C

  and we have arrived at a contradiction
since  was supposed to be a rst integral for all the solutions of the vari
ational equation It follows that there cannot exist a nonconstant analytic
rst integral in a neighbourbood of t
An example
We consider the following quadratic system
 x  y  xy









which corresponds for     to case II of table 





























The eigenvalues of DX

a are  and      So using the theorem
above if   Q there exists a solution t with a Laurent series expansion
and the dierential system cannot have a nontrivail analytic rst integral in
a neighbourhood of t
For     the condition for nonexistence of an analytic rst integral
reads as   Q However system  for    is nothing else but case II
of table  which possesses a general rst integral This does not give rise to a
contradiction since the solution t with a Laurent series expansion can be
explicitly computed in this case
"            x

   y


     x  
 PROOF OF THEOREM  






which if   Q is not analytic in a neighbourhood of t





Figure  Phase portrait of dierential system  for parameters     
 and       
The phase portrait of the integrable system  can be seen in gure  for
the following values of the parameters       and      The
three dots of the gure are the equilibrium points of the system The Laurent
series solution t corresponds to the separatrix solution passing through two
















 Proof of Theorem 	
The proof of this theorem is based on the following lemmas













is mm matrix with positive eigenvalues and c
n
s is a polynomial



























s is the derivative of order j of c
n
s
Proof If we use the method of variations of constants we can write the





























Since we look for polynomial solutions U
n





 in order to avoid an exponential behaviour at innity Taking into account
this asymptotic behaviour and using expression 





















and we can conclude using formulas  and 
 that the function w
n
s













This is the rst equality of equation  Integrating it by parts we get the
second equality 

















Proof Following Hil	 we introduce   n and X  Xs  K Ks
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where m  	 Since n  	 n it follows that   jn  
  and
KX 
































Proof of the Theorem We only have to prove that the bound
kw
j
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and the theorem follows applying the radical test to the series of the right
part




by induction we assume that the bound  is also true for j 
 n where





 nId   has positive eigenvalues and we can use























































































































































and since n 	 C

  we have Cn 
 n 

 and we get bound 
for j  n 
The study of the convergence for s
c
 C can be reduced to the real case
Namely let s
c
 s  i be a complex number with s 	  and     or






 and we notice that t  t
p
 j j sin 
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as a functions in the new variable s where p
n











s  i Applying the previous theorem for each
    we get a K
	
where the psiseries are convergent
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