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Abstract Given two point sets S and T on a line, we present the first lin-
ear time algorithm for finding the limited capacity many-to-many matching
(LCMM) between S and T improving the previous best known quadratic time
algorithm. The aim of the LCMM is to match each point of S (T ) to at least
one point of T (S) such that the matching costs is minimized and the number
of the points matched to each point is limited to a given number.
Keywords Many-to-many point matching · One dimensional point-
matching · Limited capacity
1 Introduction
Suppose we are given two point sets S and T , a many-to-many matching
(MM) between S and T assigns each point of one set to one or more points
of the other set [4]. Eiter and Mannila [7] solved the MM problem using the
Hungarian method in O(n3) time. Later, Colannino et al. [4] presented an
O(n log n)-time dynamic programming solution for finding an MM between
two sets on the real line. The matching has different applications such as
computational biology [1], operations research [2], pattern recognition [3], and
computer vision [8].
A general case of MM problem is the limited capacity many-to-many match-
ing problem (LCMM), where each point has a capacity. Schrijver [11] proved
that a minimum-cost LCMM can be found in strongly polynomial time. A
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Fig. 1 The notation and definitions in partitioned point set S ∪ T .
special case of the LCMM problem is the one dimensional LCMM (OLCMM)
that in which both S and T lie on the real line. Rajabi-Alni and Bagheri [10]
proposed an O(n2) time algorithm for the minimum-cost OLCMM. In this
paper, we give a linear time algorithm for OLCMM.
2 Preliminaries
In this section, we proceed with some useful definitions and assumptions.
Fig. 1 provides an illustration of them. Let S = {s1, s2, . . . , sy} and T =
{t1, t2, . . . , tz} be two sets of points which their elements are in increasing or-
der. Let s1 be the leftmost point in S∪T . Let S∪T be partitioned into maximal
subsets A0, A1, A2, . . . alternating between subsets in S and T such that all
the points in Ai are smaller than all the points in Ai+1 for all i: the point of
highest coordinate in Ai lies to the left of the point of lowest coordinate in
Ai+1 (Fig. 1).
Let Aw = {a1, a2, . . . , as} with a1 < a2 < . . . < as and Aw+1 = {b1, b2, . . . , bt}
with b1 < b2 < . . . < bt. We denote | b1 − ai | by ei, and | bi − b1 | by fi.
Obviously f1 = 0. We let a0 and b0 denote the rightmost point of Aw−1 and
Aw−2, respectively. The cost of matching each point a ∈ S to a point b ∈ T
is considered as | a− b |. The cost of a matching is the sum of the costs of all
matched pairs (a, b).
Firstly, we briefly describe the algorithm in [4]. The running time of their
algorithm is O(n log n) and O(n) for the unsorted and sorted point sets S and
T , respectively. We denote by C(q) the cost of a minimum MM for the set
of the points {p ∈ S ∪ T | p ≤ q}. The algorithm in [4] computes C(q) for all
points q in S ∪ T . Let m be the largest point in S ∪ T , then the cost of the
minimum MM between S and T is equal to C(m).
Lemma 1 Let b < c be two points in S, and a < d be two points in T such that
a ≤ b < c ≤ d. Then a minimum cost many-to-many matching that contains
(a, c) does not contain (b, d), and vice versa (Fig. 2(a)) [4].
Lemma 2 Let b, d ∈ T and a, c ∈ S with a < b < c < d. Then, a minimum
cost many-to-many matching contains no pairs (a, d) (Fig. 2(b)) [4].
Title Suppressed Due to Excessive Length 3
a db c
(a)
a db c
(b)
Fig. 2 Suboptimal matchings. (a) (a, c) and (b, d) do not both belong to an optimal match-
ing. (b) (a, d) does not belong to an optimal matching.
Proof. Towards a contradiction, suppose that M is a minimum cost MM that
contains such a pair (a, d) (Fig. 2(b)). We can construct a new MM, denoted
by M ′, by removing the pair (a, d) from M and adding the pairs (a, b) and
(c, d). The cost of M ′ is smaller than the cost of M . This is a contradiction to
our assumptions that M is a minimum-cost MM. uunionsq
Corollary 1 Let M be a minimum-cost MM. For any matching (a, d) ∈ M
with a < d, we have a ∈ Ai and d ∈ Ai+1 for some i ≥ 0.
Lemma 3 In a minimum-cost MM, each Ai for all i > 0 contains a point qi,
such that all points a ∈ Ai with a < qi are matched with the points in Ai−1
and all points a′ ∈ Ai with qi < a′ are matched with the points in Ai+1 [4].
Proof. By Corollary 1, each pint a ∈ Ai must be matched with a point b such
that either b ∈ Ai−1 or b ∈ Ai+1. Let b ∈ Ai−1, b′ ∈ Ai+1, and a, a′ ∈ Ai with
b < a < a′ < b′. By way of contradiction, suppose that M is a minimum-cost
MM containing both (b, a′) and (a, b′). Contradiction with Lemma 1. uunionsq
The point qi defined in Lemma 3 is called the separating point. In fact,
the aim of their algorithm is exploring the separating point of each parti-
tion Ai for all i. They assumed that C(p) = ∞ for all points p ∈ A0. Let
Aw = {a1, a2, . . . , as} and Aw+1 = {b1, b2, . . . , bt}. Their dynamic program-
ming algorithm computes C(bi) for each bi ∈ Aw+1, assuming that C(p) has
been computed for all points p < bi in S ∪ T . Depending on the values of w,
s, and i there are five possible cases.
Case 0: w = 0. In this case there are two possible situations:
– i ≤ s. We compute the optimal matching by assigning the first s − i
elements of A0 to b1 and the remaining i elements pairwise (Fig. 3(a)).
So we have
C (bi) =
s∑
j=1
ej +
i∑
j=1
fj .
– i > s. The cost is minimized by matching the first s points in A1
pairwise with the points in A0, and the remaining i − s points in A1
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Fig. 3 Case 0: w = 0. (a) 1 ≤ i ≤ s. (b) s < i ≤ t.
with as (Fig. 3(b)). So we have
C (bi) = (i− s) es +
s∑
j=1
ej +
i∑
j=1
fj .
Case 1: w > 0, s = t = 1. Fig. 4(a) provides an illustration of this case. By
Lemma 3, b1 must be matched with the point a1. Therefore, we can omit
the point a1, unless it reduces the cost of C (b1).
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Case 2: w > 0, s = 1, t > 1. By Lemma 3, we can minimize the cost of the
many-to-many matching by matching all points in Aw+1 with a1 as pre-
sented in Fig. 4(b). As Case 1, C (bi) includes C (a1) if a1 covers other
points in Aw−1; otherwise, C (bi) includes C (a0).
Case 3: w > 0, s > 1, t = 1. By Lemma 3, we should find the point ai ∈ Aw
such that all points aj ∈ Aw with aj < ai are matched to the points in
Aw−1 and all points ak ∈ Aw with ai < ak are matched to the points in
Aw+1 (Fig. 4(c)).
Case 4: w > 0, s > 1, t > 1. In this case, we should find the point q that splits
Aw to the left and right. Let X (bi) be the cost of matching b1, b2, . . . , bi to
at least i + 1 points in Aw (Fig. 5(a)). Let Y (bi) be the cost of matching
b1, b2, . . . , bi to exactly i points in Aw (Fig. 5(b)). Finally, let Z (bi) denote
the cost of matching b1, b2, . . . , bi to fewer than i points in Aw, as depicted
in Fig. 5(c).
Then, we have:
C (bi) =
min(X (bi) , Y (bi) , Z (bi)) 1 ≤ i < smin(Y (bs) , Z (bs)) i = s
C (bi−1) + es + fi s < i ≤ t
.
3 Our algorithm
In this section, we first present our dynamic programming linear time algo-
rithm with a conceptually simple proof for computing a minimum-cost MM
between two point sets on a line. Then, we use the idea of our first algorithm
and give a linear time dynamic programming algorithm to find an OLCMM.
Note that we assume the points in S ∪ T are in increasing order, so our algo-
rithms does not consider the time for sorting S ∪ T .
3.1 Our MM algorithm in one dimension
We use the notations and definitions used in Section 2 in our algorithm. Given
a point p ∈ S ∪ T , we denote by deg(p) the number of the points which has
been matched to it. Firstly, we assume that C(p) = ∞ for all p ∈ S ∪ T .
Then, starting form A1, we compute C(p) for each p ∈ Aw+1 for all w ≥ 0.
Actually, assuming that Aw+1 = {b1, b2, . . . , bt} is in increasing order, we first
insert the point b1 ∈ Aw+1 and then as Case 3 mentioned above, by Lemma
3, we find the separating point qw of Aw and compute C(b1). Let qw = ah, i.e.
we get the minimum-cost by matching ah, . . . , as to b1. Then, we insert the
points b2, b3, . . . , bt and using the following lemmas compute C(bi) for each
i = 2, 3, . . . , t, respectively.
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Fig. 4 (a). Case 1: w > 0, s = t = 1. (b) Case 2: w > 0, s > 1, t = 1. (c) Case 3:
w > 0, s > 1, t = 1.
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Fig. 5 Case 4: w > 0, s > 1, t > 1. (a) Computing X(bi). (b) Computing Y (bi). (c)
Computing Z(bi).
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Lemma 4 In a minimum-cost MM, for a point ak ∈ S∪T if we have deg(ak) >
1, then ak decreases the cost of the MM, i.e. the corresponding MM includes
C(ak).
Proof. It is obvious. Since if ak does not decrease the cost of the MM, then
by removing all pairs (bj , ak) in the MM except for the closest point bj to ak,
we get an MM with a smaller cost. uunionsq
Lemma 5 Given Aw = {a1, a2, . . . , as} with a1 < a2 < . . . < as and Aw+1 =
{b1, b2, . . . , bt} with b1 < b2 < . . . < bt. In a minimum-cost MM, for i ≥ 2 and
w ≥ 0 we have:
C(bi) =

C(bi−1) + fi − f1 if deg(b1) > 1
C(bi−1) + es + fi if deg(b1) = 1 and deg(as) > 1
C(bi−1) + fi + min(es, es−i+1 − C(as−i+1) + C(as−i)) if deg(b1) = 1 and deg(as) = 1 and
s− i + 1 > 0 and deg(as−i+1) = 1
C(bi−1) + es + fi otherwise
.
Proof. For each bi ∈ {b2, . . . , bt}, we distinguish two cases:
Case 1. deg(b1) > 1. Assume b1 has been matched to ah, . . . , as. We show that
in this case we must match bi to one of the points ah, . . . , as, arbitrarily.
Assume for a contradiction that bi is matched to as in the best case, while
ah, . . . , as have been matched to b1. Then, by removing (ak, b1) and (as, bi)
for an arbitrary k ∈ {h, . . . , s} and adding (ak, bi), we get an MM with a
smaller cost. Thus:
C(bi) = C(bi−1) + fi − f1.
Case 2. deg(b1) = 1. In this case, one of the following subcases arise:
Case 2.1. deg(as) > 1. We then observe that one of the following subcases holds:
Case 2.1.1. i = 2. In this subcase we use the following claim.
Claim 1 In this subcase we have s = 1.
Proof. i = 2 implies that at least one point of Aw−1 has been
matched to as. Since, deg(as) > 1 and as has been matched to at
most a single point of Aw+1, b1. On the other hand, we observe
that in a minimum-cost MM, only the first and the last point of
each partition might be matched to more than one point. In other
words, we observe that for a point ak ∈ Aw if deg(ak) > 1 then:
• either k = 1 and ak has been matched to more than one point
of Aw−1,
• or k = s and ak has been matched to more than one point of
Aw+1,
• or both, i.e. k = s = 1 and ak has been matched to at least one
point of Aw−1 and at least one point of Aw+1.
Thus, s = 1. uunionsq
We have s = 1. Moreover, from Lemma 4, C(b1) includes C(a1).
Thus, in this subcase we simply match b2 to as or actually a1:
C(bi) = C(bi−1) + fi − e1.
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Case 2.1.2. i > 2. Observe that in this subcase, bi−1 has been matched to as.
Proving this by induction, according to Claim 1 it is true for i = 2.
Lemma 6 Suppose deg(b1) = 1 and deg(as) > 1. If bi−1 has been
matched to as, then all the points bi, . . . , bt would also be matched
to as for i ≥ 3.
Proof. Suppose deg(b1) = 1 and assume that deg(as) > 1. If bi−1
selects as instead of ak as the separating point, we have:
C(bi−2) + es + fi−1 < C(bi−2) + fi−1 + ek + C(ak−1)− C(ak),
and thus:
es < ek + C(ak−1)− C(ak),
where ak is the largest point in Aw which has been matched to a
single point of Aw−1 (if exists). Observe that if there does not exist
such a point ak, bi is simply matched to as.
If we add C(bi−1) and fi to both sides of the above inequality, then
we have:
C(bi−1) + es + fi < C(bi−1) + fi + ek + C(ak−1)− C(ak),
so as is also the separating point for bi. uunionsq
So, in this subcase it holds:
C(bi) = C(bi−1) + fi − es.
Case 2.2. deg(as) = 1. In this subcase, we observe that the i−1 points b1, . . . , bi−1
have been matched pairwise to the points as, . . . , as−i+2. Then, we dis-
tinguish two subcases:
Case 2.2.1. s− i + 1 > 0. Then, one of the following statements holds:
• deg(as−i+1) = 1. In this subcase, according to Lemma 7, we
must determine whether bi is matched to as or as−i+1.
Lemma 7 Let ak be the largest point in Aw which has been
matched to a point of Aw−1 and deg(ak) = 1. Let ak′ be another
point in Aw which has been matched to a point of Aw−1 such
that deg(ak′) = 1 and ak′ < ak. Then, in a minimum-cost MM,
bi can be matched to either ak or as but not to ak′ .
Proof. Suppose by contradiction that in a minimum-cost MM
the point bi is matched to ak′ . Then, if we replace the pair
(ak′ , bi) in the MM with either (ak, bi) or (as, bi), we get a
matching with a smaller cost. uunionsq
So, we have:
C(bi) = min(C(bi−1)+es+fi, C(bi−1)+es−i+1+fi−C(as−i+1)+C(as−i)).
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• deg(as−i+1) > 1. In this case, by Lemma 4 and Lemma 7, bi is
matched to as, thus:
C(bi) = C(bi−1) + fi − es.
Case 2.2.2 s− i + 1 = 0. This subcase implies that all the points in Aw have
been matched to the points b1, b2, . . . , bi−1 pairwise; recall that the
first i−1 points b1, . . . , bi−1 have been matched pairwise. So, there
does not exist any point in Aw matched to only a single smaller
point. Thus, we simply match bi to the closest point, i.e. as:
C(bi) = C(bi−1) + fi − es.
uunionsq
Theorem 1 Given two point sets S and T on a line with n = |S| + |T |, our
algorithm computes an MM between S and T in O(n) time.
3.2 Our OLCMM algorithm
In this section, we give the first linear time algorithm tackling the OLCMM
problem faster than by the O(n2) algorithm presented in [10]. Our algorithm
is based on the dynamic programming algorithm which is described in Section
3.1. Assume that C(p, j) is the cost of an OLCMM between the points {y ∈
S∪T |y ≤ p}, such that the capacity of each point y < p is equal to Cap(y), i.e.
its actual capacity, but for y = p it holds that Cap(y) = j. And suppose that we
have inserted all points p < bi in S∪T and computed the corresponding C(p, j),
for j = {1, 2, . . . , Cap(p)}, respectively. And also we have computed C(bi, j)
for j = {1, 2, . . . , k − 1}, respectively. Now, we want to compute C(bi, k). Let
M(p, k) be the point that occupy the kth capacity of p. Note that we can
use a link list for storing the values of C(p, k). Initially, we assume that if
C(p, k) does not exist in the link list then it holds that C(p, k) = ∞ for all
p ∈ S ∪ T and 1 ≤ k ≤ Cap(p). Obviously, the number of the pairs in an
OLCMM is equal to max(|T |, |S|). Let q = max{p ∈ S ∪ T |p < bi}, then
we assume that C(bi, 0) = C(q, deg(q)). Our idea is that we insert the points
b1, b2, . . . , bt of each partition Aw+1, respectively, and compute C(bi, j) for
j = 1, 2, . . . , Cap(bi).
Theorem 2 Let S and T be two point sets on a line with total cardinality n,
then we can compute an OLCMM between S and T in linear time.
Proof. We start with some useful lemmas.
Lemma 8 A minimum-cost OLCMM does not contain both pairs (a, c) and
(b, d) such that a ≤ b < c ≤ d, {a, d} ⊂ S (T ), and {b, c} ⊂ T (S) (Fig. 2(a)).
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Corollary 2 In a minimum-cost OLCMM, each partition Aw has a point qw,
called the separating point of Aw, such that all the points {a ∈ Aw|a ≤ qw} are
matched to some b ∈ S ∪ T with b ≤ qw and all the points {a ∈ Aw|a ≥ qw}
are matched to some b ∈ S ∪ T with b ≥ qw for w ≥ 0.
Lemma 9 In a minimum-cost OLCMM, a point p ∈ S ∪ T decreases the
cost of the OLCMM, i.e. the cost of the OLCMM includes C(p, deg(p)), if
deg(p) > 1.
Proof. The proof of this lemma is the same as Lemma 4. uunionsq
Now our algorithm can be formulated as follows. Starting from A1, we first
insert b1 ∈ Aw+1 for each w ≥ 0, and compute C(b1, j) for j = 1, 2, . . . , Cap(b1)
if it is necessary. Since there exists at least one point a1 in Aw, b1 ∈ Aw+1 is
matched to a point of Aw in the all cases. We distinguish three cases for i ≥ 1
(Algorithm 1):
Algorithm 1 OLCMM Algorithm(S,T )
1: Partition S ∪ T to A0, A1, . . . ,, and let w = 0
2: while |OLCMM | < max(|T |, |S|) do
3: w = w + 1, Aw = a1, a2, . . . , as, Aw+1 = b1, b2, . . . , bt, and a0 = max(p ∈ Aw−1)
4: for i = 1 to t do
5: Case1(OLCMM, S, T , i, A0, A1, . . .)
6: if deg(bi) < 1 then
7: Case2(OLCMM, S, T , i, A0, A1, . . .)
8: if deg(bi) < 1 then
9: Case3(OLCMM, S, T , i, A0, A1, . . .)
Case 1. For all points bj < bi in Aw+1 we have deg(bj) = Cap(bj). In this case,
we should check that whether bi decreases the cost of the OLCMM or not
(Algorithm 2), i.e. by Corollary 2, we should find the separating points
of some previous partitions as follows. If i = 1, starting from as ∈ Aw,
otherwise starting from the smallest point matched to bi−1 called as′ , we
seek the previous partitions respectively to find the first point aj with
deg(aj) = 1 and aj is matched to a single smaller point. Then, we verify
whether matching aj to bi decreases the cost of the OLCMM. So, depending
on i, starting from as′ or as, we determine that whether matching the
smaller points aj to bi decreases the cost or not until reaching the smallest
point of S∪T or a point aj which does not decrease the cost of the OLCMM,
or finally a point aj with deg(aj) > 1. Observe that each point p ∈ S ∪
T might be examined only once by one of the larger points during our
algorithm, since:
1. either deg(M(bi−1, deg(bi−1))) > 1. That is, bi−1 has examined the
previous points but it does not decrease the cost, so it has been matched
to the largest point as′′ ≤ bi−1 with deg(as′′) < Cap(as′′).
2. or deg(M(bi−1, deg(bi−1))) = 1. In this situation, we should seek the
previous partitions starting from M(bi−1, deg(bi−1)).
12 Fatemeh Rajabi-Alni, Alireza Bagheri
Assume w.l.o.g that the largest point of S ∪ T examines all the smallest
point to decide whether it decreases the cost or not. Also notice that in our
algorithm if the kth capacity of a point p ∈ S ∪T decreases the cost of the
OLCMM, we compute the corresponding C(p, k) for k ∈ {1, 2, . . . , Cap(p)};
otherwise we only compute C(p, 1). Thus, the number of the elements
C(p, k) in the link list is not more than 2∗n in the worst case. Additionally,
this case does not contradict the optimality of the OLCMM corresponding
to the points p < bi. Since, if this case holds and bi is matched to a point
as′′ ≤ bi, the capacities of the points bk ≤ bi has been occupied with the
points aj ≤ bk for all points as′′ < aj < bk < bi. So, there might exist only
the pairs (aj , bk) between the pair (as′′ , bi), and obviously the pairs (as′′ , bi)
and (aj , bk) do not contradict the optimality. After the above processing,
if deg(bi) ≥ 1 we have done, otherwise Case 2 or Case 3 arises.
Case 2. There exists a point bj ≤ bi in Aw+1 satisfying deg(bj) > 1. Hence, we
seek the points bi−1, . . . , b1, respectively to find the first point bk in Aw+1
with 1 ≤ k < i such that deg(bk) > 1. Since bk has been matched to the
points aj . . . ay of Aw, an optimal OLCMM can be computed by matching
bi to one of the points aj . . . ay, say aq. So, we match bi to aq and remove
(bk, aq) form the OLCMM (Lines 1− 3 of Algorithm 3). So:
C(bi, 1) = C(bi, 0) + bi − bk.
If there does not exist such a point bk with deg(bk) > 1, we examine the
point M(bi−1, 1), called ah. If 1 < deg(ah) < Cap(ah), then by Lemma 10
we simply match bi to ah (Lines 5− 7 of Algorithm 3). So:
C(bi, k) = C(bi−1, 1) + bi − ah.
Case 3. i ≥ 1 and deg(bk) = 1 for all points bk < bi in Aw+1. We consider two
cases:
Case 3.1. If i = 1, we match b1 to as (Lines 1 − 9 of Algorithm 4). There is two
cases:
Case 3.1.1. deg(as) = Cap(as). Let by ≤ as be the smallest point been matched
to as, i.e.
by = min(M(as, 1), . . . ,M(as, deg(as))).
In this case, we should remove the pair (as, by), and add the pair
(as, b1). Observe that if by is not the smallest point matched to as,
that is there exists another point bk ≤ as which has been matched
to as, then if we remove the pair (by, as), obviously by must be
matched to a point as′ . Then, there exist three cases:
(a) as′ ≤ bk. In this case, we can remove two pairs (as′ , by) and
(bk, as) and add (as′ , bk) and (by, as), and get a smaller cost
(Fig. 6(a)). Contradiction.
(b) bk ≤ as′ ≤ by. In this case, two pairs (as′ , by) and (bk, as)
contradict the optimality (Fig. 6(b)).
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Fig. 6 Suboptimal matchings.
(c) by ≤ as′ ≤ as. This case contradicts the optimality of the
previously computed optimal C(as, deg(as)), since deg(as) ≥ 2
and bk is matched to as while there exists a more near point
as′ with deg(as′) < Cap(as′) (Fig. 6(c)).
So:
C(b1, 1) = b1 − as − C(as, deg(as)) + C(as, deg(as)− 1).
Case 3.1.2. deg(as) < Cap(as). Then, one of the following statements holds:
(a) deg(as) = 1. Then, we must examine that whether as decreases
the cost of the OLCMM or not:
C(b1, 1) = b1 − as + min(C(as, 1), C(as, 0).
(b) deg(as) > 1. By Lemma 9, b1 must be matched to as. So, the
following holds:
C(b1, 1) = C(as, deg(as)) + b1 − as.
Case 3.2. If i > 1, suppose bi−1 is matched to a point called ay. Let Aw′ be the
partition containing ay. We seek the partitions Aw′ , Aw′−2, Aw′−4, . . .,
respectively as depicted in Fig. 7 to find the first partition Aw′′ with
a point aj ∈ Aw′′ such that deg(aj) < Cap(aj) or a point aj which is
matched to at least a smaller point bq, that is bq ≤ aj (Lines 11 − 28
of Algorithm 4). Note that as Case 1, this case does not contradict the
optimality of the OLCMM corresponding to the points p < bi. So, two
cases arise (Lines 29− 44 of Algorithm 4):
Case 3.2.1. We reach a point as′ ∈ Aw′′ such that deg(as′) = Cap(as′) and as′
is matched to at least one smaller point (Lines 29−32 of Algorithm
4). As Case 1, let by ≤ as′ be the smallest point matched to as′ .
And let y′ be the number of the points bq ≤ as′ matched to as′ .
In this case, we must remove the pair (by, as′) and add the pair
(as′ , bi). Note that if bi is not matched to as′ , then the matching
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is not optimal, since suppose bi is matched to the point as′′ with
as′′ < as′ , then two cases arise:
(a) as′′ ≤ by.
(b) by ≤ as′′ .
In both above cases, two pairs (as′′ , bi) and (by, as′) contradict the
optimality. So:
C(bi, 1) = C(bi−1, 1) + bi − as′ − C(as′ , y′)) + C(as′ , y′ − 1).
Case 3.2.2. We reach a point as′ such that deg(as′) < Cap(as′) (Lines 34− 44
of Algorithm 4). Then, we distinguish between two cases :
(a) 1 < deg(as′) < Cap(as′). Since 1 < deg(as′), then:
• Either more than one point of Aw′′−1 have been matched to
as′ , and the capacities of the points a1, . . . , as′−1 have been
saturated by other points of Aw′′−1, i.e. deg(aj) = Cap(aj)
for 1 ≤ j ≤ s′− 1. So, all the points a1, . . . , as′−1, as′ decrease
the cost of the OLCMM.
• Or at least one point of Aw′′+1 has been matched to as′ . We
observe that in this case, bi−1 has definitely been matched to
as′ . In the first case, it is obvious that we must match bi to
as′ . In the second case, we use the following lemma.
Lemma 10 If bi−1 has been matched to as′ and 1 < deg(as′) <
Cap(as′), then as′ is also the separating point for bi for i ≥ 2.
Proof. It can be proved by induction on i. For i = 2 it is
obviously true. uunionsq
So, bi is matched to as′ (Lines 34− 35 of Algorithm 4):
C(bi, 1) = C(bi−1, 1) + bi − as′ .
(b) deg(as′) = 1 (Lines 37 − 44 of Algorithm 4). Let aq be the
largest point in Aw′′ which is matched to at least one smaller
point. Then, one of the following statements holds:
• There does not exist such a point aq, i.e. aq = null. Then, we
have:
C(bi, 1) = C(bi−1, 1) + bi − as′ .
• There exists such a point aq. Then, we distinguish two cases:
i. if deg(aq) > 1, then it holds:
C(bi, 1) = C(bi−1, 1) + bi − as′ .
ii. if deg(aq) = 1. That is, aq is the largest point in Aw′′ which
is matched to a single smaller point and deg(aq) = 1. In this
case, we should examine that if bi is matched to as′ or aq.
So, we have:
C(bi, 1) = C(bi−1, 1)+min(bi−as′ , bi−aq−C(aq, 1)+C(aq−1, deg(aq−1)).
uunionsq
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asa1 b1 bi-1 bi
Aw+1AwAw-1Aw-2Aw''+1Aw''
Fig. 7 An example for illustration of Case 3.
Algorithm 2 Case1(OLCMM, S, T , i, A0, A1, . . .)
1: if i = 1 then
2: j = s
3: while j ≥ max(s− Cap(b1) + 1, 1) and deg(aj) = 1 do
4: if M(aj , 1) ≤ aj then
5: if C(aj , 1) > C(aj−1, deg(aj−1)) + b1 − aj then
6: Add the pair (b1, aj) to OLCMM and remove (aj ,M(aj , 1))
7: C(b1, deg(b1)) = C(b1, deg(b1)−1)+b1−aj−C(aj , 1)+C(aj−1, deg(aj−1))
8: j = j − 1
9: else
10: j = max(s′ − Cap(bi) + 1, 1)− 1
11: else
12: j = j − 1
13: Let Aw′ be the partition which contains M(bi−1, deg(bi−1))
14: Let M(bi−1, deg(bi−1) be the s′th point of Aw′
15: repeat
16: j′ = s′
17: while j′ ≥ max(s′ − Cap(bi) + 1, 1) and deg(aj′ ) = 1 do
18: if M(aj′ , 1) ≤ aj′ then
19: if (C(aj′ , 1) > C(aj′−1, deg(aj′−1)) + bi − aj′ ) then
20: Add the pair (bi, aj′ ) to OLCMM and remove (aj′ ,M(aj′ , 1))
21: C(bi, deg(bi)) = C(bi, deg(bi) − 1) + bi − aj′ − C(aj′ , 1) +
C(aj′−1, deg(aj′−1))
22: j′ = j′ − 1
23: else
24: j′ = max(s′ − Cap(bi) + 1, 1)− 1, and w′ = 1
25: else
26: j′ = j′ − 1
27: w′ = w′ − 2, and s′ = |Aw′ |
28: until w′ ≥ 0 and deg(bi) < Cap(bi) and ∀bj ∈ Aw′+1 s.t. deg(bj) = Cap(bj)
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Algorithm 3 Case2(OLCMM, S, T , i, A0, A1, . . .)
1: if ∃ a point bj in bi−1, bi−2, . . . , b1 such that deg(bj) > 1 then
2: Match bi to one of the points ah matched to bj and remove (bj , ah) from OLCMM
3: C(bi, 1) = C(bi, 0) + bi − bj
4: else
5: if 1 < deg(M(bi−1, 1)) < Cap(M(bi−1, 1) then
6: Match bi to the point ah = M(bi−1, 1)
7: C(bi, k) = C(bi−1, 1) + bi − ah
4 Concluding Remarks
The one dimensional limited capacity many-to-many point matching (OL-
CMM) problem was studied in [10] and solved in O(n2) time complexity. In
this paper, we presented a linear time algorithm for finding an OLCMM be-
tween two point sets with total cardinality n.
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Algorithm 4 Case3(OLCMM, S, T , i, A0, A1, . . .)
1: if i = 1 then
2: if deg(as) = Cap(as) then
3: by = min(M(as, 1), . . . ,M(as, deg(as)))
4: C(b1, 1) = b1 − as − C(as, deg(as)) + C(as, deg(as)− 1)
5: else
6: if deg(as) = 1 then
7: C(b1, 1) = b1 − as + min(C(as, 1), C(as, 0)
8: else
9: C(b1, 1) = C(as, deg(as)) + b1 − as
10: else . Starting from the partition containing M(bi−1, 1), we seek the largest point
as′ such that either deg(as′ ) < Cap(as′ ) or it holds that deg(as′ ) = Cap(as′ ) and as′
is matched to at least one smaller point) or both.
11: Let M(bi−1, 1) ∈ Aw′
12: repeat
13: j = |Aw′ |
14: while j ≥ 1 do
15: if deg(aj) < Cap(aj) then
16: s′ = j
17: w′ = −1
18: j = 0
19: else
20: if (deg(as′ ) = Cap(as′ ) and ∃bq ∈ {M(aj , 1), . . . ,M(aj , deg(aj)}.s.t bq ≤
aj) then
21: s′ = j
22: w′ = −1
23: j = 0
24: else
25: j = j − 1
26: w′ = w′ − 2
27: until w′ ≥ 0
28: if deg(as′ ) = Cap(as′ ) then
29: by = min(M(as′ , 1), . . . ,M(as′ , deg(as′ )))
30: y′ = |M(as′ , q) .st. M(as′ , q) ≤ as′ |
31: C(bi, 1) = C(bi−1, 1) + bi − as′ − C(as′ , y′) + C(as′ , y′ − 1)
32: else
33: if deg(as′ ) > 1 then
34: Add (bi, as′ ) to OLCMM, and let C(bi, 1) = C(bi−1, 1) + bi − as′
35: else
36: Let aq ∈ Aw′′ be the largest point that is matched to at least one smaller
point
37: if aq = null then
38: C(bi, 1) = C(bi−1, 1) + bi − as′
39: else
40: if deg(aq) > 1 then
41: C(bi, 1) = C(bi−1, 1) + bi − as′
42: else
43: C(bi, 1) = C(bi−1, 1) + min(bi − as′ , bi − aq − C(aq , 1) +
C(aq−1, deg(aq−1)))
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