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résumé et mots clés
Nous nous intéressons à la reconnaissance d’objets volumiques par mise en correspondance d’indices visuels. Nous
supposons que les objets à reconnaître sont représentés à l’aide de modèles tridimensionnels, composés d’indices
visuels. Reconnaître un objet signifie, dans ce cas, mettre en correspondance les indices du modèle de cet objet
avec des indices extraits de l’image, de manière à ce que ces derniers puissent s’expliquer comme une transfor-
mation géométrique des indices du modèle. La recherche de la pose (valeur des paramètres de la transformation
alignant le modèle sur l’image) et la recherche des correspondances sont ici traitées simultanément. Cela consti-
tue l’originalité et la force de la méthode que nous proposons. Nous présentons de nombreux résultats expéri-
mentaux illustrant l’utilisation de notre approche pour la reconnaissance d’objets.
Reconnaissance d’objets, mise en correspondance
abstract and key words
The use of hypothesis verification is recurrent in the model-based recognition literature. Verification consists in
measuring how many model features transformed by a pose coincide with some image features. When data
involved in the computation of the pose are noisy, the pose is inaccurate and difficult to verify, especially when the
objects are partially occluded. To address this problem, the noise in image features is modeled by a Gaussian dis-
tribution. A probabilistic framework allows the evaluation of the probability of a matching, knowing that the pose
belongs to a rectangular volume of the pose space. It involves quadratic programming, if the transformation is
affine. This matching probability is used in an algorithm computing the best pose. It consists in a recursive multi
resolution exploration of the pose space, discarding outliers in the match data while the search is progressing.
Numerous experimental results are described. They consist of 2D and 3D recognition experiments using the pro-
posed algorithm.
Model-based recognition; pose verification
1. introduction
La reconnaissance d’objets dans une image monoculaire peut
être vue comme un problème de mise en correspondance d’in-
dices visuels. Supposons que l’image soit segmentée en un
ensemble de N indices visuels (points, segments, points d’inté-
rêt, etc), et que l’objet à reconnaître soit représenté au moyen de
M indices visuels. La reconnaissance de l’objet peut être définie
comme la recherche d’un sous-ensemble d’indices de l’image
dont l’organisation spatiale est compatible avec l’organisation
des indices du modèle. La figure 1 illustre ce problème : com-
ment retrouver, dans l’image, le groupe de segments dont l’or-
ganisation est compatible avec celle du modèle ? Le problème se
trouve alors repoussé sur la définition de la notion de compati-
bilité. S’il est possible de définir une transformation géomé-
trique paramétrique du modèle, permettant de transformer les
indices du modèle de leur repère au repère de l’image, les
indices du modèle sont compatibles avec un sous-ensemble des
indices de l’image s’il existe un ensemble de paramètres de la
transformation superposant ou alignant les indices du modèle
sur ceux de l’image [25]. La compatibilité peut également s’ex-
primer intrinsèquement à la forme, sans recourir à l’utilisation
d’une transformation géométrique : des propriétés invariantes
(présence de textures, de configurations particulières,...) sont
déterminées pour le modèle, et recherchées dans l’image. Dans
un cas comme dans l’autre, la reconnaissance revient à mettre en
correspondance, à apparier, un sous-ensemble d’indices de
l’image avec les indices visuels composant le modèle.
1.1. combinatoire et stratégies 
pour la réduire
Ainsi formulée, la reconnaissance d’objets dans des images est
un problème combinatoire [1, 3, 11, 8]. Si l’on ne restreint pas
le problème, la recherche des sous-ensembles d’indices de
l’image compatibles avec ceux du modèle nécessite la généra-
tion de tous les appariements possibles entre indices de l’image
et indices du modèle, afin de ne garder que ceux qui satisfont un
critère de compatibilité (sur lequel nous reviendrons plus tard).
Avec les définitions précédentes, N ×M appariements sont
possibles, et de l’ordre de 2N×M sous-ensembles doivent être
évalués. Ce nombre de sous-ensembles est énorme, même dans
des cas simples. La réduction de la combinatoire est donc le pro-
blème clé de la reconnaissance d’objets dans des images.
1.1.1.stratégies basées sur la recherche 
des correspondances
Les stratégies par recherche des meilleures correspondances
consistent à créer un arbre de reconnaissance pour lequel chaque
feuille constitue un ensemble d’appariements [21, 28]. La figure
2 illustre cette stratégie. L’image comprend N indices, le modè-
leen comprend M. Le premier indice du modèle peut être mis en
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Figure 1. – Comment retrouver l’image le groupe de segments dont l’orga-
nisation est compatible avec le modèle ?
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Figure 2. – Reconnaissance par recherche des appariements.
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L’ensemble des combinaisons possibles est décrit par un arbre
(partie droite de la figure). La combinatoire peut être partielle-
ment réduite en détectant, le plus haut possible dans l’arbre, les
groupes d’appariements incohérents, et en coupant la branche.
Ces techniques restent cependant coûteuses en temps de calcul.
1.1.2.stratégies basées sur la recherche 
des meilleures poses
Ces méthodes s’appliquent lorsqu’il existe une transformation
géométrique paramétrique, permettant d’expliquer l’apparence
visuelle de l’objet dans l’image comme une transformation d’un
modèle géométrique. On dénommera, par la suite, les valeurs
des paramètres de la transformation alignant le modèle sur l’ob-
jet comme la pose de l’objet dans l’image. La reconnaissance
peut se faire en recherchant les poses alignant le modèle sur des
sous-ensembles d’indices de l’image. 
Pour cela, chaque appariement d’indice donne une pose ou un
ensemble de poses compatibles avec cet appariement. Il est pos-
sible, par des techniques d’accumulation [4, 19, 13] (par
exemple) de déterminer les poses vérifiant le plus grand nombre
d’appariements, et donc alignant au mieux le modèle sur
l’image. La figure 3 illustre ce principe : à chaque appariement
possible correspond un volume de l’espace des poses. 
La technique de prédiction vérification [1] est une alternative
intéressante aux techniques d’accumulation. Elle consiste à fixer
le nombre minimal d’appariements pour estimer une pose puis à
vérifier par transformation du modèle les correspondances des
indices restants.
Même si la recherche des meilleures poses est un problème qui
est lui aussi combinatoire, l’utilisation de cette stratégie permet
d’employer des heuristiques bien plus efficaces que celles appli-
cables aux stratégies de recherche des correspondances.
1.1.3.dualité pose/correspondances - 
Modèles d’erreur
Nous avons parlé d’alignement des indices du modèle sur ceux
de l’image sans réellement définir cette notion d’alignement.
Nous supposons que l’alignement est réalisé lorsque la transfor-
mation de l’indice du modèle et l’indice de l’image sont compa-
tibles avec un modèle d’erreur [33, 7]. Le modèle d’erreur com-
munément utilisé est le modèle d’erreur borné, qui impose que
la distance entre les deux indices soit inférieure à un seuil. Fixer
une pose et un modèle d’erreur revient à fixer un ensemble d’ap-
pariements. En fixant un ensemble d’appariements, il est pos-
sible d’estimer une pose telle que les appariements vérifient au
mieux le modèle d’erreur.
1.2. état de l’art
Malgré de nombreux progrès récents dans le domaine de la
vision par ordinateur, la reconnaissance d’objets volumiques
dans des scènes complexes demeure un problème clé. L’aspect
combinatoire du problème explique en partie la difficulté qu’il y
a à progresser.
Cette difficulté peut être dépassée si l’on considère que la posi-
tiondes objets dans l’image est connue. Dans ce cas la recon-
naissance consiste à comparer efficacement une région de
l’image à une collection d’aspects des objets à reconnaître. Des
solutions récentes basées sur des analyses en composantes prin-
cipales [30, 32] ou sur des techniques de modal matching [34],
ou encore utilisant le template matching [9] ont été récemment
proposées.
Cependant, comme le souligne Grimson [18] le point difficile de
la reconnaissance consiste à séparer, dans l’image, la partie utile
(celle qui contient un objet ou des morceaux d’objets) du fond
de l’image.
Les différentes composantes d’un système de reconnaissance
d’objets ont été l’objet de travaux récents : l’invariance et la per-
tinence des primitives visuelles utilisées [35], le regroupement-
d’indices en structures cohérentes [26], l’indexation des
modèles [10], l’identification des appariements entre primitives
de l’image et primitives des modèles [31], ou les mesures de
similarité utilisables pour l’évaluation d’hypothèses [24].
De l’ensemble de ces recherches, on note que la plupart des stra-
tégies performantes peuvent être décrites en terme de stratégie
de prédiction-vérification. Dans une phase de pré-traitement les
groupes d’indices visuels des modèles ayant des propriétés inva-
riantes sont stockés dans des tables d’indexation. La reconnais-
sance consiste à regrouper dans un premier temps les indices
visuels extraits des images en groupements cohérents. Une
phase d’indexation utilisant ces petits groupes de primitives per-
met ensuite de produire un ensemble d’hypothèses d’apparie-
ments, c’est-à-dire un ensemble de mises en correspondance
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Figure 3. – Reconnaissance par recherche des meilleures poses.
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modèle-image. Les valeurs des paramètres de la transformation
géométrique alignant le modèle sur l’image est appelée par la
suite pose ou attitude de l’objet. Les poses obtenues par ces
mises en correspondance sont traitées comme des hypothèses
qui doivent être vérifiées en appliquant la transformation à l’en-
semble des primitives du modèle et en essayant de leur trouver
des correspondances dans l’image. Les transformations utilisées
sont, dans la plus part des cas, des transformations affines.
Cependant, les erreurs (bruits, imprécisions du détecteur d’in-
dice) introduites dans la mise en correspondance rendent
approximatif le calcul de la pose, et la vérification de ces hypo-
thèses devient difficile (comme l’illustre la figure 4).
Comme le soulignent Gandhi et Camps [16], le bruit sur les don-
nées se propage sur la pose et diminue la qualité des mises en
correspondance produites dans cette étape de vérification.
Cet effet du bruit a largement été étudié, dans le cas de modèles
d’erreurs bornés (une mise en correspondance est, dans ce cas,
considérée valide si la re-projection des indices du modèle se
trouve dans un disque autour des indices de l’image). Grimson
et al. [20] proposent une analyse précise de la mise en corres-
pondance avec incertitude, dans le cas de transformations
affines. Ils obtiennent, dans le cas de la mise en correspondance
de quatre points l’expression d’invariants affines, dans l’hypo-
thèse où les points appartiennent à des petits disques de l’image.
Jacobs [2] a modélisé les erreurs en supposant qu’un point
détecté n’est pas à une distance supérieure à ε pixels de l’endroit
réel du point. Ainsi, lorsque trois points sont mis en correspon-
dance entre un modèle et une image, ils obtiennent une expres-
sion caractérisant l’erreur admissible sur un quatrième point.
Gandhi et Camps [16] ont proposé un algorithme itératif per-
mettant de choisir l’ordre des appariements pour la vérification
de l’hypothèse : lorsque la pose à été calculée à partir du nombre
minimal de correspondances, les nouveaux appariements per-
mettent de recalculer itérativement la pose. L’ordre d’introduc-
tion des appariements est donc primordial. Leur but est de trou-
ver l’ensemble des n primitives (des points dans leur cas) tels
que l’effet de l’incertitude sur la pose soit le plus faible possible.
Plutôt que d’utiliser un modèle d’erreur borné, certains auteurs
utilisent un modèle d’erreur Gaussien, plus proche de la réalité.
En particulier, Sarachik et Grimson [33] estiment la probabilité
d’erreur dans la validation d’une mise en correspondance
comme une fonction du nombre d’indices (du modèle et de
l’image), des occultations, sous l’hypothèse d’un bruit Gaussien
sur la position des indices visuels.
Beveridge et Riseman [6] ont proposé un algorithme permettant
d’estimer simultanément l’attitude 3D des objets dans l’image,
et l’ensemble des mises en correspondances. Leur algorithme
est basé sur une exploration aléatoire de l’espace des correspon-
dances, pour trouver l’ensemble de correspondances optimal
(celui assurant la meilleur correspondance entre image et pro-
jection du modèle 3D dans l’image). L’ensemble des correspon-
dances est itérativement modifié en enlevant ou ajoutant une
correspondance.
Malgré l’effort important réalisé par la communauté sur ce sujet,
la recherche des meilleurs appariements ou de la meilleure pose
demeure un problème difficile.
2. vers une technique 
efficace pour la mise 
en correspondance
2.1. introduction
Nous nous intéressons ici à la stratégie de la mise en correspon-
dance d’indices par recherche de la meilleure pose, en raison de
sa plus grande efficacité. L’approche que nous proposons ici
permet d’obtenir simultanément une attitude précise et un
ensemble de mises en correspondance.
Les approches d’alignement mentionnées précédemment
consistent à partir d’un ensemble de correspondances initiales et
à l’étendre progressivement. L’attitude de l’objet est alors recal-
culée itérativement en fonction des mises en correspondance
ajoutées. Cette solution n’est pas optimale, et nous avons même
observé que dans de nombreux cas (particulièrement en cas
d’occultation) l’algorithme ne converge pas. Il suffit par
exemple d’introduire une mise en correspondance erronée qui
perturbe suffisamment l’estimation de l’attitude de l’objet pour
que l’ensemble des mises en correspondance suivantes soient
également erronées, sans retour en arrière possible.
Nous défendons ici une méthode opposée, que nous avons déjà
introduite dans [27]. En supposant que la pose correcte de l’ob-
jet appartienne à un domaine connu de l’espace des poses
(contenant lapose initiale), l’ensemble des correspondances
compatibles avec ce volume est pris en compte. Une correspon-
dance est compatible avec un domaine de l’espace des poses s’il
existe une transformation contenue dans ce domaine telle que la
projection de l’indice du modèle dans l’image par cette trans-
formation coïncide avec l’indice de l’image. Ce domaine de
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Figure 4. – Vérification d’une pose imprécise.
Modèle Hypothèse à vérifierIndices de l’image appariés
l’espace des poses est itérativement réduit, jusqu’à ce qu’il
puisse être considéré comme une pose unique. L’algorithme
consiste à guider la recherche dans l’espace des poses pour que
la pose finale soit optimale au sens des mises en correspon-
dances obtenues. La solution obtenue est bien meilleure que
celle obtenue en augmentant progressivement l’ensemble des
correspondances, car les influences relatives de chaque mise en
correspondance sont prises en compte simultanément.
Cette approche est expérimentalement validée au moyen de
deux applications. La première est une application de recon-
naissance d’objets basée sur l’apparence : les objets 3D sont
représentés par une collection d’aspects 2D. La reconnaissance
consiste alors à rechercher des correspondances entre les indices
de l’image et les aspects. Une transformation géométrique affine
2D est utilisée dans ce cas. La seconde application consiste à
mettre directement en correspondance les indices 3D d’un
modèle d’objet avec les indices de l’image. La transformation
géométrique utilisée est une projection orthographique avec
mise à l’échelle (transformation affine).
2.2. description de l’approche proposée
Comme nous venons de l’indiquer, l’approche proposée consiste
à explorer récursivement l’espace des poses, pour trouver celles
qui permettent une bonne mise en correspondance des indices
d’un modèle avec ceux de l’image.
L’espace des poses initiales peut être tout l’espace des poses
possibles, ou peut être restreint si une prédiction de la pose est
possible.
L’espace initial est divisé en deux sous-espaces (appelés par la
suite boîtes). Pour chacune de ces deux boîtes, la probabilité
maximale qu’elles puissent contenir une pose telle que le
modèle soit vu dans l’image est évaluée. Les boîtes contenant
les probabilités les plus hautes sont conservées et divisées à leur
tour, récursivement. La division d’une boîte s’arrête lorsque sa
taille a atteint un seuil fixé.
Cette probabilité maximale que la boîte puisse contenir une pose
telle que le modèle apparaisse dans l’image est vue comme une
combinaison de probabilités de mises en correspondances de
primitives individuelles (correspondances primitive à primitive),
pour une boîte donnée.
La probabilité qu’une primitive du modèle soit vue dans l’image
est calculée à partir de la probabilité qu’elle puisse correspondre
à une primitive de l’image, pour une pose contenue dans la
boîte. De ce calcul de probabilité pour une pose, nous déduisons
une probabilité maximale de correspondance pour une boîte
donnée. Nous verrons que ces probabilités sont construites à
partir d’un modèle d’erreur Gaussien, basé sur une mesure de
distance de primitives. L’algorithme peut être décrit par le
pseudo-code :
ListeBoites = {BoiteInitiale}
Pour niveau = 0 et tant que (niveau<niveau_max) faire {
Pour chaque Bi dans ListesBoites faire {
Diviser Bi en B1i et B
2
i
P ji = P (M\Bji ) pour j = [1, 2]
}
ListeBoites = ensemble des N Bji ayant les P
j
i les plus
fortes niveau = niveau + 1
}
où P(M/B) est la probabilité d’avoir le modèle M dans
l’image, dans une pose contenue dans la boite B.
La liste suivante résume les différentes notations rencontrées
dans l’article, et leur sens.
– P (C|p) : probabilité qu’un indice donné du modèle M soit en
correspondance avec un indice de l’image, pour une pose p don-
née. Cette probabilité est estimée à partir d’un modèle d’erreur
Gaussien portant sur une mesure de distance entre indices.
– P (C|Box): valeur maximale de P (C|p), sachant que p
appartient à la boîte Box. Cette valeur est calculée par une
recherche de la valeur maximale de P (C|p) sur Box.
– P (M |p) : probabilité d’avoir le modèle M dans l’image sous
une pose p. Est calculée en combinant les valeurs de P (C|p)
pour chaque indice du modèle. 
– P (C|Box) : probabilité maximale d’avoir le modèle M dans
l’image, en supposant que sa pose soit dans Box. Est calculée
en substituant les valeurs de P (C|p) par P (C|Box) dans le cal-
cul de P (Mp).
Le plan de cet article est le suivant : la section 3 présente en
détail la stratégie d’exploration de l’espace des poses. La section
suivante explique le calcul de la probabilité d’avoir un modèle
dans l’image pour une pose donnée P (C|p) ainsi que la proba-
bilité P (C|Box), tandis que la section 5 donne le calcul de la
probabilité d’une correspondance primitive modèle-primitive
image pour une pose donnée P (C|p). La section 6 détaille le
calcul de la probabilité maximale d’une correspondance de pri-
mitive, sachant que la pose doit appartenir à une boîte de poses
donnée P (C|Box).
Ensuite, l’article présente l’utilisation de cet algorithme de
recherche de la meilleure pose à la reconnaissance d’objets
volumiques modélisés par des collections de vues (section 7) et
à la reconnaissance d’objets volumiques modélisés au moyen de
modèles géométriques 3D (section 8). Des résultats illustrant le
suivi d’objets 3D sont également présentés.
Enfin, la section 9 propose une discussion sur la méthode pro-
posée, en la comparant à différents travaux voisins.
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3 exploration récursive 
de l’espace des poses
L’idée est donc d’explorer l’espace des poses en le subdivisant
récursivement en boîtes de plus en plus petites. La recherche est
guidée par une mesure indiquant s’il est intéressant ou non d’ex-
plorer une boîte donnée. Grâce à cette mesure, seules les régions
les plus pertinentes seront explorées.
L’exploration consiste à diviser récursivement la boîte en deux,
en alternant les axes de découpe, comme illustré figure 5. Ce
procédé peut être perçu comme une recherche arborescente. La
racine correspond à la boîte initiale. Les feuilles sont les boîtes
dont le volume est suffisamment petit pour qu’elles puissent être
considérées comme des poses uniques. 
Différentes stratégies sont possibles pour parcourir cet arbre.
Breuel [7] propose, par exemple, d’explorer d’abord les
branches les plus probables puis de faire des retours en arrière
afin de vérifier qu’aucune autre branche ne peut donner de
meilleur résultat. Le nombre maximal d’opérations, et en consé-
quence le temps de calcul ne peuvent être garantis. Dans le pire
des cas, l’ensemble de l’espace doit être exploré.
C’est pourquoi nous préférons utiliser un algorithme de type
« N -search ». Les N meilleures branches sont explorées simul-
tanément, sans retour en arrière possible. Le nombre maximal de
branches explorées est donc de Nh où h représente le nombre
de niveaux de l’arbre et où N est le nombre de branches explo-
rées simultanément. En pratique, nous avons constaté que cette
valeur, fixée empiriquement, peut être relativement faible. Pour
toutes nos expériences, une valeur de N = 5 s’est montrée suf-
fisante pour obtenir toutes les poses recherchées.
pose doit appartenir à la boîte considérée. Notons P (M |BOX)
où M représente le modèle et BOX la boîte considérée. Cette
quantité représente une estimation de la valeur valeur maximale
que peut atteindre P (C|p), la probabilité d’avoir le modèle avec
une pose p dans l’image, sachant que la pose p appartient à la
boîte de l’espace des poses.
Elle peut être obtenue en évaluant individuellement la probabi-
lité que chaque indice du modèle soit dans l’image, sans garan-
tie qu’une pose unique satisfasse correctement à l’ensemble des
indices. Nous avons ∀p ∈ BOX , P (M |p) P (M |BOX) . Il
est en effet possible de trouver à l’intérieur de la boîte initiale un
ensemble de poses dont chaque pose aligne parfaitement un
indice du modèle sur un indice de l’image sans qu’il n’existe
aucune pose alignant l’ensemble des indices simultanément.
Nous verrons dans la section suivante que le calcul de la probabi-
lité d’avoir le modèle dans l’image pour une pose donnée
(P (M |p)) sera obtenu (équation (1)) par combinaison des proba-
bilités de correspondances de chaque primitive du modèle, pour la
pose donnée (notées P (C|p)). Pour calculer P (M |BOX) nous
reprenons le calcul de P (M |p), mais en remplaçant les P (M |p)
par des P (C|BOX) = max
p∈BOX
P (C|p) . 
La valeur P (M |BOX) est riche en information et permet de faire
un tri rapide entre l’ensemble des boîtes initiales.
Calcul de la boîte initiale
La boîte initiale doit être suffisamment grande pour compenser
les erreurs d’appariement. Si l’on suppose qu’un modèle d’er-
reur gaussien est utilisé (nous le définirons pas la suite), la boîte
initiale devrait avoir une taille infinie.
Pour des raisons pratiques, une définition plus réaliste à été
adoptée : la taille de la boîte initiale est telle que il y ait au moins
p chances qu’elle inclue la pose initiale.
Dans toutes nos expérimentations, la boîte initiale, de taille
constante est centrée sur la pose initiale.
Si aucune prédiction n’est disponible (cas de la reconnaissance
avec modèles d’objets 3D), l’ensemble des poses possibles est
pris comme boîte initiale.
4. probabilité qu’un modèle
d’objet soit dans l’image,
pour une pose donnée, 
et pour une boîte donnée.
Nous montrons ici comment déduire la probabilité de correspon-
dance d’un modèle d’objet, notée P (M |p), en combinant les pro-
babilités de correspondance de chacun des indices qui le compose.
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Figure 3. – Division récursive de la boîte initiale (l’espace des poses est
représenté, par simplicité, par R2 ).
Boîte initiale de l’espace des poses
Meilleure pose
Sélection des boîtes
Les boîtes explorées sont sélectionnées selon la probabilité
maximale qu’un modèle soit vu dans l’image, sachant que sa
4.1. calcul de P (M |p)
Nous supposons que la probabilité d’occurrence du modèle M
dans l’image, connaissant une pose p (notée P (M |p) ne
dépend que de la qualité des appariements des indices qui le
composent. Si le modèle comprend M indices, on dénombre
2M configurations d’appariements possibles, notées γ .
P (M |p) =
∑
γ∈Γ
P (M |p, γ)P (γ|p).
Afin de réduire le nombre de configurations, elles sont regrou-
pées en fonction du nombre d’indices mis en correspondance.
Soit Ek, k M le nombre de configurations qui mettent k seg-
ments en correspondance. Alors, Ek =
⋃j<(M)k
j=1 γ
k
j , et
Γ =
⋃iM
i=1 E
i est l’ensemble de toutes les configurations pos-
sibles et mutuellement exclusives. (M)k représente le nombre
de k-uplets ordonnés d’indices du modèle. Alors,
P (M |p) =
∑
γ∈Γ
P (M |p, γ)P (γ|p).
=
kM∑
k=1
j(M)k∑
j=1
P (M |p, γkj )P (γkj |p).
Cette formule peut être simplifiée, puisque M et p sont condi-
tionnellement indépendants pour γ donné :
P (M |p) =
kM∑
k=1
j(M)k∑
j=1
P (M |γkj )P (γkj |p).
La taille de Γ est trop grande pour que P (M |γ) puisse être
apprise durant une phase d’apprentissage. Nous avons simplifié
cette expression en considérant que le paramètre le plus signifi-
catif pour calculer cette probabilité est le nombre d’indices
appariés, ainsi que la qualité de ces appariements. Cette hypo-
thèse signifie que le nombre de correspondances prime sur la
configuration d’indices mis en correspondance. Elle est commu-
nément admise, et utilisée, par exemple, dans toutes les tech-
niques de reconnaissance par accumulation.
Cela revient à dire :
∀k ∈ [1 . . .M], ∀i ∈ [1 . . . (M)k] ∀l ∈ [1 . . . (M)k]
P (M |γki ) = P (M |γkl ) = P (M |Ek).
La probabilité P (M |p) peut donc être écrite :
P (M |p) =
kM∑
k=1

P (M |Ek) j(M)k∑
j=1
P (γkj |p)

 . (1)
P (M |Ek) est la probabilité du modèle M sachant que k de ses
indices sont mis en correspondance.
Cette probabilité a été estimée dans une phase d’apprentissage :
des modèles d’objets ont été localisés dans différentes images
présentant des occultations (à partir d’appariements initiaux
générés aléatoirement), et nous avons dénombré le nombre de
localisations correctes/incorrectes pour un nombre donné de
correspondances. Une table donnant P (M |Ek) en fonction de
k a ainsi pu être dressée.
Le calcul de P (Ek|p) = ∑j(M)kj=1 P (γkj |p) est plus délicat.
L’évènement Ek est fonction de l’union de (M)k configura-
tions distinctes notées γkj . La probabilité P (γkj |p) de chacune de
ces configurations peut être écrite comme fonction des apparie-
ments,
P (γkj |p) =
iM∏
i=1
P (mi
b(i)−−−→ |p),
où b(i) est une variable booléenne signifiant que l’indice mi du
modèle est (ou n’est pas) mis en correspondance dans cette
combinaison. mi
1−−−→ signifie mi est apparié, mi
0−−−→ signi-
fie mi n’est pas apparié. Si l’on suppose que mi
b(i)−−−→ ,
i ∈ {1, . . . ,M} sont des évènements indépendants, nous avons
P (γkj |p) =
∏iM
i=1 P (mi
b(i)−−−→ |p).
Dans ce cas, P (Ek|p) est une somme de 2M termes, chaque
segment pouvant en effet être considéré comme apparié où non,
c’est-à-dire dans deux états possibles. Nous proposons de l’ap-
proximer en ne gardant, pour chaque valeur de k , que la combi-
naison maximale ; cela revient à prendre en compte la combi-
naison pour laquelle les k meilleurs appariements sont supposés
être réalisés, les M− k autres appariements possibles étant
supposés ne pas être réalisés. La somme ne comprend plus 2k
termes mais M termes (un pour chaque valeur de k).
Les expériences présentées dans cet article, dans lesquelles
M < 10 (par exemple cas des modèles 3D) ont été testées avec
les valeurs exactes P (E|p) et l’approximation proposée. Nous
avons obtenu, dans les deux cas, exactement les mêmes
réponses.
Exemple simple. Nous présentons, dans un but d’illustration, un
exemple très simple. Supposons qu’un modèle possède quatre
indices notés m1,m2,m3 , et m4. Pour la pose p, la probabilité que
chacun de ses indices soit apparié est supposée connue. Supposons
que les valeurs numériques soient
P (m1
1−−−→ |p) = .7 P (m2
1−−−→ |p) = .3, P (m3
1−−−→ |p) = .2,
P (m4
1−−−→ |p) = .9. 
Un, deux, trois ou quatre segments du modèle peuvent être appa-
riés ; ces quatre cas sont dénommés : E1, E2, E3, et E4. Si l’on
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suppose que
P (M |E1) = .1 , P (M |E2) = .5 , P (M |E3) = .8 , et P (M |E4) = 1. ,
alors
P (M |p) =
i4∑
i=1
P (M |Ei)P (Ei|p)

 P (M |E1)P (m1
0−→|p)P (m2
0−→|p)P (m3
0−→|p)P (m4
1−→|p)
+ P (M |E2)P (m1
1−→|p)P (m2
0−→|p)P (m3
0−→|p)P (m4
1−→|p)
+ P (M |E3)P (m1
1−→|p)P (m2
1−→|p)P (m3
0−→|p)P (m4
1−→|p)
+ P (M |E4)P (m1
1−→|p)P (m2
1−→|p)P (m3
1−→|p)P (m4
1−→|p)

 .01 + .17 + .12 + .03 = .34.
4.2. appariements distincts
Un même indice du modèle peut être mis en correspondance
avec plus d’un indice de l’image ; de même, un indice de
l’image peut être associé à plus d’un indice du modèle.
Ce problème a été étudié par plusieurs auteurs, tels que Gavrila
et Groen [17] ou Huttenlocher et Cass [23] pour le cas de l’uti-
lisation d’un modèle d’erreur borné. Les solutions proposées
consistent à évaluer le nombre de correspondances distinctes, ce
qui implique une certaine combinatoire (pour le calcul et l’éva-
luation de l’ensemble des sous-ensembles de correspondances
possibles [23]). Ce nombre peut être approché, en calculant le
nombre d’indices distincts du modèle appariés, le nombre d’in-
dices images distincts appariés, et en prenant le minimum de ces
deux valeurs.
Ces auteurs signalent que ce critère donne une surévaluation du
résultat, par rapport au résultat obtenu en utilisant le critère du
nombre de correspondances distinctes. Mais ils ajoutent que le
gain en calculs compense largement cette surévaluation.
Nous n’utilisons pas ici ce critère, puisque nous ne recherchons
pas le nombre de correspondances distinctes mais la probabilité
qu’un segment donné du modèle soit apparié.
En notant P (m→ |p) la probabilité quel’indice f du modèle
soit apparié avec un indice de l’image connaissant la pose p, et
P (f → f d|p) la probabilité que « l’indice modèle f soit apparié
avec l’indice image fd connaissant la pose p », nous avons
directement
P (f → |p) = P (∪j<Nj=1 f → f dj |p),
où N est le nombre d’indices de l’image. Cette probabilité est
facilement calculable, si l’on suppose que les appariements sont
indépendants. Par exemple, si un indice du modèle peut être
apparié avec deux segments de l’image avec les probabilités 0.7
et 0.8, la probabilité que cet indice du modèle soit apparié est de
0.7 + 0.8− 0.7∗0.8 = .94 .
4.3. calcul de P (M |BOX)
Comme nous l’avons expliqué précédemment, P (M |BOX)
(où M représente le modèle et BOX la boîte considérée) repré-
sente une estimation de la valeur valeur maximale que peut
atteindre P (M |p) pour p ∈ BOX.
Nous le calculons en calculant la probabilité que chaque indice
du modèle soit dans l’image, sans garantie qu’une pose unique
satisfasse correctement à l’ensemble des indices. Il ne s’agit que
d’une estimation du miximum de probabilité, puisqu’il est pos-
sible de trouver à l’intérieur de la boîte initiale un ensemble de
poses dont chaque pose aligne parfaitement un indice du modèle
sur un indice de l’image sans qu’il n’existe aucune pose alignant
l’ensemble des indices simultanément.
Pour calculer P (M |BOX) nous reprenons le calcul de
P (M |p) donné équation (1)), mais en remplaçant les P (C|p)
par des P (C|BOX) = max
p∈BOX
P (C|p) .
Le calcul de max
p∈BOX
P (C|p) est donné section 6.
5. probabilité d’un apparie-
ment primitive modèle –
primitive image connais-
sant une pose p P (M |p)
Avant de donner à proprement parler le calcul de P (M |p), nous
allons définir certaines notions préalables, en particulier indi-
quer comment les indices des modèles peuvent être ramenés
dans l’image pour une pose donnée (section 5.1). Nous verrons
également que la qualité d’une correspondance est évaluée au
moyen d’un modèle d’erreur Gaussien, défini section 5.2. Le
calcul de P (M |p) est enfin présenté (section 5.3).
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Figure 6. – Exemple de la mesure de distance entre segments.
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5.1. transformation d’indices visuels
Notons fd un indice extrait de l’image et ft la transformation de
l’indice f du modèle par la transformation affine T. La transfor-
mation affine de f peut être mise sous la forme :
ft = T (f ,p) = F · p,
où la pose de l’objet est représentée par p et F est une matrice
construite à partir de f.
Exemple dans le cas bidimensionnel Un indice de type point
et la projection du modèle sont définis par :
f =
(
x
y
)
ft =
(
xt
yt
)
F =
(
1 0 x −y
0 1 y x
)
p =


tx
ty
sIx
sIy

 .
Les coordonnées du point modèle (x, y) sont transformées en
coordonnées images (xt, yt), en utilisant la pose p. Cette trans-
formation réalise une translation planaire tx, ty, une rotation pla-
naire θ, et une mise à l’échelle s, où Ix = cos(θ) et Iy = sin(θ).
5.2. distribution d’erreur normale
Soit δ = fd − ft la différence de position dans l’image entre la
primitive image et la transformation de l’indice du modèle.
Les indices extraits des images sont supposés avoir une distri-
bution normale par rapport aux positions réelles des indices. Soit
P (δ|C) la probabilité de δ connaissant C . C signifie « ft et fd
sont en correspondance ». Dans un espace à v-dimensions, la loi
de densité décrivant la probabilité s’écrit, en fonction de la
matrice de covariance Q comme
P (δ|C) = (2π)− v2 |Q|− 12 exp(−12(ft − fd)
tQ−1(ft − fd))
Si les indices sont des points, la dimension de l’espace des
indices est 2 et f = (xd, yd)t sont les coordonnées de l’indice.
Dans le cas général, aucune hypothèse n’est faite, ni sur la
dimension de l’espace, ni sur la nature des indices visuels. La
matrice Q permet de prendre en compte des incertitudes qui ne
sont pas forcements « dirigées » dans le sens des axes des
repères. C’est particulièrement intéressant dans le cas de seg-
ments de droites, pour lesquels l’incertitude la plus importante,
provoquée par le manque de fiabilité de la détection de la termi-
naison, se trouve dans l’axe du segment. La matrice Q est cal-
culée en localisant le modèle (au moyen d’appariements
manuels) et en mesurant l’erreur entre la projection des primi-
tives et les primitives détectées. La figure 6 illustre la mesure de
cette erreur dans le cas de segments.
Dans un but de simplification, les indices ne sont pas représen-
tés dans leur espace de représentation initial. La matrice de
covariance Q−1 est décomposée en
Q−1 = UD−1Ut,
où U est la matrice orthogonale des vecteurs propres de Q et D
la matrice diagonale des valeurs propres. Les v valeurs propres
sont notées λ1, · · · , λv .
En représentant les indices dans l’espace propre, l’expression de
la distribution normale devient plus simple :
P (∆|C) = (2π)− v2
iv∏
i=1
λ
− 12
i exp(−
1
2
iv∑
i=1
∆2i
λi
)
∆ représente la différence (ft − fd) exprimée dans l’espace
propre (∆ = U · δ) liée à l’indice.
5.3. calcul de P (C|p)
En notant ∆ = U(ft − fd) (où fd représente un indice de
l’image et ft la projection dans l’image de l’indice fd) du
modèle, la probabilité d’une correspondance entre ft et fd
connaissant la pose p est
P (C|p) = P (C|∆) = P (∆|C)P (C)
P (∆) = α exp(−
1
2
i<=v∑
i=1
∆2i
λi
),
où 
α = (2π)−
v
2
iv∏
i=1
λ
− 12
i
P (C)
P (∆) .
P (∆) est calculé durant une phase d’apprentissage. Pour cela
nous avons localisé différents objets dans différentes images, au
moyen d’appariements manuels, et modélisé P (∆) par une loi
normale. Cette valeur dépend du type d’indices utilisés.
Nous supposons que la probabilité a priori de correspondance
P (C) est constante, et estimée en fonction du type de scène.
La pose p est un vecteur de dimension D, où D représente la
dimensionalité de l’espace des poses.
En supposant que la transformation est affine, ∆ = (∆1, . . . ,∆v)t
= U(ft − fd) est une combinaison linéaire de vecteurs fd et ft
d’une matrice U. Plus précisément,
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∆ = A · p + B, (2)
où la matrice A et le vecteur B sont des combinaisons linéaires
des vecteurs et f, et de la matrice U. En effet, la transformation
affine peut être écrite :
ft = F · p,
où la matrice F est composée de valeurs constantes et de valeurs
de f. La matrice F correspondant à une transformation affine 2D
est donnée sections 7.2 ; le cas de la projection orthographique
avec mise à l’échelle est traité section 8.2.
On peut alors déduire :
∆ = U · (ft − fd) = U · ft −U · fd = U · F · p−U · fd
= A · p + B
avec A = U · F et B = −U · fd .
Écrivons
A =


A1
· · ·
Ai
· · ·
Av

 =


A11 · · · A1j · · · A1D
· · · · · · · · · · · · · · ·
Ai1 · · · Aij · · · AiD
· · · · · · · · · · · · · · ·
Av1 · · · Avj · · · AvD


=


B1
· · ·
Bi
· · ·
Bv

 .
Soit Hi l’hyperplan de l’espace des transformations défini par
Hi = {p / Ai · p +Bi = 0}.
Alors |∆i| · ni , avec ni = 1/
√∑k<D
k=0 A
2
ik ,est la distance de la
pose p à l’hyperplan Hi de l’espace des poses. Cela s’écrit :
|∆i| · ni = D(p,Hi).
Avec ces notations, nous avons :
P (C|p) = α exp(−12
i<=v∑
i=1
D2(p,Hi)
λin2i
). (3)
La probabilité de correspondance est ainsi une fonction de la
somme pondérée de distances au carré (distances de la pose p à
l’hyperplan Hi). Cette propriété géométrique est exploitée dans
la section suivante.
La section 7.2 donne, en temps qu’illustration, l’expression de
Hi pour une transformation affine de segments de droites.
6. probabilité d’une corres-
pondance de primitive
image à primitive modèle
pour une boîte donnée
(P (C|BOX))
La probabilité maximale de correspondance, sachant que la pose
doit appartenir à une boîte de l’espace des poses est notée
P (C|BOX) .
Le calcul de cette probabilité nécessite de maximiser une fonc-
tion quadratique (Eq. (3)), sous la contrainte d’inégalités
linéaires (l’ensemble des hyperplans de l’espace des poses).
Cette maximisation peut être réalisée au moyen de techniques
d’optimisation classiques.
Les multiplicateurs de Lagrange combinés à des techniques
d’ensembles actifs sont communément utilisés [15] pour ce
genre de problème. Cependant les ensembles actifs sont coûteux
en temps de calcul. Par exemple, si l’on travaille dans un espace
de dimension 8 comme c’est le cas avec une transformation
orthographique avec mise à l’échelle, un système 16× 16 doit
être résolu à chaque itération. Compte tenu du nombre d’itéra-
tions à effectuer (plusieurs dizaines), ce calcul deviendrait péna-
lisant.
C’est pourquoi nous proposons une technique ne donnant
qu’une approximation du résultat, mais avec un nombre d’opé-
rations beaucoup plus restreint.
Nous supposons ici que le nombre d’hyperplan v est inférieur à
la dimension de l’espace des pose D. Le cas v  D sera traité
en fin de section. La pose recherchée est appelée pmin .
La technique proposée consiste en deux étapes :
1. soit V l’intersection des v hyperplans Hi correspondants à
une paire de primitives appariées (voir la fin de la section pré-
cédente pour le détail). V est de dimension D − v . Dans un
premier temps, la pose p0 ∈ V est définie par ∀p ∈ V,
d(c,p0)  d(c,p) où c est le centre de la boîte et d() la dis-
tance Euclidienne.
(a) si p0 est à l’intérieur de la boîte, pmin = p0.
Dans ce cas,
D(p,H) =
∑i<=v
i=1
D2(p,Hi)
λin
2
i
= 0 .
(b) si p0 n’est pas à l’intérieur de la boîte, alors pmin est l’in-
tersection de la droite (c,p0) avec l’enveloppe convexe de
la boîte. Alors, pmin est itérativement amélioré jusqu’à
obtenir un minimum pour D(p,H) avec
D(p,H) =
∑i<=v
i=1
D2(p,Hi)
λin
2
i
=
∑i<=v
i=1
(Ai · p +Bi)2
λjn
2
i
. 
Ces différentes étapes sont représentées figure 7. Étudions les
plus en détail :
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Détermination de p0. La pose p0, définie par p0 ∈ V telle que
∀p ∈ V, d(c,p0)  d(c,p) où c est le centre de la boîte, peut
être calculée au moyen des multiplicateurs de Lagrange.
La fonction à minimiser est (avec p = (p1, . . . , pD)t et
c = (c1, . . . , cD)t) 
f(p) =
kD∑
k=1
(pk − ck)2
sous la contrainte de l’intersection définie par les v hyperplans
Hi, i ∈ [1, . . . , v]. Le minimum est réellement atteint lorsque p
vérifie :
{∇(f(p)−∑ivi=1 +iD2(p,Hi)) = 0∑iv
i=1 D
2(p,Hi)) = 0
avec +i les multiplicateurs de Lagrange.
Amélioration de pmin .  Comme indiqué figure 7, si p0 n’est-
pas dans la boîte des poses à explorer, pmin est d’abord pris
comme l’intersection de la droite (c,p0) avec l’enveloppe
convexe de la boîte. Ce point n’est pas le minimum de la fonc-
tion. Il est possible d’améliorer pmin , sachant que le minimum
appartient à l’enveloppe de la boîte (sinon p0 serait dans la
boîte). Nous utilisons une stratégie d’alternance des variables,
durant laquelle, à chaque itération k(k ∈ [1, . . . ,D]) la variable
pk est optimisée, en laissant les autres variables inchangées. La
direction dans laquelle pmin doit être déplacée est donnée par
∂f
∂pk
. Dans nos expériences D itérations ont toujours été suffi-
santes pour assurer une approximation acceptable (toujours à
moins de 1 % de la valeur optimale). Cet algorithme est plus de
cent fois plus rapide que l’algorithme optimal (utilisant des
ensembles actifs).
Probabilité de correspondance. La probabilité de la corres-
pondance est 
P (C|BOX) = αexp(−1
2
i<=v∑
i=1
D2(pmin,Hi)
λin2i
).
Remarque. Si la dimension de l’espace de représentation des
indices est supérieure ou égale à la dimension de l’espace des
poses (v  D), alors p0 peut être directement obtenu par une
estimation au sens des moindres carrés.
7. application à la reconnais-
sance d’objets 
par utilisation 
de collections de vues 2D 
Dans cette section, nous considérons le problème suivant : dix
objets différents, présentés figure 8, sont stockés dans une base
d’images, sous forme de collections de vues 2D. Le problème et
de trouver l’occurrence d’un de ces objets dans une image
inconnue, ainsi que son attitude dans l’image.
Comme nous nous intéressons principalement à la recherche des
poses-appariements, les autres composantes de l’application
sont choisies comme étant aussi simples que possible : les pri-
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Figure 7. – Minimisation itérative.
des poses.
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mitives utilisées sont des segments de droite, les invariants géo-
métriques sont des angles relatifs entre segments. La transfor-
mation géométrique utilisée est une isométrie plane.
L’algorithme de reconnaissance se compose des étapes sui-
vantes : les petits groupes de segments ayant des jonctions sont
extraits de l’image. Les angles relatifs des segments dans un
groupement sont invariants par rapport à la transformation choi-
sie. Cela permet d’indexer une base de vues des objets. Chaque
correspondance groupe à groupe permet d’initialiser l’algo-
rithme de recherche de pose.
Les différentes composantes de cette application sont présentées
figure 9 et décrites dans les paragraphes suivants.
7.1. base de vues représentant les objets
La description d’objets 3D au moyen de collections de vues
d’objet n’est qu’une description « approximative » des appa-
rences possibles des objets, le nombre de vues utilisées étant
limité.
Le nombre de vues utilisées peut être optimisé en utilisant l’al-
gorithme proposé par Gavrila et Groen [17]. L’ensemble des
points de vue situés à égale distance du modèle est appelé
« sphère de vue ». La difficulté est de trouver le maillage de la
sphère le plus approprié à l’objet. Observant que l’aspect de la
projection de l’objet varie plus dans certaines régions de la
sphère que dans d’autres, il semble opportun que la densité des
vues ne soit pas la même sur toute la sphère. Les régions où le
changement d’aspect varie plus vite doivent être maillées de
manière plus dense.
Dans nos expériences, le maillage de la sphère de vues est
obtenu en partant d’un maillage régulier grossier, qui est affiné
au moyen de la procédure suivante : l’image correspondant au
milieu d’une maille est analysée au moyen de l’algorithme de
reconnaissance. Si aucune vue de la base ne permet d’expliquer
correctement l’aspect de l’objet, cette nouvelle vue est ajoutée à
la base, et la maille correspondante est divisée. Ce même traite-
ment est ensuite appliqué récursivement à chacune des sous-
mailles produites. Cette approche est voisine de celle proposée
par Breuel [8].
7.2. indices et transformation
Un segment du modèle, noté f, est représenté par les coordon-
nées de ses extrémités, notées f = (x1, x2, y1, y2)t .Une pose est
un vecteur à quatre dimensions p = (tx, ty, sIx, sIy)t , où tx et
ty représentent une translation planaire, et sIx, sIy une rotation
planaire combinée avec un changement d’échelle. La transfor-
mation affine correspondante ft = (x1t, x2t, y1t, y2t)t, transfor-
mation de f par T est donnée par :
ft = F · p
avec 
F =


1 0 x1 −y1
1 0 x2 −y2
0 1 y1 x1
0 1 y2 x2

 .
Calcul des hyperplans. Les notations utilisées dans ce para-
graphe correspondent à celles définies section 5. Dans un but
d’illustration, U est supposé être l’identité (dans les expériences
présentées, U est réellement calculé). Dans ce cas, les hyper-
plans Hi sont définis par leur normale (N1,N2,N3,N4)t ,


N1
N2
N3
N4

 ·


tx
ty
sIx
sIy
1

 = 0,
avec 
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Figure 8. – Les dix objets utilisés pour les expériences présentées.


N1
N2
N3
N4

 =


1 0 x1 −y1 −x1d
1 0 x2 −y2 −x2d
0 1 y1 x1 −y1d
0 1 y2 x2 −y2d

 ,
où fd = (x1d, x2d, y1d, y2d)t représente la paire de segments
appariés.
7.3. utilisation de jonctions
Les invariants utilisés sont des angles relatifs entre segments
consécutifs ayant des jonctions. D’autres techniques bien plus
performantes pourraient être utilisées. Nous rappelons que notre
seul but est ici et de valider la technique de recherche de
meilleur pose.
L’utilisation de jonctions permet de réduire considérablement le
nombre d’indexes à calculer et à stocker pour accéder à la base
de vues. De plus les jonctions reflètent la topologie de l’image
et ainsi accroissent la probabilité de bonne correspondance.
7.4. indexation de la base de vues
Deux courants d’idées sont présents dans la littérature concer-
nant l’indexation de bases d’images. La première (et aussi la
plus populaire) consiste à traiter toutes les hypothèses avec le
même poids. Dans ce cas, la difficulté est reportée sur l’étape
d’accumulation d’hypothèses.
Une autre voie consiste, comme le proposent Beis et Lowe [5],
à utiliser des indices « hautement discriminants ». Il a été mon-
tré ([10]) que des tables d’indexation utilisant des indexes de
grande dimension sont rapides à accéder, peuvent être appli-
quées à des bases de grandes dimension et peuvent réduire le
nombre d’erreurs d’accès. Cependant, ces tables sont très
lourdes à stocker. L’index proposé par ces auteurs est composé
de mesures portant sur des chaînes de 4 segments. Le vecteur de
mesures est (α1, α2, α3, l2/l1), où αi, i ∈ [1..3] sont les angles
relatifs des segments successifs et l2/l1 le ration des longueurs
des segments intérieurs. Nous avons testé cette technique, mais
dans de nombreux cas les objets à reconnaître ne comportaient
pas de chaînes de 4 segments consécutifs, et dans d’autres cas
les appariements se faisaient avec le fond de l’image.
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Figure 9. – Principe de la reconnaissance basée sur l’apparence.
Table d’indexationReprésentation basée sur l’apparence
(groupes de segments)
Étape de modélisation
Objet 3D et sphère de vue
Étape de reconnaissance
Groupe indexé et indices images Modèle indexé Recherche de la meilleure pose
Figure 10. – Chaînes de segments ayant des jonctions.
α4
s3
s4s2
s1
α2
α1
α3
C’est pourquoi nous utilisons plutôt le vecteur à 4 dimensions
suivant : (α1, α2, α3, α4), où αi sont les orientations relatives
des segments consécutifs d’une même chaîne, comme repré-
senté figure 10. Comme certains segments peuvent ne pas être
détectés dans l’image, des tables d’indexation pour lesquelles
des segments sont manquants sont également utilisées.
7.5. expériences
La base de vues contient environ six cents vues 2D de dix objets
différents (de 50 à 80 vues par objets). Une vue est un ensemble
de segments de droite. Les segments de droite sont obtenus par
une approximation polygonale des contours, lesquels sont pro-
duits par un extracteur de type « Deriche ».
Les images à analyser contiennent chacune une ou plusieurs dif-
ficultés : fond complexe, occultation des objets, fort effet de
perspective.
Aucune hypothèse n’est faite, ni sur la pose initiale des objets,
ni sur le ou les objets de la base étant présent dans l’image.
Les temps de reconnaissance indiqués (voir figure 15) sont
obtenus sur une station de travail HP-700.
Les résultats présentés figure 11 illustrent les différentes étapes
de l’algorithme de reconnaissance. Dans un premier temps une
approximation polygonale des contours de l’image (a) est calcu-
lée (b). 200 segments environs sont extraits. À partir de ces 
200 segments, 60 groupes de segments ayant des jonctions com-
munes sont extraits, menant à 800 hypothèses de correspon-
dance groupe à groupe avec l’un des modèles. Chacune de ces
hypothèses est vérifiée en calculant la probabilité du modèle
dans l’image. La meilleure hypothèse est représentée en (c). Un
temps de 4.4 secondes est nécessaire pour tester l’ensemble des
hypothèses. Les segments de l’image appariés sont représentés
en (d). La meilleure pose (celle donnant la meilleure correspon-
dance entre le modèle et l’image est donnée en (f), tandis que (e)
représente le groupe de segments initiaux correspondants à cette
hypothèse.
La figure 12 montre les capacité de l’algorithme à traiter des
images comportant plusieurs objets, dont certains sont partielle-
ment occultés. L’image initiale est segmentée en une centaine de
segments, produisant 40 groupes, qui donnent naissance à 300
hypothèses d’occurrence d’objets. Les trois meilleures hypo-
thèses (celles ayant les plus grandes probabilités) sont représen-
tées sur le bas de la figure (représentation du meilleur aspect et
des segments appariés). Le temps de calcul est de 1.4 secondes.
Autres résultats. L’algorithme a été testé sur plusieurs cen-
taines d’images, similaires à celles présentées figure 11. La
figure 15 indique le temps de reconnaissance moyen lors de ces
expériences, en fonction du nombre d’indices de l’image.
La figure 13 montre, dans plusieurs cas, les meilleures hypo-
thèses obtenues. La figure comporte quatre colonnes. Les deux
premières représentent successivement l’image et la segmenta-
tion de l’image. La troisième représente la meilleure interpréta-
tion obtenue (alignement du modèle sur l’image, pour la
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Tableau 1. – Liste des principales correspondances pour les 3 objets présentés figure 14.
Objet1 P = .91
Mod. Im. Prob.
A 15 .77
O 18 .79
N 19 .74
S 34 .93
L 50 .87
Q 51 .92
T 52 .90
J 6 .78
D 11 .38
C 12 .23
Objet3 P = .88
Mod. Im. Prob.
I 31 .97
J 32 .82
W 37 .31
C 37 .58
P 48 .56
W 39 .95
I 51 .15
L 29 .90
M 29 .21
Q 30 .76
T 30 .66
Objet2 P = .95
Mod. Im. Prob.
L 88 .82
P 92 .93
F 95 .87
P 95 .67
M 96 .69
R 97 .90
V 104 .79
Y 104 .81
I 108 .69
] 111 .78
^ 111 .61
N 95 .98
S 97 .71
N 100 .97
A 102 .76
Q 103 .90
Z 106 .93
] 106 .62
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Figure 11. – Reconnaissance 2D-2D : illustration des différentes étapes (voir le texte pour les explications.
(a)
(c)
(e)
(b)
(d)
(d)
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Figure 12.– Reconnaissance 2D-2D : reconnaissance avec occlusions : image, indices visuels, et, pour chaque objet reconnu, recalage du modèle et indices
visuels, mis en correspondance.
P=0.82 P=0.78 P=0.42
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Figure 13.– Reconnaissance 2D-2D : résultats (se reporter au texte pour les explications).
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Figure 14.– Reconnaissance 2D-2D : appariements.
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8.1. pose 3D et projection
Les équations de la projection perspective que nous utilisons
sont [14] 

M0Mi ·P1 ftz = xi(1 + /i)
M0Mi ·P2 ftz = yi(1 + /i),
où εi = M0Mi(P3/tz − 1) . M0 est l’origine du repère objet et
Mi le ième point du modèle projeté en pi = (xi, yi, 1). f est la
focale de la caméra et tz la translation le long de l’axe optique.
Nous avons également 


P1
P2
P3
P4

 =


i tx
j ty
k tz
(0, 0, 0) 1

 ,
où i, j,k représente la rotation et tx, ty, tz la translation.
La projection orthographique avec mise à l’échelle (POE) sup-
pose que les objets appartiennent à un plan passant au centre du
repère objetet parallèle au plan image. Cela revient à faire l’ap-
proximation εi = 0 . Dans ces expériences, la projection pers-
pective est dans un premier temps approximée par une POE. εi
est ensuite calculé itérativement lors de la vérification de la pose
[14], rendant l’approximation plus précise.
Comme dans le cas de la reconnaissance 2D-2D, les groupes de
segments ayant des jonctions forment les groupements utilisés
pour les appariements initiaux. Chaque appariement de groupe
permet de calculer une hypothèse de pose.
8.2. indices et transformations 
Un segment 3D f du modèle est représenté par les coordonnées
de ses extrémités f = (x1, y1, x2, y2, z1, z2)t . Une pose est un
vecteur de paramètres à huit dimensions p = (P11, P12, P13,
P14, P21, P22, P23, P24)t . Avec ces notations, la transformation
affine T appliquée à f donne ft = (x1t, x2t, y1t, y2t)t .
L’équation (4) peut être récrite en
ft = (
1
1 + εi
)F · p,
avec 
F =


x1 y1 z1 1 0 0 0 0
x2 y2 z2 1 0 0 0 0
0 0 0 0 x1 y1 z1 1
0 0 0 0 x2 y2 z2 1

 .
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Figure 15. – Temps de reconnaissance, en fonction du nombre de segments
de l’image.
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meilleure hypothèse). La dernière colonne représente la pose
initiale, obtenue par appariement du petit groupe de segments
initiaux. Ces résultats montrent les capacité de l’algorithme à
vérifier les hypothèses, même lorsque la pose initiale est très
imprécise. 
La figure 14 et la Table 1 permettent de visualiser les mises en
correspondances ainsi que leur probabilité, sur trois autres
exemples. La première colonne de la figure représente les
images et les meilleurs hypothèses. Les segments du modèle
sont numérotés par des lettres. La seconde représente les seg-
ments extraits de l’image. Chaque segment est numéroté. La
table indique les correspondances, leur probabilité ainsi que la
probabilité d’occurrence du modèle.
8. reconnaissance par utilisa-
tion de modèles 3D 
Dans ce cas, les objets sont représentés au moyen de modèles
géométriques 3D, composés de segments de droites. Les objets
sont supposés polyédriques, afin de rendre leur modélisation
plus facile. 
Nous n’utilisons pas ici de techniques d’indexation. D’abord
parce qu’en utilisant des modèles 3D plutôt que ces collections
de vues, le nombre de modèles est limité. Ensuite, la recherche
de propriétés invariantes est beaucoup plus délicate que dans le
cas précédent.
Les correspondances initiales sont obtenues en utilisant une
technique « d’alignement » [25].
8.4. reconnaissance sans a priori
La figure 16 illustre le cas où la pose de l’objet est inconnue. La
première image représente la scène, la seconde montre la pose
initiale correspondant à la meilleure hypothèse. Les deux
images suivantes correspondent respectivement à la meilleure
transformation de type projection orthographique avec mise à
l’échelle, et meilleure projection perspective, à la fin de la
l’étape de vérification [14].
8.5. reconnaissance dynamique
L’algorithme de reconnaissance proposé se prête très bien à des
applications de suivi d’objets. Dans ce cas, l’hypothèse initiale
faîte sur la boîte contenant la meilleure pose est obtenue sim-
plement à partir de la pose estimée dans l’image précédente.
La figure 17 montre des résultats obtenus sur une séquence
d’une centaine d’images. Durant cette séquence, une souris
d’ordinateur se déplace au milieu d’objets. Elle est d’abord
déplacée sur la droite, puis, lorsqu’elle est complètement occul-
tée par la boîte en carton, elle repart dans l’autre sens. Le mou-
vement n’est pas prévisible.
Un algorithme de suivi ne peut faire face à ce scénario, l’objet
changeant de direction alors qu’il est complètement occulté.
Les résultats présentés ont été obtenus en initialisant la
recherche de la meilleure pose avec la pose obtenue sur l’image
précédente. La taille de la boîte est dépendante de la qualité de
la mise en correspondance obtenue avec l’image précédente.
L’algorithme est appliqué plusieurs fois sur la première image
afin d’obtenir une approximation correcte des εi. Le temps de
traitement est d’environ 200 ms par image sur une station de
travail HP-700 (hors temps de segmentation).
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Figure 16.– Reconnaissance 3D-2D : image, pose initiale, meilleure projection orthographique avec mise à l’échelle, meilleure projection perspective.
R e c o n n a i s s a n c e  d ’ o b j e t s  v o l u m i q u e s  p a r  m i s e  e n  c o r r e s p o n d a n c e  d ’ i n d i c e s  v i s u e l s
Traitement du Signal 2001 – Volume 18 – n°5-6 341
Figure 17.– Reconnaissance 3D-2D : meilleure pose (pointillés) et segments appariés (lignes) sur une séquence d’image.
Nous remarquons que la pose obtenue pour la quatrième image
de la figure 17 n’est pas très précise. Cela est dû au mouvement
de rotation que subit l’objet lorsqu’il est partiellement occulté.
Ce mouvement est difficilement observable en raison des occul-
tations.
9. comparaison avec 
des travaux antérieurs
Le problème de la reconnaissance d’objets par vérification d’hy-
pothèses présente des liens avec des sujets connexes tels que
l’estimation de pose, l’estimation robuste, le suivi robuste d’ob-
jets, l’usage des modèles d’erreur. Regardons les avantages de la
méthode proposée par rapport aux travaux relatifs à ces
domaines.
Hel-Or et Werman [22] proposent une méthode de fusion de
données 2D (vues comme des données 3D avec une incertitude
infinie sur une coordonnée). Elle requière la connaissant d’une
estimée de la pose initiale, laquelle peut être obtenue par la
connaissance d’un petit nombre d’appariements. Malgré ses
capacités à traiter des données bruitées, cette méthode ne tolère
pas de points aberrants et nécessite des mises en correspon-
dances initiales. Elle n’est donc pas directement applicable à
notre problème de reconnaissance.
Lorsque l’on s’intéresse aux techniques permettant de prendre
en compte les appariement erronés (outliers), deux types d’ap-
proches sont possibles. La première consiste à détecter puis éli-
miner les données erronées en même temps que l’estimation
robuste est calculée. La technique utilisée par Kumar et Hanson
[28] permettant d’estimer une pose lorsque des appariements
sont erronés s’apparente à cette approche. Ils ont comparé l’uti-
lisation de M-estimateurs (de type maximum de vraisemblance)
et de L-estimateurs. Ils notent que les M-estimateurs sont très
sensibles aux estimations initiales (hypothèses). Cela est dû à la
présence de multiples minima locaux dans la fonction à minimi-
ser. Les L-estimateurs (moindres carrés médians) n’ont pas cet
inconvénient mais impliquent une phase combinatoire et sont
donc beaucoup plus lourds en calcul. La méthode que nous pro-
posons est plus efficace, puisqu’elle peut être vue comme un M-
estimateur opérant simultanément autour de différents minima
locaux. Ces minima locaux sont le résultats de l’exploration
récursive de l’espace des poses. L’algorithme proposé ne garan-
tie pas d’obtenir le minimum global puisqu’il n’explore qu’un
nombre fini de branches. Cependant, les résultats expérimentaux
que nous avons obtenus montrent que même dans des conditions
difficiles, des solutions satisfaisantes ont été obtenues.
L’autre approche pour la prise en compte des appariement erro-
nés consiste à tenter de les détecter avant de procéder à l’esti-
mation. Par exemple Lowe [29] propose d’utiliser une sélection
probabiliste itérative des appariements. Cette procédure consiste
à utiliser les appariements les plus fiables pour augmenter la
probabilité de mettre correctement en correspondance les autres
primitives. La propagation du bruit dans l’estimation d’une pose
a également été étudiée par Gandhi et Camps [16]. Nous avons
observé, en accord avec Kumar et Hanson [28], que les tech-
niques tentant de retirer les appariements erronés avant l’esti-
mation échouent souvent lorsque le nombre d’indices parasites
est important.
Plutôt que de tenter de trouver la pose minimisant une fonction
d’erreur, Cass [12] propose de générer toutes les interprétations
possibles des données dans un temps polynomial. Il avance qu’il
n’y a qu’un nombre fini de cas à prendre en compte, en utilisant
un modèle d’erreur borné. Pour le cas d’objets 3D planaires sou-
mis à des rotations et translations 3D, il y a k6M6N6 classes
d’équivalences à évaluer, où M est le nombre d’indices du
modèle et N le nombre d’indices de l’image, et k la dimension
de l’espace des poses. Dans notre cas les valeurs typiques sont
k = 8,M = 30 , et N = 100 ce qui amène à 863061006, ce qui
est beaucoup trop important pour être exploré exhaustivement.
Cass indique aussi que les méthodes à erreur bornées peuvent
être utilisées pour approximer un modèle d’erreur gaussien.
L’inconvénient est que cela augmente k et par conséquent le
nombre de combinaisons à évaluer.
L’opportunité de l’usage du modèle d’erreur gaussien a fait l’ob-
jet de plusieurs travaux [33, 29]. Wells [36] développe une for-
mulation du maximum de vraisemblance dont notre formulation
est assez proche. La différence est que nous formulons la fonc-
tion à minimiser dans l’espace des poses et non dans l’image. De
cette façon cette fonction devient une forme quadratique qui
peut être aisément utilisée pour calculer la meilleure pose.
10. conclusions
Nous venons de proposer une technique robuste répondant au
problème de la recherche d’appariements, dans un contexte de
reconnaissance d’objets. Elle répond au besoin récurrent de vali-
der des hypothèses de pose calculées à partir d’un très petit
nombre de correspondances.
La méthode consiste à explorer récursivement l’espace des
poses possibles. À la fin de cette exploration, la pose maximi-
sant la probabilité d’occurrence de l’objet dans l’image est obte-
nue. Durant cette exploration, l’ensemble des appariements
compatibles avec cette pose est également établi. L’exploration
est réalisée par des divisions successives d’une boîte initiale de
l’espace des poses, obtenue par l’appariement d’un petit nombre
d’indices. Une recherche hiérarchique de l’espace des poses est
ainsi réalisée. Nous avons montré que la recherche de la
meilleure pose implique une étape de minimisation quadratique
avec contrainte, en supposant que le modèle d’erreur utilisé est
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un modèle Gaussien, et en supposant que la transformation géo-
métrique est affine. L’algorithme explore simultanément plu-
sieurs branches de façon à ne pas être stoppé par des minima
locaux. L’implémentation de cet algorithme est simple et directe.
Cet algorithme a été intégré dans deux applications de recon-
naissance différentes : une application 2D-2D (utilisation de
bases d’aspects) et une application 3D-2D (modèle géométrique
d’objets 3D), en utilisant des segments de droites. Il peut égale-
ment être utilisé avec des indices visuels de nature différente ou
avec des stratégies de reconnaissance différentes.
Nous avons expérimentalement montré l’efficacité et la robus-
tesse de l’algorithme, même lorsque le bruit et les occlusions
sont fréquents. La robustesse est due à la formulation probabi-
liste utilisée pour caractériser les appariements modèle-image
ainsi qu’à la stratégie pyramidale utilisée pour l’exploration.
Nous avons également montré que cet algorithme, utilisé dans
un contexte de suivi d’objets, donne des résultats fiables, même
en cas de fortes occultations.
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