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An infinite class of graph-theoretic binary cyclic codes is presented. Although 
such codes are structurally simple, it is seen that half of this class consists of 
codes that are either binary BCH codes or subcodes of binary BCH codes. 
After Kasami (1961) introduced graph-theoretic codes, Hakimi and 
Frank (1965) established a class of optimum cutset codes. We will demonstrate 
that this class contains an infinite subclass of binary cyclic codes and describe 
the properties of these codes. 
Consider the graph G shown in Fig. 1. This graph consists of a series 
connection of k + 1 subgraphs, each of which is composed of d/2 parallel 
edges. Consequently, if n is the number of edges in the graph, then 
[(k +1 )d/2] -k 
(k+l l  d/2 [(k* l )  d /2 ] -k* l  
i 
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n = (k + 1) d/2. Since G has k + 1 vertices, the rank of G is k. Now suppose 
that B is a matrix whose rows correspond to the binary vector epresentations 
of the fundamental cutsets (with respect o any spanning tree) of G. It is 
well known (Harary, 1969) that the row space of this n × k matrix is a 
k-dimensional vector space over GF(2), and that there is a one-to-one corre- 
spondence between every vector in this space and every seg (cutset or union 
of edge-disjoint cutsets) in G. Since every seg in G contains at least d edges, 
the row space of B is a binary group code having length n, dimension k, 
and minimum distance d. (Such an error-correcting code is called an (n, k, d) 
cutset code.) Furthermore, it has been shown (Frisch, 1963) that for all 
graphs with the same n and d, the graph in Fig. 1 has the highest possible 
rank. Thus, this graph generates an optimum (Hakimi and Frank, 1965) 
cutset code. (Since G is planar, its dual graph generates a circuit code identical 
to this cutset code. However, this circuit code is in general not optimum.) 
Suppose that the subgraph consisting of the set of edges {e 1 , e 2 .... , er} 
where ea < e~ if a < b, is a seg of G. Then because of the labeling of the 
edges and the symmetry of G, the subgraph {e 1 + 1, e 2 q-1,..., e~-t-1}, 
where er + 1 = 1 if e r = n, is also a seg. Therefore, the cutset code generated 
by G is a binary (n, k, d) cyclic code. The code words of this code correspond 
to the polynomial representations of residue classes in an ideal in the algebra 
of polynomials modulo x n -}- 1. Consider the seg consisting of all of the 
edges incident to vertex v~ (called the incidence set of Vl). By inspection, 
the polynomial corresponding to the vector representation f this seg is 
g(x)  = 1 + x + x (/~+1) -~- x (k+1)+1 q -  x 2(/~+1) -}- x 2(k+1)+1 q -  " '" 
~- x[(d]2)-l](k+l) _]_ x[(d/2)--l](k+l)+l 
(a/2)-1 
=(1  + x) ~ x i(~+1). 
i=0 
Clearly, the code words which are the vector representations of the incidence 
sets of v 2 , v 8 ,..., *k can be obtained by successive cyclic shifts of the vector 
representation f the incidence set of v 1 . It is not difficult to see that these k 
vectors are linearly independent. Since the dimension of the code is k, then 
the generator polynomial for the cyclic code is g(x) = (1 + x)gl(x ), where 
t ~ ~-~{dt2)--I i(kS1) " "  *" " " gl(x) = 2-i=0 x . l tg  (x) denotes the reciprocal polynomial (Peterson, 
1961 and Massey, 1964), it is easily demonstrated that g*(x) = g(x). Conse- 
quently, g(x) generates a reversible cyclic code (Massey, 1964). 
Now consider the circuit consisting of the set of edges {1, 2,..., k, k q- 1}. 
Since any circuit has an even number of edges in common with any seg, 
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the vector representation of this circuit is in the null space of the cyclic 
code. In addition, n -  k -  1 successive cyclic shifts of this vector also 
correspond to circuits and are, therefore, also in the null space of the code. 
Again, these vectors are linearly independent. Since the dimension of the 
null space is n -  k, then the generator polynomial for the null space of 
the cyclic code is 
k 
h(x) = 1 + x + x ~ + ' "  + x ~-1 + x ~ = ~. x i. 
~0 
To summarize, for any even positive integer d and any positive integer k, 
there is a binary (n, k, d) cyclic graph-theoretic code, where n = (k + 1) d/2. 
The code corresponds to the ideal generated by g(x) = (1 + x)gl(x ) in the 
algebra of polynomials modulo x n + 1. Furthermore, h(x) = (x ~ + 1)/g(x) = 
k ~-~i=0 x i  " 
At this point, the inspection of a numerical example is all that is required 
for the astute reader to recognize that an (n, k, d) graph-theoretic cyclic 
code consists merely of a dimension k, length k -~ 1, single parity check 
code that is repeated a total of d/2 times. This relatively simple structure 
indicates that the efficiency of a cutset code is rather low. Consequently, by 
establishing the following relationship between graph-theoretic cyclic codes 
and Bose-Chaudhuri-Hocquenghem (BCH) codes, we may substantiate the 
fact that some nonprimitive BCH codes may have very low rates. 
We will now show that for the case when n is odd, the graph-theoretic 
cyclic codes described above are either binary BCH codes or are properly 
contained in binary BCH codes. 
First, recall that a code word corresponds to a residue class in the algebra 
of polynomials modulo x ~ ~- 1. If f (x)  is the polynomial of smallest degree 
in a residue class, the residue class is denoted by if(x)}. Let m 0 be any non- 
negative integer, and let ~ ~ GF(2~). Then the code consisting of all vectors 
corresponding to if(x)} for which a ~0, a ~0+1, ~,n0+2,..., a~0+a-z are roots of 
f (x)  is a BCH code with minimum distance no less than d. Furthermore, 
the length of the code is equal to the order of ~ (Peterson, 1961). 
Suppose that n = (k @ 1) d/2 is an odd positive integer. Then there exist 
positive integers m and p such that 2 TM --  1 = pn. Also suppose that /3 is 
a primitive element of GF(2~). Then if ~ = fir, we have a s = (fi~)~ = f i~ = 
/3 2~"-1 = 1, and the order of a divides n. If the order of a is less than n, then 
the order of/3 is less than 2 ~ -- 1, and/3 is not primitive--a contradiction. 
Thus, the order of o~ is n. We would now like to prove the following 
lemma. 
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x~{a/s)-t x "~+l) are simple and are the elements LEMMA. The roots of gl(x ) =/--i=o 
of the set A - -A  1 -As ,  where A l={~j [ j=O,1 ,2 , . . . ,n -  1} and 
A~ = {ed I J = rcl/2, r -- O, 1, 2,..., k}. 
Proof. Consider the polynomial x2'~-1 + 1. Peterson (1961) showed that 
x 2'~-1 + 1 has as roots all the 2 m - -  1 nonzero elements of GF(2~). Hence, 
the roots of x ~'~-I + 1 are simple. It is also known (Peterson, 1961) that 
x" + 1 divides x ~ + 1 iff a divides b. Since n divides 2 TM - -  1, then x ~ + 1 
divides x2~-1 + 1. However, gl(x) divides x ~ + 1. Thus,  gi(X) divides 
x ~'"-I + 1, and gl(x) has simple roots. 
Now consider ~J where the order of ~ is n. Since (aJ) n = (c~) j = 1, then 
a~ is a root of x ~ + 1 for j = 0, 1, 2,..., n - -  1. Consequently, the elements 
of the set A 1 = {a °, a l, a2,..., a n-i} are distinct; otherwise the order of a is 
less than n - -a  contradiction. Hence, these elements are all the roots of 
x ~ + 1. Since x" + 1 = (1 + x)gl(x) h(x), the roots of gl(x) are elements 
of A 1 . Now consider the element o~*a/2. Then 
(dI2)-1 
gi(cffd/2) = E (OtC'd/2) z(k+i)' 
~=0 
and 
(d/s)-1 
= 
Z~0 
(a /s ) - i  (a/2)- i  
= E E 1, 
z =0 i=O 
since n = (k + 1) d/2. In  addition, because n is odd, d/2 is an odd integer. 
Therefore, as a consequence of modulo 2 addition, gl(a"a/~) = 1, and o~ra/~ 
is not a root of gl(x) for all r. Since the order of ~ is n = (k + 1) d/2, the 
order of ~a/2 is k+ 1. Thus,  the k+ 1 elements in the set 
-//2 = {1, aa/2, (c~d/2)s, (aa/2)a,..., (c~a/z)~} are distinct, and the order of each 
element divides n. Therefore, these elements are roots of x n -~- 1 and not 
roots of gl(x). Thus,  the roots of gl(x) are elements in A = A1-  As = 
{s0, ~1, a~,..., a~-l} _ {1, ~a/s, ~2a/2,..., £~a/e}. Since the degree of gl(x) is 
(k + 1)[(d/2) - -  1] = n - -  (k + 1), the elements of A are all the roots of 
gl(x). Hence, the lemma. 
As a consequence of this lemma, the (d /2 ) -  1 elements a(ke/s)+l, 
a(kd/21+2,..., ~[(k+ll~/2]-I are roots of gl(x) as are the (d /2 ) -  1 elements 
~1, ~e,..., c~(~/a-~. Since g(x) = (1 + x)gl(x ) and since the order of c~ is n, 
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the d -  1 elements a(ka/2)+1, a(ka/2)+2,..., a(ka/2)+a-1 are roots of g(x). Now 
consider a BCH code in which the vector corresponding to {f(x)} is a code 
word iff ~o ,  ~o+1, a-~o+2,..., a~0+a-2 are roots of f(x). I f  m o = (hd/2) + 1, 
then the polynomial, corresponding to each code word in the cyclic code 
generated by g(x), has a ~0, a~o+l, ~,~o+2,..., a~0+a-2 as roots. Thus,  the 
following theorem has been proved. 
THEOREM. I f  n = (k + 1) d/2 is odd, then the cutset code generated by 
the graph shown in Fig. 1 is either a BCH code, or it is a subcode of a BCH 
code having minimum distance d. 
EXAMPLE. Suppose that for the graph shown in Fig. 1, k = 8 and d - 6. 
Then  n----(k + 1)d/2 ~ 27. The  resulting (27, 8, 6) cutset code is cyclic 
and has a generator polynomial of 
2 
g(x) =(1  +x)~x 2~ 
z=O 
= (1 + x)(1 + x 9 + x is) = 1 + x + x 9 + x 1° + x is + x 19. 
Now let /3 be a primitive element of GF(21s), and let a =/397°9. Since 
m o = (kd[2) -{- 1 = 25, consider the BCH code for which the vector corre- 
sponding to {f(x)} is a code word iff a =5, a 26, a 27 = 1, a 2s - -  a, a 29 = a 2 are 
roots off(x). Since 2 is - -  1 = 9709 • 27, the order of c~ is 27. Let mi(x ) be the 
min imum polynomial of c~ i. Then  the roots of ml(x ) are a, a s, a 4, a s, a16, a82 = 
~5 alO, c~20, ~49 ~ ~13 a26 a52 ~ a25, aSO ~ 0~23 a46 ~_ a19, c~38 .~_ al l ,  C~22 a44 
a 17, a 34 ~ a 7, and a 1~. In  addition, the min imum polynomial of a ° is (1 + x). 
Therefore, the generator polynomial  of the BCH code is (1 + x)ml(x), 
which has degree 19, and thus, is the same as g(x). Hence, the cutset code 
is a binary (27, 8, 6) BCH code. 
EXAMPLE. Now suppose that k ~ 12 and d ~--6. Then  n ~ 39. The  
generator polynomial for the resulting (39, 12, 6) cyclic cutset code is 
2 
g(x) = (1 + x) Z x13~ 
z=0 
= (1 + x )0  + x la + x 26) = 1 + x + x 1~ + x 1~ + x 2~ + x 27. 
Let /3  be a primitive element of GF(212), and let a = fil0s. Since m e = 37 
consider the BCH code corresponding to the roots: ~aT, ass, a89_= 1, 
a 4° = a, a 41 = a 2. Since 212 - -  1 = 105 • 39, the order of a is 39. The  roots 
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of mi(x ) are 0£, 0£~, 0£*, 0£s, 0£16, 0£32, CX64 ~ O~25, 0£50 ~ c~ll, c~22, 0£44 ~_ c0, a I°, and 
a ~°. The  roots of m3s(x ) are 0£38, 0£76 ~ 0£37, 0~74 7__ 0~35, ~70 ~_ 0£31, ~62 ~_ 
0£23, 0£46 = ~7, 0£14, 0£28, 0£56 = 0£17, 0£34, 0£68 = 0£29, and 0£58 : 0£19. Thus,  the 
generator polynomial of the BCH code is (1 + x) ml(x ) m3s(x), which has 
degree 25. Hence, this (39, 14, 6) BCH code properly contains the (39, 12, 6) 
cutset code. 
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