We study the odd integer filled Mott phases of a spin-1 Bose-Hubbard chain and determine their fate in the presence of a Raman induced spin-orbit coupling which has been achieved in ultracold atomic gases; this system is described by a quantum spin-1 chain with a spiral magnetic field. The spiral magnetic field initially induces helical order with either ferromagnetic or dimer order parameters, giving rise to a spiral paramagnet at large field. The spiral ferromagnet-to-paramagnet phase transition is in a novel universality class, with critical exponents associated with the divergence of the correlation length ν ≈ 2/3 and the order parameter susceptibility γ ≈ 1/2. We solve the effective spin model exactly using the density matrix renormalization group, and compare with both a large-S classical solution and a phenomenological Landau theory. We discuss how these exotic bosonic magnetic phases can be produced and probed in ultracold atomic experiments in optical lattices.
Strongly-correlated quantum spin chains are an interacting many-body system that have been an instrumental platform to develop an understanding of topological properties [1] , Berry phase effects [2] , and quantum phase transitions [3] . One of the paradigmatic theoretical models in this context is the spin-1 bilinear-biquadratic Heisenberg chain [2] [3] [4] 
(J is the unit of energy) which supports several conceptually important phases and phase transitions [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The physics associated with the Hamiltonian in Eq. (1) is not only theoretically tantalizing, but is also directly accessible to experiments. For example, the antiferromagnetic spin-1 chain (cos θ > 0) has been probed experimentally in insulating quantum magnets [15] [16] [17] that possess wellisolated, quasi-one-dimensional chains of S = 1 local moments. Interestingly, ultracold atomic gases are a natural platform for realizing the complementary ferromagnetic spin-1 chain (cos θ < 0), where the system is an effective description of the Mott insulating spin-1 Bose-Hubbard model [18] [19] [20] [21] [22] [23] . Solid state experiments always contain at least some disorder that breaks the spin chain into segments [16] , while the cold atomic gas setting is essentially pristine with no disorder in principle, so that the theoretical model defined by Eq. (1) (as well as its generalizations) can be studied directly. Until recently, it has been difficult to realize magnetic ordering in ultra-cold atomic gases [24, 25] , and a crucial element of physics is developing a theoretical understanding of the available strongly correlated phases. A virtue of the flexibility and the precise control in atomic and molecular experiments is that various physical effects can be engineered simulating desired features of solid-state systems despite the vastly different setting (i.e. atoms versus solids). Along these lines, recent experiments on cold atomic gases have demonstrated that, despite the atoms being electrically neutral, spin orbit coupling (SOC) can be engineered using two counter propagating Raman lasers in gases of bosons [26, 27] or fermions [28] . For spin-1 bosons using the setup at the National Institute of Standards and Technology [29] , this causes the single particle dispersion to have three degenerate minima, allowing the bosons to condense at three distinct values of quasimomentum [30] [31] [32] . In an optical lattice this system supports an itinerant (i.e. superfluid) spin density wave phase that is suppressed as the strength of interactions is increased [33] , and as a result the phase diagram becomes quite distinct from the case with no SOC. In the presence of SOC the conventional magnetic orders describing the strong-coupling Mott limit no longer apply. For example, in the case of bosons with a pseudospin-1/2, a wide array of interesting magnetic phases have been studied that result from anisotropic (i.e., compass model) and Dzyaloshinskii-Moriya interactions that are characteristic of SOC [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] . It is also possible that quantum phase transitions in these systems could allow access to unusual, or even undiscovered, universality classes due to the interplay of magnetic interactions and spin orbit coupling. Such interacting onedimensional spin models with SOC are difficult to realize in solid state materials, thus making ultracold atomic systems unique in their potential for studying new exotic quantum phases in the laboratory which may not exist in solids at all.
For the spin-1 case (which in the absence of a SOC has an inherent SU(2) symmetry and is described by Eq. (1) for the odd-integer Mott lobes), essentially nothing is known about its insulating magnetic ground states in the arXiv:1705.06742v2 [cond-mat.quant-gas] 30 Oct 2017 presence of SOC (implemented as a helical Zeeman field). The present manuscript fills this gap and addresses the important question of the relevant quantum phase diagram of this strongly correlated SOC-coupled interacting magnetic system. We focus on the physics deep in the Mott phase of one-dimensional spin-1 bosons in the presence of SOC with an odd-integer filling, where charge excitations are gapped out, and the effective Hamiltonian is purely magnetic (i.e. we can deal with just spins). As we have already pointed out, in cold atom systems achieving the low spin-entropy necessary for realizing this quantum-magnetic model has proven challenging. Therefore, we propose a different experimental route. It is straightforward to create initial atomic states with perfect spin polarization (i.e. with zero entropy). In the present case of a spiral ferromagnet (as we will show), it is not difficult experimentally to initialize such a low entropy state and either adiabatically or diabatically move the system into a corresponding zero-spin entropy magnetically ordered state. Again, such a protocol essentially impossible to achieve in solid state materials.
Specifically, we first derive an effective Hamiltonian in the Mott insulating limit, which is a ferromagnetic bilinear-biquadratic spin-1 chain in the presence of a spiral magnetic field. We then solve this effective model using the density matrix renormalization group (DMRG) to map out the zero temperature phase diagram in both the magnetic field (i.e., SOC) strength and the biquadratic interaction. We show how the phases that exist in the ferromagnetic model (ferromagnet and dimer phases) evolve into a spiral ferromagnet and a spiral dimer phase respectively. To obtain a better qualitative understanding of the phase diagram and the role of quantum fluctuations, we also consider the large-S classical limit of the model, as well as a phenomenological Landau theory treatment of the spiral ferromagnet. We use finite size scaling of the ground state correlation functions to determine the static critical properties of the spiral ferromagnetto-paramagnet quantum phase transition. We find that the correlation exponent ν ≈ 2/3 and the susceptibility exponent γ ≈ 1/2 fall outside of any known universality class (to the best of our knowledge). Our work thus opens up the possibility of exploring novel quantum critical phenomena in ultra cold gases. As an aside, we point out that for the one-dimensional interacting spin system of our interest here, DMRG is essentially an exact, albeit numerical, technique for obtaining the ground state quantum phase diagram and the critical exponents underlying the corresponding quantum phase transitions.
The rest of the manuscript is organized as follows: In section I we derive the effective spin model, which we proceed to study with DMRG. In section II we focus on the spiral ferromagnetic phase, and in section III we study the spiral dimer phase. We bring these results together to construct the full phase diagram in section IV. We close with a discussion of our results and their implications for future cold atom experiments in section V.
I. MODEL
Our starting point is the Bose-Hubbard model for spin-1 bosons in the presence of (Raman induced) spin-orbit coupling, which is implemented physically in the lab frame as a spiraling Zeeman field [27, 29, 44] ,
The spin-independent hopping amplitude is t, and we include onsite density and spin interactions U 0 and U 2 respectively. We consider chains of length L, b † iα creates a boson at site i with a spin α, and we have introduced density
operators, where T denotes the vector of spin-1 angular momentum matrices. The interaction parameters U 0 and U 2 are individually determined by the s-wave scattering length and the lattice geometry, but the ratio U 2 /U 0 = (a 2 − a 0 )/(a 0 + 2a 2 ) is dictated only by the scattering length a S in the total spin S sector [18] . Finally, the magnetic field
implementing the SOC is characterized by two parameters: intensity h and pitch η.
To put this in the more familiar translation-invariant form describing SOC in solid-state systems, we can transform our spin basis to locally follow the external field. We can define a new set of appropriately rotated bosons,
and the hamiltonian now reads
The SOC here appears as a more conventional uniform matrix-valued Peierls' phase. Also, due to the spin dependent hopping in Eq. (6) one can equivalently interpret the spin states (α) as a "synthetic dimension" with a lattice length 2S + 1 sites. In this geometry all of the interactions in the Bose-Hubbard model are "nonlocal" (i.e. along the transverse synthetic 'spin' dimension) and the phase η due to the SOC creates a flux that pierces a plaquette in synthetic space which cannot be gauged away [45] . This has been explored in quasi-one-dimensional ladder models (with 2S + 1 legs) through theoretical studies of interacting bosons [46] [47] [48] [49] [50] or fermions [51] [52] [53] [54] in the presence of a flux. shown as a function of t/U0 for (a) uniform field, and (b) SOC with pitch angle η = π/5. In both cases we take h = 0.001U0 and U2 = −0.1U0. The spectra are indistinguishable for sufficiently small t/U0, and the SOC causes avoided level crossings in the spectrum in the regime t 2 /U0 ∼ h. At larger t, as the spectra begin to differ quantitatively, the level ordering nonetheless remains identical.
In Ref. 33 the model in Eq. (6) was studied directly in two real spatial dimensions using a Gutzwiller variational wave function [55] on a square lattice, with SOC only along one of the two directions. Due to the presence of SOC, the superfluid phase at weak coupling is a striped superfluid [56] [57] [58] [59] with spin density wave order, which is suppressed for increasing U 0 /t. At moderate U 0 /t the spin density wave order is destroyed and the superfluid condenses at a non-zero momentum only. Owing to strong lattice effects, this occurs on the edge of the Brilliouin zone [33, 60] . Finally, a Mott transition occurs at even larger U 0 /t. If we consider these results in the present context by considering the one dimensional model in Eq. (6), the superfluid wavefunction is qualitatively captured by the Gutzwiller or Gross-Pitaevskii approximations [60] . However, because of strong quantum fluctuation effects in one dimension, we expect that the striped superfluid would be better described by a three component Luttinger liquid (similar to the pseudospin-1/2 case, Ref. 51). Nonetheless, for sufficiently large interactions, the charge degrees of freedom in the Luttinger liquid will become gapped out leading to a bosonic Mott insulating phase. In this strong coupling limit, the appropriate degrees of freedom are local moments, governed by an effective Hamiltonian describing the limit of large U 0 /t only, that we now proceed to derive.
In the Mott limit of commensurate (here, odd integer) filling and U 0 , U 2 t, and in the absence of SOC (h = 0), Eq. (2) is effectively described (perturbatively to order t 2 /U ) by the bilinear-biquadratic chain [18] (ignoring the constant energy shift)
where now S i denotes a spin-1 operator,J andK depend on the filling N = 2n + 1 of the Mott lobe and are given by [18] −J t 2 = 2(15 + 20n + 8n 2 )
Following standard notation, we parametrizeJ andK on the circleJ
and J is the unit of energy. The antiferromagnetic chain (θ = 0) is gapped (whereas the corresponding spin-1/2 model is gapless), and characterized by a non-zero hidden, string-like, order parameter. The ground state is very efficiently described by a matrix product state wavefunction, and exhibits symmetry-protected topological order [4, 12] . The ferromagnetic case (θ = π), on the other hand, is gapless, ordered, and topologically trivial. Tuning the biquadratic interaction enriches the problem even further: for sufficiently negative interaction (5π/4 < θ < 7π/4) the translational symmetry of the model is spontaneously broken, and the ground state is dimerized [10, 11, 13] . In contrast, for a large positive biquadratic interaction (π/4 < θ < π/2) there is a spinquadrupolar phase with gapless excitation modes at momenta q = 0, ±2π/3 (see Ref. 14 and references therein). The quantum phase transitions separating these phases are quite interesting, and have been described by various conformal field theories [3] and Bethe ansatz solutions [5] [6] [7] [8] [9] . We determine the effective spin Hamiltonian for h = 0 in the odd integer Mott lobes using a Schrieffer-Wolf transformation [61] and then a projection. The final Hamiltonian is H spin = P s H P s , where P s projects into the subspace of filling N (e.g. focusing on the first Mott lobe P s projects into the singly occupied subspace) and
where O is chosen such that H t − [O, H U ] = 0. Using properties of projectors and the fact that H h does not change the particle number subspace, i.e.
. Thus, the form of O is unaffected by the presence of H h , which implies that the form ofJ andK are unchanged from Eqs. (8) and (9) . As a result we find
where U = min(U 0 , |U 2 |). Therefore, to leading order in t 2 /U we obtain
whereJ(< 0) andK are parametrized on the circle as in defined in Eqs. (10) and (11) respectively. We stress that even for h/J on the order of one the Hamiltonian in Eq. (14) is still valid as the next order correction in Eq. (13) In the frame spatially co-rotating with the helical magnetic field, the SOC induces a Dzyaloshinskii-Moriya (DM) type interaction [34, 62] . To see this, we choose a generator G = −iη r rS z r and apply the canonical transformation to the spin model
This "unwinds" the spiral field e G h i · S i e −G = hS x i and induces a cross product in the product of spin operators
This expression shows that in the rotating frame the SOC breaks the xy − z symmetry and induces a DM interaction.
Finally, we further validate this effective low energy Hamiltonian by comparing exact diagonalization of the Bose-Hubbard model in Eq. (2) at unit filling and the effective spin model we have derived in Eq. (14) for two lattice sites. For the latter, we can also make exact statements about the energy eigenstates. For h = 0, these are also clearly eigenstates of total S t = S 1 + S 2 , and
So, of the possible multiplets S t = 0, 1, 2, S t = 2 maximizes S 1 ·S 2 , reflecting the ferromagnetic tendency of this term. On the other hand, for
For a dominant, negativeK, this total spin singlet has the lowest energy, reflecting the tendency there for dimerization. A nonzero uniform field, h = 0, η = 0 yields the term h i S x i that commutes with the total spin, and the multiplets are simply Zeeman split. As soon as the field is nonuniform (η = 0), this term no longer commutes: the Hamiltonian is frustrated. Fig. 1 shows a numerical comparison of the two-site spectra for the two models. For the full spin-1 Bose-Hubbard model, the states shown have weight almost exclusively in the single-occupancy subspace, up to corrections of order 1 % because of the large gap (U 0 +U 2 ) to double occupancy. The arrangement of states is sensible in terms of the S t eigenstates described. Here, as a representative case we take U 2 = −0.1U 0 , resulting iñ K/J = 5/6, favoring first S t = 2 then S t = 0. For This result provides strong evidence that the perturbative treatment to derive the effective Hamiltonian in the presence of a SOC is sufficient and higher order terms [as in Eq. (13)] are negligible. Next, however, to understand the behavior of this model for more than two sites, we must apply more sophisticated techniques.
In the remainder of the paper, we study the effective spin Hamiltonian H spin (valid in the strong coupling limit). Even though the spin Hamiltonian in Eq. (14) is well defined forJ > 0 andJ < 0, we focus on the physics relevant to strongly coupled bosons and limit our attention to a ferromagnetic nearest neighbor couplingJ < 0, (i.e., restricting ourselves to the regime π/2 ≤ θ ≤ 3π/2). We propose to access the phases contained in the spin Hamiltonian in Eq. (14) in experiment dynamically as it is straightforward to first enter the Mott phase with a spin polarized (i.e. ferromagnetic) gas and then to adiabatically apply the SOC fields, retaining the low entropy of the initial spin polarized gas. We use DMRG to compute the phase diagram as a function of h and θ, for a fixed pitch η = π/10 (unless otherwise stated). In the absence of any good quantum number to be exploited, the simulations become rapidly quite expensive and slow. We stress that the Z 2 symmetry related to the reflection about the x − y plane is a anti-unitary operation (indeed it changes the sign to a single spin component, S z ). Therefore it doesn't fall within the local point-wise uni-tary symmetries whose quantum numbers can be easily encoded in the tensor network structure. The main gain one could get out of it is to exploit the reality of the Hamiltonian (and thus the existence of a basis of realvalued eigenvectors) to slightly reduce the computational costs. (This is, however, a minor gain compared to the ones usually achieved by conserved quantum numbers). Therefore we limited our investigations to bond dimensions of a few hundreds: we explicitly checked that the discarded probability in the renormalization process was low enough, and regions where this was not the case were left open for further investigations. We supplement the numerically exact DMRG calculations with a description of the spiral ferromagnetic phase by solving the model in the classical approximation and constructing a phenomenological Landau theory.
II. SPIRAL FERROMAGNET A. DMRG
In the absence of the field (h = 0), and 0.5π ≤ θ 1.25π, the model has a largely degenerate ground manifold (namely, all 2L + 1 states with maximal total spin S TOT = L): in particular, the DMRG simulations will tend to select out a minimally entangled state from such a manifold, in this case it is a product state of parallel spins (e.g., "all spins up", S z j = +1 ∀j, but not necessarily). Turning on a weak field, the ground degeneracy is reduced to a two-fold one (related to the Z 2 reflection symmetry S z → −S z mentioned before) and a spontaneous symmetry breaking could still take place. The system indeed acquires a spiral configuration in S x (r) and S y (r) , while reducing the magnitude of the paralleloriented S z (r) and the ground state becomes a spiral ferromagnet (SFM) (see Fig. 2 ). At very weak fields we find a strong finite size effect near the chain boundaries, but for moderate field strengths this finite size effect is suppressed and S z (r) becomes essentially constant in the center of the chain, as shown in Figs. 2 (a) , (b), and (c). Upon increasing h further, the system finds it energetically favorable to orient all the spins within the xy-plane (i.e., S z (r) goes to zero) and let them follow the rotating magnetic field: the ground state is then a spiral paramagnet (SPM). Thus M z S z (L/2) could apparently serve as an order parameter for the transition.
We stress here that the two-fold degeneracy of the SFM at finite h would be exact only in the thermodynamic limit, while finite-size effects will slightly split it between cat-state" superpositions of definite Z 2 symmetry (just like in the transverse-field Ising model). This would therefore lead to a null S z (L/2) , thus preventing the correct identification of the transition point. While the well-known DMRG bias towards minimally entangled states (due to inevitably finite bond dimensions) would tend to numerically induce the symmetry breaking even in a finite system, this only happens when the , and the legend is shared across both figures. In the SFM phase χ z (q) is strongly peaked at q = 0 with a peak height monotonically decreasing with increasing h going to zero at hc. The nonzero SOC produces peaks in χ ⊥ (q) at q = ±η(= ±0.1π) and the peak continuously increases as a function of h. degeneracy splitting is small enough. Since such a splitting is vanishing with system size slower and slower the closer we are to the SFM-SPM transition (again, like in the Ising model), the use of the local order parameter to pinpoint the quantum critical point would be quite unreliable. In order to avoid such problems, we study the spin correlation functions C z (r, r ) = S z (r)S z (r ) and C ⊥ (r, r ) = S x (r)S x (r ) + S y (r)S y (r ) . To understand the ordering pattern of spins we consider the Fourier transforms
see Fig. 3 . In the SFM phase we find χ z (q) is peaked at q = 0 and χ ⊥ (q) is peaked at q = ±η(= ±0.1π): we find the peak height of χ z (q) [χ ⊥ (q)] decreases [increases] with increasing h. Thus the appropriate magnetic order parameter that we can correctly extract from the DMRG data is given by
To determine the location of the quantum phase transition at h c , separating the SFM and SPM phases we use finite size scaling with open boundary conditions as a function of L and h. We define a correlation length from the second moment of the spin susceptibility [64] 
We only measure correlations from the center of the chain to minimize edge effects due to the open boundaries. In the vicinity of the phase transition (in the Figs. 4 (a) and (c) . As a result we can find the location of the critical point to high accuracy. Near the transition ξ z obeys single parameter scaling
where f (x) is an arbitrary scaling function. As shown in Figs. 4 (b) and (d) we find excellent data collapse of ξ z /L versus L 1/ν δ. For θ = 0.6π we find ν = 0.68(3) and θ = 1.21π yields ν = 0.66(3). We have computed ν at several other points along the SFM to SPM phase boundary (not shown) and find a critical exponent ν that ranges from 0.63(3) to at most 0.68 (3) , which all agree within the error bars. Based on the crossing and quality of collapse we conclude that the SFM-to-SPM transition is a second order continuous quantum phase transition, ν is independent of θ within numerically accuracy, and we find ν ≈ 2/3.
As shown in Fig. 5 , in the SFM phase χ z (q = 0) ∼ L and in the SPM phase χ z (q = 0) ∼ constant in the large L limit, whereas χ ⊥ (q = ±η) ∼ L for h = 0 with a slope that grows with h (not shown). At the critical point the longitudinal spin susceptibility diverges like χ z (q = 0) ∼ |δ| −γ and for finite L this becomes rounded out like
At h = h c we provide estimates of γ/ν for θ = 0.6π and 1.21π as shown in Fig. 5 . We find for θ = 0.6π, γ/ν = 0.77 and for θ = 1.21π, γ/ν = 0.75. Using our estimates of ν we find γ = 0.52(4) for θ = 0.6π and γ = 0.50(4) for θ = 1.21π and conclude γ ≈ 1/2.
Our estimate of the correlation length exponent ν lies in the range that could be consistent with one of three different (known) universality classes: Perturbative renormalizaiton group (RG) calculations on the classical Ising model with strong long-range dipolar interactions [65] [66] [67] and the classical XY chiral spin liquid transition [68] , find for the thermal transition in d = 3 − dimensions at two loop order [66, 68] ν ≈ 0.626 for = 1. However, the three-dimensional Ising universality class also has ν = 0.629971(4) Ref. 69 and the three-dimensional XY universality class has ν = 0.67155 (27) Ref. 70 and our results cannot distinguish between the three. However, our estimate of γ does not agree with any of these universality classes. While this is not conclusive, it does suggest that the universality class we have discovered is novel. It is also possible that we need to compare different channels, as it is non-trivial to compare our estimate of γ to those of the RG since we are computing the order parameter susceptibility from S z (r)S z (r ) , whereas the RG in Ref. [68] computes a "twist" susceptibility, which corresponds to a correlation function quartic in spin operators. At this stage, we are inclined to believe that our system indeed belongs to a new universality class not studied before in the literature, but more work (and possibly more accurate numerical estimates of critical exponents) are necessary before any definitive conclusion can be reached.
For the DMRG calculations in the SFM using a bond dimension of M = 50 we find a truncation error at most on the order of ∼ 10 −12 , while close to the transition to the SPM phase the truncation error increases slightly to ∼ 10 −11 . In both the SFM and SPM phases the results have a very weak dependence on M and increasing M from 50 to 100 only effects the ground state energy near the transition on the order of 4 · 10 −5 , while in the SFM phase the results agree to within numerical precision. Therefore, for all of the results presented in this manuscript for the SFM phase we use M = 50 unless stated otherwise. In the calculations that follow we use an infinite-DMRG initialization procedure [71] followed by 5 finite size DMRG sweeps until the data is well converged (unless otherwise specified).
B. Classical Solution
We find that a relatively small bond dimension is required to capture the SFM ground state in DMRG, which suggests we can describe the physics of this phase (at least close to θ = π) with a classical product state approximation. In this subsection, we solve the model in Eq. (14) in the large-S limit of the model as a classical energy functional of vector degrees of freedom S i → (cos ϕ i sin ϑ i , sin ϕ i sin ϑ i , cos ϑ i ) with unit norm and angles ϑ i and ϕ i . The energy is then variationally minimized, giving static ground state spin configurations which can be compared with the DMRG results.
In Fig. 6(a) , we show a typical spin configuration in the SFM phase, with open boundary conditions. As with the DMRG results, we also observe here a boundary effect classically, while toward the center of the chain S z (r) is nearly uniform with (S x (r), S y (r)) ∝ (cos ηr, sin ηr). The classical SFM has a transition to a classical SPM with increasing h, shown in Fig. 6(b) for fixed η = 0.1π and several values of θ. For θ corresponding to negative K, the SFM becomes increasingly robust against the SOC field, as bothJ andK terms try to maximize (S i · S i+1 ). However, for positiveK the classical SFM is frustrated sinceJ is trying to align neighboring spins We find a clear crossing in the data for ξ z /L versus h for several L and take this location as an unbiased estimate of hc, we find hc(θ = 0.6π) = 0.0266(2) and hc(θ = 1.21π) = 0.0625(3). In the vicinity of the transition we perform finite size scaling from Eq. (18) and collapse the data in terms of L 1/ν δ and estimate the quality of collapse using a χ 2 analysis [63] . We find ν = 0.68(8) for θ = 0.6π and ν = 0.66(6) for θ = 1.21π.
whileK is trying minimize |S i · S i+1 |. This eventually gives way to a phase with a staggered component along S z , such that neighboring spins are nearly orthogonal to satisfy the largeK. We illustrate this phase with a 3D plot of the spins in Fig. 6 (c) . This staggered phase does not appear in the DMRG and is purely an artifact of the classical approximation. Thus, we find the classical approximation qualitatively agrees with the DMRG results very close to θ = π, which is natural since the the ferromagnet with h = 0 is a product state and minimally entangled.
Away from this special point, however, the classical approximation fails in capturing either the dimer phase (discussed below) for negative K or the observed persistence of the quantum SFM to large positive K. In some sense, we can regard the classically-unexpected stability of the SFM phase in the quantum problem as resulting from an order by quantum disorder phenomenon, where quantum fluctuations are able to overcome the classical frustration due to a large positiveK.
C. Landau Theory
In this subsection we provide a phenomenological theory of the spiral ferromagnetic phase. We start with the assumption of an O(3) quantum φ 4 theory where φ(r, τ ) is a vector that captures the magnetic fluctuations in the ordered phase, τ denotes imaginary time, and in the absence of the spiral magnetic field the low energy spin excitations disperse quadratically, i.e. (q) ∼ q 2 . Using these assumptions we write down a phenomenological Landau theory for the ordered spiral ferromagnetic phase with an action
where K is the stiffness, r 0 (< 0) is the mass, u 0 is the interaction between the collective modes, and the field is coupled to the spiral magnetic field. We begin by determining the mean field solution using the ansatz
and we find the critical field
The mean field solution is in excellent agreement with both the DMRG results and the classical solution for S i [see Figs. 2 and 6 (a) and (b)]. In Fig. 7 we show the comparison of h c versus η as computed from DMRG and the classical model, interestingly we find the data for both follows the prediction of Landau theory at small η. We now expand about the ordered state via φ = φ MF + ψ, under the assumption that the fluctuations ψ are small compare to the mean field solution. We find it is convenient to rotate the fluctuations at each site about the z axis by the pitch of the magnetic field η, and therefore work with the rotated degrees of freedom
In the rotated frame the spiral magnetic field appears as a gauge field acting onψ ⊥ (i.e. ∂ r → ∂ r + iσ y η, where Critical field hc as a function of the pitch of the spiral η for θ = 0, for DMRG (black squares) and the classical solution (red circles), the dashed lines are a fit to the mean field result hc ∝ η 2 . We find the deviation between the quantum and classical solutions grow with η and the fit to the mean field result only works well for the DMRG and classical data at small η. Note that hc(η = 0.1π) from DMRG and the classical solution do deviate (see Fig. 13 ). σ y is the y Pauli matrix), which shifts the zero of the spin wave dispersion. In addition to the standard quartic interaction, the effective action we have derived also has anisotropic cubic interactions induced by the SOC. At h c , M z 0 → 0 and the assumption that the fluctuations about the mean field solution are small no longer apply.
We use the Landau theory to determine the low energy spin-wave excitations in the SFM. We therefore restrict ourselves to the action at the quadratic level and drop fluctuations on the order of O(ψ 3 ) and higher. We Fourier transform the action to momentum space (q) and diagonalize the 3 × 3 matrix at each q to determine the spin wave excitations for h < h c . As shown in Fig. 8 , we find that gapless spin waves persist in the presence of the field and disperse quadratically about ±η for h h c . For increasing h we find the spin wave modes eventually become gapped out and the minimum shifts to q = 0.
III. SPIRAL DIMER PHASE
We now come to the dimerized regime of the phase diagram, where the ground state can spontaneously break the translational symmetry in the model. In the interval 1.25π θ ≤ 3π/2 with h = 0 the ground state is spontaneously dimerized (breaking the translational symmetry of the lattice) and gapped. Turning on a weak magnetic field, much smaller then the gap, therefore should not destroy the non-zero dimer order parameter. Near θ = 1.25π this requires an extremely small field since the gap is exponentially small in |θ − 1.25π| (see Refs. 13, 14, 72, and 73). Instead, it couples neighboring valence bonds, introducing significant entanglement in the ground state, and as a result we need a much larger bond dimension than in the SFM phase. It is therefore no longer reasonable to use a small bond dimension like we did above (e.g., M = 50 gives a large truncation error of the order of 10 −4 ). However, we find that M = 200 is sufficient to limit the truncation below a reasonable 10
and keep the computational costs at an acceptable level. We present results accordingly, unless otherwise stated.
Introducing the spiral magnetic field has enlarged the unit cell from one site to 2π/η (in units of the lattice spacing), and we have translational symmetry across these unit cells for θ < 1.25π as we have established in Sec. IIA. In order to study the ground state breaking the translational symmetry of the model, we define the dimer order parameter as
which is non-zero (in the thermodynamic limit) when the translational symmetry of the model is broken. However, it is not a priori obvious whether this order parameter will be skewed by the presence of a spiral magnetic field, which has enlarged the unit cell to 2π/η. Nonetheless, as shown in Fig. 9 (a) , (b), and (c) for fixed L, the dimer order parameter along the chain remains non-zero, and the effect of the magnetic field is to break the symmetry between the x, y, and z components of S(r) α S(r + 1) α . As we increase the field, the dimerization is destroyed and the model eventually enters the SPM phase [see Fig. 9 (d)]. One interesting contrast is that the behavior of this observable in the SFM phase mimics the spin while in the presence of dimerization these two are completely distinct [see Figs. 2, 9 (e), and 10].
As shown in Fig. 10 , despite the non-zero dimerization, the bare spin expectation values still follow the spiral In contrast, for θ < 1.25π (e) is in the SFM phase and (f) is in the SPM phase. We find the effect of the magnetic field in the SD phase is to break the spin symmetry between the x (red), y (blue), and z (black) components of the spin. For large fields in the SPM phase the translational symmetry is restored and the value of θ dictates the sign of the spin product. magnetic field albeit with the broken translational symmetry "imprinted" upon the average spin. As a result, we find
for an amplitude A, dimerization ∆, and S z (r) ≈ 0. Thus the spiral dimer phase (SD) is defined as having In the SD phase we find the dimer order parameter is saturating to a constant for large L and weak h. At large h, D goes to zero at large L, and we take an estimate for transition from the smallest value of h where D still seems to vanish at large L.
a non-zero dimer order parameter and dimerized spiral pattern in the average spin. We now come to the finite size scaling of the dimer order parameter, for system sizes ranging from L = 40 to 120. We find that the dimer order parameter is approaching a non-zero value in the large L limit in the range 1.29π θ ≤ 3π/2 despite the presence of a small spiral magnetic field. As shown in Fig. 11 (a) , for increasing h we find that the dimer order parameter goes to zero, implying a continuous transition out of the dimerized phase into the SPM. Therefore, despite the presence of a non-zero spiral magnetic field, we still find that D distinguishes the dimerized phase from the SFM and SPM phases in the large L (or thermodynamic) limit. However, as seen in Fig. 11 (b) , finite size effects for the the dimer order parameter are not small. As a result D is not particularly suited for a precise extraction of the critical phase boundary with the system sizes at our disposal. Therefore, we resort to an analysis of the dimer-dimer correlation function.
To study the long range dimer order in more depth we compute the dimer-dimer correlation function, defined as
It is helpful to note that in the limit of h = 0 and θ = 1.5π, the result C D (r, 0) ∼ (−1) r c 0 at large r is exact [11] and c 0 can be taken as another order parameter for the dimer phase. As shown in Fig. 12 (a) , we find that for weak magnetic fields, C D (r, L/2) saturates to a constant at large r, whereas at large fields c 0 goes to zero (passing over several orders of magnitude in our DMRG data). To determine the phase boundary separating the SD and SPM phases we compute the dimer-dimer correlation length ξ D from Eq. (17) (replacing C z with C D ). This is shown in Figs. 12 (b) and (c) for various system sizes. We find a crossing of ξ D /L vs h/J for various L. However, in comparison with the quality of the data for ξ z in Fig. 4 , we find that the crossing in ξ D is drifting with L. This implies that there are large finite size corrections at these system sizes, and we cannot provide as precise an estimate of h c . As a result, at these system sizes we cannot accurately compute the critical exponents governing the transition for the SD to SPM quantum phase transition. This is in contrast to the SFM to SPM transition where we can reach much larger system sizes due to the small bond dimension, and thus we can estimate h c and the corresponding critical exponents accurately. Nonetheless, we use this procedure to provide an estimate of the location of the phase boundary separating the SD and SPM phases in the range 1.29 ≤ θ ≤ 3π/2.
IV. PHASE DIAGRAM
We are now in an excellent position to construct the full phase diagram of the model in the h − θ plane, restricted to the FM regime π/2 < θ < 3π/2. As we have established in Sec. II, for 0.5π < θ 1.25π the SFM phase undergoes a second order quantum phase transition into a SPM phase as a function of the strength of the magnetic field. In contrast, for 1.25π θ ≤ 1.5π we find the model is in the SD phase that spontaneously breaks the translational symmetry for weak magnetic fields. Increasing the magnetic field "melts" this dimer order giving rise to a continuous transition into the SPM phase. This results in the phase diagram shown in Fig. 13 , where we have also included the classical SFM phase boundary.
For θ in close proximity to θ = 1.25π the problem is rather delicate. To study the evolution of the θ tuned transition at θ = 1.25π in the presence of a SOC requires a full solution of the model in the three dimensional parameter space of θ − h − η. Here, however, we have fixed η and studied the evolution of the model as a function of h and θ. Coming from the SFM side of the transition (θ < 1.25π), for fixed θ = 1.245π we find the crossing in ξ z /L is sharpening up with increasing L, see Fig. 14 (a) compared with Fig. 4 (a) and (c). Despite this, we expect the SFM to SPM transition remains continuous all the way to θ = 1.25π, where our data is consistent with no SFM all the way down to h = 0.
In the absence of a SOC, it was suspected that there was an intervening nematic phase separating the FM and dimer phases in the range 1.25π < θ < 1.33π (see Refs. 13, 14, 72, 74 , and 75 and many more references therein). It is possible, though not likely, that the spiral magnetic field can help stabilize the possible nematic phase. The nematic phase is expected to have a nonzero quadrupolar moment, which can be captured by the quadrupole correlation function averaged over the solid angle [73] . This is defined as
where T αβ n = {S α n , S β n } is the anticommutator and we take n = L/2. However, the quality of agreement between recent arguments for non-perturbative Berry phase effects and numerical data seem to rule out the nematic phase [72, 73] for h = 0. Instead, the dimer order parameter is exponentially small but non-zero near θ = 1.25π , as a function of h for various systems sizes. We find ξQ is going to zero with L and monotonically decreases with increasing h. Thus, the spiral magnetic field suppresses the quadrupolar correlations.
and the quadrupolar correlation length ζ Q , defined from C Q (r) ∼ exp(−r/ζ Q )/r x , is exponentially large but finite. Therefore, the situation is numerically very delicate already at h = 0 and only very large system sizes [72] can sort out the situation. Since in the presence of SOC the mentioned absence of good quantum numbers prevents us from boosting the simulations to reach such lengths, we have preferred to avoid estimates of the dimer order parameter for 1.25π < θ < 1.29π. Conversely, in this region we have extracted the effective quadrupolar correlation length ξ Q just in a similar fashion as ξ z , by replacing C z in Eq. (17) by C Q defined in Eq. (31) . As shown in Fig. 14 (b) , we find that ξ Q /L decreases with increasing L and h, thus clearly signaling a suppression of the quadrupolar correlations by the spiral magnetic field.
We are now in a position to complete the phase diagram. Since we have established that dimerization is stable in the presence of SOC and the nematic phase is not, we argue that in the regime 1.25π ≤ θ < 1.29π of the phase diagram, the SD phase should be stable for an exponentially small field strength and the phase boundary is beyond the scope of our present numerics. To show this we have placed a schematic red line in the phase diagram.
V. DISCUSSION AND CONCLUSION
We have described the evolution of the ferromagnetic spin-1 bilinear-biquadratic spin chain, an effective description of the Mott insulating phase of a spin-1 BoseHubbard model, in the presence of Raman-induced spinorbit coupling. Our high-precision numerical results, obtained by (essentially exact) density matrix renormalization group calculations, have revealed a rich magnetic phase diagram, with phases that "survive" the application of a spiral magnetic field, and unusual quantum phase transitions to the high-field paramagnetic state. If we work in the co-rotating frame of the Raman field, the spiral magnetic field transforms into translation-invariant spin-anisotropic and antisymmetric Dzyaloshinskii-Moriya interaction terms (see Eq. 15), which have been rarely studied for spin-1 degrees of freedom. Our work in this regard is unique.
Our calculated critical exponents for the spiral ferromagnet to paramagnet quantum phase transition in the spin orbit coupled spin-1 Bose-Hubbard model (ν ≈ 2/3 and γ ≈ 1/2) point to the possible existence of a new universality class in this problem. Our results for the numerical value of the correlation length exponent are consistent with the universality class of classical uniaxial dipolar ferromangets [65] [66] [67] and the XY chiral spin liquid transition in two dimensions [68] but the current numerical accuracy of our calculations does not allow us to disentangle this from the possible three-dimensional Ising and XY universality classes. On physical grounds however, it is most natural to expect that our results are consistent with the chiral spin liquid class as this involves a helical magnetic transition. It will be very interesting to study the dynamical properties of this universality class in more depth to determine the value of the dynamic exponent z. In the absence of a spin orbit coupling the quantum ferromagnet has spin waves dispersing like q 2 and therefore lives in an effective dimension d eff = d + z = 3. However, it is not clear from our study of the static quantum critical properties what the value of z is in the presence of a spin orbit coupling. If this transition is consistent with the chiral class in classical d eff = 2, it would imply that the presence of the spin orbit coupling and the corresponding spiral magnetic field has induced a dimensional reduction (i.e. from 3 to 2 and correspondingly z goes from 2 to 1) at the spiral ferromagnet to paramagnet transition. We expect the universality class we have discovered to be prevalent in spin orbit coupled spinor bosons in one dimension as our results describe a ferromagnet in a spiral magnetic field. Thus we expect that our results will also describe the universality class of spin orbit coupled pseudospin-1/2 bosons in the insulating Mott phase. We expect that other unusual universality classes in spin-1 chains can be realized with the addition of long-range interactions, which can be emulated in trapped ion simulators [76] and polar molecules [77] .
An inherent feature of the spin-1 nature of the model is the existence of the spiral dimer phase, which will not be present in the pseudospin-1/2 Bose Hubbard model (without fine tuning). It is then natural to ask: what is the nature of the spiral dimer to paramagnet quantum phase transition? It is not yet clear whether or not the transition can simply be described by an Ising transition due to the Z 2 dimer order parameter, or if spin-orbit coupling has changed the problem fundamentally as it has for the spiral ferromagnet to paramagnet transition. To address this question, it will be essential to reach large chain lengths and large bond dimensions in the presence of spin orbit coupling. It will be interesting to try and generalize the field theory of the dimer phase [72] to incorporate a spin orbit coupling.
Our results provide guidance for future cold atom experiments to try and probe the exotic magnetic phases and the corresponding phase transitions we have discovered here theoretically. We can place each spin-1 bosonic atom that is readily trapped and cooled on the phase diagram in Fig. 13 for the unit filled Mott lobe. It is possible to study the spiral dimer phase by using 23 Na with θ = 1.26π. Whereas, the spiral ferromagnet is accessible to 7 Li, 41 K, and 87 Rb with θ = 1.15π, 1.242π and 1.249π respectively. It will be very promising to probe the ferromagnetic spiral phase dynamically in experiments by preparing a polarized (i.e. ferromagnetic) initial state, which quenches the spin-entropy. Then adiabatically or diabatically tuning the system into the Mott phase, should allow experiments to probe the physics of the spiral ferromagnetic ground state. We believe that the cold atom realization of the one dimensional bosonic spin system discussed in our work will lead to the observation of several new strongly correlated quantum magnetic phases which do not exist in solid state materials.
