Abstract. We consider semidiscrete approximation schemes for the linear Schrödinger equation and analyze whether the classical dispersive properties of the continuous model hold for these approximations. For the conservative finite difference semidiscretization scheme we show that, as the mesh size tends to zero, the semidiscrete approximate solutions lose the dispersion property. This fact is proved by constructing solutions concentrated at the points of the spectrum where the second order derivatives of the symbol of the discrete Laplacian vanish. Therefore this phenomenon is due to the presence of numerical spurious high frequencies. To recover the dispersive properties of the solutions at the discrete level, we introduce two numerical remedies: Fourier filtering and a two-grid preconditioner. For each of them we prove Strichartz-like estimates and a local space smoothing effect, uniform in the mesh size. The methods we employ are based on classical estimates for oscillatory integrals. These estimates allow us to treat nonlinear problems with L 2 -initial data, without additional regularity hypotheses. We prove the convergence of the two-grid method for nonlinearities that cannot be handled by energy arguments and which, even in the continuous case, require Strichartz estimates.
Introduction. Let us consider the linear (LSE) and the nonlinear (NSE)
Schrödinger
) is solved by u(t, x) = S(t)ϕ(x), where S(t) = e
itΔ is the free Schrödinger operator. The linear semigroup has two important properties. First, we have the conservation of the L 2 -norm
and then a dispersive estimate of the form (
1.4) |u(t, x)| = |S(t)ϕ(x)| ≤
The space-time estimate
due to Strichartz [27] , is deeper. It guarantees that the solutions decay as t becomes large and that they gain some spatial integrability. Inequality (1.5) was generalized by Ginibre and Velo [8] . They proved the mixed space-time estimate, well known as Strichartz's estimate:
for the so-called d/2-admissible pairs (q, r). We recall that the exponent pair (q, r) is α-admissible (cf. [14] ) if 2 ≤ q, r ≤ ∞, (q, r, α) = (2, ∞, 1), and
The Strichartz estimates play an important role in the proof of the well-posedness of the NSE. Typically they are used when the energy methods fail to provide wellposedness results.
The nonlinear problem (1.2) with nonlinearity F (u) = |u| p u, p < 4/d and initial data in L 2 (R d ) was first analyzed by Tsutsumi [30] . The author proved that, in this case, the NSE is globally well posed in
, where (q, r) is a d/2-admissible pair depending on the nonlinearity F .
The Schrödinger equation has another remarkable property guaranteeing the gain of one half space derivative in L 2 x,t (cf. [5] and [15] ):
It has played a crucial role in the study of the NSE with nonlinearities involving derivatives (see [16] ). In particular, it is extremely useful when deriving compactness properties. For other properties on the Schrödinger equation we refer the reader to [3] and [28] . In this paper we analyze whether semidiscrete schemes for the LSE have dispersive properties similar to (1.4), (1.6), and (1.8), uniform with respect to the mesh sizes. The study of these dispersion properties for these approximation schemes is relevant for introducing convergent schemes in the nonlinear context. Indeed, as mentioned above, the proof of the well-posedness of the NSE requires a fine use of the dispersion properties, and, consequently, it seems unlikely that the convergence of the numerical schemes could be proved if these dispersion properties are not verified at the numerical level.
Estimates similar to (1.6) for numerical solutions will allow proving uniform (on the mesh-size parameter) bounds on discrete versions of the space
. On the other hand, estimates similar to (1.8) on discrete solutions will give sufficient conditions to guarantee their compactness and thus the convergence towards the solution of the NSE (1.2).
LIVIU I. IGNAT AND ENRIQUE ZUAZUA
However, as we shall see, standard numerical approximation schemes often fail to satisfy these dispersive estimates, uniformly in the mesh-size parameter, and important work needs to be done to develop numerical schemes that do fulfill these estimates uniformly.
To better illustrate the problems we shall address, let us first consider the conservative semidiscrete numerical scheme (1.9)
Here u h stands for the infinite unknown vector {u h j } j∈Z d , u j (t) being the approximation of the solution at the node x j = jh, and Δ h the classical second order finite difference approximation of Δ:
In the one-dimensional (1-d) case, the lack of uniform dispersive estimates for the solutions of (1.9) has been observed by the authors in [12, 13] . The symbol of the Laplacian, ξ 2 , in the numerical scheme (1.9) is replaced by 4/h 2 sin 2 (ξh/2) for the discrete Laplacian (1.10). The first and second derivatives of the latter vanish at the points ±π/h and ±π/2h of the spectrum. By building wave packets concentrated at the pathological spectral points ±π/2h, it is possible to prove the lack of any uniform estimate of the type (1.4) or (1.6). Similar negative results can be shown to hold concerning (1.8) by building wave packets concentrated at ±π/h. The paper is organized as follows. In section 2 we analyze the conservative approximation scheme (1.9). We extend the 1-d results mentioned above and prove that this scheme does not ensure the gain of any uniform integrability or local smoothing property of the solutions with respect to the initial data. The behavior of the Fourier symbol of the numerical scheme provides a good insight to this pathological behavior. We then propose a Fourier filtering method allowing recovery of both the integrability and the local smoothing properties of the continuous model. The lack of dispersion properties for the linear scheme makes it of little use to approximate nonlinear problems. In fact, in subsection 2.5, by an explicit construction we see that the solutions of a cubic semidiscrete Schrödinger equation do not satisfy the dispersion property of the continuous one, uniformly in the mesh-size parameter.
We then introduce a numerical scheme for which the dispersion estimates are uniform. The proposed scheme involves a two-grid algorithm to precondition the initial data. Based on this numerical scheme for the LSE we build a convergent numerical scheme for the NSE in the class of L 2 (R d )-initial data. Section 3 is dedicated to the analysis of the method based on the two-grid preconditioning of the initial data. We analyze the action of the linear semigroup exp(itΔ h ) on the subspace of l 2 (hZ d ) consisting of the slowly oscillating sequences generated by the two-grid method. Once we obtain Strichartz-like estimates in this subspace we apply them to approximate the NSE. The nonlinear term is approximated in such a way that it belongs to the class of slowly oscillating data which permits the use of the uniform Strichartz estimates.
The results in this paper should be compared to those in [25] .
In that paper the authors analyze the Schrödinger equation on the lattice Z d without analyzing the dependence on the mesh-size parameter h. They obtain Strichartz-like estimates in a class of exponents q and r larger than in the continuous one. But none of these results is uniform when working on the scaled lattice hZ d and letting h → 0 as our results in section 2 show.
In the context of equations on lattices we also mention [6, 19] . In these papers the authors analyze the dynamics of infinite harmonic lattices in the limit of the lattice distance tending to zero.
The analysis in this paper can be adapted to address fully discrete schemes. In [10] necessary and sufficient conditions are given guaranteeing uniform dispersion estimates for fully discrete schemes. The work of Nixon [20] is also worth mentioning. There the 1-d KdV equation is considered and space-time estimates are proved for the implicit Euler scheme.
A conservative scheme.
In this section we analyze the conservative scheme (1.9). This scheme satisfies the classical properties of consistency and stability which imply L 2 -convergence. We construct pathological explicit solutions for (1.9) for which neither (1.6) nor (1.8) holds uniformly with respect to the mesh-size parameter h.
In our analysis we make use of the semidiscrete Fourier transform (SDFT) (we refer the reader to [29] for the main properties of the SDFT). For any v h ∈ l 2 (hZ d ) we define its SDFT at the scale h by
We will use the notation A B to report the inequality A ≤ constant × B, where the multiplicative constant is independent of h. The statement A B is equivalent to A B and B A.
Taking the SDFT in (1.9) we obtain that u h (t) = S h (t)ϕ h which is the solution of (1.9) satisfies
where the function
Solving the ODE (2.12) we obtain that the Fourier transform of u h is given by (2.14)
Observe that the new symbol p h (ξ) is different from the continuous one, |ξ| 2 . In the 1-d case (see Figure 1 ), the symbol p h (ξ) changes convexity at the points ξ = ±π/2h and has critical points also at ξ = ±π/h, two properties that the continuous symbol does not have. Using that
in [13] (see also [25] for h = 1) it has been proved that Note that estimate (2.15) blows up as h → 0. Therefore it does not yield uniform Strichartz estimates. Figure 2 shows that (2.15) could not be improved for large time t. In fact when h = 1 and ϕ 1 = δ 0 (δ 0 is the discrete Dirac function, where (δ 0 ) 0 is one and zero otherwise) the solution u 1 (t) behaves as t −1/3 for large time t instead of t −1/2 in the case of the LSE.
In dimension d, similar results can be obtained in terms of the number of nonvanishing principal curvatures of the symbol and its gradient. Observe that, at the points ξ = (±π/2h, . . . , ±π/2h), all the eigenvalues of the Hessian matrix H p h = (∂ ij p h ) ij vanish. Moreover, if k-components of the vector ξ coincide with ±π/2h, the rank of H p h at this point is d − k instead of d, as in the continuous case. This will imply that the solutions of (1.9), concentrated at these points of the spectrum, will behave as
This shows that there are no uniform estimates similar to (1.4) or (1.6) at the discrete level. But these inequalities are necessary to prove the uniform boundedness of the semidiscrete solutions in the nonlinear setting.
On the other hand, at the points ξ = (±π/h, . . . , ±π/h), the gradient of the symbol p h (ξ) vanishes. As we will see, these pathologies affect the dispersive properties of the semidiscrete scheme (1.9) and its solutions do not fulfill the regularizing property (1.8), uniformly in h > 0, which is needed to guarantee the compactness of the semidiscrete solutions. This constitutes an obstacle when passing to the limit as h → 0 in the nonlinear semidiscrete models.
This section is organized as follows. 
Observe that at the above points the rank of the Hessian matrix H p h is at most d − 1. Remark 2.2. Let P h be an interpolator, piecewise constant or linear. In view of Theorem 2.1, for any fixed T > 0, the uniform boundedness principle guarantees the existence of a function ϕ ∈ L 2 (R d ) and a sequence ϕ h such that
Proof of Theorem 2.1. First, observe that it is sufficient to deal with the 1-d case. Indeed, for any sequence {ψ
, where j = (j 1 , j 2 , . . . , j d ). We are thus considering discrete functions in separated variables. Then, for any t the following holds:
where S 1,h (t) is the linear semigroup generated by (1.9) in the 1-d case. Thus it is obvious that (2.16) and (2.17) hold in dimension d ≥ 2, once we prove them in the 1-d case d = 1.
In the following we will consider the 1-d case d = 1 and prove (2.16), the other estimate (2.17) being similar. Using the properties of the SDFT it is easy to see that
Let us introduce the operator S 1 (t) defined by
which is the extension of the semigroup generated by (1.9) for h = 1 to all x ∈ R. We point out that for any sequence {ϕ
, which is defined for all x ∈ R, is in fact the band-limited interpolator of the semidiscrete function S 1 (t)ϕ 1 . The results of Magyar, Stein, and Wainger [18] (see also Plancherel and Pólya [21] ) on band-limited functions show that the following inequalities hold for any q ≥ 1 and for all continuous functions ϕ supported in [−π, π]:
Thus for any q > q 0 ≥ 1 the following holds for all functions ϕ 1 whose Fourier transform is supported in [−π, π]:
In view of this property it is sufficient to deal with the operator S 1 (t).
Denoting τ = T /h 2 , by (2.19) the proof of (2.16) is reduced to the proof of the following fact about the new operator S 1 (t):
The following lemma is the key point in the proof of the last estimate. Lemma 2.1. There exists a positive constant c such that for all τ sufficiently large, there exists a function
for all p ≥ 1 and
for all |t| ≤ cτ and |x − tp 1 (π/2)| ≤ cτ 1/3 . Remark 2.3. Lemma 2.1 shows a lack of dispersion in the semidiscrete setting when compared with the continuous one. In the latter, for any initial data ϕ τ such that ϕ τ L 1 (R) τ 1/3 , the solution S(t)ϕ τ of the LSE satisfies
for all t τ , which is incompatible with (2.23).
The proof of Lemma 2.1 will be given later. Assuming for the moment that Lemma 2.1 holds, we now prove (2.22). In view of Lemma 2.1, given q > q 0 ≥ 1, for sufficiently large τ the following holds:
Thus (2.22) holds and the proof is done.
Proof of Lemma 2.1. The techniques used below are similar to those used in [7] to get lower bounds on oscillatory integrals.
We define the relevant initial data through its Fourier transform. Let us first fix a positive function ϕ supported on (−1, 1) such that
We define ϕ τ as the inverse Fourier transform of ϕ τ . Observe that ϕ τ is supported
for any p ≥ 1. The mean value theorem applied to the integral occurring in the right-hand side of (2.20) shows that
Using that the second derivative of p 1 vanishes at ξ = π/2 we obtain the existence of a positive constant c 1 such that
In particular for all
] the following holds:
Thus there exists a (small enough) positive constant c such that for all x and t
In view of (2.24) this yields (2.23) and finishes the proof.
Lack of uniform local smoothing effect.
In order to analyze the local smoothing effect at the discrete level we introduce the discrete fractional derivatives on the lattice hZ d . We define, for any s ≥ 0, the fractional derivative (
where p h (·) is as in (2.13) and F h (u h ) is the SDFT of the sequence {u
Concerning the local smoothing effect we have the following result. Theorem 2.2. Let T > 0 and s > 0. Then
Remark 2.4. The same result holds if we take the supremum in (2.26) and (2.27) over the set of functions ϕ h ∈ l 2 (hZ d ) such that the support of ϕ h contains at least one of the points of the set
Observe that at the above points the gradient of p h vanishes.
In contrast with the proof of Theorem 2.1 we cannot reduce it to the 1-d case. This is due to the extra factor p s/2 h (ξ) which does not allow us to use separation of variables. The proof consists in reducing (2.26) and (2.27) to the case h = 1 and then using the following lemma. 
for all |t| ≤ cτ 2 , |j| ≤ cτ . We postpone the proof of Lemma 2.2 and proceed with the proof of Theorem 2.2. Proof of Theorem 2.2. We prove (2.26), the other estimate (2.27) being similar. As in the previous section we reduce the proof to the case h = 1. By the definition of
where
.
With c and ϕ τ given by Lemma 2.2 and τ such that cτ
This finishes the proof. Proof of Lemma 2.2. We choose a positive function ϕ supported in the unit ball
, it has mass one, and ϕ
. Applying the mean value theorem to the oscillatory integral occurring in the definition of (−Δ 1 ) s/2 S 1 (t)ϕ 1 τ and using that p 1 (ξ) behaves as a positive constant in the support of ϕ 1 τ we obtain that for some positive constant c 0
Using that ∇p 1 vanishes at ξ = π d we obtain the existence of a positive constant c 1 such that
Then there exists a positive constant c such that for all j and t satisfying |j| ≤ cτ and t ≤ cτ 2 the following holds:
Thus for all t and j as above (2.29) holds. This finishes the proof.
Filtering of the initial data.
As we have seen in the previous section the conservative scheme (1.9) does not reproduce the dispersive properties of the continuous LSE. In this section we prove that a suitable filtering of the initial data in the Fourier space provides uniform dispersive properties and a local smoothing effect. The key point to recover the decay rates (1.4) at the discrete level is to choose initial data with their SDFT supported away from the pathological points M h 1 in (2.18). Similarly, the local smoothing property holds uniformly on h if the SDFT of the initial data is supported away from the points M h 2 in (2.28). For any positive < π/2 we define Ω h , the set of all the points in the cube
d whose distance is at least /h from the set in which some of the second order derivatives of p h (ξ) vanish:
Let us define the class of functions
We can view this subspace of initial data as a subclass of filtered data in the sense that the Fourier components corresponding to ξ such that |ξ i ± π/2h| ≤ /h have been cut off or filtered out. The following theorem shows that for initial data in this class the semigroup S h (t) has the same long time behavior as the continuous one, independently of h in what concerns the l
, uniformly on h > 0. Proof. A scaling argument reduces the proof to the case h = 1. For any ϕ
the solution of (1.9) is given by
As a consequence of Young's inequality it remains to prove that 
Observe that on Ω h ,d the symbol p h (ξ) has no critical points other than ξ = 0. A similar argument as in [15] 
, uniformly on h > 0. To prove this result we make use of the following theorem. 
Then for any R > 0
where c is independent of R and N and f . Remark 2.5. The result remains true for domains O where |∇ψ| has zeros, provided that the right-hand side of (2.35) is finite.
Proof of Theorem 2.4. Observe that for any
we have
Applying Theorem 2.5 with O
, and a ≡ 1 and using that
This finishes the proof. 
Strichartz
and the decay estimate
for any σ-admissible pairs (q, r) and (q,r). Remark 2.6. With the same arguments as in [14] , the following also holds for all (q, r) and (q,r), σ-admissible pairs:
In the case of the Schrödinger semigroup, S(t − s) = S(t)S(s)
* , so (2.40) and (2.39) coincide. However, in our applications we will often deal with operators that do not satisfy
We apply the above theorem to U (t), with X = Z d , dx being the counting measure, and H = l 2 (Z d ). In this way we obtain Strichartz estimates for the semigroup S 1 (t) when acting on I 1 ,d , i.e., when h = 1. Then, by scaling, we obtain the following result in the class of filtered initial data. 
holds for all functions ϕ h ∈ I 
holds for all functions
for a.e. t ∈ R and for all h > 0.
On the cubic NSE.
In the previous sections we have seen that the linear semidiscrete scheme (1.9) does not satisfy uniform (with respect to h) dispersive estimates. Accordingly we cannot use it to get numerical approximations for the NSE with uniform bounds on spaces of the form L q ((0, T ), l r (hZ d )). However, one could agree that, even if a perturbation argument based on the variation of constants formula and the dispersive properties of the linear scheme does not provide uniform bounds for the nonlinear problem, these estimates could still be true.
In this section we give an explicit example showing that a numerical scheme for the cubic NSE based on the conservative scheme (1.9) does not satisfy uniform bounds in
. This shows that the conservative scheme (1.9) can be used neither for the LSE nor for the NSE within the L q ((0, T ), l r (hZ d ))-setting. We consider an approximation scheme to the 1-d NSE with nonlinearity 2|u| 2 u:
In what follows we shall refer to it as the Ablowitz-Ladik approximation [1] for the NSE.
As we shall see, this scheme possesses explicit solutions which blow up in any L q loc (R, l r (hZ))-norm with r > 2 and q ≥ 1. We point out that this is compatible with the L 2 -convergence of the numerical scheme (2.43) for smooth initial data [1, 2] . Let us consider ϕ ∈ L 2 (R) as initial data for (1.2) with F (u) = 2u|u| 2 . As initial condition for (2.43) we take u h (0) = ϕ h , ϕ h being an approximation of ϕ. Let us assume the existence of a positive T such that for any h > 0, there exists
2 (hZ)) does not suffice to prove its convergence to the solution of (1.2). One needs to analyze whether the solutions of (2.43) are uniformly bounded, with respect to h, in one of the auxiliary spaces L q loc (R, l r (hZ)), a property that will guarantee that any possible limit point of
We are going to show that these uniform estimates do not hold in general.
To do that we look for explicit travelling wave solutions of (2.43). By scaling, the problem can be reduced to the case h = 1. Indeed, u h is a solution of (2.43) if the scaled function
solves (2.43) for h = 1. In this case, h = 1, there are explicit solutions of (2.43) of the form 
Observe that, for any t > 0, the l r (Z)-norm behaves as a constant:
Thus, for all T > 0 and h > 0 the solution u 1 satisfies
Consequently for any r > 2 the solution u h on the lattice hZ satisfies
This example shows that, in order to deal with the nonlinear problem, the linear approximation scheme needs to be modified. In the following section we present a method that preserves the dispersion properties and that can be used successfully at the nonlinear level.
A two-grid algorithm.
In this section we present a conservative scheme that preserves the dispersive properties we discuss in the previous sections. In fact, the scheme we shall consider is the standard one (1.9). But, this time, in order to avoid the lack of dispersive properties associated with the high frequency components, the scheme (1.9) will be restricted to the class of filtered data obtained by a two-grid algorithm. The advantage of this filtering method with respect to the Fourier one is that the filtering can be realized in the physical space.
The method, inspired by [9] , that extends to several space variables the one introduced in [11] , is roughly as follows. We consider two meshes: the coarse one of size 4h, 4hZ d , and the finer one, the computational one hZ d , of size h > 0. The method relies basically on solving the finite difference semidiscretization (1.9) on the fine mesh hZ d , but only for slowly oscillating data, interpolated from the coarse grid 4hZ
d . As we shall see, the 1/4 ratio between the two meshes is important to guarantee the convergence of the method. This particular structure of the data cancels the two pathologies of the discrete symbol mentioned in section 2. Indeed, a careful Fourier analysis of those initial data shows that their discrete Fourier transform vanishes quadratically in each variable at the points ξ = (±π/2h) d and ξ = (±π/h) d . As we shall see, this suffices to recover at the discrete level the dispersive properties of the continuous model.
Once the discrete version of the dispersive properties has been proved, we explain how this method can be applied to a semidiscretization of the NSE with nonlinearity f (u) = |u| p u. To do this, the nonlinearity has to be approximated in such a way that the approximate discrete nonlinearities belong to the subspace of filtered data as well. Let us consider the piecewise and continuous interpolator P 1 1 acting on the coarse grid 4Z
d . We define the extension operator Π : Figure 3) by
We then define the space of the slowly oscillating sequences, Π(4hZ d ), as the image of the operator Π acting on functions defined on 4hZ
d . We will also make use of 
As we will see, S h (t) has appropriate decay properties when it acts on the subspace Π(4hZ d ), uniformly on h > 0. The main results concerning the gain of integrability are given in the following theorem. 
for all f 4h ∈ Lq (R, lr (4hZ d )) and h > 0. Remark 3.1. In the particular case p = ∞, estimate (3.47) shows that the solution of (1.9) with initial data in Π(4hZ d ) decays as t −d/2 when t becomes large which agrees with the LSE. This can be seen in Figure 4 , where the initial data has been chosen as Πδ 0 (δ 0 being the discrete Dirac function defined on the coarse grid 4hZ). The solution behaves as t −1/2 in contrast with the case presented in section 2, Figure 2 , where the initial data was δ 0 (the discrete Dirac function defined on the fine grid hZ) and the decay was as t −1/3 . The following lemma gives a Fourier characterization of the data that are obtained by this two-grid algorithm involving the meshes 4hZ d and hZ d . Its proof uses only the definition of the discrete Fourier transform and we omit it.
where (Πψ In this case, as we proved in section 2, the Strichartz estimates would fail to be uniform on h. Thus we rather choose 1/4 as the ratio between the grids for the two-grid algorithm. We also point out that 4 is the smallest quotient of the grids for which the decay
holds uniformly in the mesh parameter.
Proof of Theorem 3.1. Let us define the weighted operators
We will prove that for any β ≥ 1/4, A h β (t) satisfies the hypotheses of Theorem 2.6. Then, according to Lemma 3.1, observing that S h (t) Πϕ
, we obtain (3.48), (3.49), and (3.50).
It is easy to see that
According to this, it remains to prove that for any β ≥ 1/4 and t = s the following holds:
A scaling argument reduces the proof to the case h = 1. We claim that (3.53) holds once
is satisfied for all γ ≥ 1/2. Indeed, using that the operator A
for all t = s and
In the following we prove (3.54). We write
By Young's inequality it is sufficient to prove that for any γ ≥ 1/2 and t = 0 the following holds:
We observe that K t d,γ can be written by separation of variables as
It remains to prove that (3.55) holds in one space dimension. We make use of the following lemma. 
holds for all real numbers x and t. Applying the above lemma with
, we obtain (3.55) for d = 1, which finishes the proof.
A conservative approximation of the NSE.
We now build a convergent numerical scheme for the semilinear NSE equation in R d :
Our analysis applies for the nonlinearity f (u) = −|u| p u as well. In fact, the key point for the proof of the global existence of the solutions is that the L 2 -scalar product (f (u), u) is a real number. All the results extend to more general nonlinearities f (u) satisfying this condition under natural growth assumptions for L 2 -solutions (see [3, Chap. 4.6 
, p. 109]).
The first existence and uniqueness result for (3.56) with
norm conservation property and depends continuously on the initial condition in
The proof uses standard arguments, the key ingredient being to work in the space
. This can only be done using Strichartz estimates. Local existence is proved by applying a fixed point argument to the integral formulation of (3.56) in that space. Global existence holds because of the L 2 (R d )-conservation property which excludes finite-time blow-up.
In order to introduce a numerical approximation of (3.56) it is convenient to give the definition of the weak solution of (3.56).
Definition 3.1. We say that u is a weak solution of (3.56) if the following hold:
(ii) u(0) = ϕ a.e. and (3.57)
, where p and q are as in the statement of Theorem 3.2. In this section we consider the following numerical approximation scheme for (3.56):
with f (u) = |u| p u. In order to prove the global existence of solutions of (3.58), we will need to guarantee the conservation of the l 2 (hZ d )-norm of solutions, a property that the solutions of the NSE satisfy. The choice Πf ( Π * u h ) as an approximation of the nonlinear term f (u) is motivated by the fact that
that, as mentioned above, guarantees the conservation of the l 2 (hZ d )-norm. The following holds. Theorem 3.3. Let p ∈ (0, 4/d) and q = 4(p + 2)/dp. Then for all h > 0 and for every
and for all finite interval I
where the above constants are independent of h. Proof of Theorem 3.3. The local existence and uniqueness can be proved, as in the continuous case, by a combination of the Strichartz-like estimates in Theorem 3.1 and of a fixed point argument in the space
, T being chosen small enough, depending on the initial data, but independent of h. Identity (3.59) guarantees the conservation of the l 2 -norm of the solutions, and, consequently, the lack of blow-up and the global existence of the solutions.
Convergence of the method.
In what follows we use the piecewise con-
for the PDE, we choose the approximating discrete data (ϕ 
where u is the unique solution of the NSE.
First, we sketch the main ideas of the proof. The main difficulty in the proof of Theorem 3.4 is the strong convergence
which is needed to pass to the limit in the nonlinear term. Once it is obtained, the second convergence in (3.63) easily follows. Another technical difficulty comes from the fact that the interpolator P h 0 is not compactly supported in the Fourier space. Thus we instead consider the band-limited interpolator P h * introduced in (2.34) and prove the compactness for P 
Step 2. Regularity of the inhomogeneous term. In the following we prove (3.66). This estimate will be reduced to the homogeneous one (3.65) by using the argument of Christ and Kiselev [4] (see also [24] in the context of the PDE). A simplified version, useful in PDE applications, is given in [24] .
Lemma 3.
Let X and Y be Banach spaces and assume that K(t, s) is a continuous function taking its values in B(X, Y ), the space of bounded linear mappings from
Without loss of generality we can consider I = [0, T ]. In view of the above lemma it is sufficient to prove that the operator
We write T f
provided that all the above integrals are finite. Explicit computations on T 1 f 4h show that
where the operator A h 3/2 is defined in (3.52). Applying Theorem 2.6 to the operator A h 3/2 we obtain, by estimate (2.38), that
The proof is now complete. Proof of Theorem 3.4. Using (3.60) we obtain that
and, up to a subsequence,
). In the following we prove the strong convergence of
. Second, we prove the compactness of P h * u h . Finally, we obtain that 
Applying Lemma 3.3 with s = 1 we obtain, for any
. Using Lemma 3.3 with s = 1/2 we obtain that for any smooth function χ, P
We can also prove the following uniform boundedness property of its time derivative: 
All the above weak convergences of P h 0 u h and (3.68) show that u satisfies (3.57). It remains to prove that u ∈ C(R, L 2 (R d )) and u(0) = ϕ. To prove that u ∈ C(R, L 2 (R d )) we show its continuity at t = 0; the same argument works at any time t.
For any positive 0 ≤ t ≤ T < 1, the Strichartz estimates in Theorem 3.1 and the Hölder inequality in time variable applied to the variation of constants formula give us
Using that
This proves that the solution u obtained as the limit of
The uniqueness of the limit, a solution of the NSE (3.56), allows us to deduce that the whole sequence P h 0 u h converges without extracting subsequences. The proof of Theorem 3.4 is now complete. 
where u is the unique weak solution of the critical NSE with p = 4/d. In contrast with the viscous numerical scheme introduced in [12] this time we do not need to modify the exponent 4/d of the nonlinearity in the numerical scheme. In the present case, the class of Strichartz estimates for the linear semidiscrete semigroup hold for d/2-admissible pairs and not for the some α-admissible pairs, α > d/2. This allows us to use, for the numerical scheme based on the two-grid method, exactly the same nonlinearity as that given by the nonlinear problem after adapting it by means of extension and restriction operators Π and Π * as in (3.58). We have analyzed here the case of small L 2 -initial data. In the continuous case, the global well-posedness can be proved under a more general assumption: 
