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In this paper we expand the product of n different classical theta functions into 
a Laurent sum of Schur symmetric functions of their arguments. This expansion is 
a natural extension of the Jacobi triple product identity. We derive our result from 
a q-binomial theorem for I. G. Macdonald’s (Schur function) multiple basic hyper- 
geometric series of matrix argument. 0 1991 Academx Press. Inc. 
1. INTRODUCTION 
In this paper we extend the Jacobi triple product identity [1, 4, 9, 15, 
311 by expanding the product of n different classical theta functions into a 
Laurent sum of Schur symmetric functions 112, 16, 19, 21, 27-29, 321 of 
their arguments. We obtain this expansion by bilateralizing our q-binomial 
theorem for Macdonald’s [24] (Schur function) multiple basic hyper- 
geometric series of matrix argument. 
Recall the classical q-binomial theorem [ 1, 4, 9, 311 given by 
THEOREM 1.1 (Classical q-Binomial Theorem). If 141 < 1, ItJ < 1, then 
1 + f @ntn- (at), 
n=, (Y)n (t)m ’ 
(1.2) 
where (A), and (A), are defined by 
(A),=(l-A)(l-Aq)...(l-Aq”-I), 
and 
(1.3a) 
(A), 7 lilimm(A)n = fi (1 - Aq’). 
r=O 
(1.3b) 
Note that we may define (A), for all real numbers n by 
(A),= (~LI(4ao. (1.4a) 
* Partially supported by joint NSF/NSA Grant DMS-8904455. Current address: 
Department of Mathematics, The Ohio State University, Columbus, Ohio 43210-l 174. 
446 
0022-247X/91 $3.00 
Copyright 0 1991 by Academic Press. Inc. 
All rights of reproduction m any form reserved. 
SCHURFUNCTIONS 447 
In particular, 
(A)0 = 1. (1.4b) 
Theorem 1.1 is originally due to Cauchy [6] in 1843. Now, in [7] 
Cauchy utilized Theorem 1.1 to give a simple, elegant proof of the 
fundamental Jacobi triple product identity [ 1, 4, 9, 15, 311 given by 
THEOREM 1.5 (Jacobi). Zf z # 0, (qj < 1, then 
+r 
c ’ (n2in)i2= fi (1 +zq”+‘)(l +z ‘q”)(l -q”“) zq (1.6a) ,, = ?I II=0 
= (-?I), (-z-‘L (4)x. (1.6b) 
Important applications of Theorem 1.5 to q-series, elliptic functions, and 
the theory of partitions are described in the books of Andrews [ 13, Gasper 
and Rahman [9], and Hardy and Wright [ 13 3. 
To obtain Theorem 1.5 from Theorem 1.1 Cauchy first observed, after a 
fair amount of algebra, that the a = q --2N, t = -zql + N case of ( 1.2) could 
be written as 
% ziq(12 + r)P .
i= -N 
(q)N~.~;;),+i=,~, (1 +W(l +z-‘4 -1). (1.7) 
I 
By Tannery’s Theorem for sums [S, pp. 1361381 the limit as N -+ co of 
(1.7) converges to an identity clearly equivalent to (1.6). 
Let si,(zI, . .. z,) be a Schur function of the variables {z,, . . . ~~1 
corresponding to the partition ,? = (1,) . . A,,), with 1-r 2 i, >/ . > A,,> 0. 
The main purpose of this paper is to prove the triple product identity for 
Schur functions given by 
THEOREM 1.8. Let zlz2 s..z,#O, Iq/<l, and sp(zl,...,z,) he a Schur 
function of z,, . . . z,. We then have 
fi (-ziq)xt-zi' 
;= I 
(1.9a) 
.exp[(l:“)+ . . . +(l:“n)j} (1.9b) 
.  @I 
.  .  .  Z,)A” .q 
(11-i . n , . . . ,  An-l -i.,,O)(zl~ ...T zn). 
(1.9c) 
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Note that (1.9b-1.9c) provides an example of a Schur function 
generalization of Laurent series. 
Motivated by the derivation of (1.6) from (1.2), as well as the refinement 
of this analysis in [25], we deduce Theorem 1.8 from the q-binomial 
theorem for Schur functions in 
THEOREM 1.10. Zf 1q( < 1 and [xi1 < 1, then 
fi (uxi)u3 = 1 (aIn ?P) s (x1 
j=l txi)m i,l(i)sn HA(q) ’ 
> . . . . 
x ) 
n 9 (1.11) 
where (a),, n(A), So, H,(q), and 1(A) are defined in Section 2. 
Theorem 1.10 is a q-analog of the well-known identity in the theory of 
symmetric functions appearing in [ 18, Sect. 7.2; 21, p. 36, Ex. 1; 33, 
Sect. 2.2, part (e)]. Macdonald has independently discovered the new 
q-binomial theorem in (1.11). 
Our proof of Theorem 1.10 in Section 3 relies on the Cauchy formula for 
Hall-Littlewood symmetric functions in [21, p. 117, Eq. (4.7)]. 
In Section 4 we bilateralize Theorem 1.10 to obtain Theorem 1.8. 
In Section 2 we survey several results involving Schur functions that are 
needed in the rest of the paper. 
Theorems 1.8 and 1.10 are special limiting cases of our 1Ic/1 summation 
theorem for Schur functions in [26]. The proof of the new i+r summation 
in [26] provides a q-analog of much of the work in [20,30]. The summa- 
tion theorems and transformations in this paper and [26] continue the 
study of special functions of matrix argument in 13, 10, 11, 14, 17, 20, 23, 
24, 303. 
2. BACKGROUND INFORMATION 
We start by reviewing several basic facts about the symmetric functions 
known as Schur functions. 
Let A= (A,, A.,, .. . . A,, . ..) be a partition, i.e., a (finite or infinite) sequence 
of nonnegative integers in decreasing order, A1 > A2 > . . . 2 A,. . ., such that 
only finitely many of the li are nonzero. The number of nonzero Ai, 
denoted by Z(A), is called the Zength of 1. If C lli = n, then il is called a 
partition of weight n, denoted (AI = n, and we write 16 n. The conjugate 
partition to 1 is denoted by A’, where 
A’ = (2;) n;, . ..) #I;,,)), (2-l) 
and Ai is the number of parts Aj in 1 that are 2 i. For example, (5,2, 1) is 
the conjugate partition of (3, 2, 1, 1, 1). 
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Two useful statistics a sociated with partitions are 
n(A)= C (i-1)2; (2.2) 
i2l 
and 
n(l’)= 1 “2’ .
i2 I (“1 
(2.3 ) 
Given a partition A = (A,, . . . . A,) of length dn, the Schur functions si. are 
defined by 
SI.(Zl 9 . . . . z,) = 
det(z?+” j), Gi,,Gn 
Wz~-i),si.,i,z 
(2.4) 
The determinant in the numerator of (2.4) is divisible in Z[z,, . . . z,] by 
each of the differences (zi - zj), 1 < i < j 6 n, and hence by their product, 
which is the Vandermonde determinant 
n (~~-z~)=det(z:~‘),.;,,~“~d,(z,, . . . z,)=d,(z). (2.5) 
l<r-c,<n 
Thus, the quotient in (2.4) is a symmetric polynomial in z, , . . . z, with coef- 
ficients in z. For example, So,,) = h, and scl.) = e,, are, respectively, the nth 
homogeneous and elementary symmetric functions of zl, . . . z,, 
Schur functions (also denoted S-functions) were first considered by 
Jacobi [16] just as in (2.4). Their relevance to the representation theory of 
the symmetric groups and the general linear groups was discovered much 
later by Schur [28]. The name S-function (or Schur function) is due to 
Littlewood and Richardson [19]. A modern treatment of S-functions, 
including the combinatorial definition, can be found in [ 12, 19, 21, 27, 
29, 321. 
We will need the explicit formulas for the specialized Schur functions 
s,(L q, ..., q”-1) and s,(l, 4, q2, . ..h (2.6) 
which appears in [18, 21, 321. Consider the Ferrers diagram of 1 in which 
the rows and columns are arranged as in a matrix, with the ith row con- 
sisting of Ai cells. For a given cell x = (i, j) E iV we define the hook length 
h(x) and content c(x) as 
h(x)=h(i,j)=(lj-i)+(i.:-j)+ 1, 
where 1’ is the partition conjugate to A, and 
(2.7 ) 
c(x)=j-i. (2.8) 
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Note that h(x) is the number of cells to the right, on, or below the cell in 
the (i, j) position, and c(x) measures how far the cell (i, j) is from the main 
diagonal. 
The hook polynomial HA(q) is given by 
H,(q) = n (1 -P”‘) x E A 
Given (2.2) and (2.7)-(2.9) we have 
s,(l, q, . ..) qn-l)=qn(@. n 
(1 -qn+4X)) 
XG* (1 -q4h’x’) ’ 
and 
sl( 1, q, q2, . .) = qn(l) . H,(q) - ‘. 
We also need the notation 
(a)n = ij (@Pi),, 
i=l 
= n (1 - uq”Y’). 
(2.10) 
(2.11) 
(2.12a) 
(2.12b) 
3. PROOF OF THEOREM 1.10 
Our proof of Theorem 1.10 depends upon the Cauchy formula for Hall- 
Littlewood symmetric functions in [21, p. 117, Eq. (4.7)]. That is, if (x) 
and (u) denote the sets of variables 
we utilize 
lx) = (Xl, x2, . ..I and LY)= h Y27 . ..>Y (3.1) 
i,cl (l-zxiyj)l(l--i~j)=CSI(X)S~(y;t), 
(3.2) 
A 
where So is a Schur function and 
(3.3) 
SCHURFUNCTIONS 451 
with q,(y; t) determined by 
(3.4) 
Consider the specialization of (3.2) in which xi = 0, if i > n; J~J = q’ ‘, if 
j > 1 and t = a. We immediately obtain 
fi'"ii,= 
C 
i=l txi)r i.,l(i)<n 
sj.(xI 9 .'.T xpt) Sj.( l3 49 q22 ...; a). (3.5) 
Now, by (3.3)-(3.4) and the b = a and a = 1 case of [21, p. 28, Ex. 3) we 
have 
S,( 1, q, q2, . . . . a) = qnti) n 
(1 -aq”‘“‘) 
.rEj. (1 -P’) . 
(3.6) 
Substituting (3.6) into (3.5), and recalling (2.9) and (2.14), the proof of 
Theorem 1.10 is complete. Q.E.D. 
We conclude this section with some elegant, quick consequences of 
Theorem 1.10. 
We first have 
COROLLARY 3.7. Let n B 1 and m 2 0. Then 
.s,(l,q, .. . . q”-~‘). (3.8) 
Proof: Replacing xi by txi in (l.ll), recalling the homogeneity of sj,(x), 
then specializing q and xi to be q” and qip I, respectively, and finally 
equating coefficients of t”‘, we find that 
by (1.2). 
(3.9a) 
(3.9b) 
(a), =- 
(4)m’ 
(3.9c) 
Q.E.D. 
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Next, letting n + co in (1.11) yields 
COROLLARY 3.10. Zf (ql< 1 and [xi/ < 1, then 
m (axJo 
i!Il fxi)rW 
= c (a)2 . q”(l) sI(xI 
L H,(q) ’ ’ -). 
x* (3.11) 
In exactly the same way that Theorem 1.1 implies the pair of Euler iden- 
tities in [l, p. 19, Eqs. (2.2.5t(2.2.6)] it follows that Corollary 3.10 leads to 
the identities in [21, p. 36-37, Ex. 21 given by 
COROLLARY 3.12. Zf 14) < 1 and lxil < 1, then 
fi (Xi),I=&!T 
1 H,(q) 
S&l 9 x2, . ..) 
i= 1 
and 
iy (-xi)m =pY 
1 H,(q) 
SI(X1, x2, .-). 
i=l 
(3.13) 
(3.14) 
Proof Equation (3.13) is clearly the a = 0 case of (3.11). 
Replacing a and xi by a/b and bxi, respectively, in (3.11) and then 
applying the homogeneity of sI(x), we find that 
’ 
n(l) 
. n (b - aq”“‘) xcl (1 -qh’“‘) SAXI, x27 -1. (3.15) 
Setting b = 0 and a = - 1 in (3.15) and then utilizing 
-z, c(x)= n(l’) -n(A) 
from [21, p. 10, Ex. 31 we obtain (3.14). 
(3.16) 
Q.E.D. 
4. PROOF OF THEOREM 1.8 
The main part of the proof of Theorem 1.8 is establishing the Schur 
function generalization of (1.7) in 
LEMMA 4.1. Let 0 < 191 < 1 and N be any nonnegative integer. We then 
have 
SCHUR FUNCTIONS 
where i, - ,I, denotes the partition (A, - A,, . . . . I>,, - 2,). 
Proof: We begin with the 
a=qp2N 
Xi = -z,q’ + N, for ididn, 
case of Theorem 1.10. It is not hard to see that we obtain 
,fJ, (-z,q’-N)2N 
c 
(q ~JV)~ . qn(j.) = Hi(q) SA( 3-ziq’+N, ) 2lvaJ.,t ... >A,>0 
c 
(q-2N)%+N.q 
n(i+ N) 
Z.2 s;.+!vY( , -z,q’+N, 1, 
S:N>il>. ai,> -N HA+dq) 
where A + A denotes the partition 
A + A = (lb, + A, . . . 1, + A), 
453 
(4.2a) 
(4.2b) 
(4.3a) 
(4.3b) 
(4.6) 
(4.7) 
for any constant A. 
Recalling the definition of sA(x) in (2.4), it is clear by factoring -4’ + N 
out of each column that 
sj,+N( 3 -Zjq'tN, 
)=(-l)li.+Nl q(l+NHj.+NI 
‘Si.+N ( > zi, ). (4.8) 
Factoring z!~+‘,) out of the ith row in the numerator determinant for 
si+ N ( 9 zi, i it follows that 
s;.+N ( ,Zi, )=(Z,..‘Z,)(N+~n)‘Sj 2,( ,-‘1. ). (4.9) 
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Substituting (4.8) and (4.9) into (4.6) yields 
; (21 . . .z,) 
(N+&) (_ 1)’ 1+NI (I+N)IA+NI q 
.4 
n(l+ N) 
‘(q-2N)~+N’Hi.+N(q)-1.S1~1,( Tzi, 1. 
(4.10a) 
(4.10b) 
After some routine simplifications it is not difficult to prove the following 
relations: 
(-zq1-N)2N= {(-Zq)N(-z-‘)N). {zN.4 -N(N- 1112 > (4.11) 
ifJl (-ziq’-N)*N= (zl ‘~.Z,)fy”(~)~ $, (-ziq)N t-Z; ‘)N) (4.12) 
k-2N)i+ N = n iv, (q-2N+1 -‘h,+N (4.13a) 
= ifil (d)ZN/(d)N- i.) 
i 
(4.13b) 
. (-l)lA+NI .q-n(i+N).q-NIAI 
i 
+xp[(J+ -. +(“;)I} (4.13c) 
‘4 
-nN(3N + 1)/2 (4.13d) 
H,+N(q)-‘= 
i( 
n (l-q+ (4.14) 
I<r<SSPl 
Applying the relations (4.11)(4.14) to the equality of (4.4) and (4.10), 
and then observing that 
(“) 2 +(N#+N*)-N(3N+ 1)/2=0 (4.15) 
it is clear that we obtain (4.2). Q.E.D. 
Letting N+ co in (4.2) gives (1.9) and the proof of Theorem 1.8 is 
complete. 
Remark 4.16. The identity (4.9) is a special case of a formula for sJx), 
where 1 is any n-tuple of integers. That is, if 
-M=min{A, +n-- 1, . . . A,-, + 1, A,}, (4.17) 
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then factoring z,:“” out of the ith row in the numerator determinant for 
sAI( 3 zi, ) we have 
sj,( 3zj, )=(zl”‘Zn)pMSj+.&f( jzi, ). (4.18) 
NOW, if {M + jUi + n - i / 1 < id II} are not distinct, then sj.+ M( , zi, ) is 0. 
If they are distinct, let 0 permute {M + IV, + n - i} into decreasing order 
such that 
A4 + p; + n - i = A4 + &) + n - cr( i). 
With F(CJ) the sign of CJ we then have 
(4.19) 
s;.( ,zj, )=&(~)(Z1...Z,)-“SI*+M( >Zj, 1. (4.20) 
Equation (4.9) is (4.20) with ,I, ,u, M, E(U) equal to El + N, j. + N, 
- (N + &), and 1, respectively. 
One important classical consequence [ 13, p. 283-2851 of special cases of 
Theorem 1.5 in the theory of basic hypergeometric series [ 1, 4, 9, 3 1 ] is 
Jacobi’s identity 
(q&z f (-1)'(2r+l)q"'+"'*. (4.21) 
Dyson [S] and Macdonald [22] both found far-reaching eneralizations 
of (4.21) for a certain infinite set of powers of (q)nc corresponding to the 
dimensions of the simple “classical” Lie algebras. 
Here, we apply Theorem 1.8 to find a multiple Laurent series expansion 
for (q)3,” which is closely related to (4.21). Our derivation is based upon 
Andrews’ [2] canonical, effective proof of (4.21), which clarifies the 
analysis in [ 13, p. 283-2851. 
We have 
THEOREM 4.22. Let 0 < [q( < 1 and n 2 1. Then 
(412 = c K 
,irvs,, (1 -q& j.,+s- 
j.12122 ... 2i.,,--m<j,,-c3~ _ ,n 4 
.qexp[(l:i,)+ . . . +(l:“fl)l} (4.23a) 
(4.23b) 
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where 
[A],=A(A+l)...(A+m-l), if m>O, (4.24a) 
= 1, $ m=Q. (4.24b) 
Proof: Setting zi= -z-I in (1.9) and using the homogeneity of Schur 
functions, we have 
C(z), (q/zL (4)‘ml” (4.25a) 
= c i( 
n (1 -ql-&+s-r 
.A,>,&*> ... > 1,,-03<A,<m I F-<S<?l )I 
.qexp[(‘;“‘)+ ... (‘:An)]} (4.25b) 
. S(I, - 1,. . . . . A._,-&O)(l)...) l .z-‘“I(-1)‘“‘. (4.2%) 
By the Leibniz rule for the nth derivative of a product, it is not difficult 
to see that 
-$ ((1 -z)“. C(zq)m (q/z)cc M”)/ = (- 1)” n!(q):. (4.26) 
2=1 
It is also clear that 
$ (z-q =(-I)” CI41,. z=l (4.27) 
From the q = 1 case of (2.9) and (2.10) it follows that 
(4.28a) 
(4.28b) 
Differentiating both sides of (4.25) and appealing to (4.26)-(4.28) 
immediately yields (4.23). Q.E.D. 
Collecting powers of q in the sum side of the n = 1 case of (4.23) 
immediately gives (4.21). A similar analysis can be applied to the general 
case of (4.23). Although Theorem 4.22 is different than, and not as deep as 
the analogous results in [8,22], it is still quite elegant. 
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