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Abstract
TileCal is the hadronic calorimeter of the ATLAS detector that is operating at CERN. The
main task of the TileCal Detector Control System (DCS) is to enable the coherent and safe
operation of the detector. All actions initiated by the operator and all errors, warnings, and
alarms concerning the hardware of the detector are handled by DCS. The logical structure of
the TileCal DCS is subdivided in functional blocks, following a functional criteria, structured
in a tree-like way where all the functional blocks can run autonomously. The system
comprises the following functional blocks: the low voltage power supplies (LVPS), the high
voltage (HV) and the cooling of the electronics. We report the result of four years of work
dedicated to the TileCal DCS design, development, installation, testes and its integration
into ATLAS detector operation.
Also reported is the study done for the optimization validation of the Local Hadronic
Calibration using the data from the combined test-beam in the year 2004 at CERN. The
combined test-beam consisted on exposing a fully instrumented slice of the ATLAS detector
to particle beams from the SPS (Super Proton Synchrotron). The results of themeasurements
of the response of the hadronic Tile calorimeter to pionswith energy in the range 2 to 230 GeV
using the Local Hadron Calibration schema are reported. The linearity and the resolution of
the calorimeter were determined and compared to previous results and to the predictions of
a simulation program using the toolkit Geant4.
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Resumo
O trabalho apresentado nesta tese foi realizado no aˆmbito do projecto de desenvolvimento
e optimizac¸a˜o do ”Detector Control System” (DCS) do Calorı´metro Hadro´nico TileCal, um
dos subdetectores da experieˆncia ATLAS tal como na Calibrac¸a˜o Hadro´nica de ATLAS.
O detector ATLAS, e´ um dos dois detectores gene´ricos do Large Hadron Collider (LHC),
um acelerador prota˜o-prota˜o, actualmente na fase de tomada de dados no Laborato´rio
Europeu de Fı´sica de Partı´culas, CERN. A energia do centro de massa projectada para
este acelerador e´ de
√
s = 14 TeV, luminosidade da ordem de L = 1034cm−2s−1 e tempo entre
coliso˜es de 25 ns.
O detector ATLAS e´ uma das ma´quinas mais complexas alguma vez construı´das em
fı´sica de altas energias, tendo mais de 60 milho˜es de canais de electro´nica. Um nu´mero
ta˜o elevado de canais e´ humanamente impossı´vel de operar e controlar, e para tal foi
necessa´rio desenvolver um sistema que garantisse uma operac¸a˜o segura e coerente do
detector, denominado Sistema de Controlo do Detector, Detector Control System, (DCS).
No entanto, as responsabilidades do DCS na˜o passam so´ pela operac¸a˜o e monitorizac¸a˜o
do detector durante a tomada de dados, mas tambe´m como interface para todos os
subdetectores e infra-estrutura te´cnica da experieˆncia. O sistema de controlo monitoriza
todos os paraˆmetros considerados relevantes para a operacionalidade do detector, notifica
erros de funcionamento e em casos especı´ficos pode tomar deciso˜es automa´ticas, tais como o
desligar de uma fonte de alimentac¸a˜o quando a sua temperatura de funcionamento excede o
limite pre´-definido. Este sistema e´ tambe´m responsa´vel pela comunicac¸a˜o entre a experieˆncia
ATLAS e os outros sistemas de controlo externos, tais como o controlo do acelerador LHC
e os servic¸os gerais do CERN. Devido a estas caracterı´sticas o DCS e´ um dos sistemas
fundamentais do detector, garantindo na˜o so´ a correcta operacionalidade do detector como
tambe´m a boa qualidade dos dados provenientes das coliso˜es, podendo inclusive serem
usados para correcc¸o˜es posteriores.
iii
A instalac¸a˜o do calorı´metro TileCal, na caverna do detector ATLAS teve ı´nicio em 2004.
Depois de instalados os primeiros mo´dulos do TileCal comec¸ou a fase de certificac¸a˜o
que terminou em 2008. Ao longo destes 3 anos, o sistema de controlo do TileCal foi
desenvolvido, implementado e certificado. O sistema de controlo do TileCal tem como
principal responsabilidade monitorizar e controlar o sistema de alimentac¸a˜o de baixas
tenso˜es, o sistema de alta tensa˜o e o sistema de arrefecimento da electro´nica. O DCS do
TileCal tambe´m e´ responsa´vel pela monitorizac¸a˜o dos sistemas de calibrac¸a˜o do TileCal: o
sistema de calibrac¸a˜o do Ce´sio, o sistema laser e o minimum bias. Todos estes sub-sistemas
sa˜o implementados ao nı´vel do sistema local de controlo que por sua vez se encontra ligado
ao nı´vel hiera´rquico imediatamente acima, o sistema de controlo do TileCal. E´ a este nı´vel
superior que ocorre a ligac¸a˜o entre o sistemade controlo do TileCal e o sistemade controlo do
ATLAS e ainda como sistema de aquisic¸a˜o de dados. Esta arquitectura garante que a tomada
de dados e o sistema de controlo estejam sincronizados. A sincronizac¸a˜o entre ambos os
sistemas e´ conseguido pelo sistema de comunicac¸a˜o DAQ-DCS Communication (DDC). A
este nı´vel e´ tambe´m implementado a Ma´quina de estado finito, Finite State Machine (FSM). O
conceito de ma´quinas de estado finais e´ usado em ATLAS para modelar o comportamento
do detector atrave´s de um nu´mero pre´-determinado de estados e de transic¸o˜es entre estados.
O envolvimento neste projecto foi sentido comoumdesafio, pelas contantesmodificac¸o˜es a
que foi sujeito, de forma a poder corresponder aos requisitos impostos pelo sistema de baixas
tenso˜es que ainda se encontrava em desenvolvimento. O componente do sistema sujeito a
maiores alterac¸o˜es foi o protocolo de comunicac¸a˜o entre os diversos elementos do sistema
de baixas tenso˜es. O resultado final de todo o trabalho desenvolvido no DCS encontra-se
descrito no capı´tulo 5, sendo de destacar que em Marc¸o de 2008, 6 meses antes do previsto,
o sistema de controlo do TileCal se encontrava formalmente integrado no sistema central de
ATLAS.
Em Setembro de 2008 ocorreu a primeira tentativa de coliso˜es, no entanto uma falha no
acelerador provocou um acidente nos magnetos, danificando seriamente algum deles. Este
incidente obrigou a uma paragem do acelerador, por um perı´odo de aproximadamente um
ano, para reparac¸a˜o e melhoramentos. Durante esta paragem forc¸ada a colaborac¸a˜o ATLAS
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efectou testes de performance do detector. O sistema de controlo foi um dos sistemas
envolvidos (descric¸a˜o no Capı´tulo 3). Dos inu´meros paraˆmetros controlados pelo sistema de
controlo do TileCal os demaior impacto na performance do detector sa˜o as tenso˜es aplicadas
aos fotomultiplicadores e as suas temperaturas de operacionalidade. Ambos os paraˆmetros
influenciam o ganho dos fotomultiplicadores sendo que para uma variac¸a˜o da temperatura
de ummo´dulo de ∆T = 1◦C temos uma reduc¸a˜o na resoluc¸a˜o em energia de 0.1%. Ao longo
dos 2 periodos de toma de dados, com 3 e 6 meses cada, os valores da alta tensa˜o para todo
o calorı´metro apresentaram uma diferenc¸a me´dia, relativamente ao valor imposto de 0.2 V
com um desvio padra˜o de 0.4 V. Para a temperatura, o valor me´dio foi de 24.1◦C com um
desvio padra˜o de 0.2◦C. Estes valores demonstram na˜o so´ a estabilidade de operac¸a˜o da
electro´nica do TileCal, mas tambe´m a robustez do sistema de controlo, pois desde Setembro
de 2008 ate´ Setembro de 2009, data do reinı´cio de operac¸a˜o do acelerador, na˜o houve falhas
imputadas directamente ao sistema de controlo.
A outra componente do trabalho foi a participac¸a˜o na optimizac¸a˜o e validac¸a˜o do me´todo
de calibrac¸a˜o hadro´nica local. Os me´todos de calibrac¸a˜o hadro´nica tentam corrigir a
caracterı´stica de o TileCal ser um calorı´metro na˜o compensado, ou seja, a resposta hadro´nica
e´ diferente da resposta electromagne´tica conduzindo a` na˜o linearidade. Esta na˜o linearidade,
intrı´nseca do sinal hadro´nico, tem origem no facto de os chuveiros com elevada componente
hadro´nica perderemparte da sua energia em interacc¸o˜es na˜o detecta´veis, tais como a quebra
de energia de ligac¸a˜o do nu´cleo. Para ale´m deste factor, existem regio˜es do detector que
na˜o teˆm componentes activas (cabos, paredes dos detectores, suportes mecaˆnicos, etc) e as
deposic¸o˜es de energia nestas zonas mortas na˜o podem ser detectadas. A quantidade de
energia depositada nestas zonas mortas, do detector e´ estimada usando varia´veis tais como
a energia depositada em zonas vizinhas ou atrave´s da topologia dos chuveiros.
O me´todo de calibrac¸a˜o hadro´nica local tem por objectivo todos estes efeitos comparando
dados reais com dados provenientes de simulac¸o˜es Monte Carlo de forma a melhor
reconstruir a energia dos hadro˜es incidentes. No entanto esta estrate´gia, depende fortemente
da precisa˜o com que as simulac¸o˜es sa˜o efectuadas, pelo que, se torna necessa´rio validar
previamente as simulac¸o˜es em ambientes controlados. O teste combinado, Combined Test
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Beam (CTB), realizado em 2004 no Hall H8 do CERN, no qual uma secc¸a˜o do detector
ATLAS e´ exposto a feixes de partı´culas, pio˜es, electro˜es e muo˜es com energias de 2 a 200 GeV
provenientes do acelerador Super Proton Syncroton (SPS), apresenta as condic¸o˜es ideais para
a validac¸a˜o do me´todo. A validac¸a˜o e´ feita recorrendo a` comparac¸a˜o das propriedades dos
chuveiros de partı´culas, nomeadamente a sua energia, densidade e bari-centro, dos dados
simulados comos provenientes do teste combinado. A computac¸a˜o destes paraˆmetros e´ feita
recorrendo a algoritmos baseados em crı´terios geome´tricos que de uma forma topolo´gica
agrupam as ce´lulas dos calorı´metros em clusters. Estes algoritmos sa˜o denominados no
meio por toplogical clustering algorithms.
O estudo realizado consistiu na simulac¸a˜o, reconstruc¸a˜o e posterior comparac¸a˜o com os
dados experimentais do CTB de simulac¸o˜esMCpara pio˜es demomento compreendido entre
os 2 e os 180GeV. Este estudo revelou que para pio˜es comenergia acima dos 20GeV e´ possı´vel
reconstruir ate´ 98% da sua energia inicial. Para energias inferiores, os valores de energia
reconstruı´da na˜o sa˜o ta˜o significativos, mas a 2 GeV ainda e´ possı´vel reconstruir um total
de 92% da sua energia inicidente. Quando comparamos estes resultados, com resultados
provenientes deumoutro estudo anterior, no qual foi conseguido recuperar 70%dos 180GeV
iniciais e apenas 44% para pio˜es de 2 GeV podemos classificar estes resultados como muito
bons. A discrepaˆcia entre os dados de simulac¸a˜o e os dados do teste combinado (CTB) obtida
durante esta tese e´ da ordemdos 2% para energias acimas dos 10 GeV e de 10% para energias
abaixo dos 10 GeV, valores considerados excelentes pela comunidade cientı´fica.
Palavras Chave: CERN, LHC, ATLAS, TileCal, sistemas de controlo, calibrac¸a˜o hadro´nica,
teste combinado.
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Summary
The work presented in this thesis was realized within the framework of the Detector
Control System (DCS) of the hadronic calorimeter TileCal, one of the subdetectors of the
ATLAS experiment as well as in the ATLAS Hadronic Calibration program.
The ATLAS detector is one of two generic detectors of the Large Hadron Collider (LHC) a
proton-proton accelerator, currently in the process of data taking at the European Laboratory
for Particle Physics, CERN. This accelerator was designed to operate at the center of mass
energyof 14 TeV (
√
s= 14 TeV),with an luminosity of about L= 1034cm−2s−1 and time between
collisions of 25 ns.
The ATLAS detector is one of the most complex machines ever built in high energy
physics, with over 60 million electronic channels. Such a large number of channels is
humanly impossible to operate and control so it was necessary to develop a system that
would guarantee a coherent and safe operation of the detector, the Detector Control System,
(DCS). However, the responsibilities of the DCS are not only related to the operation and
monitoring of the detector during data taking. The DCS also acts as an interface for all
sub-detectors and technical infrastructure of the LHC experiments. The control system
monitors all relevant parameters of the detector operation, notifies a malfunction and, in
specific cases, can even take automated decisions, such as turning off a power supply when
its operating temperature exceeds the predefined limit. This system is also responsible for
the communication between the ATLAS experiment and other external control systems such
as the LHC accelerator and CERN general services. Because of these characteristics, the DCS
is one of the fundamental systems of the detector, not only ensuring the proper operation of
the detector but also guaranteeing the good quality of physics data.
The mechanical installation of the TileCal in the ATLAS cavern started in 2004 and in
December 2005 the barrel partition was fully assembled. This was the start of the so called
commissioning phase. The commissioning consisted on a series of tests which allowed the
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certification of the detector for data taking. The commissioning period ran until the first
successful beam attempt on 10th of September 2008. Over these three years, the Tilecal
control system was developed, implemented and certified. The main responsibilities of the
TileCal control system are the monitoring and controlling of the low voltage power supplies
(LVPS), the high voltage (HV) and the cooling of the electronics. The Tilecal control system is
also responsible for monitoring the Tilecal calibration systems: The 137Cs calibration system,
the Laser system and the minimum bias. All these sub-systems are implemented at the
level of the local control station (LCS), which in turn is connected to the hierarchical level
immediately above, the TileCal subdetector control station (SCS). It is at this level that the
connection between the Tilecal control system, the ATLAS control system and the Data
Aquisition System (DAQ) is made. This architecture ensures that during data taking the
Data Aquisition System (DAQ) and the Control system are synchronized. The Finite State
Machine (FSM) are also implemented at this level. The FSM concept is used to model the
behaviour of the TileCal system by means of a limited number of states, transitions between
states, actions and events. At the time, my involvement in this project was a challenge,
due to the constants changes imposed by the low voltages system which was still under
development. The system component subject to more changes was the communication
software between the various elements of the low voltage system. The final result of all my
work related with the TileCal Control System is presented in Chaper 5 of this thesis. I must
emphasize that in March 2008, six months ahead of schedule, the Tilecal control system was
formally integrated into the ATLAS central DCS.
In September 10th of 2008 a proton-proton beam circulation for the first time in the LHC,
but a few days later the accelerator machine suffered a malfunction in one of its sections,
which forced it to stop operating for a period of more than one year. During this long
period of time the ATLAS collaboration decided to pursue with the cosmic muons program,
until the accelerator was ready to supply beam again. This non scheduled stop was used
by the detector teams to make a large set of performance and stability tests. So, between
September 2008 and September 2009, the detector was in constant cosmic runs data taking
mode, with an exception of a 4 months stop for detector upgrade. The performance results
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related with the Tilecal DCS during this period are presented in Section 3.7. Typical cases in
which TileCal DCSmeasuredparameters can directly affect the detector physics performance
are the applied voltage to the photomultipliers (PMT) and the photomultipliers operation
temperature. Both parameters have a direct impact on the photomultipliers gain and for a
∆T= 1◦C change on a TileCal module the energy resolution can change up to 0.1%. During
the 9 months of continuous operation, already have been removed the 4 months stoping, the
HV values, which are typically close to ∼670 V, presented a deviation of 0.17 V with respect
to the set value with an RMS of 0.37 V. In the same period the average temperature was of
24.1◦C with an RMS of 0.2◦C. These values demonstrate not only the stability of the Tilecal
electronics, but also the robustness of the control system, since from September 2008 until
September 2009, resumption date of the operation of the accelerator, no direct failures were
attributed to the control system.
The other component of the workwas the participation in the optimization and validation
of the Local Hadronic Calibration method. The Hadronic Calibration methods try to correct
the characteristic of the non-compensated calorimeter, i.e., the detector response for hadronic
and electromagnetic interactions is different leading to non-linearity of the response. This
non-linearity, has its origin on the feature that hadronic signals are generally under-estimated
due to non measurable energy depositions through strong interactions such as spallation of
the nucleus. It is also needed to take into account small contributions coming from non
uniformities in η and φ along the detector and also the non-detectable energy depositions in
zones without data taking (cables, cryostat walls, mechanical supports) also known as dead
material zones.
The Local Hadronic Calibration method aims to correct all these effects by comparing
the characteristics of particle showers from experimental data with the predictions from
MC simulations. This means, that the local hadronic calibration method strongly relies
on MC simulations, and therefore the MC simulation has to be as close as possible to real
data. The method, as well as the MC simulation needs to be validated in test-beam before
being used to reconstruct ATLAS data. The 2004 Combined Test-Beam represents the perfect
environment to validate the local hadronic calibration method and consisted on exposing a
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fully instrumented slice of the ATLAS detector (≃ 116 of the detector) to particle beams, pions,
electrons and muons with energies from 2 to 180 GeV. The validation is done by comparing
the showers parameters (total reconstructed energy, density, barycenter, etc) taken from CTB
data and Monte Carlo data. The showers parameters are calculated using topological cluster
algorithms which group calorimeter cells into clusters based on geometric criteria.
The study described along the thesis consisted on the simulation, reconstruction and final
comparition of the CTBdata toMCdata of pion beamswithmomenta from 2 to 180 GeV. This
study showed that it is possible to recover 98% of the initial 180 GeV pion energy and 92%
for pions with 2 GeV, results considered very good when compared with previous studies
with 70% at 180 GeV and 44% of recovery at 2 GeV. The study described in this thesis also
shows that for pions with momenta below 10 GeV the data are well described within 10%,
while for pion momenta above 10 GeV the data are described within 2%. If we take into
consideration the complexity of hadron interactions in matter this is a success.
Keywords: CERN, LHC, ATLAS, TileCal, control system, hadronic calibration, combined
test-beam.
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1 Introduction
The overall dimensions and complexity of the Large Hadron Collider (LHC) experiments
taking place at the European Organization for Nuclear Research (CERN) Laboratory at
Geneva, Switzerland, represent a new challenge in the development and implementation of
control systems. The environmental conditions like radiation, andmagnetic field, associated
with the large number of channels distributed over the experiment forces the design of new
components and associated control systems well ahead of their time. The long lifetime of
the experiment also imposes the use of evolving technologies and modular systems. The
main task of the ATLAS Detector Control System (DCS) is to enable the coherent and safe
operation of the detector. All actions initiated by the operator and all errors, warnings, and
alarms concerning the hardware of the detector are handled by DCS.
The ATLAS DCS architecture consists in a distributed Back-End (BE) system running
on PC’s and different Front-End (FE) systems. The functionality of the back end software is
two-fold. It acquires data from the FE equipment and it offers supervisory control functions,
such as data processing and analysis, display, storage or archiving. It also provides handling
of commands, messages and alarms. In order to provide the required functionality, the BE
system of the DCS is organized hierarchically in three levels: Global Control Stations (GCS),
Sub-detector Control (SCS) Stations and Local Control Stations (LCS). This hierarchy allows
the experiment to be divided into independent partitions which have the ability to operate
in standalone or integrated mode.
The work developed on the framework of the TileCal DCS from which resulted part of
this thesis consisted on the design, development and certification of the TileCal DCS system.
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The TileCal main DCS systems control and monitor the low voltage power supplies (LVPS),
the high voltage (HV) and the cooling of the electronics. Other control systems exist for
the calibration related systems: cesium calibration source, minimum bias events monitoring
and laser monitoring. The calibration related systems will have their own control systems,
independent of DCS, but will exchange data and commands with the TileCal DCS.
Another component of this thesis work was the participation in the validation of
the Local Hadronic Calibration. The Local Hadronic Calibration method is the default
hadronic calibration of ATLAS and its main goal is to compensate the lower response of the
ATLAS calorimeters to hadronic showers when comparing it to electromagnetic showers.
This method uses detailed Monte Carlo (MC) simulations to reproduce the most accurately
possible the initial energy of the incident hadron. The method, as well as the MC simulation
needs to be validated in test-beam before being used to reconstruct ATLAS data. The local
calibration method is validated with data from the combined test-beam realized in the year
2004 at CERN. The combined test-beam consisted on exposing a full instrumented slice
of the ATLAS detector (≃ 116 of detector) to particle beams coming from the SPS (Super
Proton Synchrotron) and the sub-detectors configuration was the most similar possible to
the ATLAS final configuration and the same was valid for the Data Acquisition System. A
detailed comparison of experimental data with monte carlo simulations is also given.
The work, and related subjects, are described in the following six Chapters:
• Chapter 2 - The ATLAS experiment
The ATLAS detector is described, with emphasis on the calorimeter system, as well as
the physics requirements.
• Chapter 3 - The Tile Hadronic calorimeter
A detailed description of the TileCal calorimeter is given, as well as some results of the
performance tests obtainedwith cosmic muons data during the accelerator breakdown
time, from September 2008 to September 2009.
• Chapter 4 - The DCS of the ATLAS detector
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The main requirements of the ATLAS DCS are presented, as well as the DCS internal
architecture. After, the internal organization of the different sub-detectors is presented
andfinally the communicationbetweenDCSandexternal systemandDAQisdiscussed
as well as the DCS software management.
• Chapter 5 - TileCal DCS system
This chapther represents the final result of four years of work dedicated to the
TileCal DCS. During this period the TileCal DCS was developed, installed, tested
and integrated into ATLAS detector operation.
• Chapter 6 - Combined Test-Beam (CTB)
The Combined Test-Beam setup is presented in Chapter 6 together with the particle
identification, event selection and energy reconstruction in the calorimeter system.
• Chapter 7 - Hadronic Calibration in ATLAS
The topological clustering and the hadronic calibration are presented followed by a
detailed explanation of the Local Hadronic Calibration. Finally, the results of the
validation of the Local Hadronic Calibration method using the CTB data are presented.
• Chapter 8 - Conclusion
The summary and conclusion of the thesis work is presented.
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2 The ATLAS experiment
The European Organization for Nuclear Research (CERN) Laboratory was founded in 1954
by 11 members states. Today CERN, has 20 Member States, employes over 2500 people and
more than 8000 scientists and engineers (representing 580 universities and research facilities
and 80 nationalities), collaborate in experiments conducted at CERN for their research [1].
The main field of research in CERN laboratory is fundamental particle physics and
in order to pursue those studies CERN makes use of particle accelerators and detectors.
Accelerators successively increase the energy of particles beams to very high energies and
after make them to collide with each other or with stationary targets. The collisions results
are then observed and recordedby detectors. Themost recent accelerator is the LargeHadron
Collider (LHC) which started operation on the 10th of September of 2008.
The LHC is a proton−proton collider and was built in the existing 27 km tunnel where
the LEP collider was located. It is designed to have a center of mass energy of 14 TeV and a
luminosityL = 1034 cm−2s−1 with a time between collisions of 25 ns which corresponds to an
average of 23 interactions per crossing separated by 7,5 millimeters [2]. The accelerator will
also collide heavy ions such as lead with a total collision energy of more than 1250 TeV. In
order to achieve such center of mass energy a large beam current (Ia = 0.53 A) is necessary.
The 7 TeV proton beam is guided around the ring by dipoles with a magnetic field of 8.36 T,
almost 105 the Earth magnetic field.
The first proton beams circulated in the LHC ring on the 10th of September 2008.
However, a few days after, on the 19th of September, a helium leak caused by a faulty
electrical connection between two of the accelerator magnets caused the accelerator to stop.
This incident caused a substantial mechanical damaged in some of the magnets, a total of
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53 magnets units were removed from the tunnel for repairing or cleaning and the LHC
operations stopped until the magnets have been properly repaired. Only on the 20th of
November 2009 proton beams circulated once again in the accelerator. The first proton-
proton collisions were recorded three days later at the injection energy of 450 GeV per beam.
The LHC became the world’s highest-energy particle accelerator on 30 November 2009,
achieving a world record 1.18 TeV per beam and surpassing the record previously held by
the Tevatron at Fermilab in Batavia, Illinois.
After the 2009winter shutdown, the LHCwas restarted and the beamwas ramped up to
3.5 TeV per beam, half of its designed energy, which is planned to be achieved after the 2012
shutdown. On 30 March 2010, the first planned collisions took place between two 3.5 TeV
beams, which set a new world record for the highest-energy man-made particle collisions.
A summarized overview of the ATLAS detector and of the several sub-detectors and
components are presented in the following sections. The physics requirements are presented
in Section 2.2, the detailed description of the Tile Calorimeter is presented in Chapter 3 and
the control system of the detector it is given in detail in Chapters 4.
2.1 ATLAS detector overview
The ATLAS (“A Toroidal Lhc Apparatus”) is a general purpose p−p Spectrometer designed
to exploit the full discovery potential of the LHC [3, 4]. The overall detector layout is shown
in Figure 2.1, and has a cylindrical symmetry with a total length of 42 m and a radius of 11
m. It ATLAS detector consists: of an inner detector which tracks down charged particles in a
strong magnetic field; electromagnetic and hadronic calorimeters where photons, electrons
and jets are absorbed to measure their energy; a muon spectrometer place around the whole
detector in order tomeasure themuonsmomentum that cross thedetector. The inner detector
is immersed in a solenoidal field, whilemuons are bent in a toroidal field in themuon system.
The ATLAS coordinate system is used to describe the ATLAS detector geometry and
particle properties originated from p− p colisions and will be repeatedly used along this
thesis.
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Figure 2.1: General overview of the ATLAS detector.
The interaction point is defined as the origin of the coordinate system, while the beam
direction defines the z-axis and the x− y plane is transverse to the beamdirection. TheA-side
of the detector is defined as the positive z and C-side correspondes to the negative z. The
azimuthal, φ is related to the beam axis, while the polar angle θ is the angle from the beam
axis. Another important quantity is the pseudorapidity and is defined as:
η = − ln tan(θ/2) (2.1)
It is also possible to define the rapidity as the following quantity:
y = 1/2ln
[
(E+pz)/(E−pz)
]
(2.2)
Another important set of parameters are the transversemomentum pT, the transverse energy
ET and the missing transverse energy E
miss
T
which are quantities defined in the x− y plane.
The distance, ∆R in the pseudorapidity-azimuthal angle space is defined as:
∆R =
√
∆η2+∆φ2 (2.3)
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Thedetector is optimized for a long range of physics process, as described in chapter 2.2.
The basic design criteria of the detector include the following:
Figure 2.2: Diagram of a transversal cut of the ATLAS barre. Note the typical tracks
left by the different particles going through the detector.
• Very good electromagnetic calorimetry for electron and photon identification and
measurements, complemented with a full coverage by the hadronic calorimetry for
accurate jet and missing transverse energy (Emiss
T
) measurements.
• High precision muon momentum measurements with the capability to guarantee
accuratemeasurements at the highest luminosity using the externalmuon spectrometer
alone.
• Efficient tracking at high luminosity for high lepton transverse momentum, pT
measurements, electron and photon identification, τ-lepton and heavy flavour
identification, and full event reconstruction capability at lower luminosity.
• Large acceptance in pseudo-rapidity (η) with almost full azimuthal angle (φ) coverage
everywhere.
• Triggering and measurements of particles at low pT thresholds, providing high
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efficiencies for most physics processes of interest at LHC.
Figure ?? shows the typical behaviour of several particles in thedifferent parts ofATLAS,
which are described in the following Sections.
2.2 Physics requirements
Figure 2.3: Expected p − p cross-sections for several processes in collisions as a
function of the centre of mass energy taken from [13].
The high centre of mass energy and luminosity at which the LHC will operate, offers a
large range of physics opportunities. On Figure 2.3we have the cross-section and production
rates for various processes in pp collisions as a function of the centre of mass. On this Section
we just give a short overview of the ATLAS physics program, the detailed description of the
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physics potential of the ATLAS detector can be found in [4].
The most searched particled at the ATLAS detector and in all of the LHC experiment is
probably the Higgs boson, which plays a crucial role in the Higgsmechanism of electroweak
symmetry breaking. Two fo the most promissing decay channels at the LHC are:
• H→ γγ for 100 GeV <mH < 150 GeV
• H→ ZZ(∗) → 4l for 120 GeV <mH < 2.mZ
Other promissing fields of study are:
• Top quark physics: measurement of the top mass, decays and couplings, EW single
top quark production, etc [5].
• Physics of EWgauge bosons: High precisionmeasurement of theWmass, gauge-boson
pair production, etc.
• Supersymmetry: which postulates superpartners for each StandardModel elementary
particle. Such particles could be produced at the LHC, if Supersymmetry exists at the
TeV scale [6]. Distinguishability of different models (Super Gravity, Gauge Mediated
SUSY, etc.).
• QCDphysics: Inclusive jet cross-sections, jet shapes and fragmentation, harddiffractive
scattering, photon physics, etc.
• Other physics beyond the StandardModel such as extradimensions [7], Technicolour [8,
9], composite models [10, 11], Grand Unified Theories [12], etc.
2.3 Magnet system
The ATLAS is characterized by two different magnetic field systems required for particle
identification and momentum measurements. A super-conducting solenoid magnet [14]
providing an axial magnetic field of 2T, will surround the Inner Detector trackers. Another
magnetic field of 1.5 T, generated by a system of three large air-core toroids is installed
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outside the calorimetry. This second field gives the muon spectrometer a higher resolution
and larger acceptance. The overall dimensions of the magnetic system are 26 m in length
and 20 m in diameter and on Figure 2.4 we have a schematic view of the ATLAS magnetic
system.
Figure 2.4: Scheme of the ATLASmagnet systemcomposed by a central solenoid and
three toroids.
2.4 Inner detector
The Inner Detector (ID) [15, 16] is designed to reconstruct tracks and decay vertices in any
event with high efficiency. The layout of the Inner Detector is shown in Figure 2.5 and it
is contained within a cylinder of 6 m length and 2 m diameter and it is the combination of
three sub-detectors which permits to cover a range of |η| ≤ 2.5. The magnetic field of the
ID is based on a inner thin super-conducting solenoid surrounding the inner detector cavity
with a radius of 1.2 m and a length of 5.3 m. It provides an axial magnetic field of 2 T in the
center of the tracking volume.
The typical resolution for the track-parameter resolutions (RMS) in the η region 0.25-0.50
are shown in Table 2.1 and all details can be found in [17].
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Figure 2.5: ATLAS inner detector (ID) layout. From the inner to the outer radius are:
the pixel detectors, the semiconductor tracker and the transition radiation
tracker.
σX(∞) pX (GeV)
Inverse transverse momentum (1/pT) 0.34 TeV−1 44
Azimuthal Angle (φ) 70 µrad 39
Polar Angle (cothθ 0.7×10−3 5.0
Transverse impact parameter (d0) 10 µrad 14
Longitudinal impact parameter (z0× sinθ 10 µrad 2.3
Table 2.1: Expected track-parameter resolutions (RMS) for η coverage 0.25-0.50
at infinite transverse momentum, σX(∞), and corresponding transverse
momentum, pX , at which the multiple-scattering contribution equals that
from the detector resolution.
2.4.1 Pixel detectors
The pixel detector [18] is designed to provide a very high granularity, high precision set of
position measurements as close to the interaction point as possible. The system consists of
three barrel layers at average radius of 4 cm (called theB-layer), 10 cm and 13 cm respectively,
and five end-cap rings on each side, with inner radius of 11 cm and 20 cm of outer radius,
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completing the angular coverage.
This configuration permits, three precision measurements over the full acceptance, and
mostly determines the impact parameter resolution and the ability of the ID to find short-
lived particles such as B-hadrons and τ-leptons. The system contains a total of 140 millions
detector elements, each 50 µm in the rφ plane and 300 µm in z. This provides the pixel
detector of a very high granularity with typical resolution in R−φ of 12 µm, 66 µm in z for
the barrel and 77 µm in R for the end-caps.
This detector is the closer to operate near the interaction point. So, very high radiation
levels are expected and require radiation hard components. It is expected 300kGy of ionizing
radiation and over 5x1034 neutrons per cm2 over ten years of operation of the experiment [19].
2.4.2 Semiconductor Tracker (SCT)
The SCT system [16] is designed to provide eight precision measurements per track in
the intermediate radial range, contributing to the measurement of momentum, impact
parameter and vertex position, as well as providing good pattern recognition by the use
of high granularity.
The barrel region of the SCT consists of 8 layers of silicon micro-strips, this provides
high precision points along the R−φ plane and z coordinates, using small angle. Each of this
layer is composed by one layer of strips aligned in the azimuthal direction (φ) and a second
layer of strips rotated by 40 mrad angle with respect to the first set. Each strip is about 13 cm
long with a pitch of 80 µm, and the layers are at a radius between 30 and 52 cm. Two SCT
end-caps, similar in construction to the barrel, are placed at each top of the central module.
The SCT will have a total number of readout channels of 6.2 million.The resolution
in R−φ is 16 µm in barrel and end-caps, and 580 µm in z direction for barrel or R for the
end-caps. Tracks can be distinguished if separated by more than 200 µm.
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2.4.3 Transition Radiation Tracker (TRT)
The Transition Radiation Tracker (TRT) [16] consists of thin proportional drift tubes (straws)
with a diameter of 4 mm. Each of this straws is build with 30 µm diameter gold-plated
W-Re wire and is filled with a gas mixture of 70% Xe, 20% CO2 and 10% CF4. The total
volume of each straw is 3 mm3. This construction technic allows the detector to operate at
very high energy rates, as expected at the LHC, and is intrinsically radiation hard, allowing
36 measurements per track.
The detector is divided in two regions, a central region with 50 000 straws and two
identical end-caps with 320 000 radial straws with the capability to identify electrons, due
to the Xenon gas presence in straws. Each channel provides a drift-time measurement,
giving a spatial resolution of 170 µm per straw and an effiency higher than 50% even at the
highest rates rates (15MHz). These characteristics allow the detector to discriminate between
tracking hits, which pass the lower threshold, and transition-radiation (TR) hits, which pass
the higher one. In the barrel, the rate of hits above the lower threshold varies with radius
from 6 to 18 MHz, while in the end-caps the rate varies with z from 7 to 19 MHz. The
maximum rate of hits above the TR-threshold is 1 MHz.
2.5 Calorimeters
A calorimeter is a detector that have the task to measure the energy of incoming particles. It
is basically a block of matter in which the particles interact and transform partially or totally
their energy into a measurable quantity proportional to the total incident energy. The signal
is only produced on the so called active medium (crystals, plastic scintillator, ionizing gas
or liquid, etc) of the calorimeter and it can be a electric current, as is the case of the LAr
calorimeters, or it can be optical, in the case of the Tilecal detector. If all the calorimeter
medium is active it is called a homogeneous detector, if part is an absorver it is called a
sampling calorimeter. The function of the absorbent is to ensure that a particle deposits the
maximum of its energy in a minimal length allowing to minimize the size of the detector.
That’s why all the ATLAS calorimeters use high Z absorver, lead, iron, tungsten and copper.
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The layout view of the ATLAS calorimeters is presented in Figure 3.2. The ATLAS
calorimeters system is divided into an electromagnetic (EM) sampling calorimeter of
lead/liquid argon which cover the region |η| < 3.2 followed by a larger hadronic calorimeter.
The hadronic calorimeter is divided in three regions, a central barrel of iron/scintillating
tiles covering |η| < 1.7, an end-cap calorimeter of copper/liquid argon covering of copper
1.5 < |η| < 3.2, and forward calorimeters of tungsten/liquid argon covering 3.1 < |η| < 4.9.
Figure 2.6: ATLAS calorimetry system.
2.5.1 Electromagnetic calorimeters
The electromagnetic calorimeter [20] (EM) is a lead/liquid argon (LAr) detector with
accordion shaped kapton electrodes and lead absorber plates, as shown in Figure 2.7. It
is divided into a barrel part (|η| < 1.475) and two identical end-caps (1.375 < |η| < 3.2).The
barrel calorimeter consists of half-barrels, separated by a small gap (6 mm) at z=0. Each
end-cap calorimeter is divided into two coaxial wheels: an outer wheel covering the region
1.375 < |η| < 2.5, and a inner wheel covering the region 2.5 < |η| < 3.2. The thickness of the
lead absorbers varies as a function of pseudorapidity to optimize the energy resolution of
the calorimeter.
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Figure 2.7: Accordion structure of the LAr module calorimeter. The different layers
as well as the granularity in η and φ are shown.
Over the pseudorapidity range |η| < 1.8, the LAr is preceded by a pre-sampler detector,
installed immediately behind the cryostat cold wall, and used to correct the energy lost in
the material (ID, cryostat, coil) upstream of the detector ( 2 radiation lengths (X0), at η=0).
In the transition region between the barrel and the end-caps, the amount of material reaches
7 X0.
The LAr technology is radiation resistant and provides long-term stability of the
detector response, excellent hermiticity, good energy resolutions and relatively easy detector
calibration. The total thickness of the detector varies from > 24 X0 in the barrel region to
> 26 X0 at the end-caps with an approximate number of 200 000 channels. The segmentation
of the calorimeter is ∆η×∆φ = 0.025×0.025.
The energy resolution obtained att prototype modules in test-beam with electron
energies between 10 and 300 GeV at η =0.291 was [20]:
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σ
E
=
(10.8±0.2)%√
E
⊕ (0.5±0.03)%⊕ 0.28GeV
E
(2.4)
where ⊕ is the quadratic sum operator, i.e., the square of the energy resolution is equal
to sum of the square of the terms.
These results are in agrement for what is required for the ATLAS operation (sampling
term of 10% and constant term of 1%).
2.5.2 Hadronic calorimeters
Themain functions of the hadronic calorimeters are to identify, measure and reconstruct jets,
and measure the missing transverse energy (pt) of an event.
The ATLAS hadronic calorimeters covers the range |η| < 4.9 using different techniques
best suited for the varying requirements and radiation environment over the η-range. The
Tilecal is the hadronic calorimeter for the central region of the ATLAS detector, covering
|η| < 1.7. It is a sampling calorimeter made of iron as absorber and scintillating plates as
active material, readout by WLS fibers. As this thesis work was done in the framework of
the Tilecal calorimeter project a more detailed description and performace of the detector
will be given in chapter 3.
At large pseudo-rapidities 1.5 < |η| < 4.9, where the radiation environment is more
severe, a radiation-hard LAr was chosen for the calorimeters: the hadronic end-cap
calorimeters (HEC) and the forward calorimeter (FCal). HEC is a copper LAr detector
with parallel plates and covers the range 1.5< |η| <3.2, while FCal is a condensed metal
matrix with regularly spaced longitudinal channels filled with concentric rods and tubes.
This geometry gives an overall density of 14.5 g/cm3, and contributes to the reduction of the
radiation background in the muon spectrometer.
Four prototype named Module 0’s of the HEC calorimeter were tested with electron,
pion and muons beams at energies in the range 10-200 GeV. In contrast to the final detector
configuration, the impact angle was chosen to be 90o which is different from the final
configuration. The typical energy resolution obtained for pions was [20]:
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σ
E
=
(75±2)%√
E
⊕ (5.0±0.3)%⊕ 5GeV
E
(2.5)
This is somewhat higher than the expected (sampling term of 50% and constant term of
3%), but the number of modules tested was small implying incomplete containment of the
pion shower.
Two prototype module 0’s FCal1 and FCal2) corresponding to two sectors of 45o, were
tested with electron and pion at energies in the range 20-200 GeV. The impact angle chosen
corresponds to η=3.7 The typical pion energy resolution obtained was [20]:
σ
E
=
(98.4±10.6)%√
E
⊕ (10.6±0.6)% (2.6)
The sampling term is what is required for ATLAS (100%), while the constant term is
somewhat higher (7%required). This is due to longitudinal energy leakage at thehigher beam
energies. This leakage can be explained by the lack of a third tungsten FCal3 compartment,
which will improve the particles containment and improve the energy resolution in the final
configuration.
2.6 Muon spectrometer
TheATLASmuon spectrometer [21] shown in Figure 2.8 is based ondeflectionofmuon tracks
in amagnetic field of the large super-conducting toroidmagnets, instrumentadwith separate
trigger and high-precision tracking chambers, the Resistive Plate Chambers (RPC), the Thin
Gas Chambers (TGC), the Monitor Drift Tubes (MDT), and the Cathode Strip Chambers
(CSC). The magnet as three different behaviors. Over the range |η| ≤ 1.0, magnetic bending
is provided by the barrel toroid; the region 1.4 ≤ |η| ≤ 2.7, is influenced by the two end-cap
magnets inserted into both ends of the barrel toroid; for 1.0 ≤ |η| ≤ 1.4, the transition region,
the magnetic deflection is provided by a combination of the barrel and end-cap fields.
In the barrel region, the chambers around the beamaxis are arranged in three cylindrical
layers. In the transition and end-cap regions, the chambers are installed vertically, also in
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three stations. This arrangement is such that particles from the interaction point traverse
always three chambers and are optimized essentially for full coverage and momentum
resolution (Equation 2.7) for pT > 300 GeV.
Figure 2.8: Layout of the ATLAS muon spectrometer.
∆pt
pt
< 1×10−4×p/GeV for pt > 300 GeV (2.7)
The trigger function in the barrel region is provided by three RPC’s. They are located
on both sides of the middle MDT station and directly inside the outer MDT station. In the
end-caps, the trigger is provided by three stations of TGC’s located near the middle MDT
station. This configuration allows the trigger system to identify bunch crossings with well
defined pT cut-off, and is able to measure a second coordinate orthogonal to the first one.
2.7 Trigger and Data Aquisition System
Three major systems enable the coherent operation of the different subdetectors, namely
the Trigger, Data Acquisition (DAQ) and the Detector Control System (DCS). These three
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system are addressed in the common framework of the DAQ/DCS project [22, 23, 24]. A
brief description of the Trigger and DAQ system is presented in this chapter but DCS will be
presented later (Chapter 4).
TheATLAS trigger systemhas the responsibility to choosewhichphysics are considered
”interesting” to the ATLAS physics program. All events not selected are permanently
discarded allowing to reduce the initial collision data rate from ∼1GHz to 100Hz. This
rate reduction of more than five magnitude order is needed in order to ensure that physics
data can be stored and analysed oﬄine.
In order to an event to be considered ”interesting” it needs to be defined by the ATLAS
physics program and identified by the ATLAS trigger system. The signature of interesting
events into the trigger system is achieved using the final states of several specific physics
objects such as: charged leptons with low and high-pt, jets with high-pt (originated from
quarks and gluons), electroweak gauge bosons (W, Z, γ) and finally missing transverse
energy Emisst .
The necessary information to build this objects come from the ATLAS various sub-
detectors and works in three levels of online event selection: level-1 (LVL1), level-2 (LVL2)
and level-3 called Event Filter (EF). Each trigger level refines the decision made at previous
level, and where necessary, applies additional selection criteria. A simplified scheme of the
ATLAS trigger system is presented in Figure 2.9.
The level-1 (LVL1) trigger is hardware-based, and makes an initial selection based on
reduced granularity information from a subset of detectors (muon trigger chambers and
calorimeters). The LVL1 trigger accepts data from these detectors at the full LHC bunch-
crossing rate. The latency, time to form and distribute the LVL1 trigger decision, is 2 µs
and the maximum output is limited to 75KHz (upgradable to 100 kHz) by the capabilities
of the subdetector readout systems and the LVL2 trigger. An essential requirement on the
LVL1 trigger is to uniquely identify the bunch-crossing which has an interval of 25 ns. In the
case of the muon trigger, the physical size of the muon spectrometer, implies a time-of-flight
comparable to the bunch-crossing period. For the calorimeter trigger, the pulse shape of the
calorimeter signals extends over several bunch-crossings. During the LVL1 processing, all
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LEVEL 2
TRIGGER
LEVEL 1
TRIGGER
CALO MUON TRACKING
Event builder
Pipeline
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Derandomizers
Readout buffers
(ROBs)
EVENT FILTER
Bunch crossing
rate 40 MHz
< 75 (100) kHz
~ 1 kHz
~ 100 Hz
Interaction rate
~1 GHz
Regions of Interest Readout drivers(RODs)
Full-event buffers
and
processor sub-farms
Data recording
Figure 2.9: Trigger architecture of the ATLAS experiment.
detector data channels are conserved in pipelinememories placed on or close to the detector.
All the data selected by the LVL1 trigger are read out from the front-end electronics
systems of the detectors into Read Out Drivers (ROD’s) and then forwarded to the Read Out
Buffers (ROB’s) where they are stored until LVL2 trigger decides. To minimize the latency,
only data from regions of interest, defined by LVL1, are transferred to the trigger processors.
The LVL2 trigger reduces the rate from about 100 kHz (out of LVL1) to 1 kHz with a latency
raging from 1 to 10 ms depending on the event.
After an event is selected, the full data are sent to the Event Filter processors through
the event builder. The EF will employ oﬄine algorithms and methods, adapted to the
online environment, and uses the most up to date calibration alignment information and the
magnetic field map. The EFmakes the final selection of physics events which will be written
into mass storage for subsequent full oﬄine analysis. The output rate from LVL2 should
then be reduced to ∼100 Hz wich corresponds to an output data storage of 10-100 MB/s if
the full event data are to be recorded.
TheDAQ systemhandles the distribution of data from the ROD tomass storage, control
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the data taking and monitors the overall experiment.
2.8 The ATLAS computing model
In order to study the detector response for a wide range of physics processes and scenarios,
a detailed simulation program has been implemented that carries events from generation to
the output in a format which is identical to the collisions data. The simulation program is
integrated into the ATLAS software framework, Athena [25], and uses the Geant4 simulation
toolkit [26, 27] . The core software operates on a hierarchical model of computing called the
World-wide LHC Computing Grid (”WLCG2 or ”Grid”) [28].
The simulation software chain is generally divided into three steps, that may be
combined into a single job. First we have the generation of the event and immediate decays,
which is accomplished using specific Monte Carlo generators, such as PYTHIA [29]. The
second step, is the simulation of the detector and physics interactions are done by the
GEANT4 toolkit and the third and last step is the digitization of the energy deposited in the
sensitive regions of the detector into voltages and currents for comparison to the readout
of the ATLAS detector. The output of the simulation chain can be presented in either an
object-based format or in a format identical to the output of the ATLAS data acquisition
system (DAQ). This allows to both the simulated and collisions data, from the detector can
then be run through the same ATLAS trigger and reconstruction packages.
A graphical view of the ATLAS simulation data flow can be seen in Figure 2.10. On this
figure the square-cornered boxes represent algorithms and applications to be run and the
round-cornered boxes correspond to persistent data objects. Also present are the required
steps for pile-up or event overlay and are represented with a dashed outline. The starting
point of the simulation is the production of events by the generator in standard HepMC
format [30]. These events can be filtered at generation time so that only events with a certain
property (e.g. leptonic decay or missing energy above a certain value) are kept to be read
by the simulation. All produced particles are stored, but it is possible to apply some cuts in
order to select certain particles. After the generation and selection of the interesting particles
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Figure 2.10: The flow of the ATLAS simulation software, from event generators (top
left) to Raw Data (top right).
they are propagated through the full ATLAS detector by the Geant4. Along this step it is
possible to choose the detector configuration, including misalignments and distortions. The
energies deposited in the sensitive regions of the detector are recorded as hits, which contain
the several information like: total energy deposition, position, and time. In both event
generation and detector simulation, information called truth is recorded for each event. In
the generation jobs, the truth is a history of the interactions from the generator, including
incoming and outgoing particles. A record is kept for every particle, whether the particle
is to be passed through the detector simulation or not. In the simulation jobs, truth tracks
and decays for certain particles are stored. In the digitization jobs, Simulated Data Objects
(SDOs) are created from the truth.
The digitization takes the hit output from the simulated events and for each event the
detector signal (e.g. voltage or time) is generated. At this step, detector noise is added to
the event as well as the first trigger level. The digitization first constructs digits, inputs to the
read out drivers (RODs) in the detector electronics. The ROD functionality is then emulated,
and the output is a Raw Data Object (RDO) file. The output from the ATLAS detector itself
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is in bytestream format, which can be converted to and from RDO file format. The two are
similar, but the truth information is taken out from the bytestream.
All the external information needed to run the simulation chain described before,
like the ATLAS detector geometry used for simulation, digitization, and reconstruction
is built from the conditions databases. The conditions databases stores the information
describing the physical construction and conditions data which contains all the information
needed to simulate the real data-taking conditions of the detector like detectormisalignment,
temperatures and voltages. The way the condition database is implemented and used for
the Detector Control System can be seen in Section 4.10. Also important to achieved good
quality data is the validation and performance of the software, validation of the physics
performance and output of each piece of the simulation software chain. Further information
about the ATLAS Simulation Infrastructure can found in reference [31]
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TileCal is the hadronic calorimeter in the central region of the ATLAS detector. It is a non-
compensated hadronic sampling calorimeter and its main function is to contribute to the
energy reconstruction of the jets produced in the pp interactions. The calorimeter will also
play a essential role in the identification of low-pT muons and, with the addition of the
end-cap and forward calorimeters, in the measurement of the total missing energy Emiss
T
.
TileCal encloses the Inner Detector and Liquid Argon Calorimeters and combined with
the performance and environmental requirements, this imposed several constraints to its
construction. The Tile calorimter faces three basic problems which have implications on
its performance: the level of radiation, the presence of two magnetic fields, from the inner
solenoid and the outer toroids, and finally the amount and the |η| distribution of dead
material in front of the calorimeter.
On this chapter we start by reviewing the basic calorimetry concepts (Section 3.1)
folowed by a detailed explanation of the Tile calorimeter starting from the design and
requirements (Section 3.3) and ending with the monitoring and inter-calibration systems
in Section 3.6. Also in Section 3.7 are given some results of performance tests obtained
during three periods: 2000 to 2003 Standalone Test-Beam; Combined Test-Beam; TileCal
Commissioning data taking.
3.1 Principles of Calorimetry
A calorimeter is a detector that measures the energy of high energy particles. It is basically a
block of matter in which the particles interact and transform partially or totally their energy
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into a measurable quantity. There are two types of calorimeters: the homogeneous with
only one active region and the sampling calorimeters composed of two regions, one active
(plastic scintillator, ionizing gas or liquid, etc) and the other passive (uranium, lead, copper
and iron). The active region of a sampling calorimeter as the function of producing the signal
while the passive region has the function of stopping the particles in a minimal path-length
so high Z elements are commonly used .
In a experimente like ATLAS the calorimeter regions is divided into two regions the
electromagnetic and hadronic calorimeter. Electromagnetic calorimeters are designated to
measuremainly electrons and photonswhile hadronic calorimetersmainly single hadrons or
jets. We call a jet to a shower of large number of hadrons produced through strong interaction
by a single quark or gluon. The electromagnetic calorimeter is placed in front of the hadronic
one. This happens because hadrons have higher interaction length 1 giving origin to much
wider showers rather than the ones produced by either electrons or photons.
3.1.1 Energy resolution of Calorimeters
The energy measurement is based on the principle that the energy of the incident particle
is proportional to the number of particles (N) in the shower: E ∝ N. Fluctuations in the
deposited energy (∆E) can be expressed like:
∆E
E
∝ ∆N
N
∝
√
N
N
=
1√
N
∝ 1√
E
(3.1)
Therefore the resolution of the calorimeters improves with increasing energy as 1/
√
E.
This estimation is purely based on statistical arguments. The actual energy resolution of a
realistic calorimeter can be written as:
σ
E
=
a√
E
⊕ b
E
⊕ c (3.2)
where ⊕ is the quadratic sum and a/
√
E is the stochastic term, b/E noise term and the c
1interaction length λI it is defined as the average distance a high-energy hadron can travel inside a medium
before a nuclear interaction takes place
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constant term [32].
Stochastic Term
The stochastic term represents the fluctuations related to the physical development of the
shower. Homogenous calorimeters have a very small stochastic term because the whole
shower is absorbed in the active material. Typically they achieve values for a of a few
percent. On the other hand, sampling calorimeters have a much higher stochastic term due
to the fact that the deposited energy in the active material can have high fluctuations event-
by-event. These fluctuations constitute the major contribution to the energy resolution. In
principle the sampling fluctuations can be reduced by reducing the thickness of the absorber
layers, but in practice this is not feasible because that would increase the calorimeters size to
ensure a proper containment.
Noise Term
This term depends on the noise of the electronic read-out chain. Calorimeters based on
the collection of scintillation light can have very low noise terms if they use photosensitive
devices, like photo-multipliers, to read out and amplify the signal. On the opposite, detectors
based on the collection of charge have higher noise terms because the first component of the
read-out chain is usually a pre-amplifier. Nevertheless several methods like signal shaping
of optimal filtering can help to reduce the noise. For lower energies the noise term becomes
the dominant one.
Constant Term
This term summarizes all the contributions which do not depend on the particle energy. It
includes material non-uniformities, imperfections of the mechanical structure, temperature
gradients, radiation damage, etc. Modern detectors impose very rigorous specifications on
their components to keep this term low since it is dominant at high energies. Typical values
for this term are 1% or smaller.
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3.1.2 Sampling Fraction
An important parameter for sampling calorimeters is the sampling fraction. It is defined as
the energy deposited in the active material divided by the total energy deposited in the
calorimeter:
St =
Eactive
Eactive+Epassive
(3.3)
where Eactive and Epassive represent respectively the energy deposited in the active and
passive part of the calorimeter. The relative energy loss in the active material is slightly
different for muons and electrons, since for an electron the number of low energy photons
produced is higher leading to a larger probability of interaction in the next absorber layer
rather than in the active material itself. This effect leads to a larger number of low energy
electrons that not reach the active part meaning a smaller signal.
The sampling fraction termused along this thesis, is considered as the energydeposition
of electrons in active material.
Sometimes the sampling fraction is considered with respect to a ”minimum ionizing
particle” (mip). MIPs are muons or other particles with unitary charge, with an energy
that corresponds to the minimum value of the stopping power curve. In these cases, the
sampling fraction can be estimated by taking into account the geometry and the material of
the detector and the crossed path through the active and passive material. A useful way to
estimate this is by using muons with different energies and taking the minimum value of
their signal distribution [33].
3.2 TileCal concept
TileCal is a sampling calorimeter thatmakes use of steel as absorbermaterial and scintillating
tiles readout by wavelength shifting fibers (WLS), as active medium. TileCal presents a new
concept of hadron scintillator calorimeter [34], in which the scintillating tiles are placed
perpendicular to the beam and are staggered in depth. This has the great advantage of
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Figure 3.1: The principle of the Tile Calorimeter design.
allowing an easy readout of the light through WLS optical fibers while keeping a good
hermeticity at a low cost. This new concept was first proposed in 1991 [35], and has been
first tested by Monte Carlo simulations and later by prototypes exposed to beams of high
energy particles. These tests and simulations showed that a hadron calorimeter with such
design is not affected in the energy resolution for both hadrons or jets and also provides a
good sampling homogeneity (Section 3.7.1).
The implementation of this concept is illustrated in detail in figure 3.1. The scintillator
tiles are in the r−φ plane oriented in the φ direction, where (r) is the radial direction and (φ)
the azimuthal angle. The two free radial edges of the tiles that are accessible from the side
of the module are read by WLS optical fibers which run in the radial direction. The fibers
go out of the absorber structure and are grouped together, according to the segmentation of
the calorimeter and then coupled to a photomultiplier (PMT). With this fiber readout it is
possible to define tridimensional cell readout, creating a projective geometry for triggering
and energy reconstruction. Finally, the read-out of the two sides of each scintillating tile into
two separate PMTs guarantees a sufficient light yield and provides a redundancy which is
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needed during the scheduled long period of operation of the ATLAS detector.
3.3 TileCal design and requirements
The major task of TileCal is to identify jets and measure their energy and direction. To
achieve this over a broad range of energies, from 0.5 GeV deposited by muons, up to few
TeV due to jets, the calorimeter needs to operate in a wide energy range per detector cell.
In order to achieve the performance required for jets it is required a resolution in energy
of:
σ
E
=
50%√
E
⊕3% for |η| < 3 (3.4)
At the highest energies expected at the LHC, the resolution of the calorimeter is
dominated by the constant term, c. An attempt is made to keep the constant term below the
2% level [4]. The granularity of the Tile Calorimeter also plays an important role since the
electromagnetic section in front (LiquidArgonaccordion calorimeter) has afine segmentation
of∆η×∆φ= 0.025×0.025. The hadronic segmentation for the cells behind the electromagnetic
section is ∆η×∆φ = 0.1× 0.1 and allows an efficient hadron leakage estimation, helping
the electron and photon identification. A reasonable longitudinal segmentation, especially
around the hadron shower maximum depth, with an appropriate weighting technique,
enables to restore the linearity of the energy response to hadron showers at the level of 1-2%,
intrinsically non-linear because of the non-compensating nature of the calorimeter [36].
For the transverse missing energy Emiss
T
, a large contribution comes from the overall
acceptance of the detector. This acceptance was improved by implementing a special
extended barrel sub-module, the Intermediate Tile Calorimeter (ITC) in the region between
the barrel and the extended barrels regions. Another improvement is the placement of the
scintillators plates in the gap region at large η, which allow to recover part of the lost signal
in this region filled with dead material. The total thickness of the active Tile calorimeter is at
least, nine interaction lengths (9λ) of material which allows to minimize the low energy tails
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in the reconstructed jet energy.
Figure 3.2: A scheme of the Tile hadronic calorimeter that consists of one barrel,
divided into 2 partitions (LBA and LBC), and two extended barrel (EBA
and EBC).
The Tile Calorimeter (figure 3.2) has a cylindrical structure with an inner and outer
radius of 2280 and 4230mmrespectively. It is built in three sections, one barrel (divided into 2
partitions LBAandLBC), and two extended barrel sections (EBAandEBC) and surrounds the
LiquidArgonbarrel electromagnetic and end-caphadronic and electromagnetic calorimeters.
The central barrel and the extended barrels are separated by a gap of about 700 mm, needed
for the Inner Detector and the Liquid Argon cables, electronics and services. Each section
has 64 independent modules along the azimuthal direction:
• One 5640 mm long central region called barrel with covering: |η| < 1.0.
• Two lateral 2910 mm long called extended barrel with covering: 0.8 < |η| < 1.7.
The modules of the calorimeter are segmented in both axial (along z) and longitudinal
(along r) directions. The calorimeter cell structure is defined by grouping the WLS fibers
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in bundles [37]. The cell dimensions are designed to obtain projective towers of nominal
width ∆η = 0.1. A Tower is a group of cells within ∆η×∆φ = 0.1×0.1 and the sum of there
analogue signals, together with the signals from other calorimeters, are sent to the Level-1
(LVL1) calorimeter trigger system and used to identify jets, taus, total calorimter energy and
Emiss
T
signatures. The final segmentation in ∆η×∆φ is of 0.1×0.1 in the first two layers, and
∆η×∆φ = 0.2× 0.1 in the last layer. The last layers normally contain very little energy. So
the cells in the D layer as a width ∆η = 0.2 and is readout by two PMT each one placed two
appropriate ∆η = 0.1 towers. In this way the calorimeter modules are segmented into three
radial layers (A, B+C and D in figure 3.3), with thickness of approximately 1.5, 4.2 and 1.9
interaction lengths at η= 0.
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Figure 3.3: The cell layout of central barrel and extend barrel TileCal modules.
The calorimeter was built module by module and, after the steel matrix assembly, 3
mm thick plastic scintillating tiles were inserted in thematrix gaps. A total of approximately
460 000 scintillating tiles distributed by eleven (11) sizes, are required for the TileCal, half in
the barrel, one quarter in each of the extended barrel sections, and a small amount in the ITC.
The scintillators are wrapped with a white diffuser called Tyvek R©2 to improve protection
and at same time improve response uniformity along the tile [38].
2E.I. du Pont de Nemours and Company.
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3.3.1 Optics
The light produced by ionizing particles crossing the scintillating tiles propagates through
the tile to its edges where it is absorbed by the WLS fibers and guided to the PMT. A light
mixer is placed between the fiber bundles and the photo-cathode to homogenize the light
collection over the surface of the PMT. The end of the fibers opposite to the PMT’s are coated
in one of the top edges with an aluminium mirror surface to catch the light traveling in that
direction and increasing the light output collection [39].
The total number of fibers that equip the 64 barrel and the 128 extended barrel modules
is around 570 000. In the barrel region the length of the fibers ranges between 85 cm and
210 cm and in the extended barrel the length ranges from 90 cm to 230 cm. The total length
of fibers required is 1120 Km [40]. The instrumentation of theWLS fibers into a central barrel
module can be seen in figure 3.4.
To guarantee an optimal optical and mechanical contact between tiles and WLS fibers
and to guide the fibers, a special plastic tube, called “profile” was used [41]. The fibers are
inserted by a dedicated ”Robot” [42] in plastic tubes, and each set of fibers belonging to
each calorimeter cell are grouped in a bundle, in the end of the fibers near the PMT they are
glued together and air-coupled to a PMMA light mixer which is also air-coupled to the PMT
tube. Each cell is readout by two PMT’s, one of each side of the module (called Left and
Right or Up and Down). In the barrel section, cells B and C are viewed by the same pair of
photomultipliers.
3.3.2 Photomultipliers
The photons produced by the interaction of particles along the scintillator are collected
and guided through WLS fibers to the PMT window and interact with the PMT photo-
cathode where they are converted into electrons via photoelectric effect. The materials of
the window and the photo-cathode determine the spectral response of the photomultiplier.
The quantum efficiency of the PMT, e.g., the ratio between the number of photons arrived
at the photo-cathode and the number of electrons released is wavelength dependent. The
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Figure 3.4: Instrumentation of a central barrel module with WLS fibers.
electrons produced in the photo-cathode are then focused on to a series of electrodes, called
dynodes, which multiply the electrons by secondary emission. The multiplied electrons are
then collected by the anode for its readout. The multiplication process is achieved by the
application of a high voltage between the first and last dynode. The dynodes are arranged
in a linear structure, in which the electrons are progressively focused and multiplied. This
type of arrangement minimizes the electron transit time between stages obtaining a very fast
response.
After an intensive period of R&D the TileCal group has chosen the Hamamatsu R7877
PMT, with the following characteristics [43]:
• Quantum efficiency at 480 nm 17%.
• Gain 105 at nominal voltage of 680 V.
• Useful area 324 mm2.
• Dark current at nominal gain < 100 pA.
• Rise time: 1.4 ns.
• Length: 20 mm.
The multiplication factor or gain, GPMT, is given by:
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GPMT =
Ia
Ik
(3.5)
where and Ia and Ik are the currents at photo-cathode and at anode respectively.
The gain of the photomultipliers used in the TileCal are well described by the following
equation [43]:
GPMT = α×Vβ (3.6)
where V is the applied voltage, α and β are parameters characteristic of each
photomultiplier and are measured in dedicated tests (Section 3.6).
The collected charge in the readout system is a function of the number of electrons
resulting from the interaction of photons on the photo-cathode. These electrons are usually
called photoelectrons. So, the total collected charge will be a function of the total number
of photoelectrons, npe, produced in the photo-cathode [44] and also of the gain of the PMT
(equation 3.6), i.e., of the high voltage, applied to the PMT. So, the total collected charge per
GeV of deposited energy is given by the following expression [44]:
QPMT = e×Npe×GPMT = e×Npe×α×Vβ (3.7)
where the Npe is the number of photoelectrons.
For calibration the nominal gain of the PMT is fixed to 105 which corresponds, for
a photostatistics of 50 Npe/GeV, to a total charge of 0.8 pC/GeV with a duration signal of
16 ns. However, the gain could be reduced to avoid saturation of the readout electronics
at high energies. Test-beam calibration showed that the actual value of the total charge
deposited by incident particle energy is about 1.2pC/GeV3 which gives a photostatistics of
about 70 Npe/GeV. These are the values used in this thesis work to convert simulated data
where we have deposited energy, to test-beam data where we have collected charge.
3This is the value of the electron response at 90◦ obtained with the flat filter method
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3.4 The Readout system
The fast readout electronics shapes, amplifies and digitizes the signals coming from the
TileCal PMTs which are then sampled by a 10 bit ADC at the LHC bunch crossing frequency
of 25 ns [45]. Signals from the 2000 trigger towers must be composed and sent to the
electronics of the LVL1 system every 25 ns. These signals are then buffered during 2.5 µs in
order for the LVL1 system to make the decision of accepting data and send it to electronics
front-end.
All FE electronics and photomultipliers are located in the back region of the calorimeters
(girders) on a system of removable drawers. A system containing two drawers is called a
super-drawer and has a total length of 3 m. One super-drawer is needed to readout each
extend barrel module, and two for each barrel module.
Each super-drawer may contain up to 48 PMTs blocks and also contains electronics
boards to provide the HV levels required for operation and to process the signals produced.
The total number of PMTs is about 10000. The readout electronics boards are connected to
the drawer by a motherboard arranged on top and bottom of each drawer.
A PMT block is composed of a photomultiplier tube, a light mixer, a high-voltage
divider, and a integrator all of them interfaced to the readout electronics. This schematics
can be seen in a more detailed form in figure 3.5.
Figure 3.5: Different elements of a PMT block followed by the readout electronics.
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3.5 Energy and Time Reconstruction
In order to obtain the corresponding reconstructed energy for each calorimeter cell it is
necessary to convert the digitized signal of each read-out channel into a physical quantity.
This is achieved by calibrating the signal in such a way that to a certain reconstructed
amplitude corresponds a well known energy at the electromagnetic scale (measured in
MeV). The electromagnetic scale is defined by the correct energy reconstruction of the energy
deposited by electrons and photons in the calorimeter [46].
3.5.1 Signal Amplitude Reconstruction with Optimal filtering
The signal properties, pulse amplitude, time and pedestal, are reconstructed by the Optimal
Filtering (OF) method [47] to obtain the reconstructed energy. The OF makes use of the
weighted sum of coefficients (OFC) in order to expand the amplitude peak and the pedestal
is subtracted for each signal sample (spaced by 25 ns). TheOF is implemented at the Readout
Driver boards (RODs) and from there it provides the energy and time information to the
High Level Trigger of ATLAS. The HLT will then make the decision which are the good
events and only the ones tagged as good are stored. At present, since the data-taking rate
allows it, the seven digitized samples are also available oﬄine for all the events together
with the results of the OF reconstruction from the RODs. In ATLAS default configuration
only five measured samples will be kept.
The procedure to compute the amplitude A and time (τ) are given by the equations:
A =
n=7∑
i=1
aiSi τ =
n=7∑
i=1
biSi (3.8)
where Si represents the sample taken at a certain time ti (i = 1 . . . n). The coefficients
of these combinations, ai and bi, known as the OF weights, are derived taking into account
the previous knowledge of the pulse shape and of the noise autocorrelation matrix. The
weights are chosen in such a way that the impact of the noise to the calorimeter resolution
is minimized. Figure 3.6 shows the pulse shape used as a reference in the estimation of the
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OF weights. The data was taken from the test-beam period and for each gain the selected
channel will give a value for the deposited energy [48]. In ATLAS the detector pulses have
a constant timing with respect to the LHC bunch crossing frequency and therefore for each
cell only one OFC set is needed.
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Figure 3.6: Pulse shape for high and low gain used as reference for the OF weights
calculation.
In the test-beamparticles arrive asynchronouswith respect to the data acquisition clock,
that is 5 ns long. In order to compensate this the estimation of the signal time is done by
25 sets of OF weights calculated in steps of 1 ns. The correct set is chosen according to the
particle arrival time measured by the beam line TDC [49]. For the detector commissioning
phase of the detector, similar approachwas taken since signals come fromcosmic rays and are
asynchronous with respect to the LHC clock. The estimation of the signal time is calculated
at different phases from -75 ns to +75 ns and also in steps of 1 ns. All the results presented
on this thesis regarding the test-beam data and commissioning data periods are taken using
this two alternative methods.
Another signal reconstruction algorithm used is the Fit method. It is based on a three
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parameter fit to the known pulse shape function g(t), as expressed by:
Si = Ag(ti−τ)+ped (3.9)
where Si represents the sample taken at a certain time ti (i = 1 . . . n) and the parameters
A and τ represents the amplitude and time of the signal. The ped is a free parameter that
defines the baseline of the pulse. This method is called the Fit method and was compared to
the OF method with test-beam data and were found to be equivalent [46] nevertheless in the
presence of pile-up and noise the fit method it is not suitable meaning that during ATLAS it
will be used the OF method.
3.5.2 Absolute Electromagnetic Scale
The electromagnetic scale was obtained by the average response of the TileCal detector to
an electron beam entering at a polar angle of 20◦. This value has been taken during the
Stand-alone test-beam period, 2000 to 2003, on which about 10% of the TileCal modules
installed in the ATLAS detector were studied using particle beams of electrons and pions
(for further details see Section 3.7.1). The calibration value obtained and used as a reference
was CpC→GeV = 1.05±0.003 pC/GeV. This is an average value and it is subjected to cell-to-cell
and module-to-module variations.
3.5.3 Cell Energy Reconstruction
The reconstructed cell energy inTileCal andusedby theHLTandoﬄine is obtained according
to the following equation:
ErecEchannel = A×CADC→pC×CpC→GeV ×CCs×Claser (3.10)
The signal amplitude A, already described in the previous Section, is measured in
ADC counts, as in Equation 3.8, while the factor CADC→pC is the conversion factor of ADC to
charge, and is determinedusing awell defined injected chargewith the CIS (Charge Injection
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System) calibration system. The factor CCs corrects for residual non-uniformities after the
gain equalization obtained from the Cesium Calibration system. This is an important factor
namely in the standalone test-beam due to the fact that electron beam can only correctly
calibrate the cells near the edges and the Cesium Calibration is need to equalize the BC
and D cells with respect to the A cells. However due to geometrical effects this values
need to be corrected. This effect consist on the fact that the length TileCal Cells increase
in the longitudinal direction and to account to this factor it is necessary to introduce a
weighting to each TileCal layer. This effect was measure with the use of muons entering
the modules at 90◦ [50, 51]. On Table 3.1 we have the average correction factors for the
three longitudinal layers to correct for varying cell lengths not taking into account the cell
inter-calibration procedure. The factor CLaser, not currently implemented, allow to corrects
future non-linearities in the PMT responsemeasured by the Laser calibration system. Details
regarding the TileCal Calibration systems can be seen in the next Section 3.6.
TileCal Layer A BC D
Layer correction 1.00 0.977±0.002 0.919±0.006
Table 3.1: Longitudinal correction weights applied to each TileCal layer.
3.6 Monitoring and inter-calibration
In order to take quality data it is necessary to determine the overall energy calibration scale,
i.e., the factor that relates depositedenergy in the calorimeter into a digitized signal produced
at the front-end electronics and to measure and monitor these calibration factors for each
readout channel over the lifetime of the detector.
The TileCal design already incorporates a set of calibration and monitoring systems
in order to obtain this set of measurements. The main goal of the calibration system is to
achieved a precision of 1% on the measurement of a single cell. This precision will allow to
detect non-uniformities or degradation in specific detector elements. The way calibration
systems treat different sections of the readout chain is shown in Figure 3.7, and they are:
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• The 137Cs calibration system [52] probing the initial part of the readout chain, including
the optical elements and PMTs. This system uses radioactive γ-sources (137Cs) moved
through the detector by means of a pneumatic system.
• The Laser system [53], which monitors the PMTs gains by illuminating them with a
pulsed laser light.
• The Charge Injection system (CIS) [54] responsible by the monitoring of the front-end
electronics using a calibrated injection charge.
• Integrator monitoring system [45] that monitors the signal produced at the slow
integrator during the physics runs by minbias events. The integrator read-out is the
same used for the Cesium system.
Figure 3.7: TileCal read-out chain and the calibration schema.
The TileCal calibration protocol was optimized during the detector commissioning
period. This period revealed that the CIS constants are very stable over time and need to be
updated only twice per year. As for monitoring, CIS runs are performed between physics
runs on average twice per week. The same period of time is used for the monitoring of the
laser runs. The laser calibrations are still under study and so the calibrations values taken
are only used for monitoring purposes. Regarding the Cesium scans, because of theirs long
time duration (full scan takes from 6 to 8 hours), they are performed outside physics beams
period, basically its periodicity depends on the accelerator scheduled which can go from a
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few weeks to 1-2 months. Regarding the monitoring of the slow integrators current during
the physics runs, it is still under commissioning since it requires experience with collisions.
The 137Cs calibration system
The TileCal design concept already incorporates, the option of a moving radioactive source
through each scintillating tile. The scintillator light produced by the Cesium source induces
a current in the PMT proportional to the gain and to the number of photoelectrons according
to Equation 3.7. Such a system uses a 9 mCi 137Cs radioactive γ-source embedded into a
guide tube made of stainless steel inserted into the hollow rods along the z direction. Three
sources of similar intensity are deployed in the three TileCal partitions. The source is moved
by a hydraulic pump which is controlled by dedicated software [55].
The source scans allows to check the quality and uniformity of the optic and opto-
electronic system (scintillating tile, WLS fibers and PMT) by measuring the individual
response of each cell. The precision of the Cesium system was evaluated during the
stand-alone TileCal test-beam and according to this study the single cell response can be
reconstructed with a precision of 2%, with an average cell amplitude with a precision of
0.3%. The precision for the cells on the edge of the TileCal modules is of 0.5% and a few
percent for the C10 and also for the D4 cell which is present in the gap region. The results
obtained during the Combined Test-beam were worse and the overall stability during the 4
months period which lasted the test-beam was of 1% [46].
The Laser system
This system uses a laser in order to monitor the PMT gain of the modules [53]. The system
sends to each PMT light pulses, similar in duration, intensity and time to those produced
by particles in the scintillator. It allows to isolate effects purely due to the PMT, like drifts
in the gain or in the electronics associated with the readout system. Contrarily to the other
calibration systems the laser system is expected to run during data taking. A number of laser
events at different intensities are alternated with physics events.
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The Charge Injection system (CIS)
The function of the CIS system is the calibration of the ADCs [54]. The system takes runs
with several known charges and inject them directly into the front end electronics. After
the pulse is reconstructed from ADC samples, using the Fit Method described in Section 3.5
and since the charge is known, a calibration factor CADC→pC can be extracted. This allows to
isolate problems purely due to electronics and additionally it allows to test and calibrate each
readout channel over its full dynamic range. To determine the values of the gains for each
channel, dedicated CIS calibration runs are taken frequently, in which a scan is performed
over the full range of charges for both gains. The typical channel-to-channel variation of these
constants is measured to be approximately 1.5%. CIS system also calibrates the integrator
gains.
Integrator monitoring system
The LHC detectors will have a large background of inelastic p− p collisions with small
momentum transfer. These inelastic collisions will produce events so-called Minimum Bias
(MB). In addition to the intrinsic calorimeter noise in calorimeters the MB events are one of
the limits on the TileCal performance. However these processes have some characteristics
that can be used to continuously monitor the response of the calorimeter and it can be read
during physics runs without interfering with normal data acquisition. This is achieved by
reading the slow integrators component present in the 3-in-1 cards without disturbing the
fast pulse shaper [45].
3.7 TileCal Detector performance
The Tile Calorimeter tests with high energy particles started in 1993 with the CERN RD34
program. Since that date several other tests were performed on which the use of high
energy particles was done. These tests runned until the TileCal final assembly in the ATLAS
cavern which occurred in 2005 and comprised both standalone operation or combined with
other detectors. Also important and incorporated on this section is the TileCal detector
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performance during the final commissioning phase. On this last phase, the TileCal was
already fully functional which allowed to make continuous data taking of cosmic rays data.
The tests comprised several periods with years of interval between them, and in
summary the tests with high energy particles can be categorized as follows:
1. Tile Calorimeter stand-alonemeasurementswith a 1m prototype stack of five modules
(1995).
2. Combined tests with the LAr electromagnetic prototype (1995).
3. Full size Barrel Module in stand-alone measurements (1996).
4. Two full size Extended Barrel sectors (EB Module 0’s) in stand-alone measurements
(1997-1999).
5. Five full size Modules in stand-alonemeasurement: 2 production barrels, 2 production
extended barrel and one the Module0 (2000-2003) (Section 3.7.1).
6. Combined tests with all of the ATLAS sub-detectors (2004) (Chapter 6).
7. Commissioning with cosmic rays data (2005-2009) (Section 3.7.3).
Some of the studies performed during the test-beam with high energy beams are:
• Electron studies, to estimate the electron response for the evaluation of the Electro-
magnetic scale, to measure the energy resolution, linearity, calibration and also the e/h
ratio.
• Pion studies, to estimate the energy resolution, linearity, shower profile and shower
leakage.
• Muon studies, to estimate response and to check the uniformity of the detector like the
Npe.
• Dedicated calibration and monitoring periods with Cesium, Laser and Charge
Injection.
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Several studies were performed in these test-beams and an exhaustive description is
out of the scope of this thesis and so short summaries of specific periods with emphasis on
the results which are important to this thesis are given, namely regarding the TileCal DCS
and the detector response to particle beams of pions and electrons.
In Section 3.7.1 a short summary is given of the calorimeter performance achieved
during the stand-alone test of 2003 while on Section 3.7.3 we have the summary results
for the Commissioning period. The 2004 Combined Test-Beam results are presented on
Chapter 6. All the results present here were already publish. The first 4 test-bean periods
can be found in [34] while the test-beam period of 2000 to 2003 can be found in [46] and
the Commissioning period with cosmic ray data in [56]. Regarding the 2004 Combined
Test-Beam no final paper is still available and many references can be found on Chapter 6.
3.7.1 2000 to 2003 Standalone test-beam
This test-beam started in 2000 and continued until September of 2003 with a total of 10
calibration test periods and its main goal was to make the final modules calibration with
beams of high energy particles.
This calibration was performed in the H8 beam line of the Super Proton Synchrotron
(SPS) at CERN. The beam period of 2003 had 3 periods in which 3 barrels and 6 extended
barrel modules were calibrated. Full details of this test-beam periods can be found in
reference [46].
During the test-beam period, e, µ and π incident at different angles and with several
energies were used. All physics events, beam characteristics and calibration data from the
calibration systems, CIS, Cesium and laser were intensively studied.
The experimental setupof these test-beamperiodswas always the sameand consistedof
installing the calorimeter modules on a scanning table, which allowed precision movements
of the modules in θ (η direction), φ or Z with respect to the beam. The setup, consisted in
two central barrel modules and two extend barrels as it is shown in figure 3.8.
Behind the modules there is a 80x80 cm2 scintillator wall. This wall allows to assist the
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Figure 3.8: Setup during beam calibration: From bottom to top, the barrel prototype
(Module 0), a production barrelmodule and twoproduction extendbarrel
modules.
identification of muon and to tag events as ”with or without longitudinal leakage”.
The calibration of the modules with beam was performed with electrons and muons.
The muons can cross all the cells and are used for cell intercalibration. The calibration
with muons is based on the equalization of the response of the cells weighted by the
number of scintillators of the cell, and its response is also used to determine the number
of photoelectrons per GeV [44]. For this study muon beams of 180GeV were used.
Figure 3.9: Cell layout of the central barrel and extend barrels modules.
The characterization of the incident beam of high energy particles is done upstream of
the calorimeter modules. It consists of a set of 3 scintillators used for trigger and to define
a beam spot to about ∼2 cm in radius. The x and y coordinates are determined using two
multi-wire chambers. There is also a Cherenkov detector which assists in the beam particle
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identification.
The cell structure of the barrel and extended barrel modules is shown in figure 3.9.
This cell structure allows the electron shower to be almost fully contained in one large cell
allowing to determine the energy scale for electrons. This procedure is used only in cells A
of the calorimeter that can receive a direct hit from the electrons present in the beam.
On this study, for each cell, the electron response was corrected regarding the variation
with impact point. The impact point variation is related with the fact that the sampling
fraction varies periodically following the detector structure, which makes it dependent of
the impact point coordinate along the front face of the calorimeter(Z). This effect is clearly
seen in Figure 3.10 were we can see variation of the electron response along Z, for η = 0.65.
Figure 3.10: The oscillation of the electron response due to the sampling fraction
variation along Z, for η = 0.65. The line corresponds to the experimental
fit used to correct for this effect.
The final distribution of the responses from about 200 cells is presented in Figure 3.11.
The mean value obtained is 1.05± 0.003 pC/GeV and this value is considered the TileCal
Electromagnetic calibration constant with a cell-to-cell variation of 2.4± 0.1%. The main
source of this spread are the local variations in the tiles responses and in the light transmission
efficiencies to the PMTs.
Also relevant are the studies in order to see the impact of theDCSmonitoringparameters
(temperatures, voltages, currents, humidity, etc) in the TileCal energy response. From all
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Figure 3.11: TheA cell response to electrons at 20◦ (MeanValue= 1.05±0.003 pC/GeV
and RMS of 2.4% ±0.1%).
the DCS parameters monitored the most important regarding the detector performance are
the PMT applied voltage and the operational temperature. Both of those parameters have a
direct impact into the PMT gain.
A dedicated set of studies was performed during the 2001 test-beam periods. On this
study the temperature inside the super-drawer was monitored and revealed a very stable
behavior around the mean value of 24.5◦C with an RMS of 0.1◦. This can can be seen
in Figure 3.12 on which it is showed the temperature over a period of five days for the
PMT #22. A second test done consisted on study the impact of the temperature variation
of the cooling water system on the calorimeter response. The most sensive component to
temperature variations is the PMT. So it was necessary to study the relation between the
cooling water circuit and the PMT operational temperature. In order to achieve this the
water temperature present in the cooling circuit was decreased at constant flow in steps in
the range 16-22◦C. Each measurement was taken with 1-2h interval in order to allow the
temperature stabilization on the system. The results demonstrated the existence of a linear
correlation between the water temperature and the PMT operational temperature:
∆TPMT = 0.74∆Twater (3.11)
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The study of the detector response variation due to changes in the PMT applied voltage
consisted on using a 180 GeV particle beam of pions and positrons, inciding on cell A14 and
measure the impact on the calorimeter response. On Figure 3.12 we can see the variation of
the PMTs signal in cell A14 (cell A14 is read by two PMTs the PMT 21 and 22) due to the
PMT block temperature variation. The relation obtained was the following:
∆QPMT
QPMT
= −0.2◦CPMT (3.12)
on this relation Q represents the measured PMT charge in pC, and CPMT is the slope.
Whenwe combine this equationwith Equation 3.11 and Equation 3.7we obtain the following
relation:
∆GPMT
GPMT
= −0.15◦Cwater (3.13)
The impact study of ∆T= 1◦C on the TileCal energy resolution showed that for an
electron entering the TileCal module at an θ angle of 20◦ we have a change of 0.1%. [57, 58].
Figure 3.12: Dependence of the total measured signal on the PMT block temperature
for 180GeV pions (left) and positrons (right). The line represents the
-0.2%/ ◦ CPMT.
The 2000 to 2003 test-beam showed the following final parametrization for the electrons
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and pions energy resolution for η= 20◦:
Electrons
σ
E
=
(28.0)%√
E
⊕ (2.8) (η = 0.35) (3.14)
Pions
σ
E
=
(52.9±0.9)%√
E
⊕ (5.7±0.2) (η = 0.35) (3.15)
On Figure 3.13 we have the energy resolution for pions and electrons for the η = 0.35.
Both results are compared with simulated data using GEANT4 version 4.8.3. The data is
fitted with the usual Equation 3.2.
Another commonly used parametrization is the hadronic fraction e/h which represents
the ration between the responses to the pure EM and hadronic components of particles. The
value obtained for this test-beam period was of: eh = 1.336± 0.013 ± 0.005.
Figure 3.13: The energy resolution for pions and electrons at η = 0.35 as function of
the incident beam energy. Experimental data (full circles) and GEANT4
simulations (open squares).
3.7.2 Combined Test-Beam
The combined test beam consist of exposing a fully instrumented slice of the ATLAS detector
to particle beams coming from the SPS (Super Proton Synchrotron). These tests were done
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on theH8 hall at CERN during several periods during 2004. The sub-detectors configuration
was the most similar to the final ATLAS configuration, the same as for the Data Acquisition
System. A detailed description of the main results of the Combined test-beam period can be
found in Chapter 6.
3.7.3 TileCal Commissioning data taking
The commissioning phase started in December 2005 with the final assembly of the barrel
partition andwas initially planed to last until the first scheduled beam collision in September
2008. The commissioning consisted on making a complete set of tests that allowed the
certification of the detector for physics data taking. Among those tests was the validation
of the performance using data from cosmic muons produced in cosmic ray showers in the
atmosphere, referred as cosmic muons.
In September 2008 the first beam circulation attempt occurred with success, but a few
days later the accelerator machine suffered a malfunction in one of its sections which forced
it to stop for a total period of one year. During this long period of time it was decided
to continue with the cosmic muons data taking program until the accelerator was ready to
supply beam again. This non scheduled delay allowed the detector teams to make a huge
set of performance and stability tests. So, between September of 2008 and September of 2009
a large number of data sets were used for the detector commissioning. This period included
a 6 months detector upgraded on which no data was taken.
At the end of 2008 the TileCal detector was fully operational with approximately 1.5%
of dead cells. The major number of dead cells come from three non-operational drawers due
to problems in the respective power supplies or data corruption. Those problems affected
three drawers totalizing 60 cells which represents 1.2% of the TileCal total cell number while
the remaining 0.3% of cells are uniformly distributed over the hadronic calorimeter.
The type of problems found that affect the reading of the TileCal channels can be
identified into two types:
• Channels with fatal problems which are unusable and so are masked for the oﬄine
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reconstruction. These channels include:
– Drawers with non-functional low voltage system.
– Channels with no response due to failures of one or more in the readout chain.
– Channels with digitizer errors.
– Noisy channels.
• Channels with data quality problems which are flagged as such but are not masked
since they can be corrected during the oﬄine reconstruction. The most frequent
problems are:
– Channels with occasional data corruptions.
– Channels without calibration. These are flagged as poorly calibrated channels.
– Noisy channels.
– Channels where the response changes significantly over time. These are classified
also as poor quality channels but their response can be corrected overtime.
The high number of problem relatedwith the power supplies reinforced the importance
of Detector Control System monitoring with the aim of preventing more power supplies
malfunctions or improving the oﬄine data reconstruction. Typical cases on whichmeasured
parameters can directly affect the response of a channel are the applied voltage to the PMT
and the PMT operation temperature (Section 3.7.1). Nevertheless, the intrinsic parameters
(α and β ) of the PMT, will remain unchanged since they are a characteristic of the PMT and
independent of the applied voltage (Section 3.3.2). When a new voltage V is applied to the
PMT, we introduce a new gain value, G′, which is given by:
G′ = α×V′β (3.16)
G′ = G× ( V
′
Vnom
)β (3.17)
where Vnom is the voltage set by Cesium Calibration system, and α and β parameters
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will be given by calibration. And finally, the ratio RV = G
′/G, , will be,
RV = (
V′
V
)β (3.18)
Like we saw on Section 3.7.1 the changing of the PMT operational voltage also affects
the gain by a factor of 0.2% per ◦C. Both parameters are constantly monitored, recorded
and stored in databases by the Detector Control System (DCS). The Control system also
monitors other parameters important for the detector performance like voltages, currents
and temperatures among several critical TileCal components. Nevertheless until now no
other direct impact on the energy measurements was found.
On Figure 3.14we can see the high voltage applied on the PMTs for two periods of 3 and
6 months separated by a 6 months period due to maintenance operations. The HV values,
which are typically close to ∼670V, have a distribution (see Figure 3.15) with an average
difference of 0.17V with respect to the value set during inter-calibration and a RMS of 0.37V
during the considered period. According to Equation 3.18 and taking into account that the
β value taken from experimental test-bench is of ∼7 the reproducibility in the PMT gainis
∼0.4%.
As for the temperature stability, Figures 3.16 and Figure ?? show the measured
temperature for the same temperature sensor installed in the PMT block for the same period
of time as for the high voltage stability. The average over all the PMT blocks is of 24.1◦C
with an RMS of 0.2◦C. This change in time has a negligible impact on the gain variation.
Among the large number of studies performed during this period we would like to
give emphasis to the following ones:
• The calibrations used to obtain the electromagnetic scale during the stand-alone test-
beam were exported to the ATLAS environment. This is the starting point of all
calibrations until well controlled collisions happen.
• The analyzes of cosmicmuondata has been very important to check the overall detector
performance and to tune Monte Carlo simulations.
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Figure 3.14: Stability of the PMT high voltage with respect to its set value, averaging
over all PMTs for two periods of 3 and 6 months separated by the
maintenance period.
Figure 3.15: The distribution of the differences of themeasured and the setHVvalues
for two periods of 3 and 6 months separated by the maintenance period.
• The good performance of the Control systemwhich allowed tomonitor the operational
parameters and conditions that could affect the PMT gains. Due to the high failure rate
of the finger Low VoltagePower Supplies some other possibilities are being attempted
like studying the impact of the fLVPS parameters on the calorimeter response but
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Figure 3.16: Stability of the temperature, as measured at one PMT in each drawer,
averaging over all drawers for two periods of 3 and 6 months separated
by the maintenance period.
Figure 3.17: The distribution of the values for individual drawers for two periods of
3 and 6 months separated by the maintenance period
besides noise correlactions found no other evidence were identified until now.
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The main task of the Detector Control System (DCS) is to enable the coherent and safe
operation of the ATLAS detector. All actions initiated by the operator and all errors,
warnings, and alarms concerning the hardware of the detector are handled by DCS. For
the operation of the detector during data taking a close interaction with the data acquisition
system (DAQ) is required. So, the ATLAS control system was developed in the common
frame of the HLT/DAQ/DCS project.
Along this chapter themain requirements of theATLASDCS are presented (Section 4.1),
as well as the DCS internal architecture (Section 4.3). After, the Front-End system and Back-
End systemare described (Sections 4.4 and 4.5). Finally the communication betweenDCS and
external systemandDAQ is discussed as well as theDCS softwaremanagement (Sections 4.7
and 4.13).
4.1 Introduction
The ATLAS Detector Control System [59] supervises all the hardware of the experimental
setup, including all detectors systems of ATLAS and the common experimental infrastruc-
ture. It also communicates with external system like infrastructure services of CERN and
LHC accelerator.
The DCS has to continuously monitor all operational parameters, like actions initiated
by the operator or errors, and send warnings and alarms in case of detection of some
malfunction concerning the hardware of the detector. The DCS must interact with the
detector expert, providing online status information to the level of detail required for global
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system operation and offer guidance. It must also have the capability to take appropriate
action automatically if necessary and to bring the detector to a safe state.
TheDAQ systemandDCS are complementary services. The first one dealswith physics
event-data (characterized by an event number) and the second with all the data related with
the hardware and operational state of the detector (characterized by a time stamp). All
data of the second type are needed for understanding the behavior of the detector and for
subsequent physics analysis, and DCS has the responsibility of such analysis and storage.
So, in order to get good-quality physics data a detailed synchronization between the DAQ
system and DCS is required. DAQ and DCS also share elements of a common software
infrastructure.
The generic requirements of the ATLAS DCS has been defined and described in the
User Requirements Document [60].
• parameter monitoring, loading, logging and setting
• online status display
• automatic commands for certain actions (mostly operational)
• correlating parameters from different parts of the detector
• collaborating with DAQ system via the Run Control Layer
• control calibration and alignment process
• supervising the safety of the detector in collaboration with the Detector Safety System
(DSS)
• triggering alarms, emergency procedures, etc
• handling of error messages
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4.2 Organization of the DCS
TheDCS systemmust provide the functionality required to operate the different ATLAS sub-
detectors in stand-alone mode, as well as the coherent and integrated operation of all sub-
detectors for physics data taking. In order to provide this versatility the DCS implemented a
hierarchical structure of all sub-systems. This was achieved by defining and implementing
a system in layers with clear interfaces between them. The system layers are controlled
by self-contained applications called control units. In addition, the states of the external
systems, which have influence on the operation of the detector, are controlled by means of
similar units. The hierarchy of the control units operate as a Finite State Machine (FSM).
The FSM approach allows for sequencing and automation of actions and supports different
partitioning and ownership modes. Each control unit, and in particular, the sub-detector
units, are characterized bywell-defined sets of states and by transitions between these states,
which can be triggered either by command or incidents. The main flow of information in
the hierarchy for both data and commands can be seen in figure 4.1.
Figure 4.1: Hierarchical organization of the ATLAS DCS.
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4.3 Architecture
The architecture of theDCS and the technologies used for its implementation are constrained
by functional and environmental reasons. The DCS consists of a distributed Back-End (BE)
systemrunningonPCs anddifferent Front-End (FE) systems. The implementationof theBE is
achievedwith a commercial SupervisoryControlAndDataAcquisition system (SCADA) [61]
and the FE instrumentation consists on a wide variety of equipment: from simple sensors
and actuators to very complex controllers (FEC). The connection between the FE and BE is
provided by fieldbus or LAN and a SCADA Real-Time (RT) database that contain records of
all equipment where the data values are stored.
The DCS architecture tries to model the organization of the experiment, described in
the previous section. It has three logical layers, supervisory, control and process layers.
The SCADA component is distributed over the first two layers while the FE equipment
belongs to the process layer. The equipment is geographically distributed in three areas,
as schematically shown in figure 4.2. At surface we have the main room in SCX1, more
frequently called theATLAScontrol room, the undergroundelectronics is installed inUSA15,
US15 and in the cavern of the detector, UX15. US15 and USA15 are equivalent except that
USA15 can be accessed to personal during beam operation US15 cannot.
Figure 4.2: Geographical deployment of the ATLAS DCS.
• Process Layer
The process layer equipment is mainly placed in the US15, USA15 and UX15 caverns.
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The DCS FE electronics in UX15 is placed in the outer side of the calorimeters, where
a radiation dose rate of < 1−10 Gy per year is expected. The equipment is exposed to
a strong magnetic field of 1.5 T. These conditions allow the use of selected commercial
components, which however, need to be certified to be able to work under radiation
following the ATLAS policy [62]. The equipment at this level consists of controllers,
either as separatedmodules or asmicroprocessors incorporated in the electronic boards
and field instrumentation, namely sensors and actuators.
• The control layer
The control layer equipment is installed in cavern USA15. This level comprimises of
several types of equipment:
– Dedicated workstations where the sub-detector experts can operate the detector
and there is at least one per sub-detector.
– Dedicated workstations which controls real-time systems. They run SCADA
software and can run in stand-alone mode or integrated in the detector and can
consiste on more than one station clustered together.
– Non-SCADA Complex Front-End Systems (CFS). This type of equipment exists
in cases where the complexity of the detector requires a further group dedicated
to a specific task.
• Supervisory Layer
The supervisory layer equipment is installed in building SCX1 and consists on
general-purpose workstations, linked to the control layer through LAN. This layer has
several tasks including retrieving/providing information from/to other workstations,
monitor the several sub-systems, generate alarms, etc. This layer also represents the
interface with DAQ, magnet, safety system and LHC accelerator. Information of these
subsystems are used to build the overall status of the experiment.
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4.4 Front-End system
The FE equipment connects directly to the detector hardware. It comprises sensors and
actuators, digitizers, controllers and stand-alone computer-based systems. The FE also reads
and digitizes values, process them in some cases, and transfer the data to the BE system. It
also has to execute commands received from the BE.
The sub-detector groups are responsible for the FE systems. The FE equipment is
distributed over the whole volume of the detector with cable distances up to 150 m. Because
of radiation level, magnetic field, space limitation and non-accessibility to the UX15 cavern
during beam time, it is preferable to locate the equipment in the electronics buildings US15
and USA15. However, the complexity, cost and technical difficulties of laying cables over
such distances, together with the difficulties of transferring large amounts of digital data
over large distances, imply the digitization and compression of the data as early as possible.
To accomplish this, ATLAS placed in the UX15 cavern Input / Output (I/O) concentrators
with some local processing capabilities, allowing to reduce the data transfer rate from the
UX15 control stations. Standardization and homogeneity is achieved by the utilization of
well-defined industrial standard whenever possible and common DCS building blocks (FE
and BE integrated systems).
The harsh environment in the cavern limits the types of technologies that may be used.
For data transmission to the BE the CAN (Controller Area Network) fieldbus, standardized
within ISO 11898 by the International Organization for Standardization (ISO), has been
chosen amongst the CERN-recommended field buses. CAN equipment is very robust, has
excellent error detection and recovery, can be used over large distributed areas, does not use
components sensitive to magnetic field, has good commercial hardware support and also it
is not a proprietary system and therefore no license is required.
Although the direct usage of CAN for low level applications may be adequate, the
ATLAS DCS requires a higher-level communication protocol. From different higher-level
communications available CANopen has benn selected. CANopen is defined by the CAN
in Automatic (Cia) organization [63].
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4.4.1 Embedded local monitor board
The Embedded Local Monitor Board (ELMB) [64] is a single electronic board developed by
the ATLAS DCS team for standard analog and digital input/output. No such commercial
devices exist that can operate in the hostile environment of the cavern and to fulfill ATLAS
requirements at both hardware and software levels.
Some typical applications of the ELMB can be very simple like read / write from to
sensors and actuators or more complex like control of power supplies, gas devices, cooling
systems, or even detector elements like chambers. The ELMB also permits to the user to
develop dedicated software which permits additional functionality like histograming (e.g.
required for monitoring gas flows).
In summary the usage of the ELMB by the ATLAS sub-detectors provides the following
benefits:
• Uniformity through the ATLAS sub-detectors at the FE system level.
• Hardware and software interfaces to the SCADA system.
• Reduction of design effort.
• Standard software for programing of the I/O lines.
• Massive production leading to lower costs (∼ 9000 units).
• Spares and maintenance.
The ELMB comprises 64 high-precision analog input channels of 16 bit accuracy and it
provides 8 digital inputs, 8 digital outputs and 8 configurable (either input or output). Its
serial port can drive additional devices like a digital-to-analog converter. Another important
feature is the very low power consumption which allows to be powered via the electronics
fieldbus cable. The ELMB fulfills the majority of standard I/O requirements of the ATLAS
sub-detector applications in terms of functionality, accuracy and stability. It has been tested
and qualified to operate in the radiation andmagnetic field environment present in UX15. Its
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error detection and recovery procedures validated in long-term operations without external
intervention.
4.4.2 DCS Control Station PC
The applications in the LCS require a good performance, namely at the input / output
level, while in the GCS the applications mainly require good processing performance.
Nevertheless, both require stability of operation and robustness against hardware failures.
According to the requirements two different PC models have been chosen as standard with
a common features like: redundancy, hot-swappable power supplies, disk shadowing and
remote control management. The configuration for the LCS machines includes two Intel
Xeon processors (3GHz), 2 disks (250 GBytes), 2GB RAM and 3 PCI slots available to house
CAN interface boards or other boards. The GCSmachines includes two Intel Xeon quad-core
processors (2.33 GHz), 2 disks (500GB each) and 8GB RAM. Both systems have Intelligent
PlatformManagement Interface (IPMI) for remote control. For the SCS the selectedmodel is
the one whichs best fits the needs. As operating system either Windows, mainly for the LCS
because of the OPC protocol, or Linux, mandatory for the operator interfaces and servers in
the GCS layer.
4.4.3 Other FE equipment
As all four LHC experiments have similar requirements, FE equipment like high voltage
units, low-voltage power supplies, racks, PLCs, etc, are supported in the framework of
the Joint Control Project (JCOP) [65], further details in Section 4.6.2. This includes generic
tools and libraries for configuration, data readout into SCADA, and general supervision and
operation. Some specialized, non-standard FE equipment, are normally self-contained and
data is transfered to DCS for further treatment, monitoring and storage. This is done by
LAN, but also dedicated drivers running in the BE are used.
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4.5 Back-End system
The functionality of the Back End (BE) software is two-fold. It acquires data from the FE
equipment and offers supervisory control functions, such as data processing and analysis,
display, storage and archiving. It also provides handling of commands,messages and alarms.
In order to provide the required functionality, the BE system of the DCS is organized
hierarchically in three levels as shown in figure 4.3. This hierarchy allows the experiment to
be divided into independent partitions which have the ability to operate in stand-alone or
in integrated mode.
Figure 4.3: Hierarchical organization of the ATLAS Back-End system
• Global Control Stations
The full control of the detector is performed at the GCS. This is the top level of the BE
system and they provide high-level monitoring and control of all sub-detectors. Also
they provide communication with the detector external services, with the technical
infrastructure like LHC accelerator, Magnets, DSS and CERN infrastructure. The
function of the GSC is to assemble, display and store all status information available
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and present it to the operator in a hierarchical way. Anomalies of operation, warnings,
alarms etc are shown and if needed it also allows to inspect real-time values or the
history of any parameter of the detector. The GSC must also be able to trigger actions
in a automated way or ask the operator to do so. Communication and data exchange
with TDAQ system is available but commands are only sent via the sub-levels. Web
access and database services are handled by dedicated servers.
• Sub-detector Control Stations
The middle level of the BE hierarchically is formed by the SCS. There is one SCS per
sub-detector and one additional to monitor the common infrastructure, the CIC. If sub-
detector needs to have access to some external parameters like status of individual
external systems and environmental parameters direct DCS IS connection can be
established at this level. This level provides all functions available in the upper level,
and allow the full local operation of the sub-detectors. It also, coordinates all sub-
systems in the Local Control Station (LCS) layer, and has the responsibility to validate
all commands issued either by the GSC or the TDAQ run control.
• Local Control Stations
The LCS are the bottom level of the BE hierarchy and they have tomonitor the different
systems and services of the detector. The organization of this level depends on the
internal organization of the sub-detector where the system is installed. It could be
geographical following the topological function composition of the sub-detector, i.e.,
barrel, end-cap, etc, or have functional criteria where several functions or services of
the detector are combined (cooling, high-voltage, gas, etc). This level has the function
of control and readout of the FE equipment. It also performs calculations and fine
calibration with the raw data and the pre-configured threshold values from the alarm
handling. This level has the ability of executing commands from the previous levels
and it also executes predefined actions if required.
66
4.6 SCADA
4.6 SCADA
SCADA systems [61] are commercial software packages normally used for the supervision of
industrial installations. They gather information from the FE system, process the data, and
finally present them to the operator. Besides the basic functionality like Human Machine
Interface (HMI), alarm handling, archiving, trending or access control, SCADAproducts also
provide a set of interfaces to hardware. These interfaces can be of several type like fieldbuses,
Programmable Logical Controllers, and also allow to build Application Program Interface
(API) in order to communicate with external applications, or connect to external databases.
SCADA products provide a standard framework for developing applications and lead in
this way to a homogeneous DCS system. This also saves development and maintenance
time reducing the work of the sub-detector teams.
4.6.1 PVSS
After a period of evaluation of SCADA products [66], the PVSS [67] from the ETM company
was selected. PVSS is device-oriented, where variables that belong together in a logical
way, are combined in hierarchically structured data-points. For example, variables could
be channels in a high-voltage crate, grouped into a PVSS data point. PVSS has a highly
distributed architecture. A PVSS application is composed of several processes, called
managers. Thesemanagers communicate among themvia a client-server principle, using the
TCP/IP protocol. PVSS architecture is centralized in the Event Manager which handles the
communication with all other modules (Figure 4.4) and several projects can be connected via
LAN to form aDistributed System. This type of architecture has the advantage that the Event
Manager only sends data on change. This feature, associated with a correct configuration of
the FE system in such a way that it only sends data to the EventManager when a significante
change is seen, allows a significant reduction in data traffic when the system is in stable
conditions.
• The Event Manager (EVM) - is responsible for all communications including the
distribution of data. It receives data from the FE system and sends it to the Database
67
4 The DCS of the ATLAS detector
Figure 4.4: PVSS Manager structure.
Manager to be stored in the Database. However, it maintains a ”process image” in
memory, i.e., keep the current values of all data. It is also responsible for managing the
alarms and administrate the user privileges.
• Control Managers (Ctrl) - contains control applications which monitor and control the
detector. This is done by scripting language.
• User Interface Managers (UIM) - take care of external interactions where a user can get
data from the database, or send data to the database to be sent to the devices. It can
also request to be informed when new data arrive. This is done by a Graphical Editor.
• FE interface (FEI) - provide communication with the hardware by means of dedicated
drivers or communication standards such as OLE 1 for Process Control (OPC). It also
provides drivers for standard fieldbuses, like Profibus [68] and PLC.
• API Managers (API) - Allow users to write their own programs in C++ using PVSS
API (Application Programming Interface) to access the data in the database.
PVSS Managers can run both on Windows and Linux and they can all run in the same
machine or run in different machines (including mixed Windows and Linux environments).
When the managers of one system run distributed across different machines this is called a
PVSS Scattered System.
1OLE stands for Object Linking and Embedding and it is a Microsoft standard
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4.6.2 JCOP Framework
PVSS is the basis of the LHC experiment controls, nevertheless it lacks some functionality
required for the control of high-energy physics detector. In order to ensure that, some generic
tools and libraries are needed to develop a homogeneous and coherent system. Therefore
an engineering framework on top of PVSS was developed in the context of the Joint Control
Project.
The JCOPFramework [65] consists of a set of guidelines, components and tools designed
to facilitate the implementation of controls applications for the LHC experiments using
PVSS. The framework also sets guidelines for the naming convention for PVSS Data-points,
functions and files. The strong arguments of the framework is to provide an easy integration
of standard hardware devices such as the ELMB or commercial power supplies. Also it
provides monitor and control of the detector electronics racks, cooling systems and provide
information from external systems such as the ATLASmagnets, the LHC accelerator and the
CERN technical infrastructure. The complete list of framework components can be found
on [69].
4.7 Integration of the FE and BE system
There are several approaches to interface the FE system with the BE control software:
• Dedicated PVSS drivers for modbus devices like PROFIBUS or other hardware.
• OPC client-server connection [70] which is a widely used standard in industry. Most
commercial low and high-voltage systems are supplied with OPC server.
• Distributed Information Manager (DIM) software [71]. This software has been
developed at CERN and consists in a communication system for distributed and
multi-platform environments which provides a network-transparent inter-process
communication layer.
• Data Interchange Protocol (DIP), a simplified version of DIM, specialized for reliable
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data transfer.
The suggested methods by ATLAS DCS are the the OPC and the DIM since most
SCADA systems implement OPC client functionality and DIM allows an easy integration.
Regarding the the modbus protocol it as some portability and maintenance problems and
the last PROFIBUS is a hybrid choice of modubus protocol togetherwith OPC client and can
be used in some special cases.
4.7.1 OPC CANopen server
CANopen,which is used by the ELMBwidelyusedby the sub-detectors FE systems, is a high-
level protocol for CANbus communication. CANopen standardizes the types of CANbus
messages and defines their meanings. This allows the same software to manage CAN nodes
of different types and of different manufactures. Several CANopen servers exist on the
commercial market, but all of them have specific hardware and they only provide some of
CANopen functionality required by the ELMB. For these reasons, an OPC CANopen server
has been developed at CERN. This OPC CANopen server works as the CANopen master of
the bus, handling network management tasks, node configuration and data transmission to
the OPC client. It is organized in two parts (figure 4.5):
• Hardware dependent which is specific to the CAN interface card chosen and controls
the CANopen devices.
• Non hardware dependent which implements all OPC interfaces. The CANopen OPC
server transmits data to a client only on change, thus reducing the data traffic.
4.7.2 Distributed Information Management
The Distributed Information Management (DIM) [71] is a multi-platform middle-ware
software designed to provide a communication layer to all process involvedwith the different
tasks of the detector online systems. DIM is based on the client/server approach on which
a ”service” is normally a set of data (of any type and size) and it is recognized by a name
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Figure 4.5: Operation principle of a CANopen server.
(”name service”) and the ”server” is the onewhoprovide the service. The interactionbetween
Server, Client and Name Server can be seen on the Data Flow Diagram show in Figure 4.6.
On this Figure we can see the commands and data flow among the basic components of a
DIM system, on which the Name Server receives service registration messages from servers
and service requests from clients. Once a client obtains the ”Service Info”, i.e. the Service
co-ordinates, from the Name Server it can then subscribe to services or send commands
directly to the Server. If a client sends a ”Request Service” for a service that is not (yet) know
to the Name Server a negative ”Service Info” is sent back to the client but the request stays
queued in the Name Server and when the Service is made available a new ”Service Info”
is then sent to the client and the client proceeds connecting to the Server. Whenever one of
the processes (a server or even the name server) in the system stop responding all processes
connected to it are notified and will reconnect as soon as it comes back to life. This feature
not only allows an easy recovery, but it also allows an easy migration of a server from one
machine to another by stopping it in the first machine and starting it in the second one.
4.8 The Finite State Machine
With the increase in complexity of the High Energy Physics (HEP) experiments at it becomes
more and more complex to operate the detectors. This becomes particulary visible at
the ATLAS experiment since this is the largest particle detector ever built composed by 9
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Figure 4.6: DIMs data flow diagram.
different specialized sub-detectors that perform different tasks and have different operation
requirements . So, in order to improve the operationality of the detector during data taking
periods, and at the same time to minimize the error possibility, it was necessary to develop
”smart” operation tools which allow a smooth operation and, in cases of need, to take
complex automatic decisions.
This complexity associated with a high physical geographical dispersion lead to a
necessity of a distributed control, modeling all the ATLAS detector. This means that,
the control of the detector is achieved by many distributed, autonomous and co-operative
entities that are hierarchically organized and follow a finite-state machine logic. The key
to integration of these systems lies in the so called Finite State Machine toolkit (FSM) [72],
which is based on twomain enabling technologies: a SCADAproduct and the StateManager
Interface (SMI++) framework [73] .
The SMI++ toolkit provides functionalities such as: object-oriented language, the finite-
state machine logic, an interface to develop expert systems and a platform-independent
communication protocol. This functionality is then used at all levels of the experiment
enabling the overall sequencing and automation of the experiment. The scada system,
namely the PVSS II provides the BE needed to run the SMI++.
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4.8.1 State Machine Logic
The Finite State Machines (FSM) concept is used in ATLAS to model the behavior of a
system by means of a limited number of states, transitions between these states, actions and
events. The state reflects the present conditions of the system being a product of the past
circumstances. Transitions are movements from one state to another and are described by
conditions or rules, which must be met to allow a state transition. Actions are activities to
be performed at a certain moment. Finally, events, which can be generated either externally
or internally, can trigger actions or rules and in some cases can lead to state transitions. The
FSM, is an operational tool, and its main goal is to help operators taking complex actions
leaving the operator out of responsibility for decisions which could affect the detector safety.
The FSM hierarchy is implemented through all the three functional layers Global
Control Stations, Sub-detector Control Station and Local Control Station. and each sub-
detectors is responsible for implementation of its own FSM hierarchy, i.e. implementation
of the FSM for SCS and LCS functional layers.
The basic FSM elements are:
• Control Unit (CU)
Abstract object (e.g. whole ATLAS, Tile Calorimeter sub-detector, Tile Calorimeter
partition, etc) corresponding to one SMI++ process capable of containing children
of any type (i.e. CUs, LUs or DUs). These objects are written in Service Modeling
Language (SML).
• Logical Unit (LU)
Abstract object located within a SMI++ process and can contain children, but not of
CU type. The LUs have restricted functionality compared with the CUs, but by using
LUs, the number of smi++ processes are reduced, and the performance is improved.
These objects are again written in SML.
• Device Unit (DU)
It provides interface to the hardware devices and corresponds to a concrete object in
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PVSS (e.g. a HV channel, etc) and they cannot contain children of any type. These
objects arewritten in the PVSS scripting language (instead of SMLcode). Consequently,
since these objects can be inserted at any level, they can easily add functionality to the
control tree by using the SCADA system.
In Figure 4.7 we can see this concept were several devices objects are grouped in CU
and arranged in layers. State changes are propageted upwards, and commands downwards
in the hierarchy. Operator interfaces can obtain control over any object within the individual
layers.
Figure 4.7: FSM toolkit concept were CU are arranged in layers and commands
propagated downwards and Status and Alarms upwards.
4.8.2 Inter-Process Communication
The FSM objects, CU or DU, are grouped into Sate Manager Interface (SMI) domain process.
These process communicate via DIM protocol which allow them to be distributed over
the LAN. The device-oriented objects are interfaced via a proxy process which in ATLAS
represents the PVSS application (see Figure 4.8).
In order to be able to operate independentlydifferent parts of theFSMobjects, individual
SMIdomains canbe separated fromthe control hierarchy. Further, this partitioning capability
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Figure 4.8: SMI inter-process communication.
of the FSMcomponent allow tooperate several components of thedetector indifferentmodes.
In order to do that, the FSM objects can be removed from the tree (”Disabled”) such that they
cannot propagate their state nor receive commands. The domain objects, CU or DU type,
can be put on the following modes:
• Included: The state and command propagation is enabled.
• Excluded: The state and command propagation is disabled.
• Ignored: The state propagation is disabled but commands are accepted.
• Manual: The state propagation is functional but commands are ignored.
All of the attibutes of an FSM object inside a SMI domain are made persistent within
data-points of the associated PVSS project. This feature not only allows the archiving of
the FSM states and transitions but also allows the use of a PVSS framework to monitor and
control the FSM tree. In ATLAS an operator can obtain the ownership over a CU and its
associated objects in two different ways: one is the ”exclusive mode” on which only the
owner can alter object attributes and send commands, the other is the ”shared mode” which
allows access to any user, however without permissions to change object ownership. This
feature is applied making use of interfaces and using there properties and ownership to
accomplish all the permissions rules.
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4.8.3 Operations Model
The DCS operations layer provides the top level interface between the BE and the human
operator and the TDAQ run control system. Furthermore this layer provides tools for
efficient problem diagnostic and handling by detector experts. The two main components
of the operation model are:
• A Finite StateMachine hierarchy representing the operational condition of each part of
the detector by a set of well defined states and distinct transitions between these states.
• An Alarm System which allows a fast problem identification that can go to the lower
level in the hierarchy which are the individual devices.
The implementation of the back-end into FSM elements it is implemented with the aid
of the FSM framework component provided by the JCOP team. The final hierarchy stucture
is ilustrated on Figure 4.9 where we have a partial view of total tree. According to the
example shown we can see that ATLAS sub-detectors are divided into partitions and those
are then subdivided into subsystems and infrastucture. The lowest elements are composed
by individual or groups of devices.
As it was stated before the individual FE devices and logical elements, such as device
groups and geographical detector sectors, are represented by FSM objects. Those objects
try to represent the operational condition of the element they represent by a limited set of
states. The states can suffer transitions which are triggered either by spontaneous conditions
change or by means of commands. This limited set of states follows a set of rules which
can change from different types of FSM objects but are the same for all the objects of the
same type. We call to these rules ”state model” and Figure 4.10 we can see both the generic
device and logical model applied in ATLAS. According to this model a device object can
change from the ground state OFF to the operational state ON by means of the command
GOTO ON on the process the device passes through an intermediated state called ON50.
On this device model the state UNKNOWN reflects an undefined condition on which the
lack of communication to a device is a good example.
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Figure 4.9: ATLAS DCS Finite state Machine hierarchy showing selected structured
elements.
In the same Figure we can see the ATLAS logical states model on which the state
UNKNOWN reflects a state on which the conditions cannot be verified. The actual state of
the logical objects is determined by the states of the associated lower levels (”childrens”) in
the hierarchy using the rules implement in SML. In Figure 4.11 we can see the state rules
definition for a generic logical unit. The mandatory states for the logical unit are READY
and NOT READY, and those states reflect the conditions for which data taking is possible or
impossible.
In ATLAS it was decided to make an addicional implementation to the previous model
that would better describe the operational mode and conditions of the detector. This
addicional implementation consistes on associated an additional parameters related to the
hardware for each each object independing if he is a device or a systems. On the end each
FSM object as two parameters, namely State and Status. The State and Status parameters
of the FSM objects are updated in every 10 sec (time interval for data acquisition) and are
propagated from bottom to top of the FSM hierarchy. The descriptions of State and Status
parameters are the following:
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Figure 4.10: Device and Logical State model (from left to right).
Figure 4.11: States rule example for a logical object.
• State
Describes the operational mode of the devices and systems included into the FSM
hierarchy, e.g. the sub-detector, its individual system or device unit,i.e, it describes if
it is running or stopped
• Status
Describes the working conditions of the system and its hardware components, i.e., it
warns about the presence of faults
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4.9 Access Control
Access control is the system who gives and distributes authority roles to users giving them
access to specific control interfaces according to there atributed roles according to ATLAS.
Within ATLAS DCS this is provided by a set of tools which not only give protection to the
FSM operator interface, but also can be applied to sub-detectors control panels.
The DCS access control is based on the JCOP access control component while the
administration of the access privileges is performed using a Directory Access Protocol
(LDAP) [74] repository. For easy management, the component comprises a graphical user
interface to the access control administration and also an application interface which applies
the access control in the project panels. A common access control policy for a the whole
ATLAS DCS is provided by means of the access control server implementation which
ensures the synchronization of the authorization data. The user administration and the
authentication mechanism are outsourced to the LDAP repository.
4.10 Databases
The ATLAS DCS makes use of two types of Oracle Databases (DB): the configuration
(ConfDB) and the conditions databases (CondDB). The ConfDB is a database dedicated to
store data related to the detector configuration, like the systemstructure (lists and hierarchies
of devices), device properties (archive configuration, smoothing, etc.) and settings (like
output values, alert limits). By the other way, the conditions database is used to store
detector relevant information necessary to understand the detector performance. These data
can be of two types: data useful for the good operation of the detector, or data relevant for
physics and needed for oﬄine corrections.
Configuration Database
The configuration database is arranged as a set of Oracle databases (one per sub-detector)
available to all DCS applications. The ConfDB is used in special situations like starting up
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of projects, installing new devices, and has a limited use both in terms of amount of data
recorded as well as in time and frequency access. This type of database can also be used to
store different type of calibrations and load them in case of different data runs, calibration or
physics.
The ConfDB implementation in ATLAS DCS is done by the framework component
supplied by the JCOP project and its data model is based on two main entities; first we
have a ”Configuration” which contains the device static properties, for example hardware
address, archive settings, etc; the second entity is a ”Recipe” which is composed by a set of
values specific for data taking, such as output and threshold values of individual channels
and can change depending of the detector operation mode. The ConfDB also includes a
graphical user interface, which allows in a interactive way the management of the database
connections and also to store / retrieve configurations and/or recipes for selected sets of
devices.
Within ATLAS DCS additional features were added:
• Two levels of access rights, one for operator, the other for expert with different rules
for storing and applying Configurations and Recipes.
• A new set of functions allowing the storage and retrieval of the configuration database
entities taking into account the ATLAS DCS naming. conventions
Conditions Database
The data read by the PVSS are stored in the Oracle relational database called Conditions
Database (CondDB). The whole task is achieved using a manager called Relational Data
Base Manager (RDB) which allows to archive values and alerts into the database. With this
type of archiving one can read the data either from PVSS, or from external tools which query
the Oracle database. The last case is only aloowed in special cases mainly for debugging.
The data archived by the conditions database can be of two types: data useful for the
good understanding of the detector, or data relevant for for physics and useful for oﬄine
corrections. Nevertheless, the ATLAS oﬄine software ATHENA, is not able to read the
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PVSS Oracle databases, so it is necessary to make these data available outside PVSS Oracle
databases. For this purpose it was created a dedicated interface, called COOL [75]. The
COOL implements an interval of validity database, i.e. objects stored or referenced in COOL
have an associated start and end time between which they are valid.
The amount of data stored in the CondDB must be kept to a minimum because of the
two following main reasons:
• The conditions data must be replicated to external sites for both online / oﬄine analysis
and in the last case it needs to be used by the reconstruction software over the world.
• Extensive data processing is required for analysis, therefore storing large amounts of
different parameters in the conditions data for the required information is bad for
performance.
The PVSS-COOL data flow can be seen in Figure 4.12 and starts with the selected data
being acquired by the PVSS, stored into theOracle Archive and finally transferred and copied
to the COOL Conditions database which stores the data in folders, arranged in a hierarchical
structure. During this process we pass from the concept of Data-point that represents real-
time data acquired by the PVSS from the FE equipment, grouped in a structure for a given
device, to associated folders, which then allow the data from one or more of each device
type to be stored into a folder. This chain of process is acomplished by a dedicated process,
PVVS2COOL, which uses CORAL [76] to read the selected PVSS data from the PVSS archive
and then it maps the data from the PVSS data-points into COOL folders to a corresponding
structure ending with the writing into the CondDB.
Figure 4.12: Data flow from the PVSS application to the COOL database.
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The configuration for the COOL folders and the data they should contain is defined
within PVSS. This enables the sub-detector DCS experts to structure the data already for
oﬄine within PVSS and the folders in the COOL databases are automatically created by the
PVSS2COOL process. For performance reasons the data transfer process is set at predefined
intervals and requires optimization which depends on the amount and frequency of data to
be transferred.
4.11 Connection to DAQ
The communication of the DCS with the DAQ system is done via dedicated software (DDC).
Also a synchronization of both systems is necessary and to achieve that a good and reliable
communication between the two systems is needed. For this synchronization to be possible
and at the same time maintain their independence the following types of information are
exchanged:
• Bi-directional data exchange, like parameters and status values.
• Transmission of messages from DCS to DAQ, e.g., alarms and error messages.
• Commands send by DAQ to DCS and feedback about their execution.
As these functions are independent, the DDC software is composed by three
independent components: the Data transfer (DDC-DT), the Message Transfer (DDC-MT)
and Command Transfer (DDC-CT). This design incorporates two fundamental concepts: the
concept of partitioning, which implies that DDCmust be provided and work independently
with each TDAQ partition; and the fault tolerance and error recovery concept, which implies
that if the communication with PVSS or DAQ is broken, the system goes to standby mode
until the communication is re-established.
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4.12 Interface to external systems
The communication with external systems, i.e., systems with their own control system, is
handled by DCS. All external control systems are interfaced to the ATLAS DCS using a
dedicated DCS Information Server (DCS IS) at the GCS layer. Information is transferred via
DIP into the IS PVSS project, thus made available to all DCS stations and stored in the Oracle
Databases. As we can see in Figure 4.13, the DIP server publishes the data items to the DIP
name server were the client gets the publication allowing him to subscribe at the DIP server
and receive the selected data. As a result we have an event-triggered data transfer from the
client to server.
Figure 4.13: DIP protocol used for data exchange between ATLAS DCS and external
control systems.
LHC
The communicationwith the accelerator is handled byDCS andnot byDAQsincemost of the
information are needed during all operation of the detector and not only during data taking.
Examples of this are the data related to backgrounds and radiation doses. The following
shows a summary of data parameters that LHC has to provide to the ATLAS detector:
• Overall status of the accelerator: shutdown, injecting, stable beam, etc.
• Beam parameters; energy, luminosity, beam size, beam position, profiles, background,
etc.
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• Auxiliary parameters collimator settings, magnet settings and vacuum values.
Other examples of data transmitted from ATLAS to LHC are:
• Distribution of backgrounds, necessary to understand the beam.
• Measured luminosity.
• Beam position.
• Status of detector, which demands the accelerator to inject or dump the beam.
All this exchange of information is necessary for the good operation of the accelerator,
exceptionally important for the fine-tuning and optimization of the beam. In Figure 5.4 of
Section 5.9, the beam parameters are deployed.
Magnet system
All magnet systems of the LHC experiments are controlled by tools developed by LHC
magnets team. Therefore magnets are considered external subsystems. Information
exchange with DCS is necessary like status, magnetic field values and currents but no
actions are performed.
CERN technical services
The CERN technical systems consist on cooling and ventilation, electricity distribution,
environmental radiationmonitor and safety system. These services ensure the safe operation
of the detector and some parameters are necessary to bemonitored, in particular the cooling.
In case of problems, DCS must prevent actions and avoid damage to the detector.
Detector Safety System
The main purpose of the Detector Safety System (DSS) [77] is to correlate the information
related with safety between sub-detectors and the experimental infrastructure. It consists
of a FE system with stand-alone capability based on PLCs, and a BE system, implemented
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in PVSS, with supervisory functions. PVSS provides bi-directional exchange between DSS
and DCS but only the DSS has the ability to trigger actions. This allows the DCS to take
corrective actions, as in case of a major problem to shut down part of the detector, without
disturbing the DSS.
4.13 Software Management
The complexity and size of the ATLAS control system leads to a high number of different
software elements needed to operate the detector. This together with the high number of
developers and frequency of changes associated with the expected long life of the detector
lead to the need of a centralized softwaremanagement specific toATLASDCS. This approach
has the following generic advantages:
• Multi-user and multi-location development of software applications.
• Integration in a single place of all software elements of the control system allowing an
easy backup.
• Organization of the software by sub-detector and sub-system respecting the naming
conventions used in projects.
• Easy upgrade of the software.
• Easy restore of one system machine or PVSS projects by the last known configuration
at the time of the failure.
Also the management of the software was divided into two main components:
• Software elements necessary to run the infrastructure of the PCs, like OPC server
software version, PVSS version, hardware drivers, etc.
• Installation and configuration of the individual PVSS projects, like configuration files
for the OPC server and PVSS projects.
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To allow all these features two distinct projects where created. One regarding the
software needed to run both the infrastructure and the PVSS projects and the other regarding
the PVSS projects. The first one is handled with the tools recommended by the CERN
Computer Infrastructure and Controls [78] working group. For computers with Operating
System (OS) Microsoft Windows the Computer Management Framework (CMF) is used and
for PCs running the OS Linux the Linux for Controls (L4C) package is used. Regarding the
PVSS project management it is used the Framework Component Installation Tool, provided
by the JCOP team, together with a central software repository containing the application
components specific to the individual PVSS Projects. This tool not only allows tomanage the
software packages common to all sub-systems but also by the use of a shared network drive,
allows to store all interfaces, control scripts and libraries needed to run the PVSS Projects for
each single PC. In order to ease up the development of the ATLAS DCS software all these
files are accessible from outside of the DCS BE and in order to keep track of development, the
contents of the central repository are tagged into the Concurrent Versions System (CVS) [79].
Also the repository is cached on each DCS station to ensure availability in case of network
disconnections.
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In the previous chapter the ATLAS DCS was described in some detail as well as some of
the tools available. From the Detector Control System point of view the control, monitoring
and operation of each TileCal partitions is the same. Even if each detector is responsible for
the internal organization of the its own sub-systems, theymust accomplish the requirements
defined by the ATLAS DCS. This implies that the TileCal DCS must follow the ATLAS DCS
system architecture as much as possible unless local specifications make it impossible.
This chapther represents the result of four years of work dedicated to the TileCal
DCS. During this period the TileCal DCS was designed, developed, installed, tested and
integrated into ATLAS detector operation. We start in Section 5.1 with a small description of
the internal TileCal DCS architecture followed by a description of the TileCal DCS evolution
since 2005 untill September 2009, on Section 5.2. After it is described in detail the final
design of the main TileCal DCS systems: High Voltage distributor, Low Voltage Power
Supply and Cooling (from Section 5.3 to 5.5). Next it is presented the implemented TileCal
DCS databases, Section 5.6 and the TileCal Finite State Machine definitions as well some
details about is operation that can be found in Section 5.7. Finally we end this chapter on
how the TileCal DCS commnunicats with the ATLAS central DCS (Section 5.9).
5.1 Tile DCS architecture
The logical structure of the TileCal DCS is subdivided in functional blocks, following a
functional criteria, structured in a tree-like way where all the functional blocks can run
autonomously [80]. The system comprises the following functional blocks:
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• The High Voltage system (HV) which is required for the operation of the PMTs.
• The Low Voltage system (LV) which is required for the readout electronics and HV
regulation.
• The cooling systemwhich monitors the temperatures inside the drawers.
• TileCal Stand alone systems with their own independent control systems although
interfaced with the TileCal DCS for data exchange in order to guarantee the safe
operation of the detector. This is the case of the 137Cs source calibration system which
is needed for the safeguard of detector operation due to his high radiation level γ-
source.
The implementation of the logical structure follows the ATLAS DCS architecture
meaning that the TileCal DCS, as a sub-detector of ATLAS, has its own SCS allowing
it to operate all the sub-detector components in a complete and independent way ( see
Chapter 4 for details). The connection with the TDAQ system, calibration system and
detector infrastructure takes place at the Subsetector Control Station level ensuring that the
operation of the detector together with data taking is synchronized. In the bottom level of
the hierarchy we have the LCS that handle the low level monitoring and control of LV and
HV systems of the sub-detector. The LCS is also the responsible of executing the commands
received from the SCS.
In order to implement the BE system of the TileCal DCS, five rack-mounted computers
are used, all located in USA15. Four are used as LCS stations (one for each TileCal Partition)
and the other as the SCS station. The operating system of these computers is Windows XP
and they run PVSS as a system service.
A view of the Tile DCS hierarchy implemented can be seen in figure 5.1.
5.2 TileCal DCS Evolution
The work that I dedicated to the design, development and implementation of the TileCal
DCS cover a four years period which goes from mid 2005 to late 2009. All this work was not
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Figure 5.1: Hierarchy of the Tile DCS, as part of the ATLAS control system.
entirely dedicated to one specific task but covered all the TileCal DCS systems and activities.
Along the four years period the TileCal DCS evolved from a stand-alone and small project to
a fully developed and operational system integrated into the ATLAS DCS. We can say that
the TileCal DCS followed the TileCal detector transformation on its road to physics.
The official LIP involvement in the TileCal DCS started in June 2005 and at the time
the TileCal detector was assembling the barrel partition in the detector cavern. The detector
installation continued until mid-2006 with the assembly of the EBA partition. Parallel to
the mechanical installation of the detector in the cavern, in December of 2005 started the so
called commissioning phase. The commissioning consist on a series of tests which allowed
to certify the detector for data taking. The commissioning period ran until August 2008
just before the first successful beam attempt on September 2008. Right after the first beam,
several problems identifie in the accelerator machine forced the machine to stop for a total
period of one year. During this period the ATLAS detector physics program was adapted
and it was decided to extend the program of cosmic events data taking. This period was
called cosmic run period and was used for calibration and stability tests.
To better understand the chronology of the events relatedwith thework done in TileCal
DCS it is presented a series of three small summaries one for each of the following phases:
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mechanical assembly, commissioning and cosmic runs.
Mechanical Assembly phase
The installation of the TileCal in the ATLAS cavern started in early-2005 and ended in 2006
with the final assembly of the EBA partition. Before the installation in the cavern three of
the partitions were totally pre-assembled on the surface. The main goals of the pre-assembly
tests were not only to make mechanical tests but also to test cabling, services and the data
acquisition system (DAQ). During the DAQ tests of August/September 2005 the first cosmic
data had been taken. In Figure 5.2 we can see the first complete pre-assembled extended
barrel of the Tile Calorimeter.
During this initial period the work in the TileCal DCS consisted on giving support to
the TileCal DCS system installed at the pre-assembly facility test and at the same time give
support to the Low Voltage test bench facility. The DCS system configuration used on both
places was similar and consisted on a single PC running a custom PVSS program which
allowed a simple monitoring for both the high voltage, low voltage system, and also to the
portable cooling systems. The communication with all the systemswas done using CANbus
and data were stored/analyzed locally using the PVSS internal Data-Base. Some additional
oﬄine data analyzes were done using the PVSS data tools.
Parallel to those tasks, preparatory work was done in the software design of the final
DCS version. At the time none of the final devices for both the Low Voltage or High Voltage
system was available for DCS development and the only contact with the final devices was
in the test labs of the Low Voltage project. It was also accomplished some work in the
DCS infrastructure in the USA15 cavern namely the design of racks services and cabling
preparation.
Commissioning phase
In December 2005 the barrel partition was fully assembled and a complete branch of 16
modules was fully functional. This was the start of the second phase of the detector
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Figure 5.2: Thefirst completelypre-assembled extendedbarrel of theTileCalorimeter
placed behind the scaffolding.
construction and was named commissioning phase that lasted until the first scheduled beam
collision in September 2008. The commissioning phase consisted on making a complete set
of tests allowing the certification of the detector for physics data taking. This periodwas one
of the most critical periods in the TileCal DCS development since the DCS was the system
responsible for the detector operation and needed to have a functional system at the starting
point of the commissioning. For this first stage a standalone DCS system was deployed in
the USA15 cavern which allowed the monitoring and control of single branch of 16 modules
for both the low voltage and cooling system.
During the following 8 months many different type of work were performed at the
detector level like checking cabling connections, placing humidity probes inside modules or
insert and calibrate new fLVPS devices. The calibration procedure of the finger Low Voltage
Power Supply (fLVPS) in the detector was a hard and slow task. For each fLVPS a complete
set of testswould take at least two hours, withmost of the time consumedwith plugging and
unplugging cables, and if the access to the fLVPS was not good enough it could take even
more time. At the software level it was needed to solve all the communications problems
and to implement a safety procedure for the fLVPS project since the fLVPS could harm the
electronics detector. More details about this problem are described in Section 5.4.2. Also
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the first version of the alarm handling was implemented successfully and allowed to trigger
alarm for individual temperature sensors, output voltages and currents of the LV system.
By end of the 2006 started the first of several periods of integration tests. The aim of
these tests was to integrate all the sub-systems into one global system, basically move from
stand-alone detector commissioning to a combined one. These periods of tests were named
integration milestones orM weeks. During these weeks the various sub-detectors were able
to collect events coming from cosmic muons, that allowed to test different trigger, perform
calibrations, timing studies and trigger setups. This period served to certificate the detector
for the arrival of the first beam, at the time scheduled for September 2008, at same time it
allowed the enhance of all the necessary tools and also train regular shifters and experts.
These combined runs were the perfect environment to develop the tools that allow the
integration of TileCal DCS into ATLAS central DCS. The integration between both system is
done through the Finite State Machine (FSM) (see Section 5.7), which is based on two main
technologies: a SCADAproduct and the StateManager Interface (SMI++) described in detail
in Section 5.7.
The first integration week, called M1 week, ran in December of 2006 and periodically,
around each 3 months, a new week took place. On the first week TileCal had already a
working version of the TileCal FSM. Since, the DCS for the high voltage systemwas not fully
operational this first version of the FSM englobed only the low voltage and cooling systems.
This version was working in standalone mode where the top layer was the sub-detector
Control Station workstation (SCS).
Only some months later, right before the M4 week in November 2007, the TileCal DCS
had its final architecture assembled ( Figure 5.1), that consisted in one sub-detector Control
Station and 4 local sub-detector Control Station and also both HV and LV system were
fully integrated into the same project. With this configuration, it was technically possible
to integrate the TileCal DCS into the ATLAS central DCS, goal that was achieved already
during the M4 week. At the time only states were propagated and commands were not
implemented. In March 2008, just before the M5 week, the final TileCal tree was done and
integrated into the ATLAS tree allowing the complete operation of the TileCal detector from
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the control room during the M5 week. This was a great achievement since this was the first
time that a complete sub-detector was able to be operated with the ATLAS final software.
Nevertheless, the performancewas very low and for a complete power up of one partition, 64
modules, it would be need 64 minutes ( 1 minute per module). The operation of the TileCal
before this was already possible, but it was necessary to remote log-in into each specific LCS
and operate the respective partition from there.
From theM1weekpassing through the keyM4-M5weeks until theM7weekwhichwas
the last integration week before physics data taking, a huge set of tests and improvements
were accomplished at the DCS level. In Figure 5.3 we can see a picture taken in the control
room during the M6 week. It would very exhaustive to enumerate all the tasks done during
this period but the most important were:
• Integration of the HV project into the final DCS project using DIM protocol.
• Implementation of the control/monitoring of the remaining devices like the bulk power
supplies, 200V PS and 800V PS, used in the LV and HV systems. For this task it was
necessary to implement a solution to solve the communication problem between the
Power Supplies and the DCS computer running PVSS. More details about the problem
and solution can be found in Section 5.4.1.
• Improvements of the Low Voltage systemwhich allowed to decrease the powering up
time of a partition from 64 minutes to 10 minutes.
• All the databases were successfully tested, Configuration Database, Condition
Database and Cool Database (for more details see Section 5.6).
• Introduction of a central repository systemwhich allowed to launch the projectwithout
the use of the local system.
• Integration of the TileCal Calibration systems into the TileCal DCS, namely the Cesium
Calibration System using the communication protocol DIM.
Along this period the progress was fast and continuous and the final integration test
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Figure 5.3: ATLAS control room during M6 week.
was performed in March 2008, during the M7 week. After the M7 week the TileCal DCS
was commissioned and officially approved for the first beam data taking. For the TileCal
DCS team this was a great achievement since this represented the end of a four year period
on which the TileCal DCS was on constant development. Nevertheless the system is always
in progress and with the end of the commissioning a new phase emerged which is the
operation/maintainence of the TileCal DCS system.
Cosmic muons data taking phase
In September 2008 the first beam circulation attempt was achieved, but a few days later the
accelerator machine suffered a malfunction in one of its sections which forced it to stop for
a period of more than one year. During this long period of time it was decided to continue
with the cosmic muons program until the accelerator was ready to supply beam again.
This non scheduled stop was used by the detector teams to make a large set of performance
and stability tests. So, between September 2008 and September 2009 the detector was in
constant cosmic runs data taking with an exception of a 4 months stop for detector upgrade.
During this period of time only small developments were made in the TileCal DCS and
most of the work done was related to software maintenance and developments of new
operational panels with some requested features. This period also allowed to train new
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TileCal DCS experts in order to supply the required manpower for the regular physics data
taking periods. TileCal DCS needs to have always one expert on call 24 hours a day during
the detector operation. The performance results related with the TileCal DCS during this
period were already presented in Section 3.7. Regarding the software performance of the
DCS project it was better than expected and during more than one year of continuously
operation no major problem were reported. The most problematic components during
this period were the systematic crashes of RDB manager and of the OPC CANopen server
which handles the communication between the LVPS and the PCs. All this problems were
subsequently resolved with the installation of new versions.
Beyond that there is a large number of generic tasks not mentioned in this short
summary but that need to be mentioned since they required a big effort to be accomplished.
Those tasks are:
• Software upgrades which include PVSS and JCOP software packages, several versions
of each one.
• Communication testsmainly related with the bulk Power Suplies both of the 200V and
800V (described latter on Sections 5.3 and 5.4.
• Hardware communication developments which needed to follow the hardware
evolution, namely in the Low Voltage project.
• Alarms configuration, only TileCal has over 20 000 channels with individual alarms.
• Database performance tests for both the configurations database and conditions
database.
To end this section it is presented the view from the ATLAS DCS Control Panel of the
first collisions events taken during 27 September 2009, shown in Figure 5.4.
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Figure 5.4: DCS global view at the time of the first collision candidate 27-11-2009.
5.3 High Voltage distributor system
The main function of the High Voltage distributor system [81] is to set the high voltage
of all the photomultipliers (PMT) of the calorimeter. The PMT [43] used in TileCal was
carefully selected among several options [34]. The TileCal High Voltage (HV) requirements
are driven from physics requirements, opto-electronics readout and environment. The main
requirements for the HV power supply system are:
• Ensure a short and long term stability of the supplied voltage (< 0.5 V).
• Ensure a very lownoise of the readout systemof 200mVpeak topeakwhich correspond
to a signal/noise ratio of about 10 for high energy muons.
• Ensure a very stable temperature in order tominimize the PMTs temperature sensitivity
which is of the order of 0.2 V/0C.
• Ensure that the voltage range allowed for each individual PMT is between 400V and
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900V.
Environmental constrains have also to be taken into account:
• Available space.
• Magnetic field of about 20 Gauss.
• Radiation levels for photons and neutrons with a maximum expected dose from 10
years operation at full luminosity of about 20 Gy.
The TileCal is composed by 256 super-drawerswith 45 PMTs for each drawer belonging
to the central barrel calorimeter and32PMTs for each extendedbarrel. In table 5.1 is presented
the total number of PMTs used in the Tile Calorimeter. All super-drawers are equal from
the HV point of view and each one is supplied by only one high voltage channel (HVin).
The individual voltages for each PMTs are set in pairs inside the super-drawer by a special
voltage distributor. In order to power all the super-drawers of the 4 partitions, there are 16
High Voltage Power supplies crates (HVPS), located in the USA15 cavern and distributed in
two racks. Each HVPS has 16 channels, and each channel can provide 2 ranges, -830V or
-950V, in order to allow for somevoltage tunningdue to ligth losses of the optical components
and losses in the connections. These levels are adjusted locally, in a range of 350 V below
HVin, by the HV Opto board which can adjust a total of 24 high voltages. There is also a
HV Micro board, based on Motorola chip MC68376 which main function is to control the
HV Opto Board. In Figure 5.5 we have a schematic view of a super-drawer. The TileCal HV
power requirements for the HVPS are summarized in table 5.2.
Figure 5.5: Super-Drawer diagramm view.
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Super Drawer v Sampling Number of PMTs Total Number of PMTs
A 20
Central Barrel BC 18 5760 (128 modules)
D 7
A 10
B 10
Extended Barrel D 6 4096 (128 modules)
C 2
E 4
Total TileCal 10100
Table 5.1: Total number of PMTs used in the Tile Calorimeter.
Input line voltage range 220 V ± 0.001V
Output DC nominal voltage 70 Hz
Output voltage accuracy ± 0.5%
Long term stability ± 0.1%
Temperature coefficient ± 0.005% (50 ppm) / 0C
Expected channel current 17 mA
Operating temperature range 5 to 40 0C
Table 5.2: HVmain power requirements.
Also important is the communication between the HV system DCS and two of the
TileCal calibration systems, the Cesium Calibration System [52] and the Laser Calibration
System [53], described inmoredetail in Section 5.3.1. TheCesiumcalibration systemprovides
the set voltages for all the TileCal PMTs based on the integrated PMT currents when a
radioactive source scans the cells of the detector and in this way equalizes the response of
all the TileCal Calorimeter cells, with a precision of ∼ 1%. The access to the PMT voltages is
provided by the TileCal DCS.
The High Voltage distributor system as viewed by the the DCS is mainly composed by
two devices: the divider boards in the super-drawer which are located inside the TileCal
modules in the girder region, and the 800V PS which main task is to provide the voltages
necessary to the operation of the PMTs and are located in the USA15 cavern. Nevertheless,
even if for operation purposes we will consider the super-drawer as a single device to better
understand the behavior of the whole system we will describe the super-drawer as built by
two devices the HV Opto board and the HV Micro board.
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Bulk Power Supply (800V PS)
The 800V PS are custommade power supplies made by TESLA company, and their function
is to supply the HV level to the HV drawer. Each channel can supply two output levels:
HVout= -830 V or HVout= -950 V with a nominal consumption of 11mA (maximal output
current is 20mA). The 800V PS devices are located in the USA15 racks and each unit has 16
output channels and each channel powers one drawer. The communnication protocol used
is the ModBus/RTU.
HV Opto card
The function of the HV Opto card is to provide the individual fine adjustment of the applied
voltage to sets of 24 PMTs. Each super-drawer has two Opto cards, each one with the
following features:
• It has the possibility of switching on/off the even or odd channels for each set of 24
PMTs. Since each each super-drawer has twoOpto cards, the granularity is of a quarter
and the redundancy even/odd is kept for safety.
• 24 regulation loops are performed using a high voltage opto-coupler (MOTOROLA
MOC8204) giving a HV output (HVout) which can vary in the interval [HVin−360 V;
HVin] with HVin= -830 V or HVin= -950 V.
• 6 Digital-Analog Converter (DAC) containing 4 channels of 12 bits (MAXIMMAX536)
which apply the set values on the 24 regulation loops;
• 1 Analog-Digital Converter (ADC) (ADS 7820) multiplexer with 32 channels of 12 bits.
• An EEPROM memory of 2 KB (AT25160) for safe guard of the parameters needed for
the cards configuration.
The commands sent to regulate the individual HV voltages are done in several steps.
The first step starts with the reading by themicro-controller (see next item description) of the
configuration parameters of the card stored in its internal RAMmemory. After the successful
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reading, the set voltages commands are then sent to the 12 bits serial DAC which sets the
voltages values into a regulation loop. The regulation loop amplifies the voltage difference
and sends the commands to the diode of the optocoupler which finally regulates the HV.
The ramping of the new voltage values is done with a slope of the order of 1 mV/V. The
output voltage is measured by a divider (ratio 1/1000) independently from the regulation
loop, converted by the ADC multiplexer and finally read by the micro-controller.
HV Micro Card
The HVMicro card is a custommade device built at Clermont Ferrand for the TileCal group
and its main task is to control the two HV opto cards belonging to a super-drawer. All
communications between this card and the DCS PC, equipped with the Kvaser cards and
runningPVSS, are done usingCANbus. TheHVMicro card controls 68 channels of 5 different
types:
• 48 PMTs high voltages.
• 4 input voltages (HV in), that corresponds to the quarters of a super-drawer, supplying
12 PMTs each.
• 7 temperature channels.
• 7 low voltage channels.
• 2 ADC channels.
The main components of the HV Micro Board are a Flash Memory, a MC68376 Micro-
Controller, a Serial EEPROM, a RAM of 256 KB and an interface with the CAN bus. In
Figure 5.6 we can see a photo of the HV Micro Card on which are signaled the main
components.
5.3.1 High Voltage distributor devices communication
The devices communication of the HV distributor system can be separated into two different
stages. The first stage is related to the internal communication inside a super-drawer, with
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Figure 5.6: HVMicro Card view.
its own control program developed C++. This firmware provides control over the internal
devices and at the same time provides the reading parameters of the super-drawer. This
software was developed and maintained by the HV system group and TileCal DCS has no
responsibilities upon it. The second stage is the communication between the PC running
PVSS and the super-drawers which is done through CANbus protocol. The drawers are
connected in a daisy-chain, with each branch containing 16 super-drawers giving a total
of 4 branchs per partition. A Kvaser PCIcan card [82], with 4 ports is used to make the
communication between the PC and the CANbus. The communication between the 800V PS
that uses the ModBus/RTU protocol and the DCS computer running PVSS which can only
support ModBus/TCP is achieved using a Port Server converter. The Port Server function
is to convert the protocols making use of the TCP/IP network. The device chosen was
a commercial device, a serial-to-Ethernet converter from DIGI company, Port Server TS
MEI [83] and the communication schema can be seen in Figure 5.8.
For the communication between the PVSS and the HV system, a dedicated middle-
ware software called HV Driver was developed using C++. The HV Driver handles the
communication with the HV Micro Card and the connection with the PVSS manager is
based on the DIM server/client approach where the server is the HV Driver, and the client is
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Figure 5.7: The Communication in the TileCal High Voltage System.
Figure 5.8: 800V PS communication schema.
the PVSSmanager. On Figure 5.9 we can see this approach were the HV driver reads the HV
Micro CANmessages by making use of the Kvaser libraries and after they are published into
the DIM Server with a message saying that new data are available. As the Kvaser card has
4 channels, the HV Driver was developed with one process that launches 4 threads, one for
each branch (Kvaser card channel). Each thread monitors one branch with 16 drawers and
only reads values from the drawers that are in stateON. The values from the 68 channels read
from each drawer are obtained from the HVMicro as integer values and then are converted
to floats. For the commands part, the driver process monitors the DIM Server for commands
originated in PVSS and sends to them HV Micro. Commands were developed to allow the
reading of the values at a rate of approximately every 10 s, to set the HV value of the PMTs,
to save and to restore the default value from EEPROM and set the allowed range between
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the set value and the measured value.
Figure 5.9: Functional blocks of the HV driver.
The HV Driver provides two kinds of services one for monitoring and the other for
configuration. The monitoring service contains all information measured in the Drawer,
namely the individual PMTs values, and the global status parameters. The configuration
service reads the values set and also the allowed ranges of all channels. The set value for a
PMT is the value HV in use. The allowed range is the value of the maximum gap allowed
between the set and read values. In case of measured values out of range an alarm is
generated. By default the alarm limit for each channel is of 2V off and the warning value is
set to 1V. During regular operation some of the channels fluctuate more and have threshold
values adjusted.
5.3.2 Commands for the High Voltage distributor devices
The DCS of the HV system provides a comprehensive set of commands in order to operate
the system and to ensure that it provides correctly the high voltages to the TileCal PMTs.
All the commands are written in libraries in the PVSS program and can be of the individual
type, like switching on/off one device, or group type like switching on/off a entire partition
involving several devices of more than one type. TheDCS commands can either be launched
at the level of a single device unit or at higher levels using actions implemented in the Finite
StateMachine (FSM)described in Section 5.7 and can affect a sub-detectormodule, a partition
or the whole detector. Independently of the level at which the command is launched the
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executed action is always the same and is called by the PVSS libraries.
The High Voltage DCS system only has 2 devices, the drawer and the 800V power
supply. So, in summary, the commands available for the HV DCS system are:
HV Bulk PS commands
• Channel ON/OFF: to switch ON/OFF a single output channels.
• Crate ON/OFF: to switch ON/OFF all output channels.
• Set Voltage: switch between the two output voltages: 850 and 930V.
HV Super Drawer commands
• Set nominal values: to set the nominal value of a single channel.
• Set allowed range: to set the allowed range of a single channel.
• Reset HV MICRO: to reset the micro-controller firmware.
• HWinfo: to readout the device relevant information, such as serial number ofHVMicro
Board and HV Opto cards, card manufacture and last reset date, firmware version.
5.3.3 Operational panels for the High Voltage system
All operations in the TileCal DCS are executed making use of PVSS panels. The panels
can have different functionalities, like access to current reading values, states of individual
parameters, devices and systems, or they can be actions like switching on/off or even access to
database configuration or get simple trending of one individual parameter. The panels allow
different access rights according to the roles attributed to each person and can be accessed
directly from the DCS partition main panel (Figure 5.10) or indirectly using the main PVSS
program. On themain partition panel we have a general view of individual partition devices
states which are color-coded according to the ATLAS DCS protocol. This panel, not only
allows a visual view of the TileCal calorimeter online performance, but also provides access
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to the actual reading and, if needed, to the history of all parameters monitored by the DCS.
This is achieved by clicking with the mouse in the active parts of the main panels.
The operation of the HV system is done by dedicated panels which are accessed from
the DCS main panel by clicking with the mouse on the inner rectangles of the main TileCal
DCS panel, allowing to access to one specific super-drawer, as shown in Figure 5.11. In
this new panel we can see on the top part the current readings of the 32 PMT high voltage
values( in the extended-barrel partitions we only have 32 channels). In normal operation
conditions the panel background color is light grey and in case of no PMT present the color is
dark grey. We can also notice the yellow background in PMT number 12 showing that PMT
is in WARNING state because the difference between the reference and output voltages is
larger than 1V. In the same figure it is possible to access, by a click on the right icon, another
panel where some trending history will be plotted (see example in figure 5.12). The channel
status is displayed using the panel presented in Figure 5.13. In this panel we have a red
color in the background which corresponds to the state ERROR meaning that the difference
between the set voltage and the output voltage is larger than 2V. Important to refer that each
type of parameter has its own state definition and the examples shown are only valid for
those specific channels, and even in some special cases the same type of parameter can have
different threshold value, for example for some problematic channels.
Still on panel of Figure 5.11 we can see that bellow the middle of the panel there is
displayed the reading values of a whole set of drawer parameter coming from strategic
sensors inside the drawer. In the bottom we can see a button which gives access to the
hardware calibration values and information about the drawer’s hardware. The external
circles of the partition operational panel of Figure 5.14 lead to a temperature monitor panel.
5.4 Low Voltage Power Supply system
The function of the TileCal Low Voltage system (LV) is to supply the electronics of the HV
distributors and the front-end readout. Both systems are inside the drawers and to avoid
cross-talk effects the two systems are completely separated being powered by different LV
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Figure 5.10: TileCal DCS partition operational panel (EBA).
converters. The LV system must accomplish the tight requirements imposed by some of
the components like the motherboards, very sensitive to peak-to-peak noise level (required
< 2mV), and also the digitizers andmotherboard card thatmust beenpowered independently
in order to avoid ground-loops.
One of the major problems of the LV power system is the location inside the detector.
Due to space restrictions the LV power supplies are placed inside the fingers which impose
very restrictive environmental constrains, due to magnetic field (30 Gauss) and ionizing
radiation levels dose (20 Gy/year and 4×1011 neutrons per cm2 per year).
The Low Voltage Power Supply system is a two stage system. On the first stage it
converts the 400V AC input into 200V DC output far from the detector in the USA15 cavern.
The second stage is done in the detector and converts the 200V DC into 8 independent levels
of voltages in the range -15V to +15V. The complete list of the output voltages, currents and
ranges can be seen in Table 5.3
From the DCS view the LV system is mainly composed by three devices:
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Figure 5.11: Drawer information panel.
• The finger Low Voltage Power Supply (fLVPS) located in a special place in the TileCal
modules called finger, which is close to the FE electronics of the detector.
• TheAuxiliary Board (AUX board) which main task is to provide the voltages necessary
to the operation of the fLVPS. Their location is in the USA15 cavern.
• The bulk power supplies which provide the 200V DC necessary to power the fLVPS
and are also located in the USA15 cavern.
In Figure 5.15 we can see the connection between the three different devices.
Bulk Power Supply (200V PS)
The 200V bulk Power Supply are custom made power supplies made by TESLA company,
with the function of converting the 400V AC input into 200V DC output which is used to
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Figure 5.12: HV trending history of the EBA Output Voltage of Drawer 61.
Figure 5.13: Example of PMT HV channel conditions.
power up the fLVPS devices. The 200V PS devices are located in the USA15 racks and each
unit has 3 output channels and each channel powers 4 fLVPS. The nominal output voltage
for each individual channel is 200V with a nominal consumption of 4A and 5A respectively
for the extended and long barrel Tile Calorimeter FE electronics (maximal output current is
8.4A). The communnication protocol used is the ModBus/RTU.
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Figure 5.14: Temperature Monitoring.
Figure 5.15: Communication diagram in the Low Voltage system.
finger Low Voltage Power Supply (fLVPS)
These custom made power supplies, developed by Prague and CERN, acts like a set of DC-
DC converters, and are located in the Tile Calorimeter near to the FE electronics. It converts
the 200V DC coming from the 200V PS to eight different output voltages with a range from
-15V to +15V and a maximum fluctuation of < 0.01%. The converter bricks are grouped
in two groups: one group supplies the high voltage distributor system, called HV bricks
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(LV HV), while the other supplies the rest of the FE electronics and are named MB bricks
(LV MB). The complete list of the individual DC-DC converter brick names together with
their operational parameters is given in Table 5.3.
DC-DC converter brick Vout [V] Iout [A]
LV MB side
3.3V DIG 3.3 - 3.9 1.7 - 5.6
5.0V DIG 5.0 - 5.9 3.3 - 6.7
5.0V MB 5.0 - 5.9 6.6 - 13.3
-5.0V MB 5.0 - 5.9 3.3 - 6.7
15.0V MB 14.4 - 15.65 0.2 - 0.6
LV HV side
5.0V HV 5.0 - 5.9 0.1 - 0.3
15.0V HV 14.4 - 5.65 0.15 - 0.4
-15.0V HV 14.4 - 15.65 0.15 - 1.9
Table 5.3: List of DC-DC converter bricks of the fLVPS device and ranges of their
output voltages and currents.
Auxiliary Board (Aux Board)
The Auxiliary board (Aux Board) is also a custom made device developed by Prague and
CERN, and its task is to provide the operational voltages for the ELMB and motherboard of
the fLVPS and, at the same provide current loopswhich enable or disable the output voltages
of the bricks in the fLVPS. They are located in the USA15 electronics cavern and each Aux
Board can power four fLVPS and two currents loops for each individual fLVPS group. In
summary, the functionality of the Aux Board is the following:
• To power supply the analog input part (Ai) of the the ELMB and Motherboard placed
inside the fLVPS. This design allows to power cycle the ELMB or the Motherboard, in
case of readout problems, without disturbing the operation of the fLVPS.
• Provide two separated current loops for each fLVPS,which enable or disable the output
voltages for the two groups.
• Provide a ”start-up” pulse (short time signal with a duration of ∼ 1s) which is needed
to switch on the converters. After the DC-DC. converter is switched on the control is
done by the current loops.
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• Provide an additional current loop for the interlock of the fLVPS. Hardware interlocks
are not discussed here since they do not belong to the DCS system. They are part of
one external system called Detector Safety System (DSS) which is the responsible of
the safety group of the detector.
Figure 5.16 shows the schematics of the powering system of the LV system. We can see
that there is a long power supply line which goes from the ATLAS electronics cavern, USA15
to the detector with a total length that varies between 120 and 150 meters.
Figure 5.16: Schematic view of the powering system of the LV system.
5.4.1 Communication schema between the Low Voltage System devices
The communication between the devices of the LV system and between the DCS computers
makes use of two different types of protocol. One is the Serial ModBus communication
protocol used to communicate with the 200V PS devices and the other is the CANbus
protocol used for the readout of the Aux Board and fLVPS devices.
The communication between the 200V PS,which supports serialModbus/RTUprotocol,
and the DCS computer running PVSS is equal to the one developed for the 800V PS device
used in the HV System and the communication schema can be seen in Figure 5.17. The
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parameters for each individual 200 V PS aremonitored in 20s intervals with a total reading of
50parameters perunit. Of thoseparameters, 42 areused to characterize the individual output
and the remaining to describe the power supply global parameters. Also the temperature
probes located at the output channel of each channel are monitored and the values are
averaged by a dedicated PVSS script which can trigger WARNINGS and ALARMS if the
average value is outside the allowed range.
Figure 5.17: 200V PS communication schema.
The communication between the fLVPS andAuxBoard devices ismade using the ELMB
motherboard and the interface of the ELMB with the PVSS is done by a OPC server/client
approach where the client is provided by the PVSS manager and the OPC server by a
software developed at CERN by the ATLAS DCS central team, CANopen OPC server [84].
Basically the OPC server is used to acquire raw data and to send commands to the devices
and at same time it converts the received data from the hardware devices to physical units
(voltages, currents and temperatures). All the information necessary for the physical units
conversation is stored in a configuration file (OPCCanServer.cfg). This file also contains the
address space needed for the communication.
The ELMB data are read from the Analog inputs (Ai) and then sent to the OPC Server
using Process Data Objects (PDO) messages. The readings in the Ai channels are triggered
by the SYNC command of the ELMB and up to 64 PDO messages, one for each channel, is
sent. The maximum frequency of the ADC is 61.60 Hz which correspond to ∼ 1s to scan all
the Ai channels of the ELMB.
The commands for the Aux Board and the fLVPS are sent by Service Data Objects (SDO)
messages to the ELMBpresent in both devices. Messages of this type are used to set values to
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the DAC registers to control the voltages in the Aux Boards or to set the time interval of the
”Start-up” pulse. For the fLVPS they are used to adjust the output values setting the DAC
registers. We can summarize the commands between both devices in the following way:
• Aux Board : SDO messages are used to the ELMB in order to set up the DAC registers
of the Aux Board (MAxim 6957 chip) in order to trigger actions defined by the CAN
object index. The Maxim chips are present in the Motherboard of the Aux Board.
• fLVPS : SDOmessages are used to the ELMB in order to set up the DAC registers of the
fLVPS (Maxim 525 chips) in order to trigger action defined by the CAN object index.
Also we can use SDO messages to set the output voltages of the individual DC-DC
bricks writing the values into the DAC registers, through the Digital output (Do) of the
ELMB.
This type of communication using SDO messages, has a specific problem that arises
from the fact that, according to the CANbus protocol, SDO messages have lower priority
than PDO messages. In situations with a high traffic of PDO messages this issue can delay
or even timeouts of the SDO messages and to avoid this, before sending SDO messages the
ELMB is set into pre-operationalmode. In the pre-operationalmode the ELMB stops sending
PDO messages and becomes available to receive SDO commands and in this way we have
total assurance that the SDO messages are received by the ELMB.
Regarding the Aux Board and the fLVPS, a total of 3728 parameters are read in each
partition: 55 for Ai channels in the fLVPS; 37 Ai channels in the Aux Board. The readout is
processed through the OPC server each 10s.
Several critical parameters of the Aux Board and the fLVPS devices are constantly
monitored and analyzed either by data-point functions and/or PVSS control scripts, where
specific thresholds are used to trigger WARNINGS and ALARMS or even disable specific
devices, namely the fLVPS which is by far the most important device of the whole system
due to its difficult replacement and limited access at the detector during regular runs. In
practice the fLVPS can be replaced only in long shutdowns periods when the detector is
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# Channel Type of Channel Allowed range
4 Temperature Probe (60/70◦): Warning / Alarm
4 ELMB Voltage > 10(V) : OK
4 ELMB Current > 25(mA) : OK
4 MB Voltage > 10(V) : OK
4 MB Current > 25(mA) : OK
4 MB current loop > 7(mA) : OK
4 HV current loop > 7(mA) : OK
4 Interlock current > 25(mA) : OK
Table 5.4: List of Aux Board channels, together with type channel and allowed
ranges. The thresholds for temperature probes are applied to averaged
measurement of all four channels.
open. In Table 5.4 we can see the list of monitored parameters of Aux Board, together with
ELMB channel and allowed ranges.
5.4.2 Early Operation of the fLVPS and Safety
In December 2005 the commissioning of the TileCal detector started and since the first day
of installation in the modules the fLVPS showed a wrong behavior, with a series of random
occurrences which consisted of events with very high output voltages which immediately
made the over voltage protection actuate and switch off the power supply. At the time no
explanation was found for this problem, and in February 2006 appeared the first evidence
that the electronics allocated in the drawer was damaged by the fLVPS. In March this was
confirmed by electronic experts after analyzing damaged components and cross checking
with DCS data. The problem was related with a bad electronic design that was triggered
by a wrong start-up procedure resulting in over voltage. Possible consequences of this over
voltage were damage of the electronics inside the calorimeter and off the power supply
itself. The wrong procedure of commands for the start-up that would create the over voltage
situtation was:
1. ELMB on and fLVPS in off state.
2. Power cycle motherboard ELMB (Auxiliary Board).
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3. Set START LEVEL to on (Auxiliary Board).
4. Set motherboard side to on (Auxiliary Board).
This sequence could trigger, a series of events that generate an abnormal state
recognized by an output voltage higher than the maximum upper limit allowed by the
over voltage circuit protection for that channel. On Figure 5.18 we can clearly observe
this state reproduced at laboratory under controlled environment. Right after the start-up
sequence is applied the output voltage of the Dig +3V channel rises from 3,5V to 5,6V and
at same time the Dig+5V channel starts to oscillate between 0 and 5V. The state duration
is determined by the duration of the START LEVEL pulse. In this example the time is of
the order of 10 minutes which is more than enough to damage the electronics inside the
calorimeter modules. Posterior tests revealed that electronics could be damaged by this state
with duration of less than 100 ms.
Figure 5.18: Abnormal sate reproduced at laboratory, after wrong startup sequence.
After those events took place an intensive phase of improvement of the TileCal DCS
communications between thePVSSand the fLVPSdevices softwarewas achieved. As a result,
an implementation of a new communication protocol was achieved, which, together with a
series of newsecurity checks,made the start-upprocedure safer. Even if this implementations
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solved most of the DCS software problems the fLVPS continue with unstable behavior and
only after the complete refurbishing of the LV systemproject which ended in 2009, namely of
the finger Low Voltage Power Supplies all the problems were solved except the high rate of
death of the fLVPS modules that still exists today. Nevertheless two problems still persists,
both impossible to solve at the DCS level:
• The output voltage starts by default at maximum, i.e., if fLVPS receives the correct
switch on command but the set value for the output voltage is not sent, channel starts
at maximum output.
• If one channel trips (voltage drops to zero) all others channels should be switched off
in less than 1 second in a specific order.
Some software solutions in order to minimize those problems were implement at the
DCS and the details can be seen in Sections 5.4 and 5.4.1.The final solution for both problems
is being adressed in the redesign of the fLVPS that is expected to be ready for the 2011
detector upgrade.
5.4.3 Commands for the Low Voltage system devices
In order to provide a correct operation of all the LV system a large number of commands
are provided by the DCS. All those commands are written in libraries in the PVSS program
and it is out of purpose to describe all commands implemented in this thesis. The full list of
commands can be found in reference [85].
A very important aspect in the LVPS system is the need of a command sequence in case
of specific actions like in the case of switching on or off a fLVPS. This additional security
is needed in order to provide a safe operation of all LVPS devices. Since the fLVPS is
the responsible for powering the FE electronics of the TileCal detector a proper and safe
operation of the LVPS also guaranties a safe operation of all the TileCal detector. In previous
Section 5.4.2 the consequences of unsafe operations of the fLVPS is described.
The DCS commands can either be launched at the level of single device units or at
higher levels using actions implemented at the Finite State Machines (FSM), see Section 5.7,
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Sequence Number Command/action Time Delay
1 Check communication with the ELMB of the fLVPS wait for ELMB reply
2 Load Calibration constants from Configuration Database -
3 Set output voltages to minimum -
4 ON HV LV current loop wait for ELMB reply
5 Switch ON Start-up pulse (HV LV) 3s
6 Switch ONMB LV current loop (MB LV) -
7 Switch ON startup pulse 3s
8 Stabilization time 40s
9 Ramping output voltage to nominal value 5s
Table 5.5: Sequential commands necessary to switch on the fLVPS.
and can affect a sub-detector module, a partition or the whole detector. Independently of
the level at which the command is launched, the executed action is always the same and is
called by the PVSS libraries .
On table 5.5 we can see the sequence of actions neeed to Switching ON /OFF the fLVPS.
This is the most critical command of all of the LV system and one of the most important DCS
commands due to the safety issues already discussed along this thesis.
Another important issue is the synchronization of commands, especially when sending
commands to different devices, connect through the same or different CAN branches that
need to arrive in a sequential order. For example the sequential commands for switching
ON the fLVPS, especially between the command to set the output voltage until start the
start-up pulse (step 3 and 7 on Table 5.5). Not only there are time delays in the propagation
of the messages as well as response delays specific for each device. So, in order to avoid
possible conflicts of PDO/SDO messages and at the same time delays for each device, a
specific mechanism was implemented at the function levels of the PVSS, more exactly in
each CAN branch, forcing that SDO messages can be sent only to one single device unit at
a time. The implementation of this rule together with the application of the correct switch
ON commands allowed to reduce dramatically the powering time of a partition, which was
around 50 minutes to a much faster value that is of around 4 minutes. The actual values for
powering up an entire partition can be seen in table 5.6.
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Sequence Number Command Time per Partition
1 Partition Recover ∼1 min
2 Switch ON 200V PS channel ∼1 min
3 Switch ON fLVPS output channels ∼1 min
Table 5.6: Switch ON commands and necessary time for switching ON an entire
partition.
5.5 Cooling system
The power consumption of the electronics inside a PMT block is ∼2.5 W. Tests done show
that after 30 minutes of operation of a single PMT block the temperature reaches a plateau
of ∼300C [34]. This test demonstrated that no cooling is needed inside a PMT block.
Nevertheless when we consider a super-drawer with a total of 48 PMT blocks, the power
consumption of all the PMT blocks reaches 120W. To this value it is needed to addmore 11W
from theHVdistribution and another 50W from the digitizer giving a total amount of around
200W. Finally, we need to also take into account the LV system which contributes with an
additional 100W. So on total, we have a power consumption of over 300W per module.
If temperatures of the drawers are kept at 180C the temperatures of the electronic chips
are in the range of 40 to 500Cwhich is considered a goodworking temperature. So, a Leakless
Cooling System, which works with water at sub-atmospheric pressure is used to kepp the
temperature inside the drawers at this. A detailed description of the system can be found
in [86]. In Figure 5.19 we can see the stability inside the fLVPS for one of the output bricks
of the EBC module number 12.
Summarizing the general requirements of the cooling system are:
• Dissipation Power: the cooling system must be able to dissipate 300W during a long
period of time keeping the temperature insidewithin a limit of 0.50 C in order to ensure
a constant temperature of the electronics.
• Uniformity: the temperature along a super-drawer must be uniform. For monitoring
the temperature inside the drawers, six temperature probes are installed inside each
drawer, four close to the microprocessor board and the remaining two inside each
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Figure 5.19: TileCal EBCmodule (number 12) 3 V Brick temperature over a period of
24 hours with a ∆Tmax of 0.1◦.
drawer on opposite sides.
• Safety: leaks of the cooling system could cause permanent damages on the electronics,
and it should work at sub-atmospheric pressure.
The DCS of the cooling system is based on a Programmable Logical Controller (PLC)
which performs a close control of the temperature and pressure of the cooling water. This
control system is interfaced to the general DCS using the OPC communication protocol.
On top of this system an additional system, is implemented to perform a passive
monitoring over the following parameters:
• Temperatures of the cooling liquid along the pipes (outside drawers).
• Temperatures of the probes placed inside drawers.
• States and alarms of the devices which integrate the cooling unit.
The cooling systemof the TileCal is organized in independent cooling loops, six for each
partition with all loops supplied by a single cooling plant. The TileCal DCS responsibility
is to monitor the loops parameters but no direct actions on the cooling system can be made.
The communication with the PLC is achieved using a gateway. This setup is needed due to
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the fact that the cooling PLC is placed under the technical network while the TileCal DCS is
under the detector network and for security reason no direct access between both systems
is allowed. The information, regarding the operational values of the cooling loops and of
the cooling plant can be accessed directly through the TileCal DCS pages, see Figures 5.20
and 5.21.
The temperatures inside fLVPS are are constantly monitored by data-point functions
and PVSS control scripts which are used to trigger WARNINGS and ALARMS. In case of
ALARMS, an automatic shutdown of the fLVPS system is performed followed by the HV
system. This configuration ensures that TileCal is always monitoring the system and even
if connection with the cooling PLC system is lost he is still able to react in case of the
temperatures out of the allowed range.
Figure 5.20: TileCal DCS Cooling system structure.
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Figure 5.21: TileCal DCS panel of the Cooling plant.
5.6 TileCal DCS Databases
The TileCal DCS makes use of both of ATLAS DCS databases: the configuration (ConfDB)
and the conditions databases (CondDB). The use of the databases is done by both the High
Voltage system and the Low Voltage system. The use of the configuration is limited and is
used to store the calibration values of the fLVPS in the LV system and also to store the PMT
set voltages, needed by the HV system and updated after recalibration of the detector with
the Cesium calibration system.
The conditions DB is also used in both the HV system and LV system and are used to
store the applied voltages to the PMTs and measured temperatures inside the Super Drawer
device and also themeasureddata from the fLVPS,AuxBoard and 200VPower Supply. These
parameters are acquired only on change after threshold and have a maximum frequency of
10 seconds with the exception of the 200V PS which can be stored every 20s. From all
these values only the PMT set voltages and temperatures are useful for the Oﬄine analysis
meaning that those are the only values registered into the CondDB. There is no smoothing
applied in the PVSS2COOL process meaning that all values stored in the CondDB are also
available in the COOL DB.
The first setup of the ORACLE databases was done in 2006 and since implementation
they showed that the amount of data stored by the TileCal DCS, roughly 3 KHz during
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normal operation of the detector was too high. This volume of data would generate some
hundreds of Giga Bytes of data per yearwhich ismore than acceptable for efficient operation.
In order to reduce the amount of data stored several systematic studies have been performed
along the years. Making use of carefully smoothing techniques, from the initial 3 KHz it
was possible to reduce the volume to 300Hz, a factor of 10. This value was still over the
limit set by the ORACLE team, and further tests were made and the rate was decreased to
150Hz which is the upper limit imposed by the ATLAS DCS team. This value can be reduce
further if at same time during the detector operation some parameters will not be considered
relevant, also the opposite can happen and if problems appear the limit would need to be
increased.
We can see on Figure 5.22 frequency results during a period of a month, for individual
calibration parameters of the fLVPS devices, which are kept in the conditions database. Also
on Figure 5.23 we can see the frequency of stored parameters in the conditions database
coming from 64 fLVPS devices of the LBA partition. The smoothing definitions can be seen
on Tables 5.7, 5.8 and 5.9.
Figure 5.22: Distributions of calibration parameters for measured output (left) and
sense lines (right) voltages, for all fLVPSof oneTileCalorimeter partition.
5.6.1 TDAQ/DCS
The TDAQ-DCS communication in TileCal is rather limited and it is confined to send the
global state of partitions and modules in the following way:
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Parameter Smoothing type Time (sec) Value
ELMB current Value and Time 18 000 ±0.2 (A)
ELMB Voltage Value and Time 18 000 ±0.2 (V)
ELMB MB current Value and Time 18 000 ±0.2 (A)
ELMB MB voltage Value and Time 18 000 ±0.2 (V)
Temperature Value and Time 3 600 ±1.0◦ (C)
Table 5.7: Smoothing settings of the archived parameters of the Aux Board device.
Parameter Smoothing type Time (sec) Value
Input current Value and Time 21 600 ±0.2 (A)
Input Voltage Value and Time 3 600 ±1.0 (V)
Output current Value and Time 3 600 ±0.05 (A)
Output voltage Value and Time 3 600 ±0.05 (V)
Temperature Value and Time 3 600 ±1.0◦ (C)
DAC constants Old/new and time 21 600 -
State Old/new and time 21 600 -
Table 5.8: Smoothing settings of the archived parameters of the fLVPS device.
Parameter Smoothing type Time (sec) Value
Channel current Value and Time 3 600 ±0.2 (A)
Channel Voltage Value and Time 3 600 ±0.2 (V)
Channel Temperature Value and Time 3 600 ±1.0◦ (C)
Table 5.9: Smoothing settings of the archived parameters of the 200V PS device.
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Figure 5.23: Frequency of stored parameters in the conditions database coming from
the 64 fLVPS of LBA partition.
• The global TileCal DCS states are sent to TDAQ by means of the DDC MT package.
• The global states of eachmodule are sent to TDAQbymeans of theDCS2DAQpackage.
• The global DAQ state, as well as the run data are sent to TileCal through the DAQ2DCS
package.
On Figure 5.24we can see the configurationpanel for the TDAQ-DCS used in the TileCal
DCS system.
5.6.2 Interactions with Calibration systems
The interaction of the TileCal DCS with the TileCal Calibration systems is implemented
for both the Cesium Calibration system and the Laser system. The interaction with the
Laser System is very limited and only a emergency button shutdown available at FSM level
is available. Regarding the Cesium Calibration system the interaction is rather complex
because the Cesium calibration system provides a new set of voltages for all the PMTs for
each cesium run. Thenew set values are based on the readings of the integratedPMTcurrents
which allow it to equalize the response to all the TileCal Calorimeter cells with a precision
of ∼ 1%. So, in order to make the equalization of the cell response, the cesium system needs
to have read / write access to the PMT voltages which are provided by the TileCal DCS.
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Figure 5.24: TDAQ-DCS communication configuration panel.
The communication between the HV system and the Cesium calibration system is
achieved by a dedicated PVSS library which makes use of the DIM protocol. The operation
is similar to the HV Driver, already described, and on request from Cs calibration system,
the DCS provides set andmeasured PMT voltages and it also applies the new voltages to the
PMTs and stores those values into the ATLAS Configuration Data Base. A schematic view
of the data flow can be seen in Figure 5.25
Figure 5.25: Data and command flow between the DCS and Cs Calibration System.
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5.7 TileCal Finite State Machine
The Tile Calorimeter Finite StateMachine (FSM) hierarchy provides a comprehensive picture
of the TileCal behavior to the ATLAS operator by showing the current status of the relevant
TileCal sub-detector systems. The TileCal FSM hierarchy is implemented starting from the
SCS level, and its state and status represents a summary of all state and status of the bottom
level of the FSM hierarchy. On Figure 5.26 we see in detail the TileCal FSM tree which has
over 21 control units (CU) and 600 device units (DU).
Along the tree we only have state transitions and commands between DU and CU/LU
or between CU/LU and CU/LU. Direct communication between DU are not allowed in the
FSM tree meaning that the botton layer of the hierarchy is composed by DU, and that
LU and CU always contain below other FSM objects. The sequence, by which the FSM
sends commands to the devices of different type, is chosen according to the requirements
of the TileCal calorimeter FE electronics. For example the LU level commands will trigger
commands in sequence, first for the Low Voltage channel and after to the High Voltage
channel. The CU level commands will be propagated down through the FSM hierarchy and
will trigger LU or CU level commands for the devices included down in the hierarchy.
On the following sections some of the most relevant State and Status definitions for
TileCal as well as the corresponding State diagrams transitions are summarized. For a the
complete list of the FSM objects and technical elements belonging to the TileCal FSM can be
found in [88].
State and Status definitions for TileCal FSM
By definition a State is the operational mode of the device, for example if a fLVPS is switched
on or off we refer it has being in State ON or in State OFF. When we are referring to Status
we try to resume the working conditions of the system and its hardware components. For
example, if fLVPS is in perfect conditions it is on StatusOKor in case of some element in faulty
conditions, for example no communications, the Status will be ERROR or UNKNOWN. In
the end, the final state/status combination can be something like State ON, Status OK or State
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Figure 5.26: The TileCal FSM hierarchy.
OFF and Status OK. Also by default in TileCal if a DU is in State ERROR it is automatically
switch off and a message to the GCS station is sent.
The State and Status for each device is provided by the PVSS monitoring scripts and
can be based on single readings, like an individual output voltages or based on an average
value, like the average temperatures of a device. Along this section we will make a short
summary of some of the most relevant FSM State and Status definitions used in TileCal for
both DU type or CU/LU type.
In Figure 5.27 we have the state diagram of the DU used to operate a generic 200V
Bulk Power Supply. In the figure the dashed box represents the FSM command, the colored
box represents the Device State and arrows indicate the allowed state transitions. The
only operational States possible are ON and OFF. The State UNKNOWN can appear if
communication is lost with the device, meaning that the values are not updated on the
last 10 minutes. The transition from ON to OFF State is achieved issuing the command
GOTO ON, that sends the command set voltage output to 200V, and the transition from ON
to OFF by the command GOTO OFF. The definition of the States used for the 200V Bulk
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Power Supplies is show in Figure 5.28.
Figure 5.27: State diagram for the 200V Bulk PS channels.
Figure 5.28: State Definitions of 200V PS device unit.
In Figure 5.29 we can see a much more complex state diagram of a DU type which
represents the allowed state transitions for the fLVPS device. This complexity is due to
the complex Switch ON procedure, previously described at Section 5.4.1, and some of the
intermediate state are only needed for device stabilization. The RAMP UP state is one of
the transition states and transition to ON is done automatically. The States ONLY MB ON
and ONLY MB OFF are not allowed and can happen only in case of hardware failures and
therefore no specific FSM commands are available. The complete description of the states
involved can be seen on Figure 5.30.
Similar to the fLVPS state diagram is the DU diagram for the HV Super Drawer, shown
in Figure 5.31 where the transition from State ON to HALF ON is not allowed by the FSM,
mainly because this transition is considered as hardware failure. The State definitions are
shown in Figure 5.32.
The state diagram of the FSM objects of types CU and LU are shown in Figure 5.33.
Transition from state UNKNOWN to NOT READY is an expert action and it is not
implemented in the FSM. The commands at LU and CU level are not so straightforward
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Figure 5.29: State diagram of the fLVPS device units.
Figure 5.30: State Definitions of finger Low Voltage Power Supplies.
Figure 5.31: State diagram of the Super Drawer.
Figure 5.32: State Definitions for the HV drawer devices.
as in the DU since they normally send commands to multiple DU of different DU types
associated. The implemented commands in the TileCal calorimeter are the following:
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• GOTO STANDBY: command that only makes the Switch ON of the Low Voltage for
the TileCal Calorimeter FE electronics,i.e., first it Switch ON the 200V Bulk Power
Supplies and then the fLVPS.
• GOTO ON: this command switch in sequence the Low Voltage, same as the
GOTO STANDBY command, and then the High Voltage FE electronics.
• GOTO OFF: command to switch OFF the Low Voltage and the High Voltage for the
TileCal Calorimeter FE electronics.
Another type of status definitions are the ones used for DU type on which the HV
drawer device shown in Figure 5.34 is a good example.
Figure 5.33: State diagram for CU and LU type objects.
Figure 5.34: Status Definitions for the HV drawer devices.
The TileCal Finite StateMachinewas fully integrated into theATLASFSM inMarch 2008
and since then it has been intensively used and it is considered a powerful tool which allows
to operate in a safe and robust way a large and complex systems such as the TileCal detector.
The not so trivial implementation and development is without any doubt rewarded by the
simple user interface and navigation panels. With the FSM tool every operator with a small
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amount of experience is able to control complex and numerous channels of hardware. The
accomplished FSM panels offer a complete overview of the most relevant elements, which
is very useful in large systems like TileCal. This allows an operator with little experience, to
control in a simple waymost of the hardware. Expert actions are restricted from the operator
and thus, preventing the execution of commands that can harm (or jeopardize) the hardware.
5.7.1 FSM operation
The DCS is operated from a dedicated station within the ATLAS control room. On this
station the ATLAS FSM screen is the primary operator interface. This interface provides to
the operator the best possible view of the actual detector condition and allows free navigation
within the complete FSM hierarchy. Each FSM object represented on the interface has an
associated panel which provides to the operator detailed information about the condition
of that object. This information can be values, trends or just an general view of the selected
object.
On Figure 5.35 we see an example of the FSM screen starting from the TileCal detector:
1. FSM module: shows the currently active FSM object, as well as its children. For
each individual object, its name, Status and partitioning mode are shown. Also several
various operations can be performed such as sending commands, hierarchy navigation
and partitioning.
2. Main Module: shows the main panel associated to the currently selected FSM object.
3. Secondary Module: this panel is decoupled with then main panel and can show
information about a second FSM object or it can show a 3-dimensional representation
of all objects contained within the current FSM sub-tree.
4. Navigator Module: navigator buttons, similar to those implemented in the web
browsers, which allow access to the navigation history.
5. Access control module: shows the currently logged user.
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6. Overview module: shows an overview of State and Status of a complete system (on
this case of the LHC machine).
7. Connection module: informs about the connection state of all the distributed system.
The number of missing connections and the the respective names are displayed as a
tool-tip.
8. Error listModule: displays the Status of all the controlledFSMobjectswithdevice object
children. The messages displayed can be a FSM command and associated execution
progress or a error message with respect to data and event handling.
To start the TileCal FSM first has to login in the ATLAS DCS or in the TileCal DCS desk
and press FSM button. Also the FSM screen is protected by the Access Control mechanism
which sets the user privileges and by default ”monitor” privilege is always granted. An
operator, according tohis role, is allowed todo several actions such as changingpartitions and
sending commands to FSM objects within a particular domain. Each sub-detector Operator
has its own control domain, meaning that a Operator belonging to TileCal calorimeter cannot
operate the Muons Chamber domains but a ATLAS DCS operator has control over all the
domains. It is also possible to attribute roles inside other domains, like a TileCal LowVoltage
system Operator. On Figure 5.36 we can see an example on how to access Drawer number 9
of EBC partition by simple using the FSM operational panels represented on main module
(on figure it is number 4).
In TileCal FSM, like in ATLAS, an operator can obtain the ownership over a CU and its
associated objects. Nevertheless, the fact that we can have several users with different roles
operating on the tree can lead to different operation mode. In the ATLAS FSM all the states
color, operator ownership symbols and colours are definided by the ATLAS central DCS and
can be found in the reference [89].
In Figure 5.37 we can have an example of the several operation modes allowed in
ATLAS:
• Open locker - color grey: The CU is excluded and current user has no ownership over
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Figure 5.35: Main ATLAS/TileCal DCS operator interface.
the CU.
• Closed locker - color red: The CU is included by another user and not shared by that
user.
• Closed locker - color blue: The CU is included and it is shared between at least two
users.
• Closed locker - color yellow: The CU is included and has no ownership over the shared
CU.
• Closed locker - color green: The CU is included and operator has exclusive control over
the CU.
In order to improve the detector operation a set of guidelines and procedures for
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Figure 5.36: FSM navigation example.
detector operation were written. To better prepare newcomers the TileCal preparade a set of
training weeks on which are trained to operate the detector. The TileCal operation is one of
the fundamental components of that training which allows shifters to better intregateATLAS
central operations.
5.8 Alarm Handling
The Alarm screen used in TileCal is the same used by ATLAS, which is implemented based
on the JCOP alert screen. As we can see on Figure 5.38 the alarm screen displays a list of
currently active alarms within the whole DCS, allowing the operator the fast identification
of the problematic elements and in case of need take the necessary corrective measures. The
individual user interface elements are:
1. Alarm table and for each alarm we have a corresponding row which displays the
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Figure 5.37: Colour code for the ownership operation.
following:
• Severity of the alarm.
• Small description of the detector alarm.
• Problem description, only necessary if short description is not enough.
• Current value and corresponding time stamp at the time of the problem.
• Acknowledgment if possible, user dependent.
• Time stamp of the alarm.
2. Filter settings: it is possible to filter the alarm screen by the following parameters:
• Sub-detector control station.
• Severity.
• Element type.
• Acknowledgment type.
3. Mode Selection: allow changes between two operation modes:
• Currently display of active alarms.
• Historical display on which alarms not currently active can be displayed.
In order to keep the number of active alarms to a minimal and manageable level, two
alarm reductions are possible. The first approach is to make alarms summary on which all
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Figure 5.38: Alarm panel.
alarms of a certain type are suppressed by one single alarm. The second approach is to mask
the alarms temporally until the problems are solved. On TileCal due to the large number of
controlled parameters over 20 000 it was decided to apply the same alarms thresholds to the
controlled parameters of the same type, meaning that one channel type as the same alarm
threshold independently of is geographic place, for example a temperature sensor on drawer
number 1 has the same alarm threshold as for temperature sensor in drawer number 10 even
if they belong to different partitions. Nevertheless, many times due to specific behavior of
the device it is necessary to modify some individual alarms.
During regular data taking periods whenever alarms are triggered they are followed
according their severity (WARNING, ERROR and FATAL) by possible actions ranging from
preventive actions to data taking interruption.
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5.9 ATLAS Control Room
The ATLAS detector operation is performed from the ATLAS Control room located on
building SCX1. From the Control Room it is possible to access, monitor and control, all the
detector components which are considered fundamental for data taking. To achieve this a
large number of services and access to all sub-detectors systems is available. The complete
list of available control is the following: Inner Detector, Muons Chambers, TileCal, Liquid
Argon, Trigger, DataAquisition / High Level Trigger, Detector Control System, Luminosity,
Data Quality, Shift Leader In Matter Off Safety (SLIMOS), and also specific tasks of the run
control like the Shift Leader, and Run Control.
From the ATLAS DCS central desk the ATLAS DCS supervises at all time not only all
detector components but also but also ATLAS services, like rack control power, climatization
and cooling. All those operations are acessable to a dedicated operator through panels,
which is present to solve to all changes in the detector conditions. Any recovery procedure
requires close coordination with the ATLAS subsystem operator concerned in the control.
Overall detector operation is organized in shifts, at which the operator has to complete
a check list of tasks to be performed at the shift start and prior to initiation of data taking.
The quick check list starts with the view of the alarm screen and see if there are active alarms
after he checks if FSM hierarchy is prepared to the run type, this includes checking of all
detector partitions needed for the data taking run.
Even if the operator as total freedom over many aspects of detector conditions in order
to minimize problems and to better coordinate operations between different sub-systems it
is mandatory that all problems need to be solved with the interactions of the sub-detector
responsible and if needed allow remote operator to gain control over a particular part of the
tree. The ATLAS DCS provides a remote access through a terminal server which gives full
control to the DCS according to user roles but shift leader needs to give authorization.
Also during data taking theATLASRunControl has total control over all the experiment
even with ATLAS DCS and it is necessary a perfect synchronization between both systems.
Run Control is under the TDAQ system and it uses a state machine model different from the
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ATLAS DCS one, so in order to synchronize the DCS and Run Control states, each partition
of the hierarchy has an associated object which handles state and command synchronization
viaDDC. In Figure 5.39we can seehow the communication is done. If during a run a problem
in DCS leads to a state change of a partition from READY to NOT READY, a message from
the DDC DCS is sent to the corresponding DDC RC (red path on figure) and a ERROR flag
is raised which is then propagated in the RC hierarchy. The RC can either stop the run
or continue it by sending the command GOTO READY which is then propagated to the
DDC DCS which will propagate and execute the needed actions in order to continue the run
(yellow line in figure). During the RC command execution in the DCS, no other commands
can be issued from any other operator.
Figure 5.39: Example of communication from DCS with Run Control during data
taking.
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In the year 2004 a fully instrumented slice of the ATLAS detector (≃ 116 of the detector) was
exposed to particle beams coming from the SPS (Super Proton Synchrotron). This combined
test-beam (CTB) was accomplished in the H8 hall at CERN during several periods. The
sub-detectors configuration and Data Acquisition System was as similar as possible to the
ATLAS final configuration. The analysis discussed here corresponds to one single period
where all sub-detectors were operational. The inner detector system is used to select particle
tracks and at the same time provide particle identification. The calorimeters are used to
measure pions response and shower topology. The available beam momenta for this data
period ranges from 2 to 180 GeV.
In Section 6.1 the CTB calorimeter modules are described as well as the beam and
beam instrumentation. The information about the calorimeters read-out and Monte Carlo
simulation of the setup is given in Section 6.2. In Section 6.4 is discussed how to identify the
beam particle type usign the test-beam detectors. After, in Section 6.5 it is explained how to
identify and remove particle contamination of the beam.
6.1 Experimental Setup
Theparticle beams areproducedby inciding aprimaryprotonbeam, from the SPS accelerator,
into a 300 mm beryllium target which gives origin to a secondary beam with energies from
10 to 250 GeV. The secondary beam is also used to study the response to lower momenta
particles from 2 GeV to 10 GeV. To achieve this, a special configuration was made by placing
an additional beryllium target in a dedicated beam line. In the ATLAS combined test were
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produced beam of pions, protons and muons with several energies ranges divided in two
categories: energies from 1 to 9 GeV called the very low-energy (VLE) and energies from 10
to 250 GeV called high-energy (HE).
The beam lines setup is shown on Figure 6.1, where we can see the several components
present upstream the detectors. On this setup, the four wire chambers (BC-1 to BC2) were
responsible for the monitoring of the beam profile. The scintillators S2 and S3 were used in
coincidence to trigger the data acquisition and also to provide the trigger timing. The three
scintillators were also used to reject particles that interact before the detectors. More details
on the beam characteristics or the setup can be found in [90].
Figure 6.1: Schematic view of theATLAS sub-detectors and additional beammonitor
detectors in the H8 beam-line during the combined test-beam. The
particle beam enters from the left and only detectors used for data-taking
are shown.
The combined test-beam setup, (Figure 6.2), tried to reproduce the ATLAS geometry
as accurately as possible within the existing limitations. For this test-beam a full barrel slice
of the ATLAS detector was tested and it consisted of three main systems: the inner detector
fromwhich only the TRTwas fully operational for a small period, used during the VLE runs
where it helped to determine the proton contamination in the pion beam; and the two central
calorimeters, the electromagnetic (LAr) and the hadronic (TileCal).
The particle beams, after passing through the detectors that monitor the beam position
and identify the particle type, first reach the Pixel and SCT modules and then continue
through the TRT, calorimeters and finally the particles hit the muon chambers. Also a LVL1
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trigger and DAQ systemwere used with a configuration as close as possible to the final one
used in ATLAS. The LAr and TileCal calorimeters were on top of a moveable table. This
allowed the orientation of themodules in away that beamparticles that enter the calorimeters
are projective in pseudo-rapidity, like in the ATLAS experiment. Several components of the
muon spectrometer were also present but have not been used for the analysis presented in
this paper. More details of each detector can be found in [17].
Figure 6.2: Lateral view of the sub-detectors.
The next descriptions summarize some of the main characteristics of the detector
components present in the combined test-beam used on this work.
Inner Detector
The inner detector was represented in the combined test-beam by three of the main
components: the Silicon Pixel Detector (SPD), the Semi-Conductor Tracker (SCT) and the
Transition Radiation Tracker (TRT). The TRTwas composed of two barrel modules placed in
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front of the calorimeters. Of those three the only fully operational was the TRT. The readout
system provides two types of signals depending on the amplitude of the signals coming
from the straws 1:
• Low-Threshold (LT) signal for tracking hits (a track is defined by at least 25 LT hits).
• High-Threshold (HT) signal for energetic photons produced by transition radiation
from electrons.
The main use of the TRT in the combined test-beam was to distinguish electrons from
pions. This is achieved by using the number of HT hits recorded along the particle track and
will be explained in more detail in Section 6.4.
Electromagnetic Calorimeter
During the 2004 combined test-beam, the electromagnetic calorimeter consisted in one
module of the Liquid Argon Calorimeter (LAr) built specifically for the combined test.
Themodule was placed inside an aluminium cryostat filled with Argon gas, with a thickness
of 0.1 interaction lengths. The calorimeter had four longitudinal layers including the pre-
sampler. The coverage of all four layers is 0 < η < 1.4 and −π/16 < φ < π/16 rad.
Hadronic Calorimeter
The hadronic calorimeter was composed of three final barrel modules. Each of the TileCal
modules is one of the 64 segments of the complete barrel and Extended Barrel assembly of
the Tile calorimeter in ATLAS ( for details see [34]). The modules used in the combined test-
beam were placed 30 cm behind the LAr calorimeter, in the ATLAS final setup this distance
is of 25 cm, and they provide a total coverage of −1 < η < 1 and −3π/64 < φ < 3π/64 rad. The
granularity η−φ for layers A and BC is of ∆η = 0.1 and 0.2 for D layer also ∆φ = 2π/64 ≃ 0.1.
For the barrel module eleven tile sizes are used, grouped into clusters with three longitudinal
layers A, BC and D with depths of 1.5, 4.1 and 1.9λ at η = 0, respectively.
1Transition radiation is radiation emitted when a charged particle passes the interface between two materials
with different dielectric constants. The effect is more visible at high Lorentz γ f actor > 1000, and is mostly
caused by electrons
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Combined Calorimeter
The LAr and the Tile calorimeters were placed on a movable table in order to change the
position of the modules, relative to the incident beam. This allows the beam particles to
enter the detectors as they were coming from the interaction point, at different η values.
The cryostat housing the LAr calorimeter consists of an inner and outer aluminum wall
with thickness of 4.1 cm and 3.9 cm. Both walls are separated by a vacuum gap. In order
to improve the thermal isolation between the cryostat and the LAr calorimeter module
a foam block (ROHACELL) was placed between them. In Figure 6.3 the schema of the
cell granularity for both calorimeters. The η and φ directions correspond to cylindrical
coordinates on which the origin would correspond to the interaction point were the z-axis
is defined along the LHC beam axis. θ and φ are the polar and azimuthal angles and the
pseudo-rapidity were already defined in Section 2.1.
Figure 6.3: Schema of the cell granularity for the combined calorimeter system.
6.2 Reconstruction of the Energy Measured in the Calorimeter
The energy reconstructed in each calorimeter cell is obtained from the digitized samples of
the signal from each read-out channel (one cell may have more than one read-out channel).
The signal is calibrated in a way that the reconstructed energy is given at the electromagnetic
scale. This scale relates the measured signal (or visible energy in Monte Carlo simulations)
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to the equivalent energy deposited by electrons in the calorimeter.
Cell Energy Reconstruction of the LAr Calorimeter
On the Front End Boards (FEBs), the signal coming from the LAr cells goes through a
pre-amplifier followed by a four-channel shaper ASIC, which splits the signal into three
overlapping, linear gains 1/10/100, and applies a bipolar analog filter to each scale to optimize
the signal-to-noise ratio. The shaped signal is them sampled by a 12 bit ADC. The digitized
samples of the signal are then used to reconstruct the cell energy in the following way:
Ereccell = FµA→MeV×FDAQ→µA×
1
Mphys
Mcali
×
∑
i=1,2
Ri

N∑
j=1
OFC j(S j−Ped)

i
(6.1)
On this equation the factor FµA→MeV represents the conversion factor of the electronic
signal in µA to a signal in MeV, and has been obtained by a polynomial function of high
order derived from 2002 test-beam analysis [48]. The current is converted into an energy
value using the following expression:
1/FµA→GeV = fI/E. fsampl (6.2)
where fI/E represents the current to energy conversion factor and fsampl is the sampling
fraction for electrons corrected for the energy deposited in the lead absorber (see Figure
6.4 for conversion values). From the Combined Test Beam analysis the derived uncertainty
on the absolute electromagnetic scale is about 0.8% for the VLE data and 0.7% for the HE
data [91].
The Ri is the conversion factor of ADC to charge and is determined using a well
defined injected charge by the Electronics Calibration System. While the factor FDAQ→µA
represents the electronics calibration system settings used to determine Ri. It is given by
FDAQ→µA = 76.3µV/Rin j, where Rin j is the resistance of the injection resistor (about 1 MΩ).
The OFC parameter used in Equation 6.1 represents the amplitude of the ADC peak
calculated by a digital filtering technique where the peak amplitude is expanded in a linear
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weighted sum of coefficients (OFC), in which the Pedestal (Ped) is subtracted from the five
measured samples, Si . This technique is known as the Optimal Filtering (OF) [47] and not
only allows the reconstruction of the energy and the time from the measured samples but
also provides a quality factor of the reconstruction. The calibration method used in the CTB
is slightly different from the Physics one. In the CTB the calibration parameters were derived
from the physics pulse and the factor
Mphys
Mcali tries to correct for that difference.
All this system is calibrated using a calibration electronic board [92] which injects very
precise current pulses through high-precision resistors allowing to simulate as accurately
as possible the energy deposits in the calorimeter. Also the detailed electronics of the LAr
Calorimeter are described in [49].
Figure 6.4: Ionization current per deposited energy obtained from electromagnetic
showers in the barrel and end-cap electromagnetic calorimeters. The
values have been derived from the 2002 test-beam experimental results.
Cell Energy Reconstruction of the Tile Calorimeter
Ionizing particles crossing the detector induce the production of scintillation light in the
scintillating tiles. This light propagated through the tile until the edges were is collect and
guided to the photo multipliers (PMT) by wavelength-shifting fibers. Each edge of the tile
is read by one individual fiber that shifts the wavelength into the visible range, in order to
optimize the light collection efficiency in the PMT, and then transmits it to the PMT located
145
6 Combined Test-Beam (CTB)
inside a girder. The PMT converts the light into an analog electrical signal proportional to the
light intensity. The signal at the exit of the PMT’s is shaped and amplified by an electronics
card, called 3-in-1, and is sampled and digitized by two dedicated 10 bit ADCs with two
different gains: the low-gain and high-gain.
The reconstructed cell energy in TileCal is obtained according to the equation 3.10.
All the details about the signal to energy transformation in the TileCal cells were already
described in detail in Section 3.5.
6.3 Monte Carlo Simulation
The Physics simulation is a fundamental tool in todays high energy field and it is intensively
used for the evaluation of detector and physics performances. The simulation of hadronic
physics is of particular importance to this thesis, because the local hadronic calibration
method (Section 7.3) uses detailed Monte Carlo (MC) simulations to reproduce the most
accurately possible the initial energy of the incident hadron. The method, as well as the MC
simulation needs to be validated in test-beam before being used to reconstruct ATLAS data.
The simulation of the CTB is integrated into the ATLAS software framework, Athena, and
uses the Geant4 simulation toolkit.
6.3.1 Hadron Interaction Simulation
Hadronic interactions are complex, leading to the need of a large amount of physical
processes to be taken into consideration in simulation. Due to this complex behavior of
hadronic interactions, particle showers with high hadronic components are hard to predict
when compared to purely electromagnetic showers.
In Figure 6.5 we can see the main steps needed to model the strong interaction of
the hadron with the nucleus. In this model the nucleus is approximated by a region
where secondary particles coming from the first interaction start the intranuclear cascade
(Figure 6.5(a)) . These particles inside the nucleus follow a straight line and probabilities of
interaction are given according to the mean free path(Figure 6.5(b)). As soon as the particles
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leave, the nucleus is left in a highly excited state andmay decay by fission or pre-equilibrium
emission (Figure 6.5(c)). This last step is called the evaporation phase (Figure 6.5(d)).
(a) Interaction of a hadron with the nucleus (b) Intranuclear cascades with secondary
hadrons leaving nucleus
(c) Hadrons leave the nucleus in a excited
state
(d) Evaporation phase
Figure 6.5: Cascade Modeling Concept illustration. From left to right, top in bottom:
Interaction of a hadron with the nucleus (a); Intranuclear cascades with
secondary hadrons leaving nucleus (b); hadrons leave the nucleus in a
excited state (c); evaporation (d).
Over the last fewyears theGEANT4 collaboration put a strong effort in the optimization
of the models that better describe the hadronic showers behavior.The actual selection of the
available models is summarized in Figure 6.6 [93]. We can see that Parameterized models
are available for almost all the energy ranges: High Energy Parameterized (HEP) and Low
Energy Parameterized (LEP) models. Those parameterized models are an inheritance from
old the GEANT3 package (based on FORTRAN) and make use of pre-determined average
parameters and not determined step by step like the theory-driven models. This feature
makes the Parameterized models less demanding in computing power which in some cases
can be an advantage.
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Figure 6.6: Range ofModels available for GEANT4 hadronic physics taken from [93].
For incident hadrons with energies above 10 GeV we have two theory-driven
models:Quark Gluon String (QGS) model and Fritiof(FTF). The QGS model [94] handles
the formation of strings in the initial collision of a hadron with a nucleon. Those strings can
break, leading to the formationof anewquark anti-quarkpair. Thesepairs of quarks andanti-
quarks immediately combinewith other quarks to form bound states ofmesons and baryons.
This is the first step of a process called hadronization. The color flow between the partons
of the interacting hadron and the nucleon is mediated by the exchange of pomerons [95].
Regarding the Fritiof model [96], it has a different approach and makes uses of a diffractive
string excitation model where the initial colliding hadron and the nucleon are scattered and
exchange momenta. For each of the scattered particles a string is formed where the quark of
the original hadron is randomly assigned to the ends of the string.
For the intermediate energies (∼ 100MeV to∼ 10GeV ) intra-nuclear cascademodels are
available, such as the Bertini Cascade Model and Binary Cascade Model [97, 98]. For the binary
cascade model the target nucleus is modeled by a 3-D collection of nucleons, as opposed to
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a smooth nuclear density used by the Bertini model. The propagation through the nucleus
of the incident hadron and the secondaries it produces is modeled by a cascading series of
two-particle collisions. The hadrons are transported inside the nucleus along straight lines
through the medium (like in Figure 6.5(c)). For these models the cross-sections are taken
from data.
For energies lower than100MeV twoexcitonbasedpre-compoundmodels are available,
that describe the final state for hadron inelastic scattering. The exciton is a quasi-particle
formed by the bound state between the nucleus and the nucleon-hole (analogous process to
semiconductors).
We still have the presence of other models to even lower energies, that models the
last phase of the hadronic process called the evaporation phase. These models describe the
de-excitation of the nucleus and cover a long range of physical process: fission, radioactive
decay, photon evaporation, absorption of particles at rest namely µ,π,K, p¯, and a detailed
transport of low energy neutrons.
Several models are combined to form a single physics list, where the transition energy
zones are smoothed. TheQGSP physics list, is an extendof theQGSmodelwhere the nucleus
de-excitation is modeled through a pre-compound model and the QGSP model is combined
with the BERTINI cascade model giving origin to a new physic list called QGSP BERT. The
range of applicability of the available models to compose a physics list according to each
type of particle is shown in Table 6.1.
For the analysis presented on this thesis only one physics list was used: QGSP BERT.
The reason to only use one physic list is due to the fact that the main goal of analysis is
to validate the Local Hadron Calibration and the default physics list was the QGSP BERT.
The physics list was provided by the GEANT4 collaboration and GEANT4 version 4.91 was
used. Results using simulated CTB data are presented in Section 7.5 of this thesis.
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Physics list Particle Hadron energy range
Low (GeV) Medium (GeV) High (GeV)
QGSP p,n,π 0-25 LEP > 12QGSP
QGSP BERT p,n,π 0-9.9 BERT 9.5-25 LEP > 12QGSP
QGSP BERT NQE p,n,π 0-9.9 BERT 9.5-25 LEP > 12QGSP
QGSP BERT TRV p,n,π 0-5.4 BERT 5.0-25 LEP > 12QGSP
QGSP BERT HP n 0.02-9.9 BERT 9.5-25 LEP > 12QGSP
p,π 0-9.9 BERT 9.5-25 LEP > 12QGSP
QGSP BIC p,n 0-9.9 BIC 9.5-25 LEP > 12QGSP
π 0-25 LEP > 12QGSP
QGS BIC p,n 0-9.9 BIC 9.5-25 LEP > 12QGSP
π 0-1.3 BIC 1.2-25 LEP > 12QGSP
QGSP BIC HP p 0-9.9 BIC 9.5-25 LEP > 12QGSP
n 0.02-9.9 BIC 9.5-25 LEP > 12QGSP
π 0-25 LEP > 12QGSP
FTFP p,n,π 0-9.9 BERT 0-25 LEP > 4FTF
FTFP BERT p,n,π 0-9.9 BERT 0-25 LEP > 4FTF
FTF BIC p,n,π 0-9.9 BERT 0-25 LEP > 4FTF
Table 6.1: Energy range for the hadron interaction models used in several GEANT4
physics lists.
6.3.2 Detector Response Simulation
The simulation of the ATLAS Combined test-beam due to is unique setup was hard to
accomplish. Emphasis was put on the description of the sub-detectors as in the real setup.
The simulation includes not only the sub-detectors but also all elements added to the setup
on which particles interact, like the cryostat walls or the ROHACELL block before the
presampler and both of the calorimeters. Also the read-out electronics and cables were
simulated in an effective way.
Nevertheless the beam line part and the trigger scintillators were not included. In order
to include this effect into the simulation the trigger acceptance was simulated by requiring a
long track on the TRT and the beam divergence is started at x = 1.1m after the impact point
x = 0. Also information from the SCT and the Pixel detectors was used to properly simulate
the beam divergence in both the azimuthal and polar angles in the direction of the beam axis.
For the High Energy data (HE) an additional aluminum plate had to be added,
corresponding to 15% X0, placed 1 m before the point x = 0. This additional material was
needed in order to account for the material crossed by the beam but not considered in the
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simulation, like air, beam line windows, Cherenkov Counters etc. All details can be found
in reference [91]. For the Very Low Energy region (VLE) no far material was needed to be
added, since the beam momentum selection is done near the detector setup.
The LAr Calorimeter
The simulation setup of the LAr calorimeter tries to reproduce the accordion geometry of
the absorbers and of the electrodes. Such a geometry provides a full coverage in φ without
any cracks, and a fast extraction of the signal at the rear or at the front of the electrodes. The
accordion waves are axial and run in φ, while the folding angles of the waves change with
radius in order to keep the LAr gap constant. All these features of the accordion geometry
lead to a very uniform performance in terms of linearity and resolution [17]. The absorber
thickness is of around 2.21 mm, while the LAr gap is of 2.1 mm and the electrode thickness
is 0.275 mm (see Figure 2.7). The gap between the absorbers and the electrodes is filled with
liquid argon.
The simulation includes electron recombination effects produced in the liquid argon
which include electric field effects anddrift times, etc. Another effect is the response reduction
of the deposited energy due to recombination effects caused by charged hadrons which give
origin to high ionization. This effect is simulated using Birk’s Law2 [100, 101]. The choice of
parameters and implementation in the LAr detector is given in [102]. The sampling fraction
used is fsamp = 0.1667 and taken from [49]. The detailed description of both the simulation
and digitization of the LAr calorimeter can be found in references [103, 104].
The Tile Calorimeter
The simulation of the Tile calorimeter tries to reproduce the structure of the scintillating
tiles and the iron absorber. The simulation of the TileCal scintillators includes saturation
effects modeled according to Birks law [38, 100] and the effects of the photo-statistics in
the photo-multipliers using a Poisson distribution with a mean value of 70 pC/GeV [44].
2Birks law was used to describe the saturation effect in scintillators. Recent studies found that this law can also
be applied to LAr calorimeters [99]
151
6 Combined Test-Beam (CTB)
However, due to the complex geometry of the scintillator tiles the detailed optical properties
of the scintillating tiles and the read-out fibers are not properly modeled. A simple linear
interpolation is used to describe the energy of the PMT on each cell side [105]. The maximal
drop of the signal between the two PMTs of a cell due to non-linearities is not larger than
5%. The sampling fraction used is fsampl = 1./34.3 and taken from [51].
Calorimeter Noise Simulation
The electronic noise for both calorimeters was extracted from experimental data using
randomly triggered events and added incoherently to the energy of each PMT in the MC
samples. For the simulation of the CTB a gaussian parametrization of the noise was applied.
The coherent noise is also not simulated but according to [106] the effect is not large. In the
LAr calorimeter additional noise correlations are taken into account, like the auto-correlation
noise between different time samples, the cross-talk between neighboring cells and cross-
talk between the cells of the first compartment and the ones on the second and third. It has
been checked that for the data under study the measured noise is well described by the MC
simulation [107].
Treatment of the Time Structure of Hadron Showers simulation
One of the issues when simulating hadron showers is the time difference between pure
electromagnetic and hadronic interactions. This time difference comes from the energy
deposits caused by neutral neutrons which can travel longer time in the detector provoking
delays of several milliseconds. An example is the energy deposition by electrons produced
by photons emitted from a de-excitation of a nuclei excited by a low energy neutron.
The calorimeters measure the energy depositions in 25 ns intervals which can lead to
bad simulated energy depositions. This problems is solved in the simulation during the
digitization step were the simulated energy deposition is calculate in 2.5 ns intervals and
convoluted with the pulse-shape used to reconstruct the energy from the samples.
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Simulation of the Inner Detector
The geometry of three sub-detectors of the ID present in the CTB, Pixel, SCT and TRT is
described by a common detector description tool called GeoModel, more specifically the
InDetGeoModel [108]. GeoModel is the responsible for the material used by the ID (type,
amount and position) and readout geometry. Services materials and structural supports are
also described in the GeoModel. It was designed as a data layer, and especially optimized to
be able todescribe large and complexdetector systemswithminimummemory consumption.
A representation of a GeoModel description can be transferred to GEANT4, and, to other
engines that simulate the interaction of particles with matter. The GEANT4 simulation
geometry is automatically generated from the GeoModel description.
The pixel and SCT detectors are composed by of silicon wafers, electronics, cooling and
other services. The pixel detector is composed by three barrel compartments and the SCT
four.
The reconstruction and digitization obtain the geometry information via the detector
element classes which are filled from the GeoModel. The digitized signal is obtained from
the signal collect at the anode. This analog signal, has is origin in the energy deposits on the
active parts. It is converted into an ionization signal and finally collect by the anode. This
convertion already takes into account some detector effects like the recapture probability,
drift velocity, noise and dead channels, response of front-end electronics, pulse shaping and
finally conversion into bits through a threshold (two in case of TRT, high and low).
Of relevance for the hadron calibration here is that the two TRT thresholds present
in the TRT simulation in order to be able to match the test-beam data. The probability of
passing a higher threshold (HT) level, Lorentz gamma factor of ≈ 1000, is well described for
all particle types by the following function:
PHT(γ) = 0.0264+0.00025× log10(γ)︸                            ︷︷                            ︸
 
+
0.153
1+ exp−( log10(γ)−3.300.270 )︸                     ︷︷                     ︸
  
(6.3)
Those values were obtained from the data and were used to separate electrons from
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pions and also to help separate protons from pions, for more details see Section 6.5 and 6.4.
6.3.3 Calibration Hits and calculation of the invisible energy
When particles from a hadron shower start to interact with the calorimeters they deposit
energy in all the detector components but only the energydeposited in the active components
of the calorimeters is measured. So, in order to know the true energy of the shower
its necessary to make an estimation of the energy deposited in the non-active regions of
the calorimeters. MC simulations are the perfect tool to make this estimation namely the
GEANT4 toolkit where for each individual particle stepwe have access to the particle energy
and position in the detector. This feature allows not only to validate data but also to know in
detail the deposited energy in the passive material regions also called deadmaterial regions.
Special simulations are done in order to store those deposits in the non-active material.
Those special MC are named CalibrationHits. In fact this technique not only allows to know
the total true energy deposited in the calorimeter, both in active and non-active regions, but
also allows to know the energy escaped from the detector in form of particles like muons
neutrinos, etc. These energy deposits can be distributed into four categories:
• Visible electromagnetic energy: energy deposited by electrons or positrons via
ionization.
• Visible non-electromagnetic energy: energydepositedby chargedparticles other than
electrons or positrons via ionization.
• Invisible energy: energy deposited by non-ionizing process such as break-up of
nuclear bonds.
• Escaped energy: energy leaving the mother volume in form of non-interacting or
escaping particles like neutrinos or muons.
The aim of the calibration hits is to reconstruct the lost energy in form of invisible or
escaped energy on a event by event basis using the deposited energy inside the calorimeter
cells. To achieve this dedicated MC simulation using GEANT4 are done. In GEANT4
154
6.3 Monte Carlo Simulation
the deposited energy is calculated for each step and we can easily discriminate them into
visible and invisible energy deposits. If we define ∆E as the total energy lost in a step
and Esec =
∑Nsec
i
Esec,i, is the energy lost during the formation of the secondary particles with
energy Esec,i the total energy deposited invisibly, Einv, is:
Einv = ∆E−Evis−Esec (6.4)
Energy deposits change randomly from event to event and this is very relevant in the
case of hadronic showers due to the fact that the electromagnetic fraction also has a random
part. This comes from the fact that when pions interact with neutrons it can result in neutral
pions (π+n→ π0p) which deposit its energy in a purely electromagnetic form (π0 → γγ).
In the best cases we can have an average estimation of the invisible energy deposits of a
shower and this allows to parametrize that component as it will be described in some detail
in Section 7.3.3.
6.3.4 Technical details of the Simulation
The simulation of pions was done using only charged negative pions, since previous studies
made by the Geant4 simulation group showed that prediction is the same as for positively
charged pions. For the beam simulation it was used the nominal beam energy, nevertheless
since the real test beam energy is not exactly equal to the nominal it was necessary to rescale
the cell energy of the simulated events to the measured beam energy given in Table 6.2.
The impact parameters of the particles in the calorimeter has been adjusted for each run,
in order to reproduce the η and φ barycenter of the shower. The initial proton contamination
in the pion beam has been taken into account and samples of protons and pions are mixed
together according to the measured proton fraction 6.4.
All simulation has been donewithAthena release version 12.0.5 andwith GEANT4 4.91
version and QGSP BERT as physics list for the hadronic simulation. For the reconstruction
the Athena release version 12.0.7 was used. Some additional modifications were needed for
the local hadronic calibration. All the softwaremodifications implemented are in the ATLAS
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SVN repository and can be seen in Appendix .1.
6.4 Event Selection
Thedata used in this analysis were taken in September 2004 runs, when all the three detectors
were in full operational state. Runs with beam momentum ranging from 2 to 180 GeV were
used with pseudo-rapidity of η = 0.45 and φ = 0.00. The data used for this analysis is shown
in Table 6.2 and for each particle momentumwe have the run number, particle type, nominal
and measured momentum, electrical charge and the total number of events in the run
followed by the number of identified electrons and pions. On this analysis we distinguish
two types of energy ranges: the high energy range (HE) for energies higher than 20 GeV,
Pbeam > 20 GeV, where both particles and momentum are well measured and for particles
with energies below, Pbeam ≤ 20 GeVwheremomenta and particle type are not well measured
(labeled e/π in Table 6.2).
The oﬄine event selection is based on the beam detectors and on the tracking
system [109]. Some of the cuts used to obtain a pion and electron beam are explained
in the following lines:
cut 1: Physics trigger together with a signal on the S1 scintillator with 150 < S1 < 1000 ADC
counts and signal on the muon halo scintillator lower than 4000 ADC counts. This way
we assure that we have a single charged particle which is not a muon.
cut 2: Event time in fiducial LAr time reconstruction interval: In some of the events the time
given by the trigger is close to the beginning or the end arrival time of the particle
with respect to the DAQ clock signal of the LAr calorimeter that has a period of 25 ns
(Section 6.2). In this case the LAr reconstruction can not choose the correct Optimal
Filtering Coefficients [47] parameter set with the required precision and therefore such
events are rejected 3.
cut 3: For particles with Pbeam > 9 GeV, it is required that the energy in the twomost energetic
3Technically this corresponds to reject events without reconstructed calorimeter cells.
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Run-Number type
〈
η
〉
pnom
beam
(GeV) pmeas
beam
(GeV) charge Nevents Nelectrons Npions
2102099 e/π 0.443 2 2.05 - 390000 22498 1692
2102115 e/π
2102117 e/π
2102098 e/π 0.443 3 3.05 - 200000 16659 2891
2102097 e/π 0.443 5 5.09 - 200000 15983 7330
2102096 e/π 0.443 9 9.04 - 200000 10761 14299
2102095 e/π 200000
2102397 e 0.440 20 20.16 100000 16437
2102396 π + 130000 14 20668
2102395
2102394
2102393
2102392
2102343 π 0.440 50 50.29 + 230000 17 58822
2102345 π
2102347 π
2102403 e 200000 31930
2102410 e
2102353 π 0.436 100 99.80 + 180000 4 40893
2102354
2102355
2102398 e 110000 3060 12168
Table 6.2: Data samples used according to run number, nominal particle type,
average pion impact point in η-direction, nominal and measured beam
momentum, charge of the beam particle and total number of identified
electrons and pions.
topoclusters ( Section 7.2) be higher than 5GeV. This is required to removemuon events
since they typically deposit less than 5 GeV when crossing the calorimeters.
cut 4: Remove particles present in the halo of the beam. This is achieved by using the three
beam chambers, BC0, BC-1 and BC-2. The first two BC0 and BC-1 are used in the
HE range. The BC-2 beam chamber is additionally used in order to ensure that the
particle passes through theVLE line which improve particle removal in the VLE energy
range. For both situations several sets of values are used andmore details can be found
in [110].
cut 5: Coherent noise reduction in the pre-sampler: In some events a large number of cells
were affected with a sudden increase of noise. This noise was found to have origin
in the pre-sampler and propagated through the whole detector. This noise increase in
the detector cells led to an increase in the number of cells present in clusters and to
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bad energy corrections. In order to cut those events the total energy sum of all cells
outside the ηnom beam impact, (ηnom − 0.1 ≤ ηcell ≤ ηnom + 0.1) should be in the interval
[-3 GeV,3 GeV].
cut 6: Good reconstructed track: The track reconstruction provides tracks in the three
individual tracking detectors (pixel, SCT and TRT) as well as global tracks where
the hits in the three sub-systems are fitted together. In some cases the alignment fails
and the global track does not compute the TRT track. Therefore, both the global and
stand-alone TRT tracks are used to reduce the number of events that interact strongly
before or during the tracking system. So, a good track is one with at least 6 hits on the
Pixel or SCT and over 30 low threshold hits on the TRT. This ensures that the particle
passes through the Pixel and SCT, allowing to remove events that interact with the
support structure and still are reconstructed in the TRT. On Figure 6.7 we can see two
examples of a TRT hit distribution along the x− y plane. The first one is an electron
at 3 GeV that passes the selection criteria and the second is a pion with momentum of
2 GeVwhich does not fulfill the criteria and is rejected. We can clearly see that the pion
interacts strongly with the TRT material giving origin to 3 or 4 additional tracks.
cut 7: For some events the photo-multiplier signals appear in low gain, but have a signal
that is compatible with noise. In those cases the energy can not be reliably measured,
and so the events are rejected. The reason for this is not clear and the only possible
explanation for this problem is that it is caused by a change of the signal base-line due
to large signals recorded before the event in question.
cut 8: For particles with Pbeam < 9 GeV, it becomes very important to reject off-axis muons that
come from the HE beam line. To remove thosemuons from the VLE data an additional
cut was implemented. This cut takes into account the reconstructed time of the signal
coming from the TileCal cells and of the trigger. Only events with signal 5 sigma above
the noise are taken into consideration.
cut 9: Muon Rejection: In order to reject muons it is required that the signal in the muon
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scintillator, µtag should be in the range 370 < µtag < 400 ADC counts for the VLE data
samples and 360 < µtag < 450 for the HE. The efficiency of the muon detector is of the
order of 98% [17]. Another muon rejection technique is the rejection of the muons
coming from pion decays which are removed by an estimator constructed by the shape
of the expected energy deposition of the muons in the calorimeter.
(a) Hit distribution by a 3 GeV electron (b) Hit distribution by a 2 GeV pion
Figure 6.7: Example of the hit distribution in the TRT by a 3 GeV (a) electron and by
a 2 GeV pion (b). In this example the pion does not pass the selection
cut due to the low number of TRT hits. On the plot the dot means a low
threshold hit and the vertical bar a high threshold hit.
OnTable 6.3we can see, for the several beammomentum, thenumber of events removed
by the various selection cuts. All cuts reveal a behavior independent of the beam energy
with the exception of the requirement of one good track in the TRT. Also we can see that
there is a huge final rejection fraction of events with particular evidence on the scintillator
and the beam chambers requirements (cut #2 and #4). This was due to a malfunction on
the beam chambers during the test-beam and it is characterized by a zero value on the TDC
signal used to reconstruct the particle position in the beam chambers. Also we can see that
the total fraction of rejected particles decreases with the increase in the beam momentum
and this derives from the cut #6 which is related with the TRT tracks which improves with
energy.
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cut # : Selection Nominal beam momentum in GeV
2 3 5 9 20 50 100 180
1: Event timing 97.24% 97.27% 97.22% 97.21% 97.20% 97.18% 97.25% 97.07%
2: Scintillator 73.66% 74.61% 75.27% 74.88% 80.72% 76.63% 77.01% 72.61%
3: Ecluster
min
: -
4: Beam Chambers 28.33% 31.55% 31.52% 28.16% 33.72% 33.46% 31.15% 30.50%
5: PS coherent noise 26.84% 30.01% 29.92% 26.73% 31.79% 31.50% 28.70% 30.50%
6: One good track 14.00% 18.73% 22.55% 25.08% 25.08% 30.28% 27.52% 28.71%
7: Noise in the low gain 13.80% 17.76% 22.13% 24.61% - - - -
8: TileCal Timing 13.46% 17.76% 21.08% 22.95% - - - -
9: Muon Rejection 13.34% 17.61% 20.09% 22.94% - - - -
Table 6.3: Results for the individual event selection cuts for each particle beam
momentum. The cuts are applied in sequentialway and the fraction values
presented are related to the initial total number of events available.
6.5 Particle Identification
The hadron beams, pions or protons, used in the combined test-beam had a significant
amount of contamination of other particles: electrons, pions, protons,muons and even kaons.
In order to improve the data quality it is necessary to remove the contaminating particles.
This can be achieved by making use of the various detectors present in the beam line and
of the ATLAS inner detector system and together help on the identification of certain types
of particles in the beam. This minimize the need for calorimeters in particle identification
allowing to improve the calorimeter response to hadron beams. A brief explanation particle
identification is done follows in the next paragraphs.
Electron and Pion Identification
Electrons are identified making use of the Cherenkov counters present in the beam line. The
pressure of the Cherenkov counter is adjusted so that the electrons crossing the chamber
give origin to a large signal while pions give a much lower signal in the order of the noise.
The TRT detector is essential to distinguish electrons from pionsmaking use of the transition
radiation.
Electrons, when compared to pions, give origin to higher transition radiation values
which leads to signals above the higher threshold (HT). This allows the use of the number
of higher-threshold track hits of a given track (NHT) to separate electrons from pions.
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The measurement of the Cherenkov and the TRT detectors is independent allowing the
determination of the efficiency and purity of each other. Nevertheless the Cherenkov
counter was only available for the VLE energy runs and so, for pion beams above 9 GeV the
electron-pion separation was done only using information from the TRT. Information from
the calorimeterswas alsoused,namely the fractionof energydeposited in the electromagnetic
calorimeter (ELAr/Etot). The energy values were determined using the energy deposited in
the calorimeters clusters.
The number of selected events was already given in Table 6.3 and the efficiency of both
Cherenkov and TRT for single electron detection is around 85% [17]. According to [109] the
electron contamination for beam energy of 2 GeV is lower than 1% and at it decreases with
energy becoming 0.25% at 9 GeV. So we can safely consider that electron contamination in
pion beam can be neglected.
Proton Contamination
The proton contamination in the pion beams increases with energy and can reach 80% for the
180 GeV beam (see Figure 6.8 and Table 6.4). One way to remove the proton contamination
is to make use of the TRT using the fact that pions start to emit transition radiation above
30 GeV while for protons this only happens above 300 GeV [17]. So even if the TRT main
goal is to separate electrons from pions, it can still contribute to separate protons from pions.
If we know the probability of a pion or a proton giving origin to a high value of transition
radiation we can build a probability function, pπ
HT
and p
p
HT
and use it to determine the
fraction of protons in the pion beam, fp. In this way the proton fraction function for each
beam momentum is given by:
fp =
pπ
HT
−pmeas
HT
pπ
HT
−pp
HT
(6.5)
Where pmeas
HT
is themeasured probability for each beammomentum. The values of pHT as
a function of the Lorentz γ factor were measured using data samples of muons and electrons
at various energies [17]. The values for fp obtained are shown in Table 6.4. Also shown
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Pbeam (GeV) p
π
HT
(%) p
p
HT
(%) pmeas
HT
(%) fp
20 3.40 2.98 3.46±0.09 0.15±0.32
50 4.19 3.12 3.71±0.08 0.45±0.12
80 5.15 3.22 4.07±0.09 0.56±0.07
100 5.83 3.28 4.28±0.08 0.61±0.06
180 8.49 3.56 4.74±0.07 0.76±0.04
Table 6.4: Proton fraction fp for each beam momentum as calculated from
equation 6.5. The quoted uncertainties come from both statistical and
systematical uncertainties.
are the uncertainties that come from the error in determining pHT and measurement errors,
namely particle type identification during the event selection. The uncertainties are also
visible in Figure 6.8 with a yellow band around the Parameterized proton fraction line and
we can see that they increase for lower energies.
Figure 6.8: Proton fraction in the pion run as a function of the beam momentum .
The line represents the parametrization obtained using equation 6.5 and
the yellow band is the uncertainty of the proton fraction.
For the VLE runs negative pion beams were used which makes proton contamination
negligible due to the presence of the magnetic field produced by the quadrupoles.
Nevertheless since the uncertainty in determining the proton fraction in beam increases
as the energy decrease, they still play an important role for the energy corrections as we will
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see later in Section 7.5.
Muon Contamination
The approach to remove muon events from hadron samples follows two different ways
depending on the beam line used, Very Low Energy (VLE) or High Energy (HE). For the HE
line the muons contamination of the hadron beam comes from the decay in flight of pions
or by muons produced in the target. For the VLE line the contamination is due to muons
coming from the HE line which interact with the calorimeters after the momentum selection.
This means, that muons are coming from a different beam line and are uncorrelated with the
trigger set for the VLE line. Those muons can be removed by correlating the time of flight
of the event with the energy deposits in the D cells of the Tile calorimeter. Nevertheless
there is still a residual contamination of high energy muons on all data. Based on the timing
information of the TileCal calorimeter the estimated fraction of residual high energy muons
is around 1-2%.
Another way to remove those events is to use the muon energy distribution in the
TileCal calorimeter. To better estimate the energy distribution we use the muons present
in the electron beam. Muons deposit a significant amount of energy in the last layer of the
TileCal, oppositely, electrons deposit almost there energy in the LAr calorimeter and a small
fraction on the first TileCal layer. This way, we can classify an event as a muon if the total
energy on the last layer of the TileCal is above 0.35 GeV and remove them from data. A
similar approach could be donewith the events identified as pions, but the shower produced
by a pion can reach the last cells of the calorimeter even at low energies. Also pion showers
can give origin to muons, so this method can only give a maximum estimation value for the
number of muons present in the pion sample. The maximum value for muon contamination
is of 3% for all energies. On Table 6.5 we can see the results of maximum possible muon
contamination coming from the HE line present in the VLE data.
The estimation of the muons coming from the pion decay is done by estimating their
energy deposited along each of the calorimeter layers. According to the pion kinematics
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Pbeam (GeV) 2 3 5 9
Ne
ETile,D
> 0.35 GeV/Netot(%) 0.2±0.03 0.4±0.05 0.4±0.04 0.4±0.06
Nπ
ETile,D
> 0.35 GeV/Nπtot(%) 2.4±0.4 5.1±0.4 2.7±0.2 2.6±0.1
Nπ
out−o f−time/N
pi
tot(%) 1.1±0.3 1.3±0.2 1.5±0.1 1.3±0.1
Table 6.5: Muon Contamination present in the data-set.
the momentum of the muon can be in the range of 0.57 < Pµ/Pπ < 1.0 were Pµ and Pπ are
respectively the momentum of the muon and of the pion. Also from the beam simulation
we know that the decay peak of muons produced from pions is near the nominal beam
momentum and that the lowest muonmomenta are suppressed by the trigger acceptance by
a factor of 5 to 10%. The energy profile of muon coming from pion decay is estimated using
muon simulations in the calorimeters. According to those results the mean energy is know
with an error of 2% and the energy distribution with 10%, [46, 103, 107]
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The ATLAS calorimeter system has to provide an accurate measurement of the energy and
position for electrons, photons, jets and still provide a good measure of the total transverse
energy, more exactly of the missing transverse energy. These measurements are done in a
event to event basis and, in order to transform these energy deposits in the calorimeters into
physical identities called jets, it is necessary to take into account several difficulties namely
the different signatures of electrons and hadrons in the calorimeters.
These differences arise from different interactions of the particle showers constituents
with matter. The most significant difference is that electrons have a linear response over
energy, while pions and protons, have a non-linear one. Also, the response changes
accordingly to detector geometry both in η as in depth leading to different lateral and
longitudinal shapes of the showers. All theseproblems are intensively studied and discussed
and it is not the goal of this thesis to study them in detail but just use their knowledge to
better calibrate our detector.
The the hadronic calibration and the topological clustering are presented in Sections 7.1
and 7.2, followed by a detailed explanation of the Local Hadronic Calibration (Section 7.3) .
Finally, the results of the applying the Local Hadronic Calibration method for pion MC data
is shown in Section 7.4. The application of the calibration method to experimental CTB data
and compared with MC data are presented in Section 7.5.
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7.1 Hadronic Calibration
There are two approaches on how to calibrate the detector; the first one is to calibrate the
detector at the level of jets, i.e., the global method, and the other is to calibrate at the cluster
level (Section 7.2) . The global method tries to correct the jet energy starting from the
electromagnetic scale to the calibrated jet energy in one step. To achieve the calibrated jet
energy, several approaches are taken into account within the ATLAS collaboration [111]. The
cluster weighting method, also called the Local Calibration method (Section 7.3), separates
the calibration of clusters from the jet algorithm, so that the jet building can start from already
calibrated clusters.
Themajor difference between both approaches is that the global method is applied after
the jet algorithm making the calibration method dependent of the algorithm or the physics
samples used while calibrating at the cluster level would make calibration independent of
both the jet algorithm or the physics sample.
Independent of the hadronic calibration method to be used all of them have the same
starting point, that is to use the measured energy of the calorimeter cells already calibrated
at the electromagnetic scale. This means that the response of the calorimeter cells has been
equalized as if the incident particle was an electron or photon. However, due to the hadronic
interactions themeasured energy in cells and after in clusters is under-estimatedmainly due
to:
• energy depositions non measurable through strong interactions such as spallation of
the nucleus;
• energy deposits in cells close to cluster but not belonging to it;
• energy deposits in non-active material , i.e., all energy deposits outside the signal
produced;
• energy leakage due to particles leaving the calorimeter such as muons or neutrinos;
After jet formation, additional effects need to be taken into account like:
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• magnetic field which bends particles out of the jet and distorts the shower shape;
• presence of particles with low energy that their shower does not produce a cluster in
the calorimeter.
On this thesis work we will focus on the Local Hadronic Calibration [112].
7.2 Topological Cluster Algorithm and Momenta
The goal of topological clustering, topocluster, is to cluster adjacent cells with a signal above
a certain threshold based on noise level. The topological clustering of cells is optimized in
order to suppress both electronic noise as well as pile-up from minimum bias events. Also
if we take into account that the energy deposits are true and correlated this provides some
information that cells with low energy deposits adjacent to one cluster are more likely to
contain true energy deposits rather than isolated cells. After the formation of the clusters,
information about the initial shower can be extracted, like position, radius, length or energy
density. All this information provides a set of parameters that can be used to distinguish
between clusters dominated by electromagnetic energy deposits or by hadronic deposits.
7.2.1 Topological Cluster Algorithm
TheATLAS collaboration developed several clustering algorithm, but for thework presented
here the default ATLAS topocluster algorithm is used [113]. This is a 3D algorithm that
groups calorimeter cells belonging to the same detector layer or across layers and works
independently from each sub-detector. This allows the formation of different clusters
according towhich sub-detector cells belonging to andalso groups cells belonging todifferent
sub-detectors. Clusters are formed around a cell with an energy above an adjustable noise
threshold. The basics sequential steps of topocluster formation are:
• The first step consist in the search of the most energetic cell with |Ereco
cell
| > Sσnoise.
• The second step is to add all neighbor cells and their neighbors if |Ereco
cell
| >Nσnoise.
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• The third is to add all direct neighbors with |Ereco
cell
| > Pσnoise.
where σnoise represents the noise level in the cell and the parameters Seed (S), Neighbor
(N) and Perimeter (P) are adjusted in away that only cells with true energydeposits are taken
into the cluster. The algorithm also guarantees that each cell only belongs to one cluster and
repeats each step until all Seed (S) type cells are attached into a cluster.
An evaluation of several combinations of those parameters has been done using the
Combined Test Beam data for a beam energy from 20 GeV to 180 GeV. This study showed
that the higher the threshold for the Seed (S) and Neighbors (N) the more suppressed is the
noise and pile-up but the resolution decreases while lowering the perimeter threshold make
sure that the tail of showers is not cut of which allows to keep both the total reconstructed
energy and resolution stable. In Figure 7.1 we can see those effects for pions of 20 GeV and
180 GeV. We can clearly see that for 20 GeV pions, the configuration with the highest mean
energy value is achieved by the [S,N,P] = [4,1,0] (Figure 7.1(c)), nevertheless the resolution
is considerably worst than for [S,N,P] = [4,2,0]. Starting from the configuration [S,N,P] =
[4,2,0] we can see, for both 20 GeV and 180 GeV pions, that if one of the parameters increases,
less energy is collected by the clusters and the resolution deteriorates. Based on this study
ATLAS decided to use the combination [4,2,0] as the [S,N,P] default values which is used
along this thesis. All the details of the study can be seen in [114].
After cluster formation the local maximum is calculated looking into the layers 2 and
3 of the LAr Barrel or in the first layer of the TileCal. After the maximum is found all other
variables are computed, but special steps are taken into account namely looking for adjacent
clusters in different sub-detectors.
The necessary conditions for a cell to contain a local maximum are:
• to have a minimum energy of 500 MeV and have the highest energy value when
compared to the neighboring cells to avoid the formation of a cluster dominated by
noise;
• the number of neighboring cells needs to be higher than a certain value (the actual
default value is 4).
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(a) Mean energy by 180 GeV pions (b) Mean energy by 20 GeV pions
(c) Energy Resolution by 180 GeV pions (d) Energy Resolution by 20 GeV
Figure 7.1: Variation of the mean energy value (〈Eclusters〉) (figures (a) and (c)) and
resolution (RMS/〈Eclusters〉) (figures (b) and (d) ) of the energy deposited
in clusters by pions with an energy of 20 GeV and 180 GeV in function of
the clusters formation parameters
[
Seed(S),Neighbor(N),Perimeter(P)
]
.
By definition each cluster can only have one local maximum but in some special cases
more than one local maximum can be formed. In these cases the cluster is split around the
local maximum by theClusterSplitter algorithm and the cells energy belonging to the original
cluster are shared. The weight, wi, of each shared cell, is calculated from the distance to each
new split cluster and is computed according to the following:
w1 =
E1+E2
E1+ rE2
and w2 = 1−w1 (7.1)
where Ei represents the energy of the two new clusters and r = exp(d1−d2), represents
a parameter that depends on the distance of the center of the cell to the local maximum, di.
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7.2.2 Definition of Cluster momenta
The shape and size of particle showers are important tools to discriminate between
electromagnetic and hadronic clusters. Due to the fact, that both have different particle
constituents their behavior is quite different. So, a good separation is needed if we want to
achieve a good energy measurement of the shower. The most important difference between
electromagnetic and hadronic showers is the width and energy density of the cluster. Pure
hadronic showers have a tendency to be deeper andwider corresponding to a smaller energy
density when compared to electromagnetic ones. Nevertheless this characteristic changes
with energy and have different behavior according to the crossed material giving different
signatures on different sub-detectors and η region.
A quantification of shower shapes is necessary and possible and this is done using
the so called cluster momentum, which describes the shape and characteristics of calorimeter
clusters.
The cluster momentum parameters are defined in the following way:
〈xn〉 = 1
Enorm
×
∑
{i|Ei>0}
Eix
n with the normalization Enorm =
∑
{i|Ei>0}
Ei (7.2)
where Ei is the reconstructed energy in cell i and n is the degree of the moment and x is
the observable. The moment is calculated with the constituent cells of the cluster and only
cells with a positive energy can enter into the cluster formation (Ei > 0). Using this definition
and considering the schematic view of a cluster (Figure 7.2) we can calculate the momenta
over the shower axis using a principal value analysis of the weighted energy correlated with
the center of mass of the shower:
Cxx =
1
w
∑
{i|Ei>0}
(xi−〈xn〉)2, (7.3)
Cxy =
1
w
∑
{i|Ei>0}
(xi−〈xn〉)− (yi−
〈
yn
〉
), (7.4)
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were the normalization constant is:
w =
∑
{i|Ei>0}
E2i (7.5)
Sowe can calculate a symmetricmatrixwere the remaining components,Cxz,Cyy,Cyz,Czz
are calculated according to equations 7.3 and 7.4.
Figure 7.2: Sketch showing the definition of the cluster momenta.
It is also important to parametrize the clusters momenta in terms of the shower axis
instead of using particle axis coming from the interaction point (IP). So if we consider the
vector, ~c, as the vector coming from the interaction point to the barycenter of the cluster and
~s as the shower axis we can extract two very important quantities:
ri = |~xi−~c| ×~s (7.6)
where ri represents the distance between the center of the cell i to the shower axis and
λi = |~xi−~c|.~s (7.7)
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λi is the distance of the center of the cell i to the shower barycenter.
In summary we use the following definitions:
• shower axis ~s;
• shower centre ~c;
• distance from the shower axis: ri = |~xi−~c| ×~s;
• distance from the shower centre: λi = |~xi−~c|.~s;
• energy density: ρi = EiVi were Ei represents the cell energy and Vi the cell volume;
• distance from the front face of the calorimeter along the shower axis ~s: λcenter,i.
In order to better understand the physics properties of showers a set of additional
parameters are used like the lateral and longitudinal shower profiles and also isolation factors
computed and used to better calibrate the calorimeters. The complete list of parameters
available for shower characterization is the following:
• 〈σ〉 :the first moment in σ;
• 〈η〉 :the first moment in η;
•
〈
r2
〉
: the second moment in r;
•
〈
λ2
〉
: the second moment in λ;
• lateral = lat2lat2+latmax : the normalized second longitudinal moment;
• longitudinal = long2long2+longmax : the normalized second longitudinal moment;
• 〈ρ〉 : the first moment in energy density;
•
〈
ρ2
〉
: the second moment in energy density;
• λcenter : the distance of the shower center from the calorimeter front face measured
along the shower axis;
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• fem : the energy fraction in the electromagnetic calorimeters;
• fmax : the energy fraction in the most energetic cell;
• fcore : the sum of the energy fractions in the most energetic cell per sample;
• isolation: the layer energy weighted by the fraction of the non-clustered neighbor cell
on the outer perimeter of the cluster.
For the lateral and longitudinal momenta the following definitions were used:
• lat2 =
〈
r2
〉
, with r = 0 cm for the two most energetic cells;
• latmax =
〈
r2
〉
, with r = 4 cm for the twomost energetic cells and r = 0 cm for all the other
cells;
• long2 =
〈
λ2
〉
: with λ = 0 cm for the two most energetic cells;
• longmax =
〈
λ2
〉
: with λ = 10 cm for the two most energetic cell and λ for all the other
cells.
From all those computed momenta the most relevant for the local hadronic calibration
are themomenta describing the width and length of the showers,
〈
r2
〉
and
〈
λ2
〉
, that together
with the energy density, ρ, and depth of the shower λcenter, provide a good tool to classify the
electromagnetic weight of a shower. Also the isolation criterion is used for the out-of-cluster
energy correction. This parameter value varies from 0 to 1 and means that the lower it is
the less isolated is the shower, meaning that the energy lost in the surrounding cells of the
cluster is low.
7.2.3 Cluster Hadronic Classification
The default procedure in ATLAS to classify the topological clusters as corresponding better
to electromagnetic or hadronic energy deposits is based on cluster shape comparison. The
comparison is made with the predicted shape of clusters coming from MC simulations of
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both neutral and charged pions. The clusters parameters selected to make the comparison
are the onesmore related to the electromagnetic component of the shower: the cluster energy
density ρ and the distance from the calorimeter front face to the barycenter of the cluster,
λcenter.
The cluster classification of the MC events has been done using neutral and charged
pions, with energies from 200MeV to 2 TeV ( 200MeV < Ecluster < 2TeV ) using look-up tables
binned and filled according to |η|, Ecluster, log10(λcenter) and log10
[
ρ− log10(Ecluster)
]
.
If we take in consideration that the probability of having a neutral over a charged pion
is 1:2 the probability weight, wi for each bin of having a neutral pion is given by:
wi =
ηπ
0
i
ηπ
0
i
+2ηπ
±
i
(7.8)
were ηπ
±,0
i
represents the fraction of charged or neutral pions present in the cluster
according to MC simulations.
A cluster is classified as electromagnetic if the bin into which the cluster best fits
is mostly populated by neutral pions (wi > 0.5), otherwise the clusters are classified as
hadronic. This classification is not done for the combined test-beam because the hadronic
validation uses pure -beam of charged pions and electrons and contamination is negligible.
In terms of hadronic calibration this means that all clusters are, by default classified as
hadronic or electromagnetic according to beam type which makes the combined test the
perfect environment to validate the calibration procedure.
7.3 Local Hadronic Calibration
The Local Hadronic Calibration method used in this work is the ATLAS default method
and like any other hadronic calibration method, takes as input the calibrated energy, at
the electromagnetic scale, from the calorimeter cells and tries to correct it by applying the
following sequential steps:
• the first step consist on the cluster formation with calorimeter cells above a certain
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treshold making use of a topological cluster algorithm;
• the second step is the classification of the topological clusters as electromagnetic or
hadronic;
• the third it is the application of the weighting energy correction to cells belonging to
clusters classified as hadronic;
• the forth step is the application of the Out-Of-Cluster (OOC) energy correction in order
to compensate the energy deposited in the calorimeter and not assigned to any cluster;
• and the fifth step we have the correction for energy losses in the dead material (DM)
taking into account the hadronic feature of the cluster.
In thismethod theweighting,out-of-cluster anddeadmaterial corrections are computed
taking as input the reconstructed cluster energy and the true energy deposits in the
calorimeters which are obtained from MC simulation. This technic, allows to calculate
the successive corrections with Monte Carlo data which are then applied to real data. The
method is validated, for every step of the chain, by applying to the reconstructed cluster
energy the computed corrections to both the simulated and real data and comparing the
final reconstructed energy. A graphical view of the Local Hadronic Calibration method data
flows for both MC and Data can be seen in Figure 7.3.
The local hadronic calibration method relies on MC simulations, and therefore the
MC simulation has to be as close as possible to real data. The method, as well as the
MC simulation needs to be validated in test-beam before being used to reconstruct ATLAS
data. The Combined Test-Beam realized in the year 2004 in CERN represetns the perfect
environment to validate the local hadronic calibrationmethod. The study is basedondetailed
simulations of interation of single pion beams with energy in the range 2 to 230 GeV with
the calorimeters and then reconstruct the cluster energy using the Local Hadron Calibration
schema and compared to the known beam energy.
The combined test-beam consisted on exposing a fully instrumented slice of the ATLAS
detector to particle beams from the SPS (Super Proton Synchrotron) at CERN in 2004. The
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Figure 7.3: Diagram flow on how to arrive at a fully calibrated pion energy through
local hadronic calibration.
results of the measurements of the response of the hadronic Tile calorimeter to pions with
energy in the range 2 to 230GeVusing theLocalHadronCalibration schemaare reported. The
linearity and the resolution of the calorimeter were determined and compared to previous
results and to the predictions of a simulation program using the toolkit Geant4.
7.3.1 Weighting corrections
The weighting energy correction is applied to the total visible energy in order to compensate
for the non visible energy. The fraction of the initial shower deposited by the non visible
components can be of ≃ 30% with large fluctuations from event to event. It is also needed
to take into account small contributions coming from non uniformities in η and φ along the
detector. For ATLAS theweights are computed using a ”H1-type” [116] cell-based approach.
The H1 detector in DESY [117], was the first experiment to use the weight approach to
compensate the response of the hadron shower. This method used a simple algorithmwhich
worked so well that is still used on today experiments. The algorithm used was:
Ei
′ = Ei(1−CEi) (7.9)
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where Ei is the individual unweighted response and Ei
′ the energy after weight. In this
expression the factor CEi was not allowed to be larger than 30% and the C parameter, or
weight value was found to be dependent of the incoming energy.
The weights calculation approach followed by the local hadronic calibration method
makes use of the correlation between the energy density,
ρcell = E
reco
cell /Vcell (7.10)
and the depth of the shower center λcenter [118]. The weights (w) are calculated using
dedicated MC simulations where the average of the true energy (Etrue
cell
) is divided by the cell
reconstructed energy Ereco
cell
:
w =
Etrue
cell
Ereco
cell
(7.11)
The total true energy, Etrue is calculated using the Calibration Hits mechanism
( Section 6.3.3), and it is the sum of all calibration hits in active and dead material while
the reconstructed energy, Ereco is the visible energy.
The weights are stored in three dimensions look-up tables as a function of the total
cluster energy Ecluster, |ηcell| and log10(ρcell). Cells entering the table must have reconstructed
energy above 2 σnoise and true energy above σnoise. These constrains are applied to prevent
noise distortion of the weighting table. For similar reasons weights smaller than 0.5 are
rejected. Also cells from pre-sampler calorimeter are not weighted and only used for
correction of the dead material. As already mentioned, we have simulated charged pions
so by default all clusters are classified as hadronic. In ATLAS geometry the calorimeter is
divided in 25 equidistant ∆η-bins from |η| 0.0 to 5.0. For the combined test-beam only the
first bins are used and for the studies presented here only one fixed bin is used, η = 0.4 which
corresponds to the |η| region from 0.35 to 0.45.
Simulations of single pion andproton beamswere done for theCTB, in order to calculate
the true energydeposits in the calorimeters. Theprotonbeamsimulationwasdone to account
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for the proton contamination present in the pion beam (Section 7.5).
In Figure 7.4 we can see the computedweights of the CTB for single pionswith energies
from 2 GeV to 230 GeV with an η = 0.4 (labeled: ieta = 2). The weights are computed for
each layer of both calorimeters:
• electromagnetic calorimeter (labeled: icalo = 0) and layers (labeled: isamp = 1, 2, 3 ) 1,
2 and 3
• hadronic calorimeter (labeled: icalo = 4) and samples A, BC, D ( isample = 0, 1, 2 )
The x-axis represents the logarithm of base 10 of the total cluster energy Eclus and on
the y-axis we have the cell energy density ρcell also on base 10 logarithm. The colors denote
the weights Etrue
cell,total
/Ereco
cell
. From the graphics we can take the following:
• The more denser is the shower the closer the weight value is to one, meaning that the
shower behavior is close to a pure electromagnetic shower. This effect can be seen in
both calorimeters LAr (icalo = 0) and TileCal layers (icalo = 4) and the higher is the
energy density, ρcell the closer to 1 is the weighting value. This is evident if we look
into the A layer of the Tile calorimeter ( weight ieta 2 icalo 4 isamp 0).
• For the same cluster energy, Eclus the deeper it is in the calorimeters the lower is the
density meaning the higher is the correction value for the weight. This effect is more
visible in the TileCal calorimeter (icalo = 0) than in the LAr calorimeter (icalo = 4).
• For the same energy density, ρcell, the weight value is constant over the cluster energy.
This is valid along the same calorimeter layer but for different layers the values are
similar in both calorimeters.
All those results are consistent with the fact that the higher the hadronic component of
a shower is the less dense it becomes meaning that the shower shape becomes deeper and
more spread.
178
7.3 Local Hadronic Calibration
re
co
/E
to
t
E
0
0.2
0.4
0.6
0.8
1
1.2
 (MeV))
clus
log10(E
2 2.5 3 3.5 4 4.5 5 5.5 6
))3
 
(M
eV
/m
m
ce
ll
ρ
lo
g1
0(
−7
−6
−5
−4
−3
−2
−1
0
1
weight_ieta_2_icalo_0_isamp_1
re
co
/E
to
t
E
0
0.2
0.4
0.6
0.8
1
1.2
 (MeV))
clus
log10(E
2 2.5 3 3.5 4 4.5 5 5.5 6
))3
 
(M
eV
/m
m
ce
ll
ρ
lo
g1
0(
−7
−6
−5
−4
−3
−2
−1
0
1
weight_ieta_2_icalo_0_isamp_2
re
co
/E
to
t
E
0
0.2
0.4
0.6
0.8
1
1.2
 (MeV))
clus
log10(E
2 2.5 3 3.5 4 4.5 5 5.5 6
))3
 
(M
eV
/m
m
ce
ll
ρ
lo
g1
0(
−7
−6
−5
−4
−3
−2
−1
0
1
weight_ieta_2_icalo_0_isamp_3
re
co
/E
to
t
E
0
1
2
3
4
5
6
7
 (MeV))
clus
log10(E
2 2.5 3 3.5 4 4.5 5 5.5 6
))3
 
(M
eV
/m
m
ce
ll
ρ
lo
g1
0(
−7
−6
−5
−4
−3
−2
−1
0
1
weight_ieta_2_icalo_4_isamp_0
re
co
/E
to
t
E
0
0.5
1
1.5
2
2.5
3
3.5
4
 (MeV))
clus
log10(E
2 2.5 3 3.5 4 4.5 5 5.5 6
))3
 
(M
eV
/m
m
ce
ll
ρ
lo
g1
0(
−7
−6
−5
−4
−3
−2
−1
0
1
weight_ieta_2_icalo_4_isamp_1
re
co
/E
to
t
E
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
 (MeV))
clus
log10(E
2 2.5 3 3.5 4 4.5 5 5.5 6
))3
 
(M
eV
/m
m
ce
ll
ρ
lo
g1
0(
−7
−6
−5
−4
−3
−2
−1
0
1
weight_ieta_2_icalo_4_isamp_2
Figure 7.4: Hadronic Cell weights of η-region 0.4 (ieta = 2) for both LAr calorimeter
(icalo = 0) and Tile Calorimeter (icalo = 4). Both calorimeters are
segmented into 3 layers (isamp), LAr into layers 1, 2 and 3 and Tile
Calorimeter A, BC and D (0,1,2).
7.3.2 Out-of-Cluster corrections
During the cluster formation part of the deposited energy in the calorimeters is not assigned
to the clusters. The not assigned energy or missing energy has two main contributions:
• energy deposited in cells that do not pass the noise thresholds (Section 7.2);
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• escaped energy leaving the mother volume in the form of non-interacting or escaping
particles (Section 6.3.3).
These contributions need to be estimated in order to correct the total reconstructed
energy. The energy sum coming from the two previous factors is named Out-Of-Cluster
(OOC) energy and it is defined as the beam energy, Ebeam, minus the true total energy
deposited in the clusters, Etrue
cluster
, and the total true energy deposited in the dead material,
Etrue
dead
, i.e. :
Eooc = Ebeam−Etruecluster−Etruedead (7.12)
MC simulations are used to determine the correction weights, because they have access
to both the deposited energy not accounted in the clusters as also to the energy escaped from
the calorimeters. The out-of-cluster weights can be computed using:
wooc =
Eooc
Ebeam−Eooc−Etruedead
(7.13)
The weights for the out-of-cluster correction are also stored in look-up tables as a
function of the distance of the barycenter to the front face of the detector, λcenter and of the η.
In Figure 7.5 we can see the computed CTB out-of-clusters weights for single pions
with energies from 2 GeV to 230 GeV with a fixed η of 0.4. The tables are divided in terms
of cluster energy ranging from 500 MeV to 180 GeV (2.7 to 5.1 in log 10 basis) and the y-axis
represents the distance of the shower center from the calorimeter front face in log10 base from
0 to 4 to define the profile histogram. The colors denote the correction factor wooc for each
cluster energy bin.
A close look at the 3D graphics shows that:
• For the same shower center distance, λcenter, the out-of-cluster correction factor, wooc,
decreases fast with the increase of beam energy. This is very clear since for very low
energies, (top right in Figure 7.5) we have correction factors of 2.5 and for energies
above 6 GeV we have negligible correction factor of the order of 1.2% (botton left in
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Figure 7.5).
• For the same beam energy the wooc factor increases as we move further from the center
of cluster.
All these observations are justified since this factor tries to recover energy deposits in
calorimeter cells which are not part of any reconstructed cluster, meaning it increases for
clusters deeper into the calorimeter. A decrease of the out-of-cluster correction factor with
beam energy increase comes from the energy deposits in cells that do not pass the noise
thresholds.
In ATLAS the out-of-cluster correction factor has a strong dependence in η due to the
cracks regions between the calorimeters, namely between the central barrel and extended
barrel region of the hadronic calorimeter and between the end of the hadronic calorimeter
and the beginning of the forward liquid Argon calorimeter (FCAL).
At the reconstruction, the out-of-cluster energy value is retrieved for each event and
has to be split up and assigned to the clusters. The part of the out-of-cluster energy which is
assigned to each cluster depends on the cluster energy and on the isolation of the cluster. In
cases where clusters are close to each other the energy is shared between all. The (isolation)
momentum (Section 7.2) is taken as a measure for the isolation of a cluster.
7.3.3 Dead Material Corrections
Dead material corrections (DM) try to correct for the energy deposited outside the active
regions of the calorimeters taking into account all energy deposited in upstream material
(Inner detector, magnets, support material) or making corrections for crack regions, like the
ones between calorimeter modules, and finally the leakages. All these factors are taken into
account when performing the deadmaterial corrections. The amount of energy lost on those
detector areas is determined using the CalibrationHits mechanism [112] with Monte Carlo
simulations of single pions.
In ATLAS one single event originates many particles or showers which deposit their
energy on all the detector at the same time including the dead material regions. This fact
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Figure 7.5: Out-of-cluster correction look-up tables for charged pion beam with
500MeV < Ecluster < 1GeV (top left), 2GeV < Ecluster < 4GeV (top right),
30 GeV < Ecluster < 40GeV (bottom left) and 60 GeV < Ecluster < 120 GeV
(bottom right).
makes step by step dead material corrections extremely hard to accomplish also that this
would lead to an increase of the numbers of cluster deteriorating the resolution. Using this
knowledge the local hadronic calibration method instead of applying the correction at the
particle level, applies the dead material corrections to the cluster energy already taking into
consideration the hadronic classification of the cluster. The correction factor applied it is
an average value computed from Monte Carlo simulations of single pion and at same time
makes the decision of which fraction of the DM energy is assigned to each cluster.
On Figure 7.6 we can see the average energy deposited in the dead material regions
for the ATLAS setup. The values shown were obtained from 20000 simulated negative
pions with energy of 500 GeV. In same figure several dead material regions are visible, each
one with an unique code number, like in the inner detector or cracks regions between the
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sub-detectors: LAr/Tile; Tile Barrel/Tile Extend Barrel and Tile Extend Barrel/ECAL. On the
border we have the leakage values for each η.
Figure 7.6: View of the ATLAS calorimeters. The colored cells show the average
energy deposited in the dead material by 20000 negative single pion
events with a initial energy of 500 GeV. The red numbers denote the dead
material region code and on the right side we have the color scale of the
deposited energy.
For the Combined Test-beam of 2004 a different approach from the ATLASmethodwas
followed and instead of assigning the correction to the cluster, the DM correction, EDM
total
, is
done step by step with a parametrization based on the energy deposited in the calorimeter
layers. This method [115] was used due to the CTB unique geometry which implied a new
algorithm to make the DM correction especially regarding the problematic of assigning the
correction to the correct cluster.
The most important dead material regions in the combined setup are the areas in
front of the LAr calorimeter, between pre-sampler and strips and between the LAr and Tile
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calorimeter and also the energy leakage out of the detector. Different techniques are used to
compute both corrections. TheDMcorrections for thefirst area in front of theLAr calorimeter,
EDM
Barrel,LAr−Tile, are based on the layer correctionmethodwere for each layer and for each event
the deposited energy is corrected by aweightmeaning that the final deadmaterial correction
is given by sum of the corrections per layer crossed. The energy corrections for the second
zone, EDM
Barrel,Upstream−PS−Strips is obtained with a linear fit from MC data.
So the total dead material corrections used in the CTB are:
EDM
total
= EDM
Barrel,LAr−Tile+E
DM
Barrel,Upstream−PS−Strips (7.14)
Also both parametrizations depend on the hadronic classification, cclass pseudo rapidity
ηcluster and cluster energy Ecluster so, we have:
EDM
Barrel,LAr−Tile = o f f1(cclass,Ecluster,ηcluster)
+ slope1(cclass,Ecluster,ηcluster)×EPresamplerBarrel (7.15)
EDM
Barrel,Upstream−PS−Strips = o f f2(cclass,Ecluster,ηcluster)
+ slope2(cclass,Ecluster,ηcluster)×
√
ELAr3×ETileA (7.16)
On those equations o f f and slope represent the offset and slope values of the
parametrization.
In some regions it is difficult to get a good estimation of the energy lost in the dead
material. This is true because the presampler is not present and has thicker layers of dead
material. In those cases, the dead material correction is calculate not taking into account
only the weights of the layers but also with the energy lost in the dead material itself.
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7.4 Results for Fine Momentum Scan
On the previous sections we described in detail the several energy corrections applied by the
Local Hadron Calibration method. Here we present the results of applying that Calibration
method to simulated pion beams using the CTB setup. For the study of the evaluation of
the local calibration method, the initial proton composition in the pion beam has to be taken
into account. Therefore all the MC simulations have been redone with protons as well as
the related weights and corrections. This was done for each data run and the protons and
the pions were mixed according to the corresponding fraction pion/proton taken from the
proton beam contamination present in the nominal pion beam, Table 6.4. A fine energy scan
from 2 to 230 GeV pions and protons was made using the QGSP-BERT physics models.
The total reconstructed energy used, Emeanreco is measured making the average of the
energy sum of all the topological cluster present in the calorimeters and the [S,N,P]= [4,2,0]
parameters where used. The reconstructed energy values have been taken using the
distribution mean and the RMS. The main reason to use the mean value of the distribution
instead of the mean value of the gaussian fit around the peak of the distribution, was done
to include all the energy present in the cluster.
Figure 7.7 shows the energy distributions of the reconstructed energy in units of
the beam energy for energies 3, 9, 50 and 100 GeV. In these graphics we also present
the reconstructed energy after each correction step: the blue line represents the energy
distribution at the electromagnetic scale, the green line represents the reconstructed energy
after the hadronic energy corrections; the red is after the out-of-cluster energy correction and
finally the black line represents the final results which includes the energy corrections due to
the dead material. For the four energies presented we can clearly see that the reconstructed
energy increases in every single step of the local hadronic calibration butwe also see different
behaviors as we move from lower energies, like 3 or 9 GeV to higher energy values 50 and
100 GeV:
• After each energy correctionwe see that the energypeak shifts positively but indifferent
amounts depending on the beam energy. For example the out-of-cluster correction (red
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Figure 7.7: Reconstructed energy distribution for pion Monte Carlo simulations on
the electromagnetic scale (blue), after hadronic weighting (green), after
applying the out-of-cluster (red) and the deadmaterial (black) corrections
for pions with energy of 3, 9, 50 and 100 GeV.
line) as a huge impact at the lower energies like 3 GeV, with a clear shift of the peak
mean value while at higher energies for example 100 GeV, the shift of the peak is
smaller.
• For the beam energies 3 and 9 GeV after each energy corrections the distribution gets
wider, nevertheless the distribution is still gaussian which would mean that resolution
deteriorates after every correction. For beam energies 50 and 100 GeV the energy
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distribution becomes thinner meaning that the resolution improves after each energy
correction.
Figure 7.8: Mean reconstructed energy for pion Monte Carlo simulations on the
electromagnetic scale (blue), after hadronic weighting (green), after
applying the out-of-cluster (red) and the deadmaterial (black) corrections
as a function of the pion beam energy.
The results for all pions beam energies simulated are summarized on Figure 7.8 where
we have the ratio of mean energy response by the beam energy, Emeanreco /Ebeam. Like on the
previous figure all the results show the four steps applied by the local hadron calibration.
One of the main results taken from this figure and also from this work is that we are able to
reconstruct almost all the initial beam energy. For example, at 180GeV the total reconstructed
energy is of 98% of the beam energy and even at lowest energy, 2 GeVwe can still reconstruct
90% of the beam energy. It is also clearly visible two different behaviors in different energy
regions:
• For energies above 20 GeV (Ebeam > 20 GeV) the results are almost flat and the total
reconstructed energy is within 98% of the beam energy.
• For energies below 20GeV (Ebeam < 20 GeV) there is clearly visible a systematic decrease
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on the reconstructed energywith the decrease of the beam energy ending at 2 GeVwith
a 10% difference between the reconstructed energy and the beam energy.
The low performance for the lowest energies can be explained by the fact that the
hadronic calibration was tuned for higher energies (Ebeam > 10 GeV) and corrections for low
energies are harder to parametrize especially the out-of-cluster. If we only look at the out-of-
cluster corrections we see that the corrections increase with the decrease of the beam energy.
Due to the way cluster are formed they must have a minimal of 500 MeV, meaning that the
energy fraction deposited outside the clusters increases as the beam energy decreases. This
effect was already observed in previous Section 7.3.2 were the out-of-cluster correction used
was explained in detail. This fact implies that at very low energies the fraction of energy
deposited outside the cluster decreases with energy. Regarding the weighting correction
we verify a similar correction to all energies and that DM corrections also work well on all
energy ranges.
From the same results presented in Figure 7.8 we also notice two zones with strange
behavior that affect all type of corrections:
• At beam energy of 10 GeV (Ebeam = 10 GeV) it is clearly visible a sharp drop on the
reconstructed energy.
• At beam energy of 25 GeV (Ebeam = 25 GeV) we can see a strange kink that affect the
reconstructed energy.
Both zones denote a unphysical behavior and if we compare these results with the
Figure 6.6 where we have the energy range for the physics list we verify that both zones
belong to transition regions between at least two physics models. The first one at 10 GeV is
located at the energy region between the Bertini cascade model and QGSP model and the
other at 25 GeV on the transition of the Low Energy Parametrized models and the QGSP
models. Those effects were reported to the GEANT4 teamwhich confirmed the problem but
it is still unclear why we see those transition effects.
The differences between the several steps can bemore clearly seen in Figure 7.9 werewe
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Figure 7.9: Deviation of the reconstructed pion energy as a function of the pion
beam energy (black). The (blue) line represents the reconstructed cluster
energy after applying hadronic weights from the true deposited total
energy in the calorimeter, the (green) the reconstructed cluster energy
after out-of-cone corrections from the true total energy deposited in the
calorimeter and the reconstructed dead material deposited from the true
energy deposited in the dead material is the red.
have the deviation, for each beam energy, of the reconstructed cluster energy after applying
the several correction steps. The deviation represents the difference between the true and
reconstructed energy divided by the beam energy, (Etrue−Ereco)/Ebeam) meaning that the blue
line which represents the deviation of the total cluster energy from the true cluster energy
after applying theweights. Similarly, the green line represents the deviation of reconstructed
cluster energy corrections from the true total energy deposited in the calorimeter after the
out-of-cone corrections and finally the red line represents the deviation of the total material
deposited from the true energy deposited in the dead material. The black line represents the
sum of all the previous corrections.
From the Figure 7.9 we can take the following conclusions:
• For energies higher than 10 GeV, (Ebeam > 10 GeV) all corrections workwell (on graphic
deviation is close to zero)
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• For energies below 10 GeV (Ebeam < 10 GeV) there is a clear deviation of the final
reconstructed pion energy achieving a maximum deviation value of 12% at the lowest
energy of 2 GeV.
The deviation below 10 GeV is almost linear and it is essentially related with the out-
of-cluster correction (red line on graphic) which deviates in a linear way for energies below
10 GeV. This effect has a small compensation from the weighting step which slightly over-
estimates the energy response at the lower energies (7% deviation at 2 GeV). These results
only confirm that the problems seen on the very Llw energy region ((Ebeam < 10 GeV) come
from the out-of-cluster corrections. Like stated before at these lower energies the out-of-
cluster correction is very sensible to energy variation due to the lower total cluster energy.
At the low energies regions it is also visible a small deviation, less than 2%, for the weighting
corrections.
Figure 7.10: Relative energy resolution for pion Monte Carlo simulations on
the electromagnetic scale (blue), after hadronic weighting (green),
after applying the out-of-cluster (red) and the dead material (black)
corrections as a function of the pion beam momentum.
The resolution values are presented in Figure 7.10 and like in the previous Figures we
also see two distinct zones:
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• For energies below 10 GeV (Ebeam < 10 GeV) the energy resolution becomes worse after
each energy correction. For example, at 4 GeV pion beam energy the resolution at
the electromagnetic scale is of 37% and after all the energy corrections it deteriorates
consecutively until the final result of 48%.
• For energies higher than 10 GeV (Ebeam > 10 GeV) it is visible an improvement of the
resolution after each energy correction. For example for 90 GeV pion beam energy at
the electromagnetic scale we have a resolution value of 13% and after all the energy
corrections steps it improves consecutively until the final result of 9%.
The comparison of the MC simulated data with the experimental data is presented on
the next section.
7.5 Comparison of CTB data with MC data
In this section the results of applying the Local Hadron Calibration scheme to the data taken
during the Combined Test-Beam of 2004 are presented. Those results are compared with the
simulated pion beams discussed in the previous section. Like in the previous section the
initial proton composition in the pion beamhas been taken into account and for each data run
in the MC simulation the protons and the pions were mixed according to the corresponding
fraction pion/proton taken from the beam proton contamination present in the pion beam,
Table 6.4. The total reconstructed energy used, Emeanreco , is measured making the average of the
energy sumof all the topological clusters present in the calorimeters and the [S,N,P]= [4,2,0]
thresholds were used.
On Figure 7.11 the distributions of the reconstructed energy for charged pions in the
high energy range 20, 50, 100 and 180 GeV are presented and on Figure 7.12 are presented the
results for 2, 3, 5 and 9 GeV. Results are shown for both experimental data from Combined
Test-Beam (CTB) (•) andMC runs (-), simulatedwithQGSP BERTas described in Section 7.4.
The distributions on the electromagnetic scale are shown in blue, the green line represents
the reconstructed energy after the hadronic energy corrections, the red line after the out-of-
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(a) Energy distribution for 20 GeV pions (b) Energy distribution for 50 GeV pions
(c) Energy distribution for 100 GeV pions (d) Energy distribution for 180 GeV pions
Figure 7.11: Reconstructed energy distribution for both Data (•) and Monte Carlo
simulations (-) on the electromagnetic scale (blue), after hadronic
weighting (green), after applying the out-of-cluster (red) and the dead
material (black) corrections for the high energy region Ebeam < 20 GeV.
cluster energy correction and finally the black line represents the final results which includes
the energy corrections due to the dead material. Also important to notice that each energy
correction already includes the previous corrections. From the results depicted in Figure 7.11:
• For all beam energies the reconstructed energy increases in every single step of the
local hadronic calibration method for both the data and MC, with a good symmetry
around the peak.
• After all the energy corrections the difference between data andMC for themean value
of the distribution is less than 2% for all beam energies.
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(a) Energy distribution for 2 GeV pions (b) Energy distribution for 3 GeV pions
(c) Energy distribution for 5 GeV pions (d) Energy distribution for 9 GeV pions
Figure 7.12: Reconstructed energy distribution for both experimental CTB Data (•)
and Monte Carlo simulations (-) on the electromagnetic scale (blue),
after hadronic weighting (green), after applying the out-of-cluster (red)
and the dead material (black) corrections for the very low energy region
Ebeam < 10 GeV.
From individual distributions of the reconstructed energy for the very low energy
region, 2, 3, 5 and 9 GeV, presented on Figure 7.12 we see that:
• In all beam energies the reconstructed energy increases for each single step for both
data and MC with a good symmetry around the peak.
• The agreement between data and MC it is not so good as for the high energy region
(Ebeam > 20 GeV) and present a maximum difference of around 5% at 2 GeV.
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Figure 7.13: Mean reconstructed energy (left) and relative energy resolution (right)
for data (•) andMonte Carlo simulations (-) on the electromagnetic scale
(blue), after hadronicweighting (green), after applying the out-of-cluster
(red) and the dead material (black) corrections as a function of the pion
beam momentum.
Figure 7.14: Ratio between Data(•) and Monte Carlo (-) for the mean reconstructed
energy (left) and relative energy resolution (right) at the electromagnetic
scale (blue), after hadronic weighting (green), after applying the out-of-
cluster (red) and the dead material (black) corrections as a function of
the pion beam momentum.
All the mean reconstructed energy Emeanreco /Pbeam, values for both CTB data and MC
data as well as the resolution, RMS/Emeanreco , are summarized in Figure 7.13. Figure 7.14
presents the ratio Data/MC for both the reconstructed energy Emean
Data
/Emean
MC
, and resolution,
(RMS/E)Data/(RMS/E)MC. Regarding the linearity from these two Figures we can make the
following remarks:
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• It is very clear that MC follows the data for all the beam momenta.
• For beamenergies higher than 20GeV (Ebeam > 20GeV), the total reconstructedpresents
a good linearity and manages to recover around 98% of the initial beam energy with
similar values for both Data andMC. The agreement betweenData /MC is of the order
of 2% for all energies.
• For energy beam energies below 20 GeV (Ebeam < 20 GeV), the linearity is not so
good as for higher energies, but it is still possible to reconstruct 92% of the initial
2 GeV beam energy. This value improves at 9 GeV and can recover 97% of the beam
energy. Nevertheless there is a slight deviation between Data and MC since it presents
fluctuations which go from the 4% higher at 2 GeV to 3% lower at 5 GeV. For the
remaining energies it is of the order of 2%.
The fluctuactions in the very low energy region can have be due to an imperfect
parametrization of the energy corrections applied to the protons component added in order
to simulate the proton contamination present in the beam and/or by the fact that energy
corrections at lower energies are harder to parametrize andmore sensible to small variations
of the deposited energy. This last effect, can also explain the wrong out-of-cluster correction
factor shown in Figure 7.9, and already discussed in the previous Section 7.4
Regarding the resolution we can make the following remarks:
• Like for the linearity we see that MC follows the data for all the beam energies.
• For energies higher than 20 GeV (Ebeam > 20 GeV), after each energy correction stepwe
see an improvement in the resolution. For example, at 180 GeV and electromagnetic
scale we start with an energy resolution of 11% and ends with 7%. The agreement
between Data /MC presents a systematic deviation. After each step the MC resolution
improves further and causes an increase in the deviation from data. This is very clear
at 180 GeV which starts with a deviation value of 5% at the electromagnetic scale and
ends with a 10% deviation after all the steps. All other energies present this behavior
with the exception at 20 GeV which ends with 18%.
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• For energies below 20 GeV (Ebeam < 20 GeV), we observe the inverse of the high energy
region. There is systematic degradation of the energy resolution like the one observed
at 2 GeV that at the electromagnetic scale as a value of 62% and after all the corrections
reaches an energy resolution value of 66%. Regarding the Data / MC comparison we
see that all energies are within 10% difference.
Comparing the energy resolution between CTB Data and the MC data, there is
systematic deviation present in all the beam energy. This deviation has its origin at the
electromagnetic scale that presents a systematic higher value between 5-10% for all beam
energies, with the exception at 20 GeV which presents a 18% value.
In summary, we can say that the Local Hadron Calibration method works better for the
high energy region rather than for the low energy region. This is proved by a 2% linearity in
the high energy region and a 10% linearity for the low energy. Also the agreement between
Data and MC is better for the high energy which achieves an agreement of 2% and only 9%
for the low energy region. As for the resolution, both regions present distinct behavior. In
the high energy region resolution improves after each energy correction while for the low
energy region the resolution deteriorates in each correction step. Nevertheless the agrement
with the data is 1-2% better in the low energy region. According to these results we can say
that the main objective of this study was achieved which was the improvement of the pion
energy energy response using the Local Hadronic Calibration method.
7.6 Comparison of CTB Data Results with earlier Results
The CTB 2004 data results described in the previous Section 7.5 are compared with earlier
results, for the same CTB data set presented in Figure 6.3 ref [109]. Both analysis uses the
same Local Hadron Calibration method and, whenever possible, both the CTB data analysis
and MC data are kept the same. The same applies to the mixing of protons and pions.
Results on the mean reconstructed energy and resolution taken from the average of the
energy distribution are given. The differences between both analysis are:
• Anew simulation for both proton and pionswhich implied redoing both theweighting
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and out-of-cluster tables used by the Local Hadronic Calibration.
• The Monte Carlo simulation and energy reconstruction in both MC and data use the
same software releases, however the dead material description was changed between
studies.
The summarized results from both analysis are given in Table 7.1 for the low energy
region and in Table 7.2 for the high energy region.
Pbeam(GeV) 2 3 5 9
Emeanreco /Pbeam
CTB 2004 (new) 0.92 0.88 0.90 0.97
CTB 2004 (previous) 0.44 0.48 0.53 0.59
RMS/Emeanreco
CTB 2004 (new) 0.64 0.58 0.46 0.34
CTB 2004 (previous) 0.61 0.52 0.41 0.32
Table 7.1: Mean reconstructed energy and energy resolution data from pion beams
with energy lower than 20 GeV (Ebeam < 20 GeV). The new results are taken
from Section 7.5 and previous results are taken from [109].
Pbeam (GeV) 20 50 100 180
Emeanreco /Pbeam
CTB 2004 (new) 0.99 1.02 0.99 1.01
CTB 2004 (previous) 0.67 0.71 0.74 0.76
RMS/Emeanreco
CTB 2004 (new) 0.22 0.12 0.09 0.07
CTB 2004 (previous) 0.17 0.11 0.08 0.07
Table 7.2: Mean reconstructed energy, Emeanreco /Pbeam, and energy resolution,
RMS/Emeanreco , data from pion beams with energy higher than 20 GeV
(Ebeam > 20 GeV). The new results are taken from Section 7.5 and previous
results are taken from [109].
Looking at both tables, we can clearly see that for both high and low energy regions,
the results from our work gives a much better energy response than the previous analysis.
The main differences are:
• In all energy ranges the new data obtains a much better energy reconstruction.
At 180 GeV, the total energy reconstructed over the beam energy, Emeanreco /Pbeam, was
previously of 0.76 and with the new analysis it improved to 1.01. In the other end of
beam energy, at 2 GeV, the improvements are even more impressive and now we have
a total of 92% of reconstructed energy instead of the previous result which was of 47%.
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• the energy resolution obtained in both analysis gives similar results. Nevertheless
there is a slight deterioration on the new results of the order of 2-5% in both the low
energy region and high energy region with the exception of the highest energies which
present differences of the order of 1%. For example at 2 GeV we previously had a
resolution of 61% and now we have a worst result of 66% and for 180 GeV we have
he same resolution value of 7%. Also we need to remember that for the calculation of
the resolution in the new analysis it was used the sigma meaning that the results when
compared with the previous ones, which used the RMS, are slightly worst.
• The comparison between MC and data for both the linearity and resolution presents
similar results in both analysis.
All these results show that the Local Hadronic Calibration method applied in this study
allowed tomeaningly improve the reconstructed energyon all energy rangewithout affecting
the energy resolution.
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8 Summary and Conclusions
The work presented in this thesis covers two main subjects: the contribution to the
TileCal Detector Control System development and operation and the optimization of the
Hadronic Calibration of ATLAS with Monte Carlo (MC) simulations and its application to
the Combined Test-Beam (CTB) data.
The design, development and implementation of the Tilecal DCS was achieved in a
four year period which started in June 2005 and ended in September 2009, date of the first
collisions in ATLAS. During these 4 years, the work performed encompassed all the Tilecal
DCS systems and activities, which allowed the control system to evolve from a standalone
and small project to a fully developed and operational system integrated into the ATLAS
DCS.
The first official TileCal DCS systemwas made operational in December 2005, after the
assembly of the TileCal barrel partition, where a complete branch of 16 modules was fully
functional. For this first stage a standalone DCS system was deployed in the USA15 cavern
that allowed themonitoring and control of the low voltage and cooling system for the first 16
operational modules. The following 4-5 months were the most critical periods in the TileCal
DCS due to problems in the low voltage power supplies (LVPS). This led to an intensive
software / hardware development in order to solve the existing communication problems
and to implement a safety procedure for the LVPS. At the same time, the installation of the
TileCal detector system continued, which involved many different types of work: checking
cabling connections, placing humidity probes inside modules or inserting and calibrating
new LVPS devices.
By the end of 2006 most of the problems in the low voltage system were solved,
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which allowed the start of the integration tests. The aim of these tests was to integrate all
the sub-systems into one global system, basically to move from standalone to combined
detector commissioning. These periods of tests, named integration milestones or M weeks,
represented the perfect opportunity todevelop the software tools that allowed the integration
of the TileCal DCS into the ATLAS central DCS, through the Finite State Machine (FSM). The
first integration week (M1 week), took place in December 2006 and TileCal already had a
standalone working version. The integration periods continued with a periodicity of about
3 months and in March 2008, just before the start of the M5 week, the final TileCal tree was
completed and integrated into the ATLAS tree allowing the complete operation of TileCal
from the ATLAS control room. This was a significant achievement since this was the first
time that a complete sub-detector was able to operate with the ATLAS final software.
The nonscheduled stop after the 2008 accelerator incident, was used to make a large
set of performance and stability tests and also to make small developments in the software
and implementation of new operational panels. During this 9 months of continuous tests
allowed to conclude that the Tilecal DCS was working in very good conditions. This is
confirmed by the stability results obtained from some of the TileCal DCS parameters, such
as the PMT high voltage and its operational temperature. During this period, the HV values,
which are typically close to ∼670 V, presented a deviation of 0.17 V with respect to the set
value with an RMS of 0.37 V. In the same period, the average temperature was of 24.1◦C
with an RMS of 0.2◦C. The most problematic components were the systematic crashes of
the Relational Data Base Manager (RDB), which stores the measured values and alerts into
the database, and of the OPC server. All these problems where solved with the installation
of new software versions. So, we can affirm that the TileCal DCS main goals, which were
the design, development, installation, testing and integration into ATLAS detector operation
were completely fulfilled.
After the accomplishment of the work plan in the Detector Control System the second
subject of the thesis program began: optimization of the Local Hadronic Calibration method.
Theprogramconsistedof improving thepion energy responseofATLAS, namely the linearity
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and energy resolution, using the Local Hadronic Calibration method. This study was part
of the program for the validation of the method using data from the combined test-beam
(CTB), which consisted of exposing a fully instrumented slice of the ATLAS detector to
particle beams from the SPS (Super Proton Synchrotron) at CERN in 2004.
The validation of the Local Hadronic Calibration method is achieved by comparing
CTB data toMC simulated data for pion and proton beams withmomenta from 2 to 180 GeV.
First, a new MC simulation is produced followed by the corresponding look-up tables for
both the weights and the out-of-cluster corrections. Then, the Local Hadronic Calibration
could be tested including the latest dead material description into the pion MC. After the
validation of the pion results, the same steps are applied to the proton MC, which is needed
to correctly describe the beam conditions. This procedure was done for each data run and
the protons and pionsweremixed according to the correspondingpion/proton fraction in the
beam. Finally, the Local Hadron Calibration method was applied to the CTB experimental
data and results were compared with MC simulations.
The final results, presented in this thesis, showed that it is possible to recover 98% of
the initial 180 GeV pion energy and 92% for pions with 2 GeV, results considered very good
when compared with previous studies with 70% at 180 GeV and 44% of recovery at 2 GeV.
This same study also shows that for pions with momentum higher than 10 GeV the data are
well described within 2%, while for pions with momenta below 10 GeV the data is described
within 10%. If we take into consideration the complexity of hadron interactions in matter
these results are a success. Regarding the work performed in the Hadronic Calibration, we
can conclude that the measurement of the energy response of the calorimeters to pions with
energy in the range 2 to 230 GeV, using the Local Hadron Calibration method, was carried
outwith success by proving that, with thismethod, it is possible to recover a large percentage
of the momentum of the initial pion, even at lower energies.
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.1 Software information
The simulation of the Monte Carlo events has been done with the ATHENA release version
12.0.95. The reconstruction of the CTB data the release 12.0.7 was used and for the Local
HadronCalibration schema it was necessary to implement severalAthena software packages
in version version 12.0.6
Calorimeter/CaloCalibHitRec/CaloCalibHitRec-00-00-37
Calorimeter/CaloClusterCorrection/CaloClusterCorrection-00-02-71-03
Calorimeter/CaloCnv/CaloCondAthenaPool/CaloCondAthenaPool-00-00-00-01
Calorimeter/CaloConditions/CaloConditions-00-00-02-02
Calorimeter/CaloEvent/CaloEvent-01-02-31-06
Calorimeter/CaloRec/CaloRec-02-06-97-12
Calorimeter/CaloUtils/CaloUtils-00-02-75-03
LArCalorimeter/LArTest/LArCalibTest/LArCalibTest-00-00-19
Reconstruction/RecExample/RecExTB/RecExTB-00-01-26
Table .1: Athena version 12.0.6 software releases modified and used in the
reconstrution phase
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