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Summary
The aim of this thesis is the study of problems related to the theory of random matrices
with a strong emphasis on their links with number theory. This is a direct application of the
Keating-Snaith philosophy that consists in heuristically transposing problems from one world
to another and deduce theorems or conjectures.
The first chapter is a survey of some recent developments in random matrix theory and
its links with number theory, with some additional developments concerning the characteristic
polynomial of a random unitary matrix.
The second chapter is an application of the Keating-Snaith philosophy in the case of a
particular problem : the asymptotic number of zeros on the unit circle for linear combinations
of characteristic polynomials of random unitary matrices, a problem initially motivated by
number theory.
The third chapter studies mod-* convergence, a particular type of convergence that appears
naturally in Number theory but which is less natural in Probability theory. When a Central
Limit Theorem is involved in case of dependency, a correction to the independence is observed
with mod-* convergence, in particular with random variables constructed from arithmetic
considerations. We give a possible probabilistic interpretation of this convergence by means of
a metrization, i.e. in terms of proximity to a “canonical” random variable that converges in this
sense and we construct second order models that mimic the mod-* fluctuations in the case of
the number of prime divisors of a random uniform integer (Selberg-Sathé theorems). We give
moreover an explanation of the appearance of the corrective term for the arithmetic random
variables involved in the Selberg-Sathé theorems by means of an additional randomisation,
a natural operation of probability theory that allows to highlight hidden structures. The
explanation is general to all structures sharing such a property and has a potential application
to the moments conjecture.
The last chapter concerns the approximation of random variables converging in the mod-*
sense, in particular since one probabilistic interpretation of the phenomenon can be done by
means of a distance to a certain random variables, probabilistic methods of approximation
become relevant, such as Stein’s. An adaptation of Stein’s method is done and amounts to a
more accurate approximation in Kolmogorov distance, with potential applications to concrete
problems such as Monte Carlo simulations.
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Zusammenfassung
Das Ziel dieser Arbeit ist die Untersuchung von Problemen der Theorie der Zufallsmatrizen
mit einem Schwerpunkt auf ihrer Verbindungen zu der Zahlentheorie. Dies ist eine direkte
Anwendung der Keating-Snaith Philosophie, welche die Probleme heuristisch von einem Gebiet
in das andere übersetzt und daraus Sätze und Vermutungen ableitet.
Das erste Kapitel ist ein Überblick über einige der jüngsten Entwicklungen in der The-
orie der Zufallsmatrizen und ihrer Verbindungen zur Zahlentheorie, mit einigen zusätzlichen
Entwicklungen bezüglich des charakteristisches Polynoms einer zufälligen unitären Matrix.
Das zweite Kapitel ist eine Anwendung der Keating-Snaith Philosophie auf eines beson-
deren Problems: die asymptotische Anzahl der Nullen auf dem Einheitskreis für Linearkom-
binationen von charakteristischen Polynomen von zufälligen unitären Matrizen, ein Problem
zunächst durch Zahlentheorie motiviert.
Im dritten Kapitel wird mod-* Konvergenz untersucht, eine bestimmte Art von Konver-
genz, die natürlich erscheint in der Zahlentheorie, aber in der Wahrscheinlichkeitstheorie
weniger natürlich ist. Wenn in einem Model mit abhängigen Zufallsvariablen ein zentraler
Grenzwertsatz beobachtet wird, ist eine Korrektur der Unabhängigkeit durch mod-* Konver-
genz zu beobachten, insbesondere bei Zufallsgrössen, die aus arithmetischen Überlegungen
konstruiert sind. Wir geben mögliche Wahrscheinlichkeitsinterpretation dieser Konvergenz
durch eine Metrisierung, d.h. im Hinblick auf die Nähe zu einer “kanonischen” Zufallsgrösse,
die in diesem Sinne konvergiert. Wir konstruieren Modelle zweiter Ordnung, die die mod-*
Schwankungen imitieren am Beispiel der Anzahl der Primteiler uniform zufällig gewählten
Zahl (Selberg-Sathe Sätze). Wir geben darüber hinaus eine Erklärung für die Erscheinung des
Korrekturterms für die arithmetischen Zufallsgrössen in den Selberg-Sathe Theoremen durch
eine zusätzliche Randomisierung. Dies ist ein natürlicher Vorgang in der Wahrscheinlichkeit-
stheorie, der beteiligte versteckte Strukturen hervorheben kann. Die Erklärung ist allgemein
gültig für alle Strukturen, die eine solche Eigenschaft teilen und hat eine mögliche Anwendung
bezüglich der Momentenvermutung.
Im letzten Kapitel geht es um die Angleichung der Zufallsgrössen, die im Mod-* Sinn kon-
vergieren, insbesondere da eine probabilistische Interpretation des Phänomens über eine Ent-
fernung zu gewissen Zufallsgrössen erfolgen kann, werden probabilistische Näherungsverfahren
relevant, solche wie die Steinsche Methode. Eine Anpassung der Stein-Verfahren wird durchge-
führt und erzeugt eine genauere Approximierung in Kolmogorov Abstand, mit möglichen An-
wendungen auf konkrete Probleme wie die Monte-Carlo-Simulationen.
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Notations
PU(Sn) Uniform measure on Sn
P(n)θ Ewens measure on Sn
M(n)q Mallows measure on Sn
[n]q q-notation 1 + q + · · ·+ qn−1
On(R) Orthogonal group
Un(C) Unitary group
Pσ Geometric representation Pσ = (δi,σ(j))i,j6n
PO(n),PU(n) Haar measures of On(R) and Un(C)
COE(n) Circular Orthogonal Ensemble
CUE(n) Circular Unitary Ensemble
hu,v Householder matrices
Hu Householder matrices he1,u
C(σ), ct(σ) Cycle structure and cycle type of σ ∈ Sn
P (θ) Poisson distribution of parameter θ
P (θ) Poisson distribution of parameter θ
zλ Number of equivalence classes of type λ
`(λ) Length of λ ` n
∆ (z1, . . . , zn) Vandermonde determinant
J1, nK Set {1, 2, . . . , n}
dλ Dimension of the irreducible module V λ of Sn
ek(z1, . . . , zn) k-th elementary symmetric polynomial
ΦU (z) Characteristic polynomial of U in z ∈ C
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ZU (θ) Characteristic polynomial of U on the unit circle, for θ ∈ [0, 2pi[
ζ(s) Riemann Zeta function
Xn
L−−−−→
n→+∞
X Convergence in law / in distribution of (Xn)n
U (A) Uniform distribution on A
A(λ),M(λ) Arithmetic and Matrix factors
G(z), G(z) Barnes G-function
sλ Schur function of label λ ` n
sc
(n)
k Secular coefficient of order k of a matrix of size n
K0(x) Modified Bessel function of second kind
||f ||p , ||f ||∞ Lp and L∞ norms of f
SST (λ) Set of semi-standard Young tableaux of shape λ
SU(N) Group of Special Unitary matrices of size N
PU(N),PSU(N) Normalised Haar measures on these sets
λ, λα Lebesgue measure on R, resp. normalised Lebesgue measure on an interval of length α
|X| Number of elements of the finite set X
P(n)SU(N),E
(n)
SU(N) n-fold product of the Haar measure on SU(N) and corresponding expectation
Iν Bessel function of first type
C (α) Symmetric Cauchy distribution of parameter α
Gb(1) Gumbel distribution of parameter 1
ω(N) Number of prime divisors of N ∈ N
H
(P)
n Prime harmonic sum
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Chapter 1
Introduction
This Ph.D. thesis finds its motivations in problems occuring at the interface of probability
theory, number theory and mathematical physics. Over the past two decades, there have been
many new results at the interface of random matrix theory and analytic number theory that
can be considered as evidence for the zeros of the Riemann zeta function being statistically
distributed as eigenvalues of large random matrices (GUE matrices or Haar distributed unitary
matrices). The references [74], [61] and [86] give a detailed account with many references (see
also [60] for the function field framework).
Since the seminal papers by Keating and Snaith [62, 63], it is believed that the characteris-
tic polynomial of random unitary matrices on the unit circle models very accurately the value
distribution of the Riemann zeta function or more generally L-functions on the critical line.
This analogy was used by Keating and Snaith to produce the moments conjecture and since
then the characteristic polynomial has been the topic of many research papers, and the mo-
ments of the characteristic polynomial have now been derived with many different methods,
e.g. representation theoretic methods (see [22, 33, 81]), super-symmetry method (see [74]),
analytic methods (Toeplitz determinant methods as explained in the lecture by E. Basor in
[74], orthogonal polynomials on the unit circle method [65]) or probabilistic methods ([19]),
each method bringing a new insight to the problem. Many more fine properties of the char-
acteristic polynomial have been established, e.g. large deviations principle in [49], local limit
theorems in [67], the analogue of the moments conjecture for finite field zeta functions [53],
etc. Moreover, thanks to this analogy, one has been able to perform calculations in the random
matrix world whose analogue in the number theory world seems currently out of reach and to
produce conjectures for the analogue arithmetic objects (see [90] for a recent account).
This introduction which is partly inspired by [30, 80] summarizes some recent develop-
ments about the characteristic polynomial of a random unitary matrices on the unit circle,
including personal developments (theorems 1.4.9 and 1.4.13). The point of view to expose the
motivations of the study is not historical, the choice was made to stress similarities with other
algebraic objects such as e.g. random permutations.
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1.1 From random permutations to random isometries
1.1.1 Simulating the uniform measure on the symmetric group
There are natural links between permutations and matrices. For a permutation σ ∈ Sn,
one can consider the permutation matrix Pσ :=
(
1{i=σ(j)}
)
16i,j6n or more generally a group
morphism from Sn to a space of matrices, that is, a representation of Sn. From this point of
view, a random permutation induces a random matrix. It is important to notice that in the
case of the representation P : σ 7→ Pσ, we get an orthogonal matrix since P−1σ = Pσ−1 = P ∗σ .
There are several ways to define a measure on Sn. The most famous one is the uniform
measure defined for all σ ∈ Sn by
PU(Sn)(σ) :=
1
n!
(1.1)
For simulation purposes, one can ask the question of selecting at random such a uniform
permutation, what we note σ ∼ U(Sn). Of course, a basic algorithm of complexity O(n!)
consists in generating all the permutations of Sn, numeroting them, and selecting randomly a
number between 1 and n!. But a more refined algorithm exists and can be stated as follows :
start with the identity permutation idn and for k ∈ J2, nK, select Uk ∼ U (J1, kK), and exchange
k and Uk in the word of the permutation.
More formally, such a permutation is obtained via the recursive formula :{
σ0 = idn
σk+1 = σk (k + 1, Uk+1)
(1.2)
where (i, j) is the permutation that exchanges i and j if i 6= j and is understood as the identity
if i = j, and (Uk)k is a sequence of independent random variables uniformly distributed as
before.
This algorithm induces a way to label the permutations by means of a “factorial alphabet”
(see [69, 32]). It is enough to simulate n uniform random variables and to multiply n per-
mutations, which gives a fast way of simulating σn ∼ U(Sn). The fact that the permutation
obtained at the end of the process is uniform on Sn is reminiscent of the following identity in
the group algebra C [Sn]
1
n!
∑
σ∈Sn
σ =
n∏
k=1
(
1
k
k∑
`=1
(`, k)
)
(1.3)
Here, we have considered that a measure on Sn is an element P :=
∑
σ∈Sn P(σ)σ ∈
C [Sn] that satisfies P(σ) > 0 for all σ ∈ Sn and
∑
σ∈Sn P(σ) = 1, and that the non-
commutative product is taken increasingly (we will adopt this convention from now). With
these conventions, the last identity expresses the disintegration of the uniform measure on Sn
in terms of a product of independent measures on the cosets Sk+1/Sk once the choice of the
coset representatives is fixed, in this case by setting
Sk+1/Sk = {(`, k + 1)Sk, ` ∈ J1, k + 1K}
Another choice of coset representatives would induce the same exact disintegration, i.e. if
Sk+1/Sk =
{
R
(k+1)
` Sk, ` ∈ J1, k + 1K}
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then
1
n!
∑
σ∈Sn
σ =
n∏
k=1
(
1
k
k∑
`=1
R
(k)
`
)
In a more intuitive way, the coset representative tells us how to “place” k + 1 in the
permutation σk constructed with (1.2) hence belonging to Sk via the natural embedding
Sk ↪→ Sk+1 that consists in considering k + 1 as a fixed point of a permutation of Sk.
In the case of the system {(i, j)}i,j , an interpretation in terms of the cycle structure of the
permutation can be given, as seen in what follows.
1.1.2 Some distinguished measures on the symmetric group
The Ewens measure
The uniform measure is not the only interesting measure that enjoys a disintegration in terms
of product of independent random coset representatives. The general class of such measures
could be defined by specifying the choice of the cosets representatives and the measure that
we associate with them. A particular case of interest is given by the Ewens measures (see for
instance [2]) defined by
P(n)θ (σ) :=
θC(σ)
θ(θ + 1) . . . (θ + n− 1) (1.4)
where θ > 0 and C(σ) designates the number of cycles of σ.
We can remark that this measure is equal to the uniform measure PU(Sn) for θ = 1 and to
the Dirac measure in the identity for θ = +∞. For θ = 0, this is the uniform measure on the
cyclic permutations of size n. The disintegration on the coset representatives is given by
1
θ(θ + 1) . . . (θ + n− 1)
∑
σ∈Sn
θC(σ)σ =
n∏
k=1
(
1
θ + k − 1
(
θ idn +
k−1∑
`=1
(`, k)
))
(1.5)
wich consists in a bias of the uniform distribution on J1, kK by imposing a probability propor-
tional to θ to choose k, i.e. if σn ∼ P(n)θ , then
σn =
(
1, X
(θ)
1
)(
2, X
(θ)
2
)
. . .
(
n,X(θ)n
)
where X(θ)k ∈ J1, kK and for all ` ∈ J1, kK
P
(
X
(θ)
k = `
)
=
θ
θ + k − 11{`=k} +
1
θ + k − 11{`6=k} =
θ1{`=k}
θ + k − 1
The intuitive way of seeing the operation of composing to the right by (`, k+ 1) a permu-
tation σk such that σk(k + 1) = k + 1 consists in placing k + 1 next to ` in the cycle writing
of the permutation. For example, if σ = (136)(245) and k = 3, we have σ(3, 7) = (1376)(245)
and we have positioned 7 just after k = 3 in its cyclic writing. One can draw a pictural
representation of such a cycle structure by means of “tables” where the numbers sit. This
way of constructing a random Ewens permutation hence translates into placing k + 1 to a
new table with probability θ/(θ + k − 1) and to place it to an existing table with probability
1/(θ + k − 1) : this is the so-called chinese restaurant process (see [2]).
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Remark 1.1.1. The equality (1.5) is clearly equivalent to the equality
∑
σ∈Sn
θC(σ)σ =
n∏
k=1
(
θ idn +
k−1∑
`=1
(`, k)
)
which is known in algebra as the Jucys-Murphy identity (see [57, 77]). Indeed, if we define
the Jucys-Murphy elements (Jk)k by J1 = 0, J2 = (1, 2) and Jk =
∑k−1
i=1 (i, k) for all k > 3,
the equality (1.5) rewrites into
∑
σ∈Sn θ
C(σ)σ =
∏n
k=1 (θ + Jk).
The Mallows measure
Another interesting measure that enjoys the same type of disintegration in terms of product
of independent random coset representatives as the Ewens measure is the following Mallows
measure (see [72])
M(n)q (σ) :=
qinv(σ)
(1 + q)(1 + q + q2) . . . (1 + q + · · ·+ qn−1) (1.6)
where q > 0 and inv(σ) designates the number of inversions of σ defined by
inv(σ) :=
∑
16i<j6n
1{σ(i)>σ(j)} (1.7)
As in the case of the Ewens measure, all the Mallows measures can be coupled into a process
(τn)n of one-dimensional marginals τn ∼M(n)q . But the system of coset representatives is the
one of the word writing. A permutation can be written as a product of disjoint cycles or as a
word. For example,
σ = (136)(245) (cycles)
= 〈346521〉 (word)
Define
[k, n+ 1] := (n+ 1, n, . . . , k + 1, k) = 〈1 2 · · · k−1 n+1 k · · ·n〉
with the convention that [n+ 1, n+ 1] := id.
The intuitive way of seeing the operation of composing to the right by [`, k + 1] a per-
mutation σk such that σk(k + 1) = k + 1 consists in placing k + 1 next to ` in the word
writing of the permutation. For example, if σ = (136)(245) = 〈346521〉 and k = 3, we have
σ [3, 7] = 〈3476521〉 which amounts to position 7 as the third symbol of the writing as a word.
Here, the relevant pictural representation for such a word structure is just a line, the coordi-
nates (σ(1), . . . , σ(n)) being “particules” on the line. The process (τn)n consists then in the
insertion of a new particule.
The definition of this process is the following : if τn ∼ M(n)q , to construct τn+1 ∼ M(n+1)q
using τn, we place n + 1 in the word of τn (as τn(n + 1) = n + 1). To do so, we define the
geometric distribution on J1, nK by
µ(n)q :=
1
[n]q
(
n∑
k=1
qn−kδk
)
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where [n]q := 1 + q + · · ·+ qn−1. Let Y (n)q ∼ µ(n)q be choosen independently of τn−1 and set
τn =
[
1, Y (1)q
] [
2, Y (2)q
]
. . .
[
n, Y (n)q
]
= τn−1
[
n, Y (n)q
]
Then, we have
M(n+1)q = M(n)q
(
1
[k + 1]q
k∑
`=1
qn−` [`, k]
)
(1.8)
which is equivalent to the formula
∑
σ∈Sn
qinv(σ)σ =
n∏
k=1
(
k∑
`=1
qn−` [`, k]
)
(1.9)
1.1.3 Coupling all the symmetric groups
The latest constructions of the measures on Sn share the same property : by the embedding
Sn ↪→ Sn+1, it can be extended to all the symmetric groups at the same time, and one can
define a probability measure on the projective limit of the symmetric groups, this projective
limit being taken with respect to the projections associated with the coset representatives, that
is, for a system of coset representatives
{
R
(k)
` , ` 6 k, k > 1
}
, with respect to the projections
pn+k→n : σn+k :=
n+k∏
`=1
R(`)s` ∈ Sn+k 7→ σn :=
n∏
`=1
R(`)s` ∈ Sn
This is the sequence (s1, s2, . . . ) ∈
∏
k>1J1, kK that defines the limiting permutation σ∞ ∈
lim←−n(Sn, pn+1→n) and defining a probability measure on this space is equivalent to defining a
probability measure on
∏
k>1J1, kK.
In the case of the Ewens measure or the Mallows measure, (s1, s2, . . . ) are in addition
independent random variables, and the process (σn)n is markovian. This allows to define the
Ewens measure (resp. the Mallows measure) on the projective limit S(∞) associated to the
cyclic system of coset representative (resp. S〈∞〉 with the word system). Note that in both
cases, the limit space is no more a group since the projections are not group morphisms, and
the projective limit is taken in the category of sets : S(∞) and S〈∞〉 are only sets. This
restriction makes it hard to consider a Haar measure on S(∞) and S〈∞〉, but a substitute of
Haar measure is precisely played by P(∞)1 andM
(∞)
1 in the action of the injective limit lim−→nSn.
The space S(∞) was defined by Kerov as the space of virtual permutations (see [64]). It
is a compact topological space for the projective limit topology and any projective family of
probability distributions (that is, sequences (Pn)n of probabilities that are consistent with
the projections in the sense that Pn+1 ◦ p−1n+1→n = Pn) defines a probability on S(∞) by
Kolmogorov’s theorem. References for the space S〈∞〉 that we could call space of virtual
words can be found in [43].
As we will see, a replica of these constructions can be done for matrix groups that will
allow to couple all the dimensions of the groups.
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1.2 Random isometries
1.2.1 Some ensembles of random matrices
The spaces of orthogonal and unitary matrices can be tought of as the most direct generali-
sation of the symmetric group. If we denote these groups by
On(R) :=
{
M ∈Mn(R) / tMM = In
}
Un(C) := {M ∈Mn(C) / M∗M = In}
we have a natural embedding of Sn in On(R) and Un(C) given by the geometric representation
P : σ ∈ Sn 7→ Pσ = (δi,σ(j))i,j6n.
These groups are moreover compact and their representation theory can be done in the
same maneer as for the symmetric group by replacing the discrete average on Sn by the
average with respect to their normalised Haar measure (see e.g. [102]). We recall the
Definition 1.2.1 (Haar measure). Let G be a group. Its left (resp. right) Haar measure is a
measure that is translation invariant by the action of G on the left (resp. right), that is, for
all g ∈ G, for all measurable set A ⊂ G, if λ designates such a measure,
λ(gA) = λ(A)
One can show that if left and right Haar measures exist, they coincide and are uniquely
determined up to a scaling factor ; in particular, if the group is compact, one can fix this
factor by imposing a probability measure. We speak of normalized Haar measure in such
a case. From now on, we will only consider the case of a normalised Haar measure for all
compact groups encoutered. In particular, if U is a random matrix selected according to
the Haar measure of On(R) (resp. Un(C)), we will denote it by U ∼ Haar (On(R)) (resp.
U ∼ Haar (Un(C))).
The Haar measures of On(R) and Un(C) will be denoted by PO(n) and PU(n). The couples
(On(R),PO(n)) and (Un(C),PU(n)) are said respectively Circular Orthogonal Ensembles and
Circular Unitary Ensembles of size n and are denoted by COE(n) and CUE(n).
In the same vein as the symmetric group, one can ask how to generate efficiently a random
orthogonal matrix selected according to the Haar measure of Un(C) (resp. On(R)), and in
particular, if the coset disintegration (1.3) still holds. A first glimpse at the structure of these
groups gives
On+1(R)/On(R) ' Sn(R) :=
{
x ∈ Rn+1 / |x| = 1}
Un+1(C)/Un(C) ' Sn(C) :=
{
x ∈ Cn+1 / |x| = 1}
Hence, one can expect a similar disintegration by means of the uniform measure on Sn
once specified a choice of coset representatives.
In the embedding Sn ↪→ On(R), a natural way to embed the generators (i, j) is to consider
the Householder matrices P(i,j) := hi,j := In − (ei − ej) · t(ei − ej) with respect to a given
orthonormal basis (e1, . . . , en) of Rn. Such matrices satisfy hi,j(ei) = ej , hi,j(ej) = ei and
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hi,j(ek) = ek for all k 6= i, j. A natural generalisation of these matrices in On(R) is thus the
Householder matrices
hu,v := In − 2(u− v) ·
t(u− v)
|u− v|2
that exchange the different normalised vectors u and v (i.e. |u− v| 6= 0 and |u| = |v| = 1) and
that fixes the orthogonal of span(u− v). It is clear that such matrices are orthogonal. Hence,
the matrices
Hu := he1,u = In −
(u− e1) t(u− e1)
1− te1u
are parametrized by u ∈ Sn−1\{e1} and form a system of coset representatives ofOn(R)/On−1(R).
Of course, the embedding On(R) ↪→ On+1(R) is given by M 7→ 1⊕M =
(
1 0
0 M
)
.
A natural possible generalisation of (1.3) follows
Theorem 1.2.2 (Disintegration of the Haar measure of On(R), [32, 73]). Let (uk)k6n be
independent random unit vectors such that for all k 6 n, uk ∼ U
(
Sk−1
)
. Then, if M ∼
Haar (On(R)), we have the equality in law
M
L
= Hu1Hu2 . . . Hun
Note that another choice of coset representatives would give the exact same result. Note
also that the same theorem holds for Un(C) with slight changes of definition : the Householder
matrices here described are not anymore orthogonal due to the complex scalar product. Indeed,
if one defines
Hu := he1,u = In − 2
(u− e1) (u− e1)∗
|e1 − u|2
= In − (u− e1) (u− e1)
∗
1−Re (e∗1u)
where u∗ = tu¯ is the adjoint of u, one has
Hu(u) = u− (u− e1) (u− e1)
∗u
1−Re (e∗1u)
= u− 1− e
∗
1u
1−Re (e∗1u)
(u− e1) 6= e1
The problem comes thus from the real part in the scalar product and the disintegration
theorem 1.2.2 has to be modified in consequence to get an analogous result. One way to
proceed is to consider complex proper reflections, that is, norm preserving automorphisms of
Cn that leave exactly one hyperplane fixed and that can be written as
sa,λ : x 7→= x− (1− λ)a
∗x
|a|2 a
with a ∈ Cn and λ ∈ C with |λ| = 1. If u 6= e1, such a reflection mapping e1 onto u is obtained
by taking a = e1 − u and λ = −(1− e∗1u)/(1− e∗1u). We thus set in this case
Hu : x 7→ x−
(
1 +
1− e∗1u
1− e∗1u
)
(e1 − u)∗x
|e1 − u|2
(e1 − u) (1.10)
We leave the reader to [19, 13, 20] for further generalisations and other groups.
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1.2.2 Coupling all the unitary groups
As for the case of the symmetric group, one can define the projections
pin+1→n :
( Un+1(C) −→ Un(C)∏n+1
k=1 Huk 7→
∏n
k=1Huk
)
The push-forward of PU(n+1) under pin+1→n is such that PU(n+1) ◦pi−1n+1→n = PU(n) and the
family of measures
(
PU(n)
)
n
are projective and can hence be defined on the projective limit
lim←−n(Un(C), pin+1→n)n =: U(C). This space was defined by Bourgade, Najnudel and Nikeghbali
in [14] as the space of virtual rotations. It generalizes the space of virtual permutations S(∞)
as well as the space of virtual isometries defined by Neretin in [78] 1.
Here again, the projections are not group morphisms and the space of virtual rota-
tions is only a set. But a substitute of Haar measure in the action by conjugation of
U∞(C) := lim−→n(Un(C), pin+1→n)n on U(C) is given by PU := lim←−n PU(n). As a caracterisa-
tion of CUE(n) = (Un(C),PUn) is its invariance under the action of Un(C) by conjugation,
(U(C),PU) can be thought of as a CUE(∞) (see [12] ).
1.3 Questions of eigenvalues
1.3.1 The Weyl integration formula and its avatars
The invariance of a set under the action of a suitable group often allows to pass from a problem
to a simpler one by considering the equivalence classes instead of the whole set. In the case of
Un(C) or Sn, the action of themselves by conjugation allows to consider the eigenvalues for a
matrix of Un(C) and the cycle structure for a permutation of Sn (or another “coset structure”
for another type of action).
The fact that every unitary matrix can be diagonalised with eigenvalues on the unit circle
gives rise to a disintegration of the Haar measure of Un(C) by means of the Haar measure of the
group of diagonal matrices isomorphic to the torus Un (with U := S1(C)). Let (eiα1 , . . . , eiαn)
be the eigenangles of U ∼ Haar(Un(C)), with αk ∈ [0, 2pi[. The joint density of the eigenangles
has been computed by H. Weyl (see [102]) and is given by the Weyl denominator formula
PU(n) (α1 ∈ dθ1, . . . , αn ∈ dθn) =
1
n!
∏
16k<`6n
∣∣∣eiθk − eiθ`∣∣∣2 n∏
k=1
dθk
2pi
(1.11)
This is a probability measure on [0, 2pi[n that can be mapped into a probability measure
on Un. Let us denote its Lebesgue-density by
fn(θ1, . . . , θn) =
1
(2pi)n n!
∏
16k<`6n
∣∣∣eiθk − eiθ`∣∣∣2 = 1
(2pi)n n!
∣∣∣∆(eiθ1 , . . . , eiθn)∣∣∣2
1This space is obtained by taking the image by the Cayley map of the projective limit of the Hermitian
matrices for the projections that consist in deleting the last row and column, but due to the nature of the
Cayley map, 1 is almost surely not an eigenvalue when endowed with the Haar measure, and it does not contain
in particular the symmetric groups
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where ∆ is the Vandermonde determinant defined by
∆ (z1, . . . , zn) :=
∏
16k<`6n
(zk − z`)
This is the appearance of the Vandermonde determinant that explains all the phenomena
that involve the eigenvalues of random unitary matrices. Indeed, all the information concerning
the eigenvalues is contained in (1.11). Setting Zn := (2pi)n n!, physicists are used to write
fn(θ1, . . . , θk) =
1
Zn
exp
−2 ∑
16k<`6n
− log
∣∣∣eiθk − eiθ`∣∣∣
 := 1
Zn
exp (−βH(θ1, . . . , θn))
∣∣∣
β=2
with
H(θ1, . . . , θn) :=
∑
16k<`6n
− log
∣∣∣eiθk − eiθ`∣∣∣
This is the Hamiltonian or interaction potential of a Coulomb gas of n repelling electrical
particles confined on the circle. Such a statistical mechanics interpretation can also be done
for the Mallows measure since one can write (see e.g. [92])
M(n)q (σ) =
1
Zn(q)
exp
− ln(q−1) ∑
16k<`6n
1{σk−σ`>0}
 =: 1
Zn(q)
exp
(
−βH˜(σ1, . . . , σn)
) ∣∣∣
β=ln(q−1)
with Zn(q) := (1 + q)(1 + q + q2) . . . (1 + q + · · ·+ qn−1) and setting H := 1R∗+
H˜(σ1, . . . , σn) =
∑
16k<`6n
H(σk − σ`)
In addition, one can map J1, nK on U and see a Mallows permutation as a particle system
on U (but contrary to the eigenvalues of a random matrix which are “neatly spaced but slightly
random” according to [30], the particles here are strictly spaced).
Remark 1.3.1. Another appearance of the Vandermonde determinant in an algebraic object
is the dimension of an irreducible module of Sn : such a module V λ is parametrized by a
partition λ ` n and its dimension is given by the Young formula
dλ =
∆(λ1 − 1 + 12 , λ2 − 2 + 12 , . . . , λn − n+ 12)
λ1!λ2! . . . λn!
As in addition the following identity holds∑
λ`n
d2λ
n!
= 1
Denote by Yn := {λ ` n} the set of partitions of size n that we can identify with the
set of Young diagrams. Using this last identity, one can define a probability measure Pn
on Yn by setting Pn(λ) := d2λ/n! (Plancherel measure) and for λ ∼ Pn, if we define λ′ by
λ′k := λk − k + 1/2, then λ′ can be tought of as a particle system on Z+ 1/2.
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Due to the appearance of the power 2 of the Vandermonde determinant, the parts (λ1, λ2, . . . )
of such a random partition λ ∼ Pn share some similarities with the eigenvalues of U ∼
Haar(Un(C)), especially in the bulk where the Poissonized version of the Plancherel measure
forms a determinantal point process with discrete sin kernel (see e.g. [80, 56]). But since the
parts of a partitions are on a line, their good analogue are the eigenvalues of H ∼ GUE(n).
One of the most striking resemblance between the parts of a random Plancherel partition and
the eigenvalues of a matrix of the GUE(n) is the fact that they share the same fluctuations
of their edge statistics (i.e. the largest part and the largest eigenvalue, fluctuate according to
the Tracy-Widom distribution). This result was extended to all higher order statistics (see
[56]).
1.3.2 Joint intensities and determinantal processes
How to describe a point process ? Sometimes, like in the case of the Poisson point process,
the description is straightforward due to a lot of independence.
Another example can be given by considering the case of the Ewens measure ; denote by
C the cycle structure C(σ) := (ck(σ))16k6n where ck(σ) denotes the number of k-cycles of σ.
Under the Ewens measure, the cycle structure C is a sequence of random variables that can be
thought of as system of particles on J1, nK. The random variables Xn obtained by a reordering
of C/∑k>1 ck is a random point process in (0, 1] and is shown to converge to a locally finite
point process Y =
∑
k δYk on (0, 1] by Kingman’s theorem (see [66]). This limiting process is
called Poisson-Dirichlet process and can be described by means of an explicit operation on a
Poisson point process on the real line with a given intensity (see [2]). But another description
can be given by the following function
P (Y (dy1) 6= 0, Y (dy2) 6= 0, . . . , Y (dyk) 6= 0) = ρk(y1, . . . , yn)dy1 . . . dy2
which is given explicitely by (see [101] or [2] pp. 82)
ρk(y1, . . . , yk) =
θk
y1 . . . yk
(
1−
k∑
`=1
y`
)θ−1
+
1{1>y1>y2>...>yk>0}
Such a function ρk is said to be the k-joint intensity of the point process Y (or k-correlation
of Y ). More generally, we define (for all the definitions of this paragraph, see e.g. [1, 9])
Definition 1.3.2 (Joint intensities). Let Y be a simple point process on a locally compact
Polish space Λ, that is, a random integer-valued positive Radon measure that almost surely
assigns measure 0 or 1 to singletons. Let µ be a measure on Λ.
The joint intensities of Y with respect to µ are the functions ρk : Λk → R+ given, if they
exist, by : for all mutually disjoint subsets D1, . . . , Dk ⊂ Λ
E
(
k∏
`=1
Y (D`)
)
=
∫
∏k
`=1 D`
ρk(y1, . . . , yk)dµ
⊗k(y1, . . . , yk)
ρk(y1, . . . , yk) = 0 if ∃ i 6= j s.t. xi = xj
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Note that we have not defined ρk by E
(
Y ⊗k(A)
)
for a certain A ⊂ Λk due to the problem
of definition on the diagonal. Indeed, ρk would be the intensity measure of Y ∧k, the point
process of the set of ordered k -tuples of distinct points of Y . From this point of view, a good
intuition is given by the formula
ρk(y1, . . . , yk) = lim
ε→0
P (Y (Bε(yj)) 6= 0, ∀ j ∈ J1, kK)
µ(Bε)k
=
P (Y (dyj) 6= 0, ∀ j ∈ J1, kK)
dy1 . . . dyk
Note also that if Y =
∑n
k=1 δYk where (Y1, . . . , Yn) are exchangeable real valued random
variables with joint density p(x1, . . . , xn) with respect to the Lebesgue measure on Rn, then,
the k-joint intensities are proportional to the k-joint marginal distribution of (Y1, . . . , Yn) in
the sense that
ρk(y1, . . . , yk) =
n!
(n− k)!
∫
Rn−k
p(x1, . . . , xn)dxk+1 . . . dxn (1.12)
One can ask if these joint intensities determine the distribution of a point process. The
answer is yes under some restrictions (see e.g. [9] p. 9).
Example 1.3.3. When k = 1, the first (joint) intensity can be thought of as the density of
the point process Y since
E (Y (A)) =
∫
A
ρ1(y)dµ(y)
Example 1.3.4. When Λ is countable, the joint intensities are given by
ρk(x1, . . . , xk) = P (Y ({x1, . . . , xk}) 6= 0)
In the case of the eigenvalues of U ∼ Haar(Un(C)), the key class of point processes is the
following :
Definition 1.3.5 (Determinantal point process). Let Y be a simple point process on a locally
compact Polish space Λ and let µ be a measure on Λ. Let K : Λ2 → C be a measurable
function.
Y is said to be a determinantal point process of kernel K if its k-joint intensities ρk (with
respect to µ) can be written for all (x1, . . . , xk) ∈ Λk as
ρk(x1, . . . , xk) = det (K(xi, xj))16i,j6k
The advantages of such processes are due to several formulas available for algebraic ma-
nipulations. For example,
• Suppose that the kernel K satisfies the two following properties
1. Autoreproduction :
∫
ΛK(x, y)K(y, z)dµ(y) = K(x, z),
2. Trace :
∫
ΛK(x, x)dµ(x) = n
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this last property being proved to be equivalent to have n particles almost surely.
Then, we have the formula∫
Λ
det (K(xi, xj))16i,j6n dµ(xn) = (n− 1) det (K(xi, xj))16i,j6n−1
and by induction, all the k-joint intensities follow.
• If Y = ∑k>1 δYk is a point process, the following identity holds
E
(
n∏
k=1
(1 + f(Yk))
)
= E
(
n∑
k=0
ek (f(Y1), . . . , f(Yn))
)
=
n∑
k=0
1
k!
∫
Λk
ρk(x1, . . . , xk)f(x1) . . . f(xk)dµ
⊗k(x1, . . . , xk)
where ek(z1, . . . , zn) is the k-th elementary symmetric polynomial defined by
ek(z1, . . . , zn) :=
∑
16i1<i2<···<ik6n
zi1zi2 . . . zik
In the case of a determinantal point process of kernel K, this identity becomes
E
(
n∏
k=1
(1 + f(Yk))
)
=
n∑
k=0
1
k!
∫
Λk
det (K(xi, xj))i,j6k f(x1) . . . f(xk)dµ
⊗k(x1, . . . , xk)
and we recognise the beginning of a Fredholm development, namely, if the operator
K of kernel K acts on L2(Λ, f • µ) by Kg(x) := ∫ΛK(x, y)g(y)d(f • µ)(y) for all
g ∈ L2(Λ, f • µ), we have
det (I +K) =
∑
k>0
1
k!
∫
Λk
det (K(xi, xj))i,j6k f(x1) . . . f(xk)dµ
⊗k(x1, . . . , xk)
In particular, taking f = −1A, we get the following identity
P (∀ k 6 n, Yk /∈ A) =
n∑
k=0
(−1)k
k!
∫
Ak
det (K(xi, xj))i,j6k dµ
⊗k(x1, . . . , xk)
that allows to compute extreme values probabilities and that led to the Tracy-Widom
and Gaudin-Metha distributions, whose probability write respectively as the Airy and
sin kernel acting on a suitable L2([x,+∞[) space.
Back to the CUE(n), it is easily checked with the joint density (1.11) and the formula
(1.12) that for U ∼ Haar(Un(C)), the point process of the eigenvalues of U is determinantal.
More precisely, we have the
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Theorem 1.3.6 (Dyson, [34]). Let U ∼ Haar(Un(C)) with spectrum
{
eiθk,n
}
16k6n. Then, the
point process Θn :=
∑n
k=1 δexp(iθk,n) is determinantal of kernel
Kn
(
eiθ, eiφ
)
=
n−1∑
k=0
eik(θ−φ) = ei(n−1)(θ−φ)/2
sin
(
n
2 (θ − φ)
)
sin
(
θ−φ
2
)
with respect to the (normalised) Lebesgue measure on [0, 2pi) (with total mass 1).
Note that this kernel is the kernel of the projection operator Pn : L2(U)→ span(e0, . . . , en−1)
with ek(θ) := eikθ, that is, for all f ∈ L2(U), Pnf
(
eiθ
)
=
∫ 2pi
0 Kn
(
eiθ, eiφ
)
f
(
eiφ
) dφ
2pi .
Note also that a kernel is only defined up to certain multiplications, since for all f : R→ C×
det (K(xi, xj))i,j6n = det
(
f(xi)
f(xj)
K(xi, xj)
)
i,j6n
In particular, one can consider that (Θn)n is determinantal of kernel
K˜n
(
eiθ, eiφ
)
=
sin
(
n
2 (θ − φ)
)
sin
(
θ−φ
2
)
It is moreover clear that K˜n(x/n, y/n) → sin(pi(x − y))/(pi(x − y)) when n → +∞ (for
x = y, the function x→ sin(x)/x is extended in 0 by the value 1). This limit can be interpreted
by means of the convergence of the process of the rescaled eigenangles
∑n
k=1 δnθk,n to a general
determinantal process on the circle with kernel
K(x, y) =
sin (pi(x− y))
pi(x− y)
1.3.3 Cycles of a random permutation and trace of powers of a random
matrix
On the symmetric group Sn, fruitful questions about what look like typical elements of the
group involve questions on functionals of random permutations selected from the uniform
measure. One can ask for instance questions such as “how many cycles in a permutation”,
“what is the order of a permutation” (minimal power of the permutation to get the identity),
etc. Answers to these questions involve the number of cycles C(σn) of a random permutation
σn ∼ P(n)1 or its order ord(σn) and can be stated by means of the following convergence in
distribution
C(σn)− log(n)√
log(n)
L−−−−→
n→+∞
N (0, 1) (Goncharov)
ord(σn)− (log n)2/2
(log(n)/3)3/2
L−−−−→
n→+∞
N (0, 1) (Erdös-Turan)
Each of these results can be proven by a suitable analysis of the cycle structure of the
permutation, using the Feller coupling (see [2]).
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Cycle statistics of a permutation can be thought of as equivalents of eigenvalues statistics
for a matrix, since the eigenvalues of a random permutation are coded by the cycle structure.
One can dress a parallel between those two worlds to see the resemblance.
As listed in [30], fundamental facts about the eigenvalues of Un ∼ Haar(Un(C)) are the
following :
• Neat spacing : The following convergence in distribution with no renormalisation
tr(Un)
L−−−−→
n→+∞
NC(0, 1)
implies that the eigenvalues on the unit circle are closed to n equally spaced numbers
(contrary to n uniform independent numbers that are of order
√
n by the central limit
theorem). A closer look at this phenomenon can be made by computing the number of
eigenvalues in a given arc. This was done by Wieand [103] that proves the following
1√
log(n)
(
n∑
k=1
1{a6θk,n6b} − n(b− a)
)
L−−−−→
n→+∞
N (0, 1) (1.13)
Hence, small fluctuations of order
√
log(n) can complete the picture of the spacing.
Note that this result also holds for the eigenangles of a uniform random permutation
(see [104]) and Ewens permutations (see [16, 50]).
• Traces are almost Gaussian : The classical Berry-Esséen theorem in proability shows
that for sum of i.i.d. random variables, the difference made by approximating the renor-
malised sum by its Gaussian counterpart is of order 1/
√
n. This phenomenon is slightly
improved on the unit circle (order 1/n) but is far from achieving the phenomenon ob-
tained for the eigenvalues of a random unitary matrix : setting Z ∼ N (0, 1), there exist
universal constants c, σ > 0 such that
sup
B Borel
|P (tr(Un) ∈ B)− P (Z ∈ B)| 6 c
nσn
(1.14)
This result due to Johansson (see [55]) has its counterpart in the world of uniform
permutations, a result that goes back to Monmort in 1708, the trace of Pσ being the
number of its fixed points FP :
P(n)1 (FP = k) =
1
e k!
+O
(
2n
(n+ 1)!
)
With X ∼P(1) , this result writes
sup
B⊂J1,nK |P (FP ∈ B)− P (X ∈ B)| ∼n→∞
2n
(n+ 1)!
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• Traces of successive powers are still Gaussian, but less close to it : A celebrated
result of Diaconis and Shashahani (see [33]) states that
tr(Ukn)
L−−−−→
n→+∞
NC(0, k) (1.15)
And in addition, for all ` ∈ N, we have independence between the traces at the limit :(
tr(Ukn)√
k
)
k6`
L−−−−→
n→+∞
NC(0, I`)
Nevertheless, the speed of convergence becomes less and less fast, and a phase transition
occurs for k = n, in virtue of the following theorem due to Rains (see [82]) : for k > n,
the eigenvalues of tr(Ukn) are exactly distributed as n i.i.d. random variables of uniform
law on the unit circle. According to the classical Berry-Esséen theorem in this case,
the total variation distance between the sum of these eigenvalues and the Gaussian
distribution is then of order 1/n.
This theorem is in fact general for any polynomial distribution on the unit circle (see
[9] p. 74). One can easily check that if (Xk)k is a sequence of i.i.d. uniform random
variables on [0, 1], we have the following convergence without any renormalisation
n∑
k=1
e2ipi(Xk+k)/n
L−−−−→
n→+∞
NC(0, 1) (1.16)
Hence, from the point of view of the Central limit theorem, the eigenvalues of a random
unitary matrix mimic the behaviour of n-th roots of n i.i.d. uniform random numbers on
the unit circle, the n-th root being taken in such a way that the neat spacing is preserved
(i.e. [e2ipiXk ]1/n := e2ipi(Xk+k)/n but another choice is possible). It would be interesting
to go beyond this result, and, in the flavour of mod- ∗ convergence (see definition 3.2.1),
compare the distributions of the traces and of these n-th roots of i.i.d. uniform numbers
on the circle at the second order, or even to recreate a random n-th rooting that gives
the law of the eigenvalues starting from i.i.d’s.
Of course, the same result occurs for traces of powers of a random uniform permutation
(see e.g. [2]).
Remark 1.3.7. The Diaconis-Shashahani theorem on the convergence of the traces of powers
of Un ∼ Haar(Un(C)) is equivalent to the strong Szegö theorem on the asymptotic behaviour
of Toeplitz determinants (see [54] or [30]).
1.4 The characteristic polynomial of a random unitary matrix
1.4.1 Correlations of the number of eigenangles in an arc
As pointed in (1.13) The number of eigenangles in a prescribed arc is approximately Gaussian.
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Wieand [103] also calculated the correlations of the Gaussian limiting process (Za,b)a<b of
Z
(n)
a,b :=
(∑n
k=1 1{a6θk,n6b} − n(b− a)/2pi
)
/
√
log(n)/pi2 and found, for a < b and c < d
E (Ya,bYc,d) =

0 if ∂]a, b[∩ ∂]c, d[= ∅
−12 if b = c
1
2 if a = c
(1.17)
These correlations say that if [a, b] contains [c, d] or if [a, b] and [c, d] are disjoint, the
random variables are independent, while if [a, b] and [c, d] share an endpoint, the variables
have correlation ±1/2.
A way to obtain these correlations is the following : define X(f) :=
∫ 2pi
0 fdX for f = 1[a,b]
and X a 1/2-white noise, that is, the weak 1/2-fractional differential of the Brownian motion
(taken in the sense of distributions). This amounts to assign a collection of i.i.d. Gaussian
random variables on every point of the unit circle, i.e. X(1[a,b]) = Zb−Za where the (Za)a∈[0,2pi[
are i.i.d. Gaussian random variables with variance 1/2. One can check that the covariance of
this process is the one given in (1.17). Hence, the linear statistics Za,b =
∫ 2pi
0 1[a,b]dµn where
µn :=
∑n
k=1 δθk,n behave like an integrated white noise X(1[a,b]) :=
∫ 2pi
0 1[a,b]dX, asking the
question of the nature of this white noise.
The answer was given by Hughes and al. in [49] : it is in the characteristic polynomial
that lies the mystery. One can indeed write, for |z| < 1
ΦU (z) := det (In − zU) = exp (tr log (In − zU)) = exp
−∑
k>1
tr(Uk)
k
zk

According to the Diaconis-Shashahani theorem (1.15), when n → ∞, tr(Uk)/√k are ap-
proximately i.i.d. Gaussians, the log-characteristic polynomial has the same asymptotic dis-
tribution as ∑
k>1
Zk√
k
zk
where (Zk)k is an i.i.d. sequence of Gaussian random variables.
For |z| < 1, the last series converges uniformly and one can write explicitely the covariance.
But on the circle |z| = 1, the white noise is not well defined (the variance is equal to +∞
while the extra-diagonal covariance is finite) and one has to renormalise to find the Gaussian
limit
log ΦU
(
eiθ
)√
log(n)/pi2
L−−−−→
n→+∞
NC(0, 1)
Integrating on θ on a suitable arc (a, b), one can find the result of Wieand (for the details,
see [103]). The additional renormalisation that consists in substracting n(b − a)/(2pi) is a
general fact of linear statistics with discontinuous test function.
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1.4.2 The link with number theory
The Riemann Zeta function is defined for Re(s) > 1 by its Dirichlet series or its Eulerian
product indexed by the set P of prime numbers
ζ(s) :=
∑
n>0
1
ns
=
∏
p∈P
1
1− p−s (1.18)
This function can be extended meromorphically to the whole complex plane thanks to the
following functional equation :
ζ(s) = pis−1/2
Γ
(
1−s
2
)
Γ
(
s
2
) ζ(1− s)
Introducing the function ξ : s 7→ pi−s/2Γ(s/2)ζ(s), one can rewrite this equation into
ξ(s) = ξ(1− s)
One can notice that ξ is the Mellin transform of a random variable (see e.g. [18]).
The key point about ζ lies in its Eulerian product : it encodes the whole structure of the
prime set P. Thus, a particular information about ζ gives a particular information about the
very structure of the prime sequence. For example, it is known since Euclide that the set of
primes is infinite, and one can ask about the speed of apparition of the primes amongst the
integer. This result first conjectured by Gauss and Legendre is the celebrated prime number
theorem due to Hadamard and de la Valée-Poussin (1896) that makes a considerable use of
complex analysis computations on ζ(s) and that can be stated as
pin :=
∑
p∈P
1{p6n} ∼
n→∞
n
log(n)
Riemann was the first to point that except the trivial zeroes at s = −2,−4, . . . , all the
zeros lie in the critical strip {0 < Re < 1}. The conjectural fact that all the zeros lie on the
critical line {Re = 1/2} is the Riemann hypothesis, that would imply, after a carefull analysis,
a refinement of the latest speed of convergence into
pin =
∫ n
2
dt
log t
+O
(
1
n1/2+ε
)
, ∀ ε > 0
A first statistical look at the zeros of ζ was first done by Selberg in his celebrated Central
limit theorem (see e.g. [97]).
Theorem 1.4.1 (Selberg’s Central limit theorem). Let U ∼ U ([0, 1]) (or [1, 2]) and T > 0.
Then, the following convergence in distribution holds
log
∣∣ζ (12 + iT U)∣∣√
1
2 log log T
L−−−−→
T →+∞
N (0, 1)
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Thus,
∣∣ζ (12 + iT U)∣∣ is approximately a log-normal distribution of variance 12 log log T ,
which can be restated into a result about the non probabilistic values of ζ on the critical line,
of order O(1) plus some small error term. Note the contrast with the behaviour outside the
critical axis, where a convergence in law holds without any renormalisation according to the
Bohr-Jessen theorem (see e.g. [67] and references cited) : for all ε > 0
∣∣∣∣ζ (12 + ε+ iT U
)∣∣∣∣ L−−−−→
T →+∞
∏
p∈P
∣∣∣∣∣1 + e2ipiUpp 12 +ε
∣∣∣∣∣
−1
where (Up)p is a sequence of i.i.d. random variables uniformly distributed on [0, 1].
A second statistical result of interest concerning the distribution of the zeroes of ζ lies
in the following conditional result due to Montgommery concerning the pair correlations or
2-joint intensities of its zeroes
Conjecture 1.4.2 (Montgommery, [75]). Suppose the Riemann Hypothesis, denote the non
trivial zeroes of ζ on {Im > 0} by (12 + iγk)k>1 with γk > 0 and set γ̂k := γk log ( γk2pi) (so that
|γ̂k+1 − γ̂k| ∼ 1). Then
1
N
∑
16k 6=`6N
φ (γ̂k − γ̂`) −−−−→
N→+∞
∫
R
φ(x)
(
1−
(
sin(pix)
pix
)2)
dx
holds for supp(Fφ) ⊂ [a, b] for all a, b ∈ R (with F the Fourier transform).
Montgommery proved in fact the following
Theorem 1.4.3 (Montgommery, [75]). The last limit holds for φ ∈ C∞ with supp(Fφ) ⊂
[−1, 1].
A first point to notice is that the conjecture about the extension of the support is extremely
hard (for [1− ε, 1 + ε], it involves a quantitative version of the twin primes conjecture.
The key point to remark is the following : the 2-joint intensities of the zeros of ζ are
the same as the (renormalised) 2-joint intensities 1.3.6 of the eigenvalues of a CUE matrix
computed by Dyson2. This statistical correspondance must be precised to avoid a simple
coincidence.
If the zeroes of the Riemann Zeta function behave like the zeroes of the characteristic
polynomial of a CUE matrix of large size, what can be said about the Zeta function on the
critical line and the characteristic polynomial on the unit circle ? The celebrated Keating-
Snaith philosophy asserts that ZN (θ) for large N is a toy model of ζ(1/2+it). The conjectural
fact that ζ(1/2 + it) should be the characteristic polynomial of a certain self-adjoint operator
(hence having all its eigenvalues real) is the Hilbert-Polya conjecture, that has proven to be
2According to the official anecdote, this connection was made during a tea break where Montgommery met
the physicist Freeman Dyson. As Montgomery relates it, “ I suppose that by now somebody else would have
seen the connection... it’s nearly thirty years ago. But it certainly was, from the standpoint of publication,
instantaneous. I had the mathematics and as soon as I had it, it was just a matter of months before the
connection was pointed out”. (from : K. Sabbagh, Dr. Riemann’s Zeros, Atlantic, 2002, pp. 134-136)
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true in a previous analogous case : the Zeta functions over a function field, for instance Fq[X]
with q = pν for p ∈ P. These functions can be defined as
ζFq [X](s) :=
∏
pi∈P(Fq [X])
1
1− |pi|−sq
where P(Fq[X]) denotes the set of prime polynomials (i.e. with no divisors) and |pi|q := qdeg(pi).
This Zeta function is a direct generalisation of the classical one, that can be seen as ζN.
The same kind of generalisation can be made for structures having a divisibility property :
permutations, graphs, posets, Z[i], polynomials, closed geodesics on manifolds, etc.
The Weil conjectures, finally proven in full generality by Grothendieck, asked the ques-
tion of their rationality and their representation as the characteristic polynomial of a certain
operator. The proof given by Grothendieck consists precisely in constructing the operator :
this is the Frobenius map x 7→ xp acting on a certain cohomology space of the variety (the
so-called étale cohomology whose construction was one achievement of modern algebraic ge-
ometry). The fact that Zeta functions over function fields have all their roots on the critical
line {Re = 1/2} was proven by Deligne, ending the Weil program. In 1999, Katz and Sarnak
proved the Montgomery conjectures on function fields ([60]) giving additional evidence about
the conjecture for ζ.
Back to the classical Riemann zeta function on N ; a more refined link between ZN (θ) and
ζ(1/2+it) consists in looking at what happens at the second order of renormalisation. Selberg
proved in fact a more general statement : the convergence in his theorem occurs in moments,
i.e. the integer moments of log |ζ(1/2 + iT U)| converge to those of a gaussian distribution
after renormalisation :
E
(∣∣∣∣log ζ (12 + iT U
)∣∣∣∣2k
)
=
(
1
2
log log T
)k
E
(
G2k
)
(1 + o(1)) with G ∼ N (0, 1)(1.19)
In particular, this theorem implies Selberg’s CLT
log
∣∣ζ (12 + iT U)∣∣√
1
2 log log T
L−−−−→
T →+∞
N (0, 1)
A more refined development is conjecturally the following (see [62]) : for all λ ∈ {Re > −1}
E
(∣∣∣∣ζ (12 + iT U
)∣∣∣∣2λ
)
= (log T )λ
2
M(λ)A(λ) (1 + o(1)) (1.20)
where A(λ) is the arithmetic factor given by
A(λ) :=
∏
p∈P
(1− 1
p
)λ2 ∑
k>0
(
λ(λ+ 1) · · · (λ+ k − 1)
k! pk/2
)2
and where M(λ) is the random matrix factor given by
M(λ) =
(G(1 + λ))2
G(1 + 2λ)
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by means of the Barnes G-function defined for all z ∈ C by
G(z + 1) := (2pi)z/2e−[(1+γ)z2+z]/2
∏
n>1
(
1 +
z
n
)n
e−z+(z
2/2n) (1.21)
γ being here the Euler constant. Note that the G-function also satisfies the functional equation
G(z + 1) = Γ(z)G(z).
The development (1.20) is only proven for λ = 1 (Hardy-Littlewood) and λ = 2 (Ingham).
The general form given in (1.20) is the celebrated moments conjecture. One can rewite this
equality in terms of Laplace transform instead of Mellin transform to get, with G ∼ N (0, 1)
and for all λ ∈ {Re > −1}
E
(
eλ log|ζ( 12 +iT U)|
2)
E
(
eλG
√
2 log log T
) = M(λ)A(λ) (1 + o(1)) (1.22)
With this form, one can see directly that (1.22) implies (1.19) since it amounts to change
the normalisation, if nevertheless the convergence holds locally uniformly in λ, which is hidden
in the o(1), and if the limiting function λ 7→ A(λ)M(λ) is continuous, which can be proven
to be the case. One says that a sequence of random variables converges in the mod-Gaussian
sense precisely if this type of convergence holds locally uniformly (see definition 3.2.1).
The important fact in the Keating-Snaith philosophy is that the appearance of M(λ) is
due to the following equality
E
(
|det (In − U)|2λ
)
= nλ
2
M(λ) (1 + o(1)) (1.23)
i.e. from the characteristic polynomial of a CUE(n) matrix taken in one point of the unit
circle (namely 1). An explanation of this replacement will be given in the next chapters. For
the moment, let us consider that this characteristic polynomial as a function on the unit circle
is a toy-model for the Riemann Zeta function on the critical line, which motivates the study
of this random variable in more details.
1.4.3 The characteristic polynomial at one point of the unit circle
Define the characteristic polynomial on the unit circle by
ZU (θ) := ΦU
(
e−iθ
)
As ZU (θ)
L
= ZV ∗UNV (θ) for all V ∈ UN (C), we have
ZU (θ)
L
= ZU (0)
Defining the logarithm with its principal branch (a cut on R−), the bidimensional Mellin
transform of ZU (0) is defined, for all s, t ∈ C with Re(s± t) > −1 by
EU(n)
(
esRe logZX(0)+t Im logZX(0)
)
=
1
n!
∫
[0,1]n
n∏
k=1
∣∣∣1− e2ipiθk ∣∣∣s et arg(1+e2ipiθk) ∣∣∣∆(e2ipiθ1 , . . . , e2ipiθn)∣∣∣2 dθ
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This last transform is given by
EU(n)
(
esRe logZX(0)+t Im logZX(0)
)
=
n∏
k=1
Γ(k)Γ(k + s)
Γ
(
k + s+it2
)
Γ
(
k + s−it2
) (1.24)
Here, we have used the classical probabilistic convention to write X for the canonical
evaluation X(ω) = ω for ω ∈ Ω := Un(C).
One can rewrite equality (2.6) using the Barnes G-function (1.21) into
EU(n)
(
esRe logZX(0)+t Im logZX(0)
)
=
G (1 + s+it2 )G (1 + s−it2 )G (1 + n)G (1 + n+ s)
G (1 + n+ s+it2 )G (1 + n+ s−it2 )G (1 + s) (1.25)
Equality (2.6) was first computed in [62] using the following formula due to Selberg (see
[87]) and a change of variables for the case γ = 1.
Theorem 1.4.4 (Selberg integral). The following equality holds∫
Rn
n∏
k=1
(a+ ixk)
−α(b− ixk)−β |∆(x)|2γ dx = (1.26)
(2pi)2n
(a+ b)(α+β)n−γn(n−1)−n
n∏
k=1
Γ(1 + kγ) Γ(α+ β − 1(n+ k − 2)γ)
Γ(1 + γ) Γ(α− (k − 1)γ) Γ(β − (k − 1)γ)
with a, b, α, β, γ ∈ C that satisfy
Re(z) > 0 ∀ z ∈ {a, b, α, β, γ} ,
Re(α+ β) > 1,
− 1
n
< Re(γ) < min
{
Re(α)
n− 1 ,
Re(β)
n− 1 ,
Re(α+ β − 1)
n− 1
}
The particular form of (2.6) as a product of terms is reminiscent of two things :
• a general splitting formula for Toeplitz determinants that is expressed as a product of
L2 norms of monic orthogonal polynomials for the underlying measure,
• a disintegration of the random variable logZX(0) as a sum of independent random
variables, since its Mellin transform writes as a product of nMellin transforms of random
variables.
Toeplitz determinants
The linear statistics of the eigenangles are defined as
tr f˜(UN ) :=
N∑
k=1
f(αk)
with f : [0, 2pi]→ C a function having a certain degree of smoothness, and f(θ) = f˜(eiθ). As
one can see, the log-characteristic polynomial of a random unitary matrix U ∼ Haar(Un(C))
as a function on the circle is a linear statistics.
These statistics can have their expectations rewritten in terms of a determinant. More
precisely
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Theorem 1.4.5 (Heine-Szegö’s identity, [96]). Let f : [0, 1] −→ R be an integrable function
and denote by f̂(k) :=
∫ 1
0 f(x)e
−2ipikxdx its k-th Fourier coefficient. Denote by
Dn(f) := det
(
f̂(k − `)
)
16k,`6n
the Toeplitz matrix of symbol f .
Then,
Dn(f) = EU(n)
(
n∏
k=1
f(θk)
)
= EU(n)
(
etr log f˜(X)
)
Proof. By Weyl’s integration formula, we have
EU(n)
(
etr log f˜(X)
)
=
1
n!
∫
[0,1]n
n∏
k=1
f˜
(
e2ipiθk
) ∣∣∣∆(e2ipiθ1 , . . . , e2ipiθn)∣∣∣2 n∏
k=1
dθk
Taking linear combinations in the Vandermonde determinant, we have
∆ (z1, . . . , zn) = det
(
z`−1k
)
16k,`6n
= det (P`(zk))16k,`6n
for all family of monic polynomials (Pn)n>1 such that deg(Pn) = n− 1.
Hence,
|∆ (z1, . . . , zn)|2 = ∆ (z1, . . . , zn) ∆ (z1, . . . , zn) =
∑
σ,τ∈Sn
ε(στ)
n∏
k=1
Pσ(k)(zk)Pτ(k)(zk)
and ∫
Un
|∆ (z1, . . . , zn)|2
n∏
k=1
g(zk)dzk =
∑
σ,τ∈Sn
ε(στ)
∫
Un
n∏
k=1
Pσ(k)(zk)Pτ(k)(zk)g(zk)dzk
=
∑
σ,τ∈Sn
ε(στ)
n∏
k=1
∫
U
Pσ(k)(z)Pτ(k)(z)g(z)dz
=
∑
σ,α∈Sn
ε(α)
n∏
`=1
∫
U
Pα(`)(z)P`(z)g(z)dz
= n! det
(∫
U
Pk(z)P`(z)g(z)dz
)
16k,`6n
Taking g(z) := f˜(z)/(2ipiz) and Pk(z) = zk−1, we get the desired equality.
Since the equality∫
Un
|∆ (z1, . . . , zn)|2
n∏
k=1
g(zk)dzk = n! det
(∫
U
Pk(z)P`(z)g(z)dz
)
16k,`6n
(1.27)
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holds for all g ∈ L1(U), if g(z)dz defines a probability measure on U, one can consider the
monic orthogonal polynomials on the unit circle associated with this measure, say (Qn)n, to
get ∫
Un
|∆ (z1, . . . , zn)|2
n∏
k=1
g(zk)dzk = n!
n∏
k=1
||Qk||2L2(g•λU) (1.28)
where λU is the Lebesgue measure on U. Thus, dividing by n!, we get for instance for the
modulus of the characteristic polynomial and for s > 1
EU(n) (|ZX(0)|s) =
n∏
k=1
∣∣∣∣Qk (e2ipi·)∣∣∣∣2L2(|1−e2ipiθ|sdθ)
The formula (1.28) explains why (2.6) takes the form of a product : the Γ terms are L2
norms of monic orthogonal polynomials. Remark that the explicit computation of these norms
gives an alternative proof of (2.6) without Selberg’s integral.
One can massage the last formula in the following way
∣∣∣∣Qk (e2ipi·)∣∣∣∣2L2(|1−e2ipiθ|sdθ) = ∫ 1
0
∣∣∣Qk (e2ipiθ)∣∣∣2 ∣∣∣1− e2ipiθ∣∣∣s dθ
=
∫ 1
0
∣∣∣Qk (e2ipiθ)∣∣∣2 (2 sin(piθ))s dθ
Denoting by µk the push-forward of
∣∣Qk (e2ipiθ)∣∣2 dθ under θ 7→ 2 sin(piθ), we see that
∣∣∣∣Qk (e2ipi·)∣∣∣∣2L2(|1−e2ipiθ|sdθ) = ∫ 1
0
xsdµk(x)
Since the polynomials Qk depend on s, this last equality is not a priori the Mellin transform
of a measure. Nevertheless, this is indeed the case.
The disintegration of the log-characteristic polynomial
Another explanation can be given to the formula (2.6). Recall that by theorem 1.2.2, we have
the equality in law
M
L
= Hu1Hu2 . . . Hun
where Hu is the modified Householder reflection defined in (1.10) and u = v − e1 6= 0. This
last product satisfies
det (In −Hu1Hu2 . . . Hun) = (1− e∗1Hu1e1) det (In−1 −Hu2 . . . Hun)
as one can see by expanding the determinant by multilinearity (for the details, see [19]). By
an immediate induction
det (In −Hu1Hu2 . . . Hun) =
n∏
k=1
(1− e∗kHukek)
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As in theorem 1.2.2 the (uk)k are independent random variables, this deterministic equality
gives birth to an equality in law between Zn(0) = det (In − U) L= det (In −Hu1Hu2 . . . Hun)
and a product of independent random variables. We can compute the distribution of these
variables (see [19]) to get the following theorem that explicits the distribution of a Γ factor in
(2.6) :
Theorem 1.4.6 (Bourgade-Hughes-Nikeghbali-Yor, [19]). Let U ∼ Haar(Un(C)), (Uk)k a
sequence of i.i.d. uniform random variables on [0, 1] independent of a sequence (β1,k−1)16k6n
of independent random variables, each defined according to the Beta distribution of parameter
(1, k − 1), i.e. β1,b L= 1 − V 1/b if V ∼ U ([0, 1]) and b 6= 0 and β1,0 L= 1 − e−V . Then, the
following equality in law holds
det (In − U) L=
n∏
k=1
(
1− e2ipiUk√β1,k−1) (1.29)
Proof. It is enougth to prove that e∗kHukek
L
= e2ipiUk
√
β1,k−1. But Hukek in restriction to the
last n − k + 1 coordinates is a random uniform vector of Sn−k+1(C) and taking the scalar
product with ek, we get, with (Xk)k and (Yk)k two independent sequences of i.i.d. Gaussian
random variables
e∗kHukek
L
=
X1 + iY1√∑n−k+1
`=1 (X
2
` + Y
2
` )
L
= e2ipiUn−k+1
√
β1,n−k
One can easily check that if Zk := 1 − e2ipiU
√
β1,k−1 with U ∼ U ([0, 1]) independent of
β1,k−1, the Mellin transform of Zk is given, for t and s such that Re(t± s) > 1 by
E
(
et log|Zk|+s arg(Zk)
)
=
Γ(k)Γ(k + t)
Γ
(
k + t+is2
)
Γ
(
k + t−is2
)
which achieves to give an interpretation of (2.6).
Note that the equality (1.29) gives directly the Keating-Snaith CLT as a consequence of the
classical central limit theorem of probability theory, in addition to a probabilistic interpretation
of Selberg’s integral in the case γ = 1, a rate of convergence by application of a classical
theorem of Petrov (see [19]), etc. In particular, the speed of convergence is given by∣∣∣∣∣∣PU(n)
 log |ZX(0)|√
1
2 log n
6 x
− ∫ x
−∞
e−u
2/2 du√
2pi
∣∣∣∣∣∣ 6 C(log n)3/2(1 + |x|)3
where C > 0 is a universal constant. As in addition
log |Zn| = −
∑
k>1
trUk
k
this result can be compared to the extra-exponential bound (1.14), which results of a martin-
gale convergence with no extra renormalisation. The mixing of the traces up to a power bigger
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than n, from which the powers of eigenvalues are i.i.d. uniform and hence converge to the
Gaussian at the classical rate of 1/
√
n results in a very low speed despite the fast convergence
of the first terms of the series (an interesting question being to find the maximal power kn
until which the super-exponential rate is still valid).
1.4.4 The characteristic polynomial in several points of the unit circle
The splitting phenomena is thus a fundamental property of the characteristic polynomial in
one point of the unit circle, but what about its behaviour in several points of the unit circle ?
Following the Keating-Snaith philosophy, the answer to this question could give an idea of the
behaviour of the ζ function in several points of the critical line, and in particular to a famous
question about the behaviour of ratios of ζ taken in several points of a random piece of the
critical line, i.e. to compute, for U ∼ U ([0, 1]) and integers (bk)k, (dk)k
E
(
m∏
k=1
∣∣ζ (12 + itkU)∣∣bk∣∣ζ (12 + it′kU)∣∣dk
)
which is a direct multivariate generalisation of the moments conjecture.
The translation of this problem in the Random Matrix world amounts to compute averages
of quotients of different values of the characteristic polynomial on the unit circle, and in
particular to compute
E
(
m∏
k=1
ZU (θk)
r∏
`=1
ZU (α`)
)
For the general case of ratios, we refer to [26, 22]. This case leads to the
Theorem 1.4.7 (Bump-Gamburd [22], Conrey-Forrester-Snaith [26], Conrey-Farmer-Rubin-
stein-Keating-Snaith [25]). Let U ∼ Haar(Un(C)). Then
E
(
m∏
k=1
ZU (θ`)
r∏
`=1
ZU (α`)
)
=
r∏
`=1
e−niα` s〈nr〉
(
eiθ1 , . . . , eθm , eα1 , . . . , eαr
)
(1.30)
Proof. Setting zk := eiθk and y` := eiα` , with ZU (θ`) = ΦU (z`), we get
E
(
m∏
k=1
ΦU (zk)
r∏
`=1
ΦU (y`)
)
=
∫
Un(C)
(
m∏
k=1
det (I + zkg)
r∏
`=1
det
(
I + y−1` g
−1)) dg
=
∫
Un(C)
(
m∏
k=1
det (I + zkg)
r∏
`=1
det
(
y−1` g
−1) r∏
`=1
det (I + y`g)
)
dg
=
r∏
`=1
y−n`
∫
Un(C)
det(g)r
m+r∏
`=1
det (I + z`g) dg
where we have set zk+` = y` for all ` 6 r.
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By the dual Cauchy identity, if sλ(g) represents sλ(t1, · · · , tn) where the t` are the eigen-
values of g and sλ the Schur function, we get
m+r∏
`=1
det (I + z`g) =
m+r∏
`=1
n∏
j=1
(I + z`tj) =
∑
λ`∞
sλ(z1, . . . , zm+r)sλ′(g)
det(g)r =
n∏
j=1
trj = s〈rn〉(g)
As 〈nr〉′ = 〈rn〉, we have
E
(
r∏
k=1
ΦU (zk)
m∏
`=1
ΦU (y`)
)
=
r∏
`=1
y−n`
∑
λ`∞
sλ(z1, . . . , zm+r)
∫
Un(C)
s〈rn〉(g)sλ′(g) dg
=
r∏
`=1
y−n` s〈nr〉(z1, . . . , zm+r) by orthogonality,
since the scalar product on the space of symmetric functions can be represented as the integral
for the normalised Haar measure of Un(C) (see [71]). This gives the result.
As we see, no splitting is available. Note that the integer moments of ZU (0) can be
recovered by means of such a formula, giving then a combinatorial interpretation of these
values (see [22] ; see also [95] for a different interpretation by means of a generalised dual
Cauchy formula). Note also that other equivalent formulas are available (see [22, 26] and
references cited).
1.4.5 The characteristic polynomial as a process on the unit circle and a
Gaussian Field
The direct generalisation of the last computations that amounts to compute the infinite-
dimensional laws of the characteristic polynomial on the unit circle is the process exhibited
by Wieand in (1.17) : the total disorder process (see e.g. [52] for properties of this process
and an arithmetic version of it).
Another generalisation of the noise hidden in the characteristic polynomial is the following :
for a polynomial P =
∑d
k=0 akX
k, one can look at
Xn(P ) := tr (P (U)) =
d∑
k=0
ak tr
(
Uk
)
By the asymptotic normality, we have tr (P (U))
L−−−−→
n→+∞
∑d
k=0 ak
√
kZk with (Zk)k i.i.d.
complex Gaussians. And by polynomial approximation or using the Fejer kernel, one can
get continuous function, the question of the general class of functions that are allowed being
opened.
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One possible space of functions is given by the Sobolev space of fractional derivative 1/2
defined by
H1/2 :=
{
f ∈ L2(U) /
∑
k∈Z
∣∣∣fˆk∣∣∣2 |k| <∞
}
This is a Hilbert space once endowed with the scalar product
〈f, g〉
1/2
:=
∑
k∈Z
kfˆkgˆk
A probabilistic way of defining it by means of the sequence (Zk)k of i.i.d. complex Gaus-
sians is to say that this is the space of functions f such that∣∣∣∣∣∣
∑
k>0
fˆk
√
kZk
∣∣∣∣∣∣ <∞ p.s.
Consider the space H1/20 of functions of mean 0, i.e. fˆ0 :=
∫
U f = 0. Then, we have the
following convergence in law for the (centered) Gaussian field indexed by f ∈ H1/20 :
(Xn(f))f∈H1/20
L−−−−→
n→+∞
(X(f))
f∈H1/20
where for all f, g ∈ H1/20
E (X(f)X(g)) = 〈f, g〉
1/2
This Gaussian field is the one naturally associated with the CUE and is obtained by a
limiting procedure letting n → +∞. Nevertheless, this is only the spectrum of the matrices
that is at stake, hence, one cannot speak about this construction as a CUE(∞) as in the case
of virtual isometries.
Note that z 7→ zk ∈ H1/20 for k > 1 and |z| < 1, so in particular, for U ∼ CUE(n)(
φ′U (z)
φU (z)
)
|z|<1
=
∑
k>1
tr
(
Uk
)
zk

|z|<1
L−−−−→
n→+∞
∑
k>1
√
kZkz
k

|z|<1
On the unit circle, the process can still be defined but with an extra renormalisation. One
has, for all θ /∈ Sp(U)
logZn(θ) = log det(In − e−iθU) = −
∑
k>1
tr
(
Uk
) e−iθk
k
and this process is well-defined (the principal branch of the logarithm is taken with a cut on
R−). The Diaconis-Shashahani formula for the joint moments of the traces gives (see [33])
E
(
trUp trU q
)
= 1{p=q} |p| ∧ n. (1.31)
and the series converges in L2 since
E
(
|logZn(θ)|2
)
=
∑
k6n
1
k
+
∑
k>n+1
1
k2
But as one can see, this last variance goes to +∞ as log n, hence the renormalisation to
get the total disorder process.
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1.4.6 The secular coefficients of the characteristic polynomial
There are several ways of studying the characteristic polynomial of a unitary matrix U . One
of these consists in developing it in the canonical basis
{
1, X,X2, . . .
}
, which gives
ΦU (X) := det (In −XU) = (−1)n
n∑
k=0
sc
(n)
k (−X)k
The coefficients (sc(n)k )k are the so-called secular coefficients of the matrix. The knowledge
of their joint law is equivalent to the knowledge of the characteristic polynomial. Note that
sc
(n)
1 = tr(U)
sc(n)n = det(U)
In terms of the eigenvalues, one has moreover (ek being the k-th elementary polynomial)
sc
(n)
k = ek
(
eiθ1,n , . . . , eiθn,n
)
:=
∑
16j1<j2<···<jk6n
exp (i (θj1,n + θj2,n + · · ·+ θjk,n))
In [31], P. Diaconis and A. Gamburd make the following remark concerning the importance
of these coefficients :
A unitary matrix M is conjugate on the one hand to the diagonal matrix with
eigenvalues on the diagonal, and on the other hand to the Frobenius, or compan-
ion matrix, with first row consisting of the secular coefficients, ones below the main
diagonal, and remaining entries zero. This strongly suggests that secular coeffi-
cients are (as Gian-Carlo Rota might have put it) “nearly equiprimordial” with the
eigenvalues.
The importance of these quantities justifies a study of their asymptotic properties, and we
list here some results.
Theorem 1.4.8 (Diaconis-Gamburd, [31]). Let (a1, . . . , a`) and (b1, . . . , b`) be two sequences
of positive integers and let µ := 〈1a1 , . . . , `a`〉 and ν := 〈1b1 , . . . , `b`〉 be the associated parti-
tions. Then,
1. for n > max
{∑
j jaj ,
∑
k kbk
}
, we have
EU(n)
(∏`
k=1
(
sc
(n)
k
)ak (
sc
(n)
k
)bk)
= Nµ,ν (1.32)
where Nµ,ν is the number of non negative integer-valued matrices A with rowsum(A) = µ
and colsum(A) = ν, with, for A = (ai,j)i,j6n
rowsum(A) =
 n∑
j=1
a1,j , . . . ,
n∑
j=1
an,j

colsum(A) =
(
n∑
i=1
ai,1 , . . . ,
n∑
i=1
ai,1
)
,
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2. and in particular, for n > jk
EU(n)
(∣∣∣sc(n)j ∣∣∣2k) = Hk(j) (1.33)
where Hk(j) is the number of (j, k)-magic squares, i.e. the number of k× k nonnegative
integer matrices whose each row and column sum up to j.
The proof of this theorem is of the same type as the Diaconis-Shashahani theorem (1.15)
and uses representation theory of Un(C). Using (1.15), one can deduce the following limiting
distribution for a fixed j
sc
(n)
j
L−−−−→
n→+∞
Wj
where Wj is a polynomial in the i.i.d. complex Gaussian random variables (Zk)16k6j given by
Wj =
1
j!
∣∣∣∣∣∣∣∣∣∣∣
Z1 1 0 · · · 0√
2Z2 Z1 2 · · · 0
...
...
...
. . .
...√
j − 1Zj−1
√
j − 2Zj−2
√
j − 3Zj−3 · · · j − 1√
j Zj
√
j − 1Zj−1
√
j − 2Zj−2 · · · Z1
∣∣∣∣∣∣∣∣∣∣∣
For example, W3 = 16Z
3
1 − 1√2Z1Z2 +
1√
3
Z3.
The question of a coefficient depending on n is nevertheless opened. One can remark that
for k = n, sc(n)n = det(U) which is a random variable with values in the circle. Hence, no
asymptotic normality is possible.
Another equivalent form of (1.32) and (1.33) can be given if one remarks that
sc
(n)
k =
∫ 1
0
ΦU
(
e2ipiα
)
e−2ipikαdα (1.34)
This gives the
Theorem 1.4.9. The following combinatorial description of the moments of the secular coef-
ficients holds for all k, j ∈ N
EU(n)
(∣∣∣sc(n)j ∣∣∣2k) = card{T ∈ SST (〈nk〉) / ∀ ` 6 k, c`(T ) = j, ck+`(T ) = n− j} (1.35)
where SST (λ) denotes the set of semi-standard Young tableaux (see e.g. [71]) for λ ` nk (here
λ = 〈nk〉 i.e. a rectangle of height k and length n) and c`(T ) denotes the number of times `
appears in T .
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Proof. Using formula (1.34) and Fubini’s theorem, one has
EU(n)
(∣∣∣sc(n)j ∣∣∣2k) = E(∣∣∣sc(n)j ∣∣∣2k) = E
(
k∏
`=1
sc
(n)
j sc
(n)
j
)
= E
(
k∏
`=1
∫ 1
0
ΦU
(
e2ipiα`
)
e−2ipijα`dα`
∫ 1
0
ΦU (e2ipiϕ`) e−2ipijϕ`dϕ`
)
=
∫
[0,1]2k
exp
(
−2ipij
(
k∑
`=1
(α` − ϕ`)
))
E
(
k∏
`=1
ΦU
(
e2ipiα`
)
ΦU (e2ipiϕ`)
)
dαdϕ
Using (1.30), one has
E
(
k∏
`=1
ΦU (z`) ΦU (y`)
)
=
k∏
`=1
y−n` s〈nk〉 (z1, . . . , zk, y1, . . . , yk) (1.36)
Moreover, we have the following development of Schur functions (see e.g. [71])
sλ(x) :=
∑
T∈SST (λ)
xT
where xT :=
∏
`>1 x
c`(T )
` and c`(T ) designates the number of times ` appears in T .
Thus, setting α`+k = ϕ` in the second line,
EU(n)
(∣∣∣sc(n)j ∣∣∣2k) = ∫
[0,1]2k
exp
(
−2ipij
(
k∑
`=1
(α` − ϕ`)
))
E
(
k∏
`=1
ΦU
(
e2ipiα`
)
ΦU (e2ipiϕ`)
)
dα dϕ
=
∫
[0,1]2k
exp
(
−2ipi
(
k∑
`=1
j(α` − ϕ`) + nϕ`
)) ∑
T∈SST (〈nk〉)
exp
(
2ipi
2k∑
`=1
c`(T )α`
)
dα dϕ
=
∑
T∈SST (〈nk〉)
∫
[0,1]2k
exp
(
2ipi
k∑
`=1
α` (−j + c`(T )) + ϕ` (j − n+ ck+`(T ))
)
dα dϕ
=
∑
T∈SST (〈nk〉)
1{∀ `6k, c`(T )=j, j+ck+`(T )=n}
= card
{
T ∈ SST (〈nk〉) / ∀ ` 6 k, c`(T ) = j, ck+`(T ) = n− j
}
Remark 1.4.10. We hence have, for n > jk,
Hk(j) = card
{
T ∈ SST (〈nk〉) / ∀ ` 6 k, c`(T ) = j, ck+`(T ) = n− j
}
Since these are two cardinals of sets, an interesting combinatorial question would be to
find a bijection between these sets.
Remark 1.4.11. Of course, the method also applies to compute the higher-order moments and
one gets a description in terms of the SST 〈n
∑
k ak〉 ; nevertheless, the computations become
rapidly tedious.
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1.4.7 The maximum of the characteristic polynomial modulus on the unit
circle
Two kinds of operations are of constant interest in probability theory : sums (linear statistics of
a sequence of random variables) and maxima (extreme value statistics of a sequence of random
variables). For instance, for a sequence of i.i.d. random variables, the limiting distribution (up
to renormalisation) of their maxima is given by a Gumbel, a Weibull or a Fréchet distribution
according to the tail of the random variables, and these limiting distributions are the only ones
that can occur. Another famous extreme distribution is the Tracy-Widom one that describe
the fluctuations of the largest eigenvalue of a random hermitian matrix with i.i.d. Gaussian
coefficients, and that more generally appears in the context of Coulomb gases.
The extreme value statistics of the ζ function on a random uniform interval of the critical
line is another famous problem in number theory (see e.g. [99]). It amounts to study the
fluctuations of the random variable
ζ∗T := max
s∈[0,T ]
∣∣∣∣ζ (12 + isU
)∣∣∣∣
where U ∼ U ([0, 1]).
Due to the numerical scarcity of these values, no numerical simulation was able to settle the
problem so far. An independent model proposed by Montgomery to predict the extreme values
was based on the assumption that two local maxima of log |ζ(1/2 + iTU)| are independent
(and approximately Gaussian in accordance to Selberg’s CLT). This model, if true, would have
implied log ζ∗T to be asymptotically Gumbel-distributed of order O
(√
log T log log T
)
. But a
straighforward computation (see [41]) shows that
E
(
log
∣∣∣∣ζ (12 + i(T + x1)U
)∣∣∣∣2log ∣∣∣∣ζ (12 + i(T + x2)U
)∣∣∣∣2)
∼
T→∞
{
log |x1 − x2|−2 if 1log T  |x2 − x1|  1
2 log log T if |x2 − x1|  1log T
This logarithmic correlation in the mid-range regime 1/ log T  |x2 − x1|  1 is char-
acteristic of a well-known Gaussian process, the 1/f -noise which is the limit of the pro-
cess (log |ZUn(θ)|2)θ∈[0,2pi] when n → ∞, for Un ∼ Haar(Un(C)). Indeed, by the Diaconis-
Shashahani theorem on traces (1.15), we have for all ` ∈ N(
tr(Ukn)√
k
)
k6`
L−−−−→
n→+∞
NC(0, I`) (1.37)
This theorem justifies the following formal computation that was made precise in the last
paragraph, with (Gk)k a sequence of i.i.d. complex Gaussian random variables :
logZUn(θ) = log det
(
In − eiθUn
)
= tr log
(
In − eiθUn
)
= −
∑
k>1
tr(Ukn)
k
eikθ ≈
n→∞
∑
k>1
Gk√
k
eikθ
Taking two times the real part of this last expression gives the desired 1/f -noise : log |ZUn(θ)|
is said to be a regularisation of the 1/f -noise (see [41, 42]).
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The application of the Keating-Snaith paradigm to the problem of the extreme value
statistics of the Riemann Zeta function led Fyodorov and Keating to study the behaviour of
the log-characteristic polynomial on the unit circle that finally led to the following conjecture :
Conjecture 1.4.12 (Fyodorov and Keating, [41]). The following convergence in distribution
max
θ∈[0,2pi]
log |ZUn(θ)|2 − 2 log n+ c log logn
L−−−−→
n→+∞
FK
holds with c = 3/2 and
P (FK 6 x) =
∫ x
−∞
2evK0
(
2ev/2
)
dv
where K0 denotes the modified Bessel function of second kind defined for all x > 0 by
K0 (x) :=
∫ +∞
0
cos(xt)√
t2 + 1
dt
The computations that led to conjecture 1.4.12 are only formal since they make use of
a functional calculus on the 1/f -noise, which is still unavailable, the Feynman path integral
for such a noise being undefined contrary to the case of the Brownian motion where the
Feynman-Kac formula would allow to do the computation. Quoting Y. V. Fyodorov (per-
sonal communication), “those predictions are well-educated conjectures based on informal but
elaborate insights from theoretical physics”. A first step towards their proof concerns the con-
jectural universal constant c = 3/2 : it recently appeared in another instance of regularised
1/f -noise, the 2D Gaussian Free Field (see [21]), giving a first credit to the conjecture since it
is predicted to have a wide class of universality described by the logarithmically correlated ran-
dom variables that includes in particular the 2D Gaussian free field, branching random walks,
polymers on disordered trees and certain models of turbulence (see [41, 42] and references
cited).
Note that conjecture 1.4.12 is equivalent to the following convergence in law
max
θ∈[0,2pi]
|ZUn(θ)|
n
(logn)3/4
L−−−−→
n→+∞
Z∗
with
P (Z∗ 6 x) =
∫ x
0
4K0 (2y) y dy
Using the Fubini theorem, we can write for all x > 0
P (Z∗ 6 x) =
∫ +∞
0
(2tx sin(2tx) + cos(2tx)− 1) dt
t2
√
1 + t2
= 2x
∫ +∞
0
u sin(u) + cos(u)− 1
u2
√
1 +
(
u
2x
)2 du
The Fyodorov-Keating method exposed in [41] uses a general idea of extreme value statis-
tics : the detropicalisation of the functional random variable. Typically, to study
||ZU ||∞ := max
θ∈[0,2pi]
|ZU (θ)|
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one can better replace it by
||ZU ||2p :=
(∫ 1
0
|ZU (2piθ)|2p dθ
) 1
2p
for p ∈ N∗, since for a continuous function on [0, 2pi] as it is the case, one has the classical
result
||ZU ||2p −−−−→
p→+∞
||ZU ||∞
As ||ZU ||2p 6 ||ZU ||∞ 6 2n, one is thus led to compute
φp(λ) := E
(
e−λ||ZU ||2p
)
= E
(
eiλ
2p ||ZU ||2p2p S1/2p
)
where S1/2p ∼ SSt
(
1
2p
)
is a random variable independent of ZU distributed according to a
symmetric stable law of parameter α = 1/2p, i.e. for α ∈]0, 2[
E
(
eitSα
)
= e−|t|
α
We thus see that
φp(λ) =
∫
R+
E
(
eiλ
2p ||ZU ||2p2p x
)
P
(
S1/2p ∈ dx
)
and the problem reduces to compute
ψp(y) := E
(
eiy ||ZU ||
2p
2p
)
= E
(
exp
(
iy
∫ 1
0
|ZU (2piθ)|2p dθ
))
As the function θ 7→ |ZU (θ)| is bounded on [0, 2pi] by 2n, the moments are at most in
geometric growth and the development in terms of moments is possible. An application of the
Fubini theorem gives thus
ψp(y) = E
∑
k>0
(iy)k
k!
||ZU ||2pk2p
 = ∑
k>0
(iy)k
k!
E
(
||ZU ||2pk2p
)
One is thus reduced to compute the following moments, for U ∼ Haar(Un(C))
M (k)n (p) := E
(
||ZU ||2pk2p
)
= E
((∫ 1
0
|ZU (2piθ)|2p dθ
)k)
(1.38)
A combinatorial description of these moments can be achieved in the same way as the
moments of the coefficients of ZU in theorem 1.4.9. For instance, for p ∈ {1, 2}, one has the
Theorem 1.4.13. The following combinatorial description of M (k)n (p) holds for all k ∈ N and
p = 1, 2
M (k)n (1) = card
{
T ∈ SST (〈nk〉) / ∀ ` 6 k, c`(T ) + c`+k(T ) = n
}
(1.39)
M (k)n (2) = card
{
T ∈ SST (〈n2k〉) / ∀ ` 6 k, c`(T ) + c`+k(T ) + c`+2k(T ) + c`+3k(T ) = 2n
}
where SST (λ) and c`(T ) are defined in theorem 1.4.9.
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Proof. For (V`)` a sequence of i.i.d. U ([0, 1])-distributed random variables, write
M (k)n (p) := E
(
k∏
`=1
∣∣ΦU (e2ipiV`)∣∣2p) = ∫
[0,1]k
E
(
k∏
`=1
∣∣ΦU (e2ipiα`)∣∣2p) dα
In particular, for p = 1, one has
M (k)n (1) =
∫
[0,1]k
E
(
k∏
`=1
∣∣ΦU (e2ipiα`)∣∣2) dα
An application of formula (1.30) gives
E
(
k∏
`=1
∣∣ΦU (e2ipiα`)∣∣2) = k∏
`=1
e−2ipinα` s〈nk〉
(
e2ipiα1 , . . . , e2ipiαk , e2ipiα1 , . . . , e2ipiαk
)
which implies
M (k)n (1) =
∫
[0,1]k
exp
(
−2ipin
k∑
`=1
α`
)
s〈nk〉
(
e2ipiα1 , . . . , e2ipiαk , e2ipiα1 , . . . , e2ipiαk
)
dα
Remind that Schur functions expand as
sλ(x) =
∑
T∈SST (λ)
xT
with xT :=
∏
k>1 x
ck(T )
k . Using this formula, we get
M (k)n (1) =
∫
[0,1]k
exp
(
−2ipin
k∑
`=1
α`
) ∑
T∈SST (〈nk〉)
exp
(
2ipi
2k∑
`=1
c`(T )α`mod k
)
dα
=
∑
T∈SST (〈nk〉)
∫
[0,1]k
exp
(
2ipi
k∑
`=1
α` (−n+ c`(T ) + ck+`(T ))
)
dα
=
∑
T∈SST (〈nk〉)
1{∀ `6k, c`(T )+ck+`(T )=n}
= card
{
T ∈ SST (〈nk〉) / ∀ ` 6 k, c`(T ) + ck+`(T ) = n
}
A straightforward application of the precedent technique gives the result for M (k)n (2).
Remark 1.4.14. The general cardinal is given by
M (k)n (p) = card
{
T ∈ SST (〈npk〉)
/
∀ ` 6 k,
2p−1∑
r=0
c`+rk(T ) = pn
}
Remark 1.4.15. The same technique of detropicalisation with stable distribution can apply to
the ζ random variable, but the computation of joint moments is still conjectural and expressed
by the moments conjecture.
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1.4.8 The characteristic polynomial, a conclusion
The study of the Riemann ζ function is primordial for the study of arithmetic, since the Euler
product development makes it a generating product of the sequence of prime numbers. As
the characteristic polynomial of a random unitary matrix is a toy model for the ζ function in
accordance with the Keating-Snaith philosophy, it is hence primordial to study it.
Note that the Keating-Snaith philosophy is twofold : one can use the characteristic poly-
nomial on the circle to produce conjectures in number theory since the computations are no-
toriously harder to achieve in number fields, or take number-theoretic results on L-functions
to check that the same results hold for characteristic polynomials on the circle. This is this
last aspect that will be fully developed in the next chapter.
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Chapter 2
Random matrices
If the Keating-Snaith philosophy is mainly known as a tool to produce arithmetic conjec-
tures by means of calculations in the random matrix world (whose analogue in the number
theory world seems currently out of reach), there are nonetheless certain results that can be
proven on both sides, such as Selberg’s central limit theorem for the Riemann zeta function
and the Keating-Snaith central limit theorem for the characteristic polynomial of random
unitary matrices (see [62]).
In fact Selberg’s central limit theorem can be proven more generally for a wide class of L-
functions (see [89] and [11]). Roughly speaking, an L-function must be defined by a Dirichlet
series for Re(s) > 1, have an Euler product (with some growth condition on the coefficients of
this product), an analytic continuation (except for finitely many poles all located on the line
Re(s) = 1), and must satisfy a functional equation. Such L-functions are expected to satisfy
the general Riemann hypothesis (GRH), which says that all the non-trivial zeros are located
on the critical line, the line Re(s) = 1/2.
Now if one considers a finite number of such L-functions, satisfying the same functional
equation, then one can wonder if the zeros of a linear combination of these L-functions are
still on the critical line. The answer is in general that GRH does not hold anymore for
such a linear combination even though it still has a functional equation (this can be thought
of coming from the fact that such a linear combination does not have an Euler product
anymore). But Bombieri and Hejhal proved in [11] that nonetheless 100% of the zeros of
such linear combinations are still on the critical line (under an extra assumption of “near
orthogonality” which ensures that the log of the L-functions are statistically asymptotically
independent). In this chapter we will show that a similar result holds for linear combinations
of independent characteristic polynomials of random unitary matrices. The result on the
random matrix side is technical and difficult and besides being an extra piece of evidence that
the characteristic polynomial is a good model for the value distribution of L-functions, the
result is also remarkable when viewed in the general setting of random polynomials as we shall
explain it. The main goal of this article is to show that on average, any linear combination of
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characteristic polynomials of independent random unitary matrices has a proportion of zeros
on the unit circle which tends to 1 when the dimension goes to infinity.
More precisely, if U is a unitary matrix of order N > 1, let ΦU be the characteristic
polynomial of U , in the following sense: for z ∈ C,
ΦU (z) = det (IN − zU) .
From the fact that U is unitary, we get the functional equation:
ΦU (z) = (−z)N det(U)ΦU (1/z).
For z on the unit circle, this equation implies that
ΦU (z) = R(z)
√
(−z)N det(U),
where R(z) is real-valued (with any convention taken for the square root). The fact that ΦU
has many zeros (in fact, all of them) on the unit circle can be related to the fact that the
condition needed for ΦU to vanish is in only unidimensional (i.e. R(z) = 0 for a real-valued
function R). Now, let (Uj)16j6n be unitary matrices of order N , and let (bj)16j6n be real
numbers: we wish to study the number of zeros on the unit circle of the linear combination
FN =
n∑
j=1
bjΦUj .
If we want that F has most of its zeros on the unit circle, it is reasonable to expect that we need
a “unidimensional condition” for the equation F (z) = 0 if |z| = 1, i.e. a functional equation
similar to the equation satisfied by U . This equation obviously exists if all the characteristic
polynomials ΦUj satisfy the same functional equation, i.e. the matrices Uj have the same
determinant. By symmetry of the unitary group, it is natural to assume that the unitary
matrices have determinant 1. More precisely, the main result of the article is the following:
Theorem 2.0.16. Let (bj)16j6n be a family of (deterministic) real numbers, different from
zero. For N > 1, let
FN :=
n∑
j=1
bjΦUN,j ,
where (UN,j)16j6n is a family of independent matrices following the Haar measure on the
special unitary group SU(N). Then, the expected proportion of zeros of FN on the unit circle
tends to 1 when N goes to infinity, i.e.
E (|{z ∈ U, FN (z) = 0}|) = N − o(N),
where |{z ∈ U, FN (z) = 0}| is the number of z on the unit circle which satisfy FN (z) = 0.
The whole chapter is devoted to the proof of this result. Before explaining the strategy of
the proof, we make a few remarks.
Remark 2.0.17. Theorem 2.0.16 can be stated as
lim
n→∞E
(
1
N
|{z ∈ U, FN (z) = 0}|
)
= 1.
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Since the random variable
1
N
|{z ∈ U, FN (z) = 0}| is bounded by 1, in fact the convergence
holds in all Lp spaces for p > 1. It also holds in probability since convergence in L1 implies
convergence in probability.
Remark 2.0.18. The fact that we impose our matrices to have the same determinant is similar
to the condition in [11] of the L-functions to have the same functional equation. Moreover,
in our framework, the analogue of the Riemann hypothesis is automatically satisfied since all
the zeros of each characteristic polynomial are on the unit circle.
Remark 2.0.19. The fact that the proportion of zeros on the unit circle tends to 1 is a remark-
able fact as a result about random polynomials. Indeed it is well known that the characteristic
polynomial of a unitary matrix is self-inversive (that is aN−k = exp(iθ)a¯k for some θ ∈ R,
if (ak)06k6N are the coefficients of the polynomial). As explained in [10], self-inversive ran-
dom polynomials are of interest in the context of semiclassical approximations in quantum
mechanics and determining the proportion of zeros on the unit circle is there an important
problem. Bogomolny, Bohigas and Leboeuf showed that if the first half of the coefficients (the
second half being then fixed by the self-inverse symmetry) are chosen as independent complex
Gaussian random variables, then asymptotically a fraction of 1√
3
of the zeros are exactly on
the unit circle. Hence we can say that our result is not typical of what is expected for classical
random polynomials built from independent Gaussian random variables. In our framework,
we do not even know the distribution of the coefficients and we also know that they are in
fact not independent. Consequently the classical methods which use the independence of the
coefficients (or the fact that they are Gaussian if one wants to add some dependence) would
not work here. Using general results on random polynomials whose coefficients are not in-
dependent and which do not have the same distribution as stated in [51], one can deduce
that the zeros cluster uniformly around the unit circle. But showing that they are almost all
precisely on the unit circle is a much more refined statement.
We now say a few words about our strategy of proof of Theorem 2.0.16. In fact we use
the same general method as in [11], called the "carrier waves" method, but the ingredients
of our proof are different, in the sense that they are probabilistic: for instance we use the
coupling method, concentration inequalities and the recent probabilistic representations of
the characteristic polynomial obtained in [19]. More precisely, for U ∈ U(N) and t ∈ R, we
denote by ZU (t) the characteristic polynomial of U taken at e−it, i.e. ZU (t) = ΦU (e−it). Then
we make a simple transformation of the linear combination FN in order that it is real valued
when restricted as a function on the unit circle:
iNeiNθ/2FN (e
−iθ) = iNeiNθ/2
n∑
j=1
bjΦUj (e
−iθ) =
n∑
j=1
bji
NeiNθ/2ZUj (θ). (2.1)
Using the fact that Uj ∈ SU(N), one checks that iNeiNθ/2ZUj (θ) is real, and that then
the number of zeros of FN on the unit circle is bounded from below by the number of sign
changes, when θ increases from θ0 to θ0 + 2pi (with θ0 to be chosen carefully), of the real
quantity given by the right-hand side of the equation above. The notion of carrier waves is
explained in detail in [11], p. 824–827 and we do not explain it again but we would rather give
a general outline. The main idea is that informally, with "high" probability and for "most"
of the values of θ, one of the characteristic polynomials ZUj dominates all the others (it is
the "carrier wave"). More precisely, Lemma 2.2.8 implies the following: if δ depends only on
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N and tends to zero when N goes to infinity, then there exists, with probability 1 − o(1), a
subset of [θ0, θ0 + 2pi) with Lebesgue measure o(1) such that for any θ outside this set, one
can find j0 between 1 and N such that log |ZUj0 (θ)| − log |ZUj (θ)| > δ
√
logN for all j 6= j0.
In other words, one of the terms in the sum of the right-hand side of (2.1) should dominate
all the others. Moreover, Lemma 2.2.13 informally gives the following: with high probability,
the order of magnitude of each of the characteristic polynomials does not change too quickly,
and then, if the interval [θ0, θ0 + 2pi) is divided into sufficiently many equal subintervals, the
index of the carrier wave remains the same in a "large" part of each subinterval. Now, in an
interval for which the carrier wave index j0 remains the same, the zeros of ZUj0 correspond to
sign changes of iNeiNθ/2ZUj0 (θ), i.e. the dominant term of (2.1). Then, one gets sign changes
of iNeiNθ/2FN (e−iθ), and by counting all these sign changes, one deduces a lower bound for
the number of zeros of FN on the unit circle. The main issue of the present paper is to make
rigorous this informal construction, in such a way that one gets a lower bound N − o(N).
One of the reasons why the proof becomes technical and involved is that we have to take into
account two different kinds of sets, and show that they have almost "full measure": subsets
of the interval [θ0, θ0 + 2pi) and subsets of SU(N).
More precisely, our proof is structured as follows. We first give two standard results
(Propositions 2.1.1) and 2.1.3), one on the disintegration of the Haar measure on U(N) (indeed,
most results on random matrices are established for U(N) and we must find a way to go from
the results for U(N) to those for SU(N)) and the other one which establishes a relationship
between the number of eigenvalues in a given fixed arc to the variation of the imaginary
part of the log of the characteristic polynomial. Then we provide some estimates on the real
and imaginary parts of the log of the characteristic polynomial (Lemmas 2.2.1 and 2.2.2) as
well as a bound on the concentration of the law of the log-characteristic polynomial (Lemma
2.2.3). These estimates and some more intermediary one we establish are also useful on
their own and complete the existing results in the literature on the characteristic polynomial.
Then we provide bounds on the oscillations of the real and imaginary parts of the log of the
characteristic polynomial (Lemma 2.2.7). We then introduce our subdivisions of the interval
[θ0, θ0 + 2pi) and the corresponding relevant random sets to implement the carrier waves
technique. Finally we combine all these estimates together to show that the average number
of sign changes of (2.1) is at least N
(
1−O ((logN)−1/22)) (the exponent −1/22 not being
playing any major role in our analysis).
Notation
We gather here some specific notations used in this chapter.
U(N) stands for the unitary group of order N , while SU(N) stands for the subgroup of
elements U(N) whose determinant is equal to 1. PU(N) and PSU(N) will denote the probability
Haar measure on U(N) and SU(N) respectively. Similarly we denote by EU(N) and ESU(N)
the corresponding expectations.
We shall denote the Lebesgue measure on R by λ. If α > 0 is a constant and if I is an
interval of length α, then λα will denote the normalized measure 1αλ on the interval I.
If E is a finite set, we note |E| the number of its elements.
For n a positive integer, we note P(n)SU(N) be the n-fold product of the Haar measure on
SU(N), and E(n)SU(N) the corresponding expectation.
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If U is a unitary matrix, remind that we denote its characteristic polynomial by ΦU (z) =
det (IN − zU) for z ∈ C and that for t ∈ R, we denote by ZU (t) the characteristic polynomial
of U taken at e−it, i.e. ZU (t) = ΦU (e−it).
We shall introduce several positive quantities in the sequel: K > 0, M > 0 and δ > 0.
The reader should have in mind that these quantities will eventually depend on N . Unless
stated otherwise, N > 4 and K is an integer such that 2 6 K 6 N/2, and M = N/K. In the
end we will use K ∼ N/(logN)3/64 and δ ∼ (logN)−3/32.
2.1 Some general facts
In this section, we state some general facts in random matrix theory, which will be used in
the sequel.
2.1.1 Disintegration of the Haar measure on unitary matrices
Proposition 2.1.1. Let PU(N) be the Haar measure on U(N), PSU(N) the Haar measure on
SU(N), and for θ ∈ R, let PSU(N),θ be the image of PSU(N) by the application U 7→ eiθU from
U(N) to U(N). Then, we have the following equality:∫ 2pi
0
PSU(N),θ
dθ
2pi
= PU(N), (2.2)
i.e. for any continuous function F from U(N) to R+, the expectation ESU(N),θ(F ) of F with
respect to PSU(N),θ is measurable with respect to θ and∫ 2pi
0
ESU(N),θ(F )
dθ
2pi
= EU(N)(F ).
Proof. One has
ESU(N),θ(F ) =
∫
F (Xeiθ)dPSU(N)(X), (2.3)
which, by dominated convergence, is continuous, and a fortiori measurable with respect to
θ. By integrating (2.3) with respect to θ, one sees that the proposition is equivalent to the
following: if U is a uniform matrix on SU(N), and if Z is independent, uniform on the unit
circle, then ZU is uniform on U(N). Now, let A be a deterministic matrix in U(N). For any
d ∈ C such that d−n = det(A), one has Ad ∈ SU(N), and then ZUA = (Z/d)(UAd), where:
1. UAd follows the Haar measure on SU(N) (since this measure is invariant by multipli-
cation by Ad ∈ SU(N)).
2. Z/d is uniform on the unit circle (since d, as det(A), has modulus 1).
3. These two variables, which depend deterministically on the independent variables A and
Z, are independent.
Hence ZUA has the same law as ZU , i.e. this law is invariant by right-multiplication by any
unitary matrix. Hence, ZU follows the Haar measure on U(N).
Remark 2.1.2. This disintegration
∫ 2pi
0 P
⊗2
eiθSU(N)
dθ
2pi = P
⊗2
U(N) does not hold.
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2.1.2 Number of eigenvalues in an arc:
The result we state here relates the number of eigenvalues of a unitary matrix on a given arc
to the logarithm of its characteristic polynomial. For U ∈ U(N) and t ∈ R, we denote by
ZU (t) the characteristic polynomial of U taken at e−it, i.e. ZU (t) = ΦU (e−it). Moreover, if eit
is not an eigenvalue of U (which occurs almost surely under Haar measure on U(N), and also
under the Haar measure on SU(N), except for eit = 1 and N = 1), we define the logarithm
of ZU (t), as follows:
logZU (t) :=
N∑
j=1
log(1− ei(θj−t)), (2.4)
where θ1, . . . , θN is the sequence of zeros of ZU in [0, 2pi), taken with multiplicity (notice that
the eigenvalues of U are eiθ1 , . . . , eiθN ), and where the principal branch of the logarithm is
taken in the right-hand side. We then have the following result, already stated, for example,
in [49]:
Proposition 2.1.3. Let 0 6 s < t < 2pi, and let us assume that s and t are not zeros of ZU .
Then, the number of zeros of ZU in the interval (s, t) is given as follows:
N∑
k=1
1{θk∈(s,t)} =
N
2pi
(t− s) + 1
pi
(Im logZU (t)− Im logZU (s)) . (2.5)
Proof. It is sufficient to check that for all θ ∈ [0, 2pi)\{s, t},
pi1{θ∈(s,t)} =
t− s
2
+ Im log
(
1− ei(θ−t)
)
− Im log
(
1− ei(θ−s)
)
.
Now, for v ∈ (0, 2pi),
1− eiv = eiv/2(e−iv/2 − eiv/2) = −2i sin(v/2) eiv/2 = 2 sin(v/2) ei(v−pi)/2.
Now, sin(v/2) > 0 and (v − pi)/2 ∈ (−pi/2, pi/2) and hence
Im log
(
1− eiv) = v − pi
2
,
since we take the principal branch of the logarithm. Now, for θ ∈ [0, 2pi)\{s, t}, θ − s +
2pi1{θ<s} and θ − t+ 2pi1{θ<t} are in (0, 2pi), which implies
Im log
(
1− ei(θ−t)
)
− Im log
(
1− ei(θ−s)
)
=
θ − t− pi + 2pi1{θ<t}
2
− θ − s− pi + 2pi1{θ<s}
2
=
s− t
2
+ pi
(
1{θ<t} − 1{θ<s}
)
and then Proposition 2.1.3.
2.2. PROOF OF THE MAIN THEOREM 57
2.2 Proof of the main Theorem
2.2.1 Conventions
All the random matrices we will consider are defined, for some N > 1, on the measurable space
(MN (C),F), where F denotes the Borel σ-algebra ofMN (C). The canonical matrix, i.e the
random variable from (MN (C),F) toMN (C) defined by the identity function, is denoted X.
Moreover, we denote by EU(N) the expectation under PU(N), the Haar measure on U(N), and
by ESU(N) the expectation under PSU(N), the Haar measure on SU(N). For example, if F is
a bounded, Borel function fromMN (C) to R,
ESU(N)[F (X)] =
∫
MN (C)
F (M)dPSU(N)(M).
2.2.2 An estimate in average of the logarithm of the characteristic poly-
nomial
Lemma 2.2.1. There exists a universal constant c1 > 0 such that for all N > 2, and A > 0,∫ 2pi
0
PSU(N)
(∣∣∣ logZX(θ)∣∣∣ > A√logN) dθ
2pi
6 c1e−
A
2
(
A∧
√
logN
2
)
Proof. For all λ > 0,∫ 2pi
0
PSU(N)
(∣∣∣ logZX(θ)∣∣∣ > A√logN) dθ
2pi
6 e−λA
√
logN
∫ 2pi
0
ESU(N)
(
eλ|logZX(θ)|
) dθ
2pi
6 e−λA
√
logNEU(N)
(
eλ|logZX(0)|
)
(by (2.2))
6 e−λA
√
logNEU(N)
(
eλ(|Re logZX(0)|+|Im logZX(0)|)
)
Using the inequality e|a|+|b| 6 ea+b+ea−b+e−a+b+e−a−b, valid for all a, b ∈ R, and writing
the right-hand side of this inequality as 4E
(
eBa+B
′b
)
for B and B′ being two independent
Bernoulli random variables independent of U such that P (B = 1) = 1−P (B =−1) = 1/2, we
have:
∫ 2pi
0
PSU(N)
(∣∣∣ logZX(θ)∣∣∣ > A√logN) dθ
2pi
6 4e−λA
√
logNEU(N)
(
eλ(BRe logZX(0)+B
′Im logZX(0) )
)
.
We now use the fact ([62] and [48], p.16) that for s, t ∈ C such that Re(s+it) and Re(s−it)
are strictly larger than −1:
EU(N)
(
esRe logZX(0)+t Im logZX(0)
)
=
G
(
1 + s+it2
)
G
(
1 + s−it2
)
G (1 +N)G (1 +N + s)
G
(
1 +N + s+it2
)
G
(
1 +N + s−it2
)
G (1 + s)
(2.6)
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where G is the Barnes G-function, defined for all z ∈ C, by
G(z + 1) := (2pi)z/2e−[(1+γ)z
2+z]/2
∞∏
n=1
(
1 +
z
n
)n
e−z+(z
2/2n),
γ being the Euler constant. The function G also satisfies the functional equation G(z + 1) =
Γ(z)G(z).
In other words, one has
EU(N)
(
esRe logZX(0)+t Im logZX(0)
)
=
G
(
1 + s+it2
)
G
(
1 + s−it2
)
G (1 + s)
N(s
2+t2)/4GN,s,t,
where, by the classical estimates of the Barnes function,
GN,s,t := N
−(s2+t2)/4 G (1 +N)G (1 +N + s)
G
(
1 +N + s+it2
)
G
(
1 +N + s−it2
)
tends to 1 when N goes to infinity, uniformly on s and t if these parameters are bounded.
For any sequence (λN )N>1 such that λN ∈ [0, 1/2], one has (taking s = λNB and t =
λNB
′):
EU(N)
(
eλN (BRe logZX(0)+B
′Im logZX(0) )
)
= M(λN )N
λ2N
2 ,
where
M(λN ) := E
G
(
1 + λN
B+iB′
2
)
G
(
1 + λN
B−iB′
2
)
G(1 + λNB)
GN,λNB,λNB′
 .
Since the function G is holomorphic, with no zero on the half-plane {Re > 0}, and since
GN,λB,λB′ tends to 1 when N goes to infinity, uniformly on λ ∈ [0, 1/2], the quantity M(λ) is
uniformly bounded by some universal constant c′ > 0, for λ ∈ [0, 1/2]. Hence,
EU(N)
(
eλN (BRe logZX(0)+B
′Im logZX(0) )
)
6 c′N
λ2N
2 ,
for N going to infinity, which implies:∫ 2pi
0
PSU(N)
(∣∣∣ logZX(θ)∣∣∣ > A√logN) dθ
2pi
6 4c′e−λNA
√
logN+(λ2N logN)/2.
Now, taking λN = (1/2) ∧ (A/
√
logN) gives
∫ 2pi
0
PSU(N)
(∣∣∣ logZX(θ)∣∣∣ > A√logN) dθ
2pi
6 4c′e−λN
√
logN [A−(λN
√
logN)/2]
6 4c′e−λN
√
logN [A−(A/√logN)(√logN)/2]
6 4c′e−λN
√
logN(A/2)
6 4c′e−[(
√
logN/2)∧A](A/2)
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2.2.3 An estimate on the imaginary part of the log-characteristic polyno-
mial
From the previous result, we obtain the following estimate for the imaginary part of the
log-characteristic polynomial:
Lemma 2.2.2. There exists a universal constant c′1 > 0 such that for all N > 2, A > 0, and
θ ∈ R,
PSU(N)
(∣∣∣Im logZX(θ)∣∣∣ > A√logN) 6 c′1e−A2 (A∧√logN2 )
Proof. We use here the probabilistic splitting established in [19] which shows that (see also
[14] for an infinite-dimensional point of view), for any U ∈ U(N), there exists, for 1 6 j 6 N ,
xj on the unit sphere of Cj , uniquely determined, such that
U = R(xN )
(
R(xN−1) 0
0 1
)(
R(xN−2) 0
0 I2
)
· · ·
(
R(x1) 0
0 IN−1
)
, (2.7)
where R(xj) denotes the unique unitary matrix in U(j) sending the last basis vector ej of Cj
to xj , and such that the image of Ij −R(xj) is the vector space generated by ej − xj .
Moreover, the characteristic polynomial of U(N) is given by
ZU (0) =
N∏
j=1
(1− 〈xj , ej〉),
and then its logarithm is
logZU (0) =
N∑
j=1
log(1− 〈xj , ej〉), (2.8)
when 1 is not an eigenvalue of U , taking the principal branch of the logarithm on the right-
hand side. Notice that the determination of the logarithm given by this formula fits with the
definition involving the eigenangles (2.4). Indeed, the two formulas depend continuously on
the matrix U , on the connected set {U ∈ U(N), 1 /∈ Spec(U)}, and their exponentials are
equal, hence, it is sufficient to check that they coincide for one matrix U , for example −IN
(in this case, xj = −ej for all j and the two formulas give N log 2).
If U follows the uniform distribution on U(N), then the vectors (xj)16j6N are independent
and xj is uniform on the sphere of Cj . The determinant of U is equal to the product of the
determinants of R(xj) for 1 6 j 6 N , and since R(x1) is the multiplication by x1 on C, one
has
det(U) = x1
N∏
j=2
Γj(xj),
where Γj is a function from Cj to the unit circle U. From this, let us deduce that under the
measure PSU(N),θ:
1. The vectors (xj)26j6N are independent, xj being uniform on the unit sphere of Cj .
2. The value of x1 ∈ U is uniquely determined by the determinant det(U) = eiNθ,
x1 = e
iNθ
N∏
j=2
[Γj(xj)]
−1.
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Indeed, let P′SU(N),θ be the probability measure on the image of SU(N) by the multiplication
by eiθ, under which the law of (xj)16j6N is given by the two items above. This probability
measure can be constructed as the law of the random matrix U given by the formula (2.7),
where (xj)16j6N are random vectors whose joint distribution is given by the items (1) and
(2) just above. We now have to prove that PSU(N),θ = P′SU(N),θ. Let us first notice that the
joint law of (xj)26j6N , under the probability measure P′SU(N),θ, does not depend on θ. Hence,
under the averaged measure ∫ 2pi
0
P′SU(N),θ
dθ
2pi
,
the vectors (xj)26j6N still have the same law, i.e. they are independent and xj is uniform
on the unit sphere of Cj . Moreover, conditionally on (xj)26j6N , x1 = eiNθ
∏N
j=2[Γj(xj)]
−1,
where θ is uniform on [0, 2pi). Hence, (xj)16j6N are independent, x1 is uniform on U, and
then xj in uniform on the unit sphere of Cj for all j ∈ {1, . . . , N}, which implies∫ 2pi
0
P′SU(N),θ
dθ
2pi
= PU(N) =
∫ 2pi
0
PSU(N),θ
dθ
2pi
.
Now, PSU(N),2pi/N is the image of PSU(N) by multiplication by ei2pi/NIN , which is a matrix in
SU(N): the invariance property defining the Haar measure PSU(N) implies that PSU(N),2pi/N =
PSU(N), and then θ 7→ PSU(N),θ is (2pi/N)-periodic. It is the same for θ 7→ P′SU(N),θ, since the
values of x1, . . . xN involved in the definition of P′SU(N),θ do not change if we add a multiple
of 2pi/N to θ. Hence, ∫ 2pi/N
0
P′SU(N),θ
Ndθ
2pi
=
∫ 2pi/N
0
PSU(N),θ
Ndθ
2pi
.
Now, let F be a continuous, bounded function from U(N) to R. By applying the equality
above to the function U 7→ F (U)1{detU∈{eiNθ, θ∈I}}, for an interval I ⊂ [0, 2pi/N), one deduces
with obvious notation that:∫
I
E′SU(N),θ(F )
dθ
|I| =
∫
I
ESU(N),θ(F )
dθ
|I| ,
where |I| is the length of I. Now, by definition of PSU(N),θ and P′SU(N),θ, the first measure is the
image of PSU(N) by multiplication by eiθ, and the second measure is the image of P′SU(N),0 by
right multiplication by the matrix
(
eiNθ 0
0 IN−1
)
. Hence, by continuity and boundedness of
F , and by dominated convergence, ESU(N),θ(F ) and E′SU(N),θ(F ) are continuous with respect
to θ. By considering a sequence (Ir)r>1 of intervals containing a given value of θ and whose
length tends to zero, one deduces, by letting r →∞,
E′SU(N),θ(F ) = ESU(N),θ(F ).
We now get the equality PSU(N),θ = P′SU(N),θ, and then the law of (xj)16j6N under PSU(N),θ
described above.
Hence, the sequence (xj)26j6N has the same law under PSU(N),θ and PU(N). We now use
this fact to construct a coupling between these two probability measures on the unitary group.
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The general principle of coupling is the following: when we want to show that two prob-
ability distributions P1 and P2 on a metric space have a similar behavior, a possible strategy
is to construct a couple (U,U ′) of random variables defined on the same probability space en-
dowed with a probability P, such that the law of U under P is P1, the law of U ′ under P is P2,
and the distance between U and U ′ is small with high probability. In the present situation, we
take (x′j)16j6N independent, x
′
j uniform on the unit sphere of Cj for all j ∈ {1, . . . , N}, and
we construct, by using (2.7), a random matrix U ′ following PU(N). Then, we do the coupling
by taking xj := x′j for 2 6 j 6 N and
x1 := e
iNθ
N∏
j=2
[Γj(xj)]
−1,
which gives a random matrix U following PSU(N),θ. From the fact that xj = x′j for j > 2 and
the equation (2.8), we get the following:
logZU (0)− logZU ′(0) = log(1− x1)− log(1− x′1),
and in particular,
|Im logZU (0)− Im logZU ′(0)| 6 pi.
Now, for B :=
(
A− pi√
logN
)
+
, one gets :
PSU(N)
(∣∣∣Im logZX(−θ)∣∣∣ > A√logN) = PSU(N),θ (∣∣∣Im logZX(0)∣∣∣ > A√logN)
= P
(∣∣∣Im logZU (0)∣∣∣ > A√logN)
6 P
(∣∣∣Im logZU ′(0)∣∣∣ > A√logN − pi)
= PU(N)
(∣∣∣Im logZX(0)∣∣∣ > B√logN)
=
∫ 2pi
0
PSU(N)
(∣∣∣Im logZX(θ)∣∣∣ > B√logN) dθ
2pi
6
∫ 2pi
0
PSU(N)
(∣∣∣ logZX(θ)∣∣∣ > B√logN) dθ
2pi
6 c1e−
B
2
(
B∧
√
logN
2
)
Now, if B 6
√
logN
2 ,
A
2
(
A ∧
√
logN
2
)
6 A
2
2
6 1
2
(
B +
pi√
logN
)2
=
B2
2
+
Bpi√
logN
+
pi2
2 logN
6 B
2
2
+
pi
2
+
pi2
2 log 2
=
B
2
(
B ∧
√
logN
2
)
+
pi
2
+
pi2
2 log 2
If B >
√
logN
2 ,
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A
2
(
A ∧
√
logN
2
)
6 A
√
logN
4
6
√
logN
4
(
B +
pi√
logN
)
=
B
√
logN
4
+
pi
4
=
B
2
(
B ∧
√
logN
2
)
+
pi
4
Hence, we get Lemma 2.2.2, with
c′1 = c1e
pi
2
+ pi
2
2 log 2 .
2.2.4 Bound on the concentration of the law of the log-characteristic poly-
nomial
Lemma 2.2.3. For N > 4, θ ∈ [0, 2pi), x0 ∈ R and δ ∈ (0, 1/2), one has
PSU(N)[| log |ZX(θ)| − x0| 6 δ
√
logN ] 6 Cδ log(1/δ),
where C > 0 is a universal constant.
Proof. The proof of Lemma 2.2.3 needs several steps.
Sublemma 2.2.4. For j > 1 integer, s, t ∈ R, let us define
Q(j, s, t) :=
(
j + it−s2
) (
j + it+s2
)
j(j + it)
.
Then,
1. For s2 + t2 > 8j2, |Q(j, s, t)| > max
(
1,
√
s2+t2
8j
)
.
2. For j2 6 s2 + t2 6 8j2, |Q(j, s, t)| 6 1.
3. For s2 + t2 6 j2, |Q(j, s, t)| 6 e−(s2+t2)/10j2.
Proof. One has:
Q(j, s, t) =
1− s2+t2
4j2
+ it/j
1 + it/j
. (2.9)
If s2 + t2 6 8j2, it is immediate that the numerator has a smaller absolute value than the
denominator, i.e. |Q(j, s, t)| 6 1. Moreover,
|Q(j, s, t)|2 =
1− s2+t2
2j2
+ (s
2+t2)2
16j4
+ t
2
j2
1 + t
2
j2
= 1−
(
s2+t2
2j2
)(
1− s2+t2
8j2
)
1 + t
2
j2
and in the case where s2 + t2 6 j2, one deduces
|Q(j, s, t)|2 6 1− 7(s
2 + t2)
32j2
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and then
|Q(j, s, t)| 6 e−7(s2+t2)/64j2 6 e−(s2+t2)/10j2 .
Now, if s2 +t2 > 8j2, the numerator in (2.9) has a larger absolute value than the denominator,
and then |Q(j, s, t)| > 1. Moreover, since (s2 + t2)/8j2 > 1,
|Q(j, s, t)|2 =
(
s2+t2
4j2
− 1
)2
+ t
2
j2
1 + t
2
j2
>
(
s2+t2
8j2
)2
+ t
2
j2
1 + t
2
j2
>
(
s2+t2
8j2
)2
+ s
2+t2
j2
1 + s
2+t2
j2
> 1
64
.
(
s2+t2
j2
)2
+ s
2+t2
j2
1 + s
2+t2
j2
=
s2 + t2
64j2
which finishes the proof of the sublemma.
Sublemma 2.2.5. Let j > 1 be an integer, let ρj and σj be the real and imaginary parts of
log(1 −√β1,j−1eiθ), where β1,j−1 is a beta random variable with β(1, j − 1) distribution and
θ is independent of β1,j−1, uniform on [0, 2pi]. Then, for s, t ∈ R,
|E[ei(tρj+sσj)]| 6 e−(s2+t2)/30j
if s2 + t2 6 8j2, and
|E[ei(tρj+sσj)]| 6 8√
s2 + t2
if s2 + t2 > 8j2 and j > 2.
Proof. For t ∈ R and s ∈ C with real part strictly between −1 and 1,
E[ei(tρj+sσj)] =
Γ(j)Γ(j + it)
Γ
(
j + it−s2
)
Γ
(
j + it+s2
) (2.10)
(see [19]). Now, if t is fixed, the function
s 7→ E[ei(tρj+sσj)]
is holomorphic, since the imaginary part is uniformly bounded (by pi/2), which implies that
(2.10) holds for all t ∈ R, s ∈ C, and in particular for all s, t ∈ R. Moreover,
Γ(k)Γ(k + it)
Γ
(
k + it−s2
)
Γ
(
k + it+s2
) −→
k→∞
1,
since Γ(k+ z)/Γ(k) is equivalent to kz for all z ∈ C. Hence, by using the equation Γ(z+ 1) =
zΓ(z), one deduces:
E[ei(tρj+sσj)] =
∞∏
k=j
(
k + it−s2
) (
k + it+s2
)
k(k + it)
=
∞∏
k=j
Q(k, s, t).
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If s2 +t2 6 8j2, then |Q(k, s, t)| 6 1 for all k > j and |Q(k, s, t)| 6 e−(s2+t2)/10k2 for all k > 3j.
Hence
|E[ei(tρj+sσj)]| 6
∞∏
k=3j
e−(s
2+t2)/10k2 6
∞∏
k=3j
e−(s
2+t2)/10k(k+1) = e−(s
2+t2)/30j .
Now let us assume s2 + t2 > 8j2. One has:
E[ei(tρj+sσj)] =
Γ(1)Γ(1 + it)
Γ
(
1 + it−s2
)
Γ
(
1 + it+s2
) j−1∏
k=1
1
Q(k, s, t)
where all the factors 1Q(k,s,t) have absolute value bounded by one. By considering the case
where j = 1, one deduces ∣∣∣∣∣ Γ(1)Γ(1 + it)Γ (1 + it−s2 )Γ (1 + it+s2 )
∣∣∣∣∣ 6 1,
and then, for j > 2,
|E[ei(tρj+sσj)]| 6 1|Q(1, s, t)| 6
8√
s2 + t2
.
Sublemma 2.2.6. For N > 4 and θ ∈ [0, 2pi), the distribution of log(ZX(θ)) under Haar
measure on U(N) has a density with respect to Lebesgue measure on C, which is continuous
and bounded by C0/ log(N), where C0 > 0 is a universal constant.
Proof. By the results in [19] and the previous sublemma, one checks that the characteristic
function Φ of log(ZX(θ)) ∈ C ∼ R2 is given by
Φ(s, t) =
N∏
j=1
E[ei(tρj+sσj)].
If s2 + t2 > 32N , one has s2 + t2 > 128 > 8j2 for j ∈ {2, 3, 4}. Hence,
|Φ(s, t)| 6 |E[ei(tρ2+sσ2)]||E[ei(tρ3+sσ3)]||E[ei(tρ4+sσ4)]| 6 512
(s2 + t2)3/2
.
If s2 + t2 6 32N , then s2 + t2 6 8j2 for all j > 2
√
N . Hence,
|Φ(s, t)| 6
∏
2
√
N6j6N
E[ei(tρj+sσj)] 6 exp
−(s2 + t2) ∑
2
√
N6j6N
1
30j
 .
Since e1/j > j+1j , one deduces
|Φ(s, t)| 6
∏
2
√
N6j6N
(
j
j + 1
)(s2+t2)/30
6
(
2
√
N + 1
N + 1
)(s2+t2)/30
6
(
3
√
N
N
)(s2+t2)/30
= e− log(N/9)(s
2+t2)/60
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Now, for N > 10,
∫
R2
|Φ(s, t)|dsdt 6
∫
R2
512
(s2 + t2)3/2
1{s2+t2>32N}dsdt+
∫
R2
e− log(N/9)(s
2+t2)/60 1{s2+t2632N}dsdt
= pi
(∫ 32N
0
e−u log(N/9)/60du+
∫ ∞
32N
512
u−3/2
du
)
6 60pi
log(N/9)
+ 1024pi(32N)−1/2 6 10000
logN
,
and for N ∈ {4, 5, 6, 7, 8, 9},
∫
R2
|Φ(s, t)|dsdt 6
∫
R2
512
(s2 + t2)3/2
1{s2+t2>32N}dsdt+
∫
R2
1{s2+t2632N}dsdt
= pi
(∫ 32N
0
du+
∫ ∞
32N
512
u−3/2
du
)
6 32piN + 1024pi(32N)−1/2 6 288pi + 1024pi(128)−1/2 6 10000
log 9
.
By applying Fourier inversion, we obtain Sublemma 2.2.6.
Let us now go back to the proof of Lemma 2.2.3. For any X ∈ U(N) with eigenvalues
(eiθj )16j6N , one has, in the case where eiθ 6= eiθj for all j ∈ {1, . . . , N}, and modulo pi,
I := Im(log(ZX(θ)) =
∑
16j6N
Im(log(1− ei(θj−θ)))
=
1
2
∑
16j6N
(θj − θ) +
∑
16j6N
Im(log(e−i(θj−θ)/2 − ei(θj−θ)/2))
=
1
2
Im(log det(X))− Nθ
2
+
∑
16j6N
Im (log (−2i sin (θj − θ)/2)))
=
J
2
− N(θ + pi)
2
where J denotes the version of Im(log det(X)) lying on the interval (−pi, pi]. Hence, for any
 ∈ (0, pi), |J | 6  if and only if I is on an interval of the form
[
2kpi−−N(θ+pi)
2 ,
2kpi+−N(θ+pi)
2
]
for some k ∈ Z. Now, for some A > 0 chosen later in function of δ, let Φ be a continuous
function from C to [0, 1] such that Φ(z) = 1 if |Rez − x0| 6 δ
√
logN and |Imz| 6 A√logN ,
and such that Φ(z) = 0 for |Rez − x0| > 2δ
√
logN or |Imz| > 2A√logN .
For  ∈ (0, pi), and under the Haar measure PU(N) on U(N),
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pi

EU(N)
[
Φ(log(ZX(θ)))1{|J |6}
]
=
pi

∑
k∈Z
EU(N)
[
Φ(log(ZX(θ)))1{ 2kpi−−N(θ+pi)
2
6I6 2kpi+−N(θ+pi)
2
}]
=
pi

∑
k∈Z
∫ ∞
−∞
dx
∫ (2kpi+−N(θ+pi))/2
(2kpi−−N(θ+pi))/2
dy D(x+ iy)Φ(x+ iy)
= pi
∑
k∈Z
∫ ∞
−∞
dx
∫ 1/2
−1/2
duD(x+ i[kpi −N(θ + pi))/2 + u])Φ(x+ i[kpi −N(θ + pi))/2 + u]),
where D denotes the density of the law of log(ZX(θ)), with respect to the Lebesgue measure.
Now,
D(x+ i[kpi −N(θ + pi))/2 + u])Φ(x+ i[kpi −N(θ + pi))/2 + u])
is uniformly bounded by the overall maximum ofD and vanishes as soon as |x−x0| > 2δ
√
logN
or |k|pi > N(|θ|+ pi)/2 + pi/2 + 2A√logN . Since D and Φ are continuous functions, one can
apply dominated convergence and deduce that
pi

EU(N)
[
Φ(log(ZX(θ)))1{|J |6}
]
converges to
pi
∑
k∈Z
∫ ∞
−∞
D(x+ i[kpi −N(θ + pi))/2])Φ(x+ i[kpi −N(θ + pi))/2])dx
when  goes to zero. On the other hand, if the matrix X follows PSU(N) and if T is an
independent uniform variable on (−pi, pi], then XeiT/N follows PU(N) and its determinant is
eiT . One deduces:
pi

EU(N)
[
Φ(log(ZX(θ)))1{|J |6}
]
=
pi

ESU(N)
[
Φ(log(ZXeiT/N (θ)))1{|T |6}
]
=
1
2
∫ 
−
ESU(N) [Φ(log(ZXeit/N (θ)))] dt
=
∫ 1/2
−1/2
ESU(N) [Φ(log(ZXe2iv/N (θ)))] dv
Now, the function X 7→ Φ(log(ZX(θ))) is continuous from U(N) to [0, 1], since Φ is
continuous with compact support and X 7→ log(ZX(θ))) has discontinuities only at points
where its real part goes to −∞. One can then apply dominated convergence and obtain:
pi

EU(N)
[
Φ(log(ZX(θ)))1{|J |6}
] −→
→0
ESU(N) [Φ(log(ZX(θ)))] .
By comparing to the convergence obtained just above, one deduces
ESU(N) [Φ(log(ZX(θ)))] = pi
∑
k∈Z
∫ ∞
−∞
D(x+ i[kpi−N(θ+pi))/2])Φ(x+ i[kpi−N(θ+pi))/2])dx.
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Since D(z) 6 C0/ logN and
1{|x−x0|6δ√logN,|y|6A√logN} 6 Φ(x+ iy) 6 1{|x−x0|62δ√logN,|y|62A√logN}
for all x, y ∈ R, one deduces
PSU(N)[| log |ZX(θ)| − x0| 6 δ
√
logN, |Im logZX(θ)| 6 A
√
logN ] 6 pidLC0
logN
,
where d = 4δ
√
logN is the length of the interval [x0− 2δ
√
logN, x0 + 2δ
√
logN ] and L is the
number of integers k such that |kpi−N(θ+pi))/2| 6 2A√logN . Now, it is easy to check that
L 6 1 + 4A
√
logN
pi , and then
PSU(N)
[
| log |ZX(θ)| − x0| 6 δ
√
logN, |Im logZX(θ)| 6 A
√
logN
]
6 16C0Aδ +
4piδ C0√
logN
.
Using Lemma 2.2.2, one obtains
PSU(N)
[
| log |ZX(θ)| − x0| 6 δ
√
logN
]
6 16C0Aδ +
4piδ C0√
logN
+ c′1e
−A
2
(
A∧
√
logN
2
)
.
Let us now choose A := 1 + 5 log(1/δ). One gets
A ∧
√
logN
2
= [1 + 5 log(1/δ)] ∧
√
logN
2
>
√
log 2
2
and then
A
2
(
A ∧
√
logN
2
)
> 5
√
log 2 log(1/δ)
4
> log(1/δ).
Therefore,
PSU(N)
[
| log |ZX(θ)| − x0| 6 δ
√
logN
]
6 16C0 δ + 80C0 δ log(1/δ) +
4piδ C0√
logN
+ c′1δ.
Since δ < 1/2, one has δ 6 δ log(1/δ)/ log(2), which implies Lemma 2.2.3, for
C =
16C0
log 2
+ 80C0 +
4pi C0
(log 2)3/2
+
c′1
log 2
.
2.2.5 Behaviour of the oscillation in short intervals of the log-characteristic
polynomial
Lemma 2.2.7. There exists c2 > 0 such that for µ ∈ R and A > 0 and uniformly in N >
M > 2 ∨ |µ|2pi ,
PSU(N)
(∫ 2pi
0
∣∣∣∣Re logZX (θ + µN )−Re logZX(θ)
∣∣∣∣dθ2pi > A√logM
)
6 c2
A2
,
PSU(N)
(∫ 2pi
0
∣∣∣∣Im logZX (θ + µN )− Im logZX(θ)
∣∣∣∣dθ2pi > A√logM
)
6 c2
A2
.
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Proof. By symmetry of the problem, we can assume µ > 0. Setting
Rθ := Re logZX
(
θ +
µ
N
)
−Re logZX(θ)
for fixed µ (or the same expression with the imaginary part), we get:
PSU(N)
(∫ 2pi
0
|Rθ| dθ
2pi
> A
√
logM
)
6 1
A2 logM
ESU(N)
((∫ 2pi
0
|Rθ| dθ
2pi
)2)
6 1
A2 logM
ESU(N)
(∫ 2pi
0
R2θ
dθ
2pi
)
=
1
A2 logM
∫ 2pi
0
ESU(N)
(
R2θ
) dθ
2pi
=
1
A2 logM
EU(N)
(
R20
)
(by (2.2))
Now, under U(N), the canonical matrix X is almost surely unitary: let θ1, . . . , θN be its
eigenangles in [0, 2pi). For j ∈ {1, . . . , N} and t ∈ [0, 2pi)\{θj}, we can expand the logarithm:
log(1− ei(θj−t)) = −
∑
k>1
eik(θj−t)
k
as a semi-convergent series. Hence, for t such that ZX(t) 6= 0,
logZX(t) = −
N∑
j=1
∑
k>1
eik(θj−t)
k
= −
∑
k>1
e−ikt
k
tr
(
Xk
)
.
Thus:
Re logZX(t) = −1
2
∑
k>1
1
k
e−ikt tr
(
Xk
)
+
∑
k>1
1
k
eikt tr
(
X−k
) = −1
2
∑
k∈Z∗
1
|k|e
−ikt tr
(
Xk
)
Im logZX(t) = − 1
2i
∑
k>1
1
k
e−ikt tr
(
Xk
)
−
∑
k>1
1
k
eikt tr
(
X−k
) = − 1
2i
∑
k∈Z∗
1
k
e−ikt tr
(
Xk
)
.
Here, the series in k ∈ Z∗ are semi-convergent: more precisely, setting for K > 1,
S
(K)
t := −
1
2
∑
k∈Z∗,|k|6K
1
|k|e
−ikt tr
(
Xk
)
,
and
St := Re logZX(t),
S
(K)
t tends almost surely to St when K goes to infinity.
Moreover, one has the following classical result ([33]): for all p, q ∈ Z,
EU(N)
(
tr (Xp)tr (Xq)
)
= 1{p=q} |p| ∧N. (2.11)
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Hence, for K,L > 1, t, u ∈ R,
EU(N)
(
S
(K)
t S
(L)
u
)
= EU(N)
1
4
∑
p,q∈Z∗,|p|6K,|q|6L
e−i(pt+qu)
|pq| tr (X
p) tr (Xq)

=
1
4
∑
p,q∈Z∗,|p|6K,|q|6L
e−i(pt+qu)
|pq| EU(N) (tr (X
p) tr (Xq))
=
1
4
∑
p,q∈Z∗,|p|6K,|q|6L
e−i(pt+qu)
|pq| 1{p=−q} |q| ∧N (from (2.11) )
=
1
4
∑
k∈Z∗,|k|6K∧L
eik(u−t)
k2
|k| ∧N
=
1
2
∑
16k6K∧L
k ∧N
k2
(
eik(u−t) + e−ik(u−t)
2
)
=
1
2
∑
16k6K∧L
k ∧N
k2
cos (k(u− t)) .
One deduces that
EU(N)
(
(S
(K)
t − S(L)t )2
)
= EU(N)
(
(S
(K)
t )
2
)
+ EU(N)
(
(S
(L)
t )
2
)
− 2EU(N)
(
S
(K)
t S
(L)
t
)
=
1
2
∑
k>1
k ∧N
k2
cos (k(u− t)) (1{k6K} + 1{k6L} − 21{k6K∧L})
=
1
2
∑
k>1
k ∧N
k2
cos (k(u− t)) 1{K∧L<k6K∨L}
6 1
2
∑
k>K∧L
k ∧N
k2
,
which tends to zero when K ∧ L goes to infinity. Hence, S(K)t converges in L2 when K goes
to infinity, and the limit is necessarily St. Therefore,
EU(N) (StSu) = lim
K→∞
1
2
∑
16k6K∧L
k ∧N
k2
cos (k(u− t)) = 1
2
∑
k>1
k ∧N
k2
cos (k(u− t)) .
The same computation with S˜t := Im logZX(t) gives exactly the same equality:
EU(N)
(
S˜tS˜u
)
=
1
2
∑
k>1
k ∧N
k2
cos (k(u− t))
It is therefore enough to achieve the computations only with St. Using this last formula,
we can write, with α = µN :
EU(N)
(
R20
)
= EU(N)
(
(Sα − S0)2
)
= 2EU
(
S20 − SαS0
)
=
∑
k>1
k ∧N
k2
(1− cos (kα))
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We can then develop EU(N)
(
R20
)
:
EU(N)
(
R20
)
=
∑
k>1
k ∧N
k2
−
∑
k>1
k ∧N
k2
cos
(
kµ
N
)
But we also have∑
k>1
k ∧N
k2
=
N∑
k=1
1
k
+N
∑
k>N
1
k2
= logN + γ +O(1/N) +N
(
1
N
+O
(
1
N2
))
Moreover we have the following result ([48], p.37), uniformly on θ ∈ [−pi, pi]:
∑
k>1
k ∧N
k2
cos(kθ) = − log
∣∣∣∣2 sin(θ2
)∣∣∣∣+ Ci (N |θ|) + cos (Nθ)− pi2N |θ|+Nθ Si (Nθ)
+O
(
1
N
)
(2.12)
where:
Si (z) :=
∫ z
0
sinx
x
dx =
pi
2
− cos z
z
+
∫ +∞
z
cosx
x2
dx
Ci (z) := −
∫ +∞
z
cosx
x
dx = γ − log z +
∫ z
0
cosx− 1
x
dx
Recall also that ∫ +∞
0
sinx
x
dx =
pi
2
.
Let us denote f (µ) := logµ + pi2µ − cosµ − Ci (µ) − µSi (µ). We have, for N going to
infinity:
EU(N)
(
R20
)
= logN + 1 + γ + f(µ)− logµ+ log
∣∣∣∣2 sin(θ2
) ∣∣∣∣+O(1/N) (with (2.12) )
= logN + 1 + γ + f(µ)− logµ+ log
(
2
µ
2N
(
1 +O
(( µ
N
)2)))
+O(1/N)
= 1 + γ + f(µ) +O
(( µ
N
)2)
+O(1/N).
Let us now study the behavior of the function f .
f(µ) = log µ− cosµ+ µ
(pi
2
− Si (µ)
)
− Ci (µ)
= logµ− cosµ+ µ
(
cosµ
µ
−
∫ +∞
µ
cosx
x2
dx
)
−
(
γ − logµ+
∫ µ
0
cosx− 1
x
dx
)
= −γ − µ
∫ +∞
µ
cosx
x2
dx+
∫ µ
0
cosx− 1
x
dx
One has:
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f(µ) = −γ − µO
(∫ +∞
µ
1
x2
dx
)
+O
(∫ µ
0
(
1
x
∧ 1
)
dx
)
= −γ +O (1) +O (1 + log(µ ∨ 1)) = O
(
log
( µ
2pi
∨ 2
))
,
which implies
EU(N)
(
R20
)
= O
(
log
( µ
2pi
∨ 2
))
= O (logM) . (2.13)
2.2.6 Control in probability of the mean oscillation of the log-characteristic
polynomials
Lemma 2.2.8. For a certain n ∈ N, let us consider an i.i.d. sequence (Uj)16j6n of random
matrices following the Haar measure on SU(N). Let us set:
Lj(θ) :=
log
∣∣ZUj (θ)∣∣√
1
2 logN
For δ ∈ (0, 1/2), let us consider the random set:
Eδ :=
n⋃
i=1
{θ ∈ [0, 2pi] / |Li(θ)| > δ−1} ∪⋃
j 6=i
{θ ∈ [0, 2pi] / |Lj(θ)− Li(θ)| 6 δ}

Then, there exists c3 > 0, depending only on n, such that for all N > 4:
E (λ2pi(Eδ)) 6 c3δ log(1/δ),
where λ2pi denotes the normalised Lebesgue measure on [0, 2pi].
Proof. Using Markov’s inequality, one gets:
ESU(N) (λ2pi(Eδ)) =
∫ 2pi
0
dθ
2pi
PSU(N) (θ ∈ Eδ)
6
n∑
i=1
∫ 2pi
0
dθ
2pi
PSU(N)
(|Li(θ)| > δ−1)
+
∑
16i 6=j6n
∫ 2pi
0
dθ
2pi
PSU(N) (|Lj(θ)− Li(θ)| 6 δ)
6 n
∫ 2pi
0
dθ
2pi
PSU(N)
(
|log |ZX(θ)|| > δ−1
√
1
2
logN
)
+ n(n− 1) sup
θ∈[0,2pi],x∈R
PSU(N)
(
|log |ZX(θ)| − x| 6 δ
√
1
2
logN
)
6 nc1e−
δ−1√
2
(
δ−1√
2
∧
√
logN
2
)
+ n(n− 1)C(δ/
√
2) log(
√
2/δ)
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Now,
e
− δ−1√
2
(
δ−1√
2
∧
√
logN
2
)
6 e−
δ−1√
2
(
2√
2
∧
√
log 2
2
)
6 e− δ
−1
5 = O(δ log(1/δ))
and
δ log(
√
2/δ) 6 δ log(
√
δ−1/δ) =
3δ
2
log(1/δ),
which gives Lemma 2.2.8.
2.2.7 Control in expectation of the oscillation of the log-characteristic poly-
nomials on a small period
In the sequel, we consider the dimension N > 4, an integer K such that 2 6 K 6 N/2, defined
as a function of N which is equivalent to N/(logN)3/64 when N goes to infinity. We denote
M := N/K > 2,
which is equivalent to (logN)3/64, and we also define a parameter δ ∈ (0, 1/4) as a function
of N , equivalent to (logN)−3/32 when N goes to infinity. For θ0 ∈ [0, 2pi], we denote, for
0 6 k 6 K.
θk := θ0 +
2pik
K
= θ0 +
2pikM
N
,
and for 0 6 k 6 K − 1,
∆ := θk+1 − θk = 2pi
K
=
2piM
N
.
The angle θ0 is chosen in such a way that the following technical condition is satisfied:
K−1∑
k=0
ESU(N)
(∣∣∣Im logZX(θk + (1−√δ)∆)− Im logZX(θk +√δ∆)∣∣∣)
6 KESU(N)
(∫ 2pi
0
dθ
2pi
∣∣∣Im logZX(θ + (1−√δ)∆)− Im logZX(θ +√δ∆)∣∣∣) .
This choice is always possible: indeed, if the converse (strict) inequality were true for all θ0,
then one would get a contradiction by integrating with respect to θ0 ∈ [0, 2pi/K). We then
define the interval J := [θ0, θ0 + 2pi) = [θ0, θK). Note that all the objects introduced here
can be defined only as a function of N . Moreover, by applying Lemma 2.2.7 to θ +
√
δ∆ and
µ = N(1− 2√δ)∆ 6 2piM , we deduce that the assumption made on θ0 implies:
K−1∑
k=0
ESU(N)
(∣∣∣Im logZX(θk + (1−√δ)∆)− Im logZX(θk +√δ∆)∣∣∣) = O (K√logM)
(2.14)
We can then introduce the 2-oscillation of the real and imaginary parts of the log-
characteristic polynomial:
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Definition 2.2.9. For θ ∈ J and µ ∈ [0, 2piM ], and for the canonical matrix X ∈ U(N), the
2-oscillations of Re logZX and Im logZX are defined by
∆µRθ :=
1√
log(M)
∣∣∣Re logZX (θ + µ
N
)
−Re logZX(θ)
∣∣∣
∆µIθ :=
1√
log(M)
∣∣∣Im logZX (θ + µ
N
)
− Im logZX(θ)
∣∣∣
In case of several matrices (Xj)16j6n, we denote the corresponding 2-oscillations by ∆µR
(j)
θ
and ∆µI
(j)
θ .
In the sequel, we need to introduce several random sets. The most important ones can be
informally described as follows:
1. A set N1 of indices k such that the average of the 2-oscillations ∆µRθ and ∆µIθ of the
log characteristic polynomials for θ ∈ [θk, θk+1] and µ ∈ [0, 2piM ] is sufficiently small.
2. For k ∈ N1, a subset Gk of [θk, θk+1] for which the average of the 2-oscillations with
respect to µ ∈ [0, 2piM ] is small enough.
3. A subset N2 of N1 of "good" indices, such that there exists θ ∈ [θk, θk +
√
δ∆], both in
Gk and E cδ . This last set, introduced in Lemma 2.2.8, corresponds to the fact that the
logarithms of the absolute values of the characterize polynomials are not too large and
not too close from each other: from this last condition, we can define the "carrier wave".
4. For k ∈ N2, and for some θ∗k ∈ [θk, θk +
√
δ∆] ∩ Gk ∩ E cδ , a subset Yk of [0, 2piM ] such
that the 2-oscillations ∆µRθ∗k and ∆µIθ∗k are sufficiently small. This condition will ensure
that the carrier wave index corresponding to θ = θ∗k + µ/N does not depend on µ ∈ Yk.
5. From this property, we deduce that, for each pair of consecutive gaps between zeros of
the carrier wave, which are sufficiently large to contain an angle of the form θ∗k+µ/N for
k ∈ N2 and µ ∈ Yk ("roomy gaps"), one can find, with the notation of the introduction,
a sign change of iNeiNθ/2FN (e−iθ), and then a zero of FN .
All these sets will be precisely defined in the sequel of the paper, in a way such that their
measure is "large" with "high" probability. The corresponding estimates will then be used to
prove our main result.
Lemma 2.2.10. Let P(n)SU(N) be the n-fold product of the Haar measure on SU(N), E
(n)
SU(N)
the corresponding expectation, and (Xj)16j6n the canonical sequence of n matrices in SU(N).
Then:
1. There exists a random set N1 ⊂ J0,K − 1K such that E(n)SU(N)(|N1|) > (1 − δ)K and
P(n)SU(N)-a.s., ∀ (j, k) ∈ J1, nK×N1,∫ θk+1
θk
∫ 2piM
0
∆µR
(j)
θ
dµ
2piM
dθ
2pi
= O
(
1
δK
)
and ∫ θk+1
θk
∫ 2piM
0
∆µI
(j)
θ
dµ
2piM
dθ
2pi
= O
(
1
δK
)
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2. P(n)SU(N)-a.s., ∀ k ∈ N1, ∃ Gk ⊂ [θk, θk+1) such that λ2pi (Gk) > (1 − δ)/K and, ∀ θ ∈
Gk, j ∈ J1, nK,
∫ 2piM
0
∆µR
(j)
θ
dµ
2piM
= O
(
1
δ2
)
and
∫ 2piM
0
∆µI
(j)
θ
dµ
2piM
= O
(
1
δ2
)
(2.15)
Here, the implied constant in the O(·) symbols depends only on n.
Proof. By (2.13) and the similar estimate for the imaginary part, we have uniformly (with a
universal implied constant),
EU(N)
(
(∆µR0)
2
)
+ EU(N)
(
(∆µI0)
2
)
= O(1).
The Cauchy-Schwarz inequality ensures that
EU(N) (∆µR0) + EU(N) (∆µI0) = O(1),
i.e. ∫
J
ESU(N) (∆µRθ + ∆µIθ)
dθ
2pi
= O(1),
which implies ∫
J
∫ 2piM
0
ESU(N) (∆µRθ + ∆µIθ)
dµ
2piM
dθ
2pi
= O(1).
Splitting the interval J into K equal pieces and applying this estimate to n independent
matrices (Xj)16j6n following the Haar measure on SU(N), one gets
1
n
n∑
j=1
K−1∑
k=0
E(n)SU(N)
(∫ θk+1
θk
∫ 2piM
0
(∆µR
(j)
θ + ∆µI
(j)
θ )
dµ
2piM
dθ
2pi
)
= O(1). (2.16)
Applying Markov inequality, we deduce that there exists a universal constant κ > 0, such that
E(n)SU(N)
(
card
{
(j, k) ∈ J1, nK× J0,K − 1K/∫ θk+1
θk
∫ 2piM
0
∆µR
(j)
θ
dµ
2piM
dθ
2pi
> κn
Kδ
})
6 δK
2
and
E(n)SU(N)
(
card
{
(j, k) ∈ J1, nK× J0,K − 1K/∫ θk+1
θk
∫ 2piM
0
∆µI
(j)
θ
dµ
2piM
dθ
2pi
> κn
Kδ
})
6 δK
2
.
We thus set
N1 :=
n⋂
j=1
{
k ∈ J0,K − 1K/ ∫ θk+1
θk
∫ 2piM
0
∆µR
(j)
θ
dµ
2piM
dθ
2pi
6 κn
Kδ
,
∫ θk+1
θk
∫ 2piM
0
∆µI
(j)
θ
dµ
2piM
dθ
2pi
6 κn
Kδ
}
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and we get:
E(n)SU(N)(|N1|) > (1− δ)K. (2.17)
Now, for k ∈ N1, let us set:
Gk := [θk, θk+1) ∩
n⋂
j=1
{∫ 2piM
0
∆µR
(j)
.
dµ
2piM
6 2κn
2
δ2
,
∫ 2piM
0
∆µI
(j)
.
dµ
2piM
6 2κn
2
δ2
}
Applying again Markov inequality, we get that P(n)SU(N)-a.s.:
λ2pi (Gk) > (1− δ)/K. (2.18)
We now define good indices.
Definition 2.2.11 (Good indices). An index k ∈ J0,K − 1K is said to be good if :
1. k ∈ N1,
2. E cδ ∩ Gk ∩ [θk, θk +
√
δ∆) 6= ∅
We denote by N2 the set of good indices :
N2 :=
{
k ∈ N1
/
E cδ ∩ Gk ∩ [θk, θk +
√
δ∆) 6= ∅
}
(2.19)
An index is said to be bad if it is not good.
We then get the following result:
Lemma 2.2.12. With the notation above, the set of good indices satisfies:
E(n)SU(N)(|N2|) = K
(
1−O
(√
δ log(1/δ)
))
,
where the implied constant in the O(·) symbol depends only on n.
Proof. If k ∈ N c2 , either k ∈ N c1 , or k ∈ N1 and E cδ ∩ Gk ∩ [θk, θk +
√
δ∆) = ∅ , i.e.
N c2 = N
c
1 ∪ N˜1 where:
N˜1 :=
{
k ∈ N1
/
Gk ∩ [θk, θk +
√
δ∆) ⊂ Eδ
}
.
By (2.17), we have E(n)SU(N)(|N c1 |) 6 δK.
For all k ∈ N˜1, we have Eδ ⊃ Gk ∩ [θk, θk +
√
δ∆), i.e. Eδ ⊃
⋃
k∈N˜1 Gk ∩ [θk, θk +
√
δ∆),
where the union is disjoint, and thus, λ2pi (Eδ) >
∣∣∣N˜1∣∣∣mink λ2pi (Gk ∩ [θk, θk +√δ∆)).
P(n)SU(N)-a.s., we have:
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λ2pi
(
Gk ∩ [θk, θk +
√
δ∆)
)
> λ2pi (Gk) + λ2pi
(
[θk, θk +
√
δ∆)
)
− λ2pi ([θk, θk + ∆))
> 1
K
(
(1− δ) +
√
δ − 1
)
by (2.18)
Now, since δ < 1/4, we obtain P(n)SU(N)-a.s.:
λ2pi
(
Gk ∩ [θk, θk +
√
δ∆)
)
>
√
δ
2K
(2.20)
This implies that P(n)SU(N)-a.s.: ∣∣∣N˜1∣∣∣ 6 2K√
δ
λ2pi (Eδ)
Now, by Lemma (2.2.8), E(n)SU(N)
(∣∣∣N˜1∣∣∣) = O (K√δ log(1/δ)) and then:
E(n)SU(N)(|N c2 |) 6 E
(n)
SU(N)(|N c1 |) + E
(n)
SU(N)
(∣∣∣N˜1∣∣∣) 6 δK +O (K√δ log(1/δ)) .
2.2.8 Speed of the good oscillation of the log-characteristic polynomials
Lemma 2.2.13. With the notation above, and P(n)SU(N)-a.s., ∀ k ∈ N2, there exists a random
set Yk ⊂ [0, 2piM ], and θ∗k ∈ E cδ ∩ Gk ∩ [θk, θk +
√
δ∆), such that
λ2piM (Yk) = 1−O
(
δ−2(logN)−1/4(logM)1/2
)
, (2.21)
where λM is 1/2piM times the Lebesgue measure, and for all j ∈ J1, nK, µ ∈ Yk,
∆µR
(j)
θ∗k
= O
(
(logN)1/4
(logM)1/2
)
and ∆µI
(j)
θ∗k
= O
(
(logN)1/4
(logM)1/2
)
(2.21)
Again, the implied constant in the O(·) symbol depends only on n.
Proof. Let k ∈ N2 and θ∗k ∈ E cδ ∩ Gk ∩ [θk, θk +
√
δ∆). We set:
Yk :=
n⋂
j=1
{
∆.R
(j)
θ∗k
6 ε, ∆.I(j)θ∗k 6 ε
}
where
ε :=
(logN)1/4
(logM)1/2
.
Applying Markov inequality, we get:
λ2piM (Y
c
k ) 6 λ2piM
 n⋃
j=1
{
∆.R
(j)
θ∗k
> ε
}+ λ2piM
 n⋃
j=1
{
∆.I
(j)
θ∗k
> ε
}
6 2n
ε
max
16j6n
(∫ 2piM
0
∆µR
(j)
θ∗k
dµ
2piM
∨
∫ 2piM
0
∆µI
(j)
θ∗k
dµ
2piM
)
=
1
ε
O
(
δ−2
)
,
by (2.15) which gives the announced result.
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2.2.9 The number of sign changes
Let us go back to Theorem 2.0.16. We need to estimate the number of zeros of FN on the
unit circle, or equivalently, the number of values of θ ∈ J such that the following quantity
vanishes:
iNeiNθ/2FN (e
−iθ) = iNeiNθ/2
n∑
j=1
bjΦUN,j (e
−iθ) =
n∑
j=1
bji
NeiNθ/2ZUN,j (θ). (2.22)
Using the fact that UN,j ∈ SU(N), one checks that iNeiNθ/2ZUN,j (θ) is real, and then the
number of zeros of FN on the unit circle is bounded from below by the number of sign changes,
when θ increases from θ0 to θ0 +2pi, of the real quantity given by the right-hand side of (2.22).
Now, the order of magnitude of log |ZUN,j (θ)| is
√
logN and more precisely, Lemma 2.2.8
informally means that for most values of θ, the values of log |ZUN,j (θ)| for 1 6 j 6 n are
pairwise separated by an interval of length of order
√
logN . Hence, one of the terms in the
sum at the right-hand side of (2.22) should dominate all the others. If j is the corresponding
index, one can expect that the sign changes of (2.22) can, at least locally, be related to
the corresponding sign changes of iNeiNθ/2ZUN,j (θ), which are associated to the zeros of the
characteristic polynomial ZUN,j . This should give a lower bound on the number of sign changes
of (2.22).
This informal discussion motivates the following definition.
Definition 2.2.14. With the notation of the previous subsections, for all k ∈ N2, we define
the carrier wave index by:
jk := Arg max
j
{
Re logZXj (θ
∗
k)
}
,
where θ∗k is the random angle introduced in Lemma 2.2.13. Moreover, we consider the following
interval:
Jk :=
[
θ∗k, θ
∗
k + (1−
√
δ)∆
]
As θ∗k ∈ E cδ , we have ∀ j 6= jk, Re logZXj (θ∗k) 6 Re logZXjk (θ∗k)− δ√2
√
logN . From (2.21),
we deduce that ∀ j 6= jk, ∀µ ∈ Yk :
Re logZXj
(
θ∗k +
µ
N
)
6 Re logZXjk
(
θ∗k +
µ
N
)
− δ√
2
(logN)1/2 +O
(
(logN)1/4
)
(2.23)
Now, since
1/δ = O((logN)1/10),
with a universal implied constant, we then get, for a universal c > 0,∣∣ZXj (θ∗k + µN )∣∣∣∣∣ZXjk (θ∗k + µN )∣∣∣ 6 exp
(
−2c(logN)0.4 +O
(
(logN)1/4
))
6 exp
(−c(logN)0.4) ,
for N large enough, depending only on n. This implies
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∣∣∣∣∣∣
∑
j 6=jk
bjZXj
(
θ∗k +
µ
N
)∣∣∣∣∣∣ 6
∑
j |bj |
minj |bj |
∣∣∣bjkZXjk (θ∗k + µN )∣∣∣ exp (−c(logN)0.4)
6 1
2
∣∣∣bjkZXjk (θ∗k + µN )∣∣∣
for N > N0, where N0 depends only on n, b1, . . . , bn.
Hence, for k ∈ N2, µ ∈ Yk and θ = θ∗k + µ/N , the quantity
G(θ) :=
n∑
j=1
bji
NeiNθ/2ZXj (θ),
which is P(n)SU(N)-a.s. real, has the same sign as its term of index jk.
Theorem 2.0.16 is proven if we show that the expectation of number of sign changes of
G(θ) for θ ∈ J , under P(n)SU(N), is bounded from below by N − o(N). Hence, it is sufficient to
get:
E(n)SU(N)
∑
k∈N2
Sk
 > N − o(N),
where Sk is the number of sign changes of bjkiNeiNθ/2ZXjk (θ), for θ ∈ Jk ∩ {θ∗k +
µ
N , µ ∈ Yk}.
Now, for k ∈ N2, let αk,1 6 αk,2 6 · · · 6 αk,νk be the eigenangles, counted with multi-
plicity, of Xjk in the interval Jk. The sign of bji
NeiNθ/2ZXjk alternates between the different
intervals (αk,1, αk,2), (αk,2, αk,3), . . . , (αk,νk−1, αk,νk). Hence, for each pair of consecutive in-
tervals containing an angle θ = θ∗k +
µ
N , µ ∈ Yk, we get a contribution of at least 1 for the
quantity Sk.
Every element of Jk can be written as θ∗k +
µ
N , for
0 6 µ 6 (1−
√
δ)N∆ 6 N∆ = 2piM.
The Lebesgue measure of the elements of Jk for which µ /∈ Yk is then bounded by
1
N
λ(Y ck ) =
2piM
N
λ2piM (Y
c
k ),
where λ denotes the standard Lebesgue measure. Hence, if an interval (αk,ν , αk,ν+1) has a
length strictly greater than this bound, it necessarily contains some θ = θ∗k +
µ
N for which
µ ∈ Yk. For some c′ > 0 depending only on n, this condition is implied by
αk,ν+1 − αk,ν > c′M
N
δ−2(logN)−1/4(logM)1/2.
We will say that (αk,ν , αk,ν+1) is a roomy gap if this inequality is satisfied, and a narrow
gap if
αk,ν+1 − αk,ν 6 c′M
N
δ−2(logN)−1/4(logM)1/2.
By the previous discussion, Sk is at least the number of pairs of consecutive roomy gaps
among the intervals (αk,1, αk,2), (αk,2, αk,3), . . . , (αk,νk−1, αk,νk). If there is no narrow gap, the
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number of such pairs is (νk − 2)+ > νk − 2. Moreover, if among the intervals, we replace a
roomy gap by a narrow gap, this removes at most two pairs of consecutive roomy gaps. Hence,
we deduce, for all k ∈ N2, that
Sk > νk − 2− 2ψk,
where νk is the number of zeros of ZXjk in the interval Jk and ψk the number of narrow gaps
among these zeros. Hence, we get the lower bound:
E(n)SU(N)
∑
k∈N2
Sk
 > E(n)SU(N)
∑
k∈N2
νk − 2K − 2ψ
 ,
where ψ is the total number of narrow gaps among the zeros in [0, 2pi) of all the functions
(Zj)16j6n.
Now, P(n)SU(N)-a.s., for all k ∈ N2, we have:
νk =
∣∣∣{θ ∈ [θ∗k, θ∗k + (1−√δ)∆] , Zjk(θ) = 0}∣∣∣
>
∣∣∣{θ ∈ [θk +√δ∆, θk + (1−√δ)∆] , Zjk(θ) = 0}∣∣∣
=
N(1− 2√δ)∆
2pi
+
1
pi
(
Im logZXjk (θk + (1−
√
δ)∆)− Im logZXjk (θk +
√
δ∆)
)
> N
K
(1− 2
√
δ)− 1
pi
n∑
j=1
∣∣∣(Im logZXj (θk + (1−√δ)∆)− Im logZXj (θk +√δ∆))∣∣∣
the second equality coming from Proposition 2.1.3.
Adding this inequality for all k ∈ N2, taking the expectation and using (2.14) yields the
estimates :
E(n)SU(N)
∑
k∈N2
νk
 > N
K
(1− 2
√
δ)E(n)SU(N)(|N2|)
−
n∑
j=1
K−1∑
k=0
E(n)SU(N)
[∣∣∣(Im logZXj (θk + (1−√δ)∆)− Im logZXj (θk +√δ∆))∣∣∣]
> N
K
(1− 2
√
δ)K(1−O(
√
δ log(1/δ)) +O(K
√
logM)
> N(1−O(
√
δ log(1/δ)) +O
(
N
√
logM
M
)
.
Moreover,
2K = O(N/M) (2.24)
It remains to estimate
E(n)SU(N)[2ψ] = 2nESU(N)[χ] = 2nEU(N)[χ],
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where χ denotes the number of narrow gaps between the eigenvalues of the canonical unitary
matrix X. The replacement of SU(N) by U(N) is possible since the notion of narrow gap is
invariant by rotation of the eigenvalues.
Now, the last expectation can be estimated by the following result:
Lemma 2.2.15. For N > 1 and  > 0, let U be a uniform matrix on U(N) and let χε
be the number of pairs of eigenvalues of U whose argument differ by at most ε/N . Then,
E[χε] = O(Nε3).
Proof. For θ1, θ2 ∈ R, the two-point correlation density of the eigenvalues of U at eiθ1 and
eiθ2 , with respect to the uniform probability measure on the unitary group, is given by
ρ(eiθ1 , eiθ2) = N2
[
1−
(
sin[N(θ2 − θ1)/2]
N sin[(θ2 − θ1)/2]
)2]
.
Now,
N | sin[(θ2 − θ1)/2]| 6 N |θ2 − θ1|/2
and then (
sin[N(θ2 − θ1)/2]
N sin[(θ2 − θ1)/2]
)2
>
(
sinx
x
)2
for x = N(θ2 − θ1)/2. Now, for all x ∈ R, | sinx| > sin |x| > |x| − |x|3/6, which implies(
sinx
x
)2
>
(
1− x
2
6
)2
> 1− x
2
3
and
ρ(eiθ1 , eiθ2) 6 N2
[
1−
(
sinx
x
)2]
6 N
2x2
3
=
N4(θ2 − θ1)2
6
.
Integrating the correlation function for θ1 ∈ [0, 2pi) and θ′ := θ2 − θ1 ∈ [−ε/N, ε/N ] gives:
E[χε] 6
∫ 2pi
0
dθ
2pi
∫ ε/N
−ε/N
dθ′
2pi
N4(θ′)2
6
6 N4
∫ ε/N
−ε/N
(θ′)2dθ′ = O
(
N4(ε/N)3
)
.
From this result, applied for
ε = c′Mδ−2(logN)−1/4(logM)1/2
we get the estimate:
E(n)SU(N)[2ψ] = O(Nε
3) = O
(
NM3δ−6(logN)−3/4(logM)3/2
)
. (2.25)
The estimates (2.24), (2.24) and (2.25) imply:
E(n)SU(N)
∑
k∈N2
Sk
 > N [1−O(√δ log(1/δ) + √logM
M
+M3δ−6(logN)−3/4(logM)3/2
)]
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From the values taken for δ and M , we get:
√
δ log(1/δ) = O
(
(logN)−3/64 log logN
)
√
logM
M
= O
(√
log logN(logN)−3/64
)
and
M3δ−6(logN)−3/4(logM)3/2 = O
(
(logN)9/64(logN)18/32(logN)−3/4(log logN)3/2
)
= O
(
(logN)−3/64(log logN)3/2
)
Finally, we get
E(n)SU(N)
∑
k∈N2
Sk
 = N (1−O ((logN)−1/22))
which completes the proof of Theorem 2.0.16.
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Chapter 3
Mod-* convergence
This chapter is devoted to the study of mod-* convergence, a new type of convergence in
probability theory (see definition 3.2.1). We first remind the main notions and theorems of
the theory and then construct a particular sequence of random variables that converges in the
mod-* sense. Using these random variables, we will be able to metrize the convergence (see
chapter 4). Here, we focus on an arithmetic application of this construction, the creation of
a model made of independent random variables conditioned in a certain way that reproduces
the mod-* fluctuations in a celebrated theorem of Selberg and Sathé about the number of
prime divisors of a random uniform integer. We finally propose an explanation of the splitting
phenomenon occuring in the mod-* limit of this latest theorem by means of an additional
randomisation.
3.1 Introduction
The mod-Gaussian convergence concept arose as a refinement of the usual Central Limit
Theorem (CLT). The fact that this theorem occurs in several different situations does not
mean that the same reasons are hidden behind. Indeed, the most famous statement about the
CLT concerns the sum of independent random variables having a second moment, i.e.
Theorem 3.1.1 (CLT). 1. Let (Xk)k be a sequence of i.i.d. random variables with E (X1) =
0 and E
(
X21
)
= 1. Then
1√
n
n∑
k=1
Xk
L−−−−→
n→+∞
N (0, 1)
2. (Lindberg-Feller) If (Xk)k is a sequence of independent random variables with E (Xk) = 0
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and E
(
X21
)
= σ2k, let S
2
n :=
∑n
k=1 σ
2
k = E
(
(
∑n
k=1Xk)
2
)
. Suppose that
1
S2n
n∑
k=1
E
(
X2k1{|Xk|>tSn}
) −−−−→
n→+∞
0
Then
1
Sn
n∑
k=1
Xk
L−−−−→
n→+∞
N (0, 1)
But the Gaussian distribution has a wide range of universality, and the independance does
not play a crucial rôle, as one can see by considering the following
Theorem 3.1.2 (Salem-Zygmund ([105], Sect. XVI-5)). Let U ∼ U ([0, 1]) and
Xk := rk cos (2pinkU + ak)
with 0 6 ak < 2pi, where (nk)k satisfies the following lacunary condition
∃ δ > 0 / ∀ k > 1, nk+1 > (1 + δ)nk
and where (rk)k satisfies the conditions
(i)
∑
k>0
r2k = +∞
(ii)
r2k
r21 + · · ·+ r2k
−−−−→
k→+∞
0
Then, we have the following CLT :
1√∑n
k=1 r
2
k
n∑
k=1
Xk
L−−−−→
n→+∞
N
(
0,
1
2
)
This CLT also holds for linearly independent (nk)k (see [59] p. 47) or for more general
classes of functions than the trigonometric ones : orthogonal systems of uniformly bounded
functions ([76]), Lipschitz functions ([58]), Hölder functions ([40]), etc. What these theorems
show is that a sum of random variables with the same exact source of randomness (whence
terms cannot be more dependant) act as a sum of independent random variables after a proper
renormalisation.
Indeed, this is more the absence of correlation than the absence of dependance that explains
the apparition of the Gaussian distribution. Consequently, if a general CLT captures its
universality, it is too general to capture the specificity of a particular problem, and the question
of the characterisation of a distribution with a weaker renormalisation becomes more relevant.
A fundamental example illustrates the problem (see e.g. [4] and references cited)
Theorem 3.1.3 (Law of small numbers). Let (Bk)k>1 be a sequence of independent Bernoulli
random variables with P (Bk = 1) = pk = 1− P (Bk = 0). Suppose moreover that
(i)
∑
k>1
pk = +∞
(ii)
∑
k>1
p2k < +∞
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Then, we have the following CLT :
1√∑n
k=1 pk
(
n∑
k=1
Bk −
n∑
k=1
pk
)
L−−−−→
n→+∞
N (0, 1)
and the following total variation distance with a Poisson distribution
dTV
(
n∑
k=1
Bk, P
(
n∑
k=1
pk
))
6 1√∑n
k=1 pk
−−−−→
n→+∞
0
On the point of view of the total variation distance, the integer-valued random variable∑n
k=1Bk looks like a Poisson distributed random variable more than a Gaussian, but the
parameter of the Poisson distribution grows to infinity, and a further renormalisation is needed
to make it converge.
This last distributional approximation in terms of total variation distance has a counterpart
for the sum of i.i.d. random variables, the celebrated Berry-Esséen theorem. Indeed, if the
CLT asserts that
dKol
(
1√
n
n∑
k=1
Xk,N (0, 1)
)
:= sup
x∈R
∣∣∣∣∣P
(
1√
n
n∑
k=1
Xk 6 x
)
−
∫ x
−∞
e−u
2/2 du√
2pi
∣∣∣∣∣ −−−−→n→+∞ 0
the Berry-Esséen theorem can be tougth of as its direct continuation since it provides the rate
of convergence of this latest limit.
Theorem 3.1.4 (Berry-Esséen bound, [17, 36]). Let (Xk)k be a sequence of i.i.d. random
variables with E (X1) = 0, E
(
X21
)
= 1 and E
(
|X1|3
)
<∞. Then
dKol
(
1√
n
n∑
k=1
Xk,N (0, 1)
)
6
3E
(
|X1|3
)
√
n
This is a first possible refinement of the CLT, at the “second order”. Another such refine-
ment is the local CLT, which is in particular relevant when no second moment is available
(for Cauchy distributions for instance). For example, consider a random variable Yα selected
according to the symmetric stable distribution of parameter α ∈ (0, 2), i.e.
E
(
eitYα
)
= e−|t|
α
Then, if (Xk)k is a sequence of i.i.d. random variables equal in law to Yα, the usual CLT
fails (there is no first moment, as one can see by differentiating the last equality). But one can
renormalise something else than
∑n
k=1Xk, in particular, one can renormalise the probability
of being in a given set.
Theorem 3.1.5 (Local Central Limit Theorem, [29]). Let (Xk)k be a sequence of symmetric
random variables that are not distributed on a lattice. Suppose that there exists (bk)k such that
bk → +∞ when k → +∞ and that
1
bn
n∑
k=1
Xk
L−−−−→
n→+∞
Yα
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Then, for all B borelian set of R relatively compact such that λ(∂B) = 0 ( λ being the
Lebesgue measure), we have
bn P
(
n∑
k=1
Xk ∈ B
)
−−−−→
n→+∞
sαλ(B) with sα :=
∫
R
e−|t|
α dt
2pi
If moreover (cn)n is a sequence such that cn → +∞ and cn = o(bn) when n→∞, then
bn
cn
P
(
1
cn
n∑
k=1
Xk ∈ B
)
−−−−→
n→+∞
sαλ(B)
This last statement means that the sum is still in the domain of attraction of the local
CLT in the regime below bn. But if cn 6= o(bn), we change the regime for a large deviation
regime, and the relevant theorems are then the ones of Cramer (in logarithmic scale) and
Bahadur-Rao (in the classical scale).
For X ∈ R with a non degenerate distribution such that E (eyX) < ∞ for y ∈ I ⊂ R, we
set
ΛX(y) := logE
(
eyX
)
Λ∗X(x) := Leg(ΛX)(x) := sup
y∈R
{xy − ΛX(y)}
DΛX := {ΛX <∞}
We suppose moreover that there exists c > 0 such that (−c, c) ⊂ DΛ. Then, we have the
following (see [39] and references cited)
Theorem 3.1.6 (Large deviations). Let (Xk)k be a sequence of i.i.d. symmetric random
variables that are not distributed on a lattice such that their law satisfies E
(
eyX
)
< ∞ for
y ∈ I ⊂ R.
1. (Cramer) Suppose that ΛX is C1 on
◦
DΛX . Let ξ ∈
◦
DΛX , ξ > 0. Then
1
n
logP
(
n∑
k=1
Xk > Λ′X(ξ)
)
−−−−→
n→+∞
−Λ∗X(ξ)
2. (Bahadur-Rao) Suppose moreover that ΛX is C2 on
◦
DΛX . Let ξ ∈
◦
DΛX , ξ > 0. Then
ξ
√
2pinΛ′′X(ξ) e
nΛ∗X(ξ) P
(
1
n
n∑
k=1
Xk > Λ′X(ξ)
)
−−−−→
n→+∞
1
The first statement is a consequence of the second with a change of renormalisation.
The mod-* convergence is a general framework that will imply first order renormalisation
limit (in distribution, i.e. CLT’s) but also the different types of second order renormalisation
that were encountered (local CLT, large deviations, Kolmogorov or total variation approxi-
mation). It will moreover allow to partition into subclasses of universality the global class
of universality of the Gaussian distribution, i.e. a suitable change of normalisation will re-
veal a dependance that vanishes with a further renormalisation and that will allow to classify
random variables that belong to the domain of attraction of the Gaussian according to this
second-order dependance.
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3.2 The mod-* convergence
3.2.1 The mod-Gaussian convergence
Definition 3.2.1 (Mod-gaussian convergence). Let (Zn)n be a sequence of random variables
of expectation 0 and (γn)n be a sequence of strictly positive real numbers. Let G ∼ N (0, 1).
We say that (Zn)n converges in the mod-gaussian sense if
E
(
eiuZn
)
E (eiuγnG)
−−−−→
n→+∞
Φ(u)
the convergence being locally uniform in u ∈ R and Φ : C → C hence being a continuous
function satisfying Φ(0) = 1 and Φ(u) = Φ(−u) where z 7→ z denotes the complex conjugation.
When such a convergence holds, we write it as
(Zn, γn)
mod-G−−−−→
n→+∞
Φ
Remark 3.2.2. One can always be reduced to the case of a sequence of random variables with
zero expectation. Otherwise, we include additional renormalization in the Fourier transform
of the Gaussian random variable, which corresponds to the original definition of [53].
Remark 3.2.3. As a direct corollary of the definition, if γn → +∞ when n→ +∞, then,
Zn√
γn
L−−−−→
n→+∞
N (0, 1) if (Zn, γn)
mod-G−−−−→
n→+∞
Φ
A trivial example but a useful insight for the intuition allows to illustrate the concept :
Example 3.2.4. Consider Zn := Yn+Gn where (Zn)n is independent of (Gn)n, withGn
L
= γnG,
with G ∼ N (0, 1) and Yn
L−−−−→
n→+∞
Y∞, . Then,
E
(
eiuZn
)
E (eiuγnG)
= E
(
eiuYn
) −−−−→
n→+∞
Φ(u) := E
(
eiuY∞
)
Thus, in the case of an additive independent gaussian noise, such a renormalisation gives
at the limit the Fourier transform of a probability measure.
An interesting question to ask concerning this particular type convergence concerns its
possible interpretation in terms of probability. Indeed, the intuitive idea that the general
case would deal with an additive correlated noise that disappears with this particular type of
renormalisation is not satisfactory if we escape from the domain of probability theory at the
limit ; this is still the case in the last example since the limiting function is still the Fourier
transform of a probability distribution, but in the general case, the limiting function belongs
to a much wider functionnal space, as one can see by looking at the example 3.4.8.
One possible solution to this problem (with additional restrictive conditions) will be given
in section 3.4. Other questions of interest concerning the limiting function Φ are still to be
answered, and in particular what quantity of information on the sequence (Zn)n is contained
in Φ ? For example, is it an entropy of large deviations or is there more ?
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3.2.2 The mod-Poisson convergence
Recall that if Pγ ∼ P(γ) is a Poisson distributed random variable, P(Pγ = k) = e−γγk/k!
which is equivalent to E
(
eiuPγ
)
= exp
(
γ(eiu − 1)). In the same vein as before, we define the
mod-Poisson convergence by the following :
Definition 3.2.5. Let (Zn)n be a sequence of positive random variables and (γn)n be a
sequence of strictly positive real numbers. (Zn)n is said to converge mod-Poisson with param-
eters (γn)n if for all θ ∈ R
E
(
eiθZn
)
E
(
eiθPγn
) −−−−→
n→+∞
Φ
(
eiθ
)
where Φ : R+ → R+ is a continuous function satisfying Φ(1) = 1, the last convergence being
locally uniform in θ ∈ R, and Pγn ∼P(γn).
When such a convergence holds, we write it as
(Zn, γn)
mod-P−−−−→
n→+∞
Φ
Note that although the convergence holds for θ ∈ R, we require the function Φ to be
positive on R+, which is an additional restriction of the definition given in [53].
Example 3.2.6. Let (Bk)k be a sequence of Bernoulli random variables satisfying the hy-
potheses of theorem 3.1.3, let Zn :=
∑n
k=1Bk and γn :=
∑n
k=1 pk. Then,
(Zn, γn)
mod-P−−−−→
n→+∞
Φ
where
Φ(x) =
∏
k>1
(1 + pk(x− 1))e−pk(x−1) (3.1)
Indeed, setting Pγn ∼P(γn) one has
E
(
xZn
)
E (xPγn )
=
∏n
k=1 E
(
xBk
)
eγn(x−1)
=
n∏
k=1
(1 + pk(x− 1)) e−pk(x−1) −−−−→
n→+∞
∏
k>1
(1 + pk(x− 1))e−pk(x−1)
since
∑
k p
2
k <∞ and (1 + pk(x− 1))e−pk(x−1) = exp
(−p2k(x− 1)2/2 + o(p2k)).
Remark 3.2.7. The limiting function Φ is not unique, since it is defined up to a multiplication
by an exponential (see [53]). Using a product representation of the exponential in certain
cases of parameters pk, one can have a different form of the limiting function for a different
factor γn.
The following proposition allows to understand the links between mod-Gaussian and mod-
Poisson convergence (see [4]) :
Proposition 3.2.8. Let (Zn)n be a sequence of random variables such that (Zn, γn)n
mod-P−−−−→
n→+∞
Φ
for a certain sequence (γn)n of strictly positive reals. Then
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1. Znγn −−−−→n→+∞ 1 in probability, i.e.
∀ ε > 0, P
(∣∣∣∣Znγn − 1
∣∣∣∣ > ε) −−−−→n→+∞ 0
2. We have the CLT
Zn − γn√
γn
−−−−→
n→+∞
N (0, 1)
3. If moreover Zn ∈ Z for all n ∈ N, and if u 7→ E
(
eiuZn
) ∈ C1 for all n ∈ N and if in
addition the mod-Poisson convergence occur in the C1 topology, then
dKol (Zn, P(γn)) 6
||Φ′||∞√
γn
Zn is hence close to P(γn) in the sense of the Kolmogorov distance if a mod-Poisson
convergence occurs in the sense of the C1 topology. But P(γn) is a divergent sequence of
distributions. One can always write the triangle inequality
dKol (Zn, P(γn)) = dKol
(
Zn − γn√
γn
,
P(γn)− γn√
γn
)
6 dKol
(
Zn − γn√
γn
, G
)
+ dKol
(
P(γn)− γn√
γn
, G
)
and since (P(γn)− γn) /√γn
L−−−−→
n→+∞
G ∼ N (0, 1), the limiting term goes to zero. But the
speed of convergence involving Φ is more accurate (for a similar phenomenon in the Gaussian
setting, see theorem 4.7.1).
3.2.3 Local limit theorems
Following [29], one can weaken the definitions of mod-* convergence. Let d > 1 and Xn ∈ Rd.
Let µ ∈ ℘(Rd) (probability measure on Rd) of characteristic function ϕ, i.e. ϕ(t) = ∫Rd eit∗xµ(dx)
where t∗x :=
∑d
k=1 xktk. Define ϕn(t) := E
(
eit
∗Xn
)
and suppose that
(H1) ϕ ∈ L1(λ) ⇐⇒ µ λ
(H2) ∃ (An)n ∈ GLd(R)N s.t. Σn := A−1n −−−−→
n→∞
0 and
t 7→ ϕn(Σ∗nt) −−−−→
n→∞
ϕ locally uniformly in t ⇐⇒ Σ∗nXn −−−−→
n→∞
µ
(H3) for all k > 0, fn,k : t 7→ ϕn(Σ∗nt)1{|Σ∗nt|6k} is uniformly integrable, i.e.
lim
a→+∞ supn>1
∫
|t|>a
|fn,k(t)| dt = 0
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Definition 3.2.9 (Mod- ϕ convergence, [29] ). If (H1), (H2) and (H3) are satisfied, we say
that there is mod- ϕ convergence.
Note that one can replace (H2) by
(H ′2) ∃ (An)n ∈ GLd(R)N s.t. Σn := A−1n −−−−→
n→∞
0, ∃Φ ∈ C0(Rd,C) with compact
support s.t. Φ(0) = 1 and s.t. for all t with |Σ∗nt| 6 k
ϕn(t) = Φ(t)ϕ(A
∗
nt) (1 + o(1))
Such a notion of convergence is a mimic of the Gaussian and Poisson case that applies for
stable distributions. Hence, one can try to find local limit theorems when no moments are
available.
Theorem 3.2.10 (Local limit theorem with mod-ϕ converging sequences). Let (Xn)n be a
sequence converging in the mod-ϕ sense. Then, for all f ∈ C0(Rd,C) compactly supported
|det(An)|E (f(Xn)) −−−−→
n→∞
dµ
dλ
(0)
∫
Rd
fdλ
In particular, for B a compact borelian set such that λ(∂B) = 0,
|det(An)|P (Xn ∈ B) −−−−→
n→+∞
dµ
dλ
(0)λ(B)
This theorem allows to find automatically a local limit theorem for sequences converging
in the mod-ϕ sense, in particular if ϕ is the Fourier transform of a Stable distribution. Several
famous examples of convergence towards a Cauchy distribution arise in probability, with an
explicit computation of the Fourier transform, and this is the case for the winding number of
the planar Brownian motion.
Example 3.2.11. Let W := (Wt)t>0 be the complex (or planar) Brownian motion starting
in 1 ≡ (1, 0). One has the polar representation
Wt = Rte
iθt
where Rt := |Wt| is the modulus of the Brownian motion and θt = arg(Wt) is the winding
number of the Brownian motion.
Spitzer ([91]) computed explicitely the Fourier transform of θt :
E
(
eixθt
)
=
√
pi
8t
e−
1
4t
(
I |x|−1
2
(
1
4t
)
+ I |x|+1
2
(
1
4t
))
where Iν designates the Bessel function of first type, defined by
Iν(z) :=
∑
k>0
1
k! Γ(ν + k + 1)
(z
2
)ν+2k
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He deduced the following theorem
2θt
log t
L−−−−→
t→+∞
C (1)
where C (1) is the symmetric Cauchy random variable of parameter 1, with density x 7→ 1
pi(1+x2)
and characteristic function ϕ(t) := e−|t|.
Since the Fourier transform is explicit, one can compute a mod-ϕ convergence (here mod-
Cauchy) to get :
Corollary 3.2.12 (Local limit theorem for the winding number of the planar Brownian
motion,[29]). For all a < b real numbers
log(t)
4
P (a 6 θt 6 b) −−−−→
t→+∞
b− a
2pi
Note that we do not have the uniform distribution arising at the limit : a and b are in R
and not on the circle, i.e. the Brownian motion turns a lot around the origin and not only of
a fraction of 2pi.
3.2.4 Precise large deviations
This is the classical next step once escaped from the regime of local limit theorems.
Let (Xn)n be a sequence of random variables with ϕn(z) := E
(
ezXn
)
, z ∈ C. We suppose
that ϕn is defined on an open neighbourhood of 0, i.e. on Sc for a certain c > 0, where
Sc := {−c < Re < c}
We moreover suppose that there exists a random variable Y with infinitely divisible dis-
tribution and a function η : Sc → C such that
E
(
ezY
)
= eη(z)
Last, we suppose that there exists an analytic function ψ which does not vanishes in Sc
such that locally uniformly in z ∈ Sc, one has
e−tnη(z)ϕn(z) =
E
(
ezXn
)
[E (ezY )]tn
−−−−→
n→+∞
ψ(t) (3.2)
with tn → +∞ when n→∞.
Two cases are possible according to the periodicity of the Fourier transforms, i.e. whether
Xn and Y have a distribution concentrated on a lattice or not.
Theorem 3.2.13 (Precise large deviations, [39]). Let η∗ be the Legendre transform of η. Then
• If the Xn’s are on a lattice,
1. if x ∈ η′ ( ]− c, c[) and tnx ∈ N, there exist ν ∈ N∗ and (ak)k<ν s.t.
P (Xn = tnx) = e−tnη
∗(x)
√
(η∗)′′(x)
2pitn
[
ψ ◦ (η∗)′′(x) +
ν−1∑
k=1
ak
tkn
+O
(
1
tνn
)]
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2. if x ∈ η′ ([0, c[), there exist ν ∈ N∗ and (bk)k<ν s.t.
P (Xn > tnx) =
e−tnη∗(x)√
2pitn η′′ ◦ (η′)−1(x)
[
ψ ◦ (η∗)′′(x) +
ν−1∑
k=1
bk
tkn
+O
(
1
tνn
)]
• If the Xn’s are not on a lattice and if x ∈ η′ ([0, c[), then,
P (Xn > tnx) =
ψ ◦ (η′)−1(x)
(η′)−1(x)
e−tnη∗(x)√
2pitnη′′ ◦ (η′)−1(x)
(1 + o(1))
The number ν is the speed of convergence of (3.2).
3.3 Fundamental examples
3.3.1 Random permutations
Let σ ∼ P(n)θ where P(n)θ is the Ewens measure defined in (1.4). Recall that the cycle structure
is the vector C(σ) := (ck(σ))16k6n where ck(σ) denotes the number of k-cycles of σ and that
the law of the cycle structure under the Ewens measure is explicitely given by the following
equality in law
(c1, . . . , cn)
L
=
(
P1, . . . , Pn
∣∣∑n
k=1kPk = n
)
, Pk ∼P
(
θ
k
)
the (Pk)k being independent. Moreover, because of the equality∑
σ∈Sn
θC(σ) = θ(θ + 1) . . . (θ + n− 1)
one has
E(n)θ
(
xC
)
=
n−1∏
k=0
xθ + k
θ + k
=
n∏
k=1
E
(
xBk(θ)
)
with independent Bernoulli random variables given by
P (Bk(θ) = 1) =
θ
θ + k − 1 = 1− P (Bk(θ) = 0)
Since the total number of cycles is a sum of independant random variables with finite
variance, one has the usual CLT, due in this case to Goncharov (1942) :
C − E(n)θ (C)√
Var
(n)
θ (C)
=
∑n
k=1Bk(θ)− θ
∑n
k=1
1
k
θ
√∑n
k=1
1
k − θk2
≈
∑n
k=1Bk(θ)− θ log(n)
θ
√
log(n)
L−−−−→
n→+∞
N (0, 1)
Since we have a sum of Bernoulli random variables, one can expect a mod-Poisson conver-
gence. Indeed, at the second order, setting Pγ ∼P(γ) with γ := θ log(n), one gets
E(n)θ
(
xC
)
E (xPγ )
=
1
eθ logn (x−1)
n−1∏
k=0
xθ + k
θ + k
=
1
nθ (x−1)
Γ(xθ + n− 1)
Γ(xθ)
Γ(θ)
Γ(θ + n− 1)
−−−−→
n→+∞
Γ(θ)
Γ(xθ)
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using the well-known estimate Γ(a+ n)/Γ(b+ n) ∼
n→+∞ n
a−b.
Setting x = eiα, one can prove that the convergence is locally uniform in α ∈ R (see [68]).
Remark that in the case of the uniform measure (i.e. θ = 1), one has
E(n)1
(
xC
)
E
(
xPlog(n)
) −−−−→
n→+∞
ΦC(x) :=
1
Γ(x)
Remark 3.3.1. The case of a sum of Bernoulli random variables was treated in full generality
in (3.1), and the product form of the Fourier transform is equivalent to the following identity
in distribution for the number of cycles C under the Ewens measure
LP(n)θ (C) =
n∑
k=1
Bk(θ)
where the (Bk(θ))k are independent Bernoulli random variables defined before. SettingHn(θ) :=
θ
∑n
k=1
1
θ+k−1 , we hence have
E(n)θ
(
xC
)
E
(
xPHn(θ)
) = 1
eθHn(θ) (x−1)
n∏
k=1
(
1 +
θ
θ + k − 1(x− 1)
)
−−−−→
n→+∞
∏
k>1
(
1 +
θ
θ + k − 1(x− 1)
)
e−(x−1)
θ
θ+k−1
In addition, Hn(θ) = θ (log n+ γ + o(1)) whith γ the Euler-Mascheroni constant. Hence,
we have the same result by replacing Hn(θ) by its approximation. This gives the product
identity
Γ(θ)
Γ(xθ)
= e−(x−1)γθ
∏
k>1
(
1 +
θ
θ + k − 1(x− 1)
)
e−(x−1)
θ
θ+k−1 (3.3)
identity that has a certain probabilistic flavour since for x = 0 it expresses the equality in law
Gb(1)
L
= −γ +
∑
k>1
epk − 1
k
(3.4)
between the Gumbel distribution of parameter 1 (i.e. P (Gb(1) 6 x) = e−e−x) and a sequence
of i.i.d. exponential random variables of parameter 1 (i.e. P (ep > x) = e−x).
3.3.2 Random matrix theory
Let U ∼ Haar(Un(C)) and consider the characteristic polynomial in 1, i.e. Zn := ZU (0) =
det(U − In). All the computations done in this paragraph come from [19].
As seen in section 1.4.3, due to the decomposition (1.2.2), we have the equality in law
(1.29)
det (In − U) L=
n∏
k=1
(
1− e2ipiUk√β1,k−1)
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Hence, the log of the characteristic polynomial taken in one point is a sum of independent
random variables, and one has the Fourier transform (2.6). Write (with the usual determina-
tion of the log with a branch on R−)
log (Zn)
L
=
n∑
k=1
log
(
1− e2ipiUk√β1,k−1) =: n∑
k=1
`k
The classical first order renormalisation of this sum gives the CLT∑n
k=1 `k − E (
∑n
k=1 `k)√
Var (
∑n
k=1 `k)
≡
∑n
k=1 `k√
1
2 log(n)
L−−−−→
n→+∞
NC(0, 1)
Let us focus on the real part of this logarithm, that is
Ln := log |Zn|
In terms of complex Fourier transform, one gets
E
(
ezLn/
√
(logn)/2
)
=
n∏
k=1
Γ(k)2
Γ
(
k + z2
)
Γ
(
k − z2
) = E (ezG) (1 + o(1)) with G ∼ N (0, 1)
The Keating-Snaith theorem can be stated as
E
(
e2zLn
)
= nz
2
Φ˜U (z) (1 + o(1)) = e
z2 log(n)Φ˜U (z) (1 + o(1)) (3.5)
where Φ˜U is given in terms of Barnes’ G-function by
Φ˜U (z) :=
(G(1 + z))2
G(1 + 2z)
Since (c.f. (1.21)) for all z ∈ C,
G(z + 1) := (2pi)z/2e−[(1+γ)z2+z]/2
∏
n>1
(
1 +
z
n
)n
e−z+(z
2/2n)
with γ the Euler-Mascheroni constant and since the product is absolutely convergent, one can
rewrite this limiting function as
Φ˜U (z) =
(
(2pi)z/2e−[(1+γ)z2+z]/2
)2
(2pi)2z/2e−[(1+γ)(2z)2+2z]/2
∏
n>1
(
1 + zn
)2n
e2(−z+(z2/2n))(
1 + 2zn
)n
e−2z+((2z)2/2n)
= e(1+γ)z
2
∏
n>1
((
1 + zn
)2
1 + 2zn
)n
e−z
2/n (3.6)
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Nevertheless, one can also use a different renormalising sequence (γn)n like γ′n = Hn. In
this case, one can write, using Fubini’s theorem carefully for z ∈ R+ for example
E
(
e2zLn
)
= E
∏
k6n
∣∣∣1− e2ipiUk√β1,k−1∣∣∣2z

=
∏
k6n
E
(∣∣∣1− e2ipiUk√β1,k−1∣∣∣2z)
=
∏
k6n
E
∣∣∣∣∣∑
m>0
z↓m
m!
(−1)me2ipiUkmβm/21,k−1
∣∣∣∣∣
2

=
∏
k6n
E
(∑
m>0
(
z↓m
m!
)2
βm1,k−1
)
and E
(
βm1,k−1
)
=
m!
k↑m
=
∏
k6n
(∑
m>0
(
z↓m
)2
m! k↑m
)
=
∏
k6n
(∑
m>0
(
(−z)↑m)2
m! k↑m
)
=
∏
k6n
2F1
(−z,−z
k
∣∣∣∣1)
Here, we have used the equivalent formulae
(1− u)−z =
∑
m>0
z↑m
m!
um := 1 +
∑
m>1
z↑m
m!
um
(1 + u)z =
∑
m>0
z↓m
m!
um := 1 +
∑
m>1
z↓m
m!
um
and the notations
z↑m := z(z + 1) . . . (z +m− 1) = Γ(m+ z)
Γ(z)
z↓m := z(z − 1) . . . (z −m+ 1) = (−1)m(−z)↑m
2F1
(
a, b
c
∣∣∣∣x) := ∑
m>0
a↑m b↑m
c↑m
xm
m!
=
∑
m>0
a↑m b↑m
c↑m 1↑m
xm (Gauss’ hypergeometric function)
Hence, with a locally uniform limit
E
(
ezLn
)
E
(
ez
√
HnG
) = ∏
k6n
2F1
(−z,−z
k
∣∣∣∣1) e−z2/k
−−−−→
n→+∞
∏
k>1
2F1
(−z,−z
k
∣∣∣∣1) e−z2/k =: ΦU (z) (3.7)
The equivalence between (3.6) and (3.7) comes from an identity of Gauss to express the
value of a hypergeometric function in 1, that is
2F1
(
a, b
c
∣∣∣∣1) = Γ(c)Γ(c− a− b)Γ(c− a)Γ(c− b) for Re(c) > Re(a+ b)
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Note that we could deduce an equality in the same flavour as (3.3) by replacing the Gamma
function by the Barnes’ G-function and the exponential by the exponential of a square.
Remark 3.3.2. As one can see with the similarity of formulas between (3.7) and (3.1), the
limiting function of a sum of independent random variables has always the same structure if
the mod-* speed γn is the expectation of this sum : a converging product of mod-* renormalised
Fourier transforms. Other examples will show that this is a general fact.
The two last examples were dealing with sums of independent random variables. We now
present two examples with dependency.
3.3.3 Mod-Poisson convergence in probabilistic number theory
Let ω(N) denote the number of prime divisors of N ∈ N, that is
ω(N) :=
∑
p∈P
1{p◦|N}
One key theorem to understand the regularity of prime decomposition is the following :
Theorem 3.3.3 (Erdös-Kac). Let Un ∼ U (J1, nK). Then,
ω(Un)− log logn√
log logn
L−−−−→
n→+∞
N (0, 1)
The intuition for this theorem is the following : since the rest of the division of Un by 2
can only be 0 or 1, and since P (2 ◦|Un) = [n/2] /n → 12 when n → +∞, one could think of
a uniform measure on N by inverting the probability and the limit into P (2 ◦|U∞) = 12 . As
remarked by Kac in [59], such a functional on set derived by taking the weak limit of U (J1, nK)
is no more a σ-additive functional (i.e. a measure), only an additive functional. Hence, the
probability axioms cannot apply.
Nevertheless, one can still do the approximation
ω(Un) =
∑
p∈P
1{p◦|n} =:
∑
p∈P
B(n)p ≈n→+∞
∑
p∈P,p6n
B(∞)p
with the B(∞)p ’s are independent Bernoulli random variables defined by
P
(
B(∞)p = 1
)
=
1
p
= 1− P
(
B(∞)p = 0
)
To measure the accuracy of this last approximation (a sum of independent random vari-
ables), introduce the independent model
Ωn :=
∑
p∈P,p6n
B(∞)p
At the order of renormalisation of the CLT given by theorem 3.3.3, the independent model
is accurate, since one can write
ω(Un)− log logn√
log log n
≈
Ωn −
∑
p∈P,p6n
1
p√∑
p∈P,p6n
1
p
L−−−−→
n→+∞
N (0, 1)
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Here, we have used the well-known estimate for the prime harmonic sum
H(P)n :=
∑
p∈P,p6n
1
p
= log log n+O(1) (3.8)
Since Ωn is a sum of {0, 1}-Bernoulli random variables of square summable probabilities,
the formula (3.1) gives
E
(
zΩn
)
= E
(
zPγn
)
ΦΩ (z) (1 + o (1))
with γn = H
(P)
n and
ΦΩ (z) :=
∏
p∈P
(
1 +
z − 1
p
)
e
− z−1
p
This model is interesting to understand the CLT, but it hides a certain amounts of in-
formation since at the second order of renormalisation the dependency re-appears : in the
mod-Poisson setting, one has the following result due to Selberg (see [88])
E
(
zω(Un)
)
= E
(
zPγn
)
Φ˜ω (z)
(
1 +O
(
(log n)Re(z−2)
))
(3.9)
where, for R > 0, the O is uniform for |z| 6 R, where γn := log log(n) and
Φ˜ω(z) :=
1
Γ(z)
∏
p∈P
(
1 +
z
p− 1
)(
1− 1
p
)z
Note that as a converging product of analytic functions, Φω is analytic on C. As the
convergence holds on every compact of {z ∈ C /Re(z) < 1}, it holds locally uniformly in
z ∈ (0, 1). It is moreover clear that for x > 0, Φω(x) > 0 as Γ(x) > 0 and every term in the
product is positive. This shows the mod-Poisson convergence.
One can write
Φ˜(z) =
1
Γ(z)
∏
p∈P
(
1 +
z
p− 1
)(
1− 1
p
)z
=
1
Γ(z)
∏
p∈P
p
p− 1
(
1 +
z − 1
p
)
e
z log
(
1− 1
p
)
=
1
Γ(z)
∏
p∈P
(
1 +
z − 1
p
)
e
(z−1) log
(
1− 1
p
)
=
e−(z−1)κP
Γ(z)
∏
p∈P
(
1 +
z − 1
p
)
e
− z−1
p
where κP is the positive constant given by
κP := −
∑
p∈P
(
1
p
+ log
(
1− 1
p
))
6 1
2
∑
p∈P
1
p2
<∞ (3.10)
Hence, setting γ′n := log log n+ γ−κP , one gets the mod-Poisson convergence at speed γ′n
E
(
zω(Un)
)
= E
(
z
Pγ′n
)
Φω (z)
(
1 +O
(
(log n)Re(z−2)
))
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with limiting function
Φω(z) =
e−(z−1)γ
Γ(z)
∏
p∈P
(
1 +
z − 1
p
)
e
− z−1
p
Last, using the formula (3.3), one has
1
Γ(z)
= e(z−1)γ
∏
k>1
(
1 +
z − 1
k
)
e−
z−1
k
This gives the splitting identity
Φω(z) = ΦC(z)ΦΩ(z) (3.11)
where ΦΩ is the limiting function of the independent model Ωn obtained at speed log log n+
γ+κP = H
(P)
n +O(1) and ΦC is the limiting function of is the number of cycles C of a random
uniform permutation σ ∼ Haar(Sn) obtained at speed Hn =
∑
k6n
1
k . We can remark that
ΦC(z) =
∏
k∈N∗
(
1 +
z − 1
k
)
e−
z−1
k
ΦΩ(z) =
∏
p∈P
(
1 +
z − 1
p
)
e
− z−1
p
Hence, ΦC and ΦΩ have the same exact structure, except that they are characteristic of
the set that indexes the sum of random variables in the independent model. This is due to
the fact that the probabilities of the Bernoulli random variables involved are the same and
only the sets indexing the probabilities differ.
As one can see on this example, the general phenomenon that is highlighted with the use
of mod-Poisson convergence is a certain measure of lack of independence with respect to a
natural independent model that explains a first order limit theorem (a CLT). This correction
is not of independent additive nature since one cannot write ω(Un) as the independent sum
Ωn + C(σn).
In the particular case of the mod-Poisson convergence with {0, 1}-Bernoulli random vari-
ables of square summable probabilities as defined in example 3.2.6, a universality phenomenon
seems to occur by the splitting into two models of the same {0, 1}-Bernoulli type, as seen on
the following example (see e.g. [68]) :
Example 3.3.4. Let q = pν and Fq denote the field with q elements. Denote by P(Fq[X]) the
irreducible monic polynomials of Fq[X] and by ωq(Pn) the number of divisors of Pn defined,
for all monic Q ∈ P(Fq[X]) by
ωq(Q) :=
∑
pi∈P(Fq [X])
1{pi◦|Q}
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Let Qn be a random monic polynomial of degree less than n selected according to the
uniform measure of this finite set. It is shown in [68] that1
E
(
zωq(Qn)
)
E (zPγn )
= Φωq(z)(1 + o(1))
where γn = Hn + κq, where κq is defined by
κq := −
∑
pi∈P(Fq [X])
(
1
|pi|q
+ log
(
1− 1|pi|q
))
<∞
with |pi|q := qdeg(pi), and where
Φωq(z) =
e−(z−1)γ
Γ(z)
∏
pi∈P(Fq [X])
(
1 +
z − 1
|pi|q
)
e
− z−1|pi|q =: ΦC(z)ΦΩq(z)
This form is reminiscent of (3.11), with a corrective model given by C(σn) for σn ∼
Haar(Sn) and an independent model given by
Ωq,n :=
∑
deg(pi)6n
pi∈P(Fq [X])
Bpi =
n∑
d=1
∑
deg(pi)=d
pi∈P(Fq [X])
Bpi
where the (Bpi)pi are independent Bernoulli random variables such that P (Bpi = 1) = 1|pi|q =
1− P (Bpi = 0).
Note that using Moebius inversion, one has
c
(q)
d :=
∑
pi∈P(Fq [X])
1{deg(pi)=d} =
1
d
∑
`◦|d
µ(`)qd/` =
qd
d
+O
(
qd/2
)
hence one can write
ΦΩq(z) :=
∏
pi∈P(Fq [X])
(
1 +
z − 1
|pi|q
)
e
− z−1|pi|q =
∏
d>1
((
1 +
z − 1
qd
)
e
− z−1
qd
)c(q)d
ΦΩq is the same type of limiting function as ΦΩ, but this time the indexing set is the
multiset {{ |pi|q , pi ∈ P(Fq[X]) }} (this amounts to have an independent model with a sum
independent random walks).
What one can see on this last example is an avatar of a universality phenomenon for
{0, 1}-Bernoulli structures. This would be interesting to study more general class of models
coming from general divisibility structures (for example Z[i], Fq[X,Y ] or graphs) and more
generally the most natural completely dependent model constructed from uniformly bounded
orthogonal bases in the flavour of theorem 3.1.2, with indicator functions depending on the
same uniform distribution.
1The formula used is in the form of (3.9), but the same manipulations as before allow to write it with the
given form.
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Remark 3.3.5. A possible interpretation of Φω in the framework of multisets is possible since
Φω(z) =
∏
k∈N∗
(
1 +
z − 1
k
)
e−
z−1
k
∏
p∈P
(
1 +
z − 1
p
)
e
− z−1
p =
∏
k∈N∗
[(
1 +
z − 1
k
)
e−
z−1
k
]1+1{k∈P}
i.e. Φω is the function associated to the multiset {N∗,P} where the primes are repeated.
3.3.4 Mod-Gaussian convergence in probabilistic number theory : the mo-
ments conjecture
A “multiplication pardigm” has emerged from the last examples. It asserts that the limiting
mod-* function of a dependant sequence of random variables satisfying a CLT is the product
of two limiting mod-* functions associated 1) to a natural independent model and 2) to a
corrective model also built from a sum of independent random variables which is characteristic
of a more general class of models (a class of universality).
In the case of the Riemann Zeta function on the critical axis, one can write formally (since
the product is not convergent on this axis)
∣∣∣∣ζ (12 + iTU
)∣∣∣∣ ≡ ∏
p∈P
∣∣∣∣1− 1p1/2+iTU
∣∣∣∣−1 = ∏
p∈P
∣∣∣∣∣1− e−iTU log(p)√p
∣∣∣∣∣
−1
In fact, considering the following truncation for any ε > 0
ζ
(ε)
T :=
∏
p∈P
p6T ε
∣∣∣∣∣1− e−iTU log(p)√p
∣∣∣∣∣
−1
we are exactly in the case of the “totally dependant” CLT of Salem-Zygmund enunciated
in theorem 3.1.2, more precisely in the case of linearly independent periods considered in
[59], since the log(p)’s are linearly independent. Note that log ζ(ε)T is a sum of logarithms
of trigonometric functions, and that a second truncation of their Fourier development would
exactly give the Salem-Zygmund case ; such a sum was exactly considered by Selberg in his
original proof (see for instance [97], part 4).
Historically, first attempts at computating the Fourier transform of log
∣∣ζ (12 + iTU)∣∣ arose
from the computation of integers moments of
∣∣ζ (12 + iTU)∣∣. The first result of this type is
due to Hardy and Littlewood who showed that
E
(∣∣∣∣ζ (12 + iTU
)∣∣∣∣) = ∫ 1
0
∣∣∣∣ζ (12 + iTv
)∣∣∣∣ dv ∼T→+∞ log T
followed soon by Ingham who obtained
E
(∣∣∣∣ζ (12 + iTU
)∣∣∣∣2
)
=
∫ 1
0
∣∣∣∣ζ (12 + iTv
)∣∣∣∣2 dv ∼T→+∞ (log T )42pi2
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Nothing else is known for higher order moments, but a first conjecture due to Conrey and
Gosh (see [28]) and a second conjecture due to Conrey and Gonek (see [27]) assert that
E
(∣∣∣∣ζ (12 + iTU
)∣∣∣∣2k
)
=
∫ 1
0
∣∣∣∣ζ (12 + iTv
)∣∣∣∣2k dv ∼T→+∞ akuk(log T )k2
with
ak =
∏
p∈P
2F1
(
k, k
1
∣∣∣∣ 1p
)
e
k2 log
(
1− 1
p
)
= eκPk
2
∏
p∈P
2F1
(
k, k
1
∣∣∣∣ 1p
)
ek
2/p
where κP is defined in (3.10), and
u3 =
42
9!
, u4 =
24024
16!
The hardest part in this conjecture was the computation of these latest coefficients. They
appear as an approximation of the ζ product for p > X = O
(
(log T )2−ε
)
, the first term
corresponding to the truncation of the product for p 6 X. Using this philosophy, Keating and
Snaith were able to produce the following conjecture
Conjecture 3.3.6 (Keating-Snaith, [62]). The following equality holds for all k > 1
E
(∣∣∣∣ζ (12 + iTU
)∣∣∣∣2k
)
∼
T→+∞
ΦU (k)ΦA(k)(e
κP log T )k
2
where
ΦA(z) :=
∏
p∈P
2F1
(
z, z
1
∣∣∣∣ 1p
)
e−z
2/p (3.12)
ΦU (z) :=
∏
k∈N∗
2F1
(−z,−z
k
∣∣∣∣1) e−z2/k
In particular,
ΦU (k) =
k∏
`=1
`!
(`+ k)!
By analogy with the mod-Poisson case, the origin of this conjecture is clear : the splitting
into an independent model and a corrective model, the first one characteristic of the CLT
encountered, the second one being a universal 2 term involving only the fluctuations of the
zeros of the Zeta function, hence that should be the same for each function whose zeros have
the same fluctuations, which is the case of a random matrix U ∼ Haar(Un(C)) in virtue of
the Montgommery and Dyson theorems. Note that another model involving the sin kernel
2The universality is a concept that comes initially from the study of critical models in mechanical statistics
and that extended to the whole probability theory. It amounts to say that a large class of objects define the
same limiting model after a suitable renormalisation. It is for example the case with the Gaussian law and a
large class of sequences of random variables, or the Brownian motion and another class of random variables,
in accordance to Donsker’s invariance principle.
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is perfectly adequate and this factor is more likely to be called the “universal factor” rather
than “matrix factor” or “combinatorial factor”. Note also that the splitting into a first part
consisting into primes and a second part consisting into zeros is at the core of Selberg’s proof
of his CLT (see [97] for an informal presentation).
Remark 3.3.7. The Keating-Snaith philosophy is twofold : use the characteristic polynomial
on the circle to produce conjectures in number theory since the computations are notoriously
harder to achieve in number fields, or take number-theoretic results on L-functions to check
that the same results hold for characteristic polynomials on the circle. Moreover, generalisa-
tions to random permutations or function fields can enter into this scheme of comprehension
before reaching number fields.
This philosophy can be roughly sumarized into the following diagram
Random permutations Zσ(θ) = det
(
I − eiθσ
)
y y
Random matrices ZU (θ) = det
(
I − eiθU
)
y y
Function fields ζFp[X]
(
1
2
+ iTU
)
y y
Number fields ζ
(
1
2
+ iTU
)
A refinement of the latest heuristic is made by the Gonek-Hughes-Keating hybrid product
(see [46]). It consists in factorising the product of ζ
(
1
2 + iTU
)
into the two parts 3
ζ
(
1
2
+ iTU
)
= PX
(
1
2
+ iTU
)
ZX
(
1
2
+ iTU
)
:=
∏
p6X
p∈P
(
1− p
−it
√
p
)−1 ∏
p>X
p∈P
(
1− p
−it
√
p
)−1
and make the following splitting conjecture
E
(∣∣∣∣ζ (12 + iTU
)∣∣∣∣2k
)
∼
T→+∞
E
(∣∣∣∣PX (12 + iTU
)∣∣∣∣2k
)
E
(∣∣∣∣ZX (12 + iTU
)∣∣∣∣2k
)
They prove that for X = O
(
(log T )2−ε
)
E
(∣∣∣∣PX (12 + iTU
)∣∣∣∣2k
)
∼
T→+∞
ΦA(k) (e
γ logX)k
2
3This is an approximation of the real decomposition. For the precise definition of ZX and PX , see [46].
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They conjecture that for the same value of X
E
(∣∣∣∣ZX (12 + iTU
)∣∣∣∣2k
)
∼
T→+∞
ΦU (k)
(
e−γ
log T
logX
)k2
Here again, as in the proof of Selberg’s CLT, the dichotomy between small primes and big
primes governed by the fluctuations of the zeros is apparent. An analogous explanation in the
mod-Poisson case for ω(Un) can be made since ω(Un) =
∑
p∈P fp(Un) with fp(x) := 1{p◦|x}
and fp(x) = − log
∣∣1− e2ipix log(p)/√p∣∣ in the case of log |ζ(1/2 + 2ipiTU)| : the source of the
splitting comes from the separation into big primes corresponding to universal components
behaving like big cycles of σ ∼ Haar(Sn), and small primes that give the specificity of the
mod-* limiting function, but that are universal at the order of renormalisation of the CLT
(i.e. that belong to the class of universality of the Gaussian distribution).
We remark moreover that the limiting functions given in (3.12) and (3.7) are of the same
type. Indeed, one has for the independent model and its correction, with i.i.d. uniform and β
random variables (each independent)
ζ∗n :=
∏
p6n
p∈P
∣∣∣∣1− e2ipiUp 1√p
∣∣∣∣−1
|Zn| :=
∏
k6n
∣∣∣1− e2ipiUk√β1,k−1∣∣∣
One important feature of the two formulas is the presence of the uniform random variables
on the unit circle. One can also notice the similarity of the forms of the random variables
occuring. In the same vein as the computation of ΦU , one can write (see [19])
E
(
e2z log ζ
∗
n
)
= E
∏
p6n
p∈P
∣∣∣1− e2ipiUp√p−1∣∣∣−2z

=
∏
p6n
p∈P
E
(∣∣∣1− e2ipiUk√p−1∣∣∣−2z)
=
∏
p6n
p∈P
E
∣∣∣∣∣∑
m>0
z↑m
m!
e2ipiUkmp−m/2
∣∣∣∣∣
2

=
∏
p6n
p∈P
(∑
m>0
(
z↑m
m!
)2
p−m
)
=
∏
p6n
p∈P
(∑
m>0
(
z↑m
)2
m!
p−m
m!
)
=
∏
p6n
p∈P
2F1
(
z, z
1
∣∣∣∣p−1)
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Hence, with a locally uniform limit
E
(
ez log ζ
∗
n
)
E
(
ez
√
H
(P)
n G
) = ∏
p6n
p∈P
2F1
(
z, z
1
∣∣∣∣p−1) e−z2/p
−−−−→
n→+∞
∏
p∈P
2F1
(
z, z
1
∣∣∣∣p−1) e−z2/p =: ΦA(z)
Last, for k > 1
E (β1,k−1) =
1
k
, Var (β1,k−1) =
1
k2
k − 1
k + 1
=:
1
k2
(1 + εk)
and for all x > 0
P (|β1,k−1 − 1/k| > x) 6 1
k2x2
(1 + εk)
i.e. for k large, the random variable β1,k−1 is close to 1/k with a sufficiently high probability,
so one can think of the corrective model as a slight random perturbation of the model given
by
Z∗n =
∏
k6n
∣∣∣1− e2ipiUk√k−1∣∣∣
which completes the analogy with the mod-Poisson case.
3.3.5 A summary
The last examples revealed that mod-* convergence is characteristic of a second level of univer-
sality. As a first level is concerned with the convergence in distribution, for instance Gaussian
or Poisson, a second level highlights the rôle of a particular additional model that corrects a
first intuitive model characteristic of the convergence in distribution, at least in the case of
the precedent examples where an independent model in “naturally” present4. This corrective
model is universal and shared by a large class of converging sequences. It can be tought of
as a subclass of universality of the distribution for which the sequence converges in the mod
sense, i.e. a second-order universality.
Our goal is now to give a possible probabilistic interpretation of mod-* convergence and
explain the nature of this limiting function Φ.
4Note that there are examples where a conjectural independent model is yet to be found ; random variables
constructed from arithmetic considerations thus appear as extremely special. An explanation of the existence
of a natural independent model for ω(Un) will be given in section 3.6.
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3.4 A possible probabilistic interpretation of mod-* convergence
3.4.1 Classical biases and changes of probability
A fundamental operation in probability theory is the change of probability by means of a
weight on the initial probability measure. This weight is called bias or penalisation and we
will use undifferently both terminology (for references, see any classical book on probability
theory, for instance [38]).
Definition 3.4.1 (Bias/penalisation of measure). Let X be a real random variable in the
probability space endowed with the measure P and denote by PX its law, i.e. if A is a
measurable set, PX(A) := P (X ∈ A). For f ∈ L1(PX), f > 0, the penalisation (or bias) of
PX by f is the probability measure PY denoted by
PY :=
f(X)
E (f(X))
• PX
This definition is equivalent to the following : for all g ∈ L∞(PX),
E (g(Y )) =
E (f(X)g(X))
E (f(X))
Classical bias in probability theory allow to understand “pathwise transformations” induced
by such a transformation.
Example 3.4.2. The most classical change of probability concerns the passage from N (0, 1)
to N (µ, 1) L= µ+N (0, 1). Indeed, if X ∼ N (0, 1), one easily checks that
PX+µ =
eµX
E (eµX)
• PX = eµX−µ2/2 • PX (3.13)
A tensorisation of this identity for an infinite number of i.i.d. Gaussian random variables
gives the celebrated Girsanov theorem in the brownian setting
PX+µ〈X,X〉
∣∣
Ft = e
µXt−µ2〈X,X〉t/2 • PX
∣∣
Ft
where PX is the Wiener measure, Xt the canonical process defined by Xt(ω) = ω(t), (Ft)t the
canonical filtration defined by Ft = σ(Xs, s 6 t) and 〈X,X〉t = t here.
Hence, an exponential bias is equivalent to a translation of the canonical evaluation (resp.
the canonical process) in the Gaussian (resp. Brownian) setting.
A classical transform in probability theory is made with the weight x 7→ x when the
random variable is positive.
Definition 3.4.3. Let X > 0 be a random variable with expectation µ := E (X) < ∞. A
random variable X(s) is said to be a size-bias transform of X if, for all real functions f such
that E (|Xf(X)|) <∞
E (Xf(X)) = µE
(
f
(
X(s)
))
An equivalent definition is thus
PX(s) :=
X
E (X)
• PX (3.14)
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Example 3.4.4. A classical change of measure for a random walk with positive increments is
given by its size-bias coupling, i.e. given (Xk)k a sequence of i.i.d. positive random variables
of expectation E (Xk) := 1 defined on the same probability space, the random walk (Sn)n of
increments (Xk)k is given by
Sn :=
n∑
k=1
Xk
The size-bias transform of Sn is the random variable S
(s)
n of law given by
P
S
(s)
n
:=
Sn
n
• PSn
A pathwise construction of such a random variable is given by the following
Lemma 3.4.5 (Size-bias coupling of an independent sum, [2]). Let (Yk)k be a sequence of
independent positive integrable random variables, independent of (Xk)k and having the same
distribution as (Xk)k and let I ∈ J1, nK be a random index independent of (Xk)k and (Yk)k of
law given by
P (I = k) =
E (Xk)∑n
`=1 E (X`)
Then,
S(s)n
L
= Sn −XI + Y (s)I
and in particular, if (Yk)k is defined on the same probability space as (Xk)k, one has a natural
coupling
(
Sn, S
(s)
n
)
.
Proof. Let f be a bounded function and S〈−k〉n :=
∑
` 6=kX`. Then, by independence,
E
(
f
(
S(s)n
))
:=
1
E (Sn)
E (Snf(Sn)) =
1
n
n∑
k=1
E (Xkf(Sn))
=
1
E (Sn)
n∑
k=1
E
(
Xkf
(
S〈−k〉n +Xk
))
=
1
E (Sn)
n∑
k=1
E (Xk)E
(
f
(
S〈−k〉n + Y
(s)
k
))
= E
(
f
(
S〈−I〉n + Y
(s)
I
))
= E
(
f
(
Sn −XI + Y (s)I
))
A last type of useful bias concerns the discrete equivalent of Girsanov’s theorem, using the
discrete Bernouilli random walk instead of the Brownian motion.
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Lemma 3.4.6 (Exponential bias of a random walk). Let (Bk)k be a sequence of independent
{0, 1}-Bernoulli random variables, each of probability pk to be equal to 1. Define, for a certain
x > 0,
Sn :=
n∑
k=1
Bk
PSn(x) :=
xSn
E (xSn)
• PSn
Then,
Sn(x)
L
=
n∑
k=1
Bk(x)
with P (Bk(x) = 1) = xpkxpk+1−pk = 1− P (Bk(x) = 0).
Proof. Let y > 0. Then, by independence,
E
(
ySn(x)
)
:=
E
(
(xy)Sn
)
E (xSn)
=
n∏
k=1
E
(
(xy)Bk
)
E (xBk)
=
n∏
k=1
(
pkxy + 1− pk
pkx+ 1− pk
)
=
n∏
k=1
E
(
yBk(x)
)
3.4.2 Bias and mod-* convergence
One important property of the operation of penalising is its associativity : if f and g are two
bounded positive functions (say), one has
(fg)(X)
E ((fg)(X))
• PX = f(Y )E (f(Y )) • PY with PY =
g(X)
E (g(X))
• PX
i.e. with the classical convention of the canonical evaluation (X(ω) = ω)
(fg)(X)
E ((fg)(X))
• PX = f(X)E (f(X)) •
(
g(X)
E (g(X))
• PX
)
We remark that this transitivity/associativity property depends on the normalisation,
hence is not linear in f . This is also the case for the product of two mod-* limiting functions :
it is is again a mod-* limiting function, but with a change of renormalisation, i.e. if
(Xn, γn)n
mod-P−−−−→
n→+∞
Φ1
(Yn, γ
′
n)n
mod-P−−−−→
n→+∞
Φ2
then, Φ1Φ2 is again a limiting mod-* function for Xn + Yn (supposing that they are on the
same probability space), and with parameter γn + γ′n.
It seems thus reasonable to interpret such a convergence in termes of bias. And indeed,
one has the
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Theorem 3.4.7 (A possible probabilistic interpretation of mod-gaussian convergence). Let
(γn)n be a real sequence such that γn −−−−→
n→+∞
+∞ and Φ be an admissible function for the
mod-gaussian convergence (i.e. a continuous complex function satisfying Φ(0) = 1 and Φ(u) =
Φ(−u)).
Suppose moreover that
1. Φ can be analytically extended on the whole complex plane and satisfies, ∀β ∈ R,
sup
z∈a+i[0,β]
|Φ(z)| <∞ ∀ a ∈ R
sup
z∈a+i[0,β]
|Φ(z)| −−−−→
a→±∞
0 (3.15)
2. Φ(ix) = Φ(x) for all x ∈ R,
3. Φ(x) > 0 for all x ∈ R,
Define the distribution PHn of a random variable Hn by the following penalisation
PHn :=
Φ
(
G
γn
)
E
(
Φ
(
G
γn
)) • PγnG (3.16)
Then,
(Hn, γn)
mod-G−−−−→
n→∞
Φ
Example 3.4.8. Before proving the theorem, we can give an example of such a function Φ,
that will be our guiding example. For C > 0, set
Φ(x) = e−Cx
4
This function is the mod-gaussian limit of (a renormalisation of)
Sn :=
n∑
k=1
Xk
with (Xk)k a sequence of i.i.d. symmetric random variables (that is X
L
= −X) having a
moment of order 4. To prove that (n−1/4Sn, n1/4)n converges in the mod-gaussian sense to
such a function Φ with parameter C = (3−E (X4))/24, we can suppose that E (X2) = 1 and
we suppose that κ := E
(
X4
)
< 3. Then, setting φX(x) := E
(
eixX
)
, we have
E
(
eixn
−1/4Sn
)
= E
(
eix
∑n
k=1Xk/n
1/4
)
=
(
E
(
eixX/n
1/4
))n
= en log(φX(x/n
1/4))
= e
n log
(
φX(0)+φ
′′
X(0)
x2
2
√
n
+φ
(4)
X (0)
x4
24n
+ox( 1n)
)
= e
n log
(
1+ x
2
2
√
n
+κ x
4
24n
+x
4
n
ε1
(
x
n1/4
))
= e
n
(
x2
2
√
n
+κ x
4
24n
− 1
2
(
x2
2
√
n
)2
+x
4
n
ε2
(
x
n1/4
))
= e
√
nx
2
2
+(κ−3)x4
24
+x
4
n
ε2
(
x
n1/4
)
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Here, ε1 and ε2 are functions that tend to 0 in 0 and are bounded on a compact neighbor-
hood of 0. Hence, we can consider the following convergence that holds locally uniform in x
in a certain interval around 0
E
(
eixn
−1/4Sn
)
E
(
eixn
1/4G
) −−−−→
n→+∞
e−
(3−κ)
24
x4
We can check moreover that the required hypotheses of analyticity and boundedness in a
horizontal band are fullfilled, that is
sup
z∈a+i[0,β]
∣∣∣e−Cz4∣∣∣ = sup
y∈[0,β]
∣∣∣e−C(a+iy)4∣∣∣ = sup
y∈[0,β]
e−C(a
4+y4−6a2y2) 6 C ′βe−Ca
4/2 −−−−→
a→±∞
0
Thus, according to the theorem, the random variable Hn of distribution given by (3.16)
with ΦC(x) = e−Cx
4 “looks like” the distribution of n−1/4Sn, in the same vein as the dis-
tribution of Sn “looks like” the distribution of G ∼ N (0, 1) according to the Central Limit
Theorem.
Now, we prove theorem 3.4.7.
Proof. For θ ∈ R, write
E
(
eiθHn
)
E (eiθγnG)
=
E
(
Φ
(
G
γn
)
eiθγnG
)
E (eiθγnG)E
(
Φ
(
G
γn
)) = E
(
eiθγnG
E
(
eiθγnG
)Φ( Gγn)
)
E
(
Φ
(
G
γn
)) =: ∫RΦ(x)µ(θ)n (dx)
E
(
Φ
(
G
γn
)) (3.17)
where ∫
R
Φ(x)µ(θ)n (dx) := E
(
eiθγnG
E (eiθγnG)
Φ
(
G
γn
))
= eθ
2γ2n/2
∫
R
eiθγnxΦ
(
x
γn
)
e−x
2/2 dx√
2pi
=
∫
R
Φ
(
x
γn
)
e−
1
2
(x−iθγn)2 dx√
2pi
=
∫
R−iθγn
Φ
(
y
γn
+ iθ
)
e−
1
2
y2 dy√
2pi
Set
g(z) := Φ(z/γn + iθ)e
−z2/2
If g is analytic on the whole complex plane, the Cauchy formula gives∫
[−a,a]
g +
∫
a+i[0,β]
g −
∫
[−a,a]+iβ
g −
∫
−a+i[0,β]
g = 0
If moreover g satisfies the hypothesis (3.15), we can write∣∣∣∣∣
∫
a+i[0,β]
g(x)dx
∣∣∣∣∣ 6 |β| supz∈a+i[0,β] |g(z)| −−−−→a→±∞ 0
110 CHAPTER 3. MOD-* CONVERGENCE
Hence,∫
[−a,a]+iβ
g =
∫
[−a,a]
g +
(∫
a+i[0,β]
g −
∫
−a+i[0,β]
g
)
=:
∫
[−a,a]
g +R(a)
with
|R(a)| 6 2 |β| sup
z∈a+i[0,β]
|g(z)| −−−−→
a→±∞
0
Passing to the limit on a→ +∞, we get∫
R−iβ
g =
∫
R
g
Now,
sup
z∈a+i[0,β]
∣∣∣e−z2/2∣∣∣ = sup
u∈[0,β]
∣∣∣e−(a+iu)2/2∣∣∣ = sup
u∈[0,β]
e−a
2/2+u2/2 = eβ
2/2e−a
2/2 −−−−→
a→±∞
0
sup
z∈a+i[0,β]
|Φ(z)| = sup
u∈[0,β]
|Φ(a+ iu)| −−−−→
a→±∞
0 by the hypothesis (3.15)
sup
z∈a+i[0,β]
∣∣∣e−z2/2Φ (z)∣∣∣ −−−−→
a→±∞
0
We can thus write∫
R
Φ(x)µ(θ)n (dx) =
∫
R
Φ
(
y
γn
+ iθ
)
e−
1
2
y2 dy√
2pi
= E
(
Φ
(
G
γn
+ iθ
))
The condition (3.15) ensures that Φ is bounded on a horizontal strip, hence, by the dom-
inated convergence theorem, the continuity of Φ on the complex plane and the hypothesis
Φ(iθ) = Φ(θ) for all θ ∈ R, we get
lim
n→+∞
∫
R
Φ(x)µ(θ)n (dx) = E
(
lim
n→+∞Φ
(
G
γn
+ iθ
))
= Φ(iθ) = Φ(θ)
An by dominated convergence again,
lim
n→+∞E
(
Φ
(
G
γn
))
= Φ(0) = 1
which proves the theorem.
Remark 3.4.9. This theorem is extremely restrictive : most of the examples treated do not
satisfy its hypotheses. We will relax several of such hypotheses in forthcoming propositions.
Remark 3.4.10. The fact that the signed (complex) measures µ(θ)n satisfy
lim
n→+∞
∫
R
Φ(x)µ(θ)n (dx) = Φ(θ) =
∫
R
Φ(x)δθ(dx)
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for all Φ satisfying the assumptions of theorem 3.4.7 can be rephrased into a weak convergence
of the sequence (µ(θ)n )n to the measure δθ. Note that the space of functions on which this
convergence holds is restrictive and is a strict subset of the space of continuous bounded
functions, space on which the weak convergence does not hold as one can check by considering
the limit of the Fourier transform
∫
R e
iαxµ
(θ)
n (dx) :
∫
R
eiαxµ(θ)n (dx) := E
(
eiθγnG
E (eiθγnG)
e
iα G
γn
)
=
E
(
e
iG
(
θγn+
α
γn
))
E (eiθγnG)
=
e
− 1
2
(
θγn+
α
γn
)2
e−
1
2
(θγn)
2 = e
αθ− α2
2γ2n −−−−→
n→+∞
eαθ
The last theorem motivates the following definition :
Definition 3.4.11. Let Φ be a mod-gaussian limiting function satisfying the hypotheses of
theorem 3.4.7. We define the distribution H (Φ, γ) by
Hγ ∼H (Φ, γ) ⇐⇒ PHγ :=
Φ
(
G
γ
)
E
(
Φ
(
G
γ
)) • PγG (3.18)
with G ∼ N (0, 1), and with a slight abuse of notation, we also define when the context is
clear
Hn ∼H (Φ, γn) ⇐⇒ PHn :=
Φ
(
G
γn
)
E
(
Φ
(
G
γn
)) • PγnG (3.19)
Remark 3.4.12. Let Hγ ∼H (Φ, γ). Then, for f ∈ L1(PG)
E (f(Hγ)) :=
E
(
Φ
(
G
γ
)
f (γG)
)
E
(
Φ
(
G
γ
))
Another way of writing this last formula is to say that Hγ has a Lebesgue-density given
by
fHγ (x) =
1
cγ
Φ
(
x
γ2
)
e
− 1
2
(
x
γ
)2
with cγ := γ
√
2piE (Φ(G/γ)) (3.20)
In particular, suppose that a sequence (Xn)n converges in the mod-gaussian sense to Φ
with parameters (γn)n and that Xn has a distribution absolutely continuous with respect to
the Lebesgue measure, of density fXn . The Central Limit Theorem amounts to say that
fXn(x) is “close to”
1
γn
fG
(
x
γn
)
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with fG(x) = e−x
2/2/
√
2pi, and the mod-gaussian convergence precises this last fact at the
second order since it amounts to say that
fXn(x) is “close to”
1
cγn
fG
(
x
γn
)
Φ
(
x
γ2n
)
.
A formalisation of how close are those last two functions can be achieved by introducing
a suitable functionnal distance.
3.4.3 Mod-Gaussian convergence in the Laplace setting
As noticed in remark 3.4.10, the key point in the last theorem is to show that (µ(θ)n )n con-
verges weakly to δθ for a certain notion of weak convergence of measures. But the fact that
limn→+∞
∫
RΦ(x)µ
(θ)
n (dx) = Φ(iθ) forces the function Φ to have an additionnal symmetry and
gives the hint that this is the variable iθ that should be the relevant parameter, that is, to
consider the Laplace transform in place of the Fourier transform. This motivates the
Definition 3.4.13 (Mod Gaussian-Laplace convergence, [5, 39]). Let (Xn)n be a sequence
of random variables of expectation 0 with E
(
euXn
)
< ∞ for all u ∈ R and let (γn)n be a
sequence of strictly positive real numbers. (Xn)n is said to converge mod-Gaussian-Laplace
with parameters (γn)n if
E
(
euXn
)
E (euγnG)
−−−−→
n→+∞
Φ (u)
where Φ : R → R+ is a continuous function satisfying Φ(0) = 1, the last convergence being
locally uniform in u ∈ R.
Note that the function Φ here defined is positive, as a limit of a sequence of positive
functions. Now, let (Pξn(u))n be the probability measure defined by
Pξn(u) :=
euγnG
E (euγnG)
• PG/γn = PG/γn+u
by the natural generalisation of (3.13) to variances different of 1. We hence have
E
(
eiθξn(u)
)
= E
(
e
iθ
(
G
γn
+u
))
= e
iθu− θ2
2γ2n −−−−→
n→+∞
eiθu
that is :
ξn(u)
L
=
G
γn
+ u
L−−−−→
n→+∞
u
Suppose that Φ ∈ L1 (PG/γn) for all n > 0. We would like to have the equality
E
(
e−xHγn (Φ)
)
E (e−xγnG)
=
E
(
Φ
(
x+ Gγn
))
E
(
Φ
(
G
γn
)) (3.21)
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in the same vein as (3.17) but for a limiting function in the Laplace sense ; such an equality
can be understood as a duality equality between mod-Gaussian convergence and convergence
in law since the convergence of the LHS is the definition of mod-Gaussian convergence and the
RHS converges because of the convergence in law of G/γn for test functions being bounded and
continuous (note that we did not suppose Φ bounded). As Φ is positive, the last interpretation
by means of a penalisation holds. But to pass to the limit, one needs the boundedness of Φ
to apply dominated convergence.
Supposing now that Φ is bounded, one can define the probability distribution H˜ (Φ, γ) by
H˜γ ∼ H˜ (Φ, γ) ⇐⇒ PH˜γ :=
Φ
(
G
γ
)
E
(
Φ
(
G
γ
)) • PγG
As (3.21) holds, an application of dominated convergence and continuity of Φ gives
E
(
e−xHγn (Φ)
)
E (e−xγnG)
−−−−→
n→+∞
Φ(x)
locally uniformly in x. In particular, for (Xn)n converging in the mod-Gaussian-Laplace sense
with parameters (γn)n, we have
E
(
exH˜γn
)
E (exXn)
−−−−→
n→+∞
1 if Φ(x) 6= 0
In accordance with theorem 3.4.7, the distribution of (Xn)n should look like the distribution
of (H˜γn)n. To precise this idea of resemblance of the distributions, the best way is to introduce
a probabilistic metric, such as the Kolmogorov one, and to compute the effective distance
between (Xn)n and (H˜γn)n. This is the object of the chapter 4.7.
Of course, definition 3.4.13 can be adapted in case E
(
euXn
)
< ∞ only on a strict subset
of R.
3.4.4 The modulus of the characteristic polynomial of a random unitary
matrix
Barnes’ asymptotics for the G-function gives (see [8])
logG(1 + z) =
1
12
logA+ log(2pi)
z
2
+
(
z2
2
− 1
12
)
log z − 3
4
z2 +O
(
1
z2
)
valid for z in any sector not containing the negative real axis with |z| large. Thus, for x > 0,
one has
Φ˜U (x) =
G(1 + x)2
G(1 + 2x)
= e−x
2 log|x|−O(x2)
i.e. we are in the case where the assumptions of definition 3.4.13 apply. Unfortunately, in the
neighborhood of x = −1/2, Φ˜U has the following type of singularity
Φ˜U (x) ∼
x→−1/2
A
x+ 1/2
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and the function is not integrable in the neighbourhood of −1/2. The functions Φ˜U or ΦU are
hence only integrable (for the Gaussian measure) on [−1/2 + ε,+∞[ for all ε > 0.
A possible way to define the mod-Gaussian-Laplace convergence on ]− 1/2,+∞[ consists
in defining first the random variables Hn(Φε) ∼ H˜ (Φε, γ) using Φε(x) := ΦU (x)1{x>−1/2+ε}
in place of ΦU . By continuity and dominated convergence, locally uniformly in x > −1/2,
E
(
e−xHn(Φε)
)
E (e−xγnG)
−−−−→
n→+∞
Φε(x)
To get the whole interval ]−1/2,+∞[, a diagonal extraction procedure can be applied to get
a sequence (εn)n. The sequence (Hn(Φεn))n will then converge in the mod-Gaussian-Laplace
sense to Φ0 : x 7→ ΦU (x)1{x>−1/2} which is the desired function (i.e. on the good interval of
definition).
In the general case, this truncation procedure has to be defined everytime the limiting
mod-* function is not integrable for the relevant mode of convergence. This is for instance
the case of log
∣∣ζ (12 + iTU)∣∣ : to give a probabilistic flavour of the moments conjecture, one
has to define the suitable sequence of truncated random variables. Note that Selberg’s CLT
can be rephrased into
dKol
 log ∣∣ζ (12 + iTU)∣∣√
1
2 log log T
,N (0, 1)
 −−−−→
T→+∞
0
Nevertheless, a translation of the moments conjecture into
dKol
(
log
∣∣∣∣ζ (12 + iTU
)∣∣∣∣ , H˜ (ΦU,εTΦA,ε′T , log log T )
)
−−−−→
T→+∞
0
is not sufficient : one needs to include functions such as x 7→ eλx into the space of test functions
defining the distance to be able to renormalise by the Laplace transform of log log TG.
Remark 3.4.14. The choosen truncation could also be done in a different maneer. Indeed,
since every limiting mod-* function can be written as a product (appearing on the examples
considered, and abstract in the case of a general sequence of random variables), one can look
for a truncation of the number of terms of the product, if nevertheless this product appears
to be integrable for a certain tuncation.
3.4.5 Mod-Poisson convergence in the Laplace setting
In the same vein as before, we define the mod-Poisson convergence in the Laplace setting by
the following :
Definition 3.4.15 (Mod Poisson-Laplace convergence, [5, 39]). Let (Xn)n be a sequence of
positive random variables and (γn)n be a sequence of strictly positive real numbers. (Xn)n is
said to converge mod-Poisson-Laplace with parameters (γn)n if for all x ∈ ]0,+∞[
E
(
xXn
)
E (xPγn )
−−−−→
n→+∞
Φ (x)
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where Φ : R+ → R+ is a continuous function satisfying Φ(1) = 1, the last convergence being
locally uniform in x ∈ ]0,+∞[, and Pγn ∼P(γn).
Note that the function Φ is necessarily positive on R∗+ as a locally uniform limit of positive
functions on R∗+. If E (Φ(Pγ/γ)) < ∞ for all γ ∈ R+, this positivity allows to define the
probability distribution Q (Φ, γ) by
Qγ ∼ Q (Φ, γ) ⇐⇒ PQγ :=
Φ
(
Pγ
γ
)
E
(
Φ
(
Pγ
γ
)) • PPγ
where Pγ ∼P(γ). For Qγn ∼ Q (Φ, γn), we have
E
(
xQγn
)
E (xPγn )
=
E
(
Φ
(
Pγn
γn
)
xPγn
)
E (xPγn )E
(
Φ
(
Pγn
γn
)) = E
(
xPγn
E
(
xPγn
)Φ(Pγnγn )
)
E
(
Φ
(
Pγn
γn
)) =: E (Φ (pin(x)))
E
(
Φ
(
Pγn
γn
))
with
Ppin(x) :=
xPγn
E (xPγn )
• PPγn/γn = PPxγn /γn
since
E
(
eiθpin(x)
)
=
E
(
e
i θ
γn
PγnxPγn
)
E (xPγn )
=
eγn(xe
iθ/γn−1)
eγn(x−1)
= eγnx(e
iθ/γn−1) = E
(
e
i θ
γn
Pxγn
)
that is :
pin(x)
L
=
Pxγn
γn
L−−−−→
n→+∞
x
Hence, (Qγn)n converges in the mod-Poisson-Laplace sense to Φ, and E
(
xQγn
)
/E
(
xXn
)
converges to 1 for every x ∈ R∗+ such that Φ(x) 6= 0, which expresses that Xn “looks like”
Qγn . A more quantitative version of this result could be given by means of Stein’s method by
computing dKol (Xn, Qγn).
Remark 3.4.16. Note the similarity between the duality formula (3.21) and
E
(
xQγ(Φ)
)
E (xPγ )
=
E
(
Φ
(
Pxγ
γ
))
E
(
Φ
(
Pγ
γ
)) (3.22)
There is a formal correspondance betweenP(xγ) and N (xγ, 1) since one can write (3.21)
with Nγ ∼ N (γ, 1) as
E
(
e−xHγ(Φ)
)
E (e−xNγ )
=
E
(
Φ
(
Nxγ
γ
))
E
(
Φ
(
Nγ
γ
))
116 CHAPTER 3. MOD-* CONVERGENCE
This comes from the particular type of change of probability ofP(γ) and N (γ, 1). In the
case of a more general Lévy process, e.g. a subordinator (Xγ)γ of drift d¯ and Lévy measure
Π, the Lévy-Kintchine formula gives
E
(
e−θXγ
)
= exp (−γΛX(θ))
with
ΛX(θ) = d¯θ +
∫ +∞
0
(
1− e−θu
)
Π(du)
Using the Lévy-Kintchine formula, one has
e−xXγ
E (e−xXγ )
• PXγ =: PX(x)γ
where (X(x)γ )γ is the subordinator of drift d¯ and Lévy measure Π(x) given by the exponential
bias
Π(x)(du) = e−xuΠ(du)
Thus, if one defines X (Φ, γ) (under the restriction of its existence) by
Xγ(Φ) ∼X (Φ, γ) ⇐⇒ PXγ(Φ) :=
Φ
(
Xγ
γ
)
E
(
Φ
(
Xγ
γ
)) • PXγ
one has
E
(
e−xXγ(Φ)
)
E (e−xXγ )
=
E
(
Φ
(
X
(x)
γ
γ
))
E
(
Φ
(
Xγ
γ
))
But, using the Lévy-Kintchine formula again,
X
(x)
γ
γ
L−−−−→
γ→+∞
d¯ +
∫ +∞
0
uΠ(x)(du) = d¯ +
∫ +∞
0
u e−ux Π(du) = Λ′X(x)
hence, if Φ is continuous and bounded, by dominated convergence,
E
(
e−xXγ(Φ)
)
E (e−xXγ )
−−−−→
γ→+∞
Φ (Λ′X(x))
Φ
(
Λ′X(0)
)
Set
Υ(x) := inf
{
y ∈ R / Λ′X(x) > y
}
Supposing this last quantity finite, we have
E
(
e−Υ(x)Xγ(Φ)
)
E
(
e−Υ(x)Xγ
) −−−−→
γ→+∞
Φ (x)
Φ (1)
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For example, in the case of the Poisson process, since Π = δ1, we have Υ(x) = − log x,
which gives (3.22). The case of the stable subordinator (without the Cauchy process) can be
handled in the same way with Υ(x) = x1/(α−1) since, for x > 0, α 6= 1 and d¯ = 0
X
(x)
γ
γ
L−−−−→
γ→+∞
αxα−1
Example 3.4.17. Let D ∼ D(1) be a random variable Dickman-distributed. The Dickman
distribution is defined by the equality (see e.g. [2])
E
(
eiθD
)
= exp
(∫ 1
0
(
eiθu − 1
) du
u
)
The Lévy measure is here
ΠD(du) = 1{06u61}
du
u
and one has
Λ′D(x) =
∫ +∞
0
ue−xuΠD(du) =
∫ 1
0
e−xudu =
1− e−x
x
Since Λ′D is strictly decreasing on R+, it is a bijection from R+ to (0, 1] and the inverse
bijection Υ can be defined. In order to apply the precedent construction, we need some se-
quences of random variables that converge in law to a Dickman distribution. This distribution
arises, amongst others, in several models of the form
Dn :=
n∑
k=1
kZk
with (Zk)k a sequence of weakly correlated random variables with values in N that have a
certain probability of being equal to 0, typically P (Zk = 0) = 1/k. For instance, if Zk is
Bernoulli, Poisson or Geometrically distributed with parameter 1/k, the last sum Dn/n will
converge in law to the Dickman distribution, as one can see with Zk ∼P(1/k), the Zk being
independent
E
(
eiθDn/n
)
=
n∏
k=1
E
(
eiθZk/n
)
=
n∏
k=1
exp
(
eiθk/n − 1
k
)
= exp
(
1
n
n∑
k=1
eiθk/n − 1
k/n
)
−−−−→
n→+∞
exp
(∫ 1
0
(
eiθu − 1
) du
u
)
The mod-Dickman convergence can be defined in the same way as before. In particular,
one has in the Bernoulli case, for Dn =
∑
16k6n kBk and x > 0
E
(
e−xDn
)
E (e−xnD)
= e−
∫ n
0 (e
−xu−1) duu
n∏
k=1
E
(
e−xBk
)
=
n∏
k=1
(
1 +
e−kxu − 1
k
)
e−
∫ k
k−1(e
−xu−1) duu
−−−−→
n→+∞
ΦB(x) :=
∏
k>1
(
1 +
e−kxu − 1
k
)
e−
∫ k
k−1(e
−xu−1) duu
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the last product being convergent, as one can check by developing log
(
1 + e
−xu−1
k
)
and using
the rest of the Riemann sum approximation.
In the independent Poisson case, with Pk ∼P(1/k), one has
E
(
e−xD˜n
)
E (e−xnD)
= e−
∫ n
0 (e
−xu−1) duu
n∏
k=1
E
(
e−xPk
)
= exp
(
n∑
k=1
(
e−kxu − 1
k
−
∫ k
k−1
(
e−xu − 1) du
u
))
−−−−→
n→+∞
ΦP (x) := exp
∑
k>1
(
e−kxu − 1
k
−
∫ k
k−1
(
e−xu − 1) du
u
)
the last sum being convergent for the same reason as in the Bernoulli case, using the error
term of a Riemann sum approximation.
The case of independent geometric random variables can also be treated, but with a sum
starting at k = 2. The limiting function has then a slight corrective term :
E
(
e−xD̂n
)
E (e−xnD)
= e−
∫ n
0 (e
−xu−1) duu
n∏
k=2
E
(
e−xkGk
)
= e−
∫ n
0 (e
−xu−1)
n∏
k=2
(
1− 1k
1− e−kxk
)
= e−
∫ 1
0 (e
−xu−1) duu 1
n
n∏
k=2
e−
∫ k
k−1(e
−xu−1) duu
1− e−kxk
−−−−→
n→+∞
ΦG(x)
with
ΦG(x) = exp
−γ − ∫ 1
0
(
e−xu − 1) du
u
−
∑
k>2
(
log
(
1− e
−kx
k
)
+
1
k
+
∫ k
k−1
(
e−xu − 1) du
u
)
= exp
−∫ 1
0
(
e−xu − 1) du
u
−
∑
k>2
(
log
(
1− e
−kx
k
)
+
∫ k
k−1
e−xu
du
u
)
In these three cases, the limiting function Φ ∈ {ΦB,ΦP ,ΦG} is positive and bounded by
1 ; hence, the associated random variables Xγ(Φ) can be defined (with γn = n).
Remark 3.4.18. In the last three examples, the only case to understand concerns a Bernoulli
random variable Bγ with 0 < γ < 1 : one can easily check that there exist random variables
Z1(γ) and Z2(γ) independent of Pγ ∼ P(γ) and Gγ ∼ Ge(γ) such that (see [70] for the
Poisson case, the generalisation to the Geometric case is straightforward)
Pγ
L
= Bγ + Z1(γ)
Gγ
L
= Bγ + Z2(γ)
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3.5 Constructing mod-* fluctuations
3.5.1 Comparing models
Back to the Rényi-Túran proof (c.f. [83]) of the Erdös-Kac theorem : for Un ∼ U (J1, nK),
recall that ω(Un) indicates the number of prime divisors of Un, and that (ω(Un), H
(P)
n )n
converges in the mod-Poisson sense to
Φω(z) = ΦC(z)ΦΩ(z) =
∏
k∈N∗
(
1 +
z − 1
k
)
e−
z−1
k
∏
p∈P
(
1 +
z − 1
p
)
e
− z−1
p
=
∏
k∈N∗
[(
1 +
z − 1
k
)
e−
z−1
k
]1+1{k∈P}
defined in (3.11), with H(P)n defined in (3.8). It was proven that for all x > 0, Φω(x) > 0,
hence, it only remains to check that Φω(·/γ) ∈ `1(P(γ)) for γ = H(P)n . But for all y ∈ R, one
has 1 + y 6 ey, hence, for y = x−1k , one has for all k > 1 and for all x ∈ R(
1 +
x− 1
k
)
e−
x−1
k 6 1
which implies that for all x ∈ R (hence for all x ∈ R+)
Φω(x) 6 1
Finally, we can conclude that ω(Un) has a distribution closed toQ
(
Φω, H
(P)
n
)
and one can
expect dKol
(
ω(Un),Q
(
Φω, H
(P)
n
))
to tend to 0 when n→ +∞ ; this result can be achieved
by means of Stein’s method (see chapter 4).
One can ask the question of a pathwise construction of such a biased random variable in
the same vein as lemma 3.4.5, or more generally, to exhibit a simple random variable that
converges in the mod-Poisson sense to Φω. Such a random variable would thus be, somehow,
a more accurate model than the usual independent sum as it would converge at the second
order. Of course, this assertion must be precised : one intuitive way to construct such a
model can be done with a sum of independent sums of random variables created by means of
Bernoulli random variables, i.e.
ω(Un) ≈ ωn :=
A∑
k=1
Bk +
A′∑
k=1
B′k (3.23)
with P (Bk = 1) = 1pk , P (B
′
k = 1) =
1
k , where we have set P := {pk, k > 1} and where A,A′
are choosen so that the mod-Poisson speed of convergence γn = log log n+κ of ω(Un) matches
the speed of convergence of ωn. Since γn is asymptotically the mean (and the variance) of
ω(Un), and since
E (ωn) =
A∑
k=1
1
pk
+
A′∑
k=1
1
k
= log logA+ log(A′) +O(1)
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one finds the relation
A′ logA = O(log n)
the constant in the O being explicitely known.
This intuitive model, despite its artificial character, has the advantage of being an accept-
able mod-Poisson model for ω(Un) since it converges in the mod-Poisson sense to Φω = ΦΩΦC ,
but it gives no hint about a number-theoretic interpretation of the apparition of this term, as
it is done in [68] in the framework of function fields.
Nevertheless, the question of constructing such a model can be asked, the relevance of such
a model still being to be debated.
3.5.2 Construction of the model
Theorem 3.5.1 (A mod-Poisson model of the Erdös-Kac theorem, [6]). Let (Bk)k and (B′k)k
be two independent sequences of independent {0, 1}-Bernoulli random variables such that
P (Bk = 1) = P
(
B′k = 1
)
=
1
k
For θ > 0, let Bk(θ) be the θ-exponential bias of Bk = Bk(1) given by
P (Bk(θ) = 1) =
θ
θ + k − 1 = 1− P (Bk(θ) = 0)
or equivalently
PBk(θ) :=
θBk
E (θBk)
• PBk
Let
γn := H
(P)
n ∼n→+∞ log logn
kn := [
√
γn] ∼
n→+∞
√
log log n
pi(n) :=
∑
p∈P
1{p6n} ∼
n→+∞
n
log n
vn := exp
(
−Hkn
γn
)
= exp
(
− log log log n+O(1)
2 log log n
)
and
C ′n :=
kn∑
`=1
B′`(1/γn)
Let (I`)` be a sequence of i.i.d. random variables in J1, pi(n)K independent of (Bk)k and
(B′k)k distributed according to
P (I = k) =
1
pk +vn+1∑pi(n)
`=1
1
p` +vn+1
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for all k ∈ J1, pi(n)K. Let δ(I1, . . . , Ik) be the length of the random partition created by means
of the paintbox process associated to (I`)`. Then, the random variable Ω′′n defined by
Ω′′n :=
∑
k 6=I1,...,IC′n
Bpk(vn) + δ(I1, . . . , IC′n)
is such that (
Ω′′n, H
(P)
n
) mod-P−−−−→
n→+∞
Φω
As a consequence of mod-Poisson convergence, one has in addition the CLT
Ω′′n − log log n√
log logn
L−−−−→
n→+∞
N (0, 1)
Proof. The idea to construct such a random variable lies on two approximations : approximate
the random variable Pγn ∼P(γn) with the independent model Ωn since at the first order of
convergence (i.e. convergence in law) these random variables are close, and approximate the
limiting function Φω by a suitable truncation Φ
(n)
ω of its product since such a finite product
converges locally uniformly to Φω.
First step : Change of random variable : Set γn := H
(P)
n and
PΩ′n :=
ΦC
(
Ωn
γn
)
E
(
ΦC
(
Ωn
γn
)) • PΩn
PΩn(x) :=
xΩn
E (xΩn)
• PΩn
and remark that
E
(
xΩ
′
n
)
E (xPγn )
=
E
(
ΦC
(
Ωn
γn
)
xΩn
)
E
(
ΦC
(
Ωn
γn
))
E (xΩn)
E
(
xΩn
)
E (xPγn )
=
E
(
ΦC
(
Ωn(x)
γn
))
E
(
ΦC
(
Ωn
γn
)) E (xΩn)
E (xPγn )
By mod-Poisson convergence, we have, locally uniformly in x ∈ R+
E
(
xΩn
)
E (xPγn )
−−−−→
n→+∞
ΦΩ(x)
By dominated convergence, continuity of ΦC and law of large numbers for Ωn that implies
that Ωn/γn → 1 almost surely and in L1, we have
E
(
ΦC
(
Ωn
γn
))
−−−−→
n→+∞
ΦC(1) = 1
Last, using lemma 3.4.6, we see that
Ωn(x)
L
=
∑
p6n,p∈P
Bp(x)
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with P (Bp(x) = 1) = x/px/p+1−1/p =
x
p+x−1 . Using the law of large numbers and the fact that∑
p6n
x
p+x−1∑
p6n
1
p
−−−−→
n→+∞
x
we get that Ωn(x)/γn → x almost surely5 and in L1, which implies by continuity of ΦC and
dominated convergence that
E
(
ΦC
(
Ωn(x)
γn
))
−−−−→
n→+∞
ΦC(x)
Hence, we have a first random variable that converges in the mod-Poisson sense to Φω =
ΦCΦΩ : (
Ω′n, H
(P)
n
) mod-P−−−−→
n→+∞
Φω
Second step : Truncation of ΦC : Let k ∈ N∗ and
Φ
(k)
C (x) :=
k∏
`=1
(
1 +
x− 1
`
)
e−
x−1
`
We clearly have for all x ∈ R
Φ
(k)
C (x) 6 1
since every term of the product is less than 1. Elementary computations show that∣∣∣∣∣∣Φ(k)C − ΦC∣∣∣∣∣∣∞ = O
(
1
k
)
∣∣∣∣∣∣DΦ(k)C ∣∣∣∣∣∣∞ = O (1)
where the supremum is taken for x ∈ R+ and where Df(x) := f ′(x). Last,∣∣∣∣E(Φ(k)C (Ωn(x)γn
))
− ΦC(x)
∣∣∣∣ 6 ∣∣∣∣∣∣Φ(k)C − ΦC∣∣∣∣∣∣∞ + ∣∣∣∣∣∣DΦ(k)C ∣∣∣∣∣∣∞ E
(∣∣∣∣Ωn(x)γn − x
∣∣∣∣)
The classical CLT for sums of independent random variables ensures that
E
(∣∣∣∣Ωn(x)γn − x
∣∣∣∣) = O( 1√γn
)
with an absolute constant in the O(·). Thus, taking
k = kn :=
√
γn
one has ∣∣∣∣E(Φ(k)C (Ωn(x)γn
))
− ΦC(x)
∣∣∣∣ = O( 1√γn
)
5We suppose that x and the Bernoulli random variables are defined on the same probability space.
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With this choice of kn, one has moreover
vn := exp
(
−Hkn
γn
)
= exp
(
− log log log n+O(1)
2 log log n
)
We can now define
PΩ′′n :=
Φ
(kn)
C
(
Ωn
γn
)
E
(
Φ
(kn)
C
(
Ωn
γn
)) • PΩn
Then, we still have
E
(
xΩ
′′
n
)
E (xPγn )
=
E
(
Φ
(kn)
C
(
Ωn(x)
γn
))
E
(
Φ
(kn)
C
(
Ωn(1)
γn
)) E (xΩn)
E (xPγn )
and this last quantity converges locally uniformly to Φω, i.e.(
Ω′′n, H
(P)
n
) mod-P−−−−→
n→+∞
Φω
Now, we construct Ω′′n pathwise by means of a sequence of Bernoulli and uniform random
variables.
Third step : Construction. Let (B′`)` a sequence of independent {0, 1}-Bernoulli random
variables with P (B′` = 1) =
1
` independent of Ωn. We have
E
(
xΩ
′′
n
)
=
1
cn
E
(
xΩn
kn∏
`=1
(
1 +
1
`
(
Ωn
γn
− 1
))
e
− Ωn
γn`
)
=
1
c′n
E
(
(xvn)
Ωn
kn∏
`=1
(
Ωn
γn
)B′`)
with vn := exp (−Hkn/γn)
=
1
c′′n
E
(
(xvn)
Ωn
kn∏
`=1
Ω
B′`(1/γn)
n
)
with the notations of lemma 3.4.6
Setting
C ′n :=
∑
`6kn
B′`(1/γn)
we get
E
(
xΩ
′′
n
)
=
1
cn
E
(
(xvn)
ΩnΩC
′
n
n
)
=
E
(
vΩnn Ω
C′n
n xΩn
)
E
(
vΩnn Ω
C′n
n
)
This random variable is the combination of two biases : a first exponential bias in the vein
of lemma 3.4.6 with parameter vn and a random iteration of size-bias transform, the number of
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times this transform is applied being given by C ′n. The effect of the exponential bias amounts
to change the probabilities of Ωn to get
Ω˜n
L
=
pi(n)∑
k=1
Bpk(vn)
with pi(n) :=
∑
p∈P 1{p6n} ∼ nlogn by the Prime Number Theorem, P := {pk, k > 1} and
E
(
xΩ
′′
n
)
=
E
(
Ω˜
C′n
n xΩ˜n
)
E
(
Ω˜
C′n
n
) = 1
E
(
Ω˜
C′n
n
) kn∑
`=0
P
(
C ′n = `
)
E
(
Ω˜`nx
Ω˜n
)
(3.24)
A size bias with a power ` is nothing else than the `-th iteration of the usual size-bias
transform defined in lemma 3.4.5, as one can see by writing, for a bounded measurable function
f
E
(
X2f(X)
)
E (X2)
=:
1
E (X2)
E (Xg(X)) with g(x) := xf(x)
=
E (X)
E (X2)
E
(
g
(
X(s)
))
=
E (X)
E (X2)
E
(
X(s)f
(
X(s)
))
=
E (X)
E (X2)
E
(
X(s)
)
E
(
f
(
(X(s))(s)
))
and one can check setting f = id : x 7→ x in the definition of the size-bias transform that
E
(
X(s)
)
=
E
(
X2
)
E (X)
i.e.
PX(s,2) := P(X(s))(s) =
X2
E (X2)
• PX
From now on, we denote by X(s,k) := (X(s,k−1))(s) and X(s,0) := X. In virtue of lemma
3.4.5, we have
Ω˜(s)n
L
= Ω˜n −BpI (vn) +BpI (vn)(s)
with I ∈ J1, pi(n)K a random index independent of all random variables in presence of distri-
bution
P (I = k) =
1
pk +vn+1∑pi(n)
`=1
1
p` +vn+1
(3.25)
In addition, for a {0, 1}-Bernoulli random variable B, we have
E
(
xB
(s)
)
=
E
(
BxB
)
E (B)
= x
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i.e. B(s) = 1 almost surely (which amounts to change its parameter to 1). Hence,
Ω˜(s)n
L
= Ω˜n −BpI (vn) + 1 =
∑
k6pi(n), k 6=I
Bpk(vn) + 1
If we iterate the transformation, this amounts to toss a certain random variable J whose law
is given by (3.25) independent of all random variables in presence and in particular independent
of I. Two cases can occur : either I = J in which case Ω˜(s,2)n
L
= Ω˜
(s)
n , or I 6= J in which case
Ω˜
(s,2)
n
L
=
∑
k 6=I,J Bpk(vn) + 2, which we can sumarize into
Ω˜(s,2)n
L
=
∑
k 6=I,J
Bpk(vn) + 1 + 1{I 6=J}
The third iterate gives
Ω˜(s,3)n
L
=
∑
k 6=I1,I2,I3
Bpk(vn) + δ(I1, I2, I3)
with
δ(I1, I2, I3) =

1 if I1 = I2 = I3
2 if Ii = Ij 6= Ik for {i, j, k} = {1, 2, 3}
3 if I1 6= I2 6= I3 6= I1
At the `-th iteration, one has, with a sequence of i.i.d. indexes (I`)` of law given by (3.25)
Ω˜(s,`)n
L
=
∑
k 6=I1,...,I`
Bpk(vn) + δ(I1, . . . , I`)
where δ(I1, . . . , I`) is the lenght of the random partition λ ` ` constructed by means of the
following “paintbox”, i.e. define the equivalence relation by
k ∼ r ⇐⇒ Ik = Ir
Then, the equivalence classes of this relation define a random partition. In the case where
I ∼ U (J1, pi(n)K), this random partition is equal in law to the cycle structure of a random
uniform permutation σ ∈ S` and in particular, δ(I1, . . . , I`) = C(σ). In the case of our
indexes, this distribution has still to be precised.
Last, the equality (3.24) is equivalent to
Ω′′n
L
= Ω˜(s,C
′
n)
n
which implies that
Ω′′n
L
=
∑
k 6=I1,...,IC′n
Bpk(vn) + δ(I1, . . . , IC′n) with C
′
n :=
∑
`6kn
B′`(1/γn)
all the random variables considered being independent.
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Remark 3.5.2. One can compare Ω′′n with (3.23) : in addition to have one degree of freedom
left in the former model, such a construction gives an independant model for ω(Un) ; in the
latest construction, the random variables involved are not independant anymore.
Remark 3.5.3. Note the following interpretation of the corrective term : one has refined the
Erdös-Kac model Ωn by imposing a certain proportion of primes (in quantity δ(I1, . . . , IC′n))
to be divisors with probability one. If one knows that a certain amount of primes are divisors,
the least is to avoid them in the set of primes to consider for counting the prime divisors.
This operation can hence be (almost) understood as a conditioning (up to the change of
probabilities) :
Ω̂n
L
=
(
Ωn(vn)
∣∣∣BpI1 (vn) = 1, . . . , BpIC′n (vn) = 1
)
L≈
(
Ωn
∣∣∣BpI1 = 1, . . . , BpIC′n = 1
)
Nevertheless, a drawback of this model is the fact that the primes randomly selected are
not the large ones ; they are selected at random in the whole interval J1, pi(n)K and not above
a certain treshold, and due to the structure of the law (3.25), these are the small primes that
are cancelled in the sum.
Remark 3.5.4. An abstract form of this result can be given in the general framework of a
product of two {0, 1}-Bernoulli mod-Poisson limiting functions given in (3.1), and applies in
particular to the case of ωq(Pn) of the example 3.3.4.
3.5.3 Perspectives and open problems
The latest review of mod-* convergence has settled several questions and opened several
directions of investigation.
A first natural question concerns the total dependency case given by the Salem-Zygmund
theorem or the Fortet theorem given in [40], i.e. with one single random variables and functions
having a certain orthogonality property ; in particular, the case of functions with values in
{0, 1} would lead to an interesting mod-Poisson case. The limiting function occuring in such
a case could be interesting to analyse and in particular to compare with the case of ω(Un),
since all the limiting functions in mod-Poisson models lead to a product phenomena involving
the general type (3.1).
Concerning ω(Un), it would be interesting to go beyond the Erdös-Turan theorem and
to look at a functional renormalisation, i.e. the Erdös-Kubilius theorem. Such a functional
renormalisation gives at the limit a Brownian motion, but a more refined one could give a
Poisson process. Note that the functional generalisation of mod-* convergence in the functional
setting by means of a functional Fourier or Laplace transform is straightforward.
In the case of the moments conjecture, the construction of a random variable micmicking
the mod-Gaussian fluctuations (i.e. converging in the mod-Gaussian sense to the limiting
function of the Zeta) still remains to be done.
More generally, a better construction of the mod-Poisson model for ω(Un) has to be done.
A general guess would be a random variable of the type∑
k 6=I1,...,IZn
Bpk + δ(I1, . . . , IZn)
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with the (I`)` independent uniform random variables on JA, pi(n)K where A is to be found,
and Zn a random integer to be found. The advantages of such a model is the absence of
independence between the two random variables in presence, the natural apparition of the
number of cycles with the paintbox process (since, with the I`’s uniform, this is the number of
cycles under the Haar measure of a certain symmetric group), and the interpretation in terms
of conditioning on the large primes.
3.6 Mod-Poisson convergence with auxiliary randomization
3.6.1 An interesting fact
One striking phenomenon occuring with the limiting functions (3.1) that appear in the mod-
Poisson convergence of Bernoulli models is the fact that they are inverses of Mellin transforms.
This is clear in the case of the corrective Gamma factor in ω(Un) as remarked after equation
(3.3), but in the general case, one has
1
Φ(x)
=
∏
k>1
(1 + pk(x− 1))−1epk(x−1) =
∏
k>1
E
(
e−pk(x−1)e
(k)
)
epk(x−1) = E
(
Zx−1
)
with, if (ep(k))k denotes a sequence of i.i.d. exponentially distributed random variables,
Z
L
= exp
∑
k>1
pk(1− ep(k))

This last sum converges in L2 since
∑
k p
2
k <∞. The case where pk = 1/k corresponds to
Z
L
= ep, which amounts to the identity (3.4).
Now, consider a sequence of random variables (Xn)n with values in N and converging in
the mod-Poisson sense at speed (γn)n to a function ΦX that splits into ΦX = ΦMΦB where
ΦM is the limiting function corresponding to a sequence (Mn)n (a “model” of (Xn)n that one
can think of as an ”independent model”, although this last vision is restrictive and unnecessary
here) and ΦB is a correction corresponding e.g. to a Bernoulli model, or more generally being
equal to the inverse of a Mellin function.
Supposing that γn = log n, and taking P (log n) ∼P(log n), one has locally uniformly
E
(
xXn
)
E
(
xP (logn)
) −−−−→
n→+∞
ΦX(x) = ΦM (x)ΦB(x)
Since there exists a random variable Z such that ΦB(x) = 1/E
(
Zx−1
)
, one can write, with
Z independent of P (log n),
E
(
xP (log(nZ))
)
= E
(
e(x−1) log(nZ)
)
= e(x−1) log(n)E
(
Z(x−1)
)
=
E
(
xP (log(n))
)
ΦB(x)
which implies
E
(
xXnZ
)
E
(
xP (log(n))
) = E (xXnZ)
E
(
xP (log(nZ))
) E (xP (log(nZ)))
E
(
xP (log(n))
) −−−−→
n→+∞
ΦM (x)
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In fact, every Mellin transform of a random variable Y > 1 can be understood as the
characteristic function of a randomised Poisson random variable with the identity
E
(
Y x−1
)
= E
(
e(x−1) log Y
)
= E
(
xP (log Y )
)
Thus, by an additional randomization, one finds the independent model. If one supposes
that γn = log log n as in the case of ω(Un), the same reasoning can be done using P (log log(nZ))
and XnZ . In the general case, one can define the randomization by setting
γn(T ) ≡ γn + T
which amounts to write γn(T ) := γN(n,T ) with
N(n, T ) = γ−1γn+T := inf {k > 0 / γk > γn + T}
Note that one can adapt the last reasonning by setting an additional error term in the
random variable Z, i.e. use Zn that converges in distribution to Z at a certain rate.
All these considerations tackle the question of finding an additional randomization in
sequences of dependent random variables converging in the mod-* sense with an inverse Mellin
transform as a corrective function that could explain the splitting phenomenon, in particular
in the case of ω(Un) since
E
(
xω(Unep )
)
E
(
xP (log log(n))
) −−−−→
n→+∞
ΦΩ(x) (3.26)
3.6.2 Randomization on the Symmetric group
Several examples in Probability theory illustrate the fact that a certain additional randomiza-
tion of a particular parameter in a sequence of random variables reveals one of its fundamental
aspect, hidden at first glance. This is for instance the case of a random partition selected ac-
cording to the Plancherel distribution Pn(λ) := d2λ/n! : setting n ∼ P(t) for t > 0 gives the
Poisson-Plancherel distribution which is a measure on the infinite Young graph, or, equiva-
lently, on an infinite number of particules. The point process is then determinantal (see e.g.
[80]) and one can recover the asymptotic behaviour of the initial Plancherel point process by
a derandomization, a de-Poissonisation in this case (see e.g. [80, 56]).
A simpler example can be given with the cycle structure of a random uniform permutation :
Polya’s cycle index theorem (see e.g. [71], p. 25) expresses in terms of Laplace transform the
following identity in law
LP(n)θ (c1, . . . , cn) = L
(
P1, . . . , Pn
∣∣∣∣ n∑
k=1
kPk = n
)
(3.27)
with (P1, . . . , Pn) a vector of independent coordinates of law
Pk ∼P
(
θ
k
)
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Indeed, using the multi-index notation xα :=
∏
k>1 x
αk
k , we define the cycle indicator or
cycle index polynomial of a subgroup G of Sn as the symmetric function given by
CIP(G)(x) :=
1
|G|
∑
g∈G
xC(g)
Noting U(G) the uniform measure on G, we see that
CIP(G) = EU(G)
(
xC
)
(3.28)
Hence, the cycle index polynomial of G is the multivariate probability generating function,
that is, the generating function of the random variable C.
In the case where G = Sn, we have (see e.g. [71], example 9 p. 29) using the convention
xλ :=
∏
k>1 xλk for λ ` n,
CIP(Sn) :=
1
n!
∑
σ∈Sn
xC(σ) =
1
n!
∑
σ∈Sn
xct(σ) =
∑
λ`n
xλ
zλ
= hn
Here xλ plays the rôle of the extitpower functions usually denoted by pλ in [71]. The fact
that
H(t) :=
∑
n>1
hnt
n = exp
∑
k>1
xkt
k
k

is Polya’s CIP theorem.
This last equality has the following probabilistic interpretation : multiplying both sides
by (1− t), one has
∑
n>1
(1− t)tnEU(Sn)
(
xC
)
= (1− t) exp
∑
k>1
xkt
k
k
 = exp
∑
k>1
(xk − 1)tk
k
 = ∏
k>1
e(xk−1)
tk
k
Let Gt be a Geometrically distributed random variable, i.e. P (Gt = k) = tk(1− t) for all
k ∈ N and let (P (tk/k))k be a sequence of independent random variables Poisson-distributed
with parameter tk/k. Then,
EU(SGt )
(
xC
)
:=
∑
n>1
P (Gt = n)EU(Sn)
(
xC
)
=
∏
k>1
E
(
x
P (tk/k)
k
)
(3.29)
Noting ck(σ) the number of k-cycles of σ ∈ Sn, we see that under the geometrisation
U(SGt) of the uniform measure, the cycle structure (ck)k>1 has the same distribution as the
sequence of independent random variables (P (tk/k))k
(ck)k>1
L
=
(
P (tk/k)
)
k>1
In the same maneer as the Poisson-Plancherel measure highlights the determinantal struc-
ture of a random partition selected according to it, this last Geometric-Uniform measure
highlights the character independent Poisson of the cycle structure of a random permutation
selected according to it.
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One can remark that Gt can be expressed by means of the sequence
(
P (tk/k)
)
k
via
(
Gt, (ck)k>1
) L
=
∑
k>1
kP (tk/k),
(
P (tk/k)
)
k>1

Letting t→ 1 in this last identity gives back (3.27).
There are several analogies between permutations and primes. Some are listed in [2], pp.
32 or in [47]. In particular, permutations and integers share a divisibility property and a prime
decomposition :
∀σ ∈ Sn, σ =
∏
c∈C(σ)
c
∀n ∈ N, n =
∏
p∈P
pvp(n)
Here, C(σ) is the set of cycles of σ, the convention on the product being defined in section
1.1.1, and v = (vp)p∈P is the valuation structure, analogous to the cycle structure C = (ck)k.
The question of an identity analogous to Polya’s CIP theorem is thus relevant.
Polya’s CIP theorem deals with∑
n>1
P (Gt = n)EU(Sn)
(
xC
)
and the analogous quantity here would be, with a certain random variable G′t to be discovered
and with xv :=
∏
p∈P x
vp
p ∑
n>1
P
(
G′t = n
)
E
(
xv(Un)
)
3.6.3 The delta-Zeta distribution
Definition
Definition 3.6.1 (Delta-Zeta distribution). Let α > 1. The delta-Zeta distribution denoted
by δζ(α) is the distribution on N∗ defined by, for δα ∼ δζ(α)
∀ k > 1, P (δα = k) := k
ζ(α)
(
1
kα
− 1
(k + 1)α
)
This is a probability distribution : it is positive since x 7→ 1/xα is decreasing and∑
k>1
k
ζ(α)
(
1
kα
− 1
(k + 1)α
)
= 1
as one can see by performing an Abel summation (integration by parts), that is (setting
u0 := 0)∑
k>1
uk(vk − vk+1) =
∑
k>1
ukvk −
∑
k>1
ukvk+1 =
∑
k>1
ukvk −
∑
k>1
uk−1vk =
∑
k>1
(uk − uk−1)vk
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The application of this formula with uk = k and vk = k−α gives the result.
The Laplace transform of this sequence is given by, for all x ∈]0, 1[,
E
(
xδα
)
:=
1
ζ(α)
∑
k>1
kxk
(
1
kα
− 1
(k + 1)α
)
=
1
ζ(α)
∑
k>1
(
kxk − (k − 1)xk−1
) 1
kα
Define the polylogarithm function by
Liα(z) :=
∑
k>1
zk
kα
Then,
E
(
xδα
)
=
1
ζ(α)
((
1− 1
x
)
Liα−1(x) +
1
x
Liα(x)
)
Last, remark that δα can be defined as a size-bias distribution by setting
P (δα = k) =
k
ζ(α)
P (Rα = k) :=
k
ζ(α)
(
1
kα
− 1
(k + 1)α
)
with, ep denoting a random variable exponentially distributed and [x] the integer part of x,
Rα
L
= [exp (ep/α)]
One can easily check that P ([exp (ep/α)] = k) = k−α − (k + 1)−α and E (Rα) = ζ(α).
Fluctuations when α→ 1
One has
P (δα 6 x) =
1
ζ(α)
x∑
k=1
k
(
1
kα
− 1
(k + 1)α
)
=
1
ζ(α)
x∑
k=1
1
kα
− 1
ζ(α)(x+ 1)α
by an Abel summation. In particular, for all t > 0, one has
P
(
δα 6 e
t
α−1
)
=
1
ζ(α)
e
t
α−1∑
k=1
1
kα
− 1
ζ(α)
(
e
t
α−1 + 1
)α
=
1
ζ(α)
∫ e tα−1
1
dx
xα
+O
(
1
ζ(α) e
t(−α+1)
α−1
)
+O
(
e−
αt
α−1
ζ(α)
)
=
1
ζ(α)
e−t − 1
−α+ 1 +O
(
et
ζ(α)
)
−−−−→
α→1
1− e−t = P (ep 6 t)
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where ep denotes a random variable exponentially distributed and where we have used the fact
that
(α− 1)ζ(α) −−−−→
α→1
1 (3.30)
Thus, we have the convergence in law
(α− 1) log δα
L−−−−→
α→ 1
ep
The Zeta distribution
A random variable Zα : Ω → N∗ is said to be ζ(α)-distributed for a certain α > 1 if its
distribution is given by
P (Zα = k) :=
1
ζ(α)kα
One has
E
(
Zisα
)
=
1
ζ(α)
∑
k>1
kis
kα
=
ζ(α− is)
ζ(α)
=
∏
p∈P
1− p−α
1− p−α+is
=
∏
p∈P
E
(
pisG(p
−α)
)
where G(q) is a random variable with a Geometric distribution given by
E
(
xG(q)
)
=
1− q
1− qx
We hence have
Zα
L
= exp
∑
p∈P
log p G (p−α)

the G (p−α) being independent. Note that since the geometric random variables are infinitely
divisible, logZα is also infinitely divisible, a result that dates back to Kintchine in 1938.
This distribution is a particular case of multiplicative distribution, i.e. a distribution for
which the valuation structure of the random variable is composed with independant random
variables : v(Zα) is a random vector for Zα ∼ ζ(α) and one has, for x = (xp)p∈P
E
(
xv(Zα)
)
=
1
ζ(α)
∑
k>1
xv(k)
kα
=
∏
p∈P
1− p−α
1− p−αxv(p) =
∏
p∈P
1− p−α
1− p−αxp
since f : k 7→ xv(k) is a multiplicative function (that is f(k `) = f(k)f(`) for all k, ` ∈ N∗) due
to the fact that
vp(k `) = vp(k) + vp(`)
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We have in addition used the fact that for all p, q ∈ P,
vp(q) = 1{p=q}
and the following formula valid for a multiplicative function f : N∗ → {z ∈ C |z| < 1} such
that
∑
k |f(k)| <∞ ∑
k>1
f(k) =
∏
p∈P
1
1− f(p) (3.31)
A simple proof of this last formula consists in writing, with P = {p`, ` > 1}∏
p∈P
1
1− f(p) =
∏
p∈P
∑
kp>0
f(p)kp
=
∑
n>1
∑
kp1 ,kp2 ,...,kpn>0
n∏
`=1
f (p`)
kp`
=
∑
n>1
∑
kp1 ,kp2 ,...,kpn>0
f
(
n∏
`=1
p
kp`
`
)
by multiplicativity
=
∑
n>1
f(n)
We thus see that
E
(
xv(Zα)
)
=
∏
p∈P
E
(
x
G(p−α)
p
)
and more generally, if f is a real positive multiplicative function satisfying the last hypotheses,
defining the multiplicative distribution M(f) by, for Xf ∼M(f)
P (Xf = k) =
f(k)∑
`>1 f(`)
one has for the same reasons as before
E
(
xv(Xf )
)
=
∏
p∈P
E
(
xG(f(p))p
)
and in particular
Xf
L
= exp
∑
p∈P
log p G (f(p))

Remark 3.6.2. One has
P (Zα 6 n) =
1
ζ(α)
n∑
k=1
1
kα
= P (δα 6 n) +
1
ζ(α)(n+ 1)α
hence
(α− 1) logZα
L−−−−→
α→ 1
ep
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The analogue of Polya’s CIP
The utility of the delta-Zeta distribution comes from the following theorem
Theorem 3.6.3. Let Un ∼ U (J1, nK) be a uniform random variable in J1, nK and δα ∼ δζ(α).
Suppose that δα is independent of Un. Then
Uδα ∼ ζ(α)
Moreover, if there exists a couple (X,Y ) of integer-valued random variables such that X
is independent of Un and Y ∼M(f) for a certain multiplicative function f , then, there exists
a unique α > 1 such that f(k) = k−α for all k > 1.
Proof. For s ∈ R, one has
E
(
U isδα
)
=
∑
k>1
P (δα = k)E
(
U isk
)
=
1
ζ(α)
∑
k>1
k
(
1
kα
− 1
(k + 1)α
)
1
k
k∑
`=1
`is
=
1
ζ(α)
∑
k>1
kis
kα
by Abel summation
= E
(
Zisα
)
with Zα ∼ ζ(α)
One concludes by injectivity of the Fourier-Mellin transform.
Now, consider a couple (X,Y ) defined by the subordination equation UX
L
= Y ∼ M(f).
Then,
E
(
U isX
)
=
∑
k>1
P (X = k)
1
k
k∑
`=1
`is =
∑
k>1
kis
∑
`>k
1
`
P (X = `)

E
(
Y is
)
=
∑
k>1
kis
f(k)∑
`>1 f(`)
This implies that for all k > 1,∑
`>k
1
`
P (X = `) =
f(k)∑
`>1 f(`)
Solving this linear equation in P (X = k) gives
P (X = k) =
k∑
`>1 f(`)
(f(k)− f(k + 1))
It is clear that ∑
k>1
k∑
`>1 f(`)
(f(k)− f(k + 1)) = 1
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so, in order to have a probability distribution, one only needs to have f(k) − f(k + 1) > 0.
But a classical theorem on extremal order of arithmetic functions (see e.g. [98], pp. 82)
characterizes the only multiplicative decreasing functions on N∗ as being the power functions,
i.e. there exists a unique α > 1 such that
f(k) = k−α
As a direct corollary of this last theorem, one has the following “Arithmetic CIP” formula∑
n>1
P (δα = n)E
(
xv(Un)
)
=
∏
p∈P
E
(
x
G(p−α)
p
)
(3.32)
analogous to Polya’s CIP theorem (3.29) (using σn ∼ Haar(Sn) to strengthen the analogy)∑
n>1
P (G(t) = n)E
(
xC(σn)
)
=
∏
k>1
E
(
x
P (tk/k)
k
)
Discussion
One has
ω(Zα) =
∑
p∈P
1{vp(Zα)>1} =
∑
p∈P
B (p−α)
with (B (p−α))p a sequence of independent Bernoulli random variables of parameter p−α. In
particular, one has
E
(
xω(Zα)
)
=
∏
p∈P
(
1 +
x− 1
pα
)
= exp
(x− 1)∑
p∈P
1
pα
∏
p∈P
(
1 +
x− 1
pα
)
e
−x−1
pα
Define for α > 1
ζP(α) :=
∑
p∈P
1
pα
We have
log ζ(α) =
∑
k>1
ζP(kα)
k
= ζP(α) +
∑
k>2
ζP(kα)
k
Using (3.30), one deduces that
ζP(α) ∼
α→1+
− log(α− 1) = log
(
1
α− 1
)
In particular, locally uniformly in x > 0,
E
(
xω(Zα)
)
E
(
xP (log(1/(α−1)))
) −−−−→
α→1
∏
p∈P
(
1 +
x− 1
p
)
e
−x−1
p = ΦΩ(x)
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In order to choose a αn that mimics the mod-Poisson convergence of ω(Un), one thus needs
to take 1/(αn − 1) = log n, which gives
αn := 1 +
1
log n
Since
δα
L≈
α→1
exp
(
ep
α− 1
)
with this choice of αn, one has
δαn
L≈
n→+∞ n
ep
Zαn
L
= Uδαn
L≈
n→+∞ Unep
This explains the convergence (3.26) and the apparition of the Γ factor as the correction
to the independent model.
Note that the reasoning performed here is general to all models sharing such a property
of giving an independent structure by means of a randomisation, like the cycle structure of a
random uniform (or Ewens) permutation, and to all “separable” statistics, i.e. in the arithmetic
case, the statistics that write as a sum
∑
p fp(vp) such as ω (take fp(x) = 1{x>1}).
Example 3.6.4. The total number of prime divisors of an integer N ∈ N∗ is defined by
Ω(N) :=
∑
p∈P
vp(N)
Selberg proved in [88] the mod-Poisson convergence
E
(
xΩ(Un)
)
E
(
xP (log logn)
) −−−−→
n→+∞
1
Γ(x)
∏
p∈P
(
1− x
p
)−1(
1− 1
p
)x
Writing
∏
p∈P
(
1− x
p
)−1(
1− 1
p
)x
=
∏
p∈P
1− 1p
1− xp
e
(x−1) log
(
1− 1
p
)
= e(−γ+κP )(x−1)
∏
p∈P
1− 1p
1− xp
e
−x−1
p
one sees that
E
(
xΩ(Un)
)
E
(
xP (H
(P)
n )
) −−−−→
n→+∞
∏
k∈N∗
(
1 +
x− 1
k
)
e−
x−1
k
∏
p∈P
1− 1p
1− xp
e
−x−1
p
The interpretation of this last convergence is clear : one has the independent model
Ω̂n :=
∑
p6n
Gp
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where (Gp)p is a sequence of independent random variables each of geometric distribution
with parameter 1/p that correspond to the (vp(Un))p, and a corrective factor which is the
total number of cycles of a random uniform permutation.
A model that reproduces the mod-Poisson fluctuations of Ω(Un) in the same vein as the-
orem 3.5.1 could be interesting to find and will be developed in the future.
Here, the delta-Zeta randomisation applies again and one finds naturally the mod-Poisson
convergence of Ω(Zα)
L
=
∑
p G(p−α) when α → 1. The same reasonning as before allows to
understand why this is the Γ factor that appears here again.
3.6.4 Perspectives and open problems
There are several directions to generalise the philosophy of additional randomisation in mod-*
convergence.
One can try naturally to adapt the last results to mod-Gaussian convergence, in particular
to the moments conjecture (since the speed of convergence is log log T in (1.22), this amounts
to look for a randomisation in TZ for a certain random variable Z). Of course, one needs
first to prove (or disprove) that the group factor ΦU is the inverse of a Mellin transform.The
mod-Lévy (and mod-Dickman) convergence can also be studied.
Another natural generalisation consists in staying in the mod-Poisson framework and
changing the model, and in particular, to consider models where an additional randomisation
appears naturally. This is the case for the cycle structure of a random uniform permutation,
but also for polynomials over finite fields since the analogue of Polya’s CIP is the cyclotomic
identity (we use the notations of example 3.3.4 and denote by ck(P ) the number of irreducible
factors of degree k of the monic polynomial P , the sum being understood as a sum on monic
polynomials) ∑
P∈Fq [X]
tdegP
∏
k>1
z
ck(P )
k =
∏
pi∈P(Fq [X])
(
1
1− zdeg pi tdeg pi
)
or, equivalently, with c(q)d := card {P ∈ Fq[X] / degP = d}
∑
n>0
c(q)n t
n
 1
c
(q)
n
∑
P∈Fq [X], degP=n
∏
k>1
z
ck(P )
k
 = ∏
d>1
(
1
1− zdtd
)c(q)d
Here, one must multiply this last identity by
∏
d>1
(
1− td
)c(q)d
to get the probabilistic interpretation in terms of CIP and randomisation by the random
variable Gt such that
P (Gt = n) = tnc(q)n
∏
d>1
(
1− td
)c(q)d
Of course, other divisibility structures can occur, in particular logarithmic combinatorial
structures defined in [2], or other arithmetic structures such as Z[i], etc.
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Nevertheless, the most challenging aspect of the randomisation would consist in finding
a way to directly prove mod-* convergence of the non-randomised sequence using the ran-
domised sequence and the independence structure (or any other structure) that arise from the
randomisation. Indeed, the reasonning allowing to eliminate the corrective factor by means
of a randomisation supposes that the initial sequence of random variables converges in the
mod-* sense. The fact that there exists an independent model obtained by randomisation im-
plies that if mod-* convergence exists, the only possible limiting function is the independent
one corrected by a limiting function involving the fluctuations of the randomisation variable.
But nothing guarantees the existence of mod-* convergence. To achieve this, the technique
is derandomisation, which amounts to use the Selberg-Delange method for the delta-Zeta
distribution. But other methods are still possible and necessitate further investigations.
Chapter 4
Stein’s method and mod-* convergence
Let (Xn)n be a sequence of random variables converging in law to a variable Z ∼ N (0, 1),
for instance, Xn is the sum of n i.i.d. random variables of expectation 0 and variance 1/
√
n.
The Central Limit Theorem asserts that
dKol(Xn, Z) := sup
x∈R
|P (Xn 6 x)− P (Z 6 x)| −−−−→
n→+∞
0
The Berry-Esséen theorem ([17, 36]) is a direct continuation of the Central Limit Theorem :
it gives the rate of convergence of this latest limit
dKol(Xn, Z) 6
C√
n
where C is a constant depending on the sequence (Xn)n.
The classical method to prove the Berry-Esséen theorem is to proceed to a Fourier inver-
sion. This method applies perfectly in the framework of the sum of i.i.d. random variables
thanks to the equality E
(
e−iξ(X1+X2)
)
= E
(
e−iξX1
)
E
(
e−iξX2
)
, characteristic of independent
variables. But in the case of a marked dependence, it becomes much more difficult to handle.
Stein’s method was created by Charles Stein in [93] and allows to escape from the Fourier
formalism to achieve the same goal, to prove the Berry-Esséen theorem. The key point of the
method consists in using a characteristic operator to replace the characteristic function which
is easier to handle in situations of dependency. Many paradigm shifts were then observed in
the theory ; initially designed for the Gaussian distribution, the method was extended to the
Poisson one [23] and the characteristic operator metamorphosed into a probabilistic transfor-
mation such as the 0-bias or the size-bias ones [44, 45], the characterisation of the distribution
via the operator being then replaced by an equation in law using these transformations.
Stein’s method can also be seen as a probabilistic tool to approximate expectations. This
is the final form that Stein gave to his method in his Lecture Notes, Approximate computations
of expectations [94]. Given a sequence of random variables (Zn)n and a function f , writting
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that E (f(Zn)) ≈ E (f(Z)) can also be understood as a convergence in law, and this is thus a
way to prove such a convergence.
4.1 Reminder on metrics on probability spaces
For the sake of clarity, we will restrict ourselves to the case of measures on R ; the more
general case of a Polish space (a complete separable metric space) is also possible.
4.1.1 The Kantorovich representation
As Stein’s method is concerned with bounds in a probability metric, we remind some of the
most classical ones. A typical distance in probability is of the form
dD(P1,P2) := sup
f∈D
{∣∣∣∣∫ fdP1 − ∫ fdP2∣∣∣∣}
with D a given space of functions.
We remark that in certain cases of spaces, such a metric can be used on general measures.
Moreover, in optimal transport theory, this kind of metrics is said to have a Kantorovich
representation (cf. [100]).
The total variation distance
Let Bor(R) denote the space of Borel sets of R. The total variation distance between two
probability measures P1 and P2 is defined to be
dTV(P1,P2) := sup
A∈Bor(R)
|P1(A)− P2(A)|
We thus have
D = {1A, A ∈ Bor(R)}
We remark that dTV(P1,P2) ∈ [0, 1] for all probability measures P1,P2. It is clear that we
can also define such a distance on arbitrary measurable spaces and not only on a metric space
or a Polish space.
The Wasserstein distance
This is the distance W1 defined by
W1(P1,P2) := sup
f∈Lip(1)
∣∣∣∣∫ fdP1 − ∫ fdP2∣∣∣∣
where
D = Lip(1) :=
{
f : R→ R / ||f ||Lip = 1
}
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the semi-norm ||·||Lip (that can take the value +∞) being defined by
||f ||Lip := sup
x 6=y
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣
We can define this metric on a more general metric space endowed with the distance d if
we set ||f ||Lip := supx 6=y |f(x)−f(y)|d(x,y) . We have W1(P1,P2) ∈ [0,+∞].
Remark 4.1.1. In optimal transport theory, this metric is known as the Kantorovich-Monge-
Rubinstein metric (see [100]).
Remark 4.1.2. As a lipschitz function is Lebesgue-almost everywhere differentiable, noting
Df the function equal to the differential of f at the points where it is differentiable and +∞
elsewhere, we have ||f ||Lip = ||Df ||∞, where
||f ||∞ := ||f ||L∞ := ess sup
x∈R
|f(x)| = inf {a ∈ R / λ({|f | > a}) = 0}
The Kolmogorov distance
This is the probability distance on R defined by
dKol(P1,P2) := sup
x∈R
|P1(]−∞, x ])− P2(]−∞, x ])|
We thus have
D = {1]−∞,x], x ∈ R}
This distance can be defined on Rn using cartesian products of sets of the form ]−∞, x].
For a general metric space, there is no definition.
As
{
1]−∞,x], x ∈ R
} ⊂ Bor(R), we have dKol(P1,P2) 6 dTV(P1,P2).
Remark 4.1.3. This distance is often called the “Kolmogorov-Smirnov” distance.
The Radon distance
This is the probability distance defined by
dR(P1,P2) := sup
||f ||∞61
∣∣∣∣∫ fdP1 − ∫ fdP2∣∣∣∣
where
D = B∞(0, 1) :=
{
f ∈ C0(R,R) / ||f ||∞ 6 1
}
This distance can be defined on arbitrary spaces considering the unit ball of a norm.
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4.1.2 Link with the weak convergence
All the distances that were defined are stronger than the weak convergence, i.e. the conver-
gence in law (or in distribution) seen as the convergence on the dual of the space of continuous
function (or the weak-* convergence if you define the convergence on the space of probability
measures). The convergence in law can be metrized by the Lévy-Prokhorov metric
dLP (P1,P2) := inf
{
ε > 0 / inf
µ∈Γ(P1,P2)
∫
1{|x−y|>ε}dµ(x, y) 6 ε
}
where, noting P(Ω) the space of probability distributions on a probability space Ω,
Γ(P1,P2) := {µ ∈ P(Ω× Ω) / ∀A ∈ Bor(Ω), µ(A× Ω) = P1(A), µ(Ω×A) = P2(A)}
Said differently, Γ(P1,P2) is the space of couplings of (P1,P2), that is, the probabilities on
Ω× Ω that have marginals P1 and P2.
This interpretation of the weak convergence as a functional on couplings of the two mea-
sures can also be made on the latest probabilistic distances.
Remark 4.1.4. The distances presented are thus stronger than the weak convergence distance
(that is : if a sequence of probability converges for these distances, it then converges in law).
The opposite is not true : the distances are not equivalent.
4.1.3 The coupling form
With a slight abuse of notation, we write (X,Y ) ∈ Γ(P1,P2) in place of γ ∈ Γ(P1,P2) if
X ∼ P1 and Y ∼ P2. We thus have the coupling interpretation of all the latest distances :
• Total variation distance :
dTV(P1,P2) = inf
γ∈Γ(P1,P2)
∫
1{x 6=y}dγ(x, y) = inf
(X,Y )∈Γ(P1,P2)
P(X 6= Y )
• Wasserstein distance :
W1(P1,P2) = inf
γ∈Γ(P1,P2)
∫
|x− y| dγ(x, y) = inf
(X,Y )∈Γ(P1,P2)
E (|X − Y |)
This last distance can be extended into Lp Wasserstein distances defined by
Wp(P1,P2) := inf
γ∈Γ(P1,P2)
(∫
|x− y|p dγ(x, y)
) 1
p
= inf
(X,Y )∈Γ(P1,P2)
(E (|X − Y |p)) 1p
Remark 4.1.5. The total variation distance is a really strong notion of distance : if (Bk)k
is a sequence of i.i.d. fair coins (Bernouilli random variables with values in {±1} and equal
probability) and Z ∼ N (0, 1), setting Sn :=
∑n
k=1Bk, we have
Sn√
n
L−−−−→
n→∞
N (0, 1), dKol
(
Sn√
n
,Z
)
−−−−→
n→∞
0, W1
(
Sn√
n
,Z
)
−−−−→
n→∞
0
but ∀n > 1
dTV
(
Sn√
n
,Z
)
= 1
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4.2 The first form of Stein’s method for the normal approxima-
tion
We introduce the Stein’s method for the normal approximation, and will be concerned with
the case of a more general distribution later.
4.2.1 The Stein’s operator
The main idea of Stein’s method is to replace a global problem (approximating a distribution
by another one showing that their characteristic functions are close) by a local problem (ap-
proximating a distribution by another one showing that certain characteristic operators are
close). We thus replace the characteristic function by the characteristic operator.
Definition 4.2.1 (Characteristic operator). Let H be a given space of real functions and A
an operator acting on H. Let (Ω,F ,P) a probability space and X,Y : Ω→ R two real random
variables. We denote by PX the image measure of P by X, that is : PX(A) = P(X ∈ A) for
all A ∈ F .
We say that A is a characteristic operator of the distribution PX if for all Y
PY = PX ⇐⇒ E (Ah(Y )) = 0 ∀h ∈ H
Defined like this, the characteristic operator is an incomplete notion : one should always
consider the couple (A,H). We nevertheless commit this abuse of concept and will define the
relevant space H everytime needed.
As an application, we give a characteristic operator of the Gaussian distribution N (0, 1).
Lemma 4.2.2 (Stein’s lemma). Let A the operator defined by
Ah(x) := h′(x)− xh(x) (4.1)
defined on the space
H := {f ∈ C1(R,R) ∩ C0b (R,R) / f ′ ∈ L1(PG)} (4.2)
with G ∼ N (0, 1) and where C1 can be replaced by the absolutely continuous functions and C0b
denotes the space of continuous bounded functions.
Then : A is a characteristic operator of N (0, 1), i.e.
Z ∼ N (0, 1)⇐⇒ E (Ah(Z)) = 0 ∀h ∈ H
Proof. Let Z ∼ N (0, 1), and let us suppose for the moment that A acts on L2(R) (usual
L2 space for the Lebesgue measure), i.e. that Ah ∈ L2(R), and that H is composed with
functions in C10 that go to 0 in ±∞. We then have
E (Ah(Z)) =
∫
R
Ah(x)fZ(x)dx with fZ(x) = e−x
2/2√
2pi
= 〈Ah, fZ〉L2 if we suppose Ah ∈ L2(R)
= 〈h,A∗fZ〉L2
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We have denoted by A∗ the L2-adjoint of the operator A that we suppose acting on L2 for
the moment. Thus, we have a characteristic operator if and only if A∗fZ = 0. By integration
by parts, we have
D∗ = −D
with D : f 7→ f ′ the operator of differentiation defined on L2(R)∩H. Thus, by the usual rules
of adjointness (such as (AB)∗ = B∗A∗ for operators A, B and M∗f = Mf if Mf : g 7→ fg ),
we have
A∗f(x) = −f ′(x)− xf(x)
It is clear that f ′Z(x) = xfZ(x), i.e. that A∗fZ = 0.
In the general case, with the space H defined by (4.2), we show that ∫RAh(x)fZ(x)dx = 0
by an integration by parts, and reciprocally, if X is such that
∫
RAh(x)fX(x)dx = 0, by
specializing h to the functions hλ : x 7→ eiλx, we prove the result.
Remark 4.2.3. This method to obtain a Stein operator is general. When the distribution
is discrete, we replace the space L2(R) by the space `2(Ω). For instance, for the Poisson
distribution, Ω = N and ifX ∼P(1), P(X = k) = e−1 1k! =: pk. We have pk = 1ek·(k−1)! =
pk−1
k
so the operator A∗ defined by A∗f(k) := kf(k)− f(k − 1) cancels (pk)k. We need to take its
adjoint for the usual scalar product on `2(N). Denote by θ the shift operator θf(k) := f(k+1).
We have, for f, g ∈ `2(N) with the convention that g(−1) = 0,
〈θf, g〉`2 =
∑
k>0
f(k + 1)g(k) =
∑
k>1
f(k)g(k − 1) = 〈f, θ−1g〉`2 i.e. θ∗ = θ−1
so we must take H = {f ∈ `2(N) / f(0) = 0} and Af(k) := kf(k)− f(k + 1) to obtain
Z ∼P(1)⇐⇒ E (Zh(Z)) = E (h(Z + 1)) ∀h ∈ H
We can moreover weaken the hypothesis on the integrability and only suppose that H =
{f / E (|Zh(Z)|) <∞, f(0) = 0}.
How can we use such a characterisation to get bounds in probabilistic metrics ? The
methodology consists in solving the so-called Stein’s equation, namely to invert the operator
A on its domain of invertibility (which amounts to take the pseudo-inverse).
Af = g ⇐⇒ f = A−1g
For such a goal, we remark that taking the expection of Af(Z) = g(Z) with Z ∼ N (0, 1)
implies that E (g(Z)) = 0, which imposes that g is of the form h − E (h(Z)). This gives the
domain of invertibility. We thus solve the equation
Af = h− E (h(Z))⇐⇒ f = A−1 (h− E (h(Z)))
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Now, write
Φ(h) := E (h(Z)) for Z ∼ N (0, 1)
hΦ(x) := h− Φ(h)
The solution of the equation
Af = hΦ (4.3)
is given by
A−1hΦ(x) = ex2/2
∫ x
−∞
hΦ(t)e
−t2/2dt =
E
(
hΦ(Z)1{Z6x}
)
fZ(x)
As E (hΦ(Z)) = E (h(Z)− E (h(Z))) = 0, we also have
A−1hΦ(x) =
E
(
hΦ(Z)
(
1− 1{Z>x}
))
fZ(x)
= −E
(
hΦ(Z)1{Z>x}
)
fZ(x)
Remark 4.2.4. We can express the solution of the Stein’s equation in terms of Malliavin
calculus (cf. [79]) and it then takes the form of a conditional expectation
A−1 (h− E (h(Z))) (x) = E (ϕZ(h)|Z = x)
where ϕZ(h) can be given in terms of Malliavin calculus1.
The Stein’s methodology consists in writing
E (h(X))− E (h(Z)) = E (h(X)− E (h(Z))) = E (hΦ(X)) = E
(AA−1hΦ(X))
so that we can bound the distance
dH(X,Y ) = sup
h∈H
|E (h(X))− E (h(Z))| (4.4)
For h ∈ H, we define
fh := A−1hΦ (4.5)
so that fh solves the Stein’s equation
Afh(x) := f ′h(x)− xfh(x) = hΦ(x) := h(x)− Φ(h)
We thus have
dH(X,Z) = sup
h∈H
|E (Afh(X))| = sup
h∈H
∣∣E (f ′h(X)−Xfh(X))∣∣ (4.6)
The idea is thus to bound the right side of (4.6) hoping that the properties of fh and the
structure of X will give a sufficient bound.
1 More precisely, if f(Z) is in the Wiener space D1,2, we have ϕZ(h) = 〈DL−1f(Z), DZ〉H where D denotes
the Malliavin derivative, L is the infinitesimal generator of the Ornstein-Uhlenbeck process and 〈·, ·〉H denotes
the scalar product on the Wiener space.
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4.2.2 Some estimates
The boundedness properties of fh := A−1hΦ are a corollary of the properties of the operator
A. In the case of the Gaussian distribution, A is a first order differential operator so its pseudo-
inverse A−1 is a first order integral operator, whose operator norm ∣∣∣∣A−1∣∣∣∣
L∞→L∞ is bounded.
But we must first specify the space of functions that we choose, that is, the probability distance
that we choose : the behavior of fh depends drastically on the properties of h.
Lemma 4.2.5. Let fh := A−1hΦ the solution of the Stein’s equation with h ∈ H to be specified.
Then :
1. If h is bounded (||h||∞ <∞), and D denotes the operator of differentiation, then∣∣∣∣A−1hΦ∣∣∣∣∞ 6 √pi2 ||hΦ||∞ (4.7)∣∣∣∣DA−1hΦ∣∣∣∣∞ 6 2 ||hΦ||∞
2. If h is absolutely continuous (||Dh||∞ <∞), then∣∣∣∣A−1hΦ∣∣∣∣∞ 6 2 ||Dh||∞∣∣∣∣DA−1hΦ∣∣∣∣∞ 6 √pi2 ||Dh||∞ (4.8)∣∣∣∣D2A−1hΦ∣∣∣∣∞ 6 2 ||Dh||∞
Proof.
1. • For x > 0, we have
A−1hΦ(x) = −
E
(
hΦ(Z)1{Z>x}
)
fZ(x)
so that ∣∣A−1hΦ(x)∣∣ 6 E (|hΦ(Z)|1{Z>x})
fZ(x)
6 ||hΦ||∞
E
(
1{Z>x}
)
fZ(x)
6 ||hΦ||∞ sup
x>0
P (Z > x)
fZ(x)
=
1/2
1/
√
2pi
||hΦ||∞ =
√
pi
2
||hΦ||∞
The fact that x 7→ P (Z > x) /fZ(x) is decreasing on R+ (hence reaches its maximal
value in 0) comes from the fact that
d
dx
P (Z > x)
fZ(x)
= x
P (Z > x)
fZ(x)
− 1
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and the familiar fact that for x > 0
P (Z > x) =
∫ +∞
x
e−u
2/2du <
∫ +∞
x
x
u
e−u
2/2du =
e−x2/2
x
√
2pi
=
fZ(x)
x
(4.9)
We proceed analogously for x < 0 using A−1hΦ(x) = E(hΦ(Z)1{Z6x})fZ(x) and the in-
equality for x < 0
P (Z 6 x) < e
−x2/2
|x|√2pi
• We have DA−1hΦ(x) = hΦ(x) + xA−1hΦ(x) by definition of A. Thus, for x > 0∣∣DA−1hΦ(x)∣∣ 6 |hΦ(x)|+ |x| ∣∣A−1hΦ(x)∣∣
6 ||hΦ||∞
(
1 + sup
x>0
|x|E (1{Z>x})
fZ(x)
)
6 2 ||hΦ||∞
the last equality coming from (4.9). We proceed analogously for x 6 0.
2. The proof of this part is left as an exercise.
Now that we have such estimates, we can choose the type of function (bounded or abso-
lutely continuous) corresponding to a choice of norm (Kolmogorov or Wasserstein) to estimate
the distance between two distributions. For differentiability reasons, it appears that it is sim-
pler to work in the Wasserstein metric.
4.2.3 An example : the Central Limit Theorem
Stein’s method allows to prove the following theorem that will imply the central limit theorem.
Theorem 4.2.6. Let (Xk)k a sequence of independent random variables with E (Xk) = 0,
E
(
X2k
)
= 1, and E
(
|Xk|3
)
< ∞. Let Z ∼ N (0, 1). Then, we have the following Berry-
Esséen bound in the Wasserstein metric
W1
(
1√
n
n∑
k=1
Xk, Z
)
6 3
n3/2
n∑
k=1
E
(
|Xk|3
)
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Proof. We set
Sn :=
1√
n
n∑
k=1
Xk
S(k)n := Sn −
1√
n
Xk =
1√
n
∑
i 6=k
Xi
Let h such that ||h′||∞ <∞ and ||h′′||∞ <∞ ; let f := fh = A−1hΦ be the solution of the
Stein equation (4.3).
The first step of the method is to write
E
(AA−1h(Sn)) = E (Snf(Sn)− f ′(Sn))
= E
(
Snf(Sn)− 1
n
n∑
k=1
f ′
(
S(k)n
))
+ E
(
1
n
n∑
k=1
f ′
(
S(k)n
)
− f ′(Sn)
)
=
n∑
k=1
E
(
Xk√
n
f(Sn)− 1
n
f ′
(
S(k)n
))
+
1
n
n∑
k=1
E
(
f ′
(
S(k)n
)
− f ′(Sn)
)
Although the introduction of the term E
(
1
n
∑n
k=1 f
′
(
S
(k)
n
))
seems magic, it will be mo-
tivated in the chapter 4.3. Thus
∣∣E (AA−1h(Sn))∣∣ 6 n∑
k=1
∣∣∣∣E(Xk√nf(Sn)− 1nf ′ (S(k)n )
)∣∣∣∣+ 1n
n∑
k=1
∣∣∣E(f ′ (S(k)n )− f ′(Sn))∣∣∣
=: J1 + J2
We now deal with these two terms :
• For J2, we write
J2 6
1
n
n∑
k=1
E
(∣∣∣f ′ (S(k)n )− f ′(Sn)∣∣∣)
6
∣∣∣∣f ′′∣∣∣∣∞ 1n
n∑
k=1
E
(∣∣∣S(k)n − Sn∣∣∣)
=
||f ′′||∞
n
√
n
n∑
k=1
E (|Xk|)
We remark that with the assumptions,
E
(|Xk|3) > [E (|Xk|2)]3/2 = 1 =⇒ E (|Xk|) 6 [E (|Xk|3)]1/3 6 E (|Xk|3)
Thus,
J2 6
||f ′′||∞
n3/2
n∑
k=1
E
(
|Xk|3
)
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• For J1, we use the
Lemma 4.2.7. We have the bound∣∣∣∣E(Xk√nf(Sn)− 1nf ′ (S(k)n )
)∣∣∣∣ 6 12 ||f ′′||∞n3/2 E(|Xk|3)
Indeed, write the Taylor expansion
f(Sn) = f
(
S(k)n
)
+
(
Sn − S(k)n
)
f ′
(
S(k)n
)
+
∫ Sn
S
(k)
n
(Sn − t)f ′′(t)dt
Thus
E
(
Xk√
n
[
f(Sn)− f
(
S(k)n
)
−
(
Sn − S(k)n
)
f ′
(
S(k)n
)])
= E
(
Xk√
n
∫ Sn
S
(k)
n
(Sn − t)f ′′(t)dt
)
Take the absolute value of each side. The RHS becomes
∣∣∣∣∣E
(
Xk√
n
∫ Sn
S
(k)
n
(Sn − t)f ′′(t)dt
) ∣∣∣∣∣ 6 E
(∣∣∣∣∣Xk√n
∫ Sn
S
(k)
n
(Sn − t)f ′′(t)dt
∣∣∣∣∣
)
6
∣∣∣∣f ′′∣∣∣∣∞ E( |Xk|√n
∣∣∣∣ ∫ Sn
S
(k)
n
|Sn − t| dt
∣∣∣∣)
=
∣∣∣∣f ′′∣∣∣∣∞ E( |Xk|√n 12 (S(k)n − Sn)2
)
=
1
2
∣∣∣∣f ′′∣∣∣∣∞ E
(( |Xk|√
n
)3)
=
||f ′′||∞
2n3/2
E
(
|Xk|3
)
The LHS is such that
• E
(
Xkf
(
S
(k)
n
))
= E (Xk)E
(
f
(
S
(k)
n
))
= 0 by independance and as E (Xk) = 0,
• E
(
X2kf
′
(
S
(k)
n
))
= E
(
X2k
)
E
(
f ′
(
S
(k)
n
))
= E
(
f ′
(
S
(k)
n
))
as E
(
X2k
)
= 1.
Thus, the LHS is equal to
E
(
Xk√
n
f(Sn)− 1
n
f ′
(
S(k)n
))
which proves the lemma.
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Now, we can finally prove the W1-Berry-Esséen bound. We have
∣∣E (Snf(Sn)− f ′(Sn))∣∣ 6 J1 + J2 = (1 + 1
2
)
1
n3/2
n∑
k=1
E
(
|Xk|3
) ∣∣∣∣f ′′∣∣∣∣∞
Using the bounds (4.46), we have∣∣∣∣D2A−1hΦ∣∣∣∣∞ = ∣∣∣∣f ′′h ∣∣∣∣∞ 6 2 ||Dh||∞
Thus, taking the supremum over {h / ||Dh||∞ 6 1}, we get the L1-Wasserstein distance,
which gives the result :
W1
(
1√
n
n∑
k=1
Xk, Z
)
6 3
n3/2
n∑
k=1
E
(
|Xk|3
)
Remark 4.2.8. The real Berry-Esséen bound uses the Kolmogorov distance and not the Wasser-
stein distance. But we have
dKol (Y, Z) 6
2
4
√
2pi
√
W1 (Y, Z)
Unfortunately, this gives a speed of convergence of order n−1/4, which is suboptimal. A
true Berry-Esséen bound would require a sharp analysis of the solution of Stein’s equation for
functions h of the form h(x) = 1{x6t}. See [94] for details.
4.3 Stein’s method with exchangeable pair
The introduction of the factor E
(
1
n
∑n
k=1 f
′
(
S
(k)
n
))
in the last proof can be explained by
a special symmetry property of the sequence (Sn)n whose ultimate formalism allows to use
the Stein’s method automatically once such a symmetry is discovered.
Definition 4.3.1 (Stein pair). We say that a pair of random variables (W,W ′) is an ex-
changeable pair if (
W,W ′
) L
=
(
W ′,W
)
We say that this is an a-Stein pair if it moreover satisfies :
E
(
W −W ′|W ) = aW (4.10)
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We thus have E (W ′|W ) = (1−a)W wich informally means that W ′ is almost (up to some
constant a) equal to W in the sense of the projection. This is the idea that you have only
modified W with a small perturbation and that this particular coupling reduces the range of
possible distances (for instance, for distances that can be expressed by means of a coupling).
Example 4.3.2. Let I ∼ U (J1, nK) a uniform random variable in the set J1, nK, and consider
Sn :=
∑n
k=1Xk. Let (X
′
k)k ∼ iid(X) such that (X ′k)k is independent of (Xk)k. We also
suppose that I is independent of (Xk)k and (X ′k)k. Define
S(I)n := Sn −XI +X ′I =
∑
k 6=I
Xk +X
′
I
Then,
(
Sn, S
(I)
n
)
is a 1/n-Stein exchangeable pair. It is clear that
(
Sn, S
(I)
n
) L
=
(
S
(I)
n , Sn
)
since we have just replacedXI byX ′I in Sn and thatX
′
I
L
= XI in addition to being independent
of all the other terms of the sequence. Moreover
E
(
Sn − S(I)n
∣∣∣X1, . . . , Xn) = E (XI −X ′I |X1, . . . , Xn) = 1n
n∑
i=1
E
(
Xi −X ′i|X1, . . . , Xn
)
=
1
n
n∑
i=1
Xi =
1
n
Sn
This implies, by conditionning on σ(Sn) ⊂ σ (X1, . . . , Xn) that
E
(
Sn − S(I)n
∣∣∣Sn) = 1
n
Sn
The philosophy of the exchangeable pair is that, when encoutered, the problem is consid-
erably simplified. In particular, it allows to use an abstract approximation theorem that can
be applied anytime needed to a wide range of situations.
Remark 4.3.3. When such an exchangeable pair is not available but one has an approximation
with rest of the form
E
(
W ′|W ) = (1− a)W + ε(W )
with ε(W ) controlled, the last philosophy also applies (see e.g. [94]).
Lemma 4.3.4 (Polarisation of an antisymmetric functionnal using an exchangeable pair).
Let (W,W ′) an a-Stein pair and f a function such that E (|Wf(W )|) < ∞. Then, setting
∆W := W ′ −W , we get :
E (Wf(W )) =
1
2a
E (∆W∆f(W )) (4.11)
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Proof.
E (∆W∆f(W )) = E (f(W )∆W )− E (f(W ′)∆W )
= 2E (f(W )∆W ) by exchangeability
= 2E (f(W )E (∆W |W )) = 2aE (Wf(W )) .
We can now state the abstract approximation theorem in the Gaussian context :
Theorem 4.3.5 (Stein’s bounds on E (Af(W ))). If f ∈ C20,0 :=
{
f ∈ C2/ ||f ′||∞ , ||f ′′||∞ <∞
}
,
then
|E (Af(W ))| 6 ∣∣∣∣f ′∣∣∣∣∞ ∣∣∣∣∣∣∣∣1− 12aE((∆W )2 ∣∣∣W)
∣∣∣∣∣∣∣∣
1
+
∣∣∣∣f ′′∣∣∣∣∞ 14a ||∆W ||33 (4.12)
Proof. Let us set ∆ = −∆
E (Af(W )) = E (f ′(W )−Wf(W )) = E(f ′(W )− 1
2a
∆W∆f(W )
)
by (4.11)
= E
(
f ′(W )− f ′(W ) 1
2a
(∆W )2 + f ′(W )
1
2a
(∆W )2 − 1
2a
∆W∆f(W )
)
= E
(
f ′(W )
[
1− 1
2a
(∆W )2
]
− 1
2a
∆W
[
∆f(W )− f ′(W )∆W ])
We thus have :
|E (Af(W ))| 6 E
(∣∣∣∣f ′(W ) [1− 12aE((∆W )2 ∣∣∣W)
]∣∣∣∣)+ 12aE (∣∣∆W [∆f(W )− f ′(W )∆W ]∣∣)
The first term is such that :
E
(∣∣∣∣f ′(W ) [1− 12aE((∆W )2 ∣∣∣W)
]∣∣∣∣) 6 ∣∣∣∣f ′∣∣∣∣∞ E(∣∣∣∣1− 12aE((∆W )2 ∣∣∣W)
∣∣∣∣)
=
∣∣∣∣f ′∣∣∣∣∞ ∣∣∣∣∣∣∣∣1− 12aE((∆W )2 ∣∣∣W)
∣∣∣∣∣∣∣∣
1
For the second term, we distinguish two cases. If W < W ′, we have :
∆f(W )− f ′(W )∆W = f(W ′)− f(W )− (W ′ −W )f ′(W ) =
∫ W ′
W
(
f ′(u)− f ′(W )) du
=
∫ W ′
W
∫ u
W
f ′′(v)dvdu =
∫ W ′
W
∫ W ′
W
1{v<u}f ′′(v)dvdu
=
∫ W ′
W
(W ′ − v)f ′′(v)dv
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Hence,
∣∣∆f(W )− f ′(W )∆W ∣∣ 6 ∣∣∣∣f ′′∣∣∣∣∞ ∫ W ′
W
∣∣W ′ − v∣∣ dv = ∣∣∣∣f ′′∣∣∣∣∞ (∆W )22
And we finally get :
1
2a
E
(∣∣∆W [∆f(W )− f ′(W )∆W ]∣∣1{W<W ′}) 6 14a ∣∣∣∣f ′′∣∣∣∣∞ E(|∆W |3 1{W<W ′})
If W ′ < W , it is not hard to see that we get exactly the same bound. Thus, summing, we
finally get the desired bound.
Remark 4.3.6. In the precedent result, we can notice that nothing is specified about a sequence
of random variables converging in law. Nevertheless, this is the Stein’s operator of the Gaussian
distribution which is involved, so this bound is only useful for Gaussian approximation.
Last step of the approximation, we can now use the bounds (4.44) and (4.46)∣∣∣∣A−1 (h− E (h(Z)))∣∣∣∣∞ 6 2 ||h− E (h(Z))||∞∣∣∣∣DA−1 (h− E (h(Z)))∣∣∣∣∞ 6√pi2 ||h− E (h(Z))||∞∣∣∣∣D2A−1 (h− E (h(Z)))∣∣∣∣∞ 6 2 ∣∣∣∣h′∣∣∣∣∞
to get the Stein’s bounds :
|E (h(W ))− E (h(Z))| 6
√
pi
2
||h− E (h(Z))||∞
∣∣∣∣∣∣∣∣1− 12aE((∆W )2 ∣∣∣W)
∣∣∣∣∣∣∣∣
1
+
∣∣∣∣h′∣∣∣∣∞ ||∆W ||332a (4.13)
As a corollary, we can apply this bound to the sum of independent random variables and
recover the W1-Berry-Esséen bound.
Corollary 4.3.7. Let (Xk)k6n be independent real random variables such that E (Xk) = 0,
E
(
X2k
)
= σ2k, E
(
X4k
)
<∞ and
n∑
k=1
σ2k = 1
We set Wn :=
∑n
k=1Xk.
Then, for all h ∈ C0b (R) ∩ C1b (R) (i.e. with ||h||∞ <∞ and ||h′||∞ <∞)
|E (h(W ))− E (h(Z))| 6 ||h− E (h(Z))||∞
√√√√pi
2
n∑
k=1
(
E
(
X4k
)− σ4k)+ ∣∣∣∣h′∣∣∣∣∞ 12
n∑
k=1
(
E
(
X3k
)
+ 3σ3k
)
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Proof. Let X ′ L= X be independent random variables of expectation 0 and variance σ2 and
finite fourth moment. Then
E
(|X −X ′|3) 6 E (|X|3 + 3|X|2|X ′|+ 3|X||X ′|2 + |X ′|3)
= 2
(
E
(|X|3)+ 3E (|X|)E (|X|2)) 6 2 (E (|X|3)+ 3σ3)
so that
E
(
|∆W |3
)
= E
(∣∣XI −X ′I ∣∣3) = 1n
n∑
k=1
E
(∣∣Xk −X ′k∣∣3) 6 2n
n∑
k=1
(
E
(|Xk|3)+ 3σ3k)
Moreover,
E
(
(X −X ′)2
∣∣∣X) = X2 + σ2
thus, with the exchangeable pair of the example 4.3.2 (with a = 1/n)
∣∣∣∣∣∣∣∣1− 12aE((∆W )2 ∣∣∣W)
∣∣∣∣∣∣∣∣
1
6
∣∣∣∣∣∣∣∣1− 12aE((∆W )2 ∣∣∣W)
∣∣∣∣∣∣∣∣
2
=
√√√√E([1− 1
2a
E
(
(∆W )2
∣∣∣W)]2)
6
√
E
([
1− n
2
E
(
(∆W )2
∣∣∣(Xk)k6n)]2)
=
√
E
([
1− n
2
E
((
XI −X ′I
)2 ∣∣∣(Xk)k6n)]2)
=
√√√√√E
[1
2
n∑
k=1
(X2k − σ2k)
]2 = 1
2
√√√√ n∑
k=1
(
E
(
X4k
)− σ4k)
We can look at the special case of sum of i.i.d. random variables to see the accuracy of
this bound : we set
Wn :=
1√
n
n∑
k=1
Yk
with (Yk)k ∼ iid(X) and E (Yk) = 0, E
(
Y 2k
)
= 1. We see that if Xk := Yk/
√
n we are in the
case of application of the last corollary, getting
|E (h(W ))− E (h(Z))| 6 ||h− E (h(Z))||∞
√
pi
2
E (Y 4)− 1
n
+
∣∣∣∣h′∣∣∣∣∞ E
(|Y |3)+ 3√
n
For other applications than independent sequences, the reader can consult [85] or [94] for
instance.
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4.4 Stein’s method with bias
The bias interpretation is an efficient way to compare E (Wf(W )) and E (f ′(W )) in the spirit
of the following result : if W is a real random variable with Lebesgue density fW > 0 a.e. and
such that E (X) = 0 and E
(
X2
)
<∞, and defining
hW (x) :=
E
(
W1{W>x}
)
fW (x)
then for ϕ absolutely continuous such that E (|Wϕ(W )|) <∞, we have
E (Wϕ(W )) = E
(
hW (W )ϕ
′(W )
)
It is easy to prove that hW is positive and in L1(PW ), so we can define the probability
distribution
PW (0) :=
hW (W )
EP (hW (W ))
• PW
This amounts to write
E (Wϕ(W )) = E (hW (W ))E
(
ϕ′
(
W (0)
))
Last, taking ϕ = id, we have E (hW (W )) = E
(
W 2
)
=: σ2W so that,
E (Wϕ(W )) = σ2WE
(
ϕ′
(
W (0)
))
Such a random variableW (0) is said to be the zero-bias transform ofW . This is a particular
case of change of probability in the same vein as the size-bias transform defined in (3.14).
4.4.1 The size-bias coupling
We recall the following
Definition 4.4.1. Let X > 0 be a random variable with expectation µ := E (X) < ∞. A
random variable Xs is said to be a size-bias transform of X if, for all real functions f such
that E (|Xf(X)|) <∞, we have
E (Xf(X)) = µE (f (Xs))
An equivalent definition is thus
PXs :=
X
E (X)
• PX (4.14)
In the same vein as in the case of an exchangeable pair, we also have an abstract approxi-
mation theorem using Stein’s method, but with the couple (X,Xs) in place of an exchangeable
pair. The philosophy is exactly the same : the difference ∆X := Xs −X should be thought
of as a small perturbation of X.
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Theorem 4.4.2 (Stein’s bound with size-bias coupling). Let X > 0 be a random variable
with expectation µ := E (X) < ∞ and VarX =: σ2 < ∞. Let Xs be a size-bias transform of
X defined on the same probability space as X. Then, if W := (X − µ)/σ, Z ∼ N (0, 1), and
setting ∆X := Xs −X, we have, for all f continuous such that ||f ′||∞ <∞ and ||f ′′||∞ <∞
|E (Af(W ))| 6 ∣∣∣∣f ′∣∣∣∣∞ ∣∣∣∣∣∣1− µσ2E (∆X|X)∣∣∣∣∣∣1 + ∣∣∣∣f ′′∣∣∣∣∞ µσ3 ||∆X||22 (4.15)
Proof. We have the following polarisation identity which explains why it is interesting to
consider such a couple
E (Wf(W )) = E
(
X − µ
σ
f
(
X − µ
σ
))
=
µ
σ
E
[
f
(
Xs − µ
σ
)
− f
(
X − µ
σ
)]
(4.16)
Now, we can write a Taylor development for the function fµ,σ : x 7→ f ((X − µ) /σ)
E (Wf(W )) =
µ
σ
E [fµ,σ (Xs)− fµ,σ (X)] = µ
σ
E [fµ,σ (X + ∆X)− fµ,σ (X)]
=
µ
σ
E
[
∆Xf ′µ,σ(X) +
∫ X+∆X
X
(t−X)f ′′µ,σ(t)dt
]
=
µ
σ
E
[
∆X
σ
f ′ (W ) +
∫ X+∆X
X
(t−X)
σ2
f ′′
(
t− µ
σ
)
dt
]
Hence,
|E (Af(W ))| = ∣∣E (f ′(W )−Wf(W ))∣∣
=
∣∣∣E(f ′(W )− f ′(W ) µ
σ2
∆X + f ′(W )
µ
σ2
∆X −Wf(W )
)∣∣∣
=
∣∣∣∣E(f ′(W ) [1− µσ2 ∆X])− µσ
∫ X+∆X
X
(t−X)
σ2
f ′′
(
t− µ
σ
)
dt
∣∣∣∣
6
∣∣∣∣f ′∣∣∣∣∞ E(∣∣∣1− µσ2E (∆X|X)∣∣∣)+ ∣∣∣∣f ′′∣∣∣∣∞ µσ3E
(∣∣∣∣∫ X+∆X
X
|t−X| dt
∣∣∣∣)
=
∣∣∣∣f ′∣∣∣∣∞ ∣∣∣∣∣∣1− µσ2E (∆X|X)∣∣∣∣∣∣1 + ∣∣∣∣f ′′∣∣∣∣∞ µσ3 12E ((∆X)2)
Of course, using Stein’s estimates (4.44), we can deduce
|E (h(W ))− E (h(Z))| 6 ||hΦ||∞
√
pi
2
µ
σ2
√
VarE (∆X|X) + ∣∣∣∣h′∣∣∣∣∞ µσ3E((∆X)2)
and its direct corollary
W1(W,Z) 6
√
pi
2
µ
σ2
√
VarE (∆X|X) + µ
σ3
E
(
(∆X)2
)
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Here, we have used the inequality∣∣∣∣∣∣1− µ
σ2
E (∆X|X)
∣∣∣∣∣∣
1
6
∣∣∣∣∣∣1− µ
σ2
E (∆X|X)
∣∣∣∣∣∣
2
=
µ
σ2
√√√√E([E (∆X|X)− σ2
µ
]2)
=
µ
σ2
√
VarE (∆X|X)
and the fact that
E (Xs) =
E
(
X2
)
E (X)
=
σ2 + µ2
µ
Like for the exchangeable pair philosophy, it is accurate to ask how to couple a random
variable X to one of its size-bias transformation Xs. For this, we take the case of the “canon-
ical” example, namely, the sum of random variables, that we do not suppose independent this
time.
Example 4.4.3. Let X :=
∑n
k=1Xk with Xk > 0 and E (Xk) = µk. The following receipe
allows to construct a size-bias of X :
(i) For all i ∈ J1, nK, let Xsi be the size-bias of Xi independent of (Xj)j 6=i and (Xsj )j 6=i and
define
(
X
(i)
j
)
j 6=i
such that
((
X
(i)
j
)
j 6=i
∣∣∣Xsi) L= ((Xj)j 6=i ∣∣∣Xi)
(ii) With µ := E (X) = E (
∑n
k=1Xk) =
∑n
k=1 µk, set
I ∼
n∑
k=1
µk
µ
δk
that is : P (I = k) = µk/µ and I ∈ J1, nK.
(iii) Let I with such a distribution being independent of all the random variables defined.
Define
Xs :=
∑
j 6=I
X
(I)
j +X
s
I
Proposition 4.4.4. Let X :=
∑n
k=1Xk with Xk > 0 and E (Xk) = µk, E (X) =: µ =∑n
k=1 µk. Then, X
s constructed as above is equal in law to a size-bias distribution of X.
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Proof. Let X := (X1, . . . , Xn) and Xi the vector written in the canonical basis (e1, . . . , en)
Xi = X +
(
X
(i)
j −Xj
)
ej + (X
s
i −Xi) ei
for i 6= j. To prove the result, it is enough to show
E (Xf(X)) = µE
(
f
(
XI
))
for all f : Rn −→ R such that E (|Xf(X)|) < ∞. As µE (f (XI)) = ∑ni=1 µiE (f (Xi)), to
prove this last result, it is enough to show that for all i ∈ J1, nK
E (Xif(X)) = µiE
(
f
(
Xi
))
(4.17)
Summing on i ∈ J1, nK will then give the last equation. To prove (4.17), set h(Xi) :=
E (f(X)|Xi). We have
E (Xif(X)) = E (Xih(Xi)) = µiE (h(Xsi )) = µiE
(
E
(
f(Xi)|Xi
))
= µiE
(
f
(
Xi
))
Q.E.D.
As a corollary, we note the case of independent (Xk)k : if Xsi has the size-bias distribution
of Xi and is independent of (Xj)j 6=i and (Xsj )j 6=i , then, with I previously defined, X
s :=
X −XI +XsI has the law of a size-bias distribution of X.
Application : Using the previous construction of a size-bias couple and the estimate
(4.15), we can bound the L1-Wasserstein distance between a normalised sum of independent
random variables and a Gaussian. This is left as an exercise.
4.4.2 The zero-bias coupling
Same philosophy as before, but with X that is not supposed positive and such that E (X) = 0,
E
(
X2
)
<∞.
Definition 4.4.5. Let X > 0 be a random variable with expectation E (X) = 0 and variance
σ2 := E
(
X2
)
<∞. A random variable X(0) is said to be a zero-bias transform of X if, for all
real functions f such that E (|Xf(X)|) <∞, we have
E (Xf(X)) = σ2E
(
f ′
(
X(0)
))
(4.18)
The zero-bias transform is a distributional transform, hence, it that can be written as
a change of measure with a certain density, but not necessarily with respect to the initial
measure, as one can see on this example :
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Example 4.4.6. Let B ∈ {±1} be a symmetric Bernoulli random variable of parameter 1/2.
The zero-bias transform B(0) is U ([−1, 1])-distributed, as shown by the following computation
iθE
(
eiθB
(0)
)
= E
(
BeiθB
)
=
1
2
(
−e−iθ + eiθ
)
which implies
E
(
eiθB
(0)
)
=
1
2iθ
(
eiθ − e−iθ
)
=
∫ 1
−1
eiθu
du
2
= E
(
eiθU[−1,1]
)
Hence, PB = 12 (δ−1 + δ1) but PB(0) (dx) =
1
21{|x|61}dx and we change from a singular to
an absolutely continuous measure (with respect to the Lebesgue measure).
Note that the passage from {−1, 1} to [−1, 1] is an interpolation, and that the zero-bias
transform consists in a smoothing of the distribution.
Remark 4.4.7. The zero bias transform has as a unique fixed point the normal distribution :
this is a reformulation of the Stein’s equation in the case of N (0, σ2), with a Stein operator
Aσf(x) = f ′(x) − σ2xf(x). Thus, we can see that Stein’s method can be understood as a
fixed point problem in distribution, wich is a classical idea in analysis.
It is not clear wether the zero-bias transform defines a probabiliy distribution. We will see
later that this is indeed the case.
One useful property of such a transform is the following identity in distribution (c.f. [44,
85]) : if Sn =
∑n
k=1Xk with (Xk)k a sequence of i.i.d. random variables, then
S(0)n
L
= Sn +
(
X(0)I −XI
)
=
∑
k 6=I
Xk +X
(0)
I (4.19)
where I ∼ U (J1, nK) is a random variable independent of (Xk)k and (X(0)k )k, those two
last sequences being independent, and (X(0)k )k being a sequence of i.i.d. random variables
distributed according to the zero-bias distribution of X.
The proof is straightforward and is a replica of the proof of lemma 3.4.5 : for f a differen-
tiable function with bounded derivatives and S〈−k〉n :=
∑
`6=kX` we have, by independence,
E
(
f ′
(
S(0)n
))
:=
1
E (S2n)
E (Snf(Sn)) =
1
n
n∑
k=1
E (Xkf(Sn))
=
1
E (S2n)
n∑
k=1
E
(
Xkf
(
S〈−k〉n +Xk
))
=
1
E (S2n)
n∑
k=1
E
(
X2k
)
E
(
f ′
(
S〈−k〉n + Y
(0)
k
))
= E
(
f ′
(
S〈−I〉n + Y
(0)
I
))
= E
(
f ′
(
Sn −XI + Y (0)I
))
where we have set P (I = k) = E
(
X2k
)
/E
(
S2n
)
, which gives the uniform distribution in the
case of a sequence of i.i.d. random variables.
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Like in the case of the size-bias transform and the exchangeable pair, we have an approx-
imation theorem :
Theorem 4.4.8 (Stein’s bound with zero-bias coupling). Let W such that E (W ) = 0 and
E
(
W 2
)
= 1. Let W (0) be a zero-bias transform of W defined on the same probability space as
W . Then, if Z ∼ N (0, 1), and setting ∆W := W (0) −W , we have, for all f continuous such
that ||f ′′||∞ <∞
|E (Af(W ))| 6 ∣∣∣∣f ′′∣∣∣∣∞ ||E (∆W |W )||1 (4.20)
Proof. We have
|E (Af(W ))| = ∣∣E (f ′(W )−Wf(W ))∣∣ = ∣∣E (f ′(W )− f ′ (W (0)))∣∣ 6 ∣∣∣∣f ′′∣∣∣∣∞ E (∣∣W −W (0)∣∣)
As a corollary and using the Stein’s estimates, we have
W1(W,Z) 6 2E
(∣∣W −W (0)∣∣)
This bound is extremely simple, but the price to pay is the construction of such a coupling.
For independent random variables, the latest construction applies with a few changes (see [85]
for instance).
To conclude, we give some properties of the zero-bias transform that show it is well defined.
Proposition 4.4.9. Let W such that E (W ) = 0 and E
(
W 2
)
= 1.
1. There is a unique probability distribution for a random variable W (0) such that for all f
absolutely continuous satisfying E (|Wf(W )|) <∞
E (Wf(W )) = E
(
f ′
(
W (0)
))
2. The distribution of W (0) is absolutely continuous with respect to Lebesgue measure and
has density
fW (0) (x) = E
(
W1{W>x}
)
Proof. We have, by Fubini and for f such that f(0) = 0∫ +∞
0
f ′(u)E
(
W1{W>u}
)
du = E
(
W
∫ +∞
0
f ′(u)1{W>u}du
)
= E
(
W
∫ W
0
f ′(u)du1{W>0}
)
= E
(
f(W )W1{W>0}
)
4.5. STEIN’S METHOD : A SUMMARY 161
and similarly
∫ 0
−∞ f
′(u)E
(
W1{W>u}
)
du = E
(
f(W )W1{W60}
)
. Thus, summing, we have∫ +∞
−∞
f ′(u)E
(
W1{W>u}
)
du = E (f(W )W ) (4.21)
The validity of such a formula is for functions f such that E (|f(W )W |) < ∞ that are
absolutely continuous. The last formula defines a function fW (0) . Let us prove that this is a
probability density.
fW (0) is positive as for x > 0, E
(
W1{W>x}
)
> xP(W > x) > 0. And for x < 0, that is
−x > 0,
E
(
W1{W>x}
)
= E
(
W
[
1− 1{W6x}
])
= E (W )− E (W1{W6x})
= E
(−W1{−W>−x}) as E(W ) = 0
> −xP (−W > −x) > 0
Last,
∫ +∞
0
fW (0) (x)dx =
∫ +∞
0
E
(
W1{W>x}
)
dx = E
(
W
∫ +∞
0
1{W>x}dx
)
= E
(
W
∫ W
0
dx1{W>0}
)
= E
(
W 21{W>0}
)
and similarly
∫ 0
−∞
fW (0) (x)dx = E
(
W 21{W60}
)
Summing and using E
(
W 2
)
= 1 gives the desired result. Let us remark that taking
f(W ) = W in (4.21) gives directly the result.
4.5 Stein’s method : a summary
The conventions on the functions f are those given in the theorems. We set ∆W for
the perturbation W − W ∗, with W ∗ ∈ {W ′,W s,W (0)} and ∆f(W ) := f(W ∗) − f(W ) =
f(W + ∆W )− f(W ). The results that are obtained by means of the abstract approximation
theorems are summarized in the following table
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Couples Polarisation Estimates
Exchangeable
pair E (Wf(W )) = 12aE (∆W∆f(W )) |E (Af(W ))| 6 ||f ′||∞
∣∣∣∣∣∣1− 12aE((∆W )2 ∣∣∣W)∣∣∣∣∣∣1
(W,W ′) + ||f ′′||∞ 14a ||∆W ||33
Size-bias
pair E (Wf(W )) = µσE
(
∆f
(
W−µ
σ
))
|E (Af(W ))| 6 ||f ′||∞
∣∣∣∣1− µσE (∆W |W )∣∣∣∣1
(W,W s) + ||f ′′||∞ µσ ||∆W ||22
Zero-bias
pair E (Wf(W )) = E
(
f ′(W (0))
) |E (Af(W ))| 6 ||f ′′||∞ ||E (∆W |W )||1
(W,W (0))
Moreover, as noticed in remark 4.4.7, if Stein’s method transfers the information on the
distribution to approximate to its characteristic operator, escaping then from the domain of
probability theory, it comes back to it by re-translating Stein’s equation into a fixed point
equation in law whose only attractor is given by the law to approximate.
To formalise what is Stein’s method, consider an abstract operator A such that
A = L1 − L2
where L2 must be understood as a perturbation of L1, i.e. L2 = ∆A and L1 = A+ ∆A.
Supposing that A is the characteristic operator of a distribution according to which the
random variable X is distributed, i.e. E (Af(X)) = 0 for f in a good class of test functions,
and supposing that one can define X∗ via the polarisation identity
E (L2f(X)) = E (L1f(X∗))
then,
E (Af(X)) = E (L1f(X)− L2f(X)) = E (L1f(X)− L1f(X∗)) 6 ||DL1f ||∞ E (|X −X∗|)
In Stein’s method, one writes
E (h(X))− E (h(Z)) = E (h(X)− E (h(Z))) = E (hΦ(X)) = E
(AA−1hΦ(X))
where A−1 is the pseudo-inverse of A and where
hΦ(x) := h(x)− E (h(Z))
One can thus write
|E (h(X))− E (h(Z))| = ∣∣E (AA−1hΦ(X))∣∣ 6 ∣∣∣∣DL1A−1hΦ∣∣∣∣∞ E (|X −X∗|)
4.5. STEIN’S METHOD : A SUMMARY 163
Since L1 = ∆A is the perturbation, it is transfered to X∗ by the probabilistic transfor-
mation. If ∆A is a small perturbation, one can expect that ∆X := X −X∗ is again a small
perturbation. One first needs to bound∣∣∣∣DL1A−1hΦ∣∣∣∣∞ = ∣∣∣∣D(A+ ∆A)A−1hΦ∣∣∣∣∞ = ∣∣∣∣D(AA−1 + ∆AA−1)hΦ∣∣∣∣∞ = ∣∣∣∣h′ + ∆AA−1hΦ∣∣∣∣∞
which can be done in a standard way once the explicit expression of A is specified. One needs
then to bound |X −X∗| in L1 (or Lp). These two random variables not being a priori in the
same probability space, a suitable coupling between them must be found ; this is where the
specificity of the problem arises.
Note that an abstract random variable equal in distribution to X∗ can be defined in the
case where X has a Lebesgue-density fX ∈ L2(λ) (with λ the Lebesgue measure) :
E (L2h(X)) =
∫
R
L2h fXdλ = 〈L2h, fX〉L2 = 〈L2L−11 L1h, fX〉L2 = 〈L1h,
(L2L−11 )∗ fX〉L2
Thus, supposing
hX :=
(L2L−11 )∗ fX
fX
> 0
we get
E (L2h(X)) = E (hX(X)L1h(X))
and we can set
PX∗ :=
hX(X)
E (hX(X))
• PX
Finally, Stein’s method can be seen as the conjunction of three principles :
• a fixed point principle that characterises the law to approximate by means of a
probabilistic transformation equivalent to computing the kernel of a certain operator,
• a perturbation principle that consists in perturbating the characteristic operator
which is equivalent to perturbate the random variable with a control of the perturbation
in order to stay in the domain of attraction of the law to approximate,
• a transfer principle that consists in transfering the characterisation of the law and the
perturbation of the operator from the world of operators to the domain of probability
theory, giving an equation in law and a probabilistic perturbation.
Note that, somehow, methods involving transforms such as the Fourier-Laplace or the
Stieltjes ones consist in passing from random variables to functions, and aim at proving a
fixed point equation : the Gaussian distribution is the fixed point of the Fourier transform,
since the Gaussian density is equal to its Fourier transform, and a fixed point equation is the
key to the proof of the semi-circle distribution using the Stieltjes transform. The sucess of
fixed point methods and perturbative methods may thus explain the sucess of Stein’s method
and its wide variety of application.
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4.6 Stein’s method and mod-Gaussian convergence
As seen in theorem 3.4.7, mod-* convergence can be interpreted, under some restrictions, as
a second-order distributional approximation by means of a certain random variable involving
the limiting mod-Laplace function Φ. It hence becomes relevant to find a bound in a smooth
metric or in the Kolmogorov metric to the approximation of the sequence converging in the
mod-* sense and its mod-* approximation, and Stein’s methodology can be of some use.
In what follows, we restrict ourselves to the Gaussian case, being understood that the
Poisson case can be treated in the same way.
4.6.1 A Stein’s operator for the penalised Gaussian distribution
In order to apply Stein’s method to a sequence of random variables (Wn)n converging in the
mod-Gaussian sense with parameters ((γn)n,Φ), we want a characteristic operator LHγ of
Hγ ∼H (Φ, γ).
Theorem 4.6.1 (Characteristic operator for a penalisation of the Gaussian distribution). Let
Φ satisfying the hypotheses of theorem 3.4.7 and Hγ ∼ H (Φ, γ). Suppose that Φ > 0 on R
and set
Ψ(x) := log Φ(x)
κγ(x) :=
x2
2γ2
−Ψ
(
x
γ2
)
ργ(x) :=
x
γ2
− 1
γ2
Ψ′
(
x
γ2
)
= κ′γ(x)
H˜Φ,γ :=
{
h ∈ C1m / E
(∣∣h′(Hγ)∣∣) <∞, lim ±∞h = 0}
where C1m is the space of continuous and piecewise continuously differentiable functions f :
R→ R.
Suppose moreover that
1. κγ(x) −−−−→
x→±∞
+∞,
2. ∀x ∈ R, ρ′γ(x) > 0.
Then, a characteristic operator of Hγ on H˜Φ,γ is LΦ,γ defined for all h ∈ H˜Φ,γ by
LΦ,γh(x) := h′(x)−
(
x
γ2
− 1
γ2
Ψ′
(
x
γ2
))
h(x) (4.22)
Proof. By inverting the first order differential operator LΦ,γ = D− ργ , it is easily proven that
for functions hγ := h− E (h(Hγ)) with h ∈ H˜Φ,γ , we have
LΦ,γg = hγ ⇐⇒ g(x) = L−1Φ,γhγ(x) =
1
fHγ (x)
∫ x
−∞
fHγ (y)hγ(y)dy
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fHγ being given in (3.20), i.e. fHγ = e
−κγ/cγ . Using the random variable Hγ , we can write
L−1Φ,γhγ(x) =
E
(
hγ(Hγ)1{Hγ6x}
)
fHγ (x)
= −E
(
hγ(Hγ)1{Hγ>x}
)
fHγ (x)
(4.23)
the last equality coming from the fact that E (hγ(Hγ)) = 0.
Now, if a random variable Y is such that for all h ∈ H˜Φ,γ , E (LΦ,γh(Y )) = 0, it is true in
particular for the function
hx,γ := L−1Φ,γ(ux − E (ux(Hγ))) with ux : y 7→ 1{y6x}
Let us prove that hx,γ ∈ H˜Φ,γ . By (4.23), we can write
hx,γ(y) =
E
((
1{Hγ6x} − P (Hγ 6 x)
)
1{Hγ6y}
)
fHγ (y)
=
cov
(
1{Hγ6x},1{Hγ6y}
)
fHγ (y)
Let x > 0. As Hγ L= −Hγ , we only have to consider this case.
P (Hγ > x) =
∫ +∞
x
e−κγ(u)
du
cγ
with cγ given in (3.20)
6
∫ +∞
x
κ′γ(u)
κ′γ(x)
e−κγ(u)
du
cγ
since κ′′γ(x) = ρ
′
γ(x) > 0 by hypothesis (1)
=
e−κγ(x)
cγκ′γ(x)
We can rewrite this inequality as
P (Hγ > x) 6
fHγ (x)
ργ(x)
(4.24)
Hence, setting ux,γ(y) := ux(y)− E (ux(Hγ)) = 1{y6x} − P (Hγ 6 x) 6 2, we have
|hx,γ(y)| =
∣∣∣L−1Φ,γux,γ(y)∣∣∣ 6 E
(|ux,γ(Hγ)|1{Hγ6y})
fHγ (y)
6 2P (Hγ 6 y)
fHγ (y)
6 2
κ′γ(y)
−−−−→
y→+∞
0
as κγ(x) −−−−→
x→±∞
+∞ by hypothesis (2).
Using LΦ,γ = D − ργ and the Stein’s equation LΦ,γhx,γ = ux,γ , we have
Dhx,γ = ργhx,γ + ux,γ
which implies
|Dhx,γ(y)| 6 |ux,γ(y)|+ |ργ(y)hx,γ(y)| 6 2
1 +
∣∣∣∣∣∣ργ(y)P (Hγ > y)fHγ (y)
∣∣∣∣∣∣
 6 4 by (4.24)
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which proves that E
(∣∣h′x,γ(Hγ)∣∣) <∞, i.e. hx,γ ∈ H˜Φ,γ . Then, for all x ∈ R,
0 = E (LΦ,γhx,γ(Y )) = E (ux(Y )− E (ux(Hγ))) = P (Y 6 x)− P (Hγ 6 x)
that is : Y L= Hγ .
Reciprocally, let us prove that for all h ∈ H˜Φ,γ ,
E (LΦ,γh(Hγ)) = 0
As −ργ = D log(fHγ ) = f ′Hγ/fHγ we have, by the Fubini theorem
E
(
h′(Hγ)
)
=
∫
R
h′(u)fHγ (u)du =
∫ 0
−∞
h′(u)fHγ (u)du+
∫ +∞
0
h′(u)fHγ (u)du
=
∫ 0
−∞
h′(u)
∫ u
−∞
f ′
Hγ
(v)dvdu+
∫ +∞
0
h′(u)
∫ +∞
v
−f ′
Hγ
(v)dvdu
= −
∫ 0
−∞
∫ 0
−∞
1{v6u60}ργ(v)fHγ (v)h
′(u)dudv +∫ +∞
0
∫ +∞
0
1{v>u>0}ργ(v)fHγ (v)h
′(u)dudv
= −
∫ 0
−∞
∫ 0
v
h′(u)du ργ(v)fHγ (v)dv +
∫ +∞
0
∫ v
0
h′(u)du ργ(v)fHγ (v)dv
=
∫
R
(h(v)− h(0)) ργ(v)fHγ (v)dv = E (h(Hγ)ργ(Hγ))− h(0)E (ργ(Hγ))
Now, by symmetry of Hγ and by parity of ργ , we have E (ργ(Hγ)) = 0. Hence,
E
(
h′(Hγ)
)
= E (ργ(Hγ)h(Hγ)) = E
(
1
γ2
[
Hγ −Ψ′
(
Hγ
γ2
)]
h(Hγ)
)
Remark 4.6.2. We thus have
Y
L
= Hγ ⇐⇒ E (LΦ,γh(Y )) = 0 ∀h ∈ H˜Φ,γ
⇐⇒ E (h′(Y )) = 1
γ2
E
([
Y − ψ′
(
Y
γ2
)]
h(Y )
)
∀h ∈ H˜Φ,γ
The usual caracterisation of the law N (0, γ2) can be recovered taking Φ = 1 in the last
formula, that is Ψ′ = 0. If we think of γ as a parameter going to +∞, we have a small
correction to the Gaussian distribution that takes the form of a small perturbation of the
characteristic operator LN (0,γ2), i.e. LΦ,γ = LN (0,γ2) + ψ′(·/γ2)/γ2.
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4.6.2 Perturbation of the Gaussian operator and Edgeworth development
For a random variable X, denote by φX its Fourier transform
φX(u) := E
(
eiuX
)
Note φX(u) := FfX(u) if X admits a Lebesgue-density fX .
Let Hγ ∼ H (Φ, γ), and suppose that
∫
R
∣∣fHγ (x)∣∣2 dx <∞. Denote Φγ := Φ(·/γ) and let
(Hk)k be the normalised Hermite polynomials defined by their Rodrigues form
Hk(y) := ey2/2
(
− d
dy
)k
e−y
2/2
They satisfy E (Hk(G)H`(G)) = hk1{k=`} for G ∼ N (0, 1) and hk > 0. Thus,
φHγ (u) :=
∫
R
eiuxfHγ (x)dx =
∫
R
eiuxΦ
(
x
γ2
)
e
− 1
2
(
x
γ
)2
dx
cγ
=
γ
cγ
∫
R
Φγ(y)e
iuγy− y2
2 dy
Since
∫
R |Φγ(x)|2 e−x
2
dx =
(
cγ
γ
)2 ∫
R
∣∣fHγ (x)∣∣2 dx <∞, we can write
Φγ =
∑
k>0
h−1k E (Hk(G)Φγ(G))Hk
which implies
fHγ (γy) =
1
cγ
∑
k>0
h−1k E (Hk(G)Φγ(G))Hk(y)e−y
2/2
A development of the form
g(k)γ (y) = e
−(y/γ)2/2
k∑
`=0
a`(γ)Hk
(
y
γ
)
is said to be an Edgeworth development of a random variable. For such a development, trun-
cated at a certain order, there is no possibility to obtain a probability density due to the sign
changes of the Hermite polynomials. Without truncation, the function y 7→ g(∞)γ (y)e(y/γ)2/2
can still be positive and we get a probabilistic penalisation. From this point of view, mod-
Gaussian convergence means “infinite Edgeworth development”.
4.6.3 Approximation by signed measures
Using the Rodrigues form of the Hermite polynomials, we have
fHγ (γy) = c
−1
γ
∑
k>0
h−1k E (Hk(G)Φγ(G))
(
− d
dy
)k
e−y
2/2
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Taking the Fourier transform and using the fact that F(Df)(u) = −iuFf(u), we get
φHγ (u) = c
−1
γ
∑
k>0
h−1k E (Hk(G)Φγ(G)) (iu/γ)kF
(
x 7→ e−(x/γ)2/2
)
(u)
= γc−1γ
√
2pie−γ
2u2/2
∑
k>0
h−1k E (Hk(G)Φγ(G)) (iu/γ)k
the last development being convergent in L2(e−x2dx) since Φγ belongs to this space. As
φγG(u) = e
−γ2u2/2, denoting by
Φ˜γ(u) := γ
√
2pi
∑
k>0
h−1k E (Hk(G)Φγ(G)) (iu/γ)k
we get
φHγ (u) = Φ˜γ(u)φγG(u) (4.25)
In particular, if we know that Φ(u) = limγ→∞ φHγ (u)/φγG(u) exists (the limit being locally
uniform in u), then, we have
Φ(u) = lim
γ→∞ Φ˜γ(u) (4.26)
i.e. Φ˜γ is an approximation of Φ.
The construction of a random variable whose distribution satisfies equations (4.25) and
(4.26) is not always possible. In the flavour of [4], one can be interested in a signed measure
approximation of sequences converging in the mod-Gaussian sense. A case of interest is the
following : suppose that Φ˜γ can be approximated by
Φ]γ(u) := e
P (iθ)
P being a polynomial satisfying the symmetry condition of theorem 3.4.7, that is P (iθ) = P (θ)
for all θ ∈ R, and such that P (0) = 0. Let µγ := F−1
(
Φ]γ φγG
)
be the signed measure obtained
by inverting equation (4.25). Then, a Stein operator of µγ is given by
LΦ],γ := LN (0,γ2) − P ′
(
− d
dx
)
Indeed, suppose Fµγ ∈ L1 with density f ∈ C1. Such an operator satisfies
∫
R LΦ],γg ·f = 0
for all functions g of class C∞∩L1 that vanish at ±∞, which amounts by integration by parts
to the following equation
L∗Φ],γf(x) := xf(x) + γ2f ′(x)− P ′
(
d
dx
)
f(x) = 0
Taking the Fourier transform, setting fˆ := Ff and using the relations F (x 7→ xf(x)) (ξ) =
−i ddξ fˆ(ξ) and F (f ′) (ξ) = (−iξ)fˆ(ξ), we get
−i d
dξ
fˆ(ξ) +
(
γ2(−iξ)− P ′(iξ)) fˆ(ξ) = 0
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The integration of this equation gives
fˆ(ξ) = fˆ(0) exp
(
−γ2 ξ
2
2
+ P (iξ)− P (0)
)
= fˆ(0) exp
(
−γ2 ξ
2
2
+ P (ξ)
)
By Fourier inversion,
f(x) = fˆ(0)
∫
R
exp
(
−iξx− γ2 ξ
2
2
+ P (ξ)
)
dξ
2pi
which is (proportional to) the density of the measure µγ .
In this setting, Stein’s method with an operator such as LΦ],γ allows to approximate PHγ
(hence the sequence of non-renormalised random variables) with µγ , which is to relate to
[4] where Kolmogorov approximations (in the Poisson setting) were found with respect to a
signed measure, and to [3] where this type of correction to LN (0,γ2) is discussed in details
(see also [84]). In [3], a perturbation of LN (0,1) is done with a polynomial in the operator of
differentiation, and this polynomial is the truncation of the cumulant generating series, which
is the essence of mod-* convergence since the limiting function Φ is obtained by a suitable
renormalisation of the cumulant function.
Example 4.6.3. In the case of example 3.4.8, as an approximation of Φ˜γ is Φ
]
γ = Φ(·/γ2) :
x 7→ e−Cx4/(4γ8), the condition is fullfilled and one can have an Edgeworth development by
using a suitable truncation of the Taylor development of e−Cx4/4 in addition to a signed
measure approximation of density x 7→ ∫R exp(−iξx− γ2 ξ22 − Cξ4/(4γ8)) dξ2pi .
4.7 The sum of i.i.d. symmetric random variables
We develop the important example of the sum of i.i.d. random variables. In order to fit with
theorem 3.4.7, we only consider the symmetric case.
4.7.1 A mod-Gaussian approximation theorem
Theorem 4.7.1 (Mod-Gaussian bounds for the sum of i.i.d. random variables). Let (Xk)k be
a sequence of i.i.d. symmetric random variables having the same law as X such that E (X) = 0,
E
(
X2
)
= 1 and E
(
X4
)
< 3. Set
Wn :=
1√
n
n∑
k=1
Xk
γn := n
1/4
Zn := γnWn
C :=
3− E (X4)
6
> 0
ΦC(x) := e
−C x4
4
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Let Hn ∼H (ΦC , γn). Then, for c1 :=
√
pi/2E (ΦC(G)) with G ∼ N (0, 1)
|E (h(Zn))− E (h(Hn))| 6 4
√
2(1− C)
γn
∣∣∣∣h′∣∣∣∣∞ + 4γ2n ||h||∞
(
E (|X|) ∨ E
(
|X|3
2
)
c1C +
1
γ2n
)
In particular, setting
HΦ :=
{
h ∈ C1(R)/ ||h||∞ 6 1,
∣∣∣∣h′∣∣∣∣∞ 6 1, lim±∞h = 0,
∫
R
∣∣h′∣∣ <∞}
dHΦ(X,Y ) := sup
h∈HΦ
|E (h(X))− E (h(Y ))|
we have, for n large enough
dHΦ(Zn, Hn) 6
4
√
2
γn
Proof. We start with the usual Stein’s argument : for h ∈ HΦ
hHn(x) := h(x)− E (h(Hn)) = LHnL−1HnhHn(x)
Setting g := L−1HnhHn , we get
E (h(Zn))− E (h(Hn)) = E (LHng(Zn)) = E
(
g′(Zn)− ργn(Zn)g(Zn)
)
We recall that
ργn(x) :=
1
γ2n
(
x− (log ΦC)′
(
x
γ2n
))
=
x
γ2n
+ C
x3
γ8n
For the usual Stein’s operator given by LN (0,γ2n)f(x) := f ′(x)− (x/γ2n)f(x), we have
E
(LN (0,γ2n)g(Zn)) = E(g′(Zn)− Znγ2n g(Zn)
)
= E
(
g′(Zn)− g′
(
Z(0)n
))
where Z(0)n is the zero-bias transform of Zn. By (4.19), we have
Z(0)n
L
= Zn +
γn√
n
(
X(0)I −XI
)
= Zn +
1
γn
(
X(0)I −XI
)
where I ∼ U (J1, nK) is a random variable independent of (Xk)k and (X(0)k )k, those two
last sequences being independent, and (X(0)k )k being a sequence of i.i.d. random variables
distributed according to the zero-bias distribution of X.
In particular, ∣∣E (LN (0,γ2n)g(Zn))∣∣ 6 E (∣∣g′(Zn)− g′ (Z(0)n )∣∣)
6
∣∣∣∣g′′∣∣∣∣∞ E (∣∣Zn − Z(0)n ∣∣)
=
1
γn
∣∣∣∣g′′∣∣∣∣∞ E (∣∣X(0)I −XI ∣∣)
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Moreover, by independence and the i.i.d. property,
E
(∣∣X(0)I −XI ∣∣) = 1n
n∑
k=1
E
(∣∣X(0)k −Xk∣∣) = E (|X(0) −X|)
For the perturbative operator, we get
E
(
(LHn − LN (0,γ2n))g(Zn)
)
= − C
γ8n
E
(
Z3ng(Zn)
)
=: − C
γ8n
E (Zng˜(Zn))
with g˜(x) := x2g(x). Using the same technique, we write
E (Zng˜(Zn)) = γ2nE
(
g˜′
(
Z(0)n
))
= γ2nE
(
2Z(0)n g
(
Z(0)n
)
+
(
Z(0)n
)2
g′
(
Z(0)n
))
Hence,∣∣E ((LHn − LN (0,γ2n))g(Zn))∣∣ 6 Cγ8n
(
2γ2nE
(∣∣Z(0)n ∣∣) ||g||∞ + γ2nE(∣∣Z(0)n ∣∣2) ∣∣∣∣g′∣∣∣∣∞)
6 C
γ6n
(
2 ||g||∞
γn√
n
[
(n− 1)E (|X|) + E (∣∣X(0)∣∣)]
+
∣∣∣∣g′∣∣∣∣∞( γn√n
)2 [
(n− 1)E (X2)+ E(∣∣X(0)∣∣2)])
6 C
γ6n
(
2 ||g||∞
n
γn
E (|X|) ∨ E (∣∣X(0)∣∣)
+
n
γ2n
∣∣∣∣g′∣∣∣∣∞ E(|X|2) ∨ E(∣∣X(0)∣∣2)
)
Using (4.18) for well-choosen functions, we can prove that
E
(∣∣X(0)∣∣) = E
(
|X|3
)
2E (X2)
E
((
X(0)
)2)
=
E
(
X4
)
3E (X2)
As γ4n = n, E
(
X2
)
= 1, and E
(
X4
)
:= 3(1− 2C) < 3, we have by independence of X and
X(0)
E
(∣∣X −X(0)∣∣) 6√E(∣∣X −X(0)∣∣2) = √E (X2 + (X(0))2) = √2(1− C)
and finally
|E (LHng(Zn))| 6
√
2(1− C)
γn
∣∣∣∣g′′∣∣∣∣∞ + 2Cγ3n ||g||∞ E (|X|) ∨ E
(
|X|3
2
)
+
C
γ4n
∣∣∣∣g′∣∣∣∣∞
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The last part of Stein’s method consists in using the estimates for
∣∣∣∣Dkg∣∣∣∣∞ = ∣∣∣∣DkL−1HnhHn∣∣∣∣∞
with k ∈ {0, 1, 2}, which was done in the lemma 4.8.5. Pluging the inequalities (4.44) to (4.46)
in the last inequality, we get
|E (h(Zn))−E (h(Hn))| 6 4
√
2(1−C)
γn
∣∣∣∣h′∣∣∣∣∞ + 2γ2n ||hHn ||∞
(
E (|X|) ∨ E
(
|X|3
2
)
c1C +
1
γ2n
)
(4.27)
Using ||hHn ||∞ 6 2 ||h||∞, we get the desired bound.
Remark 4.7.2. With the suitable rescaling of Zn and Hn, we get∣∣∣∣E(h(Znγn
))
− E
(
h
(
Hn
γn
))∣∣∣∣ 6 1γ2n
(
4
√
2(1− C) ∣∣∣∣h′∣∣∣∣∞ + ||h||∞O(1)) = O( 1√n
)
which corresponds to no improvement of the CLT. This bound will be improved in theorem
4.7.4 conditionally to a conjectural estimate.
4.7.2 A Kolmogorov approximation
Following the steps of Stein ([94] p. 36), we have the
Corollary 4.7.3 (Kolmogorov bounds). Let (Xk)k satisfying the hypothesis of theorem 4.7.1.
Then
dKol(Zn, Hn) := sup
x∈R
|P (Zn 6 x)− P (Hn 6 x)| 6 4((1− C)/pi)
1/4
γn
+O
(
1
γ2n
)
(4.28)
Proof. Set
hx,δ(y) := 1{y6x} +
(
1− y − x
δ
)
1{x6y6x+δ}
For all x, we have hx−δ,δ(y) 6 1{y6x} 6 hx,δ(y) 6 1{y6x+δ}, which implies that
E (hx−δ,δ(Zn)) 6 P (Zn 6 x) 6 E (hx,δ(Zn)) (4.29)
Moreover, we have
||hx,δ − E (hx,δ(Hn))||∞ 6 1∣∣∣∣h′x,δ∣∣∣∣∞ 6 1δ
Using those inequalities and (4.27), and setting α := E (|X|) ∨ E
( |X|3
2
)
c1C + 1, we get
|E (hx,δ(Zn))− E (hx,δ(Hn))| 6 4
√
2(1− C)
γn
1
δ
+
2α
γ2n
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By (4.29), we have
P (Zn 6 x) 6 E (hx,δ(Zn))
6 E (hx,δ(Hn)) +
4
√
2(1− C)
γnδ
+
2α
γ2n
= P (Hn 6 x) + E
((
1− Hn − x
δ
)
1{06Hn−xδ 61}
)
+
4
√
2(1− C)
γnδ
+
2α
γ2n
6 P (Hn 6 x) + P (0 6 Hn − x 6 δ) + 4
√
2(1− C)
γnδ
+
2α
γ2n
6 P (Hn 6 x) +
δ
cγn
+
4
√
2(1− C)
γnδ
+
2α
γ2n
This last inequality comes from the fact that
P (0 6 Hγ − x 6 δ) =
∫ δ
0
e−Pqγ (y−x)
dy
cγ
6 δ
cγ
sup
y∈R+
{
e−Pqγ (y−x)
}
=
δ
cγ
Optimising in δ the LHS of the former inequality gives
δ =
√
cγn
4
√
2(1− C)
γn
and the optimal value
P (Zn 6 x)− P (Hn 6 x) 6 2
√
4
√
2(1− C)
cγnγn
+
2α
γ2n
As by (3.20), cγ = γ
√
2piE
(
e
−C G4
4γ4
)
6 γ
√
2pi, we finally have
P (Zn 6 x)− P (Hn 6 x) 6 4((1− C)/pi)
1/4
γn
+
2α
γ2n
The corresponding lower bound follows from the same manipulations using the lower bound
in (4.29).
4.7.3 A conjectural mod-Gaussian approximation theorem
As noticed in remark 4.7.2, the bound (4.27) is not optimal since a suitable rescaling gives the
same speed of convergence as the usual CLT. We nevertheless have the following improvement,
conditional to an estimate that is conjectured to be true.
Theorem 4.7.4 (Conditional mod-Gaussian bounds for the sum of i.i.d. random variables).
Let (Xk)k be a sequence satisfying the hypotheses of theorem 4.7.1. Suppose moreover the
following conjecture : there exists a constant A > 0 independent of n such that∣∣∣∣D3L−1HnhHn∣∣∣∣∞ 6 A ∣∣∣∣D2h∣∣∣∣∞
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Then, we have the following bound
|E (h(Zn))− E (h(Hn))| 6 A2− 3C
γ2n
∣∣∣∣h′′∣∣∣∣∞ + 12Cγ4n ||h||∞
In particular, for n large enough
dHΦ(Zn, Hn) 6
A(2− 3C)
γ2n
Proof. For h ∈ HΦ and g := L−1HnhHn , we get
E (h(Zn))− E (h(Hn)) = E (LHng(Zn)) = E
(
g′(Zn)− ργn(Zn)g(Zn)
)
We treat the case of the Stein’s operator LN (0,γ2n) like before, with
E
(LN (0,γ2n)g(Zn)) = E(g′(Zn)− Znγ2n g(Zn)
)
= E
(
g′(Zn)− g′
(
Z(0)n
))
Setting
∆Zn := Z
(0)
n − Zn = X
(0)
I −XI
γn
we have
g′(Z(0)n )− g′(Zn)−∆Zng′′(Zn) =
∫ 1
0
g′′ (Zn + w∆Zn) ∆Zn dw −∆Zng′′(Zn)
= ∆Zn
∫ 1
0
∫ 1
0
g′′′ (Zn + wu∆Zn)w∆Zndu dw
=
(∆Zn)
2
2
∫ 1
0
∫ 1
0
g′′′
(
Zn + u
√
v∆Zn
)
du dv
By independence of the terms and since E
(
X(0)I
)
= 0 as seen in (4.18) taking f(x) = x2,
we have
E
(
∆Zng
′′(Zn)
)
=
1
γn
E
(
(X(0)I −XI) g′′
(
1
γn
n∑
k=1
Xk
))
=
1
γn
E
(
X(0)I
)
E
(
g′′
(
n∑
k=1
Xk
))
− 1
γn
E
(
XIg
′′
(
1
γn
n∑
k=1
Xk
))
= − 1
γn
E
(
1
n
n∑
k=1
Xkg
′′
(
1
γn
n∑
k=1
Xk
))
by integrating on I which is independent of (Xk)k. As n = γ4n, we hence have
E
(
∆Zng
′′(Zn)
)
= − 1
γ4n
E
(
Sng
′′(Sn)
)
= − 1
γ4n
E
(
S2n
)
E
(
g′′′(Z(0)n )
)
= − 1
γ2n
E
(
g′′′(Z(0)n )
)
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Let U, V ∼ U ([0, 1]) be two independent random variables. Then,
∣∣E (LN (0,γ2n)g(Zn))∣∣ = 1γ2n
∣∣∣∣E((XI −X(0))22 g′′′ (Zn + 2V√U∆Zn)− g′′′ (Z(0)n )
)∣∣∣∣
6 1
γ2n
∣∣∣∣g′′′∣∣∣∣∞
(
E
(
(XI −X(0)I )2
2
)
+ 1
)
And by independence of X and X(0) and by the i.i.d. property
E
(
(XI −X(0)I )2
)
=
1
n
n∑
k=1
E
(
(Xk −X(0)k )2
)
= E
(
(X −X(0))2) = E (X2 + (X(0))2) = 2(1− C)
which finally gives ∣∣E (LN (0,γ2n)g(Zn))∣∣ 6 2− Cγ2n ∣∣∣∣g′′′∣∣∣∣∞
For the perturbative operator, we get
E
(
(LHn − LN (0,γ2n))g(Zn)
)
= − C
γ8n
E
(
Z3ng(Zn)
)
=: − C
γ8n
E (Zng˜(Zn)) with g˜(x) := x2g(x)
Using iteratively the 0-bias transform, we have
E (Zng˜(Zn)) = γ2nE
(
g˜′
(
Z(0)n
))
= γ2nE
(
2Z(0)n g
(
Z(0)n
)
+
(
Z(0)n
)2
g′
(
Z(0)n
))
= γ2nE
(
2E
((
Z(0)n
)2)
g′
(
Z(0,0)n
)
+
(
Z(0)n
)2
g′
(
Z(0)n
))
where Z(0,0)n is the 0-bias transform of Z(0)n , what we can do since 0-biaising preserve the
property of being of expectation 0 for symmetric random variables, as seen in (4.18) taking
f(x) = x2.
As Z(0)n
L
= 1γn
(∑
k 6=I Xk +X
(0)
I
)
and E
((
X(0)
)2)
= 1− 2C, we have
E
((
Z(0)n
)2)
=
1
γ2n
(
(n− 1)E (X2)+ E((X(0))2)) = 1
γ2n
(
γ4n − 2C
)
which gives
∣∣E ((LHn − LN (0,γ2n))g(Zn))∣∣ 6 Cγ8n 3γ2nE
((
Z(0)n
)2) ∣∣∣∣g′∣∣∣∣∞ = 3Cγ4n − 2Cγ8n ∣∣∣∣g′∣∣∣∣∞ 6 3Cγ4n ∣∣∣∣g′∣∣∣∣∞
Finally
|E (LHng(Zn))| 6
2− C
γ2n
∣∣∣∣g′′′∣∣∣∣∞ + 3Cγ4n ∣∣∣∣g′∣∣∣∣∞
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To conclude with Stein’s methodology, we need the estimates
∣∣∣∣Dkg∣∣∣∣∞ = ∣∣∣∣DkL−1HnhHn∣∣∣∣∞
with k ∈ {1, 3}. Note that the estimate for k = 3 is a conjecture. Using these results, we have
|E (h(Zn))− E (h(Hn))| 6 A2− 3C
γ2n
∣∣∣∣h′′∣∣∣∣∞ + 6Cγ4n ||hHn ||∞ (4.30)
Last, using ||hHn ||∞ 6 2 ||h||∞, we have the bound.
Remark 4.7.5. With the suitable rescaling of Zn and Hn, we get∣∣∣∣E(h(Znγn
))
− E
(
h
(
Hn
γn
))∣∣∣∣ 6 1γ4n (A(2− 3C) ∣∣∣∣h′′∣∣∣∣∞ + 12C ||h||∞) = O
(
1
n
)
which corresponds to an improvement of the CLT. This can be understood as an additive
correction to the usual norm by writing∣∣∣∣E(h(Znγn
))
− E (h (G)) + E
(
h (G)− h
(
Hn
γn
))∣∣∣∣ = ∣∣∣∣E(h(Znγn
))
− E (h (G)) + E (∆nh′ (Kn))∣∣∣∣
where, for U ∼ U([0, 1]) independent of G, ∆n := G−Hn/γn and
E
(
h (G)− h
(
Hn
γn
))
= E
(∫ G
Hn/γn
h′(x)dx
)
= E
(
h′ (Hn/γn + U∆n) ∆n
)
The search for an additional correction that would give a faster approximation was also
developed in [35]. A comparison between the two corrective terms would be interesting.
4.7.4 A conditional Kolmogorov approximation
Conditionaly to (4.30), we have the following
Corollary 4.7.6 (Kolmogorov bounds). Let (Xk)k satisfying the hypothesis of theorem 4.7.1.
Then
dKol(Zn, Hn) := sup
x∈R
|P (Zn 6 x)− P (Hn 6 x)| 6 β
γ
4/3
n
+O
(
1
γ2n
)
(4.31)
with β := (21/3 + 2−2/3)((A(2− 3C))1/4.
Proof. Set
Q(t) := 2t3 − 3t2 + 1
D(t) := 1{t60} +Q(t)1{06t61}
hx,δ(y) := D
(
y − x
δ
)
For all x, we have hx−δ,δ(y) 6 1{y6x} 6 hx,δ(y), which implies that
E (hx−δ,δ(Zn)) 6 P (Zn 6 x) 6 E (hx,δ(Zn)) (4.32)
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Moreover, we have
||hx,δ − E (hx,δ(Hn))||∞ 6 1∣∣∣∣h′′x,δ∣∣∣∣∞ 6 1δ2
Using these inequalities and (4.30), and setting α := A(2− 3C), we get
|E (hx,δ(Zn))− E (hx,δ(Hn))| 6 α
γ2n
1
δ2
+
6C
γ4n
By (4.32), we have
P (Zn 6 x) 6 E (hx,δ(Zn))
6 E (hx,δ(Hn)) +
α
γ2nδ
2
+
6C
γ4n
= P (Hn 6 x) + E
(
Q
(
Hn − x
δ
)
1{06Hn−xδ 61}
)
+
α
γ2nδ
2
+
6C
γ4n
6 P (Hn 6 x) + P (0 6 Hn − x 6 δ) + α
γ2nδ
2
+
6C
γ4n
6 P (Hn 6 x) +
δ
γn
+
α
γ2nδ
2
+
6C
γ4n
Optimising in δ the LHS of the former inequality gives
δ =
(
2α
γn
)1/3
and the optimal value
P (Zn 6 x)− P (Hn 6 x) 6 (21/3 + 2−2/3)
(
α
γ4n
)1/3
+
6C
γ2n
Finally, we have
P (Zn 6 x)− P (Hn 6 x) 6 (21/3 + 2−2/3)α
1/3
γ
4/3
n
+
6C
γ2n
The corresponding lower bound follows from the same manipulations.
Remark 4.7.7. We see that the zero-bias transform is not characteristic of the distribution
Hγ ∼H (ΦC , γ). Indeed, the Stein’s equation (4.3) characteristic of the Gaussian distribution
is equivalent to the fixed point equation in distribution
X ∼ N (0, 1) ⇐⇒ X L= X(0)
but we do not characterise the distribution H (ΦC , γ) with such a transformation.
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A natural transformation would be the following C-bias transform, defined for a random
variable W such that E (W ) = E
(
W 3
)
= 0, E
(
W 2
)
= γ2 and E
(
W 4
)
< ∞ and for all
absolutely continuous functions f satisfying E
(∣∣W 3f(W )∣∣) <∞ by
E
(
f ′
(
W (C)
))
=
(
γ2 +
4C
γ6
E
(
W 4
))−1
E (ρC(W )f(W )) (4.33)
with
ρC(x) := x+
4C
γ6
x3
The distribution of W (C) is absolutely continuous with respect to Lebesgue measure and
has for density
f
W
(C) (x) = E
(
ρC(W )1{W>x}
)
The proof of such a result is the same as in the case of the zero-bias transform, and we
refer to [44] or [85] for the details.
We remark that we recover the zero-bias transform letting C → 0. Moreover, the transla-
tion of (4.33) in terms of a fixed point equation in law is
X ∼H (ΦC , γ) ⇐⇒ X L= X(C)
Unfortunately, due to the non-linearity of ρC , the application to sums of i.i.d. random
variables fails : the C-bias transform of Sn is not immediate to find, and the replacement at
random of one term of the sum by an independent C-biased term does not give the result.
4.8 Appendix : Stein’s estimates
We develop here the equivalent of the Stein’s estimates that are relevant in our case by carefully
adapting the steps of Stein [94].
4.8.1 Basic estimates
Lemma 4.8.1. For q > 0, define the random variable Zq and the polynomial Pq by
Pq(x) :=
x2
2
+ q
x4
4
P (Zq 6 x) :=
∫ x
−∞
e−Pq(y)
dy
zq
with zq :=
∫
R
e−Pq(y)dy
Then,
∀x > 0, P (Zq > x) 6 e
−Pq(x)
zqP ′q(x)
(4.34)
∀x < 0, P (Zq 6 x) 6 e
−Pq(x)
zqP ′q(|x|)
(4.35)
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Proof. As P ′′q (x) = 1 + 3qx2 > 0, the function P ′q : x 7→ x+ qx3 is strictly increasing on R and
we can write for x > 0
zqP (Zq > x) =
∫ +∞
x
e−Pq(y)dy <
∫ +∞
x
P ′q(u)
P ′q(x)
e−Pq(y)dy =
e−Pq(x)
P ′q(x)
and analogously, as Zq
L
= −Zq, for x < 0
P (Zq 6 x) 6
e−Pq(x)
zqP ′q(|x|)
Corollary 4.8.2. Set
ργ(x) :=
1
γ
P ′qγ
(
x
γ
)
=
1
γ2
x+
C
γ8
x3 =: ax+ bx3 (4.36)
Then,
∀x > 0, P (Hγ > x) 6
fHγ (x)
ργ(x)
(4.37)
∀x < 0, P (Hγ 6 x) 6
fHγ (x)
ργ(|x|) (4.38)
Proof. It is clear that
Hγ
L
= γZqγ with qγ :=
C
γ4
Moreover, with cγ defined in (3.20),
zqγ :=
√
2piE
(
e−qγ
G4
4
)
=
√
2piE
(
e
−C
4
(
G
γ
)4)
=
cγ
γ
fHγ (x) :=
1
cγ
e
−C
4
(
x
γ2
)4
e
− 1
2
(
x
γ
)2
=
1
γzqγ
e
−Pqγ
(
x
γ
)
Hence, for x > 0
P (Hγ > x) = P
(
Zqγ >
x
γ
)
6 e
−Pqγ
(
x
γ
)
zqγP
′
qγ
(
x
γ
) = fHγ (x)
1
γP
′
qγ
(
x
γ
)
Lemma 4.8.3. We have for all x ∈ R
E
(
Hγ1{Hγ>x}
)
6
xfHγ (x)
ργ(x)
(4.39)
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Proof. The fact that this last inequality is symmetric compared for example to (4.38) comes
from the fact that R(x) := ργ(x)/x = a+ bx2 = R(|x|) and the fact that the function on the
left hand side is odd.
As (fHγ/R)′ = −fHγ
(
R′/R2 + ργ/R
)
, and lim+∞ fHγ/R = 0, we have
xfHγ (x)
ργ(x)
=
∫ +∞
x
(
R′/R2 + ργ/R
)
fHγ = E
((
R′/R2 + ργ/R
)
(Hγ)1{Hγ>x}
)
But R(x) := ργ(x)/x, so ργ(x)/R(x) = x and it remains to show that
E
(
R′(Hγ)
R(Hγ)2
1{Hγ>x}
)
> 0
which is clearly the case for x > 0 since R′(x) = 2bx.
For x 6 0, set r := R′/R2 and remark that r(−x) = −r(x). As Hγ L= −Hγ , this implies
that r(Hγ)
L
= −r(Hγ) and in particular that E (r(Hγ)) = 0. Then
E
(
r(Hγ)1{Hγ>x}
)
= E
(
r(Hγ)1{Hγ>−|x|}
)
= −E (r(−Hγ)1{−Hγ6|x|})
= −E (r(Hγ)1{Hγ6|x|}) as r(Hγ) L= −r(Hγ)
= E
(
r(Hγ)1{Hγ>|x|}
)
as E (r(Hγ)) = 0
> r(|x|)P (Hγ > |x|) > 0
Replacing the function r by x 7→ x in the last equalities gives E (Hγ1{Hγ>x}) > 0 for all
x ∈ R.
Lemma 4.8.4. We have for all x ∈ R
P (Hγ 6 x) > − ργ(x)
ρ′γ(x) + ργ(x)2
fHγ (x) (4.40)
P (Hγ > x) >
ργ(x)
ρ′γ(x) + ργ(x)2
fHγ (x) (4.41)
Proof. We first remark that
P (Hγ 6 x) +
ργ(x)
ρ′γ(x) + ργ(x)2
fHγ (x) =
∫ x
−∞
(
fHγ (u) +
d
du
(
ργfHγ
ρ′γ + ρ2γ
)
(u)
)
du
P (Hγ > x)− ργ(x)
ρ′γ(x) + ργ(x)2
fHγ (x) =
∫ +∞
x
(
fHγ (u) +
d
du
(
ργfHγ
ρ′γ + ρ2γ
)
(u)
)
du
Hence, it is sufficient to prove that
1 +
1
fHγ (x)
d
dx
(
ργfHγ
ρ′γ + ρ2γ
)
(x) > 0
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But
1 +
1
fHγ
(
ργfHγ
ρ′γ + ρ2γ
)′
= 1 +
(
ργ
ρ′γ + ρ2γ
)′
− ργ
(
ργ
ρ′γ + ρ2γ
)
=
(
ργ
ρ′γ + ρ2γ
)′
+
ρ′γ
ρ′γ + ρ2γ
=
1
ργ
(
ρ2γ
ρ′γ + ρ2γ
)′
=
1
ργ
(
1
1− (1/ργ)′
)′
=
1
ργ
(
1
ργ
)′′ 1(
1− (1/ργ)′
)2 = 2(ρ′γ)2 − ργρ′′γ
ρ4γ
(
1− (1/ργ)′
)2
It is now sufficient to prove that 2(ρ′γ)2 − ργρ′′γ > 0. Setting X := x2, we have
2(ρ′γ)
2(x)− ργ(x)ρ′′γ(x) = 2(a+ 3bx2)2 − 6bx(ax+ bx3) = 2(a+ 3bX)2 − 6(abX + b2X2)
= 12(bX)2 + 6abX + 2a2 = 2a2
(
6
(
bX
a
)2
+ 3
(
bX
a
)
+ 1
)
As the function t 7→ 6t2 + 3t+ 1 is positive on R, we finally have the result.
4.8.2 Operator norms estimates
Lemma 4.8.5 (Operator norms estimates). For h ∈ HΦ, let hHn := h − E (h(Hn)) and let
g := L−1HnhHn be the solution of the Stein’s equation that goes to 0 in ±∞, i.e.
LHng = hHn (4.42)
with
LHng(x) := g′(x)−
(
x
γ2n
+ C
x3
γ8n
)
g(x) =: g′(x)− ργn(x)g(x) (4.43)
Then :
1. If h is bounded (||h||∞ <∞), setting c1 :=
√
pi
2E
(
exp
(
−CG44
))
and D for the operator
of differentiation, ∣∣∣∣∣∣L−1HnhHn∣∣∣∣∣∣∞ 6 c1γn
∣∣∣∣∣∣hHn∣∣∣∣∣∣∞ (4.44)∣∣∣∣∣∣DL−1HnhHn∣∣∣∣∣∣∞ 6 2
∣∣∣∣∣∣hHn∣∣∣∣∣∣∞ (4.45)
2. If h is absolutely continuous (||Dh||∞ <∞) and
∫
R |h′| <∞,∣∣∣∣∣∣D2L−1HnhHn∣∣∣∣∣∣∞ 6 4
∣∣∣∣∣∣DhHn∣∣∣∣∣∣∞ (4.46)
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Proof. 1. • Using the representation (4.23) and for x > 0, we have
∣∣∣L−1HnhHn(x)∣∣∣ 6 E
(|hHn(Hn)|1{Hn>x})
fHn(x)
6
∣∣∣∣∣∣hHn∣∣∣∣∣∣∞ E
(
1{Hn>x}
)
fHn(x)
6
∣∣∣∣∣∣hHn∣∣∣∣∣∣∞ supx>0 P (Hn > x)fHn(x)
=
P (Hn > 0)
fHn(0)
∣∣∣∣∣∣hHn∣∣∣∣∣∣∞ = 1/21/(zqγnγn)
∣∣∣∣∣∣hHn∣∣∣∣∣∣∞
As Hγ
L
= −Hγ , we have P (Hγ > 0) = 1/2. The fact that x 7→ P (Hn 6 x) /fHn(x)
is maximum in x = 0 follows from (4.38) : if, for Hγ ∼ H (ΦC , γ) we form the
functions
s(+)γ : x > 0 7→
P (Hγ > x)
fHγ (x)
s(−)γ : x < 0 7→
P (Hγ 6 x)
fHγ (x)
we get for ε ∈ {±1}
ds
(ε)
γ
dx
(x) = −ε+ 1
γ
P ′qγ
(
x
γ
)
s(ε)γ (x)
Hence, by (4.37) and (4.38), s(+)γ is decreasing on R+ (and s
(−)
γ is increasing on
R−), so that they attain their maxima in 0. Thus, for x > 0∣∣∣L−1HnhHn(x)∣∣∣ 6 zqγnγn2 ∣∣∣∣∣∣hHn∣∣∣∣∣∣∞ = γn
√
2pi
2
E
(
exp
(
−C
4
G4
γ4n
)) ∣∣∣∣∣∣hHn∣∣∣∣∣∣∞
It is clear that γ ∈ R+ 7→ E
(
exp
(
−C4 G
4
γ4
))
is decreasing, so that
max
n>1
{√
pi
2
E
(
exp
(
−C
4
G4
γ4n
))}
=
√
pi
2
E
(
exp
(
−CG
4
4
))
=: c1
For x < 0, the same exact arguments apply using the other representation of
L−1HnhHn and s
(−)
γ , leading to∣∣∣∣∣∣L−1HnhHn∣∣∣∣∣∣∞ 6 c1γn
∣∣∣∣∣∣hHn∣∣∣∣∣∣∞
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• As g = L−1HnhHγ , is the solution of the Stein’s equation (4.42), we have
DL−1HγhHγ (x) = hHγ (x) +
1
γ
P ′qγ
(
x
γ
)
L−1HγhHγ (x)
Thus, for x > 0∣∣∣DL−1HγhHγ (x)∣∣∣ 6 ∣∣hHγ (x)∣∣+
∣∣∣∣1γP ′qγ
(
x
γ
)∣∣∣∣ ∣∣∣L−1HγhHγ (x)∣∣∣
6
∣∣∣∣hHγ ∣∣∣∣∞(1 + sup
x>0
{∣∣∣∣1γP ′qγ
(
x
γ
)∣∣∣∣ P (Hγ > x)fHγ (x)
})
6 2
∣∣∣∣hHγ ∣∣∣∣∞ by (4.37)
We proceed the same for x < 0.
2. To prove that
∣∣∣∣∣∣D2L−1HnhHn∣∣∣∣∣∣∞ 6 4
∣∣∣∣∣∣DhHn∣∣∣∣∣∣∞ , we express D2L−1HnhHn in terms of h′.
First, we differentiate (4.42),
D2L−1HγhHγ = D
(
ργL−1HγhHγ + hHγ
)
= ρ′γL−1HγhHγ + ργDL−1HγhHγ + h′
=
(
ρ′γ + ρ
2
γ
)L−1HγhHγ + ργhHγ + h′ (4.47)
We already have
hHγ (x) = E (h(x)− h(Hγ))
= E
(∫ x
Hγ
h′(u)du1{Hγ<x}
)
+ E
(∫ x
Hγ
h′(u)du1{Hγ>x}
)
= E
(∫
R
h′(u)
(
1{Hγ<u<x} − 1{Hγ>u>x}
)
du
)
=
∫
R
h′(u)E
(
1{Hγ<u<x} − 1{Hγ>u>x}
)
du =:
∫
R
h′(u)KH(x, u)du
where the last equality comes from the Fubini theorem (since
∫
R |h′| <∞), and where
KH(x, u) := E
(
1{Hγ<u<x} − 1{Hγ>u>x}
)
:= P (Hγ < u)1{u<x} − P (Hγ > u)1{u>x}(4.48)
We moreover have
L−1HγhHγ (x) =
1
fHγ (x)
E
(
hHγ (Hγ)1{Hγ6x}
)
= − 1
fHγ (x)
E
(
hHγ (Hγ)1{Hγ>x}
)
=
1
2fHγ (x)
E
(
hHγ (Hγ)
[
1{Hγ6x} − 1{Hγ>x}
])
=:
1
fHγ (x)
E
(
I (x,Hγ)hHγ (Hγ)
)
184 CHAPTER 4. STEIN’S METHOD AND MOD-* CONVERGENCE
where
I(x, y) :=
1
2
(
1{y<x} − 1{y>x}
)
It follows that
L−1HγhHγ (x) =
1
fHγ (x)
E
(
I (x,Hγ)hHγ (Hγ)
)
=
1
fHγ (x)
E
(
I (x,Hγ)
∫
R
KH(Hγ , u)h
′(u)du
)
=
∫
R
E (I (x,Hγ)KH(Hγ , u))
fHγ (x)
h′(u) du =:
∫
R
K˜H(x, u)h
′(u) du
where the last equality comes from the Fubini theorem.
Let H(1)γ , H
(2)
γ be two independent random variables equal in law to Hγ . Then,
fHγ (x)K˜H(x, u) := E (I (x,Hγ)KH(Hγ , u)) = E
(
I (x,Hγ)KH(Hγ , u)
[
1{x<u} + 1{u<x}
])
=
1
2
E
([
1{
H
(1)
γ 6x
} − 1{
H
(1)
γ >x
}] [1{
H
(2)
γ <u<H
(1)
γ
} − 1{
H
(2)
γ >u>H
(1)
γ
}] [1{x<u} + 1{u<x}])
=
1
2
E
(
0 + 1{
H
(2)
γ >u>H
(1)
γ >x
} − 1{
H
(2)
γ <u<H
(1)
γ , H
(1)
γ >x, x<u
} − 1{
H
(2)
γ >u>x>H
(1)
γ
}
+1{
H
(2)
γ <u<H
(1)
γ <x
} + 0− 1{
H
(2)
γ <u<x<H
(1)
γ
} − 1{
H
(2)
γ >u>H
(1)
γ , H
(1)
γ <x, x>u
})
=
1
2
E
(
1{
H
(2)
γ >u>H
(1)
γ >x
} − 1{
H
(2)
γ <x<u<H
(1)
γ
} − 1{
x<H
(2)
γ <u<H
(1)
γ
} − 1{
H
(2)
γ >u>x>H
(1)
γ
}
+1{
H
(2)
γ <u<H
(1)
γ <x
} − 1{
H
(2)
γ <u<x<H
(1)
γ
} − 1{
H
(2)
γ >x>u>H
(1)
γ
} − 1{
x>H
(2)
γ >u>H
(1)
γ
})
= −E
(
1{
H
(2)
γ <u<x<H
(1)
γ
} + 1{
H
(2)
γ >u>x>H
(1)
γ
})
this last equality coming from the exchangeability of (H(1)γ , H
(2)
γ ).
Finally, we get
K˜H(x, u) = − 1
fHγ (x)
E
(
1{
H
(2)
γ <u<x<H
(1)
γ
} + 1{
H
(2)
γ >u>x>H
(1)
γ
}) (4.49)
From (4.47), (4.48) and (4.49), and setting
K ? h(x) :=
∫
R
K(x, y)h(y)dy
we get
D2L−1HγhHγ = h′ +
(
ρ′γ + ρ
2
γ
)L−1HγhHγ + ργhHγ = h′ + (ρ′γ + ρ2γ) K˜H ? h′ + ργKH ? h′
=: h′ +K ? h′ with K(x, y) :=
(
ρ′γ + ρ
2
γ
)
(x)K˜H(x, y) + ργ(x)KH(x, y)
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Setting FHγ (x) := P (Hγ 6 x) and FHγ (x) := P (Hγ > x), this last operator writes
K ? h′(x) :=
∫
R
((
ρ′γ(x) + ρ
2
γ(x)
)
K˜H(x, y) + ργ(x)KH(x, y)
)
h′(y)dy
=
(
ργ −
ρ′γ + ρ2γ
fHγ
FHγ
)
(x)
∫ x
−∞
FHγ (y)h
′(y)dy
−
(
ργ +
ρ′γ + ρ2γ
fHγ
FHγ
)
(x)
∫ +∞
x
FHγ (y)h
′(y)dy
=: −K(−) ? h′(x) +K(+) ? h′(x)
Using (4.40) and the obvious fact that FHγ and FHγ are positive, we have∣∣K ? h′(x)∣∣ 6 K(−) ? ∣∣h′∣∣ (x) +K(+) ? ∣∣h′∣∣ (x) 6 ∣∣∣∣h′∣∣∣∣∞ (K(−) +K(+)) ? 1(x)
with (
K(−) +K(+)
)
? 1(x) = −
(
ργ −
ρ′γ + ρ2γ
fHγ
FHγ
)
(x)
∫ x
−∞
FHγ (y)dy
+
(
ργ +
ρ′γ + ρ2γ
fHγ
FHγ
)
(x)
∫ +∞
x
FHγ (y)dy
Using the Fubini theorem and E (Hγ) = 0, we have∫ x
−∞
FHγ (u)du =
∫
R
E
(
1{Hγ6u6x}
)
du = E ((x−Hγ)+) = xFHγ (x) + E
(
Hγ1{Hγ>x}
)
In addition, ∫ x
−∞
FHγ −
∫ +∞
x
FHγ =
∫
R
E
(
1{Hγ6u6x} − 1{Hγ>u>x}
)
du
= E ((x−Hγ)+ − (Hγ − x)+) = x
We thus deduce(
K(−) +K(+)
)
? 1(x) =
ρ′γ(x) + ρ2γ(x)
fHγ (x)
E
(
Hγ1{Hγ>x}
)− xργ(x)
6
ρ′γ(x) + ρ2γ(x)
ργ(x)/x
− xργ(x) using (4.39)
=
xρ′γ(x)
ργ(x)
= 3− 1
1 + Cx2/γ6
6 3
Finally, we get∣∣∣D2L−1HγhHγ (x)∣∣∣ = ∣∣h′(x) +K ? h′(x)∣∣ 6 ∣∣h′(x)∣∣+ ∣∣K ? h′(x)∣∣
6
∣∣∣∣h′∣∣∣∣∞ (1 + (K(−) +K(+)) ? 1(x))
6 4
∣∣∣∣h′∣∣∣∣∞
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Chapter 5
Conclusion
The Keating-Snaith philosophy was a revolutionary approach to think Number Theory
from a conjectural point of view. Its counterpart that consists in starting from Number
Theory to go to random matrices is also an important aspect of the correspondance.
The fact that the moments conjecture was stated in a non probabilistic language despite
its clear probabilistic framework was a difficulty that led Jacod, Kowalski and Nikeghbali to
initiate the systematic study of sequences of random variables converging in such a sense, with
the goal to determine which results are the consequence of a general phenomenon and what
is particular to a specific example.
From this point of view, mod-* convergence is far from having revealed all its mysteries.
The probabilistic interpretation in terms of distance to a “canonical” distribution constructed
by means of a penalisation with the limiting function Φ can be of a certain help in understand-
ing which type of convergence we are dealing with and to compare it with the convergence in
distribution, but also for more applied purposes since such a second-order distribution can be
used to make approximation in distribution. From the point of view of the technique, being
able to use purely probabilistic methods such as Stein’s can also be useful.
The philosophy of additional randomisation explains the form that takes the limiting func-
tions in presence of a natural independent model that can be achieved by such an operation.
In particular, as mod-* convergence acts as a correction to a dependence that vanishes at the
first order with a renormalisation, this is natural to look for an operation that introduces the
independance (or, at least, an additional property that is not present in the initial sequence),
to better understand how to get rid of it. Looking for such a randomized model in the case of
the moments conjecture is now natural, and understanding if every model can be thought of
in this way is one of its ambitious prolongations.
Last, constructing models that share the same mod-* fluctuations as a certain sequence
of random variables is also an important aspect of mod-* convergence. The understanding of
these models can give interesting informations on the behaviour of the random variables, as
this was the case for ω(Un). Extending such a construction to other random variables could
reveal unexpected links with other fields of mathematics a priori unrelated to it.
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