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Abstract
We study the limiting behavior of the zeros of the Euler polynomials. When linearly scaled, they approach
a definite curve in the complex plane related to the Szegö curve which governs the behavior of the roots of
the Taylor polynomials associated to the exponential function. Further, under a conformal transformation,
the scaled zeros are uniformly distributed.
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1. Introduction
Eighty years ago Szegö [8] studied the asymptotic behavior of the roots of the Maclaurin
polynomials associated with the exponential function. He found that if the roots are linearly
scaled relative to the degree then the roots approach a curve S (see Fig. 2) in the complex plane
given by z ∈ C such that |ze1−z| = 1 and |z| 1. The behavior of the roots and poles of the Padé
approximants and other Taylor polynomials have been analyzed [11]. An approach to Szegö’s
results using potential theory is given in [6]
On the other hand, given any sequence of polynomials {pn(x)}, where pn(x) is of degree n,
asking how are the zeros of pn(x) distributed in the complex x-plane is too general to get a
reasonable answer. The best we can hope for is to focus on a special family of polynomials
where a definite answer is possible.
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En(x) which are defined by means of generating functions as
2eξx
eξ + 1 =
∑
n0
En(x)
ξn
n! . (1.1)
This generating function is listed among the principal generating functions by Louis Comtet
[2] for combinatorial applications. We will show in this paper that their linearly scaled roots
approach a curve related to the Szegö curve S together with an interval on the real axis.
Euler polynomials are an important example of the more general class of Appell polynomials
{pn(x}} given by a generating function
eξx
g(ξ)
=
∑
n0
pn(x)
n! ξ
n (1.2)
where g(ξ) is analytic is some neighborhood of 0. Except for Hermite polynomials (whose gener-
ating function is exp[2xξ − ξ2]), Appell polynomials are not orthogonal. We hope to investigate
the zero attractors of this wider class of polynomial families in the future as well as polynomi-
als of binomial type (see [12]). As evidence, in Section 6, the zeros for the family of Bernoulli
polynomials are easily handled with the same technique as for the Euler polynomials. A study of
the behavior of their real zeros was recently done [10]. Bernoulli polynomials are one of several
categories singled out by R. Stanley [7] as having an interesting set of zeros as n → ∞.
Let {pn(x}} be a sequence of polynomials. A set A in the x-plane is called the zero attractor
of zeros of {pn(x}} if the following two conditions hold:
(a) Let Aε :=⋃x∈A B(x, ε), where B(x, ε) is the open disc centered at x with radius ε; that is,
Aε is just the ε-neighborhood of the set A. Then there exists an integer n0(ε) for all n n0,
all zeros of pn(x) are in Aε .
(b) For all x ∈ A and for all ε > 0, there exists an integer n1(x, ε) and a zero r of the polynomial
pn1(x) such that r ∈ B(x, ε).
Condition (b) simply says that every point of A is an accumulation point of zeros of {pn(x)}.
The Euler polynomials En(x) are defined in (1.1). Since the nearest singularity to the origin
of 1
eξ+1 are ξ = ±πi, it is easy to see that for all x ∈ C, the power series in (1.1) converges
absolutely and uniformly on any compact subset in |ξ | < π . In other words, although the poly-
nomial En(x) is defined for all complex x but the power series is convergent only for ξ with
|ξ | < π . By the Cauchy residue theorem, we have:
En(x)
n! =
2
2πi
∮
|ξ |=1
exξ
(eξ + 1)ξn+1 dξ.
This integral expression is valid for all x ∈ C. Let x be replaced by nx and we can write the
above equation as:
R. Boyer, W.M.Y. Goh / Advances in Applied Mathematics 38 (2007) 97–132 99En(nx)
n! =
2
2πi
∮
|ξ |=1
(
exξ
ξ
)n 1
ξ(eξ + 1) dξ.
The goal of this paper is to study the zero distribution of the polynomial En(nx).
2. A generalization of the Szegö approximation
We state two generalizations of the Szegö approximation. Let
Sn(z) :=
n∑
j=0
zj
j ! .
Proposition 1. Let S be a subset contained in |z| > 1 so that the distance between S and the unit
circumference |z| = 1 is δ > 0 and let α be chosen so 1/3 < α < 1/2. Then
Sn−1(nz)
enz
= (ze
1−z)n√
2πn(z − 1)
(
1 + O(n1−3α)),
where the constant in the big O term is uniform for all z ∈ S.
Proof. By residue theory, we have for R > 0
Sn−1(z) = 12πi
∮
|ζ |=R
eζ
ζ − z
ζ n − zn
ζ n
dζ.
Note that ζ = z is a removable singularity of the integrand. Therefore, the above expression is
valid for all complex z. For asymptotics in the region |z|  1 + δ, we choose the contour to be
the circle |ζ | = n. Thus
Sn−1(nz) = 12πi
∮
|ζ |=n
eζ
ζ − nz
ζn − (nz)n
ζ n
dζ.
Since nz is not included inside the contour |ζ | = n, a simple application of Cauchy’s Theorem
gives:
Sn−1(nz) = −(nz)
n
2πi
∮
|ζ |=n
eζ
(ζ − nz)ζ n dζ
= −z
n
2πi
∮
|ζ |=1
en(ζ−ln ζ )
ζ − z dζ,
where ln ζ is the principal branch with −π < arg ζ  π and n is a positive integer. Now we apply
the saddle point method to construct the asymptotics of the integral. Since the critical point is
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The contour integral is decomposed into two integrals:
1
2πi
∮
|ζ |=1
en(ζ−ln ζ )
ζ − z dζ = I1 + I2,
where I1 is the integral on the circular arc in a small neighborhood of 1: −η arg ζ  η, |ζ | = 1,
and the integral I2 is along the path in the remaining part of the circle. Set ζ = eiθ in I1. The
Taylor expansion of the integrand in a small neighborhood of θ = 0 is worked out below:
en(ζ−ln ζ ) = enen(− θ
2
2 +O(θ3)) = ene−nθ2/2(1 + O(n1−3α)).
Inserting these estimates in I1 and carrying out some simplifications we get
I1 = 12πi
η∫
−η
ene−nθ2/2(1 + O(n1−3α))
eiθ − z ie
iθ dθ
= e
n
2π
η∫
−η
e−nθ2/2(1 + O(n1−3α))
1 − z + O(n−α)
(
1 + O(n−α))dθ.
Since 1/3 < α < 1/2, we have 3α−1 < α. So the error term O(n−α) is absorbed into O(n1−3α).
Hence, for |z| 1 + δ, we see
I1 = e
n
2π(1 − z)
( η∫
−η
e−nθ2/2 dθ
)(
1 + O(n1−3α)),
where the big O term holds uniformly for |z| 1 + δ. If we put nθ2/2 = u2, we get
I1 =
(
en
2π(1 − z)
√
2
n
ω∫
−ω
e−u2 du
)(
1 + O(n1−3α)),
where ω =
√
n1−2α
2 . Since α < 1/2, ω tends to ∞ with n. But, as n → ∞,
∫∞
α
e−u2 du =
O(e−ω2/ω) = o(n1−3α). We may therefore replace the limits of integration by ±∞ without
altering the error term 1 + O(n1−3a). This gives
I1 =
(
en
2π(1 − z)
√
2
n
∞∫
e−u2 du
)(
1 + O(n1−3α))= en
2πn(1 − z)
(
1 + O(n1−3α)),−ω
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∫∞
−∞ e
−u2 du = √π into consideration. To justify that I1 gives the major contribution
we obtain an upper estimate for I2:
∣∣I2∣∣ 12π
∫
C
enR(ζ )
|ζ − z| |dζ |,
where C is the contour determined by η  | arg ζ |  π , and |ζ | = 1. Obviously, R(ζ )  cosη.
Note that |ζ − z| δ for all z ∈ S. Hence
|I2| 12π
en cosη(2π)
δ
= e
n cosη
δ
.
Upon using
cosη = 1 − η
2
2
+ o(η4),
we see that en cosη = ene− 12 n1−2α (1 + O(n1−3α)). But the factor e− 12 n1−2α = o( 1√
n
). Conse-
quently,
I2 = o(I1).
This completes the proof of Proposition 1. 
Next, the following proposition states the asymptotics of Sn(z) in the region R(z) < 1.
Proposition 2. For 1/3 < α < 1/2, we have
Sn−1(nz)
enz
= 1 − (ze
1−z)n√
2πn(1 − z)
(
1 + O(n1−3α)),
where the big O constant holds uniformly for an arbitrary compact set K ⊆ {z: R(z) < 1}.
Thus the ordinary Szegö approximation is generalized from the open disc |z| < 1 to the open
half plane R(z) < 1.
Proof. The proof is actually very similar to that of Proposition 1. Here we use a suitable integral
representation for Sn−1(z) in the region. We start off with:
Sn−1(z) = 12πi
∮
C
eζ
ζ − z
ζ n − zn
ζ n
dζ,
where C is any closed contour encircling the origin. This integral representation is valid for all
complex z. We insert nz for z to obtain
Sn−1(nz) = 12πi
∮
eζ
ζ − nz
ζn − (nz)n
ζ n
dζ.C
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contour C: ζ = −R+ (R+1)eiθ , −π  θ  π , with R so large that K becomes strictly included
inside C. Let z belong to K and replace the contour C by nC. This gives
Sn−1(nz) = 12πi
∮
nC
eζ
ζ − nz
ζn − (nz)n
ζ n
dζ.
After a change of variables ζ → nζ and the use of the Cauchy Integral Formula, we get
Sn−1(nz) = enz − (nz)
n
2πi
∮
C
enζ
ζ − z
dζ
ζ − z(nζ )n .
This implies
Sn−1(nz)
enz
= 1 − e
−nzzn
2πi
∮
C
en(ζ−ln ζ )
ζ − z dζ,
where C is the circle ζ = −R + (R + l)eiθ , −π  θ  π . The critical point is still ζ = 1 which
is a point in the contour C. It is clear that the saddle point method can be applied to the contour
integral. The procedure is very similar to what we did in the previous case. We omit the details.
This is how we prove the statement of Proposition 2. 
We can rederive the same result by using the integral representation of Sn(z) in the original
derivation of the Szegö approximation. Szegö [9] used
Sn(nz)
enz
= 1 − n
n+1e−n
n!
z∫
0
(
νe1−ν
)n
dν
to obtain the result of the proposition in the disc |z| < 1. A good elaboration of his approach can
indeed offer a proof of Proposition 2. The saddle point method as we presented in the proof is
just an easier way to get the result.
Proposition 3 (Jet Wimp). (Uniform approximation of Sn(nt) for t  0)
Sn(nt)
ent
= δ(t) +
√
2
π
ξ(t)t
t − 1 Erfc
(√
vξ(t)
)(
1 + O
(
1√
n
))
uniformly for t > 0, where ξ(t) = |t − 1 − ln t |1/2, and
δ(t) =
{
1, for 0 t  1,
0, for t  1,
and for all t , Erfc(f ) := ∫∞
t
e−s2 ds.
This version of the Szegö approximation was proved by Jet Wimp (personal communication).
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The Euler polynomial En(nx)/n! is decomposed as the sum of two polynomials:
Proposition 4. Let μ be an integer  0 and let Fμ(ξ) be given as
Fμ(ξ) := 1
ξ(eξ + 1) +
μ∑
k=0
[
1
(2k + 1)πi(ξ − (2k + 1)πi) +
1
−(2k + 1)πi(ξ − (2k + 1)πi)
]
.
Then we have
En(nx)
n! = Mn,μ(x) + Kn,μ(x),
where
Mn,μ(x) = 1
πi
∮
|ξ |=1
(
exξ
ξ
)n
Fμ(ξ) dξ,
Kn,μ(x) = 2
μ∑
k=0
[
Sn−1(nx(2k + 1)πi)
((2k + 1)πi)n+1 +
Sn−1(−nx(2k + 1)πi)
(−(2k + 1)πi)n+1
]
.
Here Sn(z) :=∑nj=0 zj /j !, the n-th partial sum of ez as usual.
Proof. The following integral representation for En(x] is valid for all x ∈ C:
En(x)
n! =
2
2πi
∮
|ξ |=1
exξ
(eξ + 1)ξn+1 dξ.
Let x be replaced by nx to get
En(x)
n! =
2
2πi
∮
|ξ |=1
(
exξ
ξ
)n
dξ
ξ(eξ + 1) .
Note that for each integer k  0,
− 1
(2k + 1)πi(ξ − (2k + 1)πi) −
1
(−(2k + 1)πi)(ξ + (2k + 1)πi)
is the sum of singular parts of 1
ξ(eξ+1) at −(2k + 1)πi and −(2k+ 1)πi. Hence Fμ(ξ) is analytic
in the annulus 0 < |ξ | < (2μ+3)π . The larger μ is, the larger the domain of analyticity of Fμ(ξ)
is. Hence
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n! =
2
2πi
∮
|ξ |=1
(
exξ
ξ
)n
Fμ(ξ) dξ − 22πi
∮
|ξ |=1
(
exξ
ξ
)n
×
(
μ∑
k=0
[
1
(2k + 1)πi(ξ − (2k + 1)πi) +
1
(−(2k + 1)πi)(ξ + (2k + 1)πi)
])
dξ.
(3.1)
A typical term of the above sum is:
2
2πi
∮
|ξ |=1
(
exξ
ξ
)n 1
(2k + 1)πi(ξ − (2k + 1)πi) dξ
= 2
2πi
1
(2k + 1)πi
∮
|ξ |=1
−(exξ /ξ)n
(2k + 1)πi
∞∑
l=0
(
ξ
(2k + 1)πi
)l
dξ (3.2)
after using a geometric series expansion. Obviously the series is uniformly convergent on |ξ | = 1,
so we may carry out the integration termwise. By the Cauchy integral theorem only those terms
with l  n − 1 survive. Thus we get
1
πi
(−1)
((2k + 1)πi)2
n−1∑
l=0
(
1
(2k + 1)πi
)l ∮
|ξ |=1
enxξ ξ l−n dξ
= 1
πi
(−1)
((2k + 1)πi)2
n−1∑
l=0
(
1
(2k + 1)πi
)l
(nx)n−l−1
(n − l − 1)! (2πi)
= (−2)
((2k + 1)πi)2
n−1∑
l=0
(nx(2k + 1)πi)n−l−1
(n − l − 1)!
(
(2k + 1)πi)−n+1
= (−2)((2k + 1)πi)−n−1 n−1∑
j=0
(nx(2k + 1)πi)j
j !
= (−2)
((2k + 1)πi)n+1 Sn−1
(
nx(2k + 1)πi),
where Sn(z) is the n-th partial sum of ez; that is, Sn(z) =∑nj=0 zj /j !. In a similar way, we obtain
2
2πi
∮
|ξ |=1
(
exξ
ξ
)n 1
(−(2k + 1)πi)(ξ + (2k + 1)πi) dξ
= −2
(−(2k + 1)πi)n+1 Sn−1(−nx(2k + 1)πi).
Inserting these back into (3.1), we complete the proof of the proposition. 
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regions. The asymptotics for Mn,μ(x) (for any fixed μ) can be easily found by the classical
saddle point method. It is
Mn,μ(x) =
√
2
π
(
(xe)nFμ(1/x)
1√
nx
)(
1 + O
(
1
n
))
,
where the big O term holds uniformly for ε  |1/x|  (2μ + 3)π − ε. The uniformity can
be justified using the fact that Fμ(ξ) is analytic in 0 < |ξ | < (2μ + 3)π . The asymptotics for
Kn,μ(x) can be obtained from the generalized Szego’s approximation. Using these asymptotic
approximations we will prove that the point set K defined below is the zero attractor of the Euler
polynomials and can also determine their density distribution.
4. The zero attractor
Let the point set K be defined by the graph in Fig. 1. As indicated there, it consists of
the portions of the implicit curves |−xπie1+xπi | = 1 in {x ∈ C: 13π < |x| < 1π ,Ix > 0},
|xπie1+xπi | = 1 in {x ∈ C: 13π < |x| < 1π ,Ix < 0}, as well as the real interval [− 1πe , 1πe ]. Note
that K is symmetric with respect to the imaginary axis as well as the real axis in the x-plane.
Since the Euler polynomials satisfy
En(1 − x) = (−1)n+1En(x),
Fig. 1. The zero attractor K.
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En(nx) = (−1)nEn(1 − nx) = (−1)nEn
(−n(x − 1/n)).
From this it is easy to see that the zero attractor is symmetric with respect to the imaginary-
axis. Since the Euler polynomials are polynomials with real coefficients, the zero attractor also is
symmetric about the real-axis. Recall that the setK just introduced has exactly these symmetries.
We will establish the main result of this paper that K is the zero attractor of the scaled Euler
polynomials in two steps. In the first step we show that K must contain all the accumulation
points of the zeros of En(nx) (Proposition 5). In the second step we will carry out the density
calculations of the zeros that lie in an immediate neighborhood of K (Theorem 4). As a con-
sequence, every point of K is an accumulation point of zeros of En(nx). Hence K is precisely
the zero attractor of En(nx). Furthermore, the density calculation also gives the statistical distri-
bution of zeros which includes the information about the fraction of zeros along each segment
of K.
The work of proving that K contains all accumulation points is divided into the three parts in
the following proposition:
Proposition 5.
(a) Let |x0| > 1π , then x0 is not an accumulation point of zeros of the Euler polynomials En(nx).
(b) There is no accumulation point of zeros in the region |x| 13π except for real numbers.
(c) If x is a non-real accumulation point of zeros in the region 13π < |x| 1π , then we must have
either
|−xπie1+xπi | = 1 and Ix > 0,
or
|xπie1+xπi | = 1 and Ix < 0.
Proof. Let us prove part (a). Now
En(nx)
n! =
2xn
2πi
∮
|ξ |=1
(
eξ
ξ
)n
dξ
ξ(eξ/x + 1)
= 2x
n
2πi
∮
|ξ |=1
exp[nf (ξ)] dξ
ξ(eξ/x + 1) ,
where f (ξ) = ξ − ln ξ . We choose the principal branch of ln ξ here. To invoke the saddle point
method, we need to find the critical points which are roots of f ′(ξ) = 0 or 1 − 1/ξ = 0, that
is, ξ = 1 is the only critical point in question. Observe that | expf (ξ)| = |eξ /ξ | = ecos θ , where
ξ = eiθ . Now ecos θ attains its maximum at θ = 0, hence at ξ = 1. By the saddle point method [3]
we have
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n! =
2xn
2πi
(
en
e1/x + 1
( −2π
nf ′′(1)
)1/2(
1 + O
(
1
n
)))
= 2(ex)
n
√
2πn
1
e1/x + 1
(
1 + O
(
1
n
))
,
where the big O constant can be made uniform for a given compact set K ⊆ {x: |x| > 1
π
}. From
this, we see that for any given set K ⊆ {x: |x| > 1
π
}, there exists n0 such that for all n n0 the
polynomial En(nx) has no zeros in K . Hence part (a) is established.
Next we prove part (b). We assume that there is a non-real accumulation point of zeros in the
region |x|  13π , say x0. Of course, x0 	= 0, then there exists an integer μ0  2 and a positive
number ε > 0 such that
1
(2μ0 + 1)π + ε < |x0|
1
(2μ0 − 1)π .
Since x0 is an accumulation point of zeros of En(nx), there exists an infinite sequence of integers
nj such that
Enj (njxnj ) = 0 and xnj → x0 as j → ∞.
We may assume that for all large j, {xnj } is in the region
1
(2μ0 + 1)π + ε < |x|
1
(2μ0 − 1)π + ε,
so we apply Proposition 4 with μ chosen as μ0 −1 and keep μ0 fixed in the following arguments.
Use the asymptotics of Mn,μ(x) we see that Enj (njxnj ) = 0 implies
√
2
π
(xnj e)
nj
√
njxnj
Fμ0−1
(
1
xnj
)(
1 + O
(
1
n
))
+ Knj ,μ0−1(xnj ) = 0, (4.1)
where the big O term holds uniformly for all x in the region
1
(2μ0 + 1)π + ε < |x|
1
(2μ0 − 1)π + ε.
Note that the summation in Knj ,μ0−1(xnj ) is running from 0 to μ0 − 1 and for all large nj(
1
(2μ0 + 1)π + ε
)
(2k + 1)π < ∣∣xnj (2k + 1)πi∣∣

(
1
(2μ0 − 1)π + ε
)
(2k + 1)π.
A typical term in Knj ,μ0−1(xnj ) is
Snj−1(njxnj (2k + 1)πi)
nj+1 .((2k + 1)πi)
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approximation of Proposition 2. Thus we find
Snj−1(nj t)
((2k + 1)πi)nj+1 =
enj t
((2k + 1)πi)nj+1
×
[
1 − 1√
2πnj
1
1 − t
(
te1−t
)nj (1 + O(n1−3αj ))
]
.
The big O constant in the above approximation is uniform since |t |  2μ0−32μ0−1 + ε. Introduce
the function
g(x) := e
πxi
eπxi
, or = (πxieπxi)−1.
Thus the above equation when expressed in term of g(x) becomes
Snj−1(nj t)
((2k + 1)πi)nj+1 =
(exnj )
nj gnj ((2k + 1)xnj )
(2k + 1)πi
×
[
1 − 1√
2πnj
1
1 − t g
−nj ((2k + 1)xnj )(1 + O(n1−3αj ))
]
, (4.2)
where 1/3 < α < 1/2. Since x0 is not real, so we may assume that x0 is in the lower half plane.
Thus x0 = r0e−iθ0 with 0 < θ0 < π and 1(2μ0+1)π + ε < r0  1(2μ0−1)π . Now,
∣∣g(x0)∣∣= eπr0 sin θ0
eπr0
>
∣∣g(−x0)∣∣= e−πr0 sin θ0
eπr0
.
Furthermore, e
πr sin θ0
eπr
, as a function of r attains its minimum at r = 1
r sin θ0 . For each 1  k 
μ0 − 2 (remember μ 2) we have
r0 < (2k + 1)r0 < (2μ0 − 1)r0  1
π
 1
π sin θ0
.
Hence
∣∣g(x0)∣∣> ∣∣g((2k + 1)x0)∣∣ ∣∣g(−(2k + 1)x0)∣∣. (4.3)
Also, since x0 lies in the interior of the Szegö’s domain∣∣z0e1−z0 ∣∣ 1 and |z0| 1.
Here, z0 = πx0i. So, ∣∣g(x0)∣∣> 1.
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sponding to k = μ0 −1 in the sum Knj ,μ0−1(xnj ) is
Snj −1(nj xnj (2μ0+1)πi)
((2μ0−1)πi)nj +1
which can be estimated
using Proposition 3. Let tμ0 = njnj−1xnj (2μ0 − 1)πi and apply the proposition to get
∣∣Snj−1(njxnj (2μ0 − 1)πi)∣∣= ∣∣Snj−1((nj − 1)tμ0)∣∣
 Snj−1
(
(nj − 1)|tμ0 |
)
 e(nj−1)|tμ0 |2
√
2
π
ξ(|tμ0 |)|tμ0 |
|tμ0 | − 1
Erfc
(√
nj − 1ξ
(|tμ0 |))
(
1 + O
(
1√
nj
))
. (4.4)
Note that |tμ0 | ( 1(2μ0−1)π + ε)(2μ0 − 1)π = 1 + (2μ0 − 1) as nj → ∞. Recall that
g(x0) = eπx0i/eπx0i,
where
x0 = |x0|e−iθ0 , 0 < θ0 < π
and
1
(2μ0 + 1)π + ε < |x0|
1
(2μ0 − 1)π , μ0  2.
A detailed study of the Szegö’s curve, defined as |ze1−z| = 1 and |z| 1, shows the following
features (see Fig. 2): point A is the intersection point of curve with the circle |z| = 1/3 with
R(A) ≈ −9.861 × 10−2 (this value comes from solving the real root of 1/9 − x2 = e2x−2 − x2
Fig. 2. The Szegö curve.
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point C is the intersection point of the curve with the negative real axis and is ≈ −0.278 . . . (the
unique real root of ex−1 = −x). Hence, z0 = πx0i falls in the interior of the Szegö’s curve (also
to the right of the imaginary axis in the z-plane). This implies that
∣∣g(x0)∣∣=
∣∣∣∣ 1z0e1−z0
∣∣∣∣> 1.
Recall ξ(|tμ0 |) = ||tμ0 | − 1 − ln |tμ0 ||1/2. So it is easy to see that
ξ(|tμ0 |)|tμ0 |
|tμ0 | − 1
= O(1)
and Erfc(
√
nj − 1ξ(|tμ0 |)) :=
∫∞√
nj−1ξ(|tμ0 |) e
−s2 ds = O(1) uniformly. Hence from (4.4) we get
∣∣Snj−1(njxnj (2μ0 − 1)πi)∣∣Kenj (1+ε), (4.5)
for some absolute constant K . Now we are ready to see a contradiction from (4.1). Dividing (4.1)
by (xnj e)nj we get
√
2
π
Fμ0−1(1/xnj )√
njxnj
(
1 + O
(
1
nj
))
+ (exnj )−nj Knj ,μ0−1(xnj ) = 0. (4.6)
By (4.5) the term with summation index k = μ0 − 1 in (exnj )−nj Knj ,μ0−1(xnj ) is estimated as
∣∣∣∣Snj−1(njxnj (2μ0 + 1)πi)(exnj (2μ0 − 1)πi)nj
∣∣∣∣K
(
e1+ε
e|xnj |(2μ0 − 1)π
)nj
= K
(
eε
|xnj |(2μ0 − 1)π
)nj
. (4.7)
Similarly,
∣∣∣∣Snj−1(−njxnj (2μ0 − 1)πi)(−exnj (2μ0 − 1)πi)nj
∣∣∣∣K
(
eε
|xnj |(2μ0 − 1)π
)nj
. (4.8)
By (4.2) and (4.3) the dominant term in (exnj )−nj Kn,μ0−1(xnj ) corresponding to summation
indices 0 k  μ0 − 2 is the term corresponding to k = 0; that is, the term
2gnj (xnj )
πi
(
1 − 1√
2πnj
1
1 − xnj πi
g−nj (xnj )
(
1 + O(n1−3α))).
The other term with the same index k = 0 is
2gnj (−xnj )
−πi
(
1 − 1√
2πn
1
1 + xn πi g
−nj (−xnj )
(
1 + O(n1−3α)))j j
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∣∣g(xnj )∣∣=
∣∣∣∣ e
πxnj i
eπxnj i
∣∣∣∣= e
π |xnj | sin θnj
eπ |xnj |
,
where xnj = |xnj |e−iθnj . Since xnj → x0 = r0e−iθ0 with 0 < θ0 < π , this implies sin θnj  0 for
all large nj . Hence, |g(xnj )| 1eπ |xnj | implies
∣∣g(xnj )∣∣nj 
(
1
eπ |xnj |
)nj
. (4.9)
Note also that for μ0  2 implies 1eπ >
eε
(2μ0−1)π . By comparing (4.9) with (4.7) and (4.8) we see
the dominant term corresponding to k = 0 still dominates the term corresponding to k = μ0 − 1.
Consequently, we infer from equation (4.6) that the left hand side becomes arbitrarily large as
nj → ∞. Hence the left hand side is non-zero, contradicting to the right side of the equation.
This completes the proof of part (b). We now proceed to prove part (c).
We show that if x0 is a non-real accumulation point in the region 13π < |x| < 1π , then either∣∣x0πie1−x0πi∣∣= 1 or ∣∣−x0πie1+x0πi∣∣= 1.
Furthermore, x0 satisfies the first equation if and only if Ix0 > 0; the second if and only if
Ix0 < 0. That ±1πi and real x such that
1
πe
 |x| 1
π
are points of the zero attractor is a conse-
quence of the density calculation given later. By assumption x0 lies in 13π < |x| < 1π , so we can
certainly choose ε > 0 sufficiently small such that x0 is in 13π + ε  |x| 1π − ε. Again as in the
previous cases we may assume x0 has negative imaginary part:
x0 = |x0|e−iθ0 , where 0 < θ0 < π.
Also the same ε works for an infinite sequence of zeros xnj in
1
3π
+ ε  |x| 1
π
− ε such that xnj → x0 as nj → ∞.
Now use Proposition 4 with the choice μ = 0. So,
En(nx)
n! = Mn,0(x) + Kn,0(x),
where
Mn,0(x) = 1
πi
∮
|ξ |=1
(
exξ
ξ
)n
F0(ξ) dξ,
Kn,0(x) = 2
[
Sn−1(nxπi)
n+1 +
Sn−1(−nxπi)
n+1
]
,(πi) (−πi)
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F0(ξ) = 1
ξ(eξ + 1) +
1
πi(ξ − πi) +
1
(−πi)(ξ + πi) . (4.10)
Now Enj (njxnj ) = 0 implies Mnj ,0(xnj )+Knj ,0(xnj ) = 0. Since F0(ξ) is analytic in the region
ε  |ξ | 3π − ε, the asymptotics for Mnj ,0(xnj ) is obtained as:
Mnj ,0(xnj ) =
√
2
π
(
(xnj e)
nj F0
(
1
xnj
)
1√
njxnj
)(
1 + O
(
1
nj
))
, (4.11)
where the big O term holds uniformly. Note that since xnj → x0 we have ( 13π +ε)π  |xnj πi|
( 1
π
− ε)π . So xnj πi lies in a compact set in the half plane Rx < 1. Hence, we can invoke Propo-
sition 2 for the asymptotics for Knj ,0(xnj ). Combining this with (4.11) in (4.10) and expressing
the result in terms of the function g(x), we obtain
√
2
π
F0
(
1
xnj
)
1√
njxnj
(
1 + O
(
1
nj
))
+ 2g
nj (xnj )
πi
−
√
2
π
1√
nj (1 − xnj πi)
(
1 + O(n1−3αj ))
+ 2g
nj (−xnj )
−πi −
√
2
π
1√
nj (1 + xnj πi)(−πi)
(
1 + O(n1−3αj ))= 0.
Note that there are terms in
√
2
π
F0(1/xnj )
1√
nj xj
which are to be canceled in the above equation
and the order term O( 1
nj
) is absorbed in O(n1−3αj ). This observation leads to a simplification:
√
2
π
1
e
1/xnj + 1
(
1 + O(n1−3αj ))+ √njgnj (xnj )
(
2
πi
+ 2
(−πi)
(
g(−xnj )
g(xnj )
)nj)
= 0.
(4.12)
Also note that |g(x0)| > |g(−x0)| (strictly greater). This implies
∣∣∣∣g(−xnj )g(xnj )
∣∣∣∣
nj
→ 0 as nj → ∞.
Therefore, if |g(x0)| > 1, then the left hand side of (4.12) becomes arbitrarily large in modulus
for large nj . This is a contradiction. But if |g(x0)| < 1, then the left hand side of (4.12) goes to√
2
π
1
e1/x0+1 , as nj → ∞, a non-zero number which is still a contradiction. Hence we must have∣∣g(x0)∣∣= 1,
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This also shows that z0 := x0πi is a point on the Szegö curve:
|z0| 1, |z0e1−z0 | = 1, −π/2 < arg z0 < π/2,
that is, Rz0 > 0. Hence, the portion of the zero attractor K lying in the lower half plane must lie
on the rotated and scaled portion of the Szegö curve with positive real part.
To show there is no real accumulation point x0 satisfying 1π > x0 >
1
πe
, we can still use the
asymptotics that leads to (4.12). In particular, (4.12) still holds. Note that in this case xnj πi lies
in the exterior region of the rotated Szegö curve in the x-plane. This implies |g(xnj )| < 1. Hence
in the limit as nj → ∞ in (4.12) we get√
2
π
1
e1/x0 + 1 = 0,
a contradiction. This finishes the proof of part (c). 
This establishes the fact that the point set K contains all points of the zero attractor.
5. Determination of the density of zeros
In this section, we complete the second step in establishing our main result by carrying out
the density calculation in Theorem 4. Because the zero attractor for the Euler polynomials is
symmetric with respect to both the real and imaginary axes, it is enough to examine the lower
half of K.
In order to describe a uniform density for the zero attractor, it is necessary to introduce two
conformal mappings: x → z = πix and z → ζ = ze1−z (see Fig. 3). As a notational convention,
write the image of the points A = − 1
πe
, B = − i
π
, and C = 1
πe
in the x-plane under the map
z = πix as A′, B ′, and C′ respectively; while write their subsequent images under ζ = ze1−z as
A′′, B ′′, and C′′, respectively. Moreover, under the composition of these two mappings, the lower
half of K in the x-plane is mapped into the unit circle in the ζ -plane.
Fig. 3.
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Theorem 1. The image of the zeros of En(nx) along the arc BC in the x-plane are uniformly
distributed in the ζ -plane along the corresponding circular arc B ′′C′′. As a consequence, the
fraction of zeros that lie in a neighborhood of the arc BC in the x-plane is
π/2 − 1/e
2π
= 1
4
− 1
2πe
.
Theorem 2. The real zeros of En(nx) falling on the line segment AC are uniformly distributed
on the segment AC. As a consequence, the fraction of zeros that lie in a neighborhood of the
segment AC is 2
πe
.
Before enumerating the zeros, we mention some well-known facts about the Szegö curve: The
mapping ζ = ze1−z is conformal [4] in |z| < 1. The Szegö curve is defined by:∣∣ze1−z∣∣= 1, |z| 1.
The mapping ζ = ze1−z is not conformal in a neighborhood of z = 1. In fact, it is 2-to-l in
a neighborhood of z = 1 since dζ/dz|z=1 = 0 and d2ζ/dz2|z=1 	= 0. Therefore, in order to enu-
merate the number of zero images inside a contour, we face the difficulty of inverting the function
in a neighborhood of 1 in the ζ -plane. For this reason we will choose a contour that does not en-
close 1. But how many zero images are left out in a neighborhood of 1? We will show that it is
of order o(n). To prove this we use Jensen’s inequality. However, the use of Jensen’s inequal-
ity requires a knowledge of the function En(nx) in a neighborhood of −i/π . Fortunately, this
knowledge is provided by Proposition 1 and Proposition 2.
Theorem 3 (Jensen’s Inequality). Let h(z) be analytic in the disc |z − a|R and let 0 < r < R
and m be the number of zeros of h(z) in the disc |z−a| r . Then we have the following inequal-
ity: (
R
r
)m
 max|z−a|=R |h(z)||h(a)| .
A proof can be found in most books of complex analysis. Let γ (n)ε denote the number of zeros
of En(nx) which lie in the disc |x − 1πi | ε in the x-plane.
Proposition 6. For all sufficiently small ε > 0, there exists n0(ε) such that for all n n0 we have
γ (n)ε 
1
ln 2
n ln
(
1 + O(ε))+ ln K
ε
where the big O constant and K are absolute.
Proof. Since
√
n
(ex)n
does not vanish in |x − 1
πi
| ε, the function
hn(x) := En(nx)
√
n
n
(5.1)n!(ex)
R. Boyer, W.M.Y. Goh / Advances in Applied Mathematics 38 (2007) 97–132 115is well-defined and has the same number of zeros as En(nx) in |x− 1πi | ε. We apply Theorem 3
to hn(x) on the disc |x − 1πi | 2ε. Thus
2γ
(n)
ε =
(
2ε
ε
)γ (n)ε

max|x− 1
πi
|=2ε |hn(x)|
|hn( 1πi )|
.
We need asymptotic estimates for |hn( 1πi )| and max|x− 1πi |=2ε |hn(x)|. First, for |hn(
1
πi
)| we ap-
ply Proposition 4 with μ = 0. Thus
En(nx)
n! = Mn,0(x) + Kn,0(x),
where
Mn,0(x) = 22πi
∮
|ξ |=1
(
exξ
ξ
)n
F0(ξ)dξ,
and
Kn,0(x) = 2
[
Sn−1(nxπi)
(πi)n+1
= Sn−1(−nxπi)
(−πi)n+1
]
.
The asymptotics of Mn,0( 1πi ) is known:
Mn,0
(
1
πi
)
=
√
2
π
(( e
πi
)n
F0(πi)
πi√
n
)(
1 + O
(
1
n
))
. (5.2)
Recall
Kn,0
(
1
πi
)
= 2
(πi)n+1
[
Sn−1(n) + Sn−1(−n)
(−1)n+1
]
.
We will show that Kn,0( 1πi ) is the dominant term for En(n
1
πi
). Use Proposition 3 to get (with
t = n/(n − 1) and n → n − 1):
Sn−1(n) = en
(√
2
π
ξ · n
n−1
n
n−1 − 1
Erfc
(√
n − 1ξ))(1 + O( 1√
n
))
, (5.3)
where ξ = | n
n−1 − 1 − ln nn−1 |1/2 = 1√2
1
n−1 (1 + O( 1n )). So
ξ n
n−1
n
n−1 − 1
= 1√
2
(
1 + O
(
1
n
))
.
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Erfc(x) =
∞∫
x
e−s2 ds
=
∞∫
0
e−s2 ds −
x∫
0
e−s2 ds
=
√
π
2
+ O(x)
as x → 0. Hence
Erfc(
√
n − 1ξ) = Erfc
(
1√
2
1√
n − 1
(
1 + O
(
1
n
)))
= π
2
+ O
(
1√
n
)
.
Inserting these estimates back into (5.3) we have
Sn−1(n) = e
n
2
(
1 + O
(
1√
n
))
.
Similarly using Proposition 3 we have
Sn−1(−n) = O
(
e−n
)
.
These estimates give
Kn,0
(
1
πi
)
=
(
1
πi
)( e
πi
)n(
1 + O
(
1√
n
))
.
Comparing (5.2) with the above we see that the order of Mn,0( 1πi ) is smaller than that of Kn,0( 1πi )
by a factor of
√
n. Hence
En(n
1
πi
)
n! =
(
1
πi
)( e
πi
)n(
1 + O
(
1√
n
))
,
and
hn
(
1
πi
)
:= En(n
1
πi
)
√
n
n!( e
πi
)n
=
√
n
πi
(
1 + O
(
1√
n
))
.
We now estimate max|x− 1
πi
|=2ε |hn(x)|n. To this end we use Proposition 4 with μ = 0:
En(nx) = Mn,0(x) + Kn,0(x).
n!
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Mn,0(x) =
√
2
π
(
(xe)nF0
(
1
x
)
1√
nx
)(
1 + O
(
1
n
))
.
Care must be exercised in order to handle the asymptotics of Sn−1(nxπi). Recall that x is on the
circumference |x − 1
πi
| = 2ε.
Choose two points p and q (see Fig. 4) such that p is the mid-point of the circular arc between
the circle |x| = 1
π
and the horizontal tangent line to the circle |x| = 1
π
at the point |x| = 1
πi
.
The point q is similarly selected. Note that as ε → 0+, the distance between p and the circle
|x| = 1
π
is of order O(ε2). This is so because the horizontal line y = −1
π
is tangent to the circle
|x| = 1
π
. The image of the arc qtp under the map z = xπi is a circular arc in the z-plane where
Proposition 1 is applicable. Thus for all x on the arc qtp we have
Sn−1(nxπi) = e
nxπig−n(x)√
2πn(xπi − 1)
(
1 + Oε
(
n1−3α
))
, (5.4)
where Oε stands for the ε-dependence for the big O constant. Taking (5.4) into consideration we
get
hn(x) =
√
2
π
F0
(
1
x
)
1
x
(
1 + O
(
1
n
))
+ 2g
n(x)
πi
· g
−n(x)√
2π(xπi − 1)
(
1 + Oε
(
n1−3α
))
+ 2
√
ngn(−x)
(−πi)
[
1 − g
−n(−x)√
2πn(1 + xπi)
(
1 + Oε
(
n1−3α
))]
,
Fig. 4.
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We now estimate hn(x) as follows. The first term
∣∣∣∣
√
2
π
F0
(
1
x
)
1
x
(
1 + O
(
1
n
))∣∣∣∣
is obviously K , an absolute constant. The second term
∣∣∣∣2gn(x)πi g
−n(x)√
2π(xπi − 1)
(
1 + Oε
(
n1−3α
))∣∣∣∣ K|xπi − 1|
(
1 + Oε
(
n1−3α
))
 K
ε
(
1 + Oε
(
n1−3α
))
.
The third term ∣∣∣∣2
√
ngn(−x)
(−πi)
[
1 − g
−n(−x)√
2πn(1 + xπi)
(
1 + Oε
(
n1−3α
))]∣∣∣∣K,
because −xπi lies outside of the Szegö curve and |g(−x)| < 1. Hence for x on the arc ptq of
the circle |x − 1
πi
| = 2ε we have
∣∣hn(x)∣∣ K
ε
(
1 + Oε
(
n1−3α
))
.
When x lies on the arc psq of the circle |x − 1
πi
| = 2ε, we can invoke Proposition 2. Thus we
obtain
hn(x) =
√
2
π
(
F0
(
1
x
)
1
x
)(
1 + O
(
1
n
))
+ 2
√
ngn(x)
πi
×
[
1 − g
−n(x)√
2πn(1 − xπi)
(
1 + Oε
(
n1−3α
))]
+ 2
√
ngn(−x)
(−πi)
[
1 − g
−n(−x)√
2πn(1 + xπi)
(
1 + Oε
(
n1−3α
))]
. (5.5)
The magnitude of g(x) for x on psq is estimated as follows. Recall xπi = 1 + 2επieiθ . This
implies
∣∣xπie1−xπi ∣∣= |xπ |∣∣e−2επei(θ+π/2) ∣∣
= |xπ |e−2επ cos(θ+π/2)  |1 − 2επ |e−2επ .
This yields
∣∣g(x)∣∣= ∣∣∣∣ 11−xπi
∣∣∣∣ e2επ .xπie 1 − 2επ
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∣∣hn(x)∣∣K
[(
e2επ
1 − 2επ
)n√
n + Oε
(
n1−3α
)]
.
Note that in deriving the above equation the fact that |g(−x)| < 1 was still used. Combine these
estimates to get
max
|x− 1
πi
|=2ε
∣∣hn(x)∣∣K
[(
e2επ
1 − 2επ
)n√
n + Oε
(
n1−3α
)]
.
Recall that
2γ
(n)
ε 
max|x− 1
πi
|=2ε |hn(x)|
|hn( 1πi )|

K[( e2επ1−2επ )n
√
n + Oε(n1−3α)]√
n
π
(1 + O( 1√
n
))
.
This implies that
γ (n)ε  ln
[
K
(
e2επ
1 − 2επ
)n
+ Oε
(
n1/2−3α
)]/
ln 2.
This finishes the proof of Proposition 6. 
We now come to determine the density of zeros. First of all, we refer to the mapping relation
in Fig. 3. In general, we let Nn(α,β) be the number of image points of zeros of En(nx) in the
ζ -plane that fall in the angular sector α  arg ζ  β . Now let an arbitrary θ be given in the
interval
0 < θ <
π
2
− 1
e
.
Our goal will be completed with the following theorem:
Theorem 4.
lim
n→∞
1
n
Nn(0, θ) = θ2π .
Proof. Recall that Nn(0, θ) is the number of image points in the ζ -plane that fall in the angular
sector 0 < arg ζ < θ . We avoid the problem that the straight edges of the above sector may
contain some image points by perturbation. The reason for requiring that no image points of
zeros fall on the straight edges is to guarantee an application of the argument principle. Since the
Euler polynomials are polynomials of rational coefficients, the roots are algebraic numbers in the
x-plane. This implies that the totality of image points in the ζ -plane is countable. Hence we can
choose an arbitrary small number ε > 0 so that the straight edges of 3ε = arg ζ avoids all image
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is now obvious that we have the following inequality:
Nn(0, θ) − Nn
(
3ε, θ + ε′n
)= O(γ (n)ε ), (5.6)
where a null sequence ε′n > 0 is chosen so that no image points are on the straight edge arg ζ =
θ + ε′n. Define
fn(ζ ) := En(nx(ζ ))
n!(ex(ζ ))n
√
n.
Note that: (1) the image points are zeros of fn(ζ ) and (2) fn(ζ ) = hn(x(ζ )), where hn(x) was
defined in (5.1). Here the function x(ζ ) is the inverse map of the map from the x-plane to the
ζ -plane: ζ → ζe1−ζ . x(ζ ) is one-to-one except in a small neighborhood of ζ = 1. Furthermore,
x(ζ ) = −W(−ζ/e) where W is the Lambert W function.
We introduce the contour Γ3ε,θ+ε′n defined as (see Fig. 5): Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4:⎧⎪⎪⎨
⎪⎪⎩
Γ1: rei3ε, 1 − ε/2 r  1 + ε/2,
Γ2: (1 + ε/2)eiφ, 3ε  φ  θ + ε′n,
Γ3: rei(θ+ε
′
n), 1 − ε/2 r  1 + ε/2,
Γ4: (1 + ε/2)eiφ, 3ε  φ  θ + ε′n.
We apply the argument principle to enumerate the number of image points. Thus,
Nn
(
3ε, θ + ε′n
)= 1
2πi
∮
Γ3ε,θ+ε′n
d
dζ
fn(ζ )
fn(ζ )
dζ
= 1
2π
I
( ∮
Γ3ε,θ+ε′n
d
dζ
fn(ζ )
fn(ζ )
dζ
)
= 1
2π
(
I(I1) + I(I2) + I(I3) + I(I4)
)
, (5.7)
where Ii =
∫
Γi
, 1 i  4. We shall handle I2 first. If we pull the contour Γ2 back in the z-plane,
it falls in a compact set in the half plane R(z) < 1 so that we can use Proposition 2 for the
asymptotics of Sn−1(nz). Thus with an application of Proposition 4 (with μ = 0) we have
En(nx)
√
n
n!(ex)n =
√
2
π
F0
(
1
x
)
1
x
(
1 + O
(
1
n
))
+ 2
√
ngn(x)
πi
[
1 − g
−n(x)√
2πn(1 − xπi)
(
1 + Oε
(
n1−3α
))]
+ 2
√
ngn(−x)
(−πi)
[
1 − g
−n(−x)√ (1 + Oε(n1−3α))
]
.2πn(1 + xπi)
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Recall
F0(ε) = 1
ξ(eξ + 1) +
1
πi(ξ − πi) +
1
(−πi)(ξ + πi) ,
so
F0
(
1
x
)
= x
e1/x + 1 +
1
πi(1 − xπi) +
1
(−πi)(1 + xπi) .
Canceling some common terms to simplify the expression we get
En(nx)
√
n
n!(ex)n =
√
2
π
1
e1/x + 1
×
{
1 + O
(
1
n
)
+ g
n(x)
√
2πn(e1/x + 1)
πi
+ g
n(−x)√2πn(e1/x + 1)
(−πi) + O
(
n1−3α
)}
. (5.8)
Furthermore since the pulled-back x’s lie outside the zero attractor, we must have |g(−x)| <
|g(x)| < 1. In this way we see that
lim
n→∞
En(nx)
√
n
n!(ex)n
e1/x + 1√
2/π
→ 1, uniformly
or
hn(x) →
√
2/π
1/x , uniformly.e + 1
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hn(x(ζ )) →
√
2/π
e1/x(ζ ) + 1 , uniformly for ζ ∈ Γ2.
By a theorem of uniform convergence of analytic functions we get
d
dζ
hn(x(ζ ))
hn(x(ζ ))
→ e
1/x(ζ ) dx/dζ
x2
e1/x(ζ )+1
uniformly for ζ ∈ Γ2. Recall fn(ζ ) = hn(x(ζ )). Hence by integrating the above expression along
Γ2 we get
1
2π
I(I2) = 12π I
(∫
Γ2
d/dζ fn(ζ )
fn(ζ )
dζ
)
→ 1
2π
I
(∫
Γ2
e1/x(ζ ) dx/dζ
x2
e1/x(ζ ) + 1 dζ
)
.
This implies
1
n
1
2π
I(I2) = O
(
1
n
)
.
Let us handle I4 now. The asymptotics in (5.8) still hold good in this case. But since x now lies
inside the zero attractor, we find
|g(x)| > 1 and still |g(x)| > |g(−x)|.
Rewrite (5.8) in the form
fn(ζ )√
2πn
ζn = 1√
2πn
ζn
√
2/π
e1/x + 1
(
1 + O
(
1
n
)
+ Oε
(
n1−3α
))
+
√
2/π
πi
+
√
2/π
(−πi)
(
ζg(−x))n. (5.9)
Note that ζ = ze1−z and |ζ | = 1−ε/2 since ζ ∈ Γ4. Also, |ζg(−x)| = |g(−x)/g(x)| < 1. Hence
we see that
lim
n→∞
fn(ζ )√
2πn
ζn →
√
2/π
πi
uniformly and we get similarly
d/dζ fn(ζ ) + n → 0
fn(ζ ) ζ
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I(I4) = −I
(∫
Γ4
d/dζ fn(ζ )
fn(ζ )
dζ
)
= −nI
(∫
Γ4
dζ
ζ
)
+ o(1).
Note that the orientation of Γ4 gives the correction of the “−” sign. Hence,
I(I4) = nI
(
i(θ + ε′n − 3ε)
)+ o(1).
This implies that
1
n
1
2π
I(I4) = 12π
((
θ + ε′n − 3ε
))+ o(1
n
)
.
Caution must be exercised when we handle I1 (we note that I3 can be analogously handled).
Although (5.9) still holds for I1, it is not clear how useful it is in this case because |ζ | varies from
1 − ε/2 to 1 + ε/2. Consequently, we employ a number-theoretic argument and Theorem 3 to
obtain a useful estimate for I1. This reasoning is inspired by that of K. Chandrasekharan [1].
Let l be the number of points on Γ1 so that R(fn(ζ )) = 0. We insert these points into Γ1
and decompose I1 as the sum of integrals whose end points are two consecutive points where
R(fn(ζ )) = 0 except possibly the beginning integral and the final integral. A typical integral to
consider is of the form I(
∫ b
a
f ′n(ζ )
fn(ζ )
dζ ), where a and b are two consecutive roots of R(fn(ζ )) = 0
along Γ1. By a change of variable, we have
I
( b∫
a
f ′n(ζ )
fn(ζ )
dζ
)
= I
(∫
Cn
dξ
ξ
)
,
where the contour Cn is the image of the segment ab under the map ζ → fn(ζ ). We comment
that Cn intersects the imaginary axis at its two endpoints and at no other interior point of Cn. No
matter what, we always have by Cauchy’s Theorem∫
Cn
dξ
ξ
=
∫
Kab
dξ
ξ
,
where Kab denotes the semi-circle with segment fn(a)fn(b) as the base so that Kab lies in the
same half plane as Cn. Note that
∫
Kab
dξ/ξ is either 0, iπ , or −iπ . Hence
∣∣∣∣∣I
b∫
a
f ′n(ζ )
fn(ζ )
dζ
∣∣∣∣∣=
∣∣∣∣I
∫
Kab
dξ
ξ
∣∣∣∣ π.
It follows that
∣∣I(I1)∣∣ (l + 1)π. (5.10)
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and final integrals. To estimate l, we shall use the Jensen’s inequality: Define
h˜n(ζ ) := hn(x(ζe
i3ε)) + hn(−x(ζe−i3ε))
2
,
where hn(x) was defined in (5.1). Let us note the following two properties of h˜n(ζ ):
(1) h˜n(ζ ) is an analytic function of ζ .
(2) When ζ is real and 1 − ε/2  ζ  1 + ε/2, then ζei3ε ∈ Γ1 and x(ζeieε) and further
−x(ζe−ieε) are complex conjugates in the x-plane.
Hence
h˜n(ζ ) = R
[
hn
(
x
(
ζei3ε
))]
.
The reason we choose 3ε instead of ε is for convenience as the sequel will show. Now we regard
h˜n(ζ ) as an analytic function defined on the disc |ζ − (1 + ε/2)|  2ε in the ζ -plane. (This is
so because the circle {ζei3ε : |ζ − (1 + ε/2)| = 2ε} does not include ζ = 1 in its interior, for
otherwise, x(ζei3ε) would not be well-defined in the {ζei3ε : |ζ − (1 + ε/2)|  2ε}.) Note that
the disc {ζ : |ζ − (1 + ε/2)|  ε} contains the real interval [1 − ε/2,1 + ε/2]. Each root of
R(fn(ζ )) along Γ1 is a real root of h˜n(ζ ) in [1 − ε/2,1 + ε/2]. Let l˜ be the number of roots of
h˜n(ζ ) in {ζ : |ζ − (1 + ε/2)| ε} (possible complex roots are counted in l˜ ), then obviously
l  l˜. (5.11)
Apply Theorem 3 in the disc {ζ : |ζ − (1 + ε/2)| 2ε} to get
(
2ε
ε
)l˜
= 2l˜  max|ζ−(1+ε/2)|=2ε |h˜n(ζ )||h˜n(1 + ε/2)|
. (5.12)
Recall the definition of h˜n(1 + ε/2):
h˜n(1 + ε/2) = 12
[
hn
(
x
(
(1 + ε/2)ei3ε))+ hn(−x((1 + ε/2)e−i3ε))].
The point ζ = (1 + ε/2)e3iε lies in a region in the ζ -plane so that the pull back z((1 + ε/2)e3iε)
lies in the half plane R(z) < 1. Therefore, we can use (5.5) to determine the asymptotics of
hn(x((1 + ε/2)ei3ε)). Similarly for hn(−x((1 + ε/2)e−i3ε)). In this case we have∣∣g(−x((1 + ε/2)e−i3ε))∣∣< ∣∣g(x((1 + ε/2)ei3ε))∣∣< 1,
so
lim
n→∞ h˜n(1 + ε/2) =
√
2
R
[
1
1/xε
]
, (5.13)π e + 1
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xε = x
(
(1 + ε/2)ei3ε).
A study of the curves defined by R( 1
e1/x+1 ) = 0, that is, e1/x + 1 = si, s ∈ R leads to
x = 1
ln
√
1 + s2 + i arg(−1 + si) .
These curves represent points in the x-plane where e1/x + 1 = purely imaginary numbers. We
have branches of the curve which is a consequence of the multi-valueness of arg(−1+ si). These
curves cluster at x = 0. The point xε = x((1 + ε/2)ei3ε) is in a small vicinity of x = −i/π . Note
that
dx
ds
∣∣∣∣
x=−i/π
= −i
π2
.
This means that the curve has a vertical tangent at x = −i/π . In the ζ -plane
d
dε
(1 + ε/2)e3iε
∣∣∣∣
ε=0
= 1
2
+ 3i.
It is easy to see that the pull back of xε does not lie on any of the branches of the curve
R
(
1
e1/x + 1
)
= 0.
Moreover, since eπi + 1 = 0, it is not hard to see that
∣∣∣∣R
(
1
e1/xε + 1
)∣∣∣∣ Kε ,
for some positive constant K . This implies from (5.13),
∣∣h˜n(1 + ε/2)∣∣ K
ε
.
Next we estimate
max
|ζ−(1+ε/2)|=2ε
∣∣h˜n(ζ )∣∣= max|ζ−(1+ε/2)|=2ε
∣∣∣∣En(x(ζ ))
√
n
n!(ex(ζ ))n
∣∣∣∣,
we can still use (5.5) for the purpose. This is so because the pullback z(ζ ) is still in R(z) < 1.
Proceeding similarly and using (5.5), we get
max
∣∣h˜n(ζ )∣∣= K[(1 + O(ε))n√n + Oε(n1−3α)],|ζ−(1+ε/2)|=2ε
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we get
l  K
ln 2
ln
[(
1 + O(ε))n√n + Oε(n1−3α)].
Insert the above in (5.10), we have
∣∣I(I1)∣∣ Kln 2 ln
[(
1 + O(ε))n√n + Oε(n1−3α)].
Similarly we obtain
∣∣I(I3)∣∣ Kln 2 ln
[(
1 + O(ε))n√n + Oε(n1−3α)].
Now from (5.6)
1
n
Nn(0, θ) − 1
n
Nn
(
3ε, θ + ε′n
)= 1
n
O
(
r(n)ε
)
.
Inserting the estimate from I(Ii), 1 i  4, in the above and taking the limit sup, we get
lim sup
n→∞
Nn(0, θ)
n
 θ
2π
+ O(ε).
An analogous lower bound can be obtained, that is,
lim sup
n→∞
Nn(0, θ)
n
 θ
2π
− O(ε).
Since ε can be made arbitrarily small, we conclude
lim
n→∞
1
n
Nn(0, θ) = θ2π .
This ends the proof of Theorem 4. 
We next calculate the density of zeros in the interval [0, 1
πe
]. The strategy will be the same to
that of Theorem 4; however, the technical details are slightly different. We outline the steps in
the lemma below.
Lemma 1. (a) For every ε > 0, let Nε be the number of zeros of En(nx) in the disc {x: |x| ε}.
We show that Nε  1ln 2 (Kε(1 + O(ε))n).
(b) For all 0 < b < 1
πe
, we construct the rectangular contour C1 ∪C2 ∪C2 ∪C4 = C as shown
in Fig. 6. Let Nn(a, b) be the number of zeros of En(nx) that fall in the strip a R(x) b. Then
for all ε > 0 and for all sufficiently small δ > 0 we have
1
n
Nn(ε, b) b + O(δ) + O(ε) + O
(
tan−1 δ
ε
)
+ 1
n ln 2
ln
(
Kε
(
1 + O(ε))n).
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Proof. Let us show part (a) first. Since En(nx)
n! is analytic on the disc {x: |x|  2ε}, we apply
Theorem 3 to get
(
2ε
ε
)Nε
= 2Nε  max|x|=2ε |
En(nx)
n! |
|En(0)
n! |
. (5.14)
|En(0)
n! | can be obtained from the integral representation:
En(0)
n! =
1
πi
∮
|ξ |=1
1
(eξ + 1)ξn+1 dξ.
Here caution must be exercised because for even n except n = 0, En(0) = 0. This means that
En(x) has a zero at x = 0 for all even n 2. Therefore, we must modify the function if we still
want to use Jensen’s inequality. We consider
1
x
En(nx)
n! when n is even. In this case, an equivalent
Jensen’s inequality is:
2Nε 
max|x|=2ε |En(nx)xn! |∣∣limx→0 1x En(nx)n! ∣∣
.
We will show the former inequality has the main features in the proof, while the latter can be
treated similarly. From integral representation (n is odd now) we apply the Darboux method [5].
In this case the nearest singularities are ±πi. One shows that
En(0)
n! =
1
πi
∮
|ξ |=1
(
(−1)
ξ − πi +
(−1)
ξ + πi
)
1
ξn+1
dξ + o
(
1
πn
)
= 2
n+1 +
2
n+1 + o
(
1
n
)
. (5.15)(πi) (−πi) π
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limx→0 1x En(nx)
n! =
1
n! limx→0
1
x
(
2
2πi
∮
|ξ |=1
enxξ
(eξ + 1)ξn+1 dξ
)
.
Now we know that
∮
|ξ |=1
1
(eξ+1)ξn+1 dξ = 0 (n is even here). We use the above to rewrite
limx→0 1x En(nx). Thus
lim
x→0
1
x
En(nx) = 1
n! limx→0
2
2πi
∮
|ξ |=1
1
x
(enxξ − 1)
(eξ + 1)ξn+1 dξ
= 1
n!
2
2πi
∮
|ξ |=1
nξ
(eξ + 1)ξn+1 dξ
= 1
(n − 1)!
2
2πi
∮
|ξ |=1
1
(eξ + 1)ξn dξ (n even)
which is still of the same feature as in (5.15). In this way we see it does not matter whether n is
odd or even, they can be handled in a similar way. Now we consider
max
|x|=2ε
∣∣∣∣En(nx)n!
∣∣∣∣.
We use Proposition 4 with μ1 chosen sufficiently large so that 1(2μ1+1)π < 2ε <
1
(2μ1−1)π . Here
the additional assumption that the arbitrarily small number 2ε is not of the form 1
(2μ1+1)π , m > 0,
will not hurt the arguments here. Then with μ = μ1 − 1 in Proposition 4 we get
En(nx)
n! = Mn,μ1−1(x) + Kn,μ1−1(x).
The asymptotics for Mn,μ1−1(x) is
Mn,μ1−1(x) =
√
2
π
(
(ex)nFμ1−1
(
1
x
)
1√
nx
)(
1 + O
(
1
n
))
and the asymptotics for Kn,μ1−1(x) comes from applying Proposition 2. This is so because|x(2k + 1)πi| |x|(2μ1 − 1)π for all 0 k  μ1 − 1. When |x| = 2ε, we find |x(2k + 1)πi|
2ε(2μ1 − 1)π < 1. This means the Proposition 2 is applicable. Furthermore, the largest term
comes from k = 0. Thus
En(nx)
n! = (xe)
n
[√
2
π
Fμ1−1
(
1
x
)
1√
nx
(
1 + O
(
1
n
))
+ 2g
n(x)(
1 + o(1))+ 2gn(−x)(1 + o(1))]. (5.16)
πi (−πi)
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|g(x)| > 1, |g(−x)| > 1. On the upper semicircle of |x| = 2ε, |g(−x)| > |g(x)|, while on the
lower semicircle of |x| = 2ε, |g(x)| > |g(−x)|, and on the real axis |g(x)| = |g(−x)|. No matter
what we always have
∣∣g(x)∣∣ |exπi |
e|x|π =
1 + O(ε)
e|x|π , for |x| = 2ε.
Similarly |g(−x)| 1+O(ε)
e|x|π . Hence from (5.16) we conclude∣∣∣∣En(nx)n!
∣∣∣∣ Kε(1 + O(ε))nπn
for some constant Kε depending only on ε. Using (5.14) and (5.15), we get
2Nε 
max|x|=2ε |En(nx)n! |
|En(0)
n! |

Kε(1+O(ε))n
πn
( A
πn
)
= Kε
(
1 + O(ε))n.
Taking logarithms we get
Nε 
1
ln 2
ln Kε
(
1 + O(ε))n.
This ends the proof of part (a).
We now prove part (b).
N(ε, b) = 1
2π
I
(∮
C
h′n(x)
hn(x)
dx
)
where hn(x) = En(nx)
√
n
n!(ex)n . Decomposing C into C1, C2, C3, and C4 as shown in Fig. 6, we get
N(ε, b) = 1
2π
I(J1) + 12π I(J2) +
1
2π
I(J3) + 12π I(J4), (5.17)
where
Ji =
∮
Ci
h′n(x)
hn(x)
dx, 1 i  4.
Let us focus on J1 first. We infer that (5.16) still works for all x on C1 provided I(x) = δ
is sufficiently small. This is so, for |g(x)| = |exπi |
e|x|π = e
x|x| sin θ
e|x|π , where for x ∈ C1, x = |x|e−iθ ,
0 < θ < π . This observation leads to
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√
n
n!(ex)n =
√
2
π
Fμ1−1
(
1
x
)
1
x
(
1 + O
(
1
n
))
+ 2g
n(x)
πi
(
1 + o(1)), (5.18)
that is, gn(x) is the dominant term among the terms in Kn,μ1−1(x). Hence hn(x). g−n(x) → 2πi
uniformly. This implies
h′n(x)
hn(x)
− n
(
πi − 1
x
)
→ 0, uniformly.
Integrating the above along C1 we get
1
2πn
I(j1) → I
(∫
C1
(
πi − 1
x
)
dx
)
= 1
2π
I
[
πi(b − iδ − ε + iδ) − ln b − iδ
ε − iδ
]
= 1
2π
(
π(b − ε) − arg b − iδ
ε − iδ
)
= b − ε
2
+ O(δ) + O
(
tan−1 δ
ε
)
that is,
lim
n→∞
1
2πn
I(J1) = b2 + O(δ) + O(ε) + O
(
tan−1 δ
ε
)
.
Similarly, we obtain
lim
n→∞
1
2πn
I(J3) = b2 + O(δ) + O(ε) + O
(
tan−1 δ
ε
)
.
(In this case, gn(−x) becomes dominant, rather than gn(x).) An estimate for 12π I(J2) comes
from the observation that the change of arguments for g(x) on the vertical segment b − iδ, b is
of order O(nδ). Hence,
1
2πn
I(J2) = O(δ).
Similar to (5.14) we can likewise prove that
1
2πn
I(J4)
1
n ln 2
ln
(
Kε
(
1 + O(ε))n).
Inserting all these estimates into (5.17) we get
1
Nn(ε, b) b + O(δ) + O(ε) + O
(
tan−1 δ
)
+ 1 ln(Kε(1 + O(ε))n).n ε n ln 2
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1
n
Nn(0, b) b + O(δ) + O(ε) + O
(
tan−1 δ
ε
)
+ 2
n ln 2
ln
(
Kε
(
1 + O(ε))n).
This implies
lim sup
n→∞
1
n
Nn(0, b) b + O(δ) + O(ε) + O
(
tan−1 δ
ε
)
+ ln(1 + O(ε)).
We get a similar lower bound for
lim sup
n→∞
1
n
Nn(0, b) b − O(δ) − O(ε) − O
(
tan−1 δ
ε
)
− ln(1 + O(ε)).
But the above is true for all ε > 0 and all δ > 0, hence
lim
n→∞
1
n
Nn(0, b) = b. 
To sum up, we formally state:
Theorem 5. The real roots of En(nx) are uniformly distributed in [− 1πe , 1πe ].
6. Bernoulli polynomials
We close indicating how these techniques apply to the zero attractor of the Bernoulli polyno-
mials {Bn(x)}. Recall that they are defined by the generating function:
tetx
et − 1 :=
∞∑
n=0
Bn(x)
tn
n! .
Following the Euler case, we write:
Bn(x)
n! =
1
2πi
∮
|t |=1
tetx
(et − 1)tn+1 dt.
Furthermore, we have:
Bn(nx)
n! =
1
2πi
∮
|t |=1
(
etx
t
)n
dt
et − 1 .
From this integral representation, we see there are no substantial changes in the arguments for
the Euler case except the singularities for 1
ξ(eξ+1) were (2k + 1)πi, while that for the Bernoulli
case they are 2kπi. The conclusion is that the zero attractor for Bn(nx) is the zero attractor of
the Euler polynomials contracted relative to the origin by a factor of 2.
In [10], the number of real zeros of Bn(x) was found to be asymptotically equal to 2n .πe
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