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ABSTRACT
We estimate the turbulent ambipolar diffusion length-scale and magnetic field strength in
the massive dense cores CygX-N03 and CygX-N53, located in the Cygnus-X star-forming
region. The method we use requires comparing the velocity dispersions in the spectral line
profiles of the coexistent ion and neutral pair H13CN and H13CO+ (J = 1 → 0) at different
length-scales. We fit Kolmogorov-type power laws to the lower envelopes of the velocity
dispersion spectra of the two species. This allows us to calculate the turbulent ambipolar
diffusion scale, which in turn determines the plane-of-the-sky magnetic field strength. We find
turbulent ambipolar diffusion length-scales of 3.8 ± 0.1 and 21.2 ± 0.4 mpc, and magnetic field
strengths of 0.33 and 0.76 mG for CygX-N03 and CygX-N53, respectively. These magnetic
field values have uncertainties of a factor of a few. Despite a lower signal-to-noise ratio of
the data in CygX-N53 than in CygX-N03, and the caveat that its stronger field might stem in
part from projection effects, the difference in field strengths suggests different fragmentation
efficiencies of the two cores. Even though the quality of our data, obtained with the Institut de
Radio Astronomie Millimetrique (IRAM) Plateau de Bure Interferometer, is somewhat inferior
to previous single-dish data, we demonstrate that this method is suited also for observations
at high spatial resolution.
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1 IN T RO D U C T I O N
Our Galaxy contains about 1−3 × 109 M of molecular gas
(Bronfman et al. 1988), mostly in the form of giant molecular clouds
that can be as massive as 105−6 M, and have Jeans mass of several
tens to hundreds of M. Therefore, cloud complexes should be
highly gravitationally unstable, and if collapsing on free-fall time-
scales would result in a star formation rate of M∗ ≥ 200 M yr−1
(Evans 1999). However, the observed star formation rate of ∼3–
5 M yr−1 (McKee 1989) in our Galaxy shows that the gravita-
tional collapse time of these clouds must significantly exceed the
free-fall time. Among the possible physical mechanisms of support
against gravitational collapse in molecular clouds, interstellar mag-
netic fields and turbulence have been the most debated ones. The
interplay between these mechanisms has led to studying the com-
bination of the two as one physical phenomenon (e.g. Goldreich &
Sridhar 1995; Ostriker, Stone & Gammie 2001; Li & Houde 2008;
Basu et al. 2009; Houde et al. 2009, 2011; Hezareh et al. 2010;
Tilley & Balsara 2010; Li, McKee & Klein 2012).
 E-mail: thezareh@mpifr-bonn.mpg.de
The study of magnetized turbulence in molecular clouds through
the comparison of the line widths of spectral line profiles of molec-
ular ion and neutral species assumed to be coexistent (mainly the
HCN/HCO+ and H13CN/H13CO+ pairs) started with the work of
Houde et al. (2000a,b). The conditions satisfying this assumption
mainly include high correlation of the intensity maps of the two
species, no sign of depletion of either of the tracers and also the
one-to-one correspondence of peak velocities of the spectral line
profiles across the maps. Houde et al. (2000a,b) introduced a model
for turbulence in a weakly ionized gas in the presence of a magnetic
field and discussed how, in small enough scales where motions of
the local turbulent flow could be assumed linear, the ions would get
trapped into gyromagnetic motion about the magnetic field rather
than following the general neutral flow. It was shown that emission
lines from an ion species will exhibit narrower profiles compared to
that of a coexistent neutral species in regions with a magnetic field
of a few tens of μG that is on average not aligned with the local
flows. Houde et al. (2000a,b) supported their model by detecting
this ion line narrowing effect in the (J = 3 → 2) and (J = 4 →
3) transition lines of the HCN/HCO+ and H13CN/H13CO+ pairs of
molecular species in several well-known molecular clouds.
C© 2013 The Authors
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In a more recent study, Li & Houde (2008) initiated a new ob-
servational technique based on recent simulations by Ostriker et al.
(2001) and the work of Houde et al. (2000a,b) to better investi-
gate the effect of magnetic fields on the relative widths of ion and
neutral spectral line profiles. They used the observational data for
HCN and HCO+ (J = 4 → 3) emission maps in M17 (Houde et al.
2002; Houde 2004), and plotted the velocity dispersions in the line
profiles of the aforementioned species across the maps as a function
of different beam sizes that translated into different spatial scales
(hereafter referred to as velocity dispersion spectrum). At every spa-
tial scale, a constant difference between the lower envelope of the
velocity dispersion spectrum of the ion relative to that of the neutral
was noted (see fig. 2 of Li & Houde 2008 and also Figs 4 and 5 of
this work), which was interpreted as the ion and neutral flows dis-
sipating their turbulent energy at different spatial scales. Assuming
that the turbulent energy dissipation process is associated with am-
bipolar diffusion and that the ion velocity dispersion spectrum drops
drastically at ambipolar diffusion scales, they used a Kolmogorov-
type power-law fit to their data to calculate the turbulent ambipolar
diffusion length-scale LAD and the neutral velocity dispersion VAD
of a turbulent eddy at the corresponding length-scale. More pre-
cisely, these parameters are obtained from the following equations
(Li & Houde 2008):
LnAD = −a/[b(1 − 0.37n)]
V 2AD(LAD) = a + bLAD. (1)
Here, the parameters n (the spectral index), a (where a < 0) and b
are the fitting parameters in the power-law equations for the velocity
dispersion spectra of the ions (σ 2i (L)) and neutrals (σ 2n (L)) given
by
σ 2i (L) = bLn + a
σ 2n (L) = bLn. (2)
In order to calculate the strength of the magnetic field using the
obtained parameters, Li & Houde (2008) started with the magnetic
Reynolds number
Rm = 4πniμνiLV /B2, (3)
which is effectively the ratio of the importance of magnetic flux
freezing to magnetic diffusivity at a given length-scale. Here, L
and V are characteristic length- and velocity scales for a given
Reynolds number, respectively, ni is the ion density, νi and μ are
the collision rate of an ion with the neutrals and the mean reduced
mass characterizing such collisions, respectively. We assume the
gas to be well coupled to the field lines at large scales and that
the ion–neutral decoupling occurs at turbulent energy dissipation
length-scales. Numerical simulations by Li et al. (2008) have shown
a range of Reynolds numbers (0.12 < Rm < 12) for which ambipolar
diffusion effects become important in the clump morphology, the
effect becoming more important as the Reynolds number decreases.
Following Li & Houde (2008), we assume that the decoupling scale
L = LAD corresponds to Rm = 1, where the magnetic diffusion
overcomes the flux freezing, hence the onset of the decoupling of
ions from neutrals. This choice of the Rm value can introduce an
uncertainty of a factor of a few in our calculations. We proceed
to derive an equation for the field strength in the plane of the sky
as a function of interstellar physical parameters by substituting
Rm = 1, ni = nnχe, where χ e is the ionization fraction and nn the
neutral volume density, νi = 1.5 × 10−9 nn s−1 (Nakano 1984), and
mean ion and neutral atomic mass numbers Ai = 29 and An = 2.3,
respectively. Using typical parameters for giant molecular clouds
(GMCs), we obtain
Bpos =
(
LAD
0.5 mpc
)1/2 (
VAD
1 km s−1
)1/2 ( nn
106 cm−3
)
×
( χe
10−7
)1/2
mG. (4)
One concern regarding this technique was the fact that the spec-
tral lines of HCN and HCO+ usually appear to be optically thick and
saturated. To investigate whether the constant difference between
the velocity dispersion spectra of the ion and the neutral was con-
sistent with similar observations using different species, Hezareh
et al. (2010) tested the turbulent energy dissipation model of Li &
Houde (2008) by mapping the optically thin isotopologues H13CN
and H13CO+ (J = 4 → 3) in DR21(OH). Their analysis showed
that the difference between the velocity dispersion of the H13CN
and H13CO+ spectral lines at different length-scales displayed a
similar result as originally obtained by Li & Houde (2008) with
the optically thick HCN and HCO+ lines. They concluded that the
narrowing of ion lines relative to neutrals, which was first discussed
by Houde et al. (2000a) is a real physical effect and confirmed the
results in the works of Li & Houde (2008).
In this paper, we examine the interferometry data from the
(J = 1 → 0) transition of H13CN and H13CO+ in the Cygnus-X
star-forming region previously obtained and reduced by Csengeri
et al. (2011) in order to test this technique at higher spatial resolu-
tions, i.e. at smaller physical scales. We present our observations in
Section 2. The data analysis is explained and results are presented
in Section 3, a discussion in Section 4, and we end with a summary
in Section 5.
2 O BSERVATI ONS
Cygnus-X is a massive molecular cloud complex located at a dis-
tance of 1.4 kpc (Rygl et al. 2012). The first continuum observations
of this region were performed by Motte et al. (2007), who used an
infrared extinction map produced from 2MASS data and selected
the high column density (AV ≥ 15 mag) clouds of Cygnus-X and
mapped them in 1.2 mm continuum emission using the IRAM 30 m
telescope. Bontemps et al. (2010) followed up these studies by per-
forming high-angular-resolution continuum observations with the
IRAM Plateau de Bure Interferometer (PdBI) at 1.3 and 3.5 mm
towards the six most massive and youngest (IR-quiet) dense cores
(MDCs) in the complex. These MDCs are fragmented and are shown
to host early-phase massive protostars. Their fragmentation prop-
erties have been discussed extensively by Bontemps et al. (2010),
where they propose that a mechanism of support against self grav-
ity (such as magnetic fields, turbulence or radiative feedback) ad-
ditional to thermal pressure is required to explain the formation
of massive protostars larger than the local Jeans masses. The se-
lected dense cores have sizes of about 0.13 pc, average density
of 1.9 × 105 cm−3 and masses of 60–200 M. Detection of SiO
emission in these sources confirms the presence of outflows, which
suggests them to be actively forming stars (Motte et al. 2007). How-
ever, the lack of strong mid-IR and free–free emission indicates that
they must be in an early stage of their evolution. Csengeri et al.
(2011) mapped these selected cores in H13CN and H13CO+ emis-
sion with the PdBI to study the kinematic properties of the dense
gas surrounding the massive protostars.
For this work, we required intensity maps of dense cores host-
ing protostellar objects in which H13CO+ was not affected by CO
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Table 1. Physical parameters of the sources obtained from single-dish continuum observations.
Sourcea RA Dec. M1.2 mm Deconvolved FWHM size nH2
J(2000) J(2000) (M) (pc×pc) (cm−3)
CygX-N03 20:35:34.1 42:20:05.0 84 0.11 × 0.09 3.6 × 105
CygX-N53 20:39:03.1 42:25:50.0 85 0.14 × 0.09 2.2 × 105
a Masses, sizes and number densities are obtained by Motte et al. (2007).
depletion or other chemical effects, causing significant differences
in spatial distribution of the two tracers. The emission maps should
also be sufficiently spatially extended while maintaining a high
enough signal-to-noise ratio to provide enough number of pixels
for a better statistical spectral line-width analysis explained in Sec-
tion 1. Among the sources observed by Csengeri et al. (2011),
two had sufficiently extended and correlated ion and neutral emis-
sion maps and were therefore suitable for our analysis. These were
CygX-N03 and CygX-N53, located at (20h35m34.s1, 42◦20′05.′′0)
and (20h39m03.s1, 42◦25′50.′′0) (J2000), respectively. CygX-N03 is
located close to DR17, an H II region, which is excited by two OB
clusters (Le Duigou & Kno¨dlseder 2002) while the latter is lo-
cated in the DR21 filament, the most massive and densest region
of Cygnus-X and a well-known region of massive star formation
(Schneider et al. 2010). Table 1 summarizes some of the physical
parameters in the aforementioned sources obtained from single-dish
observations (Motte et al. 2007).
The observations were carried out with the PdBI at 3 mm.
The sources were mapped in H13CN (J = 1 → 0) and H13CO+
(J = 1 → 0) at 86.75 and 86.34 GHz, respectively, with a velocity
resolution of 0.134 km s−1. The observations were done in track-
sharing mode with two targets per track. More details on the anten-
nas setup and preliminary data reduction can be found in Bontemps
et al. (2010) and Csengeri et al. (2011).
3 A NA LY SIS AND RESULTS
The data reduction and analysis of the interferometric data was per-
formed with the GILDAS1 software. Csengeri et al. (2011) reduced
the interferometric H13CO+ data set both with and without adding
short-spacing information, which was obtained with the IRAM 30 m
telescope. Since no zero-spacing information was available for the
H13CN data set, the H13CO+ maps were used without this short-
spacing correction for the purpose of a consistent data set. The maps
were corrected for primary beam attenuation and a natural weight-
ing was used for the image reconstruction. The selected sources
were observed in different tracks on different days; therefore, the
synthesized beam sizes are slightly different. The size of the syn-
thesized beams in CygX-N03 were 3.7 arcsec × 3.0 arcsec with a
position angle of 63◦ for both species and 4.2 arcsec × 3.3 arcsec
with a position angle of 69◦ in CygX-N53. The baselines ranged
from 24 to 229 m and the uv coverage was the same for H13CO+
and H13CN in each source. The fraction of flux filtered out in the
interferometry data for H13CO+ was examined by comparing the
integrated intensities in the single-dish and PdBI spectra at the
same offsets. The PdBI spectra contain 78 and 72 per cent of
the integrated intensity of single-dish spectra in CygX-N03 and
CygX-N53, respectively. We also consider the implications of com-
bining single-dish and interferometry data in Section 4.3.
1 http://iram.fr/IRAMFR/GILDAS/
3.1 Correlation of the intensity maps
Fig. 1 shows the intensity maps of H13CN (J = 1 → 0) and H13CO+
(J = 1 → 0) in CygX-N03, and the intensity maps of the same
molecular pair in CygX-N53 are displayed in Fig. 2. Although the
HCO+ and HCN pair and their isotopologues are observed to have
the highest large-scale spatial correlation among other pairs of ions
and neutrals (Lo et al. 2009), some differences between their dis-
tribution still exist, particularly at higher resolutions such as the
observations we present here. The H13CN intensity maps include
the integrated flux from all three hyperfine lines, where the inten-
sities of the three components follow the ratios 1: 5: 3. However,
in CygX-N53 the intensities of the H13CN hyperfine lines vary
slightly from this ratio due to optical depth effects. This may be
the cause for the difference in the location of peak intensities in
the H13CN and H13CO+ maps in this source. The spectral line
data for CygX-N53 have a lower signal-to-noise ratio than the
spectra in CygX-N03, and required a careful analysis for inves-
tigating the coexistence criteria of the observed ion and neutral
species.
In order to check the consistency of our maps, we calculated
the linear correlation coefficients for the pairs of maps across a
10 arcsec × 10 arcsec area around the peak positions in CygX-N03
and CygX-N53. We obtain correlation coefficients of 0.84 and 0.82
for the maps in CygX-N03 and CygX-N53, respectively, to confirm
that the maps correlate well within the regions in our analysis. As a
more extensive test, the peak velocities of the H13CO+ lines were
compared to those of the central hyperfine component of H13CN
across the maps for both sources. The correlation plots for the
peak velocities of the two tracers in each source are presented
in Fig. 3. The plotted peak velocities correspond to spectral lines
for which we obtained 3σ velocity dispersion values, i.e. the data
points we use for our analysis. The uncertainty values for the peak
velocity measurements are included and a linear least-squares fit
to the data points yields y = (1.23 ± 0.03)x + (0.18 ± 0.06) for
CygX-N03 and y = (0.96 ± 0.05)x − (0.14 ± 0.14) for CygX-N53.
The scatter plot for CygX-N53 is affected by the lower data quality
in this source. The fitting uncertainties do not take into account the
velocity resolution of 0.14 km s−1 for our spectral lines, and the peak
velocities are measured from the expected systemic velocity for the
sources for a more meaningful estimate of the intercept. Given the
aforementioned uncertainties, these results are in general consistent
with our assumption of H13CO+ and H13CN being coexistent in the
two sources.
3.2 Velocity dispersion calculations
The intensity maps are oversampled with beam spacings of
0.62 arcsec, which is useful for our analysis. Since the aim of this
work is to characterize turbulence with spectral line profiles, in or-
der to find the location of minimum turbulence level we must find
the position of the spectral line with the narrowest line width that
corresponds to both species. Following the technique introduced
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Figure 1. Comparison of the intensity maps of H13CN and H13CO+ (J = 1 → 0) integrated over a velocity range of 10–30 km s−1 in CygX-N03. The contours
span a range of 10–90 per cent of the peak (13.28 K km s−1 for H13CN and 6.05 K km s−1 for H13CO+) by increments of 10 per cent. The beam footprint is
shown by the ellipses in the bottom-left corners of the maps. The rectangular frames mark the areas in the maps chosen for our analysis and the dashed circles
display the location along the line of sight where the minimum values of the velocity dispersions are obtained observationally. The offsets are with respect to
the reference positions stated in Table 1.
Figure 2. Comparison of the intensity maps of H13CN and H13CO+ (J = 1 → 0) integrated over a velocity range of −20 to 20 km s−1 in CygX-N53. The
contours span a range of 10–90 per cent of the peak (13.13 K km s−1 for H13CN and 5.37 K km s−1 for H13CO+) by increments of 10 per cent. The beam
footprint is shown by the ellipses in the bottom-left corners of the maps. The rectangular frames mark the areas in the maps chosen for our analysis and the
dashed circles display the location along the line of sight where the minimum values of the velocity dispersions are obtained observationally. The offsets are
with respect to the reference positions stated in Table 1.
by Ostriker et al. (2001) and further tested by Falceta-Gonc¸alves,
Lazarian & Houde (2010) within the context of the Li & Houde
(2008) method, we scan across the source with the finest resolution
available by calculating the line widths of spectral line profiles in
every pixel of the map.
In each map, the velocity dispersions of the spectral line pro-
files are calculated within an area of 10 arcsec × 10 arcsec around
the central core, as specified by the black frames in Figs 1 and 2.
The size of these enclosed areas was determined by the extent of
the H13CN spectra with high enough signal-to-noise ratio that en-
abled comparison with H13CO+ spectra at corresponding positions.
To mimic spectra at different beam sizes, we applied the technique
in Li & Houde (2008) and Hezareh et al. (2010) in using a boxcar-
like function to average the spectra of neighbouring pixels in the
regions restricted by the black frames across the intensity maps.
More precisely, we started with a 110-pixel map for each tracer and
each source at the actual beam resolution (3.3 arcsec for CygX-N03
and 3.8 arcsec for CygX-N53). We then averaged every four neigh-
bouring pixels of the original map to reduce the map resolution to
30 pixels at 3.9 arcsec for CygX-N03 and 4.5 arcsec for CygX-N53.
We further averaged 9 and 16 neighbouring pixels to produce 16-
and 9-pixel maps with resolutions of 4.6 and 5.2 arcsec, respec-
tively, for CygX-N03 and similar maps with resolutions of 5.1 and
5.7 arcsec, respectively, for CygX-N53.
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Figure 3. Left: comparison of the peak velocities (Vp) of the H13CO+ and H13CN spectral lines in CygX-N03. A linear least-squares fit to the data yields
y = (1.23 ± 0.03)x + (0.18 ± 0.06). Right: same plot for CygX-N53, where the regression line follows the equation y = (0.96 ± 0.05) x − (0.14 ± 0.14). In
both figures, the plotted velocities correspond to data points whose velocity dispersions are 3σ values.
We ran a GILDAS script on all the H13CO+ and the central compo-
nent of H13CN hyperfine spectral lines to fit three Gaussian compo-
nents to each line. The spectral lines that needed fewer than three
components returned fitting results with zero-amplitude profiles
(with respect to the baseline) for the extra components. This way,
we obtained between 1 and 3 Gaussian profiles for each spectral
line. We calculated the integrated residual flux in the spectral lines
using the aforementioned Gaussian fits, and got an average value
of 4 mK, which compared to the rms noise level of ∼100 mK is
insignificant, thus, confirming the reliability of our fits. The cor-
responding H13CN and H13CO+ lines do not necessarily have the
same number of Gaussian fits and were treated independently, and
the overall velocity dispersion, σ , for a given line was calculated
as the weighted average of the velocity dispersions of the Gaussian
components about the mean, the weights being the area under each
Gaussian profile.
The plots of the square of the velocity dispersions (σ 2) as a
function of length-scale (simulated beam sizes) are shown in the
top panels of Figs 4 and 5, with the H13CN data plotted in black
and H13CO+ in red. The measurement uncertainties in these plots
are only displayed in the lower panels for a clearer representation
of the data points. The scatter of data points at each length-scale
above the lower envelopes is a reflection of the range of line widths
measured at that scale.
According to equation (4), the observed ambipolar diffusion
scalelength varies with Bpos (thus, a further dependence on the incli-
nation angle of the field), the density and the ionization rate. Since
the value of σ 2 of the ion results from the integration of the turbulent
spectrum from the ambipolar diffusion scale to that of the telescope
beam, spatial variations in any of these parameters will strongly
affect the width of the ion line, while leaving the neutral line unaf-
fected (i.e. the neutral line width is not dependent on the ambipolar
diffusion scale). Despite these facts, we note that the spectral lines
of both species with the minimum σ 2 values are found to be located
in the same vicinity within the resolution of the original and also
Figure 4. Top: plot of σ 2 as a function of length-scale in CygX-N03. The
measurement uncertainties for the data points are not shown to avoid clutter
in the graph. Bottom: the lower envelopes of the H13CN and H13CO+ data
fitted for Kolmogorov-type power laws.
all smoothed maps, as shown in dashed circles in Figs 1 and 2,
adding further support to the assumption of coexistence of H13CN
and H13CO+ in our sources. Fig. 6 displays the ion and neutral spec-
tral lines at this location from the highest resolution maps for each
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Figure 5. Same as Fig. 4, but for Cyg-N53.
source, where the H13CO+ spectra are plotted in red and H13CN in
black. The latter is scaled to the temperature of H13CO+ for a better
comparison of their corresponding line widths. The three resolved
hyperfine lines of H13CN are clearly displayed, and the H13CO+
line width is compared to that of the central component of H13CN
at all offsets.
3.3 Turbulent ambipolar diffusion and magnetic
field calculations
For a closer inspection, the Kolmogorov-type power-law fits to the
lower envelopes of the ion and neutral velocity dispersion spectra
are plotted together with the values of σ 2 and their corresponding
uncertainties at every length-scale in the bottom panels of Figs 4
and 5. The ambipolar diffusion model of Li & Houde (2008) pre-
dicts the same power-law fit for both species in the inertial range.
Therefore, we first fitted the difference between the square of the
velocity dispersion data of H13CN and H13CO+ to a constant func-
tion to obtain parameter a, and then fitted the sum of the two data
sets to a power law of the form 2b Ln + a to obtain b and n.
The results for the fitting parameters in equation (2) for both sources
are shown in Table 2. A comparison between these parameters for
the two sources shows that the difference between the lower en-
velopes of the ion and neutral σ 2 spectra (parameter a) in CygX-N53
is noticeably larger than that in CygX-N03, while the spectral in-
dices (parameter n) are similar. This leads to a larger ambipolar dif-
fusion scale LAD = 2.92 arcsec = 21.20 ± 0.35 mpc in CygX-N53,
compared to LAD = 0.53 arcsec = 3.84 ± 0.06 mpc in CygX-N03.
These values are consistent with the calculations of Houde et al.
(2011) and Li & Houde (2008) in other star-forming regions. As-
suming similar ionization fractions of 10−7 (McCall et al. 1999) and
adopting the hydrogen number densities from Motte et al. (2007)
(see Table 1), we calculate Bpos of 0.33 and 0.76 mG for CygX-N03
and CygX-N53, respectively. This value can be inaccurate up to an
order of magnitude due to the uncertainties in nn and χ e, and the
fact that equation (4) is derived with the assumption of determining
the turbulent ambipolar diffusion length-scale where the effective
magnetic Reynolds number is 
 1 (Li & Houde 2008), which is an
approximation.
It is worth noting that CygX-N53 is located 
3 arcmin north
of DR21(OH), the source studied by Hezareh et al. (2010). The
analysis in DR21(OH) was performed with the source distance
taken to be 3 kpc (Genzel & Downes 1977), while for this work
we took the new distance of 1.5 kpc obtained with trigonometric
parallax measurements of Rygl et al. (2012). After applying the
distance correction to the calculations for DR21(OH), the turbu-
lent ambipolar diffusion scale becomes 
 8.5 mpc, and we obtain
a magnetic field of 0.67 mG as opposed to the previous value of
1.7 mG obtained earlier by Hezareh et al. (2010). Although the new
field strength for DR21(OH) is more consistent with the value for
CygX-N53, given their location in a common filament (DR21), it
also indicates another source of uncertainty in the ambipolar diffu-
sion length and magnetic field measurements, i.e. measurements of
source distances.
4 D I SCUSSI ON
4.1 The essence of this technique
This is the first high-resolution study on the determination of the
turbulent ambipolar diffusion and magnetic field strength from the
velocity dispersion spectra of a pair of coexistent interstellar ion
and neutral molecules. An idealized situation for this study would
consist of pointing the smallest available telescope beam at the ap-
propriate location in a cloud and measuring the velocity dispersion
through the observed spectral line profile, and then perform several
subsequent observations at the same location but with a series of
increasingly larger beams. It would be best if the subsequent beam
sizes differed by a small amount, i.e. smaller than a beam size, as
this set of measurements would then allow one to finely build up the
dispersion relation and determine the appropriate Kolmogorov-type
scaling law. In this work, this resolution is set by the sampling rate
on our maps, which is about 0.6 arcsec or approximately one-fifth
of the telescope beam size. We effectively come as close as possible
to achieve this once we find the location of minimum turbulence
level with the finest grids. But since these locations are away from
the centre of the maps and we are still limited by the signal-to-noise
Table 2. Data reduction parameters for the observed sources.
Source a b n VAD LAD Bpos
(km2 s−2) (km2 s−2 arcsec−n) (km s−1) (mpc) (µG)
CygX-N03 −0.051 ± 0.001 0.088 ± 0.005 0.520 ± 0.036 0.11 3.84 ± 0.06 331.30
CygX-N53 −0.340 ± 0.009 0.241 ± 0.026 0.522 ± 0.064 0.28 21.20 ± 0.35 765.32
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 
Figure 6. Comparison of the line widths of the J = 1 → 0 transition of H13CO+ (red) and H13CN (black) spectral lines corresponding to the minimum
σ 2 values at the smallest beam size in CygX-N03 (left) and CygX-N53 (right). The H13CN lines are scaled to the H13CO+ line temperatures for a clearer
line-width comparison. Of the three hyperfine lines of H13CN, we compare the line width of the central component with that of H13CO+ at all beam sizes.
ratio of the spectra outside the aforementioned frames, we cannot
expand our analysis with a higher precision around these locations.
The fact that we do not possess a large range of scales, say over
several beam sizes, is admittedly a limitation in our analysis as it
restricts the domain over which we can characterize turbulence with
a Kolmogorov-type law. It is, however, well-suited to determine
the turbulent ambipolar diffusion decoupling scale in these cores.
This is especially relevant since the highest resolution observations
performed in this study were realized with a telescope beam size
closest to the expected range for the turbulent ambipolar diffusion
length-scale, when compared to previous studies.
Across the intensity maps, pixels with higher intensity are likely
to be locations with longer lines of sight through the cloud, where
turbulent substructures (or eddies) of larger sizes can exist (Falceta-
Gonc¸alves et al. 2010), which will in turn lead to broader spectral
lines (i.e. larger velocity dispersions). In other words, the different
lines of sight intercept several turbulent substructures of different
velocities, causing an increase in the observed velocity dispersions.
Therefore, the unique minimum values that we calculate for σ 2 at
every length-scale may be attributed to the line of sight that inter-
cepts the fewest number of such turbulent substructures (Falceta-
Gonc¸alves et al. 2010). It is important to realize that the measured
line widths change significantly over even a fraction of the beam
extent. For example, at the smallest beam size of 3.3 arcsec, velocity
dispersion values vary from 0.75 to 2.71 km s−1 across 10 consec-
utive pixels (similar size of 3.3 arcsec) for CygX-N03 in H13CN;
therefore, the overlapping beams in our oversampled map do not
cause redundancy in our calculations.
We point out the recent discovery of a hyperfine structure in
H13CO+ (J = 1 → 0) in the form of a doublet splitting of
0.133 km s−1 by Schmid-Burgk et al. (2004). This unresolved split-
ting contributes to the overall line width we calculate for every
H13CO+ line. However, despite this unresolved splitting, the line
profiles of H13CO+ were found to be narrower than those of H13CN
across the intensity maps providing further support to the idea of
the ion line narrowing effect due to the presence of magnetic fields.
4.2 Significance of the magnetic field in the two sources
It is possible to compare the magnetic energy with the gravita-
tional and kinetic energies when the full strength of the magnetic
field is measured in a source. In this study, we only measure the
plane-of-the-sky component of the field, so we apply the less pre-
cise approach of estimating the full field strength using statistical
expectation values of |B| = (4/π)Bpos and |B|2 = (3/2)B2pos for
any random orientation of the B-field (Crutcher et al. 1999). Of
course, these are only probable values and do not necessarily ap-
ply to an individual core but since our calculations are accurate
within a factor of a few, and given the uncertainties in the derived
size and mass of these sources, we can nevertheless perform an
approximate energy comparison in the observed sources. Table 3
summarizes the estimates for the ratio of mass to the magnetic
flux M/B = 1.0 × 10−20N (H2)/|B| cm2 μG, in units of the crit-
ical value (M/B )crit ≈ 0.12/
√
G (Mouschovias & Spitzer 1976;
Crutcher et al. 1999), which is a measure of the relative importance
of gravitational to magnetic energy. The ratio of the magnetic to
kinetic energies is also calculated for each source as (Stahler &
Palla 2005)
M
T 

|B|2 R3
3Mσ 2
, (5)
where the cores are assumed to be spherical with M the mass, R the
size and σ the observed one-dimensional velocity dispersion (taken
from Csengeri et al. 2011). We calculated M and N(H2) using the
number densities from Motte et al. (2007) and taking R 
 10 arcsec
as inferred from our Figs 1 and 2. The results in Table 3 imply
that both sources are magnetically supercritical (M/B > 1), i.e.
gravitationally unstable, and there is an equipartition of the kinetic
and magnetic energies in CygX-N03 while the magnetic energy
dominates the kinetic energy in CygX-N53. Given the different
fragmentation properties of the two cores (Csengeri et al. 2011), it
is possible that magnetic fields play a more important role in the
fragmentation of CygX-N53 compared to CygX-N03. Our mag-
netic field measurements alone are consistent with the findings of
Csengeri et al. (2011) and Bontemps et al. (2010) in that CygX-N53
exhibits a higher core fragmentation efficiency than CygX-N03 as
we measure a stronger field in the former source.
Although our sources are known to have similar masses (Motte
et al. 2007), CygX-N03 exhibits a smaller turbulent ambipolar
Table 3. Comparison of the mag-
netic energy to kinetic and gravita-
tional energies.
Source M/B M/T
(cm2 µG)
CygX-N03 3.8 0.9
CygX-N53 1.6 10.1
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diffusion length-scale and a weaker Bpos strength compared to
CygX-N53. As a further study, the line-of-sight component of the
magnetic field in these sources can be obtained through Zeeman
observations to clarify whether it is the difference in the orienta-
tion of the field or in the total strength of the magnetic field that
sets the distinction in the observed cores. Currently, Zeeman mea-
surements on CN (J = 1 → 0) in the aforementioned sources are
underway, and the forthcoming results will be published in a future
paper.
4.3 Combining single-dish and interferometry data
The extended molecular emission is spatially filtered out in the
interferometry observations; therefore, the larger scale turbulence is
missing from the line profiles. Since we are looking for the location
of minimum turbulence, i.e. the spectra with the narrowest line
widths, this flux filtering, in principle, should not hurt our analysis.
Moreover, referring to fig. 3 of Li & Houde (2008), it can be noted
that the measured velocity dispersion at any scale is the integral of
the power spectrum from the beam scale to the diffusion scale in the
k space. It follows that if interferometry observations would only
filter out the large-scale components of the turbulent spectrum, then
one would naively expect that line widths confined to the unfiltered
portion of the spectrum would be unaffected whether or not single-
dish observations were included.
But the large-scale flux filtering also implies a reduction of the
depth into the cloud that is probed by the observations. Interferomet-
ric observations to which single-dish data are added should therefore
be expected to yield larger line widths for a given spatial scale (i.e.
beam size), which would manifest themselves, for example, through
an increased value for parameter b in equation (1). In other words,
single-dish observations will probe more turbulent substructures
deeper in the gas probed by the telescope beam than correspond-
ing interferometric measurements (Falceta-Gonc¸alves et al. 2010);
this also implies that the two types of measurements will not probe
exactly the same volume of gas (and medium).
On the one hand, if the nature of the turbulence is unchanged
with depth in the gas, then we would expect that it preserves its
logarithmic index n when single-dish data are added. Since this
implies that the shape of the turbulent spectrum is preserved, then
the a and b parameters would be scaled up by the same factor, as
they both result from integrations of the turbulent power spectrum
(Li & Houde 2008). We would then find that the ambipolar diffusion
scale LAD would also remain unchanged (see equation 1), while
the estimate for the magnetic field strength in equation (4) would
increase with the square-root of the factor by which a and b are
scaled-up (through VAD in equation 1).
On the other hand, the picture is not so clear when the nature
of turbulence changes with depth in the cloud. Although we expect
both a and b to be larger, it cannot generally be assumed that they
will increase with the same factor. It is, however, safe to surmise that
both the logarithmic slope n and the ambipolar diffusion scale LAD
will vary and observationally reveal values intermediate to those
that would be measured with interferometric and single-dish data
independently.
We tested the above arguments using H13CO+ maps of com-
bined single-dish and interferometric data of Csengeri et al. (2011)
and we found that for both sources the line widths increase sig-
nificantly, as expected. In the case of CygX-N03, we found that
b = 0.19 km2 s−2 arcsec−n (compared to 0.09 km2 s−2 arcsec−n for
interferometry data alone) and n = 0.54 (basically unchanged from
n = 0.52). These results are therefore in line with the discussion
above when the nature of turbulence is unchanged with depth in
the cloud. It also implies from equation (4) that the magnetic field
strength resulting from the inclusion of single-dish data would in-
crease by a factor of
√
0.19/0.09 = 1.45; this is not an unreason-
able change in view of the general expectation that magnetic field
strengths increase with density.
Interestingly for CygX-N53, it is b that is almost unchanged with
the inclusion of single-dish data (0.25 km2 s−2 arcsec−n instead of
0.24 km2 s−2 arcsec−n), while the logarithmic slope n varies signifi-
cantly from the previous value of 0.52 to 0.30. It is therefore apparent
that for this source turbulence exhibits different characteristics with
depth in the cloud. Unfortunately, the lack of single-dish data for
H13CN does not allow us to determine a corresponding value for a
and we therefore cannot estimate the ambipolar diffusion scale or
the magnetic field strength in this case.
4.4 Consistency with related works
It is interesting to note that current anisotropic magnetohydrody-
namic (MHD) turbulence models (Goldreich & Sridhar 1995; Cho,
Lazarian & Vishniac 2002; Cho & Lazarian 2003; Kowal & Lazarian
2010) all predict longer correlation length-scales along the magnetic
field than across it. Additionally, Heyer et al. (2008) investigated ve-
locity anisotropy induced by MHD turbulence in the Taurus molec-
ular cloud using computational simulations and molecular line ob-
servations. Indeed, they measured a velocity anisotropy aligned
within ∼10◦ of the mean magnetic field orientation obtained from
optical polarization measurements. It is expected that (ambipolar)
diffusion length-scales would follow a similar pattern as they are
also related to the width of correlation functions. Assuming the
physical conditions in the two sources to be the same, our mea-
surements of a shorter dissipation scale in CygX-N03 might then
be another indication that its magnetic field tends to align itself
closer to the line of sight than that of CygX-N53 (for a given field
strength).
Recent MHD simulations using the heavy-ion approximation (Li,
McKee & Klein 2006) performed at different Reynolds numbers by
Li et al. (2012) find that their numerical simulations for the ion
turbulent spectrum do not fall off as steeply as assumed by Li &
Houde (2008). However, even if that were the case, we expect that
our determination of the turbulent ambipolar dissipation scale us-
ing the model of Li & Houde (2008) will still be a characteristic
length-scale representative of the spectral dissipation range. As a
result, future interferometry observations at higher resolutions will
be crucial in probing subarcsecond scales, which will in turn en-
able us to investigate the behaviour of the ion and neutral velocity
dispersion spectra at the decoupling length-scales.
The coexistence of HCO+ and HCN (not including their isotopo-
logues) was recently investigated for different spatial scales and core
central densities using chemical and dynamical models of evolving
pre-stellar molecular cloud cores including non-equilibrium chem-
istry and magnetic fields (Tassis, Hezareh & Willacy 2012). It was
shown that the abundances of the two species were indeed well
correlated on large scales (1 pc) but the correlation was weaker
for subparsec scales. Additionally, Tassis et al. (2012) predicted
new ion–neutral pairs that are good candidates for such observa-
tions because they reveal similar evolutionary trends and are ap-
proximately co-spatial in their models. These candidate pairs in-
clude HCO+/NO, HCO+/CO and NO+/NO. Further observations
are needed to test these chemical models and will especially help
investigate the nitrogen-driven chemistry in the ISM.
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4.5 Limitations
In this section, we note the limitations of this study in certain star-
forming regions, in particular, dense cores in which the selected ion
and neutral species do not show a sign of coexistence. This can occur
in sources with significant depletion of CO and its isotopologues,
as a result of which species such as HCO+ and H13CO+ will trace
the envelopes while HCN and H13CN stay close to the inner (colder
and denser) part of the cores.
Moreover, star-forming regions are usually associated with
molecular outflows that are revealed with far-infrared observations.
Outflows leave their signature as high-velocity wings on spectral
line profiles. In the context of ambipolar diffusion, the effect of
outflows on the relative line widths of the observed ion and neutral
spectra has been discussed in some of the early papers on the sub-
ject (e.g. Houde et al. 2001, 2002, 2004). While HCN often traces
outflows preferentially over HCO+ (e.g. Walker-Smith et al. 2013),
there also exists examples where the line profiles of both species
appear to be equally affected (see, for example, the case of NGC
2071 in Houde et al. 2001). Although we cannot be completely
certain of this, given the spectra presented in our Fig. 6, we believe
it is reasonable to assume that outflows do not play an important
role in explaining the differences in line widths. Perhaps, the best
indication for this assertion is our result that the turbulent power
spectra for both molecular species can be modelled with the same
values for b and n. Such results would be unlikely if that were not
the case.
We also note that observations of 12CO(2 → 1) with the PdBI in
both CygX-N03 and CygX-N53 reveal bipolar molecular outflows
(Duarte-Cabral et al. 2013), which were not seen with H13CN and
H13CO+ (J = 1 → 0). Since the outflow signature in our interfer-
ometry data set was inconspicuous, we did not apply any correction
for its effect.
5 SU M M A RY
We analysed interferometric maps of H13CN (J = 1 → 0) and
H13CO+ (J = 1 → 0) in CygX-N03 and CygX-N53, two dense
cores in the Cygnus-X star-forming region, as a further test for
the turbulent energy dissipation model of Li & Houde (2008).
A constant difference between the ion and neutral velocity dis-
persion spectra is observed in both sources (Figs 4 and 5), and the
turbulent ambipolar diffusion scale and plane-of-the-sky magnetic
field strengths are calculated. Although the magnetic field strengths
are uncertain up to an order of magnitude, we can still address the
issue of additional support for these MDCs, previously raised by
Bontemps et al. (2010). We conclude that magnetic fields and tur-
bulent motions are equally important in the fragmentation of CygX-
N03, while the higher core fragmentation efficiency in CygX-N53
previously measured by Bontemps et al. (2010) is consistent with
a stronger magnetic field dominating the turbulent motions in this
core.
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