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Résumé – k-means est un algorithme célèbre pour le clustering de données, mais ses performances se dégradent sur des données
de grandes dimensions. Nous proposons des décompositions tensorielles parcimonieuses pour réduire la dimension des données avant
d’appliquer k-means. Nous illustrons notre méthode sur des mesures de connectivité fonctionnelle d’EEG de crises épileptiques.
Abstract – k-means is famous to cluster a dataset, however it is known to perform badly on high dimensional data. To apply it
on EEG functional connectivity measures, as function of the time and for different seizures of a same patient, we develop a new
sparse tensorial decomposition to reduce the dimensions of the data before applying k-means.
1 Introduction
Contexte et objectif : L’épilepsie est l’un des troubles
neurologiques les plus fréquents dans la population mon-
diale. Environ 40 % des patients sont résistants aux mé-
dicaments et une opération chirurgicale pour extraire la
région épileptogène peut être réalisée. Pour localiser cette
zone et comprendre l’évolution de l’épilepsie, les praticiens
utilisent souvent des enregistrements d’électroencéphalo-
graphie intracrânienne (SEEG) [4]. Le patient reste environ
une semaine à l’hôpital avec des électrodes implantées afin
d’enregistrer plusieurs crises d’épilepsie. Les étapes de la
crise se distinguent par des évolutions similaires des si-
gnaux SEEG enregistrés en différentes zones du cerveau.
Pour quantifier ces similitudes, on calcule les connectivi-
tés fonctionnelles (FC) au cours du temps entre toutes
les paires de signaux. Rappelons que des mesures de FC
classiques sont la cohérence spectrale ou la Phase Locking
Value [7]. L’analyse des FC est une tâche complexe et coû-
teuse, une expérience classique comprenant en moyenne
100 électrodes, soient ≈ 5000 FC à analyser. L’objectif ici
est d’aider à regrouper les différentes connectivités fonc-
tionnelles, en identifiant lesquelles ont des comportements
communs au cours du temps et se répétant à chaque crise.
Démarche proposée : Partant des séries temporelles
d’une ou plusieurs crises, nous calculons les FC par Phase
Locking Value. Cela conduit à des données sous forme
d’un tenseur d’ordre 3 noté X ∈ RL×T×S , où L désigne le
nombre de FC, T le nombre de pas de temps par crise et S
le nombre de crises. La figure 1 montre les 6 FC calculées
entre 4 signaux simulés. Pour regrouper les FC, on utilise
l’algorithme k-means [1], où la FC d’indice l a comme
attribut Xl:: (matrice correspondant à l’indice l dans le
tenseur X ). Cependant, on sait que les performances de
cet algorithme se dégradent sur des données de grandes
dimensions, ici T × S. Il est alors préférable de réduire
au préalable X à une matrice F ∈ RL×K de K facteurs
représentatifs des FC à travers le temps et les crises. k-
means est alors appliqué sur F plutôt que sur X . La figure
1 illustre le passage du tenseur X à une matrice de facteurs
réduits (ici K = 2). Pour ce faire, la technique de réduc-
tion dimensionnelle la plus connue est la décomposition
en valeurs singulières (SVD) [8], qui peut s’étendre aux
tenseurs d’ordre supérieur [12]. Néanmoins, le regroupe-
ment des FC sur la base des facteurs extraits, s’interprète
plus facilement sur une décomposition parcimonieuse [6].
Notre principale contribution ici, est de proposer une SVD
d’ordre supérieure parcimonieuse.
Après un rappel des notations, la section 2 décrit la SVD
et ses extensions, puis introduit la SVD d’ordre supérieure
parcimonieuse proposée. En section 3, nous évaluons les
performances de la méthode sur un modèle, puis nous
l’appliquons à des données réelles.
Notations : Valeur, vecteur, matrice et tenseur sont res-
pectivement notés x, x, X et X . Les colonnes (resp. les
lignes) d’une matrice X sont notées x:t (resp. xl:). Une
tranche d’un tenseur, e.g. la crise s de X , est notée X::s.
|| . ||F est la norme de Frobenius, et || . ||1 la norme `1.
Enfin, X(L) = [X::1, ...,X::S ] ∈ RL×TS est la représen-
tation matricielle de X selon le mode FC (de même pour
X(T ) ∈ RT×LS et X(S) ∈ RS×LT selon les deux autres
modes) [2].
Figure 1 – Gauche : 4 signaux SEEG simulés (une crise).
Centre : Tenseur X : FC calculées entre les 6 paires de signaux
(PLV). Droite : Réduction du tenseur en une matrice F ∈ RL×2.
2 Méthodes
2.1 Méthode de regroupement des FC
La méthode consiste tout d’abord à obtenir F, une réduc-
tion dimensionnelle de X selon K facteurs pertinents. On
applique ensuite k-means aux lignes de F pour identifier N







|| fl: − θn: ||2F (1)
La FC d’indice l est affectée au groupe n si le centroïde le
plus proche au sens de la norme de Frobenius, est θn:.
Nous décrivons maintenant, différents types de réduc-
tions dimensionnelles pour obtenir F. Notons, qu’il est pos-
sible de traiter directement X , en appliquant k-means sur
sa représentation matricielle FDirect = X(L) = [X::1, ...,X::S ],
correspondant à la concaténation de toutes les crises.
2.2 Réductions dimensionnelles par SVD
SVD : Appliquée à X(L), la SVD donne X(L) = UΛZt,
avec U ∈ RL×L, Z ∈ RTS×TS matrices unitaires et Λ ∈
RL×TS une matrice diagonale positive telle que, si L ≤ TS,
λ11 ≥ λll ≥ λLL. La meilleure approximation de rang faible
selon la norme de Frobenius de X(L) est U(K)Λ(K)Z(K)t
avec U(K) = U:[1,...,K], Z(K) = Z:[1,...,K] ainsi que Λ(K) =
U(K)tXZ(K). La matrice X(L) est alors réduite en une
matrice FSV D = U(K)Σ(K). Le résultat optimal de k-
means sur FSV D est une bonne approximation du résultat
optimal sur X(L) [3]. FSV D étant de faible dimension, il
est facile de répéter k-means pour s’assurer d’atteindre le
résultat optimal.
SVD parcimonieuse : Le calcul des matrices U ∈ RL×K
et Z ∈ RTS×K cherche ici, à satisfaire un compromis entre
approximation de rang faible et parcimonie. Les colonnes
de U et Z ne sont plus orthogonales et il n’est donc plus
pertinent d’utiliser une matrice diagonale Λ(K). Les co-
lonnes de U et de Z sont renormalisées de telle sorte que
|| z:k ||2F= 1 ∀k ∈ 1, ...,K. La version parcimonieuse de la
SVD (notée sSVD) minimise alors le critère :
argmin
U,Z
|| X(L) −UZt ||2F +γ1 || U ||1 +γ2 || Z ||1 (2)
La réduction est ici obtenue en prenant FsSV D = U. On
peut voir (2) comme l’apprentissage d’un dictionnaire Z,
où la parcimonie est imposée sur le dictionnaire et sur les
coefficients. Pour résoudre ce problème, nous utilisons la
bibliothèque SPAMS sur matlab [5].
SVD d’ordre supérieur : Les données étant naturelle-
ment sous la forme d’un tenseur X , il peut être préférable
d’utiliser une version d’ordre supérieur de la SVD plutôt
que de concaténer les crises. Il s’agit alors de trouver trois
matrices U ∈ RL×L, V ∈ RT×T et W ∈ RS×S unitaires
et solutions de :
argmin
U,V,W
|| X(L) −UG(L)(V⊗W)t ||2F (3)
où G(L) ∈ RL×TS est une matrice dense (contrairement au
cas diagonal de la SVD) et ⊗ symbolise le produit de Kro-
necker. L’algorithme HOSVD [2] permet de résoudre le pro-
blème d’optimisation (3). Pour trouver les matrices réduites
U(KL) ∈ RL×KL , V(KT ) ∈ RT×KT et W(KS) ∈ RS×KS
minimisant (3) (avec G(L) ∈ RKL×KTKS ), l’algorithme
HOOI [12] permet d’approcher une solution optimale.
2.3 Nouvelles réductions proposées
HOOI modifiée (mHOOI) : On suppose que pour un
même patient, la dynamique des FCs est similaire d’une
crise à l’autre. Nous proposons alors de fixer KS = 1
pour ne retenir que les activations communes à toutes les
crises. Par commodité, on fixe KL = KT = K. De plus,
nous proposons ici, de simplifier l’algorithme HOOI, en
alternant à chaque itération i les deux étapes suivantes : (A)





calcule pour cela les K premières composantes singulières
de X(L)(W
(1)
i ⊗ I) (I ∈ RT×T est la matrice identité) ; (B)




i+1 en calculant le





Nous avons observé empiriquement, une convergence vers
la solution optimale plus rapide avec notre algorithme (si
le calcul des SVD ne dégénère pas [11]), qu’avec HOOI.
L’algorithme 1 détaille le calcul de FmHOOI issu de la
réduction mHOOI proposée.
HOOI modifiée parcimonieuse (smHOOI) : Nous
proposons également une version parcimonieuse de mHOOI,
en remplaçant dans l’étape (A), le calcul de la SVD par
la SVD parcimonieuse (2). La matrice Ui+1 n’étant pas
forcément orthogonale, on procède à sa décomposition QR
et seuls les K premiers vecteurs colonnes de Q sont retenus.
On procède de même pour Vi+1 et on note qr(Vi+1,K)
cette opération. L’algorithme 2 présente le calcul de FsmHOOI
obtenu avec cette nouvelle réduction smHOOI. Bien que
nous n’ayons pas de preuve de convergence, les résultats
empiriques sont encourageants (voir section 3).
Algorithm 1 Estimation de FmHOOI
Require: X , K, tolérance angulaire ε > 0, et imax.
i = 0
W(1)0 = left−1−SV D(X(3))





i+1 ] = K−SV D(X(S)(W
(1)
i ⊗ I))





i = i+ 1
end while
FmHOOI = U(K)i Λi
Algorithm 2 Estimation de FsmHOOI
Require: X , K, γ1, γ2, tolérance angulaire ε > 0, et imax.
i = 0
W(1)0 = left−1−SV D(X(3))
while i < imax or acos(< W(1)i ,W
(1)
i−1 >)>ε do
(A). Ui+1, Vi+1 minimisent (2) selon X(S)(W(1)i ⊗ I).
A = qr(Ui+1,K), B = qr(Vi+1,K)
(B). W(1)i+1 = left−1−SV D(X(L)(A⊗B))
i = i+ 1
end while
FsmHOOI = U(K)i
3 Evaluation et application
3.1 Evaluation sur un modèle
Modèle : Afin d’évaluer et de comparer nos différentes
méthodes de réduction, nous proposons un modèle simple
de la dynamiques caractéristiques des FC d’une crise épi-
leptique. Dans la matrice X ∈ RL×T obtenue, xlt = 0.75
si la FC l ∈ {1, , L} est active au temps t ∈ {1, . . . , T}, et
xlt = 0.25 si elle est inactive. Toutes les FC d’un même
groupe n ∈ 1, ..., N s’activent sur la même période de
temps Tn. A ce comportement déterministe, nous rajou-
tons trois sources d’aléa : (i) les durées d’activation Tn
sont uniformément distribuées entre 1 et TN (la variable
α = {0, 1} permet de choisir le mode certain ou aléatoire) ;
(ii) chaque FC active d’un groupe donné a une probabilité
β d’être remplacée par une autre FC choisie aléatoirement ;
(iii), on rajoute aux coefficients xlt un bruit blanc gaussien
de puissance σ2 (SNR=σ−2). Enfin, S réalisations i.i.d.
avec le même jeu de paramètres b = [α, β, σ], simulent les
crises et forment le tenseur X ∈ RL×T×S . La figure 2a
montre une réalisation de X(L) correspondant à 4 crises
simulées.
Expériences et résultats : On compare la méthode ap-
pliquée directement au tenseur, i.e. sur FDirect = X(L), à
ses différentes réductions FSV D, FsSV D, FmHOOI , FsmHOOI
et aux crises moyennée FMean =
∑S
s=1 X::s (les hyperpa-
ramètres ε = 10−3, γ1 = 0.1 et γ2 = 4 sont optimisés
empiriquement). Pour les réductions, K varie de 1 à 4 et
on ne retient que la valeur de K offrant le meilleure regrou-
pement. L’algorithme k-means++ [1] est stoppé au bout
de 1000 itérations et relancé sur 120 réalisations de F. Le
nombre de groupes est fixé à N = 4. Le score ARI (Adjus-
ted Rand Index) [10] calculé entre chaque regroupement
obtenu et la vérité-terrain, vaut 1 si les deux regroupements
sont identiques, et 0 s’ils ne se correspondent pas plus qu’un
groupement aléatoire. La fig. 2b présente la moyenne et
l’écart type des scores ARI pour chaque méthode appliquée
à 120 réalisations. On considère 6 combinaisons possibles
du jeu de paramètres d’aléas b. On observe que les mé-
thodes avec réduction dimensionnelle ont de meilleures
performances que les méthodes standards. Les méthodes
tensorielles ont de meilleures performances que leurs ho-
mologues matriciels, de même que les méthodes parcimo-
nieuses surpassent globalement les méthodes classiques.
Enfin, smHOOI se distingue systématiquement, surtout
pour des SNR faibles.
3.2 Application à des données réelles
Données : On considère des données SEEG réelles d’un
patient souffrant d’épilepsie focale. Les électrodes utilisées
sont réparties sur des tiges implantées en profondeur dans
le cerveau. L’activité du cerveau est enregistrée via 5 à 10
électrodes par tige. L’espace entre deux électrodes consé-
cutives est de 3.5 mm. Sur une durée d’enregistrement de
15 jours, 4 crises ont été sélectionnées. Chaque crise est
délimitée en temps par une fenêtre de 100 secondes centrée
sur le début de la crise. Le signal est échantillonné à 256
Hz. Sur les 108 contacts, nous en choisissons 33 équitable-
ment répartis pour éviter les corrélations spatiales trop
fortes. La mesure de connectivité fonctionnelle utilisée est
la PLV [7]. Une PLV forte entre deux signaux signifie que
leurs phases sont similaires. Les 528 FC (correspondant
à chaque paire d’électrodes) ont été calculées par pas de
1 seconde sur une fenêtre rectangulaire glissante de 4 se-
condes. Après élimination des points soumis aux effets de
bord, les données peuvent être représentées par un tenseur
X ∈ R528×96×4.
Application : A partir du tenseur X , on obtient la ma-
trice FsmHOOI (algorithme 2), où les paramètres, K = 4,
γ1 = 1, γ2 = 1 et ε = 10−3 sont fixés empiriquement. La
figure 3 (haut) montre les profils d’activation des com-
posantes de FsmHOOI (correspondant à la matrice V(K)
issue de l’algorithme 2). On observe 4 périodes d’activation
que l’on peut aisément associer aux périodes d’avant, de
début, de propagation et de fin de crise. Aucun facteur
n’est actif autour de 50 secondes, ce qui pourrait corres-
pondre au découplage fonctionnel du début de crise [9],
une courte période où les activités SEEG en différentes
zones du cerveau sont subitement décorrélées. On applique
k-means sur FsmHOOI afin d’identifier les 5 groupes de FC
correspondants (N = 5). Comme FsmHOOI est une ma-
trice orthogonale et parcimonieuse, on retient les 4 groupes
de plus petites tailles, que l’on associe à chacune des 4 pé-
riodes d’activation ; le 5ème groupe correspondant aux FC
non synchronisées. La fig. 3 (bas) matérialise les positions
des 33 électrodes projetées sur le plan transverse (selon le
(a)
(b)
Figure 2 – (a) - Réalisation du modèle avec 4 crises simulées
pour b = [1, 0.2, 0.05], (b) ARI scores de chaque méthode pour
6 modèles associés à des vecteurs bruits bi différents
repaire de Tailarach). Une FC est représentée par un lien
entre les deux électrodes en phase. Chacun des 4 groupes
de FC apparaît alors comme un graphe variant dans le
temps : avant et en début de crise, l’activité est localisée
dans le demi-plan y < 0 (hémisphère gauche du cerveau),
puis s’étend aux y > 0 (hémisphère droit du cerveau). Les
graphes obtenus sont en accord avec les résultats cliniques,
le foyer du début de crise se trouvant proche des graphes
"Avant crise" et "Début Crise". La propagation des crises
dans l’hémisphère droit du cerveau est bien représentée
par les graphes "Propagation" et "Fin de crise".
Conclusion : La méthode smHOOI proposée est une alter-
native intéressante pour la réduction de données tensorielles
de grandes dimensions. Appliquée en pré-traitement des
données brutes, elle permet d’améliorer significativement
les performances de clustering de k-means. Appliquée à
des données réelles de SEEG enregistrés pendant une crise
épileptique, notre méthode nous a permis d’identifier les 4
groupes d’activation de FC correspondant aux 4 périodes
de temps significatives de l’évolution de la crise. Dans les
perspectives immédiates de ce travail, nous envisageons
d’automatiser le choix des hyperparamètres pour une ana-
lyse plus systématique et plus exhaustive des performances
comparées. Cela nous permettra ensuite d’analyser plus
rigoureusement la dynamique des connectivités fonction-
nelles sur un jeu de données cliniques plus riche.
Figure 3 – (haut) - Profil d’activation de smHOOI (variable
V de l’algorithme 2), (bas) Groupes de liens correspondant aux
4 périodes d’activations des crises du patient considéré
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