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Cortical layer 5 excitatory neurons are characterized by long apical dendrites receiving inputs 
from multiple long-range cortical and subcortical connections. In vitro and in vivo recordings 
have shown that the dendrites of layer 5 pyramidal neurons support both distance-
dependent filtering and local dendritic non linearities, including NMDA, calcium and sodium-
mediated spikes. Additionally, the coincident occurrence of back-propagating action 
potentials and tuft depolarization was shown to generate widespread calcium transients in 
the apical tuft dendrites which leads to bursts of action potentials in the soma. In the primary 
visual cortex (V1), layer 5 pyramidal neurons display selective responses to physical features 
of visual stimuli, such as the orientation and direction of movement. In addition, layer 5 
neurons activity is gain modulated by locomotion both in darkness and during visual 
stimulation. This gain modulation was shown to be mediated through a recurrent VIP-SST 
cortical circuit which was suggested to produce a net disinhibition of the apical tuft dendrites 
of pyramidal neurons. So far however, the dendritic activity underlying gain modulation of 
layer 5 pyramidal neurons during locomotion remains unexplored. Additionally, the extent 
to which dendritic activity is compartmentalised from the activity in other sibling branches 
and from the activity in the soma is a matter of debate. In vitro studies suggest that apical 
tuft branches should be highly compartmentalised, however in vivo studies have returned 
controversial results about the extent of somato-dendritic coupling. 
To address these questions, I sparsely labelled layer 5 neurons of the primary visual cortex 
with a genetically-encoded calcium indicator (GCaMP6). I used multiplane, two-photon 
calcium imaging to monitor the activity in different apical tuft branches and different 
compartments of the neuron (soma, trunk and tuft) semi-simultaneously. I acquired data in 
head-fixed mice freely running on a cylindrical treadmill both in darkness and during the 
presentation of drifting gratings. Finally, I performed offline morphological reconstructions 
of the neurons imaged, in order to extract anatomical information about the neurons and 
dendrites I imaged. 
These results showed that the apical tuft dendrites increase their activity in response to 
visual stimulation and locomotion. However, I found that the activity of different sibling 
branches belonging to one neuron had highly correlated activity. Branch-specific events were 
rare, small, and independent of visual stimulation and locomotion. This high correlation 
persisted not only between different apical tuft branches, but also between different 
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compartments of the neurons showing that dendritic calcium activity is systematically 
coincident with global events spreading throughout the entire neuron. Neither locomotion 
nor visual stimulation altered this high coupling between somatic and dendritic activity. 
However, the results showed that activity levels between soma and the apical tuft were 
asymmetric. While almost all dendritic events were detected in the soma, up to 40% of 
somatic events could not be detected in the apical tuft dendrites, suggesting that somatic 
signals attenuated from the soma to the apical tuft. Throughout all compartments, smaller 
events were more likely to decay below the detection threshold, suggesting that signals 
attenuated in a distance and amplitude-dependent manner from the soma to the apical tuft.  
These results provide important insights about the mechanisms of dendritic integration of 
individual layer 5 neurons in the visual cortex. They suggest that the entire neuron behaves 
as a single computational unit rather than many independent ones and suggest that activity 
in the compartments is largely driven by somatic action potentials regardless of the animal’s 
behavioural state. Nonetheless, the extent to which these findings apply to other neuronal 
types, other cortical areas and different behavioural and perceptual states will have to be 








The neocortex is the part of the mammalian brain involved in the processing of sensory and 
higher-order brain functions including sensory perception, attention and memory. Neurons 
are the building block of this part of the brain, the most abundant type of which are known 
as pyramidal neurons. These neurons communicate with each other by exchanging 
electrochemical messages which are received on cable-like structures called dendrites. These 
structures receive the inputs from other neurons, and they broadcast them to the main part 
of the neuron called the soma; depending on the strength of these inputs and their 
integration, the neuron will then generate electrical signals called action potentials to 
transfer this information to other neurons. Dendritic computation is the technical term to 
indicate the process by which these inputs are combined with each other within dendrites 
and then transferred to the soma. Electrical currents can sum, subtract, multiply and divide 
one another according to the spatial and temporal profile of the over 10,000 incoming inputs 
each neuron receives from neighbouring neurons. Understanding the mechanism behind this 
computation, is important to understand how the brain implements the complex tasks it is 
required to perform.  
Extensive work performed in brain slices for the last 30 years has shown that dendrites are 
not just passive cables whose role is to simply deliver the information to the soma: these 
neuronal processes can do some computation themselves. For example, they can amplify 
some inputs while shutting down others. However, to what extent and in which conditions 
dendrites act as independent computational units in the intact brain remains unclear. To 
investigate this, I recorded the activity of the soma and the dendrites of pyramidal neurons 
in primary visual cortex during different sensory (visual stimulation and darkness) and 
behavioural (stationary and locomoting) conditions. Activity was recorded using a 
fluorescent calcium indicator. Whenever a neuron is active, calcium enters the neurons and 
binds to the indicator which increases its fluorescence in return. Using 2-photon microscopy, 
an advanced microscopy technique optimised to image the intact brain in behaving animals, 
I compared how the activity of soma and multiple dendrites relate to each other, and 
whether different perceptual or behavioural states could alter this relationship in the mouse 
visual cortex.  
These results demonstrate that in a given pyramidal neuron, the activity of the soma and all 
its dendrites is highly correlated. This suggests that the entire neuron processes information 
as a single unit, rather than multiple independent ones. In addition, these results show that 
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activity in the dendrites is dominated by somatic activity. This suggests that the inputs that 
a neuron receives on its dendrites produce an output in the soma that is then back-
propagating to the dendrites. In this process, the signals attenuate from the soma to the 
dendrites in a distance and amplitude-dependent manner. These results show that the 
information exchange between soma and dendrites is unaltered by different behavioural and 
perceptual states, suggesting that is a basic mechanism which is implemented independently 
of the specific perceptual or behavioural state of the animal. Altogether, these results 
suggest that signal processing in individual neurons requires a bidirectional interaction 
between the somatic and dendritic activity, the extent of which was previously unclear. 
Further studies will have to investigate the biophysical machinery that allows neurons to flow 
information back and forth between the soma and its dendrites and to understand what this 
mechanism is useful for. Insights might come from the field of machine learning. The idea is 
that when a machine performs a task, the difference between the target and the actual 
performance is calculated and utilised as an input to improve the algorithms in future trials. 
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‘It’s not what you look at that matters, it’s what you see’ 
Henry David Thoreau 
1.1 Studying vision  
 
Understanding how the brain gives rise to the experience of sight is an important question 
that has intrigued neuroscientists for over a century. The importance of understanding visual 
perception stems from the fact that many mammals rely on vision to perform several 
behaviours fundamental for survival, such as prey hunting, predator detection, danger 
avoidance, navigation and partner selection. Until recently, most of the studies assessing 
vision were performed on animal models such as cats and macaques. These animal models 
are particularly appealing to study vision as they have high visual acuity and their central 
visual pathways, share many of the characteristics reported in humans (Briggs, 2017). Over 
the last decade however, the mouse has been the most common animal model used to 
investigate neuronal correlates of visual processing. Owing to the advent of both genetic and 
recording tools, the mouse has emerged as an important animal model to study vision and 
its underlying neuronal circuits. These tools provide the opportunity not only to record but 
also to manipulate the activity of individual cells of the neural circuits, allowing 
experimenters to causally link the anatomical organisation of these circuits to specific brain 
functions. The exponential increase of studies on the mouse visual system has led to an 
unprecedented amount of information about this system. So much so, that one could argued 
that we now know more about the mouse visual system than any other sensory system, in 
any species, including humans (Luo, Callaway and Svoboda, 2008, 2018). 
 
1.1.1 Vision in mice 
 
Compared to other mammalian species including humans, mice have a low visual acuity. 
Visual acuity is generally defined as the ability to discriminate between patterns at 
increasingly smaller distances, is measured in cycles per degree (how many cycles of a grating 
can you distinguish per one degree of visual field) and has been shown to positively correlate 
with the size of the eye in mammals (Veilleux and Kirk, 2014). Compared to other mammalian 
species, mice have rather small eyes and as such, low visual acuity. They can distinguish 
gratings at a maximum of 0.04 cycles per degree (cpd), cats at 0.9 and non-human primates, 
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such as the Haplorini primates that have the highest visual acuity in the animal kingdom can 
go up to 4.2 cpd (Van Hooser, 2007). Compared to humans, mice have the equivalent of 
10/1000 vision, which means that they can see at 10 meters distance, what a normally 
sighted human can see at 1000 meters (Huberman and Niell, 2011).  
Additionally, mice are mainly nocturnal. This raises questions about the validity of using this 
model to study vision at all, since the composition of their retina is functionally different from 
ours. Like humans, mice have both rods and cones but rods, which mainly operate in low-
light conditions, vastly outnumber the cones (Jeon, Strettoi and Masland, 1998). Mice cones 
are specialised to distinguish only between green and blue light, but not between green and 
red (Szél and Röhlich, 1992). Interestingly, the spatial distribution of these two types of 
photoreceptors is not uniform across the retina. This means that the ability to distinguish 
colours as well as contrast sensitivity is not uniform across the visual field (Szél and Röhlich, 
1992). 
The mouse visual system is two orders of magnitude smaller than the one in cats or primates 
both in absolute and relative terms calculated as the ratio between brain and body size 
(Laramée and Boire, 2015). It is generally accepted as a clear trend in mammalian brain 
evolution that the size of the brain correlates with the number of functionally distinct cortical 
areas. The parcellation theory proposed by Ebbesson (1980) suggests that increasing in brain 
size, correlates to an increase in the number of cortical areas, leading to more specialised 
and less globally-connected brain areas (Ebbesson, 1980). It is suggested that evolutionarily, 
the specialisation of functionally distinct brain areas is advantageous to minimize connection 
lengths (and the metabolic cost associated with intracellular trafficking of nutrients and 
proteins in longer processes) and maximise connection speed (Krubitzer and Huffman, 2000). 
However, lesser specialisation in mice than in other mammalian species, raises concerns 
about the interpretation of classical lesions or inactivation studies aiming to map brain areas 
to specific functions. Neurons in the primary visual cortex (V1), respond selectively to visual 
stimuli oriented at different angles (Hubel and Wiesel, 1959) and as such, they have been 
referred to as orientation selective neurons (discussed in details in section 1.1.4) (Figure 1.1). 
One example of different specialisation in the mouse visual cortex is the salt-and-pepper 
organisation of orientation selective neurons in mouse V1, as opposed to a more modular 
arrangement of orientation selective neurons  in the cats and primate’s visual cortex which 
is arranged in orientation selective columns (Laramée and Boire (2015) but also see (Fahey 





Figure 1.1: Orientation selective neuron.  
The response of a single neuron in cat V1, to visual stimuli oriented at different angles. This 
neuron preferentially responded to stimuli oriented horizontally and responded with less 
spikes to visual stimuli oriented at different angles. The width of the tuning curve represents 











Figure 1.2: The parcellation hypothesis and the organisation of orientation selective neurons 
in the primary visual cortex of mouse and cats.  
A) The parcellation hypothesis: In early evolutionary stages, neurons that process different 
stimuli are intermingled. With subsequent evolutionary stages and an increase in brain size, 
neurons that process similar features of a sensory stimulus segregate together both 
anatomically and functionally. Their segregation becomes increasingly clear as brain size 
increases resulting in functionally homogeneous areas. Intermediate areas can be regarded 
as hubs that connect two functionally separated areas. B) Neurons in V1, respond to visual 
stimuli oriented at different angles (Hubel and Wiesel, 1959). In the mouse primary visual 
cortex, neurons that respond to different orientations of visual stimuli are intermixed in a 
salt-and-pepper fashion. On the other hand, in the cat primary visual cortex, neurons that 
respond to different orientations are segregated into anatomically distinct areas (columnar 
organisation). This organisation is hypothesised to be a direct consequence of parcellation, 






Despite differences between mice and humans’ visual cortex, mouse models have several 
advantages when it comes to understand neuronal circuitry. In addition to  low maintenance 
costs, faster gestation times and ethical advantages, the most common answer as to why 
mice have been used as animal models in neuroscience research is their readily modifiable 
genetics (Luo, Callaway and Svoboda, 2008, 2018). This is very important as genetic 
manipulations allows experimenters to investigate the structure and function of genetically-
defined cell types and causally link neuron types to different aspects of visual perception and 
behaviour. An additional, and more subtle reason is that having small sizes, mice allow 
experimenters to gather data over larger functional areas, which is advantageous to 
understand how the brain integrate information from multiple sensory-motor modalities 
(Kim et al., 2016; Hillman et al., 2018). Finally, mice are simpler and safer to work with, 
compared to cats or monkeys. Despite these advantages, it is fundamental to understand 
what the mouse visual system can compute and what are the limitations of generalising 
these findings to other species. What do mice use vision for? Do they perform visually-driven 
behaviours?  
Characterizing visually-driven behaviours in mice then allows the investigation of the 
neuronal substrate required to perform these tasks.  
Mice perform at least three, ethologically relevant, visually-guided behaviours:  
(1) Predator aversion. In the wild, mice are often predated by aerial species such as hawks 
and owls. As other senses like smell or audition can be rather ineffective at detecting these 
predators, mice require vision to detect their predators and avoid predation. Neuroscientists 
can replicate in laboratory settings the visual-stimulus associated with a looming predator, 
by using an expanding dark stimulus shown in a screen placed on top of an arena. In response 
to the stimuli, mice respond by freezing when the arena is closed, and sheltering when the 
arena is endowed with covers (Yilmaz and Meister, 2013). Additionally, the expanding dark 
stimulus triggers fear-associated behaviours when the looming stimulus is presented above, 
but not when it is presented below (Yilmaz and Meister, 2013). While looming, which mimics 
predator approaching triggers fleeing responses, sweeping, which mimics a more distal 
threat, triggers freezing. The interpretation of these results relies on the idea that freezing 
may be more advantageous to avoid detection by a distal predator, while fleeing may be a 
more advantageous escaping response to a looming predator (De Franceschi et al., 2016).  
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(2) Predation. Mice also use visually-guided strategies to predate on smaller insects and 
smaller reptilian and amphibian species. The northern grasshopper mouse relies on hunting 
as its sole mean of feeding (Langley, 1989). Laboratory mice that are fed with small insects 
use vision for spotting long-distance preys, as well as to stalking and approaching behaviour 
(Hoy et al., 2016).  
(3) Depth perception. For most animals, falling from great heights can have hazardous 
consequences and as such, they must be able to perceive and estimate depths. Interestingly, 
depth fear is suggested to be an innate behaviour in humans and can be already observed in 
6 months old infants (Gibson and Walk, 1960). The visual cliff test, originally created to test 
depth fear in humans, and subsequently adapted for mice, exploits a high -contrast 
checkboard and clear acrylic glass to create the illusion of a cliff/danger side and a swallow 
safer place. When mice are placed onto this platform, they tend to stay closer to the shallow 
side. This choice must be visually-guided as no other senses can be exploited in this 
behavioural paradigm. Indeed, mice that have retinal degeneracies fail to show this cautious 
behaviour (Fox, 1965).  
Altogether, these results demonstrate how vision, despite the low visual acuity compared to 
other mammalian species, is ethologically relevant for survival in mice. With the advantage 
of genetic tools, mice are a powerful model to understand how specific circuits in the visual 
brain, can generate visual perception and drive adaptive behaviour. 
 
1.1.2 Ocular dominance in the mouse visual system 
 
In the mouse, eyes are positioned laterally and therefore, each eye largely view a portion of 
the visual field that is inaccessible to the other eye (referred as: The monocular visual field). 
However, both eyes sample the central 40 degrees of the visual field enabling the mouse to 
have depth perception, which crucially depends on stereopsis (Hübener, 2003) (Figure 1.2A, 
referred as: The binocular visual field). In carnivores and primates with frontal eyes, the eye 
has a well-defined line of decussation, meaning that each retinal ganglion cell (RGC) will 
project ipsilaterally or contralaterally according to its retinotopic location in the eye 
(Seabrook et al., 2017). In the mouse however this wiring is rather different. First, there is no 
well-defined line of decussation. Additionally, the small proportion of RGCs that project 
ipsilaterally (less than 5%), is interspersed with contralaterally-projecting RGCs in the dorsal-
lateral part of the retina (Dräger and Olsen, 1980). Differences in the arrangement of ocular 
maps, persist throughout the visual system (Seabrook et al., 2017).  
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In cats and primates, RGCs project to anatomically segregated zones in the dorsolateral 
Geniculate Nucleus of the thalamus (dLGN). In mice this segregation of incoming RGC 
terminals synaptic inputs is not observed neither in in the dLGN nor in the Superior Colliculus 
(SC). Despite a recent study demonstrating that mouse dLGN contains an overrepresentation 
of neurons that respond to inputs coming from both eyes (Howarth, Walmsley and Brown, 
2014), previous results demonstrate how the majority of dLGN neurons respond to inputs 
coming from one eye only, and not from both (Grubb and Thompson, 2003). The functional 
implications of this anatomical segregation in the dLGN, or lack of thereof, is yet to be clearly 
understood. 
In the SC, ipsilateral inputs are anatomically segregated into the rostro-medial part of the 
deep SC layers and there is evidence that indicate that the synaptic maturation of RGCs 
incoming axons changes as a function of laterality (Dräger and Olsen, 1980; Godement, 
Salaün and Imbert, 1984). These results imply that the monocular and binocular regions of 
the SC process different information, and that these areas undergo different maturation 
processes. 
In V1, ocular segregation also differs in mouse compared to primates and cats. Indeed, in 
both these species, inputs coming from the ipsi and contralateral eyes segregate into distinct 
anatomical areas. While in cats this separation is patched, in primates, the separation is 
striped (Hubel and Wiesel, 1963, 1969). These patterns are particularly visible in the cortical 
layer 4, the primary input layer for thalamic afferences in V1 (Douglas and Martin, 2004). On 
the other hand, mice do not show neither patched not striped arrangements of their visual 
cortex, but they segregate into two distinct anatomical parts of V1. The medial part of V1 
receives monocular inputs that only arrive from the contralateral eye, while the more lateral 
part of V1, receives binocular inputs which consist in a mixture of ipsi and contralateral inputs 
(Dräger, 1975) (Figure 1.2A).  
These results suggest that processing spatial information about the visual field in semi-
parallel circuits is an evolutionary conserved strategy. 
 
1.1.3 Retinotopic organization of mouse visual system  
 
Visual perception relies on the processing of information about the location of a visual 
stimulus into the visual space and about the features of this visual stimulus (e.g. orientation, 
motion, direction of movement, colours). The first level where the visual field is mapped, is 
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the retina (Niell, 2015). In the retina, neighbouring photoreceptors detect light from 
neighbouring points in the visual field. This topographic mapping of the visual scene is 
maintained in every area of the primary visual system (retina, superior colliculus, thalamus 
and cortex), meaning that neighbouring neurons in these brain areas would respond to 
neighbouring points in the visual field (Niell, 2015; Allen et al., 2016; Drager and Hubel, 2017) 
(Figure 1.2B, C). Indeed, the existence of a full retinotopic mapping has been adopted as a 
criterion to define functionally separated brain areas (Seabrook et al., 2017). How a given 
portion of the visual field is represented in specific brain structures depends on two main 
factors: (1) the spatial distribution of the incoming axons (retinotopically mapped 
themselves), and (2) the spatial extent to which dendrites in the recipient area sample these 
axons. This means that despite retinotopy is maintained at every node of the visual pathway, 
uneven spatial arrangements of incoming axons or recipient dendrites can lead to 
enlargements, shrinkages and anisotropies of the visual space. With the criterion that a visual 
cortical area is defined by a discrete mapping of retinotopic space, as many as 11 visual 
cortical areas have been characterized (Wang and Burkhalter, 2007; Garrett et al., 2014). 
These results demonstrate how the structure of visual space is maintained at the anatomical 
level throughout the mouse visual system. Understanding the contingencies behind this 
structured organisation is key to understand how the brain extract and processes different 












Figure 1.2: Ocular dominance and retinotopic mapping in mouse visual system.  
A) Schemata showing the representation of the visual field in the mouse visual system. The 
left and right visual field of the mouse are coloured in red and green respectively. The portion 
of the visual field in front of the animal is the binocular part of the visual field and is seen by 
the temporal area of both eyes. Axons from this area project to eye-specific regions in the 
ipsilateral LGN while all the other axons project to the contralateral LGN crossing pathways 
at the optic chiasm. In the primary visual cortex, binocular vision is processed in the most 
lateral part. Numbers in the visual field and in the cortex show which area of V1 processes 
information about which area of the visual field. B,C) Schemata of the mouse visual hemi-
field divided into 21 adjacent positions. Colour-coded map of the retinotopic organisation of 
the left primary visual cortex. The colour scheme matches the one depicted in the left panel. 
Abbreviations: a, anterior; p, posterior; m, medial; l, lateral. The scale bar represents 2mm. 
Figure is adapted from Hübener (2003) 
 
1.1.4 On/Off receptive fields and the emergence of orientation and direction 
selectivity 
 
In two articles published in 1959 and 1962, Hubel and Wiesel demonstrated for the first time 
that neurons in the visual cortex were responding to specific features of a visual stimulus. 
Three fundamental functional properties emerged from the response profile of cortical 
neurons in V1: (1) Selectivity for stimuli oriented at a specific angle (orientation selectivity), 
(2) A distinction between simple and complex responses in different neurons, and (3) for 
simple cells, the existence of a spatial receptive field consisting of roughly aligned ON and 
OFF receptive fields (Hubel and Wiesel, 1959, 1962)(Figure 1.3). Twenty years later, Drager 
(1975), demonstrated that many of the functional responses observed in the primary visual 
cortex of cats and monkeys were conserved in the primary visual cortex of mice. Using 
electrophysiological recordings during the presentation of visual stimuli, Drager was able to 
demonstrate that the receptive fields of the mouse primary visual cortex were organised in 
a topographic manner (Dräger, 1975). Subsequent studies demonstrated the existence of 
simple, complex, and orientation selective neurons in mouse V1 (Niell, 2015) (Figure 1.3).   
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Orientation selectivity has long been thought to be originated in the primary visual cortex. 
Hubel and Wiesel (1962) proposed that orientation selectivity was emerging because 
individual neurons in V1, would receive inputs from linearly aligned ON-centre neurons from 
the dLGN (Figure 1.3B).  Despite this hypothesis is still widely accepted, more recent work 
suggests that difference in the tuning of inhibitory inputs also contributes to determine 
orientation selectivity (Li et al., 2015). However, recent results suggest that at least in mice, 
this might not always be the case, and that cortical selectivity in V1 might simply be inherited 
from the neurons in the dLGN (Sun et al., 2016). OS dLGN neurons constitute up to 40% in 
the mouse dLGN (Zhao et al., 2013). These types of neurons are especially abundant in the 
dorsolateral shell of the dLGN (Marshel et al., 2012; Piscopo et al., 2013; Scholl et al., 2013; 
Zhao et al., 2013). On the other hand, it was noticed that projections from dLGN neurons 
cannot be the only mechanisms underlying the high proportion of OS neurons in V1. Indeed 
OS neurons in dLGN are still a minority and they tend to target V1 superficial layers only, 
suggesting that they may represent a parallel thalamocortical pathway in addition to the one 
primarily targeting layer 4 (Cruz-Martín et al., 2014). Additionally, the response properties of 
V1 OS neurons are different from the response properties of OS dLGN neurons. Indeed, 
cortical neurons have elongated receptive fields and a linear response to gratings, on the 
other hand, OS dLGN neurons have circular and overlapping On and Off regions, and they 
mainly respond nonlinearly to gratings (Niell and Stryker, 2008; Bonin et al., 2011). Finally, 
orientation selectivity in V1 is higher than orientation selectivity in the dLGN (Scholl et al., 
2013) 
While spatially aligned ON/OFF cells give rise to orientation selective neurons, spatially 
aligned orientation selective neurons can give rise to complex cells and direction selective 
(DS) neurons (Figure 1.3C). Both complex and DS of neurons respond selectively to elongated 
bars moving within a 2-D area, however DS neurons are selective to movements in one 
direction only (Carandini, 2006). So far, two different models have been proposed to explain 
how direction selectivity arises in the mouse visual cortex (Hillier et al., 2017; Lien and 
Scanziani, 2018). In the first model, direction selectivity arises from the spatial and temporal 
anisotropies of excitatory and inhibitory neurons, while in the second model, direction 
selectivity is simply inherited from direction selective retinal ganglion cells and transmitted 
down to the cortex (Zhao et al., 2013; Hillier et al., 2017; Lien and Scanziani, 2018).  
Altogether these results highlight how the neural circuits involved in visual perception are 
wired to extract information about spatial and other features (orientation and movement 






Figure 1.3: Hubel and Wiesel hierarchical model for simple and complex cells from on-off 
receptive fields to complex cells.  
A) Schematic representation of ON and OFF-centre neuronal responses. ON-centre neurons 
are excited by a spot of light of a specific size and become hyperpolarised as the spot 
increases in size. OFF-centre neurons are excited by a dark spot in the middle of their 
receptive field and they become hyperpolarised as the dark spot increases in size. B) A simple 
cell is a neuron that responds to a bar of light oriented at a specific angle. Simple cells have 
an off surrounding that also hyperpolarizes the neuron if the spot of light expands or moves. 
The response of simple cells is thought to be generated by the inputs of several on-centre 
neurons aligned with each other at a specific angle. C) Similar to a simple cell, a complex cell 
also responds to oriented gratings or edges, however, differently from a simple cell, it has a 
degree of spatial invariance. This means that complex cells respond to angled stimuli within 
a larger field of view, regardless of the stimulus exact location or direction of movement. Just 
like the response of simple cells is generated by spatially aligned on-off centre neurons, 
complex cell response is thought to be generated by spatially aligned simple cells. Figure 




1.1.5 The effects of arousal and locomotion on visual responses 
 
Recent technological advances that allowed experimenters to study neuronal correlates of 
visual perception in behaving animals have revealed that cortical responses to visual stimuli 
are more than just feature extraction, as it was previously thought. These studies suggest 
that visual processing not only depends on the features of the stimulus itself, but also on 
several other parameters such as animal’s behavioural (e.g. locomoting vs stationary) and 
internal state (aroused vs quiet). Additionally, the response to the same visual stimulus can 
be modified in an experience-dependent manner according to the contingencies associated 
with that stimulus in the past (e.g. aversive vs reward-associated) (Pakan, Francioni and 
Rochefort, 2018).  
The impact of locomotion on visual processing in V1 has been studied by monitoring the 
speed of head-fixed mice that were free to run on cylindrical treadmill or spherical balls. 
Arousal has been quantified either by recording Local field potentials (LFPs) or by monitoring 
pupil dilation (Vinck et al., 2015). Both arousal and locomotion have been associated with an 
increase in the activity of V1 neurons, both during darkness, and during the presentation of 
visual stimuli (Niell and Stryker, 2010; Polack, Friedman and Golshani, 2013; Fu et al., 2014; 
Pakan et al., 2016). Overall the effects of arousal and locomotion on neuronal responses in 
the primary visual cortex are rather similar, to the point that locomotion is often assumed to 
be a proxy of arousal (Erisken et al., 2014). Despite both arousal and locomotion maintain 
intact the basic properties of V1 excitatory neurons, such as spatial frequency and the 
neuron’s orientation preference, arousal but not locomotion increases the response 
magnitude at the preferred orientation, more than at non-preferred angles sharpening the 
selectivity of individual neurons. This orientation-specific gain leads to the sharpening of 
orientation tuning (Vinck et al., 2015). On the other hand, locomotion was shown to inhibit 
surround suppression leading to increased spatial summation (Ayaz et al., 2013; Erisken et 
al., 2014). These effects have the net effect of increasing the reliability and robustness of 
neural coding in V1 (Dadarlat and Stryker, 2017). It was indeed shown that decoders used to 
infer the identity of the visual stimulus, based on neuronal activity perform better during 
locomotion compared to stationary. However, the mechanisms by which locomotion 
increased stimulus discriminability were layer-dependent. Indeed, while in layer 2/3 
increased stimulus discriminability was due to an increase in firing rates, in layer 5 this was 
13 
 
mainly due to a decrease in noise correlation between different neurons (Dadarlat and 
Stryker, 2017). 
The effects of locomotion have been demonstrated to be dependent on neuromodulatory 
inputs (Polack, Friedman and Golshani, 2013; Fu et al., 2014). Both noradrenergic and 
cholinergic inputs to V1 have been involved in the gain responses of excitatory neurons in 
V1. Noradrenergic inputs are involved in maintaining a tonic level of membrane 
depolarisation of layer 2/3 neurons during locomotion, which facilitates the generation of 
action potentials (Polack, Friedman and Golshani, 2013). On the other hand, cholinergic 
inputs from the basal forebrain have been shown to increase their responsiveness during 
locomotion and both direct and indirect optogenetics activation of the cholinergic pathway 
was sufficient to recapitulate the effects of locomotion in V1 neurons, while the animal was 
stationary (Polack, Friedman and Golshani, 2013; Fu et al., 2014).  
Visual flow and locomotion are intrinsically bound to one another. Indeed, movement is 
intrinsically associated with changes in the visual scene we perceive. This association is learnt 
since birth, and it is very reliable. Indeed, very rarely the movements of our body do not 
correspond with a visual flow coherent with our movements. When this happens, people 
usually feel vertigo and loss of balance as in the notable case of the spinning tube illusion. 
This happens because the brain receives conflicting information from the internal sense 
generated by the body  and from the external senses. Using virtual reality, recent studies 
have explored how the brain integrates information coming from body movements and 
visual information coming from the outside world (Harvey et al., 2009; Keller, Bonhoeffer 
and Hübener, 2012; Saleem et al., 2013). Virtual reality is particularly suitable to study these 
interactions as it allows the experimenter to decouple the virtual world from the animals’ 
body movement, while recording neuronal activity (Harvey et al., 2009; Saleem et al., 2013; 
Pakan et al., 2018). Using this approach, Keller’s group found that a subpopulation of V1 
neurons in layer 2/3 responds selectively to mismatches between the visual flow and the 
animal’s movements (Keller, Bonhoeffer and Hübener, 2012; Zmarz and Keller, 2016). 
Interestingly, these neurons responded to mismatches in a specific portion of the visual field, 
suggesting that mismatches are topographically matched to the visual space and that 
neurons possess receptive fields for mismatch signals too (Zmarz and Keller, 2016). These 
signals have been shown to be driven by axonal boutons derived from the A24b area, a 
subdivision of the ACC and an adjacent part of M2, that send predictive signals to V1 in a 
topographically organized manner (Leinweber et al., 2017). Mismatch responses are shaped 
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by experience during development. Indeed, mismatch responses were absent in animals that 
never experienced sensorimotor coupling (Attinger, Wang and Keller, 2017).  
Altogether these results demonstrate how the response of individual neurons to the same 
visual stimulus can be altered by the behavioural and by the internal state of an animal.  
 
1.1.6 Learning and the emergence of predictive coding in V1 
 
In addition to study neuronal responses to visual stimuli during different behavioural states, 
using imaging techniques, it is now possible to track the activity of many neurons over the 
course of several days, while the animal learns a task. The aim is to understand whether and 
how, experience affects the processing of visual information (Dylda, Pakan and Rochefort, 
2019).  
Several studies have shown how repetitive exposure to the same visual stimulus is associated 
with changes in the cortical representation of that stimulus. Using LFP recordings in layer 4, 
it was shown that passive and repetitive exposure to a stimulus, potentiates the neuronal 
response to that stimulus (Frenkel et al., 2006; Cooke and Bear, 2015). A second study 
confirmed that passive exposure to a visual stimulus could increase layer 2/3 responses to 
that stimulus, however, the potentiation level correlated with the amount of locomotion 
during the presentation of the repetitive stimulus. This effect saturated after an hour 
(Kaneko, Fu and Stryker, 2017). In contrast, an additional study demonstrated that the 
number of visually-responsive neurons in V1 decreased across days in response to repetitive, 
passive exposure to the same stimulus (Makino and Komiyama, 2015). The apparent 
discordance of these results could be attributed both to different experimental designs and 
to the lack of standardisation of analysis used for these studies (Pakan, Francioni and 
Rochefort, 2018). In addition to technical reasons, discrepancies can be explained by the 
results found in an additional study suggesting that cortical responses are the synthesis of 
activity of two distinct neuronal populations: a strongly responsive, more stable population 
and a weakly-responsive plastic population (Ranson, 2017). These results suggest that 
attenuation and potentiation are not two mutually exclusive phenomena but rather they are 
complementary within a circuit and population-dependent.  
While it is yet not fully elucidated how passive and repetitive exposure to a visual stimulus 
changes the neuronal response to that stimulus over time and what mechanisms mediate 
these changes, there is more consensus emerging from studies using a visual task that 
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require an active engagement of the animal. Several independent studies demonstrate how 
the visual cortex enhances the representation of relevant stimuli (e.g. reward-associated) 
and how with time, cortical neurons become responsive to the contingencies of a specific 
stimulus, as opposed to the features of the stimulus itself (see reviews: Keller and Mrsic-
Flogel, 2018; Pakan, Francioni and Rochefort, 2018). To motivate the animals to perform a 
task, the animal is generally deprived of either food or water which is then delivered during 
performance. Alternatively, a specific stimulus is paired to a second aversive stimulus that 
motivates the animal to actively avoid the aversive stimulus (Guo et al., 2014). In rats V1, 
neurons in the deep layers of the cortex were shown to become responsive to reward timing. 
These neurons underwent either a sustained increase or decrease in activity which lasted 
according to the time interval between the presentation of a visual stimulus and the delivery 
of its associated reward (Shuler and Bear, 2006; Gavornik and Bear, 2014). Subsequent 
studies confirmed this effect and showed that the acquisition, but not the expression of this 
type of activity depends on cholinergic inputs arriving in V1 from the basal forebrain (Liu et 
al., 2015). Using a stimulus discrimination task, another group has demonstrated that V1 
neurons become better at discriminating a rewarded stimulus compared to a non-rewarded 
one. At the single cell level, neuronal responses became more reliable increasing 
discriminability, while at the population level, a higher proportion of neurons become 
selective to the rewarded task (Poort et al., 2015). Similarly, using classical conditioning, it 
was shown that learning an orientation discrimination task, correlated with better neural 
discriminability, increased orientation tuning and contrast sensitivity (Jurjut et al., 2017). 
Interestingly, neuronal changes manifested before any detectable behavioural change (Jurjut 
et al., 2017). Using an active-avoidance task in which a specific visual stimulus was associated 
with a mild tail shock, it was shown that the response of layer 2/3 neurons ramps up in 
response to the stimulus after learning, but not in response to the same stimulus during 
passive viewing, before learning and during anaesthesia (Makino and Komiyama, 2015). This 
effect was suggested to be mediated through a predictive signal arriving from the 
retrosplenial cortex. In the same study, bottom up inputs, thought to represent a lower 
dimensional, purely sensory-driven signal coming from the thalamus and broadcasted 
through layer 4 neurons in the cortex, were shown to remain invariant during learning 
(Makino and Komiyama, 2015). An additional study demonstrated that the presentation of 
sustained stimuli leads to an adaptation of neuronal activity in V1 when the stimulus wasn’t 
relevant for solving a visual task (Keller et al., 2017).  Finally, it was shown that responses to 
a given stimulus differed if this stimulus was encountered at different spatial locations. 
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Responses to the stimulus were modified by experience and became predictive about the 
expected delivery of a reward as well as to an expected reward location, even in the absence 
of visual stimulation (Fiser et al., 2016; Pakan et al., 2018) suggesting that visual responses 




Figure 1.5: Non-visual variables encoded by V1 neurons.  
A) Neurons in V1 are gain modulated during locomotion (orange trace). Neuronal tuning is 
not altered during locomotion. B) After the animal learns the association between a visual 
stimulus and a reward, V1 predicts the timing of reward delivery. This is mediated by either 
an increase or a decrease in activity after the onset of a visual stimulus associated with a 
reward. Some neurons peak at the expected reward time (Shuler and Bear, 2006). C) 
Schematic of V1 responses during the learning of a visually guided task. Example of a go/no-
go task with two oriented gratings one of which is rewarded. Single neurons’ response to the 
two presented stimuli show that neuronal discriminability between the rewarded (orange) 
and nonrewarded (grey) stimuli increases with task learning. On the population level (bottom 
panel), a higher proportion of neurons in V1 show increased selectivity to task-relevant 
gratings after learning (purple) (Poort et al., 2015).  D) Top panel, Traces show how neuronal 
responses start to be predictive of visual cues, before (black) and after (orange) repeated 
exposure to the same sequence. Lower panel, On the population level, when the stimulus is 
present there is an evoked response to the stimulus (black trace). When the stimulus is un-
expectantly omitted (orange trace), there is a large and delayed increase in activity. A 
subpopulation of neurons responds selectively to these omission events, and not to the 
initially expected stimulus (Fiser et al., 2016). E) Left panel, as the animal learns to associate 
a reward to a visual stimulus at a specific spatial location, most V1 neurons show task-related 
activity. If the visual stimulus is removed, V1 neurons respond to an expected reward 
location. In a gain-modulated corridor, in the absence of visual stimulation, neurons respond 
to the expected reward based on the physical distance from the reward. However, once the 
visual clue is re-introduced in the gain-modulated corridor, neuronal responses of layer 2/3 
neurons relies on visual rather than spatial information (Pakan et al., 2018). Figure is adapted 
from Pakan, Francioni and Rochefort (2018) and Pakan et al., (2018).  
 
1.1.7 Concluding remarks 
 
It is now established that neurons in the visual cortex not only process information about the 
visual features of the world, but also integrate non-visual features including: experience, 
context and behavioural state-dependent variables. Since the response properties of 
neurons in the visual cortex emerge from the specific connectivity between neurons, 
understanding how functional properties emerge at the single-cell and circuit levels, requires 
the investigation of the wiring patterns that endow neural circuits with their complex 
computational properties. As such, cortical circuitry will be the focus of the next section.  
 
1.2 Canonical circuits in the mouse cortex 
 
Cortical processing is the result of the complex interplay between several different types of 
neurons. These types broadly separate into excitatory and inhibitory neurons. However, 
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neuronal subtypes are also distinguished based on their projection patterns, physiological, 
morphological, functional and molecular properties. While there is no consensus about how 
many types of neurons exist, or even about the features that are most relevant to 
characterise neurons functionally, it is clear, that there is a wide heterogeneity in cortical 
neuronal types (Gouwens et al., 2019).  
Broadly speaking, cortical excitatory neurons are referred to as principal cells, communicate 
through glutamatergic neurotransmitters and propagate excitatory signals within and 
between different brain areas. On the other hand, inhibitory neurons are often referred to 
as interneurons, communicate mainly locally via the inhibitory neurotransmitter GABA and 
are involved in gating signal flow and finely tune the responses of excitatory neurons.  
Despite the diversity of neuronal types, cortical motifs seem to be maintained invariant 
across different cortical areas and species, suggesting that understanding the algorithms 
implemented by these wiring motifs, is key to understand how cortical circuits process 
information (Harris and Shepherd, 2015) .   
 
1.2.1 Excitatory classes of cortical neurons  
 
Neocortical excitatory neurons compose approximately 80% of the total of cortical neurons. 
These neurons have been distinguished into three subclasses based on their axonal 
projection patterns (Harris and Shepherd, 2015) (Figure 1.6).  
(1) Intratelencephalic neurons (IT neurons). IT neurons make synaptic connections with 
targets in the telencephalic structures including the neocortex, the striatum, the amygdala 
and the claustrum.  Interestingly these neurons are the only type of principal neurons that 
send projections to the contralateral hemisphere of the brain. IT neurons are found in 
cortical layer 2 to 6. However, IT neurons in layer 4 constitute a functionally diverse class 
compared to IT neurons in all the other layers (Harris and Shepherd, 2015).  
(2) Pyramidal tract (PT) neurons. Specifically found in layer 5B (Harris and Shepherd, 2015), 
PT neurons send projections to many different brain regions including the ipsilateral cortex, 
the striatum and the thalamus. However, they are the only subclass of excitatory neurons to 
target sub-cerebral areas such as the brainstem, the midbrain and the spinal cord (Harris and 
Shepherd, 2015; Ramaswamy and Markram, 2015). The properties of these neurons have 
been well characterised both in vitro and in vivo (Ramaswamy and Markram, 2015). Due to 
their characteristic wide apical tuft, the dendrites of PT neurons span and receive synaptic 
inputs from neurons in all the layers of the cortex. Interestingly, these neurons make very 
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few synapses locally and are mainly implicated in the broadcasting of signals to other areas. 
As such, they are often defined as the integrators of the cortical column: they process 
information from the entire cortical depth and send out the final computation without 
directly affecting the computation locally (Morishima, 2006; Brown and Hestrin, 2009; 
Kiritani et al., 2012). Compared to other cell types, PT neurons have relatively depolarised 
resting membrane potentials, non-adapting spike trains, narrow spikes and a strong 
expression of hyperpolarisation-activated cation (HCN) channels (Sheets et al., 2011; 
Shepherd, 2013; Suter, Migliore and Shepherd, 2013). Altogether, these properties endow 
PT neurons with the highest firing rates in vivo among excitatory neurons (Beloozerova et al., 
2003; De Kock et al., 2007; De Kock and Sakmann, 2008). Dense coding expressed by these 
neurons may provide a computational advantage to broadcast cortical output through a 
relatively small number of long-projecting axons (Harris and Mrsic-Flogel, 2013). 
Additionally, PT neurons have distinct neuromodulatory properties suggesting that they may 
be particularly suitable to broadcast to other target areas, changes in the internal state of 
the animal (Dembrow and Johnston, 2014). 
(3) Corticothalamic (CT) neurons. CT neurons are only found in layer 6 and they primarily 
project to the ipsilateral thalamus. Because of their deep cortical localisation, relatively little 
is known about this neuron type. CT neurons receive little excitatory inputs from thalamic 
and local inputs, but they are strongly innervated by high-order cortical areas (Thomson, 
2010; Feldmeyer, 2012; Vélez-Fort et al., 2014). Primarily, these neurons activate thalamic 
postsynaptic neurons through the activation of metabotropic receptors. As such, these 
neurons were classified as modulators rather than drivers (Swadlow, 1994; Guillery and 
Sherman, 2002). Intracortical CT axons, tend to target neurons in the deep layers, 
predominantly in layer 5 and 4. In V1, they indirectly inhibit all the other cortical layers 
through a disynanptic circuit mediated by Parvalbumin (PV)+ interneurons (Olsen et al., 
2012; Bortone, Olsen and Scanziani, 2014). While the functional role of these neurons is not 
well understood, some evidence suggest that by inhibiting the entire column, CT neurons 
may play a role in modulating gain responses to sensory inputs (Olsen et al., 2012). 
 
1.2.2 Thalamic inputs to the cortex  
 
In addition to their projection targets IT, PT and CT neurons differ in the type of excitatory 
inputs they receive from different thalamic relay nuclei. The thalamus sends inputs to the 
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cortex in mainly two different streams (Jones, 2001; Clascá, Rubio-Garrido and Jabaudon, 
2012):  
(1) The core thalamus, composed of primary relay nuclei, sends topographically-organised 
information to the cortex that mainly convey sensory and motor information. Most of its 
connections reach all different types of cortical excitatory neurons. Core thalamus 
predominantly reaches the cortex on IT neurons in layer 4; however, it also targets other IT 
neurons in layer 3, 5 and 6, PT neurons in layer 5B and CT neurons in layer 6  (Harris and 
Shepherd, 2015). Interestingly, connected pairs of layer 4 neurons share a higher proportion 
of thalamocortical afferents compared to non-connected pairs (Morgenstern, Bourg and 
Petreanu, 2016). Core thalamus is considered a lower order part of the thalamus as it 
receives most of its afferent from the retina, even though it also receives feedback 
projections from the cortex (Clascá, Rubio-Garrido and Jabaudon, 2012).  
(2) The Matrix Thalamus.  It is composed of higher order thalamic areas that receive their 
excitatory inputs from corticothalamic axons, but it is not innervated by retinal axons. It 
predominantly projects onto layer 1 and layer 5 of the cortex, targeting preferentially IT 
neurons. Differently from the core thalamus, the matrix thalamus completely avoids layer 4. 
The information that the matrix thalamus conveys to the cortex is poorly understood, 
however matrix thalamus can be further subdivided into two different subclasses depending 
on whether it targets a single cortical area, or it projects more broadly (Clascá, Rubio-Garrido 
and Jabaudon, 2012; Harris and Shepherd, 2015).  
 
1.2.3 Cortical connectivity  
 
Even though each class of neurons receives strong extrinsic inputs, once it reaches the cortex, 
the flow of information travels mainly in a directional manner. This is because IT, PT and CT 
neurons in different layers are connected to each other asymmetrically. Layer 4 neurons 
project strongly to layer 2/3 neurons and to layer 5. However, they receive very little 
excitation from these neurons in return . Indeed, their main sources of excitation comes from 
other local layer 4 neurons and from core thalamic inputs. As such, layer 4 neurons are 
thought to be mainly involved in sensory processing (Feldmeyer, 2012; Makino and 
Komiyama, 2015). In contrast to mainly unidirectional projection pattern of layer 4 IT 
neurons, all the other IT neurons in different layers target each other reciprocally. Once the 
signal reaches layer 2/3 from layer 4, functional evidence suggests that IT neurons in layer 
2/3 send projections onto each other, dense projections to both IT and PT in layer 5, weak 
21 
 
projections to layer 6 and avoid sending projections back to layer 4. (Douglas and Martin, 
2004; Petreanu et al., 2007; Thomson, 2007; Adesnik and Scanziani, 2010). Interestingly, the 
circuit architecture of the layer 2/3 to layer 5 motif seems to be highly conserved not only 
between different cortical areas, but among many different species, suggesting that this is a 
conserved cortical circuits motif (Douglas and Martin, 2004; Harris and Shepherd, 2015). In 
addition to excitatory inputs from layer 4, layer 2/3 neurons also receive a dense excitatory 
drive from layer 5. Due to their hyperpolarised membrane potential in vivo, layer 2/3 neurons 
fire sparsely (Lefort et al., 2009). Under a theoretical point of view, sparse coding is 
instrumental to drive plastic changes and indeed, layer 2/3 neurons possess denser spine 
clusters compared to layer 5 neurons (Tjia et al., 2017), and were shown to be the more 
plastic compared to other layers (Feldman and Brecht, 2005; Tjia et al., 2017). Layer 5 is 
populated by two rather different population of neurons. IT neurons have thin dendrites that 
are less arborized compared to PT neurons. They are smaller than PT neurons and in vivo, 
they fire less (Chagnac‐Amitai, Luhmann and Prince, 1990; Schwindt and Crill, 1999; Jacob et 
al., 2012). PT and IT neurons wire with each other asymmetrically. While IT target both 
themselves and PT neurons, PT neurons almost exclusively target themselves directly, but 
even more strongly, they inhibit each other through a disynaptic circuit mediated by 
Martinotti cells (Harris and Shepherd, 2015; Ramaswamy and Markram, 2015). Interestingly, 
a recent study found that layer 5 neurons receive stronger cortico-cortical afferent from the 






Figure 1.6: Subtypes and connectivity of excitatory neurons in the neocortex.  
Upper panel, Neuron types defined by their layer and afferent, efferent projections. Three 
types of layer 4 neurons exist: pyramidal, star pyramidal and stellate. The other IT neurons 
are classified based on the cortical layer they occupy. PT neurons occupy layer 5B and they 
are characterised by a thick and widespread apical tuft, extending in layer 1. Layer 5B is 
defined by the presence of this neuron type. CT neuron occupy mainly layer 6. They possess 
an apical dendrite which spans up to the layer 4-to-layer 3 border. Lower panel, L4 IT neurons 
project mostly unidirectionally to other IT neurons in the other layers (primarily layer 2/3). 
Layer 4 recipient neurons project mostly unidirectionally to PT neurons in layer 5. Each 
class receives different and partly overlapping extrinsic inputs, but information flows in a 
directional manner due to the asymmetry in connectivity between different neuronal 
types (arrow width indicates the weight of the connection). All classes connect to other 
members of the same class (not shown). The relationship between CT and IT neurons is 





1.2.4 Inhibitory circuits 
 
Despite composing only 20% of the total number of neurons, inhibitory neurons are an 
extremely heterogeneous class. These neurons can be divided into several different classes 
based on anatomical, electrophysiological and molecular attributes; Inhibitory interneurons 
have been implicated in several cortical functions: gain control, feature selectivity, plasticity, 
temporal precision, bursts regulation, synchrony and generation of cortical rhythms, 
plasticity and in preventing cortical excitation runaway (Fino, Packer and Yuste, 2012). It is 
therefore no surprise that the dysfunction of different classes of inhibitory neurons have 
been implicated in several diseases including epilepsy, schizophrenia, anxiety and autism 
(Lewis, Hashimoto and Volk, 2005; Marín, 2012; Goldberg and Coulter, 2013).  
Recent studies have highlighted that almost all cortical inhibitory neurons can be 
distinguished in three non-overlapping populations, based on their molecular identity. 
Parvalbumin (PV+), Somatostatin (SST+) and ionotropic serotonin receptor (5HT3aR+) – 
positive populations (Rudy et al., 2011). Despite several studies aim at understanding the 
cortical functions of these three populations of neurons in vivo, it should be stressed that it 
is not fully clear to what extent the molecular properties of these neurons are a valid 
determinant to understand the functions of these neurons since these molecular markers 
are not necessarily involved in shaping the functional features of neurons (Tremblay, Lee and 
Rudy, 2016). Additionally, all these populations can be further subdivided into several 
subclasses (Gouwens et al., 2019). The cortical functions of these neurons were studied by 
genetically targeting them with genetically-encoded probes to both record and manipulate 
their activity.  
PV+ neurons. This group accounts for approximately 50% of all interneurons and includes 
two main subclasses of interneurons: Fast-spiking (FS) basket cells that target the soma and 
the perisomatic dendrites, and axo-axonic neurons that target the axon initial segment and 
are known as chandelier cells. They are abundant in layer 4 and (Xu, Roby and Callaway, 
2010) and have a set of molecular and physiological features that allow them to spike fast, 
reliably and strongly (Pouille, 2001; Howard, Tamas and Soltesz, 2005; Rossignol et al., 2013; 
Hu, Gan and Jonas, 2014; Tremblay, Lee and Rudy, 2016). Because both cell types target their 
postsynaptic targets close to the soma, and therefore to the site of action potential 




SST+ neurons. SST+ neurons preferentially target the dendrites of their postsynaptic partner 
(Kawaguchi and Kubota, 1996; Kawaguchi, 1997; Wang et al., 2004) suggesting that their 
physiological role is to influence dendritic computation. Based on their morphology, SST+ 
can be divided into two main subtypes: Martinotti and non-Martinotti cells (Yavorska and 
Wehr, 2016). Differently from non-Martinotti neurons, Martinotti cells have broad axonal 
arborisations in layer 1 where they target the apical tuft dendrites of pyramidal neurons. 
They are most abundantly found in layer 2/3 and layer 5 and they make little or no 
connection to other SST+ interneurons (Yavorska and Wehr, 2016).   
5HT3aR neurons. This population of neurons composes approximately the 25% of all 
interneurons and among all other types, they are the most heterogenous class. Despite this 
heterogeneity all 5HT3aR neurons express 5HT3aR and nicotinic receptors (Lee et al., 2010). 
They are the main population of layer 1 interneurons which they inhabit almost exclusively 
(Tremblay, Lee and Rudy, 2016). Despite their diversity, 5HT3aR interneurons can be broadly 
















Figure 1.7: Inhibitory neurons connectivity in the cortex.  
A) Schematic representation of inhibitory connectivity on layer 2/3 pyramidal neurons. B) 
Schematic of the connectivity onto layer 5 pyramidal neurons. Abbreviations: NGFC, 
Neurogliaform cells; Cck-BC, CCK+ Basket cells; FS-BC, Fast-spiking Basket cells; ChC, 
Chandelier cells. For simplicity, connections between inhibitory neurons have been omitted. 
Figure re-adapted from (Tremblay, Lee and Rudy, 2016) 
 
1.3 Dendritic integration of synaptic inputs 
 
In order to understand neural circuit function, not only do we have to determine how 
different types of neurons connect to each other, but we also need to characterize how the 
barrage of synaptic inputs that every neuron receives at any given time is integrated and 
transformed into an output. Does the same barrage of inputs always produce the same 
output, or can the neuron respond in two different ways given his previous activation history 
or the current network state? 
Excitatory neurons receive most of their excitatory inputs onto electrically and chemically 
isolated structures called synaptic spines which protrude from neuronal dendrites. Spines 
are enriched in glutamatergic, GABAergic and neuromodulatory receptors in addition to 
express voltage-gated (VG) ion channels. Synaptic inputs are integrated and transmitted to 
the soma through the dendrites. Far from being simple passive cables however, dendrites 
can themselves produce all-or-none action potential-like events and are therefore capable 
of being an independent computational compartment themselves (Spruston, 2008). A rich 
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literature of ex vivo work on dendrites has shown the variety of active computations that 
dendrites have the biophysical potential to perform (for review see Stuart and Spruston 
(2015)). However, the occurrence and relevance of these events in the intact brain is a matter 
of current debate.  
 
1.3.1 Dendritic morphology  
 
Broadly speaking, inhibitory and excitatory neurons can be anatomically distinguished based 
on the presence of dendritic spines onto their dendrites, even though some exceptions exist 
(Kawaguchi, Karube and Kubota, 2006). Pyramidal neurons are abundantly found in the 
neocortex of every mammalian species that has ever been studied and therefore their typical 
morphology is thought to endow these neurons with integrative capabilities important for 
cortical computations. The distribution of these neurons, particularly abundant in high-order 
cognitive areas suggest that this type of neuron is associated with advanced cognitive 
functions (Spruston, 2008). Because of this, pyramidal neurons have been at the centre of 
many studies trying to elucidate the computational capabilities of single cells in the brain.   
As their name suggests, pyramidal neurons have a typical pyramid-shaped soma. The 
dendritic tree of pyramidal neurons is divided into four different domains: basal, trunk, 
oblique and tuft dendrites. Basal dendrites are relatively short and originate at the base of 
the soma and extend in all directions in the surrounding area. The trunk is a single, thick 
dendrite that extends vertically until approximately 200 μm (in mice) from the cortical 
surface where it starts to branch into increasingly thinner dendritic branches that compose 
the apical tuft. Oblique dendrites are small protrusions extending in all directions that stem 
out from the trunk in layer 4.  
 
1.3.2 Dendritic electrophysiological properties of cortical layer 5 pyramidal neurons 
 
The dendrites of layer 5 pyramidal neurons express a wide variety of ion channels including: 
A-type and persistent K+ channels, transient and persistent Na+ channels, HCN channels, 
several different types of Ca2+ channels, small and large Ca2+-activated potassium channels 
(SK and BK, respectively) that all contribute to the integration of synaptic inputs (Stafstrom 
et al., 1985; Reuveni et al., 1993; Stuart and Sakmann, 1994; Bekkers, 2000a, 2000b; 
Korngreen and Sakmann, 2000; Huguenard, Hamill and Prince, 2006; Kole, 2006; Almog and 
Korngreen, 2009; J. Kang, Huguenard and Prince, 2017). Interestingly, their distributions are 
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not always uniform across the dendritic tree of these neurons. A-type K+ channels decrease 
in density along the somato-dendritic axis and plateau at the apical tuft (Harnett et al., 2013). 
In vitro, these channels have been demonstrated to compartmentalise the apical tuft 
dendrites from the soma, regulate the spread of backpropagating action potentials (bAPs), 
and constrain the generation of dendritic spikes (Golding et al., 1999; Benhassine and Berger, 
2009; Harnett et al., 2013); In vivo, during a sensory-motor behavioural task, these dendrites 
control the initiation and the duration of regenerative plateau potentials in the apical tuft, 
effectively controlling the duration and frequency of somatic bursts of action potentials 
(Bekkers, 2000a; Korngreen and Sakmann, 2000; Schaefer et al., 2007; Harnett et al., 2013; 
Jian Kang, Huguenard and Prince, 2017). HCN channels are activated when the membrane 
potential is hyperpolarised and they allow the entry of cations, providing a net 
depolarisation. These channels are expressed as a gradient along the somato-dendritic axis 
and their expression increases exponentially as a function of distance from the soma with an 
increase of up to more than 50-fold in the very distal part of the tuft compared to the soma 
(Berger, Larkum and Lüscher, 2001; Lörincz et al., 2002; Berger, Senn and Lüscher, 2003; 
Kole, 2006; Harnett, Magee and Williams, 2015; Williams and Stuart, 2017). Whether Ca2+ 
conductance is distributed unevenly through the somato-dendritic axis, remains more 
controversial. To the best of my knowledge, there is no direct evidence of a non-uniform 
distribution of Ca2+ channels along the somato-dendritic axis of layer 5 pyramidal neurons, 
but functional evidences suggest that the trunk of neurons functions as a hotspot for the 
initiation of Ca2+ spikes (Reuveni et al., 1993; Yuste et al., 1994; Larkum and Zhu, 2002; Stuart 
and Spruston, 2015). Nonetheless, other mechanisms may favour the initiation of Ca2+ spikes 
at this spot, including a more depolarised resting potential or differences in input resistance 
(Ramaswamy and Markram, 2015). VG Ca2+ channels dominate in the dendrites of layer 5 
pyramidal neurons. Both low and high-voltage activated Ca2+ channels are present as well as 
fast and slow-activating and inactivating channels (Almog and Korngreen, 2009). These 
channels are required for the generation of dendritic plateau potentials in the dendrites 
which is strongly associated with bursting of action potentials in the soma (Spruston et al., 
1995; Schiller et al., 1997; Larkum, Kaiser and Sakmann, 1999; Larkum, Zhu and Sakmann, 
1999). On the other hand, the density of Na+, and Ca2+-activated K+ channels is uniformly 
distributed along the somato-dendritic axis (Schwindt and Crill, 1995; Benhassine and Berger, 
2005; Astman, 2006; Książek et al., 2013). Na+ currents are required to sustain the 
backpropagation of somatic action potentials into the dendrites as well as for the generation 
of locally-generated Na+ spikelets (Golding and Spruston, 1998; Golding, Staff and Spruston, 
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2002). Finally, both SK and BK channels, activated by intracellular Ca2+, are required to 
constrain the duration and the amplitude of Ca2+ plateau potentials in the dendrites and as 
such, they regulate dendritic excitability and therefore their coupling with somatic activity 






Figure 1.8: Voltage-gated ion channels distribution in a thick-tufted layer 5 pyramidal neuron. 
Schematic of voltage-gated ion channels distribution along the somato-dendritic axis of an 
individual layer 5 thick tufted pyramidal neuron. Inward currents are on top, outward 
currents at the bottom. Each of these channels, contains several subtypes. Abbreviations: 
HCN, Hyperpolarisation-activated cation channel; VGNa, Voltage-gated Sodium Channel; 
VGCa, Voltage-gated calcium channel; VGK, Voltage-gated potassium channel; B,S-K, Big and 
Small calcium-activated potassium channel; L5 PN, Layer 5 pyramidal neuron. Figure re-
adapted from Ramaswamy and Markram (2015) 
 
1.3.3 Dendritic spines and synaptic plasticity 
 
Dendritic spines are the site where most of excitatory inputs target excitatory neurons. The 
spine neck has a very important isolating role. Being small in diameter, the spine neck 
constrains the diffusion of small molecules and ions that are in the cytoplasmic fluid of the 
spine. For the same reason, the spine neck is a site of very high input resistance and as such, 
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it compartmentalises the currents generated in the spine from the main shaft of the dendrite 
(Beaulieu-Laroche and Harnett, 2018). In addition to compartmentalise the inputs, synaptic 
spines have been hypothesized to be useful to increase the surface area over which 
thousands of presynaptic inputs can make contact (Koch and Zador, 1993; Nimchinsky, 
Sabatini and Svoboda, 2002; Tsay and Yuste, 2004).  
The spine head is the site where the post-synaptic density (PSD) is found. The PSD hosts 
several different receptors which include AMPA, NMDA, GABAA and GABAB. These receptors 
are attached to protein signalling machineries which have the role of triggering the molecular 
cascades required for both potentiation and depression of synaptic strength (Fifková and Van 
Harreveld, 1977; Doyle, 1978; Goldman-Rakic et al., 1989; Beaulieu et al., 1992; Nusser et al., 
1998; Nimchinsky, Sabatini and Svoboda, 2002). According to Hebbian rules of plasticity, a 
synapse becomes potentiated when the activation of that synapse takes part in firing the 
postsynaptic neuron.  The mechanism through which Hebbian plasticity manifests itself, it’s 
called Spike-timing dependent plasticity (Bliss and Collingridge, 1993; Bi and Poo, 1998). This 
mechanism imposes a window of approximately 20 ms, from the moment in which a synapse 
is activated, for the postsynaptic neuron to spike. The closer in time postsynaptic activation 
is to the time of synaptic activation, the stronger the potentiation at that synapse.  
The mechanisms of synapse strengthening is called long-term potentiation (LTP). Similarly, it 
was shown that if a synapse is activated in the range of 0 to 20 ms after an action potential 
has already been generated, a mechanism of synaptic weakening takes place known as Long-
term depression (LTD) (Bliss and Collingridge, 1993; Bear, 1996; Bi and Poo, 1998). NMDA 
receptors have been shown to be required to induce synaptic plasticity at synaptic spines and 
their antagonists block both LTP and LTD (Lüscher and Malenka, 2012). NMDA receptors are 
ionotropic glutamate ion channels that allows the entry of cations (especially Ca2+) when 
opened. When glutamate binds to the NMDA receptor with the neuron at resting membrane 
potential, the NMDA receptor is blocked by extracellular Mg+ that prevents the entry of Ca2+. 
However, when glutamate binds to the NMDA receptor and the neuron is depolarised, NMDA 
is unblocked by Mg+ and NMDA Ca2+ can flow in, triggering a cascade of intracellular molecular 
messengers that affect gene expression ultimately leading to increased AMPA insertion at 
the synapse during LTP and removal during LTD. Because NMDA receptors require both 
presynaptic glutamate release and postsynaptic activation for the release of Mg2+ block, 
these receptors act as coincidence detectors and through their activation enforce the rules 
of Hebbian plasticity (Yuste and Denk, 1995; Magee and Johnston, 1997; Bi and Poo, 1998; 
Koester and Sakmann, 1998; Golding, Staff and Spruston, 2002; Sjöström and Häusser, 2006). 
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The postsynaptic depolarisation can either be mediated by backpropagating action potential 
(Yuste and Denk, 1995; Magee and Johnston, 1997) or via the generation of dendritic spikes 
(Golding, Staff and Spruston, 2002; Sjöström and Häusser, 2006; Bono and Clopath, 2017). 
  
1.3.4 Dendritic spikes’ requirements  
 
The spatial distribution of synaptic inputs matters. This is because, due to voltage 
attenuation with distance, inputs that arrive at different locations onto the dendritic tree are 
not equally effective at depolarising the soma. Indeed, the biophysical properties of the 
dendritic tree seem to be designed for filtering out weaker inputs (Rall, 1962; Larkum et al., 
1998, 2009; Williams and Stuart, 2002; Stuart and Spruston, 2015). The thickness of dendritic 
branches is inversely proportional to their distance from the soma. This means that inputs 
travelling toward the soma will have to travel toward increasingly larger dendritic diameters, 
and therefore lower input resistance. As a consequence, voltage attenuation of a single distal 
inputs arriving at the soma can be more than 40-fold (Williams and Stuart, 2002). This raises 
the question: how do distal inputs manage to influence the generation of somatic action 
potentials? What is the function of maintaining these synaptic inputs? One idea is that distal 
inputs can still influence somatic activity through the activation of dendritic voltage-gated 
channels in the dendrites to dendritic spikes.  
Glutamate uncaging work in vitro suggests that dendritic spikes typically require the 
coincident activation of multiple dendritic spines at once (Williams, 2002; Polsky, Mel and 
Schiller, 2004; Losonczy and Magee, 2006). If activated in a relatively restricted dendritic 
segments, the activation of as little as four spines up to about a dozen spines is sufficient to 
trigger a localised dendritic spike (Stuart and Spruston, 2015). In the visual, auditory and 
somatosensory cortex, calcium imaging experiments reported dispersed synaptic activity 
across multiple branches of the dendritic tree (Jia et al., 2010; Chen et al., 2011; Varga et al., 
2011). However, two recent papers in the ferret visual cortex suggests that neurons that are 
more sharply tuned, also have dendrites receiving inputs with less circular dispersion 
compared to non-selective neurons (Wilson et al., 2016) and that neighbouring spines tend 
to have similar response profiles (Scholl, Wilson and Fitzpatrick, 2017). Additionally, a paper 
from the Hofer lab, suggests that presynaptic inputs are spatially organised on the dendrites 
of the postsynaptic cell in a proximal to distal manner, according to the properties of their 
receptive fields (Iacaruso, Gasler and Hofer, 2017). However, a more recent paper from 
Svoboda lab highlighted the biases in the methodological approach used by these papers to 
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decontaminate synaptic Ca2+ signals from bAPs (Kerlin et al., 2019). As such, the extent to 
which clustering occurs in vivo, remains controversial (Figure 1.9).  
 
 
Figure 1.9: Clustered vs dispersed organisation of synaptic inputs.  
In a clustered organisation, synaptic inputs with similar response profiles, arrive within the 
same dendritic segment. In a dispersed organisation, synaptic inputs with different response 
profiles are intermingled onto the same dendritic segment. Figure re-adapted from Stuart 
and Spruston (2015) 
 
1.3.5 Different types of dendritic spikes 
 
Broadly speaking there are two different types of dendritic spike: the ones originated in the 
dendrites and the ones originated in the soma. Dendritically-generated spikes are mainly of 
three kind themselves: Na+, Ca2+, and NMDA-mediated. On the other hand, backpropagating 
action potentials are mainly the result of Na+-mediated currents activated in the dendrites 
as a consequence of somatic firing of action potentials (Stuart and Sakmann, 1994; Schiller 
et al., 1997; Stuart, Schiller and Sakmann, 1997; Golding and Spruston, 1998; Larkum, Kaiser 
and Sakmann, 1999; Larkum, Zhu and Sakmann, 1999; Losonczy and Magee, 2006; Nevian et 
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al., 2007; Larkum et al., 2009; Sun et al., 2014), for review (Grienberger, Chen and Konnerth, 
2015; Stuart and Spruston, 2015).  
Na+ spikes. Na+ spikes are events with narrow widths, generally in the order of 5-10 ms which 
are generally mediated by VG Na+ channels. Na+ spikes can be generated in the absence of 
backpropagating action potentials and as such, they are dendritically-generated (Stuart and 
Spruston, 2015). These spikes tend to be initiated in small-diameter dendrites where 
electrical resistance is high. Dendritic spikes tend to attenuate as they move from high to low 
impedance dendrites. However, some of the voltage changes associated with these spikes 
can still be detected at the soma, suggesting that these spikes can influence the generation 
of somatic action potentials, mainly when they are generated in proximal dendrites (Stuart, 
Schiller and Sakmann, 1997; Golding and Spruston, 1998; Losonczy and Magee, 2006; Sun et 
al., 2014).  
NMDA spikes. Dendritic NMDA spikes are large and long-lasting events associated with the 
opening of NMDA receptors. Differently from Na+ and Ca2+-mediated spikes, NMDA spikes 
can’t effectively propagate much further than the site of their generation because they 
require glutamate release to keep NMDA receptors active. Nevertheless, their magnitude 
and the long-lasting dynamics they produce onto the dendrites can affect somatic voltages 
substantially mainly when they manage to engage dendritic Ca2+ channels or Na+ channels 
(Nevian et al., 2007; Larkum et al., 2009; Lavzin et al., 2012; Hill et al., 2013; Grienberger, 
Chen and Konnerth, 2014; Schmidt-Hieber et al., 2017).  
Ca2+ spikes. Ca2+ spikes are also large and long-lasting dendritic events that are mediated by 
the opening of VGCa channels. The generation of dendritic Ca2+ spikes into the dendrites is 
strongly correlated with the generation of bursting of action potentials and with somatic 
complex spikes. Complex spikes in the soma are bursts of Na+-mediated action potentials on 
top of a long-lasting plateau depolarisation mediated by Ca2+ currents (Grienberger, Chen 
and Konnerth, 2014; Bittner et al., 2017). Yuste et al. (1994) showed the existence of an 
apical trunk “band”, near the nexus, in which calcium concentration and calcium responses 
were higher. Therefore, the existence of a calcium hot-zone in the apical trunk was theorized 
as the locus in which Ca2+ spikes are generated due to an increase in calcium conductance. 
This idea was subsequently confirmed by Larkum and Zhu (2002), who recorded from 
dendrites at multiple locations and showed that the threshold for the generation of dendritic 
Ca2+ spikes decreased in a distance-dependent manner from the soma and reached a minimal 
plateau by 600 µm of distance (mid-way through the trunk) in a layer 5 rat pyramidal neuron 
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(Amitai et al., 1993; Yuste et al., 1994; Schiller et al., 1997; Golding et al., 1999; Larkum, 
Kaiser and Sakmann, 1999; Larkum and Zhu, 2002; Grienberger, Chen and Konnerth, 2014; 
Bittner et al., 2015).  
Backpropagating action potentials (bAP). Stuart and Sakmann (1994) demonstrated for the 
first time that action potentials generated in the soma could retrogradely propagate into the 
dendrites of the neurons (Stuart and Sakmann, 1994). While backpropagation of action 
potentials is mediated at least partly by VGNa+ channels in the dendrites, Yuste et al. (1994) 
demonstrated that somatic current injection could lead to the generation of dendritic Ca2+ 
spikes in the dendrites, even when Na+ and K+ channels were blocked, suggesting that 
somatic action potentials do not necessarily require Na+ channels for backpropagation (Yuste 
et al., 1994). Ca2+-mediated backpropagation was shown to depend on the opening of low 
voltage activated Ca2+ channels (T-type). Interestingly, Larkum, Kaiser and Sakmann, (1999) 
showed that bAP-induced Ca2+ spikes are most efficiently triggered at critical somatic firing 
frequencies which varied from neuron to neuron according to the decay constant of the bAP-
induced depolarisations observed in the dendrites (Larkum, Kaiser and Sakmann, 1999). 
BAPs are required to empower the NMDA-mediated Hebbian synaptic plasticity (Stuart and 
Häusser, 2001). Just like dendritic spikes which attenuate as a function of distance toward 
the soma, bAPs attenuate with distance too (Spruston et al., 1995). The attenuation of bAP 
is less severe than attenuation of forward-propagating inputs due to the increase of input 
impedance encountered as the signal travel from thicker to thinner parts of the dendritic 
branch (Larkum et al., 1998). However, both computational and experimental work 
demonstrate that that the extent of signal attenuation crucially depends on the morphology 
of the dendritic tree (Spruston et al., 1995; Vetter, Roth and Häusser, 2001). Indeed, 
branching points have been shown to be a failure points for bAPs, as the sum of the cross-
sectional area of the two branches originating from a parent branch is bigger than the cross-
sectional area of the parent branch itself, meaning that impedance suddenly drops at these 
points. Due to this attenuation, synaptic plasticity in the distal apical tuft is not strictly 
Hebbian, as the potentiation of distal inputs required the dendritic boosting of bAPs to be 
implemented (Sjöström and Häusser, 2006) 
Despite dendrites can generate regenerative events, it is important to remember that several 
lines of evidence suggest that even in the absence of proper regenerative spikes, the opening 
of distal Ca2+, Na and NMDA channels can supralineraly sum synaptic inputs and therefore 
contribute significantly to action potential firing (Palmer et al., 2012; Larkum, 2013; Smith et 
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al., 2013). Additionally, despite some studies suggest that these events can occur in isolation 
from one another (Palmer et al., 2014; Cichon and Gan, 2015), dendritic recordings from the 
dendrites and soma of layer 5 pyramidal neurons suggest that dendritically-originated and 
backpropagating action potentials interact with each other creating complex 
superimpositions between different voltage-gated ionic currents (Svoboda et al., 1997; 
Helmchen et al., 1999; Larkum, Zhu and Sakmann, 1999; Manita et al., 2015; Beaulieu-
Laroche et al., 2019; Gao et al., 2019). 
 
1.3.6 Functional implications of inhibitory synapses on dendrites 
 
Inhibitory synapses onto the dendrites of pyramidal neurons play an important role in 
dendritic integration (Boivin and Nedivi, 2018). Due to the compartmentalisation of spines, 
inhibitory synapses arriving at synaptic spines or onto the dendritic shaft, can have 
profoundly different effects. GABA uncaging onto single spines can inhibit calcium influx into 
that spine without having any effect on neighbouring spines (Chiu et al., 2013). In pyramidal 
neurons, most inhibitory synapses are located further than 125 µm away from soma, where 
the depolarising contribution of synaptic inputs is larger than the contribution of bAPs 
(DeFelipe and Fariñas, 1992; Megıás et al., 2001). Interestingly, GABAergic inputs onto single 
spines reduce but does not abolish EPSPs, meaning that inhibitory synapses onto spines are 
modulating, rather than shunting excitatory inputs (Chiu et al., 2013). This is thought to be a 
mechanism to prevent saturation and effectively increase the dynamic range of the spine 
(Chiu et al., 2013; Beaulieu-Laroche and Harnett, 2018). On the other hand, inhibitory 
synapses placed onto the dendritic shaft of pyramidal neurons, can attenuate both bAPs, and 
dendritically-generated dendritic spikes (Higley, 2014). Modelling as well as experimental 
evidence, show that dendritic inhibition can strongly attenuate the amplitude and duration 
of bAP-induced Ca2+ spikes (Kanemoto et al., 2011; Hayama et al., 2013; Stokes, Teeter and 
Isaacson, 2014). If located onto the apical trunk, inhibitory synapses may shunt the 
propagation of bAPs into the tuft, while if located onto specific tuft branches, inhibitory 
synapses may shunt the propagation from that specific branch to its daughter branches. As 
such, strategically placed inhibition can redirect bAP toward a specific subset of branches 
(Boivin and Nedivi, 2018). Inhibitory synapses placed onto individual branches can also block 
the generation of dendritic spikes onto a specific subset of branches. For example, GABA 
iontophoresis onto the shaft of a pyramidal dendrites can increase the threshold for the 
generation of a spike through glutamate uncaging (Jadi et al., 2012). Interestingly, the 
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location of this inhibition matters. While distally placed inhibitory synapses increase the 
threshold for spike generation, proximally-placed inhibitory synapses are more effective at 
reducing the amplitude and duration of dendritic spikes (Jadi et al., 2012). Therefore, 
inhibition plays a vital role in coupling the activity between soma and dendrites as well as in 
coupling the activity between different branches of the dendritic tree. Because dendritic 
inhibition is very efficient at blocking the generation of dendritic spikes required for somatic 
bursting, it has been proposed as a mechanism by which inhibitory neurons prevent runaway 
excitation in the network (Tremblay, Lee and Rudy, 2016). Additionally, through the 
activation of  SST+ neurons, the most active pyramidal neurons will be the ones setting the 
inhibitory tone to the entire network : this mechanism can serve as a “winner takes all” 
mechanism in which the neurons that start bursting first, can suppress the activity of 
neighbouring pyramidal neurons via lateral inhibition(Coultrip, Granger and Lynch, 1992). 
Indeed, it was shown that as few as four Layer 5 pyramidal neurons firing was enough to 
drive inhibition in virtually all nearby layer 5 pyramidal neurons (Silberberg and Markram, 












Figure 1.10: Functional effects of inhibition on dendritic computation.  
The effects with and without inhibition are illustrated at site a-d and a’-d’, respectively. a-a’) 
Dendritic inhibition can reduce the spread of a bAP. b-b’) Dendritic inhibition can prevent the 
coincident detection between a bAP and an incoming synaptic input therefore regulating the 
generation of bAP-induced Ca2+ spikes. c-c’ and d-d’) Synaptic inhibition attenuates an EPSP 
in the post-synaptic spine (c and c’), without affecting nearby spines (d-d’). Figure re-adapted 
from Boivin and Nedivi (2018)  
  
1.3.7 Theories of local and global dendritic activity 
 
Arguably, the most common operation that dendrites perform is filtering. Due to the passive 
properties of the cellular membrane, dendrites act as a high-pass filter on both somatopedal 
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and somatofugal inputs regardless of whether dendritic activity is globally or locally 
generated (Vetter, Roth and Häusser, 2001; Larkum et al., 2009).  
Local dendritic spikes have been proposed as a strategy to implement at least three 
main computational operation neurons require to perform.  
(1) Logical operations: Through the generation of dendritic spikes, neurons have been 
suggested to be endowed with the cellular machinery to perform at least three types of 
logical operations: AND, OR and XOR (Stuart and Spruston, 2015). AND operations are 
computed when a sufficient number of synaptic inputs leads to the generation of a dendritic 
spike (Schmidt-Hieber et al., 2017). On the other hand, OR operations are computed when 
different sets of presynaptic inputs, perhaps localized onto specific subsets of dendrites, are 
alone sufficient to generate dendritic spiking (Cichon and Gan, 2015). Finally, XOR operations 
are implemented when a synaptic input sufficiently strong to generate a dendritic spike, 
recruits feed-forward inhibition to shunt the generation of dendritic spiking elicited by a 
second input and vice versa (Silberberg and Markram, 2007). As a consequence, until 
recently, XOR operations were thought to require an intermediate inhibitory neuron to be 
implemented. However, a recent study demonstrated that the dendrites of human layer 2/3 
neurons can perform XOR computation through the generation of dendritic Ca2+ spikes 
(Gidon et al., 2020). In these dendrites, maximal dendritic activation was achieved at specific 
stimulations intensities and increasing dendritic stimulation beyond this point, resulted in 
spike attenuation (Gidon et al., 2020).  
Despite it should be stressed that none of these logical computations strictly requires local 
or branch-specific dendritic activity, the possibility of generating these operations in parallel 
onto non-overlapping subsets of branches, endows individual neurons with enormous 
algorithmic complexity. This complexity is going to be directly proportional to the number of 
computationally-independent dendrites a neuron possess (Stuart and Spruston, 2015).  
(2) Information storage: According to the classical rules of Hebbian plasticity, synaptic inputs 
that do not generate action potentials should be weakened through the process of LTD. 
Suppose a neuron responding to the object “coffee”. In our everyday experience, the 
attributes of an object (e.g. brown and hot are two attributes of the object coffee) are 
encountered more often than the object itself. This creates a problem because the synaptic 
association between the object and its attributes should be weakened every time the 
attributes are encountered independently of the object to which a neuron responds to. In 
the example given above, weakening should happen every time we drink hot chocolate for 
hot chocolate is brown and hot but does not activate the neuron responding to the object 
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“coffee”. Both in vivo and in vitro evidences however suggest that dendritic spikes can 
mediate other forms of non-Hebbian synaptic plasticity (Golding, Staff and Spruston, 2002; 
Remy and Spruston, 2007; Cichon and Gan, 2015). Indeed, synaptic inputs sufficiently strong 
to generate local Ca2+ or Na+ spikes can be potentiated even in the absence of somatic spiking 
through a form of local LTP (Golding, Staff and Spruston, 2002; Remy and Spruston, 2007). 
This form of locally-computed non-Hebbian plasticity was proposed as a mechanism to 
increase single neurons storage availability (Bono and Clopath, 2017). This is because the 
attributes of an object can strengthen their association to the object-responding neuron 
independently from each other and from the object itself, increasing the number of 
attributes that can be associated to a specific object.  
In the motor cortex, neurons have been shown to segregate inputs associated with different 
behavioural tasks onto non-overlapping subset of branches as a mechanism to prevent 
catastrophic interference between different inputs streams (Cichon and Gan, 2015).  
(3) Credit assignment: Credit assignment is a concept that was first formalised in the machine 
learning context and refers to the idea of how much credit (or blame), a specific synaptic 
connection should be given for a certain behavioural outcome (Richards et al., 2019). In 
multi-layered networks this is a complex problem since the behavioural impact of synaptic 
weights in early layers depends on the downstream synaptic weights. In deep neural 
networks, credit is assigned to a specific synapse using “backpropagation” (unrelated to 
backpropagating action potentials (bAP) encountered previously in this thesis) which uses 
the chain rule to recursively calculate gradients backwards from the output (Richards et al., 
2019). However, backpropagation relies on biologically implausible assumptions including 
the symmetry of feedforward and feedback synaptic weight and the non-overlapping 
temporal segregation between feedforward and feedback (error calculation) inputs 
(Richards et al., 2019). Therefore, whether biological neurons perform credit assignment in 
the intact brain remains unknown. Recently however, through the generation of a two-
layered, biologically realistic model in which the distal tuft is compartmentalised from the 
soma, Guerguiev, Lillicrap and Richards (2017) demonstrated the existence of a biologically 
realistic model for the calculation of credit assignment.  In their model, Guerguiev, Lillicrap 
and Richards (2017) segregated the distal tuft of a single pyramidal neuron as the place 
where feedback error signals and weight update are computed, from the soma where 
feedforward computation is computed. Importantly, it is thanks to somato-dendritic 




Global spiking through the generation of bAP-activated Ca2+ spikes (BAC firing). For 
the first time, Larkum, Zhu and Sakmann (1999) showed that the coincident arrival of a 
dendritic input with a back-propagating action potential could generate long-lasting, high 
amplitude calcium plateau potentials in the apical dendrites and induce somatic bursting in 
the soma effectively coupling the distal tuft with the soma  (Larkum, Zhu and Sakmann, 1999; 
Beaulieu-Laroche et al., 2019). Dendritic Ca2+ spikes are a very powerful mechanism for the 
induction of somatic action potentials and indeed it turns out that they produce more action 
potentials than suprathreshold stimuli directly applied to the soma (Larkum, Zhu and 
Sakmann, 1999, 2001; Schwindt and Crill, 1999; Williams and Stuart, 1999). As such, global 
dendritic calcium spikes play a powerful role in the regulation of somatic firing and have been 
implicated in regulating three main cellular mechanisms.  
(1) Coincident detection: The observation that temporally-matched inputs arriving at the 
basal and distal dendrites generated nonlinear somato-dendritic interactions, led to the 
hypothesis that global spikes are the mechanism through which single neurons implement 
coincident detection (i.e. feature binding) in the cortex. When initialised, dendritic Ca2+ 
spikes, generate a typical firing pattern in the soma that consists of 2-4 spikes at ~200 Hz 
which could be a specific signal to send to the postsynaptic neuron indicating the presence 
of the coincident arrival of basal (feedforward) and apical (feedback) inputs (Larkum, Zhu 
and Sakmann, 2001; Larkum, 2013).  
(2) Gain modulation: Through the engagement of nonlinear somato-dendritic processes, BAC 
firing can induce gain modulation as somatic activity would effectively lower the threshold 
for the initiation of a spike in the apical tuft dendrites, which in turn produces burst firing in 
the soma. Indeed, the threshold for the generation of a Ca2+ spike at the nexus is halved 
when a single action potential is generated in the soma (Larkum, Zhu and Sakmann, 1999; 
Larkum, 2013). This implies that when the neuron receives basal inputs, its sensitivity to 
apical tuft inputs increases compared to  when basal inputs are absent (Larkum, 2013). By 
affecting the duration of the dendritic Ca spikes, single EPSPs which would normally be 
attenuated with distance, can under this regime, strongly influence somatic output. 
(3) Multiplexing: From an information theory perspective, neurons want to encode into their 
spike trains as much information as possible about the inputs that made them fire (Borst and 
Theunissen, 1999). In the classical view, neurons receive two streams of information: 
bottom-up sensory inputs onto their basal dendrites and top-down contextual signals onto 
their distal dendrites which are collapsed together onto a single output stream (Larkum, 
2013). However, in their output, neurons have to communicate the presence of a stimulus 
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feature to high-order areas and they need to send a predictive signal to a low-order area 
(Keller and Mrsic-Flogel, 2018; Payeur, Béïque and Naud, 2019). In other words, neurons 
must encode both ascending and descending information, simultaneously and possibly to 
different target neurons. Recent computational works suggests that neurons can solve this 
complex task through the generation of BAC firing. Through the generation of apical-tuft-
generated bursts and simple spike trains neurons can multiplex two inputs streams into a 
single output that can then be de-multiplexed by the downstream circuit to decode how 
much basal vs. apical inputs contributed to presynaptic firing (Naud and Sprekeler, 2018). 
This organisation allows individual neurons to process two streams of information 
independently (a basal/bottom-up/feedforward stream and an apical/top-down/feedback 
stream) and then integrate them together or separately thanks to the intrinsic biophysical 
properties of the neuron (Larkum, 2013; Keller and Mrsic-Flogel, 2018; Naud and Sprekeler, 
2018; Kay et al., 2019).  
 
1.3.8 Studying dendritic spikes in vivo 
 
When translating in vitro findings to dendritic physiology in vivo, two major points should be 
considered: A) the spatio-temporal sequence of synaptic activity is unknown in vivo, meaning 
that stimulation protocols in vitro do not necessarily apply. B) In vivo, most neurons receive 
a barrage of thousands of inputs. This happens even at rest during neuronal background 
activity and affect: (1) Dendritic conductance (Ulrich, 2002); (2) NMDA receptor sensitivity 
(Nahum-Levy et al., 2001); (3) the spontaneous firing properties of layer 5 pyramidal neurons 
(Sakata and Harris, 2009; Hill et al., 2013); (4) the effects of different neuromodulators 
(Lacefield et al., 2019). Studying dendritic computation in vivo has been a major challenge 
because electrophysiological recordings of dendritic activity are technically demanding and 
so far, they have only been achieved in immobilised or anaesthetised animals (Helmchen et 
al., 1999; Svoboda et al., 1999; Smith et al., 2013; Roome and Kuhn, 2018) but notably, also 
see Moore et al. (2017)). Additionally, anaesthesia has been shown to profoundly suppress 
the activity of dendrites-targeting SST+ neurons, suggesting that dendritic computation may 
be fundamentally altered during anaesthesia (Urban-Ciecko and Barth, 2016). Finally, highly 
associative cortical areas have been shown to be silenced during anaesthesia (Makino and 
Komiyama, 2015), another finding that questions the validity of the investigation of dendritic 
computation in anesthetized animals. 
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Because of the technical challenge of doing whole-cell recordings from dendrites in vivo, 
dendritic computation in vivo has been primarily investigated using indirect indicators of 
activity, predominantly calcium indicators (Varga et al., 2011b; Xu et al., 2012; D. N. Hill et 
al., 2013b; Manita et al., 2015; Takahashi et al., 2016; Gayathri N Ranganathan et al., 2018; 
Kerlin et al., 2018; Beaulieu-Laroche et al., 2019; Francioni, Padamsey and Rochefort, 2019; 
Park et al., 2019, but also see Roome and Kuhn (2018)). Calcium imaging allows 
experimenters to track dendritic signal changes chronically during the acquisition or during 
the expression of acquired behaviours in awake behaving animals (Cichon and Gan, 2015; 
Peters et al., 2017; Kerlin et al., 2019). Additionally, developments in microscopy techniques, 
now allow experimenters to record simultaneously the activity of multiple dendrites 
together with the soma, allowing a direct comparison of the inputs and the outputs of 
individual neurons (Peters et al., 2017; Beaulieu-Laroche et al., 2019; Francioni, Padamsey 
and Rochefort, 2019; Kerlin et al., 2019).  
Despite these advantages , It is important to keep in mind about the strengths and limitations 
of calcium indicators (Helmchen et al., 1999; Svoboda et al., 1999; Xu et al., 2012; Beaulieu-
Laroche et al., 2019; Francioni, Padamsey and Rochefort, 2019).  
In 1999, Helmchen highlighted that dendrites do not always produce Ca2+ spikes, but that 
they are able to sustain putative Na+-mediated spikes, derived from either bAPs or from 
locally-generated spikelets, that don’t produce any dendritic calcium entry and therefore, 
are undetected by the Ca2+ indicator CG-1. Importantly, CG-1 could report with a high signal-
to-noise ratio, calcium spikes recorded in vivo which were of similar amplitudes and 
comparable duration to the ones recorded in vitro. Despite the sensitivity and the dynamic 
range of calcium indicators markedly improved over times, all calcium indicators (dyes and 
genetically-encoded) seem to be well suited to detect both Ca2+ and NMDA spikes, but not 
Na+-mediated currents in dendrites. This observation was then confirmed by Xu et al. (2012), 
who demonstrated, recoding from layer 5 pyramidal neurons in the somatosensory cortex 
that GCaMP3, was a reliable indicator for the detection of Ca2+-mediated dendritic plateau 
potentials (largely demonstrated to be mediated by Ca2+ and NMDA currents), generated 
when dendritic activity was paired to an apical tuft inputs, but not narrow-width 
depolarisations generated in the absence of apical tuft stimulation (Xu et al., 2012). These 
results were recently confirmed in vitro using GCaMP6f (Beaulieu-Laroche et al., 2019), and 




1.3.9 In vivo whole-cell recordings from dendrites 
 
The first published study about patching dendrites in vivo, was  performed by Svoboda and 
Helmchen in Tank lab in 1999 from layer 2 and layer 5 neurons respectively (Helmchen et al., 
1999; Svoboda et al., 1999). What both studies found, was that somatic action potentials 
could generate Ca2+-mediated dendritic spikes that attenuate in a distance dependent 
manner (Helmchen et al., 1999; Svoboda et al., 1999). This distance-dependent attenuation 
of bAP-induced dendritic Ca2+-spikes, was fully replicated by Waters et al. (2003) who also 
confirmed that the generation of dendritic Ca2+ signals in layer 2/3 neurons, was severely 
attenuated, but not completely eliminated by Tetrodotoxin (TTX) in response to single action 
potentials, and that attenuation is more severe for individual action potentials, compared to 
bursts (Waters et al., 2003). In layer 5 neurons, dendritic Ca2+ spikes were associated with 
the generation of complex spike bursts at the soma (Helmchen et al., 1999). In 2013, Spencer 
Smith from the Hausser lab, also patched the dendrites of layer 2/3 neurons, in both 
anaesthetised and anaesthesia-recovered animals (Smith et al., 2013). Similarly to 
Helmchen, Smith demonstrates that dendrites could produce both fast-rising, fast-decaying 
(likely Na+-mediated) transients and longer-lasting NMDA (and most likely Ca2+)-mediated 
plateau potentials. Smith suggested that Na+-mediated currents were the result of bAPs and 
demonstrated that NMDA-dependent events were required for sharpening orientation-
selectivity at the soma. Interestingly, Smith also observed that Na+ spikes could ride on top 
of the long-lasting NMDA-dependent depolarisation (Smith et al., 2013). A similar 
observation was subsequently reported by Moore et al. (2017) in Mehta’s lab. Using a 
tetrode coated with glial-chemoattractant, Moore developed a technique to record semi-
intracellular dendritic signals, chronically in freely behaving animals. Despite the technique 
has not been fully validated and it does not allow experimenters to know from what type of 
neurons dendritic (or axonic?) recordings are obtained, Moore showed that the type of 
signals which could be recorded using this technique were remarkably similar to the ones 
obtained by Smith. Similarly, these data demonstrated that Na+, spikes riding on top of long-
lasting plateau depolarisations in the dendrites occur up to 10 times more frequently than 
somatic action potentials suggesting that these events are decoupled from somatic activity 
and indicating the dendritic nature of small Na+-mediated spikelets (Smith et al., 2013; 




1.3.10 In vivo findings using Ca2+ imaging to study dendritic integration  
 
Global dendritic activity. Several in vivo studies report that the activity of different neuronal 
compartments is much less independent than what was predicted by in vitro studies. Global 
tuft activity (i.e. events that are detectable in multiple branches or compartments at the 
same time) has been shown to be common in dendrites of pyramidal neurons and it has been 
reported in several different cortical areas, during both passive sensory stimulation and 
during the performance of previously acquired behavioural tasks (Svoboda et al., 1999; Varga 
et al., 2011; Xu et al., 2012; Hill et al., 2013; Grienberger, Chen and Konnerth, 2014; Peters 
et al., 2017; Sheffield, Adoff and Dombeck, 2017; Beaulieu-Laroche et al., 2019; Francioni, 
Padamsey and Rochefort, 2019; Kerlin et al., 2019; Lacefield et al., 2019). In the motor cortex, 
during spontaneous activity, it was shown that suprathreshold activity in the soma produced 
activation that unreliably invaded all apical tuft branches in the tuft, suggesting that activity 
in the tuft was bAP-mediated (Hill et al., 2013). Similarly, Xu et al. (2012) demonstrated that 
the activity of sibling branches in the apical tuft of layer 5 neurons was highly correlated 
during a sensory-motor task. Another study (Lacefield et al., 2019) also reported global tuft 
activity in the somatosensory cortex which is triggered by sensory-stimulation and reward 
delivery when they occur together, but not independently. Despite the authors suggest that 
the entire apical tuft could act as a single computational unit (Xu et al., 2012; Grienberger, 
Chen and Konnerth, 2015; Lacefield et al., 2019), somatic activity was not recorded during 
these experiments, and therefore it is unclear whether these signals are the results of 
backpropagating action potentials. More recently however, (Kerlin et al., 2019) 
demonstrated that in the anterior lateral motor cortex, the activity of the soma is highly 
correlated throughout the dendritic arbour in both layer 2/3 neurons and layer 5 neurons 
during a go-nogo licking task. The authors found that branch-specific activity is overall very 
rare and almost exclusively found to co-occur with global dendritic events. These branch-
specific events mainly manifest as an increase in the duration of global calcium transients, 
rather than occurring as isolated events. In the motor cortex, another study reported highly 
coupled activity between the soma and the apical tuft dendrites during motor learning with 
coincident activity observed in over 90% of the times (Peters et al., 2017). A recent paper by 
Beaulieu-Laroche et al. (2019) demonstrates how the activity of layer 5 pyramidal neurons 
in V1 is also strongly coupled from the soma to the nexus independently of visual stimulation 
and locomotion. Finally, a recent theoretical paper demonstrated that a single dendritic non-
linearity could predict up to 90% of the variance observed at the somatic level and that 
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adding local nonlinearities onto every individual dendrite didn’t increase the variance 
explained by the model (Ujfalussy et al., 2018). 
Branch-specific activity. There are three different kinds of branch-specific activity described 
in the literature:  
(1) Dendritic hotspots: These events have been described as small-amplitudes dendritic 
calcium events. The occurrence of these hotspots is strongly reduced by the intracellular 
application of NMDA-receptor blockers; these hotspots appeared in a distributed (not 
clustered) manner throughout the dendritic tree, independently of their tuning property. 
These hotspots were observed in both layer 5 and layer 2/3 neurons in the somatosensory, 
visual and motor cortices (Jia et al., 2010; Varga et al., 2011; Hill et al., 2013)  
(2) Dendritic Ca2+-spikes: These are large events localised in individual branches of the same 
amplitude as global dendritic spikes. Three articles report the observation of these spikes in 
vivo using Ca2+ indicators: Palmer et al. (2014) reports the detection of branch-specific 
activity in the dendrites of layer 2/3 neurons of the somatosensory cortex. Similarly, Cichon 
and Gan (2015), recording from multiple branches of layer 5 motor cortex neurons, reported 
that specific branches selectively responded to specific directions of running (forward, 
backward, left and right). Both these papers showed that the generation of branch-specific 
activity was NMDA-dependent. Cichon and Gan (2015) also showed that activity of SST+ 
interneurons was required for the generation of branch-specific events. Finally, Sheffield, 
Adoff and Dombeck (2017) found out that branch-specific Ca2+ events in the basal dendrites 
of CA1 pyramidal neurons, were instructive for the induction of somatic place fields in new 
virtual environments. Once the neuron acquired its place field, somatic and dendritic activity 
were strongly correlated, suggesting two functionally-distinct phases: an induction phase in 
which somatic and dendritic activity were decoupled from each other, and an 
implementation phase in which somato-dendritic activity was strongly correlated.  
(3) Nonuniform dendritic spread of global calcium transients: These events have been 
described in the hippocampus. Sheffield and Dombeck (2015) demonstrated that coupled 
somato-dendritic only spread into some basal and proximal apical dendritic branches but not 
in others. The extent of this spread was predictive of the place field of the neuron under 
investigation.  
 




Layer 5 pyramidal neurons in the mouse primary visual cortex respond selectively to physical 
features of visual stimuli such as orientation and direction of movement (Niell and Stryker, 
2008; Kim et al., 2015) and their activity is modulated by locomotion (Erisken et al., 2014; 
Dadarlat and Stryker, 2017; Pakan, Francioni and Rochefort, 2018). Several lines of evidence 
suggest that the stimulus selectivity is at least partly due to changes in the underlying 
dendritic computation of different visual stimuli (Smith et al., 2013; Wilson et al., 2016). 
Additionally, ex vivo experiments predict that the coupling between different dendritic 
compartments and the soma should be increased during period of locomotion (Hoffman and 
Johnston, 1999; Labarrera et al., 2018). Altogether these results suggest that the 
computational regime of the apical dendrites of layer 5 neurons, should vary in a stimulus 
and condition-dependent manner. Nonetheless, the single cell computation of visual and 
locomotory inputs at the single cell level in V1 layer 5 pyramidal neurons, remains largely 
unknown. Using single plane and dual plane 2-photon calcium imaging, I imaged GCaMP6s 
calcium signals in the soma, trunk and distal tuft dendrites of layer 5 pyramidal neurons, both 
in darkness and during the presentation of drifting gratings, while head-fixed mice were 
either running or stationary on a cylindrical treadmill. The aim of this thesis is to understand 
how the apical dendrites of individual layer 5 neurons respond to different visual stimuli, 











All experiments and procedures involving animals were approved by the University of 
Edinburgh Animal Welfare and the ethical review board (AWERB) and performed under the 
appropriate PIL and PPL license from the UK Home Office in accordance with the Animal 
(Scientific Procedures) act 1986 and the European Directive 86/609/EEC on the protection of 
animals used for experimental purposes.  
Adult males and females aged between 8 and 10 weeks obtained from Jackson Laboratory, 
ME, USA (B6.Cg-Gt(ROSA)26Sortm14(CAG-tdTomato)Hze/J [RRID:IMSR_JAX:007914]) were used for 
experiments. Because calcium buffers can affect dendritic development, adults were chosen 
as it was demonstrated that the dendrites of layer 5 pyramidal neurons only reach full 
dendritic maturity around P60 (Romand et al., 2011; Ramaswamy and Markram, 2015). 
Animals were group housed in groups of 2-6 animals to favour social interactions, a condition 
that prevents the emergence of depressive and anxious-like behaviour (Berry et al. 2012; 
Ieraci, Mallei, and Popoli 2016; for a full review see Kappel, Hawkins, and Mendl 2017). Mice 
were allowed ad libitum access to food and water. Each cage contained a running wheel, 
which was shown to have positive consequences on brain function and plasticity in the 
primary visual cortex (Kaneko and Stryker, 2014; Chen et al., 2017). Because mice run more 
during the dark phase of their circadian cycle (Bains et al., 2018), they were housed on a 
reverse 12:12 hour light/dark cycle so that they were at their peak of activity during the 
imaging sessions performed between 10.00 am and 5.00 pm. 
 
2.2 Viral delivery for the sparse expression of GCaMP6  
 
To obtain sparse labelling of excitatory neurons we used a cre-dependent approach to 
genetically label neurons expressing the Ca2+/calmodulin-dependent protein kinase II 
(CaMKII). CaMKII is a protein kinase that is regulated by the Ca2+/calmodulin complex and is 
specifically expressed in excitatory neurons (Jones, Huntley, and Benson 1994; Wang et al. 
2014). AAV1.CamKII 0.4.Cre.SV40 (Penn Vector core catalogue No. 105558-AAV1, titer 
(GC/ml): 1.81e13) was diluted 1:10000 – 1:20000 while either 
AAV1.Syn.Flex.GCaMP6f.WPRE.SV40 (Penn Vector Core, catalogue No. 100833-AAV1, titer 
(GC/ml): 1.91e13) or AAV1.Syn.Flex.GCaMP6s.WPRE.SV40 (Penn Vector Core, catalogue No. 
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100845-AAV1, titer (GC/ml): 1.81e13) were diluted 1:10 in the final solution. All dilutions were 
made in artificial cerebrospinal fluid (ACSF) sterilized using a 0.2 µm syringe filter (Cole-
Parmer). This approach allowed us to obtain cre expression in a small number of excitatory 
neurons due to the high dilution of the CaMKII-cre virus, and yet a high concentration of 
intracellular GCaMP6. As a result, GCaMP6 was only expressed in neurons that were co-
transfected with the CaMKII virus. Neurons transfected with either the CaMKII or the 
GCaMP6 virus would express either TdTomato only or express no marker at all, respectively 
(Figure 2.1).  
 
 
Figure 2.1: Viral strategy for the cre-dependent, sparse expression of GCaMP6 and TdTomato 
in layer 5 pyramidal neurons.  
A) Schematic of the recombination process mediated by cre recombinase, to express 
GCaMP6. Originally, the genetic sequence coding for the GCaMP6 gene is packaged into an 
Adeno-Associated Virus 1 (AAV1) in a conformation preventing transcription. The GCaMP6 
sequence is flanked by two recombinant Lox sites on each side: LoxP and Lox2272. These two 
sites recombine in a cre-dependent way. Through a double recombination process, GCaMP6 
gets locked into the right direction to be transcribed (Kühn and Torres, 2002). GCaMP6 is 
expressed under the human synapsin promoter (hSyn) and its expression is amplified post-
transcriptionally by the Woodchuck hepatitis virus Post-transcriptional Regulatory Element 
(WPRE) sequence. B) I used a cre-dependent TdTomato mouse line (JAX sequence: 
RRID:IMSR_JAX:007914). When present, cre-recombinase recombine the two loxP sites, the 
stop cassette gets cut off and TdTomato can be expressed. Transcription is regulated by the 
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CAG promoter and amplified post-transcriptionally by the WPRE sequence.  C) After 
Injection, AAV1 transduces the neurons. Some neurons will be transduced with GCaMP6 
only, some with cre-recombinase only, some with both and some will not be transduced. 
Because cre is expressed under the control of the CaMKII promoter (not shown), only 
CaMKII-positive neurons will express Cre-recombinase.  
 
2.3 Surgical procedures 
  
In surgical procedures, animals were anesthetized with Isoflurane: anaesthesia was induced 
by inhalation of 4% Isoflurane with an air flow rate of 300ml/min (Abbott Pharmaceuticals, 
UK) into an anaesthetic chamber and was maintained using 1-2% isoflurane for the entire 
duration of the procedure. During the procedure, the animal’s body temperature was 
maintained at physiological levels using a closed-loop, adjustable heating pad which 
monitored the animal’s temperature via a rectal probe. An opaque hydrating cream 
(Bepanthen, Bayer) was applied onto the eyes of the animal to prevent dryness and protect 
from light exposure. All surgical procedures were performed in sterile conditions. 
 
2.3.1 Viral Injections through a bur hole 
 
After induction of anaesthesia, mice were shaved, mounted onto a stereotaxic frame (David 
Kopf instruments, CA, USA) and head-fixed using ear bars. An analgesic was administered 
subcutaneously (Vetergesic, buprenorphine, 0.1 mg/kg of body weight) to alleviate pain. The 
shaved head was wiped using an antiseptic solution (Iodinated Povidone, Videne). Using a 
scalpel blade (Swann-Morton, No. 10 surgical blades) a small incision was made to expose 
bregma, the back suture and the desired injection site onto the skull of the animal. Layer 5 
neurons were targeted stereotactically. Injections were performed on the left hemisphere 
of the brain. A three-axis stereotactic micromanipulator was used to pinpoint the desired 
location of the burr hole through which the viral preparation would be delivered. To target 
layer 5 neurons in the monocular area of V1, using an injection pipette coming with a 
mediolateral angle of 20 degrees and a dorsoventral angle of 70 degrees, the drilling location 
was calculated to be between 3 and 3.5 mm lateral from lambda and the central suture, and 
2.5 mm anterior from the back suture or 1.5 mm anterior from lambda. These calculations 
were done using simple trigonometry and corrected empirically after the post-hoc 
histological characterisation of the injection site under confocal microscopy. Once the 
injection location was identified on the skull, a small burr hole of about 0.5 mm in diameter 
49 
 
was drilled using a round diamond bur (Wright-Cottrel catalogue No. KH1204005). To avoid 
overheating the skull, drilling was performed at low speed and avoiding drilling on the same 
spot for more than 5 continuous seconds. Once the bone was sufficiently thin, a single 
droplet of ACSF was applied for a couple of minutes to soften the skull and facilitate removal. 
The skull was then removed using No. 5 forceps with a bent tip which was used as a hook for 
lifting the bone. A glass pipette for injection (Drummond glass for Nanoject, OEM Glass 
Capillary) was first pulled and backfilled with mineral oil using an Hamilton syringe, then the 
viral preparation was sucked into the pipette using nanoject II (Drummond Scientific). Once 
the brain was exposed, the glass pipette, backfilled with the viral preparation was inserted, 
through the meninges into the brain. To prevent mechanical damage to the brain and pipette 
clotting, insertion was done slowly (less than 50 µm per second). Injections were made, using 
a nano injector (nanoject II, Drummond Scientific), at 2 different depths, 700 and 550 µm 
from brain surface (the deep and the superficial end of layer 5, respectively 
http://mouse.brain-map.org/static/atlas) to maximise spread into layer 5. A total volume of 
55.2 nl was injected across the two sites (6x 4.6 nl at each location). After insertion of the 
pipette, 3 minutes were waited before the beginning of injection, to let the brain settle after 
being pushed by pipette insertion. Single 4.6 nl injections were spaced 30s from one another 
to allow enough time for diffusion. To avoid diffusion of the virus along the pipette tract, 3 
minutes were waited after the last injection before pipette retraction or removal. The pipette 
was then removed slowly (less than 50 µm per second) from the brain. After the pipette was 
completely removed, a single drop of ACSF was applied onto the skull of the mouse and the 
edges of the incision were pulled together for suturing (Ethicon, Ethilon polyamide size 6) 
and gluing (Vetbond, 3M) the incision cut. At the end of the procedure, a single 25ml/kg dose 
of Ringer’s solution was injected subcutaneously for rehydration. The animal was then 
released from head-fixation, removed from the stereotax and placed in a recovery cage 
heated by an underlying heating pad. A single postoperative analgesic (Vetergesic) jelly was 
left in the cage between 18 and 24 hours after recovery and routine checks were performed 
every 12 hours for the following 72 hours, and every 24 hours thereafter, to ensure the 
animal did not show post-operative distress symptoms.  
 




Cranial window and headplate attachment were performed one day before imaging to 
ensure optimal imaging conditions. This was thus performed about 2-3 weeks after viral 
injections to allow sufficient time for the expression of GCamP6 (Chen et al., 2013).  
After induction of anaesthesia, mice were shaved, mounted onto a stereotaxic frame (David 
Kopf instruments, CA, USA) and head fixed using ear bars. To prevent brain swelling and post-
operative pain, analgesic and anti-inflammatory drugs were administered subcutaneously 
(Vetergesic, buprenorphine, 0.1 mg/kg of body weight; Carpaphen, Carprieve, 5mg/kg of 
body weight; Dexamethasone, Rapidexon, 2mg/kg of body weight). The shaved head was 
wiped using an antiseptic solution (Iodinated Povidone, Videne). Using a pair of surgical 
scissors, a circular section of skin (~1 cm large in diameter) overlaying the skull was removed. 
Using two cotton swabs, the skin edges were pulled apart to expose as much skull as possible. 
Once the skull was sufficiently exposed to work comfortably, the skin was glued in position 
using veterinary glue (Vetbond, 3M). To create a rough surface for subsequent adhesion of 
the metal headplate, the membrane attached to the skull was removed with a surgical blade 
(Swann-Morton, No. 10 surgical blades), by gently scraping it away.  
For a cranial window over V1, a rectangular craniotomy of approximately 2x1.5 mm was 
drilled on top of the injection site without drilling over the back suture, to avoid bleeding. 
During drilling, the skull thickness was regularly monitored by applying a little pressure at 
different points along the perimeter of the craniotomy. Once the bone was sufficiently 
thinned, a drop of sterile ACSF was applied on the grove created during drilling to further 
soften the skull and facilitate removal. Hooked forceps were used to gently cut through the 
bone along the perimeter of the craniotomy and remove the skull. From this point of the 
surgery onward, the surface of the brain was continuously kept under sterile ACSF to avoid 
drying. In the case of small bleeds from the skull bone or from the dura, the surface of the 
brain was washed and rinsed with sterile ACSF, until blood was cleared.  
For the imaging window, I used a triple glass to minimize brain movements during imaging. 
A triple glass window was prepared by stacking on top of each other, three cover-slip glasses 
(Menzel-Glaser 24x32 mm # 0), one larger and two smaller, using an optically clear UV-cured 
glue (Norland Optical adhesive). Overall, the summed thickness of the two glass windows 
inserted through the cranial window, which equal to 170-230 µm, was comparable to the 
thickness of the skull at the time of imaging (Smith et al., 2017), suggesting that the brain did 
not suffer from excessive compression following the glass window implantation. The glass 
window was applied onto the exposed brain, still covered by the dura, which was not 
removed for imaging. The triple glass window was positioned so that the outer bigger glass 
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would sit on top of the skull on the external edges of the cranial window, while the two 
smaller glasses were fully fitted within the drilling perimeter of the cranial window. The triple 
glass window was then secured in place using Ethyl 2-cyanoacrylate glue (Locite). Once the 
glue dried, a metal headplate was secured on top of the bare skull of the mouse, 
perpendicular to the dorsoventral axis of the skull of the animal to avoid discomfort during 
imaging. The skull of the animal was then covered with a layer of glue (Ethyl 2-cyanoacrylate, 
Locite) to prevent infections and heat/water loss from the exposed skull. After that, the 
metal headplate was further secured in place by applying dental cement (Paladur, Heraeus 
Kulzer) along its edges. Once the dental cement solidified, a 25ml/kg of Ringer’s solution was 
injected subcutaneously to rehydrate the animal after the procedure. The animal was then 
released from the head fixation and returned to a heated recovery cage, until full motor 
capacity was recovered. At that point, the animal was returned to its home cage and checked 
every 12 hours for post-operative symptoms.  
 
2.4 Two-photon calcium imaging  
 
Two-photon calcium imaging of GCamP6-labeled layer 5 pyramidal neurons was performed 
in 2 different set-ups. Both were equipped with a Ti:Sapphire pulsing laser and a galvo-
resonant scanner. In both set-ups, mice were head-fixed, could freely run on a polystyrene 
cylinder (20 cm in diameter) and their running speed was recorded using an optical encoder 
(E7P, 250 cycles/revolution, Pewatron, Switzerland). The E7P uses a 5V supply and offers two 
TTL quadrature outputs, at slightly different phases from each other to estimate both speed 
and spinning direction. Imaging was performed using a 25x Objective (Olympus), optimized 
for multiphoton imaging with 2 mm working distance, NA = 1.05 in water, immersed in 
ultrasound gel. Ultrasound gel was preferred to water because it is more resilient to 
evaporation after long laser exposure. The laser was set at a wavelength of 920 nm. At this 
wavelength, the laser excites optimally GCaMP6 and it excites TdTomato at ~ 30% of its peak 
excitation (Drobizhev et al., 2011). Imaging was performed using a 570 nm short-pass 
dichroic mirror and two single-band pass filters, a 525/50 (Scientifica) for GCaMP6 light 
absorption, and a 620/60 (Scientifica) for TdTomato absorption (Figure 2.2). Emitted light 
was collected by two GASP PMTs (~40% quantum efficiency for light at 525 nm). Layer 5 
pyramidal neurons were recorded between 468 and 666 µm (528 µm median depth) from 
brain surface and followed up to their distal tuft dendrites along the apical trunk. Neurons 
which had their nucleus filled with GCaMP6 or had blobby-looking dendrites were not 
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selected for recording, as these signs were considered symptomatic of an unhealthy neuron. 
At the end of each imaging session, a z-stack was acquired to allow a more detailed, offline 
morphological reconstructions of the neuron imaged.  
 
 
Figure 2.2: The emission spectra of GCaMP6 and Td Tomato and setup configuration for 
dual fluorophore imaging.  
In cyan and in yellow the relative emission spectra of GCaMP6 and TdTomato, respectively. 
The green and the orange rectangular boxes represents the 525/50 nm and the 620/60 nm 
filters placed in front of the green and red light absorbing PMTs, respectively. The Black line 
at 570 nm represents the dichroic mirror for the separation of green and red light.    
 
2.4.1 Single plane imaging with a custom-made two-photon set-up 
 
Imaging was performed using a custom-built galvo-resonant scanning system with a 
Ti:Sapphire pulsing laser (Chameleon Vision-S, Coherent, CA, USA; < 70 fs pulse width, 80 
MHz repetition rate) at 120 Hz, a Scientifica set-up equipped with a custom-programmed 
LabVIEW-based software (version 8.2; National Instruments, UK) . Three to four focal planes 
were acquired for each neuron. One in the soma, located between 500 and 650 µm below 
brain surface and 2 – 3 more fields of view in the apical tuft dendrites between 30 and 200 
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µm below brain surface and belonging to the same neuron. Pixel resolution varied session 
by session but ranged from 0.1 to 0.3 x 0.1 to 0.3 µm.  
 
2.4.2 Multi plane data acquisition with FemtoSmart Dual two-photon set-up 
 
Multi plane data were acquired using a FemtoSmart Dual two-photon microscope 
(Femtonics, Budapest, Hungary) and an ultra-fast, solid-state, single 100 fs pulse width laser 
(InSight DeepSee, SpectraPhysiscs, CA, USA). Images were acquired using the MESc software 
(Femtonics, HU). Two focal planes (512x165 pixels, pixel resolution 0.76 µm), with an average 
distance of 170 µm in Z, were imaged at a frequency of 96 frames/s (48 frames/s per plane) 
using a Piezo objective positioner kit (P725.4CA, 400 µm range, 230 Hz resonant frequency 
no load attached, Physic Instruments, Germany), switching between planes at 9.6 Hz (4.8 Hz 




Figure 2.3: Trace of the piezoelectric objective positioner.  
The plot shows the position of the objective compared to a reference focal plane, 0. The 
objective travels 200 µm in approximately 30 ms and it averages one single plane 10 times 
(10x frames). Travelling speed depends on distance travelled and the weight of the objective 
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(the heavier the slower). The averaged number of frames is set by the user. Each plane was 
scanned at 4.8 Hz in this example trace. 
 
2.4.3 Habituation of mice to head-fixation 
 
Three to four weeks after viral injections and 24 hours after the implantation of an imaging 
window, GCamp6-labeled neurons were imaged under 2-photon microscopy. Animals were 
habituated to head fixation in the setup by letting them rest in darkness, free to run, for half 
an hour before starting any experiment. A single experimental session never consisted of 
more than 3 hours and whenever the same animal was imaged more than once, it was 
allowed a resting period of at least 24 hours before the next imaging session. To avoid 
causing stress to the animals, the 2-photon imaging setup was wept with both ethanol (to 
disinfect) and acetic acid (to remove odours from previous animals) both at the beginning 
and at the end of each imaging session. 
 
2.4.4 Visual stimulation 
 
Visual stimuli were generated using the Psychophysics Toolbox package (Brainard, 1997) for 
MATLAB (Mathworks, MA) and displayed on a custom-modified backlit LED monitor (51 × 29 
cm, Dell, UK) placed 20 cm from the right eye, covering 104° × 72° of the visual field. The 
mouse visual cortex is topographically arranged (Hübener, 2003). Because of mechanical 
constraints, my injections were in the anterior and medial part of monocular V1, so the 
screen was positioned toward the more ventral and posterior part of the mouse visual field, 
to maximise the proportion of neurons responding to visual stimulation. Visual stimulation 
trials consisted of drifting full-field square-wave gratings for 3 seconds (spatial frequency of 
0.05 cycles per degree, 1.5 Hz, 8 equally spaced directions in randomized order, contrast 
80%, mean luminance 37 cd/m2). Drifting gratings were separated from one another by 4 
seconds of isoluminant grey periods. Each trial started and ended with 2 seconds of dark 
screen. Time stamps for the onset of every stimulus were recorded and aligned to imaging 
frames using custom-built Matlab scripts.  
Because photomultiplier tubes (PMT) are very sensitive to any source of light including 
ambient light, it is imperative that light coming from the stimulus-presenting screen does not 
contaminate the signal collected at the PMTs. To avoid photodamage, the pockel cell was off 
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at each turnaround points of the resonant scanner. Therefore, we synchronised the pockel 
cell with our stimulus-presenting screen. Both our resonant scanners in the LotosScan and 
Femtonics setup are 12 kHz scanners. We modified our screens to flicker at that rate so that 
the stimulus-presenting screen would be off during image acquisition and would light up only 
during turnaround points of the scanner. This allowed us to image neurons without signal 
contamination coming from the screen. It is important to notice that this flickering rate is 
well above mouse perceptual sensitivity and therefore the visual stimulus looked coherent 




Figure 2.4: A schematics of 2-photon imaging setup 
The laser beam originates from a tuneable laser source. It first passes through a beam 
polariser, a pockel cell which can be controlled using a software to regulate laser power, a 
mechanical shutter also controlled via an external software and finally through a beam 
expander. The laser beam is scanned by either a 12 (Scientifica, single plane) or a 8kHz 
(Femtonics, 2 planes) resonant scanner in the x axis and by a galvanometric scanner in the y 
axis. The laser is focussed on the z axis through a 25x magnification objective. A piezoelectric 
objective positioner resonates in the z axis to acquire data from multiple focal planes at the 
same time. Red and green light emitted by TdTomato and GCaMP6 fluorophores respectively 
is collected by the PMTs (see figure 2.2 for more details). Fluorescent signals are collected in 
darkness and during the presentation of visual stimuli as the animal can freely run on a 
circular treadmill. The screen flickers in antiphase with the pockel cell, being on only during 
turnarounds points of the scanner, when the pockel cell is off. The speed and the direction 
of running is acquired using an optical encoder. The recording of all external devices was 





2.5 Data Analysis    
 
2.5.1 Image processing and motion correction 
 
Two-photon images were converted to the .tiff format and further processed using custom-
made Matlab and Python scripts. Image processing required image cropping, and alignment 
of each frame to correct motion artefacts in x and y direction (details in section 2.5.1). 
Differently from movements in x and y, movement artefacts in the z dimension cannot be 
corrected for. By applying pressure onto the brain, the triple glass window (see section 2.3.2), 
minimized this kind of artefacts. Additionally, the use of TdTomato as a structural marker, 
allowed us to determine whether the imaging plane remained stable or moved in the z-axis. 
Trials with movement artefacts in the z dimension were excluded from further analysis.  
Movement artefacts in the x and y dimension can be of two types: Inter-frame distortions 
and frame to frame displacements. Inter-frame distortions happen when movement 
artefacts are faster than the acquisition rate. These kinds of distortions cannot be corrected 
but they can be minimized to a negligible extent with a sufficiently high scanning frequency. 
Frame to frame displacements on the other hand can be corrected offline provided that the 
sample of interest (e.g. a cell soma or a dendrite) does not move out of the area covered by 
the scanners. 2D plane translation of single planes was performed using Sequential Image 
Analysis (SIMA) 1.3.2 (Kaifosh et al., 2014). SIMA is a Viterbi-based algorithm that determines 
the probability of finding a structure of interest (defined in a pixel by pixel intensity map) in 
a given location, weighting the probabilities of all possible displacements from one frame to 
the next. TdTomato, was used as the signal for motion correction only if motion correction 
with GCaMP6 failed. This happened only when GCaMP6 signal was very sparse, or its baseline 
signal was too dark to be distinguished from background noise.   
 
2.5.2 Image segmentation and calcium signal extraction 
 
After motion correction, regions of interest (ROIs) were drawn manually onto averaged 
images of individual trials. ROIs were drawn around cell somas, which had their characteristic 
donut shape; the main apical trunk which looks like a dot under two-photon microscopy 
scanning perpendicularly to its axis of elongation; and individual branches in the distal apical 
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tuft which could have different shapes ranging from a single dot to a branching cable-like 
shape, according to their axis of elongation with respect to the scanning axis. An individual 
apical tuft branch was defined as the segment of a dendrite going from one branching point 
to the next. ROIs were always drawn manually using the polygon tool in Fiji, and they were 
drawn slightly larger than the averaged borders of the structure of interest. The size and 
shape of individual ROIs was maintained constant throughout the imaging session. ROIs were 
only drawn around structures which belonged to the neuron of interest as assessed during 
imaging and confirmed offline after cell reconstruction. ROIs which had a nearby source of 
signal contamination like another dendrite or a cell soma, were either re-drawn in a way that 
the contaminating source of signal would be excluded from the ROI, or they were excluded 
from analysis altogether.  
After ROIs were drawn around the structure of interest, fluorescence values were calculated 
as a function of time. Once the raw signal was extracted, it was used to calculate ∆F/F0 
defined as (F – F0)/F0. The baseline, or subtractive F0, is the 5th-percentile of the 1 Hz lowpass 
zero-phase, 60th order FIR filtered signal of each ROI in each recording. The scale factor, or 
divisive F0, is the mean of the baseline F0 in each recording (Pakan et al., 2016). Single plane 
data were acquired at 120 Hz, and subsequently downsampled to 5Hz for signal processing. 
Multi-plane data were acquired and analysed at 4.8 Hz.  
 
2.5.3 Calcium transient analysis  
 
Calcium transients in different cellular compartments have different dynamics. Somatic 
signals have a slower rising and decaying time compared to a transient of the same amplitude 
in the dendrites and dendrites produce much larger amplitudes of ∆F/F0 events compared 
to the soma, for the same amount of activity (Beaulieu-Laroche et al., 2019). Because bigger 
events take longer to decay compared to smaller events, the difference between the mean 
∆F signal in the soma and in the dendrites increases (exponentially) as the amplitudes of 
calcium transients increases. Additionally, to emit and come back to baseline fluorescence 
levels, GCaMP6 must both bind and unbind to free intracellular calcium. This process is 
slower for higher-amplitude or longer-lasting membrane depolarisations which generate 
high intracellular Ca2+ influx. This means that correlating ΔF/F0 on a frame-by-frame base, 
would bias the analysis toward larger and longer lasting calcium transients which would be 
statistically overrepresented. To correct for these biases, the peak amplitude of individual 
calcium transients was used. In this way, it was possible to (1) treat individual events as 
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statistically independent samples and avoid the statistical mis-representation of calcium 
transients of different amplitudes and (2) compensate for different rise and decay times. 
To detect calcium transients, noise levels were estimated by filtering the ΔF/F0 signal using 
a 9th order, zero-phase, high-pass filter at 0.6 Hz (Matlab function filter). I then estimated the 
standard deviation of the filtered signal and used a threshold of 2.8 of this standard deviation 
using the built-in Matlab function findpeaks. The robustness of the results was then tested 
to different thresholds +/- 30% of the selected threshold. 
For each peak found in any branch or compartment, an event was defined as coincident in 
another branch or compartment when another calcium transient could be detected in a time 
window of 3 seconds around the frame where the first peak was originally detected (2 
seconds before, 1 after). As a consequence, peaks detected as coincident could not be 
further apart than 2 seconds. A large, 3 seconds window was selected for to deal with the 
slow dynamics of the calcium indicator can lead to long-lasting plateau calcium events, in 
which the peak of an event remains stably flat for prolonged periods of time and therefore 
making the local maximum to be detected at different points, simply due to imaging noise 
(Figure 2.5). The mean time interval was close to 0 (2.19xe-4 seconds) with standard deviation 
of 0.28 seconds, meaning that 95% of all coincident events were found within a time interval 
of 0.56 seconds (Figure 2.5). To avoid the problem of assigning one peak as coincident with 
more than one peak, each peak could only be considered coincident with one other peak. To 
estimate the amplitude of a calcium transients, I took the difference between the ΔF/F0 
amplitude at the frame in which a peak was detected (local maximum) and a local minimum 
in 2 seconds, backward sliding window. To pull data from different branches or 
compartments together, and to directly compare dendritic and somatic signals, the 
amplitudes of these peaks were normalised to the detected peak of highest amplitude for 
each ROI. Whenever a peak was detected in only one ROI and not in the other, the correlation 
was made between the peak amplitude in the ROI where the peak was detected and the 
difference between the maximum and minimum ΔF/F0 values in a 3 second window centred 
around the frame where a peak was detected in the other ROI. Correlation values were 
calculated as the Pearson's correlation values between event amplitudes in pairs of branches 
or compartments. Shuffling values were obtained by randomly shuffling the order of the 
events in one branch or compartment of each pair analysed. To estimate events 
amplification/ attenuation across compartments, residuals were extracted by calculating the 
robust linear regression line between normalised event amplitudes in two compartments, 
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Figure 2.5: Distribution of time intervals between peaks of calcium transients detected as 
coincident.  
A) Black, distribution for apical tuft events. Red, distribution for pairs of neuronal 
compartments (2-planes imaging). The mean time interval was close to 0 (2.19xe-4 seconds) 
with standard deviation of 0.28 seconds, meaning that 95% of all coincident events were 
found within a time interval of 0.56 seconds. B) Examples of cases with the largest time 
interval between two coincident events (offset by 1 second) (dashed rectangle in A). Lower 
traces: zoomed view of the dashed area 1 and 2. The red dot indicates the frame at which a 
peak was detected for each pair of compartments. Scale bars: 0.3 ΔF/F0 (normalised to max), 
10s (upper panel) and 1s (lower panel). Each bin is 200 ms. 
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2.5.4 Locomotion analysis  
 
Changes in the position of the cylindrical treadmill (sampled at 12,000 Hz) were interpolated 
to match the rate of imaging. To define stationary and locomotion periods I used the 
following criteria: Stationary corresponded to periods where the instantaneous speed (as 
measured at the 40 Hz sampling rate) was less than 0.1 cm/s. Locomotion corresponded to 
periods meeting three criteria: instantaneous speed ≥ 0.1 cm/s, 0.25 Hz lowpass filtered 
speed ≥ 0.1 cm/s, and an average speed ≥ 0.1 cm/s over a 2 s window centered at this point 
in time (Pakan et al., 2016). These criteria were setup to exclude times from the locomotion 
periods, intervals in which the animal would re-position or groom during imaging. Any inter-
locomotion interval shorter than 500 ms was also labelled as locomotion. Stationary periods 
less than 3 s after or 0.2 s before a period of locomotion were removed from the analysis. 
The first one was excluded to avoid integrating as part of stationary periods, the decaying 
tail of the GCaMP6 signal, while the latter one was excluded from analysis because the 
periods preceding locomotion is a period of increased arousal where neuronal responses are 
distinct from the ones of quiet wakefulness. Accordingly, behavioural transitions were 
defined as time windows including: (1) 2 seconds before the onset of locomotion as defined 
above and 1 second after the onset, as well as (2) 1 second before the offset of locomotion 
and 20 seconds after the offset (unless another locomotion period began before the 20 
seconds) (Vinck et al., 2015). For this analysis, behavioural transitions were excluded from 
stationary and locomotion periods.  
 
2.5.5 Orientation Selectivity  
 
To determine the specific stimulus response parameters of each neuron to the oriented 
gratings, the ΔF/F0 during each presented oriented stimulus was first averaged across all 
trials. The preferred orientation of each neuron was the orientation that elicited the maximal 
response when averaged across all trials. The orientation selectivity index (OSI) was 
calculated as (Opref-Oorth)/(Opref+Oorth) where Opref represents the mean ΔF/F0 value during the 
presentation of the preferred orientation across trials and Oorth represents the mean ΔF/F0 
value during the presentation of the orientation orthogonal to the preferred one. For the 
detailed analysis of orientation preference in chapter 4, the preferred response angle was 
estimated by calculating the argument of the resultant vector (V) in the complex plane, which 
was given by: 
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where 𝑅(𝜃𝑘) is the mean ΔF/F0 response to angle 𝜃𝑘 (Mazurek, Kager and Van Hooser, 
2014). 
 
2.5.6 Morphological reconstructions  
 
Morphological reconstructions were done using Simple Neurite Tracer, a semi-automatic 
ImageJ plugin for tracing the dendrites of neurons and other tube-like structures. 
Reconstructions were done using either the baseline fluorescence of the GCaMP6 signals, or, 
when GCaMP6 baseline was not distinguishable from background, TdTomato, an activity-
independent marker. The distance between a branch and its soma was estimated in terms 
of the number of branching points that separated the soma from the recorded branch. The 
trunk was considered branching order 0 and sibling branches after the nexus, branching 




All analysis was performed either in Matlab 2017a, or in GraphPad Prism 8. All error bars in 
the figures represent standard error of the mean. The details of the statistical test I used, as 
well the details about what I used as independent samples can be found in the relevant 











3. The apical tuft of individual layer 5 pyramidal neurons: single 
or multi-compartment computational unit? 
3.1 Introduction 
 
A large body of literature demonstrates that dendrites of pyramidal neurons are endowed 
with a wide array of voltage-gated ion channels that can supralinearly amplify synaptic inputs 
through the generation of dendritic spikes (Ramaswamy and Markram, 2015; Stuart and 
Spruston, 2015). The generation of dendritic spikes has been proposed to have three main 
functions: 1) To increase the efficacy of distal synaptic inputs, which would otherwise be 
attenuated by the filtering properties of the dendrites with distance (Rall, 1962; Spruston et 
al., 1995; Vetter, Roth and Häusser, 2001; Larkum et al., 2009); 2) To endow individual 
dendritic branches to perform independent computation, allowing the implementation of 
complex logical computations (Rall, 1962; Oswald, 2004; Branco and Häusser, 2010; Chen et 
al., 2012; Cichon and Gan, 2015; Scholl, Wilson and Fitzpatrick, 2017; Lee et al., 2019); 3) To 
boost the information storage capabilities of single neurons (Rall, 1962; Yang et al., 2014; 
Cichon and Gan, 2015; Bono and Clopath, 2017).   
The generation of local dendritic spikes is generally associated with a local entry of calcium, 
and as such, many studies have approached the investigation of dendritic integration using 
calcium indicators (Stuart and Sakmann, 1994; Stuart, Schiller and Sakmann, 1997; Svoboda 
et al., 1999; Larkum, Kaiser and Sakmann, 1999; Schiller et al., 2000; Vetter, Roth and 
Häusser, 2001; Nevian et al., 2007; Larkum et al., 2009; Xu et al., 2012; Harnett et al., 2013; 
Major, Larkum and Schiller, 2013; Grienberger, Chen and Konnerth, 2014; Stuart and 
Spruston, 2015; Harnett, Magee and Williams, 2015; Ramaswamy and Markram, 2015; Kerlin 
et al., 2019).  
Using glutamate uncaging in brain slices, it was shown that coincident synaptic inputs in few 
neighbouring spines could give rise to localised nonlinear dendritic responses (Williams, 
2002; Polsky, Mel and Schiller, 2004; Losonczy and Magee, 2006; Stuart and Spruston, 2015), 
suggesting that in a high firing rate regime observed in vivo, dendritic branches would 
generate regenerative responses (Luczak et al., 2007). 
The tuning of layer 2/3 orientation selective neurons in V1 , was shown to be predicted by 
the average tuning of its presynaptic inputs (Wertz et al., 2015; Wilson et al., 2016). While 
the evidence for clustering of synaptic inputs in layer 2/3 and layer 5 of the mouse visual 
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cortex in vivo remains controversial (Jia et al., 2010; Chen et al., 2011; Varga et al., 2011; 
Wilson et al., 2016; Iacaruso, Gasler and Hofer, 2017; Scholl, Wilson and Fitzpatrick, 2017; 
Kerlin et al., 2019) dendritic spikes may be generated even in the absence of clustering simply 
due to an increase in the overall synaptic conductance associated with a given stimulus 
(Ujfalussy et al., 2015; Schmidt-Hieber et al., 2017).  
In vivo, both local (Palmer et al., 2014; Cichon and Gan, 2015) and global (Xu et al., 2012; 
Ranganathan et al., 2018; Kerlin et al., 2019) dendritic spikes have described in the apical 
tuft of layer 5 pyramidal neurons.  
Using patch clamp recordings in mildly anaesthetised and anaesthesia-recovered animals, 
Smith et al. (2013) found that layer 2/3 neurons produce NMDA-dependent spikes in 
response to the presentation of stimuli of the preferred angle, but not in response to the 
presentation of stimuli at the orthogonal orientations. However, patch-clamp recordings 
provide no information about the spatial spread of these events. Additionally, for technical 
reasons these recordings were performed in immobilised animals. 
Locomotion was shown to exert its gain modulation effect on V1 through both NA and Ach 
(Polack, Friedman and Golshani, 2013; Fu et al., 2014). Both of these neuromodulators have 
been shown to impact dendritic excitability (Hoffman and Johnston, 1999). Recently 
however, Beaulieu-Laroche et al. (2019) reported a high correlation in the somatic and nexus 
activity of V1 neurons independently of visual stimulation and locomotion. Despite high 
coupling, they report that approximately 15% of trunk’s nexus activity is independent of the 
soma, suggesting that these events are dendritically-generated. However, Beaulieu-Laroche 
et al. (2019) did not record data from the apical tuft where most of the independent 
computation should occur. 
As such, it remains unknown the extent to which the apical tuft dendrites of V1 layer 5 
pyramidal neurons produce local versus global dendritic spikes and whether the dendritic 
integrative regime is modified during locomotion or in a stimulus-specific way. 
To test this, I imaged calcium signals in sibling branches of the distal apical tuft during visual 
stimulation and darkness, while the animal was either locomoting or stationary. To do so, I 
sparsely labelled layer 5 neurons with GCaMP6f and TdTomato using a cre-dependent 
approach. I then identified individual layer 5 neurons by following their apical trunk all the 
way to the superficial layer 1, where dendritic calcium signals were recorded.  
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The results show that the activity of the apical tuft dendrites of individual layer 5 neurons is 
highly correlated. Branch-specific activity was approximately 3% of the total number of 
events and it exclusively consisted of small-amplitude events. This high correlation persisted 
throughout the apical tuft independent of the distance of sibling branches from the soma. 
Despite both visual stimulation and locomotion increased the activity of the apical tuft 
dendrites of layer 5 pyramidal neurons, neither of these conditions altered the high coupling 
between branches.  
 
3.2 Material and methods 
 
Material and method used for these experiments are described in chapter 2 of this thesis.  
The results described in this chapter include data from 70 apical tuft branches, recorded from 
14 different neurons in 6 animals. Neurons were labelled with AAV1.CamKII 0.4.Cre.SV40 
(Penn Vector core catalogue No. 105558-AAV1, titer (GC/ml): 1.81e13) diluted 1:10000 – 
1:20000 and AAV1.Syn.Flex.GCaMP6f.WPRE.SV40 (Penn Vector Core, catalogue No. 100833-
AAV1, titer (GC/ml): 1.91e13) diluted 1:10 in ACSF.  
Data were acquired using a custom-built galvo-resonant scanning system with a Ti:Sapphire 
pulsing laser (Chameleon Vision-S, Coherent, CA, USA; < 70 fs pulse width, 80 MHz repetition 
rate) at 120 Hz, with a custom-programmed LabVIEW-based software (version 8.2; National 
Instruments, UK). Fluorescent traces were down-sampled to 5Hz for signal processing.  
 
3.3 Results 
3.3.1 Calcium transients are highly correlated between branches that belong to the 
same neuron 
 
In order to study dendritic activity in layer 5 neurons of the mouse primary visual cortex, I 
imaged GCamP6f calcium signals in the apical tuft branches of individual layer 5 neurons in 
awake, head-fixed animals. I first investigated the correlation of calcium signals in sibling 
branches of individual layer 5 pyramidal neurons. I found that calcium signals in the apical 
tuft dendrites were highly correlated between branches that belonged to the same neuron 
and non-correlated for branches that belonged to different neurons (Figure 3.1). Each pair 
of branches had a mean Pearson’s correlation value of 0.92 (Figure 3.2A). When I averaged 
the correlation value between branches’ pairs of every field-of-view recorded in the apical 
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tuft of a given neuron, I obtained a very similar average Pearson’s correlation value (0.92), 
suggesting that calcium signals are highly correlated between all tuft branches of an 
individual layer 5 pyramidal neuron (Figure 3.2B). To validate the results, I compared these 
correlation values against a shuffled dataset, in which the event size in one of the two 
branches was shuffled and correlated against the unshuffled branch. Shuffling the data 
provided the correlation value of 0, which is expected when correlating two random datasets 
(Figure 3.2B).  
 
Figure 3.1: Calcium signals in apical tuft branches were highly correlated between dendrites 
that belonged to the same neuron and uncorrelated between dendrites that belonged to 
different neurons.  
A) Single plane imaging of the apical tuft branches that belong to the same neuron 
(highlighted in yellow) and to a different neuron (highlighted in red). B) GCaMP6f-calcium 
transients of the apical tuft branches belonging to one neuron are shown in traces 1 to 4 
while calcium transients of a tuft branch belonging to a different neuron is shown in trace 5. 
Scale bars, 0.3 ΔF/F0 (normalised to max), 20 s. C) Pearson’s correlation matrix between the 
calcium transients of the branches shown in A. Branches that belong to the same neuron 
(branches 1 to 4, neuron 1) have a mean Pearson’s correlation of 0.96, while the branch that 
belongs to the different neuron (branch 5, neuron 2) has a mean Pearson’s correlation value 




Figure 3.2: High correlation between different apical tuft branches belonging to the same 
neuron.  
A) Frequency distribution of the pairwise correlation of all imaged branches (n = 76 pairwise 
correlations, coming from 14 neurons; 6 animals; 70 branches. Mean ρ = 0.92) B) Mean 
Pearson’s correlation value for each imaged field of view and its corresponding shuffled data 
(Paired t-test, p = 3.5 e-15; n = 25 fields of view, coming from 14 neurons; 6 animals; 70 
branches. Mean ρ = 0.92 and -0.04; SEM = 0.01 and 0.05 for peaks and shuffled, respectively). 
The Pearson’s value for each field of view comes from an average of the pairwise correlation 
between all the branches that belong to the same neuron. 
 
3.3.2 Apical tuft dendritic calcium signals are highly correlated regardless of the 
branching order 
 
The high correlation of calcium signals between dendritic branches of the same neuron may 
be due to the backpropagation of action potentials. However, it is known that 
backpropagating action potentials attenuate in a distance-dependent manner (Vetter, Roth 
and Häusser, 2001). Because branching points are points of sudden impedance decrease, 
they have been shown to be the point at which backpropagating action potentials fail to 
propagate with higher probability (Spruston et al., 1995b; Vetter, Roth and Häusser, 2001).  
In order to test whether correlation values between dendritic branches dropped as a 
function of distance from the soma, I have reconstructed the dendritic arborisation of the 
imaged neurons. To do so, I used TdTomato, an activity-independent marker and I counted 
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the number of branching points that separated the soma from the imaged apical tuft 
branches (Figure 3.3). Only sister branches (branches with the same branching order) were 
analysed. I was able to obtain functional data and reconstruct dendrites up to the 8th 
branching order. Pairs of branches which were not sisters (e.g. parent or grandparent 
branches) as well as branches whose branching order could not be estimated with certainty, 
were not included in this analysis. The results show that the amount of correlation between 
sister branches is high, regardless of the branching order of the imaged branches (p = 0.34, 
One-way ANOVA, Figure 3.4). For example, a pair of sister branches in the 8th branching 
order, had a Pearson’s correlation of 0.96. These results show that the observed high 
correlation does not depend on the branching order of the dendrites, and that high 
correlation persists regardless of the distance from the soma. Altogether these results 
suggest that high correlation of calcium signals is a general feature of the apical tuft of layer 
5 dendrites.  
Finally, in order to determine whether this high correlation was due to the branch lineage, I 
calculated the Pearson’s correlation values for branches that were either directly related to 
each other (sister, parents and grandparent branches), or from indirect lineages (Figure 3.5, 
panel A). The results show that correlation values do not change between branches that are 
directly and indirectly related to each other (p = 0.72, One-way ANOVA, Figure 3.5), 




Figure 3.3: Morphological reconstruction of the apical dendritic tuft of an individual layer 5 
pyramidal neuron imaged in vivo.  
The neuron was reconstructed by taking a z-stack at the end of the imaging session (red 
channel, TdTomato). Upper panels, a coronal and a horizontal view of the reconstructed 
neuron. Lower left panel, In vivo two-photon image of GCaMP6f-labelled apical tuft dendrites 
from which calcium transients were imaged (not shown). Highlighted in yellow, the ROIs 
representing the same branches shown in the upper panel . Lower right panel, schematic of 





Figure 3.4: Calcium transients in sister branches are highly correlated regardless of their 
branching order.  
Three representative traces of sibling branches belonging to the 1st, 5th and 8th branching 
order. Bottom right panel, quantification of the Pearson’s correlation for sister branches in 
different branching orders. Branches with a branching order higher than 4 were pulled 
together (For 1st, 2nd, 3rd, 4th and more than 4th branching order, One-way ANOVA, p = 0.34; 
n = 5; 6; 4; 4; 4 pairs of sister branches, respectively. Scale bars, 0.3 ΔF/F0 (normalised to 




Figure 3.5: Calcium transients in apical tuft branches are highly correlated regardless of their 
branching lineage.  
A) Schematic of the definition of lineage in relation to the branch indicated by the red arrow. 
B) Pearson’s correlation for apical tuft branches that directly related to each other (sister, 
parent and grandparent) or from indirectly related branches (For sister, parent, grandparent 
and branches of indirect familiarity, One-way ANOVA, p = 0.72; n = 30; 17; 4; 31 pairs of apical 
tuft branches, respectively. Error bars are SEM. 
 
3.3.3 Visual stimulation and locomotion increase apical tuft activity without affecting 
the high correlation between apical tuft branches  
 
To test whether calcium signals in the apical tuft dendrites changed during visual stimulation 
and locomotion, I calculated the mean ΔF/F0 value for each of the four conditions (visual 
stimulation and darkness during stationary and locomotion) for all branches of each neuron. 
For each neuron, I calculated the correlation value of its branches during these conditions. 
These results show that while both visual stimulation and locomotion increase the mean 
amplitude of calcium transients in apical tuft dendrites (p = 0.0053, 0.0026 and 0.99 for visual 
stimulation, locomotion and interaction effect respectively, RM Two-way ANOVA on log-
transformed data), neither of these conditions altered the correlation between different 
branches (p = 0.43, 0.62 and 0.97 for visual stimulation, locomotion and interaction effect 





Figure 3.6: Locomotion and visual stimulation increase the calcium signals of the apical tuft 
without affecting the correlation between its branches.  
A) Representative traces of 3 apical tuft branches belonging to the same neuron while the 
animal was either stationary or locomoting (lower panel) during either darkness or the 
presentation of drifting gratings (purple segment). Scale bars, 12 cm/s, 0.3 ΔF/F0 (normalised 
to max), 20 s. B) Mean ΔF/F0 for apical tuft dendrites during darkness (dark) and visual 
stimulation (stim) while the animal was either stationary (still) of locomoting (loco). Bar 
graph is normalised to the condition of visual stimulation during stationary period. Both 
visual stimulation and locomotion significantly increase the mean ΔF/F0 of tuft branches 
without any interaction effect (Repeated Measures Two-way ANOVA on log-transformed 
data, p = 0.0053, 0.0026 and 0.99 for the visual stimulation, locomotion and interaction 
effects respectively, n = 14 neurons). C) Pearson’s correlation coefficients ρ for the apical tuft 
branches of individual neurons during the four conditions (stim and still, stim and loco, dark 
and still, dark and loco). (Two-way ANOVA, p = 0.43, 0.62 and 0.97 for visual stimulation, 
locomotion and interaction effects; n =16; 14; 5 and 7 field of views respectively). Error bars: 




3.3.4 Branch-specific calcium signals are rare, dominated by low-amplitude events, 
and independent of visual stimulation and locomotion  
 
The high overall correlation of calcium signals between apical dendritic branches does not 
exclude the possibility of rare branch-specific events. For example, in case these events were 
dominated by low amplitude transients, they would have little impact onto the overall 
correlation between two branches. To investigate the proportion of branch-specific events, 
for each pair of branches I have calculated the proportion of calcium transients that were 
detected in only one of the two branches of the pair (see Method section 2.5.3). The results 
show that branch-specific calcium transients in the apical tuft of layer 5 neurons was rare. I 
quantified branch-specific events in all pairs of branches (76 pairwise comparisons) as the 
proportion of calcium transients present in one branch and absent in the other pair’s branch. 
Among 76 pairwise comparisons coming from 14 neurons, branch-specific calcium transients 
represented less than 3% of the total number of transients (Figure 3.7). These local signals 
were exclusively composed of transients of the smallest amplitudes (Figure 3.7A-C). In 
addition, neither visual stimulation with drifting gratings nor locomotion significantly 
affected this small proportion of branch-specific calcium signals (Three-way ANOVA, p < 10-
15 for event amplitude and p = 0.29; 0.8 and 0.94, for visual stimulation, locomotion and 
interaction between both conditions, respectively. No other interaction effect was 
statistically significant) (Figure 3.7D). Finally, I tested that these results were robust to 










Figure 3.7: Branch-specific activity is rare, dominated by small-amplitude events and 
independent of visual stimulation and locomotion.  
A) Proportion of branch-specific events as a function of event’s amplitude. Each point 
corresponds to the weighted average of the number of events each neuron had for each bin 
(0.05 size). Branch specific events represent a small proportion (10-15%) of the smallest 
amplitude events (15% of the largest event). B) The frequency of events of different 
amplitudes. C) Pie chart showing the proportion of branch specific activity compared to the 
total number of events. Branch-specific events comprise about 3% of the total number of 
events. D) Weighted mean of the proportion of branch-specific events as a function of 
event’s amplitude for the four different conditions. For all conditions, branch-specific events 
represent a small proportion of the smallest amplitude events as shown in A. Neither visual 
stimulation nor locomotion nor an interaction effect increased significantly the number of 
branch specific events (Three-way ANOVA, p = 0.29; 0.8 and 0.94, respectively; p < 10-15 for 





Figure 3.8: The proportion of branch-specific events is robust to changes in the time window 
used to define coincidence of calcium events between apical dendrites. 
Proportion of compartment-specific events as a function of calcium transients’ amplitude 
using different time windows (0.5s, 1s and 2s) to define coincidence of events in sibling 
branches. The dashed line represents the proportion of compartment-specific events 
obtained from shuffled ΔF/F0 signals, with the selected time window (2 s). Because the 3 
seconds window is asymmetric (2 seconds backward and one second forward), two events 
could not be further apart than 2 seconds. 
 
Because these events were of small amplitude, they were also the ones whose detection is 
more likely to be sensitive to small variations in signal amplitude, signal-to-noise ratio and 
detection threshold, leading to an increased proportion of false positive and false negative 
findings.  Signal amplitude and signal-to-noise ratio depend on the expression of calcium 
indicator and imaging conditions. During the experiments, adjustable parameters (e.g. laser 
power, PMT levels) were optimised to maximise both and were kept constant throughout 
the recording session. Detection thresholds in the analysis of calcium transients on the other 
hand, were defined in the analysis of the imaging data, and therefore, I tested how the 
selection of different thresholds affected the results.  
To do this, branch-specific calcium signals were defined using a threshold of 2.8 standard 
deviations in one branch, and changing the detection threshold in the second branch by up 
to +/- 30%. Heightening and lowering the threshold in the second branch revealed events 
just around detection threshold (Figure 3.9). The results show that the amount of branch 
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specific activity goes up to 3.8% when I use a threshold which is 30% more stringent in the 
second branch, compared to the first. Notably, the proportion of branch-specific events went 
down to 0.8% when I used a threshold which was 30% more permissive in the second branch 
compared to the first. This suggests that the detection of approximately 75% of all branch-
specific events, was highly sensitive to variations in the detection thresholds and highlight 
the small amplitude of these branch-specific events. Altogether, these results indicate that 
branch-specific events are rare, and mostly composed of low-amplitude events (Figure 3.10).  
It cannot be excluded that some of the branch-specific events were of too small amplitude 
to be detected, in these experimental conditions. However, signals in individual synaptic 
spines were reliably detected (Figure 3.11) suggesting that I had the spatial resolution 
necessary to detect independent calcium signals on the dendrites, and that not all the 














Figure 3.9: Methodological approach to assess results robustness to variations in detection 
thresholds of calcium events. 
To assess the proportion of branch specific calcium events, for every calcium transient 
detected in one branch, I assessed whether there was another corresponding event in the 
second branch (see Methods). Upper and middle panel, ΔF/F0 traces of two sibling branches 
in the apical tuft branches of a single layer 5 pyramidal neurons. Asterisks indicate two events 
which were not detected using the selected threshold but were detected lowering the 
threshold by 30%. Lower panel, zoomed trace of the dotted area in the upper panel. To assess 
the resilience of the results to different thresholds, I assessed the amount of branch specific 
events, keeping the selected threshold in one branch (red-dotted line) and varying the 
threshold in the second branch from +30% to -30% (light, medium and dark grey lines, 







Figure 3.10: Branch-specific activity using different detection thresholds. 
Proportion and amplitude of branch-specific events detected as a function of the amplitude 
and threshold selected. 
 
 
Figure 3.11: Single spine calcium signals in the apical tuft dendrites of layer 5 neurons.   
A) Two-photon image of an example field of view showing the apical tuft branches of an 
individual GCaMP6-labelled layer 5 neuron. B) Example ΔF/F0 traces for the individual spines 






Altogether, these results provide evidence that calcium signals in the apical tuft dendrites of 
individual layer 5 pyramidal neurons are highly correlated throughout the apical tuft. 
Increased distance from the soma did not impact correlation. Despite the apical tuft 
increases its activity during both visual stimulation and locomotion, neither of these 
conditions affected the correlation of single neurons’ branches, suggesting that high 
correlation persists through different behavioural states and through a wide range of activity 
levels. In line with these results, I showed that branch-specific calcium signals were rare (3%) 
and that the proportion of branch-specific events did not change during visual stimulation or 
locomotion. Branch-specific events were exclusively composed of small amplitude calcium 
transients (< 20% of the largest event), and as such, were susceptible to false positive and 
false negative findings. In line with these results, the proportion of branch-specific activity 
drops by 75%, when the detection threshold is reduced in one branch only, suggesting that 
the detection of branch-specific events is highly sensitive to fluctuations around the 
detection threshold.  
 
3.4.2 Widespread vs local dendritic activity 
 
The generation of dendritic spikes has been proposed to serve as a compensatory 
mechanism for the distance-dependent attenuation imposed by the filtering properties of 
the dendrites. Individual EPSPs produced by synaptic inputs arriving on the distal branches 
of the apical tuft of layer 5 pyramidal neurons provide negligible contribution to the somatic 
depolarisation and therefore to its firing (Williams, 2002). Therefore, the generation of local-
dendritic spikes was proposed as a mechanism to overcome these constraints and supra-
linearly amplify the relevant inputs (Branco and Häusser, 2010; Schmidt-Hieber et al., 2017). 
These results demonstrate that indeed the apical tuft generates regenerative events. 
However, the high correlation between branches suggests that it does so in a global, rather 
than branch-specific manner.  
Several groups have demonstrated ex vivo, that few spatially arranged synaptic inputs are 
sufficient to induce dendritic nonlinearities (Williams, 2002; Polsky, Mel and Schiller, 2004; 
Losonczy and Magee, 2006; Stuart and Spruston, 2015). These results strongly predict that 
under in vivo conditions, when neurons are bombarded by thousands of inputs even at 
background levels of activity, the recruitment of dendritic spikes should be a predominant 
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feature of input integration (Stuart and Spruston, 2015). Using whole-cell patch clamp 
electrophysiology, Smith et al. (2013) showed that the apical tuft branches of individual layer 
2/3 neurons in the primary visual cortex produce NMDAR-dependent spikes in vivo clearly 
distinguishable from backpropagating action potentials. Provided that similar types of 
computations are implemented by the dendrites of layer 2/3 and layer 5 neurons, my results 
suggest that the long-lasting dendritic events reported by Smith et al. (2013) might be global 
in the whole dendritic tree. On the other hand, it is possible that branch-specific activity is 
systematically coincident with global activity and therefore undetectable under the slow 
temporal dynamics of the calcium indicator GCaMP6f. 
The generation of branch-specific spikes has been suggested to be instrumental for the 
implementation of dendritic LTP: a form of non-Hebbian plasticity suggested to increase 
memory storage availability and prevent catastrophic memory interference (Golding, Staff 
and Spruston, 2002; Cichon and Gan, 2015; Bono and Clopath, 2017). My results suggest that 
a low proportion of calcium events are branch-specific, and therefore dendritic LTP could be 
implemented in those instances of local activity. However, given the low rate of these events, 
their effect is likely to be overpowered by much more commonly-occurring global calcium 
events (Kampa, Letzkus and Stuart, 2006; Gambino et al., 2014; Bittner et al., 2017).  
The fact that high correlation persists regardless of the distance of individual dendritic 
branches from the soma, as well as during visual stimulation and locomotion, suggests that 
global calcium signals in the apical tuft is a fundamental feature of dendritic computation of 
layer 5 pyramidal neurons in V1.  
 
3.4.3 The possible origins of global apical tuft calcium signals 
 
Global correlated calcium signals in the apical tuft dendrites would be consistent with at least 
three non-mutually exclusive mechanisms:  
(1) Backpropagating action potentials generated in the soma may spread similarly between 
all sibling branches of the apical tuft. Backpropagating action potentials however, were 
shown to decrease in amplitude in a distance dependent manner and were shown to fail at 
dendritic branching points (Spruston et al., 1995; Vetter, Roth and Häusser, 2001). Previous 
experimental and theoretical findings suggested that bAPs wouldn’t reach distal location in 
the apical tuft of layer 5 neurons (Spruston et al., 1995; Vetter, Roth and Häusser, 2001). 
However, Larkum, Kaiser and Sakmann (1999), demonstrated that somatic action potentials 
elicited beyond a critical frequency (10-20 Hz) can elicit Ca2+ electrogenesis in the apical tuft, 
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suggesting that the events observed in this study may results from bAP-activated dendritic 
electrogenesis.  
(2) Global tuft activity resulting from the interaction between backpropagating action 
potentials and incoming synaptic inputs onto the apical tuft (Larkum, Zhu and Sakmann, 
1999; Manita et al., 2015). It was shown that when a bAP is temporally matched to an 
incoming input onto the apical tuft of a layer 5 pyramidal neuron, the threshold for the 
generation of dendritic spikes is halved and the coupling between somatic and dendritic 
firing is strengthened (Larkum, 2013). As a consequence of this somato-dendritic interaction, 
the soma produces bursts of action potentials while the apical tuft dendrites produce long-
lasting Ca2+ plateau potentials, readily detectable by calcium indicators (Waters et al., 2003; 
Beaulieu-Laroche et al., 2019).  
(3) Apical tuft inputs sum up at the Ca2+ initiation zone in the distal part of the apical trunk 
where a dendritic spike is generated. If the depolarisation is sufficiently large, the trunk will 
generate a large dendritic calcium spike which would then backpropagate into the apical tuft 
(Larkum and Zhu, 2002). Differently from point 1 and 2, the origin of the backpropagated 
signal would be dendritic rather than somatic and therefore would not require somatic 
activation to be initiated.  
The results presented in this chapter leave unanswered the question as to which of the three 
mechanisms described above dominates in V1 layer 5 neurons of awake mice. It is possible 
that different mechanisms would prevail during different behavioural conditions: for 
example, neuromodulators may differently modify the coupling between somatic and 
dendritic activity depending on the behavioural state of the animal (Hoffman and Johnston, 
1999; Shah, Hammond and Hoffman, 2010; Harnett et al., 2013; Harnett, Magee and 
Williams, 2015).  
The next chapters of this thesis will address the question of the coupling of these global 







4. High and asymmetric somato-dendritic coupling of V1 layer 5 
neurons independent of visual stimulation and locomotion  
4.1 Introduction  
 
Creating a nonlinearity in the apical tuft is a powerful way to amplify the impact that specific 
inputs have on somatic firing. In the visual cortex, this has been proposed as a functional 
mechanism to sharpen the orientation selectivity of the excitatory neurons (Smith et al., 
2013). The preferred orientation of an orientation selective neuron can be predicted by 
averaging the synaptic inputs it receives (Wertz et al., 2015; Wilson et al., 2016). On the other 
hand, the overrepresentation of excitatory inputs tuned to the same orientation of the soma, 
doesn’t seem to be compensated by an equivalent increase in tuned inhibition (Kerlin et al., 
2010; Liu et al., 2011; Grienberger et al., 2017). As a consequence, the net excitatory drive a 
neuron receive at the preferred orientation is larger compared to the orthogonal one. These 
observation are consistent with the findings of Smith et al. (2013), who showed that the 
dendrites of layer 2/3 neurons produce NMDA-dependent dendritic spikes in response to the 
preferred orientation of the neuron only. 
In addition to respond to visual stimuli, layer 5 pyramidal neurons also increase their firing 
rate in response to locomotion (Erisken et al., 2014; Dadarlat and Stryker, 2017). Compared 
to stationary periods, locomotion increases the firing rate of layer 2/3 neurons (Niell and 
Stryker, 2010), the primary excitatory drive to layer 5 (Harris and Shepherd, 2015). However, 
SST+ neurons, a class of dendrite targeting interneurons also increases their response during 
locomotion and visual stimulation, but not during darkness (Pakan et al., 2016). As 
consequence, it is unclear whether the dendritic mechanisms that lead to gain modulation 
during locomotion in darkness and during visual stimulation, are the same as the ones that 
lead to orientation selectivity. Indeed, it was shown that at least part of the effects of 
locomotion are mediated by the neuromodulators Ach and NA (Polack, Friedman and 
Golshani, 2013; Fu et al., 2014). Both these neuromodulators were shown to strengthen 
somato-dendritic coupling via their action onto dendritic K+ channels that favours both the 
generation of dendritic Ca2+ spikes and the backpropagation of action potentials (Hoffman 
and Johnston, 1999; Harnett et al., 2013; Labarrera et al., 2018).  
In vivo, several studies have looked at the activity in the apical tuft of layer 5 neurons. 
However, apical tuft activity was recorded either in isolation, without a simultaneous somatic 
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readout (Xu et al., 2012; Manita et al., 2015; Takahashi et al., 2016; Lacefield et al., 2019), or 
in anaesthetised animals (Hill et al., 2013) which affects dendritic integration by suppressing 
both top-down inputs to V1 and the activity of dendrite-targeting, SST+ interneurons 
(Makino and Komiyama, 2015; Leinweber et al., 2017). Simultaneous imaging of somatic and 
dendritic activity in awake and behaving animals emerged only recently, with the 
development of volumetric recording techniques including spatial light modulators and 
piezoelectric objective positioners (Peters et al., 2017; Beaulieu-Laroche et al., 2019; Kerlin 
et al., 2019).  
By using semi-simultaneous imaging of apical trunk and somatic GCaMP6f Beaulieu-Laroche 
et al., (2019) found that calcium signals in layer 5 neurons, were highly correlated and that 
neither visual stimulation nor locomotion altered this correlation.  
However, high correlation of somato-dendritic activity could result from multiple, non-
mutually exclusive mechanisms including (1) a strong somatic activation leading to the 
generation of dendritic Ca2+ electrogenesis (Larkum, Kaiser and Sakmann, 1999) (2) the 
generation of somatic firing through a strong dendritic spike generated at the nexus 
(Grienberger, Chen and Konnerth, 2015) (3) the coincident occurrence of bAPs with apical 
tuft inputs (Larkum, Zhu and Sakmann, 1999; Larkum, 2013). As a consequence, which of 
these computational regimes dominates in vivo, and whether the computational regime 
dominating during visual stimulation differ from the one used during locomotion, remains 
poorly understood.  
To address this question, I used GCaMP6s to semi-simultaneously image calcium signals in 
the soma, trunk and distal tuft dendrites of layer 5 pyramidal neurons, both in darkness and 
during the presentation of drifting gratings, while head-fixed mice were either running or 
stationary. In agreement with Beaulieu-Laroche et al. (2019), I found that dendritic calcium 
signals were highly correlated with somatic signals throughout the apical somato-dendritic 
axis (Soma, Trunk and Tuft). However, I extended these results by showing that somato-
dendritic coupling was asymmetric; while almost all events observed in the tuft were also 
visible in the soma, around 40% of somatic events attenuated in an amplitude and distance-
dependent manner from the soma to the apical tuft. This attenuation was likely due to low 
frequency action potentials, that were not associated with dendritic Ca2+ spike. Finally, the 
results show that neither visual stimulation nor locomotion affected the coupling of somatic 
and apical tuft calcium signals. 
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4.2 Method  
 
Material and methods utilised for these experiments are described in chapter 2 of this thesis.  
For simultaneous recordings, neurons were labelled with AAV1.CamKII 0.4.Cre.SV40 (Penn 
Vector core catalogue No. 105558-AAV1, titer (GC/ml): 1.81e13) diluted 1:10000 – 1:20000 
and AAV1.Syn.Flex.GCaMP6s.WPRE.SV40 (Penn Vector Core, catalogue No. 105558-AAV1, 
titer (GC/ml): 1.91e13) diluted 1:10 in ACSF. Multi-plane data were acquired using an ultra-
fast, solid-state, single 100 fs pulse width laser (InSight DeepSee, SpectraPhysiscs, CA, USA) 
and a FemtoSmart Dual two-photon microscope (Femtonics, Budapest, Hungary). Two focal 
planes (512x165 pixels), with an average distance of 170 µm in Z, were imaged at a frequency 
of 96 frames/s (48 frames/s per plane) using a Piezo objective positioner kit (P725.4CA, 
Physic Instruments, Germany), switching between planes at 9.6 Hz (4.8 Hz per plane) (See 
figure 2.3). Fluorescent signals were analysed at 4.8 Hz. The median vertical distance 
between 2 planes was 170 µm. The results described in this chapter include data from 31 
pairs of neuronal compartments (11 Soma-Trunk; 5 proximal trunk (pTrunk)-distal 
trunk(dTrunk); 9 Trunk – Tuft; 6 proximal Tuft (pTuft) -distal Tuft (dTuft)) coming from 19 
neurons in 6 animals. For figure 4.6 and 4.17 to 4.21, data from this chapter and chapter 3 
of this thesis were pooled together and therefore, I included in the analysis, neurons labelled 
with the virus GCaMP6f as described in section 3.2 of this thesis. For figure 4.6, one neuron 
was excluded as the peak analysis was not considered reliable due to a poor signal-to-noise. 
 
4.2.1 Supplementary videos 
 
Supplementary video 1 can be found at the following link: 
https://drive.google.com/file/d/1U3_D9yI26NWMGx5c5au1fH-
LBCKx0vPS/view?usp=sharing 
Two-photon imaging movie showing calcium signals detected in the soma and not detected 
in the corresponding trunk of an individual layer 5 pyramidal neuron in V1.  
Left panel, two-photon calcium imaging (raw data) for a pair of neuronal compartments 
(Soma-Trunk) imaged semi-simultaneously. Both the soma (lower quadrant, circled in red) 
and the corresponding trunk (upper quadrant, circled in blue) of an individual layer 5 
pyramidal neuron are shown. Right panel, GCaMP6s calcium traces of the two compartments 
(red for Soma, blue for Trunk) aligned to the video shown on the left panel. Data were 
acquired at 4.8 Hz per plane. The two fields of view were 170 µm apart in the vertical plane. 




Supplementary video 2 can be found at the following link: 
https://drive.google.com/file/d/1WQaC-0yBvCkJdG0V-leYG5rzkIxaH29p/view?usp=sharing 
Two-photon imaging movie showing calcium signals detected in the trunk and not detected 
in the corresponding tuft of an individual layer 5 pyramidal neuron in V1.   
Left panel, two-photon calcium imaging (raw data) for a pair of neuronal compartments 
(Trunk-Tuft) imaged semi-simultaneously. Both the trunk (lower quadrant, circled in red) and 
the corresponding tuft (upper quadrant, circled in blue, 3 branches) of an individual layer 5 
pyramidal neuron are shown. Right panel, calcium traces of the two compartments (red for 
Trunk, blue for Tuft (upper right branch)) aligned to the video shown on the left panel. Data 
were acquired at 4.8 Hz per plane. The two fields of view were 170 µm apart in the vertical 
plane. Scale bars: 5 s and 0.2 ∆F/F0 (normalised to max).  
 
4.3 Results  
4.3.1 Ex vivo calibration of GCaMP6s and GCaMP6f signals in layer 5 soma and apical 
tuft dendrites 
 
Previous studies that simultaneously imaged somatic and dendritic calcium signals in vivo to 
investigate dendritic computation, have used GCaMP6f (Peters et al., 2017; Beaulieu-
Laroche et al., 2019; Kerlin et al., 2019; Voigts and Harnett, 2019). However, I used GCaMP6s 
which has a better amplitude and signal-to-noise ratio compared to GCaMP6f (Chen et al., 
2013; Huang et al., 2019). In order to understand how sensitivity differences would influence 
the quantification of the somato-dendritic coupling of calcium signals, Dr Zahid Padamsey in 
the lab, performed ex vivo experiments to calibrate GCaMP6s and GCaMP6f signals in V1 
layer 5 soma and apical tuft dendrites. I contributed to these experiments by optimising and 
performing the viral injections for simultaneous 2-photon calcium imaging and whole-cell 
somatic recordings in slices. 
The details of the method and the results of the ex vivo recordings are presented in the 
appendix 1 (Figure4) of this thesis. 
The results showed that compared to GCaMP6f, low frequency events were better detected 
with GCamP6s, specifically in the soma, with equal sensitivity in the apical dendrites. For 
somatic stimulation, we could robustly detect somatic calcium signals with firing frequencies 
as low as 5 Hz with GCaMP6s (appendix 1, Figure 4E, 4G), and as low as 25 Hz with GCaMP6f 
(appendix 1, Figure 4F, 4H); we could not reliably detect calcium events associated with 
single action potentials with either indicator. Somatic signal amplitude increased 
monotonically with stimulation frequency for both indicators, with a plateau at 100-200 Hz. 
By contrast, in the distal dendrites, reliable signals for both indicators were only detected 
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when somatically-driven spiking exceeded 50Hz (appendix 1, Figure 4E-4H). For dendritic 
stimulation, calcium signals were reliably detected in both the soma and distal dendrites. 
With GCaMP6s, this was true for all frequencies tested (appendix 1, Figure 4C, 4E, 4G). With 
GCaMP6f, somatic signals could not be observed at lower stimulation frequencies (5 Hz) 
(appendix 1, Figure 4D, 4F, 4H).  
Consequently, as compared to GCaMP6s, attenuation of events from soma to dendrite was 
underestimated whereas attenuation of events from dendrite to soma was overestimated 
with GCaMP6f (Francioni, Padamsey and Rochefort, 2019)) 
 
4.3.2 Calcium signals are highly correlated across different compartments of individual 
layer 5 neurons 
 
Using a piezo objective, I semi-simultaneously imaged calcium transients in pairs of neuronal 
compartments, from the soma to the apical tuft of single layer 5 pyramidal neurons. Pairs of 
compartments imaged semi-simultaneously include: Soma-proximal Trunk (pTrunk); 
proximal Trunk (pTrunk)- distal Trunk (dTrunk); dTrunk- proximal Tuft (pTuft) and pTuft-distal 
Tuft (dTuft) (Figure 4.1). I found a high correlation between calcium signals in each pair of 
compartments imaged semi-simultaneously. The average Pearson’s correlation value 
between the peak amplitude of individual transients was 0.74 between the soma and the 
proximal trunk (Figure 4.2 iv), 0.85 between the proximal and distal trunk (Figure 4.2 iii), 0.92 
between the trunk and the apical tuft (Figure 4.2 ii) and 0.88 between the proximal and distal 
parts of the apical tuft (Figure 4.2 i. See also Figure 4.3 to visualize all compartments 
together). These results also confirmed the high correlation of calcium transients throughout 
the apical tuft that was found using GcamP6f and whose correlation is described in chapter 
3 of this thesis (Figure 3.2).   
These results show a consistently high linear correlation between the amplitudes of calcium 
transients detected across different neuronal compartments from the soma to the distal part 




Figure 4.1: Two-planes imaging of the apical tuft of an individual layer 5 pyramidal neuron 
A) The neuron was reconstructed by taking a z-stack at the end of the imaging session on the 
TdTomato static marker. Upper left and middle panels, a coronal and a horizontal impression 
of the reconstructed neuron. Right panel, a 2-photon imaging field of view with GCaMP6s-
labelled apical tuft dendrites, from which activity was recorded (shown in B). In red the apical 
tuft branches belonging to the proximal part of the pair of compartments imaged together. 
In blue, the apical tuft branches belonging to the distal part of the pair of compartments 
imaged together. B) ∆F/F0 trace of calcium activity for each of the branches reconstructed 





Figure 4.2. High correlation of calcium transients between neuronal compartments (soma, 
trunk, apical tuft) of individual layer 5 neurons.  
A) Schemata of the compartments imaged semi-simultaneously, (i) proximal tuft-distal tuft, 
(ii) trunk-tuft, (iii), trunk-trunk, (iv) soma-trunk. pTrunk, dTrunk and pTuft, dTuft indicate 
proximal and distal portions of the trunk and the apical tuft, respectively. B) Left panel, 
representative GCaMP6s-calcium transients imaged in two neuronal compartments semi-
simultaneously as shown in B. Right panel, scatter plot of peak amplitudes of individual 
calcium transients in proximal and distal compartments imaged semi-simultaneously, in one 
example individual neuron. Each dot represents a calcium transient. Peak amplitudes were 
normalized to the maximum amplitude in each compartment. Filled dots correspond to the 
transients indicated by numbers in the left panel. Numbers 1 to 5 in the left panel are 
matched to the ones in the right panel. Red dotted line indicates the best fit (least square). 
Pearson’s correlation values (r) are indicated for each example pair of neuronal 
compartment. Scale bars 0.3 ΔF/F0 (normalised to max), 10 s. C) Pearson’s correlation values 
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for each pair of compartments imaged semi-simultaneously and corresponding shuffled data 
(Paired t-test, pTuft-dTuft(i), p = 1.6e-6, mean = 0.88; -0.01, sem = 0.02; 0.02, n = 6 pairs; 
Trunk-Tuft(ii), p = 8e-7, mean = 0.92; 0.04, sem = 0.02; 0.07, n = 9; pTrunk-dTrunk(iii), p = 4.4e-
4, mean = 0.85; -0.05, sem = 0.05; 0.07, n = 5; Soma-Trunk(iv), p = 4.4e-6, mean = 0.74; 0.05, 




Figure 4.3: Scatter plots of individual calcium transients’ amplitudes in all proximal and distal 
compartments imaged semi-simultaneously. 
Each dot represents a calcium transient. All transients are normalised to the largest transient 
for each compartment. x-axis: proximal compartment; y-axis: distal compartment. Black line 
indicates the identity line. The mean Pearson’s correlation values (r) calculated per neuron, 
as reported in figure 4.2, are indicated for each pair of compartments. Soma-Trunk, n = 858 
transients from 11 neurons; pTrunk-dTrunk, n = 360 transients from 5 neurons; Trunk-Tuft, 
n = 479 transients from 9 neurons; pTuft-dTuft, n = 447 transients from 6 neurons; For 
visualization purposes, for Trunk-Tuft and pTuft-dTuft, only transients from one pair of 





4.3.3 The frequency of calcium transients decreases in a distance and amplitude-
dependent manner from the soma to the apical tuft  
 
Next, I quantified the frequency of calcium events in each pair of proximal and distal 
compartments imaged semi-simultaneously (Figure 4.4 A-C). I found that the frequency of 
calcium transients decreased from proximal to distal compartments (Paired t-test, p = 1.1e-
6, n = 31 pairs of compartments from 19 neurons) by an average of 14% from soma to 
proximal trunk, 8% from proximal to distal trunk, 24% from distal trunk to apical tuft and 
22% from proximal tuft to distal tuft (Figure 4.4B). From these proportions, I estimated a 
decrease of about 40% of calcium transients from soma to the distal part of the apical tuft 
(Figure 4.6). This result was confirmed by a second data set, in which somatic and apical tuft 
calcium transients were imaged independently in individual layer 5 neurons. I found that the 
mean frequency of calcium transients in the apical tuft corresponded to 62% of the 
frequency of events in the corresponding soma (n= 13 neurons) (Figure 4.6 B-C). The 
decrease in frequency of events from soma to the apical tuft was independent of neuron 
depth (Figure 4.6 A-D). 
Next, I tested whether this decrease in frequency depended on the amplitude of the calcium 
transients. I predicted that if the decrease in frequency of events was due to a distance-
dependent attenuation imposed by dendritic filtering, smaller events would have a higher 
probability of attenuating below detection threshold, compared to larger events. To assess 
this, I calculated the proportion of compartment-specific calcium transients as a function of 
their amplitude. The results show that smaller amplitude calcium transients in the proximal 
compartment were more likely to attenuate below detection level in the distal compartment 
compared to larger amplitudes events (Figure 4.4C. Also see Figure 4.5). This amplitude-
dependent attenuation was consistently present through all the pairs of compartments I 
analysed from the soma to the distal part of the apical tuft (Figure 4.4C (i-iv)). 
Interestingly, the vast majority of compartment-specific events (events that attenuated from 
one compartment to the next) were dominated by calcium transients in proximal 
compartments that were not detected in distal ones (red trace in Figure 4.5), while only 1.4% 
of calcium transients were found in distal compartments and not in the corresponding 
proximal compartment (blue trace in Figure 4.5) (see also Supplementary video 1 and 2, 
section 4.2.1 of this thesis). As a result, compartment-specific events were dominated by 
small amplitude calcium transients that attenuated from proximal to distal compartments 
(Two-way ANOVA, p<10-15, p<10-15, p<10-15, for compartment (proximal vs distal), amplitude, 





Figure 4.4: Frequency of calcium transients decreases in a distance and amplitude-dependent 
dependent manner from the soma to the apical tuft.  
A) Schemata of the neuronal compartments imaged simultaneously in individual layer 5 
neurons. B) Left panel, representative ΔF/F0 traces of GCaMP6s calcium transients imaged 
semi-simultaneously in two different compartments as indicated in panel A. Asterisks 
indicate calcium transients detected in the proximal compartment (red trace) and not 
detected in the distal one (blue trace).  Scale bars 0.25 ΔF/F0 (normalised to max), 20 s. Right 
panel, frequency of detected calcium transients, normalised to the proximal compartment. 
Individual lines represent individual neurons. Error bar: SEM. C) Proportion of compartment-
specific events as a function of calcium transients’ amplitude. In red, proportion of events 
only detected in the proximal compartment. In blue, proportion of events only detected in 
the distal compartment. Thick line represents the weighted mean proportion. Shaded area 
represents the weighted sem for each bin (0.05). Upper right panel, frequency histogram of 
calcium transient peak amplitudes detected in the proximal (red) and distal (blue) 
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compartments. Peak amplitudes were normalized to the maximum amplitude in each 
compartment. For all compartments, event amplitude, compartment (proximal vs distal) and 
an interaction between these two factors significantly affected the proportion of 
compartment-specific events (Two-way ANOVA, pTuft-dTuft (i), p < 10-15, p = 7.8x10-5, p = 
6.2x10-8, for event amplitude, proximal versus distal compartment and interaction between 
amplitude and compartment, respectively, n = 6 pairs; Trunk-Tuft(ii), p < 10-15, p = 3.4x10-9, 
p < 10-15, n = 9; pTrunk-dTrunk(iii), p = 1.3x10-13, p = 2.4x10-4, p = 7x10-3, n = 5; Soma-Trunk(iv), 




Figure 4.5: The frequency of calcium transients decreases in a distance and amplitude-
dependent manner in the proximal-to-distal direction.  
Mean proportion of compartment-specific calcium transients as a function of calcium 
transient amplitude (average of data points from figure 4.4 C). In red, the proportion of 
events only detected in the proximal compartment. In blue, proportion of events only 
detected in the distal compartment. Thick line and shaded area: weighted mean and sem for 
each bin (0.05), respectively. Event amplitude, compartment (proximal vs distal) and an 
interaction between these two factors significantly affected the proportion of compartment-
specific events (Two-way ANOVA, p < 10−15, p < 10−15, p < 10−15, n = 31 pairs of compartments 











Figure 4.6: Frequency decrease of calcium transients from soma to apical tuft 
A) Histogram distribution of the depths at which somata from neurons included in this study 
have been imaged. The red dotted line indicates the median (528 μm from the pia). B) Upper 
panel, the amplitude-dependent attenuation curve (same as in figure 4.5) calculated as the 
proportion of calcium events which were detected in the proximal compartment and not in 
the simultaneously imaged distal compartment, as a function of events’ amplitude. This 
curve was calculated for pairs of compartments which were separated by 170 μm in the 
vertical (z) axis (see Methods). Lower panel, frequency histogram of calcium events’ 
amplitude detected in the proximal compartment. Using the proportion of attenuated 
events and the frequency histogram of events’ amplitude, I estimated the proportion of 
somatic events that fully attenuate as they reach the distal part of the apical tuft as follows: 
Pairs of compartments were imaged at 170 μm of distance (see Methods). Therefore, the 
proportion of compartment-specific events (upper panel, same as figure 4.5) represents the 
attenuation between two planes distanced 170 μm. However, the soma of the neurons I 
imaged, lays on average, 528 μm below pia (panel A). As such, the attenuation from the 
soma, to the most distal part of the apical tuft, is going to be 3.1 times (528/170) stronger 
than the one calculated in the upper panel. Therefore, for each amplitude bin (lower panel), 
I calculated the proportion of attenuated events (upper panel) multiplied by 3.1. Using this 
approach, I estimated that the proportion of somatic events that were not detected in the 
tuft was 39%.  
Mathematically, this was calculated as: 
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Where P(Ai) is the probability of an event at bin i to be attenuated (upper panel B) while 
P(Bi) is the probability of having an event of amplitude bin i (lower panel B). There are 20 
bins in total as each bin is 0.05 in size on a range between 0 and 1 (event size is normalised 
by the largest event). C) Frequency of detected calcium transients in the apical tuft, 
normalised to the frequency of transients in the corresponding soma, for neurons in which 
both compartments were imaged non-simultaneously. Individual lines represent individual 
neurons (n=13 neurons). The depth of the soma is indicated by the colour scheme indicated 
by the bar to the side. In black, the mean. Error bar: SEM. D) Scatter plot of the proportion 
of apical tuft calcium transients normalised to their corresponding soma as a function of 
soma’s depth. In red, the best fit line (least-square method, Pearson’s correlation = 0.12, p-
value = 0.7)  
 
 
Because compartment-specific events are of small amplitude, they are also the ones whose 
detection is more likely to be sensitive to variations in the detection threshold. Therefore, I 
tested how the selection of different thresholds affected the results.  
These results were robust to changes in the threshold (+/- 30%) selected for detecting 
calcium transients (same as in Figure 3.8). When I used a 30% more permissive threshold for 
event detection in the proximal compartment, and a 30% more restrictive threshold in the 
distal compartment, I could still observe an asymmetry in the amplitude-dependent 
attenuation in the proximal to distal direction (Figure 4.7). The results were also robust to 
the time window that was used to detect simultaneous events in different compartments 
(Figure 4.8).  
Altogether, these results indicate calcium transients are highly correlated throughout the 
different compartments of a single layer 5 pyramidal neurons and that low frequency action 
potentials are responsible for the somato-dendritic attenuation observed in the data. Thus, 






Figure 4.7: The amplitude-dependent attenuation function is robust to variations in detection 
threshold. 
Proportion and amplitude of compartment-specific events detected as a function of the 







Figure 4.8: The amplitude-dependent attenuation function is robust to changes in the 
coincident window size  
Proportion of compartment-specific events as a function of calcium transients’ amplitude 
using different time windows (0.5s, 1s and 2s) to define coincidence. The dashed line 
represents the proportion of compartment-specific events obtained from shuffled ΔF/F0 





4.3.4 The majority of calcium events detected as branch-specific in the apical tuft are 
also detected in the trunk   
 
Given the observation that most of the dendritic events found in the distal compartment 
were also found proximally, I reasoned that it was possible that branch-specific events may 
not necessarily be generated in the tuft, rather, they could be the result of asymmetric 
attenuation from back-propagating signals (Spruston et al., 1995; Boivin and Nedivi, 2018). 
Calcium transients might be detected as branch-specific in single plane imaging, due to a lack 
of imaging data coming from more proximal compartments or out-of-field dendritic 
branches. To test this hypothesis, I first calculated the proportion of branch-specific signals, 
for each pair of branches, then, for all detected branch-specific event, I calculated the 
proportion of these events which were also detected in the trunk. On average, I found that 








Figure 4.9: The majority of dendritic calcium events detected as branch-specific in the apical 
tuft are also detected in the trunk. 
A) Example ΔF/F0 traces of GCaMP6s calcium transients imaged semi-simultaneously in the 
trunk (red) and in two sibling apical tuft branches (black) of an individual layer 5 neuron. The 
asterisks indicate a calcium transient that was detected only in one of the two apical tuft 
branches (tuft 2) and thus classified as a branch-specific event. This transient was also 
detected in the trunk of the same neuron. Scale bars 0.25 ΔF/F0 (normalised to max), 20 
s. B) Proportion of apical tuft dendritic branch-specific events, as a function of GCaMP6s 
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calcium transient amplitude. Black, all apical tuft dendrites events detected as branch-
specific. Red, proportion of branch-specific events which were also simultaneously detected 
in the corresponding trunk. On average, 60% of branch-specific events were also found in 
the trunk (n = 9 Trunk-Tuft pairs). 
 
4.3.5 Locomotion and visual stimulation do not alter the relationship between somatic 
and dendritic calcium transients in layer 5 pyramidal neurons 
 
Next, I tested whether visual stimulation, locomotion or behavioural state transitions (Vinck 
et al., 2015) altered the coupling between the different compartments of individual layer 5 
neurons. For each condition, I plotted the percentage of compartment-specific calcium 
transients as a function of their amplitude (Same as in Figure 4.5). I found that in all four 
conditions, compartment-specific events were dominated by small amplitude calcium 
transients in proximal compartments and that there was no significant difference between 
darkness and visual stimulation periods, both during stationary and locomotion periods 
(Figure 4.10; Three-way ANOVA, p = 0.69, p = 0.21 and p = 0.64 for visual stimulation, 
locomotion, and interaction respectively; p < 10-15 for event amplitude; no other interaction 
was found to be statistically significant). Similarly, I found no significant difference between 
behavioural states defined by stationary, locomotion and transition periods from still to 
running activity (see methods), during both visual stimulation and darkness (Figure 4.11). 
These results indicate that the attenuation of events in an amplitude-dependent manner 






Figure 4.10: Locomotion and visual stimulation do not alter the distance and amplitude-
dependent attenuation function of calcium events from soma to apical tuft 
A) Proportion of compartment-specific events detected in the proximal compartment and 
not in the distal one, as a function of calcium transient amplitude, during periods of darkness 
(grey) and visual stimulation with drifting gratings (purple), while the animals were either 
stationary (left panel) or running (right panel). Neither visual stimulation nor locomotion 
altered the function relating calcium transients’ amplitude with the proportion of 
compartment-specific events (Three-way ANOVA, p = 0.69, p = 0.21 and p = 0.64 for visual 
stimulation, locomotion, and interaction respectively. p < 10−15 for event amplitude. No other 
interaction was found to be statistically significant). B) Frequency histogram of calcium 
transient peak amplitudes detected in proximal compartments during darkness (grey) and 





Figure 4.11: Behavioural-state transitions do not alter the distance and amplitude-dependent 
attenuation function of calcium events from soma to apical tuft 
A) Proportion of compartment-specific events detected in the proximal compartment and 
not in the distal one, as a function of calcium transient amplitude, during periods of visual 
stimulation (left panel) and darkness (right panel), while the animals were either stationary 
(pink), running (green) or in transition between stationary and running (black). Periods of 
transition were excluded from stationary and locomotion periods. No significant difference 
was found between any condition (Three-way ANOVA, p = 0.32, p = 0.42 and p = 0.64 for 
visual stimulation, behavioural state, and interaction respectively; p < 10-15 for event 
amplitude; no other interaction was found to be statistically significant, n = 31 pairs of 
compartments from 19 neurons). B) Frequency histogram of calcium transient peak 
amplitudes detected in proximal compartments during stationary (purple), locomotion 
(green) and behavioural transitions (black) during either visual stimulation or darkness. All 







Because smaller events are more likely to be attenuated from one compartment to the next 
(Figure 4.5), it is predicted that neurons with the largest amplitude somatic events will be 
the ones with highest somato-dendritic coupling. Indeed, the results confirmed that neurons 
with larger amplitude events in the proximal compartments, were the ones with higher 
proportion of coincident events between different compartments (Figure 4.12A, Pearson’s ρ 
= 0.49, p-value = 0.03. n = 19 neurons). On the other hand, there was no correlation between 
the amount of paired somato-dendritic events and the frequency of events (Figure 4.12B, 
Pearson’s ρ = -0.02, p-value = 0.94. n = 19 neurons).  
Therefore, I quantified whether the proportion of coincident events between the proximal 
and distal compartments was altered during visual stimulation or locomotion. As it was 
shown in Figure 4.10 and 4.11, locomotion and visual stimulation tend to increase the 
amplitude of calcium transients. Despite a trend consistent with the distribution of events’ 
amplitude shown in Figure 4.10 and 4.11, the results show that the proportion of coincident 
events was not significantly affected by visual stimulation and locomotion (Figure 4.13A, 
Repeated Measures Two-way ANOVA on log-transformed data, p = 0.43, p = 0.29 and p = 
0.35 for visual stimulation, locomotion and interaction effects, respectively). Similarly, the 
number of paired events was not affected by behavioural transitions (Figure 4.13B, Two-way 
ANOVA on log-transformed data, p = 0.93, p = 0.87 and p = 0.51 for visual stimulation, 
behavioural state and interaction effects, respectively). Altogether these results show that 
the coupling between somatic and dendritic activity remain unchanged during visual 










Figure 4.12: The proportion of coincident events between proximal and distal neuronal 
compartments correlates with events’ amplitude but not frequency 
A) Proportion of coincident events found between pairs of neuronal compartments as a 
function of event amplitude (ΔF/F0, normalised to max) (n = 19 neurons). There is a 
statistically significant correlation between the proportion of paired events and the mean 
amplitude of these events (p = 0.03, r2 = 0.49, n = 19 neurons) B) Mean proportion of 
coincident events found between pairs of neuronal compartments as a function of event 
frequency (Hz). No correlation is found between event frequency (Hz) and the proportion of 
coincident events found between pairs of neuronal compartments (p-value = 0.94, ρ = -0.02, 










Figure 4.13: Visual stimulation and locomotion do not alter the proportion of paired calcium 
events between pairs of compartments from soma to the apical tuft 
A) The proportion of coincident events across the four different conditions: visual stimulation 
(stim), darkness (dark), stationary (still), locomotion (loco). Locomotion shows a non-
significant tendency to increase the proportion of coincident events between different 
neuronal compartments (Repeated Measures Two-way ANOVA on log-transformed data, p 
= 0.43, p = 0.29 and p = 0.35 for visual stimulation, locomotion and interaction effects, 
respectively, n = 19 neurons). B) Proportion of coincident calcium transients in proximal and 
distal compartments imaged semi-simultaneously including transitions between stationary 
and locomotion (transition) periods. No significant difference was found across conditions 
(Two-way ANOVA on log-transformed data, p = 0.93, p = 0.87 and p = 0.51 for visual 
stimulation, behavioural state and interaction effects, respectively, n= 19 neurons) 
 
Investigating the probability with which calcium events attenuate from one compartment to 
the next, quantifies whether an event was detected in the nearby compartment. However, 
this type of analysis is not informative about the relationship between the amplitudes of 
calcium transients across compartments. Indeed, even though smaller events are attenuated 
with similar probabilities across the four conditions, propagating calcium transients may be 
actively amplified or attenuated in a condition-dependent manner as suggested by the 
existence of large calcium transients that were not detected in the distal compartments (see 
example traces and the quantification of compartment-specific events in for ΔF/F0>0.3 in 
Figure 4.4) 
To capture these nonlinearities, I estimated the amplitude of each detected transient in each 
compartment and calculated a residual value as the distance from the linear robust 
regression fit (Figure 4.14). If events were amplified in a condition-specific manner, these 
events will be above the robust regression fit, and therefore have higher residual values 
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compared to the condition that propagated less efficiently. I then plotted the cumulative 
distribution of the residual value for every calcium transient in all 4 pairs of imaged 
compartments from soma to apical tuft (Figure 4.15). I found that, on average, the non-linear 
changes in calcium transient amplitude across neuronal compartments were neither 
significantly affected by locomotion nor by visual stimulation nor in a compartment-specific 
way (Figure 4.15, Three-way ANOVA, p = 0.96, p = 0.23 and p = 0.91 for visual stimulation, 
locomotion and interaction effect, respectively; p = 0.86 for different compartments; no 
other interaction effect was found to be significant; n = 11 Soma–Trunk pairs; n = 5 pTrunk–
dTrunk; n = 9 Trunk–Tuft; n = 6 pTuft-dTuft from 19 neurons).The same held true when I 
tested behavioural transitions (Figure 4.16, Three-way ANOVA, p = 0.66, p = 0.16 and p = 0.91 
for visual stimulation, behavioural state and interaction effect, respectively. p = 0.44 for 
different compartments. No other interaction effect was found to be significant. n = 31 
compartments (n = 11 Soma–Trunk; n = 5 pTrunk–dTrunk; n = 9 Trunk–Tuft; n = 6 pTuft-
dTuft) from 19 neurons). These results indicate that the relationship between the amplitude 
of calcium transients across compartments remains unchanged and that events of similar 
amplitudes are propagated with similar efficiency, independently of visual stimulation, 
locomotion behavioural transitions and compartments.  
 
 
Figure 4.14: Estimating nonlinearities between calcium transients’ amplitude across neuronal 
compartments.  
A) Example traces of a proximal (trunk, red) and distal (tuft, blue) compartment imaged semi-
simultaneously, during stationary and locomotion periods (black trace, speed). Scale bars, 
0.25 ΔF/F0 (normalised to max), 12 cm/s, 20 s. B) Example of scatter plot of calcium 
transients’ peak amplitudes imaged in a pair of neuronal compartments (trunk-tuft). Each 
dot represents an individual calcium transient. Filled dots correspond to the transients 
shown in the upper panel. The red line represents the robust linear regression fit. For each 
transient in each condition (visual stimulation, darkness, stationary and locomotion) a 





Figure 4.15: Changes in amplitude of calcium transients across neuronal compartments does 
not depend on either visual stimulation or locomotion 
Cumulative distributions of the residuals calculated for each pair of compartments and for 
each condition: visual stimulation (pink, stim), darkness (grey, dark), stationary (still) and 
locomotion (loco) periods. No significant difference was found between any condition: 
Three-way ANOVA, p = 0.96, p = 0.23 and p = 0.91 for visual stimulation, locomotion and 
interaction effect, respectively; p = 0.86 for different neuronal compartments No other 
interaction effect was found to be significant. n = 31 compartments (n = 11 Soma-Trunk; n = 









Figure 4.16: Changes in amplitude of calcium transients across neuronal compartments does 
not depend on behavioural state transitions. 
Cumulative distributions of the residuals calculated for each pair of compartments and for 
each condition: stationary (purple), locomotion (green) and behavioural state transitions 
(black). No significant difference was found between any condition: Three-way ANOVA, p = 
0.66, p = 0.16 and p = 0.91 for visual stimulation, behavioural state and interaction effect, 
respectively. p = 0.44 for different compartments. No other interaction effect was found to 
be significant. n = 31 compartments (n = 11 Soma–Trunk; n = 5 pTrunk–dTrunk; n = 9 Trunk–









4.3.6 Orientation selectivity does not alter the relationship between somatic and 
dendritic calcium transients in layer 5 pyramidal neurons 
 
Local dendritic spikes have been shown to increase orientation selectivity in the soma (Smith 
et al., 2013). As a consequence, it is expected that neurons with the higher OSI, would also 
be the ones with lower correlations in their tuft dendrites. Therefore, I tested whether there 
is a correlation between orientation selectivity at the soma and the coupling of calcium 
events between soma and apical tuft dendrites. The results show that there was no 
statistically significant correlation between somatic orientation selectivity index (OSI, see 
methods) and the apical tuft correlation of calcium signals (r2 = 0.09, p = 0.67, Figure 4.17D).  
I then wanted to test whether the orientation selectivity in the soma differed from that in 
the dendrites. To do so, I compared orientation selective responses during stationary and 
locomotion periods both in the apical tuft branches and in their corresponding soma (n=15 
neurons) (Figure 4.18). I found that locomotion similarly increased calcium transient 
amplitudes both in apical tuft and soma, without a significant difference between 
compartments (Figure 4.19A, Paired t-test, p = 0.38), both during the presentation of 
preferred and non-preferred orientations (Figure 4.19B, Repeated measures Two-way 
ANOVA on log-transformed data, p = 0.07, 0.71 and 0.28 for stimulus-type, compartment 
and interaction effects respectively). As a consequence, the OSI of somatic and apical tuft 
responses remained unchanged during both stationary and locomotion periods (Figure 
4.19C, Repeated measures Two-way ANOVA, p = 0.49, p = 0.42 and p = 0.45, for the effects 
of locomotion, neuronal compartment and interaction, respectively). Altogether, these 
results suggest that the response properties to oriented gratings are similar in the soma and 





Figure 4.17: High correlation of calcium transients in apical tuft dendrites, independent of 
somatic orientation selectivity.  
A) Morphological reconstruction (left) and two-photon image (right) of apical tuft branches 
that were imaged during the presentation of drifting gratings. B) Example calcium transients 
from the dendritic branches indicated by coloured dashed lines in panel A, during the 
presentation of drifting gratings of four different orientations. Scale bars 0.3 ΔF/F0 
(normalised to max), 10 s. C) Tuning curve showing calcium transients amplitudes in 
response to the 4 grating orientations (average of 24 presentations of each grating, 
normalised to max), from the 3 branches indicated by coloured dashed lines in panel A. D) 
Mean Pearson’s correlation value of all imaged tuft dendritic branches per neuron, as a 
function of the orientation selectivity of the corresponding soma (each dot corresponds to 
one neuron; r2 = 0.09, p = 0.67, n = 23 neurons). The straight black line represents the best 






Figure 4.18: Locomotion increases somatic and apical tuft responses to drifting gratings 
without altering their preferred orientation 
A) Tuning curve of somatic calcium signals from orientation selective neurons (somatic OSI > 
0.3; n= 15 neurons) during stationary (still, pink) and locomotion (loco, purple) periods. 
Responses are normalised to the preferred orientation during stationary periods. Thick line 
and shaded area represent the mean and SEM, respectively. B) Same as E, for the 
corresponding apical tuft branches of the same neurons. For each neuron, responses from 
all imaged apical tuft branches were averaged (n = 15 neurons from 68 apical tuft branches 









Figure 4.19: Orientation selectivity remains unchanged between the soma and the apical tuft 
during both stationary and locomotion periods.  
A) Relative increase in calcium transient amplitudes during locomotion compared to 
stationary periods both in soma (S) and in corresponding apical tuft dendrites (T), during 
drifting grating presentations. Locomotion significantly increases the responses to drifting 
gratings both in soma and corresponding apical tuft dendrites (Repeated Measures Two-way 
ANOVA on log transformed data, p = 0.02 and p = 0.008 for the effect of locomotion on soma 
and tuft responses, respectively, n = 15 neurons) without a significant difference between 
compartments (Paired t-test, p = 0.38; mean (normalised to stationary) = 2.89 and 2.65, sem 
= 0.74 and 0.56; n = 15 soma and 15 apical tufts including 68 branches). B) Same as G for 
responses to the preferred (Pref) and non-preferred (NonPref) orientations (Repeated 
measures Two-way ANOVA on log-transformed data, p = 0.07, 0.71 and 0.28 for orientation, 
compartment and interaction effects respectively; mean = 2.4 and 2.28, sem = 0.81 and 1.06 
for soma and apical tuft at the preferred orientation; mean = 3.05 and 2.67, sem = 0.57 and 
0.38 for soma and apical tuft at the non-preferred orientation; n = 15 soma and 15 apical 
tufts). C) Orientation selectivity index was not significantly different between somatic and 
corresponding tuft dendrites responses, both during stationary (still) and locomotion (loco) 
periods (Repeated measures Two-way ANOVA, p = 0.49, p = 0.42 and p = 0.45, for the effects 
of locomotion, neuronal compartment (soma vs tuft) and interaction, respectively; mean = 
0.5; 0.45, sem = 0.06, 0.06 for soma and apical tuft during stationary and mean = 0.45; 0.38, 
sem = 0.05, 0.06 for soma and apical tuft during locomotion, respectively; n = 15 soma and 










In line with these results, I found that the preferred orientation was similar 
throughout tuft dendritic branches and neuronal compartments of individual 
neurons, both during stationary and locomotion periods (Figure 4.20). Finally, the 
Pearson’s correlation between apical tuft branches calcium signals and across 
neuronal compartments remained high and unchanged regardless of the grating’s 
orientation (Figure 4.21).  
Altogether, these results indicate that calcium signals in individual layer 5 pyramidal 
neurons are highly correlated throughout apical tuft branches and neuronal 
compartments, and that this high somato-dendritic coupling remains unchanged 




Figure 4.20: Pairs of orientation selective branches and neuronal compartments are tuned to 
the same preferred orientation both during stationary and during locomotion periods 
A) Scatter plot of the preferred orientation in pairs of apical tuft branches belonging to the 
same neuron and imaged simultaneously, during stationary (pink circles) and locomotion 
(purple diamonds) periods (n = 31 pairs). Dashed red line: identity line; Dashed black lines: 
identity +/- 22.5 degrees in vectoral space. B) Same as J for pairs of neuronal compartments 








Figure 4.21: The activity of pairs of branches and neuronal compartments are highly 
correlated regardless of the stimulus type and locomotion 
Pearson’s correlation of calcium transients between pairs of apical tuft branches belonging 
to the same orientation-selective neuron, during the presentation of the preferred (Pref) and 
non-preferred (NonPref) grating orientations, both during stationary (pink) and locomotion 
(purple) periods (n = 31 pairs). Correlation values from branches belonging to non-selective 
neurons (OSI < 0.3, untuned), during the presentation of all oriented gratings, are shown on 
the right columns (n= 10 pairs). Neither gratings orientation nor locomotion significantly 
affected the correlation between pairs of branches (Two-way ANOVA, p = 0.20, p = 0.07 and 
0.38 for orientation, locomotion and interaction effect, respectively). M) Same as L, for 
different neuronal compartments (Two-way ANOVA, p = 0.27, p = 0.09 and 0.43 for 
orientation, locomotion and interaction effect, respectively; n = 33 pairs for Pref, NonPref 










4.4. Discussion  
4.4.1 The asymmetric coupling between somatic and dendritic calcium signals 
 
In accordance with a recent study (Beaulieu-Laroche et al., 2019), these results show that 
calcium  signals in individual layer 5 pyramidal neurons in V1 are strongly correlated 
(Pearson’s correlation = 0.84, on average) throughout all neuronal compartments (Soma-
Trunk-Tuft). Despite this strong correlation however, the results also show that the 
frequency of calcium transients in the apical tuft is approximately 60% of the frequency of 
calcium transients in the soma, creating an asymmetry in the coupling between somatic and 
apical dendritic calcium signals.  
Previous studies have shown that dendritic signals attenuate in a distance-dependent 
manner in vivo, suggesting that at least some of the calcium events generated in one 
compartment would fully attenuate as they reach the next compartment (Stuart, Schiller and 
Sakmann, 1997; Svoboda et al., 1997; Helmchen et al., 1999; Vetter, Roth and Häusser, 2001; 
Waters et al., 2003; Larkum et al., 2009). To estimate the lower bound proportion of calcium 
events generated in the tuft and in the soma, I investigated the proportion of attenuated 
events in both the somatofugal and somatopetal directions. The results show that while 
around 40% of somatic calcium transients decay by the time they reach the apical tuft, only 
1.4% of apical tuft calcium events were not associated with somatic events (Figure 4.5). 
These results differ with the results of Beaulieu-Laroche et al. (2019) that reported that 83.9 
% (median) of dendritic calcium signal (rise events) were paired with events in the soma 
while 73.4% of somatic events were paired with dendritic ones. This discrepancy may be 
explained by differences in imaging conditions including a denser labelling, which increases 
the amount of background signals, and the use of GCaMP6f. Compared to GCaMP6s which 
was used in this study, GCaMP6f has a lower signal amplitude and signal-to-noise ratio 
specifically in the soma leading to a lower probability of detecting low-frequency firing in 
layer 5 neurons (see appendix 1 of this thesis or (Francioni, Padamsey and Rochefort, 2019)). 
The distance-dependent attenuation is therefore most likely due to low-frequency trains of 
action potentials that do not trigger dendritic electrogenesis into the apical part of the of the 
dendritic compartments of layer 5 neurons (Larkum and Zhu, 2002). In line with these 
findings, my results demonstrate that the distance-dependent reduction in the frequency of 
calcium transients results from the attenuation of small-amplitude events, from the soma to 
the apical tuft, consistently throughout compartments. Notably, very rarely calcium 
transients were found in the distal apical tuft and attenuated toward the soma, and as a 
112 
 
consequence, calcium transients generated in the distal part of the dendrites were virtually 
always found in coincidence with somatic calcium signals. This observation is consistent with 
two non-mutually exclusive interpretations: (1) The generation of dendritic spikes in the 
apical tuft systematically leads to the generation of somatic action potentials or (2) Dendritic 
spikes are generated by high-frequency bAPs. Somato-dendritic coupling could in principle 
also be observed with lower frequency back propagating action potentials, provided they are 
paired with tuft inputs (Major, Larkum and Schiller, 2013; Manita et al., 2015). Despite a 
higher sensitivity than GCaMP6f, GCaMP6s cannot detect single action potentials in layer 5 
neurons (Francioni, Padamsey and Rochefort, 2019). This suggests that somatofugal 
attenuation might be underestimated in this study. Similarly, it is possible that in the rare 
instances in which I detect dendritic activity in the absence of somatic activity, low frequency 
somatic calcium signals were not detected in these conditions. Finally, because the 
attenuation of events of similar amplitudes is probabilistic (Figure 4.5), I cannot exclude that 
the process may also be affected by active inhibitory mechanisms along the somato-dendritic 
axis (Larkum, Kaiser and Sakmann, 1999; Palmer et al., 2012; Pérez-Garci, Larkum and 
Nevian, 2013; Naka and Adesnik, 2016; Boivin and Nedivi, 2018)  
 
4.4.2 Branch-specific activity: Dendritically-generated or asymmetric bAP invasion? 
 
In line with the observation that most events in the distal part of the apical tuft are already 
detected in the proximal part of the neuron, among the rare instances in which branch-
specific calcium transients were detected, 60% of them were also detected in the trunk. 
These results suggest that single-plane imaging may lead to the incorrect classification of 
events as branch-specific, due to a lack of spatial resolution required to detect the same 
calcium signal also in another compartment or branch. In the apical tuft of layer 5 neurons 
of the motor cortex, Cichon and Gan (2015) reported that apical tuft branches of a single 
neuron, responded selectively to either forward or backward running and that selectivity 
decreases in the distal-to-proximal direction with the soma being the least selective 
compartment (Cichon and Gan 2015). However, the authors only image one plane at the 
time, and as a consequence, it is not possible to determine whether branch-specific events 
are the result of: (1) Task-selective activity in different branches of the apical tuft which is 
summed up in a promiscuous fashion in the soma, or (2) Promiscuous responses in the soma 
that backpropagate to non-overlapping subset of apical tuft branches in a task-specific way. 
This kind of asymmetric attenuation could either result from stochastic processes (e.g. the 
opening of a sufficient number of voltage-gated ion channels to trigger a regenerative 
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events), or (2) the result of branch-specific inhibition to redirect the flow of bAPs to a specific 
subset of branches (Chen et al., 2012; Boivin and Nedivi, 2018). In another study, Sheffield 
and Dombeck (2015) found that the majority of dendritic signals were paired to somatic 
signals. On the other hand, many somatic signals were not paired with dendritic calcium 
events. Interestingly, the fraction of dendrites co-active with the soma was predictive of the 
place field of CA1 neurons suggesting that dendritic and somatic co-activity can be 
modulated in a branch-specific manner. These results are consistent with the ones described 
in my experimental setting and suggest that at least part of the events described as branch-
specific may result from an asymmetric invasion of bAPs.  
 
4.4.3 Dendritic integration during locomotion and visual stimulation 
 
These results also show that the curve describing amplitude-dependent attenuation from 
the proximal to the distal compartment, does not change neither during visual stimulation, 
nor during locomotion nor during behavioural state transitions. Despite calcium transients 
of similar amplitudes have the same probability to be attenuated regardless of the 
behavioural conditions in which the animal is in, neurons could alter the net proportion of 
paired somato-dendritic events in a condition-specific manner by generating a higher 
proportion of high frequency bursts during specific conditions. This is because larger 
amplitude events in the proximal compartment have a higher chance of being detected 
distally. Despite locomotion shows a tendency to increase the amplitude of Ca2+ transients, 
the proportion of coincident somato-dendritic events is not significantly different between 
different behavioural conditions. However, because the results indicate that amplitude-
dependent attenuation is a continuous process that occurs throughout the length of the 
apical trunk and tuft, it is possible that increasing the spatial distance between the two 
planes recorded semi-simultaneously, would allow to detect subtler changes than the ones 
observed using a step size of 170 µm (as in my experimental conditions, due to technical 
limitations).  
The electrophysiological characterisation of both GCaMP6f and GCaMP6s demonstrated that 
the for the same somatic response, calcium transients in the apical tuft were bigger when 
the tuft was stimulated and smaller when the soma was stimulated (Beaulieu-Laroche et al., 
2019; Francioni, Padamsey and Rochefort, 2019). This suggests that the engagement of the 
apical tuft during a burst of somatic action potentials can be quantified by the slope of the 
correlation between somatic and apical tuft activity. Importantly, changes in the slope 
between somatic and dendritic activity could be observed even without affecting the overall 
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correlation (Beaulieu-Laroche et al., 2019). However, these results show that the relationship 
between somatic and dendritic signals remain unchanged between visual stimulation, 
locomotion and behavioural transitions indicating that the amplitude of somatic and 
dendritic events fluctuate together in a condition-independent manner.  
 
4.4.4 Orientation selectivity under a highly correlated regime 
 
A previous study showed that the generation of NMDA spikes in the dendrites of V1, layer 
2/3 neurons is causally involved into enhancing the orientation selectivity of the neuron 
recorded at the soma (Smith et al., 2013). In this study, dendritic signals were dominated by 
NMDA-dependent dendritic spikes during the presentation of the preferred orientation only, 
and by bAPs during the presentation of orthogonal orientations. Assuming that similar 
mechanisms of dendritic integration exist between layer 2/3 and layer 5 neurons, these 
results produce two testable predictions: (1) Neurons with the highest OSI, should be the 
ones with the highest proportion of NMDA spikes as also indirectly suggested by Wilson et 
al. (2016). (2) The activity of dendritic branches should be less correlated during the 
presentation of the preferred orientation, compared to the orthogonal one (as more branch-
specific events should occur). These results indicate that this is not the case. Indeed, the level 
of correlation between apical tuft branches is remarkably high (>0.8), regardless of the 
orientation selectivity of the soma and independently of locomotion. This high correlation 
persists not only between different branches in the apical tuft, but throughout different 
compartments of the neuron, including the soma. Because the NMDA-dependent dendritic 
spikes characterised by Smith et al. (2013), are both larger and longer than the putative bAPs, 
the probability of detecting these events should be higher than bAP alone (Helmchen et al., 
1999; Xu et al., 2012; Beaulieu-Laroche et al., 2019; Francioni, Padamsey and Rochefort, 
2019). Being NMDA-dependent, these spikes were suggested to be generated by synaptic 
inputs and were therefore assumed to be generated locally on the dendritic branch-recorded 
(Smith et al., 2013). However, blocking NMDAR through the intracellular application of MK-
801 was shown to strongly reduce the generation of global dendritic events (Grienberger, 
Chen and Konnerth, 2014) suggesting that the activation of NMDAR are required to trigger 
both local and global dendritic spikes (Grienberger, Chen and Konnerth, 2014; Cichon and 
Gan, 2015). As a consequence, my results are not incompatible with what was previously 
found by Smith et al. (2013), but they suggest that the NMDA spikes detected by Smith et al. 
(2013) might be global, rather than local. This hypothesis awaits further investigation in vivo 
through the use of voltage indicators which have the potential to overcome both the spatial 
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limits of whole cell dendritic recordings and the temporal limits of GCaMP6 (Roome and 
Kuhn, 2018; Abdelfattah et al., 2019; Adam et al., 2019). Indirect support to this hypothesis, 
comes from the work of Gao et al. (2019) that, using voltage imaging and computational 
modelling in slices, demonstrated that that bAP and NMDA-dependent dendritic spikes, 
could occur simultaneously creating complex dendritic waveforms, global in nature and 
remarkably similar to the ones recorded in vivo by Smith et al. (2013) and others (Helmchen 
et al., 1999; Moore et al., 2017).  
Additionally, I found that the orientation selectivity index does not differ between the one 
recorded in tuft and the one recorded in the soma, neither during stationary nor during 
locomotion periods, despite a gain modulation -of the same magnitude in the tuft and in the 
soma- during locomotion compared to still (Niell and Stryker, 2010; Eriskenet al., 2014; Pakan 
et al., 2016; Maria C Dadarlat and Stryker, 2017). These results are consistent with the 
findings in layer 2/3 that severing the apical tuft of layer 2/3 neurons does not alter somatic 
selectivity (Park et al., 2019).  
Finally, the results indicate that the preferred orientation of remains unchanged throughout 
the neuron and that correlation levels are not affected regardless of the orientation 
selectivity of the neuron (selective and non-selective), the stimulus presented (preferred and 
non-preferred) and the behavioural state (stationary and locomotion).  
Altogether, these results suggest that high somato-dendritic coupling is a widespread feature 
of layer 5 neurons activity in vivo and that the dendritic integration of OS and non-OS 







5. Discussion  
 
Altogether, these results show that calcium transients are highly correlated from the soma 
to the most distal part of individual layer 5 neurons in the primary visual cortex of awake 
behaving mice. Despite this high correlation, the frequency of events found in the distal 
apical tuft branches was 40% less than the frequency of events that I could detect in the 
soma. Only 1.4% of events detected in the distal part of the apical tuft could not be detected 
in the soma suggesting that dendritic spikes are systematically coincident with somatic action 
potentials. In the apical tuft, branch-specific events accounted for only 3% of the total 
number of events. They were exclusively composed of small-amplitude events (<0.2 ∆F/F0 
normalised to max) and the majority of them (60%) were also detected in the trunk, 
suggesting that at least some of these events, may result from the asymmetric invasion of 
either trunk-generated spikes, or backpropagating action potentials.  
Finally, despite visual stimulation and locomotion both increased the overall activity of V1 
neurons, the somato-dendritic coupling of calcium signals remained unchanged. Similarly, 
orientation preference and selectivity was similar in the soma and in the tuft. Therefore, 
dendritic calcium signals in the distal part of the apical tuft is in essence, a filtered reflection 
of somatic calcium signals.  
 
5.1 Technical challenges and limitations of the use of calcium imaging to assess 
dendritic activity in awake behaving mice 
 
The analysis of my data set showed that several experimental constraints may bias results 
towards signals mistakenly interpreted as local dendritic calcium signals. Both the laser 
power, as well as the numerical aperture of the objective used to image calcium signals will 
impose limits on the imaging axial resolution. The axial resolution determines the amount of 
contamination which derives from out-of-focus neuropil. Dense labelling was already 
demonstrated to strongly affect correlation values between calcium signals in sibling apical 
tuft dendrites (Xu et al., 2012). This issue can be resolved using sparse labelling. However, 
even if highly diluted, viral injections are unlikely to label a single neuron. Therefore, even in 
cases of relatively sparse labelling of individual neurons, contamination remains relevant 
when imaging 1-2 µm-thin structures such as dendrites. This problem could be in principle 
overcome using single cell loading or electroporation of synthetic dyes.  
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Additionally, movement artefacts may also lead to inaccurate detection of local dendrite 
signals due to focal plane shifts. Both signal contamination and movement artefacts are more 
likely to be found during specific behaviours such as locomotion. As a consequence, this may 
bias detection during certain conditions. To avoid this problem, I double labelled the neurons 
with both GCaMP6 and TdTomato, an activity-independent marker. TdTomato allowed me 
to exclude regions of interests that were overlapping with segments from contaminating 
neurons, and it allowed me to exclude recordings in which TdTomato was not detected due 
to z-plane shifts. Additionally, I used TdTomato to do post-hoc morphological reconstructions 
of the dendritic tree. This is important because assessing somato-dendritic pairs based on 
activity patterns, is likely to bias the results toward highly correlated somato-dendritic pairs 
(Peters et al., 2017). In several instances, baseline fluorescence of both GCaMP6s and 
GCaMP6f could also be used for the same purpose.  
Another parameter that may cause artefactual local dendritic signals, is the length of the 
imaged dendritic segments (and therefore the size of the regions of interest used to extract 
the changes of fluorescence over time). Small regions of interest could include spines not 
clearly distinguishable from the corresponding dendritic shaft, especially when the spine is 
located above the dendrite at the imaged focal plane. As a consequence, in small regions of 
interests, spine signals may be incorrectly interpreted as local dendritic signals. Differences 
in calcium buffering properties of individual compartments also create detection biases as 
they lead to different decay times of fluorescent calcium indicators between somatic and 
dendritic compartments (Beaulieu-Laroche et al., 2019; Kerlin et al., 2019). Compared to the 
soma, dendrites have faster decay constants. Because the decay of fluorescent signals is best 
described by an exponential function, the ratio between somatic and dendritic (soma: 
dendrites) fluorescence increases with the length of the time window during which this ratio 
is calculated. This can lead to biases when comparing fluorescence ratios between somatic 
and dendritic signals in conditions that unfold across different time-spans (e.g. stimulus 
sampling vs movement execution or, in my case, prolonged periods of darkness vs 3 seconds-
long long visual stimuli). Several strategies have been employed to deal with this problem. 
Yaeger, Ringach and Trachtenberg (2019) deconvolved dendritic signals into spikes which 
were subsequently binned and binarized. On the other hand, Kerlin et al. (2018) first 
deconvolved and then re-convolved fluorescence signals using a “time-normalised” kernel 
to standardise the decay constant across somatic and dendritic calcium transients. In this 
study, to account for the indicator’s kinetics differences, I based my analysis on the detection 
of individual calcium transients’ amplitudes.  
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Local dendritic activity may be coincidently occurring within global tuft calcium events on a 
time scale beyond the temporal resolution of GCaMP6 signals (Kerlin et al., 2019). To address 
this problem, Kerlin et al. (2018) estimated what component of the dendritic signal was 
locally generated, by subtracting somatic signal from it (after decay-time normalisation, 
described above). However, linear subtraction methods rely on the implicit assumption that 
the voltage-to-fluorescence relationship between soma and dendrites is linear across a range 
of activity levels (Chen et al., 2013; Wilson et al., 2016; Iacaruso, Gasler and Hofer, 2017; 
Kerlin et al., 2019). This assumption was recently demonstrated to be incorrect by Beaulieu-
Laroche et al. (2019) and as a consequence, a reliable method to subtract bAPs from 
dendritic (or spine) signals is currently lacking. In this study I therefore defined branch or 
compartment-specific calcium events, only the events detected in one branch or 
compartment, and not in the other. Because this detection depends on arbitrary thresholds, 
I systematically tested the impact of varying the detection threshold on all my results. This 
analysis demonstrates that the results were robust across a wide range of detection 
thresholds.  
The in vitro electrophysiological characterisation of GCaMP6 signals demonstrated that the 
affinity of calcium indicators can bias the interpretation of the results. Previous studies 
showed that dendritic Ca2+ plateau potentials can reliably be detected in vivo using calcium 
indicators of lower sensitivity than GCaMP6f and GCaMP6s (Helmchen et al., 1999; Xu et al., 
2012). At the same time, both studies identified another type of dendritic event 
characterised by fast-rising and fast-decaying (~30ms) currents, generating ~30 mV of 
depolarisation, which could not be detected using state-of-art calcium indicators neither in 
vivo (Helmchen et al., 1999; Xu et al., 2012) nor ex vivo (Beaulieu-Laroche et al., 2019). The 
nature of these events is debatable as no pharmacological characterisation was performed; 
however, given the fast dynamics, it is reasonable to assume that these events may be 
mediated by Na+ currents. Two studies using direct electrophysiological dendritic recordings, 
demonstrated that fast dynamics dendritic events occur more frequently than somatic action 
potentials (on average, since simultaneous somato-dendritic recording were not acquired) 
as evidence of the fact that at least some of them, are dendritically generated (Smith et al., 
2013; Moore et al., 2017). As a consequence, the detection of branch-specific events 
depending on Na+ currents may be underestimated using Ca2+ indicators. Similarly in the 
soma, while it was shown that GCaMP6 could detect individual action potentials in layer 2/3 
neurons in vivo (Chen et al., 2013), this is not the case for GCaMP6f in layer 5 neurons 
(Beaulieu-Laroche et al., 2019), nor for GCaMP6s (see appendix 1 or Francioni, Padamsey 
119 
 
and Rochefort, 2019). Compared to GCaMP6f, GCaMP6s is superior at detecting somatic 
calcium events during low frequency spiking (<25 Hz) (Francioni, Padamsey and Rochefort, 
2019; Huang et al., 2019). However, the sensitivity of the two indicators does not change 
when recording dendritic signals (Francioni, Padamsey and Rochefort, 2019). These results 
highlight that the choice of the indicator can both quantitatively and qualitatively affect the 
interpretations of the results. Indeed, compared to GCaMP6s, GCaMP6f systematically 
underestimate the somatofugal attenuation of bAP, while overestimating the somatopedal 
attenuation of dendritic spikes.  
Even if GCaMP6s has a better sensitivity, the detection of somatic action potentials in layer 
5 neurons in vivo using any GCaMP sensors is biased towards larger events. Additionally, 
GCamP indicators report relative changes of fluorescence rather than absolute firing rates 
and provides little or no information about basal firing rates, suggesting that the fluorescent 
signals recorded in vivo may derive from even higher firing frequencies than the ones 
characterised ex vivo, where spontaneous activity is much lower. As a consequence, the 
attenuation of fluorescent signals from soma to tuft is likely to be underestimated with 
GCaMP signals. 
 
5.2 High somato-dendritic coupling irrespective of visual stimulation and 
locomotion 
 
In line with previous findings (Beaulieu-Laroche et al., 2019) my results show that, in passive 
viewing conditions, changes in visual inputs (darkness versus drifting gratings) and 
locomotion-related inputs do not affect the relationship between somatic, trunk and apical 
tuft calcium signals nor the prevalence of branch-specific dendritic events in the apical tuft. 
The compartmentalisation between different compartments of a neurons is tightly regulated 
by both the dynamics and the expression levels of several ion channels including K+ and HCN 
channels (Shah, Hammond and Hoffman, 2010; Ramaswamy and Markram, 2015). Both Ach 
and NA, two neuromodulators strongly involved in the generation of gain responses in V1, 
were previously demonstrated to shift the activation curves of VGK+ channels, increasing 
both the efficacy of backpropagation as well as the strength and duration of dendritically-
generated Ca2+ spikes (Hoffman and Johnston, 1999; Labarrera et al., 2018). The action of 
these neuromodulators depends on intracellular messengers including PKA and PKC 
(Hoffman and Johnston, 1998, 1999; Nuñez et al., 2012). One hypothesis explaining why 
locomotion did not affect somato-dendritic coupling, is because these intracellular 
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messengers affect the activation curves of K+-channels dynamics over very long timescales 
(Hoffman and Johnston, 1998). It is therefore possible that somato-dendritic coupling is 
going to be correlated with the locomotion history of the animal, rather than the transitory 
behavioural changes. It is also possible that untracked behavioural states (e.g. arousal, 
attention) during stationary and locomotion periods may differentially shape somato-
dendritic activity (Vinck et al., 2015). In attempt to capture these untracked events, I tried to 
separate behavioural transitions as a distinct behavioural state compared to stationary and 
locomotion (Vinck et al., 2015). However, my results demonstrated that behavioural 
transitions also, left somato-dendritic coupling unaltered. Some support to the idea that 
some hidden variable might affect coupling, is the observation that attenuation for events of 
the same amplitude is best described by a probabilistic exponential curve, rather than a step 
function (Figure 4.5). At the same time, it is likely that the same fluorescence amplitude can 
be given by combining the frequency and the number of action potentials in different ways. 
For example, 15 action potentials at 10 Hz might generate the same fluorescence change in 
the soma as 10 action potentials at 15 Hz. However, since frequency is critical to generate a 
dendritic spike, only the latter will be detected in the dendrites. Finally, it is possible that 
probabilistic attenuation results from the variability of GCaMP6 responses (Huang et al., 
2019). 
In addition to the effects of neuromodulators, locomotion was hypothesised to affect the 
somato-dendritic relationship as much of the feedback signals arriving to V1 from 
locomotion-responsive areas arrives in layer 1 (Leinweber et al., 2017). Nonetheless, the 
target of these projections is unknown. In addition to hosting the apical tuft dendrites of 
pyramidal neurons, layer 1 is populated by Neurogliaform cells, a population of 5HT3R+ 
inhibitory neurons, that through their action on GABAB receptors exert a strong control over 
the generation of dendritic spikes (Tamás et al., 2003; Palmer et al., 2012; Enrique, Larkum 
and Nevian, 2013; Larkum, 2013; Naka and Adesnik, 2016; Schulz and Larkum, 2019). It is 
therefore possible, that the excitatory drive onto the apical tuft of V1 layer 5 pyramidal 
neurons, might be regulated through a feedforward inhibitory circuit mediated by these 
neurons. Interestingly, the activity of layer 1 5HT3R+ neurons in V1 increases during 
locomotion (Mesik et al., 2019). 
It is also known that the prevalence and the dynamics of synaptic inputs received by layer 5 
pyramidal neurons strongly vary between passive sensory stimulation and active learning 
tasks (Xu et al., 2012; Hong et al., 2018). It is therefore possible that during the active learning 
of a behavioural task, the synaptic inputs associated with this learning process would lead to 
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different mechanisms of dendritic integration than during passive viewing, due to an 
increase in the amount of top-down vs bottom up inputs (Makino and Komiyama, 2015; 
Manita et al., 2015). Changes in synaptic integration mode can be the outcome of two 
distinct processes (1) by altering the activation dynamics of dendritic ion channels through 
post-translational modifications (Shah, Hammond and Hoffman, 2010). (2) by regulating 
dendritic excitability through ion channels trafficking onto the dendritic membrane (Shah, 
Hammond and Hoffman, 2010).  LTP induction protocols has been shown to modify the 
activation curve of K+ channels due to channel phosphorylation as well as increasing HCN 
channels insertion into the dendritic membrane (Misonou et al., 2004; Fan et al., 2005). 
Interestingly, these changes can be gradual. For example Kv2.1, a VG K+ channel has 16 
phosphorylation sites with each one of them inducing a small change in the depolarisation 
shift (Park et al., 2006). The single cell level regulation of dendritic excitability has been 
proposed as a mechanism to regulate metaplasticity, suggesting that the processes 
governing dendritic integration can be dynamically regulated (Sjöström et al., 2008). In that 
case, somato-dendritic coupling may change during the course of learning. Sheffield, Adoff 
and Dombeck (2017) for example, recently demonstrated that local dendritic spikes 
preceded global somato-dendritic activation during the generation of a new place field in 
CA1 neurons. However, the occurrence of similar processes in the cortex, remains to be 
tested. Interestingly, most studies that assess somato-dendritic coupling in behaviourally 
relevant tasks, do so once learning is complete, rather than during the acquisition of the 
behaviour (Xu et al., 2012; Kerlin et al., 2019) as a consequence, whether coupling changes 
during different phases of learning remain unexplored. Interestingly, somato-dendritic 
coupling may evolve during postnatal development when sensori-motor associations are 
formed (Yaeger, Ringach and Trachtenberg, 2019). Recently, it was shown in the mouse 
primary visual cortex, that dendrites of layer 2/3 neurons increase their coupling during 
adulthood, as a consequence of decreased responsiveness of dendrite-targeting 
interneurons to locomotion-related inputs (Yaeger, Ringach and Trachtenberg, 2019) 
suggesting that coupling may also change during development. Further investigations are 
needed to reveal these mechanisms in layer 5 visual cortical neurons. Finally, in addition to 
excitatory inputs, inhibitory inputs were shown to modulate electrical interactions between 
soma and dendrites in layer 5 neurons (Larkum, Kaiser and Sakmann, 1999; Silberberg and 
Markram, 2007; Labarrera et al., 2018; Williams and Fletcher, 2019). Through shunting, 
dendritic inhibition can effectively veto, or even redirect bAP to a specific subset of branches. 
In my results, I detected events in the trunk that could be found in one branch, and not in its 
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sister branch. Despite this could just be the result of the stochastic engagement of ion 
channels in the tuft, branch-specific inhibition could also be involved (Boivin and Nedivi, 
2018). Additionally, dendrite targeting inhibition could affect somato-dendritic coupling by 
blocking the generation of regenerative dendritic events (Pérez-Garci, Larkum and Nevian, 
2013). Recently, it was shown that the selective hyperpolarisation of apical tuft activity, led 
to a reduction in the generation of dendritic Ca2+ spikes and had a divisive rather than 
subtractive effect on somatic output (Ranganathan et al., 2018). These effects are likely to 
be similar to the ones mediated by dendrites-targeting inhibitory neurons such as Martinotti 
and Neurogliaform cells. 
Notably, both apical tuft signals and the somato-dendritic coupling may differ between 
different subtypes of layer 5 pyramidal neurons. It is known that at least two main types 
exist: intratelencephalic neurons which connect cortical areas, and pyramidal tract neurons 
which project to multiple subcortical areas (Harris and Shepherd, 2015; Gerfen, Economo 
and Chandrashekar, 2018). These two types display different morphologies (Groh et al., 
2010) and receive different types of inputs (Young et al., 2019). For example IT neurons in 
V1 were demonstrated to receive a larger fraction of feedback inputs onto the apical tuft, 
compared to PT neurons (Young et al., 2019). The neurons included in this study had their 
soma located at various depths within layer 5 (range: 468-666, median 528 μm). Since I 
selected the imaged neurons visually based on their GCaMP6 fluorescent signal, my sample 
is likely biased towards layer 5 neurons with thick trunk and thick-tufted morphology. 
Indeed, IT layer 5 neurons rarely have apical tuft branches beyond the second order after 
the nexus, a characteristic displayed by PT neurons and by the majority of the neurons 
included in this thesis (Figure 5.1) (Young et al., 2019).  Recently however, it was shown that 
even among neurons of the same cell type, cortical thickness imposed a caudal-rostral 
gradient to the computational regime of layer 5B neurons where the generation of dendritic 




Figure 5.1: Morphological reconstructions of the neurons included in this thesis. 
Reconstructions were obtained from structural data acquired during a z-stack recording in 
vivo (See method section 2.5.6). Reconstructions are limited to the portion of apical tuft 
dendrites present in the field of view (384x384 um) which were visible under in vivo 2-photon 
imaging conditions. As a result, these should be taken as the lower-bound quantification of 
the full apical tuft arborisation. Additionally, any branch below the nexus were not included 
in these reconstructions as these branches could not be reliably reconstructed due to limited 
imaging resolution. N = 23 neurons with a z-stack which fully included the volume between 
the nexus and the brain surface. Scale bars indicate 100 µm.  
 
5.3 Global dendritic Ca2+ spikes: a single-cell mechanism to integrate 
feedforward and feedback inputs? 
 
Dendrites are key elements of the input-output transformation in individual neurons. They 
receive inputs, integrate them (by adding, subtracting, multiplying or dividing) and in doing 
so, affect somatic output.  From a computational point of view, one aim of this input-output 
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transformation is to preserve as much information as possible about the presynaptic inputs 
that generated firing, in order to transmit this information to the downstream postsynaptic 
neuron. Neurons encode this information into their firing rate. In 1999 Larkum discovered 
what he termed backpropagation-activated Ca2+-spike (BAC) firing, a process through which 
the coincident arrival of a basal and apical inputs, generates widespread calcium transients 
in the apical tuft and bursts of action potentials in the soma (Larkum, Zhu and Sakmann, 
1999). The occurrence of BAC firing makes a number of predictions which are consistent with 
the data presented in this thesis including: the generation of widespread dendritic Ca2+ spikes 
(Waters et al., 2003), high-frequency bursts of somatic action potentials (Larkum, Zhu and 
Sakmann, 1999; Larkum, 2013; Beaulieu-Laroche et al., 2019; Francioni, Padamsey and 
Rochefort, 2019), high somato-dendritic coupling (Helmchen et al., 1999) and the failure of 
low-frequency action potentials to trigger Ca2+ spikes in the tuft (Spruston et al., 1995; 
Larkum, Kaiser and Sakmann, 1999; Waters et al., 2003). As a consequence, the coincidence 
of backpropagating action potentials and dendritically-generated Ca2+-spikes, typical of BAC 
firing, is a mechanism consistent with my results, suggesting that it may be the dominating 
dendritic integration mode detected in these experimental conditions (Beaulieu-Laroche et 
al., 2019; Gao et al., 2019). In a recent study Ujfalussy et al. (2018) demonstrated that a single 
dendritic nonlinearity applied to the entire dendritic arbour, could explain up to 90% of 
somatic membrane potential variations and that adding local nonlinearities on each 
individual branch, did not increase model performance (Ujfalussy et al., 2018). These results 
suggest that a global dendritic nonlinearity, consistent with the one produced during BAC 
firing and observed in my experimental conditions, is sufficient to describe how dendritic 
operations are integrated at the somatic level. Additionally, BAC firing has been proposed as 
a mechanism optimised for information transfer. This is because the generation, frequency 
and duration of a burst depends on the relative contribution of basal vs apical streams of 
inputs (Larkum, 2013). Experimental evidence suggests that cortical circuits are built in a way 
that an important component of feedback input from higher to lower cortical areas arrives 
at the distal apical tufts of pyramidal neurons while feedforward sensory information targets 
the basal dendrites (Larkum, Senn and Lüscher, 2004; Makino and Komiyama, 2015; 
Leinweber et al., 2017; Keller and Mrsic-Flogel, 2018; Young et al., 2019). It was proposed 
that by regulating the frequency and length of a burst, pyramidal neurons could efficiently 
signal the amount of congruence (or error, via the engagement of feed-forward inhibition) 
between a top-down contextual signal and a bottom-up sensory information (Larkum, 2013). 
In a recent paper it was shown how BAC firing is optimised to multiplex its output into single 
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spikes and bursts, maintaining intact information about feedforward information arriving on 
the basal dendrites and feedback information arriving on the apical tuft (Naud and Sprekeler, 
2018). In the visual cortex, motor-related areas have been shown to send dense feedback 
axonal projections to layer 1 (Leinweber et al., 2017). However, since feedback signals, 
arriving at the distal tuft attenuate by >40 fold when activated in the absence of a coincident 
backpropagating action potentials in slice, it is not clear whether apical feedback inputs have 
a driving or a modulatory influence onto somatic output (Williams, 2002). Despite in passive 
condition, top down inputs are unlikely to be fully engaged, my results show an asymmetry 
in the coupling between somatic and apical dendritic calcium signals: while 40% of somatic 
calcium transients were not triggered by apical tuft calcium events, and therefore attenuated 
from the soma to the apical tuft, only 1.4% of apical tuft events were not detected in the 
soma. These results show that only very few dendritic spikes are detected in the absence of 
somatic activity. This is surprising as the biophysical properties of the cellular membrane 
impose a stronger filter on forward than backward propagation and therefore, if dendritic 
spikes were generated in the tuft and propagated toward the soma, a high proportion of 
tuft-only events would be expected. This raises the question as to whether feedback inputs 
arriving on the apical tuft ever activates in isolation from the soma or whether bAPs are a 
requirement for their engagement. On the other hand, It is possible that tuft-driven activity 
may be hidden in the remaining 60% of coincident events. Indeed, these somato-dendritic 
coupled events could occur from either 1) high frequency back propagating action potentials 
or 2) strong apical tuft activity capable of driving somatic spiking. Due to the slow dynamic 
of the calcium indicator, in my experimental conditions I cannot provide evidence in favour 
of one or the other mechanism and therefore, this question remains unanswered. This is an 
important question to address as it determines whether top-down influence onto somatic 
firing requires bottom up action, or whether it can be conveyed independently. Further 
experiments are needed to resolve these potential mechanisms in vivo, for example using 
voltage-sensitive dyes (Chavarha et al., 2018; Roome and Kuhn, 2018; Adam et al., 2019) or 
dendritic electrophysiological recordings (Moore et al., 2017), that would provide the 
temporal resolution to resolve the different types of dendritic events. The implications of 
these findings will provide important insight into the mechanisms of feature association, 






5.4 General conclusion and outlook 
 
Several lines of evidence, including those described in this thesis, now suggest that calcium 
signals in the soma and dendrites are much more correlated than what was previously 
predicted by experiments in slice (Peters et al., 2017; Beaulieu-Laroche et al., 2019; Kerlin et 
al., 2019). Partly, this could be due to the limits of imaging calcium signals which are slow 
and have limited sensitivity (Beaulieu-Laroche et al., 2019; Francioni, Padamsey and 
Rochefort, 2019; Huang et al., 2019). On the other hand, it is increasingly clear that global, 
widespread somato-dendritic activation is a fundamental dendritic operation computed in 
primary sensory (Xu et al., 2012; Francioni, Padamsey and Rochefort, 2019), motor (Peters 
et al., 2017; Kerlin et al., 2019) and associative areas (Grienberger, Chen and Konnerth, 2014; 
Voigts and Harnett, 2019) during passive (Beaulieu-Laroche et al., 2019) and reward-
associated behaviours (Ranganathan et al., 2018). As a consequence, understanding the 
functional validity of this mechanism, should be a primary goal of future research into 
dendritic computation. Unfortunately, this is going to be technically challenging. Dendritic 
whole cell recordings are hard to obtain and they have a limited spatial resolution (Helmchen 
et al., 1999; Moore et al., 2017), while voltage imaging, despite some of the recent 
achievements (Abdelfattah et al., 2019; Adam et al., 2019) and successful application 
(Roome and Kuhn, 2018), is not yet mature enough to be performed routinely in most labs. 
As a consequence, calcium imaging remains the primary technique through which dendritic 
computation is going to be studied until the next technical breakthrough. 
Future studies should address the question as to whether the mechanisms of dendritic 
computation are dysfunctional in animal models of diseases such as epilepsy and autism. In 
both cases, dendritic channelopathies have been implicated in the pathogenesis of the 
conditions (Poolos and Johnston, 2012; Schmunk and Gargus, 2013). However, the 
mechanisms of somato-dendritic coupling in vivo, in animal models of these conditions are 
yet largely unexplored. As the functional meaning of global dendritic spikes is yet largely 
unknown, studying them in diseased animal models, may shed a light on their functional 
significance. 
These results have also important implications for understanding synaptic plasticity in vivo. 
Ex vivo work suggested that because backpropagating action do not reach the distal tuft, the 
mechanisms of LTP differ at the basal and distal dendrites (Sjöström and Häusser, 2006). My 
results are consistent with these findings. However, the rules of synaptic potentiation in the 
distal tuft in vivo, are yet largely unexplored. Additionally, a recent paper suggests that high-
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frequency action potentials triggered by long-lasting Ca spikes in CA1 neurons underly a new 
form of one-trial-learning, non-Hebbian plasticity designed to reinforce synaptic associations 
over seconds-wide temporal scales (Bittner et al., 2017). My observation suggest that similar 
mechanisms may be implemented in the layer 5 neurons of V1. Nonetheless, whether these 
mechanisms are implemented, and under which conditions, is yet an open question. 
In conclusion, dendritic integration in behaving animals is a young research avenue which we 
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