In situ spatial and temporal surface temperature profiles of CO 2 laser-heated silica were obtained using a long wave infrared (LWIR) HgCdTe camera. Solutions to the linear diffusion equation with volumetric and surface heating are shown to describe the temperature evolution for a range of beam powers, over which the peak surface temperature scales linearly with power. These solutions were used with on-axis steady state and transient experimental temperatures to extract thermal diffusivity and conductivity for a variety of materials, including silica, spinel, sapphire, and lithium fluoride. Experimentally-derived thermal properties agreed well with reported values and, for silica, thermal conductivity and diffusivity are shown to be approximately independent of temperature between 300 and 2800K. While for silica our analysis based on a temperature independent thermal conductivity is shown to be accurate, for other materials studied this treatment yields effective thermal properties that represent reasonable approximations for laser heating. Implementation of a single-wavelength radiation measurement in the semi-transparent regime is generally discussed, and estimates of the apparent temperature deviation from the actual outer surface temperature are also presented. The experimental approach and the simple analysis presented yield surface temperature measurements that can be used to validate more complex physical models, help discriminate dominant heat transport mechanisms, and to predict temperature distribution and evolution during laser-based material processing.
INTRODUCTION
Knowledge of the time-dependent temperature is essential for describing the driving forces behind material property changes of heated materials. For laser-based material processing, the temperature distribution and heating history determine many aspects of the processing performance, including residual stress, surface shape, and ablation rates. 1 The material parameters relevant to these processes, such as vapor pressure and viscosity, are strong functions of temperature requiring stringent control of the laser beam parameters and energy-to-lattice coupling, and thus accurate measurement of temperature during laser exposure. Temperature measurements are also critical for determining fundamental transport parameters such as thermal conductivity, k, which dictates the kinetics of heat transport by conduction.
Spatially-resolved temperature measurements become challenging for laser beam diameters <1mm primarily due to the large temperature gradients that develop over relatively small distances. A non-contact thermographic technique based on the measurement of the infrared (IR) thermal emission represents, thus, a very attractive tool since it can provide spatial and temporal measurements, with good resolution and without interfering with the heating process. 2 Previous studies of laser heating had limited spatial 3 and temporal resolution, 4 or potentially interfered with the heating by application of a T-sensitive phosphor coating, 5 an absorptive layer, 6 or by deposition of a Pt resistance-thermometer. 7 Also, the only direct determination of temperature from laser heated silica come from spectroscopic measurements used to derive temperature-dependent emissivities, [8] [9] [10] and absorptivities. 8, 11 These measurements, although essential to interpret thermographic data, lack both temporal and spatial resolution by design.
A LWIR camera with a carefully selected narrow bandpass was used for this study because many materials approach the behavior of a blackbody emitter at these wavelengths. 11 Under these conditions, absorption depths are short relative to the scale of the temperature gradients, and the measured radiation is emitted from a relatively thin layer below the heated material surface. 12 In contrast, detector and optical systems that measure a broad range of the emission spectrum tend to include a semi-transparent regime of the sample under study in which radiation will be emitted from deeper regions within the bulk. In the case of silicate glasses, IR transparency is made more problematic during intense heating because Wien displacement law predicts 2 that blackbody emissions will shift to lower wavelengths where silica is more transparent. 8 Deconvolution of the temperature profile from a single thermographic emission measurement thus becomes impossible unless a profile is assumed, or additional measurements are made. Hence, typical broad band IR measurements yield bulk-averaged temperatures 13 or relative temperature scales that are significantly different from the actual surface temperature. Broadband or near-IR measurements are also difficult to interpret for many silicate glasses because emissivities reported in the literature are from samples at near local thermal equilibrium and, therefore, can only be used to derive temperatures in situations where local equilibrium applies. Effective emissivities would therefore need to be obtained in situ, 14 or the measurement must be calibrated by some means for each individual set of laser parameters that affects the temperature distribution. The implementation of the thermographic method presented in this study avoids these difficulties by a careful choice of detector and probing wavelength.
The large absorption coefficients, α, typical in 10.6 μm CO 2 laser processing (~10 ), can lead to large axial temperature gradients near the surface which constrain the usable IR camera probe wavelength. Ideal probe wavelengths would have an absorption depth, α -1 , to hot layer thickness ratio of∼3.5, thus insuring that most of the measured emission originates from a near-isothermal top layer. 12 Because our study focuses mainly on fused silica, a narrow bandpass filter at λ p ∼9 μm was used to coincide with the restrahl band in the absorption spectra for this material. With this choice for λ p , α -1 are on the order of a few hundred nanometers in fused silica, 8 a distance over which the steady-state temperature varies by only a few degrees. 15 Thus, the implementation of the IR emission measurement described here yields temperatures that can be used to develop accurate surface diagnostics in processing environments, to validate computational models applied to surface heating problems, and to gain insights into the dominant heat transport mechanisms during laser heating.
In this study we describe the use of a LWIR camera to derive measurements of surface temperature of CO 2-laser (λ L =10.6 μm) heated surfaces in situ. Measurements on silica, but also sapphire, spinel, and lithium fluoride (LiF) were carried out to show that the approach described for measuring temperature is applicable to a range of materials. We focus on silica because it is a technologically important optical material that is often subject to laser heat treatment for polishing, damage mitigation, reshaping, and for conditioning. We also show that the linear approximation to the heat flow equation is sufficient to describe the temperature spatial and temporal profiles for a wide range of laser operating conditions, and for many optical materials. This approximation is useful because it does not involve any computationally-intensive methods which are required to account for material non-linearities, radiation transport, evaporative cooling, and convection. Limits to this linear approximation will be discussed. As shown in the present study, material thermal properties can be determined by fitting transient and steady-state surface temperature data to simple analytical solutions to the heat diffusion equation. The results of this analysis can be used to predict more accurately the physical transformation of a broad range of materials that are exposed to laser irradiation.
EXPERIMENTAL

Optical system
The temperature measurement setup is shown in Fig. 1 . Samples were heated in ambient conditions using a 10.6 μm laser (Synrad firestar V20) with a maximum output power of 20 watts. The laser beam was collimated with a pair of lenses, passed through a variable magnification afocal telescope and focused onto the sample surface with a 10" focal length lens. By varying the magnification of the afocal telescope, the laser spot size was varied between 250 μm and 1000 μm on the sample without changing the focus location. The p-polarized laser beam is transmitted through an un-coated ZnSe wedged plate oriented at Brewster's angle (67.4°), while 25% of the un-polarized black body emission collected from the heated surface by the final focusing lens is reflected from the wedge toward the IR camera. The 10" focal length ZnSe lens forms a 1:1 image of the heated spot on the camera focal plane array (FPA). Prior to irradiation of the surface, average laser power was measured at the sample plane with a power meter (Spiricon model 30A). Laser beam diameter was measured with a beam profiler (Spiricon Pyrocam III). All beam diameters reported here correspond to the 1/e 2 intensity contour at the sample plane. 
IR Camera measurements
To measure the IR emission radiance from laser heated materials we used a liquid nitrogen cooled HgCdTe-based camera (FLIR, CA, USA) with sensitivity spanning the 2 to 12 μm wavelength range. The imaging system consists of a LWIR camera with a 256×256 FPA focused onto a 10mm × 10mm area with resolution of 40 μm/pixel. Background emission and reflected laser light was filtered out using a narrow-bandpass cold filter with a peak at 8.9 μm ± 0.1 μm. The frame capture rate was fixed at 32.2 Hz (31 ms/frame) with a 14 bit depth for A/D conversion. The optical axis of the final focusing lens was kept normal to the surface to minimize any effect of the emissivity angle dependence (<2%). 12 The duration of the laser exposure was fixed at 5 sec while the total capture time was nominally 10 sec in order to capture data before and after laser turn-on. Steady-state temperature conditions were reached after ∼2 sec of laser exposure.
Calibration of IR camera
The IR camera counts were calibrated with the known radiance emitted by a cavity blackbody source (Infrared Systems Development Corp., FL) positioned at the sample imaging plane of the optical system in Fig. 1 . The blackbody radiance (Wm -2 sr -1 ) is then given by integration of Planck's law,
where T is the temperature, λ the wavelength, FILT(λ p ) the bandpass filter spectrum, ε the normal spectral emissivity (ε=0.998 for blackbody source), and C 1 and C 2 are fitted free parameters. 2 As expected, a very good fit of the blackbody calibration data to Eq. 1 is obtained (Fig. 2) . The calibration was carried out to the maximum blackbody cavity temperature of 1500K, while higher temperature measurements were extrapolated using Eq. 1. The linearity of the camera was verified up to a peak of 9000 counts, which ensures that the calibration holds throughout the temperature range studied. Calibration data of the optical system and HgCdTe camera counts versus blackbody source cavity temperature. The fit is based on Planck's law for blackbody radiation Eq. 1, which scales the blackbody emission.
During each laser exposure, maps of the emitted radiance were recorded as a series of frames, each frame corresponding to a 256×256 array of pixel counts. The corresponding pixel temperature map was then derived as follows. The temperature-dependent emissivity 9 in Eq. 1 was used to calculate the expected radiance as a function of temperature for a given material and for the blackbody. An interpolation function of the counts versus radiance was then constructed for a series of temperatures spanning the range of our measurements. The material radiance values were then converted to camera counts using the interpolation function. The counts versus temperature can then be obtained by combining the above results expressed as a final numerical interpolation function which converts a given frame pixel count value to a temperature value. We estimate the temperature measurement error associated with the blackbody calibration source, uncertainty in emissivity, and variability in camera counts to be <3% based on error propagation analysis.
Samples and temperature sensitive lacquers preparation
The fused silica parts used in this study were as-received UV-grade Type III (~1000 ppm OH) glass 7980 from Corning (NY, USA), 51 mm in diameter and 10 mm thick prepared with an optical polish. We also used the following optical grade parts ranging in size from 25 to 50 mm in diameter and 1 to 6 mm thick: sapphire (Al 2 O 3 , ceramic single crystal), lithium fluoride (LiF, ionic single crystal), both from ISP optics (NY, USA) and spinel (MgAl 2 O 4 , polycrystalline) from TA&T (MD, USA). This sample set was considered to be fairly representative of a broad class of optical materials to which our measurement technique could be applied. Emissivities for silica, 9 Sapphire, 9 Spinel, 10 and lithium fluoride 16 were obtained from measurements reported in the literature. Similarly, thermal diffusivity, conductivity, and specific heat were obtained either from literature sources or manufacturer specifications as indicated in the text. Silica samples were also prepared with temperature sensitive lacquers to confirm measurements obtained from IR camera measurements. Droplets of the lacquer were applied directly to the sample surface close to the location of laser heated spots. Spatial measurements were made with a calibrated optical microscope.
RESULTS AND DISCUSSION
Validation of IR camera measurements
HgCdTe camera temperature measurements were validated by comparison with measurements using temperature-sensitive lacquers (Omega Engineering Inc., CT, USA). The lacquers had calibrated transition points ranging from 575 and 1089K, and were applied to a subset of the fused silica parts near surface points to be laser irradiated. Care was taken not to expose the lacquer directly to the laser light. After cooling, the recrystallized lacquer indicates where the steady-state surface temperature was equal to or greater than the calibrated lacquer transition temperature, thus providing a discernable isotherm boundary created by the laser heating process. A temperature profile can be reconstructed from application of lacquers with different transition points, and by measuring the distance from the center of the laser heated spot to the boundary. Figure 3 compares the lacquerderived temperature profile to that obtained from a single camera frame capture for the same beam parameters. The good agreement between these measurements served to validate the methods outlined in sections 2.2 and 2.3 for extracting spatially-resolved temperature profiles from single-wavelength IR emission measurements. Steady-state temperature profile of a laser-heated fused silica surface obtained using the HgCdTe IR camera compared to a profile derived from measurements using temperature-sensitive lacquers. Legends indicate lacquers temperature ratings and the laser parameters used. The image to the right shows an optical micrograph of a laserirradiated surface region illustrating a transition region (700K lacquer example).
Temperature dependence on laser power
The dependence of silica surface temperature on laser power was determined for beam sizes ranging from 250 to 1000 μm and for laser power up to 12W (Fig. 4) . The decrease in the measured temperature with increasing beam size shown in Fig. 4 is related to a corresponding decrease in beam intensity. The peak on-axis temperatures remain linear with respect to beam power for a temperature up to ∼2800K for all beam sizes tested. This linearity is consistent with the power scaling given by T∝P/ak where the average laser power is P and a is the beam radius. 17 The linearity of the data indicates that k is independent of temperature for silica, although the sub-linear temperature rise above ∼2800K shows that the apparent k increases at these higher temperatures. Since the temperatures associated with this clamping effect coincide with the silica boiling point, 18 it is reasonable to assume that evaporation is dissipating a significant part of the deposited energy through the latent heat of vaporization. Any contribution from radiation transport -that is often approximated as T 3 -dependent 19 -can be neglected because large temperature gradients inherent to laser heating dominate heat transport. Therefore, a linear diffusion model is sufficient to account for the observed temperature increases within the linear temperature range of silica (< ∼2800K) and radiation transport, or any other heat dissipation mechanism, may be excluded.
For an axisymmetric geometry, the temperature field can generally be derived by solving the 2D heat diffusion equation:
where ρ is the density, C p is the specific heat and Q represents the volumetric heating source. Heating from a
Gaussian laser beam is given by Q(r, z)=(αI)exp(-αz)exp(-(r/a
2 )), where I=(1-R)P/πa 2 is the absorbed laser irradiance, a is the 1/e beam radius, R is the reflectivity (R=0.85 for silica at 10.6 μm), and r and z are the radial and axial coordinates, respectively. A solution to Eq. 2 is obtained here using the Green's function method, 20 where the integration variable is changed from time, t, to the diffusion length l=√4ϕt, where ϕ=k/ρC p is the thermal diffusivity, and k is taken as constant: Figure 4 . Experimental on-axis temperature as a function of laser power for fused silica exposed to the indicated beam diameters. The dashed line indicates the silica boiling point. 18 Error bars represent the standard deviations for each measurement (n=3).
Analysis of apparent surface temperatures
Although our IR imaging system was optimized for fused silica, we also sought to characterize other optical materials and to explore the applicability of a fixed-wavelength, single-band collection system. Temperatures of sapphire, LiF, and spinel surfaces were measured using the same setup as described for fused silica. However, the material volume sampled with the camera detector differs among the materials tested due to differences in absorption length, α p -1 , at the camera probe wavelength, λ p =9 μm. It can be shown that 99% of the radiation reaching the detector is emitted from a depth D abs ∼ 3.5×α p -1 . 12 Thus, for silica, the calculated on-axis temperature at a depth D abs ∼0.4 μm (Eq. 3) is expected to deviate by less than 1% from the on-axis outer surface temperature, well within our estimated calibration errors. For LiF, spinel, and sapphire α p -1 is found to be ∼300, 10, and 10 μm, respectively (Fig. 5) , yielding axial temperature deviations over the absorption depth of ∼5% for spinel and sapphire, and ~20% for LiF which has the largest α p -1 among the materials studied here.
Despite this additional source of error, the deviation of the apparent measured surface temperature from actual is limited by two factors. First, α -1 decreases with temperature for all materials tested. 15 Second, the emitted IR radiation flux increases exponentially with temperature (Eq. 1). Thus, the IR camera measurement will be dominated by the temperature of the hottest regions near the surface. Indeed, when a Planckian-weighted flux is applied using an on-axis temperature profile as given by Eq. 3, the resulting deviation of the apparent on-axis surface temperature for LiF reduces to ∼10%, as compared to 20% without the Planckian weighting. Similarly, the deviations become ∼0.04%, ∼2.2%, and ∼2.9% for silica, sapphire, and spinel respectively for the same beam parameters. Thus, except for LiF, these deviations are all within calibration error of 3%. , where α p -1 is the absorption length at the IR camera probe wavelength λ p =9 μm.
Derivation of the thermal conductivity from steady-state temperature data
Measurements were carried out on sapphire, LiF, and spinel for a fixed beam diameter of 500 μm to characterize the laser power-dependent temperature rise for these materials (Fig. 6) . In contrast with the case for silica, the temperatures of these materials increase supra-linearly with power, suggesting that either additional heat transport mechanisms contribute to heat flow, or that the thermal conductivity is decreasing with temperature. The measured temperature rise versus incident laser power for LiF, sapphire, and spinel can indeed be shown to depend on a non-linear thermal response, and these results and analysis will be reported elsewhere. Nonetheless, in the present study we will explore the use of the linear approximation of Eq. 3 in assessing the thermal behavior of these materials, and discuss the discrepancy between such a model and measured data. In the case of sapphire, the thermal stress caused the parts to crack during heating at a laser power of ~9W, giving rise to scatter in the measured temperatures above this power level. LiF is known to undergo rapid hydrolysis above ∼400-500K which likely caused the abrupt change in the slope of the curve above these temperatures. Spinel showed a strongly non-linear behavior over the temperature range studied, thus the linear fit based on Eq. 3 represents a very rough approximation. Except for spinel, all of these materials had a low temperature range over which a fixed, effective k e , can be used to represent a reasonable approximation of the temperature rise, without requiring use of complex non-linear computational models. The effective fixed thermal conductivities, k e , derived from the fits are summarized in the table of Fig. 6 . Figure 6 . Experimental on-axis steady-state surface temperatures measured as a function of laser power for the materials shown. The linear region of the T vs. P curves were fitted using Eq. 3 to extract k e , as tabulated at the right of the graph. Beam diameters were fixed at 500 μm. Values of the experimental α -1 , used in the calculations, are from the following references: silica 15 , spinel 11 , sapphire 11 , LiF. 16 A range of simulated α values were used to determine the sensitivity of the fits to α and its dependence on temperature. The temperature-dependence of α was obtained from published reports or from manufacturer specifications as noted in the caption of Fig. 6 . The resulting calculated on-axis temperatures were shown to have a very weak dependence on α based on Eq. 3. Therefore, the temperature dependent α had a negligible impact on the determination of the k e values from fitting, and an effective (temperature-averaged) absorption coefficient, α e , can thus be used as an approximation.
The k e values thus obtained from the aforementioned fitting procedure were compared to reported values available in the literature in Fig. 7 . The good agreement in Fig. 7 validates the linear approximation used to derive effective thermal properties and the IR camera measurements on which they are based. For silica, the k e is indeed much closer to that reported for heating conditions where radiation losses from the sample were prevented. for spinel. Data point error bars correspond to the variability in k e calculated by using the maximum and minimum value of the temperature-dependent absorption coefficient, α. Values of α were obtained from reference 8 for silica (and references therein), from 11 for sapphire, from 16 for LiF, and from TA&T Co. (MD, USA) for spinel.
The temperatures used to plot the effective thermal conductivities data points in Fig. 7 correspond to the arithmetic average of the linear temperature range as estimated from Fig. 6 . For example, for silica T avg =(T room +T max )/2=1550K, with T max =2800K and T room =300K. This simple relationship is surprising because it was expected that the k e would be biased in a non-linear manner by the temperature spatial distribution within the heated spot. However, the analysis presented indicates that k e can be estimated directly from knowledge of the temperature-dependent thermal conductivity at the averaged temperature above. The reason for this simple relationship between T avg and k e is not clear at this point.
Derivation of the thermal diffusivity from transient temperature data
In addition to the steady state IR measurements above, the HgCdTe camera was also used to capture the temporal dependence of the laser heating process for silica. The experimental time dependent rise of the on-axis surface temperature, T(0,0,t), during laser heating is shown in Fig. 8A . In addition, the transient temperature during laser heating can be described simply by taking α→∞, i.e., assuming the laser power is absorbed entirely at the surface:
Equation 4 represents a good approximation for the case of silica because the absorption length at λ L =10.6 μm is very short <40 μm 15 compared to the ∼10 3 μm thermal diffusion length for a 1 sec laser exposure. As shown in Fig.   8A , Eq. 4 fits the data well. Indeed, the agreement between the reported and our experimentally determined values for the thermal diffusivity ϕ (Fig. 8B) indicates that: 1) ϕ is relatively independent of temperature within the error of our measurements, 2) the simple model expressed in Eq. 4 can successfully represent the dynamics of laser heating of silica, 3) the capture frame rate of the HgCdTe IR camera (32.2 Hz) is apparently sufficient for measuring thermal diffusion dynamics. 
Predicted temperature spatial profiles
The experimental temperature profiles for samples exposed to a range of beam parameters are illustrated in Fig. 9 . These experimental profiles are compared to Eq. 3 for T(r,z=0,5sec) based on the effective thermal properties derived from section 3.4. For spinel, LiF, and sapphire the model appears to slightly over-estimate the temperature measurements from the HgCdTe camera. This result is somewhat consistent with our analysis of the systematic deviation of the apparent surface temperature (section 3.3) due to a finite absorption 
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respectively. Except for the case of silica (1000 μm beam diameter), all beam diameters were 500 μm. The predicted temperature profiles were obtained from Eq. 3 using the experimentally derived thermal properties in this study.
coefficient in these materials. The prediction for silica is closer to the data because silica has the largest absorption coefficient at the IR camera probe wavelength of λ p ∼9 μm, and therefore displays the smallest expected deviation. The origins of the larger discrepancy found in the sapphire data near r = ±1000μm is not presently understood, but likely the failing of the linear approximation used in Eq. 3, where both k and α are taken as constant. In general however, the agreement of these predicted values with experimental values supports a simple linear approximation to the problem of laser heating, and can therefore be used to predict temporally and spatially resolved temperatures for a given set of laser beam parameters (beam diameter, exposure time, power). Spatially resolved, axial temperature measurements of laser heated materials are currently being explored to confirm that the simple linear approximation used here also predicts temperatures within the bulk of laser heated materials.
CONCLUSIONS
Surface temperatures up to ∼3500K on CO 2 laser-heated silica were measured in situ using a long-wave infrared HgCdTe camera. The results were interpreted in terms of a simple linear approximation to the heat diffusion equation. The linear heat diffusion models using constant thermal conductivity and diffusivity were also able to describe reasonably well the dynamic and steady state experimental temperatures for a range of laser heated optical materials, including spinel, sapphire and LiF. The agreement found with published thermal properties validated the experimental and analytical approach in this study. In addition, IR camera-derived surface temperatures were confirmed with temperature-sensitive lacquers. The analytic expressions used are limited to the range of laser fluences where radiation and/or evaporative cooling do not play a significant role, which was found to be up to ∼2800K in the case of silica. Above ∼2800K the apparent clamping of the experimental temperature rise was interpreted to result from evaporative cooling. Future analysis of laser-heated surfaces will focus on coupling non-linear thermal properties, evaporation, and radiation heat transfer mechanisms to the linear diffusion approximation presented here. Practical implementation of the non-contact IR measurement described here could lead to a potentially valuable diagnostic tool for the optimization of laser-based materials processing methods over a wide range of relevant optical materials.
High temperature thermographic measurements of laser heated silica Questions and Answers Q. How did you describe the temperature dependence of the absorption coefficient?
A. I simulated it. I knew what it was at room temperature and I knew what it was at the highest temperature we achieved. So, I plugged them into the equation to see what it gives us in terms of the solution of the temperature. And actually, if I go back, I have done this simulation extremes of the absorption length because it depends on temperature and you can see that this is calculated with the lowest absorption length to the highest absorption length. They basically overlay, right. The same case with sapphire. But for lithium fluoride which has a higher absorption length when compared with these materials (about 400 micrometers) we see a discrepancy. It makes sense that the absorption length at the highest temperature is the one that makes sense. So you can sort of come up with an effective absorption length. It's simulated. If you want to have the real solution for the temperature dependent absorption length, you need to go to finite element calculations.
