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Abstract
This paper deals with linear programming (LP) models with variable parameters and introduces two concepts for this class of
problems: optimal solution and strongly optimal solution. Also, it seeks necessary and sufficient conditions for a feasible solution
to be optimal or strongly optimal.
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1. Introduction
In the real applications of the field of optimisation, there are linear programming (LP) problems whose parameters
(i.e., technological coefficients, requirement values, and cost coefficients) are not precisely fixed and can vary within
some prescribed intervals (see [2,4,5] as well as Section 5 of the present paper). In this paper, we deal with this class
of LP models, which is a more general class compared to the one discussed in [5], and introduce two key concepts:
optimal solution and strongly optimal solution. The main aim of this paper is to find the necessary and sufficient
conditions for a feasible solution to be optimal or strongly optimal.
The rest of this paper is organized as follows: In Section 2, LP models with variable parameters are defined,
and the two concepts of optimal solution and strongly optimal solution are introduced. Section 3 and Section 4
contain necessary and sufficient conditions for optimality and strong optimality, respectively. Section 5 addresses
some applications of the results of this paper.
2. LP models with variable data
Let us consider the following problem
min cx (1)
s.t. Ax = b x ∈ P ⊂ Rn,
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where c and b are two 1 × n and m × 1 vectors, respectively; A is an m × n matrix, and P is any subset of Rn . The
entries of A,b, and c are not fixed, but they can assume any value within some prescribed intervals, i.e.,
a−i j 6 ai j 6 a
+
i j ,
b−i 6 bi 6 b
+
i ,
c−j 6 c j 6 c
+
j .
Now we define the set of feasible solutions for (1) as follows:
X :=
⋃
A−6A6A+
b−6b6b+
{x ∈ P : Ax = b},
where A− = [a−i j ]m×n , A+ = [a+i j ]m×n,b− = [b−i ]m×1, and b+ = [b+i ]m×1. Also, the comparison of matrices is
componentwise. The following lemma is useful for later purposes.
Lemma 1. Suppose that
D− =
(
A− −b+
01×n 1
)
, D+ =
(
A+ −b−
01×n 1
)
, (2)
D = {D : D− 6 D 6 D+},
Z∗ =
⋃
D∈D
{
z =
(
x
y
)
∈ P × R+ : Dz =
(
0m×1
1
)}
,
and
Z∗∗ =
{
x ∈ P : ∃y ∈ R+;
(
x
y
)
∈ Z∗
}
,
then X = Z∗∗.
Proof. If x ∈ X , then there exist A and b such that
A− 6 A 6 A+, b− 6 b 6 b+, and Ax = b.
Defining
D =
(
A −b
01×n 1
)
,
it can simply be shown that D ∈ D. Furthermore,
D
(
x
1
)
=
(
A −b
0 1
)(
x
1
)
=
(
Ax− b
1
)
=
(
0
1
)
.
Therefore
(
x
1
)
∈ Z∗, and hence x ∈ Z∗∗.
If x ∈ Z∗∗, then there exists a matrix D =
(
A −b
01×n 1
)
and y ∈ R+ such that D ∈ D and D
(
x
y
)
=
(
0
1
)
. These imply
that
A− 6 A 6 A+, b− 6 b 6 b+, Ax− by = 0, and y = 1.
Therefore, x ∈ X . 
To continue, we define two concepts: optimal solution and strongly optimal solution, for (1) as follows:
Definition 1. x¯(c) is called an optimal solution for (1) if it solves minx∈X cx, for some c− 6 c 6 c+.
Definition 2. x¯ is called a strongly optimal solution for (1) if it solves minx∈X cx, for all c− 6 c 6 c+.
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In the next sections of this paper, we seek necessary and sufficient conditions for optimality and strong optimality
as defined above. Indeed, identifying such solutions is NP-hard in general.
Lemma 2. Identifying the optimal and strongly optimal solutions of problem (1) is NP-hard in general.
Proof. By setting b− = b+ and c− = c+, problem (1) converts to problem (1) in [5]. Therefore, problem (1) in [5] is
a special case of problem (1). Thus, identifying the optimal solutions of problem (1) is more general than identifying
those of problem (1) in [5] and hence is NP-hard, considering Theorem 2 in [5]. Moreover, since identifying optimal
solutions is NP-hard, identifying strongly optimal solutions is NP-hard too. 
3. Optimality
In this section, we are after finding an optimal solution for (1), i.e., an x¯(c) which solves minx∈X cx, for some
c− 6 c 6 c+. The following proposition provides a sufficient condition for a feasible solution x to be optimal for (1),
assuming that P is contained in the positive orthant (or any other orthant).
Proposition 1. Consider the following MOLP problem:
min c−x (MOLP)
min c+x
s.t. D−
(
x
y
)
6
(
0
1
)
,
D+
(
x
y
)
>
(
0
1
)
, x ∈ P, y > 0,
where D− and D+ are as defined in (2). Also, assuming nonnegativity of x, i.e., P ⊂ Rn+, suppose that
(
x¯
y¯
)
is a Pareto
optimal solution of (MOLP). Then x¯ is optimal for (1).
Proof. Since P ⊂ Rn+, it can be shown, in a manner similar to the proof of Theorem 1 in [5], that Z∗ and the set of
feasible solutions of (MOLP) coincide. Hence x¯ is feasible for (1), regarding Lemma 1.
Since
(
x¯
y¯
)
is Pareto optimal for (MOLP), then by Theorem 1 in [3], there exist λ1, λ2 > 0 such that λ1 + λ2 = 1
and
(
x¯
y¯
)
is optimal for
min cx
s.t. x ∈ X,
where c = λ1c− + λ2c+. Evidently c− 6 c 6 c+, and the proof is complete. 
Remark 1. Studying the proof of the above proposition and that of Theorem 1 in [5] shows that the result of
Proposition 1 is valid for any particular orthant. Hence if P is convex, X being restricted to a generic orthant is
convex, and the problem can be solved using the two-phase technique provided in Section 2 of [5].
The following theorem provides a necessary and sufficient condition for the optimality of a feasible solution x
when P coincides with any orthant.
Theorem 1. Assuming P = Rn+, x¯ ∈ P is an optimal solution for (1) if and only if there exists
(y,w−1×(m+1),w
+
1×(m+1), c1×n) ∈ R2m+n+3, such that (x¯, y,w−,w+, c) satisfies the following inequalities:
D−
(
x
y
)
6
(
0
1
)
, D+
(
x
y
)
>
(
0
1
)
, (3)
−w−D− + w+D+ 6 c, (4)
−em+1w− + em+1w+ = cx, (5)
w−,w+ > 0, y > 0, (6)
c− 6 c 6 c+. (7)
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Proof. x¯ ∈ Rn+ is optimal for (1) if and only if there exists a vector cˆ such that c− 6 cˆ 6 c+ and cˆx¯ = minx∈X cˆx.
This happens if and only if there exists a vector cˆ such that c− 6 cˆ 6 c+ and cˆx¯ = minz∈Z∗ cˆx, using Lemma 1, where
z =
(
x
y
)
.
Since P = Rn+, in a manner similar to the proof of Theorem 1 in [5], it can be shown that z ∈ Z∗ if and
only if z ∈ Rn+1+ satisfies (3). Hence, regarding the KKT conditions in the linear programming theory (see [1, ch.
5]), cˆx¯ = minz∈Z∗ cˆx if and only if there exists (y,w−,w+) such that (x¯, y,w−,w+, cˆ) satisfies (3)–(7); and this
completes the proof. 
4. Strong optimality
This section contains a theorem which provides a necessary and sufficient condition for the strong optimality of a
feasible solution x when P coincides with any orthant.
Theorem 2. Assuming P = Rn+, x¯ ∈ P is a strongly optimal solution for (1) if and only if for each c ∈ C = {c =
[c j ]1×n : c j = c−j or c+j ; j = 1, . . . , n}, there exists (y,w−1×(m+1),w+1×(m+1)) ∈ R2m+3 such that (x¯, y,w−,w+)
satisfies the following inequalities:
D−
(
x
y
)
6
(
0
1
)
, D+
(
x
y
)
>
(
0
1
)
, (8)
−w−D− + w+D+ 6 c, (9)
−em+1w− + em+1w+ = cx, (10)
w−, w+ > 0, y > 0. (11)
Proof. x¯ ∈ Rn+ is strongly optimal for (1) if and only if cx¯ = minx∈X cx for all c− 6 c 6 c+. This happens if and
only if cx¯ = minz∈Z∗ cx for all c− 6 c 6 c+, using Lemma 1, where z =
(
x
y
)
.
Since P = Rn+, in a manner similar to the proof of Theorem 1 in [5], it can be shown that z ∈ Z∗ if and only if
z ∈ Rn+1+ satisfies (8). Now regarding the KKT conditions in the linear programming theory, cx¯ = minx∈X cx for all
c− 6 c 6 c+ if and only if for all c− 6 c 6 c+ there exists (y,w−,w+) such that (x¯, y,w−,w+) satisfies (8)–(11).
To complete the proof, it is sufficient to prove the following assertion: for all c− 6 c 6 c+, there exists
(w−,w+, x) > 0 satisfying (9) and (10) if and only if for all c ∈ C there exists such a (w−,w+, x) > 0. The
“only if” part of this assertion is evidently valid, and the “if” part is valid regarding this fact: C is the set of all extreme
points of the bounded set {c : c− 6 c 6 c+} and hence, considering the representation theorem (see Theorem 2.1 in
p. 69 of [1]) we have
c− 6 c 6 c+ ⇐⇒ c =
∑
c j∈C
λ jc j such that
∑
c j∈C
λ j = 1, λ j > 0 for all λ j s.
This proves the above-mentioned assertion and completes the proof. 
5. Some remarks
In this section, we address some problems arising in the operations research field which benefit from the results
established in the previous sections. Theorem 2 is more interesting from this viewpoint.
As mentioned in [1, Ch. 6], sensitivity analysis is an important topic in linear programming theory. Consider a
generic standard LP (with constant parameters) as
min{cx : Ax = b, x > 0}, (12)
and suppose that x¯ is one of its optimal solutions. In most practical applications, it is desirable to examine whether
x¯ is optimal to (12) after some simultaneous interval changes in A,b, and c. This question is a sensitivity analysis
question, and answering it is equivalent to examining the strong optimality of x¯ for (1), which is done by solving the
linear system provided in Theorem 2.
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Also, solving problem (1) (or equivalently solving the systems provided in Theorems 1 and 2) can be useful for
applications in optimization projects arising in countries with unstable economies, in which costs are not fixed and
may be changable within some intervals.
Moreover, model (1) can be used for optimizing a function over the efficient set of a multiobjective LP with
parameters in the coefficient matrix, right hand side vector, and cost matrix (see [6]). Also, this can be useful for
solving some classes of knapsack problems [5].
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