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Corrigendum to “Bipartite Bell inequalities with three ternary-outcome
measurements — from theory to experiments” [New J Phys. 18, 035001 (2016)]
Sacha Schwarz,1 Ba¨nz Bessire,1 Andre´ Stefanov,1 and Yeong-Cherng Liang2, ∗
1Institute of Applied Physics, University of Bern, 3012 Bern, Switzerland.
2Department of Physics, National Cheng Kung University, Tainan 701, Taiwan.
(Dated: March 12, 2018)
In our article [1], we claimed to have given the first example of a facet-defining Bell inequality where a genuine
positive-operator-valued (POVM) measure is relevant. Specifically, we claimed that any quantum realization of the
maximal quantum violation of the Bell inequality Imax12 in the (minimal) qubit subspace necessarily requires the
implementation of a genuine, nonprojective POVM. Recently, it has been brought to our attention by Armin Tavakoli
that the maximal quantum violation of this Bell inequality can also be achieved using projective measurements.
Specifically, consider [2] the following POVM elements {MA
a|x}a,x and {M
B
b|y}b,y, respectively, for Alice’s and Bob’s
measurements:
MA1|0 = M
A
2|1 = M
A
2|2 = M
B
1|0 = M
B
2|1 = M
B
2|2 = 02,
MA0|x =
1
2
(
12 + ηˆ
A
x · ~σ
)
, MB0|y =
1
2
(
12 + ηˆ
B
y · ~σ
)
,
(1)
where 02 and 12 are, respectively, the zero operator and the identity operator acting on a qubit Hilbert space,
~σ = (σx, σy, σz) is the vector of Pauli matrices, and
ηˆA0 =


0
0
1

 , ηˆA1 =


−0.5009
−0.2634
0.8244

 , ηˆA2 =


0.8259
0.4400
0.3525

 ,
ηˆB0 =


0.1916
0.1328
0.9724

 , ηˆB1 =


0.6907
−0.3933
0.6069

 , ηˆB2 =


−0.7767
0.4117
0.4767

 .
It is straightforward to verify that together with the quantum state
|ψ〉 = (0.7244 + 0.0083 i)|00〉+ (0.0066− 0.0131 i)|01〉+ (0.0054− 0.0062 i)|10〉+ 0.6891|11〉,
one obtains 2.5820, which reproduces (within the numerical precision of our computation) the maximal quantum
violation of Imax12 . Our claim is thus flawed. Our mistake arose from a flaw in the numerical computation of the
maximal possible quantum violation when some of the POVM elements are assumed to be the zero operator.
Consequently, it remains an opened problem whether there exists a facet-defining Bell inequality whose maximal
quantum violation can only attained by employing a nonprojecitve measurement when one restricts to the smallest
Hilbert space where this violation is achievable.
[1] S. Schwarz, B. Bessire, A. Stefanov, and Y.-C. Liang, New J Phys. 18, 035001 (2016).
[2] A. Tavakoli (private communnication).
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Bipartite Bell inequalities with three ternary-outcome measurements
— from theory to experiments PLUS A CORRIGENDUM
Sacha Schwarz,1 Ba¨nz Bessire,1 Andre´ Stefanov,1 and Yeong-Cherng Liang2, 3, ∗
1Institute of Applied Physics, University of Bern, 3012 Bern, Switzerland.
2Department of Physics, National Cheng Kung University, Tainan 701, Taiwan.
3Institute for Theoretical Physics, ETH Zurich, 8093 Zurich, Switzerland.
(Dated: March 12, 2018)
We explore quantum nonlocality in one of the simplest bipartite scenarios. Several new facet-
defining Bell inequalities for the {[3 3 3] [3 3 3]} scenario are obtained with their quantum violations
analyzed in details. Surprisingly, all these inequalities involving only genuine ternary-outcome mea-
surements can be violated maximally by some two-qubit entangled states, such as the maximally
entangled two-qubit state. This gives further evidence that in analyzing the quantum violation
of Bell inequalities, or in the application of the latter to device-independent quantum information
processing tasks, the commonly-held wisdom of equating the local Hilbert space dimension of the
optimal state with the number of measurement outcomes is not necessarily justifiable. In addition,
when restricted to the minimal qubit subspace, it can be shown that one of these Bell inequali-
ties requires non-projective measurements to attain maximal quantum violation, thereby giving the
first example of a facet-defining Bell inequality where a genuine positive-operator-valued measure is
relevant. We experimentally demonstrate the quantum violation of this and two other Bell inequal-
ities for this scenario using energy-time entangled photon pairs. Using the obtained measurement
statistics, we demonstrate how characterization of the underlying resource in the spirit of device-
independence, but supplemented with auxiliary assumptions, can be achieved. In particular, we
discuss how one may get around the fact that, due to finite-size effects, raw measurement statistics
typically violate the non-signaling condition.
PACS numbers: 03.65.Ud, 03.67.Mn
I. INTRODUCTION
In the classic paper where Schro¨dinger [1] introduced
the term quantum entanglement, he remarked that this
is not one but rather the characteristic trait of quantum
mechanics that forces its entire departure from a classical
line of thought. Indeed, among the many nonclassical
features offered by entanglement, quantum nonlocality —
the fact that (certain) entangled quantum systems can
exhibit correlations between measurement outcomes that
are not Bell-local [2, 3] — has not only called for a closer
inspection of notions like realism, determinism etc., but
has also led to the reexamination of the causal structure
underlying our physical world [4].
While the peculiarity of quantum nonlocality has made
it more challenging for us to gain good intuitions in the
quantum world, the very same feature has also led to
quantum information tasks that cannot be achieved oth-
erwise. A prominent example of this is the possibility
to perform quantum key distributions whose security is
guaranteed without relying on any assumption about the
measurements being performed nor the quantum state
prepared [5, 6]. Similarly, quantum nonlocality is also an
essential ingredient for the self-testing [7–11] of quantum
apparatus directly from measurement statistics. More re-
cently, the paradigm of device-independent quantum in-
formation [3, 12] — where the analysis of quantum in-
formation is based solely on the observed correlations —
has also been applied in the context of randomness ex-
∗ ycliang@mail.ncku.edu.tw
pansion [13, 14], randomness extraction [15], dimension-
witnessing [16–18], as well as robust certification [19–21],
classification [22] and quantification [23–25] of (multipar-
tite) entanglement etc.
For all these tasks, an imperative step is to certify that
the observed correlation is not Bell-local — a task that
is often achieved through the violation of Bell inequali-
ties [2]. Achieving a solid understanding of the quantum
violation of Bell inequalities is thus an important step
towards the development of novel device-independent
quantum information processing tasks. To date, however,
the bulk of such studies have focussed on the simplest
Clauser-Horne-Shimony-Holt [26] (CHSH) Bell scenario,
namely, one involving only two parties, each performing
two binary-outcome measurements. While more compli-
cated Bell scenarios, such as those involving more par-
ties [25, 27, 28], or more measurement settings [29–33] or
more measurement outcomes [34–36] have also been indi-
vidually considered, scenarios involving a combination of
these have so far received relatively little attention (see,
however, Refs. [21, 36–39]).
In this paper, we investigate the Bell scenario of
two parties where each experimenter can perform three
ternary-outcome measurements. Although some Bell
inequalities in this scenario have previously been re-
ported [36–38, 40], most of these are not facet-
defining [30] for the corresponding convex set of Bell-local
correlations. In contrast, we present in this work several
novel facet-defining Bell inequalities for this scenario. In-
terestingly, some of these newly obtained Bell inequalities
— despite being ternary-outcome and irreducible to one
having fewer measurement outcomes — can already be
violated maximally via local measurements on entangled
2two-qubit states. Our work thus complements that of
Refs. [33, 39, 41], showing that in determining the quan-
tum state that maximally violates a given Bell inequal-
ity, optimal choice of the local Hilbert space dimension
is not necessarily correlated with the (maximal) number
of measurement outcomes involved.
A common feature shared by all the Bell inequalities
that we present here is that they cannot be cast in a form
involving only full (bipartite) correlators [21, 42, 43]. In-
terestingly, except in Bell experiments [44, 45] related
to the closing of detection loophole [46], there is almost
no other experimental exploration of this generic kind
of Bell inequalities (see however Ref. [47]). In addition,
among all these novel inequalities, there is one which
provably requires non-projective measurements in order
to attain its maximal quantum violation when one re-
stricts to the minimal, qubit subspace. Here, we experi-
mentally violate this and two other Bell inequalities — all
involving three ternary-outcome measurements — using
energy-time entangled photons. Due to strong resistance
against decoherence and the possibility to manifest en-
tanglement in different degrees of freedom (polarization
[48], transverse or orbital angular momentum [49, 50],
or energy-time [51–55]), entangled photon pairs offer an
ideal framework for such fundamental studies. Energy-
time entangled photons, in particular, represent a highly-
flexible system tunable using techniques developed from
ultrafast science [56, 57], especially for the preparation
of quantum states with varying degree of entanglement
and/or Hilbert space dimensions.
The rest of this paper is structured as follows. No-
tations and other preliminary materials are introduced
in section II. We then present in section III the Bell in-
equalities that we have obtained through numerical op-
timizations. Experimental Bell inequality violations are
reported in section IV. After that, in section V, we discuss
about analysis of the measured data along the spirit of
device-independent quantum information, using entan-
glement quantification via negativity [58] as an exam-
ple. We end with some further discussions in section VI.
Technical details related to numerical optimizations and
certain results obtained thereof are relegated to the ap-
pendices.
II. PRELIMINARIES
A. Bell inequalities and some natural sets of
correlations
Consider a Bell-type experiment involving two parties
Alice and Bob, where each party is allowed to perform
three ternary-outcome measurements. We label Alice’s
measurement setting (input) by x, Bob’s by y and their
corresponding measurement outcome (output) by a and
b respectively. For ease of discussion, we follow the no-
tation of Ref. [59] and refer to this as the {[3 3 3] [3 3 3]}
Bell scenario, where the number of entries in the first
(second) square bracket is the number of input for Alice
(Bob) while the actual value in the square brackets rep-
resents the number of output for that particular input.
The correlations between measurement outcomes ob-
served in a Bell-type experiment in this scenario
can be succinctly summarized using the vector ~P =
{P (a, b|x, y)}2x,y,a,b=0 of joint conditional probabilities. A
correlation is said to be Bell-local [2, 3] if it admits the
decomposition
P (a, b|x, y) L=
∑
λ
PλP (a|x, λ)P (b|y, λ) (1)
for all x, y, a, b with some fixed, normalized weights
Pλ ∈ [0, 1], where we denote throughout by L the set
of Bell-local correlations. It turns out [60] that L is a
convex polytope [61], and thus can be described by a
convex mixture of a finite number of (deterministic) ex-
tremal probability vectors satisfying P (a|x, λ) = 0, 1 and
P (b|y, λ) = 0, 1. Equivalently, a convex polytope can be
fully characterized by the intersection of a finite number
of half-spaces [61]. Following Ref. [30], we refer to the
minimal set of such half-spaces as facet-defining Bell in-
equalities, or simply as facets. A generic Bell inequality,
i.e., one involving some linear combination of joint condi-
tional probabilities, for the {[3 3 3] [3 3 3]} scenario reads
as
2∑
x,y,a,b=0
αxyabP (a, b|x, y)
L≤ SL
max
({αxyab }) , (2)
and is, however, not necessarily a facet. Here, we write
explicitly the dependence of SL
max
on {αxyab} to remind
that the upper bound attainable by ~P ∈ L is a function
of the real coefficients {αxyab }.
As was first shown by Bell, the set of correlation vec-
tors ~P allowed in quantum theory (denoted by Q) is a
strict superset of L. Formally, quantum correlations take
the form of
P (a, b|x, y) Q= tr(ρMa|x ⊗Mb|y) (3a)
where ρ is a density matrix and Ma|x and Mb|y are the
positive-operator-valued measure (POVM) elements as-
sociated with Alice’s and Bob’s local measurements, i.e.,
they satisfy
Ma|x ≥ 0, Mb|y ≥ 0,
∑
a
Ma|x = 1A,
∑
b
Mb|y = 1B
(3b)
for all x, y, a, b, with 1A(1B) being the identity operator
acting on Alice’s (Bob’s) Hilbert space.
It is easy to see that the marginal distributions of the
quantum correlation, P (a|x, y) and P (b|x, y), are inde-
pendent of the input of the other party, i.e., they satisfy
the so-called non-signaling (NS) conditions [62, 63]
P (a|x, y) ≡
∑
b
P (a, b|x, y) NS= P (a|x),
P (b|x, y) ≡
∑
a
P (a, b|x, y) NS= P (b|y).
(4)
3Note that if these conditions are violated independent
of spatial separation, then Alice can communicate su-
perluminally the value of x to Bob by remotely varying
the marginal distribution observed by Bob through her
choice of x. Interestingly, the set of correlations satisfy-
ing Eq. (4), which we shall denote by NS is actually a
strict superset of Q (see, for instance, Refs. [3, 64] and
references therein).
Due to the non-signaling nature of ~P ∈ {L,Q}, in-
stead of specifying 34 + 1 = 82 real coefficients [αxyab
and SL
max
({αxyab})] in defining a Bell inequality, one can
employ a more compact representation due to Collins
and Gisin [36], which requires only the specification of
(2 × 3 + 1)2 = 49 parameters. Explicitly, the Collins-
Gisin representation of a Bell inequality in this scenario
reads as
~β · ~P =
2∑
x=0
1∑
a=0
βxA,aP (a|x) +
2∑
y=0
1∑
b=0
βyB,bP (b|y)
+
2∑
x,y=0
1∑
a,b=0
βxyab P (a, b|x, y)
L≤ SL
max
(~β),
(5)
where ~β is a vector with entries given by the Bell coef-
ficients βxA,a, β
y
B,b, β
xy
ab appearing in Eq. (5), while
~P is
now the corresponding vector of marginal and joint con-
ditional probability distributions. This particular way
of writing a Bell inequality admits the compact tabular
representation

β0B,0 β
0
B,1 β
1
B,0 β
1
B,1 β
2
B,0 β
2
B,1
β0A,0 β
00
00 β
00
01 β
01
00 β
01
01 β
02
00 β
02
01
β0A,1 β
00
10 β
00
11 β
01
10 β
01
11 β
02
10 β
02
11
β1A,0 β
10
00 β
10
01 β
11
00 β
11
01 β
12
00 β
12
01
β1A,1 β
10
10 β
10
11 β
11
10 β
11
11 β
12
10 β
12
11
β2A,0 β
20
00 β
20
01 β
21
00 β
21
01 β
22
00 β
22
01
β2A,1 β
20
10 β
20
11 β
21
10 β
21
11 β
22
10 β
22
11


L≤ SL
max
(~β),
(6)
so that the left-most column are the Bell coefficients as-
sociated with Alice’s marginal probabilities, the top row
gives the Bell coefficients for Bob’s marginal probabili-
ties, while each x-th block row and y-th block column
gives the Bell coefficients for the joint distribution of the
input combination (x, y).
B. Robustness of quantum violation of Bell
inequalities
With the judicious choice of an entangled quantum
state ρ and local measurements described by Ma|x and
Mb|y, the resulting quantum correlation ~PQ may lead to
the violation of a Bell inequality. Given the identities of
Eq. (4), it is clear that a Bell inequality can be written
in infinitely many different forms. Due to this arbitrari-
ness, the difference between the corresponding quantum
value SQ(~β, ρ, {Ma|x,Mb|y}) and the local bound SLmax(~β)
is thus not a good figure of merit for comparing different
Bell inequalities. Rather, a commonly adopted measure
that is unaffected by such an arbitrariness is given by
the extent to which the correlation ~PQ can tolerate white
noise before it stops violating the given Bell inequality.
Formally, let us denote the uniform probability distri-
bution (white noise) for the Bell scenario {[3 3 3] [3 3 3]}
by ~P
1
, i.e., P
1
(a, b|x, y) = 132 for all a, b, x, y. Then for
any given (nonlocal) quantum correlation ~PQ that vio-
lates a Bell inequality I, let us consider the convex mix-
ture
~Pv = v ~PQ + (1− v)~P1, 0 ≤ v ≤ 1. (7)
Clearly, since ~PQ 6∈ L, ~P1 ∈ L and L is convex, as we
decrease the value of v from 1, there is some critical value
vI
Cr
such that for all v ∈ [0, vI
Cr
], ~Pv does not violate I.
This critical value vI
Cr
— which does not depend on how
I is represented — is commonly referred to as the (white-
noise) visibility of ~PQ with respect to I. More generally,
as we decrease the value of v from 1, due to the convexity
of L, there is some critical value vCr such that for all
v ∈ [0, vCr], ~Pv ∈ L. Hereafter, we refer to this critical
value as the (white-noise) visibility of ~PQ with respect to
L. It is worth noting that for any given nonlocal ~PQ, vCr
can be efficiently computed using linear programing (see
Appendix A for details).
In the event when ~PQ arises from measuring only rank-
1 projectors on an entangled two-qutrit state ρ, vI
Cr
de-
fined above also coincides with the infimum of ν in
ρν = νρ+ (1− ν) 1
d2
, 0 ≤ ν ≤ 1, (8)
before ρν stops violating I for the given measurements
{Ma|x,Mb|y}; in Eq. (8), d is the local Hilbert space di-
mension of ρ, e.g., d = 3 in the case of a qutrit. Hereafter,
we refer to the infimum of ν in Eq. (8) for the general
scenario, i.e., when ρ is not necessarily a two-qutrit state
and/or {Ma|x,Mb|y} are not necessarily rank-1 projec-
tors as the state visibility νI
Cr
of ρ with respect to I. As
it stands, this visibility depends not only on ρ and I, but
also on the choice of POVM elements {Ma|x,Mb|y}. The
visibilities νI
Cr
and vI
Cr
will be our main figures of merit
in comparing the different Bell inequalities presented in
the next section.
III. NEW FACET-DEFINING INEQUALITIES
AND THEIR QUANTUM VIOLATION
A. Searching for new facet-defining Bell
inequalities
Let us now briefly recapitulate the state of the
art of various Bell scenarios. For {[2 2] [2 2]},
{[3 3] [3 3]}, {[2 2 2] [2 2 2]}, {[2 2 2] [2 2 2 2]}, {[2 3] [2 2 2]}
and {[2 2] [2 2] [2 2]}, the complete list of facet-defining
Bell inequalities has been obtained with the help of stan-
dard polytope softwares, see Refs. [28, 36, 65]. Gener-
alizing the results of Refs. [28, 36], Pironio [65] recently
4showed that there is a large family of Bell scenarios where
the only non-trivial facets are either the CHSH inequal-
ity or their liftings [66]. Beyond this, only partial lists of
facet-defining Bell inequalities are known. Specifically,
those for {[2 2 2 2] [2 2 2 2]} and {[2 2 2 2 2] [2 2 2 2 2]} can
be found in Refs. [32, 33] (the recent work by Deta and
Sikiric´ [67], however, suggests that the known list of 175
facets [68] for {[2 2 2 2] [2 2 2 2]} is complete).
In this paper, we shall restrict our attention to the Bell
scenario {[3 3 3] [3 3 3]} where, to our knowledge, the only
known (non-lifted) nontrivial facet is the one presented
in Ref. [36]. To get a better idea of what quantum en-
tanglement has to offer in this scenario, we shall first
generate some novel facets for this scenario. While a few
techniques [30, 31, 33] are known in the literature for gen-
erating facets for L, here we adopt a different approach
— based on linear programming — which allows us to
obtain nontrivial facets that can be violated by quantum
theory with some nontrivial vCr. It is worth noting that
the search for Bell inequality using linear programming
has also been considered [37] in the context of minimiz-
ing the detection efficiency requirement in a loophole free
Bell test.
Let us now recall from Ref. [69] the following Bell in-
equality (first introduced in Ref. [40])
I+3 : S0 =
1
9
2∑
x,y,a,b=0
δxy+a+b P (a, b|x, y)
L≤ 2
3
(9)
where δf is a short-hand for the Kronecker delta
δf mod 3,0. This inequality was rediscovered (in a different
form) in Ref. [70] and has been discussed as a specific case
of a family of generalization of the CHSH Bell inequali-
ties [69, 71–75]. Maximal quantum violation (≈ 0.7124)
of this inequality can be achieved by (locally) perform-
ing mutually unbiased measurements on the maximally
entangled two-qutrit state [69] (see also Ref. [70]), i.e.,
|Φ+3 〉 =
1√
3
2∑
i=0
|i〉A|i〉B, (10)
where {|i〉A} are orthonormal basis vectors for Alice’s
(qutrit) Hilbert space; likewise for {|i〉B}. This feature
of I+3 naturally suggests that it may be used for the self-
testing of |Φ+3 〉. Indeed, numerical optimization using the
tools of Ref. [23] shows that when one approaches the
maximal quantum violation of I+3 , the underlying quan-
tum state must also have a negativity that approaches
1, which is exactly the negativity of |Φ+3 〉. However, the
corresponding quantum correlation ~P
I
+
3
Q — as was shown
in Ref. [69] — exhibits only a white-noise visibility v
I
+
3
Cr
of 87.94%.
In addition, while being a natural generalization of the
CHSH Bell inequality to three ternary-outcome measure-
ments, the Bell inequality I+3 is provably [69] not facet-
defining. Thus, it can be written as a convex combina-
tion of facets [61] such that at least one of which offers
at least as good (if not better) white-noise visibility for
the correlation ~P
I
+
3
Q . In particular, if this facet is also
maximally violated by |Φ+3 〉, one will have obtained a
more-promising candidate for the self-testing of a maxi-
mally entangled two-qutrit state.
How then do we look for the constituent facet-defining
Bell inequalities which give rise to inequality I+3 ? It turns
out that in computing the critical visibility vCr of any
given nonlocal correlation ~PQ, the (dual of the) linear
program also outputs a Bell inequality I such that ~PQ
has a visibility of vCr with respect to I (see Appendix A
for details). For a generic nonlocal correlation ~PQ, as
we decrease the weight v, the convex combination given
in Eq. (7) enters the local polytope L via one of its facets
and the Bell inequality outputted by the linear program
is thus also facet-defining.
Indeed, by solving the linear program of Eq. (A1) using
the correlation ~P
I
+
3
Q , we obtain the 16th facet-defining
Bell inequality listed in table I with the same critical
visibility offered by I+3 . More generally, by maximizing
the quantum violation of I+3 using two-qutrit entangled
states of the form
|ψ(γ, γ′)〉 = |0〉A|0〉B + γ|1〉A|1〉B + γ
′|2〉A|2〉B√
1 + γ2 + γ′2
, (11)
with γ ∈ [0, 1] and γ′ = 1, we obtain nonlocal correla-
tions that exhibit v
I
+
3
Cr ∈ [0.8794, 0.9683]. Then, using
these correlations as input to the linear program given
in Eq. (A1), we obtain another 15 facet-defining Bell in-
equalities, listed as inequality 1 to 15 in table I. Interest-
ingly, among these 16 facets, only 12 are genuinely novel
facets for the Bell scenario {[3 3 3] [3 3 3]} while inequal-
ity 12, 13, 15, and 16 — as can be verified using the
online platform [76] (see also Ref. [77]) — are reducible,
respectively, to the simpler Bell scenario {[3 3 2] [3 3 2]}
and {[3 2] [2 2 2]}.1 Finally, we find two other facets by
using the (post-processed) experimentally-observed cor-
relations (see section V) as input to the linear program
Eq. (A1). Hereafter, we denote all these inequalities by
Imaxn with n ∈ 1, 2, . . . , 18, i.e.,
Imaxn : Sn ≡ ~βn · ~P
L≤ SL
max
(~βn). (12)
B. Quantum violation of Bell inequalities
Evidently, as can be seen in table II, all the 18 Bell
inequalities presented can be violated quantum mechan-
ically with a visibility vCr = vmax much better than the
starting visibility v
I
+
3
Cr ∈ [0.8794, 0.9683]. Moreover, ex-
cept for Imax16 and Imax17 — both of which can be reduced to
a simpler Bell scenario involving a combination of binary-
outcome and ternary-outcomemeasurements — the max-
1 It turns out that the 16th inequality was already discovered in
Ref. [65] and is the only non-CHSH-type facet for the scenario
{[3 2] [2 2 2]}.
5imal quantum violation2 of the rest can already be
achieved using two-qubit entangled states, including the
maximally entangled two-qubit state |Φ+〉 = |ψ(1, 0)〉,
cf. Eq. (11). These inequalities therefore serve, to our
knowledge, the first examples of non-lifted facet-defining
Bell inequalities whose maximal quantum violation is at-
tainable using a Hilbert space dimension smaller than
the number of possible outcomes involved.
Given the above observation, a natural question that
one may now ask is whether a genuine POVM (i.e., mea-
surement involving non-projective operators) is “needed”
to achieve these maximal quantum violations. Of course,
if there is no restriction in the Hilbert space dimension,
the maximal quantum violation of a Bell inequality can
always be achieved by performing only projective mea-
surements in a sufficiently large Hilbert space (see, for
instance, Refs. [82, 83]). The above question is thus rel-
evant only if we restrict ourselves to the minimal Hilbert
space dimension where the maximal quantum violation
of a given Bell inequality is known to be achievable.
Interestingly, we have found that for all but one of
these “qubit” inequalities, it is already sufficient to allow
the trivial projector 02, i.e., the 2× 2 zero matrix in the
three-outcome measurement in order to recover the max-
imal quantum violation. The only exception to these is
Imax12 , where we could show — by considering all possible
combinations of trivial-projector assignments and using
a suitable modification of the SDP of Ref. [79] as well as
the SDP discussed in Ref. [81] — that to achieve maxi-
mal quantum violation of Imax12 using a quantum state of
the lowest possible dimension necessarily requires non-
projective measurements. In contrast with previous ex-
ample [84] where a genuine POVM was found to be rel-
evant, our example here actually makes use of a facet-
defining Bell inequality, thus answering a stronger form of
the opened problem (fundamental question no. 10) posed
by Gisin in Ref. [85]. Moreover, our example is also con-
siderably more noise-resistant than that of Ref. [84], as
we can tolerate between 6.66%–17.54%3 of white noise,
before losing the advantage of genuine POVM over pro-
jective measurements using Imax12 . For an explicit set of
genuine POVM leading to the maximal quantum viola-
tion of Imax12 , see Appendix B.
For completeness, we also analyze the quantum viola-
tion of the only {[3 3 3] [3 3 3]} facet known in the liter-
aute [36], which we list as Imax19 (and cast in a more sym-
metrical form) in table I . Likewise, we also carry out
detailed analysis of the Bell inequality that result from
the minimum [cf. Eq. (5)] of the Bell expression given in
2 These quantum violations were obtained using the optimization
techniques presented in Refs. [69, 81] and verified to be the quan-
tum maximum using a convergent hierarchy of semidefinite pro-
grams (SDP) proposed by Navascue´s-Pironio-Ac´ın (NPA) [79]
(see also Refs. [23, 80]).
3 The uncertainty in this critical value of white noise stems from
the gap between the best lower bound on quantum violation that
we could find and the best upper bound that we could obtain
assuming projective measurements.
table I over all correlations in L, i.e.,
Iminn : Sn = ~βn · ~P
L≥ SL
min
(~βn). (13)
The results of these investigations are also summarized
in table II. Not surprisingly, all the Bell inequalities Iminn
with n ∈ {1, 2, . . . , 19} are not facet-defining. Moreover,
from the numerical upper bound obtained from Ref. [79],
9 of these inequalities cannot even be violated quantum
mechanically, while 5 others can be violated with rather
poor visibility vI
Cr
using some partially entangled two-
qutrit states. The remaining 4 inequalities Imin13 , Imin14 ,
Imin15 , and Imin19 turn out to be maximally violated by |Φ+〉.
Moreover, the maximal quantum violation of Iminn with
n ∈ {13, 14, 15} turns out to give exactly the same state
visibility as their counterpart Imaxn .
For Imax19 , the best quantum violation that we have
found is attained using a partially entangled two-qutrit
state. However, since we cannot close the gap between
this quantum violation with the upper bound coming
from the NPA hierarchy [79] (or the hierarchy consid-
ered in Ref. [23]), we cannot yet conclude that the pre-
sented value indeed represents the maximal quantum vi-
olation of Imax19 . Finally, let us note from table II that
the Bell inequalities listed within each of the three sets
{Imax3 , Imax4 }, {Imax6 , Imax7 , Imax8 }, {Imax9 , Imax10 } share sur-
prisingly many common properties. In fact, it is impossi-
ble to know that inequalities Imax3 and Imax4 are inequiv-
alent [36] [i.e., cannot be transformed from one to the
other via Eq. (4) and/or relabeling of parties, inputs and
outputs] based on the properties that we have analyzed.
Their inequivalence is eventually confirmed by comput-
ing their canonical representation [77] via the platform
provided in Ref. [76].
IV. EXPERIMENTAL DEMONSTRATION OF
BELL INEQUALITY VIOLATION
In this section, we present how energy-time entangled
photon pairs can be realized experimentally in order to
demonstrate the quantum violation of Bell inequality I+3
[Eq. (9)] using a one-parameter family of entangled two-
qutrit states, i.e., Eq. (11) with γ′ = 1, as well as the vi-
olation of Imax12 and Imax14 (table I) using a one-parameter
family of entangled two-qubit states, i.e., Eq. (11) with
γ′ = 0. Note that I+3 is the only known Bell inequality
with maximal quantum violation achieved by a maxi-
mally entangled two-qutrit state, while Imax14 is a ternary-
outcome Bell inequality that is maximally violated by
a maximally entangled two-qubit state, whereas Imax12 is
maximally violated by performing a genuine POVM, or in
other words, non-projective measurements on a partially
entangled two-qubit state.
A. Experimental Setup
As depicted in figure 1, our experimental setup [86, 87]
can be subdivided into three parts: preparation, manip-
6TABLE I. Coefficients of facet-defining Bell inequalities Imaxn : Sn = ~β · ~P ≤ S
L
max found by solving the linear program given in
Eq. (A1). The left-most column gives the inequality number, i.e., n in Imaxn , whereas the second column gives the local bound
SLmax, i.e., the maximum value of the Bell expression allowed by all ~P ∈ L, cf. Eq. (5). The coefficients ~β of the Bell inequalities
are sorted according to the order in which they appear in the table of Eq. (6), i.e., first from the top row to the bottom row,
then from the left-most column to the right-most column: β0A,0, β
0
A,1, β
1
A,0, . . ., β
22
11 .
n SLmax
~βn
1 2 0 1 0 1 -1 0 0 1 0 1 -2 1 -1 1 0 0 0 -1 0 -1 -1 1 0 0 1 0 -1 0 -2 -1 1 0 -1 1 0 1 0 -1 -1 0 1 1 -1 -1 -1 0 1 -1
2 2 -1 1 0 1 -1 0 0 2 0 1 -2 1 -2 1 1 0 0 -1 0 -1 -1 1 0 0 1 0 0 0 -1 -1 1 0 -1 1 0 1 0 -1 -1 0 1 1 -1 -1 -1 0 1 -1
3 2 0 1 0 1 -1 0 0 1 0 1 -2 1 -2 1 0 0 0 -1 0 -1 -1 1 0 0 1 0 -1 0 -1 -1 1 0 0 1 0 1 0 -1 -1 0 1 1 -1 -1 -2 0 1 -1
4 2 0 1 -1 0 0 1 -1 2 1 1 -1 1 -2 1 0 0 0 -1 0 -1 0 1 0 0 1 -1 -2 1 -1 -1 1 0 -1 0 -1 1 0 0 0 0 1 0 -2 -1 0 1 1 -1
5 2 0 1 0 1 -1 0 0 1 0 1 -2 1 -2 1 0 0 0 -1 0 -1 -1 1 0 0 1 0 0 0 -1 -1 1 0 0 1 0 1 0 -1 -2 0 1 1 -1 -1 -2 0 1 -1
6 2 -1 1 0 1 -1 0 0 2 0 1 -2 1 -2 1 1 0 0 -1 0 -1 -1 1 0 0 1 0 0 0 -1 -1 1 0 0 1 0 1 0 -1 -1 0 1 1 -1 -1 -2 0 1 -1
7 2 0 1 0 1 -1 0 0 1 0 1 -2 1 -2 1 0 0 0 -1 0 -1 -1 1 0 0 1 0 -1 0 -1 -1 1 -1 0 1 0 1 0 -1 -1 0 1 1 -1 -1 -2 0 1 0
8 2 -1 1 -1 0 0 1 0 2 0 1 -2 1 -2 1 1 0 0 -1 0 -1 0 1 0 0 1 -1 -1 1 -1 -1 1 0 -1 0 -1 1 0 0 0 0 1 0 -1 -1 -1 1 1 -1
9 2 0 1 -1 0 0 1 0 1 0 1 -2 1 -2 1 0 0 0 -1 0 -1 0 1 0 0 1 -1 -2 1 -1 -1 1 0 -2 0 -1 1 0 0 0 0 1 0 -1 -1 0 1 1 -1
10 1 0 1 -1 0 -1 0 0 1 0 1 -2 1 -1 1 0 -1 0 -1 0 -1 -1 1 0 0 1 0 0 0 -2 -1 1 -1 0 1 -1 1 0 0 -1 0 1 0 -1 -1 -1 1 1 0
11 2 0 1 0 1 -1 0 0 1 0 1 -2 1 -1 1 0 0 0 -1 0 -1 -1 1 0 0 1 0 -1 0 -2 -1 1 0 0 1 0 1 0 -1 -1 0 1 1 -1 -1 -2 0 1 -1
12 2 0 1 0 1 -1 0 1 1 0 0 -2 1 -1 1 1 0 0 -1 0 -1 0 0 0 0 0 0 0 1 -2 -1 0 -1 -1 1 -1 1 0 0 0 0 1 0 -1 -1 0 1 1 -1
13 2 -1 1 -1 0 0 1 0 2 0 1 -2 1 -2 1 1 0 0 -1 0 -1 0 1 0 0 1 -1 -1 1 -1 -1 1 0 -2 0 -1 1 0 0 0 0 1 0 -1 -1 0 1 1 -1
14 2 0 1 0 1 -1 0 0 1 0 1 -2 1 -1 1 0 0 0 -1 0 -1 -1 1 0 0 1 0 0 0 -2 -1 1 0 0 1 0 1 0 -1 -2 0 1 1 -1 -1 -2 0 1 -1
15 1 -2 1 0 0 0 -1 0 2 -1 0 -1 1 -1 1 1 -1 0 -1 0 -1 -1 1 -1 0 2 -1 1 0 0 -1 0 1 0 1 0 1 0 0 -1 -1 1 0 0 0 0 0 0 0
16 1 0 1 0 0 0 0 -1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 -1 1 0 0 0 1 0 -1 -1 0 0 0 1 0 -1 -1 0 0 0
17 1 1 1 0 0 0 -1 0 0 0 0 0 0 0 1 -1 -1 -1 0 -1 -1 0 0 0 -1 0 0 1 0 -1 -1 -1 0 1 1 0 0 0 0 0 0 0 0 -1 -1 1 0 0 1
18 1 1 1 0 0 0 -1 0 0 0 0 0 0 0 1 -1 -1 0 0 -1 -1 0 0 0 -1 0 0 1 0 -1 -1 -1 0 1 1 0 0 0 0 0 0 0 -1 -1 -1 1 0 1 2
19 1 0 1 0 0 0 0 0 0 -1 0 -1 1 0 1 -1 -1 -1 -1 0 -1 0 0 -1 1 0 -1 0 0 -1 -1 0 -1 0 1 0 1 0 -1 0 -1 0 0 0 -1 0 1 0 0
TABLE II. Summary of some of the properties of the Bell inequalities Imaxn : Sn ≤ S
L
max (3rd-7th column) and I
min
n : Sn ≥ S
L
min
(8rd-12th column) for the Bell expression Sn presented in table I. The second column gives the simplest Bell scenario to which Sn
can be reduced. Within each block column, we list the maximum (minimum) local value SLmax (S
L
min), the maximum (minimum)
quantum value SQmax, the (Schmidt coefficients of the) state |ψmax〉 (|ψmin〉) found to achieve S
Q
max (S
Q
min), the corresponding state
visibility νICr and white-noise visibility v
I
Cr. The dimension spanned by the set of local extreme points saturating the minimal
local value SLmin is given in the last column. Entries marked with
† means that within the numerical precision of the solver,
the corresponding Bell inequality Iminn is provably satisfied by quantum theory. For the entry marked with ‡, there remains a
gap of the order of 2.7× 10−3 between the SQmax presented and the best upper bound that we obtained from local level 2 of the
hierarchy considered in Ref. [23].
n Scenario SLmax S
Q
max |ψmax〉 νmax vmax S
L
min S
Q
min |ψmin〉 νmin vmin dmin
1 {[3 3 3] [3 3 3]} 2 2.6972 |Φ+〉 0.7819 0.7415 -4† -4.0000 - - - 1
2 {[3 3 3] [3 3 3]} 2 2.6712 |Φ+〉 0.7884 0.7487 -4† -4.0000 - - - 1
3 {[3 3 3] [3 3 3]} 2 2.6586 [0.7278; 0.6857] 0.7915 0.7523 -5† -5.0000 - - - 2
4 {[3 3 3] [3 3 3]} 2 2.6586 [0.7278; 0.6857] 0.7915 0.7523 -5† -5.0000 - - - 2
5 {[3 3 3] [3 3 3]} 2 2.6488 [0.7129; 0.7013] 0.7940 0.7551 -4† -4.0000 - - - 4
6 {[3 3 3] [3 3 3]} 2 2.6577 [0.7222; 0.6917] 0.7917 0.7525 -4† -4.0000 - - - 4
7 {[3 3 3] [3 3 3]} 2 2.6577 [0.7222; 0.6917] 0.7917 0.7525 -4† -4.0000 - - - 5
8 {[3 3 3] [3 3 3]} 2 2.6577 [0.7222; 0.6917] 0.7917 0.7525 -4 -4.0010 [0.7925; 0.5893; 0.1568] 0.9997 0.9997 5
9 {[3 3 3] [3 3 3]} 2 2.6720 [0.7150; 0.6992] 0.7881 0.7485 -4 -4.0171 [0.7468; 0.6175; 0.2470] 0.9941 0.9941 6
10 {[3 3 3] [3 3 3]} 1 1.6720 [0.7150; 0.6992] 0.7881 0.7485 -5 -5.0171 [0.7468; 0.6175; 0.2470] 0.9941 0.9941 7
11 {[3 3 3] [3 3 3]} 2 2.6955 [0.7230; 0.6908] 0.7824 0.7420 -4 -4.0138 [0.7932; 0.5571; 0.2457] 0.9952 0.9952 8
12 {[3 3 2] [3 3 2]} 2 2.5820 [0.7258; 0.6879] 0.7746 0.7277 -3 -3.0005 [0.8957; 0.4328; 0.1023] 0.9998 0.9998 8
13 {[3 3 2] [3 3 2]} 2 2.6712 |Φ+〉 0.7884 0.7487 -3 -3.6712 |Φ+〉 0.7884 0.8172 26
14 {[3 3 3] [3 3 3]} 2 2.6972 |Φ+〉 0.7819 0.7415 -3 -3.6972 |Φ+〉 0.7819 0.8114 27
15 {[3 3 2] [3 3 2]} 1 1.5923 |Φ+〉 0.7715 0.7242 -3 -3.5923 |Φ+〉 0.7715 0.8050 29
16 {[3 2] [2 2 2]} 1 1.2532 [0.6608; 0.5307; 0.5307] 0.7247 0.7247 -1 -1.0328 [0.6773; 0.6769; 0.2882] 0.9682 0.9682 30
17 {[3 2 2] [3 2 2]} 1 1.3090 [0.6388; 0.5860; 0.4985] 0.7639 0.7639 -3† -3.0000 - - - 4
18 {[3 2 2] [3 2 2]} 1 1.4142 |Φ+〉 0.7071 0.7071 -2† -2.0000 - - - 16
19 {[3 3 3] [3 3 3]} 1 1.3782‡ [0.6069; 0.6064; 0.5137] 0.7925 0.7925 -3 -3.2071 |Φ+〉 0.7071 0.9250 13
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FIG. 1. Left : Schematic overview of the experimental setup. Preparation: Pump beam is focused (L0, f = 150 mm) into a
nonlinear PPKTP crystal for SPDC. Manipulation: The pulse shaper consists of a symmetric two-lens imaging arrangement
(L1, L2, f = 100 mm) and a four-prism (P1-P4) compressor. At its symmetry axis an SLM is located and used in transmission
mode. The residue of the pump beam is chocked off by a beam dump BD. Detection: Identical nonlinear crystal for SFG used
such that after a two-lens imaging system (L3, L4 , f = 60 mm, f = 11 mm) the up-converted photons are detected via a
SPCM. The entangled photons pass through the imaging sequence Σ0 → Σ1 → Σ2 with corresponding magnification factors
1 : 6 : 1 and the bandpass filter BF is used to filter out the non-up-converted photons. Right: Simulated SPDC spectrum
overlaid with a schematic frequency-bin pattern. By means of the SLM, the transmitted amplitude |ui,sj | (white bars) and
phase φi,sj of each bin can be controlled independently according to Eq. (20).
ulation and detection of entangled photons. By pump-
ing a periodically poled KTiOPO4 (PPKTP) crystal
with a quasi-monochromatic ND:YVO4 (Coherent Verdi
V5) laser with a central wavelength λp,c = 532 nm,
collinearly phase-matched type-0 spontaneous paramet-
ric down-conversion (SPDC) is exploited. Up to first-
order in perturbation theory, the corresponding biphoton
state is described by
|ψ〉 =
∫ ∞
−∞
dω Λ(ω) aˆ†i (ω) aˆ
†
s(−ω)|0〉i|0〉s, (14)
where the leading order vacuum state is omitted. By
acting on the composite vacuum state |0〉i|0〉s, the op-
erators aˆ†i,s(ω) create the idler (i) and signal (s) photon
at relative frequency ω (with respect to
ωp,c
2 ). Since we
assume a continuous pump field as well as degenerate
center frequencies ωi,c = ωs,c =
ωp,c
2 , for idler and signal
photon, respectively, the joint spectral amplitude (JSA),
in general being a two-dimensional function denoted by
Λ(ωi, ωs), simplifies to Λ(ω) with ω ≡ ωs = −ωi, as used
in Eq. (14).
The subsequent manipulation part is realized via a
prism-based pulse shaping configuration including a spa-
tial light modulator (SLM, Jenoptik, SLM-S640d) as a
reconfigurable modulation device. The SLM is endowed
with two nematic liquid crystal displays and is used in
transmission mode. The respective effect on each photon
spectrum can be described by a complex transfer function
M i,s(ω) which transforms the JSA according to
Λ˜(ω) = Λ(ω)M(ω), (15)
where M(ω) = M i(ω)M s(−ω). Finally, coincidences be-
tween entangled photons are measured by sum-frequency
generation (SFG) using a second PPKTP crystal. The
resulting up-converted photons are then imaged onto the
photosensitive area of a single photon counting module
(SPCM, ID Quantique id100-20-uln). Accordingly, the
signal detected by the latter is described by the first-
order coherence function
S ∝
∣∣∣∣
∫ ∞
−∞
dωM(ω)Γ(ω)
∣∣∣∣
2
, (16)
where the joint spectral amplitude is modified by the
acceptance bandwidth of the detection crystal Φ(ω) such
that Γ(ω) ∝ Λ(ω)Φ(ω). To incorporate the finite spectral
resolution at the SLM plane we further convolute the JSA
with a Gaussian modelled point-spread function (PSF)
denoted with ΥPSF (ω) according to
Γ(ω)→ ΓPSF (ω) ∝ (Γ⊗ΥPSF )(ω). (17)
B. Projective Measurements in a Frequency-Bin
Basis
To access entangled two-qudit states we project
the continuous biphoton state of Eq. (14) onto
a d2-dimensional discrete subspace spanned by or-
thonormal basis states |j〉i|k〉s, where |j〉i,s ≡∫∞
−∞ f
i,s
j (ω) aˆ
†
i,s(ω)|0〉i,s (see Ref. [55] for details). Here,
the corresponding basis functions f i,sj (ω) are chosen ac-
cording to a frequency-bin pattern which is given by
f i,sj (ω) =
{
1/
√
∆ωj for |ω − ωj| < ∆ωj/2,
0 otherwise.
(18)
If we impose that adjacent bins do not overlap, the (nor-
malized) projected state can be rewritten in the form of
a discrete two-qudit state
|ψd〉 =
d−1∑
j=0
cj |j〉i|j〉s. (19)
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FIG. 2. Experimentally measured Bell parameters Sexpn with n = {0, 12, 14} shown as a function of the entanglement parameter
γ with 1σ uncertainty. Left: Experimentally measured Bell parameter Sexpn for the Bell inequality I
max
12 (green downturned
triangles) and Imax14 (red upturned triangles) using a two-qubit state |ψ(γ, 0)〉 with γ ∈ [0, 1] and step-size ∆γ = 0.1. The average
state visibility νId , cf. Eq. (8), for I
max
12 is ν
I12
3 = 0.9182 ± 0.0073 whereas for I
max
14 we obtain ν
I14
2 = 0.9561 ± 0.0089. Right:
Experimentally measured Bell parameter Sexp0 for the Bell inequality I
+
3 using two-qutrit state |ψ(γ, 1)〉 with γ ∈ [0.8, 1.2] and
step-size ∆γ = 0.05. The average state visibility is ν
I
+
3
3 = 0.8876 ± 0.0032. In both plots, the (horizontal) blue dashed line
indicates the local bound Sn = S
L
max(~βn) whereas the coloured dashed lines show the theoretical predictions, scaled with the
corresponding state visibility.
For d = 3 the corresponding frequency-bin pattern, to-
gether with the associated basis states, is shown exem-
plarily in figure 1. We further, decompose the transfer
functions M i,s(ω) in terms of the basis functions f i,sj (ω)
such that
M i,s(ω) =
d−1∑
j=0
ui,sj f
i,s
j (ω) =
d−1∑
j=0
|ui,sj | ei φ
i,s
j f i,sj (ω).
(20)
Experimentally, the SLM consists of two liquid crystal
displays. This allows us to manipulate the spectral phase
φi,sj and amplitude |ui,sj | of the signal and idler photon
independently [88]. The latter is realized by an SLM in-
duced polarization modulation on the entangled photons
and an SFG crystal which only up-converts h-polarized
photons. The combination of the SLM and the SFG co-
incidence detection finally realizes a projective measure-
ment of |ψd〉 onto a direct product state |χ〉 to be defined
below. Accordingly, the discretized expression of Eq. (16)
reads
S(d) ∝
∣∣∣∣∣∣
d−1∑
j=0
uiju
s
jcj
∣∣∣∣∣∣
2
= |〈χ|ψd〉|2 . (21)
To be consistent with the framework of a Bell scenario we
identify from now on the idler photon with Alice (A↔ i)
and the signal photon with Bob (B ↔ s). The set of
correlations P (a, b|x, y) is then related to S(d) according
to P (a, b|x, y) ∝ S(d) with a state |χ〉 given by
|χa|x,b|y〉 = |a〉xA|b〉yB (22)
=

d−1∑
j=0
uxj ({ηxk})|j〉A



d−1∑
j′=0
uyj′({θyk})|j′〉B

 ,
where Ma|x ⊗Mb|y = |a〉xAxA〈a| ⊗ |b〉yByB〈b|. Each set of
states {|a〉xA}, {|b〉yB} in Eq. (22) represents the most gen-
eral d-dimensional orthonormal basis according to SU(d)
and the optimal measurement settings {ηxk} and {θyk}
with k ∈ {1, ..., d2 − 1} are obtained by maximizing the
violation of the Bell inequality under consideration. Ex-
perimentally, the set of correlations ~Pexp is determined
by measuring an average count rate N ∝ S(d) over a cer-
tain time T . In particular, under the assumption that
the source and measurements are both independent and
identically distributed (i.i.d.), the observed correlation
components Pexp(a, b|x, y) are finally estimated via the
relative frequencies
Pexp(a, b|x, y) = N(a, b, x, y)∑
a′,b′ N(a
′, b′, x, y)
(23)
for all a, b, x, y.
C. Experimental Results
In this section, experimental results obtained for the
Bell inequality violation of I+3 , Imax12 and Imax14 are pro-
vided. The quantum value for each of these inequalities
9is calculated using a representation of the corresponding
Bell inequality expressed in the form of Eq. (2). Specifi-
cally, to obtain the Bell coefficients αxyab of Imax12 and Imax14
from the coefficients given in table I, we apply the fol-
lowing transformation
αxyab = β
xy
ab if a, b ∈ {0, 1, 2} and x, y ∈ {1, 2},
α00ab = β
00
ab + β
0
A,a + β
0
B,b if a, b ∈ {0, 1, 2}, (24)
αx0ab = β
x0
ab + β
x
A,a if a, b ∈ {0, 1, 2} and x ∈ {1, 2},
α0yab = β
0y
ab + β
y
B,b if a, b ∈ {0, 1, 2} and y ∈ {1, 2},
where all coefficients that were not defined in table I,
such as βxy22 , β
x
A,2, β
y
B,2 etc., are understood to be zero in
the above equation.
The experimental results — obtained by performing
the optimized measurements for each inequality and for
each fixed value of γ — are shown in figure 2 as a func-
tion of γ. Note that for the experiment on I+3 and
Imax14 , the preparation of a maximally entangled two-
qutrit state |Φ+3 〉 and two-qubit state |Φ+〉, respectively,
are of particular interest. The characteristic shape of
a SPDC spectrum (figure 1), however, naturally leads
to a non-maximally entangled quantum state, due to un-
equally distributed probability amplitudes. In our exper-
iments, |Φ+〉 and |Φ+3 〉 are thus prepared by applying the
Procrustean method of entanglement concentration [89].
Moreover, for the quantum violation of Imax12 , in order to
implement the non-projective POVM element, the two-
qubit state |ψ(γ, 0)〉 is embedded in a two-qutrit space,
i.e., after preparing the state |Φ+3 〉 as described above, the
two Schmidt coefficients c0 and c1 are changed according
to table II while setting c2 to zero.
To quantify the imperfection in our setup, we con-
sider the symmetric noise model of Eq. (8) with ρ be-
ing the pure state |ψ(γ, 0)〉 or |ψ(γ, 1)〉 of Eq. (11) with
the appropriate value of γ. From the measured quantum
value of each inequality and the theoretically computed
maximum quantum violation for each of the aforemen-
tioned states, we can then determine the mixing param-
eter νId (γ) ∈ [0, 1] that gives rise to the observed correla-
tions. The final mixing parameter reported in the caption
of figure 2 is the mean value obtained by averaging νId (γ)
over different values of γ.
V. SOURCE CHARACTERIZATION FROM
OUTCOME CORRELATIONS
One of the most important features of device-
independent quantum information is that all conclusions
— such as the security of the distributed key, generated
randomness or characteristics of the underlying state —
are drawn directly from the observed correlations be-
tween the measurement outcomes, without invoking any
assumption about the internal workings of the device,
nor the quantum state that gives rise to these corre-
lations. Implicit in the analysis of device-independent
quantum information is thus the assumption that the ob-
served correlation is quantum realizable, cf. Eq. (3), and
hence non-signaling, cf. Eq. (4). Moreover, for device-
independent analysis to make sense, it is paramount to
ensure that the experiment is free from detection loop-
hole (see, e.g., Sev VII B1a of Ref. [3]). Since our ex-
periments clearly did not address any of the loopholes of
a Bell test, the data collected, strictly speaking, cannot
be used for a device-independent analysis. Rather, the
analysis discussed hereafter merely serves a means for
us to analyze our experimental systems – under the as-
sumption that Eq. (3) holds — without having to trust
the measurement nor preparation device (see Ref. [90]
for a discussion of why this is relevant). In other words,
our analysis in this section, though being in the spirit
of device-independence, does require the additional as-
sumptions of (a) i.i.d., (b) fair sampling and (c) that
any effect that could have arisen from signaling (due to
the close proximity of our systems) is negligible.
Nonetheless, due to statistical fluctuations in finite
sample size, the raw correlation ~Pexp estimated from
Eq. (23) essentially always deviates from the non-
signaling conditions given in Eq. (4). In this section, we
investigate the extent to which our data is compatible
with the non-signaling conditions, and hence assumption
(c) stated above, and also discuss how the (signaling) raw
correlations may be post-processed so that we can make
full use of the measurement statistics to characterize our
experimental systems.
A. Signaling in the Raw Correlation
To gain insight into the signaling nature of our
experimentally-determined correlations, we show in fig-
ure 3 the differences
∆P (a|x, y1,2) := |P (a|x, y1)−P (a|x, y2)| y1 6= y2 (25)
for all a, x, y1, y2 ∈ {0, 1, 2} as well as
∆P (b|x1,2, y) := |P (b|x1, y)−P (b|x2, y)| x1 6= x2 (26)
for all b, x1, x2, y ∈ {0, 1, 2} derived from ~Pexp for the
measurement of S12 when γ = 1. In particular, each
subplot on the left (blue) shows Eq. (25) whereas each
subplot on the right (red) shows Eq. (26), thereby indi-
cating the extent of signaling, respectively, from Bob to
Alice and from Alice to Bob. If the non-signaling condi-
tion is respected but only deviates from Eq. (4) due to
statistical fluctuations, one expects all these differences
to vanish within the statistical uncertainty. This is in-
deed the case for the correlation ~Pexp obtained during the
measurement of S12 for γ = 1 (figure 3) as well as other
values of γ ∈ [0, 1] (not shown). Likewise, the signaling
nature of correlations ~Pexp obtained during the measure-
ment of S14 for γ = 1 (figure 4) as well as other values of
γ ∈ [0, 1] (not shown) can essentially be understood via
statistical fluctuations.
On the contrary, as can be seen in figure 5, even by con-
sidering a statistical uncertainty of two standard devia-
tions, some of the differences in the conditional marginal
distributions obtained for γ = 1 during the measurement
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FIG. 3. Differences in marginal probability distributions ∆P (a|x, y1,2) for Alice (blue plots on the left) and ∆P (b|x1,2, y) for
Bob (red plots on the right), evaluated for ~Pexp obtained from the measurement of the Bell inequality I
max
12 using qubits, with
γ = 1 (1σ uncertainties). The number pair y1,2, x1,2 ∈ {0, 1, 2} refers to the pair of settings for which the difference according
to Eq. (25) and Eq. (26), respectively, is evaluated.
of S0 (i.e., for inequality I+3 ) do not vanish. As such, it is
unlikely that the signaling observed in these correlations
can be accounted for entirely through statistical fluctua-
tions. Indeed, as separate numerical simulations indicate,
the amount of signaling in these data collected for the
qutrit measurement is more a consequence of the imaging
arrangement. Due to the existing PSF, mentioned in sec-
tion IVA., the idler and signal photon are not completely
spatially separated at the SLM plane. Consequently, the
modulation of one photon could influence the other pho-
ton, yielding signaling data. Moreover, due to the lim-
ited transverse spread of the total spectrum, a stronger
overlap of different spectral components naturally occurs
since the spacing ∆ω of the frequency-bin pattern, given
in Eq. (18), is smaller for qutrits than for qubits.
B. Removing Signaling by Quantum
Approximation
Having established confidence that our measured cor-
relations for Imax12 and Imax14 do not contradict the non-
signaling conditions, we can now proceed with further
analysis based on these measured correlations. To this
end, if we now make the assumption that the underly-
ing true quantum distribution also violates the measured
Bell inequality by the same amount, then some simple
statements, such as the amount of entanglement present
in the quantum states prepared, can already be made
based on the extent to which the observed correlation
violates the respective Bell inequalities [23]. Not surpris-
ingly, better estimates can often be obtained if, instead,
full measurement statistics are employed in the analysis
(see, for instance, Refs. [91, 92] in the context of random-
ness evaluation).
The tools that have been developed for such purposes
— such as the linear program given in Eq. (A1), or
the semidefinite programs described in Refs. [19, 23, 25,
91, 92] — however, require explicitly that the correla-
tion to be analyzed satisfies the non-signaling condition,
Eq. (4). As described above, although the correlations
that we obtained are compatible — within statistical un-
certainty — with the non-signaling conditions, the raw
correlations themselves do not. In order to take advan-
tage of the full probability distribution for subsequent
analysis of the source, some form of post-processing of
the raw correlation would be necessary. In Ref. [92], the
authors removed the signaling in the raw correlation by
projecting it into the non-signaling subspace whereas in
Ref. [86], the authors achieved this by computing the
non-signaling distribution that is closest to the raw dis-
tribution according to the relative entropy. While the
former approach works for the correlations analyzed in
Ref. [92], both these approaches suffer from the imme-
diate risk that the non-signaling correlation derived may
not be quantum realizable, cf Eq. (3). To minimize this
risk, we will compute instead the quantum correlation
nearest to the experimentally-determined correlation.
In practice, however, there are two other technical dif-
ficulties that need to be overcome before we can apply
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existing techniques for further analysis. Firstly, the ex-
act characterization of the set of quantum correlations for
any given Bell scenario is not known and appears to be
a formidable task (see, e.g., Refs. [79, 80]). To overcome
this, we shall consider instead a converging hierarchy of
relaxations to the set of quantum correlation Q, such as
that discussed in Refs. [79, 80] or Ref. [23] — each of these
relaxations defines a superset to Q and in the asymptotic
limit, one recovers Q.
Secondly, to compute the “nearest” quantum4 approxi-
mation to the experimentally-determined correlation, we
need to choose an appropriate metric, i.e., a distance
measure and there is apparently no unique choice to this.
To facilitate computation, for the present purpose, we
shall consider a distance measure based on the ℓ1-norm
(which corresponds to minimizing the least absolute de-
viation). As shown in Appendix C, the problem of deter-
mining a correlation ~PQℓ ∈ Qℓ which minimizes the dis-
tance ||~PQℓ− ~Pexp||1 —with Qℓ being the ℓ-level of the hi-
erarchy defined in Ref. [79] or Ref. [23] — can then be cast
as a semidefinite program, which can be efficiently solved
on a computer. In addition, in order to remove possible
degeneracies involved in the computation, we also impose
the condition that the distribution sought for, ~PQℓ , re-
produces the quantum value of the inequalities that we
measured in the experiment, i.e., ~β · ~PQℓ = ~β · ~Pexp.
4 Here, quantum refers to the relaxation of Q as explained in the
previous paragraph.
As an illustration of the above procedures, we show in
figure 6 an estimation of the entanglement — measured
according to negativity [58] — present in our source com-
puted using the technique introduced in Ref. [23].5 Evi-
dently, the negativity lower bound obtained from the (ap-
proximated) full data are generally higher than that aris-
ing from the quantum violation of the respective Bell in-
equalities. In fact, as can be seen in figure 6, the negativ-
ity estimated from the full measurement data are some-
times even higher than that obtained from the device-
dependent estimation assuming a symmetric noise model.
Note also that for each of these Bell experiments, the
measured correlations for certain small values of γ are not
good enough to violate the corresponding Bell inequali-
ties. However, when the full data is taken into account,
we are sometimes able to obtain non-trivial estimates of
the entanglement present in the underlying state.6
To test the reliability of the proposed method, we have
also computed the negativity (lower bound) by assuming
that the true quantum value is the measured quantum
value plus (minus) one standard deviation [see dotted
(dashed) line in figure 6]. As can be seen in the figure,
5 Here, all computations are carried out assuming an intermediate-
level relaxation between local level 1 and local level 2 [23], using
a χ matrix of the size of 289× 289.
6 Whenever this happens, the corresponding correlation ~P has to
be outside L, albeit this is not reflected by the quantum value of
the measured Bell inequality.
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to Eq. (25) and Eq. (26), respectively, is evaluated.
except for one instance, namely for Imax14 and when γ = 0,
all negativities estimated using the actual value fit well
between those estimated assuming the shifted values. For
this exceptional instance, the negativity estimated from
the full data (and the assumption that the true quantum
value is the measured value less one σ) turns out to give
an even larger (and nonzero) value compared with the
case when the assumed quantum value is the measured
value (or with one standard deviation above). A possible
cause for this somewhat unexpected result is that even
with an assumption of the true quantum value, there may
be more than one ~PQℓ ∈ Qℓ that minimizes the ℓ1 dis-
tance to the raw correlation, and the solver happens to
have returned a ~PQℓ that gives the highest value of neg-
ativity (when the assumed quantum value is the smallest
of the three cases considered). Another unusual feature
associated with this exceptional instance is that, by right,
for γ = 0, our system should have produced a separable
state and is thus not capable of violating any Bell in-
equality (nor producing correlation to be associated with
non-trivial negativity). Thus, if the estimation that we
have obtained using the (approximated) full data (and
the assumption that the true quantum value is indeed
the measured value minus one σ) is legitimate, then this
conclusion obtained from the measured data nicely illus-
trates how our trust in the measurement and preparation
devices may be misguided.
VI. DISCUSSION
In this work, starting from the Bell inequality I+3
presented in Ref. [69] and analyzing its quantum vio-
lation for a family of two-qutrit states, we obtain several
novel facet-defining Bell inequalities for the Bell scenario
{[3 3 3] [3 3 3]}. Interestingly, all these newly obtained
Bell inequalities that are not reducible to simpler Bell
scenarios can already be violated maximally using en-
tangled two-qubit states, including a Bell state. In con-
trast, some of these Bell inequalities that are reducible
to Bell inequalities involving fewer number of outcomes
require entangled two-qutrit states to achieve maximal
quantum violation. These results show, once again (see
e.g., Ref. [33, 39, 41]), that in analyzing the quantum
violation of given Bell inequalities, the widely-employed
wisdom of setting the local Hilbert space dimension to
be the same as the number of measurement outcomes is
unfounded.
The quantum violations for two of these newly ob-
tained Bell inequalities, together with I+3 , are experimen-
tally demonstrated using, respectively, a one-parameter
family of entangled two-qubit and two-qutrit states.
These are Bell inequalities that are maximally violated,
respectively, by a maximally entangled two-qutrit state,
a maximally entangled two-qubit state and a partially
entangled two-qubit state in conjunction with genuine
POVM. Not surprisingly, the raw measurement statis-
tics deviate from ideal quantum correlations which ought
to satisfy the non-signaling condition. In the case of
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an isotropic state, cf. Eq. (8)] with visibility given in the caption of figure 2.
qubit measurements, these deviations are compatible
with what one would expect from finite-size effects (quan-
tifiable through statistical uncertainty) whereas in the
qutrit case, unfortunately, such deviations cannot be en-
tirely accounted for using finite statistics. Separate nu-
merical simulations nevertheless show that this last ob-
servation probably stems from an imperfect implementa-
tion of the qutrit measurements, due to limited optical
resolution at the SLM plane. As a result, in addition to
giving a much lower signal-to-noise ratio, unwanted in-
terferences between specific bins are more likely to occur,
yielding the appearance of signaling in the data sets.
Naturally, given that the raw correlation exhibits sig-
naling, one may raise doubts on any conclusions drawn
directly from these correlations. In the event when
the deviation (from non-signaling) is accountable for by
statistical fluctuations, such doubts may be alleviated,
thus allowing one to proceed with a device-independent-
inspired analysis under the assumptions that (1) the
source and the measurements are i.i.d, (2) the counts
registered represent a fair sample of all the measurement
events. For convenience, we also make the commonly-
adopted assumption that the true underlying quantum
distribution gives rise to the same measured value of Bell
inequality violation. Building on these assumptions, as
we discussed in section V, stronger statement may be
made if one looks for the nearest quantum approxima-
tion to the experimentally-determined correlation, and
continue the analysis from there. The essence of this ap-
proach is thus in the same spirit as the familiar approach
of quantum state tomography using maximum likelihood
state estimation — the main difference being that the
“tomography” is now applied to the raw correlation of
measurement outcomes obtained in experiments.
Let us now comment on some possibilities for future re-
search. Experimentally, ongoing work aims at achieving
a better optical resolution, a higher signal-to-noise ra-
tio setup and an experimental arrangement in which the
idler and signal photon can be manipulated individually.
The finite optical resolution at the SLM plane leads to
the aforementioned, unwanted overlap between spectral
components and therefore forbids us from having well-
separated subsystems. This overlap can be reduced by
incorporating a prism based pulse shaper in which the
single lens imaging system is replaced by a 4f-imaging
arrangement, the latter providing a significantly better
imaging resolution quality. Further, since SFG in a sin-
gle nonlinear crystal is a local detection process with both
photons taking the same optical path through the exper-
imental setup, another goal in future is to have a detec-
tion scheme based on two delocalized nonlinear crystals.
The up-conversion process between the idler and signal
photon is then triggered by a strong seed pulse and the
up-converted photons are finally detected in coincidence
electronically [93]. This scheme enhances the signal-to-
noise ratio compared to the detection process presented
in this work. Moreover, it would allow for manipulating
the idler and signal photon in separated paths by means
of a second SLM.
Coming back to the theoretical side, one of the original
goals of the present work is to look for a robust (i.e., with
good noise tolerance) Bell inequality that can be used for
the self-testing of a maximally entangled two-qutrit state.
While I+3 from Ref. [69] may serve, in principle, as such
a candidate, its rather poor visibility does not make it
a very attractive candidate for practical purposes. On
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the other hand, although we did obtain a number of pre-
viously unknown facet-defining Bell inequalities, none of
them turn out to be suitable for this purpose either. The
search for such a candidate thus remains as an opened
problem.
Secondly, let us remark that the signaling nature of
raw correlations observed in a Bell test is an issue that
has been largely overlooked in the studies of device-
independent quantum information. In this work, we have
discussed a method alternative to that of Refs. [86, 92]
in order to deal with this generic problem faced in the
analysis of real experimental data. While the method
has worked more or less as expected, we have not thor-
oughly investigated its reliability. For instance, it seems
conceivable that in the generic situation, there may be
more than one correlation ~PQℓ ∈ Qℓ that gives the same
distance to the raw correlation ~Pexp even after we impose
the condition that ~β · ~PQℓ = ~β · ~Pexp. How would such non-
uniqueness affect any device-independent conclusions, or
can we remove this problem via other choice(s) of dis-
tance measures or imposing other natural constraints?
In addition, given that Qℓ only approaches Q as ℓ→∞,
how would this difference from Q for any finite value of ℓ
affect the validity of our estimation? And even if we can
overcome these difficulties, how do we properly translate
the statistical uncertainty obtained in the raw correlation
into the quantities of interest, such as the entanglement
of the underlying state, or the randomness extractable
from a certain outcome? Although the na¨ive approach
that we adopted towards the end of section V does seem
to suggest a confidence region of the estimated negativ-
ity for most of the cases analyzed, it is clear from our
observations that a more thorough investigation needs
to be carried out. Note that similar questions have also
been discussed in the context of quantum state tomog-
raphy where some solutions have been proposed, see, for
instance Ref. [94]. Can these tools be adapted for device-
independent analysis? These questions are clearly of
paramount importance for the future implementation of
device-independent quantum information protocols, thus
leaving us plenty to ponder upon for future research.
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Appendix A: Linear program
For any given correlation ~PG = {PG(a, b|x, y)} of mea-
surement outcomes, one can determine its white-noise
visibility vCr with respect to L via the following linear
program
max v (A1a)
s.t. v ~PG + (1− v)~P1 =
n∑
i=1
pi ~P
L
Ext,i, (A1b)
v ≥ 0, pi ≥ 0 ∀ i,
∑
i
pi = 1, (A1c)
where ~P
1
is the white noise correlation, ~PL
Ext,i is the i-
th extreme point of L —each extreme point only has
entries 0, 1— pi is the weight associated with each of
these extreme points and n is the total number of extreme
points of L.
Now, recall from [78] that every linear program of the
form
max cTx
s.t. Ax = b,
x  0,
(A2)
has a dual program of the form
min bTy
s.t. ATy  c, (A3)
where x and y are respectively column vectors collect-
ing all optimization variables of the primal and the dual
linear program, while  denotes entry-wise inequality.
The dual program corresponding to Eq. (A1) is thus
min ~P
1
· ~y + y0 (A4a)
s.t. ~PL
Ext,i · ~y + y0 ≥ 0 ∀ i ∈ {1, . . . , n}, (A4b)
~PG · ~y ≤ ~P1 · ~y − 1. (A4c)
Note that the linear inequality suggested by the dual lin-
ear program
~P · ~y + y0 ≥ 0, (A5)
is a Bell inequality, since Eq. (A4b) guarantees that it
holds for all extreme points of L, and hence for all ~P
resulting from convex combinations thereof.
When strong duality holds, the linear program return
an optimum value satisfying v = vCr = ~P1 · ~y + y0 = ~P1 ·
~y∗+ y∗0 , where (~y
∗, y∗0) are the optimal dual variables. In
particular, if the optimum value vCr is less than 1, we see
from Eq. (A4c) that the Bell inequality given by Eq. (A5)
is violated. Hence, by solving the linear program given
in Eq. (A1), we not only obtain the critical white-noise
visibility vCr, but also (in the case when vCr∗ < 1) a
Bell inequality, cf. Eq. (A5), certifying that the given
correlation is indeed outside L.
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Appendix B: Optimal Measurement for Imax12
Here, we provide a set of measurements that can be
used in conjunction with the two-qubit state
|ψ12
max
〉 = 0.7258|00〉+ 0.6879|11〉 (B1)
in order to achieve the maximal quantum violation of
Imax12 . Specifically, let us consider projective POVM el-
ements such that Ma|x =
∣∣∣φAa|x〉〈φAa|x∣∣∣ and Mb|y =∣∣∣φBb|y〉〈φBb|y∣∣∣, where |φAa|x〉 and |φBb|y〉 are column vectors
which —when expressed in the {|i〉}2i=0 basis — have en-
tries given, respectively, by the a-th and the b-th column
vector of the matrix ΩAx and Ω
B
y specified below:
ΩA1 =

 0.9835 0 −0.18090.1809 0 0.9835
0 1 0

 ,
ΩA2 =

 0.8826 −0.4642 0.07420.4626 0.8857 0.0389
0.0492− 0.0678i 0 −0.5851 + 0.8066i

 ,
ΩA3 =

 −0.9117 0.4108 00.4108 0.9117 0
0 0 1

 ,
ΩB1 =

 0.9974 0 −0.07210.0721 0 0.9974
0 1 0

 ,
ΩB2 =

 −0.8799 0.2668 −0.39320.2436 0.9637 0.1089
−0.4080− 0.0004i 0 0.9130 + 0.0008i

 ,
ΩB3 =

 0.7478 −0.6639 00.6639 0.7478 0
0 0 1

 .
To obtain a set of genuine POVM which reproduces
this maximal quantum violation, it suffices to perform
the projection |0〉〈0|+ |1〉〈1| onto each of these Ma|x and
Mb|y defined in the qutrit space to obtain a set of Ma|x
and Mb|y defined in the qubit space.
Appendix C: Semidefinite program
Recall from [23] that at any given level (say, ℓ) of the
hierarchy considered therein, we consider a matrix χℓ[ρ]
that can be decomposed as
χℓ[ρ] =
∑
~a,~x
P (~a|~x)F ℓ~a,~x +
∑
v
uvF
ℓ
v , (C1)
i.e., into one fixed part that linearly depends on the
measurable quantities {P (~a|~x)}, and a complementary
(orthogonal) part that is known only if the underlying
state ρ and the measurement giving rise to the correla-
tion {P (~a|~x)} is known; in Eq. (C1), F ℓ~a,~x and F ℓv are
some fixed, symmetric, Boolean matrices [23].
For any observed raw correlation ~Pexp, a correlation
~P ∈ Qℓ which minimizes the least absolution deviation
||~P (~a|~x)− ~Pexp(~a|~x)||1 (i.e., according to the ℓ1 norm) can
be obtained by solving the following semidefinite program
min
{~P (~a|~x)},{uv}
∑
~a,~x
D(~a|~x), (C2)
s.t. χℓ[ρ] ≥ 0,
~P (~a|~x)− ~Pexp(~a|~x) ≤ D(~a|~x) ∀~a, ~x,
~Pexp(~a|~x)− ~P (~a|~x) ≤ D(~a|~x) ∀~a, ~x,
where D(~a|~x) is an array of auxiliary variables having
the same dimension as ~P . Notice that even if we in-
clude in Eq. (C2) the additional constraint that ~P (~a|~x)
must reproduce the quantum value of some Bell expres-
sion specified by ~β, i.e.,
~β · ~P = ~β · ~Pexp, (C3)
the resulting optimization problem remains as a semidef-
inite program, as this constraint is linear in the optimiza-
tion variables ~P (~a|~x).
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