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Chapter 1
Disordered Topological Insulators: A Brief
Introduction
Abstract Our main goal for this Chapter is to introduce the periodic table of topo-
logical insulators and superconductors (see Table 1.1). Since the physical principles
behind this table involve the robustness of certain physical properties against disor-
der, we will take a short detour and introduce first the class of homogeneous materi-
als and then the sub-class of homogeneous disordered crystals. Our brief exposition
introduces the main physical characteristics of these materials and puts forward a
possible physical definition of the class of homogeneous materials. In parallel, it
introduces general concepts from the mathematical program pioneered by Jean Bel-
lissard and his collaborators [4, 7, 5], which will become central to our exposition.
1.1 Homogeneous Materials
Suppose one is given a stack of mesoscopic samples, all cut out from one big piece
of a “homogeneous” solid material prepared, for example, in a big furnace at an
industrial facility. If the samples were to be examined under a powerful microscope,
one will discover microscopic defects in the atomic configurations, which are un-
avoidable regardless of how careful the fabrication process was. The inescapable
conclusion is that the samples are not exactly identical and one fundamental ques-
tion can be immediately raised: Is it possible to characterize the homogeneous ma-
terial produced in the furnace in any meaningful way, at the macroscopic level? In
other words, does it make sense to place in a table the values of, let’s say, the ex-
perimentally measured transport coefficients? Do these values have a meaning or
do they differ from sample to sample? This is not just an academic question but
a real practical issue because the factory has no way to measure and characterize
the entire batch of solid material. Let us also recall that this type of questions rep-
resented a real issue when the quasi-crystals were first characterized by transport
measurements. Now, if our character proceeds with the experiments anyway, he/she
will witness the remarkable fact that all the samples return the same macroscopic
physical parameters no matter how accurate the experiments, provided the size of
1
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the samples is large enough (typically a few microns or more). We can then put for-
ward the following physical definition of a homogenous materials: A material can
be called homogeneous if the macroscopic physical parameters, such as transport
coefficients, susceptibilities, dielectric constant, refractive index and so on, do not
depend on the microscopic details of the macroscopic samples used for the measure-
ments. The class of homogeneous materials includes the perfectly periodic crystals
but there are many other distinct sub-classes such as the disordered crystals, quasi-
crystals, amorphous solids, liquids and gases.
The physical properties mentioned above can involve the electronic as well as
the atomic degrees of freedom. In these notes, we focus entirely on those physical
properties which involve only the electronic degrees of freedom, such as the linear
dc-transport coefficients of a solid. Very often in the physics community, the defin-
ing property of the homogeneous solids is referred to as the self-averaging property
of the intensive thermodynamic coefficients. The shear generality of the concept
suggests that this can be framed in a simple and universal mathematics, which ap-
plies equally to all (quite distinct) sub-classes of homogeneous materials mentioned
above. This has been recognized as early as 1980’s by Jean Bellissard [4] and the
whole issue has indeed a simple and elegant resolution. Suppose we are given a sam-
ple, which is so large that can be treated in the thermodynamic limit. Assume that
the dynamics of the electrons is determined by the Hamiltonian H, assumed for sim-
plicity to be a bounded operator. Physical translations of the sample, relative to the
measuring devices, will modify the generator of the dynamics into TaHT ∗a , where
Ta are the unitary operators implementing the translations on the Hilbert space H
of the electrons. Let B(H) be the algebra of bounded linear operators over H and
consider the subset defined by all the translates of H, namely:
Ω =
{
TaHT ∗a ∈ B(H) |Ta = translation
}⊂ B(H) . (1.1)
Then [4] put forward the following mathematical definition:
Definition 1.1. The condensed matter system described by H is homogeneous if Ω
defined above has a compact closure in the strong topology of B(H).
Remark 1.2. A similar definition was given in [4] for quasi-periodic systems, where
the strong topology is replaced by the norm topology. For disordered crystals, how-
ever, the latter topology is not appropriate. 
Remark 1.3. The formalism can be developed for discrete as well as continuous
translations. Since we will be dealing exclusively with the discrete case, we will
assume that a ∈ Zd from now on, where d is the dimension of the physical space. 
The closure of (1.1), denoted by the same Ω in the following, is called the hull
of H. It follows from above that, for a homogeneous condensed matter system, Ω is
a compact set and, since it is a norm-bounded subset of B(H), Ω is also metrizable.
Furthermore, there is a natural continuous action of the space translations on Ω ,
denoted by τ in the following and actually throughout. This action is topologically
transitive because the orbit of H is dense in Ω , by definition.
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Remark 1.4. Kellendonk in [21] calls a system homogeneous if the hull of H and
the hull of H ′ coincide for any H ′ from the hull of H, without the compactness
assumption on the hulls. These two definitions are not necessarily the same, tough
they do overlap for many cases of interest. Note that always ΩH ′ ⊂ΩH if H ′ ∈ΩH ,
which is a consequence of completness of ΩH . 
Things can be turned around and a homogeneous system can be equivalently
defined by a family {Hω}ω∈Ω ⊂ B(H) indexed by Ω and possessing the following
covariant property:
TaHωT ∗a = Hτaω , ∀ a ∈ Zd , ω ∈Ω . (1.2)
While this move may seem innocent at first sight, it actually has far reaching conse-
quences:
(i) It shows that at the core of a homogeneous material, figuratively speaking,
stands a topological dynamical system (Ω ,τ,Zd). This dynamical system is
related to the underlying potential experienced by the electrons, which ul-
timately is set by the atomic configurations [7]. Then (1.1) tells us that, in
principle, we can “read” the space of atomic configurations from experiments
involving only the electronic degrees of freedom. This can be viewed as an in-
verse problem. In fact, it defines one of the fundamental directions in materials
science.
(ii) Any such topological dynamical system accepts at least one invariant Baire
measure. We recall that Ω is actually metrizable, which has the important
consequence that the Baire and Borel σ -algebras coincide. The latter is pre-
ferred in functional analysis but the former one is the natural one to use when
dealing with topological dynamical systems, as nicely explained in [17]. The
invariant measures form a linear space, which coincides with the convex hull
of its extreme points. The measures corresponding to these extreme points are
ergodic w.r.t. the space translations (see [15, p. 224] or [17, Chapters 5-6]). As
such, the topological dynamical system can be always promoted to an ergodic
dynamical system, to be denoted as (Ω ,τ,Zd ,dP) in the following.
(iii) As long as the homogeneous phase is thermodynamically stable, the Gibbs
measure describing the classical motion of the atoms must be translationally
invariant, hence it belongs to the convex hull mentioned above. Based on phys-
ical grounds [7], the Gibbs measure for the atomic degrees of freedom is ex-
pected to be an extreme point of the state space, in which case the natural
choice of dP is precisely the physical Gibbs measure. This in fact has been
conjectured by Ruelle [36, Ch. 6] as early as 1969, and the progress on it is
discussed in [16]. This brings us to another fundamental direction in materi-
als science, namely, determining dP either from experiment or first-principles
predictive methods such as Quantum Molecular Dynamics.
Bellissard’s program goes a whole lot further. Indeed, one is naturally lead to
consider the algebra generated by all the translates of the Hamiltonian. At a first
stage, one will like to close this algebra to the enveloping (separable) C∗-algebra,
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since the latter comes with a set of fantastic tools provided by its K-theory [4].
The latter, for example, became one of the essential tools in the classification of
topological insulators [27, 39, 40, 9, 11, 26, 22], for the associated bulk-boundary
correspondence program [25, 34, 10, 12, 30] and for defining non-trivial topological
invariants [29, 28, 35, 23, 13, 14, 1]. In the bounded discrete case, this algebra
coincides with the algebra of covariant physical observables (w.r.t. the underlining
dynamical system):
A = {Aω}ω∈Ω ⊂ B(H) , TaAωT ∗a = Aτaω ∀a ∈ Zd , (1.3)
equipped with the C∗-norm:
‖A‖= sup
ω∈Ω
‖Aω‖B(H) . (1.4)
It contains all the physical observables that lead to intensive thermodynamic vari-
ables that are independent of the atomic configuration ω . This is a direct conse-
quence of Birkhoff’s ergodic theorem [8] (see Proposition 2.5). For example, the
current operator:
Jω = i[Hω ,X ] , X = position operator , (1.5)
belongs to this algebra.
An important question is how to characterize the algebra of the covariant physi-
cal observables? Given the extremely generic scenario at the start of our discussion,
the answer is astonishing since it provides a connection with one of the most stud-
ied algebras in the field of operator algebras, namely, the crossed product algebras
[41]. Indeed, the topological dynamical system (Ω ,τ,Zd) has a canonically associ-
ated dual C∗-dynamical system (C(Ω),τ,Zd) (C(Ω) = algebra of complex valued
continuous function over Ω ). One then realizes that (1.2) implements a covariant
representation of this dynamical system in B(H), and these covariant representa-
tions coincide with the representations of the crossed product algebra C(Ω)oZd
(to be introduced in Section 3.1). The gain here is that, not only these algebras ac-
cept a Fourier and a differential calculus, but in many cases their K-theories can
be solved explicitly. For the case when Ω is contractible, which is relevant for the
disordered crystals introduced next, the reader can find in [34] a computation of the
K-groups together with an explicit characterization of their generators. Calculations
of the K-groups for quasi-crystals can be found in e.g. [21].
1.2 Homogeneous Disordered Crystals
The picture of a crystalline material that most of us have in mind is that of a strictly
periodic array of atoms. As such, it may appear at first sight that the two words in the
title, disorder and crystals, make very little sense when used together like that. But is
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that true? After all, upon heating, a crystal remains a crystal until the melting occurs,
i.e. it displays a sharp X-ray diffraction pattern (XRDP) [18]. Even for a chemically
pure crystal, near the melting line, the atoms are, at any moment, quite far from
the idealized periodic positions and they will appear disordered in an instantaneous
snapshot. One can then put forward the physical definition of a disordered crystal
as being a homogeneous material which returns sharp XRDPs consistent with the
known crystal space groups (hence excluding the quasi-crystals).
One could object to the above definition by arguing that the sharp XRDPs seen
experimentally all the way to the melting [18] capture only the time-average of the
atomic configuration. In other words, the sharp XRDPs have little to do with the
instantaneous disordered configurations and instead the diffraction patterns orig-
inate from the time-averaged atomic configuration, which presumably is periodic.
One should recall, though, the fundamental principle of statistical mechanics, which
asserts that, at thermodynamic equilibrium, the time averages and ensembles aver-
ages coincide. Due to the self-averaging feature of the homogeneous materials, it
follows that the XRDPs coming from one single representative atomic configura-
tion coincides with the average over the atomic configurations [7, Theorem 1.12].
The striking conclusion is that, even if the XRDP were recorded instantaneously,
something that might be possible in the near future, they will be identical with the
time-averaged ones, hence sharp.
Remark 1.5. We brought up the subject of X-ray diffraction only to introduce the
concept of disordered crystal and we warn the reader that XRDPs are not at all the
focus of the present work. Let us point out that the mathematics of diffraction on
aperiodic systems is quite well developed and the reader can read more about it
in the monograph [3]. An insightful account of XPRDs in periodic vs disordered
structures is given in [2]. Another useful source of information is the collection of
works in [24], which touch on various modern aspects of the aperiodic order. 
Remark 1.6. The disorder may have various sources besides the thermal fluctua-
tions, such as substitutions with impurity atoms or microscopic lattice defects. All
such defects can be treated by the same formalism. 
Mathematically, a disordered crystal can be characterized by a transitive topo-
logical dynamical system (Ω ,τ,Zd), as introduced in the previous section. What
really makes the system into a disordered crystal, from the mathematical point of
view, is the discrete action of the Zd group, together with the fact that Ω is com-
pact, metrizable and contractible. The last condition is new, compared with e.g. [4],
but we feel it is necessary because otherwise the K-groups of the disordered crystal
may differ from that of the perfect crystal. But this can not happen if the periodic
and disordered crystals belong to the same thermodynamic macroscopic phase. In
a more direct way, this condition will automatically exclude the quasi-crystals for
which Ω is a totally disconnected space [21].
Remark 1.7. A possible refinement of the above characterization of disordered crys-
tals is to consider a transitive dynamical system under the full action of the crysta-
lographic space group. 
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1.3 Classification of Homogenous Disordered Crystals
Table 1.1 represents the broadly accepted classification table of topological insu-
lators and of the fermionic excitations in superconductors [38, 27, 37]. We assume
familiarity of the reader with this table, whose explanation will be kept to minimum.
The purpose of this section is rather to highlight the aspects related to disorder.
Let us start with the statement that, quite often, it is mistakenly assumed that Ta-
ble 1.1 was generated based on a mathematical classification criterium. This cannot
be further from the reality. The value of this table is in that it singles out phases of
condensed matter with extremely robust transport properties. Put it differently, the
table is about unique materials and devices and not about an abstract mathematical
classification problem. Specifically, the table states that the solid state phases listed
there:
1. Are distinct macroscopic phases of matter in the true sense of the words. That
is, the phases are separated from one another by a phase transition, the Anderson
localization-delocalization transition characterized by the divergence of Ander-
son’s localization length. Its experimental signature will be discussed in great
detail in Sections 7.2 and 7.3.
2. Can be labeled uniquely by the values of a strong bulk invariant. The bulk invari-
ants are specific to each class but in general they have physical interpretations as
linear and non-linear transport coefficient, or as linear and non-linear magneto-
electric response functions.
3. Conduct electricity even in the presence of relatively large disorder once a sur-
face is cut into the crystals and the phase is topologically non-trivial.
Remark 1.8. We should point out that the K-theories of the physical algebras can-
not reproduce Table 1.1, as the classifications based on such methods return also
the so called weak topological phases. The conjecture put forward by Table 1.1 is
that, in the normal laboratory conditions where disorder is inevitable, these weak
phases can be connected with the trivial phases without crossing a phase transition.
Only the strong topological phases listed in Table 1.1 remain distinct in the pres-
ence of disorder. For the phases classified by Z or 2Z in Table 1.1, a proof of the
characteristics 1-3 can be found in the monograph [34]. 
As one can see, disorder is an integral component of the field. In fact, it is at
the very heart of it since the classification table will look very different if the dis-
order is taken out of the picture. It was precisely this important aspect that has led
us to the development of the numerical program reviewed within these pages. The
examples and the explicit computations presented in this work are all for the topo-
logical phases classified by Z or 2Z in Table 1.1. The simple reason is that, despite
concentrated efforts [19, 9, 11, 12, 20], the Z2 bulk and boundary invariants are
still lacking expressions which can be evaluated on a computer in the presence of
strong disorder. An important development in this direction are the index pairings
of [19] which are indeed stable in the regime of strong disorder but, unfortunately,
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j TRS PHS CHS CAZ 0,8 1 2 3 4 5 6 7
0 0 0 0 A Z Z Z Z
1 0 0 1 AIII Z Z Z Z
0 +1 0 0 AI Z 2Z Z2 Z2
1 +1 +1 1 BDI Z2 Z 2Z Z2
2 0 +1 0 D Z2 Z2 Z 2Z
3 −1 +1 1 DIII Z2 Z2 Z 2Z
4 −1 0 0 AII 2Z Z2 Z2 Z
5 −1 −1 1 CII 2Z Z2 Z2 Z
6 0 −1 0 C 2Z Z2 Z2 Z
7 +1 −1 1 CI 2Z Z2 Z2 Z
Table 1.1 Classification table of strong topological insulator and superconductors [38, 27, 37].
Each row represents a universal symmetry class, defined by the presence (1 or ±1) or absence
(0) of the three symmetries: time-reversal (TRS), particle-hole (PHS) and chiral (CHS), and by
how TRS and PHS transformations square to either +I or −I. Each universality class is identified
by a Cartan-Altland-Zirnbauer (CAZ) label. The strong topological phases are organized by their
corresponding symmetry class and space dimension d = 0, . . . ,8. These phases are in one-to-one
relation with the elements of the trivial, Z2, Z or 2Z groups. The table is further divided into the
complex classes A and AIII (top two rows), which are the object of the present study, and the real
classes AI, . . . , CI (the remaining 8 rows). The phases highlighted in red are covered by the present
work.
local formulas for the proposed Z2 topological indices are missing. This is a critical
issue because Fredholm operators are difficult to represent with the finite algebras
handled by a computer. In contradistinction, a local index formula can be efficiently
approximated using finite algerbas, as we shall see later. This is why the existing lo-
cal index formulas [6, 32, 33, 31, 34, 13] for the Z topological indices are essential
for our computational non-commutative program.
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Chapter 2
Electron Dynamics: Concrete Physical Models
Abstract This Chapter introduces and characterizes the so called lattice models,
which integrate naturally in the general framework for homogeneous materials intro-
duced in Chapter 1. It also fixes the notations and the conventions used throughout.
A model of disorder is introduced and the various regimes of disorder are discussed.
The Chapter concludes with the introduction and characterization of the topological
invariants corresponding to the phases classified by Z and 2Z in Table 1.1.
2.1 Notations and Conventions
From now on, our exposition deals exclusively with discrete lattice models. These
models give accurate representations of the low-energy excitations which are re-
sponsible for the physics observed in the typical experiments performed on solid
state phases, such as the transport measurements. Given a concrete material, ac-
curate lattice models can be generated from first principles [17, 29, 28, 20]. One
such technique is based on projecting the continuum models on a discrete, periodic
and localized partial basis set which accurately represents the spectral subspace in
a finite energy window around the Fermi level. Benchmarks of this method can be
found in [18]. The models can be also generated empirically by fitting the avail-
able experimental data. One relevant example of this type is the lattice model of the
HgTe quantum wells [9, 15], the prototypical topological insulator from class AII in
dimension two.
The Hilbert spaces of the lattice models take the generic formH=CN⊗`2(Zd),
where d is the dimension of the physical space and CN is often referred to as the
fiber. As before, the algebra of bounded linear operator over H will be denoted by
B(H). Let us specify from the beginning that Zd does not represent the position
of the atoms but it rather labels the primitive cells. The dimension d needs to be
understood accordingly, e.g. d = 1 for a molecular chain, d = 2 for graphene and
d = 3 for an ordinary crystal. This dimension can be higher than three, since one can
add virtual dimensions by varying the parameters of the models [23]. The primitive
10
2.2 Physical Models 11
cells of topological insulators contain many atoms, in many cases 10 or even more,
hence they are quite complex. The dimension N of the fiber represents the number of
molecular orbitals per primitive cell included in the model. The larger this number
the more precise the model is. Due to the complex primitive cell of the topological
materials, this number can be quite large in the first principle calculations (within
the hundreds!). This is to be contrasted with the simple analytic models used by
theoretical physicists, which quite often assume N = 2.
Throughout, we denote the algebra of N×N matrices with complex entries by
MN(C). Also, tr will denote the normalized trace of matrices, such as those from
MN(C), or more general the standard normalized traces over finite dimensional
Hilbert spaces. The semi-finite traces over infinite Hilbert spaces, such as `2(Zd)
or CN ⊗ `2(Zd), will be denoted as usual by Tr. We will adopt the Dirac notation
|α,x〉 for the standard basis of CN⊗`2(Zd) and, throughout, X will denote the posi-
tion operator on `2(Zd), X |x〉= x|x〉. For an operator T onCN⊗`2(Zd), the notation
〈x|T |y〉 stands for the N×N matrix with entries 〈α,x|T |β ,y〉, α,β = 1, . . . ,N. An-
other set of useful operators on `2(Zd) are the shift operators S j|x〉= |x+e j〉, where
e j, j = 1, . . . ,d, are the generators of Zd . The following notation:
Sy = S
y1
1 . . . ,S
yd
d , Sy|x〉= |x+ y〉 , y ∈ Zd , (2.1)
will be adopted throughout. Lastly, if V is a finite subset of Zd , then we can con-
sider the associated finite-dimensional Hilbert space CN ⊗ `2(V ) and we denote the
corresponding normalized trace by trV , and the partial isometry from CN ⊗ `2(Zd)
to CN⊗ `2(V ) by ΠV = 1⊗∑x∈V |x〉〈x|.
Another convention we adopt throughout concerns the notation for the norms.
While, the norms on different algebras will be defined explicitly, to simplify the
notation, we will use most of the time the same symbol ‖ ‖ for all of them. There
should be no confusion in the calculations, because in all such instances the algebras
can be easily identified. For example, the norm appearing in ‖〈x|T |y〉‖ is the one on
MN(C).
2.2 Physical Models
In the periodic or translational invariant case, the most general Hamiltonian that can
be defined on a lattice takes the form:
H : CN⊗ `2(Zd)→ CN⊗ `2(Zd) , H = ∑
y∈Zd
wy⊗Sy , (2.2)
where the hopping matrices wy ∈ MN(C) satisfy the basic constraint w∗y = w−y
ensuring that H is self-adjoint. When symmetries are present, the hopping matrices
acquire additional structure. In particular, when the chiral symmetry is present and
the dimension of the fiber is even, the hopping matrices have the structure:
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wy =
(
0 gy
g∗y 0
)
, (2.3)
which manifests in the chiral symmetry of the Hamiltonian [27]:
J H J∗ =−H , J =
(
IN 0
0 −IN
)
. (2.4)
By examining the classification table 1.1, we can see that the chiral symmetry is
present for all phases classified by Z or 2Z in odd dimensions.
As it is well known, the energy spectrum of the translational invariant Hamilto-
nians is continuous and, since we want to deal only with insulators, the only way
to accommodate that is to assume a gap in the energy spectrum and that the Fermi
level εF is somehow pinned inside this spectral gap. In the independent electron ap-
proximation, assumed throughout, the ground state of the Hamiltonian is encoded in
the Fermi projection, that is, the spectral projection onto the energy spectrum below
the Fermi level εF :
PF = χ(H ≤ εF) ∈ B(H) , (2.5)
where χ stands for the indicator function. For all topological phases in even dimen-
sions that are classified by Z or 2Z in Table 1.1, the topology is encoded in PF . When
the chiral symmetry is present, the Fermi projection has a particular structure:
PF = 12
(
1 −U∗F
−UF 1
)
, U∗FUF =UFU
∗
F = I , (2.6)
and the topology is encoded in the unitary operator UF rather than PF itself. We refer
to UF as the unitary Fermi operator. The strong topological invariants for the phases
classified by Z or 2Z in Table 1.1 are given by the top even Chern number applied to
PF , for even space dimensions, and by the top odd Chern number applied to UF , for
odd dimensions [27]. They will be further elaborated in Section 2.4 and, for now, let
us present two examples of topological models, which can be solved explicitly in
the bulk as well as with a boundary. The explicit calculations can be found in [26].
Example 2.1 (A topological insulator from class A). Assume the space dimension
even and let {γ j} j=1,d be the irreducible representation of the even complex Clifford
algebra Cld on C2
d
2 and γ0 be its standard inner grading. Consider the following
Hamiltonian on the Hilbert space C2
d
2 ⊗ `2(Zd):
H = 12i
d
∑
j=1
γ j⊗ (S j−S∗j) + γ0⊗
(
m+ 12
d
∑
j=1
(S j +S∗j)
)
, (2.7)
with Fermi level fixed at the origin. Then H has a spectral gap at the Fermi level,
except when m ∈ {−d,−d + 2, . . . ,d− 2,d}. If m ∈ (−d + 2n,−d + 2n+ 2), with
n = 0, . . . ,d− 1, the model is in a topological insulating phase labeled by its top
even Chern number which takes the value (−1)n(d−1n ). 
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Remark 2.2. If d = 4, the above model is in fact time-reversal symmetric, hence it
can be as well considered from the class AII. 
Example 2.3 (A topological insulator from class AIII). Assume the space dimension
odd and let {γ j} j=1,d+1 be the irreducible representation of the even complex Clif-
ford algebra Cld+1 on C2
d+1
2 . Consider the following Hamiltonian on the Hilbert
space C2
d+1
2 ⊗ `2(Zd):
H = 12i
d
∑
j=1
γ j⊗ (S j−S∗j) + γd+1⊗
(
m+ 12
d
∑
j=1
(S j +S∗j)
)
, (2.8)
with Fermi level fixed at the origin. Then H has the chiral symmetry γ0Hγ∗0 = −H
and the model displays a spectral gap at the Fermi level, except when m∈{−d,−d+
2, . . . ,d−2,d}. If m ∈ (−d+2n,−d+2n+2), with n = 0, . . . ,d−1, the model is
in a topological phase labeled by its top odd Chern number which takes the value
(−1)n(d−1n ). 
The presence of a uniform magnetic field is incorporated in the lattice models
by using the Peierls substitution [21], which amounts to replacing the ordinary shift
operators with the dual magnetic translations:
Sy 7→ Uy = eiy∧X Sy = Sy eiy∧X . (2.9)
Throughout:
x∧ x′ = 12
d
∑
i, j=1
φi jxix′j , ∀ x,x′ ∈ Rd , (2.10)
where φ is a real anti-symmetric d× d matrix with entries from [0,2pi), encoding
the magnetic fluxes through the facets of the primitive cell, in units of flux quantum
φ0 = h/e. When the dependence on the magnetic flux needs to be emphasized we
will use ∧φ . With this substitution, the lattice Hamiltonians become:
H = ∑
y∈Zd
wy⊗Uy = ∑
x,y∈Zd
eiy∧x wy⊗|x〉〈x− y| . (2.11)
They are no longer invariant w.r.t. the ordinary shifts but they are invariant w.r.t. the
magnetic translations:
Vy H V ∗y = H , Vy = e
−iy∧X Sy = Sye−iy∧X . (2.12)
It is important to note that the unitary classes of topological insulators, namely the
classes A and AIII, can incorporate magnetic fields because time-reversal symmetry
is not required.
The next step incorporates the disorder. As we have seen in the previous chapter,
a homogeneous disorder is described by a measure-preserving ergodic dynamical
system (Ω ,τ,Zd ,dP). Below is an important example.
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Example 2.4 (Disorder induced by thermal fluctuations). Assume we are dealing
with a chemically pure crystal with the atoms arranged in a perfectly periodic lat-
tice at zero temperature. At finite temperature, though, the atoms wander around the
equilibrium positions and the crystal is in a disordered state. If Rαx is the displace-
ment from equilibrium position of atom α in the primitive cell x at an instantaneous
time, then the disorder configuration at that time is encoded in ω = {Rαx }α=1,Nax∈Zd ,
where Na is the number of atoms in the repeating cell. One assumption is that each
atom wanders only in a finite neighborhood Ωαx of its equilibrium position. Then
homogeneity requires that Ωαx = Ωα0 , and the space of disorder configurations and
the Zd-action are given by:
Ω = ∏
x∈Zd
Na
∏
α=1
Ωα0 = ∏
x∈Zd
Ω0 , τyω = τy{Rαx }= {Rαx−y} . (2.13)
Note that Ω is a Tychononov space, hence compact and metrizable, and that τ is
continuous and invertible hence (Ω ,τ,Zd) is indeed a topological classical dynam-
ical system. The Gibbs measure governing the classical statistical mechanics of the
atoms is defined as the thermodynamic limit of the finite volume probability mea-
sures:
dPV (ω) = Z−1V e
−βVV (ω) ∏
x∈V⊂Zd
Na
∏
α=1
dωαx , (2.14)
where VV is a classical potential for the atomic degrees of freedom and β = 1kT ,
where k is Boltzmann’s constant and T is the temperature. When the electronic
and atomic degrees of freedom decouple as in the Born-Oppenheimer regime, the
potential VV can be mapped explicitly from the ground state of the electrons. 
As we have already seen, central to the theory of homogeneous aperiodic solids is
the notion of covariance of physical observables, which in the presence of a uniform
magnetic field takes the form:
VyFωV ∗y = Fτyω . (2.15)
We will always assume that the matrix elements 〈x|Fω |y〉 are measurable functions
of ω , which is indeed the case for the applications considered here.
Proposition 2.5. Let Fω ,F ′ω , . . . be covariant operators. Then P-almost surely:
lim
|V |→∞
trV
(
ΠV FωF ′ω . . .Π
∗
V
)
=
∫
Ω
dP(ω) tr
(〈0|FωF ′ω . . . |0〉) , (2.16)
where V is a cube from Zd and |V | is its cardinality. The functional on the righthand
side defines the trace per volume, which will be denoted by T( ) throughout.
Proof. We have:
trV
(
ΠV (FωF ′ω . . .)ΠV
)
=
1
|V | ∑x∈V
tr
(〈x|FωF ′ω . . . |x〉) , (2.17)
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and the last term can be written equivalently as:
1
|V | ∑x∈V
tr
(〈0|V ∗x (FωF ′ω . . .)Vx|0〉)= 1|V | ∑x∈V tr(〈0|Fτ−xωF ′τ−xω . . . |0〉) . (2.18)
Then we are in the conditions of Birkhoff ergodic theorem [10] and the statement
follows. uunionsq
Remark 2.6. One important implication of the above statement is that the intensive
thermodynamic coefficients connected to the covariant physical observables do not
fluctuate from one disorder configuration to another or, in other words, it has the
self-averaging property in the thermodynamic limit. 
When disorder is present, all the coefficients of the Hamiltonians develop a ran-
dom component. The most general form of a covariant Hamiltonian on a lattice
takes the form:
Hω = ∑
x,y∈Zd
wy(τxω)⊗|x〉〈x|Uy = ∑
x,y∈Zd
eiy∧x wy(τxω)⊗|x〉〈x− y| . (2.19)
We will assume that the hopping matrices wy are continuous functions over Ω with
values in MN(C). We will also assume a certain rapid decay of wy with y, to be
precisely quantified in Section 6.1. These assumptions are quite natural and fulfilled
by most model Hamiltonians.
Example 2.7 (“Linearized” disordered models). Most of the numerical simulations
found in the physics literature consider linearizations of the coefficients:
wy(ω) = wy+∑
α
ωα0 λ
α
y , (2.20)
where wy and λαy are non-stochastic N×N matrices. Furthermore, ωαx are drawn
randomly and independently from the interval [− 12 , 12 ]. Hence, the disorder config-
uration space is just the Hilbert cube whose topology is discussed in great detail in
e.g. [14, Ch. 5]. Inserting these expressions in (2.19) leads to:
Hω = ∑
x,y∈Zd
(
wy+∑
α
ωαx λ
α
y
)⊗|x〉〈x|Uy . (2.21)
In the physicists’ jargon, the random fluctuations in the coefficients wy6=0 are often
referred to as bond disorder, while to those in wy=0 as on-site disorder. 
2.3 Disorder Regimes
Consider the following simplified Hamiltonian on the Hilbert space `2(Zd):
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Hω = λ0 H0+λ1 ∑
x∈Zd
ωx|x〉〈x| , (2.22)
where H0 is a non-stochastic periodic Hamiltonian and λ ’s are just real numbers.
There are two extreme limits where the spectral properties of Hω can be readily
understood. One is λ1 = 0 when Bloch-Floquet theory can be applied, in which
case the spectrum is absolutely continuous and can be graphed as energy bands
versus quasi-momentum. The other extreme is λ0 = 0, when the Hamiltonian is
already diagonal and the spectrum is pure-point, with eigenvalues {λ1ωx}x∈Zd and
corresponding eigenvectors localized on the lattice’s sites {|x〉}x∈Zd . Note that the
set of eigenvalues is a countable subset of the real axis, hence of zero Lebesque
measure, yet the set is P-almost sure dense in its interval. These are the trades of the
Anderson localized spectrum.
Definition 2.8. The part of the essential spectrum which is pure-point and has cor-
responding eigenvectors that are exponentially localized in space is called the An-
derson localized spectrum. The complement part of the essential spectrum will be
called the Anderson delocalized spectrum.
In the intermediate regimes where both randomly fluctuating and non-fluctuating
components are present in a Hamiltonian, both Anderson localized and delocalized
spectra are expected to be present. If the space dimension is low, specifically for
d = 1 and 2, Anderson and collaborators [1] found that sometimes even small ran-
dom fluctuations can localize the entire energy spectrum. In fact, this was believed
to be the rule rather than the exception because, until the discovery of the topo-
logical insulators, there were only a handful of known exceptions. The situation is
somewhat different in higher dimensions, where typically only the regions around
the spectral edges are localized while the spectral regions deep inside the bands
remain delocalized, though, the spectrum is expected to become entirely localized
for extremely strong disorder. Below we briefly discuss the regimes of weak and
strong disorder. For an in-depth treatment of the subject, the reader can consult the
monograph [5].
Remark 2.9. Perhaps now it becomes more clear how extraordinary are the claims
contained in the classification table. If the topology is nontrivial, then, even in lower
dimensions, regions of extended spectrum can exist in the presence of large random
fluctuations and the entire boundary spectrum can avoid the Anderson localization
phenomenon. 
Let us now assume that, in the absence of disorder, we are dealing with an insu-
lator, hence the Hamiltonian has a spectral gap in its spectrum and the Fermi level
is pinned in the middle of this gap. Note that the spectrum of covariant Hamiltoni-
ans is non-random and, quite generally, the edges of the energy spectrum depend
continuously on the amplitudes of the random fluctuations. Hence, if the random
fluctuations are small, such as when λ1 λ0 in the example (2.22), the spectral gap
persists and the Fermi level continues to be located in a region free of spectrum.
One refers to this regime as the regime of weak disorder. In this regime, the matrix
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elements 〈x|PF(ω)|y〉 of the Fermi projection are rapidly decaying with the separa-
tion |x−y|, uniformly in ω . If the Hamiltonian is of finite-range, i.e. wy = 0 outside
a finite neighborhood of the origin, or if wy decays with y exponentially fast, then:
sup
ω∈Ω
∥∥〈x|PF(ω)|y〉∥∥≤ Ae−β |x−y| , 0 < A,β < ∞ . (2.23)
The inequality can be established by a straightforward application of the Combes-
Thomas technique [12]. The ordinary perturbation theory is available in this regime
and can be used to investigate the behavior of the Fermi projection under various de-
formations of the models. In particular, to establish that PF(ω) varies continuously
in the topology of B(H) induced by the operator norm.
When the amplitudes of the random fluctuations become large, the spectral gap
closes but a region of Anderson localized spectrum may still survive. This region is
typically sandwitched between two regions of Anderson delocalized spectrum and
in such situations one speaks of a mobility gap. One refers to this regime as the
regime of strong disorder. Note that the Fermi level is now located in the essential
spectrum but the quantum diffusion is absent. In this regime the ordinary perturba-
tion theory does not apply. Also, the location of the eigenvalues in the Anderson
localized spectrum fluctuate from one disorder configuration to another, and when
a model is deformed continuously, these eigenvalues shift and inherently cross the
Fermi level. These crossings can come simultaneously from below and above, hence
they cannot be avoided, e.g. by shifting the Fermi level. As a result, the Fermi pro-
jection does not vary continuously under the deformations of the models, in neither
of the natural topologies of B(H).
Remark 2.10. The above phenomenon happens also when one tries to compute the
bulk invariants using twisted boundary conditions [16]. As a result, the numerical
values of the invariants, as computed by such methods, fluctuate from one disorder
configuration to another and the quantization can be seen only after the disorder
average is taken. As we shall see, this is not the case for the computational methods
reviewed here, where the self-averaging property manifests explicitly. 
A convenient and effective way to describe the Anderson localized spectrum is
through the Aizenman-Molchanov bound on the resolvent [4]:∫
Ω
dP(ω)
∥∥〈x|(ε+ iδ −Hω)−1|y〉∥∥s ≤ As e−βs|x−y| , s ∈ (0,1) , (2.24)
assumed to hold uniformly in δ ∈ (0,∞). Above, As and βs are strictly positive
and finite parameters. The Aizenman-Molchanov bound automatically implies all
characteristics of the Anderson localization [2, 3, 5], such as absence of diffusion,
pure-point nature of the spectrum, exponential decay of the eigenvectors at infinity
and exponential decay of the averaged matrix elements of the Fermi projection:∫
Ω
dP(ω)
∥∥〈x|PF(ω)|y〉∥∥≤ Ae−γ|x−y| , 0 < A,γ < ∞ . (2.25)
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Note that without the average, the inequality (2.25) fails for ω in a set of strictly
positive measure, no matter how large we pick the constant A. The bound (2.24)
is known to hold for finite-range Hamiltonians in all situations where Anderson
localization was established with mathematical rigor [5].
2.4 Topological Invariants
The theory of the topological bulk invariants for the phases classified by Z or 2Z in
Table 1.1 was developed in [8, 24, 25] for the regime of strong disorder. The recent
work [11] by Bourne and Rennie extended these result to continuum models. Below
we briefly state the main results for the discrete case, which are covered extensively
in [26]. A brisk review of the methods involved by these works can be found in [22].
For periodic models, the Bloch-Floquet transformation F over the d-dimensional
Brillouin torus Td gives:
FHF∗ =
∫ ⊕
Td
dk Hk , FPFF∗ =
∫ ⊕
Td
dk PF(k) . (2.26)
The analysis is then reduced to that of smooth families of N×N matrices:
Hk : CN → CN , Hk = ∑
y∈Z
eiy·kwy , PF(k) = χ(Hk ≤ εF) .
Throughout, x ·x′ will denote the Euclidean scalar product. In this simplified setting,
the top even Chern number takes the familiar form [6] (d = even):
Chd(PF) =
(2pii)
d
2
( d2 )!
N ∑
ρ∈Sd
(−1)ρ
∫
Td
dk
(2pi)d
tr
(
PF(k)
d
∏
j=1
∂PF(k)
∂kρ j
)
. (2.27)
Similarly, the top odd Chern number takes the familiar form [27] (d = odd):
Chd(UF) =
i(ipi)
d−1
2
d!! N ∑
ρ∈Sd
(−1)ρ
∫
Td
dk
(2pi)d
tr
( d
∏
j=1
U∗F(k)
∂UF(k)
∂kρ j
)
. (2.28)
Throughout, SI will denote the group of permutations group of the finite set I. In
particular Sd denotes the permutation group of {1, . . . ,d}.
For the generic models (2.19), the top even Chern number can be formulated
[8, 24] using a real-space representation of the operators and the trace per volume
T( ) = limV→∞ trV ( ) from Proposition 2.5:
Chd(PF) =
(2pii)
d
2
( d2 )!
N ∑
ρ∈Sd
(−1)ρ T
(
PF(ω)
d
∏
j=1
(
i[PF(ω),Xρ j ]
))
. (2.29)
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When the disorder and the magnetic fields are turned off, this expression become
identically with (2.27). In the general case, the quantization of (2.29) follows from:
Theorem 2.11 ([8, 24]). Let d be even and let {Pω}ω∈Ω be a family of covariant
projections over CN⊗ `2(Zd) such that:
∑
x∈Zd
(1+ |x|)d+1
∫
Ω
dP(ω) tr
(∣∣〈0∣∣Pω |x〉∣∣d+1)< ∞ . (2.30)
Consider the family of operators on C2
d
2 ⊗CN⊗ `2(Zd):
Fω,x0 = I⊗Pω
(
Γ · (X + x0)
|X + x0|
)
I⊗Pω =
(
0 G∗ω,x0
Gω,x0 0
)
, x0 ∈ (0,1)d , (2.31)
where Γ = (Γ1, . . . ,Γd) is an irreducible representation of the even d-dimensional
complex Clifford algebra Cld and Γ · (X +x0) is a shorthand for ∑dj=1Γj⊗ I⊗ (X +
x0) j. Also, the second equality in (2.31) gives the decomposition of Fω,x0 w.r.t. to the
natural inner grading of Cld . Then Gω,x0 is P-almost surely a Fredholm operator
on the range of I⊗Pω . Its almost sure Fredholm index is independent of x0 and
P-almost surely independent of ω ∈Ω , and is given by the formula:
IndexGω,x0 =
(2ipi)
d
2
( d2 )!
N ∑
ρ∈Sd
(−1)ρT
(
Pω
d
∏
j=1
i
[
Pω ,Xρ j
])
. (2.32)
Remark 2.12. In the regime of strong disorder when the Fermi level lies in the essen-
tial spectrum, the physical interpretation of the top even Chern number in dimension
d = 2 has been elucidated in [8]. There, the reader can find a derivation of the finite-
temperature Kubo-formula for the conductivity tensor in the presence of disorder
and dissipation, together with a proof of the following limit:
lim
T→0
σ12(T,εF) = Ch2(PF) , (2.33)
provided the conditions of the Theorem 2.11 are satisfied. Here, σ12 denotes the
off-diagonal or the Hall component of the linear conductivity tensor {σi j}i, j=1,d .
The latter provides the linear link between the current-density J set in motion by an
externally applied electric field E:
Ji =
d
∑
j=1
σi jE j . (2.34)
In higher dimensions, it was shown in [26] that, up to an un-interesting constant:
Chd(PF) =
∂
d
2−1σid−1id
∂φi1i2 . . .∂φid−3id−2
, (2.35)
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where the set of indices at the righthand side is such that {i1, . . . id} = {1, . . . ,d}.
According to this result, the top even Chern numbers can be interpreted as non-
linear magneto-electric transport coefficients. 
Similarly, in odd dimensions, the top odd Chern number can be formulated for
generic disordered models with chiral symmetry as [19]:
Chd(UF) =
i(ipi)
d−1
2
d!! N ∑
ρ∈Sd
(−1)ρ T
( d
∏
j=1
U∗F(ω) i[UF(ω),Xρ j ]
)
. (2.36)
When the disorder and the magnetic fields are turned off, this expression become
identically with (2.28). In the general case, the quantization of (2.36) follows from:
Theorem 2.13 ([25]). Let d be odd and let {Uω}ω∈Ω be a family of covariant uni-
tary operators over CN⊗ `2(Zd) such that:
∑
x∈Zd
(1+ |x|)d+1
∫
Ω
dP(ω) tr
(∣∣〈0∣∣Uω |x〉∣∣d+1)< ∞ . (2.37)
Consider the family of operators on C2
d−1
2 ⊗CN⊗ `2(Zd):
Fω,x0 =
1
4
(
I+
Σ · (X + x0)
|X + x0|
)
(I⊗Uω)
(
I+
Σ · (X + x0)
|X + x0|
)
, x0 ∈ (0,1)d , (2.38)
where Σ = (Σ1, . . . ,Σd) is an irreducible representation of the odd d-dimensional
complex Clifford algebra Cld and Σ · (X +x0) is a shorthand for ∑dj=1Σ j⊗ I⊗ (X +
x0) j. Then Fω,x0 is P-almost surely a Fredholm operator. Its almost sure Fredholm
index is independent of x0 and P-almost surely independent of ω ∈Ω , and is given
by the formula:
IndexFω,x0 =
i(ipi)
d−1
2
d!! N∑
ρ
(−1)ρ T
( d
∏
j=1
U∗ω i[Uω ,Xρ j ]
)
. (2.39)
Remark 2.14. The physical interpretation of the top odd Chern numbers has been
elucidated in [26]. If Pc denotes the vector of chiral polarization, that is, the dif-
ference between the electric polarizations corresponding to the two chiral sectors,
then, for d odd:
Chd(PF) =
∂
d−1
2 Pcid
∂φi1i2 . . .∂φid−2id−1
, (2.40)
where the set of indices at the righthand side is such that {i1, . . . id} = {1, . . . ,d}.
According to this result, the top odd Chern numbers can be interpreted as non-linear
magneto-electric response coefficients. 
Remark 2.15. Note that the Dirac operators and the appended Hilbert space in the
index theorems for both even and odd Chern numbers are just auxiliary mathemati-
cal constructs and have no direct connection with the physics. 
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As we already mentioned, in the regime of strong disorder, the Fermi projection,
hence also the Fermi unitary operator when chiral symmetry is present, do not vary
continuously in norm under the deformations of the models. As such, the invari-
ance of the Fredholm index w.r.t. norm-deformations cannot be used in this context.
However, under the Aizenman-Molchanov condition, the righthand side of (2.32)
(or of (2.39)) varies continuously with the deformations of the models [24, 25]. As
such, using both sides of (2.32) and (2.39), one can indeed establish the quantization
and invariance of the bulk topological numbers under the Anderson localization as-
sumption. Given all the above, we can conclude at once that the only way to change
the bulk topological invariants is by violating the Aizenman-Molchanov condition,
that is, through an Anderson localization-delocalization transition.
The derivations of Theorems 2.11 and 2.13 together with the context in which
they naturally occur, which is Alain Connes’ non-commutative geometry [13], is the
subject of the monograph [26]. In the present work, we are primarily concerned with
how to compute the topological invariants once we are given a concrete disordered
model. It turns out that the algebraic framework introduced by Jean Bellissard [7],
and used in [26] for quite different purposes, provides just the right framework for
the computer assisted calculations as well as for the analysis of the error bounds.
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Chapter 3
Non-Commutative Brillouin Torus
Abstract In this Chapter, we review the fundamental theoretical tools, starting with
the space of disordered configurations and its associated dynamical systems, the
C∗-algebra Ad of the physical observables, together with its Fourier and differen-
tial calculus. The latter is provided by a set of commuting derivations ∂ and a trace
T. The triple (Ad ,∂ ,T) defines a non-commutative manifold known as the non-
commutative Brillouin torus. We reformulate the topological invariants and other
response functions in this new framework. We also introduce the magnetic deriva-
tions and investigate the behavior of the correlation functions w.r.t. the magnetic
fields. This Chapter also fixes the notation and defines the precise settings for the
rest of our calculations.
3.1 Disorder Configurations and Associated Dynamical Systems
The space of disorder configurations was briefly introduced in Chapter 2. Here we
formulate it under very precise assumptions.
Assumption 3.1 Throughout, the disorder configurations are characterized by a
classical topological dynamical systems (Ω ,τ,Zd), where:
◦ The configuration space is assumed to be a Tychonov space:
Ω = ∏
x∈Zd
Ω0 , (3.1)
where Ω0 is a compact metrizable topological space.
◦ The action of Zd is given by the homeomorphisms:
Zd 3 y 7→ τyω = τy{ωx}x∈Zd = {ωx−y}x∈Zd , ∀ω ∈Ω . (3.2)
Remark 3.2. We recall that Ω is equipped with the product topology, defined to be
the coarsest topology in which the projection maps ω 7→ ωx are continuous, for all
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x ∈ Zd . The standard metric for the product space is:
d(ω,ω ′) = ∑
n∈N
d0
(
ωη(n),ω ′η(n)
)
2n
, (3.3)
where η : N→ Zd is a bijection and d0(,) denotes the metric on Ω0. 
Assumption 3.1 is obviously in line with Example 2.4. It also includes the clas-
sical Bernoulli shifts which are quite well understood, see e.g. [22]. For example,
it is well known that the Bernoulli shifts, hence the above generalization too, admit
many natural ergodic measures. The statement below provides a large class of such
ergodic measures.
Proposition 3.3. Let dP0 be a Baire probability measure with full topological sup-
port on Ω0. Then the product measure:
dP(ω) = ∏
x∈Zd
dP0(ωx) , ω = {ωx}x∈Zd ∈Ω , (3.4)
is a well defined probability Baire measure, which is invariant and ergodic w.r.t. the
τ-action of Zd and has full topological support.
Proof. It follows from a direct adaptation of Proposition 6.16 from [22]. uunionsq
In [34], we have opted to work with such product measures solely to make the
exposition more concrete and the conclusions derived there do not depend on this
choice. The concrete numerical applications reported in the following chapters also
assume product measures. However, in the near future, we hope to combine the
algorithms with first-principle simulations and obtain more accurate representations
of the physical Gibbs measures 2.14, which are obviously not product measures. For
this reason, we will try to remove any un-necessary assumptions on the probability
measure.
Assumption 3.4 The disorder configurations are also characterized by a probabil-
ity Baire measure dP on Ω , which is invariant and ergodic w.r.t. the τ-action of Zd
and has full topological support.
The above assumption is entirely justifiable based on physical grounds [38, Ch. 6]
but, unfortunately, we need to introduce one more assumption. The product mea-
sures (3.4) have the special property that are invariant not only w.r.t. the translations
but also w.r.t. any permutation of the coordinates. This property is essential for our
numerical program, at least in its present form (see Remark 4.3).
Assumption 3.5 The probability measure dP is assumed to be invariant against
any permutation of the coordinates, that is, the push-forward of dP by any map:
{ωx}x∈Z 7→ {ωr(x)}x∈Zd , r : Zd → Zd a bijection , (3.5)
coincides with dP.
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We want to point out that the class of measures which satisfy the two assumption
above is much larger than the class of product measures (3.4). For example the Gibbs
measures (2.14) with symmetric classical potentials falls within this class.
Definition 3.6. The dual C∗-dynamical system (CN(Ω),τ,Zd ,T0), N ∈ N, canoni-
cally associated to the ergodic dynamical system (Ω ,τ,Zd ,dP), is defined by:
◦ The unital C∗-algebra CN(Ω) of continuous functions fromΩ to MN(C), equipped
with the C∗-norm:
‖ f‖= sup
ω∈Ω
‖ f (ω)‖ . (3.6)
◦ The action of Zd on CN(Ω), given by the automorphisms τy( f ) = f ◦ τy, where
on the right we have the old action of Zd on Ω . To simplify, we will use the same
notation for these two actions.
◦ The trace:
T0( f ) =
∫
Ω
dP(ω) tr
(
f (ω)
)
, f ∈CN(Ω) . (3.7)
This trace is faithful (because P has full topological support), normalized and
invariant w.r.t. the τ-action.
3.2 Algebra of Covariant Physical Observables
As already mentioned at the end Section 1.1, the classical dynamical system
(Ω ,τ,Zd) has a canonical crossed product algebra CN(Ω)oτ Zd associated to
it, whose representations coincide with the covariant representations of the C∗-
dynamical system defined above [30]. The algebra of physical observables for disor-
dered crystals in magnetic fields is given precisely by such crossed product algebras,
but with the action twisted by the magnetic field. Below we introduce this twisted
crossed product algebra in a form taken from [26], which we found to be preferred
by physicists.
Definition 3.7. The algebra of bulk physical observables is defined as the universal
C∗-algebra:
Ad =C∗
(
CN(Ω),u1, . . . ,ud
)
generated by the elements of CN(Ω) and by additional d elements, satisfying the
commutation relations:
u ju∗j = u
∗
ju j = 1, j = 1, . . . ,d ,
uiu j = eiφi j u jui , i, j = 1, . . . ,d ,
f u j = u j τe j( f ) = u j( f ◦ τe j) , ∀ f ∈CN(Ω), j = 1, . . . ,d .
A generic element of Ad can be presented as:
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a = ∑
x∈Zd
ax ux , ax ∈CN(Ω) , ux = e i2 ∑i< j Φi jxix j ux11 . . .uxdd , (3.8)
where the coefficients ax have a certain decay with x and the infinite sum must
be interpreted as explained below. The monomials ux in (3.8) obey the following
commutations relations:
uxuy = e2ix∧yuyux = eix∧yux+y , ∀ x,y ∈ Zd , (3.9)
and
u∗x = u−x , ∀ x ∈ Zd . (3.10)
The presentation of Ad given in (3.8) was called the symmetric presentation in
[34] because it is associated with the magnetic operators written in the symmet-
ric gauge. A Landau presentation associated with the Landau gauge representation
of the magnetic operators can be introduced too [34], by replacing the monomial
ux with u
x1
1 . . .u
xd
d . This presentation is preferred when dealing with systems with a
boundary but, since here we deal exclusively with bulk systems, the Landau presen-
tation will not be used at all.
If a,a′ ∈Ad , then their product is explicitly given by:
aa′ = ∑
x∈Zd
(
∑
y∈Zd
eiy∧x ay (a′x−y ◦ τ−y)
)
ux , (3.11)
which can be derived directly from the commutation relations. This is another way to
see that Ad is indeed the twisted crossed product CN(Ω)o
φ
τ Zd [18]. The conjugate
of a generic element can be computed as follows:
a∗ = ∑
x∈Zd
u∗x a
∗
x = ∑
x∈Zd
(a∗x ◦ τx)u∗x = ∑
x∈Zd
(a∗x ◦ τx)u−x = ∑
x∈Zd
(a∗−x ◦ τ−x)ux . (3.12)
Proposition 3.8 (Canonical Representation [34]). The following relations define
a field {piω}ω∈Ω of continuous P-almost surely faithful ∗-representations of Ad on
the Hilbert space CN⊗ `2(Zd):
piω(u j) = I⊗U j , j = 1, . . . ,d , (3.13)
piω( f ) = ∑
x∈Zd
f (τxω)⊗|x〉〈x| , ∀ f ∈CN(Ω) . (3.14)
Proof. It is fairly elementary to check that piω preserves the commutation relations
[34]. We would like to comment, however, on the faithfulness of the representation.
Assume that piω( f ) = 0, which can happen if and only if f (τxω) = 0 for all x ∈ Zd .
Given the ergodic nature of the action, for P-almost all ω , this implies that f cancels
on the entire Ω , excepting a possible subset of zero measure. Since the measure has
full topological support, f must be identically zero. Note that there areω’s for which
piω is not faithful. Indeed, let ω = {ω0}x∈Zd , for some ω0 ∈Ω0. Then there are non-
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constant continuous functions on Ω such that f (ω) = 0. Then piω( f ) = 0 and f 6= 0.
Note that the orbit of this particular ω is not dense in Ω . uunionsq
If an element is presented as in (3.8), then:
piω(a) = ∑
x,y∈Zd
ay(τxω)⊗|x〉〈x|Uy . (3.15)
Comparing this expression with the generic models (2.19), one can see that any
homogeneous disorder crystal model with coefficients from CN(Ω) can be generated
as the representation of some element from Ad .
Example 3.9. The generic Hamiltonian (2.19) is generated by the element:
h = ∑
y∈Zd
wy uy ∈Ad , (3.16)
while the Hamiltonian in (2.21) is generated by:
h = ∑
y∈Zd
(wy+ωα0 λ
α
y )uy ∈Ad , (3.17)
where ωα0 should be understood as the function on Ω which returns the component
ωα0 corresponding to x = 0 of ω . 
The universal algebras are definitely remarkable in many respects but we should
recall that their C∗-norm is defined in a very abstract manner [7, p. 158]. In the
present context, due to amenability of the Zd group, the norm of Ad can be charac-
terized quite concretely as:
‖a‖= sup
ω∈Ω
‖piω(a)‖ , (3.18)
where the norm appearing on the right is the operator norm over CN ⊗ `2(Zd). One
of the simplest consequences of this observation is the fact that:
‖ f‖Ad = ‖ f‖CN(Ω) , ∀ f ∈CN(Ω)⊂Ad . (3.19)
In other words, the imbedding of CN(Ω) in Ad is isometric.
3.3 Fourier Calculus
One can exploit the fact that the commutation relations in Definition 3.7 are invariant
w.r.t. multiplications by phase factors. This together with universality of the algebra
has far reaching consequences, as explained below.
Proposition 3.10 ([18]). Let λ = (λ1, . . . ,λd) ∈ Td and consider the following ac-
tion of the torus on the unitary generators:
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u j 7→ λ−1j u j , j = 1, . . . ,d . (3.20)
Then this torus action can be extended to a continuous group {ρλ}λ∈Td of automor-
phism on the whole Ad .
Proof. The twisted unitary elements satisfy the same commutations relations as the
ones in Definition 3.7. LetAd(λ ) be the algebra generated by CN(Ω) and the twisted
u j’s. From the universality property, there exists a homomorphism ρλ between Ad
and Ad(λ ) such that ρλ (u j) = λ−1j u j. But the two algebras are in fact identical.
Reversing the role between the twisted and un-twisted u j’s, we obtain a homomor-
phism fromAd(λ ) toAd which is the inverse of ρλ . Hence, ρλ is an automorphism.
The group property and continuity follow from similar considerations. uunionsq
Remark 3.11. The group of automorphisms introduced above are in fact U(1)-gauge
transformations, and the latter are associated with the electric charge. For this rea-
son, the calculus developed on this basis (see below) is relevant for the charge trans-
port physics. In a theory where other charges are conserved, one will have to go
beyond what is presented here. 
Definition 3.12 ([18]). The Fourier coefficients of an element a ∈ Ad are define by
the Riemann integral:
Φx(a) =
[∫
Td
dµ(λ )λ xρλ (a)
]
u∗x , λ
x = λ x11 . . .λ
xd
d , x ∈ Zd , (3.21)
where µ is the normalized Haar measure of the torus.
All Fourier coefficients take values in CN(Ω). In particular, Φ0 has the following
properties:
Φ0( f a f ′) = fΦ0(a) f ′ , ∀ f , f ′ ∈CN(Ω) ; (3.22)
Φ0( f ) = f , ∀ f ∈CN(Ω) . (3.23)
In other words, Φ0 is a CN(Ω)-bimodule map which reduces to the identity map
over CN(Ω), hence Φ0 is an expectation from Ad to CN(Ω). This expectation can
be shown to be continuous and faithful [18]. This observation will play a central
role later.
Proposition 3.13 ([18]). For a generic element a ∈Ad , the Cesa`ro sums:
a(L) = ∑
x∈VL
d
∏
j=1
(
1− |x j|
L+1
)
Φx(a)ux , (3.24)
with VL = {−L, . . . ,L}d , converge in norm to a as L→∞. In particular, two elements
of the algebra with identical Fourier coefficients coincide.
The above statement enables us to present the elements of Ad by the formal infi-
nite series (3.8). It now becomes evident that ax are nothing but the Fourier coeffi-
cients and that the formal infinite sums should be interpreted as a Fourier expansion.
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From their very definition (3.21) and from relation (3.19), it follows that:
‖ax‖ ≤ ‖a‖ , ∀ x ∈ Zd . (3.25)
This simple observation will be used later.
Let us conclude the Section with a remark intended to highlight the generality of
the concepts introduced here. The Fourier calculus is available whenever there is a
continuous action of the torus on a C∗-algebra, sometime also called a gauge action.
This is amply discussed and exemplified in [11]. For example, such an action exists
when one is dealing with an universal algebra and the defining commutation rela-
tions are invariant to U(1) twists. In this more general context, CN(Ω) is replaced
by the fixed point algebra, i.e. the sub-algebra which is left invariant by the torus
action. Note that the fixed point algebra can be non-commutative. The Fourier coef-
ficients induce a grading on the original algebra and this can be exploited to build a
differential calculus as explained next.
3.4 Differential Calculus
The Fourier calculus over the algebra of bulk observables generates a system of
unbounded closed ∗-derivations ∂ = (∂1, . . . ,∂d) and a faithful continuous trace.
They will replace the classical differential calculus over the classical Brillouin torus.
In the light of the last remark, such non-commutative differential calculus is always
available for algebras which accept continuous torus actions. Applications along
this line can be found in [31, 35, 8, 9] for crossed product algebras, in [27, 28, 29]
for graph algebras, in [12] for Cuntz algebras, in [13] for the SUq(2) algebra and
in [10, 43] for high-energy physics. An overarching study of these aspects can be
found in [11, Ch. 5]. It is then our hope that the numerical algorithms presented here
will find further generalizations and applications.
Definition 3.14. In the following, Cn(Ad) ⊂ Ad will denote the linear subspaces
spanned by those elements a ∈Ad for which the automorphisms ρλ (a) are n-times
differentiable of λ .
Remark 3.15. These linear subspaces are non-empty and in fact are dense inAd . For
example, they all contain the sub-algebra of polynomials ∑|x|<R axux, R < ∞. 
Definition 3.16. The non-commutative derivations are defined over C1(Ad) as the
generators of the automorphisms ρλ . Their actions are given explicitly by:
∂ ja = ∂ j ∑
x∈Zd
ax ux = − i ∑
x∈Zd
x j ax ux , a ∈C1(Ad) . (3.26)
The derivations commute with each other and they satisfy the Leibniz rule:
∂ j(aa′) = (∂ ja)a′ + a(∂ ja′) , a, a′ ∈C1(Ad) , j = 1, . . . ,d . (3.27)
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Furthermore, their canonical representations on CN ⊗ `2(Zd) are nothing but the
commutators with the components of the position operator:
piω(∂ ja) = i
[
piω(a), I⊗X j
]
, j = 1, . . . ,d . (3.28)
If the disorder and the magnetic field are turned off, then ∂ reduces to ∂k, the deriva-
tions w.r.t. quasi-momentum encountered in Section 2.4. Below we showcase sev-
eral simple but useful calculations.
Exercise 3.17. The Leibniz rule can be used to derive useful identities. One of them
is:
∂ ja−1 =−a−1(∂ ja)a−1 , (3.29)
whenever a is invertible and a ∈ C1(Ad). The identity shows that a−1 ∈ C1(Ad)
whenever a ∈C1(Ad) is invertible. It follows formally from:
0 = ∂ j1 = ∂ j(aa−1) = (∂ ja)a−1+a(∂ ja−1) , (3.30)
after solving for ∂ ja−1. This identity comes in handy when one needs to compute
the derivative of the resolvent (z−h)−1 of a Hamiltonian h ∈C1(Ad). 
Exercise 3.18. As we have already seen, the topological invariants involve deriva-
tives of spectral projectors. Let h ∈ Ad be of finite range and assume h has gap in
its spectrum. Then the projection onto the lower part of the spectrum belongs to
C1(Ad) and can be computed by Riesz formula:
p = 12pii
∫
C
dz (z−h)−1 . (3.31)
Then the above identity gives:
∂ j p = 12pii
∫
C
dz (z−h)−1(∂ jh)(z−h)−1 . (3.32)
Such formula is useful in theory but no so much in applications because the con-
tour integrals are difficult to evaluate numerically. Other useful identities involving
projections are:
p(∂ j p)p = (1− p)(∂ j p)(1− p) = 0, j = 1, . . .d , (3.33)
which follow from ∂ j
(
p(1− p))= 0 after applying the Leibniz rule. 
Exercise 3.19. Another useful identity is the binomial formula for higher deriva-
tions:
∂ nj (aa
′) =
n
∑
k=0
(
n
k
)
(∂ kj a)(∂
n−k
j a
′) , (3.34)
which is a direct consequence of the Leibniz rule. As in the classical case, this
identity can be straightforwardly generalized to multi-indices. 
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The Fourier calculus also defines a faithful continuous trace over Ad . Indeed, if
we combine the faithful and continuous expectation Φ0 from Ad to CN(Ω) with the
continuous and normalized trace over CN(Ω), we obtain:
Proposition 3.20. The algebraAd accepts a canonical continuous and faithful trace:
T(a) = T0
(
Φ0(a)
)
=
∫
Ω
dP(ω) tr
(
Φ0(a)(ω)
)
. (3.35)
If the element is already decomposed as in (3.8), then its trace is just:
T(a) =
∫
Ω
dP(ω) tr
(
a0(ω)
)
. (3.36)
The trace is normalized, T(1) = 1, and invariant w.r.t. the automorphisms ρλ .
Its physical meaning can be understood from Birkhoff’s ergodic theorem. Indeed,
it follows directly from Proposition 2.5 that T is actually equal to the trace per unit
volume:
T(a) = lim
V→Zd
trV
(
ΠV piω(a)Π∗V
)
. (3.37)
This equality holds for P-almost all ω . Furthermore, if the magnetic field and disor-
der are turned off, then T becomes the usual integration over the classical Brilllouin
torus,
∫
Td
dk
(2pi)d tr( ).
The triple (Ad ,∂ ,T) is often referred to as a non-commutative differential mani-
fold. It represents the natural replacement of the classical Brillouin torus hence the
name non-commutative Brillouin torus given by Bellissard. Since the trace is in-
variant w.r.t. the automorphisms ρλ , it follows automatically that T(∂ ja) = 0 for
all a ∈C1(Ad) and j = 1, . . . ,d, which implies that the non-commutative Brillouin
torus has no boundary.
Exercise 3.21. A trace is said to be faithful if T(a) = 0 implies a = 0 for any posi-
tive element a ∈ Ad . The latter means a is self-adjoint with non-negative spectrum
or, equivalently, that a = bb∗ for some b ∈ Ad [7]. Then we can compute the 0-th
Fourier coefficient explicitly using (3.11) and (3.12), a0 = ∑y∈Zd byb∗y , and:
T(a) = ∑
y∈Zd
∫
Ω
dP(ω) tr
(
by(ω)b∗y(ω)
)
= ∑
y∈Zd
T0
(|by|2) . (3.38)
Since the terms inside the sum are all positive, T(a) = 0 implies that every term of
the last sum is zero and, since T0 is faithful, we conclude that each by is zero. The
conclusion is that indeed T is faithful. 
3.5 Smooth Sub-Algebra
The following sub-algebra plays a central role in our numerical program.
3.5 Smooth Sub-Algebra 33
Proposition 3.22. The space of infinitely differentiable elements:
A∞d = C
∞(Ad) =
⋂
n≥1
Cn(Ad) , (3.39)
when endowed with the topology induced by the seminorms:
‖a‖α = ‖∂αa‖ , ∂α = ∂α11 · · ·∂αdd , α = (α1, . . .αd) , (3.40)
becomes a dense Fre´chet sub-algebra of Ad , which is stable under holomorphic
calculus. The norm appearing on the right in (3.40) is the C∗-norm of Ad .
Stability w.r.t. the holomorphic calculus refers to the property that if a ∈ A∞d is
invertible in Ad , then its inverse a−1 actually belongs to A∞d . This property plays an
important role in Alain Connes’ non-commutative geometry because the cyclic co-
homology of C∗-algebras is more naturally defined over locally convex sub-algebras
[17, Ch. 3]. In our context, this is relevant because the pairing between cyclic co-
homology and K-theory provides all (weak and strong) topological invariants [34].
The holomorphic stability ensures that the K-theories of the Freche´t sub-algebras
coincide with those of the original C∗-algebras [17]. As it will become more clear
later, the holomorphic stability of the smooth sub-algebra can be exploited quite
efficiently inside our computational program.
Proposition 3.23 ([34]). The smooth algebra can be characterized as follows. If
a ∈A∞d , then its Fourier coefficients have the fast decay property:
|xα |‖ax‖CN(Ω) ≤ ‖∂αa‖< ∞, xα = xα1 . . .xαd . (3.41)
Conversely, if for any multi-index α:
|xα |‖ax‖CN(Ω) < ∞ , (3.42)
uniformly in x ∈ Zd , then a ∈A∞d .
The value for our computational program of all the above is in that, if we take h
from A∞d and if G is any holomorphic function in a neighborhood of its spectrum,
then G(h) belongs automatically to A∞d and its Fourier coefficients have the rapid
decay property described in Proposition 3.23. Furthermore, note thatA∞d is invariant
w.r.t. the derivations ∂ , hence we can conclude at once that generic products:
∂αGα(h)∂ βGβ (h) . . . (3.43)
belong to A∞d , hence their Fourier coefficients have the rapid decay property. We
can actually show that all of the above are valid not only under the holomorphic
but also under the C∞-functional calculus (with self-adjoint elements). While the
former is standard in non-commutative geometry, the latter is not and has to be
treated with care. The key to this extension is a functional calculus with smooth
functions introduced by Dynkin [21] and rediscovered by Helfffer and Shostrand
[23] (see also [19]).
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Proposition 3.24 ([21, 23, 19]). Let G : R→ C be a smooth function with support
in an interval and let D be a finite open neighborhood in the complex plane of this
interval. Then for any K ∈ N, one can construct a function GK :D→ C such that:
(i) GK(z, z¯) = G(z) when z ∈ R;
(ii) |∂z¯ GK(z, z¯)| ≤ AK |Im z|K , AK < ∞.
Furthermore:
G(h) = 12pi
∫
D
d2z ∂z¯ GK(z, z¯)(h− z)−1 , (3.44)
for any self-adjoint element h ∈Ad .
Proposition 3.25. The sub-algebra A∞d is stable under the smooth functional calcu-
lus with self-adjoint operators.
Proof. Let h ∈ A∞d be self-adjoint and G be a smooth function on σ(h). Our task
is to show that G(h) ∈ A∞d , that is, ‖∂αG(h)‖< ∞ for all multi-indices α . Let K =
|α|+1 and choose GK as in Proposition 3.24. By applying the rules of calculus from
Exercises 3.17 and 3.19 on (3.44), we can see that ∂αG(h) can be expressed as a
finite sum of terms like:
1
2pi
∫
D
d2z ∂z¯ GK(z, z¯)(h− z)−β1 (∂ γ1h)(h− z)−β2 (∂ γ2h) . . . , (3.45)
where |β1|+ |β2| . . . ≤ |α|+ 1 and |γ1|+ |γ2| . . . = |α|. By using the elementary
estimate ‖(h− z)−1‖ ≤ |Im z|−1, we obtain at once:
‖∂αG(h)‖ ≤ ct.
∫
D
d2z |GK(z, z¯)||Imz|−K . (3.46)
The integrand is finite due to property (ii) in Proposition 3.24 and the affirmation
follows. uunionsq
Recall that the Fermi projection is defined by the functional calculus with a dis-
continuous function, pF = χ(h≤ εF). However, if the Fermi energy happens to fall
in a spectral gap of h, than we can deform the discontinuous function in a smooth
one and, as a consequence, the Fermi projection belongs to A∞d .
3.6 Sobolev Spaces
Here we introduced the non-commutative Sobolev spaces and define the associated
Freche´t algebra A¯∞d . As opposed to the smooth algebra, A¯
∞
d is stable w.r.t. the Borel
functional calculus with Anderson localized self-adjoint elements. Here, Anderson
localization will be synonymous with the Aizenman-Molchanov bound [2, 3] stated
in (2.24). Let us first introduce and characterize the non-commutative Lp-spaces.
Definition 3.26. Let |a| = √a∗a denote the absolute value of an element a ∈ Ad .
Then the completion of Ad under the norm:
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‖a‖p = T (|a|p)
1
p , p ∈ [1,∞] , (3.47)
defines the non-commutative Lp(Ad ,T) Banach space.
For f ∈CN(Ω)⊂Ad , we have:
‖ f‖p = T0
(| f |p) 1p , (3.48)
hence the closure of CN(Ω) ⊂ Ad in Lp(Ad ,T) is precisely Lp(CN(Ω),T0). This
suggests that the non-commutative Lp-spaces are generated by Lp(CN(Ω),T0) and
by the unitary elements u j, j = 1, . . .d. That this is indeed the case can be seen as
follows. First, the linear maps ρλ from Section 3.3 can be extended by continuity
over the non-commutative Lp-spaces. Furthermore, note that |au| = u∗|a|u, hence
|au|p = u∗|a|pu and, consequently, ‖au‖p = ‖a‖p for any a,u ∈ Ad with u unitary.
Using (3.21):
T0
(|Φx(a)|p) 1p = ∥∥∥[∫
Td
dµ(λ )λ xρλ (a)
]
u∗x
∥∥∥
p
(3.49)
≤
∫
Td
|dµ(λ )|‖ρλ (a)‖p ≤ ct.‖a‖p .
Hence the linear map Φx can be extended by continuity from Ad to Lp(A,T), and
this extension indeed takes values in Lp(CN(Ω),T0). As before, it follows that two
elements with same Fourier coefficients necessarily coincide. Among other things,
this provide the following useful upper bound on the Lp-norms.
Proposition 3.27 ([34]). Let a ∈ Lp(Ad ,T) and assume p is integer. Then
‖a‖p ≤ 2 ∑
x∈Zd
T0
(|ax|p) 1p , (3.50)
where ax is the Fourier coefficient at x.
In general, the Lp-spaces are not closed under multiplication, hence they are not
algebras, but only Banach spaces. The non-commutative version of Ho¨lder’s in-
equality is a useful tool in this respect:
‖a1 · · ·ak‖p ≤ ‖a1‖p1 · · ·‖ak‖pk ,
1
p1
+ . . . +
1
pk
=
1
p
. (3.51)
As one can see, (3.51) enables one to make sense of the products of elements from
different Lp-spaces, such as the one on the l.h.s. of (3.51), as elements of lower
Lp-spaces. Taking some of the f ’s in (3.51) to be the identity in Ad , the following
sequence of inclusions can be derived:
L∞(Ad ,T)⊂ . . .⊂ Lp(Ad ,T)⊂ . . .⊂ L1(Ad ,T) . (3.52)
One should be aware that this chain of inclusions does not apply to C∗-algebras
without a unit.
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There is one important exception to the above rule. Indeed, the space L∞(Ad ,T)
is closed under the multiplication. It represents the weak von Neumann closure of
Ad when the elements of the latter are viewed as multiplication operators on the
Hilbert space L2(Ad ,T). This weak closure can be characterized more concretely
[16] as the closure of Ad under the norm:
‖a‖∞ = P−esssup
ω∈Ω
‖piω(a)‖ . (3.53)
Since von Neumann algebras are stable under the Borel functional calculus, the
Fermi projections and Fermi unitary operators belong to L∞(Ad ,T), regardless
of the existence of spectral or mobility gaps at the Fermi level. The topology of
L∞(Ad ,T) is, however, too strong to be useful just by itself, in the strong disorder
regime. For example, the Fermi projections do not vary continuously w.r.t. ‖ · ‖L∞
when the coefficients of the models are deformed continuously in CN(Ω), even
when the Fermi level is located in a region of Anderson localized spectrum. This
is another reason for introducing the non-commutative Sobolev spaces.
Definition 3.28 ([34]). The Sobolev spaces Wr,p(A,T0) are defined as the Banach
spaces obtained as the closure of A∞d ⊂ L∞(Ad ,T) under the norms:
‖a‖r,p = ∑
x∈Zd
(
1+ |x|)r T0(|ax|p) 1p , r ∈ N , p ∈ N+ . (3.54)
Definition 3.29. The algebra A¯∞d is defined as the Freche´t algebra defined by the
closure of A∞d ⊂ L∞(Ad ,T) in the topology defined by the norms ‖ ‖r,p, r ∈ N,
p ∈ N+.
As we already anticipated, the Sobolev spaces are an essential tool for the regime
of strong disorder. But first a definition.
Definition 3.30. Let h be a self-adjoint element of Ad . The spectrum in an open
interval ∆ ⊂ σ(h) is said to be Anderson localized if:∫
Ω
dP(ω)
∥∥(h− z)−1x (ω)∥∥s ≤ As(δ )e−γs(δ )|x| , s ∈ (0,1), δ > 0 , (3.55)
uniformly for all z∈C\σ(h)with dist(z,σ(h)\∆)≥ δ .Above, As(δ ) and γs(δ ) are
finite positive constants which depend parametrically on s and δ but are independent
of x.
The above definition is a convenient reformulation of the Aizenman-Molchanov
bound [1, 2, 3] stated in (2.24). In the physics jargon, such an interval is called a
mobility gap because the diagonal transport coefficients vanish whenever the Fermi
level resides in such interval [3]. Note that the bound (3.55), at least for finite range
Hamiltonians (i.e. those with hx = 0 if x outside a compact subset), applies automati-
cally to any interval ∆ which is outside the spectrum. Hence, we require specifically
that ∆ ⊂ σ(h) in order to distinguish a mobility gap from an ordinary gap in the
spectrum.
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Proposition 3.31. Let h∈Ad be a self-adjoint element with a mobility gap ∆ . Then,
G(h) ∈ A¯∞d for any Borel function G with support in ∆ .
Proof. We will show that the step function sgn(h−µ) belongs to A¯∞d for all µ ∈ ∆ .
Since such step functions generate the Borel calculus, the affirmation will follow.
Let us begin by proving the useful relation:∥∥∥∫
C
dz G(z)(h− z)−1
∥∥∥
r,p
≤
∫
C
|dz| |G(z)||Imz|1−s
∥∥(h− z)−1∥∥sr,sp , (3.56)
where C is any contour in the complex plane such that Γ ∩σ(h) = /0. In (3.56), s can
be taken arbitrarily small, hence sp is not restricted to [1,∞) as in 3.54. The proof
of (3.56) starts from the observation that ‖(h− z)−1‖ ≤ 1|Imz| , which automatically
implies that all Fourier coefficients obey:∥∥(h− z)−1x (ω)∥∥≤ ∥∥(h− z)−1∥∥≤ 1|Imz| . (3.57)
Then: ∥∥(h− z)−1x (ω)∥∥≤ 1|Imz|1−s ∥∥(h− z)−1x (ω)∥∥s , (3.58)
and (3.56) follows.
Next, we consider two contours in the complex plane, C±ε ∈ C \ σ(h), which
start at µ ∓ iε and end at µ ± iε , respectively, and Re(z− µ) ≥ 0 for z ∈ C+ε while
Re(z−µ)≤ 0 for z ∈ C−ε . We will show that:
lim
ε↘0
i
2pi
∫
C±ε
dz (h− z)−1 ∈Wr,p(Ad ,T0) . (3.59)
It will be convenient to introduce the notation:
a±(ε) = i2pi
∫
C±ε
dz (h− z)−1 ∈A∞d , (3.60)
and let us consider 0 < ε1 < ε2 < ε . Then:
a±(ε1)−a±(ε2) =∓ i2pi
∫ ε2
ε1
dw
(
(h−µ− iw)−1− (h−µ+ iw)−1
)
. (3.61)
By applying (3.56), we obtain:∥∥∥∫ ε2
ε1
dw (h−µ± iw)−1
∥∥∥
r,p
≤
∫ ε2
ε1
dw
w1−s
∥∥(h−µ± iw)−1∥∥sr,sp , (3.62)
and we take s < 1p so that we can apply (3.55). Then:
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ε1
dw (h−µ± iw)−1dz
∥∥∥
r,p
(3.63)
≤ s(εs2− εs1) p
√
Asp(δ ) ∑
q∈Zd
(1+ |q|)re− 1pβsp(δ )|q|,
where δ = dist(µ,σ(h) \∆). The remaining sum is convergent for any r ∈ N and
p ∈ [1,∞), hence we established that:
‖a±(ε1)−a±(ε2)‖r,p ≤ ct.(εs2− εs1)→ 0 as ε ↘ 0, (3.64)
therefore a±(ε) defines Cauchy sequences w.r.t. the Sobolev norms and, conse-
quently, a±(ε) have a limit in Wr,p(Ad ,T0).
In the second step of the proof, we consider an approximate sign function:
sgnε(t) = tanh(t/ε) , limε↘0
signε(t) = sign(t) , (3.65)
and show that:
sgnε(h−µ)−a+
(piε
4
)
+a−
(piε
4
)→ 0 as ε ↘ 0 , (3.66)
where the limit is w.r.t. any of the Sobolev norms. We will express sgnε(h−µ) using
the holomorphic calculus. For this, we consider the contour Cε = C+piε
4
∪C−piε
4
, which
encircles σ(h) and avoids the poles of tanh
(
(z− µ)/ε), located at µ + ε(n+ 12 )pi ,
n ∈ Z, and write:
sgnε(h−µ) = i2pi
∫
Cε
dz tanh
( z−µ
ε
)
(h− z)−1 . (3.67)
Then (3.66) becomes:
i
2pi
∫
C+piε
4
dz
(
tanh
(
z−µ
ε
)
−1
)
(h− z)−1 (3.68)
+ i2pi
∫
C−piε
4
dz
(
tanh
(
z−µ
ε
)
+1
)
(h− z)−1.
By applying (3.56) and choosing again s < 1p :∥∥∥∫
C±piε
4
dz
(
tanh
( z−µ
ε
)
∓1
)
(h− z)−1
∥∥∥
r,p
(3.69)
≤ p
√
Asp(δ±ε )
(
∑
q∈Zk
(1+ |q|)re− 1pβsp(δ±ε )|q|
)
×
∫
C±piε
4
|dz| | tanh
(
(z−µ)/ε)∓1|
|Imz|1−s ,
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where δ±ε = dist
(
C±piε
4
,σ(h) \ ∆). These δ ’s converge to a finite value as ε ↘ 0,
hence the exponential factor inside the sum is present for all ε > 0. Furthermore,
tanh(z/ε)→ ±1 point-wisely in the right/left complex semi-planes, respectively,
and the singularity |Imz|s−1 is integrable. The immediate conclusion is that, indeed,
the Sobolev norm of (3.66) goes to zero as ε ↘ 0. As a consequence, sgn(h−µ) ∈
Wr,p(A,T0). uunionsq
Corollary 3.32. The Borel functional calculus with self-adjoint elements from A∞d
lands in A¯∞d , provided the Borel functions are smooth away from the mobility gaps
of the self-adjoint elements.
Proof. The statement follows by combining Propositions 3.31 and 3.24. uunionsq
Let us conclude this section by noticing that non-commutative Sobolev spaces
can be defined by closing the sub-algebra A∞d in the topology induced by the semi-
norms ‖∂αa‖p. The result is a closely related but nevertheless different family of
Sobolev spaces (see [34]). We will not use them at all here because the new defini-
tion formulated in 3.28 presents certain advantages.
3.7 Magnetic Derivations
In this Section we focus on the dependence of the calculations on the magnetic field.
One goal is to introduce the Ito-like derivations introduced by Bellissard [4, 5],
which already proved to be quite a formidable tool for the analysis of the energy
spectra [37] and computation of the linear and non-linear magneto-electric response
functions [25, 41, 34]. Our goal here is to provide the tools by which one can di-
agnose how smooth is a correlation functions as a function of the magnetic field.
The issue is relevant for the following reason. As it is well known, the entries in
the magnetic flux matrix φ become quantized when working on finite volumes (see
Section 4.4), hence the correlation functions can be computed in practice only for
discrete values of the magnetic field. Hence, continuity of these functions w.r.t. the
magnetic field is of central importance. The natural framework for this type of prob-
lems is that of continuous fields of C∗-algebras, which we introduce next, by fol-
lowing Dixmier’s monograph [20]. See also [44] for a more modern approach and a
slightly broader context.
Definition 3.33 ([20], p. 212). Let Σ be a compact topological space. A continuous
field E= ({E(t)}t∈Σ ,Γ ) of Banach spaces over Σ is a family {E(t)}t∈Σ of Banach
spaces, together with a set Γ ⊂∏t∈Σ E(t) of sections such that:
(i) Γ is a complex linear subspace of ∏t∈Σ E(t);
(ii) For every t ∈ Σ , the set s(t) for s ∈ Γ is dense in E(t);
(iii) For every section s ∈ Γ , the function t→‖s(t)‖ is continuous;
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(iv) Let s ∈∏t∈Σ E(t) be a section; if for every t ∈ Σ and every ε > 0, there exists
an s′ ∈Γ such that ‖s(t)−s′(t)‖ ≤ ε throughout some neighborhood of t, then
s ∈ Γ .
Definition 3.34 ([20], p. 218). Let Σ be a compact topological space. A continuous
field of C∗-algebras over Σ is a continuous field ({A(t)}t∈Σ ,Γ ) of Banach spaces,
such that each A(t) is being endowed with a multiplication and an involution with
which it is a C∗-algebra, and the space of sections Γ being closed under multiplica-
tion and involution.
The definition can be easily specialized to our context [4, 5], by considering
the family of C∗-algebras Ad(φ) over the torus Tnd , nd = d(d−1)2 , where the anti-
symmetric matrix φ lives. To be more precise, we will write the dependence of u j’s
on φ explicitly. As for the set of sections, we can take:
Γ =
{
s ∈ ∏
φ∈Tnd
Ad(φ), s(φ) = ∑
x∈Zd
ax(φ)ux(φ)
∣∣ ax ∈C(Tnd ,CN(Ω))} . (3.70)
Then
({Ad(φ)}φ∈Tnd ,Γ ) defines our field of C∗-algebras. Our next goal is to define
an action of a torus and construct the derivations w.r.t. φ as the generators of this
action. The construction is very natural but first we need one more standard result.
Proposition 3.35 ([20], p. 219). The set Γ becomes a C∗-algebra when endowed
with the natural algebraic operations and the norm:
‖s‖Γ = sup
φ∈Tnd
‖s(φ)‖Ad(φ) . (3.71)
Proposition 3.36. Let σξ be the natural action of Tnd on C
(
Tnd ,CN(Ω)
)
:
Tnd ×C(Tnd ,CN(Ω)) 3 (ξ , f ) 7→ σξ ( f ) , (σξ ( f ))(φ) = f (φ +ξ ) . (3.72)
Then this action can be naturally lifted to a continuous group of automorphisms on
Γ by:
σξ (s) = ∑
x∈Zd
σξ (ax)ux , ξ ∈ Tnd . (3.73)
Furthermore, the generators of this action are Bellissard’s derivations [4] w.r.t. the
magnetic field:
δφi js= ∑
x∈Zd
(∂φi j ax)ux . (3.74)
The derivations are defined over C1(Γ ), the subspace of Γ on which σξ is first order
differentiable. This space becomes a Banach space when endowed with the norm:
‖s‖1 = ‖s‖+
d
∑
j=1
‖∂ js‖+∑
i< j
‖δφi js‖ . (3.75)
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Proposition 3.37 (Rules of calculus). The δ -derivations satisfy the following iden-
tities:
(i) δφi j∂k = ∂kδφi j ;
(ii) (δφi js)∗ = δφi js∗;
(iii) δφi j(ss′) = (δφi js)s′+ s(δφi js′)− i2 (∂is∂ js′−∂ js∂is′);
(iv) ∂φi jT
(
s(φ)
)
= T
(
(δφi js)(φ)
)
.
As it is well known, the ordinary perturbation theory w.r.t. the magnetic field
cannot be used for magnetic Hamiltonians. This makes the computation of the re-
sponse functions w.r.t. the magnetic field very difficult when approached by tradi-
tional methods. With the above basic rules of calculus, however, these calculations
become straightforward. The examples below show this calculus in action.
Exercise 3.38. Let p ∈C1(Γ ) be a projection. Then
p(∂φi jp)p=
i
2p[∂ip,∂ jp] =
i
2 [∂ip,∂ jp]p . (3.76)
Observe that on the righthand side only the regular derivations appear. The identity
follows from:
0 = δφi j
(
p(1−p))= (δφi jp)(1−p)−p(δφi jp)− i2 (−∂ip∂ jp+∂ jp∂ip) , (3.77)
after multiplying from the right by p. 
Exercise 3.39. Let s ∈C1(Γ ) be invertible in Γ . Then s−1 ∈C1(Γ ) and:
δφi js
−1 = s−1
(−δφi js− i2 (∂iss−1 ∂ js−∂ jss−1 ∂is))s−1 . (3.78)
The identity is important because it gives an effective way to compute the magnetic
derivative for any holomorphic function G(s), or smooth function if s is self-adjoint.
The identity follows from:
0 = δφi j(ss
−1) = (δφi js)s
−1+ s(δφi js
−1)− i2 (∂is∂ js−1−∂ js∂is−1) , (3.79)
after applying the rule of calculus from Exercise 3.17. 
The rule (iv) of Proposition 3.37 gives us a simple tool to diagnose how smooth
a correlation function is.
Proposition 3.40. Assume that h ∈ A∞d and that its Fourier coefficients are k-times
differentiable w.r.t. the fluxes φ . Let G1, G2, . . . , be smooth functions on σ(h). Then:
T
(
∂αGα(h)∂ βGβ (h) . . .
)
(3.80)
is k-times differentiable w.r.t. the magnetic field.
42 3 Non-Commutative Brillouin Torus
Proof. Using the functional calculus from Proposition 3.24, it is clear that it is
enough to consider just products of the form:
∂α(zα −h)−1 ∂ β (zβ −h)−1 . . . . (3.81)
Using the rules of calculus from Proposition 3.37, one can expand the magnetic
derivations δ γ , |γ| = k, of (3.81) and convince himself that the final result depends
only on ∂ ρφ hx, |ρ| ≤ k. uunionsq
Note that the generic Hamiltonians (see Example 3.9) have Fourier coefficients
which are entirely independent of the magnetic field. In this case, the correlation
functions considered above are actually smooth w.r.t. to the magnetic field.
Remark 3.41. In the recent series of works [14, 15], the authors investigate the elec-
tronic properties of multi-layered materials, with the layers twisted relative to each
other. The issue of commensurate versus incommensurate twist angles considered
in these works is very similar to what has been discussed in this section. It will be
interesting to see if Ito-like derivations can be constructed for this context and if
the smoothness of the electronic properties w.r.t. the twist angles can be confirmed
using similar methods. 
3.8 Physics Formulas
At this point we have the entire formal calculus in place and perhaps it will be inter-
esting to see it in action right away. As such, we end this Chapter with a collection of
closed-form expressions for various physical coefficients, taken from the published
literature. Several of these formulas will be further discussed in the following Chap-
ters, and, for the ones that are not, we provide here citations to related numerical
works. Throughout, we will use physical units such that Boltzmann’s constant, the
electron charge, electron mass and Plank’s constant h¯ are all set to 1.
Example 3.42 (Finite-temperature Kubo-formula, [6, 39, 40]). Let us recall that the
linear conductivity tensor σˆ relates a uniform electric field E and the induced charge
current-density J in a solid, J = σˆE. Such linear relation between the electric field
and the charge current-density is typically observed at small E. In the presence of
disorder, magnetic fields and dissipation, and under suitable physical assumptions,
the conductivity tensor at temperature T accepts the following non-commutative
Kubo-formula:
σi j(εF ,T ) = 2piNT
(
(∂ih)(Γ +Lh)−1
(
∂ jΦFD(h)
))
. (3.82)
Throughout, the conductivity tensor will be expressed in the natural unit of e2/h. In
(3.82), ΦFD is the Fermi-Dirac distribution:
ΦFD(h) =
1
1+ e(h−εF )/T
, (3.83)
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Lh is the inner derivation Lh(a) = i[a,h], and Γ is a super-operator (i.e. a map on
Ad) called the dissipation super-operator. This Kubo-formula will be the subject of
Chapter 7. 
Remark 3.43. One difference with e.g. [6] can be readily spotted in (3.82), namely
the presence of N, the dimension of the fiber. It is there because we insisted on
working with normalized traces. For this same reason, the factor N appears in all
the physics formulas mentioned below. 
Example 3.44 (Even Chern numbers, [6, 32, 34]). The real-space formulas for the
even Chern numbers from Section 2.4 can be reformulated as (d = even):
Chd(p) =
(2pii)
d
2
d
2 !
N ∑
ρ∈Sd
(−1)ρ T
(
p
d
∏
j=1
∂ρ j p
)
, p2 = p∗ = p . (3.84)
More generally, if I ⊆ {1,2, . . . ,d} is an ordered subset such that its cardinality |I|
is even, then one can also define the lower even Chern numbers:
ChI(p) =
(2pii)
|I|
2
|I|
2 !
N ∑
ρ∈SI
(−1)ρ T
(
p
|I|
∏
j=1
∂ρ j p
)
, p2 = p∗ = p . (3.85)
It follows from [34] that ChI , I ⊆ {1, . . . ,d}, |I| = even, define a complete set of
topological invariants for class A, in the sense that knowing their 2d−1 numerical
values is necessary and sufficient to locate the Fermi projection pF in the K0-group
of Ad . As already mentioned, one of the main results of Ref. [6] is the following
connection between the lowest even Chern numbers of the Fermi projection and the
Kubo-formula for conductivity:
Ch{i, j}(pF) = lim
T,Γ→0
σi j(εF ,T,Γ ) . (3.86)
Then the physical interpretation of the higher Chern numbers follows from the fol-
lowing generalized Streda formula:
∂φi j ChI(pF) =
1
2pi
Ch{i, j}∪I(pF) , I∩{i, j}= /0 , (3.87)
which was proven in [34] using the rules of calculus from Proposition 3.37. Starting
from the lower Chern numbers and applying the generalized Streda multiple times,
one can conclude as in (2.35) that the even topological invariants are connected to
the linear and non-linear magneto-electric transport coefficients at zero temperature.

Example 3.45 (Odd Chern Numbers, [33, 34]). Similarly, the real-space formulas
for the odd Chern numbers from Section 2.4 can be reformulated as (d = odd):
Chd(u) =
i(ipi)
d−1
2
d!! N ∑
ρ∈Sd
(−1)ρ T
( d
∏
j=1
u∗∂ρ j u
)
, uu∗ = u∗u = 1 , (3.88)
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and lower odd Chern numbers can be introduced as (|I|= odd):
ChI(u) =
i(ipi)
|I|−1
2
|I|!! N ∑
ρ∈SI
(−1)ρ T
( |I|
∏
j=1
u∗∂ρ j u
)
, uu∗ = u∗u = 1 . (3.89)
It follows from [34] that ChI(uF), I ⊆ {1, . . . ,d}, |I| = odd, define a complete set
of invariants for class AIII, in the sense that knowing their 2d−1 numerical values
is necessary and sufficient to locate the Fermi unitary operator uF in the K1-group
of Ad . As for the physical interpretation of the invariants, the lowest odd Chern
numebers Ch{ j}(uF), j = 1, . . . ,d, are identical with the components of the macro-
scopic vector of the so called chiral polarization [34]. The generalized Streda for-
mula (3.87) holds for the odd case too, and by iterating this formula one then con-
cludes as in (2.40) that the odd topological invariants are connected with the chiral
linear and non-linear magneto-electric response coefficients. 
Example 3.46 (Electric polarization, [41]). The adiabatic change of the macro-
scopic vector of electric polarization P, e.g. under a mechanical deformation of the
crystal, accepts the formula:
∆P = iN
∫ T
0
dt T
(
pF(t)[∂t pF(t),∂ pF(t)]
)
. (3.90)
Numerical calculations of the macroscopic polarization based on (3.90) can be
found in [42]. 
Example 3.47 (Orbital magnetization, [41]). The macroscopic vector of magnetiza-
tion accepts the formula:
M j = i2 NT
(|h− εF |[∂ j+1 pF ,∂ j+2 pF ]) . (3.91)
Example 3.48 (Magneto-electric response, [25, 34]). The magneto-electric response
tensor is defined as:
αi j =
∂Pi
∂B j
=
∂Mi
∂E j
, (3.92)
where P and M are the macroscopic vectors of electrical polarization and mag-
netization, already introduced above, while B and E are the vectors of a uniform
magnetic and electric field, respectively. The adiabatic variation of the isotropic part
α = 1d ∑
d
i=1αii accepts the formula:
∆α = 12 N
∫ T
0
dt ∑
ρ∈Sd
(−1)ρ T(pF d+1∏
i=1
∂ρi pF
)
, (3.93)
where the d + 1 dimension is the time axis. As one can see, if the system is taken
in an adiabatic cycle, then the right-hand side becomes the top even Chern number
in dimension d+1 (provided d is odd). In the presence of time-reversal invariance,
this can be used to demonstrate that α can take only integer or half-integer values
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which gives the Z2 classification of the AII class in odd dimensions [36]. Numerical
computations of the magneto-electric response function base on (3.93) can be found
in [24]. 
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Chapter 4
Auxiliary C∗-Algebras
Abstract This Chapter introduces and characterizes the approximating algebras
used later to define the canonical finite-volume approximations and to analyze the
numerical errors. In particular, the approximating finite algebra generates the or-
dinary finite super-cell models with periodic boundary conditions, which are com-
monly used in the numerical investigations. Formalizing them in an algebraic set-
ting will enable us to bridge more naturally with the thermodynamic limit, to put
forward a canonical finite-volume approximation and to ultimately resolve the error
estimates with minimal effort. Several key ideas of the Chapter already appeared in
[3] but other are reported here for the first time.
4.1 Periodic Disorder Configurations
We start by defining the space of periodic disorder configurations Ω˜ and by estab-
lishing connections between Ω˜ and Ω , and between the algebras related with the
two spaces. In the following, we denote by VL the cube in Zd centered at the origin
and defined by |x j| ≤ L, j = 1, . . . ,d, L ∈N. It will be often referred to as the super-
cell, for obvious reasons. Note that |VL|= (2L+1)d and this somewhat odd choice
is because we want the super-cell to be balanced, i.e. if x ∈VL than also −x ∈VL.
Definition 4.1. The topological space Ω˜ of (2L+ 1)-periodic disorder configura-
tions is defined as the closed subset of Ω :
Ω˜ =
{
ω˜ ∈Ω ∣∣τ2L+1j ω˜ = ω˜, j = 1, . . . ,d} . (4.1)
This topological sub-space is invariant w.r.t. the τ-action and the restriction of this
action to Ω˜ will be denoted by τ˜ .
When the size of the super-cell needs to be specified explicitly, we will use the
more pointed notation Ω˜L. Next, we endow Ω˜ with a natural τ˜-invariant probability
measure of full support.
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Definition 4.2. Let q˜ : Ω → Ω˜ ⊂ Ω be defined by q˜ω = ω˜ , where ω˜ is the unique
point of Ω˜ such that ω˜x = ωx for all x ∈ VL. Then q˜ is continuous, because the
elementary maps Ω 3 ω → ωx ∈ Ω0 are continuous for the product topology on
Ω , and q˜ is also onto and idempotent. We endow the topological space Ω˜ with the
push-forward measure P˜= q˜∗P, or equivalently:∫
Ω˜
dP˜(ω˜) f˜ (ω˜) =
∫
Ω
dP(ω) f˜ (q˜ω) , ∀ f˜ ∈C(Ω˜) . (4.2)
Since q˜ is onto, the measure has full support and P˜(Ω˜) = 1.
Remark 4.3. The invariance of the measure dP˜ against the τ˜-action does not follow
solely from the invariance of the parent dP against the τ-action, for the simple reason
that τ˜ ◦ q˜ 6= q˜◦τ . Nevertheless, the τ˜-invariance does follow once the Assumption 3.5
is in place. 
For the case when dP is a product measure, the above construction can be char-
acterized more directly.
Proposition 4.4. Let dP be the product measure from Proposition 3.3. Then:
dP˜(ω˜) = ∏
x∈VL
dP0(ω˜x) . (4.3)
Proof. From definition, we have:∫
Ω˜
dP˜(ω˜) f˜ (ω˜) = ∏
x∈Zd
∫
Ω0
dP0(ωx) f˜ (q˜ω) . (4.4)
Since q˜ω is constant as function of ωx for x /∈VL, we can integrate out all ωx /∈VL.
Furthermore, sinceωx =(q˜ω)x = ω˜x for x∈VL, the righthand side of (4.4) is nothing
but:
∏
x∈VL
∫
Ω0
dP0(ω˜x) f˜ (ω˜) , (4.5)
and the affirmation follows. uunionsq
Definition 4.5. The periodic disorder configurations are defined and characterized
by the measure-preserving dynamical system (Ω˜ , τ˜,Zd ,dP˜). This system is defi-
nitely not ergodic.
We now examine the dual picture. The following statements are obvious and are
stated mostly to fix the notation.
Proposition 4.6. Let q˜ : Ω → Ω˜ ⊂Ω be the map defined above. Then the following
hold:
(i) q˜ induces the imbedding:
i : CN(Ω˜) ↪→CN(Ω), i( f˜ ) = f˜ ◦ q˜ . (4.6)
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(ii) There exists the epimorphism of C∗-algebras:
p˜ : CN(Ω)→CN(Ω˜) ,
(
p˜( f )
)
(ω˜) = f (ω˜) , (4.7)
such that:
p˜◦ i= idCN(Ω˜) , (i◦ p˜) = q˜∗ . (4.8)
(iii) The following identity holds:∫
Ω
dP(ω) tr
(
i( f˜ )(ω)
)
=
∫
Ω˜
dP˜(ω˜) tr
(
f˜ (ω˜)
)
. (4.9)
Remark 4.7. It is important to note, and this will be used later, that p˜ is the dual map
of the inclusion Ω˜ ↪→ Ω . Likewise, i is the dual of q˜. Another simple but useful
remark is that p˜ commutes with the action of the Zd , τ˜ ◦ p˜= p˜◦ τ . 
The algebra CN(Ω˜) can be endowed with the trace:
T˜0( f˜ ) =
∫
Ω˜
dP˜(ω˜) tr
(
f˜ (ω˜)
)
. (4.10)
Then point (iii) of Proposition 4.6 assures us that:
T0
(
i( f˜ )
)
= T˜0( f˜ ) . (4.11)
Furthermore, the trace is faithful, normalized and invariant w.r.t. the τ˜-action. To-
gether,
(
C(Ω˜), τ˜,Zd , T˜0
)
define the dual C∗-dynamical system of (Ω˜ , τ˜,Zd ,dP˜).
4.2 Periodic Approximating Algebra
Definition 4.8. The periodic algebra is defined as the universal C∗-algebra:
A˜d =C∗
(
CN(Ω˜),u1, . . . ,ud
)
,
with the generators satisfying the old commutation relations but with Ω and τ re-
placed by Ω˜ and τ˜ , respectively.
Remark 4.9. When the size of the super-cell needs to be specified explicitly, we will
use more pointed notation A˜(L)d . It is important to note that no additional condition
has been imposed on u j’s and that the flux matrix φ is still taking generic values in
Definition 4.8. 
Proposition 4.10. The epimorphism defined at point (iii) of Proposition 4.6 can be
lifted to a map:
p˜ :Ad → A˜d , p˜(a)x = p˜(ax) , (4.12)
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which is a ∗-epimorphism of C∗-algebras. Note that we adopted the same notation
because we can easily differentiate between the two maps by checking their argu-
ment.
Proof. (i) We only need to verify the invariance of the commutation relation f u j =
u j( f ◦ τ j). This follows from:
p˜( f u j) = p˜( f )u j = u j
(
p˜( f )◦ τ˜ j
)
= u j p˜( f ◦ τ j) , (4.13)
where in the last equality we used the fact that Ω˜ and p˜ are invariant w.r.t. the
τ-action. Then, since p˜ was a ∗-epimorphism in the first place, its lift is indeed a
∗-epimorphism of algebras. uunionsq
The generic elements of the periodic algebra take the form:
a˜ = ∑
x∈Zd
a˜x ux , a˜x ∈CN(Ω˜) , (4.14)
and they accept similar representations on CN⊗ `2(Zd) as the elements from Ad :
p˜iω˜(a˜) = ∑
x,y∈Zd
a˜y(τ˜yω˜)⊗|x〉〈x|Uy , ω˜ ∈ Ω˜ . (4.15)
Lastly, one can define the derivations via the same procedure:
∂˜ ja˜ =−i ∑
x∈Zd
x ja˜x ux , (4.16)
and the periodic algebra can be equipped with the trace:
T˜(a˜) = T˜0(a˜0) =
∫
Ω˜
dP˜(ω˜) tr
(
a˜0(ω˜)
)
. (4.17)
This trace is faithful, normalized and invariant w.r.t. the τ˜-action.
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Let us start by introducing useful notation. Consider the following exact sequence
of abelian groups:
0 -
(
(2L+1)Z
)d i- Zd ev-ff
s
Ẑd =
(
Z
/
(2L+1)Z
)d - 0 . (4.18)
We will denote the class in Ẑd of x ∈ Zd by xˆ. Also, s in the above diagram is the
map s(xˆ) = y with y being the unique point in VL such that yˆ = xˆ. This map has all
the trades of a splitting map except that it is not a homomorphism.
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Definition 4.11. The space of disorder configurations at finite volume is defined as
Ω̂ =∏xˆ∈Ẑd Ω0. On Ω̂ , we consider the following action of Z
d :
τˆy(ωˆ) = τˆy{ωˆxˆ}xˆ∈Ẑd = {ωˆx̂−y}xˆ∈Ẑd . (4.19)
Note that the action defined above is independent of which representative is used
for the class xˆ.
Proposition 4.12. There exists an isomorphisms of topological dynamical systems:
(Ω˜ , τ˜,Zd)' (Ω̂ , τˆ,Zd) . (4.20)
given by the map:
Ω˜ 3 ω˜ = {ω˜x}x∈Zd → qˆω˜ ∈ Ω̂ , (qˆω˜)xˆ = ω˜s(xˆ), xˆ ∈ Ẑd . (4.21)
and its inverse:
Ω̂ 3 ωˆ = {ωˆxˆ}xˆ∈Ẑd → qˆ−1ωˆ ∈ Ω˜ , (qˆ−1ωˆ)x = ωˆxˆ, x ∈ Zd . (4.22)
Proof. We need to show that qˆ(τ˜yω˜) = τˆy(qˆω˜) and we have:(
qˆ(τ˜yω˜)
)
xˆ = (τ˜yω˜)s(xˆ) = ω˜s(xˆ)−y , (4.23)
while: (
τˆy(qˆω˜)
)
xˆ = (qˆω˜)x̂−y = ω˜s(x̂−y) . (4.24)
The two results coincide because s(xˆ)− y and s(x̂− y) differ by multiples of 2L+1
and ω˜ is (2L+1)-periodic. Similar arguments can be used for the inverse map. uunionsq
Although the two dynamical systems are virtually identical, the two separate
definition are still useful. For example, in a numerical calculation, one deals ex-
clusively with (Ω̂ , τˆ,Zd). On the theoretical side, the first round of error estimates
presented in Chapter 6 are established by comparing the full and periodic alge-
bras, hence (Ω˜ , τ˜,Zd) is indeed useful and relevant for our analysis. Now, given
the above isomorphism, we can endow (Ω˜ , τ˜,Zd) with the τˆ-invariant probability
measure dP̂= qˆ∗dP˜.
Definition 4.13. The disorder configurations at finite volume are defined and char-
acterized by the measure-preserving dynamical system (Ω̂ , τˆ,Zd ,dP̂).
Definition 4.14. The dual C∗-dynamical system associated with (Ω̂ , τˆ,Zd ,dP̂) is
defined by (CN(Ω̂), τˆ,Zd , T̂0), where:
◦ CN(Ω̂) is the C∗-algebra of continuous functions from Ω̂ to MN(C), equipped
with the C∗-norm:
‖ fˆ‖= sup
ωˆ∈Ω̂
‖ fˆ (ωˆ)‖ . (4.25)
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◦ The action of Zd on CN(Ω̂) is given by τˆy( fˆ ) = fˆ ◦ τˆy, where on the right we have
the old action of Zd on Ω̂ . As before, we will use the same notation for these two
actions.
◦ T̂0 is the trace
T̂0( fˆ ) =
∫
Ω̂
dP̂(ωˆ) tr
(
fˆ (ωˆ)
)
, fˆ ∈CN(Ω̂) . (4.26)
This trace is invariant w.r.t. the τˆ-action, faithful and normalized.
Proposition 4.15. There exists an isomorphisms of C∗-dynamical systems:
(CN(Ω˜), τ˜,Zd , T˜0)' (CN(Ω̂), τˆ,Zd , T̂0) , (4.27)
provided by pˆ( f˜ ) = f˜ ◦ qˆ−1.
Proof. The checks are straightforward. uunionsq
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It is here where we define the algebra which can be indeed operated by a computer.
Since this algebra is used in the concrete applications, let us be as explicitly as
possible.
Definition 4.16. The finite-volume approximating algebra is defined as the universal
C∗-algebra:
Âd =C∗
(
CN(Ω̂), uˆ1, . . . , uˆd
)
generated by the elements of CN(Ω̂) and by uˆ j, j = 1, . . . ,d, satisfying the old com-
mutation relations:
uˆ juˆ∗j = uˆ
∗
j uˆ j = 1, j = 1, . . . ,d ,
uˆiuˆ j = eiφi j uˆ juˆi , i, j = 1, . . . ,d ,
fˆ uˆ j = uˆ j τˆe j( fˆ ) = uˆ j( fˆ ◦ τˆe j) , ∀ fˆ ∈CN(Ω̂), j = 1, . . . ,d ,
together with the additional constraints:
uˆ2L+1j = 1 , j = 1, . . . ,d .
As opposed to the approximating periodic algebra, the above commutation re-
lations and the constraints are consistent with each other only if φ takes quantized
values. Indeed, if we raise the commutation relation uˆ∗j uˆiuˆ j = e
iφi j uˆi to the (2L+1)-
th power:
(uˆ∗j uˆiuˆ j)
2L+1 = ei(2L+1)φi j uˆ2L+1i ⇔ 1 = ei(2L+1)φi j , (4.28)
or:
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φi j =
2ni jpi
2L+1
, ni j ∈ Z . (4.29)
This quantization condition will be automatically assumed and implied whenever
we work with the finite-volume approximating algebra. With this constraint in place,
all the commutation relations and the constraints are consistent with each other. For
example, if we iterate the commutation relation uˆ∗j fˆ uˆ j = fˆ ◦ τˆ j for 2L+1 times:
(uˆ∗j)
2L+1 fˆ uˆ2L+1j = fˆ ◦ τˆ2L+1j . (4.30)
The lefthand side of (4.30) equals fˆ , because of our constraints on uˆ j, and the right-
hand side of (4.30) also equals fˆ because τˆ2L+1j is the identity map on Ω̂ .
The algebra Aˆd is generated by C(Ω̂) and by a finite number of monomials:
uˆx = e
i
2 ∑i< j Φi jxix j uˆx11 . . . uˆ
xd
d , x ∈VL . (4.31)
The monomials uˆx obey the following commutations relations:
uˆxuˆy = e2ix∧yuˆyuˆx = eix∧yuˆs(x̂+y) , ∀ x,y ∈VL , (4.32)
and
uˆ∗x = uˆ−x , ∀ x ∈VL . (4.33)
We should note that it is at this point where one appreciates that VL was chosen to
be a balanced set. A generic element of Aˆd then takes the form:
aˆ = ∑
x∈VL
aˆx uˆx , aˆx ∈CN(Ω̂) , (4.34)
and explicit rules for multiplication and conjugation can be obtained as in 3.11 and
3.12:
aˆ aˆ′ = ∑
x,y∈VL
aˆy uˆy aˆ′x uˆx = ∑
x,y∈VL
aˆy (aˆ′x ◦ τˆ−y) uˆy uˆx (4.35)
= ∑
x,y∈VL
eiy∧xaˆy (aˆ′x ◦ τˆ−y) uˆs(x̂+y)
= ∑
x∈VL
(
∑
y∈VL
eiy∧x aˆy (aˆ′s(x̂−y) ◦ τˆ−y)
)
uˆx ,
and
aˆ∗ = ∑
x∈VL
uˆ∗x aˆ
∗
x = ∑
x∈VL
(aˆ∗x ◦ τˆx) uˆ∗x = ∑
x∈VL
(aˆ∗−x ◦ τˆ−x)uˆx . (4.36)
Remark 4.17. Note that the algebra Aˆd is not finite because of the CN(Ω̂) compo-
nent. Nevertheless, according to (4.35), to evaluate the Fourier coefficient of a prod-
uct of elements aˆ aˆ′ . . . at some ωˆ ∈ Ω̂ , the only required input is the value of the
Fourier coefficients aˆx, aˆ′x, . . ., at the translates τˆyωˆ , y ∈ VL, of ωˆ , which are finite
in number. This is also reflected in the canonical representation introduced below,
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which factors over Ω̂ and become finite dimensional. As such, the algebra Aˆd can
indeed be manipulated on a computer. 
Proposition 4.18 (Canonical representation). The following relations define a
field {pˆiωˆ}ωˆ∈Ω̂ of ∗-representations of Aˆd on the finite dimensional Hilbert space
CN⊗ `2(VL):
pˆiωˆ(uˆ j) = I⊗Uˆ j , j = 1, . . . ,d ,
pˆiωˆ( fˆ ) = ∑
x∈VL
fˆ (τˆxωˆ)⊗|x〉〈x| , ∀ fˆ ∈CN(Ω̂) ,
where Uˆ j = eie j∧Xˆ Sˆ j, Xˆ is the position operator on `2(VL), Xˆ |x〉= x|x〉, x ∈VL, and
Sˆ j, j = 1,d, are the periodic shifts of `2(VL).
For a generic element as in (4.34):
pˆiωˆ(aˆ) = ∑
x,y∈VL
aˆy(τˆxωˆ)⊗|x〉〈x|Uˆy . (4.37)
These expressions generate all the approximating models typically used in the super-
cell computer simulations of homogeneous condensed matter systems. Note that the
representation still has a covariant property:
Vˆypˆiωˆ(aˆ)Vˆ ∗y = pˆiτˆyωˆ(aˆ) , Vˆy = e
−iy∧Xˆ Sˆy . (4.38)
Exercise 4.19. The representations pˆiωˆ are no longer P̂-almost surely faithful. In-
deed, the argument used for the representations piω of Ad does not apply anymore
since the dynamical system (Ω̂ , τˆ,Zd ,dP̂) is not ergodic. In fact, we can see directly
that pˆiωˆ( fˆ ) = 0 if fˆ happens to be zero at the finite set of points τˆxωˆ , x ∈VL. 
Let us conclude this section by stating the essential connection between the pe-
riodic and finite approximating algebras. Recall that we automatically assume the
quantization (4.29) of the flux matrix.
Lemma 4.20. The isomorphism defined in Propositions 4.12 and 4.15 can be lifted
to a map:
pˆ : A˜d → Aˆd , pˆ(u j) = uˆ j , pˆ( f˜ ) = f˜ ◦ qˆ−1 , (4.39)
which is a ∗-epimorphism of C∗-algebras.
Proof. (i) We only need to verify the invariance of the commutation relation f˜ u j =
u j( f˜ ◦ τ˜ j). This follows from:
pˆ( f˜ u j) = pˆ( f˜ )uˆ j = uˆ j
(
pˆ( f˜ )◦ τˆ j
)
= uˆ j pˆ( f˜ ◦ τ˜ j) , (4.40)
where in the last equality we used the fact that qˆ−1 ◦ τˆ = τ˜ ◦ qˆ−1. The map clearly
commutes with the ∗-operation and is surjective. uunionsq
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Exercise 4.21. There is a simple way to see that A˜d is a much larger algebra then
Aˆd . Indeed, the map pˆ is not injective for the identity of A˜d and u2L+1j are both
mapped into identity of Aˆd . As we shall see below, A˜d is actually isomorphic to a
field of “almost” finite-algebras, which we call the Bloch algebras. 
Proposition 4.22. For generic elements, we have:
A˜d 3 a˜ = ∑
x∈Zd
a˜xux 7→ pˆ(a˜) = ∑
x∈VL
aˆxuˆx, aˆx = ∑
y∈Zd , yˆ=xˆ
a˜y ◦ qˆ−1 . (4.41)
The above relation will become very useful later as it gives an explicit mapping
between the Fourier coefficients of the two algebras.
4.5 Approximate Differential Calculus
We now turn our attention to the non-commutative differential calculus. If we ex-
amine the real space expressions of the topological invariants in (2.29) and (2.36),
we see the commutators with the position operator entering in an essential way.
The position operator, however, is incompatible with the periodic boundary condi-
tions and it was not clear how to generate a canonical finite-volume representation
of these commutators. It is perhaps at this place where the C∗-algebraic approach
contributed in an essential way to the present computational program. Indeed, re-
call (3.28), which says that the commutators with the position operator are just the
physical representation of the derivations on the infinite volume algebra Ad . Then
our task is to find the optimal approximation of these derivations and this can be
achieved in a surprisingly straightforward manner.
The commutation relations in Definition 4.16 are still invariant w.r.t. phase twists
of Section 3.3, but the constraints uˆ2L+1j = 1 force these phases to take only discrete
values, more precisely, λ 2L+1j = 1, j = 1, . . . ,d. Hence, there is no way to define the
generators and one cannot define derivations using the phase shifts. The inescapable
conclusion is that we have to settle for approximate derivations. An important point
to keep in mind is that these approximate derivations can be defined in a natural
canonical way.
Definition 4.23 (Approximate differential calculus, [3]). The approximate differ-
ential calculus on Aˆd is define by the approximate derivations:
∂ˆ j ∑
x∈VL
aˆx uˆx =−i ∑
x∈VL
x jaˆx uˆx , (4.42)
and by the trace:
T̂(aˆ) = T̂0(aˆ0) =
∫
Ω̂
dP̂(ωˆ) tr
(
aˆ0(ωˆ)
)
. (4.43)
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Remark 4.24. One can check directly that the property of the trace T̂(aˆaˆ′) = T̂(aˆ′aˆ)
is indeed satisfied. Furthermore, as in Example 3.21, one can check explicitly that
the trace T̂ is faithful. The derivations ∂ˆ , however, do not conform with the Leibniz
rule. 
Remark 4.25. The approximate derivations and the trace are uniquely defined by the
natural relations:
(pˆ◦ p˜)(∂αa) = ∂ˆα((pˆ◦ p˜)(a)) , T̂((pˆ◦ p˜)(a))= T(a) , (4.44)
whenever the Fourier coefficients Φx(a) vanish for x /∈ VL. Above, pˆ and p˜ are the
epimorphisms from Propositions 4.20 and 4.10, respectively. 
The expression of the approximate derivations are natural and very simple. Their
physical representation, however, has a surprising form, which would have been
hard to guess if one insisted on working on the physical Hilbert space.
Proposition 4.26. Under the canonical representations:
pˆiωˆ(∂ˆ jaˆ) = ∑
λ 2L+1=1
cλ λ Xˆ pˆiωˆ(aˆ)λ−Xˆ , cλ =
{
λL
1−λ , λ 6= 1 ,
0, λ = 1 .
(4.45)
Furthermore:
T̂(aˆ) =
∫
Ω̂
dP̂(ωˆ) tr
(〈0|pˆiωˆ(aˆ)|0〉)= 1|VL| ∑x∈VL
∫
Ω̂
dP̂(ωˆ) tr
(〈x|pˆiωˆ(aˆ)|x〉) . (4.46)
Proof. Recall the identity:
n = ∑
λ 2L+1=1
cλλ n , n ∈ {−L, . . . ,L} , (4.47)
with the coefficients cλ as given in the statement. Then:
pˆiωˆ(∂ˆ jaˆ) =−i ∑
x,y∈VL
y jaˆy(τˆxωˆ)⊗|x〉〈x|Uˆy (4.48)
=−i ∑
λ 2L+1=1
cλ ∑
x,y∈VL
aˆy(τˆxωˆ)⊗λ Xˆ j |x〉〈x|Uˆyλ−Xˆ j ,
and the first affirmation follows. The second affirmation follows from the very def-
inition of pˆiωˆ in Proposition 4.18 and from the invariance of the measure w.r.t. the
τˆ-action. uunionsq
Coming back to the discussion from the beginning of the Section, let us point
out that Proposition 4.26 delivers the long sought canonical approximation of the
commutator i[piω(a),X ] on finite volumes.
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4.6 Bloch Algebras
If the quantization (4.29) is in place, then the periodic algebra A˜d has a center and
it is isomorphic to a continuous field of finite algebras over the torus Td . We call
the latter the Bloch algebras because of their close relation with the ordinary Bloch-
Floquet transformation. We instruct the reader, however, that the Bloch algebras
will not play any essential role in our numerical program. The reason is because
one wants to avoid the use of both a super-cell and a continuous fibration in the
numerical computations. Nevertheless, the Bloch algebras will play an important
theoretical role (see Chapter 5).
Definition 4.27. The Bloch algebras are defined as the following universal C∗-
algebras indexed by k ∈ Td :
Aˆd(k) =C∗
(
CN(Ω̂), uˆ1(k), . . . , uˆd(k)
)
,
generated by the elements of CN(Ω̂) and by uˆ j(k), j = 1, . . . ,d, satisfying the old
commutation relations:
uˆ j(k)uˆ j(k)∗ = uˆ j(k)∗uˆ j(k) = 1 , j = 1, . . . ,d ,
uˆi(k)uˆ j(k) = eiφi j uˆ j(k)uˆi(k) , i, j = 1, . . . ,d ,
fˆ uˆ j(k) = uˆ j(k)τˆe j( fˆ ) = uˆ j(k)( fˆ ◦ τˆe j) , ∀ fˆ ∈CN(Ω̂), j = 1, . . . ,d ,
together with the additional constraints
uˆ j(k)2L+1 = eik j , j = 1, . . . ,d . (4.49)
The Bloch algebras are well defined only if the quantization condition (4.29) holds.
Lemma 4.28. The isomorphism defined in Proposition 4.15 can be lifted to a map:
pˆk : A˜d → Aˆd(k) , pˆk(u j) = uˆ j(k) , pˆk( f˜ ) = f˜ ◦ qˆ−1 , (4.50)
which is a ∗-epimorphism of C∗-algebras.
Proof. The checks are similar to the proof of Lemma 4.20. uunionsq
Proposition 4.29. Let a˜ ∈ A˜d and aˆk = pˆk(a˜) ∈ Aˆd(k), as well as ωˆ = qˆω˜ . Then the
following relations between the Fourier coefficients hold:
aˆk,x(ωˆ) = ∑
y∈Zd
eik·y a˜x+(2L+1)y(ω˜) , x ∈VL , (4.51)
and
a˜x+(2L+1)y(ω˜) = 1(2pi)d
∫
Td
dk e−ik·yaˆk,x(ωˆ) , x ∈VL, y ∈ Zd . (4.52)
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Proof. The identity (4.51) follows from the very definition of pˆk and the constraints
(4.49), while (4.52) is just the Fourier inverse of (4.51). Note that the above identities
are compatible with those in Proposition 4.22, which deals with the case k = 0. uunionsq
Theorem 4.30 (Bloch decomposition). Let:
Γ =
{
s ∈ ∏
k∈Td
Aˆd(k), s(k) = ∑
x∈VL
aˆx(k)uˆx(k)
∣∣ aˆx ∈C(Td ,CN(Ω̂))} . (4.53)
Then
({Aˆd(k)}k∈Td ,Γ ) defines a field of C∗-algebras, as defined in [1], which is
isomorphic with A˜d . The isomorphism is defined by the relations (4.51) and (4.52).
Proof. We only need to make sure that the Fourier coefficients in (4.51) are contin-
uous of k. The continuity property is evident for non-commutative polynomials and,
since they are dense in A˜d , the continuity follows in general. uunionsq
Remark 4.31. The Bloch decomposition is related to the fact that the non-commutative
torus has a large center whenever φ has only rational entries and that the center is
isomorphic to C(Td) [2]. 
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Chapter 5
Canonical Finite-Volume Algorithms
Abstract As we have seen in Section 3.8, the response functions and the various
thermodynamic coefficients are expressed as correlation functions of the type:
T
(
∂α1G1(h)∂α2G2(h) . . .
)
, h ∈Ad , (5.1)
and variations of it, such as the Kubo formula treated in Section 7.1. In this Chapter,
we use the previously introduced auxiliary algebras and propose a canonical finite-
volume algorithm for computing the above correlation functions. Our main goals
for the Chapter are to integrate the algorithm in a broader context and then to sum-
marize for the reader the concrete steps of the algorithm, as applied to homogeneous
disordered crystals. The error estimates are the subjects of the following Chapters.
5.1 General Picture
The role of finite algebra approximations in computer assisted calculations has been
recognized for some time [1, 5, 6, 2, 3]. Their use for the rotation algebras has been
essentially made possible by the works [9, 6] (see also [4] for an extremely peda-
gogical exposition). Relevant for our discussion are the almost-finite (AF) algebras,
generated by limits of inductive towers of finite C∗-algebras:
A= lim−→An , A0 ⊂
i0- A1 ⊂
i1- . . . ⊂
in−1- An ⊂
in- . . . . (5.2)
Since we will refer to them later, let us also introduce the class of C∗-algebras ob-
tained as limits of projective towers of C∗-algebras (finite or not):
A= lim←−An , A0 ffff
p0
A1 ffff
p1 . . . ffff
pn−1
An ffff
pn
. . . . (5.3)
Note that the category of C∗-algebras is complete, hence both the inductive and
projective limits exist and are essentially unique [11]. Still, it is sometimes more
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natural to consider the projective limits of C∗-algebras in the category of topological
∗-algebras [7, 8]. This will be avoided here but let us note that the works [7, 8] on
the latter are also useful for understanding the projective limits in the category of
C∗-algebras.
If we were dealing with AF-algebras, then the task of defining the canonical
finite-volume approximations will be reduced to finding explicit representations of
the algebras An and of the connecting homomorphisms. However, regardless of the
rational/irrational character of φ , the non-commutative tori are not AF-algebras, a
fact that can be seen by examining the K1-groups, which for the former algebras
are isomorphic to Z2d−1 , independently of φ [10], while for the latter they are al-
ways trivial. This topological obstruction, however, can be circumvented by seeking
AF-algebras which, instead of being Morita equivalent, they only imbed the non-
commutative tori. Indeed, for the purpose of generating finite approximations, this
is equally fine. In d = 2 and for irrational values of φ , such program was accom-
plished by Pimsner and Voiculescu in [9]. These authors were not concerned that
much about the computer assisted calculations but Landi, Lizzi and Szabo, the au-
thors of [6], were. One of their main goal was to put the irrational and rational
non-commutative tori on the same footing, by completing the program from [9] for
rational values of φ , and then to give a uniform algorithm for computing the corre-
lation functions using finite approximates. We should point out that, since there are
qualitative differences between the rational and irrational rotational algebras, e.g.
the former has a large center while the latter is always central simple, the results of
[6] cleared a longstanding puzzle by showing how and why no discontinuities occur
when switching from rational to irrational φ ’s.
Our approach differs from the finite approximations of [9, 6], mainly because we
are dealing with the disordered non-commutative tori, hence we need to devise ap-
proximations for C(Ω) and for the non-commutative tori, which at the end need to
be compatible with each other. The two-step approach hinted by the previous Chap-
ter will enable us to deal with these two problems separately. Indeed, note that the
non-commutative torus was left untouched when we introduced the approximating
periodic algebras A˜d . As for C(Ω), recall that it was approximated by C(Ω˜) and
we can easily build on Sections 4.1 and 4.2 and integrate the C(Ω˜)’s in a projective
tower of C∗-algebras. For example, by considering an increasing sequence:
Ln+1 = cLn+
c
2
− 1
2
, (5.4)
with c ∈ N odd, so that the sizes of the super-cells obey the relation 2Ln+1 + 1 =
c(2Ln+1), we obtain an inductive tower of compact topological spaces:
Ω˜L0 ⊂ Ω˜L1 . . .⊂ Ω˜Ln . . . , (5.5)
whose dual gives a projective tower of C∗-algebras:
C(Ω˜L0) ffff
p˜0 C˜(Ω˜L1) ffff
p˜1 . . . ffff
p˜n−1 C(Ω˜Ln). . . , (5.6)
5.1 General Picture 63
whose limit is known to be C(Ω). The construction carries over to the periodic
algebras:
A˜
(L0)
d
ffffp˜0 A˜(L1)d ffff
p˜1 . . . ffff
p˜n−1
A˜
(Ln)
d . . . , (5.7)
hence we can recover the algebra of the physical observables as the projective limit
Ad = lim←− A˜d , and this summarizes the strategy of the first step of our approximation.
In the second step, we propose to work with the finite-volume approximating
algebra introduced in Section 4.4, which leaves C(Ω˜) unchanged (see Proposi-
tion 4.15) but modifies the non-commutative torus. To understand this step, let us
assume that we are trying to compute correlation functions for a magnetic field with
φi j =
2ni jpi
M , for some fixed integers M and ni j. If Uˆ
(L)
d denotes the C
∗-algebra gener-
ated by the uˆ j’s from Section 4.4, then, by taking 2L0 +1 a multiple of M and with
Ln’s as in (5.4), we can generate the projective tower:
Uˆ
(L0)
d
ffffpˆ0 Uˆ(L1)d ffff
pˆ1 . . . ffff
pˆn−1
Uˆ
(Ln)
d . . . . (5.8)
Its limit is generated by the coherent sequences
{uˆ(L0)j , uˆ(L1)j , . . .}, j = 1, . . . ,d , (5.9)
which are unitary operators obeying the commutation relations of the non-commutative
torus. In other words, the projective limit coincides with C∗(u1, . . . ,ud).
If we now combine both steps, for same fixed quantized φ , we can generate the
projective tower:
Aˆ
(L0)
d
ffffp˜0 Aˆ(L1)d ffff
p˜1 . . . ffff
p˜n−1
Aˆ
(Ln)
d . . . , (5.10)
and recover the algebra of physical observables as its limit, Ad = lim←− Aˆd . We recall
that the algebras in the tower are not finite but they accept canonical finite dimen-
sional representations. This summarizes the first part of our general strategy for
computing the correlations functions for quantized flux matrices φ .
Remark 5.1. We recall that the strategy in [6] was to imbed the non-commutative
torus in an AF-algebra, hence the approximation scheme would be captured by an
inductive tower. Instead, our strategy is based on a projective tower of approxima-
tions. The latter has the extremely important property that the resolvent set of an
element from Ad is not tainted by spurious spectrum while moving down the ap-
proximating tower. This is particularly important for topological insulators, which
are prone to such effects if (unwanted) defects are introduced. 
Exercise 5.2. When the flux is quantized, we can generate an exact finite-volume
representation of the non-commutative torus using the Bloch algebras. However, the
presence of disorder forces on us to take the infinite-volume limit anyway. It is then
instructive to look at the behavior of the Bloch algebras in this limit. Recall The-
orem 4.30, which assures us that, once the flux is quantized, the non-commutative
torus C∗(u1, . . . ,ud) is isomorphic with the field of Bloch algebras {Uˆ(Ln)d (k)}k∈Td
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generated by the uˆ j(k)’s from Section 4.6 and with L as in (5.4). This isomorphism
holds for each n and there exists an isomorphism between the fields of Bloch alge-
bras given by:{
∑
x∈VLn
aˆk,xuˆ
(Ln)
x (k)
}
k∈Td
7→
{
∑
x′∈VLn+1
aˆ′k,x′ uˆ
(Ln+1)
x′ (k)
}
k∈Td
, (5.11)
where the connection between the Fourier coefficients can be easily found from
Proposition 4.29:
aˆ′k,x′ =
1
c ∑
s∈{0,...,c−1}d
e−i(k/c−2pis/c)·raˆk/c−2pis/c,x , (5.12)
where r ∈ {0, . . . ,c− 1}d and x ∈ VLn are the unique integers such that x′ = x+
(2Ln + 1)r. It is convenient to redefine the quantization condition as uˆ j(k)2L+1 =
eik·(2L+1), so that k becomes a point of the torus L−1Td . In this case, the relation
between the Fourier coefficients becomes:
aˆ′k,x′ =
1
c ∑
s∈{0,...,c−1}d
e−i(k−2pis/c)·raˆk−2pis/c,x , k = L−1n+1T
d , (5.13)
and now we can see explicitly that the dependence on k of the Fourier coefficients
becomes weaker and weaker as the infinite-volume limit is approached. It is pre-
cisely this effect which enables us to actually achieve fast convergent algorithms
using just the Bloch algebra at k = 0. 
Let us recall that, in order to compute the correlations (5.1), we actually need a
finite-volume approximation of the entire non-commutative Brillouin torus (Ad ,∂ ,T).
The projective tower of approximations seems to hold the key of this aspect too, be-
cause, according to Remark 4.25, the optimal approximations ∂ˆ and T̂ are uniquely
determined by the epimorphism pˆ. For us, this is an indication that the canonical
approximation of the differential calculus found in Section 4.5 is not bound to our
particular context.
We now open the issue of irrational values of φ . Of course, every irrational num-
ber can be approximated by the rationals and a concrete algorithm based on con-
tinued fraction expansions can be found e.g. in [6]. In practice we have never made
appeal to it because, according to Proposition 3.40, the correlation functions involv-
ing smooth G’s are smooth functions of φ . Using techniques similar with the ones
employed in Section 3.6, it seems that a similar conclusion can be reached when
the G’s are discontinuous but the discontinuities occur in the Anderson localized
spectrum. It is important to mention here that disorder has a smoothening effect.
This effect can be witness, for example, in the plots of the density of states shown
in Fig. 7.2. As a result, we can use various extrapolations schemes to fill the entire
range of φ once the correlation functions were mapped for a dense enough rational
values.
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While (5.10) may appear as a merely reformulation of the previous Sections, we
believe that it incapsulates the essence of a generic program in non-commutative
geometry as applied to homogeneous condensed matter, and it is our hope that con-
crete computer implementations can be achieved for the already existing theoretical
works mentioned at the beginning of Section 3.4.
5.2 Explicit Computer Implementation
We now return to our particular context and discuss the steps of the algorithm in
detail. The input for such calculation consists of:
i. A uniform magnetic field characterized by the flux matrix φ .
ii. The disorder configuration space Ω equipped with a probability measure.
iii. A covariant family of Hamiltonians Hω as in (2.19).
Then the goal is to compute correlation functions of the type:
lim
V→Zd
trV
(
[[[G1(Hω),Xα1,1 ],Xα1,2 , . . .] [[[G2(Hω),Xα2,1 ],Xα2,2 ], . . .] . . .
)
, (5.14)
where G’s satisfy certain regularity conditions, to be specified precisely in the fol-
lowing Chapters. It is also important to mention that the number of terms inside the
trace is finite. In broad general lines, the proposed algorithm proceeds as follows:
1. Choose L and quantize the flux matrix as in (4.29).
2. Identify the element h ∈Ad which generates the family of Hamiltonians.
3. Define hˆ = (pˆ◦ p˜)(h) ∈ Aˆd using the epimorphisms defined in the previous sec-
tion.
4. Compute Gi(hˆ) using various methods of functional calculus.
5. Evaluate the approximate derivations ∂ˆαiGi(hˆ).
6. Evaluate the trace:
T̂
(
∂ˆα1G1(hˆ) . . . ∂ˆαnGn(hˆ)
)
. (5.15)
7. Repeat steps 2-6 for a sequence of quantized flux matrices centered around φ and
extrapolate at φ .
8. Repeat steps 1-7 for an increasing sequence of L’s in order to probe the conver-
gence towards the thermodynamic limit.
Some of the above steps seems obvious, from a pure computational point of view,
but some are not. For example, the steps 2 and 3 are quite obvious due to the explicit
formulas (3.16) and (4.41), but step 4, for example, can be somewhat involved. The
smooth functions can be approximated in norm by polynomials and this provides
an obvious route for evaluating a given smooth function G on an element hˆ ∈ Aˆd
(see Remark 4.17). The functional calculus with piecewise smooth functions can be
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reduced to previous case since, in the topology of A¯∞d , G(hˆ) can be approximated
by the functional calculus with smooth functions, whenever the discontinuities of
the functions occur in the mobility gaps of the Hamiltonians (see Section 3.6). Step
5 is again straightforward due to the explicit formula in (4.42) but step 6, while
formally very simple, see (4.43), it is involved because one needs to approximate
the integration over ωˆ .
For the reasons expressed above, we provide below the exact computational
method used in all the applications presented here, which is actually based on the
physical representations:
1. Choose L and quantize the flux matrix as in (4.29).
2. Identify the element h ∈Ad which generates the family of Hamiltonians.
3. Define hˆ = (pˆ◦ p˜)(h) ∈ Aˆd as above.
4. Represent hˆ on the finite dimensional Hilbert space CN⊗ `2(VL):
pˆiωˆ(hˆ) = ∑
x,y∈VL
hˆy(τˆxωˆ)⊗|x〉〈x|Uˆy . (5.16)
5. Diagonalize Hˆωˆ = pˆiωˆ(hˆ), using e.g. Intel’s Math Kernel Library.
6. Compute Gi(Hˆωˆ) using the spectral theorem.
7. Evaluate the approximate derivations ∂ˆαiGi(Hˆωˆ) using Proposition 4.26.
8. Evaluate the trace using (4.46):
T̂(aˆ) = lim
M→∞
1
M
M
∑
i=1
trVL
(
pˆiωˆi(aˆ)
)
, (5.17)
where {ωˆi}i=1,M is an independently generated sequence of disorder configura-
tions.
9. Repeat steps 2-8 for a sequence of quantized flux matrices centered around φ and
extrapolate at φ .
10. Repeat steps 1-9 for an increasing sequence of L’s in order to probe the conver-
gence towards the thermodynamic limit.
As we shall see in the concrete applications, if the size of the simulation super-
cell is larger than Anderson’s localization length, the fluctuations of the summand
in (5.17) are very small from one disorder configuration to another, due to the self-
averaging property of the covariant observables. As such, in practice, a small M is
sufficient to converge the calculations.
Let us conclude by mentioning that, besides the algorithms based on the physi-
cal representation, we have investigated algorithms which implemented directly the
algebraic operations and proceeded with the functional calculus as outlined in Re-
mark 4.17. These algorithms were found to be efficient and precise when computing
the transport and response coefficients at high temperatures. In the zero temperature
regime, their performance was rather poor.
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Chapter 6
Error Bounds for Smooth Correlations
Abstract In this Chapter we derive upper bounds on the error introduced by restrict-
ing to a finite-volume, and show that they decay to zero faster than any inverse power
of the volume. The error bounds derived here are relevant for the finite-temperature
correlation functions, which in general involve only the smooth functional calculus
with the Hamiltonian. In these cases, the fast convergence to the thermodynamic
limit of the numerical algorithms is not conditioned by the localized or delocalized
character of the energy spectrum. This is important, for example, when studying the
metal-insulator transition, where inherently the character of the spectrum changes.
6.1 Assumptions
Here we state the precise assumptions about the infinite volume model. They are:
a1. The Hamiltonian h belongs to the smooth algebra A∞d .
a2. The Fourier coefficients of the Hamiltonian are localized w.r.t. ω , in the sense
that, for any K ∈ N, there exists a positive and finite AK such that:
‖hx(ω)−hx(ω ′)‖ ≤ AK
(1+ |VM|)K , ∀x ∈ Z
d , (6.1)
whenever ωy = ω ′y for y ∈VM , M ∈ N. The norm on the left is the matrix norm.
Let us point out that most if not all the Hamiltonians used in concrete applications
are actually of finite-range, hence assumption a1 is not restrictive at all. Also, con-
dition a2 says that the dependence of the Fourier coefficients on ωx become weaker
and weaker as |x| becomes larger and larger. Examining the canonical representa-
tion from Proposition 3.8, this means that the fluctuations in the hopping matrices
connecting to the site x of the lattice depend primarily on the local environment, that
is, on ωy’s with y in a neighborhood of x. The condition is definitely satisfied by the
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linearized disordered Hamiltonians from (2.21) and is also expected to hold for the
Hamiltonian derived from first principles.
Proposition 6.1. The assumptions a1 and a2 are stable under multiplication. Fur-
thermore, if a ∈ Ad is invertible and satisfies a1 and a2, the a−1 also satisfies a1
and a2. In other words, a1 and a2 are stable under the inversion.
Proof. Assume a,a′ ∈ Ad satisfy a1 and a2. Since A∞d is known to be a Freche´t
sub-algebra which is stable under the holomorphic calculus [1], condition a1 is au-
tomatically stable under multiplication and inversion. Now, considerω,ω ′ ∈Ω such
that ωx = ω ′x for all x ∈VM . Then, using (3.11):
(aa′)x(ω)− (aa′)x(ω ′) = ∑
y∈Zd
eiy∧x
(
ay(ω)−ay(ω ′)
)
a′x−y(τ−yω) (6.2)
+ ∑
y∈Zd
eiy∧x ay(ω ′)
(
a′x−y(τ−yω)−a′x−y(τ−yω ′)
)
.
Note that (τ−yω)x and (τ−yω ′)x coincide for x ∈ VM−y¯, with y¯ = max |yi|. In the
following, we will use the convention that VM−y¯ = /0 if M− y¯ < 0. Then:
∥∥(aa′)x(ω)− (aa′)x(ω ′)∥∥≤ AK ∑
y∈Zd
( ‖a′x−y‖
(1+ |VM|)K +
‖ay‖
(1+ |VM−y¯|)K
)
. (6.3)
At this point, we use |VM| ≤ |VM−y¯|+ |VM| |Vy¯| together with the rapid decay of ‖ay‖
in the following way:
‖ay‖
(1+ |VM−y¯|)K ≤
ct.
(1+ |Vy¯|)K+2(1+ |VM−y¯|)K ≤
ct.
(1+ |Vy¯|)2(1+ |VM|)K . (6.4)
Plugging this back into (6.3) and using the fast decay of ‖a′x−y‖, we finally obtain:∥∥(aa′)x(ω)− (aa′)x(ω ′)∥∥≤ ct.
(1+ |VM|)K , (6.5)
and the first affirmation follows.
For the second affirmations, we write:
a−1x (ω
′)−a−1x (ω) = 〈0|piω(a−1)
(
piω(a)−piω ′(a)
)
piω ′(a−1)|− x〉 . (6.6)
Writing out explicitly:
a−1x (ω
′)−a−1x (ω) = ∑
y,y′∈Zd
eiϕa−1y (ω)
(
ay′(τ−yω)−ay′(τ−yω ′)
)
a−1x−y−y′(τy+y′ω
′) ,
(6.7)
where eiϕ is just a phase factor. Then:
‖a−1x (ω ′)−a−1x (ω)‖ ≤ ∑
y,y′∈Zd
‖a−1y ‖
∥∥ay′(τ−yω)−ay′(τ−yω ′)∥∥‖a−1x−y−y′‖ . (6.8)
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Note again that (τ−yω)x and (τ−yω ′)x coincide for x ∈ VM−y¯ and that a−1 ∈ A∞d ,
hence its Fourier coefficients have the rapid decay property. Then:
‖a−1x (ω ′)−a−1x (ω)‖ ≤ ct. ∑
y,y′∈Zd
‖a−1x−y−y′‖
(1+ |Vy¯|)K+2(1+ |VM−y¯|)K . (6.9)
Then the affirmation follows by using the same manipulations as above, together
with the rapid decay of ‖a−1x−y−y′‖. uunionsq
The above statement assures us that the elements which satisfies a1 and a2 form
a sub-algebra which is stable under the holomorphic functional calculus and also
under the C∞-functional calculus with self-adjoint elements.
6.2 First Round of Approximations
In this Section, we derive an upper bound on the error induced by replacing the
algebra Ad with the periodic algebra A˜d .
Theorem 6.2. Let h ∈ Ad be a Hamiltonian in the infinite-volume setting and as-
sume a1-a2 from above. Recall the epimorphism p˜ from Proposition 4.10 and define
h˜ ∈ A˜d as h˜ = p˜(h). Then, for any K ∈ N, there exists the finite constant AK such
that:∣∣∣T(∂α1G1(h) . . .∂αnGn(h))− T˜(∂˜α1G1(h˜) . . . ∂˜αnGn(h˜))∣∣∣≤ AK
(1+ |VL|)K , (6.10)
where Gi : R→ C are are smooth functions over σ(h) and αi’s are multi-indices.
Remark 6.3. The statement tells that the convergence to the thermodynamic limit of
the periodic approximation is faster than any inverse power of the super-cell’s size.
Note that the constants AK depend on all the inputs, that is, h, αi’s and Gi’s. For the
particular case of disordered Hofstadter model, these constants were evaluated in
[2]. No such attempt will be pursued here. 
Proof. The proof of the statement is surprisingly short, in great part due to the alge-
braic connections established so far. Recall that σ(hˆ)⊂ σ(h), hence G’s are smooth
over σ(hˆ). Note that, since p˜ is a homomorphisms, it commutes with the functional
calculus and, as a consequence:
∂˜αiGi
(
p˜(h)
)
= p˜
(
∂αiGi(h)
)
. (6.11)
Furthermore:
∂˜α1G1
(
p˜(h)
)
. . . ∂˜αnGn
(
p˜(h)
)
= p˜
(
∂α1G1(h) . . .∂αnGn(h)
)
. (6.12)
From Proposition 6.1, we know that the argument of p˜ in the above equation satisfies
conditions a1 and a2. Thus, the statement follows if we can show that:
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(1+ |VL|)K , (6.13)
for any a satisfying conditions a1 and a2 and K ∈ N, where AK is finite parameter
which can dependend on a. We have:
T(a)− T˜(p˜(a))= T0(a0)− T˜0(p˜(a)0)= T0(a0)− T˜0(p˜(a0)) , (6.14)
and from (4.11):
T(a)− T˜(p˜(a))= T0(a0− (i◦ p˜)(a0))= ∫
Ω
dP(ω) tr
(
a0(ω)−a0(q˜ω)
)
. (6.15)
Note that ωx and (q˜ω)x coincide on VL, hence, for any K ∈ N:∥∥a0(ω)−a0(q˜ω)∥∥≤ AK
(1+ |VL|)K , (6.16)
and the affirmation follows. uunionsq
6.3 Second Round of Approximations
In this Section, we derive an upper bound on the errors induced by replacing the
periodic algebra A˜d with the finite algebra Aˆd . The quantization (4.29) is assumed.
Theorem 6.4. Let h˜ ∈ A˜∞d be a Hamiltonian from the periodic algebra with rapid
decay Fourier coefficients. Recall the epimorphism pˆ from Proposition 4.20 and
define hˆ ∈ Aˆd as hˆ = pˆ(h˜). Then, for any K ∈ N, there exists the finite constant AK
such that:∣∣∣T˜(∂˜α1G1(h˜) . . . ∂˜αnGn(h˜))− T̂(∂ˆα1G1(hˆ) . . . ∂ˆαnGn(hˆ))∣∣∣≤ AK
(1+ |VL|)K , (6.17)
where Gi : R→ C are are smooth functions over σ(h˜) and αi’s are multi-indices.
Proof. Since pˆ is again a homomorphisms, it commutes with the functional cal-
culus and, as a consequence G j(hˆ) = pˆ
(
G j(h˜)
)
. Unfortunately, pˆ
(
∂˜α j G j(h˜)
) 6=
∂ˆα j G j(pˆ(h˜)
)
but they are close. In fact:
∂ˆα j G j(hˆ) = pˆ
(
∂ˆα j G j(h˜)
)
, (6.18)
where the abusive notation ∂ˆα a˜ stands for the element of A˜d having Fourier coeffi-
cients:
(∂ˆα a˜)x = (−i)|α|s(xˆ)α a˜x , x ∈ Zd . (6.19)
Clearly ∂ˆ maps A˜∞d into itself, hence ∂ˆ
α j G j(h˜) ∈ A˜∞d . At this point, the difference
in (6.17) has been reduced to:
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T˜
(
∂˜α1G1(h˜) . . . ∂˜αnGn(h˜)
)− T̂(pˆ(∂ˆα1G1(h˜) . . . ∂ˆαnGn(h˜))) . (6.20)
Note that the whole argument of p˜ belongs to A˜∞d . Now, if a˜ ∈ A˜∞d , then, from
Proposition 4.22, we have:
pˆ(a˜)0 = ∑
yˆ=0ˆ
a˜y ◦ qˆ−1 , (6.21)
hence:
T˜(a˜)− T̂(pˆ(a˜))= T˜0(a˜0)− T̂0(pˆ(a˜)0)= ∑
yˆ=0ˆ,y6=0
T˜0(a˜y) . (6.22)
Using the rapid decay of the Fourier coefficients of a˜:∣∣T˜(a˜)− T̂(pˆ(a˜))∣∣≤ ∑
yˆ=0ˆ,y 6=0
AK
(1+ |Vy|)2K = ∑y∈Zd\{0}
AK
(1+ |VL| |Vy|)2K , (6.23)
and from:
1
(1+ |VL| |Vy|)2K ≤
1
(1+ |VL|)K(1+ |Vy|)K , y 6= 0 , (6.24)
we obtain: ∣∣T˜(a˜)− T̂(pˆ(a˜))∣∣≤ AK
(1+ |VL|)K , (6.25)
if we take K ≥ 2 so that the sum over y is convergent. The conclusion is that, up to
such corrections, the difference in (6.20) reduces to:
T˜
(
∂˜α1G1(h˜) . . . ∂˜αnGn(h˜)
)− T˜(∂ˆα1G1(h˜) . . . ∂ˆαn Gn(h˜)) , (6.26)
which can be casted in the following form:
n
∑
j=1
T˜
(
∂˜α1G1(h˜) . . .
(
∂˜α j G j(h˜)
)− ∂ˆα j G j(h˜)) . . . ∂ˆαnGn(h˜)) . (6.27)
We can use the cyclic property of the trace and cast the arguments of T˜ in the form:(
∂˜α j G j(h˜)
)− ∂ˆα j G j(h˜))b˜ j , (6.28)
with b˜ j ∈ A˜∞d . Note that:
∂˜αG(h˜)x− ∂ˆαG(h˜)x =
{
0 , x ∈VL ,
(−i)|α|(xα − s(xˆ)α)G(h˜)x , x ∈ Zd \VL . (6.29)
As such, the problem has been reduced to estimating T˜(a˜ b˜), with both elements
from A˜∞d and a˜ such that a˜x = 0 for x ∈VL. Writing out explicitly:
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T˜(a˜ b˜) = T˜0
(
(a˜ b˜)0
)
= ∑
y∈Zd\VL
∫
Ω˜
dP˜(ω˜) a˜y(ω˜) b˜−y(τ˜−yω˜) , (6.30)
and using the fast decay of the Fourier coefficients:∣∣T˜(a˜ b˜)∣∣≤ ∑
y∈Zd\VL
AJ
(1+ |y|)2J = ∑x∈VL ∑y∈Zd\{0}
AJ
(1+ |x+(2L+1)y|)2J . (6.31)
Note that |xi+(2L+1)yi| ≥ L|yi|, hence:∣∣T˜(a˜ b˜)∣∣≤ |VL| ∑
y∈Zd\{0}
AJ
(1+L|y|)2J ≤ |VL| ∑
y∈Zd\{0}
AJ
(1+L)J(1+ |y|)J . (6.32)
Finally, by taking J = d(K + 1), and K ≥ 1 so that the remaining sum over y is
convergent, we obtain: ∣∣T˜(a˜ b˜)∣∣≤ AK
(1+ |VL|)K , (6.33)
and the statement follows. uunionsq
6.4 Overall Error Bounds
In this Section, we derive an upper bound on the errors induced by replacing the
algebra Ad of physical observables with the finite algebra Aˆd . They follow straight-
forwardly from the previous two Sections but we still want to state them explicitly.
Theorem 6.5. Let h ∈ Ad be a Hamiltonian in the infinite-volume setting and as-
sume a1-a2 from above. Recall the epimorphism p˜ from Proposition 4.10 and the
epimorphism pˆ from Proposition 4.20 and define hˆ ∈ Aˆd as hˆ = (pˆ◦ p˜)(h). Then, for
any K ∈ N, there exists the finite positive constant AK such that:∣∣∣T(∂α1G1(h) . . .∂αnGn(h))− T̂(∂ˆα1G1(hˆ) . . . ∂ˆαnGn(hˆ))∣∣∣≤ AK
(1+ |VL|)K , (6.34)
where Gi : R→ C are are smooth functions over σ(h) and αi’s are multi-indices.
Proof. The statement follows from Theorems 6.2 and 6.4 once we verify that the
assumptions match. Clearly the assumptions are matched for Theorem 6.2. Taking
h˜ = p˜(h), then h˜ is indeed an element of A˜∞d , hence the assumptions in Theorem 6.4
are also matched. uunionsq
References
1. A. Connes, Noncommutative Geometry, (Academic Press, San Diego, CA, 1994).
2. E. Prodan, Quantum transport in disordered systems under magnetic fields: A study based on
operator algebras, Applied Mathematics Research eXpress 2013, 176-255 (2013).
74
Chapter 7
Applications: Transport Coefficients at Finite
Temperature
Abstract In the first part of the Chapter, we show that the non-commutative Kubo-
formula for the transport coefficients is covered by the theory developed so far. In
the second part, we present computer assisted calculations of the finite-temperature
transport coefficients, for model Hamiltonians relevant for the integer quantum Hall
effect and Chern insulators. The focus will be on the physical signature of the An-
derson transition occurring at the boundary between the topological phases.
7.1 The Non-Commutative Kubo Formula
The non-commutative Kubo-formula was already formulated in (3.82). Various
models for the dissipation super-operator Γ together with the physical regimes
where they are expected to apply are discussed in [53, 58, 9, 4]. Here we will restrict
ourselves to the case where the dissipation super operator is simply proportional
with the identity map, Γ × id, Γ ∈R+. In this case, the finite-volume approximation
of (3.82) takes the form:
σˆi j(εF ,T,Γ ) = 2piN T̂
(
(∂ˆihˆ)(Γ +Lhˆ)
−1(∂ˆ jΦFD(hˆ))) , (7.1)
in units of e2/h. At the first sight, this expression looks more complicated than
what we have covered so far, due to the presence of the derivation Lhˆ. As we shall
see, however, the error bounds for this approximation follow quite directly from the
results established in the previous section [45].
Corollary 7.1. For any K ∈ N, there exists a positive and finite constant AK such
that: ∣∣σi j− σˆi j∣∣≤ AK
(1+ |VL|)K , i, j = 1, . . .d . (7.2)
The parameter AK depends on the dissipation and temperature.
Proof. The non-commutative Kubo formula (3.82) can be also represented as:
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σi j = 2piN
∫ ∞
0
dt e−tΓ T
(
(∂ jh)e−ith
(
∂ jΦFD(h)
)
eith
)
. (7.3)
As in [45], we perform one more step and write the righthand side as:
−N
2pi
∞∫
0
dt e−tΓ
∫
C
dze−itz
∫
C
dz′eitz
′
T
(
(∂ jh)(z−h)−1
(
∂ jΦFD(h)
)
(z′−h)−1
)
, (7.4)
where C is the curve (curves) in the complex plane defined by the equation |z−
σ(h)|=Γ /4. Recall that σ(hˆ)⊆ σ(h). The argument of the trace in (7.4) fulfills all
the conditions in Theorem 6.5 and |e±itz| ≤ etΓ /4 when z ∈ C. Hence:
∣∣σi j− σˆi j∣∣≤ ∫ ∞
0
dt e−tΓ /2
AK(Γ )
(1+ |VL|)K =
2
Γ
AK(Γ )
(1+ |VL|)K . (7.5)
As one can see, the finite temperature as well as the dissipation are essential for this
rapid convergence to the thermodynamic limit. This conclusion is not an artifact of
the proof as it was witnessed in the numerical computations. uunionsq
In the applications reported in the following Sections, the finite-volume Kubo-
formula (7.1) was evaluated using its physical representation:
σˆ jk =
∫
Ω̂
dP̂(ωˆ) 2pi|VL|
N|VL|
∑
a,b=1
〈φb|pˆiωˆ(∂ˆ jhˆ)|φa〉〈φa|pˆiωˆ(∂ˆkΦFD(hˆ))|φb〉
Γ + i(εa− εb) . (7.6)
Here {εa,φa}a=1,...,N|VL| are the eigenvalues and the corresponding eigenvectors of
the finite-volume Hamiltonian hˆ. As already explained in Section 5.2, the integration
over ωˆ was computed by averaging over a finite number of disorder configurations.
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Fig. 7.1 (Adapted with permission from [45]) The density of states of the model Hamiltonian (7.7)
as function of energy and magnetic flux through the unit cell, for three degrees of disorder: λ = 0
(left), λ = 2 (middle) and λ = 3 (right). At λ = 0, one can recognize the fractal nature of the
famous Hofstadter butterfly [23]. For finite λ ’s, however, this fractal structure is smoothen out by
the disorder.
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In this Section, we report applications to the integer quantum Hall effect (IQHE),
which is modeled here by the disordered Hofstadter Hamiltonian [23]:
h ∈A2 , h = u1+u∗1+u2+u∗2+λw0 , (7.7)
where:
w0 ∈C(Ω) , Ω = ∏
x∈Z2
[− 12 , 12] , w0(ω) = ω0 . (7.8)
The probability measure on Ω is just the product of the Lebesque measures. Most
of the results are reproduced from [45], [57] and [46]. The parameters of the model
are the disorder strength λ and the magnetic flux φ through one unit cell, also equal
to φ12 in the notation of the previous Chapters. The density of states, computed on
a finite 120× 120-lattice as D(ε) = T
(
2piδ
(h−ε)2+δ 2
)
with δ = 0.01, is reported in
Fig. 7.1 in the form of an intensity plot in the plane of energy and magnetic flux.
The density of states provides a reasonable representation of the spectrum of h. In
the clean case, the spectrum has a fractal structure known as the Hofstadter butterfly
[6, 7, 5, 2]. Note, however, the presence of several prominent spectral gaps. As the
disorder is turned on, most of the fractal structure is washed away and for λ = 3
only the most prominent spectral gaps survive in the spectrum.
Table 7.1 (Adapted with permission from [45]) The numerical values of σ11 at T = Γ = 0.1,
λ = φ = 0 and various Fermi energies spread uniformly over the positive part of the spectrum.
They were obtained with the proposed algorithm for increasing lattice sizes, as indicated. The last
column displays the value of σ11 computed with machine precision using the Bloch decomposition.
EF 80×80 100×100 120×120 140×140 Exact
0.0 4.0339628247 4.0339630615 4.0339630708 4.0339630712 4.0339630712
-0.4 3.9394154619 3.9394154735 3.9394154621 3.9394154624 3.9394154624
-0.8 3.7040304262 3.7040301193 3.7040301310 3.7040301307 3.7040301307
-1.3 3.3684805414 3.3684801617 3.3684801517 3.3684801516 3.3684801516
-1.7 2.9522720814 2.9522713926 2.9522714007 2.9522714009 2.9522714009
-2.2 2.4678006935 2.4678005269 2.4678005093 2.4678005104 2.4678005104
-2.6 1.9239335953 1.9239338070 1.9239338090 1.9239338089 1.9239338089
-3.1 1.3274333126 1.3274333067 1.3274333084 1.3274333085 1.3274333085
-3.5 0.6854442914 0.6854442923 0.6854442923 0.6854442923 0.6854442923
-4.0 0.1086465150 0.1086465150 0.1086465150 0.1086465150 0.1086465150
We start our analysis with the simplest check possible by turing off the disorder
and the magnetic field, in which case the transport coefficients can be computed
virtually exact using the Bloch decomposition. The performance of the numerical
algorithm in such conditions is reported in Table 7.1, which is reproduced from
[45]. Here, one can see that the first five exact digits are already reproduced on
the 80× 80-lattice. Furthermore, the number of the exact digits reproduced by the
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algorithm increases with the lattice-size and, for example, the first ten exact digits
are all reproduced when the lattice-size reaches 140× 140, for all Fermi levels.
This is indeed the fast convergence to the thermodynamic limit that is expected.
Further tests of the convergence in the presence of strong disorder will be reported
in Chapter 9, which analyzes the topological invariants.
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Fig. 7.2 (Adapted with permission from [45]) Intensity maps of density of states (left) and the Hall
conductivity (right) for λ = 0 (first row), λ = 2 (second row) and λ = 3 (third row). The regions
of quantized Hall conductivity, which appear as well defined patches of same color, are indicated
at the right.
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Now, recall the limit (2.33) from [10], which says that the Hall conductance con-
verges as T ↘ 0 to a topological invariant whose quantized value can change only
if the Fermi level crosses a spectral region were the direct conductivity is strictly
positive. Hence, if the temperature is small enough, one expects to see regions of
quantized Hall conductance. Maps of σ12 are reported in Fig. 7.2 for λ = 0, 2,
and 3. These calculations, which are reproduced from [45], were performed using
a single disorder configuration on a 100× 100-lattice, with the parameters fixed at
T =Γ = 0.01. The Fermi energy was varied over the entire energy spectrum, which
was sampled at 60 equally spaced points. All allowed values of the magnetic flux
were considered. In all three cases, the maps display regions where σ12 indeed takes
the expected quantized values. They correspond to the plateaus in the Hall conduc-
tance seen in the experiments. For the cases with disorder, it is important to notice
that this quantization occurs beyond the regions empty of spectrum, that is, in the
regions where εF is immersed in the essential, though, localized spectrum. The Hall
conductivity maps in Fig. 7.2 are fairly rough since the grid was coarse, the lattice
size was relatively small and only one disorder configuration was considered. Still,
they give a useful panoramic view of the Hall conductivity, which can serve as a
good starting point for our investigation. In fact, the most interesting aspect of the
IQHE physics is not the quantization of the Hall conductance per se but rather the
transition between such quantized values. This is studied next.
Fig. 7.3 (Adapted with permission from [57]) The density of states of the model Eq. 7.7 as function
of the magnetic flux φ , for (a) λ = 0 and (b) λ = 3, together with the values of the Hall conductance
for two prominent spectral gaps. The horizontal white line shows the range of energies and the
magnetic flux used in the simulations. The inset (c) shows the relationship between the filling
factor and the Fermi energy along the simulation range, which is linear for most of the part.
The plateau-plateau transition [62, 29, 47, 31, 32, 18, 33, 25, 38] and at the
plateau-insulator transition [51, 19, 42, 48, 61, 37] in the phase diagram of IQHE
has been the subject of intense experimental and theoretical scrutiny. The plateau-
insulator transition refers to the jump of σ12 from 1 to 0 (hence to a normal insu-
lator), while the plateau-plateau transition refers to all the other jumps. There are
qualitative differences between the two transitions, which is the reason why they
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are mentioned and studied separately. When the temperatures are low enough, the
following scaling law has been observed in most if not all the experiments:
σ(εF ,T ) = F
((
εF − εc
)( T
T0
)−κ )
. (7.9)
A similar scaling law applies to the resistivity tensor ρ(εF ,T ), which is just the
inverse of σ . In (7.9), κ is a constant called the finite-temperature scaling exponent,
F is a system-specific (i.e. non-universal) function, T0 is a reference temperature and
εc is the critical Fermi energy where the transition happens. The finite-temperature
scaling exponent κ can be related to the finite-size scaling exponent ν [47], the latter
being set by the diverging asymptotic behavior of Anderson’s localization length [1]
near the critical energy:
Λ(εF)∼ α0|εF − εc|ν . (7.10)
The precise definition of Anderson’s localization length is given in (7.17).
Fig. 7.4 (Adapted with permission from [57]) The simulated (a) Hall conductance and (b) direct
conductance, as functions of Fermi energy, at different temperatures. The dashed line in panel (a)
represents the Chern number. The marker-sizes (black rectangle) corresponding to T = 0.01 reflect
the actual statistical errors. The inset (c) shows the flow of the conductivity tensor with temperature.
The relation between the critical exponents κ and ν can be heuristically under-
stood from the so called single-parameter scaling paradigm [47], which consists
of the empirical observation that, in the critical regime where (7.10) applies, the
physical properties measured in the limit T ↘ 0 on samples of different finite sizes
L . Λ depend on εF and L only through the ratio L/Λ . We will see this empirical
law manifested in Chapter 9. Now, the transport experiments are performed at finite
temperatures and on virtually infinite samples. But in this case, there exists an effec-
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tive sample-size, set by the coherence length Leff(T ) introduced by Thouless [60].
The latter is determined by the dissipation processes Leff(T )∼ 1/
√
Γ and, since Γ
typically scales with the temperature as a power law Γ ∼ T p in the regime T ↘ 0,
one has Leff(T ) ∼ T−p/2 at low temperatures. The exponent p is often referred to
as the dynamical exponent for dissipation. Then, according to the single-parameter
scaling paradigm, σ(εF ,T ) = F
(
Leff(T )/Λ(εF)
)
, and this leads automatically to
the scaling law (7.9) observed experimentally, and to the following precise relation
between the critical exponents:
κ =
p
2ν
. (7.11)
It is important to keep in mind that both critical exponents, κ and ν (hence p too),
are accessible from experiments [38]. We also want to point out that (7.11) also
follows from the critical behavior of the current-current correlation function [46].
Fig. 7.5 (Adapted with permission from [57]) The direct resistivity (a) as function of Fermi energy,
at different temperatures, and (b) as function of temperature for various Fermi energy values. The
red arrow indicates the plateau-insulator transition.
Below, we reproduce from [57] the simulations of the plateau-insulator transition
for the disordered Hofstadter model based on the non-commutative Kubo-formula
for transport. This formalism enabled us to converge the simulations at T ’s low
enough to enter the quantum critical regime, where we were able to determine the
scaling functions and extrapolate to T = 0. The results reproduced all qualitative
and almost all quantitative experimental signatures of the plateau-insulator transi-
tion. Particularly, we were able to detect and characterize the so called Quantized
Hall Insulator phase [37]. The simulations also pointed to possible new effects, such
as the anti-levitation of the critical points which was later observed experimentally
[9]. Before diving into the numerical results, let us comment on why simulating
the critical behavior is a very difficult task and on how the new algorithms helped.
First, let us point out that the transport simulations simplify tremendously at T = 0
or at high T ’s. At T = 0 and with no dissipation, the Hall conductance reduces to
82 7 Applications: Transport Coefficients at Finite Temperature
the Chern number, whose computation does not require the inversion of Γ +Lh.
Furthermore, the diagonal conductivity can be obtained from the Landauer formula,
which involves only the quantum states at the Fermi level [54]. In fact, the whole
conductivity tensor can be obtained from a 4-terminal Landauer approach [49]. In
the critical regime we are dealing with here, the entire energy spectrum has to be
taken into account. Truncating the spectrum to a small region around Fermi level
will affect even the first digit of the output. The temperatures are low so the details
and the fine character of the energy spectrum are not washed away, as it happens
at high temperature, but instead they are the main factors determining the values of
the transport coefficients. As such, the super-operator Γ +Lh must be accurately
inverted. But the main challenge is the convergence of the numerical algorithms to
the thermodynamic limit. This is essential because one needs to eliminate any artifi-
cial finite-size effect in order to correctly assess the critical behavior. The traditional
implementations [24, 39, 50, 59] are known [63] to converge only as the inverse
of L to the thermodynamic limit, hence the finite size effects persist even after the
super-cell exceeds the effective system size (set by the temperature and Anderson’s
localization length, see [57]). With the present algorithms, the simulations start to
converge faster then any inverse power law of L, once the supercell exceeds this
effective size. This enabled us to eliminate any spurious finite-size effects and to
converge the calculations at temperatures small enough to enter the critical regime.
To our knowledge, this has been achieved for the first time in [57].
We now present the results of the simulations, which are reproduced from [57].
In Fig. 7.3 we display again the density of states together with the line which in-
dicates the transition is being simulated. Note that we are dealing with the plateau-
insulator transition (cf. Fig. 7.2). The data is reported as function of Fermi energy,
but note that in the experiments one does not have control on εF but rather on the
electron density or on the filling factor. Hence, it is important to notice the almost
linear relation, for most of the part, between εF and the filling factor in the inset of
Fig. 7.3. Fig. 7.4 reports the simulated σ as function of εF at various temperatures.
The dissipation was chosen as Γ = T , hence we fixed p = 1. The simulations were
performed on a 140× 140-lattice and the output was averaged over 50 indepen-
dent disorder configurations. Due to the self-averaging property, this was more than
enough to reduce the statistical errors below the marker sizes used in Fig. 7.4. The
other parameters were fixed as λ = 3 and the magnetic flux φ = 22/140 ≈ 0.157.
In panel (a) we see the Hall conductance σxy (same as σ12 in the previous notation)
transitioning from 0 to 1, and the transition becoming sharper as T ↘ 0. To a high
degree, all σxy-curves intersect each other at one point, the critical point εc, and the
slopes of the curves at εc obey the expected scaling with temperature [47]. In panel
(b), σxx (same as σ11 in the previous notation) displays an insulating behavior for
most energies, manifested in the decrease of σxx as T ↘ 0, except for a small re-
gion around εc where σxx increases as T ↘ 0, signaling the presence of extended
quantum states. The data suggests that this region subsides to one point and that
the maximum value of σxx saturates at 12 as T ↘ 0, in line with the accepted the-
oretical picture of the plateau-insulator transition [47]. The inset in Fig. 7.4, which
is just a re-plotting of the data from the main panels, shows the flow of σ with T ,
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where different traces corresponds to different Fermi energies and the direction of
the arrows indicate the decreasing of T . There is quite a substantial dependence on
T , but σ ultimately flows to a separatrix which is shaped as a perfect semi-circle.
An unstable fixed-point at σxx = σxy = 12 can be clearly seen, in agreement with
the renormalization theory of the IQHE [47]. Experimentally, the T -flow of σ was
reported in Ref. [51], and it looks very similar to the flow of σ in our simulations.
Fig. 7.6 (Adapted with permission from [57]) The direct resistivity data (a) before and (b) after
the single-parameter rescaling (7.12) of the horizontal axis. The parameters for the rescaling were
εc =−3.15, T0 = 0.08 and κ = 0.197.
The existence of a critical point is best revealed in Fig. 7.5, which reports
ρxx = σxx/(σ2xx +σ2xy) as function of εF (panel a) and as function of T (panel b).
Here, one can see ρxx → ∞ in the normal insulator side, and ρxx → 0 in the quan-
tum Hall insulator side. While the latter behavior is usually attributed to a metallic
phase, in the present context it is due to the fact that σxy 6= 0. These opposite be-
haviors make the ρxx-curves intersect each other, very much like σxy-curves do in
Fig. 7.4(a). To a high degree, all the curves (even those at higher T ’s) intersect at a
single critical point, exactly as the experimental data showed (see Fig. 1 in [21], [51]
and [61]). As already demonstrated experimentally [22], the coordinates of the criti-
cal point can be extracted with great precision if ρxx is plotted as function of T , as in
Fig. 7.5(b). Here one can see that, as T ↘ 0, the ρxx-lines curve downwards/upwards
below/above a sharp critical point εc ≈−3.15. The critical value ρcxx at the transition
is virtually equal to 1 in the natural units, and from Fig. 7.4(a) we estimate σ cxy to
be virtually equal to 12 , exactly as seen in experiments [21, 51, 61]. Furthermore, in
Fig. 7.6 we demonstrate that we entered the quantum critical regime with the four
lowest T ’s. Indeed, upon a single-parameter rescaling of the energy axis:
εF → X = (εF − εc)
(
T
T0
)−κ
, (7.12)
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all ρxx-curves collapse almost perfectly on top of each other. The best overlap
was obtained for κ = 0.197± 0.004, which compares well with the value κ =
0.194± 0.002 obtained from the relation κ = p/2ν , the presently accepted (av-
erage) theoretical value ν = 2.58± 0.03 [55, 36, 41, 20, 17, 3, 56, 40] and p = 1
like in our simulations.
Further insight into the Anderson transition is provided by the current-current
correlation measure, introduced next. A rigorous result [30] assures the existence of
a Radon measures dmi j(ε,ε ′) on R×R such that:
T
(
∂ihG(h)∂ jhG′(h)
)
=
∫
R2
G(ε)G′(ε ′)dmi j(ε,ε ′) . (7.13)
This equality defines the current-current correlation measure, consisting of the
matrix of measures dmi j. The support of the measures is σ(h)× σ(h). We will
denote its isotropic part by dm = 1d ∑
d
j=1 dm j j. The isotropic direct conductivity
σ = 1d ∑
d
j=1σ j j of a homogenous systems accepts the following formula in terms
of the current-current correlation measure [52, 53]:
σ(β ,εF ,Γ ) =
∫
R2
ΦFD(ε ′)−ΦFD(ε)
ε− ε ′
4piΓ
Γ 2+(ε− ε ′)2 dm(ε,ε
′) . (7.14)
The Anderson localization length also accepts a formula in term of the current-
current correlation measure. Let us recall first the so called ∆ -localization length
Λ(∆) [10], with ∆ an interval from R centered at the Fermi level:
Λ 2(∆) = T
(|∂ p∆ |2) . (7.15)
Here, p∆ the spectral projector of h onto ∆ : p∆ = χ(h ∈ ∆). Then [10]:
Λ 2(∆) =
∫
∆×R
dm(ε,ε ′)
(ε− ε ′)2 . (7.16)
It is a well established fact [10, 53] that, whenever there exists a finite interval ∆
centered at EF and such that Λ(∆) < ∞, the direct conductivities σii vanish in the
limit T ↘ 0. The Anderson localization length, defined strictly at the Fermi level,
can be expressed as:
Λ 2(εF) = lim|∆ |→0
Λ 2(∆)
|∆ | = lim|∆ |→0
∫
∆×R
dm(ε,ε ′)
(ε− ε ′)2 , (7.17)
where by |∆ | is meant to be the length of the interval.
As we have already discussed, both σ and Λ display critical behaviors at the
Anderson transition. In [46], we found that they can be explained simultaneously by
the following critical behavior of the current-current correlation measure:
dm(ε,ε ′) = f (ε,ε ′)dεdε ′ , f (ε,ε ′) = g
(
ε+ ε ′−2εc
(ε− ε ′)κ/p
)
, (7.18)
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Fig. 7.7 (Adapted with permission from [46]) Convergence tests on the finite-volume r-
approximation of the current-current correlation function. The first, second and third rows cor-
respond to different lattice-sizes: 40× 40 and 80× 80 and 120× 120, respectively. The first, sec-
ond and third columns correspond to different r values (see Eq. 7.20): r = 0.03, 0.02 and 0.01,
respectively.
provided κ , ν and p obey the relation (7.11). The density f of the measure is often
referred to as the current-current correlation function, which will be assumed to
exists and be continuous. The following predictions can be made solely based on
the above formula and the asymptotic characteristics of function g (see [46]):
(p1) f (ε,ε ′) is exactly zero along the diagonal ε = ε ′, except at the critical point
where the exact value is indeterminate.
(p2) If the critical point (εc,εc) is approached along the diagonal ε = ε ′, then the
limit value of f (ε,ε ′) is zero. But if the critical point is approached from any
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other direction, the limit value of f (ε,ε ′) is σc2pi2 , where σc is the value of the
isotropic conductivity at the critical point (known not be 12 for IQHE).
(p3) The level sets of f (ε,ε ′) = g(t) near the critical point are well described by
the equation
ε+ ε ′ = t(ε− ε ′) 12ν . (7.19)
This observation can also be used to map the function g of (7.18).
We now lay down the basic principles of a numerical algorithm for computing the
current-current correlation function. Consider the approximation of the Dirac-delta
distribution:
δr(t) =
1
r
ϕ
( t
r
)
r→0−→ δ (t), ϕ(t) = 1√
2pi
e−t
2/2 . (7.20)
Then:
fr(ε,ε ′) =
∫
R×R
δr(t− ε)δr(t− ε ′)dm(t, t ′) (7.21)
is a point-wise approximation of f (ε,ε ′):
lim
r→0
fr(ε,ε ′) = f (ε,ε ′), ε,ε ′ ∈ R . (7.22)
The function fr was referred to in [46] as the r-approximation of the current-current
correlation function f . The point here is that the distribution fr can also be computed
from:
fr(ε,ε ′) =
1
d
d
∑
j=1
T
(
(∂ jh)δr(h− ε)(∂ jh)δr(h− ε ′)
)
. (7.23)
The conditions of Theorem 6.5 are met, hence (7.23) is amenable on a computer via
the canonical finite-volume algorithm. The convergence to the thermodynamic limit
is expected to slow down as r↘ 0, but away from possible singular points we can
achieve a good representation of f (ε,ε ′) even with a finite r. How small we need to
take r depends on the profile of f (ε,ε ′) and on desired accuracy.
r = r′ = 0.03 r = r′ = 0.02 r = r′ = 0.01
40×40→ 80×80 1.1×10−2 1.5×10−2 1.9×10−2
80×80→ 120×120 6.5×10−3 6.8×10−3 1.1×10−2
Table 7.2 (Adapted with permission from [46]) The estimator D defined in (7.24) as evaluated on
the data from Fig. 7.7.
We now discuss the numerical results, which are all reproduced from [46]. The
flux and the range of energies were chosen exactly as in Fig. 7.3 and the strength
of the random potential was fixed at λ = 3. Hence, we are dealing with exactly
the same plateau-insulator transition as before. Fig. 7.7 reports a convergence test.
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In these simulations, we computed the finite-volume r-approximation fˆr(ε,ε ′) for
(ε,ε ′) on the grid G that is clearly visible in the plots, and the value of r was reduced
from 0.03 to 0.01 and the lattice-size was increased from 40×40 to 120×120. Let
us make some qualitative remarks first. Although not a perfect representation of
f (ε,ε ′), we can already detect the position of the critical point and the numerical
values at this point agree well with the prediction (p2) from above. For example,
the numerical value at the critical point, for r = 0.01 and lattice-size 120× 120,
is 0.9981 in units of 14pi2 . In fact, the overall shape is consistent qualitatively with
the theoretical predictions. We can already see that the current-current correlation
function is smooth away from the critical point, and even featureless away from
the diagonal ε = ε ′, but it displays abrupt features near critical point, especially
near the diagonal where fˆr drops to lower values. This feature is consistent with the
prediction (p1) and that of Ref. [16]), which says that f (ε,ε) = 0 except at εc, but to
fully resolve the behavior near the diagonal it will be a very difficult numerical task.
In Fig. 7.7, one can clearly see how the structure near the diagonal becomes sharper
as r is decreased but the graph itself becomes more rugged, as expected. Increasing
the system-size makes the graph smooth again.
Fig. 7.8 (Adapted with permission from [46]) Left: A refined intensity plot of the current-current
correlation distribution f (ε,ε ′) in units of 14pi2 . Right: The level sets of f (ε,ε
′) together with
matching curves described in (7.19). The computation was performed on a 120×120 lattice and
the data was averaged over 100 random configurations.
To quantify the convergence tests, we evaluated the following quantity:
D =
4pi2
|G| ∑
(ε,ε ′)∈G
∣∣∣ fˆ Lr (ε,ε ′)− fˆ L′r′ (ε,ε ′)∣∣∣ , (7.24)
which is an estimator of the (absolute) variations from one simulation to another,
and we report the findings in Table 7.2. Based on these numbers, we expect that,
for these tested values of r, the r-approximation fr(ε,ε ′) be converged w.r.t. the
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system-size to at least two digits of precision (in units of 14pi2 ). To quantify how
far is fr(ε,ε ′) from the true current-current correlation function, we evaluated the
estimator on the 120× 120 lattice and found D = 9.5× 10−3 when decreasing r
from 0.03 to 0.02, and D = 7.2× 10−3 when decreasing r from 0.02 to 0.01. We
could infer from these numbers that, on average, the true current-current correlation
function f (ε,ε ′) was also resolved up to two digits of precision (in units of 14pi2 ).
Fig. 7.9 (Adapted with permission from [46]) Left: The trace of the asymptotic region where the
scaling invariance of the current-current correlation function occurs. Right: Plot of the 10 values
of the function g(t), as derived from the 10 contours from Fig. 7.8, together with a Gaussian fit.
We now analyze in more details the current-current correlation function. In
Fig. 7.8(a) we report the numerically computed distribution fˆr(ε,ε ′) on a 120×120
lattice, for ε = 0.01 but on a more refined grid than in Fig. 7.7 (which is again
clearly visible from the graph). Based on our convergence tests, we believe that the
data is an accurate representation of the exact f (ε,ε ′). Panel (b) of Fig. 7.8 displays
10 level sets of f (ε,ε ′), which will be used to test the prediction (p3) from above.
For this we overlap in Fig. 7.8(b) the matching contours generated with Eq. 7.19,
ε = ε ′+ t(ε−ε ′) 12ν . Here, we used ν = 2.58 from the previous simulations [57] and
only optimized the value of t for each level set. Although the quality of the contours
is somewhat low, the agreement between the numerical level sets and Eq. 7.19 is
surprisingly good in a region near the diagonal. Beyond this region, the two curves
rapidly diverge from one another. This give us an estimate of the asymptotic region
where the scaling invariance applies and this region is traced for the eye in the left
panel of Fig. 7.9. Furthermore, by pairing the values of t used to generate the match-
ing contours in Fig. 7.8 with the values of the level sets, we can generate the profile
of the function g and this is shown in the right panel of Fig. 7.9. This profile is quite
different from a Lorentzian or a Poisson profile but it is represented quite well by a
Gaussian, as the fit shows.
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Fig. 7.10 (Adapted with permission from [64]) The conductivity tensor of the model (7.25) as
function of Fermi ennegy at various temperatures, as simulated on a 80× 80 lattice. An average
over many disorder configurations was considered (as many as 67 for T = 0.01 and 24 for T =
0.08). The marks posted on the graph give σ at the critical point. The inset shows the flow of our
data in the (σxy,σxx) plane as T ↘ 0. The dotted line suggests the separatrix for the flow.
7.3 Chern Insulators
IQHE studied in the previous section is the prototypical example of a topological
condensed matter system from class A in the classification Table 1.1. A topological
insulator, though, is a material in which the physics of IQHE occurs without the
need of any externally maintained magnetic field. In other words, it is intrinsic to
the materials. There are many experimental realizations and fine characterizations
of a Chern insulating phase [11, 12, 34, 8, 27, 15, 35, 26], and the quantum criti-
cal regime at the transition between the topological and trivial phases was resolved
in [14, 13]. In this Section, we investigate this regime numerically on a model of
a Chern insulator. The numerical results are reproduced from [64], which unfortu-
nately were performed before the experiments in [14, 13] and, as such, the models
are not tuned to those materials.
One may wonder if there are differences between a Chern insulator and an IQHE
system. The answer is yes. First, let us point that the clean limit of the two sys-
tems is markedly different: For IQHE systems, the energy spectrum is concentrated
in sharp Landau levels while Chern insulators can have wide energy bands sepa-
rated by spectral gaps. When disorder is introduced, the energy spectrum becomes
entirely localized except at the critical points [44], but the localized spectra in the
two systems can be of very different nature. In IQHE, the whole localized spectrum
is generated by impurity states pulled out from the Landau levels into a region of
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Fig. 7.11 (Adapted with permission from [64]) (a) The direct resistivity (and the Hall resistivity
in the inset) as function of εF at T = 0.01, 0.02, 0.03, 0.04, 0.06 and 0.08. (b) The direct resistivity
as function of temperature for various Fermi energies. The arrow indicates the transition from the
Chern to the normal insulator.
empty spectrum. This type of spectrum is often called a Lifshitz tail. In a Chern in-
sulator, part of the localized spectrum originates from the localization of the already
existing energy bands; The rest of the localized spectrum is a Lifshitz tail composed
of impurity states pulled by the disorder into the clean spectral gaps. The density
of states for the former is much higher then for the latter. As a result, the diagonal
transport coefficients at finite temperature take appreciable values when the Fermi
energy is not located in a Lifshitz tail, and this will qualitatively change the flow of
σ with the temperature, as discussed below.
In [64], we worked with the spin-up sector of Kane-Mele model [28], which is
relevant to the itinerant electrons in graphene. Unfortunately, the spin-orbit inter-
action responsible for the emergence of the topological phase is extremely small in
these systems, in fact, below the resolution of the present experiments. Nevertheless,
when tuned in the middle of the topological phase, the model with disorder takes
the form:
Hω = ∑
〈x,y〉
|x〉〈y|+0.6i ∑
〈〈x,y〉〉
ηx
(|x〉〈y|− |y〉〈x|)+λ∑
x
ωx|x〉〈x| . (7.25)
Here, x and y label sites of the honeycomb lattice, which contains two sites per
unit cell indexed by the isospin number ηx ∈ {−1,1} (see [44] for more details).
Furthermore, 〈〉 and 〈〈〉〉 symbolize first and second nearest neighbor relation on the
honeycomb lattice, respectively, and ωx’s are drawn randomly and independently
from the interval [− 12 , 12 ]. The strength of the disorder was fixed at λ = 4, precisely
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twice the size of the clean spectral gap, in order to achieve the strong disorder regime
where the spectral gap is closed and only a mobility gap remains.
The simulated conductivity tensor is reported in Fig. 7.10, where the super-cell’s
size was 80×80 primitive cells. Comparing with the results for the disordered Hofs-
tadter model in Fig. 7.4, some obvious qualitative differences can be observed. First,
the parametrix in the inset of Fig. 7.10 is no longer a semi-circle. Secondly, the con-
ductivity tensor flows with the temperature from the outside of the parametrix in the
trivial side of the critical point and from inside of the parametrix in the topological
side. This is a consequence of the qualitative difference between IQHE systems and
Chern insulators mentioned above. Lastly, let us note that the value of σxx saturates
now at a value σ cxx ≈ 1.
Fig. 7.11 reports the direct resistivity ρxx as function of temperature, for different
Fermi levels. The results reveal again the existence of critical points, which can be
accurately located from the data, εcF =±1.017. The precise value of the conductivity
tensor at the critical point is: σ cxy =−0.53 and σ cxx = 1.09. Lastly, Fig. 7.12 shows the
scaling analysis, which reveals again that the ρxx-curves collapse almost perfectly
on top of each other after the energy axis is rescaled as in (7.12) (T0 = 0.04). The
best overlap of the rescaled curves is obtained for κ = 0.21±0.01, a value that is in
good agreement with k = 0.194± 0.002 obtained from the expression κ = p/(2ν)
with the presently accepted value ν = 2.58±0.03, and p= 1 like in our simulations.
Fig. 7.12 (Adapted with permission from [64]) The direct resistivity at different temperatures
collapses onto a single curve after the single-parameter rescaling (7.12), with εcF = 1.017, T0 = 0.04
and κ = 0.21.
Let us conclude the Section by mentioning that the experiments reported in [14]
found a critical behavior quite similar to the IQHE systems, hence different from
what we reported here. This indicates that the Chern insulators studied experimen-
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tally in [14] have very narrow energy bands, in which case is has been shown ex-
plicitly [43] that the critical behavior is similar to the one seen in IQHE systems.
In [13], however, the reported critical behavior is more similar to our simulations,
indicating that those experimental samples have wider energy bands.
References
1. E. Abrahams, P. W. Anderson, D. Licciardello, T. Ramakrishnan, Scaling theory of localiza-
tion: Absence of quantum diffusion in two dimensions, Phys. Rev. Lett. 42, 673-676 (1979).
2. A. Agazzi, J.-P. Eckmann, G. M. Graf, The colored Hofstadter butterfly for the honeycomb
lattice, J. Stat. Phys. 156, 417-426 (2014).
3. M. Amado, A. V. Malyshev, A. Sedrakyan, F. Dominguez-Adame, Numerical study of the lo-
calization length critical index in a network model of plateau-plateau transitions in the quan-
tum Hall effect, Phys. Rev. Lett. 107, 066402 (2011).
4. G. Androulakis, J. Bellissard, C. Sadel, Dissipative dynamics in semiconductors at low tem-
perature, J. Stat. Phys. 147, 448-486 (2012).
5. J. E. Avron, O. Kenneth, G. Yehoshua, A numerical study of the window condition for Chern
numbers of Hofstadter butterflies, J. Phys. A: Math. Theor. 47, 185202 (2014).
6. J. E. Avron, D. Osadchy, Hofstadter butterfly as quantum phase diagram, J. Math. Phys. 42,
5665-5671, (2001).
7. J. E. Avron, D. Osadchy and R. Seiler, A topological look at the quantum Hall effect, Physics
Today 56, 38-42, (2003).
8. L. Bao, W. Wang1, N. Meyer, Y. Liu, C. Zhang, K. Wang, P. Ai, F. Xiu, Quantum corrections
crossover and ferromagnetism in magnetic topological insulators, Sci. Rep. 3, 2391 (2013).
9. J. Bellissard, K-theory of C∗-algebras in solid state physics, in T. Dorlas, M. Hugenholtz,
M. Winnink, editors, Lecture Notes in Physics 257, 99-156, (Springer-Verlag, Berlin, 1986).
10. J. Bellissard, A. van Elst, H. Schulz-Baldes, The non-commutative geometry of the quantum
Hall effect, J. Math. Phys. 35, 5373-5451 (1994).
11. C.-Z. Chang, et al., Thin films of magnetically doped topological insulator with carrier-
independent long-range ferromagnetic order, Adv. Mater. 25, 1065-1070 (2013).
12. C.-Z. Chang, et al., Experimental observation of the quantum anomalous Hall effect in a mag-
netic topological insulator, Science 340, 167-170 (2013).
13. C.-Z. Chang, W. Zhao, J. Li, J. K. Jain, C. Liu, J. S. Moodera, M. H. W. Chan, Observation
of the quantum-anomalous-Hall insulator to Anderson insulator quantum phase transition and
its scaling behavior, PRL 117, 126802 (2016).
14. J. G. Checkelsky, R. Yoshimi, A. Tsukazaki, K. S. Takahashi, Y. Kozuka, J. Falson,
M. Kawasaki, Y. Tokura, Trajectory of the anomalous Hall effect towards the quantized state
in a ferromagnetic topological insulator, Nature Phys. 10, 731-736 (2014).
15. L. J. Collins-McIntyre, et al., Magnetic ordering in Cr-doped Bi2Se3 thin films, Eur. Phys.
Lett., 107 57009 (2014).
16. J.-M. Combes, F. Germinet, P. D. Hislop, Conductivity and the current-current correlation
measure, J. Phys. A: Math. Theor. 43, 474010 (2010).
17. J. P. Dahlhaus, J. M. Edge, J. Tworzydlo, C. W. J. Beenakker, Quantum Hall effect in a one-
dimensional dynamical system, Phys. Rev. B 84, 115113 (2011).
93
94 References
18. V. T. Dolgopolov, A. A. Shashkin, B. K. Medvedev, V. G. Mokerov, Scaling under conditions
of the integral quantum Hall effect, Sov. Phys. JETP 72, 113-120 (1991).
19. R. B. Dunforda, N. Griffin, M. Pepper, P. J. Phillips, T. E. Whall, Universality at a quantum
Hall-Hall insulator transition in a Si/Si0.87Ge0.13 2D hole system, Physica E 6, 297-300 (2000).
20. I. C. Fulga, F. Hassler, A. R. Akhmerov, C. W. J. Beenakker, Topological quantum number
and critical exponent from conductance fluctuations at the quantum Hall plateau transition,
Phys. Rev. B 84, 245447 (2011).
21. M. Hilke, D. Shahar, S. H. Song, D. C. Tsui, Y. H. Xie, D. Monroe, Experimental evidence
for a two-dimensional quantized Hall insulator, Nature 395, 675-677 (1998).
22. M. Hilke, D. Shahar, S. H. Song, D. C. Tsui, Y. H. Xie, D. Monroe, Symmetry in the insulator-
quantum-Hall-insulator transitions observed in a Ge/SiGe quantum well, Phys. Rev. B 56,
R15545-R15548 (1997).
23. D. R. Hofstadter, Energy levels and wave functions of Bloch electrons in rational and irrational
magnetic fields, Phys. Rev. B 14, 2239-2249 (1976).
24. A. Houari, R. Harris, The Hall effect in simple glassy structures, J. Phys.: Condens. Matter 3,
1505-1512 (1991).
25. B. Huckestein, Scaling theory of the integer quantum Hall effect, Rev. Mod. Phys. 67, 357-396
(1995).
26. K.-H. Jin, S.-H. Jhi, Quantum anomalous Hall and quantum spin-Hall phases in flattened Bi
and Sb bilayers, Sci. Rep. 5, 8426 (2015).
27. A. Kandala, A. Richardella, D. W. Rench, D. M. Zhang, T. C. Flanagan, N. Samarth, Growth
and characterization of hybrid insulating ferromagnet-topological insulator heterostructure de-
vices, Appl. Phys. Lett. 103, 202409 (2013).
28. C. L. Kane, E. J. Mele, Quantum spin Hall effect in graphene, Phys. Rev. Lett. 95, 226801
(2005).
29. S. Kawaji, J. Wakabayashi, Experiments on scaling relation of conductivities in silicon MOS
inversion layers in strong magnetic fields, J. Phys. Soc. Japan 56, 21-24 (1987).
30. A. Khorunzhy, L. Pastur, Limits of infinite interaction radius, dimensionality and the number
of components for random operators with off-diagonal randomness, Commun. Math. Phys.
153, 605-646 (1993).
31. S. Koch, R. J. Haug, K. v. Klitzing, K. Ploog, Size-dependent analysis of the metal-insulator
transition in the integral quantum Hall effect, Phys. Rev. Lett. 67, 883-886 (1991).
32. S. Koch, R. J. Haug, K. v. Klitzing, and K. Ploog, Experiments on scaling in
AlxGa1−xAs/GaAs heterostructures under quantum Hall conditions, Phys. Rev. B 43, 6828-
6831 (1991).
33. S. Koch, R. J. Haug, K. v. Klitzing, K. Ploog, Experimental studies of the localization transi-
tion in the quantum Hall regime, Phys. Rev. B 46, 1596-1602 (1992).
34. X. Kou, et al., Interplay between different magnetisms in Cr-doped topological insulators,
ACS Nano 7, 9205-9212 (2013).
35. X. Kou, et al., Scale-invariant quantum anomalous Hall effect in magnetic topological insula-
tors beyond the two-dimensional limit, Phys. Rev. Lett. 113, 137201 (2014).
36. B. Kramer, A. MacKinnon, T. Ohtsuki, K. Slevin, Finite size scaling analysis of the Anderson
transition Int. J. Mod. Phys. B 24, 1841-1854 (2010).
37. D. T. N. de Lang, L. A. Ponomarenko, A. de Visser, A. M. M. Pruisken, Observation of the
quantized Hall insulator in the quantum critical regime of the two-dimensional electron gas,
Phys. Rev. B 75, 035313 (2007).
38. W. Li, C. L. Vicente, J. S. Xia, W. Pan, D. C. Tsui, L. N. Pfeiffer, K. W. West, Scaling in
plateau-to-plateau transition: A direct connection of quantum Hall systems with the Anderson
localization model, Phys. Rev. Lett. 102, 216801 (2009).
39. S. S. Mandal, M. Acharyya, Specific heat in the integer quantum Hall effect: An exact diago-
nalization approach, Physica B 252, 91-95 (1998).
40. H. Obuse, I. A. Gruzberg, F. Evers, Finite-size effects and irrelevant corrections to scaling near
the integer quantum hall transition, Phys. Rev. Lett. 109, 206804 (2012).
References 95
41. H. Obuse, A. R. Subramaniam, A. Furusaki, I. A. Gruzberg, A. W. W. Ludwig, Conformal
invariance, multifractality, and finite-size scaling at Anderson localization transitions in two
dimensions, Phys. Rev. B 82, 035309 (2010).
42. L. A. Ponomarenko, D. T. N. de Lang, A. de Visser, D. K. Maude, B. N. Zvonkov, R. A.
Lunin, A. M. M. Pruisken, New insights into the plateau-insulator transition in the quantum
Hall regime, Physica E 22, 236-239 (2004).
43. J. Priest, S. P. Lim, D. N. Sheng, The scaling behavior of the insulator to plateau transition in
topological band model, Phys. Rev. B 89, 075110 (2014).
44. E. Prodan, Disordered topological insulators: A non-commutative geometry perspective, J.
Phys. A: Math. Theor. 44, 113001 (2011).
45. E. Prodan, Quantum transport in disordered systems under magnetic fields: A study based on
operator algebras, Applied Mathematics Research eXpress 2013, 176-255 (2013).
46. E. Prodan, J. Bellissard, Mapping the current-current correlation function near a quantum
critical point, Ann. Phys. 368, 1-15 (2016).
47. A. M. M. Pruisken, Universal singularities in the integral quantum Hall effect, Phys. Rev. Lett.
61, 1297-1300 (1988).
48. A. M. M. Pruisken, D. T. N. de Lang, L. A. Ponomarenko, A. de Visser, Universal scaling
results for the plateau-insulator transition in the quantum Hall regime, Solid State Commun.
137, 540-544 (2006).
49. L. P. Pryadko, A. Auerbach, Hall resistivity and dephasing in the quantum Hall insulator, Phys.
Rev. Lett. 82 1253-1257 (1999).
50. S. Roche, Quantum transport by means of O(N) real-space methods, Phys. Rev. B 59, 2284-
2291 (1999).
51. R. T. F. van Schaijk, A. de Visser, S. M. Olsthoorn, H. P. Wei, A. M. M. Pruisken, Probing the
plateau-insulator quantum phase transition in the quantum Hall regime, Phys. Rev. Lett. 84,
1567-1570 (2000).
52. H. Schulz-Baldes, J. Bellissard, A kinetic theory for quantum transport in aperiodic media, J.
Stat. Phys. 91, 991-1026 (1998).
53. H. Schulz-Baldes, J. Bellissard, Anomalous transport: A mathematical framework, Rev. Math.
Phys. 10, 1-46 (1998).
54. D. N. Sheng, Z. Y. Weng, Phase diagram of the integer quantum Hall effect, Phys. Rev. B 62,
15363-15366 (2000).
55. K. Slevin, T. Ohtsuki, Critical exponent for the quantum Hall transition, Phys. Rev. B 80,
041304 (2009).
56. K. Slevin and T. Ohtsuki, Finite size scaling of the Chalker-Coddington model, Int. J. Mod.
Phys.: Conference Series 11, 60-69 (2012).
57. J. Song, E. Prodan, Characterization of the quantized Hall insulator phase in the quantum
critical regime, Euro. Phys. Lett. 105, 37001 (2014).
58. D. Spehner, J. Bellissard, A kinetic model of quantum jumps, J. Stat. Phys. 104, 525-572
(2001).
59. D. G. Steffen, M. P. Gelfand, Longitudinal and Hall conductances in model alkali fullerides
A3C60, Phys. Rev. B 69, 115109 (2004).
60. D. J. Thouless, Maximum metallic resistance in thin wires, Phys. Rev. Lett. 39, 1167-1169
(1977).
61. A. de Visser, L. A. Ponomarenko, G. Galistu, D. T. N. de Lang, A. M. M. Pruisken, U. Zeitler,
D. Maude, Quantum critical behaviour of the plateau-insulator transition in the quantum Hall
regime, J. Phys: Conference Series 51, 379-386 (2006).
62. H. P. Wei, D. C. Tsui, A. M. M. Pruisken, Localization and scaling in the quantum Hall regime,
Phys. Rev. B 33, 1488-1491 (1985).
63. Y. Xue, E. Prodan, The noncommutative Kubo formula: Applications to transport in disordered
topological insulators with and without magnetic fields, Phys. Rev. B 86, 155445 (2012).
64. Y. Xue, E. Prodan, Quantum criticality at the Chern-to-normal insulator transition, Phys. Rev.
B 87, 115141 (2013).
Chapter 8
Error Bounds for Non-Smooth Correlations
Abstract In this Chapter we analyze correlation functions of the type:
T(∂α1G1(h)∂α2G2(h) . . .) , h ∈Ad , (8.1)
where Gi’s are only piecewise continuous and the discontinuities occur inside the
essential spectrum of h. We establish that, if the discontinuities occur inside the mo-
bility gaps of h, then the canonical finite-volume algorithm presented in Chapter 5
continues to display a rapid convergence to the thermodynamic limit. Key to the
error estimates is the Aizenman-Molchanov bound [2, 3], which is discussed and
adapted to the present context.
8.1 The Aizenman-Molchanov Bound
Here we adapt the analysis from [1] to the case of periodic boundary conditions. We
recall that [1] dealt only with Dirichlet boundary conditions. Our goal here is two-
fold: 1) To exemplify for the reader a simple derivation of an Aizenman-Molchanov
bound and 2) to verify that indeed the bound holds uniformly with the system size,
when the Dirichlet boundary condition is replaced by the periodic one.
We begin by stating a set of assumptions for this Section (only):
b1. The Hamiltonian h ∈Ad is of finite range:
h = ∑
|x|≤R
hxux , R< ∞ . (8.2)
b2. The fluctuations in the Fourier coefficients are small. That is, there exists ω¯ ∈Ω
invariant under translations, τxω¯ = ω¯ for all x ∈ Zd , such that
sup
ω∈Ω
‖δhx(ω)‖ , δhx(ω) = hx(ω)−hx(ω¯) , x ∈ Zd , (8.3)
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are small (to be specified later how small).
In the following, we consider the reference Hamiltonian h0 ∈Ad whose Fourier
coefficients are given by h0,x(ω) = hx(ω¯).
Proposition 8.1. Recall the epimorphism p˜ from Proposition 4.6 and the epimor-
phism pˆ from Proposition 4.20. We define hˆ0 ∈ Aˆd as hˆ0 = (pˆ◦ p˜)(h0). Let z ∈C and
δ = dist
(
Rez,σ(h0)
)
> 0. Then the resolvent of hˆ0 satisfies:
‖(hˆ0− z)−1x ‖ ≤ A(δ )e−γ(δ )|x| , 0 < A(δ ), γ(δ )< ∞ . (8.4)
As the notation suggests, the parameters on the righthand side depend only on δ ,
hence (8.4) holds uniformly in L. Furthermore, γ(δ ) has a sub-linear behavior for
δ small.
Proof. From Proposition 4.22, we have:
(hˆ0− z)−1x = ∑
y∈Zd
(h0− z)−1x+y(2L+1) . (8.5)
The Fourier coefficients on the right are known to obey [5]:
‖(h0− z)−1x ‖ ≤ Bδ e−γ(δ )|x| , ∀x ∈ Zd , (8.6)
where the parameters are as in the statement. Then, for x ∈VL:
‖(hˆ0− z)−1x ‖ ≤ Bδ ∑
y∈Zd
e−γ(δ )|x+y(2L+1)| . (8.7)
Now note that |x+ y(2L+1)| ≥ |x| and |x+ y(2L+1)| ≥ L|y| hold for all y ∈ Zd if
x ∈VL, hence:
∑
y∈Zd
e−γ(δ )|x+y(2L+1)| ≤ e−(1−ξ )γ(δ )|x| ∑
y∈Zd
e−ξγ(δ )L|y| , ∀ ξ ∈ (0,1) , (8.8)
and the statement follows if we choose Aδ = 2Bδ , since the remaining sum is uni-
formly bounded in L. In fact sum is continuous of L and:
∑
y∈Zd
e−ξγ(δ )L|y|→ 1 , ξ > 0 , (8.9)
as L→ ∞. Regarding the sub-linear behavior of γ(d), see [4] and [6]. uunionsq
Proposition 8.2. Assume b1 and b2 and define hˆ ∈ Aˆd as hˆ = (pˆ◦ p˜)(h). Let z ∈ C
with δ = dist
(
Rez,σ(h0)
)
> 0 fixed and |Imz|> 0. Then the Aizenman-Molchanov
bound holds uniformly in L and Imz:∫
Ω̂
dP̂(ωˆ)‖(hˆ− z)−1x (ωˆ)‖s ≤ Ase−γs|x| , s ∈ (0,1) , (8.10)
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for some strictly positive and finite constants As and γs.
Proof. The resolvent identity and (4.35) give:
(hˆ− z)−1x (ωˆ) = (hˆ0− z)−1x + ∑
xi∈VL
s(∑ xˆi)=x
eiφ (hˆ0− z)−1x1 δ hˆx2(ωˆ2)(hˆ− z)−1x3 (ωˆ3) , (8.11)
where ωˆi’s are cyclic shifts of ωˆ , eiφ is the appropriate phase factor and δ hˆ= hˆ0− hˆ.
Let us introduce the notation:
δhx = sup
ω∈Ω
‖δhx(ω)‖ , (8.12)
and note that ‖δ hˆx(ωˆ)‖ ≤ δhx for all ωˆ ∈ Ω̂ . Taking the norm of (8.11) and then
raising the result to the power s, and using the fact that (∑αi)s ≤∑αsi for any αi > 0
and s ∈ (0,1), gives: ∥∥(hˆ− z)−1x (ωˆ)∥∥s ≤ ∥∥(hˆ0− z)−1x ∥∥s (8.13)
+ ∑
xi∈VL
s(∑ xˆi)=x
∥∥(hˆ0− z)−1x1 ∥∥s (δhx2)s∥∥(hˆ− z)−1x3 (ωˆ3)∥∥s .
Taking the average over ωˆ and using the invariance of the measure w.r.t. translations:∫
Ω̂
dP̂(ωˆ)
∥∥(hˆ− z)−1x (ωˆ)∥∥s ≤ ‖(hˆ0− z)−1x ‖s (8.14)
+ ∑
xi∈VL
s(∑ xˆi)=x
∥∥(hˆ0− z)−1x1 ∥∥s (δhx2)s ∫Ω̂ dP̂(ωˆ)∥∥(hˆ− z)−1x3 (ωˆ)∥∥s .
Next, we multiply (8.14) by eξγs(δ )|x|, with ξ ∈ (0,1), γs(δ ) = sγ(δ ) and γ(δ ) from
Proposition 8.1 Then we sum over x and use the fact that |x| ≤ |x1|+ |x2|+ |x3|
to properly distribute the exponential factor. Note that the summations over xi on
the right-hand side can now be decoupled. At this point is useful to introduce the
notation:
Q0(ξ ) = ∑
x∈VL
∥∥(hˆ0− z)−1x ∥∥s eξγs(δ )|x| , (8.15)
and
Q(ξ ) = ∑
x∈VL
∫
Ω̂
dP̂(ωˆ)
∥∥(hˆ− z)−1x (ωˆ)∥∥s eξγs(δ )|x| , (8.16)
as well as:
δh(ξ ) = ∑
x∈VL
(
δhx
)s eξγs(δ )|x| . (8.17)
Then:
Q(ξ )≤ Q0(ξ )+δh(ξ )Q0(ξ )Q(ξ ) , (8.18)
which implies:
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Q(ξ )≤ Q0(ξ )
1−δh(ξ )Q0(ξ )
, (8.19)
provided that:
δh(ξ )Q0(ξ )< 1 . (8.20)
From Proposition 8.1, we know that Q0(ξ ) is uniformly bounded w.r.t. L and Imz,
and, due to the finite-range assumption b1, δh(ξ ) becomes independent of L when
the latter becomes large. Therefore, (8.20) holds if δh(ξ ) is small enough. The
latter can now be formulated more precise. Indeed, since both δh(ξ ) and Q0(ξ )
are continuous and decreasing functions of ξ , if we require:
δh(0)Q0(0)< 1 ⇔
(
∑
x∈VL
∥∥(hˆ0− z)−1x ∥∥s)( ∑
x∈VL
(
δhx
)s)
< 1 , (8.21)
then we can be sure that condition (8.20) is satisfied if we take ξ small enough.
The conclusion is that, with assumptions b1 and (8.21) in place, we can always
find ξ > 0 such that Q(ξ ) becomes uniformly bounded w.r.t. L and Imz, and the
statement follows. uunionsq
In the original work [1], Aizenman arrives at (8.18) by using the so called de-
coupling inequalities. In the present context, this will only give a more optimized
expression for δh(ξ ). Now, with this optimization or not, one can determine that
(8.21), hence (8.10) too, hold true even when Rez is located inside the spectrum of
h. This can be seen by examining the behavior of the spectral edges w.r.t. the strength
of the fluctuations, as it was done in the original work [1]. The fact that γ in Propo-
sition 8.1 depends sub-linearly on dist
(
Rez,σ(h0)
)
is important for this argument
[4]. Lastly, let us recall that the physical implications of the Aizenman-Molchanov
bound was already discussed in Section 2.3.
8.2 Assumptions
Here we state a set of sufficient assumptions which ensure a fast convergence of the
canonical finite-volume algorithm presented in Chapter 5, when applied to comput-
ing correlation involving piecewise continuous functions.
c1. The Hamiltonian h ∈ Ad is of finite range and takes the linearized form from
Example 2.7.
c2. The Hamiltonian has a mobility gap ∆ as introduced in Definition 3.30.
c3. The Aizenman-Molchanov bound for εF ∈ ∆ holds uniformly in L for the finite-
volume approximations.
Remark 8.3. Proposition 8.2 shows that c3 holds with the simplifying assumptions
b1 and b2 but, of course, c3 can hold in much more generic conditions. Hence, the
assumption b2 will be removed from now on. 
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8.3 Derivation of Error Bounds
Theorem 8.4. Let h ∈ Ad be a Hamiltonian in the infinite-volume setting and as-
sume c1-c3 from above. Recall the epimorphism p˜ from Proposition 4.6 and the
epimorphism pˆ from Proposition 4.20 and define hˆ ∈ Aˆd as hˆ= (pˆ◦ p˜)(h). Then, for
any K ∈ N, there exists the finite positive constant AK such that:∣∣∣T(∂α1G1(h) . . .∂αnGn(h))− T̂(∂ˆα1G1(hˆ) . . . ∂ˆαnGn(hˆ))∣∣∣≤ AK
(1+ |VL|)K , (8.22)
where Gi’s are Borel functions that are smooth away from the mobility gaps of h.
Proof. We recall Corollary 3.32, which assures us that the argument of T in (8.22)
belongs to A¯∞d . We appeal again to the “derivation” from (6.19) and notice that:
∂ˆα1G1(hˆ) . . . ∂ˆαnGn(hˆ) = (pˆ◦ p˜)
(
∂ˆα1G1(h) . . . ∂ˆαnGn(h)
)
. (8.23)
Furthermore, note that ∂ˆα1G1(h) . . . ∂ˆαnGn(h) ∈ A¯∞d and the Fourier coefficients of
∂α j G j(h) and ∂ˆα j G j(h) coincide over VL. Hence the error committed when replac-
ing the argument of T in (8.22) by ∂ˆα1G1(h) . . . ∂ˆαnGn(h) can be bounded by terms
as in the righthand side of (8.22).
Now, let a ∈ L∞(Ad ,T0) and aˆ = (pˆ ◦ p˜)(a). Then, from the definition of the
measure dP̂:
T̂(aˆ) = T̂0(aˆ0) =
∫
Ω
dP(ω) aˆ0
(
(qˆ◦ q˜)ω) . (8.24)
If we simplify the notation and use ωˆ for (qˆ◦ q˜)ω ∈ Ω̂ , then:
T(a)− T̂(aˆ) =
∫
Ω
dP(ω)
(
a0(ω)− aˆ0(ωˆ)
)
. (8.25)
The Fourier coefficients can be compared using the representations on the physical
spaces and, by treating `2(VL) as a subspace of `2(Zd), we arrive at:
T(a)− T̂(aˆ) =
∫
Ω
dP(ω)〈0|piω(a)− pˆiωˆ(aˆ)|0〉 . (8.26)
We now introduce the notations:
a(k) = ∂ˆα1G1(h) . . . ∂ˆαk−1Gk−1(h) ∈ L∞(Ad ,T0) , k > 1 , (8.27)
and a(k) = 1 if k = 1, as well as:
aˆ(k) = ∂ˆαk+1Gk+1(hˆ) . . . ∂ˆnGn(hˆ) ∈ L∞(Âd , T̂0) , k < n , (8.28)
and aˆ(k) = 1 if k = n. Then the following expansion holds:
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〈
0
∣∣piω( n∏
j=1
∂ˆα j G j(h)
)
− pˆiωˆ
( n
∏
j=1
∂ˆα j G j(hˆ)
)∣∣0〉= n∑
k=1
∑
y1∈Zd
∑
y2∈VL
(8.29)
〈0|piω
(
a(k)
)|y1〉〈y1|piω(∂ˆαk Gk(h))− pˆiωˆ(∂ˆαk Gk(hˆ))|y2〉〈y2|pˆiωˆ(aˆ(k))|0〉 .
Using the explicit formulas (3.15) and (4.37) for the representations and by applying
the classical Holder inequality:∣∣∣∫
Ω
dP(ω)
〈
0
∣∣piω( n∏
j=1
∂ˆα j G j(h)
)
− pˆiωˆ
( n
∏
j=1
∂ˆα j G j(hˆ)
)∣∣0〉∣∣∣ (8.30)
≤ ∑
y1∈Zd
∑
y2∈VL
n
∑
k=1
[∫
Ω
dP(ω)
∣∣a(k)−y1(ω)∣∣3] 13 [∫Ω̂ dP̂(ωˆ)∣∣aˆ(k)y2 (ωˆ)∣∣3
] 1
3
×
[∫
Ω
dP(ω)
∣∣〈y1|piω(∂ˆαk Gk(h))− pˆiωˆ(∂ˆαk Gk(hˆ))|y2〉∣∣3] 13 .
From Corollary 3.32, it follows that a(k) ∈ A¯∞d , hence for any K ∈ N:[∫
Ω
dP(ω)
∣∣a(k)−y1(ω)∣∣3] 13 ≤ BK(1+ |y1|)2K . (8.31)
Since the Aizenman-Molchanov bound holds uniformly w.r.t. L, a similar bound
holds for the second term:[∫
Ω̂
dP̂(ωˆ)
∣∣aˆ(k)y2 (ωˆ)∣∣3] 13 ≤ BK(1+ |y2|)2K . (8.32)
It remains to resolve the last term. We have:
〈y1|piω
(
∂ˆαk Gk(h)
)− pˆiωˆ(∂ˆαk Gk(hˆ))|y2〉 (8.33)
= (−i)|αk|s(ŷ1− y2)αk〈y1|piω
(
Gk(h)
)− pˆiωˆ(Gk(hˆ))|y2〉 .
In the following we specialize for the case when Gi’s are step functions. Then:
〈y1|piω
(
Gk(h)
)− pˆiωˆ(Gk(hˆ))|y2〉 (8.34)
=
i
2pi
∫
C
dz〈y1|piω(h− z)−1− pˆiωˆ(hˆ− z)−1|y2〉 .
The integrand can be bounded by 2|Imz|−1, or it can be expressed via the resolvent
identity. Using a combination of both:
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2pi
∫
C
dz〈y1|piω(h− z)−1− pˆiωˆ(hˆ− z)−1|y2〉
∣∣∣ (8.35)
≤ 1
21−spi
∫
C
|dz|
|Imz|1−s ∑
y3,y4∈Zd
∣∣〈y1|piω(h− z)−1|y3〉∣∣s
× ∣∣〈y3|piω(h)− pˆiωˆ(hˆ)|y4〉∣∣s ∣∣〈y4|pˆiωˆ(hˆ− z)−1|y2〉∣∣s .
Now, recall (4.51). Since the Hamiltonian is of finite range, if we take L R, we
have hˆy(ωˆ) = hy(ω) for |y| ≤ R and hˆy(ωˆ) = 0 in rest. Furthermore, (τˆxωˆ)0ˆ =
(τxω)0 if x ∈VL, hence, from assumption c1, hˆy(τˆxωˆ) = hy(τxω) if x ∈VL. Then:
piω(h)− pˆiωˆ(hˆ) = ∑
|y|≤R
(
∑
x∈Zd
χ({x,x− y} 6⊂VL)hy(τxω)⊗|x〉〈x|Uy (8.36)
− ∑
x∈VL
χ(x− y /∈VL) hˆy(τˆxωˆ)⊗|x〉〈x|Uˆy
)
.
The important implication of the above is that 〈x|piω(h)− pˆiωˆ(hˆ)|x′〉 is identically
zero if x,x′ ∈V ′L, where:
V ′L = {x ∈VL |x− y ∈VL, ∀y ∈ Zd with |x− y| ≤ R} . (8.37)
Furthermore, for the rest of the cases, 〈x|piω(h)− pˆiωˆ(hˆ)|x′〉 can be easily seen to be
uniformly bound. We conclude:∣∣∣ i
2pi
∫
C
dz〈y1|piω(h− z)−1− pˆiωˆ(hˆ− z)−1|y2〉
∣∣∣3 (8.38)
≤ ct.
∫
C
|dz1|
|Imz1|1−s
∫
C
|dz2|
|Imz2|1−s
∫
C
|dz3|
|Imz3|1−s
∑
yα3 ,y
α
4 ∈Zd\V ′L
3
∏
α=1
∣∣〈y1|piω(h− zα)−1|yα3 〉∣∣s ∣∣〈yα4 |pˆiωˆ(hˆ− zα)−1|y2〉∣∣s ,
therefore, if we apply Holder’s inequality again:∫
Ω
dP(ω)
∣∣〈y1|piω(Gk(h))− pˆiωˆ(Gk(hˆ))|y2〉∣∣3 (8.39)
≤ ct.
∫
C
dz1
|Imz1|1−s
∫
C
dz2
|Imz2|1−s
∫
C
dz3
|Imz3|1−s
∑
yα3 ,y
α
4 ∈Zd\V ′L
3
∏
α=1
[∫
Ω
dP(ω)
∣∣〈y1|piω(h− zα)−1|yα3 〉∣∣6s] 16
×
∫
Ω
dP(ω)
∣∣〈yα4 |pˆiωˆ(hˆ− zα)−1|y2〉∣∣6s] 16 .
By taking s < 16 , we can apply the Aizenman-Molchanov bound and, by noticing
that singularities in the contour integrals are integrable, we obtain:
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Ω
dP(ω)
∣∣〈y1|piω(Gk(h))− pˆiωˆ(Gk(hˆ))|y2〉∣∣3 (8.40)
≤ ct. ∑
yα3 ,y
α
4 ∈Zd\V ′L
e−β ∑
3
α=1(|y1−yα3 |+|y2−yα4 |) ,
with β strictly positive. At the end:∣∣∣∫
Ω
dP(ω)
〈
0
∣∣piω( n∏
j=1
∂ˆα j G j(h)
)
− pˆiωˆ
( n
∏
j=1
∂ˆα j G j(hˆ)
)∣∣0〉∣∣∣ (8.41)
≤ ct. ∑
y1∈Zd
∑
y2∈VL
∑
yα3 ,y
α
4 ∈Zd\V ′L
∣∣s(ŷ1− y2)αk ∣∣e−β ∑3α=1(|y1−yα3 |+|y2−yα4 |)
(1+ |y1|)2K(1+ |y2|)2K
≤ ct. ∑
y1∈Zd
∑
y2∈VL
∑
yα3 ,y
α
4 ∈Zd\V ′L
e−β ∑
3
α=1(|y1−yα3 |+|y2−yα4 |)
(1+ |y1|)2K′(1+ |y2|)2K′
,
with 2K′ < 2K−max |αk| (here we take K large enough). By exploiting the behav-
ior of the summand over various domains, the remaining sum can be bounded as
follows:
≤ ct.e−3 β2 | L2−R| ∑
y1,y2∈Zd
∑
yα3 ,y
α
4 ∈Zd
χ(y1 ∈VL
2
)
e−β ∑
3
α=1(
1
2 |y1−yα3 |+|y2−yα4 |)
(1+ |y1|)2K′(1+ |y2|)2K′
(8.42)
+
ct.
(1+ L2 )
K′ ∑
y1,y2∈Zd
∑
yα3 ,y
α
4 ∈Zd
χ(y1 /∈VL
2
)
e−β ∑
3
α=1(|y1−yα3 |+|y2−yα4 |)
(1+ |y1|)K′(1+ |y2|)2K′
≤ ct.
(1+L)K′ ∑y1,y2∈Zd
∑
yα3 ,y
α
4 ∈Zd
e−β ∑
3
α=1(
1
2 |y1−yα3 |+|y2−yα4 |)
(1+ |y1|)K′(1+ |y2|)2K′
,
and the remaining sum is evidently finite if we take K′ large enough. uunionsq
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Chapter 9
Applications II: Topological Invariants
Abstract This Chapter reports computer assisted calculations of the topological in-
variants for strongly disordered models of topological insulators from class A and
AIII in the classification table 1.1. The computations are based on the canonical
finite-volume algorithm presented in Chapter 5. The expressions of the topological
invariants involve functional calculus with discontinuous step-wise functions, hence
their numerical simulations are covered by the analysis in Chapter 8, provided the
discontinuities occur inside the Anderson localized spectrum. The performance and
the accuracy of the algorithms will be quantified and analyzed in various ways.
9.1 Class AIII in d = 1
We introduce here a disordered model whose phase diagram can be computed ana-
lytically. As we shall see, this phase diagram can be reproduced with high fidelity by
simply mapping the topological invariant Ch1(UF) introduced in Section 2.4. The
analysis and the numerical simulations are reproduced from [6].
The model is defined on the Hilbert space C2⊗ `2(Z) and takes the form:
Hω = 12 ∑
x∈Z
[
mxσ2⊗|x〉〈x| (9.1)
+ tx
(
(σ1+ iσ2)⊗|x〉〈x+1| + (σ1− iσ2)⊗|x+1〉〈x|
) ]
,
where σi’s represent Pauli’s matrices. The fluctuating parameters are defined as
tx = 1+W1ωx , mx = m+W2ω ′x , (9.2)
where ωx,ω ′x ∈ [− 12 , 12 ] are independent and uniformly distributed random variables.
As such, the disorder configuration space is the Tychonov space Ω =
(
[− 12 , 12 ]×
[− 12 , 12 ]
)Z and the probability measure on Ω is just the product measure:
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dP(ω) =∏
x∈Z
dωx dω ′x . (9.3)
Using the standard commutation relations of the Pauli’s matrices, one can see im-
mediately that the model does have the chiral symmetry:
σ3 Hω σ3 =−Hω , ∀ω ∈Ω . (9.4)
The parameter space of the model is 3-dimensional and defined by (m,W1,W2).
For ω = 0 or W1 =W2 = 0, the Hamiltonian Hω is similar, but not identical, with
the Hamiltonian from Example (2.3). In this clean limit, the Bloch Hamiltonian and
the Fermi unitary operator take the form:
H0(k) =
(
0 e−ik + im
eik− im 0
)
, UF(k) =
eik− im
|eik− im| . (9.5)
Then:
Ch1(UF) = Winding
( eik− im
|eik− im|
)
=
{
1 if m ∈ (−1,1) ,
0 otherwise . (9.6)
Let us point out that the bulk energy-gap closes precisely at m = ±1, where the
topological phase transitions occur.
m W 1
(a)
m W1
W2
(1)
(2)
(b) (c)
-
W W2
+1 +1
0
0
Fig. 9.1 (Adapted with permission from [6]) (a) The critical surface, where Λ → ∞, plotted in the
3-dimensional phase space (m,W1,W2) as derived from (9.12). The lines (1) and (2) represent the
singular points where the scaling is anomalous (see text). The next panels report maps of Ch1(UF ),
for two sections of the phase space defined by the constraints W2 = 2W1 =W (b) and m = 0.5 (c).
The analytic critical curves are shown as black lines in panels (b,c). The computations of Ch1(UF )
were done on a lattice with 1000 unit cells and were averaged over 10 disorder configurations.
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Fig. 9.2 (Adapted with permission from [6]) Evolution of Ch1(UF ) with disorder strength W ,
where W1 = 0.5W and W2 = W . The raw, un-averaged data for 200 disorder configurations is
shown by the scattered points and the average by the solid line. Inset: the conduction and valence
edges as functions of W, indicating a spectral gap closing at W ≈ 3 (marked by the dashed line in
the main panel). The marked data point reports a quantized ν = 0.9994, at disorder well beyond
W = 3.
In the presence of disorder, the Schro¨dinger equation Hωψ = εψ associated to
(9.1) can be solved explicitly for ε = 0. This is of course a special point of the energy
axis but it is highly relevant for the systems from AIII class because the Fermi level
is pinned at ε = 0. Now, the Schro¨dinger equation reads:(
0 tx
0 0
)
ψx+1 +
(
0 0
tx 0
)
ψx−1 + i
(
0 −mx
mx 0
)
ψx = 0 , (9.7)
or, on the components:
txψx−α,α + iαmxψx,α = 0 , α =±1 . (9.8)
The solution is:
ψξα+x,α = i
x
x
∏
j=1
(
t j
m j
)α
ψξα ,α , (9.9)
where ξα = 0,1 for α =±1, respectively. The inverse of the Anderson localization
length is given by:
Λ−1 = max
α=±1
[
− lim
x→∞
1
x
log |ψξα+x,α |
]
=
∣∣∣ lim
x→∞
1
x
x
∑
j=1
(ln |t j|− ln |m j|)
∣∣∣ . (9.10)
Using Birkhoff’s ergodic theorem [2] on the last expression:
Λ−1 =
∣∣∣∣ ∫ 1/2−1/2 dω
∫ 1/2
−1/2
dω ′
(
ln |1+W1ω|− ln |m+W2ω ′|
)∣∣∣∣ . (9.11)
The integrations can be performed explicitly and the result is:
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Λ−1 =
∣∣∣∣∣∣ln
 |2+W1| 1W1 + 12
|2−W1|
1
W1
− 12
|2m−W2|
m
W2
− 12
|2m+W2|
m
W2
+ 12
∣∣∣∣∣∣ . (9.12)
A plot of the critical manifold where Anderson’s localization length diverges,
Λ → ∞ is presented in Fig. 9.1(a), where one can see two insulating phases
fully separated by this critical manifold. In other words, the only way to cross
from one insulating phase to the other is to go through an Anderson localization-
delocalization quantum transition. The computation provides additional useful in-
formation, namely, the critical exponent at the crossing of the phase boundary which
turns to be ν = 1 for the entire critical boundary, except at the points marked by the
lines (1) and (2) in Fig. 9.1(a), where the exponent is anomalous (see [6] for more
details).
Another interesting aspect is the behavior of the energy spectrum w.r.t. the dis-
order strength. Recall that the analysis of the previous paragraph applies strictly at
ε = 0, but the rest of the spectrum can be investigated by standard numerical means.
The conclusion in [6] was that the entire energy spectrum becomes Anderson lo-
calized as soon as the disorder is turned on. The spectrum remains localized upon
increasing the disorder strength and, precisely when the phase boundary is reached,
the spectrum at ε = 0 and only at ε = 0 becomes delocalized. This behavior is quite
different from the one observed in the integer quantum Hall systems, where parts of
the spectrum remain delocalized when the disorder is turned on.
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Fig. 9.3 Evolution of Ch2(PF ) with the Fermi energy for model (7.25), as computed with the
canonical algorithm on increasing lattice sizes of (a) 40× 40, (b) 60× 60, (c) 80× 80 and (d)
100× 100. The raw, un-averaged data for 100 disorder configurations is shown by the scattered
points and the average by the solid line. The disorder strength is λ = 4, large enough to completely
close the spectral gap of the Hamiltonian.
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In panels (b) and (c) of Fig. 9.1, we report the maps of Ch1(UF) for two different
sections of the phase space, as computed with the canonical finite-volume algorithm
described in Chapter 5. As one can see, the topological phase with Ch1(UF) = 1
extends all the way to the analytically computed critical boundary, in perfect agree-
ment with the prediction of Theorem 2.13. Fig. 9.2 zooms into a 1-dimensional
section of the phase diagram, so that the evolution of the topological invariant can
be observed in more detail. The inset of this figure reports the evolution of the spec-
tral gap which disappears once the disorder strength exceeds W = 3. The topological
invariant, however, remains quantized to many digits of precision well beyond this
value.
9.2 Class A in d = 2
The Chern insulators were already introduced in Section 7.3 and here we continue
the analysis of the spin-up sector of the Kane-Mele model with disorder introduced
in (7.25), this time at zero temperature.
Fig. 9.4 (Left) Overlap of the averaged Chen number values from Fig. 9.3. (Right) Re-plot of the
data after the horizontal axis was re-scaled as in (9.13), with εcF =−1.00 and ν = 2.6.
The phase diagram of the model in the plane of (εF ,λ ) was computed in Fig. 6
of [10], using the classical method based on the level statistics. In the following,
we consider the situation from panel (b) of this Fig. 6, corresponding to λ = 4
(same as in Section 7.3), where the spectral gap is closed. In Fig. 9.3 we report the
numerical computation of Ch2(PF) as function of εF , obtained with the canonical
finite-volume algorithm on lattices of increasing sizes. This figure shows disorder
averaged and non-averaged data and a good quantization of the invariant at +1 is
observed for both cases, at least for Fermi energies close to the origin. In fact, the
energy interval where this quantization is observed is in good agreement with the
mobility gap extracted from Fig. 6 of [10]. On the opposite side, the topological
invariant drops to zero and in between we expect a topological phase transition.
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According to Theorem 2.11, this should be accompanied by an Anderson transition.
Its signatures are the fluctuations w.r.t disorder in the data, which start to develop
once the Anderson localization length becomes comparable to or larger than the
size of the computational super-cell. These fluctuations persists when the size of the
super-cell is increased, which provides the evidence of the existence of a critical
point εcF where the Anderson localization length diverges. Of course, we already
know this from Section 7.3.
Table 9.1 The numerical values of averaged Chern numbers, for increasing lattice sizes.
Fermi Energy 40×40 60×60 80×80 100×100
-2.0000000000000000 0.0293885304649968 0.0183147848896676 0.0134785966919230 0.0055726403061233
-1.8999999999999999 0.0442301583027775 0.0274502505545331 0.0200229343621875 0.0112501012411246
-1.8000000000000000 0.0563736772645283 0.0416811880195335 0.0285382576963500 0.0259995275657507
-1.7000000000000000 0.0868202901241971 0.0612803850743208 0.0506852078002088 0.0377798251819264
-1.6000000000000001 0.1121154018269069 0.0905166860071905 0.0781754600177580 0.0554182299457663
-1.5000000000000000 0.1617580454580226 0.1291516191502659 0.1133966598848624 0.0977984662347778
-1.3999999999999999 0.2093536896403097 0.1883311262238442 0.1733092018533850 0.1386844139850113
-1.3000000000000000 0.2687556358733589 0.2575144956897765 0.2146703753513447 0.2040079233029510
-1.2000000000000000 0.3565352143319771 0.3333569482253110 0.3319133571108642 0.3066419928551302
-1.1000000000000001 0.4646789224167249 0.4444784219466996 0.4310440221933989 0.4427699238861748
-1.0000000000000000 0.5479958396159215 0.5561471440680733 0.5442615536532044 0.5738596277941682
-0.9000000000000000 0.6624275864985472 0.6798953821199148 0.7086514094234754 0.7228749266484203
-0.8000000000000000 0.7742005453064691 0.8124137607528051 0.8270271100278364 0.8487923693232788
-0.7000000000000000 0.8672349391630054 0.9079791895178040 0.9301639459675241 0.9432234611493278
-0.6000000000000000 0.9392873717233425 0.9636994770114942 0.9802652381114992 0.9872940741308633
-0.5000000000000000 0.9784417158133359 0.9935074963179980 0.9974987656403326 0.9988846769813913
-0.4000000000000000 0.9958865415757685 0.9992024708366942 0.9998527876642247 0.9999656328302596
-0.3000000000000000 0.9998184404341747 0.9999824660477071 0.9999988087144891 0.9999996457562911
-0.2000000000000000 0.9999952917010211 0.9999977443008894 0.9999999997655000 0.9999999999862120
-0.1000000000000000 0.9999999046002306 0.9999999998972079 0.9999999999998473 0.9999999999999849
0.0000000000000000 0.9999999963422543 0.9999999999988873 0.9999999999999996 0.9999999999999999
To demonstrate the existence of such critical point and to detect its precise loca-
tion, hence to locate the phase boundary using Ch2(PF) alone, we overlap in Fig. 9.4
the disorder averaged Chern numbers computed on lattices of increasing sizes. In the
left panel, one can see the curves intersecting at virtually one point and, in the right
panel, the curves can be seen to overlap almost perfectly when the horizontal axis is
rescaled as:
εF → εcF +(εF − εcF)
( L
L0
) 1
ν
, (9.13)
with εcF = −1.00± 0.01 and ν = 2.6± 0.1, in good agreement with the findings
in Section 7.3. We can conclude with great confidence that the system displays the
single-parameter paradigm, which is indeed the hallmark signature of the Anderson
transition. Note that the scaling exponent ν derived from our calculations is in good
agreement with the latest numerical estimates [11, 5, 8, 4, 3, 1, 12, 7].
To conclude our analysis, let us present a table with the numerical values of
the averaged Chern numbers. The data is reported in Table 9.1 and was compiled
from Fig. 9.3. As expected, when the Fermi energy is inside the mobility gap, the
quantization is reproduced with many digits of precision, and the number of exact
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digits rapidly increases with the size of the lattice. Particularly, when the Fermi
energy is in the middle of mobility gap, the quantization is reproduce with machine
precision for the largest system size. We recall that the Fermi energy is located in
the essential spectrum and that the strength of the disorder potential is four times
larger than the non-fluctuating coefficients of the Hamiltonian.
Fig. 9.5 (Adapted with permission from [13])The phase diagram of the clean model (λ = 0)
defined in (9.14). Here, the reader can identify the topological phases with Ch3(UF ) = −2 and
Ch3(UF ) = +1 (the rhombic domains), a large metallic phase (the shaded region) and the trivial
topological phase Ch3(UF ) = 0.
9.3 Class AIII in d = 3
Here we reproduce the simulations from [13] of the strong topological invariant
Ch3(UF) for the following chiral-symmetric model defined on the Hilbert space
C4⊗ `2(Z3):
Hω = 12i
3
∑
j=1
γ j⊗ (S j−S∗j) + γ4⊗
(
m+ 12
3
∑
j=1
(S j +S∗j)
)
(9.14)
+ itγ1γ3γ4+λ ∑
x∈Z3
ωx|x〉〈x| , (9.15)
where {γ j} j=1,4 provide an irreducible representation of the complex Clifford al-
gebra Cl4 on C4, and ωx are drawn randomly and independently from the interval
[− 12 , 12 ]. Without disorder, the model is almost identical with the on in (2.8), the only
difference being the presence of the additional term itγ1γ3γ4. It has been introduced
to break the time-reversal and particle-hole symmetries and make the model a true
representative of the AIII class. Indeed, if γ0 is the standard grading of even Clifford
algebra Cl4, then:
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γ0 Hω γ0 =−Hω (9.16)
remains the only symmetry of the Hamiltonian.
Fig. 9.6 (Adapted with permission from [13]) The phase diagram of the model (9.14) in (a) the
plane (m, t) at disorder strength λ = 4 and (b) in the plane (m,λ ) at t = 0. The computations were
completed on a supercell containing 16×16×16 primitive cells.
The parameter space is 3-dimensional and given by (m, t,λ ). The phase diagram
of the clean model (λ = 0) is shown in Fig. 9.5, where one can see the existence of
topological phases with Ch3(UF) =−2 and +1. Note that the phase diagram along
the line t = 0 is fully consistent with the analysis in Example 2.3.
Fig. 9.6(a) reports the map of the odd Chern number Ch3(UF) in the (m, t) plane,
computed at fixed disorder strength λ = 4. Here one can see well defined regions
where the odd Chern number remains quantized at non-trivial values, hence the
topological phases seen in Fig. 9.5 remain clearly visible even at this large value
of disorder strength. The boundary of the topological phases moved quite visibly
when compared with Fig. 9.5, with the topological phases actually occupying more
volume after the disorder was turned on. Outside the topological regions, the odd
Chern number does not drop sharply to zero, indicating the presence of a substantial
metallic region where Anderson’s localization length is infinite. This, together with
the level spacings analysis, led us to conclude in [13] that the metallic phase present
in Fig. 9.5 survives the disorder. This is, of course, not a surprise in space dimension
d = 3. Fig. 9.6(b) reports the map of the odd Chern number in the plane (m,λ ),
computed at t = 0. As one can see, the phase boundaries are strongly affected by the
disorder and the topological phases survive up to the extreme disorder strengths of
λ = 13 for Ch3(UF) = 1 and λ = 6 for Ch3(UF) =−2.
In order to illustrate the quality of the data, in Fig. 9.7 we report the numerical
values of Ch3(UF) along the paths (1) and (2) shown in Fig. 9.6(b). In this figure we
show the results for five independent random configurations (the scattered markers),
as well as the average over these five random configurations (the solid lines). The
calculations have been completed on a larger lattice of size 21×21×21. Several ex-
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plicit numerical values of the averaged odd Chern numbers are displayed, showing a
quantization with 3 digits of precision. The data also show the self-averaging prop-
erty of the winding number, which can be deduced from the absence of fluctuations
in the non-averaged data.
Fig. 9.7 (Adapted with permission from [13]) Evolution of the odd Chern number Ch3(UF ) with
(a) disorder strength λ and (b) parameter m. The raw, un-averaged data for 5 disorder configura-
tions is shown by the scattered points and the average by the solid line. The marked data points
report quantized values with 3 digital precisions. The computations were done with a cubic lattice
of 21×21×21 primitive cells.
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