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Abstract 
Let L h be the five-point finite difference operator which has O(h 2) local truncation error at the points h and 1 - h next 
to the ends of interval [0, 1] and O(h 4) at the interior mesh points 2h, 3h, . . . ,  1 - 2h. The operator generates the 
pentadiagonal coherent matrix which is not of positive type and not diagonally dominant. However, the matrix satisfies 
the maximum principle. The operator Lh has been used in a number of publications to solve elliptic and parabolic 
equations. In the paper, L h is applied to approximate he second derivatives uxx and Vxx in the two diffusion equations 
pu t = auxx + f (t, x, u, v) and qv z = bv~ + g(t, x, u, v). It is proved that the obtained semi-discrete scheme is O(h 4) globally 
convergent. For approximation of the derivatives with respect to t, the 0(31) trapezoidal rule is used. The fully discrete 
scheme obtained in this way constitutes a system of algebraic equations associated with a pentadiagonal matrix. To solve 
this system of equations an implicit iterative method based on an algorithm for pentadiagonal matrices is proposed. 
Numerical results illustrating the method are presented. 
Keywords: Finite difference method; Local overconvergence; Quasilinear parabolic equations 
AMS classification. 65N 
1. Introduction 
The O(h  4) five-point finite difference scheme has been investigated by Bramble and Hubbard in 
1964 [1]. This scheme generates the pentadiagonal coherent matrix which is not of positive type 
and not diagonally dominant. However the matrix satisfies the maximum principle stated by Varga 
in 1966 [7]. The scheme has been used in a number of publications to solve parabolic and elliptic 
equations [2, 4-6]. 
In the paper, we consider the system of two decoupled iffusion equations. Such a system of 
equations is used to describe various phenomena in biology, chemistry, physics, mathematical 
ecology, population genetics and other areas of science [2, 3]. In order to solve the system of 
diffusion equations, we apply the method of lines using the five-point scheme. As a result, we obtain 
a stiff system of ordinary differential equations which has been solved by the implicit O(z 2) 
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trapezoidal rule. The fully discrete implicit scheme constitutes an algebraic system of equations 
associated with a pentadiagonal matrix. We propose to solve the system of algebraic equations by 
an implicit iterative method based on an algorithm for a pentadiagonal matrix. 
2. The initial boundary problem 
Let us consider the following system of equations: 
~u(t, x) ~2u(t, x) 
p(t, x) ~----~ = a(t, x) ~x-----T-- 
Or(t, x) 02v(t, x) 
q(t,x) 9----[-- = b(t,x) Ox---------T-- 
+ f(t, x, u(t, x), v(t, x)), 
+ g(t,x,u(t,x),v(t,x)), 
(1) 
with the initial conditions 
u(O,x) = ~o(X), /)(O,x) = ])l(X), 0 ~ X ~ 1, 
and with the homogeneous boundary conditions 
(2) 
u(t ,o)  = u(t, 1) = v(t ,o)  = v(t,  1) = 0, t />  0. (3) 
We shall assume the following: 
(a) The coefficients a(t, x), b(t, x), p(t, x) and q(t, x) are continuous positive functions, so that 
min{a(t,x),b(t,x),p(t,x),q(t,x)} >>. 
for t >~ 0, x e [0, 1], and for a positive constant ~ > 0. 
(b) The continuous functions 70(x) and )'1 (x) satisfy the compatibil ity conditions: 
7o(O) = ~o(1)  = ~1(o)  = ~, (1 )  = o. 
(c) The continuous functionsf(t,  x, u, v), g(t, x, u, v) are differentiable with respect o the variables 
u and v and the Jacobian matrix 
Ou 
Jo(u,v)= ~g Og 
~u 
is non-positive definite, i.e., (J2.2) ~< 0 for any real 2 = (21,22). 
Under the above assumptions the initial-boundary value problem (1), (2), (3) has a unique regular 
solution. However, for numerical reasons, we shall assume xistence of a unique solution which is 
twice continuously differentiable with respect o t, and six times continuously differentiable with 
respect o x. 
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3. O(h 4) accurate method of lines 
Let us consider the finite difference operator: 
fui_ 1(0 - 2ui(t) + ui+l(t) . . . .  ~ . . . .  , i=  1, N i l ,  
LhUi(t)-- - -u i -2 ( t )+ 16ui-x(t) 30ui(t)+16ui+l(t)--ui+2(t) i=2 ,3 ,  ,N - -2 ,  
12h 2 . . . .  
where ui(t) = u(t, xi), i = O, 1, ... , N; t ~ O. 
Clearly, if u is a six times continuously differentiable function then 
~2ui(t ) 
LhUi(t)-  ~?x~ + Oi(t,u,h), 
where the local truncation error is 
h 2 04U( t, ~i) 
1--2 ~?x 4 ' i=  l ,N -1 ,  
Oi(t,u,h) = h4 06U(t,~i ) 
90 0x 6 , i=2 ,3  . . . .  ,N -2 ,  
for a certain ~i e xi -2,  xi+2). 
In order to approximate the system of equations (4) by the method of lines, we shall replace the 
second derivatives c~2ui/c~x 2, c~2vi/c~x 2 by LhUi and LhVi at each mesh point xi, i = 1, 2, ... , N - 1. 
Thus, we obtain the following semi-finite difference scheme: 
duh(t) a(t, xi)Lhuh(t) + f ( t ,  xi,uhi(t),vh(t)), p(t, xi) d~- -  
(4) 
dv/h(t) b(t, xi)LhV~(t) + g(t, xi, u)(t), vhi(t)), q(t, xi) d--7-- 
with the initial condit ions 
u~(0) = 7o(X,), v)(0) = 7,(x,), i=0 ,1  . . . .  ,N,  (5) 
and the boundary  condit ions 
ug(t)=O, uh(t)=O, vho(t)=O, vh(t)=O, t>~O, (6) 
where the local truncation errors of the first and second equations in (4) are 
T~/(t,u, h) = a(t, xi)Oi(t,u,h), Tbi(t,v,h) = b(t, xi)Oi(t,v,h). 
We shall write the semi-finite difference scheme (4), (5), (6) in the following vector form: 
Pi dUh(t~) -- AiLhUih(t) + F(t, xi, Uih(t)), t ~ O, (7) 
dt 
up(o) = r(x, ) ,  (8) 
U~(t) = O, U~(t) = O, t >>- O, (9) 
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where 
Up = v~ ' Lg(t,x,,u),vp)J' LT,(x,)J' 
b(t, xi) ' q(t, xi 
The local truncation error is 
[~7(t,u,h) 1
qJi(t,h)= ~( t ,v ,h ) ] '  i=  l,2, . . . ,N -1 .  
Convergence. The following theorem holds: 
Theorem 1. The finite difference scheme (4), (5), (6) is globally convergent and the error of the method 
Zp(t)=Up(t) -U~(t) ,  i=0 ,1 , . . . ,N ,  0~<t~<T, 
satisfies the inequality 
IIZhlls(t) <~ K h 4, i = O, 1, ... ,N, t >~ O, 
where K is a constant independent of h, and 
ilZhll s= 1 y~ [ (up-u i )  2+(vp-v/)2]. 
i=0  
Proof. Substituting to (4) 
u~(t) = z~(t) + u,(t), 
we obtain the following system of equations: 
Pi dZ~(t)dt - A,LhZ~(t) + A,LhUi(t) 
- p i m  
d Ui(t) 
dt 
+ F(t, xi, Ui(t) + Z~(t)). 
Because 
- p i  b 
d Ui(t) 
dt 
+ AiLhUi(t) + F(t, xi, Ui(t) + Z~(t)) 
c3U(t, xi) 632U(t, xi) 
= - Pi Ot + Ai c3xZ + F(t,x~, U(t,x~)) 
+ Di(t, xi, U(t, xi) + OiZ~(t))Z~(t) + ~Pi(t,h) 
= Di(t, xi, U(t, xi) + OiZ~(t))Z~(t) + ~Pi(t, h), 
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therefore the error Z~(t) satisfies the system of ordinary differential equations 
Pi dZ,(t____~) = [A,Lh + O,(t, xi, U(t,x,) + O,Z~(t))]Z~(t) + tP,(t,h), 
dt 
fo racer ta in0<0i<l , i= l ,2 , . . . ,N - l ,  and 
Z~(O)=O, i=O,  1 , . . . ,N ,  Zg=Z~=O.  
Here 
D,(t, xi, U(t, xl) + OiZP(t)) = Jo(u(t, xl) + Oi(uP - u~), v(t, xi) + Oi(v~ - vi)). 
Let us rewrite this system of equations in the following matrix form: 




M 0 = 
1 I - u, ] ,  Lzi-, ~(t,h) = Po 1 
M = Po l  [Mo + D], 
tlJl(t'h) ] 
~2 (t, h) 
Ill'IN - 1 ( t, h) 
Po = diagonal { p(t, xl ), q (t, x l ), p(t, x2), q(t, x2) . . . . .  p(t, X N - 1), q(t, XN- 1 ) }, 
D = diagonal {D1, D2,  . . -  , DN- 1 } 
24 0 -12  0 0 0 0 0 0 ... 0 0 0 
0 24 0 -12  0 0 0 0 0 --. 0 0 0 
-16  0 30 0 -16  0 1 0 0 ... 0 0 0 
0 -16  0 30 0 -16  0 1 0 ..- 0 0 0 
1 0 -16  0 30 0 -16  0 1 ... 0 0 0 
0 0 0 0 0 0 0 0 0 .-. 0 24 0 
0 0 0 0 0 0 0 0 0 . . . .  12 0 24 
12h 2 
We shall show that there exists y > 0 such that 
( -- M2, 2) >1 ?(2, 2) 
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Let us note that 
( -- M).2) = ( -- Po  l [Mo + 0] ) .2 ) /> ( - Po'Mo,) .2)  (13) 
since ( - POD2, 2) >~ 0 for all real 2 = (21,3.2, ... , 22N- 2). Also, the diagonal matrix P0 has positive 
diagonal entries, so that (12) holds if 
( -- Mo2,2) >>- 7o(2,2) (14) 
for all real 2 = (21,22 . . . .  ,22N-2) and a certain 70 > 0. To show (14), we shall follow the analysis 
given in [6, p. 225]. Let us consider the auxil iary block matrix {G~:}, i,j = 1, 2, . . . ,  N - 1, where 
I gij 1 gij = 0 , ~ih(1 - jh )  if i ~<j, GiJ = 0 (Jij (jh(1 ih) if i > j. 
Thus, G is the Green's matrix (cf. [-1]). 
One can check that 
1 1 
-MoG=~-~S and - GM~ =- i~ S~' 
where 
S = 
12 0 0 0 0 0 0 0 0 ..- 0 
0 12 0 0 0 0 0 0 0 .-- 0 
-1  0 14 0 -1  0 0 0 0 ... 0 
0 -1  0 14 0 -1  0 0 0 ... 0 
0 0 -1  0 14 0 -1  0 0 ..- 0 
• , , 
0 0 0 0 0 0 0 0 0 ... 0 
0 0 0 0 0 0 0 0 0 ... 0 
















(82, A) ~ 71 (2, 2) (15) 
for all real 2 = (,~1,,~.2, .•• , /~2N-2)  and a certain 1'1 > 0. 
Hence, for p = G2, we obtain 
1 1 
( - Mop,  p) = ( -mo G;~, G2) = ~ (S;~, G2) = ]2h (GS;~, 2). 
The Green's matrices G and G - 1 are positive definite; therefore, by (15), there exist constants 7o > 0 
and V2 > 0 such that 
1 
(-- Mop, p) = -]-~ (GS2,)0/> y2(/~, ;~) = y2(G- lp ,  G - lp )  ~> Yo(P,P) 
for all real p = (P l ,P2  . . . . .  P2N-2) .  
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Hence, by (13), the matrix - M satisfies the inequality 
( -  M2,2) >/7(2,2) (16) 
for all real 2 = (21,22 . . . .  ,2zN-2) and a certain 7 > 0. 
In order to get an a priori estimate of the error Z h, let us multiply Eq. (11) by the vector HZ h. 
Thus, we obtain the following equation: 
1 d(Z h, HZh)(t) = (MZh ' HZh)(t ) + (te, HZh)(t), Zh(0 ) = 0, (17) 
2 dt 
where H = diag(h4,h 4,1, 1, . . . ,  1, 1,h4,h4). Let us rewrite Eq. (17) in terms of X h = HU2zh:  
d(Xh, X h) _ 2(MXh, X h) + 2(H 1/2 !p, xh). 
dt 
By (16) and by the Cauchy inequality 
d[[Xhl[ 2 
d----7--- - 2711Xh112 + 211H1/2 tell IlShll. 
Hence, by the epsilon inequality 
1 
l[ H1/2 tell IlXhll 1[ H1/2 7'112 + ell Xhll 2, 
we arrive at 
dllXh][ 2 + 1 liB1/2 tell2, dt ~< - -  (x [ [xh[ [2  2e 
where e = 2(7 - ~) > 0. 
The solution of (18) is 
1 f ]  e-~(t-~) H 1/2 2 IlXhll2( t )~<~ II tell (z) dz, 
Since 
IIH 1/2 tell 2 ~ KNh s, 
we get 
1 Kh 8 f~ I[Xhll2(t) ~ ~ e-~"- 'dT-  
Consequently 
1 
7:  I ln l/2 Z~ll(t) <<. Ko h4, 
t~>O. 
(18) 
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where Ko = K/2ec~. In terms of the components of Z)  
II/~ll(t) -- [(u~ -- Ui) 2 -}- (U h -- Ui) 2"] ~ goh 4, (19) 
for i = 2, 3 . . . .  , N - 2, where Ko is a constant independent of h. 
Now, let us estimate the components Zhl(t) and Z~_ 1(0, t ~> 0. From (10) when i = 1, N - 1 and 
from the homogeneous initial boundary value conditions, we obtain the following equation, 
dZl ~ 
P1 ~ =- [A1gh + Dl(t, xl, g(t, Xl) + 01Zh(t))]Z~(t) + 7~1 (t,h), (20) 
or an equivalent equation 
1 z0 dZ~ - P; ' (DI - ~--2 A1)Zh + pI'  ( + -~ A, 
Multiplying both sides of (21) by Z1 h, we get 
1 dllZlhll 2 
2 dt P I '  D I - -h~A1 Zhl,Z~ -]- p ;1  ~tlq__~A, Zh ,Z h . 
By the assumptions (a), (b) and (c), the matrix 
_2  
is positive definite, so that 
_2  (Pi-1 (D1 ~A1)Z~,Z~)) f l ( z ) ,Bzh) ,  
for a certain/3 > 0 independent of h. 
By the Cauchy and epsilon inequalities, 
1 ( <-T~ p;I ~, +~AIZ2 +~112~112. 
Since 
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therefore 
1 z~) ~< 
for a certain constant K independent of h. 
Finally, by (19), (23), (24) and (25), we arrive at the inequality 
d------~- ~< - 2 - e l i l t  II 2 + h 2, (26) 
where zh(0) = 0. Integrating (26), we shall get the following estimate: 
K x /~ h 4 
IIZ~ll 2 ~< 
4e(fl - -  ~h2)  " 
Hence 
1 
. /~  IIZ~ll(t) ~< Kh 4, t >1 O, (27) 
where K is a generic constant independent of h. In a similar way, one can estimate Z h_ 1 (t), so that 
1 
, , /~  I lZ~-,l l(t) ~< Kh 4, t >t O. (28) 
Combining (19), (27) and (28), we obtain the following error estimate: 
ilZhlls(t) = 1 ~ [(uh _ Ui)2 + (Vhi _ Vi):] ~< Kh 4, t >10. [] (29) 
i=0 
4. Fully discrete scheme 
Let us approximate the semi-finite difference scheme (4) by the trapezoidal rule, so that we obtain 
the following system of equations: 
u~ 'n+ x -~- u h'n 4- 1"c (G n +' 4- Gn), 
@n+ , = v~,n + ½z (H n+ ' + Hn), 
for i = l, 2 . . . . .  N - l, n = 0, l, . . . ,  T/z, where 
_ a(nz, ih) 
G~ = G(nz, ih, uh'n,v~",a,p, f )  p(nz, ih~) Lhu~'n 4- 
H~ H(nz, ih, u h'", h., b(nr, ih) = v i , b, q, g) = q(nz, ih-'-----~ Lhvh 'n  4 -  - -  
From the initial conditions, 
u h'° = ?o(ih), v h'° = 71(ih), i = O, 1 . . . . .  N, 
(30) 
1 
p(nz, ih) f (nz' ih, uhi "~, v~'" ), 
q(nz, ih) 
g(n~, ih, u~ "~, v h'" ). 
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and from the boundary conditions, 
@~=0, @"=0, 
u~' ~=0, v~' ~=0, n=O, 1 , . . . , r / z .  
Pentadiagonal form. 
pentadiagonal matrix form: 
M,,+ 1 un+ 1 = R.+ 1, 
where 
M n+l = E - l zB"+IMo,  
E is the unitary matrix, B ~+1 diagonal{BT+~,B~ +1 ~.+1 = , . . .  , .O2N-2~ 
Let us write the system of nonlinear algebraic equations (30) in the following 
(31) 
B~ +1 
a((n + 1)r, ih) 
= p((n + 1)r, ih) for i = 1,3, ... ,2N - 3, 
b((n + 1)r, ih) 
q((n + l)z, ih) for i=2 ,4 , . . . ,2N-2 ,  
R n+l = {R~+I ,R  n+l D n+l  "( 
* '2  ~ " ' "  ' lX2N-2 j  ~ 
e~ +1 
z ~ a(nz, ih) 1 
u~ +~ [p--~,~)) Lhu h'" + p((n + 1)z, ih) f((n + 1)z'ih'uh'n+l'v~'"+~) 
1 . h,n .h,nx7 + p(nz, ih------~) f(nz'ih' ui , vi ) j  for i = 1, 3, . . . ,  2N - 3, 
z ~ b(nz, ih) 1 
v~ +-~ L q-~,-~) LhVh~'~ + q((n + 1)z, ih) f((n + 1)z'ih'u~'~+l'vh~'~+~) 
1 f(nz, ih, ui ,v~ )~ for i=2 ,4 , . . .  2N-2 .  - -  h ,n  h ,n  
+ q(nz, ih) J 
Implicit iterative method. The system of algebraic equations (31) with the pentadiagonal block 
matrix M n+ 1 can be solved by the following implicit iterative method: 
M n+l 'm+l  U n+l 'm+l  : R n+l"m (32) 
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for m = O, 1, . . . ,  I, where I is the least integer for which the error 
lu~h'"+l"+l - -u~h'"+a" l<e and Iv~'O+l"+X-v~'"+l " l<e  
for a given e > 0 and i = 1,2, ... , N - 1, n = 0, 1, ... , T/z.  The starting values u~'°, v~' o are given 
in the initial conditions. 
The implicit iterative method converges ince M "+~ is the monotonic  matrix. 
5. Numerical results 
Now,  we shall apply the above algorithm to solve the following system of diffusion equations: 
~U ~2U -u+v 
Ot ~x 2 + e , 
~V G~21) 
Ot --  ~X 2 "{- e" -  v, 
(33) 
with the homogeneous  init ial -boundary condit ions 
u(O,x) = O, v(O,x) = O, u(t,O) = u(t, 1) = 0, v(t,O) = v(t, 1) = 0, 
for t ~>0,0~<x~< 1. 
The init ia l -boundary value problem (33), (34) has the unique solution 
4 ~ (2k_l)2n2t ] sin((2k - 1)~cx) 
u(t ,x)  = v(t ,x)  = ~ [1 - e -  (2k - -  1) 3 , t >~ 0, 0 ~< x ~< 1. 
k=l  
Let us note that when t ~ m,  then u(t,x),  v(t,x)---} u~(x),  where 
(34) 
4 ~ s in ( (2k -  1)rex) 
Table 1 
t Numerical solution uh(t, X) Error 
maxx lu(t, x) --uh(t, x)l 
x = 0.1 x = 0.2 x = 0.3 x = 0.4 x = 0.5 
0.1 0.03013 0.05173 0.06099 0.07427 0.07691 0.00018 
0.2 0.03946 0.06947 0.09050 0.10296 0.10708 0.00017 
0.3 0.04294 0.07608 0.09960 0.11365 0.11832 0.00017 
0.4 0.04423 0.07854 0.10299 0.11763 0.12251 0.00017 
0.5 0.04471 0.07946 0.10425 0.11912 0.12407 0.00017 
0.6 0.04489 0.07980 0.10472 0.11967 0.12465 0.00043 
0.7 0.04496 0.07992 0.10490 0.11988 0.12487 0.00025 
0.8 0.04499 0.07887 0.10496 0.11995 0.12495 0.00019 
0.9 0.04599 0.07999 0.10499 0.11998 0.12498 0.00017 
1.0 0.04500 0.08000 0.10500 0.12000 0.12500 0.00017 
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In Table 1, we have tabulated the numerical solution uh(t,x), vh(t,x) for xi = ih, h = 0.1, 
i = 1,2, 3,4, 5; and for t = nz, when ~ = 0.01, n = 1,2, ... , 10. Let us observe that uh(t,x), vh(t,x) are 
symmetric about the point x = ½ and uh(t,x), vh(t,x) approach rapidly to uo~(x) when t tends to 
infinity, so that uh(t, x), vh(t, X) and u~(x) coincide at t = 1. In this example, the system of equations 
(32) was solved by "top-down" Gauss elimination, i.e., by elimination of the unknowns in order 
U1, U2, . . . ,  UN- 1. The perturbation ofthe numerical results (see values 0.04599 and 0.07887 in the 
table) is caused by the order of elimination. One can observe similar perturbation when Gauss 
elimination is applied to eliminate U N_ 1, UN-  2 . . . . .  U1 .  
Conclusion. The O(h 4) method involves O(h 2) tri-point and O(h 4) five-point finite difference 
operators and the pentadiagonal system of equations. The algorithm based on Gauss elimination 
for the pentadiagonal system of equations contains ~ 38N arithmetic operations. Thus, the 
method is economic in terms of arithmetic operations and is O(h 4) convergent. Further analysis of 
the O(h s) (s ~> 6) method which also involves tri-point, five-point, seven-point, etc. operators at the 
neighbouring points to the boundary could lead to interesting results. The class of differential 
equations (1) for which the method is applicable is restricted by the assumptions (a), (b) and (c). The 
method may also be applicable to nonlinear parabolic or elliptic equations which satisfy the 
discrete maximum principle associated with monotonic matrices. However, for such equations an 
analysis of convergence of the method should be carried out. 
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