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Abstract
An essential part of Cegielski’s [Obtuse cones and Gram matrices with non-negative inverse, Linear
Algebra Appl. 335 (2001) 167–181] considerations of some properties of Gram matrices with nonnegative
inverses, which are pointed out to be crucial in constructing obtuse cones, consists in developing some
particular formulae for the Moore–Penrose inverse of a columnwise partitioned matrix A = (A1 : A2) under
the assumption that it is of full column rank. In the present paper, these results are generalized and extended.
The generalization consists in weakening the assumption mentioned above to the requirement that the ranges
of A1 and A2 are disjoint, while the extension consists in introducing the conditions referring to the class of
all generalized inverses of A.
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1. Notation and auxiliary results
Let Cm,n denote the set of m × n complex matrices. The symbols A∗, R(A), and r(A) will
stand for the conjugate transpose, range (column space), and rank of A ∈ Cm,n. Further, let A{1}
be the set of all generalized inverses of A ∈ Cm,n, i.e.,
A{1} = {G ∈ Cn,m : AGA = A}, (1.1)
and let A† mean the Moore–Penrose inverse of A, i.e., the unique solution to the equations
AA†A = A, A†AA† = A†, AA† = (AA†)∗, A†A = (A†A)∗. (1.2)
Moreover, let In denote the identity matrix of order n.
The following two lemmas will play an essential role in establishing the results given in the
next section. The first of them provides a characterization of the Moore–Penrose inverse A†,
which is an alternative to the set of four conditions in (1.2) invented by Penrose [8]. It generalizes
Lemma 3.2 in [4], where A is assumed to be of full column rank, and actually may by viewed as a
modified version of the part (1) ⇔ (2) of the theorem coded as (29.5) in Ben-Israel’s [2] analysis
of Moore’s [7] approach to defining and characterizing A†; see also [3, Appendix A].
Lemma 1. A matrix G ∈ Cn,m is the Moore–Penrose inverse of A ∈ Cm,n if and only ifR(G∗) ⊆
R(A) and GA is the orthogonal projector onto R(A∗).
Proof. Since the orthogonal projector onto R(A∗) is expressible as A†A, the proof reduces to
establishing that
G = A† ⇔ G = LA∗ for some L ∈ Cn,n and GA = A†A. (1.3)
The “⇒ part” is easily seen by taking L = A†(A†)∗, while the converse implication follows by
noting that the two conditions on the right-hand side of (1.3) lead to LA∗A = A†A and hence, by
postmultiplying by A† and referring to (1.2), to LA∗ = A†, i.e., to G = A†. 
The second auxiliary result provides the characterizations of the relationship
R(A1) ∩R(A2) = {0}, (1.4)
where A1 ∈ Cm,n1 and A2 ∈ Cm,n2 . In the sequel these results will be utilized in the context of a
columnwise partitioned matrix
A = (A1 : A2) ∈ Cm,n, (1.5)
with n = n1 + n2.
Lemma 2. Let A ∈ Cm,n be partitioned as in (1.5) and let Pi ∈ Cm,m and Qi ∈ Cm,m be the
orthogonal projectors specified as
Pi = AiA†i and Qi = Im − Pi , i = 1, 2. (1.6)
Then the following statements are equivalent:
(a) R(A1) ∩R(A2) = {0},
(b) R(A∗1) = R(A∗1Q2),
(c) R(A∗2) = R(A∗2Q1),
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(d) R(A∗1P2) ⊆ R(A∗1Q2),
(e) R(A∗2P1) ⊆ R(A∗2Q1).
Proof. In view of the trivial inclusions R(A∗1Q2) ⊆ R(A∗1) and R(A∗2Q1) ⊆ R(A∗2), the condi-
tions (b) and (c) correspond to
r(Q2A1) = r(A1) and r(Q1A2) = r(A2),
respectively. Combining the equalities
r((A1 : A2)) = r(A1) + r(Q1A2) = r(A2) + r(Q2A1)
(cf. [6, Theorem 5]) with
r((A1 : A2)) = r(A1) + r(A2) − dim[R(A1) ∩R(A2)]
shows that (a) ⇔ (b) and (a) ⇔ (c). Further, it is obvious that (b) ⇒ (d) and (c) ⇒ (e). On the
other hand, it is clear that the conditions (d) and (e) are equivalent to
R(A∗1(P2 : Q2)) ⊆ R(A∗1Q2) and R(A∗2(P1 : Q1)) ⊆ R(A∗2Q1), (1.7)
respectively. But in view of (Pi : Qi )(Pi : Qi )∗ = Pi + Qi = Im, i = 1, 2, and the fact that, for
any matrices K and L of suitable sizes,R(KLL∗) = R(KL), the inclusions in (1.7) coincide with
conditions in (b) and (c). Consequently, it follows that (b) ⇔ (d) and (c) ⇔ (e), which completes
the proof. 
2. Characterizations of particular forms of the Moore–Penrose inverse of a
columnwise partitioned matrix
Three versions of the general formula for the Moore–Penrose inverse of a matrix A ∈ Cm,n
partitioned as in (1.5) have been given by Cline [5, Theorem 2]; see also [9, p. 71]. Recently,
not referring to [5], Cegielski [4, Lemmas 3.3 and 3.4] provided two simpler forms of A† under
the assumption that A is of full column rank. In what follows, it is shown that his results can
substantially be generalized and extended.
Theorem 1. Let A ∈ Cm,n be partitioned as in (1.5) and let Q1, Q2 ∈ Cm,m be the orthogonal
projectors specified in (1.6). Moreover, let
G =
(
(Q2A1)†
(Q1A2)†
)
. (2.1)
Then the following statements are equivalent:
(a) G = A†,
(b) G ∈ A{1},
(c) R(A1) ∩R(A2) = {0}.
Proof. In view of (1.1) and (1.2), the part (a) ⇒ (b) is obvious. Further, it is seen that for G of
the form (2.1), the equality AGA = A constituting (b) corresponds to(
A1(Q2A1)† + A2(Q1A2)†
)
Ai = Ai , i = 1, 2. (2.2)
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Since
(Q2A1)† = (Q2A1)†Q2 and (Q1A2)† = (Q1A2)†Q1, (2.3)
it follows from (2.2) that AGA = A entails the conditions
A1(Q2A1)†Q2A1 = A1 and A2(Q1A2)†Q1A2 = A2. (2.4)
Noting that they clearly coincide with statements (b) and (c) in Lemma 2 establishes the part
(b) ⇒ (c) of the theorem.
Finally, in view of (2.3) it follows that G represented as in (2.1) yields the product GA in the
form
GA =
(
(Q2A1)†Q2A1 0
0 (Q1A2)†Q1A2
)
.
Hence, on account of (1.2) and (2.4), it is seen that (GA)2 = GA = (GA)∗ and GAA∗ = A∗,
thus showing that GA is the orthogonal projector ontoR(A∗), i.e., GA = A†A. Moreover, since
every K ∈ Cm,n satisfies
(K∗K)†K∗ = K†, (2.5)
it follows that taking L of the form
L =
(
L11 L12
L21 L22
)
, (2.6)
with
L11 = (A∗1Q2A1)†, L12 = −(A∗1Q2A1)†A∗1(A†2)∗,
L21 = −(A∗2Q1A2)†A∗2(A†1)∗, L22 = (A∗2Q1A2)†,
results in
LA∗ =
(
(A∗1Q2A1)†A∗1 − (A∗1Q2A1)†A∗1P2−(A∗2Q1A2)†A∗2P1 + (A∗2Q1A2)†A∗2
)
=
(
(A∗1Q2A1)†A∗1Q2
(A∗2Q1A2)†A∗2Q1
)
= G,
where P1, P2 are understood according to (1.6). Consequently,R(G∗) ⊆ R(A) and, on account of
Lemma 1, combining this inclusion with GA = A†A establishes that (c) ⇒ (a), thus completing
the proof. 
Theorem 1 generalizes and extends Lemma 3.4 of Cegielski [4]. The generalization consists
in replacing the assumption that A = (A1 : A2) is a matrix of full column rank by a weaker
condition (1.4), while the extension consists in introducing in statement (b) a condition referring
to the class of all generalized inverses of A. Theorem 2 below generalizes and extends in the same
way Cegielski’s [4] Lemma 3.3. It is followed by a corollary, which is based on the uniqueness
property of the Moore–Penrose inverse.
Theorem 2. Let A ∈ Cm,n be partitioned as in (1.5) and let Q1, Q2 ∈ Cm,m be the orthogonal
projectors specified in (1.6). Moreover, let
H =
(
A†1 − A†1A2(Q1A2)†
A†2 − A†2A1(Q2A1)†
)
. (2.7)
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Then the following statements are equivalent:
(a) H = A†,
(b) H ∈ A{1},
(c) R(A1) ∩R(A2) = {0}.
Proof. In view of (1.1) and (1.2), the part (a) ⇒ (b) is obvious. Further, it is seen that for H of
the form (2.7), the equality AHA = A constituting (b) corresponds to(
P1 − P1A2(Q1A2)† + P2 − P2A1(Q2A1)†
)
Ai = Ai , i = 1, 2, (2.8)
where P1, P2 are understood according to (1.6). In view of (2.3), the two conditions in (2.8) mean
that
P2A1(Q2A1)†Q2A1 = P2A1 and P1A2(Q1A2)†Q1A2 = P1A2. (2.9)
Noting that the equalities in (2.9) can be reexpressed as the inclusions which constitute statements
(d) and (e) in Lemma 2, establishes the part (b) ⇒ (c) of the theorem.
Finally, in view of parts (a) ⇔ (d) and (a) ⇔ (e) of Lemma 2, it follows that if R(A1) ∩
R(A2) = {0}, then
A†2A1(Q2A1)†Q2A1 = A†2A1 and A†1A2(Q1A2)†Q1A2 = A†1A2 (2.10)
(clearly, these conditions are obtained also by premultiplying the two equalities in (2.9) by A†2
and A†1, respectively). Consequently, on account of (2.3) and (2.10), it follows that the product
HA reduces to
HA =
(
A†1A1 0
0 A†2A2
)
,
and by referring to (1.2) it is seen that (HA)2 = HA = (HA)∗ and HAA∗ = A∗. These conditions
mean that HA is the orthogonal projector onto R(A∗), i.e., HA = A†A. Moreover, in view of
(2.5), it can be verified that L of the form (2.6) with
L11 =(A∗1A1)† + A†1A2(A∗2Q1A2)†A∗2(A†1)∗, L12 = −A†1A2(A∗2Q1A2)†,
L21 =−A†2A1(A∗1Q2A1)†, L22 = (A∗2A2)† + A†2A1(A∗1Q2A1)†A∗1(A†2)∗,
yields
LA∗ =
(
A†1 + A†1A2(A∗2Q1A2)†A∗2P1 − A†1A2(A∗2Q1A2)†A∗2
−A†2A1(A∗1Q2A1)†A∗1 + A†2 + A†2A1(A∗1Q2A1)†A∗1P2
)
=
(
A†1 − A†1A2(A∗2Q1A2)†A∗2Q1
A†2 − A†2A1(A∗1Q2A1)†A∗1Q2
)
= H.
From Lemma 1 it follows, therefore, that (c) ⇒ (a), thus completing the proof. 
Corollary. Let A ∈ Cm,n be partitioned as in (1.5) and let Q1, Q2 ∈ Cm,m be the orthogonal
projectors specified in (1.6). Then the following statements are equivalent:
(a) R(A1) ∩R(A2) = {0},
(b) (Q2A1)† = A†1 − A†1A2(Q1A2)†,
(c) (Q1A2)† = A†2 − A†2A1(Q2A1)†.
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Proof. In view of the uniqueness of the Moore–Penrose inverse, it is clear from Theorems 1 and 2
that if A1 and A2 satisfy condition (a), then the equalities in (b) and (c) are immediate consequences
of comparing the corresponding submatrices of G and H given in (2.1) and (2.7), respectively.
Conversely, on account of (2.3), postmultiplying the equality in (b) by A1 and equality in (c) by
A2 leads to
(Q2A1)†Q2A1 = A†1A1 and (Q1A2)†Q1A2 = A†2A2
or, equivalently, to R(A∗1Q2) = R(A∗1) and R(A∗2Q1) = R(A∗2). Hence it is seen that the proof
is completed by referring to the parts (a) ⇔ (b) and (a) ⇔ (c) of Lemma 2. 
A natural question arising in the context of the analysis above is whether Theorems 1 and 2
(or in fact their parts (c) ⇒ (a)) would remain true if matrices G and H defined in (2.1) and (2.7),
respectively, would be simplified to the form
M =
(
A†1
A†2
)
, (2.11)
which is attainable from G by substituting Q1 = Im and Q2 = Im and from H by substituting
A†1A2(Q1A2)† = 0 and A†2A1(Q2A1)† = 0. The answer to this question appears to be negative.
For instance, if submatrices A1 and A2 constituting matrix A defined in (1.5) are of the forms
A1 =
(
1
0
)
and A2 =
(
1
1
)
,
then, clearly, R(A1) ∩R(A2) = {0}, but
M =
(
1 0
1
2
1
2
)
is not the Moore–Penrose inverse of A.
However, it is still of interest to ask how can condition (1.4) be strengthened in order to ensure
that matrix M of the form (2.11) satisfies M = A†. The answer to this question is provided in the
following theorem referring to the notion of an orthogonal complement.
Theorem 3. Let A ∈ Cm,n be partitioned as in (1.5) and let M be matrix of the form (2.11). Then
the following statements are equivalent:
(a) M = A†,
(b) M ∈ A{1},
(c) R(A1) ⊆ R⊥(A2) or, equivalently, R(A2) ⊆ R⊥(A1),
where R⊥(·) denotes the orthogonal complement of the column space R(·).
Proof. In view of (1.1) and (1.2), the part (a) ⇒ (b) is obvious. Further, it is seen that for M of
the form (2.11), the equality AMA = A constituting (b) corresponds to
PiAj = 0, i = 1, 2; i /= j, (2.12)
where P1, P2 are understood according to (1.6). Premultiplying equations (2.12) by A†i , i = 1, 2,
leads to
A†i Aj = 0, i = 1, 2; i /= j. (2.13)
Observation that conditions (2.13) can alternatively be expressed asR(Aj ) ⊆ R⊥(Ai ), i = 1, 2;
i /= j , establishes the part (b) ⇒ (c) of the theorem. To show that the two inclusions revealed
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in statement (c) of the theorem are equivalent, it suffices to verify that, on account of (1.2), the
following relationships are satisfied
A†1A2 = 0 ⇔ (A1A†1)∗(A2A†2)∗ = 0 ⇔ A2A†2A1A†1 = 0 ⇔ A†2A1 = 0.
Finally, on account (2.13) it follows that the product MA reduces to
MA =
(
A†1A1 0
0 A†2A2
)
,
and by referring to (1.2) it is seen that (MA)2 = MA = (MA)∗ and MAA∗ = A∗. These condi-
tions mean that MA is the orthogonal projector ontoR(A∗), i.e., MA = A†A. Moreover, in view
of (2.5), it can be verified that L of the form (2.6) with
L11 = (A∗1A1)†, L12 = 0, L21 = 0, L22 = (A∗2A2)†,
yields LA∗ = M. From Lemma 1 it follows, therefore, that (c) ⇒ (a), thus completing the
proof. 
It seems noteworthy that the extensions and generalizations of Cegielski’s [4] results provided
in the present paper are essential. This fact can be illustrated, for instance, by the following
observation. It is known that a matrix A ∈ Cn,n being an oblique projector (i.e., an idempotent
matrix) is nonsingular if and only if A = In. Thus, since Cegielski [4] considered only the
columnwise partitioned matrices A of the form A = (A1 : A2) under the assumption that they
are of full column rank, he practically excluded from the considerations an important class of
matrices satisfying A2 = A. The results given in the present paper, obtained with the above-
mentioned rank assumption replaced by a weaker assumption (1.4), extensively cover this lacuna
and, furthermore, provide connections between algebraic characterizations of the Moore–Penrose
inverse A† and/or any generalized inverse from a set A{1} of a columnwise partitioned idempo-
tent matrix and geometric characterization related to the column spaces of its submatrices A1
and A2.
The paper is concluded with a comment which indicates that the columnwise partitioned
matrices with submatrices having disjoint ranges are of interest from the point of view of their
possible applications in mathematical statistics. For instance, such matrices occur naturally in the
considerations referring to, so called, an augmented Gauss–Markov model involving, besides the
main parameters, also nuisance parameters. One of the well-known problems is concerned with an
equivalence between such an augmented model and its counterpart in which nuisance parameters
are absent; see a survey article by Baksalary [1]. It is known that the two models are equivalent
with respect to the classes of all estimable linear functions of the main parameters if and only if
the columnwise partitioned matrix of the form (1.5) in which submatrix corresponding to the main
parameters, say A1, and submatrix corresponding to the nuisance parameters, A2, have disjoint
ranges, i.e., satisfy condition (1.4); see e.g., [1, Section 1].
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