In this paper, we consider fully nonlinear elliptic equations related to Yamabe problem. We improve a result of Jin, Li and Xu and establish the existence and nonexistence for positive entire subsolutions with a generalized Keller-Osserman condition.
Introduction and main results
It is well known (see, e.g. [6] ) that Γ k is a convex cone in R n with its vertex at the origin, and
Let λ(D 2 u) denote the eigenvalues λ 1 , . . . , λ n of the Hessian matrix of u. Fully nonlinear elliptic equations involving σ k (λ(D 2 u)), as well as for more general f instead of σ k , have been investigated in the classical and pioneering paper of Caffarelli, Nirenberg and Spruck [6] . For extensive studies and outstanding results on such equations, see, for example, Guan and Spruck [11] , Trudinger [28] , Trudinger and Wang [29] , and the references therein.
Let (M, g) be an n-dimensional, smooth Riemannian manifold without boundary. For n 3, the well-known Yamabe conjecture states that there exist metrics which are pointwise conformal to g and have constant scalar curvature. The Yamabe conjecture is proved through the work of Yamabe [32] , Trudinger [27] , Aubin [1] and Schoen [25] . The Yamabe and related problems have attracted much attention in the last 40 years or so, see, e.g., [26, 2] and the references therein. The Schouten tensor of g is defined as
where Ric g and R g denote, respectively, the Ricci tensor and the scalar curvature associated with g.
We use λ(A g ) = (λ 1 (A g ), . . . , λ n (A g )) to denote the eigenvalues of A g . Clearly,
and let
be the cone with vertex at the origin generated by V 1 , i.e. Γ (V 1 ) = Γ 1 . Then the Yamabe problem in the positive case can be formulated as follows: Assuming λ(A g ) ∈ Γ (V 1 ), then there exists a Riemannian metricĝ which is pointwise conformal to g and satisfies λ(Aˆg) ∈ ∂ V 1 on M, i.e. σ 1 (λ(Aˆg)) = 1 on M. A fully nonlinear version of the Yamabe problem on locally conformally flat manifolds was studied in [19, 20] and the references therein. Viaclovsky [30, 31] introduced and systematically studied equations
On 4-dimensional general Riemannian manifolds, remarkable results on (2) for k = 2 were obtained by Chang, Gursky, and Yang in [7, 8] , which include Liouville-type theorems, existence and compactness of solutions, as well as applications to topology.
Let g 1 = u 4/(n−2) g 0 be a conformal change of metrics; then (see, e.g. [30] ) 
and I is the n × n identity matrix. In this case,
where λ(A u ) denotes the eigenvalues of the symmetric n × n matrix A u .
For n 3, consider equations
For the case p = n+2 n−2 , Li and Li [20] extended the celebrated Liouville-type theorem of Caffarelli, Gidas and Spruck [5] to all σ k , 1 k n. They also showed that for −∞ < p < n+2 n−2 problem (4) has
, Eq. (4) takes the form
That is,
A related result of Gidas and Spruck in [10] states that there is no positive solution to the equation
. There have been also many works on the nonlinear partial differential equation
It is well known that Eq. (6) has no positive solution if p > 1, see, for example Keller [16] , Osserman [23] , Loewner and Nirenberg [17] and Brezis [4] . It is worthwhile to point out that Osserman [23] considered the necessary and sufficient condition under which the following equation
has a subsolution, where f is a positive, continuous, monotone non-decreasing function defined on R.
The following growth condition on f at infinity,
is well known as Keller-Osserman condition, where and later we omit the lower limit of integral to admit an arbitrary positive number. This condition and its generalized forms are crucial in the investigation of existence of blow-up solutions. See [18, 22, 33, 34, 21] and the references therein. Consider the following fully nonlinear partial differential equations
where f is a positive, monotone non-decreasing, continuous function on R. A function u ∈ C 2 (R n ) is said to be a subsolution of (9) 
We remark that for Eq. (9) with k = n and f (u) ≡ 1 some Bernstein-type theorems have been established. The well-known theorem of Jörgens [15] , Calabi [9] and Pogorelov [24] says that any convex solution of det(D 2 u) = 1 in R n must be a quadratic polynomial. For 1 k n, Bao, Chen, Guan and
Ji [3] showed that any convex solution of
n satisfying a quadratic growth condition is a quadratic polynomial. In [14] , Jin, Li and Xu proved that σ
positive subsolution for any p > 1. Combining these facts it seems interesting to study the existence of positive subsolution of σ
Ji and Bao [13] extended the Keller-Osserman condition (8) to the fully nonlinear partial differential equation (9) and established a necessary and sufficient condition for the solvability of Hessian equations (9 In this paper, we consider the following fully nonlinear elliptic equations
where n 3, f (·) is a continuous function in R. 
The definition of viscosity subsolutions can be referred to [14] . In this paper, we restrict us to clas-
Remark 3. By the definitions of viscosity subsolutions in [14] , it is straightforward to show that if
n , then u is a viscosity subsolution of (12) if and only if u is a classical subsolution of (12) .
For the general case that f (·) is a continuous function in R, we establish the existence and nonexistence for positive subsolutions of (12) in R n . Our main theorem is:
, if f satisfies (10) and f (t) t is strictly increasing in (0, ∞), (13) then (12) has no positive entire subsolution u ∈ C 2 (R n );
, if f satisfies (10) and
then (12) has a positive entire subsolution u ∈ C 2 (R n ).
By the main theorem, we can easily get the corollary below, which extends Theorem 2, one result of Jin, Li and Xu in [14] . 
Remark 5. Corollary 4 also shows that for k
It is still open for us whether (12) has a positive subsolution
and p 1. To solve this question, it needs new methods involved.
If n is even, and k = n 2 , then we further have (15) then (12) has no positive entire subsolution u ∈ C 2 (R n ); (10) , and
In Section 2 we will introduce some results on radial solutions as preliminaries. The proof of the main theorems will be given in Section 3.
Preliminary results on radial solutions
In this section, we study some properties of radial solutions.
where
and
So that
Proof. In fact, for x = 0, 1 i, j n, we have
For convenience, throughout this paper, we denote
Substituting them to (3), we have
By linear algebra, we know that the eigenvalues of the symmetric matrix of the form ax
So we obtain theλ defined by (18) .
By definition of σ k , we have
This is (20) . 2
By (20), we know that the radial solution ϕ(r) of (12) satisfies
Next, we will prove that there exists a local solution of the ordinary differential equation (22) 
1/k , α = n − k and β = 0, this is Lemma 2.3 in [13] . So the proof is very similar as in [13] and we omit the proof here. The interested readers could refer to [13] . 
respectively, and satisfy
Remark 6. Notice that this definition of subsolution (or supersolution) is different from that for partial differential equations of second order. The proof could be found in [12] .
By this definition of subsolution and supersolution of ODEs, we have 
Proof. First, we claim that the Cauchy problem (25) has subsolution and supersolution near r = 0, with the same initial values. In fact, Eq. (22) could be written as
Under the initial value conditions
So sending r → 0 on both sides of (26), we have
By (10), we have
Then there exists r > 0, such that
For 1 < k < n, we write it as a total differential form; we have
Since
it follows from (26) that for r ∈ [0, r],
Integrating on both sides, we have 
Then
by (28) and (26), we have
Similarly, we have
Letting α = kl, β = −km, by Lemma 7, we know that
has a local solution near r = 0 under the initial value condition ϕ(0) = a > 0. Let ϕ and ϕ(r) be solutions of the Cauchy problems
respectively. Denote their common interval as [0, R] ⊂ [0, r). Then at the origin, we have
Without loss of generality, we assume that
Next, we will prove the existence of local solution of the Cauchy problem (25) . Let φ(r) = ϕ (r),
then (25) is equivalent with the following Cauchy problem for systems of ordinary differential equations
Then there exist a supersolution and a subsolution on [0, R] of (36) φ ( 
Denote
It is clear that 
where λ 1 (r) and λ 2 (r) are defined by (19) . And if k > n 2 , then (25) has no positive entire subsolution.
Proof. It follows from (32) that
ϕ (r) > 0, for 0 < r r.
On the other hand, if there existsr ∈ (r, R) satisfying ϕ (r) < 0, then by the continuity of the derivative, there existsr ∈ (r,r) ⊂ [0, R), such that ϕ (r) = 0, and
which is contradiction with λ(r) ∈ Γ k . So we have
Therefore, by (26), we have for r ∈ [0, R),
That is, for r ∈ [0, R),
, by (27) and (28) 
In fact, by (29) 
Letting r → +∞, (42) does not hold any longer. This is a contradiction. Therefore, the maximal existence interval of the solution is finite, in another word, Cauchy problem (25) has no entire solution. 2
The following lemma and its proof could be found in [14] .
Suppose also that for each x ∈ Ω and ξ, p ∈ R n , the function
is non-increasing on (0, ∞). If u v on ∂Ω, then u v on Ω. , and change the viscosity subsolution to the classical subsolution.
By Lemma 11, we obtain the following comparison principle.
Lemma 12.
Let f (t) be a monotonically non-decreasing function in R, and satisfy (10) and (13) . Suppose that ϕ(r) ∈ C 2 [0, R) satisfies (22) and (39) for r ∈ [0, R), and
is non-increasing in (0, ∞) with respect to t. By (13), we have
t is strictly monotone in (0, ∞). Then (12) could be written as
Denote v(x) = ϕ(r), where r = |x|. By Lemma 6, we have v(x) satisfies (12) 
We notice that a positive subsolution of (12), u ∈ C 2 (R n ), is naturally a positive subsolution of (45) Next, we will prove the necessity. On the contrary, suppose that there is no such function ϕ(r)
in whole space, and suppose that (12) . For part (b), we need only to show that if f satisfies (10) and (14) , then (22) has a positive entire solution.
First, by (22) and (28), we have
On the other hand, we have
Integrating from 0 to r on both sides, we have
that is,
Substituting m = Integrating from 0 to R on both sides of (50), we have
This is a contradiction. 2
Proof of Corollary 4. Letting k
For 0 < p 1, it satisfies (14) . It follows from the proof of Theorem 3 that Corollary 4 holds. 2
Especially, if n is even, and k = n 2 , we have
, and let f be a continuous function in R. If f satisfies (10), (15) , and
then ( 
Substituting it to (46), we have
Next, we will show that ψ(r) > 1, for r sufficiently large. On the contrary, suppose that there exists r 2 > 0 such that 
Integrating from r 3 to r, we have 
In the following we will show that 
