Abstract. We consider a nonlinear Neumann problem driven by a p-Laplacian-type, nonhomogeneous elliptic differential operator and a Carathéodory reaction term. In this paper we prove the existence of two extremal constant sign smooth solutions and a nontrivial nodal smooth solution. In the proof we use variational methods with truncation techniques, critical point theory and Morse theory (critical groups).
Introduction
Let Ω ⊆ R N be a bounded domain with a C 2 boundary ∂Ω. In this paper we look for smooth solutions to the following Neumann problem −div a (∇u(z)) = f (z, u(z)) a.e. in Ω, = (a(∇u(z)), n(z)) R N with n(·) = (n 1 (·), . . . , n N (·)) the outward unit normal vector on ∂Ω. On the continuous map a = (a i ) N i=1 : R N → R N we impose certain conditions (see Section 3) to obtain a p-Laplacian type operator, which unifies several important differential operators. Similar conditions are studied widely in literature (see Damascelli [3] , Montenegro [17] , Gasiński-Papageorgiou [7] , Motreanu-Papageorgiou [20] and also [14] ), as they allow us to apply the regularity results of Lieberman [16] . The reaction term f : Ω × R → R is a Carathéodory function. We assume that f (z, ·) has a positive and negative z-dependant zero and we impose some growth conditions on f (z, ·) only near zero, without any control in ±∞, and we use the existence result for constant sign positive and negative solutions of problem (1.1) in [13] to prove the existence of extremal positive and negative solutions. Next we need to strengthen our hypotheses to obtain a third, nodal solution -some control on the behaviour of the reaction term in infinity is necessary.
The rest of this paper is organized as follows. In section 2 we provide mathematical preliminaries and recall the main mathematical tools which will be employed in this paper. In section 3 we formulate the assumptions on maps a and f , provide some examples and formulate the main theorem of the paper. Next, in section 4, we recall the existence result and main tools of the proof and then prove the existence of two extremal solutions. Using this result, in section 5 we provide the proof of the existence of the nodal solution.
Mathematical background
In this section we provide the main mathematical tools needed in the proofs. We will denote by (·, ·) R N the scalar product in R N and by | · | N -the Lebesgue measure in R N .
Theorem 2.1 (25.D in Zeidler [22] ). Let X be a reflexive Banach space and let M ⊆ X be its nonempty closed convex subset. Suppose that φ : M → R is a weakly sequentially lower semicontinuous and weakly coercive functional, i.e. for each u ∈ M and each sequence {u n } n ⊆ M such that u n → u weakly in X, we have φ(u) ≤ lim inf n→∞ φ(u n );
and lim u →∞ φ(u) = ∞ on M.
Then φ has a minimum on M.
Theorem 2.2 (1.7 in Lieberman [16] ). Let h : R + → R be a C 1 -function satisfying 
N → R is a Carathéodory function and functions A, B satisfy the following conditions
in Ω with |u| ≤ M 0 in Ω is in C 1,β (Ω) for some positive β depending on α, Λ, δ, c 0 , N.
where κ > 0 is a constant, p : R + → R is non-decreasing on some interval (0, δ), δ > 0, Φ(s) := sA(s) when s > 0 and Φ(0) := 0. For s ≥ 0 we define
where P (s) = s 0 p(t)dt, then the strong maximum principle for
holds, i.e. if u is a classical distribution solution of (2.6) with u(z 0 ) = 0 at some point z 0 ∈ Ω, then u ≡ 0 in Ω. By classical distribution solution we mean a function u ∈ C 1 (Ω), which satisfies (2.6) in the distribution sense.
In what follows · denotes the norm in Sobolev space W 1,p (Ω). We will assume that 1 < p < ∞.
In the analysis of problem (1.1) we will use the positive cone
for all z ∈Ω and ∂u ∂n a = 0 on ∂Ω} and its interior given by
To deal with the boundary condition in problem (1.1), we introduce the following function space framework, due to Casas-Fernández [2] : for p ′ ∈ (1, ∞) such that
endowed with the norm
If Ω has a Lipschitz boundary ∂Ω, we have that the space ). We denote the space of traces on ∂Ω by W 1/p ′ ,p (∂Ω), endowed with the usual norm, and denote the trace of u ∈ W 1,p (Ω) on ∂Ω by γ 0 (u). Let us also consider the space
. We denote the dual space of T p (∂Ω) by T −p ′ (∂Ω) and the duality brackets by ·, · T . We have
Also there exists a unique linear continuous map
From this result one can obtain the following Green's formula.
, then there exists a unique element of T −p ′ (∂Ω), which by extension we denote ∂u/∂n a , satisfying the Green's formula:
To obtain the third, nodal solution of problem (1.1), we will make use of the notion of a critical point of mountain pass type and a result known in the literature as mountain pass theorem (see for example Gasiński-Papageorgiou [9, p. 649]). To formulate this result, we introduce the following definition of compactness-type condition.
Definition 2.5. Let X be a Banach space and φ ∈ C 1 (X). We say that φ satisfies the Cerami condition at level c ∈ R, if any sequence {x n } n≥1 ⊆ X, such that
has a strongly convergent subsequence. If this is true at every level c ∈ R, then we simply say that φ satisfies the Cerami condition.
For φ ∈ C 1 (X) and c ∈ R we define the following sets:
and φ satisfies the Cerami condition at level c, where
and
Definition 2.7 (6.98 in Motreanu-Motreanu-Papageorgiou [19] ). Let X be a Banach space, φ ∈ C 1 (X) and let x ∈ X be a critical point of φ (x ∈ K φ ). We say that x is of mountain pass type, if, for any open neighbourhood U of x, the set {y ∈ U | φ(y) < φ(x)} is nonempty and not path-connected. 4 Critical groups of φ ∈ C 1 (X) at an isolated critical point u ∈ K c φ are defined by
where c := φ(u) and U ⊆ X is an open neighbourhood of u such that K φ ∩φ c ∩U = {u}. The excision property of the singular homology implies that the preceding defnition of critical groups is independent of the particular choice of the neighborhood U (see Definition 6.43 and Remark 6.44 in Motreanu-Motreanu-Papageorgiou [19] ).
Proposition 2.8 (6.100 in Motreanu-Motreanu-Papageorgiou [19] ). Let X be a reflexive Banach space, φ ∈ C 1 (X), and u ∈ K φ isolated critical point with c := φ(u) isolated critical value in φ(K φ ). If u is of mountain pass type, then C 1 (φ, u) = 0.
For a Carathéodory function
is the set of all measurable functions on Ω, be defined by
Problem setting
In this section we formulate our assumptions and provide some examples. We end the section with the main result of this paper. We will consider the following hypotheses on the map a:
Assumption H(a) 3 . For all y, ξ ∈ R N such that y = 0 we have
Assumption H(a) 4 . There exists some constants τ ∈ (1, p] and µ ∈ (1, q] such that
Assumption H(a) 5 . For any y ∈ R N , we have that
If assumptions H(a) 1 -H(a) 4 hold, then G is strictly convex, G(0) = 0 and ∇G(y) = a(y) for y ∈ R N \{0}, thus a is strictly monotone. Moreover, there exists c 4 > 0 such that
Inequalities (3.9) and (3.10), together with the Cauchy-Schwarz inequality, imply that
Also, the nonlinear map A :
is bounded, continuous and of type (S) + , i.e., if
The proof of Proposition 3.1 can be found in [13] (see also Gasiński-Papageorgiou [7] , Proposition 3.1).
Example 3.2. Here we present some examples of maps satisfying hypotheses H(a):
(a) a(y) = |y| p−2 y with 1 < p < ∞. This map corresponds to the p-Laplacian operator defined by
(b) a(y) = |y| p−2 y + |y| q−2 y with 1 < q < p < ∞. This map corresponds to the (p, q)-differential operator defined by
(c) a(y) = (1 + |y| 2 ) (p−2)/2 y with 1 < p < ∞. This map corresponds to the generalized p-mean curvature differential operator defined by
Remark 3.3. The main aim of the hypotheses H(a) is to unify several operators operators, which are widely examined due to their applications in physics (see for example [5] for the p-Laplacian or [1] for the (p, q)-differential operator). This kind of the hypotheses comes from the regularity theorem of Lieberman (Theorem 2.2) -in the case A(z, ξ, y) = a(y), the assumptions (2.1a) -(2.1c) simplify to the following two conditions:
Thus, assuming on the map a hypotheses H(a) 2 -H(a) 3 , for a suitable reaction term f we can easily obtain that all bounded weak solutions of problem (1.1) actually have locally Hölder continuous first derivative.
Let f 0 : Ω × R → R be a Carathéodory function with subcritical growth in the second variable, i.e. there exisits α ∈ L ∞ (Ω) + and β > 0 such that
, where
With minor modifications, the proof of Theorem 3.1 in Motreanu-Papageorgiou [20] can be adapted to obtain the following result.
Our assumptions on the Carathéodory map f : Ω × R → R are the following Assumption H(f ) 1 . For a.e. z ∈ Ω, f (z, 0) = 0 and for every ρ > 0 there exists a ρ ∈ L ∞ (Ω) + such that for a.e. z ∈ Ω and every ξ ∈ R we have
where A is defined by (3.12) and by (3.17) we mean that for any u ∈ W 1,p (Ω) with u ≥ 0, the following inequalities hold:
Assumption H(f ) 3 . There exists δ 0 > 0, such that for a.e. z ∈ Ω and for all ξ ∈ R such that 0 < |ξ| ≤ δ 0 , we have
Assumption H(f ) 4 . There exist c 0 , c 1 > 0, and s, r ∈ R with s = r and s < µ, s ≤ τ ≤ p ≤ r < p * (where τ and µ are the same as in H(a) 4 ) such that
for all ξ ∈ R and for a.e. z ∈ Ω.
for a.e. z ∈ Ω and for all ξ ∈ R, where q ∈ (1, p) is the same as in H(a) 2 .
Remark 3.5. Hypothesis H(f ) 3 implies that c 2 |ξ| µ ≤ F (z, ξ) for a.e. z ∈ Ω and for |ξ| ≤ δ 0 , (3.21)
with some c 2 > 0.
Remark 3.6. Let us consider
Then inequality (3.19) becomes f (z, ξ)ξ ≥ ψ(ξ)ξ for ξ ∈ R and a.e. z ∈ Ω, so for a.e. z ∈ Ω we have
Also ψ is strictly increasing on (∞, −ξ 0 ) and strictly decreasing on (ξ 0 , ∞). Thus, from H(f ) 2 and (3.23) we infer that for a.e. z ∈ Ω we have ψ(w + (z)) < 0 and ψ(w − (z)) > 0.
Lemma 3.7. Let 1 < s ≤ p ≤ r with s < r. For any constants α, β, γ, given, if α, β > 0, then we can find M 1 , M 2 > 0 such that for any ξ > 0 we have
Remark 3.9. We use the hypotheses H(a) 5 and H(f ) 5 only in the proof of Proposition 5.3, which is needed only in the proof of the existence of the nontrivial nodal solution. Thus the result concerning existence of the two constant sign solutions and two extremal solutions remains valid with only assuming hypotheses H(a) 1 -H(a) 4 
If we additionally assume that hypotheses H(a) 5 and H(f ) 5 hold, then the problem (1.1) has a third nontrivial and nodal solution
Existence of two extremal constant sign solutions
In this section we prove that problem (1.1) has two extremal solutions of constant sign. First we recall an existence theorem, which can be found in [13] . For the convenience of the reader, we will remind main steps of the proof. For a detailed proof we refer to [13] (see also the proof of Proposition 4.4). 4 and H(f ) 1 -H(f ) 4 hold, then problem (1.1) has at least two nontrivial constant sign smooth solutions u 0 ∈ int C + and v 0 ∈ −int C + .
Proposition 4.1. If hypotheses H(a) 1 -H(a)
Proof. We will describe the proof of the existence of a nontrivial positive smooth solution u 0 . The proof for the negative smooth solution is similar. We introduce the following truncation of the reaction term:
where ψ is given by (3.22) . This is a Carathéodory function. Let
and consider the
Functional ϕ + is weakly sequentially lower semicontinuous by the strict convexity of G. Using H(f ) 1 , H(f ) 2 and H(f ) 4 together with Remark 3.6, we prove that there exist some constants c 4 , c 6 > 0 and c 5 , c 7 ∈ R such that
Hence ϕ + is also weakly coercive, so by Theorem 2.1 there exists u 0 ∈ W 1,p (Ω) such that
Thus we have that ( ϕ + ) ′ (u 0 ) = 0 (see Zeidler [22] , Proposition 25.11, p. 510). This implies
Using H(a) 4 and H(f ) 3 with Remark 3.5 we show that ϕ + (u 0 ) < 0, so u 0 = 0. Acting on (4.3) first with −u
, by H(f ) 2 , Remark 3.6 and the strict monotonicity of a (see Proposition 3.1), we obtain that u 0 ∈ [0, w + ], where
Then, by (4.1) and (4.3) we obtain
, as for a.e. z ∈ Ω we have |u(z)| ≤ w + (z) ≤ w + C(Ω) . Next we prove that
and, using the Green's formula for operator a (see Theorem 2.4), that
(see Gasiński-Papageorgiou [7] ). Then, by the regularity result of Lieberman (Theorem 2.2) and the strong maximum principle (see Theorem 2.3), we obtain that u 0 ∈ int C + solves (1.1).
To prove the existence of the nontrivial negative smooth solution, we use the truncation:
and proceed analogously.
To show that problem (1.1) has extremal solutions of constant sign, we consider the following auxiliary problem
(see (3.22) ). Recall that 1 < s ≤ τ ≤ p ≤ r < p * with s = r and s < µ.
We also introduce the following integral functional σ + :
Lemma 4.2. σ + is an element of the cone of proper (i.e. dom σ 0 := {u ∈ L 1 (Ω) | σ + (u) < ∞} = ∅) convex and lower semicontinuous functions, denoted by Γ 0 (L 1 (Ω)).
Proof. Using H(a) 4 , Proposition 3.1 and Lemma 1 from Diaz-Saa [4] , we proceed like in the proof of Proposition 7 in Gasiński-Papageorgiou [11] .
Proposition 4.3. If hypotheses H(a) 1 -H(a) 4 hold, then problem (4.7) has a unique nontrivial positive solution u * ∈ int C + and due to the oddness of (4.7), v * = −u * ∈ −int C + is the unique nontrivial negative solution.
Proof. Observe that u * ≡ ξ 0 ∈ int C + solves (4.7) (see Remark 3.6). Let us check the uniqueness of this positive solution. Let u, y ∈ W 1,p (Ω) be two nontrivial positive solutions of (4.7). Then, by Theorem 2.4, we have
We will prove that u, y are bounded above by w + . To this end, first we show that u, y ≥ ξ 0 . Suppose, to derive a contradiction, that |{u < ξ 0 }| N := |{z ∈ Ω | u(z) < ξ 0 }| N > 0. Then we act on (4.8) with
(see Remark 3.6 and (3.10)), which is a contradiction. So we have that u ≥ ξ 0 . In the same manner we show that y ≥ ξ 0 . Next we suppose that |{u > w + }| N := |{z ∈ Ω | u(z) > w + (z)}| N > 0 and we act on (4.7) with (u − w + )
a contradiction with the monotonicity of a (see Proposition 3.1). So we have u ∈ [ξ 0 , w + ] and in the same way we obtain y ∈ [ξ 0 , w + ]. Thus u, y ∈ L ∞ (Ω). Then the nonlinear regularity theory ( [16] p. 320) implies that u, y ∈ int C + . Also u, y ∈ dom σ + . Let x ∈ C 1 (Ω). Then there exists λ 0 ∈ (0, 1) such that for any |λ| < λ 0 we have (u τ + λx) ∈ int C + and also (u τ + λx) ∈ dom σ + . Hence the Gâteaux derivative of σ + at u τ in the direction x exists and, via the chain rule, we have
The convexity of σ + implies the monotonicity of σ
. The last inequality holds because, as s ≤ τ ≤ r with s < r, the map ζ → c 0 1 ζ τ −s −ĉ 1 ζ r−τ is strictly decreasing on (0, ∞) and ζ → ζ τ is strictly increasing. Therefore u = y and this proves the uniqueness of the solution u * ∈ int C + .
The oddness of (4.7) implies that v * := −u * ≡ ξ 0 ∈ −int C + is the unique nontrivial negative solution of (4.7).
Using this proposition, one can establish the existence of extremal nontrivial constant sign solutions for problem (1.1). We are going to use the Kuratowski-Zorn lemma to prove the existence of a minimal element of Y + . We will need the following auxiliary results:
(4.10) Recall that u * ≡ ξ 0 (see Remark 3.6). Define Ω 1 := {z ∈ Ω | y(z) < ξ 0 }. Suppose, to derive a contradiction, that |Ω 1 | N > 0. We act on (4.10) with (ξ 0 − y)
(see Remark 3.6 and (3.10) in Proposition 3.1), which is a contradiction.
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This proves the Claim.
Claim 2. Y + is downward directed, i.e. for any u 1 , u 2 ∈ Y + one can find u ∈ Y + , such that u ≤ u 1 and u ≤ u 2 .
The idea of this proof follows from Gasiński-Papageorgiou [10, p. 208] and uses the notion of upper and lower solutions. We say that x ∈ W 1,p (Ω) is a weak upper solution (respectively, weak lower solution) of problem (1.1), if
Using the monotonicity of the map a (see Proposition 3.1), we can adapt the proof of Lemma 4.2. in Gasiński-Papageorgiou [8] to see that the set of upper solutions of (1.1) is downward directed and in fact, if x 1 , x 2 ∈ W 1,p (Ω) are two upper solutions, thenx := min{u 1 , u 2 } is an upper solution. Also the set of lower solutions of (1.1) is upward directed and if
is an upper solution of (1.1), as u 1 , u 2 are clearly upper solutions, too. We use the truncatioň
and we define a C 1 -functionalφ :
(z, s)ds. Then we proceed as in the proof of Proposition 4.1: it is clear thatφ + is weakly sequentially lower semicontinuous and we want to prove that it is also weakly coercive. We havě
12)
(4.13)
whereč 1 ≥ 0 is a constant. Asū ≥ 0 and for ξ ≥ 0 we have f (z, ξ) ≥ ψ(ξ) for a.e. z ∈ Ω (see Remark 3.6), we obtain
Sinceū ≤ w + and w + is a continuous function defined on a bounded subset of R N , there exists some constantč 2 ∈ R, such that
Using H(f ) 1 , Remark 3.6 and Lemma 3.7, we can find constantsč 3 ,č 4 ,č 5 > 0 andč 6 ∈ R, such that
(4.17) (see (3.10) and (4.11)), soǔ ≥ 0. Suppose, to derive a contradiction, that |{ǔ >ū}| R N > 0. We have
+ (here we have used the properties of ψ, see Remark 3.6, and the fact thatū is an upper solution of (1.1)). Hence
a contradiction with the strict monotonicity of a (see Proposition 3.1). Soǔ ∈ [0,ū] and thusǔ ∈ Y + withǔ ≤ u 1 andǔ ≤ u 2 .
Let C ⊆ Y + be a chain (i.e. totally ordered subset of Y + ). From Dunford-Schwartz [6] (p. 336) we know that we can find a sequence {u n } n≥1 ⊆ C such that
We have
20) It follows from Claim 1 that u * ≤ u n ≤ w + , so the sequence {u n } n≥1 ⊆ W 1,p (Ω) is bounded, and consequently, it possesses a weakly convergent subsequence (see Leoni [15] , p. 302).
with some u ∈ W 1,p (Ω) (see Leoni [15] pp. 302, 322). Now we act on (4.20) with (u n − u) ∈ W 1,p (Ω):
so passing to the limit as n → ∞ we obtain
Thus, by Proposition 3.1,
Hence, passing to the limit as n → ∞ in (4.20), we have
so by Claim 1 we obtain that u ∈ Y + is the lower bound for C. Since C was an arbitrary chain in Y + , from the Kuratowski-Zorn lemma, we infer that Y + has a minimal element u + ∈ Y + . From Claim 2 we infer that u + is the smallest nontrivial positive solution of (1.1).
The nonlinear regularity theory ( [16] p. 320) implies that u + ∈ int C + .
To prove the existence of the biggest nontrivial negative solution v − ∈ −int C + we proceed analogously.
Nodal solution
In this section we prove the existence of a third, nontrivial and nodal solution. In what follows, let u + ∈ int C + be the smallest positive solution and v − ∈ −int C + -the biggest negative solution. We introduce the following truncation
If we define
where
Consider the C 1 −functional so ϕ is coercive. Also, let f ± (z, ξ) = f (z, ±ξ ± ) and F ± (z, ξ) = F (z, ±ξ ± )
and consider
Reasoning as in the proof of Proposition 4.4, we obtain that ϕ ± (u) are also coercive.
Lemma 5.1. The functional ϕ defined by (5.3) satisfies the Cerami condition.
Proof. Let {x n } n≥1 ⊆ W 1,p (Ω) be a sequence such that ϕ(x n ) → c and (
The coercivity of ϕ implies that {x n } n≥1 is bounded in W 1,p (Ω), so passing to a subsequence if necessary, we can find x ∈ W 1,p (Ω) such that x n → x weakly in W 1,p (Ω).
Using (5.4), we can find a sequence {ε n } n≥1 ⊆ (0, ∞) such that ε n → 0 and
, h ∈ W 1,p (Ω).
Set h = (x n − x) ∈ W 1,p (Ω). By hypothesis H(f ) 1 we have Ω |x n (z)| p−2 x n (z)(x n − x)(z)dz − Ω f (z, x n (z))(x n − x)(z)dz Proof. The idea of the proof follows the proof of Proposition 2.1 in Jiu-Su [12] (see also Gasiński-Papageorgiou [11] ). From the definition of the critical groups for any ̺ > 0 such that K ϕ ∩ ϕ 0 ∩ B ̺ = {0} we have
where B ̺ := {u ∈ W 1,p (Ω) | u ≤ ̺}. We know that C k (B ̺ , B ̺ \{0}) = 0, ∀k ≥ 0 for any ̺ > 0 as B ̺ and B ̺ \{0} are contractible, because of the fact that W 1,p (Ω) is infinite dimensional (see Propositions 6.24 and 6.25 in Motreanu-Motreanu-Papageorgiou [19] ). So our aim is to construct a deformation mapping for (B ̺ , B ̺ \{0}) and (B ̺ ∩ ϕ 0 , B ̺ ∩ ϕ 0 \{0}). First we prove that for a given u ∈ W 1,p (Ω)\{0} we can find t 0 ∈ (0, 1) such that ϕ(tu) < 0 for any t ∈ (0, t 0 ). (5.6)
Choose u ∈ W 1,p (Ω)\{0}. Then, by virtue of hypothesis H(a) 4 , for a given ε > 0 we can find δ ε ∈ (0, δ 0 ] such that G 0 (t) ≤ εt µ , ∀t ∈ (0, δ ε ].
