Abstract: Flow-induced hemolysis is a crucial issue for many biomedical applications; in particular, it is an essential issue for the development of blood-transporting devices such as left ventricular assist devices, and other types of blood pumps. In order to estimate red blood cell (RBC) damage in blood flows, many models have been proposed in the past. Most models have been validated by their respective authors. However, the accuracy and the validity range of these models remains unclear. In this work, the most established hemolysis models compatible with computational fluid dynamics of full-scale devices are described and assessed by comparing two selected reference experiments: a simple rheometric flow and a more complex hemodialytic flow through a needle. The quantitative comparisons show very large deviations concerning hemolysis predictions, depending on the model and model parameter. In light of the current results, two simple power-law models deliver the best compromise between computational efficiency and obtained accuracy. Finally, hemolysis has been computed in an axial blood pump. The reconstructed geometry of a HeartMate II shows that hemolysis occurs mainly at the tip and leading edge of the rotor blades, as well as at the leading edge of the diffusor vanes.
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Mechanical hemolysis, which is the mechanical damage of red blood cells (RBCs) induced by excessively high stress, is a grave issue for the development of all blood pumps (1) (2) (3) (4) . It is encountered in numerous biomedical devices when large velocity gradients are found (5) . More generally, hemolysis is related to the issue of animal cell damage due to stress, a very important concern for the design of bioreactors (6, 7) .
Computational fluid dynamics (CFD), which is becoming increasingly important for the design and optimization of biomedical applications, offers the possibility to predict hemolysis in a purely numerical manner. However, this is generally only possible if quantitatively accurate models exist that are compatible with all of the requirements of CFD studies. Though many hemolysis models have been proposed in the scientific literature over the last few decades, a breakthrough has yet to be achieved, due to numerous difficulties discussed hereinafter.
Simulating blood flows with sufficient accuracy is indeed a complex task (8) . This is demonstrated, for instance, by the currently running Food and Drug Administration challenge concerning blood pumps and hemolysis (9) . Goubergrits and Affeld (10) have already summarized the difficulties encountered when designing models to predict blood damage. In a general review concerning CFD analysis of blood pumps (11) , several approaches have been compared which describe hemolysis. The models discussed in those review articles are included in the following analysis. Now, more than 6 years after both publications, we feel that it may be helpful to conduct an updated analysis and to benchmark the existing models for hemolysis predictions.
In CFD simulations of hemodynamics, blood is usually treated as a homogeneous non-Newtonian (8) , or in larger vessels, as a Newtonian fluid (12) , instead of being treated as a dense multiphase suspension (13) . The main purpose of this hypothesis is to reduce the complexity of the problem along with the associated computational cost in terms of time and memory. However, the viscosity and nonNewtonian behavior of blood observed at macroscopic scale as a homogeneous medium are a direct consequence of the microscopic deformation and concentration variation of the suspended RBCs in suspension, occurring at a scale of a few mm.
Existing hemolysis models are typically implemented in a one-way coupling with the CFD solver. Flow-induced shear stress is the information transferred to the hemolysis model. One-way coupling implies that the CFD variables relevant for RBC deformation and hemolysis are only considered in the hemolysis model, without any retroaction to the CFD results. The velocity gradients that are obtained from the coupled velocity/pressure and possibly turbulence equations, which are used to describe the homogeneous fluid in the CFD, influence the deformation of RBCs, but the resulting deformations have no influence on the CFD variables. Advanced numerical methods have been recently proposed to face this issue and allow for two-way coupling, such as the immersed boundary methods (14, 15) and the boundary element method (16) . Microscale RBC flows have been explored by applying dissipative particle dynamics (DPD), a particle-based Lagrangian method (17, 18) . However, when considering explicitly the RBCs within the simulation, the corresponding computational requirements are significantly higher than usual CFD simulations. As a result, these approaches can currently only be considered for microscale configurations. Consequently, no further discussion on the matter will be commenced, and blood will be considered as a homogeneous medium.
Existing hemolysis models that are suitable for CFD differ from each other primarily in two central aspects (see also Fig. 1 and Table 1 ):
They are either so-called stress-based or strain-based; They rely either on a Lagrangian particletracking approach (analysis is then done while following the flow) or using Eulerian transport equations (at fixed positions in space within the flow). If the local instantaneous hemolysis is assumed to be a direct function (often in a power-law relationship) of the local instantaneous shear stress, the model is then referred to as a stress-based model in the scientific literature. These models typically rely on empirical relations, and could thus be referred to as "empirical" instead of "stress-based." As an alternative, if local instantaneous hemolysis is not a direct result of local instantaneous stress, but involves (possibly combinations) of intermediate variables and parameters (for instance, the extension of the RBC membrane, the RBC deformation, etc.), the model is typically named a strain-based model. Here again, it would be understandable to replace the expression strain-based with "advanced" models, to avoid the possibly misleading connection to the physical quantities "strain" and "stress."
Since both expressions are almost identical, the following symbols are employed: stress-based models are written as s-models, while strain-based models are designated using e-models, the viscous stress tensor being conventionally written with s (components in Pa) and the strain tensor employing e (components in 1/s), respectively.
In Lagrangian methods (abbreviation: L), hemolysis is calculated along pathlines (flow trajectories). Clearly, a given pathline depends on its origin in space and time. Often, steady CFD computations are carried out, so that time derivatives are no longer an issue; in that case, pathlines are identical with streamlines. The starting points retained for the pathlines are typically chosen at the inlet (inflow boundary condition) of the CFD domain. This is sufficient for simple flow topologies without noticeable recirculation regions. However, in more complex geometries (often found in practice), recirculation regions and large stable vortical structures are often encountered in certain regions of the flow. Since such structures appear stable and closed The hemolysis calculation is then typically carried out simultaneously while solving continuity, Navier-Stokes, and (possibly) turbulence equations. By taking into account the whole simulation domain, Eulerian hemolysis models typically lead to different predictions compared with Lagrangian models (19) . For steady CFD simulations, coding a Lagrangian-type hemolysis model can be done in a post-processing step, after completing the CFD simulation, resulting in a completely separate, and hence quite flexible and straightforward hemolysis prediction. In this sense, L-models can save usertime and memory. However, they often lead to a lower accuracy and, as previously explained, they depend on (sometimes arbitrary) user-defined choices (amount, density, integration method, and origin) concerning the pathlines. Table 1 is a first classification of main families of hemolysis models that will be reviewed in this article. Before discussing the details of the involved comparisons, a summary of the advantages and disadvantages associated with the hemolysis models reviewed in this article is proposed in Table 2 .
Note that the effect of turbulence on RBC damage is not considered here. Although interesting and relevant for many applications, there is still no consensus on this topic, neither concerning the importance of this issue nor the associated damage mechanism. Readers who are interested in this topic can read the recent study of jet flows by Yen et al. (20) , where turbulent viscous shear stresses have been proposed as mechanism of cell damage. Other studies propose turbulent eddy size as the most relevant quantity, for example, Ozturk et al. (21) . A more detailed discussion on this topic can be found in (22, 23) .
The present study concentrates only on flowinduced hemolysis. Evidently, the damage of other blood components, such as platelet lysis, may be relevant as well, and is often modeled similarly to hemolysis, only with different model constants. Due to space limitations, this is not considered further in this study. Readers wishing to gain more knowledge on this subject can take a look at (24, 25) for white cells or (26, 27) for platelets.
The findings of the following discussion apply independently of the retained approach for simulating the flow, either based classically on a finitevolume or finite-element discretization, on laminar or RANS models, Large Eddy or Direct Numerical Simulations (LES/DNS), Lattice Boltzmann (LB [28, 29] ), or Smoothed Particle Hydrodynamics (SPH [30] ).
COMPUTING STRAIN AND STRESS
The total stress tensor r (also called true stress tensor or Cauchy tensor) for a fluid can be split up into a spherical part and a deviatoric part:
with 2pI the hydrostatic pressure component (spherical) and s, the viscous stress tensor (deviatoric). For an incompressible Newtonian fluid, the 
One difficulty common to all models is how to define an equivalent stress for hemolysis in an appropriate manner, keeping in mind that a single parameter must appropriately characterize multi-dimensional shear conditions described by a stress tensor. Many authors employ the second invariant of the viscous stress tensor s, which is computed as:
A popular group of criteria are calculated by taking the root of the second invariant II s multiplied by a negative factor 2n:
First considered by Refs. (39, 40) , the so-called von Mises criterion is obtained for n 5 3:
The von Mises criterion s vm can also be computed in terms of principal stresses r i of the total stress tensor r:
Another extensively used criterion was introduced by Bludszuweit et al. (39, 40 ) with n52:
This equation can also be transformed into the following equivalent form using the components of the viscous stress tensor s ij , see Ref. (40):
Alternatively, a factor of n51 has been used often (1, 41, 42) :
This formulation has the elegant property that, in a one-dimensional shear flow, Eq. 9 will return the 
Since stress is a real-valued quantity the following form of the Tresca criterion is equivalent to Eq. 10:
The choice of an equivalent shear stress is indeed an important issue that may impact the output of hemolysis prediction models (42, 44) . For qualitative studies, the choice of s is unmistakably less relevant (42) . Many authors appear to favor Eq. 9, arguing that for one-dimensional shear stress conditions the equivalent shear stress then equals the only component of the corresponding stress tensor, without introducing any weighting of some components of the stress tensor s against other ones. The comparisons proposed below will hopefully further clarify this matter.
Modeling blood flows is done primarily by using purely laminar conditions or, when considering turbulent flows, Reynolds averaged Navier-Stokes (RANS) equations.
ANALYSIS AND COMPARISON OF HEMOLYSIS MODELS

A-The power-law equation model
Original formulation A direct relation between hemolysis, magnitude of shear stress s, and exposure time t to this shear stress value was first introduced by Giersiepen et al. in 1990 (31) , reading:
where H denotes the ratio of released hemoglobin to total hemoglobin within the RBC (usually noted as DHb=Hb). This model has been obtained from fitting measurement data discussed in Refs. (45, 46) . The following set of parameters was obtained:
C; a; b ð Þ GW 5 3:63 Á 10 27 ; 2:416; 0:785 À Á
The underlying experiments correspond to submitting human RBCs to a shear stress constant in time, with values of s up to 255 Pa and an exposure time t up to 700 ms. It has been observed that the hemolysis rate predicted by Eq. 12 can overestimate hemolysis by at least an order of magnitude (37, 44, 47) . It has also been reported that the parameter set (Eq. 13) overestimates the hemolysis through shear stress in blood pumps and most blood supply equipment, possibly due to secondary hemolysis in the original experimental setup used to fit the parameters (48) . However, this model is still a good alternative as long as the considered applications fulfill the underlying hypotheses (constant and not too high value of s, intermediate exposure time). Note that it is also still widely used outside of such conditions, mostly due to the shortcomings of alternative models, as discussed in what follows. While keeping the same formal relation as Eq. 12, another group of constants has been proposed by using experimental results of Heuser and Opitz (49), derived from experiments using porcine blood. The experiments were performed in a range of shear stress between 30 < s < 600 Pa and exposure times between 0:0034 < t < 0:69 s. 
A third set of parameter has been proposed by Zhang et al. (50) . This set has been fitted to experiments with shear stress between 30 < s < 320 Pa and exposure times between 0:03 < t < 1:5 s while using ovine blood:
Because of the nonlinear relationship between hemolysis and exposure time appearing in Eq. 12, a direct coding of such an equation within a CFD solver is difficult, the exposure time being a priori unknown. Therefore, the typical process used to assess hemolysis with a power-law model relies on post-processing an already completed CFD simulation. For this purpose, the Lagrangian version of Eq. 12 (see later Eq. 26) can be integrated along the pathlines obtained by CFD. Since this approach has mostly been used for steady flows, pathlines can in this case be replaced by streamlines, which can be computed in a straightforward manner. The only remaining question is then how many and wherefrom the pathlines or streamlines should be released. Typically, the inflow boundary of the CFD is retained for that purpose, though this might be inappropriate for flows with strong recirculation zones, as previously discussed.
Considering a threshold in shear stress
Experiments with RBCs (51) have shown that, below a certain level for s, no hemolysis is observed. In order to take into account this observation, a shear-stress threshold s s below which hemolysis is inactive was introduced in later versions of Model A and of most further models. Combined for instance with the power-law equation, this leads to
One obvious shortcoming of this straightforward threshold approach is that, when reaching the threshold s s the hemolysis will jump for Eq: 16 in a discontinuous way from 0 to a discrete value. To avoid this problem, a ramp function could be built into the model, for instance based on a hyperbolic tangent. However, such an approach has apparently never been published. Different values for s s are found in the literature, varying typically between 100 and 250 Pa (32) . Looking back at the experiments (45, 46) leading to Eq. 12, it is somewhat disturbing to see that the maximal shear stress imposed in these experiments (255 Pa) is for some other authors nearly identical to the threshold below where no hemolysis is observed at all ( s s 5250 Pa). This contradiction is the first indication that it is extremely complex to design suitable experiments for a proper estimation of hemolysis in RBCs, and this is due to four main reasons:
1. Deformation and shearing of RBCs involve a tensor s, while all models rely at the end on a single scalar s; 2. RBCs do not react identically to different flow solicitations. For instance, shearing and elongation are known to lead to completely different behaviors for animal cells (6,7); 3. RBCs are not inert particles, but react to the perturbation induced by the flow with their own time-scale. As a consequence, the experiment attempts to measure a quantity that is changing due to the experiment itself; 4. The level of shear stress and the exposure time are not independent quantities for the RBCs. RBCs might be able to survive without any leakage at a very high value of s but during a very short time, or when excited at a very high frequency; however, RBCs might leak hemoglobin at a much lower value of s if this level is kept constant in time for a long period.
From these observations, it is clear that the experiments needed to develop suitable hemolysis models are extremely challenging, sometimes even impossible. Furthermore, experiments used to determine hemolysis are not always done using human blood. Due to lack of sufficient human donor blood, many groups have taken animal blood of different species as a substitute. However, it is well known that RBCs' mechanical fragility differs between species (52). It is nevertheless useful to compare further the results obtained with different published hemolysis models, as is done in the rest of this article.
In order to take into account the fourth observation listed previously, several authors have introduced the threshold in shear stress as a function of the exposure time. For instance, Nerem introduced a time-dependent threshold equation (53) 
An underlying assumption for all models is that the hemolysis process starts with a healthy RBC (100% hemoglobin content) without any previous hemolysis history. From this simple fact and looking back at the power-law models, Eq. 12, it is possible to draw an important conclusion: when submitted to a constant shear stress exceeding the threshold, the relative hemolysis potential of a RBC is decreasing with time, since the power for time t in the models (time now being directly equivalent to the exposure duration) is smaller than 0:77, noticeably smaller than 1. This means that, when submitted to a constant shear stress s ! s s , and considering the same lapse of time Dt, the lysis potential starting from time t (t > 0) is lower than at the beginning of the process, t50. Considering b < 1, this is evident, since:
This observation is a direct consequence of the third observation listed previously. Biological reasons can be proposed to explain this fact:
Former hemoglobin leakage reduces the hemoglobin quantity within the RBC, thus reducing its volume and lowering membrane tension; Irreversible changes in RBC membrane (membrane hardening) when submitted to stress, reduces the potential for the formation of mini-holes and thus reduces hemoglobin leakage (55) (56) (57) (58) (59) (60) .
In order to obtain correct predictions, a numerical hemolysis model should take into account this effect. Suitable approaches have been developed to solve this problem and are discussed in the next section.
Deriving a purely Eulerian power-law model, A E
In order to implement Model A into a CFD solver, a derived formulation is far more practical. The process begins by rewriting the original Eq. 12 into the following form (32, 33, 42, 61) :
Then, the part within the square brackets is linear in time, and can be recast as a complete differential form:
where H L 5H 1 b and refers to the local hemolysis taking place within a CFD grid cell. Equation 21 is then rewritten as a standard transport equation, as found in any common CFD-solver:
Multiplying the right-hand side by 12H L ð Þis a convenient solution to ensure that the hemolysis rate measured by H L reduces with time at constant shear stress, as previously discussed. Additionally, it prevents unphysical solutions H L > 1 ð Þ . The hemolysis value corresponding to the whole CFD domain is finally collected along the domain outlet by computing a mass-flow-average.
B -Empirical formulation for blood pumps Though it looks partly similar to the power-law model in its structure, Model B is a purely empirical, macroscopic formula, originally developed for blood pumps (34):
V refers to the ratio of a pump's inner volume to the whole circulation volume of the experiment, and Dp refers to the pressure head of the considered blood pump. It is based on a regression analysis from experimental data (34,62) ranging between 1 < s < 100 Pa, 0:1 < t < 1, 0 < V < 0:01, and 50 < Dp < 500 mm Hg.
C -Lagrangian formulations of the power law
To estimate hemolysis in time-dependent shear conditions using a power-law approach, a method had to be found in order to calculate the accumulated blood damage. Two main approaches have been proposed (63) . First, it has been assumed that the integral along infinitesimal timesteps can be used to sum up blood damage over a pathline based on Eq. 12:
However, this method has been reported to deliver poor hemolysis predictions (63) . Consider a pathline discretized in this manner with constant shear stress. Now, calculate hemolysis within two time steps (t 0 ! t 1 ! t 2 Þ of corresponding shear stresses s 1 and s 2 following Eq. 26:
This would lead to a poor accuracy due to the discontinuity of H s 1 ; t 1 ð Þ6 ¼ H s 2 ; t 1 ð Þ. In order to ensure continuity, Goubergrits and Affeld (10) described a modified approach. A virtual time step t eff was introduced so that H s 1 ; t 1 ð Þ5H s 2 ; t eff ð Þ. As a consequence t 2 also has to be shifted by t ' 2 5t 2 2t eff . This leads to the following formulation proposed by Goubergrits (64):
An alternative method to accumulate blood damage has been derived based on a mechanical dose D b closely related to Eq. 12, and computed as a function of the lysis induced in each grid cell over a pathline (10, 19, 65) :
Under the assumption that during an infinitesimal time step dt the shear stress is constant, Eq. 29 can be rewritten as partial derivative (66):
Integrating both sides of Eq. 30 over time gives:
Using Eq. 29, Eq. 12 can be rewritten to:
Writing now Eq. 31 as partial derivative in respect to dD b gives:
Finally, substituting D b with Eq: 34 and dD b with Eq. 29 yields: dH5Cb
The cumulative mechanical dose contributes to the ith damage increment, yielding finally the discrete formulation:
where D b t 0 ð Þ is the mechanical dose already accumulated by the cell at the integration start time. The term in the square brackets represents the entire mechanical dose acting on the cell moving along the pathline from the starting observation time until the ith instant, whereas s t i ð Þ a b dt i is the elementary mechanical dose received by the RBC in the jth interval (19, 63) . Following (64) , it is possible to reformulate Eq. 35 as a transport equation:
Compared with Model A, this model does not treat space steps on a pathline equally. Instead, the damage accumulated in previous steps is taken into account to compute the further evolution in later steps, which is more realistic. However, Eq. 36 is very difficult to code into any CFD solver due to the structure of its right-hand side.
D -Lagrangian power-law formulation for closed loop circulations
As another alternative, Gu and Smith proposed the following equation (35):
where t is the total time for traveling along a pathline, i is pathline number, j is timestep number, and N is the number of particles. This is a purely arithmetic modification of Eq. 12. Using this equation, both parameter sets of Eq. 13 and 14 have been tested in the computation (35) . The last term t=t i;j À Á 0:71 accounts for pathlines passing the simulation domain multiple times. The corresponding exponent has been determined by a best linear curve fit to experimental results done by the same group. However, the final obtained hemolysis prediction depends again on the discretization, due to the non-unity exponent in time.
E -Viscoelastic Lagrangian model
A model proposed by Arwatz and Smits (36) estimates hemolysis with viscoelastic properties, considering the mechanical properties of RBC membranes. The analogy to the mechanical springdamper system (Maxwell model) serves as starting point to derive the model. The system consists of two Kelvin-Voigt elements in series with a viscous element. A Kelvin-Voigt element again consists of an elastic and a viscous element in parallel arrangement. The differential equation describing the combined system has an analytic solution for constant stress. Under this assumption, strain can be computed as:
using standard notations of the Maxwell model with relaxation times T 1 5g 1 =G 1 and T 2 5g 2 =G 2 .
The authors state that the trend given by Eq. 38 matches well with experimental data found in the literature for various time scales of Refs. (31, 48, 49) .
After additional simplifications and fitting the parameters to experimental data, the model can be finally written:
Here, T 1 is the red blood cell membrane relaxation time (36) , which is set as T 1 50:1 s. The shear modulus G quantifies the viscoelastic property of the membrane, with G510 26 N=m. By fitting, the second relaxation time T 2 is set to 20 s. The constant A is an empirical factor of the model (36) .
Unfortunately, in the cases considered later for validation and test, stress is varying with time, as is the case in almost all practical applications. The authors of Ref. (36) did not discuss such conditions at all, preventing application of Eq. 40 in what follows.
F -Strain-tensor-based Lagrangian model (Le)
In this model, the deformation of RBCs is due to accumulation of shear stress in the past, while hemolysis is due to instantaneous deformation (37, 44) .
A red blood cell is modeled as a deformable droplet in a flow. Its shape and orientation are represented by a symmetric, positive-definite secondorder morphology tensor S. The evolution of S occurs subject to four effects:
1. resistance to deformation and rotation:
2 S2g S ð ÞI ð Þ 2. shear-induced deformation: e e ÁS1S Á e e 3. shear-induced rotation: f W Á S1S Á f W 4. rotation of the surrounding frame: X Á S1S Á X.
Combining all four items together with factors f 1 , f 2 , f 3 for the first three terms, the equation for deformation is obtained:
where e e5 
is the vorticity really encountered by the droplet in its own frame of reference. Finally, g S ð Þ is given by:
with
Þ, the second and third invariants of tensor S, respectively. The rotation rate of the frame of reference X is given by equation:
where e refers to the unit eigenvectors of S. Finally, hemolysis is calculated with the power law according to Eq. 12 with its corresponding parameter sets:
where /5 k 2 2k 3 ð Þ= k 2 1k 3 ð Þ is the instantaneous aspect ratio of the droplet, while k 2;3 are eigenvalues of S.
With Eq. 45 in place, it can be seen that Model E is another method to compute an equivalent shear. But in contrast to the von Mises equivalent, where the overall normal and shear stress conditions are considered, the focus here is set on the behavior of an equivalent droplet, including deformation.
Equations 41 and 44 are discretized in a Lagrangian manner with a first-order explicit approximation:
X n 5e n @e n @t 5e n e n 2e n21 ð Þ Dt
Inserting these last two equations into Eq. 41, it becomes:
where e n and e n21 are the unit eigenvectors of S n and S n11 , respectively.Then, inserting Eqs. 42 and 43 into Eq. 48, S n11 at the next step is calculated explicitly based on the former two time steps. Such a backward discretization is numerically unstable. The resulting numerical diffusion depends on the total number of points on each pathline, and on the interpolation between pathline points. Once again, the result of this method depends on the underlying discretization,-since the term involving t is not linear in Eq. 45.
Since Arora et al. (44) introduced this hemolysis model, there have been two different extensions proposed by two other groups considering additional hemolysis mechanisms, leading to even more complex representations. The first extension, described by Ezzeldin et al. (67) , replaces the droplet representation by a coarse-grained molecular model of the RBC membrane. The shape distortion u of Eq. 45 is then replaced by the instantaneous shape of the RBC. This allows computing complex shape distortions, and not only the symmetric elongation of an ellipsoid, as in Arora's model. The second extension, proposed by Vitale et al. (68) , models hemoglobin release due to pore forming in sublytical conditions. For this purpose, additional equations are introduced. The original formulation and both extensions deliver interesting insight for further model development, but are very complex and expensive in terms of computing time. They have rarely been used in full-scale CFD studies until now, and are not considered in the final application discussed later.
G -Strain-scalar-based Lagrangian model (Le)
This model introduces a dimensionless scalar s for the area strain of the RBC membrane and s c 5 0:064 as the dimensionless critical strain for membrane failure. Then, Eq. 49 is the relation between s, shear stress and exposure time (38,69):
where s e 5150 Pa is the stress required to elongate the cell to an iso-area ellipsoid, t is the exposure time, a539:01 is an empirical constant, b51:7 lm is the minimum radius of a deformed RBC, C 0 535 m=N, and C 1 539 m=N are related to the Young's moduli of the membrane, while C 2 58 s 21 and C 3 50:15 m=N were obtained by fitting microscope images of deformed RBCs (38) . The calculated ratio s=s c represents the hemolysis ratio. Equation 50 can be rewritten in a total differential form:
where i refers to the number of a pathline, and j refers to the steps along this pathline. At any j, if s i;j 2 s e À Á < 0, it is reset to s i;j 2 s e À Á 50, inactivating the last term in Eq. 50. On the left-hand side of this equation, s=s c ð Þ i is the normalized strain value along pathline i. If along a particular pathline s=s c ð Þ i > 1, then the RBCs traveling along this pathline are predicted to rupture, leading to 100% hemolysis. As long as s=s c ð Þ i 1, the corresponding value is used to compute the hemolysis ratio from local membrane extension.
COMPARISONS AND TENTATIVE VALIDATIONS
One-dimensional validation First, a simple one-dimensional configuration is considered to discuss the hemolysis level predicted by different models. Numerical results are compared with experimental data presented in Ref. (51) . In the experiment, a heparinized sample (hematocrit 38%-45%) of canine blood is filled between a stationary convex circular cone, and a rotating concave circular cone (rheometer) (51) . The rotor-convex is driven to rotate with sinusoidal speed, thus generating a sinus-oscillating shear rate in the blood. The maximum shear rate value is set to 250, 600, and 1000 s 21 ; respectively, and a minimum shear rate of 0 s 21 in all cases. The oscillation frequency is fixed to 0.5 Hz, and the total exposure duration is 7200 s. The test relies on the resulting uniform shear in such a rheometer:
where n is the rotation rate of the head, a is the apex angle, and / is the angle between the convex and concave cone. The uniform strain conditions in this setup can be simplified to a one-dimensional equation, depending only on time.
A Matlab (MathWorks, Natick, MA, USA) code has been written to deliver the results corresponding to the different numerical models. Blood viscosity is taken constant at 0.0035 Pa s. Information on density is not needed here. Model A is implemented without shear stress threshold ( s s 50). Model B is not included in this comparison, since it has been especially developed for blood pumps; in the current experiment, there is no pressure build-up and thus no value for Dp. Model E is not included in this comparison, since it has been only developed for constant stress values. Only the original formulation of Model F is considered, not the later extensions.
Whenever possible, all parameter sets and all shear scalar definitions have been taken into account during the computations, highlighting the associated uncertainty. This shall help identify the best combinations. The results of this first comparison are shown in Fig. 2 and in Table 3 . In this graph, the computed hemolysis values are presented as a histogram clustered on top of the peak shear rates considered in the experiment. Each combination of power law parameters and estimation method for s is depicted separately. For defining the shear scalar, only the relations involving the second invariant of the viscous stress tensor have been kept. To improve readability, the results for Eqs. 6 and 9 are printed as pseudo-error bars in comparison to the scalar definition given in Eq. 8.
These first tests show that published models lead to considerably different predictions concerning mechanical hemolysis, especially when the full range of parameter sets and definitions for s are taken into account. At the lowest shear rate (250 s 21 ), there are three orders of magnitude difference between the lowest and the highest prediction.
When using the parameter set of Giersiepen et al. (GW), all models strongly overpredict hemolysis, increasingly so for higher shear rates. In fact, GW combined with Model D even leads to hemolysis values above the physical limit of 1. This is due to the properties of the power law, Eq. 12, which does not limit hemolysis to a valid range.
In this first comparison, the best models are relatively simple power-law models of the category Ls. Model F is by far the most complicated one. It shows a slope relatively close to the experimental data. However, the prediction shows a difference of at least an order of magnitude to experimental values.
Model G is also relatively complex, but shows only a very weak dependence on hemolysis as function of the shear rate, contradicting the experiments. It is therefore not expected that Model G might perform well in general.
However, this first test is certainly not sufficient. Further comparisons are needed before choosing an optimal model category and model formulation. In particular, it still remains unclear how much physical complexity must be included into such a model in order to obtain an acceptable accuracy for a variety of different relevant conditions.
For practical CFD computations, and in particular when considering unsteady flows, Eulerian hemolysis models would be much easier to integrate into the flow solver, since all major flow solvers rely on an Eulerian description of the flow equations. However, as can be seen in Table 1 , only Model A is readily available in an Eulerian version (A E ) from the literature. Since Model C outperformed Model A in the first test, it was then decided to derive an Eulerian version of Model C.
Deriving an Eulerian formulation, model C E
Depending on the original version, it might be very complex or even impossible in practice to develop an Eulerian formulation based on a model that was originally Lagrangian. Fortunately, this is not the case for Model C, which can be relatively simply rewritten in an Eulerian framework. For this purpose, Eqs. 34 and 35 are directly rewritten in an Eulerian form:
The obtained model, belonging now to the Es-family but being directly derived from Model C, is denoted C E in what follows. The resulting transport equations are similar to any flow conservation equation and can be immediately coded in any standard CFD solver. For the following comparisons, these equations have been implemented in StarCCM1 (CD-adapco, Melville, NY, USA). To compute s, any formulation described in section "Computing strain and stress" can be used.
Complex validation for Eulerian models
Experimental measurements involving three cannulas with different inner tube diameters (Fig. 3 , see [48] ) are now used for further comparison of the best Eulerian models, Model A E , Eq. 22, and Model C E , Eqs. 52 and 53, respectively. Dimensions are given in Table 4 . This is a much more complex validation step since it now involves a realistic flow configuration, relevant for practical purposes. All flow simulations in this section rely on Star-CCM1 v9.02, using axis-symmetry in order to compute only a central slice through the 3D setup. The boundary conditions for CFD are set as follows: free pressure-inlet/outlet at the vessel inlet, since the flow direction is not prescribed there (left outer pipe in Fig. 3) ; a fixed mass flow of 290 mL/min at the central cannula inlet (left central pipe, as in the experiment); and a pressure outlet at the vessel outlet (right in Fig. 3 ). The fluid is assumed to be Newtonian, since strain rates are noticeably in excess of 100s 21 . A dynamic viscosity of 2.42 mPa s and a density of 1056 kg=m 3 have been chosen. The flow within the cannula and the upstream vessel is laminar. In order to describe possible transition to turbulence outside of the needle, a RANS approach is employed, relying on the k-x-SST model with Gamma-Re-Theta extension. Further details concerning the experiment can be found in Ref. (32) . Note that this configuration is particularly challenging, since CFD reveals that Case 13G has the lowest peak value for shear stress s, but the highest average value over the computational domain; while the opposite is observed for Case 16G, with the highest peak but the lowest mean value for s.
The numerical prediction of hemolysis has been obtained with Model A E and Model C E . The results are computed by mass-averaging the hemolysis ratio over the outlet surface. As the previous test case has shown, the estimated hemolysis depends very strongly on the choice of the underlying power law parameters (C,a,b) . In order to determine the best fit to the experimental data, all presented sets have been considered further.
The choice of the shear equivalent has a weaker impact on the predicted hemolysis. To quantify the impact of the retained model for s with a limited number of computations, only the von Mises equivalent stress s vm and the shear scalars s b and s p have been considered in what follows.
The resulting hemolysis predictions are compared in Table 5 as well as in Fig. 4 with the experimental measurements from Ref. (47) .
Looking at Fig. 4 it is clear that the estimated hemolysis varies over a very wide range. Depending on the employed method and parameter set, the obtained results may differ by up to four orders of magnitude. The best agreement with the experimental results is obtained with Model A E and combinations (GW, s p ) or (ZT, s vm ). All obtained hemolysis values then lie within a factor of 2 around the experimental measurements. The same level of accuracy is also obtained with Model C E and combination (HO, s p ). Considering that both models deliver a similar agreement, it is not possible to decide if A E or C E should be preferred in general. In most cases, results obtained with the GW parameter set overpredict hemolysis, while those with the HO parameter set underpredict the experimental results. The ZT parameter set underpredicts hemolysis in combination with Model A E , but overpredicts it in combination with Model C E .
APPLICATION EXAMPLE FOR EULERIAN MODELS: HEARTMATE II ROTARY BLOOD PUMP
At last, the Eulerian models presented before shall be applied to a practically relevant setup. For this purpose the commercially available rotary blood pump HeartMate II (HM2; Thoratec Corp., Pleasanton, CA, USA) has been selected. Unfortunately, the detailed design of the HM2 is undisclosed to public. Facing this same obstacle, Thamsen et al. (1) have reconstructed the geometry from an explanted pump. Due to this approach, certain features of the flow in the pump might deviate from the genuine, original product. Nevertheless, this problem is a necessary compromise in order to consider a practical configuration. Please refer to Ref. (1) for all details concerning reconstruction. We are very grateful to Thamsen et al. for giving us access to the reconstructed HM2 CAD geometry. An overview of the HM2 is shown in Fig. 5 . It is an axially-driven pump with guiding and diffusor blades. This pump is used as a left ventricular assist device (LVAD) in case of advanced heart failure. The simulations of the HM2 blood pump must take place as transient and three-dimensional computations, and require therefore a large memory and long computing times ($2 weeks with 80 CPUs at 2.1 GHz). All flow simulations in this section rely on Star-CCM1 v10.04, using periodic axissymmetry in order to compute only a 1208 slice through the 3D setup. A sliding-mesh approach is used to describe accurately the unsteady flow within the impeller. The boundary conditions for CFD are set following those in Ref. (1) to allow comparisons: pressure-outlet at the vessel outlet (right side in Fig. 5 ), fixed volumetric flow rate of 4.5 L/min imposed at inlet (left side in Fig. 5 ), fixed rotation speed of 10 500 rpm, and no-slip walls. With those flow conditions and rotation speed, a head pressure rise of about 80 mm Hg is achieved, as has also been shown in Ref. (1) . Turbulence is modeled with RANS by the k-x SST model. As an alternative, Large-Eddy Simulation might be employed. However, LES increases the computational requirements by at least an order of magnitude compared with RANS, and is therefore not considered in this study. The boundary layers are fully resolved on the computational mesh by ensuring y 1 < 1. The physical time step is chosen to resolve 18 of rotation per time step (0:016 ms). Preliminary tests have shown that a mesh involving 2.8 million cells (unstructured polyhedral cells in the bulk flow, prismatic cells in the boundary layer) is sufficient to reach satisfactory mesh independency and sufficient residual convergence (<10 23 ). Expecting high strain rates in most of the domain, the fluid behaviour of blood is assumed to be Newtonian in this case. The density of the fluid has been set to 1056 kg=m 3 and dynamic viscosity to 3.5 mPa s. The two best Eulerian models found in the previous validation steps, Model A E , Eq. 22, and Model C E , Eqs. 52, have been retained. Again, hemolysis is quantified by a massflow-average over the outlet surface.
It was shown previously (see in particular Fig. 2 ) that the predictions for all model combinations involving the parameter set of Giersiepen et al. usually form an upper bound, while those with the constants of Heuser and Opitz mostly form a lower bound; the predictions with the model constants of Zhang et al. usually lie between the other two. In order to save computational time, only the parameter sets of Giersiepen et al. and of Heuser and Opitz will be considered further. Keeping two different sets in the analysis, it is still possible to quantify their impact on hemolysis prediction in a practical configuration.
To further eliminate some model combinations, only two different equivalent stress formulations will be applied, Eqs. 6 and 9.
Hemolysis has been computed in Ref.
(1) using a modification of the model proposed by Goubergrits (10) (see Model C):
with H prev the hemolysis ratio of the previous time step, calculated by the volume integral over the source term of Eq. 54, similar to an approach reported in Ref. (33):
while _ V is the volume flow through the domain and d is defined as:
In order to allow comparisons with Ref.
(1), the Eulerian approach following Eq. 53 has been additionally included in the present simulations of the HM2. The corresponding method (A Th ,GW, s p ) is equivalent to the approach reported in Ref. (1) . The threshold stress s s is assumed to be 150 Pa, following Ref. (70) . The results of the simulations are presented in Fig. 6 and Table 6 . Depending on the employed model and parameter sets, hemolysis ratios between 10 28 and 10 24 (four orders of magnitude) are obtained, highlighting the huge uncertainty currently associated with this very complex issue. Comparing now in more details Model A E and Model A Th , both belonging to the same model family, it is clear that these two approaches would return a similar estimation of hemolysis. However, the main difference is that Model A Th takes into account averaged information from the previous time step in its source term as a weight. Model A Th with the GW parameters is leading to hemolysis results similar to Model C E with GW parameters. With the HO parameters, the results of Model A Th are similar to the original Model A E . In a similar manner, the formulation used to compute the equivalent stress does not impact hemolysis prediction very strongly. Corresponding results are within one order of magnitude, differing from each other by a factor 2 to 3.
However, the retained parameter set has a very large influence. As already observed previously, model combinations relying on the HO set of constants deliver hemolysis predictions typically 50 times less than those obtained with the GW constants. The same order of magnitude (differences by a factor 50-100) separates Model C E (higher hemolysis) from Model A E (lower hemolysis). As a consequence, Model C E with HO parameter set delivers similar hemolysis levels to Model A E with GW parameter set, both effects compensating each other.
Extrapolating the observations from the two previous validation cases, both Model C E and A E should deliver acceptable results, lying between the HO parameter set (lower bound) and the GW parameter set (higher bound). Since reference experimental data are not available, it is unfortunately impossible to check more closely the accuracy of the numerical predictions delivered by the different model combinations.
Nevertheless, the qualitative observations concerning hemolysis production discussed by Thamsen et al. (1) can be confirmed. Most important locations for hemolysis are found at the tip and leading edge of the rotor blades, as well as at the leading edge of the diffusor vanes (Fig. 6) . The accumulation spots of plasma-free hemoglobin found in the numerical domain support the results shown in Ref. (1) .
The computed hemolysis index reported in Ref.
(1) is 3:85310 25 . In the present study, using the same models, an hemolysis index of 4:3310 25 is obtained. Considering the complexity of the issue, about 12% difference of the results is considered satisfactory. A closer look on the applied models reveal a strong space discretization dependency (xth power of stress). The difference in result is therefore probably a consequence of the different discretization in space.
In order to simplify further comparisons, the normalized index of hemolysis (NIH) has been calculated for each model and is shown as well in Table  6 . This index has been computed from the CFD results following the method proposed by Garon et al. (33) . It is assumed here that the plasma-free hemoglobin induced by hemolysis remains small compared with the total hemoglobin quantity in the HM2. As a consequence, the computation of NIH reads:
NIH5Hb Á H s; t ð Þ Á 100 (56) involving the total hemoglobin concentration Hb in the blood, and assuming that the total hemoglobin content is 150 g/L for humans, considered as a typical range for adults (71) . 
CONCLUSIONS AND PERSPECTIVES
Predicting hemolysis in a reliable manner is an essential step to assess and improve biocompatibility of blood-transporting devices. Seven different hemolysis models from the literature and one derived Eulerian formulation have been discussed and compared in this work, with the final objective of coupling one of those models with computational fluid dynamics computations of blood flows. The impact of different power-law parameter sets, and the choice of a proper, equivalent shear stress have also been quantified. All these model combinations show specific advantages and drawbacks, and there is unfortunately no clear guideline concerning applicability or limitation. An even greater problem is the lack of well-documented experimental data suitable for a validation of those models under more realistic conditions.
Based on a first validation for a simple configuration and considering the mean relative error, the Lagrangian power-law model combinations (C,HO, s b ) and (C,ZT, s b ) perform best, followed closely by model (A,HO, s p ) , and a much more complex Lagrangian, strain-based model (E,ZT,-). Regarding Models A and C, similar results have already been reported in Ref. (19) . Models D and G appear unable to estimate hemolysis in an acceptable manner for this configuration.
Considering that Eulerian models are far more suitable for coupling with full-scale CFD simulations, corresponding formulations have then been applied for a more realistic, three-dimensional cannula configuration. Using a proper combination of hemolysis model, parameter set, and equivalent shear stress, Model A E as well as Model C E are again both able to predict hemolysis in a range close to the experimental results (differences within a factor of 2). Since the obtained differences are so small, it is impossible to decide in a general manner if Model A E or C E should be preferred.
Both have therefore been applied to a realistic application, the flow within the HeartMate II rotary blood pump. For this case, Model C E delivers an hemolysis ratio 50-100 times higher than Model A E . Unfortunately, no reference data are available for a quantitative comparison.
Overall, it is observed that the formulation employed for the equivalent stress s does not impact the predictions much (factor 2), while the set of parameters leads to a factor 50 between Giersiepen et al. (upper bound) and Heuser-Opitz (lower bound). Refining these values further is therefore essential to increase prediction accuracy.
The need for further experiments documenting hemolysis under well-defined, reproducible, and welldocumented conditions is again emphasized. This will ultimately be the only possibility to develop and validate models with a higher level of generality and accuracy. Those experiments will hopefully also shed light on further open issues, in particular:
importance of membrane hardening under shear stress; process leading to the release of membrane deformation when reducing shear stress; possible importance of RBC diffusion; possible impact of heating on hemolysis. 
