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PRO-UNIPOTENT HARMONIC ACTIONS AND A DYNAMICAL METHOD FOR
THE COMPUTATION OF p-ADIC CYCLOTOMIC MULTIPLE ZETA VALUES
DAVID JAROSSAY
Abstract. This is a second paper of foundations of our study of pro-unipotent harmonic actions and p-
adic cyclotomic multiple zeta values, which follows [J I-2]. p-adic cyclotomic multiple zeta values depend
on the choice of a number of iterations of the crystalline Frobenius of the pro-unipotent fundamental
groupoid of P1 \ {0, µN ,∞}, according to the definition of [J I-1]. We study how the iterated Frobenius
depends on its number of iterations in the context of [J I-2]. We prove equations which we call the
iteration equations for the harmonic Frobenius and the fixed-point equation for the harmonic Frobenius,
and we deduce new results on the computation of p-adic cyclotomic multiple zeta values.
This is Part I-3 of p-adic cyclotomic multiple zeta values and p-adic pro-unipotent harmonic actions.
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0. Introduction
0.1. p-adic cyclotomic multiple zeta values and iteration of the Frobenius. Let p be a prime
number, N ∈ N∗ an integer prime to p, and let q a power of p such that Fq contains a primitive N -th root
of unity ; without loss of generality, we assume that q = po where o is the order of p in (Z/NZ)×. Let
W (Fq) be the ring of Witt vectors of Fq, which is generated by Zp and the roots of unity whose reduction
is in Fq. Let K be the field of fractions of W (Fq), which is generated by Qp and the same roots of unity,
and let σ be the Frobenius automorphism of K.
Let φ be the Frobenius of the crystalline pro-unipotent fundamental groupoid of P1 \ {0, µN ,∞}
(defined first in [D], §11 and §13.6), which is a σ-linear isomorphism of groupoids. For any α ∈ N∗, we
denote by φα = (σ
α−1)∗φ ◦ · · · ◦ σ∗(φ) ◦ φ. When α is divisible by o = log(p)log(q) , then σ
α = id, thus φα is
K-linear in the usual sense, its source and target are the same, and it is equal to φo iterated α
o
times :
we will write α = oα˜, and φoα˜ = φ
α˜
o
. We denote by φ−α = φ
−1
α .
We have defined in [J I-1], §1, for each α ∈ Z \ {0}, a family of p-adic iterated integrals called p-adic
cyclotomic multiple zeta values (pMZVµN ’s) characterizing the Frobenius φα : they are numbers indexed
by a tuple of positive integers (ni)d = (n1, . . . , nd) and a tuple of N -th roots of unity (ξi)d = (ξ1, . . . , ξd),
where d is any positive integer, and are denoted by
ζp,α
(
(ni)d; (ξi)d
)
∈ K
The definition generalizes definitions in [Y], [U2] which correspond to particular values of α, and [DG],
[F1] [F2] [U1] which correspond to the case N = 1 and particular values of α.
0.2. A notion of pro-unipotent harmonic action and a computation of p-adic cyclotomic
multiple zeta values [J I-2]. We have computed p-adic cyclotomic multiple zeta values in [J I-2], as
follows. The Frobenius φα can be translated as an operation on weighted cyclotomic multiple harmonic
sums, which are the following explicit numbers (m and the ni’s are positive integers and the ξi’s are N -th
roots of unity) :
(0.1) harm
(
(ni)d; (ξi)d+1
)
= mnd+...+n1
∑
0<m1<...<md<m
(
ξ2
ξ1
)n1
. . .
( ξd+1
ξd
)nd( 1
ξd+1
)m
mn11 . . .m
nd
d
The equation which characterizes the Frobenius (equation (5.2), (5.3)) becomes simpler if we consider
a certain limit of the parameters ; this is a consequence of the main result of [J I-1]. This operation
transforms the Frobenius into a simpler variant which we call the harmonic Frobenius. The Frobenius
keeps track of the motivic Galois action : it is expressed by means of the Ihara action (1.1), which
is the image of the motivic Galois action by a certain morphism. The passage from the Frobenius to
the harmonic Frobenius lifts to a passage from the Ihara action to an operation which we called the
pro-unipotent harmonic actions of integrals ([J I-2], §2). Establishing its definition requires to enrich
the pro-unipotent fundamental groupoid, which is a groupoid in affine schemes over P1 \ {0, µN ,∞} by
turning it into a groupoid in ultrametric complete normed algebras ([J I-2], §1).
We then reconstruct the harmonic Frobenius in a way which is explicit and uses only cyclotomic
multiple harmonic sums ; we lift it to an operation which we call the pro-unipotent harmonic action
of series ([J I-2], §4). Finally, we show that the two pro-unipotent harmonic actions, of integrals and
series, are essentially equivalent, by relating them by maps which we call comparisons ([J I-2], §5). This
gives an expression of p-adic cyclotomic multiple zeta values in terms of the prime weighted cyclotomic
multiple harmonic sums, i.e. the numbers (0.1) in the m = pα case, and, conversely, an expression of
prime weighted cyclotomic multiple harmonic sums in terms of p-adic cyclotomic multiple zeta values.
Both expressions involve convergent infinite summations in K.
0.3. Summary of the paper. We are going to study the iterated Frobenius φα as a function of its
number of iterations α, in the context explained above (§0.2). This will shed light on some properties
of cyclotomic multiple harmonic sums, and this will also allow us to understand better our explicit
computation in [J I-2] and to include in it in a natural way the other notion of p-adic cyclotomic multiple
zeta values, defined using Coleman integration, i.e. the coefficients of a Frobenius-invariant path ([F1],
2
[Y]) ; these are numbers denoted by
(0.2) ζKZq
(
(ni)d; (ξi)d
)
∈ K
In the spirit of [J I-2], we are going to express the operation of iteration the Frobenius in terms of
weighted cyclotomic multiple harmonic sums. Concretely, we will study the numbers harqα˜
(
(ni)d; (ξi)d+1
)
,
as functions of α˜ ∈ N∗ : we will study of operation of passing from harqα˜0 to harqα˜ where α˜0 divides α˜.
This use of the second parameter α˜0 will find an application in [J III-1].
In §1 and §2 we work with integrals and we regard the prime weighted cyclotomic multiple harmonic
sums via their expression in terms of p-adic cyclotomic multiple zeta values proved in [J I-2] (equation
(1.14)). In §1, we review the crystalline pro-unipotent fundamental groupoid of P1 \{0, µN ,∞} and some
results from [J I-2], and we add new definitions useful to study the Frobenius, in particular, a notion
of contraction mapping relying on the weighted Ihara action (Definition 1.4.1), and the weighted Ihara
action (Definition 1.4.2). In §2, we express how the harmonic Frobenius of integrals depends on its num-
ber of iterations. The result is expressed by means of new objects, a pro-unipotent harmonic action of
integrals at (1, 0), ◦
∫1,0
har (Definition 2.1.2), which is a variant of the notion introduced in [J I-2], and a map
iter∫har(a,Λ) of iteration of the harmonic Frobenius of integrals at (1,0), (Λ and a are formal variables
which represent respectively qα˜ and α˜
α˜0
) (Definition 3.3.1).
In §3 we work with series, and we regard the prime weighted cyclotomic multiple harmonic sums
via the formula (0.1). We study harqα˜ as a function of
α˜
α˜0
and harqα˜0 , given a fixed α˜0 ∈ N. The
result (§3.3) is formalized by a map of iteration of the harmonic Frobenius of series iterΣhar(a,Λ) (Defi-
nition 3.3.1). We relate the study of the iteration of the harmonic Frobenius to the study of the maps
m 7→ harm
(
(ni)d; (ξi)d+1
)
as functions of m viewed as a p-adic integer (§3.4).
In §4, we compare the results on integrals and the results on series. We deduce a natural way to
compute the fixed point Φq,−∞.
The main result is the following. In the statement, for any α˜ ∈ Z ∪ {±∞} \ {0}, Φq,α˜ means a gener-
ating series of p-adic cyclotomic multiple zeta values and Φq,−∞ is the generating series of the numbers
(0.2) (Notation 1.3.1), harq,α means a generating series of generalized prime weighted cyclotomic multiple
harmonic sums (Definition 1.3.3), and τ is defined in equation (1.3).
Theorem. Let α˜0, α˜ ∈ N
∗ such that α˜0|α˜.
(i) (integrals) The pro-unipotent harmonic action of integrals at (1, 0), denoted by ◦
∫1,0
har , is a continuous
group action, and
(0.3) harq,α˜ = τ(q
α˜)
(
Φ−1q,−∞e1Φq,−∞
)
◦
∫1,0
har harq,−∞
The map of iteration of the Frobenius of integrals at (1,0), denoted by iter
∫1,0
har , satisfies, at words w =(
(ni)d; (ξi)d+1
)
such that α˜
α˜0
> d, that :
(0.4) harq,α˜(w) = iter
∫1,0
har
( α˜
α˜0
, qα˜0
)(
Φ−1q,α˜0e1Φq,α˜0
)
(w)
(ii) (series) The map of iteration of the Frobenius of series, denoted by iterΣhar, satisfies :
(0.5) harq,α˜ = iter
Σ
har
( α˜
α˜0
, qα˜0
)(
harq,α˜0
)
(iii) (comparison between integrals and series) We have the following equalities of formal power series
with formal variables a and Λ :
(0.6) τ(Λ)(Φ−1q,−∞e1Φq,−∞) ◦
∫1,0
har harq,−∞ = iter
∫
har
(
a,Λ
)(
Φ−1q,α˜0e1Φq,α˜0
)
= iterΣhar
(
a,Λ
)(
harq,α˜0
)
We call (0.3) the fixed point equation of the harmonic Frobenius and (0.4) and (0.5) the iteration
equation of the harmonic Frobenius. The theorem says in particular that these two types of equations
are equivalent : the fixed point of the Frobenius Φq,−∞ ∈ Π1,0(K) appears naturally as a way to express
the coefficients of the iteration equations. As a consequence, the comparison between integrals and series
for the iteration equation gives a natural computation of the fixed point of the Frobenius : studying the
iterated Frobenius as a function of its number of iterations gives a natural way to compute Coleman
3
integrals. The first terms of the equations of the theorem are written in Example 4.1.2.
In §5, we deduce analogous results on the iteration of the Frobenius of πun1 (P
1\{0, µN ,∞}) restricted to
the affinoid analytic subspace P1,an\∪ξ∈µN (K)B(ξ, 1) of P
1,an/K, knowing that the fixed-point equation of
the Frobenius is already given by Coleman integration. One of these equations uses the regularization of p-
adic iterated integrals studied in [J I-1]. We conclude in §5.4 by remarking that the more precise questions
of the dynamics of the Frobenius (e.g. speed of convergence of the iterated Frobenius towards the fixed
point, or uniformity on the convergence on certain subspaces of P1) seems to be equivalent to non-trivial
arithmetic properties of p-adic cyclotomic multiple zeta values and cyclotomic multiple harmonic sums
(e.g. non vanishing or information on p-adic valuations). This seems to give an interesting interpretation
of those arithmetic conjectural properties, in terms of dynamics of the Frobenius.
Acknowledgments. This work has been done at Université Paris Diderot, Université de Strasbourg,
and at Université de Genève, with, respectively, support of ERC grant 257638, Labex IRMIA and NCCR
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1. Setting for the iteration of the harmonic Frobenius of integrals at (1,0)
We review some definitions and facts about the pro-unipotent fundamental groupoid of P1\{0, µN ,∞},
and we add a few new definitions and notations, and we conclude by a study of the iteration of the
Frobenius at the couple of tangential base-points (1, 0) = (~11,~10) (§1.5).
1.1. Preliminaries on the de Rham pro-unipotent fundamental groupoid of P1\{0, µN ,∞}. Let
X be P1\{0, µN ,∞} over the p-adic field K mentioned in §0.1. The De Rham pro-unipotent fundamental
groupoid πun,DR1 (X), in the sense of [D], is a groupoid in pro-affine schemes over X . Its base points are
the points of X and the non-zero tangent vectors at {0, µN ,∞} ⊂ P
1, called tangential base-points. The
groupoid structure is defined by the morphisms πun,DR1 (XK , z, y)× π
un,DR
1 (XK , y, x)→ π
un,DR
1 (XK , z, x)
for any base-points x, y, z. Each πun,DR1 (X, y, x) is canonically isomorphic to the spectrum of the shuffle
Hopf algebra Ox,e0∪µN over the alphabet e0∪µN = {ex | x ∈ {0} ∪ µN (K)}. This isomorphism is com-
patible with the groupoid structure.
Following [DG], we denote by Π1,0 = π
un,DR
1 (X,~11,~10). We denote more generally by Πξ,0 =
πun,DR1 (X,~1ξ,~10) for any N -th root of unity ξ ∈ µN (K). Let f 7→ f
(ξ) be the isomorphism Π1,0 → Πξ,0
induced by the automorphism x 7→ ξx of X by functoriality of πun,DR1 .
We have a canonical inclusion Spec(Ox,e0∪µN )(K) ⊂ K〈〈e0∪µN 〉〉, where the right-hand side is the non-
commutative K-algebra of formal power series over the non-commuting variables ex, x ∈ {0 ∪ µN (K)}.
We will write an element f ∈ K〈〈e0∪µN 〉〉 as f
(
(ex)x∈{0}∪µN (K)
)
or f
(
e0, (eξ)ξ∈µN (K)
)
. The coefficient
in f of a word w on the alphabet e0∪µN is denoted by f [w].
The Ihara action is the group law ◦∫1,0 on Π1,0 defined by
(1.1) g ◦∫1,0 f = g
(
e0, (eξ)ξ∈µN (K)
)
× f
(
e0, (g
(ξ)−1eξg
(ξ))ξ∈µN (K)
)
We take the convention that the adjoint action Ad(x) on Π1,0 is f 7→ f−1xf (instead of the usual
f 7→ fxf−1, due to our convention of reading the groupoid multiplication from the right to the left).
The adjoint Ihara action, defined in [J I-2], is the group law on AdΠ1,0(e1) defined by
(1.2) h ◦
∫1,0
Ad f = f
(
e0, (h
(x))x∈µN (K)
)
Let Π˜1,0 be the sub-group scheme of Π1,0 defined by the equations f [e1] = f [e0] = 0 ; Ad(e1) induces
an isomorphism of groups (Π˜1,0(K), ◦
∫1,0)
∼
−→ (AdΠ˜1,0(K)(e1), ◦
∫1,0
Ad ).
Let τ be the action of Gm on Π1,0 defined by
(1.3) τ :
(
λ, f
(
(ex)x∈{0}∪µN (K)
))
7→ f
(
(λex)x∈{0}∪µN (K)
)
i.e. λ acts by multiplying the term of weight n in f by λn, for all n ∈ N. Let the collection of maps
(τn)n∈N defined by the equality
∑
n∈N
τn(f)λ
n = τ(λ)(f) for all λ. Namely, τn sends f =
∑
w word
f [w]w to∑
w word
weight(w)=n
f [w]w. These formulas also defines an action on K〈〈e0∪µN 〉〉 for which we will use the same
notations.
By (1.1) and (1.3), resp. (1.2) and (1.3), one has a semi-direct product Gm ⋉ Π˜1,0, resp. Gm ⋉
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AdΠ˜1,0(e1), which acts on Π˜1,0, resp. on AdΠ˜1,0(e1), and id×Ad(e1) induces an isomorphism between
these two group actions. For all f, g ∈ Π1,0(K), λ ∈ K∗, n ∈ N, we have :
(1.4) g ◦∫1,0 (τ(λ)f) =
∑
n∈N
λng ◦∫1,0 (τnf)
(1.5) τn+1 ◦Ad(e1) = Ad(e1) ◦ τn
(1.6) Adg(e1) ◦
∫1,0
Ad
τ(λ)
λ
Ad(e1)(f) =
∑
n∈N
λnAdg(e1) ◦
∫1,0
Ad τn+1 Adf (e1)
1.2. A structure of groupoid in ultrametric normed algebras on the De Rham pro-unipotent
fundamental groupoid of P1 \ {0, µN ,∞}. The following definitions and properties have been estab-
lished in [J I-2]. For n, d ∈ N∗, let Wd∗,d(e0∪µN ), resp. Wdn,d(e0∪µN ) the set of words on e0∪µN that are
of depth d, resp. of weight n and depth d. Let Λ and D be two formal variables.
Let K〈〈e0∪µN 〉〉<∞ ⊂ K〈〈e0∪µN 〉〉, be the subset of the elements f such that, for each d ∈ N
∗, we have
sup
w∈Wd∗,d(e0∪µN )
|f [w]|p <∞. We say that the elements of K〈〈e0∪µN 〉〉<∞ are bounded.
Let K〈〈e0∪µN 〉〉o(1) ⊂ K〈〈e0∪µN 〉〉<∞ be the subset of the elements f such that, for each d ∈ N
∗, we
have sup
w∈Wdn,d(e0∪µN )
∣∣f [w]∣∣
p
−→
n→∞
0. We say that the elements of K〈〈e0∪µN 〉〉o(1) are summable.
Let NΛ,D : f ∈ K〈〈e0∪µN 〉〉 7→ NΛ,D(f) =
∑
(n,d)∈N2
(
max
w∈Wdn,d(e0∪µN )
∣∣f [w]∣∣
p
)
ΛnDd ∈ R+[[Λ, D]]
Let ND : f ∈ K〈〈e0∪µN 〉〉b 7→ ND(f) =
∑
d∈N
(
sup
w∈Wd∗,d(e0∪µN )
|f [w]|p
)
Dd ∈ R+[[D]].
By these definitions, we have structures of complete normed ultrametric K-algebra on K〈〈e0∪µN 〉〉,
K〈〈e0∪µN 〉〉b and K〈〈e0∪µN 〉〉o(1).
These structures are compatible with the operations of §1.1, in the following sense : for all f, g ∈
Π1,0(K), λ ∈ K×,
(1.7) NΛ,D(Adf (e1)) 6 ΛDNΛ,D(f)
(1.8) NΛ,D(g ◦
∫1,0 f) 6 NΛ,D(g)×NΛ,D(f)
(1.9) NΛ,D(τ(λ)(f))(Λ, D) = NΛ,D(f)(λΛ, D)
and these facts imply similar results with ND instead of NΛ,D.
The Ihara product (1.1), the adjoint Ihara action (1.2), and the action τ (1.3) are continuous relatively
to the topologies defined by NΛ,D and ND on Π1,0(K) and the p-adic topology on K.
Let AdΠ˜1,0(K)(e1)o(1) = AdΠ˜1,0(K)(e1)∩K〈〈e0∪µN 〉〉o(1) ; it is a subgroup of AdΠ˜1,0(K)(e1) for the usual
group structure of Spec(Ox,e0∪µN ), and for the adjoint Ihara product ◦
∫1,0
Ad ; it is a complete topological
group with the topology defined by ND, for both group structures.
Let us add the following facts, which concern the maps τn defined in §1.1, and which will be useful in
the next sections :
Proposition 1.2.1. (i) For all n ∈ N∗, for all f ∈ K〈〈e0∪µN 〉〉, we have NΛ,D(τn(f)) 6 NΛ,D(f), and
in particular τn is a continuous linear map for the NΛ,D-topology.
(ii) K〈〈e0∪µN 〉〉b and K〈〈e0∪µN 〉〉o(1) are stable by τn.
(iii) For all f, g ∈ Π1,0(K) and n ∈ N we have :
(1.10) NΛ,D(Ad(g ◦∫1,0 τn(f))(e1)) 6 ΛDNΛ,D(g)NΛ,D(f)
Proof. Clear. 
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1.3. Non-commutative generating series of p-adic cyclotomic multiple zeta values and of
prime weighted cyclotomic multiple harmonic sums. For α ∈ N∗, let X(p
α) be the pull back of X
by σ iterated α times, where σ is the Frobenius automorphism of K. Let Π
(pα)
1,0 = π
un,DR
1 (X
(pα),~11,~10).
The Frobenius φα of π
un
1 (P
1 \ {0, µN ,∞}), at base-points (1, 0) = (~11,~10) induces an isomorphism φα :
Π
(pα)
1,0 ×SpecQSpecK
∼
−→ Π1,0×SpecQSpecK. The non-commutative generating series of p-adic cyclotomic
multiple zeta values are defined in [J I-1], §1 as Φp,α = τ(p
α)φα(1) ∈ Π1,0(K), and Φp,−α = φ−α(1) ∈
Π
(pα)
1,0 (K). Let us denote again by σ the mapK〈〈e0∪µN 〉〉 → K〈〈e0∪µN 〉〉 defined by applying the Frobenius
σ of K to each coefficient of a formal power series. The formal properties of the Frobenius imply the
following formulas :
(1.11) τ(pα)φα : f ∈ Π
(pα)
1,0 (K) 7→ Φp,α ◦
∫1,0 σ−α(f) ∈ Π1,0(K)
(1.12) φ−α : f ∈ Π1,0(K) 7→ Φp,−α ◦
∫1,0 τ(pα)σα(f) ∈ Π
(pα)
1,0 (K)
Another version ΦKZq ∈ Π1,0(K) of a non-commutative generating series of p-adic cyclotomic multiple
zeta values is defined by the following equality ([F1] [F2] for N = 1 and [Y] for any N)
(1.13) φ log(q)
log(p)
(ΦKZq ) = Φ
KZ
q
where the existence and uniqueness of a fixed point of φ log(q)
log(p)
on Π1,0(K) follows from the theory of
Coleman integration [Co] [Bes] [V]. The (ii) of the next Notation will be justified in §1.5.
Notation 1.3.1. (i) For any α˜ ∈ Z \ {0}, let Φq,α˜ = Φp, log(q)
log(p)
α˜
.
(ii) Let Φq,−∞ = Φ
KZ
q , and let Φq,∞ be the inverse of Φq,−∞ for the Ihara product ◦
∫1,0 .
(iii) For α ∈ Z∪{±∞}\{0}, the p-adic cyclotomic multiple zeta values are the numbers ζq,α˜
(
(ni)d; (ξi)d
)
=
(−1)dΦq,α˜[e
nd−1
0 eξd . . . e
n1−1
0 eξ1 ]. (The analogous notation with ζp,α and Φp,α has already been stated in
[J I-1].)
We now define generating series of prime weighted cyclotomic multiple harmonic sums, the numbers
(0.1) with m = pα. We have proved in [J I-2] that, for all α ∈ N∗, these numbers are expressed in the
following way (where f 7→ f (ξ) is the natural map Π1,0(K)→ Πξ,0(K)) :
(1.14) harpα
(
(ni)d; (ξi)d+1
)
= (−1)d
∞∑
l=0
∑
ξ∈µN (K)
ξ−p
α
Ad
Φ
(ξ)
p,α
(eξ)[e
l
0eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1 ]
Using this equation and Notation 1.3.1 we can extend the notion of multiple harmonic sums to all
possible number of iterations of the Frobenius α ∈ Z ∪ {±∞} \ {0}.
Definition 1.3.2. A harmonic word over e0∪µN , is a tuple
(
(ni)d; (ξi)d+1
)
, with d ∈ N∗ (ni)d ∈ (N∗)d,
(ξi)d+1 ∈ µN (K)d+1. We sometimes identify it with eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1 . Let us denote by
Wdhar(e0∪µN ) the set of harmonic words over e0∪µN .
Definition 1.3.3. For any harmonic word w = eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1 =
(
(ni)d; (ξi)d+1
)
we call
generalized prime weighted multiple harmonic sums the following numbers.
(i) For any α ∈ N∗, let harp,α(w) = harpα(w) and harp,−α(w) = (−1)
d
∑
ξ∈µN (K)
ξ−p
α
Ad
Φ
(ξ)
p,−α
(eξ)[
1
1− e0
w]
(ii) For ǫ ∈ {±1}, let harq,ǫ∞(w) = (−1)
d
∑
ξ∈µN (K)
ξ−1Ad
Φ
(ξ)
q,ǫ∞
(eξ)[
1
1− e0
w]
(iii) If pα = qα˜, with α˜ ∈ Z, we denote by harq,α˜ = harp,α.
Let us now define a variant of K〈〈e0∪µN 〉〉 which will contain the non-commutative generating series
of generalized prime weighted multiple harmonic sums :
Definition 1.3.4. LetK〈〈e0∪µN 〉〉
∫1,0
har = {f ∈ K〈〈e0∪µN 〉〉 | ∀l > 0, ∀r > 0, ∀w word on e0∪µN , f [e
l
0we
r
0] =
0}. This is the dual of the vector space which admits harmonic words as a basis.
This object is isomorphic to the analogous object K〈〈e0∪µN 〉〉
∫
har defined in [J I-2] §1 :
6
Proposition 1.3.5. The formula f 7→
∑
w∈Wdhar(e0∪µN )
f [w] 11−e0w defines a isomorphism K〈〈e0∪µN 〉〉
∫1,0
har
∼
−→
K〈〈e0∪µN 〉〉
∫
har of topological K-vector spaces, with topology defined by ND.
Proof. The result is clear, K〈〈e0∪µN 〉〉
∫
har being defined as the space of elements f in K〈〈e0∪µN 〉〉 such
that for any word w, f [el0we
r
0] is independent of l and equal to 0 if r > 0. 
Let us define the non-commutative generating series of the generalized prime weighted cyclotomic
multiple harmonic sums.
Definition 1.3.6. For any α ∈ Z\{0}, resp. α˜ ∈ Z∪{±∞}\{0}, let harp,α =
∑
w∈Wdhar(e0∪µN )
harp,α(w) w ∈
K〈〈e0∪µN 〉〉
∫1,0
har , resp. harq,α˜ =
∑
w∈Wdhar(e0∪µN )
harq,α˜(w)w ∈ K〈〈e0∪µN 〉〉
∫1,0
har .
1.4. The weighted Ihara action and contraction mappings. We define an ad hoc example of the
notion of contraction mappings, which relies on the Ihara action and the topological framework reviewed
in §1.2. The exponent −1∫1,0 means the inverse for the Ihara product.
Definition 1.4.1. Let κ ∈ K∗ with |κ|p < 1. We say that a map ψ : Π1,0(K) → Π1,0(K) is a κ-
contraction (with respect to NΛ,D and ◦
∫1,0) if, for all f1, f2 ∈ Π1,0(K), we have :
(1.15) NΛ,D
(
ψ(f2)
−1∫1,0 ◦∫1,0 ψ(f1)
)
(Λ, D) 6 NΛ,D
(
f
−1∫1,0
2 ◦
∫1,0 f1
)
(κΛ, D)
Indeed, let ψ : Π1,0(K)→ Π1,0(K) be a contraction in the sense of Definition 1.4.1. Then, by the sub-
multiplicativity of the Ihara product with respect to NΛ,D (equation (1.10)) and the fact that K〈〈e0∪µN 〉〉
is complete with respect to the distance defined by NΛ,D (§1.2), one can apply usual reasonings to obtain
that ψ is continuous (with respect to NΛ,D) and has a unique fixed point, equal to fixψ = lim
a→∞
ψa(f)
for all f ∈ Π1,0(K). Thus the contractions in the sense of Definition 1.4.1 satisfy the usual properties of
contractions regarding fixed points.
We now define the weighted Ihara action.
Definition 1.4.2. Let (λ, g) ∈ Gm(K)×Π1,0(K). We call weighted Ihara action by g with weight λ and
we denote by (λ, g) ◦∫1,0 the map
Π1,0(K)→ Π1,0(K)
f 7→ (λ, g) ◦∫1,0 f = g ◦∫1,0 τ(λ)(f)
A weighted Ihara action with a small weight is a contraction ; more precisely and more generally :
Proposition 1.4.3. (i) Let (λ, g) ∈ Gm(K) × Π1,0(K) such that |λ|p < 1. The map (λ, g)◦
∫1,0 is a
λ-contraction. More precisely, the inequality (1.15) is an equality if κ = λ.
(ii) For all (λ, g) ∈ Gm(K) × Π1,0(K), the Ihara action of g weighted by λ is an automorphism of the
scheme Π1,0 ×SpecQ SpecK, whose inverse is
f 7→ τ(λ−1)(g−1∫1,0 ◦∫1,0 f)
Proof. Clear. 
Knowing that we have a family of contractions, we consider their fixed points and their iterations.
Definition 1.4.4. Let the fixed point map (λ, g) 7→ fixλ,g which sends (λ, g) ∈ K × Π1,0(K) with
0 < |λ|p < 1 to the unique fixed point of the weighted Ihara action (λ, g)◦
∫1,0 .
The fixed point map is an automorphism of the scheme Π1,0 ×SpecQ SpecK, whose inverse is fix
−1
λ :
f 7→ f ◦∫1,0 τ(λ)(f)−1∫1,0 . This follows from the equation g ◦∫1,0 τ(λ)(fixλ,g) = fixλ,g. The fixed point
map is characterized by the equation :
(1.16) g
(
e0, (eξ)ξ∈µN (K)
)
fixλ,g
(
λe0, λ(g
−1
ξ eξgξ)ξ∈µN (K)
)
= fixλ,g
(
e0, (eξ)ξ∈µN (K)
)
Note that the inversion for the Ihara product on Π1,0(K) is characterized by
g(e0, (eξ)ξ∈µN (K)) . g
−1∫1,0 (e0, (g
−1
ξ eξgξ)ξ∈µN (K)) = 1
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Definition 1.4.5. Let a ∈ N∗. Let the map of iteration a times of ◦∫1,0 weighted by λ, iter
∫1,0
a,λ :
Π1,0(K)→ Π1,0(K)
g 7→ g
a
◦
∫1,0 ,λ
be defined by
(1.17) g
a
◦
∫1,0 ,λ = (λ, g) ◦∫1,0 . . . ◦∫1,0 (λ, g)︸ ︷︷ ︸
a
◦∫1,01 = g ◦∫1,0 τ(λ)(g) ◦∫1,0 . . . ◦∫1,0 τ(λa−1)(g)
Thus g
a
◦
∫1,0 ,λ is the unique element of Π1,0(K) such that we have, for all f ∈ Π1,0(K),
(λ, g) ◦∫1,0 . . . ◦∫1,0 (λ, g)︸ ︷︷ ︸
a
◦∫1,0f = (λa, g
a
◦
∫1,0 ,λ) ◦∫1,0 f . The iteration map is expressed in terms of the
usual De Rham multiplication on Π1,0(K) by
(1.18) iter
∫1,0
a,λ (g) =
g
(
e0, (eξ)ξ∈µN (K)
)
g
(
λe0, (λAdgξ(eξ))ξ∈µN (K)
)
· · · g
(
λa−1e0, (λ
a−1Adga−1
ξ1
(eξ))ξ∈µN (K)
)
1.5. Iteration of the Frobenius at (1,0). We apply the previous paragraphs to study the iteration of
the Frobenius at base-points (1,0) which we view as a map φ : Π
(p)
1,0(K)→ Π1,0(K).
Lemma 1.5.1. The map φ
−
log(q)
log(p)
: Π1,0(K)→ Π1,0(K) is a
1
q
-contraction.
If Π
(p)
1,0(K) is identified to Π1,0(K) by the isomorphism defined by e0 7→ e0 and eξ(pα) 7→ eξ for all
ξ ∈ µN (K), the map φ−1 : Π1,0(K)→ Π
(p)
1,0(K) is a
1
p
-contraction.
Proof. This follows from the formula (1.11), from Proposition 1.4.3 and from the fact that σ is an isometry
of K for the p-adic metric. 
In the rest of this paper, for simplicity, we will mostly deal with the iterations of φ
−
log(q)
log(p)
. This
is sufficient, knowing that, for any α ∈ N∗, writing the Euclidean division α = r + u log(q)log(p) , we have
φα = φ
u
log(q)
log(p)
◦ φr.
We now write two types of equations, for the Frobenius at (1,0), which are preambles to the similar
equations for the harmonic Frobenius which we will write in §2 : a fixed point equation, which is a
reformulation of (1.13) and an iteration equation.
Proposition 1.5.2. (i) (fixed point equations)
(a) For all α˜ ∈ N∗, we have Φq,∞ = fixqα˜0 ,Φq,α˜ i.e.
Φq,−α˜ ◦
∫1,0 τ(qα˜)Φq,−∞ = Φq,−∞
τ(qα˜)Φq,∞ ◦
∫1,0 Φq,α˜ = Φq,∞
(b) For the topology defined by ND on Π1,0(K) we have :
Φq,−α˜ −→
α˜→∞
Φq,−∞
Φq,α˜ −→
α˜→∞
Φq,∞
(c) For any α˜ ∈ N∗, f ∈ Π1,0(K), g ∈ Π
(pα)
1,0 (K),
φ−α˜log(q)
log(p)
(f) =
∞∑
n=0
Φq,∞ ◦
∫1,0
(
τn
(
Φq,−∞ ◦ f
))
. (qα˜)n
φα˜log(q)
log(p)
(g) =
∞∑
n=0
Φq,∞ ◦
∫1,0
(
τn
(
Φq,−∞ ◦
∫1,0 g
))
. (qα˜)n
(ii) (iteration equations) For all α˜0, α˜ ∈ N∗ such that α˜0|α˜, we have
Φq,α = iter α˜
α˜0 ◦
∫1,0 ,qα˜0
(
Φq,α˜0
)
Φq,α˜ = Φq,−α˜
−1∫1,0
More generally, for all α ∈ N∗, we have Φp,−α = Φp,−1 ◦
∫1,0 τ(λ)σ(Φp,−1) · · · ◦
∫1,0 τ(λα−1)σα−1(Φp,−1)
and Φp,−α = Φ
−1∫1,0
p,α .
8
Proof. (i) (a) Equations (1.12) and (1.13) imply the first equation. The second equation is deduced from
the first one by applying the inversion for the product ◦∫1,0 , which commutes with τ .
(b) The first equation follows from Lemma 1.5.1 and the discussion after Proposition 1.4.3, and the
second equation is deduced from the first one by applying the inversion for ◦∫1,0 , knowing the structure
of topological group of (Π1,0(K), ◦
∫1,0) for ND. Alternatively, the two equations follows from (i), the fact
that τ(qα˜)Φq,∞ −→
α˜→∞
Φq,∞, τ(q
α˜)Φq,−∞ −→
α˜→∞
Φq,∞ and that structure of topological group.
(c) Follows from equations (1.11), (1.12), in which we replace Φq,α˜ and Φq,−α˜ by their expressions given
by (i), and in which we express τ in terms of the maps τn defined in §1.1.
(ii) This comes from (1.11) and (1.12), and Definition 1.4.2. 
In particular, by Proposition 1.5.2 (i), the existence and uniqueness of a Frobenius-invariant path,
which follows from the theory of Coleman integration, is reproved and made more precise in the very
particular example of Π1,0(K). The Proposition 1.5.2 (ii) generalizes a statement appearing in [F2], proof
of Proposition 3.1.
The equations (i) (a) and (ii) of Proposition 1.5.2 are equivalent to polynomial equations relating the
p-adic cyclotomic multiple zeta values ζp,α(w) and ζp,α′(w
′), for any α, α′ ∈ Z ∪ {±∞} \ {0} :
Corollary 1.5.3. Let α ∈ Z ∪ {±∞} \ {0}. For any n ∈ N∗, let Zp,α,n be the Q-vector space generated
by the numbers ζp,α(w) with w a word of weight n.
(i) For α ∈ N∗, Zp,α,n = σ−α(Zp,1,n), and Zp,−α,n = σα(Zp,−1,n).
If α ∈ Z \ {0} is such that p|α| is a power of q then Zp,α,n = Zq,∞,n = Zq,−∞,n.
In particular, the dimension of Zp,α,n is independent of α ∈ Z ∪ {±∞} \ {0}.
(ii) NΛ,D(Φp,α) is independent of α ∈ Z ∪ {±∞} \ {0}.
Proof. For any positive integers n, d, let O
x,e0∪µN
n,d ⊂ O
x,e0∪µN be the subspace generated by words of
weight n and depth d. Let O2n,6d =
∑
r>2
n1+...+nr=n
d1+...+dr6d
O
x,e0∪µN
n1,d1
x . . .x O
x,e0∪µN
nr ,dr
. Let λ ∈ K such that |λ|p < 1
and a ∈ N∗. For each w word on e0∪µN , of weight n and depth d, by equations (1.16), (1.17), (1.18) we
have the following congruences, where the duals are in the sense of the duality between Ox,e0∪µN and
the points of the corresponding group scheme :
(1− λn) fix∨λ(w) ≡ w mod O
2
n,6d
iter
∫1,0
a,λ
∨
(w) ≡
1− λan
1− λn
w mod O2n,6d
(−1∫1,0)
∨(w) ≡ −w mod O2n,6d
By induction on (n, d), this implies the following equalities, where Z(λ)O
x,e0∪µN
n,6d is the Z(λ)-module
generated by words of weight n and of depth 6 d
fix∨λ
(
Z(λ)O
x,e0∪µN
n,6d
)
= iter∨a
◦
∫1,0 ,λ
(
Z(λ)O
x,e0∪µN
n,6d
)
= (−1∫1,0)
∨(
Z(λ)O
x,e0∪µN
n,6d
)
= Z(λ)O
x,e0∪µN
n,6d
and, that, for all g ∈ Πξ,0(K), we have
NΛ,D(fixλ,g) = NΛ,D(g
a
◦
∫1,0 ,λ) = NΛ,D(g
−1∫1,0 ) = NΛ,D(g)
This implies the result via Proposition 1.5.2 (i) (a) and (ii). 
A particular case of Corollary 1.5.3 (i) can be found in [Y], Proposition 3.10. An explicit example of
Corollary 1.5.3 is given in [F2], Example 2.10.
Remark 1.5.4. We can define natural analogues of all the structures mentioned in this §1 at base-points
(0, ξ) for any ξ ∈ µN (K), which are compatible with the morphism (x 7→ ξx)∗. All the results of this §1
have natural analogs at base-points (0, ξ) for any ξ ∈ µN (K). This will be used implicitly in the proofs
of the next section.
Remark 1.5.5. The proof of Corollary 1.5.3 indicates that the equations of Corollary 1.5.3 are compatible
with the depth filtration and the bounds on valuations of pMZVµN ’s, which are two parameters in our
computation. This can be viewed as a prerequisite for the next paragraphs in which we show a sort of
compatibility between the iteration of the Frobenius and our computation of pMZVµN ’s.
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2. Iteration of the harmonic Frobenius of integrals at (1,0)
We prove the two equations in the "integral" part of the theorem. We introduce a variant of the pro-
unipotent harmonic action of integrals of [J I-2] and we prove the fixed point equation of the harmonic
Frobenius of integrals at (1,0) (§2.1) ; we introduce a map of iteration of the harmonic Frobenius of
integrals at (1,0) and we prove the relation of iteration of the harmonic Frobenius of integrals at (1,0)
(§2.2).
2.1. The fixed point equation of the harmonic Frobenius of integrals at (1,0). In the next
definition, we refer to §1.3.
Definition 2.1.1. Let K〈〈e0∪µN 〉〉o˜(1) ⊂ K〈〈e0∪µN 〉〉 be the set of elements h such that any series of the
type
∞∑
l=0
h
[
el0eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1
]
, where d and the ni’s are positive integers and the ξi’s are N -th
roots of unity, is convergent in K. Let the summation map be Σ : K〈〈e0∪µN 〉〉o˜(1) → K〈〈e0∪µN 〉〉
∫1,0
har
defined by h 7→
∑
ξ1,...,ξd+1∈µN (K)
n1,...,nd∈N
∗
h
[
1
1−e0
eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1
]
eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1 .
We note that K〈〈e0∪µN 〉〉o˜(1) contains K〈〈e0∪µN 〉〉o(1) defined in §1.2. We define now a variant of the
pro-unipotent harmonic action of integrals ◦∫har : AdΠ˜1,0(K)o(1)(e1)×(K〈〈e0∪µN 〉〉
∫
har)
N → (K〈〈e0∪µN 〉〉
∫
har)
N
defined in [J I-2], §2. In the next statement, we denote by ◦
∫1,0
Ad the extension of the adjoint Ihara product
◦
∫1,0
Ad into a map K〈〈e0∪µN 〉〉×K〈〈e0∪µN 〉〉 → K〈〈e0∪µN 〉〉 defined again by the formula of equation (1.2).
Definition 2.1.2. The p-adic pro-unipotent harmonic action of integrals at (1, 0) on P1 \ {0, µN ,∞} is
the map
◦
∫1,0
har : AdΠ˜1,0(K)o(1)(e1)×K〈〈e0∪µN 〉〉
∫1,0
har → K〈〈e0∪µN 〉〉
∫1,0
har
defined by the commutativity of the diagram :
(2.1)
AdΠ˜1,0(K)o(1)(e1)×K〈〈e0∪µN 〉〉o˜(1)
◦
∫1,0
Ad−→ K〈〈e0∪µN 〉〉o˜(1)
↓ id×Σ ↓ Σ
AdΠ˜1,0(K)o(1)(e1)×K〈〈e0∪µN 〉〉
∫1,0
har
◦
∫1,0
har−→ K〈〈e0∪µN 〉〉
∫1,0
har
The basic properties of ◦
∫1,0
har is summarized in the next Proposition.
Proposition 2.1.3. ◦
∫1,0
har is a well-defined group action of (AdΠ˜1,0(K)o(1) , ◦
∫1,0
Ad ) on K〈〈e0∪µN 〉〉
∫1,0
har , con-
tinuous for the topology defined by ND.
The isomorphism K〈〈e0∪µN 〉〉
∫1,0
har
∼
−→ K〈〈e0∪µN 〉〉
∫
har (Proposition 1.3.5) induces, for all m ∈ N
∗, a nat-
ural isomorphism of continuous group actions between the m-th term of ◦∫har defined in [J I-2] and the
action (g, h) 7→ τ(m)g ◦
∫1,0
har h
Proof. (a) For any g in AdΠ˜1,0(K)(e1), and any word w, the map f 7→ Σ(g ◦
∫1,0
Ad f)[w] factors in a natural
way through the map f 7→ Σf . This can be seen by writing the formula for the dual of ◦
∫1,0
Ad . The fact
that ◦
∫1,0
Ad sends AdΠ˜1,0(K)o(1)(e1)×K〈〈e0∪µN 〉〉o˜(1) to K〈〈e0∪µN 〉〉o˜(1) follows form the shuffle equation for
elements of Π˜1,0(K)o(1) and from the formula for the dual of ◦
∫1,0
Ad . Finally, Σ is surjective, because any h in
K〈〈e0∪µN 〉〉
∫1,0
har is the image by Σ of
∑
ξ1,...,ξd+1∈µN (K)
n1,...,nd∈N
∗
h
[
eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1
]
eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1 .
This proves that ◦
∫1,0
har is well-defined.
(b) Let g1, g2 ∈ AdΠ˜1,0(K)o(1)(e1) and f ∈ K〈〈e0∪µN 〉〉o(1) ; we have g2 ◦
∫1,0
Ad (g1 ◦
∫1,0
Ad f) = (g2 ◦
∫1,0
Ad g1)◦
∫1,0
Ad f
; applying the map Σ and the commutativity of (2.1) gives : g2 ◦
∫1,0
har (Σ(g1 ◦
∫1,0
Ad f)) = (g2 ◦
∫1,0
Ad g1)◦
∫1,0
har Σ(f),
and applying again the commutativity of (2.1) we deduce : g2 ◦
∫1,0
har (g1 ◦
∫1,0
har Σ(f)) = (g2 ◦
∫1,0
Ad g1)◦
∫1,0
har Σ(f).
This proves that ◦
∫1,0
har is a group action.
(c) The map ◦
∫1,0
Ad is continuous and each sequence (wl)l∈N such that wl = e
l
0eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1 for
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all l with eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1 independent of l satisfies lim sup
l→∞
depth(wl) < +∞ and weight(wl) →
l→∞
+∞, thus the map Σ is continuous. By the commutativity of (2.1), this implies that ◦
∫1,0
har ◦ (id×Σ) is
continuous. Now if a sequence (hu)u∈N in K〈〈e0∪µN 〉〉
∫1,0
har tends to h ∈ K〈〈e0∪µN 〉〉
∫1,0
har , we can find a
sequence (fu)u∈N and f in K〈〈e0∪µN 〉〉o˜(1) such that hu = Σfu for all u, h = f and fu → f . We deduce
that ◦
∫1,0
har is continuous.
(d) The relation between ◦
∫1,0
har and ◦
∫
har follows from the definitions of these two objects and the fol-
lowing property of ◦
∫1,0
Ad , which is itself a consequence of the formula for the dual of ◦
∫1,0
Ad : for all h ∈
AdΠ˜1,0(K)o(1)(e1) and g ∈ AdΠ˜1,0(K)o(1)(e1), and for any word w over e0∪µN , we have (g◦
∫1,0
Ad h)[
1
1 − e0
w] =
lim
l→∞
(g ◦
∫1,0
Ad Σh)[e
l
0w]. 
In the next example, the indices (n1) and (n1, n2) are harmonic words in the sense of Definition 1.3.4.
Example 2.1.4. If N = 1, the terms of depth one and two of g ◦
∫1,0
har h are given as follows, for any
positives integers n1 and n2,
(g ◦
∫1,0
har h)(n1) = h(n1) + g[
1
1− e0
e1e
n1−1
0 e1]
(g ◦
∫1,0
har h)(n1, n2) = h(n1, n2) + g[
1
1− e0
e1e
n2−1
0 e1e
n1−1
0 e1]
+
n1−1∑
r=0
g[
1
1− e0
e1e
n2−1
0 e1e
r
0] h(n1 − r) +
n2−1∑
r=0
g[er0e1e
n1−1
0 e1] h(n2 − r)
We now deduce from Definition 2.1.2 a variant of the harmonic Frobenius of integrals defined in [J I-2],
§2.
Definition 2.1.5. For any α ∈ N∗, let the harmonic Frobenius of integrals at (1, 0), iterated α times, be
the map defined by (τ(qα˜)φ
α˜
log(q)
log(p)
)
∫1,0
har : f ∈ K〈〈e0∪µN 〉〉
∫1,0
har 7→ AdΦp,α(e1) ◦
∫1,0
har f ∈ K〈〈e0∪µN 〉〉
∫1,0
har .
Corollary 2.1.6. The isomorphism K〈〈e0∪µN 〉〉
∫1,0
har
∼
−→ K〈〈e0∪µN 〉〉
∫
har (Proposition 1.3.5) induces, for
all m ∈ N, an isomorphism of continuous maps between (τ(qα˜)φ
α˜
log(q)
log(p)
)
∫1,0
har and the the m = 1 term of
(τ(qα˜)φ
α˜
log(q)
log(p)
)har.
Proof. Direct consequence of Proposition 2.1.3 and the definitions of the two harmonic Frobeniuses. 
We can finish the proof of the fixed point equation of the harmonic Frobenius of integrals at (1,0) :
equation (0.3).
Proof. (of equation (0.3)) The equation follows form the Proposition 1.5.2, the commutative diagram in
Definition 2.1.2, and equation (1.14) proved in [J I-2]. 
Remark 2.1.7. The power series expansion of any harqα˜
(
(ni)d; (ξi)d+1
)
in terms of qα˜, given by equation
(0.4) have coefficients of degrees in {1, . . . , min
16i6d
ni− 1} equal to 0. This follows from that Φ
(ξ)
q,−∞[e0] = 0
which implies Ad
Φ
(ξ)
q,−∞
(eξ) = eξ + terms of depth > 2, for all ξ ∈ µN (K).
Example 2.1.8. In depth one and two and for P1 \ {0, 1,∞}, we have, for all α ∈ N∗ :
harqα˜(n1) = harq∞(n1) +
∞∑
n=n1
(qα˜)nAdΦq,−∞(e1)[e
n−n1
0 e1e
n1−1
0 e1]
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harqα˜(n1, n2) = harq∞(n1, n2) +
∞∑
n=n1+n2
(qα˜)nAdΦq,−∞(e1)[e
n−n1−n2
0 e1e
n2−1
0 e1e
n1−1
0 e1]
+
n1−1∑
r1=0
∞∑
n=n2+r1
(qα˜)nAdΦq,−∞(e1)[e
n−n2−r1
0 e1e
n2−1
0 e1e
r1
0 ] harq∞(n1 − r1)
+
n2−1∑
r2=0
(qα˜)n1+r2 AdΦq,−∞(e1)[e
r
0e1e
n1−1
0 e1] harq∞(n2 − r2)
2.2. The relation of iteration of the harmonic Frobenius of integrals at (1,0). The next propo-
sition specifies how the map of iteration of the weighted Ihara action (Definition 1.4.5) depends on its
parameters : a ∈ N∗ the number of iterations and λ ∈ K× the weight.
Definition 2.2.1. For any d ∈ N∗, let τ∗,6d : K〈〈e0∪µN 〉〉 → K〈〈e0∪µN 〉〉 be the map which sends
f =
∑
w word
f [w]w to
∑
w word
depth(w)6d
f [w]w.
Proposition 2.2.2. Let Λ, Λ˜, a be three formal variables. There exists a map
(2.2) iter∫1,0(Λ, Λ˜,a) : AdΠ˜1,0(K)(e1)→ K〈〈e0∪µN 〉〉[Λ˜,a](Λ)
such that, for any f ∈ AdΠ˜1,0(K)(e1), word w, a ∈ N
∗ such that a > depth(w) and λ ∈ K \ {0} which is
not a root of unity, we have :
iter
∫1,0
a,λ (f)[w] = iter
∫1,0(λ, λa, a)(f)[w]
Proof. With the assumptions of the statement, let d = depth(w) ; knowing that g[∅] = 1, dualizing the
multiplication of the a factors in equation (1.18) gives
(2.3) iter
∫1,0
a,λ (g)[w] =∑
06d′6d
∑
06i1<...<id′6a−1
∑
wi1 6=∅,...,wid′ 6=∅
wi1 ...wid′
=w
g
(
λi1−1e0, (λ
i1−1Ad
g(ξ)
i1−1(eξ))ξ∈µN (K)
)
[wi1 ]× . . .×
g
(
λid′−1e0, (λ
i1−1Adg(ξ)id′−1(eξ))ξ∈µN (K)
)
[wid′ ]
We have assumed that a > d ; let us thus separate the indices ij 6 d and ij > d :
∑
06d′6d
∑
06i1<...<id′6a−1
=
∑
06d′′6d′6d
∑
06i1<...<id′′6d
∑
d<id′′+1<...<id′6a−1
. This yields an expression of (2.3), as a K-linear combina-
tion indexed by {(d′′, d′) | 0 6 d′′ 6 d′ 6 d} × {deconcatenations of w in d′ non-empty subwords} which
is independent of a but depends polynomially of λ, and with coefficients as well independent of a and
polynomial functions of λ, of the numbers
(2.4)
∑
d<id′′<...<id′6a−1
g
(
λi1−1e0, (λ
id′′−1Adg(ξ)id′′−1(eξ))ξ∈µN (K)
)
[wid′′ ]× . . .×
g(λid′−1e0, (λ
id′′−1Adg(ξ)id′′−1(eξ))ξ∈µN (K))[wid′ ]
Let ǫ(ξ) = g(ξ)−1, and ǫ˜(ξ) = g(ξ)
−1
−1. For 0 6 ij 6 a−1, we have (where τ∗,6d is defined in Definition
2.2.1) : τ∗,6d(Adg(ξ)ij−1(eξ)) =
∑
mj ,m
′
j∈N
mj6ij , m
′
j6ij , mj+m
′
j+16d
(
ij
mj
)(
ij
m′j
)
ǫ˜
m′j
ξ eξǫ
mj
ξ . When ij > d, the collec-
tion of conditions {mj,m′j ∈ N, mj 6 ij , m
′
j 6 ij , mj+m
′
j+1 6 d} is equivalent to {mj ,m
′
j ∈ N, mj+
m′j+1 6 d} ; thus, dualizing in (2.4) each factor g(λ
ij−1e0, (λ
ij−1Adg(ξ)ij−1(eξ))ξ∈µN (K)) gives that (2.4)
is a linear combination, independent of a and λ, of sums
∑
d<id′′<...<id′6a−1
d′∏
j=d′′
(
ij
mj
)(
ij
m′j
)
λij weightj ,
where weightj ∈ N
∗ arises as the weight of a certain quotient sequence of wij , and
(
ij
mj
)(
ij
m′
j
)
are polyno-
mials of ij .
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Finally, any function of a of the form
∑
L6I1<...<Iδ6a−1
δ∏
j=1
Pj(Ij)λ
IjCj with L, δ ∈ N∗, C1, . . . , Cδ ∈ N∗
and P1, . . . , Pδ ∈ K[T ] polynomials, depends on a as a polynomial function of (a, λa) : one can reduce
this statement to L = 0 by splitting an iterated sum over 0 6 I1 < . . . < Iδ 6 a − 1 at L and by
induction on δ, then use, again by induction on δ that, for all degj ∈ N
∗, we have
degj∑
Ij=0
Iδ
′
j λ
CjIj =
(
λCj d
d(ΛCj )
)l(λCj degj−1
ΛCj−1
)
. 
Let us now define the map of iteration of the harmonic Frobenius of integrals at (1,0), by using the
above iteration map and the sum map Σ of Definition 2.1.1 :
Definition 2.2.3. Let iter
∫1,0
har (a, λ) = Σ ◦ iter
∫1,0(λ, λa, a) : AdΠ˜1,0(K)(e1)→ K〈〈e0∪µN 〉〉
∫1,0
har .
We can now prove the second expansion of prime weighted multiple harmonic sums :
Proof. (of equation (0.4)) This is a consequence of equation (1.14), Proposition 1.5.2 (ii), Proposition-
Definition 2.2.2 and Definition 2.2.3. 
3. Iteration of the harmonic Frobenius of series
We study the prime weighted multiple harmonic sums harqα˜ for α˜ ∈ N divisible by a given α˜0 ∈ N
∗,
as functions of α˜
α˜0
. We prove the "series" part of the theorem.
3.1. Prime weighted multiple harmonic sums as sums functions of qα˜0-adic valuations of the
indices in the domain of summation. The starting point of the computation is a p-adic expres-
sion harqα˜ , obtained by considering the q
α˜0 -adic expansion of the indices m1, . . . ,md of the domain of
summation of the sum harqα˜ (see equation (0.1)).
Lemma 3.1.1. We have, for any d ∈ N∗, positive integers ni (1 6 i 6 d), and N -th roots of unity ξi
(1 6 i 6 d+ 1),
(3.1) harqα˜
(
(ni)d; (ξi)d+1
)
=
∑
(li)d∈N
d
(vi)d,(ui)d,(ri)d∈N
d×Nd×{1,...,qα˜0−1}
ui6q
α˜0(vi+1−vi−1)(qα˜0ui+1+ri+1)−1 if vi<vi+1
ui6ui+1 if vi=vi+1 and ri<ri+1
ui6ui+1−1 if vi=vi+1 and ri>ri+1
q
α˜0(vi−vi+1−1)(qα˜0ui+ri)6ui+1 if vi>vi+1
(qα˜)
∑
d
i=1
ni
(
1
ξd+1
)qα˜( d∏
j=1
(
ξj+1
ξj
)uj+rj(−nj
lj
)
(qα˜0uj)
lj
r
lj+nj
j
)
Proof. Let (m1, . . . ,md) ∈ Nd such that 0 < m1 < . . . < md < qα˜. There is a unique way to write
mi = (q
α˜0)vi(qα˜0ui + ri) with vi ∈ N, ui ∈ N, ri ∈ {1, . . . , q
α˜0 − 1}. (For each (m1, . . . ,md) and each
i ∈ {1, . . . , d}, vi is the qα˜0 -adic valuation of mi, and ui and ri are, respectively, the quotient and the
remainder of the Euclidean division of miq
−α˜0vi by qα˜0 .)
We have, for any ξ ∈ µN (K), ξ(q
α˜0 )vi (qα˜0ui+ri) = ξ(q
α˜0ui+ri) = ξui+ri , and we write (qα˜0ui + ri)
−ni =
r−nii (
qα˜0ui
ri
+ 1)−ni =
∑
li∈N
(
−ni
li
)
(qα˜0ui)
lir−ni−lii for each i. This gives
(
1
ξd+1
)qα˜ d∏
i=1
(
ξi+1
ξi
)mim−nii =
(
1
ξd+1
)qα˜ d∏
j=1
(∑
lj∈N
(
ξj+1
ξj
)uj+rj(−nj
lj
)
(qα˜0uj)
lj
r
lj+nj
j
)
Let (vi)d ∈ {0, . . . ,
α˜
α˜0
− 1}d, (ui)d ∈ {0, . . . , qα˜−α˜0 − 1}d, (ri)d ∈ {1, . . . , qα˜0 − 1}d such that, for all
i ∈ {1, . . . , d} we have 0 < qα˜0vi(qα˜0ui + ri) < qα˜. Then, for all i ∈ {1, . . . , d− 1},
(3.2)
qα˜0vi(qα˜0ui+ri) < q
α˜0vi+1(qα˜0ui+1+ri+1)⇔


ui 6 q
α˜0(vi+1−vi−1)(qα˜0ui+1 + ri+1)− 1 if vi < vi+1
ui 6 ui+1 if vi = vi+1, ri < ri+1
ui 6 ui+1 − 1 if vi = vi+1, ri > ri+1
qα˜0(vi−vi+1−1)(qα˜0ui + ri) 6 ui+1 if vi > vi+1

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In [J I-1], §3, we have defined the numbers Blm(ξ) ∈ K, for l,m ∈ N such that 0 6 m 6 l + 1 and
ξ ∈ µN (K), by the equation
n−1∑
n1=0
ξn1nl1 = ξ
n
l+1∑
m=0
Blm(ξ)n
m for all n ∈ N. We denote by Blm = B
l
m(1). For
l,m ∈ N2 such that 1 6 m 6 l + 1, we have Blm =
1
l+1
(
l+1
m
)
Bl+1−m where B denotes Bernoulli numbers,
and the others Blm are 0. For ξ ∈ µN (K) \ {1}, n, l ∈ N
∗, we have Blm(ξ) ∈ Z[ξ,
1
ξ
, 1
ξ−1 ], and a formula
for Blm(ξ) can be obtained by applying
(
T
d
dT
)l
to the equality
T n − 1
T − 1
=
n−1∑
n1=0
T n1, where T is a formal
variable.
Now, in the expression of harqα˜ introduced in Lemma 3.1.1, we want to sum over all the possible values
of the parameters ui and ri, in order to have an expression which depends only on the vi’s.
Proposition 3.1.2. Let w =
(
(ni)d; (ξi)d+1
)
. We fix (li)d ∈ Nd and (vi)d ∈ {0, . . . ,
α˜
α˜0
− 1}.
Let R be the ring generated by N -th roots of unity and numbers 11−ξ where ξ is a root of unity. For any
word w′ over e0∪µN , there exists a polynomial Pw,w′,(li)d,(vi)d ∈ R[(Qj,j+1)16i6d−1, (Bm,l,ξ)16l6l1+...+ld+d
06m6l+1
ξ∈µN (K)
]
with degree at most l1+ . . .+ ld+d in the variables Qj,j+1, and with total degree at most d in the variables
Bm,l,ξ, which is non-zero for finitely many w’s, and such that we have
(3.3)
∑
(ui)d∈N
d
(ri)d∈{1,...,q
α˜0−1}
0<qα˜0v1(qα˜0u1+r1)<...<q
α˜0vd (qα˜0ud+rd)<q
α˜
( d∏
j=1
( ξj+1
ξj
)uj+rj (qα˜0)li+niulii
r
lj+nj
j
)
=
∑
w′ word on e0∪µN
Pw,w′,(li)d,(vi)d
(
(qα˜0(|vj+1−vj |−1))16j6d, (B
l
m(ξ))06m6
∑
d
i=1
li+d+1
ξ∈µN (K)
)
harqα˜0 (w
′)
Proof. If d = 1 we can apply the definition of the numbers Blm(ξ), ξ ∈ µN (K) mentioned above.
If d > 1, let i ∈ {1, . . . , d} such that vi = min(v1, . . . , vd) ; we fix ui−1, ri−1 and ui+1, ri+1. By (3.2),
one has natural functions f1, f2, f3, f4 such that we can write
∑
q
α˜0vi−1 (qα˜0ui−1+ri−1)<qα˜0vi (qα˜0ui+ri)<q
α˜0vi+1 (qα˜0ui+1+ri+1)
=
∑
f1(ui−1,ri−1,ui+1,ri+1)6ui6f2(ui−1,ri−1,ui+1,ri+1)
ri<ri+1
+
∑
f3(ui−1,ri−1,ui+1,ri+1)6ui6f4(ui−1,ri−1,ui+1,ri+1)
ri>ri+1
Using that equality we can apply the result in depth 1 i.e. the definitions of the numbers Blm(ξ) to express
the sum
∑
qα˜0vi−1 (qα˜0ui−1+ri−1)<qα˜0vi (qα˜0ui+ri)<q
α˜0vi+1(qα˜0ui+1+ri+1)
(ξi+1
ξi
)ui+ri (qα˜0)li+niulii
rli+nii
This gives an expression for the left-hand side of (3.3) as a sum over d−1 variables ui and d−1 variables
ri, which is of a similar type. Continuing this procedure, we obtain an expression depending on the ri’s via
localized multiple harmonic sums, in the sense of [J I-2] §3.2 :
∑
0<r1<...<rd<qα˜0
(
ρ2
ρ1
)r1
. . .
(ρd+1
ρd
)rd( 1
ρd+1
)qα˜0
rn˜11 . . . r
n˜d
d
with a positive integer d, for any N -th roots of unity ρi (1 6 i 6 d+1), n˜i ∈ Z (1 6 i 6 d) not necessarily
positive. This can be expressed in terms of qα˜0 and usual prime weighted multiple harmonic sums harqα˜0
by the main result of [J I-2], §3.2. When we obtain products of numbers harqα˜0 (w), we can linearize that
expression by using the quasi-shuffle relation of [H]. 
3.2. Summation over all the possible qα˜0-adic valuations of the indices in the domain of sum-
mation. In Proposition 3.1.2, we want to sum over all the possible values of the parameters v1, . . . , vd.
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Lemma 3.2.1. Let d,M ∈ N∗ ; let A1, . . . , Ad ∈ Q[T ] be polynomials, T1, . . . , Td formal variables.
There exists coefficients Cδ1,...,δd(M) ∈ Z[coefficients of A1, . . . , Ad][T ] such that we have∑
06v˜1<...<v˜d6M−1
d∏
i=1
T v˜ii Ai(v˜i) =
∑
∀i, l1+...+li6deg(A1)+...+degAi
(U1,...,Ud)∈Q(T1,...,Td)
ds.t.
U1=T1
∀i∈{1,...,d−1},Ui+1∈
{
UiTi+1,−Ti+1
}
δ1,...,δd>0
Cδ1,...,δd(M)
d∏
i=1
U δii
(Ui − 1)δi+1
Proof. (a) For any n ∈ N∗, m ∈ N, we have
(
T ∂
∂T
)
Tm
(T−1)n = m
Tm
(T−1)n − n
Tm+1
(T−1)n+1 . Thus, by in-
duction on α, for all α ∈ N∗,
(
T ∂
∂T
)α Tm
(T−1)n =
α∑
l=0
(−n)(−n − 1) . . . (−n − l + 1) T
m+l
(T−1)n+l
. More-
over we have
∑
06v˜6W−1
T v˜ v˜α =
(
T ∂
∂T
)α( ∑
06v˜6W−1
T v˜
)
=
(
T ∂
∂T
)α(T v˜−1
T−1
)
. Whence
∑
06v˜6M−1
T vvα =
α∑
l=0
(−1)ll! T
l
(T−1)l+1
(TM − 1). This gives the result for d = 1 by linearity with respect to A1.
(b) Let us prove the result by induction on d : assume that A1 =
degA1∑
α1=0
uα1 v˜
α1 with uα1 ∈ Q. We
have, for all α1 ∈ {0, . . . ,degA1} :
∑
06v˜1<...<v˜d6M−1
T v˜11 v˜
α1
1
d∏
i=2
T v˜ii Ai(v˜i) =
a1∑
l=0
(−1)ll!
1
(T1 − 1)l+1
∑
06v˜2<...<v˜d6M−1
(
(T1T2)
v˜2
d∏
i=3
T v˜ii Ai(v˜i)−
d∏
i=2
T v˜ii Ai(v˜i)
)
Whence the result by induction and by linearity. 
Proposition 3.2.2. Let a harmonic word w =
(
(ni)d; (ξi)d+1
)
. Let us fix (li)d ∈ Nd.
Let R be the ring of Proposition 3.1.2. For every word w′ over e0∪µN , there exists a polynomial
Pw,w′,(li)d = R
[
Q˜, (Bm,l,ξ)16l6l1+...+ld+d
16m6l+1
ξ∈µN (K)
]
with degree at most
d∑
i=1
li + d in Q˜, and with total degree at
most d in the variables Bm,l,ξ, such that we have
(3.4)
∑
(vi)d∈{1,...,qα˜0−1}
Pw,w′,(li)d,(vi)d
(
(qα˜0(|vj+1−vj |−1))16j6d, (B
l
m(ξ))06m6
∑
d
i=1
li+d+1
ξ∈µN (K)
)
= Pw,w′,(li)d
(
qα˜,
α˜
α˜0
, (Blm(ξ))06m6
∑
d
i=1
li+d+1
ξ∈µN (K)
)
Proof. The set {0, . . . , α˜
α˜0
−1}d admits a partition, which depends only on d, indexed by the set of couples
(E, σ), where E is a partition of {1, . . . , d} and σ is a permutation of {1, . . . , ♯E}, defined as follows :
for each (v1, . . . , vd) ∈ [0, k − 1]
d, and each such (E, σ), we say that (v1, . . . , vd) ∈ (E, σ) if and only
if, for all, i, i′, a :
{
vi = vi′ for i, i
′ ∈ Pσ(a)
vi < vi′ for i ∈ Pσ(a), i
′ ∈ Pσ(a+1)
. By the proof of Proposition 3.1.2, the function
(vi)d 7→ Pw,w′,(li)d,(vi)d is constant on each term of that partition (since ξ
q = ξ for all ξ ∈ µN (K), we have
ξq
α˜0v
= ξ for all v ∈ N∗). We split the left-hand side of (3.4) as
∑
(vi)d∈{1,...,
α˜
α˜0
−1}
=
∑
(E,σ)
∑
(vi)d∈(E,σ)
and
we compute each subsum
∑
(vi)d∈(E,σ)
. By multilinearity we can assume that Pw,w′,(li)d,(vi)d is a monomial
in the qα˜0(|vj+1−vj−1|)’s. Thus the subsum is a function of the type
(3.5)
∑
06v˜1<...v˜d′6M−1
T v˜1i1 . . . T
v˜r
ir
applied to v˜i = vσ(i+1) − vσ(i) − 1 and Ti = q
α˜0 , where d′,M ∈ N∗, I = {i1, . . . , ir} ⊂ {1, . . . , d′} with
i1 < . . . < ir, and Ti1 , . . . , Tir are formal variables. Moreover,
∑
i6i+1<...<j
1 is a polynomial function of
(i, j) with coefficients in Z. Thus we can express (3.5) by Lemma 3.2.1. This gives the result. 
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3.3. The relation of iteration of the harmonic Frobenius of series. We now can formalize the
iteration of the harmonic Frobenius from the point of view of series. We refer to K〈〈e0∪µN 〉〉
Σ
har =∏
w harmonic word
K.w defined in [J I-2], §3.
Definition 3.3.1. Let the map of iteration of the harmonic Frobenius of series be the map iterΣhar(Λ,Λ
a, a) :
K〈〈e0∪µN 〉〉
Σ
har → K[Λ,Λ
a, a]〈〈e0∪µN 〉〉
Σ
har defined by, for any word w,
iterΣhar(f)[w] =
∑
w′ word on e0∪µN
Pw,w′,(li)d
(
Λa, a, (Blm(ξ))06m6
∑
d
i=1
li+d+1
ξ∈µN (K)
)
f [w′]
Let us now finish the proof of part (ii) of the Theorem.
Proof. (of equation (0.5)) This follows from Lemma 3.1.1, Proposition 3.1.2 and Proposition 3.2.2, the
only thing to check being the convergence of the series, which are infinite sums over (li)d ∈ Nd. This
follows from the following facts :
(a) For any n ∈ N∗, it follows from pvp(n) 6 n that vp(
1
n
) > − log(n)log(p) ; moreover, for any n ∈ N
∗, we
have vp(Bn) > −1 (this is part of von Staudt-Clausen’s theorem). Thus for all l,m, we have vp(Blm) >
−1 − log(l+1)log(p) , and, given that |ξ|p = |1 − ξ|p = 1 for all ξ ∈ µN (K) \ {1}, we have, for all l,m, and
ξ ∈ µN (K) \ {1}, vp(Blm(ξ)) > 0
(b) If T1, T2 are formal variables and m ∈ N∗, we have
Tm1 − 1
T1 − 1
−
Tm2 − 1
T2 − 1
=
Tm1 − T1
T1 − 1
−
Tm2 − T2
T2 − 1
.
(c) For any z ∈ K such that vp(z) 6= 0, we have vp(
1
z−1 ) > 0 if vp(z) > 0, and vp(
1
z−1−1 ) > vp(z
−1) if
vp(z) < 0. 
Remark 3.3.2. The equation (0.5) is related to the formula harpαN = harpα ◦Σhar har
(pα)
N proved in
[J I-2], where ◦Σhar is the pro-unipotent harmonic action of series introduced in [J I-2], §4.3 : restricting
that equation to harm with m a power of p gives a functional equation satisfied by the map α 7→ harpα ,
which expresses harpα+β in terms of harpα and har
(pα)
pβ
.
Remark 3.3.3. As in [J I-2], the computation which leads to the above result remains true for the
generalization of cyclotomic multiple harmonic sums obtained by replacing the factors
1
mnii
, 1 6 i 6 d
in (0.1) by, more generally, factors χi(mi) where χi are locally analytic group endomorphisms of the
multiplicative group K∗, which are analytic on disks of radius p−α.
Remark 3.3.4. The main theorem gives formulas for p-adic cyclotomic multiple zeta values which
depend on an additional parameter, a number of iterations of the Frobenius different from the one under
consideration. Here is another way to obtain formulas which parameters. The computation of regularized
iterated integrals in [J I-1], §3 can be done by replacing the Euclidean division by pα in N by the Euclidean
division by pβ with β ≥ α. This gives, for example, ζp,α(n) =
pαn
n− 1
lim
|m|p→0
1
pβm
∑
0<m1<p
βm
pα∤m
1
mn1
, and
this gives formulas in which the prime weighted multiple harmonic sums are replaced by the following
generalization, where (l1, . . . , ld) ∈ Nd, I, I ′ ⊂ {1, . . . , d} and β :
pα
∑
d
i=1
ni+β
∑
d
i=1
li
∑
0=m0<m1<...<md<p
β
for j∈I,mj−1≡mj [p
α]
for j∈I′,mj≡0[p
α]
( ξ2
ξ1
)m1 . . . ( ξd+1
ξd
)md( 1
ξd+1
)p
β
mn1+l11 . . .m
nd+ld
d
Example 3.3.5. Let us consider the case of P1 \ {0, 1,∞} (N = 1), for which we have q = p, α˜ = α,
α˜0 = α0, and depth one and two. Equation (0.5) is, for all n ∈ N∗,
harpα(n) = −
∑
l>0
(
−n
l
)
harpα0 (l+n)
l+1∑
u=1
Blu
1
1− pα0(u+n)
−
∑
u>n+1
pαu
1
1− pα0u
∑
l>u−n−1
(
−n
l
)
harpα0 (l+n)B
l
u−n
For all n1, n2 ∈ N
∗, harpα(n1, n2) is the sum of the following terms, where the variables v1, v2 are those
defined in Lemma 3.1.1 and where, for a set E, 1E means the characteristic function of E :
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• the term "v1 = v2" :
∑
u>1
l1,l2>0
l1+l2>u−1
pα(u+n1+n2)−1
pα0(u+n1+n2)−1
∏2
i=1
(
−ni
li
)(
Bl1,l2u
∏2
i=1 harpα0 (ni+li)+B
l1+l2
u harpα0 (n1+
l1, n2 + l2)
)
• the term "v1 < v2" :
∑
M1,M2>−1
u,t>1
(
1t6=u+n2
pα0(n2+u−t)−1
(
pα(n1+n2+u)−pα0(n1+n2+u)
pα0(n2+n1+u)−1
− p
α(n1+t)−pα0(n1+t)
pα0(n1+t)−1
)
+ 1t=u+n2
(
α(pα(n1+n2+u)
pα0(n1+n2+u)−1
+ 1−p
α(n1+n2+u)
(pα0(n1+n2+u)−1)2
))
×
(
BM1+tt B
M2+u
u∑min(t,M2+u)
j=0
(
t
j
)(
−n1
M1+t
)(
−n2
M2+u−j
)
harpα0 (n1 +M1 + t) harpα0 (n2 +M2 + u− t)
)
• the term "v1 > v2" : by the change of variable (m1,m2) 7→ (p
α−m1, p
α−m2), it is
∑
0<m1<m2<p
α
vp(n1)>vp(n2)
(pα)n1+n2
n
n1
1 n
n2
2
=
∑
l1,l2>0
0<n1<n2<p
α
vp(n1)<vp(n2)
(
−n1
l1
)(
−n2
l2
) (pα)l1+l2+n1+n2
n
n1
1 n
n2
2
3.4. Interpretation in terms of cyclotomic multiple harmonic sums viewed as functions of
the upper bound of their domain of summation. Cyclotomic multiple harmonic sums are the
following numbers, where d is any positive integer, the ni’s (1 6 i 6 d) are positive integers and the ξi’s
(1 6 i 6 d+ 1) are N -th roots of unity :
(3.6) hm
(
(ni)d; (ξi)d+1
)
=
∑
0<m1<...<md<m
(
ξ2
ξ1
)n1
. . .
( ξd+1
ξd
)nd( 1
ξd+1
)m
mn11 . . .m
nd
d
The weighted cyclotomic multiple harmonic sums involved since the beginning of this paper are related
to them by the equality harm
(
(ni)d; (ξi)d+1
)
= mn1+...+ndhm
(
(ni)d; (ξi)d+1
)
.
A natural question is to study the map m 7→ hm
(
(ni)d; (ξi)d+1
)
viewed as a function of the p-adic
variable m. The next Proposition shows how this question is related to the study of harqα˜ as a function
of α˜, which we treated in the previous parts of this paper. Below we use the following definition : an
increasing connected partition of a subset of N is a partition of that set into sets Ji of consecutive integers,
such that each element of Ji is less than each element of Ji′ when i < i
′.
Proposition 3.4.1. (i) Let m ∈ N∗, and let its q-adic expansion be m = ayd′ q
yd′ + ayd′−1q
yd′−1 + . . .+
ay1q
y1 , with yd′ > . . . > y1, and ayd′ , . . . , ay1 ∈ {1, . . . , q− 1}. Let νj′ = ayd′ q
yd′ + . . .+ ayd′−j′+1q
yd′−j′+1
for j′ ∈ {1, . . . , d′}. We have
(3.7) hm
(
(ni)d; (ξi)d+1
)
=
∑
n={νj′′
1
,...,νj′′
d′′
}⊂{ν1,...,νd′}
:n→֒{1,...,d} injective
J0∐...∐Jd′={1,...,d}−(n), satisfying (∗)
d′′∏
j′′=1
1
ν
n(ν
j′′
)
j′′
d′∏
j′=0
∑
ljmax
j′
,...,l
jmin
j′
>0
( jmaxj′∏
u=jmin
j′
(
−nu
lu
))( d′−j′+1∑
l=d′
aylq
yl
)∑jmaxj′u=jmin
j′
lu
hay
d′−j′
q
y
d′−j′
(
(nj + lj)jj′,min<j<jj′,max ; (ξ)jmin<j<jmax+1
)
where (∗) is that J0 ∐ . . . ∐ Jd′ is an increasing connected partition of {1, . . . , d} − (n), such that
each J(νj′′ ) ∐ . . . ∐ J(νj′′+1)−1, j
′′ = 1, . . . , d′′, is an increasing connected partition of ({1, . . . , d} −
(n)) ∩ ](νj′′ ), (νj′′+1)[.
(ii) Let n ∈ N∗, whose decomposition in base q is of the form aqy, with a ∈ {1, . . . , q− 1} and y ∈ N∗.
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Let νj′ = j
′qy for j′ ∈ {1, . . . , a− 1}. We have
(3.8) haqy
(
(ni)d; (ξi)d+1
)
=
∑
n={νj′′
1
,...,νj′′
d′′
}⊂{ν1,...,νd′}
:n→֒{1,...,d} injective
J0∐...∐Jd′={1,...,d}−(n), satisfying (∗)
d′′∏
j′′=1
1
ν
n(ν
j′′
)
j′′
d′∏
j′=0
∑
ljmax
j′
,...,l
jmin
j′
>0
( jmaxj′∏
u=jmin
j′
(
−nu
lu
))(
j′qy
)∑jmaxj′u=jmin
j′
lu
hqyd′−j′
(
(njj′ + ljj′ )jmin<j′<jmax ; (ξjj′ )jmin<j′<jmax+1
)
Proof. (i) and (ii) We apply the "formula of splitting" of multiple harmonic sums of [J I-2], §3 at
{ν1, . . . , νr} ; this gives hm
(
(ni)d; (ξi)d+1
)
=
∑
n={νj1 ,...,νjd′′ }⊂{ν1,...,νd′}
:n→֒{1,...,d} injective
J0∐...∐Jd′={1,...,d}−(n), satisfying (∗)
d′′∏
j′′=1
1
n
n(ν
j′′
)
(νj′′ )
d′∏
j′=0
hνj′ ,νj′+1(w|Jj′ )
and we express each factor hνj′ ,νj′+1(w|Jj′ ) in terms of hνj′+1−νj′ by the p-adic formula of shifting of mul-
tiple harmonic sums of [J I-2], §4.1 writing Jj′ = [j
min
j′ , j
max
j′ ]. 
The usual multiple harmonic sums must be thought of a priori as "irregular" functions of m, whereas
the previous parts of the paper show that the prime weighted multiple harmonic sums harqα˜ are "regular"
functions of α˜ and that, in some sense, the irregularity of multiple harmonic sums is contained in the
formula of Proposition 3.4.1.
Example 3.4.2. (N = 1 and d = 1) For all n ∈ N∗, we have :
(3.9) hm(n) =
hay
d′
+1(n)
(pyd′ )n
+
d′−1∑
i=1
∑
l>0
hayi+1(n+ l)
(pyi)n+l
(
−n
l
)(
ayd′p
yd′ + . . .+ ayi+1p
yi+1
)l
+
∑
16j6d′
06a′yj6ayj−1
∑
l>0
(
−n
l
)
hyj (n+ l)
( d′∑
m=j+1
aymp
ym + a′jp
yj
)l
Remark 3.4.3. The question of studying harm as a function of m viewed as a p-adic variable actually
appeared implicitly in [J I-1]. We have studied the map sending m to the coefficient of degree m in the
power series expansion at 0 of the overconvergent p-adic multiple polylogarithm Li†p,α[w], for w any word
on e0∪µN . We have proved that it can be extended to a locally analytic map on Z
(N)
p = lim←−
Z/NpuZ
([J I-1], §3). These maps are actually linear combinations of multiple harmonic sums over the ring
generated by p-adic cyclotomic multiple zeta values. We can interpret them as a regularization of multiple
harmonic sums.
4. Comparison between results on integrals and results on series
4.1. Comparison of the three expansions of harqα˜ regarded as a function of α. We prove
equation (0.6).
Proposition 4.1.1. Let δ ∈ N∗, and a map S : N∗ ∩ [δ,+∞[→ K such that there exists M ∈ N∗, and a
sequence (cl,m) 06n
06m6M
∈ KN×{0,...,M} such that
∑
n∈N
M∑
m=0
|cn,mqn|p <∞ and, for all a ∈ N∗ ∩ [δ,+∞[, we
have S(a) =
∑
n∈N
M∑
m=0
cn,m(q
a)nam. Then, if S(a) = 0 for all a ∈ N∗ ∩ [δ,+∞[, then we have cn,m = 0 for
all (n,m) ∈ N× {0, . . . ,M}.
Proof. Let a0 ∈ N∗ ∩ [δ,+∞[ and u ∈ N. By taking a = a0+ pu in the equation
∑
n∈N
M∑
m=0
cn,m(q
a)nam = 0
and by taking the limit u→∞, we get
M∑
m=0
c0,ma
m
0 = 0. Since this is true for infinitely many a0, we get
c0,m = 0 for all m. This implies, for all a,
∑
n>1
M∑
m=0
cn,m(q
a)nam = qa
( ∑
n>1
M∑
m=0
cn,m(q
a)n−1am
)
= 0, thus
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∑
n∈N
M∑
m=0
cn+1,m(q
a)nam = 0. Whence the result : by induction on n, we have a contradiction if there
exists (n,m) such that cn,m 6= 0. 
We can conclude the proof of the part (iii) of the theorem.
Proof. (of equation (0.6)) By [J I-1], we have Φq,α˜ ∈ K〈〈e0∪µN 〉〉o(1) for any α˜ ∈ N
∗. By Corollary
1.5.3, this implies that |Φ|q =
∑
w word on e0∪µN
sup
α˜∈Z∪{±∞}\{0}
|Φq,α˜[w]|p w is a well-defined element of
K〈〈e0∪µN 〉〉o(1). We have a similar bound for the coefficients of the expansion of each harq,α˜[w] ob-
tained in §3.3. Thus we can apply Proposition 4.1.1 to the power series expansion of each harq,α˜[w] in
(0.3), (0.4), (0.5) to deduce that they are the same. 
Example 4.1.2. The term of depth one (d = 1), in the case of P1 \ {0, 1,∞} (i.e. in the case N = 1)
for which p = q, α˜ = α and α˜0 = α0, of the equations of the Theorem is the following, respectively (with
BL+bb =
1
L+b+1
(
L+b+1
L
)
BL+1 for 1 6 b 6 L+ 1) :
The fixed point equation of the harmonic Frobenius of integrals at (1,0) (equation (0.3)) :
(4.1) harpα(n) =
∞∑
b=1
(pα)b+n AdΦp,−∞(e1)
[
eb0e1e
n−1
0 e1
]
+AdΦp,∞(e1)
[ 1
1− e0
e1e
n−1
0 e1
]
The relation of iteration of the harmonic Frobenius of integrals at (1,0) (equation (0.4)) :
(4.2) harpα(n) =
∞∑
b=1
(pα)n(pα0)b
pα0 − 1
AdΦp,α0 (e1)
[
eb0e1e
n−1
0 e1
]
−
(pα)n
pα0 − 1
AdΦp,α0 (e1)
[ 1
1− e0
e1e
n−1
0 e1
]
The relation of iteration of the harmonic Frobenius of series (equation (0.5)) :
(4.3) harpα(n) =
∞∑
b=1
pα(n+b) − 1
pα0(n+b) − 1
∞∑
L=−1
BL+bb harpα0 (n+ b+ L)
The comparison between these three expressions (0.6)
(4.4)
(pα0)b
pα0 − 1
AdΦp,α0 (e1)
[
eb0e1e
n−1
0 e1
]
= AdΦp,∞(e1)
[
eb0e1e
n−1
0 e1
]
=
1
pα0(n+b) − 1
∞∑
L=−1
BL+bb harpα0 (n+ b+L)
4.2. The map of comparisons for all number of iterations. In [J I-2], we have defined maps of
comparisons between series and integrals. In the context of this paper, it is natural to define a variant
of the map of comparison from integral to series, which takes into account the properties of the iterated
Frobenius viewed as a function of its number of iterations, and which has the additional advantage to be
injective.
Definition 4.2.1. Let the map compΣ ∫ ,iter : AdΠ˜1,0(K)o(1)(e1) → (K〈〈e0∪µN 〉〉
∫1,0
har )
qN
∗
defined by f 7→(
τ(qα˜)(f) ◦
∫1,0
har Σf
)
α˜∈N∗
.
Equation (0.3) can be restated as compΣ ∫ ,iter(AdΦq,−∞(e1)) = (harq,α˜)α∈N∗ ;
Proposition 4.2.2. The map compΣ ∫ ,iter is injective.
Proof. Let a word w = eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1 . For n > weight(w), let us consider the coefficient
of (qa)n in compΣ ∫ ,iter(f)[w]. It is equal to f [e
n−(n1+...+nd)
0 eξd+1e
nd−1
0 eξd . . . e
n1−1
0 eξ1 ] + terms of lower
depth, where the depth is the one of coefficients of f . This gives the result by an induction on the
depth. 
5. Iteration of the Frobenius on P1 \ ∪ξ∈µN (K)B(ξ, 1)
We deduce from the previous paragraphs on the harmonic Frobenius a study of the iteration of the
Frobenius itself. This amounts to a study of the iteration for overconvergent p-adic multiple polyloga-
rithms studied in [J I-1].
In §5.1 we discuss a few aspects of the fixed point equation ; we write an iteration equation in §5.2,
and, in §5.3, a variant of these equations obtained by the properties of the regularization studied in
[J I-1]. We make some remarks in §5.4.
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5.1. Fixed point equation for the Frobenius. The fixed point equation of the Frobenius is provided
by the theory of Coleman integration. It amounts to the definition of p-adic multiple polylogarithms
LiKZq as Coleman integrals, in [F1] [F2] for N = 1 and in [Y] for any N : we have
(5.1) φ log(q)
log(p)
(LiKZq ) = Li
KZ
q
Following [J I-1], we consider the affinoid analytic space Uan = P1,an \∪ξ∈µN (K)B(ξ, 1), where B(ξ, 1)
is the open ball of center ξ and of radius 1. Restricted to that subspace, the fixed point equation of the
Frobenius comes from the following equalities ([J I-1], §2.1), in terms of p-adic cyclotomic multiple zeta
values, and the overconvergent p-adic multiple polylogarithms Li†p,α[w] defined in [J I-1], §1 :
(5.2) Li†p,α(z) = Li
KZ
q (z)
(
pαe0, (p
αeξ)ξ∈{0}∪µN (K)
)
LiKZq
(pα)
(zp
α
)
(
e0, (AdΦ(ξ)p,α
(eξ)ξ∈µN (K)
)−1
(5.3) Li†p,−α(z) = Li
KZ
q
(pα)
(zp
α
)(e0, (eξ(pα))ξ∈µN (K)) Li
KZ
q (z)
(
pαe0, p
α(Ad
Φ
(ξp
α
)
p,−α
(eξ(pα))ξ∈µN (K)
)−1
where LiKZq
(pα)
is the analog of LiKZq on X
(pα) equal to the pull-back of X = (P1 \ {0, µN ,∞}) / K
by σα where σ is the Frobenius automorphism of K. When α is a multiple of log(q)log(p) , X
(pα) = X and
LiKZq
(pα)
= LiKZq , and when α =
log(q)
log(p) , equations (5.2), (5.3) are directly equivalent to (5.1).
Notation 5.1.1. For any α˜ ∈ Z ∪ {±∞} \ {0}, let Li†q,α˜ = Li
†
p,α and Li
†
q,−α˜ = Li
†
p,−α, with p
α = qα˜.
Equations (5.2), (5.3), combined with the results of §2 on the study of Ad
Φ
(ξ)
p,α
(eξ) as a function of α,
can be read as a description of Li†p,α as a function of α, i.e. of how the Frobenius depends on α.
We could extend the notion of contraction mapping of Definition 1.4.1 and see that the Frobenius is a
contraction. Let us just consider the convergence of the iterated Frobenius towards the fixed point when
the number of iterations tends to ∞, in the unit ball B(0, 1).
Proposition 5.1.2. For all z ∈ K such that |z|p < 1, we have, for the NΛ,D-topology :
τ(q−α˜) Li†q,α˜(z) −→
α˜→∞
LiKZq (z)
(
e0, (eξ)ξ∈µN (K)
)
τ(q−α˜) Li†q,−α˜(z) −→
α˜→∞
LiKZq (z)
(
e0, (AdΦ(ξ)
q,−∞
(eξ))ξ∈µN (K)
)
Moreover, these convergences are uniform on all the closed disks of center 0 and radius ρ < 1.
Proof. τ(q−α˜) Li†q,α˜(z) is the product of Li
KZ
q (z)
(
e0, (eξ)ξ∈µN (K)
)
by
(5.4) τ(q−α˜) LiKZ
p,X
(qα˜)
K
(zq
α˜
)
(
e0, (AdΦ(ξ)
q,α˜
(eξ))ξ∈µN (K)
)−1
The coefficient of (5.4) at a word w is of the form, q−α˜weight(w)
∑
(w1,w2)
∞∑
m=0
hqαm(w1)
zq
α˜m
(qα˜m)L ζq,α(w2) where
L ∈ N∗ and w1, w2 are in a finite set depending only on w, determined by the combinatorics of the com-
position of non-commutative formal power series.
For allm ∈ N∗ we have−vp(m) > −
log(m)
log(p) . Applying this to themi’s in (0.1) we deduce vp(harqα˜m(w)) >
−weight(w) α˜ log(q)+log(n)log(p) . For all C,C
′ ∈ R+∗, and z ∈ K such that |z|p < 1, we have qα˜nvp(z)− Cα˜ −
C′ log(n) −→
α˜→∞
+∞ and this convergence is uniform with respect to n. Indeed, let n0 such that for
all n > n0, we have C
′ log(n) 6 n2 vp(z) ; then n0 is independent of α˜ and we have, for all n > n0,
qα˜nvp(z)− Cα˜ − C′ log(n) >
qα˜n
2 vp(z)− Cα˜. Because of the bounds of valuations on cyclotomic p-adic
multiple zeta values of [J I-1], §4, the sequence
(
NΛ,D(Φq,−α)
)
α˜∈N∗
is bounded. Thus, the convergence
of τ(q−α˜) Li†q,α(z) towards Li
KZ
q (z) follows. Moreover, we can see that n0 can be chosen independently
from z in a closed disk of center 0 and radius ρ < 1.
The proofs concerning τ(q−α˜) Li†q,−α(z) are similar. 
Remark 5.1.3. One can deduce a result similar to Proposition 5.1.2 on the ball B(∞, 1) by applying
the automorphism z 7→ 1
z
of P1 \ {0, µN ,∞} and the functoriality of π
un,crys
1 .
20
5.2. Iteration equation for the Frobenius. We now write an equation for the iteration of the Frobe-
nius on the subspace P1,an \ ∪ξ∈µN (K)B(ξ, 1). We restrict the statement to positive number of iterations
for simplicity, but a similar result holds for negative number of iterations. If f(z) =
∞∑
m=0
cmz
m is a power
series with coefficients in K, let f (p
α)(z) =
∞∑
m=0
σα(cm)z
m where σ is the Frobenius automorphism of K.
Proposition 5.2.1. For any, α0, α ∈ N
∗ with α0 dividing α, we have
Li†p,α
(
e0, (eξ)ξ∈µN (K)
)
=
Li†p,α0
(
e0, (eξ)ξ∈µN (K)
)
×Li†p,α0
(pα0 )(
e0, (AdΦ(ξ)p,α0
(eξ)ξ∈µN (K)
)
×. . .×Li†p,α0
(p
α
α0
−1
)(
e0, (AdΦα−1p,α0
(ξ)(eξ)ξ∈µN (K)
)
Proof. The crystalline Frobenius of πun1 (P
1 \ {0, µN ,∞}), restricted to the rigid analytic sections on
P1,an \ ∪ξ∈µN (K)B(ξ, 1), is given, with the conventions of [J I-1], by the formula
(5.5)
τ(pα)φα : f
(
e0, (eξ)ξ∈µN (K)
)
(z) 7−→ Li†p,α
(
e0, (eξ)ξ∈µN (K)
)
(z)× f (p
α)(zp
α
)
(
e0,AdΦ(ξ)p,α
(eξ)ξ∈µN (K)
)
This implies the result. 
5.3. Variant of the previous equations, using the regularization. The computation of overcon-
vergent p-adic multiple polylogarithms in [J I-1], which was centered around a notion of regularization
of iterated integrals, gives us another point of view on how they depend on α. Below, for a power series
S ∈ K[[z]], we denote by S[zm] the coefficient of zm in S for all m ∈ N. Again we restrict the statement
to positive numbers of iteration of the Frobenius for simplicity, but a similar statement holds for negative
number of iterations.
Proposition 5.3.1. For any word w on e0∪µN and anym0 ∈ N, there exists a sequence
(
c(l,ξ,n)[w](m0)
)
l∈N
ξ∈µN (K)
n∈N
of elements of K such that, for any α˜ ∈ N such that qα˜ > m0 and m ∈ N∗ satisfying |m−m0|p 6 q−α˜,
we have
Li†q,α˜[w][z
m] =
∞∑
n=0
(qα˜)n
(∑
l∈N
∑
ξ∈µN (K)
c(l,ξ,n)[w](m0)ξ
−m(m−m0)
l
)
Proof. In [J I-1], §3 we have defined a notion of regularized iterated integrals attached to any sequence
of differential forms among pα
dz
z
,
pαdz
z − ξ
, ξ ∈ µN (K),
d(zp
α
)
zpα − ξpα
, ξ ∈ µN (K). We have computed these
regularized iterated integrals by induction on the depth, which gives us in particular an information
on how they depend on α. Namely, each regularized iterated integral is a rigid analytic function on
P1,an \ ∪ξ∈µN (K)B(ξ, 1) which has a power series expansion
∞∑
m=0
cmz
m satisfying the following property :
for any m0 ∈ {0, . . . , pα − 1}, there exists a sequence (c(l,ξ)(m0)) l∈N
ξ∈µN (K)
of elements of K such that, for
all m ∈ N with |m−m0|p 6 p
−α, we have cm =
∞∑
l=0
∑
ξ∈µN (K)
c(l,ξ)(m0)ξ
−m(m−m0)
l.
In [J I-1], Appendix B, we have showed that the numbers c(l,ξ)(m0) have an expression as certain sums
of series involving multiple harmonic sums, and particularly prime weighted multiple harmonic sums.
In [J I-1] §4, we have showed an expression of each Li†p,α[w] as a linear combination of regularized
p-adic iterated integrals over the ring of p-adic cyclotomic multiple zeta values ζp,α(w
′).
Combining these facts with the results of §1 and §2 on how ζq,α˜ and harqα˜ depend on α˜, we deduce
the result. 
5.4. Remark : correspondences between dynamical properties of the Frobenius and arith-
metics. It seems that studying more precise dynamical properties of the Frobenius is equivalent to
non-trivial arithmetic questions on p-adic cyclotomic multiple zeta values and cyclotomic multiple har-
monic sums. Our first remark concerns the speed of convergence of the iterated Frobenius towards the
fixed point.
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Remark 5.4.1. For any word w on e0∪µN , by §1, ζq,α˜(w) has when α → ∞ an asymptotic expansion
whose terms are values ζp,−∞(w
′). Thus, the estimation of the speed of the convergence is equivalent
to proving a result of non-vanishing on p-adic cyclotomic multiple zeta values, and any more precise
information on that convergence would involve an information on the p-adic valuation of certain p-adic
cyclotomic multiple zeta values.
Our second remark concerns the uniformity, on subspaces of P1,an/K, of the convergence of the iterated
Frobenius towards the fixed point.
Remark 5.4.2. The convergence in Proposition 5.1.2, (ii) does not a priori extend to a uniform con-
vergence on Uan. Indeed, otherwise the map LiKZq would be rigid analytic on U
an ; by the main result
of Appendix A of [J I-1], this would imply that, for any word w, the multiple harmonic sums func-
tions m 7→ harm(w) restricted to classes of congruences modulo N should be continuous as a function
m ∈ N ⊂ lim
←−
Z/NplZ. This seems to contradict the results of §3.4. More generally, we expect that
the lack of regularity of the maps m 7→ harm(w) can be at least partially be reflected in the mode of
convergence of the sequences Li†q,α˜[w] when α→∞.
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