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Connexion de Gauß- Manin associe´e a` la de´formation verselle de la singularite´ Aµ
et ze´ros de l’inte´grale hyperelliptique.
Susumu TANABE´ 1
Re´sume´ - On e´tudie le syste`me des e´quations differe´ntielles satisfaites par
l’inte´grale hyperelliptique associe´e au cycle γs ⊂ {(x, y) ∈ R
2 : H(x, y; s) = 0}
de´finie pour la de´formation verselle de la singularite´ Aµ. Comme application, on
obtient une estimation de la multiplicite´ des ze´ros de l’inte´grale Iω(s) =
∫
γs
ω en
fonction de µ et de deg(ω).
1. Introduction
Dans cette note on poursuit directement les recherches sur les proble`mes traite´s dans la premie`re partie du
travail pre´cedent [2], i.e. la description raisonnable de la connexion de Gauss-Manin associe´e a` la de´formation
verselle de la singularite´ Aµ. Notre objet principal est l’inte´grale hyperelliptique que l’on de´finit sur une courbe
hyperelliptique. Regardons un polynoˆme de´pendant de µ− 1 parame`tres s′ = (s1, s2, · · · , sµ−1),
H(x, y) = F (x, s′)− y2
(1.1) F (x, s′) = xµ+1 + sµ−1x
µ−1 + . . .+ s1x, µ, ν ≥ 2.
On prend un cycle e´vanescent
(1.2) γs ⊂ {(x, y) ∈ R
2 : H(x, y) + s0 = 0}, s = (s0, s
′)
du polynoˆme H(x, y) et une 1-forme polynomiale ω = P (x, y)dx +Q(x, y)dy, alors on appelle l’expression
Iω(s) =
∫
γs
ω,
inte´grale hyperelliptique.
Dans [2], on s’occupait, entre autres, du proble`me d’adjacence entre diverses inte´grales hyperelliptiques
associe´es aux differentes singularite´s Aµ−1 et Aµ. Par contre, ici on recherche la structure du syste`me de
Gauss-Manin le long d’une strate de son ensemble critique (du discriminant). L’invariance des exposants de
monodromie le long de la strate µ = const. est connue depuis Varchenko [13]. Ici nous allons e´tablir un
e´nonce´ un peu plus fin sur les exposants caracte´ristiques du syste`me de Fuchs (voir la de´finition 3.1) qui
de´pendent explicitement du degre´ de l’inte´grand ω de Iω(s) (voir le the´ore`me d’isomonodromie renforce´ 3.4).
Pour autant qu’il s’agisse de l’inte´grale hyperelliptique ge´ne´ralise´e, notre the´ore`me est une version forte de
celui de Varchenko, car nous constatons l’invariance de µ (ou bien µ + 1 ) exposants pour chaque inte´grale
Iω(s), pourtant Varchenko a de´montre´ l’invariance du minimum de ces µ exposants.
Dans [1], [2] (17), nous avons propose´ une nouvelle de´finition du syste`me du type de Fuchs avec lieu singulier
D, un diviseur d’une varie´te´ complexe lisse S en tant que syste`me de Pfaff avec les coefficients de Ω1S(log D),
formes diffe´rentielles logarithmiques. Il est naturel de se poser la question de savoir comment le syste`me du type
de Fuchs ainsi de´fini se lie a` l’e´quation de Fuchs au sens classique? Le the´ore`me 3.4 re´pond, entre autres, a` cette
question aussi.Je tiens a` noter qu’une formule hypothe´tique propose´e par V.P.Palamodov servait de proble`me
moteur de notre recherche. Il se demande quel ope´rateur diffe´rentiel doit annuler Idx(t). Notre proposition 2.4
fournit une reponse.
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A partir du chapitre 4, notre pre´occupation sera l’e´tablissement d’une estimation par haut de la multiplicite´
des ze´ros de l’inte´grale hyperelliptique. C’est une demarche vers une re´ponse raisonnable au XVIe proble`me
de Hilbert sur le nombre des cycles limites. On prend un hamiltonien polynomial comme (1.1) (ou bien plus
gn´e´ralement H(x, y) = F (x, s′) − yν), et impose la condition que pour chaque valeur critique s
(i)
0 (s
(i)
0 6= s
(j)
0 ,
si i 6= j) F (x, s′) + s
(i)
0 = 0 ait singularite´ du type de Morse i.e. le hessien soit non-de´ge´ne´re´ a` chaque point
critique.
Regardons un polynoˆme
(1.3) PK,m(x, y) =
L∏
i=1
(x− x(i))kiym,
ki ∈ N,m ∈ Z tel que x
(2), · · · , x(L) ne sont pas de points critiques de F (x, s′). Par contre, x(1) peut eˆtre un
point critique de F (x, s′). On note K =
∑L
i=1 ki.
Puisque nous visons a` e´tablir l’estimation de la multiplicite´ des ze´ros de Iω(s), pre´cisons la de´finition de
cette notion.
De´finition 1.1. Si une se´rie convergente pre`s de t = t0 de´finit une fonction multivalue´e dans un secteur
∆θ = {t : |t− t0| < θ} ⊂ C,
f(t) =
∑
ρ∈Q,k∈N
fρ,k(t− t0)
ρ(log(t− t0))
k
cette se´rie s’appelle fonction de Dulac.
Nous disons que une fonction de Dulac a t0 comme ze´ro de multiplicite´ (k1 + 1)([ρ1] + 1) si
ρ1 = {min ρ; fρ,k 6= 0},
k1 = {max k; fρ1,k 6= 0}.
D’ici bas, la notation [ρ] signifie la partie entie`re d’un nombre rationel ρ. Tout au long de cet article, on
comprendra la multiplicite´ des ze´ros de Iω(s) comme celle des ze´ros d’une fonction de Dulac en variable s0.
The´ore`me 1.2. Dans la situation ci-dessus, on conside`re l’inte´grale hyperelliptique IPK,m (s) prise le long d’un
cycle γs = {(x, y) ∈ R
2 : H(x, y) + s0 = 0},
(1.4) IPK,m (s) =
∫
γs
PK,m(x, y)dx,
avec K ∈ N,m ∈ Z. Supposons IPK,m (s) 6≡ 0. Alors on a re´sultats suivants.
i) Si µ pair, la multiplicite´ N des ze´ros de l’inte´grale IPK,m(s) a` l’un des points de ramification t˜ ∈
{s
(1)
0 , · · · , s
(µ)
0 } ve´rifie:
(1.5) N ≤ 2[
K +m+ µ
2
].
ii) Supposons que k1 = 0 dans l’expression (1.3). Alors la multiplicite´ N des ze´ros de l’inte´grale IPK,m(s)
avec µ impair, a` l’un des points de ramification s˜0 ∈ {s
(1)
0 , · · · , s
(µ)
0 } ve´rifie:
(1.6) N ≤ max{µ− 1, 2[
m+ 3
2
]}.
iii) La multiplicite´ N des ze´ros de l’inte´grale IPK,m (t) au point s˜0 6∈ {s
(1)
0 , · · · , s
(µ)
0 } ne de´passe pas µ+K.
Pour e´tablir le the´ore`me, dans un contexte plus ge´ne´ral que celui de l’inte´grale hyperelliptique, nous allons
e´tudier l’inte´grale d’Abel associe´e a` une courbe de´finie par un polynoˆme
(1.1)′ H(x, y) = xµ+1 + sµ−1x
µ−1 + . . .+ s1x− y
ν, µ, ν ≥ 2.
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Si on prend un cycle e´vanescent
(1.2)′ γs ⊂ {(x, y) ∈ R
2 : H(x, y) + s0 = 0}, s = (s0, s
′)
de la courbe et une 1-forme polynomiale ω = P (x, y)dx+Q(x, y)dy, alors il est possible de d’efinir l’int’egrale
d’Abel
Iω(s) =
∫
γs
ω,
d’une fac¸on analogue a` l’inte´grale hyperelliptique. Voir The´ore`me thm51.
Il est facile de de´duire de (1.4), (1.5) que si µ,K,m ≤ n, alors la multiplicite´ des ze´ros N est domine´ par
une fonction line´aire de n. Nos re´sultats, donc, paraissent une ame´lioration des estimations obtenues dans [7]
( la multiplicite´ de chaque ze´ro ≤ n
4+n2−2
2 ) pour autant qu’il s’agisse de l’inte´grale du type (1.4).
L’auteur tient a` remercier L. Gavrilov qui m’a donne´ des cours d’initiation a` ce sujet, S. Yakovenko, J. P.
Franc¸oise, P.Mardesic et D. Novikov de leurs conseils gentils.
2. Les e´nonce´s sur le syste`me de Gauss-Manin associe´ aux singularite´s Aµ
On se souvient ici des re´sultats principaux de [2] concernant les inte´grales d’Abel
(2.1) Kλi (s) =
∫
zi(zµ+1 + sµ−1z
µ−1 + . . .+ s1z + s0)
λdz, i = 0, . . . , µ+ 1.
L’inte´grale (2.1) est un prototype de notre recherche, pour un hamiltonien du type (1.1)′. Notre de´marche
consiste en l’analyse de l’inte´grale (2.1) a` l’aide de l’ope´rateur diffe´rentiel qui l’annule.
Regardons les inte´grales de pe´riodes pour une varie´te´ alge´brique de dimension complexe unX
(µ,ν)
s = {(z, y) ∈
P 2C; yν − F (z, s′) = s0} parame´tre´e par µ parame`tres (s0, . . . , sµ−1) avec
F (z, s′) = zµ+1 + sµ−1z
µ−1 + . . .+ s1z.
Le polynoˆme F (z, s′)+s0 donne une de´formation verselle de la singularite´ Aµ, F (z, 0) = z
µ+1. Remarquons que
rangH1(X
(µ,ν)
s ) = µ(ν−1), et comme base deH1(X
(µ,ν)
s ), on peut choisir xkyℓdx, (0 ≤ k ≤ µ−1, 1 ≤ ℓ ≤ ν−1).
Il est facile de voir que l’action de quasihomoge´ne´ite´ agit sur F (z, s′) + s0 :
τ : (s0, · · · , sµ−1, z)→ (t
µ+1s0, t
µs1, · · · , t
2sµ−1, tz), t ∈ R+.
Etant fixe´ un cycle e´vanescent γs ∈ H1(X
(µ,ν)
s ), on conside`re l’inte´grale de pe´riodes comme celle de´finie le
long d’un cycle Reg(γs) sur C˜x un reveˆtement de C avec ν feuilles. Si on note λ =
ℓ
ν
:
(2.2) Ixiyℓdx,γs(s) = K
λ
i,γs
(s) =
∫
Reg(γs)
zi(F (z, s′) + s0)
λdz, i = 0, . . . , µ+ 1.
Ici Reg(γs) de´note un cycle appele´ re´gularise´, de sorte que l’inte´gration le long de celui-ci soit bien de´finie. Sur
tout il doit eˆtre choisi de fac¸on que K
ℓ
ν
i,γs
(s) soit aux valeurs re´elles pour s ∈ R et γs un cycle e´vanescent re´el.
Il est obtenu en ”gonflant” γs a` l’aide de l’ope´rateur de Leray (voir 4.2. [14]). Dans notre situation Reg(γs)
n’est qu’une somme des lacets doubles de Pochhammer [3]. Graˆce au the´ore`me des re´sidus de Leray [4], on
n’a pas besoin de se soucier de concre´tiser le cycle Reg(γs), lors de l’e´tablissement des e´quations diffe´rentielles
satisfaites par l’inte´grale (2.2). Toutes les inte´grales de´finies par (2.2) satisfont la meˆme e´quation diffe´rentielle
inde´pendante du cycle γs. Donc on e´crira souvent K
λ
i (s) au lieu de K
λ
i,γs
(s) sinon on a besoin de pre´ciser
le cycle d’inte´gration. En queˆte d’une expression concre`te des inte´grales de pe´riodes autour de ses points de
ramification, nous partons de la proposition suivante.
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Proposition 2.1 ([6], [8]). Les inte´grales de pe´riodes Kλ0 (s), . . . , K
λ
µ+1(s) de (2.2) satisfont le syste`me holonoˆme
suivant d’e´quations diffe´rentielles:
(2.3)i
µ−1∑
ℓ=0
sℓ
∂
∂s0
Kλℓ+i +
∂
∂s0
Kλµ+1+i = λK
λ
i , 0 ≤ i ≤ µ− 1,
(2.4)j
µ−1∑
ℓ=1
ℓsℓ
∂
∂s0
Kλℓ+j + (µ+ 1)
∂
∂s0
Kλµ+1+j = −(j + 1)K
λ
j , −1 ≤ j ≤ µ− 1.
Nous avons une repre´sentation matricielle entre les inte´grales:
Σ ·~b = ~a,
ou`
Σ =


s0 s1 · · · sµ−2 sµ−1 0 1 · · · 0 0 0
0 s0 · · · sµ−3 sµ−2 sµ−1 0 · · · 0 0 0
0 0 · · · sµ−4 sµ−3 sµ−2 sµ−1
.
.
. 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
.
0 0 · · · s1 s2 s3 s4 · · · 1 0 0
0 0 · · · s0 s1 s2 s3 · · · 0 1 0
0 0 · · · 0 s0 s1 s2 · · · sµ 0 1
s1 2s2 · · · (µ− 1)sµ−1 0 µ + 1 0 · · · 0 0 0
0 s1 · · · (µ− 2)sµ−2 (µ− 1)sµ−1 0 µ + 1
.
.
. 0 0 0
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
.
.
.
.
· · ·
.
.
.
.
.
.
.
.
.
0 0 · · · s1 2s2 3s3 · · · · · · µ + 1 0 0
0 0 · · · 0 s1 2s2 · · · · · · 0 µ + 1 0
0 0 · · · 0 0 s1 · · · · · · (µ − 1)sµ−1 0 µ+ 1


,
~a =t (λKλ0 , λK
λ
1 , · · · , λK
λ
µ−1, 0,−K
λ
0 ,−2K
λ
1 , · · · ,−µK
λ
µ−1)
~b =t (
∂
∂s0
Kλ0 ,
∂
∂s0
Kλ1 , · · · ,
∂
∂s0
Kλ2µ).
Remarque: ∂
∂si
Kλj (s) =
∂
∂sj
Kλi (s).
Effectivement, 2µ inte´grales de pe´riodes prennent part aux e´quations (2.3), (2.4), au lieu de µ inte´grales. En
les supprimant, on obtient les relations syzygy non-triviales entre µ inte´grales de pe´riodes.
Proposition 2.2. ([2]) Les inte´grales K(s) = t(K0(s), · · · , Kµ−1(s)), s = (s0, · · · , sµ−1) satisfont le syste`me
holonoˆme suivant d’e´quations diffe´rentielles:
(2.5) S
∂
∂s0
K = (L+ V (s2, · · · , sµ−1))K,
ou V (s′) =
=
1
(µ+ 1)2


0 0 0 0 · · · 0 0
0 0 0 0 · · · 0 0
2sµ−1 0 0 0 · · · 0 0
3sµ−2 2 · 2sµ−1 0 0 · · ·
...
...
4sµ−3 3 · 2sµ−2 2 · 3sµ−1 0 · · ·
...
...
...
...
...
. . . · · ·
...
...
(µ− 1)s2 2(µ− 2)s3 3(µ− 3)s4 · · · (µ− 2)2sµ−1 0 0


,
et s′ = (s1, · · · , sµ−1). Les e´lements vi,j de la matrice V (s2, · · · , sµ−1) sont de´termine´s par la re`gle ci-dessous,
(j + 1)vi,j = jvi+1,j+1, v1,j = (j − 1)sµ−j+2, 1 ≤ i ≤ µ− 2, 3 ≤ j ≤ µ.
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La matrice S admet une e´criture comme suit,
S = s0idµ + C(s
′),
avec une matrice polynomiale C(s′) et une matrice diagonale L repre´sentant les poids quasihomoge`nes de formes
diffe´rentielles correspondants a` Kλj (s),
L = diag(λ+
1
µ+ 1
, . . . , λ+
µ
µ+ 1
).
Nous nous servons de la notation ∆µ(s) de´signant un polynoˆme monique en la variable s0, qui peut eˆtre
conside´re´ comme le discriminant du polynoˆme zµ+1 + sµ−1z
µ−1 + . . . + s1z + s0. Il est calcule´ par la matrice
S(s) de la Proposition 2.2,
∆µ(s0, s
′) = det S(s) = det Σ.
De´finition 2.3. On dit que s′ ∈ Rµ−1 appartient a` l’ensemble de bifurcation B ⊂ Rµ−1 si et seulement s’il
existe s0 ∈ C tel que
∆µ(s0, s
′) =
∂
∂s0
∆µ(s0, s
′) = 0.
Si s′ ∈ B l’e´quation F (z, s′) = t posse`de soit des racines mutiples soit des valeurs critiques multiples pour
une certaine valeur de ′′t.′′ L’ensemble B est une varie´te´ alge´brique dans Rµ−1 de codimension 1.
Nous nous rappelons ici une relation de la matrice S avec le champ de vecteurs logarithmiques formule´ par
K.Saito ([12]).
Lemme 2.4. Si on utilise la notation S(s) = (σi,j(s))0≤i,j≤µ−1 , alors les vecteurs ξi, i = 0, · · · , µ− 1 de´finis
comme suit
ξi =
µ−1∑
j=0
σi,j
∂
∂sj
constituent le champ de vecteurs logarithmiques tangent au discriminant D = {∆µ(s) = det S(s) = 0}.
Autrement dit, ξ0, · · · , ξµ−1 forment une base libre de DerCµ(logD) en tant que OCµ− module.
De´monstration
Appliquer le the´ore`me de K.Saito (1.9) [12]. Les vecteurs ξ0, · · · , ξµ−1 forment un syste`me involutif sur
OCµ , i.e. il existe c
k
i,j(s) ∈ OCµ tel que
[ξi, ξj ] =
µ−1∑
k=0
cki,j(s)ξk.
Cette proprie´te´ peut eˆtre de´duit de la formule (2.5). En plus, on a D = {∆µ(s) = det S(s) = 0}. Donc ces
vecteurs satisfont a` la condition du the´ore`me mentionne´ ci-dessus. C.Q.F.D.
En suite nous conside´rons l’inte´grale
(2.2)′ Kλk,x0(s) =
∫
Reg(γs)
x¯k(F (x¯+ x0, s′) + s0)
λdx,
ou` x¯ = x− x0.
Afin d’e´tablir un syste`me analogue a` (2.3)i etc. pour K
λ
k,x0
(s), nous reproduisons le raisonnement depuis la
Proposition 2.1. Tout d’abord, nous avons les relations suivantes au lieu de (2.3)i,
f0(x
0, s′, s0)
∂
∂s0
Kλk+i,x0(s)+
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(2.3)′i +
µ∑
ℓ=1
fℓ(x
0, s′)
∂
∂s0
Kλk+ℓ+i,x0(s) +
∂
∂s0
Kλµ+k+i+1,x0(s) = λK
λ
k+i,x0(s), 0 ≤ i ≤ µ,
avec les polynoˆmes fℓ(x
0, s′) := 1
ℓ! (
∂
∂x
)ℓF (x, s′) |x=x0 , ℓ ≥ 1, et f0(x
0, s′, s0) := F (x, s
′) + s0.
Au lieu de (2.4)j on a,
(2.4)′j
µ∑
ℓ=1
ℓfℓ(x
0, s′)
∂
∂s0
Kλℓ+k+j,x0(s)+(µ+1)
∂
∂s0
Kλµ+k+1+j,x0(s) = −(k+j+1)K
λ
k+j,x0(s), −1 ≤ j ≤ µ−1.
Par la suite une notation simple fℓ remplacera fℓ(x
0, s′).
Avant de formuler l’e´nonce´ sur l’ope´rateur qui annule l’inte´grale Kλ
k,x0
(s), on de´finit le de´terminant d’une
matrice
P(s,
∂
∂s0
) =


p0,0 p0,1 · · · p0,µ−1
p1,0
... · · · p1,µ−1
...
... · · ·
...
pµ−1,0 pµ−1,1 · · · pµ−1,µ−1

 ,
avec les composantes non-commutatives comme suit,
detP(s,
∂
∂s0
) :=
(2.6) =
∑
i0,i1,··· ,iµ−1
sign(i0, i1, · · · , iµ−1)piµ−1,µ−1 · · · pi1,1pi0,0,
pour pi,j = p
1
i,j(s)
∂
∂s0
+ p0i,j(s), avec p
1
i,j(s), p
0
i,j(s) ∈ R[s]. Dans (2.6), l’indice (i0, i1, · · · , iµ−1) parcourt toutes
les permutations de (0, 1, · · · , µ− 1). Par la suite on se servira de la notation ∂
∂s
= ( ∂
∂s0
, · · · , ∂
∂sµ−1
).
Proposition 2.5. i)
L’ope´rateur diffe´rentiel P(s, ∂
∂s
) d’ordre µ de´fini ci-dessous annule l’inte´grale Kλ0 (s),
P(s,
∂
∂s
)Kλ0 (s) = 0,
ou`
P(s,
∂
∂s
) := det(S
∂
∂s0
− L− V (s′))
les matrices S,L, V (s′) sont celles de´finies dans la Proposition 2.2.
ii) L’ope´rateur P
(k)
x0
(s, ∂
∂s
) d’ordre µ + 1 qui annule l’inte´grale Kλk,x0(s) de (2.2) admet la repre´sentation
d’une manie`re analogue a` P(s, ∂
∂s
),
P
(k)
x0
(s,
∂
∂s
)Kλk,x0(s) = 0,
P
(k)
x0
(s,
∂
∂s
) = det(S˜
∂
∂s0
− L˜− V˜ (s′)) +
µ∑
j=1
T˜ ′j(s,
∂
∂s
),
ou` les matrices S˜, V˜ (s′) sont de´finies a` partir de S, V (s′) :
S˜ =

s0 − s˜0 f1(x, s
′) · · · fµ−1(x, s
′) fµ(x, s
′)
0
... S′(s)
0

 .
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L˜ = diag(λ+
k
µ+ 1
, . . . , λ+
k + µ
µ+ 1
).
V˜ (s′) =


0 · · · 0
0
. . .
...
V ′(s′) 0 0

 ,
S′(s) = Bf · S(s) · Cf
avec Bf , Cf ∈ GL(µ,R), et V
′(s′) ∈ End(Rµ−2)⊗R[s′]. Ici, on note s˜0 = −F (x
0, s′). Les ope´rateurs T˜ ′j(s,
∂
∂s
)
d’ordre µ sont de´finis dans (2.9)′ ci-dessous.
Remarque 1. L’ordre de l’ope´rateur P
(k)
x0
(s, ∂
∂s
), e´gal a` µ + 1(> µ), s’explique par l’existence d’un cycle de
plus γ0 qui de´finit Kλ
k,x0
(s). Notons {x(j)}j=1,··· ,µ+1 = {x ∈ C : F (x, s
′) + s0 = 0}. Alors K
λ
0 (s) a ses cycles
e´vanescents γj = {x(j) − x(j−1)}, j = 2, · · · , µ + 1. Par contre Kλk,x0(s) peut eˆtre de´fini le long d’un cycle
x0 − x(1) a` part des cycles e´vanescents associe´s a` Kλ0 (s).
De´monstration de la Proposition 2.5
Preuve de i) Nous notons la relation (2.5) par
P(s,
∂
∂s0
)Kλ(s) = (S
∂
∂s0
− L− V (s′))Kλ(s) = 0.
Notons
P(s,
∂
∂s0
) = (pi,j)0≤i,j≤µ−1
avec les composantes pi,j = σi,j(s)
∂
∂s0
+ p0i,j(s
′). Ici les σi,j(s) sont introduits dans le lemme 2.4. Selon cette
notation, (2.5) s’e´crit
(2.7)j pj,0K
λ
0 (s) + pj,1K
λ
1 (s) + · · ·+ pj,µ−1K
λ
µ−1(s) = 0, 0 ≤ j ≤ µ− 1.
On prend une combinaison des expressions (2.7)j ,
(2.8)
µ−1∑
j=0
sign(j, i1, i2, · · · , iµ−1)piµ−1,µ−1 · · · pi1,1(2.7)j .
Alors il est possible de voir que l’ope´rateur devant Kλ0 (s) doit eˆtre e´gal a` detP(s).
D’autre part, l’ope´rateur devant Kλk (s) est
(2.9)
∑
sign(i0, i1, i2, · · · , iµ−1)piµ−1,µ−1 · · · pikk · · · pi1,1pi0k = 0.
Autrement dit, (2.8) co¨incide avec
det(S
∂
∂s0
− L− V (s′))Kλ0 (s).
Ainsi on a de´montre´ i).
Preuve de ii)
Afin de trouver un ope´rateur P
(k)
x0
(s, ∂
∂s
) annulant Kλk,x0(s), on part de la relation Σ˜ · b˜ = a˜ avec
Σ˜ =


f0 f1 · · · fµ−2 fµ−1 fµ 1 0 · · · 0 0 0
0 f0 · · · fµ−3 fµ−2 fµ−1 fµ 1 · · · 0 0 0
0 0 · · · fµ−4 fµ−3 fµ−2 fµ−1 fµ · · · 0 0 0
0 0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
· · · 1 0 0
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
· · · fµ 1 0
0 0 · · · 0 f0 f1 f2 f3 · · · fµ−1 fµ 1
0 f1 2f2 · · · (µ − 1)fµ−1 µfµ µ + 1 0 · · · 0 0
0 0 f1 · · · (µ − 2)fµ−2 (µ− 1)fµ−1 µfµ µ + 1 0 · · · 0 0
0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0 0
0 0 · · · 0 f1 2f2 · · · (µ − 2)fµ−2 (µ− 1)fµ−1 µfµ µ+ 1 0
0 0 · · · 0 0 f1 · · · (µ − 3)fµ−3 (µ− 2)fµ−2 (µ − 1)fµ−1 µfµ µ+ 1


,
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a˜ =t (λKλk,x0 , λK
λ
k+1,x0 , · · · , λK
λ
k+µ,x0 ,−(k + 1)K
λ
k,x0 ,−(k + 2)K
λ
k+1,x0 , · · · ,−(k + µ+ 1)K
λ
k+µ,x0)
b˜ =t (
∂
∂s0
Kλk,x0 ,
∂
∂s0
Kλk+1,x0 , · · · ,
∂
∂s0
Kλk+µ,x0).
Apre`s des calculs analogues au cas Kλ, pour µ+1 inte´gralesKλ
k,x0
:= t(Kλ
k,x0
, Kλ
k+1,x0 , · · · , K
λ
k+µ,x0), on voit
(2.10) (S˜
∂
∂s0
− L˜′ − V˜ (s′))Kλk,x0 = 0
pour
S˜ =

s0 − s˜0 f1(x, s
′) · · · fµ−1(x, s
′) fµ(x, s
′)
0
... S′(s)
0

 ,
avec S′(s) = Bf ·S(s) ·Cf ou` Bf , Cf ∈ GL(µ,R) dont les composantes sont de´termine´es par les coefficients de
fk(x
0, s′), k = 1, · · · , µ. Les autres matrices sont donne´es comme suit:
L˜ = diag(λ+
k
µ+ 1
, . . . , λ+
k + µ
µ+ 1
),
et
V˜ (s′) =


0 · · · 0
0
. . .
...
V ′(s′) 0 0

 ,
avec V ′(s′) ∈ End(Rµ−2)⊗R[s′]. De (2.10), on de´duit
det(S˜
∂
∂s0
− L˜− V˜ (s′))Kλk,x0(s) +
µ∑
j=1
T˜j(s,
∂
∂s0
)Kλk+j,x0(s) = 0.
Ici, si on note (S˜ ∂
∂s0
− L˜− V˜ (s′)) = (p˜i,j)0≤i,j≤µ, l’ope´rateur devant K
λ
k+j,x0(s) est de´fini comme suit:
(2.9)′ T˜j(s,
∂
∂s0
) :=
∑
sign(i0, i1, i2, · · · , iµ)p˜iµ,µ · · · p˜i1,1p˜i0,j .
L’existence de l’ope´rateur T˜ ′j(s,
∂
∂s
) t.q.
T˜ ′j(s,
∂
∂s
)Kλk,x0(s) = T˜j(s,
∂
∂s0
)Kλk+j,x0(s),
de´coule des relations
(
∂
∂s0
)Kλk+j,x0(s) = (
j∑
i=0
B
(k)
ji
∂
∂si
)Kλk,x0(s), 1 ≤ j ≤ µ− 1,
ou` les B
(k)
ji sont de´termine´s par
j∑
i=0
B
(k)
ji (x¯+ x
0)ix¯k = x¯k+j .
Pour Kλ
k+µ,x0 ,
(
∂
∂s0
)Kλk+µ,x0(s) = [−
µ−1∑
j=0
(Bj(x
0) + sj)
∂
∂sj
+ λ]Kλk,x0(s),
connexion de Gauss-Manin 9
ou` les Bj(x
0) sont t.q.
(x¯+ x0)µ − x¯µ =
µ−1∑
j=0
Bj(x
0)(x¯+ x0)j .
C.Q.F.D.
3. Une version forte du the´ore`me d’isomonodromie
Dans cette section, nous e´tablirons une version forte du the´ore`me d’isomonodromie. Il s’agit de l’invariance
du comportement asymptotique de l’inte´grale Kλk (s0, s
′) (i.e. celle des expopsants caracte´ristiques) pre`s du
point singulier (re´gulier) s0 = s0(s
′) lors de transition le long d’une composante stratifie´e de l’ensemble critique
D = {s ∈ Cµ; ∆µ(s) = 0}. D’apre`s le the´ore`me de Picard-Lefschetz et celui de Brieskorn [4], la monodromie
du syste`me de Gauss-Manin (2.5) est identifie´e a` la monodromie locale de Picard-Lefschetz:
Λ∗,s• : H1(X
(µ,ν)
s ,C)→ H1(X
(µ,ν)
s ,C), s 6∈ D, s
• ∈ D,
qui se re´alise dans GL(µ,C). Ici on de´note par Λ∗,s• l’action du lacet Λ ∈ π1(C
µ \D) autour d’un point s• ∈ D
qui agit sur le groupe d’homologie.
Avant de formuler le the´ore`me, nous pre´cisons la notion des exposants caracte´ristiques.
De´finition 3.1. Soit (s′, t(s′)) ∈ D = {(s′, t) ∈ Cµ;Pm(t, s
′) = 0}, un point du lieu singulier D d’une e´quation
diffe´rentielle du type de Fuchs (cf.[3] ):
(3.1) P (s′, t,
∂
∂s′
,
∂
∂t
) = [Pm(s
′, t)(
d
dt
) + Pm−1(s
′, t,
∂
∂s′
,
∂
∂t
) + · · ·+ P0(s
′, t)]u(s′, t) = 0,
ou`
Pm−j(s
′, t,
∂
∂s′
,
∂
∂t
) =
∑
α∈Nµ−1,0≤|α|≤m−j
Pm−j,α(s
′, t)(
∂
∂s′
)α(
∂
∂t
)m−j−|α|
avec α = (α1, · · · , αµ−1), | α |= α1+ · · ·+αµ−1, (
∂
∂s
)α = ( ∂
∂s1
)α1 · · · ( ∂
∂sµ−1
)αµ−1 . L’ope´rateur du type de Fuchs
P (s′, t, ∂
∂s′
, ∂
∂t
) est dit a` multiplicite´ κ le long de D pre`s du point (s˙′, t(s˙′)) ∈ D, si les conditions suivantes
sont satisfaites pour ses coefficients Pm−j,α(s
′, t). On comprend par t = t(s′) l’e´quation locale de D. D’abord
on demande que la de´composition
Pm(s
′, t) = (t− t(s′))κQm(s
′, t),
ait lieu pre`s de (s˙′, t(s˙′)) avec Qm(s˙
′, t(s˙′)) 6= 0. Deuxie`mement, on suppose que (t − t(s′))κ−j | Pm−j,α(s
′, t)
pour tout 0 ≤ j ≤ κ et α ∈ Nµ−1. Alors il est possible de voir que l’expression suivante donne naisssance a` un
polynoˆme en ρ,
Π0(ρ, s
′) = (t− t(s′))−ρ[P (s′, t,
∂
∂s′
,
∂
∂t
)](t− t(s′))ρ |t=t(s′)
= Qm(s
′)ρ(ρ− 1) · · · (ρ−m+ 1) +Qm−1(s
′)ρ(ρ− 1) · · · (ρ−m+ 2) + · · ·+
(3.2) +Qm−κ+1(s
′)ρ(ρ− 1) · · · (ρ−m+ κ) +Qm−κ(s
′)ρ(ρ− 1) · · · (ρ−m+ κ+ 1),
pour une collection de fonctions semi-alge´briques Qm(s
′), · · · , Qm−κ(s
′).
L’e´quation alge´brique en ρ, Π0(ρ, s
′) = 0 se nomme l’e´quation de´terminante relative de l’ope´rateur P (s′, t,
∂
∂s′
, ∂
∂t
) au point (s′, t(s′)).
Lemme 3.2. Au voisinage de son point singulier re´gulier t = t(s′), le comportement asymptotique des m-
solutions u1(s
′, t), · · · , um(s
′, t) de l’e´quation du type de Fuchs (3.1) est de´te´rmine´ exactement (pas modulo Z)
par les exposants caracte´ristiques de P (s′, t, ∂
∂s′
, ∂
∂t
) a` t = t(s′). Cela veut dire que comme m solutions on peut
prendre
uj,ℓ(s
′, t) ∼ (t− t(s′))ρj (ln(t− t(s′)))ℓ
∑
k≥0
a
(j,ℓ)
k (s
′)(t− t(s′))k, 0 ≤ ℓ ≤ Lj − 1,
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ou` Lj est la multiplicite´ de racine ρj dans l’e´quation de´terminante (3.2),
∑
j Lj = m. En plus a
(j,ℓ)
0 6= 0.
Quant a` de´monstration de cet e´nonce´, ce n’est qu’une modification a` la version en plusieurs variables (une
variable plus plusieurs parame`tres) des re´sultats classiques sur l’e´quation du type de Fuchs. A ce propos, je
renvoie les lecteurs au livre classique de Coddington-Levinson, ou d’Ince qui explique la me´thode de Frobenius.
Avant de formuler le the´ore`me d’isomonodromie, nous e´tablirons ici un lemme et y introduisons la notion de
stratification logarithmique. Notons par DerCµ(logD)(p), p ∈ D le sous-espace vectoriel de l’espace tangent
TpC
µ qui consiste des valeurs δ(p) de vecteurs logarithmiques δ ∈ DerCµ(logD), introduits par K.Saito [12].
Ici δ est un vecteur a` coefficients polynomiaux tangent a` D.
D’abord on de´finit l’ensemble D(i1, · · · , ik+1) comme un sous-ensemble de D sur lequel les (k+1)− vecteurs
logarithmiques ξi1 , · · · , ξik+1 ∈ DerCµ(logD) sont exprime´s par ξj1 , · · · , ξjµ−k−1 avec {j1, · · · , jµ−k−1} = {0,
· · · , µ− 1} \{i1, · · · , ik+1}. C’est a` dire, si s ∈ D(i1, · · · , ik+1), alors il existe des fonctions semi-alge´briques
non nulles Apjℓ(s
′),Apip(s
′) ∈ C[s0(s
′), s′], 1 ≤ p ≤ k + 1, 1 ≤ ℓ ≤ µ− k − 1 t.q.
Apip(s
′)ξip(s) =
µ−k−1∑
ℓ=1
Apjℓ(s
′)ξjℓ(s), 1 ≤ p ≤ k + 1.
sur π(D(i1, · · · , ik+1)). Ici π : C
µ
s → C
µ−1
s′ de´note la projection sur C
µ−1
s′ . En fait A
p
•(s′) sont donne´es par des
mineurs (µ− k − 1)× (µ− k − 1) de S(s0(s
′), s′).
On se place dore´navant dans le comple´ment de l’ensemble de Maxwell du polynoˆme (2.1). L’ensemble de
MaxwellM ⊂ D est l’ensemble des s pour lesquels l’e´quation F (z, s′)+s0 = 0 posse`de plusieurs points critiques
inde´pendants qui donnent la meˆme valeur critique (ex.µ = 3, s0 =
s22
4 , s1 = 0 ). Notons l’ensemble de Maxwell
par M et DM := D \M. L’ensemble de Maxwell lui meˆme est stratifie´.
Lemme 3.3. i) Le point p appartient a` l’ensemble DM (i1, · · · , ik+1) si et seulement s’il existe µ − k − 1
vecteurs line´airement inde´pendants δj1(p), · · · , δjµ−k−1(p) ∈ DerCµ(logD)(p). Cela veut dire que l’ensemble
DM (i1, · · · , ik+1) est de´termine´ uniquement par le nombre µ− k− 1 des vecteurs logarithmiques inde´pendants
sur lui. On note tel ensemble par DM
(k).
ii) On a la structure de stratification comme suit:
DM = D¯M
(0)
⊃ D¯M
(1)
⊃ D¯M
(2)
⊃ · · · ⊃ D(µ−1) = {0}.
L’ensemble D
(k)
M est une strate de codimension un dans D¯M
(k−1)
. A chaque point p de la strate D
(k)
M , on a
rangDer(logD)(p) = µ− k − 1. (La stratification logarithmique de K.Saito, [12].)
iii) La strate D
(k)
M peut eˆtre de´fini par les mineurs (µ− k)× (µ− k) de la matrice S(s).
iv) Si s ∈ D
(k)
M , alors F (z, s
′) + s0 = 0 posse`de une racine d’ordre k + 2.
Remarque 2. Si on prend une strate Mα de l’ensemble de Maxwell et un point sur lui p ∈ Mα, alors
rangDer(logD)(p) > µ− 1− codimDM
α.
De´monstration
Pour de´montrer l’e´nonce´ i), on proce`de par induction. Tout d’abord, par de´finition de D(i1, · · · , ik+1) il
est e´vident que DM (µ− 1) = DM (ℓ), ℓ = 0, · · · , µ− 2. Ensuite supposons que s ∈ DM (µ− 2, µ− 1) ⊂ DM et
montrons que s ∈ DM (i0, i1), pour n’importe quelle paire {i0, i1} ⊂ {0, · · · , µ− 1}. L’hypothe`se s ∈ DM (µ−
2, µ − 1) entraˆine qu’il existe deux collections de fonctions semi-alge´briques non nulles (c0(s
′), · · · , cµ−1(s
′))
∈ C[s0(s
′), s′] et (c′0(s
′), · · · , c′µ−2(s
′), 0)∈ C[s0(s
′), s′] telles que
(3.3) (c0(s
′), · · · , cµ−1(s
′)) · S(s0(s
′), s′) = 0
(3.3)′ (c′0(s
′), · · · , c′µ−2(s
′), 0) · S(s0(s
′), s′) = 0,
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pour s′ ∈ π(DM (µ − 2, µ − 1)). Et il est impossible de trouver de fonctions semi-alge´briques non nulles
(c′′0 (s
′), · · · , 0ˇj1 , · · · , 0ˇj2 , · · · , c′′µ−1(s
′)) telles que
(3.4) (c′′0(s
′), · · · , 0ˇj1 , · · · , 0ˇj2 , · · · , c′′µ−1(s
′)) · S(s0(s
′), s′) = 0,
pour s′ ∈ π(DM (µ − 2, µ − 1)). Il faut remarquer que la dernie`re condition entraˆine qu’aucun de mineurs
(µ− 2)× (µ− 2) de S(s) ne s’annule. Car si pour les indices {k0, · · · , kµ−3}, 0 ≤ k0 < · · · < kµ−3 ≤ µ− 1, les
mineurs (µ− 2)× (µ− 2) s’annulent i.e.
S(
k0,··· ,kµ−3
j3,··· ,jµ
) = 0,
avec {j3, · · · , jµ} = {1, · · · , µ} \{j1, j2}, alors on peut trouver une collection de fonctions comme (3.4).
Revenons a` la condition de de´ge´nere´scence de µ − 1 vecteurs logarithmiques. Pour obtenir une relation
line´aire non-triviale entre ξ0, · · · , ξi0−1, ξi0+1, ξµ−1, il est suffisant de prendre la diffe´rence entre c
′
i0
(3.3) et
ci0(3.3)
′. Il est facile de se convaincre que tous les coefficients c′i0c0 − c
′
0ci0 , · · · , c
′
i0
cµ−2 − c
′
µ−2ci0 , cµ−1c
′
i0
sont non nuls sauf celui correspondant a` ξi0 . Car, sinon, il existe un mineur (µ − 2) × (µ − 2) de´ge´ne´re´ de
S(s) et on est alors dans la situation de (3.4). On a ainsi obtenu l’expression suivante avec certaines fonctions
A1i1(s
′), A1jℓ(s
′) 6= 0,
A1i1(s
′)ξi1 (s0(s
′), s′) =
∑
jℓ 6=i0,i1
A1jℓ(s
′)ξjℓ (s0(s
′), s′),
pour i1 6= i0. Quant a` l’expression semblable pour ξi0 , on prend la diffe´rence entre c
′
i1
(3.3) et ci1(3.3)
′. Ainsi
l’e´nonce´ i) est de´montre´ pour k = 1.
Les de´marches de´mande´es pour accomplir la de´monstration de i) pour la strate de codimension k > 1 sont
analogues a` l’argument ci-dessus.
Bien e´videmment, cette de´marche ne s’applique pas aux strates de Maxwell. Par example la strate ge´ne´rique
M (0) de M est de codimension un dans D, mais il existe µ− 1 vecteurs logarithmiques ξ1, · · · , ξµ−1, qui sont
line´airement inde´pendants sur M (0).
L’e´nonce´ ii) est un corollaire de iii).
La de´monstration de l’e´nonce´ iii) s’appuie sur l’argument suivant. Si un des mineurs k × k de la matrice
S(s) s’annulent au point s ∈ D alors tous les autres mineurs s’annulent aussi a` ce point la`. Par exemple, meˆme
si la strate D(i0, i1) est de´finie par µ−1Cµ−2 mineurs dans D, la codimension de celui-ci dans D est e´gale a` 1.
Cela apparaˆit dans la de´monstration de i). Ainsi la strate D(i0, · · · , ik, ik+1) est un ensemble de la codimension
un de la strate D(i0, · · · , ik).
Par conse´quence de iii), l’e´quation ∆µ(s0, s
′) = det S(s) = 0 posse`de une racine d’ordre (k + 1) s0 = s0(s
′)
sur D
(k)
M , ce qui donne iv) par les re´sultats classiques sur le discriminant. C.Q.F.D.
Maintenant nous sommes susceptibles de formuler le the´ore`me d’isomonodoromie renforce´ pour les ope´rateurs
introduits dans la Proposition 2.5,
P(s,
∂
∂s
) = ∆µ(s)(
∂
∂s0
)µ + Pµ−1(s,
∂
∂s
) + · · ·+ P1(s,
∂
∂s
) + P0(s)
= ∆µ(s)(
∂
∂s0
)µ +
∑
1≤j≤µ
Pµ−j(s)(
∂
∂s0
)µ−j ,
et
P
(ℓ)
x0
(s,
∂
∂s
) = (s0 − s˜0)∆µ(s)(
∂
∂s0
)µ+1 + P
(ℓ)
µ,x0
(s,
∂
∂s
) + · · ·+ P
(ℓ)
1,x0(s,
∂
∂s
) + P
(ℓ)
0,x0(s),
= (s0 − s˜0)∆µ(s)(
∂
∂s0
)µ+1 +
∑
1≤j≤µ+1
∑
α∈Nµ−1,
P
(ℓ)
µ−j+1,α,x0(s)(
∂
∂s′
)α(
∂
∂s0
)µ+1−j−|α|,
pour ℓ ≥ 1.
12 S.Tanabe´
Introduisons une structure stratifie´e du lieu de ramification associe´ a` l’ope´rateur P
(ℓ)
x0
(s, ∂
∂s
). Notamment
nous de´finissons les strates,
D˜
(k)
M := D
(k)
M ∩ {(s0, s
′); s0 = s˜0}, k = −1, 0, 1, ...
D
(k)
M,− := D
(k)
M \ {s0 = s˜0}.
Eventuellement,
D˜
(−1)
M := {s0 = s˜0} \D.
Ici et dans la suite on note s˜0 = −F (x
0, s′).
The´ore`me 3.4. (The´ore`me d’isomonodromie renforce´)
i) L’e´quation de´terminante de l’ope´rateur P(s, ∂
∂s
) est de multiplicite´ constante le long de la strate D
(k)
M .
C’est a` dire au voisinage de chaque point singulier (s0(s
′), s′) ∈ D
(k)
M
Pµ(s) = ∆µ(s) = (s0 − s0(s
′))k+1Qµ,k(s0, s
′)
Pµ−j(s) = (s0 − s0(s
′))k−j+1Qµ−j,k(s0, s
′), 1 ≤ j ≤ k + 1,
pour s′ ∈ π(D
(k)
M ). Ici les polynoˆmes Qµ−j,k(s0, s
′) sont des polynoˆmes de degre´ µ − k − 1 en variable s0 t.q.
Qµ,k(s0, s
′) 6= 0 sur la strate D
(k)
M .
La meˆme de´composition a lieu au point (τµ+1s0, τ
µs1, · · · , τ
2sµ−1), τ > R+.
ii) Pour l’ope´rateur P
(ℓ)
x0
(s, ∂
∂s
), sur la strate D˜
(k)
M , on a la factorisation suivante de ses coefficients:
P
(ℓ)
µ+1,x0(s) = (s0 − s˜0)∆µ(s) = (s0 − s˜0)
k+2Qℓµ+1,k,x0(s0, s
′)
P
(ℓ)
µ−j+1,α,x0(s) = (s0 − s˜0)
k−j+2Qℓµ+1−j,k,α,x0(s0, s
′), 1 ≤ j ≤ k + 2, | α |= 0, 1,
avec Qℓµ+1,k,x0(s0, s
′) 6= 0.
Sur la strate D
(k)
M,−, on a la factorisation suivante pour les coefficients:
P
(ℓ)
µ−j+1,α,x0 (s) = (s0 − s0(s
′))k−j+1Qℓµ+1−j,k,α,x0(s0, s
′), 1 ≤ j ≤ k + 1, | α |= 0, 1,
avec s0(s
′) 6= s˜0 et Q
ℓ
µ+1,k,x0(s0, s
′) 6= 0.
iii) Les exposants caracte´ristiques de l’ope´rateur P(s, ∂
∂s
) au point singulier (s0(s
′), s′) ∈ DM
(k) ⊂ DM ne
changent pas lors de la translation du point (s0(s
′), s′) vers un autre point (s0(t
′), t′) ∈ DM
(k) ⊂ DM le long
de la strate DM
(k) ⊂ DM . D’une fac¸on analogue, les exposants caracte´ristiques de P
(ℓ)
x0
(s, ∂
∂s
) ne changent pas
lors de la translation le long des strates D˜
(k)
M , D
(k)
M,− ⊂ DM .
Remarque 3. C’est un e´nonce´ renforce´ d’une assertion du type suivant: “La repre´sentation du groupe de
monodromie autour du point x dans GL(µ,C) ne change pas lors de la translation le long d’une strate de
l’ensemble critique sur laquelle se trouve le point de de´part x.”
Cette assertion de´coule d’un the´ore`me bien connu de E.Brieskorn (Satz 1, III , [4]) ”La monodromie de
l’ope´rateur diffe´rentiel singulier ∇f,x peut eˆtre identifie´ avec la monodromie locale de Picard-Lefschetz de f(z) =
F (z, s′) ( chez nous F (z, s′) = zµ+1 + sµ−1z
µ−1 + . . .+ s1z) a` x = −s0. ” La version de Picard-Lefschetz par
F.Pham pour l’inte´grand ramifie´ ([9], [14]) permet d’identifier la monodromie de Picard-Lefschetz gene´ralise´e
avec la monodromie de l’ope´rateur diffe´rentiel qui annule les inte´grales correspondantes (i.e. chez nous S ∂
∂s0
−
L − V (s′)). L’invariance des exposants de monodromie le long de la strate µ = const. est connue depuis
Varchenko [13]. Pour autant qu’il s’agisse de l’inte´grale hyperelliptique ge´ne´ralise´e, notre the´ore`me est une
version forte de celui de Varchenko, car nous constatons l’invariance de µ (ou bien µ + 1 ) exposants pour
chaque inte´grale Iω(t), pourtant Varchenko a de´montre´ l’invariance du minimum de ces µ exposants.
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De´monstration du The´ore`me 3.4
D’abord on montre l’e´nonce´ i).
Nous commenc¸ons par l’e´nonce´ sur la multiplicite´ de Pµ−j(s). L’enonce´ sur la multitiplicite´ de Pµ(s) est une
conse´quence immediate de la Proposition 2.5 et du Lemme 3.3. Pour de´montrer l’e´nonce´ pour Pµ−j(s), j > 0,
nous modifions la matrice P(s, ∂
∂s0
) = (S ∂
∂s0
− L − V (s′)) en une autre matrice PI(s, ∂
∂s0
), I = (i1, · · · , ij) ⊂
{0, 1, · · · , µ− 1} dont le iγ−e`me rayon est remplace´ par (0, 0, · · · , 0, 1ˇ
iγ , 0, · · · , 0), γ = 1, · · · , j. D’apre`s la
Proposition 2.5 i) on voit que Pµ−j,0(s,
∂
∂s0
) est une somme de termes d’ordre µ−j des ope´rateurs detPI(s, ∂
∂s0
),
I ∈ { | I |= j; I ⊂ {0, 1, · · · , µ−1}}. Cet argument entraˆine que le coefficient de Pµ−j(s,
∂
∂s0
) peut eˆtre exprime´
par une somme de mineurs (µ− j)× (µ− j) de la matrice S(s).
Puisque S(s) = s0idµ+C(s
′), et rankS(s) = µ−1−k pour s ∈ D
(k)
M , la matrice S(s) est diagonalisable pour
s assez proche de D
(k)
M . L’absence de blocs de Jordan non-triviaux est garanti par le Lemme 2.4. Autrement
dit, il existe une matrice B(s′) ∈ GL(µ,C[s′]) sur π(D
(k)
M ) telle que,
B(s′)−1S(s)B(s′) = diag(s0 − s0,1(s
′), · · · , s0 − s0,1(s
′), s0 − s0,2(s
′), · · · , s0 − s0,µ−k−1(s
′))
ou` s0,i(s
′) 6= s0,j(s
′) si i 6= j, le terme s0 − s0,1(s
′) apparaˆit k + 1 fois.
Evidemment, les mineurs (µ − j) × (µ − j) de la matrice B(s′)−1S(s)B(s′) contiennent le facteur (s0 −
s0,1(s
′))k−j+1 , 0 ≤ j ≤ k + 1. Ici on se souvient de la formule de Binet-Cauchy qui exprime les mineurs p× p
d’une matrice AB au moyen des mineurs p× p des matrices A et B,
S(
i1,··· ,ip
j1,··· ,jp
) =
∑
1≤k1<···<kp≤µ,1≤ℓ1<···<ℓp≤µ
B(
i1,··· ,ip
k1,··· ,kp
)(B−1SB)(
k1,··· ,kp
ℓ1,··· ,ℓp
)(B−1)(
ℓ1,··· ,ℓp
j1,··· ,jp
).
On en de´duit que les mineurs (µ−j)×(µ−j) de la matrice S(s) aussi contiennent le facteur (s0−s0,1(s
′))k−j+1.
Ainsi on a de´montre´
Pµ−j(s) = (s0 − s0,1(s
′))k−j+1(polynoˆme de degre´ µ− k − 1 en s0), 0 ≤ j ≤ k + 1.
Ceci ache`ve la de´monstration de i) pour ℓ = 0.
De´monstration de iii) pour ℓ = 0. Puisque la strate D
(k)
M constitue en plusiers composantes disjointes
la de´monstration sera divise´e en deux e´tapes. Chaque composante est re´tractible par l’action de quasiho-
moge´neie´te´,
(3.5) τ : (s0, · · · , sµ−1)→ (t
µ+1s0, t
µs1, · · · , t
2sµ−1), t ∈ C
×.
Etape 1. Invariance sur une composante.
Supposons que les deux points (s0,1(s
′), s′), (s0,1(t
′), t′) ∈ D
(k)
M a` petite distance ǫ l’un de l’autre.
Graˆce a` l’e´nonce´ i), on a les e´quations de´terminantes correspondant a` ces points (voir (3.2) ):
(3.6) Π0(ρ, s
′) = ρ(ρ− 1) · · · (ρ− µ+ k + 2)Q(ρ, s′),
(3.7) Π0(ρ, t
′) = ρ(ρ− 1) · · · (ρ− µ+ k + 2)Q(ρ, t′),
ou` Q(ρ, s′) un polynoˆme de degre´ (k+1) en ρ. Il est e´vident que les deux e´quations (3.6) et (3.7) posse`dent les
racines communes ρ = {0, 1, 2, · · · , µ− k− 2}. Par contre, chacune a des racines {ρµ−k−1(s
′) ≤ · · · ≤ ρµ−1(s
′)}
et {ρµ−k−1(t
′) ≤ · · · ≤ ρµ−1(t
′)} qui peuvent eˆtre diffe´rentes, mais pour certain petit δ(ǫ) > 0,
(3.8) | ρj(t
′)− ρj(s
′) |< δ(ǫ).
D’apre`s le the´ore`me de E.Brieskorn - F.Pham cite´ ci-dessus (Remarque 3), on sait que
eiρµ−k−1(s
′) = eiρµ−k−1(t
′), · · · , eiρµ−1(s
′) = eiρµ−1(t
′).
C¸a veut dire que le racine ρj(s
′) doit eˆtre a` distance entie`re de ρj(t
′). La continuite´ (3.8) entraˆine l’invariance
des racines eux-meˆmes lors de la transition
(s0(s
′), s′)→ (s0(t
′), t′) ∈ D
(k)
M ,
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i.e.
ρµ−k−1(s
′) = ρµ−k−1(t
′), · · · , ρµ−1(s
′) = ρµ−1(t
′).
Etape 2. Aux points en syme´trie.
L’appartenance d’un point (s′, s0(s
′)) a` D
(k)
M veut dire qu’il existe un polynoˆme q(z − z˙) de degre´ µ− k− 1,
tel que q(0) 6= 0 et
F (z, s′) + s0(s
′) = (z − z˙)k+2q(z − z˙),
pour certain z˙ ∈ C. Graˆce a` la re´traction (3.5) et l’e´tape 1, il suffit de ve´rifier la co¨incidence des exposants
caracte´ristiques a` des points avec s0 = 1 se trouvant sur les diverses composantes.
Notons z˙u = −ω
u, 0 ≤ u ≤ k+1 pour ω = ei
2πi
k+2 . On remarque qu’il existe deux e´critures pour F (z, s′)+ 1
a` ces points i.e.
F (z, s′) + 1 = (z − z˙u)
k+2(qµ−k−1,u(z − z˙u)
µ−k−1 + · · ·+ q1,u(z − z˙u) + q0,u)
= zµ+1 + sµ−1,uz
µ−1 + · · ·+ s1,uz + 1
Si on regarde les de´rive´es ( ∂
∂z
)iF (z, s′), 0 ≤ i ≤ µ + 1 et si on compare les re´sultats de deux expressions
ci-dessus, on obtient des e´quations line´aires entre (q0,u, · · · , qµ−k−1,u) et (s1,u, · · · , sµ−1,u). En re´solvant ces
e´quations, on obtient sj,u = ω
u(µ−j+1)sj,0 et qµ−k−j,u = ω
u(j−1)qµ−k−j,0. Cela veut dire que D
(k) posse`de k+2
composantes connexes qui sont repre´sente´es par
du = (1, s1,u, · · · , sµ−1,u) = (1, ω
uµs1,0, ω
u(µ−1)s2,0, · · · , ω
2usµ−1,0), 0 ≤ u ≤ k + 1.
Parmi les exposants en question, uniquement les k + 1 exposants non-entiers importent car les autres sont
force´ment {0, 1, · · · , µ − k − 2} pour tous les du. Donc, en vertu de la Proposition 2.5, afin de comparer les
exposants aux points du, 0 ≤ u ≤ k + 1, il suffit de comparer ρ
(i)
u des inte´grales ci-dessous
I(i)u (t) =
∫
Reg(δi,u(t))
(F (z, s′) + 1− t)λdz ∼ v
(i)
0,ut
ρ(i)u (1 +O(t
1
k+2 )).
Ici δi,u(t) le cycle e´vanescent qui converge vers z˙u lorsque t → 0, 1 ≤ i ≤ k + 1. On peut supposer que
δi,u(t) = ω
u · δi,0(t). Pour analyser les exposants ρ
(i)
u , faisons le changement de variable analytique z → Zu pre`s
de z = z˙u
Zu = w1,u(z − z˙u) +
∑
i≥2
wi,u(z − z˙u)
i
tel que F (z, s′) + 1 = Zk+2u . Ceci est possible vu que
1
(k + 2)!
(
∂
∂z
)k+2−jF (z˙u, s
′) = δ0,jq0,u.
Alors
I(i)u (t) =
∫
Reg(δ˜i,u(t))
(Zk+2u − t)
λ(
∂Zu
∂z
)−1dZu ∼
∑
j≥0
v
(i)
j,ut
λ+ 1+j
k+2 ,
ou` δ˜i,u(t) est l’image du cycle δi,u(t) par le changement du variable z → Zu.
Il faut remarquer que les coefficients du changement du variable wi,u sont des fonctions quasihomoge`nes de
q0,u, · · · , qµ−k−j,u. Notamment
wi,u(τ
µ−k−1q0,u, τ
µ−k−2q1,u, · · · , τqµ−k−2,u) = τ
−iwi,u(q0,u, · · · , qµ−k−2,u).
On peut de´duire de la quasihomoge´ne´ite´,
wi,u(q) = ω
−uiwi,0(q).
Par conse´quence, les coefficients du de´veloppement de I
(i)
u (t) aussi satisfont la relation analogue:
v
(i)
j,u = (ω
u)βiv
(i)
j,0,
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pour certain β ∈ Q. Ce dernier entraˆine que
(ρ(1)u , · · · , ρ
(k+1)
u ) = (ρ
(1)
0 , · · · , ρ
(k+1)
0 )
pour tous les u, 1 ≤ u ≤ k + 1.
Ceci ache`ve la de´monstration de l’e´tape 2.
Le cas P
(ℓ)
x0
(s, ∂
∂s
), ℓ ≥ 1. Pour voir que le terme d’ordre maximal µ+ 1 de l’ope´rateur P
(ℓ)
x0
(s, ∂
∂s
) est e´gal
a` (s0 − s˜0)∆µ(s), il suffit de remarquer dans la Proposition 2.5, ii),
detΣ˜ = (F (x0, s′) + s0)∆µ(s) = (s0 − s˜0)∆µ(s).
On peut voir d’apre`s la construction de l’ope´rateur P
(ℓ)
x0
(s, ∂
∂s
) que la longueur de l’indice | α | prend uniquement
les deux valeurs 0 et 1. La partie det(S˜ ∂
∂s0
− L˜− V˜ (s′)) produit les ope´rateurs avec α = 0, pourtant les T˜ ′r(s,
∂
∂s
)
produisent ceux avec α = ei = (0, · · · , 0, 1ˇ
i, 0, · · · , 0). Une e´galite´ evidente se de´duit de la meˆme Proposition,
{ mineurs (j × j) de S′(s)} = { mineurs (j × j) deS(s)}, 1 ≤ j ≤ µ+ 1.
Donc, le raisonnement sur la multiplicite´ du facteur (s0 − s0,1(s
′))k−j+1 dans les coefficients P˜
(ℓ)
µ−j,0,x0(s), est
paralle`l a` celui de Pµ−j .
Quant a` la multiplicite´ de P˜
(ℓ)
µ−j,ei,x0
(s), elle est de´termine´e par les coefficients de T˜ ′r(s,
∂
∂s
) i.e. ceux de
l’ope´rateur T˜r(s,
∂
∂s0
) introduit dans (2.9)’. De cette de´finition il est possible de voir que
P˜
(ℓ)
µ−j,ei,x0
(s) = (s0 − s0,1(s
′))k−j+1(polynoˆme de degre´ µ− k − 1 en s0), 1 ≤ j ≤ k + 1,
sur la strate D
(k)
M .
C’est a` dire, un point de (s′, s0(s
′)) ∈ D
(k)
M appartient a` la strate D˜
(k)
M = D
(k)
M ∩ {s0 = s˜0} si et seulement
si (s0 − s˜0)
k−j+2 | P
(ℓ)
µ−j+1,α,x0(s
′, s0) pour s
′ t.q. s0(s
′) = s˜0, et 1 ≤ j ≤ k + 1. Le re´sultat sur la strate D
(k)
M,−
s’en de´duit aussi imme´diatement.
Quant a` l’e´nonce´ ii), il suffit d’e´crire de nouveau l’e´quation de´terminante comme (3.6), (3.7), et appliquer
le meˆme argument. C.Q.F.D.
Remarque 4. i) Soit s0 = s˜0 = −F (x
0, s′) un point singulier de l’ope´rateur P
(ℓ)
x0
(s, ∂
∂s
) t.q. (s′, s˜0) ∈ D
(−1)
M .
En de´pit de la pre´sence de singularite´s, pour ∆j = ξ
(j) − ξ(j−1), j = 2, · · ·µ + 1, un cycle e´vanescent de
F (x, s′)+s0 = 0, K
λ
k,x0,∆j
(s) est holomorphe au point s0 = s˜0. Autrement dit, K
λ
k,x0,γj
(s) ne se ramifie qu’aux
µ points de DM . Cela de´coule du fait que l’indice d’intersection entre le cycle γ
0 introduit dans Remarque 1
iii) et γj est e´gal a` 0.
ii) Si on obtient ρ1, · · · , ρµ+1 comme exposants caracte´ristiques de P
(ℓ)
x0
(s, ∂
∂s
) a` s0 = s0(s
′), il existe un
cycle γi ∈ H1(X
(µ,ν)
s ,C), tel que∫
Reg(γi)
(x − x0)k(F (x, s′) + s0)
λdx ∼
∑
j≥0
a
(k)
i,j (s0 − s0(s
′))ρi+j .
4. Calcul des exposants caracte´ristiques
De`s qu’on a e´tablit le the´ore`me d’isomonodromie (The´ore`me 3.4) le long des stratesD
(k)
M,−, D˜
(k)
M il est possible
de calculer l’e´quation de´terminante des exposants pour s′ ∈ D
(k)
M,− etc. a` l’autre point s
′• ∈ D
(k)
M,− etc. pour
lequel le calcul se facilite. Le lieu de ramification de l’inte´grale Kλ0 (s) est simplement stratifie´ par les strates
D
(k)
M,−. Quant a` K
λ
k,x0,γ
(s), son lieu de ramification a des strates D
(k)
M,−, D˜
(k)
M . De`s que on a pose´ la condition
que F (x, s′) de (1.1) n’ait que la singularite´ du type de Morse, on se restreint aux strates de types D
(0)
M,−, D˜
(0)
M
qui peuvent eˆtre represente´es par les points suivants:
(s0, s1, 0, · · · , 0) ∈ D
(0)
M,−, , s1 6= 0,∆µ(s0, s1, 0, · · · , 0) = 0,
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(s0, 0, s2, 0, · · · , 0) ∈ D˜
(0)
M , , s2 6= 0,∆µ(s0, 0, s2, 0, · · · , 0) = 0.
Ici on remarque que (s0, 0, s2, 0, · · · , 0) appartient a` l’ensemble de bifurcation si µ est impair. Ce cas sera donc
exclu dans les calculs suivants.
La propostion ci-dessus sert de base a` l’analyse asymptotique de l’inte´grale Kλ
k,x0
(s) pre`s de ses points de
ramification. Par la suite on notera Kλk (s) = K
λ
k,0(s), avec x
0 = 0.
Proposition 4.1. L’inte´grale de pe´riodes Kλ0 (s0, s1, 0, · · · , 0) (note´ desormais K
λ
0 (s0, s1)) satisfait l’e´quation
du type de Fuchs de degre´ µ.
(4.1). [
µ−1∏
j=0
(ϑs0 − ℓj + j − λ) +
s1
µ+ 1
ψµ]Kλ0 (s0, s1) = 0
En revanche, les inte´grales Kλk (s0, s1), de´finies paralle`lement a` K
λ
0 (s0, s1), satisfont les e´quations suivantes:
(4.2) [(ϑs0 − ℓk−1 + µ− 1− λ)
µ−1∏
j=0
(ϑs0 − ℓk+j + j − λ) +
s1
µ+ 1
ψµ(ϑs0 − k − 1− λ)]K
λ
k (s0, s1) = 0.
Supposons µ = 2m+ 2. Alors les ope´rateurs diffe´rentiels qui annulent Kλj (s0, 0, s2, 0), 0 ≤ j ≤ µ− 1, sont
d’ordre (µ+ 1) :
S0,j−1(ϑs0 + µ− 1− j, λ)T0,m−1(ϑs0 +m− j + 1, λ)Sj,m(ϑs0 − j, λ)(ϑs0 − (λ+
µ
µ+1 )
+ µ− 1− j)K2j(s0, 0, s2, 0)
(4.3)2j,o = (
2s2
ν + 2
)2φ2m+1(ϑs0 − (λ+
1
2
+ j))K2j(s0, 0, s2, 0),
T0,j−1(ϑs0 + ν − j, λ)S0,m−1(ϑs0 +m− j + 1, λ)Tj,m(ϑs0 −m,λ)(ϑs0 − (λ+
µ−1
µ+1 )
+ µ− j − 2)K2j+1(s0, 0, s2, 0)
(4.3)2j+1,o = (
2s2
µ+ 1
)φ2m+1(ϑs0 − (λ+ j +m+
3
2
))K2j+1(s0, 0, s2, 0).
Ici on a adopte´ la notation
ϑs0 = s0
∂
∂s0
, ψ = −
µ
µ+ 1
s1
∂
∂s0
, φ = −
µ− 1
µ+ 1
s2
∂
∂s0
, ℓj =
j + 1
µ+ 1
.
Sα,β(X,λ) =
∏β
ℓ=α(X − (λ+
−(µ−1)ℓ+1
µ+1 )),
Tα,β(X,λ) =
∏β
ℓ=α(X − (λ+
2−(µ−1)ℓ
µ+1 )).
De´monstration Le principe du calcul s’appuie soit sur la Proposition 2.4, soit sur un calcul pareil a` celui
de [1], Prop. 2.2, 2.4. Voir aussi [2].
Il est facile de voir qu’un changement des variables,
t0 =
s0
µ
, t1 = −
s1
µ+ 1
,
transforme les e´quations dans une e´criture plus le´ge`re des e´quations (4.1), (4.2).
(4.1)′. [
µ−1∏
j=0
(ϑt0 − ℓj + j − λ)− t
µ+1
1 (
∂
∂t0
)µ]Kλ0 (t0, t1) = 0
(4.2)′. [(ϑt0 − ℓk−1 + µ− 1− λ)
µ−1∏
j=0
(ϑt0 − ℓk+j + j − λ)−
tµ+11
µ+ 1
(
∂
∂t0
)µ(ϑt0 − k − 1− λ)]K
λ
k (t0, t1) = 0
Ici on a note´ Kλk (t0, t1), les inte´grales de pe´riodes, apre`s le changement de variables ci-dessus (un abus de
notation).
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En suite, on calcule les exposants caracte´ristiques des e´quations (4.1)′, (4.2)′ a` leurs points singuliers.
D’abord on de´termine les points singuliers de ces e´quations. Dans ce but regardons le symbole principal
des ope´rateurs.
On remarque facilement
le symbole principal de (4.1)’ est(tµ0 − 1)σ(
∂
∂t0
)µ
le symbole principal de (4.2)’ est t0(t
µ
0 − 1)σ(
∂
∂t0
)µ+1
si on fixe t1 a` une valeur non nulle convenablement choisie. Donc les points singuliers re´guliers de (4.1)’ =
{1, ω, ω2, · · · , ωµ−1,∞}, celles de (4.2)’ = {0, 1, ω, ω2, · · · , ωµ−1,∞} avec ω = e
2πi
µ . Graˆce a` la remarque 4 i),
l’inte´grale Kλk,γ(t0, t1) se ramifie hors de {t0 = 0} pour γ le cycle e´vanescent en question.
Proposition 4.2. Les exposants caracte´ristiques de (4.1)’ au point singulier t0 = ω
j , 0 ≤ j ≤ µ − 1, (corre-
spondant a` un point de la strate D
(0)
M,−) sont comme suit:
ρ = 0, 1, · · · , µ− 2,
1
2
+ λ.
Les exposants caracte´ristiques de (4.2)’ au point singulier t0 = ω
j , 0 ≤ j ≤ µ− 1, (correspondant a` D
(0)
M,−):
ρ = 0, 1, · · · , µ− 1,
1
2
+ λ.
Au point t0 = 0,
ρ = 0, 1, · · · , µ− 1, λ+ k + 1.
Au point singulier t0 = +∞,:
ρ =
µj − (k + 1)
µ+ 1
− λ, 0 ≤ j ≤ µ.
Les exposants sont range´s de sorte que leur somme soit e´gale a` µ(µ+1)
2
2 (relation de Riemann-Fuchs).
Les exposants caracte´ristiques de (4.3)2j,o au point singulier t0 = 0,(correspondant a` D˜
(0)
M ) :
ρ = 0, 1, · · · , 2m,λ+ j +
1
2
.
Les exposants caracte´ristiques de (4.3)2j+1,o au point singulier t0 = 0,(correspondant a` D˜
(0)
M ) :
ρ = 0, 1, · · · , 2m,λ+ j +m+
3
2
.
De´monstration
La preuve s’appuie sur les calculs formels d’apre`s les e´quations (4.1)′, (4.2)′, (4.3) et la de´finition des
exposants caracte´ristiques.
Pour obtenir l’e´quation relative de (4.2)′ aux points t = t0 = ω
j , il faut savoir compter les exposants
caracte´ristiques de l’ope´rateur
(ϑt + α0) · · · (ϑt + αµ)− ∂
µ
t (ϑt + γ)
= t(tµ − 1)∂µ+1t + [(
µ(µ+ 1)
2
+ α0 + · · ·+ αµ)t
µ − γ − µ]∂µt + des termes de bas ordre.
La seconde e´galite´ de´coule des formules:
(ϑt + α0) · · · (ϑt + αµ) = t
µ+1∂µ+1t + (
µ(µ+ 1)
2
+ α0 + · · ·+ αµ)t
µ∂µt + · · ·
∂µt (ϑt + γ) = (ϑt + γ + µ)∂
µ
t .
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En appliquant la de´finition 3.1, on obtient l’e´quation relative
ρ(ρ− 1) · · · (ρ− µ+ 1)(µ(ρ− µ) +
µ(µ+ 1)
2
+
µ∑
j=0
αj − γ − µ) = 0.
Afin de s’adapter a` (4.2)′, on met αj =
µ
µ+1j−λ−
k+1
µ+1 , 0 ≤ j ≤ µ−1, αµ = −λ+µ−1−
k
µ+1 , γ = −λ−k−1.
En somme on obtient les exposants caracte´ristiques e´nonce´s.
D’une fac¸on analogue, on calcule les exposants caracte´ristiques de (4.1)′ a` t = ωj a` l’aide de
(ϑt + α0) · · · (ϑt + αµ−1)− ∂
µ
t
= (tµ − 1)∂µt + (
µ(µ− 1)
2
+ α0 + · · ·+ αµ−1)t
µ−1∂µ−1t + des termes de bas ordre.
Dans ce cas l’e´quation relative est
ρ(ρ− 1) · · · (ρ− µ+ 2)(µ(ρ− µ+ 1) +
µ(µ− 1)
2
+
µ−1∑
j=0
αj) = 0.
Tous les autres cas se de´duisent imme´diatement de (4.3). C.Q.F.D.
L’e´nonce´ suivant de´coule d’un re´sultat classique de Picard [10], [9].
Proposition 4.3. i) Soit ∆j le cycle e´vanescent qui correspond a` la valeur critique t = ω
j de l’inte´grale Kλ0 (t).
Soit ∆j+1 un autre cycle tel que 〈∆j ,∆j+1〉 6= 0. Alors la matrice de monodromie de Picard-Lefschetz autour
du point singulier t0 = ω
j , s’e´crit sous la forme suivante:
(4.4)
[
Kλk,∆j(e
2πi(t− t0) + t0)
Kλk,∆j+1(e
2πi(t− t0) + t0)
]
=
[
e2π(λ+
1
2 )i 0
e2π(λ+
1
2 )i 1
] [
Kλk,∆j (t)
Kλk,∆j+1(t)
]
,
Pour les inte´grales de (4.2)′, (4.3)2j,o, (4.3)2j+1,o la matrice de monodromie autour du point t = 0 s’e´crit comme
(4.4).
ii) On a comportement asymptotique pre`s de t = ωj comme suit.
Si λ+ 12 /∈ Z
(4.5) Kλk,∆j(t) = Ak(t− t0)
λ+ 12 (1 + hol(t− t0)),
Kλk,∆j+1(t) = Ak(t− t0)
λ+ 12 (1 + hol(t− t0)) + hol(t− t0),
avec Ak 6= 0.
Si λ+ 12 ∈ Z, on a le comportement asymptotique (4.5) pour K
λ
k,∆j
(t), et
(4.6) Kλk,∆j+1(t) = Ak(t− t0)
λ+ 12 log(t− t0)(1 + hol(t− t0)) + hol(t− t0).
iii) Pour µ pair, on a comportement asymptotique pre`s de t = 0 comme suit.
Si k pair et λ+ 12 /∈ Z,
(4.7) Kλk,∆j (t) = Akt
λ+ 1+k2 (1 + hol(t)),
Kλk,∆j+1(t) = Akt
λ+ 1+k2 (1 + hol(t)) + hol(t).
Si k impair et λ+ 12 /∈ Z,
(4.8) Kλk,∆j(t) = Akt
λ+µ+k2 (1 + hol(t)),
Kλk,∆j+1(t) = Akt
λ+µ+k2 (1 + hol(t)) + hol(t).
Dans les cas ou` λ+ 12 ∈ Z, il faut modifier le de´veloppement asymptotique de K
λ
k,∆j+1
(t) comme dans (4.6).
connexion de Gauss-Manin 19
5. De´monstration du The´ore`me 1.2
Ici on de´montre le the´ore`me suivant qui implique immediatement le the´ore`me 1.2, si on met ν = 2.
The´ore`me 5.1. Dans la situation ci-dessus, on conside`re l’inte´grale hyperelliptique IPK,m (s) prise le long d’un
cycle γs = {(x, y) ∈ R
2 : H(x, y) + s0 = 0},
(5.1) IPK,m (s) =
∫
γs
PK,m(x, y)dx,
avec K ∈ N,m ∈ Z. Supposons IPK,m (s) 6≡ 0. Alors on a re´sultats suivants.
i) Si µ pair, la multiplicite´ N des ze´ros de l’inte´grale IPK,m(s) a` l’un des points de ramification t˜ ∈
{s
(1)
0 , · · · , s
(µ)
0 } ve´rifie:
(5.2) N ≤ 2[
m
ν
+
K + µ
2
].
ii) Supposons que k1 = 0 dans l’expression (1.3). Alors la multiplicite´ N des ze´ros de l’inte´grale IPK,m(s)
avec µ impair, a` l’un des points de ramification s˜0 ∈ {s
(1)
0 , · · · , s
(µ)
0 } ve´rifie:
(5.3) N ≤ max{µ− 1, 2[
m
ν
+
3
2
]}.
iii) La multiplicite´ N des ze´ros de l’inte´grale IPK,m (t) au point s˜0 6∈ {s
(1)
0 , · · · , s
(µ)
0 } ne de´passe pas µ+K.
Pour de´montrer le The´ore`me 5.1, il faut de´ja` quelques lemmes e´le´mentaires. Les notations sont celles des
chapitres pre´ce´dents.
Lemme 5.2. Soient x(2), · · · , x(L) les points non-critiques de l’application x → F (x, s′). Alors l’e´galite´ suiv-
ante a lieu entre les deux inte´grales
IPK,m(x,y),Γ(s) = ((
∂
∂s0
)−1
∂
∂f1(x(2), s′)
)k2 · · · ((
∂
∂s0
)−1
∂
∂f1(x(L), s′)
)kLI(x−x(1))k1ym,Γ(s).
Ici
∂
∂f1(x(i), s′)
=
1
| grads′f1(x(i), s′) |
µ−1∑
j=1
∂
∂sj
f1(x
(i), s′)
∂
∂sj
,
et
f1(x
(i), s′) =
∂
∂x
F (x, s′) |x=x(i) .
Ou` l’action de ( ∂
∂s0
)−1 sur la fonction de Dulac de´finie par l’expansion asymptotique pre`s du point s0 = x dans
un secteur simplement connexe du plan complexe Cs0 est donne´e d’une fac¸on suivante:
(
∂
∂s0
)−1[(s0 − x)
ρ(
∑
j≥0
aj(s0 − x)
j)] = (s0 − x)
ρ(
∑
j≥0
aj
ρ+ j + 1
(s0 − x)
j+1).
De´monstration
On a le de´veloppement analogue a` (2.3)′ en (x − x(i)),
F (x, s′) = (x− x(i))µ+1 +
µ∑
ℓ=1
fℓ(x
(i), s′)(x− x(i))ℓ + F (x(i), s′).
De celui-ci, il est facile de voir
∂
∂f1(x(i), s′)
∫
Γ
(x− x(1))k1(F (x, s′) + s0)
λdx =
∂
∂s0
∫
Γ
(x− x(i))(x − x(1))k1 (F (x, s′) + s0)
λdx, i = 2, 3, · · · .
De ce dernier, on de´duit la relation de´sire´e. C.Q.F.D.
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Lemme 5.3. Si l’inte´grale I(x−x(1))k1ym,Γ(s) admet un de´veloppement asymptotique pre`s du point de ramifi-
cation s0 = s0(s
′), (s′, s0(s
′)) ∈ D
(0)
M ,
I(x−x(1))k1ym,Γ(s) ∼
∑
j≥0
a
(k1)
j (s
′)(s0 − s0(s
′))ρ+j +
∑
j≥0
a
(k1)
j,1 (s
′)(s0 − s0(s
′))ρ+j log(s0 − s0(s
′)),
avec a
(k1)
0 (s
′) ·a
(k1)
0,1 (s
′) 6= 0 sur la strate D
(0)
M,− (ou D
(0)
M,1 ), alors de´veloppement asymptotique ci-dessous a lieu:
I(x−x(1))k1 (x−x(i))ym,Γ(s) ∼
∑
j≥0
a
(k1)
i,j (s
′)(s0 − s0(s
′))ρ+j +
∑
j≥0
a
(k1)
i,j,1(s
′)(s0 − s0(s
′))ρ+j log(s0 − s0(s
′)),
avec a
(k1)
i,0 (s
′) · a
(k1)
i,0,1(s
′) 6= 0, sur la strate D
(0)
M,− (ou D˜
(0)
M ).
De´monstration
D’apre`s le Lemme 5.2, on a de´veloppement asymptotique suivant:
((
∂
∂s0
)−1
∂
∂f1(x(i), s′)
)I(x−x(1))k1ym,Γ(s)
∼ a
(k1)
0 (s
′)(−
∂
∂f1(x(i), s′)
s0(s
′))(s0 − s0(s
′))ρ + a
(k1)
0,1 (s
′)(−
∂s0(s
′)
∂f1(x(i), s′)
)(s0 − s0(s
′))ρ log(s0 − s0(s
′))+
+
1
ρ+ 1
(
∂
∂f1(x(i), s′)
a
(k1)
0 (s
′))(s0 − s0(s
′))ρ+1 + · · · .
Donc l’e´nonce´ de´sire´ est re´duit a` l’ine´galite´,
∂
∂f1(x(i), s′)
s0(s
′) 6= 0.
Il est facile de voir que ∂
∂f1(x(i),s′)
, conside´re´ comme un champ de vecteur dans Cµs , ne peut pas eˆtre un
champ de vecteurs logarithmique i.e. ∂
∂f1(x(i),s′)
6∈ DerCµs (log D). Cela de´coule du fait que les e´le´ments de
DerCµs (log D) sont a` coefficients polynomiaux quasihomoge`nes (voir la Proposition 2.2, le lemme 2.4) avec des
poids quasihomoge`nes positifs, par contre ∂
∂f1(x(i),s′)
est a` coefficients constants de poids negatif. C’est- a` -dire
que le vecteur normal a` la surface s0 = s0(s
′) (i.e. D
(0)
M ) dans C
µ
s n’est pas normal a`
∂
∂f1(x(i),s′)
. On en de´duit
que
1
| grads′f1(x(i), s′) |
< (0, f1(x
(i), s′)), (1, grads′s0(s
′)) >=
∂
∂f1(x(i), s′)
s0(s
′) 6= 0.
C.Q.F.D.
En re´pe´tant l’argument du Lemme 5.3, pour chaque point de ramification (s′, s0(s
′)) ∈ D
(0)
M , on obtient
l’e´nonce´ suivant. On notera dans la suite la strate D
(0)
M ∩ {(s
′, s0); s0 = −F (x
(1), s′)} par D
(0)
M,1. C’est une
strate analogue a` D˜
(0)
M .
Proposition 5.4. La multiplicite´ des ze´ros de I(x−x(1))k1ym,Γ (s) 6≡ 0 est e´gale a` celle des ze´ros de l’inte´grale
IPK,m(x,y),Γ(s) a` chaque point de ramification de la strate D
(0)
M,− ou D
(0)
M,1, si x
(2), · · · , x(L) ne sont pas des
points critiques de F (x, s′).
Pour savoir le comportement asymptotique de l’inte´grale I(x−x(1))k1 ···(x−x(L))kLym,Γ(s) pre`s de la strate D
(0)
M ,
il suffit de savoir celui de I(x−x(1))k1ym,Γ(s).
5.2. De´monstration du The´ore`me 5.1
Pour estimer la multiplicite´ des ze´ros de IPK,m(x,y),Γ(s), d’abord on estime les exposants caracte´ristiques
aux points de ramification de la strate D
(0)
M , a` l’aide de la Proposition 4.2 et de la Proposition 5.4. Dans le
cas ou` IPK,m(x,y),Γ(s) est holomorpe a` s0 = s
(j)
0 pour un certain j, notre argument d’estimation ci-dessous est
toujours valable. Ici on conside`re le cas du nombre maximal (= µ) de points de ramification.
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La contribution maximale ρ des exposants caracte´ristiques a` chaque point est classifie´e comme suit.
I) cas µ pair
Au point s0 = s
(1)
0 , correspondant au point de la strate D
(0)
M,1,
si k1 pair ρ =
m
ν
+ k1+12 .
si k1 impair ρ =
m
ν
+ k1+µ2 .
A chaque point s0 = s
(i)
0 , i = 2, · · ·µ, correspondant au point de la strate D
(0)
M,−, ρ =
m
ν
+ 12 .
II) cas µ impair
Dans ce cas la`, on ne sait que des exposants caracte´ristiques au point de la strate D
(0)
M,1, dont le maximum
est toujours e´gal a` ρ = m
ν
+ 12 .
D’apre`s la De´finition 1.1 et la Proposition 5.4, la multiplicite´ N des ze´ros de l’inte´grale peut eˆtre e´stime´ par
2ρ si ρ ∈ Z et par [ρ] + 1 si ρ /∈ Z.
De la liste ci-dessus se de´duit imme´diatement l’e´nonce´ i), ii) du The´ore`me 5.1.
Quant a` l’e´nonce´ iii), on utilise le fait que I(x−x(1))kym,Γ(s) satisfait une e´quation diffe´rentielle aux sin-
gularite´s re´gulie`res de degre´ µ + 1, P
(k)
x(1)
(s, ∂
∂s
) (voir la Proposition 2.5, ii)). Cela veut dire que les ex-
posants caracte´ristiques de P
(k)
x(1)
(s, ∂
∂s
) au point hors discriminant D doivent eˆtre {0, 1, · · · , µ} ou` la solu-
tion I(x−x(1))kym,Γ(s) est holomorphe. D’autre part, le lemme 5.2 implique que l’exposant caracte´ristique de
IPK,m(x,y),Γ(s) est supe´rieur d’au plus k2+ · · ·+kL ≤ K a` celui de I(x−x(1))kym,Γ(s). D’ou` vient l’e´nonce´ de´sire´.
C.Q.F.D.
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