Abstract. We consider a special class of generalized Paley graphs over finite fields, namely the Cayley graphs with vertex set Fqm and connection set the nonzero (q ℓ + 1)-th powers in Fqm , as well as their complements. We explicitly compute the spectrum of these graphs. As a consequence, the graphs turn out to be (with trivial exceptions) simple, connected, nonbipartite, integral and strongly regular of (negative) Latin square type. As applications, on the one hand we solve Waring's problem over F m q for the exponents q ℓ + 1, for each q and for infinite values of ℓ and m. We obtain that the Waring's number g(q ℓ + 1, q m ) = 1 or 2, depending on m and ℓ, thus tackling some open cases. On the other hand, we construct infinite towers of Ramanujan graphs in all characteristics.
Introduction
Given a graph Γ of n vertices, λ is an eigenvalue of Γ if it is an eigenvalue of its adjacency matrix A(Γ). The spectrum of the graph Γ is the spectrum of A(Γ) counted with multiplicities (a multiset). Let λ 1 ≥ · · · ≥ λ n be the eigenvalues of Γ and let d i = m(λ i ) denotes the multiplicity of λ i . If n Γ is the number of distinct eigenvalues, it is usual to denote the spectrum by
now with λ 1 > λ 2 > · · · > λ n Γ . Two graphs are said isospectral if they have the same spectrum. Some structural properties of a graph Γ can be read off from its spectrum. In fact, if Γ is kregular then λ 1 = k. Furthermore, Γ is connected if and only if d 1 = 1 and it is bipartite if and only if −k = λ n . We will denote byλ i andd i = m(λ i ) the eigenvalues and multiplicities of the complementary graphΓ, respectively.
A graph Γ is said to be integral if Spec(Γ) ⊂ Z. Generically, there are few integral graphs: the set of all k-regular connected integral graphs with fixed k is finite for every k ( [8] ); also, in [1] it is shown that only a small fraction of the graphs of n vertices, namely less than or equal to 2 n(n−1)/2−n/400 , have integral spectrum. As it is expressed in that paper, integral graphs "play an important role in quantum networks supporting the so-called perfect state transfer".
A k-regular simple connected graph is said to be Ramanujan if ( 
1.1) λ(Γ) := max
Ramanujan graphs is an active area of research; see for instance the recent works of LeSander, Bordenabe et al, Marcus-Spielman-Srivastava among many others, as well as the classic ones from Lubotzky et al, etc. The aim of this paper is to construct infinite families of integral, non-bipartite, Ramanujan graphs. This goal is achieved by considering a subclass of generalized Paley graphs over arbitrary finite fields. They will also have the extra property of being strongly regular graphs of (negative) Latin square type. We remark that from a non-bipartite integral Ramanujan graph Γ, one can obtain a bipartite integral Ramanujan graph simply by considering the "double" of Γ, namely Γ ⊗ K 2 .
Outline and results. In Section 2 we consider a family of Cayley graphs Γ q,m (ℓ) = X(F q m , S ℓ ) where S ℓ is the set of nonzero (q ℓ + 1)-th powers in F * q m with ℓ, m integers satisfying 0 ≤ ℓ < m. They form a subclass of the generalized Paley graphs. When m ℓ = m/(m, ℓ) is odd, the family includes complete graphs K q m when q is even and classic Paley graphs P (q m ) when q is odd. In the case m ℓ even, the graphs turn out to be generalized Paley graphs (as defined in [19] ), with particular parameters. We focus on the case m ℓ even and show that it is enough to take ℓ | m. Hence, we consider the family We determine when these graphs are simple or directed and their regularity degrees (Proposition 2.5). We also study the structure of the lattice of subgraphs for q m fixed (Proposition 2.8).
Section 3 is devoted to the computation of the spectra of these graphs. It turns out that this depends on some exponential sums associated to quadratic forms related to the powers x q ℓ +1 . Thus, we first recall quadratic forms Q(x) of m variables over finite fields F q and their invariants. Then, in Lemma 3.1 we compute the exponential sums T Q,a in (3.4). For quadratic forms Q γ,ℓ (x) = Tr q m /q (γx q ℓ +1 ), γ ∈ F * q m , we recall the known distribution of ranks and types due to Klapper. Using all these facts, in Theorem 3.5 we compute the spectrum Spec(Γ q,m (ℓ)) of the graphs, obtaining explicit expressions for the eigenvalues and their multiplicities. For ℓ = m 2 there are 3 distinct eigenvalues, while there are only 2 in the case ℓ = m 2 . In both cases the eigenvalues are integers. Knowing the spectrum explicitly allows us to give some structural properties of the graphs. This is done in the next section, where we also consider the familyḠ q,m of complementary graphs. In Proposition 4.3 we compute the spectra of the complementary graphs, which are also integral. Next, in Proposition 4.6, we show that all the graphs considered are non-bipartite (except for Γ 2,2 (1) = 2K 2 ,Γ 2,2 (1) = C 4 = K 2,2 )), mutually non-isomorphic and non-isospectral and connected (except when ℓ = m 2 ), in which case it is a sum of copies of a complete graph, i.e. . Furthermore, we compute the number of closed walks of length r for any r and the number of spanning trees of these graphs (Corollaries 4.7 and 4.8).
All the graphs considered turn out to be strongly regular graphs, this is the topic of Section 5. For the graphs Γ q,m (ℓ) andΓ q,m (ℓ) we give the parameters srg(v, k, e, d) as strongly regular graphs (Proposition 5.1) as well as their intersection arrays (Corollary 5.3). In Theorem 5.4 we show that the connected graphs Γ q,m (ℓ) in G q,m (i.e. ℓ = m 2 ) are of latin square type or negative latin square type, depending on the parity of 1 2 m ℓ . Being strongly regular graphs they have diameter δ = 2 and girth g = 3. We also study some other classic invariants. We compute or give bounds (Proposition 5.5) for the chromatic, independence and clique numbers χ(Γ), α(Γ), w(Γ), the the isoparametric constant h(Γ) and the vertex and edge connectivities κ(Γ) and λ 2 (Γ).
In the next section we consider transitivity matters for the graphs. We give a subgroup of automorphisms obtained by composing affine maps with the Frobenius automorphism of the field. We prove that the graphs Γ q,m (ℓ) are arc-transitive (Proposition 6.2) and that ifΓ q,m (ℓ) is arc-transitive then Γ q,m (ℓ) is a rank-3 graph (Proposition 6.5).
In Section 7, as a quite unexpected consequence, we obtain the answer to the Waring's problem for finite fields in some open cases. More precisely, we prove that the Waring number for powers of the form q ℓ + 1 is exactly
(or else g(q ℓ + 1, 2 m ) = 1 if m ℓ is odd), meaning that every element in F q m can be written as a sum of at most two (q ℓ + 1)-th powers. That is, for a ∈ F q m there exists x, y ∈ F * q m such that a = x q ℓ +1 + y q ℓ +1 .
In the last section, we focus on the property of being Ramanujan. In Theorem 8.1 we show that Ramanujan graphs in the family G q,m can only happen in characteristics 2 and 3. Moreover, we construct 3 infinite families of Ramanujan graphs (with different degrees of regularity) over F 2 , F 3 and F 4 . In Tables 1-3 we give the the parameters and the spectrum of the first 3 graphs in each of the families. The first graph in each family are Γ 2,4 (1) = srg(16, 5, 0, 2) which is the Clebsch graph, the Brouwer-Haemers graph Γ 3,4 (1) = srg(81, 20, 1, 6) and Γ 4,4 (1) = srg(256, 51, 2, 12). On the other hand, every graph inḠ q,m is Ramanujan (Theorem 8.5). Finally, in Proposition 8.6 we give an expression for the Ihara's zeta function Z Γ (u) of the graphs, and in Example 8.7 we compute Z Γ (u) for the Clebsch and the Brouwer-Haemers graphs.
Generalized Paley graphs
Given a group G and a subset S ⊂ G (called the connection set) the Cayley graph Γ = X(G, S) is the digraph with vertex set G where two elements g, h ∈ G form an edge pointing from g to h if g −1 h ∈ S (h − g ∈ S if G is abelian), hence without multiple edges. If the identity e G / ∈ S then Γ has no loops. If S is symmetric, that is S = S −1 (or S = −S for G abelian), then Γ is simple (undirected edges). In this case, Γ is k-regular with k = |S|. Actually, it is vertex-transitive. Finally, Γ is connected if and only if S is a generating set of G.
For instance, the cyclic and complete graphs in n-vertices are Cayley graphs: C n = X(Z n , {1}) and K n = X(Z n , Z n {0}). Another interesting example are the Paley graphs
We have that P (q m ) is simple if q m ≡ 1 mod 4 and directed if q m ≡ 3 mod 4.
2.1. The graphs Γ q,m (ℓ). We will next consider a family of Cayley graphs Γ q,m (ℓ) which will turn out to be a generalization of the graphs K q m and P (q m ). Definition 2.1. Let q = p s be a prime power with s ≥ 1, m ∈ N and ℓ ∈ N 0 . Consider the set (2.1) S q,m (ℓ) = {x q ℓ +1 : x ∈ F * q m } of (q ℓ + 1)-th powers in F * q m . When q and m are understood, we will simple write S ℓ in place of S q,m (ℓ). Considering F q m additively, we define the Cayley graph
We will denote the set of edges of Γ q,m (ℓ) by E q,m (ℓ), or simply by E ℓ . Notice that it is enough to consider 0 ≤ ℓ ≤ m − 1 since x q m −1 = 1 implies that S km+ℓ = S ℓ for every k.
The following result, whose proof is elementary, will be used in the sequel.
Lemma 2.2. Let m and ℓ be integers and q a prime power. Then,
where v 2 (m) stands for the 2-adic valuation of m.
We now study the basic properties of S ℓ . We will use the notation
for integers m, ℓ throughout the paper. Lemma 2.3. Let m, ℓ be non-negative integers. The subset S ℓ , defined in (2.1), is a multiplicative subgroup of F * q m and we have:
. Since the subgroup generated by α (q m −1, q ℓ +1) has the same order than S ℓ , and every cyclic group of order n has a unique subgroup of order d for each d | n, we get that
implies that m and m ℓ are even. Conversely, if m ℓ is even then m is even and v 2 (m) > v 2 (ℓ). Thus, by Lemma 2.2 we have that (q m − 1, q ℓ + 1) = q (m,ℓ) + 1 if m ℓ is even for any q and (q m − 1, q ℓ + 1) = 2 (resp. 1) if m ℓ odd for q odd (resp. even). Hence,
x ∈ F * q m } = S 0 for m ℓ odd, depending on whether q is even or odd respectively, and thus the result follows.
We now give conditions for the symmetry of S ℓ .
Lemma 2.4. Let S ℓ = S q,m (ℓ) be as in (2.1). Then, S ℓ is symmetric if and only if −1 ∈ S ℓ . Moreover, we have: (a) If q is even, then S ℓ is symmetric for every m and ℓ. (b) If q is odd, then S ℓ is symmetric if m ℓ is odd and q m ≡ 1 mod 4 or else if m ℓ is even.
In these cases, Γ q,m (ℓ) is a simple graph.
Proof. Clearly, 1 ∈ S ℓ , so if S ℓ is symmetric then −1 ∈ S ℓ . On the other hand, if there is some y ∈ F * q m satisfying y q ℓ +1 = −1, then we have −x q ℓ +1 = x q ℓ +1 y q ℓ +1 = (xy) q ℓ +1 ∈ S ℓ for any x ∈ F * q m , and thus S ℓ is symmetric. In even characteristic S ℓ = −S ℓ , since −x = x for every x ∈ F * q m , showing (a). To prove (b), let q be odd and m ≥ 1, ℓ ≥ 0 integers. If m ℓ is odd, then S ℓ = S 0 = {x 2 : x ∈ F * q m } by the previous lemma. In this case, −1 is a square in F q m if and only if q m ≡ 1 mod 4. Now, suppose that m ℓ is even. As in the proof of Lemma 2.3 we have S ℓ = α q (m,ℓ) +1 for any primitive element α of F q m . Therefore, it suffices to prove that there is some y ∈ F * q m such that y q (m,ℓ) +1 + 1 = 0. We claim that 2(q (m,ℓ) + 1) | q m − 1. In fact, we have that q m − 1 = (q m−1 + · · · + q 2 + q + 1)(q − 1) and since q (m,ℓ) + 1 and q − 1 are coprime then q (m,ℓ) + 1 | q m−1 + · · · + q 2 + q + 1. Also, since q is odd we have 2 | q − 1. Thus, 2(q (m,ℓ) + 1) | q m − 1. Hence, there exists some positive integer t such that q m − 1 = 2t(q (m,ℓ) + 1). Let y = α t . Note that y 2(q (m,ℓ) +1) = 1, and hence y q (m,ℓ) +1 = ±1. Since α is a primitive element, the order of y is 2(q (m,ℓ) + 1). Thus, we have y q (m,ℓ) +1 = −1. In this way, S ℓ = −S ℓ as we wanted to see.
Summing up, we have the following desciption of the graphs considered. Proposition 2.5. For q a prime power and 0 ≤ ℓ ≤ m − 1 we have
Thus, Γ q,m (ℓ) is simple, except in the case ℓ = 0 and q ≡ 3 mod 4. Also, Γ q,m (ℓ) is k-regular, with k = q m − 1,
, respectively.
Proof. By Lemma 2.3, if m ℓ is odd, then Γ q,m (ℓ) is the complete graph K q m when q is even and it is the Paley graph P (q m ) when q is odd. By Lemma 2.4, Γ q,m (ℓ) is a simple graph, except in the case q ≡ 3 mod 4 with m ℓ odd. The remaining assertion follows from Lemma 2. k ) as defined in [19] , with k = q ℓ + 1. By Theorems 1.2 and 2.2 in [19] , the graph
is connected if and only q ℓ + 1 is not a multiple of If one attempts to generalize the construction of the graphs Γ q,m (ℓ) in an obvious way, we still get the same graphs (see Remark 3.2).
2.2. Subgraphs and lattices. We now study conditions on the parameters q i , m i , ℓ i , i = 1, 2, such that Γ q 1 ,m 1 (ℓ 1 ) is a subgraph of Γ q 2 ,m 2 (ℓ 2 ); and, in particular, when
The case in (ii) holds if and only if m | M . Thus, we study the case in (i). In the previous notations we have the following.
Proof. For the first equivalence, since S L is a subgroup of S ℓ , the order |S L | divides the order
. Since m ℓ , m L are even and both ℓ and L divides m, we have (q m − 1, q ℓ + 1) = q ℓ + 1 and (q m − 1, q L + 1) = q L + 1, by Lemma 2.2, and hence
For the second equivalence, if q ℓ + 1 divides q L + 1, being polynomials in q, there exist some k such that
The alternation of signs implies that k is odd. Conversely, Let L = kℓ with k odd, then
We now give necessary and sufficient conditions for Γ q,m 1 (ℓ 1 ) to be a subgraph of Γ q,m 2 (ℓ 2 ). , hence p 1 = p 2 = p and r 1 m 1 = r 2 m 2 . The equality S 1 = S 2 between the connection sets is {x (2) , Γ q,12 (3) and Γ q,12 (6) are non-isomorphic (Γ q,12 (4) is excluded because m 4 = 3 is odd). We have Γ q,12 (6) ⊂ Γ q,12 (2) and Γ q,12 (3) ⊂ Γ q,12 (1).
(ii ) For m = 30, the non-isomorphic graphs are Γ q,30 (1), Γ q,30 (3), Γ q,30 (5) and Γ q,30 (15) where we have ruled out Γ q,30 (10), Γ q,30 (6) and Γ q,30 (2) . We have
(iii ) If m = 2p t , with p odd and t ≥ 1, then we have the chain of t non-isomorphic (sub)graphs
Remark 2.10. If p, r, ℓ, m are non-negative integers, with p prime and ℓ | m, then
The first equality says that we can restrict ourselves to the case of m, ℓ coprime by taking
The second equality implies that we can always take the simplest connection set S 1 = {x q+1 : x ∈ F q }.
The lattice (poset) of divisors of m, that we denote by Λ(m), together with Proposition 2.8, induce a lattice structure on a subset of G q,m in (2.4) which, since q is fixed, we will denote by Λ(G(m)). We will see that this structure is rather simple. We will use the notations
m d is odd}. Proposition 2.11. Let m = 2 t r with r odd. The lattice Λ(G(m)) is empty if m odd while if m is even it is isomorphic to t copies of the lattice of divisors of r. More precisely, Λ(G(r)) = ∅ for t = 0 and, if ∪ denotes disjoint union,
has t connected components and hence it is connected if and only if t = ν 2 (m) = 1.
Proof. First note that Λ e (m) = Λ( 
If r = p is a prime, the result in (2.7) is clear, and hence Λ(2 t−1 r) = Λ(r) ∪ 2Λ(r) ∪ · · · ∪ 2 t−1 Λ(r). The case of m = 2 t p k is a little bit more involved. The general result in (2.7) follows by induction on the number of primes of r. We leave the details to the reader.
The spectra of generalized Paley graphs
It is well known that the spectrum of a Cayley graph Γ = X(G, S), with G a commutative group, is determined by the characters of G. More precisely, each character χ of G induces an eigenvalue of Γ = X(G, S) by the expression
When we consider the graphs Γ q,m (ℓ), the sums (3.1) will be exponential sums associated to certain quadratic forms determined by the trace function and the exponent q ℓ + 1.
Quadratic forms and exponential sums.
More generally, any function Q : F q m → F q can be identified with a polynomial of m variables over F q via an isomorphism F q m ≃ F m q of F q -vector spaces. Such Q is said to be a quadratic form if the corresponding polynomial is homogeneous of degree 2. The minimum number of variables needed to represent Q as a polynomial in several variables is a well defined number r and it is called the rank of Q. Two quadratic forms
Fix Q a quadratic form from F q m to F q and ξ ∈ F q we consider the number
We will abbreviate N Q = N Q (0) = # ker Q. It is a classic result that quadratic forms over finite fields are classified in three different equivalent classes. This classification depends on the parity of the characteristic (see for instance [17] ). But in both characteristics, there are 2 classes with even rank and one of odd rank. In the case of even rank, it is usual to say that Q is of type I or III, but it will be convenient for us to call them of type 1 or −1, respectively. For even rank, the number N Q (ξ) does not depend on the characteristic and it is given as follows
where ν(0) = q − 1 and ν(z) = −1 if z ∈ F * q . Thus, we will use the notation
if Q is of type ±1 and we will call this sign the type of Q.
For Q as before and a ∈ F * q we will need the following exponential sum
p . When a = 1 we will abbreviate T Q = T Q,1 . We next give the values of T Q,a in the case of even rank.
Lemma 3.1. If Q be a quadratic form of m variables over F q of even rank r. Then, T Q = 0 and
Proof. Since r is even, by (3.3) we have
On the other hand, note that for any a ∈ F q fixed, χ a (y) = ζ Tr q/p (ay) p with y ∈ F q is a character of F q . Thus, by the orthogonality of the characters we get, using (3.4) , that
where ζ p = e 2πi p . Therefore, by equating the two previous expressions for N Q we arrive at
or |T Q | = 0 (see [11] for q odd, [18] for q even). Now, notice that Q a (x) := aQ(x), with a ∈ F * q , is a quadratic form of the same rank of Q(x), that is r Qa = r Q = r. Thus,
q . Now, by (3.5) and triangular inequality, we have
Since equality holds in the triangular inequality we have that T Q = T Q,a for every a ∈ F * q . By (3.5), we must have that T Q = ε Q q m− r 2 , as we wanted.
Trace forms. A whole family of quadratic forms over F q in m variables are given by
where R(x) is a q-linearized polynomial over F q ; usually called trace forms.
Remark 3.2. If one considers two q-linearized polynomials S(x), R(x) in (3.6), the function Q S,R (x) = Tr q m /q (S(x)R(x)) also gives a quadratic form. If we take monomials, say S(
We are interested in the case when R(x) is the monomial γx q ℓ with ℓ ∈ N, γ ∈ F * q m , i.e.
The next theorems, due to Klapper, give the distribution of ranks and types of the family of quadratics forms
In the sequel, we will need the following notation For q odd, consider the following sets of integers ∈ Y q,m (ℓ) then Q γ,ℓ is of type −1 and has rank m.
where q = 4t + 1. Hence K n is always integral and P (q) is integral for q a square q = p 2m . We are now in a position to compute the spectra of the graphs Γ q,m (ℓ) in the family G q,m . 
where ε ℓ = (−1) 
Proof. (a) We know that
, by Lemma 2.3. Now, the character group F q m of the abelian group (F q m , +) is cyclic generated by the canon-
where ζ p = e 2πi p , and p is the characteristic of F q . That is, every character χ of F q m is of the form
By (3.1) the eigenvalues of Γ are of the form χ γ (S ℓ ) = y∈S ℓ χ γ (y). In this way, for γ ∈ F q m , by (3.11) and (2.1), since every x q ℓ +1 ∈ S ℓ is obtained by q ℓ + 1 different elements in F q m we have
That is to say, if Q γ,ℓ (x) is the quadratic form defined in (3.7), we have
Thus, by (3.4) and taking into account the contribution of x = 0, we have
where T Q γ,ℓ is the exponential sum given in (3.4).
By (3.12), the eigenvalues of Γ are given by the different values that T Q γ,ℓ can take. If γ = 0, then Q 0,ℓ = 0 and by (3.4) we have that T Q = q m , obtaining the eigenvalue
For the other eigenvalues, first note that by Theorems 3.3 and 3.4, since m ℓ is even, the quadratic form Q γ,ℓ has even rank r for every γ and also r takes only two values, r ∈ {m, m−2ℓ}. By Lemma 3.1, we have that
By parts (a) and (b) of Theorems 3.3 and 3.4, if ε ℓ = (−1)
Taking into account the two possible values of r and the two signs in (3.13), we have that the eigenvalues of Γ are exactly the given ones in (3.10).
It remains to compute the multiplicities of the eigenvalues. First, since the eigenvalue k ℓ is obtained from Q 0,ℓ (x) = 0 and we have that
and µ Let us see that M 1 = M 2 = k ℓ , and thus the multiplicities of the eigenvalues are as in the statement. Notice that if M, N, s 1 , s 2 are non negative integers such that M | N and
∈ N we have that q ℓ + 1 | q m − 1. Thus, taking M = q ℓ + 1 and Note
and multiplying this congruence by q ℓ , since q ℓ ≡ −1 mod q ℓ + 1, we get that Γ q,m (ℓ) has integral spectrum, and the result follows.
Notice that if we take ℓ = 0 in (3.10), with the convention ε 0 = 1, we get the spectrum of the Paley graphs. 
We now give some relations on the eigenvalues and on the parameters of Γ q,m (ℓ). Denote by e ℓ the cardinality of the edge set E q,m (ℓ) of Γ q,m (ℓ).
Corollary 3.7. Let k ℓ , υ ℓ and µ ℓ be the eigenvalues of Γ q,m (ℓ) ∈ G q,m as given in (3.10). We begin by showing that for ℓ = m 2 the graphs are disjoint union of copies of complete graphs and hence their complements are complete multipartite graphs. We recall that the complete kpartite graph K k×m is the graph whose vertex set is partitioned into k independent sets of cardinal m, and there is an edge between every pair of vertices from different independent sets. is uniquely determined by their spectrum (see for instance [9] ), implying that both graphs are the same. The remaining assertion is clear.
We now show thatΓ q,m (ℓ) is the union of q ℓ different Cayley graphs, all mutually isomorphic to Γ q,m (ℓ). Let α be a primitive element of F q m . Then we have the cosets
Denote by Γ 
q,m note that the field automorphism T j (x) = α j x sends S ℓ to α j S ℓ and preserves edges, i.e. if x − y ∈ S ℓ then T j (x) − T j (y) = α j (x − y) ∈ α j S ℓ .
Note that for ℓ = 0 we haveΓ q,m (0) = Γ We now compute the spectra ofΓ q,m (ℓ) in terms of that of Γ q,m (ℓ). 
, with corresponding multiplicities 1, q ℓ k ℓ and k ℓ , where k ℓ , υ ℓ are eigenvalues of Γ q,m (ℓ) as given in Theorem 3.5 and ε ℓ = (−1) Let us see that q ℓ | Spec(Γ q,m (ℓ)). Proof. Since q ℓ and q ℓ + 1 are coprime, (4.1) implies that q ℓ dividesk ℓ ,ῡ ℓ andμ ℓ . Also, by (3.10) we havek ℓ = q ℓ k ℓ andμ ℓ = q ℓ υ ℓ . Finally, note that q ℓ ῡ ℓ q ℓ + μ ℓ q ℓ = −1, from which the result follows.
As a direct consequence of the Theorem 3.5, we will show that all the graphs considered are non-bipartite and primitive (connected with connected complement), with trivial exceptions. For ℓ = m 2 the graphs are primitive. In the next section we will also show that they are strongly regular graphs. Proposition 4.6. Both G q,m andḠ q,m are finite families of mutually non-isomorphic and nonisospectral graphs. Moreover: (c) The graphs Γ q,m (ℓ) andΓ q,m (ℓ) are non-bipartite since −k is not an eigenvalue, unless q = m = 2 and ℓ = 1. In these cases we have Spec(
1 } (we write two ones to stress the fact that k = 1 and µ = 1 correspond to different eigenvectors) and
For a graph Γ, the number w r (Γ) of closed walks of length r in Γ and the number t(Γ) of spanning trees of Γ, can be expressed in terms of the spectrum. We now compute, in two corollaries, these numbers for the graphs Γ q,m (ℓ) and their complements. Corollary 4.7. We have that
2)
where k = k ℓ , υ = υ ℓ , µ = µ ℓ andk =k ℓ ,ῡ =ῡ ℓ ,μ =μ ℓ are the eigenvalues of Γ q,m (ℓ) and Γ q,m (ℓ), respectively. In particular, k | w r (Γ q,m (ℓ)) andk | w r (Γ q,m (ℓ)).
Proof. It is well known that the number of closed walks of length r is given by the r-th moment sums w r (Γ) = λ r 1 + · · · + λ r n . Thus, by Theorem 3.5, we get w r (Γ q,m (ℓ)) = k r ℓ + q ℓ k ℓ υ r ℓ + k ℓ µ r ℓ for ℓ = Note that w r (Γ q,m (ℓ)), w r (Γ q,m (ℓ)) are multiples of the regularity degrees k,k, respectively. This is due to the fact that, being vertex-regular, the graphs are also walk-regular. Corollary 4.8. We have that
where k = k ℓ , υ = υ ℓ and µ = µ ℓ are the eigenvalues of Γ q,m (ℓ).
Proof. It is well known that if Γ is connected and regular then, by Kirchkoff's theorem, t(Γ) = 1 n θ 2 · · · θ n where 0 ≤ θ 1 ≤ · · · ≤ θ n are the Laplace eigenvalues of Γ (see for instance [9] ). Since
Using Theorem 3.5, after some routine but tedious calculations we get the first expression in
is not connected, hence it has no spanning trees. To prove (4.4) we proceed similarly as before, now using Proposition 4.3.
Example 4.9. Consider the graph Γ = Γ 2,4 (1) and its complementΓ = Γ 2,4 (1). Their eigenvalues are {5, 1, −3} and {10, 2, −2}, respectively. Using the previous corollaries we will compute the number of triangles and spanning trees of these graphs. By (4.2), the number of triangles
Hence, the girth of Γ is g(Γ) ≥ 4. Also, △(Γ) = 
Strongly regular graphs and Latin squares
A strongly regular graph with parameters v, k, e, d, denoted srg(v, k, e, d), is a k-regular graph with v vertices such that for any pair of vertices x, y the number of vertices adjacent (resp. nonadjacent) to both x and y is e ≥ 0 (resp. d ≥ 0). These parameters are tied by the relation
Strongly regular graphs are in particular distance regular graphs and have diameter δ = 2 if d = 0.f For instance, the complete graphs K n are srg(n, n − 1, n − 2, 0) for n ≥ 3. Also, Paley graphs P (q m ) with q m ≡ 1 mod 4 are strongly regular with parameters
so they belong to the half case, i.e. with parameters (4t + 1, 2t, t − 1, t) for some t.
Spectrum. The spectrum of strongly regular graphs is well understood. Every strongly regular graph Γ = srg(v, k, e, d) has 3 eigenvalues given by The condition for Γ = srg(v, k, e, d) to be Ramanujan (see (1.1)) is
Note that if e = d then λ Therefore, strongly regular graphs with e = d are trivially integral, non-bipartite and Ramanujan graphs. The smallest examples are: the triangular graph T (6), the Shrikhande graph and the complement of the Clebsch graph with parameters (15, 8, 4, 4), (16, 6, 2, 2) and (16, 10, 6, 6 ), respectively. In [26] , Stanica considered a Boolean function f : F n 2 → F 2 and the associated
f (x) = 1}). He proves that Γ f is a strongly regular graph with the property e = d if and only if f is bent. Thus, {Γ f | f : F n 2 → F 2 bent} n∈N is an infinite family of integral non-bipartite strongly regular Ramanujan graphs over F 2 with e = d. In Section 8 we will construct infinite families of integral non-bipartite strongly regular Ramanujan graphs having e = d over any field. 
Notice that any Paley graph is self-complementary. We now give the parameters for the graphs in G q,m andḠ q,m . Proposition 5.1. All the graphs Γ q,m (ℓ) ∈ G q,m andΓ q,m (ℓ) ∈Ḡ q,m are strongly regular.
In particular, G q,m ∩Ḡ q,m = ∅. . To compute e and d note that by (5.3) we have
where λ ± 2 are the non-trivial eigenvalues υ ℓ and µ ℓ in Theorem 3.5. Solving for e and d in the above expressions we get the parameters for Γ q,m (ℓ). The parameters of the complementary graph follows from (5.6). Is is straightforward to check that (5.4) holds if and only of ℓ = 0.
(b) It is known that aK n = srg(an, n−1, n−2, 0) and K a×n = srg (an, (a−1)n, (a−2)n, (a−1)n) . The result follows by taking a = n = q m 2 , except for Γ 2,2 (1) since the parameters (4, 1, 0, 0) has no sense.
The remaining assertion is clear after some straightforward computations. srg(16, 10, 6, 6 ), respectively.
(ii ) By taking ℓ = 0 in (5.7) we recover the parameters in (5.2) for Paley graphs.
(iii ) In [21] , primitive strongly regular graphs are classified into 3 classes. If Γ = srg(n, k, e, d) and Γ is not the Clebsch graph or its complement (Γ 2,2 (1),Γ 2,2 (1)) then:
where f, g are the multiplicities of the non-trivial eigenvalues. It is easy to check that all the graphs Γ q,m (ℓ) andΓ q,m (ℓ) -with (q, m, ℓ) = (2, 2, 1)-satisfy condition (a) strictly.
The connected strongly regular graphs, being distance regular graphs of diameter δ = 2, have intersection arrays of the form {b 0 , b 1 ; c 1 , c 2 }. For every i = 0, 1, 2 and every pair of vertices x, y at distance i, the intersection numbers are defined by 
where k = k ℓ , d = d ℓ and e = e ℓ are given in Proposition 5.1.
Proof. We know that Γ = srg(v, k, e, d) is primitive for ℓ = m 2 . Since Γ = srg(v, k, e, d) is connected with δ = 2, its intersection array is {k, k − e − 1; 1, d}. In fact, it is clear that b 0 = k and c 1 = 1. Let x, y be vertices of Γ. Thus, if d(x, y) = 1, then
. SinceΓ is also connected with diameter 2, its intersection array is {k,k −ē − 1; 1,d}. Now, since v − 2k + e = (v − k + 1) − (k − e + 1), by using (5.1) and (5.6) we get the desired result.
Latin square type graphs. For the definitions and results in this subsection we refer to [5] . A strongly regular graph Γ is geometric if it is the point graph of a partial geometry pg(s, t, α). In this case, Γ has parameters srg((s + 1)(st + α)/α, (t + 1)s, s − 1 + t(α − 1), (t + 1)α).
A graph is pseudo-geometric if it has the above parameters.
We now show that the connected graphs Γ q,m (ℓ) in G q,m are of (negative) Latin square type. Proof. Let Γ = Γ q,m (ℓ) with 0 < ℓ < m 2 and ℓ | m. Note that the regularity degree of Γ equals the multiplicity of a non-trivial eigenvalue, by (a) of Theorem 3.5. Thus, Γ is of pseudo or negative Latin square type (PL or NL) or is a conference graph (see Proposition 8.14 in [5] ). Let r, s be the non-trivial eigenvalues and put u = r − s. Since Γ is not a conference graph, by (a) in Proposition 5.1, then Γ is a pseudo Latin square graph with k = −s(u − 1) and parameters
or a negative Latin square graph with parameters
the point graph of a partial geometry pg(s, t, α) with α = t or t + 1. We know that s is integer and it is clear that s = υ ℓ < −1. By (3.10) and (5.7), expression (5.9) takes the form
After some computations one can check that this inequality holds for every ℓ ≤ m 4 , but this is always true since m ℓ is even in this case.
5.2.
Invariants. For Γ a graph in our families, we now give give the values (or bounds) of some classical invariants such as: the diameter δ(Γ) and the girth γ(Γ), the independence α(Γ), clique ω(Γ) and chromatic χ(Γ)numbers, the isoperimetric constant h(Γ), and the algebraic λ 2 (Γ) connectivity. 
(d) The chromatic number of Γ satisfy:
(e) The isoperimetric constant of Γ,Γ satisfy:
The algebraic connectivity of Γ,Γ are given by To prove (c) we use the known bound (see [10] )
where X is a srg with degree of regularity k and µ < 0 is the smallest eigenvalue of X.
and
for Γ andΓ, respectively. Then we have that
is a consequence of (c) because of the general bound α(X)χ(X) ≥ n, where X is a graph or order n. [24] ). To see (e), the isoperimetric constant h(Γ ′ ) satisfies
, where ∆ is the maximal degree of a given graph Γ ′ and θ 2 is the minimum nonzero Laplacian eigenvalue of Γ ′ (see [22] ). Since Γ is k ℓ -regular, then ∆ = k ℓ and θ 2 = k ℓ − υ ℓ if From the table above one can check that 924 = 2 1 ·462 and 400 = 2 3 ·50. Moreover, k i = (2 6 +1)υ i for i = 1, 3 and that k 3 | k 1 and
Transitivity
In this short section we study distance-transitivity and the property of being rank-3 for the graphs in our families. We begin by detecting some automorphisms.
Consider the set AF of 'affine-Frobenius' maps ψ a,b,i : F q m → F q m , q = p r , given by the composition of powers of the Frobenius automorphism x p i with affine maps ax + b, that is
It is clear that AF is a multiplicative group with
and identity id = ψ 1,0,0 , containing the affine maps. Moreover, ψ a,b,i is a bijection of F q m with inverse ψ a −1 ,−ab p −i ,−i .
The collection of all these maps with a ∈ S ℓ form a group of automorphisms of the graphs.
Lemma 6.1. The map ψ a,b,i ∈ AF is an automorphism of Γ q,m (ℓ) if and only if a ∈ S q,m (ℓ).
In particular,
Proof. Let ψ a,b,i ∈ AF. Since ψ a,b,i is a bijection, it is a graph automorphism if and only if it sends edges to edges, i.e. if x − y ∈ S ℓ implies that
) and x − y ∈ S ℓ then a(x − y) ∈ S ℓ and hence a ∈ S ℓ , since S ℓ is a multiplicative subgroup of F * q m . Conversely, if a ∈ S ℓ and x − y ∈ S ℓ then a(x − y) p i ∈ S ℓ , and hence ψ a,b,i ∈ Aut(Γ q,m (ℓ)).
Every Cayley graph is vertex-transitive. Now, we show that the graphs considered are arctransitive. This is known to be the case for complete and Paley graphs. We recall that Γ is arc-transitive if given two pair of edges x 1 y 1 and x 2 y 2 in Γ, there is an automorphism of Γ sending x i to y i , i = 1, 2. In particular, Γ is vertex-transitive and edge-transitive. Proof. The affine maps ψ a,b (x) = ax + b, a ∈ F * q m , b ∈ F q m suffices to show this. To see that Γ q,m (ℓ) is arc-transitive it is enough to show that if x, y, v, w ∈ F q m with x − y ∈ S q,m (ℓ) and v − w ∈ S q,m (ℓ) then there is ψ ∈ Aut(Γ q,m (ℓ)) such that ψ(x) = v and ψ(y) = w. Suppose that
Thus, we have a(x − y) = v − w, which is equivalent to v − ax = w − ay. Now, taking b = v − ax = w − ay, we get that ψ a,b ∈ Aut(Γ q,m (ℓ)), by the previous lemma, and also that ψ a,b (x) = v and ψ a,b (y) = w, as we wanted.
Proof. By Proposition 6.2 we have that Γ q,m (ℓ) is arc-transitive, which implies edge and vertex transitivity. Since it is known that the vertex connectivity of a vertex-transitive and edgetransitive k-regular graph is k (see [28] ), we have that κ(Γ q,m (ℓ)) =
as we wanted.
For the complements we have the following. Lemma 6.4. Let Γ be an arc-transitive graph with diameter δ = 2. Then,Γ is arc-transitive if and only if Γ is distance-transitive.
Proof. Note that φ ∈ Aut(Γ) if and only if φ is bijective and x ∼ y ⇔ φ(x) ∼ φ(y), that is x ∼ y ⇔ φ(x) ∼ φ(y) which means that φ ∈ Aut(Γ). Thus, Aut(Γ) = Aut(Γ).
Suppose thatΓ is arc-transitive. Let x, y, u, v be vertices of Γ. Since Γ is of diameter 2, the distances between vertices are 0, 1 or 2. Since Γ is arc-transitive, it is vertex and edge-transitive, hence preserve pairs of vertices at distances 0 and 1. Now, suppose that d(x, y) = d(u, v) = 2. Since δ(Γ) = 2, we have that xy ∈ E(Γ) if and if d(x, y) = 2 and uv ∈ E(Γ) if and if d(u, v) = 2. SinceΓ is arc-transitive there exist φ ∈ Aut(Γ) such that φ(x) = u and φ(y) = v. Since Aut(Γ) = Aut(Γ), we have that Γ is distance-transitive. The converse follows similarly.
We can not assure in general that the graphs Γ q,m (ℓ) are distance-transitive. These graphs have diameter 2 and the affine-Frobenius automorphisms of the graph preserve pairs of vertices at distance one, but not necessarily vertices at distance 2. In fact, if the characteristic is odd they cannot preserve distances.
We now study rank-3 graphs.
Proposition 6.5. IfΓ q,m (ℓ) is arc-transitive then Γ is rank-3.
Proof. By the previous lemma, since Γ q,m (ℓ) is arc-transitive with δ = 2, ifΓ q,m (ℓ) is arctransitive then Γ q,m (ℓ) is distance-transitive. But distance-transitive graphs with diameter 2 are the same thing that connected rank-3 graphs.
The Waring's problem
Here we give an application of our results to the Waring's problem over finite fields. The Waring's problem is about to compute or estimate the Waring's number, which is the smallest number s = g(k, q) such that the diagonal equation
has a solution for every b ∈ F q with respect to k. In other words, determine the minimum number s such that every element of F q can be written as a sum of at most s summands of k-th powers in the field. The Waring's number g(k, p n ) exists if and only if
, it is enough to assume that k | p m − 1. It is well known that g(k, p) ≤ k and [25] ). To find the exact value of g(k, q) is in general difficult and many upper bounds are known (see for instance [23] , or the survey [29] ). Proof. Suppose it is not the case that q is even and m ℓ is odd. Since Γ q,m (ℓ) is connected for ℓ = m 2 , the set S ℓ additively generates F * q m . This means that every element of F q m can be written as a sum of (q ℓ + 1)-th powers. Let us see that we need at most two powers. Let a ∈ F q m . Since 0 = 0 q ℓ +1 , we can assume that a = 0. Since the diameter of Γ q,m (ℓ) is 2, we have that 1 ≤ d(a, 0) ≤ 2. If d(a, 0) = 1, then a0 is an edge an hence a − 0 ∈ S ℓ , i.e. a = x q ℓ +1 for some x ∈ F * q m . Finally, if d(a, 0) = 2 then there is a path ab0, that is a − b ∈ S ℓ and b − 0 ∈ S ℓ . In other words, there exist elements
, from which we get that
and hence g(q ℓ + 1, q m ) = 2, as desired.
Note that if q is even and m ℓ is odd, Γ q,m (ℓ) is the complete graph K q m which has diameter one. Hence, g(k, q m ) = 1 in this case.
Remark 7.2. In [25] , Small proved that g(k, q) = 2 for any k < q We now stress that there are generalized Paley graphs not in the families considered in this paper that are not strongly regular. For instance, we have g(
2 by (7.1), hence different from 2 for p = 5. In this case, the graph GP (p, 2) = X(F p , {x p−1 2 }) is the cycle C p which is not strongly regular. For non-trivial examples of this kind we can take the pairs (k, p) = (4, 17) and (5, 31) with Waring number g(k, p) = 3 (see the table in §7.3.50 of [23] ). This implies that the graphs GP (17, 4) = X(F 17 , {x 4 }) and GP (31, 6) = X(F 31 , {x 5 }) are not strongly regular.
Ramanujan graphs
The complete graphs K n are Ramanujan for every n and Paley graphs P (q) are Ramanujan for q ≥ 9. We will next show that some of the graphs Γ q,m (ℓ) are Ramanujan. This can only happen in characteristics 2 and 3. Proof. Suppose first that Γ q,m (ℓ) is Ramanujan. Thus, since m ℓ is even (hence m is even), by Theorem 3.5 we have that #S ℓ = k ℓ and that the nontrivial eigenvalue with the biggest absolute value is λ(Γ q,m (ℓ)) = µ ℓ , given in (3.10). Then, they satisfy the inequality (1.1) which now takes the form Thus, taking into account the contributions of the terms of higher order we arrive at
This is equivalent to x 2 − 4x − 4 ≤ 0 with x = q ℓ , from where it is clear that x ≤ 4. This can only happen when q = 2, 3, 4 with ℓ = 1. Notice that q = 2, ℓ = 2 satisfy the inequality too, but the graph Γ 2,4t (2) = Γ 4,2t (1) by Proposition 2.8.
Finally, if m = 2, the graphs Γ 2,2 (1), Γ 3,2 (1) and Γ 4,2 (1) are not Ramanujan. These graphs, by part (b) of Theorem 3.5 are a disjoint union of complete graphs, hence not connected (although K n is Ramanujan), since ℓ = 1 = (1) , Γ 3, 6 (1), Γ 3, 6 (1) and Γ 4,4 (1),Γ 4,4 (1) are in coincidence with the parameters in the tables of Brouwer's web page (see [3] ). The remaining graphs are not in those tables.
Ihara's zeta function. The Ihara zeta function ζ Γ (u) of a regular graph Γ (see [2] , [13] ) has a determinantial expression (8.2) ζ Γ (u) = (1 − u 2 ) 1−r(Γ) det(Id − uA − u 2 Q) where r(Γ) is the circuit rank of Γ, that is r(Γ) = e − n + c where e is the number of edges, n the number of vertices and c the number of connected component of Γ; A is the adjacency matrix of Γ and Q is the diagonal matrix with entries th degrees of the vertices of Γ. Also, by [7] , if Γ is connected, non-bipartite and has minimal degree at least 2 then 1 − u 2 does not divide det(Id − uA − u 2 Q).
For a connected and k-regular graph we have that 1 − r(Γ) = n − e = n − nk 2 < 0 and Q = (k − 1)Id. Also, A is conjugated to the diagonal matrix diag(λ 1 , λ 2 , . . . , λ n ). Hence, expression (8.2) takes the form
The following result is automatic. 
Final remarks
We have obtained 3 infinite families G 4 of Ramanujan graphs which are nonbipartite, integral and strongly regular. We believe this might be of some interest in some practical designs in network theory. Also, the paper shows that Cayley graphs can be ubiquitous in the context of the Waring's problem over finite fields.
To study these problems (Waring number and Ramanujan graphs), we have considered Cayley graphs defined throughout the function x q ℓ +1 and the associated quadratic forms Q γ,ℓ (x) = Tr q m /q (γx q ℓ +1 ). More general Cayley graphs can be considered in at least two ways: (a) arbitrary trace forms Q(x) = Tr q m /m (xR(x)) with R(x) a q-linearized polynomial (not only monomials) and (b) more general special functions such as almost perfect nonlinear functions (APN), planar or almost perfect functions (AP) or bent functions. Works in these directions are in progress.
