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Abstract—In this paper, we design a new polar slotted ALOHA
(PSA) protocol over the slot erasure channels, which uses polar
coding to construct the identical slot pattern (SP) assembles
within each active user and base station. A theoretical analysis
framework for the PSA is provided. First, by using the packet-
oriented operation for the overlap packets when they conflict
in a slot interval, we introduce the packet-based polarization
transform and prove that this transform is independent of the
packet’s length. Second, guided by the packet-based polarization,
an SP assignment (SPA) method with the variable slot erasure
probability (SEP) and a SPA method with a fixed SEP value are
designed for the PSA scheme. Then, a packet-oriented successive
cancellation (pSC) and a pSC list (pSCL) decoding algorithm are
developed. Simultaneously, the finite-slots throughput bounds and
the asymptotic throughput for the pSC algorithm are analyzed.
The simulation results show that the proposed PSA scheme can
achieve an improved throughput with the pSC/SCL decoding
algorithm over the traditional repetition slotted ALOHA scheme.
Index Terms—Slotted ALOHA, polar code, slot erasure chan-
nel, successive cancellation list decoding.
I. INTRODUCTION
Motivated by the critical need to better support massive
machine to machine communication in the upcoming cel-
lular communications, contention resolution diversity slotted
ALOHA (CRDSA) [1], irregular repetition slotted ALOHA
(IRSA) [2] and coded slotted ALOHA (CSA) [3] were pro-
posed to enhance the throughput of uncoordinated random
access schemes by using the iterative successive interference
cancellation (SIC) technique to resolve packet collisions. In
slotted ALOHA schemes, a binary vector, called as the users
slot pattern (SP), is used to denote the slot positions whereby
the copies of the user information packet will be transmit-
ted within these slots and marked them as ’1’s, otherwise
marked as ’0’s. The number of non-zero elements in the
vector is denoted as SPs weight. For example, a user’s SP
is (1, 0, 0, 0, 0, 0, 1, 0) which means that the 1st and 7th slots
are used to transmit the user’s packet copies in a slot-frame. It
is well known that the CRDSA scheme uses an identical 1/2-
rate repetition encoding of the information packet for each
active user, that is, guided by optimized weight-2 SPs, each
user transmits twice copies within a slot-frame simultaneously.
Compared to the CRDSA, the most different aspect of the
IRSA schemes lies in the multiple weights of SPs. In the
CSA scheme, as a generalization of IRSA scheme, before
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the transmission, the information packets from each user
are partitioned and encoded into multiple shorter packets
via local packet-oriented codes at the media access control
layer. Correspondingly, at the receiver side, the SIC process
combined with the local decoding for the packet-oriented
codes to recover collided packets. The construction of the
SPs is one of the key challenges to increasing the throughput
of these slotted ALOHA schemes. To this end, the extrinsic
information transfer (EXIT) chart is used and the asymptotic
performance [4] and non-asymptotic performance [5] of CSA
schemes were studied.
In slotted ALOHA schemes, the transmitted packets are
suffered by two kinds of erasure channels, named slot erasure
channel (SEC) and packet erasure channel (PEC). For wireless
communication systems with limited transmit powers, the
strong external interference may overwhelm all the received
packets in a particular slot interval. It implies that all of
the transmitted packets in a slot are erased with a certain
probability, which is namely SEC. Besides, due to the effect
of deep fading in wireless transmissions, there exists a certain
erasure rate for the transmitted packets, namely PEC. In
[6], the performance of the IRSA scheme over PECs was
investigated, where the error floor of packet loss rate was
analyzed and the code distributions were designed to minimize
this error floor. In [7], the design and analysis of CSA and
IRSA schemes over erasure channels (include SECs and PECs)
were investigated, and the asymptotic throughput of CSA and
IRSA schemes over erasure channels were derived.
Furthermore, some practical issues should be addressed
for the ISRA and CSA schemes. The first issue is pointer
processing. As mentioned in [8], one of the underpinning
assumptions for the slotted ALOHA is that each replica is
equipped with pointers to the slots containing other replicas
transmitted by the same user. However, when the massive
active users access a slotted ALOHA scheme, it is not trivial to
generate the pointers, nor is the cost of sending many pointers
negligible. For short packet communication, the random access
protocol sequence is used as each user’s SP to avoid the pointer
operation [9]. Another more elegant approach to address this
issue is to embed in each replica a user-specific seed of a
pseudorandom generator or a row index of a constructed SPs’
look-up table, which are known both for the users and the base
station (BS) [8]. The second issue is the SP construction for
the erasure channels. To address this issue, the EXIT charts
are using to optimize the SPs. Nevertheless, the asymptotic
throughputs of CSA and IRSA schemes over the erasure
channels show that this optimization method is a capacity-
approaching method [7]. Other issues of slotted ALOHA
schemes were also researched in [10] [11].
Recently, as a new concept in information theory, chan-
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2nel polarization was discovered in the constructive capacity-
achieving families of codes for symmetric memoryless chan-
nels and later generalized to source coding, multiuser chan-
nels, and other problems. The codes using the polarization
phenomenon to construct (encode) is named polar codes [12],
which provably achieve the capacity of any symmetric mem-
oryless channels with successive cancellation (SC) decoding.
To address the above issues, we propose a new polar slotted
ALOHA (PSA) framework, which use channel polarization to
construct the identical SP set within each active user and the
BS. Before transmitting, the identical SP set is constructed
within each active user and BS when the number of active
users is known. In this way, the handling pointers’ procedure
is avoided in the PSA schemes. Moreover, the asymptotic
throughput of PSA schemes is capacity-achieving when the
number of slots within the slot-frame approaches infinity. The
contributions of this work are summarized as:
1) A theoretical analysis framework for the PSA schemes
over SECs is provided. Based on the packet-oriented
operation for the overlap packets when they conflict in
a slot, it is demonstrated that the operation guarantees
the packet-based polarization transform maintains the
polarization phenomenon regardless of the length of the
packet. And it is proved that the capacity of SECs is
achievable when the number of slots in the slot-frame
tends to infinity.
2) Two SP assignment methods for the PSA scheme are
developed guided by the packet-based polarization. One
is the SPA method with variable SEP (SPA-v) and
another is the SPA method with a fixed SEP value (SPA-
f). In the procedure of the two SPA methods, for each
user and the BS, a capacity-ordered index sequence cN1
is first computed, and then, the identical SP sets are
constructed. Finally, with the aid of the cN1 , each user
selects their own SP from the SP set. The different aspect
of the two SPA methods lies in the calculating process
of cN1 . The SPA-v is online computing the sequence
cN1 with a variable SEP. However, the SPA-f is offline
calculating cN1 with a fixed SEP value and pro-stored
the sequence cN1 into a look-up table and equipped in
each user and the BS.
3) A packet-oriented successive cancellation (pSC) and a
pSC list (pSCL) decoding algorithm of the PSA are
developed. Furthermore, the finite-slot non-asymptotic
throughput bounds and the asymptotic throughput of the
PSA schemes using the pSC decoding are investigated.
The paper is organized as follows. Firstly, the slotted
ALOHA system model and some preliminaries are introduced
in Section II. Second, the polarization transformation for the
SECs based on the packet-oriented operation is investigated
in Section III. The PSA scheme includes two SPA methods
and the pSC/SCL decoding algorithm are presented, and the
throughput analysis of the PSA is also provided in Section IV.
Finally, simulation results are presented in Section V and the
conclusions are given in Section VI.
II. SYSTEM MODEL AND SOME PRELIMINARIES
In a slot-frame for the slotted ALOHA system, there are M
active users who attempt to transmit their information packets
to a common receiver BS via a shared channel which consists
of N slots with an identical duration. We call the packets
which active users transmit to the BS as information packets.
At the received side, the packet in each slot of the slot-frame
is named as slotted packet Xi, i ∈ {1, 2, .., N}.
Similar to the previous works of slotted ALOHA schemes,
we make the following assumptions:
A.1 Each uncoordinated user transmits a single information
packet per slot-frame;
A.2 The number of active users M is identified by each
active user and the BS;
A.3 Each information packet or slotted packet contains r bits
and fits one slot interval. That is, each packet can be
described as a bit-vector with r elements.
The following notations are used in the paper. We use the
notation x , 1− x for x ∈ {0, 1}. The information packet of
the user t is denoted by Ut = (ut,1, ut,2, ..., ut,r) = (ut)r1 ∈
{0, 1}r, 0 6 t 6M , and a slotted packet is denoted by Xk =
(xk)
r
1 = (xk,1, xk,2, ..., xk,r), and hence Xk[i] = xk,i is the
ith elements of the slotted packet, 1 6 k 6 N . Besides, an
N × N matrix is denoted by FN . The S denotes a set, and
the cardinality of the set S is denoted by |S|.
A. Slotted ALOHA Procedure
An example of the slotted ALOHA schemes over an SEC
is shown in Fig. 1. There are M = 4 active users who want
to transmit information packets U41 to the BS by through the
slotted ALOHA scheme which includes N = 8 slots in each
slot-frame. Before received by the BS, the packets are suffered
by the SEC, and resulting in some slotted packets are erased.
As shown in Fig. 1, the second slotted packet is erased which
is indicated as a gray slot interval.
Just like playing a carousel game in a playground, we need
two phases, waiting and playing. In addition to the packet
diversity due to the copies, there is a waiting procedure before
the active users access the slotted ALOHA phase which is
controlled by BS beacon [13] labeled in Fig. 1.
While waiting for the random access a slotted ALOHA
scheme, we assume that each active user broadcasts an access
request signal in a random time and the access request signal
can be detected by other active users and the BS. Following
this assumption, the number M of the active users can be
identified by each active user and the BS by using the
statistical counting method. 1
When each active user received the BS beacon and before
transmitting their information packets, we assume the follow-
ing assumption holds:
A.4 Each active user and the BS can identify the order of
active users by detecting the request queue during the
1The collision of access request signals should be avoided when the request
is initiated. It is assumed that each user can detect whether their request
conflicts. When their request conflicts, they are asked to withdraw and wait
for a random time to initiate an access request again.
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Fig. 1. An example of the proposed PSA schemes over the slot erasure channels where the slotted packet within the 2nd slot of the slot-frame is erased in
the BS receiver.
waiting process. The order of active users is indicated
by labeling user M , ... , user 2, user 1.
The user M is an active user whose request is first detected,
..., and so on. That is, the input of the slotted ALOHA is an
ordered information packet sequence (U1, ..., UM ).
Similar to previous works on slotted ALOHA schemes, the
offered traffic load (packets/slot) of PSA is defined as
G =M/N. (1)
The throughput efficiency (packets/slot) is defined as
T = GPu (2)
where the Pu is the information packets recovery probability
of all active users in the BS receiver.
B. Polar Codes
Polar codes are a new class of error-correcting codes,
proposed by Arıkan in [12], which provably achieve the
capacity of any symmetric binary-input memoryless channels
with an efficient SC decoding. The asymptotic effectiveness of
SC decoding derives from the fact that the polarized synthetic
channels tend to become either noiseless or completely noisy,
as the block-length goes to infinity. In the polar encoding
process, the noiseless polarized channels are used to send the
information bits, and the rest polarized channels are assigned
by the fixed values, such as zeros. Mixing information bits
with fixed bits to form a source bit sequence uN1 .
The main process of polar transformation is to combine the
source bit sequence uN1 by repeated applying the polarization
kernel F2 =
[
1 0
1 1
]
with n times, and hence N = 2n, n ∈
{1, 2, ...}. The generator matrix is formed by selecting the
row vectors of F⊗n2 with indices within the information index
set I , where (·)⊗n denotes the nth Kronecker power. One
of the key challenges for the polar codes is to construct the
information index set I which is governed by the reliability
metrics of the polarized channels.
Mathematically, the encoded bit sequence is
xN1 = u
N
1 · F⊗n2 (3)
where the |I| information bits are loaded into the source
sequence uN1 at position indices within index set I, and other
bits are set to the fixed zero values [12].
III. POLARIZATION TRANSFORMATION FOR SECS BASED
ON PACKET-ORIENTED OPERATION
In this section, we first show the packet-oriented opera-
tion for the packets when they are overlapped within a slot
of the slotted ALOHA frame. And then, the SEC and its
equivalent product compound channel model are analyzed.
Finally, packet-based polarization transformation for 2r-ary
SECs based on the packet-oriented operation is investigated.
A. Packet-Oriented Operation for Overlap Packets
The packet-oriented operation for the overlap packets, when
they conflict in a slot, has the following properties:
1) Each information packet and the overlapped packet
are fit in exactly one slot interval. That is, under the
assumption A.3, the length of bits in the overlapped
packet equals to that of the input information packet,
which means that the output packet of the operation for
the overlapped packets have a bit-width consistent with
each input information packet;
2) The packet-oriented operation is reversible. That is to
say, assuming that two information packets are operated
by the packet-oriented operation, when one of two
information packets is clean, another information packet
is completely recovered by the reverse operation.
An illustration of a packet-oriented operation that satisfies
the above two conditions is shown in Fig. 2. The packet-
oriented operation is based on the packet-component mod 2
sum and performed bit-by-bit in parallel. And then, each bit
of the overlapped slotted packet is computed independently
of each other without carry. Consequently, in the following,
we only consider the packet-component mod 2 sum as the
packet-oriented operation in the proposed PSA schemes.
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Fig. 2. The packet-oriented operation for the packets when they conflict in
a slot.
Definition 1: Let vector Ui = (ui,1, ui,2, ..., ui,r) and vector
Uj = (uj,1, uj,2, ..., uj,r) denote two information packets, the
output of the packet-oriented operation is defined as
Ui  Uj = (ui,1 ⊕ uj,1, ui,2 ⊕ uj,2, ..., ui,r ⊕ uj,r). (4)
With the definition of the packet-oriented operation, the
following propositions hold.
Proposition 1: Let Xk = UiUj and one of input vector Ui
is known, another input is clear by Uj = UiXk = XkUi.
Proof 1: For any 1 6 h 6 r, when the Xk[h] and Ui[h]
are known, using the definition of packet-oriented operation,
Xk[h] = Ui[h]⊕ Uj [h]. Obviously, Uj [h] = Ui[h]⊕Xk[h] =
Xk[h]⊕Ui[h]. Therefore, the formula Uj = UiXk = XkUi
holds.
Proposition 2: Under the packet-oriented operation  with
two input vectors Ui and Uj , each element of the output vector
Xk[h] = Ui[h] ⊕ Uj [h], 1 6 h 6 r, is only dependent on the
hth element of the input vectors.
Proof 2: Without loss of generality, supposed Xk[h] =
Ui[h] ⊕ Uj [t], h 6= t, 1 6 h, t 6 r. Using Proposition 1,
we get Uj [t] = Ui[h]⊕Xk[h] = Uj [h], and which means that
t = h holds, so the original hypothesis is not true. Therefore,
this proposition is established.
B. Slot Erasure Channel
Let S() : X r → Yr, X r = {0, 1}r, Yr = {0, 1}r ∪ {E}
be an SEC with input alphabet X r, output alphabet Yr, and
transition probabilities S(yr|xr), yr ∈ Yr, xr ∈ X r, and E =
(e, e, ..., e) is the erasure packet of SEC with the probability .
Obviously, the SEC S() is a symmetric channel, and |X r| =
2r , q, |Yr| = 2r + 1 = q + 1. When r = 1, the SEC S()
degenerates into a binary erasure channel (BEC) W () : X →
Y , X = {0, 1}, Y = {0, e, 1}.
The channel capacity of S and W is denoted by I(S) and
I(W ). Obviously, the capacity of a BEC W with erasure
probability  is I(W ) = 1− .
Lemma 1: The symmetric capacity of the SEC S() is r(1−
) bits/channel use.
Proof 3: The transition probabilities of SEC S() are
S(yr|xr) =
{
1−  if yr = xr
 if yr = E (5)
With the probability of each input alphabet 1/q, the sym-
metric capacity of the channel S can be written as
I(S) =
∑
xr∈X r
∑
yr∈Yr
1
q
S(yr|xr) log S(y
r|xr)∑
(x′)r∈X r
1
qS(y
r|(x′)r) .
(6)
Substituting Eq. (5) into Eq. (6), we obtain that
I(S) =
∑
xr∈X r
∑
yr∈Yr
1
q
S(yr|xr) log S(y
r|xr)∑
(x′)r∈X r
1
qS(y
r|(x′)r)
+
1
q
∑
xr∈X r
∑
yr=E
S(yr|xr) log qS(y
r|xr)∑
(x′)r∈X r S(yr|(x′)r)
=
1
q
∑
yr=xr;xr∈X r
S(yr|xr) log qS(y
r|xr)∑
(x′)r∈X r S(yr|(x′)r
+
1
q
∑
xr∈X r
S(E|xr) log qS(E|x
r)∑
(x′)r∈X r S(E|(x′)r
=
1
q
(
q(1− ) log q(1− )
(1− )
)
+
1
q
(
q × × log q × 
q × 
)
= r(1− ),
where the base of the logarithm is 2, and then the unit is
bits/channel use.
Remark 1: From Lemma 1, we get that the capacity of a SEC
S() is r times that of a BEC W ().
From Remark 1 and the definition of the product channel
[14][15], the SEC S can be expressed as a product compound
channel which contains r identical BECs, and it can be shown
that
S =W ×W...×W︸ ︷︷ ︸
r
(7)
where the r identical BECs W mean that they suffer the
identical channel noise realization with that of the SEC S,
and this is caused by the packet-oriented operation when the
slotted packets over the SEC.
C. Polarization Transformation for SECs
For the SECs, the packet-oriented combining channel can
be also generated by recursive using the Arıkan’s polarizing
kernel F2 with the packet-oriented operation . For the first
level of the recursion combines two independent copies of
SEC S as shown in Fig. 3.(a) and obtains the channel S2:
(X r)2 → (Yr)2 with the transition probabilities
S2(Y1, Y2|U1, U2) , S(Y1|U1  U2)S(Y2|U2). (8)
The synthetic channels S− and S+ of the combined channel
S2 are defined as
S+(Y1, Y2, U1|U2) , 1
q
S2(Y1, Y2|U1, U2) (9)
and
S−(Y1, Y2|U1) ,
∑
U2∈X r
1
q
S2(Y1, Y2|U1, U2). (10)
where U1, U2 ∈ X r, Y1, Y2 ∈ Yr.
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Fig. 3. (a) Using the Arıkan polarizing Kernel F2 with packet-oriented
operation , the combined channel S2 of the SEC S. (b) The equivalent
of the combined channel S2 comprises r identical combined channels W2.
Lemma 2: The combined channel S2 under the packet-
oriented operation  can be viewed as a product compound
channel with r identical combined channels W2 with the
mod 2 operation. That is
S2(Y1, Y2|U1, U2) =
r∏
i=1
W2(y1,i, y2,i|u1,i, u2,i) (11)
and its two synthetic channels are
S+(Y1, Y2, U1|U2) =
r∏
i=1
W+(y1,i, y2,i, u1,i|u2,i) (12)
S−(Y1, Y2|U1) =
r∏
i=1
W−(y1,i, y2,i|u1,i). (13)
Lemma 2 is proved in Appendix A. From this Lemma, the
equivalent of the combined channel S2 is shown in Fig. 3.(b),
which is a compound channel with r identical of a combined
channels W2.
Remark 2: This transformation can be applied recursively to
the two synthetic channels S+, S− resulting in four synthetic
channels of the form St1t2 ,t1, t2 ∈ {+,−}. After n steps,
we obtain N = 2n synthetic channels S(j)N (Y
N
1 , U
j−1
1 |Uj)2,
j = 1, ..., N , and
S
(j)
N =
r∏
i=1
W
(j)
N (y1,i, ..., yN,i, u1,i, ..., uj−1,i|uj,i) (14)
which shows that the combined channel SN is equivalent to a
product compound channel with r identical combined channels
WN .
2There is a bijection mapping between the left-most-significant-bit binary
representation j and vector tn1 ∈ {+,−}n by replacing each − that appears
in tn1 with 0 and each + that appears in t
n
1 with a 1.
On the capacity and Bhattacharyya parameter, a relationship
between the compound SEC synthetic channels and its com-
ponent BEC synthetic channels have the following Lemma 3.
Lemma 3: When a slotted ALOHA scheme suffered by an
SEC with the SEP , for 1 6 j 6 N , the capacity and the
Bhattacharyya parameter of the SEC synthetic channels are
I
(
S
(j)
N
)
= rI
(
W
(j)
N
)
(15)
Z
(
S
(j)
N
)
= rZ
(
W
(j)
N
)
. (16)
Lemma 3 is proved in Appendix B. With the conclusion of
Lemma 3, the capacity and Bhattacharyya parameter recursion
formula of the SEC synthetic channels can be obtained as they
are shown in Theorem 1.
Theorem 1: For 1 6 j 6 N/2 and N = 2n, the capacity of
SEC synthetic channels can be recursively calculated as
I
(
S
(2j−1)
N
)
=
1
r
I
(
S
(j)
N/2
)2
I
(
S
(2j)
N
)
= 2I
(
S
(j)
N/2
)
− 1
r
I
(
S
(j)
N/2
)2 (17)
and the Bhattacharyya parameter for SEC synthetic channels
are 
Z
(
S
(2j−1)
N
)
= 2Z
(
S
(j)
N/2
)
− 1
r
Z2
(
S
(j)
N/2
)
Z
(
S
(2j)
N
)
=
1
r
Z2
(
S
(j)
N/2
)
.
(18)
The proof of Theorem 1 is given in Appendix C. The above
capacity parameters I(S(j)N ) and Bhattacharyya parameters
Z(S
(j)
N ) are two metrics of the rate and reliability (with respect
to bits (packet elements) ) of SEC synthetic channels S(j)N ,
1 6 j 6 N . Subsequently, we will investigate the polarization
phenomenon of SEC synthetic channels.
In the case r = 1, the SEC synthetic channels degenerate
into the BEC synthetic channels and are denoted by W (j)N , 1 6
j 6 N , N = 2n. In [12], it is proved that as N increases,
the synthetic channels W (j)N become either almost perfect or
almost completely noisy (polarize). It means that, in formal
terms, for any γ > 0, the following formula holds
lim
n→∞
|t ∈ {+,−}n : I
(
W
(t)
N
)
∈ (γ, 1− γ)|
2n
= 0. (19)
When r > 1, for the SEC synthetic channels, there is a
similar polarization phenomenon that is described as Theorem
2.
Theorem 2: As N increases, the channels S(j)N become either
almost perfect or almost completely noisy in the symmetric
SECs. That is, for any γ > 0,
lim
n→∞
|t ∈ {+,−}n : I
(
S
(t)
N
)
∈ (γ, 1− γ)|
2n
= 0. (20)
6Proof 4: From Lemma 3, each capacity of synthetic channels
S
(t)
N can be computed as I
(
S
(t)
N
)
= rI
(
W
(t)
N
)
, 1 6 t 6 N ,
N = 2n. For any γ > 0, and let v = γ/r, we have
lim
n→∞
|t ∈ {+,−}n : I
(
S
(t)
N
)
∈ (γ, r − γ)|
2n
= lim
n→∞
|t ∈ {+,−}n : rI
(
W
(t)
N
)
∈ (γ, r − γ)|
2n
= lim
n→∞
|t ∈ {+,−}n : I
(
W
(t)
N
)
∈ (γ/r, 1− γ/r)|
2n
= lim
n→∞
|t ∈ {+,−}n : I
(
W
(t)
N
)
∈ (v, 1− v)|
2n
= 0.
The proof of Theorem 2 completes.
From Theorem 2, as the N increases, the capacity of some
channels S(i)N , i ∈ I, tend to r (bits/channel use), and that
of the rest channels tend to 0, which is the polarization
phenomenon of SEC synthetic channels S(i)N . In the proposed
PSA schemes, we use the index set I as the information packet
position index set that indicates which row vectors of the
matrix F⊗n2 are selected into the SP set.
IV. PROPOSED PSA SCHEMES OVER SECS
In this section, the proposed PSA schemes included two
SPA methods and the pSC/SCL decoding algorithms are
investigated in detail. Finally, the finite-slots non-asymptotic
throughput bounds and the asymptotic throughput for the PSA
scheme using the pSC decoding are analyzed.
A. SP Assignment Methods
With the conclusion from section III and guided by the polar
encoding, there are two SPA methods for the PSA scheme. One
is the SPA method with a variable SEP (SPA-v) and another is
the SPA method with a fixed SEP value (SPA-f). The detailed
procedure of the SPA-v algorithm and the SPA-f algorithm are
described in Algorithm 1 and Algorithm 2.
The first step of the SPA-v algorithm is online recursive
computing the capacity metric of synthetic channels I(S(i)N ) by
using the Eq. (17) with the initial values I
(
(S)
(1)
1
)
= r(1−),
1 6 i 6 N .
The second step of the SPA-v algorithm is sorting the
capacity metric of each synthetic channel I
(
S
(i)
N
)
, 1 6
i 6 N . That is, the capacity-ordered index sequence cN1 of
the synthetic channels is obtained, such that I
(
S
(cN )
N
)
6
I
(
S
(cN−1)
N
)
· · · 6 I
(
S
(c1)
N
)
. And then, with the number M
of the active users which is obtained before transmitting their
information packets, the M indices of the bigger values in the
synthetic channels capacity metric sequence, c1, c2, ..., cM , are
selected to constitute the information packet index set I in
each active user and the BS.
In the third step of the SPA-v algorithm, SPs are assigned to
each active user. Under the assumption A.4, the user i selects
Algorithm 1: SPA-v algorithm for the PSA scheme
Input: UM1 : an ordered information packet sequence;
: the variable SEP.
Output: SP vectors: V1, V2, ..., VM ;
cN1 : capacity-ordered index sequence;
I: the information packet index set.
Step 1: (online) Using the SEP , the capacity metric
I
(
S
(i)
N
)
of synthetic channels are online calculated by
using Eq. (17), 1 6 i 6 N ;
Step 2: (online) Sorting the values I
(
S
(i)
N
)
, 16 i 6N ,
then the capacity-ordered index sequence cN1 is obtained.
That is, the relationship I
(
S
(cN )
N
)
6 · · · 6 I
(
S
(c1)
N
)
holds. In each active user and the BS, the indices c1, c2,
... and cM are selected into information packet position
index set I.
Step 3: SP assignment for the information packets UM1 :
the user M selects the c1th row-vector of F⊗n2 as VM for
the information packet UM , ..., and the user 1 selects the
cM th row-vector of F⊗n2 as V1 for the packet U1.
return: V1, V2, ..., VM , cN1 and I.
the c(M−i+1)th row of the matrix F
⊗n
2 as its SP for their
information packet Ui, 1 6 i 6M .
Example 1 : As shown in Fig. 1, there are M = 4 active
users who want to transmit information packets U41 to the
BS by through the slotted ALOHA scheme which includes
N = 8 slots in each slot-frame. With a SEP value  = 0.5,
following by the computing and sorting steps, the capacity-
ordered index sequence c81 = (8, 7, 6, 4, 5, 3, 2, 1) is obtained.
So, the index set of information packets is I = {8, 7, 6, 4}.
That is to say, the constructed SP set includes the 8th, 7th,
6th and 4th row of the F⊗42 . Finally, the user 4 select the 8th
row of F⊗42 with the biggest value capacity as its SP V1 =
(1, 1, 1, 1, 1, 1, 1, 1), ..., and user 1 select the 4th row as its SP
V4 = (1, 1, 1, 1, 0, 0, 0, 0). The matrix F⊗42 is shown as
F⊗42 =

1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
1 1 1 1 0 0 0 0
1 0 0 0 1 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0
1 1 1 1 1 1 1 1

.
In the SPA-v algorithm, the SP set for each slot-frame is
online constructed by using the variable SEP value of SEC
in each active user and the BS simultaneously. For reducing
the user’s computational complexity, in the SPA-f algorithm, a
fixed capacity-ordered SP sequence is pre-stored as a lookup
table and was equipped in each user and the BS. The SP
sequence is offline constructed by using a fixed SEP value (It
is emphasized that any value which about statistics of  was
known is allowed used). Compared to the SPA-v algorithm,
the throughput of the PSA scheme with the SPA-f algorithm
suffers from a certain throughput loss as its SP set construction
7Algorithm 2: SPA-f algorithm for the PSA scheme
Input: UM1 : an ordered information packet sequence;
Output: SP vectors: V1, V2, ..., VM ;
cN1 : capacity-ordered index sequence;
I: the information packet index set.
Step 1: (offline) The capacity metric I(S(i)N ) of synthetic
channels were offline computed by using Eq. (17) with a
fixed SEP value, 1 6 i 6 N . And then, the sequence cN1
was obtained by sorting the values I
(
S
(i)
N
)
, 1 6 i 6 N .
That is, the relationship I
(
S
(cN )
N
)
6 · · ·6 I
(
S
(c1)
N
)
holds. In each active user and the BS, the indices c1, c2,
... and cM are selected into information packet position
index set I.
Step 2: The sequence cN1 was pro-stored into a look-up
table and equipped in each user and the BS;
Step 3: SP assignment for the information packets UM1 :
the user M selects the c1th row-vector of F⊗n2 as VM for
the information packet UM , ..., and the user 1 selects the
cM th row-vector of F⊗n2 as V1 for the packet U1.
return: V1, V2, ..., VM , cN1 and I.
method uses a fixed SEP value regardless of the variable SEP
value of SECs.
Mathematically, an equivalent source packet sequence UN1
is obtained after the SP vectors are allocated. Without misun-
derstanding, for 1 6 i 6 N ,
Ui =
{
Uj if i ∈ I and c(M−j+1) = i
0 if i 6∈ I (21)
where cN1 is the capacity-ordered index sequence. It should be
noted that the equivalent source packet sequence is obtained by
mixing the information packet sequence UM1 and (N−M) all-
zero packets. Just like the SC/SCL decoding for polar codes,
in the BS, we can use the prior information about the (N−M )
all-zero packets to aid for the decoding of the estimated source
packet sequence UˆN1 by using the pSC/PSCL decoding.
B. Decoding Algorithms
Before describing the pSC decoding algorithms, we define
an operation ? and an indicator function f(·) about the packets
Y ∈ {0, 1}r ∩ {E} which will be used in the pSC/SCL
decoding. The packet-oriented operation ? is defined as:
Y1 ? Y2 =
{
Y1Y2 if Y1, Y2 ∈ {0, 1}r
E if Y1 ∈ {E} or Y2 ∈ {E}
(22)
That is, for any two packets without erasure packet, the
operation ? is equivalent to the operation  which is defined
as Eq. (4). Otherwise, if anyone of inputs is an erasure packet,
the output packet of the operation ? is E. And let f(v) denote
the indicator of the packet-component being or not an erasure
e, that is,
f(v) ,
{
1 if v 6= e
0 if v = e
(23)
Guided by the decoding based on the multi-layer graphical
representation of polar codes [12] [18], the unform graph is
used for the pSC decoding of the PSA scheme. For a PSA
scheme with N = 2n slots, there are N rows and n + 1
columns in the associated graph. For each 1 6 i 6 N and
0 6 j 6 n, the node in the ith row and the jth column is
associated with two variables: a posterior variable Qi,j and
an estimated variable Uˆi,j . The right-most posterior variables
(Qi,n : i ∈ {1, ..., N}) are the received from the slot erasure
channel and constitute the pSC decoding input.
The remaining posterior values are recursively calculated as
[16][17]:
Qi,j =
{
Q2i−1,j+1 ? Q2i,j+1 if i 6 N/2
g
(
Q2i−1,j+1, Q2i,j+1, Uˆi−N/2,j
)
if i > N/2
(24)
where the function g relies on the estimated packet value of
(Uˆi−N/2,j). Using the method as shown in [17], each element
for the output packet of g can be computed as follows.
For 1 6 w 6 r, if the estimated value Uˆi−N/2,j [w] =
0, then Qi,j [w] is calculated by using Eq. (25) and if
Uˆi−N/2,j [w] = 1, the Qi,j [w] is computed by using Eq. (26).
The estimated variables are calculated successively in ac-
cordance with the following rules.
Uˆi,j =

0 if j = 0 and i /∈ I;
Qi,j if j = 0 and i ∈ I;
Uˆi/2,j−1 ? Uˆi/2+N/2,j−1 if j 6= 0 and i even;
Uˆ(i+1)/2+N/2,j−1 if j 6= 0 and i odd.
(27)
We define a metric vector Ki,j of the posterior packet Qi,j
as
Ki,j , f(Qi,j) =
(
f(Qi,j [1]), ... , f(Qi,j [r])
)
(28)
which can be used to measure the past trajectory of the
decoded path.
The pSCL decoding algorithm is required to preserve L
survival paths with the max path metric at each decision stage
of each packet [19][20]. For 1 6 i 6 N and 1 6 ` 6 L,
the `th path metric vector of estimated packet vector Uˆ i1 is
denoted as M (i)` ,
(
m`[1],m`[2], ...,m`[r]
)
. For 1 6 w 6 r,
each element m`[w](i) can be recursively computed as [21]
m`[w]
(i) = m`[w]
(i−1) +Ki,0[w].
At the end of pSCL decoding, the survival path with the
maximum value from the L path metric is selected as the
decoding result.
C. Throughput Analysis of the PSA
In this section, an upper and a lower non-asymptotic
throughput bounds and the asymptotic throughput for the PSA
schemes using the pSC decoding are investigated.
8Qi,j [w] =

e, if f
(
Q2i−1,j+1[w]
)
= f
(
Q2i,j+1[w]
)
= 0 or Q2i−1,j+1[w] = Q2i,j+1[w]
f
(
Q2i−1,j+1[w]
)
Q2i−1,j+1[w] + f
(
Q2i,j+1[w]
)
Q2i,j+1[w], if f
(
Q2i−1,j+1[w]
)
= f
(
Q2i,j+1[w]
)
Q2i−1,j+1[w]Q2i,j+1[w] +Q2i−1,j+1[w] Q2i,j+1[w], if f
(
Q2i−1,j+1[w]
)
= f
(
Q2i,j+1[w]
)
= 1
(25)
Qi,j [w] =

e, if Q2i−1,j+1[w] = Q2i,j+1[w]
Q2i−1,j+1[w]Q2i,j+1[w] + f
(
Q2i−1,j+1[w]
)
Q2i,j+1[w]
+ f
(
Q2i−1,j+1[w]
)
Q2i,j+1[w] +Q2i−1,j+1[w] f
(
Q2i,j+1[w]
), if f(Q2i−1,j+1[w]) = f(Q2i,j+1[w])
Q2i,j+1[w], if Q2i−1,j+1[w] = Q2i,j+1[w]
(26)
1) For the case of finite N : In the finite N slots case, the
non-asymptotic throughput T for PSA schemes using the pSC
decoding is evaluated by an upper bound and a lower bound.
First, we define the error events as:
E ,
{
(UN1 , Y
N
1 ) ⊂ (X r × Yr)N : UˆI 6= UI
}
(29)
where UˆI denoted the output of pSC decoding.
Theorem 3: An upper bound and a lower bound of the
throughput T for PSA schemes using the pSC decoding are
M
N
(
1−
∑
i∈I
Z
(
S
(i)
N
)
r
)
6 T 6 M
N
(
1−max
i∈I
Z
(
S
(i)
N
)
r
)
. (30)
Proof 5: From Lemma 2, the SEC S guarantees each com-
ponent channel W suffers from the identical noise realization.
And as mentioned in [12], the probability of error event P (E)
for the pSC decoding with an upper bound and a lower bound,
we rewrite them as
P (E) 6
∑
i∈I
Z
(
S
(i)
N
)
r
(31)
and
P (E) > max
i∈I
Z
(
S
(i)
N
)
r
(32)
where the parameters Z(S(i)N )/r are reliability metric (with
respect to packets) of synthetic channel S(i)N , i ∈ I.
Recall that Pu = 1 − P (E), and replace Eq. (31) and (32)
into Eq. (2), the Eq. (30) of throughput T holds. Therefore,
the proof of this Theorem completes.
The curves of the throughput for PSA schemes over SECs
using the pSC algorithm and the upper/lower bounds under
different SEP values are shown in Fig. (4). When  increases
from 0.1 to 0.3, it can be seen that the upper bound is getting
looser, but the lower bound is getting tighter. However, in
general, the upper/lower bound is still relatively loose.
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Fig. 4. The upper bound and lower bound of the throughput versus traffic
load for PSA schemes over the SECs using the pSC decoding under different
slot erasure rates  = 0.1, 0.2, 0.3 and N = 1024.
2) For the case of infinite N →∞: In the infinite N slots
case, the asymptotic throughput T for PSA schemes using the
pSC decoding can be evaluated by Theorem 4.
Theorem 4: With the SPA-v algorithm, the asymptotic
throughput of the PSA scheme over SECs is
Ta = 1−  (33)
Proof 6: In the proposed PSA schemes with the SPA-v algo-
rithm using the variable SEP, the active users select synthetic
channels with higher capacity as their SPs. From Theorem 2,
as the number N of slots goes to infinity through powers of
two, the synthetic channels which as SPs are almost perfect.
Corresponding, the asymptotic recovery probability of user
packets in the BS will achieve the capacity of the slot erasure
channel, that is Pu = 1− .
Accordingly, when the offered traffic load G = M/N <
(1 − ), as the number N goes to infinity, the SC decoding
will correctly recovery the packets transmitted from the active
users in the PSA scheme. Consequently, we make a conclusion
that the asymptotic throughput of the proposed PSA scheme
is Ta = 1− .
9The simulation results for the PSA scheme over SECs will
be shown in the next section.
V. SIMULATION RESULTS
In this section, we will evaluate the throughput of the PSA
schemes over SECs with different parameters.
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Fig. 5. For the different SPA methods, the throughput T versus offered
traffic load G for the PSA schemes transmit over SECs with SEP values
 = 0.1, 0.2, 0.3, and N = 1024 using the pSCL (L = 16) decoding.
Fig. 5 shows the throughput curves of the PSA schemes
over SECs with the two SPA methods under the same pSCL
(L = 16) decoding and N = 1024. Obviously, for different
SEP values, it reads that the maximum throughput T ∗ of
PSA schemes with the SPA-v algorithm is always higher
than that with the SPA-f algorithm. This observation validates
the previous analysis in section IV. Therefore, the SPA-v
algorithm is used in the following performance evaluation.
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Fig. 6. Given the pSC decoding and N = 64, the throughput versus different
SEPs  with the traffic load G = 0.7, 0.8 and 0.9.
In the finite N case, with the fixed traffic load, the through-
put of the PSA scheme over SECs is affected by the SEP
values. It can be seen from Fig.6, with the SEP value changes
from 0 to 0.1, the throughput is stable for the fixed traffic load
G = 0.7. However, the throughput is almost halved with the
fixed traffic load G = 0.9. In other words, the higher with
respect to the traffic load, the more throughput sensible with
the variation of slot erasure probability.
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Fig. 7. Under the SPA-v algorithm with a SEP  = 0.1, the throughput
versus traffic load for the different N = 64, 512, 1024, 2048 using the pSC
decoding algorithm.
Given the identical pSC decoding algorithm and the SEP
value, it can be seen from Fig. 7 that the maximum throughput
is T ∗ = 0.73 for N = 64, T ∗ = 0.77 for N = 512, T ∗ =
0.79 for N = 1024 and T ∗ = 0.80 for N = 2048. That is,
the throughput of the PSA scheme can be improved with the
increasing of N . This observation can be explained by the
polarization effect becomes more significant with the more
slots within a slot-frame of the PSA scheme.
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Fig. 8. Under the SPA-v algorithm with SEP  = 0.1 and N = 1024,
the throughput versus traffic load for the PSA schemes using the pSC/SCL
decoding algorithm.
It can be seen from Fig. 8 that the proposed PSA scheme can
achieve an improved throughput with the pSC/SCL decoding
algorithm over the traditional IRSA scheme. Given the SEP
 = 0.1 and N = 1024, the maximum throughput T ∗ = 0.79
of the PSA scheme using the pSC decoding exceeds the the
asymptotic threshold of the traditional IRSA scheme [7]. Fur-
thermore, the maximum throughput of the PSA scheme using
the pSCL decoding can be further improved by increasing L.
Compared to the traditional IRSA scheme [7], the asymptotic
throughput in the proposed PSA scheme is increased about
0.11 packets/slot at SEP  = 0.1.
How to eliminate the gap between the asymptotic through-
put and the actual throughput under the finite N slots case is
10
an interesting issue, other methods should be sought no more
than only rely on increasing the list L of pSCL decoding.
Just like the CRC-aided SCL decoding of bit-oriented polar
codes [22], the gap may be narrowed by utilizing the prior
information about the integrity check of each packet.
VI. CONCLUSIONS
In this paper, we proposed the PSA schemes over slot
erasure channels by using the polar coding to construct iden-
tical SP sets in each active user and the BS. Relative to
the traditional repetition slotted ALOHA scheme, handling
pointers process is avoided in the PSA schemes because of
using the identical SP sets. We provided a theoretical analysis
framework of the PSA schemes. Based on the packet-oriented
operation for the overlap packets when they conflict in a slot,
we proved that this operation guarantees the packet-based
polarization transform maintains the polarization phenomenon
regardless of the length of bits within the packet. Guided by the
packet-based polarization, the SPA-v and the SPA-f algorithm
for the SP assignment were developed. Finally, the pSC and
the pSCL decoding algorithms were introduced. For the case
of finite N , an upper bound and a lower bound for the PSA
schemes using the pSC decoding were investigated. And more,
for the case of infinite N , the asymptotic throughput of the
PSA schemes was also analyzed. Furthermore, the simulation
results were given to verify that the proposed PSA scheme can
achieve an improved throughput with the pSC/SCL decoding
algorithm over the traditional IRSA scheme. How to approach
to the asymptotic throughput of PSA in the case of finite N is
an interesting issue. The prior information of integrity check
of each user’s packet can be utilized which will be investigated
for the future work of the coded PSA schemes.
APPENDIX
A. Proof of Lemma 2
Proof 7: By using Eq. (4), we obtain that
S2(Y1, Y2|U1, U2)
=S(Y1|U1  U2)S(Y2|U2)
=S
(
(y1)
r
1|(u1)r1  (u2)r1
)
S
(
(y2)
r
1|(u2)r1
)
=S
(
(y1)
r
1|u1,1 ⊕ u2,1, ..., u1,r ⊕ u2,r
)
S
(
(y2)
r
1|(u2)r1
)
=
(
W (y1,1|u1,1 ⊕ u2,1)× ...×W (y1,r|u1,r ⊕ u2,r)
)(
W (y2,1|u2,1)× ...×W (y2,r|u2,r)
)
=
(
W (y1,1|u1,1 ⊕ u2,1)W (y2,1|u2,1)
)× ...
× (W (y1,r|u1,r ⊕ u2,r)W (y2,r|u2,r))
=W2(y1,1, y2,1|u1,1, u2,1)× ...×W2(y1,r, y2,r|u1,r, u2,r)
=
r∏
i=1
W2(y1,i, y2,i|u1,i, u2,i).
And then, Eq. (11) holds. Furthermore, substituting Eq. (11)
into Eq. (9), we obtain that
S+(Y1, Y2, U1|U2)
=
1
2r
S2(Y1, Y2|U1, U2)
=
1
2r
r∏
i=1
W2(y1,i, y2,i|u1,i, u2,i)
=
r∏
i=1
1
2
W2(y1,i, y2,i|u1,i, u2,i)
=
r∏
i=1
W+(y1,i, y2,i, u1,i|u2,i).
Obviously, Eq.(12) holds.
With the same approach, substituting Eq. (11) into Eq. (10),
it can be obtained that
S−(Y1, Y2|U1)
=
∑
U2∈X r
1
2r
S2(Y1, Y2|U1, U2)
=
1
2r
∑
U2∈X r
r∏
i=1
W2(y1,i, y2,i|u1,i, u2,i)
=
1
2r
∑
{u2,1∈X}∪...∪{u2,r∈X}
r∏
i=1
W2(y1,i, y2,i|u1,i, u2,i)
=
1
2r
( ∑
u2,1∈X
r∏
i=1
W2(y1,i, y2,i|u1,i, u2,i)× ...
×
∑
u2,r∈X
r∏
i=1
W2(y1,i, y2,i|u1,i, u2,i)
)
=
1
2r
( ∑
u2,1∈X
W2(y1,1, y2,1|u1,1, u2,1)× ...
×
∑
u2,r∈X
W2(y1,r, y2,r|u1,r, u2,r)
)
=
(
1
2
∑
u2,1∈X
W2(y1,1, y2,1|u1,1, u2,1)
)
× ...
×
(
1
2
∑
u2r∈X
W2(y1,r, y2,r|u1,r, u2,r)
)
=W−(y1,1, y2,1|u1,1)× ...×W−(y1,r, y2,r|u1,r)
=
r∏
i=1
W−(y1,i, y2,i|u1,i).
So Eq. (13) holds. Therefore, the proof of Lemma 2 completes.
B. Proof of Lemma 3
Proof 8: When N = 1, the synthetic channel S(i)N degrades to
W . Obviously, from Lemma 1 and Remark 1, Eq. (15) holds.
When N > 1, for any 1 6 i 6 N , from Lemma 2, Remark 2
and [15], using Eq. (14), then
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I
(
S
(j)
N
)
=I
( r∏
i=1
W
(j)
N (y1,i, ..., yN,i, u1,i, ...uj−1,i|uj,i)
)
=I
(
W
(j)
N (y1,1, ..., yN,1, u1,1, ...uj−1,1|uj,1)× ...
×W (j)N (y1,r, ..., yN,r, u1,r, ...uj−1,r|uj,r)
)
=I
(
W
(j)
N (y1,1, ..., yN,1, u1,1, ...uj−1,1|uj,1)
)
+ ...
+ I
(
W
(j)
N (y1,r, ..., yN,r, u1,r, ...uj−1,r|uj,r)
)
=rI
(
W
(j)
N
)
.
the proof of Lemma 3 completes.
C. Proof of Theorem 1
Proof 9: For any 1 6 j 6 N/2, N = 2n, the capacity and the
Bhattacharyya parameter of synthetic channels for the BEC W
with a erasure probability  are computed using the recursive
relations [12] as
I
(
W
(2j−1)
N
)
= I
(
W
(j)
N/2
)2
I
(
W
(2j)
N
)
= 2I
(
W
(j)
N/2
)
− I
(
W
(j)
N/2
)2

Z
(
W
(2j−1)
N
)
= 2Z
(
W
(j)
N/2
)
− Z
(
W
(j)
N/2
)2
Z
(
W
(2j)
N
)
= Z
(
W
(j)
N/2
)2
with the initial values I0 = I
(
W
(1)
1
)
= 1 −  and Z0 =
Z
(
W
(1)
1
)
= .
From Lemma 3, the capacity of synthetic channel of SECs
can be computed as
I
(
S
(2j−1)
N
)
=rI
(
W
(2j−1)
N
)
=rI
(
W
(j)
N/2
)2
=
1
r
(
rI
(
W
(j)
N/2
))2
=
1
r
I
(
S
(j)
N/2
)2
and
I
(
S
(2j)
N
)
=rI
(
W
(2j)
N
)
=r
(
2I
(
W
(j)
N/2
)
− I
(
W
(j)
N/2
)2)
=2rI
(
W
(j)
N/2
)
− rI
(
W
(j)
N/2
)2
=2
(
rI
(
W
(j)
N/2
))
− 1
r
(
rI
(
W
(j)
N/2
))2
=2I
(
S
(j)
N/2
)
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And then, Eq. (17) holds. Using the same approach, the
Bhattacharyya parameters for SEC synthetic channels are
computed as
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.
So Eq. (18) holds. The proof of Theorem 1 completes.
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