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Abstract. Dirichlet processes (DP) are widely applied in Bayesian nonparamet-
ric modeling. However, in their basic form they do not directly integrate depen-
dency information among data arising from space and time. In this paper, we
propose location dependent Dirichlet processes (LDDP) which incorporate non-
parametric Gaussian processes in the DP modeling framework to model such
dependencies. We develop the LDDP in the context of mixture modeling, and
develop a mean field variational inference algorithm for this mixture model. The
effectiveness of the proposed modeling framework is shown on an image seg-
mentation task.
1 Introduction
For many practical problems, nonparametric models are often chosen over alterna-
tives to parametric models that use a fixed and finite number of parameters [1]. In
contrast, Bayesian nonparametric priors are defined on infinite-dimensional parame-
ter spaces [2], but fitting such models to data allows for an adaptive model complexity
to be learned in the posterior distribution. In theory, this mitigates the underfitting and
overfitting problems faced by model selection for parametric models [3].
Dirichlet processes (DPs) [4] are a standard Bayesian nonparametric prior for mod-
eling data, typically via mixtures of simpler distributions. In this scenario, each draw
of a DP gives a discrete distribution on an infinite parameter space that can be used to
cluster data into a varying number of groups. While DPs have this flexibility as prior
models for generating and modeling data, common additional data-specific markers
such as time and space are often not incorporated in the mixture modeling formulation,
and are simply ignored [5,6]. However, for many problems this additional information
can be an important part of data clustering. For example, in text models articles nearby
in time may be more likely to be clustered together by topics, and in image segmenta-
tion, neighboring pixels are more likely to fall in the same category. DP-based mixture
models can often be improved by incorporating such information.
Such dependencies among the data are addressed in the literature through dependent
Dirichlet processes and their generalizations [7,8,9,10,11]. For example, the distance
dependent Chinese restaurant process (ddCRPs) of Blei and Frazier [12] is a clustering
framework that uses a distance function between locations attached to data points to
encourage clustering by their “proximity.” In the generative definition, it first partitions
data points by sequentially creating a linked network between observations, rather than
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by assigning data to clusters. The cluster assignments are then obtained as a by-product
of the partition of the data according to the cliques in the ddCRP network.
While shown to be useful for spatial modeling [13], the non-exchangeability of the
ddCRP means that a mixing measure for such a process cannot be found along the lines
of the stick-breaking construction for the DP. Therefore, there exists no distribution
that makes all observations conditionally independent. As a result, the order of the data
crucially matters for the ddCRP, which is often arbitrary and leads to local optimal
issues. Since variational inference is a significant challenge as a result, Gibbs sampling
was used for posterior inference of the ddCRP, which is computationally demanding
and difficult to scale. Related exchangeable dependent random processes based on beta
process and probit stick-breaking processes have been recently proposed, but for the
mixed-membership model setting [14,15].
In this paper, we propose location dependent Dirichlet processes (LDDPs) as a gen-
eral dependent Dirichlet process modeling framework. Since a mixing measure for the
ddCRP does not exist, our motivation is to define such a mixing measure for a model
that achieves the same end goal, but is not equivalent to the ddCRP. To this end, we
adapt ideas from the discrete infinite logistic normal (DILN) model [16] by combining
Gaussian processes (GP) with Dirichlet processes. However, whereas DILN is a mixed-
membership model that uses a single GP across latent cluster locations, the LDDP is a
mixture model in which cluster-specific GP’s interact directly with the data to capture
distance dependencies. The direct definition of the LDDP mixing measure immediately
allows for a variational inference algorithm to be derived. While the LDDP framework
is general, we apply it to the Gaussian mixture model for image segmentation.
2 LDDPs and an Inference Algorithm
We first review the connection between Dirichlet and gamma processes and define the
generative process of the location dependent Dirichlet process (LDDP). We then derive
mean field variational inference with the general LDDP and discuss a proposed model
for Gaussian data. We note that the term “location” refers to any auxiliary information
connected to the primary data, such as time or space.
2.1 DPs and the Gamma Process
The DP is a prior widely used for Bayesian nonparametric mixture modeling. A draw
G from a DP with concentration parameter α0 and base distribution G0, written as
G ∼ DP (α0G0), is a discrete probability distribution on the support of G0. Suppose
vi
iid∼ Beta(1, α0), θ∗i iid∼ G0 , (1)
and define πi = vi
∏i−1
j=1(1 − vj). A way of constructing the infinite distribution G is
[17]
G =
∞∑
i=1
πiδθ∗
i
. (2)
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With the DP mixture, data are generated independently as,
θn|G iid∼ G, xn|θn ∼ p(x|θn) . (3)
A partition of the data is naturally formed according to the repeating of atoms {θ∗i }
among the parameters {θn} that are used by the data.
It is well-known that the DP can be equivalently represented as an infinite limit of
a finite mixture model, and through normalized gamma measures [4,18]. In this case,
suppose there areK0 components in the finite mixture model, and
θ∗i
iid∼ G0, zi iid∼ Gamma( α0K0 , 1) GK0 =
∑K0
i=1
zi∑K0
j=1 zj
δθ∗
i
.
Then as K0 → ∞, G∞ ∼ DP (α0G0). For computational convenience, we can form
an accurate approximation to the DP by usingGK0 with a large value ofK0 [18].
2.2 Location Dependent Dirichlet Processes
We extend the DP to the LDDP by associating with the atom θ∗i of each cluster a Gaus-
sian process
fi(ℓ) ∼ GP(0, k(ℓ, ℓ′)), i = 1, 2, . . .
on a particular space of interest, ℓ ∈ Ω. For example, the ℓ indicates geographic location
or is a time stamp. We note that the Gaussian process of each cluster is defined on, e.g.,
all time or space. Our goal is to allow the associated location ℓn for observation xn to
increase the probability of using cluster parameter θ∗i when fi(ℓn) > 0, and decrease
that probability when fi(ℓn) < 0. The kernel of the Gaussian process k(·, ·) ensures
that each cluster marks off contiguous regions in space or time. For example, we use
the common Gaussian kernel in our experiments,
k(ℓ, ℓ′) = σ2f exp
[−‖ℓ− ℓ′‖2/σ2ℓ ] . (4)
We observe that GPs generated with such a kernel will be continuous and are flexible
enough to be positive or negative in various regions of space [19], which provides more
modeling capacity than the ddCRP.
The LDDP uses these GPs in combination with a gamma process representation
of the DP to generate an observation-specific distribution on clusters. Employing the
finite-K0 approximation to the DP above, we again let G0 be the base distribution for
{θ∗i }. Suppose cn is a discrete latent variable which indicates the atom assigned to xn,
so that θn = θ
∗
cn
. We first generate
θ∗i
iid∼ G0, zi iid∼ Gamma( α0K0 , 1)
exactly as before. Then, for observation n our construction of the LDDP distribution on
the clusters is
P (cn = k|z,f , ℓn) ∝ zkefk(ℓn), (5)
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for each observation n = 1, . . . , N . This is a trade-off between how prevalent cluster k
is globally— zk —and how appropriate cluster k is for the nth observation— e
fk(ℓn).
Using the previous notation, this can also be written
Gn =
K0∑
i=1
zie
fi(ℓn)∑K0
j=1 zje
fj(ℓn)
δθ∗
i
, (6)
from which we generate data
θn|Gn ∼ Gn, xn|θn ∼ p(x|θn). (7)
Since the atoms θ∗i are shared among each distribution Gn, a partition of the data
is formed according to the values of the indicator variables c1, . . . , cN . However, as
is clear from Eq. (6), each observation xn does not use these atoms i.i.d. as in the
standard DP. Instead, the Gaussian processes encourages those xn that have auxiliary
information ℓn in positive regions of the Gaussian processes to cluster together. These
will tend to cluster xn with ℓn that are close (e.g., in time or space). We note that we
do not define a generative model for these ℓn, but only xn|ℓn. In posterior inference,
clustering will be a trade-off between how similar two ℓn are according to the Gaussian
process, and how similar two xn are according to the data distribution p(x|θ).
2.3 Mean-Field Variational Inference
We let the data-generating distribution p(x|θ) be generic for the moment and discuss
a variational inference algorithm for the LDDP in general. Given N observations with
corresponding location variables {(xn, ℓn)}, the joint distribution of the model vari-
ables and data factorizes as
p(x, c, z,f , θ|ℓ) = p(z,f , θ)∏n p(xn|θcn)p(cn|z,f , ℓn). (8)
We derive a variational inference algorithm for the sets of variables z, f and c, which
occur in all potential LDDPmodels.We recall that with mean-field variational inference
[20,21], we define a factorized approximation to the posterior distribution,
p(c, z,f , θ|ℓ,x) ≈ [∏n q(cn)][∏k q(zk)q(fk)q(θk)].
After choosing specific distributions for each q,3 we then tune the parameters of these
distributions to maximize the variational objective function
L = Eq[ln p(x, c, z,f , θ|ℓ)]− Eq[ln q].
Coordinate ascent is usually adopted to optimize the objective by cycling through opti-
mizing each q within each iteration. For the LDDP model, we choose,
q(zk) = Gam(ak, bk), q(cn) = Mult(φn), q(fk) = δfk .
3 q(θk) is problem-specific, so we ignore it here.
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The last choice is out of convenience, since a distribution of fk (an N dimensional
vector) has computationally-intensive tractability issues. A delta q distribution amounts
to a point estimate of the variable in the objective function L.
The joint distribution p(x, c, z,f , θ|ℓ) presents further difficulties, which can be
seen by expanding it as
N∏
n=1
K0∏
i=1
(
p(xn|cn) zie
fi(ℓn)∑K0
j=1 zje
fj(ℓn)
)1(cn=i)[ K0∏
i=1
z
α0
K0
−1
i e
−zi
][ K0∏
i=1
e−
1
2 f
⊤
i K
−1fi
]
.
(9)
The normalization of zie
fi makes directly calculating L intractable, since
Eq[− ln
∑
zje
fj(ℓn)] is not in closed form when integrating over each zj . We therefore
use a lower bound of this term found useful in similar situations, e.g., [16]. Introducing
an auxiliary parameter ξn > 0, by a simple first order Taylor expansion of the convex
function − ln(·) we have
− ln
∑
j
zje
fj(ℓn) ≥ − ln ξn −
∑
j zje
fj(ℓn) − ξn
ξn
. (10)
Therefore, in the joint likelihood we replace
1∑
j zje
fj(ℓn)
≥ 1
ξn
e−ξ
−1
n
∑
j
zje
fj (ℓn)
. (11)
Differentiating the new objective with respect to ξn and setting to zero, we see that the
lower bound is tightest at
ξn =
∑
j Eq[zj]e
fj(ℓn). (12)
Thus, ξn becomes a new parameter in the model that is set to this value at the end of
each iteration. In this and all following equations, the expectations are calculated using
the most recent parameters of the relevant q distribution.
For the remaining q distributions, following the steps in [20] for q(cn) and q(zk),
the multinomial distribution q(cn) can be updated at each iteration by setting its discrete
distribution parameter
φn(k) ∝ exp{Eq[ln p(xn|θk)] + Eq[ln zk] + fk(ℓn)}. (13)
The first expectation is problem-specific and depends on the data xn and the distribu-
tions chosen for modeling it and θk.
The parameters for the gamma distribution q(zk) can be updated by setting them to
ak =
a
K0
+
N∑
n=1
Eq[1(cn = k)], bk = 1 +
N∑
n=1
efk(ℓn)
ξn
. (14)
To update each Gaussian process fk at theN locations, we use gradient ascent. The
gradient∇fk L˜, where the tilde indicates the lower bound approximation to L, is
∇fk L˜ =
[
Eq[1(cn = k)]− 1
ξn
Eq[zk]e
fk(ℓn)
]
n
−K−1fk. (15)
We take a gradient step usingK as a convenient preconditioner (discussed more below)
fk ← fk + ρK∇fk L˜. (16)
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2.4 Computational Considerations
When the number of observations N is large, the N × N kernel K can be massive.
Not only is the inverse not feasible in this situation, but calculating K itself results in
memory issues. We use a simple approach based on the Nystro¨m method to address this
issue [22,23].
Specifically, let ℓ∗ be a set of N2 ≪ N locations in the same space as ℓ. These N2
locations can be different from those in the data set, and should be spread out in the
space. For example, in an image these might be N2 evenly spaced grid points. Then let
K
∗ be the kernel restricted to these N2 locations, and K
∗∗ the kernel between ℓ∗ and
ℓ, so that
K
∗
i,j = k(ℓ
∗
i , ℓ
∗
j ), K
∗∗
i,j = k(ℓ
∗
i , ℓj).
Then it is well-known that for appropriately chosen ℓ∗, an accurate approximation to
the N ×N kernel K is
K ≈ (K∗∗)⊤(K∗)−1K∗∗ (17)
As a result, when updating each fk as in Eq. (16), we only need to work with N2 ×N2
andN2×N matrices. These matrices are much smaller and can be calculated in advance
and stored for re-use, and so an N × N matrix never needs to be constructed. We also
note that this approximation is being performed (in principle) after multiplyingK∇fk L˜,
and so we do not need to approximateK−1.
2.5 LDDP Mixtures of Gaussian Distributions
Fig. 1. The graphical model for the LDDP
mixture of Gaussian distributions. This
model extends the GMM by including a
Gaussian process fi in the cluster assign-
ment prior, which encourages region-based
clustering.
We apply the LDDP prior to mixture mod-
els for which the data are Gaussian. In this
case, θ∗i = {µi, Ri} where µi and Ri are the
mean and inverse covariance of a multivari-
ate Gaussian distribution. We also specify the
priors for µi and Ri as normal and Wishart
distributions as µi ∼ N (µ0, R−10 ), Ri ∼
W(W0, ν0). The graphical model for the
LDDP mixture of Gaussian distributions is
given in Figure 1, where the hyperparame-
ters are not shown. Inference details for this
model are standard, and thus omitted here.
Some Applications: An example we con-
sider in our experiments is image segmenta-
tion. In this setting, each xn could be the 3-D
RGB vector of pixel n. The location ℓn would then be the 2-D coordinates of this pixel
in the image. Each cluster would consist of a 3-D Gaussian distribution on RGB, which
would cluster similar colors, and a Gaussian process that would indicate which regions
of the image this cluster would be more likely to be active. This GP would be intended
to improve the segmentation over a direct Gaussian mixture model (GMM). Another
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example for future consideration would be audio segmentation. The setup would be al-
most identical to image segmentation, however in this case xn could be a short-time
frequency content vector, such as an MFCC, and ℓn would be the time stamp within
the audio. A third example could capture geographic information in ℓn, and a feature
vector xn for the person or business with index n having the location ℓn.
3 Discussion
The LDDP is a type of dependent DP where Gaussian processes are involved to adapt
the generating probabilities of the atoms in a nonparametric manner. In addition to
ddCRPs, our model is also related to but still different from several other dependent
DPs which we briefly discuss here.
The kernel stick-breaking process [24] is constructed by introducing a countable
sequence of mutually independent random variables
{Γh, Vh, G∗h, h = 1, . . . ,∞}, (18)
where Γh ∼ H is a location, Vh ∼ Beta(ah, bh), andG∗h ∼ Q is a probability measure.
Then, the process is defined as follows:
Gxn =
∞∑
h=1
U(xn, Vh, Γh)
∏
i<h
{1− U(xn, Vi, Γi)}G∗h,
U(xn, Vh, Γh) = Vhk(xn, Γh), (19)
where k(·, ·) is a kernel function. The kernel stick-breaking process accommodates de-
pendency since for close xn and xn′ , theGxn andGxn′ will assign similar probabilities
to the elements of {G∗h}∞h=1. By inspection, we find that the table assignments induced
from the kernel stick-breaking process are generally not exchangeable but marginally
invariant. This process was later extended to hierarchical kernel stick-breaking pro-
cess [25] for multi-task learning.
Foti and Williamson [26] introduced a large class of dependent nonparametric pro-
cesses which are also similar to LDDPs, but uses parametric kernels to weight depen-
dency. Foti et al. [27] presented a general construction for dependent random measures
based on thinning Poisson processes, which can be used as priors for a large class of
nonparametric Bayesian models. In contrast to our LDDP, the proportion variable of
the thinned completely random measures comes from the global measure, and the rate
measures involve parametric formulations.
4 Experiments
4.1 Setup
We define the kernel function to be the radial basis function (RBF) in Eq. (4) with
settings for σf and σℓ described below. For hyperparameters, we set α0 = 1 and µ0
and R0 are set to the empirical mean and inverse covariance of the training data x. The
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Fig. 2. Original images (first row) and segmentation results (other rows). The second row is ob-
tained byK-means with RGB and pixel locations. The third and fourth rows are DPYP and HPY,
respectively. The fifth and sixth rows are the proposed LDDP usingK0 = 5 and K0 = 100.
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Wishart parameter ν0 is set to the dimensionality d of the training data, with d = 3 for
our problems.W0 is set to R/d such that the mean of Ri under the Wishart distribution
is R. For the q distributions, we initialize each fi to be the zero vector, and set each
ai = bi = 1. We define q(θi) = q(µi)q(Ri) to be normal-Wishart and initialize them to
be equal to the prior, with the important exception that the mean of q(µi) is initialized
usingK-means.
We apply the Gaussian LDDP to a segmentation problem of natural scene images.
The size of the images we used is 128 × 128, and thus the size of the kernel matrix
of the Gaussian process is 16384 × 16384. We use the Nystro¨m method here with
approximately 5% of these locations evenly spaced in the image.
For comparison, we use the K-means clustering algorithm as a baseline for per-
formance comparison. We also compare our method with normalized cut spectral clus-
tering [28], dependent Pitman-Yor processes (DPYP) [10] and hierarchical Pitman-Yor
(HPY) [29], as well as special cases of the LDDP such as the GMM. We run all algo-
rithms for 1000 iterations, which empirically were sufficient for convergence.
4.2 Image Segmentation Results
We show segmentation results using images of different scenes from the LabelMe data
set [30] in Figure 2. In our experiments, we consider a parametric version of the LDDP
in which K0 = 5 and a nonparametric approximation, where K0 = 100. These two
cases were differentiated by the posterior cluster usage, where all were used in the first
case and only a subset used in the second.
0 5 10 15 20 25 30 35
0
500
1000
1500
2000
2500
Active cluster
Cl
us
te
r s
ize
Image One
Image Two
Image Three
Image Four
Fig. 3. #pixels assigned to active clusters
We compare with K-means segmen-
tation in which we use a 5-D vector, three
for RGB and two for the pixel location
in the image. These results are shown in
the second row of Figure 2, where five
clusters are used (i.e., K0 = 5). The
dependent Pitman-Yor processes (DPYP)
segmentation results for the images are
shown in the third row. The DPYP uses
thresholded Gaussian processes to gen-
erate spatially coupled Pitman-Yor pro-
cesses. The hyperparameters involved in
the DPYP are set analogously to the ones
in [10]. For the covariance functions in-
volved in the DPYP, we use the distance-
based squared exponential covariance, which has been shown to give good results [10].
The DPYP includes the hierarchical Pitman-Yor (HPY) model as a special case when
the Gaussian processes involved have identity covariance functions. The HPY mixture
segmentation results for the images are shown in the fourth row of Figure 2.
For the LDDP mixture, when σℓ = 0.1 and σf = 1, the segmentation results are
given in the fifth (K0 = 5) and sixth (K = 100) rows of Figure 2. We further modified
σf to
√
10 in our experiments, and found that the segmentation results are quite similar
to the setting σf = 1 and thus not provided here. As is evident, using more clusters
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creates a finer segmentation, though the results are still similar. Subjectively, we see
that LDDP outperforms K-means, while the two Pitman-Yor models do not have as
clear a segmentation.
With most DP-based models, including the LDDP, the number of used clusters is
expected to grow logarithmically with the number of observations [3]. Therefore, it
is not surprising that more clusters are used by the LDDP model when K0 = 100.
We show this in Figure 3 for the four images considered. These plots give an ordered
histogram of the number of pixels assigned to a cluster. We see that far fewer than 100
clusters contain data, highlighting the nonparametric aspect of the LDDP, but still more
than the (possibly) desired number of segments. Therefore it is arguable that for image
segmentation a nonparametricmodel is not ideal andK0 should be set to a small number
such as 5. We note that the LDDP can easily make this shift to parametric modeling as
presented and derived above.
4.3 Results with Ground Truth Segmentation
We further compare our LDDP mixture model with the normalized cut spectral clus-
tering method [28], Pitman-Yor based models, and the GMM using human-segmented
images. We use the Rand index [31] to quantitatively evaluate the results. For these im-
ages [32], we know the number of true clusters from the human segmentations and set
K0 to this number. While this is not possible in practice, we do this here for all algo-
rithms as a head-to-head comparison. The other settings are the same as the previous
experiments.
rock mountain hut building
Normalized cut 78.63 79.62 78.35 81.86
HPY 58.61 56.82 56.02 58.68
DPYP 59.01 58.71 58.57 54.28
GMM 95.79 80.98 81.63 76.84
LDDP 95.44 88.82 85.74 74.00
Table 1. Comparison of Rand index values (%).
The original images, ground truth
and segmentation results are all shown
in Figure 4. Although the normalized cut
spectral clustering method also leverages
the spatial location of the pixels, it is im-
plicitly biased towards regions of equal
size, as we can see in the third column of
Figure 4. The LDDP appears to perform
qualitatively better than other Bayesian
methods.We particularly note the improvement over the GMM, a special case of LDDP,
which is due to the addition of Gaussian processes to each cluster.
The Rand index is a standard quantitative measurement of the similarity between a
segmentation and the ground truth. The corresponding Rand index values for the im-
ages segmentation results are given in Table 1. These results indicate the overall com-
petitiveness of LDDP for segmentation. We again highlight the general improvement
over other general Bayesian methods, which like LDDP are also applicable to a broader
set of modeling problems.
5 Conclusion
We have proposed location dependent Dirichlet processes (LDDP), a general mixture
modeling framework for clustering data using additional location information. We de-
rived a general variational inference algorithm for both parametric and approximately
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nonparametric settings. We presented a case study of a Gaussian LDDP for an image
segmentation task where we saw competitive results. Future research will focus on ex-
ploring more applications of the proposed framework beyond the current image data.
(a) Orig. (b) Human (c) NrmCt (d) HPY (e) DPYP (f) GMM (g) LDDP
Fig. 4. Example segmentations when ground truth is known. The number of clusters is set to
ground truth for all experiments to facilitate a head-to-head comparison of the modeling structure.
LDDP performs better than other Bayesian methods and comparable to normalized cuts. We see
the improvement of LDDP over GMM as a result of the added Gaussian processes.
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