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Abstract
We propose a new cellular network model that captures both deterministic and random aspects of
base station deployments. Namely, the base station locations are modeled as the superposition of two
independent stationary point processes: a random shifted grid with intensity λg and a Poisson point
process (PPP) with intensity λp. Grid and PPP deployments are special cases with λp → 0 and λg → 0,
with actual deployments in between these two extremes, as we demonstrate with deployment data.
Assuming that each user is associated with the base station that provides the strongest average received
signal power, we obtain the probability that a typical user is associated with either a grid or PPP base
station. Assuming Rayleigh fading channels, we derive the expression for the coverage probability of the
typical user, resulting in the following observations. First, the association and the coverage probability
of the typical user are fully characterized as functions of intensity ratio ρλ = λp/λg . Second, the user
association is biased towards the base stations located on a grid. Finally, the proposed model predicts
the coverage probability of the actual deployment with great accuracy.
I. INTRODUCTION
A. Motivation and Related Work
The topological distribution of base stations (BSs) is a first order effect in terms of the signal-
to-interference-and-noise ratio (SINR) of a cellular network. BSs are usually intentionally spread
out from one another, which is referred to as repulsion in studies [2]–[5]. However, those works
did not analytically derive SINR expressions, primarily because it is quite difficult to do so
for repulsive network model. Two examples of actual BS deployments are given in Figures 1
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2and 2, in which repulsion can be observed both subjectively and objectively, by using statistical
metrics. The goal of this paper is to propose a novel model and analytical framework for cellular
networks in view of repulsive BS deployments.
B. Background: From Poisson to More General Models
The modeling and analysis of BS locations using the Poisson point process (PPP) has become
popular in the last five years because the independence of the PPP helps allow computable—and
in some cases quite simple—SINR distribution expressions. The PPP-based models describe
randomly distributed BSs and often yield a simple expression for the interference [6], [7].
In [8] the coverage probability of the typical user—meaning the probability that the SINR is
above a certain value—was derived in a closed form, and was extended in [9]–[11] to multi-tier
heterogeneous cellular networks (HCNs). The benefits of HCNs were investigated further in [12]
and [13]. The PPP model was also used for finding the average rate [14], obtaining an energy-
efficient algorithm [15] and [16], and deriving the signal-to-interference (SIR) of millimeter
cellular networks [17]. A PPP approximation was studied in [18]–[21]. However, the PPP model
ignores the repulsive nature of spatial topology observed in cellular networks.
In order to mathematically represent repulsion between BSs, [22]–[24] considered repulsive
point processes given in [25, Chapter 5] and attempted to derive the SINR expressions analyti-
cally. Several specific point processes were used. For example, [22] considered the Ginibre point
process, [23] provided tractable but complicated analysis for the more general determinantal point
process, and [24] used the Mate´rn hard-core point process, which introduces an exclusion region
around each BS.
C. Contributions
This paper proposes to model BS locations using a stationary point process that is constructed
by the superposition of two independent stationary point processes. The first is a standard PPP
with density λp and the second is a random shifted grid with intensity λg. The realizations of
the proposed point process and its association regions are given in Figure 3 for multiple values
of ρλ. Possible real-world examples where such a model could be applicable including
• A vehicular network where fixed infrastructure modeled by grid and randomly located
vehicles modeled by Poisson points can transmit information to other vehicles.
3• A device-to-device (D2D) network with fixed BSs and randomly scattered D2D devices; a
given mobile receiver is able to receive transmissions from either one.
• A HCN with repulsively (nearly in a grid) macro BSs overlaid with small cells randomly
scattered over space.
As can be seen heuristically in Figures 1 and 2, actual data also conforms to such a model where
BSs are placed both randomly and regularly.
The theoretical contributions of this paper are as follows.
Analytical framework capturing repulsion between BSs. We propose to model cellular
networks as a combination of two extreme sub-structures. The repulsive BSs of transmit power
pg are modeled by a random shifted grid with intensity λg and the random BSs with transmit
power pp are modeled by a PPP with intensity λp. We capture repulsion by the intensity ratio
ρλ =
λp
λg
. In fact, any network model between the grid and the PPP can be reproduced by simply
varying ρλ. When ρλ → 0 the proposed model describes the lattice BS model: meanwhile,
when ρλ → ∞ the proposed model corresponds to the Poisson BS model. The interpolation is
demonstrated in Figure 3. Consequently, the proposed model is readily applicable to practical
deployments compared to models with only lattice [26] or PPP BSs [8].
Derivation of the nearest distance distribution, user association probability, interference,
and the SIR coverage probability. First, the nearest distance distribution of the proposed
stationary point process is characterized. Then, by assuming a typical user is associated with the
BS that provides the strongest average received power, the association probability of the typical
user is derived. Assuming Rayleigh fading channels, the Laplace transform of interference seen
at the typical user is derived and the expression for the coverage probability of the typical user is
obtained. The association probability, the interference, and the coverage probability are described
by functions of system parameters including the intensity ratio ρλ and the power ratio η =
pp
pg
.
Insights and observations from the proposed model. First, in user association, a bias towards
the repulsive BSs is observed. For instance, when ρλ = η = 1, the typical user at the origin is
more likely to be associated with a grid BS than a randomly located BS. Second, the proposed
model is robust and consistent for different values of α. We numerically show that the proposed
model predict the coverage probability of the actual deployment very accurately.
The rest of this paper is organized as follows. Section II discusses the proposed system model
and defines performance metrics. Section III investigates mathematical properties of the proposed
point process and its tessellation. Section IV discusses the user association, interference, the
4TABLE I
KEY NETWORK PARAMETERS
Parameter Notation
Random shifted grid BS (intensity) Φg(λg)
Homogeneous Poisson BS (intensity) Φp(λp)
The proposed point process Φ = Φg ∪ Φp
Intensity ratio ρλ = λp/λg
Fading random variable H
Transmit power ratio η = pp/pg
Nearest distance from the origin to the Φg Rg
Nearest distance from the origin to the Φp Rp
The smallest element of grid S0 ∈ R2
The area of a set A ν2(A)
An uniform random variable on a set A Uniform[A]
The area of the typical Voronoi cell w.r.t. grid (Poisson) BSs V¯g(V¯p)
The event that typical user is associated with Φg(Φp) Ag(Ap)
coverage probability of the typical user, and its bounds. Section V concludes the paper.
II. SYSTEM MODEL
A. Spatial Model
To model the locations of the grid BSs, a random shifted grid is used. The random shifted
grid is given by shifting the vertexes of the standard square 2-d grid via a single uniform random
variable while maintaining the entire grid structure. The locations of the BSs are given by
Φg =
∑
k∈Z2
δs·k+U , (1)
where δx denotes the dirac-delta function at x, s denotes the distance between the nearest vertexes,
and U denotes the uniform random variable on
[− s
2
, s
2
]2. The above expression shows that all
points of the square grid are shifted by a random variable U as a group. This is different from the
perturbed lattice produced by shifting each point using i.i.d. uniform Ui. The perturbed lattice is
inappropriate for the modeling purpose since the deterministic structure between BSs no longer
exists and repulsion between BSs is diluted. On the other hand, the random shifted grid is a
stationary point process because the joint distribution,
{Φg(B1 + x),Φg(B2 + x), . . . ,Φg(Bk + x)}, (2)
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Fig. 1. Actual BS deployment for the area of latitude and longitude [33.45, 33.55]× [−112.2,−112.05]. The pair correlation
value is 0.90 and the corresponding estimated intensity ratio is 2.3.
does not depend on the location of x ∈ R2 for any finite Borel set Bk ∈ B(R2) [27, Definition
3.2.1.]. Since it is a stationary point process, it admits the intensity parameter denoted by λg. It
is given by the average number of points in a unit area λg = 1/s2. Throughout this paper, the
random shifted grid is referred to as stationary grid or just grid. On the same space that Φg is
considered, an independent PPP with intensity parameter λp is considered
Φp =
∑
i∈N
δXi . (3)
Since the two point processes are stationary, the superposition of the point processes also
yields a stationary point process. The proposed point process is given by
Φ = Φg ∪ Φp. (4)
its intensity parameter is λ = λg + λp. We introduce a prefatory parameter ρλ defined by
ρλ =
λp
λg
, (5)
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Fig. 2. Actual BS deployment in the area of latitude and longitude [33.34, 33.44] × [−112.2,−112.05]. The pair correlation
value is 0.776 and the corresponding estimated intensity ratio is 1.11
which will be seen repeatedly in this paper. Note that repulsion between BSs can be modeled in
many different ways as presented in [5], [22]–[24]; this paper proposes one way of characterizing
repulsion using (5). Under the proposed framework, if ρλ tends to zero, the proposed network
describes the grid almost everywhere. If ρλ tends to infinity, the proposed network describes the
PPP almost everywhere. In this sense, the proposed model is designed to interpolate the grid
and the PPP. It is clarified in Figure 3.
In addition to the proposed point process Φ, another stationary independent PPP Φr is con-
sidered to describe the locations of downlink cellular users. Under the stationary framework, a
typical user located at the origin is considered.
Remark 1: The proposed point process, in particular the random shifted grid, is able to address
repulsion between pairs of BSs by changing the intensity λg w.r.t. λp. This compares favorably
to the models using perturbed lattice [28] where the repulsion is softly induced by having only
7Fig. 3. The grid BSs and PPP BSs are demonstrated by squares and triangles, respectively. The interpolation of the proposed
model is described for multiple values of ρλ. We maintain the total number of BSs to minimize the edge effect. The dashed
lines indicate the Voronoi boundaries.
one point per grid. In other words, the perturbed lattice model potentially places two BSs very
close to each other, which is observed rarely in actual cellular deployments. In addition, the
proposed model captures the repulsion by a single scalar parameter λg. This approach contrasts
to the Ginibre point process [22] or determinantal point process [23] where the repulsions are
modeled for all pairs of points and require a multi-dimensional parameter.
B. Transmission Model
The received signal power at distance R is given by PHR−α where P denotes the transmit
power, H denotes Rayleigh fading that follows exponential distribution with mean one, and R−α
denotes path loss with α > 2. The transmit power P of the BS at X is given by
PX =
pg. for X ∈ Φgpp. for X ∈ Φp
8This paper assumes that cellular downlink users are associated with BSs that provide the strongest
average power. The BS associated with the typical user is given by
X? = arg max
Xi∈Φ
E
[
PXiHXi
‖Xi − 0‖α
]
= arg max
Xi∈Φ
PXi
‖Xi‖α , (6)
where the subscripts on H and P are used to specify the transmitter and ‖ · ‖ denotes the
Euclidean distance. Using X?, the received signal power of the typical user at the origin is given
by
S = PX?HX?‖X?‖−α, (7)
and the interference is given by
I =
∑
Xi∈Φ\{X?}
PXiHXi‖Xi‖−α. (8)
C. System Performance Metric
In this paper, we use the coverage probability of the typical user to assess the coverage
probability of all users averaged across the space. Provided that noise power at the user is
minuscule compared to the received signal power or the interference powers, which is commonly
assumed in practical dense cellular networks, the coverage probability of the typical user is
captured by the SIR at the typical user
SIR =
S
I
=
PX?H‖X?‖−α∑
Xi∈Φ\{X?} PXiH‖Xi‖−α
, (9)
where subscripts on H are omitted. The typical transmission at the typical user is successful if
the above typical SIR is greater than a threshold T . The coverage probability of the typical user
is written as pcov = P0(SIR ≥ T ) where we use the Palm notation.
III. PROPERTIES OF THE PROPOSED MODEL: NEAREST DISTANCE DISTRIBUTION AND THE
VORONOI TESSELLATION
This section discusses mathematical properties of the proposed point process for BSs using
stochastic geometry.
9A. Nearest Distance Distribution
The distances from the typical point to the nearest points of Φg or Φp are defined by
Rg = inf
Xi∈Φg
‖Xi‖, (10)
Rp = inf
Xi∈Φp
‖Xi‖, (11)
respectively. The cumulative distribution function (CDF) and probability distribution function
(PDF) for Rp are given by
P(Rp ≤ r) = 1− exp(−piλpr2), (12)
fRp(r) = 2piλpr exp(−piλpr2). (13)
since Φp is a homogeneous Poisson point process.
Lemma 1: The CDF of Rg is given by
P(Rg < r) =

0 if r < 0
pir2
s2
if 0 ≤ r ≤ s
2
,
2 r
2
s2
(
pi−4 arccos( s2r )
2
− 2
)
+
√
4r2
s2
− 1 if s
2
< r ≤ s√
2
,
1 if r > s√
2
,
(14)
and its PDF is given by
fRg(r) =

2pirs−2 if 0 ≤ r ≤ s
2
,
2pirs−2 − 8r
s2
arccos( s
2r
) if s
2
< r ≤ s
2
√
2,
0 otherwise,
(15)
where the constant s denotes the width of square lattice, which is equal to 1√
λg
.
Proof: Appendix A
The distance from the origin to the nearest point of Φ is described by
P(R ≤ r) = 1− (1−P(Rp ≤ r))(1−P(Rg ≤ r)), (16)
where P(Rg < r) and P(Rp < r) are given by (12) and (14), respectively.
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B. Voronoi Tessellation and Average Fraction of Typical Voronoi Cells
Corollary 1: Let V¯p and V¯g denote the average area for the typical cells w.r.t. Φp and Φg,
respectively. The average area fractions are given by
V¯p
V¯p + V¯g =
∫ √2
0
(1− pi
4
r2)f(r) dr +
∫ √2
1
(
r2 arccos(1/r)−
√
r2 − 1
)
f(r) dr, (17)
V¯g
V¯p + V¯g = 1−
V¯p
V¯p + V¯g , (18)
where the function f(r) is given by
f(r) = 2pi
ρλ
4
r exp
(
−piρλ
4
r2
)
. (19)
Proof: The Voronoi cell centered around X? is described by
VX? = {x ∈ R2 |‖x‖ ≤ ‖x−Xj‖∀Xj ∈ Φ}.
The area fraction of the typical cell is then
V¯p
V¯p + V¯g =
E0(1{Rg > Rp}
E0(1{Rg > Rp}+ E0(1{Rp > Rg})
= E0 (1 {Rg > Rp})
=
∫ ∞
0
P (Rg ≥ r) fRp(r) dr.
By replacing P(Rg > r) with expression (14), we have
V¯p
V¯p + V¯g =
∫ √2
0
(1− pi
4
r2)f(r) dr +
∫ √2
1
(
r2 arccos(1/r)−
√
r2 − 1
)
f(r) dr,
where f(r) = 2pi ρλ
4
r exp
(−pi ρλ
4
r2
)
.
C. Application to Any Pairwise Repulsive Network
The applicability of the network model is supported by discussing the pair correlation function
of proposed point process. It is known that the pair correlation function is a fundamental
mathematical metric for explaining the pairwise repulsion between two points [25, Section 4.5.].
The concept was utilized in cellular architecture by the authors of [4].
Definition 1: Consider a simple point process Ξ. The pair correlation function between x, y ∈ Ξ
is defined by
κ(x, y) =
λ(x, y)
λ(x)λ(y)
, (20)
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where λ(x, y) is the factorial second-order moment measure of Ξ, and λ(x) is the first-order
moment measure of Ξ at X .
To describe the pair correlation function of our proposed model Φ, we define two sets D =
{(x, y) : x 6= y ∈ R2} and G = {(x, y) : x ∼g y} where x ∼g y means x − y ∈ s · k for some
k ∈ Z2. In other words, D is a collection of all diagonal points in R2×R2, and G is a collection
of all possible pair grid points from each realization of Φg.
Proposition 1: The pair correlation function of the proposed Φ is given by
κ(x, y)=1− 1
(1 + ρλ)
2 ∀(x, y) ∈ R2 × R2 \ (D ∪G) , (21)
which is independent of x, y. Equivalently,
ρλ =
1√
1− κ(x, y) − 1 ∀(x, y) ∈ R
2 × R2 \ (D ∪G) . (22)
Proof: To find the factorial second moment density function λ(x, y) for (x, y) ∈ R2×R2 \
(D ∪G), we can consider three sub-cases where each point can be from either the grid or the
PPP excluding both from the grid. Since Φp and Φg are independent,
λ(x, y) = λ2p + λpλg + λgλp. (23)
Then by using λ(x) = λ(y) = λp + λg for all x, y ∈ R2, (21) follows immediately.
Since D∪G has zero volume in R2×R2, we can regard the pair-correlation function κ(x, y)
of Φ as a constant function κ(x, y) = κ for all x, y ∈ R2. In general, for any simple point process
Ξ, the pair correlation function explains the pairwise repulsion between two points. Since we
have the one-to-one relation between ρλ and κ, our proposed point process Φ is able to capture
pairwise repulsion by a single scalar constant. In the following example, we illustrate one method
that the proposed model and its results can be applied to a spatial model Ξ with arbitrary BSs
utilizing the average pair correlation κˆ in [25, Section 4.7.4].
Example 1: The actual BS deployment map and the applicability of our model: Figures
1 and 2 demonstrate two actual BS deployment maps of the United States at latitude and
longitude specified by [33.45, 33.55]× [−112.2,−112.05] and [33.34, 33.44]× [−112.2,−112.05],
respectively. We use a open source software R to find the averaged pair correlation values given
by 0.90 and 0.766, respectively. Using (22), the intensity ratios of those maps are given by 2.3
and 1.11, respectively.
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IV. USER ASSOCIATION, INTERFERENCE, AND COVERAGE PROBABILITY
Throughout this paper, we write Ag and Ap to denote the event that the typical user being
associated with either Φg or Φp, respectively.
A. Typical User Association
Theorem 1: The probability that the typical user is associated with the random BS is
P0(Ap) =
∫ √2
0
(1− pi
4
r2)f(r) dr +
∫ √2
1
(
r2 arccos(1/r)−
√
r2 − 1
)
f(r) dr. (24)
Accordingly, the probability that the typical user is associated with the grid BS is
P0(Ag) = 1−P0(Ap), (25)
where f(r) is given by
f(r) = 2pi
ρλη
2/α
4
r exp
(
−piρλη
2/α
4
r2
)
. (26)
Proof: Appendix B
Note that the expressions given in (24) or (25) are functions of the intensity ratio ρλ and power
ratio η. Note that if η = 1 the association probability reduces to the average area fraction provided
in Corollary 1. In the following, we derive the upper and lower bounds for the association
probability.
Corollary 2: The association probability P0(Ap) is lower and upper bounded by
P0(Ap) ≥ 1 + e
−piρ/2 − 1
ρ
+
pi/2− 1√
ρ(
√
2− 1)β − γ, (27)
P0(Ap) ≤ 1 + e
−piρ/2 − 1
ρ
+
pi/2− 1√
ρ(
√
2− 1)β, (28)
where ρ = ρλη2/α, erf(z) =
2√
pi
∫ z
0
e−t
2
dt,
β = erf(
√
piρ/2)− erf(
√
piρ/4), (29)
γ = 0.0956(e−piρ/4 − e−piρ/2). (30)
Proof: Appendix C.
Figure 4 demonstrates the association probability, its simulated value, and its lower and upper
bounds. The lower and upper bounds are very tight. The bounds are described very simple
function will show its best use to study the user association in repulsive networks.
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Analytic expression
An analytic upper bound
An analytic lower bound
Simulation
Poisson point processes
λg=λp; E[Φg]=E[Φp]
0.36
Bias toward Φg @ ρλ=1
∆(P(Ap))=0.14
Fig. 4. P(Ap) (square mark) is juxtaposed with P(Ap′) (x mark) for ρλ ∈ (0.2, 2). For ρλ = 1, the proposed model with
repulsion gives P(Ap) = 0.36 while the model with only PPPs produces P(Ap) = 0.5.
Remark 2: To illustrate the influence of repulsion to user association, let us consider the same
transmit power for grid BSs and random BSs for the moment. In this case, for λp = λg,
P(Ap) = 0.36 and P(Ag) = 0.64.
In other words, our model with repulsion yields P0(Ap) < P0(Ag). This contrasts to the user
association in cellular networks only modeled by independent PPPs. Specifically, the association
probability of the typical user in the independent PPP BSs Φp and Φp′ with intensity λp and λp′
was described by
P0(Ap) = λp
λp′ + λp
and P0(Ap′) = λp′
λg + λp
. (31)
In this case, for λp = λp′ ,
P0(Ap) = 0.5 and P0(Ap′) = 0.5. (32)
In other words, by comparing the proposed model to the model with only PPPs, even for the
same intensity, the typical user is more likely to be associated with the grid BSs. Figure 4 shows
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P0(Ap) in the proposed model and in the model with only PPPs. The difference of association
probabilities is evident and it is alluded by the deterministic structure of the model. Specifically,
in the network model with the grid structure, a random user finds its associated BS at a distance
always less than infinity; 1
2
√
λg
in this paper. In other words, the void probability of the proposed
point process has a finite support, (0, 1
2
√
λg
). However, the void probability of the models with
only PPPs has an infinite support, (0,∞).
B. Coverage Probability under Exponential Fading
To elaborate the derivation of the coverage probability, consider two PPPs denoted by Φp and
Φp′ . The SIR coverage probability is given
P0(SIR > T ) = P0 (SIR > T,Ap′) +P0 (SIR > T,Ap)
= P0(SIR > T | A′p)P0(A′p) +P0(SIR > T | Ap)P0(Ap), (33)
where sometimes produces a simple closed-form expression [6].
On the other hand, in the proposed BS model the complete independence property [27, Chapter
2.] does not hold and (33) produces complex expression. In particular, given the association of
users, the formula for the interference needs to be derived from conditional point processes such
that there are no points of Φp and Φg inside a certain exclusion area.
We use Φ!∼rg and Φ
!∼r
p to denote the conditional point processes of Φg and Φp such that no
points of Φg and Φp exist inside the ball of radius r centered at zero, respectively. Note that users
are assumed to be associated with the BSs with the maximum average receive power. Therefore,
provided that the typical user is associated with a grid BS at distance ‖U‖, the radius of the
exclusion ball for Φp is given by ‖U‖η1/α. In the same vein, provided that the typical user is
associated with a Poisson BS at the distance R, the radius of the exclusion ball for the grid
is given by Rη−1/α. In the following, we omit the Palm notation for simpler expression. The
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coverage probability is given by
P (SIR > T,Ag)
= P
 PX?HX?/‖X?‖α∑
Xi∈Φ\{X?}
PXiHXi/‖Xi‖α
> T,Rp > ‖X?‖η1/α

(a)
= EU
P
 PX?HX?/‖X?‖α∑
Xi∈Φ\{X?}
PXiHXi/‖Xi‖α
> T,Rp > ‖X?‖η1/α
∣∣∣∣∣∣∣X? d= U


(b)
= EU
P·|U
 PUHU/‖U‖α∑
Xi∈Φ\{U}
PXiHXi/‖Xi‖α
> T
∣∣∣∣∣∣∣Rp > ‖U‖η1/α
P·|U (Rp > ‖U‖η1/α)

(c)
= EU
P·|U
 pgHU/‖U‖α∑
Xi∈Φg\{U}∪Φ!∼‖U‖η
1/α
p
PXiHXi/‖Xi‖α
> T
P·|U(Rp > ‖U‖η1/α)
 (34)
where (a) is given by conditioning on the random variable ‖U‖ which is given by (15), (b)
is obtained by the Bayes rule with the notation P·|U = P(·|U), and (c) is acquired from
incorporating the exclusion ball. In the expectation of (34), we have
P·|U
 pgHU/‖U‖α∑
Xi∈Φg\{U}∪Φ!∼‖U‖η
1/α
p
PXiHXi/‖Xi‖α
> T

(d)
= E·|U
1

pgHU/‖U‖α∑
Xi∈Φg\{U}∪Φ!∼‖U‖η
1/α
p
PXiHXi/‖Xi‖α
> T


= E·|U
[
P
(
H > T‖U‖αp−1g
(
IΦg\{U} + IΦ!∼‖U‖η1/αp
))]
(e)
= E·|U
[
exp
(
−T‖U‖αp−1g
(
IΦg\{U} + IΦ!∼‖U‖η1/αp
))]
= LIΦg\{U}
(
T‖U‖αp−1g
)LI
Φ
!∼‖U‖η1/α
p
(
T‖U‖αp−1g
)
, (35)
where (d) is given by P(A) = E[1{A}] and (e) is obtained by using CDF of exponential
distribution. In (35), LIΦg\{U}(·) denotes the Laplace transform of the interference created by
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Φg \ {U}. Incorporating (35) to (34), we have
P(SIR > T,Ag) = E
[
LIΦg\{U}
(
T‖U‖αp−1g
)LI
Φ
!∼‖U‖η1/α
p
(
T‖U‖αp−1g
)
P(Rp > ‖U‖η1/α)
]
,
(36)
where
P·|U(Rp > ‖U‖η1/α) = P(Rp > ‖U‖η1/α|R) = exp(−piλp‖U‖2η2/α)
and f‖U‖(u) = fRg(u) which is given in (15).
Consequently, the derivation of the coverage expression is reduced into obtaining the condi-
tional expectations of functionals on the conditional point processes: Φg \ {U} and Φ!∼‖U‖η
1/α
p .
Similarly, we have
P (SIR > T,Ap)
= P
 PX?HX?/‖X?‖α∑
Xi∈Φ\{X?}
PXiHXi/‖Xi‖α
> T,Rg > ‖X?‖η−1/α
 (37)
= ER
P
 PX?HX?/‖X?‖α∑
Xi∈Φ\{X?}
PXiHXi/‖Xi‖α
> T,Rg > ‖X?‖η−1/α
∣∣∣∣∣∣∣ ‖X?‖ d= R

 (38)
= ER
P·|R
 ppHR/‖R‖α∑
Xi∈Φ!∼Rp ∪Φ!∼Rη
−1/α
p
PXiHXi/‖Xi‖α
> T
P·|R(Rg > Rη−1/α)
 . (39)
Similarly to the above, we have
P(SIR > T,Ap) = ER
[
LI
Φg\Rη−1/α
(
TRαp−1p
)LI
Φ!∼Rp
(
TRαp−1p
)
P·|R(Rg > Rη−1/α)
]
, (40)
where
P·|R(Rg > Rη−1/α) = P(Rg > Rη−1/α|R)
=
ν2(S0 \B(0, Rη−1/α))
ν2(S0)
,
FR(r) = 2piλpr exp(−piλpr2).
Consequently, deriving the coverage probability of the typical user is reduced into obtaining the
conditional expectations of the functionals on the conditional point processes, Φ!∼Rη−1/αg and
Φ!∼Rp .
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C. Interference Seen at the Typical User
The Laplace transforms of interference of Φ∼Rp ,Φ
∼‖U‖η1/α
p ,Φ!∼Rη
−1/α
g and Φg \{U} are given.
Lemma 2: The Laplace transforms of interference from Φ∼Rp and Φ
∼‖U‖η1/α
p are
LI
Φ∼Rp
(ξ) = exp
(
−2piλp
∫ ∞
R
ppξu
1−α
1 + ppξu−α
du
)
, (41)
LI
Φ
∼‖U‖η1/α
p
(ξ) = exp
(
−2piλp
∫ ∞
‖U‖η1/α
ppξu
1−α
1 + ppξu−α
du
)
. (42)
Proof: Since we assumed a homogeneous PPP, applying the radius of the exclusion ball
and the Markov property directly produces the expressions.
Lemma 3: The Laplace transforms of interference from Φ!∼Rη−1/αg and Φg \ {U} are
LI
Φ
!∼Rη−1/α
g
(ξ) =
∫
S0\B(0,Rη−1/α)
∏
(z1,z2)∈Z2
1
1 + pgξ‖u′ + s(z1, z2)‖−α PU
′(du′), (43)
LIΦg\{U}(ξ) =
∏
(z1,z2)∈Z2\(0,0)
1
1 + pgξ‖U + s(z1, z2)‖−α , (44)
where U ′ d= Uniform[S0 \B(0, rη−1/α)].
Proof: Appendix D.
D. Scaling of the Coverage Probability
Theorem 2: The coverage probability of the typical user is given by
pcov =
∫
Sˆ0
e−piρλ‖uˆ‖
2η2/α
∏
(z1,z2)∈Z26=(0,0)
1
1 + T‖uˆ‖
α
‖uˆ+(z1,z2)‖α
e
−2piρλ
∫∞
‖uˆ‖η1/α
Tη‖uˆ‖αw1−α
1+Tηsα‖uˆ‖αw−α dw PUˆ(duˆ)
+
∫ ∞
0
ν2(Sˆ ′0)
ν2(Sˆ0)
e
−2piρλ
∫∞
rˆ
T rˆαw1−α
1+T rˆαw−α dw
∫
Sˆ0\B(rˆη−1/α)
Z2∏
(z1,z2)
PUˆ ′(duˆ
′)
1 + η
−1T rˆα
‖uˆ+(z1,z2)‖α
fRˆp(rˆ) drˆ, (45)
where Uˆ ′ = Uniform[Sˆ0
′
] , Sˆ ′0 = Sˆ0 \ B(0, rˆη−1/α), Uˆ = Uniform[Sˆ0] , Sˆ0 := [−1/2, 1/2] ×
[−1/2, 1/2], and fRˆp(rˆ) = 2piρλrˆe−piρλrˆ
2 .
Proof: Appendix E
The coverage expression for the typical user is exactly found in Theorem 2 and it accurately
quantifies the influence of repulsion provided that ρλ of a network can be accurately estimated.
From (22), the one-to-one relationship between a pair-wise correlation function and the ρλ is
18
given. Therefore, in any network topology where the correlations function can be estimated,
equation (45) can be utilized to predict the SIR of the typical user.
Remark 3: From Theorem 2, we confirm that the proposed model is scalable; the coverage
probability of the typical user is invariant w.r.t. the intensity ratio ρλ. This is similar to the
homogeneous Poisson network [8] where the coverage probability is invariant w.r.t. intensity λ.
Note that, however, the path loss function we considered is a distance-based path loss function
with a single exponent and the specific path loss function is known to produce the favorable SIR
scale invariant result of Poisson cellular networks given in [8] because the order of interference
and the order of signal are the same as the density increases [29]. In practical studies, it is
well known that the received signal power is bounded from above. As in [30], under a practical
dual slope truncated path loss function, the scale invariant property of SIR coverage probability
does not hold. In the same vein, the scaling-invariance property in this paper disappears under
different path loss functions and we will numerically examine those functions in Section IV-F.
E. Bounds on Interference and Coverage Expressions
In order to maintain the applicability of the proposed model and to address computational
issues, bounds for interference and SIR coverage will be considered.
Proposition 2: Consider an arbitrary square truncation window W . The Laplace transform of
interference from Φg conditioning on Ag yields
LIΦg\{U} (ξ) ≥ e
(
−∑z1,z2∈Z2 \(0,0) ξpg‖U+s(z1,z2)‖α ), (46)
LIΦg\{U} (ξ) ≤
 ∏
(z1,z2)∈Z2 ∩W
1
1 + ξpg‖U + s(z1, z2)‖−α
 . (47)
On the other hand, the Laplace transform of interference from Φg conditioning on Ap yields
LI
Φ
!∼Rη−1/α
g
(ξ) ≥ e−
2pi
∫∞
Rη−1/α
v log(1+ξpgv−α) dv
ν2(S
′
0) , (48)
LI
Φ
!∼Rη−1/α
g
(ξ) ≤
∫
S′0
∏
(z1,z2)∈Z2 ∩W
1
1 + ξpg‖v + s(z1, z2)‖−α PU
′(dv). (49)
Proof: Given in Appendix F
As the size of window ‖W‖ increases, upper bounds (47) and (49) become tighter at the expense
of a marginal computational complexity. We will see the tightness of upper bounds in Figure 6.
In order to derive the simplest coverage expression, W = S0 for the moment.
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Proposition 3: The coverage probability of the typical user is lower bounded by
pcov ≥
∫
S0
e−piλp‖u‖
2η2/αe
−∑Z2 \(0,0)z1,z2 T‖u‖α‖u+s(z1,z2)‖α e−2piλp ∫∞‖u‖η1/α ηT‖u‖αv1−α1+ηT‖u‖αv−α dv PU (du)
+
∫ ∞
0
ν2(S
′
0)
ν2(S0)
e
−
2pi
∫∞
rη−1/α
u log(1+η−1Trαu−α) du
ν2(S
′
0)
−2piλp
∫∞
r
Trαu1−α
1+Trαu−α dufR(r) dr. (50)
The coverage probability of the typical user is upper bounded by
pcov ≤
∫
S0
e−piλp‖u‖
2η2/α e
−2piλp
∫∞
‖u‖η1/α
ηT‖u‖αv1−α
1+ηT‖u‖αv−α dv
1 + T
PU (du)
+
∫ ∞
0
ν2(S
′
0)
ν2(S0)
e
−2piλp
∫∞
r
Trαv1−α
1+Trαv−α dv
(∫
S′
1
(1 + η−1Trα‖u‖−α) PU ′(du)
)
fRp(r) dr. (51)
Proof: The expressions (46) and (47) evaluated at ξ = T‖U‖p−1g yield the lower and upper
bounds for P(SIR > T,Ag). Similarly, the expressions (48) and (49) evaluated at ξ = TRpp−1p
produces lower and upper bounds for P(SIR > T,Ap).
The expression (51) requires much less computation compared to (45) because we essentially
replace the summation of infinite grid interference by the strongest grid interference. Numerical
validation in Section IV-F will justify it. It supports that interference from longer distances
becomes much smaller and it allows the approximation of total interference to the strongest
interference for the grid BSs.
F. Numerical Analysis and Validation
We compare the coverage probability bounds to the numerically obtained coverage probability
of the typical user. We perform the Monte Carlo simulation where the number of iterations is
more than 105. We depict the coverage probability (45), the lower bound (50), and the upper
bound (51) in Fig. 5 and 6. These figures demonstrate that the lower bound and the upper
bounds are very tight for a wide range of SIR thresholds. The bounds become tighter as the
window size W increases. The acquired bounds show that interference from further BSs is very
small and we can approximate the total interference by the strongest interference. The variable
ρλ play a more noticeable role for higher α.
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Fig. 5. This figure describes the coverage probabilities of the simulation (Sim) and corresponding lower bounds. It delineates
α = 3, 4 and ρλ = 0.25, 4. We consider W = [−3s/2, 3s/2]2. To minimize the undesired edge effect, The average number of
BSs is maintained to be 100 in the simulation window, E[Φ(K)] = λg + λp = 100 for the multiple values of ρλ.
In Fig. 7, the coverage probability of the typical user is investigated under different practical
path loss functions such as
l1(r) = min(C0, r
α), (52)
l2(r) =
min(C0, r
−α1) for 0 < r < r1
min(C1r
−α1 , C2r−α2) for r1 < r
(53)
where C0, C1, C2, r1 > 0 are arbitrary constants that ensure the functions continuous. A more
rigorous analysis of coverage probability under different path loss functions is left as future
work.
Fig. 8 illustrates the coverage probability of the typical user for different values of ρλ. It
demonstrates only Poisson (ρλ ≈ ∞) and only grid BS (ρλ ≈ 0) for α = 4. The coverage
probability of the proposed network is located between that of grid BSs and that of PPP BSs.
Remark 4: In Fig. 8 and 9, the coverage probability is shown to be increasing w.r.t ρ−1λ . The
behavior of the typical user in the proposed model contrasts to the behavior of the typical user in
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Fig. 6. It describes the coverage probabilities of simulations (Sim) and the corresponding upper bounds (UB). It delineates
α = 3, 4 and ρλ = 0.5, 2. We assume W = [−3s/2, 3s/2]2. To minimize the undesired edge effect, we maintain the average
number of BSs in the simulation space at 100, E[Φ(K)] = λg + λp = 100 for the multiple values of ρλ.
Poisson networks [8] where the SIR does not scale w.r.t. the number of BSs. In other words, if
ρλ decreases, i.e., more repulsive BSs are added, the SIR increases. This observation corresponds
to the remark made in [8] that the fixed grid is the performance upper bound of the coverage
probability. A more rigorous analysis of the growth rate of coverage probability is left for future
work.
G. Fitness of the Model: Actual BS Deployment Data and Coverage Probability
In this section, we conduct an empirical study based on real BS deployment data shown in Fig.
1 and 2. For each data set, we estimate the averaged pair correlation value κ and the intensity
ratio ρλ as follows.
• Step 1. The pair correlation function is estimated using open source software R.
• Step 2. ρλ is obtained using (22).
• Step 3. The coverage probability of the typical user is obtained using Theorem 2.
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Fig. 7. The coverage probability of the typical user where the path loss functions (52) and (53) are considered.
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Fig. 8. The coverage probability of the typical user increases as the intensity ratio ρλ decreases.
23
10-2 10-1 100
Inverse of intensity ratio
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
P(
SI
R>
1)
,=2
,=2.5
,=3
,=3.5
,=4
Fig. 9. The typical SIR coverage probability with threshold 1 for multiple values of α.
Fig. 10 and 11 show the coverage probability obtained from actual deployment and the cov-
erage probability obtained from the proposed model. The figures demonstrate that the proposed
model predicts the coverage probability of the actual deployment very accurately. In addition, the
parameter ρλ of the proposed model is robust and consistent with the change of α. It contrasts
to the β-Ginibre point process model in [22] where the key parameter β should be modified
for different path loss exponents; this modification compromises the robustness of the Ginibre
model.
V. CONCLUSION
We developed a scalable modeling technique representing the repulsive BSs and random BSs.
We derived the nearest BS distance, the cellular user association probability, the interference
seen at the typical user, and the SIR coverage probability. Numerical observations confirmed
that the provided bounds for numerical purposes are tight. Our findings include the following
three points. First, the typical user is more likely to be associated with a repulsive BS rather
than a random BS. Second, we have the expressions for the user association and the coverage
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Fig. 10. The coverage probability of the actual deployment given in Figure 1 and proposed model with ρλ = 2.3. The proposed
model predicts the actual coverage probability very accurately. Note that the ρλ is obtained from physical deployment and the
model is robust and consistent for α = 3, 3.5, and 4.
given by ρλ and η. Finally, the proposed model accurately predicts the coverage probability of
the actual cellular deployment.
APPENDIX A
PROOF OF LEMMA 1
Denote a ball of radius r centered at x in R2 by B(x, r). The nearest distance Rg is
Rg = inf{R > 0|Φg(B(0, R)) 6= ∅}
(a)
= inf{R > 0| ∪Xi∈Φg B(Xi, R) ∩ 0 6= ∅}. (54)
where (a) is obtained by using the stationarity of Φg. Let us define a square of width s centered
at the origin
S0 =
(
−s
2
,
s
2
)
×
(
−s
2
,
s
2
)
. (55)
25
-20 -15 -10 -5 0 5 10 15 20
SIR threshold (dB)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Co
ve
ra
ge
 p
ro
ba
bil
ity
 o
f t
he
 ty
pic
al 
us
er
Proposed model (,=4, ;
6
=1.1)
actual deployment (Figure 2, ,=4)
Proposed model (,=3.5, ;
6
=1.1)
actual deployment (Figure 2, ,=3.5)
Proposed model (,=3, ;
6
=1.1)
actual deployment (Figure 2, ,=3)
Fig. 11. The coverage probability of the actual deployment given in Figure 1 and proposed model with ρλ = 1.1. The proposed
model predicts the actual coverage probability very accurately. Note that the ρλ is obtained from physical deployment and the
model is robust and consistent for α = 3, 3.5, and 4..
Then, the CDF of Rg is exactly obtained by
P(Rg < r) = P(inf{R > 0| ∪Xi∈Φg B(Xi, R) ∩ 0 6= ∅} < r)
(b)
=
ν2(S0 ∩B(0, r))
ν2(S0)
(56)
(c)
=

0 if r < 0
pir2
s2
if 0 ≤ r ≤ s
2
2 r
2
s2
(
pi−4 arccos( s2r )
2
− 2
)
+
√
4r2
s2
− 1 if s
2
< r ≤ s√
2
,
1 if r > s√
2
,
(57)
where ν2(A) denotes the area of set A. We have (b) from the fact that the CDF of the first touch
distance to a stationary point process is equivalent to the volume fraction of the stationary point
process [25, Section 6.3.1] and have (c) by merely computing the area. Taking the derivative of
(14) w.r.t. r completes the proof.
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APPENDIX B
PROOF OF THEOREM 1
If the typical user is associated with the nearest BS of the PPP at distance Rp, it implies that
received power from the nearest PPP is greater than the received power from the nearest grid.
The event Ap is given by
Ap =
{
pp
Rαp
>
pg
Rαg
}
, (58)
whereas the event Ag is given by
Ag =
{
pp
Rαp
<
pg
Rαg
}
= Acp (59)
since U = Ap ∪Ag. Denoting the indicator function by 1{·}, we have
P0(Ap) = E0
[
1
{
pp
Rαp
>
pg
Rαg
}]
(60)
=
∫ ∞
0
P
(
Rg ≥ rη−1/α
)
fRp(r) dr
(a)
=
∫ ∞
0
ν2(S0 \B(0, rη−1/α))
ν2(S0)
2piλpre
−piλpr2 dr
=
∫ s
2
η1/α
0
(s2 − pir2η−2/α)2piλpre−piλpr2 dr
+
∫ s√
2
η1/α
s
2
η1/α
(
s2 − 4rs sin(θ)− 2r2
(pi
2
− 2θ
))
2piλpre
−piλpr2 dr
(b)
=
∫ √2
0
(1− pi
4
r2)f(r) dr +
∫ √2
1
(
r2 arccos(1/r)−
√
r2 − 1
)
f(r) dr, (61)
where (a) is given from (56) and (b) is given by change of variables. From equation (61), P0(Ag)
is obtained.
APPENDIX C
PROOF OF COROLLARY 2
We develop the bounds by obtaining lower and upper bounds for the second integration in
(24). We consider
g(r) = r2 arccos(1/r)−
√
r2 − 1,
for 1 ≤ r ≤ √2. One can easily check that g(r) is a differentiable function w.r.t r and that
g(r) is a convex function since its second derivative w.r.t r is greater than zero for the interval
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(1,
√
2). Then, by fully exploiting the differentiability and the convexity of g(r), we propose
two linear bounds
g(r) ≥ g(
√
2)− g(1)√
2− 1 (r − 1.19) + 0.1662, (62)
g(r) ≤ g(
√
2)− g(1)√
2− 1 (r − 1), (63)
for 1 ≤ r ≤ √2. We obtain the lower bound by applying the mean value theorem to the interval
(1,
√
2) by approximating the tangential line numerically. We obtain the upper bound by finding
the smallest linear function greater than g(r). Replacing g(r) of (61) with (62) and (63), we
acquire the lower and upper bounds, respectively.
APPENDIX D
PROOF OF LEMMA 3
For the Laplace transform of the interference from the grid, we have
LI
Φ
!∼Rη−1/α
g
(ξ) = E·|R
[
e
−s∑
Xi∈Φ!∼Rη
−1/α
g
pgH‖Xi‖−α]
(a)
= EΦg |R
[
EH|R
[
e
−s∑
Xi∈Φ!∼Rη
−1/α
g
pgH‖Xi‖−α |Φg
]]
(b)
= EΦg |R
∏
Xi∈Φ!∼Rη
−1/α
g
1
1 + pgξ‖Xi‖−α
(c)
= EU ′|R
Z2∏
(z1,z2)
1
1 + pgξ||u′ + s(z1, z2)||−α
=
∫
S0\B(0,Rη−1/α)
Z2∏
(z1,z2)
1
1 + pgξ‖v + s(z1, z2)‖−α PU
′(dv), (64)
where (a) is obtained by conditioning on the locations of the grid, (b) is obtained by the Laplace
transform of an exponential distribution with parameter one, and (c) follows from the fact that all
points of grid are measurable w.r.t the uniform random variable U ′ that takes a value uniformly
in the set S ′0 = S0 \B(0, Rη−1/α).
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On the other hand, we have
LIΦg\‖U‖(ξ) = E·|U
[
e−s
∑
Xi∈Φg\{U}pgH/‖Xi‖
α
]
= E·|U
[
E
[
e−s
∑
Xi∈Φg\{u} pgH‖Xi‖
−α]]
=
Z2∏
(z1,z2) 6=(0,0)
E·|U [e−sHpg‖Xi‖
−α
]
=
Z2∏
(z1,z2) 6=(0,0)
1
1 + pgξ‖U + s(z1, z2)‖−α . (65)
Note that given that the typical user is associated with ‖U‖, the nearest BS of the grid does not
comprise the interference. Since Φg is measurable w.r.t the associated BS at U , we have (65)
APPENDIX E
PROOF OF THEOREM 2
The expressions (42) and (44) evaluated at ξ = T‖u‖αp−1g with
P(Rg > rη
−1/α) =
ν2(S0 \B(0, rη−1/α))
ν2(S0)
=
ν2(S
′)
ν2(S0)
, (66)
gives P(SIR > T,Ag). Similarly, expressions (41) and (43) evaluated at ξ = Trαp−1p with
P(Rp > ‖u‖η1/α) = e−piλp‖u‖2η2/α (67)
give P(SIR > T,Ap). Therefore, the coverage probability is given by
pcov =
∫
S0
e−piλp‖u‖
2η2/αe
−2piλp
∫∞
‖u‖η1/α
Tη‖u‖αv1−α
1+Tη‖u‖αv−α dv
 Z2∏
(z1,z2)6=(0,0)
1
1 + T‖u‖
α
||u+s(z1,z2)||α
PU (du)
+
∫ ∞
0
ν2(S
′
0)
ν2(S0)
e
−2piλp
∫∞
r
Trαv1−α
1+Trαv−α dv
∫
S′
Z2∏
(z1,z2)
1 + η
−1Trα
||v+s(z1,z2)||α
PU ′(dv)
 fR(r) dr (68)
Furthermore, by change of variable, the first term is given by∫
S0
e−piλp‖u‖
2η2/α
∏
(z1,z2)∈Z2 \(0,0)
1
1 + T‖u‖
α
||u+s(z1,z2)||α
e
−2piλp
∫∞
‖u‖η1/α
Tη||u||αv1−α
1+Tη‖u‖αv−α dv PU (du)
u=suˆ
=
∫
Sˆ0
e−piρλ‖uˆ‖
2η2/α
∏
(z1,z2)∈Z2 \(0,0)
1
1 + T‖uˆ‖
α
‖uˆ+(z1,z2)‖α
e
−2piλp
∫∞
s‖uˆ‖η1/α
sαTη‖uˆ‖αv1−α
1+Tηsα‖uˆ‖αv−α dv PUˆ(duˆ)
v=sw
=
∫
Sˆ0
e−piρλ‖uˆ‖
2η2/α
∏
(z1,z2)∈Z2 \(0,0)
1
1 + T‖uˆ‖
α
‖uˆ+(z1,z2)‖α
e
−2piρλ
∫∞
‖uˆ‖η1/α
Tη‖uˆ‖αw1−α
1+Tηsα‖uˆ‖αw−α dw PUˆ(duˆ),
29
where Uˆ = Uniform([−1
2
, 1
2
]× [−1
2
, 1
2
]) and then PUˆ(du) = 1 · dx dy.
In the same vein, the second term is given by∫ ∞
0
ν2(S
′
0)
ν2(S0)
e
−2piλp
∫∞
r
Trαv1−α
1+Trαv−α dv
∫
S0\B(0,rη−1/α)
Z2∏
(z1,z2)
1
1 + η
−1Trα
||u′+s(z1,z2)||α
PU ′(du
′)
 fR(r) dr
u′=suˆ′
=
∫ ∞
0
ν2(S
′
0)
ν2(S0)
e
−2piλp
∫∞
r
Trαv1−α
1+Trαv−α dv
∫
Sˆ0\B(0, rη
−1/α
s
)
Z2∏
(z1,z2)
s
1 + s
−αη−1Trα
||uˆ′+(z1,z2)||α
PUˆ ′(duˆ
′) fRp(r) dr
r=srˆ
=
∫ ∞
0
ν2(Sˆ ′0)
ν2(Sˆ0)
2piρλrˆe
−piρλrˆ2e−2piλp
∫∞
srˆ
sαT rˆαv1−α
1+sαT rˆαv−α dv
∫
Sˆ0\B(0,rˆη−1/α)
Z2∏
(z1,z2)
1
1 + η
−1T rˆα
‖uˆ+(z1,z2)‖α
PUˆ ′(duˆ
′)
v=sw
=
∫ ∞
0
ν2(Sˆ ′0)
ν2(Sˆ0)
2piρλrˆe
−piρλrˆ2e−2piρλ
∫∞
rˆ
T rˆαw1−α
1+T rˆαw−α dw
∫
Sˆ0\B(0,rˆη−1/α)
Z2∏
(z1,z2)
1
1 + η
−1T rˆα
‖uˆ+(z1,z2)‖α
PUˆ ′(duˆ
′) drˆ,
where Uˆ ′ = Uniform([−1
2
, 1
2
]× [−1
2
, 1
2
] \ B(0, rˆη−1/α)). Consequently, the coverage probability
of the typical user is given by a function of ρλ and η.
APPENDIX F
PROOF OF PROPOSITION 2
First, we develop upper and lower bounds for the Laplace transform of the interference given
in (36). Note that the interference is comprised of signals from both grid and PPP. The Laplace
transform of interference created by the PPP is well-known and does not require a bound. We
need to find the upper and lower bounds for the interference created by the grid in (36). We
have
LIΦg\{U}(ξ) = e
∑
(z1,z2)∈Z2∩W\(0,0) log
1
1+ξpg‖U+s(z1,z2)‖−α
≥ e−
∑
(z1,z2)∈Z2∩W\(0,0) ξpg‖U+s(z1,z2)‖
−α
, (69)
where we use log
(
1
1+x
) ≥ −x for x ∈ (0,∞).
In order to find an upper bound for (36), we define a measurable function ϕ(·) such that
ϕ(U, ξ) =
∏
(z1,z2)∈Z2
1
1 + ξpg||U + s(z1, z2)||−α .
Since the element 1/(1 + ξpg‖U + s(z1, z2)‖−α) takes a value between zero and one, we have
LIΦg\{U}(ξ) = ϕ(U, ξ) ≤
∏
(z1,z2)∈Z2 ∩W
1
1 + ξpg‖U‖−α , (70)
30
where the inequality follows by truncating the function ϕ(U, ξ) by finite terms. We denote the
truncation window by W . Applying (69) or (70) into (36), we obtain the lower and the upper
bounds, respectively.
Secondly, we develop lower and upper bounds for the Laplace transform of the interference
created by the grid. In order to find the lower bound for (40), we have
LI
Φ
!∼Rη−1/α
g
(ξ) = E·|R
e
∑
Xi∈Φ!∼Rη
−1/α
g
log
(
1
1+ξpg‖Xi‖−α
)
= E·|R
[
e−
∫
R2 log(1+ξpg‖x‖−α)Φ!∼Rη
−1/α
g (dx)
]
,
Moreover,
E·|R
[
exp
(
−
∫
R2
log
(
1 +
ξpg
‖x‖α
)
Φ!∼Rη
−1/α
g (dx)
)]
≥ exp
(
−E·|R
[∫
R2
log
(
1 +
ξpg
‖x‖α
)
Φ!∼Rη
−1/α
g (dx)
])
= exp
(
−
∫
R2
log
(
1 +
ξpg
‖x‖α
)
E[Φ!∼Rη
−1/α
g (dx)]
)
, (71)
where we use Jensen’s inequality and Campbells mean value formula [7]. We denote the condi-
tional intensity measure of the grid by M
Φ!∼Rη
−1/α
g
(dx) and it is
M
Φ!∼Rη
−1/α
g
(dx) =
1{x /∈ ⋃Xi∈s·Z2 B(Xi, Rη−1/α)}
ν2(S0 \B(Rη−1/α)) dx
≤ 1{x ∈ R
2 \B(0, Rη−1/α)}
ν2(S0 \B(0, Rη−1/α)) dx. (72)
In other words, the intensity measure is upper bounded by the same uniform measure in S0 \
B(0, rη−1/α) that is nonzero for all the grid points except the origin. By inserting (72) into (71),
we have
LI
Φ
!∼rη−1/α
g
(ξ) ≥ e−
2pi
∫∞
Rη−1/α
u log
(
1+
ξpg
uα
)
du
ν2(S0\B(0,Rη−1/α)) . (73)
In order to find the upper bound for (40), we use the measurable function ϕ(·). Then,
ϕ(U ′, ξ) =
∏
(z1,z2)∈Z2
1
1 + ξpg||U ′ + s(z1, z2)||−α (74)
≤
∏
(z1,z2)∈Z2 ∩W
1
1 + ξpg‖U ′ + s(z1, z2)‖−α ,
31
by considering the window W . Using ϕ(U ′) ≤ ϕtrun(U ′) =⇒ E[ϕ(U)] ≤ E[ϕtrun(U ′)], we have
LI
Φ
!∼rη−1/α
g
(ξ) ≤
∫
S0\B(0,Rη−1/α)
∏
(z1,z2)∈Z2 ∩W
1
1 + ξpg‖u+ s(z1, z2)‖−α PU
′(du). (75)
Applying the expression given in (73) or (75) to (40), we obtain the lower and upper bounds.
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