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MONOIDAL HOM-HOPF ALGEBRAS
S. CAENEPEEL AND I. GOYVAERTS
Abstract. Hom-structures (Lie algebras, algebras, coalgebras, Hopf
algebras) have been investigated in literature recently. We study Hom-
structures from the point of view of monoidal categories; in particular,
we introduce a symmetric monoidal category such that (certain classes
of) Hom-algebras coincide with algebras in this monoidal category. Sim-
ilar properties for Hom-coalgebras, Hopf and Lie algebras hold.
Introduction
Hom-Lie algebras were introduced in [6], motivated by the study of deforma-
tions of the Witt and the Virasoro algebras. They have been investigated by
various authors ever since. The idea is that the Jacobi identity is replaced
by the so-called Hom-Jacobi identity, namely
(1) [α(x), [y, z]] + [α(y), [z, x]] + [α(z), [x, y]] = 0,
where α is a linear endomorphism of the underlying vector space. Hom-
algebras have been introduced in [10]. Now the associativity is replaced by
Hom-associativity:
(2) α(a)(bc) = (ab)α(c).
Hom-coassociativity for a Hom-coalgebra can be considered in a similar way,
see [11, 12]. Definitions of Hom-bialgebras and Hom-Hopf algebras also have
been proposed, see [11, 12, 16].
The issue is that a variety of different definitions is possible, and that it is not
always evident to decide from the existing literature what are the “right” def-
initions to use. For example, sometimes it is needed that α is multiplicative
(that is, α[a, b] = [α(a), α(b)] in the Lie case, and α(ab) = α(a)α(b) in the
algebra case). In the definition of a Hom-bialgebra, it is not clear whether
one should take different endomorphisms describing the Hom-associativity
and the Hom-coassociativity; see [12], where different endomorphisms are
allowed, and [16], where the two endomorphisms are the same. In [1], the
authors compare all possible variations of the definition of a Hom-algebra.
The aim of this paper is to understand Hom-structures from the point of
view of monoidal categories. This leads in a natural way to the definition
of monoidal Hom-algebras, Hom-coalgebras, etc. These monoidal Hom-
structures are certain classes of the Hom-structures found in literature. It
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turns out that the monoidal categorical point of view can help us, amongst
other things, to point out what definitions are useful for certain types of
applications. We will construct a symmetric monoidal category, and then
introduce monoidal Hom-algebras, Hom-coalgebras etc. as algebras, coalge-
bras etc. in this monoidal category. The remarkable thing is that we have
to consider a category in which the associativity constraint is non-trivial.
In Section 2, we introduce the category H(C) associated to a monoidal cate-
gory C; the associativity and unit constraints come in two versions, leading
to two different monoidal structures on H(C), denoted H(C) and H˜(C). The
objects of the latter consist of pairs formed by an object of C together with
an automorphism of this object. The associativity constraint is given by
(11), and involves the automorphisms and their inverses. Actually, H(C)
and H˜(C) are tensor isomorphic (Proposition 2.7), leading to structure the-
orems for algebras, coalgebras, ... in H˜(C).
In Section 3, we apply this construction to the category of k-modules, and
look at algebras in the category H˜(Mk). For the associativity, we obtain
the formula
(3) (ab)c = α(a)(bα−1(c)),
which is clearly equivalent to the aforementioned condition for Hom-associativity.
By definition, the automorphism α of the algebra A has to be invertible, and
it has to be multiplicative, because the multiplication map of A has to be a
morphism in the category H˜(Mk). Although the definitions in [10, 11, 12]
do not require α to be invertible, neither multiplicative, it seems that, in
order to have certain “nice” properties for Hom-algebras, Hom-coalgebras,
..., we need these extra conditions. This is illustrated by some of our results;
for example, we prove in Proposition 3.6 that the category of modules over
a monoidal Hom-bialgebra is monoidal, and the proof does not work if α is
not multiplicative. In Section 4, we generalize the Fundamental Theorem
for Hopf-modules to the Hom-setting. Another example of an application
of the monoidal categorical point of view in the Hom-world is presented
in Section 5, where we consider a Hom-version of the classical group alge-
bra (applying our construction to the category of sets). In this case, the
monoidal categorical framework offers a possibility to see what the unitality
conditions look like. In Section 6, as a special case of Lie algebras in the ad-
ditive symmetric monoidal category H˜(Mk), we recover monoidal Hom-Lie
algebras. Compared to the Hom-Lie algebras considered in literature, they
also satisfy the Hom-Jacobi identity; the additional requirement is that α is
multiplicative and invertible. As another example of a Hom-Hopf algebra,
we introduce the tensor Hom-algebra in Section 7. This is applied in Sec-
tion 9 to the construction of the universal enveloping (Hom-Hopf) algebra
of a (monoidal) Hom-Lie algebra.
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1. Preliminary results
We assume some (at least working) knowledge of (braided) monoidal cate-
gories and categorical constructions. In this respect, [7] and [9] can be useful
references.
Let us start by mentioning some results concerning the behaviour of some
algebraic objects in (braided) monoidal categories under (braided) monoidal
functors. This will be used later on.
Definition 1.1. Let C = (C,⊗, I, a, l, r) be a monoidal category. An algebra
(in literature sometimes also called monoid) in C is a triple A = (A,m, η),
where A ∈ C and m : A ⊗ A → A and η : I → A are morphisms in C such
that the following diagrams commute:
(A⊗A)⊗A
m⊗A //
(A⊗m)◦aA,A,A

A⊗A
m

A⊗A
m // A
I ⊗A
u⊗A //
lA %%❏
❏❏
❏❏
❏❏
❏❏
❏
A⊗A
m

A⊗ I
A⊗uoo
rA
yytt
tt
tt
tt
tt
A
We can define a coalgebra (or comonoid) in a monoidal category C as an
algebra in the opposite category Cop. Here, Cop = (Cop,⊗op, I) denotes the
opposite category of C and ⊗op : Cop×Cop → Cop the opposite tensor product
functor induced in the obvious way by ⊗.
Let C = (C,⊗, I, c) be a braided monoidal category (in order to make our
notation not too heavy, we will consider C to be strict). A bialgebra (or
bimonoid) in C is a pentuple H = (H,m, η,∆, ε), where (H,m, η) is an
algebra and (H,∆, ε) a coalgebra in C, such that ∆ : H → H ⊗ H and
ε : H → I are algebra morphisms, or, equivalently, such thatm : H⊗H → H
and η : I → H are coalgebra morphisms. Here the algebra structure on
H ⊗H is given by
(4) H ⊗H ⊗H ⊗H
H⊗cH,H⊗H // H ⊗H ⊗H ⊗H
m⊗m // H ⊗H ,
and the coalgebra structure by
(5) H ⊗H
∆⊗∆ // H ⊗H ⊗H ⊗H
H⊗cH,H⊗H // H ⊗H ⊗H ⊗H .
Let C = (C,∆C , εC) be a coalgebra, and A = (A,mA, ηA) an algebra in C.
We can now define a product ∗ on HomC(C,A) as follows: for f, g : C → A,
let f ∗ g be defined by f ∗ g = mA ◦ (f ⊗ g) ◦∆C . ∗ is called the convolution
product. Observe that ∗ is associative, and that for any f ∈ HomC(C,A),
we have that f ∗ (ηA ◦ εC) = (ηA ◦ εC) ∗ f = f, so the convolution product
makes HomC(C,A) into a monoid (ηA ◦ εC being the unit element for ∗).
Now suppose that H is a bialgebra in C, and take H = A = C in the above
construction. If the identity H of H has a convolution inverse S = SH ,
then we say that H is a Hopf algebra (or Hopf monoid) in C. S is called the
antipode of H.
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Proposition 1.2. Let (F,ϕ0, ϕ2) be a monoidal functor between the monoidal
categories C = (C,⊗, I, a, l, r) and D = (D,⊙, J, a′, l′, r′). If A is an algebra
in C, then F (A) is an algebra in D, with
mF (A) = F (mA) ◦ ϕ2(A,A) ; ηF (A) = F (η) ◦ ϕ0.
In a similar way, if (F,ψ0, ψ2) is a comonoidal functor from C to D, and C
is a coalgebra in C, then F (C) is a coalgebra in D with
∆F (C) = ψ2(C,C) ◦ F (∆C) ; εF (C) = ψ0 ◦ F (εC).
Assume that F is strong monoidal and braided, and that H is a bialgebra in
C. It follows from Proposition 1.2 that F (H) is an algebra and a coalgebra
in D, and it is easy to show that it is even a bialgebra in D. Let us now
show that we have a similar property for Hopf algebras.
Lemma 1.3. Let F : C → D be a strong monoidal functor, A an algebra
in C and C a coalgebra in C. Then for f, g ∈ HomC(C,A), we have that
F (f ∗ g) = F (f) ∗ F (g).
Proof. From the naturality of ϕ2, it follows that the diagram
(6) F (C)⊙ F (C)
ϕ2(C,C) //
F (f)⊙F (g)

F (C ⊗ C)
F (f⊗g)

F (A)⊙ F (A)
ϕ2(A,A) // F (A⊗A)
commutes. Then we easily compute that
F (f) ∗ F (g) = mF (A) ◦ (F (f)⊙ F (g)) ◦∆F (C)
= F (mA) ◦ ϕ2(A,A) ◦ (F (f)⊙ F (g)) ◦ ϕ
−1
2 (C,C) ◦ F (∆C)
(6)
= F (mA ◦ (f ⊗ g) ◦∆C) = F (f ∗ g).

As a consequence, we immediately obtain the following result.
Proposition 1.4. Let (F,ϕ0, ϕ2) be a strong monoidal braided functor be-
tween the braided monoidal categories C and D. If H is a Hopf algebra in
C, then F (H) is a Hopf algebra in D.
Proof. We have already seen that our result holds for bialgebras. If S is an
antipode for H, then it follows from Lemma 1.3 that F (S) is an antipode
for F (H). 
Symmetric monoidal categories are well-suited to consider cyclic permuta-
tions on copies of the same object. Moreover, if we assume additivity, these
categories offer a framework to generalize the classical definition of Lie al-
gebra and incorporate examples of “generalized” Lie algebras, see [8] for
instance. We present another illustration of this fact in Section 6.
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Consider parenthized monomials in n non-commuting variables X1, · · · ,Xn,
such that every variable Xi occurs one time in the monomial. Examples of
such polynomials in de case n = 4 are (X1X3)(X2X4), X1(X4(X3X2)) etc...
Let Un be the set of all these polynomials. We describe these polynomials.
If we delete the parentheses in P ∈ Un, then we obtain a monomial of the
form Xσ(1)Xσ(2) · · ·Xσ(n), where σ ∈ Sn is a permutation of {1, · · · , n}.
Thus we obtain a surjection Un → Sn.
Consider the polynomials P ∈ Un such that the corresponding permutation
in Sn is the identity; such polynomials are in bijective correspondence to Tn,
the set of planar binary trees with n leaves and one root (see for example
[14]).
Thus we can consider Un as the direct product Tn × Sn: for σ ∈ Sn,
ψ ∈ Tn, take the polyniomial X1X2 · Xn with parenthesis corresponding
to ψ, and then permute the variable X1, · · · ,Xn using σ. The cardinal-
ity of Tn is the (n − 1)-th Catalan number Cn = (2n− 2)!/((n − 1)!n!),
#(Sn) = n!, so we find that #(Un) = (2n − 2)!/(n − 1)!. Un is a right Sn-
set: (ψ, σ)σ′ = (ψ, σ ◦ σ′). We embed Tn in Un by identifying ψ and (ψ, e).
Now assume that C is a symmetric monoidal category with symmetry c, and
take u = ψσ ∈ Un. We have functors
pσ : C
n → Cn, pσ(M1, · · · ,Mn) = (Mσ(1), · · · ,Mσ(n))
and ψ(⊗) : Cn → C, where ψ(⊗)(M1, · · · ,Mn) is the ψ-parenthized n-fold
tensor product M1 ⊗M2 ⊗ · · · ⊗Mn. Let ⊗
u = ψ(⊗) ◦ pσ : C
n → C. Take
u, u′ ∈ Un. Using compositions of the associativity constraint a and the
symmetry c, tensored up with some identity natural transformations, we
can construct a natural transformation
b(u, u′) : ⊗u → ⊗u
′
.
It follows from the coherence conditions of a and c that this natural trans-
formation is unique.
We fix an element tn ∈ Tn corresponding to the following parenthized mono-
mial:
X1(X2(· · · (Xn−1Xn) · · · )).
tn can be defined recursively as follows: tn = t1∨tn−1, where t1 is the unique
element of T 1, and ∨ denotes the grafting of trees, see [14] e.g..
Let τ be the nontrivial element of S2, and s ∈ S3 the cyclic permutation
s(1) = 2, s(2) = 3, s(3) = 1. Then we easily compute
b(t2, t2τ) = c : ⊗t
2
= ⊗ → ⊗t
2τ = ⊗ ◦ pτ ;
b(t3, t3s) = a ◦ (c⊗ 1C) ◦ a
−1 ◦ (1C ⊗ c) : ⊗
t3 → ⊗t
3s;
b(t3, t3s2) = (1C ⊗ c) ◦ a ◦ (c⊗ 1C) ◦ a
−1 : ⊗t
3
→ ⊗t
3s2 .
In particular, for L ∈ C, we have the following morphisms in C:
b(t3, t3s)L,L,L, b(t
3, t3s2)L,L,L : L⊗ (L⊗ L)→ L⊗ (L⊗ L).
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Let us denote tc := b(t
3, t3s)L,L,L and wc := b(t
3, t3s2), just to lighten nota-
tion in the following
Definition 1.5. A Lie algebra in C is a couple (L, [−,−]), denoted L for
short if there is no confusion possible, where L is an object of C and [−,−] :
L⊗ L→ L is a morphism (which we call a Lie bracket) in C that satisfies
[−,−] ◦ (1L⊗L + cL,L) = 0L⊗L,L,(7)
[−,−] ◦ (1L ⊗ [−,−]) ◦ (1L⊗(L⊗L) + tc + wc) = 0L⊗(L⊗L),L.(8)
2. The Hom-construction
Let C be a category. We introduce a new category H(C) as follows: objects
are ordered pairs (M,µ), with M ∈ C and µ ∈ Aut C(M). A morphism
f : (M,µ)→ (N, ν) is a morphism f : M → N in C such that
(9) ν ◦ f = f ◦ µ.
H(C) will be called the Hom-category associated to C. If (M,µ) ∈ C, then
µ : M →M is obviously a morphism in H(C).
Now assume that C = (C,⊗, I, a, l, r) is a monoidal category. It is easy to
show that H(C) = (H(C),⊗, (I, I), a, l, r) is also a monoidal category. The
tensor product of (M,µ) and (N, ν) in H(C) is given by the formula
(10) (M,µ) ⊗ (N, ν) = (M ⊗N,µ⊗ ν).
On the level of morphisms, the tensor product is the tensor products of
morphisms in C. We will now modify this construction.
Proposition 2.1. Let C = (C,⊗, I, a, l, r) be a monoidal category. Then
H˜(C) = (H(C),⊗, (I, I), a˜, l˜, r˜) is also a monoidal category. The tensor prod-
uct is given by (10). The associativity constraint a˜ is given by the formula
(11) a˜M,N,P = aM,N,P ◦ ((µ ⊗N)⊗ pi
−1) = (µ ⊗ (N ⊗ pi−1)) ◦ aM,N,P ,
for (M,µ), (N, ν), (P, pi) ∈ H(C). The unit constraints l˜ and r˜ are given by
(12) l˜M = µ ◦ lM = lM ◦ (I ⊗ µ) ; r˜M = µ ◦ rM = rM ◦ (µ ⊗ I).
Proof. From the naturality of a, it follows that aM,N,P and a˜M,N,P are
morphisms in H(C). Let us show that a˜ is natural in M,N and P . Let
f : M → M ′, g : N → N ′ and h : P → P ′ be morphisms in H(C), and
consider the diagram
(M ⊗N)⊗ P
(µ⊗N)⊗pi−1 //
(f⊗g)⊗h

(M ⊗N)⊗ P
aM,N,P //
(f⊗g)⊗h

M ⊗ (N ⊗ P )
f⊗(g⊗h)

(M ′ ⊗N ′)⊗ P ′
(µ′⊗N ′)⊗pi′−1// (M ′ ⊗N ′)⊗ P ′
aM′ ,N′,P ′ // M ′ ⊗ (N ′ ⊗ P ′)
The left square commutes since f, g, h ∈ H(C). The right square commutes
since a is natural. Hence the whole diagram commutes, and this shows that
a˜ is natural.
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We will next show that a˜ satisfies the Pentagon Axiom (see [7, (XI.2.6)] e.g.).
In the following computation, the naturality of a is used several times.
For (M,µ), (N, ν), (P, pi), (Q, q) ∈ H(C), we have
a˜M,N,P⊗Q ◦ a˜M⊗N,P,Q
(11)
= aM,N,P⊗Q ◦ (µ⊗N ⊗ (pi
−1 ⊗ q−1)) ◦ aM⊗N,P,Q ◦ (((µ ⊗ ν)⊗ P )⊗ q
−1)
= aM,N,P⊗Q ◦ aM⊗N,P,Q
◦(((µ ⊗N)⊗ pi−1)⊗ q−1) ◦ (((µ ⊗ ν)⊗ P )⊗ q−1)
= aM,N,P⊗Q ◦ aM⊗N,P,Q ◦ (((µ
2 ⊗ ν)⊗ pi−1)⊗ q−2);
(M ⊗ a˜N,P,Q) ◦ a˜M,N⊗P,Q ◦ (a˜M,N,P ⊗Q)
(11)
= (M ⊗ aN,P,Q) ◦ (M ⊗ ((ν ⊗ P )⊗ q
−1)) ◦ aM,N⊗P,Q
◦((µ ⊗ (N ⊗ P ))⊗ q−1) ◦ (aM,N,P ⊗Q) ◦ (((µ ⊗N)⊗ pi
−1)⊗Q)
= (M ⊗ a˜N,P,Q) ◦ aM,N⊗P,Q ◦ (aM,N,P ⊗Q) ◦ (((µ
2 ⊗ ν)⊗ pi−1)⊗ q−2)
Both expressions are equal, since the Pentagon Axiom holds for a.
We will now show that l˜ is natural: take f : M → N in H(C), and consider
the diagram
I ⊗M
lM //
I⊗f

M
µ //
f

M
f

I ⊗N
lN // N
ν // N
The left square commutes, by the naturality of l, and the right square com-
mutes since f ∈ H(C). The naturality of r˜ can be proved in a similar way.
Let us finally show that the Triangle Axiom is satisfied.
(M ⊗ l˜N ) ◦ a˜M,I,N
(11,12)
= (M ⊗ ν) ◦ (M ⊗ lN ) ◦ (µ ⊗ (I ⊗ ν
−1)) ◦ aM,I,N
= (M ⊗ ν) ◦ (µ⊗ ν−1) ◦ (M ⊗ lN ) ◦ aM,I,N
= (µ⊗N) ◦ (rM ⊗N) = r˜M ⊗N.

Proposition 2.2. Let C = (C,⊗, I, a, l, r, c) be a braided monoidal category.
Then H˜(C) = (H(C),⊗, (I, I), a˜, l˜, r˜, c) is also a braided monoidal category.
Proof. It follows from the naturality of the braiding c that cM,N is a mor-
phism in H(C), for all (M,µ), (N, ν) ∈ H(C). c is still natural if we view it
as a natural isomorphism ⊗ → ⊗◦τ between functors H(C)×H(C)→ H(C).
Now let us verify the Hexagon Axioms (H1,H2) from [7, XIII.1.1]. We re-
strict attention to (H1), the proof of (H2) is similar. We need to show that
the following diagram commutes, for any (M,µ), (N, ν), (P, pi) ∈ H(C)
(M ⊗N)⊗ P
a˜M,N,P //
cM,N⊗P

M ⊗ (N ⊗ P )
cM,N⊗P // (N ⊗ P )⊗M
a˜N,P,M

(N ⊗M)⊗ P
a˜N,M,P // N ⊗ (M ⊗ P )
N⊗cM,P // N ⊗ (P ⊗M)
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Indeed,
a˜N,P,M ◦ cM,N⊗P ◦ a˜M,N,P
= aN,P,M ◦ ((ν ⊗ P )⊗ µ
−1) ◦ cM,N⊗P ◦ aM,N,P ◦ ((µ ⊗N)⊗ pi
−1)
= aN,P,M ◦ cM,N⊗P ◦ (µ
−1 ⊗ (ν ⊗ P )) ◦ aM,N,P ◦ ((µ ⊗N)⊗ pi
−1)
= aN,P,M ◦ cM,N⊗P ◦ aM,N,P ◦ ((M ⊗ ν)⊗ pi
−1);
(N ⊗ cM,P ) ◦ a˜N,M,P ◦ cM,N ⊗ P
= (N ⊗ cM,P ) ◦ aN,M,P ◦ ((ν ⊗M)⊗ pi
−1) ◦ cM,N ⊗ P
= (N ⊗ cM,P ) ◦ aN,M,P ◦ cM,N ⊗ P ◦ ((M ⊗ ν)⊗ pi
−1).
The two expressions are equal since c is a braiding on C. 
Recall that an object M in a monoidal category C is called left rigid if
there exists an object M∗ together with morphisms bM : I →M ⊗M
∗ and
dM :M
∗ ⊗M → I such that the following formulas are satisfied:
rM ◦ (M ⊗ dM ) ◦ aM,M∗,M ◦ (bM ⊗M) ◦ l
−1
M =M ;(13)
lM∗ ◦ (dM ⊗M
∗) ◦ a−1M∗,M,M∗ ◦ (M
∗ ⊗ bM ) ◦ r
−1
M∗ =M
∗.(14)
It is easily verified that if M is left rigid, then the object M∗ is unique up
to isomorphism. In this situation, we call M∗ the left dual of M .
A right rigid object is defined symmetrically. Remark that if M is left rigid
with left dual M∗, then M∗ is right rigid with right dual M .
Now let us assume that C has left duality. LetM∗ be the left dual ofM ∈ C,
and bM : I →M ⊗M
∗, dM : M
∗⊗M → I the coevaluation and evaluation
maps. We will show that H˜(C) also has left duality.
We first recall the following properties. For f ∈ HomC(M,N), we have the
dual morphism
f∗ = lM∗◦(dN⊗M
∗)◦((N∗⊗f)⊗M∗)◦a−1N∗,M,M∗◦(N
∗⊗bM )◦r
−1
N∗ : N
∗ →M∗,
satisfying the properties
dM ◦ (f
∗ ⊗M) = dN ◦ (N
∗ ⊗ f);(15)
(f ⊗M∗) ◦ bM = (N ⊗ f
∗) ◦ bN .(16)
Let g : N → P be another morphism in C. It follows from (16) that
(17) ((g ◦ f)⊗M∗) ◦ bM = (g ⊗ f
∗) ◦ bN .
For f, g : M →M , we now have
(dM ⊗M
∗) ◦ ((f∗ ⊗M)⊗ g∗) ◦ a−1M∗,M,M∗ ◦ (M
∗ ⊗ bM )
(15)
= (dM ⊗M
∗) ◦ ((M∗ ⊗ f)⊗ g∗) ◦ a−1M∗,M,M∗ ◦ (M
∗ ⊗ bM )
= (dM ⊗M
∗) ◦ a−1M∗,M,M∗ ◦ (M
∗ ⊗ (f ⊗ g∗)) ◦ (M∗ ⊗ bM )
(17)
= (dM ⊗M
∗) ◦ a−1M∗,M,M∗ ◦ (M
∗ ⊗ ((f ◦ g)⊗M∗)) ◦ (M∗ ⊗ bM )
= (dM ⊗M
∗) ◦ ((M∗ ⊗ (f ◦ g)) ⊗M∗) ◦ a−1M∗,M,M∗ ◦ (M
∗ ⊗ bM ).(18)
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Proposition 2.3. Suppose that C is a monoidal category with left dual-
ity. Then H˜(C) also has left duality. The left dual of (M,µ) ∈ H˜(C) is
(M∗, (µ∗)−1), and the left and right coevaluation maps are given by the for-
mulas
d˜M = dM ◦ (µ
∗ ⊗ µ) ; b˜M = (µ ⊗ µ
∗)−1 ◦ bM .
Proof. Using (17), we obtain that
(µ ⊗ (µ∗)−1) ◦ bM = ((µ ◦ µ
−1)⊗M∗) ◦ bM = bM ,
so bM is a morphism in H(C). Then b˜M is also a morphism in H(C). In a
similar way, d˜M is a morphism in H(C). Now we compute
r˜M ◦ (M ⊗ d˜M ) ◦ a˜M,M∗,M ◦ (b˜M ⊗M) ◦ l˜
−1
M
= µ ◦ rM ◦ (M ⊗ dM ) ◦ (M ⊗ (µ
∗ ⊗ µ)) ◦ (µ ⊗ (M∗ ⊗ µ−1))
◦aM,M∗,M ◦ ((µ
−1 ⊗ (µ∗)−1)⊗M) ◦ (bM ⊗M) ◦ l
−1
M ◦ µ
−1
= µ ◦ rM ◦ (M ⊗ dM ) ◦ aM,M∗,M ◦ (bM ⊗M) ◦ l
−1
M ◦ µ
−1
(13)
= µ ◦M ◦ µ−1 =M ;
l˜M∗ ◦ (d˜M ⊗M
∗) ◦ a˜−1M∗,M,M∗ ◦ (M
∗ ⊗ b˜M ) ◦ r˜
−1
M∗
= (µ∗)−1 ◦ lM∗ ◦ (dM ⊗M
∗) ◦ ((µ∗ ⊗ µ)⊗M∗) ◦ ((µ∗ ⊗M)⊗ (µ∗)−1)
◦a−1M∗,M,M∗ ◦ (M
∗ ⊗ (µ−1 ⊗ (µ∗)−1)) ◦ (M∗ ⊗ bM ) ◦ r
−1
M∗ ◦ µ
∗
= (µ∗)−1 ◦ lM∗ ◦ (dM ⊗M
∗) ◦ (((µ∗)2 ⊗M)⊗ (µ∗)−2)
◦a−1M∗,M,M∗ ◦ (M
∗ ⊗ bM ) ◦ r
−1
M∗ ◦ µ
∗
(18)
= (µ∗)−1 ◦ lM∗ ◦ (dM ⊗M
∗) ◦ a−1M∗,M,M∗ ◦ (M
∗ ⊗ bM ) ◦ r
−1
M∗ ◦ µ
∗
(14)
= (µ∗)−1 ◦M∗ ◦ µ∗ =M∗.

In the same way, we can prove the following result.
Proposition 2.4. Suppose that C is a monoidal category with right duality.
Denote the right dual of M ∈ C by ∗M , and the evaluation and coevalution
maps by d′M and b
′
M . Then H(C) also has right duality. The right dual of
(M,µ) ∈ H˜(C) is (∗M, (∗µ)−1), and the left and right coevaluation maps are
given by the formulas
d˜′M = d
′
M ◦ (
∗µ⊗ µ)−1 ; b˜′M = (µ⊗
∗µ) ◦ b′M .
Obviously, the Hom-construction is functorial: for a functor F : C → D, we
have a functor H(F ) : H(C)→H(D) given by
H(F )(M,µ) = (F (M), F (µ)) ; H(F )(f) = F (f).
Proposition 2.5. Let C = (C,⊗, I, a, l, r) and D = (D,⊗, J, b,m, s) be
monoidal categories, and that (F,ϕ0, ϕ2) is a monoidal functor C → D.
Then (H(F ), ϕ0, ϕ2) is a monoidal functor H˜(C)→ H˜(D).
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Proof. ϕ0 : J → F (I) is clearly a morphism inH(D). For all (M,µ), (N, ν) ∈
H(C),
ϕ2(M,N) : F (M) ⊗ F (N)→ F (M ⊗N)
is a morphism in H(D), since ϕ2 is natural in M and N , so that
ϕ2(M,N) ◦ (F (µ)⊗ F (ν)) = F (µ ⊗ ν) ◦ ϕ2(M,N).
Let us now show that the following diagram commutes
(F (M) ⊗ F (N))⊗ F (P )
b˜F (M),F (N),F (P )//
ϕ2(M,N)⊗F (P )

F (M)⊗ (F (N) ⊗ F (P ))
F (M)⊗ϕ2(N,P )

F (M ⊗N)⊗ F (P )
ϕ2(M⊗N,P )

F (M) ⊗ F (N ⊗ P )
ϕ2(M,N⊗P )

F ((M ⊗N)⊗ P )
F (a˜M,N,P ) // F (M ⊗ (N ⊗ P ))
Indeed,
ϕ2(M,N ⊗ P ) ◦ (F (M) ⊗ ϕ2(N,P )) ◦ b˜F (M),F (N),F (P )
= ϕ2(M,N ⊗ P ) ◦ (F (M) ⊗ ϕ2(N,P ))
◦(F (µ)⊗ (F (N)⊗ F (pi−1))) ◦ bF (M),F (N),F (P )
= ϕ2(M,N ⊗ P ) ◦ (F (µ)⊗ F (N ⊗ pi
−1))
◦(F (M)⊗ ϕ2(N,P )) ◦ bF (M),F (N),F (P )
= F (µ ⊗ (N ⊗ pi−1)) ◦ ϕ2(M,N ⊗ P )
◦(F (M)⊗ ϕ2(N,P )) ◦ bF (M),F (N),F (P )
= F (µ ⊗ (N ⊗ pi−1)) ◦ F (aM,N,P ) ◦ ϕ2(M ⊗N,P ) ◦ ϕ2(M,N) ◦ F (P )
= F
(
(µ⊗ (N ⊗ pi−1)) ◦ aM,N,P
)
◦ ϕ2(M ⊗N,P ) ◦ ϕ2(M,N) ◦ F (P )
= F (a˜M,N,P ) ◦ ϕ2(M ⊗N,P ) ◦ ϕ2(M,N) ◦ F (P ).

Proposition 2.6. We have an isomorphism of categories
F : H(Cop)→H(C)op, F (M,µ) = (M,µ−1), F (f) = f.
If C is a monoidal, then F defines monoidal isomorphisms H(Cop) ∼= H(C)op
and H˜(Cop) ∼= H˜(C)op.
Let C be a monoidal category. Our next aim is to show that the categories
H(C) = (H(C),⊗, (I, I), a, l, r) and H˜(C) = (H(C),⊗, (I, I), a˜, l˜, r˜) are tensor
isomorphic. Let F : H(C)→H(C) be the identity functor, and ϕ0 : I → I
the identity. For M,N ∈ H(C), we define
ϕ2(M,N) = µ⊗ ν : F (M)⊗ F (N) = F (M ⊗N)→ F (M ⊗N) =M ⊗N.
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ϕ2 is natural in M and N : if f : M →M
′ and g : N → N ′ are morphisms
in H(C), then we have the commutative diagram
M ⊗N
µ⊗ν //
f⊗g

M ⊗N
f⊗g

M ′ ⊗N ′
µ′⊗ν′ // M ′ ⊗N ′
Proposition 2.7. Let C be a monoidal category. Then the functor (F,ϕ0, ϕ2) :
H(C)→ H˜(C) defined above is strong monoidal. Consequently, the monoidal
categories H(C) and H˜(C) are tensor isomorphic.
Proof. We have to show first that the diagram
(M ⊗N)⊗ P
a˜M,N,P //
ϕ2(M,N)⊗P

M ⊗ (N ⊗ P )
M⊗ϕ2(N,P )

(M ⊗N)⊗ P
ϕ2(M⊗N,P )

M ⊗ (N ⊗ P )
ϕ2(M,N⊗P )

(M ⊗N)⊗ P
aM,N,P // M ⊗ (N ⊗ P )
commutes, for all (M,µ), (N, ν), (P, pi) ∈ H(C). Indeed,
ϕ2(M,N ⊗ P ) ◦ (M ⊗ ϕ2(N,P )) ◦ a˜M,N,P
= (µ ⊗ (ν ⊗ pi)) ◦ (M ⊗ (ν ⊗ pi)) ◦ (µ⊗ (N ⊗ pi−1)) ◦ aM,N,P
= (µ2 ⊗ (ν2 ⊗ pi)) ◦ aM,N,P
= aM,N,P ◦ ((µ
2 ⊗ ν2)⊗ pi)
= aM,N,P ◦ ((µ ⊗ ν)⊗ pi ◦ ((µ ⊗ ν)⊗ P )
= aM,N,P ◦ ϕ2(M ⊗N,P ) ◦ (ϕ2(M,N) ⊗ P ).
Finally we need to show that the following two diagrams commute:
I ⊗M
l˜M //
ϕ0⊗M

M
I ⊗M
ϕ2(I,M) // I ⊗M
lM
OO M ⊗ I
r˜M //
M⊗ϕ0

M
M ⊗ I
ϕ2(M,I) // M ⊗ I
rM
OO
Indeed,
lM ◦ ϕ2(I,M) ◦ ϕ0 ⊗M = lM ⊗ (I ⊗ µ) = l˜M .
The commutativity of the second diagram is proved in a similar way. 
Remark 2.8. Let C be an additive category. It is easy to see that both H(C)
and H˜(C) are additive as well.
Proposition 1.2 allows us to characterize algebras and coalgebras in the cat-
egory H˜(C). These descriptions will be very useful in the following Section.
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Since the functor (F,ϕ0, ϕ2) from Proposition 2.7 is a strong monoidal iso-
morphism of monoidal categories, we obtain a category isomorphism be-
tween the category of algebras in H(C) and the category of algebras in H˜(C).
Algebras in H(C) are easy to describe: they are of the form (A,α), where A
is an algebra in C and α : A→ A is an algebra automorphism.
Corollary 2.9. An algebra A˜ in H˜(C) is of the following type:
A˜ = (A,α,mA ◦ (α ⊗ α) = α ◦ mA, ηA), where A is an algebra in C with
multiplication mA and unit ηA, and α is an algebra automorphism of A.
The functor (F,ϕ0, ϕ2) from Proposition 2.7 is a strong monoidal one, hence
(F,ϕ−10 , ϕ
−1
2 ) is strong comonoidal. Now we have a category isomorphism
between the category of coalgebras in H(C) and the category of coalgebras
in H˜(C). Coalgebras in H(C) are also easy to describe, and we obtain the
following structure theorem for coalgebras in H˜(C).
Corollary 2.10. A coalgebra C˜ in H˜(C) is of the form C˜ = (C, γ, (γ−1 ⊗
γ−1) ◦ ∆C = ∆C ◦ γ
−1, εC), where (C,∆C , εC) is a coalgebra in C and γ :
C → C is a coalgebra automorphism.
Corollaries 2.9 and 2.10 are related to [15, Theorem 2.4] and [12, Theorem
3.16]. We will come back to this in Section 3, see the comments following
Corollary 3.5.
We now also take braidings into account.
Proposition 2.11. Let C be a braided monoidal category. Then the monoidal
functor (F,ϕ0, ϕ2) from Proposition 2.7 is braided. Consequently H(C) and
H˜(C) are isomorphic as braided monoidal categories.
Using Proposition 1.2 and Proposition 1.4, we now immediately obtain the
following structure theorems for bialgebras and Hopf algebras in H˜(C).
Proposition 2.12. A bialgebra H˜ in H˜(C) is of the following type: H˜ =
(H,α,mH ◦ (α⊗α), ηA,∆H ◦α
−1, εH), where (H,mH , ηH ,∆H , εH) is a bial-
gebra in C, and α ∈ Aut C(H) is a bialgebra automorphism. H˜ is a Hopf
algebra in H˜(C) if H is a Hopf algebra in C.
Remark that we do not have to impose that the antipode S of H com-
mutes with α (equivalently, α is a Hopf algebra isomorphism): this follows
automatically from the fact that α is a bialgebra isomorphism.
3. Monoidal Hom-Hopf algebras
Let k be a commutative ring. The results of Section 2 can be applied to the
category of k-modules (vector spaces if k is a field); C =Mk.
Let (M,µ), (N, ν), (P, pi) ∈ H˜(Mk). The associativity and unit constraints
are given by the formulas
a˜M,N,P ((m⊗ n)⊗ p) = µ(m)⊗ (n⊗ pi
−1(p));
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l˜M (x⊗m) = r˜M (m⊗ x) = xµ(m).
An algebra in H˜(Mk) will be called a monoidal Hom-algebra.
Proposition 3.1. A monoidal Hom-algebra is an object (A,α) ∈ H˜(Mk)
together with a k-linear map mA : A⊗A→ A and an element 1A ∈ A such
that
(19) α(ab) = α(a)α(b) ; α(1A) = 1A,
(20) α(a)(bc) = (ab)α(c) ; a1A = 1Aa = α(a),
for all a, b, c ∈ A. Here we use the notation mA(a⊗ b) = ab.
Proof. Let (A,α,mA, η) be an algebra in H˜(Mk). Let η(1) = 1A. The
fact that the structure maps mA and ηA are maps in H˜(Mk) is expressed
by (19) The associativity of the multiplication map m is expressed by the
commutativity of the following diagram:
(A⊗A)⊗A
mA⊗A //
a˜A,A,A

A⊗A
mA
""❊
❊❊
❊❊
❊❊
❊❊
A
A⊗ (A⊗A)
A⊗mA // A⊗A
mA
<<②②②②②②②②②
or, for all a, b, c ∈ A:
(ab)c = α(a)(bα−1(c)),
which is equivalent to the first formula of (20). The unit condition is ex-
pressed by the commutativity of the diagram
k ⊗A
η⊗A //
lA
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
A⊗A
mA

A⊗ k
A⊗ηoo
rA
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
A
which is equivalent to the second formula of (20). 
Remark 3.2. The Hom-associativity condition in (20) first appeared in [10,
Def. 1.1]. In [10], a Hom-(associative) algebra is a triple (A;µA;α), with a
linear space A, a linear space homomorphism (linear map) α : A → A and
a bilinear multiplication µA : A ⊗ A → A satisfying the Hom-associativity
condition in the first equation in (20). The authors of [10] do not impose that
α is injective, nor that µA satisfies the first equation of (19), nor that the
algebra has a unit in any sense. In [10] and [2], the authors consider also the
subclass of unital Hom-associative algebras. For the unital Hom-associative
algebras they require the existence of 1A ∈ A such that a1A = 1Aa = a,
for all a ∈ A, a condition that is clearly different from the second equation
in (20). It should be also mentioned here that the unitality condition in
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(20) has been introduced and studied in detail in [2] where it is called weak
unitality (see [2, Def. 2.1]).
Now let (A, ∗, α) be a Hom-associative structure in the classical sense of
[10]: α : A → A is k-linear, and ∗ is a multiplication on A satisfying the
first equality in (20). Gohr [4] calls A a twist if there is an associative
multiplication · on A such that a ∗ b = α(a · b), for all a, b ∈ A. Sufficient
conditions for A to be a twist are discussed in great detail in [1, 2, 3, 4]. For
example, the twist property can be characterized completely in the situation
where α is surjective, see [4, Prop. 2]. In our situation, the condition that
α is bijective is essential, see the definition of the monoidal categories H(C)
and H˜(C) in Section 2. Then Proposition 3.1 tells us that A is a twist, and
this is essentially a consequence of the monoidal equivalence discussed in
Proposition 2.7.
From Corollary 2.9, we immediately obtain the following result.
Proposition 3.3. A monoidal Hom-algebra is of the form A˜ = (A,α,mA ◦
(α ⊗ α) = α ◦mA, ηA) where (A,mA, ηA) is an algebra in the usual sense,
and α ∈ Aut (A) is an algebra automorphism.
A coalgebra in H˜(Mk) will be called a monoidal Hom-coalgebra.
Proposition 3.4. A monoidal Hom-coalgebra is an object (C, γ) ∈ H˜(Mk)
together with k-linear maps ∆ : C → C ⊗C, ∆(c) = c(1)⊗ c(2) (summation
implicitly understood) and ε : C → k such that
(21) ∆(γ(c)) = γ(c(1))⊗ γ(c(2)) ; ε(γ(c)) = ε(c);
and
(22)
γ−1(c(1))⊗∆(c(2)) = ∆(c(1))⊗ γ
−1(c(2)) ; c(1)ε(c(2)) = ε(c(1))c(2) = γ
−1(c),
for all c ∈ C.
Proof. Let (C, γ,∆, ε) be a coalgebra in H˜(Mk). (21) expresses the fact that
∆ and ε are morphisms in H˜(Mk). The coassociativity of ∆ is equivalent
to the commutativity of the following diagram
C ⊗ C
∆⊗C // (C ⊗ C)⊗ C
a˜C,C,C

C
∆
<<①①①①①①①①①
∆ ""❋
❋❋
❋❋
❋❋
❋❋
C ⊗ C
C⊗∆ // C ⊗ (C ⊗C)
or
γ(c(1)(1))⊗ c(1)(2) ⊗ γ
−1(c(2)) = c(1) ⊗∆(c(2)),
for all c ∈ C, which is clearly equivalent to the first formula in (22). The
counit property is handled in a similar way. 
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From Corollary 2.10, we immediately obtain:
Corollary 3.5. A monoidal Hom-coalgebra is of the form C˜ = (C, γ, (γ−1⊗
γ−1) ◦∆ = ∆ ◦ γ−1, ε), where (C,∆, ε) is a coalgebra and γ : C → C is a
coalgebra automorphism.
Hom-coalgebras were introduced by Makhlouf and Silvestrov in [11], and
have been studied in [12] and [16]. In [12, Theorem 3.16], it is observed that
C˜, as considered in Corollary 3.5 is a Hom-coalgebra.
A monoidal Hom-bialgebra H = (H,α,m, η,∆, ε) is a bialgebra in the
symmetric monoidal category H˜(Mk). This means that (H,α,m, η) is a
monoidal Hom-algebra, (H,α,∆, ε) is a monoidal Hom-coalgebra and that
∆ and ε are morphisms of monoidal Hom-algebras, that is
∆(bb′) = ∆(b)∆(b′) ; ∆(1B) = 1B ⊗ 1B ;
ε(bb′) = ε(b)ε(b′) ; ε(1B) = 1.
From Proposition 2.12, it follows that a monoidal Hom-bialgebra is of the
form H = (H,α,m ◦ (α⊗α), η,∆ ◦α−1, ε), where (H,m, η,∆, ε) is a bialge-
bra and α : H → H is a bialgebra automorphism.
We now present a categorical interpretation of the definition of a monoidal
Hom-bialgebra. We can consider modules over a Hom-algebra A = (A,α).
A left (A,α)-Hom-module consists of (M,µ) ∈ H˜(Mk) together with a mor-
phism ψ : A⊗M →M , ψ(a⊗m) = am, in H˜(Mk) such that
(23) α(a)(bm) = (ab)µ(m) and 1Am = µ(m),
for all a ∈ A and m ∈M . The fact that ψ ∈ H˜(Mk) means that
(24) µ(am) = α(a)µ(m).
A morphism f : (M,µ) → (N, ν) in H˜(Mk) is called left A-linear if it
preserves the A-action, that is, f(am) = af(m). AH˜(Mk) will denote the
category of left (A,α)-Hom-modules and A-linear morphisms.
Proposition 3.6. Let H be a monoidal Hom-bialgebra. Then HH˜(Mk) has
a monoidal structure such that the forgetful functor HH˜(Mk)→ H˜(Mk) is
strong monoidal.
Proof. Take (M,µ), (N, ν), (P, pi) ∈ HH˜(Mk). (M ⊗ N,µ ⊗ ν) ∈ HH˜(Mk)
via the left H-action
h · (m⊗ n) = h(1)m⊗ h(2)n.
Let us verify the associativity and unit conditions: for all h, k ∈ H, m ∈M
and n ∈ N , we have
α(h) · (k · (m⊗ n)) = α(h) · (k(1)m⊗ k(2)n)
= α(h)(1)(k(1)m)⊗ α(h)(2)(k(2)n)
(21)
= α(h(1))(k(1)m)⊗ α(h(2))(k(2)n)
(23)
= (h(1)k(1))µ(m)⊗ (h(2)k(2))ν(n) = (hk) · ((µ⊗ ν)(m⊗ n));
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1H · (m⊗ n) = 1H ·m⊗ 1H · n = (µ⊗ ν)(m⊗ n).
(24) is satisfied since
(µ ⊗ ν)(h · (m⊗ n)) = µ(h(1)m)⊗ ν(h(2)n)
= α(h(1))µ(m)⊗ α(h(2))ν(n) = α(h) · ((µ ⊗ ν)(m⊗ n)).
On k, we define a left H-action as follows: h·x = ε(h)x. It is straightforward
to show that (k, k) ∈ HH˜(Mk). Let us also show that the associativity and
unit constraint are left H-linear. For all h ∈ H, m ∈M , n ∈ N and p ∈ P ,
we have
aM,N,P (h · ((m⊗ n)⊗ p)) = aM,N,P ((h(1)(1)m⊗ h(1)(2)n)⊗ h(2)p)
= µ(h(1)(1)m)⊗ (h(1)(2)n⊗ pi
−1(h(2)p))
= µ(α−1(h(1))m)⊗ (h(2)(1)n)⊗ pi
−1(α(h(2)(2))p))
= h(1)µ(m)⊗ (h(2)(1)n⊗ h(2)(2)pi
−1(p))
= h · (µ(m)⊗ (n ⊗ pi−1(p)))
= h · aM,N,P ((m⊗ n)⊗ p);
lM (h · (x⊗m)) = ε(h)xµ(m) = h · lM (x⊗m).

Remark 3.7. For a bialgebra inMk, we also have the converse property. Let
H be a k-algebra, and assume that we have a monoidal structure on HM,
the category of left H-modules, such that the forgetful functor HM →M
is strong monoidal. Then a bialgebra structure on H is defined as follows:
∆(h) = h · (1H ⊗ 1H) and ε(h) = h · 1k. This bialgebra structure determines
the monoidal structure on HM completely: for m ∈ M , n ∈ N , define
fm : H →M , gN : H → N by fm(h) = h ·m, gn(h) = h · n. From the fact
that fm ⊗ gn ∈ HM, it then follows that h · (m⊗ n) = h(1) ·m⊗ h(2) · n.
In the Hom case, the first part of this argument still applies: we have a
monoidal Hom-bialgebra structure on H. The problem is that it does not
determine the monoidal structure completely; fm and gn are not morphisms
in H˜(Mk). Remark also that (H,α) is not a generator of HH˜(Mk).
Now let C = (C, γ) be a monoidal Hom-coalgebra. A right (C, γ)-Hom-
comodule is an object (M,µ) ∈ H˜(Mk) together with a k-linear map ρ :
M →M ⊗ C, notation ρ(m) = m[0] ⊗m[1] in H˜(Mk) such that
µ−1(m[0])⊗∆C(m[1]) = m[0][0]⊗(m[0][1]⊗γ
−1(m[1])) andm[0]ε(m[1]) = µ
−1(m)
for all m ∈M . The fact that ρ ∈ H˜(Mk) means that
ρ(µ(m)) = µ(m[0])⊗ γ(m[1]).
Morphisms of right (C, γ)-Hom-comodule are defined in the obvious way.
The category of right (C, γ)-Hom-comodules will be denoted by H˜(Mk)
C .
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Proposition 3.8. Let H be a monoidal Hom-bialgebra. Then H˜(Mk)
H has
a monoidal structure such that the forgetful functor H˜(Mk)
H → H˜(Mk) is
strong monoidal.
Proof. Take (M,µ), (N, ν) ∈ H˜(Mk)
H . Then (M ⊗ N,µ ⊗ ν) is a Hom-
comodule:
ρ(m⊗ n) = m[0] ⊗ n[0] ⊗m[1]n[1].

Let (C, γ) be a Hom-coalgebra, and (A,α) a Hom-algebra. Then (Hom(C,A),
α◦−◦γ−1) is a Hom-algebra with the convolution as product, and unit η◦ε.
This result can be found in [11, Theorem 3.15] and [12, Prop. 3.4]. The
proof is a straightforward computation.
For M,N ∈ H˜(Mk), let Hom
H(M,N) be the submodule of Hom(M,N)
consisting of k-linear maps M → N that are morphisms in H˜(Mk).
Let (C, γ) be a monoidal Hom-coalgebra, and (A,α) a monoidal Hom-
algebra. It is then easy to show that HomH(C,A) is an associative algebra
with unit η ◦ ε.
A monoidal Hom-Hopf algebra is by definition a Hopf algebra in H˜(Mk).
It follows that a Hom-bialgebra (H,α) is a monoidal Hom-Hopf algebra if
there exists a morphism S : H → H in H˜(Mk) (i.e. S commutes with α)
such that S ∗H = H ∗S = η ◦ε. Monoidal Hom-Hopf algebras are examples
of Hom-Hopf algebras, as introduced in [11]. We finish this Section with
some elementary properties of the antipode. The fact that S(1) = 1 and
ε ◦ S = ε has been observed before in [11, Prop. 3.14] and [12, Prop. 3.23].
Proposition 3.9. Let H be a monoidal Hom-Hopf algebra. Then
S(hk) = S(k)S(h) ; S(1) = 1;
∆(S(h)) = S(h(2))⊗ S(h(1)) ; ε ◦ S = ε.
Proof. We will only prove the first statement. Consider the morphisms
F,G ∈ HomH(H ⊗H,H) given by
F (h⊗ k) = S(k)S(h) ; G(h⊗ k) = S(hk).
We show that G is a left inverse, and F is a right inverse for the multiplica-
tion map m. This implies that F = G, which is the first formula.
(G ∗m)(h⊗ k) = S(h(1)k(1))h(2)k(2)
= S((hk)(1))(hk)(2) = ε(hk)1H ;
(m ∗ F )(h⊗ k) = (h(1)k(1))(S(k(2))S(h(2)))
= ((α−1(h(1))α
−1(k(1)))S(k(2)))α(S(h(2)))
= (h(1)(α
−1(k(1))α
−1(S(k(2))))α(S(h(2)))
= (h(1)α
−1(k(1)S(k(2))))α(S(h(2)))
= (h(1)α
−1(ε(k)1H ))α(S(h(2)))
18 S. CAENEPEEL AND I. GOYVAERTS
= ε(k)(h(1)1H)α(S(h(2)))
= ε(k)α(h(1))α(S(h(2))) = ε(k)ε(h)1H .

4. Hom-Hopf modules and the Fundamental Theorem
Throughout this Section (H,α) will be a monoidal Hom-Hopf algebra. A
right (H,α)-Hom-Hopf module (M,µ) is defined as being a right (H,α)-
Hom-module which is a right (H,α)-Hom-comodule as well, satisfying the
following compatibility relation:
(25) ρ(mh) = m[0]h(0) ⊗m[1]h(1),
whenever m ∈ M and h ∈ H. Considering the Hom-algebra morphism
∆ : H → H ⊗ H, (M ⊗ H,µ ⊗ α) becomes a right (H,α)-Hom-module
(by putting (m ⊗ h)g = mg(1) ⊗ hg(2) for any m ∈ M and h, g ∈ H). The
compatibility relation (25) then means that ρ is a morphism of right (H,α)-
Hom-modules.
A morphism between two right (H,α)-Hom-Hopf modules is a k-linear map
which is a morphism in the categories H˜(Mk)H and H˜(Mk)
H at the same
time. H˜(Mk)
H
H will denote the category of right (H,α)-Hom-Hopf modules
and morphisms between them.
Let (N, ν) ∈ H˜(Mk). Consider (N⊗H, ν⊗α) and the following two k-linear
maps:
ψ : (N ⊗H)⊗H → N ⊗H, ψ((n ⊗ h)⊗ g) = ν(n)⊗ hα−1(g);
ρ : N ⊗H → (N ⊗H)⊗H, ρ(n⊗ h) = (ν−1(n)⊗ h(1))⊗ α(h(2)).
It is easily checked that ψ, resp. ρ define a right (H,α)-Hom-module, resp.
right (H,α)-Hom-comodule structure on (N ⊗H, ν ⊗α), and that the com-
patibility relation (25) is satisfied. This construction is functorial, so we
have a functor:
F = (−⊗H,−⊗ α) : H˜(Mk)→ H˜(Mk)
H
H .
Let (M,µ) be a right (H,α)-Hom-Hopf module and consider the set
M coH = {m ∈M | ρ(m) = µ−1(m)⊗ 1},
then (M coH , µ|McoH ) ∈ H˜(Mk). This construction is also functorial, so we
have a functor:
G = (−)coH : H˜(Mk)
H
H → H˜(Mk).
Theorem 4.1. (F,G) is a pair of inverse equivalences.
Proof. 1) We first show that (F,G) is a pair of adjoint functors. The unit and
the counit of the adjunction are defined as follows. For (M,µ) ∈ H˜(Mk)
H
H ,
ε(M,µ) : (M
coH ⊗H,µ|McoH ⊗ α)→ (M,µ) is defined by the formula
ε(M,µ)(m⊗ h) = mh.
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ε(M,µ) is a morphism in H˜(Mk)H , and it follows from the compatibility
relation (25) that it is a morphism in H˜(Mk)
H as well. For (N, ν) ∈ H˜(Mk),
we define η(N,ν) : (N, ν)→ ((N ⊗H)
coH , (ν ⊗ α)|(N⊗H)coH ) as follows:
η(N,ν)(n) = ν
−1(n)⊗ 1.
η(N,ν) is well-defined since ρN⊗H(ν
−1(n) ⊗ 1) = (ν−2(n) ⊗ 1) ⊗ α(1) =
(ν ⊗ α)−1(ν−1(n)⊗ 1)⊗ 1, for all n ∈ N .
For (N, ν) ∈ H˜(Mk) and (M,µ) ∈ H˜(Mk)
H
H , n ∈ N , h ∈ H and m ∈ M ,
we easily compute that
(εF (N,ν) ◦ Fη(N,ν))(n ⊗ h) = (ν
−1(n)⊗ 1)h = n⊗ h;
(Gε(M,µ) ◦ ηG(M,µ))(m) = µ
−1(m)1H
(23)
= µ(µ−1(m)) = m.
2) Let us now prove that ε is a natural isomorphism. Let (M,µ) be a right
(H,α)-Hom-Hopf module, and take m ∈ M . Then m[0]S(m[1]) ∈ M
coH ,
since
ρ(m[0]S(m[1])) = m[0][0]S(m[1])(1) ⊗m[0][1]S(m[1])(2)
= m[0][0]S(m[1](2))⊗m[0][1]S(m[1](1))
= m[0][0]α
−1(S(m[1]))⊗ α(m[0][1](1)S(m[0][1](2)))
= m[0][0]α
−1(S(m[1]))⊗ α(η(ε(m[0][1])))
= m[0][0]α
−1(S(m[1]))⊗ ε(m[0][1])1H
= µ−1(m[0])α
−1(S(m[1]))⊗ α
−1(1H)
= µ−1(m[0]S(m[1]))⊗ 1H .
Now we define α : (M,µ)→ (M coH ⊗H,µ|McoH ⊗ α) as follows:
α(m) = m[0][0]S(m[0][1])⊗m[1].
α is the inverse of ε(M,µ): for all m ∈M , we have
ε(M,µ)(α(m)) = ε(M,µ)(m[0][0]S(m[0][1])⊗m[1]) = ε(M,µ)(m[0] ⊗ η(ε(m[1])))
= ε(M,µ)(m[0]ε(m[1])⊗ 1H) = ε(M,µ)(µ
−1(m)⊗ 1H) = m.
and, for m′ ∈M coH and h ∈ H,
α(ε(M,µ)(m
′ ⊗ h)) = (m′h)[0][0]S((m
′h)[0][1])⊗ (m
′h)[1]
= (µ−1(m′)[0]h(1)(1))S(µ
−1(m′)[1]h(1)(2))⊗ 1Hh(2)
= (µ−1(m′[0])h(1)(1))S(α
−1(m′[1])h(1)(2))⊗ α(h(2))
= (µ−2(m′)h(1)(1))S(α(h(1)(2)))⊗ α(h(2))
= µ−1(m′)(h(1)(1)S(h(1)(2)))⊗ α(h(2))
= µ−1(m′)1H ⊗ ε(h(1))α(h(2)) = m
′ ⊗ h.
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3) Finally, we will show that η is a natural isomorphism. Take (N, ν) ∈
H˜(Mk) and n⊗ h ∈ (N ⊗H)
coH . Then
ρ(n ⊗ h) = (ν−1(n)⊗ h(1))⊗ α(h(2)) = (ν
−1(n)⊗ α−1(h)) ⊗ 1H .
Applying (ν ⊗ ε)⊗ α to both sides of this equation, we obtain that
(n⊗ ε(h(1)))⊗ α(h(2)) = (n⊗ ε(h)) ⊗ 1H .
Now define β : ((N ⊗H)coH , ν ⊗ α|(N⊗H)coH )→ (N, ν) by the formula
β(n⊗ h) = ν(n)ε(h).
β is the inverse of η(N,ν): for all n⊗ h ∈ (N ⊗H)
coH we have
η(N,ν)(β(n⊗ h)) = ν
−1(ν(n)ε(h)) ⊗ 1H = nε(h)⊗ 1H
= n⊗ ε(h(1))α(h(2)) = n⊗ α
−1(α(h)) = n⊗ h
and for all n ∈ N , we have (β ◦ η(N,ν))(n) = ν(ν
−1(n)ε(1H)) = n. 
5. Hom-group algebras
The first example of a classical Hopf algebra is a group algebra. We will
now generalize this example to the Hom situation.
Recall that the category of sets (Sets,×, {∗}, τ) (where τ is the twist) is a
symmetric (strict) monoidal category. The linearizing functor L : Sets →
Mk, L(X) = kX being the free k-module with basis X, is strong monoidal,
and preserves the symmetry.
Recall that algebras in Sets are just monoids and that every set X has a
unique structure of coalgebra in Sets, namely δ(x) = (x, x) and ε(x) = ∗,
for all x ∈ X. This coalgebra structure makes every monoid a bialgebra in
Sets. Finally, a Hopf algebra in Sets is a group. Applying the functor L, we
obtain algebras, coalgebras etc. in Mk, as we recalled in Section 1.
Recall that the Hom-construction discussed in Section 2 is functorial in the
following sense (cf. Proposition 2.4 and Proposition 2.5): for a functor
F : C → D, we have a functor H(F ) : H(C)→H(D) given by
H(F )(M,µ) = (F (M), F (µ)), H(F )(f) = F (f).
If C and D are monoidal categories, and F is strong monoidal, then we have
strong monoidal functors
H(F ) : H(C)→H(D) and H˜(F ) : H˜(C)→ H˜(D).
In particular, we have a strong monoidal functor H˜(L) : H˜(Sets)→ H˜(Mk).
The results of Section 2 give us structure Theorems for algebras, coalge-
bras,... in H˜(Sets). For example, let X be a set, and ξ a permutation
of X. Consider the maps δ : X → X × X, ε : X → {∗} given by
δ(x) = (ξ−1(x), ξ−1(x)), ε(x) = ∗. Then (X, ξ, δ, ε) is a Hom-comonoid
(that is, a coalgebra in H˜(Sets)), and every Hom-comonoid is of this type,
by Corollary 2.10.
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In a similar way, if ϕ is an automorphism of a group G, then (G,ϕ) with
structure maps
g · h = ϕ(gh), η(∗) = 1G, δ(g) = (ϕ
−1(g), ϕ−1(g)),
ε(g) = ∗, S(g) = g−1,
is a Hom-group, that is a Hopf algebra in H˜(Sets). Applying the linearizing
functor H˜(L) to a Hom-comonoid, a Hom-monoid, or a Hom-group, we
obtain resp. a Hom-coalgebra, a Hom-bialgebra, a Hom-Hopf algebra. The
image under H˜(L) of a Hom-group is called a Hom-group algebra. It is the
free k-module with basis G, and the above structure maps extended linearly.
Remark 5.1. Let G be a group and let ϕ and ϕ′ be two automorphisms of
G that belong to the same conjugacy class. It immediately follows from
the above construction that H˜(L)(G,ϕ) and H˜(L)(G,ϕ′) are isomorphic as
Hom-algebras.
6. Monoidal Hom-Lie algebras
As Mk is an additive, symmetric monoidal category and combining Propo-
sition 2.2 and Remark 2.8, we immediately have that H˜(Mk) is an additive,
symmetric monoidal category as well. So we can compute Lie algebras in
H˜(Mk). Let us see what comes out if we do so.
Let (L,α) ∈ H˜(Mk), and [−,−] : L⊗ L→ L a morphism in H˜(Mk) (that
is, [α(x), α(y)] = α[x, y]). Then condition (7) is equivalent to
[x, y] + [y, x] = 0,
for all x, y ∈ L. Using same notation as in Section 1, we easily compute that
tc(x⊗ (y ⊗ z)) = α(z)⊗ (α
−1(x)⊗ y);
wc(x⊗ (y ⊗ z)) = α(y)⊗ (z ⊗ α
−1(x)).
(8) is therefore equivalent to
[x, [y, z]] + [α(y), [z, α−1(x)]] + [α(z), [α−1(x), y]] = 0
or, replacing x by α(x),
[α(x), [y, z]] + [α(y), [z, x]] + [α(z), [x, y]] = 0,
which is the Hom-Jacobi identity.
Remark 6.1. One could ask whether an analogeous property of Proposi-
tion 1.4 exists for Lie algebras in an additive, symmetric monoidal category
(and thus, as a particular application, obtain similar results as in Section 2
for monoidal Hom-Lie algebras). This question is addressed in the slightly
more general setting of YB-Lie algebras in additive (not necessarily sym-
metric) monoidal categories in [5].
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7. The tensor Hom-algebra
Let C be an abelian, cocomplete symmetric monoidal category such that, for
any object X in C, the endofunctors −⊗X and X⊗− preserve denumerable
coproducts. We use the notation introduced in Section 1. Let M ∈ C. We
write T 0(M) = I, the unit object of C, and T n(M) = ⊗t
n
(M,M, · · · ,M),
and consider the coproduct
T (M) =
∞∐
n=0
T n(M).
For n,m ≥ 0, consider the morphism
b(tn ∨ tm, tn+m)M,··· ,M : T
n(M)⊗ Tm(M) = ⊗t
n∨tm(M, · · · ,M)
→ T n+m(M) = ⊗t
n+m
(M, · · · ,M)→ T (M);
in the case where n = 0 or m = 0, we consider
lTm(M) : I ⊗ T
m(M)→ Tm(M) ; rTn(M) : T
n(M)⊗ I → T n(M).
Using the universal property of the coproduct, we obtain a morphism
m : T (M)⊗ T (M) =
∐
n,m≥0
T n(M)⊗ Tm(M)→ T (M)
We also have the coproduct morphism η : I → T (M). Then (T (M),m, η)
is an algebra in C. The associativity of M follows from the uniqueness of
the natural transformation b(ψ,ψ′).
T (M) satisfies the universal property of the tensor algebra. Let A be an
algebra in C, and f : M → A in C. For every n ≥ 0, we have the map
⊗tn(f, f, · · · , f) : ⊗t
n
(M, · · · ,M) = T n(M)→ ⊗t
n
(A, · · · , A).
We also have the multiplication map
mnA : ⊗
tn(A, · · · , A)→ A.
Consider the composition
fn = m
n
A ◦ ⊗
tn(f, f, · · · , f) : T n(M)→ A.
Using the universal property of the coproduct, we obtain f : T (M) → A.
f is an algebra map, and the diagram
M
i //
f
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖ T (M)
f

A
commutes. We can apply the universal property of the tensor algebra to
define a Hopf algebra structure on T (M), as in the classical case. Denote
the tensor product of T (M) with itself by T (M)⊗T (M). The morphism
r−1
T (M) ◦ i+ l
−1
T (M) ◦ i : M → T (M)⊗T (M)
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in C induces ∆ : T (M)→ T (M)⊗T (M). The zero morphism 0M,I : M → I
induces ε : T (M)→ I. HomC(M,M) is an abelian group, and the identity
morphismM ofM has an oppositie −M . The map i◦(−M) : M → T (M)op
induces S : T (M)→ T (M)op.
It is easy to see that H˜(Mk) is an abelian category satisfying the necessary
conditions, so we can apply our construction to (M,µ) ∈ H˜(Mk). Now
T (M,µ) = (T (M) =
∐∞
n=0 T
n(M), T (µ)), where T (µ) is constructed as
follows. For every n ≥ 0, we have the automorphism ⊗tn(µ, · · · , µ) = T n(µ)
of T n(M); also let T 0(µ) be the identity map on k. For every n ∈ N, consider
in ◦ T
n(µ), where in : T
n(M) → T (M) is the natural inclusion. Applying
the universal property of the coproduct, we optain T (µ).
In order to describe the structure maps on T (M), it is convenient to identify
⊗u(M, · · · ,M) and ⊗u
′
(M, · · · ,M) using b(u, u′), for any u, u′ ∈ Un. For
example, take m,n, p ∈ M , and consider m ⊗ n ∈ T 2(M) and p ∈ T 1(M).
Then
(m⊗ n)p = (m⊗ n)⊗ p = µ(m)⊗ (n⊗ µ−1(p)) ∈ T 3(M).
The unit element is 1 ∈ k = T 0(M). On M , the cotensor product is defined
as follows:
∆(m) = 1⊗µ−1(m) + µ−1(m)⊗1 ∈ T (M)⊗T (M).
The Hom-coassociativity of ∆ can be verified directly for m ∈M :
(T (µ)−1⊗∆)∆(m)
= 1⊗1⊗µ−2(m) + 1⊗µ−2(m)⊗1 + µ−2(m)⊗1⊗1
= (∆⊗T (µ)−1)∆(m).
∆ extends multiplicatively to T (M). Let us finally compute S on T i(M) for
i = 1, 2, 3. Let m,n, p ∈M .
S(m) = −m ; S(m⊗ n) = S(n)⊗ S(m) = n⊗m;
S(m⊗ (n⊗ p)) = S(n⊗ p)⊗S(m) = −(p⊗n)⊗m = −µ(p)⊗ (n⊗µ−1(m)).
8. Hom-ideals, coideals and Hopf ideals
Let (M,µ) ∈ H˜(Mk). A k-submoduleN ⊂M is called a subobject of (M,µ)
if µ restricts to an automorphism of N , that is, (N,µ|N ) ∈ H˜(Mk). In this
case, µ induces an automorphism µ of M/N and (M/N,µ) ∈ H˜(Mk).
Now let (A,α) be a monoidal Hom-algebra. A subobject I of (A,α) is called
a (two-sided) Hom-ideal of (A,α) if (AI)A = A(IA) ⊂ I. If X ⊂ A is a
subset of A, then
I = {
∑
i
(aiα
ni(xi))bi | ai, bi ∈ A, ni ∈ Z, xi ∈ X}
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is the Hom-ideal generated by X. Obviously, if α(X) = X, then
I = {
∑
i
(aixi)bi | ai, bi ∈ A, xi ∈ X}.
If I is a Hom-ideal of (A,α), then (A/I, α) is a Hom-algebra.
Now let (C, γ) be a monoidal Hom-coalgebra. A subobject I of (C, γ) is
called a Hom-coideal if ∆(I) ⊂ I ⊗ C + C ⊗ I and ε(I) = 0. Then (C/I, γ)
is a Hom-coalgebra.
Let (H,α) be a monoidal Hom-Hopf algebra. A subobject I of (H,α) is
called a Hom-Hopf ideal of H if it is a Hom-ideal and a Hom-coideal and
S(I) ⊂ I. Then (H/I, α) is a Hom-Hopf algebra.
9. The enveloping Hom-algebra of a monoidal Hom-Lie algebra
In [14], the enveloping algebra of a Hom-Lie algebra is discussed. One would
expect that this is a Hom-Hopf algebra, but such a result does not appear
in [14]. Now consider a monoidal Hom-Lie algebra, this is a Lie algebra
((L,α), [, ]) in H˜(Mk), and take the tensor Hom-algebra (T (L), T (α)). Then
X = {[x, y]− x⊗ y − y ⊗ x | x, y ∈ L} ⊂ T (L)
satisfies the condition T (α)(X) = X, and we can consider the Hom-ideal
I generated by X. We now verify that I is a Hom-Hopf ideal. Clearly
ε(X) = 0. For x, y ∈ L, we easily compute that
∆([x, y]− x⊗ y − y ⊗ x) = ([x, y]− x⊗ y + y ⊗ x)⊗1
+ 1⊗([x, y] − x⊗ y + y ⊗ x) ∈ I⊗T (L) + T (L)⊗I;
S([x, y]− x⊗ y − y ⊗ x) = −([x, y] + y ⊗ x− x⊗ y) ∈ I.
Now we define the enveloping Hom-algebra of L as (T (L)/I, T (α)), which is
a Hom-Hopf algebra.
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