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Multi-parameter singular Radon transforms I: the L2 theory
Brian Street∗
Abstract
The purpose of this paper is to study the L2 boundedness of operators of the form
f 7→ ψ(x)
∫
f(γt(x))K(t) dt,
where γt(x) is a C
∞ function defined on a neighborhood of the origin in (t, x) ∈ RN ×Rn, satisfying
γ0(x) ≡ x, ψ is a C
∞ cutoff function supported on a small neighborhood of 0 ∈ Rn, and K is a
“multi-parameter singular kernel” supported on a small neighborhood of 0 ∈ RN . The goal is, given
an appropriate class of kernels K, to give conditions on γ such that every operator of the above form
is bounded on L2. The case when K is a Caldero´n-Zygmund kernel was studied by Christ, Nagel,
Stein, and Wainger; we generalize their conditions to the case when K has a “multi-parameter”
structure. For example, when K is given by a “product kernel.” Even when K is a Caldero´n-
Zygmund kernel, our methods yield some new results. This is the first paper in a three part series,
the later two of which are joint with E. M. Stein. The second paper deals with the related question
of Lp boundedness, while the third paper deals with the special case when γ is real analytic.
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1 Introduction
The purpose of this paper is to prove the L2 boundedness of multi-parameter singular Radon transforms.
These operators generalize the well-studied (single-parameter) singular Radon transforms. The study
of the Lp boundedness of these single-parameter singular Radon transforms cumulated in the work of
Christ, Nagel, Stein, and Wainger [CNSW99]. They studied operators of the form,
Tf (x) = ψ (x)
∫
f (γt (x))K (t) dt, (1.1)
where ψ is a C∞0 cut-off function, supported near 0 ∈ R
n, γt (x) = γ (t, x) is a C
∞ map defined in a
neighborhood of the origin in RN × Rn satisfying γ0 (x) ≡ x, and K is a standard Caldero´n-Zygmund
kernel on RN supported for t near 0. This means that K satisfies
|∂αt K (t)| . |t|
−N−|α|
, t 6= 0,
along with a certain “cancellation condition” which we will make precise later (see Definition 16.4).1 In
[CNSW99], appropriate “curvature conditions” on γ were assumed to guarantee T extends to a bounded
map Lp → Lp (1 < p < ∞). See Section 9 for a further discussion of these curvature conditions. The
goal of this paper is to replace K in (1.1) with an appropriate multi-parameter kernel and develop
conditions on γ which will allow us to show T is bounded on L2.
For instance, one might consider the case when K is a so-called “product kernel” supported near 0.
To define this notion, suppose we have decomposed RN = RN1 × · · · ×RNν , and write t = (t1, . . . , tν) ∈
RN1 × · · · × RNν . A product kernel satisfies∣∣∂α1t1 · · · ∂ανtν K (t)∣∣ . |t1|−N1−|α1| · · · |tν |−Nν−|αν | ,
again along with certain “cancellation conditions” (see Definition 16.4).2 We will develop conditions on
γ so that the operator T given by (1.1) extends to a bounded operator on L2 for every such product
1Actually, [CNSW99] restricts attention to homogeneous kernels K (and replaces the integral in (1.1) with
∫
|t|<a, where
a > 0 is some small number). This restriction to homogeneous kernels is not essential to their work.
2The simplest example of a product kernel is K (t1, . . . , tν) = K1 (t1)⊗ · · · ⊗Kν (tν), where K1, . . . , Kν are Caldero´n-
Zygmund kernels.
2
kernel (relative to a fixed decomposition of RN ). In addition, we will study kernels more general than
these product kernels. When restricted to the single-parameter case, our results will imply the L2 results
of [CNSW99]–and, in fact, generalize the L2 results of [CNSW99], even in the single-parameter case (see
Section 3 for a discussion of this).
This paper is the first in a three part series, the second two of which are joint with Elias Stein.
The second paper, [SS11a] will investigate the corresponding Lp theory (1 < p <∞). The third paper,
[SS11b], will discuss, in detail, the special case when γ is a real analytic function–a situation where more
can be said. We give an overview of the results of [SS11b] in Section 2, to give the reader a view of this
entire project.
The outline of this paper is as follows. In Section 2 we discuss the sequel to this work [SS11b].
In Section 3 we discuss some special cases which motivate our main definitions and theorem. Sections
4-6 give all the definitions and notation necessary to state our main theorem. Section 7 includes the
statement of the main theorem. Section 9 gives an overview of some of the main aspects of [CNSW99] we
will use, along with some minor extensions that will be necessary for our proofs. Section 10 gives a high-
level overview of the proof. Sections 11-13 are devoted to stating the technical results and definitions
necessary for our proof. In Section 14 a general L2 theorem is stated and proved, which will imply our
main theorem. In Section 15 the general theorem from Section 14 is used to prove the main theorem of
the paper. In Section 16 we offer a deeper study of the class of kernels we use. Finally, in Section 17, a
number of examples are given where the main theorem applies.
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1.1 Informal statement of the main result
In this section, we informally state the special case of our main theorem when K (t1, . . . , tν) is a product
kernel relative to the decomposition RN = RN1 × · · · × RNν (see the introduction and Definition 16.4
for this notion). We suppose we are given a C∞ function, γ (t, x) = γt (x) ∈ Rn defined on a small
neighborhood of the origin in (t, x) ∈ RN × Rn, satisfying γ0 (x) ≡ x. For t sufficiently small, γt is a
diffeomorhpism onto its image. Thus, it makes sense to write γ−1t , the inverse mapping. We define the
vector field
W (t, x) =
d
dǫ
∣∣∣∣
ǫ=1
γǫt ◦ γ
−1
t (x) ∈ TxR
n.
For a collection of vector fields V , let D (V) denote the involutive distribution generated by V . I.e.,
the smallest C∞ module containing V and such that if X,Y ∈ D (V) then [X,Y ] ∈ D (V). For a
multi-index α ∈ NN , write α = (α1, . . . , αν), with αµ ∈ NNµ .
Decompose W into a Taylor series in the t variable,
W (t, x) ∼
∑
α
tαXα.
We call α = (α1, . . . , αν) ∈ NN = NN1×· · ·×NNν a pure power if αµ 6= 0 for precisely one µ. Otherwise,
we call it a non-pure power.
We assume that the following conditions hold “uniformly” for δ = (δ1, . . . , δν) ∈ (0, 1]
ν , though we
defer making this notion of uniform precise to Section 6.
• For every δ ∈ (0, 1]ν ,
Dδ := D
({
δ
|α1|
1 · · · δ
|αν |
ν Xα1,...,αν : (α1, . . . , αν) is a pure power
})
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is finitely generated as a C∞ module, uniformly in δ.
• For every δ ∈ (0, 1]ν ,
W (δ1t1, . . . , δνtν) ∈ Dδ,
uniformly in δ.
Remark 1.1. If it were not for the “uniform” aspect of the above assumptions, they would be independent
of δ. Thus it is the uniform part, which we have not made precise, that is the heart of the above
assumptions.
Our main theorem is,
Theorem 1.2. Under the above assumptions (which are made precise in Section 6), the operator given
by
f 7→ ψ (x)
∫
f (γt (x))K (t) dt,
is bounded on L2, for every product kernel K (t1, . . . , tν), with sufficiently small support, provided ψ has
sufficiently small support.
The precise statement of our main result (where more general kernels are considered) can be found
in Theorems 7.1 and 7.2.
2 Overview of the series
One way to view this paper is as the foundation for the theory developed in the sequels where (in joint
works with E. M. Stein) the corresponding Lp theory is developed [SS11a], and the special case when γ
is real analytic is investigated [SS11b]. In this section, we discuss the main results of [SS11b], where γ
is assumed to be real analytic. For the purposes of this overview, we restrict our attention to the case
when K is a “product kernel,” though more general cases will be covered in the later sections and in
[SS11a, SS11b]. All of the results discussed here will be contained in [SS11b].
The setting is as follows. We decompose RN into ν factors, RN = RN1 × · · · × RNν , and we write
t = (t1, . . . , tν) ∈ RN . We consider product kernels, K (t1, . . . , tν), relative to this decomposition (see
the introduction and Definition 16.4 for the notion of a product kernel). In particular, when ν = 1, K
is standard Caldero´n-Zygmund kernel. We suppose that we are given a germ of a real analytic function
defined on a neighborhood of the origin in RN × Rn:3
γ (t, x) = γt (x) : R
N
0 × R
n
0 → R
n,
satisfying γ0 (x) ≡ x.
There are two, closely related, operators which are of interest to us:
• Tf (x) = ψ (x)
∫
f (γt1,...,tν (x))K (t1, . . . , tν) dt1 · · · dtν , where K product kernel supported near
t = 0 and ψ is a C∞ cut-off function supported near x = 0.
• Mf (x) = ψ (x) sup0<δ1,...,δν<<1
∫
|t|≤1 |f (γδ1t1,...,δνtν (x))| dt1 · · · dtν , where ψ is a C
∞ cut-off func-
tion supported near x = 0, and the supremum is taken over δ1, . . . , δν small.
Note that the above operators only make sense if K and ψ are supported sufficiently close to 0, since γ
is only defined on a neighborhood of 0. Our goal is two-fold:
(I) Give conditions on γ such that T is bounded Lp (1 < p <∞) for every such product kernel.
(II) Give conditions on γ such that M is bounded on Lp (1 < p ≤ ∞).
3Here, we have used the notation f : Rn0 → R
m to denote that f is a germ of a function defined on a neighborhood of
0 ∈ Rn.
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This paper is only concerned with Goal I in the case p = 2, though Goal II is an essential part of
[SS11a, SS11b].
In this paper and [SS11a], we consider the more general case when γ is C∞. When γ is C∞, we put
two types4 of assumptions on γ to ensure that T and M are bounded on Lp:
• A “finite type” condition. This condition can be seen as a generalization of the condition in
[CNSW99], where the case ν = 1 (i.e., when K is a Caldero´n-Zygmund kernel) is treated.
• An “algebraic” condition. This condition holds automatically in the case ν = 1 (i.e., when K is a
Caldero´n-Zygmund kernel).
For a discussion of these two conditions in an easy to understand special case, we refer the reader to
Section 3. When we restrict attention to the case that γ is real analytic in [SS11b], we will use a
Weierstrass-type preparation theorem (from [Gal79]) to help show:
• The “finite-type” condition holds automatically when γ is real analytic.
• The “algebraic” condition is not necessary for the Lp boundedness of M when γ is real analytic
(though it is necessary, in some cases, for the Lp boundedness of T ).
Because of this, our results take a much simpler form when γ is assumed to be real analytic. We state
them here.
Theorem 2.1 ([SS11b]). When γ is real analytic,M is bounded on Lp (1 < p ≤ ∞) under no additional
assumptions.
Remark 2.2. There are at least two special cases of Theorem 2.1 in the literature. The first is due to
Bourgain [Bou89] in the case ν = 1. He studied the case γ (t, x) : R10 × R
2
0 → R
2 given by γ (t, x) =
x− tv (x), where v : R20 → R
2 is a real analytic vector field. Another special case of Theorem 2.4 is due
to Christ [Chr92], where left invariant maximal functions (of a certain form) on a nilpotent Lie group
are studied.
We now turn to T . We begin by stating the corollary of our general result in the special case ν = 1,
Corollary 2.3 ([SS11b]). When ν = 1 (i.e., when K is a Caldero´n-Zygmund kernel) and when γ is
real analytic, T : Lp → Lp (1 < p < ∞) under no additional assumptions. This result is a special case
of Theorem 2.4 below.
Unfortunately, when we move to the case ν > 1, it is necessary to put additional hypotheses on γ
to ensure that T is bounded on Lp (or even L2), even when γ is real analytic. Examples demonstrating
this can be found in Section 17.5.
To explain our assumptions on γ, we must first introduce some notation. In [CNSW99] it was shown
that every γ could be written in the form,
γt1,...,tν (x) ∼ exp
 ∑
|α1|+···+|αν |>0
tα11 · · · t
αν
ν Xα1,...,αν
 x,
where theXα1,...,αν are vector fields and we write γt (x) ∼ exp (
∑
α t
αXα)x if γt (x) = exp
(∑
|α|<L t
αXα
)
x+
O
(
|t|L
)
.
To each Xα1,...,αν we assign the formal degree dα1,...,αν = (|α1| , . . . , |αν |). We say that dα is a pure
power if dα is nonzero in precisely one component, otherwise we say it is a non-pure power. Define two
sets
P = {(Xα, dα) : dα is a pure power} ,
N = {(Xα, dα) : dα is a non-pure power} ,
Let S be the smallest set of vector fields with formal degrees such that,
4We do not make the dichotomy between these two types of conditions explicit in this paper: it is only particularly
relevant when γ is real analytic, and we defer a precise discussion of these issues to [SS11b].
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• P ⊆ S,
• If (X1, d1) , (X2, d2) ∈ S, then ([X1, X2] , d1 + d2) ∈ S.
Theorem 2.4 ([SS11b]). Let γ be real analytic. Suppose that, for every (Y, e) ∈ N , there is a neigh-
borhood U = U (Y, e) of 0 and vector fields (X1, d1) , . . . , (Xq, dq) ∈ S such that for every δ ∈ [0, 1]
ν
, we
have5
δeY
∣∣
U
=
q∑
j=1
cδjδ
djXj
∣∣
U
,
where
{
cδj : δ ∈ [0, 1]
ν} ⊂ C∞ (U) is a bounded set. Then T is bounded on Lp (1 < p < ∞) for every
product kernel K (with sufficiently small support), provided ψ has sufficiently small support.
Remark 2.5. Actually, the result in [SS11b] requires less than is outlined in Theorem 2.4: the set U can
depend on δ in a specific way, and one requires less than
{
cδj
}
forming a bounded set. However, while
this stronger result is important for applications, it requires a good deal of notation to state precisely.
We, therefore, defer the discussion to [SS11b].
Remark 2.6. Note that if Y = 0 for every (Y, e) ∈ N , then T is bounded on Lp, as the conditions of
Theorem 2.4 hold trivially. In particular, in the case ν = 1, N = ∅ and Corollary 2.3 follows.
Remark 2.7. One of the main aspects of [SS11b] is showing that Theorem 2.4 (and its more general
analog alluded to in Remark 2.5) are a special case of Theorem 7.1, below (at least when p = 2; more
general p are studied in [SS11a]).
3 A Special Case
Before we enter into the rather lengthy statement of our main result, we discuss a special case. Namely,
the case when,
γt (x) = e
∑
0<|α|≤M t
αXαx, (3.1)
where each Xα is a C
∞ vector field–note that this is an exponential of a finite sum of vector fields.
Later in the paper, we will deal with more general γ; see Remark 3.6 for some comments on how we will
do this. The goal in this section is to discuss conditions we may place on the Xα so that the operator
given by (1.1) is bounded on L2. The conditions will depend on the type of kernel K which is used in
(1.1).
We begin by discussing the work in [CNSW99] in this special case. Then, we discuss a way in
which our results generalize the results in [CNSW99] in the single-parameter setting. We then close by
informally discussing a special case of the multi-parameter setting.
In [CNSW99], operators of the form,
f 7→ ψ (x)
∫
f (γt (x))K (t) dt, (3.2)
were studied,6 where ψ is an appropriate cut-off functions, and K is a Caldero´n-Zygmund kernel with
small support (how small depends on γ). One of the main aspects of [CNSW99] was exhibiting conditions
on γ for which the operator given by (3.2) is bounded on Lp (1 < p < ∞). In the special case when γ
is given by (3.1), this condition is that {Xα} satisfy Ho¨rmander’s condition. I.e., that the Lie algebra
generated by the vector fields {Xα} span the tangent space at every point of the support of ψ.
Now suppose we are no longer in the situation where {Xα} satisfy Ho¨rmander’s condition. Instead,
let D be the involutive distribution generated by the Xα. I.e., let D be the C∞ module generated by
the Xα and the commutators of the Xα of all orders. Suppose that D is finitely generated7 as a C∞
5We write δdj =
∏ν
µ=1 δ
d
µ
j
µ .
6[CNSW99] did not restrict attention to γ of the form (3.1); nor will we. However, it is easier to understand the basic
ideas in this special case. For the connection between [CNSW99] and ours when γ is more general, see Section 17.3 where
a there is a proof of how the framework of [CNSW99] fits into our more general setting.
7Usually, one sees the condition that D is locally finitely generated. However, our results are local in nature, and so it
suffices to assume that D is finitely generated.
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module.8 Note, if Dx is the vector space given by evaluating all of the vector fields in D at the point
x, then we are not assuming dimDx is constant in x. The classical Frobenius theorem applies to show
that Rn is locally foliated into leaves, where the space of smooth sections of the tangent bundle of each
leaf is given by D. Since the dimension of dimDx is not necessarily constant, this could be a singular
foliation; i.e., the dimension of the leaf may vary from point to point. It is clear that, when restricted
to each leaf, {Xα} satisfy Ho¨rmander’s condition.
One might hope, given the above discussion, that one could apply the theory of [CNSW99] to
each leaf, and then put this all together to obtain the Lp (or, in our case, L2) boundedness of (3.2).
Unfortunately, one runs into a technical difficulty: near a singular9 point of the involutive distribution
D, the classical proofs of the Frobenius theorem do not yield uniform enough control of the coordinate
charts defining the leaves to be able to apply the theory of [CNSW99] uniformly on each leaf.
Fortunately, one can obtain uniform control of these coordinate charts. Indeed, this was one of the
main aspects of [Str11]. In fact, the theory in [Str11] will be the main technical tool on which we will
base all of our “scaling” arguments (see Sections 5 and 11 for more on [Str11]).10 Because of this, in
the above case, we will obtain the L2 boundedness of (3.2) in this paper.11
Remark 3.1. In the special case when the Xα are real analytic, the distribution D is automatically
finitely generated as a C∞ module (when restricted to a sufficiently small neighborhood).12 This gives
intuition as to why Corollary 2.3 is true.
Let us rephrase the above single-parameter theory in a slightly more complicated way, which will
lead us naturally to the multi-parameter theory. In what follows, we take the standard dilations on
t = (t1, . . . , tN ) ∈ RN :
δt = (δt1, . . . , δtN ) , δ ∈ (0, 1] .
In later sections of the paper, we will raise δ to different powers in each coordinate, but we ignore such
generalizations for the moment. One of the main aspects of Caldero´n-Zygmund kernels is that the class
of kernels is dilation invariant:
δ−NK
(
δ−1t
)
is again a Caldero´n-Zygmund kernel if K is (and this is true uniformly in δ). To take advantage of this
dilation invariance, we wish to restate the above condition that the involutive distribution, D, generated
by {Xα} is finitely generated as a C∞ module, in a naturally dilation invariant way.
Note that,
γδt (x) = e
∑
0<|α|≤M t
αδ|α|Xαx.
Our dilation invariant version of the above assumption is that the involutive distribution generated by{
δ|α|Xα
}
is finitely generated “uniformly” for δ ∈ (0, 1] (of course for every δ the involutive distribution
so generated is always equal to D, so it is the uniform aspect that is the point). We make this notion
of uniform precise in a moment. We will see, in the single-parameter case (which we are presently
considering), this uniformity follows for free (Lemma 3.2), but this is not the case in the multi-parameter
setting (see Section 17.7).
Assign to each vector field Xα the formal degree |α|. Recursively, assign formal degrees as follows: if
X1 has formal degree d1 and X2 has formal degree d2, then we assign [X1, X2] the formal degree d1+d2
(it is possible that the same vector field may have more than one formal degree). Scaling Xα by δ
|α|
induces a scaling δd1X1 where X1 has formal degree d1.
Our “uniform” assumption in δ is as follows. We assume that there is a finite list of the above vector
fields X1, . . . , Xq, Xj having formal degree dj , each (Xα, |α|) appearing as some (Xj, dj), and this list
8This is a generalization of Ho¨rmander’s condition. Indeed, Ho¨rmander’s condition states that the involutive distribu-
tion generated by the Xα is the entire space of vector fields (on a neighborhood of the support of ψ). This distribution is
clearly finitely generated: it is generated by the coordinate vector fields.
9A point x is said to be singular, if dimDx is not constant on any neighborhood of x.
10In particular, the results in [Str11] allow us to use multi-parameter Carnot-Carthe´odory balls, without resorting to
the weakly-comparable hypotheses in Section 4 of [TW03], by introducing some extra assumptions on the relevant vector
fields. This is an essential point of our analysis, and might also be useful in problems related to the ones in [TW03].
11The corresponding Lp (1 < p <∞) boundedness holds as well, and will be covered in the sequel to this paper [SS11a].
12This is a result of Lobry [Lob70], and can be seen as a consequence of the Weierstrass preparation theorem. See
[Lob70, SS11b] for a further discussion.
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satisfying, [
δdjXj, δ
dkXk
]
=
q∑
l=1
cl,δj,kδ
dlXl, δ ∈ (0, 1] , (3.3)
where cl,δj,k is a C
∞ function13 uniformly in δ. Note that, by taking δ = 1, (3.3) implies that D is a finitely
generated distribution (it is generated by X1, . . . , Xq as a C
∞ module). We also have the converse,
Lemma 3.2. One may choose (X1, d1) , . . . , (Xq, dq) as above, so that (3.3) holds, if and only if D is
finitely generated as a C∞ module.
Proof. As noted above, the only if part is clear. To prove the converse, we will prove a stronger form of
(3.3). Indeed, we will show that we may select (X1, d1) , . . . , (Xq, dq) as above so that,
[Xj , Xk] =
∑
dl≤dj+dk
clj,kXl, (3.4)
where clj,k are C
∞ functions. Note that (3.4) implies (3.3), as one may take cl,δj,k = δ
dj+dk−dlclj,k,
when dj + dk ≥ dl, and 0 otherwise. Incidentally, (3.4) was first introduced in [NSW85] to study
vector fields which satisfy Ho¨rmander’s condition. Suppose X1, . . . , Xr are generators for D as a C∞
module. We may assume that each Xj arises as an iterated commutator of the Xα. Thus, each Xj ,
j = 1, . . . , r, has assigned to it a formal degree dj . We may also assume that each Xα appears in the
list X1, . . . , Xr. We let (X1, d1) , . . . , (Xq, dq) be an enumeration of all vector fields with formal degree
dk such that dk ≤ max1≤l≤r dl (here we have taken X1, . . . , Xr to be the first r elements of X1, . . . , Xq).
We claim that this list: (X1, d1) , . . . , (Xq, dq) satisfies (3.4). Indeed, if we take the commutator [Xj, Xk]
(1 ≤ j, k ≤ q), there are two possibilities. The first possibility is that dj + dk ≤ max1≤l≤r dl. In this
case ([Xj , Xk] , dj + dk) already appears in the list (X1, d1) , . . . , (Xq, dq) and so (3.4) is trivial. On the
other hand, if dj + dk > max1≤l≤r dl, then we use the fact that,
[Xj , Xk] =
r∑
l=1
clj,kXl,
as this immediately follows from the fact that X1, . . . , Xr generate D as a C∞ module. Now (3.4) follows
immediately.
Now that we have stated our single-parameter assumptions in a dilation invariant manner, we are
prepared to state a multi-parameter result. For the purposes of this introduction, we restrict our
attention to the two-parameter situation, but we will see later in the paper that all of these ideas extend
to any number of parameters.
We will be considering operators of the form
f 7→ ψ (x)
∫
f
(
γ(s,t) (x)
)
K (s, t) ds dt, (3.5)
where (s, t) ∈ RN1 × RN2 . Here K (s, t) is a product kernel14 (supported near s = t = 0). That is, K
satisfies, ∣∣∣∂αs ∂βt K (s, t)∣∣∣ . |s|−N1−|α| |t|−N2−|β| ,
along with certain cancellation conditions. See Section 16 for more precise details. The relevant dilations
in this situation are two-parameter. For (δ1, δ2) ∈ [0, 1]
2
, we define,
(δ1, δ2) (s, t) = (δ1s, δ2t) .
13When we present our assumptions on the vector fields in more detail (see Section 5) we will only require (3.3) to hold
locally near each point in a precise sense, and will require less than the functions being C∞. We defer such details to
Section 6.
14For our main theorem, we will discuss kernels more general than product kernels. See Sections 4 and 16.
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We consider γ of the form,
γ(s,t) (x) = e
∑
0<|α|+|β|≤M s
αtβXα,βx,
where, as before, the Xα,β are C
∞ vector fields. Dilating gives,
γ(δ1s,δ2t) (x) = e
∑
0<|α|+|β|≤M δ
|α|
1 δ
|β|
2 s
αtβXα,βx.
In analogy with the single parameter case, we assign to the vector field Xα,β the two-parameter formal
degree dα,β = (|α| , |β|). Thus, scaling Xα,β by δ
|α|
1 δ
|β|
2 is the same as scaling it by (δ1, δ2)
dα,β , where we
think of dα,β as a multi-index.
In the two-parameter situation, a new phenomenon appears. We must separate our vector fields into
two sets and view these two sets differently. To define this, we call dα,β a pure power if either |α| or |β|
is 0. Otherwise we call it a non-pure power. We define two sets,
P = {(Xα,β, dα,β) : dα,β is a pure power} ,
N = {(Xα,β, dα,β) : dα,β is a non-pure power} .
In the single-parameter case, every power was a pure power, but in the multi-parameter case, we must
deal with the set N in a different manner.
First we discuss the case when Xα,β = 0 for every (Xα,β, dα,β) ∈ N . This case works in much the
same way as the single-parameter case. We recursively define formal degrees on the iterated commutators
of the elements of P as follows. If X1 has formal degree d1 ∈ N2 and X2 has formal degree d2 ∈
N2, we assign to [X1, X2] the formal degree d1 + d2. Our assumption is that there is a finite list
(X1, d1) , . . . , (Xq, dq) of these vector fields, containing the set P , such that for every δ ∈ [0, 1]
2
, we can
write, [
δdjXj , δ
dkXk
]
=
q∑
l=1
cl,δj,kδ
dlXl, (3.6)
where cl,δj,k ∈ C
∞ uniformly15 in δ. Note, by taking δ2 = 0, (3.6) implies that the vector fields {Xα,0}
satisfy the single-parameter assumptions. Similarly, by taking δ1 = 0, (3.6) implies that the vector
fields {X0,β} also satisfy the single parameter assumptions. Moreover, (3.6) implies more: it implies a
condition on the commutators between the {Xα,0} and the {X0,β}.
More generally, when there is some nonzero vector field in N , we proceed as above, obtaining the
list (X1, d1) , . . . , (Xq, dq) from P and assuming it satisfies (3.6). We further assume that for every
(Y, e) ∈ N and every δ ∈ [0, 1]2, we have,
δeY =
q∑
l=1
cl,δY δ
dlXl, (3.7)
with cl,δY ∈ C
∞ uniformly in δ. See Section 17.5 for an example of how L2 boundedness can fail if we
do not have (3.7) and Remarks 10.3 and 12.15 for how (3.7) is used in the proof.
Our main theorem is a generalization of the following: under the above hypotheses, the operator
given by (3.5) is bounded on L2.
Remark 3.3. It may not be obvious that our main theorem generalizes the above. The fact that it does
is discussed in Section 17.1.
Remark 3.4. As mentioned before, the obvious analog of Lemma 3.2 in the multi-parameter setting does
not hold. This is discussed in Section 17.7.
Remark 3.5. Our assumptions above on the set P (i.e., the existence of (X1, d1) , . . . , (Xq, dq)) can be
thought of as the “finite type” assumptions discussed in Section 2. The assumptions on the set N can
be thought of as the “algebraic” assumptions. As mentioned in Section 2, the “finite type” assumptions
hold automatically when the Xα are real analytic. This is proven in [SS11b].
15Again, we have just stated a special case of our assumptions on cl,δ
j,k
for simplicity.
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Remark 3.6. In the rest of the paper, we work with more general functions γt (x), not necessarily
assuming that γt (x) = e
∑
tαXαx. If one were to assume that γt (x) = e
A(t)x for some C∞ vector
field depending smoothly on t with A (0) = 0, then it would not be difficult the generalize the above
assumptions. Unfortunately, not every γ is of this form. Fortunately, there is a convenient alternative.
Since γ0 (x) ≡ x, γt is a diffeomorphism onto its image, for t sufficiently small. Thus, we may define,
W (t, x) =
d
dǫ
∣∣∣∣
ǫ=1
γǫt ◦ γ
−1
t (x) ∈ TxR
n.
Note that W (t) is a vector field, depending smoothly on t, satisfying W (0) = 0. Moreover, it turns out
that the map γ 7→ W is a bijection (see Proposition 12.1). The inverse mapping is given by solving an
ODE. This ODE is similar to the one which is used to define the exponential map. We will see that
everywhere we wish to use the exponential map, it can be replaced by the inverse mapping W 7→ γ.
Thus, in what follows, we will exhibit analogs of the above conditions applied to the vector field W (t).
4 Kernels
In this section, we define the kernels K for which we will study operators of the form (1.1). The kernels
we study will be distributions on RN , and they will be supported in BN (a) =
{
x ∈ RN : |x| < a
}
, where
a > 0 is a small number to be chosen later.16 Fix ν ∈ N. We will be studying ν-parameter operators.
Fix a subset A ⊆ [0, 1]ν such that if δ1, δ2 ∈ A, then δ1 ∨ δ2 ∈ A.
We suppose that we are given ν-parameter dilations on RN . That is, we are given e = (e1, . . . , eN )
with each 0 6= ej =
(
e1j , . . . , e
ν
j
)
∈ [0,∞)ν . For δ ∈ [0,∞)ν and t = (t1, . . . , tN ) ∈ RN , we define
δt = (δe1t1, . . . , δ
eN tN ) , (4.1)
thereby obtaining ν parameter dilations on RN .
The class of distributions we will define will depend on N , a, A, and e. At a first reading, the reader
may wish to take A = [0, 1]ν , as this case contains all the main ideas.
We will make two passes at the definition of the class of kernels. First, we will define a class of kernels
which we will denote by K˜ = K˜ (N, e, a,A). This class will be simple to understand, and contains all of
the main ideas. Our proof, however, will works for a slightly larger class of kernels K (N, e, a,A). This
class of kernels is important for applications, and so we state our results in this context. On a first pass,
the reader may wish to just understand the proof in the case of K˜, however.
Remark 4.1. Actually, the class K is much simpler to understand in the case when A = [0, 1]ν . See
Lemma 16.2 for details.
4.1 The class K˜
For reach µ, 1 ≤ µ ≤ ν, and given t = (t1, . . . , tN ) ∈ RN , let tµ denote those coordinates tj of t such
that eµj 6= 0.
Given a function ς on RN , and j ∈ Nν , define
ς(2
j) (t) = 2j·e1+···+j·eN ς
(
2jt
)
.
Note that ς(2
j) is defined in such a way that∫
ς(2
j) (t) dt =
∫
ς (t) dt.
Let − log2A =
{
j ∈ Nν : 2−j ∈ A
}
. Note that if A = [0, 1]ν , then − log2A = N
ν .
16For one thing, we will always choose a > 0 so small that for |t| ≤ a, γt is a diffeomorphism onto its image; so that
γ−1t makes sense.
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Definition 4.2. We define K˜ = K˜ (N, e, a,A) to be the set of all distributions, K, of the form
K =
∑
j∈− log2A
ς
(2j)
j (4.2)
where {ςj} ⊂ C∞0
(
BN (a)
)
is a bounded set, satisfying∫
ςj (t) dt
µ = 0. (4.3)
The convergence in (4.2) is taken in the sense of distributions. We will see in Lemma 16.1 that every
such sum converges in distribution.
Remark 4.3. Given N , e, and A, we will define a class of functions γt such that the operator given by
(1.1) is bounded on L2 for every K ∈ K˜ (N, e, a,A) for a > 0 sufficiently small. Note that if A ⊆ B, then
K˜ (N, e, a,A) ⊆ K˜ (N, e, a,B). However, our theorem will apply to a larger class of γ corresponding to
A than it will corresponding to B.
4.2 The class K
While the class K˜ contains all of the main ideas, in many applications the kernels that arise are in a
slightly larger class, which we denote K (N, e, a,A). Indeed, we will see the benefits of working with
this class in Section 16. The main point, here, is that in our proofs we do not use the full cancellation
condition (4.3). Thus, the definition of the class K will be the same as that of K˜, but we will weaken
the condition (4.3).
Before we can define K, we need some new notation. Fix a constant C ≥ 1, and j = (j1, . . . , jν) ∈
− log2A. For 1 ≤ µ ≤ ν, we say µ is j,A-minimal, if there does not exist a k ∈ − log2A such that
jµ > kµ. For 1 ≤ µ1, µ2 ≤ ν, we write
µ1 j,C,A µ2
if for every k = (k1, . . . , kν) ∈ − log2A with jµ1 > kµ1 , we have jµ1 − kµ1 ≤ C (jµ2 − kµ2). We define
[µ1]j,C,A = {µ2 : µ1 j,C,A µ2 and µ2 j,C,A µ1} .
Note that µ1 ∈ [µ1]j,C,A. Also, we define t
[µ1]j,C,A
1 = (t
µ)µ∈[µ1]j,C,A
, where repeated coordinates are only
included once. I.e., t
[µ1]j,C,A
1 consists of those coordinates tj such that e
µ
j 6= 0 for some µ ∈ [µ1]j,C,A. We
let t
[µ1]j,C,A
2 be the rest of the coordinates, so that t =
(
t
[µ1]j,C,A
1 , t
[µ1]j,C,A
2
)
. Finally, we say µ1 ≺j,C,A µ2
if µ1 j,C,A µ2 but we do not have µ2 j,C,A µ1.
Definition 4.4. We define K = K (N, e, a,A) to be the set of all distributions, K, such that there exists
a C ≥ 1 such that K can be written in the form
K =
∑
j∈− log2A
ς
(2j)
j , (4.4)
where {ςj} ⊂ C∞0
(
BN (a)
)
is a bounded set, satisfying the following cancellation conditions: for every
j ∈ − log2A, and every µ such that µ is not j,A-minimal, and there does not exist a µ
′ with µ ≺j,C,A µ′,
then we assume ∫
ςj (t) dt
[µ]j,C,A
1 = 0; (4.5)
otherwise, we allow the integral to be possibly non-zero.
Remark 4.5. Note that it is evident that K˜ (N, e, a,A) ⊆ K (N, e, a,A).
In Section 16 we further discuss the class K, though the results there will not be used in the rest of
the paper. In particular, we discuss following facts:
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1. Every sum of the form (4.4) converges in the sense of distributions.
2. δ0 ∈ K (N, e, a, [0, 1]
ν
).
3. Product kernels (in particular Caldero´n-Zygmund kernels) and flag kernels (see Definitions 16.4
and 16.6 and [NRS01]) are special cases of K. Indeed, product kernels (with support in BN (a))
are the case when each ej is nonzero in precisely one component, and A = [0, 1]
ν
(this is
a result of [NRS01]). Similarly, flag kernels are the kernels with the same e but with A =
{δ ∈ [0, 1]ν : δ1 ≥ δ2 ≥ · · · ≥ δν}. Note that, as in Remark 4.3, our main theorem will apply to
a larger class of γ when considering K a flag kernel, than it will when considering K a product
kernel. See Section 17.6 for more details on this.
4. There are interesting kernels which are neither product kernels nor flag kernels which are of the
form K (N, e, a,A)–see the end of Section 16 for an example.
5 Multi-parameter Carnot-Carathe´odory geometry
At the heart of the conditions we will assume on γ lies multi-parameter Carnot-Carathe´odory geometry.
Thus, before we can even define the class of γ we will study, it is necessary to review the relevant
definitions of multi-parameter Carnot-Carathe´odory balls. We defer the theorems we will use to deal
with these balls to Section 11. Our main reference for Carnot-Carathe´odory geometry is [Str11], and
we refer the reader there for a more detailed discussion.
Let Ω ⊆ Rn be a fixed open set, and suppose X1, . . . , Xq are C∞ vector fields on Ω. We define the
Carnot-Carathe´odory ball of unit radius, centered at x0 ∈ Ω, with respect to the list X by
BX (x0) :=
{
y ∈ Ω
∣∣∣∣ ∃γ : [0, 1]→ Ω, γ (0) = x0, γ (1) = y,
γ′ (t) =
q∑
j=1
aj (t)Xj (γ (t)) , aj ∈ L
∞ ([0, 1]) ,
∥∥∥∥∥∥∥
 ∑
1≤j≤q
|aj |
2

1
2
∥∥∥∥∥∥∥
L∞([0,1])
< 1
}
.
Now that we have the definition of balls with unit radius, we may define (multi-parameter) balls of
any radius merely by scaling the vector fields. To do so, we assign to each vector field, Xj , a (multi-
parameter) formal degree 0 6= dj =
(
d1j , . . . , d
ν
j
)
∈ [0,∞)ν . For δ = (δ1, . . . , δν) ∈ [0,∞)
ν
, we define the
list of vector fields δX to be the list
(
δd1X1, . . . , δ
dqXq
)
. Here, δdj is defined by the standard multi-index
notation: δdj =
∏ν
µ=1 δ
d
µ
j
µ . We define the ball of radius δ centered at x0 ∈ Ω by
B(X,d) (x0, δ) := BδX (x0) .
At times, it will be convenient to assume that the ball B(X,d) (x0, δ) lies “inside” of Ω. To this end,
we make the following definition.
Definition 5.1. Given x0 ∈ Ω and Ω′ ⊆ Ω, we say the list of vector fields X satisfies C (x0,Ω′) if for
every a = (a1, . . . , aq) ∈ (L∞ ([0, 1]))
q
, with
‖|a|‖L∞([0,1]) =
∥∥∥∥∥∥∥
 q∑
j=1
|aj|
 12
∥∥∥∥∥∥∥
L∞([0,1])
< 1,
there exists a solution γ : [0, 1]→ Ω′ to the ODE
γ′ (t) =
q∑
j=1
aj (t)Xj (γ (t)) , γ (0) = x0.
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Note, by Gronwall’s inequality, when this solution exists, it is unique. Similarly, we say (X, d) satisfies
C (x0, δ,Ω′) if δX satisfies C (x0,Ω′).
One of the main points of [Str11] was to provide a detailed study of the balls B(X,d) (x0, δ), under
appropriate conditions on the list (X, d). To do this, we first need to pick a subset A ⊆ [0, 1]ν , and a
compact set K0 ⋐ Ω.
17 We will (essentially) be restricting our attention to those balls B(X,d) (x0, δ)
such that x0 ∈ K0 and δ ∈ A (this A is the same set as in Section 4).
Definition 5.2. We say (X, d) satisfies D (K0,A) if the following holds:
• Take Ω′ with K0 ⋐ Ω′ ⋐ Ω and ξ > 0 such that for every δ ∈ A and x ∈ K0, (X, d) satisfies
C (x, ξδ,Ω′).
• For every δ ∈ A and x ∈ K0, we assume[
δdiXi, δ
djXj
]
=
∑
k
ck,δ,xi,j δ
dkXk, on B(X,d) (x, ξδ) .
• For every ordered multi-index α we assume18
sup
δ∈A
x∈K0
∥∥∥(δX)α ck,x,δi,j ∥∥∥
C0(B(X,d)(x,ξδ))
<∞.
If we wish to be explicit about Ω′ and ξ, we write D (K0,A,Ω′, ξ).
It is under condition D (K0,A) that the balls B(X,d) (x, δ) were studied in [Str11]. We refer the
reader to Section 11 for an overview of the theorems from [Str11] that we shall use.
In what follows, we will not be directly given a list of vector fields with formal degrees satisfying
D (K0,A),
(X1, d1) , . . . , (Xq, dq) ,
but, rather, we will be given a list of C∞ vector fields with formal degrees which we will assume to
“generate” such a list.
To understand this, let (X1, d1) , . . . , (Xr, dr) be C
∞ vector fields with associated formal degrees
0 6= dj ∈ [0,∞)
ν . For a list L = (l1, . . . , lm) where 1 ≤ lj ≤ r, we define,
XL = ad (Xl1) ad (Xl2) · · · ad
(
Xlm−1
)
Xlm ,
dL = dl1 + dl2 + · · ·+ dlm .
We define S = {(XL, dL) : L is any such list} .
Definition 5.3. We say S is finitely generated or that (X1, d1) , . . . , (Xr, dr) generates a finite list if
there exists finite subset, F ⊆ S, such that F satisfies D (K0,A)19 and
(Xj , dj) ∈ F , 1 ≤ j ≤ r.
If we enumerate the vector fields in F ,
F = {(X1, d1) , . . . , (Xq, dq)} ,
we say that (X1, d1) , . . . , (Xr, dr) generates the finite list (X1, d1) , . . . , (Xq, dq). Note that, if S is finitely
generated, (X1, d1) , . . . (Xr, dr) could generate many different finite lists. However, if we let (X, d) and
(X ′, d′) be two different such lists then either choice will work for our purposes. In fact, it is easy to see
that (X, d) and (X ′, d′) are equivalent in the sense discussed in Section 11.1. It follows from the discussion
in Section 11.1, in every place we use these notions, it will not make a difference which finite list we use.
Thus, we will unambiguously say “(X1, d1) , . . . , (Xr, dr) generates the finite list (X1, d1) , . . . , (Xq, dq),”
to mean that (X1, d1) , . . . , (Xr, dr) generates a finite list and (X1, d1) , . . . , (Xq, dq) can be any such list.
17One should think of K0 as the closure of a small open set, on which the operator of study is supported; i.e., the
Schwartz kernel of the operator we are studying will be supported in K0 ×K0.
18We write ‖f‖C0(U) := supx∈U |f (x)|, and if we say the norm is finite, we mean (in addition) that f is continuous on
U .
19Here, we are thinking of K0 and A fixed.
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Remark 5.4. We can rephrase the above in the following way. We iteratively take commutators of the
Xjs and assign formal degrees as above. The assumption that (X1, d1) , . . . , (Xr, dr) generates a finite
list says that after a finite number of steps, one “does not get anything new.” For an example of how a
list (X1, d1) , . . . , (Xr, dr) might not generate a finite list, see Section 17.6.
6 Surfaces
In this section, we define the class γ for which we will study operators of the form (1.1). The functions
we study generalize the ones studied in [CNSW99]: even in the single parameter case, when K is a
Caldero´n-Zygmund kernel, our class of γ is somewhat wider that those studied in [CNSW99] (cf. the
special case in Section 3).
In [CNSW99] a number of equivalent “curvature conditions” on γ are defined under which the single-
parameter version of operators of the form (1.1) are studied. We discuss some of these conditions in
Section 9. Unfortunately, the most convenient way (for our purposes) to look at these conditions was
not directly studied in [CNSW99]. In Section 9 we define and discuss a new curvature condition, (CZ),
which is equivalent to the other curvature conditions in [CNSW99]. In this section, we jump straight to
the generalization of (CZ) to the multi-parameter situation.20
We assume that we are given an open subset Ω ⊆ Rn and a subset A ⊆ [0, 1]ν (such that if δ1, δ2 ∈ A,
then δ1 ∨ δ2 ∈ A), and ν-parameter dilations e as in Section 4.
Definition 6.1. Given a multi-index α ∈ NN , we define,
deg (α) =
N∑
j=1
αjej ∈ [0,∞)
ν
.
Let K0 ⋐ Ω
′ ⋐ Ω′′ ⋐ Ω be subsets of Ω with K0 compact and Ω
′ and Ω′′ open by relatively compact
in Ω. Our goal in this section is to define a class of C∞ functions
γ (t, x) : BN (ρ)× Ω′′ → Ω
such that γ (0, x) ≡ x. Here ρ > 0 is a small number. This class of functions will depend on A, N , and e
(it will also depend on K0, Ω, Ω
′, and Ω′′). This class will be such that if ψ is a C∞0 function supported
on the interior of K0, then there is an a > 0, sufficiently small, such that the operator given by (1.1) is
bounded on L2 for every K ∈ K (N, e, a,A).
As in Section 1, we will write γt (x) = γ (t, x). Note, by possibly shrinking ρ > 0 we may assume
that for every t ∈ BN (ρ), γt is a diffeomorphism onto its image. From now on we assume this, so that
it makes sense to write γ−1t throughout the paper.
Unlike the work in [CNSW99], we separate the conditions on γt into two aspects. For the first,
suppose we are given a list of C∞ vector fields on Ω′′, X1, . . . , Xq with associated ν-parameter formal
degrees d1, . . . , dq satisfying D (K0,A,Ω′, ξ) for some ξ > 0 (we will see later where these vector fields
come from).
Definition 6.2. Suppose we are given a C∞ vector field on Ω′′, depending smoothly on t ∈ BN (ρ),
W (t, x) ∈ TxΩ′′. We say that (X, d) controls W (t, x) if there exists 0 < ρ1 ≤ ρ and 0 < τ1 ≤ ξ such
that for every x0 ∈ K0, δ ∈ A, there exists functions c
x0,δ
l on B
N (ρ1)×B(X,d) (x0, τ1δ) satisfying,
• W (δt, x) =
∑q
l=1 c
x0,δ
l (t, x) δ
dlXl (x) on B
N (ρ1)×B(X,d) (x0, τ1δ), where δt is defined as in (4.1).
• supx0∈K0
δ∈A
∑
|α|+|β|≤m
∥∥∥(δX)α ∂βt cx0,δl ∥∥∥
C0(BN (ρ1)×B(X,d)(x0,τ1δ))
<∞, for every m.
20Strictly speaking, what follows is not a straight generalization of the curvature conditions in [CNSW99]. As mentioned
in Section 3, our results will hold for a larger class of γ in the single-parameter case. However, it is reasonable to think of
what follows as the multi-parameter “generalization” of the curvature conditions in [CNSW99].
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Definition 6.3. We say (X, d) controls γt (x) if (X, d) controls W (t, x), where,
W (t, x) =
d
dǫ
∣∣∣∣
ǫ=1
γǫt ◦ γ
−1
t (x) ;
here, ǫt = (ǫt1, . . . , ǫtn) and so has nothing to do with the dilations e.
Part of our assumption on γ will be that a particular list of vector fields (X, d) controls γt. Where
these vector fields come from constitutes the other part of our assumption.
LetW be as in Definition 6.3. Let Xα be the Taylor coefficients ofW when the Taylor series is taken
in the t variable:
W (t) ∼
∑
α
tαXα, (6.1)
so that Xα is a C
∞ vector field on Ω′′.
Our assumption on γ is that if we take the set of vector fields with formal degrees:
V = {(Xα, deg (α)) : deg (α) is nonzero in only one component} , (6.2)
then there is a finite subset F ⊆ V such that F generates a finite list (X, d) = (X1, d1) , . . . , (Xq, dq),
and this finite list controls γ.
Remark 6.4. The list of vector fields (X, d) depends on a few choices we have made in the above: it
depends on the chosen subset F and it depends on the chosen list generated by F . However, none of
these choices affects (X, d) in an essential way. This is discussed in Section 11.2.
Remark 6.5. Note that the above assumptions are local. Indeed, if C is a large compact set, and if
for each point x0 ∈ C, γ satisfies the above assumptions with K0 some compact neighborhood of x0,
then γ satisfies the above assumptions with K0 replaced by C. Thus, one should think of K0 as a small
neighborhood of a point. However, we find it more straightforward to fix K0 in what follows, as opposed
to letting it (possibly) shrink from line to line. We took the opposite perspective in Sections 1.1 and 2.
Remark 6.6. The “curvature conditions” in [CNSW99] are equivalent to saying
{
Xα : α ∈ N
N
}
satisfies
Ho¨rmander’s condition (see (CZ) in Section 9). We will see in Section 17.3 that this is a special case of
the above assumptions, when ν = 1.
Remark 6.7. Note that our conditions on γ only involve the vector fieldW . It is not hard to see, though,
that W uniquely determines γ. This is discussed further in Section 12.
Remark 6.8. Notice the scale invariance of Definition 6.3. Indeed, for δ1, δ2 ∈ A, the condition imposed
on W (δ1t, x) is formally the same as the condition imposed on W (δ2t, x) provided one replaces δ1X
with δ2X . This scale invariance will play an essential role in our proofs. This also explains the entrance
of Carnot-Carathe´odory geometry in our assumptions: the Carnot-Carathe´odory balls scale in the same
way that our other assumptions scale.
Remark 6.9. Unlike in Section 2, we have not separated our assumptions on γ into a “finite type”
condition and an “algebraic” condition. This distinction only has real significance when γ is real analytic,
and we, therefore, differ discussion of it to [SS11b].
7 Statement of results
Fix Ω ⊆ Rn open, and K0 ⋐ Ω′ ⋐ Ω′′ ⋐ Ω with K0 compact (with nonempty interior) and Ω′ and Ω′′
open but relatively compact in Ω. Let
γ (t, x) : BN (ρ)× Ω′′ → Ω
be a C∞ function such that γ (0, x) ≡ x. Here, ρ > 0 is a small number.
Fix ν ∈ N positive, and A ⊆ [0, 1]ν such that for δ1, δ2 ∈ A, δ1 ∨ δ2 ∈ A. Furthermore, let
e = (e1, . . . , eN ) be given, with 0 6= ej ∈ [0,∞)
ν
. We suppose γ satisfies the assumptions of Section 6
with this K0, A, and e.
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Theorem 7.1. For every ψ ∈ C∞0 (R
n) supported in the interior of K0, there exists a > 0 such that for
every K ∈ K (N, e, a,A) the operator
Tf (x) = ψ (x)
∫
f (γt (x))K (t) dt (7.1)
extends to a bounded operator L2 (Rn)→ L2 (Rn).
Actually, Theorem 7.1 follows directly from the following, slightly more general theorem.
Theorem 7.2. There exists a > 0 such that for every ψ1, ψ2 ∈ C∞0 (R
n) supported on the interior of
K0, every K ∈ K (N, e, a,A) and every C∞ function
κ (t, x) : BN (a)× Ω′′ → C
the operator
T (f) (x) = ψ1 (x)
∫
f (γt (x))ψ2 (γt (x))κ (t, x)K (t) dt (7.2)
extends to a bounded operator L2 (Rn)→ L2 (Rn).
Proof of Theorem 7.1 given Theorem 7.2. Given ψ take ψ2 to be equal to 1 on a neighborhood of the
support of ψ. It is easy to see that if K has sufficiently small support, then ψ2 (γt (x)) = 1 on the
domain of integration in (7.2) (with ψ in place of ψ1). Recall that K is supported in B
N (a), and so
this may be achieved by shrinking a. Taking κ ≡ 1 yields Theorem 7.1.
Remark 7.3. The reason we work with Theorem 7.2 is that the class of operators given by (7.2) is closed
under adjoints, while the class of operators given by (7.1) is not. This may not be immediately obvious
from our assumptions. See Section 12.3 for details.
Remark 7.4. In the second paper in this series (joint with Elias Stein [SS11a]), we will prove a corre-
sponding Lp theorem (1 < p < ∞). The operators for the Lp theorem will not be as general as those
covered by Theorem 7.2: we will need to assume a special form for the set A. However, A = [0, 1]ν is
of this form, and so in that special case, the results of Theorem 7.2 do extend to Lp.
8 Basic Notation
Throughout the paper, for v = (v1, . . . , vn) ∈ Rn, we write |v| for
(∑
j |vj |
2
) 1
2
, and we write |v|∞ for
supj |vj |. B
n (η) will denote the ball of radius η > 0 in the |·| norm. For two numbers a, b ∈ R we write
a∨b for the maximum of a and b and a∧b for the minimum. If instead, a = (a1, . . . , an) , b = (b1, . . . , bn) ∈
Rn, we write a ∨ b (respectively, a ∧ b) for (a1 ∨ b1, . . . , an ∨ bn) (respectively, (a1 ∧ b1, . . . , an ∧ bn)).
For a vectors δ = (δ1, . . . , δν) , d = (d1, . . . , dν) ∈ Rν , we define δd by the standard multi-index
notation. I.e., δd =
∏ν
µ=1 δ
dµ
µ . Also we will write 2d =
(
2d1 , . . . , 2dν
)
.
Given a, possibly arbitrary, set U ⊆ Rn and a continuous function f defined on a neighborhood of
U , we write
‖f‖Cj(U) =
∑
|α|≤j
sup
x∈U
|∂αx f (x)| ,
and if we state that ‖f‖Cj(U) is finite, we mean that the partial derivatives up to order j of f exist on
U , are continuous, and the above norm is finite. If f is replaced by a vector field Y =
∑
k ak (x) ∂xk ,
then we write,
‖Y ‖Cj(U) =
∑
k
‖ak‖Cj(U) .
Given two integers 1 ≤ m ≤ n, we let I (m,n) denote the set of all lists of integers (i1, . . . , im) such
that
1 ≤ i1 < i2 < · · · < im ≤ n.
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Furthermore, suppose A is an n× q matrix, and suppose 1 ≤ n0 ≤ n∧ q. For I ∈ I (n0, n), J ∈ I (n0, q)
we let AI,J denote the n0 × n0 matrix given by taking the rows from A which are listed in I and the
columns from A which are listen in J . We define
det
n0×n0
A = (detAI,J)I∈I(n0,n)
J∈I(n0,q)
,
so that, in particular, detn0×n0 A is a vector (it will not be important to us in which order the coor-
dinates are arranged). detn0×n0 A comes up when one changes variables. Indeed, suppose Φ is a C
1
diffeomorphism from an open subset U ⊂ Rn0 mapping to an n0 dimensional submanifold of Rn, where
this submanifold is given the induced Lebesgue measure dx. Then, we have∫
Φ(U)
f (x) dx =
∫
U
f (Φ (t))
∣∣∣∣ detn0×n0 dΦ (t)
∣∣∣∣ dt.
If A = (A1, . . . , Aq) is a list of, possibly non-commuting, operators, we will use ordered multi-index
notation to define Aα, where α is a list of numbers 1, . . . , q. |α| will denote the length of the list. For
instance, if α = (1, 4, 4, 2, 1), then |α| = 5 and Aα = A1A4A4A2A1. Thus, if A1, . . . Aq are vector fields,
then Aα is an |α| order partial differential operator.
If f : Rn → Rm is a map, then we write,
df (x)
(
∂
∂xj
)
,
for the differential of f at the point x applied to the vector field ∂
∂xj
. If f is a function of two variables,
f (t, x) : RN × Rn → Rm, and we wish to view df as a linear transformation acting on the vector space
spanned by ∂
∂tj
(1 ≤ j ≤ N), then we instead write,
∂f
∂t
(t, x)
to denote this linear transformation. Hence, it makes sense to write,
det
n0×n0
∂f
∂t
(t, x) ,
where n0 ≤ m ∧N .
Finally, we will devote a good deal of notation to multi-parameter Carnot-Carathe´odory geometry.
See Sections 5 and 11.
9 The work of Christ, Nagel, Stein, and Wainger
In this section we review some of the aspects of the fundamental work [CNSW99], and we also discuss
some further results that follow easily from that work, which will be useful in the multi-parameter
setting. The results of this section will be of use to us in two ways. First, the work in [CNSW99] offered
the primary inspiration for the results in this paper, and a review of these results will offer the reader
much better context in which to understand this paper. Second, we will be able to save quite a bit of
effort by “transferring” some of the single parameter results from [CNSW99] to the multi-parameter
setting. For an example of this “transferring” in a simpler context, see Section 5.2.4 of [Str11].
In [CNSW99], operators of the form,
Tf (x) = ψ (x)
∫
f (γt (x))K (t) dt (9.1)
were studied, where ψ is a cutoff function supported near a fixed point x0 ∈ Rn, K is a Caldero´n-
Zygmund kernel supported near t = 0, and γ : RN × Rn → Rn is a C∞ function21 with γ0 (x) ≡ x and
satisfying an additional condition, denoted by (C) in [CNSW99].
21Actually, we only need γ defined near 0 ∈ RN and x0 ∈ Rn.
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Moreover, [CNSW99] showed that (C) could be viewed as any one of a number of equivalent condi-
tions. Three of their conditions are useful for our purposes. We review these three below, along with a
fourth condition (not directly studied in [CNSW99]) which is also equivalent to the other three.
• (Cg): [CNSW99] showed that γt can be written asymptoticly as:22
γt (x) ∼ exp
∑
|α|>0
tαX̂α
x, (9.2)
where each X̂α is a C
∞ vector field on Rn (see Theorem 8.5 of [CNSW99]). Condition (Cg) then
states that the vector fields X̂α satisfy Ho¨rmander’s condition. I.e., that the Lie algebra generated
by the X̂α spans the tangent space to R
n at x0.
• (CJ): One defines Γ : RNn × Rn → Rn by
Γ (τ, x) = γt1 ◦ γt2 ◦ · · · ◦ γtn (x) , (9.3)
where τ =
(
t1, . . . , tn
)
∈ RNn. (CJ) then states that for some multi-index β, we have,∣∣∣∣∣
(
∂
∂τ
)β
det
n×n
∂Γ
∂τ
(τ, x0)
∣∣∣∣
τ=0
∣∣∣∣∣ 6= 0.
• (CY ):
23 For 1 ≤ j ≤ N , define the C∞ vector fields,
Wj (t, x) = dγ
(
t, γ−1t (x)
)( ∂
∂tj
)
=
∂
∂sj
∣∣∣∣
s=0
γt+s ◦ γ
−1
t (x) .
We now express Wj as a Taylor series in the t variable,
Wj (t) ∼
∑
α
tα
Xα,j
α!
,
where Xα,j is a C
∞ vector field. (CY ) then states that the vector fields {Xα,j : |α| ≥ 0, 1 ≤ j ≤ N}
satisfy Ho¨rmander’s condition at x0.
• (CZ): Define the C∞ vector field,24
W (t, x) =
∂
∂ǫ
∣∣∣∣
ǫ=1
γǫt ◦ γ
−1
t (x) .
Express W as a Taylor series in the t variable,
W (t) ∼
∑
α
tαXα,
where Xα is a C
∞ vector field. (CZ) then states that the vector fields {Xα} satisfy Ho¨rmander’s
condition at x0.
The following result is mostly contained in [CNSW99]:
Theorem 9.1. (Cg)⇔ (CJ)⇔ (CY )⇔ (CZ). We denote by (C) any of the above equivalent conditions.
22(9.2) means that, for every M , γt (x) = exp
(∑
0<|α|<M t
αX̂α
)
+ O
(
|t|M
)
, as t→ 0.
23See the bottom of page 521 of [CNSW99] to find (CY ).
24Once again, ǫt = (ǫt1, . . . , ǫtn) and so does not use any non-standard dilations as in (4.1).
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Proof. (Cg) ⇔ (CJ) is contained in Theorem 8.8 of [CNSW99]. (Cg) ⇔ (CY ) is Proposition 9.6 of
[CNSW99]. We are therefore left with showing only (CY )⇔ (CZ) and the proof will be complete.
For a set of C∞ vector fields V , let Lie (V) denote the Lie algebra generated by V . Let Wj , Xα,j ,
W , and Xα be as in the definitions of (CY ) and (CZ). We will show,
Lie
{
Xα,j : 1 ≤ j ≤ N,α ∈ N
N
}
= Lie
{
Xα : α ∈ N
N
}
,
which will complete the proof. In fact, we will show for every M ∈ N,
Lie {Xα,j : 1 ≤ j ≤ N, |α| ≤M} = Lie {Xα : |α| ≤M + 1} . (9.4)
We proceed by induction on M . It follows directly from the definition of W and Wj that,
W (t, x) =
N∑
j=1
tjWj (t, x) . (9.5)
In light of (9.5), the base case (M = 0) of (9.4) is trivial. We assume we have (9.4) for M − 1 and prove
it for M . From (9.5), the containment ⊇ is trivial, and so we prove only the containment ⊆. To do so,
we use the fact that γ satisfies the ODE in each variable,
∂
∂tj
γt (x) =Wj (t, γt (x)) . (9.6)
Hence, the Wj must satisfy the integrability condition:
∂Wj
∂tk
−
∂Wk
∂tj
= [Wj ,Wk] . (9.7)
See, for example,25 Theorem 10.9.4 of [Die60]. Let fj be the multi-index which is 1 in the jth coordinate
and 0 in all other coordinates. From, (9.7), we obtain,
Xα+fk,j
α!
−
Xα+fj ,k
α!
=
∑
γ+δ=α
[
Xγ,j
γ!
,
Xδ,k
δ!
]
.
As a consequence, if |α| = M − 1, our inductive hypothesis shows,
Xα+fk,j −Xα+fj ,k ≡ 0 mod Lie {Xα : |α| ≤M} . (9.8)
Fix β with |β| =M . We wish to showXβ,j ∈ Lie {Xα : |α| ≤M + 1}. For every k such that β−fk ∈ Nν ,
we have by (9.8) (since |β − fk| =M − 1),
Xβ+fj−fk,k ≡ Xβ,j mod Lie {Xα : |α| ≤M} .
Applying (9.5), we see that the coefficient of tβ+fj in the Taylor series for W is given by,
Xβ+fj =
∑
1≤k≤N
β−fk∈N
N
Xβ+fj−fk,k
(β + fj − fk)!
≡ CXβ,j mod Lie {Xα : |α| ≤M} ,
where C is a nonzero constant. Hence, Xβ,j ∈ Lie {Xα : |α| ≤M + 1}, completing the proof.
One of the main theorems of [CNSW99] is the following:
Theorem 9.2 (Theorem 11.1 of [CNSW99]). Suppose γ satisfies (C) at some point x0, and suppose ψ
is a C∞0 function supported on a sufficiently small neighborhood of x0 and K is a standard Caldero´n-
Zygmund kernel supported sufficiently close to 0. Then, the operator given by (9.1) extends to a bounded
operator on Lp (1 < p <∞).
25That (9.7) must hold follows simply by using the equality ∂tk∂tjγt = ∂tj∂tkγt and applying (9.6).
19
Remark 9.3. We will use multi-parameter analogs of the concepts in the above four conditions. For
example, the assumptions placed on γ in Section 6 is the relevant multi-parameter analog of (CZ). We
will discuss multi-parameter analogs of the other conditions described above, and a multi-parameter
analog of Theorem 9.1, in Section 12.1.
As is discussed in Section 5.2.4 of [Str11], results in the single-parameter setting (like Theorem 9.1)
can often be lifted to the multi-parameter setting, provided the results are uniform, in an appropriate
sense. Fortunately, in this instance, the desired uniformity follows from Theorem 9.1 via a compactness
argument. We now state and prove the main consequence of Theorem 9.1 which we will use.
For notational convenience, we take x0 = 0 in what follows. We wish to define “uniform” versions of
(Cg), (CJ), (CY ), and (CZ). Fix ρ > 0, η > 0, and let S be a set of C∞ functions γ : BN (ρ)×Bn (η)→ Rn,
satisfying γ0 (x) ≡ x. We wish to define the notion of the above conditions holding uniformly for γ ∈ S.
We denote this by
(
Cu
g
)
, (CuJ ), (C
u
Y ), and (C
u
Z) respectively.
•
(
Cu
g
)
: For γ ∈ S, define X̂α as in (Cg).
(
Cu
g
)
states that there exists M ∈ N, independent of
γ ∈ S, such that
{
X̂α : |α| ≤M
}
satisfies Ho¨rmander’s condition at 0, uniformly for γ ∈ S. More
precisely, that there exists M ′ ∈ N, c > 0, independent of γ ∈ S such that if we let V1, . . . , VL
denote the list of vector fields containing
{
X̂α : |α| ≤M
}
, along with all commutators of the
vector fields in
{
X̂α : |α| ≤M
}
up to order M ′, then we have,∣∣∣∣detn×nV (0)
∣∣∣∣ ≥ c,
where we have written V to denote the matrix whose columns are V1, . . . , VL.
• (CuJ ): For γ ∈ S, define Γ as in (CJ). (C
u
J ) then states that there is an M ∈ N and a c > 0, both
independent of γ ∈ S such that for every γ ∈ S there exists β with |β| ≤M , and∣∣∣∣∣
(
∂
∂τ
)β
det
n×n
∂Γ
∂τ
(τ, 0)
∣∣∣∣
τ=0
∣∣∣∣∣ ≥ c.
• (CuY ): For γ ∈ S, define Xα,j as in (CY ). (C
u
Y ) states that there exists M ∈ N, independent of
γ ∈ S such that {Xα,j : |α| ≤M, 1 ≤ j ≤ N} satisfies Ho¨rmander’s condition at 0, uniformly for
γ ∈ S (as in
(
Cu
g
)
).
• (CuZ): For γ ∈ S, define the vector fields {Xα} as in (CZ). (C
u
Z) states that there exist M ∈ N,
independent of γ ∈ S, such {Xα : |α| ≤M} satisfies Ho¨rmander’s condition at 0, uniformly for
γ ∈ S (as in
(
Cu
g
)
).
Theorem 9.4. Let S be as above, and suppose S ⊂ C∞
(
BN (ρ)×Bn (η) ;Rn
)
is a bounded set. Then,(
Cu
g
)
⇔ (CuJ )⇔ (C
u
Y )⇔ (C
u
Z).
Proof. We prove only (CuZ) ⇒ (C
u
J ) as that is the most important implication for our purposes. All of
the other implications follow in a completely analogous manner. Suppose S satisfies (CuZ) but not (C
u
J ).
Let γj ∈ S be a sequence satisfying the following. Define Γj in terms of γj as in (9.3). We choose γj so
that for every multi-index β with |β| ≤ j, we have,∣∣∣∣∣
(
∂
∂τ
)β
det
n×n
∂Γj
∂τ
(τ, 0)
∣∣∣∣∣ ≤ 1j .
This is clearly possible since S does not satisfy (CuJ ). Since bounded subsets of C
∞ are precompact,
we may select a convergent subsequence γj → γ∞. It is easy to verify (since S satisfies (CuZ)) that γ
∞
satisfies (CZ). It is also easy to see, by our choice of γj, that γ∞ does not satisfy (CJ). This contradicts
Theorem 9.1 and completes the proof.
Remark 9.5. The reader might suspect that one could improve Theorem 9.4 by tracing through the
proof in [CNSW99], and determining in precisely which way M and c (from (CuJ )) depend on the C
j
norms of the elements of S and M1, M2, and c (from (CuZ)). In fact, this is the case (at least if one
replaces (CJ) with (CJ)
′ as defined in Definition 10.9 of [CNSW99]). One can use this to improve the
way in which various constants depend on each other in this paper. However, this improvement would
not change the main thrust of our results. Moreover, even if one does proceed in this manner, all of our
results would still be far from optimal in this sense. We, therefore, leave such details to the interested
reader.
10 Informal outline of the proof
Before we begin the rigorous proof of Theorem 7.2, in this section we offer an informal outline to help
the reader see the big picture of what follows. We also highlight the difficulties that arise in the present
work, that did not arise in previous works, such as [CNSW99]. We take all the same notation as in
Theorem 7.2. Furthermore, for the purposes of this section, we imagine that the vector fields X1, . . . , Xq
span the tangent space at every point.26 This will not be used in later sections, but it makes the informal
description of the argument simpler. Letting K ∈ K (N, e, a,A) we may decompose K,
K =
∑
j∈− log2A
ς
(2j)
j .
Defining,
Tjf (x) = ψ1 (x)
∫
f (γt (x))ψ2 (γt (x))κ (t, x) ς
(2j)
j (t) dt, (10.1)
we wish to study the operator, ∑
j∈− log2A
Tj . (10.2)
The goal is to show that (10.2) converges in the strong operator topology, as bounded operators on
L2. In fact, we will show that the family {Tj}j∈A is an almost orthogonal family, and the result will
then follow from the Cotlar-Stein lemma. More specifically, we will show,
‖T ∗kTj‖L2→L2 , ‖TjT
∗
k ‖L2→L2 . 2
−ǫ|j−k|, (10.3)
for some ǫ > 0, for every j, k ∈ − log2A. Theorem 7.2 follows directly from (10.3). In this section, we
focus just on
‖T ∗kTj‖L2→L2 . 2
−ǫ|j−k|, (10.4)
the other inequality being similar. In what follows, we let ǫ > 0 be a number that may change from line
to line, but will always be independent of j, k ∈ − log2A.
(10.4) follows directly from the inequality,∥∥∥(T ∗j TkT ∗kTj)n+1∥∥∥
L2→L2
. 2−ǫ|j−k|, (10.5)
where n is the dimension of the x-space. One has the trivial inequality,∥∥∥(T ∗j TkT ∗k Tj)n+1∥∥∥
L1→L1
. 1, (10.6)
and so interpolation with (10.6) shows that to prove (10.5) we need only prove,∥∥∥(T ∗j TkT ∗kTj)n+1∥∥∥
L∞→L∞
. 2−ǫ|j−k|. (10.7)
We will see, for a fixed point x0, (
T ∗j TkT
∗
kTj
)n+1
f (x0) (10.8)
26These are the vector fields from Section 6, obtained from the map γ.
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depends only on the values of f on a small neighborhood, U = U (j, k, x0), of x0 (later in the paper, we
will have to be precise about how small a neighborhood).27 Because of this, given j, k, and x0, we will
be able to construct a diffeomorphism,
Φ = Φj,k,x0 : B
n (η)→ U,
with Φ (0) = x0 and η is independent of j, k, and x0. The point of this diffeomorphism will be to
“rescale” (10.7) near the point x0 so that it will follow from elementary considerations.
Let Φ#f (u) = f (Φ (u)). Then, to prove (10.7), it suffices to show,∣∣∣Φ# (T ∗j TkT ∗kTj)n+1 (Φ#)−1 g (0)∣∣∣ . 2−ǫ|j−k| ‖g‖L∞ , (10.9)
where g = Φ#f . Here, the implicit constants in (10.9) cannot depend on the point x0.
Remark 10.1. Later in the paper, we will not explicitly conjugate our operators by the pullback Φ#.
However, the way in which we proceed is equivalent to the above.
The map Φ will be defined in such a way that the effect of conjugating Tj by Φ
# leaves one with
an operator of the same form as Tj (though, with a different γ) but with j replaced by j
′, where
j′ = j − j ∧ k. With an abuse of notation, we call this new operator Tj′ . Similarly, Tk is replaced by
Tk′ where k
′ = k − j ∧ k.28
In this way, we can reduce (10.7) to the case when j ∧ k = 0 (provided one has good enough control
of the implicit constant in (10.7)). More precisely, if we let,29
θt (u) = Φ
−1 ◦ γ2−j∧kt ◦ Φ (u) ,
then we are interested in the operator,
Tj′g (u) =
∫
g (θ2−j′ t (u))κ (t, u) ςj (t) dt,
where κ is a C∞ function (uniformly in any relevant parameters) and we have suppressed ψ1 and ψ2
since we are working locally. A similar formula holds for Tk′ .
The diffeomorphism Φ will be defined in such a way that if we formally write,
θt (u) ∼ e
∑
0<|α| t
αYαu,
(see Section 9) then the vector fields
{Yα : deg (α) is nonzero in precisely one component} (10.10)
satisfy Ho¨rmander’s condition uniformly in any relevant parameters. Rewriting (10.10) using the fact
that j′ ∧ k′ = 0, we see,
{Yα : j
′ · deg (α) = 0 or k′ · deg (α) = 0} (10.11)
satisfy Ho¨rmander’s condition uniformly in any relevant parameters. Hence, writing,
θ2−j′ t (u) ∼ e
∑
0<|α| t
α2−j
′·deg(α)Yαu,
θ2−k′ t (u) ∼ e
∑
0<|α| t
α2−k
′·deg(α)Yαu,
(10.12)
we see the set of vector fields in (10.12) which are not scaled satisfy Ho¨rmander’s condition. Because of
this, it will be possible to apply the methods of [CNSW99] to the operator,
T ∗j′Tk′T
∗
k′Tj′ ,
to prove (10.9) and complete the proof.
27If the vector fields X1, . . . , Xq do not span the tangent space at x0, U would instead be a small neighborhood of x0
on the leaf passing through x0, generated by X1, . . . , Xq.
28Moreover, even in the case when X1, . . . ,Xq do not span the tangent space, the analogous vector fields associated to
Tj′ and Tk′ do span the tangent space (uniformly in any relevant parameters).
29Φ will be defined in such a way that the map θ defined above is C∞, uniformly in any relevant parameters.
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Remark 10.2. In short, the above says that the map θ2−k′ t1◦θ2−j′ t2 satisfies (Cg) uniformly in any relevant
parameters. When we turn to the rigorous proof, it will be more convenient to use the (equivalent) fact
that as j, k vary, the set of all such θ2−k′ t1 ◦θ2−j′t2 satisfies (C
u
Z). We will then be able to apply Theorem
9.4.
Remark 10.3. Note that we have used, in an essential way, that we are only considering those vector
fields Yα such that j
′ · deg (α) = 0 or k′ · deg (α) = 0. This highlights the difference between the pure
powers and non-pure powers discussed in Section 3.
We close this section by discussing some difficulties that arise in the multi-parameter situation, that
did not arise in the single parameter situation of [CNSW99].
In [CNSW99] the Rothschild-Stein lifting procedure (see [RS76]) was used to “lift” the problem to a
higher dimensional setting; in fact the problem was lifted to a high dimensional stratified Lie group. In
this higher dimensional setting, the scaling map Φ had a very simple form: it was given by the standard
dilations on this stratified Lie group. In the multi-parameter setting, this lifting argument creates more
difficulties than it alleviates. In particular, it is unclear how to consider the non-pure powers, nor how to
naturally deal with the multi-parameter dilations. Because of this, we must work directly with a more
complicated scaling map Φ. This map was defined and studied in [Str11], and we review the relevant
theory in Section 11. As a consequence, the lifting procedure is not necessary to prove the results of
[CNSW99]. The single-parameter version of the results in [Str11] were first obtained in [NSW85]. Using
the scaling maps from [NSW85], one can (with some reordering of the proof) recreate the entire theory
of [CNSW99] without resorting to the lifting procedure.
In the single-parameter case, one is given two numbers j, k ∈ N, and one wishes to show, for instance,
‖T ∗kTj‖L2→L2 . 2
−ǫ|j−k|.
When, for instance, k ≤ j, it suffices to show,∥∥∥(TkT ∗k )M Tj∥∥∥
L2→L2
. 2−ǫ|j−k|;
for some large, but fixed, M . In the multi-parameter situation, however, it could be that some coordi-
nates of j are greater than those of k, while the opposite is true for other coordinates. Because of this,
we must instead show, ∥∥∥(T ∗j TkT ∗kTj)M∥∥∥
L2→L2
. 2−ǫ|j−k|.
This turns out to be more of a notational difficulty than anything else.
10.1 Diffeomorphism invariance
The assumptions of Theorem 7.2 are invariant under diffeomorphisms. More precisely, if we let T be the
operator in Theorem 7.2, and if we let Ψ : Ω→ Ω˜ be a diffeomorphism, then the operator
(
Ψ#
)−1
TΨ#
satisfies the assumptions of Theorem 7.2. This is straightforward to check.
It turns out that more is true. Denote by T˜ the map
(
Ψ#
)−1
TΨ#, and by T˜j the map
(
Ψ#
)−1
TjΨ
#,
where Tj is as in Section 10. Note that T˜ =
∑
j∈− log2A
T˜j , and in fact if we had applied the proof in
Section 10 to T˜ , this is the decomposition of T˜ we would have used. Fix j, k, and x0 as in Section 10.
Let Φ be the scaling map associated to Tj, Tk at x0, and let Φ˜ denote the scaling map associated to
T˜j , T˜k at Ψ (x0). It is not hard to see, from the definition of Φ in Section 11 that,
Φ˜ = Ψ ◦ Φ.
Thus, we have,
Φ˜#T˜j
(
Φ˜#
)−1
= Φ#Ψ#
(
Ψ#
)−1
TjΨ
#
(
Ψ#
)−1 (
Φ#
)−1
= Φ#Tj
(
Φ#
)−1
;
with a similar result for Tk and T˜k. Thus, one obtains the same operators when pulling back Tj and
Tk via Φ as when pulling back T˜j and T˜k via Φ˜. Hence, not only are the assumptions of Theorem 7.2
invariant under diffeomorphisms, but a large part of the proof actually remains completely unchanged
when conjugated by a diffeomorphism.
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11 Multi-parameter Carnot-Carathe´odory geometry revisited
In this section, we present the results that allow us to deal with Carnot-Carathe´odory geometry. The
results we outline here are contained in Section 4 of [Str11]. The heart of this theory is the ability to
“rescale” vector fields. This rescaling is obtained by pulling back via a particular diffeomorphism, which
will be denoted by Φ in what follows.
Before we can enter into details, we must explain the connection between multi-parameter balls and
single-parameter balls. We assume we are given C∞ vector fields X1, . . . , Xq with associated formal
degrees 0 6= d1, . . . , dq ∈ [0,∞)
ν
. Here, ν ∈ N is the number of parameters. Given the multi-parameter
degrees, we obtain corresponding single parameter degrees, which we denote by
∑
d and are defined by
(
∑
d)j :=
∑ν
µ=1 d
µ
j = |dj |1. Let δ ∈ [0,∞)
ν , and suppose we wish to study the ball
B(X,d) (x0, δ) .
Decompose δ = δ0δ1 where δ0 ∈ [0,∞) and δ1 ∈ [0,∞)
ν
(of course this decomposition is not unique).
Then, directly from the definition, we obtain:
B(X,d) (x0, δ) = B(δ1X,
∑
d) (x0, δ0) = B(δX,
∑
d) (x0, 1) .
Thus, studying a ball of radius δ corresponding to (X, d) is the same as studying a ball of radius 1
corresponding to (δX,
∑
d). For this reason, taking K0 and A as in Section 5 and assuming (X, d)
satisfies D (K0,A), we will fix x0 ∈ K0 and δ ∈ A and study balls of radius ≈ 1 centered at x0
corresponding to the vector fields with single-parameter formal degrees (δX,
∑
d). In what follows, it
will be important that all of the implicit constants are independent of x0 ∈ K0 and δ ∈ A.
We now turn to stating a theorem about a list of C∞ vector fields Z1, . . . , Zq defined on an open set
Ω ⊆ Rn, with associated single parameter formal degrees d˜1, . . . , d˜q ∈ (0,∞). The special case we are
interested in is the case when
(
Z, d˜
)
= (δX,
∑
d); i.e., when Zj = δ
djXj and d˜j = |dj |1.
Fix x0 ∈ Ω and 1 ≥ ξ > 0.30 Let n0 = dim span {Z1 (x0) , . . . , Zq (x0)}. For J = (j1, . . . , jn0) ∈
I (n0, q), let ZJ denote the list of vector fields Zj1 , . . . , Zjn0 . Fix J0 ∈ I (n0, q) such that∣∣∣∣ detn0×n0 ZJ0 (x0)
∣∣∣∣
∞
=
∣∣∣∣ detn0×n0 Z (x0)
∣∣∣∣
∞
,
where we have identified Z (x0) with the n× q matrix whose columns are given by Z1 (x0) , . . . , Zq (x0)
and similarly for ZJ0 (x0). We assume
(
Z, d˜
)
satisfies C (x0, ξ,Ω). In addition we suppose that there
are functions cki,j on B(Z,d˜) (x0, ξ) such that
[Zi, Zj] =
∑
cki,jZk, on B(Z,d˜) (x0, ξ) .
We assume that:
• ‖Zj‖Cm
(
B(Z,d˜)(x0,ξ)
) <∞ for every m.
•
∑
|α|≤m
∥∥Zαcki,j∥∥C0(B(Z,d˜)(x0,ξ)) <∞, for every m and every i, j, k.
We say that C is an m-admissible constant if C can be chosen to depend only on upper bounds for the
above two quantities (for that particular choice ofm),m, upper and lower bounds for d˜1, . . . , d˜q, an upper
bound for n and q, and a lower bound for ξ. Note that, in our primary example
(
Z, d˜
)
= (δX,
∑
d),
m-admissible constants can be chosen independent of x0 ∈ K0 and δ ∈ A. We write A .m B if A ≤ CB,
where C is an m-admissible constant, and we write A ≈m B if A .m B and B .m A. Finally, we say
τ = τ (κ) is anm-admissible constant if τ can be chosen to depend on all the parameters anm admissible
constant may depend on, and τ may also depend on κ. The next result is contained in Section 4 of
[Str11].
30In our primary example, one takes x0 ∈ K0 and ξ as in D (K0,A).
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Theorem 11.1. There exist 2-admissible constants η1, ξ1 > 0 such that if the map Φ : B
n0 (η1) →
B(Z,d˜) (x0, ξ) is defined by
Φ (u) = eu·ZJ0x0,
we have
• Φ : Bn0 (η1)→ B(Z,d˜) (x0, ξ) is injective.
• B(Z,d˜) (x0, ξ1) ⊆ Φ (B
n0 (η1)).
Furthermore, if we let Yj be the pullback of Zj under the map Φ, then we have, for m ≥ 0,
‖Yj‖Cm(Bn0(η1)) .m∨2 1, (11.1)
‖f‖Cm(Bn0(η1)) ≈(m−1)∨2
∑
|α|≤m
‖Y αf‖C0(Bn0(η1)) . (11.2)
Finally, ∣∣∣∣ detn0×n0 Y (u)
∣∣∣∣ ≈2 1, ∀u ∈ Bn0 (η1) . (11.3)
Note that, in light of (11.1) and (11.3), pulling back by the map Φ allows us to rescale the vector fields
Z in such a way that the rescaled vector fields, Y , are smooth and span the tangent space (uniformly
in any relevant parameters). We will also need the following technical result.
Proposition 11.2. Suppose ξ2, η2 > 0 are given. Then there exist 2-admissible constants η
′ = η′ (ξ2) >
0, ξ′ = ξ′ (η2) > 0 such that,
Φ (Bn0 (η′)) ⊆ B(Z,d˜) (x0, ξ2) ,
B(Z,d˜) (x0, ξ
′) ⊆ Φ (Bn0 (η2)) .
Proof. The existence of η′ can be seen by applying Theorem 11.1 with ξ replaced by ξ∧ξ2. The existence
of ξ′ can be shown by combining the proof of Proposition 3.21 of [Str11] with the proof of Proposition
4.16 of [Str11].
Remark 11.3. With a slight abuse of notation, when we say m-admissible constant, where m < 2, we
will take that to mean a 2-admissible constant. Using this new notation, the ∨ in (11.1) and (11.2) may
be removed.
Remark 11.4. One way to think about Theorem 11.1 is from the perspective of the classical Frobenius
theorem. Indeed, the main assumption in Theorem 11.1 is essentially that the distribution generated by
by Z1, . . . , Zq is involutive. One can view the map Φ as a coordinate chart on the leaf passing through
x0 generated by Z1, . . . , Zq. Theorem 11.1 gives quantitative control of this coordinate chart. This is
discussed in more detail in [Str11].
Remark 11.5. It is not hard to see that the single-parameter formal degrees d˜ do not play an essential
role in the above (see Remark 3.3 of [Str11]). In fact, one could state Theorem 11.1, taking all the
formals degrees d˜j = 1 and that would be sufficient for our purposes. Moreover, in every place we use
the single-parameter formal degrees d˜, they are inessential. We have stated the result as above, though,
to allow us to transfer seamlessly between the vector fields (X, d) and
(
Z, d˜
)
, without any hand-waving
about the formal degrees.
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11.1 Control of vector fields
In this section, we introduce a notion (closely related to Definition 6.3) to discuss when the list of vector
fields with formal degrees “controls” a vector field with a formal degree (X0, d0). Informally, this means
that if we were to add (X0, d0) to the list (X, d), we would not “get anything new.” In particular,
under the conditions we will define, we will not significantly increase the size of the balls B(X,d) (x0, δ)
(we would, instead, obtain comparable balls), and Theorem 11.1 will hold with the same choice of the
map Φ (when Theorem 11.1 is applied to (δX,
∑
d)). Many of the results discussed in this section are
discussed in more detail, and proved, in Sections 4.1 and 5.3 of [Str11], and we refer the reader there
for more details.
Following in the philosophy of Section 11, we will state our definitions and results for single parameter
vector fields
(
Z, d˜
)
near a fixed point x0 ∈ Ω, where one should think of the case
(
Z, d˜
)
= (δX,
∑
d),
where δ ∈ A and x0 ∈ K0 (and all of the results and definitions hold uniformly in δ and x0). We
maintain all the same assumptions on
(
Z, d˜
)
(and associated notation) as in Section 11. In particular,
Theorem 11.1 applies and we obtain 2-admissible constants η1 and ξ1 and a map Φ as in Theorem 11.1.
Suppose we are given a C∞ vector field Z0 with an associated single parameter formal degree d˜0.
Let
(
Z ′, d˜′
)
denote the list of vector fields with formal degrees(
Z0, d˜0
)
,
(
Z1, d˜1
)
, . . . ,
(
Zq, d˜q
)
:
the list of vector fields
(
Z, d˜
)
with
(
Z0, d˜0
)
added. We introduce the following two conditions on(
Z0, d˜0
)
which turn out to be equivalent. All parameters that follow are assumed to be strictly positive
real numbers:
1. P1
(
τ1, {σm1 }m∈N
)
(τ1 ≤ ξ1): There exist cj ∈ C0
(
B(Z,d˜) (x0, τ1)
)
such that:
• Z0 =
∑q
j=1 cjZj , on B(Z,d˜) (x0, τ1).
•
∑
|α|≤m ‖(Z)
α
cj‖C0(B(Z,d)(x0,τ1)) ≤ σ
m
1 .
2. P2
(
η2, {σm2 }m∈N
)
(η2 ≤ η1): Z0 is tangent to the leaf passing through x0 generated by Z1, . . . , Zq,
and moreover, if we let Y0 be the pullback of Z0 via the map Φ from Theorem 11.1, we have,
‖Y0‖Cm(Bn0 (η2)) ≤ σ
m
2 .
Proposition 11.6. P1 ⇔ P2 in the following sense.
• P1
(
τ1, {σm1 }m∈N
)
⇒ there exists a 2-admissible η2 = η2 (τ1) > 0 and m-admissible constants
σm2 = σ
m
2 (σ
m
1 ) such that P2
(
η2, {σ
m
2 }m∈N
)
holds.
• P2
(
η2, {σm2 }m∈N
)
⇒ there exists a 2-admissible constant τ1 = τ1 (η2) > 0 and m-admissible
constants σm1 = σ
m
1 (σ
m
2 ) such that P1
(
τ1, {σm1 }m∈N
)
holds.
Moreover, in the case that P1
(
τ1, {σm1 }m∈N
)
holds, we have the following.
• There is a 2-admissible constant τ ′ = τ ′
(
d˜0, τ1, σ
2
1
)
, such that
B(Z,d˜) (x0, τ
′) ⊆ B(Z′,d˜′) (x0, τ
′) ⊆ B(Z,d˜) (x0, τ1) .
• The same map Φ satisfies all the conclusions of Theorem 11.1 with
(
Z, d˜
)
replaced by
(
Z ′, d˜′
)
.
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Proof. P1 ⇒ P2 follows just as in Proposition 4.19 of [Str11] (here P1 is related to P3 in [Str11]).
We now turn to P2 ⇒ P1. Take τ1 = τ1 (η2) to be a 2-admissible constant so small that,
B(Z,d˜) (x0, τ1) ⊆ Φ (B
n0 (η2)) ,
by applying Proposition 11.2. Let Y1, . . . , Yq be the pullbacks of Z1, . . . , Zq via the map Φ. Using (11.1)
and (11.3), we may write,
Y0 =
q∑
j=1
cjYj , on B
n0 (η2) , (11.4)
with, ∑
|α|≤m
‖(Y )α cj‖C0(Bn0(η2)) .m ‖cj‖Cm(Bn0(η2)) . σ
m
2 . (11.5)
Pushing (11.4) forward via the map Φ and combining it with the push-forward of (11.5) yields P1.
We now turn to the second part of the proposition: when P1 (or, equivalently, P2) holds, the above
two conclusions hold. The first follows just as in Proposition 4.18 of [Str11]. For the second, note that
in Theorem 11.1, we chose J0 such that∣∣∣∣ detn0×n0 ZJ0 (x0)
∣∣∣∣
∞
=
∣∣∣∣ detn0×n0 Z (x0)
∣∣∣∣
∞
;
however, the theory from [Str11] shows that we only need∣∣∣∣ detn0×n0 ZJ0 (x0)
∣∣∣∣
∞
&
∣∣∣∣ detn0×n0 Z (x0)
∣∣∣∣
∞
.
Thus to show that the same map Φ can be used for
(
Z ′, d˜′
)
, we need only show,
n0 = dim span {Z0 (x0) , . . . , Zq (x0)} ,∣∣∣∣ detn0×n0 Z (x0)
∣∣∣∣
∞
&
∣∣∣∣ detn0×n0 Z ′ (x0)
∣∣∣∣
∞
.
(11.6)
(11.6) follows from Theorem 4.17 of [Str11] (the P03 ⇒ P
0
1 part of Theorem 4.17).
Definition 11.7. We say
(
Z, d˜
)
controls
(
Z0, d˜0
)
at the unit scale near x0 if either of the above two
equivalent conditions (P1 or P2) holds.
Definition 11.8. Let
(
Z, d˜
)
=
(
Z1, d˜1
)
, . . . ,
(
Zq, d˜q
)
and
(
Z ′, d˜′
)
=
(
Z ′1, d˜
′
1
)
, . . . ,
(
Z ′q′ , d˜
′
q′
)
be two
lists of vector fields with single parameter formal degrees as above. We say
(
Z, d˜
)
controls
(
Z ′, d˜′
)
at
the unit scale near x0 if
(
Z, d˜
)
controls
(
Z ′j , d˜
′
j
)
at the unit scale near x0 for every 1 ≤ j ≤ q′. We say(
Z, d˜
)
and
(
Z ′, d˜′
)
are equivalent at the unit scale near x0 if
(
Z, d˜
)
controls
(
Z ′, d˜′
)
at the unit scale
near x0 and
(
Z ′, d˜′
)
controls
(
Z, d˜
)
at the unit scale near x0.
Proposition 11.9. If
(
Z, d˜
)
and
(
Z ′, d˜′
)
are equivalent at the unit scale near x0, and if Φ is the
map obtained when applying Theorem 11.1 to the list
(
Z, d˜
)
, then the same map Φ satisfies all the
conclusions of Theorem 11.1 with
(
Z ′, d˜′
)
in place of
(
Z, d˜
)
(with possibly different constants).
Proof. The proof is an easy addition to Proposition 11.6, and we leave the details to the reader.
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Definition 11.10. Let K0 ⋐ Ω and A ⊆ [0, 1]
ν be as in Section 5, and let (X, d) be a list of C∞ vector
fields with ν-parameter formal degrees as in Section 5, satisfying D (K0,A). Let X0 be another C∞
vector field with an associated formal degree 0 6= d0 ∈ [0,∞)
ν
. We say (X, d) controls (X0, d0) if for
every δ ∈ A, x0 ∈ K0, (δX,
∑
d) controls
(
δd0X0, |d0|1
)
at the unit sale near x0 in such a way that the
parameters of P1 (equivalently P2) can be chosen to be independent of x0 ∈ K, δ ∈ A.
Remark 11.11. Note that D (K0,A) is equivalent to saying that (X, d) controls ([Xi, Xj ] , di + dj), for
every 1 ≤ i, j ≤ q.
Definition 11.10 is closely related to Definition 6.3. Indeed, we have the following proposition, whose
proof we defer to Section 12.2.
Proposition 11.12. Let (X, d) be as in Definition 11.10. Define,
γt (x) = e
∑
0<|α|≤L t
αVαx,
where each Vα is a C
∞ vector field. Then, γ is controlled by (X, d) if and only if (Vα, deg (α)) is
controlled by (X, d) for every α.
Definition 11.13. Let (X, d) = (X1, d1) , . . . , (X1, dq) and (X
′, d′) = (X ′1, d
′
1) , . . . ,
(
X ′q′ , d
′
q′
)
be two
lists of vector fields with ν-parameter formal degrees satisfying D (K0,A). We say (X, d) controls (X ′, d′)
if (X, d) controls
(
X ′j , d
′
j
)
for every 1 ≤ j ≤ q′. We say that (X, d) and (X ′, d′) are equivalent if (X, d)
controls (X ′, d′) and (X ′, d′) controls (X, d).
Remark 11.14. In Section 6, we singled out a list of vector fields with formal degrees (X, d). Throughout,
we will use these vector fields to study γ. In everything that follows, and because of the results in this
section, it would work just as well to replace (X, d) with an equivalent list (X ′, d′) in our applications
of Theorem 11.1.
11.2 More on (X, d)
Our assumptions in Section 6 above might make it seem that we have made some choices which affected
the list (X, d). Specifically, we supposed that there existed a finite set F ⊆ V such that F generated a
finite list (X, d) and this list controlled γ (here we are taking the notation from Section 6; in particular,
V is given by (6.2)). One might expect that (X, d) depends on this choice of F . However, this is not
the case: given such a F and given F ′ ⊆ V finite with F ⊆ F ′, then any finite list (X ′, d′) generated by
F ′ is equivalent to (X, d).31 This follows from the following lemma, and the theory in Section 11.1.
Lemma 11.15. Suppose (X, d) controls γ. Then, if Xα is as in (6.1), (X, d) controls (Xα, deg (α)).
Proof. This follows easily from the definitions.
As is discussed in Section 11.1, in light of Lemma 11.15, one does not “get anything new” by adding
(Xα, deg (α)) to the list (X, d).
Because of the above, there is a more direct way to construct the list (X, d). Fix M large. One
considers the set
F =
{
(Xα, deg (α)) : deg (α) is non-zero in only one component, |α| ≤M
}
. (11.7)
One then recursively assigns formal degrees to commutators of vector fields of F as follows: if X1 has
formal degree d1 and X2 has formal degree d2, then [X1, X2] is assigned formal degree d1+d2. One then
takes iterated commutators of the elements of F , and we assume that, after taking all iterated commu-
tators up to orderM , the resulting finite list of vector fields with formal degrees satisfies D (K0,A), and
controls γ. The above discussion shows that if this is true for M , it is true for any larger choice of M ,
and the resulting finite lists of vector fields with formal degrees are equivalent.
31As already noted in Definition 5.3, given F , all choices of (X, d) are equivalent.
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12 Surfaces revisited
In this section, we introduce the technical results necessary to deal with our assumptions on γ in Section
6. Before we enter into details, we point out the formal connection between γ and W . Recall, from
Section 6, W (t, x) is defined by,
W (t, x) =
d
dǫ
∣∣∣∣
ǫ=1
γǫt ◦ γ
−1
t (x) . (12.1)
From this we see that, given γ, we obtain a C∞ vector field W (t), depending smoothly on t, satisfying
W (0) = 0. The reverse is true as well:
Proposition 12.1. The map γ 7→ W is a bijective map from smooth functions γt, with γ0 (x) ≡ x
(thought of as germs in the t variable), to smooth vector fields depending on t, W (t), with W (0) = 0
(also thought of as germs in the t variable).
Proof. Let ω (ǫ, t, x) be the (unique32) solution to the ODE:
d
dǫ
ω (ǫ, t, x) =
1
ǫ
W (ǫt, ω (ǫ, t, x)) , ω (0, t, x) = x. (12.2)
We will show that the (two-sided) inverse to the map γ 7→W is given by γt (x) := ω (1, t, x).
33 First we
show that γǫt (x) = ω (ǫ, t, x), where ω corresponds to W obtained by (12.1) from γ. Indeed, consider,
d
dǫ
∣∣∣∣
ǫ=ǫ0
γǫt (x) =
d
dǫ
∣∣∣∣
ǫ=1
1
ǫ0
γǫ(ǫ0t) (x) =
1
ǫ0
W (ǫ0t, γǫ0t (x)) ,
where in the last equality, we used the definition of W . Thus γǫt (x) satisfies the ODE (12.2). Hence,
γt (x) = ω (1, t, x), and we may, therefore, reconstruct γ, given W . We therefore have constructed a left
inverse to the map γ 7→W .
Now we must show that ifW is as in the statement of the proposition, and if we let ω be the solution
to the ODE (12.2), then,
d
dǫ
∣∣∣∣
ǫ=1
ω (1, ǫt, x) =W (t, ω (1, t, x)) . (12.3)
I.e., we must show our left inverse is also a right inverse. (12.3) will follow from (12.2) if we can show,
ω (1, ǫt, x) = ω (ǫ, t, x). This, in turn, will follow if we can show for every ǫ0, ω (ǫ0ǫ, t, x) = ω (ǫ, ǫ0t, x).
We already know that ω (ǫ, ǫ0t, x) satisfies the ODE (12.2) with t replaced by ǫ0t. Thus, we need only
show the same is true for ω (ǫ0ǫ, t, x). However,
d
dǫ
ω (ǫǫ0, t, x) = ǫ0
1
ǫǫ0
W (ǫǫ0t, ω (ǫǫ0, t, x)) =
1
ǫ
W (ǫǫ0t, ω (ǫǫ0, t, x)) .
Since ω (0ǫ0, t, x) = x, by definition, this completes the proof.
The correspondence between γ and W given by the proof of Proposition 12.1 will be an essential
point in what follows.
Now we turn back to the perspective used in Section 11: fixing δ and x0 and working with (δX,
∑
d)
near x0. Let Ω ⊆ Rn be open, and let Ω′ ⋐ Ω′′ ⋐ Ω be open, relatively compact, subsets of Ω.
We assume we are given a list of C∞ vector fields with single-parameter formal degrees
(
Z, d˜
)
=(
Z1, d˜1
)
, . . . ,
(
Zq, d˜q
)
, d˜j ∈ (0,∞). We fix x0 ∈ Ω
′ and assume that
(
Z, d˜
)
satisfies all of the assump-
tions of the vector fields and formal degrees of the same name in Section 11 (and therefore we are given
some 1 ≥ ξ > 0). We also assume that we are given a C∞ function
γ̂ (t, x) : BN (ρ)× Ω′′ → Ω,
32It is easy to see that the solution is unique, using that W (0) = 0, W is smooth, and the integral form of Gronwall’s
inequality.
33It is easy to see, via the contraction mapping principle, using the fact that W (0) = 0 and W (t) is smooth, that the
solution of (12.2) exists up to ǫ = 1 for t sufficiently small.
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where ρ > 0 is some fixed positive number, and γ̂ (0, x) ≡ x. Here ρ > 0 is small enough that for
t ∈ BN (ρ), γ̂−1t exists.
For the primary example where we will apply the results from this section, take the same setup
as in Section 10. Let j, k ∈ − log2A and set j0 = j ∧ k. We will take
(
Z, d˜
)
=
(
2−j0X,
∑
d
)
and
γ̂t = γ2−j0 t. It is essential that all of the constants in this section can be chosen to be independent
of x0 ∈ K0 and j, k ∈ − log2A. Note that our assumption on the list (X, d) in Section 6 implies that(
Z, d˜
)
=
(
2−j0X,
∑
d
)
satisfies all of the assumptions of Section 11 uniformly in the above parameters.
Thus, m-admissible constants (as defined in Section 11) can be chosen to be independent of the above
parameters. In particular, the results of Theorem 11.1 hold uniformly in the above parameters.
We let n0, η1, ξ1 > 0, and Φ : B
n0 (η1)→ B(Z,d˜) (x0, ξ) be as in Theorem 11.1. Furthermore, we let
Y1, . . . , Yq be the pullbacks of Z1, . . . , Zq as in Theorem 11.1. In order to work with our assumption
that (X, d) controls γt (see Definition 6.3), we introduce the following two conditions on γ̂t, which will
turn out to be equivalent. All parameters that follow are assumed to be strictly positive real numbers:
1. Q1
(
ρ1, τ1, {σm1 }m∈N
)
(ρ1 ≤ ρ, τ1 ≤ ξ1): For x ∈ Ω′, define the vector field,
Ŵ (t, x) =
d
dǫ
∣∣∣∣
ǫ=1
γ̂ǫt ◦ γ̂
−1
t (x) . (12.4)
We suppose,
• Ŵ (t, x) =
∑q
l=1 cl (t, x)Zl (x), on B(Z,d˜) (x0, τ1),
•
∑
|α|+|β|≤m
∥∥∥Zα∂βt cl∥∥∥
C0
(
BN (ρ1)×B(Z,d˜)(x0,τ1)
) ≤ σm1 .
• Note that we may, without loss of generality, assume that cl (0, x) ≡ 0, as we may replace
cl (t, x) with cl (t, x)− cl (0, x) for every l by using the fact that Ŵ (0, x) ≡ 0.
2. Q2
(
ρ2, τ2, {σm2 }m∈N
)
:
• γ̂
(
BN (ρ2)×B(Z,d˜) (x0, τ2)
)
⊆ B(Z,d˜) (x0, ξ1),
• If η′ = η′ (τ2) > 0 is a 2-admissible constant so small34 that,
Φ (Bn0 (η′)) ⊆ B(Z,d˜) (x0, τ2) ⊆ Φ (B
n0 (η1)) ,
then if we define a new map,
θt (u) = Φ
−1 ◦ γt ◦ Φ (u) : B
N (ρ2)×B
n0 (η′)→ Bn0 (η1) ,
we have,
‖θ‖Cm(BN (ρ2)×Bn0(η′)) ≤ σ
m
2 .
Remark 12.2. The particular parameters in Q1 and Q2 are not important. All that is important is that,
in our primary application, they may be chosen independent of j, k and x0. At times we will keep track
of the parameters to make clear the interdependence between the various constants, but the reader may
wish to ignore these details on a first reading.
Proposition 12.3. Q1 ⇔ Q2 in the following sense:
• Q1
(
ρ1, τ1, {σm1 }m∈N
)
⇒ there exists a 2-admissible constant ρ2 = ρ2
(
ρ1, τ1, σ
1
1 , N
)
, and m + 1-
admissible constants σm2 = σ
m
2
(
σm+11 , N
)
such that Q2
(
ρ2,
τ1
2 , {σ
m
2 }m∈N
)
holds.
• Q2
(
ρ2, τ2, {σm2 }m∈N
)
⇒ there exists a 2-admissible constant τ1 = τ1 (τ2) > 0 and m-admissible
constants σm1 = σ
m
1
(
σm+12 , N
)
, such that Q1
(
ρ2, τ1, {σm1 }m∈N
)
holds.
34Such an η′ exists by Proposition 11.2.
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Proof. Suppose Q1
(
ρ1, τ1, {σm1 }m∈N
)
holds. Fix ρ2 > 0 small, to be chosen in a moment. Suppose
z ∈ γ̂
(
BN (ρ2)×B(Z,d˜)
(
x0,
τ1
2
))
;
and so there exists t0 ∈ B
N (ρ2) and y ∈ B(Z,d˜)
(
x0,
τ1
2
)
such that z = γ̂t0 (y). We wish to show that
z ∈ B(Z,d˜) (x0, ξ1) (by appropriately choosing ρ2). To do so, it suffices to show z ∈ B(Z,d˜)
(
y, τ12
)
, as
then we would have z ∈ B(Z,d˜) (x0, τ1) ⊆ B(Z,d˜) (x0, ξ1). Define a curve κ : [0, 1]→ Ω by
κ (s) = γ̂st0 (y) .
Note that κ (0) = y and κ (1) = z. Also,
d
ds
κ (s) =
1
s
W (st0, κ (s)) =
q∑
l=1
1
s
cl (st0, κ (s))Zl (κ (s)) .
Since35 cl (st0, κ (s))
∣∣
s=0
= 0, the mean value theorem shows that, for 0 < s < 1,∣∣∣∣1scl (st0, κ (s))
∣∣∣∣ ≤ sup
0≤s≤1
∣∣∣∣ ddscl (st0, κ (s))
∣∣∣∣
≤ sup
0≤s≤1
[
|t0 · ▽tcl (st0, κ (s))|+
q∑
l=1
∣∣∣∣(1s cl (st0)Zlcl
)
(st0, κ (s))
∣∣∣∣
]
. |t0|
(
σ11 +
(
σ11
)2)
,
where we have used that
∣∣1
s
cl (st0, ·)
∣∣ ≤ σ11 , and in the last line, we are thinking of cl (st0)Zlcl as the
vector field cl (st0, ·)Zl (·) acting on the function cl (st0, ·).
Thus, d
ds
κ (s) =
∑q
l=1 al (s)Zl (κ (s)), where |al| . |t0|. By taking |t0| sufficiently small (i.e., by
taking ρ2 sufficiently small), we may insure that z = κ (1) ∈ B(Z,d˜)
(
y, τ12
)
.
Hence, it makes since to define η′ > 0 and θt as in the definition of Q2. It follows directly from the
definition of θ that θ0 (u) ≡ u. Furthermore, pulling back (12.4) via the map Φ shows that,
d
dǫ
∣∣∣∣
ǫ=0
θǫt ◦ θ
−1
t (u) = W˜ (t, u) , (12.5)
where,
W˜ (t, u) =
q∑
l=1
c˜l (t, u)Yl (u) ,
c˜l (t, u) = cl (t,Φ (u)) .
We claim, ∥∥∥W˜∥∥∥
Cm(BN (ρ2)×Bn0(η′))
≤ Cm, (12.6)
where Cm = Cm (σ
m
1 ) is an m-admissible constant. Indeed, we already have the result for Yl by (11.1).
Hence it suffices to bound the Cm norm of c˜l. However, applying (a slight modification of) (11.2),
36
‖c˜l‖Cm(BN (ρ2)×Bn0(η′)) ≈m−1
∑
|α|+|β|≤m
∥∥∥Y α∂βt c˜l∥∥∥
C0(BN (ρ2)×Bn0(η′))
. (12.7)
Note that,
Y α∂βt c˜l (t, u) =
(
Zα∂βt cl
)
(t,Φ (u)) .
35As remarked above, we may assume cl (0, x) ≡ 0.
36This slight modification can be proved easily by combining (11.1) and (11.3).
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Combining this with the fact that,
BN (ρ2)× Φ (B
n0 (η′)) ⊆ BN (ρ1)×B(Z,d˜) (x0, τ1) ,
we have from (12.7),
‖c˜l‖Cm(BN (ρ2)×Bn0(η′)) .m−1
∑
|α|+|β|≤m
∥∥∥Zα∂βt cl∥∥∥
C0
(
BN (ρ1)×B(Z,d˜)(x0,τ1)
) ≤ σm1 ,
completing the proof of (12.6).
To complete the proof of Q1 ⇒ Q2, we bound the Cm norm of θ. For t ∈ BN (ρ2), u ∈ Bn0 (η′), and
ǫ ∈ [0, 1], define a function,
ω (ǫ, t, u) = θ (ǫt, u) .
In light of (12.5), ω satisfies the ODE in the ǫ variable:
d
dǫ
ω (ǫ, t, u) =
1
ǫ
W˜ (ǫt, ω (ǫ, t, u)) , ω (0, t, u) = u.
Using that W˜ (0, u) = 0 and that W˜ is smooth, standard theorems for ODEs show that there exists
σm2 = σ
m
2 (Cm+1,m,N) such that,
‖ω‖Cm([0,1]×BN (ρ2)×Bn0(η′)) ≤ σ
m
2 .
Since θ (t, u) = ω (1, t, u), this completes the proof of Q1 ⇒ Q2.
Suppose that Q2
(
ρ2, τ2, {σm2 }m∈N
)
holds. Define,
W˜ (t, u) =
d
dǫ
∣∣∣∣
ǫ=1
θǫt ◦ θ
−1
t (u) .
Then, ∥∥∥W˜∥∥∥
Cm(BN (ρ2)×Bn0(η′))
≤ Cmσ
m+1
2 ,
where Cm depends only on m. Using (11.1) and (11.3), we see that,
W˜ (t, u) =
q∑
l=1
c˜l (t, u)Yl (u) , (12.8)
and,
‖c˜l‖Cm(BN (ρ2)×Bn0(η′)) ≤ C
′
m,
where C′m = C
′
m
(
σm+12
)
is an m-admissible constant. Applying, again a slight modification of, (11.2),
we have, ∑
|α|+|β|≤m
∥∥∥Y α∂βt c˜l∥∥∥
C0(BN (ρ2)×Bn0(η′))
≈m−1 ‖c˜l‖Cm(BN (ρ2)×Bn0(η′)) ≤ C
′
m. (12.9)
Using Proposition 11.2, let τ1 = τ1 (η
′) > 0 be a 2-admissible constant such that,
B(Z,d˜) (x0, τ1) ⊆ Φ (B
n0 (η′)) .
Pushing (12.8) and (12.9) forward via the map Φ, and taking Ŵ as in the definition of Q1, we see for
x ∈ Φ (Bn0 (η′)) and cl (t, x) = c˜l
(
t,Φ−1 (x)
)
,
Ŵ (t, x) =
q∑
l=1
cl (t, x)Zl (x) ,
∑
|α|+|β|≤m
∥∥∥Zα∂βt cl∥∥∥
C0
(
BN (ρ2)×B(Z,d˜)(x0,τ1)
) .m−1 C′m,
completing the proof.
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Definition 12.4. We say
(
Z, d˜
)
controls γ̂ at the unit scale if either of the equivalent conditions Q1
or Q2 holds (for some choice of the parameters). If we wish to make the point x0 explicit, we will say(
Z, d˜
)
controls γ̂ at the unit scale near x0.
Proposition 12.5. Let (X, d) and γ be as in Section 6. (X, d) controls γ if and only if (δX,
∑
d) controls
γδt at the unit scale near x0 for every δ ∈ A and x0 ∈ K0, and the parameters of Q1 (equivalently Q2)
can be chosen independent of x0 ∈ K0 and δ ∈ A.
Proof. Let δ ∈ A and x0 ∈ K0. Define γ̂t = γδt. Note that if W (t, x) is as in Definition 6.3 and if
Ŵ (t, x) is as in Q1, then,
Ŵ (t, x) = W (δt, x) .
Now the result follows just by comparing Q1 and Definition 6.2.
In light of Proposition 12.5, to work with our assumption that (X, d) controls γ, we may instead
work “at the unit scale.” For the rest of this section we work in this perspective, with the understanding
that Proposition 12.5 allows us to transfer our results from the “unit scale” to “every scale.”
Proposition 12.6. If
(
Z, d˜
)
controls γ̂1t1 and γ̂
2
t2
at the unit scale, then
(
Z, d˜
)
controls γ̂1t1 ◦ γ̂
2
t2
at the
unit scale. If
(
Z, d˜
)
controls γ̂t at the unit scale, then
(
Z, d˜
)
controls γ̂−1t at the unit scale.
Proof. Both of the above statements are more easily verified using Q2. Indeed, the Cm norm of,
Φ−1 ◦ γ̂1t1 ◦ γ̂
2
t2
◦ Φ =
(
Φ−1 ◦ γ̂1t1 ◦ Φ
)
◦
(
Φ−1 ◦ γ̂2t2 ◦ Φ
)
can clearly be bounded in terms of the Cm norms of,
Φ−1 ◦ γ̂1t1 ◦ Φ and Φ
−1 ◦ γ̂2t2 ◦ Φ,
provided one shrinks the parameters ρ2 and τ2 appropriately (so that the composition is defined). A
similar proof works for γ̂−1t . We leave further details to the interested reader.
Proposition 12.7. If (Z, d) controls γ̂t at the unit scale, and c = (c1, . . . , cN ) ∈ [0, 1]
N
is a constant,
then
(
Z, d˜
)
controls,
γ̂c ((t1, . . . , tN ) , x) := γ̂ ((c1t1, . . . , cN tN ) , x) ,
at the unit scale. Moreover, the parameters in the definition of control at the unit scale may be chosen
independent of c.
Proof. This is obvious from the definition of control (using either Q1 or Q2).
So far in this section, we have covered the necessary technical details to deal with our assumption
that (X, d) controls γ. The other part of our assumption was that the vector fields with formal degrees
(Xj , dj) were generated by vector fields with formal degrees of the form (Xα, deg (α)), where t
αXα
was a term in the Taylor series of W (t, x), when taken in the t variable, and deg (α) was nonzero in
only one component. We now turn to the various definitions and theorems necessary to deal with this
assumption. Again, we work at the unit scale. We continue to take
(
Z, d˜
)
, γ̂t (x), and x0 as above. We
assume, throughout the rest of the section, that
(
Z, d˜
)
controls γ̂ at the unit scale (near x0).
Definition 12.8. Let {Z1, . . . , Zr} be a subset of {Z1, . . . , Zq}. For M ∈ N, we say Z1, . . . , Zr M -
generates Z1, . . . , Zq if each Zj (r + 1 ≤ j ≤ q) can be written in the form,
Zj = ad (Zl1) ad (Zl2) · · · ad (Zlm)Zlm+1 , 0 ≤ m ≤M − 1, l ≤ lk ≤ r.
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Define Ŵ (t, x) as the vector field,
Ŵ (t, x) =
d
dǫ
∣∣∣∣
ǫ=1
γ̂ǫt ◦ γ̂
−1
t (x) .
Let Zα (x) be the Taylor coefficients of W (t, x) when the Taylor series is taken in the t variable:
Ŵ (t, x) ∼
∑
|α|>0
tαZα (x) .
Definition 12.9. For M1,M2 ∈ N, we say γ̂ M1,M2 generates Z1, . . . , Zq if there is a subset F ⊆
{Zα : |α| ≤M1} ∩ {Z1, . . . , Zq}, such that F M2-generates Z1, . . . , Zq.
Since we are assuming that
(
Z, d˜
)
controls γ̂ at the unit scale, we may pull γ̂ back under the map
Φ as in Q2 to obtain the C∞ map:
θt (u) = Φ
−1 ◦ γ̂t ◦ Φ (u) : B
N (ρ2)×B
n0 (η′)→ Bn0 (η) ,
as in Q2. As usual, define Y1, . . . Yq to be the pullbacks of Z1, . . . , Zq under the map Φ. Define,
W˜ (t, u) =
d
dǫ
∣∣∣∣
ǫ=1
θǫt ◦ θ
−1
t (u) .
Let Yα (u) be the Taylor coefficients of W˜ expressed as a Taylor series in the t-variable:
W˜ (t, u) ∼
∑
|α|>0
tαYα.
It is immediate to verify that Yα is the pullback of Zα under the map Φ.
Theorem 12.10. Suppose γ̂ M1,M2 generates Z1, . . . , Zq. Then, the set of vector fields
{Yα : |α| ≤M1} , (12.10)
satisfies Ho¨rmander’s conditions of order M2 on B
n0 (η′). More specifically, if we let V1, . . . VL denote
those vector fields in (12.10) along with all commutators of those vector fields in (12.10) up to order
M2, then, ∣∣∣∣ detn0×n0 V (u)
∣∣∣∣
∞
&2 1, ∀u ∈ B
n0 (η′) ,
where we have written V to denote the matrix whose columns are V1, . . . , VL. In short, θ satisfies (CZ).
Proof. By assumption a subset of {Zα : |α| ≤M1} M2-generates Z1, . . . , Zq. Pulling this back under
Φ we see that a subset of (12.10) M2-generates Y1, . . . Yq. I.e., each of Y1, . . . Yq appears in the list
V1, . . . VL. Thus, ∣∣∣∣ detn0×n0 V (u)
∣∣∣∣
∞
≥
∣∣∣∣ detn0×n0 Y (u)
∣∣∣∣
∞
&2 1, ∀u ∈ B
n0 (η′) .
In the last inequality, we have used (11.3).
We now combine the above discussion to obtain the main results of this section.
Theorem 12.11. Suppose Z1, . . . , Zr M2-generates Z1, . . . , Zq. Let γ̂
l (t, x) : BN (ρ) × Ω′′ → Ω, l =
1, . . . , k, be a sequence of k C∞ functions, such that each γ̂l is controlled at the unit scale by
(
Z, d˜
)
.
Let
Ŵj (t, x) =
d
dǫ
∣∣∣∣
ǫ=1
γ̂jǫt ◦
(
γ̂jt
)−1
(x) ,
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and define the vector fields Vj,α to be the Taylor coefficients (in t) of Ŵj:
Ŵj (t) ∼
∑
α
tαVj,α.
Suppose there is M1 ∈ N such that each Zs (1 ≤ s ≤ r) appears as some Vj,α for |α| ≤M1. Define,
γ̂(t1,...,tk) (x) = γ̂
1
t1
◦ γ̂2t2 ◦ · · · ◦ γ̂
k
tk
(x) .
Then, γ̂ is controlled at the unit scale by
(
Z, d˜
)
. Moreover if we take θ as in Q2, then θ satisfies
(CZ), where the constants in the definition of (CZ) are 2-admissible constants depending on the above
parameters (M1, M2).
Corollary 12.12. Take the same setup as Theorem 12.11; and, more precisely, assume each γ̂l satisfies
Q2
(
ρ2, τ2, {σm2 }m∈N
)
. Then, θ satisfies (CJ) (at 0), where the constants in the definition of (CJ ) are
2-admissible constants depending on the above parameters (M1, M2, k, ρ2, τ2, {σm2 }m∈N).
Proof of Corollary 12.12 given Theorem 12.11. Letting γ̂1, . . . , γ̂k vary over all choices satisfying the
hypotheses of Corollary 12.12 (for a fixed choice of the parameters), Theorem 12.11 shows that the set
of all such θ, so obtained, satisfies (CuZ). Since {σ
m
2 }m∈N is fixed, the set of all such θ forms a bounded
subset of C∞. The corollary now follows by applying Theorem 9.4 which states that (CuZ) ⇒ (C
u
J ) for
bounded subsets of C∞.
Proof of Theorem 12.11. That γ̂ is controlled at the unit scale by
(
Z, d˜
)
follows from Proposition 12.6.
Define,
Ŵ (t) =
d
dǫ
∣∣∣∣
ǫ=1
γ̂ǫt ◦ γ̂
−1
t ∼
∑
|α|>0
tαZα.
In light of Theorem 12.10, we need only show that each Z1, . . . , Zr appears as some Zα with |α| ≤M1.
Since,
γ̂(t1,...,tk) = γ̂
1
t1
◦ γ̂2t2 ◦ · · · ◦ γ̂
k
tk
,
it is easy to see that,
Ŵ (0, · · · , 0, tj, 0, · · · 0, x) = Ŵj (tj , x) .
Since each Z1, . . . , Zr appears as a Taylor coefficient of some Ŵj (with |α| ≤ M1), the same is true for
Ŵ . This completes the proof.
Though we will work in slightly greater generality in the sequel, it is worthwhile to take a moment
and see the main consequence of our assumptions on γ in Theorem 7.2, in light of Corollary 12.12.
Proposition 12.13. Let (X, d) and γ be as in Theorem 7.2; i.e., (X, d) and γ satisfy all of the as-
sumptions of Section 6. Fix x0 ∈ K0 and δ1, δ2 ∈ A. Let δ0 = δ1 ∨ δ2 (δ0 ∈ A by our assumption on
A). Define, γ̂ as either,
γ̂(t1,t2,t3,t4) (x) = γ
−1
δ1t4
◦ γδ2t3 ◦ γ
−1
δ2t2
◦ γδ1t1 (x) , (12.11)
or,
γ̂(t1,t2,t3,t4) (x) = γδ1t4 ◦ γ
−1
δ2t3
◦ γδ2t2 ◦ γ
−1
δ1t1
(x) . (12.12)
Then, (δ0X,
∑
d) controls γ̂ at the unit scale near x0 (and the parameters in the definition of control
may be chosen independent of δ1, δ2, and x0). Moreover, if we define θt (u) as in Q2, then θ satisfies
(CJ) (at 0) uniformly in δ1, δ2, and x0. More specifically, if we let S be the set of all such θ (as δ1, δ2,
and x0 vary) then S satisfies (CuJ ).
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Proof. Let
(
Z, d˜
)
= (δ0X,
∑
d). By Proposition 12.5, γδ0t is controlled at the unit scale by (Z, d).
Proposition 12.7 then shows that γδ1t and γδ2t are controlled by
(
Z, d˜
)
at the unit scale. Proposition
12.6 applies to show that γ−1δ1t, γ
−1
δ2t
, and γ̂ are all controlled at the unit scale by
(
Z, d˜
)
(uniformly in the
relevant parameters). The proof will then be completed by combining Corollary 12.12 with the following
lemma.
Lemma 12.14. Taking the same setup as in Proposition 12.13, and letting
(
Z, d˜
)
= (δ0X,
∑
d).
There is a subset Z1, . . . , Zr of Z1, . . . , Zq such that Z1, . . . , Zr M2-generates Z1, . . . , Zq. Moreover,
each Z1, . . . , Zr appears as a Taylor coefficient (in t) of either
Ŵδ1 (t, x) =
d
dǫ
∣∣∣∣
ǫ=1
γδ1(ǫt) ◦ γ
−1
δ1t
(x) or Ŵδ2 (t, x) =
d
dǫ
∣∣∣∣
ǫ=1
γδ2(ǫt) ◦ γ
−1
δ2t
(x) ,
and this Taylor coefficient may be chosen to be the coefficient of tα, where |α| ≤M1. Here, M1,M2 ∈ N
may be chosen independent of δ1, δ2, and x0.
Proof. First we recall the definition of (X, d). We wrote,
W (t, x) =
d
dǫ
∣∣∣∣
ǫ=1
γ−1ǫt ◦ γt (x) ∼
∑
|α|>0
tαXα.
We took a finite subset of
{(Xα, deg (α)) : deg (α) is nonzero in only one component} ,
denote this finite set by (X1, d1) , . . . , (Xr, dr), and assume each (X1, d1) , . . . , (Xr, dr) appears as (Xα, deg (α))
for some |α| ≤M1. Take Z1, . . . , Zr to be δ
d1
0 X1, . . . , δ
dr
0 Xr.
We assumed that (X1, d1) , . . . , (Xr, dr) generates the finite list (X1, d1) , . . . , (Xq, dq). That is, each
(Xj , dj) can be written in the form,
Xj = ad (Xl1) ad (Xl2) · · · ad
(
Xlm−1
)
Xlm ,
dj = dl1 + dl1 + · · ·+ dlm ,
(12.13)
where 1 ≤ lk ≤ r for each k, for some 1 ≤ m = m (j). We choose M2 ∈ N so that m ≤ M2 for every j.
Note that if we take
(
Z, d˜
)
= (δ0X,
∑
d) then (12.13) shows,
Zj = ad (Zl1) ad (Zl2) · · · ad
(
Zlm−1
)
Zlm ,
for the same choice of l1, . . . , lm. Hence, Z1, . . . , Zr M2-generates Z1, . . . , Zq.
To complete the proof, we must show that each Zj (1 ≤ j ≤ r) appears as a Taylor coefficient of
either Wδ1 or Wδ2 . Fix j (1 ≤ j ≤ r), and suppose that dj is nonzero in only the µ component (by
assumption we know it is nonzero in only one component). Since δ0 = δ1∨δ2, δ
µ
0 ∈ {δ
µ
1 , δ
µ
2 }. We suppose
that δµ0 = δ
µ
1 , the other case is similar. We will show Zj is a Taylor coefficient of Wδ1 . Indeed,
Wδ1 (t, x) = W (δ1t, x) ∼
∑
|α|>0
tαδ
deg(α)
1 Xα.
Take |α| ≤ M1 such that (Xj , dj) = (Xα, deg (α)). Since dj is nonzero in only the µ component, we
have,
δ
deg(α)
1 Xα = δ
dj
1 Xj = δ
dj
0 Xj = Zj ,
completing the proof.
Remark 12.15. Lemma 12.14 is the only place where we use that (X1, d1) , . . . , (Xr, dr) were chosen with
each dj nonzero in only one component; i.e., that (X, d) was generated by “pure-powers.” Note, though,
that this is essential to Lemma 12.14.
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12.1 Multi-parameter curvature conditions
Throughout the paper, we work mostly with the curvature conditions (CZ) and (CJ). Indeed, using the
notation in Proposition 12.13, the essence of Section 12 was that θ satisfies (CJ) uniformly in any relevant
parameters (and this followed by showing that it satisfied (CZ) uniformly in any relevant parameters).
While (CZ) seems to be the best suited to theoretical applications, (Cg) is perhaps more intuitive. The
reader may, therefore, wonder if there is an analog to Theorem 9.1 in our setup. Indeed, there is, and
this section is devoted to discussing this fact. The results in this section will not be used in the sequel
(except briefly in Section 12.3), and the reader may safely skip this section on a first reading.
The following curvature conditions, we think of as being “scale invariant.” We, therefore, denote
them by
(
Cs
g
)
, (CsY ), and (C
s
Z) (we discuss (CJ ) in Remark 12.17). The condition (C
s
Z) is precisely the
condition assumed on γ in Section 6. We restate it here. In what follows, γ (t, x) : BN (ρ)× Ω′′ → Ω is
a C∞ function with γ (0, x) ≡ x, where Ω′′ and Ω are as in Section 6.
• (CsZ): Define,
W (t) =
d
dǫ
∣∣∣∣
ǫ=1
γǫt ◦ γ
−1
t (x) .
Write W (t) ∼
∑
α t
αXα, and define
V = {(Xα, deg (α)) : deg (α) is nonzero in only one component} .
(CsZ) states that there is a finite subset F ⊆ V such that F generates a finite list and this finite list
controls γ. Note that both “generates a finite list” and “controls” in the above depend implicitly
on the set A ⊆ [0, 1], the chosen compact set K0 ⋐ Ω′′, and the multi-parameter dilations e.
•
(
Cs
g
)
: Write γt ∼ exp
(∑
|α|>0 t
αX̂α
)
.
(
Cs
g
)
is the same as (CsZ) except V is replaced by
V =
{(
X̂α, deg (α)
)
: deg (α) is nonzero in only one component
}
.
• (CsY ): For each j, 1 ≤ j ≤ N , define,
Wj (t) = dγ
(
t, γ−1t (x)
)( ∂
∂tj
)
=
d
dsj
∣∣∣∣
s=0
γt+s ◦ γ
−1
t (x) .
Write Wj (t) ∼
∑
α t
αXα,j . (CsY ) is the same as (C
s
Z) except V is replaced by
V = {(Xα,j , deg (α) + ej) : deg (α) + ej is nonzero in only one component} ,
where e denotes the chosen multi-parameter dilations.
Proposition 12.16.
(
Cs
g
)
⇔ (CsY )⇔ (C
s
Z).
Proof sketch. Using the Campbell-Hausdorff formula, the vector fields X̂α can be written in terms of
the vector fields Xα (respectively, Xα,j). This can be seen just as in Proposition 9.6 of [CNSW99]. It
is not hard to see, using the form of this correspondence (which we have not made precise), that (CsZ)
and (CsY ) are both equivalent to
(
Cs
g
)
.
Remark 12.17. Under the equivalent assumptions (CsZ),
(
Cs
g
)
, and (CsY ), the assumptions of Proposition
12.13 hold. The conclusion of Proposition 12.13 can be seen as (CsJ). Note that each of (C
s
Z),
(
Cs
g
)
, and
(CsY ) comes with an intrinsic family of vector fields from which we can construct the scaling map Φx0,δ
(for each δ ∈ A, x0 ∈ K0), which we use to make sense of (C
s
J ). There is no such intrinsic family of
vector fields corresponding to (CsJ), and we therefore cannot discuss any sort of reverse implication in
this sense. Of course, if we fix a choice of the list of vector fields (X, d), then all four conditions are
(in a sense) equivalent, since the pullback of them under Φ corresponds to (CuZ),
(
Cu
g
)
, (CuY ), and (C
u
J ),
respectively (which we know to be equivalent). More specifically, if we define θx0,δt = Φ
−1
x0,δ
◦ γδt ◦ Φx0,δ
then
{
θx0,δ : x0 ∈ K0, δ ∈ A
}
satisfies (CuZ),
(
Cu
g
)
, and (CuY ), respectively, if and only if γ satisfies (C
s
Z),(
Cs
g
)
, and (CsY ) respectively. We then say that γ satisfies (C
s
J) if
{
θx0,δ : x0 ∈ K0, δ ∈ A
}
satisfies (CuJ ).
This idea can also be used to provide another proof of Proposition 12.16.
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12.2 Proof of Proposition 11.12
In this section, we exhibit the proof of Proposition 11.12. Let
(
Z, d˜
)
be vector fields with single-
parameter formal degrees satisfying the assumptions in Section 11 for a fixed x0 ∈ Ω; i.e., the same
setup as in Section 12. For each multi-index α with |α| ≤ L, let Vα be a C∞ vector field. Though it will
not play an essential role in this section, assign to Vα the formal degree |deg (α)|1. Let γ̂t be given by,
γ̂t (x) = e
∑
0<|α|≤L t
αVαx.
Proposition 11.12 will follow immediately by applying the following lemma with
(
Z, d˜
)
= (δX,
∑
d),
with δ ∈ A, and x0 ∈ K, and taking γ̂t = γδt.
Lemma 12.18.
(
Z, d˜
)
controls γ̂ at the unit scale near x0 if and only if
(
Z, d˜
)
controls (Vα, |deg (α)|1)
at the unit scale near x0, in the sense that if γ̂ satisfies Q2 then (Vα, |deg (α)|1) satisfies P2 and the
parameters of P2 can be chosen to be 2-admissible constants depending also on the parameters of Q2.
Conversely, if (Vα, |deg (α)|1) satisfies P2 for each α, then γ̂ satisfies Q2 and the parameters for Q2 can
be chosen to be 2 admissible constants depending also on the parameters for P2.
Proof. Let Uα be the pullback of Vα via the map Φ, and let θt (u) = Φ
−1 ◦ γ̂t ◦ Φ (u). Note that,
θt (u) = e
∑
0<|α|≤L t
αUαu.
Then, the statement of the lemma can be restated as saying, for some ρ2, η2 > 0,
‖Uα‖Cm(Bn0(η2)) . 1, ∀α, ∀m,
if and only if,
‖θ‖Cm(BN (ρ2)×Bn0(η2)) . 1, ∀m.
This is well known.
12.3 T ∗ is of the same form as T
In this section, we prove the following proposition.
Proposition 12.19. If T satisfies all of the assumptions of Theorem 7.2, then so does T ∗, where T ∗ is
the L2 adjoint of T .
Recall, T is of the form,
T (f) (x) = ψ1 (x)
∫
f (γt (x))ψ2 (γt (x))κ (t, x)K (t) dt;
see Theorem 7.2 for further details. Since we are assuming K (t) has small support (and we are allowed
to choose how small, depending on γ), we may without loss of generality assume that det ∂γ
∂x
(t, x) ≥ 12
on the support of K (since det ∂γ
∂x
(0, x) = 1). Note that,
T ∗ (f) (x) = ψ2 (x)
∫
ψ1
(
γ−1t (x)
)
κ
(
t, γ−1t (x)
)
f
(
γ−1t (x)
)(
det
∂γ
∂x
(
t, γ−1t (x)
))−1
K (t) dt
= ψ2 (x)
∫
ψ1
(
γ−1t (x)
)
κ˜
(
t, γ−1t (x)
)
f
(
γ−1t (x)
)
K (t) dt,
where κ˜ (t, x) = κ
(
t, γ−1t (x)
) (
det ∂γ
∂x
(
t, γ−1t (x)
))−1
. From here it is immediate to see that Proposition
12.19 follows from the following lemma.
Lemma 12.20. γt satisfies all of the hypotheses of Theorem 7.2 if and only if γ
−1
t does.
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Proof. We show that γt satisfies
(
Cs
g
)
if and only if γ−1t satisfies
(
Cs
g
)
, and the result will follow from
Proposition 12.16. Since the result is symmetric in γt and γ
−1
t we show only one direction.
Suppose γt satisfies
(
Cs
g
)
. Thus we assume that our list of vector fields (X, d) is generated by
vector fields of the form
(
X̂α, deg (α)
)
, where, γt (x) ∼ exp
(∑
|α|>0 t
αX̂α
)
x. However, Lemma 9.3 of
[CNSW99] shows, γ−1t (x) ∼ exp
(
−
∑
|α|>0 t
αX̂α
)
x. Hence we may use the same list of vector fields to
show that γ−1t satisfies
(
Cs
g
)
. The result will now follow once we show (X, d) controls γ−1t . Rephrasing
this, it suffices to show that γ̂−1t (x) := γ
−1
δt (x) is controlled by
(
Z, d˜
)
:= (δX,
∑
d) at the unit scale
near x0, uniformly for x0 ∈ K0 and δ ∈ A. However, our assumption on γ can be rephrased as saying
that γ̂t is controlled by
(
Z, d˜
)
at the unit scale near x0, uniformly for x0 ∈ K0 and δ ∈ A. The result
now follows from Proposition 12.6.
13 The space L1δ
In this section, we review the results from Sections 7 and 13 of [CNSW99], concerning the space L1δ
(which is defined below). The situation we are interested in is as follows. Ψ will be a C∞ mapping on
the closure B of a finite ball B in Rd mapping to Rn, with d ≥ n. Consider a measure ψ (τ) dτ in Rd,
where ψ ∈ C10 (B). We define a measure µ on R
n by the integration formula,∫
Rn
f (y) dµ (y) =
∫
B
f (Ψ (τ))ψ (τ) dτ ;
that is, µ is the transported measure dµ = Ψ∗ (ψdτ).
The goal of this section is to discuss the fact that, under appropriate conditions, µ is absolutely
continuous with respect to Lebesgue measure and the Radon-Nikodym derivative h (y) = dµ(y)
dy
possesses
the following level of smoothness.
Definition 13.1. For 0 < δ ≤ 1, L1δ (R
n) is the Banach space of all functions f ∈ L1 (Rn) such that,∫
Rn
|h (y − z)− h (y)| dy ≤ C |z|δ , ∀z ∈ Rn. (13.1)
The norm on L1δ is defined to be ‖h‖L1 plus the smallest C for which (13.1) holds.
Proposition 13.2 (Proposition 7.2 of [CNSW99]). Suppose that, for some multi-index α,∣∣∣∣( ∂∂τ
)α
det
n×n
∂Ψ
∂τ
(τ)
∣∣∣∣
∞
6= 0, ∀τ ∈ B. (13.2)
Then the transported measure dµ = Ψ∗ (ψdτ) is absolutely continuous with respect to Lebesgue measure,
and its Radon-Nikodym derivative h belongs to L1δ for all δ < (2 |α|)
−1
. Moreover, the L1δ norm of h can
be bounded in terms of an upper bound for the C|α|+2
(
B
)
norm of Ψ, a lower bound for the left hand
side of (13.2) in B, an upper bound for the C1 norm of ψ, the number δ, and an upper bound for |α|.
Fix constants C1, C2 < ∞ and let ζ ∈ (0, 1]. Consider a non-negative measure Ξ on R2n with the
following properties.
• supp Ξ ⊆ {(y, z) : |y| , |z| ≤ C1, |y − z| ≤ C1ζ}.
• There exist bounded, nonnegative, measurable functions m1,m2 such that for every f ∈ C0 (Rn),∫ ∫
f (y) dΞ (y, z) =
∫
f (y)m1 (y) dy,∫ ∫
f (z) dΞ (y, z) =
∫
f (z)m2 (z) dz;
with,
m1 (y) ,m2 (z) ≤ C2.
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Proposition 13.3 (See Proposition 13.1 of [CNSW99]). Suppose h ∈ L1δ (R
n) and Ξ is a measure as
described above. Then, there exist δ′, A ∈ (0,∞) such that,∫
|h (y)− h (z)| dΞ (y, z) ≤ Aζδ
′
‖h‖L1
δ
;
where δ′ depends only on δ and n, and A depends only on δ, n, and upper bounds for the constants
C1, C2.
Proposition 13.3 is slightly different than Proposition 13.1 of [CNSW99]. Superficially, we have
renamed 2−ν in [CNSW99] to be ζ here, and taken j and x in [CNSW99] to be 0. Furthermore, we have
removed any aspect of the “lifting” procedure from [CNSW99] and we have replaced the quasi-distance
d with Euclidean distance. Finally, we need not assume C1 small as is done in [CNSW99] (though it
would suffice for our purposes to take C1 small). In any case, the proof in [CNSW99] immediately gives
Proposition 13.3 as we have stated it.
14 A general L2 theorem
In this section, we state and prove a general L2 theorem, which we will use to complete the proof of
Theorem 7.2. The goal is to develop a theorem which will imply∥∥∥(T ∗j TkT ∗kTj)2∥∥∥
L2→L2
,
∥∥∥(TjT ∗kTkT ∗j )2∥∥∥
L2→L2
. 2−ǫ|j−k|, (14.1)
for some ǫ > 0, where Tj and Tk are as in Section 10. We state this result in slightly greater generality
than we presently need, as the more general result will play an essential role in [SS11a, SS11b]; in
addition, this more general version only requires a small amount of extra work. Throughout this section
we take K0 ⋐ Ω
′ ⋐ Ω′′ ⋐ Ω, as in Section 6. a > 0 will be a small number to be chosen later, depending
on the particular operators we study. We will see, though, that a > 0 may be chosen independent of
j, k in (14.1).
The setting is as follows. We are given operators S1, . . . , SL, R1 and R2, and a real number ζ ∈ (0, 1].
We will present conditions on these operators such that there exists ǫ > 0 with,
‖S1 · · ·SL (R1 −R2)‖L2→L2 . ζ
ǫ.
In Section 15 we will show that the assumptions of this section hold uniformly when applied to (14.1),
in an appropriate sense, and this will allow us to establish (14.1), and complete the proof of Theorem
7.2.
To describe our assumptions we suppose we are given C∞ vector fields Z1, . . . , Zq on Ω with single-
parameter formal degrees d˜1, . . . , d˜q.
37 We assume that
(
Z, d˜
)
satisfies all of the assumptions of Theorem
11.1, uniformly for x0 ∈ K0, for some fixed ξ > 0. Furthermore, we assume that r of the vector fields,
Z1, . . . , Zr, M -generate Z1, . . . , Zq, for some M > 0 (see Definition 12.8).
We now turn to defining the operators Sj . We assume, for each j, we are given a C
∞ function
γ̂j : B
Nj (ρ) × Ω′′ → Ω satisfying γ̂j (0, x) ≡ x. We assume that each γ̂j is controlled at the unit scale
by
(
Z, d˜
)
.38 As usual, we restrict our attention to ρ > 0 small, so that γ̂−1j,t makes sense wherever
we use it. We suppose we are given ψj,1, ψj,2 ∈ C∞0 (R
n) supported on the interior of K0 and κj ∈
C∞
(
BNj (a)× Ω′
)
. Finally, we suppose we are given ςj ∈ C∞0
(
BNj (a)
)
. We define,
Sjf (x) = ψj,1 (x)
∫
f (γ̂j,t (x))ψj,2 (γ̂j,t (x))κj (t, x) ςj (t) dt.
37The single-parameter degrees do not play an essential role in this section, and are only present to facilitate our
applications of the results in this section.
38By this we mean that they are controlled by
(
Z, d˜
)
at the unit scale near x0 for every x0 ∈ K0, uniformly in x0.
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Note that, under the above assumptions,
‖Sj‖L∞→L∞ , ‖Sj‖L1→L1 . 1; (14.2)
and furthermore S∗j is of the same form as Sj with γ̂j,t replaced by γ̂
−1
j,t (c.f. Section 12.3).
Definition 14.1. If Sj is of the above form, we say that Sj is controlled by
(
Z, d˜
)
at the unit scale.
Remark 14.2. Since γ̂j,t is controlled at the unit scale if and only if γ̂
−1
j,t is (Proposition 12.6) Sj is
controlled at the unit scale if and only if S∗j is. Furthermore, if γ̂j1,t1 and γ̂j2,t2 are controlled at the
unit scale, then so is γ̂j1,t1 ◦ γ̂j2,t2 (Proposition 12.6), and therefore, if Sj1 and Sj2 are controlled at the
unit scale, then so is Sj1Sj2 .
We assume, further, that for each l, 1 ≤ l ≤ r, there is a j (1 ≤ j ≤ L), and a multi-index α (with
|α| ≤ B, where B ∈ N is some fixed constant which our results are allowed to depend on), such that,
Zl (x) =
1
α!
∂
∂t
α
∣∣∣∣
t=0
d
dǫ
∣∣∣∣
ǫ=1
γ̂j,ǫt ◦ γ̂
−1
j,t (x) .
This concludes our assumptions on S1, . . . , SL.
Remark 14.3. Note that γ̂1, . . . , γ̂L were chosen so that
γ̂(t1,...,tL,s1,...,sL) (x) = γ̂L,tL ◦ γ̂L−1,tL−1 ◦ · · · ◦ γ̂1,t1 ◦ γ̂
−1
1,s1
◦ γ̂−12,s2 ◦ · · · ◦ γ̂
−1
L,sL
(x) . (14.3)
would satisfy the hypotheses (and therefore the conclusions) of Theorem 12.11 and Corollary 12.12.
We now turn to the operators R1 and R2. It is here where the number ζ plays a role. We assume
we are given a C∞ function γ˜t,s (with γ˜0,0 (x) ≡ x), which is controlled by
(
Z, d˜
)
at the unit scale:39
γ˜ (t, s, x) : BN˜ (ρ)× [−1, 1]× Ω′′ → Ω, γ˜0,0 (x) ≡ x.
Remark 14.4. Here, we are thinking of (t, s) as playing the role of the t variable in the definition of
control.
We suppose we are given κ˜ (t, s, x) ∈ C∞
(
BN˜ (a)× [−1, 1]× Ω′′
)
, ς˜ (t) ∈ L1
(
BN (a)
)
, and ψ˜1, ψ˜2 ∈
C∞0 (R
n) supported on the interior of K0. We define, for ξ ∈ [−1, 1],
Rξf (x) = ψ˜1 (x)
∫
f (γ˜t,ξ (x)) ψ˜2 (γ˜t,ξ (x)) κ˜ (t, ξ, x) ς˜ (t) dt.
Note that we have, ∥∥Rξ∥∥
L1→L1
,
∥∥Rξ∥∥
L∞→L∞
. 1. (14.4)
We set R1 = R
ζ and R2 = R
0.
Theorem 14.5. In the above setup, if a > 0 is chosen sufficiently small, we have,
‖S1 · · ·SL (R1 −R2)‖L2→L2 ≤ Cζ
ǫ,
for some ǫ > 0.
Remark 14.6. It is important that a, C, and ǫ may be chosen independent of any relevant parameters.
We say merely, that a, C, and ǫ can be chosen to depend only on the norms of the various functions
used to define Sj, R1, and R2, on the parameters B and M , on L, on the various dimensions, on the
parameters in the definition of control (when using Q2), and on anything that 2-admissible constants
were allowed to depend on as in Section 11. The reader wishing to, should have no trouble keeping track
of the various dependencies in our argument.
39In most of our applications, γ˜t,s will be of the form γ̂s·t, where γ̂t is controlled by
(
Z, d˜
)
at the unit scale and s · t
scales each coordinate of t by a non-negative integer power of s.
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The rest of this section is devoted to the proof of Theorem 14.5. The reader not immediately
interested in the details may safely skip to Section 15 to see how Theorem 14.5 is used.
Remark 14.7. Note that in the equivalence between Q1 and Q2, we used that we were able to shrink
the t variable. For instance, to define θ in the definition of Q2, we restricted attention to |t| < η′, where
η′ ≈ 1. Thus, we must be able to restrict attention to s ≤ c where c & 1 when working with γ˜t,s.
Since, in the definition R1 and R2 we fix s to be ζ and 0, respectively, it suffices to note that we may
restrict attention to ζ ≤ c in Theorem 14.5. This is clear, since when 1 ≥ ζ ≥ c, Theorem 14.5 is trivial.
Henceforth, we assume ζ is small enough that all our definitions make sense.
Define S = S1 · · ·SL and R = R1 − R2. In what follows, ǫ > 0 will be a positive number that may
change from line to line. We wish to show,
‖SR‖L2→L2 . ζ
ǫ,
and it suffices to show,
‖R∗S∗SR‖L2→L2 . ζ
ǫ.
Using (14.4), we have ‖R∗‖L2→L2 . 1, and therefore it suffices to show,
‖S∗SR‖L2→L2 . ζ
ǫ.
Continuing in this manner, it suffices to show,∥∥∥(S∗S)2m R∥∥∥
L2→L2
. ζǫ, (14.5)
for some m > 0. Since ‖S‖L2→L2 , ‖S
∗‖L2→L2 . 1 by (14.2), it suffices to show,
‖(S∗S)n R‖L2→L2 . ζ
ǫ; (14.6)
where we have just taken m so large 2m ≥ n and applied (14.5).
Combining (14.2) and (14.4) we see,
‖(S∗S)nR‖L1→L1 . 1,
and so interpolation shows that to prove (14.6) we need only show,
‖(S∗S)nR‖L∞→L∞ . ζ
ǫ. (14.7)
Let f be a bounded measurable function. Rephrasing (14.7), we wish to show,
|(S∗S)nRf (x0)| . ζ
ǫ ‖f‖L∞ , (14.8)
for every x0 ∈ K0 (where we have used that fact that S
∗g is supported in K0 for every g). We now fix
x0 and prove (14.8). All implicit constants in what follows can be chosen to be independent of x0 ∈ K0.
Define, γ̂t by (14.3). That is,
γ̂(t1,...,tL,s1,...,sL) (x) = γ̂L,tL ◦ γ̂L−1,tL−1 ◦ · · · ◦ γ̂1,t1 ◦ γ̂
−1
1,s1
◦ γ̂−12,s2 ◦ · · · ◦ γ̂
−1
L,sL
(x) .
Thus, γ̂ is controlled at the unit scale by
(
Z, d˜
)
, and S∗S is given by,
S∗Sf (x) = ψ1 (x)
∫
f (γ̂t (x))ψ2 (γ̂t (x)) κ (t, x) ς (t) dt,
where ς ∈ C10
(
BN (a′)
)
, a′ > 0 is a small number depending on a (from here on out, a′ > 0 will be a
small number (depending on a > 0) that may change from line to line), N =
∑L
j=1 2Nj, κ ∈ C
∞, and
ψ1, ψ2 ∈ C∞0 are supported in the interior of K0. Define, for τ = (t1, . . . , tn) (tj ∈ B
N (a′)),
Γτ (x) = γ̂t1 ◦ γ̂t2 ◦ · · · ◦ γ̂tn (x) .
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So that,
(S∗S)
n
f (x) = ψ1 (x)
∫
f (Γτ (x))ψ2 (Γτ (x)) κ (τ, x) ς (τ) dτ,
where the various functions have changed but are of the same basic form as before. Thus,
(S∗S)
n
Rf (x) =ψ1 (x)
∫
f (γ˜t,ζ ◦ Γτ (x)) ψ˜2 (γ˜t,ζ ◦ Γτ (x))κ (t, ζ, τ, x) ς (τ) ς˜ (t) dτ dt
− ψ1 (x)
∫
f (γ˜t,0 ◦ Γτ (x)) ψ˜2 (γ˜t,0 ◦ Γτ (x))κ (t, 0, τ, x) ς (τ) ς˜ (t) dτ dt.
Here, κ and ψ1, ψ˜2 are C
∞, with ψ1 and ψ˜2 supported on the interior of K0. Now think of x0 ∈ K0 as
fixed. We wish to establish (14.8). The dependence of κ on x0 is unimportant so we suppress it. Given
a bounded measurable function f , we wish to study the integral,
I (f) =
∫
f (γ˜t,ζ ◦ Γτ (x0))κ (t, ζ, τ) ς (τ) ς˜ (t) dτ dt−
∫
f (γ˜t,0 ◦ Γτ (x0)) κ (t, 0, τ) ς (τ) ς˜ (t) dτ dt.
Note that ψ1 (x0) I
(
fψ˜2
)
= (S∗S)
n
Rf (x0). Theorem 14.5 now follows immediately from the following
proposition,
Proposition 14.8. For a > 0 sufficiently small, there exists ǫ > 0 and C such that,
|I (f)| ≤ Cζǫ sup
z∈B(Z,d˜)(x0,ξ)
|f (z)| ;
where a, ǫ, and C may only depend on the parameters the constants of the same names were allowed to
depend on in Theorem 14.5; see Remark 14.6.
We devote the remainder of this section to the proof of Proposition 14.8. First note that it suffices
to consider only κ of the form,
κ (t, ζ, τ) = κ1 (τ) κ0 (t, ζ) ,
since every κ may be written as a rapidly converging sum of such terms. (This reduction is unnecessary,
but simplifies notation in what follows.)
Proposition 12.6 shows that
(
Z, d˜
)
controls γ˜t,s ◦Γτ at the unit scale near x0, if a > 0 is sufficiently
small (and therefore t, s and τ are sufficiently small), then γ˜t,s◦Γτ (x0) ∈ B(Z,d˜) (x0, ξ1) (see Q2). Hence,
I only depends on the values of f on B(Z,d˜) (x0, ξ1). We may, therefore, restrict our attention to f of
the form g ◦ Φ, where g is a function on Bn0 (η1); as the result would follow by taking g = f ◦ Φ−1. Φ
here is, as usual, the scaling map from Theorem 11.1, and depends on the particular point x0. Note, in
particular, Φ (0) = x0.
Define,
θ̂t = Φ
−1 ◦ γ̂t ◦ Φ,
Θτ = Φ
−1 ◦ Γτ ◦ Φ = θ̂t1 ◦ θ̂t2 ◦ · · · ◦ θ̂tn , τ = (t1, . . . , tn) ,
θ˜t,s = Φ
−1 ◦ γ˜t,s ◦ Φ,
We see,
I (g ◦ Φ) =
∫
g
(
θ˜t,ζ ◦Θτ (0)
)
κ0 (t, ζ)κ1 (τ) ς (τ) ς˜ (t) dτ dt
−
∫
g
(
θ˜t,0 ◦Θτ (0)
)
κ0 (t, 0)κ1 (τ) ς (τ) ς˜ (t) dτ dt.
(14.9)
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Note that, since κ0 is C
∞, we have κ0 (t, ζ) = κ0 (t, 0) + O (ζ) uniformly in t. Combining this with
(14.9), it is easy to see,
I (g ◦ Φ) =
∫ [
g
(
θ˜t,ζ ◦Θτ (0)
)
− g
(
θ˜t,0 ◦Θτ (0)
)]
κ0 (t, 0)κ1 (τ) ς (τ) ς˜ (t) dτ dt
+O
(
ζ sup
v∈Bn0(η1)
|g (v)|
)
.
(14.10)
Note that the error term in (14.10) is of the desired form. Thus, let Î (g) be the first term on the right
hand side of (14.10). It suffices to bound
∣∣∣Î (g)∣∣∣.
Note that, in light of Remark 14.3, Corollary 12.12 shows that θ̂ satisfies (CJ) uniformly in any
relevant parameters, i.e., there exists a multi-index β (with |β| . 1) such that,40∣∣∣∣∣
(
∂
∂τ
)β
det
n0×n0
∂Θ
∂τ
(τ, 0)
∣∣∣∣
τ=0
∣∣∣∣∣ & 1.
Since,
‖Θ‖C|β|+1 . 1, by Q2,
we see that if we take a > 0 sufficiently small,∣∣∣∣∣
(
∂
∂τ
)β
det
n0×n0
∂Θ
∂τ
(τ, 0)
∣∣∣∣∣ & 1,
for all τ in the support of ς .
Applying Proposition 13.2, with Ψ (τ) = Θτ (0) and ψ (τ) = κ1 (τ) ς (τ), we see that there exists
δ & 1 and h ∈ L1δ (R
n) (with ‖h‖L1
δ
. 1) such that,41
Î (g) =
∫ [
g
(
θ˜t,ζ (u)
)
− g
(
θ˜t,0 (u)
)]
h (u)κ0 (t, 0) ς˜ (t) du dt.
Applying two changes of variables, we have,
Î (g) =
∫
g (v)
(
det
∂θ˜−1t,ζ
∂v
(v)
)
h
(
θ˜−1t,ζ (v)
)
κ0 (t, 0) ς˜ (t) dv dt
−
∫
g (v)
(
det
∂θ˜−1t,0
∂v
(v)
)
h
(
θ˜−1t,0 (v)
)
κ0 (t, 0) ς˜ (t) dv dt
Using that θ˜ (t, s, u) is C∞ (uniformly in any relevant parameters, by Q2), we have(
det
∂θ˜−1t,ζ
∂v
(v)
)
=
(
det
∂θ˜−1t,0
∂v
(v)
)
+O (ζ) ,
and therefore,
Î (g) =
∫
g (v)
(
det
∂θ˜−1t,0
∂v
(v)
)(
h
(
θ˜−1t,ζ (v)
)
− h
(
θ˜−1t,0 (v)
))
κ0 (t, 0) ς˜ (t) dv dt
+O (ζ) sup
v∈Bn0(η′)
|g (v)| .
40Actually, when applied to θ̂, (CJ ) only requires we take a composition of n0 terms, instead of the n terms used to
define Θ. Since n ≥ n0 the result still holds.
41Of course, h is supported on the range Θτ (0), and therefore supported in Bn0 (η′).
Using
∫
|κ0 (t, 0) ς˜ (t)| . 1, we have,∣∣∣Î (g)∣∣∣ . { sup
|t|≤a
[∫
Bn0(η′)
∣∣∣h(θ˜−11,t1 (v))− h(θ˜−12,t2 (v))∣∣∣ dv
]
+ ζ
}
sup
v∈Bn0(η′)
|g (v)|
The proof will now be completed by showing, for every |t| ≤ a (think of t as fixed),∫ ∣∣∣h(θ˜−1t,ζ (v))− h(θ˜−1t,0 (v))∣∣∣ dv . ζǫ, (14.11)
for some ǫ > 0. Define a measure Ξ by,∫
k (y, z) dΞ (y, z) =
∫
Bn0(η′)
k
(
θ˜−1t,ζ (v) , θ˜
−1
t,0 (v)
)
dv;
so that the left hand side of (14.11) becomes,∫
|h (y)− h (z)| dΞ (y, z) .
Since θ−1t,ζ depends smoothly on ζ, ∣∣∣θ˜−1t,ζ (v)− θ˜−1t,0 (v)∣∣∣ . ζ.
Hence Ξ is supported on those (y, z) such that |y − z| . ζ. Applying Proposition 13.3, we see,∫
|h (y)− h (z)| dΞ (y, z) . ζǫ,
for some ǫ & 1. This establishes (14.11) and completes the proof.
15 Completion of the proof
In this section, we complete the proof of Theorem 7.2, using Theorem 14.5. We use the same notation
as in Section 10, and we therefore take Tj (for j ∈ − log2A) as given by (10.1). The goal is to show
that the operator, ∑
j∈− log2A
Tj
converges in the strong operator topology as bounded operators on L2. This follows from the Cotlar-
Stein lemma and the following result,
Proposition 15.1.
‖T ∗kTj‖L2→L2 , ‖TjT
∗
k ‖L2→L2 . 2
−ǫ|j−k|,
for some ǫ > 0.
This section is devoted to the proof of Proposition 15.1. The proof is essentially the same for the
two terms, and so we only exhibit the proof for ‖T ∗kTj‖L2→L2 . Throughout, ǫ > 0 may change from line
to line, but will always be independent of j, k. We will show,∥∥∥(T ∗j TkT ∗kTj)2∥∥∥
L2→L2
. 2−ǫ|j−k|, (15.1)
and the proof will be complete (with ǫ replaced by ǫ/4).
Remark 15.2. In Section 10, instead of squaring T ∗j TkT
∗
kTj , we raised it to the n+1 power. This will be
implicit in this section, via our application of Theorem 14.5. Actually, the proof of Theorem 14.5 will
(essentially) raise T ∗j TkT
∗
kTj to a power larger than n+ 1. However, the proof could be easily modified
(in this special case) to raise it only to the n+1 power. This is not important for our purposes, though.
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We set j0 = j ∧ k ∈ − log2A. Let (X, d) be the list of vector fields from Section 6, and define(
Z, d˜
)
=
(
2−j0X,
∑
d
)
. We will be using this
(
Z, d˜
)
in our application of Theorem 14.5. Take µ0 so
that,
|jµ0 − kµ0 | = |j − k|∞ .
We assume first jµ0 ≥ kµ0 and remark on changes necessary to deal with the reverse situation at the
end of the section. We assume jµ0 > kµ0 as otherwise |j − k| = 0 and (15.1) is trivial (it is easy to see
that ‖Tj‖L2→L2 , ‖Tk‖L2→L2 . 1).
First, we introduce the operators Sl which we will use in our application of Theorem 14.5. We set,
S1 · · ·S7 = T
∗
j TkT
∗
kTjT
∗
j TkT
∗
k .
Thus our goal is to show,
‖S1 · · ·S7Tj‖L2→L2 . 2
−ǫ|j−k|.
First we claim that each Sj is controlled at the unit scale by
(
Z, d˜
)
(see Definition 14.1). We prove just
the result for Tj, the same proof works for Tk, and the claim follows since Sl is controlled at the unit
scale if and only if S∗l is (see Remark 14.2). By a simple change of variables in (10.1), we obtain,
Tjf (x) = ψ1 (x)
∫
f (γ2−jt (x))ψ2 (γ2−jt (x))κ
(
2−jt, x
)
ςj (t) dt. (15.2)
Proposition 12.5 shows that
(
2−j0X,
∑
d
)
controls γ2−j0 t at the unit scale. Since j0 ≤ j coordinatewise,
Proposition 12.7 shows that
(
2−j0X,
∑
d
)
controls γ2−jt at the unit scale. That Tj is controlled at the
unit scale by
(
2−j0X,
∑
d
)
now follows immediately.
We now turn to the other part of our assumption on the Sl: that there are vector fields Z1, . . . , Zr
which generate Z1, . . . , Zq that appear at the Taylor coefficients of
d
dǫ
∣∣∣∣
ǫ=1
γ̂l,ǫt ◦ γ̂
−1
l,t ,
where γ̂l is the function defining Sl, for some l. For this purpose, we need only use S2 = Tk and S4 = Tj .
In light of (15.2), we see γ̂2,t = γ2−kt, γ̂4,t = γ2−jt. Now the result follows from Lemma 12.14, where we
have taken 2−j0 = δ0, 2
−j = δ1, and 2
−k = δ2. Thus, S1, . . . , S7 satisfy all the hypotheses of Theorem
14.5.
Before we define R1 and R2, we need to make some preliminary remarks. First, for the reader only
interested in the class of kernels K˜, decompose t ∈ RN as t = (t1, t2), where t1 = tµ (as defined in
Section 4.1). Note, by the definition of tµ, when t is scaled (i.e., when we consider 2j−j0 t) all of the
coordinates of t1 are scaled by (at least) a factor of 2
c(jµ0−kµ0) = 2c|j−k|∞ , where c is some constant
depending on the dilations e. The reader uninterested in K may skip the rest of this paragraph. Since
jµ0 > kµ0 , it follows that µ0 is not j,A-minimal (see Section 4.2). Letting C ≥ 1 be as in Definition 4.4,
take µ1 such that µ0 j,C,A µ1 and there does not exist µ2 with µ1 ≺j,C,A µ2. By definition, for every
µ ∈ [µ1]j,C,A, we have,
jµ − kµ & jµ0 − kµ0 ≥ |j − k|∞ & |j − k| . (15.3)
For t ∈ RN , decompose t = (t1, t2), where t1 = t
[µ1]j,C,A
1 and t2 = t
[µ1]j,C,A
2 (as in Section 4.2). By the
definition of t1, when t is scaled (i.e., when we consider 2
j−j0 t) all of the coordinates of t1 are scaled by
(at least) a factor of 2c
′(jµ−kµ) for some µ ∈ [µ1]j,C,A (where c
′ depends on the dilations e). By (15.3),
each coordinate of t1 is scaled by at least a factor of 2
c(jµ0−kµ0) = 2c|j−k|∞ .
Note by the definition of t = (t1, t2) in the previous paragraph, we have (by our assumptions on K),∫
ςj (t) dt1 = 0.
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In addition, we have from the discussion in the previous paragraph, if
∣∣2j−j0t∣∣ ≤ 1, then 2c|j−k|∞ |t1|+
|t2| ≤ a. I.e., ς
(2j−j0 )
j (t) is supported on 2
c|j−k|∞ |t1|+ |t2| ≤ a. Letting ζ = 2−c|j−k|∞ , we see that we
may rewrite,
ς
(2j−j0 )
j (t1, t2) =
dζ−1t1
dt1
ς˜
(
ζ−1t1, t2
)
,
where ζ−1t1 given by the usual multiplication,
dζ−1t1
dt1
is the Radon-Nikodym derivative of this multipli-
cation (and therefore is equal to ζ−m where m is the dimension of the t1 space), and ς˜ ∈ L1
(
BN (a)
)
,
uniformly in any relevant parameters.
Now consider,
Tjf (x) =ψ1 (x)
∫
f
(
γ2−j0 (t1,t2) (x)
)
ψ2
(
γ2−j0 (t1,t2) (x)
)
κ
(
2−j0 (t1, t2) , x
)
ς
(2j−j0 )
j (t1, t2) dt1 dt2
= ψ1 (x)
∫ [
f
(
γ2−j0 (t1,t2) (x)
)
ψ2
(
γ2−j0 (t1,t2) (x)
)
κ
(
2−j0 (t1, t2) , x
)
− f
(
γ2−j0 (0,t2) (x)
)
ψ2
(
γ2−j0 (0,t2) (x)
)
κ
(
2−j0 (0, t2) , x
) ]
ς
(2j−j0 )
j (t1, t2) dt1 dt2
= ψ1 (x)
∫ [
f
(
γ2−j0 (ζt1,t2) (x)
)
ψ2
(
γ2−j0 (ζt1,t2) (x)
)
κ
(
2−j0 (ζt1, t2) , x
)
− f
(
γ2−j0 (0t1,t2) (x)
)
ψ2
(
γ2−j0 (0t1,t2) (x)
)
κ
(
2−j0 (0t1, t2) , x
) ]
ς˜ (t1, t2) dt1 dt2.
This shows that Tj is of the formR1−R2; indeed, we merely take γ˜t1,t2,s = γ2−j0 (st1,t2) and κ˜ (t1, t2, s, x) =
κ
(
2−j0 (st1, t2) , x
)
. It is easy to verify that these choices satisfy the relevant hypotheses,42 and we leave
the details to the interested reader.
Theorem 14.5 applies to show,
‖S1 · · ·S7 (R1 −R2)‖L2→L2 . ζ
−ǫ = 2−ǫ
′|j−k|∞ . 2−ǫ
′′|j−k|,
for some ǫ, ǫ′, ǫ′′ > 0. This verifies (15.1) and completes the proof, in the case when jµ0 ≥ kµ0 .
When kµ0 ≥ jµ0 the proof is similar. To bound,∥∥∥(T ∗j TkT ∗kTj)2∥∥∥
L2→L2
,
we use the fact that ‖Tj‖L2→L2 , ‖Tk‖L2→L2 . 1, and instead bound,∥∥T ∗j TkT ∗kTjT ∗j Tk∥∥L2→L2 .
We take, S1 · · ·S5 = T ∗j TkT
∗
kTjT
∗
j and we define R1 − R2 = Tk in exactly the same way as we did for
Tj above. The rest of the proof follows in exactly the same manner as above. This completes the proof
of Proposition 15.1 and therefore of Theorem 7.2.
16 Kernels revisited
In this section, we further discuss the class of kernels K (N, e, a,A) defined in Section 4. None of the
results here are used elsewhere in the paper, but we hope they will give the reader a better understanding
of the class of kernels we use.
Lemma 16.1. Every sum of the form (4.4) converges in the sense of distributions.
42It is immediate to verify that γ2−j0 (st1,t2) satisfies Q2, since γ2−j0 (t1,t2) does.
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Proof. Let C, A, a, and {ςj} be as in Definition 4.4. Fix f ∈ C∞0
(
RN
)
. It suffices to show∫
ς
(2j)
j (t) f (t) dt = O
(
2−ǫ|j|
)
,
for some ǫ > 0. Fix k = (k1, . . . , kν) ∈ A. Note that there is an ǫ0 > 0 sufficiently small, such that for
all but finitely many j = (j1, . . . , jν) ∈ − log2A, there is a µ0 = µ0 (j) such that
|j − k| ≤ ǫ0 (jµ0 − kµ0) . (16.1)
We ignore those finitely many j such that (16.1) does not hold, and we also assume j 6= k. Fixing j and
µ0 such that (16.1) holds, let µ1 be such that µ0 j,C,A µ1 and such that there does not exist µ with
µ1 ≺j,C,A µ. Note that there exists ǫ1 > 0 (independent of j) such that
0 < |j − k| ≤ ǫ0 (jµ0 − kµ0) ≤ ǫ1 (jµ − kµ) , for every µ ∈ [µ1]j,C,A . (16.2)
In fact, ǫ1 =
ǫ0
C2
will do. In light of (16.2), we see that µ1 is not j,A-minimal (since µ1 ∈ [µ1]j,C,A).
Thus, we have, ∫
ς
(2j)
j (t) dt
[µ1]j,C,A
1 = 0.
Furthermore, on the support of ς(2
j) (t), there is a µ ∈ [µ1]j,C,A and ǫ2, ǫ3 > 0 such that∣∣∣t[µ1]j,C,A1 ∣∣∣
∞
≤ a2−ǫ2(jµ−kµ) ≤ a2−ǫ3|j−k| . 2−ǫ3|j|,
where in the last inequality we have used that k is fixed. Thus, we see∣∣∣∣∫ ς(2j) (t) f (t) dt∣∣∣∣ = ∣∣∣∣∫ ς(2j) (t) [f (t[µ1]j,C,A1 , t[µ1]j,C,A2 )− f (0, t[µ1]j,C,A2 )]∣∣∣∣ dt
. 2−ǫ3|j|
∫ ∣∣∣ς(2j) (t)∣∣∣ dt
= 2−ǫ3|j|
∫
|ς (t)| dt
. 2−ǫ3|j|,
completing the proof.
Next we turn to investigating the case when A = [0, 1]ν . In this case, we have the following:
Lemma 16.2. Taking the same notation as in Definition 4.4, with A = [0, 1]ν , the cancellation condition
(4.5) holds if and only if ∫
ςj (t) dt
µ = 0, unless jµ = 0, (16.3)
where tµ is as in the start of Section 4.1.
Proof. This follows from a straightforward application of the definitions. Indeed, in this case − log2A =
Nν . The result follows from noting that if j = (j1, . . . , jν) ∈ Nν , then µ is j, [0, 1]ν-minimal if and only
if jµ = 0. Furthermore, if jµ 6= 0, then it is easy to see that there is no µ′ 6= µ such that µ j,C,A µ′,
for any C ≥ 1.
Proposition 16.3. δ0 ∈ K (N, e, a, [0, 1]
ν
).
Proof. Fix η ∈ C∞0
(
BN (a′)
)
with
∫
η = 1, where a′ > 0 is a small number to be chosen in a moment.
For j ∈ Nν , define ςj by
ς
(2j)
j =
∑
p∈{0,1}ν
j−p∈Nν
(−1)
∑
µ pµ η(2
j−p). (16.4)
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It is clear that, for a′ > 0 sufficiently small, {ςj} ⊂ C∞0
(
BN (a)
)
is a bounded set.
Fix j ∈ Nν and µ such that jµ 6= 0. We wish to show∫
ςj (t) dt
µ = 0,
and to do so, it suffices to show ∫
ς
(2j)
j (t) dt
µ = 0. (16.5)
Consider the sum (16.4). For each choice of µ′ 6= µ and pµ′ ∈ {0, 1} (with jµ′ − pµ′ ≥ 0), the sum
(16.4) contains two terms: one for pµ = 1 and one for pµ = 0. These two terms have opposite signs, and
therefore the sum of their integrals against dtµ is 0. (16.5) follows.
To complete the proof, we must show ∑
j∈Nν
ς
(2j)
j = δ0.
In light of Lemma 16.1, it suffices to show, for each m > 0,∑
|j|∞≤m
ς
(2j)
j = η
(2m,...,2m), (16.6)
since η(2
m,...,2m) → δ0 in distribution as m→∞.
To see (16.6), fix j ∈ Nν with at least one coordinate less than m and the rest less than or equal
to m. Let ν0 denote the number of coordinates of j that are equal to m. It is easy to see that the
coefficient of η(2
j) in the sum (16.6) is equal to
ν−ν0∑
µ=0
(−1)µ
(
ν − ν0
µ
)
= 0,
whereas the coefficient of η(2
m,...,2m) is 1. This completes the proof of (16.6) and therefore the proposi-
tion.
Lemma 16.2 will allow us to see product kernels as the special case of K (N, e, a, [0, 1]ν) when each ej
is nonzero in precisely one coordinate. We begin by introducing the notion of a product kernel. Our main
reference is [NRS01] and we refer the reader there for more details. The definition for product kernels
is recursive on the number of products, ν, with ν = 1 corresponding to the classical Caldero´n-Zygmund
kernels. To define product kernels, suppose we are given a decomposition of RN , RN = RN1×· · ·×RNν ,
into ν homogeneous subspaces with given single-parameter dilations on each subspace. That is, for
each µ we are given eµ1 , . . . , e
µ
Nµ
∈ (0,∞). For δ ≥ 0 and t =
(
t1, . . . , tNµ
)
∈ RNµ , we define δt =(
δe
µ
1 t1, . . . , δ
e
µ
Nµ tµ
)
. This, therefore, defines ν parameter dilations on RN : if δ = (δ1, . . . , δν) ∈ [0,∞)
ν
and t =
(
t1, . . . , tν
)
∈ RN1 × · · · × RNν = RN , we define
δt =
(
δ1t
1, . . . , δνt
ν
)
. (16.7)
Definition 16.4 (See Definition 2.1.1 of [NRS01]). A product kernel on RN relative to the above
decomposition is a distribution K on RN which coincides with a C∞ function away from the coordinate
subspaces tµ = 0 and which satisfies:
1. (Differential inequalities) For each multi-index α = (α1, . . . , αν),
43 there is a constant Cα so that∣∣∂α1
t1
· · · ∂ανtν K (t)
∣∣ ≤ Cα ∣∣t1∣∣−∑(1+αj1)e1j · · · |tν |−∑(1+αjν)eνj ,
away from the coordinate subspaces.
43We write αµ =
(
α1µ, . . . , α
Nµ
µ
)
.
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2. (Cancellation conditions) These are defined recursively on ν, the case ν = 1 corresponds to the
usual Caldero´n-Zygmund operators.
(a) For ν = 1, given any C∞ function φ supported on the unit ball with C1-norm bounded by 1,
and any R > 0, ∫
K (t)φ (Rt) dt
is bounded independently of φ and R.
(b) For ν > 1, given any µ, 1 ≤ µ ≤ ν, any C∞ function φ supported on the unit ball of RNµ
with C1 norm bounded by 1, and any R > 0, the distribution
Kφ,R
(
t1, . . . , tµ−1, tµ+1, . . . , tν
)
=
∫
K (t)φ (Rtµ) dtµ
is a product kernel on the lower dimensional space which is a product of the RNµ′ for µ′ 6= µ,
uniformly in φ and R.
Let ê denote the multi-parameter dilations induced by (16.7). Then we have the following result:
Proposition 16.5. Suppose K is a distribution supported in BN (a). Then, K is a product kernel as
in Definition 16.4 if and only if K ∈ K (N, ê, a, [0, 1]ν).
Proof. This follows easily from Corollary 2.2.2 of [NRS01].
We now turn to the notion of flag kernels. Flag kernels provide an easy to understand situation
where one uses a choice of A other than [0, 1]ν . For flag kernels, we take the same setup as above
(flag kernels are special cases of product kernels). Here we think of the factors RN1 × · · · × RNν as
being ordered (for the product kernels, the order of the factors did not matter). Again, we write
t =
(
t1, . . . , tν
)
∈ RN1 × · · · × RNν .
Definition 16.6 (See Definition 2.3.2 of [NRS01]). A flag kernel is a distribution K on RN which
coincides with a C∞ function away from tν = 0 and satisfies
1. (Differential inequalities) For each multi-index α = (α1, . . . , αν)
44 there is a constant Cα such that
for tν 6= 0, we have∣∣∂α1
t1
· · · ∂ανtν K (t)
∣∣ ≤Cα (∣∣t1∣∣+ · · ·+ |tν |)−∑(1+αj1)e1j
· · ·
(∣∣tν−1∣∣+ |tν |)−∑(1+αjν−1)eν−1j |tν |−∑(1+αjν)eνj .
2. (Cancellation conditions) These are defined recursively on ν.
(a) For ν = 1, given any C∞ function φ supported on the unit ball, with C1 norm bounded by
1, and any R > 0, ∫
K (t)φ (Rt) dt
is bounded uniformly for φ and R.
(b) For ν > 1, given any µ, 1 ≤ µ ≤ ν, any C∞ function φ supported on the unit ball of RNµ
with C1 norm bounded by 1, and any R > 0, the distribution
Kφ,R
(
t1, . . . , tµ−1, tµ+1, . . . , tν
)
=
∫
K (t)φ (Rtµ) dtµ
is a flag kernel on RN1 × · · · × RNµ−1 × RNµ+1 × · · · × RNν , uniformly in φ and R.
We state the following result without proof. It is a result of Nagel, Ricci, Stein, and Wainger.
44Again, we write αµ =
(
α1µ, . . . , α
Nµ
µ
)
.
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Proposition 16.7. Let A = {(δ1, . . . , δν) ∈ [0, 1]
ν : δ1 ≥ δ2 ≥ · · · ≥ δν}. Suppose K is a distribution
supported on BN (a). Then K is a flag kernel as above if and only if K is an element of K (N, ê, a,A).
Here, ê are the multi-parameter dilations defined earlier.
We now present an interesting example of kernels, which are neither product kernels nor flag kernels,
but are still of the form K (N, e, a, [0, 1]ν). We work in the case N = 3 and we think of R3 as being iden-
tified with the three-dimensional Heisenberg group, H1 (though our example can be easily generalized
to any stratified Lie group). If we write (x, y, t) ∈ R3 = H1 as coordinates, then the group law of H1 is
given by
(x, y, t) (x′, y′, t′) = (x+ x′, y + y′, t+ t′ + 2 (yx′ − xy′)) . (16.8)
We take ν = 2 and consider the two parameter dilations given by e1 = (1, 0), e2 = (0, 1), and e3 =
(1, 1).45 That is, we take the two parameter dilations given by,
(δ1, δ2) (x, y, t) = (δ1x, δ2y, δ1δ2t) . (16.9)
It is easy to see that these dilations are automorphisms of the Heisenberg group. It follows from our
theory that if K ∈ K
(
3, e, a, [0, 1]
2
)
, then the operator given by f 7→ f ∗K is bounded on L2 where the
convolution is taken in the sense of H1. We will see in Section 17.8, though, that when the convolution
is taken in the sense of the usual Euclidean structure on R3, then the operator may not be bounded on
L2.
17 Examples
In this section, we present a number of examples to help elucidate the various aspects of Theorem 7.2.
17.1 Exponentials of vector fields
Let A ⊆ [0, 1]ν , K0 ⋐ Ω, and e be as in the statement of Theorem 7.2. For each multi-index, α,
0 < |α| ≤M , let Xα be a C∞ vector field on Ω. Define a function,
γt (x) = e
∑
0<|α|≤M t
αXαx. (17.1)
We say γ satisfies (V), if the following conditions are satisfied:
• {(Xα, deg (α)) : deg (α) is nonzero in precisely one component} generates a finite list (X, d). See
Definition 5.3.
• The above obtained list (X, d) controls (Xα, deg (α)) for every α with deg (α) nonzero in more
than one component (and thus for every α).
Proposition 17.1. γ satisfies (V) if and only if γ satisfies the assumptions of Theorem 7.2.
Proof. This is a combination of Propositions 12.16 and 11.12.
17.2 Nilpotent Lie groups
In this example, we investigate a special case of the previous example. In this example we take A =
[0, 1]
ν
, and take K0 ⋐ Ω and e as in the previous example. Recall, we call α a pure power if deg (α)
is nonzero in precisely one component. Fix M large and for each α, 0 < |α| ≤ M , which is a pure
power, let Xα be a C
∞ vector field. For the non-pure powers, let Xα = 0. Assume furthermore, that
the iterated commutators of the Xα are eventually 0. Then, if γ is given by (17.1), γ trivially satisfies
(V) and therefore satisfies the assumptions of Theorem 7.2.
45The resulting kernels are not product kernels, since e3 is nonzero in more than one component. These dilations are
sometimes referred to as Zygmund dilations–see [FP97].
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To give a concrete example of the above, let X1, . . . , Xl be left invariant vector fields on a nilpotent
Lie group. Consider the operator given by,
f 7→ ψ (x)
∫
f
(
et1X1+t2X2+···+tlXlx
)
K (t1, . . . , tl) dt, (17.2)
where K (t1, . . . , tl) is a product kernel relative to the decomposition of R
l = R × R × · · · × R (and K
is supported sufficiently close to 0). Then, if ψ ∈ C∞0 has small support, the operator given by (17.2) is
automatically bounded on L2.
Furthermore, by a simple scaling argument, if the Lie group has an appropriate family of dilations
under which the vector fields are homogeneous (for instance if it is a stratified Lie group), then one may
replace ψ with 1 on the right hand side of (17.2) and remove the restriction that K have small (or even
compact) support.46
Note that we have not involved terms like t1t2X in the exponential. These would not be pure powers,
and so (V) would not hold vacuously: one would need an additional condition on the vector fields to
ensure that (V) holds. In Section 17.5 we will discuss a translation invariant operator in Euclidean space
of the form (17.2), except with non-pure powers as well, where (V) does not hold, and moreover which
is not bounded on L2.
Remark 17.2. We will see in [SS11b] that the vector fields X1, . . . , Xl can be replaced with any real
analytic vector fields; not just left invariant vector fields on a nilpotent Lie group. In particular, they
could be replaced by left invariant vector fields on any Lie group.
17.3 The L2 result of Christ, Nagel, Stein, and Wainger
In this section, we show that the L2 result of [CNSW99] (the p = 2 part of Theorem 9.2) is a special
case of the main result of this paper (Theorem 7.2).47 Thus, we are considering the single-parameter
case ν = 1. We take A = [0, 1] and fix single parameter dilations e = (e1, . . . , eN ), ej ∈ (0,∞), and
K0 ⋐ Ω as in Theorem 7.2. In [CNSW99], ej is taken to be 1 for every j, but this is not essential to
their work.
The condition assumed in [CNSW99] on γ was that if Xα was given as in (6.1), then {Xα} satisfies
Ho¨rmander’s condition at every point x ∈ K0. See (CZ) in Section 9.
Proposition 17.3. Under the above hypothesis, (CZ), γ satisfies the hypotheses of Theorem 7.2.
Proof. Let {(X1, d1) , . . . , (Xr, dr)} be a finite subset of {(Xα, deg (α))} such that X1, . . . , Xr satisfy
Ho¨rmander’s condition. Assume that X1, . . . , Xr satisfy Ho¨rmander’s condition of order m. That is,
X1, . . . , Xr along with their commutators up to order m span the tangent space at each point of K0.
We recursively define single-parameter formal degrees on the commutators of (Xα, deg (α)) in the
usual way: if Y has formal degree d1 and Z has formal degree d2, we assign to [Y, Z] the formal degree
d1 + d2. Enumerate the list of all commutators of X1, . . . , Xr up to order m along with their above
defined formal degrees,
(X1, d1) , . . . , (XL, dL) ;
so that X1, . . . , XL span the tangent space at each point. Let (X1, d1) , . . . , (Xq, dq) be an enumeration
of all the vector fields that can be written as a commutator of the Xα and such that their above defined
formal degree is less than or equal to max1≤l≤L dl.
48 It is easy to see that there are only a finite number
of such vector fields. Note, we are using in an essential way that the degrees are numbers, unlike in the
multi-parameter case, where they are vectors.
We claim that, for 1 ≤ i, j ≤ q,
[Xi, Xj ] =
∑
dk≤di+dj
cki,jXk, c
k
i,j ∈ C
∞. (17.3)
46By this we mean we can take any product kernel K as in Definition 16.4, without restricting our attention to those
kernels with small support. This is the same as considering kernels in K (N, e, a, [0,∞)ν) where e is chosen as in Proposition
16.5 and a > 0 is any real number. In this case, K is the same as K˜.
47Similar remarks hold for every 1 < p <∞, and this will be shown in [SS11a].
48We maintain the notation that (X1, d1) , . . . , (XL, dL) are the first L of these vector fields with formal degrees.
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Indeed, if di + dj ≤ max1≤l≤L dl, then ([Xi, Xj ] , di + dj) is already in the list (X1, d1) , . . . , (Xq, dq) by
definition. On the other hand, if di + dj > max1≤l≤L dl, we use the fact that,
[Xi, Xj] =
L∑
k=1
cki,jXk,
since X1, . . . , XL span the tangent space at each point. It was shown in Section 3 that the list (X, d) =
(X1, d1) , . . . , (Xq, dq) satisfies D (K0, [0, 1]) if it satisfies (17.3).
Hence, to complete the proof of the proposition, we need only show that the list (X, d) controls γ.
LetW (t, x) be as in Definition 6.3, so that the vector fields Xα (x) are the Taylor coefficients ofW (t, x),
when the Taylor series is taken in the t variable. Then we have,
W (δt, x) =
∑
|α|≤M
tαδdeg(α)Xα +O
(
|δt|M
)
. (17.4)
Note, each term,
δdeg(α)Xα =
q∑
k=1
cδkXk, c
δ
k ∈ C
∞ uniformly in δ. (17.5)
Indeed, if deg (α) ≤ max1≤l≤L dl, then (Xα, deg (α)) appears in the list (X1, d1) , . . . , (Xq, dq), by def-
inition. On the other hand, if deg (α) > max1≤l≤L dl, then we use the fact that X1, . . . , XL span the
tangent space, and write,
Xα =
L∑
l=1
clXl, cl ∈ C
∞. (17.6)
Multiplying (17.6) by δdeg(α) immediately yields (17.5).
Thus, each term of the sum on the right hand side of (17.4) has the desired form for the definition
of control. To complete the proof, we need only show that the term O
(
|δt|M
)
has the desired form,
provided M is sufficiently large. Take M so large that,
M min
1≤j≤N
ej ≥ max
1≤l≤L
dl.
Then,
|δt|M = O
(
δmax1≤l≤L dl
)
.
Using one last time that X1, . . . , XL span the tangent space, we see that we may write the O
(
|δt|M
)
term in the form,
L∑
k=1
cδk (t, x) δ
max1≤l≤L dlXk =
L∑
k=1
c˜δkδ
dkXk,
with c˜δk ∈ C
∞ uniformly in δ. This completes the proof that γ is controlled by (X, d), and therefore the
proof of the proposition.
Remark 17.4. As remarked in Section 3, even in the single-parameter case, Theorem 7.2 is more general
than the L2 result from [CNSW99]. Indeed, the result in this paper also applies in some situations when
γ lies in the leaves of a (possibly singular) foliation. To apply the methods of [CNSW99] directly to a
foliated manifold, one would need the foliation to be non-singular. See Section 3 for more details.
17.4 How the assumptions can fail
It is perhaps instructive to understand examples of γ where our assumptions do not hold. In this
section, we exhibit γ which exemplify the various ways the assumptions can fail. We make no claim
about whether or not the associated operators are bounded on L2, and only claim that our theorem
does not apply.
In the single parameter case (ν = 1, A = [0, 1]), there are three ways in which γ might fail to satisfy
our assumptions.
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1. The vector fieldsXα (see (6.1)) might fail to generate a finite list. In the single-parameter case, this
is essentially equivalent to failing to generate a locally finitely generated involutive distribution (see
Lemma 3.2). For instance, let X1 = ∂x, X2 = e
− 1
x2 ∂y, then the function γ (t, (x, y)) : R×R2 → R
associated49 to the vector field W given by
W (t, (x, y)) = tX1 + t
2X2,
has this property.
2. If the Xα generate a locally finitely generated involutive distribution, this distribution foliates the
ambient space into leaves. Our assumptions require that γt (x) lies in the leaf of this foliation
passing through x for every t. This is not always the case. For instance, γt (x) : R×R→ R given
by,
γ (t, x) : x 7→ x− e−
1
t2 ,
does not lie in the appropriate leaf. In this case, all the Xα are 0 (and so each leaf is merely a
point).
3. Even if the Xα generate a locally finitely generated involutive distribution, and γt (x) lies in the
appropriate leaf, it may still be that γ is not controlled by the list (X, d). We work on R. Define
the vector field W (t, x) by,
W (t, x) = te−
1
x2 ∂x + e
− 1
t2 x∂x.
Let γt be function associated to this W (via Proposition 12.1). Note that,
γt (x) is

negative, if x is negative,
zero, if x is zero,
positive, if x is positive.
In this case, there is only 1 Xα, namely X1 = e
− 1
x2 ∂x. Thus, the leaves of the foliation are
(−∞, 0) , {0} , (0,∞) .
Hence, the proof will be complete if we can show that γ is not controlled by
(
e−
1
x2 ∂x, 1
)
. If γ
were controlled, it would imply, in particular, that there exists a t0 6= 0 such that for every x near
0, we have,
e
− 1
t20 x = c (x) e−
1
x2 ,
with c (x) bounded uniformly as x→ 0. This is clearly impossible.
Note that in each of the above examples, we used functions that vanished to infinite order at a point.
One might wonder if such a phenomenon is essential in creating an example where our assumptions fail
in the single parameter case. Indeed, it is essential. It turns out that, when restricting attention to real
analytic γ, our assumptions are automatically satisfied in the single parameter case. This is taken up
in [SS11b].
We now turn to our multi-parameter assumptions. Here, there is a new phenomenon which appears,
even when considering real analytic γ: one may have that the vector fields corresponding to the non-pure
powers are not controlled by the pure powers. For instance, consider the operator on R given by,
f 7→ ψ (x)
∫
f (x− st) K (s, t) ds dt, (17.7)
where K is a product kernel relative to the decomposition (s, t) ∈ R × R (and K is supported near
0). Here, there is only one vector field ∂x given degree (1, 1) (we are using the standard two-parameter
dilations on R × R). Thus, this example does not satisfy our assumptions. In fact, the methods in
Section 17.5 can be used to show that there is a K such that (17.7) is not bounded on L2.
49See Proposition 12.1 for the bijective correspondence between γ and the vector field W .
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17.5 A translation invariant example
In this section, we investigate some translation invariant operators on R, in the two-parameter setting.
In particular, we will investigate operators on L2 (R) given by,
TKf (x) :=
∫
f (x− p (s, t))K (s, t) ds dt, (17.8)
where p is a polynomial without a constant term and K is a product kernel on R2. That is we are taking
the two-parameter dilations e = ((1, 0) , (0, 1)), so that (δ1, δ2) (s, t) = (δ1s, δ2t) and we are considering
K ∈ K
(
2, e, a0, [0, 1]
2
)
for some small a0 > 0.
Remark 17.5. Note we have not included a cutoff function in (17.8). Since K has small support, the
value of TKf (x) only depends on the values of f near x. It is not hard to see, from this and the
translation invariance of TK , that TK is bounded on L
2 if and only if ψTK is bounded on L
2 for some
C∞0 cut-off function ψ with ψ ≡ 1 on a neighborhood of 0.
Remark 17.6. We have restricted to one-dimensional, two-parameter operators for simplicity. The same
methods in this section apply to higher dimensional higher parameter operators.
Remark 17.7. Results like the ones in this section date back to [NW77]. Thus, the results in this section
are partially expository, though our perspective is somewhat different.
Write
p (s, t) =
∑
|α|≥1
cα (s, t)
α
.
Let a > 0 be the lowest a such that c(a,0) 6= 0, and b be the lowest b such that c(0,b) 6= 0. For simplicity,
we assume a, b <∞, but this it not necessary for what follows.
Theorem 17.8. TK is bounded on L
2 for every K with sufficiently small support if and only if whenever
c(e,f) 6= 0, we have that (e, f) lies on or above the line passing through (a, 0) and (0, b).
Proof. The if direction follows from Proposition 17.1. Indeed, if we set γ(s,t) (x) = x− p (s, t), then,
γ(s,t) (x) = e
−p(s,t)∂xx.
To see that Proposition 17.1 applies, one merely needs to note that (∂x, (a, 0)) and (∂x, (0, b)) control
(∂x, (e, f)) if and only if (e, f) lies on or above the line passing through (a, 0) and (0, b). This is easy to
see directly, and is also covered in Example 5.16 of [Str11].
For the only if direction, we will show if there exists c(e,f) 6= 0 and
1
a
e+ 1
b
f < 1, then there exists a
product kernel K with small support such that TK is unbounded on L
2. Let e, f be such that c(e,f) 6= 0
and 1
a
e+ 1
b
f is minimal among all such (e, f). Furthermore, we assume that e is minimal among these
choices. Note that, by assumption, 0 6= e, f .
First we wish to reduce the question. Note that product kernels are a Fre´chet space (see, for instance,
Definition 16.4). Hence, by closed graph theorem, if TK were bounded for each choice of K, then the
map K 7→ T would be continuous as a map from the space of product kernels to the space of bounded
operators on L2 (given the uniform operator topology). Hence, to prove the theorem, it suffices to
construct a sequence {Kj} of product kernels such that,
• {Kj} is a bounded set in the space of product kernels.
• The Kj all have arbitrarily small support.
•
∥∥TKj∥∥L2→L2 →∞ as j →∞.
Take ς ∈ C∞0 ((0, 1)) such that
∫
ς = 0, and∫
exp
(
ic(e,f)s
etf
)
ς (s) ς (t) ds dt 6= 0. (17.9)
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Note that such a ς clearly exists. Indeed, take η ∈ C∞0 (0, 1) such that,∫
η (t) dt = 0,
∫
η (s) se ds 6= 0,
∫
η (t) tf dt 6= 0.
We let η(r) (t) = rη (rt). Then, we have,∫
exp
(
ice,fs
etf
)
η(r) (s) η(r) (t) ds dt =
i
(∫
η (s) se ds
)(∫
η (t) tf dt
)
c(e,f)r
−e−f +O
(
r−e−f−1
)
, as r →∞.
Taking ς = η(r) for r sufficiently large, we obtain (17.9).
For M large, and τ >> M define,
Kτ,M (s, t) :=
∑
0≤j≤M
k=−j e
f
ς
(
2jτ
1
a
)
(s) ς
(
2kτ
1
b
)
(t) .
Here, j is an integer, but k need not be. Note that Kτ,M is a product kernel
50 uniformly in τ and M .
Furthermore, for M fixed and τ >> M , Kτ,M has small support. We will show,
lim sup
M→∞
lim sup
τ→∞
∥∥TKτ,M∥∥L2→L2 =∞, (17.10)
completing the proof.51
Let m0 =
1
a
e+ 1
b
f . To prove (17.10), it suffices to show,
lim
M→∞
lim
τ→∞
∣∣∣∣∫ exp (ip (s, t) τm0)Kτ,M (s, t) ds dt∣∣∣∣ =∞,
since this is just the absolute value of the multiplier of TKτ,M evaluated at τ
m0 .
Note that,∫
exp (ip (s, t) τm0)Kτ,M (s, t) ds dt
=
∑
0≤j≤M
k=−j e
f
∫
exp (ip (s, t) τm0) ς
(
2jτ
1
a
)
(s) ς
(
2kτ
1
b
)
(t) ds dt
=
∑
0≤j≤M
k=−j e
f
∫
exp
(
ip
(
τ−
1
a s, τ−
1
b t
)
τm0
)
ς(2
j) (s) ς(2
k) (t) ds dt
−−−−→
τ→∞
∑
0≤j≤M
k=−j e
f
∫
exp
i ∑
1
a
g+ 1
b
h=m0
c(g,h) (s, t)
(g,h)
 ς(2j) (s) ς(2k) (t) ds dt
=
∑
0≤j≤M
∫
exp
i ∑
1
a
g+ 1
b
h=m0
c(g,h) (s, t)
(g,h)
2j(h
e
f
−g)
 ς (s) ς (t) ds dt.
(17.11)
50For the Kτ,M to be product kernels, it is not necessary that 2
jτ
1
a be of the form 2l for some l (and similarly for
2kτ
1
b ).
51Actually, the methods below imply limM→∞ lim infτ→∞
∥∥∥TKτ,M
∥∥∥
L2→L2
=∞, but this stronger statement is irrele-
vant for what we wish to prove.
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Let
(∑M
j=0 ·
)
denote the final equation in (17.11). We will complete the proof by showing,
lim
M→∞
∣∣∣∣∣∣
M∑
j=0
·
∣∣∣∣∣∣ =∞.
To do so, it suffices to show,
lim
j→∞
∫
exp
i ∑
1
a
g+ 1
b
h=m0
c(g,h) (s, t)
(g,h)
2j(h
e
f
−g)
 ς (s) ς (t) ds dt 6= 0,
i.e., this limit exists and is nonzero. Note, when (g, h) = (e, f), we have h e
f
− g = 0. Otherwise, if c(g,h)
is nonzero and 1
a
g + 1
b
h = m0, we have h
e
f
− g < 0, by the minimality of our choice for e. Thus,
lim
j→∞
∫
exp
i ∑
1
a
g+ 1
b
h=m0
c(g,h) (s, t)
(g,h)
2j(h
e
f
−g)
 ς (s) ς (t) ds dt
=
∫
exp
(
ic(e,f) (s, t)
(e,f)
)
ς (s) ς (t)
6= 0,
by our choice of ς ; this completes the proof.
Remark 17.9. If we had not restricted our attention to K with small support, we could have reversed
the argument (taking, instead, τ small) and shown that there exists a product kernel K such that TK
is unbounded if there is a c(e,f) 6= 0 with (e, f) lying above the line passing through (a
′, 0) and (0, b′),
where a′ is the maximal a′ such that c(a′,0) 6= 0, and similarly for b
′.
Remark 17.10. Theorem 17.8 exemplifies the need to distinguish between pure powers and non-pure
powers. In this case, the pure powers are those α ∈
{
(a˜, 0) ,
(
0, b˜
)}
such that cα 6= 0, while the non-pure
powers are remaining α such that cα 6= 0.
Remark 17.11. The reader familiar with [CWW06] will note that the necessary and sufficient conditions
for the boundedness of TK , where K (s, t) =
1
st
are much more complicated than the conditions in
Theorem 17.8. However, there are similarities between the results in [CWW06] and Theorem 17.8.
Indeed, the assumptions on p in Theorem 17.8 can be restated as saying that the vertices of the Newton
diagram of p lie on the coordinate axes.
We now turn to contrasting this with the flag kernel setting. We take all the same notation as above,
but set,
A =
{
(δ1, δ2) ∈ [0, 1]
2
: δ1 ≤ δ2
}
.
We will be considering operators TK such that K ∈ K (2, e, a0,A) for some small a0 > 0.
We take p and 0 < a, b <∞ as above. We assume that b ≤ a. We have,
Theorem 17.12. In the above setting, TK is bounded on L
2 for every K ∈ K (2, e, a0,A) (with a0 > 0
sufficiently small) if and only if for every cα 6= 0, α lies on or above the line passing through (b, 0) and
(0, b).
Proof. The if direction follows from Proposition 17.1. Indeed, one needs only verify the straightforward
fact that (∂x, (0, b)) controls (∂x, α) if and only if α lies on or above the line passing through (0, b) and
(b, 0). Recall, the definition of control depends on the set A.
The only if follows just as in the proof of Theorem 17.8, replacing a with b throughout. It is easy to
see, that when a is replaced by b, the kernels Kτ,M are uniformly flag kernels.
Remark 17.13. We will see, in [SS11a], that the operators in Theorems 17.8 and 17.12 which are bounded
on L2 are also bounded on Lq (1 < q <∞).
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17.6 Flag kernels versus product kernels
As mentioned earlier, if we are considering operators associated to product kernels,
f 7→ ψ (x)
∫
f (γt (x))K (t) dt,
then Theorem 7.2 holds for a larger class γ when K is assumed to be a flag kernel (a special case of
product kernels). An example can be seen by contrasting Theorems 17.8 and 17.12.
In this section, we exhibit another, simpler example of γ where our assumptions hold for flag kernels,
but not product kernels. Unlike Theorems 17.8 and 17.12, we make no claim about the unboundedness
of operators to which our theorem does not apply.
We consider product (and flag) kernels on R2 supported near the origin. We take the standard
two-parameter dilations on R2:
(δ1, δ2) (s, t) = (δ1s, δ2t) .
Thus, e = ((1, 0) , (0, 1)). Let A =
{
(δ1, δ2) ∈ [0, 1]
2
: δ1 ≤ δ2
}
. Let X(1,0) = ∂x, X(2,0) = e
− 1
x2 ∂y, and
X(0,1) = ∂y. Define,
γ(s,t) (x, y) = e
sX(1,0)+s
2X(2,0)+tX(0,1) (x, y) .
Then, for K ∈ K (2, e, a,A) (for a > 0 sufficiently small) Theorem 7.2 (see also Proposition 17.1) applies
to show that operators of the form
f 7→ ψ (x, y)
∫
f
(
γ(s,t) (x, y)
)
K (s, t) ds dt
are bounded on L2, where ψ is a cut off function supported near 0 ∈ R2.
However, it is easy to see (again via Proposition 17.1) that the assumptions of Theorem 7.2 are not
satisfied for the full class of product kernels: K
(
2, e, a, [0, 1]
2
)
.
Remark 17.14. The example in this section used functions that vanish to infinite order. However, we
see by contrasting Theorems 17.8 and 17.12, that even when γt (x) is real analytic, it could be that
operator corresponding to each flag kernel is bounded on L2, while there are operators corresponding
to product kernels which are not bounded on L2.
17.7 A multi-parameter difficulty
One of the crucial notions that we used was when a list of vector fields with formal degrees (X1, d1) , . . . , (Xr, dr)
“generated a finite list,” see Definition 5.3. In the single parameter case (ν = 1, A = [0, 1]), we saw in
Lemma 3.2 that this notion is essentially equivalent to the set {X1, . . . , Xr} generating an involutive
distribution which is locally finitely generated as a C∞ module. The point of this section is to exhibit
an example showing that the obvious multi-parameter generalization of the above does not hold.
More specifically, let ν = 2 and A = [0, 1]2. Suppose we are given two lists of vector fields with
two-parameter formal degrees, (X1, d1) , . . . , (Xr, dr), (Y1, d
′
1) , . . . , (Yr′ , d
′
r′). We assume that d1, . . . , dr
are all 0 in the second component, while d′1, . . . , d
′
r′ are all 0 in the first component. Suppose we wish
to show that,
(X1, d1) , . . . , (Xr, dr) , (Y1, d
′
1) , . . . , (Yr′ , d
′
r′) (17.12)
generates a finite list. In analogy with the single-parameter case, one might hope that the following
(necessary) condition would be sufficient to prove that (17.12) generates a finite list:
• The involutive distribution generated by {X1, . . . , Xr} is locally finitely generated as a C∞ module.
• The involutive distribution generated by {Y1, . . . , Yr′} is locally finitely generated as a C∞ module.
• The involutive distribution generated by {X1, . . . , Xr, Y1, . . . , Yr′} is locally finitely generated as
a C∞ module.
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This is not the case.
We exhibit an example where the above hold, but which does not generate a finite list. Our vector
fields are,
(∂x, (1, 0)) ,
(
e−
1
x2 ∂y, (0, 1)
)
, (∂y, (0, 2)) .
Let g (x) = e−
1
x2 , and let g(m) denote the m-th derivative of g. If the above vector fields generated
a finite list on a neighborhood of 0, then, in particular there would exist an m such that for every
1 ≥ δ > 0,
δg(m) (x) =
∑
j<m
δcδj (x) g
(j) (x) + δ2cδ (x) , (17.13)
where cδj and c
δ are bounded uniformly in δ > 0 and x > 0. To see this we have taken the special case
(1, δ) ∈ [0, 1]2. (17.13) is clearly impossible.
Remark 17.15. Once again, we have used functions which vanish to infinite order at a point. This is
essential, in the sense that the above phenomenon does not occur in the real analytic category. We will
see this fact in [SS11b].
17.8 An example on the Heisenberg group
In this section, we discuss in more detail the example given at the end of Section 16. The operators
considered in this section are less singular than those in Section 17.2. We work on the three dimensional
Heisenberg group52 H1. As a manifold H1 is diffeomorphic to R3. We write (x, y, t) for coordinates of
H
1. The group law on H1 is given by (16.8) and we define two parameter dilations on H1 by (16.9).
The Lie algebra of H1 is three dimensional, and one may take as a basis, X = ∂x+2y∂t, Y = ∂y− 2x∂t,
T = ∂t.
Given a bounded subset {ςj}j∈Z2 ⊂ C
∞
0
(
B3 (1)
)
satisfying,∫
ςj (x, y, t) dx dt = 0,
∫
ςj (x, y, t) dy dt, ∀j,
we define a distribution by,
K (x, y, t) =
∑
(j1,j2)∈Z2
22j1+2j2ςj
(
2j1x, 2j2y, 2j1+j2t
)
=
∑
j∈Z2
ς
(2j)
j (x, y, t) .
Theorem 17.16. The operator given by,
f 7→ f ∗K
is bounded L2
(
H1
)
→ L2
(
H1
)
.
It is not hard to see that the operator in Theorem 17.16 is essentially of the form covered by Theorem
7.2. The differences are: we have not restricted to K with small support, and we have not localized the
operator. However, using the dilation invariance of the class of operators in Theorem 17.16, it is easy to
see that Theorem 17.16 follows from the result for K with small support and T localized. Alternatively,
our entire proof goes through, essentially unchanged for the operators in Theorem 17.16: one does not
need to use the small support of K or the localizing functions in this case. We leave the details to the
reader.
At this point we wish to discuss the proof of Theorem 7.2 in the context of Theorem 17.16. Indeed,
define the operator,
Tjf = f ∗ ς
(2j)
j , j ∈ Z
2.
It is not hard to see that T ∗j Tj is essentially of the same form as Tj . Thus, at first glance, one might think
that a T ∗T iteration type argument would not be useful in proving Theorem 17.16. On the contrary,
52The methods discussed here generalize to any stratified nilpotent Lie group.
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however, a T ∗T iteration argument was essential to our proof. The idea is that when j, k ∈ Z2 and
j1 > k1 and j2 < k2, the operator
(
T ∗j Tk
)∗
T ∗j Tk has a less singular Schwartz kernel than T
∗
j Tk. This is
the essence of our proof.
We close this section with one final remark. If the convolution in Theorem 17.16 is replaced by the
Euclidean convolution on R3, then the operator may be unbounded on L2.53 This further accents the
need to distinguish between pure powers and non-pure powers. The point is, because of the dilations
(16.9), x and y are pure powers, while t is a non-pure power. In the Heisenberg group case, the vector
fields corresponding to the pure powers are (X, (1, 0)), (Y, (0, 1)). The vector field corresponding to the
non-pure power is (T, (1, 1)) =
(
1
4 [X,Y ] , (1, 0) + (0, 1)
)
and therefore is controlled by the commutator
of X and Y . In the Euclidean case, the vector fields corresponding to the pure powers are (∂x, (1, 0))
and (∂y, (0, 1)); while the vector field corresponding to the non-pure power is (∂t, (1, 1)) which is not
controlled by the previous two.
Finally, to see the operator might not be bounded on L2 if the usual Euclidean convolution is used,
we need only show that there is a K as above whose Fourier transform is unbounded. To see this, let
φ ∈ C∞0 ((−1, 1)) be such that φ̂ (0) = 1. Let ψ ∈ C
∞
0 ((−1, 1)) be such that
∫
ψ = 0, ψ̂ (1) > 0. Define,
ςj1,j2 (x, y, t) =
{
φ (x)φ (y)ψ (t) if j1 = −j2,
0 otherwise.
It is easy to see that these ςj satisfy the hypotheses of Theorem 17.16. We have,
K̂ (0, 0, 1) =
∑
(j1,j2)∈Z
2
j1=−j2
ψ̂ (1) =∞,
completing the proof.
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