Random tensor models are generalizations of random matrix models which admit 1/N expansions. In this article we show that the topological recursion, a modern approach to matrix models which solves the loop equations at all orders, is also satisfied in some tensor models. While it is obvious in some tensor models which are matrix models in disguise, it is far from clear that it can be applied to others. Here we focus on melonic interactions for which the models are best understood, and further restrict to the quartic case. Then Hubbard-Stratonovich transformation maps the tensor model to a multi-matrix model with multi-trace interactions. We study this matrix model and show that after substracting the leading order, it satisfies the blobbed topological recursion. It is a new extension of the topological recursion, recently introduced by Borot and further studied by Borot and Shadrin. Here it applies straightforwardly, yet with a novelty as our model displays a disconnected spectral curve, which is the union of several spectral curves of the Gaussian Unitary Ensemble. Finally, we propose a way to evaluate expectations of tensorial observables using the correlation functions computed from the blobbed topological recursion.
INTRODUCTION
Random tensor models are generalizations of random matrix models. They were introduced as a way to generalize the successful relationship between random matrices and two-dimensional quantum gravity (see the classics [1] and the more modern [2] ) to higher dimensions. Indeed, random matrix models are integrals over matrices of size N × N which admit some 1/N expansions. At each order 2g in the 1/N expansion, the matrix integrals give rise to Feynman diagrams which are ribbon graphs, or equivalently combinatorial maps, and represent discrete surfaces of genus g. The original motivation behind tensor models for a tensor with d ≥ 2 indices is that their Feynman diagrams represent gluings of d-dimensional building blocks.
The original proposals of tensor models [3] [4] [5] were plagued with difficulties. The Feynman diagrams represent gluings of simplices which can be quite singular [6] . Moreover, no tensor models were known to admit a 1/N expansion (where N is the range of each index) for twenty years. A reason which explains the absence of major development in tensor models for such a long time might have been the impossibility to generalize random matrix techniques. For instance, tensors cannot be diagonalized which implies no reduction to eigenvalues and therefore no orthogonal polynomials. As a consequence, methods to solve matrix models, such as the one considered in the present article, were not applicable as they rely on the existence of a 1/N expansion.
Tensor models have come a long way in the past six years. We now have at our disposal a family of building blocks known as bubbles [7] which generalize the unitary-invariant observables (matrix traces) of matrix models. Matrix models use those invariant observables as potential: V (M, M † ) = n t n tr(M M † ) n , in the case of single-trace interactions, where the term of order n represents a 2n-gon to be used to form surfaces.
Similarly, bubbles are unitary-invariant polynomials in the tensor entries, which also represent simplicial building blocks: instead of n-gons which are gluings of n triangles, one can have arbitrary colored gluings of d-simplices with a boundary. Using those polynomials as potential in the tensor integrals gives Feynman diagrams which are colored triangulations and which are classified according to some 1/N expansion. The fact that colored gluings of simplices emerges in modern tensor models is the reason why 1/N expansions exist and was the missing ingredient in the original tensor models (see Gurau's original 1/N expansion articles for the combinatorics of colored triangulations [8] ).
In contrast with matrix models for which the 1/N expansion is the genus expansion for any choice of potential, the 1/N expansions in tensor models depend on the choice of bubbles [9] . Gurau's 1/N expansion, with respect to Gurau's degree, exists for all tensor models but leads to trivial large N limits when the bubbles used as potential do not fall in the class of melonic bubbles [7] . In the case of melonic bubbles, Gurau's degree is the only way to get a 1/N expansion and it leads to very strong result, see Gurau's universality theorem [12] and its extension to almost-melonic bubbles [10] .
For tensor models whose potential consist in non-melonic bubbles, it is then possible to recourse to other 1/N expansions, which depend on the choice of bubbles [9, 10] . Some models for instance resemble matrix models and admit a genus-like expansion [11] . Recent efforts in tensor models have thus been organized in two directions:
• Finding 1/N expansions and large N limits for tensor models with non-melonic potentials,
• Solving tensor models to all order in their 1/N expansions.
The first aspect is new compared to matrix models, but the second aspect is a typical problem in matrix models. Therefore, one can try and extend methods developed for matrix integrals to tensor integrals in order to solve tensor models at all orders in their 1/N expansions. Doing so however requires a good understanding of the large N limit first, i.e. the first non-trivial order of the 1/N expansion.
Progress in identifying and solving large N tensor models with non-melonic potentials is very recent and still limited. Some strategies and applications have been presented in the review [9] and in [11, 13, 14] .
In this article, we will be interested in solving some tensor models at all orders in their 1/N expansions and we will therefore focus on cases which are better understood like the melonic case. One of the preferred strategies to do so in matrix models is by using Schwinger-Dyson equations, also known as loop equations in that context. Schwinger-Dyson equations are derived from the matrix integrals and form a sequence of equations which relate the expectation values of the unitary-invariant polynomials tr(M M † ) n for different values of n.
Loop equations can be rearranged as equations on the generating functions of products of traces, p k=1 tr(M M † ) n k , known as the p-point functions. Solving the loop equations at all orders in the 1/N expansion is then a difficult problem. A fascinating development known as the topological recursion has been put forward for the past ten years as it provides a recursive solution to the loop equations in a beautiful mathematical way [2, 15, 16] .
The topological recursion was developed in the context of matrix models and enumeration of combinatorial maps by Eynard [17] . It has since been found to be applicable to a much larger set of situations, leading to fascinating results in combinatorics, enumerative geometry [18, 19] , quantum topology [20] and theoretical physics [15, 16] . The existence of a solution to a system of equations satisfying the topological recursion furthermore comes with additional, interesting properties, such as symplectic invariance and integrability.
Tensor models are based on tensor integrals which generalize matrix integrals. It is thus not unexpected that tensor models also give rise to Schwinger-Dyson equations which generalize those of matrix models [21] . They form a system of equations which relate the expectation values of unitary invariant polynomials labeled by different bubbles. Just like the Schwinger-Dyson equations of matrix models can be recast as a system of differential constraints forming (half) a Virasoro algebra, those of tensor models also form an algebra. A set of generators is formed by bubbles with a marked simplex and the commutator is related to the gluing of bubbles forming larger bubbles.
The Schwinger-Dyson equations of tensor models have been used to solve melonic tensor models in the large N limit [22] , i.e. to calculate the large N expectation of polynomials for melonic bubbles in tensor models with melonic potentials. In this case, the Schwinger-Dyson equations simplify drastically and allow to rederive Gurau's universality theorem. Also in the case of melonic potentials, the Schwinger-Dyson equations have been solved to next-to-leading and next-to-next-to-leading orders and in the double-scaling limit [23] . A non-melonic example of Schinwger-Dyson equations, which combine melonic bubbles and other bubbles which are reminiscent of matrix models, has been given in [11] . In fact, the equations then reduce at large N to those of matrix models with double-trace interactions [24] .
In spite of this progress, solving the Schwinger-Dyson equations for tensor models remains extremely challenging. Even for one of the simplest non-trivial models involving melonic bubbles with four simplices, going beyond a few finite orders in the 1/N expansion is still out of reach. However, we know some tensor models can be completely solved at all order in the 1/N expansion and in fact satisfy the topological recursion. This is because those tensor models are matrix models in disguise. From the tensor T a1a2a3a4 with four indices, one can built a matrix M AB with multi-indices A = (a 1 a 2 ), B = (a 3 a 4 ) so that M AB = T a1a2a3a4 and then write a matrix model for M, M † . Such a tensor model obviously satisfy the topological recursion since its Schwinger-Dyson equations are loop equations of a matrix model. Although quite trivial, this statement can be seen as a proof of principle that tensor models can be solved using modern matrix model techniques.
Instead of facing directly the Schwinger-Dyson equations of tensor models, most of the recent progress in tensor models made use of a correspondence between tensor models and some multi-matrix models with multi-trace interactions. The correspondence is described through a bijection between the Feynman graphs of both sides in [13] . In the case of quartic interactions, it is in fact the Hubbard-Stratonovich transformation which transforms the tensor model into a matrix model [25] . This transformation was used in [26] to find the double-scaling limit with melonic quartic bubbles.
The correspondence between tensor models and matrix models offers the opportunity to study tensor models indirectly, by using matrix model techniques on the corresponding matrix models. The matrix models arising in the correspondence are however quite complicated as they involve multiple matrices which do not commute. Nevertheless, the matrix model obtained by the Hubbard-Stratonovich transformation applied to the quartic melonic tensor model is simpler and can be used to test the use of matrix model techniques in that context. This program has been initiated in [27] . It was shown that all eigenvalues fall into the potential well without spreading at large N . This is in contrast with ordinary matrix models for which the Vandermonde determinant causes the eigenvalues to repel each other and prevent them from simultaneously falling in the potential well. However, in this matrix model, the Vandermonde determinant is a sub-leading correction at large N . This result was in fact expected from the direct analysis of the Schwinger-Dyson equations of the quartic melonic tensor model at large N [22] .
It was further shown in [27] that after substracting the leading value of the eigenvalues and appropriately rescaling the corrections, another matrix model is obtained, involving d matrices M 1 , . . . , M d . The matrix M c is called the matrix of color c = 1, . . . , d. Although the model couples those matrices all together, it only does so at subleading orders in the 1/N expansion. At large N , it reduces to a GUE for each color independently, with their expected semi-circle eigenvalue distributions. The matrix model action however contains corrections to the GUE at arbitrarily high order in the 1/N expansion. It is a natural question to ask whether the 1/N expansion of this matrix model satisfies the topological recursion. If so, it would give another example of a topological recursion for a tensor model, with a different origin than the matrix model with multi-indices mentioned above.
To answer that question, a quick look at the action which will be presented below shows that it is a multi-matrix model with matrices M 1 , . . . , M d for d ≥ 3 and multi-trace interactions of the form d c=1 tr M ac c . Interestingly and fortunately, the topological recursion for matrix models with multi-trace interactions was presented by Borot very recently [28] . In that situation, it is necessary to supplement the ordinary topological recursion with an infinite set of "initial conditions" (which depend on the model under consideration) called the blobs. They give rise to the notion of blobbed topological recursion whose properties have been analyzed in details in [29] by Borot and Shadrin. The blobbed topological recursion splits the correlation functions into two parts, a polar part which is singular along a cut and is evaluated using the ordinary topological recursion, and the blobs which bring in a holomorphic part of the correlation functions.
We thus find that the quartic melonic tensor model, after some transformation to a matrix model, satisfies the blobbed topological recursion. It is a fairly straightforward application of [28] and [29] , with one notable difference: the spectral curve is not connected. This novelty is a direct consequence of the multi-matrix aspect. Indeed, without the multi-trace interactions, the matrices M 1 , . . . , M d of different colors would not be coupled. Then, correlation functions for any fixed color would be obtained from the ordinary topological recursion with a one-matrix spectral curve. Moreover, the connected correlators involving different colors would vanish. However, upon turning on the multi-trace interactions which couple the d colors all together, it becomes necessary to package the fixed-color spectral curves into a global spectral curve which is the union of the fixed-color ones.
Once the correct spectral curve is found, the blobbed topological recursion can be applied fairly generically for all d ≥ 2. However, we find that there are properties which depend on d. In particular, the matrix model admits a topological expansion, i.e. an expansion in powers of 1/N 2 for d = 4δ + 2 and δ a non-negative integer, so d = 2, 6, 10, . . . For other values of d, the 1/N expansion is not topological and is actually an expansion in powers of 1/ √ N (some orders of the expansion can vanish: for instance, at d = 4, it really is an expansion in 1/N ). Therefore, when expanding the correlation functions, we might distinguish the contribution which comes from the usual topological expansion in powers of 1/N 2 and the others. This is not what we will do. Indeed, the nontopological orders come from the fact that the coupling constants of the model have 1/ √ N expansions. We can thus perform all calculations of the correlation functions as in the topological cases, find them as functions of the coupling constants and eventually expand the latter. This is however very awkward and since it is obvious that it can be done in principle, we will instead focus on the topological case d = 6.
The organization of the paper is as follows. In Section I, we recall the definition of the quartic melonic tensor model and summarize the analysis of [27] . It leads to the matrix model (11) which is the one the topological recursion is then applied to. In Section II, we define the correlation functions. A key point of our article is that we distinguish the local observables which are labeled by sets of colors from 1 to d and global observables obtained by packaging the local ones appropriately and which are defined globally on the spectral curve. The loop equations are then derived for the local observables. To find the spectral curve, we solve the loop equations in the planar limit for the 1-point and 2-point functions in Section III. In the same section, we further show that non-topological corrections do not have the singularities one expects for topological expansions. The spectral curve is described explicitly in Section IV, which then offers the possibility of writing the loop equations on the spectral curve for the global observables. Those loop equations take exactly the same form as in the multimatrix models of [28] except for the disconnected spectral curve and the fact that the correlation functions do not have a topological expansion for generic d.
We then focus on the six-dimensional case in Section V. We derive the linear and quadratic loop equations in Sections V B and V C, following [28, 29] which lead to the blobbed topological recursion in Section V D. The most important equations are the split of correlation functions into polar and holomorphic parts (170), the recursion for the polar part (180) which takes the form of the ordinary topological recursion, and Borot's formula [28] for the holomorphic part (182). We then apply the results of [29] to obtain a graphical expansion of the correlation functions at fixed number of points and genus and a graphical expansion of the blobs which are the completely holomorphic parts of the correlation functions.
Finally, in Section VI we propose a way to use the correlation functions of the matrix model (11) in order to evaluate expectation values of tensorial observables in the quartic melonic tensor model.
I. FROM THE QUARTIC MELONIC TENSOR MODEL TO A MATRIX MODEL
Consider a tensor T with entries T a1···a d , i.e. an d-dimensional array of complex numbers where all indices range from 1 to N . We denote its complex conjugate T with entries T a1···a d . Tensor models are based on tensorial invariants, i.e. polynomials in the tensor entries which are invariant under the natural action of U (N ) d on T and T . The simplest tensorial invariant is the quadratic contraction of T with T ,
The quartic melonic polynomial of color c, denoted B c (T, T ) for c = 1, . . . , d, is defined by
where each sum runs from 1 to N . In other words, one can define the matrix A c (T, T ) to be the contraction of T and T on all their indices except those in position c, i.e.
Then, the melonic polynomial of color c simply is
As was already the case in the symmetric model, the term of order at least 3 in the matrices M c , i.e. p ≥ 3 are subleading at large N . To see that, we assume that the trace of M c is of order N , we then use a power counting argument. The quadratic term of the action scales like N 2 , as in regular matrix models. Looking at the expansion of
we find that a typical term
The Gaussian term thus scales like N 2 as expected in matrix models, but all higher order terms for p ≥ 3 are subleading.
II. LOOP EQUATIONS FOR GENERIC d-MATRIX MODEL WITH MULTI-TRACE COUPLINGS
The matrix model (11) is a multi-matrix model with d matrices, d coupling constants α 1 , . . . , α d and some specific scalings with N and multi-trace interactions which couple the matrices. It is not more difficult to write the loop equations for a generic d-matrix model with interactions d c=1 tr M qc c than for our model. We therefore derive the loop equations for the generic action
whose partition function is Z = c dM c e −S defined as a formal integral. It is a formal series in N and the couplings t a1···a d .
A. Observables and notations
Local observables
The observables of the model are the expectations of products of traces of powers of
k2 ; . . . ; p
We will often have lists of d elements, one for each color, like the list (k 1 , . . . , k d ) above. It is convenient to think of such data as an integer-valued vector
where e c = (0, . . . , 0, 1, 0, . . . , 0) ∈ N d with a 1 in position c ∈ {1, . . . , d}. This provides a natural addition on lists of that type. We will moreover have lists labeled by such vectors. A typical example is the list of exponents of the matrices M 1 , . . . , M d in the above observables. The list is (p (1) 1 , . . . , p (1) k1 ) for the color 1, and so on. It has k c elements of color c. We denote such a list
This way, the observable defined above is simply written
The correlation functions are the generating functions of the above defined observables. They are therefore labeled by k. They are obtained by multiplying W (p k ) with (x 
1 , . . . , x
These variables are packed into a list denoted x k . We thus write the correlation functions as
Note that it is symmetric under the permutations which preserve the colors of the variables, i.e. under the group
σ(jc) on the variable of color c, for j c = 1, . . . , k c . As a consequence, it turns out that W k depends on the variables of color c as a set and not as a list. We use similar notations for the cumulants, or connected correlation functions
which satisfy
Here λ 1 , . . . , λ |Λ| are d-dimensional vectors with integral coefficients and we say that Λ = {λ 1 , . . . , λ |Λ| } is a partition of k if j λ j = k and each λ j = 0 and we write Λ k.
To recover the observables from their generating functions, one can extract the coefficients in front of 1/ x (c) jc
. We will often have to extract the coefficient of the generating function in front of only a subset of variables. Assume
k Rc e c . One can then choose a splitting of the list of variables x k into a list x k L and a list x k R . For instance, the former consists of the variables, say, x (c) jc for j c ∈ {1, . . . , k Lc } and c = 1, . . . , d, while the latter consists of the variablesx
k Lc +jc for j c ∈ {1, . . . , k Lc } and c = 1, . . . , d. Notice that there is no ordering between the variables of a given color due to the symmetry under color-preserving permutations. Therefore any splitting can be used for each color as long as it has length k Lc on one side and k Rc on the other side.
Assume that we want to extract the coefficient of W k (x k ) with respect to x k R at order (x
can be stored as a list denoted a k . Then we will use the shorthand notation
where
Remark 2. In the matrix models literature (see for instance [28] ), these coefficients are often expressed as integrals around the cut of the planar resolvent. As we will see later, in our model there are several cuts and we can use the same integral representation provided we integrate over the corresponding cuts. We use both notations depending on the context.
If the potential V c is the same for all d matrices, and if t a1···a d is symmetric, then the correlation functions are invariant under color permutations. This means that if σ ∈ S d acts on k = k c e c by permuting its elements as
and
Here we abuse the notation a little bit and denote x σk the list of variables where the sets {x
..,kc have been permuted by σ.
Global observables
The correlation functions can be described in two ways.
• The n-point correlation functions W n (x n ) we have just described are functions over C n1
copy of C for each variable and keeping track of the color assigned to each variable (in fact, as expected, those functions have cuts, so it should read C c minus some cut which depends on the color c). This will be the preferred choice to derive the loop equations and perform actual calculations. We call them local observables, as they require a choice of color assigned to each variable.
Equivalently, one can package them, at fixed n, in a tensor W c1...c k (x 1 , . . . , x n ) where c i ∈ {1, . . . , d} indicates the color of the i-th variable, for i = 1, . . . , n. Either way, the essential point is that each variable is assigned a color.
We will write the loop equations in terms of those correlation functions, in Equations (41) and (43), and use them to solve for the 1-point and 2-point functions in Section III.
• As an alternative, and this will be the better choice to understand the structure of the model, we can package all n-point functions W n (x n ) into a single n-point function W n (x 1 , . . . , x n ) by allowing the variables x 1 , . . . , x n to live on any possible color. This means that the variable x j lives on the union of the d copies of C, or in fact C c \ Γ c where Γ c is the cut on the color c, as we will see after solving for the 1-point functions at large
Then the global n-point function is defined as
These global observables will be the key objects satisfying the topological recursion, see Section V. Before that, we need to find the planar 1-point and 2-point functions using their local versions, which we do in Section III. This allows us to identify the spectral curve and show that it is disconnected in Section IV, leading to a precise definition of the global correlation functions in Equation (101). Then one can write the loop equations directly in terms of the global correlation functions, Equation (107)
B. Exact resolvent equations
In regular matrix models, the disc equation is the loop equation obtained for all n ∈ N * from
In the model we investigate, these equations are replaced by a family of the form
Moreover the form of the multi-matrix interaction of the action gives rise to unusual terms in the loop equations. We then provide a detailed derivation of the corresponding set of discs equations. Computing the above derivative explicitly gives
for all i ∈ {1, · · · , d}, and n ∈ N * .
We turn those equations into an equation on generating functions by multiplying the equation for n on matrix M i with x −n−1 -to emphasize that x is the variable for the matrix M i , we further write x ∈ C i . We then sum them over n ≥ 0. There are three types of contributions. The first term gives W 2ei (x, x). To rewrite the others, we use the standard trick
where importantly the last term is a polynomial. This way, one finds for the second contribution
with P ei (x) = tr
. The last contribution is similar, with the insertion of c =1 tr M ac c into the expectations,
− tr
The quantity n≥0 tr M
can be rewritten as an extraction of coefficients in the generating function
We also introduce
ei; c =i ec (x, ; {x c } c =i ) = tr
so that
The disc equations thus read, for all i ∈ {1, . . . , d} and x ∈ C i ,
We re-express the generating functions in terms of connected ones, using (22) . The first term is
For terms with coupling t a1···a d in (36), applying (22) gives for instance
which is not convenient since it loses track of the variable x ∈ C i . Therefore, we need to keep track of the part λ j which contains the vector e i when considering decompositions
Since there is no ordering, we can also assume that e i is in λ 1 and redefine the latter to be λ 1 − e i . In contrast with other λ j for j = 1 which cannot vanish, the new λ 1 can be zero. This way, we introduce a family of "almost-partitions", akin to a partition where a specific, labeled part can be empty. We denote
a list such that λ j = k and λ 2 , . . . , λ |Λ| = 0 while λ 1 may be zero. Then,
and similarly for U
We then have to extract some coefficients out of them.
The disc equation now reads in terms of connected generating functions
for i ∈ {1, . . . , d}
C. Multicolored loop equations
We now act on (41) with derivatives with respect to the potentials
where x k+ec has the variable x ∈ C c added to the set of variables of color c. Skipping the details which are pretty standard, we obtain an equation labeled by the vector n = d c=1 n c e c and the variables x 0 ∈ C i and
Notice here that µ 1 , . . . , µ |Λ| are ordered and may vanish (but not all at the same time since
III. DISC AND CYLINDER FUNCTIONS AT GENUS ZERO AND FIRST CORRECTION

A. Colored Loop equations at genus zero
We now specialize the loop equations (41) and (43) to the case of tensor models and in the large N limit. First, from the matrix model (11), we specify the following quantities.
• The potentials are V c (x) = x 2 /2 for all c = 1, . . . , d and x ∈ C c . This implies V c (x) = x and P ei (x) = N and
• The color couplings are
Crucially the couplings t a1···a d do depend on N . It is clear from (44) that the dominant ones at large N are those with a c = 2. With a i ≥ 0, the only relevant couplings at large N are thus the coupling of the form t 0···2···0 and t 0···1···0···010···0 . It means that the potential (12) reduces in the large N limit to its quadratic terms, thus the large N action reads
One can then redefine
The large N limit also provides the following extra information.
• We assume as usual that
where |n| = d c=1 n c . This already implies that the term W 2ei+n (x 0 , x 0 , x n ) in (43) is suppressed by 1/N 2 with respect to the dominant ones and therefore does not appear at large N (and similarly for W 2ei (x, x) in (41)).
• This also implies that Equation (43) has terms which scale like N 2−|n| at most (and N 2 for (41)). To reach N 2−|n| , Λ in (41) and (43) needs to have as many parts as possible, i.e. |Λ| = d and λ 1 = 0 and {λ 2 , . . . , λ d } = {e c } c =i .
Colored disc functions at genus zero
We here compute the leading order of the disc function W 0 e1 (x) for x ∈ C 1 , the generalization to W 0 ec (x) for x ∈ C c and arbitrary c ∈ {1, . . . , d} being immediate. Together with the above ingredients, Equation (41) reduces to
At this stage, one uses the fact that the dominant couplings are those with a c = 2. Since a 1 ≥ 1 in the loop equation, the condition a c = 2 is realized with either a 1 = 2 and the others being zero, or a 1 = a c = 1 for some c = 1 and the others vanishing. For those vanishing a c , one uses 
for all x ∈ C 1 . This is the disc function of a Gaussian Unitary Ensemble. It has a cut on [
The disc function W ec (x) at large N for the color c ∈ {1, . . . , d} and x ∈ C c is obtained through the replacement
which has a cut on [a c , b c ] with
Colored cylinder functions at genus zero
We need to compute both the monocolored cylinder function W 2ei (x 1 , x 2 ), x 1 , x 2 ∈ C i for all i ∈ {1, . . . , d} and the bicolored cylinder function W ei+ej (x 1 , x 2 ), x 1 ∈ C i , x 2 ∈ C j for i, j ∈ {1, . . . , d} and i = j. The system of equations which determines those two types of functions at large N is obtained by setting n = e i , e j in (43) and taking the large N limit.
There are two differences between the equations satisfied in the two different cases. First, in the monocolored case, there is a derivative term while it is not present in the bicolored case. Second, the terms which involve extracting coefficients of generating functions are different.
For n = e i one gets
The second line corresponds to the multi-matrix potential with a i = 2 and a c = 0 for c = i. It involves
which vanishes unless µ j = 0. The sum over (µ 1 , . . . , µ d ) with k µ k = e i thus reduces to µ i = e i and
The third line corresponds to the multi-matrix potential with a i = a j = 1. The sum over (µ 1 , . . . , µ d ) with
ej (x j ) have to be evaluated. It is the expectation value of tr M j at leading order which vanishes. Therefore
Putting all together one finds
For n = e j a similar reasoning leads to
Equations (55), (56) hold in powers of 1/x 1 for x 1 close to infinity. At the order 1/x 1 the following relations are obtained
We define, for convenience, the quantities Q i (x 2 ) and F
These quantities can be determined with some algebra,
and first noticing
one shows
Equation (59) holds for all i ∈ {1, . . . , d} and x 2 ∈ C i , while Equation (61) is true for all i = j, x 2 ∈ C j .
Using (59), (61), (57), the two large N , cylinder equations are
We denote
(64)
Using the fact that
we show,
We notice that the first contribution in the above expression for
and equals
The remarkable property of W 0 2ei (x 1 , x 2 ) is that it has a double pole at x 1 = x 2 . Importantly, this is not the case
has a double pole at x 1 = x 2 . This is the property required to use W 0 2 to build the kernel for the topological recursion.
B. Joukowsky transformation
In this subsection, we introduce the Joukowsky transformation. The main motivation in this subsection is to simplify expressions. However, it is also important when we introduce the spectral curve later on.
For each copy C i of C we introduce a parametrization of it using z (i) variables,
The variable z Notice that
The fixed points of ι are ±1 and their images are the extremities of the cuts a i , b i . The inverse transform writes
though as we will see later one has to carefully choose the sign in front of the square root. One choice of sign is related to the other by the involution ι.
To write the topological recursion, we will pullback the correlation functions on the z (i) -planes using x (i) (z (i) ) and turn them to differential forms by defining
where z k is the list of variables (z 
To choose the sign of the square-root we notice that for large
and the disc functions should behave as 1/x (i) ∼ 1/z (i) . Therefore we find for the disc functions
which has simple roots at z (i) = ±1. They are those of dx (i) (z (i) ).
As for the cylinder function of the GUE in (68), one finds
and thus
which has a double pole on the diagonal z 1 = z 2 and is the Bergmann kernel on the sphere. One further finds
, and
In this subsection, we specialize to the symmetric case, this implies that α c = α, ∀c ∈ {1, . . . , d}. This has several other consequences. The main one is that the functions W Moreover we can identify all the copies of C one to another using the identity map, and pull back the generating function W p n (x n ) accordingly. Using these facts one can perform the following computations.
The couplings (44) have an expansion in powers of 1/N
This suggests that the first correction to the correlation functions comes with a 1/ √ N suppression with respect to their leading orders. In particular,
To find W By plugging the above 1/ √ N expansion into (41), it can be seen that a term of the summand in the bottom line,
with h 1 , h 2 , h 3 ∈ N/2, scales like N β with
Here we have used
, which are the cubic terms of the action coupled to leading-order disc functions,
• h c = 1/2 and a c = 2 which are the Gaussian terms coupled to one next-to-leading-order disc function.
Some of those contributions vanish due to [
ec (x) = 0 as well as from tr
(h1) = 0 for a 1 = 1 and for a 1 = 2, h 1 = 1/2. The surviving terms are (a 1 = 2, h 1 = 1/2), (a 1 = a 2 = 1, h 2 = 1/2), (a 1 = 2, a 2 = 2), (a 1 = 3) and their symmetrical ones exchanging the colors 2 and 3. Eventually, one gets
From the leading-order disc function one obtains
Equation ( 
Plugging it back into (84), one finds
or written in differential form,
Unlike the usual generating functions of maps in the topological 1/N 2 -expansion of matrix models, that one does not have poles at z = ±1. This is because the correction at order 1/ √ N is non-topological, in the sense that it does not come at the order 1/N 2g for an integral genus g. It is absent from regular matrix models whose potentials have a 1/N 2 expansion (as opposed to a 1/ √ N expansion here for d = 3).
At d = 4 and d = 5, the correlation function have expansions in powers of 1/N and 1/N 3/2 respectively and the first corrections are regular at z = ±1. Only at d = 6, and more generally for d = 4δ + 2, one recovers the traditional form of the 1/N 2 expansion. In those cases, one expects the correlation functions to have poles at z = ±1 as in regular matrix models (this can be shown by an extension of the argument used in [28] , Lemma 4.1).
IV. PUTTING THE PIECES TOGETHER: COLORED LOOP EQUATIONS AS LOCAL LOOP EQUATIONS ON THE SPECTRAL CURVE
A. Geometry of the curve
We start by introducing a few notations. We defineĈ as the compactification of C obtained by adding a point at infinity,Ĉ = C ∪ {∞}, this space is often called the Riemann sphere.
As we have seen the colored planar disc functions satisfy algebraic equations of order 2. For each color i ∈ {1, . . . , d} we have a polynomial relationship between W 0 ei and x (i) . Temporarily changing notations, we have to solve a family of polynomials in two variables (
where we denote y i = W 0 ei . These polynomials vanish along a curve C in
where 1 A is the indicator function of the set A, so to say, 1 A (x) = 1 if x ∈ A and 0 else. Then, the unique polynomial equation recasting (89) writes
The colored variables (x (i) , y i ) now appear as local coordinates on each componentĈ 
C comes with an explicit complex structure defined component-wise. We explain how a natural choice of complex charts leads to the Joukowsky coordinates. Consider the component C i = C ∩Ĉ 2 i . On eachĈ i , one can define,
for
Then one defines the sets
The projections π
) → x are homeomorphisms whose inverses are given by (π
). Moreover as long as ∂fi ∂y = 0, π ± i are holomorphic 1 , consequently they are complex charts away from the cut [a i , b i ]. These charts are sufficient to parametrize the components C i of C away from the cuts.
Another parametrization valid along the cuts leading to the Joukowsky variables introduced earlier can be constructed as follows. We again localize on one chosen component C i of C. As we have seen, 
which looks like the expression for the Joukowsky coordinates. However there is one difference, in section III B, the z variables live onĈ \ U, while the ζ variables live on C. This can be solved by introducing a parametrization of C by variables inĈ, just set ζ(z) = 1 z , z ∈Ĉ * . One ends up with the Joukowsky variables,
Then for each component C i we can construct a set of Joukowsky coordinates. This ultimately justifies their introduction in section III B.
Remark 3. We often call just x(z) the collection of local coordinates x (i) (z). So if x(z) describes the position of a point in the connected component C i , then x(z) = x (i) (z).
Remark 4.
In the next sections we need to integrate around cuts Γ c living in each copies ofĈ. We denote these cuts Γ c whatever variables we choose to use (x variables or z variables), but the reader has to be aware that when using z variables, Γ c means the pre-image x (−1) (Γ c ).
B. Global loop equations
To define a spectral curve we also need a bi-differential. A globally defined bi-differential can be set as follows,
The spectral curve is then given by the triplet S = (C, ω
• C is the curve defined in (92) as the locus of zeroes of the polynomial f (x, y) in
, with ω ec (z) defined in (75), 1 It is an easy consequence of the implicit function theorem. 2 We 'solve' the polynomial f i (x, y) in the x variable.
• ω 0 2 (z 1 , z 2 ) is defined in Equation (100).
Moreover the local involutions ι i are identified with ι sending z → 1 z , i.e. we generally forget the index i since all the ι i have the same expression in local z coordinates.
It is possible to rewrite the colored loop equations (43) as the local expressions for global loop equations on the spectral curve. Indeed, instead of specifying on which copy of C a variable x or z lives on, one can define the correlation functions on the spectral curve, as envisioned in Section II A 2,
as well as the other globally defined objects such as
(102) We also need to define the multi-matrix potential in a global fashion. We first define the function
Let
Notice that T (x 1 , x 2 , . . . , x d ) is a formal series in 1/N . We need to define several families of polynomials. We construct from all bijective maps π i : {x 2 , x 3 , . . . , x d } → {x 1 , . . . , xî, . . . , x d } for each i ∈ {1, . . . , d}
where x and ζ appear in the above numerator as the i-th arguments of T . We also introduce
We use the notation I = {1, . . . , n}. We claim that, (107) is the global expression of the colored loop equations of (43), so to say they are valid for all (x 0 , . . . ,
and one recovers the colored equations by assigning one component of
V. TOPOLOGICAL RECURSION FOR THE SIX-DIMENSIONAL CASE
In this section we focus on the case d = 6 as it is the first topological case beyond dimension d = 2 (which corresponds to regular matrix models). The main reasons are to improve readability and simplify notations and computations. However we stress that the technical results extend to all topological cases d = 4δ + 2, and demonstration for those cases can be obtained by using the same techniques.
A. 1/N expansion of the loop equations
At d = 6, the potential has an expansion in 1/N 2 which induces the following expansions of the colored correlation functions and differential forms
consequently inducing a topological expansion for the globally defined correlation functions and differential forms
In order to write the loop equations at fixed genus g, we make the N -dependence of the couplings explicit,
c=1 act a1···a6
It is natural to define the corresponding family of multi-matrix potential functions. Again for all map f : {1, . . . , 6} → {1, . . . , 6} consider the family of variables 
One also needs to write the U polynomial at fixed genus, define similarly to (105),
as well as,
From these potentials one can write the 1/N expansion of the loop equations (107). One obtains
In this equation we did not replace d by its value 6 in the constraints of the sums appearing in the two last lines. This should allow the reader to track more easily the origin of the constraint. If we replace d by its value 6 then the term (d + 2)/2 = 4, which the reason why 4 appear in the constraint of the equation below. The 1/N expansion of the global loop equations can be localized for any assignments of connected components to variables {x 0 , x 1 , . . . , x n }, leading to the following 1/N expanded loop equations
ei;n (x 0 ; x n ) is the contribution coming the multi-trace potential. The constraints on the sums which define it play a crucial role. For each term of the potential characterized by a 1 , . . . , a 6 , each part of Λ = (λ 1 , {λ 2 , . . . , λ |Λ| }) with λ j = 0 for j = 2, . . . , |Λ| and |Λ| ≤ 6 receives a vector µ j and an integer h j , both possibly vanishing, and such that (115) and (114) is quite straightforward unless maybe for the Σ g ei;n (x 0 ; x n ) term. This term of equation (115) corresponds to the two last lines of (114).
This form of the expansion is particularly useful in the study of the linear loop equations that are local by nature.
B. Linear loop equations
We define the following operators, ∆ and S, via their local expressions for x ∈ U Γi , a neighborhood of the cut Γ i for some i ∈ {1, . . . , d},
They satisfy the relations
We also define similar operators to be used on differential forms. Let λ be a 1-form on the spectral curve then
Note that the operators of (117) and (120) only match (via the Joukowsky transformation) on the cuts.
Linear loop equations for planar disc functions
Let us start with the simplest case of linear loop equation, the one for the planar resolvent. It is obtained by applying the operator ∆ on the equation (49), or by applying the operator S directly on the solution (50). One gets
for x on the (interior of the) cut Γ c , as usual for a GUE.
It is easily turned into an equation on the global resolvent
As explained in [28] by Borot, one can continue analytically this equation by going to the variable z through the Joukowsky transformation and using the operator S of (120). From the invariance of the maps x (c) (z) under ι(z) = 1/z one deduces that
which now holds everywhere on the component C c of the spectral curve of color c. It shows that Sω 0 ec (z) is holomorphic and has a simple zero at ±1.
Linear loop equations for planar cylinder functions
One can similarly compute the linear loop equation for the cylinder functions, by applying ∆ to (55) and (56). For (55) one gets
Gathering the factors of both ∆ x1 W 0 ei (x 1 ) and ∆ x1 W 0 2ei (x 1 , x 2 ) we get
The factor of ∆ x1 W 0 2ei (x 1 , x 2 ) is actually the linear loop equation (121) on W 0 ei (x 1 ). This implies that
for x 1 on the interior of the cut Γ i of color i and x 2 ∈ C \ Γ i .
Similarly applying ∆ to (56) gives
for x 1 ∈ Γ i and x 2 ∈ C j \ Γ j with i = j.
We can rewrite both (127) and (128) 
which vanishes when x 1 and x 2 are both on a copy of C of the same color, so that
for x 1 in the interior of Γ and
As in the case of W 0 1 , the above equations can be analytically continued using Joukowsky's transformation. This way, the differential form
satisfies the linear loop equation
with the operator O acts on any form on the spectral curve like
the integral being perform with respect to z. Therefore, ω 0 2 satisfies an equation exactly of the same form as in [28] . This shows that it is a Cauchy kernel. If a form ω satisfies
everywhere expect possibly around the origin on each component of the spectral curve, for some holomorphic χ, then a solution for ω(z) can be given in term of ω 0 2 , χ(z) and the knowledge of ∆ω(z) close to the points z = ±1. Moreover, this solution is unique if ω has a perturbative expansion in the parameters α 1 , . . . , α d . We refer to [28] for the full set of details.
Generic case
We now show that indeed the correlation functions satisfy
where l g n (z 1 ; z 2 , . . . , z n ) is holomorphic on the spectral curve except around the origin of each component. Proving that equation can be done by proving it component-wise, which can be done by applying the operator ∆ on the generic loop equation for W g n (x n ). Let us prove by induction on (g, |n|) that
To do so, we apply ∆ to the loop equation (115) along the cut and find
One recognizes on the first line the linear loop equation for the disc function at genus zero,
i )x 0 = 0, provided the integral term vanishes for the specific chosen form of V i (x 0 ). We also rewrite
Then one has to investigate the form of the term ∆ x0 Σ g ei;n (x 0 ; x n ). In the sums which define Σ g ei;n (x 0 ; x n ) in (116), all λ j are non-zero except possibly λ 1 . We separate the terms according to λ 1 = 0 or λ 1 = 0 in the following way,
with L g−h ei;n−µ (x 0 ; x n−µ ) taking into account the terms for which λ 1 = 0, and for fixed µ 1 , h 1 ,
hj =g−h1+|Λ|−4− 
Let us look at
The variable x 0 is in one of the sets, say x µ j * for some j * ∈ {2, . . . , |Λ|} with µ j * = 0 and λ j * = 0. We now distinguish this j * and decide to rename it j * = 1. The set {λ 2 , . . . , λ |Λ| } becomes (λ 1 , {λ 2 , . . . , λ |Λ|−1 }) where all vectors are non-zero, and the list (µ 2 , . . . , µ |Λ| ) becomes (µ 1 , . . . , µ |Λ|−1 ) with µ 1 + e i = µ j * , so that Similarly (h 2 , . . . , h |Λ| ) becomes (h 1 , . . . , h |Λ|−1 ). We can then replace |Λ| with |Λ| + 1 and rename µ 1 as µ 1 and get
Equation (138) therefore rewrites as
An induction thus shows that if (n, g) = (e i , 0) then
which is a compact form for (136).
The term L g ei;n (x 0 ; x n ) contains correlation functions W g n such that 2g + |n | ≤ 2g + |n| + 1, since this is a property of the loop equations themselves. Let us make fully explicit the terms for which 2g + |n | = 2g + |n| + 1. Using the notations of (136), we look for k ∈ {2, . . . , |Λ|} such that
Taking a simple linear combination of the above equation and the constraint 
Since 6 c=1 a c ≥ 2 and h j ≥ 0, the left hand side is found to be greater than or equal to 13 + |n|. As for the right hand side, we show that it is less than or equal to 13 + |n|. Indeed, from (136) one has λ k + |Λ| j=2,j =k λ j = c =i e c . Recalling that |λ j | ≥ 1 one gets
and therefore 2|Λ| + |λ k | ≤ |Λ| + 7 ≤ 13 as |Λ| ≤ 6. One concludes with the fact that |µ k | ≤ |n|.
The equality is then satisfied when 6 c=1 a c = 2, h j = 0 for j = k and h k = g, |Λ| = 6 meaning λ j = e j for j = 2, . . . , 6, and µ k = n and µ j = 0 for j = k. The terms from L g ei;n (x 0 ; x n ) satisfying those restrictions are
This is non-vanishing if and only if a i = a k = 1 and a c = 0 for c = i, k. We thus find
where L g ei;n (x 0 ; x n ) is defined as L g ei;n (x 0 ; x n ) excluding the terms where the equality (148) is satisfied. Moreover, we notice that the first term of the r.h.s of (152) writes in term of contour integral as
The linear loop equation thus far takes the form
This is the local expression of linear loop equations satisfied by the functions W g n defined globally on the spectral curve. To this aim, we define
this allows us to recast the linear loop equations using only globally defined functions,
with x 0 ∈ Γ and x 1 , . . . , x n ∈ d=6 i=1Ĉ i \ Γ i . Just like for W 0 1 and W 0 2 , the above equation can be analytically continued to the spectral curve using the map x(z). This leads directly to (135), showing that S z1 ω g n (z 1 , . . . , z n ) is holomorphic except in a neighborhood of the origin for each component of the spectral curve and has a simple zero at z 1 = ±1.
C. Quadratic loop equations
The aim of this subsection is to show that the quadratic forms Q g n defined below have a double zero at the vanishing points of dx. When this statement is true, we say that the quadratic loop equations are satisfied. This is necessary for the blobbed topological recursion to be satisfied.
Quadratic forms: definition and first computation
The quadratic forms are defined for all (g, n) = (0, 1), (0, 2) as follows [29] 
where z, z 2 , . . . , z n ∈ C. One notices that this definition closely mimics the form of the first two terms of equation (107) with the notable differences that we used ω g n differential forms for the definition of Q g n instead of W g n functions and that the forms are evaluated at z and ι(z). Let us prove that for all (g, n) = (0, 1), (0, 2), (1, 1) , the quadratic forms Q g n have double zeroes at the zeroes of dx. To study Q g n , it is sufficient to consider its local expression obtained by assigning a color to each variable,
The function featuring ι on the right hand side can be replaced with the same functions without ι plus additional terms, using the linear loop equations. It gives
We call
whose expression can be obtained from the local loop equations (115)
We rewrite σ g ei;n (z; z n ) using a splitting very similar to the one used in (139)
where u g ei;n (z; z n ) comes from the last term of equation (116) and writes
Combining equations (159), (161), (163) and (164) one obtains that
From equation (165) we deduce that Q g ei+n (z, ι(z); z n ) has double zeroes on the zeroes of dx on the connected component of color i of the spectral curve. Indeed, Q g ei+n (z, ι(z); z n ) writes as dx (i) (z)dx (i) (z) times a polynomial in x (i) (z) which is holomorphic around the zeroes of dx at z = ±1. Since dx has simple zeroes at these points, Q g ei+n (z, ι(z); z n ) has double zeroes at z = ±1.
Quadratic forms: (1,1) case
In the last computations we left aside the case (g, n) = (1, 1) . This is because the expression for Q z 2 ) has a double pole on the diagonal. The calculation is the same although one needs to take care of the diagonal poles, which is done by taking a limit. The local expression is,
which by definition ofω
Using the linear loop equations we get
The key point is now thatω 0 2ei (z 1 , z 2 ) has a double pole along z 1 = 1/z 2 (and not along z 1 = z 2 like ω 0 2ei (z 1 , z 2 )), so that the limit z → z can be taken. Elementary algebra leads to
which has a double zero at ±1 on the connected component of color i of the spectral curve.
D. The blobbed topological recursion
In this section, we need to use the results derived in sections V B, V C. In [29] , Borot and Shadrin introduce a method to solve general linear and quadratic loop equations recursively which generalizes the Eynard-Orantin topological recursion method. They call this new method the blobbed topological recursion. As it turns out after having obtained linear and quadratic loop equations in the previous sections, we can now apply their method, with the novelty that we have a disconnected spectral curve. This method is sketched in the following subsections.
First topological recursion formula
Assume {ω g n } are a solution of linear and quadratic loop equations. One defines their polar P ω g n and holomorphic part Hω g n by,
where p are the zeroes of dx and where G(z, z 1 ) is defined from ω 0 2 by
The reason for doing so is that, in simple enough cases 3 , P ω g n (z 1 , . . . , z n ) is in the kernel of the linear operator (S + O) (see section V B 3 equation (135)).
Moreover there is a simple expression for P ω g n (z 1 , . . . , z n ). Indeed as was shown in 4 [29] , one has
using the fact that the vanishing points of dx are left invariant by ι. Then formulae (118) shows that
We showed in section V B that Sω g n (z, z 2 , . . . , z n ) was holomorphic around the zeroes of dx. Moreover, both G(z, z 1 ) and SG(z, z 1 ) are holomorphic away from z 1 , then the last term of the above expression vanishes. One ends with
as a result one needs to express ∆ω g n (z, z 2 , . . . , z n ). This is done using the Q g n quadratic forms. Indeed, one has
where is the traditional notation in topological recursion literature meaning that the terms containing ω 0 1 are excluded from the sum. The key point to notice here is thatQ g n (z, ι(z), z 2 , . . . z n ) only depends on ω g n such that 2g − 2 + n < 2g − 2 + n. We express 5 ∆ω
Then making the replacement in equation (175),
(179) Then notice that ω 0 1 has a double zero when z → p, while ∆G(z, z 1 ) has a simple zero for z → p. This implies that
has a simple pole when z → p. This is why we need the quadratic loop equations to be satisfied. Indeed, 3 Those are cases in which linear loop equations can be put into the (S + O)ω form with O a linear operator. 4 We repeat carefully the step of their proof here as we think it strongly justifies the previous computations. However we will not repeat the proof of all the results from their paper which we use. 5 The term
in the expression of ∆ω g n (z, z 2 , . . . , zn) is the "inverse" of a differential form. It actually means that "dz −1 " performs the contraction with ∂z.
thanks to these equations, the combination
. . , z n ) has a simple zero when z → p meaning that it has no residue at p and thus does not contribute in equation (179). Moreover both Sω g n (z, z 2 , . . . , z n ) and Sω 0 1 (z) have a simple zero when z → p, then the combination
does not contribute neither to the sum (179). Then we have a recursive formula for P ω
where we define the topological recursion kernel K(z, z 1 ) =
. The problem is to find a formula for Hω g n (z 1 , . . . , z n ). It is a key result of [28] that it can be constructed as
and if we denote v g n (z; z 2 , . . . , z n ) the primitive of l g n (z; z 2 , . . . , z n ),
We then have an expression for the correlation function viewed as a form ω g n on the spectral curve. This mimics the results presented in [28] in the case of the one-cut Hermitian multi-trace one-matrix model. Our results generalize [28] in two directions, as we have several Hermitian matrices and several cuts.
Another key result of [28] ensures the uniqueness of the solution, as we are interested in perturbative solutions (which have an expansion in α c around α c = 0). In the next parts we are going to explain how to find a graphical expansion for both the polar and the holomorphic part. 
while more generally we have
(185) 6 The added 0 superscript indicates that this is a normalized form. 7 For the interested and brave reader we give here an explicit result for ω
. The expression for ω 0,0 3 (z 1 , z 2 , z 3 ) can also be computed but the expression is involved and long so that we do not display it here. These normalized forms appear as weights in the blobbed topological recursion graphical expansion with the blobs denoted φ g n , such that φ g n = H 1 . . . H n ω g n by definition. There is a graphical expansion for the normalized forms as well, this is the one discovered in [17] and described in terms of skeleton graphs in [29] . Skeleton graphs indexing the expansion of the forms ω 
In order to further compute this last quantity, we split ω 
In the first line we recognize the expression for ω while all other cases vanish.
These equalities are special cases of results expressed by both Formula 7 and Corollary 2.5 of [29] . We do not give a proof here (see [29] ), but we use our above example to compare with the statement of the formula and Corollary in [29] . We recall that the statement of Formula 7 in [29] is the following
where A B = {1, . . . , n}, and Bip 0 g,n (A, B) is the set of bipartite graphs G that satisfy the following properties (described in [29] ):
• Vertices v are either of type φ or ω 0 , and carry an integer label h(v) (their genus) such that the valency
• Edges connect only φ to ω 0 vertices.
• There are n unbounded edges called leaves labelled from 1 to n. The leaves with label a ∈ A must be incident to φ vertices while the leaves with label b ∈ B must be incident to ω 0 vertices.
• Each ω 0 vertices must be incident to at least a leaf.
• G is connected and satisfies b 1 (G) + v∈G h(v) = g (b 1 (G) being its first Betti number).
Each G comes with a weight 0 (z 1 , . . . , z n ) computed as follows. Assign variables z 1 , . . . , z n ∈ C to the leaves and integration variables z e to edges e. To each vertex v whose set of variables attached to its incident edges is Z(v), assign a weight ω
Then multiply all weights, and integrate all edge variables z e with the pairing defined above in equation (193).
Remark 5. The case with no internal edges is allowed and corresponds to graphs in either Bip 0 g,n ({1, . . . , n}, ∅) or Bip 0 g,n (∅, {1, . . . , n}). In both cases there is only one graphs which is in the first case a φ vertex with n leaves and g as integer label and in the second case a ω 0 vertex with n leaves and g as integer label.
Let us match this formula (198) with our previous computations by looking at our ω 0 4 example. For P 1 . . . P 4 ω 0 4 we found that
which is coherent with our remark 5 for n = 4 and g = 0, i.e. there exists only one graph in Bip 
which is what we found in equation (197) . Then we find that any left sets of graphs Bip We come to Corollary 2.5 of [29] . We reproduce it here for convenience Corollary 1 (Borot-Shadrin, [29] ). For any 2g − 2 + n > 0, we have: This corollary relies on the fact that for any 2g − 2 + n > 0
This equality can be expanded in a sum
where w n (H, P ) are words of length n made from an alphabet {H, P } whose letters represent the operator H and P . The ordered position from left to right of a letter in a word w n indicates on which variable it acts. Then using the formula (198), we can expand in graphs any quantity of the form w n (H, P )ω g n (z 1 , . . . , z n ). Thanks to this corollary, and to the fact that weights ω 0 are recursively computable, we can compute any ω g n recursively as long as we know the expression of the blobs φ g n . This is the goal of the next section.
We come back to our ω where the white vertices represent ω 0 weights while black vertices represent φ weights. The integers next to the vertices indicate their associated genus h(v). Equation (204) corresponds to what we expect from [29] .
E. Graphical expansion of the blob
In section V D 1, we give the formula (182) for the holomorphic part Hω g n of ω g n , (g, n) = (0, 1), (0, 2). This formula is a generalization of the formula described in [28] . Moreover in V D 2, the graphical expansion of ω g n is recalled. The weights of the graphs appearing in the expansion (202) depend on φ g n (z 1 , . . . , z n ) = H 1 . . . H n ω g n (z 1 , . . . , z n ). These quantities are representable as sums of weighted graphs. The goal of this section is to describe how to perform this sum in our case. Most complications of this part come from the disconnectedness of the spectral curve. However once the right global quantities are used to express v g n this generalization can be obtained by following the lines of the construction described in [29] section 7.5.
We recall the formula (182) expressing the holomorphic part of ω g n
we have
We need to find an expression for H 2 . . . 
where the symbol here excludes terms containing W hi µi+λi with 2h i − 2 + |µ i + λ j | = 2g − 2 + |n| + 1. Thanks to the properties of T h0 , V g ei;n can be extended as a global function V g ei;n in its variables x n using global W g n . This writes
The corresponding global function in x 0 can be defined as well
We further rewrite V g n+1 (x 0 ; x n ) in a form that is better suited to the graphical expansion. To this aim we definẽ
The summands in the above sum over permutations are non zero if and only if x π(i) ∈Ĉ i . The 1/5! comes from the integration of five variables out of six around the disconnected cut Γ =
Notice that v g n+1 (z 0 ; z 1 , . . . , z n ) is a function and not a differential form in its first variable. Indeed it is a primitive of l g n+1 in its first variable.
In the following paragraphs we describe the graphical expansion of φ From this last expression one can get the corresponding expression for v g n+1 (z 0 ; z n ). Using (214) one infers that there is a combinatorial expansion for n ≥ 0 of H 0 ω g n+1 in term of planted graphs introduced in [29] with the slight differences that the local weights are integrated on a disconnected cut Γ and that the ω vertices are all incident to a leaf. We define the relevant set of graph below. Mimicking notations adopted in [29] , we call it Plant • Edges are dashed and can only connect the root vertex to ω vertices.
• There are n + 1 leaves labeled from 0 to n. They must be incident to ω vertices and all ω vertices must be incident to at least a leaf. Moreover, the leaf labeled 0 is incident to a ω 0 2 vertex, which is incident to the root vertex.
• G is connected and b 1 (G) + v h(v) = g.
To produce the associated weight T G (z 0 , z 1 , . . . , z n ) we attach leaf variables z 0 , z 1 , . . . , z n and integration variables {z e } to the edges. To a vertex v with incident variables set Z(v) we associate a weight T the variables z e along the disconnected cut Γ. The leaf variables need to be outside the contour.
In order to deepen this expansion we introduce the purely polar part ω g,P n+1 = P 0 . . . P n ω g n+1 . It allows to write an expansion of any H A P B ω g n+1 in terms of graphs in Bip 
In this construction the weight P G (z 0 , z 1 , . . . , z n ) of a graph G ∈ Bip to ω vertices of genus h(v) and valence d(v) of the graph G. Indeed formula (215) is obtained by performing a resummation of internal φ vertices (see [29] ). 
where Bip τ g,n+1 is the set of bipartite graphs G such that:
• vertices v are of type ω or τ , and carry a genus h(v), a valency d(v) satisfying 2h(v) − 2 + d(v) > 0.
• edges connect ω to τ vertices.
• There are n + 1 leaves, labeled {0, . . . , n}, incident to τ vertices.
The weight
τ G (z 0 , z 1 , . . . , z n ) is obtained by attaching edge variables z e to all internal edge of G. We assign a weight τ Remark 6. We end this section with a small remark. It is easy to show that in dimensions d = 4δ + 2, the φ h n vanish for h ≤ δ − 1 in the quartic melonic tensor model. In particular, for d = 6 (the case we chose to investigate in details), all φ 0 n are zero. This comes from the peculiar 1/N expansion of the potential of the model, which is Gaussian at large N , and whose first non-trivial correction in N appears at order h = δ.
VI. EXACT EXPRESSION FOR TENSOR MODELS OBSERVABLES
A. Formal series of an observable
In this subsection we propose an exact expression of the formal series associated to the mean value of any observable. This expression depends on the Gaussian Wick contractions of this observables and need as an input the W computed using the recursive process presented in the preceding sections of this paper. 
and using equation (5) 
This integral is a Gaussian mean value for the variable T, T with covariance 1 ⊗d + i 
We stress that the weight w(B(T, T )) depends on the Y c as indeed the covariance of the tensor variables depends on them. However, the only pairings that appear are the Gaussian ones. Thus there is a finite number of terms in A natural question is that of the integrability of our model. While the ordinary topological recursion is a modern way to study the integrability in matrix models, it is unclear that its extension to the blobbed recursion still features integrability. This is a question for the blobbed recursion as a whole rather than our specific situation.
We have studied the case d = 6 which is part of the sequence d = 4δ + 2 for which the matrix model has a topological expansion in the sense of an expansion in powers of 1/N 2 . For other values of d, the non-topological corrections come from 1/ √ N expansions of the coupling constants. One solution is thus to perform the blobbed topological recursion just like we did and eventually expand the coupling constants in the correlation functions. It may be interesting to look for another approach, like finding a recursion for the non-topological corrections to the correlation functions.
Finally, an exciting direction is to transfer our results directly into the framework of tensor models. Indeed, the blobbed topological recursion we found applies to a matrix model which is obtained from the quartic melonic tensor model after several transformations. It thus gives a solution to the loop equations of the so-obtained matrix model. The tensor model however has its own Schwinger-Dyson equations, which as explained in the Introduction are quite challenging.
We now possess two instances of tensor models for which a topological recursion applies. One is the case of matrixlike interactions in tensor model, where one defines multi-indices, say (a 1 a 2 ) = A, (a 3 a 4 ) = B, sets M AB = T a1a2a3a4 and considers as tensor model any matrix model on M . The second instance is the result from the present article. Both instances thus make use of matrix models. It is important for the development of tensor models to solve their Schwinger-Dyson equations directly. A first approach is to try and transfer or translate the expressions found here for the matrix correlators to expressions for the tensorial observables.
Solving the Schwinger-Dyson equations of tensor models directly also would help to compare our results with existing results on the full 1/N expansion. There is indeed a classification due to Gurau and Schaeffer [30] of all the Feynman graphs of tensor models with respect to Gurau's degree. This classification expresses the free energy and the 2-point function at each order of the 1/N expansion as a finite sum over objects called schemes and it gives the corresponding singularities. The quartic melonic tensor model which was our starting point generates a subset of the graphs studied in [30] with the same exponents of N . In fact, an approach similar to [30] was used in [26] suggesting a similar classification. Therefore, a relation between our work and [30] should exist and it would be particularly interesting to understand it.
