In this paper a text-dependent speaker recognition method is presented by combining Mel frequency cepstrum coefficients (MFCC) and Euclidean distance. The robustness of this speaker identification method for different speaking language is analyzed in this paper. The speaker identification algorithm using English and Hindi Indian voice database (IVD) which contains sentences of data spoken is accomplished. An improvement in recognition rate is observed by using different windows and increasing the number of training voice samples. Accuracy upto 100% can be obtained for text-dependent speaker identification for different windows by using a short training and testing utterance about 4 seconds.
INTRODUCTION
Speech recognition is a topic that is very useful in many applications and environments in our day to day routine. It is a branch of biometric authentication where it is one of the fast gaining popularity as means of security measures due to its unique physical characteristics and identification of individuals [1] [2] [3] [4] . Although retinal scans and fingerprints are more unfailing means of identification, but the speech has an advantage over them as it has been seen that voice/speech is a non-evasive biometric that can be collected with or without the person's knowledge or even transmitted over long distances via telephone and the voice of an individual cannot be stolen or misplaced like another forms of recognition, such as passwords or keys [5] .
Speaker recognition has been a research topic for many years and various types of speaker models have been studied. Speaker-Recognition system [6] is a system specialized for speaker identification and authentication in which different users are distinguished by their unique voices. The general field of speaker recognition includes two fundamental tasks: speaker identification and speaker verification [4, [7] [8] [9] [10] . Speaker identification involves classifying a voice sample as belonging to (that is, having been spoken by) one of a set N of reference speakers (N possible outcomes), whereas speaker verification involves deciding whether or not a voice sample belongs to a specific reference speaker (two possible outcomes-the sample is either accepted as belonging to the reference speaker or rejected as belonging to an impostor). The goal of work in speaker recognition is to find measurable quantities that minimize within-speaker variability and simultaneously maximize between-speaker variability [11] .
The rest of the paper is organised as follows: Section II explains the system description. Section III introduces the self created English and Hindi IVD. The experimental analysis and results are discussed in Section IV and finally, Section V concludes the paper.
SYSTEM DESCRIPTION
The structure of the speaker identification system which works in two phases training and testing is shown in figure 1 . Mel Frequency Cepsrtal Coefficient (MFCC) is used for feature extraction followed by Euclidean distance classifier for matching. In the training phase system, input training speech is analyzed and transformed into a feature vector sequence by MFCC block following the basic steps of preprocessing, framing, windowing, creation of mel-filter bank, discrete cosine transform explained in [12] . in figure 1 , the centroids of testing voice sample are derived which are compared against with those stored in database using Classifier (Euclidean distance). The difference obtained using Euclidean distance is compared with the range of optimal threshold and the difference which satisfies this optimal range is the considered as the minimum distance. And finally the minimum distance gives the best match or can be said speaker is identified.
DATABASE OF VOICE SAMPLES 3.1 English and Hindi IVD
English and Hindi IVD corpus of read speech has been designed to provide speech data for the development and evaluation of speaker identification system. English and Hindi IVD corpus design was a joint effort of my own and my colleagues and bachelor students from department of Electronics and Electrical Engineering, Rajasthan Technical University. For English IVD, the sentence spoken is "I love my country" and for Hindi IVD the same sentence is translated to Hindi i.e. "Mujhe mere desh se pyar hai". It is a single-session database including 22 Indians speakers (15M/ 7F), each of which is repeated 9 times and the age covered from 20 to 28 and was recorded in a noise free environment with a fixed microphone. The recording work has been carried out in a closed room with all fans off on I floor. The equipment for recording is portable simple microphone. For database, voice messages were recorded into the most commonly used file type-.wav. The sampling frequency is chosen 8 kHz with a bit rate of 128kbps.
EXPERIMENTAL ANALYSIS AND RESULTS
For experimental analysis centroids are calculated by using MFCC feature extraction technique and algorithm is performed by varying the windows and the number of training samples. The algorithm is developed in MATLAB 10.0. In the experimental set-up, initially both for English and Hindi IVD, 5 voice samples per person is used for training i.e. 22*5=110 and remaining 4 voice samples per person for testing i.e.22*4=88. After that number of training voice samples per person was increased in step of 1, i.e. 6 samples per person are taken for training than varied to 7, 8 and finally 9 and the testing samples are fixed to 4 per person. The case containing 9 training sample per person is the one in which all test voice samples are already stored in training. The experimental result shows that as the number of training database increases, accuracy of the system increases for both the database.
The accuracy of speaker identification was measured by Euclidean distance between the test samples and all train voice samples. The result of the analysis on English and Hindi voice database has been shown in tabulated form in Table 1 and 2 also corresponding graphs are plotted in next figures no. 2 to 6 respectively. It is also found that as the number of training voice samples increases from 5 to 9 per person the gap between the recognition rates for English and Hindi reduces and finally it can be seen from figure 6 that same recognition rate (100%) can be achieved for certain windows for both the database. 
CONCLUSION
The goal of this paper was to implement a text-dependent speaker identification system. The proposed approach shows that the identification rate of the system increases as the number of training voice sample increases. In order to train and test the developed speaker identification system, IVD is created for English and Hindi language, which contains recordings of 22 Persons (15 males and 7 females) each of which is repeated 9 times. This paper also investigates the effect of various windows on the overall performance of the system and shows that out of all the windows hamming window gives the best result.
It is further verified that English language based database gives better result in terms of efficiency as compared to Hindi language database. The results also show that 100% recognition rate can be achieved by hamming, hanning and blackmann window in case if training voice samples already contain all the test voice samples for both the database.
APPENDIX For hamming window
For hanning window
For blackmann window For Kaiser window
where I o is the 0 th order modified Bessel function of the first kind, α is phase delay and β is shape parameter.
For rectangular window
where N samp is the number of samples in each frame. 
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