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Abstract—This paper describes the proposed methodology,
data used and the results of our participation in the Challenge-
Track 2 (Expr Challenge Track) of the Affective Behavior Anal-
ysis in-the-wild (ABAW) Competition 2020. In this competition,
we have used a proposed deep convolutional neural network
(CNN) model to perform automatic facial expression recognition
(AFER) on the given dataset. Our proposed model has achieved
an accuracy of 50.77% and an F1 score of 29.16% on the
validation set.
I. INTRODUCTION
Automatic facial expression recognition (AFER) has been
a challenging task given the inherent problems in computer
vision as well as the significant ambiguity in the expression
of different subjects with different intensity. Different meth-
ods [1][2] have been proposed to develop AFER systems.
These methods include featureless approaches such as the
Convolutional Neural Network (CNN) that directly work on
the images, and feature-based approaches such as the Deep
Neural Network (DNN), Support Vector Machine (SVM),
Local Binary Patterns (LBP), and Facial Action Units (AU).
CNN models can usually be architectured and tuned to fit
a good model on a given dataset without feature engineering.
This has led to the popular use of the CNN models in various
computer vision tasks including facial expression recognition.
In this paper, we have used a CNN-based AFER model that
only takes raw image pixel information input for expression
classification. The proposed model has been used to make
predictions for Challenge-Track 2 (Expr Challenge-Track) in
the Affective Behavior Analysis In-The-Wild (ABAW) compe-
tition 2020 [3]. Track 2 requires the proposed model to make
an accurate classification of the seven basic expressions from
images. The seven basic expressions are neutral, anger, disgust,
fear, happiness, sadness, and surprise.
Affective Behavior Analysis In-The-Wild (ABAW) 2020 is
a competition that aims to advance the current state-of-the-
art problem in the analysis of human effective behavior in-
the-wild. For the first time, the competition contains three
challenges which are: valence-arousal estimation, seven basic
expression classification, and facial action unit detection. This
competition provides the largest wild dataset which contains
images, videos, and audio data along with three types of
annotated labels according to the three challenges. The seven
basic facial expressions are one of the most frequently used
emotion representations for Facial Expression Recognition
(FER) research and our proposed method uses the seven basic
facial expression labels for expression classification.
II. PROPOSED METHOD
In this competition, we have used a publicly available
CNN-based deep learning model from GitHub user named
Mayur Madnani [4] that was developed for the FER2013
dataset [5] during the Kaggle’s “Challenges in Representation
Learning: Facial Expression Recognition Challenge” in 2013
[6]. The model achieved a testing accuracy of 65.5% which
was comparable to getting the fifth position in the challenge.
FER2013 is a large in-the-wild dataset with 35,887 images
that was introduced during the International Conference of
Machine Learning conference in 2013 (ICML 2013) and used
in Kaggle’s “Challenges in Representation Learning: Facial
Expression Recognition Challenge” in 2013. This dataset is
divided into two sets: the training set (28,709 images) and
the testing set (3,589 images). Each image was manually
annotated with the seven facial expression labels.
A. Network Architecture
The network architecture consists of seven phases as shown
in Figure 1. Each of the first four phases contains two
Convolutional2D layers with a filter size of 64, 128, 256,
and 512 respectively and uses single MaxPooling2D layers
with a pool size of 2 by 2, no strides, and no padding. For
the two Convolution2D layers, a kernel size of 3 x 1 and
1 x 3 were used in order with no padding. The remaining
three phases contain a Dense layer of 512, 256, and 7 units in
which the final unit corresponds to the seven facial expression
predictions. A Flatten layer is added in between the first four
phases and the last three phases. Except for the last phase, a
BatchNormalization layer and an activation function of ReLu
were added. The last phase used Softmax as the activation
function. The model is then compiled using Adam as the
optimizer.
III. EXPERIMENT DETAILS
This section contains Aff-Wild2 dataset information and our
experiment procedures. The entire training and testing is done
on a PC with the following specifications: Intel i7 9700 CPU,
RTX 2070 GPU and 64GB DDR4 RAM.
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Fig. 1. Mayur Madnani’s Deep CNN architecture
A. Aff-Wild2 dataset
Aff-Wild2 is by far the largest available wild dataset consist-
ing of 545 videos with 2,786,201 frames. It is an extension to
the previous version which was the Aff-Wild dataset [7][8]
[9][10]. This dataset provides cropped and aligned facial
images that are useful for participants with no access to a face
detector. Additionally, the dataset contains annotations in the
form of seven basic facial expressions, facial action units, and
valence-arousal intensity. The organizers of the competition
have given training, validation, and testing sets for all tracks.
B. Data preparation and preprocessing
In our experiment approach, we have merged both the
cropped and aligned images of training and validation sets and
did a train: test split ratio of 80:20. The Aff-Wild2 dataset was
split into two sets: training set (80% of the merged dataset)
and validation set (remaining 20% of the merged dataset).
The dataset is then preprocessed by converting each image
to greyscale, resizing to 48 x 48 pixels, and then converted to
NumPy format for baseline model training and testing.
C. Training setup and results
The CNN model is then trained on the training set with 100
epochs, a batch size of 512, a learning rate of 0.001, and a
weight decay of 0.000001. Finally, the model is tested on the
validation set. An accuracy of 50.77% with an F1-score of
29.16% was achieved on the validation set.
IV. CONCLUSION
In this paper, we have used a CNN-based deep learning
model that was fine-tuned using FER2013 dataset. Currently,
Aff-Wild2 is the largest and latest dataset which provides the
necessary data (i.e image, video, audio) for Facial Expression
Recognition (FER) based research on valence-arousal estima-
tion, facial action unit detection, and seven basic expression
classification. The FER2013 model has achieved an accuracy
of 50.77% on the Aff-Wild2 test set with image pixels in-
formation alone, which leaves big room for improvement. A
potential improvement is the addition of DNN (Deep Neural
Network) that takes in facial landmarks information and can be
concatenated to the CNN model to form a hybrid CNN-DNN
model for a more robust facial expression classification.
V. ACKNOWLEDGMENT
We gratefully acknowledge Mayur Madnani for making
their CNN model publicly available on their GitHub page. We
are thankful for the support from Dimitrios Kollias in promptly
responding to our queries.
REFERENCES
[1] Z. Zeng et al. “A Survey of Affect Recognition Meth-
ods: Audio, Visual, and Spontaneous Expressions”. In:
IEEE Transactions on Pattern Analysis and Machine
Intelligence 31.1 (2009), pp. 39–58.
[2] Dhwani Mehta, Mohammad Faridul Haque Siddiqui,
and Ahmad Javaid. “Facial Emotion Recognition: A
Survey and Real-World User Experiences in Mixed Re-
ality”. In: Sensors (Basel, Switzerland) 18 (Feb. 2018).
DOI: 10.3390/s18020416.
[3] Dimitrios Kollias et al. “Analysing Affective Behav-
ior in the First ABAW 2020 Competition”. In: arXiv
preprint arXiv:2001.11409 (2020).
[4] Madnani. FER - Facial Expression Recognition. https:
//github.com/mayurmadnani/fer. Accessed: 10-03-2020.
2018.
[5] Pierre-Luc Carrier et al. “FER-2013 face database”. In:
Universit de Montral (2013).
[6] Ian J. Goodfellow et al. “Challenges in Representation
Learning: A Report on Three Machine Learning Con-
tests”. In: Neural Information Processing. Berlin, Hei-
delberg: Springer Berlin Heidelberg, 2013, pp. 117–124.
ISBN: 978-3-642-42051-1.
[7] Dimitrios Kollias and Stefanos Zafeiriou. “Aff-Wild2:
Extending the Aff-Wild Database for Affect Recogni-
tion”. In: arXiv preprint arXiv:1811.07770 (2018).
[8] Dimitrios Kollias and Stefanos Zafeiriou. “Expres-
sion, Affect, Action Unit Recognition: Aff-Wild2,
Multi-Task Learning and ArcFace”. In: arXiv preprint
arXiv:1910.04855 (2019).
[9] Dimitrios Kollias et al. “Deep affect prediction in-
the-wild: Aff-wild database and challenge, deep ar-
chitectures, and beyond”. In: International Journal of
Computer Vision (2019), pp. 1–23.
[10] Stefanos Zafeiriou et al. “Aff-wild: Valence and arousal
‘in-the-wild’challenge”. In: Computer Vision and Pat-
tern Recognition Workshops (CVPRW), 2017 IEEE
Conference on. IEEE. 2017, pp. 1980–1987.
