ii) Γ(x)P(Ω)dH; (iii) Γ(x)P'(x) = LH-+H .

REMARK. The fact that Γ(x) is defined on P'(x)(H) and Γ(x)P'(x) is defined from H into H is a consequence of conditions (i) and (ii).
The following lemma shows this to be true. LEMMA REMARK. If H = X and 2?,. = Γ", then this is the usual notion of a left inverse.
If there exists an operator Γ o satisfying the following conditions: (a) Γ o e[B o ,X], where B Q is a closed linear subspace of Y containing P(Ω)
Let Γ(x) denote a left inverse for P'(x).
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DEFINITION. Given x 0 e Ω the sequence {x n }~,
is called the weak Newton sequence for x 0 (with respect to P). 
In general there are many weak (modified) Newton sequences for a particular point however, by Lemma 2.2 if the (modified) Newton sequence exists, then any weak (modified) Newton sequence coincides with it. 
Proof. For α; e /2 let T(x) = I-Γ(x)P'{x*).
Given 0<α<l there exists δ > 0 such that {# | || x -x* \\ ^ δ) c β and 
The first part of this theorem now follows from a well-known fixed point theorem [4, 661] . The latter part of the theorem is a consequence of the following Banach space inequality [3, pp. 162-163] ,
There clearly exists K and δ > 0 such that || P"{x) \\^K Proof. We show Γ(0) = Γ o satisfies (2.1) for x -0. If 5 0 = X and fl = H, then (i) of (2.1) holds. If h e H, then from (4.5) we obtain,
Ja and (ii) of (2.1) holds. By differentiating (4.5) at the origin we see that
Therefore Γ 0 P'(Q) = I;H-*H and the lemma is proved.
Let y* e Y be a solution of Problem I and /&* e X the corresponding solution of Problem II. .1) and (4.5) both the weak Newton and weak modified Newton sequences for x Q exist and can be used to obtain this solution. In addition the weak modified Newton sequence can still be used if we only have Q e C\H\. 5* A variation of the weak Newton sequence* If Γ o and P are given by (4.5) and h n is the n th term in the weak Newton sequence for h 0 = 0, then by Corollary 3.1 a left inverse for P'(h n ) is given by
This operator may be difficult to evaluate; we therefore consider the 242 RICHARD A. TAPIA following variation of the weak Newton sequence for Problem II.
For Q given by (4.3) , assume the following conditions hold:
Inherent in the above assumption is the requirement that a procedure for evaluating [Q'(x)]"" 1 is known. Let
and define h n e H and P n : H-^ X recursively by
for heH, and
. // Γ(h n ) and P n (h n ) are given by (5.2) and (5.3), then Γ(h n ) is a left inverse for Pή(h n ).
Proof. The proof of this lemma is the same as the proof of Lemma 4.2. Proof. The proof of this theorem is essentially the same as the latter part of the proof of Theorem 3.1. For g,h:B-*R\ we would like to find yeK such that for all
Jα
We are therefore interested in solving Problem I (4.6) with Q: Y->X given by: 
Since equation (6.1) is a special case of equation (6.2), we call (6.2) the generalized Euler-Lagrange equation. Given f itJ Gl,i = l,2, ,w and j = 1, 2, ««, 5, define the integral operator L: X -+X as follows: for ueX let L(u)(x) = f (6.4) + AM THEOREM 6.1. If L is given by (6.4) Proof. The proof of (i) is immediate. Since (iii) proceeds directly from (ii) and (iv) follows from (i) and (iii) we will only prove (ii).
u. Then there exists a constant B such that for x e [α, 6] 
Assume for 1 ^ n ^ k
and by induction (6.7) holds for all n. 
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Proof. The proof is straightforward although somewhat lengthy [6] .
If X, K and B are given by (4.1) h(x, y, y') = constant , a then since two of the three terms in (6.11) are differentiate, the third must also be, giving (6.10).
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