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Abstract
In this paper we investigate the weighted bootstrap for U-statistics and its properties. Under
very general choices of random weights and certain regularity conditions, we show that the
weighted bootstrap method with U-statistics provides second-order accurate approximations
to the distribution of U-statistics. We shall prove this via one-term Edgeworth expansions of
weighted U-statistics.
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1. Introduction
Let X1;y; Xn be a sequence of independent and identically distributed (i.i.d.)
random variables with common distribution function (d.f.) F : For a symmetric
kernel function hðx; yÞ; we deﬁne a U-statistic by
Un ¼ 2
nðn  1Þ
X
1piojpn
hij; ð1Þ
where hij  hðXi; XjÞ with EðhðX1; X2ÞÞ ¼ y: Further, we deﬁne
gðxÞ ¼ EðhðX1; X2ÞjX1 ¼ xÞ  y:
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Throughout the paper, it is assumed that s2g  VarðgðX1ÞÞ40 and let, for each nX2
and real x;
FnðxÞ ¼ P
ﬃﬃﬃ
n
p ðUn  yÞ
2sg
px
 
:
Asymptotic normality of FnðxÞ was ﬁrst established by Hoeffding (1948) [11] under
the condition s2goN: A more accurate approximation to FnðxÞ can be obtained by
Edgeworth expansions, which were studied very extensively by various authors in the
past two decades, including Callaert et al. [4], Bickel et al. [3], Lai and Wang [15],
Maesono [18], Bentkus et al. [2] and Putter and van Zwet [21]. For our purpose in
this paper, it is enough to describe an Edgeworth expansion with remainder term of
size oðn1=2Þ: Deﬁne
E1nðxÞ ¼ FðxÞ  g
6
ﬃﬃﬃ
n
p ðx2  1ÞfðxÞ; ð2Þ
where
g ¼ s3g fEg3ðX1Þ þ 3EðgðX1ÞgðX2ÞhðX1; X2ÞÞg:
Then if EjhðX1; X2Þj3oN and gðX1Þ is non-lattice, we have
sup
x
jFnðxÞ  E1nðxÞj ¼ oðn1=2Þ:
See Bickel et al. [3] for instance.
In the event that F is unknown, we can estimate FnðxÞ by the one-term empirical
Edgeworth expansion deﬁned by
Eˆ1nðxÞ ¼ FðxÞ  #g
6
ﬃﬃﬃ
n
p ðx2  1ÞfðxÞ;
where #g is a consistent estimator of g: Clearly, Eˆ1nðxÞ provides a second-order
accurate estimate to FnðxÞ: An alternative way to obtain a second-order accurate
estimate to FnðxÞ is via Efron’s bootstrap in a more direct way. For a description of
this, see Helmers [10] or Lai and Wang [15] for instance.
In this paper, we shall investigate yet another method to estimate FnðxÞ; namely
the generalized bootstrap or weighted bootstrap method for U-statistics. As its name
implies, the method involves placing random weights to each term hðXi; XjÞ in the
original U-statistic Un: The resulting statistic will be referred to as the weighted
bootstrap U-statistic of Un: The issue of consistency under different weights and
kernel functions has been studied by many authors; see Janssen [14], Husˇkova´ and
Janssen [12,13], Dehling and Mikosch [6] and others. It is the purpose of this paper
to study higher-order performance of the weighted bootstrap U-statistics under
various choices of random weights.
It is worth mentioning that the weighted bootstrap in the case of means has been
well studied so far. See the monograph by Barbe and Bertail [1] and the references
therein. In particular, results on the second-order accuracy under various situations
in the case of means were given by Weng [24], Haeusler et al. [8], Lo [17] and others.
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Finally, we remark that the results of this paper differ from those in Tu [23], in which
he constructed a weighted bootstrap U-statistic by using Jackknife pseudo-values.
The paper is organized as follows. In Section 2, we shall show that under rather
weak conditions, the weighted bootstrap method for U-statistics provides a second-
order accurate estimate to the target distribution function FnðxÞ: We shall prove this
by way of establishing Edgeworth expansions for the weighted (bootstrap) U-
statistics, which is treated in Section 3. Proofs of all the main results are given in
Section 4. Finally, some technical details will be relegated to Section 5.
2. Main results for weighted bootstrap U-statistics
In this section, we introduce the weighted bootstrap U-statistics and study their
properties. The weight function can either be dependent or independent. For ease of
exposition, we shall deal with them separately.
2.1. Dependent weights
Let fWnj ; 1pjpng be a sequence of random weights independent of the data
fX1;y; Xng: Deﬁne the weighted bootstrap U-statistic by
UWn ¼
1
n2
X
iaj
WniWnjhij : ð3Þ
There are many ways to choose the weights Wni: For instance, (3) reduces to Efron’s
bootstrap U-statistics if multinomial weights are chosen, i.e.,
ðWn1;y; WnnÞBMultinomial fn; n1;y; n1g:
Another example is the Bayesian bootstrap U-statistics which can be formed by
choosing the weights fWnj ; 1pjpng from a Dirichlet distribution, i.e.,
ðn1Wn1;y; n1WnnÞBDirichletð1; 1;y; 1Þ:
For more examples, see Mason and Newton [19], Dehling et al. [5] and Husˇkova´ and
Janssen [13]. Note that in all these examples, the weights fWnj ; 1pjpng are
dependent random variables satisfying
WnjX0;
Xn
j¼1
Wnj ¼ n: ð4Þ
Here we choose the random weights of the following form:
Wnj ¼ Yj
Y
with Y ¼ 1
n
Xn
j¼1
Yj ; ð5Þ
where Yj’s are i.i.d. strictly positive random variables (independent of Xj). Clearly,
the weights in (5) satisfy (4).
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Let PðÞ denote the conditional probability given X1;y; Xn: Let
anj ¼ 1
n
Xn
k¼1
kaj
hjk; U1n ¼ 2
nðn þ 1Þ
X
ioj
hij ¼ n  1
n þ 1Un;
s2n ¼
4
n
Xn
j¼1
ðanj  UnÞ2; s21n ¼
4
n
Xn
j¼1
anj  n  1
n
U1n
 2
: ð6Þ
For an arbitrary random variable Z; write
kðZÞ ¼ 1 sup fjE expfitðZ  EZÞgj : EZ2=ð8EjZj3Þpjtjp2n1=5g: ð7Þ
We shall elaborate more on the above deﬁnitions. The deﬁnitions of s2n and s
2
1n are
two slightly different versions of the variance estimators of s2; which are related by
s21n ¼ s2n þ 4ðn þ 1Þ2U2n : The deﬁnition of kðZÞ is related to the smoothness of the
r.v. Z; see Remark 2.2 below, for instance.
Our ﬁrst theorem shows that the distribution function of the weighted bootstrap
U-statistic, appropriately centered and normalized, can provide a second-order
accurate approximation to the distribution function FnðxÞ of the standardized U-
statistic Un:
Theorem 2.1. Suppose that
(A1) Ejh12j3oN;
(A2) EjY1j3oN; kðY1Þ40;
(A3) ðEY1Þ2 ¼ VarðY1Þ; EðY1  EY1Þ3=ðVarðY1ÞÞ3=2 ¼ 1;
(A4) kðgðX1ÞÞ40:
Then we have
sup
x
P
ﬃﬃﬃ
n
p ðUWn  U1nÞ
s1n
px
 
 FnðxÞ

 ¼ oðn1=2Þ; a:s: ð8Þ
The proof of Theorem 2.1 follows easily from Theorem 3.1 in the next section and
the next theorem, which gives an Edgeworth expansion of weighted bootstrap U-
statistics.
Theorem 2.2. Suppose that conditions (A1)–(A3) in Theorem 2.1 hold, then we have
sup
x
P
ﬃﬃﬃ
n
p ðUWn  U1nÞ
s1n
px
 
 E1nðxÞ

 ¼ oðn1=2Þ; a:s: ð9Þ
where E1nðxÞ was given in (2).
Remark 2.1. The centering value U1n in (8) cannot be replaced by Un: To see why,
note U1n  Un ¼ 2Un=ðn þ 1Þ ¼ Opðn1=2Þ: Therefore, by replacing U1n by Un; a
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bias term of size Oðn1=2Þ will be introduced in the Edgeworth expansion. On the
other hand, s1n can be replaced by sn since s21n ¼ s2n þ 4ðn þ 1Þ2U2n :
Remark 2.2. If the distribution of Z is non-lattice or the Cra´mer condition
limjtj-NjEeitZjo1 is satisﬁed, then it can be shown that lim infn1=6XEZ2=ð16EjZj3Þ
kðZÞ40:
Remark 2.3. The weights Y ’s satisfying conditions (A2) and (A3) in Theorem 2.1
can be easily found. For instance, one can choose Y to follow Gamma distribution
function with p.d.f.
fY ðyÞ ¼ 1GðaÞga y
a1ey=gIð0;NÞðxÞ;
where the two parameters ða; gÞ can be determined by the two restrictions in (A3).
2.2. Independent weights
Notice that the above chosen weight function Wni are dependent weights. It is
also of interest to consider the case of independent weights. In other words, let
xi be i.i.d. random variables independent of Xi: Here, the weights xi’s need not
be non-negative. Deﬁne the weighted bootstrap U-statistics with independent
weights x’s by
Ux ¼ 1
n2
X
iaj
xixjhij:
Note that Ux is of random quadratic form. Write
mx ¼ Ex1; t2x ¼ Varðx1Þ:
Dehling and Mikosch [6] discussed the consistency of the distribution function of Ux
under the conditions mx ¼ 0 and t2x ¼ 1: The next theorem gives a parallel result to
that of Theorem 2.1.
Theorem 2.3. Assume that
(B1) Ejh12j3oN; kðgðX1ÞÞ40;
(B2) Ejx1j3oN; kðx1Þ40;
(B3) ðEx1Þ2 ¼ Varðx1Þ; Eðx1  Ex1Þ3=ðVarðx1ÞÞ3=2 ¼ 1:
Then we have
sup
x
P
ﬃﬃﬃ
n
p ðUx  ðn  1ÞUn=nÞ
mxtxsn
px
 
 FnðxÞ

 ¼ oðn1=2Þ; a:s:; ð10Þ
where sn is defined as in (6).
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Variations of the last theorem exist. For instance, deﬁne
U˜x ¼ 1
n2
X
iaj
xixj þ
ðmx  txÞðxi  mxÞðxj  mxÞ
tx
 
ðhij  UnÞ:
We have the following theorem.
Theorem 2.4. Assume that the conditions of Theorem 2.3 hold except that ðEx1Þ2 ¼
Varðx1Þ is now removed. Then we have
sup
x
P
ﬃﬃﬃ
n
p
U˜x
mxtxsn
px
 
 FnðxÞ

 ¼ oðn1=2Þ; a:s: ð11Þ
The rates of convergence in (11) can be improved under slightly higher moment
conditions.
Theorem 2.5. Suppose that
(C1) Ejh12j4oN; kðgðX1ÞÞ40;
(C2) Ejx1j4oN; kðx1Þ40;
(C3) Eðx1  Ex1Þ3=ðVarðx1ÞÞ3=2 ¼ 1:
Then we have
sup
x
P
ﬃﬃﬃ
n
p
U˜x
mxtxsn
px
 
 FnðxÞ

 ¼ Oðn2=3 log nÞ; a:s: ð12Þ
3. Edgeworth expansion for weighted U-statistics
To prove the main results of the last section, we need to establish Edgeworth
expansions for weighted U-statistics, which could also be of independent interest.
Edgeworth expansions for (non-weighted) U-statistics have been studied very
extensively in the past two decades. References are Callaert et al. [4], Bickel et al. [3],
Lai and Wang [15], Maesono [18], Bentkus et al. [2] and Putter and van Zwet [21].
Let X1;y; Xn be a sequence of independent and identically distributed (i.i.d.)
generic random variables, which could be different from those given in previous
sections. Let xðxÞ and cðx; yÞ be real functions in its arguments. For some sequences
of real numbers bnj ; cnj and dnij; we deﬁne
Tn ¼ 1
Bn
Xn
j¼1
bnjXj þ 1
n
Xn
j¼1
cnjxðXjÞ þ 1
n3=2
X
ioj
dnijcðXi; XjÞ;
where B2n ¼
Pn
j¼1 b
2
nj : Many statistics of interest can be put in the form of Tn: In this
section, we shall derive an Edgeworth expansion for the distribution of Tn: As an
application, we shall reﬁne an Edgeworth expansion obtained by Bickel et al. [3].
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Furthermore, the expansion will also be useful in proving the main theorems
presented earlier in this paper.
Deﬁne
E2nðxÞ ¼ FðxÞ þ L1nðxÞ þ L2nðxÞ;
where
L1nðxÞ ¼
Xn
j¼1
ðEFðx  bnjXj=BnÞ  FðxÞÞ  12Fð2ÞðxÞ;
L2nðxÞ ¼ K1nFð2ÞðxÞ  K2nFð3ÞðxÞ
with K1n and K2n given by
K1n ¼ 1
nBn
Xn
j¼1
bnjcnjEðX1xðX1ÞÞ;
K2n ¼ 1
n3=2B2n
X
1piojpn
bnibnjdnijEðX1X2cðX1; X2ÞÞ:
The next theorem states that E2nðxÞ provides a second-order accurate approximation
to the distribution of Tn under appropriate conditions.
Theorem 3.1. Suppose that
(D1) EX1 ¼ 0; EX 21 ¼ 1; EjX1j3oN; kðX1Þ40;
(D2) ExðX1Þ ¼ 0; E½cðX1; X2ÞjXt ¼ 0; t ¼ 1; 2;
(D3) For the sequences bnj ; cnj and dnij; there exist absolute constants l1;y; l4; which
are independent of n; F ; x and c; such that
1
n
Xn
j¼1
b2njXl140;
1
n
Xn
j¼1
jbnj j3pl2oN; ð13Þ
1
n
Xn
j¼1
c2njpl3oN;
1
mn
Xm
i¼1
Xn
j¼1
jai
d2nijpl4oN; for all mX1: ð14Þ
Then we have that for any nX2;
sup
x
jPðTnpxÞ  E2nðxÞjpC1k1ðX1Þðlþ rþ bÞn2=3 log n þ C2b2n1; ð15Þ
where
r ¼ Ex2ðX1Þ; b ¼ EjX1j3; and l ¼ Ec2ðX1; X2Þ:
In the remainder of this section, we shall give a more explicit expression of E2nðxÞ:
Write
IIn ¼ sup
x
L1nðxÞ þ EX
3
1
6B3n
Xn
j¼1
b3njF
ð3ÞðxÞ

:
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Under condition (13), we shall show that IIn ¼ oðn1=2Þ: In fact, similar to Theorem
2.3 of Hall [9], it follows that
IInpC1B3n
Xn
j¼1
jbnj j3EðjX1j3IfjbnjX1jXBngÞ
þ C2B4n
Xn
j¼1
b4njEðX 41 IfjbnjX1jpBngÞ; ð16Þ
where (here and below) IfBg denotes the indicator function for a set B: By applying
(13), we get that for all 1pjpn;
BnXl
1=2
1 n
1=2 and jbnj jpl1=32 n1=3:
Therefore, there exists a constant C040 such that
EðjX1j3IfjbnjX1jXBngÞpEðjX1j3IfjX1jXC0n1=6gÞ;
jbnj jEðX 41 IfjbnjX1jpBngÞ
pB4=5n EjX1j3 þ jbnj jEðX 41 IfB4=5n pjbnjX1jpBngÞ
pB4=5n EjX1j3 þ BnEðjX1j3IfjX1jXC0n1=15gÞ:
These estimates, together with (16), imply IIn ¼ oðn1=2Þ: Therefore, combining (16)
and Theorem 3.1 yields the following theorem.
Theorem 3.2. Suppose that
Eh212oN; EjgðX1Þj3oN; kðgðX1ÞÞ40:
Then for all nX2;
sup
x
jFnðxÞ  E1nðxÞj
p C1
kðgðX1ÞÞ
Eh212
s2g
þ EjgðX1Þj
3
s3g
 !
n2=3 log n þ C2 EjgðX1Þj
3
s3g
 !2
n1
þ C3
s3g
EðjgðX1Þj3IfjgðX1ÞjX
ﬃﬃﬃ
n
p
sggÞn1=2
þ C4
s4g
EðjgðX1Þj4IfjgðX1Þjp
ﬃﬃﬃ
n
p
sggÞn1; ð17Þ
where E1nðxÞ was given in (2).
4. Proofs of main results
In this section, we give proofs of the theorems. Since Theorem 3.1 will be used in
the proofs of other theorems, we shall provide its proof ﬁrst.
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From here on, we shall denote by A; A0; A1;y; some positive constants
independent of n; and by C; C0; C1;y; some positive absolute constants
independent of n; F and h: All these constants may be different at each occurrence.
For ease of presentation, we write
P
ioj and
P
iajak for
P
1piojpn and
P
1piajakpn;
respectively.
4.1. Proof of Theorem 3.1
We may assume nXn0; where n0 is chosen suitably large. Write
gjðtÞ ¼ EðeitbnjXj=BnÞ;
j1nðtÞ ¼ 1þ
Xn
j¼1
½gjðtÞ  1 þ
1
2
t2
 !
et
2=2;
j2nðtÞ ¼ ðitK1n  t2K2nÞet
2=2;
Sn ¼ 1
Bn
Xn
j¼1
bnjXj ;
Dn;m ¼ 1
n
Xm
j¼1
cnjxðXjÞ þ n3=2
Xm1
i¼1
Xn
j¼iþ1
dnijcðXi; XjÞ:
Simple calculation shows thatZ N
N
eitx d½FðxÞ þ L1nðxÞ ¼ j1nðtÞ;Z N
N
eitxdL2nðxÞ ¼ itj2nðtÞ:
From these and Esseen’s smoothing lemma [20], it follows that (noting EjX1j3X1)
sup
x
PðTnpxÞ  E2nðxÞj j
p
Z
jtjpn2=3
jtj1jEeitTn  j1nðtÞ  itj2nðtÞj dt þ Cn2=3 sup
x
dE2nðxÞ
dx


p
X4
j¼1
Ijn þ C1n2=3ðjK1nj þ jK2nj þ bÞ; ð18Þ
where
I1n ¼
Z
jtjpn1=10
jtj1jEeitTn  EeitSn  itEðDn;neitSnÞj dt
I2n ¼
Z
jtjpn1=10
jtj1jEeitSn  j1nðtÞj dt;
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I3n ¼
Z
jtjpn1=10
jEðDn;neitSnÞ  j2nðtÞj dt;
I4n ¼
Z
n1=10 pjtjpn2=3
jtj1jEeitTn j dt:
To prove (15), in the following, we obtain bounds for each term in (18).
We ﬁrst deal with the terms jK1nj and jK2nj in (18). Note that (13) implies that
l1npB2np
Xn
j¼1
ð1þ jbnj j3Þpð1þ l2Þ n: ð19Þ
Also by the Cauchy–Schwartz inequality, we have
X
ioj
ðjbnijkb2njÞp
Xn
j¼1
jbnj jk
 ! Xn
j¼1
b2nj
 !
; k ¼ 2; 3: ð20Þ
Hence it follows from (19) and (20) that
jK1njp 1
4nBn
Xn
j¼1
ðb2nj þ c2njÞð1þ rÞpC1n1=2ð1þ rÞ;
jK2njp 1
4n3=2 B2n
X
ioj
ðb2nib2nj þ d2nijÞð1þ lÞpC2n1=2ð1þ lÞ:
Next we investigate the terms Iin for 1pip4 in (18).
First we estimate I1n: By Taylor’s expansion,
eitTn ¼ eitSn eitDn;n ¼ eitSn 1þ itDn;n þ 1
2
ðitÞ2D2n;neitDn;nZ
 
; jZjo1:
Using (14), it can be easily shown that
ED2n;mpCn2mðlþ rÞ:
Thus, we have
I1np
1
2
Z
jtjpn1=10
jtjEðD2n;nÞ dtpCn2=3ðlþ rÞ:
Secondly we estimate I2n: Using similar arguments to the proof of Lemma 5.2.1 in
Hall [9] and also noting that jbnjjpl1=32 n1=3 for all j; we have
I2np
C1
B4n
Xn
j¼1
b4nj þ C2
1
B3n
Xn
j¼1
jbnj j3EjX1j3
 !2
pC1n2=3 þ C2n1ðEjX1j3Þ2:
Thirdly we estimate I3n: For simplicity, we write
Zj ¼ bnjXj
Bn
; cij ¼ dnijcðXi; XjÞ:
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Let RðzÞ ¼ eiz  1 iz: Using the inequality jRðzÞjpjzja for all 1pap2 and the
assumption EX 21 ¼ 1; we ﬁnd by Taylor’s expansion that
EðcijeitðZiþZjÞÞ
¼ Eðcijð1þ itZi þ RðtZiÞÞð1þ itZj þ RðtZjÞÞÞ
¼  t2EðcijZiZjÞ þ Efcij ½ðitÞðZiRðtZjÞ þ ZjRðtZiÞÞ þ RðtZiÞRðtZjÞg
  t2lij þ y1ijðtÞ;
where lij and y1ijðtÞ satisfy
jlijj ¼ jbnibnjdnijjB2n jEðX1X2cðX1; X2ÞÞjpCl1=2ðb2nib2nj þ d2nijÞ=n; ð21Þ
jy1ijðtÞjp 2jtj5=2EðjcijZiZ3=2j j þ jcijZjZ3=2i jÞ
p 2jtj5=2EjX1X 3=22 cðX1; X2Þjðjbnij3=2jbnj j þ ðjbnj j3=2jbnijÞjdnijj=B5=2n
pCjtj5=2ðlbÞ1=2ðd2nij þ jbnij3b2nj þ jbnj j3b2niÞ=n5=4: ð22Þ
Therefore, we have
n3=2
X
ioj
EðcijeitSnÞ ¼ n3=2
X
ioj
EðcijeitðZiþZjÞÞEðeitðSnZiZjÞÞ
¼ n3=2
X
ioj
ðt2lij þ y1ijðtÞÞ
Y
kai; j
gkðtÞ
¼ n3=2
X
ioj
t2lijðet2=2 þ y2ijðtÞÞ þ y1ijðtÞ
Y
kai; j
gkðtÞ
 !
¼ n3=2
X
ioj
ðt2et2=2lij þ y3ijðtÞÞ
¼  K2nt2et2=2 þ Rn4ðtÞ; ð23Þ
where, for jtjpn1=10 and suitably large n; we can apply Lemma A.4 in the Appendix
to obtain
jy2ijðtÞj ¼
Y
kai; j
gkðtÞ  et
2=2

pC bﬃﬃﬃnp þ 1n ðb2ni þ b2njÞ
 
ðt2 þ t4Þet2=8;
jy3ijðtÞjp4jy1ijðtÞjet2=8 þ jlij j jy2ijðtÞjt2;
jRn4ðtÞjp 1
n3=2
X
ioj
4jy1ijðtÞj þ jlijj bﬃﬃﬃ
n
p þ 1
n
ðb2ni þ b2njÞ
 
ðt2 þ t6Þ
 
et
2=8
pCðn3=4ðlbÞ1=2 þ n1l1=2bÞðjtj þ jtj6Þet2=8
pC1ðn3=4ðlþ bÞ þ b2n1Þðjtj þ jtj6Þet2=8:
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Similarly, we have that
1
n
Xn
j¼1
EðxðXjÞeitSnÞ ¼ itK1net2=2 þ Rn5ðtÞ; ð24Þ
where Rn5ðtÞ satisﬁes jRn5ðtÞjpCðn3=4ðrþ bÞ þ b2n1Þðjtj þ jtj5Þet2=8: It
follows from (23) and (24) that
I3npC1n3=4ðlþ rþ bÞ þ C2n1b2: ð25Þ
Finally we estimate I4n: First deﬁne
O ¼ fk : minð1=2; l2=l3=21 Þp
ﬃﬃﬃ
n
p jbnkj=Bnp2l2=l3=21 g: ð26Þ
Then from Lemma A.5 in the Appendix, there exists 0ok0o1 such that
#fOgXk0n; ð27Þ
where #fOg denotes the number of elements in O:
Without loss of generality, we assume that l2=l
3=2
1 X1=2 and bn1;y; bn;k0n AO:
For 2pmpk0n; write
Sm ¼ 1
Bn
Xm
k¼1
bnkXk; S
i; j
m ¼
1
Bn
Xm
kai; j
bnkXk:
Similar to (17)–(22) of Bickel et al. [3], we ﬁnd that for any 2pmpk0n;
jEeitTn jpjEeitSm1 j þ jtjn1=2mðlþ rÞ1=2 sup
1piajpn
jEeitSi; jm j þ Cn2mðlþ rÞt2:ð28Þ
Since bnkAO and l2=l
3=2
1 X1=2; i.e. there exists C such that
1=2p ﬃﬃﬃnp jbnkj=BnpCoN; ð29Þ
it is well known that there exists c040 such that when jtjp14 ðEjX1j3Þ1
ﬃﬃﬃ
n
p
;
jEeitSm jpec0mt2=n; jEeitSi; jm jpec0ðm2Þt2=n: ð30Þ
Choosing m ¼ 6n log n
c0t2
h i
þ 1; it follows from (28) and (30) thatZ
n1=10pjtjp1
4
ðEjX1j3Þ1
ﬃﬃ
n
p jtj
1jEeitTn jdtpCð1þ lþ rÞn3=4: ð31Þ
On the other hand, it follows from kðX1Þ40 and (29) that if
1
4
ðEjX1j3Þ1
ﬃﬃﬃ
n
p pjtjp2n7=10 and n is suitable large, then
jEe
itbnk
Bn
Xk
p1 kðX1Þ:
Therefore, it can be easy shown that when 1
4
ðEjX1j3Þ1
ﬃﬃﬃ
n
p pjtjp2n7=10 and n is
suitable large,
jEeitSm jpemkðX1Þ and jEeitSi; jm jpeðm2ÞkðX1Þ:
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These inequalities, together with (28) by choosing m ¼ ½4 log n=kðX1Þ þ 2; imply
that Z
1
4
ðEjX1j3Þ1
ﬃﬃ
n
p pjtjpn2=3
jtj1jEeitTn jdtpCk1ðX1Þð1þ lþ rÞn2=3 log n: ð32Þ
From (31) and (32), it follows that
I4npCk1ðX1Þð1þ lþ rÞn2=3 log n:
Substituting the above estimates for Iin’s and Kin’s into (18), (15) follows
immediately and hence we complete the proof of Theorem 3.1.
4.2. Proof of Theorem 2.2
To use Theorem 3.1, put
my ¼ EY1; t2y ¼ VarðY1Þ;
Zj ¼
1
ty
ðYj  myÞ; Z ¼
1
n
Xn
j¼1
Zj;
bnj ¼ anj  n  1
n
U1n; dnij ¼ hij  U1n:
From the above deﬁnitions, it follows that
Y ¼ my þ Zty;
1
n2
X
jai
dnij ¼ 2
n
U1n;
1
n
Xn
j¼1
jai
dnij ¼ bni;
YiYj  m2y ¼ myðYi  myÞ þ myðYj  myÞ þ ðYi  myÞðYj  myÞ:
Therefore, we obtain (recall m2y ¼ t2y and hence EY 21 ¼ 2m2y)
DnðxÞ P
ﬃﬃﬃ
n
p
s1n
ðUWn  U1nÞpx
 
¼P
ﬃﬃﬃ
n
p
s1n
1
n2
X
iaj
YiYjhij  Y 2U1n
 !
pY 2x
( )
¼P
ﬃﬃﬃ
n
p
s1n
1
n2
X
iaj
ðYiYj  m2yÞdnij þ
1
n2
Xn
j¼1
ð2m2y  Y 2j ÞU1n
 !
pY 2x
( )
¼P 2ﬃﬃﬃ
n
p
s1n
Xn
j¼1
Zjbnj þ
2
n3=2s1n
X
ioj
ZiZjdnij þ Rnp 1þ 2Zþ Z2
 
x
 !
¼P Gn þ 1
n
Xn
j¼1
*ZjðxÞpð1þ Z2Þx þ Rn1
 !
; ð33Þ
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where
qj ¼
2m2y  Y 2j
m2y
; Rn ¼ U1n
n3=2s1n
Xn
j¼1
qj;
Gn ¼ 2ﬃﬃﬃ
n
p
s1n
Xn
j¼1
Zjbnj þ
2
n3=2s1n
X
ioj
ZiZjdnij:
*ZjðxÞ ¼ U1nﬃﬃﬃ
n
p
s1n
ðqjIfjqj jp
ﬃﬃﬃ
n
p g  EfqjIfjqjjp
ﬃﬃﬃ
n
p ggÞ  2xZj;
Rn1 ¼ U1n
n3=2s1n
Xn
j¼1
ðEfqjIfjqjjX
ﬃﬃﬃ
n
p gg  qjIfjqj jX
ﬃﬃﬃ
n
p gÞ:
Note that in (33), we have turned the distribution function of the weighted
bootstrap U-statistic
ﬃﬃﬃ
n
p ðUWn  U1nÞ=s1n into the distribution of some statistic of
the form given in Theorem 3.1, which can now be used for our proof below. First we
shall prove the following relations:
sup
x2X5 log n
PðjGnjXjxjÞ ¼ Oðn2=3 log nÞ a:s:; ð34Þ
sup
x2p10 log n
sup
y
P Gn þ 1
n
Xn
j¼1
*ZjðxÞpy
 !
 E1nðyÞ

 ¼ oðn1=2Þ; a:s: ð35Þ
Denote by E the conditional expectation given the data X1; X2;y; Xn: In terms of
Lemmas A.1–A.2, EZ21 ¼ 1 and ns21n ¼ 4
Pn
j¼1 b
2
nj ; it follows from Theorem 3.1 that
for any ﬁxed xAR;
sup
y
P Gn þ 1
n
Xn
j¼1
*ZjðxÞpy
 !
 E2nðyÞ


pCk1ðZ1Þð1þ EZ21 ðxÞ þ EjZ1j3Þn2=3 log n þ C1ðEjZ1j3Þ2n1
pAð1þ x2Þn2=3 log n; a:s:; ð36Þ
where E2nðyÞ ¼ FðyÞ þ L1nðyÞ þ L2nðyÞ;
L1nðyÞ ¼
Xn
j¼1
E F y  2Zjbnjﬃﬃﬃ
n
p
s1n
 
 FðyÞ
 
 1
2
Fð2ÞðyÞ;
L2nðyÞ ¼ 2
n3=2s1n
Xn
j¼1
bnjE
ðZ1Z1ðxÞÞFð2ÞðyÞ 
8
n5=2s31n
X
ioj
bnibnjdnijFð3ÞðyÞ;
and we also used the following estimate:
EZ21 ðxÞp4x2EZ21 þ 8s21n U21npAð1þ x2Þ; a:s:
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Recalling (16) and using (A.3) and (A.4) in Lemma A.2, we have that
sup
y
L1nðyÞ þ Eg
3ðX1Þ
6
ﬃﬃﬃ
n
p
s3g
Fð3ÞðyÞ


pAn1=2 8
s31nn
Xn
j¼1
b3nj 
EgðX1Þ3
s3g

þ oðn1=2Þ ¼ oðn1=2Þ; a:s: ð37Þ
Noting
Pn
j¼1 bnj ¼ 2U1n; EjZ1Z1ðxÞjpðEZ21 ðxÞÞ1=2pAð1þ jxjÞ and using Lemmas
A.1 and (A.5) in Lemma A.2, we have that
sup
x2p10 log n
sup
y
L2nðyÞ þ EgðX1ÞgðX2Þh12
2
ﬃﬃﬃ
n
p
s3g
Fð3ÞðyÞ


pA1 sup
x2p10 log n
EjZ1Z1ðxÞj
n3=2s1n
Xn
j¼1
bnj

þ A2n1=2
8
P
ioj bnibnjdnij
s31nn
2
 EgðX1ÞgðX2Þh12
2s3g


¼ oðn1=2Þ; a:s: ð38Þ
It follows from (36)–(38) that
supx2p10 log n sup
y
P Gn þ 1
n
Xn
j¼1
*ZjðxÞpy
 !
 E1nðyÞ


p sup
x2p10 log n
sup
y
jE2nðyÞ  E1nðyÞj þ Oðn2=3 log2 nÞ
p sup
y
L1nðyÞ þ Eg
3ðX1Þ
6
ﬃﬃﬃ
n
p
s3g
Fð3ÞðyÞ


þ sup
x2p10 log n
sup
y
L2nðyÞ þ EgðX1ÞgðX2Þh12
2
ﬃﬃﬃ
n
p
s3g
Fð3ÞðyÞ

þ oðn1=2Þ
¼ oðn1=2Þ; a:s:;
which implies (35).
Similarly to the proof of (35), we can obtain that (note that Gn does not include x)
sup
x2X5 log n
jPðGnXjxjÞ  ð1 E1nðjxjÞÞj ¼ Oðn2=3 log nÞ; a:s:;
sup
x2X5 log n
jPðGnp jxjÞ  E1nðjxjÞj ¼ Oðn2=3 log nÞ; a:s:
These, together with supx2X5 log nj1 E1nðjxjÞjpAn2; imply (34).
Next we ﬁnish the proof of Theorem 2.2. Recall EY 21 ¼ 2m2y and EjY1j3oN; by
Markov’s inequality, we get
PðZ2XA0n3=5ÞpA1n9=10EjZj3pA2n3=5 ð39Þ
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and
en  Eðjq1j3=2Ifjq1jX
ﬃﬃﬃ
n
p gÞ-0: ð40Þ
It follows from (40) that
PðjRn1jXe1=2n n1=2Þp n3=4=e3=4n EjRn1j3=2
pA1n1=2e1=4n
U1n
s1n


3=2
¼ oðn1=2Þ; a:s: ð41Þ
In terms of (39)–(41), we get
DnðxÞpP Gn þ 1
n
Xn
j¼1
*ZjðxÞpð1þ n3=5Þx þ e1=2n n1=2
 !
þ PðZ2Xn3=5Þ þ PðjRn1jXe1=2n n1=2Þ
pP Gn þ 1
n
Xn
j¼1
Zj ðxÞpð1þ n3=5Þx þ e1=2n n1=2
 !
þ oðn1=2Þ; a:s:
Similarly, we have
DnðxÞXP Gn þ 1
n
Xn
j¼1
*ZjðxÞpð1 n3=5Þx  e1=2n n1=2
 !
 oðn1=2Þ; a:s:
From these relations and (35), it follows that
sup
x2p10 log n
jDnðxÞ  E1nðxÞj
p sup
x2p10 log n
sup
y
P Gn þ 1
n
Xn
j¼1
*ZjðxÞpy
 !
 E1nðyÞ


þ sup
x2p10 log n
jE1nðð1þ C1nÞx þ C2nÞ  E1nðxÞj þ oðn1=2Þ
¼ oðn1=2Þ; a:s:; ð42Þ
where we assume jC1nj ¼ n3=5; jC2nj ¼ e1=2n n1=2 and use the following elementary
estimate: when jpnj þ jqnj-0
sup
x
jFðkÞ½ð1þ pnÞx þ qn  FðkÞðxÞjpAðjpnj þ jqnjÞ; for k ¼ 0; 1; 2;y:
On the other hand, by applying the second last equality in (33), (34) and (39),
sup
x2X10 log n
jDnðxÞ  E1nðxÞj
p sup
x2X10 log n
PðGnXð1þ 2Zþ Z2Þx þ jRnjÞ þ sup
x2X10 log n
j1 E1nðxÞj
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p sup
x2X10 log n
PðGnXx=2Þ þ Pðj2Zþ Z2jX1=4Þ
þ PðjRnjX1=4Þ þ Oðn2Þ
¼ oðn1=2Þ; a:s:; ð43Þ
where we use the estimate PðjRnjX1=4ÞpAn5=4Ejq1j3=2; a.s. which can be proved
as in (41).
Note that (9) follows from (42) and (43), we ﬁnish the proof of Theorem 2.2.
4.3. Proof of Theorems 2.3–2.5
We ﬁrst prove Theorem 2.5. Put zj ¼ ðxj  mxÞ=tx: As in (33), we obtain
P
ﬃﬃﬃ
n
p
mxtxsn
U˜xpx
 
¼P 2ﬃﬃﬃ
n
p
sn
Xn
j¼1
zjðanj  UnÞ
(
þ 2
n3=2sn
Xn
i¼1
ziUn þ
1
n3=2sn
X
iaj
zizjðhij  UnÞpx
)
:
So Theorem 2.5 follows easily from Lemmas A.2 and A.3 in the Appendix and
Theorems 3.1 and 3.2.
The proofs of Theorems 2.2 and 2.4 can be shown similarly and hence omitted
here.
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Appendix. Some technical lemmas
In this section, we give some lemmas which are complement to the main results.
Lemma A.1. Let f ðx1;y; xmÞ be a real-valued function symmetric in its arguments.
Define a U-statistic by
Unðf Þ ¼ nm
 1 X
1pi1o?oimpn
f ðXi1 ;y; XimÞ; nXm:
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Assume that Ejf ðX1;y; XmÞjpoN: Then
nmUnðjf jÞ-0 a:s: for 0opo1;
n11=pjUnðf Þ  E f ðX1;y; XmÞj-0 a:s: for 1ppo2;ﬃﬃﬃ
n
p
log n
jUnðf Þ  E f ðX1;y; XmÞj-0 a:s: for p ¼ 2:
Proof. For 0opo2; the results are from Gine and Zinn [7]. For p ¼ 2; see Lee [16]
or Serﬂing [22].
The notations used in Lemmas A.2 and A.3 below are the same as those in
Theorem 2.2 and its proof.
Lemma A.2. Assume that Ejh12j3oN: Then,
1
mn
Xm
i¼1
Xn
j¼1
jai
d2nijpCoN for any m; nX1; ðA:1Þ
1
n
Xn
j¼1
jbnj j3pC1oN; ðA:2Þ
1
n
Xn
j¼1
b3nj-EgðX1Þ3 a:s:; ðA:3Þ
1
n
Xn
j¼1
b2nj-EgðX1Þ2 a:s:; ðA:4Þ
1
n2
X
ioj
bnibnjdnij-
1
2
EðgðX1ÞgðX2Þh12Þ a:s: ðA:5Þ
Proof. We shall only prove (A.3) below. The proofs for others are similar and hence
will be omitted. By the deﬁnition of bnj ; it follows that
bnj ¼ 1
n
Xn
k¼1
kaj
ðhjk  Eh12Þ  n  1
n
ðU1n  Eh12Þ
¼ 1
n
Xn
k¼1
kaj
ðhjk  Eh12Þ þ  n  1
n2ðn þ 1Þ
X
ioj
ðhij  Eh12Þ þ ðn  2Þ
2
n2ðn þ 1Þ Eh12
 !
¼Sj þ Qn; say: ðA:6Þ
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Write hjk ¼ hjk  Eh12: Simple calculations show that
1
n
Xn
j¼1
S3j ¼
1
n4
X
jak
h3jk þ
2
n4
X
jakal
h2jk h

jl þ
1
n4
X
jakalam
hjkh

jlh

jm
¼Z1n þ Z2n þ Z3n; say: ðA:7Þ
It follows from Ejh12j3oN that
Ejh212h13jpEjh12j3oN; Ejh12h13h14jpEjh12j3oN:
Using Lemma A.1, we obtain that
Qn-0; Z1n-0; Z2n-0; a:s:;
Z3n ¼ 4!
n4
X
jokolom
hjkh

jlh

jm-Eh

12h

13h

14 ¼ EgðX1Þ3; a:s:
Therefore,
1
n
Xn
j¼1
S3j-EgðX1Þ3; a:s:
Similarly, we get
1
n
Xn
j¼1
S2j-Eh

12h

13 ¼ EgðX1Þ2; a:s:;
1
n
Xn
j¼1
Sj ¼ n  1
n
Un-Eh12; a:s:
In view of the above estimates, we have that
1
n
Xn
j¼1
b3nj ¼
1
n
Xn
j¼1
ðS3j þ 3S2j Qn þ 3SjQ2n þ Q3nÞ-EgðX1Þ3; a:s:
Thus (A.3) is proved.
Lemma A.3. Assume that Ejh12j4oN: Then
1
n
Xn
j¼1
ðanj  UnÞ3  EgðX1Þ3 ¼ oðn1=4Þ a:s:; ðA:8Þ
1
n
Xn
j¼1
ðanj  UnÞ2  EgðX1Þ2 ¼ oðn1=4Þ a:s:; ðA:9Þ
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1n2
X
ioj
ðani  UnÞðanj  UnÞðhij  UnÞ
 1
2
EðgðX1ÞgðX2Þh12Þ ¼ oðn1=4Þ a:s: ðA:10Þ
Proof. We only prove (A.10). The others are similar and will be omitted. Again
writing hjk ¼ hjk  Eh12: As in Lemma A.2, we have that
anj  Un ¼ 1
n
Xn
k¼1
kaj
hjk 
1
n2
X
jak
hjk ¼ Sj  Qn; say
hij  Un ¼ hij 
n
n  1Q

n:
Therefore, it follows that
1
n2
X
ioj
ðani  UnÞðanj  UnÞðhij  UnÞ
¼ 1
n2
X
ioj
SiSjh

ij 
Qn
n2
X
ioj
ðSi þ Sj þ QnÞhij þ
n
n  1 ðSi  Q

nÞðSj  QnÞ
 
:
Noting that from Lemma A.1, we get
Qn ¼ oðn1=2 log nÞ; a:s:
So in order to prove (A.10), it remains to show
1
n2
X
ioj
SiSjh

ij 
1
2
EðgðX1ÞgðX2Þh12Þ ¼ oðn1=4Þ a:s:; ðA:11Þ
1
n2
X
ioj
ðSi þ Sj þ QnÞhij þ
n
n  1ðSi  Q

nÞðSj  QnÞ
 
¼ Oð1Þ a:s: ðA:12Þ
As in (A.7), we have that
1
n2
X
ioj
SiSjh

ij ¼
1
2n4
X
iajakam
hikh

jmh

ij þ
1
n4
X
iajak
ðh2ij hik þ hikhjkhijÞ þ
1
n4
X
iaj
h3ij :
Since Ejh12j4oN; we have that
Eðjh13h24h12j4=3ÞpEjh12j4oN:
Now noting Eðh13h24h12Þ ¼ EðgðX1ÞgðX2Þh12Þ; (A.11) follows by applying Lemma
A.1.
Similarly, we can prove (A.12). We ﬁnish the proof of Lemma A.3.
Lemma A.4. Assume that EX1 ¼ 0; EX 21 ¼ 1 and EjX1j3oN: Let gkðtÞ ¼ EeitbnkXk=Bn ;
where bnk satisfies (13) and B
2
n ¼
Pn
j¼1 b
2
nj : Then for any iaj; there exists Z40 such
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that for jtjpZn1=6 and suitably large n;
Y
kai; j
gkðtÞ  et
2=2

pA 1ﬃﬃﬃnp EjX1j3 þ 1n ðb2ni þ b2njÞ
 
ðt2 þ t4Þet2=8: ðA:13Þ
Proof. From (13), jbnj jpl1=32 n1=3 and BnXnl1; it follows that for all k;
gkðtÞ  1j jp
t2b2nk
2B2n
pt
2b2nk
nl1
pCt2n1=3:
Hence, there exists Z40 such that when jtjpZn1=6; for all k; jgkðtÞjX1=2: Now by
applying the classical results (e.g., see [20] p. 109), we get for jtjpZn1=6 and suitably
large n;
Y
kai; j
gkðtÞ

p
Yn
k¼1
gkðtÞ


,
ðjgiðtÞj jgjðtÞjÞp4et
2=8
and
Y
kai; j
gkðtÞ  et
2=2

p
Y
kai; j
gkðtÞ 
Yn
k¼1
gkðtÞ

þ
Yn
k¼1
gkðtÞ  et
2=2


p
Y
kai; j
gkðtÞ

 jgiðtÞgjðtÞ  1j þ Cn1=2EjX1j3jtj3et2=8
pC1
1ﬃﬃﬃ
n
p EjX1j3 þ 1
n
ðb2ni þ b2njÞ
 
ðt2 þ t4Þet2=8:
The proof of Lemma A.4 is completed.
Lemma A.5. If (13) holds, then there exists 0ok0o1 such that #fOgXk0 n; where o
is given in (26) and #fAg denotes the number of elements in A:
Proof. Let O1 ¼ fk :
ﬃﬃﬃ
n
p jbnkj=BnXmin ð1=2; l2=l3=21 Þg; O2 ¼ fk :
ﬃﬃﬃ
n
p jbnkj=Bnp
2l2=l
3=2
1 g: Clearly, O ¼ O1-O2: In view of (13), it follows that
1 ¼
X
jAO2
þ
X
jeO2
 !
bnj
Bn
 2
p
X
jAO2
bnj
Bn
 2
þ
ﬃﬃﬃ
n
p
l
3=2
1
2l2
X
jeO2
jbnj j
Bn
 3
p
X
jAO
bnj
Bn
 2
þ
X
jeO1
bnj
Bn
 2
þ1
2
p 4l
2
2#fOg
nl31
þ 3
4
;
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which implies#fOgXl31=ð16l22Þn: So the lemma is proved by taking k0 ¼ l31=ð16l22Þ: Also
from (13) and applying Cauchy–Schwartz inequality, it is easy to see that k0p1=16:
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