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We present a continuum model describing dissolution and growth of a crystal contact confined
against a substrate. Diffusion and hydrodynamics in the liquid film separating the crystal and
the substrate are modeled within the lubrication approximation. The model also accounts for the
disjoining pressure and surface tension. Within this framework, we obtain evolution equations which
govern the non-equilibrium dynamics of the crystal interface. Based on this model, we explore the
problem of dissolution under an external load, known as pressure solution. We find that in steady-
state, diverging (power-law) crystal-surface repulsions lead to flat contacts with a monotonic increase
of the dissolution rate as a function of the load. Forces induced by viscous dissipation then surpass
those due to disjoining pressure at large enough loads. In contrast, finite repulsions (exponential)
lead to sharp pointy contacts with a dissolution rate independent on the load and on the liquid
viscosity. Ultimately, in steady-state the crystal never touches the substrate when pressed against
it, independently from the nature of the crystal-surface interaction due to the combined effects of
viscosity and surface tension.
I. INTRODUCTION
Pressure solution is the stress-induced dissolution of
solids in the presence of an applied load. This phe-
nomenon for example contributes to the evolution of the
structure of sedimentary rocks which are initially con-
stituted of porous or loose assemblies of grains. When
these rocks are under pressure, grains dissolve in areas
of relatively high stresses located in contact regions be-
tween grains, and re-precipitate elsewhere, leading to a
slow compaction of the global structure. Hence, pres-
sure solution is recognized as one of the main mechanism
of rock diagenesis and metamorphism. Pressure solu-
tion, and the opposite problem of crystallization force
(the mechanical stress generated by crystal growth), have
attracted attention since the beginning of the 20th cen-
tury1–8.
The material dissolved during pressure solution is usu-
ally evacuated away from the contact region towards a
macroscopic reservoir through the thin liquid film be-
tween the crystal surface and a confining substrate (pore
surface or other crystals)9–11. While the thermody-
FIG. 1. Sketch of an arbitrary shaped crystal in the vicinity
of a flat substrate. The panel on the right side presents a
zoom of the contact region.
namic equilibrium description provides fundamental un-
derstanding of the forces at play in this problem11, the
non-equilibrium kinetics of the relevant transport pro-
cesses induce additional complexity via the combined
effects of attachment-detachment kinetics at crystal-
solution interface, diffusion of solute crystal ions or
molecules, and convection.
Following the seminal phenomenological approach by
Weyl12, some theoretical efforts have been devoted to the
description of crystal growth and dissolution in grain-
grain or grain-pore contacts13–18. However, one system-
atic limitation of these studies is the lack of description
of microscopic interactions between the solid surface and
the substrate, which are usually described via the disjoin-
ing pressure in thin films19. These interactions combine
with the spontaneous remodeling of the surface via disso-
lution and growth to determine the contact morphology
and dynamics. In the past decades, Surface Force Appa-
ratus (SFA) have allowed one to probe interactions be-
tween surfaces at the nanoscale. These experiments have
provided quantitative tests for standard theories such as
the DLVO approach19,20 combining an exponential elec-
trostatic repulsion with a power-law Van der Waals at-
traction. However, if on the one hand double layer repul-
sion is considered as the prototypical interaction, on the
other hand it was found to be accurate at all separations
only for smooth crystalline surfaces in dilute electrolyte
solutions21.
For other surfaces and solutions, significant devia-
tion especially at short range (few nanometers), were
measured21–25. These non-DLVO contributions to the
interaction have been found to depend on the specific
nature of the surfaces, the solvent, the ions in the sol-
vent, and the ions adsorbed on the surfaces. Using SFA,
or atomic force microscope (AFM) on systems relevant to
pressure solution such as silica compounds (mica, silica
colloids) and soluble salts, different authors have revealed
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2the existence of additional repulsive interactions at short
distances (a few nanometers) referred to as hydration
forces21,26,27. These interactions, the exact mathemat-
ical form of which is still matter of debate, are often rec-
ognized to be exponentially decaying. Beyond hydration
forces, other specific interactions include19 oscillations at
the molecular scale due to liquid ordering, solute induced
effects, depletion effects, etc. Owing to this wide variety
of behaviors, we aim at developing an approach which is
able to relate the form of the interaction potential and
the dynamics during pressure solution, or growth. In this
paper, we focus on generic repulsive interaction potential
–such as exponential or power-law. Our first goal is to
question the role of the form of the interaction potential
on the dynamics of pressure solution.
A second goal is to identify the consequences of hy-
drodynamic convection in the thin liquid film. Indeed,
convection has long been recognized to be important
for solids growing with unconstrained interfaces, both
in dendritic growth arising from solidification28, and in
growth from a solution29. However, its consequences
have not been discussed in confined geometries. In the
absence of dissolution or growth, the hydrodynamics of
squeezed films have been extensively studied in the lit-
erature. This is known to lead to an evolution of the
thickness of the film exhibiting a non-trivial dependence
on the solid geometry and dimensionality30. In pressure
solution, the geometry of the dissolving surface evolves
in time, and emerges from a coupling between different
forces and mass transport processes at play in the system.
However, a complete description of growth with hydrody-
namics (see e.g. 31–33), requires considerable numerical
effort since it involves the concomitant solutions of the
three-dimensional Navier-Stokes equation and of the evo-
lution of the morphology of the crystal-liquid interface.
Here we propose to tackle this problem accounting
consistently for thermodynamics, interaction effects (i.e.
disjoining pressure), and non-equilibrium transport pro-
cesses including diffusion and convection within a thin
film approach which exploits the natural geometric slen-
derness of the contact region via the lubrication approx-
imation34. This method leads to a reduction of dimen-
sionality, thereby facilitating numerical and analytical in-
vestigations.
The first part this paper in Sec. II presents a three-
dimensional continuum model which takes into account
dissolution or growth, disjoining pressure effects, diffu-
sion and hydrodynamics. The key assumption that the
film is thin in the contact region is then formalized with
the help of a multi-scale expansion defining the lubrica-
tion limit34. This limit, widely employed in engineering
(trust bearing)30, physics (nanoscale dewetting)35,36 and
biophysical models (membranes) 37,38, results in nonlin-
ear and nonlocal thin film evolution equations for the pro-
file of the crystal surface. The end of section II presents
equations for pressure solution in single contacts with
some simplifying assumptions such as equal densities be-
tween the liquid and the solid, imposed symmetry (left-
right symmetric ridge or axisymmetric contact), and di-
lute limit.
Section III is devoted to the discussion of relevant di-
mensionless numbers, and numerical methods.
In Sec. IV, we focus on the analysis of pressure solution
for a single contact. We investigate steady-states with a
time-independent surface profile and a fixed contact area.
We consider two different classes of repulsive interactions
between the crystal surface and the substrate: divergent
at contact and finite at contact.
The dissolution rate is found to increase indefinitely
with increasing load in the case of diverging repulsions.
Viscosity effects then become relevant for large enough
loads. However, in the case of finite repulsions, the dis-
solution rate is independent both on the viscosity and on
the load at large loads.
Moreover, as expected intuitively, the shape of the solid
is flattened in the contact region for diverging repulsions.
However, we find sharp and pointy contact shapes for fi-
nite repulsions. In the limit of large loads, surface tension
is found to be irrelevant for diverging repulsions, while it
is crucial in the case of finite repulsions to regularize the
pointy shapes at small scales.
We have also investigated the effect of dimensional-
ity via the comparison of one-dimensional ridge contacts,
and two-dimensional axisymmetric contacts. Dimension-
ality does not induce any qualitative change in the behav-
ior of pressure solution for diverging repulsions. However,
for finite repulsions and when surface tension is neglected,
the minimum distance between the dissolving solid and
the substrate decreases exponentially with the load in the
ridge geometry, while it reaches zero for a finite force in
the axisymmetric case. Surface tension then comes into
play at large enough loads, and forbids real contact in
the axisymmetric geometry.
Finally, the results are summarized and discussed in
Sec.V.
II. MODEL EQUATIONS
A. Dissolution and Growth in a liquid
The system under study is represented in figs. 1 and 2.
For the sake of clarity, we designate the growing or dis-
solving solid by the name crystal. However, our model
equally applies to amorphous phases, or to any other solid
phases that can grow and dissolve. We consider a crystal
in a liquid medium, growing or dissolving in the vicinity
of a substrate, and subjected to an external force or load
FC(t). The crystal is assumed to be rigid, namely we
neglect the contribution of elastic deformations on the
interface shape and chemical potential. For the sake of
simplicity, we also discard crystal rotations and consider
only translations. The substrate at z = hs(x, y) is immo-
bile i.e. ∂ths = 0, and is impermeable. The liquid crystal
interface (LC) at z = h(x, y, t) evolves with time.
3We assume an incompressible fluid with constant den-
sity ρL
∇ · uL = 0 . (1)
Neglecting inertial effects (which are known to be negli-
gible in the lubrication limit considered below34,39), the
liquid obeys the Stokes equation:
η∇2uL = −∇p , (2)
where η is the viscosity, and p(x, y, z, t) is the pressure.
Global mass conservation at the LC interface (neglecting
possible mass excess at the interface) reads29
ρL(uL · nˆ− vn) = ρC(uC · nˆ− vn) , (3)
where ρC is the constant crystal density, uC is the trans-
lational velocity of the rigid crystal, nˆ is the normal to
the LC interface and vn is the normal velocity of the
interface. Note that whenever a three-dimensional field
such as uL appears in an equation evaluated at an inter-
face, we consider implicitly the value of this field at this
interface. Finally, we assume no slip and no penetrability
at the liquid-substrate (LS) interface
uL = 0 , (4)
and a no slip condition at the LC interface
uL‖ = uC‖ , (5)
where the index ‖ indicates the projection of a vector on
the plane tangent to the LC interface.
Local mass conservation of the solute (crystal ions or
molecules in the fluid) reads in the liquid bulk
∂tc+ uL · ∇c = −∇ · j , (6)
where j is the diffusion flux. We assume that diffusion is
governed by Fick’s law
j = −D(c)∇c. (7)
At the LC interface solute mass conservation imposes
Ω−1(vn − nˆ · uC) = c(vn − nˆ · uL)− nˆ · j , (8)
where Ω is the molecular volume in the crystal.
Assuming that the substrate is impermeable at the LS
interface, we have
j · nˆs = 0 , (9)
with nˆs the LS interface normal.
The crystallization/dissolution rate vn − n · uC is as-
sumed to depend linearly on the departure from equilib-
rium
vn − n · uC = Ων(c− ceq) , (10)
where ν is a kinetic coefficient and ceq(x, y, t) the local
equilibrium concentration. In the ideal limit, where the
activity coefficient is equal to 1, we have
ceq = c0e
∆µ/kBT , (11)
where ∆µ is the local chemical potential of the crystal
at the interface and c0 is the equilibrium concentration
for an interface in an infinitely large crystal far from the
substrate (solubility). The chemical potential at the LC
interface reads
∆µ(x, y, t)
Ω
= γ˜ : κ+W ′(x, y, h) + (
ρC
ρL
− 1)σnn , (12)
where γ˜(x, y) is the stiffness tensor40, κ is the curvature
tensor, W ′ = ∂hW (x, y, h) is the disjoining pressure41.
The potential W (x, y, h) is taken to depend on x and
y to account for the possible spatial heterogeneities of
the substrate height hs, and of the substrate material
properties. The liquid stress tensor is defined as σ =
σ′ − δijp with σ′ij = η(∂juLi + ∂iuLj), and the index n
indicates the normal direction. The last term of eq. (12)
accounts for the energy cost associated to the volume
change during the phase transformation.
Finally, since the crystal is a rigid body, and since we
neglect inertia, we write a global force balance on the
crystal as
FC =
‹
LC
dS [−nˆ · σ + nˆ(γ˜ : κ+W ′)] , (13)
where the surface integral is performed along all the LC
interface (since we discard crystal rotations, we do not
consider the equilibrium of torques).
The system of equations reported above describes the
dissolution or growth dynamics of a rigid crystal inter-
acting with a frozen and impermeable substrate. In the
following, we specialize the discussion to the contact re-
gion.
B. Contact region
In this section, we re-write mass conservation and force
balance in a form which makes use of the geometry of the
contact region. We assume that the LS and LC interfaces
exhibit no overhang.
For any field g(x, y, z) defined everywhere in the liquid,
we consider the following integrated quantity along z
〈g〉(x, y) =
ˆ hs(x,y)
h(x,y)
dz g(x, y, z). (14)
Using the incompressibility condition eq. (1), the im-
mobility of the substrate eq. (4), and global mass con-
servation at the LC interface eq. (3), we obtain a two-
dimensional equation for liquid mass conservation
ρC
ρL
vCz = −∇xy · 〈uLxy〉 − ∂t(hs − h) . (15)
4z
x
y
FC uC(t)
uL(x, y, z, t)
U(hs   h)
c(x, y, z, t)
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FIG. 2. Sketch of the contact region with some variables and
fields of the model. See text for notations.
Here and in the following, vectors with the index xy indi-
cate the two-dimensional vector in the x, y plane without
the z component. In addition, we have used the geomet-
ric relations
nˆ =
(−∇xyh, 1)
[1 + (∇xyh)2]1/2 , (16)
vn =
∂th
[1 + (∇xyh)2]1/2 , (17)
and we have defined the crystallization-dissolution rate
along z
vCz = ∂th− uCz + uCxy · ∇xyh . (18)
Similarly, using eqs. (8) and (9), mass conservation for
the solute concentration c can be re-written in a two-
dimensional form
vCz
Ω
+ ∂t〈c〉+∇xy · 〈uLxyc〉 = −∇xy · 〈jxy〉 . (19)
In order to write the force balance at the contact, we
make use of two additional physical assumptions. First,
we assume that the pressure outside the contact is ap-
proximately constant and equal to pext. Second, we as-
sume that the interaction term vanishes, i.e. W ′ ≈ 0,
away from the contact.
Finally, assuming that σ′ vanishes outside the contact
region force balance eq. (13) is re-written as
FC =
¨
contact
dS [nˆ(p− pext +W ′(x, y, h))− nˆ · σ′] . (20)
This equation makes use of fact that the total force ex-
erted by surface tension or by a constant external pres-
sure on a crystal of arbitrary shape vanishes‹
LC
dS nˆ(γ˜ : κ) = 0.
‹
LC
dS nˆ pext = 0. (21)
These two identities are proved in appendix A.
C. Lubrication limit in the contact region
Here, we show that lubrication limit based on the small
slope approximation, allows one to express the quantities
integrated along z in eqs. (14), (19) and (20), thereby
leading to closed-form equations for three quantities. The
two first quantities are time and space-dependent fields:
the pressure p, the thickness of the liquid film
ζ(x, y, t) = hs(x, y)− h(x, y, t). (22)
The third quantity is the time-dependent crystal velocity
uC .
The lubrication limit39 makes use of a disparity of
length scales: the lateral extent of the film is assumed
to be large x ∼ O(−1) as compared to the film thickness
ζ = (hs− h) ∼ O(1) with  1. The mathematical pro-
cedure to derive these equations is well known34,39, and
we therefore only provide the main steps of the deriva-
tion. Formally, we identify a small parameter  = h0/l,
where l is the typical extent of the contact region and h0
is the typical gap between the crystal and the substrate.
Spatial coordinates then scale with this small parameter
as x ∼ y ∼ ` ∼ h0/, and z ∼ h0. Furthermore, assuming
that the typical fluid velocity parallel to the substrate is
uLxy ∼ u0, we also consistently choose uLz ∼ u0, pres-
sure p ∼ ηu0/(h0), and time t ∼ h0/u0.
Substituting these scalings of physical variables in
the model equations we obtain the lubrication expan-
sion34,39. To leading order, eq. (2) reduces to
∂zp = 0 , (23)
−∇xyp+ η∂2zuLxy = 0 . (24)
The first equation indicates that the pressure does not
depend on z, but only on x, y, and t. Solving the second
equation using the boundary conditions eqs. (4) and (5)
results in a Poiseuille (parabolic) flow for uxy,
uLxy = − (hs − z)(z − h)
2η
∇xyp+ hs − z
ζ
uCxy . (25)
Integrating over the film thickness, we obtain
〈uLxy〉 = − ζ
3
12η
∇xyp+ ζ
2
uCxy . (26)
Combining eqs. (15) and (26), we obtain
ρC
ρL
vCz = ∇xy ·
[
ζ3
12η
∇xyp− uCxy ζ
2
]
− ∂tζ. (27)
5A similar procedure is applied to the concentration
field. Assuming c ∼ O(1) we obtain to leading order
from eq. (6)
∂z[D(c)∂zc] = 0 . (28)
Integrating this relation, and using local conservation of
mass at the boundaries eqs. (8) and (9), we obtain ∂zc =
0, showing that the concentration does not depend on
z. Furthermore, assuming finite attachment-detachment
kinetics ν ∼ O(1) in eq. (10) we obtain:
c = ceq(x, y, t) . (29)
Hence for finite attachment-detachment kinetics, the con-
centration to leading order in the lubrication limit is
equal to the local equilibrium concentration. This is the
consequence of the smallness the film thickness which en-
forces slow diffusion along the film, leaving ample time
for local equilibration of the concentration via attach-
ment and detachment of the LC interface. We may now
write eq. (19) using section II A in the lubrication limit
as
vCz
Ω
+ ∂t[ζceq]−∇xy ·
[
ζ3
12η
ceq∇xyp
]
+
uCxy
2
· ∇xy[ceqζ]
= ∇xy · [ζD(ceq)∇xyceq].
(30)
This relation involves ceq, which depends on the chem-
ical potential via eq. (11). Let us compare the differ-
ent contributions of the chemical potential. The lubri-
cation expansion imposes p ∼ O(−1). For disjoining
forces to be able to balance viscous forces, we choose
W ′(x, y, h) ∼ O(−1). As a consequence, the pressure
term and the interaction term in eq. (12) are of the same
order of magnitude. In addition, since the curvature
κ ∼ ∂xxh ∼ ∂yyh ∼ 2 is small, only large stiffnesses
γ˜ ∼ O(−3) can make the capillary term γ˜ : κ relevant.
However even if surface stiffness is not so large, the cap-
illary term can be relevant in two cases: (i) if the cur-
vature locally blows up, and (ii) far from the substrate
where the potential term W ′ can be neglected. We will
see in the following that these conditions can be reached
during pressure solution. Therefore, in order to include
all relevant cases for the discussion below, we keep the
capillary term leading to
∆µ(x, y, t)
Ω
= −γ˜1∂x1x1h− γ˜2∂x2x2h
+W ′(x, y, h) + (
ρC
ρL
− 1)p , (31)
where x1 and x2 are the directions of principal curvature
of the LC interface, and γ˜1, γ˜2 are the related surface
stiffnesses40.
Finally, since W ′ is of the same order as p in the lubri-
cation limit, force balance eq. (20) reads
FCz =
¨
contact
dA (p− pext +W ′(x, y, h)) , (32)
FCxy =
¨
contact
dA
(
ηuCxy
ζ
− (p− pext)∇xy(hs − ζ
2
)
)
,
(33)
where dA = dxdy. To derive the last relation, we
have assumed that, at the boundary of the contact zone,
p = pext is constant and ζ is large enough for W ′ to be
negligible.
As a summary, we have derived a thin film model for
the contact region during dissolution and growth, which
consists of two equations eqs. (27) and (30) for the cou-
pled two-dimensional space and time dependent fields
p and ζ, and an additional vectorial integral constraint
eqs. (32) and (33) which determines the time-dependent
crystal velocity uC . This system is not only nonlinear,
but also nonlocal due to the force balance equation. In
the following, we explore some consequences of the model
in the specific case of pressure solution of a single contact.
D. Ridge and axisymmetric contact
We now consider the pressure solution of a single con-
tact with some simplifying assumptions:
• (i) equal densities between the liquid and the crys-
tal ρC = ρL;
• (ii) no lateral motion uCxy = 0 and no lateral force
FCxy = 0;
• (iii) diffusion constant independent of concentra-
tion D(c) = D;
• (iv) isotropic surface tension γ˜1 = γ˜2 = γ;
• (v) flat substrate hs independent of x and y. We
use the interaction potential U , defined by U(ζ) =
W (x, y, h). It follows that W ′(h) = ∂hW (h) =
−∂ζU(ζ) = −U ′(ζ).
• (vi) small concentrations Ωceq  1;
• (vii) linearised Gibbs-Thomson relation
∆µ/kBT  1.
In addition, we consider two simple geometries. The
first one is a one-dimensional ridge, which is invariant
along y, and left-right symmetric with h(x) = h(−x).
The second geometry is an axisymmetric contact, the
shape of which depends only on the distance r from the
origin in the x, y plane. In the following we will often
refer to the symmetric ridge as 1D, and the axisymmetric
contact as 2D.
61. Symmetric ridge
Consider first the ridge case obeying the x→ −x sym-
metry, with a system length 2L. Assuming ρC = ρL, the
integration of eq. (27) leads to
p = pext + uCz
ˆ L
x
dx
12ηx
ζ3
. (34)
Plugging this expression into eq. (32) provides us with
a non local relation between the crystal velocity and the
surface height:
2uCz
ˆ L
0
dx
ˆ L
x
dx′
12ηx′
ζ3
= F 1DCz +2
ˆ L
0
dxU ′(ζ) . (35)
This equation relates the sum of the load and inter-
action forces between the crystal and the substrate on
the right hand side, to the forces caused by viscous dis-
sipation in the film on the left hand side. In the viscous
term, the crystal velocity uCz is multiplied by the hydro-
dynamic mobility of the crystal which depends on the
interface profile ζ. The expression of this mobility is well
known in the lubrication limit30.
In the limit of small concentrations Ωceq  1 and equal
densities ρL = ρC , eq. (30) takes a simple form
∂tζ = −DΩ∂x[ζ∂xceq]− uCz . (36)
Assuming that ∆µ/kBT  1 in eq. (11) and using
eq. (31), we obtain
∂tζ = −De∂x
[
ζ∂x(γ∂xxζ − U ′(ζ))
]
− uCz , (37)
where by definition
De =
DΩ2c0
kBT
. (38)
2. Axisymmetric contact
Let us now consider an axisymmetric contact. Using
cylindrical coordinates in a contact zone of radius R, we
obtain in a similar way the following equations
2uCz pi
ˆ R
0
dr r
ˆ R
r
dr′
6ηr′
ζ(r′)3
= F 2DCz + 2pi
ˆ R
0
dr rU ′(ζ) ,
(39)
∂tζ = −De 1
r
∂r
[
rζ∂r(γ∂rrζ +
γ
r
∂rζ − U ′(ζ))
]
− uCz ,
(40)
where the quantity proportional to γ is the mean curva-
ture in axial symmetry42,43.
3. Interaction potentials
We chose to study two generic types of repulsive inter-
action potentials. The first one diverges when the film
thickness ζ vanishes
U(ζ) =
A
ζn
, (41)
where A is a constant. In practice numerical results have
been obtained with n = 3. However we will keep an
arbitrary exponent n in the discussions.
The second type of potential exhibits a finite repulsion
when ζ → 0
U(ζ) = Ae−
ζ
λ , (42)
where λ is a decay length representing for instance the
Debye length in the case of electrostatic interactions19.
The essential difference between these potentials is
that eq. (41) leads to an infinite repulsion force when
ζ → 0, whereas this force is finite for eq. (42).
III. METHODS
A. Normalization
In order to perform simulations and to analyze the re-
sults of the model, we write the model equations in a
dimensionless form and identify the relevant dimension-
less parameters. All variables appearing in normalized
units are labeled with a top bar.
We start by defining the dimensionless repulsion
strength A¯. For the exponential potential we set A¯ =
A/γ, while for power-law repulsions with the case n = 3,
we use A¯ = A/(γλ3). The normalized film thickness
is ζ¯ = ζ/λ, and the normalized coordinates are x¯ =
xA¯1/2/λ, y¯ = yA¯1/2/λ. The normalized time is defined
as t¯ = tDeγA¯
2/λ3. The normalized equations are showed
in appendix B. Notice that the scale λ is imposed by the
expression of U in the case of an exponential repulsion,
while it is an arbitrary lengthscale corresponding to the
actual film width in the case of power-law repulsions.
The normalized repulsion strength A¯ comes into play in
spatio-temporal scales but not as a parameter of the nor-
malized equations. As a consequence, it cannot change
the model behavior qualitatively. The only parameters
explicitly appearing in the normalized equations are the
normalized viscosity η¯, and external load F¯Cz. The nor-
malized viscosity reads
η¯ =
De
λ2
η =
DΩ2c0
λ2kBT
η .
Since the loads have different dimensionality in 1D (force
per unit length) and 2D (force), their normalization is
7different
F¯ 1DCz =
F 1DCz
γA¯1/2
,
F¯ 2DCz =
F 2DCz
γλ
.
Below, all simulations are performed with normalized
variables and coordinates. However, the analysis of the
equations is performed in physical coordinates to make
the physical interpretation more transparent.
B. Numerical methods
We solved eqs. (35) and (37) or eqs. (39) and (40) us-
ing an explicit Euler method, where derivatives are cal-
culated with the help of a finite difference scheme. We
imposed a fixed interface height at the boundary of the
contact region, ζ = ζbc where x = ±L or r = R. The gap
ζbc between the crystal and the substrate at the boundary
is chosen to be large as compared to the range of the inter-
action potential, but small as compared to the contact re-
gion width L, or R. We also impose a constant supersat-
uration at the boundary ∆C = ceq/c0 − 1 ≈ ∆µ/(kBT )
to mimic a macroscopic concentration bath outside the
contact.
The boundary conditions introduce three additional di-
mensionless parameters. The normalized system size
L¯ =
LA¯1/2
λ
, or R¯ =
RA¯1/2
λ
, (43)
the normalized film thickness at the boundary
ζ¯bc =
ζbc
λ
, (44)
and the normalized supersaturation
∆C =
kBTλ
A¯γΩ
∆C. (45)
Simulations are performed with L¯, R¯ = 100, substrate
position h¯s = 2, film thickness at the boundary ζ¯bc = 12,
and boundary supersaturation ∆C = 0. The discretiza-
tion bin size is ∆x¯ = 0.2 for most simulations. However
in some cases, to be able to resolve the contact shape at
very high external forces (see section IV B and fig. 7), it
was necessary to increase the spatial resolution up to 16
times.
The simulations were always started with a flat profile
(see top panel of fig. 3). When applying a concentration
higher than the equilibrium one at the boundary, we ob-
serve crystal growth: the crystal translates downward by
addition of growth units at the surface, and uCz < 0.
When applying an external load, FCz with sign in the
positive direction hence pushing the crystal towards the
substrate, we observe dissolution, i.e. pressure solution
and uCz > 0. The latter case is the main focus of this
paper.
IV. RESULTS: SINGLE CONTACT PRESSURE
SOLUTION
As an illustrative example we show in fig. 3 the numer-
ical solution for the profile of a ridge obeying eqs. (35)
and (37) when an external load pushes the crystal up-
wards against the substrate, and when the interaction
is in the form of a singular repulsion eq. (41). A simi-
lar shape is observed when solving eqs. (39) and (40) for
an axisymmetric contact looking at the section along the
radius. The simulation shows that the interface profile
reaches a steady state characterized by a constant crystal
velocity (dissolution rate) and fixed interface position.
As discussed earlier in section II C, in the contact re-
gion and in the absence of blow-up of the curvature, we
expect the surface tension contribution to be small. Ne-
glecting this contribution, steady-state solutions with a
constant profile i.e. ∂tζ = 0, obey respectively in 1D or
2D
0 = ucz −De∂x[ζ∂xU ′(ζ)] , (46a)
0 = ucz − De
r
∂r[rζ∂rU
′(ζ)] . (46b)
This equation is integrated as
x2
2De
uCz = U˜(ζ(r))− U˜(ζ0) , (47a)
r2
4De
uCz = U˜(ζ(r))− U˜(ζ0) , (47b)
where ζ0 = ζ(0), and U˜(ζ) is defined via the relation
U˜ ′(ζ) = ζU ′′(ζ) , (48)
which, up to an additive constant leads to U˜(ζ) =
ζU ′(ζ)−U(ζ). Since we expect physically that the inter-
action potential tends to a constant as ζ →∞, i.e. that
U(∞) is a constant, then U˜(∞) should also be a constant.
Therefore, U˜ cannot increase indefinitely when ζ → ∞
on the r.h.s. of eqs. (47a) and (47b). As a consequence,
there are finite xm or rm where ζ →∞ and they obey
x2m
2De
uCz = U˜(∞)− U˜(ζ0) , (49a)
r2m
4De
uCz = U˜(∞)− U˜(ζ0) . (49b)
Since ζ diverges at some finite distance xm or rm from the
center of the contact, the size of the contact in steady-
state pressure solution is always finite.
In the limit of large forces, we expect ζ0 to become
small. The situation then turns out to be very different
depending on how U˜(ζ0) behaves when ζ0 is small. The
following sections discuss separately the cases of finite
and diverging interaction potentials U(ζ), corresponding
to finite or diverging U˜(ζ) as ζ → 0.
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FIG. 3. Pressure solution dynamics. Snapshots of the numeri-
cal solution of eq. (37) representing a dissolving contact ridge.
Size of the simulation box L¯ = 100 (physical size L ≈ 1µm)
under an external pressure p = 26MPa. The viscosity is
η¯ = 0.5. The crystal is in white and the black arrows are
proportional to the crystal velocity uCz. The time increases
from the top panel to the bottom one. (a): initial condition.
As an example using physical constants related to calcite (see
Sec.section V B), physical time frames are: (b) 10s, (c) 6.7min.
The colormap (in arbitrary units) shows the amplitude of the
x component of liquid velocity field uLxy, as obtained from
eqs. (25) and (34). The vertical scale is in nanometers. The
substrate is located at hs = 2nm.
h¯
(r¯
)
r¯
FIG. 4. Flattened steady-state for power-law repulsion. Cross
section of the steady state profile projected along r¯ (solid line)
dissolving under an external load, F¯Cz = 10
8, at η¯ = 1 against
a flat substrate (h¯s = 2). Geometry: axisymmetric contact
in a simulation box of size R¯ = 100. The interaction with
the substrate is a singular power law repulsion, eq. (41) with
n = 3. The red dashed line is the analytical prediction from
eq. (51) with rm = R and ζ0 ≈ 0.29 as a fitting parameter.
A. Singular repulsion: power law case
Let us start with the analysis of the results for a singu-
lar power law repulsion between the crystal surface and
the substrate. Combining eq. (41) and eq. (48) we find
U˜(ζ) =
−(n+ 1)A
ζn
. (50)
Inserting this expression in eqs. (47a) and (47b), provides
us with the steady-state profile:
ζ(x) =
(
ζn0
1− x2/x2m
)1/n
, (51a)
ζ(r) =
(
ζn0
1− r2/r2m
)1/n
. (51b)
These profiles diverge at x = xm or r = rm, which
is related to the minimum distance in the contact via
eqs. (49a) and (49b)
x2m =
2De(n+ 1)A
ζn0 uCz
, (52a)
r2m =
4De(n+ 1)A
ζn0 uCz
. (52b)
The distance xm or rm at which the profile diverges
should a priori be distinguished from the size of the con-
tact region. Indeed far away from the substrate, the in-
fluence of the potential vanishes, and as a consequence
surface-tension effects should become dominant, so that
eq. (47) is not valid anymore. Let us define Lc as the
9half-width of the contact region in 1D, and Rc as the ra-
dius of the contact region in 2D. An intuitive definition
of the contact region is the zone which is close enough to
the substrate to be under the influence of the interaction
potential U .
For large contacts, we expect that the distance sepa-
rating xm and Lc, or rm and Rc should be negligible as
compared to the size of the contact region. As a conse-
quence, we assume xm ≈ Lc or rm ≈ Rc. Furthermore,
we perform simulations with a fixed ζbc, which is large
as compared to ζ0 but small as compared to the size L,
or R of the simulation box. Thus, the contact region
should fill most of the simulation box, and finally we ex-
pect xm ≈ Lc ≈ L or rm ≈ Rc ≈ R. In fig. 4 we show the
steady state cross section obtained from the simulation
(solid line) at large times, which is in good agreement
with eq. (51) using rm = R (dashed line) and ζ0 as a
fitting parameter. Using eq. (52) and the fitted value of
ζ0 we obtain a value for uCz. For instance in 2D with
F¯ = 108 and R¯ = 100, this procedure leads to ζ¯0 = 0.290
and u¯Cz = 0.022 to be compared with ζ¯0 = 0.291 and
u¯Cz = 0.016 measured directly in the numerical solution
of the full model. The agreement with the numerical
results improves as the external load is increased.
Similar agreement is obtained in 1D. As a consequence,
the profile is well predicted at large forces, and we can
safely use it in the force balance equation.
In 1D, using eq. (51) with eq. (52a) and xm = Lc we
obtain from force balance eq. (35)
F 1DCz
Lc
= 24ηφ
(n+ 3
n
) n√pi
(n+ 3)
( 1
DeA(n+ 1)
) 3
n
(L2c
2
uCz
)n+3
n
+ φ
(n+ 1
n
)
2n
√
piA−
1
n
( 1
De(n+ 1)
)n+1
n
(L2c
2
uCz
)n+1
n
,(53)
where
φ(z) =
Γ(1 + z)
2Γ( 32 + z)
,
with Γ the Euler-Gamma function.
Similarly, in 2D force balance eq. (39) imposes
F 2DCz
piR2c
= 12η
n2
(2n+ 3)(n+ 3)
( 1
DeA(n+ 1)
) 3
n
(R2c
4
uCz
)n+3
n
+
n2
2n+ 1
A−
1
n
( 1
De(n+ 1)
)n+1
n
(R2c
4
uCz
)n+1
n
, (54)
(some technical details about the derivation of this rela-
tion can be found in appendix C 1). Using 54, we find
two separate regimes depending on the value of η: For
large viscosities we identify a hydrodynamic regime
u1DCz = C
1D
h L
− 3n+6n+3
c
(F 1DCz
η
) n
n+3
, (55a)
u2DCz = C
2D
h R
− 4n+6n+3
c
(F 2DCz
η
) n
n+3
, (55b)
while for small viscosities a diffusion regime is found,
with
u1DCz = C
1D
d L
− 3n+2n+1
c (F
1D
Cz )
n
n+1 , (56a)
u2DCz = C
2D
d R
− 4n+2n+1
c (F
2D
Cz )
n
n+1 . (56b)
The expressions of the constants C1Dh , C
2D
h , C
1D
d , C
2D
d are
reported in appendix C 1. In fig. 5 we compare the pre-
diction eqs. (55b) and (56b) using Rc = R (solid and
dashed lines) and the results in 2D obtained from the
complete numerical solution of the model (circles). The
analytical prediction is in good agreement with the nu-
merical solution for large external loads.
In order to probe the sensitivity of the results with
respect to the value of the film thickness at the boundary
ζ¯bc, we monitored the consequences of the variation of ζ¯bc.
We found small quantitative effects but no influence on
the qualitative behavior of the relevant observables. This
is exemplified with the variations of the dissolution rates
in the top panel of fig. 5.
Using eq. (52) to eliminate uCz in the expression of the
force eqs. (53) and (54), a relation between external load
and the minimum thickness ζ0 can be obtained, which
is found to be in good agreement with the simulations.
For the sake of concision, the expression of this relation
in 2D and its comparison with the numerical solution of
the full model are shown in Appendix C ( eq. (C8), and
fig. 9).
As an additional remark eqs. (53) and (54) show that
there is no substantial difference between one and two di-
mensions except, as expected from dimensional analysis,
a different scaling with the contact size. Finally, it is in-
teresting to assess what is the critical length and load sep-
arating the diffusive and hydrodynamic regimes. Equat-
ing the expressions of the velocity in the two regimes for
the ridge case, we find that the critical size above which
the force is dominated by the diffusion term is given by
L∗ = B1Dη
n+1
2 F 1DCz , (57)
in 1D, while for the axisymmetric contact is
R∗ = B2Dη
n+1
4 (F 2DCz )
1/2 , (58)
where B1D and B2D are constants reported in ap-
pendix C 1. Hence, at fixed force large contacts will be
dominated by the diffusion term. Also, as the external
load is increased at constant contact size the hydrody-
namic term in the force balance become dominant. Once
again, good agreement with the simulations is found, and
a detailed discussion is reported in appendix C 1.
B. Finite repulsion: exponential case
In the case of an exponential repulsion, U˜(ζ = 0) is
finite. As a consequence, the behavior of steady-state so-
lutions is different. First, the dissolution rate is asymp-
totically independent of the load. Second, the shape of
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FIG. 5. Dissolution rate for (singular) power-law repulsion
(n = 3) as a function of the applied load. Geometry: axisym-
metric contact. Lines represent asymptotic analytical predic-
tions with R¯c = R¯ = 100: Solid blue line, hydrodynamic
regime eq. (55b); dashed red line, diffusion regime eq. (56b).
(a): η¯ = 1, the symbols show simulation results obtained us-
ing different boundary thickness ζbc. (b): η¯ = 10
−3. The
results are shown in normalized units.
the contact is sharp and pointy. Third, in the absence
of surface tension, touching contact (i.e. ζ = 0) would
be observed in 2D for a finite loading force, but not in
1D. Finally, as opposed to what observed so far, surface
tension becomes relevant at large enough forces both in
1D and 2D, and prevents contact also in 2D.
1. Without surface tension
Neglecting surface tension we proceed in a similar way
as in the power-law case. Recalling eq. (48) and using the
exponential interaction potential eq. (42), we now have
U˜(ζ) = −A
λ
(λ+ ζ)e−
ζ
λ . (59)
F¯Cz/⌘¯
u¯
C
z
10-6
10-5
10-4
10-3
100 101 102 103 104 105 106
FIG. 6. Dissolution rate as a function of the external load
for an exponential finite interaction. Geometry: 1D ridge
contact. Triangles η¯ = 0.5, squares η¯ = 5 × 10−4, circles
η¯ = 5×102. Dashed line: analytical prediction eq. (61a) using
L¯c = L¯ = 100 and ζ0/λ = 0. The results are in normalized
units.
As opposed to the power-law repulsion case, we now have
a function U˜(ζ) that cannot be inverted explicitly. There-
fore, ζ cannot be explicitly obtained from eq. (47). How-
ever, since U˜ is a monotonic function of ζ, it is still pos-
sible to compute r as a function of ζ without ambiguity
from eq. (47).
In the large force limit since we expect ζ0  λ (this will
be confirmed below using force balance) and since U˜(0)
is finite, we find that the dissolution rate reaches a con-
stant value independent of the load and of the viscosity.
Indeed, from eq. (49):
u1DCz ≈ De
2A
L2c
(1 +
ζ0
λ
)e−
ζ0
λ , (60a)
u2DCz ≈ De
4A
R2c
(1 +
ζ0
λ
)e−
ζ0
λ . (60b)
Taking the limit ζ0 → 0, we find
u1DCz = De
2A
L2c
, (61a)
u2DCz = De
4A
R2c
. (61b)
Again assuming that Lc ≈ L, or Rc ≈ R at large forces,
these results are confirmed in fig. 6 from the comparison
with the numerical solution of the full model. The differ-
ent viscosities, indicated by circles (η¯ = 1000), triangles
(η¯ = 1) and squares (η¯ = 0.001), affect the absolute value
of the applied force needed to reach the plateau but not
the plateau value itself.
A second consequence arising from the finiteness of the
exponential interaction is the sharp pointy shape of the
steady state profile showed in fig. 7. Indeed, since U˜ ′(ζ =
0) = 0 from eq. (48), we have U˜(ζ) ≈ U˜(0) + U˜ ′′(0)ζ2/2
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FIG. 7. Pointy steady-state for exponential repulsion. Cross
section of the steady state profile projected along r¯ (solid line)
dissolving under an external load F¯Cz = 1.7 10
5, at η¯ = 1
against a flat substrate (h¯s = 2). Geometry: axisymmetric
contact in a simulation box of size R¯ = 100. The interaction
with the substrate is a finite exponential repulsion, eq. (42).
Blue dotted line: analytical prediction eq. (40) assuming the
contact area to be equal to the surface size R. Red dashed
line: analytical prediction eq. (40) with a smaller contact size
Rc. The inner plot shows a zoom of the tip.
for ζ  λ. Using this expansion into eq. (47) and letting
ζ0 → 0, we find that the profile ζsing in the center of the
contact region is a singular wedge in 1D and a cone in
2D :
ζsing ≈
(
uCz
DeU˜ ′′(0)
)1/2
|x| =
(
uCz
DeA
)1/2
λ|x| , (62a)
ζsing ≈
(
uCz
2DeU˜ ′′(0)
)1/2
|r| =
(
uCz
2DeA
)1/2
λ|r| . (62b)
When ζ0  λ, the complete profile for arbitrary ζ (i.e.
smaller or larger than λ) can be obtained from eqs. (47)
and (59). Using the axisymmetric contact, with Rc = R
and uCz given by eq. (61b) this expression (dotted blue
line) is seen to be in good agreement with the simula-
tion in fig. 7. Better agreement (red dashed line) can be
reached using the numerical value of uCz obtained from
the simulation (which is equivalent to assuming a smaller
effective size, Rc < R). Nevertheless as showed by the
inner panel in fig. 7, close to the tip the numerical so-
lution is smoothed and exhibits a parabolic shape. This
regularization discussed in the next section is due to the
contribution of the surface tension.
Using eq. (35), force balance in 1D now reads:
F 1DCz
Lc
=
[
12ηDe
A
λ3
ψ1(
ζ0
λ
) +
A
λ
ψ2(
ζ0
λ
)
]( e ζ0λ
1 + ζ0λ
) 1
2
, (63)
where the function ψ1 and ψ2 defined in eqs. (C14)
and (C15) exhibit the following limits
lim
z→0
ψ1(z) =
√
2 ln
1
z
+ C1 ,
lim
z→0
ψ2(z) = C2 ,
with C1 ≈ 1.645 and C2 ≈ 0.8398. It follows that, when
ζ0  λ and ζ0  λ exp[−C2/(12
√
2η¯)], we have
F 1DCz ≈ 12
√
2η¯
LcA
λ
ln(
λ
ζ0
) . (64)
This relation indicates that the minimum distance in the
contact region decreases exponentially with the applied
load in 1D. The prediction eq. (63) using Lc = L, which
is represented in fig. 8 by the red solid line, compares
well with the numerical results (red circles) when ζ0 is
not too small.
In addition, we obtain in 2D (some details of the
derivation are reported in appendix C 2)
F 2DCz
piR2c
=
[
12ηDe
A
λ3
ψ(
ζ0
λ
)
e
ζ0
λ
1 + ζ0λ
+
A
4λ
(
2ζ0
λ
+ 1)
e−
ζ0
λ
1 + ζ0λ
]
,
(65)
where the function ψ obeys
lim
z→0
ψ(z) = (1− ln 2) .
Hence, within this approximation, the LC interface
touches the substrate (i.e. ζ0 = 0) for a finite force
F 2Dc =
[
12ηDe
A
λ3
(1− ln(2)) + A
4λ
]
piR2c . (66)
The external force is plotted as a function of ζ0 in fig. 8.
Equation (65) with Rc = R is represented by the blue
solid line and has to be compared with the blue squares
obtained by direct numerical integration. Once again,
this expression agrees with the numerical results for ζ0
large enough.
2. With surface tension
An inspection of fig. 8 reveals that the agreement be-
tween the predicted force-minimum distance relation and
the full numerical solution of thin film equations is ac-
curate only when the forces are not too large. However,
as we keep increasing the external load, this prediction
(solid lines) fails to reproduce the numerical results. As
anticipated previously, the shape of the crystal close to
the tip (see inner panel of fig. 7) is not well described
by eq. (49). Indeed, as ζ0 → 0, the curvature at the tip
diverges, leading to the singular pointy shape reported
in eq. (62). Thus, surface tension effects proportional to
the curvature become relevant.
We here resort to a simple matching procedure to ac-
count for the consequences of surface tension. First, in
the tip region for x < x∗ or r < r∗, where x∗ and r∗
12
F¯Cz/S¯
⇣¯ 0
10-5
10-4
10-3
10-2
10-1
100
101
10-4 10-3 10-2 10-1 100 101 102 103 104
FIG. 8. Minimum film thickness of the liquid film as a
function of the applied load. The plot shows the minimum
distance ζ¯0 between the crystal and the substrate versus the
external load normalized by surface area S¯ (scaled pressure).
Red, ridge contact (1D); blue, axisymmetric contact (2D).
Circles (1D) and squares (2D) show the numerical results;
Solid lines report the analytical predictions neglecting surface
tension eqs. (63) and (65) blue and using L¯c = L¯ = 100,
R¯c = R¯ = 100; Dashed lines: prediction adding the singular
contribution of the surface tension term eqs. (68a) and (68b)
to the previous expression, and using the parameters uCz and
∂xxζ0 or ∂rrζ0 from the simulations. Dashed-dotted lines: full
analytical prediction using eqs. (70a) and (70b). 1D viscosity,
η¯ = 0.5; 2D viscosity, η¯ = 1. The results are in normalized
units. The critical force in 2D eq. (66) provides the maximum
value of F¯ 2DCz /S¯ for the solid blue line and corresponds to
p ≈ 3.3MPa.
are the tip width in 1D and 2D respectively, a Taylor
expansion of ζ leads to:
ζtip = ζ0 +
x2
2
∂xxζ0 , (67a)
ζtip = ζ0 +
r2
2
∂rrζ0 , (67b)
where ∂rrζ0 and ∂xxζ0 are the second derivative of ζ cal-
culated at x = 0 or r = 0.
Using this solution let us compute the contribution of
the tip region to force balance eqs. (35) and (39). We
obtain
F 1Dtip =2
Ax∗
λ
(
1− ζ0
λ
− ∂xxζ0 x
2
∗
6λ
)
+ η
6piuCz√
2(∂xxζ0)3/2ζ
3/2
0
,
(68a)
F 2Dtip =
piAr2∗
λ
(
1− ζ0
λ
− ∂rrζ0 r
2
∗
4λ
)
+ η
6piuCz
(∂rrζ0)2ζ0
, (68b)
where we used ζ/λ  1 in the tip region. From this
expression it appears that, if x∗ or r∗ is not increasing too
fast when the load increases and ζ0 → 0, the dominant
term is the one proportional to the viscosity.
To confirm the validity of this statement, we checked
that the increase of the force at small ζ0 is well predicted
by adding the singular contribution corresponding to the
last term of eqs. (68a) and (68b) to the previous expres-
sions. The result reported in fig. 8, agrees well with the
deviations at small ζ0. However, this relation is still not
fully predictive, since we used ∂xxζ0 and ∂rrζ0 obtained
from the numerical solution. In order to find an addi-
tional relation linking ζ0 and ∂xxζ0 or ∂rrζ0, we match
the solutions far from and close to the tip in the limit
ζ  λ.
Far from the tip, we assume a small deviation δζ from
the singular solution eq. (62), leading to ζ = ζsing +
δζ. To find an expression for δζ we insert the previous
relation into the full steady-state differential equation in
the presence of curvature terms
0 = uCz +De∂x
[
ζ
(
γ∂xxζ − U ′(ζ)
)]
, (69a)
0 = uCz +De
1
r
∂r
[
rζ
(
γ∂rrζ +
γ
r
∂rζ − U ′(ζ)
)]
, (69b)
for the 1D and 2D respectively. Matching the height and
the slope of the tip solution eq. (67) with the perturba-
tive solution outside the tip region ζ = ζsing+δζ at some
position x∗ or r∗ leads to two equations. These two equa-
tions are used to obtain x∗ or r∗, and ∂xxζ0 or ∂rrζ0, as
a function of ζ0. We therefore have a profile with two
regions that is completely determined by ζ0. The details
of the derivations is quite cumbersome, and is therefore
reported in appendix D.
Two important remarks are in order. First, due to the
correction δζ, the profile becomes wider when approach-
ing the tip region in agreement with the shape observed
in the full numerical solution in fig. 7.
As a second remark, the matching analysis shows that
∂xxζ0 and ∂rrζ0 tend to a constant for ζ0 → 0. Using
these results in the expression of the force, we obtain
asymptotically a power law dependence of the force on
ζ0
F 1Dtip =
12piηγ3/2Deλ
3/2
C
3/2
1D
√
2AL2c
1
ζ
3/2
0
+ non singular terms ,
(70a)
F 2Dtip =
24piηγ2Deλ
2
C22DAR
2
c
1
ζ0
+ non singular terms , (70b)
where the constants C1D = ∂x¯x¯ζ¯0(ζ¯0 = 0) and C2D =
∂r¯r¯ ζ¯0(ζ¯0 = 0) are the values of the normalized second
derivatives at the tip when ζ¯0 → 0. From simulations,
we find C1D ≈ 0.017 and C2D ≈ 0.015 (see fig. 11).
Note that we used the approximated expression of the
dissolution rates uCz given by eq. (61).
The sum of the contribution without surface ten-
sion eqs. (63) and (65) with the contribution of the tip
eqs. (70a) and (70b), are presented in fig. 8 by the dashed-
dotted lines. The agreement with the full numerical so-
lution is not quantitative, but is satisfactory consider-
ing the heuristic character of the matching procedure.
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Fitting the numerical results with power laws at large
forces, we obtain for the wedge-like contact FCz ∼ ζ−1.30
to be compared with the prediction FCz ∼ ζ−3/20 from
eq. (70a), while for the conical contact FCz ∼ ζ−1.10 to be
compared with FCz ∼ ζ−10 from eq. (70b).
As a final comment, the critical force for which surface
tension becomes relevant is given by eq. (66) in 2D. In
1D, comparing eqs. (64) and (70a) by
F 1Dc ≈ 24ηDe
A
2λ3
Lc ,
up to logarithmic corrections.
V. DISCUSSION
A. Summary of results
In this paper, we have obtained a thin film model de-
scribing the evolution of a rigid crystal that is able to
grow or dissolve, in the vicinity of a substrate. The
model includes hydrodynamics, diffusion, the disjoining
pressure effects, and surface tension.
Using this model, we have studied pressure solution
against a flat wall in ridge-like (1D), and axisymmet-
ric (2D) contacts. This study has been performed using
some simplifying assumptions, including equal-density
between the liquid and the crystal, the linearization of
Gibbs-Thomson relation and the dilute approximation.
We have also considered two different types of repul-
sions between the substrate and the crystal. These led
to different behaviors.
In the case of a power-law repulsion diverging at con-
tact, the crystal interface flattens under load, and the
dissolution rate exhibits a power-law dependence on the
load. A change in this power-law is found at large loads
and viscosities when the forces induced by viscous dissi-
pation surpass those due to disjoining pressure.
In contrast, a finite exponential repulsion produces
pointy contacts and a dissolution rate asymptotically in-
dependent of the load and of the viscosity. For large
loads, the sharp pointy shape of the tip is regularized by
surface tension, and the force balance is dominated by
viscous effects. Touching contact (i.e. ζ0 = 0) is found
only in 2D and in the absence of surface tension.
To summarize, we found that for large external loads
the dissolution rate uCz and minimum distance ζ0 be-
tween the dissolving crystal and the substrate obey scal-
ing laws
uCz ∼ FαuCzLβuc ζ0 ∼ FαζCzLβζc (71a)
uCz ∼ FαuCzRβuc ζ0 ∼ FαζCzRβζc , (71b)
where FCz is the external load and Lc or Rc are the con-
tact sizes for the ridge and the axisymmetric contact,
respectively. The exponents αu, βu, αζ , βζ displayed
in table I are found to depend on dimensionality (ridge
or axisymmetric), on viscosity, and on the type of in-
teraction potential (diverging as a power-law or finite at
contact).
B. Orders of Magnitude and model limitations
Before discussing precise systems, we provide some
orders of magnitude describing the energy scale of the
interactions. Various experiments and standard text-
books19 indicate that the order of magnitude of disjoin-
ing pressures is typically U ′ ∼MPa when the distance
between the surfaces is ζ ∼ nm. For exponential in-
teractions with decay length λ ∼ nm (corresponding
e.g. to the Debye length or to hydration scales), we ob-
tain that A ∼ λU ′ ∼ mJ · m−2. As a consequence,
the dimensionless repulsion strength (see section III A)
is A¯ = A/γ ∼ 10−2. For power-law interactions, with
a typical distance λ ∼ nm, we have A ∼ U ′λn+1. As a
consequence, we also find A¯ = A/γλn ∼ 10−2.
We now consider two different crystals: calcite CaCO3,
and sodium chlorate NaClO3. For calcite we use
44,45:
solubility c0 ≈ 10−3mol/l ≈ 1024/m3 (at 25◦C), molec-
ular volume Ω ≈ 100A˚3, ionic diffusion constant D ≈
10−5cm2/s, water-solution interfacial tension46 γ ≈
100mJ and T ≈ 300K.
For each variable y in physical units, and the corre-
sponding variable y¯ in normalized units, we define the
scaling factor sy from the relation y = sy y¯. These scal-
ing factors have to be applied to the simulation results
to recover physical units. Their precise expressions are
given in appendix B. In the case of Calcite, we estimate
from eq. (B3):
sζ = O(1 nm)
sx = O(10 nm)
st = O(10−1s)
sp = O(M Pa)
sη = O(102Pa s) .
Considering now NaClO3 with
47,48 c0 ≈ 1028/m3(at
25◦C), Ω ≈ 100A˚3, D ≈ 10−5cm2/s, γ ≈ 10mJ and T ≈
300K, and using the same assumption on the interaction
range and strength we have A¯ = 10−1 and:
sζ = O(1 nm)
sx = O(1 to 10nm)
st = O(10−6s)
sP = O(M Pa)
sη = O(10−2Pa s) .
As an illustrative example for the use of these scaling
factors, simulations were performed in a box of normal-
ized width 100 with an initial distance equal to 1 between
the dissolving crystal and the substrate. For both cases
of calcite and sodium chlorate, this corresponds to thick-
nesses of the order of the nanometer. In addition, contact
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TABLE I. Summary of the asymptotic regimes at large loads following the notation of eq. (71). For exponential potentials in
the absence of surface tension effects, the dependence of uCz and ζ0 on the load and system size is not a power-law. In 1D the
dependence is logarithmic eq. (64), and in 2D ζ0 vanishes (i.e. the crystal touches the substrate) for a finite force F
2D
c eq. (66).
Repulsion Power-Law Exponential
Regime Hydrodyn. Diffusion 1D no surf. tens. 1D surf. tens. 2D no surf. tens. 2D surf. tens.
η¯ ≥ 1 η¯  1 F 1DCz  F 1Dc F 1DCz  F 1Dc F 2DCz < F 2Dc F 2DCz  F 2Dc
αu
n
n+3
n
n+1
0(constant) 0(constant) 0(constant) 0(constant)
βu − 4n+6n+3 − 4n+2n+1 −2 −2 −2 −2
αζ − 1n+3 −1n+1 exponential −2/3 ζ0 → 0 as F 2DCz → F 2Dc −1
βζ
2
n+3
2
n+1
exponential −4/3 −2
widths are ∼ 1µm for calcite, and ∼ 100nm to 1µm for
sodium chlorate.
Some remarks are in order. First, the order of magni-
tude of the relevant pressures does not depend much on
the system. In contrast, the order of magnitude of the
timescale and of the relevant viscosities depend strongly
on the solubility c0, which can vary by many orders of
magnitude from one material to another.
As discussed previously for dissolution with singular
(power-law) repulsions, one could discriminate between
diffusive and hydrodynamic regimes. The simulation re-
sults show that the high viscosity regime (hydrodynamic
regime) is expected for η¯ ≥ 1 (top panel of fig. 5) for
FCz/S ∼ 102MPa to 10GPa with S = piR2, and micro-
metric crystals (R¯ = 100 ↔ R = 1µm). For calcite this
would be expected for η ∼ 102 Pa s which is much larger
of the value for water (≈ mPa s). As a consequence for
this system the observation of such regime should be diffi-
cult in natural environments. However, for highly soluble
salts such as NaClO3, we would need η ∼ 10mPa much
closer to the value of water. Therefore hydrodynamic dis-
solution regime should be easier to observe in this type
of systems.
However, physical parameters such as viscosity and dif-
fusion can also depend on pressure, temperature, pH or
be affected by phenomena inherent to confinement. For
example, large pressures are know to lead to variation of
the viscosity49 while nano confinement when double layer
is present on the surfaces, could promote higher effective
viscosities (electroviscosity)50.
One should keep in mind that there are limits in the
application of our continuum model. For instance, when
ζ0 reaches the molecular scale, the continuum approach
will break down and one should resort to different models
based on molecular methods. An interesting step in this
direction was recently proposed in the literature using
Kinetic Monte Carlo simulations51. Atomistic simula-
tions may also allow one to tackle discontinuities of the
surface profile such as atomic steps, which where shown
to be relevant for pressure solution experiments52.
Moreover, one of the approximations used in our study
of pressure solution is the linearization of the Gibbs-
Thomson relation. The full nonlinear expression of the
Gibbs-Thomson relation must be kept when U ′(ζ) 
kBT/Ω. At room temperature kBT/Ω ∼ 1MPa for
molecular crystals, and kBT/Ω ∼ 1GPa for atomic crys-
tals. As discussed at the beginning of this section, we
may assume maximum disjoining pressures U ′ of the or-
der of the MPa, and the assumption U ′(ζ)  kBT/Ω
although not systematically valid, should apply in many
cases. As discussed in appendix E, our analysis can be
extended to the case where the full nonlinearity of the
Gibbs-Thomson relation is kept. This leads to similar
results as those discussed above in the presence of an
exponential potential. The only important difference ap-
pears for power-law interactions, the functional form of
the dissolution rate and minimum distance with the force
are not power-law anymore. Instead, they exhibit an es-
sential singularity as discussed in appendix E.
Another limitation of our model is the absence of elas-
tic or plastic displacements in the solid. However, our
results show that even in the absence of elasticity or plas-
ticity, significant shape changes can be observed in con-
tact zones due to dissolution or growth kinetics in the
presence of disjoining pressure effects. Hence, elasticity
or plasticity are not the only pathways towards flat con-
tact shapes in pressure solution, and dissolution alone is
a sufficient mechanism. Beyond displacements, elasticity
also gives rise to an additional contribution to the chem-
ical potential53 ∼ Ωσ2/2E, where E is the Young mod-
ulus. For this contribution to be dominant as compared
to that coming from disjoining pressure ΩU ′, one should
have stresses larger than (2EU ′)1/2. Taking U ′ ∼MPa,
and E ∼ 10GPa, we obtain that stresses should typi-
cally exceed 102MPa for elastic effects to be relevant in
the chemical potential. In addition, pointy morphologies
such as those obtained in our model for finite repulsions
should lead to a concentration of stresses which could re-
sult in significant elastic or plastic effects. Further studies
in this direction are needed.
Finally, one major assumption of our study is the con-
stant size of the contact region. While specific needle-
like crystal shapes may indeed present a constant con-
tact area during dissolution, it is clear that more general
shapes, e.g. conical or spherical crystals would exhibit
a growing contact area as dissolution proceeds. In addi-
tion redeposition of material ouside the contact could also
change the contact area during pressure solution. Our
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description could still hold if the change in the contact
area was slower than the relaxation of the crystal pro-
file within the contact. Such a separation of timescales,
where a steady-state is reached within the contact as if
the contact size was constant at all times, will be denoted
as the quasistatic approximation.
In the following, we discuss the validity of this approx-
imation. Effects such as redeposition, growth, or dis-
solution outside the contact are assumed to be smaller
than the dissolution in the contact region. From di-
mensional analysis of eq. (40) neglecting the contribu-
tion of surface tension, the relaxation time trelax to-
wards a stead-state profile ζs(r) with a contact of size
Rc is trelax ∼ R2c/(DeU˜ ′(ζs)). In addition from force
balance eq. (39), we have F ∼ R2cU ′(ζs). Since U ′(ζs) ∼
U˜ ′(ζs), we find trelax ∼ R4c/(DeF ). Assuming a small
contact angle θext at the edge of the contact, dissolu-
tion induces a growth velocity for the contact radius
dRc/dt = uCz/θext. We must therefore require that the
relaxation time is smaller than the time associated with
the growth of the contact radius: trelax  Rc/(dRc/dt),
leading to R4c/(DeF ) Rcθext/uCz. For example in the
case of a power-law potential in the diffusion-dominated
regime, uCz is given by eq. (56b), and this condition
leads to F  A/(θn+1ext Rn−1c ). Using the relation stated
above in this subsection A ∼ U ′λn+1, and the force bal-
ance F ∼ R2cU ′, we finally obtain a simple condition
λ/Rc  θext. Since we assumed λ/Rc ∼ 10−5 above
(with λ ∼nm and Rc ≈ 100µm), this result suggests that
for contact angles not too small θext  10−5, the qua-
sistatic approximation should be valid.
Within this approximation, the dissolution rate will
depend on the shape of the dissolving solid. For example
for a cone of half angle θcone, assuming no redeposition
outside the contact region, the radius of the contact area
obeys dRc/dt = uCz tan θcone. Similarly, for a sphere of
radius R0, we have dRc/dt = uCz(R
2
0/R
2
c − 1)1/2. Since
uCz ∼ Rβuc from eq. (71b), we find that Rc ∼ t1/(1−βu)
and uCz ∼ tβu/(1−βu) at constant force in the conical
case, and Rc ∼ t1/(2−βu) and uCz ∼ tβu/(2−βu) at con-
stant force in the spherical case when Rc  R0. Choos-
ing again the example of power-law repulsion in the dif-
fusion limited regime where βu = −(4n+ 2)/(n+ 1), we
find uCz ∼ t−(4n+2)/(5n+3) and uCz ∼ t−(2n+1)/(3n+2) for
the conical and spherical cases respectively.
C. Comparison with existing models and
experiments
Since it relates deformation strains, contact size and
stress on single contacts dissolution (eventually connect-
ing it to the overall grain compaction problem) in an
axisymmetric geometry, Weyl’s model12 is a first natural
candidate for comparison to our model. Weyl predicts
that uCz = 8DλbFCz/R
2
c where D is the diffusion con-
stant, λ is the film thickness, b a linear stress coefficient
linking local solute concentration with the applied stress
and Rc is the contact size.
Other models consider the phenomena at the scale of
the grain rather than the contact region13,14,16–18. Rut-
ter15 summarizes most of the previously cited models (for
diffusion controlled kinetics) and also treats the global
problem at the thin film contact area, as done by Weyl.
In cylindrical symmetry and for small external stresses,
Rutter15 predicts uCz = 32C0DwV FCz/(RgTρCd3),
while for high external stresses (> 100 MPa) Rutter finds
uCz = 40c0Dw exp[FCzV/(2.3RgT )]/(d3ρC) where c0 is
the concentration at the interface, ρC is the crystal den-
sity, D is the diffusion at the grain boundary, w is an
effective width, Rg is the gas constant and d is the grain
size (proportional to the contact size).
The relations predicted by Weyl and Rutter are in gen-
eral not in agreement with our predictions both for power
law repulsion and finite exponential repulsion eqs. (55b),
(56b) and (61b).
Globally, the absence of description of microscopic
physical ingredients such as viscosity, interaction poten-
tial, and surface tension in these models lead to a very
different and non-specific behavior.
Previous modeling attempts have also addressed the
regime of slow interface kinetics17. They suggest that the
dissolution rate could then be independent of the contact
area. The investigation of this limit is an interesting
perspective for further development of our model.
A number of experimental observations have suggested
power law relations between strain rates (crystal veloc-
ity) and applied stress and or grain size54–56. This is
compatible with the results we obtained for the singular
repulsive power-law potential in eqs. (55a), (55b), (56a)
and (56b) and fig. 5. However, Croize´ et al. 57 underline
that though there exists a positive correlation between
the strain rate and the applied stress, this dependence is
weak. With the support of both original measurements
on calcite pressure solution and data from the literature,
they claim that other effects such as the grain size are
likely to be dominant. These observations are consistent
with the scenario predicted for exponential interaction in
eq. (61) and fig. 6.
Using the pressure range 1 to 103 MPa, which is
the one usually considered in pressure solution exper-
iments, the velocities (dissolution rates) obtained by
our simulations are 10−3 to 10−1nm s−1 for calcite and
10−1 to 10µm s−1 for sodium chlorate. The observable
usually reported in pressure solution experiments is the
strain rate. Experimental values of the strain rates for
calcite54,57 vary between 10−9s−1 and 10−4s−1. Using
˙ = uCz/Rc as the definition of the strain rate
57, we
obtain values between 10−6s−1 and 10−4s−1, compatible
with the experimental ones. For NaClO3, because of the
faster time scales due to the much higher solubility, the
dissolution rate and as a consequence the strain rate in-
creases of a factor of about 105. This is in disagreement
with the literature56, where similar orders of magnitude
as those of calcite are found. Such discrepancy could be
caused by the fact that in our system exhibits an under-
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saturated concentration bath at the boundaries of the
contact. In multi-contact systems where the liquid reser-
voir per contact is finite, the global supersaturation of
the bath should increase due to the release of crystal
molecules in the liquid. This should lead to a decrease
of the dissolution rates. The study of such interactions
between different contacts is therefore an important per-
spective for our modeling approach to address systems
with multiple contacts.
As far as the morphology of the contact is concerned,
some experiments on quartz grains aggregates58 showed
that in addition to relative smooth interfaces, irregular
ridge and plateau structures can develop at the grain con-
tacts after undergoing pressure solution. The appearance
of point-like and ridge-like singularities for exponential
repulsions in our model could be a first step towards the
understanding of these morphologies.
In general, further experimental investigation involv-
ing observations at the scale of one microscopic contact
would be useful to test our model predictions.
VI. CONCLUSIONS
In conclusion, we have presented a thin film model for
the dynamics of lubricated contacts during dissolution
and growth under load, accounting for surface tension,
interactions, diffusion, and hydrodynamics. This model
describes the coupled evolution of the space-dependent
pressure field p in the liquid, and the film thickness ζ via
eqs. (27) and (30). An additional constraint originating
in global force balance eqs. (32) and (33) determines the
crystal velocity uC .
Using this model, we have discussed the dynamics of
pressure solution for single contacts of fixed or slowly
varying size and with symmetric geometries, using some
simplifying assumptions. We find that the dissolution
rate and contact morphology exhibit distinctive behav-
iors depending on the finiteness of the repulsion at con-
tact. Furthermore, we find that crystal-substrate touch-
ing contact is never reached in steady-state for any load
when viscosity and surface tension are taken into account.
Much yet remains to be done to explore the different
regimes emerging for our thin film model. However, this
model paves the way for a systematic and physically con-
sistent analysis of the influence of different microscopic
ingredients on pressure solution and growth in confined
environments.
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Appendix A: Identities resulting from translational
invariance of the free energy
Here we derive some integral identities that are used in
the main text. These identities express the fact that the
total force resulting from a translational invariant energy
must vanish.
Consider a generic free energy functional FD acting
over a domain D in d dimensions and with boundary ∂D
in (d − 1) dimensions. Let us assume that its variation
can be written as a surface integral
δF =
ˆ
∂D
dS (δr · nˆ)δFD
δr
, (A1)
where δr is a d-dimensional infinitesimal variation of the
domain boundary.
Assume now that FD is invariant under translations.
Then, δF must vanish under infinitesimal translations,
i.e. when δr = dr is an arbitrary constant (independent
on space coordinates). As a consequence
0 = dr ·
ˆ
∂D
dS nˆ
δFD
δr
. (A2)
Since this is true for any dr, we find that the force acting
on the domain surface vanishes:
0 =
ˆ
∂D
dS nˆ
δFD
δr
. (A3)
This relation is valid for arbitrary shapes of the domain
D.
In particular, consider the surface energy
FS =
ˆ
∂D
dS γ(nˆ) , (A4)
whose variation is given byˆ
∂D
dS nˆ (κ : γ˜) = 0 , (A5)
where γ is a general surface tension (function of the ori-
entation), γ˜ is the stiffness tensor and κ is the curvature
tensor. In the special case where the surface tension is
isotropic, i.e. γ does not depend on nˆ, we obtain a known
equality: the integral of the mean curvature times the
normal vector of an arbitrary (sufficiently regular) sur-
face vanishes59 ˆ
∂D
dS nˆ H = 0 , (A6)
where H is the mean curvature.
Finally another useful relation is obtained when choos-
ing an energy proportional to the volume of the domain
D: ˆ
∂D
dS nˆ = 0 . (A7)
We find that the integral of the normal vector vanishes
on any closed regular surface.
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Appendix B: Rescaling and units
Let us recall the type of substrate-crystal interactions
considered, eqs. (41) and (42):
U(ζ) =
A
ζn
Singular at contact,
U(ζ) = Ae−
ζ
λ Finite at contact.
For simplicity we only show the scaled equations in 1D. In
the case of the power law repulsion, eq. (41) with n = 3,
we have
∂t¯ζ¯ = −∂x¯
[
ζ¯∂x¯(∂x¯x¯ζ¯ +
1
ζ¯4
)
]
− u¯Cz , (B1a)
u¯Cz
ˆ L¯
0
dx¯
ˆ L¯
x¯
dx¯′
24η¯x¯′
ζ¯3
= F¯Cz + 2
ˆ L¯
0
dx¯
1
ζ¯4
, (B1b)
where u¯Cz, η¯ and F¯ are the rescaled velocity, viscosity
and external force, respectively. For the exponential re-
pulsion eq. (42), we have
∂t¯ζ¯ = −∂x¯
[
ζ¯∂x¯(∂x¯x¯ζ¯ + e
−ζ¯)
]
− u¯Cz , (B2a)
u¯Cz
ˆ L¯
0
dx¯
ˆ L¯
x¯
dx¯′
24η¯x¯′
ζ¯3
= F¯Cz + 2
ˆ L¯
0
dx¯ e−ζ¯ .
(B2b)
If y is an arbitrary variable and y¯ its normalized coun-
terpart used in simulations, we define sy the scaling fac-
tor that has to be applied to recover the natural vari-
ables from the normalized simulation variables: y = sy y¯.
Defining A¯ as a non dimensional quantity equal to A/γ
for the exponential repulsion, and equal to A/(γλ3) for
the power-law repulsion, the scaling factors are for both
eqs. (B1) and (B2):
sζ = λ (B3a)
sx = λ(
1
A¯
)1/2 (B3b)
st = λ
3 kBT
DΩ2c0γA¯2
(B3c)
s1DF = γA¯
1/2 (B3d)
s2DF = γλ (B3e)
sp =
γA¯
λ
(B3f)
sη = λ
2 kBT
DΩ2c0
(B3g)
suCz =
DΩ2c0γA¯
2
kBTλ2
. (B3h)
The superscripts 1D and 2D explicitly indicate those
scalings which differ in the ridge and axisymmetric sys-
tem. Also note that sp = s
1D
F /sx in 1D, while sp =
s2DF /s
2
x in 2D.
Appendix C: Steady state in the absence of surface
tension
We here illustrate how to derive some relations of sec-
tions IV A and IV B 1 for the axisymmetric system (2D).
An analogous procedure can be followed in 1D. In 2D, a
single integration of eq. (46) leads to
r
2
uCz = Deζ∂rζU
′′(ζ) . (C1)
Using the previous relation to express the differential rdr
as a function of dζ and considering only the contribution
of the contact area, we can rewrite eq. (39) in a more
convenient form:
FCz = 2pi
ˆ Rc
0
r12ηDe dr
ˆ ζ(Rc)
ζ(r)
dζ
U ′′(ζ)
ζ2
− 2pi
ˆ Rc
0
dr rU ′(ζ(r)) . (C2)
1. Singular power law repulsion
Using eq. (51) together with eq. (41) in eq. (C2), we
find
F 2DCz = 12ηC1(rm, Rc) (R
2
cuCz)
n+3
n +
C2(rm, Rc) (R
2
cuCz)
n+1
n ,
(C3)
where
C1 = De
n(n+ 1)piA
n+ 3
{ −R2c
ζn+3(Rc)
+
nr2m
(2n+ 3)ζn+30
[
(
R2c
r2m
− 1)n+3n + 1
]( r2m/R2c
4De(n+ 1)A
)n+3
n
}
C2 =
pin2Ar2m
(2n+ 1)
[
(
R2c
r2m
− 1) 2n+1n + 1
]( r2m/R2c
4De(n+ 1)A
)n+1
n
.
For large external loads, we have rm ∼ Rc and ζ(r =
Rc) ζ0, leading to eq. (54).
The constants used in the main text in eqs. (55a),
(55b), (56a) and (56b) were obtained considering that
one of the two terms in eq. (C3) dominates in the force
balance depending on the value of the viscosity. Their
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FIG. 9. Minimum film thickness ζ0 as a function of the ap-
plied load for (singular) power law repulsion. Geometry: ax-
isymmetric contact. Lines represent analytical predictions ex-
tracted from eq. (C8) with R¯c = R¯ = 100, circles indicate sim-
ulation results. Solid blue line, hydrodynamic regime; dashed
red line, diffusion regime. (a) η¯ = 1; (b) η¯ = 10−3. The
results are given in normalized units.
expressions are
C1Dh =
2
(
DeA(n+ 1)
) 3
n+3
(
24n
√
pi
n+3 φ(
n+3
n )
) n
n+3
(C4)
C2Dh =
4
(
DeA(n+ 1)
) 3
n+3
(
12pin2
(2n+3)(n+3)
) n
n+3
(C5)
C1Dd =
2DeA
1
n+1 (n+ 1)(
2n
√
piφ(n+1n )
) n
n+1
(C6)
C2Dd =
4DeA
1
n+1 (n+ 1)(
pin2
2n+1
) n
n+1
. (C7)
As discussed in the main text, the force can also be writ-
ten as a function of the distance ζ0 between the substrate
and the crystal surface at the center of the contact:
F 2DCz
piR2c
= 12ηDe
n2(n+ 1)A
(2n+ 3)(n+ 3)
( 1
ζ0
)n+3
+
n2A
(2n+ 1)
( 1
ζ0
)n+1
, (C8)
leading to the asymptotic scaling reported in section V A.
These results are confirmed by the numerical solution as
showed in fig. 9.
Finally, as showed in fig. 10, we have explored the
transition between the diffusion and hydrodynamic scal-
ing laws. This was done using an intermediate viscosity,
η¯ = 0.1, and looking at the dissolution rates in a 2D con-
tact of size R¯c ≈ R¯ = 100. The constants appearing in
eqs. (57) and (58) are:
B1D =
[ 24De(n+ 1)φ(n+3n )
(n+ 3)
[
2φ
(
n+1
n
)]n+3
n+1
]n+1
2 1
nA
√
pi
(C9)
B2D =
[12De(n+ 1)(2n+ 1)n+3n+1
(2n+ 3)(n+ 3)
]n+1
4 1
n
√
Api
. (C10)
From eq. (58), with R¯∗ = 100, η¯ = 0.1, n = 3 (since
in simulations units De = 1 and A = 1/3, B2D ≈ 5.4)
we expect the diffusion limited regime approximately for
F¯Cz < 3.5 10
4 and the hydrodynamic regime otherwise.
The threshold indicated in the figure by the dashed ver-
tical line is compatible with the observed trend.
2. Finite exponential repulsion
In the case of a finite exponential repulsion, manipu-
lations similar to those presented in the previous section
lead to the following form of the force balance relation
F 2DCz = 48η
piD2eA
2
λ3uCz
ψ(
ζ0
λ
) +
piDeA
2
λ
(2ζ0
λ
+ 1
)e− 2ζ0λ
uCz
,
(C11)
with
ψ(z0) = λ
ˆ ∞
z0
dz e−z
(
e−z + zEi(−z)
)
, (C12)
where Ei is the exponential integral defined as
Ei(x) = −
ˆ ∞
−x
e−s
s
ds . (C13)
Inserting the expression of uCz from eq. (61b) into
eq. (C11) we obtain eq. (65).
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FIG. 10. Dissolution rate as a function of the applied load
for power law (singular) repulsion. Geometry: axisymmetric
contact. The viscosity is η¯ = 10−1. Lines represent analytical
predictions with R¯c = R¯ = 100, circles indicate simulation re-
sults. Solid blue line, hydrodynamic regime eq. (55b); dashed
red line, diffusion regime eq. (56b). The black dashed line
represents the expected threshold between the two regimes
according to eq. (58). The results are shown in normalized
units.
3. 1D case
In 1D, the derivations are similar to the 2D case. We
obtain eq. (63) where the two functions ψ˜1 and ψ˜2 are
defined as:
ψ˜1(z0) =
ˆ ∞
z0
e−z(e−z + zEi(−z))
[(1 + z0)e−z0 − (1 + z)e−z] 12
dz , (C14)
ψ˜2(z0) =
ˆ ∞
z0
ze−2z
[(1 + z0)e−z0 − (1 + z)e−z] 12
dz . (C15)
Appendix D: Surface tension contribution in finite
repulsion
We here report a derivation of the relation between
the second derivative of the interface ∂xxζ0 or ∂rrζ0 and
the minimum film width ζ0. This relation is obtained
through a procedure where we match the two approxi-
mate solutions at the tip ζtip in eq. (67), and far from
the tip ζsing in eq. (62).
1. 1D case
In 1D we proceed as follows. Integrating two times
eq. (69a) we have
0 =
x2
2De
uCz− A
2λ
(ζ2−ζ20 )+γ
(
ζ∂xxζ−ζ0∂xxζ0−1
2
(∂xζ)
2
)
,
(D1)
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FIG. 11. Curvature at the tip as a function of the tip-
substrate gap ζ¯0. Red circles: simulations result for the wedge
contact (1D); Blue squares: simulations result for the axisym-
metric conical contact (2D). Sizes of the simulation boxes are
L¯ = R¯ = 100; dashed red and blue lines analytical prediction
using the solution of eq. (D7),eq. (D3), respectively using the
the assumption Lc ≈ L, Rc ≈ R. The results are in normal-
ized units.
where we used the parity condition ∂xζ0 = 0 and the
expansion of U˜ , (given for the exponential repulsion by
eq. (59)), up to second order in ζ: U˜ ≈ A(−1+ζ2/(2λ2)).
Adding a perturbation δζ to ζsing = ω|x| given by
eq. (62a) we have
ζfar = ζsing + δζ ,
with
ω =
( uCz
DeA
) 1
2
λ .
We then insert this relation in eq. (D1) to determine δζ
far from the tip. Neglecting the terms of smaller than δζ
for large x we find
δζ = γ
− 12ω2 − ζ0∂xxζ0
A
λ2ωx
. (D2)
We define x∗ as the value of x at which we match
the solutions ζsing and ζtip. We obtain two independent
relations. The first one accounts for the matching of the
surface profiles at x = x∗, leading to ωx∗+δζ(x∗) = ζ0 +
∂xxζ0x
2
∗/2. The second relation comes from the matching
of the slopes ω + ∂xδζ(x)|x∗ = ∂xxζ0x∗. Combining the
two relations we obtain the following system of equations
3
2
∂xxζ0x
2
∗ − 2ωx∗ + ζ0 = 0,
ωx∗ − γ
(ω2
2
ζ0∂xxζ0
) λ2
Aωx∗
= ζ0 +
∂xxζ0
2
x2∗ .
(D3)
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2. 2D case
In the axisymmetric system (2D) we follow a similar
procedure. However, extra terms connected to the dif-
ferent expression of the curvature appear. Following the
same steps as for the derivation of eq. (D1), we eq. (69b)
two times. Then, given the parity condition and the ex-
pansion of U˜ for small ζ, we obtain
0 =
r2
4De
uCz − A
2λ
(ζ2 − ζ20 ) +
γ
(
ζ∂rrζ − 2ζ0∂rrζ0 − 1
2
(∂rζ)
2 +
ζ∂rζ
r
−
ˆ r
0
dr′
(∂r′ζ)
2
r′
)
.
(D4)
To derive an explicit expression for the correction to
ζsing, we insert its expression eq. (62b) plus a perturba-
tion δζ in eq. (D4). Thus eq. (D4) becomes
0 = − A
λ2
ωrδζ − γ
(
(∂rrζ0)
2 r
2
∗
2
+ 2ζ0∂rrζ0
)
+
γ
(1
2
ω2 − ω2 ln( r
r∗
) + ω
δζ
r
+ 2ω
ˆ r
r∗
dr
∂rδζ
r
+ ωr∂rrδζ
)
.
(D5)
where now in 2D
ω =
( uCz
2DeA
) 1
2
λ .
Note that the integral term of eq. (D4) was rewritten as
follows
ˆ r
0
dr
(∂rζ)
2
r
=
ˆ r∗
0
dr
(∂rζtip)
2
r
+
ˆ r
r∗
dr
(∂rζsing)
2
r
= −γ(∂rrζ0)2 r
2
∗
2
+ ω2 ln(
r
r∗
) + 2ν
ˆ r
r∗
dr
∂rδζ
r
.
If in the matching procedure, for r  r∗, we keep only
dominant terms, as done above for the 1D case, we would
obtain δζ ≈ 1/r. Since this does not behave properly we
make a crude approximation and keep only one higher
order term ωδζ/r to account for higher order contribu-
tions in eq. (D5) ( indeed, as r → r∗ the integral term
vanishes and we expect the other relevant term r∂rrδζ to
be of the same order as ωδζ/r). With these assumptions
we find
δζ = γ
1
2ω
2 − 2ζ0∂rrζ0 − ω2 ln rr∗ − 12 (∂rrζ0)2r2∗
A
λ2ωr − γω 1r
. (D6)
As before to obtain the matching between the two so-
lutions ζtip and ζsing we use two conditions. First, we
consider the matching of the thicknesses ωr∗ + δζ(r∗) =
ζ0+∂rrζ0r
2
∗/2. A second relation accounts for the match-
ing of the slopes ω + ∂rδζ(r)|r∗ = ∂rrζ0r∗. Since in this
case ∂rδζ(r) does not diverge for r → 0, and since r∗ is
assumed to be small, we neglect the contribution ∂rζ|r∗
in the slope. This lead to the following system of equa-
tions:
ωr∗ + γ
(ω2
2
− 2ζ0∂rrζ0 − (∂rrζ0)
2
2
r2∗
)( A
λ2
ωr∗ − γη 1
r∗
)−1
= ζ0 + ∂rrζ0
r2∗
2
,
∂rrζ0r∗ = ω .
(D7)
3. Numerical solution
Inserting the asymptotic analytical expression of the
dissolution rate uCz eq. (61), we solved the linear sys-
tems of eqs. (D3) and (D7) using MINPACK routine60.
We obtain values of x∗ (r∗) and of ∂xxζ0 (∂rrζ0) for a
given minimum distance ζ0. The results, displayed in
fig. 11, are represented by the dashed lines and com-
pared with the simulation results. In particular we find
(in normalized units) for ζ0 = 0, ∂x¯x¯ζ¯0 ≈ 0.0167 and
∂r¯r¯ ζ¯0 ≈ 0.0153.
Appendix E: Beyond the linearization of the
Gibbs-Thomson relation
A simple substitution allows one to include the effect of
the exponential term in the analysis of the contact profile
in the absence of surface tension:
U ′(ζ)→ kBT exp[U
′(ζ)
kBT
]. (E1)
This leads to a different definition of U˜ from the relation
U˜ ′(ζ) = ζU ′′(ζ) exp[
U ′(ζ)
kBT
]. (E2)
The same procedure as that discussed in section IV can
then be applied with this new expression for U˜ .
For power-law potentials, this leads to an essential sin-
gularity in U˜ when ζ → 0:
U˜(ζ) = ζkBT
e−Anζ−n−1kBT − E1+ 1n+1
(
Anζ−n−1
kBT
)
n+ 1
 ,
(E3)
where
Em(z) =
ˆ ∞
1
dt
e−zt
tm
. (E4)
This essential singularity appears in the relation between
uCz and the minimum thickness ζ0 when ζ0 → 0:
uCz = 4De[U˜(ζ0)− U˜(∞)]. (E5)
In contrast, there is no significant change in the case
of an exponential potential. Indeed, the central property
of being finite when ζ0 → 0 is not affected by eq. (E1).
21
Thus, the exponential potential again leads to a pointy
shape, and constant dissolution rate obeying eq. (61).
Moreover, the details of the regularization of the tip due
to surface tension can be affected but we do not expect
major changes.
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