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Abstract
We present an explicit expression for the q-difference system of rank n + 1 satisfied by a BCn-type
Jackson integral (q-series) as first order simultaneous q-difference equations with a concrete basis. For
this purpose we introduce two types of symmetric Laurent polynomials called the interpolation polyno-
mials. Three-term relations between the interpolation polynomials play an essential role in deriving the
q-difference system. As an application, we give another proof for the product formula of the q-integral
introduced by Gustafson.
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1. Introduction
For an arbitrary c ∈ C, 0 < |c| < 1, we denote the c-shifted factorial for all integers N by
(x; c)∞ := ∏∞i=0(1 − cix) and (x; c)N := (x; c)∞/(cNx; c)∞. Throughout this paper, we fix
q as 0 < q < 1, and use the symbols (x)∞ := (x;q)∞ and (x)N := (x;q)N for the q-shifted
factorial.
BCn-type Jackson integrals are a multi-sum generalization of the basic hypergeometric se-
ries in a class of what is called very-well-poised-balanced 2rψ2r . A key reason to consider the
BCn-type Jackson integrals is to give an explanation and an extension of these hypergeometric
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fied by the BCn-type Jackson integrals. For example, a formula called Slater’s transformation
for a very-well-poised-balanced 2rψ2r series [11,21] can be regarded as a connection formula
for the solutions of q-difference equations of the BC1-type Jackson integral. (See [16] for the
detail.)
For a point ξ ∈ (C∗)n and a function ϕ(z) on (C∗)n, the BCn-type Jackson integral 〈ϕ, ξ 〉 is
defined by
〈ϕ, ξ 〉 :=
ξ∞∫
0
ϕ(z)Φ(z)(z)q where q = dqz1
z1
∧ · · · ∧ dqzn
zn
,
where the integral is taken in the Jackson integral sense, i.e., sum over the lattice Zn (see Sec-
tion 3.1 for the definition of the Jackson integral). Here Φ(z) is the function of z = (z1, z2,
. . . , zn) ∈ (C∗)n defined by
Φ(z) :=
n∏
i=1
2s+2∏
m=1
z
1/2−αm
i
(qa−1m zi)∞
(amzi)∞
∏
1j<kn
z1−2τj
(qt−1zj /zk)∞
(tzj /zk)∞
(qt−1zj zk)∞
(tzj zk)∞
,
where qαm = am and qτ = t . The function (z) is the Weyl denominator of type Cn defined by
(z) :=
n∏
i=1
1 − z2i
zi
∏
1j<kn
(1 − zj /zk)(1 − zj zk)
zj
.
From this definition the BC1-type Jackson integrals are equivalent to most of the very-well-
poised basic hypergeometric series (see [16] for the exact correspondence between them), and
via residue calculation the BCn-type Jackson integral with s = 1 is equivalent to the inner product
of the Macdonald–Koornwinder orthogonal polynomials. The rank of q-difference system which
the BCn-type Jackson integrals satisfy is known to be
(
n+s−1
s−1
)
, which is given in [4,5]. If n = 1,
an explicit expression for the q-difference system of rank s for the BC1-type Jackson integrals
is discussed in [15]. (See also [3] for another expression for the system different from [15].)
If s = 1, the q-difference system of rank 1 is well known by the theory of the Macdonald–
Koornwinder orthogonal polynomials. The aim of this paper is to present an explicit form for
the coefficient matrix of q-difference system for the BCn-Jackson integral for the case s = 2. In
this case the rank of the q-difference system is n + 1 and its coefficients are described by an
(n + 1) × (n + 1) matrix. We fix a concrete basis for the system and give the coefficient matrix
in the form of Gauss matrix decomposition. Precisely speaking, if we denote by Ta1 the shift
operator with respect to a1 → qa1 and 〈ei(a2), ξ 〉 the BCn-type Jackson integral defined by the
ith ‘elementary’ symmetric polynomial ei(a2; z), which is defined later by (1.3), then the system
is described as
Ta1
(〈
e0(a2), ξ
〉
,
〈
e1(a2), ξ
〉
, . . . ,
〈
en(a2), ξ
〉)
= (〈e0(a2), ξ 〉, 〈e1(a2), ξ 〉, . . . , 〈en(a2), ξ 〉)LU (1.1)
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L =
⎛⎜⎜⎝
l00
l10 l11
...
...
. . .
ln0 ln1 · · · lnn
⎞⎟⎟⎠ , U =
⎛⎜⎜⎝
u00 u01 · · · u0n
u11 · · · u1n
. . .
...
unn
⎞⎟⎟⎠ .
One of the main results of this paper is to give each entry of the matrices L and U explicitly as
product of binomials. (See Theorem 3.6 for the explicit expression of the entries.) The explicit
forms of L and U are deduced using three-term relations between the interpolation polynomials
defined in Section 4.
Before explaining the interpolation polynomials, we should mention the case s = 1. If s = 1,
then the rank of the q-difference system is 1. This means that the system is expressed by two-term
recurrence relation, which is given explicitly as
Ta1〈1, ξ 〉 = (−1)n
n∏
i=1
∏4
k=2(1 − tn−ia1ak)
a1(1 − tn+i−2a1a2a3a4) 〈1, ξ 〉. (1.2)
One way to obtain the above equation is known as Aomoto’s method [2] (see also [1,10,17,19] for
instance), whose idea is to introduce intermediate functions in order to interpolate the difference
(or differential) equation. For the BCn-type Jackson integral with s = 1 the method is explained
as follows (see [14] for the detail). For the Laurent polynomials
er(a; z) :=
∑
1i1<···<irn
r∏
k=1
e
(
zik , at
ik−k) (r = 1,2, . . . , n) (1.3)
and e0(a; z) := 1, where e(x, y) := x + x−1 − y − y−1, the following recurrence relations hold:
〈
ei(a1), ξ
〉= − t i−1(1 − tn−i+1)∏4k=2(1 − aka1tn−i )
tn−i (1 − t i )a1(1 − a1a2a3a4t2n−i−1)
〈
ei−1(a1), ξ
〉
(1 i  n), (1.4)
where 〈ei(a), ξ 〉 are the BCn-type Jackson integrals defined by the polynomials ei(a; z). We call
ei(a; z) the ith ‘elementary’ symmetric polynomial of type BCn. Since Ta1〈1, ξ 〉 = 〈en(a1), ξ 〉
and 〈1, ξ 〉 = 〈e0(a1), ξ 〉, using (1.4) repeatedly, we immediately obtain (1.2). The important step
for the method is to find polynomials possessing elementary relations like (1.4) which are easily
calculated using integration by parts, and these relations are used to interpolate the q-difference
system. Repeated use of (1.2) leads us to the expression for 〈1, ξ 〉 as an infinite product, which
is originally obtained by van Diejen [7]. Since the BCn-type Jackson integral with s = 1 can be
rewritten as an inner product of the Macdonald–Koornwinder orthogonal polynomials via residue
calculation, for 1 j  n, the following is equivalent to (1.4):∫
T
(−a1)j ej (a1; z)w(z)dz1
z1
∧ · · · ∧ dzn
zn
=
j∏
i=1
t i−1(1 − tn−i+1)∏4k=2(1 − aka1tn−i )
tn−i (1 − t i )(1 − a1a2a3a4t2n−i−1)
∫
w(z)
dz1
z1
∧ · · · ∧ dzn
zn
, (1.5)
T
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w(z) :=
(
1
2π
√−1
)n n∏
i=1
(z2i )∞(z
−2
i )∞∏4
m=1(amzi)∞(amz
−1
i )∞
×
∏
1j<kn
(zj zk)∞(zj z−1k )∞(z
−1
j zk)∞(z
−1
j z
−1
k )∞
(tzj zk)∞(tzj z−1k )∞(tz
−1
j zk)∞(tz
−1
j z
−1
k )∞
. (1.6)
Using orthogonality of the Macdonald–Koornwinder polynomials, Eq. (1.5) can be explained
using a special case of the Pieri formula (see [6,8]), and the polynomials (−a1)j ej (a; z) coincide
with the symmetric invariants appearing in the formula. Since Ta1w(z) = (−a1)nen(a1; z)w(z),
(1.5) with j = n gives the recurrence relation with respect to the shift a1 → qa1. By repeated use
of the q-difference equation, the product expression
∫
T
w(z)
dz1
z1
∧ · · · ∧ dzn
zn
= 2
nn!
(q)n∞
n∏
j=1
(t)∞
(tj )∞
(a1a2a3a4t2n−j−1)∞∏
1k<l4(akaltj−1)∞
(1.7)
is eventually obtained. To sum up, finding the intermediate polynomials like (1.3) is very signif-
icant. See [18] for further systematic treatment of the polynomials (1.3).
Now we turn to the case s = 2. In order to obtain the system (1.1), we introduce two types
of intermediate polynomials which interpolate the system (1.1) just as the polynomials (1.3)
interpolate the system (1.2). Since Ta1〈ei(a2), ξ 〉 = 〈en(a1)ei(a2), ξ 〉, where 〈en(a1)ei(a2), ξ 〉
are the integrals defined by the polynomials en(a1; z)ei(a2; z), multiplying both sides of (1.1) by
the inverse matrix U−1 = (vij )0i,jn on the right, the system (1.1) is also expressible as
j∑
i=0
vij
〈
en(a1)ei(a2), ξ
〉= n∑
i=j
lij
〈
ei(a2), ξ
〉
(0 j  n). (1.8)
Thus our aim is to connect the integrals 〈en(a1)ei(a2), ξ 〉, 0 i  n, to the integrals 〈ei(a2), ξ 〉,
0 i  n, with local relations for some intermediate polynomials. First we introduce two types
of the polynomials Tk,i(z) and Ek,i(z) (see Section 4 for the characterization of them). The
polynomials Tk,i(z) satisfy
Tk,i+1(z) = Tk,i(z) + bTk−1,i (z), (1.9)
where b is some constant, while the polynomials Ek,i(z) satisfy
A〈Ek+1,i , ξ 〉 = B〈Ek,i, ξ 〉 +C〈Ek,i+1, ξ 〉 (1.10)
where A, B and C are some constants. (See Lemma 4.5 and Theorem 4.12 for the explicit
expression of the coefficients in (1.9) and (1.10).) Here, we give an outline for the proof of
(1.8) using Fig. 1. In the figure the vertices on the upper-left and lower-right edges of the
square indicate the integrals 〈Ei,0, ξ 〉 = 〈en(a1)ei(a2), ξ 〉, 0 i  n, and 〈Ti,i , ξ 〉 = 〈ei(a2), ξ 〉,
0  i  n, respectively. If a vertex Ek,i is connected to two vertices Ek+1,i and Ek,i+1 by
arrows, then it indicates that 〈Ek,i, ξ 〉 is written as a linear combination of 〈Ek+1,i , ξ 〉 and
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〈Ek,i+1, ξ 〉 by the relation (1.10). While if a vertex Tk,i is connected to two vertices Tk,i+1
and Tk−1,i by arrows, then it indicates that 〈Tk,i , ξ 〉 is written as a linear combination of
〈Tk,i+1, ξ 〉 and 〈Tk−1,i , ξ 〉 by the relation (1.9). If we follow such arrows starting from any
vertex E0,i = Tn,i (0  i  n) on the horizon to the upper-left and lower-right directions,
we eventually find that 〈E0,i , ξ 〉 is written as a linear combination of the integrals 〈Ej,0, ξ 〉,
0  j  i, and that 〈Tn,i , ξ 〉 is written as a linear combination of the integrals 〈Tj,j , ξ 〉,
i  j  n. The figure shows that the particular case where 〈E0,3, ξ 〉(= 〈T5,3, ξ 〉) is expanded
by 〈E0,0, ξ 〉, . . . , 〈E3,0, ξ 〉 and also by 〈T3,3, ξ 〉, . . . , 〈T5,5, ξ 〉, which naturally proves Eq. (1.8)
for the case n = 5 and j = 3.
Lastly we mention an application of the system (1.1). Under the condition
a1a2 . . . a6t2n−2 = q , the BCn-type Jackson integral can be rewritten as a contour integral in-
vestigated by Gustafson. Gustafson’s integral is expressed as a product of q-Gamma functions.
This means Gustafson’s integral satisfies a q-difference system of rank 1. This fact can be ex-
plained from the degeneration of the system (1.1) under the condition a1a2 . . . a6t2n−2 = 1. As
a consequence another proof for the product expression of Gustafson’s integral can be obtained.
See Section 5 for the detail.
2. Notation
Let W be the Weyl group of type Cn, which is isomorphic to (Z/2Z)n  Sn where Sn is the
symmetric group on {1,2, . . . , n}. W is generated by the following reflections of the coordinates
z = (z1, z2, . . . , zn) ∈ (C∗)n:
τ1 : z1 ↔ z−11 ,
σi : z1 ↔ zi for i = 2,3, . . . , n. (2.1)
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wf (z) := f (w−1(z)) for w ∈ W.
We say that a function f (z) on (C∗)n is W -symmetric or W -skew-symmetric if wf (z) = f (z) or
wf (z) = (sgn w)f (z) for all w ∈ W , respectively.
We denote by Af (z) the alternating sum over W defined by
(Af )(z) :=
∑
w∈W
(sgnw)wf (z),
which is W -skew-symmetric. Let P be the set of partitions defined by
P := {(λ1, λ2, . . . , λn) ∈ Zn;λ1  λ2  · · · λn  0}. (2.2)
We define the reverse lexicographic ordering < on P as follows. For λ = (λ1, λ2, . . . , λn), μ =
(μ1,μ2, . . . ,μn) ∈ P , we denote λ < μ if the following holds for some k ∈ {1,2, . . . , n}:
λ1 = μ1, λ2 = μ2, . . . , λk−1 = μk−1 and λk < μk.
For λ = (λ1, λ2, . . . , λn) ∈ Zn, we denote by zλ the monomial zλ11 zλ22 · · · zλnn . For λ ∈ P we set
Aλ(z) := A(zλ). Then the following holds for the specific partition ρ := (n,n−1, . . . ,2,1) ∈ P :
Aρ(z) =
n∏
i=1
(
zi − z−1i
) ∏
1j<kn
(zk − zj )(1 − zj zk)
zj zk
, (2.3)
which is called Weyl’s denominator formula. For λ ∈ P the orbit-sums mλ(z) are defined by
mλ(z) :=
∑
μ∈Wλ
zμ
where Wλ := {wλ;w ∈ W } is the W -orbit of λ. For λ = (λ1, λ2, . . . , λn) ∈ P , if we denote
by mi the multiplicity of i in λ, i.e., mi = #{j ;λj = i}. It is convenient to use the notation
λ = (1m12m2 . . . rmr . . .), for example, (1322) = (2,2,1,1,1,0) or z(1322) = z21z22z3z4z5 and so
on.
3. BCn-type Jackson integral and main results
3.1. BCn-type Jackson integral
For an arbitrary z = (z1, z2, . . . , zn) ∈ (C∗)n, we define a q-shift z → qνz by a lattice point
ν = (ν1, ν2, . . . , νn) ∈ Zn, where
qνz := (qν1z1, qν2z2, . . . , qνnzn) ∈ (C∗)n.
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lattice Zn by
ξ∞∫
0
f (z)q := (1 − q)n
∑
ν∈Zn
f
(
qνξ
)
where q = dqz1
z1
∧ · · · ∧ dqzn
zn
. (3.1)
If this integral converges, we call it the Jackson integral.
Let Φ(z) be the function of z = (z1, z2, . . . , zn) ∈ (C∗)n defined by
Φ(z) :=
n∏
i=1
2s+2∏
m=1
z
1/2−αm
i
(qa−1m zi)∞
(amzi)∞
∏
1j<kn
z1−2τj
(qt−1zj /zk)∞
(tzj /zk)∞
(qt−1zj zk)∞
(tzj zk)∞
, (3.2)
where qαm = am and qτ = t . We restrict ourselves to the case s = 2, i.e., the number of ai is
2s + 2 = 6. Set
(z) :=
n∏
i=1
1 − z2i
zi
∏
1j<kn
(1 − zj /zk)(1 − zj zk)
zj
.
Using Weyl’s denominator formula (2.3), (z) can be written as
(z) = (−1)nAρ(z) where ρ = (n,n− 1, . . . ,2,1) ∈ P . (3.3)
Definition 3.2. For a point ξ ∈ (C∗)n and an arbitrary W -symmetric function ϕ(z), the BCn-type
Jackson integral is defined by
〈ϕ, ξ 〉 :=
ξ∞∫
0
ϕ(z)Φ(z)(z)q. (3.4)
We also use the symbol 〈ϕ〉 instead of 〈ϕ, ξ 〉 if the point ξ is fixed.
We assume the following conditions for a1, a2, . . . , a2s+2, t and ξ :∣∣a1a2 . . . a2s+2tn+i−2∣∣> qs for i = 1,2, . . . , n, (3.5)
and {
amξi /∈
{
ql; l ∈ Z} for 1 i  n, 1m 2s + 2,
tξj /ξk, tξj ξk /∈
{
ql; l ∈ Z} for 1 j < k  n.
Then the convergence of 〈1, ξ 〉 can be confirmed in the same way as [13, p. 158, Theorem 4].
Throughout the paper we also assume the following condition:
all the parameters a1, a2, . . . , a2s+2 and t are generic.
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For x, y ∈ C∗ let e(x, y) be the function defined by
e(x, y) := x + x−1 − (y + y−1)= [x/y][xy],
where [x] := x−1/2 − x1/2. The function e(x, y) has the following properties:
e(x, z) = e(x, y) + e(y, z), (3.6)
e(x, y) = −e(y, x), e(x, y) = e(x−1, y),
e(x, y)e(z,w) − e(x, z)e(y,w) + e(x,w)e(y, z) = 0.
In particular, (3.6) is also expressible as
[x/z][xz] = [x/y][xy] + [y/z][yz], (3.7)
which will be used later. For a ∈ C∗ and z = (z1, z2, . . . , zn) ∈ (C∗)n we define
er(a; z) :=
∑
1i1<···<irn
r∏
k=1
e
(
zik , at
ik−k) (r = 1,2, . . . , n) (3.8)
and e0(a; z) := 1. We call ei(a; z) the ith ‘elementary’ symmetric polynomial. We also use the
symbol e(n)i (a; z) instead of ei(a; z) to specify the number n of variables zj .
Lemma 3.3. Set ẑn = (z1, z2, . . . , zn−1) ∈ (C∗)n−1 for z = (z1, z2, . . . , zn) ∈ (C∗)n. Then
ei(a; z) satisfies the following recurrence relation:
e
(n)
i (a; z) = e(n−1)i (a; ẑn)+ e(n−1)i−1 (a; ẑn) e
(
zn, at
n−i). (3.9)
Proof. This is a direct consequence from the definition (3.8). 
The W -symmetric polynomial ei(a; z) is characterized by the following vanishing property:
Lemma 3.4. Set ζj := (z1, z2, . . . , zj , a, at, . . . , atn−j−1︸ ︷︷ ︸
n−j
) ∈ (C∗)n, then ei(a; z) satisfies
{
ei(a; z) = m(1i )(z) + lower order terms,
ei(a; ζj ) = 0 if 0 j < i  n.
Proof. It is obvious that ei(a; z) is a monic polynomial of degree i. We will prove the vanishing
property. By induction on n. Suppose 0 j < i  n. If i = n, then 0 j < n, and so en(a; ζj ) =∏j
k=1 e(zk, a)
∏n−j
=1 e(at−1, a) = 0. If i < n, then 0  j < i  n − 1, and so we assume
e
(n−1)
(a; ζ (n−1)) = 0 as inductive hypothesis, where ζ (n−1) = (z1, . . . , zj , a, . . . , atn−j−2) ∈i j j
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also vanishes by the inductive hypothesis. In both cases, using (3.9), we therefore obtain
ei(a; ζj ) = e(n−1)i
(
a; ζ (n−1)j
)+ e(n−1)i−1 (a; ζ (n−1)j )e(atn−j−1, atn−i)= 0. 
Conversely the W -symmetric polynomial of degree i, 0 i  n, satisfying the above condi-
tion is uniquely determined using linear algebra. The following lemma will be used later.
Lemma 3.5. For 0 i  n, ei(a; ζi) is evaluated as
ei(a; ζi) =
i∏
j=1
e
(
zj , at
n−i). (3.10)
Proof. Since ei(a; ζi−1) = 0 by Lemma 3.4, if we regard ei(a; ζi) as a function of zj , 1 
j  i, and put zj = atn−i , then ei(a; ζi) = 0. Thus, using W -symmetry, we see that ei(a; ζi) is
divisible by
∏i
j=1 e(zj , atn−i ). Since ei(a; ζi) and
∏i
j=1 e(zj , atn−i ) are of the same degree as
polynomial of zj , taking into account that both polynomials are monic, we obtain (3.10). 
We also use the symbol (ei(a))(z) instead of ei(a; z) and write 〈ei(a)〉 the BCn-type Jackson
integral defined by ei(a; z).
3.3. Main results
For functions f (z) and g(z) on (C∗)n, we define fg(z) by (fg)(z) := f (z)g(z). We denote
by Ta the shift operator with respect to a → qa, i.e., Tah(a) := h(qa) for an arbitrary function
h(a) of a ∈ C∗. Since we see Ta1Φ(z) = en(a1; z)Φ(z) from the definition (3.2) of Φ(z), we
have
Ta1〈ϕ〉 =
〈
en(a1)ϕ
〉
. (3.11)
for an arbitrary function ϕ(z). The main result is the following expression of a vector-valued
system of first order simultaneous q-difference equations of the BCn-type Jackson integral with
generic condition on the parameters.
Theorem 3.6.
Ta1
(〈
e0(a2)
〉
,
〈
e1(a2)
〉
, . . . ,
〈
en(a2)
〉)= (〈e0(a2)〉, 〈e1(a2)〉, . . . , 〈en(a2)〉)LU (3.12)
where
L =
⎛⎜⎜⎜⎜⎝
l00
l10 l11
l20 l21 l22
...
...
...
. . .
⎞⎟⎟⎟⎟⎠ , U =
⎛⎜⎜⎜⎜⎝
1 u01 u02 · · · u0n
1 u12 · · · u1n
. . .
. . .
...
1 un−1,n
⎞⎟⎟⎟⎟⎠
ln0 ln1 ln2 · · · lnn 1
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lij = (−1)n−i [t; t]i[t; t]i−j [t; t]j
[a1a2; t]n−i[t i+j−n+1a1/a2; t]n−i∏6m=3[a1am; t]j
[tn−2j+1a2/a1; t]j [t2n−j−1a1a2 . . . a6; t]j ,
uij = [t; t]n−i[t; t]n−j [t; t]j−i
∏6
m=3[tn−j a2am; t]j−i
[t2i−n+1a1/a2; t]j−i[t2n−j−1a1a2 . . . a6; t]j−i .
Here [x; t]0 := 1 and [x; t]i := [x][tx] · · · [t i−1x] for i = 1,2, . . . , where [x] = x−1/2 − x1/2.
Proof. See Section 4.2. 
Remark. The coefficient matrix LU of the q-difference system does not depend on q , which
seems something peculiar.
In other words, multiplying both sides of (3.12) by U−1 on the right, the system (3.12) is also
expressible as
Theorem 3.7.
j∑
i=0
vij
〈
en(a1)ei(a2)
〉= n∑
i=j
lij
〈
ei(a2)
〉
(0 j  n), (3.13)
where vij are the entries of the inverse matrix U−1 = (vij )0i,jn given by
vij = [t; t]n−i[t; t]n−j [t; t]j−i
∏6
m=3[tn−j a2am; t]j−i
[tn−2j+1a2/a1; t]j−i[t2n−j−1a1a2 . . . a6; t]j−i .
Proof. See Section 4.2. 
Corollary 3.8. For the q-difference system (3.12) the determinant of its coefficient matrix is
detLU =
n∏
i=1
∏6
m=2[a1am, ; t]i
[t2n−i−1a1a2 . . . a6; t]i .
Proof. Since the determinant is written detLU = l11l22 · · · lnn, we obtain the above equation
using
∏n
i=0[t2i−n+1a1/a2; t]n−i =
∏n
i=0[tn−2i+1a2/a1; t]i . 
Remark. Though we restrict the number of parameters (i.e., the case s = 2) in this paper, the ex-
plicit expression for the determinant is discussed in [5] without restriction on s. See [5, Theorems
1.2 and 1.3] for the expression and its application.
After multiplying by common factors to cancel out with the denominator of (3.13), and im-
posing the condition a1a2 . . . a6t2n−2 = 1, we obtain the following:
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degenerates to the following equation:
〈
en(a1)
〉= lnn
v0n
〈
en(a2)
〉
where
lnn
v0n
=
6∏
i=3
[a1ai; t]n
[a2ai; t]n .
As we will see in Section 5 this corollary will be used later for Gustafson’s contour q-integral.
4. Interpolation polynomials and three-term relations
This section is devoted to the proof of the main results (Theorems 3.6 and 3.7). Before giving
the proof we introduce two types of W -symmetric polynomials which we call the interpolation
polynomials, one of which satisfy a three-term recurrence relation (Theorem 4.12). By repeated
use of the three-term relation we naturally obtain the main results. We show two lemmas for
ei(a; z) before introducing the interpolation polynomials.
For integers k and j satisfying 0 k  n, 0 j  n− k, we set
ζk,j :=
(
z1, z2, . . . , zk, a1, a1t, . . . , a1t
j−1︸ ︷︷ ︸
j
, a2, a2t, . . . , a2t
n−k−j−1︸ ︷︷ ︸
n−k−j
) ∈ (C∗)n.
We also use the symbol ζ (n)k,j instead of ζk,j to specify the number n of coordinates of (C∗)n.
Lemma 4.1. For 0 i  n, ei(a2; ζ0,n) is evaluated as
ei(a2; ζ0,n) = [t; t]n[t; t]i[t; t]n−i
[
a1a2t
n−i; t]
i
[a1/a2; t]i .
Proof. By induction on n. For the induction hypothesis we assume
e
(n−1)
i
(
a2; ζ (n−1)0,n−1
)= [t; t]n−1[t; t]i[t; t]n−i−1 [a1a2tn−i−1; t]i[a1/a2; t]i
for 0  i  n − 1. First we suppose 0  i < n. Using the above hypothesis and the recurrence
relation (3.9) in Lemma 3.3, we obtain
e
(n)
i (a2; ζ0,n) = e(n−1)i
(
a2; ζ (n−1)0,n−1
)+ e(n−1)i−1 (a2; ζ (n−1)0,n−1) e(a1tn−1, a2tn−i)
= [t; t]n−1[t; t]i[t; t]n−i
[
a1a2t
n−i; t]
i−1[a1/a2; t]i
× ([tn−i][a1a2tn−i−1]+ [t i][a1a2t2n−i−1]).
Using (3.7) we obtain the identity [tn−i][a1a2tn−i−1] + [t i][a1a2t2n−i−1] = [tn][a1a2tn−1]. Ap-
plying this to the above equation, the right-hand side coincides with the required value of
ei(a2; ζ0,n). Next we suppose i = n. Since en(a; z) = ∏nj=1 e(zj , a) by definition, we obtain
en(a2; ζ0,n) =∏nj=1 e(a1tj−1, a2) = [a1a2; t]n[a1/a2; t]n. 
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ei(a2; z) =
i∑
j=0
[t; t]n−j
[t; t]i−j [t; t]n−i
[
a1a2t
n−i; t]
i−j [a1/a2; t]i−j ej (a1; z).
Proof. The polynomial ei(a2; z) is expanded in terms of ej (a1; z), 0  j  i for some coeffi-
cients cj as
ei(a2; z) =
i∑
j=0
cj ej (a1; z).
Put z = ζj,n−j in the above equation. Then, from the vanishing property of ei(a1; z) in
Lemma 3.4, we have
ei(a2; ζj,n−j ) = cj ej (a1; ζj,n−j )+ · · · + c1e1(a1; ζj,n−j )+ c0.
If |z1 · · · zj | → +∞, then ei(a2; ζj,n−j ) ∼ z(1j )e(n−j)i−j (a2; ζ (n−j)0,n−j ) and the asymptotic behavior of
the right-hand side above is equal to cj ej (a1; ζj,n−j ) ∼ z(1j )cj . Using Lemma 4.1, we therefore
obtain
cj = e(n−j)i−j
(
a2; ζ (n−j)0,n−j
)= [t; t]n−j[t; t]i−j [t; t]n−i [a1a2tn−i; t]i−j [a1/a2; t]i−j . 
4.1. Trivial interpolation polynomials
In this subsection we define a family of symmetric polynomials which includes ‘elementary’
symmetric polynomials as special cases. First we start from the concrete definition of the poly-
nomials. At the end of this subsection we characterize them by a vanishing property.
Definition 4.3. For integers k and i satisfying 0 k  n, 0 i  k, we define Tk,i(z) by
Tk,i(z) :=
k∑
j=k−i
P kij ej (a1; z),
where
P kij = (−1)k−j
[tn−k+1; t]k−j
[tj+1; t]k−j
[t; t]i
[t; t]k−j [t; t]i+j−k
[
a1a2t
n−k; t]
k−j
[
tj−i+1a2/a1; t
]
k−j .
We call Tk,i(z) the trivial interpolation polynomials. As we will confirm later, the polynomials
Tk,i(z) and Tk,k−i (z) are interchanged by the change of parameters a1 ↔ a2. The polynomials
Tk,i(z) with i = 0 or i = k exactly coincide with ‘elementary’ symmetric polynomials:
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Tk,0(z) = ek(a1; z), Tk,k(z) = ek(a2; z). (4.1)
Proof. The equation Tk,0(z) = ek(a1; z) is only the definition of Tk,0(z). On the other hand, by
definition Tk,k(z) is expressed as
Tk,k(z) =
k∑
j=0
[t; t]n−j
[t; t]k−j [t; t]n−k
[
a1a2t
n−k; t]
k−j [a1/a2; t]k−j ej (a1; z).
From Lemma 4.2 the right-hand side of the above equation is equal to ek(a2; z). 
Lemma 4.5 (Trivial three-term relation). The polynomials Tk,i(z) satisfy
Tk+1,i+1(z) = Tk+1,i (z) + bkiTk,i(z),
where the coefficients bki are
bki = [t
n−k]
[tk+1]
[
a1a2t
n−k−1][t2i−ka1/a2].
Remark. Lemma 4.5 implies a generalization of a property of e(x, y). If n = 1 the above equa-
tion is only
e(z1, a1) = e(z1, a2)+ e(a2, a1),
which is one of basic properties of e(x, y) indicated in (3.6).
Proof. This is a direct consequence from Definition 4.3. 
By repeated use of the three-term relation in Lemma 4.5 inductively, we have the following:
Lemma 4.6. For i   k  n,
Tk,i(z) =
∑
j=i
Ckij Tk−+j,j (z),
where
Ckij = (−1)−j
[tn−k+1; t]−j
[tk−+j+1; t]−j
[t; t]−i
[t; t]−j [t; t]j−i
[
a1a2t
n−k; t]
−j
[
t i+j−k+1a1/a2; t
]
−j .
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In particular, by setting  = k in Lemma 4.6, we have
Tk,i(z) =
k∑
j=i
Qkij Tj,j (z), (4.2)
where Qkij = Ckkij . From (4.1) and (4.2), we have another expression for Tk,i(z) using ej (a2; z)
as follows:
Corollary 4.7. The polynomial Tk,i(z) is expanded in terms of ej (a2; z), i  j  k, as
Tk,i(z) =
k∑
j=i
Qkij ej (a2; z),
where
Qkij = (−1)k−j
[tn−k+1; t]k−j
[tj+1; t]k−j
[t; t]k−i
[t; t]k−j [t; t]j−i
[
a1a2t
n−k; t]
k−j
[
t i+j−k+1a1/a2; t
]
k−j .
Finally we characterize the polynomial Tk,i(z) by the following vanishing property:
Lemma 4.8. For integers k and i satisfying 0 k  n, 0 i  k, the polynomials Tk,i(z) are the
monic polynomials
Tk,i(z) = m(1k)(z) +
∑
λ<(1k)
cλmλ(z),
which satisfy the vanishing property
Tk,i(ζ0,j ) = 0 if 0 j < i or n− k + i < j  n. (4.3)
Remark. Using linear algebra, all the coefficients cλ in the polynomial Tk,i(z) above are uniquely
determined from the conditions (4.3). By Definition 4.3 and Corollary 4.7 the polynomials Tk,i(z)
and Tk,k−i (z) are interchanged by the change a1 ↔ a2.
Proof. Suppose 0 j < i. From Lemma 3.4 we have e(a2; ζ0,j ) = 0 if i  , so that we obtain
Tk,i(ζ0,j ) =∑k=i Qi e(a2; ζ0,j ) = 0. Next suppose n− k + i < j  n, i.e., 0 n− j < k − i.
From Lemma 3.4 we also have e(a1; ζ0,j ) = 0 if k − i  , so that we obtain Tk,i(ζ0,j ) =∑k
=k−i P ki e(a1; ζ0,j ) = 0. 
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Definition 4.9. For integers k and i satisfying 0 k  n, 0 i  n − k, we define
Ek,i(z) := m(1n−k2k)(z) +
∑
λ<(1n−k2k)
cλmλ(z),
which satisfy the following vanishing conditions:
(i) Ek,i(ζk,j ) = 0 if i = j, (ii) Ek,i(ζ,j ) = 0 if 0  < k. (4.4)
Using linear algebra, all the coefficients cλ in the polynomial Ek,i(z) are uniquely determined
from the conditions (4.4). We call Ek,i(z) the essential interpolation polynomials.
By the definition of Ek,i(z), we obviously see that:
1. The set {Ek,i(z);0  k  n, 0  i  n − k} forms a basis for the linear space spanned by
{mλ(z);λ (2n)}.
2. [Symmetry] Ek,i(z) and Ek,n−k−i (z) are interchanged by the change of parameters a1 ↔ a2.
We also use the symbol E(n)k,i (z) instead of Ek,i(z) to specify the number n of variables zj . Using
‘elementary’ symmetric polynomials, Ek,i(z) for the case k = 0 is written explicitly.
Lemma 4.10.
E0,i (z) =
n∑
j=i
α
(n)
ij ej (a2; z) =
n∑
j=n−i
β
(n)
ij ej (a1; z), (4.5)
where
α
(n)
ij = (−1)n−j
[tj−i+1; t]i
[tn−i+1; t]i [a1a2; t]n−j
[
t i+j−n+1a1/a2; t
]
n−j , (4.6)
β
(n)
ij = (−1)n−j
[t i+j−n+1; t]n−i
[t i+1; t]n−i [a1a2; t]n−j
[
tj−i+1a2/a1; t
]
n−j . (4.7)
Proof. The vanishing condition (4.4) with k = 0 for E0,i (z) is equivalent to the condition (4.3)
with k = n for Tn,i(z). This implies E0,i (z) = Tn,i(z). From Definition 4.3 and Corollary 4.7 with
k = n, the coefficients α(n)ij and β(n)ij in (4.5) are given by α(n)ij = Qnij and β(n)ij = Pnij , respectively.
Thus we obtain the expressions (4.6) and (4.7). 
We can also immediately confirm that, for cases i = 0 or i = n − k, Ek,i(z) satisfy the van-
ishing conditions (4.4). They are
Ek,0(z) = en(a1; z)ek(a2; z), Ek,n−k(z) = en(a2; z)ek(a1; z), (4.8)
for k = 0,1, . . . , n.
We first evaluate Ek,i(ζk,i) explicitly, which will be used later.
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Ek,i(ζk,i) = γ (n)k,i
k∏
=1
e
(
z, a1t
i
)
e
(
z, a2t
n−k−i), (4.9)
where the constant γ (n)k,i does not depend on z, 1  k, and is given by
γ
(n)
k,i = (−1)n−k
[t; t]i[t; t]n−k−i
[t; t]n−k [a1a2; t]n−k
[
tn−k−2i+1a2/a1; t
]
i
× [t2i+k−n+1a1/a2; t]n−k−i . (4.10)
Proof. Since Ek,i(ζk−1,i+1) = 0 and Ek,i(ζk−1,i−1) = 0 by the vanishing condition (ii) of
(4.4), if we regard Ek,i(ζk,i) as a function of z, 1    k, and put z = a1t i or z =
a2tn−k−i , then Ek,i(ζk,i) = 0. Thus, using W -symmetry, we see that Ek,i(ζk,i) is divisible by∏k
=1 e(z, a1t i )e(z, a2tn−k−i ). Since Ek,i(ζk,i) and
∏k
=1 e(z, a1t i )e(z, a2tn−k−i ) are of the
same degree as polynomial of z, we obtain the expression (4.9), where γ (n)k,i is some constant
not depending on z. In order to fix γ (n)k,i , we will compute the asymptotic behavior of Ek,i(ζk,i)
as |z1 · · · zk| → +∞. Set
E′k,i(z) := ek(a2; z)
n∑
=n−i
β
(n−k)
i,−k e(a1; z),
where β(n)i,j is given in (4.7). Then the asymptotic behavior of E′k,i (ζk,j ) as |z1 · · · zk| → +∞ is
E′k,i(ζk,j ) = ek(a2; ζk,j )
n∑
=n−i
β
(n−k)
i,−k e(a1; ζk,j )
∼ z(2k)
n∑
=n−i
β
(n−k)
i,−k e
(n−k)
−k
(
a1; ζ (n−k)0,j
)
= z(2k)E(n−k)0,i
(
ζ
(n−k)
0,j
)
.
On the other hand Ek,i(z) has the expression
Ek,i(z) = z(2k)E(n−k)0,i (zk+1, . . . , zn)+ lower order terms as functions of z1, . . . , zk,
and the symmetric monic polynomial E(n−k)0,i (zk+1, . . . , zn) is characterized by the vanishing
condition (4.3) (see Lemma 4.8 for k = n). This implies that
Ek,i(z) = E′ (z) + lower order terms.k,i
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Ek,i(ζk,i ) ∼ E′k,i (ζk,i) ∼ z(2
k)E
(n−k)
0,i
(
ζ
(n−k)
0,i
)= z(2k)β(n−k)i,n−k−i e(n−k)n−k−i(a1; ζ (n−k)0,i )
(the right-hand side is due to the vanishing property of ei(a; z) in Lemma 3.4), so that the con-
stant γ (n)k,i in (4.9) is given by
γ
(n)
k,i = β(n−k)i,n−k−i e(n−k)n−k−i
(
a1; ζ (n−k)0,i
)
.
Since e(n)n−i (a1; ζ (n)0,i ) =
∏n−i
j=1 e(a2tj−1, a1t i ) from Lemma 3.5, using the explicit expression (4.7)
of β(n)i,j , the constant γ
(n)
k,i is evaluated as
γ
(n)
k,i = (−1)i
[t; t]n−k−i
[t i+1; t]n−k−i [a1a2; t]i
[
tn−k−2i+1a2/a1; t
]
i
n−k−i∏
j=1
e
(
a2t
j−1, a1t i
)
,
which coincides with (4.10). 
Next we now state three-term relation on the essential interpolation polynomials, which is
technically the most important in this paper.
Theorem 4.12 (Essential three-term relation).
A〈Ek,i〉 = B〈Ek−1,i〉 + C〈Ek−1,i+1〉
where
A = [t
k]
[tn−k+1]
[
a1a2 . . . a6t
2n−k−1][tn−k−2ia2/a1],
B = −
6∏
m=3
[
a2amt
n−k−i], C = 6∏
m=3
[
a1amt
i
]
.
Proof. See Appendix A. 
Remark. If n = 1 the above is just a contiguity relation for the BC1-type Jackson integral dis-
cussed in [15]:
(1 − a1a2 . . . a6) Ta1Ta2〈1〉 =
a1
∏6
m=3(1 − a2am)
a2(a2 − a1) Ta1〈1〉 +
a2
∏6
m=3(1 − a1am)
a1(a1 − a2) Ta2〈1〉.
By repeated use of the three-term relation inductively, we have the following:
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0 i  , as follows:
〈Ek,j 〉
6∏
m=3
[
a1amt
j−; t]

=
∑
i=0
Rkij 〈Ek+i,j−〉, (4.11)
where the coefficient Rkij is
Rkij =
[tk+1; t]i[t−i+1; t]i
[t; t]i[tn−k−i+1; t]i
[
tn−k−2j+−i+1a2/a1; t
]
i
[
a1a2 . . . a6t
2n−k−i−1; t]
i
×
6∏
m=3
[
a2amt
n−k−j ; t]
−i .
In particular, by setting k = 0 and  = j in the above, 〈E0,j 〉 is expanded in terms of 〈Ei,0〉,
0 i  j :
〈E0,j 〉
6∏
m=3
[a1am; t]j =
j∑
i=0
v˜ij 〈Ei,0〉, (4.12)
where v˜ij = R0jij and is expressed explicitly as
v˜ij = [t
j−i+1; t]i
[tn−i+1; t]i
[
tn−j−i+1a2/a1; t
]
i
[
a1a2 . . . a6t
2n−i−1; t]
i
6∏
m=3
[
a2amt
n−j ; t]
j−i . (4.13)
Proof. By induction on . See detailed proof in Appendix B. 
We now prove Theorem 3.7.
Proof of Theorem 3.7. From the identity (4.5) of E0,j (z), we immediately have
〈E0,j 〉
6∏
m=3
[a1am; t]j =
n∑
i=j
l˜ij
〈
ei(a2)
〉
, (4.14)
where
l˜ij = (−1)n−i [t
i−j+1; t]j
[tn−j+1; t]j [a1a2; t]n−i
[
t i+j−n+1a1/a2; t
]
n−i
6∏
m=3
[a1am; t]j . (4.15)
Since 〈Ei,0〉 = 〈en(a1)ei(a2)〉 from (4.8), equating the right-hand sides of (4.12) and (4.14), we
obtain
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i=0
v˜ij
〈
en(a1)ei(a2)
〉= n∑
i=j
l˜ij
〈
ei(a2)
〉
,
where v˜ij and l˜ij are given by (4.13) and (4.15) respectively. Multiplying both sides of the above
equation by v˜−1jj , we see vij = v˜ij /v˜jj and lij = l˜ij /v˜jj , so that the equation exactly coincides
with (3.13). 
By repeated use of Theorem 4.12 inductively in another direction, we have the following:
Lemma 4.14. For 0    k  n, 0  j  n − k, 〈Ek,j 〉 is expanded in terms of 〈Ek−,j+i〉,
0 i  , as follows:
[tk−+1; t]
[tn−k+1; t]
[
a1a2 . . . a6t
2n−k−1; t]

〈Ek,j 〉 =
∑
i=0
Skij 〈Ek−,j+i〉,
where
Skij = (−1)
[t; t]
[t; t]−i[t; t]i
∏6
m=3[a1amtj ; t]i[a2amtn−k−j ; t]−i
[t2j+k−n−+ia1/a2; t]i[tn−k−2j−ia2/a1; t]−i .
In particular, by setting j = 0 and  = k, we have
〈Ek,0〉 =
k∑
i=0
u˜ik〈E0,i〉
where u˜ik = Skki0 × [tn−k+1; t]k/[t; t]k[a1a2 . . . a6t2n−k−1; t]k and is written
u˜ik = (−1)k [t
n−k+1; t]k
[t; t]k−i[t; t]i
×
∏6
m=3[a1am; t]i[a2amtn−k; t]k−i
[t−n+ia1/a2; t]i[tn−k−ia2/a1; t]k−i[a1a2 . . . a6t2n−k−1; t]k . (4.16)
Proof. Induction on . 
Proof of Theorem 3.6. From Lemma 4.14 we have
(〈E0,0〉, 〈E1,0〉, . . . , 〈En,0〉)= (〈E0,0〉, 〈E0,1〉, . . . , 〈E0,n〉)U˜ , (4.17)
where U˜ = (u˜ik)0i,kn is given by (4.16). From the identity (4.5) of E0,j (z),
(〈E0,0〉, 〈E0,1〉, . . . , 〈E0,n〉)= (〈e0(a2)〉, 〈e1(a2)〉, . . . , 〈en(a2)〉)L˜, (4.18)
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From (4.17)–(4.19), we therefore obtain the q-difference system
Ta1
(〈
e0(a2)
〉
,
〈
e1(a2)
〉
, . . . ,
〈
en(a2)
〉)= (〈e0(a2)〉, 〈e1(a2)〉, . . . , 〈en(a2)〉)L˜U˜ .
Set the matrices L = (lij )0i,jn and U = (uij )0i,jn by
lij = αji u˜jj , uij = u˜ij /u˜ii , (4.20)
respectively. Then LU = L˜U˜ and (4.20) indicates the required expression for lij and uij in
Theorem 3.6. 
5. Application – Gustafson’s contour q-integral
The aim of this section is to give another proof of the following proposition:
Proposition 5.1. (See Gustafson [12, Theorem 2.1].) Let T be the n-fold direct product of the
unit circle traversed in the positive direction. Assume |t | < 1 and |ai | < 1 for 1  i  5. If
a6 = q(a1a2 . . . a5t2n−2)−1, then∫
T
w˜(z)
dz1
z1
∧ · · · ∧ dzn
zn
= 2
nn!
(q)n∞
n∏
j=1
(t)∞
(tj )∞
∏5
m=1(qa
−1
6 a
−1
m t
−(j−1))∞∏
1k<l5(akaltj−1)∞
, (5.1)
where
w˜(z) :=
(
1
2π
√−1
)n n∏
i=1
(qa−16 zi)∞(qa
−1
6 z
−1
i )∞(z2i )∞(z
−2
i )∞∏5
k=1(akzi)∞(akz
−1
i )∞
×
∏
1i<jn
(zizj )∞(ziz−1j )∞(z
−1
i zj )∞(z
−1
i z
−1
j )∞
(tzizj )∞(tziz−1j )∞(tz
−1
i zj )∞(tz
−1
i z
−1
j )∞
.
We call the left-hand side of (5.1) Gustafson’s q-integral. Gustafson’s q-integral is an ex-
tension of the integral (1.7), because the integral (1.7) is obtained by taking the limit a5 → 0
in (5.1). Here we give an outline of the proof. First we divide the limiting process a5 → 0
into the steps qNa5 → qN+1a5 (N = 0,1,2, . . .), and give a local connection between the
integrals corresponding to each step. The recurrence relation for each step a5 → qa5 is ob-
tained using n two-term relations between the interpolation polynomials E0,i−1(z) and E0,i (z)
(i = 1, . . . , n), which are obtained by the three-term relations (Theorem 4.12) under the condi-
tion a1a2 . . . a6t2n−2 = 1. Following each process carefully we eventually obtain the connection
between the integrals (1.7) and (5.1), which proves Proposition 5.1.
Remark. The q-integral (5.1) for the case n = 1 is called Nassrallah–Rahman integral [20]. The
proof for the case n = 1 outlined in this paper is written in [15, Proposition 5.1].
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In this subsection we will show a recurrence relation for 〈1, ξ 〉 under the condition a6 =
q(a1a2 . . . a5t2n−2)−1 for an arbitrary ξ ∈ (C∗)n. First we state a corollary to the three-term
relation (Theorem 4.12).
Corollary 5.2 (Two-term relation). Under the condition a1a2 . . . a6t2n−2 = 1, the relation be-
tween 〈E0,i〉 and 〈E0,i+1〉 is
〈E0,i〉 = 〈E0,i+1〉
6∏
m=3
[a1amti]
[a2amtn−i−1] .
Proof. Put k = 1 in Theorem 4.12. 
By repeated use of the above relation, we have the following, which in fact is equivalent to
Corollary 3.9.
Corollary 5.3 (Reflection equation). Under the condition a1a2 . . . a6t2n−2 = 1, the relation be-
tween 〈en(a1)〉 and 〈en(a2)〉 is
〈
en(a1)
〉= 〈en(a2)〉 6∏
k=3
[a1ak; t]n
[a2ak; t]n .
Proof. Using Corollary 5.2 repeatedly we have 〈E0,0〉 = 〈E0,n〉∏6k=3[a1ak; t]n/[a2ak; t]n,
which is the required equation, because E0,0(z) = en(a1; z) and E0,n(z) = en(a2; z) by
Lemma 4.10. 
Lemma 5.4. For an arbitrary ξ ∈ (C∗)n the recurrence relation for 〈1, ξ 〉 under the condition
a6 = q(a1a2 . . . a5t2n−2)−1 is
Tai 〈1, ξ 〉 = 〈1, ξ 〉
qn
ani a
n
6
∏
1k5
k =i
1 − aiaktj−1
1 − qa−16 a−1k t1−j
, i = 1,2, . . . ,5. (5.2)
Proof. Without loss of generality, it suffices to show the case i = 1. Set
J (a1, a2, a3, a4, a5, a6) := 〈1, ξ 〉
under no condition on a1, a2, . . . , a6. Then J (qa1, a2, a3, a4, a5, a6) = 〈en(a1), ξ 〉 by the defini-
tion of Φ(z). From Corollary 5.3, under the condition a1a2a3a4a5a6t2n−2 = 1, we have
J (qa1, a2, a3, a4, a5, a6) = J (a1, a2, a3, a4, a5, qa6)a
2n
6
a2n
5∏ (a1ak; t)n
(a6ak; t)n ,1 k=2
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J (qa1, a2, a3, a4, a5, a6) = J (a1, a2, a3, a4, a5, qa6) 1
an1a
n
6
n∏
j=1
5∏
k=2
1 − a1aktj−1
1 − a−16 a−1k t1−j
.
We now replace a6 by q−1a6 in the above equation. Then we have the following under the
condition a1a2a3a4a5(q−1a6)t2n−2 = 1:
J
(
qa1, a2, a3, a4, a5, q
−1a6
)
= J (a1, a2, a3, a4, a5, a6) q
n
an1a
n
6
n∏
j=1
5∏
k=2
1 − a1aktj−1
1 − qa−16 a−1k t1−j
. (5.3)
Since Ta1〈1, ξ 〉 = J (qa1, a2, a3, a4, a5, q−1a6) under the condition a6 = q(a1a2 . . . a5t2n−2)−1,
(5.3) coincides with (5.2) for the case i = 1. 
Remark. If we take ξ = (a1tn−1, a1tn−2, . . . , a1) ∈ (C∗)n and add the terminating condition
a1a2tn−1 = q−N (N = 0,1,2, . . .) to the condition of Lemma 5.4, then the finite product ex-
pression for the terminating series 〈1, ξ 〉 is obtained by finite repeated use of Lemma 5.4. This
finite product expression is equivalent to the terminating multiple 8φ7 Jackson sum studied by
van Diejen and Spiridonov [9, p. 737, Theorem 3].
5.2. Proof of Proposition 5.1
Let θ(x) be the function defined by θ(x) := (x)∞(q/x)∞. Since θ(qx) = −θ(x)/x, the func-
tion
P(z) :=
n∏
i=1
z
α1+···+α6
i θ(qa
−1
6 z
−1
i )θ(z
−2
i )
z2i
∏5
m=1 θ(amz
−1
i )
∏
1j<kn
z2τj θ(z
−1
j zk)θ(z
−1
j z
−1
k )
θ(tz−1j zk)θ(tz
−1
j z
−1
k )
(5.4)
is invariant under the shift z → qνz, ν ∈ Zn, and satisfies TaiP (z) = P(z)ani an6/qn for i =
1,2, . . . ,5, under the condition a6 = q(a1a2 . . . a5t2n−2)−1. Thus if we set
R(ξ) := Resz=ξ P (z)dz1
z1
∧ · · · ∧ dzn
zn
,
then R(ξ) = R(qνξ) for ν ∈ Zn, and R(ξ) also satisfies the following under the condition a6 =
q(a1a2 . . . a5t2n−2)−1:
TaiR(ξ) = R(ξ)
ani a
n
6
qn
, i = 1,2, . . . ,5. (5.5)
We start with the evaluation of the following integral whose integral domain is slightly different
from that of (5.1):
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∫
T′
w˜(z)
d(z1/z2)
z1/z2
∧ · · · ∧ d(zn−1/zn)
zn−1/zn
∧ dzn
zn
=
∫
T′
w˜(z)
dz1
z1
∧ · · · ∧ dzn
zn
,
where T′ = {z ∈ (C∗)n; |zi/zi+1| = 1, 1  i  n − 1, and |zn| = 1}. If we put ηi :=
(ai t
n−1, ai tn−2, . . . , ai) ∈ (C∗)n, i = 1,2, . . . ,5, then the set of poles (except for 0) of w˜(z)
included in the domain {z ∈ (C∗)n; |zi/zi+1| < 1, 1  i  n − 1, and |zn| < 1} is described
as
⋃5
i=1{qνηi ∈ (C∗)n;ν ∈ P}, where P is defined by (2.2). Thus, by residue calculation, the
integral I (a1, a2, a3, a4, a5) is written as
I (a1, a2, a3, a4, a5) =
5∑
i=1
∑
ν∈P
Resz=qνηi w˜(z)
dz1
z1
∧ · · · ∧ dzn
zn
(5.6)
=
5∑
i=1
∑
ν∈P
Resz=qνηi
[
P(z)Φ(z)(z)
]dz1
z1
∧ · · · ∧ dzn
zn
=
5∑
i=1
∑
ν∈P
R
(
qνηi
)
Φ
(
qνηi
)

(
qνηi
)
=
5∑
i=1
R(ηi)
∑
ν∈P
Φ
(
qνηi
)

(
qνηi
)
=
5∑
i=1
R(ηi)〈1, ηi〉.
Applying (5.2) and (5.5) to the above, the q-difference equation for I (a1, a2, a3, a4, a5) with
respect to a5 is given by
I (a1, a2, a3, a4, qa5) = I (a1, a2, a3, a4, a5)
n∏
j=1
4∏
k=1
1 − aka5tj−1
1 − qa−1k a−16 t−(j−1)
.
Using this repeatedly, we obtain the following connection formula:
I (a1, a2, a3, a4, a5) = I
(
a1, a2, a3, a4, q
Na5
) n∏
j=1
4∏
k=1
(qa−1k a
−1
6 t
−(j−1))N
(aka5tj−1)N
= lim
N→∞ I
(
a1, a2, a3, a4, q
Na5
) n∏
j=1
4∏
k=1
(qa−1k a
−1
6 t
−(j−1))N
(aka5tj−1)N
= I (a1, a2, a3, a4,0)
n∏ 4∏ (qa−1k a−16 t−(j−1))∞
(aka5tj−1)∞
. (5.7)j=1 k=1
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w(z) defined by (1.6) and w˜(z) are rational functions of zi , 1 i  n, and by definition the inte-
grals I (a1, a2, a3, a4,0) and I (a1, a2, a3, a4, a5) are regarded as the constant terms of w(z) and
w˜(z), respectively. This means the integrals I (a1, a2, a3, a4,0) and I (a1, a2, a3, a4, a5) coincide
with the left-hand sides of (1.7) and (5.1), respectively. Therefore, from (1.7), we have
I (a1, a2, a3, a4,0) =
∫
T
w(z)
dz1
z1
∧ · · · ∧ dzn
zn
= 2
nn!
(q)n∞
n∏
j=1
(t)∞
(tj )∞
(a1a2a3a4t2n−j−1)∞∏
1k<l4(akaltj−1)∞
.
Put this into (5.7) taking account of qa−15 a−16 t−(j−1) = a1a2a3a4t2n−j−1, then we obtain∫
T
w˜(z)
dz1
z1
∧ · · · ∧ dzn
zn
= I (a1, a2, a3, a4, a5)
= 2
nn!
(q)n∞
n∏
j=1
(t)∞
(tj )∞
∏5
m=1(qa
−1
6 a
−1
m t
−(j−1))∞∏
1k<l5(akaltj−1)∞
.
Once we obtain the above expression, using Carlson’s lemma, the imposed condition for
α1, . . . , α5 and τ can be removed. 
Remark. Strictly speaking, the residue calculation (5.6) requires that
Iε :=
∫
T′ε
w˜(z)
dz1
z1
∧ · · · ∧ dzn
zn
→ 0 if ε → 0, (5.8)
where T′ε := {z ∈ (C∗)n; |zi/zi+1| = ε, 1 i  n − 1, and |zn| = ε}. This can be confirmed in
the following way. We first take ε = qN ε˜ where 0 < ε˜ < 1 and N is a positive integer. The weight
function w˜(x) is written as w˜(z) = P(z)Q(z)(z1z2 · · · zn)2−α1−···−α6−2(n−1)τ , where P(z) is the
periodic function defined in (5.4) and Q(z) is given by
Q(z) =
n∏
i=1
6∏
m=1
(
1 − z2i
) (qa−1m zi)∞
(amzi)∞
×
∏
1j<kn
z2τk (1 − zj /zk)(1 − zj zk)
(qt−1zj /zk)∞
(tzj /zk)∞
(qt−1zj zk)∞
(tzj zk)∞
.
Since P(z) is a continuous function on the compact set T′
ε˜
, |P(z)| is bounded on T′
ε˜
, i.e., there
exists C1 > 0 such that |P(z)| < C1 for z ∈ T′ε˜ . Since P(z) is invariant under the shift z → qνz,
ν ∈ Zn, we have |P(qνz)| < C1 for z ∈ T′ε˜ . In particular, setting ν = m(n,n − 1, . . . ,2,1) ∈ Zn
where m ∈ Z, we have |P(z)| <C1 for z ∈⋃m0 T′qmε˜ . On the other hand |Q(z)| is also bounded
on
⋃
T
′
m , i.e., there exists C2 > 0 such that |Q(z)| < C2 for z ∈ ⋃ T′ m , becausem0 q ε˜ m0 q ε˜
4120 M. Ito / Advances in Mathematics 226 (2011) 4096–4130Q(z) ∼ (z2z23 . . . zn−1n )2τ if |zi/zi+1| → 0, 1  i  n − 1, and |zn| → 0. Thus, if we put C =
C1C2, then |P(z)Q(z)| <C for z ∈⋃m0 T′qmε˜ . This indicates that
∣∣w˜(z)∣∣<C∣∣(z1z2 · · · zn)2−α1−···−α6−2(n−1)τ ∣∣= C|z1z2 · · · zn| <C|zn|
for z ∈ ⋃m0 T′qmε˜ under the condition a1a2 . . . a6t2n−2 = q , i.e., α1 + α2 + · · · + α6 +
2(n − 1)τ = 1. Therefore, if we put zi/zi+1 = ε exp(2π
√−1θi), 1  i  n − 1, and zn =
ε exp(2π
√−1θn), then
|Iε| <
∫
[0,1]n
C
∣∣ε exp(2π√−1θn)∣∣dθ1 ∧ · · · ∧ dθn = CqN ε˜ → 0 (N → +∞),
which proves (5.8).
Acknowledgments
The author is very grateful to Peter J. Forrester for helpful comments during a visit at the
University of Melbourne, March 8–30, 2010. This work was partially supported by JSPS Grant-
in-Aid for Scientific Research (C) 21540225.
Appendix A. Proof of three-term relation
This section is devoted to the proof of Theorem 4.12.
Let Tz1 be the q-shift operator of variable z1 such that Tz1 : z1 → qz1. For a rational function
ϕ(z) we denote by ∇ϕ(z) the function defined by
(∇ϕ)(z) := ϕ(z) − Tz1Φ(z)
Φ(z)
Tz1ϕ(z). (A.1)
Proposition A.1. Let ϕ(z) be an arbitrary function such that ∫ ξ∞0 ϕ(z)Φ(z)q converges. Then
the following holds for ϕ(z):
ξ∞∫
0
Φ(z)∇ϕ(z)q = 0. (A.2)
Moreover,
ξ∞∫
0
Φ(z)A∇ϕ(z)q = 0. (A.3)
Proof. See [5, Proposition 3.3]. 
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F(z) := 1
zn+21
6∏
m=1
(am − z1)
n∏
j=2
(t − z1/zj )(t − z1zj ), (A.4)
G(z) := 1
zn+21
6∏
m=1
(1 − amz1)
n∏
j=2
(1 − tz1/zj )(1 − tz1zj ). (A.5)
By definition the functions F(z) and G(z) are related to Φ(z) as follows:
Tz1Φ(z)
Φ(z)
= G(z)
Tz1F(z)
. (A.6)
The function F(z) transforms into G(z) by the reflection τ1 defined in (2.1), i.e.,
τ1F(z) = G(z). (A.7)
We set
{
F1(z) := F(z), G1(z) := G(z),
Fi(z) := σiF (z), Gi(z) := σiG(z) for i = 2,3, . . . , n, (A.8)
where σi is the permutation defined in (2.1).
We first show a vanishing property for the functions Fi(z) and Gi(z). Let x be a real positive
number. Throughout this section we fix variables in the definition of ζk,j ∈ (C∗)n as zi = xk−i+1,
1 i  k, i.e., we set
ζk,j =
(
xk, xk−1, . . . , x2, x, a1, a1t, . . . , a1tj−1︸ ︷︷ ︸
j
, a2, a2t, . . . , a2t
n−k−j−1︸ ︷︷ ︸
n−k−j
) ∈ (C∗)n,
for 0 k  n, 0 j  n − k. We sometimes use ζ (n)k,j instead of ζk,j to specify the number n of
the coordinates of (C∗)n.
Lemma A.2. For the point ζ,j ∈ (C∗)n the following holds for Fi(z) and Gi(z):
Fi(ζ,j ) = 0 if  < i  n,
while,
Gi(ζ,j ) = 0 if  < i < + j or + j < i < n.
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lim
x→0
[
z1z2 . . . zG+j (z)
]
z=ζ,j
= (−t)

∏6
m=3(1 − ama1tj−1)
(a1tj−1)n−+2
× (t2j+−n+1a1/a2; t)n−−j (a1a2tj−1; t)n−−j+1(a21 tj−1; t)j (t2; t)j−1, (A.9)
lim
x→0
[
z1z2 . . . zGn(z)
]
z=ζ,j
= (−t)

∏6
m=3(1 − a2amtn−−j−1)
(a2tn−−j−1)n−+2
× (tn−−2j+1a2/a1; t)j (a1a2tn−−j−1; t)j+1(a22 tn−−j−1; t)n−−j (t2; t)n−−j−1,
(A.10)
and if 1m , then
lim
x→0
[
z1z2 . . . zm−1
(
Fm(z) − Gm(z)
)
zn−m+3m
]
z=ζ,j
= (−1)m(tm−1 − t2n−m−1a1a2 . . . a6). (A.11)
Proof. Suppose  < i. From (A.4) and (A.8), Fi(z) has the factor (t − zi/zi−1), which vanishes
if z = ζ,j with i =  + 1 or i =  + j + 1. F+1(z) and F+j+1(z) have the factors (a1 − z+1)
and (a2 − z+j+1), respectively. The factors vanish if z = ζ,j . From (A.5) and (A.8), Gi(z)
has the factor (1 − tzi/zi+1), which vanishes if z = ζ,j with i =  + j or i = n. Therefore the
vanishing properties of Fi(z) and Gi(z) are obtained.
Next we will show (A.9). Put z = ζ,j , then we have the following by (A.5) and (A.8):
[
z1z2 . . . zG+j (z)
]
z=ζ,j =
(1 − a21 tj−1)(1 − a1a2tj−1)
∏6
m=3(1 − ama1tj−1)
(a1tj−1)n+2
× (x − a1tj )(x2 − a1tj ) · · · (x − a1tj )
× (1 − xa1tj )(1 − x2a1tj ) · · · (1 − xa1tj )
× (1 − t2)(1 − t3) · · · (1 − tj )
× (1 − a21 tj )(1 − a21 tj+1) · · · (1 − a21 t2j−2)
× (1 − tj a1/a2)(1 − tj−1a1/a2) · · · (1 − t2j+−n+1a1/a2)
× (1 − a1a2tj )(1 − a1a2tj+1) · · · (1 − a1a2tn−−1),
so that we obtain (A.9) taking the limit x → 0. The proof of (A.10) proceeds similarly. Suppose
m . Then, putting z = ζ,j we have
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x→0
[
z1z2 . . . zm−1Fm(z)zn−m+3m
]
z=ζ,j = (−1)m−1t2n−m−1a1a2 . . . a6,
lim
x→0
[
z1z2 . . . zm−1Gm(z)zn−m+3m
]
z=ζ,j = (−t)m−1.
This proves (A.11). 
To specify the number n of variables z1, z2, . . . , zn, we simply use E(n)k,i (z) and A(n)(z) instead
of the polynomials Ek,i(z) and Weyl’s denominator Aρ(z), respectively. Let ϕk,i(z), 0 k  n,
0 i  n− k, be the function defined by
ϕk,i(z) := A∇ϕk,i(z)2
where ∇ is defined in (A.1) and
ϕk,i(z) := F(z) zn−12 zn−23 . . . znE(n−1)k−1,i (z2, z3, . . . , zn). (A.12)
Lemma A.3. The function ϕk,i(z) is expressed as
ϕk,i(z) =
n∑
j=1
(−1)j+1(Fj (z) − Gj(z))E(n−1)k−1,i ( ẑj )A(n−1)( ẑj ), (A.13)
where ẑj := (z1, . . . , zj−1, zj+1, . . . , zn) ∈ (C∗)n−1. On the other hand, ϕk,i(z) is expanded in
terms of the functions E(n),j (z)A(n)(z) (0  k, 0 j  n− ) as follows:
ϕk,i(z) =
k∑
=0
n−∑
j=0
cjE
(n)
,j (z)A
(n)(z), (A.14)
where cj are some coefficients.
Proof. For the function ϕk,i(z) = F(z) zn−12 zn−23 . . . zn E(n−1)k−1,i ( ẑ1), from the definition (A.1) of∇ and (A.6), we have
∇ϕk,i(z) = ϕk,i(z) − G(z)
Tz1F(z)
Tz1ϕk,i(z) =
(
F(z) − G(z))zn−12 zn−23 . . . zn E(n−1)k−1,i ( ẑ1).
Then from (2.1) and (A.7) it follows that
ϕk,i(z) = A∇ϕk,i(z)/2
= (F(z) − G(z))E(n−1)k−1,i ( ẑ1)A(n−1)( ẑ1)
+
n∑
(sgn σj ) σj
[(
F(z) − G(z))E(n−1)k−1,i ( ẑ1)A(n−1)( ẑ1)]. (A.15)j=2
4124 M. Ito / Advances in Mathematics 226 (2011) 4096–4130Thus, we obtain the expression (A.13) by substituting (A.8) and the following into (A.15):
sgnσj = −1, σjE(n−1)k−1,i ( ẑ1) = E(n−1)k−1,i ( ẑj ), σjA(n−1)( ẑ1) = (−1)jA(n−1)( ẑj ).
Next, from the degrees of the monomials in the expansion of (A.12), since we see the leading term
of ϕk,i(z)/A(n)(z) is equal to m(1n−k2k)(z) up to constant, we eventually obtain the expression
(A.14). 
Lemma A.4.
lim
x→0
[(
∏
m=1
zn−m+3m
)
ϕk,i(z)
]
z=ζ,j
= (−1)cj γ (n),j A(n−)
(
ζ
(n−)
0,j
)
, (A.16)
where γ (n),j is the constant given in (4.10).
Proof. Since ϕk,i(z) is expressed as (A.14), from the vanishing conditions (4.4), ϕk,i(ζ,j ) is
written as
ϕk,i(ζ,j ) =
(
cjE
(n)
,j (ζ,j ) +
−1∑
m=0
n−m∑
p=0
cmpE
(n)
m,p(ζ,j )
)
A(n)(ζ,j ),
so that
lim
x→0
[(
∏
m=1
zn−m+3m
)
ϕk,i(z)
]
z=ζ,j
= lim
x→0
[
cj
(
∏
m=1
zn−m+3m
)
E
(n)
,j (z)A
(n)(z)
]
z=ζ,j
.
The right-hand side above coincides with that of (A.16), because
lim
x→0
[
z21z
2
2 . . . z
2
E
(n)
,j (z)
]
z=ζ,j = γ
(n)
,j ,
lim
x→0
[
zn1z
n−1
2 . . . z
n−+1
 A
(n)(z)
]
z=ζ,j = (−1)A(n−)
(
ζ
(n−)
0,j
)
,
from Lemma 4.11 and Weyl’s denominator formula. 
Lemma A.5. The coefficients cj in (A.14) vanish except for three. Thus (A.14) is written as
ϕk,i(z) =
(
ckiE
(n)
k,i (z) + ck−1,iE(n)k−1,i (z) + ck−1,i+1E(n)k−1,i+1(z)
)
A(n)(z).
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cki = 1 − t
k
1 − t
(
1 − t2n−k−1a1a2 . . . a6
)
,
ck−1,i = (1 − t
n−k+1)
∏6
m=3(1 − a2amtn−k−i )
(1 − t)(1 − tn−k−2ia2/a1)a2tn−2k−i+1 ,
ck−1,i+1 = (1 − t
n−k+1)
∏6
m=3(1 − a1amti)
(1 − t)(1 − t2i+k−na1/a2)a1t i−k+1 .
Proof. From Lemma A.2 it follows that Fm(ζ,j ) = 0 if  < m  n and that Gm(ζ,j ) = 0 if
 <m< + j or + j < m< n. This implies that (A.13) is written as
ϕk,i(ζ,j ) =
[
∑
m=1
(−1)m+1(Fm(z) − Gm(z))E(n−1)k−1,i ( ẑm)A(n−1)( ẑm)
+ (−1)+jG+j (z)E(n−1)k−1,i ( ẑ+j )A(n−1)( ẑ+j )
+ (−1)nGn(z)E(n−1)k−1,i ( ẑn)A(n−1)( ẑn)
]
z=ζ,j
.
From the vanishing conditions (4.4), we have
[
E
(n−1)
k−1,i ( ẑ+j )
]
z=ζ,j = E
(n−1)
k−1,i
(
ζ
(n−1)
,j−1
)
=
{
E
(n−1)
k−1,i (ζ
(n−1)
k−1,i ) if  = k − 1, j = i + 1,
0 otherwise,
[
E
(n−1)
k−1,i ( ẑn)
]
z=ζ,j = E
(n−1)
k−1,i
(
ζ
(n−1)
,j
)
=
{
E
(n−1)
k−1,i (ζ
(n−1)
k−1,i ) if  = k − 1, j = i,
0 otherwise,
and, if 1m , then
[
E
(n−1)
k−1,i ( ẑm)
]
z=ζ,j = E
(n−1)
k−1,i
(
ζ
(n−1)
−1,j
)
=
{
[E(n−1)k−1,i ( ẑm)]z=ζk,i if  = k, j = i,
0 otherwise.
Therefore ϕk,i(ζ,j ) vanishes except for three cases as follows:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑k
m=1(−1)m+1(Fm(ζk,i) −Gm(ζk,i))[E(n−1)k−1,i ( ẑm)A(n−1)( ẑm)]z=ζk,i
if  = k, j = i,
(−1)k+iGk+i (ζk−1,i+1)E(n−1)k−1,i (ζ (n−1)k−1,i )A(n−1)(ζ (n−1)k−1,i )
if  = k − 1, j = i + 1,
(−1)nGn(ζk−1,i )E(n−1)k−1,i (ζ (n−1)k−1,i )A(n−1)(ζ (n−1)k−1,i )
if  = k − 1, j = i,
0 otherwise.
(A.17)
On the other hand, using Lemma A.4, we obtain cj = 0 except for the three cases.
Next we will evaluate the coefficients cki , ck−1,i and ck−1,i+1 explicitly.
Case:  = k, j = i. If 1m k, from Lemma 4.11 and Weyl’s denominator formula, we have
lim
x→0
[
z21z
2
2 . . . z
2
m−1 z2m+1 . . . z2k E
(n−1)
k−1,i ( ẑm)
]
z=ζk,i = γ
(n−1)
k−1,i ,
lim
x→0
[
zn−11 z
n−2
2 . . . z
n−m+1
m−1 z
n−m
m+1 . . . z
n−k+1
k A
(n−1)( ẑm)
]
z=ζk,i = (−1)k−1A(n−k)
(
ζ
(n−k)
0,i
)
.
Thus, from (A.17),[(
k∏
l=1
zn−l+3l
)
ϕk,i(z)
]
z=ζk,i
=
[
k∑
m=1
(−1)m+1z1z2 . . . zm−1
(
Fm(z) −Gm(z)
)
zn−m+3m
× (z21z22 . . . z2m−1 z2m+1 . . . z2k E(n−1)k−1,i ( ẑm))
× (zn−11 zn−22 . . . zn−m+1m−1 zn−mm+1 . . . zn−k+1k A(n−1)( ẑm))
]
z=ζk,i
= (−1)k−1γ (n−1)k−1,i A(n−k)
(
ζ
(n−k)
0,i
)
×
k∑
m=1
(−1)m+1 lim
x→0
[
z1z2 . . . zm−1
(
Fm(z) −Gm(z)
)
zn−m+3m
]
z=ζk,i .
Comparing (A.16) and the above equation, cki is written as
cki = −
γ
(n−1)
k−1,i
γ
(n)
k,i
k∑
m=1
(−1)m+1 lim
x→0
[
z1z2 . . . zm−1
(
Fm(z) − Gm(z)
)
zn−m+3m
]
z=ζk,i .
Since we see γ (n−1)k−1,i /γ
(n)
k,i = 1 from (4.10), using (A.11) in Lemma A.2, we obtain
cki =
k∑(
tm−1 − t2n−m−1a1a2 . . . a6
)= 1 − tk
1 − t
(
1 − t2n−k−1a1a2 . . . a6
)
.m=1
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lim
x→0
[
z21z
2
2 . . . z
2
k−1E
(n−1)
k−1,i ( ẑn)
]
z=ζk−1,i = γ
(n−1)
k−1,i ,
lim
x→0
[
zn−11 z
n−2
2 . . . z
n−k+1
k−1 A
(n−1)( ẑn)
]
z=ζk−1,i = (−1)
k−1A(n−k)
(
ζ
(n−k)
0,i
)
.
From this, using (A.17) it follows that
lim
x→0
[(
k−1∏
l=1
zn−l+3l
)
ϕk,i(z)
]
z=ζk−1,i
= lim
x→0
[
(−1)nz1z2 . . . zk−1Gn(z)
(
z21z
2
2 . . . z
2
k−1 E
(n−1)
k−1,i ( ẑn)
)
× (zn−11 zn−22 . . . zn−k+1k−1 A(n−1)( ẑn))]z=ζk−1,i
= (−1)n−k+1γ (n−1)k−1,i A(n−k)
(
ζ
(n−k)
0,i
)
lim
x→0
[
z1z2 . . . zk−1Gn(z)
]
z=ζk−1,i .
Comparing (A.16) with the above equation, ck−1,i is written as
ck−1,i = (−1)n
γ
(n−1)
k−1,i
γ
(n)
k−1,i
A(n−k)(ζ (n−k)0,i )
A(n−k+1)(ζ (n−k+1)0,i )
lim
x→0
[
z1z2 . . . zk−1Gn(z)
]
z=ζk−1,i . (A.18)
From (4.10), the ratio γ (n)k−1,i/γ (n−1)k−1,i is written as
γ
(n)
k−1,i
γ
(n−1)
k−1,i
= (1 − t
n−k−i+1)(1 − tn−k−i+1a2/a1)
(1 − tn−k+1)(1 − tn−k−2i+1a2/a1)
(1 − tn−k−2ia2/a1)(1 − a1a2tn−k)
a2tn−k−i
. (A.19)
Since A(n)(z)/A(n−1)( ẑn) = (−1)nz−nn (1 − z2n)
∏n−1
j=1(1 − zn/zj )(1 − zj zn) by (2.3), we have
A(n−k+1)(ζ (n−k+1)0,i )
A(n−k)(ζ (n−k)0,i )
= (t
n−k−2i+1a2/a1; t)i(a1a2tn−k−i; t)i(a22 tn−k−i; t)n−k−i+1(t; t)n−k−i
(−1)n−k+1(a2tn−k−i )n−k+1 .
(A.20)
From (A.10) in Lemma A.2, we have
lim
x→0
[
z1z2 . . . zk−1Gn(z)
]
z=ζk−1,i
= (−t)
k−1∏6
m=3(1 − a2amtn−k−i )
(a2tn−k−i )n−k+3
× (tn−k−2i+2a2/a1; t)i(a1a2tn−k−i; t)i+1(a22 tn−k−i; t)n−k−i+1(t2; t)n−k−i . (A.21)
Putting (A.19)–(A.21) to (A.18), we obtain the explicit form of ck−1,i as required.
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lim
x→0
[(
k−1∏
l=1
zn−l+3l
)
ϕk,i(z)
]
z=ζk−1,i+1
= lim
x→0
[
(−1)k+iz1z2 . . . zk−1Gk+i (z)
(
z21z
2
2 . . . z
2
k−1E
(n−1)
k−1,i ( ẑk+i )
)
× (zn−11 zn−22 . . . zn−k+1k−1 A(n−1)( ẑk+i ))]z=ζk−1,i+1
= (−1)i−1γ (n−1)k−1,i A(n−k)
(
ζ
(n−k)
0,i
)
lim
x→0
[
z1z2 . . . zk−1Gk+i (z)
]
z=ζk−1,i+1 .
Comparing (A.16) with the above equation, ck−1,i+1 is written as
ck−1,i+1 = (−1)i−k
γ
(n−1)
k−1,i
γ
(n)
k−1,i+1
A(n−k)(ζ (n−k)0,i )
A(n−k+1)(ζ (n−k+1)0,i+1 )
lim
x→0
[
z1z2 . . . zk−1Gk+i (z)
]
z=ζk−1,i+1 .
Using (2.3), (4.10) and (A.9) in Lemma A.2 as the previous case, it is confirmed that the right-
hand side coincides with the required expression of ck−1,i+1. 
Remark. In the above proof, though we calculated both ck−1,i and ck−1,i+1 directly, one can be
computed by the other using symmetry of Ek,i(z) mentioned in Section 4.2. If we regard ck−1,i
as a function of a1, a2 and i, and write it f (a1, a2; i), then f (a2, a1;n− k − i) exactly coincides
with ck−1,i+1.
Finally we prove the three-term relation.
Proof of Theorem 4.12. Since Aρ(z) = A(n)(z), from (3.3) and (3.4), it follows that
〈E,j 〉 = (−1)n
ξ∞∫
0
Φ(z)E
(n)
,j (z)A
(n)(z)q. (A.22)
Since
∫ ξ∞
0 ϕk,i(z)Φ(z)q = 0 by Proposition A.1, using (A.22), Lemma A.5 implies the three-
term relation
cki〈Ek,i〉 + ck−1,i〈Ek−1,i〉 + ck−1,i+1〈Ek−1,i+1〉 = 0,
which is the required equation. 
Appendix B. Proof of Lemma 4.13
We prove Lemma 4.13 by induction on . Eq. (4.11) for the case  = 1 exactly coincides with
the three-term relation itself. As the induction hypothesis we assume Eq. (4.11) with  → − 1,
i.e.,
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6∏
m=3
[
a1amt
j−+1; t]
−1 =
−1∑
i=0
R
k,−1
ij 〈Ek+i,j−+1〉, (B.1)
where
R
k,−1
ij =
[tk+1; t]i[t−i; t]i
[t; t]i[tn−k−i+1; t]i
[
tn−k−2j+−ia2/a1; t
]
i
[
a1a2 . . . a6t
2n−k−i−1; t]
i
×
6∏
m=3
[
a2amt
n−k−j ; t]
−i−1.
From the three-term relation in Theorem 4.12 we have
〈Ek+i,j−+1〉
6∏
m=3
[
a1amt
j−]= Rk+i,10,j−+1〈Ek+i,j−〉 +Rk+i,11,j−+1〈Ek+i+1,j−〉, (B.2)
where Rk+i,10,j−+1 =
∏6
m=3[a2amtn−k−i−j+−1] and
R
k+i,1
1,j−+1 =
[
tn−k−i−2j+2−1a2/a1
][
a1a2 . . . a6t
2n−k−i−2][tk+i+1]/[tn−k−i].
Combining (B.1) and (B.2), we have
〈Ek,j 〉
6∏
m=3
[
a1amt
j−; t]

=
−1∑
i=0
R
k,−1
ij
(
R
k+i,1
0,j−+1〈Ek+i,j−〉 +Rk+i,11,j−+1〈Ek+i+1,j−〉
)
=
−1∑
i=0
R
k,−1
ij R
k+i,1
0,j−+1〈Ek+i,j−〉 +
−1∑
i=0
R
k,−1
ij R
k+i,1
1,j−+1〈Ek+i+1,j−〉
=
−1∑
i=0
R
k,−1
ij R
k+i,1
0,j−+1〈Ek+i,j−〉 +
∑
i=1
R
k,−1
i−1,j R
k+i−1,1
1,j−+1〈Ek+i,j−〉
=
∑
i=0
(
R
k,−1
ij R
k+i,1
0,j−+1 + Rk,−1i−1,j Rk+i−1,11,j−+1
)〈Ek+i,j−〉. (B.3)
Here the part (Rk,−1ij R
k+i,1
0,j−+1 + Rk,−1i−1,j Rk+i−1,11,j−+1) is expressible explicitly as follows:
R
k,−1
ij R
k+i,1
0,j−+1 + Rk,−1i−1,j Rk+i−1,11,j−+1
= [t
k+1; t]i[t−i+1; t]i−1
[t; t]i[tn−k−i+1; t]i
[
tn−k−2j+−i+1a2/a1; t
]
i−1
[
a1a2 . . . a6t
2n−k−i−1; t]
i
× ([t−i][tn−k−2j+−ia2/a1]+ [t i][tn−k−i−2j+2a2/a1])
×
6∏[
a2amt
n−k−j ; t]
−i . (B.4)m=3
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t−i
][
tn−k−2j+−ia2/a1
]+ [t i][tn−k−i−2j+2a2/a1]= [t][tn−k−2j+a2/a1].
Applying this identity to (B.4), the following is indeed confirmed:
R
k,−1
ij R
k+i,1
0,j−+1 +Rk,−1i−1,j Rk+i−1,11,j−+1 = Rkij ,
which indicates that (B.3) is the required equation for induction. 
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