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1. Introduction
Ever since Dirac [4] ﬁrst introduced the concept of magnetic monopoles, monopoles have remained a fascinating subject
in theoretical physics. Monopoles in Abelian gauge theory have been generalized to those in non-Abelian gauge theory by
Wu and Yang [10] who showed that the pure SU(2) gauge theory allowed a point-like monopole, and by ’t Hooft [8] and
Polyakov [7] who have constructed a ﬁnite-energy monopole solution in Georgi–Glashow model as a topological soliton. In
an earlier work, Gibbons et al. [5] and Lee and Weinberg [6] and Yang [11] showed that adding regularizing terms were
important for achieving ﬁnite-energy magnetic monopoles. In the interesting case of the electroweak theory of Weinberg
and Salam, however, it has generally been asserted that there exists no topological monopole of physical interest. The basis
for this non-existence theorem is that with the spontaneous symmetry breaking the quotient space SU(2) × U (1)/U (1)em
allows no non-trivial second homotopy. This makes people think that there is no topological structure in Weinberg–Salam
model which can accommodate a magnetic monopole. In fact, Cho and Maison [3] have established that the Weinberg–
Salam model and Georgi–Glashow model have exactly the same topological structure, and demonstrated the existence of
a new type of monopole and dyon solutions in the standard Weinberg–Salam model. Thus the Weinberg–Salam model does
have the same non-trivial second homotopy as the Georgi–Glashow model which allows topological monopoles. So people
can proceed to construct the desired monopole and dyon solutions in the Weinberg–Salam model. Originally Cho–Maison
obtained the solutions by numerical simulation. A proof of existence of such solutions using a variational method was
presented in [12,13].
The Cho–Maison solution carries an inﬁnite energy at the classical level, which means that physically the mass of the
monopole remains arbitrary. Consequently people wonder whether one can have an analytic electroweak monopole which
has a ﬁnite energy. Cho and Kimm [2] showed this is indeed possible. The purpose of this paper here is to establish the
existence and uniqueness of such a new monopole solution by a dynamical shooting method [9] and obtain sharp asymptotic
estimates for the solutions.
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ﬁrst discuss the mathematical structure of the existence problem. We then state our main existence and uniqueness theo-
rem. In the fourth section, we transform the ﬁrst-order ﬁnite-energy electroweak monopole equations into a second-order
equation, and then introduce the Euler transformation to reduce the equation into a semilinear equation. The existence
problem of an electroweak monopole is seen to be equivalent to the existence problem of a nonlinear two-point bound-
ary value problem. Finally, we present a dynamical shooting method which solves the existence and uniqueness problem
completely. We also obtain sharp asymptotic estimates for the solutions.
2. Finite-energy electroweak monopole problem
Following Cho and Kimm [2] and Bae and Cho [1], we recall that the Lagrangian describing the standard Weinberg–Salam
model is given by
Ł= −|Dˆμφ|2 − λ
2
(
φ+φ − μ
2
λ
)2
− 1
4
(Fμν)
2 − 1
4
(Gμν)
2,
Dˆμφ =
(
Dμ − i g
′
2
Bμ
)
φ, (2.1)
where φ is the Higgs doublet, Fμν and Gμν are the gauge ﬁeld strengths of SU(2) and U (1) with the potentials Aμ and Bμ ,
Dμ is the covariant derivative of SU(2) subgroup deﬁned in terms of the Pauli spin matrices (τ a) = τ by
Dμφ =
(
∂μ − i g
2
τ · Aμ
)
φ,
and g and g′ are the corresponding coupling constants. From (2.1) one has the following equations of motion⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Dˆμ(Dˆμφ) = λ
(
φ+φ − μ
2
λ
)
φ,
DμFμν = i g
2
[
φ+τ (Dˆνφ) − (Dˆνφ)+τφ
]
,
∂μGμν = i g
′
2
[
φ+(Dˆνφ) − (Dˆνφ)+φ
]
.
(2.2)
Now we follow Cho and Kimm [2] and Bae and Cho [1] to choose the following static spherically symmetric ansatz⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φ = 1√
2
ρ(r)ξ(θ,φ),
ξ = i
(
sin( θ2 )q
−iφ
− cos( θ2 )
)
,
φˆ = ξ+τξ = −rˆ,
Aμ = 1
g
A(r)φˆ∂μt + 1
g
(
f (r) − 1)φˆ × ∂μφˆ,
Bμ = − 1
g′
B(r)∂μt − 1
g′
(1− cos θ)∂μφ,
(2.3)
where (t, r, θ,φ) are spherical coordinates and q and ρ denote the electric charge and the Higgs ﬁeld. Equations of mo-
tion (2.2) reduce to following equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f ′′ − f
2 − 1
r2
f =
(
g2
4
ρ2 − A2
)
f ,
ρ ′′ + 2
r
ρ ′ − f
2
2r2
ρ = −1
4
(B − A)2ρ + λ
(
ρ2
2
− μ
2
λ
)
ρ,
A′′ + 2
r
A′ − 2 f
2
r2
A = g
2
4
ρ2(A − B),
B ′′ + 2
r
B ′ = g
′2
4
ρ2(B − A).
(2.4)
Notice that in the unitary gauge the Lagrangian (2.1) can be written as
Ł= −1
4
F 2μν −
1
4
G2μν −
1
2
|DμWν − DνWu |2 + ig FμνW ∗μWν +
1
4
g2
(
W ∗μWν − W ∗νWμ
)2 − 1
2
(∂μρ)
2
− 1ρ2
(
g2W ∗μWν +
1
(g′Bμ − gAμ)2
)
− λ
(
ρ2 − μ
2)2
. (2.5)4 2 2 2 λ
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Ł1 = iαgFμνW ∗μWν +
β
4
g2
(
W ∗μWν − W ∗νWμ
)2
, (2.6)
where α and β are arbitrary constants. So the energy of system is given by
E = E ′0 + E1,
where
E ′0 =
2π
g2
∞∫
0
dr
r2
{
g2
g′2
+ 1− 2(1+ α) f 2 + (1+ β) f 4
}
.
In order to make the energy ﬁnite, we are required to have⎧⎨
⎩
g2
g′2
+ 1− 2(1+ α) f 2(0) + (1+ β) f 4(0) = 0,
(1+ α) f (0) − (1+ β) f 3(0) = 0.
Thus, we arrive at the following condition for a ﬁnite-energy solution⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1+ β = (1+ α)2 sin2 θw = (1+ α)2 q
2
g2
,
f (0) = 1√
(1+ α) sin2 θw
,
where θw is the classical Weinberg mixing angle. However, this condition does not guarantee the smoothness of the gauge
potentials at the origin. Cho and Kimm [2] and Bae and Cho [1] impose the condition f (0) = 1 and obtain the energy lower
bound for the monopole
E 
∣∣∣∣1q
∫
d3x ∂i
(
g
2
εi jk F jkρ
)∣∣∣∣.
Furthermore this bound is saturated by the solutions of the following equations⎧⎨
⎩
εi jkD jWk ± i(1+ α)qρWi = 0,
∂iρ ∓ εi jk
[
i(1+ α)qW ∗j Wk −
g
2q
F jk
]
= 0, (2.7)
which is very similar to the well-known Bogomol’nyi–Prasad–Sommerﬁeld monopole equation of Georgi–Glashow model. In
fact, the ﬁrst-order differential equations are the ﬁrst-order ﬁnite-energy electroweak monopole equations and much more
tractable than the second-order ﬁeld equations, and also solve it easily.
3. Mathematical structure and existence theorem
Notice that in the unitary gauge the spherically symmetric ansatz (2.3) is written as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ = ρ(r),
Wμ = i
g
f (r)√
2
qiφ(∂μθ + i sin θ∂μφ),
Aμ = − 1
g
A(r)∂μt − 1
g
(1− cos θ)∂μφ,
Bμ = − 1
g′
B(r)(1− cos θ)∂μφ.
(3.1)
Inserting the ansatz (3.1) into (2.7), we obtain the following equations⎧⎨
⎩
f ′(r) ± q(1+ α)ρ(r) f (r) = 0,
ρ ′(r)∓ 1
qr2
(
1− (1+ α) sin2 θw f 2(r)
)= 0 (3.2)
with the boundary conditions
f (0) = 1, f (∞) = 0, ρ(0) = 0, ρ(∞) = ρ0 > 0.
It is important to note that Eqs. (3.2) are actually the ﬁrst-order ﬁnite-energy electroweak monopole equations (2.7) under
the ansatz (3.1).
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⎩
f ′(r) ± qaρ(r) f (r) = 0,
ρ ′(r)∓ 1
qr2
(
1− bf 2(r))= 0, (3.3)
where a > 0, b > 0, q > 0. In this paper, choosing a = b = 1 and making a change ( f (r),qρ(r)) → ( f (r),ρ(r)), we consider
the following equations⎧⎨
⎩
f ′(r) ± aρ(r) f (r) = 0,
ρ ′(r) ∓ 1
r2
(
1− f 2(r))= 0. (3.4)
Without loss of generality, we consider the upper sign in (3.4), because the lower sign case may be obtained from the
upper sign case after a change of dependent variables, ( f (r),ρ(r)) → ( f (r),−ρ(r)). In this case, we are to ﬁnd a solution
of the boundary value problem⎧⎪⎪⎨
⎪⎪⎩
f ′(r) + aρ(r) f (r) = 0, 0 < r < ∞,
ρ ′(r) − 1
r2
(
1− f 2(r))= 0, 0< r < ∞,
f (0) = 1, f (∞) = 0, ρ(0) = 0, ρ(∞) = qρ0 > 0.
(3.5)
Our main existence and uniqueness theorem for ﬁnite-energy electroweak monopoles can be stated as follows.
Theorem 3.1. For any real number a > 0, the two-point boundary value problem (3.5) has a unique solution ( f (r),ρ(r)), so that f (r)
is strictly decreasing and ρ(r) is strictly increasing for r > 0. Besides, there hold the sharp asymptotic estimates
f (r) = 1+ O (r 1+√8a+12 ), ρ(r) = O (r −1+√8a+12 ) as r → 0,
f (r) = O (e−aqρ0r), ρ(r) = qρ0 + O
(
1
r
)
as r → ∞.
This solution uniquely gives rise to a ﬁnite-energy electroweak monopole solution of (2.7) and the energy conﬁguration is
E = 4π
q2
sin2 θwMw in [2], where Mw is the weak energy scale.
This theorem will be established in the next section by a shooting method.
4. Proof of existence
Using the uniqueness theorem for the solutions to the initial value problems of ordinary differential equations, we know
that 0 < f (r) < 1 for all r > 0. Hence we can rewrite f ′(r) + aρ(r) f (r) = 0 as (ln f (r))′ + aρ(r) = 0. Inserting this relation
into ρ ′(r) = 1
r2
(1− f 2(r)) and replacing f (r) with u(r) = ln f (r), we arrive at the new equation
r2u′′(r) = a(e2u(r) − 1), 0 < r < ∞, (4.1)
along with the updated boundary conditions
u(0) = 0, u(∞) = −∞. (4.2)
In order to simplify our problem further, we use the Euler variable t to replace r: r = et . So our boundary value problem
consisting of (4.1) and (4.2) becomes{
u′′(t) − u′(t) = a(e2u(t) − 1), −∞ < t < ∞,
u(−∞) = 0, u(∞) = −∞. (4.3)
To solve the two-point boundary value problem (4.3), we use a dynamical shooting method. Hence we need to consider
the initial value problem{
u′′(t) − u′(t) = a(e2u(t) − 1), −∞ < t < ∞,
u(0) =m, u′(0) = −n. (4.4)
Because we are looking for a negative-valued solution, we naturally assume m < 0. Under the above assumption, we will
show that n > 0 is suitably chosen in (4.4). In this way, we may obtain a solution to (4.3). For this purpose, we set τ = −t
and convert (4.4) in the half interval −∞ < t  0 into the form{
u′′(τ ) − u′(τ ) = a(e2u(τ ) − 1), τ > 0,
′ (4.5)u(0) =m, u (0) = n.
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three data sets as follows
β− = {n ∈ R ∣∣ there exists τ > 0 so that uτ (τ ;n) < 0},
β0 = {n ∈ R ∣∣ uτ (τ ;n) > 0 and u(τ ;n) 0 for all τ > 0},
β+ = {n ∈ R ∣∣ uτ (τ ;n) > 0 for all τ  0 and u(τ ;n) > 0 for some τ > 0}.
Lemma 4.1.We have the disjoint union R = β− ∪ β0 ∪ β+ .
Proof. If n /∈ β− , then uτ (τ ;n) 0 for all τ . If there exists a point τ0 > 0 so that uτ (τ0;n) = 0, then u(τ0;n) = 0 because
u(τ ;n) = 0 is an equilibrium point of the differential equation in (4.5) which is not attainable in ﬁnite time. Using the
information uτ (τ0;n) = 0 but u(τ0;n) = 0 in (4.5), we see that either u′′ > 0 or u′′ < 0 at τ = τ0. Hence, there is a τ > τ0 or
τ < τ0 at which uτ (τ ;n) < 0. This contradicts the assumption that n /∈ β− . Thus uτ (τ ;n) > 0 for all τ > 0 and n ∈ β0 ∪ β+ ,
which proves the relation R = β− ∪ β0 ∪ β+ as claimed. 
Lemma 4.2. The sets β+ and β− are both open and nonempty.
Proof. To see that β+ is nonempty, we integrate (4.5) to get
uτ (τ ;n) =
(
n +
τ∫
0
aes1
(
e2u(s1;n) − 1)ds1
)
e−τ , (4.6)
u(τ ;n) =m+ n(1− e−τ )+
τ∫
0
e−s2
( s2∫
0
aes1
(
e2u(s1;n) − 1)ds1
)
ds2. (4.7)
For any ﬁxed τ0 > 0, we can choose n > 0 suﬃciently large so that
n +
τ0∫
0
aes1
(
e2m − 1)ds1 > 0, (4.8)
m+ n(1− e−τ0)+
τ0∫
0
e−s2
( s2∫
0
aes1
(
e2m − 1)ds1
)
ds2 > 0. (4.9)
Using (4.6)–(4.9), we see that there exists a τ1 ∈ (0, τ0), so that uτ (τ ;n) > 0 for τ ∈ [0, τ1], u(τ ;n) < 0 for τ ∈ [0, τ1), but
u(τ1;n) = 0. Hence, for any τ > τ1, there holds
uτ (τ ;n)
(
n +
τ1∫
0
aes1
(
e2u(s1;n) − 1)ds1
)
e−τ

(
n +
τ0∫
0
aes1
(
e2m − 1)ds1
)
e−τ > 0, (4.10)
u(τ ;n) > 0. (4.11)
Therefore, n ∈ β+ and β+ = φ.
Moreover, for n0 ∈ β+ , there is a τ0 > 0 so that u(τ0;n0) > 0. By the continuous dependence of u on the parameter n,
we see that when n1 is close to n0, we have uτ (τ ;n1) > 0 for all τ ∈ [0, τ0] and u(τ0;n1) > 0. Using (4.10) again, we see
that uτ (τ ;n1) > 0 for all τ > τ0. So n1 ∈ β+ and β+ is open.
From (4.7) we have (−∞,0) ⊂ β− , so β− = φ. β− is open, which is evidence. 
Lemma 4.3. The set β0 is nonempty and closed. Moreover, if n ∈ β0 , then u(τ ;n) < 0 for all τ > 0.
Proof. The ﬁrst part of the lemma follows from the connectedness of R and the above lemma. In order to prove the second
part, we assume that there exists a τ0 > 0 so that u(τ0;n) = 0. Since u(τ ;n) 0 for all τ > 0, u attains its local maximum
at τ0. In particular, uτ (τ0;n) = 0, which contradicts the deﬁnition of β0. 
Lemma 4.4. For n ∈ β0 , we have u(τ ;n) → 0 as τ → ∞.
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lim
τ→∞u(τ ;n) = u∞
exists and −∞ < u∞  0. If u∞ < 0, then a(e2u(τ ;n) − 1) < a(e2u∞ − 1) < 0. Using (4.6), we have uτ (τ ;n) < 0 when τ > 0
is suﬃciently large, which contradicts the deﬁnition of β0. 
Lemma 4.5. The set β0 is a single point set. Namely, the correct shooting data is unique.
Proof. Assume that there are two points n1 and n2 in β0. Let u(τ ;n1) and u(τ ;n2) be the corresponding solutions of (4.5).
Then the function ω(τ) = u(τ ;n1) − u(τ ;n2) solves the following boundary problem{
ω′′(τ ) + ω′(τ ) = R ′(ξ(τ ))ω(τ), 0< τ < ∞,
ω(0) = ω(∞) = 0, (4.12)
where ξ(τ ) lies between u(τ ;n1) and u(τ ;n2) and R ′(ξ(τ )) = 2ae2ξ(τ ) . Applying the maximum principle to (4.12), we have
ω(τ) ≡ 0, which contradicts the assumption that n1 = n2. 
For n ∈ β0, we now consider the decay rate of u(τ ;n) as τ → ∞. Since a(e2u(τ ) −1)  2au(τ ) near u(τ ) = 0, we see that
the linearized equation of the differential equation in (4.5) around u(τ ) = 0 is θ ′′ + θ ′ = 2aθ whose characteristic equation
has the roots λ1 = − 1+
√
8a+1
2 and λ2 = −1+
√
8a+1
2 . Hence, we see that for any ε ∈ (0,1), there is a constant C(ε) > 0 such
that
−C(ε)e− 1+
√
8a+1
2 (1−ε)τ < u(τ ;n) < 0, ∀τ  0. (4.13)
Now we make use of the variable t = −τ , then we obtained a solution u(t) of (4.4) deﬁned in the left half of the real line,
−∞ < t  0, such that u(t) < 0 for ∀t  0, and
−C(ε)e 1+
√
8a+1
2 (1−ε)t < u(t) < 0, ∀t  0. (4.14)
Next we consider the right half of the real line, 0 < t < ∞. When t is near zero, we have u′(t) < 0 and u(t) < 0. Inserting
these into (4.4), we see u′′(t) < 0 around t = 0. This property implies that the structure of the differential equation in (4.4)
allows that u(t) < 0,u′(t) < 0 and u′′(t) < 0. In particular, the solution u(t) exists for all t > 0 and u(t) is strictly decreasing
everywhere. From (4.7), we have u(∞) = −∞. In view of Lemma 4.4, we obtained a solution of (4.3). We now strengthen
our conclusion by deriving the accurate blow-up rate for u(t) as t → ∞.
From (4.4) we get
e−tu′(t) = −n − a
t∫
0
(
1− e2u(s))e−s ds. (4.15)
We note that the integral on the right-hand side of (4.15) is convergent for t → ∞. So we have the sharp expression
u′(t) = −(n+ σ(t))et (4.16)
where σ(t) = a ∫ t0 (1− e2u(s))e−s ds. We easily know σ(t) is a bounded increasing function in t  0 and σ(0) = 0. Thus, we
have the following expression
u(t) (m+ n) − net, ∀t  0. (4.17)
In other words, the function u(t) blows up to −∞ as fast as the function −et as t → ∞.
We need also know the asymptotic expression of u′(t) as t → −∞. For this purpose, we consider the expression (4.6) in
terms of the variable τ = −t . Using (4.13) we see
uτ (τ ;n) = O
(
e−τ
)
, τ → ∞.
So we get the asymptotic estimate
u′(t) = O (et), t → −∞. (4.18)
Lemma 4.6. Up to translations, t → t + t0 , the two-point boundary value problem (4.3) has a unique solution.
Proof. Let u1(t) and u2(t) be two solutions of (4.3), then we can see that they are all negative-valued and strictly decreasing
and there exists a unique point t0 so that u1(0) = u2(t0). Set u3(t) = u2(t + t0). Then u1(t) and u3(t) are solutions of the
differential equation in (4.3) and u1(0) = u3(0). Using Lemma 4.5, we ﬁnd u′ (0) = u′ (0). Applying the uniqueness theorem1 3
16 S. Chen et al. / J. Math. Anal. Appl. 358 (2009) 10–17for the initial value problem of an ordinary differential equation, we see u1(t) ≡ u3(t). Namely, u1(t) = u2(t + t0) for all t
and the lemma follows. 
Similarly, we need to consider the asymptotics of u(t) and u′(t) as t → −∞. Using (4.13), we see u(τ ) =
O (e−
1+√8a+1
2 (1−ε)τ ) as τ → ∞. Inserting this into (4.5) and noting a(e2u(τ ) − 1) = O (e− 1+
√
8a+1
2 (1−ε)τ ) near u = 0, we have
u′′(τ ) − u′(τ ) = O (e− 1+
√
8a+1
2 (1−ε)τ ). So we get u(τ ) = O (e− 1+
√
8a+1
2 (1−ε)τ ). Note that (4.5) indicates that uττ < 0 since
uτ > 0. Hence uτ is decreasing. So we see
uτ (τ ) < u(τ ) − u(τ − 1) = O
(
e−
1+√8a+1
2 (1−ε)τ ), ∀τ  1. (4.19)
In terms of t = −τ , we get the improved estimates
u(t) = O (e 1+√8a+12 (1−ε)t), as t → −∞, (4.20)
u′(t) = O (e 1+√8a+12 (1−ε)t), as t → −∞. (4.21)
At last, we switch back to the original radial variables r = et and the ﬁelds ( f (r),ρ(r)). Note du(r)dr = du(r)dt · dtdr = u′(t)e−t
and aρ(r) = −u′(t)e−t . Combining these relations with (4.15) and ρ(∞) = qρ0 > 0, we have the representation
a = 1
qρ0
(
n+ a
∞∫
0
(
1− e2u(s))e−s ds
)
. (4.22)
Lemma 4.7. For any given a > 0, we can choose the initial value m < 0 in (4.4) so that there is a unique number n > 0 for which the
unique solution u(t) of (4.4) satisﬁes (4.22). Besides, such a number a depends on m < 0 continuously and strictly monotonically so
that a → 0+ as m → 0− and a → ∞ as m → −∞.
Proof. From Lemma 4.5 we can ﬁnd that for any given m < 0, there exists a unique number n > 0 for which the unique
solution u(t) of (4.4) solves the two-point boundary value problem (4.3). Thus we can denote this well-deﬁned correspon-
dence as n = n(m) and u = um .
1. We prove n = n(m) is continuous with respect to m < 0. Let {mj}∞j=1 be a sequence in (−∞,0) which converges to
a number m0 < 0 as j → ∞. We need show that n(mj) → n(m0) as j → ∞.
Suppose that this is not true. Then we ﬁnd that there is an ε0 > 0 such that |n(mj) − n(m0)|  0 ( j = 1,2, . . .).
Using Lemma 4.6, we get a sequence {t j}∞j=1 such that umj (t) = um0 (t j + t) for all t . In particular, mj = umj (0) =
um0 (t j) ( j = 1,2, . . .). Obviously, {t j} is a bounded sequence. Otherwise it would contradict mj → m0 < 0 ( j → ∞)
and um0 (−∞) = 0, um0 (∞) = −∞. By extracting a sequence if necessary, we may assume that t j → t0 ( j → ∞). So
we have n(mj) = u′mj (0) = u′m0 (t j) → u′m0 (t0) = n0 = n(m0) as j → ∞. On the other hand, mj → m0 ( j → ∞) and
mj = umj (0) = um0 (t j) ( j = 1,2, . . .) imply t j → 0 ( j → ∞) since um0 (t) is strictly monotone. So t0 = 0 and u′m0 (t0) = n(m0).
Therefore we get a contradiction.
The continuous dependence of n(m) on m shows that um depends on m as well. Using this fact, we easily obtain the
continuous dependence of the right-hand side of (4.22) on m < 0 because the improper integral is uniformly convergent
with respect to the parameter m.
2. We claim that n(m) → 0 as m → 0− . Otherwise there is a sequence {mj}∞j=1 ⊂ (−∞,0) and an ε0 so that mj → 0−
( j → ∞) but n(mj)  ε0 ( j = 1,2, . . .). Using these in (4.5) with m = mj and n = n(mj), we see that the solution may be
a positive value for a slightly positive τ when j is suﬃciently large which contradicts the deﬁnition of n(mj).
3. We claim that n(m) → ∞ as m → −∞. Let u0 be a ﬁxed solution of (4.3). Using Lemma 4.6, we have that there exists
a unique tm so that um(t) = u0(t + tm). Since m = um(0) = u0(tm) and u(∞) = −∞, we get tm → ∞ as m → −∞. In terms
of (4.17), we see n(m) = −u′m(0) = −u′0(tm) → ∞, as (m → −∞).
From the above two steps we obtain that a = a(m) deﬁned by the right-hand side of (4.22) is a continuous function from
(−∞,0) to (0,∞) so that a → 0+ as m → 0− and a → ∞ as m → −∞.
4. We show that a = a(m) is a strictly monotone. Let m1,m2 ∈ (−∞,0) and m1 < m2. Denote the corresponding so-
lutions deﬁned above by um1 (t) and um2 (t). Then there is a t2 > 0 such that um2 (t2 + t) = um1 (t) for all t . Since u′(t) is
decreasing function, we have −n(m1) = u′m1 (0) = u′m2 (t2) < u′m2 (0) = −n(m2), namely n(m1) > n(m2). Moreover since um2 (t)
is decreasing, we ﬁnd 0 > um2 (t) > um2 (t2 + t) = um1 (t), which implies that
∞∫
0
(
1− e2um1 (s))e−s ds >
∞∫
0
(
1− e2um2 (s))e−s ds.
Thus we have a(m1) > a(m2).
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−aqρ0et  u′(t) (ε − aqρ0)et .
Integrating the above expression on [Tε, t], we get
u(Tε) + aqρ0eTε − aqρ0et  u(t) u(Tε) + (aqρ0 − ε)eTε − (aqρ0 − ε)et . (4.23)
Using (4.21), (4.20), (4.22), (4.15), (4.23) and with the understanding that the arbitrarily small constant ε > 0 is omitted
in the ﬁnal expressions to simplify the notation, we obtain
ρ(r) = O (r −1+√8a+12 ), f (r) = 1+ O (r 1+√8a+12 ) as r → 0,
ρ(r) = qρ0 + O
(
1
r
)
, f (r) = O (e−aqρ0r) as r → ∞.
The proof of lemma is now complete. 
5. Remarks
In this paper, we have obtained a series of existence results for the solutions of ﬁnite-energy electroweak monopoles. At
the same time we also establish that
(i) When q = 1, a = 1+α, the asymptotic estimates obtained in our theorem are consistent with the numerical simulations
in [1] and [2] near the origin.
(ii) When a = b = 1, our method may be used to obtain similar result as follows:
Theorem 5.1. For any a > 0, the two-point boundary value problem (3.3) has a unique solution ( f (r),ρ(r)), so that f (r) is strictly
decreasing and ρ(r) is strictly increasing for r > 0. Besides, there hold the sharp asymptotic estimates
f (r) = 1+ O (r 1+√8a+12 ), ρ(r) = O (r −1+√8a+12 ) as r → 0,
f (r) = O (e−aqρ0r), ρ(r) = ρ0 + O
(
1
r
)
as r → ∞.
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