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Abstract
The Arnoldi method for standard eigenvalue problems possesses several attrac-
tive properties making it robust, reliable and efficient for many problems. Our
first important result is a characterization of a general nonlinear eigenvalue
problem (NEP) as a standard but infinite dimensional eigenvalue problem in-
volving an integration operator denoted B. In this paper we present a new
algorithm equivalent to the Arnoldi method for the operator B. Although the
abstract construction is infinite dimensional, it turns out that we can carry out
the iteration in an exact way (without approximation) by using only standard
linear algebra operations involving matrices (not operators). This is achieved by
working with coefficients in a basis of scalar functions, typically polynomials.
Due to the fact that the constructed method has a complete equivalence with
the standard Arnoldi method, it also inherits many of its attractive properties.
Another somewhat unexpected consequence of the construction is that the ma-
trix of basis vectors should be expanded not only in the way done in standard
Arnoldi. We expand the matrix of basis vectors not only with a column to the
right, but also a block row below. We also show that the method can be inter-
preted as the standard Arnoldi method if applied to the generalized eigenvalue
problem resulting from the spectral discretization of the operator. With this
equivalence we reach a recommendation on how the scalar product should be
chosen for an important class of nonlinear eigenvalue problems.
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Abstract The Arnoldi method for standard eigenvalue problems possesses several at-
tractive properties making it robust, reliable and efficient for many problems. Our first
important result is a characterization of a general nonlinear eigenvalue problem (NEP)
as a standard but infinite dimensional eigenvalue problem involving an integration op-
erator denoted B. In this paper we present a new algorithm equivalent to the Arnoldi
method for the operator B. Although the abstract construction is infinite dimensional, it
turns out that we can carry out the iteration in an exact way (without approximation)
by using only standard linear algebra operations involving matrices (not operators).
This is achieved by working with coefficients in a basis of scalar functions, typically
polynomials. Due to the fact that the constructed method has a complete equivalence
with the standard Arnoldi method, it also inherits many of its attractive properties.
Another somewhat unexpected consequence of the construction is that the matrix of
basis vectors should be expanded not only in the way done in standard Arnoldi. We
expand the matrix of basis vectors not only with a column to the right, but also a block
row below. We also show that the method can be interpreted as the standard Arnoldi
method if applied to the generalized eigenvalue problem resulting from the spectral
discretization of the operator. With this equivalence we reach a recommendation on
how the scalar product should be chosen for an important class of nonlinear eigenvalue
problems.
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1 Introduction
Suppose M(λ) ∈ Cn×n is a given parameter dependent matrix. The nonlinear eigen-
value problem corresponding to M is typically defined as the problem of finding scalar
values λ ∈ C, called eigenvalues, such that M(λ) is singular. We will equivalently say
that we look for pairs (λ, x) ∈ C× Cn\{0} fulfilling
M(λ)x = 0, (1)
2where x is called the corresponding eigenvector. This general problem has been exten-
sively studied in the literature. See, e.g. [29,23,6] and the references therein.
In this paper we present an iterative method, which in theory converges to all
solutions of (1) if M is sufficiently smooth, but favors the solutions closest to the
origin. Note that there is no loss of generality to use the origin as a target in this sense,
since a substitution allows us to shift the origin to an arbitrary complex point.
The first result of this paper (presented in Section 2) is that solutions to the nonlin-
ear eigenvalue problem (1) are equal to the reciprocal of the eigenvalues of an operator
B. The operator B acts on (essentially) arbitrary functions and the action is defined
by integrating the function and adding a constant. The constant is determined by the
nonlinear eigenvalue problem.
We wish to carry out an infinite dimensional algorithm involving functions using
only finite arithmetic. This is achieved by representing functions by (vector) coefficients
with a given basis of functions. By assuming that the basis is such that integration can
be done by a linear transformation on the coefficients, we show in Section 4 that the
action of B on a function (expressed in the given basis) can be carried out with standard
linear algebra operations, without any type of approximation. The only assumption on
the basis functions is the integration property. We will however pay particular attention
to the Chebyshev polynomial basis.
The method we present is based on the Arnoldi method [1]. We will implement an
infinite dimensional Arnoldi process (summarized in Section 3) by using the action of B
on functions and fixing an appropriate scalar product (in Section 5). Since we focus on
representing functions with Chebyshev basis functions it turns out to be easy to use the
scalar product corresponding to the Euclidean scalar product on the Chebyshev coeffi-
cients. In Section 6 we show that this choice is very natural for a wide class of problems
since the resulting algorithm is identical to the standard Arnoldi method applied to
the matrix stemming from a spectral discretization of the corresponding differential
equation. This justifies the use of Chebyshev polynomials as basis functions and scalar
product and the equivalence suggests how they should be scaled when applied to the
nonlinear eigenvalue problem corresponding to linear functional differential equations.
The main algorithm (also presented in Section 5) possesses several somewhat un-
usual properties. It is by construction equivalent to a standard but infinite dimensional
Arnoldi method, but can be implemented completely in finite arithmetic. Moreover, the
structure of the algorithm is the same as the structure the standard Arnoldi method,
except that the matrix of basis vectors needs to be expanded not only with a column
but also n rows of zeros in each iteration. The equivalence with the standard Arnoldi
method implies that we expect local linear (exponential) convergence and that it is
robust in the sense that eigenvalues close to the origin will converge first but also
eigenvalues not very close to the origin will eventually be found. These properties are
illustrated in the examples section (Section 7).
There are many numerical methods for the nonlinear eigenvalue problem available
in the literature. We now list some of the available numerical methods and discuss the
relation with the presented approach. Many of the algorithms can be roughly classified
into two types.
• There are methods for special classes of NEPs and structures. For instance, there
are methods for the quadratic eigenvalue problem (QEP) [3,24,27,22] and more
generally the polynomial eigenvalue problem (PEP) [30,14] but also other struc-
tures [33,20,11,17]. In a sense, these approaches achieve desirable numerical prop-
3erties by exploiting the particular structure of the nonlinear eigenvalue problem. In
particular, they are often robust and have desirable global convergence properties.
• There are several locally convergent methods for general NEPs [28,35,26,16]. See
also the summary of methods in [29,23]. These methods are often generally appli-
cable and do not involve many assumptions on the problem. They often have good
local convergence properties and when started sufficiently close to a solution the
iteration often converges quickly. The drawback is that we are often interested in
several solutions and with this type of approach one typically only finds one (or a
few) of the solutions close to the initial value or a shift.
With our method we aim to achieve the positive properties of both of these classes
of approaches. We wish to have good global convergence properties and still main-
tain generality such that it is applicable to essentially arbitrary nonlinear eigenvalue
problems. This is achieved by maintaining an equivalence with the standard Arnoldi
method, which in a sense already has these properties.
There are already other methods for NEPs motivated by the Arnoldi method.
An important method is the nonlinear Arnoldi method in [36] which reduces to the
standard Arnoldi method for the linear eigenvalue problem, i.e., if M(λ) = A−λI. The
method [36] does apparently not have an interpretation as a standard Arnoldi method
for the general case. The algorithm has however turned out to be very successful in
practice and robustness and a sense of global convergence can be achieved if a minmax
characterization is found for the nonlinear eigenvalue problem. The method we present
here is equivalent to an Arnoldi method for any nonlinearity and directly inherits the
global convergence properties of the standard Arnoldi method.
Some methods for the general nonlinear eigenvalue problems are based on a formu-
lation of a representation involving a contour integral [2,7]. Although one formulation
of the method we present involves integration, there appears to be no simple connection
with these results. Our method is based on the Arnoldi method in an operator setting
by (exact) integration of functions and the methods in [2,7] are based on (numerical)
integration of contour integrals.
The algorithm we present here can be seen as an iteration in function spaces and
we focus on representing functions using Chebyshev polynomials. There is a software
package called chebfun [5,10] which also uses a representation of functions with Cheby-
shev polynomials. In our approach, the full algorithm is an iteration equivalent to the
Arnoldi method, which only involves operations on vectors and uses the Euclidean
scalar product. In this way, the method is based on purely algebraic operations, al-
though at each point there is an interpretation in terms of functions. With this ap-
proach there is no overhead in the representation of functions and the scalar product
is the simplest possible. This allows us to solve large scale problems. In Section 7 we
successfully solve a nonlinear eigenvalue problem of dimension n = 9956.
2 Operator formulation
There are a number of eigenvalue algorithms for the standard eigenvalue problem which
in some way focus on first finding eigenvalues close to the origin. In this methods, it
is common to reformulate the eigenvalue problem by considering the inverse matrix,
resulting in methods like inverse iteration (see e.g. [28]). We will use a similar con-
4struction. For our purposes it will be easier to work with the form,
λB(λ)x = x, (2)
where the elements of B(λ) are assumed to be analytic at the origin. Note that this is
an algebraic reformulation of the standard formulation (1) if we assume that λ = 0 is
not an eigenvalue. We will typically use the transformation
B(λ) = M(0)−1M(0)−M(λ)
λ
, (3)
where, without restriction, we can define B(0) := −M(0)−1M ′(0) by analytic con-
tinuation. The elements of B are entire functions in many applications. As usual for
standard eigenvalue problems, we will only use the matrix inverse as a theoretical tool.
The inverse is never explicitly computed in the algorithm. Instead we use the com-
mon approach to solve corresponding linear systems possibly using a pre-computed
factorization.
The nonlinear eigenvalue problem (2) involves a matrix of dimension n depending
on λ in a nonlinear way. We will now see how this (arbitrary) nonlinearity can be
transformed into a linear first-order representation with a linear infinite dimensional
operator, denoted B, which reciprocal eigenvalues are the solutions to (2).
The characterization exploits the smoothness of B and the neighborhood at the
origin in which it is analytic, will be important. Let Ω denote any (large) closed disc
centered at the origin in which B is analytic. Since the radius of the disc corresponds
to the convergence radius of the Taylor expansion, we have that
B(λ) =
∞∑
i=0
Biλ
i, (4)
if λ ∈ Ω, where B0, B1, . . . are the coefficients of B given by the Taylor expansion.
Now consider the following operator defined using the power series expansion (4). The
definition is followed by the first result of the paper stating that in the region Ω the
reciprocal eigenvalues of the operator are the solutions to (2).
Definition 1 (The operator B) Let B denote the operator defined by the domain
D(B) := {ϕ ∈ C∞(C,Cn) :∑∞i=0Biϕ(i)(0) is finite} and the action
(Bϕ)(θ) = C(ϕ) +
∫ θ
0
ϕ(θ) dθ, (5)
where
C(ϕ) :=
∞∑
i=0
Biϕ
(i)(0) =
(
B(
d
dθ
)ϕ
)
(0). (6)
Theorem 1 (Operator equivalence) Let x ∈ Cn\{0}, λ ∈ Ω ⊂ C and denote
ϕ(θ) := xeλθ. Then the following statements are equivalent.
i) The pair (λ, x) is a solution to the nonlinear eigenvalue problem (2).
ii) The pair (λ, ϕ) is a solution to the infinite dimensional eigenvalue problem
λBϕ = ϕ. (7)
5Moreover, all eigenfunctions of B depend exponentially on θ, i.e., if λBψ = ψ then
ψ(θ) = xeλθ.
Proof We first show that an eigenfunction of B always is exponential in θ. Suppose
ϕ ∈ D(B) fulfills (7) and consider the derivative
d
dθ
(λBϕ) = λ d
dθ
(Bϕ) = ϕ′, (8)
which exists since all functions of the domain of B are differentiable. Due to the fact
that the action of B is integration, the left-hand side of (8) is λϕ. The solution to the
differential equation λϕ = ϕ′ are of the form ϕ(θ) = xeλθ.
In order to show that i) implies ii), suppose (λ, x) is a solution to (2). Let ϕ(θ) :=
xeλθ and note that ϕ ∈ D(B) since
∞∑
i=0
Biϕ
(i)(0) =
∞∑
i=0
Biλ
iϕ(0) = B(λ)x,
exists. We here used that λ ∈ Ω implies that the series is convergent. From the fact
that an eigenfunction takes the form ϕ(θ) = xeλθ it follows that the derivative of (7)
holds for any θ. It remains to show that (7) holds in one point. Consider (7) evaluated
at θ = 0. The left-hand side is λ(Bϕ)(0) = λC(ϕ) and the right-hand side ϕ(0) = x. It
follows that the difference is,
λC(ϕ)− x = λ(B( d
dθ
)ϕ)(0)− x = λB(λ)ϕ(0)− x = 0,
where in the last step we used that (λ, x) is an eigenpair of (2). We have shown i)
implies ii).
In order to show the converse, suppose (λ, ϕ) ∈ (C,D(B)) is a solution to (7). We
already know that a solution to (7) is an exponential times a vector (which we call x),
i.e., ϕ(θ) = xeλθ. Now evaluate the difference between the left and right-hand side of
(7) at θ = 0,
0 = λ(Bϕ)(0)− ϕ(0) = λC(ϕ)− x = λ(B( d
dθ
)ϕ)(0)− x = λB(λ)x− x. (9)
In the last step we used ϕ(θ) = xeλθ, which implies that ϕ(i) = λiϕ for any i. Since
(9) is the nonlinear eigenvalue problem (2), we have completed the proof.
Remark 1 (Connection with differential equation in work by Lancaster and Gohberg)
In several works of Lancaster and Gohberg, e.g., [12], the authors use a differential
equation associated with the polynomial eigenvalue problem. It is straightforward to
show that the equation in the domain of B−1 is precisely this associated differential
equation. We can hence interpret B and Theorem 1 as follows. The operator B and
Theorem 1 corresponds to an (integration) operator formulation of the differential
equation associated with the polynomial (or nonlinear) eigenvalue problem.
Remark 2 (The delay eigenvalue problem) Some results in this paper are true general-
izations of the results for time-delay systems in [15]. The operator B can be interpreted
in the setting of time-delay systems (and in particular [15]) as follows. The character-
istic equation of a time-delay system with a single delay can be written as a nonlinear
eigenvalue problem with an exponential term,
M(λ) = −λIn +A0 +A1e−τλ.
6We bring the nonlinear eigenvalue problem to the form (2) using (3) and have that
B(λ) = (A0 +A1)
−1(In +A1q(λ)) with q(λ) :=
1− e−τλ
λ
. (10)
Throughout this paper we will tacitly define q(0) as the analytic extension of q. In
order to explicitly form B we need the relation(
q(
d
dθ
)ϕ
)
(0) =
∫ 0
−τ
ϕ(θ) dθ, (11)
which is easy to show by inserting the Taylor expansion of q and ϕ into (11) and
comparing coefficients. The action of the operator is now given by,
(Bϕ)(θ) =
∫ θ
0
ϕ(θ) dθ + (A0 +A1)
−1
Ç
ϕ(0) +A1
∫ 0
−τ
ϕ(θ) dθ
å
. (12)
By straightforward calculations we find that the inverse of B is
D(B−1) = {ϕ : ϕ(θ)− ϕ(0) + (A0 +A1)−1
[
ϕ′(0) +A1(ϕ(0)− ϕ(−τ))
]
= ϕ(θ)}
B−1ϕ = ϕ′.
We rearrange and cancel some terms in the domain condition of B−1 and find that
ϕ ∈ D(B−1) is equivalent to
ϕ′(0) = A0ϕ(0) +A1ϕ(−τ). (13)
An operator defined by differentiation action and the domain given by (13) is in the
field of time-delay systems known as the infinitesimal generator [13] and [25, Chapter 1].
With this we have shown the following. If A0 + A1 is non-singular, then the operator
B associated with the nonlinear eigenvalue problem (10) corresponding to a time-
delay system, equals the inverse of the infinitesimal generator of the time-delay system.
Hence, the operator B−1 is a generalization of the infinitesimal generator which is a
starting point in [15].
3 The Arnoldi method in a function setting
One reason for the success of the Arnoldi method (first presented in [1]) is that the
only way the matrix appears in the algorithm is in combination with multiplication
of the matrix and a vector. The method is therefore particularly suited for problems
where the matrix vector product is simple or computationally cheap. Correspondingly,
we now have an operator B with an action which is quite simple, and it will turn out
that we can construct the Arnoldi algorithm for B. In this section we introduce the
Arnoldi method for the operator B in an abstract setting. In later sections we will show
how this infinite dimensional algorithm can be implemented (without approximation)
in finite arithmetic.
Recall that our ultimate goal is to construct a method which favors solutions of (2)
close to the origin. From this perspective, it is quite natural to consider the Arnoldi
method corresponding to B, since the Arnoldi method favors extreme isolated eigenval-
ues of B. We know from Theorem 1 that the reciprocal eigenvalues of B are solutions
7to (2) and the reciprocal of extreme isolated eigenvalues are usually indeed the solu-
tions λ close to origin. This is consistent with the common construction for matrices
of shift-invert Arnoldi method, e.g., used in the software package ARPACK [18].
The span of the elements of a power sequence, known as a Krylov subspace, is
fundamental in the Arnoldi method. In this operator setting it is defined as,
Kk(B, ϕ) := span(ϕ, Bϕ, . . . ,Bk−1ϕ) ⊂ C∞(C,Cn),
where ϕ ∈ D(B). The Arnoldi method can be seen as a construction of an orthogonal
basis of Kk(B, ϕ) and simultaneously forming an orthogonal projection of B onto this
subspace. The orthogonal projection is achieved by a Gram-Schmidt orthogonalization
process associated with a scalar product. In the standard (finite dimensional) Arnoldi
method, the natural scalar product is the Euclidean scalar product. In this infinite
dimensional construction, there are several natural choices for the scalar product and
we will select a discuss a scalar product in Section 5. In an abstract setting with a fixed
scalar product we can directly formulate the Arnoldi method in an abstract setting.
This is summarized in Algorithm 1.
In this paper we use the notation for the elements of the Hessenberg matrix common
when working with the Arnoldi method. The upper block of the rectangular Hessenberg
matrix Hk ∈ C(k+1)×k is denoted Hk ∈ Ck×k and the (i, j) element of Hk is denoted
hi,j .
Algorithm 1 The Arnoldi method on a function
Require: ϕ1 ∈ D(B) such that < ϕ1, ϕ1 >= 1
1: for k = 1, 2, . . . until converged do
2: ψ = Bϕk
3: for i = 1, . . . , k do
4: hi,k =< ψ,ϕi >
5: ψ = ψ − hi,kϕi
6: end for
7: hk+1,k =
√
< ψ,ψ >
8: ϕk+1 = ψ/hk+1,k
9: end for
10: Compute the eigenvalues {µi}ki=1 of the Hessenberg matrix Hk
11: Return eigenvalue approximations {1/µi}ki=1
The Arnoldi method in an infinite dimensional operator setting is by no means
new. In some literature, this type of construction is treated as an orthogonal Galerkin
projection and has been studied for many decades. See the bibliographic references in
[9, pg 178] and the discussion of projection methods for operators in [9, Chapter 4].
The construction with the operator B corresponding to a nonlinear eigenvalue problem
and the result that Algorithm 1 can, without approximation, be implemented in finite
arithmetic (which we shall show in the following sections) is to our knowledge new.
4 A coefficient map representation of B
In Step 2 of Algorithm 1 we need to compute the action of B applied to a function.
In order to construct a finite arithmetic version of Algorithm 1 we will now show how
8the action of B can be implemented in finite arithmetic, if we work with coefficients in
a function basis. We give the action for a general set of basis functions in Section 4.1
and show how this can be specialized when working with Chebyshev polynomials in
Section 4.2 and Section 4.3.
4.1 A general coefficient map
Consider an infinite sequence of functions qi : C → C, i ∈ N, possessing the property
that the functions can be integrated by a linear transformation. It turns out that we can
express the action of B by representing the function ϕ in such a basis. More precisely,
the transformation of the coefficients can be expressed as follows.
Lemma 1 (General coefficient map) Let {qi}∞i=0 be a sequence of analytic func-
tions such that {qi}Ni=0 is a linearly independent set for any N ∈ N. Moreover, suppose
that q0(θ) ≡ 1 and that the sequence of functions has an integration map LN,N ∈
RN×N , defined by Ü
q0(θ)
q1(θ)
...
qN−1(θ)
ê
= LN,N
Ü
q′1(θ)
q′2(θ)
...
q′N (θ)
ê
. (14)
Let the columns of (x0, . . . , xN−1) =: X ∈ Cn×N denote the vector coefficients in the
basis {qi}∞i=0 and denote the corresponding vector of functions ϕ,
ϕ(θ) =:
N−1∑
i=0
qi(θ)xi. (15)
Correspondingly, let y0, . . . , yN denote the coefficients of ψ := Bϕ, i.e.,
ψ(θ) = (Bϕ)(θ) =:
N∑
i=0
qi(θ)yi.
Then the coefficients of Bϕ are given by
(y1, . . . , yN ) = XLN,N , (16)
and
y0 =
(
N−1∑
i=0
B(
d
dθ
)qi(θ)xi
)
(0)−
N∑
i=1
qi(0)yi. (17)
Proof From the expansion of ϕ, i.e., (15), and the integration map LN,N we find that
∫ θ
0
ϕ(θ) dθ =
∫ θ
0
X
Ö
q0(θ)
...
qN−1(θ)
è
dθ = XLN,N
Ö
q1(θ)
...
qN (θ)
è
−XLN,N
Ö
q1(0)
...
qN (0)
è
.
(18)
9We can now insert (18) into (5) and find that
(y0, . . . , yN )
Ö
q0(θ)
...
qN (θ)
è
=
Ö
C(ϕ)−XLN,N
Ö
q1(0)
...
qN (0)
è
, XLN,N
èÖ
q0(θ)
...
qN (θ)
è
,
(19)
where we used that q0(θ) := 1. Note that the functions q0, . . . , qN are (by assumption)
linearly independent. Hence, the matrix in front of the coefficients on the left-hand
side in (19) equals the matrix in front of the coefficients on the right-hand side. The
relation (16) follows from the corresponding last N columns and (17) follows from the
first column and (16).
4.2 Chebyshev coefficient map
The basis used to represent functions and polynomials should be chosen carefully.
An inappropriate choice can have severe impact in practice since the sensitivity of
quantities with respect to perturbations in the coefficients may be very large. Although
our method and most of our results are applicable to an arbitrary basis, we will here
present more details for the method when using the (scaled and shifted) Chebyshev
polynomials Tˆi for an interval I = [a, b] ⊂ R, defined by
Tˆi(θ) := Ti (kθ + c) , c =
a+ b
a− b and k =
2
b− a . (20)
We pay special attention to Chebyshev polynomials since we will later (in Section 6.1)
make a connection with a spectral discretization approach where the use of Chebyshev
polynomials is well established. This connection also allows us to derive suggestions for
how the interval I should be chosen. Our general experience with Chebyshev polynomi-
als in numerical examples is also positive for examples where the theory in Section 6.1
is not applicable.
In the following result, which follows from Lemma 1, we have a formula for the
Chebyshev coefficients of the function Bϕ in terms of the Chebyshev coefficients of the
function ϕ.
Theorem 2 (Chebyshev coefficient mapping) Let ϕ denote an arbitrary vector
of polynomials of degree N and (x0, . . . , xN−1) =: X the corresponding coefficients in
a Chebyshev basis, for Chebyshev polynomials scaled to the interval I = [a, b], i.e.,
ϕ(θ) =:
N−1∑
i=0
Tˆi(θ)xi.
Moreover, let y0, . . . , yN denote the coefficients of Bϕ, i.e.,
(Bϕ)(θ) =:
N∑
i=0
Tˆi(θ)yi.
Then,
(y1, . . . , yN ) = XLN,N , (21)
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where
LTN,N =
b− a
4

2 0 −1
1
2 0 − 12
1
3 0
. . .
1
4
. . . − 1N−2
. . . 0
1
N

(22)
and
y0 =
(
N−1∑
i=0
B(
d
dθ
)Tˆi(θ)xi
)
(0)−
N∑
i=1
Ti(c)yi. (23)
Proof The proof consists of deriving an integration map for the Chebyshev polynomials
and invoking Lemma 1. We use properties of the Chebyshev polynomials of the section
kind, denoted Ui, in order to derive the integration map. In particular, the following
properties will be used
T ′i (t) = iUi−1(t), i ≥ 1 (24)
T0(t) = U0(t) (25)
T1(t) =
1
2
U1(t) (26)
Ti(t) =
1
2
(Ui(t)− Ui−2(t)), i ≥ 2. (27)
We can now form the relation between the derivatives as follows,Ö
Tˆ0(θ)
...
TˆN−1(θ)
è
=
1
2
à
2
1
−1 1
. . .
. . .
−1 1
íÖ
U0(kθ + c)
...
UN−1(kθ + c)
è
=
1
2k
à
2
1
−1 1
. . .
. . .
−1 1
íá
1
1
2
. . .
1
N
ëÖ
Tˆ ′1(θ)
...
Tˆ ′N (θ)
è
. (28)
In the first equality we used (25),(26),(27) and for the last equality (24). The equation
(28) is an integration map corresponding to LN in Lemma 1. The proof is completed
by invoking Lemma 1 and inserting the Chebyshev polynomials for y0 into (17).
4.3 Computing y0 for Chebyshev polynomials
Since we want to implement our algorithm with arithmetic operations on a computer,
we need to able to evaluate (23), i.e., compute y0 in Theorem 2, for a given problem
11
B. The last term in (23) is already easy to evaluate and it remains to study the first
term,
N−1∑
i=0
((B(
d
dθ
)Tˆi)xi)(0) =
m∑
j=0
Bj
N−1∑
i=0
(
bj(
d
dθ
)Tˆixi
)
(0), (29)
where we have denoted
B(λ) = B0b0(λ) + · · ·+Bmbm(λ), bi : C→ C, i = 0, . . . ,m. (30)
Note that (30) is not a restriction of generality since B0, . . . , Bm ∈ Cn×n can be chosen
as the n2 unit matrices with m = n2−1. Consider one of the terms in (29), b = bj and
define the vector,
bˆT :=
(
(b(
d
dθ
)Tˆ0)(0), . . . , (b(
d
dθ
)TˆN−1)(0)
)
. (31)
If we can compute this vector, we can evaluate (29) since one term in the outer sum
of (29) can be expressed as,
N−1∑
i=0
(b(
d
dθ
)Tˆixi)(0) = (x0, . . . , xN−1)bˆ. (32)
Hence, the problem of computing y0 is solved if we can compute bˆ for every scalar
nonlinearity b = bj . In the following result we see how the vector bˆ can be computed
from the Taylor expansion of the b.
Theorem 3 (Computing bˆ from the Taylor expansion of b) Let {bj}∞0 be the
coefficients in the power series expansion of an arbitrary function b : C→ C, i.e.,
b(λ) =
∞∑
j=0
bjλ
j .
Consider the matrix
ZN = (z0, . . . , zN−1) ∈ RN×N ,
with columns defined by
zi =
Å
0
L−1N−1,N−1
ã
· · ·
Å
0
L−1N−i,N−i
ãÖ Tˆ0(0)
...
TˆN−i−1(0)
è
.
Then, Ö
(b( ddθ )Tˆ0)(0)
...
(b( ddθ )TˆN−1)(0)
è
= ZN
Ö
b0
...
bN−1
è
. (33)
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Proof First note that since Tˆi is a polynomial of order i, we only need a finite number
of Taylor coefficients in the definition of bˆ,
bˆ = b0
Ö
Tˆ0(0)
...
TˆN−1(0)
è
+ b1
Ö
Tˆ ′0(0)
...
Tˆ ′N−1(0)
è
+ · · ·+ bN−1
Ö
Tˆ
(N−1)
0 (0)
...
Tˆ
(N−1)
N−1 (0)
è
. (34)
We will now use the inverse of the integration map LN,N given in (22) in order to
compute the derivatives. Consider only one term in (34) and apply L−1i,i several times,Ö
(Tˆ
(i)
0 )(0)
...
(Tˆ
(i)
N−1)(0)
è
=
Å
0
L−1N−1,N−1
ãÖ(Tˆ (i−1)0 )(0)
...
(Tˆ
(i−1
N−2)(0)
è
= · · · =Å
0
L−1N−1,N−1
ã
· · ·
Å
0
L−1N−i,N−i
ãÖ Tˆ0(0)
...
TˆN−i−1(0)
è
. (35)
The proof is completed by defining the matrix ZN as the columns given by (35),
i = 0, . . . , N − 1 and using (34).
The theorem above directly yields formulas for bˆ for several cases. We summarize
some useful formulas in Table 1. The first three rows in Table 1 follow directly from
Theorem 3. Further analysis is needed for the delay eigenvalue problem. We again
consider B corresponding to a time-delay system (10). We saw in Remark 2 that B
could be expressed using a function q in (12).
We will here use that ψ = Bϕ in Theorem 2, is given by the coefficients of yi and
is a primitive function of ϕ. Hence, with b = q in (23) and using that yi correspond to
the coefficients of a primitive function of ϕ, we have that
N−1∑
i=0
(q(
d
dθ
)Tˆixi)(0) =
∫ 0
−τ
ϕ(θ) dθ = ψ(0)− ψ(−τ) =
N∑
i=1
(
Tˆi(0)− Tˆi(−τ)
)
yi. (36)
We can generalize the method to neutral time-delay systems by deriving the formula
corresponding to b(λ) = e−τλ. We derive it by forming the Taylor expansion of b from
which it follows that,
(b(
d
dθ
)ϕ)(0) = ϕ(−τ) =
N−1∑
i=0
Tˆi(−τ)xi. (37)
The last two rows of Table 1 follow from (36) and (37).
Remark 3 (Computing y0) We propose two ways to compute and find formulas for y0.
For each nonlinearity b = bj , j = 0, . . . ,m one can either take an algebraic approach
or use symbolic software.
i) We saw in Table 1 that for some common choices of b, there is an explicit simple
analytic expression. The table is not exhaustive and in a given situation it is rec-
ommended to first attempt algebraic derivation starting from the definition of bˆ
and use (32) to compute y0.
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Used in NEP b(λ) (b( d
dθ
)ϕ)(0) =
∑N−1
i=0
(b( d
dθ
)Tˆixi)(0)
GEP 1
∑N−1
i=0
Ti(c)xi
QEP λ
∑N−1
i=1 kiUi−1(c)xi
PEP λp (x0, . . . , xN−1)
Å
0
L−1N−1,N−1
ã
· · ·
Å
0
L−1N−p,N−p
ãÑ T0(c)
...
TN−p−1(c)
é
DEP q(λ)
∑N
i=1
(Tˆi(0)− Tˆi(−τ))yi
Neutral DEP e−τλ
∑N−1
i=0 Tˆi(−τ)xi
Table 1 Formulas for scalar nonlinearities appearing in some common nonlinear eigenvalue
problems: generalized eigenvalue problems (GEPs), quadratic eigenvalue problems (QEPs),
polynomial eigenvalue problems (PEPs), delay eigenvalue problems (DEPs) and neutral DEPs.
These are to be used in the derivation of expressions for y0 in (23). The Chebyshev polynomials
of the second kind are denoted Ui. The variables x0, . . . , xN−1,y1, . . . , yN and Li are defined
in Theorem 2, and k and c are the constants in the scaling of the Chebyshev polynomials
defined in (20).
ii) The Taylor expansion of a function is often quite easy to compute by hand. The-
orem 3 provides a direct way to get bˆ by multiplying the Taylor coefficients with
the triangular matrix ZN . Note that numerical stability issues have to be taken
into account with this approach. There is a high risk of cancellation effects. The
elements of ZN grow exponentially, the Taylor coefficients decay exponentially and
the elements of bˆ typically increase exponentially. This process can however still be
completely automated by using high precision arithmetic combined with software
for symbolic manipulations. In the example in Section 7.2 we use this approach to
compute the 50 first Taylor coefficients and bˆ for a nonlinear eigenvalue problem
involving a square-root function. The corresponding matrix ZN is also computed
with software for high precision arithmetic and the high precision values of bˆ are
rounded to standard (double) precision before executing the algorithm.
Note also that in many situations the coefficients Bi involve an inverse, which should
not be computed explicitly. It is often possible to rearrange the operations such that
we only need to solve one linear system for each evaluation of y0.
5 Finite arithmetic implemenation
The main algorithm of this paper is a finite arithmetic implementation of Algorithm 1.
We already saw above that the action of B can be carried out in finite arithmetic if
we work with coefficients in a function basis, where we pay special attention to the
Chebyshev polynomials. The remaining infinite dimensional operation in Algorithm 1
is the scalar product. Since the functions will be represented as coefficients in a basis, a
simple scalar product (in terms of algebraic operations) is the Euclidean scalar product
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with the coefficients. In other words, we define the scalar product of the functions
ϕ(θ) =
∞∑
i=0
Tˆi(θ)xi, ψ(θ) =
∞∑
i=0
Tˆi(θ)yi,
by
< ϕ,ψ >=< ϕ,ψ >C :=
∞∑
i=0
xHi yi. (38)
Further interpretations of the scalar product (38) will given in Section 6.
Suppose we start Algorithm 1 with a constant function ϕ1(θ) = x0. By a simple
induction argument, we find that the sequence of functions ϕ1, . . . , ϕk are polynomials
of increasing order. This is due to the fact that ψ (constructed in Step 2) is the in-
tegration of ϕk and a polynomial of one order higher than ϕk. The orthogonalization
steps (Step 4-5) do not change the order of the polynomials since we always form linear
combination with previous iterates, i.e., linear combinations with polynomials of lower
order.
We will now stack the coefficients of the functions ϕ1, . . . , ϕk into the columns of
the matrix Vk ∈ Ckn×k, where we truncated the matrix such that it is an upper block
triangular matrix. Since we only wish to store the non-zero coefficients, we need, in
order to carry out one more iteration of Algorithm 2, to increase the size of the matrix
by one column to the right as well as one block vector below.
Due to the fact that (38) is the Euclidean scalar product with respect to the
coefficients, we can simplify the orthogonalization process. In fact, the Gram-Schmidt
process can be done using the matrix of basis vectors Vk as in standard Arnoldi. With
the construction above and the evaluation of the action of B in Section 4, we have
reached the main algorithm of the paper, summarized in Algorithm 2. The meaning of
the equivalence with Algorithm 1 is made precise in the theorem that follows.
Algorithm 2 A finite arithmetic implementation of Algorithm 1
Require: x0 ∈ Cn
1: Let V1 = x0/‖x0‖2, k = 1, H0 =empty matrix
2: for k = 1, 2, . . . until converged do
3: Let vec(X) = vk
4: Compute y1, . . . , yk+1 according to (21) with sparse Lk
5: Compute y0 according to (23)
6: Expand Vk with one block row (zeros)
7: Let wk := vec(y0, . . . , yk+1), compute hk = V
∗
k wk and then wˆk = wk − Vkhk
8: Compute βk = ‖wˆk‖2 and let vk+1 = wˆk/βk
9: Let Hk =
[
Hk−1 hk
0 βk
]
∈ C(k+1)×k
10: Expand Vk into Vk+1 = [Vk, vk+1]
11: end for
12: Compute the eigenvalues {µi}ki=1 of the Hessenberg matrix Hk
13: Return approximations {1/µi}ki=1
Theorem 4 (Equivalence between Algorithm 1 and Algorithm 2) The result
of k steps of Algorithm 2 started with x0 is equivalent to k steps of Algorithm 1 with
the scalar product
< ϕ,ψ >=< ϕ,ψ >C ,
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and started with the constant function ϕ1(θ) = x0. The equivalence holds in the sense
that the Hessenberg matrices are equal and the orthogonal basis functions ϕ1, . . . , ϕk
are equal to the functions stemming from the interpretation of the blocks in the basis
matrix as coefficients in a Chebyshev basis.
Remark 4 (Implementation issues) Several implementation issues need to be taken into
account when implementing Algorithm 2. We use the same techniques for eigenvector
extraction, reorthogonalization, stopping criteria and related issues as described in [15,
Section 3.2].
Remark 5 Unlike the standard Arnoldi method, Algorithm 2 never breaks down. The
matrix Vk grows with one vector in the bottom right corner which is always non-zero
and the new vector is hence never in the subspace spanned by the previous iterates.
This has the somewhat remarkable consequence that when we apply the method to
a problem with a finite number of solutions, the method will eventually give approxi-
mations which do not correspond to solutions of the problem. For instance, PEPs have
a finite number of solutions. It is easy to show that for the scalar case with a PEP
of order m, the Hessenberg matrix has k −m zero eigenvalues after k > m iterations.
For the non-scalar case, we observe similarly that some eigenvalues of the Hessenberg
matrix are very small in magnitude. Note that a PEP is in a sense a finite dimensional
eigenvalue problem since it can be transformed to a standard eigenvalue problem with
a companion linearization. In the operator formulation (Theorem 1) we embed the
problem into an infinite dimensional standard eigenvalue problem. The existence of
approximations corresponding to zero eigenvalues of the Hessenberg matrix, i.e., “infi-
nite” eigenvalues of the nonlinear eigenvalue problem (2), is a natural consequence of
the infinite dimensional embedding of a finite dimensional problem.
Note that these spurious solutions do not have a substantial impact on the reliability
of the method in general. In a post-processing step we discard solutions for which the
residual norm is too large, in the same way done in [15, Remark 3.2]. The spurious
roots will not have a small residual.
6 Discretization interpretation and the scalar product
The choice of scalar product for the standard Arnoldi method is in general a difficult
problem and still an active topic of research (see e.g. [32,21,4]). There currently appears
to exist no final answer of the choice of the scalar product and the motivations for
different problems are based on quite different strategies. Here, we motivate the choice
of the scalar product < ·, · >C and establish an appropriate interval for the Chebyshev
polynomials when applying Algorithm 2 to nonlinear eigenvalue problems stemming
from a functional differential equation. This is achieved by making a connection with
a spectral discretization approach. In Section 6.1 we present a discretization and in
Section 6.2 we show how the discretized problem is related to Algorithm 2. We make
conclusions about the scalar product and the choice of the interval for the Chebyshev
polynomials in Section 6.3.
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6.1 A spectral discretization
For the moment, consider a slightly different form of the nonlinear eigenvalue problem
λx = A(λ)x. (39)
This formulation is common for nonlinear eigenvalue problems stemming from linear
functional differential equations (FDEs) acting on an interval
I˜ = [a˜, b˜]. (40)
Here, by FDE we mean (as usual in e.g. [13])
z˙(t) = f(zt) = (A(
d
dθ
)zt)(0), (41)
where f is a (linear) functional and zt : [a˜, b˜] → Cn denotes the function segment
of z given by zt(θ) = z(t + θ), θ ∈ [a˜, b˜]. The function A : C → Cn×n, which also
characterizes the eigenvalues of (41) via (39), is often a simple function, e.g., for a
retarded delay-differential equation with a single delay, A(λ) := C0 + C1e
−τλ.
We can directly approach this problem with the main algorithm of this paper
(Algorithm 2). If we set M(λ) = A(λ) − λIn and use the tranformation (3) we have
that,
B(λ) = A(0)−1A(0)−A(λ) + λIn
λ
. (42)
With this explicit form of B we can carry out Algorithm 2 by appropriately deriving
formulas for y0 as in Section 4.3. We will now see that the resulting algorithm can be
interpreted in a different way.
One common approach to compute the eigenvalues of FDEs similar to (41) consists
of doing a spectral discretization of the corresponding operator. This approach is taken
in, e.g., [8]. We will use a discretization very similar to [15, Section 2] and only point out
the elements of the derivation which need to modified. The FDE (41) is first discretized
for an (at this moment) arbitrary interval I = [a, b] using a spectral method. We will
use a grid which generalizes the grid in [15, Section 2.3]. The grid is given by,
θi =
αi − c
k
, αi = cos
pii
N + 1
, i = 1, . . . , N and θN+1 = 0, (43)
where c and k are given in (20). By defining the matrices,
Ri := (A(
d
dθ
)Tˆi)(0),
the steps derivation of the discretization [15, Section 2.3] can be followed and result in
the discretized eigenvalue problem
(λΠN −ΣN )z = 0, z 6= 0, (44)
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where
ΠN =
b− a
4

4
b−a Tˆ0(0)
4
b−a Tˆ1(0)
4
b−a Tˆ2(0) · · · 4b−a TˆN−1(0) 4b−a TˆN (0)
2 0 −1
1
2 0 − 12
1
3 0
. . .
. . .
. . . − 1N−1
1
N 0

⊗ In,
(45)
and
ΣN =
Å
R0 R1 · · · RN
0 INn
ã
. (46)
This grid and this type of formulation of the discretization has the property that ΠN1
and ΣN1 are the leading submatrices of ΠN2 and ΣN2 if N2 > N1. This structure will
allow us to form a connection with Algorithm 2 in the next subsection.
With this we have shown that the eigenvalues corresponding to the spectral dis-
cretization of (41) using the grid (43) are the solutions to the generalized eigenvalue
problem (44) where the matrices are given by (45) and (46).
6.2 Spectral discretization equivalence with Algorithm 2
We will now see that if we apply the standard Arnoldi method to the discretized
eigenvalue problem (44) in an appropriate way, the resulting iteration is equivalent to
Algorithm 2.
The first step in making a connection between Algorithm 2 applied to (42) and a
spectral discretization approach, is the following result stating that a particular matrix
vector product corresponding to the discretized problem, i.e., the generalized eigenvalue
problem (44), can be interpreted as the action of B on polynomials. The equivalence
holds in the sense that block elements of the vectors should be interpreted as coefficients
in a Chebyshev expansion of corresponding functions.
Lemma 2 (Matrix-vector product equivalence) Let N > k and let the columns
of (x0, . . . , xk) and (y0, . . . , yk+1) be coefficients of two polynomials given by
ϕ(θ) :=
k∑
i=0
Tˆi(θ)xi and ψ(θ) :=
k+1∑
i=0
Tˆi(θ)yi,
such that the coefficients fulfill
Σ−1N ΠNvec(x0, . . . , xk, 0, . . . , 0) = vec(y0, . . . , yk+1, 0, . . . , 0), (47)
where ΣN and ΠN are given by (45)-(46) and correspond to the discretization of (41).
Then, the operator B corresponding to the nonlinear eigenvalue problem (42) is equiv-
alent to Σ−1N ΠN in the sense that,
ψ = Bϕ. (48)
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Proof Let tTN := (Tˆ0(0), . . . , TˆN (0)) and Xk := (x0, . . . , xk). From the definition of ΣN
and ΠN it follows that
ΠNvec(x0, . . . , xk, 0, . . . , 0) = vec(Xktk, XkLk+1,k+1). (49)
and
ΣNvec(y0, . . . , yk+1, 0, . . . , 0) = vec (R0y0 +R1y1 + · · ·+Rk+1yk+1, y1, . . . , yk+1) .
(50)
The equality of (49) and (50) can be interpreted as conditions on the functions ϕ and
ψ. From the last k + 1 block rows of (49) and (50) it follows that
ψ′(θ) = ϕ(θ) (51)
and the first column correspondingly gives the condition that
ϕ(0) = (A(
d
dθ
)ψ)(0). (52)
Consider the Taylor expansion of A, and denote the coefficients, A(λ) = A0 + λA1 +
λ2A2 + · · · . We now solve (52) for ψ(0) and use (51),
ψ(0) = A−10 (ϕ(0)−A1ψ′(0)−A2ψ′′(0)− · · · )
= A−10 (ϕ(0)−A1ϕ(0)−A2ϕ′(0)− · · · ). (53)
When we insert the expansion of A into B into the definition (42) and compare with
(53) we see that,
(B(
d
dθ
)ϕ)(0) = A(0)−1(ϕ(0)−A1ϕ(0)−A2ϕ′(0)− · · · ) = ψ(0). (54)
From (51) and (54) it follows that ψ is the action of B onto ϕ, i.e., (48) holds. This
completes the proof.
A discretization approach to compute eigenvalues of (41) typically consists of first
discretizing the functional differential equation (41), yielding (as above) a large general-
ized eigenvalue problem. The second step normally consists of computing the eigenval-
ues of the generalized eigenvalue problem with a general purpose method for eigenvalue
problems. Suppose we now use the standard Arnoldi algorithm to solve (44).
We saw that the action of Σ−1N ΠN was (in the sense of Lemma 2) equivalent to the
action of B. Using this result we will now show that the two-step approach consisting
of a discretization and the Arnoldi method is equivalent to Algorithm 1 and hence also
equivalent to Algorithm 2. The equivalences hold in the following sense.
Theorem 5 (Equivalence with Algorithm 2) Let k,N be such that N > k. The
result of k steps of the standard Arnoldi method for Σ−1N ΠN started with (x
T
0 , 0 . . . , 0)
T
is equivalent to k steps of Algorithm 2 started with x0. The equivalence holds in the
sense that the Hessenberg as well as the matrix of basis vectors are equal.
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Proof We will show that the standard Arnoldi algorithm applied to Σ−1N ΠN is equiva-
lent to Algorithm 1 in the same sense that Algorithm 1 and Algorithm 2 are equivalent
in Theorem 4.
Note that the Chebyshev scalar product < ·, · >C , defined by (38), is equivalent
to the Euclidean scalar product if the (block) vectors are interpreted as coefficients in
a Chebyshev expansion. In the standard Arnoldi method, we use the Euclidean scalar
product. From Lemma 2 we know that the action B is also equivalent to Σ−1N ΠN if
the vector is interpreted in the same way. The same equivalence holds for the starting
function ϕ and (xT0 , 0, . . . , 0)
T . Hence, all operations are equivalent if (block) vectors
are interpreted as coefficients in a Chebyshev basis. The result follows by induction
and application of Theorem 4.
6.3 Choice of the interval for functional differential equations
In the equivalence in Section 6.2, we saw that if we discretize an FDE (41) acting on
an interval I˜ using the grid (43), with θ1, . . . , θN ∈ I, and apply the standard Arnoldi
algorithm to the resulting GEP, the approximations are equal to the approximations
of Algorithm 2. We will now set the discretization interval I, equal to the interval of
the FDE I˜, i.e.,
[a, b] = [a˜, b˜]. (55)
The assumption (55) is very common in literature on discretization of FDEs similar
to (41), e.g. [8] and references therein. An intuitive reasoning is that it is natural to
distribute the points such that the function values of interest are well approximated.
On the contrary, if we would choose a discretization interval I which is larger than
the FDE interval I˜, we would also approximate function values not relevant for the
FDE. For functional differential equations the interval normally involves the origin,
i.e., θN+1 = 0 ∈ I˜. Hence, if we set the intervals equal (as in (55)), all grid points (43)
are in the discretization interval I = I˜.
In spectral discretization approaches it is common to distribute the points in a non-
uniform manner with more grid points at the boundary. Grids which asymptotically
have a Chebyshev distribution are in some sense optimal [34, Chapter 5]. The grid
points (43) are asymptotically distributed in this way.
Hence, under the condition (55), i.e., that we set the intervals equal, the spectral
discretization in Section 6.1 is good in the sense that,
• it corresponds to approximating the correct interval; and
• the grid distribution (43) is a Chebyshev like distribution.
The above arguments lead to a natural choice (55) of the interval I = [a, b]. Further-
more, the fact that with the choice (55) Algorithm 2 corresponds to a good spectral
discretization of the problem and that Algorithm 2 is derived from Algorithm 1 by
taking the scalar product < ·, · >=< ·, · >C , justify this choice of the scalar product.
Since choosing a different interval for the Chebyshev polynomials (in Algorithm 2)
would correspond to discretizing a different interval, it is advisable to use (55) for
problems stemming from FDEs.
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7 Examples
7.1 Delay eigenvalue problem with a quadratic term
Although the method is primarily designed for large scale problems, we will for illus-
trative purposes first consider a small nonlinear eigenvalue problem. This allows us to
study the impact of the scalar product. We will in particular show that when using
the Chebyshev scalar product the choice of the interval can have a dramatic impact in
practice. This is consistent with the theory in Section 6.3,
Consider a nonlinear eigenvalue problem of the form,
M(λ) = −λ2In +A0 +A1e−τλ,
which can be seen as the characteristic equation of a second order time-delay system,
i.e., a combination of a QEP and a DEP. Let
A0 =
1
10
Ö
3 −6 0 4
−3 4 −8 19
1 −16 −13 0
−14 −9 2 9
è
, A1 =
1
10
Ö
8 2 −13 −3
−11 9 12 5
5 2 −16 −13
7 4 −4 0
è
.
We first need to transform the problem to the form (2), i.e., find an expression for B.
The result of the reformulation (3) is
B(λ) = (A0 +A1)
−1(λIn +A1q(λ)).
In order to study the convergence as a function of the interval we will now derive the
method for the interval I = [a, 0], where a is treated as a free parameter. From the
formulas in Table 1 and the same manipulations as leading up to (36), we find that y0
in (23) in the coefficient map (Theorem 2) can be simplified to
y0 = (A0 +A1)
−1
(
N−1∑
i=1
(
2i
a
Ui−1(1)xi
)
−A0
N∑
i=1
yi −A1
N∑
i=1
Ti(1 + 2τ/a)yi
)
.
By carrying out several runs, we study the accuracy of the solution after k = 20 for
different choices of a. This is visualized in Fig. 1a, where we see that choosing −a =
τ = 1 produces high accuracy for many eigenvalue approximations. From the figure
it is also clear that choosing −a different from the delay, can slow down convergence
considerably, in particular if the interval is chosen much larger than the delay.
Similar conclusions can be made from the convergence diagram in Fig. 2. We have
considerably slower convergence for a = −5 than for a = −1.
7.2 A large nonlinear eigenproblem involving a square root
The standard Arnoldi method has turned out to be very useful for large eigenvalue
problems. We will now illustrate that this appears to be the case also for Algorithm 2.
We apply it to a non-standard nonlinearity, in this case a function which is not an
entire function. With this we also wish to illustrate the generality of our approach. Let
M(λ) = A0 − λA1 + i
√
λA2 + i
»
λ− σ22A3,
21
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(a) Accuracy of the eigenvalues after
k = 20 iterations for different intervals.
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Fig. 1 Illustration of the approximations from Algorithm 2 for the problem in Section 7.1.
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Fig. 2 Convergence history for two different choices of a for the example in Section 7.1 using
Algorithm 2. The first eigenvalue reaches accuracy 10−10 at k = 17 and k = 23 for a = −1
and a = −5 correspondingly. After k = 80 iterations, the method finds 30 and 10 eigenvalues
(with error less that 10−10) for a = −1 and a = −5 correspondingly.
where σ2 = 108.8774 and n = 9956. This problem appears in the simulation in [19]
and the sparse matrices A0, A1, A2 and A3 are available in the problem collection [6].
We shift and scale the problem by λ = κµ + σ. The scaling is selected (to κ =
3002 − 2002) such that it corresponds to a transformation of the region of interest for
a similar problem [19, Fig. 1] to be roughly within unit magnitude. In the standard
Arnoldi method, the general rule-of-thumb is to pick the shift close to the eigenvalues
of interest. Note that M is non-analytic in λ = σ22 and λ = 0. We only have guaranteed
convergence for eigenvalues within Ω which is small if σ is close to any of the non-
analytic points. Hence, when using Algorithm 2 on a problem where B is not an
entire function, we additionally need to take into account that the region of guaranteed
convergence is smaller when the shift is close to a non-analytic point.
22
We carry out the algorithm for two different shifts in order to illustrate the impor-
tance of the shift and the region of guaranteed convergence. We use σ = σ0 = 146.71
2,
in the first run, since one eigenvalue of interest is close to this point [6]. Inspired by
the region of interest for a similar problem [19, Fig. 1] we also do simulations with the
shift σ = σ1 = 250
2, which corresponds to a larger guaranteed region of convergence.
The problem does not correspond to a differential equation on a finite interval
and the reasoning in Section 6.3 does not provide a recommendation about how the
interval should be chosen. For simplicity we use the unscaled Chebyshev polynomials
(I = [−1, 1]) and note that the behavior of the algorithm for this problem is very
similar for many other choices of the interval. The formula for y0 was derived using the
automatic symbolic procedure for bˆ, i.e., symbolic representation of Taylor coefficients
and symbolic differentiation, described in point ii) in Remark 3.
0 5 10 15 20 25 30 35 40 45 50
10−16
10−12
10−8
10−4
100
k
R
es
id
u
a
l
n
o
rm
E
(λ
,v
)
σ = σ0
σ = σ1
Fig. 3 The convergence of Algorithm 2 for the example in Section 7.2. The error indicator is
the relative residual norm also used in [19].
The convergence of the algorithm (in the sense of the relative residual used in [19])
is visualized in Fig. 3. Note that when we select the shift σ = σ0, only one eigenvalue
has converged after 50 iterations and the convergence to the other eigenvalues appears
stagnated. For the shift σ = σ1, we find 23 eigenvalues accurately after k = 50 itera-
tions. The dramatic difference in the shift, is actually quite natural when taking into
account the eigenvalues and the region of guaranteed convergence, both visualized in
Fig. 4. We clearly see that there is only one eigenvalue within Ω0 the region of conver-
gence for σ = σ0, and the theory only supports the convergence to the one eigenvalue
within Ω0. With the shift σ = σ1 we successfully find the eigenvalues given in [19].
Note that we also find eigenvalues outside the region of guaranteed convergence Ω1.
The computational effort is more or less the same for both runs. The LU decom-
position carried out before the iteration starts was done in 2.5s. The Arnoldi iteration
(Algorithm 2 excluding LU decomposition) finished in 37.0s, of which the matrix vector
product, i.e., computing y0, in total took 5.7s and the orthogonalization 28.0s.
We use, as in [19], the quantity
E(λ, v) :=
‖M(λ)v‖2
‖A0‖1 + ‖A1‖1|λ|+
√
|λ|‖A2‖1 +
√
|λ− σ22 |‖A3‖1
,
23
to measure the convergence. The convergence of the iteration is visualized in Fig. 3.
The robustness and attractive global convergence properties of Algorithm 2 for this
example can be observed in two ways. The convergence shown in Fig. 3, behaves in
a very regular way. In order to find more eigenvalues, we just have to carry out more
iterations. In Fig. 4 we see that we find more eigenvalues in the region of interest than
the local correction schemes used in [19]. This illustrates the property that Algorithm 2
is reliable in the sense that is not likely to miss solutions. As usual, the local correction
schemes, e.g., those in [19], are however likely to be faster.
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Fig. 4 The figure is a visualization of the simulations in Section 7.2 in a square-root-scale as in
[19]. It shows the approximate eigenvalues, the shifts and the region of guaranteed convergence.
There is apparently only one eigenvalue within the region of guaranteed convergence for σ =
σ0 = 146.712 (Ω0). For σ = σ1 = 2502 all solutions (from [19]) within the region of guaranteed
convergence Ω1 are found.
8 Concluding remarks
The two most important properties of the algorithm we have presented here is that it is
equivalent to the Arnoldi method and it is applicable to arbitrary nonlinear eigenvalue
problems. This has the nice consequence that many properties of the Arnoldi method
are inherited. We also wish to point out that the Arnoldi method is well understood.
The equivalence hence opens up possibilities to improve the method presented here in
the same way the Arnoldi method has been improved.
For instance, there are techniques for restarting implemented in ARPACK [18].
Implicit restarting as in [31] carries over directly with one major difference. In a function
setting, the initial function ϕ1, after restart would not be a constant function but
a polynomial. The direct implementation of [31] hence reduces the dimension of the
subspace, but there is still a growth in the size of the matrix of basis vectors. A potential
solution to this growth is to include basis functions which are not polynomials, e.g.,
exponential functions. Note that the framework (in particular Lemma 2) allows the
use of general basis functions. Some further techniques used in ARPACK [18] such as
locking and purging seem to carry over but deserve further attention.
24
The resources required for the orthogonalization is substantial and even dominating
in the example in Section 7.2. Hence, it can be worthwhile to work with other scalar
products. One may consider only using the first n components of the matrix of basis
vectors for the orthogonalization. This is cheaper, but it is in general not a scalar
product but only a semidefinite bilinear form. In related methods, e.g., [3], this type of
orthogonalization is combined with the solving of a projected small nonlinear eigenvalue
problem instead of computing the eigenvalues of a Hessenberg matrix.
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