We consider an alternative representation of finite groupoids in the form of hypergraphs with three-vertex edges. Automorphism classes of vertices and edges of this hypergraphs are linearly ordered by a natural indexing algorithm based on a maxi-code for three-dimensional adjacency matrix of the hypergraph. With respect of this indexing is constructed a finite set description for the classes of isomorphic groupoids.
Introduction
Let us remind that groupoid D is a set with binary operation. We will call [D] the class of isomorphic groupoids, if it is composed of all groupoids which are isomorphic to D. This class obviously has infinite number of elements, and, also, the individual groupoids from class [D] are indistinguishable from the algebraic point of view. That in turn leads to the problem of choosing the etalon representative of class [D] , when we consider the practical application of groupoids (see for example [1] ). It also seems logical that there could be a way to describe the class of isomorphic groupoids with some complete invariant in a similar way it is done with complete invariants in graph theory. Moreover, in the framework of [2] it was shown that for classical graphs one can define a complete invariant, which will be very close to graphs in its properties. If we construct a similar invariant for groupoids, then it can be used in practice as an alternative finite representation for the classes of isomorphic groupoids [D] , as well as a tool for choosing the etalon representative in class [D] .
We can associate with any arbitrary groupoid D an oriented † hypergraph G = (D, E) by using a rule: xy = z ⇔ (x, y, z) ∈ E. Thus, in this hypergraph G the edges connect only three vertices and the set of edges E is uniquely defined by the operation on groupoid D. As a result, if we generalize the method of construction of complete graph invariant from the article [2] on this oriented hypergraphs with three-vertex edges, then we will in fact transfer this method on any arbitrary finite groupoids.
The indexation of automorphism classes
Definition 1. Let G = (D, E) be any arbitrary hypergraph, in which the number of vertices is n = |D| and all the edges are a three-vertex ones (v i , v j , v k ) ∈ E. If we choose some order on the set of vertices D, then we can associate a three-dimensional adjacency matrix A with this hypergraph G by using a following rule:
In the Fig. 1 is represented an example of two adjacency matrices which were constructed for two different orders on the set of vertices D of some hypergraph G. Definition 2. We will call the code of adjacency matrix A of finite hypergraph G such a number µ(A), which is obtained by converting adjacency matrix to binary number format
This formula can be expressed in a compact form as µ(A) = n i,j,k=1
The maximum of all adjacency matrix codes of hypergraph G we will call a maxicode of hypergraph µ max (G). If for some order of vertices α the code of adjacency matrix µ(A) = µ max (G), then order α corresponds to the maxi-code µ max (G) of hypergraph.
Maxi-code is a complete invariant of hypergraphs, since it can be used to reconstruct the adjacency matrix. As a result, maxi-code is also a complete invariant of groupoids D, and it can be viewed as a unique numerical identifier for the class of isomorphic groupoids [D] . is an automorphism on G. 2
We will use a standard index notation v i = α(i) for the sequences of vertices α = (v 1 , ..., v n ).
Definition 4. Let α be an ordering of the set of vertices, which corresponds to the maxi-code µ max (G). We will call the number of automorphism class v such a natural number N (v), which equals to the minimum index of vertex from class v in the ordering α: N (v) = min
The correctness of Definition 4 for numbers of automorphism classes is a simple corollary from proposition 1. More strictly, if maxi-code of hypergraph corresponds to some different vertex sequences
k for all k = 1, n. Hence, the minimum index of vertex from class v would be the same for both α 1 and α 2 . Corollary 1. The numbers N (v) can be used to define a linear ordering on the set of automorphism classes of vertices:
Proof. By definition N (v) are natural numbers, and according to proposition 1 they are equal only for automorphic vertices v ∼ u. We can conclude from this that a set of numbers
is linearly ordered as a subset of natural numbers. As a result, the ordering on the set of automorphism classes
Definition 5. Let us define the indexes of automorphism classes of vertices I(v) by using a following inductive rule:
We should note, that in the framework of [2] the definition of indexes I(v) was not given in full, and in fact the numbers of classes N (v) were used in all theorems. Wherein, in all illustrations and examples of article [2] I(v) were used, but not N (v), which can be considered a minor error.
By analogy with graph theory we will call two edges
The fact that it is necessary for hypergraphs and groupoids to define the classes of automorphic edges (u 1 , u 2 , u 3 ) in addition to the classes of automorphic vertices v is illustrated in Fig. 2 . 
2. An example of groupoid D, for which hypergraph G will have only one class of automorphic vertices a = D and more than one classes of automorphic edges (a, b, a) ≁ (a, e, e) Definition 6. Let α be an ordering of the set of vertices, which corresponds to the maxi-code µ max (G) of G. We will call the number of automorphism class (x, y, z) such a natural number N (x, y, z), which equals to N (x, y, z) = min
Definition 7. By analogy with Definition 5 we will introduce the index of automorphism class of edges I(x, y, z) up to replacing the classes of vertices with the classes of edges.
holds if and only if there exists isomorphism φ :
Proof. Let us prove first, that from φ(u) = v, where φ is an isomorphism, will follow the equality of indexes I(u) = I(v). If two hypergraphs are isomorphic, then maxi-codes of this hypergraphs are equal µ max (G) = µ max (H). In this case we can represent the isomorphism of hypergraphs in the form φ = u 1 ... u n v 1 ... v n , where α 1 = (u 1 , ... , u n ) is some order, which corresponds to maxi-code of G and α 2 = (v 1 , ... , v n ) corresponds to maxi-code of H. We know that N (u) is a natural number, and hence α 1 (N (u)) defines some vertex u ⋆ = α 1 (N (u)) in hypergraph G. This vertex u ⋆ has two properties: u ∼ u ⋆ and it has minimum index in the ordering α 1 among all the vertices from automorphism class u. If we assume, that N (u) = N (v), then we will get φ(u ⋆ ) ≁ φ(u), which results in contradiction: φ(u ⋆ ) ≁ φ(u) and u ∼ u ⋆ . As a result, for all isomorphic vertices φ(u) = v their numbers of automorphism classes will be equal N (u) = N (v), and therefore their indexes of automorphism classes will also be equal I(u) = I(v).
Let us prove the second part of theorem, that from G ∼ = H and the equality of class indexes I(u) = I(v) will follow the existence of such isomorphism φ : φ(u) = v. Since G ∼ = H we know that there must exist some isomorphism φ 0 : V (G) → V (H). For the image v * = φ 0 (u) of u by using the first part of this theorem we obtain I(v * ) = I(u) = I(v) . We can conclude from it that vertices v, v * are automorphic v ∼ v * on hypergraph H. Let us denote the automorphism, which maps this vertices one onto another as ψ : ψ(v * ) = v. As a result, the final isomorphism can be defined as a composition φ = φ 0 • ψ, and we get for vertices u and v the equality v = ψ(φ 0 (u)). Since the mapping φ is a composition of two isomorphisms, then it is also an isomorphism. 2
Proof. The sufficiency can be proven by full analogy with Theorem 1. If we assume, that there exists isomorphism φ : v 2 , v 3 ) for all classes of isomorphic edges will in turn imply the equality of indexes I(u 1 , u 2 , u 3 ) = I(v 1 , v 2 , v 3 ).
The necessity could also be proven by analogy with Theorem 1. Let G ∼ = H and I(u 1 , u 2 , u 3 ) = I(v 1 , v 2 , v 3 ). For the images of isomorphism v
The construction of linear notation for groupoids
The direct consequence of Theorems 1 and 2 is the fact, that indexes I(v) and I(v 1 , v 2 , v 3 ) are unique identifiers for the automorphism classes. Thus, when defining an invariant for classes of isomorphic groupoids, this indexes could be used as a replacement for vertices and edges.
In constructing the announced invariant we will use an algorithmic ‡ approach, which is quite similar to the definition of the linear notation I[G] of graphs from article [2] . 1. The top priority will be associated with code #1. The next in priority will be code #2, and so on for all other codes up to the last #m.
2. The elements y ∈ D with minimum value of indexes I(y) will be included after the codes #m in the notation x[...; ...; ...].
3. If two elements y 1 and y 2 have the same index I(y 1 ) = I(y 2 ), then we will choose the element y 1 , if the indexes of edges are I(x, y 1 , z 1 ) < I(x, y 2 , z 2 ).
4. When indexes of edges and vertices are the same for y 1 and y 2 we will turn our attention to the potential right multiplication factors of y 1 and y 2 . Let y 1 yield a first result, which is different from the elements of codes #1, ..., #m, by right factor multiplication on element of the code #i. In addition, let the code #j hold the same property for y 2 . We will consider the element y 1 to be of higher priority than y 2 when i < j. In case of equality i = j we will continue recursively this process for the second code value, and so on.
5. If all the positions of non-coded result elements on the step 4 have been the same for both y 1 and y 2 , then we will consider the order in which codes #1, ..., #m would appear as a results of multiplication of y 1 and y 2 on the elements of any other codes #1, ..., #m. Let y 1 yield a code #1 when multiplied (y 1 × #i → #1) on the element of code #i, and let y 2 yield #1 when multiplied (y 2 × #j → #1) on the element of code #j. We will choose § the element y 1 to be of higher priority than y 2 when i < j. In case of equality i = j we will continue recursively this process for code #2, and so on up to the last code #m. ‡ It should also be stated, that this algorithm is similar in some extent to the algorithm of SMILES standard for encoding molecular structures (see [4] ).
§ If we have found i, but the value j does not exist, then we shall assume j = ∞. , which are different from codes #1, ..., #m. We will then recursively apply all the priority criteria [1] [2] [3] [4] [5] 
. If such iteration process will end with overall equality in priorities, then we will do the same with the second ones z n = |D|, then the task would be greatly simplified (the number of groupoids as a function of n is given in [5] ).
Let us note, that it is an open problem, whether any correspondence exists between the structure of notation I[D] and such classical algebraic notions as commutativity, associativity, presence of zeros and unities on groupoids. In addition to this, it could also be of some interest for the specialists in the field of n-ary algebras to obtain a generalization of I[D] to the n-ary groupoids (D, f ), where f : D × ... × D → D.
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