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We investigate theta functions attached to quadratic forms over a number ﬁeld K.
We establish a functional equation by regarding the theta functions as specializations
of symplectic theta functions. By applying a diﬀerential operator to the functional
equation, we show how theta functions with harmonic coeﬃcients over K behave
under modular transformations. # 2002 Elsevier Science (USA)1. INTRODUCTION
Let Q be a positive-deﬁnite n n matrix with integral entries and even
diagonal entries deﬁning the quadratic form Q½x ¼txQx. Suppose f is a





fðgÞ expfpi Q½g zg; Im z > 0 ð1Þ
is a modular form of weight n=2þ n on G0ðN Þ, where G ¼ SL2ðZÞ and N is
the level of Q, i.e., NQ1 is integral and NQ1 has even diagonal entries. This
was proved by Schoeneberg [13] for even n and by Pfetzer [9] for odd n.
Shimura [14] generalizes their results for arbitrary n and also computes the
theta multiplier explicitly.
Andrianov and Maloletkin [1, 2] generalize (1) and deﬁne theta series of
higher degree. In [1], they construct Siegel modular forms by regarding theta
series corresponding to positive-deﬁnite quadratic forms as specializations
of symplectic theta functions. In addition, they apply a diﬀerential operator
to the functional equation of the theta functions to show that theta series of
higher degree with harmonic coeﬃcients are also Siegel modular forms. In
[2], they obtain analogous results for theta functions corresponding to
indeﬁnite quadratic forms. Stark [15] computes the theta multiplier for the
symplectic theta function. As an application, he explicitly determines the
theta multiplier of Andrianov’s and Maloletkin’s theta functions.101
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OLAV K. RICHTER102One can also generalize (1) by considering theta functions of quadratic
forms over number ﬁelds. Eichler [4] and Stopple [17] construct modular
forms over real number ﬁelds using theta functions corresponding to
positive-deﬁnite quadratic forms and indeﬁnite quadratic forms. In [10, 11],
we take the approach described in Andrianov and Maloletkin [1, 2] to
construct modular forms over number ﬁelds. We deﬁne theta functions of
quadratic forms over real number ﬁelds and over complex quadratic number
ﬁelds, and we regard these theta functions as symplectic theta functions to
determine the behavior under modular transformations. This elegant
method has been used frequently in the literature, see also Friedberg [5],
Imamoglu [7,8], and Stark [15,16].
In [10, 11], we do not consider theta functions with spherical functions. In
this paper we ﬁll that gap. We deﬁne theta functions corresponding to
quadratic forms over an arbitrary number ﬁeld K. We prove a functional
equation for those theta functions by regarding them as symplectic theta
functions and we use the main result of Stark [15] to determine the eighth
root of unity which arises under modular transformations. In particular, we
generalize the main results of [10,11]. Furthermore, we apply a diﬀerential
operator to that functional equation. This allows us to show how theta
functions with harmonic coeﬃcients over K behave under modular
transformations.
2. STATEMENT OF THE RESULTS
2.1. Notation. Let K be an algebraic number ﬁeld with r1 real conjugates
and r2 pairs of complex conjugates. The real conjugates of an element a in K
are given by að1Þ; . . . ; aðr1Þ and the complex conjugates are given by
aðr1þ1Þ; . . . ; aðr1þ2r2Þ, where aðjþr2Þ ¼ aðjÞ for r1 þ 1 j r1 þ r2. Let dK be
the diﬀerent of K and OK be the ring of integers of K. Denote the ﬁeld of
complex numbers by C and let H ¼ fz 2 C; Im z > 0g be the usual upper
half-plane. Let HQ ¼ fxþ yk j x 2 C; y 2 R
þg be the quaternionic upper
half-plane consisting of quaternions with no j-component and positive k-
component. Set H ¼ Hr1Hr2Q and write a typical element as z ¼ ðz1; . . . ; zr1þr2 Þ
2 H where zj ¼ xj þ iyj 2 H for j ¼ 1; . . . ; r1 and zj ¼ xj þ yjk 2 HQ for
j ¼ r1 þ 1; . . . ; r1 þ r2. We have %z ¼ ðz1; . . . ; zr1þr2 Þ where, as usual, zj ¼
xj  iyj for j ¼ 1; . . . ; r1 and zj ¼ xj  yjk for j ¼ r1 þ 1; . . . ; r1 þ r2. The





2 G ¼ Sl2ðOKÞ
on z ¼ ðz1; . . . ; zr1þr2Þ 2 H is given by
M8z ¼ ðM
ð1Þ
8z1; . . . ;M
ðr1þr2Þ
8zr1þr2Þ; ð2Þ
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where jjgðjÞzj þ d
ðjÞjj2 ¼ jgðjÞxj þ d
ðjÞj2 þ jgðjÞj2y2j is the usual norm of the










where each of the r1 square roots on the right is given by the principal value.






f ðM8zÞ ¼ wðMÞNðgzþ dÞ
k1Nðgzþ dÞk2f ðzÞ; ð3Þ
where wðMÞ is a root of unity.
Moreover, if K is totally complex (i.e., if r1 ¼ 0), we will also investigate
vector-valued functions with a more complicated multiplier system. For a





















be a complex matrix and let s and t be variables such that ðuvÞ ¼ Að
s
t Þ. We















and let *rðkÞðzjÞ ¼ *rðzjÞ
ðkÞ be the k-fold symmetric product representation of
the quaternion. Let U  V ¼ ðumnV Þ denote the Kronecker product of two
vectors or matrices U and V . Finally, for z ¼ ðz1; . . . ; zr2Þ where zj ¼ xj þ yjk




For K totally complex, we construct functions f : Hr2Q ! C
r2ðkþ1Þ which





f ðM8zÞ ¼ wðMÞNðgzþ dÞ
k1rðkÞðgzþ dÞf ðzÞ; ð4Þ
where wðMÞ is a root of unity. Note that if K is totally complex, then
Nðgzþ dÞ ¼Nðgzþ dÞ.
2.2. Theta Functions of Quadratic Forms. It will be useful to deﬁne
U ½V  ¼tVUV and UfV g ¼tVUV for any vector or matrix V and any
matrix U . Suppose Q is a symmetric n n matrix with entries in OK
deﬁning the quadratic form Q½x, where x 2 Cn. If, in addition,
Q has diagonal entries which are divisible by 2, we say that Q is of
level N ðN an ideal in OK ) whenever the following two conditions are
satisﬁed:
(a) The matrix ZQ1 has entries in OK and the diagonal entries of ZQ1
are divisible by 2 for all Z 2 N.
(b) If M is any integral ideal satisfying (a), i.e., mQ1 has entries
in OK and 2 divides the diagonal entries of mQ1 for all m 2 M, then N
divides M.
Suppose that all of the real conjugates of Q are of the same type ðk; lÞ.
Then there exist matrices Sj in GLnðRÞ such that
QðjÞ ¼tSjEk;lSj for j ¼ 1; . . . ; r1 ð5Þ
and there exist matrices Sj in GLnðCÞ such that
QðjÞ ¼tSjSj for j ¼ r1 þ 1; . . . ; r1 þ r2; ð6Þ






and Ik and Il are the k  k and l l identity matrices, respectively.
We set
Rj ¼tSjSj: ð7Þ
For all j, Rj is a majorant of QðjÞ, i.e.,
RjQðjÞ
1
Rj ¼ QðjÞ and tRj ¼ Rj > 0:
We deﬁne a theta function corresponding to a quadratic form by
Definition 1. Let Q be a symmetric n n matrix with entries
in OK such that 2 divides the diagonal entries of Q and such that Q
is of level N. Assume that all of the real conjugates QðjÞ of Q have
the same signature ðk; lÞ and set Rj as in (7). Let u1; . . . ; udeg K and
v1; . . . ; vdeg K be vectors in C
n and set u ¼ tðtu1; . . . ;tudeg K Þ and
v ¼ tðtv1; . . . ;tvdeg K Þ. We abuse notation and write ujþr2 ¼ %uj and
vjþr2 ¼ %vj for j ¼ r1 þ 1; . . . ; r1 þ r2. For an ideal I  OK and for
























where i ¼tði1; . . . ; inÞ and iðjÞ ¼tði
ðjÞ
1 ; . . . ; i
ðjÞ
n Þ. We abuse notation again by
writing RjfiðjÞ þ vjg ¼ tðiðjÞ þ vjÞRjðiðjÞ þ %vjÞ.
The following theorem gives the transformation law of YQ;Rðz; ð
u
vÞÞ under
modular transformations and, furthermore, generalizes the main results of
[10,11].

















































where NðdÞ ¼ p, and ep ¼ 1 for p  1 mod 4 and ep ¼ i for p  3 mod 4 and
ð dÞ is the quadratic symbol.







can be determined even if d is not a totally positive ﬁrst degree prime.
Now we will introduce spherical functions over number ﬁelds. We would
like to emphasize that the situation is diﬀerent for real and complex number
ﬁelds and, therefore, we treat these cases separately.




1 ; . . . ;w

r1 are
vectors in Cn, such that Rj½wþj  ¼ Rj½w

j  ¼ 0, Q
ðjÞwþj ¼ Rjw
þ
j , and Q
ðjÞwj ¼
Rjwj for j ¼ 1; . . . ; r1. We call the function






a spherical function of weight ðk; lÞ relative to the pair ðQ;RÞ over K, where
Xj 2 C
n are vectors of variables. We generalize the theta function in (1) and
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number ﬁeld K by
Definition 2. Let Q be a symmetric n n matrix with entries in OK
such that 2 divides the diagonal entries of Q and such that Q is of level N.
Assume that all conjugates QðjÞ of Q have the same signature ðk; lÞ and set Rj
as in (7). Let fðX Þ be a harmonic function of weight ðk; lÞ as in (11). For an
ideal I  OK and for z ¼ ðz1; . . . ; zr1Þ 2 H










where i ¼tði1; . . . ; inÞ and iðjÞ ¼tði
ðjÞ
1 ; . . . ; i
ðjÞ
n Þ.




























is the same root of unity as in Theorem 1 and is given explicitly in (10).
Now let K be a totally complex number ﬁeld (i.e., r1 ¼ 0). Suppose w1;
. . . ;wr2 are vectors in C
n such that Rjfwjg ¼ 0 and QðjÞwj ¼ Rjwj, for
j ¼ 1; . . . ; r2. We call the vector-valued function
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n are vectors of
variables. Again, we generalize the theta function in (1) and we deﬁne a
theta function with harmonic coeﬃcients over a totally complex ﬁeld K by
Definition 3. Let Q be a symmetric n n matrix with entries in OK
such that 2 divides the diagonal entries of Q and such that Q is of level N.
Set Rj as in (7). Let fðX Þ be a spherical function of weight k as in (14). For
an ideal I  OK and for z ¼ ðz1; . . . ; zr2Þ 2 H
r2








QðjÞ½iðjÞxj þ QðjÞ½iðjÞxj þ 2iRjfiðjÞgyj
( )
; ð15Þ
where i ¼tði1; . . . ; inÞ and iðjÞ ¼tði
ðjÞ
1 ; . . . ; i
ðjÞ
n Þ.
































is the same root of unity as in Theorem 1 and is given explicitly in (10).
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3.1. Symplectic Theta Functions. We will use the transformation property
of the symplectic theta function to prove Theorem 1. Let us recall some
basic facts. The symplectic group









where In is the n n identity matrix, acts on the Siegel upper half-plane,
HðnÞ ¼ fZ 2 Mn;nðCÞ j Z ¼tZ and ImðZÞ > 0g:
The action of M on Z is given by
M8Z ¼ ðAZ þ BÞðCZ þ DÞ
1:





2 GðnÞ j A tB; C tD have even diagonal entries
( )
;








expfpiðZ½mþ v  2 tmu tvuÞg; ð17Þ
where u and v are column vectors in Cn. It is well known (see, for example in















where wðMÞ is an eighth root of unity which depends upon the chosen square
root of detðCZ þ DÞ but which is otherwise independent of Z, u, and v. Stark
[15] determines wðMÞ in the important special case that both C and D are
nonsingular and pD1 is integral for some odd prime p. We will use the













is in GðnÞW where C
1 and D1 exist. Suppose further that for some odd
prime p; pD1 is integral. Then ðmod pÞ, the symmetric matrix
pD1C has rank h where detðDÞ ¼ ph. Let ðpD1CÞðhÞ be a nonsingular
ðmod pÞ h h principal submatrix of pD1C and s be the signature








where ep ¼ 1 for p  1 mod 4; ep ¼ i for p  3 mod 4; ð pÞ is the
Legendre symbol, jdetðCÞj1=2 is positive and fdet½iC1ðCZ þ DÞg1=2
is given by analytic continuation from the principal value when
Z ¼ C1Dþ iY .
3.2. The Modular Transformation. We will proceed as in [10,11] and we
will convert YQ;Rðz; ð
u
vÞÞ into a symplectic theta function. Applying (18) then
will prove (9).
Let o1; . . . ;odeg K be an integral basis of the ideal I  OK and deﬁne the
vector oðjÞ ¼ ðoðjÞ1 ; . . . ;o
ðjÞ










to deﬁne the n deg K  n deg K matrix W ¼ tðtW1; . . . ;tWdeg K Þ. Note that W 1
has entries in I1d1K .






and for j ¼ r1 þ 1; . . . ; r1 þ r2, deﬁne the n n matrices Xj ¼ xjIn
and Xj ¼ xjIn. For all j, set Yj ¼ yjIn. Furthermore, deﬁne the































where Sjþr2 ¼ Sj for j ¼ r1 þ 1; . . . ; r1 þ r2, and let T ¼ SW and





8Z * : ð20Þ

































































































T1C * tT1 T1D*T
 !
: ð23Þ




































commute, where the horizontal arrows are linear fractional transformations
in the ﬁrst diagram and matrix multiplication in the second, and the vertical












in Hðn deg KÞ.
The entries of A; B; C and D are rational integers and A tB and C tD have










2 Gðn deg KÞW :
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where d 0 is a ﬁrst degree prime in OK of norm p. Then C1 and D1 exist
and pD1 is integral. We can therefore use Theorem 4 to determine the
eighth root of unity in (24). We ﬁnd that
jdetðCÞj1=2fdet½iC1ðCZ þ DÞg1=2epis=4
¼Nðgzþ dÞk=2Nðgzþ dÞl=2;
where s is the signature of C1D, and also that
detðpD1CÞðnÞ  ðpd1gÞnðnÞ2n detðQÞ1 ðmod dÞ;












where ep ¼ 1 for p  1 mod 4 and ep ¼ i for p  3 mod 4.
Note that YQ;Rðz; ð
u
vÞÞ is invariant under linear transformations, i.e., for







































implies that ðg; dÞ ¼ 1 and by Dirichlet’s primes in progression theorem for
number ﬁelds (see, for example in Hecke [6]), the arithmetic progression
fgmþ dgm2Ok contains inﬁnitely many totally positive ﬁrst degree primes.
Hence, the eighth root of unity is determined explicitly by (27) after locating
a totally positive ﬁrst degree prime with positive odd norm in the arithmetic
progression fgmþ dgm2Ok .
4. PROOF OF THEOREMS 2 AND 3
4.1. Proof of Theorem 2. Now we turn to the proof of Theorem 2.
Suppose K is totally real. We will deﬁne a diﬀerential operator and apply the
operator to (9).
Lemma 1. Let Ej;Hj 2 C; Fj 2 C
n, and Zj 2 C
n such that tZjZj ¼ 0
for j ¼ 1; . . . ; r. Suppose xj ¼tðx
ðjÞ
1 ; . . . ; x
ðjÞ
n Þ 2 C
n for j ¼ 1; . . . ; r are

































































2pi Ej tZjZj ¼ 0;
which implies (28). ]






where xþj 2 C
k and xj 2 C
l, and let @þj and @

j be the corresponding vectors






j , where Sj is










for Zþj 2 C
k and Zj 2 C
l, since QðjÞwþj ¼ Rjw
þ




Set u ¼ 0 and v ¼ S1x in Eq. (9) where S is deﬁned in (19) and


























































































































































and setting x ¼ 0 then leads to (13).
4.2. Proof of Theorem 3. Now, we turn to the proof of Theorem 3.
Suppose K is totally complex. We deﬁne another diﬀerential operator and
apply the diﬀerential operator to (9).
Lemma 2. Let Ej; *Ej;Gj;Hj 2 C; Fj; *F j 2 C
n, and Zj 2 C
n such that tZjZj
¼ 0 and tZjZj ¼ 0 for j ¼ 1; . . . ; r. Suppose xj 2 C
n for j ¼ 1; . . . ; 2r are
vectors of independent variables and suppose @j are the corresponding vectors
of differentiation operators. We abuse notation and write xjþr ¼ %xj and @jþr ¼









LðnÞðf ðx; %xÞÞ ¼
O
1jr
2pi ðEj txj þ tFj þ Gj t%xjÞZj
2pi ð *Ej t%xj þ t *F j þ Gj txjÞZj
 !ðnÞ
f ðx; %xÞ; ð30Þ
where
f ðx; %xÞ ¼ exp pi
Xr
j¼1
Ej txjxj þ *Ej
t%xj %xj þ 2
tFjxj þ 2
t *F j %xj þ 2Gj
txj %xj þ Hj
( )
:




t%xj0 ÞZj0Þ ¼ 0;
tZj@jð2pi ð *Ej0
t%xj0 þ
t *F j0 þ Gj0




t%xj0ÞZj0 Þ ¼ 0;
tZj %@jð2pi ð *Ej0
t%xj0 þ
t *F j0 þ Gj0
txj0 ÞZj0Þ ¼ 0:




ðf ðx; %xÞÞ ¼
2pi ðEj txj þ tFj þ Gj t%xjÞZj
2pi ð *Ej t%xj þ t *F j þ Gj txjÞZj
 !ðnÞ
f ðx; %xÞ;
and (30) follows. ]
Since K is totally complex, we let 1 j r2. Let xj; xjþr2 2 C
n be vectors
of variables, and let @j and @jþr2 be the corresponding vectors of
diﬀerentiation operators. As in Lemma 2, with an abuse of notation we
write xjþr2 ¼ %xj and @jþr2 ¼ %@j. Set Zj ¼ Sjwj, where Sj is deﬁned in (5). Note
that tZjZj ¼ 0 and
tZjZj ¼ 0.
Set u ¼ 0 and v ¼ S1x in Eq. (9), where S is deﬁned in (19)
and x ¼ t ð tx1; . . . ; txr2 ;









and for a quaternion zj ¼ xj þ yjk with xj; yj 2 C, we write for convenience












2 tFjxj þ 2
t *F j %xj þ 2Gj





































Fj ¼ fzjðgðjÞzj þ d
ðjÞÞ1gCSji
ðjÞ þ ifzjðgðjÞzj þ d
ðjÞÞ1gQSjiðjÞ;
*F j ¼ fzjðgðjÞzj þ d
ðjÞÞ1gCSjiðjÞ þ ifzjðgðjÞzj þ d
ðjÞÞ1gQSji
ðjÞ
F 0j ¼ xjSji
ðjÞ þ iyjSjiðjÞ; *F
0
j ¼ xjSjiðjÞ þ iyjSji
ðjÞ;
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ðjÞj2y *j ; G
0
j ¼ iyj;




H 0j ¼ Q





























and setting x ¼ 0 leads to (16).
Remark. In [12], we investigate a generalization of Andrianov’s and
Maloletkin’s theta functions. We construct functions which satisfy a
transformation property that generalizes the transformation law of
Jacobi-like forms. Furthermore, we show how such functions can be used
to construct Siegel modular forms. Theorems 2 and 3 can be extended in the
same way. If one does not require that Rj½wþj  ¼ Rj½w

j  ¼ 0 in (11) and
Rjfwjg ¼ 0 in (14), i.e., if the functions are not harmonic function over K,
one can generalize (13) and (16). One can create ‘‘Jacobi-like forms over K’’
which can be used to construct modular forms over K.
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