Abstract-In human-robot interaction, it is essential to ensure that the robot poses no threat to the human. Especially in applications that require close or physical interaction, e.g., collaborative manufacturing or rehabilitation, the danger emanating from the robot has to be minimized. Control schemes introducing virtual constraints have proven valuable in this context since they allow us to define a safe zone to move in without endangering the human. Combining the different requirements on the control scheme, such as real-time capability, stability, and reliability, in the presence of external disturbances and dynamic limits, however, turns out to be challenging. In this paper, we present a novel control scheme for human-robot interaction, which enforces dynamic constraints even in the presence of external forces. Based on an analytic constraint description and a feedback linearization of the system dynamics, a safe set of states is determined, which is then rendered controlled positively invariant, thus keeping the system in a safe configuration. The controlled system is analyzed with respect to invariance and boundedness with the results being illustrated in a full-scale experiment.
I. INTRODUCTION

C
APABILITIES of robotic systems have considerably improved over the past years, and the development of dexterous grippers, omnidirectional platforms, and strong manipulators has opened up many fields of application. These new systems are potential assistants in health care and rehabilitation, possibly even as wearable devices. Exoskeletons help patients with motor disorders [1] and mobile robots take over tasks in domestic and industrial environments [2] , [3] . This expansion of application domains introduces new challenges to the control of the robotic systems especially with respect to meeting fundamental safety requirements, as stated in [4] and [5] .
Depending on the field of application, the robot has to carry out a specific task. This is achieved by an approach with explicit goal description, such as proportional-derivative (PD) tracking control [6] and impedance control [7] , or with implicit goal description, such as reinforcement learning strategies [8] , [9] . Since damage to the robot and its surroundings must be avoided, constraints imposed by the environment as well as joint and velocity limits have to be enforced. Especially for tasks, which involve close or even physical interaction with humans, the most important issue is to keep any humans in the vicinity of the robot safe at all times. As humans move and everyday environments often change dynamically, the constraints vary over time, which requires the applied constraint enforcing control scheme to deal with such time dependence. An appropriate control action has to be determined in real time to guarantee constraint adherence. However, even in the presence of constraints, the robot should be able to use as much of the unconstrained state space as possible for achieving the task objective. This means that the control scheme, which is responsible for enforcing the constraints, should not restrict the manipulator more than absolutely necessary. This is especially important in narrow and cluttered environments, where it is essential to use as much of the available space as possible. Additionally, physical interaction with humans causes interaction forces to act on the robot. These forces need to be accounted for in the control scheme and must not lead to a violation of a constraint. To summarize, a control scheme, which may be used for applications including close and physical human-robot interaction, has to reliably provide constraint enforcing control in real time. The system should follow the control goal using the available space while guaranteeing adherence to dynamic constraints even in the presence of external disturbances. Currently available control schemes strongly enforce some of these requirements but are challenged when it comes to others. Since it is important to address all the introduced aspects, this generates the necessity for a control scheme, which reliably meets all the challenges of safety in close and physical humanrobot interaction.
A. Contribution
In this paper, we introduce a novel control scheme for robotic systems, which is able to guarantee state and output constraint enforcement. The proposed invariance control scheme has the advantage of being implemented in addition to an existing control law, which is designed according to performance specifications and the control goal of the system. As a result, invariance control is applicable in many scenarios and applications, where constraints have to be added to an existing control structure. In order to keep the system constraint admissible, a method is provided to determine an admissible subset in state space based on the given constraints and the system dynamics. Invariance control is able to deal with a variety of constraints, including joint, velocity, and workspace constraints, and even dynamic constraints, e.g., to account for moving humans in the vicinity. We formally show that the designed control scheme keeps the system within the admissible subset for all times while keeping the tracking error with respect to the original desired trajectory bounded. This is also true in the presence of external (input) disturbances. To illustrate the fact that the control scheme presents a solution for scenarios, including physical contact of robots and humans, we conduct an experimental evaluation on a real robotic platform.
B. Related Work
Naturally, there are various other well-known control schemes addressing the issue of enforcing constraints. One approach is model-predictive control (MPC) [10] . The optimization-based approach allows for input, output, and state constraints. For high-dimensional and nonlinear systems and a high number of constraints, the computational cost may, however, prevent the execution in real time. Another optimization-based approach is the reference governor [11] , which is the base for many approaches, such as command governors [12] or fast reference governors [13] . Allowing for system disturbances, these approaches are designed for discrete-time systems and, similar to MPC, real-time requirements may not be met due to the required numerical simulation. On the other hand, control based on barrier certificates [14] and functions [15] , [16] does not require extensive optimization and allows for the definition of soft and hard constraints on the system while combining them with control objectives. It does, however, not provide solutions in case of constraint violation, which may lead to instability and undesired behavior. Methods, which provide a tradeoff between reaching the control objective and keeping the system safe, are also found in shared control [17] . The result is, however, a system that does not use the safe space to all extent. Finally, there are the widely used collision avoidance approaches for robotic systems, such as potential fields [18] , the dynamic window approach [19] , virtual wall rendering [20] , and virtual fixtures [21] , which do not explicitly take the system dynamics into account. As the system dynamics are not negligible especially for high inertias or high accelerations, these approaches are unable to guarantee the adherence to the constraints.
The concept of invariance control is introduced in [22] for nonlinear, control affine single-input single-output systems. Implementation in addition to a nominal control law is introduced in [23] and an extension to multi-input multioutput (MIMO) systems is provided in [24] . The issue of chattering, which is a result of a sampled data implementation, is addressed in [25] . Invariance control is successfully applied to control legged robots [26] and to enforce six-dimensional workspace constraints [27] . In preliminary work of the authors, an invariance control scheme for the use with time-varying constraints is developed [28] and evaluated experimentally on an anthropomorphic manipulator [29] . The influence of constraint violation and external disturbances on the control performance is, however, not discussed.
Additionally, conclusive proof of invariance and boundedness of an invariance controlled robotic system is missing to date.
C. Notation
By convention, vectors are denoted by bold small characters and matrices by bold capital characters. The Euclidean vector norm (2-norm) of a vector x ∈ R n is written as x 2 = √ x x. The expression x 1 x 2 indicates the elementwise inequality of two vectors x 1 , x 2 ∈ R n . Stacking scalars or vectors to receive a vector or a matrix, respectively, are denoted by square brackets
Low-order time derivatives are indicated by dotsẋ = dx dt , higher order time derivatives by superscripts
The first-order Lie derivative, i.e., the directional derivative in direction f of a scalar function h(x), is given by
The system parts are identified by corresponding subscripts. The subscript "des" refers to the desired system action, "no" to nominal control, "c" to the control input of the torque controlled robot, "ext" to external disturbances, "m" to the torque controller, "q" to joint space, and " p" indicates the task space.
II. CONSTRAINED ROBOTIC SYSTEM
Safe human-robot interaction requires compliance with safety relevant constraints, thus causing the need for a control scheme, which is able to guarantee compliance with these limits. This section introduces the general dynamic model of the robotic system and the requirements imposed upon the constraint description and a nominal control scheme for unconstrained task execution such that a constraint enforcing control scheme may be designed.
A. Robotic System Equations
For the robotic system, we consider the general dynamics
where q(t) ∈ R n q are generalized coordinates, M q (q) ∈ R n q ×n q is the mass matrix, C q (q,q)q ∈ R n q are the Coriolis and centripetal forces, g q (q) ∈ R n q are the gravitational torques, and τ ∈ R n q is the input torque of the system. The dynamics represent the reaction of a robotic system to the applied actuator torques τ , which consist of the control torques τ m ∈ R n q , the external input disturbances τ ext ∈ R n q , and torques τ e ∈ R n q resulting from measurement errors and unmodeled dynamics
The external disturbances are a result of the physical interaction with the human and the environment. Any physical contact with a human or the environment generates contact forces and torques, which translate into disturbance joint torques. These external forces may be either desired and included in a nominal control scheme or undesired, for example, as a result from an unexpected collision. In the following, for notational convenience, the explicit dependence on q andq of the matrices M q (q) and C q (q,q) as well as of the vector g q (q) will be omitted. The states q andq are concatenated in the vector x = [] .
B. Robot Control
The control scheme for torque-controlled robotic manipulators consists of two control loops, as depicted in Fig. 1 .
The outer control loop with the nominal control law is designed to generate a control torque τ no ∈ R n q , which enforces the desired behavior of the manipulator. The inner control loop with the torque controller ensures that the robot behaves according to the desired torques and compensates the effects of disturbance torques τ ext ∈ R n q and τ e ∈ R n q . Remark 1: In the following, the control approach is introduced for torque-controlled robotic systems. However, by adapting the control law accordingly, it is readily applicable to position-controlled robots as well. In that case, the influence of disturbances and modeling errors needs to be expressed in terms of the position error.
The design of the torque control law in the inner loop is often based on the concept of passivity, leading to a PD control law [30] . The torque error
serves as the control input. In order to achieve τ = τ no ∈ R n q , we make the following assumption on the torque control law.
Assumption 1: The torque control loop is input-to-state stable with respect to bounded inputs τ ext and τ e , i.e.,
with a class KL function α and a class K function β holds for any initial error e τ (t 0 ) and all t ≥ t 0 .
The control goal of the outer loop is given by the interaction task and is defined in task coordinates p ∈ R n p , which are determined as a function f p : R n q → R n p of the generalized coordinates
The Jacobian J(q) = ∂ p ∂q ∈ R n p ×n q determines the relation between task space and joint velocities as well as between task space forces/torques f ∈ R n p and joint torqueṡ
A well-known control law in physical human-robot interaction with torque-controlled manipulators is impedance control [7] . It imitates spring damper behavior with respect to a desired trajectory in reaction to measured or estimated external forces and torques. As a result, the robot carries out a desired motion, which may be actively changed by the human applying forces, since the robot reacts compliantly. Both the implementations in task coordinates [7] and in joint coordinates [31] are commonly used. For impedance control in task space, the control torque τ no is given by
with a sufficiently smooth desired trajectory p des , and the positive definite Cartesian mass M p ∈ R n p ×n p , stiffness K p ∈ R n p ×n p , and damping D p ∈ R n p ×n p matrices. External forces f ext ∈ R n p are connected to the external torque τ ext by (6) . The stiffness and damping parameters may be adapted, sometimes even online, to account for task requirements [32] .
In order to guarantee safe and predictable cooperation, the control law has to be designed carefully to comply with the desired task specification and performance goal.
Assumption 2: In the absence of external forces, i.e., f ext = 0, the continuous nominal control law globally stabilizes the tracking error e = x des (t) − x in the sense of Lyapunov for a sufficiently smooth desired state trajectory x des (t).
This assumption ensures the tracking performance. It is generally fulfilled for control schemes with explicit goal descriptions, as here stability is the most basic design goal. For control schemes with implicit goal descriptions, such as learning approaches, the stability assumption is not immediately clear. However, if the set of control laws, over which the learning is conducted, solely consists of stabilizing control laws, stable tracking is achieved.
Remark 2: Assumption 2 is necessary to investigate boundedness in the following sections. In the presence of external forces or if boundedness is a subordinate control goal, the assumption may be disregarded as it does not influence the guarantees for constraint adherence. This means that other stability notions may be used, which is, however, not discussed further as the nominal control design is not within the scope of this paper.
In the following, constraint-enforcing measures are introduced, which avoid a violation of the constraints even in the presence of external forces. Note that as torque control uses the torque error as a control input, there is no restriction to assume that it is available for use in invariance control.
C. Constraints
For human-robot interaction, an accurate definition of the safety constraints, such as position and velocity constraints, is crucial to ensure operation consistent with the standards in [4] and [5] . The constraints may be given by joint or velocity limits inherent in the robotic structure, and a violation might lead to unexpected and unsafe motion. Additionally, obstacles and interacting humans impose workspace constraints. The shape of the constraint is determined by the geometrical properties of the obstacles. Upper or lower limits are usually best described by linear functions, whereas humans or more complex objects may be encased in multiple spherical constraints [33] . While the structural constraints will mostly be static, the environment may vary over time, since humans and obstacles might be moving. Therefore, similar to other model-based approaches, such as MPC, a prediction-based representation of the constraints, which accounts for their dynamic nature, is required. This may be achieved by exploiting prior knowledge about the underlying dynamics, e.g., the minimum jerk properties of human motion [34] , or by using a learning approach as, e.g., in [2] .
We model each constraint i by an analytic function h i (x, η(t)), which depends on the system states x and a set of dynamic parameters η(t). Naturally, the parameters η(t) may be set at a constant value to model static constraints. The function provides a measure for the distance of the system from the constraint. It is equal to zero on the constraint, negative for admissible states, and positive for inadmissible states. The set of l time-varying constraints is then specified by a vector of constraint functions
. . .
which depends on the system states x(t) = [q ,q ] ∈ R 2n q and the parameters η(t) ∈ R n η . They are considered an (artificial) output y = h(x, η(t)) (9) of the robotic system, which is used in the derivation of a control scheme. Additionally, (8) defines the time-varying admissible set
In order to guarantee safe interaction, a corrective control law should guarantee compliance with the constraints, thus keeping the states of (1) within the admissible set for all times. Assumption 3: For all instants of time t and a sufficiently large constant r i , each constraint in the output (9) and the corresponding admissible set fulfill the following conditions. i) Each element η j (t), 1 ≤ j ≤ n η is measurable and generated by possibly unknown stable underlying dynamics such that the parameter function is a C r i function with respect to time. ii) Each η j (t), 1 ≤ j ≤ n η and its r i derivatives are bounded. iii) Each output function (9) is a C r i function with respect to time. iv) H(t) is connected and H(t) = ∅. Note that constraint dynamics, given by human motion, typically fulfill condition (i), as human motion is found to be jerk controlled [34] . Otherwise, it may be achieved by approximating the parameters by a sufficiently smooth signal. If the parameters η j (t) are not measurable, they need to be estimated, e.g., by using an observer. Condition (iii) is ensured by designing the constraint function accordingly. It allows the robotic system to follow the dynamics of the constraint if necessary. Condition (iv) is a natural assumption, since it is only possible for the controlled system to remain constraint admissible if such states exist.
Note that the notion of the admissible set may be extended to multiple disjoint admissible sets
is defined by a set of constraints, cf. (10) . In this case, constraint adherence may only be achieved if the set H i (t) containing the initial system state fulfills Assumption 3. In the following, a computationally efficient control scheme, which combines task execution with a guaranteed constraint adherence, is introduced.
III. INVARIANCE CONTROL
Invariance control is a control scheme, which may be implemented as an add-on to any existing nominal control. It ensures that the system performs according to the desired behavior generated by nominal control within the admissible, i.e., safe, set. At the same time, it monitors the system motion toward the constraints and provides corrective control action, when it is necessary to avoid the violation of a constraint.
The structure of an invariance controlled robotic system is shown in Fig. 2 . The states x of the robotic system (1) and the information about the desired system behavior p des are used to determine the nominal control input τ no . Invariance control combines (9) with τ no and calculates a corrective control input τ c , which is as close as possible to τ no and avoids any violation of the constraints.
In the following, we will give a thorough introduction and analysis of invariance control with dynamic constraints in robotic applications. Invariance control usually assumes an ideal torque controlled robot, i.e., e τ = 0. External forces, however, lead at least temporarily to a torque error e τ different from zero. Therefore, we will explicitly include the effects of a torque error in the control scheme. Invariance control is introduced for MIMO systems but application to systems with single input and/or single output is straightforward.
Invariance control is applicable to nonlinear, control affine MIMO systems [24] . The torque-controlled robotic system, as shown in Fig. 1 , has the input τ c and the states x = [q ,q ] ∈ R 2n q . The system equations of the torque controlled robot
are derived using (1) and (3) and show that the torque-controlled robotic system is, in fact, control affine with respect to the input τ c . Based on these system equations, we will determine a corrective control input, which achieves adherence to the constraints in the presence of external forces/torques τ ext and torques caused by model and measurement uncertainties τ e . With a proper design of the underlying torque control scheme, which is not part of this paper, the resulting torque error e τ is bounded if the disturbance signals are bounded as well, which is usually the case for occurring disturbance torques τ ext , τ e in a properly modeled robotic system.
Assumption 4:
The torque error is measurable and absolutely bounded, e τ 2 ≤ δ e τ .
This assumption is required to be able to include the torque error in the control derivation.
Remark 3: Since the torque error is the input to torque control, there is no restriction to assume its availability for invariance control.
In the following, invariance control is introduced for constraints, which have relative degree one or two with respect to system (11) as these are the most relevant in robotic applications. Nevertheless, invariance control is able to enforce constraints with a higher relative degree by adjusting the invariance function and the conditions. For more information, the interested reader is referred to [23] .
A. Input-Output (I/O) Linearization
A violation of the constraints may only be avoided, if the influence of the control input on the motion toward a constraint is clear. I/O linearization is a useful tool to determine the influence of the system input τ c on the output functions (9) . It transforms the original system into an integrator chain with the same output and a new pseudoinput, which is determined by the linearizing transformation. In the following, we show how the resulting linear system allows the definition of the instant of time, when a corrective action for constraint adherence is required and how the inverse transformation yields the required corrective control input. These derivations would become much harder, if not impossible, to solve without the use of the linearizing transformation.
In general, the I/O linearization with respect to y i = h i (x, η(t)) transforms system (11) with 2n q states into an integrator chain and internal dynamics. The relation between the input τ c and the so-called pseudoinput z i of the integrator chain is determined by (12) with the relative degree r i
and the Lie operator including the dynamic parameters
Time-varying I/O linearization yields a well-defined relative degree r i of y i , if a i (x, η(t)) = 0 holds [35] .
The vector a i (x, η(t)) has at least one nonzero element for all instants of time, i.e., a i (x, η(t)) = 0 ∀t ≥ 0.
In view of the application, the constraints have to be designed such that the admissible set does not include any singularities, as these lead to a loss of manipulability and unsafe behavior. Without any singularities in the admissible set, controllability is achieved and Assumption 5 holds. Intuitively, this means that it is possible to apply input torques that result in a motion away from the constraint.
As the constraints may introduce limits on all states of the robotic system, the corresponding output function h i (x, η(t)) may depend solely on the joints q, solely onq, or on all states. Since the form of the output function determines the relative degree, we now examine the I/O linearization with respect to two types of output functions: full-state output functions y i = h i (x, η(t)) depending on joint positions and velocities, and partial-state output functions y i = h i (q, η(t)) depending only on the joint positions.
Full-state output function: These output functions y i = h i (x, η(t)) represent, for example, constraints on the velocity of the manipulator or combinations of joint velocity and position limits. If the velocity constraint is on joint level, the output function only depends on the joint velocitiesq, whereas if the constraint is on task space level, the output function may depend on the joint velocitiesq as well as on the joints q due to the transformation (5). Differentiation with respect to time and using the system (11) yieldṡ
Based on the derivative, the pseudoinput z i of the linearized system is determined by (12) with
The system input τ c appears already in the first time-derivative of the output and therefore r i = 1 holds. For the relative degree to be well defined, Assumption 5 has to hold. Similarly, the pseudoinput corresponding to partial-state output functions is derived.
Partial-state output function:
Output functions y i = h i (q, η(t)) may represent, for example, static joint limits or obstacles/bounds in task space. As task space limits may be transformed into joint space using (4), the functions depend solely on the joints q and differentiation with respect to time
Again, the pseudoinput z i of the linearized system is determined by (12) , in this case
The relative degree r i = 2 is well defined due to Assumption 5. Although the output functions are defined in the generalized coordinates q, task space constraints are also enforced. Using the forward kinematics (4) of the robotic system and the corresponding velocity transformation (5), it is possible to express task space constraints in the generalized coordinates and the I/O linearization and the relative degree are determined by either (14) and (15) or (16) and (17) .
B. Invariance Functions and Invariant Set
The necessity of a switch to a corrective control input is determined by the so-called invariance function. This invariance function depends on the output function as well as on the dynamics of the system and the relative degree. Neglecting the internal dynamics, the I/O-linearized system is represented by a time-invariant integrator chain [36] . Since z i (t) is the input of the integrator chain, it determines the behavior of the output h i (x, η(t)). The goal of the control scheme is to keep the system within the admissible set (10), i.e., to keep the value of the output function at a nonpositive value. For a negative input z i (t) < 0 of the integrator chain, a reduction of the output is eventually achieved. This motivates the invariance control approach. The pseudoinput is set to a constant, nonpositive value z i (t) = γ i ≤ 0 at time t when the value z i (t) = γ i just suffices to keep the system within the admissible set. In order to find that instant of time, the dynamics of the integrator chain are investigated. In the following, we assume, that at time t, the system is within the admissible set, i.e., h i (x, η(t)) ≤ 0.
First, we consider a state output function, i.e., a system with r i = 1. The integrator chain has only one state and the value of the output function at the future time t f depending on the input z i (t) = γ i and the current function value h i (x, η(t)) is given by
Adherence to the limits is achieved, if h i (x, η(t f )) ≤ 0 holds for all t f > t. By deriving the function with respect to the future times
it may be observed that the function is constant for γ i = 0 and decreasing for γ i < 0. As a result, the current value h i (x, η(t)) is the maximum value the function will ever take for γ i ≤ 0 and applying γ i = 0 at the instant of time, when h i (x, η(t)) = 0 holds, avoids a violation of the constraint. For a partial-state output function, the integrator chain has two states and the future function values are determined by
The derivation with respect to t f
shows that h i (x, η(t f )) is decreasing forḣ i (x, η(t)) ≤ 0 and γ i < 0, and therefore, the current value is the maximum of all future values. Forḣ i (x, η(t)) > 0, however, the function takes its maximum at
which is obtained by setting (19) equal to zero and solving it for t f . As a result, the maximum value of the output function is given by
If z i (t) = γ i < 0 is applied at the instant of time, when the maximum value is equal to zero, no violation of the constraint occurs.
Based on these results, we now introduce the invariance function with an expression corresponding to [23] and [24] . The invariance function determines the instant of time t, when corrective action, i.e., z i = γ i , has to be applied. It depends on the relative degree and the current state values of the integrator chain. The invariance function i (x, η,η, γ i ) is given by η(t) ). Intuitively, the invariance function represents the maximum value the out- put y i will ever take in the future, if a constant corrective pseudoinput γ i < 0 is applied to the linearized system at time t. For r i = 1, this means that at the instant t,ẏ i becomes negative. This constantly decreases the value of y i , i.e., the current value is the maximum output, thus motivating (22) . For r i = 2, ifẏ i is already negative, the negative input will further decreaseẏ i , which in turn decreases y i . This, again, means that the current value is the maximum output, motivating the second case of (23) . Forẏ i > 0, y i increases in value until the negative input γ i reducesẏ i to a nonpositive value. The second case of (23) defines the value of y i at the instant whenẏ i reverses its sign. If the invariance function of an output function takes a positive value, the corresponding constraint will be violated in the future. Based on the invariance functions, the invariant set
describes the set of states, for which no constraint is violated, i.e., h i (x, η(t)) ≤ 0 for all 1 ≤ i ≤ l, and no constraint will be violated in the future for the pseudoinput z i = γ i . That means that the invariant set (24) is a subset of the admissible set (10) . Note that for a constraint with relative degree one, both sets (24) and (10) are equal, as the invariance function is equal to the output function. For constraints with a higher relative degree, e.g., position constraints on torque-controlled manipulators, consider the following example. Example 1: Let the system be a double integratorÿ = u with the states y,ẏ and the input u, which is constrained to y ≤ 0. I/O linearization yields a relative degree r = 2 and the input transformation u = z. Fig. 3 depicts the constraint (blue dashed line) and the corresponding admissible output values (light blue bars). First, we consider y > 0, i.e., the right half-plane. Here, the constraint is violated due to the positive value of the output and corrective action is required, which is illustrated by the the states being within the inadmissible set (red). Forẏ < 0 and y ≤ 0, i.e., the bottom left quadrant, the negative value ofẏ causes the output y to decrease. This means that while the states remain within the bottom left quadrant, no violation of the constraint occurs, independently from the input. No corrective action is necessary and the entire quadrant belongs to the admissible set (10) as well as the invariant set (24) . Forẏ ≥ 0 and y ≤ 0, consider the exampleẏ > 0 and y = 0, for which the positive derivative will increase the output value y independently from the input, thus causing an immediate violation. Similarly, there are more values of y,ẏ, for which no corrective action exists, which keeps the state within the admissible set. This is illustrated by the fact that part of the upper left quadrant is not within the invariant set, whereas the remainder is. The invariance function (red dotted line) from (23) divides the two parts. These are the state values, for which the negative corrective pseudoinput γ just suffices to reduceẏ to zero when the output reaches y = 0.
The example and Fig. 3 illustrate that for r = 2, the invariant set is a proper subset of the admissible set. Similar relations hold for higher relative degrees.
In order to avoid any violation of the constraints, the goal should be to keep the system states in the invariant set and to initiate corrective action as soon as i (x, η,η, γ i ) reaches a value of zero. In consequence, i (x, η,η, γ i ) = 0 determines the instant of time, when a corrective action is required such that a violation of the constraint is avoided.
C. Corrective Control
The goal of corrective control is to render the system (11) controlled positive invariant with respect to (24), i.e., once the invariant set is entered, it will not be left anytime in the future.
Based on the previous considerations, we are now able to design a corrective pseudoinput of the integrator chain. The input should enforce nominal behavior represented by
in the I/O-linearized system (12), whenever possible. Additionally, it should enforce the required invariance with respect to (24) . As determined in the previous section, corrective action is necessary for i (x, η,η, γ i ) ≥ 0. The corrective pseudoinput is given by (27) with the sets
With γ i < 0, these pseudo-control inputs achieve a system motion toward the invariant set for i (x, η,η, γ i ) > 0.
Remark 4:
The magnitude of γ i may be chosen arbitrarily. A large magnitude of γ i reduces the time, during which corrective control is applied, since it is able to change the output value faster. As a result, it increases the size of the invariant set for r i = 2 defined by (23) and the magnitude of the required corrective control input. Equivalently, a small magnitude of γ i increases the duration of corrective control use and decreases the size of the invariant set and the magnitude of the control input.
Remark 5: Due to the switching pseudoinput, invariance controlled systems are prone to chattering in a sampled data implementation. This issue is addressed in [25] .
To control the robotic system, the pseudoinput has to be transformed into a torque τ c . For this purpose, the set of active constraints
is introduced, which determines the constraints requiring corrective action [24] . For the constraints, which are not in the active set, the application of nominal control suffices.
With the considerations on invariance in the previous section and the I/O linearization (12), we receive an elementwise condition
with
and j ∈ K. The entries of b K (x, η(t),η(t),η(t)) are calculated using the torque error e τ , cf. (15) and (17), which is available from the underlying torque control loop. In order to improve readability, the explicit dependence on x, η(t),η(t), andη(t) is omitted for the matrix A(x, η(t)), the vectors a i (x, η(t)) and b(x, η(t),η(t),η(t)), and their respective elements in the following. Solving the constrained minimization problem arg min 
with f (τ c , τ no ) = τ c τ c − 2τ c τ no + τ no τ no . The function f (τ c , τ no ) is strictly convex in τ c , since its Hessian is the identity matrix I, which is positive definite. Each of the inequality constraints (35) is linear and therefore convex. The set over which the minimization is carried out is given by the intersection of the single constraints:
If no constraints are active, the set M contains all possible values of τ c . A solution to the minimization problem only exists, if the set (38) is nonempty, therefore, we make the following assumption. Assumption 6: The set M, defined by the active constraints, is nonempty, M = ∅. Fig. 4 illustrates the meaning of Assumption 6. This assumption may seem a little restrictive, since obviously in Fig. 4(a) and (c) there exist admissible state trajectories. However, cases like in Figs. 5 and 6 rarely occur in reality. This would require an exact positioning of the limits with respect to the state such that the determined actions for the evasion two or more constraints exactly oppose one another.
By analyzing the characteristics of M more closely, it is possible to determine an analytic solution to the minimization (37) . As the intersection of convex sets is, again, a convex set, M is convex. Therefore, the minimization problem (36) is strictly convex, and any local minimum is the unique global minimum [37] . As a result, if τ no is contained within the set, it is the only solution to the minimization. Otherwise, the minimum lies on the boundary of M, i.e., some of the active constraints hold with equality
and some with strict inequality
The equality constraints in S eq define a submanifold of the torque vector space. Not all of these constraints are necessarily required to define the submanifold. Instead, there exists a maximum subset of linearly independent constraints, which span the submanifold (39).
In the following, this maximum subset will be used to examine and illustrate the characteristics of the corrective control input determined by the solution of (36) . Therefore, let the subset I = {i ∈ S eq | rank( A I ) = |I| ∧ rank( A I ) = rank( A S eq )} (41) with A I = [a i ], i ∈ I and A S eq = [a i ], i ∈ S eq , describes such a maximum subset of the constraints in S eq with linearly independent a i . It is, in general, not uniquely defined, but any such set spans the submanifold S eq . The remaining constraints S eq \ I are determined by a linear combination of the constraints in I. As the constraints in I span a subspace in the space of control torques and τ c ∈ R n q , |I| ≤ n q holds. If I is empty, this means that either no constraints are active or all constraints hold with strict inequality, i.e., the nominal control signal is the minimum solution of (36) . Assuming a set I has been determined, the solution to the minimization problem (36) 
IV. CONTROL PROPERTIES
Although the theorems in the following are introduced for constraints of relative degree r i = {1, 2}, they may be extended to higher relative degrees. Proofs are provided in the Appendix.
A. Invariance
The goal of introducing invariance control is to guarantee adherence to constraints. As derived in the previous section, the invariant set (24) is a subset of the admissible set (10), which is determined by the constraints. Therefore, if the corrective input τ c from (36) and (42) renders the system controlled positively invariant with respect to the invariant set, adherence to the constraints is guaranteed.
First, the invariance of the linearized system is investigated, i.e., the invariance of the integrator chains resulting from the I/O linearization (12), which is controlled by the corrective pseudoinputs (26) and (27) .
Lemma 1: The integrator chain with r i states, r i ∈ {1, 2}, resulting from the I/O linearization with respect to y i (12) is rendered positively invariant with respect to the set (24) by any input z i ≤ z c,i with z c,i being the corresponding input from (26) and (27) .
Lemma 1 shows that the states of the linearized system remain within the invariant set. As control is applied to the nonlinear robotic system (1), it is necessary to investigate whether the control torque, which is deduced from the linear analysis, provides the required invariance.
Theorem 1: Let the robotic system be given by (1) and the outputs describing the constraints by (9) . Let the linearizing input be determined by (12) and the elements of the corrective pseudoinput by (26) and (27), depending on the relative degree. Let Assumptions 1, 3, 5, and 6 hold. Then, if the system states are within the invariant set at some time t = t 0 , i.e., x(t 0 ) ∈ G(t 0 , γ ), the corrective torque input determined by (36) will render the system controlled positively invariant with respect to the invariant set (24) for all t ≥ t 0 .
Once the robotic system enters the invariant set, Theorem 1 guarantees that it stays within this set for all future times and, therefore, renders the system controlled positive invariant. Since the invariant set is a subset of the admissible set, the invariance control scheme ensures the adherence to the constraints. Note that the control law (42) achieves the same result, since it is the analytic solution of (36) . As the system does not necessarily start in the invariant set, it remains to show that the system will eventually enter the invariant set.
Theorem 2: Let the robotic system be given by (1) and the outputs describing the constraints by (9) . Let the linearizing input be determined by (12) and the elements of the corrective pseudo input by (26) and (27) , depending on the relative degree. Let Assumptions 1, 3, 5, and 6 hold. Then, if the system states lie outside of the invariant set at some instant of time t = t 0 , i.e., x(t 0 ) / ∈ G(t 0 , γ ), the corrective torque input determined by (36) guarantees that there exists a finite time interval T such that the system state enters and stays within the invariant set (24) for all t ≥ t 0 + T . Theorem 2 shows that for invariance control, the initial state is not required to lie within the admissible set. Instead the control is such that after a finite time interval, the state becomes (and remains) admissible. By extension, this applies if additional constraints have to be included during runtime, e.g., when new obstacles appear.
Remark 6: The results on the invariance of the controlled system are independent from nominal control. This means that whichever nominal control scheme is chosen, whether it is learned or explicitly defined, stable or unstable, the use in combination with invariance control results in adherence to the constraints.
B. Boundedness
Naturally, good task performance of a robotic system under invariance control is only possible if constraint enforcement does not result in unboundedness of the tracking error. This is ensured by adding an additional constraint in the calculation of the corrective control input.
Theorem 3: Let the robotic system be given by (11) and the outputs representing the constraints by (9) . Let a sufficiently smooth and bounded desired motion be given by x des (t) and the initial state values within the invariant set x(t 0 ) ∈ G(t 0 , γ ). Furthermore, let Assumptions 1-6 hold and let V (e) be a Lyapunov function showing the global stability of the nominally controlled system. Then, if
is bounded, there exist constants α, V max > 0 for which arg min
with BV = max(α(V max − V (e)),V no (e,ė no )),
yields a uniquely defined corrective control input τ c , which renders the tracking error e = x des − x at least bounded.
In the following, we give a more intuitive understanding of Theorem 3, which provides an extended corrective control to bound the tracking error within the isoline V (e) = max(V max , V (e(t 0 ))).
Remark 7: The goal of invariance control is to guarantee constraint enforcement also in cases when the desired trajectory leaves the admissible set, which is only possible if the tracking error is allowed to increase for such cases. Therefore it is natural that only boundedness of the tracking error is achieved.
Remark 8: Even if the initial state is not within the invariant set, the error is eventually bounded within max(V max , V (e(t inv ))), where t inv is the instant of time when the state enters the admissible set, with t inv < ∞ by Theorem 2.
Remark 9: In general, it is not trivial to determine whether the set X is bounded. If, however, the set of states itself only takes values from a bounded set X x ⊂ R n q , i.e., x ∈ X x , the set X is also bounded as X ⊆ X x holds. Since robotic systems are usually subject to joint and velocity limits, there the set of states is bounded, thus fulfilling the requirement of Theorem 3.
Bounding the tracking error while adhering to all constraints is only possible if the interior of V (e) = V max contains constraint admissible states for all instances of the desired trajectory and the constraint parameters. In order to determine such a V max , the behavior of the state on active constraints is examined. If there are active constraints, the derivative of the tracking error may be divided into a tangential and normal component with respect to these constraints. While the normal component is dictated by the constraint avoidance and possibly increasesV , the tangential component may be chosen freely to achieveV < 0. If however, the state is in a local minimum of the Lyapunov function on the constraints, i.e., V (e) = V min = min(V (e)| h K=0 ), further reduction ofV via the tangential component is no longer possible. In that case the system needs to be able to follow the constraint motion for adherence by allowing a positiveV , which is achieved by choosing V max such that V max > min(V (e)| h K=0 ) is fulfilled for all these minima and all possible combinations of active constraints and bounded parameters. The parameter α is then determined by the maximum increase in the Lyapunov function that is required for adherence in the local minima:
Remark 10: If V max and α are chosen too small, the optimization determining corrective control may be rendered infeasible. In view of the application, this issue is solved by increasing the values until a solution exists. However, on changing these values one needs to keep in mind that while α may be increased arbitrarily without deteriorating the task performance, an increase in V max far beyond the minimally required value may lead to an increase in the bound on the tracking error.
The following examples illustrate the implications of Theorem 3. The system is constrained by the output function h(x, t) = 9 + η − x 1 with the bounded parameter η = cos (2π t). Derivation yields r = 1 and z =η + [−1, 0]u. As the Lyapunov function
and the constraint are convex, there exists exactly one minimum on the constraint, which takes its maximum value for x 1 = 9 + max(η)
By choosing V max > 2600, it is assured that the isoline V (x) = V max always contains admissible states. If the state is in a minimum of the Lyapunov function on the constraint V min , the derivativeV
maximally increases with the ratė
If V max and α are then chosen to fulfill
e.g., V max = 2700 and α = 35, the optimization from Theorem 3 is feasible and the solution renders the system bounded. Fig. 5(a) depicts the state trajectories of the unconstrained system behavior in comparison to the constrained system controlled with corrective control from (36) and Theorem 3. It is observed that while the unconstrained system approaches the origin asymptotically, both constrained trajectories remain at state values with x 1 > 8 due to the added constraint and the achieved invariance. The oscillation in the trajectories is due to the dynamic constraint. However, the state trajectory of the system controlled by (36) exhibits a growth in x 2 , whereas the trajectory with control from Theorem 3 eventually ends up in a bounded limit cycle close to V (x) = V max . Example 3: Consider the same system and constraint as in the previous example but with nominal control u = [−0.1x 1 , −0.1x 2 ] . The nominally controlled system is again globally asymptotically stable, which is shown by the Lyapunov function V (x) = x x. The same values of V max and α as in the previous example are used. Fig. 5(b) depicts the state trajectories of the unconstrained system behavior in comparison to the constrained system controlled with corrective control from (36) and Theorem 3. Consistent with the previous example, the unconstrained system approaches the origin asymptotically but both constrained trajectories remain at state values with x 1 > 8. Here, however, the state trajectories of both constrained systems are equivalent and are both bounded. This is due to the fact that in this case, the projection of nominal control onto the constraint results in a behavior that does not increase the Lyapunov function thus automatically fulfilling the additional condition of Theorem 3.
V. EXPERIMENTAL EVALUATION
In order to illustrate the capabilities of invariance control, an experiment is designed and conducted. The end effector of an anthropomorphic manipulator with seven degrees of freedom (n q = 7) is in direct contact with a human. One human exerts forces in order to achieve a desired behavior of the end effector. The manipulator reacts compliantly to those forces. A second human is moving in the vicinity of the robot. In order to keep this human safe, the robot should keep a safe distance at all times.
Especially, the application of the previously unknown, external disturbance forces illustrates the advantage of invariance control over collision avoidance approaches, such as potential fields [18] . Even without the knowledge of the magnitude or the direction of the applied force, invariance control is able to guarantee adherence to constraints, whereas potential functions are only able to give such a guarantee if they are designed to absorb all energy from the dynamics and the external forces, which would require prior knowledge.
A. Nominal Control
The nominal control scheme is impedance control, which achieves the desired compliant behavior of the manipulator. Using task space impedance control (7) enables the design of the robot compliance in task space. A sensible choice of the parameters achieves the desired behavior in reaction to forces exerted by the human partner. The impedance control scheme does, however, not enforce the constraints.
B. Constraints
Constraints as in (9) are conveniently defined in Cartesian space, thus limiting the translational motion of the end effector. In the task at hand, the task space is the translational Cartesian space with the task coordinates p(t) ∈ R 3 . The forward kinematics (4) and the Jacobian (5)- (6) are determined by the structure of the manipulator [38] . Typical shapes, which are used to model obstacles, are box or spherical constraints. Here, we choose one exemplary constraint to keep the human hand safe. Naturally, more constraints may be added to account for the entire human body.
We choose a spherical constraint with a fixed radius. In order to account for the moving human, the center position of the sphere varies over time. The output function is given by
with the dynamic center position c m (t) ∈ R 3 and the constant radius c r ∈ R. The parameters have to be chosen such that the human (or object) that has to be kept safe is contained entirely. Note that the radius and shape of the constraint may even be chosen to account for uncertainties in the motion.
C. Corrective Control
Based on the chosen constraint, corrective control is derived according to Section III. In the following, the explicit dependencies of the quantities are omitted for notational convenience, e.g., p(q) = p, a ( p, q, c m ) = a . The I/O linearization is determined by differentiating (44) with respect to timė
Using (5), differentiation yields 
The value of c m and its time derivatives up to the second order are derived from the data collected using the motion-tracking system. The torque error e τ is assumed to be equal to zero, which is validated by the positive experimental results. Since only one constraint is defined, determining the set I (41) is trivial, and (42) may be used to determine corrective control. Note that the additional condition for boundedness from Theorem 3 does not need to be enforced in the experimental evaluation. Similar to Example 3, the combination of the constraint and nominal stiffness control yields a naturally bounded system.
D. Setup
Fig . 6 depicts the actual experimental setup and Fig. 7 shows a more detailed schematic view. In general, the goal of introducing a safety control scheme is to keep humans in the vicinity safe. This requires tracking of the human body parts, e.g., by a vision-based perception system. Here, for the sake of demonstration, we employ our Qualisys Motion Tracking System to track and avoid any collision with a human hand. Note that since the control law only depends on the motion measurements but not on any model of the human movements, the results for different human subjects resemble one another apart from different humans choosing different trajectories. Therefore, we only show the results generated with one human. The hand is marked with a rigid body, the centroid of which defines the center position c m (t) of the spherical constraint (44). The constant radius c r of the spherical constraint is then chosen such that the sphere encloses the human's hand.
The controlled robotic system is an anthropomorphic manipulator with seven degrees of freedom [38] . The joint position encoders measure the joint angles. Based on this measurement and the forward kinematics, the Cartesian position p(t) of the end effector is determined. The previously derived invariance control law, combining the nominal impedance control with the constraint, is implemented in the Real-Time Workshop of MAT-LAB/Simulink, which uses a discrete-time Euler solver. The sampling frequency is 1 kHz. The external force f ext = J(q) τ ext , applied to the end effector by the interacting human, is measured by a JR3 sensor, which senses forces and torques with six degrees of freedom.
The experiment is executed in two steps. During the entire time, the end effector tries to hold a desired nominal end effector position p des but reacts compliantly to exerted forces due to the nominal impedance control law. In a first trial, there is no physical contact between human and robot, i.e., no external forces, and the robot holds the desired position. The marked hand then approaches the end effector until an evading motion is carried out by the robot. In a second trial, a physical coupling between a human and the end effector is introduced, meaning that a second human firmly grasps the end effector and exerts forces to move the end effector in arbitrary directions. The nominal control and boundary parameters used in the experiment as well as the desired position of the end effector in robot base coordinates are provided in Table I .
E. Experimental Evaluation
The experimental data are evaluated with respect to constraint adherence, i.e., invariance, and boundedness of the tracking error. The results obtained in the first step without external forces are illustrated in Fig. 8 . The figure shows the value of the invariance function as well as the deviation of the end effector position from the desired position p des . It may be observed that a bounded deviation from the desired position occurs when the invariance function is reduced to zero. Since the invariance function takes zero value when the system approaches the constraint, it is clear that a deviation has to occur in order to avoid a violation of the constraint. Apart from a slight chattering effect at zero, which results from the sampled time implementation of the continuous control scheme, the invariance function is never positive, which illustrates the invariance of the controlled system. A removal of the constraint, i.e., a motion of the human away from the end effector, allows the end effector to move back to the desired position.
Then, the physical contact with a human is established. Fig. 9(a) shows the fraction of the applied force, which is directed toward the constraint. The bounded deviation of the end effector from p des , as shown in Fig. 9(b) , is caused by the applied forces as well as by the approaching human hand. During the first 10 s, the distance between the end effector (red line) and the constraint (green dash-dotted line) is large and the invariance function is negative, i.e., the deviation is solely caused by the force. Naturally, the forces affect the value of , since the output function (44) and depend on the end effector position p(t). The figure shows that only takes nonpositive values, meaning that even in the presence of external forces, the robotic system is kept invariant by the control scheme and the constraint is not violated. For = 0, the system is at the boundary of the invariant set and the constraint is directly at the end effector, which is illustrated by the fact that the red and green lines coincide. On one hand, the system reacts in compliance to forces directed away from the constraint as, for example, at t = 25 s, which decrease the value of and move the end effector away from the constraint. On the other hand, forces directed toward the constraint do not lead to a violation of the constraint or a positive value of . Instead, the system is stiff and keeps its value of zero as, for example, at t = 15 s. This emphasizes the fact that invariance control renders a robotic system invariant and avoids constraint violation. Since the applied forces and the constraint motion are bounded, the deviation of the end effector from the desired position is also bounded throughout the experiment.
These results from the experiment encourage the application of invariance control to robotic systems in scenarios involving humans and physical interaction with humans.
VI. CONCLUSION
This paper introduces a novel control scheme for robotic systems, which enables constraint admissible manipulation in dynamic environments as well as in close and physical interaction with humans. The derived control law is implemented in addition to a stabilizing nominal control law and only interferes with nominal behavior, to avoid the violation of a constraint, which allows the application in a variety of scenarios. Invariance control provides a method for defining an admissible set and determining a corrective control law, which keeps the system states in an invariant subset of the admissible set even in the presence of external forces and input disturbances. It renders the system positively invariant with respect to this set, thus guaranteeing constraint adherence. At the same time, the tracking error remains bounded. The provided experimental results illustrate the capabilities of the control scheme.
APPENDIX
Proof of Lemma 1:
The system is rendered invariant, if the invariance function describing the invariant set is not increasing at the boundary of the invariant set (24) , where i (x, η,η, γ i ) = 0 holds. We consider both relative degrees separately.
For r i = 1,ẏ i = z i ≤ z c,i holds and the invariance function is given by (22) . For i (x, η, γ 
The invariance function is not increasing on the boundary of the invariant set and the input renders the system invariant.
For r i = 2,ÿ i = z i ≤ z c,i holds and the invariance function is given by (23) . Again, i (x, η,η, γ i ) = 0 holds on the boundary of the invariant set, but now there are three cases to consider. Forẏ i > 0, the pseudoinput is given by z i ≤ z c,i = γ i < 0. For this input, the time derivative of the invariance functioṅ
is negative for z i < z c,i = γ i < 0 and equal to zero for z i = z c,i = γ i . For z i = γ i , the higher order time derivatives are also equal to zero, since the constant factor carries through. Therefore, the invariance function is not increasing. Forẏ i < 0, the time derivative of the invariance function is given by˙ i (x, η,η, γ i ) =ẏ i < 0. This means that the invariance function is decreasing independently from the control input. Finally, forẏ i = 0, the pseudoinput is given by z i ≤ z c,i = 0. The time derivatives of the invariance functioṅ
show that the invariance function is not increasing. As a result, the control inputs (26) and (27) render an integrator chain with one and two states, respectively, invariant with respect to the set (24) .
Proof of Theorem 1: Corrective control is determined by the constrained minimization problem (36) . The constraint, which has to be fulfilled by the control torque τ c , is given by (35) . As a result, from (12) , the left side of the inequation is the pseudoinput of the active constraints, generated by the control torque:
Therefore, the input of the integrator chain resulting from the I/O linearization fulfills the elementwise condition
An input z i ≤ z c,i for all active constraints renders an integrator chain invariant with respect to the invariant set, cf. Lemma 1. Additionally, the remaining inactive constraints are not in danger of violating a constraint and stay within the invariant set for any control action. Therefore, the solution of the constrained minimization problem provides a corrective control input, which renders the system controlled positive invariant with respect to the invariant set.
Proof of Theorem 2:
The system is outside of the invariant set, if at least one invariance function has a value larger than zero and it will enter the invariant set, if the control signal is such that the invariance functions result in nonpositive values. Therefore, the system is guaranteed to enter the invariant set, if the control signal is such that any state trajectory starting outside of the invariant set is guaranteed to enter the set eventually.
For constraints with relative degree r i = 1, the invariance function is given by (22) . As the constraint is active, i.e., initially y i,0 = y i (t 0 ) > 0, the input z i of the linearized integrator chain fulfills z i = z c,i ≤ γ i < 0, cf. (26)- (36) . Asẏ i = z i holds for r i = 1,ẏ i ≤ γ i < 0 holds as long as the constraint is active, i.e., as long as y i has a positive value. This means that y i and, therefore, also the value of the invariance function is decreasing until y i = 0 is reached, when the system enters the invariant set of the constraint. Sinceẏ i is strictly less than zero, this will happen in a finite time interval T ≤
For constraints with relative degree r i = 2, the integrator chain of the linearized system has two states y i andẏ i . The invariance function is given by (23) . The areas of the linearized state space, for which the invariance function has a positive value, are given by (A) {x,
We now show that, starting from any arbitrary point in sets (A), (B), or (C), the system will eventually enter the invariant set.
First, assume the initial configuration lies within set (A). The constraint is active andÿ i = z i ≤ z c,i = γ i < 0 holds, cf. (27)- (36) . Sinceÿ i is strictly less than zero,ẏ i decreases and reaches zero after a finite time interval T 1 . During that time, the output y i increases its value sinceẏ i > 0 holds and may even become positive. If, after the time interval T 1 , y i ≤ 0 holds, the system is within the invariant set, sinceẏ i = 0 holds. Otherwise, y i = 0 andẏ i > 0 holds after a time interval T < T 1 , meaning that the system enters the set (B). Now assume, the initial configuration lies within (B). The constraint is active andÿ i = z i ≤ z c,i = γ i < 0 holds, cf. (27)- (36) . Similar to the previous case,ẏ i decreases and will reach a value of zero after a finite time interval T 2 . During that time, the output y i will further increase its value sinceẏ i > 0 holds. After the time interval T 2 , y i > 0 andẏ i = 0 holds, while the input is still strictly negative, meaning that the system enters set (C).
Finally, assume the initial configuration lies within (C). The constraint is active andÿ i = z i ≤ z c,i = 0, cf. (27) - (36) . The value of y i decreases, sinceẏ i < 0 within set (C). Withÿ i ≤ 0,ẏ i either remains constant at its strictly negative value or decreases further. Therefore, after a finite time interval T 3 , y i = 0 is reached, whileẏ i < 0 holds, meaning that the system enters the invariant set.
Therefore, for constraints with r i = 2, starting from arbitrary states outside of the invariant set, the state trajectory evolves such that the invariant set is entered within a finite time interval T f ≤ T 1 + T 2 + T 3 . The trajectory may either evolve from set (A) or (C) directly into the invariant set, from set (A) over sets (B) and (C) or from set (B) over set (C) into the invariant set.
Proof of Theorem 3: This proof is conducted in two steps: First the existence of parameters V max and α is shown, for which the optimization has a unique solution and second the resulting boundedness of the tracking error is proved.
In order to show that the minimization has a solution, it suffices to determine one input τ c that fulfills both conditions: the invariance condition, which ensures constraint adherence, and the convergence condition, which guarantees boundedness. By Assumption 6, there exists a solution to (36) , i.e., the minimization problem with solely the invariance condition. holds for all x ∈ X . Hence, in all cases, there exists at least one τ c , which solves the minimization problem but which is not necessarily the optimal solution. Since, the optimization is strictly convex, there exists a unique solution to the problem.
With the existence of a corrective control input established, we turn to the tracking error. The solution of the minimization fulfillsV (e,ė) ≤ max(α(V max − V (e)),V no (e,ė no )).
Additionally, for V (e) > V max , the right-hand side is nonpositive, as α(V max − V (e)) < 0 holds andV no (e,ė no ) ≤ 0 by Assumption 2. Therefore,V (e,ė) ≤ 0 holds, which means that the Lyapunov function is bounded with V (e) ≤ max(V max , V (e(t 0 ))). As V (e) is a Lyapunov function showing global stability of the tracking error, it is continuous and radially unbounded, meaning that if the norm of e goes to infinity, so will V (e). Therefore, by the converse argument, if V (e) is bounded, so is e..
