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Résumé 
On va étudier le problème de la détermination statique des pa.ires de com-
mandes de communication qui peuvent se synchroniser lors de toute exécution 
d'un programme lvliLC, sa.us tenir compte des états mémoire. 
MiLC1 est un langage de programmation parallèle avec une sémantique de 
communication et synchronisa.tian par rendez-vous [-!] ( tels C'.SP [G, 10], Oc-
cam [9, -5] ou ADA). 
La méthode retenue se fonde sur l'unification abstraite, pour chaque canal 
de communication entre deux processus du programme, de deux expressions 
régulières synthétisant les traces cl 'exécution possibles des commandes de 
conununications envoyées et attendues. 
Une analyse des dépendances entre les conunamles de communication d \rn 
même processus permet de modéliser les conditions de séquentia.lité de deux 
synchronisations sur deux canaux différents. 
1 Mini-Langage Communiquant. 
3 
Abstract 
This study concerns the static determination of communication commands 
pairs which can synchronize during a.uy execution of a MiLC program, with-
out ta.king ca.re of memory sta.tes. 
:tviiLC2 is a. pa.raUel programming la.nguage with the handshaking [--!] as 
a communication and synchronization semantics (like CSP [G, 10], Occam 
[9, .5] or ADA). 
The method relies on the abstra.ct unification, for ea.ch communication canal 
between two processus of the pa.rallel program, of two regular expressions 
synthesizing the possible execution traces of the sended and awa.ited com-
munications. 
A dependency a.na.lysis in the commtuüca.tion conunands of a same proces-
sus, ma.kes possible the representa.tion of the sequentiality conditions for two 
synchroniza.tions on two different canals. 
2 Mini-Langage Communiquant., which means Mini Conununicat.ing Language. 
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1.1 Position du Problè1ne 
Les influences conjointes de la technologie ( multiprocesseurs, réseaux 
locaux, ... ) et de la méthodologie de la programmation (principe de décom-
position en parties indépendantes) incitent de plus en plus à. concevoir un 
programme comme un ensemble de processus parallèles. 
Le parallélisme occupe une place importante dans le développement 
actuel de l'informa.tique. On le retrouve à. tous les niveaux de conception. 
Au niveau de l'architecture des machines tout d'abord, mais aussi au niveau 
de la coopération de plusieurs machines. Une station de travail par exemple 
ne peut plus se concevoir qu 'immergée dans un réseau local lui permettant 
de partager de nombreuses ressources avec d'antres stations. 
Cette évolution est extrèmement rapide et a soulevé de uombreux pro-
blèmes de conception, de méthodologie de progranunation et de validation 
des programmes produits [4]: 
1. Comment exprimer le paraUélisme dans un langage de programmation '? 
2. Comment concevoir des algorithmes pour utiliser véritablement la 
puissance théorique de calcul que le parallélisme prornre '? 
3. Comment spécifier, évaluer et valider ces algorithmes, qui sont pro-
fondément non-déterministes par nature '? 
De plus, la dépendance mutuelle des processus mis en para.llèle n'est 
généralement que relative: les processus peuvent entrer en compétition pour 
l'accès à des ressources communes, ou bien se conuuuniquer des informa-
tions de façon à. coopérer à la réalisation d'un but commun. Cette inter-
dépendance entraîne d'autres problèmes: 
1. l'interblocage des processus: la situation où chaque processus attend 
une autorisation (un message d'un autre processus, ou une information 
sur une ressource commune) avant de continuer son exécution; 
2. la famine d'un des processus: la situation où ce processus n'accédera. 
jamais à une ressource commune qn 'il convoite pour continuer son 
exécution; 
La résolution des problèmes engendrés par la compétition et la coopéra-
tion des processus passe par la définition de mécanismes respectivement de 
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synchronisation et de communication1 . La résolution des problèmes de vali-
dation et d'évaluation des programmes fait appel aux techniques de preu1ws 
de programmes et d'analyse sémantique. 
Le but de ce travail est de développer puis d'automatiser une méthode 
d'analyse sémantique des communications entre processus d'un programme 
d'une classe de langages paraUèles non-déterministes, de façon statique (c'est.-
à-dire sans exécution de ce programme). Il s'agit de la détermina.t.ion d'un 
sur-ensemble des paires de conuuandes d'émission/réception qui se synchro-
nisent à l'exécution, ce qui permet de prédire un interblocage des processus si 
cet ensemble est vide. C'est de plus une aide au programmeur, qui peut ainsi 
vérifier si ces commmlications correspondent aux spécifications. Cela peut 
enfin être une aide pour un compilateur ayant à décider de l'emplacement 
physique des processus, et de l'allocation des canaux physiques de communi-
cation entre les processus, de façon à optimiser le transfert des informations 
lors des communications. 
1.2 Organisation de !'Exposé 
Dans un premier chapitre, le langage de programmation pa.rallèle choisi 
pour illustrer cette méthode d'analyse est présenté. On exposera d'abord les 
choix et hypothèses a.yant conduit à. la définition de ce langage, pour ensuite 
en donner sa syntaxe et sa sémantique. Quelques exemples de programmes 
parallèles écrits dans ce langage seront donnés. 
Dans le chapitre suivant, le problème que se propose de résoudre cette 
méthode sera défini; à. cette fin, on définira. Ifs traces de comma11de8 de 
communication d'un progran11i1e parallèle. Quelques simplifications pouvant 
être prises en compte lors de la résolution du problème seront expliquées. 
Dans un troisième chapitre, la méthode d'analyse proposée sera. exposée, 
et notamment l'algorithme d'unification des expressions régulières constru-
ites sur les canaux de conununication entre les processus séquentiels. 
On exposera. ensuite brièvement deux travaux similaires: ceux de K. Apt.[2] 
et de N. Mercouroff[7]. 
Enfin, avant de conclure, un dernier chapitre sera consacré à la maquette 
logicielle d'analyseur construite, automatisant la méthode proposée. 
Tout au long de l'exposé, les différentes étapes de l'analyse seront ap-
pliquées aux exemples cités dans le premier chapitre, à titre d'illustration. 
1 Ces deux mécanismes peuvent. être confondus en un seul: c'est, le cas par exemple du 
mécanisme de communicat.ion par rendez-vous (haru/.shaking). 
Chapitre 2 
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2.1 Contenu du Chapitre 
On commencera. par exposer les choix qui ont été retenus clans le pro-
cessus de définition du langage de programmation parallèle analysé. 
On donnera ensuite les syntaxes de MiLC1 : la syntaxe abstraite qui 
servira. de référence pour toute analyse du langage dans les chapitres suiv-
ants, et la. syntaxe concrète qui servira. à. construire l'analyseur syntaxique 
d 'APaChe2 et à. écrire des programmes IviiLC pou va.nt être analysés par 
APaChe. 
A va.nt de donner différents exemples de programmes IvliLC -exemples 
qui serviront tout au long de ce mémoire à. illustrer les différentes phases de 
l'analyse, on donnera. une sémantique intuitive de IviiLC'. 
On terminera ce chapitre en donnant un a.perçu de la. réalisation de 
l'analyseur syntaxique d'APa.Che. 
2.2 Choix et Hypothèses 
2.2.1 Les Choix Antérieurs à MiLC 
MiLC est un la.ngage académique. Son utilisation sera. plus que proba-
blement limitée à l'illustration de cet exposé, et à. servir de langage pour 
écrire <les programmes parallèles pouvant être analysés par APaChe. 
Etant donné qu'un programme MiLC ne devra. pas être exécuté, on a délibé-
rément voulu privilégier la simplicité par rapport à. toute autre considération, 
excepté le fait que IviiLC doit pouvoir supporter la programmation ( peut-
être à. un niveau plus abstrait) des programmes pouvant être écrits dans de 
vrais langa.ges de programmation parallèle, tels Occa.m[9]ou ADA. On a donc 
écarté toute instruction de définition de type ou de déclaration de variables 
pour ne garder que les structures de contrôle cl "alternatives ou de répétition. 
ainsi bien sùr que les commandes de communication et de synchronisation, 
en la.issant libre la syntaxe des autres instructions. 
Le mécanisme de communication choisi est le rrndc.:-vous[.J]. Ce mécanisme 
offre l'avantage de supporter la synchronisation des processus communi-
quants sa.us l'introduction d'instructions spécifiques supplémeut.a.ires. De 
plus, contrairement aux systèmes à. mémoire commune, ce modèle n ïmplique 
ni loca.lisa.tion ni référentiel commun pour les processus. La seule notion 
1 Mini-Langage Communiquant 
2 Analyseur de Programmes Communiquants 
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globale est la ca.usalité induite par les transferts d'informations ( une infor-
ma.tian ne peut en effet être reçue avant d'avoir été émise). 
De plus, on a choisi un mécanisme de communication point-à-point entre les 
processus, sans file d'attente, par l'intermédiaire de canaux unidirectionnels, 
ce qui simplifie encore le modèle. 
2.2.2 Les Hypothèses Générales 
Le nombre de processus 
Le nombre de processus exécutant un programme parallèle IvliLC est 
déterminé statiquement à. l'écriture du programme et non à l'exécution. 
Ceci exclut donc la création dynamique de processus. 
Chaque processus correspond à. un programme séquentiel, et est identifié 
par un numéro correspondant à sa position dans le texte du programme 
parallèle. 
Les types d'instructions 
Le programme séquentiel de chaque processus est composé de deux types 
de commandes: des instructions interne8 et des instructions de communica-
tion. Chaque instruction interne est exécutée indépendamment des autres 
processus ( aucune hypothèse n'est faite sur la vitesse rela.tive des proces-
sus), les instructions de conununication permettant une coopéra.tian a.ver 
les autres processus par l'échange d'informations et le mécanisme de syn-
chronisation sous-jascent. 
Ces instructions de communication consistent en une écriture ou une lecture 
avec un des autres processus identifié statiquement par son numéro. Une 
exécution d'une commande d'écriture par le processus I vers le processus 
J suppose l'exécution simultanée par celui-ci d'une commande de lecture 
depuis le processus I. 
Les communications 
Les conununications sont de type point-à-point, ce qui signifie qu'elles 
se déroulent entre deux processus identifiés. Les communications de ty1>e 
di.fjusion (one-to-many ou many-to-many) sont exclues. Il n'y .a de plus 
pas de ca.na.l typé pour l'échange d'informations, celles-ci étant supposées de 
même type puisqu'aucune instruction de typage n'est prise en compte lors 
de l'ana.lyse. 
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Les instructions d'alternative 
On a choisi des conunandes gardées comme mécanisme d'alternative 
entre des instructions d'un processus, essentiellement pour leur élégance. 
Des gardes contenant des instructions de lecture ont été ajoutés aux gardes 
booléens classiques pour permettre l'écriture simple de certains types de 
programmes. 
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2.3 Syntaxe de MiLC 
A va.nt de donner la. syntaxe concrète de MiLC. on va donner une syntaxe 
abstraite, c'est-à-dire ne reprenant que la structure du langage. Elle servira 
pour toute analyse ultérieure du langage. 
2.3.1 Syntaxe Abstraite 
pp E Progll : programmes parallèles 
p E Prog : programmes séquentiels 
ins E I ns : instructions 
gins E Çins : instructions gardées 
g E (Jardes : gardes 
b E Bool : expressions booléennes 
var E Var : va.ria,bles 
n E N : entiers 
l E [tiq : étiquettes ( une étiquette est un identificateur d'instruction) 
PP ::= Pl Il · · · Il Pn 
p ::= /.11.S 
ins .. = skip I interne 1 / : n! uar 1 / : 11? var I i11.s1; 1ns2 
IDO gin.s1 ... gins71 0D I IF gins1 ... giw, 11 FI 
gins ::= g 1-+ ins 
g ::= b 1 / : n? var 
Ce qui signifie: 
1. qu'un programme parallèle est une suite de programmes séquentiels 
séparés par les symboles 11-
2. qu'un programme séquentiel est une suite d'instructions. 
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3. qu'une instruction est une <les conuna.ndes suiva.ntes: 
• une commande d'écriture ( ! ) 
Le tra.nsfert de la. valeur d'une va.ria.hie du processus contena.nt 
cette commande vers le processus désigné da.us la. commande. 
• une commande de lecture (?) 
L 'a.ssigna.tion d'une valeur transférée à. pa.rtir du processus désigné 
da.us la. commande, à la. varia.hie spécifiée3 
• une commande d'alternative ,c;imple ( IF ... FI) 
Un branchement possible sur une des instructions gardées définies 
da.ns la commande. 
• une commande d 'alternatiue répétée ( DO ... 0D) 
Une boucle sur les instructions ga.rdées définies dans la com-
ma.n<le. 
• une commande interne 
Une commande interne est toute a.utre conuna.nde (par exemple 
l'affectation, les déclarations de type, ... ). Ces conuua.ndes ne 
seront pas prises en compte lors del 'a.nalyse des communications. 
2.3.2 Syntaxe Concrète 
La syntaxe de MiLC est donnée en BNF. 
Un commentaire commence par '#' et se termine par une marque de fin de 
ligne. 
Composition parallèle 
prograrnrne_parallele: := liste_prograrnrnes_sequentiels 
liste_prograrnrnes_sequentiels: := prograrnrne_sequentiel 
1 prograrnrne_sequentiel 11 liste_programmes_sequentiels 
Séquencement des instructions 
prograrnrne_sequentiel: := liste_instructions 
liste_instructions::= instruction I instruction; liste_instructions 
instruction::= operation_interne I lecture I ecriture I alternative 
Une opém.tion_inteme est toute a.utre opération qu'une lecture, écriture, ou 
alterna.tive. Sa syntaxe est donc libre. 
3 Cet.t.e commande peut. êt.re vue comme une affectc1tio11 à di.stcmce. 
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Communications 
lecture::= numero_prograrome_sequentiel? nom_variable 
ecriture: := numero_prograrome_sequentiel ! nom_variable 
1G 
Un numéro_programme_séquentid est un nombre entier désigna.nt un des 
processus, sa.chant que ceux-ci sont comptés à. partir de 1 dans le texte du 
programme parallèle. 
Instructions gardées 
alternative::= alt_simple I alt_repetee 
alt_simple: := ALT liste_choix FALT 
alt_repetee::= ALT* liste_choix FALT 
liste_choix::= choix I choix liste_choix 
choix::= CASE garde_booleen -> liste_instructions 
1 CASE lecture-> liste_instructions 
Un garde_booléen est une expression dont la valeur est vrai ou faux. 
On désignera par un garde_lecture un ga.rde qui contient une instruction de 
lecture. 
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2.4 Sémantique de MiLC 
On ne donnera qu'une sémantique informelle de IvliLC, en reprenant 
ses différences par rapport à. un langage traditionnel de programmation 
séquentielle. 
• Chaque programme séquentiel composa.nt le programme parallèle est 
exécuté par un processus indépendant des autres en vitesse et lieu 
d'exécution, et qui possède sa mémoire de travail propre. Aucune 
hypothèse n'est donc faite sur la vitesse relative des processus. 
• On suppose l'existence de deux canaux unidirectionnels de communi-
cation entre chaque paire de processus: un dans chaque sens. 
• La conununication entre deux processus se fait par rendez-vous, re qui 
veut dire qu'un processus i ne peut exécuter une couuuande d'émission 
vers le processus j que si celui-ri est prêt à exécuter une conunande de 
réception à. partir du processus i . 
• Les instructions ALT ... FALT et ALT* ... FALT délimitent des 
listes d'instructions gardées, chacune précédée d'un garde. Une liste 
gardée d'instructions ne peut être exécutée que si son garde est évalué 
à vrai dans le cas d'un garde booléen, ou si le rendez-vous peut avoir 
lieu dans le cas d'un garde lecture. 
• Dans une alternative, si plusieurs gardes sont évalués à. vrai • le pro-
cessus choisit une des liste_instructions de ces gardes à sa conl'e1wnce 
et l'exécute. 
• Dans une alternative, si aucun garde n'est évalué à. vrai, le processus 
exécute l'instruction suivant l'alternative. 
• Dans une commande d'alternative ALT* ... FALT , le processus 
exécute cette commande jusqu'à ce que tous les gardes booléens soi-
ent évalués à. fau:i: et qu'aucun garde lecture ne puisse être exécuté; 
la. commande d'alternative ALT .. . FALT n'est par contre exécutée 
qu'une fois. 
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2.5 Exemples de programmes 
Suivent trois exemples de progranunes parallèles écritR en IvliLC. Ce8 
exemples sont donnés à des fins d'illustration seule, et seront d'ailleurs repris 
lors de l'explication de chaque phase de l'analyse. 
Un quatrième exemple, de taille nettement plus import.ante, est donné 
en annexe a.fin de ne pas alourdir l'exposé. Il s'agit d'une adaptation du 
fameux problème des philosophes posé par Dijkstra et bien connu clans la. 
littérature. 
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2.5.1 Producteur-Consommateur Avec Liste d'Attente 
Le programme se compose de trois processus parallèles: un producteur, 
un consomma.teur et une file d'attente à. dix positions. Le producteur est 
un processus qui est détenteur d'une ressource ou qui la. construit, a.fin de la. 
mettre à. la disposition du consommateur pour que celui-ci s'en serve à. ses 
propres fins. 
Pour que le flux des ressources entre ces deux processus soit un peu plus 
indépendant de leurs vitesses relatives, on introduit un troisième processus 
qui va. jouer le rôle de tampon entre le consommateur et le producteur, en 
géra.nt une file d'attente des ressources disponibles, ici une file d'a.ttent.e à. 
dix positions. 
Le producteur envoie donc la. ressource construite dans la. file d'attente si 
celle-ci n'est pas pleine, et le consonuna.teur retire de celle-ci la. première 
ressource mise à. sa disposition si elle existe. 
Puisque les gardes d'écriture ne sont pas permis en MiLC, il faut un double 
échange de messages entre le huffer et le consommateur: un de la. part du 
consommateur pour avertir le buffer qu'il attend une ressource, et un de la. 
part du buffer pour envoyer cette ressource au consonuna.teur. 
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#---------------------------------------------------
# Producteur-Consommateur avec buffer a 10 positions 
#---------------------------------------------------
#---------------------
#--- Le Producteur ---
#---------------------
ALT* 
CASE vrai 
-> produire(P); 
2! P; 
FALT 
Il 
#-----------------
#--- Le Buffer ---
#-----------------
BUF: tableau[1 .. 10] d'entiers; 
min,max,nbr,demande: entiers; 
min:= 1; max:=1; nbr:=O; 
ALT* 
CASE nbr < 10 & 1? BUF[max] 
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# la liste d'attente n'est pas pleine et une production est prete 
-> nbr:= nbr +1; 
max:= (max +1) mod10; 
CASE nbr > 0 & 3? demande 
# la liste d'attente n'est pas vide et une consommation est demandee 
-> 3! BUF[min]; 
nbr: = nbr -1 ; 
min:= (min +1) mod10; 
FALT 
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#-----------------------
#--- Le Consommateur ---
#-----------------------
ALT* 
CASE vrai 
-> 2! demande; 
2? C; 
consommer(C); 
FALT 
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2.5.2 Tri Min-Max d'un Tableau de Nombres 
Le programme se compose de deux processus parallèles: un qui compare 
deux à. deux les éléments des tableaux de nombres Tl et T2, et un autre qui 
range dans les tableaux Tmin et Tmax respectivement les plus petits et les 
plus grands. 
#---------------------------------------------
# Comparaison Min-Max de 2 tableaux de nombres 
#---------------------------------------------
#-------------------
#--- Comparaison ---
#-------------------
i:= O; 
ALT* 
CASE i < nmax 
-> ALT 
CASE T1[i] < T2[i] 
-> 2 ! T1 [i] ; 
2 ! T2 [i] 
CASE T1[i] >= T2[i] 
-> 2! T2[i]; 
2 ! T1 [i] 
FALT 
i:= i +1 
FALT 
11 
#-----------------
#--- Rangement ---
#-----------------
i:= O; 
ALT* 
CASE 1? Tmin [i] 
-> 1? Tmax[i]; 
i:= i +1 
FALT 
CHAPITRE 2. LE LANGAGE l\III,C 22 
2.5.3 Interblocage 
Ce programme parallèle a deux processus. Une simple analyse permet 
de conclure qu'un des deux processus ne se terminera pas, et ce pour toute 
possibilité d'exécution. 
En effet, la première commande de lecture du deuxième processus ne peut se 
synchroniser qu'a.vec la première couunande d'écriture du premier processus. 
Si la deuxième commande de commtuücation du deuxième processus se syn-
chronise avec la demière commande de communication du premier (la boucle 
n'est pas exécutée), le deuxième processus ne peut pas exécuter sa dernière 
commande. 
Si elle se synchronise avec le garde lecture du premier processus, le premier 
processus ne pourra pa.s exécuter sa dernière commande de communication, 
puisque la dernière commande de communication du deuxième processus se 
sera synchronisée avec la commande de conununica.tion suivant le garde lec-
ture dans le premier processus 
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#----------------------
# Un cas d'interblocage 
#----------------------
# 
#-------------------
#--- Processus 1 ---
#-------------------
2! a; 
ALT* 
CASE b1 
-> 2! b; 
CASE 2? c 
-> 2! d; 
CASE b2 
-> ALT 
CASE b3 
-> 2! e; 
CASE b4 
-> 2! f; 
FALT 
FALT 
2? g 
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#-------------------
#--- Processus 2 ---
#-------------------
1? x; 
1 ! y; 
1? z; 
23 
Chapitre 3 
Le Problème à Résoudre 
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3.1 Contenu du Chapitre 
Afin de donner une définition précise, en termes de traces d'exécution 
d(' conunandes de comrntmication, du problème à résoudre, il convient de 
définir ces traces. 
On s'intéressera. d'abord a.ux programmes séquentiels composa.nt un pro-
gramme pa.ra.Uèle MiLC. On définira les traces de commandes de communi-
cation de longueur finie et infinie. 
A va.nt de donner une définition des traces des commandes de communi-
cation d'un programme parallèle, on définira. les ensembles de traces com-
patibles. 
Toutes ces définitions seront construites par induction sur la structure 
d'un programme MiLC, c'est-à-dire sur sa syntaxe abstraite. 
On présentera. ensuite deux simplifications importantes qui peuvent in-
tervenir dans la logique de résolution de ce problème: 
1. une division du problème en deux sous-problèmes pouvant être résolus 
indépendamment 
2. une division des traces à unifier en sous-traces. 
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3.2 Traces d'un Programme Séquentiel 
On suppose les instructions numérotées dans chaque programme sé,quentiel 
composant le programme parallèle. Une instruction n p Ntr étiquettée l sera 
référencée par < /, n, p > où p dénotera. '? ou ! 
Une trace est une suite finie ou infinie de triplets <le la forme < l, 11, p >. In-
tuitivement, une trace de conunandes de conununication représente la suite 
des conuna.ndes de conununication qui ont eu lieu lors d'une exécution. 
3.2.1 Traces Finies 
On définit une fonction tf (pour traces .finies1 ) qui associe à un pro-
gramme parallèle MiLC l'ensemble des traces finies de conuua.ndes de rom-
munica.tion qui en sont dérivées. Cette fonction est construite par induction 
sur la syntaxe abstraite d'un programme NiiLC. 
T f : traces finies 
tf: Ins -· P(Tj) 
tf [skip] = {ni/} 
tf [interne] = {11il} 
tf[<l,n,p>] = {<l,n,p>} 
tf [DO gins1 ... gins11 0D] U19J :Sn. l:Sm<•x,tf[gins;J o ... otf[ginsi,,J 
tf [IF gins1 ... gins11 FI] [U;1=1 tf[gi11s;]] U {nif} 
tf [b 1---+ ins] = tf[in.s] 
tf [l: npvar 1---+ ins] = { < l, n, p > }otf[i11s] 
tf [ins1; ins2] = tf[insi] o tf[ins2] 
où l'on définit 
81 o ... o Sn = { 81 • •.• · s11 t Si E Si} ( · est l'opérateur de concaténation); 
nit est la suite vide. 
1 Une trace finie est un abus de langage pour désigner une !.race de longueur finie 
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3.2.2 Traces Infinies 
De la. même façon que pour les traces finies, on définit une fonction ti 
(pour traces infinies) qui associe à. un programme parallèle MiLC l'ensemble 
des traces infinies de commandes de conununica.tion qui en sont dérivées. 
Ti : traces infinies 
ti: Ins __, P(Ti) 
ti [skip] = 0 
ti [interne] = 0 
ti [ < 1, n, p >] = 0 
ti [IF gins1 ... ginsu FI] = Ui=l ti[gins;] 
ti [b .,._. ins] = ti[ins] 
ti [l: npvar .,._. ins] = { < l, n,p > }oti[in.s] 
ti [ins1; ins2] = ti[insi] U (tf[in.s1]oti[ins2]) 
3.2.3 Traces Quelconques 
Tr : traces quelconques 
tr : Ins _ _._ P(Tr) 
tr [ins] = ti[ins] U tf[ins] 
Les traces quelconques vérifient ces propriétés: 
1. tr [ skip] = { nit} 
2. tr [interne] = {nit} 
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3. tr[<l,n,p>]= {<l,n,p>} 
4. tr [DOgins1 ... ginsnOD] = U1s;;;$n, l$.i$o:• tf[ginsi 1 ] ••• tf[gin8i,,_J o tr[gi118i,,] 
.5. tr [IF gins1 ... ginsn FI]= LJ;-~1 tr[ginsi] 
6. tr [b 1--+ ins] = tr[ins] 
7. tr [/: npvar 1--+ in.s] = {< l,n,p >}otr[inc~] 
8. tr [ins 1 ; ins2] = ti[in.s1] U (tf[insi] ·tr[ins2]) 
3.3 Traces d'un Programme Parallèle 
Certaines tra.ces dérivées du texte du programme parallèle ne peuvent 
se produire lors d'une exécution de ce programme, pour des misons de 
séquentia.lité des instructions de commtuiication par exemple. Il faut donc 
a.ffiner la. notion de tra.ces d'un programme pa.raUèle pour n'admettre que 
les traces pertinentes. 
3.3.1 Ensembles de Traces Compatibles 
Soient T1, ... , Tn n traces de longueurs '1, ... , 111, On pose C = {l, ... , I:;;'.,. 1 4: }. 
C représente des instants de synchronisation se succédant dans le temps. 
Soit V={< i,j > t1 :S: i :S: n I\ l :S: j :S: li}. Lestra.ces T1 , ... , T11 sont 
compatibles ssi il existe deux fonctions c+, c- : C --' V telles que: 
1. VkEC: c+(k)=<a,b> l\c+(l,-)=<c,d> 
I\ Ta. J b =< ... , c, ! > /\ Tc I d =< ... , a,? > 
( Chaque commande d'émission doit col'respondre à une commande de 
réception, et vice versa ). 
( Toute commande participe à une 8ynchronisation ). 
3. Vk, k E C, Vi: 1 :S: i :S: n, Vj,]: 1 :S j,] :S l;: 
k < k, é(k) =< i,j >, c+(k) =< i,] >=} j <] 
1,~ < k, c-(k) =< i,j >, c-(k) =< i,] >=} j <] 
( Le8 conditions de 8équentialité entre commande8 de commtmicaiion 
d'un même processus). 
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3.3.2 Traces de Commandes de Communication d'un Pro-
gramme MiLC 
On définit finalement l'ensembles des traces d'exécutions possibles des 
commandes de conununication d'un programme parallèle l\ULC de la. façon 
suivante: 
tr [JJ1 Il•. -IIPn] = { < T1, ... , Tn > tTi E tr[JJi] ( i = 1 ... n) /\ T1, ... , Tn compatlbles} 
3.4 Définition du Problème 
Soit T1 , ... , Tn n traces compatibles. On appelle ensemble des paires de 
commttnica.tion8 correspondant à T1 , ••. , Tn l'ensemble 
Ep ( T1 , ... , Tn ) = { ( n, /3) t 31.: : c+ ( k ) = < a, b >, c- ( k ) = < c. d > , 
Ta. 1 b =< n, c, ! >, Tc I d =< /3, a,? >} 
Pour un programme: 
Ep[JJill • · -IIPn] = uE,,(T1,, ·,, Tn) 
où ( T1 , .. , , Tn) Etr[JJ1 Il • • , IIPn]. 
Il faut calculer une approximation de Ep[JJ1 Il,., IIJJn], 
c'est-à.-dire un ensemble [, (le plus précis possible) tel que: 
Ep[JJ1 Il • · • IIPn] Ç [, 
On en déduit donc que si l'analyse révèle un ensemble[, vide comme résultat. 
le programme pa.rallèle analysé va se trouver En situatirm dïnterbloraye r!f 
8es proce88US pour toute exécution possible. 
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3.5 Simplifications Dans le Traiten1ent 
3.5.1 Orthogonalisation 
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On peut résoudre le problème en résolvant deux sous-problèmes indépendants: 
1. trouver les paires de commandes de commmüca.tion qui peuvent se 
synchroniser, en omettant les conditions de séquentialité à l'intérieur 
d'un programme séquentiel 
2. affiner ce sur-ensemble des commandes de conununication qui peuvent 
se synchroniser pour toute exécution du programme parallèle, en sup-
primant les paires qui ne vérifient pas ces conditions de séquentialité, 
ce qui implique bien sûr une identification préalable de ces conditions. 
3.5.2 Division des Traces 
Soit T1 , ..• , Tn n traces compatibles. Chaque trace T.; peut se décompm,er 
en n-1 traces, notées T.;,;, reprenant les étiquettes de commandes de com-
munication entre les programmes séquentiels i et j. Ces traces T.;,; peuvent 
à leur tour être divisées en deux composantes, notées T/;_; et Ti;.1 reprenant 
les étiquettes des commandes de commmüca.tion envoyées ( respectivement, 
attendues) du programme j vers fé (respectivement, de la part du) pro-
gramme i. 
Il est clair que la compatibilité de T1, ... , Tn implique celle de T_~; et T;~J' 
pour toute paire ( i, j) i -/:, j. 
Cette division des traces Tj en n composantes diminue la. complexité de 
l'ana.lyse, puisque les synchronisations entre deux processus peuvent être re-
gardées indépendamment des autres processus. La division de ces n traces 
en communications envoyées et a.ttendues, rend possible une analyse par 
unifica.tion de ces composantes. 
Chapitre 4 
La Méthode d 'Analyse 
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CHAPITRE 4. LA MÉTHODE D'ANALYSE 
4.1 Contenu du Chapitre 
La méthode retenue se fonde sur l'unification de deux expressions régu-
lières (notées cosex pour COmmunica.tions Sununa.ry EXpression) par ca.nal 
de communication entre processus: une reprenant les traces d'exécution 
possibles pour les conunandes d'émission sur ce canal, l'autre reprenant les 
traces d'exécution possibles pour les commandes de réception sur ce ca.nal. 
Ces expressions régulières, notées ( i ⇒ j )+ et ( i ⇒ j i- pour le ca.ual des 
conununica.tions du processus i vers le processus j, représentent les ensembles 
de traces Ti~j et Ti~/. 
Avant de l'appliquer aux trois exemples précédemment cités, on expli-
quera. un algorithme permettant de dériver les cosex construits sur les canaux 
de commtuücation à. partir du texte d 'tm programme ivliLC. Le lecteur 
est renvoyé au chapitre "Automati.<:ation de la méthode'' pour les détails 
d'implantation de cet algorithme. 
On poursuivra. en exposa.nt l'algorithme d\mifica.tion de deux cosex. dans 
ses cas de base (cas 1w1·mau;i;) et ses cas exceptionnef.'3: cas qu'il s'avère 
nécessaire de prendre en compte à. cause des manipula.tians faites sur les 
cosex par les cas de base. Le lecteur est renvoyé a.u chapitre "Automati-
.sation de la méthode" pom une explica.tion des détails d'implantation de 
l'algorithme dans l'analyseur APaChe. 
Afin de pouvoir affiner l'analyse en éliminant les pa.ires de commandes 
de communication trouvées lors de l'unifica.tion et qui ne remplissent pas 
les conditions de séquentialité dans les processus, on doit procéder aupar-
avant - lors de la construction des cosex par exemple - à une a.na.lyse des 
dépendances entre commandes de comnrnnica.tion cl 'un même processus2 • et 
par a.près à. une vérification de ces dépendances pour l'ensemble des paires 
trouvé lors de l'unification. 
On définira. la relation de dépendance entre les commandes de communi-
cation d'un même programme séquentiel. On donnera ensuite une définition 
des conditions de dépendance que doivent vérifier les paires de commandes 
de conununication trouvées lors de l'unification. On terminera en appliquant 
la vérification de ces conditions aux trois exemples proposés précédemment. 
Si on fait l'hypothèse de terminaison du programme parallèle, et donc 
1 Formellement., [.(i =} jj+ = {T;"~J t T; E tr[p;]}. 
2 Cette relation de dépendance sera du type '' la commande de comm1111ication étiquetée 
i d<1ns le pmgmmme séquentielp ne peut s 'e,récuter que .si la commcmde de co1111111111icotio11 
étiquetée j d<1ns ce même progmmme <1 déjà été e,l'écutée". 
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de chacun des processus le composant, une analyse en arrière3 des commu-
nications entre les processus est possible4. 
Pour réaliser cette analyse en utilisant la méthode décrite pour l'exécution 
en a.va.nt, il suffit d'inverser les traces cl 'exécution possibles des couunandes 
de communication (ie les cosex) avant de l'a.ppliquer. On commencera. pa.r 
décrire la méthode d'inversion des cosex. Une adaptation <les équations 
de dépendance et des conditions de vérification de ces dépendances est 
néanmoins nécessaire. Ces modifications seront décrites, avant de les ap-
pliquer aux trois exemples proposés précédemment. 
On terminera. ce chapitre en proposant une méthode de recoupe <les 
résultats de l'analyse en arrière avec celle en avant. 
3 Une exécution en arrière d'un programme est, une exécut.ion dans laquelle la 
sémantique de chaque instruct.ion est, respect.ée, mais les instrnct.ions sont exécutées dans 
l'ordre inverse de l'ordre d'exécution habituel. 
4 La terminaison est une condition nécessaire à la pertinence de cette analyse. 
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4.2 Construction des Cosex 
4.2.1 Syntaxe des Cosex 
La. syntaxe des cosex est: 
cosex E Cosex : cosex 
étiq E t:fiq : étiquettes 
cosex : : = nil 
1 étiq cosex 
1 *( étiq cosex) cosex 
1 ?( étiq cosex Il, .. Il étiq cosex) cosex 
Une étiquette est composée du numéro du programme séquentiel, et du 
numéro de la. commande de conununication da.us ce programme. 
Ce qui veut dire 
• qu'un cosex est une suite ( éventuellement vide) cl 'étiquettes. éventu-
ellement séparées par des constructions de la. forme *( ... ) ou ?( ... ); 
• que ces constructions *( ... ) et ?( ... ) contiennent une suite non vide 
d'étiquettes éventuellement suivie d'une suite de ces constructions. 
4.2.2 Une Relation Bien Fondée 
A partir de cette syntaxe, on peut définir une relation bien fondée sur 
les cosex, notée -<: 
1. nil -< e 
3. e -< *(e) 
4. e; -< ?(e1II • .. Jjen) 'vi 
5. ?( ei1 Il • • , llei.,_1 ) -< ?( e1 Il • • , IJen) 
Cette rela.tion servira. lors de l'unification de deux cosex. 
Remarque: 
Cette rela.tion bien fondée est en fait une relation sur la. longueur des cosex. 
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4.2.3 L' Algorithme de Dérivation des Cosex 
La construction des cosex peut se faire en une passe sur le texte du pro-
gramme parallèle MiLC, par exemple lors de la vérification syntaxique de 
celui-ci. Pour des raisons de clarté de l'exposé et de facilité de compréhension, 
on ne donnera. ici qu'un algorithme abstrait de type fonctionnel. Le lecteur 
trouvera. dans le chapitre "A utomati:sation de la méthode'' une explication 
de l'algorithme réellement employé dans l'analyseur développé. 
On définit deux fonctions, cosex+ et cosex-, qui associent à un programme 
para.Hèle IvliLC respectivement l'ensemble des cosex reprenant les traces 
d'exécution possibles pour les commandes d'émission sur les canaux en-
tre les processus, et les traces d'exécution possibles pour les commandes de 
réception sur ces mêmes canaux. Cosex+ /- se définissent en fonction de 
deux autres fonctions, cos+ et cos-, qui associent à un programme séquentiel 
MiLC ces mêmes traces. Ces fonctions seront définies au cas-par-cas sur la 
syntaxe abstraite définie précédemment. 
cosex+ : Progll --. N ---+ N - Co.sea: 
{ cosex+[pp]ij = ( i => j )+ } 
cosex- : Progll---+ N ---+ N - Co.se:r 
{ cosex-[pp]ij = (j => i)- } 
cos+ Prog---+ N ---+ Co.scr 
cos Prog --+ N __. Co.sci: 
cosex+ cosex+[JJ1II •. -IIPn]iJ =cos+[p;]j 
cosex- cosex-[p1II •., llp,Jij =cos-[p;]j 
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cos+l-[skip]j = nil 
cos+l-[interne]j = nil 
cos+[t: nl:v]j = si n = j alors 1 sinon nil 
cos- [l : n!x ]j = nil 
cos+[t: n?x]j = nil 
cos-[!: n?x]j = sin= j a.lors 1 sinon nil 
+/-[' . ] . +/-[' ] . +/-[' ] . cos I.ns1; 1.ns2 J = cos I.ns1 J · cos I.ns2 J 
:rn 
cos+l-[J Fgins1 ... ginsnF I]j = ?( cos+l-[gins1]JII •. -llcos+l-[ginsn]J) 
cos+l-[DOgins1 ... ginsnO D]j = *( cos+l-[gins1]J) .. . *( cos+l-[ginsn]J) 
cos+l-[g i--. ins]j = cos+l-[g]j • cos+l-[i1u1]j 
cos+l-[b]j = nil 
Remarques: 
1. On obtient de nombreux nif da.us les résultats, que l'on peut simplifier 
de la manière suivante: 
(a.) nif· cose:r = cosex ·nif= cose:r 
( b) *( nit) = ni! 
(c) ?(nilll,,,llnil)=nil 
2. Une alternative répétée de la forme 
ALT* 
CASE b -> 
CASE c -> 
CASE d -> 
FALT 
donnera., si toutes les communications dans les instructions gardées 
sont sur le même canal, un cosex de la. forme: 
*C..: .. :,.) * (--:..:_ ... ) * C .. :..:,.:) 
b C d 
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ce qui ne synthétise pa.s toutes les traces d'exécution possibles, alors 
qu'on aurait pu imaginer une forme plus logique les reprenant toutes: 
*C~.~ll~ll~l 
b C d 
Cette simplification des traces prises en considération est faite pour op-
timiser l'unification de deux cosex synthétisant des alternatives répétées. 
En effet, unifier deux cosex du type de la deuxième équation est 
réalisé par un algorithme exponentiel[2] alors que l'algorithme réa.lisant. 
l'unification de deux cosex du type de la première équation ne l'est pa.s. 
Cette simplification peut être faite puisque le but de cet analyseur est 
de détecter un interbloca.ge potentiel des processus composant un pro-
gramme parallèle, et que les traces dérivées de la première équation 
forment un sous-ensemble de celles dérivées de la deuxième. 
4.2.4 Sémantique des Cosex 
Un cosex représente un ensemble de traces d'exécution possibles: 
1. Le cosex nil représente une trace vide. 
2. Le cosex ae représente la trace qui commence par l'exécution de la 
commande de communica.tion étiquetée par o et qui se poursuit par 
la trace représentée par le cosex e . 
3. Le cosex *(e} représente une trace composée de zéro, une ou phrnieurs 
fois la trace représentée par le cosex f . 
4. Le cosex ?(e 1 Il•., lle11 ) représente la trace composée de zéro ou une 
fois la trace représentée par un ( et un seul) des cosex e;. 
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A titre d'exemples, 
a * (/3) représente les sui tes: 
• Cl' 
• a/3 
• a/3/3 
• a/3/3 ... 
a?( /3lh' )6 représente les suites: 
• Cl'Ô 
• a/36 
• œyb 
4.2.5 Applications aux Exemples 
Voici les cosex construits sur les canaux de conununica.tion entre les 
processus, pour les trois exemples proposés. 
Producteur-Consommateur Avec Liste d 'Attente 
1 canal Il composante+ 1 compo.sante - j 
(1 ⇒ 2) *([1,1)) *([2,1]) 
(1 ⇒ :3) nil nil 
(2 ⇒ 1) nil nil 
(2 ⇒ :3) *([2,3)) *([:3.2]) 
(3 ⇒ 1) nil nil 
(3 ⇒ 2) *([3,1]) *([2.2)) 
Tri Min-Max d'un Tableau de Nombres 
1 canal Il composante + 1 composante -
1 (1 ⇒ 2) ? ( [1, 1 )[1,2) 11[1,3)[ 1,4]) *( [2, l )[2,2)) 
1 (2 ⇒ 1) nil nil 
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Inter blocage 
ca.nal composante + compo,c,.ante -
(1 =:, 2) [1,1) *([1,2)) *([1,!]) '?([1,5)11[1,G]) [2,1)[2,3] 
(2::::,1) [2,2] *( [1,:3])[1,7] 
4.3 L'Unification 
4.3.1 Spécifications de l' Algorithme 
L'algorithme prend deux cosex en entrée, les cosex + et - d'un cana.1, et 
fournit, conformément à. leur sémantique, les paires de communica.tion qui 
peuvent se synchroniser sur ce ca.nal. 
• Soient reg1 et reg2 les deux expressions régulières ( notées dans la. syn-
taxe des cosex) construites sur l'alphabet [. des étiquettes; on définit.: 
L.:[ nil ] =tr[ skip ] 
L.:[ etiq e] =tr[ etiq 1'etiq; 1l'e] 
L.:[ *( etiq e1) e2] =tr[DO b ......... "fetiq; 7l'q OD; 1l'e2 ] 
L..:[ ?( etiq e1II •• ,lien) en+d =tr[JFbi -- Î'e;;1l'e;Fl;1l'e,,+J 
a.vec: 
l. Îetiq est le texte de la. commande identifiée pa.r l'étiquette etiq 
2. 1l'e est le texte de la. partie de programme aya.nt donné le sous-
cosex e. 
• L'unification de ces deux expressions est une expression régulière 1treg 
sur l'alphabet [. X [. telle que 
L:[ureg] = {< (a1,b1) .. . (a11,b11) > t < a1, . . a11 >E L.:[rfg1]& 
< b1 .. ,bn >E L.:[reg2]} 
• L'unification abstraite de ces deux expressions ( ce que réa.lise l'a.lgorithme 
proposé) revient à. trouver l'ensemble Aunif tel que 
Aunif(reg1,ng2) = {< (ai,bi) > t 381 E L.:[regi]: .5'1 =< ... ai ... > 
& 35'2 E L.:[reg2] : 82 =< ... bi ... >} 
(ie Aunif(reg1, reg2) = L:[ureg]), et ce sans calculer l'expression 
ureg. 
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4.3.2 Cas de Base 
On écrira [ae,/3/] =< a,/3 > +[e, f] pour: 
"l'unification de deux cosex, dont l'un commence par cr et l'autre par ;3, 
est l'ensemble{< cr, /3 >} U {< x,y > t < :i:,y >E unifica.tion(e, f) }". 
On va. construire l'algorithme au cas-par-cas sur la. syntaxe des cosex con-
struits. Par exemple, unifier [ne, /3 f] revient à. unifier [e,f] en retenant que 
la. commande de communication étiquettée O' peut se synchroniser avec celle 
étiquettée /3. 
Remarque: 
Pour l'unification [ne, *(/3/i)h], 
on obtient: [ae,h]+ < a,/3 > +[e,fih] + [e,*(/1/3)h] 
En fait, le dernier terme devrait être [e, fi * (/3 fi )h] mais le deuxième ar-
gument est ainsi devenu plus grand suivant la relation ~ que l'argument 
initial \ pour garantir la terminaison de l'algorithme, on transforme la trace 
fi/3/1 .. . /3fih en la suite fi/3/1 .. . ;3fi;3h (ie on a.joute le début tl'une nou-
velle exécution de la boucle), c'est- à-dire que l'on tra.nsforme l'argument 
fi* (/3/i )h en *(/1/3)/2. 
Cette approximation va entra.îner l 'a.jout de paires lors de l'unification <le 
certaines expressions, par exemple la paire < a:3 , b1 > pour [a1 a 2a.3 , *( b1b2 )]. 
mais ces paires vont être supprimées lors de la vérification des conditions de 
dépendance proposées plus loin. 
5 Comme expliqué lors de la justification de cet algorithme, pour garantir sa terminai-
son, il ne faut pas qu'un des deux argument soit devenu p/u.s grand suivant. la relation bien 
fondée~-
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Uni.fi.cation de deux co8ex 
nil f 0 
e nil 1/) 
o:e /3J < o:,/3 > +[e,J] 
*(/3 fi)fz [ne,Jz] 
+ < o:, /3 > +[e. f1fzl 
+ [e. *Lfi;3lhl 
'?(/31!1 Il .. -ll/3n.fn ).f11+1 [ne .fn+il 
+ < o:,/31 > + ... + < o:,/311 > 
+[e, .fi.fn+1J + • • • + [e, fnfn+1J 
*(ae1 )e2 /3! [e2,;3.f] 
+ < Cl'' /3 > + [el':2' Jl 
+[*(e1nle2, f] 
*U3fi)fz [e2,h] 
+[F2, /3.fifzl + [P2, *UJ.fi )hl 
+[o:e1e2, hl+ < Cl', /3 > 
+[e1e2, .fih] + [e1e2, *U1/3)hl 
+[*(mile2, fz] + [*(e1nle2, fihl 
?(/31Ji Il•• -llf3nfn ).fn+l [e2, .fn+1J 
+[e2, ;3i.f1.f11+1J 
+ • • • + [e2, /311.fn.f11+1J 
+[O'e1e2, .fn+il 
+ < 0:. !li > + ... + < 0. /311 > 
+[e1e2, .fi.f11+1J 
+ ... + k1e2, f,J11+d 
+[*(e10:k2, fi.fn + 1) 
+ ... + [*(e10')e2, .fi.f11+1l 
?( 0'1 fï Il • • -llo:nl:'n len+i /3J [en+1,/3fj 
+ < Ctt, /3 > +,,, + < On, /3 > 
+[e1en+l• .f] + ... + [e11e11+1• .f] 
*(/3.fi)fz len+i,hl 
+[en+1,/3J1hl + [e11+1, *(/3fi )fz] 
+[a;e;e11+1, h]+ < O'i, /3 > 
+[e;en+l • .fih] + [e;en+l, *U1/3)fz] 
?(13if1II-. -ll!311fnlf11+1 [en+l, .fn+il 
+[e 11 +1, /3jfi.f11+1] 
+[oïfifn+l, fn+i]+ < Oï, /3.i > 
+[e;en+l, f.ifn + 1] 
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Ce qui signifie, pa.r exemple pour l'unification des cosex oe et ?(/31fi Il,., ll/31Jn )/11+1, 
que l'on considère 
l. aucune exécution d'une liste ga1'dée de conwwndes de l'alte1·11afil'e, 
lorsque tous les ga.rdes de l'a.lt.erna.tive sont évalués à faux lors de 
l'exécution: 
2. une exécution d'une liste ga1'dée quelconque de comnwndts de l'altanafil'e, 
lorsque son garde est évalué à vrai lors de l'exécution: 
n 
[ae, ?(13if1 Il,•, IJ/3nfn)fn+1J = I: < o, /3; > +[e, fifn+d 
i=l 
Pour l'unifica.tion des cosex ae et *(/3Ji )h, on considère 
l. aucune exécution de l 'altemative: 
[ae, *(/3Ji )h] = [oe, h] 
2. une seule exécution de l'alternative: 
[oe,*(/3fi)h] =< o,;3 > +[e,.fih] 
:3. au moins deu:v e:dcution .. s de l'altunatiue: 
[ae, *(/3.fdh] =< o. t3 > +[e, *U113)h] 
4.3.3 Cas Exceptionnels 
Ma.is le fait d'inverser le premier élément et la. suite d'un cosex *( oe) 
peut amener à essayer d'unifier deux expressions non reprises da.us les ca.s 
de base de l'algorithme d'unification, parce que non conformes à la syntaxe 
des cosex donnée. 
Pa.r exemple, unifier [*(01*(0:2) ), ,8.f] donnera un appel récursif[*( *(02)01 ), .f]. 
Il faut donc a.jouter des cas exceptionnel.s aux ca.s de base de l'algorithme 
d'unification, ca.s qui ne seront appelés que par des cas de base et qui 
n'appelleront que ceux-ci, ce qui garantit ainsi la conservation de la pro-
priété de terminaison de l'algorithme. 
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Unification - Ca.s e:rceptionncls 
' 
*(*(e1)e2)e3) f [e2, /] + [*(ei)c·2e3, /] 
+[*(e2 * (ei))e3, /] 
*( ?( e1 , , , en )en+l len+2 f [e11+2, .f] + ['?( e1 ... e11 )e,1+1 "11+2 • .fl 
e *( *Uilh lh l 
e *( ?(/1 • · • .fn )/11+1 )/11+2 
4.3.4 Justification de l' Algorithme 
Correction 
+[ *( e11+1 ?( e1 ... en) )en+2, .f] 
[e, hl+ [c, *Uilhhl 
+[e, *(h * U1 )).fa] 
[e, .fn+2J + [e, ?(.f1 • • • .fn ).f11+l .f11+2J 
+[e, *U,1+1 ?U1 ... .f,1 l l.f11+2l 
Elle se fait a.u ca.s-pa.r-ca.s sur les formules d'unification. Pa.r exemple, 
pour la. formule [ae, /3 J] on a: 
A'llni.f(ae,/3!) = { < (o:,/3) >} U Auni.f(e, f) 
et il fa.ut prouver que: 
Auni.f(ae,/3f) = C[1rCYe, 1r,31] 
1. pa.r récurrence, on suppose (e-< ne; .f-< ;3.f): 
Aunif( e, f) = C[ureg1] 
1tng1 = Unif(e,f) 
2. comme cas de base, on a: 
Aunif(a,/3) = {< (a,/3) >} 
:3. soit 1.treg2 =< a, /3 > 
⇒ C[ureg2] = { < (a, ;3) >} = A uni .f( n. ;3) 
4. soit ureg = 'ltreg1 1.treg2 
⇒ C[ureg] = C[nregi] u C[ureg2] = Annif(e. f) u C[11reg2] 
= Au ni J ( e, f) U A 1m i J (a, /3) = Au II i J ( e, f) U { < (et. ;3 ) >} 
Terminaison 
La terminaison de l'algorithme est assurée si à chaque appel récursif au 
moins un des deux arguments est plus petit (suivant la relation bien fondée 
-<) que l'argument initial, sa.us que l'autre argument soit devenu plus grand. 
En effet, si cette condition est vérifiée, il existera. un appel récursif dans 
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lequel au moins un des deux arguments est nil. Dans ce cas, aucun appel 
récursif n'est fait, et donc l'exécution se terminera.. 
En examinant l'algorithme d'unification formule pa.r formule, on constate 
que cette condition est vérifiée, et donc la termina.ison assurée. 
4.3.5 Complexité 
On prendra. connue mesure de la complexité théorique le nombre maxi-
mum d'appels récursifa de l'algorithme d'unification. Puisque l'algorithme 
est symétrique en ses arguments, on fixera. un de ceux-ci, soit reg1 = nt·. 
Connue le ca,ra.ctère non-linéaire de la complexité provient des alternatives, 
on s'intéressera. aux alternatives imbriquées. 
1. reg2 = *(/3 fi)h 
⇒ le nombre d'appels récursifs contenant fi est .J; 
2. 1·eg2 =?(!Jtf1II - . -ll/311!11 )!11+1 
⇒ le nombre d'appels récursifs contenant f; est 3; 
:3. soit na le nombre maximum d'alternatives dans une commande d 'alternativ<'s: 
soit ci le nombre maximum de commandes d'alternatives imbriquées 
⇒ le nombre maximum d'appels récursifs = na x ..tci 
4. soit n le nombre de programmes séquentiels et dolic n( 11 - l) le nombre 
d'unifications à effectuer 
⇒ complexité= O(n2 , na,4ci) 
4.3.6 Applications aux Exemples 
Voici les résulats de l'unification pour les cosex construits sur les canaux 
de connuunication entre les processus des exemples proposés précédenunent.. 
Producteur-Consom111ateur Avec Liste d'Attente 
Unif = { < [1, 1], [2, 1] >, < [2, 3], [3, 2] >, < [:3, 1], [2, 2] >} 
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PRODUCT. 
ALT* 
CASE vrai ⇒~ 
produire( p); 
2! p; 
FALT 
CONSOMM. 
ALT* 
CASE vrai ⇒ 
2! demande; 2? c; ____ __, 
consommer( c); 
FALT 
ALT* 
CASE nbr < 10 & 1? BUF[ma.x] ⇒ 
nbr:= nbr +1; 
max:= (max +1) modlO; 
CASE nbr > 0 & 3? demande ⇒ 
3! BUF[min]; 
nbr:= nbr -1; 
min:= (min +1) modlO; 
FALT 
Tri Min-Max d'un Tableau de Nombres 
Unif = {< [1,1],[2,l] >,< [l.2],[2.2] >.< (1,:3].[2,l] >. 
< (1, 4], [2, 2] >} 
45 
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COMPARAIS. 
i:= O; 
ALT* 
RANGEM. 
i:= O; 
ALT* 
CASE i < nma.x * 
ALT 
---:: CASE 1? Tmin[i] * 
.----➔.. 1? Tmax[i]; 
CASE Tl[i] < T2[i] * 
2! TlUJ; ---; 
2! T2[i; • 
CASE Tl[i] >= T2[i] * " 
2! T2[il; 
2! Tl[i; 
FALT 
i:= i +1; 
FALT 
Inter blocage 
i:= i+l; 
FALT 
Unif = { < (1, l], [2, 1] >, < [1, 2], [2, 3] >, < [l, 4], [2, 3] >, 
< [1, .5], [2, 3] >, < [1, 6], [2, 3] >, < [2, 2], [l, 3] >, 
< [2, 2], [1, 7) >} 
PROCESS 1 
2! a; 
ALT* 
CASE B 1 * 
2? 
. C 
B2 * 
. 
~ 
2! b; 
CASE 
2! d; 
CASE 
ALT 
CASE 
2! e 
CASE 
2! f 
FALT 
FALT; 
2? g; 
B3 * 
; 
B4 * 
; 
~ 
... 
... 
. 
~ 
,. 
.. 
V 
r¾ 
PROC'ESS 2 
l'? x; 
l! v; 
l? ·z; 
4(3 
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4.4 Analyse des Dépendances 
4.4.1 Dépendances des Commandes de Communication 
Afin de pouvoir éliminer les paires de conunandes de communication 
trouvées lors de l'unification des cosex, et qui ne vérifient pas les condi-
tions de séquentialité définies dans le para.graphe suivant, on définit une 
rela.tion de dépendance entre les conunandes de comnrnnication d 'uu même 
programme séquentiel. 
Cette relation est du type: la commande de communication éti-
quetée i dans le programme séquentiel p ne peut s'exécuter que 
si la commande de communication étiquetée j dans ce même pro-
gramme a déjà été exécutée. 
Une commande de conununication dépend de celle la précédant dans 
le texte du programme séquentiel auquel elle appartient, sauf dans les ca.s 
suivants: 
elle est la première et dans ce cas ne dépend pa.s d'une autre commande 
de conununication; on notera. sa dépendance nif. 
elle est la première d'un choix (ie elle suit une commande CASE ) et. 
dans ce cas dépend de la première commande de conununication qui 
précède la conunande d'alternative ( ALT* ou ALT) correspondante. 
A titre d'illustration, voici les dépendances des commandes de commu-
nication des trois exemples proposés précédemment: 
• Producteur-Comiommateur 
dep( [1,1] )=nil, dep( [1,2] )=nil, dep( [l,:3]=[1.2] 
dep( [2,1] )=nil, dep( [3,1] )=nil, dep( [:3,2] )=[:U] 
• T1·i Min-Max d'un Tableau de Nombres 
<lep( [1,1] )=nil, dep([l,2] )=[1,1], dep( [1,3] )=nil. dep( [1.-1] )=[l,:J] 
<lep( [2,1] )=nil, <lep( [2,2] )=[2,1] 
• Interblocage 
dep( [1,1] )=nil, dep( [1,2])=[1,l], dep( [1.3] )=[1,1], dep( [1,1] )=[1.3] 
dep([l,5])=[1,1], dep([l,6])=[1,1], dep( [l,ï] )=[1,1] 
dep([2,l])=nil, dep((2,2] )=(2,1], dep( [2,3] )=(2,2] 
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4.4.2 Vérification des Dépendances 
Sur la base de cette relation de dépendance des commandes de commu-
nication d'un même processus, on peut définir des conditions que doivent 
vérifier les paires de conunandes de communication trouvées lors de 1 'tmifi-
cation des cosex: 
Toute paire ([pl,nl],[p2,n2]) E Unif doit vérifier: 
ok( dep( [pl,nl]),sorte( dep([pl,nl]) ),[p2,n2]) 
et 
ok( dep( [p2,n2] ),sorte( dep( [p2,n2]) ),[pl,nl]) 
oü: 
• Unif est l'ensemble des paires de conunamles de communication trouvées 
lors de l'unification 
• dep( cc) est l'étiquette de la conunamle de conununication dont dépend 
celle étiquetée par cc 
• sorte( cc) est CE ( Commande d 'Ecriture) si la commande de communi-
cation étiquettée par cc est une commande d'écriture, CL ( Commande 
de Lecture) sinon 
• ok([dp,dn],sorte,[cp,cn]) est vrai si 
[dp,dn]= nil 
ou 
Si sorte= CE 
3 < [pl', nl'], [p2', n2'] >E U11if: 
[pl',nl']=[dp,dn] et ((p2'#cp) ou (p2"=cp et n2':Srn)) 
Si sorte= CL 
3 < [pl', nl'], [p2', n2'] >E Unif: 
[p2',n2']=(dp,dn] et ((pl'#cp) ou (pl'=cp et nl'scn)) 
Ces relations posent simplement les conditions suivantes, pour chaque 
composante de chaque paire de couunandes de conununication trouvée lors 
de l'unification: 
1. cette commande de conununication ne dépend pas d'une autre. et dans 
ce cas aucune autre condition n'est à vérifier; 
2. cette commande dépend d'une autre comnrnnde de communication 
avec un processus différent, et dans ce cas aucune autre condition n'est 
à vérifier; 
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3. cette commande ( étiquetée o:) dépend d \me autre conuna.nde ( étiquetée 
/3) de communica.tion avec le mhne procc88U8, et dans ce cas il faut. 
s'assurer que les conditions de séquentialité sont vérifiées, c'est-à-dire 
que la. commande étiquettée o: doit communiquer avec une conunarnle 
de communication exécutée après la. commande communiqua.nt avec 
celle étiquetée /3. 
Les paires de commandes de communication appartenant à. !'ensembles 
des paires trouvées lors de l'unification, et qui ne vérifient pas ces conditions. 
sont éliminées de cet ensemble. 
4.4.3 Applications aux Exemples 
Suit l'application de la vérification des conditions de dépendance des 
conuna.ndes de communication d'un même processus, aux trois exemples 
proposés. 
Producteur-Consommateur Avec Liste d'Attente 
Les commandes étiquetées [1,1], [2,1], [2,2], [3,1] ont une dépendance 
nulle, et par conséquent ne nécessitent pas d'autre vérification. 
La commande étiquetée [2,3] dépend de celle étiquetée [2,2] communiqua.nt 
avec le même processus; il faut donc vérifier qu'elle communique a.vec une 
commande exécutée a.près celle étiquetée [:3,1]. C'est bien le cas: elle com-
munique avec la. conunande étiquetée [3.2]. 
La. commande étiquetée [3,2] dépend de celle étiquetée [3,1] communiqua.nt 
avec le même processus; il faut donc vérifier qu'elle communique avec une 
commande exécutée après celle étiquetée [2.2]. C'est bien le cas: elle com-
munique avec la. conuna.nde étiquetée [2,3]. 
En conclusion, l'ensemble Unif des paires de commandes de communica-
tion trouvées lors de l'unification, n'est pas modifié a.près vérification des 
conditions de dépendance. 
Tri Min-Max d'un Tableau de Nombres 
Les conuna.ndes étiquetées [1,1]. [1,3], [2,1] ont une dépendance nulle, et 
par conséquent ne nécessitent pas d'autre vérification. 
La commande étiquetée [2,2] dépend de celle étiquetée [2,1] communiqua.nt 
avec le même processus; il faut donc vérifier qu'elle communique avec une 
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commande exécutée après celle étiquetée [1,1] et celle étiquetée [1.3], c'est.-
à-dire en définitive cette dernière. C'est bien le cas: elle commuuique avec 
la commande étiquetée [1,4]. 
Les commandes étiquetées [1,2], [1,4] se vérifient de manière analogue. 
En conclusion, l'ensemble Unif des paires de commandes de conununica.-
tion trouvées lors de l'unification, n'est pas modifié a.près vérifica.tion des 
conditions de dépendance. 
Inter blocage 
La. commande étiquetée [2,3] dépend de celle étiquetée [2,2] communi-
quant a.vec le même processus; il fa.ut donc vérifier qu'elle communique a.vec 
une commande exécutée après celles étiquetées [1,3] et [1,i], c'est-à-dire en 
définitive cette dernière. Les paires trouvées lors de l'unification et con-
tenant la conunande étiquetée [2,3] ne conviennent pas à cette vérification. 
Il fa.ut donc supprimer la paire < [1, 2], [2, 3] > de l 'ensem hle U nif. 
Les autres commandes de communication vérifient les conditions de séquen-
tialité sur l'ensemble Unif amputé de la paire < [l, 2], [2, 3] >. 
En conclusion, l'ensemble Unif des paires de commandes de communication 
trouvées lors de l'unification, est amputé de la. paire < [1. 2], [2, :3] > après 
vérification des conditions de dépendance. 
4.5 L' Analyse en Arrière 
4.5.1 Inversion des Cosex 
Inverser les traces d'exécution possibles pour les commandes de commu-
nication sur chaque canal, revient à inverser les cosex. Voici l'algorithme 
récursif pour le faire: 
Cosex 
nil 
ae 
*( ae1 )e2 
?( e1 ... en )en+l 
J Cosex inversé 
nil 
ëCI' 
e2*(ëïa) 
en+i?(en·••et) 
où ë est le cosex e inversé. Ce qui veut dire qu'après inversion: 
1. une trace vide reste une trace vide; 
2. une trace commença.nt par une étiquette se terminera par celle-ci; 
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3. une sous-trace du type *( ... ) restera une sous-trace de ce type, mais 
avec son contenu inversé; 
4. une sous-trace du type?( ... ) restera une sous-trace de ce type, mais 
avec son contenu inversé. 
Suivent les résultats de l'application de cet algorithme aux trois exemples 
proposés. 
Producteur-Consommateur Avec Liste d'Attente 
1 canal Il composante + 1 composante - 1 
(1 ⇒ 2) *([1,1)) *( [2,1)) 
(1 ⇒ 3) nil nil 
(2 ⇒ 1) nil nil 
(2 ⇒ 3) *([2,3]) *([:J,2]) 
(3 ⇒ 1) nil nil 
(3 ⇒ 2) *([3,1]) *( [2,2]) 
Tri Min-Max d'un Tableau de Nombres 
canal Il composante + 1 composante -
J (1 ⇒ 2) ?([1,4)[1,:J)Jl[l,2][1,l]) J *([2,2][2,l]) 
J ( 2 ⇒ 1 ) nil J nil 
Inter blocage 
canal composante + co111posa11tc 
(1 ⇒ 2) ?([1,6]JJ[l,.5]) *([1,4]) *([L2]) [Ll] [2,1][2.:3] 
(2 ⇒ 1) [2,2] [Lï]*([L3]) 
4.5.2 Analyse des Dépendances 
-1 
1 
1 
Une a.na.lyse des dépendances du type de celle effectuée lors de l'analyse 
en a.va.nt, est nécessaire pour affiner les résultats de l'unification des cosex 
inversés, afin de tenir compte des conditions de séquentialité. i\fais puisque 
l'ordre d'exécution des instructions est modifié, il faut également modifier 
cette a.na.lyse. 
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Dépendances en Arrière 
L'analyse des dépendances en arrière est analogue à celle effectuée pour 
l'analyse en avant, et peut d'ailleurs se faire conjointement à celle-ci. Lare-
la.tion définie est du type: la commande de communication étiquetée 
i dans le programme séquentiel p ne peut s'exécuter que si la corn.-
mande de communication étiquetée j dans ce même programme a 
déjà été exécutée. 
Une commande de conununica.tion dépend de celle la suivant dans le 
texte du programme séquentiel auquel elle appartient, sauf da.us les ca.s 
suivants: 
elle est la dernière et dans ce cas ne dépend pas d'une autre commande 
de conununication; on notera. sa déi)e1Hlance nit. 
elle est la dernière d'un choix (ie elle précède une commande CASE 
ou une commande FALT) et dans ce cas dépend de la. première com-
mande de conununication qui suit la commande d'alternative ( ALT* 
ou ALT) correspondante. 
Vérification des Dépendances 
Sur la base de cette relation de dépendance arrière, on définit des con-
ditions que doivent vérifier les pa.ires de commandes de communication 
trouvées lors de l'unification des cosex inversés: 
Toute paire ( [pl,nl ],[p2,n2]) E U nifluv doit vérifier: 
okarr( deparr( [pl,nl] ),sorte( deparr( [pl.nl]) ).[p2.n2]) 
et 
okarr( deparr( [p2,n2] ),sorte( deparr( [p2,n2]) ),[pl.nl]) 
où: 
• Uniflnv est l'ensemble des paires de conunandes de communication 
trouvées lors de l'unification des cosex inversés 
• deparr( cc) est l'étiquette de la con11nande de communication dont 
dépend celle étiquetée par cc lors d'une exécution en arrière 
• sorte( cc) est CE ( Conunande cl 'Ecriture) si la commande de conununi-
cation étiquettée par cc est une commande cl 'écriture. CL ( Commande 
de Lecture) sinon 
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• okarr([dp,dn],sorte,[cp,cn]) est vrai si 
[dp,dn]= nil 
ou 
Si sorte= CE 
3 < [pl',nl'],[p2',n2'] >E Uniflnv: 
[pl',nl']=[dp,dn] et ((p2'~cp) ou (p2'=cp et n2'2::cn)) 
Si sorte= CL 
3 < [pl', nl'], [p2', n2'] >E U nif Jni, : 
[p2',n2']=[dp,dn] et ((pl'~cp) ou (pl'=cp et n1'2::cn)) 
Les paires de commandes de communication appa.rtenant à. !'ensembles 
des paires trouvées lors de l'unification, et qui ne vérifient pas ces conditions, 
sont éliminées de cet ensemble. 
Suivent les résultats de l'application de ces conditions aux trois exemples 
proposés. 
Producteur-Consommateur Avec Liste d'Attente 
Uniflnv = { < [1, 1], [2, 1] >, < [2, 3], [3, 2] >, < [3, 1], [2, 2] >} 
dep( [1,1) )=nil 
dep( [2,l])=nil, dep([2,2]=[2,:3], dep( [2,:3] )=nil 
dep( [3,1))=[3,2], dep( [3,2) )=nil 
La vérification des conditions de dépendance n'entraîne pas de modifi-
cation à l'ensemble Uniflnv. 
Tri Min-Max d'un Tableau de Nombres 
Uniflnv = { < [1, 1], [2, 1] >, < [1, 2], [2, 2] >, < [1. 3], [2.1] >, 
< [l,4],(2,2] >} 
dep([l,1] )=[1,2], dep( [1,2])=nil, dep( [1.3] )=[lA], dep( [1.4] )=nil 
<lep( [2,1] )=[2,2], dep((2,2] )=nil 
La vérification des conditions de dépendance n'entraîne pas de modifi-
cation à l'ensemble Uniflnv. 
Inter blocage 
Uniflnv = { < [1, 6], (2, 1] >, < (1, 5], [2, 1] >, < [1, 4], [2, 1] >, 
< [1, 4], [2, 3] >, < [1, 1], [2, 1] >, < [l, 2], [2, 1] >, 
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< [1, l], [2, 3] >, < [1, 2], [2, 3] >} 
dep( [1,1 ])=[1, 7], <lep( [l,2])=[1,7], dep( [1,3] )=[L4], dep( [1,4] )=[1,7] 
<lep( [1,.5] )=[1, 7], dep( [l,6])=[1,7], dep( [Li] )=nil 
dep( [2,1] )=[2,2], dep([2,2] )=[2,3], dep([2,3] )=nil 
La vérification des conditions de dépendance entraîne le retrait de toutes 
les paires de commandes de communication trouvées lors de l'unification, de 
l'ensemble Uniflnv: Uniflnv = 0. 
4.6 Mise en Commun des Résultats 
Les analyses en avant et en arrière du programme parallèle. ont respec-
tivement fourni les ensembles Unif et Unif1nv des paires de commandes de 
conununica.tion qui peuvent se synchroniser lors d'une exécution en a.va.nt 
et en arrière du programme. L'intersection de ces deux ensembles fournit 
donc l'ensemble des paires de commandes de connnunica.tion qui peuvent se 
synchroniser lors d'une exécution se terminant du programme parallèle. 
Suivent les résulta.ts récapitula.tifs de l'analyse des exemples proposés, 
après intersection des résultats des analyses en avant et en arrière. 
4.6.1 Producteur-Consommateur Avec Liste d 'Attente 
Unif n Uniflnv = { < [l, 1], [2, 1] >, < [2. 3]. [:3. 2] >. < [3.1]. [2. 2] >} 
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PRODUCT. 
ALT* 
CASE vrai *~ 
produire(p); 
2! p; 
FALT 
ALT* 
CASE nbr < 10 & 1? BUF[max] * 
nbr:= nbr +1; 
max:= (ma.x +1) modlO; 
CASE nbr > 0 & :3? demande * 
~ 3! BUF\min]; 
nbr:= n )r -1; 
CONSOMM. 
ALT* 
CASE vrai* 
2! demande; 2? c;._ ,,; ____ _, 
consommer( c ); 
FALT 
min:= (min +1) modlO; 
FALT 
4.6.2 Tri Min-Max d'un Tableau de Nombres 
Unif n Uniflnv = { < [1, 1], [2, 1] >, < (1, 2], [2, 2] >. < (1, :3], [2.1] >, 
< (1, 4], [2, 2] >} 
COMPARAIS. RANGEJvl. 
i:= O; i:= 0: 
ALT* ALT* 
CASE i < nmax * 
ALT 
CASE Tl[i] < T2[i] * 
..----~~ CASE 1? Tmin[i] ⇒ 
__ ,..,. 1? Tnrnx[i]; 
i:= i+l; 
2! TlUJ; ---~,· 
2! T2[i ; • 
CASE Tl[i] >= T2[i] ⇒ .. 
2! T2[il; 
2! Tl[i ; 
FALT 
FALT 
i:= i +1; 
FALT 
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4.6.3 Interblocage 
Unif n Uniflnv = 0 
On peut donc conclure à un interblocage des processus, puisqu'aucune 
commande de communication ne peut s'exécuter si l'on suppose la. terminai-
son de ces processus. 
PROCESS 1 
2! a.; 
ALT* 
CASE Bl ⇒ 
2! b; 
CASE 2? c ⇒ 
2! d; 
CASE B2 ⇒ 
ALT 
CASE B3 ⇒ 
2! e; 
CASE B4 ⇒ 
2! f; 
FALT 
FALT 
2? g; 
PROC'ESS 2 
1? x; 
1! y; 
1? z; 
Chapitre 5 
Travaux Similaires 
5ï 
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5.1 Contenu du Chapitre 
Afin de pou voir comparer la méthode d'analyse proposée avec d'autres 
travaux sur le même sujet, on expliquera. brièvement deux de ceux-ci. 
Dans une première partie, la méthode proposée par K. Apt.[2] sera. ex-
pliquée dans ses grandes lignes. On exposera. ensuite les principes de base 
de la méthode d'analyse présentée par N. îvlercouroff dans sa thèse[7]. 
En guise de conclusion, on donnera quelques éléments de comparaison, 
notamment un tableau reprenant divers temps requis par l'analyseur pro-
grammé par Mercouroff et l'analyseur APaChe, pour l'a.na.lyse de pPtit.s 
programmes parallèles. 
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5.2 K. Apt 
Dans un article da.tant de 1984 [2], Apt a. proposé une méthode pour 
l'analyse statique des communications des programmes CSP [G]. Cette 
méthode, malheureusement seulement automatisable par un algorithme de 
complexité exponentielle, consistait à développer toutes les séquences de 
conunandes de conununication possibles et à comparer toutes les combi-
naisons possibles de ces séquences. Le résultat de l'analyse, un ensemble 
nommé STAT, représente l'ensemble des paires de commandes d'émission-
réception qui peuvent être se synchroniser durant une exécution, sans tenir 
compte des états mémoire. 
5.2.1 Analyse d'un Programme Séquentiel 
Pour tout programme séquentiel P;, on associe un langage régulier {,( P; ), 
ensemble reprenant toutes les séquences de communkation a priori possibles 
lorsque les gardes booléens ne sont pas interprétés (ie on ue tient pas compte 
des états mémoire): 
1. L[interne] = [, ( skip) = f( b) = 0 
2. f[l: j! var]= {(l :< i,j >)} 
:3 . .C[l: j? var] = {(l :< j, i >)} 
4 . .C[ins1 ; ins2] = .C[insi] o f[ins2] 
5. L[g--1.ins] = f[g] o .C[ins] 
G . .C[IF g1 1-+ins1 ... gn 1--insn FI] = U,_'.=1 L:[g1, --1.insd 
7 . .C[DO g1 1-+Îns1 .. ,gn 1-+Îns11 OD] = .C[g1. --1.insd* 
5.2.2 Analyse d'un Programme Parallèle 
Pour le programme parallèle P1 Il•. - IIPn, on associe un ensemble .C( Pi Il -. , IIP11 ) 
reprenant toutes les séquences de communication qui peuvent se produire 
pendant une exécution qui se termine, lorsque les gardes booléens ne sont 
pas interprétés: 
.C(P1II,, ,IIPn) = {h t [h]; E .C(Pi) i = 1 ... n} 
a.vec: 
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• un élément h de la forme: n, /3 :< 1, J > 
{ 
Cl':< i,j > 
• [ü,/3 :< i,j >]k = i :< i,j > 
5.2.3 Analyse des Interactions 
/,: = i 
k=j 
sinon 
(iO 
Pour le programme parallèle Pi Il -. -IIPn, on associe l'ensemble STAT de 
toutes les paires de commandes conununication qui peuvent être synchro-
nisées pendant une exécution qui se termine, lorsque les gardes booléens ne 
sont pas interprétés: 
ST AT = { ( n, /3) t Œ : c E Pi /\ /3 : c' E JJ.; 
A.3h, 3a : (h E ,C(Pill •. -IIP11) /1. a Eh 
/1.l,(Œ: c) = {[a]i} A J:,(/3: c') ={[a].;})} 
5.3 N. Mercouroff 
Cette méthode d'analyse repose sur une technique de décompte statique 
des commandes de communication se fondant sur l'assertion suivante: '' pour 
que deux process1u3 communiquent en un point donné de chacun de lf.u,·s 
programmes, il faut qu'ils aient précédemment cricuté le même nombre de 
communications entre eu:c''. Ce décompte statique des communications pos-
sibles se fait par la résolution cl 'un système d'équations de points fixes sur un 
treillis complet: des équations dépendant de chaque programme séquentiel 
indépendamment des autres ( pour déterminer les rangs de conununication 
de chaque canal associés à. chaque commande d'émission/réception du pro-
gramme), et des équations correspondant a.ux internet.ions entre processus 
( pour appliquer le principe énoncé ci-dessus). 
5.3.1 Introduction 
Le but est d'associer à. chaque commande de communication du pro-
gramme parallèle, et à. chaque canal de conununica.tion entre les processus, 
une (ou deux, si l'hypothèse de terminaison est retenue, et une analyse en 
arrière est donc possible) partie( s) de N représenta.nt les rangs possibles de 
cette commande dans une trace des commandes de conununication exécutées 
( en a.va.nt et en arrière) sur ce canal. 
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Pour ce faire, on itère jusqu'à ce que tous ces ensembles se soient sta-
bilisés (recherche d'un point fixe). Chaque itération comporte deux phases: 
1. une analyse de chaque processus indépendamment des autres, pour 
une exécution en avant et en arrière; 
2. une analyse des interactions entre les processus. 
Si on note 1'k le résultat del 'itération k, et .seq et com les opérateurs d'analyse 
séquentielle et d'analyse des iutera.ctions, on a 
1'k = com( .seq( r1.-1)) 
5.3.2 Le Treillis 
Dans le cas où l'hypothèse de terminaison des processus est retenue, 
chaque élément du treillis de base associe à chaque étiquette de rnmnrnnde 
de communication et à chaque canal de communication, deux parties de N: 
une pour l'analyse en avant, l'autre pour l'analyse en arrière. On définit 
donc le treillis suivant: treillis (R, Ç, J_, T, U,n) complet 
avec: 
• R = E x C' ===} 'P( N) x 'P( N) 
• E est !'ensembles des étiquettes des commandes de communication du 
programme parallèle 
• C est !'ensembles des canaux de communication. 
5.3.3 L' Analyse Séquentielle 
Partant d'un point du treillis associant à. toutes les conunamles de com-
munica.tion de programme séquentiel Pi un ensemble vide de rangs de com-
munication, un opérateur dir (pour analysf. directe), et éventuellement un 
opérateur inv (pour analyse in ver.se) si l'hypothèse de terminaison est faite. 
a.jouteront dans ces ensembles des nouvelles valeurs en fonction des intrnc-
tions rencontrées lors d'une exécution respectivement en avant et en arrière. 
A chaque itération, les rangs de communication obtenus, seq( rk), sont in-
tersectés avec les résultats déjà connus. Par exemple, l'opérateur dir associe 
à. tout programme séquentiel partiel 1r correspondant aux premières instruc-
tions du programme séquentiel Pi, à. chaque étiquette l de P; et à. chaque 
canal c, deux ensembles notés a(l, c) et g( c) qui s'interprètent comme: 
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Lors de l'exécution partielle de 71' .• chaque fois que le proœ88U8 Pi a crécuté 
une commande de communication étiquetée l, le nombre de foi8 où a étr 
exécuté une comnw1ule de communication 1,11r le canal c e8t élément de 
a( l, c); à la fin de l'exécution partielle de 71', le nombre de J ois où a été 
e;récuté une commande de communication Sl/1' le canal c e8t élément de g( c ). 
Il faut bien sûr définir les opérateurs dir et inv au cas-par-cas sur la syntaxe 
abstraite du langage. 
5.3.4 L' Analyse Interprocédurale 
Un troisième opérateur a pour rôle de confronter les informations établies 
par l'analyse séquentielle en appliquant le principe énoncé plus haut. Pour 
cela, chaque ensemble associé à. chaque étiquette de commande de com-
munication, chaque canal et chaque sens d'analyse, sera inta8ecfé avec la 
réunion des ensembles associés à toutes les étiquettes potentiellement en 
relation, pour le même canal et le même sens d'analyse. 
5.3.5 L'Analyse Automatique 
Afin de pouvoir automatiser une telle analyse, il faut résoudre le problème 
de la manipulation en machine d'éléments de T'( N ). L'approximation choisie 
est le treilli8 des congruencc8 bornées à gauche par une partie .finie dt J.Y. Ce 
treillis permet un traitement approché des parties de N. L ïdée est de ga.rdf'r. 
pour modéliser une partie P de N, une partie 71' de cardinal fini de N; \p rPste 
des éléments de P est modélisé par une congruence arithmétique tronquée 
à. ga.uche. Tout élément E du treillis est donc de la forme E = { 71' U C'} où 
{ 
card( 71') fini 
C = f/) ou C = { c + m.N} ( c, m) E N 2 
Les fonctions d'abstraction (o: 'P(N) _.. T. où Test le treillis abstrait) 
et de concrétisation ( 1 : T __,_ 'P( N) ) sont les suivantes: 
{ 
J.. 8i p = (/) 
• o(P) = {7l'UC'} s1no11 où 
71' = P n [min(P), min(P) + 11 -1]( 11 est un pa.ramètre défini au début 
de l'analyse) 
si P\ 71' = 0 a.lors C = 0 
sinon C = { c + m.N},c = min(P\1r ),m = pgcd( { v - c t I' E P\71'}) 
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• î ( Q ) = { ~JJ E 7l'} U { c + u. m t u E N} 
{JJ E 7l'} 
siQ = 0 
si Q = { 7l' U { c + m.N}} 
si Q = {7r U 0} 
5.4 Comparaisons Avec la Méthode Proposée 
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Divers éléments de comparaison entre la méthode présentée dans ce 
mémoire, et les méthodes proposées par Apt et :tvlercouroff peuvent être 
soulignés. En voici deux: 
• Le fait de pouvoir diviser chaqne trace de conuna.ndes de communica-
tion d'un programme séquentiel en 2( n - 1) composantes a.va.nt leur 
comparaison, est évidemment un avantage de cette méthode sur celle 
proposée par K. Apt. Cela permet de comparer les traces de com-
nrnndes de communication des programmes séquentiels par canal de 
communication, et donc de ne plus a.voir à. résoudre le problème dans 
toute sa complexité initiale. 
• La méthode proposée par :tvlercouroff impose d'itérer plusieurs fois 
sur chaque programme séquentiel, et d'opérer plusieurs comparaisons 
entre les résultats obtenus sur chaque programme séquentiel par ces 
analyses. Au contraire de l'analyse exposée dans ce mémoire. ott une 
seule analyse de chaque programme séquentiel est nécessaire (pour 
construire les cosex), et une seule comparaison des résultats obtenus 
sur chaque programme séquentiel par cette analyse est nécessaire ( pour 
unifier les cosex sur chaque canal de communication). 
A titre de compa.ra.ison, voici un ta.bleau reprenant les temps d'analyse 
pour les différents exemples proposés1 , par l'analyseur APaChe imp-
lémentant la méthode exposée dans ce mémoire, et par AStlCo2 , l'a-
nalyseur réalisé par N. Mercouroff[8] et implémenta.nt la méthode de 
recherche de point fixe exposée dans sa thèse[i]. Les résultats obtenus 
par les deux analyseurs sont identiques.'3 
1 Le problème des philosophes est donné en annexe, ainsi que les résultats de son analyse. 
2 A Static analyser of Communicating Processes 
3 Pour tous les exemples testés, les deux analyseurs ont. donné les mêmes résultats. 
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Temps d'Analyse 
AStICo APa.Che 
Prod.- Cons. 8 <1 
:tviin - Max 3 <1 
Interbloca.ge 6 <1 
Philosophes 505 1 
1. Les temps sont en secondes et le temps requis pour l'ana.lyse 
syntaxique n'est pas mesuré. 
2. Pour AStICo, les tests ont été réalisés sur un Ivlacintosh Ilfx -
processeur 68030 à. 401vlhz. 
3. Pour APache, les test ont été réalisés sur un PC Compatible -
processeur 80386sx à. 16Mhz. 
Chapitre 6 
Automatisation de la 
Méthode 
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6.1 Contenu du Chapitre 
Ce chapitre contient les explications de quelques détails <l 'impla.nta.tion 
de cette méthode. L'analyseur de programmes ivliLC construit, APa.Che 1, 
a. été programmé en Pascal. On passera en revue les procédures réalisa.nt 
l'a.na.lyse syntaxique, la construction des cosex et l'unification de ceux-ci. 
Pour plus de détails, le lecteur est renvoyé à l'annexe contenant le listing 
complet du programme. 
1 Analyseur de Programmes Communiquants 
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6.2 L 'Analyseur Syntaxique 
L'analyseur syntaxique d'APaChe remplit trois fonctions: 
1. repérer les erreurs syntaxiques éventuelles pour les structures bien 
définies de la. syntaxe concrète ( les instructions internes ne sont. évi-
demment pas prises en compte, puisque leur syntaxe est laissée libre) 
2. assigner une étiquette identifia.nte à chaque commande de communi-
cation 
3. fournir la. structure a.bstra.ite du programme a.ux autres procédures de 
l'analyseur. 
L'analyseur syntaxique est précédé de l'analyseur lexical qui analyse un par 
un les ca.ra.ctères du fichier contenant le programme IvliLC. afin de lui fournir 
les tohn8 du langage. 
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6.2.1 Conventions de Représentation 
La. conuna.nde courante da.ns le fichier 011uvert en lecture contenant le 
programme MiLC, est représentée pa.r la. va.ria.ble cc de type commande. 
Elle est composée d'un identifia.nt de la. conuna.nde du type typecmde, et 
d'un entier désigna.nt, si la. commande est une conuna.nde de communication, 
le numéro de processus a.vec lequel la communication doit s'effectuer. 
type 
var 
{---- analyse syntaxique----} 
symbole= (slecture,secriture,sgarde,squelconque,snombre, 
salt_repetee,salt_simple,sdebut_prog,sfin_garde, 
sfin_alt,sfin_prog); 
typecmde= (lecture,ecriture,interne,alt_repetee,alt_simple, 
garde_bool,garde_lect,fin_alt,indefini,fin); 
commande= record 
te typecmde; 
np integer 
end; 
entree, sortie text; {fichiers ouverts en lecture et 
en ecriture} 
nentree, nsortie string [20] ; 
noligne : integer; 
cp: char; 
num, 
nbprgseq, 
nocomco: integer; 
cc: commande; 
gardeon, 
gardelect: boolean; 
niv: integer; 
{noms des fichiers entree/sortie} 
{num de ligne courant ds fichier oel} 
{car pointe courant dans fichier oel} 
{numerique courant ds fichier oel} 
{numero du prgm sequentiel courant} 
{numero de commande de communication 
courante ds prgm sequentiel courant} 
{commande courante ds fichier oel} 
{vrai si symb precedent est un garde} 
{vrai si lecture dans garde courant} 
{niv courant d'imbrication boucles} 
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6.2.2 L' Algorithme 
La procédure commande_suivante() remplit la fonction d'analyse syn-
taxique. Elle met à jour la variable cc ( comm,rndc co111·anlc). Elle utilise 
pour cela. la fonction symb...suiv(), qui retourne le type du symbole cou-
ra.nt dans le fichier texte ouvert en lecture contenant. le programme l\IiLC. La. 
fonction symb_suiv() utilise a. son tour la. fonction car _suiv() qui remplit 
le rôle d'analyseur lexical et retourne clone le caractère significatif courant. 
clans ce fichier. 
function car_suiv: char; 
{ retourne le caractere suivant dans le fichier oel, 
ecrit ce caractere dans le fichier oee; 
retourne le caractere ,-, si oef} 
label O; 
var c : char; 
begin 
0: if eof(entree) 
then car_suiv:= ,-, 
else if eoln(entree) 
then begin readln(entree); 
noligne:= noligne +1; 
writeln(sortie); 
car_suiv:=' 'end 
else begin 
read(entree,c); 
if C = '#' 
end;{car_suiv} 
then begin 
readln(entree); 
noligne:= noligne +1; 
writeln(sortie); 
goto O end 
else begin 
write(sortie, c); 
car_suiv:= c end 
end 
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function symb_suiv : symbole; 
{ retourne le symbole suivant dans le fichier oel; 
maj la variable num si symb_suiv=nombre} 
var l,i : integer; 
mot : string[5]; 
cptemp : char; 
begin 
while cp = 1 ' do cp:= car_suiv; 
if cp in [' a 1 •• 1 z' , 1 A 1 •• 1 Z 1 ] 
then begin 
l:= O; mot:= 1 1 ; 
while cp in [ 1 a 1 •• 1 z 1 , 1 A 1 •• 1 Z' , '0 1 •• 1 9 1 , '* 1 ] do 
begin 
l:= 1 + 1; 
if 1 < 6 then mot[l] := cp; 
cp:= car_suiv end; 
if mot= 'ALT I then symb_suiv:= salt_simple 
else if mot= 'ALT* 1 then symb_suiv:= salt_repetee 
else if mot= 'CASE I then symb_suiv:= sgarde 
else if mot= 'FALT 'then symb_suiv:= sfin_alt 
else symb_suiv:= squelconque end 
else if cp in ['O' .. 1 9 1 ] 
then begin 
num:= O; 
while cp in [ 1 0 1 •• 1 9 1 ] do 
begin 
num:= num *10 +ord(cp) -ord( 1 0 1 ); 
cp:= car_suiv end; 
symb_suiv:= snombre end 
else if cp in [ 1 - 1 , ' 1 1 J 
then begin 
cptemp:= cp; cp:= car_suiv; 
case cptemp of 
, - , : if cp = ' > , 
then symb_suiv:= sfin_garde; 
1 1 ' : if cp = ' l 1 
end; 
then symb_suiv:= sdebut_prog 
else erreur(!) 
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end;{symb_suiv} 
cp:= car_suiv end 
else if cp in ['?' ,' !'] 
then begin 
case cp of 
'?': symb_suiv:= slecture; 
'!': symb_suiv:= secriture 
end; 
cp:= car_suiv end 
else if cp = ,~, 
then symb_suiv:= sfin_prog 
else cp:= car_suiv 
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procedure commande_suivante; 
{ maj la variable cc si il n'y a pas d'erreur syntaxique, 
indique l'erreur et stoppe l'execution en cas contraire; 
ecrit les etiquettes identifiant les commandes de 
communication dans le fichier eoe} 
var ss . : symbole; 
begin 
cc.te:= indefini; 
while cc.te= indefini do 
begin 
ss:= symb_suiv; 
case ss of 
sgarde: if gardeon 
then erreur(2) 
else if niv = 0 
then erreur(4) 
else gardeon:= true; 
slecture: if (num>O) and (num<>nbprgseq) and (num<nbprgmax) 
then begin 
if gardeon 
then begin 
cc.te:= garde_lect; 
gardelect:= true end 
else cc.te:= lecture; 
cc.np:= num; 
nocomco:= nocomco +1; 
ecrire(nocomco); 
if nocomco > nbcocomax 
then erreur(10); 
num:= 0 end 
else erreur(6); 
secriture: if gardeon 
then erreur(3) 
else if (num>O)and(num<>nbprgseq)and(num<nbprgmax) 
then begin 
cc.te:= ecriture; 
cc.np:= num; 
nocomco:= nocomco +1; 
ecrire(nocomco); 
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if nocomco > nbcocomax 
then erreur(10); 
num:= 0 end 
else erreur(6); 
salt_repetee: if gardeon 
then erreur(2) 
else cc.te:= alt_repetee; 
salt_simple: if gardeon 
then erreur(2) 
else cc.te:= alt_simple; 
sdebut_prog: if niv > 0 
then erreur(!) 
else if nbprgseq = nbprgmax 
then erreur(6) 
else begin 
nbprgseq:= nbprgseq +1; 
nocomco:= 0 end; 
sfin_garde: if not gardeon 
then erreur(!) 
else begin 
gardeon:= false; 
if gardelect = false 
then cc.te:= garde_bool 
else gardelect:= false end; 
sfin_alt: if gardeon 
then erreur(3) 
else if niv = 0 
then erreur(!) 
else cc.te:= fin_alt; 
sfin_prog: if niv > 0 
then erreur(!) 
else cc.te:= fin 
end{case} 
end{while} 
end;{commande_suivante} 
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6.3 Construction des Cosex 
6.3.1 Conventions de Représentation 
Un cosex sera représenté par une liste doublement chaînée de noeuds 
( ncosex) contenant dans un champ info une étiquette ou un des symboles 
suivants: 
* : ncosex.info= -1 
? : ncosex.info= -2 
Il : ncosex.info= 0 
Un noeud contenant* ou? comme information, aura. un de ses champs, last, 
pointant vers la fin de ce sous-cosex (c'est-à-dire vers l'étiquette précéda.nt 
la. parenthèse fermant le sous-cosex *( ... )ou?( ... ) ). 
{---- construction des cosex ----} 
etiquette = integer; 
pcosex = ~ncosex; 
ncosex = record 
info : etiquette; 
pred,suiv,last 
parf: integer 
end; 
cosex = record 
deb,fin pcosex 
end; 
6.3.2 L' Algorithme 
pcosex; 
{O <=> 1 ; -1 <=> * 
-2 <=>?} 
La. procédure construire_cosex construit les cosex sur les canaux entre 
les programmes séquentiels, en parcourant une à une les commandes de ces 
programmes un à un dans l'ordre de leur déclaration dans le programme 
parallèle MiLC. 
Une action appropriée est prise suivant le type de la. commande. Par ex-
emple, pour une lecture, il suffit d'ajouter l'étiquette identifia.nt cette com-
mande de conununica.tion dans la. liste doublement chaînée représentant le 
bon cosex. 
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Le nivea.u d'imbrication des commandes d'alternative est tenu à. jour pour 
permettre à. la procédure ouvrir_cosex de respecter ses spécifications: 
ouvrir_cosex(p, niv( i)) ajoute éventuellement un répétiteur et une parenthèse 
ouvrante en fin de cosex, <l'a.près les règles suivantes (les conditions Pré et 
Post s'appliquent a.u cosex considéré): 
Pré Post 
Cl'. *( Cl'. p( 
n ?( a p( 
a *( /3 n *( /3 ) *( si de même niveau 
a *( /3 p( sinon 
n ?( /3 O' ?( /3 li si de même niveau 
a ?( /3 p( sinon 
où: 
1. a est une suite quelconque de ca.ra.ctères 
2. p est un répétiteur: * ou ? 
3. ;3 est une suite quelconque de caractères, exceptés les répétiteurs 
procedure ouvrir_cosex(I : integer; R : repetiteur); 
{ ajoute si necessaire une parenthese ouvrante et un repetiteur 
aux cosex des canaux ayant le processus I comme extremite} 
begin 
end;{ouvrir_cosex} 
procedure fermer_cosex(I : integer); 
{ ajoute une parenthese fermante si necessaire} 
begin 
end;{fermer_cosex} 
procedure separer_cosex(I : integer); 
{ ajoute si necessaire un separateur I aux cosex} 
begin 
end;{separer_cosex} 
procedure construire_cosex; 
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{ construit les cosex des canaux+ et - entre 
les programmes sequentiels} 
var fini : boolean; { vrai si fin progm parallele} 
c: pcosex; { utilise pour NEW} 
id: integer; 
begin 
cp:= car_suiv; 
fini:= false; 
while not fini do 
begin 
commande_suivante; 
case cc.te of 
lecture: begin 
new(c); 
c - . p arf : = 0 ; 
c-.pred:= canalM[cc.np,nbprgseq] .fin; 
canalM[cc.np,nbprgseq] .fin:= c; 
if canalM[cc.np,nbprgseq] .deb = nil 
then canalM[cc.np,nbprgseq] .deb:= c; 
if c·.pred <> nil 
then c-.pred-.suiv:= c; 
c • . sui v : = nil ; 
c·.1ast:= nil; 
id:= nbprgseq *nbcocomax +nocomco; 
c·.info:= id; 
end; 
ecriture: begin 
new(c); 
c-.parf:= O; 
c·.pred:= canalP[nbprgseq,cc.np] .fin; 
canalP[nbprgseq,cc.np] .fin:= c; 
if canalP[nbprgseq,cc.np] .deb = nil 
then canalP[nbprgseq,cc.np] .deb:= c; 
if c·.pred <> nil 
then c·.pred-.suiv:= c; 
c • . sui v: = nil; 
c· .last:= nil; 
id:= nbprgseq *nbcocomax +nocomco; 
c·.info:= id; 
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end; 
alt_simple: begin 
niv:= niv +1; 
if niv > nbbclemax 
then erreur(8); 
rep[niv]:= ri; 
djg[niv] := false; 
end; 
alt_repetee: begin 
niv:= niv +1; 
if niv > nbbclemax 
then erreur(8); 
rep[niv] := rN; 
djg[niv]:= false; 
end; 
garde_bool: begin 
if djg[niv] 
then if rep[niv] = rN 
then begin 
îi 
fermer_cosex(nbprgseq); 
ouvrir_cosex(nbprgseq,rN) end 
else separer_cosex(nbprgseq) 
else begin 
ouvrir_cosex(nbprgseq,rep[niv]); 
djg[niv] := true end; 
end; 
garde_lect: begin 
if djg[niv] 
then if rep[niv] = rN 
then begin 
fermer_cosex(nbprgseq); 
ouvrir_cosex(nbprgseq,rN) end 
else separer_cosex(nbprgseq) 
else begin 
ouvrir_cosex(nbprgseq,rep[niv]); 
djg[niv] := true end; 
new(c); 
c- .parf := 0; 
c-.pred:= canalM[cc.np,nbprgseq] .fin; 
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canalM[cc.np,nbprgseq] .fin:= c; 
if canalM[cc.np,nbprgseq] .deb = nil 
then canalM[cc.np,nbprgseq] .deb:= c; 
if c-.pred <> nil 
then c-.pred-.suiv:= c; 
c-.suiv:= nil; 
c- .last:= nil; 
id:= nbprgseq *nbcocomax +nocomco; 
c-.info:= id; 
end; 
fin_alt: begin 
fermer_cosex(nbprgseq); 
niv:= niv -1; 
end; 
fin: fini:= true; 
end{case} 
end{while} 
end;{construire_cosex} 
6.4 L'Unifi.cation 
6.4.1 Conventions de Représentation 
i8 
L'ensembles des paires d'étiquettes de commandes de comm11nication 
résulta.nt de l'unification des cosex + et - , sera représenté par une liste 
doublement chaînée dans laquelle chaque noeud représentera une de ces 
paires. 
{----unification----} 
pens = -nens; 
nens = record 
comp1,comp2: etiquette; 
pred,suiv pens 
end; 
6.4.2 L' Algorithme 
L'algorithme respecte le ta.bleau des formules d'unification donné dans 
le chapitre traitant de l'unification de deux cosex. A ces formules carre-
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spondent une procédure nommée formule/ où I représente le numéro de la. 
formule dans le tableau. 
function suivant(cos : cosex;noeud: pcosex): pcosex; 
{ retourne le noeud qui suit noeud dans le cosex cos; 
retourne nil s'il n'existe pas} 
begin 
end;{suivant} 
function apres_alt(cos : cosex;noeud : pcosex): pcosex,; 
{ retourne le noeud qui suit la fin de l'alternative pointee 
par noeud; retourne nil s'il n'existe pas} 
begin 
end;{apres_alt} 
procedure ajout_paire(c1,c2: etiquette;var unif 
{ unif := unif U <c1,c2>} 
begin ... 
end;{ajout_paire} 
pans); 
procedure unifier(cos1,cos2: cosex;var unif 
{ unification des cosex cos1 & cos2; 
mise des resultats dans unif} 
pens); 
var cos1b,cos2b cosex; 
c1,c2,c3,c4: pcosex; 
{ appels recursifs} 
temp,tlast : pcosex; 
ctemp1,ctemp2 : pcosex; 
{ premiers et deuxiemes noeuds de 
cos1 et cos2} 
{ pour inverser 1 alternative} 
{ pour concatener 1 alternative} 
procedure inverser(ideb : pcosex;var cfin : pcosex); 
{ met le premier element de l'alternative pointee par ideb 
a sa fin; modifie le pointeur vers la fin du cosex si 
necessaire} 
var modif : boolean; 
begin 
if ideb-.last <> ideb-.suiv 
then begin 
modif:= cfin = ideb-.last; 
temp:= ideb-.suiv; 
CHAPITRE 6. A UTOMATI8ATION DE LA MÉTHODE 
tlast:= ideb-.last; 
ideb~.suiv:= temp-.suiv; 
ideb-.last:= temp; 
temp-.pred:= tlast; 
temp-.suiv:= tlast-.suiv; 
temp-.suiv-.pred:= ideb; 
tlast-.suiv:= temp; 
temp-.suiv-.pred:= temp; 
if modif 
then cfin:= ideb-.last 
end 
end;{inverser} 
procedure reinverser(ideb pcosex;var cfin 
var modif : boolean; 
begin 
if ideb-.last <> ideb-.suiv 
then begin 
modif:= cfin = ideb-.last; 
temp-.pred:= ideb; 
tlast-.suiv:= temp-.suiv; 
temp-.suiv-.pred:= tlast; 
temp-.suiv:= ideb-.suiv; 
ideb-.suiv-.pred:= temp; 
ideb-.suiv:= temp; 
ideb-.last:= tlast; 
if modif 
then cfin:= ideb-.last 
end 
end;{reinverser} 
pcosex); 
procedure inverser_fin(ideb: pcosex;var cfin : pcosex); 
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{ met l'alternative pointee par le 1er element de l'alternative 
pointee par ideb a sa fin; 
modifie le pointeur vers la fin du cosex si necessaire} 
begin 
end;{inverser_fin} 
procedure reinverser_fin(ideb pcosex;var cfin pcosex); 
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begin ... 
end;{reinverser_fin} 
procedure alt_suiv(fin_alt,noeud: pcosex; var as : cosex); 
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{ renvoie le cosex formant l'alternative suivant le noeud si c'est 
un? ou 1; renvoie cosex.deb=nil sinon} 
begin ... 
end;{alt_suiv} 
procedure concatener(deb,fin: pcosex; var cos : cosex); 
{ cos est la concatenation de l'alternative cos avec la suite 
de l'alternative enti\'ere dans le cosex deb .. fin} 
begin ... 
end;{concatener} 
procedure deconcatener(deb 
begin ... 
end;{deconcatener} 
procedure formule!; 
pcosex; var cos 
begin 
ajout_paire(c1-.info,c2-.info,unif); 
cos1b.deb:= suivant(cos1,c1); 
cos1b.fin:= cos1.fin; 
cos2b.deb:= suivant(cos2,c2); 
cos2b.fin:= cos2.fin; 
unifier(cos1b,cos2b,unif) 
end; {formule!} 
procedure formule2; 
begin 
ajout_paire(c1-.info,c4-.info,unif); 
cos2b.deb:= apres_alt(cos2,c2); 
cos2b.fin:= cos2.fin; 
unifier(cos1,cos2b,unif); 
cos1b.deb:= suivant(cos1,c1); 
cos1b.fin:= cos1.fin; 
cos2b.deb:= suivant(cos2,c4); 
unifier(cos1b,cos2b,unif); 
cosex); 
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inverser(c2,cos2.fin); 
unifier(cos1b,cos2,unif); 
reinverser(c2,cos2.fin) 
end;{formule2} 
begin{unifier} 
if (cos1.deb <> nil) and (cos2.deb <> nil) 
then begin 
ci:= cos1.deb; 
c2:= cos2.deb; 
case c1-.info of 
-1: begin 
c3:= c1-.suiv; 
case c3-.info of 
-1: formule10; 
-2: formule11; 
else case c2-.info of 
-1: begin 
c4:= c2-.suiv; 
case c4-.info of 
-1: formule12; 
-2: formule13; 
else formule5 
end 
end; 
-2: formule36; 
else formule4 
end{case c2} 
end{case c3} 
end; 
-2: case c2-.info of 
-1: begin 
c4:= c2-.suiv; 
case c4-.info of 
-1: formule12; 
-2: formule13; 
else formule789 
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end 
end; 
-2: forrnule789; 
else forrnule789 
end;{case c2} 
else case c2-.info of 
-1: begin 
c4:= c2-.suiv; 
case c4-.info of 
-1: forrnule12; 
-2: forrnule13; 
else forrnule2 
end 
end; 
-2: forrnule36; 
else formule! 
end{case c2} 
end{case ci} 
end{then} 
end;{unifier} 
Chapitre 7 
Conclusions 
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En guise de conclusions, quelques possibilités d'utilisation d'u1H' telle 
analyse sont proposées: une aide pour le programmeur, et une aide pour le 
compilateur. Cette liste n'est évidemment pas exhaustive. La programma-
tion paraUèle est une discipline toujours en étude, et de nouvelles découvertes 
pourraient a.jouter quelque utilisation à cette liste. 
De par les renseignements fournis, un tel analyseur peut être une aide 
pour le programmeur: l'ensemble des paires de conunandes de commu-
nication pouvant se synchroniser lors d'une exécution est une a.ide 
lors d'une preuve de programme: utiliser une synchronisation pour 
argumenter la preuve ne pourrait se faire que si cette synchronisation 
appartient à. l'ensemble; 
de plus, signaler un interbloca.ge certain au concepteur du programme 
est pour lui un indice non négligeable de révision nécessaire de la pro-
granunation. 
pour un co1npilateur: l'ensemble des paires de commandes de communi-
cation pouvant se synchroniser lors d'une exécution d'un programme 
peut être déterminé par cette méthode statiquement à la compilation 
de programme, même si le compilateur est du type "une passe"; cela 
offre certaines possibilités d'optimisation au compilateur, par exemple 
l'optimisation de l'allocation des processeurs aux processus. Deux cas 
de figure sont possibles: 
1. Le nombre de processus est plus grand que le nombre de pro-
cesseurs, et da.ns ce cas une répartition de plusieurs processus 
pouvant s'exécuter séquentiellement sur uu même processeur sé-
quentiel est nécessaire. Les résultats de cette analyse permettent 
de déterminer si deux processus peuvent s'exécuter en séquentiel 1 , 
et donc sont utiles au compilateur pour lui permettre de décider 
cette répartition. 
2. Le nombre de processus est plus petit ou égal au nombre de 
processeurs, et dans ce cas une optimisation de la répartition 
géographique des processus sur le plan ou l'espace des processeurs 
peut néanmoins être utile pour optimiser le traffic des infor-
mations circulant entre ces processeurs lors des conununications 
1 si un processus I n'a pas encore exécuté sa commande de communicat.ion initiale alors 
qu'un processus J a exécuté sa commande de communication terminale, et. ce par rapport 
à tout processus commmticant avec eux tleux, alors ces deux processus J et. l peuvent 
s'exécuter séquentiellement, 
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entre processus. Les résultats de cette analyse permettent de 
déterminer le flux de communications entre chaque pa.ire de pro-
cessus, et donc fournit une base de décision au compila.t.eur. 
Annexe A 
Le problème des Cinq Philosophes 
Cet exemple est inspiré du problème des "Dining Philosoplu:rs" de Dijkstra. 
Les cinq philosophes -Descartes, Leibniz, Spinoza, Deshimaru et Bergson-
sont réunis autour d'une table ronde pour manger un plat de spaghettis. 
Afin de pouvoir se servir en spaghettis, chaque philosophe doit utiliser deux 
fourchettes, une en ma.in droite et une en ma.in gauche. Malheureusement. 
seulement cinq fourchettes sont disposées sur la table, une entre chaque 
philosophe. 
Cha.que philosophe, au moment de s'assoir à. table, doit prendre la fourchet.te 
située à sa droite, puis celle à sa gauche; il salue ensuite le philosophe assis à. 
sa gauche et attend d'être salué par le philosophe assis à sa droite pour com-
mencer à manger. Après a.voir mangé. ils reposent chacun leurs fourchettes 
droite et gauche. 
Cet échange de salutations après que chaque philosophe ait en mains deux 
fourchettes, va créer un interbloca.ge certain, puisque le nombre de fourchettes 
n'est pas suffisant. 2 
2 Dans la version originale de Dijkst.ra, l'illt.erblocage n'est. que possible car les 
philosophes n'échallgent pas de salutations avant. de manger. 
Void le listing du programme pa.rallèle simula.nt le problème des Philosophes. 
Les étiquettes identifiant les commandes de conununica.tion ont été insérées 
pa.r APa.Che lors de l'ana.lyse syntaxique du programme. 
#--- Descartes 
ALT* 
CASE true; 
-> 6! {: 1}111 take 11 ; 
10! {: 2}111 take 11 ; 
2 ! {: 3} 11hello 11 ; 
5? {: 4}word; 
Eat; 
6! {: 5} 11 1 release 11 ; 
10! {: 6} 11 1 release 11 ; 
FALT 
11 
#---
ALT* 
CASE 
->7! 
6! 
1? 
3! 
Leibniz 
true; 
{: 1} 11 1 take 11 ; 
{: 2}111 take 11 ; 
{: 3}word; 
{: 4}word; 
Eat; 
7! {: 5}111 release 11 ; 
6! {: 6} 11 1 release 11 ; 
FALT 
11 
#---
ALT* 
CASE 
->8! 
7! 
2? 
4! 
Spinoza 
true; 
{: 1}111 take 11 ; 
{: 2}111 take 11 ; 
{: 3}word; 
{: 4}word; 
Eat; 
8! {: 5} 11 1 release 11 ; 
7! {: 6}111 release 11 ; 
FALT 
Il 
#--- Deshimaru 
ALT* 
CASE true; 
->9! {: n 11 r take 11 ; 
8! {: 2}"I take 11 ; 
3? {: 3}word; 
5! {: 4}word; 
Eat; 
9! {: S} 11 I release 11 ; 
8! {: 6} 11 I release 11 ; 
FALT 
11 
#--- Bergson 
ALT* 
CASE true; 
->10! {: 1} 11 I take 11 ; 
9! {: 2} 11 I take 11 ; 
4? {: 3}word; 
1! {: 4}word; 
Eat; 
10! {: S} 11 I release 11 ; 
9! {: 6} 11 I release 11 ; 
FALT 
Il 
#--- fourchette entre Descartes & Leibniz 
ALT* 
CASE 2? {: !}action; 
-> 2? {: 2}action; 
CASE 1? {: 3}action; 
-> 1? {: 4}action; 
FALT 
11 
#--- fourchette entre Leibniz & Spinoza 
ALT* 
CASE 2? {: !}action; 
-> 2? {: 2}action; 
CASE 3? {: 3}action; 
-> 3? {: 4}action; 
FALT 
11 
#--- fourchette entre Spinoza & Deshimaru 
ALT* 
CASE 3? {: !}action; 
-> 3? {: 2}action; 
CASE 4? {: 3}action; 
-> 4? {: 4}action; 
FALT 
11 
#--- fourchette entre Deshimaru & Bergson 
ALT* 
CASE 4? {: !}action; 
-> 4? {: 2}action; 
CASE 5? {: 3}action; 
-> 5? {: 4}action; 
FALT 
11 
#--- fourchette entre Bergson & Descartes 
ALT* 
CASE 
1? {: !}action; 
-> 1? {: 2}action; 
CASE 5? {: 3}action; 
-> 5? {: 4}action; 
FALT 
Les cosex construits sur les canaux de communication entre les processus 
lors de l'analyse, sont les suivants: 
(1->2)+ :=*([ 1, 3]) 
(1->2)- :=*([ 2, 3]) 
(1->6)+ :=*([ 1, 1][ 1, 5]) 
( 1->6) - : =* ( [ 6, 3] [ 6, 4] ) 
(1->10)+ :=*([ 1, 2][ 1, 6]) 
(1->11)- :=*([11, 1][11, 2]) 
(2->3)+ :=*([ 2, 4]) 
(2->3)- :=*([ 3, 3]) 
(2->6)+ :=*([ 2, 2][ 2, 6]) 
(2->6)- :=*([ 6, 1] [ 6, 2]) 
(2->7)+ :=*([2, 1][2, 5]) 
(2->8)- :=*([ 8, 1] [ 8, 2]) 
(3->4)+ :=*([ 3, 4]) 
(3->4)- :=*([ 4, 3]) 
(3->7)+ :=*([ 3, 2][ 3, 6]) 
(3->8)+ :=*([ 3, 1] [ 3, 5]) 
(3->8)- :=*([ 8, 3][ 8, 4]) 
(3->9)- :=*([ 9, 1] [ 9, 2}) 
(4->5)+ :=*([ 4, 4]) 
(4->5)- :=*([ 5, 3]) 
(4->8)+ :=*([ 4, 2] [ 4, 6]) 
(4->9)+ :=*([4, 1][4, 5]) 
(4->9)- :=*([ 9, 3] [ 9, 4]) 
(4->10)- :=*([10, 1][10, 2]) 
(5->1)+ :=*([ 5, 4]) 
(5->1)- :=*([ 1, 4]) 
(5->9)+ :=*([ 5, 2][ 5, 6]) 
(5->10)+ :=*([ 5, 1] [ 5, 5]) 
(5->10)- :=*([10, 3][10, 4]) 
(5->11)- :=*([11, 3][11, 4]) 
Après unification( s) et vérifications des dépendances des commandes de 
communication pour chaque programme séquentiel, les résulats fournis par 
APaChe sont les suivants: 
• Analyse en avant seulement: 
*** Resultats de l'analyse*** 
[ 1, 1] => [ 6, 3] 
[ 3, 1] => [ 8, 3] 
[ 4, 1] => [ 9, 3] 
[ 5, 1] => [10, 3] 
• Analyse en avant et en arrière: 
*** Resultats de l'analyse*** 
APaChe conclut a un deadlock generalise. 
Annexe B 
Listing Complet d'APaChe 
Suit le listing complet du fichier source du programme APa.Che. Cet ana-
lyseur de programmes MiLC a été écrit en Turbo Pasca.13 , et est exécutable 
sur un PC compatible. Son adaptation à d'autres environnements ne devrait 
toutefois pas poser de problèmes. En effet, pour des raisons de portabilité, 
seules les instructions standard du Pascal ont été utilisées. 
3 Turbo Pascal est une marque déposée de Borland, Inc. 
program APaChe; { Analyseur de Programmes Communiquants } 
{###############################################################} 
{ } 
{ Auteur: DENIS ZAMPUNIERIS } 
{ etudiant en maitrise d'informatique } 
{ Facultes Notre-Dame de la Paix - Namur (Belgique) } 
{ } 
{ LIX - Ecole Polytechnique. Janvier 1991. } 
{ Institut d'Informatique - FUNDP. Mars 1991. } 
{ } 
{###############################################################} 
type 
{---- analyse syntaxique----} 
symbole= (slecture,secriture,sgarde,squelconque,snombre,salt_repetee, 
salt_simple,sdebut_prog,sfin_garde,sfin_alt,sfin_prog); 
typecmde= (lecture,ecriture,interne,alt_repetee,alt_simple,garde_bool, 
garde_lect,fin_alt,indefini,fin); 
commande= record 
te: typecmde; 
np: integer 
end; 
{---- construction des cosex ----} 
repetiteur= (rl,rN); 
es = (cL,cE); 
etiquette = integer; 
table= record 
depavt,deparr etiquette; 
sorte: es 
end; 
pcosex = Ancosex; 
ncosex = record 
info: etiquette; 
pred,suiv,last : pcosex; 
parf: integer 
end; 
cosex = record 
deb,fin: pcosex 
end; 
pexp = -"nexp; 
nexp = record 
info: etiquette; 
pred,suiv: pexp 
end; 
er = record 
deb,fin: pexp 
end; 
{----unification----} 
pens = -"nens; 
nens = record 
const 
compl,comp2 
pred,suiv 
end; 
: etiquette; 
pens 
{ O <=> nil } 
{ 0 <=> 1 ; -1 <=> * ; - 2 <=> ? } 
{ -1 <=> ( ; - 2 <=> 1 ; - 3 <=> ) } 
nbprgmax = 20; { nombre max de prgms sequentiels dans un prgm 
var 
nbbclemax = 10; 
nbcocomax = 50; 
produit= 1000; 
parallele} 
{ nombre max de boucles imbriquees } 
{ nombre max de commandes de communication 
par programme sequentiel } 
{ nbprgmax *nbcocomax} 
entree, sortie : text; { fichiers ouverts en lecture/ecriture} 
nentree, nsortie: string[20]; 
noligne : integer; 
cp: char; 
num, 
nbprgseq, 
nocomco: integer; 
{ noms des fichiers entree/sortie} 
{ numero de ligne courant dans le fichier oel } 
{ caractere pointe courant dans le fichier oel 
{ valeur du numerique courant dans fichier oel} 
{ numero du prgm sequentiel courant} 
{ numero de la commande de communication 
courante dans le prgm sequentiel courant} 
cc: commande; { commande courante dans le fichier oel} 
gardeon, { vrai si le symbole precedent etait un garde} 
gardelect: boolean; { vrai s'il y a 1 lecture dans garde courant} 
niv: integer; { niveau courant d'imbrication de boucles} 
rep: array[l .. nbbclemax] of repetiteur; 
djg: array[l..nbbclemax] of boolean; 
canalP, canalM: array[l .. nbprgmax,1 .. nbprgmax] of cosex; 
unifl,unif2 : pens; 
{ cosex des canaux+ et - entre les prgms seq 
{ ensemble des paires de commandes de com-
munication matchantes trouvees jusqu'a 
l'unification courante} 
corresp: array[0 .. produit] of table; 
{ table de correspondance entre l'identifiant 
d'une communication et ses dependances} 
expreg : array[l .. nbprgmax] of er; 
{ expressions pour de trouver les dependances} 
i,j : integer; {compteurs} 
PasArr, EcrCosinv, EcrDepAvt, EcrDepArr: boolean; 
{ decisions de l'utilisateur} 
{########## preparation du traitement##########} 
procedure initialisation; 
{ initialise les variables globales} 
var i,j : integer; 
begin 
noligne:= 1; 
num:= 0; 
nbprgseq:= 1; 
nocomco:= 0; 
gardeon:= false; 
gardelect:= false; 
niv:= o; 
for i:=1 to nbprgmax do 
for j:=1 to nbprgmax do 
begin 
canalP[i,j].deb:= nil; 
canalP[i,j].fin:= nil; 
canalM[i,j].deb:= nil; 
canalM[i,j].fin:= nil end; 
unifl:= nil; 
unif2:= nil; 
for i:=1 to nbprgmax do 
begin 
expreg[i].deb:= nil; 
expreg[i].fin:= nil 
end; 
PasArr:= false; 
EcrDepAvt:= false; 
EcrDepArr:= false; 
Ecrcosinv:= false; 
with corresp[O] do 
begin 
depavt:= o; 
deparr:= o; 
sorte:= cE 
end 
end;{initialisation} 
procedure ouvrir_fichiers; 
{ ouvre les fichiers texte entree/sortie en lecture/ecriture} 
begin 
writeln( 
'Entrez le nom du fichier contenant le texte du programme a analyser:'); 
readln(nentree); 
nsortie:= nentree +'.APA'; 
nentree:= nentree +'.CSP'; 
assign(entree,nentree); 
assign(sortie,nsortie); 
reset(entree); 
rewrite(sortie) 
end;{ouvrir_fichiers} 
procedure fermer_fichiers; 
{ ferme les fichiers entree & sortie} 
begin 
close(entree); 
close(sortie) 
end;{fermer_fichiers} 
procedure erreur(code: integer); 
{ ecrit a l'ecran le message d'erreur correspondant a code et 
stoppe l'execution } 
begin 
writeln('** ERREUR ligne', 
case code of 
noligne:3); 
1: writeln('** 
2: writeln('** 
3: writeln('** 
4: writeln('** 
5: writeln('** 
6: writeln('** 
7: writeln('** 
8: writeln('** 
9: writeln('** 
Syntaxe!'); 
Il faut au moins un garde!'); 
Pas de garde d''ecriture!'); 
Il faut une commande d''alternative!'); 
Trop de processus paralleles!'); 
Numero de processus incorrect!'); 
, ) ; 
Trop 
, ) ; 
d''alternatives imbriquees!'); 
Trop 10: writeln('** 
end; 
fermer_fichiers; 
de communications pour ce processus!') 
readln; 
HALT 
end;{erreur} 
{########## analyse syntaxique##########} 
function car_suiv char; 
{ retourne le caractere suivant dans le fichier oel, 
ecrit ce caractere dans le fichier oee; 
retourne le caractere '~' si oef } 
label O; 
var c: char; 
begin 
O: if eof(entree) 
then car_suiv:= '~' 
else if eoln(entree) 
then begin readln(entree); 
noligne:= noligne +l; 
writeln(sortie); 
car_suiv:=' 'end 
else begin 
read(entree,c); 
if C = 1 # 1 
then begin 
readln(entree); 
noligne:= noligne +l; 
writeln(sortie); 
goto O end 
else begin 
write(sortie, c); 
car_suiv:= c end 
end 
end;{car_suiv} 
function symb_suiv: symbole; 
{ retourne le symbole suivant dans le fichier oel; 
maj la variable num si symb_suiv=nombre} 
var l,i : integer; 
mot: string[5]; 
cptemp: char; 
begin 
while cp =' 'do cp:= car_suiv; 
if cp in [ 'a' .. 'z' , 'A' .. 'Z' ] 
then begin 
l:= O; mot:=' '; 
while cp in [ 'a' .. 'z' , 'A' .. 'z' , 'o' .. '9' , '*' ] do 
begin 
l:= 1 + l; 
if 1 < 6 then mot[l]:= cp; 
cp:= car_suiv end; 
if mot= 'ALT 'then symb_suiv:= salt_simple 
else if mot= 'ALT* 'then symb_suiv:= salt_repetee 
else if mot= 'CASE' then symb_suiv:= sgarde 
else if mot= 'FALT 'then symb_suiv:= sfin_alt 
else symb_suiv:= squelconque end 
else if cp in ['0' .. '9'] 
then begin 
num:= O; 
while cp in ['0' .. '9'] do 
begin 
num:= num *10 +ord(cp) -ord('O'); 
cp:= car_suiv end; 
symb_suiv:= snombre end 
else if cp in ['-','I'] 
then begin 
cptemp:= cp; cp:= car_suiv; 
case cptemp of 
'-': if cp = '>' 
then symb_suiv:= sfin_garde; 
' 1 ': if cp = ' 1 ' 
then symb_suiv:= sdebut_prog 
else erreur(l) 
end; 
cp:= car_suiv end 
else if cp in['?','!'] 
then begin 
case cp of 
'?': symb_suiv:= slecture; 
'!': symb_suiv:= secriture 
end; 
cp:= car_suiv end 
else if cp = '~' 
end;{symb_suiv} 
then symb_suiv:= sfin_prog 
else cp:= car_suiv 
procedure ecrire(nc: integer); 
{ ecrit l'identifiant de commande de la communication ne sur 
le fichier oee} 
begin 
write(sortie,'{:'); 
write(sortie,nc:2}; 
write(sortie,'}') 
end;{ecrire} 
procedure commande_suivante; 
{ maj la variable cc si il n'y a pas d'erreur syntaxique, 
indique l'erreur et stoppe l'execution en cas contraire; 
ecrit les etiquettes identifiant les commandes communication dans 
le fichier eoe } 
var ss : symbole; 
begin 
cc.te:= indefini; 
while cc.te= indefini do 
begin 
ss:= symb_suiv; 
case ss of 
sgarde: if gardeon 
then erreur(2) 
else if niv = O 
then erreur(4) 
else gardeon:= true; 
slecture: if (num > O) and (num <> nbprgseq) and (num < nbprgmax) 
then begin 
if gardeon 
then begin 
cc.te:= garde_lect; 
gardelect:= true end 
else cc.te:= lecture; 
cc.np:= num; 
nocomco:= nocomco +1; 
ecrire(nocomco); 
if nocomco > nbcocomax 
then erreur ( 1 o ) ; 
num:= o end 
else erreur(6); 
secriture: if gardeon 
then erreur(3) 
else if (num > O) and (num <> nbprgseq) and (num < nbprgmax) 
then begin 
cc.te:= ecriture; 
cc.np:= num; 
nocomco:= nocomco +1; 
ecrire(nocomco); 
if nocomco > nbcocomax 
then erreur(lO); 
num:= o end 
else erreur(6); 
salt_repetee: if gardeon 
then erreur(2) 
else cc.te:= alt_repetee; 
salt_simple: if gardeon 
then erreur(2) 
else cc.te:= alt_simple; 
sdebut_prog: if niv > o 
then erreur(l) 
else if nbprgseq = nbprgmax 
then erreur(6) 
else begin 
nbprgseq:= nbprgseq +1; 
nocomco:= O end; 
sfin_garde: if not gardeon 
then erreur(l) 
else begin 
gardeon:= false; 
if gardelect = false 
then cc.te:= garde_bool 
else gardelect:= false end; 
sfin_alt: if gardeon 
then erreur(3) 
else if niv = o 
then erreur(l) 
else cc.te:= fin_alt; 
sfin_prog: if niv > o 
then erreur(l) 
else cc.te:= fin 
end{case} 
end{while} 
end;{commande_suivante} 
{########## construction 
procedure ouvrir_cosex(I 
des cosex ##########} 
integer; R: repetiteur); 
une parenthese ouvrante et 
ayant le processus I comme 
{ ajoute si necessaire 
var j 
p 
begin 
aux cosex des canaux 
integer; 
: pcosex; 
for j:= 1 to nbprgmax do 
if j <> I then 
begin 
new(p); 
p"'.suiv:= nil; 
p"".last:= nil; 
p"'.parf:= O; 
if R = rN 
then p"'.info:= -1 
else p"'.info:= -2; 
if canalP[I,j].fin = nil 
un repetiteur 
extremite} 
then begin 
canalP[I,j].deb:= p; 
canalP[I,j].fin:= p; 
pA.pred:= nil end 
else 
if canalP[I,j].finA.info >= o 
then begin 
pA.pred:= canalP[I,j].fin; 
canalP[I,j].finA.suiv:= p; 
canalP[I,j].fin:= pend 
else begin 
dispose ( p) ; 
if (canalP[I,j].finA.info = -1) and (R = rl) 
then rep[niv]:= rN 
else if R = rN 
then canalP[I,j].finA.info:= -1 
else canalP[I,j].finA.info:= -2 
end 
end; 
for j:= 1 to nbprgmax do 
if j <> I then 
begin 
new(p); 
pA.suiv:= nil; 
pA.last:= nil; 
pA.parf:= O; 
if R = rN 
then pA.info:= -1 
else pA.info:= -2; 
if canalM[j,IJ.fin = nil 
then begin 
else 
canalM[j,I].deb:= p; 
canalM[j,I].fin:= p; 
pA.pred:= nil end 
if canalM[j,I].finA.info >= o 
then begin 
pA.pred:= canalM[j,I].fin; 
canalM[j,I].finA.suiv:= p; 
canalM[j,I].fin:= pend 
else begin 
dispose(p); 
end 
if (canalM[j,I].finA.info = -1) and (R = rl) 
then rep[niv]:= rN 
else if R = rN 
then canalM[j,I].finA.info:= -1 
else canalM[j,I].finA.info:= -2 
end 
end;{ouvrir_cosex} 
procedure trouver_par_ouv(e: pcosex; var p: pcosex); 
{ p pointe sur la le parenthese ouvrante non fermee qui precede e; 
p = nil si elle n'existe pas} 
label 6; 
var fin boolean; 
begin 
p:= e; 
6: p:= pA.pred; 
fin:= p = nil; 
while not fin do 
if p"".info >= o 
then begin 
p:= p".pred; 
fin:= p = nil end 
else fin:= true; 
if p <> nil 
then if p"".last <> nil 
then goto 6 
end;{trouver_par_ouv} 
procedure fermer_cosex(I : integer); 
{ ajoute une parenthese fermante si necessaire} 
var j : integer; 
p,fin: pcosex; 
begin 
for j:= 1 to nbprgmax do 
if j <> I then 
begin 
fin:= canalP[I,jJ.fin; 
if fin<> nil 
then if fin".info < o 
then if fin".pred = nil 
then begin 
canalP[I,j].deb:= nil; 
canalP[I,j].fin:= nil; 
dispose(fin) end 
else begin 
p:= fin"".pred; 
dispose (fin); 
canalP[I,j].fin:= p; 
p".suiv:= nil end 
else if fin"".info = o 
then begin 
p:= fin; 
fin:= fin".pred; 
dispose ( p) ; 
fin"".suiv:= nil; 
trouver_par_ouv(fin,p); 
p"".last:= fin end 
else begin 
trouver_par_ouv(fin,p); 
if p <> nil 
then p"".last:= fin end 
end; 
for j:= 1 to nbprgmax do 
if j <> I then 
begin 
fin:= canalM[j,IJ.fin; 
if fin<> nil 
then if fin".info < o 
then if fin"".pred = nil 
then begin 
canalM[j,IJ.deb:= nil; 
canalM[j,IJ.fin:= nil; 
dispose(fin) end 
else begin 
p:= fin"".pred; 
dispose(fin); 
canalM[j,IJ.fin:= p; 
pA.suiv:= nil end 
else if finA.info = o 
then begin 
p:= fin; 
fin:= finA.pred; 
dispose ( p) ; 
finA.suiv:= nil; 
trouver_par_ouv(fin,p); 
pA.last:= fin end 
else begin 
trouver_par_ouv(fin,p); 
if p <> nil 
then pA.last:= fin end 
end 
end;{fermer_cosex} 
procedure separer_cosex(I : integer); 
{ ajoute si necessaire un separateur I aux cosex} 
var j : integer; 
p: pcosex; 
begin 
for j:= 1 to nbprgmax do 
if j <> I then 
if canalP[I,j].fin <> nil 
then if canalP[I,j].finA.info > o 
then begin 
new(p); 
pA.suiv:= nil; 
pA.pred:= canalP[I,j].fin; 
p".last:= nil; 
pA.parf:= O; 
p".info:= O; 
canalP[I,j].finA.suiv:= p; 
canalP[I,j].fin:= pend; 
for j:= 1 to nbprgmax do 
if j <> I then 
if canalM[j,I].fin <> nil 
then if canalM[j,I].fin".info > o 
then begin 
new(p); 
pA.suiv:= nil; 
p".pred:= canalM[j,I].fin; 
p".last:= nil; 
p".parf:= O; 
pA.info:= O; 
canalM[j,I].fin".suiv:= p; 
canalM[j,I].fin:= pend 
end;{separer_cosex} 
procedure ajout_exp(e: etiquette); 
{ ajoute une etiquette a l'expression du prgm sequentiel courant} 
var p: pexp; 
begin 
new(p); 
p".info:= e; 
if expreg[nbprgseq].deb = nil 
then begin 
expreg[nbprgseq].deb:= p; 
expreg[nbprgseq].fin:= p; 
p".pred:= nil; 
pA.suiv:= nil end 
else begin 
pA.pred:= expreg[nbprgseq].fin; 
pA.suiv:= nil; 
expreg[nbprgseq].finA.suiv:= p; 
expreg[nbprgseq].fin:= pend 
end;{ajout_exp} 
procedure construire_cosex; 
{ construit les cosex des canaux+ et - entre les programmes sequentiels} 
var fini : boolean; { vrai si fin progm parallele} 
c: pcosex; { utilise pour NEW} 
id: integer; 
begin 
cp:= car_suiv; 
fini:= false; 
while not fini do 
begin 
commande_suivante; 
case cc.te of 
lecture: begin 
new( c); 
cA.parf:= O; 
cA.pred:= canalM[cc.np,nbprgseq].fin; 
canalM[cc.np,nbprgseq].fin:= c; 
if canalM[cc.np,nbprgseq].deb = nil 
then canalM[cc.np,nbprgseq].deb:= c; 
if cA.pred <> nil 
then cA.predA.suiv:= c; 
cA.suiv:= nil; 
cA.last:= nil; 
id:= nbprgseq *nbcocomax +nocomco; 
cA.info:= id; 
corresp[id].sorte:= cL; 
ajout_exp(id) 
end; 
ecriture: begin 
new( c); 
cA.parf:= O; 
cA.pred:= canalP[nbprgseq,cc.np].fin; 
canalP[nbprgseq,cc.np].fin:= c; 
if canalP[nbprgseq,cc.np].deb = nil 
then canalP[nbprgseq,cc.np].deb:= c; 
if cA.pred <> nil 
then cA.predA.suiv:= c; 
cA.suiv:= nil; 
cA.last:= nil; 
id:= nbprgseq *nbcocomax +nocomco; 
cA.info:= id; 
ajout_exp( id); 
corresp[id].sorte:= cE 
end; 
alt_simple: begin 
niv:= niv +1; 
if niv > nbbclemax 
then erreur(8); 
rep[niv] := rl; 
djg[niv]:= false; 
ajout_exp(-1) 
end; 
alt_repetee: begin 
niv:= niv +1; 
if niv > nbbclemax 
then erreur(8); 
rep[niv] := rN; 
djg[niv]:= false; 
ajout_exp(-1) 
end; 
garde_bool: begin 
if djg[niv] 
then if rep[niv] = rN 
then begin 
fermer_cosex(nbprgseq); 
ouvrir_cosex(nbprgseq,rN) end 
else separer_cosex(nbprgseq) 
else begin 
ouvrir_cosex(nbprgseq,rep[niv]); 
djg[niv]:= true end; 
ajout_exp(-2) 
end; 
garde_lect: begin 
if djg[niv] 
then if rep[niv] = rN 
then begin 
fermer_cosex(nbprgseq); 
ouvrir_cosex(nbprgseq,rN) end 
else separer_cosex(nbprgseq) 
else begin 
ouvrir_cosex(nbprgseq,rep[niv]); 
djg[niv]:= true end; 
ajout_exp(-2); 
new(c); 
c".parf:= O; 
c".pred:= canalM[cc.np,nbprgseqJ.fin; 
canalM[cc.np,nbprgseqJ.fin:= c; 
if canalM[cc.np,nbprgseq].deb = nil 
then canalM[cc.np,nbprgseqJ.deb:= c; 
if c".pred <> nil 
then c".pred".suiv:= c; 
c".suiv:= nil; 
c".last:= nil; 
id:= nbprgseq *nbcocomax +nocomco; 
c".info:= id; 
corresp[id].sorte:= cL; 
ajout_exp(id) 
end; 
fin_alt: begin 
fermer_cosex(nbprgseq); 
niv:= niv -1; 
ajout_exp(-3) 
end; 
fin: fini:= true; 
end{case} 
end{while} 
end;{construire_cosex} 
{########## deduction des dependances ##########} 
function avt_par_ouv(f : pexp): pexp; 
{ renvoie l'etiquette qui se trouve avant la parenthese ouvrante 
precedant f si elle existe; nil sinon} 
label 1; 
var fin: boolean; 
nbparferm: integer; 
begin 
nbparferm:= 1; 
1: fin:= fA.info = -1; 
while not fin do 
begin 
f:= fA.pred; 
if fA.info = -3 
then nbparferm:= nbparferm +1; 
fin:= fA.info = -1 end; 
nbparferm:= nbparferm -1; 
if fA.pred = nil 
then avt_par_ouv:= nil 
else if (fA.predA.info < O) or (nbparferm > O) 
then begin 
f:= fA.pred; 
goto 1 end 
else avt_par_ouv:= fA.pred 
end;{avt_par_ouv} 
function apres_par_ferm(f: pexp): pexp; 
{ renvoie l'etiquette qui se trouve apres la parenthese fermante 
suivant f si elle existe; nil sinon} 
label 2; 
var fin: boolean; 
nbparouv: integer; 
begin 
nbparouv:= 1; 
2: fin:= fA.info = -3; 
while not fin do 
begin 
f:= fA.suiv; 
if fA.info = -1 
then nbparouv:= nbparouv +1; 
fin:= fA.info = -3 end; 
nbparouv:= nbparouv -1; 
if fA.suiv = nil 
then apres_par_ferm:= nil 
else if (fA.suivA.info < O) or (nbparouv > O) 
then begin 
f:= fA.suiv; 
goto 2 end 
else apres_par_ferm:= fA.suiv 
end;{apres_par_ferm} 
function dep_avt(e: pexp): etiquette; 
{ retourne l'etiquette dont depend e lors d'une execution du prgm en avant 
si elle existe; o sinon} 
var f : pexp; 
i : etiquette; 
begin 
if eA.pred = nil 
then dep_avt:= o 
else begin 
i:= eA.predA.info; 
if i > 0 
then dep_avt:= i 
else begin 
f:= avt_par_ouv(eA.pred); 
if f = nil 
then dep_avt:= O 
else dep_avt:= fA.info end 
end 
end;{dep_avt} 
function dep_arr(e : pexp): etiquette; 
{ retourne l'etiquette dont depend e lors d'une execution du prgm en 
arriere si elle existe; o sinon} 
var f pexp; 
i : etiquette; 
begin 
if eA.suiv = nil 
then dep_arr:= O 
else begin 
i:= eA.suivA.info; 
if i > 0 
then dep_arr:= i 
else begin 
f:= apres_par_ferm(eA.suiv); 
if f = nil 
then dep_arr:= o 
else dep_arr:= fA.info end 
end 
end;{dep_arr} 
function etiq_suiv(e: pexp): pexp; 
{ retourne l'etiquette suivante (e compris) si elle existe; nil sinon} 
var fin,trouve: boolean; 
begin 
if eA.info > o 
then etiq_suiv:= e 
else begin 
fin:= false; 
trouve:= false; 
while not fin do 
if eA.suiv = nil 
then fin:= true 
else begin 
e:= eA.suiv; 
if eA.info > o 
then begin 
end; 
if trouve 
trouve:= true; 
fin:= true end 
then etiq_suiv:= e 
else etiq_suiv:= nil 
end 
end;{etiq_suiv} 
function etiq_prec(e: pexp):pexp; 
{ retourne l'etiquette precedant e (e compris) si elle existe; nil sinon} 
var fin,trouve: boolean; 
begin 
if eA.info > o 
then etiq_prec:= e 
else begin 
fin:= false; 
trouve:= false; 
while not fin do 
if eA.pred = nil 
then fin:= true 
else begin 
e:= eA.pred; 
if eA.info > o 
then begin 
end; 
if trouve 
trouve:= true; 
fin:= true end 
then etiq_prec:= e 
else etiq_prec:= nil 
end 
end;{etiq_prec} 
procedure dependances_avant; 
{ deduction des dependances avant pour chaque commande de communication} 
var p: integer; 
e: pexp; 
begin 
for p:=1 to nbprgseq do 
if expreg[p].deb <> nil 
then begin 
e:= etiq_suiv(expreg[p].deb); 
while e <> nil do 
begin 
corresp[eA.info].depavt:= dep_avt(e); 
if eA.suiv = nil 
then e:= nil 
else e:= etiq_suiv(eA.suiv) end 
end 
end;{dependances_avant} 
procedure dependances_arriere; 
{ deduction des dependances arriere pour chaque commande de communication} 
var p: integer; 
e : pexp; 
begin 
for p:=1 to nbprgseq do 
if expreg[pJ.fin <> nil 
then begin 
e:= etiq_prec(expreg[p].fin); 
while e <> nil do 
begin 
corresp[eA.info].deparr:= dep_arr(e); 
if eA.pred = nil 
then e:= nil 
else e:= etiq_prec(eA.pred) end 
end 
end;{dependances_arriere} 
{########## unification des cosex + et - ##########} 
function suivant(cos: cosex;noeud: pcosex): pcosex; 
{ retourne le noeud qui suit noeud dans le cosex cos; 
retourne nil s'il n'existe pas} 
begin 
if noeud= cos.fin 
then suivant:= nil 
else suivant:= noeudA.suiv 
end;{suivant} 
function apres_alt(cos : cosex;noeud: pcosex): pcosex; 
{ retourne le noeud qui suit la fin de l'alternative pointee par noeud; 
retourne nil s'il n'existe pas } 
begin 
if noeudA.last = cos.fin 
then apres_alt:= nil 
else apres_alt:= noeudA.lastA.suiv 
end;{apres_alt} 
procedure ajout_paire(cl,c2 : etiquette;var unif : pens); 
{ unif := unif U <cl,c2> } 
var e,f: pens; 
fin,trouve: boolean; 
begin 
if unif = nil 
then begin 
new( e); 
eA.suiv:= nil; 
eA.pred:= nil; 
eA.compl:= cl; 
eA.comp2:= c2; 
unif:= e end 
else begin 
e:= unif; 
trouve:= false; 
fin:= false; 
while (not fin) and (not trouve) do 
if (eA.compl = cl) and (eA.comp2 = c2) 
then trouve:= true 
else if eA.suiv = nil 
then fin:= true 
else e:= eA.suiv; 
if not trouve 
then begin 
new(f); 
fA.compl:= cl; 
fA.comp2:= c2; 
fA.pred:= e; 
fA.suiv:= nil; 
eA.suiv:= fend 
end 
end;{ajout_paire} 
procedure unifier(cosl,cos2 : cosex;var unif pens); 
{ unification des cosex cosl & cos2; 
mise des resultats dans unif} 
var coslb,cos2b: cosex; { appels recursifs} 
cl,c2,c3,c4: pcosex; { premiers et deuxiemes noeuds de cosl/cos2 } 
temp,tlast: pcosex; { utilises pour inverser une alternative} 
ctempl,ctemp2 : pcosex; { utilises pour concatener une alternative} 
procedure inverser(ideb: pcosex;var cfin: pcosex); 
{ met le premier element de l'alternative pointee par ideb a sa fin; 
modifie le pointeur vers la fin du cosex si necessaire} 
var modif : boolean; 
begin 
if idebA.last <> idebA.suiv 
then begin 
modif:= cfin = idebA.last; 
temp:= idebA.suiv; 
tlast:= idebA.last; 
idebA.suiv:= tempA.suiv; 
idebA.last:= temp; 
tempA.pred:= tlast; 
tempA.suiv:= tlastA.suiv; 
tempA.suivA.pred:= ideb; 
tlastA.suiv:= temp; 
tempA.suivA.pred:= temp; 
if modif 
then cfin:= idebA.last 
end 
end;{inverser} 
procedure reinverser(ideb: pcosex;var cfin 
var modif: boolean; 
pcosex); 
begin 
if idebA.last <> idebA.suiv 
then begin 
modif:= cfin = idebA.last; 
tempA.pred:= ideb; 
tlastA.suiv:= tempA.suiv; 
tempA.suivA.pred:= tlast; 
tempA.suiv:= idebA.suiv; 
idebA.suivA.pred:= temp; 
idebA.suiv:= temp; 
idebA.last:= tlast; 
if modif 
then cfin:= idebA.last 
end 
end;{reinverser} 
procedure inverser_fin(ideb: pcosex;var cfin: pcosex); 
{ met l'alternative pointee par le 1er element de l'alternative pointee 
par ideb a sa fin; 
modifie le pointeur vers la fin du cosex si necessaire} 
var modif : boolean; 
begin 
modif:= cfin = idebA.last; 
temp:= idebA.suiv; 
tlast:= idebA.last; 
idebA.suiv:= tempA.lastA.suiv; 
idebA.last:= tempA.last; 
tempA.pred:= tlast; 
tempA.lastA.suiv:= tlastA.suiv; 
idebA.suivA.pred:= ideb; 
tlastA.suiv:= temp; 
tempA.lastA.suivA.pred:= tempA.last; 
if modif 
then cfin:= idebA.last 
end;{inverser_fin} 
procedure reinverser_fin(ideb: pcosex;var cfin 
var modif: boolean; 
Degin 
modif:= cfin = idebA.last; 
tempA.pred:= ideb; 
tlastA.suiv:= tempA.lastA.suiv; 
pcosex); 
tempA.lastA.suivA.pred:= tlast; 
tempA.lastA.suiv:= idebA.suiv; 
idebA.suivA.pred:= tempA.last; 
idebA.suiv:= temp; 
idebA.last:= tlast; 
if modif 
then cfin:= idebA.last 
end;{reinverser_fin} 
procedure alt_suiv(fin_alt,noeud: pcosex; var as: cosex); 
{ renvoie le cosex formant l'alternative suivant le noeud si c'est un? ou 1 
renvoie cosex.deb=nil sinon} 
var e :pcosex; 
ok: boolean; 
begin 
if noeudA.info > o 
then as.deb:= nil 
else begin 
as.deb:= noeudA.suiv; 
e:= noeudA.suiv; 
ok:= true; 
while ok do 
if e = fin_alt 
then ok:= false 
else if eA.suivA.info = o 
then ok:= false 
else e:= eA.suiv; 
as.fin:= e 
end 
end;{alt_suiv} 
procedure concatener(deb,fin: pcosex; var cos : cosex); 
{ cos est la concatenation de l'alternative cos avec la suite de l'alternative 
entière dans le cosex deb .. fin} 
begin 
ctempl:= cos.fin; 
ctemp2:= cos.finA.suiv; 
cos.finA.suiv:= debA.lastA.suiv; 
if debA.lastA.suiv <> nil 
then debA.lastA.suivA.pred:= cos.fin; 
cos.fin:= fin 
end;{concatener} 
procedure deconcatener(deb: pcosex; var cos: cosex); 
begin 
ctemplA.suiv:= ctemp2; 
if debA.lastA.suiv <> nil 
then debA.lastA.suivA.pred:= debA.last; 
cos.fin:= ctempl 
end;{deconcatener} 
procedure formulel; 
begin 
ajout_paire(c1A.info,c2A.info,unif); 
coslb.deb:= suivant(cosl,cl); 
coslb.fin:= cosl.fin; 
cos2b.deb:= suivant(cos2,c2); 
cos2b.fin:= cos2.fin; 
unifier(coslb,cos2b,unif) 
end;{formulel} 
procedure formule2; 
begin 
ajout_paire(c1A.info,c4A.info,unif); 
cos2b.deb:= apres_alt(cos2,c2); 
cos2b.fin:= cos2.fin; 
unifier(cosl,cos2b,unif); 
coslb.deb:= suivant(cosl,cl); 
coslb.fin:= cosl.fin; 
cos2b.deb:= suivant(cos2,c4); 
unifier(coslb,cos2b,unif); 
inverser(c2,cos2.fin); 
unifier(coslb,cos2,unif); 
reinverser(c2,cos2.fin) 
end;{formule2} 
procedure formule36; 
begin 
cos2b.deb:= apres_alt(cos2,c2); 
cos2b.fin:= cos2.fin; 
unifier(cosl,cos2b,unif); 
alt_suiv(cos2.debA.last,c2,cos2b); 
while cos2b.deb <> nil do 
begin 
concatener(c2,cos2.fin,cos2b); 
unifier(cosl,cos2b,unif); 
deconcatener(c2,cos2b); 
alt_suiv(cos2.debA.last,cos2b.finA.suiv,cos2b) 
end 
end;{formule36} 
procedure formule4; 
begin 
ajout_paire(c3A.info,c2A.info,unif); 
coslb.deb:= apres_alt(cosl,cl); 
coslb.fin:= cosl.fin; 
unifier(coslb,cos2,unif); 
coslb.deb:= suivant(cosl,c3); 
cos2b.deb:= suivant(cos2,c2); 
cos2b.fin:= cos2.fin; 
unifier(coslb,cos2b,unif); 
inverser(cl,cosl.fin); 
unifier(cosl,cos2b,unif); 
reinverser(cl,cosl.fin) 
end;{formule4} 
procedure formule5; 
begin 
ajout_paire(c3A.info,c4A.info,unif); 
coslb.deb:= apres_alt(cosl,cl); 
coslb.fin:= cosl.fin; 
cos2b.deb:= apres_alt(cos2,c2); 
cos2b.fin:= cos2.fin; 
unifier(coslb,cos2b,unif); 
cos2b.deb:= c4; 
unifier(coslb,cos2b,unif); 
unifier(coslb,cos2,unif); 
coslb.deb:= c3; 
cos2b.deb:= apres_alt(cos2,c2); 
unifier(coslb,cos2b,unif); 
coslb.deb:= suivant(cosl,c3); 
cos2b.deb:= suivant(cos2,c4); 
unifier(coslb,cos2b,unif); 
inverser(c2,cos2.fin); 
unifier(coslb,cos2,unif); 
reinverser(c2,cos2.fin); 
cos2b.deb:= apres_alt(cos2,c2); 
unifier(cosl,cos2b,unif); 
inverser(cl,cosl.fin); 
cos2b.deb:= suivant(cos2,c4); 
unifier(cosl,cos2b,unif); 
reinverser(cl,cosl.fin) 
end;{formule5} 
procedure formule789; 
begin 
coslb.deb:= apres_alt(cosl,cl); 
coslb.fin:= cosl.fin; 
unifier(coslb,cos2,unif); 
alt_suiv(cosl.debA.last,cl,coslb); 
while coslb.deb <> nil do 
begin 
concatener(cl,cosl.fin,coslb); 
unifier(coslb,cos2,unif); 
deconcatener(cl,coslb); 
alt_suiv(cosl.debA.last,coslb.finA.suiv,coslb) 
end 
end;{formule789} 
procedure formulelO; 
begin 
coslb.deb:= apres_alt(cosl,cl); 
coslb.fin:= cosl.fin; 
unifier(coslb,cos2,unif); 
coslb.deb:= apres_alt(cosl,c3); 
unifier(coslb,cos2,unif); 
coslb.deb:= suivant(cosl,c3); 
unifier(coslb,cos2,unif); 
inverser(c3,cosl.fin); 
coslb.deb:= c3; 
coslb.fin:= cosl.fin; 
unifier(coslb,cos2,unif); 
reinverser(c3,cosl.fin); 
inverser_fin(cl,cosl.fin); 
unifier(cosl,cos2,unif); 
reinverser_fin(cl,cosl.fin) 
end;{formulelO} 
procedure formulell; 
begin 
coslb.deb:= apres_alt(cosl,cl); 
coslb.fin:= cosl.fin; 
unifier(coslb,cos2,unif); 
coslb.deb:= apres_alt(cosl,c3); 
unifier(coslb,cos2,unif); 
coslb.deb:= suivant(cosl,c3); 
unifier(coslb,cos2,unif); 
inverser_fin(cl,cosl.fin); 
unifier(cosl,cos2,unif); 
reinverser_fin(cl,cosl.fin) 
end;{formulell} 
procedure formulel2; 
begin 
cos2b.deb:= apres_alt(cos2,c2); 
cos2b.fin:= cos2.fin; 
unifier(cosl,cos2b,unif); 
cos2b.deb:= apres_alt(cos2,c4); 
unifier(cosl,cos2b,unif); 
cos2b.deb:= suivant(cos2,c4); 
unifier(cosl,cos2b,unif); 
inverser(c4,cos2.fin); 
cos2b.deb:= c4; 
cos2b.fin:= cos2.fin; 
unifier(cosl,cos2b,unif); 
reinverser(c4,cos2.fin); 
inverser_fin(c2,cos2.fin); 
unifier(cosl,cos2,unif); 
reinverser_fin(c2,cos2.fin) 
end;{formulel2} 
procedure formulel3; 
begin 
cos2b.deb:= apres_alt(cos2,c2); 
cos2b.fin:= cos2.fin; 
unifier(cosl,cos2b,unif); 
cos2b.deb:= apres_alt(cos2,c4); 
unifier(cosl,cos2b,unif); 
cos2b.deb:= suivant(cos2,c4); 
inverser_fin(c2,cos2.fin); 
unifier(cosl,cos2,unif); 
reinverser_fin(c2,cos2.fin) 
end;{formulel3} 
begin{unifier} 
if (cosl.deb <> nil) and (cos2.deb <> nil) 
then begin 
cl:= cosl.deb; 
c2:= cos2.deb; 
case clA.info of 
-1: begin 
c3:= cl/\.suiv; 
case c3A.info of 
-1: formulelO; 
-2: formulell; 
else case c2A.info of 
-1: begin 
c4:= c2A.suiv; 
case c4A.info of 
-1: formulel2; 
-2: formulel3; 
else formule5 
end 
end; 
-2: formule36; 
else formule4 
end{case c2} 
end{case c3} 
end; 
-2: case c2A.info of 
-1: begin 
c4:= c2".suiv; 
case c4".info of 
-1: formulel2; 
-2: formulel3; 
else formule789 
end 
end; 
-2: formule789; 
else formule789 
end;{case c2} 
else case c2".info of 
-1: begin 
c4:= c2".suiv; 
case c4".info of 
-1: formule12; 
-2: formulel3; 
else formule2 
end 
end; 
-2: formule36; 
else formulel 
end{case c2} 
end{case cl} 
end{then} 
end;{unifier} 
{########## verification des dependances ##########} 
procedure supprimer(var unif : pens; e: pens); 
{ supprime le noeud pointe pare dans la liste unif} 
begin 
if unif = e 
then unif:= e".suiv 
else if e".suiv = nil 
then e".pred".suiv:= nil 
else begin 
dispose(e) 
end;{supprimer} 
e".suiv".pred:= e".pred; 
e".pred".suiv:= e".suiv end; 
function ok_avt(e: etiquette;s: es;argp,argn: etiquette): boolean; 
{ renvoie vrai si les conditions de dependance avant sont verifiees pare) 
var f: pens; 
fin,trouve: boolean; 
begin 
if e = o 
then ok_avt:= true 
else ifs= cE 
then begin 
f:= unifl; 
fin:= f = nil; 
trouve:= false; 
while not fin do 
if f = nil 
then fin:= true 
else if f".compl = e 
then if f".comp2 div nbcocomax = argp 
then if argn = o 
then f := ·· .suiv 
else if fA.comp2 mod nbcocomax <= argn 
then begin 
else begin 
trouve:= true; 
fin:= true end 
else f:= fA.suiv 
trouve:= true; 
fin:= true end 
else f:= fA.suiv; 
if trouve 
then ok_avt:= true 
else ok_avt:= false 
end 
else begin 
f:= unifl; 
fin:= f = nil; 
trouve:= false; 
while not fin do 
if f = nil 
then fin:= true 
else if fA.comp2 = e 
then if fA.compl div nbcocomax = argp 
then if argn = o 
then f:= fA.suiv 
else if fA.compl mod nbcocomax <= argn 
then begin 
else begin 
trouve:= true; 
fin:= true end 
else f:= fA.suiv 
trouve:= true; 
fin:= true end 
else f:= fA.suiv; 
if trouve 
then ok_avt:= true 
else ok_avt:= false 
end 
end;{ok_avt} 
function ok_arr(e : etiquette;s : es;argp,argn : etiquette): boolean; 
{ renvoie vrai si les conditions de dependance arriere 
sont verifiees pare} 
var f : pens; 
fin,trouve : boolean; 
begin 
if e = o 
then ok arr:= true 
else ifs= cE 
then begin 
f:= unif2; 
fin:= f = nil; 
trouve:= false; 
while not fin do 
if f = nil 
then fin:= true 
else if fA.compl = e 
then if fA.comp2 div nbcocomax = argp 
then if argn = o 
then f:= fA.suiv 
else if fA.comp2 mod nbcocomax >= argn 
else begin 
then begin 
trouve:= true; 
fin:= true end 
else f:= fA.suiv 
trouve:= true; 
fin:= true end 
else f:= fA.suiv; 
if trouve 
then ok_arr:= true 
else ok_arr:= false 
end 
else begin 
f:= unif2; 
fin:= f = nil; 
trouve:= false; 
while not fin do 
if f = nil 
then fin:= true 
else if fA.comp2 = e 
then if fA.compl div nbcocomax = argp 
then if argn = o 
then f:= fA.suiv 
else if fA.compl mod nbcocomax >= argn 
then begin 
trouve:= true; 
fin:= true end 
else f:= fA.suiv 
else begin 
trouve:= true; 
fin:= true end 
else f:= fA.suiv; 
if trouve 
then ok_arr:= true 
else ok_arr:= false 
end 
end;{ok_arr} 
procedure verifier_dependances_avant; 
{ verifie les paires de unifl et elimine celles qui ne satisfont pas} 
label 3; 
var e,f: pens; 
encore: boolean; 
begin 
3: e:= unifl; 
encore:= false; 
while e <> nil do 
begin 
if not ok_avt(corresp[eA.compl].depavt, 
corresp[corresp[eA.compl].depavt].sorte, 
eA.comp2 div nbcocomax, 
eA.comp2 mod nbcocomax) 
then begin 
supprimer(unifl, e); 
encore:= true; 
end 
else if not ok_avt(corresp[eA.comp2].depavt, 
corresp[corresp[eA.comp2].depavt].sorte, 
eA.compl div nbcocomax, 
eA.compl mod nbcocomax) 
then begin 
else 
supprimer(unifl, e); 
encore:= true; 
end 
e ·-. eA.suiv; 
if encore 
then goto 3 
end 
end;{verifier_dependances_avant} 
procedure verifier_dependances_arriere; 
{ verifie les paires de unif2 et elimine celles qui ne satisfont pas } 
label 4; 
var e,f: pens; 
encore: boolean; 
begin 
4: e:= unif2; 
encore:= false; 
while e <> nil do 
begin 
if not ok_arr(corresp[eA.compl].deparr, 
corresp[corresp[eA.compl].deparr].sorte, 
eA.comp2 div nbcocomax, 
eA.comp2 mod nbcocomax) 
then begin 
supprimer(unif2, e); 
encore:= true; 
end 
else if not ok_arr(corresp[eA.comp2].deparr, 
corresp[corresp[eA.comp2].deparr].sorte, 
eA.compl div nbcocomax, 
eA.compl mod nbcocomax) 
then begin 
supprimer(unif2, e); 
encore:= true; 
end 
else e:= eA.suiv; 
if encore 
then goto 4 
end 
end;{verifier_dependances_arriere} 
{########## analyse arriere ##########} 
procedure inv_cosex(c: cosex;var inv: cosex); 
{ inverse l'ordre des elements dans le cosex c} 
var cb,c2 : cosex; 
e: pcosex; 
begin 
if (c.deb = nil) or (c.fin = nil) 
then inv:= c 
else 
if c.deb = c.fin 
then inv:= c 
else if c.debA.info >= o 
then begin 
cb.deb:= c.debA.suiv; 
cb.fin:= c.fin; 
cb.debA.pred:= nil; 
inv_cosex(cb,cb); 
c.debA.pred:= cb.fin; 
cb.finA.suiv:= c.deb; 
cb.fin:= c.deb; 
cb.finA.suiv:= nil; 
inv:= cb end 
else begin 
e:= c.debA.lastA.suiv; 
if e = nil 
then begin 
cb.deb:= c.debA.suiv; 
cb.fin:= c.debA.last; 
cb.debA.pred:= nil; 
inv_cosex(cb,cb); 
cb.debA.pred:= c.deb; 
c.debA.suiv:= cb.deb; 
cb.deb:= c.deb; 
cb.debA.last:= cb.fin; 
inv:= cb 
end 
else begin 
cb.deb:= e; 
cb.fin:= c.fin; 
eA.pred:= nil; 
inv_cosex(cb,cb); 
c2.deb:= c.debA.suiv; 
c2.fin:= c.debA.last; 
c2.debA.pred:= nil; 
c2.finA.suiv:= nil; 
inv_cosex(c2,c2); 
cb.finA.suiv:= c.deb; 
c.debA.pred:= cb.fin; 
c.debA.suiv:= c2.deb; 
c.debA.last:= c2.fin; 
c2.debA.pred:= c.deb; 
cb.fin:= c2.fin; 
inv:=cb 
end 
end 
end;{inv_cosex} 
function trouve(cl,c2: etiquette): boolean; 
{ renvoie vrai si <cl,c2> app unif2 } 
var u: pens; 
fin,find: boolean; 
begin 
u:= unif2; 
fin:= u = nil; 
find:= false; 
while not fin do 
if u = nil 
then fin:= true 
else if (uA.compl = cl) and (uA.comp2 = c2) 
then begin 
fin:= true; 
find:= true end 
else u:= uA.suiv; 
if find 
then trouve:= true 
else trouve:= false 
end;{trouve} 
procedure intersection_resultats; 
{ unifl:= unifl inter unif2 } 
var e,f: pens; 
begin 
e:= unifl; 
while e <> nil do 
if trouve(eA.compl,eA.comp2) 
then e:= eA.suiv 
else begin 
f:= eA.suiv; 
supprimer(unifl, e); 
e:= f 
end 
end;{intersection_resultats} 
{########## ecriture des resultats ##########} 
procedure formatage(el,e2 : etiquette); 
{ ecrit une ligne de resultat formatee sur le fichier oee } 
var nl,n2,pl,p2 : integer; 
begin 
pl:= el div nbcocomax; 
nl:= el mod nbcocomax; 
p2:= e2 div nbcocomax; 
n2:= e2 mod nbcocomax; 
writeln(sortie,'[' ,pl:2,' ,' ,nl:2,'] => [' ,p2:2,' ,' ,n2:2,']') 
end;{formatage} 
procedure ecrire_resultats; 
{ ecrit unif sur le fichier eoe} 
var p: integer; 
e: pens; 
begin 
writeln(sortie); 
writeln(sortie,'*** Resultats de l''analyse ***'); 
e:= unifl; 
if e = nil 
then writeln(sortie,'APaChe conclut a un deadlock generalise.'); 
while e <> nil do 
begin 
formatage(eA.compl,eA.comp2); 
e:= eA.suiv 
end 
end;{ecrire_resultats} 
{########## debuguage ##########} 
function acceptation(code : integer):boolean; 
{ renvoie vrai si l'utilisateur accepte la proposition} 
label 7; 
var u: char; 
begin 
case code of 
1: writeln('Voulez-vous les cosex'); 
2: writeln('Voulez-vous une passe arriere'); 
3: writeln('Voulez-vous les cosex inverses'); 
4: writeln('Voulez-vous les dependances avant'); 
5: writeln('Voulez-vous les dependances arriere'); 
6: writeln('Voulez-vous les expressions de dependance') 
end; 
7: write('O/N ?'); 
readln(u); 
if ( u = 'o' ) or ( u = 'o' ) 
then acceptation:= true 
else if (u = 'N') or (u = 'n') 
then acceptation:= false 
else goto 7 
end;{acceptation} 
procedure ecrire_cosex(flag boolean; i,j integer); 
var e: pcosex; 
nb: integer; 
begin 
nb:= nbcocomax; 
write(sortie,'(' ,i,'->' ,j,')'); 
if flag 
then write(sortie,'+ :=') 
else write(sortie,'- :='); 
if flag 
then e:= canalP[i,j].deb 
else e:= canalM[i,j].deb; 
while e <> nil do 
if eA.info > o 
then begin 
write(sortie,'[' ,eA.info div nb:2,' ,' ,eA.info mod nb:2,']'); 
while eA.parf < o do 
begin 
write(sortie,')'); 
eA.parf:= eA.parf +1 end; 
e:= eA.suiv end 
else if eA.info = -1 
then begin 
eA.lastA.parf:= eA.lastA.parf -1; 
e:= eA.suiv; 
write(sortie, '*(') end 
else if eA.info = -2 
then begin 
eA.lastA.parf:= eA.lastA.parf -1; 
e:= eA.suiv; 
write(sortie, '?(') end 
else begin 
e:=eA.suiv; 
write(sortie, 'I') end; 
writeln(sortie) 
end;{ecrire_cosex} 
procedure ecrire_exp_reg; 
var p: integer; 
n: pexp; 
begin 
for p:=1 to nbprgseq do 
if expreg[p].deb <> nil 
then begin 
writeln(sortie); 
write(sortie,p:2,'> '); 
n:= expreg[p].deb; 
while n <> nil do 
begin 
case nA.info of 
-1: write(sortie,'('); 
-2: write(sortie,'I'); 
-3: write(sortie,')'); 
else write(sortie,'[' ,nA.info div nbcocomax,' ,' ,nA.info mod nbcocoma~ 
end; 
n:= nA.suiv 
end 
end 
end;{ecrire_exp_reg} 
procedure ecrire_depdes_avt; 
var p: integer; 
e : pexp; 
ep,en,d,dp,dn : integer; 
begin 
writeln(sortie); 
for p:= 1 to nbprgseq do 
begin 
e:= expreg[p].deb; 
while e <> nil do 
if eA.info > o 
then begin 
ep:= eA.info div nbcocomax; 
en:= eA.info mod nbcocomax; 
d:= corresp(eA.info].depavt; 
dp:= d div nbcocomax; 
dn:= d mod nbcocomax; 
writeln(sortie,'depavt[',ep,',',en,'] = [',dp,',',dn,']'); 
e:= eA.suiv end 
else e:= eA.suiv 
end 
end;{ecrire_depdes_avt} 
procedure ecrire_depdes_arr; 
var p: integer; 
e: pexp; 
ep,en,d,dp,dn: integer; 
begin 
writeln(sortie); 
for p:= 1 to nbprgseq do 
begin 
e:= expreg[p].fin; 
while e <> nil do 
if eA.info > o 
then begin 
ep:= eA.info div nbcocomax; 
en:= eA.info mod nbcocomax; 
d:= corresp(eA.info].deparr; 
dp:= d div nbcocomax; 
dn:= d mod nbcocomax; 
writeln(sortie,'deparr[',ep,',',en,'] = [',dp,',',dn,']'); 
e:= eA.pred end 
else e:= eA.pred 
end 
end;{ecrire_depdes_arr} 
{########## programme principal##########} 
begin{APaChe} 
initialisation; 
ouvrir_fichiers; 
writeln('Debut de l''analyse syntaxique ... '); 
construire_cosex; 
writeln(' ... Fin.'); 
if acceptation(l) 
then begin 
writeln(sortie); 
for i:=1 to nbprgseq do 
for j:=1 to nbprgseq do 
if i<>j ' 
then begin 
if canalP[i,jJ.deb <> nil 
then ecrire_cosex(true,i,j); 
if canalM[i,jJ.deb <> nil 
then ecrire_cosex(false,i,j) end 
end; 
{if acceptation(6) 
then ecrire_exp_reg;} 
writeln(sortie); 
dependances_avant; 
dependances_arriere; 
PasArr:= acceptation(2); 
if PasArr 
then EcrCosinv:= acceptation(3); 
{EcrDepAvt:= acceptation(4); 
if PasArr 
then EcrDepArr:= acceptation(5);} 
writeln('** Analyse semantique des communications**'); 
writeln('Debut de l''analyse en avant ... '); 
for i:= 1 to nbprgseq do 
for j:= 1 to nbprgseq do 
if i<>j 
then unifier(canalP[i,j],canalM[i,j],unifl); 
verifier_dependances_avant; 
writeln(' ... Fin.'); 
if PasArr 
then begin 
writeln('Debut de l''analyse en arriere ... '); 
for i:= 1 to nbprgseq do 
for j:= 1 to nbprgseq do 
if i<>j 
then begin 
inv_cosex(canalP[i,j],canalP[i,j]); 
inv_cosex(canalM[i,jJ,canalM[i,j]) end; 
for i:= 1 to nbprgseq do 
for j:= 1 to nbprgseq do 
if i<>j 
then unifier(canalP[i,j],canalM[i,j],unif2); 
verifier_dependances_arriere; 
intersection_resultats; 
writeln(' •.• Fin.'); 
if Ecrcosinv 
then begin 
writeln(sortie); 
for i:=1 to nbprgseq do 
for j:=1 to nbprgseq do 
if i<>j 
then begin 
if canalP[i,jJ.deb <> nil 
then ecrire_cosex(true,i,j); 
if canalM[i,jJ.deb <> nil 
then ecrire_cosex(false,i,j) end 
end 
end; 
{if EcrDepAvt 
then ecrire_depdes_avt; 
if EcrDepArr 
then ecrire_depdes_arr;} 
ecrire_resultats; 
fermer_fichiers; 
{readln} 
end.{APaChe} 
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L'Article 
Suit l'article écrit en Mai 1991, à la demande de M. Cousot, Directeur du 
La.boratoire d'Informatique de l'Ecole Polytechnique de Paris, et reprenant 
le résultat des travaux que j'y ai effectués lors d'un stage d'Octobre 1990 à 
Février 1991. 
Cet article a servi de support au présent mémoire. 
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Résumé 
Ou va étudier le problème de la détermination st.at.ique des paires 
de commandes de commuuicat,ion qui peuvent. se s~•nchrouiser lors des 
exécutions d'un programme paraUèle, sans tenir compte des états de 
mémoire. On utilisera un langage de programmation parallèle1 avec une 
sémant.ique de conununicat.ion et. synchronisation par rendez-vous (4) ( tels 
CSP (7, 11], Occam (10, 5) ou ADA). La mét.hode retenue se foude sur 
l'unification abstraite, pour chaque canal de communication entre cieux 
processus du programme, de deux expressions régulières synthét.isant. les 
traces d'exécution possibles des commandes de communications envoyées 
et attendues. Une analyse des dépendances entre les commandes de com-
munication d'un même processus permet. de modéliser les co11t\it.ions de 
séquentialité des synchronisations sur différents canaux. 
1 Introduction 
Le problème de la vérification des programmes parallèles de t.ype CSP a 
déjà. été abordé sous de nombreuse approches [1. 6, 12]. Pour l'analyse st.at.ique 
des communications entre les processus d\111 programme parallf'le, K.Apt [:.!] 
a proposé une méthode se basant sur la construct.ion d'expressions régulières 
par processus, reprenant. l'ensemble de (.out.es les séquences de communication 
a priori possibles lorsque les gardes booléens ne sont. pas interprétés. Pour le 
•Travail réalisé en 1990 - 1991 au Laboratoire d'Informatique de l'Ecole Polytechnique de 
Paris. 
1 MiLC: Mini-Langage Communiquant. 
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programme parallèle, on en déduit a.lors - par un algorithme de complexité 
exponentielle - l'ensemble STAT de toutes les paires de commmiica.tions qui 
peuvent èt.re synchronisées pendant une exécution qui se termine, lorsque les 
gardes booléens ne sont pas interprétés. 
N.l\forcouroff [8] a. proposé une méthode - aut.oma.t.isable par un algorithme 
de complexité polynomiale qui repose sur une technique de décompte statique 
des communications possibles, ce qui revient à la construction d \m système 
d'équations de points fixes sur un treillis complet.. Des ét1uat.ions dépendant, <le 
chaque processus indépendamment des autres, afin de déterminer les rangs des 
communications sur chaque canal; et des équations correspondant aux interac-
tions entre processus, afin de pouvoir appliquer le principe: "pour que deux 
processus communiquent. en un point. donné de chacun de leurs programmes, 
il faut qu'ils aient précédemment exécuté le meme nombre de communications 
entre eux". 
On propose ici une méthode reprenant l'idée de la. construct.ion cl 'expressions 
régulières, mais ces expressions seront construites sur les canaux de communi-
cation entre les paires de processus, et non plus par processus. De plus, un 
algorithme cl 'unification a été développé, ce qui permet de ne plus rechercher 
un point, fixe par itérations succesives. Cet.te unification est '' abstraite" en ce 
sens qu'elle ne construit pas une expression sur le langage régulier résultant du 
produit cartésien des langages réguliers des expressions à unifier. mais trouve 
directement les paires "mat.chantes" cl 'éléments des deux alphabets. 
2 La Classe de Langages Etudiés 
Le langage utilisé, ivliLC, est. un dérivé du langage CSP [7]. Il en reprend les 
structures de controle d'alt.erna.tives non déterministes, les canaux unidirection-
nels entre les processus et le principe de communication-synchronisation entre 
les processus appelé rendez-vous. 
2.1 Syntaxe Abstraite de MiLC 
Cette syntaxe reprend les structures du langage, et servira pour toute analyse 
ultérieure de programmes écrits dans ce langage. 
pp E 1'1·ogll : programmes parallèles 
p E 1'1·og : programmes séquentiels 
ius E I ns : instructions 
gins E Ç ins : instructions gardées 
g E Çai·des : gardes 
b E Bool : expressions booléennes 
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var E Va1· : variables 
n E N : entiers 
I E f.tiq : étiquet.tes ( une étiquette est un identificateur d'instruction) 
PP ::= Pl Il··· IIPn 
p ::= 1ns 
ius .. = skip I inte1·ne 1 /: n! va,· 1 /: n? va,· 1 ins1; i11s2 
IDO gins1 ... ginsn 0D I IF gins1 ... gins,, FI 
gins ::= g ...... ins 
g ::= b 1 / : n? va,· 
2.2 Syntaxe Concrète de MiLC 
Cet.te syntaxe sera. utile pour rnnstruire l'analyseur syntaxique d \m in-
terpréteur ahstra.it, et pour écrire des programmes l\IiLC pouvant et.re ana.lysés 
par cet interpréteur. 
programme_parallele: := liste_programrnes_sequentiels 
liste_programmes_sequentiels: := programme_sequentiel 
1 programme_sequentiel 11 liste_prograrnrnes_sequentiels 
programme_sequentiel: := liste_instructions 
liste_instructions: := instruction I instruction; liste_instructions 
instruction::= operation_interne I lecture I ecriture I alternative 
lecture::= numero_programme_sequentiel? norn_variable 
ecriture: := numero_programme_sequentiel ! norn_variable 
alternative::= alt_simple I alt_repetee 
alt_sirnple::= ALT liste_choix FALT 
alt_repetee: := ALT* liste_choix FALT 
liste_choix: := choix I choix liste_choix 
choix::= CASE garde_booleen -> liste_instructions 
1 CASE lecture-> liste_instructions 
Remarques: 
l. Une opération_interne est toute autre opération qu'une lecture, écriture, 
ou alt.ernative. Sa syntaxe est donc libre. 
2. Un 1wméro_programme_séq11entiel est un nombre entier désignant un des 
processus, sachant que ceux-ci sont comptés à partir de 1 clans le texte du 
programme parallèle. 
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3. Un garde_booléen est une expression dont la valeur est vrai ou faux. 
4. On désignera par un garde_/ecture un garde t\lli cont.ient. une instruct.ion 
de lecture. 
5. Un commentaire commence par '#' et se termine par une marque de fin 
de ligne. 
2.3 Sémantique de MiLC 
On ne donnera qu'une sémantique informelle de MiLC, en reprenant. ses 
différences par rapport à un langage t,raditionnel de programma.t,ion séquentielle. 
• Cha.que programme séquentiel composant. le programme parallèle est exé-
cuté par un processus indépendant des autres en vitesse et lieu cl 'exécut.ion, 
et. qui possède sa. mémoire de travail propre. Aucune hypothèse n'est donc 
faite sur la. vitesse relative des processus. 
• On suppose l'existence de deux canaux unidirect.ionnels de communication 
pour chaque couple de processus: un dans chaque sens. 
• La communication entre cieux prncessus se fait par rendez-vous, ce qui 
veut dire qu'un processus i ne peut. exécuter une commande <l'émission 
vers le processus j que si celui-ci est 1net. à exécuter une commande de 
réception à partir du processus i . 
• Les instructions ALT ... FALT et ALT* ... FALT délimitent. des listes 
d'instructions gardées, chacune précédée d'un garde. Une liste gar<lée 
d'instructions ne peut ètre exécutée que si son garde est évalué à 1,rai 
dans le cas d'un garde booléen, ou si le reùdez-vons peut avoir lieu dans 
le cas d'un garde lecture. 
• Dans une alt.ernative, si plusieurs gardes sont. évalués à urni , le prnces-
sus choisit une des liste_instructions de ces gardes à sa con l'f 1iance , et 
l'exécute. 
• Dans une alternative, si aucun garde n'est évalué à 11m1, le processus 
exécute l'instruction suivant l'alternative. 
• Dans une commande d'alternative ALT* ... FALT , le processus exécute 
cet.t.e commande jusqu'à. ce que tous les gardes booléens soient évalués 
à faux et qu'aucun garcle_lect.ure ne puisse etre exécut.é: la commaude 
d'alternative ALT ... FALT n'est. exécutée qu'une fois. 
2.4 Exemples de Programmes MiLC 
Suivent deux exemples de programmes parallèles écrits en rvliLC. 
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2.4.1 Producteur-Consommateur Bufferisé 
Le programme se compose de 3 processus parallèles: un producteur, un 
consommateur et une file cl 'attente à 10 positions. Le producteur produit. ou 
est détenteur cl 'une ressource dont le consomniat,eur a besoin. Pour lui céder, le 
producteur la fait transiter par une file d'attente afin de se rendre un peu plus 
indépendant de la vitesse relative du consommateur. 
#---------------------
#--- Le Producteur ---
#---------------------
P: entier; 
ALT* 
CASE vrai 
-> produire(P); 
2! P; 
FALT 
11 
#-----------------
#--- Le Buffer ---
#-----------------
BUF: tableau[1 .. 10] d'entiers; min,max,nbr,demande: entiers; 
min:= 1; max:=1; nbr:=0; 
ALT* 
CASE nbr < 10 & 1? BUF[max] 
# la liste d'attente n'est pas pleine et une production est prete 
-> nbr:= nbr +1; 
max:= (max +1) mod10; 
CASE nbr > 0 & 3? demande 
# la liste d'attente n'est pas vide et une consommation est demandee 
-> 3! BUF[min]; 
nbr:= nbr -1; 
min:= (min +1) mod10; 
FALT 
11 
#-----------------------
#--- Le Consommateur ---
#-----------------------
C,demande: integer; 
ALT* 
CASE vrai 
-> 2! demande; 
2? C; 
consommer(C); 
FALT 
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2.4.2 Un Cas d'Interblocage 
Ce programme parallèle a deux processus. Une simple analyse pernwt. de 
conclure qu'un des cieux processus ne se terminera pas, et ce pour tout.e possi-
bilité d'exécution. 
#-------------------
#--- Processus 1 ---
#-------------------
2! a; 
ALT* 
CASE b1 
-> 2! b; 
CASE 2? c 
-> 2! d; 
CASE b2 
-> ALT 
CASE b3 
-> 2! e; 
CASE b4 
-> 2! f; 
FALT 
FALT 
2? g 
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#-------------------
#--- Processus 2 ---
#-------------------
1? x; 
1 ! y; 
1? z; 
3 Le Problème à Résoudre 
3.1 Traces de Commandes de Communications 
On suppose les inst.ruct.ions munérot.ées dans chaque programme séquentiel 
composant. le programme parallèle. Une instruction n p va,• étiquetée / sera. 
référencée par < /, n, p > où p dénotera.? ou ! 
Une trace est. une suite finie ou infinie de triplets de la forme< l,n,p >. 
Intuitivement, une trace de commandes de communication représente la. suite 
des conuna.ndes de communica.t.ion qui ont eu lieu lors d'une exécution. 
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T f : traces finies 
Ti : traces infinies 
T ,, : traces quelconques 
tf : Ins-,. P(T f) 
ti : Ins-,. P(Ti) 
tr : Ins--. P(T1') 
Ces traces serviront. à définir le problème à résoudre. 
3.1.1 Traces d'un programme séquentiel 
Traces finies 
tf [skip] = {nil} 
tf [interne] = {ni/} 
tf [< 1, 11, p >] = { < /, n, p >} 
tf [DO gins1 ... ginsu OD] = LJ1:::;;i$n. 15 ,,,< 0 }f[yi11s;,] o ... ot.f[!fins;,J 
tf [IF gins1 ... ginsu FI] = [LJ;'= 1 tf[!li11s;]l U { ni/} 
tf [b i-. ius] = t.f[ins] 
tf [l: npvar i-. ins] = { < /, n, p > }ot.f[ins] 
tf [i11s1; ins2] = t.f[ins1] o t.f[ins2] 
oii l'on définit 
S1 o .. ,o S,, = {s1 • ... • s,, t Si ES;}(· est. l'opérat.em de concaténation); 
ni/ est. la suite vide. 
Traces infinies 
ti [skip] = 0 
ti [inteme] = 0 
ti [ < 1, 11, p >] = 0 
ti [DO gins1 ... ginsu OD] = [LJ1 <i ·<n l<m<oo t.f[gins;,]o ... ot.f[gi11s;"'_ 1 ]oti[gins;,,,]] 
- J_ 1 -U[LJ1$ii$n tf[gins;,] o ... ot.f[ginsij] o ... ] 
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ti [IF gins1 ... ginsn FI] = u;'=l ti[gins;] 
ti [b 1-+ ins] = ti[ins] 
ti [l: npvar 1-+ ins] = { < l, n, p > }oti[i11s] 
ti [ins1;ins2] = t,i[ins1] U (tf[ins1]ot.i[i11s2]) 
Traces quelconques 
tr [ins] = ti[ins] U tf[ins] 
Les traces quelconques vérifient, ces propriétés: 
1. tr [skip] = {ni/} 
2. tr [interne]= {ni/} 
3. t,r [ < l, n, p >] = { < /, n, p >} 
4. tr [DO ... OD] = LJ191 ::; 11 , l::,j::,N tf[gi11s, 1] ... tf[gi11s,,._ 1] o t.r[yins,.J 
5. tr [IF ... FI]= LJ:'= 1 t.r[gins;] 
6. tr [b 1-+ ins] = tr[ins] 
ï. tr [/: npvai· 1-+ ins] = { < l, n, p > }ot.r[ins] 
8. tr [ins1; ins2] = t.i[ins1] U (tf[ins1] · tr[ins2]) 
3.1.2 Ensembles de traces compatibles 
Certaines traces dérivées du texte du programme parallèle ne 1w11vent, se 
produire lors d'une exécution de ce programme, pour dPs raisons de séquentialité 
des instructions de communication par exemplE'. Il faut don(' affiner la notion 
de traces d'un programme para.Jlèle pour n 'admet.t.re quE' les tra.('eS pertinentes. 
Soient, T1, ... , T,1 n traces de longueurs /1, ... , l,,. On pose C = { 1, ... , I:;'= 1 ~}. 
C représente des instants de synchronisation se Sll('('édant dans le tE'mps. 
Soit D = {< i,j > tl :Si$ n /\ l $ j $ /;}. Les !.races T1 , ... , T,, sont 
compatibles ssi il existe deux fonctions c+, c- : C __. V telles que: 
1. Vk E C: c+(k) =< a.,b > /\c+(k) =< c,cl > 
/\ Ta I b =< ... , c, ! > /\ Tc I cl=< ... , a,?> 
(Chaque commande d'émission doit con·espo11d1·c à uuc co111111a.nde de r{ccpfio11. 
et vice versa ). 
( Toute commande participe à une synchmuisafion ). 
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3. 'vk,kEC,'vi: 1$i$n,'vj,J: 1Sj,]$l;: 
k < k, c+(k) =< i,j >, c+(k) =< i,] >=> j < 
k < k, c-(k) =< i,j >, c-(k) =< i,] >=> j < 
( Les conditions de séquentialité entre commandes de co111mn11ication d'un 
même vrocessus ). 
3.1.3 Traces d'un programme parallèle 
tr [vil!,., IIPn] = {<Ti, ... , T.1 > tT.: E tr[p,] (i = 1 ... 11) /\Ti, ... , T.1 sont 
compatibles} 
3.2 Définition du Problème 
Soit Ti , ... , T11 n traces compatibles. Ou appelle ensemble des paires de 
communications correspondant à Ti , ... , T,, l'ensemble 
E1,(Ti, ... , T,i) = {(a, /3) t 3k: é(k) =< a, b >, c-(k) =< c, cl>, 
Ta I b =< a-, c, ! >, Tc I d =< /3, a,?>} 
Pour un programme: 
où (Ti, ... , T,,) E tr[pill, •, IIP11l 
Il fa.ut calculer une approximation de E1, [J1tll .. , IIP11 ]. c'est-à- dire un ensem-
ble f. (le plus précis possible) tel que: 
On en déduit donc que si l'analyse révèle un ensemble f. vide conune résultat., 
le programme parallèle analysé va se trouver en sifuafio11 dï11fcrbloca_qf de us 
processus pour toute exécution possible. 
3.3 Simplifications 
Afin de rendre le problème plus facile à résoudre, cieux simplifications dans 
le t,ra.itement sont opérées : 
1. Orthogonalisation 
On peut résoudre le problème en résolvant deux sous-problèmes indépendants: 
( a) trouver les paires de commandes de communication qui peuvent. se 
synchroniser, eu omet.tant les conditions de séquentialité à l'intérieur 
d'un programme séquentiel; 
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( b) affiner ce sur-ensemble des commandes de communication qui peu-
vent se synchroniser pour toute exécution du programme parallèle, en 
supprimant les paires qui ne vérifient pas ces conditions de séquentialité. 
2. Division des traces 
Soit. T1 , ... , Tn n traces compatibles. Chaque trace Tj peut se décomposer 
en n-1 traces, notées 1'j , ; , reprenant les étiquet.tes de commandes de com-
munication entre les programmes séquentiels i et j. Ces traces 1'j,; peu-
vent à leur tour ètre divisées en deux composantes, notées T/=>i et. Ti;j 
reprenant les étiquettes des commandes de communication envoyées (re-
spectivement, attendues) du programme j vers le (respectivement, de la 
part du) programme i. 
Il est clair que la compatibilité de T1 , ... , T,, implique celle de T/=>; et 
T;;.j, pour toute paire ( i, j) i -:/:= j. 
4 La Méthode d 'Analyse 
4.1 Principes de base 
La méthode retenue se fonde sur l'unification de deux expressions régulières 
(notées cosea: pour COnununica.tions Summary EXpression) par canal de com-
munication entre processus: une reprenant les traces cl 'exécution possibles pour 
les commandes d'émission sur ce canal, l'autre reprenant les traces d'exécution 
possibles pour les commandes de réception sur ce canal. Ces expressions régu-
lières, notées (i => j)+ et (i ⇒ j)- pour le canal des conununications du pro-
cessus i vers le processus j, représentent 2 les ensembles de traces T/!;. j et. T;~ i. 
L'unification permet alors de trouver, en parcourant parallèlement les dPux ex-
pressions pour chaque canal, les paires de commandes cl 'émission-réception qui 
peuvent, se synchroniser lors d'une exécution du programme parallèle. On opère 
également une analyse des dépendances entre les commandes de commu1iica.tion 
d'un meme processus, du type: "cet.te commande de communication ne peut. 
s'effectuer que si cet.t.e autre s'est effectuée", afin de modéliser les conditions de 
séquentialité entre les commandes de communication d'un meme processus sur 
différents canaux de communication. 
4.2 Expressions Sur les Canaux de Communication 
4.2.1 Une Relation Bien Fondée Sur les Cosex 
La syntaxe des cosex est: 
cosex E Cosea: : cosex 
2 Formellement, C(i => j)+ = {T;'~J t T; E tr[p;]} 
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étiq E E.tiq : étiquettes 
cosex : : = nil 
1 étiq cosex 
1 *( étiq cosex) cosex 
1 ?(étiq cosex Il - . -Il étiq cosex) cosex 
Une étiquette est composée du numéro du programme séquentiel, et. du numéro 
de la commande de conununication dans ce programme. 
A partir de cette syntaxe, on peut définir une relation bien fondée sur les cosex, 
notée -<. 
1. nil -< e 
3. e -< *(e) 
4. ei -< ?(e111-. -lien) 'vi 
5. ?(ei1ll•-•llei,,_1) -< ?(eill---llen) 
Cette relation servira lors de l'unification de deux cosex. 
Un cosex représente un ensemble de traces cl 'exécution possibles: 
l. Le cosex ni/ représente une trace vide. 
2. Le cosex ae représente la trace qui commence par l'exérntion de la com-
mande de commmiication étiquetée n et qui se poursuit par la trace 
représentée par le cosex e . 
3. Le cosex *(e) représente une trace composée de zéro, une ou plusieurs fois 
la trace représentée par le cosex e . 
4. Le cosex ?{e1II - . -lien) représente la trace composée de zéro ou une fois la 
trace représentée par un ( et un seul) des cosex e;. 
4.2.2 Construction des Cosex 
La const.ruct.ion des cosex peut se faire èn une passe sur le texte du pro-
gramme parallèle MiLC, par exemple lors de la vérification syntaxique de celui-
ci. Voici les règles de traduction, basées sur la syntaxe abstraite d'un programme 
:tvliLC: 
cosex+ : P1·ogll - N - N - Cose.r 
{ cosex+ [pp]ij = (i :::;,- j)+} 
cosex- : P1'ogll ___. N ___. N - Cose;i; 
{ cosex- [pp]ij = (j :::;,- i)-} 
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cos+ : Pl'og - N - Cose:v 
cos- : P1·og - N --> Cose;v 
cosex+ cosex+[p1II - . -IIPn]ij =cos+[JJ;]j 
cosex cosex- [pl Il -. -IIJJn]ij =cos-[JJi]j 
cos+l-[sbp]j = ni! 
cos+l-[intel'l1.e]j = ni! 
cos+[/: n!x]j =sin= j alors I sinon ni! 
cos-[/: n!x]j = ni! 
cos+[/ : n?:t:]j = nil 
cos~[/ : n?:r ]j = si n = j alors l sinon nil 
cos+l-[ins1 ; ins2]j = cos+l-[ins1]j-cos+l-[ins2]j 
cos+l-[JFgins1 ... gins.,FI]j = ?(rns+l-[yi11s1]ill .. ,llm,+1-[gins,,]j) 
cos+/- [DOgins 1 ..• gins., OD]j = *( rns+/- [gins1]j) ... *( rns+/- [gins,, ]j) 
cos+/- [g 1-+ ins]j = cos+/- [g]j • cos+/- [ins]j 
cos+l-[b]j = nil 
Remarque: 
On obtient. de nombreux nil clans les résultats, que l'on peut. simplifier de la 
manière suivant.e: 
1. nit • cose;r = cosea: • ni[ = cosea; 
2. *(ni/)= nil 
3. ?(ni/li, .. llnil) = nil 
4.2.3 Exemples 
Voici les cosex construits sm les canaux de communication ent.re les proces-
sus, pour les deux exemples proposés. 
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Pmducteur-Consomm.ateur 
canal composante + composante -
(1 ⇒ 2) *([1,1)) *((2,1]) 
(1 ⇒ 3) 
(2 ⇒ 1) 
(2 ⇒ 3) *([2,3)) *([3,2)) 
(3 ⇒ 1) 
(3 ⇒ 2) *(l3,lj) *([2.2]) 
InteT'blocage 
cana.! composante -t composante -
(1 ⇒ 2) [1,1] *([1,2]) *([1,4]) ?([l,5]11[1,G]) [2,1][2,3] 
(2 ⇒ 1) [2,2] *((1,3])[1,ï] 
4.3 Unification de deux cosex 
L'algorithme prend deux cosex en entrée - les cosex + et - d'un canal -
et fournit, conformément, à. leur sémaut,ique, les paires de commuHicat.ion qui 
peuvent se synchroniser sur ce canal. On écrira [ne,;3f] =< o,/3 > +[e, f] 
pour" l'unification de deux cosex, dont, l'un commence par u et, l'aut.re pa.r ;3, 
est, l'ensemble{< o-, /3 >} U {< ;-c,y > t < ;i:,y >E UHifi.cation(e, f) }". 
La. terminaison de l'algorithme est. assurée si à chaque appel récursif a.u moins 
un des deux arguments est plus petit (suivant la relation bien fondée -<) que 
l'argument initia.!, sa.us que l'autre argument soit devenu plus grand. 
4.3.1 L'Aigorithme d'Uuificatiou 
Par exemple, unifier (ae, f]f] revient à unifier (e.f] en retenant que la. com-
mande de commmiica.t.ion étiquettée n peut se synchroniser avec celle ét.iquPttée 
;3. On va. construire l'algorithme au cas-pa.r-cas sur la syntaxe des cosex con-
struits. 
Remarque: 
Pour l'unification [ne, *(/3/i)hl on obtient: 
[ae, hl+< Cl', /3 > +[e, hh] + [e, *U1/3)hl 
En fait, le dernier terme devrait être [e, / 1 * (/3 fi )hl mais le deuxième argument 
est ainsi devenu plus grand suivant la relation -< que ! 'argument initial; pour 
garantir la terminaison de l'a.lgorithme, on transforme la. trace fif]ft ... /3hh 
en la suite ft/3/1 ... /3h/3h ie on ajoute le début, d'une nouvelle exécution de la. 
boucle. Cet.te approximation va entrainer ! 'ajout de paires lors de ! 'unification 
de certaines expressions, par exemple la. paire < a3 , h > pour (a1 a2a3 , *( b1 b2 )] , 
mais ces paires vont, être supprimées lors de la. vérification des candit.ions de 
dépendance proposées plus loin. 
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U11ificatio11 de deu;r cose;z: 
ni! f 1/J 
e ni! 1/J 
ae /3! < o,/3 > +[e,f] 
*U3fllh [oe,h) 
+ < n, /3 > +[e, fih] 
+ [e, *(fii3)h] 
?(/31/ill .. -ll/311!11)/,,+1 [oe, /11+1] 
+ < Cl, /31 > + .. , + < 0, /311 > 
+[e, fi.f11+i) + · · · + [e, f11f11+d 
*(ae1)e2 /3! [ez,;3f] 
+ < n, /3 > +he2, /] 
+[*(e1o)e2, J] 
*U3fi )h [c2,hl 
+[ez, ;3/ih] + [ez, *U3ftlh] 
+[oe1e2, h]+ < n, /3 > 
+[e1e2, fih] + (cie2, *(fil3)f:i] 
+[*(net)e2, h] + [*(e1n)e2, fih] 
?(/3i/1 Il .. -ll/311 f,, l/11+1 h,f11+il 
+h, 131/i f,,+1l 
+ · · · + [ez, /311f11f11+d 
+[or1e2, /11+1] 
+ < 0, /31 > + ... + < 0, /311 > 
+[eie2, fifn+d 
+ • • • + [eie2, f11f11+iJ 
+[*(e10 lr2, fif,,+il 
+ ... + [*(e10 le2, e,en + l] 
?(01eill .. -llo11e11)e,,+1 /3! k11+1,J3fl 
+ < () 1, ;3 > + ... + < (111 , ;3 > 
+[eie11+1, /] + ... + [e,,e11+1, J] 
*UJfi lh (c,,+1,h] 
+[e11+1,13Jih] + [e,,+i,*U3fi)h] 
+[o;e;e11+1,h]+ < o;,/3 > 
+[e;e11+1, fih] + [e;e11+1, *(/1/J)h] 
?(/3i!ill • .. ll1311 J,, l/11+1 [e,,+1, f11+iJ 
+[e,,+1, /3j /j f11+iJ 
+(o;e;f11+1, J,,+iJ+ < n;, /3j > 
+[1:,e11+1,fifn+ l] 
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Mais le fait, d'inverser le premier élément et la suite d\m cosex *(ne) peut. 
amener à. essayer cl 'unifier deux expressions non reprises dans les cas de base 
de l'algorithme cl 'unification, parce que non conformes à la syntaxe des co-
sex donnée. Par exemple, unifier (*(n1 * (n2)),/3/] donnera un appel récursif 
(*(*(n2)ni), Jl. Il faut donc ajouter des cas e:rcez,fionncls aux cas de base de 
l'algorithme d'unification, cas qui ne seront appelés que par des cas de base et 
qui n'appelleront que ceux-ci, ce qui garantit ainsi la conservation de la propriét.é 
de terminaison de l'algorithme. 
Unification - Cas e:rceptionnels 
*(*(e1)e2)ea) f [r2, f] + [*(e1 le2ea, f] 
+[*(e2 * (e1 ))ea, f] 
*(?(e1 ... e,, )e,,+de11+2 f (e,,+2, J] + (?(e1 .. . e,, )e,,+len+2• f] 
+[*(e,,+1 ?(e1 ... e11))en+2, Jl 
e *( *Udh )fa) [e. hl+ [e, *Udhfal 
+[e, *(h * Uil)!al 
e *(?(/1 · · · fn )fn+il/11+2 [e, f11+2l + [e, ?(/1 • • • f,, )f11+1fn+2] 
+[e, *Un+l ?(/1 • • • f,, ))/11+21 
4.3.2 Exemples 
Voici les résultats de l 'unificat.ion pour les deux exemples proposés: 
1. Prnducteur-Consommafeur· 
Unif = { < (1, ll, (2, 1] >, < (2, 3), (3, 2) >, < (3, l], (2, 2] >} 
2. Interblocage 
Unif = { < [1, l], [2, l] >, < [l, 2], [2, 3) >, < [l. 4), (2, 3) >. 
< (1, 51, [2, 3) >, < [l, 6l, [2, 3) >, < [2, 21, [l, 3) >, < [2, 2], (1, 71 >} 
4.4 Analyse des Dépendances 
Afin de pouvoir affiner l'analyse en éliminant les paires de commandes de 
communicat.ion trouvées lors de l'unification et qui ne remplissent pas les condi-
tions de séquentialité dans les processus, on doit procéder auparavant - lors de la 
construction des cosex par exemple à une analyse des dépendances entre com-
mandes de communication d'un même processus, et, pat· après à une vérification 
de ces dépendances pour l'ensemble des paires trouvé lors de l'unification. 
4.4.1 Dépendances des Communications Dans un Processus 
Une commande de communication dépend de celle la précédant dans le texte 
du programme séquentiel auquel elle appartient, sauf dans les cas suivants: 
1. elle est, la première, et, dans ce cas ne dépend pas cl 'une autre commande 
de communication; on notera sa dépendance ni/. 
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2. elle est la première d'un choix (ie elle suit une instruct.ion CASE ... •> ) 
et dans ce cas dépend de la première ·commande de commuuicat.ion qui 
précède la commande d'alternative correspondante. 
Pour les exemples proposés, voici les dépendances des commandes de commu-
nication: 
• Producte 1tr-Gon.som mate ur 
dep((l, 1] )=ni! 
dep((2, 1] )=nil, dep( (2,2] )=ni!, dep( [2,3]=[2,'..:!] 
dep((3,l] )=ni!, dep((3,2] )=[3, 1] 
• Interblocage 
dep([l,l])=nil, dep([l,2])=[1,1], dep([l.3])=[1,1), dep([l.4])=[1,3] 
dep([l ,5])=[1, 1], dep( [1,6])=[ 1, 1], dep( [ 1, i] )=[ 1,1] 
dep((2,l])=nil, dep([2,2])=(2,1], dep([2,3] )=[2,2] 
4.4.2 Vérification des dépendances 
\:/<(pl, nl], [p2, n2] >E U11if, vérifier: 
ok( <lep( (pl,nl)),sorte( <lep( (p 1,nl]) ), [p2,n2)) 
et ok( <lep( [p2,n2] ),sorte( dep( (p2,n2])) ,[pl ,ul]) 
où: 
o dep( cc) est l'étiquette de la commande de communication dont. dépend 
celle étiquetée par cc 
• sorte(cc) est GE si la commande de communication étiquetée par cc est 
une commande d'écriture, CL sinon 
• ok([<lp,dn),sorte,[cp,cn]) est vrai si 
[dp,dn)= ni! 
ou 
Si sorte= CE 
3 < (pl', nl'], [p2', n2'] >E Unif: 
[pl',nl')=[dp,dn) et ((p2':;i:cp) ou (p2'=cp et n2':Scn)) 
Si sorte= CL 
3 < [pl', nl'], [p2', n2'] >E Unif: 
[p2',n2']=(dp,dn] et ((pl ':;i:cp) ou (pl '=cp et. nl '<en)) 
Pour le premier exemple proposé, la vérification des dépendances sm les paires 
de l'ensemble Unif laisse celui-ci inchangé; pour le deuxième exemple, la paire 
< [1, 2], [2, 3] > est supprimée car la commande de communication [2,3] ne vérifie 
pas les conditions énoncées ci-dessus. 
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4.5 Analyse en Arrière 
Si on suppose la terminaison du programme parallèle, et. clone de chacun des 
processus le composa.nt, on peut, effectuer une analyse en arrière des co11111111-
11ications entre les processus. On inverse les t.races cl 'exécution possibles pour 
les commandes de conununica.t.iou sur cha.q11e canal, et on unifie ces t,races dl'ux 
à deux sur les canaux. On vérifie sur l'ensemble des paires de communications 
trouvé les conditions de dépendance arrière, et on obtient ainsi l'ensemble des 
paires de communica.t.ions qui peuvent se synchroniser lors d'une exécution in-
versée des processus composa.nt le programme parallèle. L'intersection de cet. 
ensemble avec celui trouvé lors de l'analyse en avant donne ! 'ensemble de paires 
de commandes de communication qui peuvent se synchroniser lorsqu'on suppose 
la terminaison du programme parallèle. 
4.5.1 Inversion des Cosex 
Inverser les traces d'exécution possibles pour les commandes <le communi-
cation sm chaque cana.!, revient à inverser les cosex. Voici l'algorithme récursif 
pour le faire: 
Cosei· 
nil 
ne 
*(nei)e2 
?(e1 ... en )e,,+1 
Cose.r i1wersé 
nil 
ën 
e2 * (ëïo) 
e,,+1 ?(ë;; ... Ti) 
où ë est le cosex e inversé. 
4.5.2 Analyse des Dépendances en Arrière 
L'analyse des dépendances arrière est analoguP à celle effectnée précédemment. 
On donnera ici les conditions de dépendance arrière à vérifier pour les paires de 
conuna.ndes de communication trouvées lors de l'unification des cosex inversés: 
"I < [pl, nl], (p2, n2) >E Unif, vérifier: 
ok( dep( (pl ,n 1]) ,sorte( dep( [p 1,n 1])), [p2 ,n2]) 
et ok( dep( [p2,n2] ),sorte( dep([p2,n2]) ),[pl ,n l)) 
avec ok([dp,dn},sorte,[cp,cn]) est vrai si 
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[dp,dn]= nil 
ou 
Si sorte= CE 
3 < [pl', nl'], [p2', n2'] >E Uni/: 
[pl ',nl')=[dp,dn] et ((p2'#cp) ou (p2'=cp et n2'2:rn)) 
Si sorte ::::: CL 
3 < [pl', nl'), [p2', 112'] >E Uni/: 
[p2',n2']:::::[dp,dn] et ((pl'/cp) ou (pl':::::cp et nl'>cn)) 
4.5.3 Exemples 
Pour le premier exemple proposé, l'analyse en arrière apporte les memes 
résultats que celle en avant. L'ensemble final des paires de commandes de com-
munication pouvant se synchroniser est donc identique à celui trouvé précédem-
ment. 
Pour le deuxième exemple, l'analyse en arrière révèle un ensemble vide de paires 
de commandes de communication pouvant se synchroniser. On peut. clone con-
clure à un int,erblocage des processus composant, ce programme parallèle. 
5 Conclusions 
On a présenté une méthode efficace pour trouver un sur-ensemble des paires 
de commandes de conununication qui peuvent. se syuduonisf'r lors de toute 
exécution cl 'un programme MiLC -langage de programmat.ion parallèle utilisant. 
un mécanisme de commmiication par rendez-vous. La méthode proposée utilise 
un algorit.lune d'unification abstraite pour unifier deux expressions régulières 
construites sur un canal de communication entre deux processus, expressions 
représentant les traces de communications envoyées et attendues sur ce canal. 
Cet algorithme est. indépendant du fait que les expressions à unifier sont des 
traces de communication, et peut donc etre utilisé pour résoudre d'autres pro-
blèmes. Une analyse des dépendances entre les commandes de communication 
d'un même processus permet de vérifier les conditions de séquentialit.é sur les 
paires de commandes trouvées par l'algorithme d'unification. Une maquet.t.e 
logicielle automatisant cette 111ét.l10de a été réalisée; elle s'est révélée perfor-
mante en temps d'analyse et dans ses résultats. 
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