Abstract Numerous modeling approaches are available to provide insight into the relationship between climate change and groundwater recharge. However, several aspects of how hydrological model choice and structure affect recharge predictions have not been fully explored, unlike the wellestablished variability of climate model chains-combination of global climate models (GCM) and regional climate models (RCM). Furthermore, the influence on predictions related to subsoil parameterization and the variability of observation data employed during calibration remain unclear. This paper compares and quantifies these different sources of uncertainty in a systematic way. The described numerical experiment is based on a heterogeneous two-dimensional reference model. Four simpler models were calibrated against the output of the reference model, and recharge predictions of both reference and simpler models were compared to evaluate the effect of model structure on climate-change impact studies. The results highlight that model simplification leads to different recharge rates under climate change, especially under extreme conditions, although the different models performed similarly under historical climate conditions. Extreme weather conditions lead to model bias in the predictions and therefore must be considered. Consequently, the chosen calibration strategy is important and, if possible, the calibration data set should include climatic extremes in order to minimise model bias introduced by the calibration. The results strongly suggest that ensembles of climate projections should be coupled with ensembles of hydrogeological models to produce credible predictions of future recharge and with the associated uncertainties.
Introduction
Evaluating the effect of climate change on water resources is essential for their sustainable management. Therefore, numerous climate impact studies have been carried out to provide insight into the relationship between climate change and water resources (e.g. Aeschbach-Hertig and Gleeson 2012; Goderniaux et al. 2009; Scibek and Allen 2006b; Green et al. 2011; Newcomer et al. 2014; Pulido-Velazquez et al. 2015; Rossman et al. 2014; Shamir et al. 2015; Toews and Allen 2009; Woldeamlak et al. 2007; Zhang et al. 2014 among others) .
A frequent goal in climate-change impact studies is to quantify groundwater recharge. Groundwater recharge is one of the main drivers of hydrogeological systems (Green et al. 2011; Bakker et al. 2013 ) and a key parameter for sustainable water resource management (Kinzelbach et al. 2003) . Currently, a variety of different models are used to estimate recharge in climate-change-impact studies. These models can be grouped into four general categories: (1) simple empirical relationships between precipitation and recharge (e.g. Owor et al. 2009; Serrat-Capdevila et al. 2007 ); (2) soil-water-balance models (e.g. HELP model, SMBM, Lumprem, EPIC-GRID Electronic supplementary material The online version of this article (doi:10.1007/s10040-016-1367-1) contains supplementary material, which is available to authorized users. soil model; Allen et al. 2004; Brouyere et al. 2004; Jyrkama and Sykes 2007; Mileham et al. 2008; Mileham et al. 2009; Scibek and Allen 2006a; Kurylyk and MacQuarrie 2013) ; (3) soil water balance models embedded within a coupled hydrological modeling framework that facilitates more realistic boundary conditions (e.g. FEFLOW and the Mike SHE twolayer water balance model; Stoll et al. 2011; van Roosmalen et al. 2009 ; (4) models based on the Richards' equation (e.g. HydroGepshere, ParFlow and HYDRUS; Ferguson and Maxwell 2010; Goderniaux et al. 2009 Goderniaux et al. , 2011 Leterme et al. 2012; Sulis et al. 2011 Sulis et al. , 2012 ).
An important question corresponds to how model choice affects a prediction. Cuthbert and Tindimugaya (2010) demonstrated that different groundwater recharge models gave similar long-term historic recharge rates but responded very differently to changes in precipitation intensity. Jiang et al. (2007) used six water balance models and identified differences in future recharge simulations. Hartmann et al. (2012) choose five different lumped models to incorporate model uncertainty for water availability simulations. The differences in the models had a strong impact on the ensemblesimulated discharge already occurring during the control period. Bastola et al. (2011) compared the uncertainty from model structure and parameter sets in a climate change study by using four conceptual rainfall-runoff models and two approaches to evaluate parameter uncertainty. They concluded that the role of the hydrological model uncertainty can be remarkably high. In more general terms, Bastola et al. (2011) , Crosbie et al. (2011 , Holman (2006 and Döll and Fiedler (2008) emphasized that the choice of the hydrogeological model will influence the outcome of climate-change impact studies.
Apart from the chosen model structure, additional sources of uncertainty exist. For example, in its simplest form, a Richards' equation type model such as HYDRUS can be employed with assumed homogenous subsoil properties. Alternatively, the variability of the hydrologic properties within the model domain can be considered by increasing the number of model parameters. As demonstrated in various studies (e.g. Schluter et al. 2012; Moeck et al. 2015) , the degree to which variability of the subsoil is considered can have a profound impact on predictions. In addition to the model parameterization, the chosen calibration strategy is also important. Like for any other model, model parameters employed are typically determined through calibration. The amount of observation data and their variability within the calibration period influence the calibrated parameter values as demonstrated for rainfall-runoff models. For example, whether or not extreme values are present in the observation data set can have a profound impact on the prediction (Coron et al. 2012; Merz et al. 2011; Seiller et al. 2012; Vaze et al. 2010) . Brigode et al. (2013) emphasized that the reliability of models for climate-change impact studies should be increased, particularly in the development of suitable model structures and calibration strategies that increase their model performance robustness. Although the effect of the calibration period is known for rainfall-runoff models it still remains unclear if groundwater recharge models are also affected.
Only a few studies exist which compare most of the aforementioned sources of uncertainty in climate-change impact studies (e.g. Teng et al. 2012; Crosbie et al. 2011; Kingston and Taylor 2010) . Crosbie et al. (2011) compared the uncertainty in recharge prediction among five GCMs, three downscaling methods and four hydrological models. They found that the choice of the GCM gives rise to the largest uncertainty in future recharge estimates followed by the downscaling method. The choice of the hydrological models contributed least to the overall uncertainty. Although Crosbie et al. (2011) indicate general trends, all predictions are based on homogenous model parameterizations. The effects of the calibration strategy and observation period were not considered and the missing link between the mechanics of the model structure and the recharge under climate change was not established. This however, might be important due to the fact that the models were not always consistent in their predictions, even though they perform similarly for the calibration period. Why these discrepancies in model predictions occur still remains unclear; furthermore, little is known about whether the discrepancies in model results are stationary within climate change simulations or whether the results will change by considering different future simulation periods. Consequently, there is a lack of knowledge about the importance of the different types of uncertainty, although the aforementioned studies already indicate a few general trends.
Therefore, these four different sources of uncertainty were considered and compared-namely, the variability related to the climate model chains (GCMs-RCMs combinations), choice of hydrological models, and different parameterizations of models, as well as used observation data employed during model calibration in a systematic way. Predictions of how climate change affects recharge quantity and dynamics are fundamental for developing suitable water-resourcesmanagement practices. A solid understanding of how reliable these predictions are is indispensable. This paper quantifies and compares all these different types of uncertainty using different model performance criteria. More specifically, the following questions are addressed:
1. How the choice of hydrological models influences predictions of recharge is systematically assessed. 2. How different parameterizations of models (e.g. homogenous vs. heterogeneous) affect predictions of recharge for different climate model chains is assessed. 3. The influence of used observation data employed during model calibration on model performance and predictions is analyzed. Specifically, models are calibrated using observation data covering average climatic conditions only, and the predictions based on calibrated models under extreme weather conditions are compared.
As future recharge rates are unknown, a complex twodimensional (2D) heterogeneous reference model is used as a proxy for real groundwater systems. This study refers to groundwater systems with minor head fluctuations. The study is based on a lysimeter facility (Zurich Reckenholz) from where the model geometry and dimensions of the 2D heterogeneous reference model was taken. Furthermore, soil properties, climate forcing functions and predicted changes under climate change were adopted from one lysimeter of the lysimeter facility. A semi-synthetic approach was chosen due to a variety of farming management practice such as cropping, fallow rotations and tillage at the lysimeter. These actions highly influence all observations required for the model calibration; to incorporate all these effects is beyond the scope of this study. Considering changing crop cover associated with irregular and often unknown cropping and harvesting cycles as well as tillage effects would certainly limit a systematic and robust comparison of different model complexities.
Methods and modeling strategy
Simpler models were calibrated against monthly groundwaterrecharge time series generated by the reference model, and used as a proxy for real systems. Monthly recharge values were chosen for the calibration. As emphasized by Kresic (2006) monthly values in the model calibration enable one to obtain reliable simulations of seasonal effects, which is very important for long-term predictions on climate change. This choice is widely applied because it allows for relating recharge values to stream discharge (Seneviratne et al. 2012) . For each of the four aforementioned model categories-simple empirical relationships between precipitation and recharge, soilwater balance and semi-mechanistic models, as well as models based on the Richards' equation-one recharge model was chosen. Calibration was carried out using the automatic parameter estimation software PEST (Doherty 2011 ) for soil and vegetation parameters for each simplified recharge model- Table S1 of the electronic supplementary material (ESM).
Best-estimate model parameters were used to systematically evaluate the model performance under historical and future climate conditions. All recharge models were run for 30 years of daily simulations for four time periods-historic conditions and three future time periods: mid-point 2035 (2021-2050), midpoint 2060 (2045-2074) and mid-point 2085 (2070-2099) . In order to estimate uncertainty under future climatic conditions, different GCM-RCM combinations were applied for the three future time periods. Finally, three different calibration periods, containing recharge values from an average year (2010), from a sequence of a wet and a dry year (2002/2003) and from the 2004-2009 period (longer time series with average to slightly dry years), were used to evaluate whether simpler models show less predictive model bias when extreme conditions and longer time series of observation are included in the calibration.
Reference model for recharge estimation

Numerical model
The reference model was constructed using the fully coupled physically based model HydroGeoSphere (HGS; Therrien et al. 2010) . A control volume finite element approach is used to solve Richards' equation describing 3D variably saturated subsurface flow. The soil hydraulic model follows the Van Genuchten (1980) formulation. Precipitation is partitioned into runoff, infiltration and evapotranspiration (ET), which is calculated following Kristensen and Jensen (1975) and is a function of potential evapotranspiration, soil moisture, evaporation depth, root depth, and leaf area index (LAI; Brunner and Simmons 2012). Infiltration occurs when precipitation exceeds evaporation and interception storage; a more detailed description of the model and all its components can be found in Therrien et al. (2010) and in the ESM.
Model setup
The forcing functions, soil properties (hydraulic conductivity range, van Genuchten parameters and porosity) and model dimensions were based on the Zürich Reckenholz lysimeter. The lysimeter has a surface area of 1 m 2 and depth of 150 cm. The steel cylinders are filled with undisturbed sandy soil. No overland flow can occur due to a steel edge surrounding the top of the lysimeter. The measured lysimeter discharge at the bottom of the lysimeter is used to represent groundwater recharge.
Based on the geometry of the lysimeter, a vertical 2D heterogeneous reference model was created with 150 cm depth in the z-direction, 100 cm in the x-direction and 5 cm discretization horizontally and vertically ( Fig. 1 ). This fine discretization was necessary to obtain a numerical solution with reasonable accuracy (Vogel and Ippisch 2008) .
Soil properties from different depths were used to create hydraulic conductivities based on Rosetta, a program for pedo-transfer functions (Schaap et al. 2001 ). The hydraulic conductivities at different depths were subsequently used to create a variogram for the stochastic field generator to generate the hydraulic conductivity field. Hydraulic conductivity was distributed within the model domain using the program Fieldgen (Doherty 2011), a 2D stochastic field generator, while field generation was undertaken using the Gaussian sequential simulation principle.
To apply the Richards' equation, van Genuchten parameters were employed in addition to the generated hydraulic conductivity. A related challenge to this model parameterisation is to avoid unrealistic relationships between randomly generated hydraulic conductivities and the van Genuchten parameters. Therefore, van Genuchten parameters were assigned to each mesh node based on the relationship between hydraulic conductivity and the van Genuchten parameters alpha, beta and residual water content (Carsel and Parrish 1988) . The variance associated with this relationship was taken into account. This approach leads to a more realistic representation of natural soils (Fig. S1 of the ESM). In addition, porosity was distributed and adapted from a standard normal Gaussian distribution for the entire soil column and ranged from 0.33 to 0.38, similar to measured values from the lysimeter soil samples; furthermore, in order to represent spatial heterogeneity in a more robust way, 130 stochastic realizations of the soil parameters were carried out. The hydraulic conductivities from different depths were used to create a variogram. Based on these observations, an exponential variogram with a range of 0.5 m and a sill of 0.29 was obtained; however, not only a sill of 0.29 was applied, also different sill values were used to consider moderate and comparatively stronger heterogeneity in order to cover a wider range of different possible soil structures. A sill of 0.29 was used for 100 realizations and a value of 1 for the remaining 30.
Preliminary consideration of heterogeneity shows, however, that for the considered specific soil type with the associated stochastic realisations, recharge is dominated by precipitation patterns and not by the adopted soil structure. Therefore, a full stochastic analysis was not required, which reduced the computational demand considerably; however, in soils with dominant macro components or different clay content, it might be different as demonstrated by Kim and Jackson (2012) ; Lorenz and Delin (2007) and Wohling et al. (2012) . Petheram et al. (2002) point out that soil structure becomes more important for higher clay content soils compared to sandy soils. The adopted soil structure in this study can be characterised rather as a sandy soil than a clay or loam.
Model parameters such as root zone and LAI were added to the model to simulate the presence of a constant grass cover. Interception, which involves retention of a certain amount of precipitation, was further included in the model setup. Altogether, 3,014 parameter values describe the 2D heterogeneous model domain-applied model parameters can be found in Table S2 of the ESM.
A specified flux boundary was applied on the top of the column with daily values for potential ET and precipitation. Although daily values were used for the climatic forcing functions, an adaptive time stepping was used for the simulations which ensure that the model is running on sub-daily time steps ] and 150 cm depth in the zdirection, 100 cm in the xdirection and 5-cm discretization horizontally and vertically. A specified flux boundary was applied on the top of the column and a fixed head boundary at the bottom with pressure p = 0. The actual ET rate is a function of potential ET, LEAF, (water content), root depth and evaporation depth when a change in, e.g., saturation occurs. A fixed head boundary was used at the bottom. This chosen boundary, based on the lysimeter setup, might affect the timing of recharge; however, the absolute rates are not affected due to a relatively small extinction depth and evaporation for the considered specific soil with grass cover (Shah et al. 2007) . No-flow boundary conditions were applied to the remaining borders of the soil column.
Daily time series of actual precipitation and air temperature were used over a period from 01.01.1982 to 31.12.2011 as model inputs (Fig. S2 of the ESM) . Snow accumulation can be neglected due to the temperature pattern at the study area. The time series were measured at the MeteoSwiss weather station in Zurich-Reckenholz, Switzerland, situated at the lysimeter facility. Potential evapotranspiration was calculated using the Penman-Monteith equation after Allen et al. (2005) . The average annual precipitation and potential ET is 900 and 550 mm/year, respectively.
Simplified models for recharge estimation
In this section, the four simplified models are described and a schematic summary of the model structures is given in Fig. S3 of the ESM.
& Homogeneous one-dimensional (1D) model (1d1L)
As a first simplified model (referred to as 1d1L) a HGS model was used but with a homogeneous model parameter discretization, while maintaining the same conceptualization of the underlying physical processes described for the reference model.
& Lumped parameter bucket model (Lumprem)
The second model was a lumped parameter Bbucket^mod-el named Lumprem, which was successfully used in a model simplification study by Watson et al. (2013) . The model provides a basic representation of the unsaturated zone, including matrix and macropore recharge. Matrix and macropore recharge are activated after specified delay times. Lumprem calculates the actual evapotranspiration taking soil moisture storage and plant parameters into account. Water is lost from the bucket as unsaturated vertical flow (Fig. S3 of the ESM) . The recharge rate depends on the soil moisture quantity in the bucket. The soil moisture quantity also controls the hydraulic conductivity. A decreasing soil moisture store lowers the hydraulic conductivity, following the concept of the water retention curve.
& Soil-water-balance model (Finch) In this soil-water-balance model (referred to as Finch) direct recharge is calculated using a simple daily water balance.
Recharge occurs when the soil moisture content exceeds the field capacity (von Freyberg et al. 2015) . Interception and root water uptake was included. Water uptake from plant roots occurs at the given rate as long as there is no water stress. The root zone for the Finch model was divided into four layers (Fig. S3 of the ESM) following the standard approach of Finch (1998) . For a more comprehensive description of the model, see Finch (2001) , Finch (1998) .
This soil-water-balance model (referred to as SWB) depends only on one soil-water storage parameter. Recharge can only occur if the threshold of this parameter is reached. The amount of water surpassing the threshold is equal to recharge (see Fig. S3 of the ESM). Changes in storage result from subtraction of actual evapotranspiration from precipitation as well as storage changes from the previous day. A soil function, which depends on the chosen soil storage parameter, reduces the potential for actual evapotranspiration (Richter and Lillich 1975) .
Model performance evaluation
Different performance criteria are applied in order to quantify the effect of model simplification and different model calibration approaches on recharge predictions under climate change. The application of such multiple performance criteria is generally recommended because a single criterion evaluates only specific aspects of model performance (e.g. Krause et al. 2005) . Bennett et al. (2013) mentioned that model performance criteria which are applicable for one specific model application may not be sufficient for another. The following performance measures were introduced-a modified modelscenario ratio (MSR; Droogers et al. 2008) , the Nash Sutcliffe model efficiency coefficient (Nash and Sutcliffe 1970) and percent of bias (PBIAS; Gupta et al. 1999) .
The MSR indicates to what extent the impact of a scenario contributes to predictions compared to model simplification. The MSR has a range from 1 to -∞, where 1 indicates that model simplification does not affect the results and recharge changes are a function of the future forcing functions only. Values less than 0 indicate that model simplification is the dominant factor for changes in recharge rates rather than the scenario. Like the MSR, the NSE also provides values between 1 and -∞, where 1 indicates a perfect match and model simplification does not affect change in future recharge rates. PBIAS provides a measure of over-or underestimation for each scenario. An optimal value is 0 %, while a positive value indicates an underestimation and a negative value an overestimation of yearly recharge rates. A more detailed description for all applied indicators can be found in the ESM.
Climate change scenarios
To simulate future climate conditions, a total of ten GCM-RCM model chains ( Fig. 2 and Table S3 of the ESM) for the A1B emission scenario were used (CH2011 2011). Thirty time series were created comprising ten model chains for three climate change periods, in order to estimate uncertainty under possible future climatic conditions. The scenarios were derived directly from the output of individual GCM-RCM model chains by means of the statistical downscaling technique to the MeteoSwiss monitoring network, with an inverse distance weighting interpolation (Bosshard et al. 2011 In the following analysis, all applied recharge models were run for 30 years of daily simulations for each time period. Note that using only one emission scenario and one downscaling method constrained the uncertainty analysis (van Vuuren et al. 2011) . Using more emission scenarios would certainly increase the uncertainty related to the GCM-RCM combinations; however, the used delta change method is still one of the most used approaches in hydrological impact studies (Goderniaux et al. 2015 ); Teutschbein and Seibert 2012) and the choice of using one emission scenario is mainly based on several restrictions of the downscaling method to station scale. The restrictions are methodological aspects (some driven model chains can produce an overshooting of climate change signals at some locations; see Bosshard et al. 2011 for details) and reduced data availability on a daily scale (CH2011 2011), as well as length of the simulation period (CH2011 2011). 
Results and discussion
In the following section, results of the model calibration of the simpler models against the reference recharge are shown. The best-estimate model parameters were used to systematically evaluate the model performance under historical and future conditions. A comparison between three calibration periods was carried out, in order to evaluate if simpler models show a better model performance if different calibration data sets were applied and, lastly, the relationship between model structure, calibration data set and model performance for climatechange impact studies is addressed.
Calibration under average climatic conditions and validation
For the calibration period 2010, the simpler calibrated recharge models reproduced the monthly and cumulative reference recharge surprisingly well, despite considerably different model structures (Fig. 3a,b as well as Table S4 of the ESM).However, sharp rises of recharge after strong precipitation events appear for the SWB and Finch model, while the recharge pattern is smoother for the other models. The different behavior can be directly related to the conceptual model complexity, discussed later. For the validation period 2011-2013, including a year with a long dry spell in spring 2011 (Staudinger et al. 2015) , differences in recharge occur for all simpler models, especially for the SWB and Finch model.
Simulating the historical recharge with the reference model for a 30-year period leads to a mean annual value of 543 mm/ year which is very similar to simulated mean annual recharge of 588 mm/year for a study area in northern Switzerland, east of the city of Zurich (Stoll et al. 2011) . In addition, similar values are also found in both studies for actual evapotranspiration. Although recharge differences increase for the validation period between the reference model and the simplified models, the simple models perform quite well for the historical climate conditions (Fig. 3c) . This 30-year simulation of historical recharge shows only small variability among the different models. The SWB model underestimates (−10 %), whereas the Finch model overestimates (+7.5 %) the total recharge rate. Also, the 1d1L and Lumprem models respectively over-and underestimate the predicted value from the reference model, although by less than 2 %.
Model performance for future climate conditions
Simulations of recharge for the period 2035 show a large variability in the results (Fig. 4) . The mean groundwater recharge increases by 4.2 % (+22.8 mm) for the 2D reference model considering all 10 climate model chains relative to the historical modelled reference period 1982-2011. However, due to the variability among the different climate model chains, a range of mean change of groundwater recharge between −4.3 % (−23.3 mm) and +14.4 % (+78.1 mm) was simulated. Similar ranges can also be observed for all other groundwater recharge models (Table 1) . It is interesting to note that models with increasing simplification tend to underestimate changes in recharge compared to the more complex reference 2D model. Mean recharge as well as the lower (minimum) and upper bound (maximum) of recharge decrease with increasing model simplification.
In Fig predictions from the reference 2D model. The Finch and SWB models perform differently. Based on the Finch model, more climate model chains would predict a decrease in recharge, whereas the reference model indicates an increase. An identical pattern between all recharge models for each climate model chain can be observed.
Effect of extreme climatic conditions for model performance and calibration
In section 'Model performance for future climate conditions', it was observed that an identical pattern between all models for each climate model chain exists. Here, the drivers for the observed model bias were identified by using the MSR for each year. For most years, the MSR values are greater than 0.9 for each recharge model, meaning that model simplification does not have a dominant effect and changes in recharge for future climate conditions are only a function of the scenario (Fig. 6) ; however, for each model, some outliers appear. These outliers correspond to weather conditions with distinctly different precipitation amounts and distributions, as well as temperature values. For instance, the drought year 2003 offset by the delta change values corresponds to the lowest value for each recharge model and climate model chain. The corresponding values for the outliers are approximately 0.85 (1d1L), 0.65 (Lumprem), 0.4 (Finch) to 0 (SWB). This pattern shows the sensitivity of the models to extreme climatic conditions and can be directly related to the conceptual model complexity, discussed in the next section. The SWB and Finch models give similar results to the physically based models for those years with average temperature ranges and precipitation distribution; for extremes, however, they simulated different recharge rates. Although model simplification does not have a dominant effect for most years, the model sensitivity to climatic extremes can, however, become increasingly important due to a higher probability, frequency and duration of extremes in future periods (Schar and Jendritzky 2004) . Calculating the NSE and PBIAS for each climate model chain, a similar order of model performance following the degree of simplification among the different models can be observed as well (Table S5 of the ESM).
The lowest values for NSE and highest values of PBIAS can be found for climate model chains with the strongest increase in temperature and decrease in precipitation (e.g. Table S5 of the ESM for the ETHZ_HadCM3Q0_CLM climate model chain). For future time periods (2060 and 2085) , where the increase in temperature and change in precipitation distribution are greater than in 2035, the model performance for some models decreases. T a k i n g t h e c l i m a t e c h a n g e m o d e l c h a i n ETHZ_HadCM3Q0_CLM as an example, it can be observed that over the complete time series (periods 2035-2085 ), the 1d1L model shows only a small change in model performance (Fig. 7) . Here, the NSE values are close to 1, whereas for all other recharge models, a decrease throughout the different climate model periods can be observed.
The decline in NSE follows the degree of simplification, and thus the SWB model shows the largest decrease up to a value of −2.5. Similar observations can be made using PBIAS, where the percentage of bias increases with increasing time period. The 1d1L and Lumprem model drift only slightly, whereas Finch, followed by SWB, shows a drastic change, indicating that the discrepancies between the models are not stationary within climate change simulations.
The monthly differences between the modelled reference 2D model recharge and the simplified models indicate that an underestimation occurs in spring and summer, whereas a small overestimation can be observed during autumn and winter (Fig. S4 of the ESM) . This seasonal trend is stable over each time period for each simplified model and can be directly related to the conceptual model complexity discussed in the next section.
The relationship between predictive model bias and the calibration data set was quantified in order to evaluate whether simpler models show less predictive model bias for actual and future time periods when extreme conditions and longer time series of observation are included in the calibration. 
Relation between model simplification and model performance
Changes in predicted groundwater recharge depend strongly on the degree of model simplification, and thus an important source of uncertainty is structural complexity. The interrelationships between model parameters and recharge for the empirical water balance models such as the Finch and SWB models, are based on a time series of observations and lead to an averaging effect. The extremes of historical climate conditions like extreme summer temperatures and precipitation events are smoothed out. This is why all simplified groundwater recharge models perform well for historical years with average temperature ranges and precipitation amounts but performance is different for extremes. These observations are in line with the study of Sorensen et al. (2014) . They show a generally good agreement between simulated and observed soil moisture content for four soil-water-balance models but significant differences occur under extreme periods and in the seasonal patterns. Due to predicted distinctly different climate conditions with an increasing frequency of extremes, the smoothing effect becomes increasingly important.
From a mechanistic point of view, an important detail for recharge differences under extremes is related to ET processes. The effect of rapid infiltration in the reference model, often associated with strong summer precipitation events, cannot be simulated by the simplified models and leads to a general underestimation of the modelled reference recharge during the summer. In contrast, the overestimation during the winter shows that the simplified models simulate more recharge than the reference model, which indicates that the calibrated model parameter sets from the simplified models take a surrogate role to compensate the misfit during the summer. Satisfactory results can still be obtained for annual recharge but the errors between reference and simplified recharge on seasonal patterns are larger, which is also observed in a model comparison study of Ghasemizade et al. (2015) These results clearly show the advantages of using a 2D complex model compared to simple 1D model. It is, however, possible to reduce the averaging effect for the simple empirical models by choosing a calibration data set that includes climatic extremes or a long time period as demonstrated in this study and for instance by Coron et al. (2012) and Seiller et al. (2012) for rainfall-runoff models.
Summary and conclusions
A solid understanding of how reliable predictions associated with different kinds of uncertainty under climate change is indispensable. Therefore, a range of numerical experiments were established to understand the link between the different sources of uncertainties in climate change studies. The majority of previous studies did not consider uncertainty of the hydrogeological model conceptualization and only a few exceptions include a multi-model approach. Although these exceptions indicate general trends, all predictions are based on homogenous model parameterization. The effects of the calibration strategy and observation period were not considered, and the missing link between the mechanics of the model structure and the recharge under climate change has not been yet established.
In the presented numerical experiment, a heterogeneous 2D reference model was generated based on a classical soil type to simulate historical and future groundwater recharge rates based on predicted future climatic forcing functions. Simpler models were calibrated against the modelled output of the reference model, and recharge predictions of both reference and simpler models were compared to evaluate the effect of model simplification for climate-change impact studies.
It was demonstrated that model simplification leads to different recharge rates under climate change. In addition, it was shown that the 1D homogenous physically based model best reproduces the reference recharge from the 2D heterogeneous model. The effect of variability in the hydrologic properties such as homogenous versus heterogeneous model parameterization has only a minor influence on recharge predictions in this specific case. However, it might be different in soils with dominant macro components or different clay content. The soil-waterbalance models perform differently and relatively poorly compared to the physically based and lumped models, especially under extreme conditions. In this numerical experiment, large differences in the predictions between a variety of models can be observed and are expected to occur for a wide range of soil types; furthermore it is expected that the differences become larger in reality due to higher degree of complexity.
The applied model performance indicators suggest, however, that model simplification is not the controlling factor for recharge differences under future climatic forcing functions. Recharge changes for future periods are mainly a function of the climate scenario, but more extreme weather conditions lead to model bias in the predictions and must be considered, especially due to the fact that discrepancies in model results are not stationary within climate change simulations.
Due to the influence of more extreme weather conditions, the chosen calibration strategy is also important. If possible, the calibration data set should include climatic extremes or a longer time series with a high variability to minimise the model bias induced by the calibration. Note that daily climatic forcing functions were used but it is expected that the differences between the models become larger in reality due to possible higher precipitation-event intensity on sub-daily scales.
The scientific community has emphasized the need to use outputs from a range of GCMs or RCMs to recognize the importance of climate model uncertainty (e.g. Goderniaux et al. 2011; Toews and Allen 2009; Kurylyk and MacQuarrie 2013) . The authors fully agree with this recommendation, but believe that the adopted approach is incomplete. As was demonstrated, different model concepts and associated complexities lead (not surprisingly) to different results. It is therefore recommended that ensembles of climate projections should be coupled with ensembles of hydrogeological models to produce credible predictions of future recharge and the associated uncertainties. Although the proposed approach is certainly computationally demanding and more efficient methods to simulate the effect of climate change on recharge are desired, the proposed holistic approach will provide a more realistic representation of future uncertainty in recharge estimations.
