Abstract: This paper presents the experimental implementations of the mathematical models and 
Introduction

28
The increasing demands for manufacturing accuracies and quality control due to the rapid 29 development of nanotechnology, ultraprecision machining, micro-and nano-fabrications, etc. [1, 2] 30 and the requirements for precision in surface finishing in different technologies such as additive 31 manufacturing [3] , mechanical parts with structured surfaces [4] , etc., require the use of 32 increasingly sophisticated measurement systems and measurement traceability from a metrological 33 point of view.
confocal microscopy with structured detection in a coherent imaging process to achieve a higher 48 resolution with a comparably large pinhole [14] . However, the systematic geometric errors which 49 adversely affect the relative position and orientation between measuring probes and measurands 50 are usually neglected [15, 16] . B. Daemi, et al. designed a comprehensive verification test by using a 51 high precision metrology method based on subpixel resolution image analysis [17] . Calibration of 52 confocal microscopes usually relies on traceable standard artefacts, which are commonly made up 53 of regular patterns [10] .
54
This paper carries out the experimental studies based on the kinematic modelling and 
Methodology for the experimental study
63
The experimental study aims at: First, determining the error correction coefficients, i.e. 
70
Two experiments are carried out with our Imaging Confocal Microscope, which type is Leica uncertainties [22] . This method is termed as GUM uncertainty framework in supplement 1 and supplement 2 (GUM-S1 and GUM-S2) [23, 24] 
94
limitation is lacking generality of the procedure to obtain an interval to contain the values of the a coverage interval is constructed to contain values of the measurand with a stipulated coverage 97 probability is approximate [22] . The second limitation is that insufficient guidance is given for the 98 multivariate case in which there is more than one measurand, namely, more than one output 99 quantity [22, 25] . In order to address these limitations, Working Group 1 of the Joint Committee for
100
Guides in Metrology (JCGM) has produced two specific guidance documents, namely GUM-S1 and 101 GUM-S2 [23, 24] , on Monte Carlo method (MCM) respectively for uncertainty evaluation and 102 extensions to any number of measurand (output quantity) [22] .
103
MCM provides a general approach to obtain a numerical representation G of the distribution 
124
The variance of the output quantities can be obtained by its PDF
126
The covariance of the output quantities can be obtained by its PDF 
134
Uncertainties of the obtained correction coefficients are also evaluated. 
144
After the measurement, the confocal system generated a file with suffix name '.dat', containing 
160
After rotation, the data is separated as surface plane and cylinders. The surface reconstruction
161
of the data of cylinders is shown in Figure 5 . It is obvious that this data has many outliers. Those 
174
The separated cylinders are shown in Figure It can be found that the measured cylinder centres shown in Figure 10 are all distorted in one with the X-axis. Then they are calibrated to the certified points using our developed mathematical 187 models and algorithms. From this, the results of the coefficients defined in the mathematical model,
188
i.e. Equations (4) and (5) 
With those obtained parameters of the coefficients, the corrected points are calculated
192
according to Equations (4) and (5) Table 2 . 197 Table 2 . Errors with respect to the certified positions before correction and after correction. The Euclidean residuals of each point are plotted by contours, as shown in Figure 12 
224
As indicated by Table 2 
229
II) The second stage is propagation:
230
Propagate the PDFs for the components of input quantities through the model to obtain the 231 (joint) PDF for the output quantity.
232
III) The final step is summarizing:
233
Use the PDF for the output quantity to obtain the expectation of the output quantity, the 234 uncertainty matrix, also named covariance matrix, associated with the expectation of the output 235 quantity, and a coverage region containing the output quantity with a specified probability p 236 (the coverage probability).
237
The simulation was repeated for 1×10 4 times. The mean values, expanded uncertainties (
), lower and upper boundaries for a 95% coverage interval are indicated in Table 3 . Distributions for 239 the output quantities are shown in Figure 14 . As it can be observed, non-symmetric distributions
240
and not assimilable to normal distributions are obtained. 2.92×10 
241
Experimental study of the applications of determined coefficients
248
This section aims at verifying the applicability of the determined error correction coefficients.
249
The residuals of measured and corrected points with respect to certified points are compared. 
276
The separated clusters are fitted for their centres. The coordinate values of the fitted cylinder 277 centres are shown in Table 4 . Figure 18 manifests the fitted cylinder centres as well as the centroids 278 of each cluster data. Figure 18 . Comparison of the fitted circle centre and the centroid of the data.
282
As it can be observed in Figure 18 , the cluster numbered 29 has too many outliers. Here only 283 choose the first 28 clusters for kinematic geometric error correction. The correction employs the 284 mathematical model Equations (4) and (5) as well as our calculated error coefficients. Before 285 correction, the data are aligned to be parallel with the X-coordinate as much as possible. Table 5 286 manifests both the aligned measurement data and the corrected data. Both the aligned and the corrected data are adjusted to a begging of (0, 0) . The results of the 289 measured and corrected positions are compared with the certified positions in Table 6 . Figure 19 290 illustrates the measured, corrected, and the certified positions. The mean error, the maximum error,
287
291
the sum of the squared errors, and the standard deviations of the errors are indicated in Table 7 .
292
The mean error/residual between the measured positions and the certified positions is 8. 302 Table 7 . Errors with respect to the certified positions before correction and after correction. 
322
The first experiment measured the dot grid targets with extended topography. After
323
processing the measurement data, the error correction coefficients defined in the mathematical 
339
Results of the experiments demonstrated that our proposed method for lateral stage kinematic 340 geometric error correction is efficient and useful.
341
Among the next practical steps for improving the proposed method is aimed at the stitching 
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