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Impact Statement 8 
A non-invasive prosthesis for blind people endows objects in the environment with voices, 9 
allowing a user to explore the scene, localize objects, and navigate through a building with 10 
minimal training. 11 
Abstract 12 
To restore vision for the blind several prosthetic approaches have been explored that convey raw 13 
images to the brain. So far these schemes all suffer from a lack of bandwidth and the extensive 14 
training required to interpret unusual stimuli. Here we present an alternate approach that restores 15 
vision at the cognitive level, bypassing the need to convey sensory data. A wearable computer 16 
captures video and other data, extracts the important scene knowledge, and conveys that through 17 
auditory augmented reality. This system supports many aspects of visual cognition: from 18 
obstacle avoidance to formation and recall of spatial memories, to long-range navigation. Neither 19 
training nor modification of the physical environment are required: Blind subjects can navigate 20 
an unfamiliar multi-story building on their first attempt. The combination of unprecedented 21 
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computing power in wearable devices with augmented reality technology promises a new era of 22 
non-invasive prostheses that are limited only by software. 23 
Introduction 24 
About 36 million people are blind worldwide (Bourne et al., 2017). In industrialized nations, the 25 
dominant causes of blindness are age-related diseases of the eye, all of which disrupt the normal 26 
flow of visual data from the eye to the brain. In some of these cases biological repair is a 27 
potential option, and various treatments are being explored involving gene therapy, stem cells, or 28 
transplantation (Scholl et al., 2016). However, the dominant strategy for restoring vision has 29 
been to bring the image into the brain’s visual system through alternate means. The most direct 30 
route is electrical stimulation of surviving cells in the retina (Stingl and Zrenner, 2013; Weiland 31 
and Humayun, 2014) or of neurons in the visual cortex (Dobelle et al., 1974). Another option 32 
involves translating the raw visual image into a different sensory modality (Loomis et al., 2012; 33 
Proulx et al., 2016), such as touch (Stronks et al., 2016) or hearing (Auvray et al., 2007; Capelle 34 
et al., 1998; Meijer, 1992). So far, none of these approaches has enabled any practical recovery 35 
of the functions formerly supported by vision. Despite decades of efforts all users of such 36 
devices remain legally blind (Luo and da Cruz, 2016; Stingl et al., 2017; Striem-Amit et al., 37 
2012; Stronks et al., 2016). While one can certainly hope for progress in these domains, it is 38 
worth asking what are the fundamental obstacles to current visual prostheses. 39 
The human eye takes in about 1 gigabit of raw image information every second, whereas our 40 
visual system extracts from this just tens of bits to guide our thoughts and actions (Pitkow and 41 
Meister, 2014). All the above prosthetic approaches seek to transmit the raw image into the 42 
brain. This requires inordinately high data rates. Further, the signal must arrive in the brain in a 43 
format that can be interpreted usefully by the visual system or some substitute brain area to 44 
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perform the key steps of knowledge acquisition, like scene recognition and object identification. 45 
None of the technologies available today deliver the high data rate required to retain the relevant 46 
details of a scene, nor do they produce a neural code for the image information that matches the 47 
capabilities and expectations of the human brain.  48 
Three decades ago, one of the pioneers of sensory substitution articulated his vision of a future 49 
visual prosthesis (Collins, 1985): “I strongly believe that we should take a more sophisticated 50 
approach, utilizing the power of artificial intelligence for processing large amounts of detailed 51 
visual information in order to substitute for the missing functions of the eye and much of the 52 
visual pre-processing performed by the brain. We should off-load the blind travelers' brain of 53 
these otherwise slow and arduous tasks which are normally performed effortlessly by the sighted 54 
visual system”. Whereas at that time the goal was hopelessly out of reach, today’s capabilities in 55 
computer vision, artificial intelligence, and miniaturized computing power are converging to 56 
make it realistic. Here we present such an approach that bypasses the need to convey the sensory 57 
data entirely, and focuses instead on the important high-level knowledge, presented at a 58 
comfortable data rate and in an intuitive format. 59 
Results  60 
Design principles 61 
The new system is based on the Microsoft HoloLens (Fig. 1A), a powerful head-mounted 62 
computer designed for augmented reality (Hoffman, 2016). The HoloLens scans all surfaces in 63 
the environment using video and infrared sensors, creates a 3D map of the space, and localizes 64 
itself within that volume to a precision of a few centimeters (Fig. S1). It includes a see-through 65 
display for digital imagery superposed on the real visual scene; open ear speakers that augment 66 
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auditory reality while maintaining regular hearing; and an operating system that implements the 67 
localization functions and provides access to the various sensor streams. We designed 68 
applications using the Unity game development platform which allows tracking of the user’s 69 
head in the experimental space; the simulation of virtual objects; the generation of speech and 70 
sounds that appear to emanate from specific locations; and interaction with the user via voice 71 
commands and a clicker.  72 
Our design principle is to give sounds to all relevant objects in the environment. Unlike most 73 
efforts at scene sonification (Bujacz and Strumillo, 2016; Csapo and Wersenyi, 2013), our 74 
system communicates through natural language. Each object in the scene can talk to the user 75 
with a voice that comes from the object’s location. The voice’s pitch increases as the object gets 76 
closer. The user actively selects which objects speak through several modes of control (Fig. S2): 77 
In Scan mode, the objects call out their names in sequence from left to right, offering a quick 78 
overview of the scene. In Spotlight mode, the object directly in front speaks, and the user can 79 
explore the scene by moving the head. In Target mode, the user selects one object that calls 80 
repeatedly at the press of a clicker. In addition obstacles and walls emit a hissing sound as the 81 
user gets too close (Fig. S2).  82 
Human subject tests 83 
After a preliminary exploration of these methods we settled on a fixed experimental protocol and 84 
recruited seven blind subjects (Fig. 1D). Subjects heard a short explanation of what to expect, 85 
then donned the HoloLens and launched into a series of four fully automated tasks without 86 
experimenter involvement. No training sessions were provided, and all the data were gathered 87 
within a 2-hour visit.  88 
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Object localization 89 
Here we tested the user’s ability to localize an augmented reality sound source (Fig. 1B). A 90 
virtual object placed randomly at a 2 m distance from the subject called out “box” whenever the 91 
subject pressed a clicker. The subject was asked to orient the head towards the object and then 92 
confirm the final choice of direction with a voice command. All subjects found this a reasonable 93 
request and oriented surprisingly well, with an accuracy of 3-12 degrees (standard deviation 94 
across trials, Fig. 1C). Several subjects had a systematic pointing bias to one or the other side of 95 
the target (-9 to +13 deg, Fig. 1C), presumably related to hearing deficits (Fig. 1D), but no 96 
attempt was made to correct for this bias. These results show that users can accurately localize 97 
the virtual voices generated by HoloLens, even though the software used a generic head-related 98 
transfer function without customization. 99 
Spatial memory 100 
Do object voices help in forming a mental image of the scene (Lacey, 2013) that can be recalled 101 
for subsequent decisions? A panel of 5 virtual objects was placed in the horizontal plane 2 m 102 
from the subject, spaced 30 degrees apart in azimuth (Fig. 2A). The subject scanned this scene 103 
actively using the Spotlight mode for 60 s. Then the object voices were turned off and we asked 104 
the subject to orient towards the remembered location of each object, queried in random order. 105 
All subjects performed remarkably well, correctly recalling the arrangement of all objects (Figs. 106 
2B, S3B) with just one error (1/28 trials). Even the overall scale of the scene and the absolute 107 
positions of the objects were reproduced well from memory, to an average accuracy of ~15 deg 108 
(rms deviation from true position, Figs. 2C-D). In a second round we shuffled the object 109 
positions and repeated the task. Here 3 of the subjects made a mistake, presumably owing to 110 
interference with the memory formed on the previous round. Sighted subjects who inspected the 111 
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scene visually performed similarly on the recall task (Fig. S3B). These experiments suggest that 112 
active exploration of object voices builds an effective mental representation of the scene that 113 
supports subsequent recall and orientation in the environment. Whether the prosthesis also 114 
produces a subjective feeling that resembles “seeing” remains to be determined; this may emerge 115 
only after long-term use. 116 
Direct navigation 117 
Here the subject was instructed to walk to a virtual chair, located 2 m away at a random location 118 
(Fig. 3A). In Target mode the chair called out its name on every clicker press. All subjects found 119 
the chair after walking essentially straight-line trajectories (Figs. 3B-C, S4). Most users followed 120 
a two-phase strategy: first localize the voice by turning in place, then walk swiftly towards it 121 
(Figs. S4D-E). On rare occasions (~5 of 139 trials) a subject started walking in the opposite 122 
direction, then reversed course (Fig. S4C), presumably owing to ambiguities in azimuthal sound 123 
cues (McAnally and Martin, 2014). Subject 7 aimed consistently to the left of the target (just as 124 
in the task of Fig. 1) and thus approached the chair in a spiral trajectory (Fig. 3C). Regardless, 125 
for all subjects the average trajectory was only 11-25% longer than the straight-line distance 126 
(Figs. 3E, S4A).  127 
For comparison, we asked subjects to find a real chair in the same space using only their usual 128 
walking aid (Fig. 3D). These searches took on average 8 times longer and covered 13 times the 129 
distance needed with the prosthesis. In a related series of experiments we encumbered the path to 130 
the target with several virtual obstacles. Using the alarm sounds our subjects weaved through the 131 
obstacles without collision (Fig. S5D). Informal reports from the subjects confirmed that steering 132 
towards a voice is a natural function that can be performed automatically, leaving attentional 133 
bandwidth to process other real and augmented sounds from the environment. 134 
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Long range guided navigation 135 
If the target object begins to move as the subject follows its voice, it becomes a “virtual guide”. 136 
We designed a guide that follows a precomputed path and repeatedly calls out “follow me”. The 137 
guide monitors the subject’s progress, and stays at most 1 m ahead of the subject. If the subject 138 
strays off the path the guide stops and waits for the subject to catch up. The guide also offers 139 
warnings about impending turns or a flight of stairs. To test this design, we asked subjects to 140 
navigate a campus building that had been pre-scanned by the HoloLens (Figs. 4A, S6). The path 141 
led from the ground-floor entrance across a lobby, up two flights of stairs, around several corners 142 
and along a straight corridor, then into a 2nd floor office (Figs. 4B-C). The subjects had no prior 143 
experience with this part of the building. They were told to follow the voice of the virtual guide, 144 
but given no assistance or coaching during the task.  145 
All seven subjects completed the trajectory on the first attempt (Figs. 4B-C, Supplementary 146 
Movie S1). Subject 7 transiently walked off course (Fig. 4B), due to her left-ward bias (Figs. 1C, 147 
3C), then regained contact with the virtual guide. On a second attempt this subject completed the 148 
task without straying. On average, this task required 119 s (range 73–159 s), a tolerable 149 
investment for finding an office in an unfamiliar building (Fig. 4E). The median distance walked 150 
by the subjects was 36 m (Fig. 4D), slightly shorter (~1%) than the path programmed for the 151 
virtual guide, because the subjects can cut corners (Fig. 4C). The subjects’ speed varied with 152 
difficulty along the route, but even on the stairs they proceeded at ~60% of their free-walking 153 
speed (Fig. 4F). On arriving at the office, one subject remarked “That was fun! When can I get 154 
one?” (see Supplementary Observations). 155 
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Technical extensions 156 
A complete sensory prosthesis must acquire knowledge about the environment and then 157 
communicate that knowledge to the user. So far we have focused primarily on the second task, 158 
the interface to the user. For the acquisition of real-time knowledge, computer vision will be an 159 
important channel. Tracking and identifying objects and people in a dynamic scene still presents 160 
a challenge (see Supplementary Materials), but the capabilities for automated scene analysis are 161 
improving at a remarkable rate, propelled by interests in autonomous vehicles (Jafri et al., 2014; 162 
Verschae and Ruiz-del-Solar, 2015). We have already implemented real-time object naming for 163 
items that are easily identified by the HoloLens, such as standardized signs and bar codes (Sudol 164 
et al., 2010) (Figs. S5A-B). Furthermore, we have combined these object labels with a scan of 165 
the environment to compute in real time a navigable path around obstacles towards any desired 166 
target (Fig. S5C, Supplementary Movies S2-S3).  167 
Discussion  168 
Some components of what we implemented can be found in prior work (Botezatu et al., 2017; 169 
Ribeiro et al., 2012; Wang et al., 2017). Generally assistive devices have been designed to 170 
perform one well-circumscribed function, such as obstacle avoidance or route finding (Loomis et 171 
al., 2012; Roentgen et al., 2008). Our main contribution here is to show that augmented reality 172 
with object voices offers a natural and effortless human interface on which one can build many 173 
functionalities that collectively come to resemble seeing.  174 
Our developments so far have focused on indoor applications to allow scene understanding and 175 
navigation. Blind people report that outdoor navigation is supported by many services (access 176 
vans, GPS, mobile phones with navigation apps) but these all fall away when one enters a 177 
building (Karimi, 2015). The present cognitive prosthesis can already function in this 178 
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underserved domain, for example as a guide in a large public building, hotel, or mall. The virtual 179 
guide can be programmed to offer navigation options according to the known building geometry. 180 
Thanks to the intuitive interface, naïve visitors could pick up a device at the building entrance 181 
and begin using it in minutes. In this context, recall that our subjects were chosen without 182 
prescreening, including cases of early and late blindness and various hearing deficits (Fig. 1D): 183 
They represent a small but realistic sample of the expected blind user population.  184 
The functionality of this prosthesis can be enhanced far beyond replacing vision, by including 185 
information that is not visible. As a full service computer with online access, the HoloLens can 186 
be programmed to annotate the scene and offer ready access to other forms of knowledge. Down 187 
the line one can envision a device that is attractive to both blind and sighted users, with 188 
somewhat different feature sets, which may help integrate the blind further into the community. 189 
By this point we expect that the reader already has proposals in mind for enhancing the cognitive 190 
prosthesis. A hardware/software platform is now available to rapidly implement those ideas and 191 
test them with human subjects. We hope that this will inspire developments to enhance 192 
perception for both blind and sighted people, using augmented auditory reality to communicate 193 
things that we cannot see. 194 
“Seeing is knowing what is where by looking” (Marr, 1982). The prosthesis described here 195 
conveys “what” by the names of objects and “where” by the location from where each object 196 
calls. “Looking” occurs when the user actively requests these calls. The principal reason sighted 197 
people rely on vision much more than audition is that almost all objects in the world emit useful 198 
light signals almost all the time, whereas useful sound signals from our surroundings are few and 199 
sporadic. Our prosthesis can change this calculus fundamentally, such that all the relevant 200 
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objects emit useful sounds. It remains to be seen whether prolonged use of such a device will 201 
fundamentally alter our perception of hearing to where it feels more like seeing. 202 
Materials and Methods 203 
General implementation  204 
The hardware platform for the cognitive prosthesis is the Microsoft HoloLens Development 205 
Edition, without any modifications. This is a self-contained wearable augmented reality (AR) 206 
device that can map and store the 3D mesh of an indoor space, localize itself in real time, and 207 
provide spatialized audio and visual display (Hoffman, 2016). We built custom software in Unity 208 
2017.1.0f3 (64-bit) with HoloToolkit-Unity-v1.5.5.0. The scripts are written in C# with 209 
MonoDevelop provided by Unity. The experiments are programmed on a desktop computer 210 
running Windows 10 Education and then deployed to Microsoft HoloLens. The software is 211 
versatile enough to be easily deployed to other hardware platforms, such as AR enabled smart 212 
phones. 213 
User interface 214 
Before an experiment, the relevant building areas are scanned by the experimenter wearing the 215 
HoloLens, so the system has a 3D model of the space ahead of time. For each object in the scene 216 
the system creates a voice that appears to emanate form the object’s location, with a pitch that 217 
increases inversely with object distance. Natural spatialized sound is computed based on a 218 
generic head-related transfer function (Wenzel et al., 1993); nothing about the software was 219 
customized to individual users. Object names and guide commands are translated into English 220 
using the text-to-speech engine from HoloToolkit. The user provides input by moving the head 221 
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to point at objects, pressing a wireless Clicker, using hand gesture commands or English voice 222 
commands.  223 
In addition to instructions shown in the main body of the article, non-spatialized instructions are 224 
available at the user’s request by voice commands. The user can use two voice commands (e.g. 225 
“direction”, “distance”) to get the direction of the current object of interest or its distance. 226 
Depending on the mode, the target object can be the object label of user’s choice (Target Mode) 227 
or the virtual guide. “Turn-by-turn” instructions can be activated by voice commands (e.g. 228 
“instruction”). The instruction generally consists of two parts, the distance the user has to travel 229 
until reaching the current target waypoint, and the turn needed to orient to the next waypoint. 230 
Experimental design 231 
All results in the main report were gathered using a frozen experimental protocol, finalized 232 
before recruitment of the subjects. The tasks were fully automated, with dynamic instructions 233 
from the HoloLens, so that no experimenter involvement was needed during the task. 234 
Furthermore we report performance of all subjects on all trials gathered this way. Some 235 
incidental observations and anecdotes from subject interviews are provided in Supplementary 236 
Observations. All procedures involving human subjects were reviewed and approved by the 237 
Institutional Review Board at Caltech. All subjects gave their informed consent to the 238 
experiments, and where applicable to publication of videos that accompany this article. 239 
Measurement 240 
Timestamps are generated by the internal clock of the HoloLens. The 6 parameters of the 241 
subject’s head location and orientation are recorded at 5 Hz from the onset to the completion of 242 
each trial in each task. All performance measures are derived from these time series. Localization 243 
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errors of the HoloLens amount to <4 cm (Liu et al., 2018), which is insignificant compared to the 244 
distance measures reported in our study, and smaller than the line width in the graphs of 245 
trajectories in Figures 3 and 4.  246 
Task design 247 
Task 1, object localization: In each trial, a single target is placed 1 m from the subject at a 248 
random azimuth angle drawn from a uniform distribution between 0 and 360 degrees. To localize 249 
the target, the subject presses the Clicker to hear a spatialized call from the target. After aiming 250 
the face at the object the subject confirms via a voice command (“Target confirmed”). When the 251 
location is successfully registered, the device plays a feedback message confirming the voice 252 
command and providing the aiming error. The subject was given 10-15 practice trials to learn the 253 
interaction with the prosthesis, followed by 21 experimental trials. To estimate the upper limit on 254 
performance in this task, two sighted subjects performed the task with eyes open: this produced a 255 
standard deviation across trials of 0.31 and 0.36 degrees, and a bias of 0.02 and 0.06 degrees. 256 
That includes instrumentation errors as well as uncertainties in the subject’s head movement. 257 
Note that these error sources are insignificant compared to the accuracy and bias reported in Figs 258 
1 and 2. 259 
Task 2, spatial memory: This task consists of an exploration phase in which the subject explores 260 
the scene, followed by a recall phase with queries about the scene. Five objects are placed two 261 
meters from the subject at azimuth angles of -60°, -30°, 0°, 30°, 60° from the subject’s initial 262 
orientation. Throughout the experiment, a range between -7.5° and 7.5° in azimuth angle is 263 
marked by “sonar beeps” to provide the subject a reference orientation. During the 60 s 264 
exploration phase, the subject uses “Spotlight Mode”: This projects a virtual spotlight cone of 265 
30° aperture around the direction the subject is facing and activates object voices inside this 266 
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spotlight. Typically subjects scan the virtual scene repeatedly, while listening to the voices. In 267 
the recall phase, “Spotlight Mode” is turned off and the subject performs 4 recall trials. For each 268 
recall trial the subject presses the Clicker, then a voice instruction specifies which object to turn 269 
to, the subject faces in the recalled direction, and confirms with a voice command (“Target 270 
confirmed”). The entire task was repeated in two blocks that differed in the arrangement of the 271 
objects. The object sequence from left to right was “piano”, ”table”, ”chair”, ”lamp”, “trash bin” 272 
(block 1), and “trash bin”, “piano”, ”table”, ”chair”, ”lamp” (block 2). The center object is never 273 
selected as a recall target because 0° is marked by sonar beeps and thus can be aimed at trivially. 274 
Task 3, direct navigation: In each trial, a single chair is placed at 2 m from the center of the 275 
arena at an azimuth angle randomly drawn from four possible choices: 0°, 90°, 180°, 270°. To 276 
start a trial, the subject must be in a starting zone of 1 m diameter in the center. During 277 
navigation, the subject can repeatedly press the Clicker to receive a spatialized call from the 278 
target. The trial completes when the subject arrives within 0.5 m of the center of the target. Then 279 
the system guides the subject back to the starting zone using spatialized calls emanating from the 280 
center of the arena, and the next trial begins. Subjects performed 19-21 trials. All blind subjects 281 
moved freely without cane or guide dog during this task. 282 
To measure performance on a comparable search without the prosthesis, each subject performed 283 
a single trial with audio feedback turned off. A real chair is placed at one of the locations 284 
previously used for virtual chairs. The subject wears the HoloLens for tracking and uses a cane 285 
or other walking aid as desired. The trial completes when the subject touches the target chair 286 
with a hand. All blind subjects used a cane during this silent trial. 287 
Task 4, long range guided navigation: The experimenter defined a guide path of ~36 m length 288 
from the first-floor lobby to the second-floor office by placing 9 waypoints in the pre-scanned 289 
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environment. In each trial the subject begins in a starting zone within 1.2 m of the first waypoint, 290 
and presses the Clicker to start. A virtual guide then follows the trajectory and guides the subject 291 
from the start to the destination. The guide calls out “follow me” with spatialized sound every 2 292 
s, and it only proceeds along the path when the subject is less than 1 m away. Just before 293 
waypoints 2-8, a voice instruction is played to inform the subject about the direction of turn as 294 
well as approaching stairs. The trial completes when the subject arrives within 1.2 meters of the 295 
target. Voice feedback (“You have arrived”) is played to inform the subject about arrival. In this 296 
task all blind subjects used a cane. 297 
Free walking: To measure the free walking speed, we asked subjects to walk for 20 m in a 298 
straight line in an unobstructed hallway using their preferred walking aid. Subjects 1 and 2 used 299 
a guide dog, the others a cane. 300 
Data analysis and visualization 301 
MatLab 2017b (Mathworks) and Excel (Microsoft) were used for data analysis and visualization. 302 
Unity 5.6.1f1 was used to generate 3D cartoons of experiments and to visualize 3D trajectories. 303 
Photoshop CC 2017 was used for overlaying trajectories on floor plans. 304 
Aiming: In task 1 and 2, aiming errors are defined as the difference between the target azimuth 305 
angle and the subject’s front-facing azimuth angle. In task 2, to correct for the delay of voice 306 
command registration, errors are measured at 1 s before the end of each trial. 307 
Trajectory smoothing: The HoloLens tracks its wearer’s head movement, which includes lateral 308 
movements perpendicular to the direction of walking. To estimate the center of mass trajectory 309 
of the subject we applied a moving average with 2 s sliding window to the original trajectory. 310 
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Length of trajectory and deviation index: In the directed navigation task and the long range 311 
guided navigation task, we computed the excess distance traveled by the subject relative to an 312 
optimal trajectory or the guide path. The deviation index, DI  , is defined as 313 
 DI =
Lexp − Lref
Lref
  (1) 314 
where Lexp  is the length of the trajectory measured by experiment and Lref   is the length of the 315 
reference trajectory. A value near 0 indicates that the subject followed the reference trajectory 316 
well. 317 
In the direct navigation task, we divided each trial into an orientation phase where the subject 318 
turns the body to face the target, and a navigation phase where the subject approaches the target. 319 
We calculated head orientation and 2D distance to target in each frame, and marked the onset of 320 
the navigation phase when the subject’s distance to target changed by 0.3 m. Note that with this 321 
criterion the navigation phase includes the occasional trajectory where the subject starts to walk 322 
in the wrong direction. In this task Lref  is defined as the length of the straight line from the 323 
subject’s position at the onset of the navigation phase to the nearest point of the target trigger 324 
zone.  325 
In the long range guided navigation task, Lref  is the length of the guide trajectory. Due to 326 
variability in placing waypoints and tracking, the length of guide trajectories varied slightly 327 
across subjects ( Lref  = 36.4 ± 0.7 m, mean ± sd). Negative DI  values are possible in this task if 328 
the subject cuts corners of the guide trajectory.  329 
Speed: Speed is calculated frame-by-frame using the displacements in the filtered trajectories. 330 
For the long range guided navigation task, which includes vertical movements through space, the 331 
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speed of translation is computed in 3 dimensions, whereas for the other tasks that occur on a 332 
horizontal plane we did not include the vertical dimension. For all tasks, we estimated walking 333 
speed by the 90th percentile of the speed distribution, which robustly rejects the phases where 334 
the subject chooses an orientation. The normalized speed is obtained by dividing this value by 335 
the free walking speed. 336 
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Figures 446 
 447 
 448 
Figure 1. Hardware platform and object localization task. (A) The Microsoft HoloLens wearable 449 
augmented reality device. Arrow points to one of its stereo speakers. (B)  In each trial of the object 450 
localization task, the target (green box) is randomly placed on a circle (red). The subject localizes and 451 
turns to aim at the target. (C) Object localization relative to the true azimuth angle (dashed line). Box 452 
denotes s.e.m., whiskers s.d. (D) Characteristics of the 7 blind subjects. See also Figures 1-4 – Source 453 
Data. 454 
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 456 
Figure 2. Spatial Memory Task. (A) Five objects are arranged on a half-circle; the subject explores the 457 
scene, then reports the recalled object identities and locations. (B) Recall performance during blocks 1 458 
(left) and 2 (right). Recalled target angle potted against true angle. Shaded bar along the diagonal shows 459 
the 30 deg width of each object; data points within the bar indicate perfect recall. Dotted lines are linear 460 
regressions. (C) Slope and (D) correlation coefficient for the regressions in panel (B). See also Figures 1-461 
4 – Source Data. 462 
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 464 
Figure 3. Direct Navigation Task. (A) For each trial a target chair is randomly placed at one of four 465 
locations. The subject begins in the starting zone (red shaded circle), follows the voice of the chair, and 466 
navigates to the target zone (green shaded circle). (B) All raw trajectories from one subject (#6) including 467 
1-s time markers. Oscillations from head movement are filtered out in subsequent analysis. (C) Filtered 468 
and aligned trajectories from all trials of 3 subjects (#3, 4, 7). Arrow highlights a trial where the subject 469 
started in the wrong direction. (D) Trajectories of subjects performing the task with only a cane and no 470 
HoloLens. (E) Deviation index, namely the excess length of the walking trajectory relative to the shortest 471 
distance between start and target. Note logarithmic axis and dramatic difference between HoloLens and 472 
Cane conditions. (F) Speed of each subject normalized to the free-walking speed. See also Figures 1-4 – 473 
Source Data and Figure 3 – Source Data File Trajectories. 474 
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 476 
Figure 4. Long range guided navigation task. (A) 3D reconstruction of the experimental space with 477 
trajectories from all subjects overlaid. (B and C) 2D floor plans with all first trial trajectories overlaid. 478 
Trajectories are divided into 3 segments: lobby (Start – Start 2), stairwell (Start 2 – Start 3), and hallway 479 
(Start 3 – Destination). Red arrows indicate significant deviations from the planned path. (D) Deviation 480 
index (as in Fig. 3E) for all segments by subject. Outlier corresponds to initial error by subject 7. 481 
Negative values indicate that the subject cut corners relative to the virtual guide. (E) Duration and (F) 482 
normalized speed of all the segments by subject. See also Figures 1-4 – Source Data and Figure 4 – 483 
Source Data File Trajectories. 484 
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Supplementary Methods 502 
Voice Control 503 
In addition to the Clicker, subjects can also use natural language (e.g. English) as input to the 504 
system. Two subsystems of voice input are implemented: 1) keyword recognition 505 
(PhraseRecognitionSystem) monitors in the background what the user says, detects phrases that 506 
match the registered keywords, and activates corresponding functions on detection of keyword 507 
matches. 2) dictation (DictationRecognizer) records what the user says and converts it into text. 508 
The first component enables subjects to confirm their aiming in the object localization task and 509 
mental imagery task with the voice command “target confirmed”. It also enables the 510 
experimenter to control the experiment at runtime. 511 
Keywords and their functions are defined through adding keywords to the keyword manager 512 
script provided by HoloToolkit and editing their responses. The KeywordRecognizer component 513 
starts at the beginning of each instance of the application and runs in the background throughout 514 
the instance of the application except for the time period in which dictation is in use.  515 
To allow users to create object labels, the DictationRecognizer provided by HoloToolkit is used 516 
to convert natural language spoken by the user to English text. Due to the mutual exclusivity, 517 
KeywordRecognizer is shut down before DictationRecognizer is activated, and restarted after the 518 
dictation is finished. 519 
Soundscape Editing 520 
Adding Object Labels: Users can manually add object labels at runtime with voice commands 521 
(e.g. “record label”). Each call of the object label adding function instantiates an object label 522 
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where the user is aiming. The system listens to what the user says for a certain period of time 523 
(e.g. 3 s), and converts the speech into text at the same time. 524 
When the dictation finishes, the converted text will be read, the user is asked for a confirmation 525 
of the recorded text, and a timer starts. The user uses voice commands (e.g. “confirm”) to 526 
confirm the addition of the object label and the content of the label before the timer reaches a 527 
certain time limit. At the same time, the object label list is updated to include the new object 528 
label. If no confirmation is received and time runs out, the newly created object label is deleted. 529 
In addition to manual labeling, a computer vision based toolkit Vuforia SDK (v6.1.17 distributed 530 
by PTC Inc. of Boston, Massachusetts) is used for recognizing and tracking objects using the 531 
forward-facing camera on the HoloLens. We trained it to recognize a restroom sign and to create 532 
a virtual object (label) on top of it (Fig. S5A). The created virtual object persists even when the 533 
HoloLens can no longer see the original sign (Fig. S5B). 534 
Deleting Object Labels: To delete an object label, the user first chooses the object label to be 535 
deleted as the object of interest in the Target Mode, and then uses voice commands (e.g. “delete 536 
label”) to delete the chosen object label. Immediately after the deletion of an object label, the list 537 
of object labels is updated. 538 
Moving Object Labels: In Developer Mode, objects can be relocated by the user. An object label 539 
is in the placing mode when the user aims at it and clicks on it. When it enters the placing mode, 540 
the object label floats at a fixed distance in front of the user. The user clicks again to re-anchor 541 
the object label in the environment.  542 
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Automated Wayfinding 543 
In addition to hand-crafting paths, we implemented automated wayfinding by taking advantage 544 
of Unity’s runtime NavMesh “baking” which calculates navigable areas given a 3D model of the 545 
space. At runtime, we import and update the 3D mesh of the scanned physical space and use it to 546 
bake the 3D mesh. When the user requests guided navigation, a path from the user’s current 547 
location to the destination of choice is calculated. If the calculated path is valid, the virtual guide 548 
guides the user to the destination using the computer-generated path. 549 
Cost of the system 550 
The hardware platform used in the research – Microsoft HoloLens Development Edition – 551 
currently costs $3000. Several comparable AR goggles are in development, and one expects their 552 
price to drop in the near future. In addition, smart phones are increasingly designed with AR 553 
capabilities, although they do not yet match the HoloLens in the ability to scan the surrounding 554 
space and localize within it. 555 
Battery and weight 556 
The current HoloLens weighs 579 g. Like all electronic devices, this will be further miniaturized 557 
in the future. The current battery supports our system functions for 2-5 h, sufficient for the 558 
indoor excursions we envision in public buildings, led by the “virtual guide”. A portable battery 559 
pack can extend use to longer uninterrupted sessions. 560 
Tracking robustness  561 
While in most indoor scenarios that we have tested the tracking of HoloLens was reliable and 562 
precise, we have encountered occasional loss of tracking or localization errors. This occurs 563 
particularly when the environment lacks visual features such as a narrow space with white walls. 564 
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Dynamic scenes 565 
To maintain a smooth user experience, the HoloLens updates its internal model of the real-world 566 
space every few seconds. This computational bottleneck limits its capability of mapping highly 567 
dynamic scenes, such as a busy store with many customers walking around. However, with 568 
increasing computational power packed into mobile devices and the development of more 569 
efficient scene understanding algorithms this performance is expected to improve accordingly. 570 
There is a large software industry dedicated to solving these problems of real time scene 571 
understanding, and the cognitive prosthesis will be able to exploit those developments. 572 
Extensions 573 
Because this cognitive prosthesis is largely defined by software its functionalities are very 574 
flexible. For example, the diverse recommendations from subjects noted above (Supplementary 575 
Observations) can be implemented in short order. In addition one can envision hardware 576 
extensions by adding peripherals to the computer. For example a haptic belt or vest could be 577 
used to convey collision alarms (Adebiyi et al., 2017), thus leaving the auditory channel open for 578 
the highly informative messages. 579 
Supplementary Observations 580 
Here we report incidental observations not planned in the frozen protocol, and comments 581 
gathered from blind subjects in the course of the experiments.  582 
Subject 1: During navigation with the virtual guide says “seems to me the ‘follow me’ sound 583 
means keep going straight”. Thinks addition of GPS services could make the system useful 584 
outdoors as well. Suggests experimenting with bone conduction headphones. Offers us 1 hour on 585 
his radio show. 586 
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Subject 2: During direct navigation says “pitch change [with distance] was informative”. During 587 
navigation with the virtual guide says “’Follow me’ was too much information”. Prefers to 588 
follow the explicit turn instructions. She could then transmit those instructions to her guide dog. 589 
Subject 3: In addition to object voices, he likes instructions of the type ‘keep going forward for 590 
xx meters’. During a previous visit using a similar system he commented on possible adoption by 591 
the blind community: “I could see people spending in 4 figures for [something] light and reliable, 592 
and use it all the time”. Also supports the concept of borrowing a device when visiting a public 593 
building or mall. Devices in the form of glasses would be better, preferably light and thin. “Use 594 
the computing power of my phone, then I don’t have to carry anything else.” Likes the external 595 
speakers because they don’t interfere with outside sound. Finds it easy to localize the virtual 596 
sound sources. 597 
Subject 4: After navigation with the virtual guide says “That was fun. When can I get one?” 598 
Primarily used the ‘follow me’ voice, and the cane to correct for small errors. Reports that the 599 
turn instructions could be timed earlier (this is evident also in movie S1). On a previous visit 600 
using a similar system: “I’m very excited about all of this, and I would definitely like to be kept 601 
in the loop”. Also suggests the system could be used in gaming for the blind. 602 
Subject 5: During navigation with the virtual guide realized she made a wrong turn (see Fig. 4C) 603 
but the voice made her aware and allowed her to correct. Reports that the timing of turn 604 
instructions is a little off. 605 
Subject 6: After all tasks says “That was pretty cool” and  “The technology is there.” 606 
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Subject 7: On the second trial with the virtual guide reports that she paid more attention to the 607 
‘follow me’ sound (she strayed temporarily on the first trial, Fig. 4B). Wonders whether the 608 
object voices will be strong enough in a loud environment.  609 
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 610 
Supplementary Figure S1. 611 
Process of scene sonification. The acquisition system should parse the scene (A) into objects 612 
and assign each object a name and a voice (B). In our study this was accomplished by a 613 
combination of the HoloLens and the experimenter. The HoloLens scans the physical space (C) 614 
and generates a 3D mesh of all surfaces (D). In this digitized space (E) the experimenter can 615 
perform manipulations such as placing and labeling virtual objects, computing paths for 616 
navigation, and animating virtual guides (F). Because of the correspondence established in D, 617 
these virtual labels are tied to the physical objects in real space. 618 
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 620 
Supplementary Figure S2. 621 
Obstacle avoidance utility and active scene exploration modes. (A to C) An object avoidance 622 
system is active in the background at all times. Whenever a real scanned surface or a virtual 623 
object enters a danger volume around the user (red in A), a spatialized warning sound is emitted 624 
from the point of contact (B). The danger volume expands automatically as the user moves (C), 625 
so as to deliver warnings in time. (D to E) Active exploration modes. In Scan mode (D) objects 626 
whose azimuthal angles fall in a certain range (e.g. between -60 and +60 deg) call themselves out 627 
from left to right. In Spotlight mode (E) only objects within a narrow cone are activated, and the 628 
object closest to the forward-facing vector calls out. 629 
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 631 
Supplementary Figure S3.  632 
Object localization task and mental imagery task supplementary data (related to Figs. 1 633 
and 2). (A) Absolute error of object localization (Fig. 1) by trials. Chance level is 90 deg. (B) 634 
Spatial memory data (Fig. 2) from block 1 (left) and 2 (right) by subject. Shaded areas indicate 635 
the true azimuthal extent of each object. Markers indicate recalled location. Most recalled 636 
locations overlap with the true extent of the object. Subjects 8-10 were normally sighted and 637 
performed the exploration phase using vision. 638 
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 639 
Supplementary Figure S4. 640 
Direct navigation task extended data (related to Fig. 3). Trial distance (A) and trial duration 641 
(B) for the first 20 trials of all subjects. A modest effect of practice on task duration can be 642 
observed across all subjects (B). (C) Low-pass filtered, aligned trajectories of all subjects. In 643 
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most trials, subjects reach the target with little deviation. (D) Dynamics of navigation, showing 644 
the distance to target as a function of trial time for one subject. (E) Head orientation vs distance 645 
to target for two subjects. Note subject 6 begins by orienting without walking, then walks to the 646 
target. Subject 2 orients and walks at the same time, especially during early trials. 647 
  648 
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 649 
Supplementary Figure S5. 650 
Additional experimental functions. (A to B) Automated sign recognition using computer 651 
vision. Using Vuforia software (https://www.vuforia.com/) the HoloLens recognizes a men’s 652 
room sign (A, image viewed through HoloLens) and installs a virtual object (cube, arrow) next to 653 
the sign. (B) This object persists in the space even when the sign is no longer visible. (C) 654 
Automated wayfinding. The HoloLens generates a path to the target (door) that avoids the 655 
obstacle (white box). Then a virtual guide (orange balloon) can lead the user along the path. See 656 
Movies S2-S3. (D) Navigation in the presence of obstacles. The subject navigates from the 657 
A 
C 
E 
D 
B 
 
 
 
Outbound Return 
First trial 
Last trial 
1m 
 38 
starting zone (red circle) to an object in the target zone (green circle) using calls emitted by the 658 
object. Three vertical columns block the path (black circles), and the subject must weave 659 
between them using the obstacle warning system. Raw trajectories (no filtering) of a blind 660 
subject (#5) are shown during outbound (left) and return trips (right), illustrating effective 661 
avoidance of the columns. This experiment was performed with an earlier version of the 662 
apparatus built around the HTC Vive headset. (E) Orienting functions of the virtual guide. In 663 
addition to spatialized voice calls the virtual guide may also offer turning commands towards the 664 
next waypoint. In the illustrated example, the instruction is “in x meters, turn right.” 665 
  666 
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 667 
Supplementary Figure S6.  668 
Guided navigation trajectories (related to Fig. 4). (A) 3D model of the experimental space as 669 
scanned by the HoloLens. (B) Subject and guide trajectories from the long range guided 670 
navigation task. Note small differences between guide trajectories across experimental days, 671 
owing to variations in detailed waypoint placement. 672 
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Movie S1. Long range navigation (Fig. 4), Subject 6. 674 
https://drive.google.com/open?id=1v5Wdbi2WWXAMQXyLmVU6ogWDQfpyINQu 675 
 676 
Movie S2. Automatic wayfinding explained (Fig. S5). 677 
https://drive.google.com/open?id=1B6kx89Ce35w_aNTc-Q4ExGhA3RRLfrXm 678 
 679 
Movie S3. Automatic wayfinding (Fig. S5), Point of View during navigation. 680 
https://drive.google.com/open?id=1R72kbfHsbqxuxEcbLj0KfISyRAzXWKH_  681 
 41 
Figures 1-4 – Source Data File: 682 
https://drive.google.com/open?id=1Sy_Ky2d0GIkyoPiH23xvbrGIpJETvdIh 683 
 684 
Figure 3 – Source Data File Trajectories:  685 
https://drive.google.com/open?id=1gCb0hqMA0Uol9QcLFlhyz3F5hrNFhEvs 686 
 687 
Figure 4 – Source Data File Trajectories:  688 
https://drive.google.com/open?id=18nJxqtqZ3irNVMVR5CvQkx4JcyE7GUrV 689 
