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ABSTRACT
Currently, radar measurements of low-earth-orbit CubeSats are only possible during a small portion of a CubeSat’s orbit
– typically long after the CubeSat’s deployment – making near real-time space situational awareness (SSA) difficult.
The CU Boulder Smead Aerospace Engineering Department has developed a concept to monitor CubeSat deployments
from the deployer itself and provide relative position and velocity measurements of deployed payloads to provide faster
orbital parameter estimation. Teaming with NanoRacks LLC, the VANTAGE team (Visual Approximation of Nanosat
Trajectories to Augment Ground-based Estimation) has developed an innovative sensor package prototype consisting of
an Infra-red (IR) Time of Flight (ToF) camera for close-range CubeSat position measurements and a monochrome optical
camera for continued detection and in-plane position refinement, as well as a set of algorithms to process and fuse these
CubeSat position measurements. These sensors and their avionics are incorporated into a prototype integrated system
designed to fit within a single 6U CubeSat Deployment silo on the NanoRacks ISS deployer, enabling the detection,
identification, and tracking of up to 6 CubeSats out to 100m with a maximum positional error of 10m within 15 minutes
of deployment.
INTRODUCTION
As space becomes a more popular location to ex-
plore and utilize, the number of spacecraft in orbit
around Earth continues to climb. As these numbers
climb, building a reliable and timely awareness of the
these objects and their trajectories, termed Space Sit-
uational Awareness (SSA), is critical.
Figure 1: Image of an Indian Space Agency
CubeSat Launch
One significant contribution to the increasing num-
ber of objects in orbit is the launch of CubeSats.
These small satellites are sometimes launched into
orbit hundreds at a time. Figure 1 shows a still im-
age from a video taken of the Indian Space Agency
CubeSat launch of 104 CubeSats [1]. As seen in
this photo, the CubeSats are extremely numerous
and difficult to see as they reach further distances.
Ground based tracking systems are used to gather
information about the trajectory of these CubeSats as
they orbit. These tracking systems consist primarily
of telescopes scattered across the globe. Due to the
small size of these CubeSats, more sophisticated tele-
scopes are necessary to track their orbits. These tele-
scopes have an extremely high demand that makes
it difficult to reserve viewing time. The complex
process of ground based tracking can require days
or more before trajectory data is gathered for each
CubeSat [2]. If launch does not go as expected, the
CubeSat may have an off-nominal trajectory and can
no longer be tracked by ground stations. This prob-
lem leads to a significant number of CubeSats with
unknown locations leading to degraded SSA.
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At the Colorado Center for Astrodynamics Research
(CCAR) at the University of Colorado Boulder, re-
searchers are investigating alternatives to current
CubeSat tracking methods [3][4]. To further de-
velop this work, the VANTAGE Senior Projects team
is being sponsored to build a tracking system that
uses cameras to gather trajectory information from
the perspective of the CubeSat deployment system.
This tracking system is designed to interface with
NanoRacks ISS CubeSat Deployer (NRCSD) as a fu-
ture platform to demonstrate the capabilities of the
tracking system design. Access to the the Cube-
Sats’ trajectory information shortly after launch in-
creases SSA by dramatically decreasing the time it
would normally take to gather information about the
CubeSat’s orbits. The long term vision of the VAN-
TAGE project is to augment existing, ground-based
tracking systems by observing CubeSat deployments
from the perspective of the space based deployment
system. This year the VANTAGE team is taking a first
step towards this realization by producing a ground-
based proof of concept which is tested using simu-
lated CubeSat launches.
DESIGN OBJECTIVES
This ground-based proof of concept design is driven
by several high level project objectives: i) identify,
image, and track up to 6 CubeSats which are not ob-
fuscated released at 1-2m/s out to a range of 100 m;
ii) record all necessary data, process it, and return
measurements within 15 minutes of receiving a start
command; iii) mechanically integrate and fit within
the space provided by one NanoRacks ISS Cube-
Sat Deployer. In order to accomplish these project
objectives, the design is subject to derived design
objectives. While there are many design objectives
which drive a final design, the specific design objec-
tives shown in Table 1 capture the novel technical as-
pects of the project upon which success is most piv-
otal.
These specific design objectives are dependent upon
the accuracy limits imposed by the project require-
ments. There is a requirement on the absolute error
of the relative position and velocity measurements as
shown in Fig. 2. This accuracy requirement applies
to the final reported values of the VANTAGE system.
Thus, the combined error of the sensor system and
the software methods must lie below these require-
ments. A sensor system must be selected which com-
plies with the project objectives and also has a high
enough accuracy to accommodate the software sys-
tem errors.
Figure 2: CubeSat Centroid Position and Velocity
Error Requirements
Table 1: Specific Design Objectives
Design
Objective System
Objective
Description
Sensor
Accuracy
Limits
Hardware The physical hard-
ware must be capable
of providing measure-
ments of the CubeSats
within the accuracy
limits imposed by the
project requirements.
Object
Identification Software Using the data pro-
vided by the physi-
cal sensors, the soft-
ware system must be
able to correctly iden-
tify CubeSats.
Multi-Object
Tracking Software Having correctly iden-
tified all CubeSats in
frame, the software
system must be able to
properly track individ-
ual CubeSats between
measurements.
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Figure 3: Operational Concept of the VANTAGE Combined Sensor Design
Centroid
Extraction Software The software system
must be capable of de-
termining each Cube-
Sat’s centroid within
the accuracy limits im-
posed by the project
requirements.
DESIGN CONCEPT
Proposed Use-Case
The diagram shown in Fig. 4 is an illustration of
the long term VANTAGE mission. To demonstrate a
practical proof of concept, the NanoRacks deployer
is used as a prototypical platform which constrains
hardware, power, and data transfer requirements.
The NanoRacks CubeSat deployment system con-
sists of up to eight deployment tubes in total [5]. The
VANTAGE system is designed to fill the space of one
deployment tube, providing the customer with ini-
tial CubeSat trajectory information more quickly af-
ter launch.
The high level VANTAGE baseline design consists of
three main components, a structural interface with
the NanoRacks deployer, an avionics/software sys-
tem, and a data acquisition system. The structural
interface is designed out of quarter inch aluminum
plates that integrate with the NanoRacks deployer in
place of a deployment tube. The avionics/software
system consists of Intel’s Next Unit of Computing
(NUC) which functions as the main processor for the
VANTAGE system. The high-level coding language,
MATLAB, is used as the main software package on
this processor. Finally, a Time of Flight (ToF) and
Monochrome Camera make up the data acquisition
system for VANTAGE. The ToF Camera uses infrared
light to acquire depth information similarly to how a
sonar system uses sound to detect depth. Figure 4
provides more detail about the high-level design of
the VANTAGE system.
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Figure 4: VANTAGE Mission Overview
Sensor Solution
The Functional Block Diagram in Fig. 6 shows the
conceptual operation of the VANTAGE system inte-
grated structure, software, and sensors. The Sensor
Suite, containing the ToF and Monochrome Cameras,
is designed to observe CubeSats out to 100m past the
launch point within a 20° field of view. Raw im-
ages from both cameras are sent to the Command
and Data Handling Suite. Here, the CubeSats are
identified and measurements of their relative posi-
tions and velocities are calculated and stored on-
board VANTAGE. The VANTAGE system is required
to process all raw images and report these relative
velocities and positions back to a mock NanoRacks
deployment system within 15 minutes after the last
CubeSat launch. Additional details of VANTAGE are
shown in Fig. 6.
The accuracy requirements at 100m drive the need
for both high accuracy at small ranges and detec-
tion capability at long ranges. In order to achieve the
desired accuracy, two fundamentally different sen-
sors are employed. The first, a ToF Camera, supports
close-in ranging accuracy extending out to roughly
10m. These measurements baseline the software so-
lution and position propagation algorithms. The sec-
ond, a Monochrome Camera, provides cross track re-
finement of the objects’ motions as they move down
the range. This combination of a ToF Camera and
Monochrome Camera, as seen configured in the de-
signed system in Fig. 5, provides sufficient sensory
input to the software solution. The sensing concept
is laid out in Fig. 3 which describes the relevancy of
each sensor measurement to the overall software so-
lution.
EO-6412 Monochrome CMOS Camera
IFM O3D313 IR ToF Camera
28.9 cm
Figure 5: Physical Design and Placement of
Sensors in the VANTAGE Structure.
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Figure 6: VANTAGE Functional Block Diagram
CUBESAT STATE CALCULATION
The VANTAGE software’s most important function
is to produce centroid estimates for individually
identified CubeSats during a deployment. The archi-
tecture is set up for autonomous data collection of a
deployment given a deployment manifest and initia-
tion signal. This data collection from both sensors
continues until the CubeSats have reached 100m.
Once data collection is complete, post-processing be-
gins, and the data from both sensors is fused together
to estimate the relative position and velocity of the
deployed CubeSats.
Figure 7 shows the UML design of the post-
processing software, and where the novel algorithms
discussed in the coming sections fit into the overall
post-processing flow. The software starts by find-
ing the 3D centroids of all individual CubeSats in
the point cloud data, then does initial image process-
ing of the monochrome images. Following this, us-
ing the 3D centroids produced from the ToF and the
known dynamics of the CubeSats, predictions of the
states of the CubeSats are propagated out to the full
100m range requirement. Then, the monochrome
images are processed and visual (2D) centroids are
extracted and fused with these 3D state estimates to
create a final 3D deterministic state estimate for ev-
ery monochrome image.
ToF Algorithms
To calculate centroid values the from the point
clouds, the downrange point density is determined
and the local minima are identified. Then the point
clouds are split into distinct CubeSats, where each
subset of point clouds are fit with up to three orthog-
onal planes corresponding to distinct faces of a Cube-
Sat. The planes are then used to find the tightest fit-
ting bounding box, which is used to find the centroid
per face. Using these centroids, the centroid location
of each CubeSat can be calculated. The pseudocode
for these steps is given in Algorithm 1, with the cor-
responding results shown in Fig. 9.
Monochrome Camera Algorithms
As shown in Fig. 7, the monochrome camera per-
forms processing of individual frames collected dur-
ing testing. CubeSats will be searched for within
these frames. However, since the optical camera does
not provide Cartesian positions as the Time of Flight
camera does, it will only be used to determine a
cross-range unit vector to the CubeSat centroid (see
Fig. 10) for performing a correction in the (vˆ1, vˆ2)
frame, without performing a correction on the vˆ3
value. These algorithms are broken into three main
components. Each of these components will be dis-
cussed here.
For the image to be processed, the pixels of the image
containing CubeSats can be logically defined. That
is done by binarizing the image, and assigning val-
ues of logical true or false to each pixel, based on
some threshold of visual magnitude. To perform
this binarization, an adaptive thresholding method
is used in order to keep the binarization threshold
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Figure 7: A UML Activity Diagram for the Post-processing Module of the VANTAGE Software
Figure 8: Example of the Results of the Algorithm
to Determine and Segment Occluded CubeSats
into Multiple Areas for Centroiding.
value consistent with the brightness of the CubeSats
as they move down the range. First, a base thresh-
old is assigned to the image which is known to be
darker than any CubeSat pixels. Next, each frame
is analyzed individually for the distribution of vi-
sual magnitude values. A new adaptive threshold
for that image is then applied based on the distri-
bution, eliminating the background noise below the
frame’s individual adaptive threshold. Upon com-
pletion, the vast majority of pixels remaining corre-
spond to CubeSats.
The image processing software is designed specifi-
cally to handle multiple CubeSat occlusions that oc-
cur during deployment. Therefore, the software so-
lution must be able to detect this, and extrapolate
centroid values from previously known positions
and velocities to continue obtaining results. Occlu-
sion is detected based on the known geometry of
how the CubeSats are deployed. In any case of oc-
clusion, convex angles are formed at the outer edges
of the CubeSats. The boundary pixels remaining
after binarization are analyzed, and convex angles
are marked that are detected around the boundaries.
These detected angles allow for the shapes of the oc-
cluded CubeSats to be inferred by the software, as
shown in Fig. 8, and these inferred boundaries are
then used to compute centroid locations.
It is crucial that between images, centroids can be as-
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2U CubeSat
1U CubeSat
3U CubeSat
Figure 9: CubeSat Identification, Plane Fitting, and Centroid Calculation for a Simulated Deployment
of Three CubeSats: (1U, 2U, 3U)
sociated to the same CubeSats as in previous frames.
Therefore, the relative motion of the centroids is an-
alyzed to ensure the object association remains con-
sistent. Based on the placement of the optical cam-
era relative to each deployment tube, it is known that
during a deployment, centroids will all shift towards
the centerline of the camera as deployment occurs.
Therefore, object association can be performed by ob-
serving the distance to the centerline of each centroid
relative to one another. This allows for consistent as-
sociation of centroids to their respective CubeSats, as
seen in Fig. 10.
Figure 10: CubeSat Identification, Multi-object
Tracking, and Centroid Calculation for a
Simulated Deployment of Three CubeSats.
Reported State Vector Synthesis
Figure 11 details the method that is used for state vec-
tor synthesis (see Fig. 7 for the state vector synthe-
sis’s location in overall processing). Each sensor has
its own native frame (TCF for ToF camera and CCF
for monochrome camera). Reported state vector syn-
thesis is run after the results from both sensors are
converted to a common cartesian frame centered on
the monochrome camera. As a simple explanation
of the method, we find the line that is orthogonal to
the camera vector and passes through the ToF esti-
mated centroid. The synthesis point is on this line at
a distance between the camera vector and ToF point
that is determined by a weighting of the uncertain-
ties for both centroid solutions. These uncertainties
are initially calculated using the error tolerances re-
ported in the sensor datasheets and then once imple-
mented calibration can be done to get a more accu-
rate approximation of the sensor result uncertainty
as a function of range. This synthesis method re-
turns positions in the VANTAGE Coordinate Frame
(VCF) that are then used to calculate the velocity of
the CubeSats.
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Algorithm 1 An algorithm for determining 3D centroids of all CubeSats identified in a ToF point cloud file
in the ToF sensor’s coordinate frame.
1. Obtain point cloud from point cloud file
2. Convert the range measurement of each point in the point cloud to a smoothed probability density by
computing the smoothed Kernel probability distribution function (pdf) of the range measurements.
3. Split point cloud into distinct CubeSats by identifying locations of local minimum point density in the
pdf along the downrange axis
4. For each identified CubeSat:
(a) Fit 1 to 3 planes to the faces of the CubeSat point cloud using a singular value decomposition (SVD)
of the points
i. Obtain face normal vectors
ii. Ensure that face normals point into CubeSat by multiplying the normal vector by the sign of
the dot product of the normal vector with a point in the plane
(b) For each identified face:
i. Smooth the boundary of the face using a Savitsky-Golay Filter
ii. Find the minimum bounding box of the face and consider this to be the best estimate of the
face
iii. Find the centroid of the face by taking the mean of the corners of the minimum bounding box
iv. Compare the face dimensions to the known CubeSat dimensions to determine the orthogonal
distance from the face to the centroid
(c) Find the centroid by one of the following:
i. If one plane is identified, project from the face centroid along the normal vector by the orthog-
onal distance from the face to the centroid
ii. If two planes are identified, project from the midpoint of the intersection of the faces along
the normal vector of both faces respectively multiplied by the distance from the faces to the
centroid
iii. If three planes are identified, project from the intersection point of the three planes along the
normal vector of all three faces respectively multiplied by the distance from the faces to the
centroid
Figure 11: An Overview of the Mathematics of
the Variance Weighting State Vector Synthesis
Method Used.
TEST DESIGN
Validation of the VANTAGE design on the ground is
important for determining the potential of this ap-
plication in its final mission context. Three testing
schemes are designed and implemented to verify the
performance of the VANTAGE sensor package and
software solution.
Overview of Testing Objectives
The testing objectives are centered around two fun-
damental questions.
Can a space-like deployment of the CubeSats be sim-
ulated on the ground for the 100m sensing range of
the sensor package? To validate sensor package per-
formance on the ground, 100m of simulated CubeSat
trajectory is needed in order to examine the sensing
range. The full 100m range can be split up into two
different sections. The first 10m section is relevant
to the ToF camera and the remaining 90m are more
relevant to the Monochrome Camera. This range dis-
tinction is important in order to be able to verify the
performance of each sensor as well as the full sensor
package operating together.
Is the true position of the simulated CubeSats known
well enough to be able to verify the performance of
the sensor package? The truth position of the simu-
lated CubeSats is used as the success criteria against
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Figure 12: The Average Improvement on ToF
State Measurements When Using the State
Improvement Measurements from the
Monochrome Camera
which the sensor and software solution’s reported
measurements of relative CubeSat position and ve-
locity are verified. The measurement of these truth
positions must be known to a least a factor of 10 bet-
ter than the design requirements in order to verify
the performance of the sensor package and software
solution.
Based on these questions three independent testing
schemes are implemented. The Simulation Test pro-
vides data sets over the full 100m range by creat-
ing simulated data outputs of both the ToF Camera
and the Monochrome Camera in addition to perfect
truth data measurements of the simulated CubeSat
objects. The Modular Test is a physical test which fo-
cuses on the first 10m of the sensing range and ToF
Camera verification. The third is the Full System Test
which simulates the deployment of CubeSats from
the ISS for the full 100m sensing range for beginning
to end verification of the system.
Software Validation Through the Simulation
Test
The Simulation Test is a method to do software val-
idation of the VANTAGE software solution by run-
ning a predetermined deployment case through a
simulation which generates both truth positions of
the simulated CubeSat objects as well as simulated
data for the ToF Camera and the Monochrome Cam-
era. The objective of the Simulation Test is to pro-
vide initial verification of the CubeSat state calcula-
tion algorithms, accurately simulate the space envi-
ronment, and mimic the sensor performance of the
ToF and Monochrome Cameras.
The Simulation Test is also configured to allow for
parametric testing of off-nominal deployment cases
and other deployment cases difficult to simulate with
the physical Modular and Full System Tests. The
Simulation Test is capable of generating realistic data
for any conceivable deployment configuration or de-
ployment anomaly so long as it can be programmed
into the powerful deployment framework.
The foundation of the Simulation Test is a combina-
tion of scripted Blensor and Cinema 4D simulations
which are interconnected using a common file for-
mat. This framework relies on input configuration
files which detail specific deployment configurations
to be tested. Fig. 13 shows a frame of the results of
one such simulation.
The programmable deployment framework of the
Simulation Test makes it possible to easily vary a
wide variety of parameters to build different deploy-
ment scenarios, control sensor specific settings and
physical characteristics, as well as environmental
conditions. This leads to robustness in the software
solution because it can be tested with almost any con-
ceivable deployment scenario. The Simulation Test
parametric architecture is written using Python and
YAML configuration files to allow for easy user con-
figuration of different deployment cases to produce
data sets for.
Cinema4D (C4D), which is the industry standard
professional software for animation and effects ren-
dering is used to simulate image capture of the
Monochrome Camera and to animate and CubeSat
objects in different deployment scenarios. C4D ac-
curately simulates sensor properties (resolution and
pixel size), lens properties (like focal length and aper-
ture and the resulting Depth of Field (DoF)), envi-
ronmental lighting, and material properties. These
features produce images that accurately simulate the
properties of the chosen Monochrome Camera, in-
cluding many of its non-idealities.
The Blensor version of Blender™ is the only widely
available ToF camera simulation software in exis-
tence. Blensor was created by two postdocs at the
University of Salzburg to model basic properties of
the chosen ToF Camera and more complex environ-
mental effects like backscattering of IR rays from the
ToF IR flash and sensor IR noise [6]. Blensor can
import the C4D animation file of the deployment
test case from Cinema 4D and then generate realistic
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(a) Blensor Render of a
Simulated ToF Point Cloud. The
Point Cloud is Shown in
Orange, Overlaid on Physical
Models of the CubeSats.
(b) C4D Render of a Simulated
Monochrome Camera Image.
Taken from the same
Simulation Timestep as the ToF
Camera Point Cloud.
(c) Actual Monochrome Image
Taken with our Sensor Suite
During a 10m Modular Test.
Figure 13: Comparison of Simulated and Real Sensor Data
IR point clouds from the simulated CubeSat objects
during the animated deployment at a desired sample
rate.
The simulation framework also allows for significant
expansion to refine the accuracy of hypothetical de-
ployment cases. In real, physical deployment sce-
narios there are additional considerations such as
non-linear dynamical motion (Clohesy-Wiltshire ef-
fects), irregular CubeSat geometries, and CubeSat
angular velocities. The ability to expand the simu-
lation beyond simple linear projections of the simu-
lated payload means more life-like deployment sce-
narios could be generated and tested with the VAN-
TAGE software solution.
Modular Testing
The Modular Test, shown in Fig. 14 is a physical test
which simulates the motion of deployed CubeSats
for the first 10m of the sensing range. This test is pri-
marily used to characterize the performance of the
ToF Camera in the sensor package. The ToF Cam-
era is a critical part of the state estimation algorithm,
thus it is important to have repeatable, iterable test-
ing with an ultra-low error to ensure that the camera
and corresponding software solution operate as ex-
pected. To achieve repeatability over a 10m range the
Modular Test employs a 12m track on which a con-
figurable cart with CubeSat shaped objects is pulled
by a speed variable motor. The cart moves down the
length of the track while the sensor package collects
ToF and Monochrome image data. The configurable
CubeSat objects are then positioned relative to the
VANTAGE sensor package as they would be in their
chosen deployment silo in the NanoRacks NRSCD
assembly in the ISS. The true positions of the simu-
lated CubeSats on the cart are tracked using a VICON
system.
Figure 14: View of the Modular Test and VICON
The VICON system uses multiple infrared cameras
to track IR markers placed on the cart. Their position
is used to record the centroid of the cart as it travels
down the track. The initial centroid location of each
CubeSat object is known in relation to the cart cen-
troid by measurement of a fixed offset vector. This
offset position vector is used to relate the VICON
measured cart centroid position to the CubeSat ob-
ject centroid positions at all data collects during the
test. This correlates the truth positions of the sim-
ulated CubeSat centroids to the positions measured
by VANTAGE and allows for verification.
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Full System Test
The Full System Test is designed to provide per-
formance verification for the entire 100m sensing
range and a platform to test the complete cycle of the
VANTAGE system from initiation to data closeout
as shown in the mission context diagram in Fig. 4.
This test simulates the assumed linear motion of de-
ployed CubeSats along the 100m sensing rang using
a specially designed test rig (boom) which mounts
to a motor vehicle. The vehicle provides steady, sta-
ble motion of simulated CubeSat objects for 100m of
distance from the stationary sensor package which
images the simulated CubeSat objects as the vehicle
drives past and travels downrange. Fig. 15 shows
the test rig extension boom mounted on the test ve-
hicle. The test configuration of simulated CubeSats is
mounted at the end of the extension boom. Just past
the simulated CubeSats is a tripod holding the sen-
sor package and the ground station which provides
power and data connections simulating the ISS inter-
face for the VANTAGE design. The test takes place
along a long, straight path of flat ground located on
at the Boulder Airport. A GPS unit is used to gather
truth position data of the simulated CubeSats. A
rigidly mounted Trimble NetR9 GNSS receiver with
RTX option provides position truth data accurate to
approximately 5cm for the simulated CubeSats. The
offset vector from the Trimble GPS antenna to the
simulated CubeSat objects is measured with a ruler
in each test case in order to be able to compare the
GPS truth data to the position estimates from the
VANTAGE software solution.
CubeSat Boom
Trimble GPS
VANTAGE
SensorsCubeSats
VANTAGE
Avionics
Figure 15: View of the Full System Test
RESULTS
The physical tests and simulation described above
were successfully used to test and characterize the
sensor package and software solution. The find-
ings support software solution verification on a func-
tional level with data generated from the Simulation
Test framework as well as data obtained from the
Modular and Full System Test. Fig. 16 shows the re-
sulting absolute position error of the CubeSat posi-
tions returned from the software solution for simu-
lation data, Modular Test data, and Full System Test
data.
Figure 16: Average 3D Absolute Position Error for
All Three Test Systems
Simulation Results
The absolute position errors of the positions reported
by the software solution when fed simulation data
are smaller than for the physical tests. The simu-
lation environment removes uncertainties in angu-
lar offsets between coordinate frames and produces
truth position data without uncertainty. These two
characteristics contribute to the lower overall abso-
lute position error associated with the reported mea-
surements when run on data from simulated deploy-
ments.
Empirical Results
The physical tests resulted in 20 sets of Modular Test
data for a single deployment case and 10 sets of Full
System Test data for another single deployment case.
Since the empirical tests introduce additional uncer-
tainties resulting from noise, and additional system-
atic biases due to alignment, multiple runs of iden-
tical deployment scenarios were tested in order to
characterize the performance of the sensor payload
and software solution. In both cases the average sys-
tematic bias of the system is determined and cor-
rected for resulting in the performance shown in Fig.
16.
The truth position data obtained in the Full System
Test is correlated to each deployment case tested us-
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ing a series of coordinate transforms derived from
empirical measurements between the orientation of
the sensor payload and the measurement frame of
the truth position data. For the Modular Test the
truth positions of the CubeSats and the position of
the sensor payload are measured in the same coordi-
nate frame by the VICON system and thus only the
transform of the sensor payload orientation to the VI-
CON system origin is measured and applied.
The Modular Test data runs are then averaged to-
gether to determine the performance of the sensor
packages and software solution. The same is done
for the Full System Test resulting in the curves shown
in Fig. 16. As expected the absolute position errors
reported for the physical tests are larger because of
the added uncertainty in the truth position measure-
ments and the systematic biases in sensor alignment
at the test. Overall, performance of the sensor pack-
ager and software solution developed for this appli-
cation yield results with absolute position errors be-
low the targets set forth in the Design Objectives sec-
tion.
Future Work
The findings presented above begin to validate the
proposed sensor system design software solution
using both high fidelity simulations and physical
tests. Completion of this verification process for this
ground based design is the first step towards imple-
menting design considerations for a space-ready sys-
tem. Once the verification of the initial design con-
cept presented in this paper is complete, then work
will likely take two different paths which may be
worked in parallel. The first of these paths is further
iterations of the software solution. The most readily
accessible path towards improving the fidelity, accu-
racy, and applicability of this system is to continue
to refine the sensor package capabilities and the soft-
ware algorithms doing the calculations. The second
of these paths is work towards implementation of the
sensor and software solution on space-rated hard-
ware. This implementation is not without challenges
and will certainly be dependent on the complexity
and sensitivity of later iterations of the system de-
sign.
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