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Abstract
We study the energy levels of a single particle in a homogeneous mag-
netic field and in an axially symmetric external potential. For potentials
that are superharmonic off the central axis, we find a general “pseudocon-
cave” ordering of the ground state energies of the Hamiltonian restricted
to the sectors with fixed angular momentum. The physical applications
include atoms and ions in strong magnetic fields. There the energies are
monotone increasing and concave in angular momentum. In the case of a
periodic chain of atoms the pseudoconcavity extends to the entire lowest
band of Bloch functions.
1 Introduction
We consider the non-relativistic quantum mechanical theory of a single particle
in a homogeneous magnetic field and in an external potential. The study of
such systems is currently of interest in the context of theories of atoms in strong
magnetic fields. In the way of describing the atoms as an assembly of electrons
in an effective potential, an essential question is where the electrons are located.
In the case of a very strong magnetic field this problem is connected with the
comparison of individual energy levels, as the atom is not to be described with a
completely semiclassical theory. See [LSY94, BSY00, HS00]. In all these studies
the superharmonicity of the potential off the nucleus turned out to be the right
property to deduce theorems on the localization of the electrons and on level
ordering. It is precisely this property, superharmonicity off a certain axis, which
is also used in our extension of the present knowledge presented in this paper.
1E-Mail: baumgart@ap.univie.ac.at
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The potential is assumed to be invariant under rotations around the z-axis,
the magnetic field in z-direction, so that the eigenvalue m of Lz, the z-component
of the angular momentum, is a “good quantum number”. We may ignore spin
and intrinsic magnetic moment, since this degree of freedom decouples in this
case from the spatial behavior. Assuming appropriate gauging and appropriate
units, either with a positive charge of the particle and the magnetic field pointing
into the positive z-direction, or with a negative charge of the particle and the
magnetic field pointing into the negative z-direction, the Hamiltonian acts in
L2(R3, d3x) as
H = −∆−B Lz +
B2
4
r2⊥ + V (r⊥, z), (1)
where B > 0 denotes the absolute value of the strength of the magnetic field,
r⊥ =
√
x2 + y2, x = (x, y, z). See [AHS78] for details on the definition of H .
The Hamiltonian can be considered as a direct sum of Hm, where each Hm
acts in the subspace of eigenfunctions of Lz with Lz = m. We compare the
spectra of the operators Hm, denoting
Em = inf spec Hm. (2)
Since each H−m is unitarily equivalent to Hm + 2mB, we can restrict the inves-
tigation to non-negative m. (Note that, for V = 0, Em = B for all m ≥ 0.)
If V (r⊥, z) = V⊥(r⊥) + Vz(z), the three-dimensional system splits into a one-
dimensional z-dependent and a two-dimensional r⊥-dependent system, and all
the level comparison theorems concerning comparison with a two-dimensional
oscillator can be applied, with obvious modifications. See [BGM85], the Subsec-
tions 4.7 and 6.4 of [B85], and [B91] for a simpler proof; see also Theorem B in
[GS95].
But here we are interested in general cases without a splitting into r⊥-depen-
dent and z-dependent systems. What is known up to now in these general situ-
ations is:
(i) There are examples, where inf{Em} is attained as a minimum, but not at
m = 0, [LC77, AHS78].
(ii) For all m ≥ 0 we have Em ≤ Em+1 + B, with strict inequality if the Em’s
are eigenvalues.
(iii) If Em and Em+1 are eigenvalues, V (r⊥, z) not constant in r⊥, then ∂V/∂r⊥ ≥
0 implies Em+1 > Em, and ∂V/∂r⊥ ≤ 0 implies Em+1 < Em, as shown by
Grosse and Stubbe in [GS95].
(iv) If inf spec H is an eigenvalue, ∆V ≤ 0 (in the sense of distributions) and
∆V 6= 0, both at r⊥ > 0, the corresponding eigenvector is unique and has
angular momentum m = 0, [BS00].
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The general bound (ii), which holds also for higher eigenvalues, is shown in
Lemma 13 in the Appendix, where also a short version of the proof of (iii) is
given.
1. Remark (On proving (iv)). In [BS00] we considered V = − 1
|x|
+ 1
|x|
∗ ρ,
with ρ a nice axially symmetric positive function. But the proof can be extended,
without any change, to the more general case, where negative electric charges are
located on the z-axis, and where ρ is any repulsive axially symmetric distribution
which is not zero everywhere away from the z-axis. Actually, this theorem will
be a corollary of the central mathematical result of this paper, Theorem 4 (at
least if inf spec H is a discrete eigenvalue).
Posing conditions on the potential V in Section 2, we try to allow for a wide
variety of physical applications. One of special importance is dealing with the
energies of a charged particle in the electric field generated by attractive charges
situated on the z-axis and by an axially symmetric repulsive charge-distribution.
It is
2. THEOREM (Monotonicity and concavity for finite charges). Let
V (r⊥, z) = −
∫ ∞
−∞
1
|x− (0, 0, z′)|
σ(z′)dz′ +
∫
R3
1
|x− x′|
ρ(r′⊥, z
′)d3x′, (3)
with σ(z)dz a positive finite Borel measure on R, and ρ(r⊥, z)d
3x a non-negative
finite Borel measure on R3. In these cases the sequence Em is non-decreasing,
concave, and limm→∞Em = B. Moreover, if
∫
ρ(r⊥, z)d
3x <
∫
σ(z)dz, the se-
quence Em is strictly monotone increasing and strictly concave.
The proof will be given at the end of Section 2.
Another physical application deals with the entire lowest band of energies in
an infinite periodic system. It will be stated in Theorem 10.
2 Ordering in external potentials
Consider the “annihilation operator”
a =
1
2
(√
2
B
(
∂
∂x
− i
∂
∂y
)
+
√
B
2
(x− iy)
)
, (4)
and its adjoint, the “creation operator” a†. These operators obey the commuta-
tion relation
[a, a†] = 1, (5)
and the operator a lowers the angular momentum,
[Lz, a] = −a. (6)
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In absence of external potentials both a and a† commute with the Hamiltonian
HB = −∆−B Lz +
B2
4
r2⊥. (7)
Given any multiplication operator V , a straightforward calculation shows the
formal equation
[a†, [a, V ]] = [[V, a†], a] =
1
2B
(
−
∂2V
∂x2
−
∂2V
∂y2
)
. (8)
It holds in the sense of distributions, if V ∈ L1loc, and this condition will be
fulfilled as a consequence of the following
Technical condition on V :
For fixed angular momentum Lz = m, V is relatively bounded with respect to
HB, with some bound less than 1; i.e., for some b1 < 1 and b2, depending on m,
‖V ψ‖ ≤ b1‖HBψ‖+ b2‖ψ‖ (9)
for all ψ with Lzψ = mψ. Note that this condition implies in particular that
V ∈ L2loc.
The condition (9) guarantees that each Hm is semibounded and essentially
self-adjoint on C∞0 , and H is well defined by H =
⊕
mHm, without having to
assume the semiboundedness of H .
The following proposition provides a large class of examples of potentials that
fulfill the technical condition stated above, and is applicable for most practical
purposes.
3. PROPOSITION. Assume that V (x) is locally L2, and there exists a con-
stant, which we denote as ‖V ‖2,loc, such that for all n and some R > 0∫ n+1
n
dz
∫
r⊥<R
dx dy |V (x)|2 ≤ ‖V ‖22,loc. (10)
Moreover, we assume that there exist constants C and CV < B
2/4, such that
|V (r⊥, z)| ≤ C + CV r
2
⊥ for all r⊥ > R. (11)
Then V fulfills the condition (9).
Proof. Note that for operators A ≥ 0 and D∗ = D the inequality
(A +D2)2 = A2 +D4 + 2DAD − [[D,A], D]
≥ A2 +D4 − [[D,A], D] (12)
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holds. Using this with A = −∆ and D = Br⊥/2 we get, for any ψ,
‖∆ψ‖2 +
(
B
2
)4
‖r2⊥ψ‖
2 ≤ ‖
(
−∆+
B2
4
r2⊥
)
ψ‖2 +B2‖ψ‖2. (13)
Denoting V1(x) = V (x)θ(R − r⊥) and V2 = V − V1, we can estimate
‖V ψ‖ ≤ ‖V1ψ‖+ ‖V2ψ‖
≤ ‖V1ψ‖+
4CV
B2
‖HBψ‖+
(
4CV
B
(|m|+ 1) + C
)
‖ψ‖, (14)
where we used Lzψ = mψ. Now V1 is relatively −∆-bounded with arbitrary small
bound ([RS78], Thm. XIII.96), and by (13) the same holds with −∆ replaced by
HB.
For m ≥ 0 let now ψm denote the ground state wave function of Hm, if it
exists. Writing
ψm(x) = e
imϕrm⊥ f(r⊥, z), (15)
where (r⊥, ϕ) denote polar coordinates for (x, y), we see that f is a ground state
for
H˜m = −
∂2
∂r2⊥
−
2m+ 1
r⊥
∂
∂r⊥
−
∂2
∂z2
+
B2
4
r2⊥ −mB + V (r⊥, z) (16)
on L2(R3, r2m⊥ d
3x). If H˜m has a ground state, it is unique and strictly positive.
So ψm is unique. Moreover, f is a bounded Ho¨lder continuous function, so ψm
behaves like rm⊥ for small r⊥; i.e. |ψm(x)| ≤ C|r⊥|
m.
We now have the necessary prerequisites to prove
4. THEOREM (Pseudoconcavity in angular momentum). If V (r⊥, z) ful-
fills the technical condition stated above, and if the Laplacian of the potential off
the z-axis is non-positive, the ground state energies Em of the restricted Hamil-
tonians Hm obey the following inequalities, if m ≥ 1:
Em ≥ min{Em−1, Em+1}, (17)
Em ≥
1
2
(Em−1 + Em+1) if Em ≥ Em−1, (18)
Em ≥
1
2m+ 1
(mEm−1 + (m+ 1)Em+1) if Em ≥ Em+1. (19)
If ∆V is not vanishing everywhere off the z-axis, and if Em is a discrete eigen-
value, the inequalities (17), (18) and (19) are strict.
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Proof. We add HB − Em to V in (8), use [HB, a] = 0, note that H = HB + V ,
take the expectation value with ϕ ∈ C∞0 and expand the double commutator. We
get, using moreover ∂2/∂x2 + ∂2/∂y2 = ∆− ∂2/∂z2,
〈ϕ|a†(H − Em)a + a(H −Em)a
†|ϕ〉 =
1
2B
〈ϕ|∆V |ϕ〉 −
1
2B
〈ϕ|
∂2V
∂z2
|ϕ〉
+〈ϕ|a†a(H −Em) + (H −Em)aa
†|ϕ〉. (20)
Now assume that Em is a discrete eigenvalue and let ψm be the corresponding
ground state. Since H is a closed operator and C∞0 is a core of H , there exist
sequences of wave functions ϕk ∈ C
∞
0 with ‖ϕk‖ = 1 and angular momentum m,
converging in norm to ψm such that also Hϕk → Hψm = Emψm in norm. Since
2Ba†a = HB +
∂2
∂z2
+ 2BLz −B, (21)
condition (9) on V guarantees that the operators a†a and aa† are bounded relative
to Hm on Hm, the subspace of H where Lz = m. It follows that, as k →∞, also
a†aϕk and aa
†ϕk converge and are bounded in norm, and the second line in (20),
with ϕ = ϕk, converges to 0.
Set a = (0, 0, a). We claim that it is no restriction to assume that the functions
fk(a) ≡
∫
|ϕk(x+ a)|
2V (x)d3x (22)
have their minimum at a = 0. To see this, let ϕ˜k(x) = ϕk(x − ak), where
ak = (0, 0, ak) is chosen such that fk(ak) ≤ fk(a) for all a. This is possible since
by assumption Em is a discrete eigenvalue, so one can not attain any expectation
value in the gap above Em by shifting ϕk to infinity. Now
〈ϕ˜k|H|ϕ˜k〉 ≤ 〈ϕk|H|ϕk〉 −→ Em, (23)
so there exists a subsequence, again denoted by ϕ˜k, such that ϕ˜k ⇀ ψm weakly in
L2. Since also the norms converge, there is even strong convergence. In particular,
ak → 0 as k → ∞. Therefore, since HB is translation invariant in z-direction,
and since V is relatively bounded,
‖H(ϕ˜k − ψm)‖ −→ 0. (24)
Now denote ϕ˜k by ϕk, which proves our claim. With ϕk chosen as above, we have∫
|ϕk|
2∂
2V
∂z2
=
∂2
∂a2
fk(a)
∣∣∣∣
a=0
≥ 0. (25)
Concerning 〈ϕk|∆V |ϕk〉, the Ho¨lder continuity of ψm ([LL97], Theorem 11.7)
and the fact that ψm(r⊥ = 0, z) = 0 if m ≥ 1 allows us to integrate |ψm|
2∆V and
apply Fatou’s Lemma to conclude that
lim sup
k→∞
1
2B
〈ϕk|∆V |ϕk〉 ≤
1
2B
〈ψm|∆V |ψm〉, (26)
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where we used that ϕk(x)→ ψm(x) pointwise. (The convergence is even uniform
in x, since ‖∆ϕk‖ is uniformly bounded by (13).) If ∆V < 0 somewhere away
from the z-axis, the fact that |ψm| > 0 away from r⊥ = 0 implies that the right
hand side of (26) is strictly negative. Using this and (25) in (20) we can conclude
that
lim sup
k→∞
〈ϕk|a
†(H −Em)a+ a(H − Em)a
†|ϕk〉 < 0. (27)
Now, since a†|ϕk〉 has angular momentum Lz = m+1, and a|ϕk〉 has angular
momentum Lz = m− 1, this implies that the spectrum of either Hm+1 or Hm−1
must reach below Em, that is
Em > min{Em−1, Em+1} if m ≥ 1. (28)
To prove the relations (18) and (19) in their strict form we use the commuta-
tion relation (5) and observe that ‖a†ϕk‖
2 = ‖aϕk‖
2 + 1. So the inequality (27)
tells us moreover that
lim sup
k→∞
(
(Em−1 − Em)‖aϕk‖
2 + (Em+1 − Em)(‖aϕk‖
2 + 1)
)
< 0. (29)
In the case Em ≥ Em−1, we note that the strict form of (18) holds trivially, if
Em > Em+1. Otherwise, if Em ≤ Em+1, (29) gives
lim sup
k→∞
‖aϕk‖
2(Em−1 + Em+1 − 2Em) < Em −Em+1 ≤ 0. (30)
In the case Em ≥ Em+1 we use ‖aϕk‖
2 ≥ m > 0, which is a consequence of
a†a ≥ Lz. Using 1/m ≥ 1/‖aϕk‖
2, the inequality (29) gives
lim sup
k→∞
‖aϕk‖
2
(
(Em−1 −Em) + (Em+1 − Em)(1 +
1
m
)
)
< 0. (31)
So our assertions on the strict inequalities follow.
If Hm does not have a discrete eigenvalue at the bottom of its spectrum, or
if ∆V happens to be zero everywhere off the z-axis, add εW to the potential,
with the superharmonic function W (r⊥, z) = (z
2 − r2⊥), and ε small enough
(more precisely, 0 < ε < B2(1 − b1)/4, with b1 as in (9)). The Hamiltonians
Hm(ε) = Hm + εW do have discrete ground states for each m ([RS78], Theorem
XIII.67), and (28), as well as (30) and (31) hold for the corresponding energies
Em(ε). Strictly speaking, the potentials V + εW are not relatively bounded with
respect to HB on Hm, but it is not difficult to see, using boundedness relative to
HB + εz
2 instead, that the conclusions above remain valid. Now taking the limit
ε→ 0 leads to the inequalities (17), (18) and (19).
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5. Remark (Change of the conditions). Theorem 4 and the following corol-
laries hold also when the condition ∆V ≤ 0 off the z-axis is replaced by ∂2V/∂x2+
∂2V/∂y2 ≤ 0 off the z-axis. The proof is essentially the same as above, but with-
out any involvement of ∂2V/∂z2, and discreteness of the ground state is not
needed.
Considering the entire sequence Em, the relation (17) obviously implies that
an increase of Em in m can turn into a decrease, but not vice versa. We state
this and the global forms of the other relations as
6. COROLLARY (Global pseudoconcavity). Under the same conditions on
V as above, there is anM , possibly 0 or∞, such that the sequence {Em} is strictly
increasing and concave for 0 ≤ m ≤ M and non-increasing for m ≥ M . More-
over, the ground state energies of two neighboring values of angular momentum,
ℓ, ℓ+1, determine upper bounds on all of {Em} by a tangential sequence: For all
ℓ ≥ 0 and m ≥ 0,
Em ≤ Eℓ + (m− ℓ)(Eℓ+1 − Eℓ) if Eℓ ≤ Eℓ+1, (32)
Em ≤ Eℓ + (Sm − Sℓ)(ℓ+ 1)(Eℓ+1 −Eℓ) if Eℓ ≥ Eℓ+1, (33)
where
Sm =
m∑
µ=1
1
µ
. (34)
These inequalities are strict, if some Eµ for m ≤ µ ≤ ℓ or ℓ + 1 ≤ µ ≤ m is a
discrete eigenvalue, if m 6∈ {ℓ, ℓ + 1} and if the Laplacian of the potential is not
identically zero off the z-axis.
Proof. For Em in the increasing part of the sequence {Em}, the inequality (32) is
the standard statement that a tangent line lies above a concave sequence. Since
the linear tangential sequence is increasing, it is trivial to extend this inequality
to the Em in the decreasing part.
To prove (33), consider ∆m = (Em − Em−1) and observe that (19) can be
written as a monotonicity relation for m∆m,
(m+ 1)∆m+1 ≤ m∆m if Em ≥ Em+1. (35)
Starting with ∆ℓ+1, which is not positive, this means ∆µ ≤
ℓ+1
µ
∆ℓ+1 if µ ≥ ℓ+1,
and ∆µ ≥
ℓ+1
µ
∆ℓ+1 if µ ≤ ℓ. The extension of the latter inequality to the
increasing part of {Eµ} is trivial. Summing these inequalities for ∆µ, either for
m+ 1 ≤ µ ≤ ℓ or ℓ+ 1 ≤ µ ≤ m, gives (33). Moreover, any strict inequality for
one of the ∆µ gives (33) as a strict inequality.
We remark that the asymptotic behavior of the decreasing tangential se-
quence, Sm ∼ lnm, is optimal. This is demonstrated on the example with the
infinite charged tube in Section 3.
An immediate consequence of this logarithmic divergence is
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7. COROLLARY (Either no decrease or infinite decrease). The
sequence {Em} is either not decreasing at all or it is decreasing to −∞ asm→∞.
Moreover, we have the generalization of the theorem on the ground state
stated in [BS00].
8. COROLLARY (The ground state has zero angular momentum). If
V fulfills the conditions as in Theorem 4, and if inf spec H is a discrete eigen-
value, the corresponding eigenvector is unique and has zero angular momentum.
Proof. Corollaries 6 and 7 imply that either E0 < Em or E0 = Em for all m.
Since inf spec H is a discrete eigenvalue by assumption, it cannot be infinitely
degenerate, so our assertion is proved.
9. Remark (The hydrogen atom). Corollary 8 applies also to the hydrogen
atom in a constant magnetic field, and provides a simple proof of Lz = 0 in the
ground state; the third proof following [AHS81] and [GS95].
We now have the tools to prove Theorem 2.
Proof of Theorem 2. The potential V is relatively bounded with respect to −∆
with relative bound 0 on the entire Hilbert space. This implies that V fulfills
the technical condition which is necessary to apply Theorem 4 and Corollary 7,
and moreover that the Hamiltonian is bounded below. So the sequence Em is
non-decreasing and concave, and limEm = B. Since the asymptotic behavior
of the potential, as r⊥ → ∞, is V (x) ∼ −(Z − C)/|x|, where Z =
∫
σdz,
C =
∫
ρ d3x, it is easy, if C < Z, to construct trial functions for large m, such
that the expectation value of Hm is lower than the edge of its essential spectrum,
which is at B. Such trial wave functions are of the form Φm(x, y)εϕ(εz), where
Φm is the wave function in L
2(R2) with Lz = m in the lowest Landau band, and
ε has to be small enough. So each Em is a discrete eigenvalue, and increase and
concavity are strict.
3 Physical applications and extensions
The mean field model of a positively charged ion
Consider
V = −
1
|x|
+ ρ ∗
1
|x|
(36)
with ρ = ρ(r⊥, z) ≥ 0 and C =
∫
ρ < 1. We can apply Theorem 2, and infer that
the Em’s are monotone increasing eigenvalues.
The mean field model of a negatively charged ion
The potential is as in (36), but now with C > 1. Since V (x) ∼ (C − 1)/|x| as
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r⊥ →∞, and since the angular momentum barrier shields the nucleus, there are
no bound states for large m. The energies Em may be increasing up to some
finite M , and will all be equal to B for m ≥M .
Attractive point charge in a repulsive homogeneously charged hollow
tube
Consider the potential
V = −
1
|x|
− τθ(r⊥ − R) ln(r⊥/R) (37)
where τ and R are positive constants. The second part of V is the “renormalized”
potential of an infinite hollow tube with radius R. It is unbounded below as
r⊥ → ∞, and this implies Em → −∞ as m → ∞. On the other hand, the
ground states with angular momentum m are localized near r⊥ ∼
√
2m/B, and
will not really “feel” the hollow tube, if they are inside. The Em will increase like
the corresponding states of the free hydrogen atom, at least up to m ∼ R2B/2.
So there is an increase of ground state energies followed by a decrease. Moreover,
since the Em are varying continuously as functions of the parameters τ and R,
there will be cases, where the maximum of the Em is attained twice, at two
neighboring angular momenta simultaneously. The asymptotics of {Em} as m→
∞ is, to leading order,
Em ∼ −
τ
2
lnm. (38)
An infinite periodic chain of atoms
Let a be the vector (0, 0, a), defining the periodicity in z-direction. Consider
V (r⊥, z) =
∑
n∈Z, ren
(
−
1
|x− na|
+ ρ ∗
1
|x− na|
)
, (39)
where the axially symmetric positive charge density ρ is localized in the elemen-
tary slice 0 ≤ z < a, and
∫
ρ is assumed to be finite. If
∫
ρ 6= 1, the infinite sum
has to be coupled with a renormalization: Let D = 1−
∫
ρ.
∑
n∈Z, ren
... ≡ lim
N→∞
(
N∑
−N
...+ 2D lnN
)
. (40)
(Convergence is guaranteed at least for ρ with compact support.) This potential
is e.g. of interest for the study of chains of atoms in strong magnetic fields within
the DM theory of [LSY94], as will be discussed in [JRY00]. Finiteness of
∫
ρ
guarantees that V can be split into the sum of two parts, one of them uniformly
locally L2, the other diverging only logarithmically as r⊥ → ∞. So Proposition
3 applies and V fulfills the technical condition.
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Since the Hamiltonian commutes with a group of discrete translations in z-
direction, the Hilbert space can be decomposed into the direct integral of Hα,
0 ≤ α < 2π, such that the HamiltonianH is represented as a direct integral ofHα,
where the domain of definition of Hα contains the Bloch-functions, continuous
functions with the property
ψ(x, y, z + a) = eiαψ(x, y, z), (41)
normalized by ‖ψ‖2 =
∫
R2
dx dy
∫ a
0
|ψ|2dz. The ground state energies Em are
attained in the space H0, but we can extend our results to all of the lowest band,
to the Em(α), the ground state energies of Hm restricted to Hα.
10. THEOREM (Pseudoconcavity of Bloch function energies). Consider
potentials which are symmetric under a group of discrete z-translations, i.e.
V (r⊥, z + a) = V (r⊥, z) for some a > 0, and fulfill the conditions of Prop.
3. Let Hα and Hα,m be the restrictions of H and Hm onto the space of Bloch
functions, and denote Em(α) = inf spec Hα,m. Theorem 4 and the Corollaries 6,
7 and 8 hold also for each of the Em(α) instead of the Em. The pseudoconcavity
is moreover strict if ∆V is not identically zero off the z-axis.
Proof. One can mimic the proof of Theorem 4. All the operations we made there
commute with the z-translation. Since each Hα,m has discrete spectrum, as we
show in Proposition 12 in the Appendix, the inequalities (17) – (19) hold in strict
form if ∆V 6= 0.
Appendix
11. LEMMA. Let ∆ be the Laplacian with Neumann boundary conditions on
Gn = {x, n ≤ z < n+ 1}. (42)
Then, for p > 3/2 and for some constant depending on p,
−∆+ V (x) ≥ −1− C(p)‖V−‖
2p/(2p−3)
p , (43)
where V− = min{V, 0}, and the norm is for the restriction of V− onto Gn.
Proof. By the Sobolev inequality on Gn there is a constant C > 0 such that
‖∇f‖22 + ‖f‖
2
2 ≥ C‖f‖
2
6 (44)
for all f ∈ H1(Gn) (cf. [A75], Thm. 5.4). Therefore we can estimate, for ‖ψ‖2 = 1,
〈ψ| −∆+ V |ψ〉 ≥ −1 + C(R)‖ψ‖26 − ‖V−‖p‖ψ‖
3/p
6 , (45)
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where we used Ho¨lders inequality, with p−1 + q−1 = 1, twice:
|〈ψ|V−|ψ〉| ≤ ‖V−‖p‖ψ
2‖q, (46)
‖ψ2‖q ≤ ‖ψ‖
3/p
6 ‖ψ‖
2−3/p
2 . (47)
Optimizing (45) with respect to ‖ψ‖6 yields the desired result.
12. PROPOSITION (Discrete spectrum). Each operator Hα,m defined in
Theorem 10 has discrete spectrum.
Proof. We split the potential V into
Vloc = θ(R − r⊥)V
and V∞ = θ(r⊥ − R)V.
Then we split the Hamiltonian H into
Hloc = δHB + Vloc
and H∞ = (1− δ)HB + V∞,
where δ = 1
2
(1−4CV /B
2), CV as defined in Prop. 3. We do the same splittings for
all the Hα,m. We use that inf spec Hα,m,loc ≥ inf spec HN,m,loc, where N denotes
the Neumann boundary conditions, use Lemma 11 and the condition (10) to find
a lower bound to Hα,m,loc by a constant operator,
Hα,m,loc ≥ −const.(1 + ‖V ‖
4
2,loc) ≡ −C(V ). (48)
Now we add Hα,m,loc and Hα,m,∞ and use the condition (11):
Hα,m ≥ −C(V )− (1− δ)(∆ +Bm)− C +
1
2
(
B2
4
− CV )r
2
⊥. (49)
The operator on the right side obviously has discrete spectrum, and the min-max
principle implies that the same is true for Hα,m.
We add a short version of the proof of the Grosse-Stubbe inequality. We need
the following
13. LEMMA (General bound on the decrease). Let Em,n be the n’th eigen-
value (counted from below) of Hm, or the edge of its essential spectrum, if there
are less than n discrete eigenvalues. Then, if m ≥ 0,
Em,n ≤ Em+1,n +B. (50)
BS November 17, 2000 13
Proof. We map each subspace Hm unitarily onto L
2(R+ × R, 2πr⊥dr⊥ dz), by
writing, for ψ ∈ Hm,
ψ(x) = eimϕχ(r⊥, z), (51)
and mapping ψ → χ.
The Hamiltonian Hm is then unitarily equivalent to
Hˆm = −
∂2
∂r2⊥
−
1
r⊥
∂
∂r⊥
−
∂2
∂z2
+
B2
4
r2⊥ +
m2
r2⊥
−mB + V (r⊥, z), (52)
and the right side of (50) is the n’th eigenvalue of
Hˆm+1 +B = Hˆm +
2m+ 1
r2⊥
. (53)
This means that Hˆm+1 +B ≥ Hˆm, so (50) follows with the help of the min-max
principle.
Proof of the Grosse-Stubbe inequality. The following formula can be interpreted
as calculating the acceleration of the particle, subtracting the effect of the Lorentz
force, and then taking a linear combination of the x- and y-components, denoted
as x+ = x+ iy:
[H, [H, x+]] + 2B[H, x+] = 2
x+
r⊥
∂V
∂r⊥
. (54)
Now we take the matrix elements between ψm+1 and ψm,(
(Em+1 − Em)
2 + 2B(Em+1 − Em)
)
〈ψm+1|x+|ψm〉 = 2〈ψm+1|
x+
r⊥
∂V
∂r⊥
|ψm〉, (55)
and choose the phases appropriately, so that we can write ψm = (x+/r⊥)
mχm
with χm ≥ 0. We get
(Em+1 −Em)(Em+1 − Em + 2B)〈χm+1|r⊥|χm〉 = 2〈χm+1|
∂V
∂r⊥
|χm〉. (56)
The matrix element on the left side is positive, and by Lemma 13 we know that
Em+1 − Em + 2B ≥ B > 0. So the sign of
∂V
∂r⊥
, which determines the sign of the
right side, determines also the sign of (Em+1 − Em) on the left side.
The Grosse-Stubbe inequality can be extended in a weakened form to cases
where the Em are not necessarily eigenvalues. To see this, we approximate
V (r⊥, z) by VR(r⊥, z) ≡ V (min{r⊥, R}, z)+z
2/R. With this potential the ground
state energies ER,m have to be eigenvalues, and are strictly ordered. Then we con-
sider the limit R → ∞. Since ER,m → Em, it follows that the monotonicities of
V in r⊥ imply monotonicities of the Em in m, which don’t have to be strict if
they are not eigenvalues.
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