Abstract. An algorithm is presented for the computation of the n zeros of the polynomial qn having the property that qn(t) exp (-t) alternates n times, at the maximum value 1, on [0, + <*>)• Numerical values of the zeros and extremal points are given for zz g 10.
1. Introduction. Using well-known arguments from the theory of minimax approximation (cf. [2, pp. 28-31]), it can be shown that for each n = 0, 1, 2, • • • there exists a unique polynomial qn of degree zz and zz + 1 real numbers 0 = r"0 < rnX < • • • < r"" such that (1) max{|9ll(0 exp(-f)| : / ¡> 0} = 1, i.e., such that qn is the Chebyshev polynomial of degree n which corresponds to the semi-infinite interval [0, + <») and to the weight function w(/) = exp(-/). By means of a zero counting argument, we see that whenever y satisfies the differential equation Moreover, it can be shown [1, Theorem 2] that (5) also holds whenever y is any solution of the more general differential equation
which is subject to (4), again with equality possible only if y is given by (6). In particular, if y satisfies (7), then By using (8) and the particular function yft) = /" exp(-/), / ä; 0, which takes its maximum at / = n, we conclude that t"" ^ n, zz = 1, 2, • • • . No simple upper bound for r"" (which could replace rn" in (8)) is presently known, although we conjecture that t"" g 2zz for all zz as is certainly the case for zz ^ 40 (as we have verified numerically).
2. Numerical Determination of qn. Let zz ^ 1 be fixed and let z = (zx, • • • , z.) with 0 < zx < • • • < z" be given estimates of the zeros of qn. We define
and seek to adjust the parameters z so as to level <p and thereby force <p to satisfy the normalization condition (4). For z = 1, • • ■ , zz, we let tfz) denote the unique point where \<p(z, -)| takes its maximum on the interval (z,, zi+x) (with zn+1 defined to be +00). Given z, we may numerically determine tfz) by using standard rootfinding techniques (e.g., bisection followed by Newton's method) to locate the unique zero of the function Using (9) in (11), we obtain the equivalent system of linear equations
which may be used to compute h(z) when z is given. (Indeed, since any linear combination of the zz functions $ft) = (/ -z/f1, t ^ z,, i = 1, ■ • • , zz, can be expressed as the ratio of two polynomials with the numerator having degree at most zz -1, it follows that no such linear combination can have more than zz -1 zeros. Thus, the columns of the coefficient matrix in (12) are linearly independent so that (12) uniquely determines h(z).) This being the case, we may begin with a suitable initial estimate, z,, and then successively compute Using (13), (15) and considerations of continuity, we conclude that jz") converges to C and that {tfz/)} converges to the kth extremal point rnk of (2) for qn provided that z, is sufficiently close to Ç. (A slight extension of the above argument shows that the convergence is quadratic in each case.)
3. Numerical Results. Using the above procedure, we have computed the zeros f.* and the extremal points rnk for zz ^ 40, and we list our (rounded) results for zz ^ 10 in Table 1 
