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1. Introduction
Let A be a noetherian commutative ring of Krull dimension d and let P be a projective A-module
of rank r. Finding “computable” necessary and suﬃcient conditions for P to be free is in general a
very hard question. The ﬁrst obvious obstruction is the class of P in K˜0(A) and, if r > d its vanishing
is also a suﬃcient condition by Bass–Schanuel cancellation theorem. Thus one is reduced to the case
of stably free modules of rank r  d. In the critical case r = d, the situation is rather well under-
stood. Observe ﬁrst that a stably free module of rank r = d can be seen as the kernel of a surjection
Ad+1 → A and that such surjections are given by rows (a1, . . . ,ad+1) such that the ai ’s generate A.
Such a row is called unimodular, and it is easily seen that there is an action of GLd+1(A) on the set
Umd+1(A) of unimodular rows of rank d + 1. A stably free module is free if and only if its associ-
ated unimodular row is in the GLd+1(A) orbit of (1,0, . . . ,0). This obstruction is “computable” in the
following sense: If Ed+1(A) is the subgroup of GLd+1(A) generated by the elementary matrices, then
there is a structure of abelian group on Umd+1(A)/Ed+1(A) (see [21, Theorem 4.1]). If moreover A
is a smooth k-algebra of dimension d  3 over a perfect ﬁeld of characteristic different from 2, this
group can be seen as the cohomology group Hd(A,Gd+1), where Gd+1 is a suitable sheaf on Spec(A)
(see [11, Theorem 4.9]). The induced action of SLd+1(A) on Umd+1(A)/Ed+1 reads in this particular
situation as a group homomorphism SLd+1(A)/Ed+1(A) → Umd+1(A)/Ed+1(A) deﬁned by sending a
matrix to its ﬁrst row. The cokernel of this map is in bijection with Umd+1(A)/ SLd+1(A), which is
therefore computable in some situations (see [11, Theorem 5.6] for some cases).
If the projective module P is of rank r < d, then the situation is much harder. For example, the
question whether there exists a complex smooth algebra A of dimension 3 and a stably free non-free
projective A-module of rank 2 has been solved only recently (see [12, Theorem 5.4]). In this paper,
we prove the following theorem (Theorem 4.3 in the text):
Theorem. Let A be a ring of dimension 3. Then every projective module of rank 2 with trivial determinant is
free if and only if the group K˜0 Sp(A) and the set Um4(A)/ Sp4(A) are both zero.
The group K˜0 Sp(A) appearing in the theorem is just the Grothendieck–Witt group GW2(A) modulo
the subgroup generated by the antisymmetric form H(A) and Um4(A)/ Sp4(A) is just the set of orbits
of Um4(A) under the action of Sp4(A). The ﬁrst group is “computable” in the sense that it is part of
a cohomology theory.
As an application of the above result, we get the following theorem (Theorem 6.11 in the text):
Theorem. Every ﬁnitely generated projective module over the real algebraic sphere of dimension 3 is free.
It should be pointed out that the stable structure of the algebraic vector bundles on spheres is
well known (see [13,19]), but that the set of isomorphism classes of such vector bundles is much
more diﬃcult to compute. At the moment, this is known only for the circle S1 (obvious) and the
two-dimensional sphere S2 (see [3]). The result on S3 could be thought of as a measure of the recent
progresses made in understanding the unstable structure of projective modules.
The paper is organized as follows: In Section 2, we recall a few basic facts about symplectic mod-
ules. This includes the deﬁnitions of the group K˜0 Sp(A), and the deﬁnition of the Euler class of a
projective module of rank 2. The following section is devoted to the study of the set of unimodular
rows of even length n under the action of the symplectic group Spn(A). We show that a unimodu-
lar row of even length n gives a stably free module of rank n − 2 endowed with an antisymmetric
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comes isometric to H(A(n−2)/2) if and only if its associated unimodular row is in the Spn(A)-orbit of
(1,0, . . . ,0). We prove the theorem on the freeness of projective modules of rank 2 in Section 4. The
basic (and classical) observation here is that every projective module of rank 2 is endowed with a
non-degenerate antisymmetric form. In Section 5, we recall the deﬁnition and the basic properties of
the Gersten–Witt complex. The last section shows that the group K˜0 Sp(A) and the set Um4(A)/ Sp4(A)
involved in the ﬁrst theorem vanish when A = S3 is the coordinate ring of the real algebraic sphere
of dimension d. Since K˜0 Sp(S3) coincide with the derived Witt group W 2(S3) as deﬁned by Balmer
(see [1]), we compute the latter. It must be pointed out that C. Walter announced the computation of
the derived Witt groups of quadrics, and therefore we only compute the groups needed in our main
result without going too much into the details. Our computation is rather technical, and probably one
can ﬁnd a better approach. We conclude with the proof of our theorem that all the ﬁnitely generated
projective modules on S3 are free.
1.1. Conventions
All the rings considered are commutative and noetherian. The dimension of a ring will always be
its Krull dimension. If X is a scheme and x ∈ X , we denote by κ(x) the residue ﬁeld of x. If X is
integral, we simply denote by κ(X) the residue ﬁeld at the generic point.
2. Symplectic modules
2.1. The group K˜0 Sp(A, L)
Let A be a commutative ring and let L be a line bundle over A. Let GW2(A, L) be the
Grothendieck–Witt group of the (exact) category of projective A-modules endowed with the duality
HomA(_, L) and the usual canonical isomorphism ω : Id → HomA(HomA(_, L), L). Explicitly, GW2(A, L)
is the Grothendieck group of the monoid (with the orthogonal sum ⊥ as operation) of isometry
classes of pairs (P , φ), where P is a projective A-module and φ : P → HomA(P , L) is an antisymmet-
ric isomorphism.
If Q is a projective A-module, we deﬁne H(Q ) to be the pair (Q ⊕HomA(Q , L),h), where
h : Q ⊕HomA(P , L) → HomA(Q , L) ⊕HomA
(
HomA(P , L), L
)
is deﬁned by h(q, f )(q′, f ′) = f (q′) − f ′(q). This induces a homomorphism
H : K0(A) → GW2(A, L)
whose cokernel is the Witt group W 2(A, L).
We denote by K˜0 Sp(A, L) the quotient of GW2(A, L) by the subgroup generated by H(A). If L = A,
we simply denote by K˜0 Sp(A) the group K˜0 Sp(A, A).
2.2. Euler classes
Let P be a projective module of rank 2. Then P is endowed with an antisymmetric form χ : P →
HomA(P ,det P ) deﬁned by χ(p)(q) = p ∧ q. We denote by e(P ) the class of (P ,χ) in K˜0 Sp(A,det P ).
Suppose that f : P → Q is an isomorphism of (rank 2) projective modules. Then det f induces an
isomorphism K˜0 Sp(A,det P ) → K˜0 Sp(A,det Q ) under which e(P ) is sent to e(Q ). The Euler class
satisﬁes good functorial properties, as shown in [9, §§2.4, 2.5]. In particular,
Proposition 2.1. Suppose that P  (det P ) ⊕ A. Then e(P ) = 0.
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tion 23]):
Theorem 2.2. Let A be a ring of dimension 2. Then e(P ) = 0 if and only if P  (det P ) ⊕ A.
If A is of dimension 3, then the above result is no longer true, and even for a stably free module
of rank 2 we need another obstruction to detect whether it is free or not. This is the object of the
next section.
3. Unimodular rows under the symplectic group
3.1. Unimodular rows
A unimodular row of length n is a surjective homomorphism An → A. Equivalently, a unimodular
row is represented by a set (a1, . . . ,an) of elements of A which generate the ideal A. The group
GLn(A) acts on Umn(A) by composition, and therefore any subgroup of GLn(A) also acts. Traditionally,
one is interested either in En(A) (the subgroup generated by the elementary matrices) or in GLn(A)
itself. Indeed, the set of orbits Umn(A)/GLn(A) detects the stably free non-free modules of rank n − 1
as follows:
Let v = (a1, . . . ,an) be a unimodular row and let P (v) be the projective module deﬁned by the
exact sequence
0 P (v) An
v
A 0.
It is easily seen that the following proposition holds:
Proposition 3.1. The modules P (v) and P (v ′) are isomorphic if and only if there is a matrix G ∈ GLn(A) such
that vG = v ′ .
This proposition also shows that the set Umn(A)/GLn(A) is quite hard to compute in general. If
one restricts to En(A), the situation is slightly better, as shown by the next result due to W. van der
Kallen (see [21, Theorem 4.1]):
Theorem 3.2. Let A be a ring of dimension d. If n  (d + 4)/2 then Umn(A)/En(A) has the structure of an
abelian group.
Of course, this doesn’t imply that Umn(A)/En(A) becomes suddenly easy to compute. However, in
the special situation when A is a smooth algebra of dimension d over a ﬁeld of characteristic different
from 2, it is shown in [11] that Umd+1(A)/Ed+1(A) (same d) has a cohomological interpretation (see
[11, Theorem 4.9]). This led to the computation of those groups for any smooth rational oriented real
algebra (see [11, Theorem 5.6]).
Suppose now that n is even. Then An is the underlying module of the antisymmetric form h : An 
(An)∨ which is ⊥n/2H(A). Any unimodular row v of length n gives a stably free module of rank n− 2
endowed with an antisymmetric form as follows:
The exact sequence
0 P (v)
i
An
v
A 0
yields a commutative diagram
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v∨
s
(An)∨
i∨
h−1
P (v)∨
−s∨
0
0 P (v)
i
An
v
A 0
Since h is antisymmetric vh−1v∨ = 0 and therefore we get a homomorphism s making the diagram
commutative. Observe that ker(s∨) is projective and equal to coker(s)∨ . The snake lemma gives an
isomorphism coker(s) → ker(s)∨ which is antisymmetric.
Deﬁnition 3.3. If v is a unimodular row of even length n, we denote by (Q (v),φ(v)) the antisym-
metric pair obtained above.
Lemma 3.4. There is an isometry (Q (v),φ(v))⊥H(A)  H(An/2).
Proof. Consider the following diagram
Q (v)∨
j∨
0 A
v∨
s
(An)∨
i∨
h−1
γ ∨
P (v)∨
−s∨
0
0 P (v)
i
j
An
v
A 0
Q (v)
γ
Choosing an element w ∈ An such that v · w = 1 we get a section α of v and therefore a sec-
tion r = i∨hα of −s∨ and a retraction −r∨ of s. This gives a section β of j and we get an
injective homomorphism γ : Q (v) → An . One checks easily that φ(v) = γ ∨hγ and that we have
An = Ah−1v∨ ⊕ Aw ⊕ γ Q (v). Moreover, w and h−1v∨ are both in γ Q (v)⊥ and they generate a
submodule isometric to H(A). 
The following result is the analogue of Proposition 3.1 for “decorated” modules:
Proposition 3.5. The pairs (Q (v),φ(v)) and (Q (v ′),φ(v ′)) are isometric if and only if there is a matrix
M ∈ Spn(A) such that vM = v ′ .
Proof. Following the construction of Q (v ′) for v ′ = vM , we see that in that case (Q (v ′),φ(v ′)) is
isometric to (Q (v),φ(v)). Lemma 3.4 gives the converse statement. 
This shows that Umn(A)/ Spn(A) classiﬁes the stably free modules of rank n − 2 decorated with
the antisymmetric form obtained above.
4. Cancellation of symplectic modules
Let A be a ring of odd dimension d  3. Let (Q , φ) be an antisymmetric pair, where Q is of rank
d − 1. Suppose that there is an isometry
f : H(A)⊥(Q , φ)  H(A(d+1)/2).
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is a unimodular row of length d + 1. If g is another such isometry, then g f −1 ∈ Spd+1(A) and
e∗1g−1(g f −1) = e∗1 f −1. Therefore, the class of e∗1 f −1 in Umd+1(A)/ Spd+1(A) is independent of the
isometry f .
Deﬁnition 4.1. If (Q , φ) is a symmetric pair such that Q is of rank d − 1 and H(A)⊥(Q , φ) 
H(A(d+1)/2), we denote by sp(Q , φ) the class of e∗1 f −1 in the set Umd+1(A)/ Spd+1(A) for any isome-
try f . We call it the symplectic class of (Q , φ).
This deﬁnition seems rather artiﬁcial at ﬁrst sight. However, the next proposition shows that it is
natural.
Proposition 4.2. Let v := sp(Q , φ). Then (Q , φ) is isometric to (Q (v),φ(v)).
Proof. Let f : H(A)⊥(Q , φ)  H(A(d+1)/2) be the isometry deﬁning sp(Q , φ). Consider the commuta-
tive diagram
0 Q ⊕ A
f ′
Q ⊕ A2
e∗1
f
A 0
0 P (v) An
v
A 0
The construction of (Q (v),φ(v)) shows that f ′ : Q ⊕ A → P (v) induces an isometry (Q , φ) 
(Q (v),φ(v)). 
So we have a procedure to understand when an antisymmetric pair (Q , φ) is isometric to
H(A(d−1)/2). The ﬁrst obstruction is its class in K˜0 Sp(A). If this is different from 0, then it cannot
be isometric to H(A(d−1)/2). If the class is zero, then (using [4, Chapter IV, Corollary 4.15]) we get an
isometry
(Q , φ)⊥H(A)  (A(d+1)/2)
and therefore a symplectic class in Umd+1(A)/ Spd+1(A). Using Propositions 4.2 and 3.5, we see that
this class must be trivial in order for (Q , φ) to be isometric to H(A(d−1)/2).
In dimension 3, this procedure gives a complete understanding of projective modules of rank 2.
Theorem 4.3. Let A be a ring of dimension 3. Then every projective module of rank 2 with trivial determinant
is free if and only if the group K˜0 Sp(A) and the set Um4(A)/ Sp4(A) are both trivial.
Proof. Remark ﬁrst that every element in K˜0 Sp(A) is of the form e(P ) for some projective module P
of rank 2 (use [4, Chapter IV, Theorem 4.12]). If every such module is free, then K˜0 Sp(A) = 0 because
the only non-degenerate antisymmetric form on A2 is h (up to isometry). The set Um4(A)/ Sp4(A) is
reduced to a point because of Proposition 3.5.
Suppose now that K˜0 Sp(A) = 0. Then the Euler class of P is zero for any P of rank 2, and its
symplectic class (which is then deﬁned) is in the Sp4(A)-orbit of (1,0,0,0). Therefore any such P is
free by Proposition 3.5 again. 
In the last section, we show that the real algebraic sphere of dimension 3 satisfy the hypothesis
of the theorem. We ﬁrst need some preparation in order to compute the group K˜0 Sp(S3). This is the
object of the next section.
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5.1. The complex
Let X be an integral regular scheme over a ﬁeld k. Let d = dim(X). The Gersten–Witt complex is the
complex
0 W
(
κ(X)
) ⊕
x1∈X(1)
W
(
κ(x1)
)
. . .
⊕
xd∈X(d)
W
(
κ(xd)
)
0
as constructed in [2]. Observe that the Witt groups in the complex are in fact twisted Witt groups,
i.e. Witt groups with twisted duality Homκ(xp)(_,ωxp ), where ωxp = ExtpOX,xp (κ(xp),OX,xp ) (which is
a κ(xp)-vector space of dimension 1 because X is regular). We denote by Hi(X,W ) the cohomology
groups of this complex. If d 3, we have that Hi(X,W ) = W i(X) for 0 i  3 (see [2] again).
Even if the Witt groups in the complex are twisted by line bundles, we can still deﬁne the fun-
damental ideal and the groups behaving like the powers of it (just choose any isomorphism between
the twisted Witt group and the classical Witt group, see for instance [10, Deﬁnition 9.2.1]). It turns
out that the differentials of the Gersten–Witt complex respect the powers of the fundamental ideal
(see [10, Theorem 9.2.4], or [15]), and therefore we get a complex
0 I j
(
κ(X)
) ⊕
x1∈X(1)
I j−1
(
κ(x1)
) · · · ⊕
xd∈X(d)
I j−d
(
κ(xd)
)
0
for any j (where Il(κ(xp)) is deﬁned to be W (κ(xp)) if l 0). We denote by Hi(X, I j) the cohomology
groups of this complex. We get Hi(X,W ) = Hi(X, I j) when j  0 by deﬁnition.
Let I j(κ(xp)) = I j(κ(xp))/I j+1(κ(xp)). Since the Gersten–Witt complex respects the powers of the
fundamental ideal, we get a complex
0 I j
(
κ(X)
) ⊕
x1∈X(1)
I j−1
(
κ(x1)
) · · · ⊕
xd∈X(d)
I j−d
(
κ(xd)
)
0
which coincides with the Gersten complex in étale cohomology with coeﬃcient in μ2 by Voevodsky’s
results (see [17] and [22]). For any i, j ∈ Z, let Hi(X, I j) denote the cohomology groups of this com-
plex. Observe that Hi(X, I j) = 0 if i > j and that Hi(X, I i) = CHi(X)/2 (see [15, Theorem 9.1]). By
construction, we have for any j a long exact sequence in cohomology
0 H0
(
X, I j+1
)
H0
(
X, I j
)
H0
(
X, I j
)
H1
(
X, I j+1
) · · · .
This sequence (and the fact that Hi(X, I j) = 0 if i > j) yields the following lemma whose proof is
obvious:
Lemma 5.1. Let X be a regular scheme over a ﬁeld k. Then for any j ∈ Z we have Hi(X,W ) = Hi(X, I j) if
i  j + 1. Moreover, the natural homomorphism H j(X, I j) → H j(X,W ) is surjective.
In case j = 1, one can say a bit more:
Lemma 5.2. Let X be a regular scheme over a ﬁeld k. Then H1(X, I) = H1(X,W ).
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H0(X,W ) H0(X,W ) H1(X, I) H1(X,W ) 0,
we see that it suﬃces to prove that the homomorphism H0(X,W ) → H0(X,W ) is surjective to con-
clude. Since the Gersten–Witt complex of a scheme is the direct sum of the Gersten–Witt complexes
of its connected components, we can suppose that X is connected. Let p : X → k be the projection.
Then we have a commutative diagram
H0(k,W )
p∗
H0(k,W )
H0(X,W ) H0(X,W )
and the above horizontal homomorphism is clearly surjective. 
5.2. Supports
As in the previous section, let X be an integral scheme of dimension d over a ﬁeld k. If Y ⊂ X is a
closed subscheme, one can consider the Gersten–Witt complex with support on Y :
0
⊕
x0∈X(0)∩Y
W
(
κ(x0)
) ⊕
x1∈X(1)∩Y
W
(
κ(x1)
) · · · ⊕
xd∈X(d)∩Y
W
(
κ(xd)
)
0
and its ﬁltered version
0
⊕
x0∈X(0)∩Y
I j
(
κ(x0)
) · · · ⊕
xd∈X(d)∩Y
I j−d
(
κ(xd)
)
0.
We denote by HiY (X, I
j) the cohomology groups of this complex. In case Y is the zero locus of a
global section f ∈ OX (X), we simply denote by Hif (X, I j) the group HiY (X, I j). All the results of
Section 5 remains true for groups with support. In addition, there is a long exact sequence
· · · HiY
(
X, I j
)
Hi
(
X, I j
)
Hi
(
U , I j
)
Hi+1Y
(
X, I j
) · · ·
for any j ∈ Z, where U = X − Y . If Y → X is smooth, one can compare the cohomology groups with
support on Y with the cohomology groups of Y (see [10, Remark 9.3.5]). We will need only the
following particular result (see [14, Theorem 4.1] and [10, Remark 9.3.5]):
Lemma 5.3. Let X = Spec(A) be a regular aﬃne scheme over a ﬁeld k. Let f ∈ A be a regular element such
that Y = Spec(A/ f ) is regular. Then
Hif
(
X, I j
) Hi−1(Y , I j−1)
for any i, j ∈ Z.
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Our goal of the section is to compute the group K˜0 Sp(S3), which coincide with the Witt group
W 2(S3) (see Corollary 6.10). As S3 is of dimension 3, W 2(S3) = H2(S3,W ) which is really the group
that we are going to compute.
6.1. Auxiliary computations
For any n ∈ N, let Sn = R[x0, . . . , xn]/(∑ x2i − 1). Using the long exact sequence of localization, we
see that it suﬃces to compute the Witt groups of Sn−1 and Snxn to compute the Witt groups of S
n .
The ring Snxn has a nice expression:
If Bn = R[x0, . . . , xn]/(∑n−2i=0 x2i − xn−1xn + 1) (for n 1), there is an isomorphism
ψ : Snxn → Bnxn−1+xn
deﬁned by
ψ(xi) =
⎧⎪⎪⎨⎪⎪⎩
2xi
(xn−1+xn) for any 0 i  n − 2,
xn−xn−1
(xn−1+xn) if i = n − 1,
2
(xn−1+xn) if i = n.
Its inverse is the homomorphism φ : Bnxn−1+xn → Snxn deﬁned by
φ(xi) =
⎧⎪⎪⎨⎪⎪⎩
xi
xn
for any 0 i  n − 2,
1−xn−1
xn
if i = n − 1,
1+xn−1
xn
if i = n.
The computation of Hi(Bn,W ) with n small is not very diﬃcult. To achieve this, we need an addi-
tional auxiliary ring Cn = R[x0, . . . , xn]/(∑ x2i + 1).
Lemma 6.1.We have
Hi
(
C1,W
)= { Z/4 if i = 0,
0 if i  1.
Proof. Since C1 is a curve, Hi(C1,W ) = 0 for i  2. We also get H0(C1,W ) = W 0(C1) = Z/4, gen-
erated by the class of 〈1〉 by [16, Theorem 2.9]. To compute H1, we ﬁrst observe that H1(C1, I) =
H1(C1,W ) by Lemma 5.2.
Using [8, Theorem 2′], we get that I2(κ(C1)) = 0. Moreover, since C1 has no real point then
I(κ(x1)) = 0 for any closed point x1. Therefore, H1(C1, I)  H1(C1, I). The latter is just Pic(C)/2,
which is trivial by [20]. 
Lemma 6.2.We have
Hi
(
C2,W
)= { Z/2 if i = 1,
0 if i  2.
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H2(C2, I2) = 0 by [11, Proposition 5.1] (observe that C2 has a trivial canonical bundle). This shows
that H2(C2,W ) = H2(C2, I) = 0.
Lemma 5.2 shows that H1(C2, I) = H1(C2,W ). We then use the sequence comparing I and I2:
· · · H1(C2, I2) H1(C2, I) H1(C2, I) H2(C2, I2) H2(C2, I) 0
which reduces to
· · · H1(C2, I2) H1(C2, I) H1(C2, I) 0
by the above discussion.
Since none of the residue ﬁelds of Spec(C2) admits an ordering, we obtain Hi(C2, I2) = Hi(C2, I2)
(argue as in [18]). Now H1(C2, I2) = 0 by [6, Corollary 3.3, Remark 3.3.1]. This implies that the map
H1(C2, I) → H1(C2, I) is an isomorphism. Since Pic(C2)/2 = Z/2 by [20, Theorem 9.2(b)], we get
H1(C2,W ) = Z/2. 
Remark 6.3. The generator of H1(C2,W ) can be explicitly obtained. Using [20, Remark, p. 471],
we ﬁnd that the generator of Pic(C2) is the class of the prime ideal p1 = (x20 + 1, x0x1 + x2). Since
(x20 +1)(x21 +1) = (x0x1 + x2)(x0x1 − x2) and (x0x1 − x2) /∈ p1 we see that p1C2p1 is generated by x20 +1.
We thus get an isomorphism (necessarily symmetric) of κ(p1)-vector spaces
ρx20+1 : κ(p1) → Ext
1
C2p1
(
κ(p1),C
2
p1
)
deﬁned by 1 → Kos(x20+1), where the latter is the Koszul complex associated to the regular parameter
x20 + 1.
Consider next p2 = (x2). As above, we get a symmetric isomorphism of κ(p2)-vector spaces
ρx2 : κ(p2) → Ext1C2p2
(
κ(p2),C
2
p2
)
deﬁned by 1 → Kos(x2), where the latter is the Koszul complex associated to the regular parameter x2.
The isomorphism H1(C2, I)  H1(C2, I) (and the fact that p2 is principal) shows that the class of
the cycle (κ(p1),ρx20+1)+ (κ(p2), x1ρx2 ) is the generator of H
1(C2, I) (observe also that we could have
considered (κ(p1),ρx20+1) alone as a generator, but we will need (κ(p2),ρx2 ) later and this is why we
consider it).
Observe next that B1  R[x0, x−10 ] and Bn/xn = Cn−2[xn−1] for n  2, while Bnxn  R[x0, . . . , xn−2,
xn, x−1n ] = B1[x0, . . . , xn−2].
Lemma 6.4. For 1 n 3, we have
Hi
(
Bn,W
)={ Z ⊕ Z if i = 0,
0 if i  1.
Proof. Since B1 = R[x0, x−10 ], the result for B1 follows from [14, Corollary 5.2]. Since Bnxn  B1[x0,
. . . , xn−2], the exact sequence of localization (and the homotopy invariance of the Witt cohomology,
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0 H0
(
Bn,W
)
H0
(
B1,W
)
H1xn
(
Bn,W
) · · · .
Using Lemma 5.3 and the computation of Hi(B1,W ), we get an exact sequence
0 H0
(
Bn,W
)
Z ⊕ Z H0(Cn−2,W ) H1(Bn,W ) 0
and isomorphisms Hi−1(Cn−2,W )  Hi(Bn,W ) for i  2. Since C0  C, we have Hi−1(C0,W ) = 0 for
i  2 and Lemma 6.1 shows that the same statement is true for C1. Hence Hi(Bn,W ) = 0 for i  2
and it suﬃces to prove that the map Z⊕Z → H0(Cn−2,W ) in the above exact sequence is surjective
to conclude. The two generators of H0(B1,W )  Z ⊕ Z are the class of 〈1〉 and 〈xn〉. Now it is not
hard to see that 〈xn〉 is sent to the generator of H0(Cn−2,W ) (which is either Z/2 or Z/4) under the
map Z ⊕ Z → H0(Cn−2,W ). Whence the result. 
Next we compute part of the Witt cohomology of B3x2+x3 . It is of course also possible to compute
H0(B3x2+x3 ,W ), but the answer is not “nice” and we won’t need it.
Lemma 6.5.We have
Hi
(
B3x2+x3 ,W
)= { Z/2 if i = 1,
0 if i  2.
Proof. Since we already know the Witt cohomology groups of B3 (Lemma 6.4) and B3/(x2 + x3) = C2
(Lemma 6.2), we only have to use the exact sequence of localization. The connecting homomorphism
yields isomorphisms Hi(B3x2+x3 ,W )  Hi(C2) for i = 1,2,3. This shows the assertion. 
Remark 6.6. We can give an explicit generator of H1(B3x2+x3 ,W ). Consider the prime ideals q1 =
(x20 + 1) and q2 = (x2). Taking the Koszul complexes associated to these regular sequences as genera-
tors of respectively Ext1
B3q1
(κ(q1), B3q1 ) and Ext
1
B3q2
(κ(q2), B3q2 ), we get symmetric isomorphisms
ρx20+1 : κ(q1) → Ext
1
B3q1
(
κ(q1), B
3
q1
)
and
ρx2 : κ(q2) → Ext1B3q2
(
κ(q2), B
3
q2
)
as in Remark 6.3. Consider the element (κ(q1), (x0x1 + x2)ρx20+1) + (κ(q2), x1x3ρx2 ) in⊕
x1∈Spec(B3)(1) W (κ(x1)). A straightforward computation shows that the element (κ(q2), x1x3ρx2 )
is ramiﬁed exactly in the prime ideals (x1, x2) and (x2, x3) (which is the same as (x2, x2 + x3)).
On the other hand, (κ(q1), (x0x1 + x2)ρx20+1) is ramiﬁed in both (x1, x2) and in the prime ideal p1 of
Remark 6.3. Indeed, the equality in B3
(x0x1 + x2)(x0x1 − x2) −
(
x20 + 1
)(
x21 + 1
)+ x2(x2 + x3) = 0
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an ideal must therefore contain (x1, x2) in the ﬁrst case, and (x2 + x3, x20 + 1, x0x1 + x2) = p1 (seen as
an ideal in B3) in the second case.
To check that (κ(q1), (x0x1 + x2)ρx20+1)+ (κ(q2), x1x3ρx2 ) indeed deﬁnes a class in H
1(B3x2+x3 ,W ),
we must compute its image under the differential in the Gersten–Witt complex associated to B3x2+x3 .
The image of (κ(q1), (x0x1 + x2)ρx20+1) is the localization in the minimal prime ideals of its support
of the complete intersection module M1 := B3x2+x3/(x20 + 1, x0x1 + x2) endowed with the symmetric
isomorphism
ρx20+1,x0x1+x2 : M1 → Ext
2
B3x2+x3
(
M1, B
3
x2+x3
)
deﬁned by ρx20+1,x0x1+x2 (1) = Kos(x
2
0 + 1, x0x1 + x2), where the latter is the Koszul complex given by
the regular sequence (x20 + 1, x0x1 + x2). It follows from the discussion above that the only minimal
prime ideal in the support of M1 is (x1, x2). To compute the localization of M1 and ρx20+1,x0x1+x2
in the prime ideal (x1, x2) we compare the regular sequences (x20 + 1, x0x1 + x2) and (x1, x2). Since
x20 + 1 = x2x3 − x21 in B3, we get(−x1 x3
x0 1
)(
x1
x2
)
=
(
x20 + 1
x0x1 + x2
)
.
The determinant of the matrix is −x1 − x0x3, which is not in the ideal (x1, x2) and therefore the
regular sequences (x20 + 1, x0x1 + x2) and (x1, x2) generate the same ideal in B3(x1,x2) and Kos(x20 +
1, x0x1 + x2) = (−x1 − x0x3)Kos(x1, x2). Since the residue ﬁeld at the prime ideal (x1, x2) is C(x3) and
the class of −x1 − x0x3 in this ﬁeld is −ix3, we see that the image of (κ(q1), (x0x1 + x2)ρx20+1) under
the differential in the Gersten–Witt complex is the symmetric isomorphism
C(x3) → Ext2B3
(x1,x2)
(
C(x3), B
3
(x1,x2)
)
deﬁned by 1 → −ix3 Kos(x1, x2). Since −i is a square, this is equivalent to the symmetric isomorphism
C(x3) → Ext2B3
(x1,x2)
(
C(x3), B
3
(x1,x2)
)
deﬁned by 1 → x3 Kos(x1, x2). It is easy to check that the image of (κ(q2), x1x3ρx2 ) is the symmetric
isomorphism
C(x3) → Ext2B3
(x1,x2)
(
C(x3), B
3
(x1,x2)
)
deﬁned by 1 → x3 Kos(x2, x1). Since Kos(x1, x2) = −Kos(x2, x1), we see that (κ(q1), (x0x1 + x2)ρx20+1)+
(κ(q2), x1x3ρx2 ) indeed deﬁnes an element of the group H
1(B3x2+x3 ,W ).
We next show that its image under the isomorphism
H1
(
B3x2+x3 ,W
)→ H1(C2,W )
is precisely the generator obtained in Remark 6.3. We start with the computation of the image of
(κ(q1), (x0x1 + x2)ρx2+1). Arguing as above and using the equality0
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(
x20 + 1
)(
x21 + 1
)− x2(x2 + x3)
we see that Kos(x20 + 1, x0x1 + x2) = −x2/(x0x1 − x2)Kos(x20 + 1, x2 + x3) in Ext2B3p1 (κ(p1), B
3
p1
). Since
(x0x1 − x2) = −2x2 in κ(p1) (because x0x1 + x2 is in p1) and −1/2 is a square, we see that the image
of (κ(q1), (x0x1 + x2)ρx20+1) is precisely the element (κ(p1),ρx20+1) deﬁned in Remark 6.3. It remains
to compute the image of (κ(q2), x1x3ρx2 ), but this is straightforward.
6.2. Witt cohomology of S2
Let S2 = R[x0, x1, x2]/(∑ x2i − 1). As in [7], we use the stereographic projection to compute the
Witt cohomology of S2 (and therefore its Witt groups). Explicitly, consider the algebra R[x0, x1] and
the polynomial f = x20 + x21 + 1. Then there is an isomorphism
S21−x2 → R[x0, x1] f
deﬁned by xi → 2xi/ f for i = 0,1 and x2 → ( f − 2)/ f . Using the exact sequence of localization (see
[1, Theorem 1.5.5]), we get an exact sequence
0 H0
(
S2,W
)
H0
(
S21−x2 ,W
)
H11−x2
(
S2,W
)
H1
(
S2,W
) · · · .
First we compute the Witt cohomology of S21−x2 , which is the same as the Witt cohomology of
R[x0, x1] f . Using the localization sequence again, we have an exact sequence:
0 H0
(
A
2,W
)
H0
(
R[x0, x1] f ,W
)
H1f
(
A2,W
)
H1
(
A
2,W
) · · · .
By homotopy invariance, H0(A2,W ) = Z and Hi(A2,W ) = 0 if i  1. Because f is a regular parameter
and R[x0, x1]/ f = C1, we have Hif (A2,W )  Hi−1(C1,W ) by Lemma 5.3.
The sequence and Lemma 6.1 imply that Hi(R[x0, x1] f ,W ) = 0 if i  1. To compute H0(R[x0, x1] f ),
observe that the map H0(R,W ) → H0(R[x0, x1] f ,W ) admits a retraction given by the choice of any
rational point. Therefore we get H0(R[x0, x1] f ,W )  Z ⊕ Z/4, the factor Z/4 being generated by the
class of the form 〈 f 〉.
It remains to compute the groups Hi1−x2 (S
2,W ). Remark that 1− x2 is a regular parameter in S2x1
and that S2x1/(1− x2)  C[x1, x−11 ]. Again, we have an exact sequence of localization
0 H11−x2
(
S2,W
)
H11−x2
(
S2x1 ,W
)
H21−x2,x1
(
S2,W
) · · · .
Now the only point of codimension 2 with support on (1− x2, x1) is the maximal ideal (1− x2, x1, x0)
and then H21−x2,x1 (S
2,W )  Z. Since 1− x2 is a regular parameter in S2x1 , we get
H11−x2
(
S2x1 ,W
) H0(S2x1/(1− x2),W ) H0(C[x1, x−11 ],W ) Z/2⊕ Z/2,
the second factor being generated by the class of the form 〈x1〉 (see [14, Theorem 5.6]). We also get
H21−x (S2x ,W ) = 0 and therefore H21−x (S2,W )  Z.2 1 2
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Theorem 6.7. Let S2 be the algebraic real 2-sphere. Then
Hi
(
S2,W
)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Z ⊕ Z/2 if i = 0,
Z/2 if i = 1,
Z if i = 2,
0 if i  3.
Proof. We just have to examine the exact sequence
0 H0
(
S2,W
)
H0
(
S21−x2 ,W
)
H11−x2
(
S2,W
)
H1
(
S2,W
) · · · .
In light of the above computations, the only diﬃculty is to understand the map H0(S21−x2 ,W ) →
H11−x2 (S
2,W ). But it is not hard to see that the form 〈1 − x2〉 generating the factor Z/4 in
H0(S21−x2 ,W ) is sent to the form 〈1〉 generating the ﬁrst Z/2 factor in H11−x2 (S2,W ). 
Remark 6.8. Let q be the prime ideal of S2 generated by (1 − x2). The Koszul complex Kos(1 − x2)
associated to (1− x2) can be taken as a generator of Ext1S2q (κ(q), S
2
q) and we get a symmetric isomor-
phism
ρ1−x2 : κ(q) → Ext1S2q
(
κ(q), S2q
)
deﬁned by ρ1−x2 (1) = Kos(1 − x2). Our computations above proves that a generator of H1(S2,W ) is
given by the class of the cycle (κ(q), x1ρ1−x2 ).
6.3. The computation of W 2(S3)
We ﬁnally compute W 2(S3)  H2(S3,W ). To achieve this, we use our computations of the previ-
ous sections.
Theorem 6.9. Let S3 be the algebraic real 3-sphere. Then W 2(S3) = 0.
Proof. We use the localization sequence
· · · H1(S3,W ) H1(S3x3 ,W ) H2x3(S3,W ) H2(S3,W ) H2(S3x3 ,W ).
Since S3x3  B3x2+x3 , we get H2(S3x3 ,W ) = 0 by Lemma 6.5. Using Lemma 5.3, we get an isomorphism
H2x3 (S
3,W )  H1(S2,W ). The above exact sequence reduces then to an exact sequence
· · · H1(S3,W ) H1(S3x3 ,W ) H1(S2,W ) H2(S3,W ) 0.
It suﬃces therefore to prove that the homomorphism H1(S3x3 ,W ) → H1(S2,W ) is surjective to con-
clude. Using the isomorphism φ : B3x2+x3 → S3x3 and the explicit generator of Remark 6.6, we get an
explicit generator of H1(S3x ,W ) as follows:3
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φ
(
Kos
(
x20 + 1
))= Kos(x20/x23 + 1)= (1/x23)Kos(x20 + x23).
Moreover, φ(x0x1 + x2) = (1/x23)(x0x1 + (1 − x2)x3). Letting ρx20+x23 be the usual symmetric isomor-
phism, we see that the image of (κ(q1), (x0x1 + x2)ρx20+1) under φ is (κ(q
′
1), (x0x1 + (1− x2)x3)ρx20+x23 )
(since we work in a Witt group, we can forget the factors (1/x23)).
Similarly, we get φ(q2) = (1−x2) =: q′2, φ(Kos(x2)) = (1/x3)Kos(1−x2) and φ(x1x3) = (1/x23)x1(1+
x2). Hence the image of (κ(q2), x1x3ρx2 ) under φ is (κ(q
′
2), x1x3ρ1−x2 ) since 1 + x2 ≡ 2 modulo q′2
and 2 is a square.
We are therefore reduced to compute the image of(
κ
(
q′1
)
,
(
x0x1 + (1− x2)x3
)
ρx20+x23
)+ (κ(q′2), x1x3ρ1−x2)
under the homomorphism H1(S3x3 ,W ) → H1(S2,W ). A direct computation shows that the image
of (κ(q′1), (x0x1 + (1 − x2)x3)ρx20+x23 ) is trivial, while the image of (κ(q
′
2), x1x3ρ1−x2 ) is the cycle
(κ(q), x1ρ1−x2 ) of Remark 6.8. Hence the homomorphism H1(S3x3 ,W ) → H1(S2,W ) is surjective and
the result is proved. 
Corollary 6.10. Let S3 be the algebraic real 3-sphere. Then K˜0 Sp(S3) = 0.
Proof. It is well known that K0(S3) = Z (using the fact that in this case the algebraic K -theory and
the topological K -theory coincide by [19, Theorem 3]), and therefore we get K˜0 Sp(S3) = W 2(S3) by
deﬁnition. 
6.4. Projective modules on S3
Now we have all the tools in hand to prove the following theorem:
Theorem 6.11. Every ﬁnitely generated projective module over the real algebraic 3-sphere is free.
Proof. Because K0(S3) = 0, all the projective modules are stably free. We know already that those of
rank 3 are free by [11, Proposition 5.11]. In view of Theorem 4.3 and our computation of K˜0 Sp(S3),
it remains to show that Um4(S3)/ Sp4(S
3) is trivial. By [11, Theorem 4.9, Theorem 5.6], the group
Um4(S3)/E4(S3) is generated by the class of the unimodular row (x0, x1, x2, x3). Now the matrix
M :=
⎛⎜⎝
x0 x1 x2 x3
−x1 x0 −x3 x2
−x2 x3 x0 −x1
−x3 −x2 x1 x0
⎞⎟⎠
is in Sp4(S
3) ⊂ SL4(S3). Mapping a matrix (of determinant 1) to its ﬁrst row yields a homomorphism
of abelian groups
r : SL4
(
S3
)
/E4
(
S3
)→ Um4(S3)/E4(S3)
by [21, Theorem 5.3(ii)]. It follows that for any [v] in Um4(S3)/E4(S3) there exists n ∈ Z such that
[v] = r(Mn). This yields [v]+r(M−n) = 0 and then vM−n = e1E for some E ∈ E4(S3). Now e1E4(S3) =
e1E Sp4(S
3) by Vaserstein’s theorem (whose french translation can be found in [5, Proposition 6′]).
This proves that v ∈ e1 Sp4(S3). Whence the result. 
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