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Resumen
El comportamiento emergente de estructuras y su interaccio´n en auto´ma-
ta celular, se encuentran fuertemente relacionados con las nociones de or-
den, complejidad y caos, que dependen, en buena medida del grado en
el que convergen sus atractores. Dicha informacio´n puede encontrarse en-
criptada y adema´s oculta dentro de sus trayectorias cao´ticas. En el caso de
las redes “aleatorias”, la memoria de contenido direccionable se encuentra
afectada aparentemente desde sus conjuntos de atractores y la estructuras
de sus suba´rboles, el concepto de memoria y aprendizaje en su ma´s ba´sico
nivel. El presente art´ıculo es una revisio´n de estas ideas, resultados y apli-
caciones, adema´s ilustradas con varias ima´genes creadas con el sistemas
DDLab.
Palabras clave: conjuntos de atraccio´n, ato´mata celular, redes boolea-
nas aleatorias, caos, complejidad, ancestros, algoritmos reversibles, auto
organizacio´n, memoria, aprendizaje, redes gene´ticas reguladas.
1. Introduccio´n
El libro “The Global Dynamics of Cellular Automata” (Dina´mica Global
en Auto´mata Celular) [11], publicado en 1992, presento´ un algoritmo invertible
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para calcular ancestros (o pre-ima´genes) de estados para cualquier auto´mata
celular (CA) binario en una dimensio´n (1D) con propiedades a la frontera. Esto
ayudo´ a comprender la topolog´ıa de los “conjuntos de atraccio´n” – gra´ficas de
estados de transicio´n – los estados se encuentran conectados en la ra´ız de los
a´rboles como ciclos atractores y e´stos pueden ser calculados automa´ticamente
(ver Fig. 1).
Posteriormente, un nuevo algoritmo invertible fue inventado para calcular
los ancestros, pero ahora, en redes booleanas aleatorias (RBN) y sus conjuntos
de atraccio´n pueden ser igualmente graficados (ver Fig. 15). De hecho, fueron
graficados para la portada del libro de Stuart Kauffman in 1993 “The Origins
of Order” (Los Or´ıgenes del Orden) (ver Fig. 2). El algoritmo desarrollado para
las RBN se encuentra ahora mejorado, ma´s versa´til y generalizado, ahora como
las “redes dina´micas discretas” (DDN). Estos algoritmos calculan ancestros di-
rectamente, realizadon una muy eficiente bu´squeda en el espacio y tiempo, y se
encuentran implementados en el software DDLab [19].
Un DDN es un conjunto finito de n elementos con estados o valores discre-
tos. Los elementos esta´n conectados a trave´s de aristas dirigidas – el esquema
de conexio´n. Entonces, cada elemento actualiza su propio valor de manera sin-
cronizada, de acuerdo a una regla lo´gica que es aplicada en sus k entradas – el
sistema se actualiza en tiempos y pasos discretos. Los CA son mucho ma´s res-
tringuidos (que los RBN y DDN) porque ellos tienen una regla universal y un
arreglo regular con condiciones a la frontera, creado por la conexio´n homoge´nea
de “ce´lulas” determinando vecindades locales, mientras que los RBN y DDN
no tienen estas restricciones. Langton [2] describio´ los CA como “un universo
artificial discretizado con su propia f´ısica local”. Obviamente existen inconta-
bles variaciones y arquitecturas intermedias entre DDN y CA – RBN cla´sicos
[4] tienen valores binarios {0,1} y k homoge´neos, aunque todos estos sistemas
reorganizan su espacio en conjuntos de atraccio´n de la misma manera.
Ejecutando o simulando un CA, RBN o DDN hacia atra´s en el tiempo y
construyendo todas sus posibles ramificaciones calculando sus ancestros, abre
una nueva perspectiva en el estudio de sus dina´micas. Una trayectoria empe-
zando desde algu´n estado inicial puede estar situado en el contexto del flujo del
espacio conduciendo a los atractores, ana´logo al conocido “estado fase” de Poin-
care´ en dina´mica continua, pero aplicados en sistemas donde el tiempo y espacio
son discretos (como en la naturaleza). Estas implicaciones fueron discutidas por
Langton en su prefacio [11]. Los sistemas dina´micos cont´ınuos y discretos com-
parten conceptos ana´logos, como son: puntos fijos, c´ıclos l´ımite, caos, sensibles
a condiciones iniciales y atractores cao´ticos. La frontera entre sus conjuntos de
atraccio´n tienen algunas afinidades en los estados (hojas) inalcanzables (cono-
cidos como Jard´ın del Ede´n, “Garden of Eden”). La extensio´n de una conexio´n
local de transiciones medido por el exponente de Liapunov, tiene su analog´ıa
en el grado de convergencia dada la densidad de los suba´rboles – el grado de
profundidad de un estado, establecido por el para´metro Z [11, 17].
En este punto podemos indentificar ciertas analog´ıas y discrepancias (con
merecimiento para el desarrollo de una tesis) en tres importantes comporta-
mientos de ciertos feno´menos, revisando este art´ıculo podr´ıamos situar algunos
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Figura 1: En (a) se ilustra el campo de conjuntos de atraccio´n de un CA binario
en 1D para n = 16 (n es la longitud del anillo, configuracio´n inicial o taman˜o
del sistema). Los 216 estados en el tiempo, se encuentran conectados dentro
de 89 conjuntos de atraccio´n, pero en este caso u´nicamente se ilustran los 11
conjuntos no equivalentes, con simetr´ıas caracter´ısticas del CA [11]. El flujo va
hacia adentro del atractor en el sentido de las agujas del reloj (alrededor del
ciclo atractor). (b) El segundo conjuto de atraccio´n es amplicado de manera que
podemos ver todos los detalles del atractor, aqu´ı se ilustran los patrones de 4×4
bits.
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Figura 2: Ilustramos las portadas de los libros de: (a) Wuensche y Lesser (1992)
“The Global Dynamics of Cellular Automata” [11] y (b) el de Kauffman (1993)
“The Origins of Order” [5]. Podemos ver un conjunto de atraccio´n de un CA y
un campo de conjuntos de atraccio´n en un RBN, ambos fueron calculados con
el precursor de DDLab.
aspectos en dina´micas discretas como opuestas en la dina´mica continua: com-
plejidad por la interaccio´n de estructuras – en el entendimiento de la auto or-
ganizacio´n; informacio´n oculta en caos – con aplicaciones a la criptograf´ıa; y el
concepto de memoria y aprendizaje en su ma´s ba´sico nivel – para modelar redes
neuronales y gene´ticas.
2. Complejidad derivada por la interaccio´n de
estructuras
En algunos CA raros, la interaccio´n dada por estructuras esta´ticas y mo´viles
o part´ıculas – gliders y glider guns, emergen y dominan la dina´mica del sis-
tema. Algunos ejemplos particulares son el Juego de la Vida, la regla 110 y la
recientemente descubierta regla espiral [10] (Fig.7), donde ellos son estudiados a
trave´s del choque de sus part´ıculas para modelar computacio´n lo´gica o universal
(Fig.8) [8, 7].
Desde otra perspectiva, e´stos son sistemas extremadamente simples y com-
pletamente bien definidos, que tambie´n son capaces de auto organizarse y com-
ponerse en estructuras au´n ma´s complejas. El comportamiento emergente parece
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Figura 3: Ilustramos tres conjutos de atraccio´n en CA elemental (ECA) con
topolog´ıas opuestas, para las reglas (a) 250, (b) 110 y (c) 30 con n = 15 y k = 3.
Un conjunto completo de a´rboles equivalentes se presenta en cada caso, junto
con sus estados (hojas o nodos) inalcanzables. La topolog´ıa var´ıa en los tres
conjuntos con una alta densidad de ramificacio´n – escasa ramificacio´n, dado por
el nu´mero de nodos concentrados con algunas medidas, como son la densidad de
hojas, la longitud de las transiciones y la distribucio´n de profundidad (ancestros
a un estado) prono´sticada por el para´metro Z.
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Figura 4: Aqu´ı presentamos la produccio´n de patrones espacio y tiempo en
ECA de 1D para reglas de orden k = 3, desde la Fig. 3, se ilustran los compor-
tamientos globales que presentan: orden, complejidad y caos, respectivamente.
El taman˜o del sistema es n = 100 con condiciones a la frontera. La misma
condicio´n inicial aleatoria es utilizada para las tres reglas. Un patro´n espacio y
tiempo es precisamente una ruta desde algu´n nodo seleccionado en el conjuto
de atraccio´n.
ser impredecible, de duracio´n indefinida y limitada u´nicamente por el taman˜o
del espacio de evoluciones. Como sucede en la naturaleza estos CA complejos
pueden ser descritos en un nivel ascendente – desde la “f´ısica” esencial, en la
observacio´n de las “leyes” de choques de part´ıculas, en la descripcio´n de inter-
acciones complejas que resulta cada vez ma´s importante – argumentado – en el
“posible contiguo” de Kauffman [6]. Desde esta perspectiva, la complejidad de
un sistema es el nu´mero descriptivo de sus niveles existenciales [12].
De esta manera surge la pregunta: ¿que´ es la auto organizacio´n? Es gene-
ralmente aceptado que las reglas complejas son raras y ocurren en reglas de
transicio´n que se encuentran entre el orden y el caos [2] (Fig.10) – aunque para
encontrarlas no es tan claro y simple. Una amplia variedad de reglas complejas
se encuentran probablemente fuertemente relacionadas al descubrimiento de los
principios generales de la auto organizacio´n. Podemos encontrar innumerables
ejemplos de reglas complejas, utilizando como entrada su entrop´ıa para clasifi-
carlas automa´ticamente en reglas con orden, complejas y cao´ticas [17, 10]. Las
Figs. 5 y 6 ilustran el me´todo (implementado en DDLab) que sen˜ala la en-
trop´ıa de Shannon dada la frecuencia de reglas entrantes, generando patrones
6
(a) (b)
Figura 5: (a) Patrones espacio y tiempo en CA complejo de 1D con n = 150
evolucionando en 200 generaciones. (b) Ilustra una parte del histograma de fre-
cuencias especificado en una ventana que representa 10 pasos de la evolucio´n
(gra´fica izquierda). La gra´fica central muestra el histograma calculando la en-
trop´ıa cambiante, su variabilidad otorga una posible medida para descriminar
entre funciones con comportamientos globales ordenados, complejos y cao´ticos
automa´ticamente. Una alta variabilidad relaciona fuertemente la presencia de
dina´micas complejas.
en el espacio de evoluciones y la entrop´ıa variable1 produciendo los siguientes
resultados,
ordenado complejo caos
entrop´ıa media bajo medio alto
entropy variable bajo alto bajo
Las reglas que son u´nicamente complejas tienen una alta entrop´ıa variable y
pueden ser separadas – la entrop´ıa media separa el orden y el caos (Fig.6). La alta
variabilidad relaciona la interaccio´n de estructuras a gran escala, frecuentemente
producidas por el choque de part´ıculas porque los choques crean caos local que
nos da la entrop´ıa misma, donde las part´ıculas vuelven a emerger regulando la
entrop´ıa.
La dina´mica de part´ıculas puede ser visto desde la perspectiva de un conjun-
to de atraccio´n. Los estados desordenados, antes de que emergan las part´ıculas,
esta´n compuestos por las hojas con trayectorias cortas mientras que las trayec-
torias largas inducen la existencia de part´ıculas que encuentran interactuando.
Finalmente, las part´ıculas finales o que sobreviven se encuentran en el atractor
mismo.
1La variabilidad es establecida como la desviacio´n esta´ndar o alternativamente, como el
intervalo ma´ximo entre un mı´nimo seguido de un ma´ximo de entrop´ıa.
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Figura 6: La presente gra´fica de dispersio´n es calculada para 15,800 reglas de CA
hexagonal, con para´metros (v = 3, k = 6), graficando la entrop´ıa media contra
su entrop´ıa variable, que nos da como resultado la clasificacio´n de reglas con
comportamiento ordenado, complejo y cao´tico. La ordenada vertical representa
la frecuencia de las reglas – la mayor´ıa son cao´ticas. La gra´fica de dispersio´n
clasifica las reglas de evolucio´n automaticamente.
3. Informacio´n oculta en sistemas cao´ticos
El estado y espacio, por definicio´n, incluye cada posible pieza de la informa-
cio´n codificada en el taman˜o del arreglo celular de un CA – incluyendo sonetos
de Shakespeare, copias de La Mona Lisa, la copia del pulgar, pero principalmen-
te desordenado. Un CA organiza los estados tiempo en conjuntos de atraccio´n
donde cada estado tiene su lugar espec´ıfico y donde los estados en la misma
trayectoria esta´n conectados por los estados del tiempo hacia adelante, de esta
manera, el enunciado “el estado tiempo B = A + x” es plenamente justificado.
Aunque su inversa, A = B − x generalmente no lo es porque sus trayectorias
viajan de regreso y debera´ por lo tanto seleccionar correctamente la ramificacio´n
que debe de ser. Un punto importante son los estados que representan las hojas
del atractor (estados globales sin ancestros), ya que para estos estados “−x” el
tiempo hacia atra´s no existe.
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Figura 7: Presentamos un estado global del CA hexagonal 2D con tres estados,
conocido como la regla espiral (spiral rule) [10], con para´metros n = 88×88, k =
7. Esta regla presenta, particularmente, una interesante diversidad de estructu-
ras complejas esta´ticas y con desplazamientos, emergiendo en su espacio de
evoluciones, entre ellas tenemos: glider guns espirales, glider guns movibles, au-
to reproduccio´n a trave´s de choques de gliders. Los gliders se mueven orientados
por la posicio´n de la ce´lula en color rojo.
En grados, la convergencia del flujo dina´mico puede ser inferido desde la
regla del mismo CA, a trave´s del para´metro Z, la probabilidad de la siguien-
te ce´lula desconocida, para un ancestro, es obtenida sin ambigu¨edad por su
algoritmo CA inverso [11, 12, 17]. Esto es procesado en dos direcciones, con
Zizquierdo y Zderecho para altos valores de Z. Ya que Z es llevada desde 0 hasta
1 con un cambio de dina´micas desde lo ordenado hasta los cao´ticos (Fig.10),
con la densidad de sus hojas se obtiene una buena medida de su convergencia
(decrementando) (Fig.3). Si el taman˜o del sistema se incrementa entonces e´ste
converge a reglas con orden y en un radio inferior converge a las reglas comple-
jas, el restante es para las reglas cao´ticas que componen mucho del espacio de
las reglas de evolucio´n (Fig.11).
Sin embargo, existe una clase de ma´ximo caos, reglas de “cadena”, donde
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Figura 8: Una compuerta not es implementada en el 2D CA complejo, la regla
espiral. Inspirado desde las construcciones en el Juego de la Vida, aqu´ı se ilustra
una condicio´n inicial disen˜ada para producir una cadena binaria como entrada
1111110, e´sta es tranformada a trave´s de una negacio´n y produce continuamen-
te la cadena de bits 0000001. Todas estas operaciones son realizadas desde la
produccio´n de part´ıculas en glider gun, choques de gliders y sincronizacio´n. La
simulacio´n fue implementada en DDLab y disen˜ada por Genaro J. Mart´ınez (21
de abril de 2008) http://www.youtube.com/watch?v=_bC5ucq_sKc.
Zizquierdo XOR Zderecho es igual a 1. La convergencia y densidad de hojas de-
crece con el taman˜o de n (Fig.11). Cuando n se incrementa en grados ≥ 2 llega
a ser menos probable y adema´s decrece la densidad de hojas – en el l´ımite (de
un taman˜o muy grande) ambas medidas se aproximan a cero (Fig.9). Para va-
lores grandes de n y usos pra´cticos, las trayectorias esta´n compuestas de largas
cadenas de estados sin ramas (Fig.12), y esto es posible gracias a la unio´n de
dos estados tanto hacia adelante como hacia atra´s.
Supongamos que B es un estado con informacio´n y puede ser encriptado
(Fig.12) iterando hacia atra´s dada la funcio´n A = B− x con el algoritmo inver-
so de un CA, que es especialmente eficiente para las reglas de cadena. Entonces
A puede ser decodificado (Fig.13) ejecutando hacia adelante x pasos la regla
adecuada, es decir, con la llave de encriptacio´n. Acerca de la ra´ız cuadrada del
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Figura 9: Mostramos el suba´rbol para un CA de 1D (regla de cadena) con
n = 400. La ra´ız del a´rbol (el ojo) es ilustrado en 2D (20× 20). Los iteraciones
hacia atra´s se detienen hasta los 500 pasos (como en la Fig. 12). El suba´rbol
tiene 4,270 estados y la densidad tanto de las hojas como las ramificaciones es
muy bajo (cerca de 0.03) – donde la ma´xima rama es igual a 2.
espacio de reglas binarias, e´sta es compuesta de reglas de cadena, que pueden ser
contruidas aleatoriamente para demostrar un gran nu´mero de llaves de encrip-
tacio´n. La Fig.13 ilustra la informacio´n transformada, el estado inicial contiene
la informacio´n sin transformar mientras que los dema´s estados, antes y despue´s
son cao´ticos. Esto hace que el sistema salga y entre en caos, limitado u´nicamente
por la “velocidad de la luz” de un 1D CA. Los me´todos [20] esta´n implementados
en DDLab.
4. Memoria y aprendizaje
El campo de conjuntos de atraccio´n (Fig.15) revela que el contendio de la
memoria de contenido direccionable esta´ presente en las redes dina´micas discre-
tas y adema´s muestra su composicio´n exacta, donde la ra´ız de cada suba´rbol
(tambie´n de cada atractor) clasifica todos los estados que fluyen dentro de e´l y
si el estado ra´ız es un disparador a algu´n otro sistema, todos los estados en el
suba´rbol podr´ıan, en principio, ser reconocidos como corresponde a una entidad
conceptual particular. Esta nocio´n de memoria alejada del equilibrio [13, 14], es
una extensio´n del trabajo de Hopfield [1] y otros conceptos cla´sicos de memoria
en redes neuronales artificiales, que depende exclusivamente de los atractores.
Viendo la dina´mica desde dentro de un atractor, e´sta se encuentra precisa-
mente de forma descendente y abre toda una jerarqu´ıa de subcategor´ıas. Apren-
diendo en este contexto, es un proceso de adaptacio´n de las reglas y las cone-
xiones en la red, para modificar subcategor´ıas en el comportamiento requerido
– modificando la fina estructura de suba´rboles y conjuntos de atraccio´n.
Los CA cla´sicos no son sistemas ideales para implementar estos delicados
cambios, porque se encuentran limitados a una regla universal y vecindad lo-
cal, un requisito para el surgimiento de estructuras emergentes, y que limita
seriamente su flexibilidad para establecer categor´ıas. Por otra parte, la dina´mi-
ca en CA tiene simetr´ıas y jerarqu´ıas producto de sus condiciones a la frontera
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Figura 10: Una vista general del espacio de reglas (despue´s de Langton[2], ya que
Langton desconoc´ıa la existencia de las reglas de cadena). Ajustada al para´metro
Z, de 0 a 1 cambia la dina´mica desde la convergencia ma´xima hasta la mı´nima,
desde orden hasta caos, atravesando la fase de transicio´n donde se ubica la
complejidad. Las reglas de cadenas, a la derecha, ilustran la regio´n con ma´ximo
caos y muestran la mı´nima convergencia, decrementando con el taman˜o del
sistema y haciendo ellos ideales para la encriptacio´n dina´mica.
[11]. Sin embargo, los CA tienen un grado de estabilidad en su comportamiento
cuando se mutan algunos bits en su regla – donde algunos bits son ma´s sensibles
que otros. La regla puede ser observada como el genotipo y su comportamiento
(patrones espacio tiempo o conjuntos de atraccio´n) como el fenotipo [11]. La
Fig.14 ilustra la mutacio´n de algunos CA campos de atraccio´n.
Con las RBN y DDN existe ma´s libertad para modificar sus reglas y conexio-
nes que con los CA. Los algoritmos para el aprendizaje y la perdida de apren-
dizaje fueron inventados e implementados en DDLab [13, 14, 15]. Los me´todos
designan ancestros a un estado objetivo para corregir una unio´n mal hecha
entre el objetivo y el estado actual, cambiando bits en la reglas o cambiando
conexiones. En los sitios afectados la generalizacio´n es evidente y los a´rboles de
transiciones algunas veces son transplantados con la reasignacio´n de ancestros.
4.1. Modelando redes neuronales
Ahora podemos establecer algunas conjeturas y especulaciones ¿Cua´les son
las implicaciones de la memoria en el cerebro de los animales? La primera con-
jetura, quiza´s no tan contraversial, es que el cerebro es un sistema dina´mico (no
una computadora o una ma´quina de Turing), compuesto de la interaccio´n de
subredes. Segunda, el co´digo neuronal es basado en patrones distribuidos y ac-
tivados en subredes neuronales (no es la frecuencia de disparo de una neurona),
donde cada disparo es sincronizado por muchos mecanismos posibles: fijacio´n de
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Figura 11: La densidad de las hojas (configuraciones Jard´ın del Ede´n) esta´n
graficadas con respecto al taman˜o de n, para cuatro reglas t´ıpicas de CA, ilus-
trando la convergencia que es predicha por el para´metro Z. U´nicamente, las
reglas de cadena fuertemente cao´ticas muestran un decremento. Las medidas
son realizadas desde los campos de conjuntos de atraccio´n y consecuentemente
para el espacio de evoluciones completo, para´metros k = 5, n = 10 hasta n = 20.
la fase, inter neuronas, uniones gap, nanotubos de la membrana, interacciones
efa´ticas.
El comportamiento aprendido y la memoria trabajan por patrones de acti-
vacio´n en subredes, siguido automa´ticamente con las subredes de los conjuntos
de atraccio´n. El reconocimiento es fa´cil porque el estado inicial es conocido. El
hecho de recordar es lo realmente complicado, porque una asociacio´n debe ser
evocada para iniciar el flujo en el suba´rbol correcto.
En un nivel muy ba´sico nos podemos preguntar. ¿Co´mo podr´ıamos hacer de
un modelo DDN un remedio semiauto´nomo de neuronas en el cerebro cuya acti-
vidad es sincronizada? Esto ser´ıa un modelo basado en conexio´n de redes, donde
un subconjunto de neuronas conectadas se conectar´ıa entonces a una neurona
dada. Entonces la regla lo´gica en una red elemental, que podr´ıa ser reempla-
zada por un circuito (como a´rbol) combinatorial equivalente, modela la lo´gica
ejecutada por el micro circuito sina´ptico de un a´rbol de nueronas dendr´ıticas,
determinando si o no deber´ıa de disparar en el siguiente tiempo. Esto es ma´s
complejo que el umbral de la funcio´n en redes neuronales artificiales. El apren-
dizaje evoluciona cambios en el a´rbol dendr´ıtico, o ma´s radicamente, los axones
pueden alcanzar a conectar (o desconectar) neuronas fuera del subconjunto ac-
tual.
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Figura 12: Mostramos un suba´rbol de un CA en 1D con k = 7 encriptando
desde la ra´ız a un “alien”, aqui se muestra la construccio´n del patro´n en 1D a
2D (n = 1600, 40× 40) y que puede ser representado adema´s en ASCII o algu´n
otro formato de informacio´n. Las iteraciones hacia atra´s se detienen hasta los
19 pasos.
4.2. Modelando redes regulatorias gene´ticas
Los diversos tipos de ce´lulas en organismos multicelulares, como los mu´scu-
los, cerebro, piel, h´ıgado y dema´s (cerca de 210 organismos dentro de los huma-
nos), tienen el mismo ADN y el mismo conjunto de genes. Los diferentes tipos
se derivan desde diferentes patrones dada las expresiones de los genes. Por lo
que surge la pregunta ¿Co´mo hacer que los patrones conserven su identidad?
¿Co´mo hacer que la ce´lula recuerde que´ es lo que conten´ıa?
Es bien conocido en biolog´ıa, que existe una red regulatoria gene´tica donde
los genes regulan cualquier otra actividad con prote´ınas regulatorias [9]. Un
tipo de ce´lula depende de su subconjunto particular de genes activos, donde cada
patro´n derivado de la expresio´n del gen necesita ser estable y adema´s adaptable.
Algunos bio´logos celulares que no se encuentran familiarizados con los sistemas
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Figura 13: Para descifrarlo, empezamos desde el estado en que se quedo´ encrip-
tado en la Fig. 12 y ejecutamos la misma regla hacia adelante 19 pasos. Esta
figura ilustra las −3 hasta +6 iteraciones del espacio celular, donde podemos
ver como la cara del “alien” se pierde antes y despue´s del tiempo 0.
complejos, encuentran las ideas de Kauffman contraversiales [4, 5], donde una
red regulatoria gene´tica es un sistema dina´mico donde los tipos de ce´lulas son
atractores, y que adema´s e´l modelo´ con RBN. Aunque esta aproximacio´n tiene
un tremendo poder explicativo y dif´ıcil de verlo como una alternativa plausible
[16].
Un gen es regulado por prote´ınas desde otros genes, que adema´s debe incluir
al mismo gen. En un nivel molecular, una combinacio´n de prote´ınas regulato-
rias vincula a una secuencia promotora, que cambia el estado del gen en on
(encendido) y off (apagado). En un nivel macro, e´ste determina el radio en
que el gen transcribe ARN para producir su prote´ına espec´ıfica, que puede ser
medida a trave´s de un ana´lisis de micro arreglos.
En el modelo de Kauffman basado en RBN, un estado del gen esta´ encen-
dido o apagado y sus conexiones son los conjuntos de genes que conservan
sus prote´ınas regulatorias. Su regla (funcio´n booleana) representa como las pro-
te´ınas se combinan en el sitio de enlace para determinar el estado del gen.
Kauffman trabajo´ su modelo desde numerosos estados iniciales para identificar
los principales atractores – la longitud de la trayectoria y el volumen del conjun-
to pueden ser determinados estad´ısticamente, un me´todo adema´s implementado
en DDLab y u´til para largos sistemas ordenados.2 Los resultados demostraron
que el nu´mero de entradas, k, fueron una clave variable para el nu´mero de atrac-
tores [5]. Esta aproximacio´n enfatiza el balance de las dina´micas orden/caos, que
dependen de k o alternativamente canalizando entradas, en una diagonal para
2Los atractores cao´ticos son dif´ıciles de encontrar con este me´todo porque las trayectorias
y los atractores llegan a ser muy largos para ser identificados.
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Figura 14: Mutaciones de conjuntos de atraccio´n para v = 2, k = 3, ECA
regla 60 (n = 8). En la partre superior izquierda se ilustra la regla original,
donde todos los estados caen en un conjunto regular base. Entonces la regla
es transformada, primero, por su regla equivalente k = 5 (f00ff00f en notacio´n
hexadecimal), con 32 bits en su tabla. Todas las 32 mutaciones son calculadas.
Si la regla es el genotipo entonces el conjunto de atraccio´n puede ser visto como
el fenotipo.
valores mayores que k inducen orden [3]. Las medidas para orden/caos inclu-
yen: la gra´fica de Derrida, extensio´n de dan˜os, genes congelados y distribucio´n
de atractores. La localidad de conexiones aleatorias reduciendo la extensio´n de
conexiones cuando la red es presentada en un arreglo regular, adema´s induce
orden [15]. El nuevo me´todo procesa conjuntos de atraccio´n de RBN con todos
los detalles [13], otorgando ma´s profundidad al modelo [9, 3].
En un tipo de ce´lula, el patro´n derivado de la expresio´n del gen, pueden ser
vistos como patrones (patrones en el espacio y tiempo), un gen en particular
puede pasar por algunos largos intervalos de su tiempo apagado (congelado)
o repentinamente alterado. Pero si varios genes esta´n cambiando ra´pidamente
(dina´mica cao´tica) entonces la ce´lula debera´ estar inestable. Inversamente, si
varios genes esta´n congelados entonces la ce´lula debera´ estar demasiado esta-
ble para su comportamiento adaptativo. Las ce´lulas necesitan constantemente
adaptarse a sus patrones de expresio´n de genes, como una respuesta a factores
de crecimiento/diferenciacio´n, inter celulares y otras sen˜ales luego reviertan a su
dina´mica usual. Un tipo de ce´lula es probablemente un conjunto de patro´n de
expresio´n de gen, estrechamente v´ınculado y no solo en los atractores, sino que
cambia en su entorno con el conjunto de atraccio´n, permitiendo de esta manera
una medida esencial de flexibilidad en su comportamiento. Aunque tambie´n,
demasiada flexibilidad debe permitir una perturbacio´n para mover la dina´mica
a un conjunto de atraccio´n diferente, desde una ce´lula del hueso hasta una ce´lula
de la grasa o en alguna ce´lula extran˜a – una ce´lula cancerosa.
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(a)
(b)
Figura 15: En (a) se ilustra el campo del conjunto de atraccio´n de una red
booleana aleatoria (RBN), k = 3, n = 13. Los 213 = 8, 192 estados esta´n
organizados en 15 conjuntos con periodos de atraccio´n que van de 1 a 7 y con
un volumen entre 68 y 2,724. En (b) se presenta en detalle un conjunto de
atraccio´n, como configuraciones de bits (flecha de arriba indicada en (a)) con
604 estados de los cuales 523 son hojas y el atractor es de periodo igual a 7. La
direccio´n del tiempo es hacia dentro del atractor y con orientacio´n al sentido de
las manecillas del reloj.
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El modelo indica que la evolucio´n a alcanzado a un delicado balance entre
orden y caos – aunque con inclinacio´n hacia una convergencia creciente y orde-
nada [3]. La estabilidad de los atractores a perturbaciones pueden ser analizadas
por la gra´fica de salto (jump-graph) (Fig.16), que permite ilustrar la probabili-
dad de saltar entre conjuntos de bits perdidos (bit-flips) a los estados atractores
[18]. Estos me´todos esta´n implementados in DDLab y generalizados para los
DDN, donde los valores de v pueden ser mayores que 2 (binario) y un gen puede
ser fracionado como un simple estado on/off.
Figura 16: La gra´fica de salto (jump-graph) (de la RBN de la Fig. 15) muestra la
probabilidad de cambiar entre conjuntos de atraccio´n, cambiando una ce´lula en
el estado desde 0 a 1 o de 1 a 0. Los nodos representan los conjuntos que esta´n
representados a escala de acuerdo al nu´mero de estados en el conjunto (volumen
del conjunto). Las aristas esta´n a escala de acuerdo a dos conjuntos: el volumen
y la probabilidad de salto. De esta manera, las flechas indican la direccio´n del
salto y las flechas cortas representan una auto conexio´n (self-jumps); los saltos
que regresan al conjunto padre indican el grado de estabilidad, es decir, donde
existe ma´s estabilidad por casualidad. El conjunto de atraccio´n relevante es
dibujado dentro de cada nodo.
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Un cambio reciente en el modelo del problema inverso, es la inferencia de
una arquitectura basada en redes desde la informacio´n de patrones en el espacio
de evoluciones. Esto es aplicado a la inferencia de redes regulatorias gene´ticas
reales, desde la dina´mica observada en la expresio´n de genes [3].
5. Conclusiones
El art´ıculo presenta una revisio´n acerca de una variedad de redes dina´micas
discretas, donde el conocimiento desde sus conjuntos de atraccio´n nos ofrece un
novedoso entendimiento y algunas aplicaciones: en la dina´mica de part´ıculas de
CA complejo y en la auto organizacio´n; en CA ma´s cao´tico (reglas de cadena)
donde la informacio´n puede encontrarse oculta y recuperada desde un umbral
de caos; y en el caso de las redes booleanas aleatorias y redes multi-valor alea-
torias, que son aplicadas a modelos de redes naturales y gene´ticas en biolog´ıa.
Sin embargo, varias l´ıneas de investigacio´n permanecen abiertas (en sistemas
dina´micos discretos), debemos ver el me´rito que es pensar acerca de ellos en la
perspectiva de los conjuntos de atraccio´n.
6. Manual y software para DDLab
Los resultados obtenidos y graficados en el presente art´ıculo, as´ı como las si-
mulaciones y experimentos descritos, fueron realizados con el software (de co´digo
abierto) “Discrete Dynamics Laboratory” (DDLab)[19]. La reciente versio´n de
DDLab y la reciente edicio´n del manual “Exploring Discrete Dynamics” [22] se
encuentran disponibles desde http://www.ddlab.org/.
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