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We propose and analyze a new way of using pi stacking to design molecular junctions that either enhance
or suppress a phononic heat current, but at the same time remain conductors for an electric current. Such
functionality is highly desirable in thermoelectric energy converters, as well as in other electronic components
where heat dissipation should be minimized or maximized. We suggest a molecular design consisting of
two masses coupled to each other with one mass coupled to each lead. By having a small coupling (spring
constant) between the masses, it is possible to either reduce, or perhaps more surprisingly enhance the phonon
conductance. We investigate a simple model system to identify optimal parameter regimes and then use first
principle calculations to extract model parameters for a number of specific molecular realizations, confirming
that our proposal can indeed be realized using standard molecular building blocks.
With decreasing device dimensions, managing heat
flow in electronic circuits is becoming increasingly impor-
tant, and recent research has proposed making thermal
equivalents of functional electronic components, such as
thermal transistors, diodes, and rectifiers.1,2 One appli-
cation where controlling heat flow is essential is in ther-
moelectric devices,2,3 in which a temperature gradient is
used to generate an electric current or voltage (power
conversion), or, conversely, an electric current is used to
generate a temperature gradient (refrigeration).
A good thermoelectric material must have a large See-
beck coefficient, but also a reasonably good electric con-
ductance combined with a poor heat conductance.4 In
general, both electrons and phonons contribute to the
heat conductance. In bulk materials the conductance
and the electron contribution to the heat conductance
are related by Wiedemann-Franz law,4 limiting the ther-
moelectric performance. Therefore, efforts have mainly
focused on reducing the phonon contribution to the heat
conductance, while trying to maintain electric conductiv-
ity. One way of phrasing it is to say that a good ther-
moelectric material should be an electron crystal, but a
phonon glass.5 Many recent theoretical works have in-
vestigated phonon transport in nanostructures6–10 and
experimental studies have shown reduced phonon con-
ductance compared to bulk materials.11–13
It has also been shown that the electronic proper-
ties can be much more suited for thermoelectrics in
nanoscale systems,14–16 where the Wiedemann-Franz law
breaks down due to quantum confinement effects and
strong electron-electron interactions.17–19 A promising
candidate is molecular junctions,20 where sharp reso-
nances originating from molecular orbitals21,22 or inter-
ference effects23,24 could result in a large thermoelectric
effect.25 It has also been argued that molecular junc-
tions should have a very small phonon contribution to
the heat conductance because, in small molecules, the
quantized molecular vibrational modes have frequencies
above the Debye frequency of the electrodes, preventing
phonon transport from the hot to the cold electrode via
the molecule. However, this argument does not take into
account the vibrational modes that are associated with
center of mass motion of the entire molecule.26 Since the
mass of the entire molecule is very large compared with
that of individual atoms, these modes have a low fre-
quency, well inside the band of acoustic phonons in the
electrodes, and might be detrimental for the thermoelec-
tric performance.
In this work, we propose a solution to this problem
by suggesting a simple mechanism to reduce the phonon
conductance arising from the center of mass motion of
a molecule in a transport junction. The idea is to have
a molecular system that is divided into two sub units,
where each sub unit binds strongly to one electrode, but
where the two sub units are only weakly coupled to each
other. In chemical terms, we break the bond between two
parts of the molecule and consider two molecules that can
only couple through-space. We show that the phonon
conductance can be significantly reduced compared with
the case of a single molecular unit in the junction. How-
ever, we also show that there is a regime where the heat
current is enhanced due to the larger number of center-
of-mass modes. We suggest and, using density functional
theory (DFT), investigate concrete realizations of this
proposal where the sub units are made by pi-stacked aro-
matic rings, connected via pi-pi electronic coupling, which
provides a rather soft mechanical bridge while maintain-
ing high electronic conductivity. pi-pi stacking is effi-
ciently used by nature to achieve directed long-range elec-
tron transport, such as in DNA base pairs27,28 and amino
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Fig. 1. (a) Effective description of the center of mass vibrational degrees of freedom in the system: Two masses M1 and M2,
which have coordinates (x1, y1, x1) and (x2, y2, z2), are coupled to each other by a spring Ki and to the leads by springs KiL
and KiR. The substrate is modeled as an elastic continuum described by the displacement vector u(r, t). TL and TR denote
the temperature of the left and the right lead, respectively. (b) Sketch of a specific realization of the junction in (a) consisting
of two pi-stacked 2-phenylethyne-1-thiol molecules coupled to gold electrodes. (c)-(f) Phonon conductance, κyp, as a function
of Ky, the middle spring constant in the y direction. In (c) and (e) the couplings to the leads are KyL = KyR = K0 and in
(d) and (f) the masses are M1 = M2 = 10M0 (K0, M0, and κ0 are defined in the main text). (e) and (f) Zoom of the small
Ky region of the phonon conductance in (c) and (d), respectively. The dotted black lines denote the asymptotic values for κ
y
p
when Ky → ∞. Thus, dividing the molecule into two sub units can be said to reduce/enhance the phonon heat conductance
compared to the single-mass case for values of Ky such that κ
y
p lies below/above this asymptotic value.
acid residues. Break-junction experiments have found
that the intermolecular pi-pi stacking interaction can lead
to molecular junctions with significant conductance.29–31
Thus, pi-stacked systems could act as electric conduc-
tors, while the phonon conductance is tuned in order to
meet the device requirements. We note that several re-
cent experiments have investigated phonon transport in
molecular monolayers.32–35
To model the systems we have in mind, we consider
two masses M1 and M2 coupled by the spring K to each
other and by springs KL, KR to the leads as shown in
Fig. 1a. Figure 1b shows an example of a specific re-
alization of the junction in Fig. 1a with two pi-stacked
2-phenylethyne-1-thiol molecules coupled to gold elec-
trodes. When the spring constant between the masses
is weak, the phonon conductance is reduced compared
with the situation with the single mass M = M1 + M2
in the junction. We describe the vibrational degrees of
freedom in a molecule and the coupling to the leads us-
ing the harmonic approximation and it is assumed that
the molecule couples to a particular lead only at a single
point (xα, yα, zα), with α = L,R. In such a model, we
need to specify the spring constants Ki, KiL, KiR in all
three directions i = x, y, z. The leads are modeled as
a continuum governed by the equations of motion for an
elastic medium36–38 described by the displacement vector
u(r, t). The elastic description is reasonable because we
are interested in the low energy behavior of the system,
when phonons in the leads are long wavelength (acoustic)
and have linear dispersion, and because the vibrational
modes of the molecule contributing to the phonon con-
ductance through the junction at room temperature have
frequencies < ωD, the Debye frequency of the leads.
When there is a temperature difference ∆T = TL −
TR between the leads, a heat current flows through the
device. If the system has reached a steady state, the
phonon conductance can be obtained from a Landauer-
Bu¨ttiker type expression39
κp =
~
∆T
∫ +∞
0
dω
2pi
ωTp(ω)(nL − nR) (1)
∆T→0
= ~
∫ +∞
0
dω
2pi
ωTp(ω)∂n(ω, T )
∂T
, (2)
where nα = 1/{exp[βα~ω] − 1} is the Bose-Einstein
distribution with βα = 1/(kBTα) denoting the in-
verse temperature. The phonon transmission function
Tp(ω) is given by a Caroli type formula40 Tp(ω) =
Tr[ΓL(ω)D
R(ω)ΓR(ω)D
A(ω)], where DR/A is the re-
tarded/advanced Green’s function of the molecule and
ΓL/R describes the coupling to the leads. In the Sup-
plemental Material (SM)41 we derive an exact analytical
expression for the transmission. We focus on operation
of the device at room temperature, T = 300 K. For
the molecules examined in this paper, the typical ener-
gies of the center of mass vibrational modes are smaller
than kBT at room temperature, so the phonon conduc-
tance corresponding to these modes saturates and be-
3comes temperature independent, i.e., κp(T = 300K) ≈
κp(T → +∞) = kB/2pi
∫ +∞
0
dωTp(ω).
In our calculations, we use elastic parameters for gold,
which has mass density ρ = 19.3 kg/cm3, Young modu-
lus EY = 77.5 GPa, and Poisson ratio σ = 0.42.
42 For
frequency cut-off, we use the bulk Debye temperature
TD = 170 K, which corresponds to ωD ≈ 22.2 THz.43
We normalize the spring constant, mass, and heat con-
ductance, respectively, by: K0 = 1/A⊥ωD ≈ 12.7 N/m,
M0 = 1/(A⊥ω3D) ≈ 15.3mH, κ0 = kBωD/(2pi) ≈
49 pW/K, where mH is the mass of the hydrogen atom
and A⊥ = 1.445/(4piρc3t ) with ct =
√
EY/ρ(1 + σ) de-
noting the velocity of the transverse wave.
Figures 1c,d show the y-component, κyp, of the phonon
conductance as a function of the middle spring constant
Ky in the y direction. Figure 1c depicts this dependence
for different mass asymmetries with fixed total mass M =
M1+M2 and symmetric coupling to the leadsKiL = KiR.
In the case of rather symmetric masses M1 ≈ M2 the
conductance overshoots the value of conductance when
there is a single mass in the junction. The reason for the
overshooting is that in the case of two masses the number
of modes doubles compared to the case of a single mass.
Depending on the actual values of the parameters these
modes can have a large transmission. The situation when
the masses are symmetric M1 = M2, but the coupling to
the leads is changed, is shown in Fig. 1d (the sum of
the couplings to the left KyL and the right KyR leads is
kept constant). Clearly, an asymmetric coupling reduces
the phonon conductance. We note that in the considered
model the transmission separates for different directions
Tp = T xp + T yp + T zp and that for the z and x directions
the dependence is analogous. The dotted black lines in
Fig. 1c–f show the asymptotic values for κyp when Ky →
∞, which corresponds to having a molecule with a single
mass M = M1 +M2 in the junction. Our aim is to divide
molecules into two sub units in such a way that κip is very
different from this asymptotic value. A reduction of the
phonon conductance is always possible if Ki  KiL,KiR
(Fig. 1e,f zooms in on the low Ky region of decreased κ
y
p).
Having established exactly how molecules can be di-
vided into sub units to perturb κp, we now turn to the
problem of finding molecular structures where these con-
ditions are realized. The particular route we follow here
is to use pi-stacked aromatic rings to provide a soft me-
chanical connection that is not based on a chemical bond,
while maintaining high electrical conductivity with pi-pi
coupling. The different molecular sub units we use for
pi-stacking are shown in Fig. 2a.
We examine the following four stackings: M1M1,
M1M2, M2M2, and M3M4. The spring constants are
calculated from GPAW44 (a grid-based real-space DFT
code). The geometries of the isolated molecules are opti-
mized using the finite difference model with the PBE ex-
change functional and the stacked structures are formed
by combining two of these molecules. The molecules that
couple to the lead are chemisorbed on a hollow site of
the (111) surface of the gold electrodes with the terminal
-stacking
(a)
(b)
Fig. 2. (a) The molecules considered. (b) κip as a function of
Ki in different directions i = x, y, z for the considered stack-
ings. Solid circles denote the conductance, κitwo, calculated
with the middle spring constants obtained from DFT.
hydrogen atoms removed. The potential energy curves
are calculated as a function of translation along the x,
y and z axes of the molecules with van der Waals cor-
rection (TS09)45 and the spring constants are obtained
from the second derivative of the potential energy func-
tion. More details on the DFT calculations is given in
the SM.41 Figure 2b shows κip as a function of the middle
spring constants Ki for the considered stackings, where
solid circles denote the conductance, κtwo, calculated
with the middle spring constants obtained from DFT.
For comparison we define κione as the phonon conduc-
tance with a single mass M = M1 +M2 in the junction,
i.e., κione = limKi→∞κ
i
p. We see that for the stacking
combinations M1M1 (κtwo/κone = 0.687) and M1M2
(κtwo/κone = 0.655), because of the small middle spring
constant, the conductance is significantly reduced in the
x and y directions compared with the case of a single
mass in the junction. Also, in the y direction the cou-
pling to the leads is the largest. In all cases in the
z direction and in all directions for stackings M2M2
(κtwo/κone = 1.593), M3M4 (κtwo/κone = 1.519) the
conductance is larger than in the single mass case.
These results can be understood by considering the
chemical structure of the molecules. pi-pi stacking results
in appreciable mechanical coupling in the z direction,
holding the system together. However, for any pair of
carbon atoms there is relatively weak interaction in the
x and y directions. The larger coupling pushes the z
transport above the asymptotic limit in all these cases.
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Fig. 3. (a) ZT as a function of µ at T = 300 K for the stack-
ing M1M2, which had the largest reduction in phonon con-
ductance, with electronic transmission Te(E) obtained from
DFT. The solid black curve shows ZT when the system has a
weak link in the middle (two masses model) and dashed blue
curves show ZT when the center of mass vibrational degrees
of freedom are described by single mass in the junction. (b)
ZTm as a function of Γ when the spinful resonant level elec-
tronic transmission Te(E) is used. The red dashed-dotted line
shows the behavior of ZTm when there is no phonon conduc-
tance, κp = 0.
For the stackings M1M1 and M1M2 the coupling in
the x and y directions is relatively low and the overall
phonon conductance remains well below the one molecule
limit. Note that the largest reduction is for stacking
M1M2, which has asymmetric masses. Extending the
pi-system, in the case of M2M2, or adding hydrogen
bonds across the stack, in the case of M3M4, results
in increased coupling in the x and y directions, allowing
the system as a whole to exhibit increased conductance.
Thus, for some, but not all, stacking combinations the
suggested mechanism reduces the phonon conductance.
To describe the thermoelectric efficiency of pi-stacked
molecules in the junction, we calculate the dimensionless
figure of merit ZT , which is given by4 ZT = S2σeT/(κe+
κp), where S is the Seebeck coefficient, σe is the electronic
conductance, and κe is the electron contribution to the
thermal conductance. We neglect inelastic scattering in
our calculations and can therefore express the quantities
S, σe, and κe through the electron transmission Te(E) us-
ing Landauer-type expressions as described in Ref. [46].
The resulting ZT at T = 300 K for the stackingM1M2,
which had the largest reduction in phonon conductance,
is depicted in Fig. 3a. We see a slight increase in ZT
at some values of µ, but the overall effect is rather small
even though the phonon conductance is reduced. This
clearly indicates that the main contribution to the ther-
mal transport comes from electrons (see SM for the same
calculations on the other three systems).41 We also see
that the values of ZT for the examined molecules are
not large, which is, however, mainly due to the electronic
properties. From this study, we have a clear idea of how
we can tune the phonon contribution to the thermal con-
ductance. However, it remains an interesting challenge
for future studies to find pi-stacked molecular compounds
with electronic properties which are more favorable for
thermoelectric devices.
One possibility of increasing ZT is to reduce the elec-
tronic coupling to the leads, which can be done with-
out significantly altering the mechanical coupling by,
for example, changing the binding group from a thiol
(chemisorbed) to some physisorbed system. It has been
shown21,47–49 that in the limit of a small electronic cou-
pling, ZT becomes infinite if the molecular resonances
can be correctly positioned relative to the lead Fermi
level and if κp is neglected. Therefore, the efficiency is
limited only by the phonon heat current and our mecha-
nism can lead to a significant improvement. To illustrate
this, we show in Fig. 3b the maximal ZT value as a func-
tion of the coupling strength, ZTm(Γ) = maxεd [ZT (Γ)],
when the electron transmission has the form of a spinful
resonant level, i.e. Te(E) = Γ2/[(E − εd)2 + Γ2], where
εd is the position of the level and Γ denotes the coupling
strength to the leads. We note that including Coulomb
interactions in the calculations would have a rather small
effect on the result, as long as the associated energy scale
is much smaller or larger than kBT and Γ.
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In conclusion, we have proposed a simple mechanism
to control the heat transport which occurs due to center
of mass modes in molecular junctions. The idea is based
on vibrationally decoupling the left lead from the right
lead. As an example we examined pi-stacked molecules,
showing that the proposed mechanism can indeed signifi-
cantly reduce the phonon conductance, but also increase
it depending on the specific molecules and stackings used.
For the molecules investigated here, we found a maximal
decrease by 35% and a maximal increase by 59%, but
the basic mechanism is general and it is an interesting
challenge for future first principle calculations and ex-
periments to search for molecular compounds where the
phonon heat conductance is reduced or increased even
further, preferably in combination with electronic prop-
erties which are favorable for applications in, for example,
thermoelectric devices.
While we have focused our attention on the thermo-
electric response of these systems, one can envisage sit-
uations where maximising the phononic heat current is
also desirable, for example to maintain thermal equilib-
rium across a device, allow heat to dissipate more effi-
ciently, etc. In these instances, using pi-stacked systems
to increase the heat current could be very useful. The in-
creased heat current we observe is trivial to understand
when we consider that we are increasing the number of
center-of-mass modes; however, these systems present an
interesting challenge to our intuition for heat transport.
We have the clear, but somewhat paradoxical, result that
we should break chemical bonds within a molecule in or-
der to maximise the phononic heat transport in a molec-
ular junction.
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1Supplemental Material
Designing pi-stacked molecular structures to control heat transport
through molecular junctions
I. MODEL
The system under consideration is a junction consisting of two leads described by vibrational modes of continuum
and a molecule (middle region) described by harmonic oscillators. The Hamiltonian for the vibrational degrees of the
system is
H = H0 + V, (S1a)
H0 =
∑
i,m
p2im
2Mm
+HL +HR, i = x, y, z, m = 1, 2, (S1b)
Hα =
∑
ν
~ωανa†ανaαν , α = L,R, (S1c)
V =
1
4
∑
ii′mm′
Kim,i′m′(rim − ri′m′)2 + 1
2
∑
ii′mαr
Kim,i′α(r)[rim − ui′α(r)]2, (S1d)
where rm = (xm, ym, zm) are the coordinates of the mass Mm; pm is the corresponding momentum; ui′α(r) ≡ ui′α(r, 0)
is the displacement vector in the lead α at time t = 0; Kim,i′m′ are the spring constants between masses and Kim,i′α(r)
are the couplings to the leads. The operator a†αν creates an excitation in the vibrational mode ν in the lead α with
energy ~ωαν , and it satisfies the canonical commutation relation [aαν , a
†
α′ν′ ] = δαα′δνν′ . The description of elastic
continuum modes and quantization of displacement vector uα(r, t) is given in Section II. For the system depicted in
Fig. 1a we have the following non-zero couplings
Ki1,i2 = Ki2,i1 ≡ Ki, Ki1,iL(r) ≡ KiLδ(r− rL), Ki2,iR(r) ≡ KiRδ(r− rR), (S2)
where rα ≡ (xα, yα, zα) denotes points of attachment of the molecules to the leads.
We transform the coordinates into mass weighted coordinates, i.e.,
rn → rn√
Mn
, pn → pn
√
Mn,
uβ → uβ√
Mβ
, piβ → piβ
√
Mβ ,
(S3)
where we have introduced the following shorthand notation n ≡ i,m, β ≡ i′, α, r for the labels and Mβ denotes the
mass of the lead atoms. Then the Hamiltonian (S1d) is rewritten in mass weighted coordinates as
V =
1
2
∑
nn′
Vnn′rnrn′ +
1
2
∑
β
Vβu
2
β +
∑
nβ
Vnβrnuβ , (S4)
Vnn =
1
Mn
(∑
n′
Knn′ +
∑
β
Knβ
)
, Vnn′ = − Knn
′√
MnMn′
, n 6= n′,
Vβ =
1
Mβ
∑
n′
Kn′β , Vnβ = − Knβ√
MnMβ
,
(S5)
which is more convenient for the calculation of the current described in Section III.
2II. EIGENMODES OF THE LEADS
In this section we describe the eigenmodes of the leads, when there is no coupling to the molecule, where we closely
follow Ezawa.S1,S2 The equation of motion for an elastic medium is given byS3
ρ
∂2ui
∂t2
=
∂σij
∂xj
, (S6)
where ρ is the mass density of the medium, ui = ui(r, t) is a displacement vector component in the i direction,
xj ∈ {x, y, z} denotes Cartesian coordinate, and σij is a stress tensor given by
σij
ρ
= (c2l − 2c2t )
∂uk
∂xk
δij + c
2
t
(
∂ui
∂xj
+
∂uj
∂xi
)
(S7)
for an isotropic medium. Here cl is the velocity of the longitudinal wave and ct is the velocity of the transverse wave.
Note that the Einstein summation convention over all repeated indices is implied. Equation (S6) with stress tensor
(S7) can be conveniently rewritten as
∂2u
∂t2
= c2t∇2u+ (c2l − c2t )∇(∇ · u), (S8)
where u = (ux, uy, uz). Using Helmholtz decomposition we can represent the vector u as a sum of two components
u = ul + ut, which satisfy the conditions ∇ × ul = 0, ∇ · ut = 0, i.e., ul is an irrotational vector field and ut is a
solenoidal vector field, and satisfy the wave equation
(
∂2
∂t2 − c2l/t∇2
)
ul/t = 0. The displacement vector also can be
written in terms of the scalar potential φ and the vector potential ψ, i.e., ul = ∇φ, ut = ∇×ψ, with ∇ ·ψ = 0. The
potentials also satisfy the wave equations(
∂2
∂t2
− c2t∇2
)
φ = 0, (S9a)(
∂2
∂t2
− c2l∇2
)
ψ = 0, with ∇ ·ψ = 0. (S9b)
We want to find the eigenmodes of a half space y ≤ 0 filled with an isotropic elastic medium, which has a stress-free
surface. For every point of a stress-free surface we have to satisfy the boundary condition
σijnj = 0, (S10)
where n is the outward normal at each point of the surface. For a half space y ≤ 0 we have n = {0, 1, 0}. So we need
to solve Eq. (S8) with the boundary condition (S10). We start by choosing the following ansatz for the displacement
vector
u(r, t) =
1
2pi
f(y)ei(kzz+kxx−ωt), f = {fx, fy, fz}, [u(r, t)] = [f(z)] = L, (S11)
where [A] denotes the dimension of the quantity A, and dimensions L, T , and M stands for length, time, and mass
dimension, respectively. For definiteness we assume ω ≥ 0. Inserting (S11) into Eq. (S8) and the boundary condition
(S10) we obtain [
L0 + L1
(
−i d
dy
)
+ L2
(
−i d
dy
)2]
f(y) = ω2f(y), (S12)
[
N0 +N1
(
−i d
dy
)]
f(y) = 0, for y = 0, (S13)
3where
L0 =
 c2l k2z + c2tk2x (c2l − c2t )kzkx 0(c2l − c2t )kzkx c2l k2x + c2tk2z 0
0 0 c2t (k
2
z + k
2
x)
 , (S14a)
L1 = (c2l − c2t )
 0 0 kz0 0 kx
kz kx 0
 , (S14b)
L2 = N1 =
c2t 0 00 c2t 0
0 0 c2l
 , (S14c)
N0 =
 0 0 c2tkz0 0 c2tkx
(c2l − 2c2t )kz (c2l − 2c2t )kx 0
 . (S14d)
We anticipate that the eigenmodes, which we label as ν, will be classified using the following quantities (“quantum
numbers”)
ν = (k, ky,m), k = {kz, kx}. (S15)
where k is the wavevector in the zx plane, ky is the wavevector perpendicular to the surface, and m ∈ {H,±, 0, R}
labels the type of the mode, where there will be four types as discussed in forthcoming sections. The solutions will
be normalized in the following way:
〈u(ν′),u(ν)〉 = [χν ]
∫
dru†(ν
′)(r)u(ν)(r) = δν′ν [χν ], [〈u(ν′),u(ν)〉] = L5, (S16)
where δν′ν denotes Dirac delta function for continuous variables and Kroenecker delta for discrete variables. The
quantity [χν ] denotes a particular dimension depending on whether ν contains discrete or continuous labels. Note
that [u(r, t)] 6= [u(ν)(r)]. The normalization condition (S16) can be written more explicitly as
〈u(k′,k′y,m′),u(k,ky,m)〉 = [χm]δk′,k
∫ 0
−∞
dyf†(k,k
′
y,m
′)(y)f (k,ky,m)(y) = δk′,kδk′y,kyδm′,m[χm], (S17)
and we get
(f (k,k
′
y,m
′), f (k,ky,m)) =
∫ 0
−∞
dyf†(k,k
′
y,m
′)(y)f (k,ky,m)(y) = δk′y,kyδm′,m. (S18)
Here
u(ν)(r) = u(k,ky,m)(r) =
1
2pi
f (k,ky,m)(y)ei(kzz+kxx), k = {kz, kx}, (S19)
and 〈A,B〉 denotes inner product in the whole space, and (A,B) in the y direction. We have the following dimensions
of u(k,ky,m), f (k,ky,m), and [χm]:
[u(k,ky,m)] = [f (k,ky,m)] = 1, [χm] = L
2 for m = H,±, 0,
[u(k,kR,R)] = [f (k,kR,R)] = L−1/2, [χR] = L3, for m = R,
(S20)
where the first line is the dimensions for the modes with continuous ky and the second line for the modes with discrete
ky. For some of the derivations we will use the potentials φ and ψ. In analogy with (S11) we use the following ansatz
φ(r, t) =
1
2pi
fφ(y)e
i(kzz+kxx−ωt), (S21a)
ψ(r, t) =
1
2pi
fψ(y)e
i(kzz+kxx−ωt), (S21b)
4and we find that f is expressed in terms of fφ and fψ as
fz = ikzfφ + ikxfψy −
d
dy
fψx , (S22a)
fx = ikxfφ +
d
dy
fψz − ikzfψy , (S22b)
fy =
d
dy
fφ + ikzfψx − ikxfψz . (S22c)
Inserting the potentials into the wave equations (S9) we obtain
c2l
[
k2z + k
2
x −
d2
dy2
]
fφ = ω
2fφ, (S23a)
c2t
[
k2z + k
2
x −
d2
dy2
]
fψ = ω
2fψ, (S23b)
ikzfψz + ikxfψx +
d
dy
fψy = 0, (S23c)
and from the boundary condition (S13) we get[
K0 +K1
(
−i d
dy
)
+K2
(
−i d
dy
)2]
F = 0, for y = 0, with F = {fφ, fψx , fψy , fψz}, (S24)
where
K0 =
 0 −c2tkzkx c2tk2z 00 −c2tk2x c2tkzkx 0
(c2l − 2c2t )(k2z + k2x) 0 0 0
 , (S25a)
K1 =
2c2tkz 0 0 c2tkx2c2tkx 0 0 −c2tkz
0 −2c2tkx 2c2tkz 0
 , (S25b)
K2 =
 0 0 −c2t 00 c2t 0 0
c2l 0 0 0
 . (S25c)
We will perform calculations and will find the modes, where z and x axes are rotated such that the vector k gets
transformed into k = {kz, kx} → {κ, 0}, with κ =
√
k2z + k
2
x.
A. SH-mode, m = H
For this mode we set fz = fy = 0, and then the wave is polarized both to the direction of k = {κ, 0} and the y-axis,
i.e., we get a shear wave with horizontal polarization (SH-mode), which we label as m = H. For this polarization the
equation of motion (S12) and the boundary condition (S13) are(
c2t
d2
dy2
+ ω2 − c2tκ2
)
fx = 0,
dfx
dy
∣∣∣∣
y=0
= 0. (S26)
The solution to (S26), which is normalized according to the condition (S18) is
f
(κ,kβ ,H)
z = f
(κ,kβ ,H)
y = 0, f
(κ,kβ ,H)
x =
√
2
pi
cos(kβy), m = H, (S27)
and it has the eigenfrequency ω = ct
√
k2β + κ
2.
5B. Mixed P − SV mode, m = ±
We proceed with the calculation using the potentials φ and ψ, and the corresponding equations of motion (S23). In
the coordinate system where k = {κ, 0} we get that fφ with fψx gets decoupled from fψz with fψy , i.e., the equation
of motion (S23) and the boundary condition (S24) simplifies to
c2t
[
κ2 − d
2
dy2
]
fψz,y = ω
2fψz,y , (S28a)
iκfψz +
d
dy
fψy = 0, (S28b)
iκ
d
dy
fψy −
d2
dy2
fψz = 0, at y = 0. (S28c)
and
c2l
[
κ2 − d
2
dy2
]
fφ = ω
2fφ, (S29a)
c2t
[
κ2 − d
2
dy2
]
fψx = ω
2fψx , (S29b)
κ2fψx − 2iκ
d
dy
fφ +
d2
dy2
fψx = 0, at y = 0, (S29c)
(c2l − 2c2t )κ2fφ − 2c2t iκ
d
dy
fψx − c2l
d2
dy2
fφ = 0, at y = 0. (S29d)
The solution of Eqs. (S28) corresponds to the SH-mode when fφ = fψx = 0 → fz = fy = 0. For the mixed P − SV
mode (as well as for the modes in the next sections) we set fx = 0 → fψz = fψy = 0, and use the following ansatz
for fφ and fψx
fφ = Ae
ikαy +Be−ikαy, (S30a)
fψx = Ce
ikβy +De−ikβy, (S30b)
Inserting these solutions into Eqs. (S29a,b) we get ωα = cl
√
k2α + κ
2, ωβ = ct
√
k2β + κ
2, and the boundary condition
(S29c,d) gives
−2κkα[A−B] + (k2β − κ2)[C +D] = 0, (S31a)
(k2β − κ2)[A+B] + 2κkβ [C −D] = 0. (S31b)
After requiring that ωα = ωβ we obtain
kα =
ct
cl
√
k2β + κ
2
[
1− c
2
l
c2t
]
. (S32)
There are two independent solutions for the above system of equations (S31). We note that in this case the wave coming
from φ is called a P -wave (pressure wave) and the one from ψ a SV -wave (shear wave with vertical polarization).
Also for a mixed P − SV wave we have
k2α, k
2
β > 0, kα, kβ > 0, → kβ > κ
√
c2l
c2t
− 1. (S33)
As a first solution we pick a P -wave incident on the surface A = 1, C = 0, which from Eqs. (S31) gives
f
(κ,c,P )
φ = e
ikαy − ae−ikαy, a = (k
2
β − κ2)2 − 4κ2kαkβ
(k2β − κ2)2 + 4κ2kαkβ
, (S34a)
f
(κ,c,P )
ψx
=
√
kα
kβ
be−ikβy, b =
4κ
√
kαkβ(k
2
β − κ2)
(k2β − κ2)2 + 4κ2kαkβ
. (S34b)
6Using the relations (S22) and the normalization condition (S18) we find the corresponding displacement vector f(y)
for a P -wave
f (κ,c,P )z = i
√
kβ
2pikα(1 + k2β/κ
2)
[
eikαy − ae−ikαy +
√
kαkβ
κ2
be−ikβy
]
,
f (κ,c,P )x = 0,
f (κ,c,P )y = i
√
kβ
2pikα(1 + k2β/κ
2)
[
kα
κ
(
eikαy + ae−ikαy
)
+
√
kα
kβ
be−ikβy
]
, m = P.
(S35)
When a SV -wave is the incident wave we have A = 0, C = 1, and Eqs. (S31) yield
f
(κ,c,SV )
φ = −
√
kβ
kα
be−ikαy, (S36a)
f
(κ,c,SV )
ψx
= eikβy − ae−ikβy, (S36b)
and
f (κ,c,SV )z = i
1√
2pi(1 + k2β/κ
2)
[
−
√
kβ
kα
be−ikαy − kβ
κ
(
eikβy + ae−ikβy
)]
,
f (κ,c,SV )x = 0,
f (κ,c,SV )y = i
1√
2pi(1 + k2β/κ
2)
[√
kαkβ
κ2
be−ikαy + eikβy − ae−ikβy
]
, m = SV.
(S37)
Having the P -wave and the SV -wave we will construct a so called mixed P − SV wave in the following way
f
(κ,c,±)
φ,ψx
= ∓i
√
κ
kα
f
(κ,c,P )
φ,ψx
+
√
κ
kβ
f
(κ,c,SV )
φ,ψx
, (S38)
which gives the following normalized displacement vector f±
f (κ,c,±) =
1√
2
[
∓if (κ,c,P ) + f (κ,c,SV )
]
, (S39)
or more explicitly
f (κ,c,±)z =
1√
4pi(1 + k2β/κ
2)
[
±
√
kβ
kα
(
eikαy − ζ±e−ikαy
)− ikβ
κ
(
eikβy + ζ±e−ikβy
)]
,
f (κ,c,±)x = 0,
f (κ,c,±)y =
1√
4pi(1 + k2β/κ
2)
[
±
√
kαkβ
κ2
(
eikαy + ζ±e−ikαy
)
+ i
(
eikβy − ζ±e−ikβy
)]
, m = ±,
(S40)
where
ζ± = a± ib, |ζ±|2 = a2 + b2 = 1. (S41)
C. Mode with total reflection, m = 0
In this section we examine the modes which have
k2α < 0, k
2
β > 0 → 0 < kβ < κ
√
c2l
c2t
− 1, (S42)
7and define
kα = ikγ = i
ct
cl
√
κ2
[
c2l
c2t
− 1
]
− k2β , 0 < kγ < κ
√
1− c
2
t
c2l
. (S43)
From the solution (S30) we see that we need to set A = 0, because otherwise we would get exponentially increasing
solution as y → −∞, which is unphysical. So we start with incident SV -wave A = 0, C = 1, and from Eqs. (S31) we
find the following potentials
f
(κ,c,0)
φ = −bekγy, b =
4κkβ(k
2
β − κ2)
(k2β − κ2)2 + 4iκ2kγkβ
, (S44a)
f
(κ,c,0)
ψx
= eikβy − ae−ikβy, a = (k
2
β − κ2)2 − 4iκ2kγkβ
(k2β − κ2)2 + 4iκ2kγkβ
, (S44b)
and such a the displacement vector for a mode with total reflection
f (κ,c,0)z = −i
1√
2pi(1 + k2β/κ
2)
[
bekγy +
kβ
κ
(
eikβy + ae−ikβy
)]
,
f (κ,c,0)x = 0,
f (κ,c,0)y =
1√
2pi(1 + k2β/κ
2)
[
−kγ
κ
bekγy + i
(
eikβy − ae−ikβy)] , m = 0.
(S45)
D. Rayleigh mode, m = R
For the so-called Rayleigh mode we have
k2α < 0, k
2
β < 0, (S46)
and we define
kβ = ikη, kα = ikγ = i
ct
cl
√
κ2
[
c2l
c2t
− 1
]
+ k2η. (S47)
We need to set A = C = 0 in order not to have exponentially increasing terms in (S30), and then the set of equations
(S31) become
2iκkγB − (κ2 + k2η)D = 0, (S48a)
(κ2 + k2η)B + 2iκkηD = 0. (S48b)
In order to have non-trivial solutions the determinant of this set of equations has to be equal to zero, i.e.,
(κ2 + k2η)
2 − 4κ2kγkη = 0, (S49)
which requires the wavevector kη to be a root kR of
ξ4 + 4ξ3 + 2(3− 8ν)ξ2 − 4(3− 4ν)ξ + 1 = 0, with ξ = k
2
R
κ2
, ν =
(
ct
cl
)2
=
1− 2σ
2(1− σ) , (S50)
known as the Rayleigh condition. Note that ξ has to be in the interval ξ ∈ [0, 1].
We set the following coefficients for the Rayleigh mode A = 0, B = 1, C = 0, the following potentials
f
(κ,c,R)
φ = e
kγy, (S51a)
f
(κ,c,R)
ψx
=
2iκkγ
κ2 + k2η
ekηy, (S51b)
8and the corresponding displacement vector f(y)
f (κ,c,R)z = i
√
κ
K(σ)
[
ekγy − 2kγkη
κ2 + k2η
ekηy
]
,
f (κ,c,R)x = 0,
f (κ,c,R)y =
√
κ
K(σ)
[
kγ
κ
ekγy − 2κkγ
κ2 + k2η
ekηy
]
, m = R.
(S52)
E. Quantization of eigenmodes
To get the the displacement vector in the full half-space xyz we need to construct the eigenfunctions f
(κ,kβ ,m)
i for
an arbitrary direction of the wavevector k = {kz, kx}. This we obtain by rotating the coordinate plane z′x′, where
we have the wavevector k′ = {κ, 0}, to zx, where the wavevector becomes k = {kz, kx} with κ =
√
k2z + k
2
x. This is
achieved by making the transformation
f
(k,kβ ,m)
i (y) = Rijf
(κ,kβ ,m)
j (y), u
(k,kβ ,m)
i (r) =
1
2pi
f
(k,kβ ,m)
i (y)e
i(kzz+kxx), (S53)
where the rotation matrix Rij is
Rij =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
 , (S54)
and θ is the angle of rotation around the y axis with
kz = κ cos θ, kx = κ sin θ. (S55)
By having f
(k,kβ ,m)
i (y) we can obtain u
(k,kβ ,m)
i (y) from Eq. (S19), which satisfies the following completeness relation∑
k,m,kβ
u
(k,kβ ,m)
i (r)u
∗(k,kβ ,m)
j (r
′) = δijδ(r− r′). (S56)
Then the complete set of eigensfunctions (S56) can be used to expand the phonon field uˆ(r, t) as
uˆ(r, t) =
∑
ν
√
~
2ρων
[
u(ν)(r)e−iωνtaν + u
∗(ν)(r)eiωνta†ν
]
, with ωk,kβ = cl
√
k2β + |k|2 > 0, (S57)
in terms of the operators aν and a
†
ν , which satisfy the following commutation relation
[ak,kβ ,m, a
†
k′,k′β ,m
′ ] = δm,m′δkβ ,k′βδk,k′ . (S58)
The canonical momentum for the phonon field (S57) is
pˆi(r, t) = ρ
∂uˆ(r, t)
∂t
= −i
∑
ν
√
~ρων
2
[
u(ν)(r)e−iωνtaν − u∗(ν)(r)eiωνta†ν
]
, (S59)
and the following commutation relation is satisfied
[uˆi(r, t), pˆij(r
′, t)] = i~δijδ(r− r′). (S60)
III. HEAT CURRENT AND PHONON CONDUCTANCE
We define the heat current due to phonons as the rate of change of the energy [as described by Hamiltonian (S1a)]
in one particular lead αS4–S7:
Qα,t = −〈∂tHα(t)〉 = − i~ 〈[H,Hα] (t)〉 . (S61)
9Here A(t) = eiHtAe−iHt denotes the Heisenberg evolution of an operator. The commutator in Eq. (S61) yields
Qα,t =
1
ρα
∑
nir
Vn,iα(r) 〈piiα(r, t)rn(t)〉 = i~
ρα
∑
nir
Vn,iα(r)G
rpi,<
n,iαr,tt, (S62)
where Grpi,<nβ,tt′ = −i/~ 〈piβ(t′)rn(t)〉 is the lesser Green’s function. The same time function Grpi,<nβ,tt can be expressed in
terms of Gru,<nβ,tt′ = −i/~ 〈uβ(t′)rn(t)〉 as
Grpi,<nβ,tt = limt′→t
∂
∂t′
ρβG
ru,<
nβ,tt′ . (S63)
In the steady state the current becomes time independent and can be expressed in the following way
Qα = Qα,t=0 =
i~
ρα
∫ +∞
−∞
dω
2pi
∑
nir
Vn,iα(r)G
rpi,<
n,iαr,ω = −~
∫ +∞
−∞
dω
2pi
ω
∑
nir
Vn,iα(r)G
ru,<
n,iαr,ω, (S64)
where we have the Fourier transformation Gru,<nβ,ω =
∫ +∞
−∞ d(t − t′)eiω(t−t
′)Gru,<nβ,tt′ . We calculate the above Green’s
function entering the current using the Keldysh techniqueS8 and closely follow Wang et al. [S7].
We consider the following contour-ordered Green’s functions
Scββ′,ττ ′ = −
i
~
〈Tcuβ(τ)uβ′(τ ′)〉, (S65a)
Gur,cβn,ττ ′ = −
i
~
〈Tcuβ(τ)rn(τ ′)〉, (S65b)
Gru,cnβ,ττ ′ = −
i
~
〈Tcrn(τ)uβ(τ ′)〉, (S65c)
Dcnn′,ττ ′ = −
i
~
〈Tcrn(τ)rn′(τ ′)〉, (S65d)
which satisfy the equations
Gur,cβn′,ττ ′ =
∑
β1n2,τ1
S0,cββ1,ττ1Vβ1n2D
c
n2n′,τ1τ ′ +
∑
β1,τ1
S0,cββ1,ττ1Vβ1G
ur,c
β1n′,τ1τ ′ , (S66a)
Gru,cnβ′,ττ ′ =
∑
n1β2,τ1
Dcnn1,ττ1Vn1β2S
0,c
β2β′,τ1τ ′ +
∑
β1,τ1
Gru,cnβ1,ττ1Vβ1S
0,c
β1β′,τ1τ ′ , (S66b)
Dcnn′,ττ ′ = D
0,c
nn′,ττ ′ +
∑
n1 6=n2,τ1
D0,cnn1,ττ1Vn1n2D
c
n2n′,τ1τ ′ +
∑
n1β2,τ1
D0,cnn1,ττ1Vn1β2G
ur,c
β2n′,τ1τ ′ , (S66c)
on the Keldysh contour, where
∑
τ1
→ ∫
cK
dτ1 . . . denotes integration along the contour. The Green’s functions D
0
and S0 are calculated in Section IV and correspond to a Hamiltonian consisting of (S1b) and the terms Vnn in (S4).
Using the Larkin-Ovchinnikov representation for contour-ordered Green’s functionsS9,S10
Gc → G =
(
GR GK
0 GA
)
, (S67)
we can Fourier transform Eqs. (S66) with respect to the time difference t− t′ to give
Gurβn′,ω =
∑
β1n2
S0ββ1,ωVβ1n2Dn2n′,ω +
∑
β1
S0ββ1,ωVβ1G
ur
β1n′,ω, (S68a)
Grunβ′,ω =
∑
n1β2
Dnn1,ωVn1β2S
0
β2β′,ω +
∑
β1
Grunβ1,ωVβ1S
0
β1β′,ω, (S68b)
Dnn′,ω = D
0
nn′,ω +
∑
n1 6=n2
D0nn1,ωVn1n2Dn2n′,ω +
∑
n1β2
D0nn1,ωVn1β2G
ur
β2n′,ω. (S68c)
10
In Eq. (S67) GR/GA/GK denote respectively retarded/advanced/Keldysh Green’s functions, which for bosonic oper-
ators a and b are defined as
GRab(t, t
′) = − i
~
θ(t− t′)〈[a(t), b(t′)]〉, (S69a)
GAab(t, t
′) =
i
~
θ(t′ − t)〈[a(t), b(t′)]〉, (S69b)
GKab(t, t
′) = − i
~
〈{a(t), b(t′)}〉. (S69c)
By neglecting the subscripts in Eqs. (S66) and (S68), they can be written in a more compact form
Gur = S0V D + S0V Gur, (S70a)
Gru = DV S0 +GruV S0, (S70b)
D = D0 +D0V D +D0V Gur, (S70c)
which can be expressed as
Gur = S˜0V D, (S71a)
Gru = DV S˜0, (S71b)
D = D˜0 + D˜0V Gur, (S71c)
where we have introduced frequency shifted lead Green’s function S˜0 = [1−S0V ]−1S0 and molecule Green’s function
in the normal mode basis D˜0 = [1 − D0V ]−1D0. After inserting Eq. (S71a) into Eq. (S71c) we obtain the Dyson
equation for the molecule
D = D˜0 + D˜0ΣD, Σ = V S˜0V, (S72)
with the self-energy Σ. In the calculation we will need separately the self-energy due to the left and right leads, which
explicitly reads
Σnn′,α =
∑
i1r1i2r2
Vn,i1α(r1)S˜
0
i1αr1,i2αr2,ωVi2α,n′(r2), α = L,R, (S73)
where we have suppressed the frequency subscript for the self-energy.
Now we will express the heat current in terms of the molecule Green’s function D. Using Eq. (S71b) and the
Langreth rule Gru,K = DRV S˜0,K +DKV S˜0,A, which can be seen from the Larkin-Ovchinnikov representation (S67),
we obtain
Qα = −~
∫ +∞
−∞
dω
2pi
ω
2
Tr[DRΣKα +D
KΣAα ]. (S74)
We note that we have the relation 2Gru,<nβ,tt = G
ru,K
nβ,tt for the same time lesser Green’s function. Because the heat
current is real Qα = Q
∗
α and conserved QL = −QR Eq. (S74) can be cast into the more symmetric form
Q =
1
4
(QL +Q
∗
L −QR −Q∗R)
=
~
4
∫ +∞
0
dω
2pi
ωTr[(DR −DA)(ΣKR − ΣKL ) + iDK(ΓR − ΓL)],
(S75)
where we have introduced
Γα = i(Σ
R
α − ΣAα ), (S76)
and used the properties
[
DRω
]†
= DAω ,
[
ΣAα,ω
]†
= ΣRα,ω,
[
DKω
]†
= −DKω ,
[
ΣKα,ω
]†
= −ΣKα,ω. For a quadratic model, like
the one we consider in this paper [see Eq. (S1)], the heat current (S75) can be rewritten in terms of the transmission
Tp(ω), which is a temperature independent function, as given by a Caroli type formula
Tp(ω) = Tr[ΓL(ω)DR(ω)ΓR(ω)DA(ω)]. (S77)
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Fig. S1. Model with a single mass in the junction.
A. Single mass model
When there is a single mass M1 (see Fig. S1) in the junction we have only coupling to the leads
Ki1,iL(r) ≡ KiLδ(r− rL), Ki1,iR(r) ≡ KiRδ(r− rR), (S78)
which gives the following mass weighted coordinate couplings V to a single point
Vi1,i1 =
KiL +KiR
M1
≡ ω2i , Viα =
Kiα
Mα
, Vi1,iα = − Kiα√
M1Mα
. (S79)
We then obtain the following phonon transmission function
T ione(ω) =
(
KiLKiR
M1
)2
2b˜iLb˜iR[
ω2 − ω2i − K
2
iL
M1
a˜iL − K
2
iR
M1
a˜iR
]2
+
[
K2iL
M b˜iL +
K2iR
M b˜iR
]2 , (S80)
where a˜iα and b˜iα describe real and imaginary parts of frequency shifted lead Green’s function
S˜0,Riαrα,iαrα,ω = Mα(a˜iα + ib˜iα),
a˜iα =
aiα −Kiα(a2iα + b2iα)
(1−Kiαaiα)2 + (Kiαbiα)2 , b˜iα =
biα
(1−Kiαaiα)2 + (Kiαbiα)2 ,
(S81)
with aiα and biα being the real and imaginary parts of the non-interacting lead Green’s function
S0,Riαrα,iαrα,ω = Mα(aiα + ibiα). (S82)
We use the transmission (S80) to obtain the black dotted lines in Fig. 1c-f of the main text.
B. Two masses model
When there are two masses M1 and M2 (see Fig. 1a) in the junction we have the spring constants (S2) which give
the following mass weighted coordinate couplings V to a single point
Vi1,i1 =
Ki +KiL
M1
≡ ω2i1, Vi2,i2 =
Ki +KiR
M2
≡ ω2i2, Viα =
Kiα
Mα
,
Vi1,i2 = − Ki√
M1M2
, Vi1,iL = − KiL√
M1ML
, Vi2,iR = − KiR√
M2MR
.
(S83)
This gives the phonon transmission function
T itwo(ω) =
(
KiLKiKiR
M1M2
)2
2b˜iLb˜iR
R2 + I2 , (S84)
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where all relevant functions entering the above transmission are expressed as
R = (ω2 − ω2i+)(ω2 − ω2i−) +
K2iL
M1
K2iR
M2
(a˜iLa˜iR − b˜iLb˜iR)
−
(
ω2 − ω
2
i+ + ω
2
i−
2
)(
K2iL
M1
a˜iL +
K2iR
M2
a˜iR
)
− δi
(
K2iL
M1
a˜iL − K
2
iR
M2
a˜iR
)
,
(S85a)
I =
(
ω2 − ω
2
i+ + ω
2
i−
2
)(
K2iL
M1
b˜iL +
K2iR
M2
b˜iR
)
+ δi
(
K2iL
M1
b˜iL − K
2
iR
M2
b˜iR
)
− K
2
iL
M1
K2iR
M2
(b˜iLa˜iR + b˜iRa˜iL),
(S85b)
ω2i± =
ω2i1 + ω
2
i2
2
±∆i, ∆i =
√
δ2i + V
2
i1,i2, δi =
ω2i1 − ω2i2
2
. (S85c)
IV. THE NON-INTERACTING PARTICLE D0 AND LEAD S0 GREEN’S FUNCTIONS
In this section we present the non-interacting particle Green’s function D0 corresponding to the Hamiltonian H0 =∑
im(p
2
im+Vim,imr
2
im)/2 and the lead Green’s functions S
0 corresponding to the Hamiltonian H0 =
∑
αν ~ωανa†ανaαν .
We note that we use the mass weighted coordinates (S3). By using the equation of motion we obtain for the Fourier
transformed retarded Green’s functions
D0,Rim,i′m′,ω =
δii′δmm′
(ω + iη)2 − ω2im
, ω2im =
Kim
Mm
, (S86a)
S0,Riαrν,i′α′r′ν′,ω =
Mα
ρα
cii′,α,ν,rr′δαα′δνν′
(ω + iη)2 − ω2αν
, ωαν = cαt
√
k2β + κ
2, (S86b)
where
cii′,α,ν,rr′ = Re
[
u
(ν)
iα (r)u
∗(ν)
i′α (r
′)
]
=
1
2
[
u
(ν)
iα (r)u
∗(ν)
i′α (r
′) + u∗(ν)iα (r)u
(ν)
i′α(r
′)
]
, (S87)
and S0,Riαrν,i′α′r′ν′,ω corresponds to
S0,Riαrν,i′α′r′ν′,tt′ = −iθ(t− t′)〈[uiαν(r, t), ui′α′ν′(r′, t′)]〉, (S88)
with uiαν(r, t) =
√
Mα~/2ρων [u(ν)iα (r)e−iωνtaν + u
∗(ν)
iα (r)e
iωνta†ν ] being a mass weighted displacement vector for a
particular mode ν. We are interested in the νν′ summed lead Green’s function S0,Riαr,i′α′r′,ω, when the molecules are
attached only to the surface of the leads rα = (x, yα, z), r
′
α = (x
′, yα, z′). So we need the coefficient
cα,ii′,ν,rαr′α =
1
2(2pi)2
[
f
(ν)
iα (yα)f
∗(ν)
i′α (yα)e
ikz(z−z′)eikx(x−x
′)
+f
∗(ν)
iα (yα)f
(ν)
i′α (yα)e
−ikz(z−z′)e−ikx(x−x
′)
]
,
(S89)
and then the required νν′ summed lead Green’s function is
S
0,R/A
iαrα,i′α′r′α,ω
=
Mαδαα′
2(2pi)2ρα
∑
m=H,±,0,R
∫ κD
0
dκκ
∫ k2
k1
dkβ
∫ 2pi
0
dθ
1
(ω ± iη)2 − c2t (k2β + κ2)
×
[
f
(ν)
iα (yα)f
∗(ν)
i′α (yα)e
ikz(z−z′)eikx(x−x
′) + f
∗(ν)
iα (yα)f
(ν)
i′α (yα)e
−ikz(z−z′)e−ikx(x−x
′)
]
,
(S90)
where the different modes m = H,±, 0, R and the relevant integration intervals k1, k2 for these modes are described
in Section II. We have the following expressions for the functions f
(κ,θ,kβ ,m)
iα,yα
, which enter (S90)
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H : fz = − sin θ
√
2
pi
, k1 = 0, k2 = +∞,
fx = cos θ
√
2
pi
.
± : fz = cos θ√
4pi(1 + k2β/κ
2)
±√ kβ
kα
(1− ζ±)− ikβ
κ
(1 + ζ±)
 , ζ± = a± ib, kα = ct
cl
√√√√k2β + κ2
[
1− c
2
l
c2t
]
,
fx =
sin θ√
4pi(1 + k2β/κ
2)
±√ kβ
kα
(1− ζ±)− ikβ
κ
(1 + ζ±)
 , a = (k2β − κ2)2 − 4κ2kαkβ
(k2β − κ2)2 + 4κ2kαkβ
,
b =
4κ
√
kαkβ(k
2
β − κ2)
(k2β − κ2)2 + 4κ2kαkβ
,
fy =
1√
4pi(1 + k2β/κ
2)
[
±
√
kαkβ
κ2
(1 + ζ±) + i (1− ζ±)
]
, k1 = κ
√
c2l
c2t
− 1, k2 = +∞.
0 : fz = −i cos θ√
2pi(1 + k2β/κ
2)
[
b+
kβ
κ
(1 + a)
]
, kγ =
ct
cl
√√√√κ2 [ c2l
c2t
− 1
]
− k2β , kα = ikγ ,
fx = −i sin θ√
2pi(1 + k2β/κ
2)
[
b+
kβ
κ
(1 + a)
]
, a =
(k2β − κ2)2 − 4iκ2kγkβ
(k2β − κ2)2 + 4iκ2kγkβ
,
b =
4κkβ(k
2
β − κ2)
(k2β − κ2)2 + 4iκ2kγkβ
.
fy =
1√
2pi(1 + k2β/κ
2)
[
−kγ
κ
b+ i (1− a)
]
, k1 = 0, k2 = κ
√
c2l
c2t
− 1.
R : fz = i cos θ
√
κ
K(σ)
[
1− 2kγkη
κ2 + k2η
]
, kβ = ikη ,
fx = i sin θ
√
κ
K(σ)
[
1− 2kγkη
κ2 + k2η
]
, K(σ) =
(kγ − kη)(κ2kγ − κ2kη + 2kγk2η)
2κkγk2η
,
fy =
√
κ
K(σ)
[
kγ
κ
− 2κkγ
κ2 + k2η
]
, there is no integral over kη , because kη = kR,
(S91)
where we have supressed the labels α, yα, and (κ, θ, kβ ,m) for simplicity. We can obtain the advanced S
0,A and
Keldysh S0,K Green’s functions by noting that in equilibrium for a bosonic Green’s function Gω we have the relations
GAω = [G
R
ω ]
† and GKω = [2n(ω) + 1] (G
R
ω −GAω ).
If the molecule couples to a single point of the lead rα = (xα, yα, zα) then from Eq. (S90) and Eq. (S82) we obtain
for the imaginary part for different modes m of S0,Riαrα,iαrα,ω:
bH‖ = −
ω
4piρc3t
∫ 1
0
xdx√
1− x2 ≈ −
ω
4piρc3t
, (S92a)
b±‖ = −
ω
8piρc3t
∫ 1/cr
0
crx
√
1− x2dx
cr(1− 2x2)2 + 4x2
√
1− x2√1− (crx)2 ≈ −0.042 ω4piρc3t , (S92b)
b
(0)
‖ = −
ω
4piρc3t
∫ 1
1/cr
c2rx
√
1− x2(1− 2x2)2dx
c2r [1− 8x2(1− x2)(1− 2x2)]− 16x4(1− x2)
≈ −0.168 ω
4piρc3t
, (S92c)
bR‖ = −
ω
4piρc3t
piξ
√
(1− ξ)(c2r − 1 + ξ)[cr(1 + ξ)− 2
√
ξ(c2r − 1 + ξ)]2
cr(1− ξ2)2(
√
c2r − 1 + ξ − cr
√
ξ)[(1 + 2ξ)
√
c2r − 1 + ξ − cr
√
ξ]
≈ −0.151 ω
4piρc3t
, (S92d)
b±⊥ = −
ω
4piρc3t
∫ 1/cr
0
x
√
1− (crx)2dx
cr(1− 2x2)2 + 4x2
√
1− x2√1− (crx)2 ≈ −0.021 ω4piρc3t , (S92e)
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b
(0)
⊥ = −
2ω
piρc3t
∫ 1
1/cr
x3
√
1− x2[(crx)2 − 1]dx
c2r [1− 8x2(1− x2)(1− 2x2)]− 16x4(1− x2)
≈ −0.540 ω
4piρc3t
, (S92f)
bR⊥ = −
ω
2piρc3t
piξ(1− ξ)5/2(c2r − 1 + ξ)3/2
cr(1− ξ2)2(
√
c2r − 1 + ξ − cr
√
ξ)[(1 + 2ξ)
√
c2r − 1 + ξ − cr
√
ξ]
≈ −0.863 ω
4piρc3t
. (S92g)
For the gold leads we have
cr =
cl
ct
=
√
2(1− σ)
1− 2σ ≈ 2.693, where σ = 0.42 is Poisson ratio, (S93)
and 0 < ξ < 1 is determined from Eq. (S50)
ξ4 + 4ξ3 + 2
(
3− 8
c2r
)
ξ2 − 4
(
3− 4
c2r
)
ξ + 1 = 0, ξ ≈ 0.107. (S94)
Then the total values of the imaginary parts are
b‖ ≈ −1.404 ω
4piρc3t
≡ −A‖ω, b⊥ ≈ −1.445 ω
4piρc3t
≡ −A⊥ω, (S95)
Note that b‖ corresponds to the bzz, bxx components and b⊥ corresponds to byy.
We can calculate the real part using the Kramers-Kro¨nig relations (also known as Hilbert transform). For the
function G(ω), which is analytic in the upper complex half-plane (the retarded one), and which decays as ω−a with
a > 0, we have
ReG(ω) =
1
pi
P
∫ +∞
−∞
dω′
ImG(ω′)
ω′ − ω ,
ImG(ω) = − 1
pi
P
∫ +∞
−∞
dω′
ReG(ω′)
ω′ − ω .
(S96)
In our case the retarded function S0,Riαrα,iαrα,ω satisfies all the above mentioned conditions if we cut off the frequency ω
in the imaginary parts of (S95) by the Debye frequency ωD. In this case after applying the transformation Eq. (S96)
to Eq. (S95) we obtain
a‖/⊥ = −
A‖/⊥
pi
(
2ωD + ω ln
∣∣∣∣ωD − ωωD + ω
∣∣∣∣) . (S97)
V. DFT CALCULATIONS
A. Spring constants
The effective spring constants for pi-stacked molecules described by the model shown in Fig. 1a were obtained by
fitting the energy landscape around the energy minimum position to Hook’s law E ∼ 12Ki(∆xi)2, with Ki being the
spring constant and ∆xi the displacement from the energy minimum position in the direction xi ∈ {x, y, z}.S11 The
energy landscape was obtained using the density functional theory (DFT) as described in the main text.
The middle spring constant Ki was calculated for the two isolated pi-stacked molecules (not attached to the leads).
An example of the coordinate system which was used is shown in Fig. S2a for theM1M2 stacking combination, where
the moleculeM2 is kept at the position (0, 0, 0) and the moleculeM1 is moved. The resulting energy landscape around
the minimum position for different combinations of the stacking is shown in Fig. S3, where the points denoted by the
solid circles denote the points which were fitted (these points correspond to an energy interval from the minimum
energy E0 up to E0 + kBT , where T = 300 K is room temperature). We see that most of the landscapes are fitted
well to Hook’s law, except for the landscape in the y direction for the stacking combinations M1M1 and M1M2.
The landscape looks anharmonic, because an additional minima appears within the energy interval of interest due to
interactions between the binding groups of one molecule with the pi-system of the other. For the stacking combination
M1M1 we assume that the molecules are arranged in the local minimum position ∆y = 0 and then coupled to the
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Fig. S2. (a) The coordinate system (example given for the M1M2 stacking combination) used for determining the relative
positions between the stacked molecules. The moleculeM2 is kept at the position (0, 0, 0) and the moleculeM1 is moved. (b),
(c) The configuration of the molecule attached to the hollow site of the (111) gold surface (example given for molecule M1).
Periodic boundary conditions are applied along x and z directions and three layers (c) are considered in the y direction.
leads. The coupling to the leads converts this local minimum to the global one, because the spring constants between
the lead and the molecule in the y direction are much larger than between the molecules and it becomes energetically
more favorable to sit in the position ∆y = 0 for the chosen lead separation. The minimum positions obtained from
the DFT calculation and the ones obtained after the fitting are summarized in Table S.1. Additionally, we note that
the energy was calculated within the accuracy of ∆E = 0.5 meV, which is the reason we are not able to specify the
minimum position in the x direction for stacking combinations M1M1 and M1M2 more accurately. Also for the
stacking combinationM2M2 there are two symmetrically positioned minima of the same energy along the x direction.
The two minima have the same energy because one configuration of the molecules at one minimum can be mapped to
the configuration at the other minimum by 180◦ rotation around the x axis of the coordinate system given in Fig. S2a.
In our calculations we consider the position given by the negative xmin = −1.26 A˚, while the other minimum appears
at +1.26 A˚. Additionally, the values of the middle spring constant Ki and the resulting heat conductances κ
i
two, κ
i
one
and their comparison are summarized in Table S.2.
The spring constants to the leads were calculated for every molecule Mi separately. The configuration of the
attached molecule on the (111) gold surface hollow site is depicted in Fig. S2a,b. Periodic boundary conditions are
applied along the x and z directions and in the y direction three layers of gold are considered. The energy landscape
for different molecules coupled to the lead is shown in Fig. S4 and the minimum position is given also in Table S.1.
The molecule-lead couplings, Kiα, are summarized in the second part of Table S.2. For different molecules, they are
similar because the coupling strength is mainly determined by the bonding of the sulphur to the gold. We note that
within the elasticity theory the leads are isotropical in the xz plane and the difference between Kxα and Kzα arise
because the gold (111) surface structure and the molecules break the rotational symmetry C∞ in the xz plane.
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Fig. S3. The energy landscape E in different directions ∆xi, i = x, y, z from the minimum position for isolated pi-stacked
molecules.
Fig. S4. The energy landscape E in different directions ∆xi, i = x, y, z from the minimum position for different molecules
attached to the hollow site of (111) surface of the gold lead.
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M1M1 M1M2 M2M2 M3M4
xmin [A˚] ∼0.00 (-0.08) ∼0.00 (-0.08) ∓1.26 (∓1.28) -0.56 (-0.56)
ymin [A˚] 1.44 (1.44) 0.76 (0.77) 0.99 (0.97) 1.03 (1.01)
zmin [A˚] 3.49 (3.49) 3.41 (3.41) 3.41 (3.40) 3.27 (3.27)
M1 M2 M3 M4
xmin [A˚] 0.05 (0.03) 0.06 (-0.01) -0.01 (-0.04) -0.03 (-0.05)
ymin [A˚] 2.18 (2.16) 2.16 (2.20) 2.19 (2.20) 2.16 (2.17)
zmin [A˚] -0.07 (-0.07) -0.08 (-0.06) -0.08 (-0.06) -0.06 (-0.07)
Table S.1. The minimum positions of the isolated molecules in different stacking configurations MiMj and of the molecules
Mi coupled to the (111) surface of the gold lead. The first number gives the minimum position obtained from DFT and the
second number in parenthesis gives the minimum position obtained after fitting the energy landscape to Hook’s law. The
coordinates are explained in Fig. S2.
M1M1 M1M2 M2M2 M3M4
Kx/K0 0.014 0.026 0.290 0.387
Ky/K0 0.138 0.156 0.306 0.356
Kz/K0 1.469 2.407 3.760 2.380
κxtwo/κ0 0.002 0.001 0.078 0.111
κytwo/κ0 0.040 0.027 0.107 0.143
κztwo/κ0 0.217 0.145 0.132 0.182
κxone/κ0 0.095 0.062 0.045 0.064
κyone/κ0 0.177 0.126 0.095 0.139
κzone/κ0 0.105 0.076 0.059 0.084
κtwo/κ0 0.259 0.173 0.317 0.436
κone/κ0 0.377 0.264 0.199 0.287
κtwo/κone 1/1.456 1/1.527 1.593 1.519
M1 M2 M3 M4
Kxα/K0 1.303 1.109 0.974 1.309
Kyα/K0 3.109 2.577 2.583 3.001
Kzα/K0 1.446 1.436 1.459 1.386
Table S.2. The coupling to the leads Kiα and the middle spring constant Ki obtained from DFT, the resulting phonon
conductances κitwo, κ
i
one in three different directions, and comparison of total phonon conductance κtwo between two masses
and a single mass phonon conductance κone. The blue values of conductance denote situation when κtwo < κone and the red
ones vice versa.
B. Electronic transmission Te
The current through a molecule is calculated with a Green’s function implementation of the Landauer-Bu¨ttiker
approach:
I(V ) =
2e
h
∫ ∞
−∞
dE(fL − fR)Te(E), (S98)
where f = 1/{exp[βα(E − µα)] + 1} is the Fermi function for the electrode α = L,R with the inverse temperature
βα = 1/(kBT ), the chemical potential µα, and Te(E) is the energy dependent transmission. Following the standard
DFT-Landauer approach, we calculate the zero-bias transmission function
Te(E) = Tr[ΓLGRΓRGA], (S99)
where ΓL and ΓR are half the imaginary parts of the left and right electrode self-energies, respectively, and G
R and GA
are the electron retarded and advanced Green’s functions of the scattering region. The electronic transmissions are
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Fig. S5. The electronic transmission Te(E) obtained from DFT at the minimum position for different stackings.
calculated with the GPAW DFT code using an atomic orbital basis set corresponding to double-zeta plus polarization
and the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional. The Monckhorst-Pack k-point sampling is
4 × 4 × 1. The molecules are chemisorbed (the terminal hydrogen atoms are removed) onto an FCC (111) hollow
site with an optimal distance to the Au surface obtained from the adsorption energy curve. The calculated electronic
transmission Te(E) at the minimum position for different stacking combinations is shown in Fig. S5.
When the inelastic scattering is neglected, the Seebeck coefficient S, the electronic conductance σe, and the electronic
heat conductance κe can be expressed through the electron transmission Te(E) asS12
σe = e
2L0, S =
1
eT
L1
L0
, κe =
1
T
(
L2 − L
2
1
L0
)
, (S100)
where
Lm =
2
h
∫ +∞
−∞
dE(E − µ)m
(
−∂f(E,µ, T )
∂E
)
Te(E). (S101)
C. Figure of merit ZT
The resulting figure of merit ZT at room temperature T = 300 K for all considered configurations of stacking is
depicted in Fig. S6. As mentioned in the main text for the stacking M1M2, which had the largest reduction in the
phonon conductance, the optimized values of ZT as a function of chemical potential µ, get the largest increase. For
the stacking M1M1, at the optimized values of ZT , the main contribution to the thermal transport comes from
the electrons, and the influence of the decreased phonon conductance is not substantial. The stacking combinations
M2M2 and M3M4 have an increased thermal conductance.
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