In diabetes clinical trials, hypoglycemia can be captured. Negative binomial regression is emerging as a standard method for analyzing hypoglycemic events by considering overdispersion. However, in negative binomial regression for hypoglycemic events, variability of the subjects lost to follow up due to dropout is adjusted through an offset parameter, which assumes that dropout is missing completely at random and constant hypoglycemia rate over time. This assumption is vulnerable because dropout may be due to the excessive observed hypoglycemic events and the hypoglycemic event rate may change over time. In addition, the traditional way of using negative binomial regression to analyze hypoglycemic events only compares the counts of hypoglycemic events during a specified period. However, researchers may be interested in comparing hypoglycemic event rates between treatment groups at different time periods to understand the trend over time. Fitting a negative binomial model for each time period ignoring data from other periods may decrease testing power and introduce bias if the assumption of missing completely at random does not hold. We propose piecewise negative binomial regression to incorporate multiple time periods in one model through a generalized linear mixed-effect model. Due to clinical interest, we considered multiple weighting methods to estimate the overall relative rate of hypoglycemia over multiple periods between treatments. Simulations showed that piecewise negative binomial regression performed better than the traditional negative binomial regression in preserving Type I error. As an illustration, piecewise negative binomial regression was implemented in analyzing real data from a Type 2 diabetes clinical trial.
Introduction
Diabetes is a chronic disease characterized by high blood glucose. Treatment for patients with Type 2 diabetes mellitus (T2DM) includes diet and exercise, oral antidiabetes agents, and injections such as insulin. The only treatment for Type 1 diabetes mellitus (T1DM) is insulin. Hypoglycemic events are common side effects of antidiabetic agents, especially insulin. It is important to develop antidiabetes agents that lead to less hypoglycemic events and better glycemic control. Therefore, it is of practical interest to use appropriate statistical methods to analyze hypoglycemic events. In clinical trials, hypoglycemic events are captured as recurrent events by patients' self-reporting. If a patient drops out of the study, hypoglycemic events and other measurements will not be recorded. As a result, missing hypoglycemia data is a common problem in diabetes clinical trials. Little and Rubin [1] defined three classes of missing data:
• Missing completely at random (MCAR): whether an observation is missing does not depend on the observed nor the unobserved values;
• Missing at random (MAR): the probability of a missing observation depends only on the observed values;
• Missing not at random (MNAR): the probability of a missing observation depends on the unobserved values.
Throughout, MAR is assumed in this research for data generation and statistical analysis of hypoglycemic events. In addition, because missing hypoglycemia is primarily due to dropout, we assume a monotone pattern of missing throughout, meaning that if a data point is missing at a specific time, the observations for this subject after that time point are also missing.
Hypoglycemic events can be treated as a count variable with the total number of events during the period of interest for each subject. Poisson and negative binomial (NB) regressions are two commonly used generalized linear models for count data [2, 3] . Zero-inflated Poisson and zero-inflated NB regressions were also proposed to account for excessive zero counts [4] . Recent research demonstrated that NB regression with additional Pearson overdispersion correction and the variance-covariance of the parameters estimated through "sandwich" estimation performs the best among all the options for hypoglycemia data without missing values [5] . However, according to clinical interest, researchers may be interested in comparing hypoglycemic event rates between treatment groups at different time periods. Fitting an NB regression model at each time period separately is not optimal because the events information outside that time period is lost. Furthermore, if missing data occur under the mechanism of MAR, this method may lead to biased estimates when hypoglycemia rates are not constant over time [6] . The objective of this research is to identify a simple and effective model to analyze hypoglycemic events data in diabetes clinical trials with MAR. We propose to use piecewise negative binomial (PWNB) regression, which fits NB regression models for the count data in time intervals through a generalized linear mixedeffect model, where the time intervals are generally formed naturally based on the clinical visits or combination of multiple clinical visits. The within-subject correlation between the counts in different time intervals can be modeled through the generalized linear mixed-effect model framework. In this paper, PWNB regression will be compared with NB regression through Monte Carlo simulations and real clinical data analyses.
Methods
In this Method, we briefly describe two models: NB regression and PWNB regression. In the first model, the total count of hypoglycemia for each subject during the follow-up is summarized, and analyzed by an NB regression model. For the second model, the count of hypoglycemic events at each time interval is calculated and used for fitting longitudinal NB regression. Next, we provide the following notations:
Let N denote the total number of subjects, D ij represent the j th hypoglycemic event time since randomization, and C i be the censoring time, which is the minimum of dropout time and followup time for the i th subject. The total duration can be partitioned into m intervals by prespecified time points 0=η 0 <η 1 
Negative binomial regression
NB regression is used to model count responses, usually for overdispersed count data where the conditional variance exceeds the conditional mean. It can be considered as a generalization of Poisson regression because it has the same mean structure but an extra parameter to model the overdispersion. For instance, when subject heterogeneity in the event rate is considered, a random effect ϕ i will be included, thus conditional on ϕ i ,
where a log link function is used to connect the mean and the linear regression of the covariate X i. If ϕ i follows a gamma distribution with ϕ i~G amma(κ -1 ,κ), the marginal count observation for the i th subject, Y i , follows an NB distribution defined by:
Var Y k X The full-likelihood approach is used to estimate parameters. Recently, Luo and Qu [5] proposed that using "sandwich" estimation to calculate the covariance matrix of the parameter estimates together with Pearson overdispersion correction performs the most robust to model misspecification and improves the estimation efficiency by adjusting for baseline variables [6] .
Piecewise negative binomial regression
PWNB regression is an extension of simple NB regression into longitudinal count data by generalized linear mixed-effect model. The normally distributed random effect is incorporated to capture the correlation of multiple counts within subjects in the analysis to improve the estimation. Following the notations in negative binomial regression, the response for the i th subject is
and the PWNB regression model with random intercept can be written by:
Where ipg µ is the true mean event rate for subject i in treatment g (g=0 for the control group and g=1 for the treatment group) at time interval p, and β pg is a scalar coefficient indicating the populationaverage mean event rate in treatment g at time interval p, and the random effect
Of note is that we consider the simplest and commonly used form with random intercept only, but more complicated within-subject correlation can be modeled through the residuals in generalized linear model framework if necessary. Since the generalized estimating equations method may produce biased estimators under MAR assumption [7] , we use pseudo-likelihood based generalized linear mixed models in estimating in the parameters in the PWNB model [8] . The "Sandwich" method is used for variance estimation. Newton-Raphson optimization technique with ridging is used to improve the likelihood of convergence [9] . Appendix A.1 and Appendix A.2 provide sample SAS codes. The relative rate of the treatment group over control group in each time interval p is:
( )
which can be estimated directly based on the estimated parameters.
Estimate of the overall relative rate: There are three possible quantities for the overall relative rate, which will be discussed next. Given a constant relative rate over time, the unweighted overall relative rate is defined by:
( ) .
Because the time intervals may not be even, a weighted relative rate can be constructed as:
with ( ) [10] . However, the interest of estimation may be the relative rate of the overall number of hypoglycemic events during the entire period. We can use an artificial example to illustrate the difference between the two quantities and the relative rate of the overall events. Assume the entire period is divided into two equal intervals: in the first interval, there are 20 and 10 events for treatment groups 0 and 1, respectively; and in the second interval, there are 80 and 90 events for treatment group 0 and 1, respectively. The overall event rate ratio is 1, while the above two quantities (3) and (4) 
Therefore, we define a third relative rate with d p = η p -η p-1 as:
The variance for  3 ζ is estimated by the delta method:
The 100(1-α)% confidence interval (CI) for the 3 ζ is constructed using a log-transformation based on two reasons. First, the rate ratio estimate is a positive number; second, the log-link function is used in the PWNB model. For 3 , ( ) ζ log its 100(1-α)% CI can be given by:
where Φ -1 is the inverse function of the cumulative distribution function (CDF) of the standard normal distribution. Thus, the 100(1-α)% CI for 3 ζ is inversely calculated by an exponential transformation of the above CI in (7).
Simulation
Simulation studies are conducted to evaluate the performance of NB and PWNB models described in Methods. For each scenario, 5,000 random samples are generated and the corresponding parameters are estimated for each sample. Summary statistics based on the estimates from the 5,000 simulation samples are provided for assessing the performance of the two models.
Simulation setting
We generate recurrent hypoglycemic events through three processes: Weibull process, mixed Poisson process, and mixed inhomogeneous Poisson process [11] . Data generated from mixed Poisson process with gamma distribution will follow a negative binomial distribution, but if dropouts/missing values exist, this fact does not hold under MAR assumption. For each scenario, each treatment group includes 150 subjects and each subject will be followed up to 52 weeks.
The first generating process is Weibull, which considers the relative event rate may change over time, but assume there is no correlation among observations within a subject. The probability density function (PDF) for interevent time t ij is ( ) 
Three possible options for the shape parameter γ include the following: 0<γ<1 indicates the event rate decreases over time; γ=1 indicates the event rate stays constant over time, which leads to the Poisson process; γ>1 indicates the event rate increases over time. We set γ=0.5 for the event rate decreasing over time in an L-shape.
The second generating process is mixed Poisson, which allows for a random effect called "frailty" to be incorporated into the Poisson process to model the within-subject correlation. Conditioning on the frailty, the events are independent from each other within subject. The PDF for t ij is ( )
where ϕ i~G amma(κ -1 ,κ) with mean 1 and variance κ. Given ϕ i , the time t ij can be simulated from independent realizations of an exponential distribution with the rate λϕ i :
For the above generating processes, we set the parameter λ to be λ C =0.4 for the control group, and λ T for the treatment group with the relative rate
The third generating process is mixed inhomogeneous Poisson, which not only incorporates the frailty, but also allows for non-constant event rate over time. The PDF for t ij is:
where ϕ i~G amma(κ
,κ) defined similarly in the mixed Poisson process. Here, we investigate two scenarios with piecewise event rate function. As noted in Piecewise negative binomial regression, the group indicator for the treatment group is g=1, otherwise, g=0 for the control group: To generate data for that MAR, we assume that probability of dropout at time η p depends on the event rate prior to time η p . The dropout probability is relative to the events that occur in the p th interval:
Pr subject drop out at ( / , 1, 2, ,
Where f(x)=1/(1+exp(-x)). We choose α 0 =-0.6 and α 1 =5 to generate the dropout rate ranging from 15% to 30%.
Up to this point, all simulation scenarios above assume constant relative rate over time. To investigate three estimates of overall relative rate defined in Piecewise negative binomial regression for PWNB regression, in addition to evaluating the performance under scenarios with constant relative rate over time mentioned previously, three new scenarios with non-constant relative rates over time are added to evaluate the performance of the three estimates defined in Estimate of PWNB regression preserves 95% CP, while NB regression inflates Type I error to a substantial degree, leading to smaller CP in all scenarios. PWNB regression has a smaller MSE for Weibull process and a larger MSE for mixed inhomogeneous Poisson process with "increase then decrease" risk rate, compared with NB regression. For NB regression, the mean of SEs is always smaller than the MCSE, which is probably why Type I error is inflated. 
The relative rate above increases over time before 12 weeks and tends to decrease after 12 weeks. The three quantities for the relative rate are calculated as follows: Tables 1 and 2 compare the performance of the two statistical models (NB versus PWNB regression) with respect to the log scale of relative rate. For both Tables 1 and 2 , the PWNB model assuming a constant relative rate over time was used in estimating the overall relative rate (i.e., the interaction between treatment and time interval was not included in the estimation model). Table 1 presents the results under the null hypothesis that there is no treatment difference. The biases from all estimates are small and comparable between the two models. rate uniformly. PWNB regression has smaller or similar bias and MSE compared with NB regression for all scenarios except the mixed Poisson process. However, for the case of mixed Poisson process, the relative bias (bias divided by the MCSE) for PWNB regression is small (less than 10%). Overall, PWNB regression has better performance compared with NB regression.
Simulation results

Negative binomial vs. piecewise negative binomial regressions:
Simulation Model κ Method Bias MCSE Mean of SEs MSE CP (%)
Overall relative rates in piecewise negative binomial regression: Table 3 compares the three defined overall relative rates in PWNB regression when the interaction between treatment and time intervals are included in the estimation model. For all scenarios with constant relative rates over time, the results show the overall relative rates are similar between the three methods. All three methods preserve 95% CP. Table 4 shows the results for the cases with non-constant relative rates. For all three scenarios with non-constant relative rates over time, each method for the estimation of the overall relative rates preserves the 95% CP with regard to their perspective quantity in Appendix A.3.
Real Data Application
We applied the proposed methods to data from a 24-week, multicenter, open-label diabetes clinical trial for patients with T2DM who had been treated with basal insulin [14] . Three hundred seventyfour patients were randomly assigned to take either lispro mix 50/50 (LM, 50% insulin lispro protamine suspension and 50% lispro) or basal bolus therapy (BBT, glargine at bedtime plus mealtime insulin lispro). The comparisons between the two treatment groups for the whole treatment periods for nocturnal and total hypoglycemic events were reported previously [14] . In this real time application, we compared the number of hypoglycemic events between the two treatment groups for the titration period (0-12 week) and the maintenance period (12-24 week) using NB regression model and the proposed PWNB regression model. The logarithm of days in treatment divided by 30 was used as an offset parameter to estimate the hypoglycemic event rate per subject per 30 days. Table 5 shows the analysis results for the rate of hypoglycemic events for each treatment group for each treatment period, and the corresponding SE. The relative rate of LM versus BBT, the SE, 95% CI and the p-value are also reported for each treatment period. Note the weighting methods for ζ 1 and ζ 2 as described in Estimate of the overall relative rate were exactly the same for this example with equal time intervals. The estimates for the whole treatment period based on Bias and MSE are calculated based on the overall relative rates defined by ζ 3 , and 95% Coverage probabilities are calculated as the rejection rate for testing the null hypothesis with regard to their perspective definitions of overall relative rates. Abbreviations: NB=Negative binomial; PWNB=Piecewise negative binomial; MCSE=Monte Carlo standard error; SE=Stand error; MSE=Means square error; CP =95% CI coverage probability; κ=Overdispersion parameter different methods of weighting were similar. For the titration period (0-12 week), the estimates provided by NB and PWNB were similar for both treatment groups. Since there were no missing values in the titration period, PWNB does not provide an advantage over NB for the titration period. For the maintenance period (12-24 week), the mean estimates of event rates were similar except for the total hypoglycemic events for LM treatment (5.05 for PWNB and 5.19 for NB, respectively). Due to the lower rate of missing values for BBT in the maintenance period (4.7%), the estimates between PWNB and NB were similar. However, as the rate of missing values was higher for LM in the maintenance period (8.7%), the difference in the estimates was larger. This indicates the potential advantage of PWNB over NB when the rate of missing values is higher and the missing is at random. When we compare the titration period with the maintenance period using PWNB, the event rates in the maintenance period were significantly higher for both nocturnal and total hypoglycemic events for both treatment groups shown in Table 6 .
Simulation Model κ Estimate Bias MCSE Mean of SEs MSE CP (%)
Increase+Stable
Summary and Discussion
NB regression is a standard method for analyzing hypoglycemic events, which are count data with overdispersion. When data is missing due to dropouts, NB regression, even with adjustment for the duration, may provide biased estimates and may inflate the Type-1 error. Simulation showed that under the mechanism of MAR, NB regression underestimates the SE and deflates 95% CP. PWNB regression, utilizing the generalized linear mixed model to incorporate the within-subject correlation, seems to provide estimators with little bias and preserves 95% CP under the assumption of missing at random. This is consistent with the finding that likelihood-based estimation can preserve Type I error under the mechanism of MAR. In addition, PWNB regression allows the estimation of the relative rate at various time periods within one model by simultaneously incorporating early dropout. We introduced three quantities of overall relative rate when PWNB regression is used. One can select the quantity of their interest based on the nature of the real data and parameter of interest. For hypoglycemic events data, we recommend the ratio of overall hypoglycemic events as the "true relative rate" because the hypoglycemic events that occurred early or late are of equal importance.
PWNB regression can be implemented through fitting a generalized linear mixed model (e.g. PROC GLIMMIX in SAS 9.2). We learned from the simulations that combining the following techniques can improve the performance of PWNB regression and make the model robust: 1) estimation based on maximization of subjectspecific residual likelihood through pseudo-likelihood technique with Taylor linearization; 2) Newton-Raphson ridge optimization; and 3) covariance structure of estimates calculated by "Sandwich" estimation.
In simulation, we used conditional PWNB regression with a random effect as (2) in the simulation. Another way to model the withinsubject correlation for the same subject is to fit a marginal model, i.e., the correlation is modeled through the residuals. The marginal model is generally hard to converge, especially for large number of periods. 1 The rate and relative rate were estimated using the methods for ζ 1 and ζ 2 in the Estimate of the overall relative rate 2 The rate and relative rate were estimated using the methods for ζ 3 as described in the Estimate of the overall relative rate 3 N=171 and 163 for 0-12 week and 12-24 week, respectively; 4 N=173 and 158 for 0-12 week and 12-24 week, respectively; Abbreviation: BBT=basal bolus therapy (glargine at bedtime plus mealtime insulin lispro); LM=lispro mix 50/50 (50% insulin lispro protamine suspension and 50% lispro); LS Mean=Least square mean; SE=Standard error; NB=Negative binomial; PWNB=Piecewise negative binomial For the simulation scenarios in simulation, because there are four time intervals, the convergence could not be achieved for some samples for the marginal models. Therefore, the conditional model was used in the simulation. We tested the marginal model for a simple scenario with two time intervals and found it can preserve the 95% CP well. In the real data application in real data application, the marginal model was used.
There are several limitations for this research. First, we assume the dropout occurred exactly at the end of each time period. In reality, dropout may occur at any time. More complex dropout scenarios may be explored in future research. Second, we assumed MAR in the simulation. For MNAR, other existing techniques such as pattern mixture models can be combined with PWNB regression to construct more reliable estimators. Third, we select the clinical visits as the cutoff points to divide the follow-up into intervals based on clinical interest. How to choose the appropriate thresholds and optimal number of intervals for more accurate inference from PWNB regression is still an open question. Fourth, the PWNB regression is an approximation to the true event rate, which is generally believed to be a smooth function of time although simulation shows such an approximation provides excellent results.
