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Introduction
The extraction of implied statistical quantities, such as the implied volatility of the asset probability distribution, goes back to the seminal paper by Black and Scholes (1973) . Interest has more recently expanded to other implied moments, such as those of the underlying asset distributions constructed from option prices, not only because of their relevance to provide a clearer picture of current market expectations (Vergote and Puigvert, 2012; Vesela and Puigvert, 2014; Sihvonen and Vähämaa, 2014) , but also because of their predictive and forward-looking power in decision and policy-making (Mixon, 2011; DeMiguel et al., 2013; Driessen et al., 2013; Atilgana et al., 2015) . The implied volatility (Atilgana et al., 2015) , correlation (Skintzi and Apostolos, 2005; Driessen et al., 2009 Driessen et al., , 2013 , skewness (Mixon, 2011; DeMiguel et al., 2013) , and kurtosis (DeMiguel et al., 2013) all help improve significantly the understanding of expectations, risk management, and asset return predictability. For example, when modelling risk scenarios, larger-than-usual implied tails or skewness will have a differential content of information about the market's beliefs beyond the information available only in the implied second moment. Extracting such implied moments hinges on obtaining good estimates of the risk-neutral distribution from option prices, utilizing the full set of information available (both past and current observations in the options market).
When extracting such risk neutral density from option prices, nonparametric methods have often been used in the literature (Fusai and Roncoroni, 2000; Lai, 2014) . Among the nonparametric approaches (such as Aït-Sahalia and Duarte (2003) ; Yuan (2009) and Lai (2014) ), the one used by Panigirtzoglou (2002, 2004) has become a widely accepted method for estimating nonparametric risk-neutral densities from option prices. This method relies on a cubic smoothing spline interpolation of the implied volatility curve, in the delta (x) and implied volatility (y) space, instead of the strike (x) and option price (y) space.
In order to extract the implied risk neutral densities, our starting point aligns with the nonparametric (static) cubic spline interpolation technique by Bliss and Panigirtzoglou (2002) . These authors make use of an important result from Breeden and Litzenberger (1978) where the option-implied riskneutral density can be inferred from the second partial derivative of the option price function with respect to the strike price. However, the estimation of the second derivative of an option price function can sometimes lead to numerically unstable and inaccurate estimates of the option-implied density (Birru and Figlewski, 2012) . In our numerical exercises we had smooth option-implied densities. Following the results derived in Malz (1997) and Shimko (1993) , Bliss and Panigirtzoglou (2002) argue that numerically stable and accurate results for the implied probability density functions are obtained if option prices and strike prices are transformed into implied volatility and delta values prior to their penalized cubic spline interpolation. Further details on the implementation of this nonparametric estimation of the option-implied density estimation can be found in Bliss and Panigirtzoglou (2002) and Campa et al. (1998) .
As described in Bliss and Panigirtzoglou (2004) , the estimation problem usually consists of the implied volatility versus deltas, naturally constrained between 0 and 1. We follow Campa et al. (1997) and Vergote and Puigvert (2012) , and transform the option prices and strikes to the sigma and delta space in order to fit a cubic smoothing spline to the volatility smile. The reason for working in the sigma-delta space instead of the regular option price space is that not only is it the natural quoting space in over-the-counter (OTC) instruments, but also any undesired noise in the option price data (liquidityrelated or otherwise) would be more extreme than in the implied volatility space. By fitting the implied volatility (sigma-delta) instead of the option prices directly, one is able to circumvent the latter problem of the noise in the option price data (as shown in Shimko (1993) ; Hutchinson et al. (1994) ; Malz (1997) ; Aït-Sahalia and Lo (1998) ; Engle and Rosenberg (2000) ; Bliss and Panigirtzoglou (2002) ). Additionally, this being the natural approach in OTC options markets, where option prices are often quoted by market-makers in volatility space, rather than price space, makes this approach more extendable to non-exchange-traded instruments.
The contributions of this paper to the existing literature are three-fold. First, we allow for a dynamic and temporal dependence among the nonparametric risk-neutral densities, expanding the work of Bliss and Panigirtzoglou (2004) , since their density estimates are independent from one period to another, thus allowing for information borrowing across time. Second, the (key) smoothing parameter in Bliss and Panigirtzoglou (2004) that controls the trade-off between the penalty function and the likelihood (value of today's observation/error in today's estimates within the cubic spline minimization) is usually fixed in an ad-hoc way, and set equal to an arbitrary value of 0.99 for all periods and maturities, as well as assets (Bliss and Panigirtzoglou, 2004; Vergote and Puigvert, 2012; Vesela and Puigvert, 2014) . In contrast, our approach not only allows this smoothing parameter to be estimated within the model, but also allows it to be different between maturities and to evolve with time. The need for a more flexible approach can be argued by the potentially different levels of noise in the implied volatility observations (both over time and between maturities), which would not justify a fixed choice of 'optimal' smoothing parameter. This coincides with our findings of much smaller and non-constant (as well as non-equal across maturities) values of the smoothing parameter, also different between assets, even within the same asset class. The assumption of a common value across assets seems especially arbitrary when different levels of liquidity and asset dynamics are present. Third, another original contribution of the paper is related to the econometric modelling literature. Our time-varying spline method extends to the multi-equation setup of the uniequational periodic models with time-varying coefficients proposed in Harrison and Stevens (1976) , and subsequently extended by Harvey and Koopman (1993) to the spline model with time-varying coefficients with application to forecast electricity demand. Also note that Harvey and Koopman (1993) are not following a Bayesian inference approach and the issue of parameter parsimony is not discussed there. In contrast our approach exploits the shrinkage effects and the hierarchical structure of the prior distributions to deal with the potential overfitting problems in spline modelling. Our extension to Harvey and Koopman (1993) is not only to multiple equations but also to time-varying smoothing and volatility modelling. Our extension applies as well for the seemingly unrelated regression (SUR) of Smith and Kohn (2000) , where we extend their model to time-varying coefficients and time-varying volatility.
Our spline model can be represented as a time-varying nonparametric seemingly unrelated regression (SUR) model with stochastic volatility. In this sense, we extend the nonparametric SUR model proposed in Kohn et al. (2001) through a time-varying approach. In this paper we follow Smith and Kohn (2000) and develop a Markov-chain Monte Carlo algorithm for posterior approximation. If one of our two assumptions of parameter pooling of information and cross maturity conditional independence are relaxed, the direct Monte Carlo approach (DMC) from Zellner and Ando (2010) and its extensions (Zellner et al., 2014) can be applied to improve the efficiency of the sampler.
The remainder of this paper is organized as follows. Section 2 introduces our Bayesian dynamic spline model. Section 3 provides the full Bayesian in-ferential framework and algorithm. Section 4 provides both simulated and real data examples, which indicate that the standard arbitrary choice of fixed smoothing parameter (namely λ of 0.99) appears to be far from the resulting posterior mean. We conclude in Section 5 with a summary of our approach and findings.
A Bayesian model
Let σ ijt , j = 1, . . . , n i , be a set of n i market-observed implied volatilities of an option with maturities i, i = 1, . . . , p, observed at times t, t = 1, . . . , T . We denote δ ijt , and ν ijt , j = 1, . . . , n i , as the partial derivatives of the Black and Scholes option call price for the j-th contract with respect to the underlying (the delta) and the volatility (the vega) of the option, respectively, for maturity i at time t. It is worthwhile noting that the Black and Scholes formula is used solely to convert the option prices into/from their implied volatilities in order to make the smoothing more effective. This approach does not imply that we need to assume the Black and Scholes pricing formula is the correct one. Many markets will not need this step (i.e. those with options quoted in volatility space) while those quoted in price terms can simply utilize the standard instrument convention to map quoted prices to implied volatilities, if different from Black and Scholes.
We are interested in modelling the time evolution of the functional form which describes the relationship between the implied log-volatility log σ ijt , where σ ijt is the implied volatility, and the delta δ ijt ∈ [0, 1], at maturity i and time t for the j-th option, with t = 1, . . . , T , and i = 1, . . . , p. In order to achieve the maximum degree of flexibility in the estimation of this sequence of functional forms, we assume that each functional, at time t and maturity i, is expressed as a time-varying linear combination of a finite number of time independent basis functions b k , k = 1, . . . , m, that is
where θ it = (θ i1t , . . . , θ im−qt ) is the set of maturity-specific and time-varying coefficients.
Following the standard practice in the financial literature (e.g., see Vergote and Puigvert (2012)), we consider the B-splines of order q which form a convenient basis for the space of polynomial splines, that is the space of piecewise real polynomial functions of order q smoothly adjoint at some interval boundaries. The basis system of the B-splines of order q is generated by the usual
with initial conditions given by the piecewise constant functions Boor (1978) , where τ k , k = 0, . . . , m, is a sequence of design points, namely knots, such that
Deciding the number of knots to consider in the spline is a difficult issue, and a simple approach is to use a large number of knots, together with a penalty term to prevent overfitting (see Eilers and Marx (1986) ). Thus, given a set of observed implied volatilities σ ijt and delta values δ ijt , j = 1, . . . , n i , available at a given maturity i and time t, and following a penalized least square principle, the optimal cubic spline is the function g(δ ijt |θ it ) that minimizes the following function of the data {(σ ijt , δ ijt )} n i j=1 :
where λ it is the smoothing parameter for maturity i at time t, and
is the weight of observation j expressed as a function of the Black and Scholes vega ν ijt (see Bliss and Panigirtzoglou (2004) ). The second term, Ψ t (θ it ), is the penalty term. A common choice for Ψ t (θ it ) is a function proportional to the total bending energy required to fit the spline function, that is
where Ω = 1/3
is a positive definite matrix, and d j are the (m − q)-dimensional vectors with elements d j = 1, d j+1j = −2, d j+2j = 1, and d ij = 0 for all i = j, j + 1, j + 2 (Rodriguez, 2007) . In this paper, we consider a dynamic framework, where the spline coefficients are time-specific and the penalization term at time t can be introduced on the increments of the coefficients, that is
for t = 2, . . . , T . We set the initial penalization Following Silverman (1985) and Moyeed (1995) , we note that the penalized least squares model given above, has a natural interpretation of a Bayesian model with the likelihood function associated to the Gaussian model
(5) independent for j = 1, . . . , n i , and the prior distribution for θ it given by
for t = 2, . . . , T and initial condition θ i1 ∼ N m−q (0, Ω −1 (1 − λ i1 ) −1 ). The value for λ it is usually set arbitrarily to 0.99, regardless of the underlying data and market characteristics. In this paper, however, we propose a suitable Bayesian inferential approach for the parameters. We choose a prior distribution on λ it , defined on [0, 1] , and jointly estimate the optimal set λ it , and the cubic spline parameters θ it . Moreover, we allow for information pooling across maturities and for a maturity-specific penalization term through a multivariate beta prior distribution (see Olkin and Liu (2003) ), such that λ t ∼ β p (α), with pdf
defined over the p dimensional unit interval [0, 1] p , where α = (α 0 , α 1 , . . . , α p ) are shape parameters, α = p i=0 α i , and
Since the shape parameters α j , j = 0, 1, . . . , p are positive, following Bouguila et al. (2006); Casarin et al. (2012 Casarin et al. ( , 2015 , we assume conditionally independent gamma prior distributions
where x ∼ Ga(a, b) indicates x follows a gamma distribution with pdf
with x > 0 and a, b > 0. The common variable φ allows for partial information pooling across maturities and we assume a gamma prior distribution
In the application we consider a α = a φ = b φ = 0.5 which allow for an informative diffuse prior distribution. Also, note that the resulting model effectively allows us to measure the uncertainty around the penalization function jointly with the distribution of the spline coefficients, while the existing literature only allowed the estimation of spline coefficients conditional on an arbitrary choice of constant λ. The model is summarized in panel (a) of Fig. 1 by the representation of its conditional independence structure.
Bayesian inference
Before proceeding with the inference on this model, we will introduce a more compact notation for (1) the vector of observed volatilities σ t = (σ 1t , . . . , σ pt ), with σ it = (σ i1t , . . . , σ in i t ); (2) the knot vector δ it = (δ i1t , . . . , δ in i t ); and (3) the weight vector w t = (w 1t , . . . , w pt ), and w it = (w i1t , . . . , w in i t ). The elements w ijt are given by the vega of the j-th option of the i-maturity. Also, we compress the notation for the time-and maturity-specific spline coefficients θ t = (θ 1t , . . . , θ pt ) and the smoothing coefficients λ t = (λ 1t , . . . , λ pt ). Then we can rewrite the system in Eq. 5-6 in Section 2 as
where y it = (log σ i1t , . . . , log σ in i t ) is the vector of log-volatilities at the i-th maturity,
is the measurement noise variance, with W it = diag(w it ) is a n i -dimensional weight square matrix, and Ξ it = Ω −1 (1 − λ it ) −1 is the state noise covariance matrix.
Let
, and the parameter vectors θ = (θ 1 , . . . , θ T ) and λ = (λ 1 , . . . , λ T ). Then, we follow a data augmentation framework and define the following complete-data likelihood of the model
where f n (z|µ, S) indicates the pdf of a n-variate normal distribution N n (µ, S), with mean µ and variance S, evaluated at z. (a)) and of the data augmentation in Eq. 14 (panel (b)). In each DAGs shaded circles indicate the observable variables y t , t = 1, . . . , T , white solid circles the latent variables λ t , γ t and θ t , t = 1, . . . , T , and dashed circles the hyperparameters Ω, φ and α.
We apply again the data augmentation principle and write the smoothing coefficients as functions of a set of latent auxiliary variables, that is
with Fig. 1 shows the conditional independence structure relationship after the data augmentation.
The joint posterior distribution of the model parameters is
where γ = (γ 1 , . . . , γ T ) and γ t = (γ 0t , γ 1t , . . . , γ pt ), with α = (α 0 , α 1 , . . . , α p ).
The posterior approximation relies on a blocked Gibbs sampling algorithm which iterates over the following steps
where γ −0 = (γ 1 , . . . , γ p ) and α −0 = (α 1 , . . . , α p ). The details of the full conditional distributions and a discussion of the sampling methods are given in the Appendix.
Empirical applications 4.1 Simulation results
We apply our dynamic spline model and the Bayesian inference process to sets of simulated data. The aim is to show the effectiveness of our model in capturing changes in the functional dependence between variables, and to show some of the effects of shifts and convexity changes of the implied volatility curve on the B-form spline coefficients.
For simplicity, we consider only one maturity, i.e. p = 1, thus we drop the maturity index, i.e. σ jt = σ 1jt , δ jt = δ 1jt and ν jt = ν 1jt . For each t, we assume n 1 = 11 observations are available at usually-quoted delta values δ jt = 0.05, 0.10, 0.15, 0.25, 0.35, 0.50, 0.65, 0.75, 0.85, 0.90, 0.95 , and ν jt = 1 for all j. In the first experiment, the σ jt are generated as follows
for t = 1, . . . , 250. In the second experiment
The dynamic spline model is then fitted on the log σ jt by iterating 30,000 time the Gibbs steps given in the previous section. The MCMC algorithm has been implemented in Matlab and executed on a CPU processor, Intel Core 4, i7-7700HQ, 2.80GHz. The CPUs on our laptop have been used in hypertrading mode leading to a maximum number of 8 cores. The computing time The estimation results are given in Fig. 2 , where we see that our model successfully adjusts to both changes in convexity (16) and shifts (17) in the level of the implied volatility. We also show the spline coefficients' dynamics associated to those stylized market moves.
Exchange rates
We apply our dynamic spline model on two sets of options: options on Euro/US Dollar (EURUSD) and options on US Dollar/Turkish Lira (USDTRY). We consider end-of-day option prices at different maturities, 1 and 2 weeks, and 1, 2, 3 and 6 months. The values of the deltas collected are 0.05, 0.10, 0.15, 0.25, 0.35, 0.50, 0.65, 0.75, 0.85, 0.90, and 0.95, which The datasets and dates were selected with a dual purpose. First, they were chosen so that they contained data for as many deltas as available. Second, the data quality needed to be sufficient (more relevant for the Turkish Lira) and span a sufficiently large period to test different features in the data (in both level of the underlying and in implied volatility curve features), as well as the adaptability of the model to capture those features.
The choice of these two currencies is also two-fold. First, we intend to show that the model can work easily with currencies of very different nature, from the most liquid developed market to a less liquid emerging market; however, we chose to stay within the deliverable currency space, to avoid any differential effect of non-deliverable forwards/options pricing, together with the higher lack of transparency that those may have. The second reason was to ensure that the model can adjust not only to currencies that, in normal circumstances, have a very limited skewness in the options market (EURUSD), but also to currencies that have a higher structural skewness and kurtosis, even during relatively peaceful periods (USDTRY), due to their riskier nature as investments.
We estimate the dynamic spline model on the two sets of data by applying the MCMC procedure given in the previous section. We consider 10,000 iterations after convergence and from the MCMC samples we obtain the sequence of implied volatility curves given in Fig. 3 and 5. The time-varying coefficients of the splines, for the different maturities, are provided in Fig. 4 and 6 .
The spline coefficients exhibit substantial changes over time (see Fig. 4 and 6) and across maturities ( 
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Figure 7: The top row are the estimated, time-varying, 1-week maturity, smoothing parameters (λ 1t ) for t = 1, . . . , 1546, for the option contracts on the EURUSD (left) and the smoothing parameter differential λ 1t − λ 6t for t = 1, . . . , 1546 also for EURUSD (right).
are evident also from the estimates of the lambda coefficients (left panel in Fig.  7) . Also, there is evidence of differences between maturities, as reflected in the right panel of Fig. 7 (see also Fig. C.2 , Appendix C), with λ 1t being smaller than λ 6t in 934 out of 1546 occasions for EURUSD in our example (p-value < 1e-15 for the sign test). The partial ACF (see PACF in Fig. C. 3, Appendix C) shows departure from the assumed prior structure of the λs, driven by the features of the data, with more similar parameters between maturities within a currency than between currencies. Note that the values of our estimated smoothing parameters λ it are not near the value of 0.99 (see Tab. 1), which is usually employed in empirical studies. This indicates that current approaches may overweigh the latest observations/errors, providing potentially excessive weight to the latest observed error, and not providing sufficient smoothing/learning to the implied volatility curve over time. Additionally, Tab. 1 shows that the assumption of a constant λ it across assets (or within an asset) is not validated from the output from the model, with relatively wide ranges of possible values of λ it over time, and different distributions of those λ it between the two assets compared. Finally, Fig. C.2 shows the posterior relationship between higher moments of the risk neutral density and estimated values of λ it , indicating a stronger relationship (positive correlation of 0.38) between higher kurtosis and higher values of λ it , potentially a consequence of being in regimes of higher uncertainty, where new information should be weighed faster (higher λ it ).
Since a comprehensive analysis of all events in the full series of risk neutral densities is not feasible for a methodological paper, we chose to describe a few selected dates which are useful to understand how the model captures different features in the data. We selected periods representing extreme cases of large and small movements for the risk neutral densities, for the EURUSD a large move in a generally less volatile currency, and for the USDTRY a small move in a generally very volatile currency. For the case of EURUSD, we selected days around (and the day of) the ECB decision, in May 2010 (see Fig. 8 ), to ignore the market expectations and not purchase greek sovereign bonds to provide a floor after a ratings downgrade. These dates allow us to explore both the effects of shocks (against expectations) in the estimation of the risk-neutral density, and the adaptability of the model to capture those and quickly adapt to jumps in the risk neutral densities.
On May 3rd, the markets were anticipating the upcoming ECB meeting with high expectations that the ECB would deliver the anticipated purchase of Greek bonds. The week before, Greece suffered a downgrade in their sovereign ratings, and the European Union and the International Monetary Fund announced rescue fund/bailout just the day before, to reduce the market concerns about an upcoming Greek default. Although the spot EURUSD levels continued their trend lower up to that point, the meeting of the 6th of May was anticipated to bring delivery/indication of an expansive monetary policy shock (bond purchase). At this point, for the 5-delta options, the implied volatility was a mere 11%. On May 3rd, the ECB announced changes in eligibility of debt instruments issued or guaranteed by the Greek government as collateral for credit, in exchange for approval by the Greek authorities of economic and financial adjustment programmes (Trichet, 2010a) .
On May 6th 2010, the ECB surprised the market negatively with their decision of a sterilized purchase of Greek sovereign bonds, during the announcement of the securities market programme (SMP). The announcement covered "temporary measures relating to the eligibility of marketable debt instruments issued or guaranteed by the Greek government" (Trichet, 2010b), and failed short of market expectations. EURUSD dropped 200-pips, and implied volatilities shifted higher (for the 1-week tenor, they reached 19% at the close of the day for the 5-delta tail risk, almost doubling the levels seen on May 3rd). Fig. 8 portrays the clear impact of the aforementioned events, hence flattening of the estimated risk neutral densities. As seen in that Fig. 8 , we were able to deconstruct the implicit market expectations embedded in the risk neutral density through our method, including the impact on the tails of the distributions (as more clearly reflected in Fig. 9 , which contains the risk neutral densities centered around the same level on the three different dates considered). By May 13 th , 2010, implied volatilities moved to a new 'steady state', higher than the pre-ECB meeting. The 5-delta implied volatility started to stabilize to around 13% before the next wave of information shocked the markets the day after with the disclosure of the full details about the ECB programme.This new steady state maintains some of the features after the ECB shock, namely a larger left tail of the distribution, and a consolidation of both skewness and kurtosis in the longer tenors, while the shorter tenors go back toward normality, effectively removing short-term tail risks/biases while keeping/consolidating the long-term ones (see Fig. C .5, Appendix C). Therefore, we were also able to capture differences and departures in shape in the risk neutral density between maturities.
For the case of USDTRY, we selected two relatively peaceful days, around a holiday period, to show the impact of more stable situations on the estimation of the risk neutral densities. They correspond to Dec 23, 2010 and Dec 30, 2010 , periods around holidays and with very little market activity around them. The risk neutral densities extracted through our method point in the same direction, as reflected in Fig. 9 . This shows that both the structural skewness of USDTRY (as reflected in the density shapes) and the levels (as reflected in the density widths) are relatively stable, showing how the proposed method also performs well at extracting small-varying densities, even if large structural higher moments are present.
Model comparison
Let us denote with M j the model index, j = 1, 2, . . . , 7 and define the following models with time-varying smoothing parameters λ it :
M 1 : dependent smoothing processes, with λ it and α i iid ∼ Ga(φ, α 0 ) as in Eq. 7-8. We estimate (see Appendix C for further details) and for each pair of models we evaluate the Bayes factor, which is now widely used for model comparison in different areas of Bayesian analysis (e.g., see Basu and Chib (2003) , and Casarin et al. (2017) ). See also Hoeting et al. (1999) for a review. Let L(y 1:T |M j ) is the likelihood of the model M j . The logarithmic Bayes factor (BF) in favour of M j over M j is
We approximate the marginal likelihood by applying the harmonic mean to the likelihood (Kass and Raftery (1995) ), i.e.
where K is the number of MCMC iterations and L(y 1:T |ν 1:T , M j ) is the likelihood of the model M j and ν
T is the collection of parameters and latent variables in model M j (e.g. ν 1:T = (γ 1:T , θ 1:T , α) in model M 1 ), sampled from the joint posterior distribution by MCMC. Tab. 2 provides the pairwise evaluation of log-Bayes factor, BF (j , j), for all pairs of models based on the full sample. We follow the Kass and Raftery (1995) scale for log BF 1 . A discussion on scales for judging the evidence is provided in Robert (2001) .1)-(b.3) ), there is a very strong evidence in favor of M 1 (see column M 1 ) against random and constant smoothing models (rows from j = 4 to j = 7) and a positive evidence in favor of M 1 against the other time-varying smoothing models, i.e. the common time-varying smoothing, M 2 and the independent time-varying smoothing model, M 3 . The strong evidence against the constant smoothing model, M 7 , in favor of any other model included in this comparison (see row M 7 ) is confirmed also for the USDTRY dataset.
(a.1) EURUSD -log e -BF in favor of M j over time-varying smoothing models Table 2 : Pairwise logarithmic Bayes factors, BF (j , j), in favor of model M j (columns) over model M j (rows), with j, j = 1, . . . , 7, for USDEU (panels a.1-a.3) and USDTRY (panels b.1-b.3) data. The model subsets are time-varying smoothing models (i.e., dependent, M 1 , common, M 2 and independent, M 3 , smoothing) constant smoothing models (i.e., depedent, M 4, common, M 5 and independent, M 6 , smoothing), and fixed smoothing model, M 7 .
Conclusion
Implied moments from the risk-neutral distribution computed from option prices are useful for a vast variety of applications (Vergote and Puigvert, 2012; Driessen et al., 2013; Atilgana et al., 2015) . Widely accepted methods for extracting such risk-neutral densities go back to Bliss and Panigirtzoglou (2004) , which we expand to allow for dynamic values of the smoothing parameter λ. Our estimated λs support not only the assumption of them being different over time, but also between maturities and assets, and, more importantly, significantly different from the value of 0.99 usually chosen in the literature. Our approach provides a flexible Bayesian model for estimation of the set of λs, while borrowing information from the full structure of the implied volatility curves over time. The model is able to adjust to most stylized features of the dynamics of the curves, and does not rely on the stronger assumptions of a fixed and known λ to reconstruct risk neutral densities from option implied volatilities. Finally, since the results show a smaller value of λ than traditionally assumed, our approach provides a smoother picture of the dynamics of the risk neutral density than extracted by the current literature, while still allowing (but no longer imposing) faster adaptations to market conditions when supported by the data. Bayesian analysis of instrumental variable models: Acceptance-rejection within direct monte carlo. Econometric Reviews, 33 3-35.
A Full conditional distributions
A.1 Full conditional distribution of θ Let us denote g i = B i θ i , where B i is a (n i × m − q) matrix with the (j, k)-th element b k,q (δ ij ). Then our model has the following representation in terms of a time-varying nonparametric SUR model
is the block-diagonal matrix of covariates, and Υ t = diag(Υ 1t , . . . , Υ pt ) and Ξ t = diag(ι − λ t ) −1 ⊗ Ω −1 are the block-diagonal matrices of the observation and measurement noises, respectively.
Thanks to this compact representation and as showed in Carter and Kohn (1994) , the full conditional posterior distribution of θ can be written as
where z r:s = (z r , . . . , z s ) indicates the sequence of vectors u t with t = r, . . . , s.
The conditional distributions appearing in the factorization are normal distributions with mean and variance parameters
respectively, which can be easily recovered recursively by applying the following forward prediction
and the corresponding forward filtering A.9) for t = 1, . . . , T , where
is the Kalman gain. Then the backward smoothing relationships .11) with t = T, . . . , 1, can be applied to obtain the full sample estimate of the hidden states. The filtering and smoothing recursions also provide a simple method for simulating samples from the joint posterior distribution, drawing θ T from the filtering distribution at time T and then proceeding backward in time by simulating from normals with smoothed mean and variance parameters given above. This is known as the Forward Filtering Backward Sampling (FFBS) (Frühwirth-Schnatter, 2006) , pp 418-420. Within a given maturity i, the parameter vector θ it is constant across the n i SUR equations, thus the sampling strategy of the direct Monte Carlo sampling procedure by Zellner and Ando (2010) is already trivially applied from the two following steps [θ i,(1:
As regards the SUR equations for two given maturities i and j, with parameter vectors θ it and θ jt , their error terms are conditionally independent given λ t . Thus efficient sampling of θ it and θ jt is currently done jointly within the FFBS multimove Gibbs. Nevertheless if these assumptions are removed, i.e the parameter pooling and the cross maturity conditional independence assumptions, the direct Monte Carlo approach (DMC) from Zellner and Ando (2010) and its extensions (Zellner et al., 2014) can be applied to improve the efficiency of the sampler.
A.2 Full conditional distribution of γ i
Let us denote γ −it = (γ 0t , . . . , γ i−1t , γ i+1t , . . . , γ pt ), and the full conditional pos-
To sample from the full conditional, we apply a Metropolis-Hastings step with the independent proposal. To build the proposal distribution we approximate the exponential term by a first order log-Taylor expansion centered at α i , that is
Using the approximated full conditional, it is then natural to consider the following gamma proposal distribution
Regarding γ 0t , the full conditional posterior distribution for
By applying the same strategy as for γ it , we consider a Metropolis-Hastings step with proposal distribution
obtained by applying a first order log-Taylor expansion centered at α 0 .
A.3 Full conditional distribution of α
The full conditional posterior distribution of
We sample from the full conditional by a Metropolis-Hastings with proposal distribution obtained by first-order Taylor expansion of the log-target density
where ψ(x) is the digamma function, that is the first derivative of the loggamma function. The full conditional posterior distribution of α 0 is
We sample from the full conditional using a Metropolis-Hastings step, with a proposal similar to the one used for α i .
A.4 Full conditional distribution of φ
The full conditional posterior distribution of φ is
We sample from the full conditional by a Metropolis-Hastings with proposal distribution obtained by first-order Taylor expansion of the log-target density centered atφ 
Lambda versus Kurtosis (EURUSD)
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C.3 Model comparison
For model M 1 the full conditional distributions are given in Section A. As regards the models with time-varying smoothing factor the following main changes are needed to the Gibbs sampling steps of Section A. In the common time-varying smoothing model, M 2 , the following conditional distributions are used to generate samples from λ t , α and β f (λ t |θ t , α, β, σ, w t , δ) ∝ f (λ t |α, β)
where D it is defined in Appendix A and f (α, β|λ) ∝ f (α)f (β) where λ = (λ 1 , . . . , λ T ) . For the λ t and the (α, β) densities two MH algorithms with independent beta and gamma proposal distributions has been used to generate random samples.
In the independent time-varying smoothing model, M 3 , the following full conditional distribution is used to generate samples for λ it f (λ it |θ it , σ i , w it , δ i ) ∝ ∝ f n i (σ it |g it , W (1 − λ it ) b+(m−q)/2−1 exp{−λ it D it } (C.3)
A MH algorithm with independent beta proposal distribution has been used to generate random samples. As regards to the constant dependent smoothing model, M 4 , we follow a data augmentation principle for the multivariate beta distribution and the full conditional distribution of γ i , i = 1, . . . , p are
f n i (σ it |g it , W The sampling strategy is based on MH with a proposal distribution obtained with a procedure similar to the one presented in Appendix A.
In the common smoothing model, M 5 , the full conditional distribution of λ is
A MH algorithm with independent beta proposal distribution has been used to generate random samples.
In the independent smoothing model, M 6 , the full conditional distribution of λ i is
f n i (σ it |g it , W 
