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Abstract
Lorentz-invariant non-commutative QED (NCQED) is constructed such that it should
be a part of Lorentz-invariant non-commutative standard model (NCSM), a subject to
be treated in later publications. Our NCSM is based on Connes’ observation that the
total fermion field in the standard model may be regarded as a bi-module over a flavor-
color algebra. In this paper, it is shown that there exist two massless gauge fields in
NCQED which are interchanged by C ′ transformation. Since C ′ is reduced to the con-
ventional charge conjugation C in the commutative limit, the two gauge fields become
identical to the photon field in the same limit, which couples to only four spinors with
charges ±2,±1. Following Carlson-Carone-Zobin, our NCQED respects Lorentz invari-
ance employing Doplicher-Fredenhagen-Roberts algebra instead of the usual algebra with
constant θµν . In the new version θµν becomes an integration variable. We show using a
simple NC scalar model that the θ integration gives an invariant damping factor instead
of the oscillating one to the nonplanar self-energy diagram in the one-loop approximation.
Seiberg-Witten map shows that the θ expansion of NCQED generates exotic but well-
motivated derivative interactions beyond QED with allowed charges being only 0,±1,±2.
e-mail: morita@eken.phys.nagoya-u.ac.jp
1
1 Introduction
This is the first in a series of papers which are devoted to discuss the standard model on non-
commutative space-time. The non-commutative standard model (NCSM) was already taken up
by several authors[1],[2],[3]. Our approach is different from theirs in that their model building is
affected in no way by Connes’ reformulation[4],[5] of the standard model, while we are motivated
by the assumption[6] that an (associative) algebra underlies the gauge symmetry, and their non-
commutative space-time with constant θµν breaks Lorentz symmetry, while we maintain Lorentz
invariance following Carlson, Carone and Zobin[7].
Let us first recall the main reorganization introduced by Connes’ intrusion. Consider U(1) gauge
theory. Connes realized it by the algebra A = C∞(M4)⊗C whose unitaries constitute U(1). From
the linearity of the algebra representation ρ(a + b) = ρ(a) + ρ(b) the allowed representation of the
algebra is restricted to be of the form ρ(b) = diag (b, · · · , b∗, · · · ) for b = b(x) ∈ A, meaning the
Abelian charge to be ±1 in Connes’ realization of U(1) gauge theory[8], since the gauge group is given
by the unitary group of the algebra, U(C∞(M4)⊗C)) =Map(M4, U(1)).
Next consider leptons. Since they have flavor and the Abelian charges Y (eR) = −2, Y (lL) =
−1, Y (νR) = 0 (assuming the right-handed neutrino), we represent them as a bi-module. In general,
in an A-B bi-module M the two commuting operations are defined,
a(bx) = b(ax), a ∈ A, b ∈ B, x ∈M.
It is common to write one operation as a right action,
a(xb) = (ax)b, a ∈ A, b ∈ B, x ∈M.
Similarly, we write the standard gauge transformation in the lepton sector in the form,
gψ = (gψ)u∗ = g(ψu∗) ≡ gψu∗,
g =
(
gL 0
0 gR
)
⊗ 1Ng , gR =
(
u 0
0 u∗
)
, (1)
where gL ∈ SU(2)L, u = eiα and ψ =
(
ψL
ψR
)
with ψL =
(
ν
e
)
L
and ψR =
(
νR
eR
)
in Ng
generations. We distinguish between the left-handed doublets and the right-handed singlets by the
subscripts, L and R, outside and inside the vector notation,
( )
, respectively. The form u = eiα
is due to the normalization Y (φ) = 1. (See below.) Since g and u∗ commute, the leptonic ψ is a
bi-module over a flavor algebra, C∞(M4)⊗ (H ⊕C), H being real quaternions. The unitary group
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of the algebra, U(C∞(M4)⊗ (H⊕C)) =Map(M4, SU(2)× U(1)) is the flavor group.
Let us now introduce quarks into the scheme. The total fermion field 1
ψ =
(
lL q
r
L q
b
L q
g
L
lR q
r
R q
b
R q
g
R
)
, (2)
receives the standard gauge transformation,
ψ →gψ = (gψ)G = g(ψG) ≡ gψG, (3)
where the left action by g is the same as in (1), while the color gauge transformation is written as
the right action by
G =
(
u∗ 0
0 vT
)
. (4)
Here v belongs to the unitary group of the color algebra C∞(M4)⊗M3(C). Since no algebra exists
whose unitary group is color SU(3), we need Connes’ unimodularity condition to reproduce the
correct hypercharge of quarks,
det G = 1. (5)
Putting v = eiβv′ with det v′ = 1 the unimodularity condition (5) implies
−α + 3β = 0.
This correctly reproduces the fractional hypercharge of quarks, Y (qL) = 0 + 1/3 = 1/3, Y (uR) =
1 + 1/3 = 4/3, Y (dR) = −1 + 1/3 = −2/3. (3) defines the total fermion field as a bi-module 2. On
the other hand, the gauge transformation of Higgs h =
(
φ∗0 φ+
−φ− φ0
)
looks like 3
h → gh = (gLh)g†R = gL(hg†R) ≡ gLhg†R. (6)
Consequently, matrix-valued Higgs is also regarded as a (single) bi-module. The spontaneous break-
down of symmetry is triggered by the finite vacuum expectation value 〈h〉 = (v/√2)12 so that it is
given by
gL → gR. (7)
1 This name was suggested by I. S. Sogami[9]to represent chiral leptons and quarks in a unified way.
2 One can easily reassemble ψ so as to move the right action to the left with commutativity from semi-simple group
structure becoming apparent.
3 The hypercharge of Higgs φ is normalized to be +1, leading to the choice u = eiα.
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In a series of papers we interpret the bi-module structure of the total fermion field in the framework
of non-commutative gauge theory (NCGT), defining the total fermion field as a non-commutative
(NC) bi-module so that the round brackets in (1) and (3) mean only the associativity 4. We are
motivated to study NCSM for two reasons. Firstly, it was shown in Ref. 10) that, in non-commutative
QED (NCQED), Abelian charge is restricted to be ±1 and 0. This is similar to the restriction in
Connes’ realization of U(1) gauge theory. If we consider NCQED as only a part of a larger theory,
NCSM, it is necessary to incorporate the value ±2 in NCQED to account for the Abelian charge
Y (eR) = −2. This is accomplished by considering NC bi-module in exactly the same way as we
explained Y (eR) = −2 by considering the bi-module. We are thus led to the second motivation,
namely, if the field quantities are defined on non-commutative space-time, the left and right actions
are distinguished, interpreting the bi-module structure (3) as a two-sided gauge transformation[11] in
NCGT.
In this paper, we restrict ourselves to the lepton sector and consider only in the broken phase,
(7), that is, NCQED of leptons. Hence we encounter only u but both u and u∗ appear in the
gauge transformations. In later communications, we will consider NCSM in the lepton and quark
sectors. Although NCQED has been the subject of intensive study in its own interests, it is based
on the Lorentz-non-covariant algebra [xˆµ, xˆν ] = iθµν with constant antisymmetric matrix θµν . Hence
it violates Lorentz symmetry. Quite recently, Carlson, Carone and Zobin[7] constructed a Lorentz-
invariant NCGT by employing DFR(Doplicher-Fredenhagen-Roberts) algebra[12] of non-commutative
space-time, which replaces θµν with an anti-symmetric tensor operator θˆµν . According to their
formulation the old θµν plays a role as an argument of 4-dimensional covariant fields as extra 6-
dimensional coordinates. Consequently, the action contains an integration over the extra dimensions,
too, with unknown weighting functionW (θ). The θ in the old version becomes an integration variable.
The function W (θ) is not yet determined from the first principle except for normalization and its
evenness. However, the authors in Ref. 7) performed detailed perturbational calculation for 2γ → 2γ
scattering to compare with the standard model prediction. We shall show using a simple NC scalar
model that the θ integration with a model choice of W (θ) gives an invariant damping factor instead
of the oscillating one to the nonplanar self-energy diagram in the one-loop approximation. The IR-
singularity which can not be discriminated from the θ → 0 singularity, may be avoided if we take UV
limit at the same time as the commutative limit. The θ expansion[14] using Seiberg-Witten map[15]
4For instance, we can no longer write (1) as if both actions operate on the spinor only from the left. In particular,
this means that eR and νR remain acted from both sides, eR →geR = u∗eRu∗ and νR →gνR = uνRu∗, which would
read geR = u
∗u∗eR = (u
∗)2eR and
gνR = uu
∗νR = νR in the standard notation, respectively. If we start with this
notational convention, the left-handed doublet and the right-handed singlet behave ‘differently’ on non-commutative
space-time as assumed in Ref.1). (In Refs. 1) and 2) νR is not considered.)
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defines QED in the smooth commutative limit in the Lagrangian level, while higher order terms in θ
involve exotic but well-organized derivative interactions[14].
To reveal another aspects of NCQED relevant to NC bi-module we recall that the minimal
interaction in QED can be written in two different but equivalent ways,
eψ¯γµAµψ = eψ¯γ
µψAµ.
Since one can not freely move the operators on non-commutative space-time, the above two ways of
writing force us to naturally consider the different gauge fields in NCQED, one corresponding to Aµ
sandwiched between the spinors and the other to Aµ outside the spinors
5. They are destined to fuse
into the single photon field in the commutative limit 6.
By the same token we are motivated to introduce[11] two different charge conjugation transfor-
mations in NCQED since, in QED, we have two different but equivalent ways of writing the charge
conjugation,
(eψ¯γµAµψ)
c =
{
eψ¯cγµAcµψ
c,
−eψcTγµTAcµψ¯cT .
The latter line is the proper generalization of the usual charge conjugation C, while the former defines
another charge conjugation transformation, called C ′.
The plan of this paper goes as follows. We define fields on DFR algebra in the next section,
which largely owes Ref.7). In section 3, we construct Lorentz-invariant NCQED to accommodate
fermions with the Abelian charges ±2,±1, 0. As shown in Ref. 7), technically, there is only a
slight modification from the Lorentz-non-invariant NCQED. Our NCQED possesses two gauge fields
which are each other’s C ′ conjugates. In the section 4, we shall demonstrate that the θ integration
actually gives an invariant damping factor in loop-integration using a simple NC scalar model in
Euclidean metric and suggest a way to avoid IR-singularity[13]. We discuss Seiberg-Witten map in
our NCQED characterized by the two gauge fields to be identified with the single photon field in the
commutative limit in the section 5. Conclusions are given in the last section. Appendix A discusses
a non-smoothness in the commutative limit of the derivative operator for constant θ algebra. In the
Appendix B a proof will be given on the correspondence of operator product to Moyal product.
5 Since we take trace on operator space, whether we move Aµ to the left or to the right of the spinors is irrelevant.
6 Two-sided gauge transformation is familiar in NCGT. Our assertion is that it happens to make two independent
gauge fields fuse into a single one in the commutative limit.
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2 Fields defined on DFR algebra
A field on a non-commutative space-time is an operator in a classical sense. It must have a definite
transformation property under the Lorentz group acting on the operator coordinates xˆµ. If it defines a
Lorentz-invariant theory, the algebra of the operator coordinates must be Lorentz-covariant. Namely,
xˆ′µ = Λµν xˆ
ν must satisfy the same algebra as the algebra obeyed by xˆµ as viewed in the primed
reference frame connected with the unprimed reference frame by a Lorentz transformation (Λµν).
In conformity with this requirement we employ as in Re. 7) DFR (Doplicher-Fredenhagen-Roberts)
algebra[12] spanned by the hermitian operators xˆµ and θˆµν = −θˆνµ (µ, ν = 0, 1, 2, 3) which satisfy the
commutation relations
[xˆµ, xˆν ] = iθˆµν , [θˆµν , xˆρ] = [θˆµν , θˆρσ] = 0. (8)
This algebra is Lorentz-covariant, allowing us to define operator scalar, spinor, vector and tensor
fields ϕˆ(xˆ, θˆ). For instance, if ϕˆ(xˆ, θˆ) = Aˆµ(xˆ, θˆ) is operator vector field, it transforms as Aˆ
′
µ(xˆ
′, θˆ′) =
Λ νµ Aˆν(xˆ, θˆ) where xˆ
′µ = Λµν xˆ
ν and θˆ′µν = ΛµρΛ
ν
σθˆ
ρσ. If we replace θˆµν with θµν , a real constant
antisymmetric matrix, we write ϕˆ(xˆ) instead of ϕˆ(xˆ, θˆ). Although we may impose the condition
ϕˆ′(xˆ′) = ϕˆ(xˆ) to define operator scalar field, the algebra spanned by xˆµ with constant θ is no longer
Lorentz covariant. Hence Lorentz symmetry is lost in any theory based on the algebra [xˆµ, xˆν ] = iθµν
for constant θ. Only in the limit θµν = 0, the simultaneous eigenvalues of xˆµ can be regarded as a
label of a point in M4 where we define a scalar field by ϕ
′(x′) = ϕ(x) with x′ = Λx and x′2 = x2
7. However, the commutative limit is discontinuous in this case. A symptom concerns with the
derivative operator, which will be discussed in the Appendix A. This suggests that the Lorentz
invariance should be maintained from the outset. In the series of papers we employ Lorentz invariant
formulation by Carlson-Carone-Zobin[7].
It is well-known that the field ϕˆ(xˆ, θˆ) is in one to one correspondence with c-number field ϕ(x, θ).
The field ϕ(x, θ) is obtained by replacing the operators xˆµ, θˆµν in the Weyl representation
ϕˆ(xˆ, θˆ) =
1
(2pi)4
∫
d4kd6σϕ˜(k, σ)eikµxˆ
µ+iσµν θˆµν ≡ 1
(2pi)4
∫
d4kd6σϕ˜(k, σ)eikxˆ+iσθˆ, (9)
with c-numbers xµ, θµν , respectively,
ϕ(x, θ) =
1
(2pi)4
∫
d4kd6σϕ˜(k, σ)eikx+iσθ. (10)
It goes without saying that, if ϕˆ(xˆ, θˆ) is operator scalar, spinor, vector, and tensor fields, then
ϕ(x, θ) is also scalar, spinor, vector, and tensor fields, respectively. Although it has ten-dimensional
7 This invariance is replaced by the Lorentz covariance of the algebra spanned by the operator coordinates.
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arguments, its transformation property is defined with respect to the 4-dimensional Lorentz group.
If we put θµν = 0 and define ϕ˜(k) =
∫
d6σϕ˜(k, σ), (10) gives the usual Fourier transform of a 4-
dimensional field ϕ(x) ≡ ϕ(x, 0) with Fourier component ϕ˜(k). Consequently, the limit θµν → 0
corresponds to the commutative limit 8. The inverse Fourier transform is given by
ϕ˜(k, σ) =
1
(2pi)6
∫
d4xd6θϕ(x, θ)e−ikx−iσθ. (11)
Since the translation xˆµ → xˆµ + aµ1ˆ for any c-number aµ with 1ˆ being the unit operator is an
automorphism of the DFR algebra, we can define the operator
ϕˆ(xˆ+ a1ˆ, θˆ) =
1
(2pi)4
∫
d4xd6σϕ˜(k, σ)eikµ(xˆ
µ+aµ1ˆ)+iσµν θˆµν , (12)
from which the derivative of an operator is defined[12] by
∂µϕˆ(xˆ, θˆ) =
∂
∂aµ
ϕˆ(xˆ+ a1ˆ, θˆ)|a=0
=
1
(2pi)4
∫
d4kd6σikµϕ˜(k, σ)e
ikxˆ+iσθˆ. (13)
We also define the trace[7] 9
tr ϕˆ(xˆ, θˆ) =
1
(2pi)6
∫
d6σϕ˜(0, σ)W˜ (σ) =
∫
d4xd6θϕ(x, θ)W (θ), (14)
where
W (θ) =
1
(2pi)6
∫
d6σW˜ (σ)e−iσθ, (15)
with the normalization ∫
d6θW (θ) = 1. (16)
8 This corresponds to taking the limit [xˆµ, xˆν ]→ 0, since the commutator [xˆµ, xˆν ] is proportional to the fundamental
length squared, a2, as in Snyder’s algebra[16] and the commutative limit sends a to 0. However, this limit is much mild
than the usual one, [xˆµ, xˆν ] = iθµν , at θµν → 0 and an embarrassment encountered in defining the derivative operator
in the latter case is avoided. We shall discuss this point in the Appendix A. Moreover, we can build 4-dimensional field
theory solely based on DFR algebra. Define field ϕˆ(xˆ, θˆ) on DFR algebra and take the limit θµν → 0. Quantization
is to be performed on the c-number field ϕ(x) = ϕ(x, θ = 0). (We shall discuss this point on later occasion.) In this
sense, the commutative limit is smooth.
9 If ϕˆ is a matrix, matrix trace is also implied.
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It is clear that the function W (θ) has dimensions, [L−12]. Taking the trace of the first equation of
(8) we get tr θˆµν = 0 so that ∫
d6θW (θ)θµν = 0, (17)
since Weyl symbol corresponding to the operator θˆµν is θµν . Thus W (θ) is an even function 10. The
commutative limit corresponds to
W (θ) =W (0)(θ) ≡ δ6(θ) ≡ δ(θ01)δ(θ02)δ(θ03)δ(θ12)δ(θ23)δ(θ31). (18)
This has a correct dimension, [L−12], since θ has dimensions of length squared.
The Weyl symbol of the operator product is given by the Moyal product. To see this put
ϕˆ1(xˆ, θˆ)ϕˆ2(xˆ, θˆ) =
1
(2pi)4
∫
d4kd6σϕ˜12(k, σ)e
ikxˆ+iσθˆ. (19)
Then we can show that
ϕ12(x, θ) =
1
(2pi)4
∫
d4kd6σϕ˜12(k, σ)e
i(kx+σθ)
= e
i
2
θµν ∂
∂xµ
∂
∂yν ϕ1(x, θ)ϕ2(y, θ)|x=y
≡ ϕ1(x, θ) ∗ ϕ2(x, θ). (20)
The proof will be given in the Appendix B. Namely, if θˆµν belongs to the center of the algebra, the
product of operators corresponds to the Moyal product as if θˆµν is a c-number θµν . Only difference
lies in the additional dependence of the Weyl symbol on θ, ϕ(x, θ). This is the most important
observation by Carlson-Carone-Zobin[7].
By definition (20) we have∫
d4xϕ1(x, θ) ∗ ϕ2(x, θ) =
∫
d4xϕ1(x, θ)ϕ2(x, θ) =
∫
d4xϕ2(x, θ) ∗ ϕ1(x, θ), (21)
so that it follows
tr ϕˆ1(xˆ, θˆ)ϕˆ2(xˆ, θˆ) =
∫
d4xd6θW (θ)ϕ1(x, θ)ϕ2(x, θ) =
∫
d4xd6θW (θ)ϕ2(x, θ)ϕ1(x, θ)
= tr ϕˆ2(xˆ, θˆ)ϕˆ1(xˆ, θˆ). (22)
10The authors in Ref. 7) are led to the condition W (θ) =W (−θ) from Lorentz invariance.
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Moyal product of three Weyl symbols is similarly defined.
ϕˆ1(xˆ, θˆ)ϕˆ2(xˆ, θˆ)ϕˆ3(xˆ, θˆ) =
1
(2pi)4
∫
d4kd6σϕ˜123(k, σ)e
ikxˆ+iσθˆ
ϕ123(x, θ) =
1
(2pi)4
∫
d4kd6σϕ˜123(k, σ)e
i(kx+σθ)
= ϕ1(x, θ) ∗ ϕ2(x, θ) ∗ ϕ3(x, θ). (23)
The associativity is proven from that of operators. Using the cyclic property of the trace we can
show the cyclic property of Moyal products under integration∫
d4xϕ1(x, θ) ∗ ϕ2(x, θ) ∗ ϕ3(x, θ) =
∫
d4xϕ2(x, θ) ∗ ϕ3(x, θ) ∗ ϕ1(x, θ)
=
∫
d4xϕ3(x, θ) ∗ ϕ1(x, θ) ∗ ϕ2(x, θ), (24)
where we have omitted integration
∫
d6θW (θ).
3 Lorentz-invariant NCQED
Let us now consider Lorentz-invariant NCQED for fermion. Since fields on DFR algebra (8) only
demands additional dependence on the variable θ as compared with those defined on the Lorentz-
non-covariant algebra [xˆµ, xˆν ] = iθµν , Lorentz-invariant NCQED closely follows from the Lorentz-
non-invariant NCQED. For the reason explained in the Introduction, we employ NCQED as detailed
in Ref.11). Thus we consider the following gauge transformations for 8 spinors
χ1(x, θ) → gˆχ1(x, θ) = U(x, θ) ∗ χ1(x, θ) ∗ U †(x, θ),
χ2(x, θ) → gˆχ2(x, θ) = U †(x,−θ) ∗ χ2(x, θ) ∗ U(x,−θ),
ψ1(x, θ) → gˆψ1(x, θ) = U(x, θ) ∗ ψ1(x, θ),
ψ2(x, θ) → gˆψ2(x, θ) = ψ2(x, θ) ∗ U(x,−θ),
ψ3(x, θ) → gˆψ3(x, θ) = U †(x,−θ) ∗ ψ3(x, θ),
ψ4(x, θ) → gˆψ4(x, θ) = ψ4(x, θ) ∗ U †(x, θ),
ψ5(x, θ) → gˆψ5(x, θ) = U(x, θ) ∗ ψ5(x) ∗ U(x,−θ),
ψ6(x, θ) → gˆψ6(x, θ) = U †(x,−θ) ∗ ψ6(x, θ) ∗ U †(x, θ), (25)
9
where the gauge parameter is assumed to be ∗ unitary,
U(x, θ) ∗ U †(x, θ) = U †(x, θ) ∗ U(x, θ) = 1,
U(x, θ) = (eiα(x,θ))∗
≡ 1 + iα(x, θ) + 1
2!
(iα(x, θ)) ∗ (iα(x, θ)) + · · · . (26)
The product of U(x,−θ) is defined by
U1(x,−θ)∗¯U2(x,−θ) ≡ U2(x,−θ) ∗ U1(x,−θ), (27)
so that the group property with respect to ∗ product is retained,
U †1 (x,−θ)∗¯U †2(x,−θ) ≡ U †2(x,−θ) ∗ U †1(x,−θ) = (U1(x,−θ) ∗ U2(x,−θ))†. (28)
In Ref. 11) we did not consider the θ dependence of the gauge parameter, although we implicitly
assumed the θ dependence of the fields including the gauge fields. (See the section 5.)
In the commutative limit, we have only 5 spinors all of which receive U(1) gauge transformation
ψ(x)→gψ(x) = U(x)ψ(x), U(x) = eiQα(x), (29)
where α(x) = α(x, 0) and the charge Q is determined as follows.
1) The set {χ1, ψ1, ψ4} couples to the gauge field transforming like
Aµ(x, θ) → gˆAµ(x, θ) = U(x, θ) ∗ Aµ(x, θ) ∗ U †(x, θ) + 2i
e
U(x, θ) ∗ ∂µU †(x, θ). (30)
As a consequence, Q(χ1) = 0, Q(ψ1) = +1 and Q(ψ4) = −1 in units of e/2. This is the charge
quantization in NCQED[10].
2) On the other hand, the set {χ2, ψ2, ψ3} interacts with another gauge field with different trans-
formation property
A′µ(x, θ)→gˆA′µ(x, θ) = U †(x,−θ) ∗ A′µ(x, θ) ∗ U(x,−θ) + 2i
e
U †(x− θ) ∗ ∂µU(x − θ). (31)
Hence, Q(χ2) = 0, Q(ψ2) = +1 and Q(ψ3) = −1 in units of e/2. This is also the charge quantization
in NCQED.
3) Apparently, {ψ5, ψ6} with Q(ψ5) = +1 and Q(ψ6) = −1 in units of e couple to both gauge fields.
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In the commutative limit, we may put ψ1 = ψ2, ψ3 = ψ4 (and χ1 = χ2) so that the two gauge fields
should become identical up to sign. That is, the photon field Aµ(x) is given by
Aµ(x) = Aµ(x, 0) = −A′µ(x, 0). (32)
In fact, inverting the sign of θ in (30) and comparing the result with (31), we can put
A′µ(x, θ) = −Aµ(x,−θ), (33)
since ∆µ ≡ A′µ(x, θ) + Aµ(x,−θ) is subject to homogeneous transformation and can be put zero in
a gauge-invariant way 11.
In the commutative limit, we have the single photon field which couples to four spinors, ψ1 =
ψ2, ψ3 = ψ4, ψ5 and ψ6, only. In other words, if we define QED as a limiting theory of Lorentz-
invariant NCQED, we are allowed to have only four spinors with charges ±2,±1 in units of e/2
and one neutral spinor. We shall give very plausible argument in favor of the spinors (χ1, ψ6) to
represent leptons in Nature in later publications where we obtain our NCQED from a spontaneously
broken gauge theory of Lorentz-invariant non-commutative Weinberg-Salam model (NCWS). ((1)
implies two kinds of spinors χ1 and ψ6 to describe leptons. See the footnote on p.4.) This is why we
employed NCQED in Ref.11), which considers all possible spinors. In other references, such spinors
like ψ5 or ψ6, which will be responsible for the charged leptons considering the bi-module structure
(1) literally, are not introduced.
We now list all gauge couplings for 8 spinors
e
2
χ¯1(x, θ) ∗ γµ(Aµ(x, θ) ∗ χ1(x, θ)− χ1(x, θ) ∗ Aµ(x, θ)),
e
2
χ¯2(x, θ) ∗ γµ(A′µ(x, θ) ∗ χ2(x, θ)− χ2(x, θ) ∗ A′µ(x, θ)),
e
2
ψ¯1(x, θ) ∗ γµAµ(x, θ) ∗ ψ1(x, θ),
−e
2
ψ¯2(x, θ) ∗ γµψ2(x, θ) ∗ A′µ(x, θ),
e
2
ψ¯3(x, θ) ∗ γµA′µ(x, θ) ∗ ψ3(x, θ),
−e
2
ψ¯4(x, θ) ∗ γµψ4(x, θ) ∗ Aµ(x, θ),
e
2
ψ¯5(x, θ) ∗ γµ(Aµ(x, θ) ∗ ψ5(x, θ)− ψ5(x, θ) ∗ A′µ(x, θ)),
e
2
ψ¯6(x, θ) ∗ γµ(A′µ(x, θ) ∗ ψ6(x, θ)− ψ6(x, θ) ∗ Aµ(x, θ)). (34)
11 In general one can only say that ∆µ → 0 at θ → 0.
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They all conserve C if we define
Cψ(x, θ)C−1 ≡ ψc(x, θ) = Cψ¯T (x, θ),
Cψ¯(x, θ)C−1 ≡ ψ¯c(x, θ) = −ψT (x, θ)C−1,
CAµ(x, θ)C−1 ≡ Acµ(x, θ) = −Aµ(x, θ),
CA′µ(x, θ)C−1 ≡ A′cµ(x, θ) = −A′µ(x, θ), (35)
where C is the charge conjugation matrix satisfying C−1γµC = −γµT , provided C reverses the order
of the operators (the order of Moyal product). For instance, the gauge coupling for the spinor χ1
upon integration is invariant under C
−e
2
∫
d4xd6θW (θ)[χcT1 (x, θ) ∗ γµT (Acµ(x, θ) ∗ χ¯cT1 (x, θ)− χ¯cT1 (x, θ) ∗ Acµ(x, θ))]
=
e
2
∫
d4xd6θW (θ)[χ¯1(x, θ) ∗ γµ(Aµ(x, θ) ∗ χ1(x, θ)− χ1(x, θ) ∗ Aµ(x, θ))]. (36)
On the other hand, the gauge coupling for the spinor ψ5
e
2
∫
d4xd6θW (θ)[ψ¯5(x, θ) ∗ γµAµ(x, θ) ∗ ψ5(x, θ)
+ψ¯c5(x, θ) ∗ γµA′µ(x, θ) ∗ ψc5(x, θ)], (37)
is invariant under the transformation (ψ5 → ψ)
C′ψ(x, θ)C′−1 = ψc(x, θ) = Cψ¯T (x, θ),
C′ψ¯(x, θ)C′−1 = ψ¯c(x, θ) = −ψT (x, θ)C−1,
C′Aµ(x, θ)C′−1 = A′µ(x, θ), C′A′µ(x, θ)C′−1 = Aµ(x, θ), (38)
provided the order of the operators (the order of Moyal product) are not reversed. Similarly for the
spinor ψ6. We call the transformation
ψ(x, θ)↔ ψc(x, θ), ψ¯(x, θ)↔ ψ¯c(x, θ), Aµ(x, θ)↔ A′µ(x, θ), (39)
for the spinors ψ = ψ5, ψ6, C
′ transformation[11] provided no reversal of operators (the order of the
Moyal product) is made. Then we may say that A′µ(x, θ) is C
′ conjugate of Aµ(x, θ). There are
two charge conjugations C and C ′, the difference being the reversal and unreversal of the operators,
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respectively. In the commutative limit, the order of the operators become irrelevant so that C ′ → C
at θ = 0. Hence follows (32) by definition.
To conclude this section we define C ′-invariant NC Maxwell action by
SˆM = −1
8
∫
d4xd6θW (θ)(Fµν(x, θ) ∗ F µν(x, θ) + F ′µν(x, θ) ∗ F ′µν(x, θ)),
Fµν(x, θ) = ∂µAν(x, θ)− ∂νAµ(x, θ)
−ie
2
(Aµ(x, θ) ∗Aν(x, θ)− Aν(x, θ) ∗ Aµ(x, θ)),
F ′µν(x, θ) = Fµν |Aµ(x,θ)→A′µ(x,θ). (40)
Each term F 2 and F ′2 are separately C-invariant,
F cµν(x, θ) = ∂µ(−Aν(x, θ))− ∂ν(−Aµ(x, θ))
−ie
2
[(−Aν(x, θ)) ∗ (−Aµ(x, θ))− (−Aµ(x, θ)) ∗ (−Aν(x, θ))]
= −Fµν(x, θ), (41)
and similarly for F ′µν(x, θ). In the subsequent paper we derive (40) from Lorentz-invariant NCWS
model. Due to the condition (33) we easily see that
F ′µν(x, θ) = −Fµν(x,−θ),
Aµ(x, θ) ∗ Aν(x, θ)|θ→−θ = Aν(x,−θ) ∗ Aµ(x,−θ). (42)
That is, C ′-invariant NC Maxwell Lagrangian is even in θ.
4 An invariant damping factor
The original motivation of introducing quantized space-time[16] was to remove UV divergence troubles
in quantum field theory by replacing point-like interactions of elementary particles with specific
Lorentz-invariant nonlocal interactions. On the other hand, Filk[17] showed that, based on the algebra
[xˆµ, xˆν ] = iθµν , the nonplanar diagrams receive an oscillating damping factor due to the space-time
non-commutativity, whereas UV divergence of the planar diagrams remain unchanged. We would like
to emphasize that the oscillating damping factor violates Lorentz invariance. In fact, the authors
in Re.13) observed in non-commutative scalar model that 1PI two-point function in the one-loop
approximation explicitly violates Lorentz symmetry, and exhibited a singular behavior at θ → 0
13
limit after loop integration. Since θ appears always through the combination θµνqν in the oscillating
damping factor, where qν is the external momentum, this singular behavior necessarily implies IR-
singularity[13] of the amplitude at θµνqν → 0. Hayakawa[10] independently pointed out an explicit
violation of Lorentz symmetry in the one-loop photon propagator in NCQED and investigated IR
behavior together with the θ → 0 singularity in relation with UV divergence. It would be interesting
to see what happens on the oscillating damping factor if we employ the Lorentz-invariant formulation.
In order to study this problem we consider a simpler example, namely, NC scalar λφ4-theory in
Euclidean metric. In the old Lorentz-non-invariant version it is defined by
Sˆ =
∫
d4x[
1
2
(∂µφ(x)∂
µφ(x) +m2φ2(x)) +
λ
4!
φ(x) ∗ φ(x) ∗ φ(x) ∗ φ(x)]. (43)
The proper self-energy part in the one-loop approximation is given by[13]
Σ
(1)
pl =
λ
3(2pi)4
∫
d4k
1
k2 +m2
,
Σ
(1)
npl =
λ
6(2pi)4
∫
d4k
eikµθ
µνpν
k2 +m2
, (44)
for planar and nonplanar diagrams, respectively. It is well-known[17] that the nonplanar diagram is
UV finite due to the oscillating factor, eikµθ
µνpν , where pν is the external momentum. This oscillating
factor comes from the nonlocal interaction concealed in the star product of (43). Using the Schwinger
representation, 1
k2+m2
=
∫∞
0
dαe−α(k
2+m2) and regularizing by multiplication of the factor e−1/αΛ
2
, we
get
Σ
(1)
pl =
λ
48pi2
∫ ∞
0
dα
α2
e−
1
αΛ2
−αm2 =
λ
48pi2
[Λ2 −m2 ln Λ
2
m2
+O(1)],
Σ
(1)
npl =
λ
96pi2
∫ ∞
0
dα
α2
e
− 1
αΛ2
eff
−αm2
=
λ
96pi2
[Λ2eff −m2 ln
Λ2eff
m2
+O(1)], (45)
where we have defined
1
Λ2eff
=
1
Λ2
+
p˜2
4
,
p˜2 = θµνpνθµρp
ρ. (46)
Here, θµν = θµν
12. It is clear that the nonplanar diagram is UV-finite as far as p˜2 6= 0. However,
it is IR-singular at p˜2 → 0 if we first let Λ2 → ∞. In order to avoid the IR-singularity in the limit
12In Minkowski space-time, the indices of θµν are lowered by the Lorentz metric, θµν = gµρgνσθ
ρσ ,
(gµν)=diag(+1,−1,−1,−1).
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Λ2 → ∞, we are tempted to take the limit θ → 0 simultaneously. Thus we have instead of the last
expression of (45),
Σ
(1)
npl =
λ
96pi2
∫ ∞
0
dα
α2
e−
1
αΛ2
−αm2 [1− p˜
2
4α
+
p˜4
2!(4α)2
+ · · · ]
=
λ
96pi2
[2(Λ2m2)1/2K1(2
√
m2/Λ2 )− p˜
2
4
2(Λ2m2)K2(2
√
m2/Λ2 )
+
p˜4
32
2(Λ2m2)3/2K3(2
√
m2/Λ2 ) + · · · ], (47)
where Kn is the modified Bessel function. If we put
θµν = a2θ¯µν , (48)
where a is the fundamental length with θ¯µν being dimensionless, then the commutative limit cor-
responds to a → 0. Near IR region which is indistinguishable from the commutative limit in the
present model, we propose to take UV limit in the following way,
Λ2 → ∞,
a2 → 0,
Λ2a2 : fixed. (49)
Then the first term in the bracket [ ] of (47) diverges quadratically as usual, the second becomes
constant of the order a4Λ4, the third vanishes because it behaves like a8Λ6 and the rest follows the
same fate as the third. It should be noted, however, that the drawback of the above argument is the
apparent loss of the Lorentz invariance (here, Euclidean symmetry). Our argument may work only
in the case of Σ
(1)
npl being a function of the invariant, p
2.
This shortcoming is remedied by Carlson-Carone-Zobin formulation[7] of the model,
Sˆ =
∫
d4xd6θW (θ)[
1
2
(∂µφ(x)∂
µφ(x) +m2φ2(x)) +
λ
4!
φ(x) ∗ φ(x) ∗ φ(x) ∗ φ(x)]. (50)
In this new Lorentz-invariant (here, Euclidean-invariant) version we have
Σ
(1)
pl =
λ
3(2pi)4
∫
d4k
1
k2 +m2
,
Σ
(1)
npl =
λ
6(2pi)4
∫
d4kd6θW (θ)
eikµθ
µνpν
k2 +m2
, (51)
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where we have used the normalization (16) to obtain the same expression of Σ
(1)
pl as before. That is,
the planar diagram is no different. The θ-integration in the nonplanar diagram,
I =
∫
d6θW (θ)eikµθ
µνpν (52)
can be performed as follows. Assuming
W (θ) = a−12w(θ¯), (53)
the integral becomes
I =
∫
d6θ¯w(θ¯)eia
2kµθ¯µνpν . (54)
To proceed further we have to choose the functional form of w(θ¯) = w(−θ¯) with ∫ d6θ¯w(θ¯) = 1.
There is no guiding principle to determine it. In what follows, we put for computational purpose
only
w(θ¯) =
1
pi3
e−(θ¯
01)2−(θ¯02)2−(θ¯03)2−(θ¯12)2−(θ¯23)2−(θ¯31)2 . (55)
It is then easy to obtain 13
I = e−a
4[k2p2−(k·p)2]/4, (56)
where k2 = k20 + k
2
1 + k
2
2 + k
2
3 (we still use the index 0 instead of 4). Thus the integral I works as
an invariant damping factor for the nonplanar diagram as far as a and p do not vanish 14. Inserting
this result into new Σ
(1)
npl of (51), we get Lorentz (here, Euclidean) invariant result
Σ
(1)
npl =
λ
6(2pi)4
∫ ∞
0
dαe−
1
αΛ2
−αm2
∫
d4ke−αk
2−a4[k2p2−(k·p)2]/4
=
λ
96pi2
∫ ∞
0
dα√
α(α + a4p2/4)3/2
e−
1
αΛ2
−αm2 , (57)
13It is to be noted that to make w(θ¯) Lorentz-invariant the exponent must be at least quartic in θ¯ since θ¯µν θ¯µν is
indefinite. However, (θ¯µν θ¯µν)
2 is positive definite and we may use the formula,∫
dxe−x
4
=
1
4
Γ(
1
4
),
to maintain the normalization.
14If we insist to Minkowski space-time formulation, we would get similar Lorentz-invariant damping factor for the
nonplanar diagram. By the way, the oscillating factor is absent if only the projection of p onto the non-commutative
subspace vanishes, but our damping factor becomes unity only if all components of p vanish.
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which is UV finite unless a4p2 = 0. It is, however, IR-singular, Σ
(1)
npl → 8a4p2 × λ96pi2 at p2 → 0, if we
first let Λ2 →∞. This is the same phenomenon as before[13] except that our result is Lorentz (here,
Euclidean) invariant. To avoid this IR-singularity we take the UV limit as defined above. Expanding
the exponential containing the small parameter a4 in new Σ
(1)
npl and carrying out the k-integration,
we obtain
Σ
(1)
npl =
λ
96pi2
[2
√
m2Λ2K1(2
√
m2/Λ2 )− 3
8
a4p22(m2Λ2)K2(2
√
m2/Λ2 )
+
15
128
a8p42(m2Λ2)3/2K3(2
√
m2/Λ2 ) + · · · ]. (58)
Our UV limit reproduces the well-known quadratic divergence from the first term in the above
expansion in addition to a constant term from the second term. The third and the rest vanish in
our UV limit. We may of course retain the contributions of order (a4p2)n(Λ2)n+1, n = 0, 1, 2, · · · ,
(including logs) in the above (n+ 1)-st term without strictly neglecting the third and the rest. Our
argument to bypass the IR-singularity is to take the limit a2 → 0 at the same time as the limit
Λ2 → ∞ so that the above expansion is effectively truncated. In this way we have successfully
evaded the IR-singularity in an invariant way. Outside the region where (51) is used, Σ
(1)
npl is UV
finite.
We expect that a similar mechanism works in higher order loops and also in NCQED.
5 Seiberg-Witten map in NCQED
In order to investigate the commutative limit of NCWS for leptons, we have previously[11]proposed
θ-expansion,
Aµ(x, θ) = A
(0)
µ (x) + A
(1)
µ (x) + A
(2)
µ (x) + · · · ,
A′µ(x, θ) = −Aµ(x,−θ) = −A(0)µ (x) + A(1)µ (x)− A(2)µ (x) + · · · ,
Fµν(x, θ) = F
(0)
µν (x) + F
(1)
µν (x) + F
(2)
µν (x) + · · · ,
F ′µν(x, θ) = −F (0)µν (x) + F (1)µν (x)− F (2)µν (x) +− · · · ,
ψ(x, θ) = ψ(0)(x) + ψ(1)(x) + ψ(2)(x) + · · · , (59)
where ψ stands for all 8 spinors under consideration. The reason why we are led to the θ-expansion
even if we based our NCWS for leptons in Ref.11) on the Lorentz non-covariant algebra [xˆµ, xˆν ] = iθµν ,
leading to fields not explicitly containing θ, comes from the demand that the variational principle
17
should be applied in various cases exhibited in (34). We shall not repeat the argument but only
note that there is a formidable increase in unknown local fields in the above expansion. Namely,
although the first terms in the expansion are identified with the local fields in the commutative limit,
Aµ(x) = A
(0)
µ (x), ψ(x) = ψ(0)(x), Fµν(x) = ∂µAν(x)− ∂νAµ(x) = F (0)µν (x), there occur many unknown
local fields in higher order terms. Nonetheless, gauge invariance of the action is proved[11] order by
order up to n = 2.
On the other hand, the authors in Re.14) developed a bottom-up version of NCGT. They also im-
plicitly assumed θ dependence of the field in Lorentz non-invariant NCGT and introduced additional
parameter h to justify their formulation of NCGT using h-expansion (equivalent to θ-expansion) and
Seiberg-Witten map[15]. They showed that NCGT though violates Lorentz invariance can be formu-
lated for arbitrary gauge group including SU(n) by employing Seiberg-Witten map[15] to determine
all higher-order terms in terms of only the lowest-order term with due consideration on the gauge
parameter coming from the consistency condition. Thus they expand the gauge parameter, too,
α(x, θ) = α(0)(x) + α(1)(x) + α(2)(x) + · · · ,
α(x,−θ) = α(0)(x)− α(1)(x) + α(2)(x)−+ · · · , (60)
where α(x) = α(0)(x) is the same as in (29). The θ-expansion of fields must be compatible with the
θ-expansion of the action
SˆQED = S
(0)
QED + S
(1)
QED + S
(2)
QED + · · · , (61)
in the following respect. The action SˆQED is a functional of Aµ(x, θ), A
′
µ(x, θ) and the spinors
χ1(x, θ), · · · , ψ6(x, θ). It is invariant under the NC gauge transformations (25), (30) and (31). We
now assume following Ref. 14) that each term in the above expansion is a local functional of only
4-dimensional fields, Aµ(x), χ1(x), · · · , ψ6(x) with respected gauge invariance, (29) and
Aµ(x)→gAµ(x) = 2
e
∂µα(x). (62)
Hence the θ-expansion (61) contains both kinds of gauge invariance. This requires[14] that there
exists the Seiberg-Witten map[15]
Aµ(x, θ) = Aµ[A(x), θ],
A′µ(x, θ) = A
′
µ[A(x), θ],
ψ(x, θ) = ψ[A(x), ψ(x), θ],
U(x, θ) = U [A(x), U(x) ≡ eiα(x), θ], (63)
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where ψ stands for any spinor χ1(x, θ), · · · , ψ6(x, θ), such that
gˆAµ(x, θ) = Aµ[
gA(x), θ],
gˆA′µ(x, θ) = A
′
µ[
gA(x), θ],
gˆψ(x, θ) = ψ[gA(x),gψ(x), θ], (64)
hold true. This mapping must satisfy the consistency condition
(gˆ1gˆ2)Aµ(x, θ) =
gˆ1(gˆ2Aµ(x, θ)),
(gˆ1gˆ2)A′µ(x, θ) =
gˆ1(gˆ2A′µ(x, θ)),
(gˆ1gˆ2)ψ(x, θ) = gˆ1(gˆ2ψ(x, θ)). (65)
In the following we shall determine the Seiberg-Witten map only in infinitesimal gauge transfor-
mation,
U(x, θ) = (eiα(x,θ))∗ = 1 + iα(x, θ),
δαˆAµ(x, θ) = i(α(x, θ) ∗ Aµ(x, θ)−Aµ(x, θ) ∗ α(x, θ)) + 2
e
∂µα(x, θ),
δαˆA
′
µ(x, θ) = −i(α(x,−θ) ∗ A′µ(x, θ)− A′µ(x, θ) ∗ α(x,−θ))− 2
e
∂µα(x,−θ),
δαˆχ1(x, θ) = iα(x, θ) ∗ χ1(x, θ)− χ1(x, θ) ∗ iα(x, θ),
δαˆψ1(x, θ) = iα(x, θ) ∗ ψ1(x, θ),
δαˆψ6(x, θ) = −iα(x,−θ) ∗ ψ6(x, θ)− ψ6(x, θ) ∗ iα(x, θ). (66)
The spinors we shall consider below are only χ1, ψ1 and ψ6. The other cases will be obvious. The
infinitesimal form of (64) read
δαˆAµ(x, θ) = δαAµ(x, θ) ≡ Aµ[A(x) + δαA(x), θ]− Aµ[A(x), θ],
δαˆA
′
µ(x, θ) = δαA
′
µ(x, θ) ≡ A′µ[A(x) + δαA(x), θ]−A′µ[A(x), θ],
δαˆψ(x, θ) = δαψ(x, θ) ≡ ψ[A(x) + δαA(x), ψ(x) + δαψ(x), θ]− ψ[A(x), ψ(x), θ], (67)
while the consistency condition (65) reads
iδαβ[A, θ]− iδβα[A, θ]− β[A, θ] ∗ α[A, θ] + α[A, θ] ∗ β[A, θ] = 0. (68)
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Here we define, writing α(x, θ) = α[A(x), θ] = α[A, θ],
δαβ[A, θ] ≡ β[A+ δαA, θ]− β[A, θ]. (69)
Our purpose of this section is to show that the θ expansion (59) of fields Aµ(x, θ) and A
′
µ(x, θ)
has a consistent solution given the gauge transformations (66) thanks to the expansion (60). We
now know[14] that the solution to the consistency condition (68) determines α(n)(x) iteratively. The
result up to n = 2 is as follows. (In the following, we omit argument (x) for simplicity.)
α(0) = α,
α(1) =
e
4
θρσ∂ραAσ,
α(2) = −e
2
8
θρσθλτ∂ραAλ∂τAσ. (70)
It can be shown that the same solution on the gauge fields A
(1)
µ and A
(2)
µ comes from both δαˆAµ(x, θ)
and δαˆA
′
µ(x, θ) in (66) due to (60). Thus we have
A(0)µ = Aµ,
A(1)µ = −
e
4
θρσAρ(∂σAµ + Fσµ),
A(2)µ =
e2
8
θρσθλτ (AρAλ∂τFσµ − ∂σAµ∂λAρAτ + AρFσλFτµ). (71)
As for the field strength, we find
F (0)µν = Fµν ,
F (1)µν =
e
2
θρσFµρFνσ − e
2
θρσAρ∂σFµν ,
F (2)µν =
e2
8
θρσθλτfµνρσλτ ,
fµνρσλτ = FρνFσλFτµ − FρµFσλFτν
+Aρ(2Fµλ∂σFτν − 2Fνλ∂σFτµ + Fσλ∂τFµν − ∂λFµν∂σAτ )
+AρAλ∂τ∂σFµν . (72)
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Consequently, NC Maxwell action (40) has the expansion
S
(0)
M = −
1
4
∫
d4xFµνF
µν ,
S
(1)
M = 0,
S
(2)
M = −
e2
16
∫
d6θW (θ)θρσθλτ
∫
d4xf˜ρσλτ ,
f˜ρσλτ = FµρFνσF
µ
λF
ν
τ + F
µν(FρνFσλFτµ − FρµFσλFτν)
−FρσF µνFµλFντ
+
1
2
FρσAλFµν∂τF
µν + AρF
µνFσλ∂τFµν . (73)
Thus C ′-invariance excludes three-photon vertices. If we employ NC Maxwell action
Sˆ ′M = −
1
4
∫
d4xd6θW (θ)Fµν(x, θ) ∗ F µν(x, θ), (74)
we have S ′
(0)
M = S
(0)
M and S
′(2)
M = S
(2)
M together with
S ′
(1)
M = −
e
4
∫
d6θW (θ)θρσ
∫
d4x[FµρFνσF
µν − 1
4
FρσFµνF
µν ]. (75)
It contributes nothing, however, because of (17) as pointed out by Carlson-Carone-Zobin[7] 15. In
Ref. 7) (17) was derived from the Lorentz invariance, while we derived it from DFR algebra itself.
15In the old Lorentz-non-invariant version without θ integration S′′
(1)
M = − e4θρσ
∫
d4x[FµρFνσF
µν − 14FρσFµνFµν ]
makes a nontrivial contribution.
21
Finally, we give Seiberg-Witten map for the spinors,
χ
(1)
1 = −
e
2
θρσAρ∂σχ
(0)
1 ,
χ
(2)
1 =
1
8
θρσθλτ [−ie∂ρAλ∂σ∂τχ(0)1 − e2∂ρAλAτ∂σχ(0)1
−2e2AλFρτ∂σχ(0)1 + e2AλAρ∂σ∂τχ(0)1 ],
ψ
(1)
1 = −
e
4
θρσAρ∂σψ
(0)
1 ,
ψ
(2)
1 =
1
32
θρσθλτ [−2ie∂ρAλ∂σ∂τψ(0)1 + e2AρAλ∂σ∂τψ(0)1
+e2AρFσλ∂τψ
(0)
1 + 2e
2Aρ∂σAλAτψ
(0)
1 −
e2
2
∂ρAλ∂σAτψ
(0)
1
+ie3AρAτ∂λAσψ
(0)
1 − i
e3
2
AρAτ∂σAλψ
(0)
1 ],
ψ
(1)
6 = 0,
ψ
(2)
6 =
1
32
θρσθλτ [4ie∂ρAλ∂σ∂τψ
(0)
6 − 2e2∂ρAλ∂σ∂τψ(0)6
+4e2∂σAλAρ∂τψ
(0)
6 ]. (76)
Dirac action for the spinor χ1 has the expansion with upper index still attached
SˆD = S
(0)
D + S
(1)
D + S
(2)
D + · · · ,
S
(0)
D =
∫
d4xχ¯
(0)
1 iγ
µ∂µχ
(0)
1 ,
S
(1)
D =
ie
2
∫
d6θW (θ)θρσ
∫
d4xχ¯
(0)
1 iγ
µFρµ∂σχ
(0)
1 ,
S
(2)
D =
∫
d4xd6θW (θ)[χ¯
(1)
1 iγ
µ∂µχ
(1)
1 + χ¯
(0)
1 iγ
µ∂µχ
(2)
1 + χ¯
(2)
1 iγ
µ∂µχ
(0)
1
+χ¯
(0)
1
ie
2
θρσ(iγµ∂ρAµ)∂σχ
(1)
1 + χ¯
(1)
1
ie
2
θρσ(iγµ∂ρAµ)∂σχ
(0)
1
+χ¯
(0)
1
ie
2
θρσ(iγµ∂ρA
(1)
µ )∂σχ
(0)
1 ]. (77)
22
The second term S
(1)
D vanishes due to (17). Consequently we do not need evaluate S
(1)
D in the
following. For ψ1, we get
SˆD = S
(0)
D + S
(2)
D + · · · ,
S
(0)
D =
∫
d4xψ¯
(0)
1 iγ
µDµψ
(0)
1 , Dµ = ∂µ −
ie
2
Aµ,
S
(2)
D =
∫
d4xd6θW (θ){ψ¯(1)1 iγµDµψ(1)1 + ψ¯(0)1 iγµDµψ(2)1 + ψ¯(2)1 iγµDµψ(0)1
+
e
2
[−1
8
θρσθλτ ψ¯
(0)
1 (iγ
µ∂ρ∂λAµ)∂σ∂τψ
(0)
1
+ψ¯
(0)
1
i
2
θρσ(iγµ∂ρAµ)∂σψ
(1)
1 + ψ¯
(1)
1
i
2
θρσ(iγµ∂ρAµ)∂σψ
(0)
1
+ψ¯
(0)
1
i
2
θρσ(iγµ∂ρA
(1)
µ )∂σψ
(0)
1
+ψ¯
(1)
1 iγ
µA(1)µ ψ
(0)
1 + ψ¯
(0)
1 iγ
µA(1)µ ψ
(1)
1 + ψ¯
(0)
1 iγ
µA(2)µ ψ
(0)
1 ]}. (78)
For ψ6 we find
SˆD = S
(0)
D + S
(2)
D + · · · ,
S
(0)
D =
∫
d4xψ¯
(0)
6 iγ
µDµψ
(0)
6 , Dµ = ∂µ + ieAµ,
S
(2)
D =
∫
d4x
∫
d6θW (θ)[ψ¯
(1)
6 iγ
µDµψ
(1)
6 + ψ¯
(0)
6 iγ
µDµψ
(2)
6 + ψ¯
(2)
6 iγ
µDµψ
(0)
6
+
e
8
θρσθλτ ψ¯
(0)
6 (iγ
µ∂ρ∂λAµ)∂σ∂τψ
(0)
6
+
ie
2
ψ¯
(0)
6 θ
ρσ(iγµ∂ρA
(1)
µ )∂σψ
(0)
6 − eψ¯(0)6 iγµA(2)µ ψ(0)6 ]. (79)
To put Sˆ
(2)
D into a final form (76) should be used. We shall not try in this paper to do phenomeno-
logical calculations based on the above Seiberg-Witten map. It would be enough to comment that
Carlson-Carone-Zobin[7] calculated 2γ → 2γ scattering based on (73) and found a distinctive devia-
tion from the standard model result.
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6 Conclusions
As the first step toward formulating NCSM by considering the total fermion field as a NC bi-module,
we have constructed in this paper Lorentz-invariant NCQED. All possible spinors are considered,
which are reduced to one neutral and four charged spinors in the commutative limit. This charge
quantization is tight enough that it precisely gives the correct hypercharge assignment of leptons in
addition to their electric charge.
The important aspect of our NCQED is its Lorentz invariance. It was first formulated by Carlson,
Carone and Zobin[7]. The commutative limit of the Lorentz-invariant NCQED smoothly coincides
with Lorentz-invariant QED.
The oscillating damping factor for nonplanar diagrams first observed in Ref. 17) is replaced with
an invariant damping factor. Moreover, the singular behavior of Green functions at θ → 0 found
in the literature[10],[13] may be evaded using a new UV limit, assumed to be valid near IR region
indistinguishable from the commutative limit, in an invariant way. This conjecture was confirmed
in the proper self-energy diagram of NC scalar model in the one-loop approximation.
We define covariant operator fields on DFR algebra (8) and associate them with c-number Weyl
symbols which enjoy the same Lorentz covariance. The latter are field quantities to be subsequently
quantized. Even in the commutative limit, DFR algebra remains intact. Our Minkowski space-time
is a parameter space like the 4-dimensional phase space. If we say that our Minkowski space-time
becomes non-commutative at very short distances by assuming the commutator [xˆµ, xˆν ] = iθµν for
constant θ, we immediately sacrifice the Lorentz symmetry, which could never be remedied as far
as we stick to constant θ algebra. If we employ Lorentz-covariant algebra (8) following Carlson,
Carone and Zobin[7], the deformation parameter becomes an integration variable. Nonetheless, it is
possible to study small θ using Seiberg-Witten map because it is dimensionfull. In addition, one-
loop calculation in the section 4 indicates how to obtain invariant amplitudes on non-commutative
space-time.
Finally, we would like to point out that, since QED is not a closed theory but is unified with
weak interactions at present energy, NCQED should also be a part of a larger theory. This subject
will be a theme in the following papers.
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A Derivative operator for constant θ
The derivative operator for the field ϕˆ(xˆ) on the non-commutative space-time [xˆµ, xˆν ] = iθµν is
defined by
pˇµ = −iθµν xˆν ,
where θµν is the inverse of the matrix θ
µν , θµνθ
νλ = δ λµ so that [pˇµ, xˆ
ν ] = δ νµ . It can be shown that
the commutator [pˇµ, ϕˆ(xˆ)] equals (13) with θˆ disregarded. There are two problems, here. First of all
θµν must be assumed to be invertible. The second is that the commutative limit is not smooth as
pointed out in the Appendix A in Ref.11). Suppose that the matrix (θµν) is invertible and put into
the canonical form with only non vanishing elements θ1,2 such that xˆ
1 and xˆ3 are diagonalized with
the basis |x1, x3〉. Then pˇ0 = (i/θ1)xˆ1 and pˇ2 = (i/θ2)xˆ3 become singular in the commutative limit
θ1, θ2 → 0, although the commutator [pˇµ, ϕˆ(xˆ)] for any µ is well-defined. On the other hand, if all
coordinates commute, they can be simultaneously diagonalized with the different basis |xµ〉. In this
case, we simply put pˇµ = ∂/∂x
µ. This non-smoothness no longer bothers us for DFR algebra.
B Operator product and Moyal product
In this section we shall give the proof of (20). The integrand ϕ˜12(k, σ) is calculated, using the notation
(k × k′)θˆ = (k × k′)µν θˆµν with (k × k′)µν ≡ (1/2)(k1µk′2ν − k1νk′2µ) and Tˆ (k, σ) = eikxˆ+iσθˆ, as follows.
ϕˆ1(xˆ, θˆ)ϕˆ2(xˆ, θˆ) =
1
(2pi)8
∫
d4kd6σϕ˜1(k, σ)Tˆ (k, σ)
∫
d4k′d6σ′ϕ˜2(k
′, σ′)Tˆ (k′, σ′)
=
1
(2pi)8
∫
d4kd6σd4k′d6σ′ϕ˜1(k, σ)ϕ˜2(k
′, σ′)e−
i
2
(k×k′)θˆTˆ (k + k′, σ + σ′)
=
1
(2pi)8
∫
d4Kd6Σ′d4k′d6σ′ϕ˜1(K − k′,Σ′ − σ′)
×ϕ˜2(k′, σ′)Tˆ (K,Σ′ − 1
2
K × k′)
=
1
(2pi)8
∫
d4Kd6Σϕ˜12(K,Σ)Tˆ (K,Σ),
ϕ˜12(K,Σ) =
1
(2pi)4
∫
d4k′d6σ′ϕ˜1(K − k′,Σ + 1
2
K × k′ − σ′)ϕ˜2(k′, σ′).
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Hence, we have
ϕ12(x, θ) =
1
(2pi)4
∫
d4Kd6ΣeiKx+iΣθϕ˜12(K,Σ)
=
1
(2pi)20
∫
d4Kd6Σd4k′d6σ′eiKx+iΣθ
∫
d4x1d
6θ1d
4x2d
6θ2ϕ1(x1, θ1)ϕ2(x2, θ2)
×e−i(K−k′)x1−i(Σ+ 12K×k′−σ′)θ1e−ik′x2−iσ′θ2
=
1
(2pi)20
∫
d4Kd6Σd4k′d6σ′d4x1d
6θ1d
4x2d
6θ2
×eiKx+iΣθ−i(K−k′)x1−i(Σ−σ′)θ1−ik′x2−iσ′θ2(e i2 (∂1×∂2)θ1ϕ1(x1, θ1)ϕ2(x2, θ2))
= e
i
2
θµν ∂
∂xµ
∂
∂yν ϕ1(x, θ)ϕ2(y, θ)|x=y
≡ ϕ1(x, θ) ∗ ϕ2(x, θ).
This is nothing but (20).
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