Abstract. In this paper, we consider the Cauchy problem for the fractional Camassa-Holm equation which models the propagation of small-but-finite amplitude long unidirectional waves in a nonlocally and nonlinearly elastic medium. Using Kato's semigroup approach for quasilinear evolution equations, we prove that the Cauchy problem is locally well-posed for data in H s (R), s > 5 2
Introduction
In the present paper, we prove that the Cauchy problem defined for the fractional Camassa-Holm (fCH) equation:
is locally well-posed for sufficiently smooth initial data. Here, ν ≥ 1 is a constant which may not be an integer. The fCH equation was introduced in [10] as an asymptotic model equation describing the propagation of small-but-finite amplitude, long unidirectional waves in a one-dimensional infinite, homogeneous medium made of nonlocally and nonlinearly elastic material. In the absence of body forces the equation of motion is ρ 0 u tt = (S(u X )) X where ρ 0 is the mass density of the medium, S = S(u X ) is the stress and u(X, t) is the displacement at time t of a reference point X [8] . Nonlocality requires the stress S to be expressed as a general nonlinear nonlocal function of the strain u X since the stress at a reference point is a nonlinear function of the strain at all points in the body: S(X, t) = (1.3) Here, the constitutive behavior of the medium is described by the convolution integral operator with the general kernel function β(x) which is nonnegative, even function, monotonically decreasing for x > 0, see [9] for the most common used kernel functions in the literature. While deriving fCH in [10] , a fractional-type kernel function was used, that is when the Fourier transform of the kernel function has fractional powers, i.e.β(ξ) = (1 + ξ 2ν ) −1 , where ν ≥ 1 and may not be an integer. This type of kernel function enables to derive more general evolution equations, in particular fCH equation. It is worth noting that when ν = 1, (1.1) reduces to the classical Camassa-Holm (CH) equation
which models the propagation of unidirectional small-amplitude shallow-water waves [1, 2, 7, 12, 14, 20] . It is an infinite-dimensional completely integrable Hamiltonian system [5, 6] and describes the evolution of the horizontal fluid velocity at a certain depth when nonlinear effects dominate dispersive effects [13] . Therefore, even for smooth initial data, there exist solutions which develop singularities in finite time in the form of wave breaking, i.e. the solution remains bounded but its slope becomes unbounded in finite time [3] . In addition to the studies about water waves, we refer the reader to [10] and the references therein for the derivation of the CH equation as an appropriate model equation for nonlinear dispersive elastic waves.
In [10] , as a by-product of the asymptotic derivation, the fractional Korteweg-de Vries (fKdV) and fractional Benjamin-Bona-Mahony (fBBM) equations were also obtained. The fKdV and the fBBM equations are
respectively. Cauchy problems corresponding to the fKdV and fBBM equations have also been studied and qualitative properties of the solutions have been analyzed [11, 15, 16, 19, 21, 22, 23, 24] .
To our knowledge, no result concerning the Cauchy problem for the fCH equation is available in the literature. In order to analyze the qualitative properties of the solutions, existence of solutions is a prerequisite. Therefore, the question of the local well-posedness arises naturally. The aim of the present study is to prove, using Kato's theory, that the Cauchy problem (1.1)-(1.2) is locally well posed:
2 be given. Then there exists a maximal time of existence T > 0, depending on u 0 , such that there is a unique solution u to
The paper is organized as follows. Section 2 presents the approach proposed by Kato using semigroup theory for quasi-linear equations. In Section 3, the local well-posedness of the Cauchy problem (1.1)-(1.2) is proved in the light of Kato's theory and suitable reformulations.
Semigroup Approach
Consider the abstract quasi-linear evolution equation in the Hilbert space X:
Let Y be a second Hilbert space such that Y is continuously and densely injected into X and let S : Y → X be a topological isomorphism. Assume that (A1) For any given r > 0 it holds that for all u ∈ B r (0) ⊆ Y (the ball around the origin in Y with radius r), the linear operator A(u) : X → X generates a strongly continuous semigroup T u (t) in X which satisfies
Lipschitz continuous in the sense that for all r > 0 there exists a constant C 1 which only depends on r such that
is uniformly bounded on bounded sets in Y . Furthermore for all r > 0 there exists a constant C 2 which depends only on r such that
The map f : Y → Y is locally X-Lipschitz continuous in the sense that for every r > 0 there exists a constant C 3 > 0, depending only on r, such that
and locally Y -Lipschitz continuous in the sense that for every r > 0 there exists a constant C 4 > 0, depending only on r, such that
Theorem 2.1. [17] Assume that (A1)-(A4) hold. Then for given u 0 ∈ Y , there is a maximal time of existence T > 0, depending on u 0 , and a unique solution u to ( 2.1) in X such that
Moreover, the solution depends continuously on the initial data, i.e. the map
3. Proof of Theorem 1.1
Recall that fCH equation (1.1) is given as:
Since particular choice of the constant coefficients do not have an impact on local well-posedness, they can be neglected and (1.1) can be rewritten in quasi-linear equation form:
, where ν ≥ 1 may not be an integer and
2) Here, [, ] represents the usual commutator of the linear operators.
Due to this reformulation, we choose Hilbert spaces X := (H s−1 , · s−1 ) and
, define the isomorphism S = Λ : Y → X and prove the lemmas ensuring the validity of the assumptions (A1)-(A4).
The commutator estimate which will be used while proving the assumptions is given by the following lemma:
where C is a constant which is independent of f and g and [, ] represents the usual commutator of the linear operators.
Now, we verify the assumptions needed for Theorem 1.1. We start with assumption (A1):
Lemma 3.2. For any given r > 0 it holds that for all u ∈ B r (0) ⊆ Y , the linear operator A(u) : X → X with domain D(A(u)) := {w ∈ H s−1 : A(u)w ∈ H s−1 } generates a strongly continuous semigroup T u (t) in X which satisfies
for a uniform constant ω r > 0. i.e. The operator A(u) given in ( 3.1), with domain
(a) There is a real number β such that (Aω, ω) X ≥ −β||ω||
The range of A(u) + λI is all of X for some (or equivalently, all) λ > β. Note that if the above property (a) holds, then A + λI is dissipative for all λ > β. Moreover, if A is a closed operator, then A + λI has closed range in H s−1 for all λ > β. Hence, in order to prove (b) in such a case, it is enough to show that A + λI has dense range in H s−1 for all λ > β. First we show that for given u ∈ H s , A = a(u)∂ x = a∂ x is a well-defined linear operator on H s−1 . Note that if u ∈ H s , then a = a(u) ∈ H s . The image Aw for a general w ∈ H s−1 is uniquely determined since for r > 1/2, the usual (pointwise) product H r × H r → H r is continuous, the product rule holds and
If w ∈ D(A) we have that both (aw) x and a x w lie in H s−1 , hence
Furthermore, A is a closed operator. Let (v n ) n∈N be a sequence in D(A) with v n → v in H s−1 and Av n → w in H s−1 . Then av n ∈ H s for all n ∈ N by definition of D(A) since an alternative way of writing the domain is D(A) = {ω ∈ H s−1 : a(u)ω ∈ H s } and v n ∈ D(A). Moreover, both av n → av and a x v n → a x v in H s−1 . Therefore (av n ) x → w + a x v in H s−1 . Having sequences (av n ) n∈N and ((av n ) x ) n∈N convergent in H s−1 implies that (av n ) n∈N converges in H s due to the following observations: 
Now, we take the following H s−1 inner product
Using Cauchy-Schwartz's inequality and Lemma 3.1 with m = s − 1, σ = s, we get the following estimate for the first term of (3.4):
for some constantC depending on ||u|| s . For the second term of (3.4), we refer to Lemma 3.3 and use integration by parts to get:
Choosing β =c||u|| H s ,c =c(s), the operator satisfies the inequality in (a). Thus, A(u) + λI is dissipative for all λ > β. Moreover, recall that A(u) is a closed operator. Therefore, we now show that A(u) + λI has dense range in H s−1 for all λ > β. It is known that the adjoint of an operator has trivial kernel, then the operator has dense range [25] . For A(u) = a(u)∂ x , the adjoint operator can be expressed
Observe that
and since u x ∈ L ∞ and ω ∈ H s−1 , we have a x (u)ω ∈ H s−1 . Having also a(u)ω x ∈ H s−1 reveals that
Now, assume to the contrary that A(u) + λI does not have a dense range in
Multiplying by z and integrating by parts, we get
and thus, z = 0 which contradicts our assumption. It completes the proof of (b). Therefore, the operator A(u) is quasi-m-accretive.
In the proof of Lemma 3.2 we used the following fact that C ∞ is a core for A in H s−1 , i.e. A(u)v can be approximated by smooth functions in H s−1 (similar arguments done for CH can be found in [3] ):
Proof. Let v ∈ D(A) and fix ρ ∈ C ∞ c , with ρ ≥ 0 and
holds true and it suffices to show that a(v n ) x − ρ n * (av x ) → 0 in H s−1 . To this end, denote
We will show that there exists K > 0 independent of v such that
(3.5)
That will enable us to conclude that P n is uniformly bounded in H s−1 by uniform boundedness principle. When we approximate v in H s−1 by smooth functions, and use this conclusion, we will be able to prove the assertion P n → 0 for v ∈ C ∞ c . Since the set of smooth functions is dense in H s−1 and P n are uniformly bounded, the proof will be completed.
We first notice that
where supp(ρ) ⊂ [−1, 1]. Moreover, using the mean value theorem, we obtain the estimate
for some x 0 ∈ (x, x − y). Let now C := sup x∈R ||a x || commutes with integration yield that
Moreover, we obtain by Plancherel's theorem that
Therefore we may conclude that
, proof is completed by the estimate (3.6).
We continue with the proof of assumption (A2): 
Now, we define a bounded linear operator and prove assumption (A3):
Here, A(u) is the operator given by ( 3.1).
Proof. Note that
since ∂ x and Λ commute. Therefore, for w ∈ H s−1 , where C 2 is a constant depending on ||u|| s , ||v|| s .
The last assumption (A4) is proved below: where C 3 is a constant depending on ||u|| H s and ||v|| H s . This proves (ii). Similar arguments will show that we have the following estimates:
where C 4 is also a constant depending on ||u|| H s and ||v|| H s . Since we choose u 0 ∈ H s , this estimate actually corresponds to the proof of continuous dependence on the initial data. Note that (i) can be obtained from (iii) by choosing v = 0. Hence, we get the estimates for (A4).
