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Structured Information in Metric Neural Networks
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(Dated: July 29, 2005)
The retrieval abilities of spatially uniform attractor networks can be measured by the average
overlap between patterns and neural states. We found that metric networks, with local connections,
however, can carry information structured in blocks without any global overlap. There is a compe-
tition between global and blocks attractors. We propose a way to measure the block information,
related to the fluctuation of the overlap. The phase-diagram with the transition from local to global
information, shows that the stability of blocks grows with dilution, but decreases with the storage
rate and disappears for random topologies.
PACS numbers: 87.18.Sn, 64.60.Cn, 07.05.Mh
I. INTRODUCTION
Attractor neural networks (ANN) usually deal with
global overlaps between patterns and neural states, em-
ploying uniform connectivity to perform the retrieval
task. This is useful when the information is spatially dis-
tributed, because the patterns learning is robust against
damaging pieces of the network. Nevertheless, starting
from only local stimulus, no global information can be
achieved. In many applications in pattern recognition,
however, there is only information for blocks at disposal
to the network, and one might define local overlaps. We
study in this paper under which conditions, for the topol-
ogy of the synaptic connectivity, local overlaps are stable
or can help to retrieve full patterns. On the other hand,
we propose a way to measure the block information, and
compare with the global information.
More structured ANN than fully-connected architec-
tures, have been recently studied, specially small-world
topology [1],[2]. Such graphs, modelled by two parame-
ters: the connectivity γ ≡ K/N (the ratio of links degree
K per network size N), and the rate of random links ω
(among all K neighbors); can capture most facts of a
wide range of networks [3],[4]. The load rate α = P/K
(where P is the number of learned patterns), and the
overlap m between neuron states and memorized pat-
terns are the most used measures of the retrieval ability
[5]. After some critical load αc no retrieval is possible,
andm→ 0. Alternatively, the mutual information alone,
MI(α,m), is usefull to compare the performance of dif-
ferent topologies [6],[7].
If there is no global stimulus m, it holds MI = 0, and
no global information is transmitted through the net-
work. Local stimulus with finite m usually dissipate for
local networks (small ω), but may propagate if the net-
work is random-like (large ω). On the other hand, the in-
formation about a pattern is invariant under the reverse
transformation m → −m, but it vanishes if only half
of the neurons are flipped. Suppose, however, one flips
blocks of pixels of a facial image, for instance one keeps
the eyes dark but convert the black hair in white. The
overall picture still is likely recognizable. This rises two
questions: first, how to measure the information hidden
in these blocks? second, which are the neural architec-
tures able to convert this block’s to global information?
To answer to them is the main purpose of this work. Un-
like previous works about bumps[8], we consider here the
simplest model of binary uniform neurons σ ∈ ±1, with
same metrical connectivity for all neurons, without any
reinforcement mechanism, so we can single out the effect
of topology on the structure of the retrieval attractor.
Besides this issue, we study non-trivial block structures.
There are applications in control theory, as the syn-
chronization of systems in robotic [9], as well as in cogni-
tive neuroscience, where distint sensory organs receiving
independent stimulus manage to give an overall response
[10]. The standard uniformly distributed overlapm along
the network is the only source of information in an attrac-
tor network, if the topology is either largely connected or
random. For metric topologies, where the neighbors are
local, however, one might measure local overlaps ml in-
side blocks. A structured distribution of overlaps, even
with a vanishing global m, can carry some spatially or-
dered information, if the overlap of the blocks oscillate
between negative and positiveml±1. We call this a block
information (B), to distinguish from the usual global re-
trieval (R). We propose in this paper a parameter to mea-
sure this block information, and show, by simulation and
theory, the topological conditions γ, ω for the transition
between phases B and R.
II. THE TOPOLOGY AND INFORMATION
The synaptic couplings are Jij ≡ CijWij , where C =
{Cij} is the topology matrix and in W = {Wij} are
the learning weights. The topology C splits in local and
random links. The local links connect each neuron to
its Kl nearest neighbors, in a closed ring. The random
links connect each neuron to Kr others uniformly dis-
tributed along the network. Hence, the network degree
is K = Kl+Kr. The network topology is then character-
ized by two parameters: the connectivity ratio, and the
randomness ratio, defined respectively by:
γ = K/N, ω = Kr/K, (1)
2where ω plays the role of a rewiring probability in the
small-world model (SW) [4].
The learning algorithm updates W, according to the
Hebb rule
Wµij =W
µ−1
ij + ξ
µ
i ξ
µ
j . (2)
The network starts at W 0ij = 0, and after P = αK learn-
ing steps, it reaches a value Wij =
∑p
µ ξ
µ
i ξ
µ
j . The learn-
ing stage is a slow dynamics, being stationary in the time
scale of the faster retrieval stage, defined in the following.
Note that the couplings J can be written as an adjacency
list of neighbors, {i, j = ik; k = 1...K}. So the storage
cost of this network is |J| = N ×K.
The network state at a given time t is defined by a
set of binary neurons, ~σt = {σti ∈ ±1, i = 1, ..., N}. Ac-
cordingly, each pattern ~ξµ = {ξµi ∈ ±1, i = 1, ..., N}, is
a set of site-independent unbiased binary random vari-
ables, p(ξµi = ±1) = 1/2. The network learns a set of
independent patterns {~ξµ, µ = 1, ..., P}. The task of
the network is to retrieve a pattern (say, ~ξ ≡ ~ξµ) start-
ing from a neuron state ~σ0 which is close to it. This is
achieved through the dynamics
σt+1i = sign(h
t
i), h
t
i ≡
∑
j
Jijσ
t
j , i = 1...N (3)
A stochastic macro-dynamics takes place due to the ex-
tensive learning of P = αK patterns.
For networks with a metric it is useful to define neigh-
borhoods. Let the blocks λl, l = 1...B be the sets
{i = (l − 1)L + k; k = 1...L}, of size L = N/B. The
block − overlap between the neural states and the pat-
tern restricted to the block λl is:
ml ≡
1
L
∑
i∈λl
ξiσi, (4)
at an unspecified time step. We can define averages over
blocks as: 〈fl〉b ≡ 1b
∑b
l=1 fl.
The relevant order parameter are the mean overlap be-
tween the neural states and the pattern, mb, and the
blocks-variance vb, given by
mL ≡ 〈ml〉b, vL ≡ 〈m2l 〉b −m2L. (5)
The usual global overlap can also be written as mL =
mN ≡ 1N
∑
i ξiσi. The standard deviation overlap is δ =√
vL. If the size of the blocks are taken L = 1, then b = N
blocks can be considered pure noise, with ml = ±1 If the
global overlap is mL=1 = 0, then it holds vL=1 = 1, but
there is no macroscopic order. On the other hand, if
there is only one block b = 1, then vL=N = 0. However,
if the size is large but 1≪ L≪ N , the blocks carry local
information.
Together with the overlap, one needs a measure of the
load, given by α = |{~ξµ}|/|J| ≡ P/K. In the limit
K,N →∞, the overlap readsm = 〈σξ〉σ,ξ . The brackets
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FIG. 1: Evolution of blocks with m0l = ±0.3, from t = 0
(bottom) to t = 20 (top), for γ = 10−4, with N = 106. Left:
ω = 0.1, α = 0.05. Right: ω = 0.5, α = 0.20.
represent average over the joint distribution p(σ, ξ), for
a single neuron, understood as an ensemble distribution
for the neuron states {σi} and pattern {ξi} [7]. With
p(σ, ξ) one can calculate the MI a quantity used to mea-
sure the knowledge that an observer at the output ~σ) can
get about the input (~ξ). It readsMI[σ; ξ] = S[σ]−S[σ|ξ],
where S[σ] = 1[bit] and the conditional entropy is [7]:
S[σ|ξ] = −1 +m
2
log2
1 +m
2
− 1−m
2
log2
1−m
2
. (6)
We define the global information rate as
im(α,ml) ≡ αMI[σ; ξ], (7)
for independent neurons and patterns.
On the other hand, we consider a set of b independent
blocks of pattern overlaps, their distribution described
by their mean mL and variance vL. The information for
blocks can be estimated from an output state made out
of a signal term, ml, with variance vL, and a noise term,
mi, i.e.., the overlap of a single neuron, with variance
vi = 1. So the information is MI[~σ, {~ξµ}] ∼ S[ml +
mi]−S[mi] . For bimodal ml, the block information rate
is approximately
iv(α,ml) = α log2(1 + vb). (8)
When the global (block) information increases, the block
(global) information decreases.
III. GLOBAL AND BLOCK PHASES
We simulated the dynamics in Eqs.(2-3) with the topol-
ogy defined in Eq.(1), and observe the evolution in time
for the block overlaps. It is illustrated in Fig.1, for a
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FIG. 2: Global and block overlapsm, δ (top) and informations
im, iv (bottom), vs α, for b = 10, N = 3× 10
5 , γ = 10−3, and
ω from 0.0 (left) to 1.0 (right).
0 0.2 0.4 0.6 0.8 1
ω
0
0.2
0.4
0.6
0.8
α
N=10
6
; γ=10−4
m
0
=0.0x1.0;δ
0
=1.0
R
0
Z
B
R
1
FIG. 3: Phase diagram (ω,α) for N = 106, γ = 10−4 and
b = 2. B ≡ Block phase. R0(R1) ≡ Retrieval with m
0 =
0, δ0 = 1. (m0 = 1, δ0 = 0). Z ≡ no information.
network of N = 106 neurons, with γ = 10−4. The initial
blocks are chosen at random with m0l = ±0.3. In the
left panel α = 0.05 and ω = 0.1, in the right panel it is
α = 0.20 and ω = 0.5. The neuron overlaps mi are av-
eraged over windows (of size δL = 103) inside the blocks
λl (of size L = 10
5), so the plotted curves are smoother
than the actualmi, but some structure is still seen inside
ml. While in the left panel, the blocks are retrieved as
independent patterns, keeping their starting signals, but
increasing the overlaps from m0l = ±0.3 to mtl ∼ ±1.0,
in the right panel the blocks lose their starting signals,
but the full pattern is completed.
We studied the stationary states of the network, as a
function of the topological parameters, ω and γ. A sam-
ple of the results for simulation is shown in Fig.2. The
global and block overlaps, and the informations, are plot-
ted for γ = 10−3 and different randomness from ω = 0.0
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FIG. 4: Global (solid lines and circles, im) and block (dashed
lines and ×, iv) information, vs α, for b = 2. Network with
ω from 0 (left) to 1 (right). Top: theory. Bottom: simulation
with N = 105, γ = 10−2.
to ω = 1.0. The neuron states start in a block structure
with b = 10 and m0 = 0, δ0 = 1. It can be seen that the
maximal block (global) information decreases (increases)
with ω.
A reason for this behavior is that randomness decreases
the mean-path-length between neurons, which facilitates
the propagation of the information around the network.
On the other way, locality increases the clustering of neu-
rons, which stabilizes the formation of the blocks. If the
connections are local, the information flows slowly over
the network. thus the neurons can be eventually trapped
in the blocks and the completion of the pattern is not
allowed. It is worth to note that the network is able to
retrieve the full pattern with m∗ ∼ 1 starting at m0 = 0,
thanks to the role of the ± block overlaps. This does not
hold for initial condition m0 = 0, δ0 = 0. Fig.2 also plots
the information for the global and block states, im, iv.
The maximum of the block information, iv ∼ 0.17 for
local topology, ω = 0.0, is comparable to the maximum
im ∼ 0.22 for ω = 1.0.
The network can exhibit two phases: a global retrieval
(R) phase, with m 6= 0, δm = 0, or a block deviation
retrieval (B) phase, with m = 0, δm > 0. When the
network starts near a pattern, it will flow closer to that
pattern if the load is lower than the saturation limit for
the R phase, αR(ω). When the blocks of the network
start successively near a pattern or its negative, it will
flow closer to that blocks if the load is lower than the
block saturation, αB(ω). For large ω, the stable phase
is the R, for small ω, B is the stable phase. The phase
diagram is shown in Fig.3, for a network of N = 106
neurons. We see that the transition from phase B to R
holds at a larger α for more local networks than for more
random networks.
Now we consider an extremely-diluted network. Let
4the neurons be distributed within b blocks, for simplic-
ity, each of size L = N/b, successively with positive and
negative overlaps, ml = m±. Then the global overlap is
m = (m+ +m−)/2 and the fluctuation between blocks is
δ = (m+−m−)/2. The block overlaps can be written as
ml = m+ ylδ, where yl
.
= ±1 according to the block. An
approximation for the local field of neurons at block ml
at time step t gives [5]
ξhtl ≡ ωmt + (1− ω)(mt + ylδt)(1 − γb) + Ωt (9)
where ξ is the pattern being retrieved. The pattern-
interference noise is Gaussian distributed, Ω
.
= N(0,∆).
Its variance ∆ = αr is given by the sum of random
and local feedback terms, r = ωrr + (1 − ω)rl, with
rr = 1; rl = (1+χ)
2. The susceptibility χ arises from the
local connections. The correction term 1 − γb accounts
for the boundary effects between m± blocks.
Let it be γb≪ 1. With the field in Eq.(9), the macro-
dynamics for the global and block overlap are
mt+1 = 〈sign(ξht)〉y,z
δt+1 = 〈ysign(ξht)〉y,z, (10)
with χt = 〈zsign(ξht)〉y,z/√αrl, where the averages are
over the distribution of y and a Gaussian z
.
= N(0, 1). We
assume binary y ∈ ±1. There are two types of stationary
states: (1) m 6= 0, δ = 0, with m = erf(m/√2αrl) and
(2) m = 0, δ > 0, with δ = erf(δ(1 − ω)/√2αrl). The
first is the usual Amit’s solution[5]. The second is the
block solution, which is stable if (1− ω) ≥
√
παr/2. An
adjust of the curve B−R in the Fig.3 to ω ∼ AαB , gives
B = 0.51, which fits well with this theoretical prediction,
if one assumes r ∼ const. in the transition.
A comparison between theory and simulation is also
given in Fig.4. The qualitative behavior of block re-
trieval with small ω, and global retrieval with large ω,
as well as the transition for intermediate randomness at
a given α(ω) agree quite well, The maximal block and
global information are also in agreement. Eq.(9) also
explains why block retrieval fails for L ∼ K, for which
γb ∼ 1, and the boundaries between blocks are relevant
compared to the bulk of the connected neurons. So, only
diluted networks are able to stabilize blocks. However,
the theoretical results start with m0 = 0.04, and would
never lead to m∗ 6= 0 if m0 = 0, as we observe in simula-
tion. We believe that the finite size effect for K <∞ in
the simulation is the reason for this difference, and there
is a lacks of theory to describe the 1/
√
K correction.
IV. CONCLUSIONS
In this paper we have studied a new type of solution for
an attractor neural network: the block overlap structure
phase (B). Although resembling spurious states, where
the network only recognize mixture of patterns, the B
phase provides useful information, because the blocks are
spatially ordered. The dependence stability of the B and
the global retrieval overlap (R) phases with the topologi-
cal parameters connectivity (γ) and randomness (ω) was
analyzed.
We found the transition from R → B takes place for
α ≤ αB ≈ (1 − ω)2, and proposed a theory for strongly
diluted networks which fits well with simulations. We
also calculated the information, for both R and B phases.
The blocks behave as independent pieces of informa-
tion: instead of the small number P of patterns of size
N a diluted network can store, this phase is able to re-
trieve b×P patterns, each with size N/b. We believe that
the existence of an information phase without any global
overlap may play some relevant rule in natural neural
networks, for instance, to manage a successful answer to
stimuli activating separated cortical areas [10]. Also in
many applications on pattern classification, such as im-
age recognition, carrying local spatial information, the
overlaps may have opposite signals in separate blocks,
but an overall information could arise. Minor changes in
the topology C, for instance suppressing symmetry con-
straints, lead to complex dynamics for the blocks, includ-
ing cycles and chaos, which could model higher functions
of the brain[11].
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