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THE TWO-WEIGHT INEQUALITY FOR
THE HILBERT TRANSFORM WITH GENERAL MEASURES
TUOMAS P. HYTÖNEN
Abstract. The two-weight inequality for the Hilbert transform is charac-
terized for an arbitrary pair of positive Radon measures σ and w on R. In
particular, the possibility of common point masses is allowed, lifting a restric-
tion from the recent solution of the two-weight problem by Lacey, Sawyer,
Shen and Uriarte-Tuero. Our characterization is in terms of Sawyer-type test-
ing conditions and a variant of the two-weight A2 condition, where σ and w
are integrated over complementary intervals only. One of the key novelties of
the proof is a two-weight inequality for the Poisson integral with ‘holes’.
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2 T. P. HYTÖNEN
1. Introduction
The two-weight problem (in the nowadays preferred dual-weight formulation) for
the Hilbert transform
H(fdσ)(x) =
ˆ
R
1
x− y f(y)dσ(y), x /∈ spt f, spt f compact,
is to characterize the pairs of non-negative weight functions σ,w ∈ L1loc(R) for which
the weighted measures dσ := σdx and dw := wdx satisfy
‖H(fdσ)‖L2(w) ≤ C‖f‖L2(σ) ∀ f ∈ L2(σ).
A variant of this problem was solved in a complex-variable framework by Cotlar
and Sadosky [2] as early as 1979, but obtaining a real-variable characterization
turned out to be a much more difficult problem. A lot of deep work in the last
ten years or more was devoted to obtaining conditional characterizations under
increasingly general side conditions on σ and w, including the doubling property
[17, Theorem 15.1] and so-called ‘pivotal’ [15] and ‘energy’ [9] hypotheses. In a
culmination of these efforts, a complete solution was finally obtained by Lacey,
Sawyer, Shen and Uriarte-Tuero [6, 7]; see also the comprehensive exposition by
Lacey [5]. Indeed, their recent result goes beyond the weighted problem as stated, in
that their characterization is equally valid for any pair of positive Radon measures
σ and w, subject only to the restriction that they do not share a common point
mass; this manifestly covers the case of weighted measures.
The aim of this paper is to lift this last remaining side condition, and to establish
the following unconditional characterization for any pair of Radon measures σ and
w on the real line: (A rigorous reading of the theorem requires an interpretation of
the meaning of the Hilbert transform in the considered generality, and we return
to this technical point in Section 2.A below.)
1.1. Theorem. Let σ and w be two Radon measures on R. Then the Hilbert trans-
form satisfies the norm inequality
‖H(fdσ)‖L2(w) ≤ C‖f‖L2(σ) ∀ f ∈ L2(σ), (1.2)
if and only if it satisfies the global testing conditions
‖H(1Idσ)‖L2(w) ≤ Hglobσ(I)1/2, ‖H(1Idw)‖L2(σ) ≤ H∗globw(I)1/2, (1.3)
if and only if it satisfies the local (or Sawyer-type) testing conditions
‖1IH(1Idσ)‖L2(w) ≤ Hσ(I)1/2, ‖1IH(1Idw)‖L2(σ) ≤ H∗w(I)1/2, (1.4)
and the following version of the Muckenhoupt–Poisson two-weight A2 conditions:
σ(I)
ˆ
Ic
dw(x)
(x− cI)2 ≤ ([σ,w]
∗
A2 )
2, w(I)
ˆ
Ic
dσ(x)
(x− cI)2 ≤ ([w, σ]
∗
A2 )
2, (1.5)
where inequalities (1.3), (1.4) and (1.5) are required for all finite intervals I ⊂ R.
Moreover, the best constants in these inequalities satisfy
C h Hglob +H∗glob h H+H∗ + [σ,w]∗A2 + [w, σ]∗A2 .
Theorem 1.1 unifies the recent two-weight theory of Lacey et al. [6, 7] with
the theory of discrete Hilbert transforms, where even the most classical example
σ = w =
∑
k∈Z δk (for which the Hilbert transform is certainly bounded) is not, as
such, covered by [6, 7]. For more general point distributions on the line, Theorem 1.1
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is probably new, and of course it allows for many further examples that combine
continuous and discrete measures in nontrivial ways.
Aside from the proof (to be discussed below), a key novelty of the above char-
acterization itself is the nature of the A2 conditions (1.5), which are weaker than
the ones used in [6, 7]. In the above conditions, the measures σ and w are in-
tegrated over complementary sets, which is in contrast with the naïve two-weight
generalization of the classical A2 condition,
sup
I
σ(I)w(I)
|I|2 <∞. (1.6)
In the one-weight case (which in our dual-weight formulation corresponds to σ(x) =
1/w(x)), this alone is a necessary and sufficient condition for the inequality (1.2),
and much of the two-weight theory has been guided by attempts to find suitably
strengthened versions of (1.6). Here, in a sense, we go against this trend by weak-
ening the A2 conditions that were used in the previous developments. This is
necessary since, as pointed out in [5, Sec. 1.2.1], (1.6) cannot hold if there is a point
a with σ{a}w{a} > 0, since the measure ratio blows up as I shrinks to a. Applying
a similar limiting procedure to our condition (1.5), we find that
σ{a}
ˆ
R\{a}
dw(x)
(x− a)2 ≤ ([σ,w]
∗
A2 )
2.
Thus our Muckenhoupt–Poisson condition forces a relatively strong decay for w
in the punctured neighbourhood of any atom of σ; by Theorem 1.1, this is neces-
sary for the boundedness of the Hilbert transform. However, the possibility that
σ{a}w{a} > 0 is by no means excluded, as it should not.
Already in the absence of common point masses, we feel that our approach pro-
vides useful insight into the existing two-weight theory, in that our conditions (1.4)
and (1.5) have more clearly defined roles in controlling the Hilbert transform on
and off the support of the original function, respectively. Incidentally, an A2 con-
dition of a similar nature has appeared in the work of Belov, Mengestie and Seip
[1, Eq. (1.5)] on discrete Hilbert transforms on sparse sequences in the plane, and
we strongly feel that working with this type of weight conditions, rather than (1.6)
or its stronger versions, will be instrumental in the further development of the
two-weight theory. Indeed, shortly after the circulation of the present paper, this
framework (and some related techniques) has already been adopted for the char-
acterization of two-weight inequalities for Riesz transforms in several variables by
Lacey and Wick [10].
The issue of common point masses was already discussed at some length by
Lacey [5, Sec. 1.2.1], who stated the following conjecture, formulated in terms of
the Poisson integral
P (fdσ, I) :=
ˆ
R
|I|f(x)dσ(x)
|I|2 + (x − cI)2 .
1.7. Conjecture (Lacey [5]). Let σ and w be two Radon measures on R. For each
interval I, let bI be the unique (if it exists) point such that
P (1{bI}dσ, I) >
1
2
P (dσ, I), P (1{bI}dw, I) >
1
2
P (dw, I).
Let σ˜I := σ − σ{bI}δbI if bI exists, and σ˜I := σ otherwise, and let w˜I be defined
similarly.
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Then the Hilbert transform satisfies the norm inequality (1.2), if and only if it
satisfies the local testing conditions (1.4) and the A2-type condition
P (dσ˜I , I)P (dw, I) + P (dw˜I , I)P (dσ, I) ≤ ([σ,w]∗∗A2 )2. (1.8)
The deeper “if” part of Lacey’s conjecture is a corollary to Theorem 1.1 by means
of the following. (For the “only if” part, see the proof of [5, Proposition 3.1].)
1.9. Lemma. The condition (1.8) implies (1.5). More precisely,
[σ,w]∗A2 + [w, σ]
∗
A2 . [σ,w]
∗∗
A2
Proof. If bI ∈ I, then
P (dw˜I , I)P (dσ, I) ≥ P (1Icdw, I)P (1Idσ, I),
while if bI /∈ I (including the case that there is no bI), then
P (dσ˜I , I)P (dw, I) ≥ P (1Idσ, I)P (1Icw, I).
Finally, we observe that
P (1Idσ, I)P (1Icdw, I) h
σ(I)
|I|
ˆ
Ic
|I|dw(x)
(x− cI)2 = σ(I)
ˆ
Ic
dw(x)
(x − cI)2 .
This shows that [σ,w]∗A2 . [σ,w]
∗∗
A2
, and the other bound follows by symmetry. 
While the formulation of Lacey’s A2 condition (1.8) suggests an approach that
specifically addresses the distracting point masses, our present approach to Theo-
rem 1.1 hardly mentions the point masses at all, being carefully set up in such a
way that their possible presence never makes a difference in our considerations. We
feel that this gives certain ‘robustness’ to the argument.
Given that most of the existing two-weight theory was developed in the presence
of (at least) the classical A2 condition (1.6), we need to rewrite a major part of the
argument of Lacey et al. [6, 7], setting up things in such a way that only complemen-
tary intervals appear, whenever making estimates with the A2 condition. For some
parts of the proof, like those derived from the ‘standard’ non-homogeneous T (1)
theory, this modification is relatively straightforward; for some others, it requires
more effort.
One of the key novelties of our proof is a two-weight inequality for the Poisson
integral with ‘holes’, as in the conditions (1.5), where the integrals extend over
the complement of I only. A need for something like this in the general case was
already foreseen by Lacey [5, Sec. 1.2.1], while in the absence of common point
masses, Sawyer’s classical two-weight inequality for the full Poisson integral [16]
could be applied as a black box ingredient of the proof. Here, we handle the
Poisson integral with holes by a new method which should also be of interest as an
alternative approach to Sawyer’s classical inequality. On the other hand, it turns
out that we only need to elaborate on the first part of the work of Lacey et al. [7],
the ‘global-to-local’ reduction; the innovative verification of the local estimate by
Lacey [6] is already set up in such a way that it is ready for us to borrow as a black
box.
Acknowledgements. I would like to thank Henri Martikainen and Emil Vuorinen for
constructive comments on the manuscript.
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2. Set-up and preparations
2.A. Interpretation of the two-weight Hilbert transform. For a number of
reasons, we prefer a ‘minimalistic’ definition of the Hilbert transform H( · dσ);
cf. [17, paragraph of Eq. (15.6)]: informally, it is any linear operator with the
property that
H(fdσ)(x) =
ˆ
R
1
x− y f(y)dσ(y) x /∈ spt f,
for appropriate functions f . The above property does not determine H uniquely,
and we will of course need to specify the domain of this linear operator. We turn
to these details now.
Let D0 be a given system of half-open (say, of the form [a, b)) dyadic intervals
on R, for simplicity chosen so that neither σ nor w has a point mass in any of the
countably many end-points of the intervals of D0. We call these the dyadic points.
Let F be the space of all finite linear combinations of indicators 1I , where
I ∈ D0. Notice that the indicator of any half-open interval with dyadic end-points
is in F . We assume that, a priori, we are given a bilinear form B : F ×F → R
with the property that
B(f, g) =
¨
1
x− y f(y)g(x)dσ(y)dw(x) (2.1)
for all f, g ∈ F supported on disjoint intervals I ∈ D0. It might seem a bit unusual
that we postulate the kernel representation even for functions whose supports are
not necessarily separated (by a positive distance); we return to this point in Re-
mark 2.5 below.
Observe that this formula does not specify B(f, g) for all f, g ∈ F , but we require
that B is nevertheless defined on all pairs of f and g in such a way that the above
formula holds for disjointly supported functions. In different applications, such
a bilinear form may naturally arise in different ways, so we prefer this axiomatic
approach. For concreteness, we will indicate below how to construct such a bilinear
form with the help of the truncated Hilbert transforms, but we stress that this is
just one possible way of defining the Hilbert transform.
Now, let us interpret Theorem 1.1 in our axiomatic framework.
By the statement that the Hilbert transform satisfies the norm inequality (1.2),
we understand that
|B(f, g)| ≤ C‖f‖L2(σ)‖g‖L2(w) (2.2)
for all f, g ∈ F . Since F is dense in both L2(σ) and L2(w), this implies the
existence of a unique extension of B to a bounded bilinear form B : L2(σ)×L2(w)→
R, and it is easy to check that it still satisfies (2.1) for all boundedly supported
f ∈ L2(σ) and g ∈ L2(w). By standard Hilbert space theory, such a bilinear form is
uniquely associated with a bounded linear operator, say H( · dσ) : L2(σ)→ L2(w),
and its adjoint, say H∗( · dw) : L2(w) → L2(σ) such that
B(f, g) = 〈H(fdσ), g〉w = 〈f,H∗(gdw)〉σ ,
where 〈 , 〉σ and 〈 , 〉w are the inner products in L2(σ) and L2(w), respectively.
Since the adjoint H∗( · dw) is also a Hilbert transform in the above axiomatic sense,
except for a minus sign, we henceforth write −H( · dw) for H∗( · dw).
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The testing conditions (1.3) and (1.4) admit similar interpretations. The global
testing condition (1.3) is interpreted as
|B(1I , g)| ≤ Hglobσ(I)1/2‖g‖L2(w), |B(f, 1I)| ≤ H∗glob‖f‖L2(σ)w(I)1/2, (2.3)
and the local (1.4) as
|B(1I , 1Ig)| ≤ Hσ(I)1/2‖g‖L2(w), |B(1If, 1I)| ≤ H∗‖f‖L2(σ)w(I)1/2, (2.4)
which are both required for all f, g ∈ F and all finite half-open intervals I with
dyadic end-points. The A2 condition (1.5) is of course independent of the interpre-
tation of the Hilbert transform.
2.5. Remark (Disjoint vs. separated intervals). Having the identity (2.1) for all
disjointly (rather than just separatedly) supported pairs of f, g ∈ F is necessary
for the existence of the Hilbert transform, in the following sense:
Suppose that we have a bilinear form B : F ×F → R that is only assumed to
satisfy (2.1) for f, g ∈ F with dist(spt f, spt g) > 0. If B satisfies the global testing
conditions (2.3) (in particular, if B is bounded in the sense of (2.2)), then (2.1)
also holds for any f, g ∈ F with disjoint supporting intervals.
Proof. By linearity and symmetry, if suffices to prove (2.1) for f = 1I , g = 1J ,
with I = [a, b) and J = [b, c). Let bn ↑ b be dyadic points, and In := [a, bn). Then
(2.1) holds for (f, g) = (1In , 1J). As n → ∞, we have 1In → 1I in L2(σ). Since
(2.3) says that f 7→ B(f, 1I) is continuous in the norm of L2(σ), it follows that
B(1In , 1J) → B(1I , 1J). On the other hand, the kernel 1/(x − y) is positive for
(x, y) ∈ J × I, and hence¨
1
x− y 1In(y)dσ(y)1J (x)dw(x) →
¨
1
x− y 1I(y)dσ(y)1J (x)dw(x)
by the monotone convergence theorem. 
2.B. Necessity of the A2 condition. Recall that Theorem 1.1 asserts the equiv-
alence of three different conditions, (1.2) ⇔ (1.3) ⇔ ((1.4) and (1.5)), where (1.5)
is our new A2 condition. It is obvious that (1.2)⇒ (1.3)⇒ (1.4). The main impli-
cation of the theorem consists of showing that ((1.4) and (1.5)) ⇒ (1.2). We now
clear the straightforward but not completely trivial implication (1.3) ⇒ (1.5) out
of the way.
In fact, let us formulate the intermediate condition
‖1IcH(1Idσ)‖L2(w) ≤ Hoffσ(I)1/2, (2.6)
where clearly Hoff ≤ Hglob. We will now show that
2.7. Lemma.
[σ,w]∗A2 ≤ 2Hoff .
Proof. We dualize (2.6) with a function g ∈ L2(w), which is positive on the right
of I and negative on its left. Let also E ⊂ Ic be a bounded set strictly separated
from I. Then (2.6) gives∣∣∣¨
E×I
1
x− ydσ(y)g(x)dw(x)
∣∣∣ ≤ Hoffσ(I)1/2‖1Eg‖L2(w).
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The key point is that g(x)/(x − y) has constant sign throughout the domain of
integration, so we may equivalently take absolute value inside the integral. The
next observation is that |x− y| ≤ 2|x− cI | for (x, y) ∈ Ic × I. Hence, in fact,ˆ
I
dσ(y)
ˆ
E
|g(x)|
|x− cI |dw(x) ≤ 2Hoffσ(I)
1/2‖1Jg‖L2(w).
Choosing g(x) = sgn(x− cI)|x− cI |−1, we further deduce that
σ(I)
ˆ
E
1
(x− cI)2 dw(x) ≤ 2Hoffσ(I)
1/2
(ˆ
E
1
(x− cI)2 dw(x)
)1/2
.
Both σ(I) and
´
E
(x − cI)−2dw(x) are finite for Radon measures σ and w. If they
are nonzero, we may divide to get
σ(I)1/2
(ˆ
E
1
(x − cI)2 dw(x)
)1/2
≤ 2Hoff ,
and this is obvious if either factor is zero. Letting E approach the complement of
I, we deduce that
[σ,w]∗A2 ≤ 2Hoff .
(Possible issues with point masses at the end-points of I may be easily resolved.
For instance, if I = [a, b) and w({b}) > 0, one might first derive the estimate for
[a, b − ǫ) in place of I, in which case [b,∞) is still strictly separated, and then let
ǫ→ 0.) 
Although our characterization of the Hilbert transform inequality requires the
Muckenhoupt–Poisson A2 condition (1.5), there are many parts of the argument
that are conveniently handled with the simpler, symmetric A2 constant
[σ,w]A2 := sup
σ(I)1/2w(J)1/2
|I| , (2.8)
where the supremum is over all pairs of adjacent intervals I, J of equal length. This
satisfies:
2.9. Lemma.
[σ,w]A2 ≤
3
2
([σ,w]∗A2 ∧ [w, σ]∗A2).
Proof. If x ∈ J , then |x− cI | ≤ 32 |I|, and hence
σ(I)
ˆ
Ic
dw(x)
(x− cI)2 ≥ σ(I)
ˆ
J
dw(x)
(32 |I|)2
=
σ(I)w(I)
(32 |I|)2
.
The other upper bound follows by symmetry. 
2.C. The weak boundedness property. It is not uncommon in different T (1)
theorems to assume a weak boundedness property of the type
|B(1I , 1J)| ≤ Wσ(I)1/2w(J)1/2, (2.10)
which is seen to be nothing other than the restricted boundedness of the bilinear
form, when both its arguments are indicators of intervals. In the two-weight context,
the role of such a condition has been identified in [14, Theorem 2.3(1)], and in the
more specific context of the Hilbert transform, in [9, Eq. (2.8)]. In our present
setting, we will check that (2.10) is a consequence of the assumptions (1.4) and
(1.5). This verification involves somewhat different reasoning for different relative
position of the intervals I and J .
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2.11. Lemma. If I ⊆ J , then
|B(1I , 1J)| ≤ H∗σ(I)1/2w(J)1/2.
Proof. This is immediate from (1.4), or rather its bilinear formulation (2.4), applied
to f = 1I . 
2.12. Lemma. Suppose that I ⊂ 3J \ J . Then
|B(1I , 1J)| ≤ 2[σ,w]A2σ(I)1/2w(I)1/2.
Proof. Let K be the interval of length |J | and adjacent to J that contains I. Then
|B(1I , 1J)| =
∣∣∣¨
I×J
dσ(y)dw(x)
x− y
∣∣∣ ≤¨
K×J
dσ|I(y)dw(x)
|x− y| ,
where σ|I(E) := σ(I ∩E). Let µ := σ|I ×w be the product measure. (Notice that,
if I and J are adjacent, the equality above makes use of the postulate that (2.1) is
valid for all disjointly, and not just separatedly, supported functions.)
Fix a small dyadic rational η > 0. Let us denote K0 := K, and inductively
Kk+1 ⊂ Kk is the subinterval of length (1 − η)|Kk| and adjacent to J ; similarly
J0 := J and Jk+1 ⊂ Jk is the subinterval of length (1 − η)|Jk| and adjacent to K.
Let Q := K × J and Qk := Kk × Jk. Then
Q =
∞⋃
k=0
Qk \Qk+1
and¨
K×J
dσ|I(y)dw(x)
|x− y| =
∞∑
k=0
¨
Qk\Qk+1
dµ(y, x)
|x− y| ≤
∞∑
k=0
¨
Qk\Qk+1
dµ(y, x)
|Kk+1|
=
∞∑
k=0
1
|Kk+1| (µ(Qk)− µ(Qk+1))
=
∞∑
k=0
√
µ(Qk) +
√
µ(Qk+1)
|Kk+1| (
√
µ(Qk)−
√
µ(Qk+1))
(∗)
≤ [σ,w]A2
∞∑
k=0
|Kk|+ |Kk+1|
|Kk+1| (
√
µ(Qk)−
√
µ(Qk+1))
=
( 1
1− η + 1
)
[σ,w]A2
∞∑
k=0
(
√
µ(Qk)−
√
µ(Qk+1))
=
2− η
1− η [σ,w]A2
√
µ(Q0) =
2− η
1− η [σ,w]A2
√
σ(I)w(J),
where (∗) was based on√
µ(Qk) =
√
σ(I ∩Kk)w(Jk) ≤
√
σ(Kk)w(Jk) ≤ [σ,w]A2 |Kk|.
The claim follows by taking the limit η → 0. 
2.13. Lemma. If I ⊆ (3J)c, then
|B(1I , 1J)| ≤ 3
2
[w, σ]∗A2σ(I)
1/2w(J)1/2.
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Proof. For x ∈ J and y ∈ I ∈ (3J)c, we have |x− y| ≥ 23 |y − cJ |. Thus
|B(1I , 1J)| ≤
¨
I×J
dσ(y)dw(x)
|x− y| ≤
3
2
ˆ
I
dσ(y)
|y − cJ |w(J)
≤ 3
2
σ(I)1/2
( ˆ
Jc
dσ(y)
(y − cJ)2
)1/2
w(J) ≤ 3
2
[w, σ]∗A2σ(I)
1/2w(J)1/2.

2.14. Proposition. The conditions (1.4) and (1.5) imply the weak boundedness
property (2.10); more precisely,
W . (H+ [σ,w]∗A2 ) ∧ (H∗ + [w, σ]∗A2).
Proof. For any intervals I and J , we have
B(1I , 1J) = B(1I\(3J), 1J) +B(1I∩(3J\J), 1J) +B(1I∩J , 1J),
where I \ (3J) is a union of at most two intervals in the complement of 3J (where
Lemma 2.13 applies), I ∩ (3J \ J) is a union of at most two intervals contained in
3J \J (where Lemma 2.12 applies), and of course I∩J (if non-empty) is an interval
contained in J (where Lemma 2.11 applies). Combinining the bounds from these
Lemmas, and recalling that [σ,w]A2 . [w, σ]
∗
A2
, gives the second of the two claimed
upper bounds. The first one follows by symmetry, by splitting J instead of I. 
2.D. Truncated Hilbert transforms. We include this section to facilitate the
comparison of our results with those of Lacey, Sawyer, Shen, and Uriarte-Tuero [7],
whose approach goes via the truncated Hilbert transforms
Hǫ(fdσ)(x) :=
ˆ
|x−y|>ǫ
1
x− y f(y)dσ(y).
The pairing
Bǫ(f, g) := 〈Hǫ(fdσ), gdw〉 =
¨
|x−y|>ǫ
1
x− y f(y)dσ(y)g(x)dw(x)
is well defined for all f, g ∈ F .
2.15. Lemma. For f, g ∈ F , the function ǫ ∈ (0,∞) 7→ Bǫ(f, g) is right-continuous
with left limits (“càdlàg”).
Proof. The sets {|x−y| > η} converge to {|x−y| > ǫ} as η ↓ ǫ, and to {|x−y| ≥ ǫ}
as η ↑ ǫ. By dominated convergence, this implies that limη↓ǫBη(f, g) = Bǫ(f, g)
and
lim
η↑ǫ
Bη(f, g) =
¨
|x−y|≥ǫ
1
x− y f(y)dσ(y)g(x)dw(x). 
Suppose, moreover, that
sup
ǫ>0
|Bǫ(1I , 1I)| <∞ (2.16)
for all intervals I with dyadic end-points. This follows in particular from either of
the truncated testing conditions of Lacey et al. [7],
sup
ǫ>0
‖1IHǫ(1Idσ)‖L2(w) ≤ Cσ(I)1/2,
sup
ǫ>0
‖1IHǫ(1Idw)‖L2(σ) ≤ Cw(I)1/2.
(2.17)
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We also assume the A2 condition (1.5).
2.18. Lemma. For f, g ∈ F , the function ǫ ∈ (0,∞) 7→ Bǫ(f, g) is bounded.
Proof. By linearity, it suffices to consider f = 1I and g = 1J , where I and J are
intervals with dyadic end-points. Then
Bǫ(1I , 1J) = Bǫ(1I\J , 1J) +Bǫ(1I∩J , 1I∩J) + Bǫ(1I∩J , 1J\I).
The middle term is uniformly (in ǫ > 0) bounded by the assumption (2.16). The
other two terms are sums of at most two expressions Bǫ(1K , 1L) with disjoint in-
tervals K,L, and these satisfy
|Bǫ(1K , 1L)| ≤
¨
K×L
1
|x− y|dσ(y)dw(x) . ([σ,w]
∗
A2 + [w, σ]
∗
A2)σ(K)
1/2w(L)1/2
where the last step is a consequence of Lemmas 2.12 and 2.13. 
2.19. Lemma. If f, g ∈ F are disjointly supported, then
lim
ǫ→0
Bǫ(f, g) =
¨
1
x− y f(y)dσ(y)g(x)dw(x). (2.20)
Proof. By linearity, it suffices to consider f = 1I , g = 1J with I ∩ J = ∅. The
finiteness of the right hand side follows from Lemmas 2.12 and 2.13. Now
Bǫ(1I , 1J) =
¨
(y,x)∈I×J
|x−y|>ǫ
1
x− ydσ(y)dσ(x).
Since |y−x| > 0 for every (y, x) ∈ I×J , the integration domain converges to I×J ,
and thus the asserted limit follows from dominated (or monotone) convergence. 
2.21. Proposition. Let σ and w be Radon measures that satisfy the A2 condition
(1.5) and the finiteness condition (2.16). Then there exists a bilinear form B on
F ×F that satisfies (2.1) for all disjointly supported f, g ∈ F .
If, in addition, the measures satisfy the testing conditions (2.17), then the bilinear
form B satisfies the local testing conditions (2.4).
Proof. By Lemmas 2.15 and 2.18, we have
[ǫ 7→ Bǫ(f, g)] ∈ Db(0,∞) := {φ : (0,∞)→ R is càdlàg and bounded}
for all f, g ∈ F , and by Lemma 2.19,
[ǫ 7→ Bǫ(f, g)] ∈ Dℓ(0,∞) := {φ ∈ Db(0,∞), lim
t→0
φ(t) exists}
for disjointly supported f, g ∈ F .
Both equipped with the supremum norm, Dℓ(0,∞) is a closed subspace of the
Banach space Db(0,∞), and φ 7→ limt→0 φ(t) is a continuous linear functional on
Dℓ(0,∞), of norm 1. By Hahn–Banach, it has an extension Λ to a continuous
linear functional defined on all of Db(0,∞) and of the same norm. So we may now
abstractly define
B(f, g) := Λ(ǫ 7→ Bǫ(f, g)).
This is a bilinear form by the bilinearity of Bǫ and the linearity of Λ, and it has
the integral representation (2.1) for disjointly supported f, g ∈ F by Lemma 2.19.
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To verify the testing conditions under the hypothesis (2.17), we compute
|B(1I , 1Ig)| = |Λ(ǫ 7→ Bǫ(1I , 1Ig))| ≤ sup
ǫ>0
|Bǫ(1I , 1Ig)|
≤ sup
ǫ>0
‖1IHǫ(1Idσ)‖L2(w)‖g‖L2(w) ≤ Cσ(I)1/2‖g‖L2(w),
and the other condition in (2.4) is shown in the same way. 
Proposition 2.21 shows in particular that the assumptions of Lacey et al. [7]
imply the local assumptions (1.4) and (1.5) of our Theorem 1.1 which, once proven,
implies the boundedness of the two-weight Hilbert transform in the sense described
above. On the other hand, Lacey et al. [7] obtain the apparently stronger conclusion
(in the special case of no common point masses) of the uniform boundedness of the
truncated Hilbert transforms. In the following Proposition, however, we show that
this boundedness of the truncated operators is a relatively simple consequence of
the boundedness of the un-truncated Hilbert transform.
2.22. Proposition. Let σ and w be two Radon measures that satisfy the A2 condi-
tion (2.8). Suppose that there exists a bounded bilinear form B : L2(σ)×L2(w)→ R
such that
B(f, g) =
¨
1
x− y f(y)g(x)dσ(y)dw(x),
whenever f, g ∈ F satisfy dist(spt f, spt g) > 0. Then the truncated Hilbert trans-
forms satisfy the uniform estimate
sup
ǫ>0
‖Hǫ(fdσ)‖L2(w) ≤ C‖f‖L2(σ).
Proof. We proceed in two steps, and first consider a dyadic version of the truncation,
Hdk (fdσ) :=
∑
I∈Dk
1IH(1(2I)cfdσ) = H(fdσ)−
∑
I∈Dk
1IH(12Ifdσ),
where Dk := {I ∈ D : |I| = 2−k} and D is a fixed dyadic system.
The first term is bounded by the assumed boundedness of H . For the second
part, we have
∥∥∥ ∑
I∈Dk
1IH(12Ifdσ)
∥∥∥
L2(w)
≤
( ∑
I∈Dk
‖H(12Ifdσ)‖2L2(w)
)1/2
≤ N
( ∑
I∈Dk
‖12If‖2L2(σ)
)1/2
≤
√
2N‖f‖L2(σ),
by the bounded overlap of the intervals 2I for I ∈ Dk. Thus Hdk is bounded by
(1 +
√
2)N , where N is the norm bound for H .
In the second step, we estimate the difference of Hǫ and H
d
k . Note that
Hdk (fdσ)(x) =
ˆ
Jc
1
x− y f(y)dσ
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for some interval J = [x− a, x+ b), where 122−k ≤ a, b ≤ 322−k. Let us choose k so
that 142
−k ≤ ǫ < 122−k, so that necessarily [x− ǫ, x+ ǫ] ⊂ J , and
|Hǫ(fdσ)(x) −Hdk (fdσ)(x)| =
∣∣∣ˆ
J\[x−ǫ,x+ǫ]
1
x− y f(y)dσ(y)
∣∣∣
≤ 1
ǫ
ˆ
ǫ<|x−y|≤6ǫ
|f(y)|dσ(y)
.
∑
0<|m|≤12
1
|I|
ˆ
I+˙m
|f |dσ,
where I is the unique dyadic interval of length 2−k−3 ∈ [ 12ǫ, ǫ) that contains x.
Thus, we have
‖Hǫ(fdσ)−Hdk (fdσ)‖L2(w) .
∥∥∥ ∑
I∈Dk+3
∑
0<|m|≤12
1I
|I|
ˆ
I+˙m
|f |dσ
∥∥∥
L2(w)
.
We dualize with a non-negative g ∈ L2(w) and observe that
∑
I∈Dk+3
1
|I|
ˆ
I+˙m
|f |dσ
ˆ
I
gdw ≤
∑
I∈Dk+3
√
σ(I+˙m)w(I)
|I| ‖1I+˙mf‖L2(σ)‖1Ig‖L2(w)
. [σ,w]A2
∑
I∈Dk+3
‖1I+˙mf‖L2(σ)‖1Ig‖L2(w) ≤ [σ,w]A2‖f‖L2(σ)‖g‖L2(w),
where the last step follows from Cauchy–Schwarz. It remains to sum over the
boundedly many values of m to complete the estimate. 
2.E. The probabilistic reduction. We recall the martingale difference expan-
sions and the probabilistic good/bad decompositions, the established framework of
non-homogeneous analysis that essentially goes back to [13]. We do this in detail in
order to make it clear that we do not impose any a priori boundedness assumptions
beyond the testing conditions (2.4).
Every f ∈ F is piecewise constant on some sufficiently fine dyadic partition of
R, say on the dyadic intervals of length 2−m. So it suffices to bound B(f, g) for
all f, g ∈ F of this type, where m is arbitrary but fixed, as long as the bound is
independent of m. Thus we consider only functions of this form from now on, and
only intervals with dyadic end-points on the scale 2−m. We refer to the dyadic
intervals of length 2−m as the minimal intervals.
Besides the original dyadic system D0, we will be making use of shifted sys-
tems D , obtained by translating the intervals of D0 by a multiple of the minimal
length scale 2−m. Thus the minimal intervals of the different dyadic systems always
coincide.
Consider a function f ∈ F , supported by some I0 ∈ D , where D is a shifted
system as described. Then we have the familiar martingale difference expansion
f = EσI0f +
∑
I∈D
I⊆I0
∆σI f, (2.23)
where, writing
〈f〉σI :=
 
I
fdσ :=
1
σ(I)
ˆ
I
fdσ,
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we denote
EσI := 〈f〉σI 1I , ∆σI f :=
∑
u∈{left,right}
EσIuf − EσI f.
Only the intervals I strictly larger than the minimal intervals need to be taken into
account in the sum in (2.23), since ∆σI f = 0 if I is a subset of a minimal interval.
The martingale differences ∆wI are of course defined analogously.
We record the following useful bounds:
2.24. Lemma. For all f, g ∈ F , we have
|B(∆σI f,∆wJ g)| ≤ 2W‖∆σI f‖L2(σ)‖∆wJ g‖L2(w),
|B(EσI f,∆wJ g)| ≤
√
2W‖EσI f‖L2(σ)‖∆wJ g‖L2(w),
|B(∆σI f, EwJ g)| ≤
√
2W‖∆σI f‖L2(σ)‖EwJ g‖L2(w),
|B(EσI f, EwJ g)| ≤ W‖EσI f‖L2(σ)‖EwJ g‖L2(w).
Proof. We have
|B(∆σI f,∆wJ g)| ≤
∑
u,v∈{left,right}
|〈∆σI f〉σIu | · |〈∆wI g〉σJv | · |B(1Iu , 1Jv)|
≤
∑
u,v∈{left,right}
|〈∆σI f〉σIu | · |〈∆wJ g〉σJv | · Wσ(Iu)1/2w(Jv)1/2
≤ W ·
√
4
( ∑
u,v∈{left,right}
|〈∆σI f〉σIu |2σ(Iu)|〈∆wJ g〉σJv |2w(Ju)
)1/2
= 2W‖∆σI f‖L2(σ)‖∆wJ g‖L2(w).
The proofs of the other estimates are similar. 
Let Kn be the supremum of |B(f, g)| taken over all f, g ∈ F with ‖f‖L2(σ) ≤ 1
and ‖g‖L2(w) ≤ 1, and for which there exist at most 2n consecutive minimal intervals
supporting both f and g. To prove the boundedness of the Hilbert transform, it
suffices to bound the numbers Kn uniformly in n. The following qualitative a priori
bound is useful:
2.25. Lemma. Under the weak boundedness property (2.10), we have
Kn <∞ ∀ n ∈ N.
Proof. Let I0 be the union of 2
n consecutive minimal intervals supporting both
f and g, and D be a shifted dyadic system with I0 ∈ D . We make use of the
14 T. P. HYTÖNEN
martingale difference expansion (2.23) and Lemma 2.24 to estimate
|B(f, g)| ≤ |B(EσI0f, EwI0g)|+
∑
I⊆I0
|B(∆σI0f, EwI g)|
+
∑
J⊆I0
|B(EσI0f,∆wJ g)|+
∑
I,J⊆I0
|B(∆σI f,∆wJ g)|
≤ 2W
(
‖EσI0f‖L2(σ)‖EwI0g‖L2(w) +
∑
I⊆I0
‖∆σI f‖L2(σ)‖EwI0g‖L2(w)
+
∑
J⊆I0
‖EσI0f‖L2(σ)‖∆wJ g‖L2(w) +
∑
I,J⊆I0
‖∆σI f‖L2(σ)‖∆wJ g‖L2(w)
)
= 2W
(
‖EσI0f‖L2(σ) +
∑
I⊆I0
‖∆σI f‖L2(σ)
)
×
(
‖EwI0g‖L2(w) +
∑
I⊆I0
‖∆wI g‖L2(w)
)
.
Since ∆σI f = 0 for |I| ≤ 2−m = 2−n|I0|, there are at most 1 +
∑n−1
k=0 2
k = 2n
nonzero summands within the first parentheses on the right, and Cauchy–Schwarz
and the orthogonality of martingale differences show that
‖EσI0f‖L2(σ) +
∑
I⊆I0
‖∆σI f‖L2(σ)
≤ 2n/2
(
‖EσI0f‖2L2(σ) +
∑
I⊆I0
‖∆σI f‖2L2(σ)
)1/2
= 2n/2‖f‖L2(σ).
Combining this with a similar estimate for g and w gives us
|B(f, g)| ≤ 2W · 2n/2‖f‖L2(σ) · 2n/2‖g‖L2(w) = 2n+1W‖f‖L2(σ)‖g‖L2(w),
which shows that Kn ≤ 2n+1W <∞. 
To set the scene for the proof of the uniform boundedness of the Kn, we pick
two functions f, g ∈ F as in the definition of Kn, so that B(f, g) almost achieves
the supremum defining Kn:
Kn ≤ 2B(f, g), ‖f‖L2(σ) = ‖g‖L2(w) = 1. (2.26)
As in the proof of Lemma 2.25, let I0 be the union of 2
n minimal intervals
supporting both f and g. However, we now expand f and g in terms of a (randomly,
eventually) shifted dyadic system D . We only care about intervals of length at most
I0, so we may define D as D = D+ω, where ω ∈ [0, |I0|) is a multiple of the minimal
length 2−m.
In the system D , there are at most two intervals of length |I0|, say I1 and I2,
that intersect I0. Thus
f =
2∑
i=1
(
EσIif +
∑
I∈D
I⊆Ii
∆σI f
)
=: fω1 + f
ω
2 ,
and a similar expansion holds for g.
HILBERT TRANSFORM WITH GENERAL MEASURES 15
For both fωi , we make the further standard decomposition into “good” and “bad”
parts,
fωi = E
σ
Iif +
∑
I∈D;I⊆Ii
I good
∆σI f +
∑
I∈D;I⊆Ii
I bad
∆σI f =: f
ω
i,0 + f
ω
i,good + f
ω
i,bad,
where an interval I ∈ D is called bad (with parameters γ ∈ (0, 1), r ∈ N) if
dist(I, Jc) ≤ |I|γ |J |1−γ for some J = I(k), k ≥ r,
where I(k) refers to the kth dyadic ancestor of I in the dyadic system D , and we
only consider k such that |I(k)| ≤ |I0|.
The important standard property is that
Eω‖fωi,bad‖L2(σ) ≤ ǫ‖f‖L2(σ) = ǫ,
where ǫ = ǫ(γ, r)→ 0 as r →∞. We may fix γ and r so that, say, ǫ ≤ 110 .
Now we can make the following computations:
Kn ≤ 2|B(f, g)| ≤ 2
2∑
i=1
|B(fωi , gωi )|+ 2
∑
1≤i,j≤2
i6=j
|B(fωi , gωj )|
and
|B(fωi , gωi )| ≤ |B(fωi,0, gωi )|+ |B(fωi,bad, gωi )|
+ |B(fωi,good, gωi,0)|+ |B(fωi,good, gωi,bad)|+ |B(fωi,good, gωi,good)|
≤ H‖fωi,0‖L2(σ)‖gωi,0‖L2(w) +Kn‖fωi,bad‖L2(σ)‖gωi ‖L2(w)
+H∗‖fωi,good‖L2(σ)‖gωi,0‖L2(w) +Kn‖fωi,good‖L2(σ)‖gωi,bad‖L2(w)
+ |B(fωi,good, gωi,good)|
≤ (H+H∗) +Kn(‖fωi,bad‖L2(σ) + ‖gωi,bad‖L2(w))
+ |B(fωi,good, gωi,good)|,
where we used the fact that all the splittings of our functions are orthogonal in
the corresponding function spaces, and the functions f, g have unit norm, as we
assumed in (2.26).
So, combining these bounds and taking expectations over the randomization
parameter ω, we find that
Kn ≤ 4(H+H∗) + 8Kn · ǫ+ 2Eω
2∑
i=1
|B(fωi,good, gωi,good)|
+ 2Eω
∑
1≤i,j≤2
i6=j
|B(fωi , gωj )|,
or, using 8Kn · ǫ ≤ 45Kn and absorbing this term on the left (here the finiteness of
Kn is used),
Kn ≤ 20(H+H∗) + 10Eω
2∑
i=1
|B(fωi,good, gωi,good)|
+ 10Eω
∑
1≤i,j≤2
i6=j
|B(fωi , gωj )|.
(2.27)
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Now the heart of the proof will be concerned with bounding the last two terms
on the right. The randomization parameter ω is no longer relevant, but we will
estimate these terms uniformly in ω.
The term involving the good parts is the hard core of all boundedness results of
singular integrals in our genre. The other part, involving the functions fωi and g
ω
j
with i 6= j, is not completely trivial either, although an order of magnitude easier
than the hard core. The functions here are supported on disjoint adjacent intervals,
so that the bilinear form is completely determined by its kernel, and the relevant
estimate is in effect a positive kernel result, with no role for cancellation.
3. Positive kernel theory
This section is concerned with the part of the theory that only uses the upper
bound 1|x−y| for the kernel of the Hilbert transform, with no role for cancellation.
This will already be enough to estimate the last term in (2.27).
3.A. Muckenhoupt’s theory for the Hardy operator. The two-weight prob-
lem for the Hardy operator was resolved by Muckenhoupt [11] as early as 1972.
However, his result is not stated in the nowadays preferred dual-weight formula-
tion, and is not literally applicable for our purposes in the generality of an arbitrary
pair of measures. For this reason, we include the present section to reproduce Muck-
enhoupt’s theory in a form suitable for the subsequent analysis.
We prove the result for general measures by adapting Muckenhoupt’s original
argument for measures with density. This strategy was suggested by Muckenhoupt
as a possibility, although he preferred to treat his version of the general case by
approximating with the continuous case instead. As pointed out by Muckenhoupt
[11, bottom of p. 36], the direct argument requires the following inequality, which
“is true but the proof is not particularly simple.”
3.1. Lemma. For any t ∈ R, any measure w on [t,∞) and α ∈ (0, 1), we haveˆ
[t,∞)
w[x,∞)−αdw(x) ≤ w[t,∞)
1−α
1− α .
Proof. If w[t,∞) = ∞, there is nothing to prove, so we assume that w[x,∞) ≤
w[t,∞) < ∞ for all x ≥ t. As t ≤ xn ↑ x, we have [xn,∞) ↓ [x,∞), thus
w[xn,∞) ↓ w[x,∞), and hence w[xn,∞)−α ↑ w[x,∞)−α.
For every n ∈ Z+, consider the grid of points tnj := t + j2−n, j ∈ N, on [t,∞),
and let φn(x) be the largest of these grid points such that φn(x) ≤ x. It follows
that φn(x) ↑ x and hence w[φn(x),∞)−α ↑ w[x,∞)−α for every x ∈ [t,∞), and
thus by monotone convergenceˆ
[t,∞)
w[x,∞)−αdw(x) = lim
n→∞
ˆ
[t,∞)
w[φn(x),∞)−αdw(x)
whereˆ
[t,∞)
w[φn(x),∞)−αdw(x) =
∞∑
j=0
ˆ
[tn
j
,tn
j+1)
w[tnj ,∞)−αdw(x)
=
∞∑
j=0
w[tnj ,∞)−αw[tnj , tnj+1) =:
∞∑
j=0
w−αj (wj − wj+1),
where (suppressing the fixed n), wj := w[t
n
j ,∞).
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By the mean value theorem, we have
w1−αj − w1−αj+1 = (1− α)ξ−αj (wj − wj+1) ≥ (1− α)w−αj (wj − wj+1),
and hence
∞∑
j=0
w−αj (wj − wj+1) ≤
1
1− α
∞∑
j=0
(w1−αj − w1−αj+1 ) ≤
1
1− αw
1−α
0 =
w[t,∞)1−α
1− α
by summing a telescopic series. This completes the proof. 
3.2. Lemma. For any t > 0, any measure σ on (0, t] and α ∈ (0, 1), we have
ˆ
(0,t]
σ(0, x]−αdσ(x) ≤ σ(0, t]
1−α
1− α .
Proof. The proof is analogous to the previous one. 
Now we are ready for a dual-weight formulation of Muckenhoupt’s inequality for
the Hardy operator.
3.3. Theorem (Muckenhoupt). For a σ-finite measure σ on (0,∞), and another
measure w, the inequality∥∥∥x 7→ ˆ
(0,x]
fdσ
∥∥∥
L2((0,∞),w)
≤ C‖f‖L2((0,∞),σ)
holds for all f ∈ L2(σ) if and only if
A := sup
t>0
σ(0, t]1/2w[t,∞)1/2 <∞. (3.4)
Moreover, the optimal constant C satisfies
A ≤ C ≤ 2A.
As indicated, this Theorem is essentially due to Muckenhoupt [11]. It is also
stated more or less in the present form but without proof in [9, Eqs. (2.10–2.11)].
Proof. “⇒” Let f = 1E , with E ⊆ (0, t]. Then
´
(0,x]
fdσ = σ(E) for all x ≥ t, and
we obtain
‖σ(E) · 1[t,∞)‖L2(w) ≤ C‖1E‖L2(σ),
i.e., σ(E)w[t,∞)1/2 ≤ Cσ(E)1/2. If σ(E) <∞, we deduce σ(E)1/2w[t,∞)1/2 ≤ C.
By σ-finiteness, (0, t] can be exhausted by countable many such sets, and we deduce
that σ(0, t]1/2w[t,∞)1/2 ≤ C.
“⇐” Inside the integral ˆ
(0,x]
f(y)dσ(y) (3.5)
to be estimated, we wish to multiply and divide by a(y) := σ(0, y]1/4. Let us check
that this is legitimate.
If a(z) =∞, then w[z,∞) = 0 by assumption (3.4). So our integration in dw(x)
only extends over x ∈ (0, z). Thus the interval (0, x] appearing in (3.5) is always
smaller than (0, z), so the point z with a(z) = ∞ stays outside. If a(z) = 0,
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then
´
(0,z]
fdσ = 0, so we can drop this part of the integral as well. Hence no
zero-division problems occur, and we may proceed:ˆ
(0,∞)
(ˆ
(0,x]
f(y)a(y)a(y)−1dσ(y)
)2
dw(x)
≤
ˆ
(0,∞)
ˆ
(0,x]
f(y)2a(y)2dσ(y)
ˆ
(0,x]
a(z)−2dσ(z)dw(x)
=
ˆ
(0,∞)
f(y)2σ(0, y]1/2
( ˆ
[y,∞)
ˆ
(0,x]
σ(0, z]−1/2dσ(z)dw(x)
)
dσ(y).
(3.6)
The quantity in parentheses is estimated byˆ
[y,∞)
ˆ
(0,x]
σ(0, z]−1/2dσ(z)dw(x) ≤
ˆ
[y,∞)
2σ(0, x]1/2dw(x)
≤ 2A
ˆ
[y,∞)
w[x,∞)−1/2dw(x) ≤ 2A · 2w[y,∞)1/2,
where we used assumption (3.4). Substituting back to (3.6), we getˆ
(0,∞)
(ˆ
(0,x]
f(y)dσ(y)
)2
dw(x)
≤
ˆ
(0,∞)
f(y)2σ(0, y]1/24Aw[y,∞)1/2dσ(y) ≤ 4A2
ˆ
(0,∞)
f(y)2dσ(y),
where (3.4) was used another time. 
3.B. The Hilbert transform on complementary half-lines. The following
simple Corollary to Theorem 3.3 makes the bridge from the Hardy operator to the
Hilbert transform.
3.7. Corollary. Let σ,w be σ-finite measures on (0,∞). The estimate∣∣∣¨
(0,∞)2
1
x+ y
f(y)dσ(y)g(x)dw(x)
∣∣∣ ≤ C‖f‖L2(σ)‖g‖L2(w)
holds, if and only if
A := sup
t>0
(
σ(0, t]
ˆ
[t,∞)
dw(x)
x2
)1/2
+ sup
t>0
(
w(0, t]
ˆ
[t,∞)
dσ(x)
x2
)1/2
<∞.
Moreover, the optimal constant C satisfies 14A ≤ C ≤ 2A.
Proof. It suffices to consider nonnegative f, g. Writing
Λ(f, g) :=
¨
(0,∞)2
1
x+ y
f(y)dσ(y)g(x)dw(x),
Λ1(f, g) :=
ˆ
(0,∞)
1
x
ˆ
(0,x]
f(y)dσ(y)g(x)dw(x),
Λ2(f, g) :=
ˆ
(0,∞)
1
y
ˆ
(0,y]
g(x)dw(x)f(y)dσ(y),
it is immediate that
1
2
max
i=1,2
Λi(f, g) ≤ Λ(f, g) ≤ Λ1(f, g) + Λ2(f, g).
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Let Ci be the best constant in the inequality |Λi(f, g)| ≤ Ci‖f‖L2(σ)‖g‖L2(w). It
follows that 12 max{C1, C2} ≤ C ≤ C1 + C2. By Cauchy–Schwarz, C1 is also the
best constant in the estimate( ˆ
(0,∞)
(ˆ
(0,x]
f(y)dσ(y)
)2 dw(x)
x2
)1/2
≤ C1‖f‖L2(σ),
which by Muckenhoupt’s theorem (applied to dw(x)/x2 in place of dw(x)) satisfies
A1 ≤ C1 ≤ 2A1, A1 :=
(
sup
t>0
σ(0, t]
ˆ
[t,∞)
dw(x)
x2
)1/2
.
An analogous claim is true for C2 and A2 defined with the roles of σ and w reversed.
Observing that A = A1 +A2, we find that
1
4
A ≤ 1
2
max{A1, A2} ≤ 1
2
max{C1, C2} ≤ C ≤ C1 + C2 ≤ 2A. 
We are now ready to give a full characterization of the restricted two-weight
boundedness of the Hilbert transform, where its bilinear form is applied to functions
supported on complementary half-lines. It is not surprising that this restricted
boundedness is determined by the A2 condition alone. Still, this result appears to
be unrecorded in the earlier literature on the two-weight problem.
3.8. Theorem. Let σ and w be two Radon measures. The estimate
|B(f, g)| ≤ C‖f‖L2(σ)‖g‖L2(w)
holds uniformly for all f, g ∈ F supported on complementary half-lines, if and only
if the measures satisfy the A2 condition (1.5) Moreover, the best constant satisfies
C h [σ,w]∗A2 + [w, σ]
∗
A2 h Hoff +H∗off ,
where the last two constants are defined as in (2.6).
Note that the Theorem also applies (and will often be applied) to the case that
spt f ⊆ I and spt g ⊆ Ic for some finite interval I. Indeed, we just split g into the
two parts supported to the left or to the right of I.
Proof. It is immediate that Hoff + H∗off . C, and we proved in Lemma 2.7 that
[σ,w]∗A2 +[w, σ]
∗
A2
. Hoff +H∗off . Hence it only remain to show that C . [σ,w]∗A2 +
[w, σ]∗A2 .
Clearly the bound on B(f, g) holds for all f, g if and only if it holds for non-
negative f, g. Suppose for definiteness that spt f ⊂ (−∞, a) and spt g ⊂ (a,∞).
(The case that, for example, spt f ⊂ (−∞, a) and spt g ⊂ [a,∞) is easily reduced
to spt f ⊂ (−∞, a′) and spt g ⊂ (a′,∞) for a slightly smaller a′ < a.) Then
B(f, g) =
ˆ
(0,∞)
ˆ
(0,∞)
1
x+ y
f(a− y)g(a+ x)dw(a + x)dσ(a − y)
=:
ˆ
(0,∞)
ˆ
(0,∞)
1
x+ y
fa(y)g
a(x)dwa(x)dσa(y).
(3.9)
20 T. P. HYTÖNEN
The constant c in the upper bound c‖fa‖L2(σa)‖ga‖L2(wa) = c‖f‖L2(σ)‖g‖L2(w) of
this expression is characterized by Corollary 3.7 as
c2 h sup
t>0
σa(0, t]
ˆ
[t,∞)
dwa(x)
x2
+ sup
t>0
wa(0, t]
ˆ
[t,∞)
dσa(y)
y2
= sup
t>0
σ[a− t, a)
ˆ
[a+t,∞)
dw(x)
(x− a)2 + supt>0 w(a, a+ t]
ˆ
(−∞,a−t]
dσ(y)
(y − a)2 .
Observing that we need to consider this estimate for arbitrary a ∈ R, and arbitrary
order of the supports of f and g, we deduce that
C2 h sup
I
σ(I)
ˆ
(3I)c
dw(x)
dist(x, I)2
+ sup
I
w(I)
ˆ
(3I)c
dw(x)
dist(x, I)2
.
It is immediate that this is dominated by ([σ,w]∗A2 + [w, σ]
∗
A2
)2. 
In particular, Theorem 3.8 provides the required bound for the last part in (2.27):
|B(fωi , gωj )| . ([σ,w]∗A2 + [w, σ]∗A2 )‖fωi ‖L2(σ)‖gωj ‖L2(σ),
since the functions here are supported on disjoint intervals Ii and Ij .
We can also already complete the easier equivalence of Theorem 1.1:
3.10. Corollary. Let σ and w be two Radon measures on R. Then the global
testing conditions (1.3) hold, if and only if the local testing conditions (1.4) and the
Muckenhoupt–Poisson A2 conditions (1.5) hold. Moreover, we have
Hglob +H∗glob h H+H∗ + [σ,w]∗A2 + [w, σ]∗A2 .
Proof. It is immediate from the definitions that
Hglob h H +Hoff , H∗glob h H∗ +H∗off .
The Corollary then follows from Theorem 3.8. 
4. The standard non-homogeneous T (1) argument
We now start the analysis of the main term arising from the initial reduction,
the middle term on the right of (2.27). We drop the indices ω, i, and “good”, simply
considering two functions f and g as follows:
4.1. Assumption. The functions f ∈ L2(σ) and g ∈ L2(w) are supported on a
common interval I0 ∈ D , constant on its subintervals of length 2−n|I0|, of average
zero over I0, and such that ∆
σ
I f and ∆
w
I g are non-zero only for good intervals
I ∈ D .
In particular, these functions have finite expansions
f =
∑
I
∆σI f, g =
∑
I
∆wI g,
where the summations may be restricted to I ⊆ I0, |I| > 2−n|I0|, and good intervals
only. The finiteness ensures that reorganizing these summations is never an issue.
We need to estimate the bilinear form
B(f, g) =
∑
I,J
B(∆σI f,∆
w
J g),
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and we concentrate on the “lower” half∑
I,J:|I|≤|J|
=
∑
I,J:I⊆J
+
∑
I,J:I⊆3J\J
+
∑
I,J:|I|≤|J|
I⊆(3J)c
,
as the “upper” half with |I| > |J | is handled analogously. (In choosing to concen-
trate on |I| ≤ |J |, we follow the convention of several papers in non-homogeneous
analysis, notably [13], but deviate from Lacey et al. [7], who explicitly consider the
case |I| ≥ |J |.)
The analysis in this section is “standard”, but cannot be literally quoted from
an earlier source, as we need to ensure that we only apply the A2 condition in the
form (1.5).
4.A. Separated part. We first treat the separated part
∑
I,J:|I|≤|J|
I⊆(3J)c
=
∞∑
i=0
∞∑
k=1
∑
2k≤|m|<2k+1
∑
J
∑
I:I(i)=J+˙m
=
∞∑
i=0
∞∑
k=1
∑
K
∑
J:J(k)=K
∑
2k≤|m|<2k+1
∑
I:I(i)=J+˙m
.
Here it is worth observing that J+˙m ⊆ 5K \K.
4.2. Lemma. For disjointly supported f ∈ L1(σ) with ´ fdσ = 0, and g ∈ L1(w),
we have
|B(f, g)| . diam(spt f)
dist(spt f, spt g)2
‖f‖L1(σ)‖g‖L1(w).
Proof. This is completely standard, using the bound for the derivative of the Hilbert
kernel. 
Then, by the additivity of the L1 norm on disjoint functions, we deduce that∑
J:J(k)=K
∑
2k≤|m|<2k+1
∑
I:I(i)=J+˙m
|B(∆σI f,∆wJ g)|
. 2−i−k
1
|K|
∑
J:J(k)=K
‖∆wJ g‖L1(w)
∑
m:1≤|m|≤2
∑
I:I(i+k)=K+˙m
‖∆σI f‖L1(σ)
= 2−i−k
1
|K|‖∆
w,k
K g‖L1(w)
∑
m:1≤|m|≤2
‖∆σ,i+k
K+˙m
f‖L1(σ),
where
∆w,kK g :=
∑
J:J(k)=K
∆wJ g
and ∆σ,i+k
K+˙m
f is defined analogously.
Next, we use Cauchy–Schwarz to estimate
‖∆w,kK g‖L1(w)‖∆σ,i+kK+˙mf‖L1(σ) ≤ w(K)1/2σ(K+˙m)1/2‖∆
w,k
K g‖L2(w)‖∆σ,i+kK+˙mf‖L2(σ),
and then
w(K)1/2σ(K+˙m)1/2 . [σ,w]A2 |K|, |m| = 1, 2.
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So altogether we have checked that∑
I,J:|I|≤|J|
I⊆(3J)c
|B(∆σI f,∆wJ g)|
. [σ,w]A2
∞∑
i=0
∞∑
k=1
2−i−k
∑
m:1≤|m|≤2
∑
K
‖∆w,kK g‖L2(w)‖∆σ,i+kK+˙mf‖L2(σ).
The inner sum is bound by(∑
K
‖∆w,kK g‖2L2(w)
)1/2(∑
K
‖∆σ,i+k
K+˙m
f‖2L2(σ)
)1/2
≤ ‖g‖L2(w)‖f‖L2(σ)
by orthogonality, and it remains to sum up the geometric series in i and k and the
finite sum over |m| = 1, 2 to conclude that∑
I,J:|I|≤|J|
I⊆(3J)c
|B(∆σI f,∆wJ g)| . [σ,w]A2‖f‖L2(σ)‖g‖L2(w).
4.B. Adjacent part. We turn our attention to∑
I,J:I⊆3J\J
B(∆σI f,∆
w
J g) =
∑
m=±1
∞∑
i=0
∑
I:I(i)=J+˙m
B(∆σI f,∆
w
J g)
=
∑
m=±1
∞∑
i=0
B(∆σ,i
J+˙m
f,∆wJ g).
(4.3)
Before proceeding, we record a useful lemma:
4.4. Lemma. For all f, g ∈ F and J ∈ D , we have
|B(f,∆wJ g)| . ([σ,w]∗A2 + [w, σ]∗A2 + C)‖f‖L2(σ)‖∆wJ g‖L2(w),
where
C =
{
0, if spt f ⊆ Jc,
H∗, else.
Proof. Writing ∆wJ g =
∑
u∈{left,right}〈∆wJ g〉wJu1Ju , it suffices to prove the estimate
with 1Ju in place of ∆
w
J g. We also split f = 1Jcuf + 1Juf . Then
|B(1Jcuf, 1Ju)| ≤ H∗off‖f‖L2(σ)w(Ju)1/2 . ([σ,w]∗A2 + [w, σ]∗A2 )‖f‖L2(σ)w(Ju)1/2
by definition (2.6) and Theorem 3.8, and
|B(1Juf, 1Ju)| ≤ H∗‖f‖L2(σ)w(Ju)1/2
by definition. Of course this second term does not appear if spt f ⊆ Jc. 
We return to the analysis of (4.3). For any fixed i, using the disjointness of the
sets J and J+˙m, Lemma 4.4 gives the following immediate estimate:
|B(∆σ,i
J+˙m
f,∆wJ g)| . ([σ,w]∗A2 + [w, σ]∗A2 )‖∆σ,iJ+˙mf‖L2(σ)‖∆wJ g‖L2(w),
and this can be summed over J by Cauchy–Schwarz and orthogonality to deduce
that ∑
J
|B(∆σ,i
J+˙m
f,∆wJ g)| . ([σ,w]∗A2 + [w, σ]∗A2 )‖f‖L2(σ)‖g‖L2(w).
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This is not enough to sum up the infinite series in i, but we can use this for the
r + 1 first terms, so that we are reduced to estimating
∑
m=±1
∞∑
i>r
∑
I:I(i)=J+˙m
B(∆σI f,∆
w
J g).
Here the goodness of f becomes available to us, so we know that dist(I, J) ≥
|I|γ |J |1−γ for the relevant nonzero terms. Combined with Lemma 4.2, this gives
|B(∆σI f,∆wJ g)| .
|I|
|I|2γ |J |2(1−γ) ‖∆
σ
I f‖L1(σ)‖∆wJ g‖L1(w),
and then∑
I:I(i)=J+˙m
|B(∆σI f,∆wJ g)| . 2−i(1−2γ)
1
|J | ‖∆
σ,i
J+˙m
f‖L1(σ)‖∆wJ g‖L1(w)
. 2−i(1−2γ)
1
|J |σ(J+˙m)
1/2w(J)1/2‖∆σ,i
J+˙m
f‖L2(σ)‖∆wJ g‖L2(w)
. 2−i(1−2γ)[σ,w]A2‖∆σ,iJ+˙mf‖L2(σ)‖∆wJ g‖L2(w).
This can be summed over J as before, and over i by geometric convergence.
4.C. Nested part. We are left with
∑
I,J:I⊆J
B(∆σI j,∆
w
J g) =
∞∑
i=0
∑
J
∑
I:I(i)=J
B(∆σI f,∆
w
J g) =
∞∑
i=0
∑
J
B(∆σ,iJ f,∆
w
J g).
Again, we will check that any fixed i is under control. From Lemma 4.4, we have
|B(∆σ,iJ f,∆wJ g)| . (H∗ + [σ,w]∗A2 + [w, σ]∗A2)‖∆σ,iJ f‖L2(σ)‖∆wJ ‖L2(w).
By the usual Cauchy–Schwarz and orthogonality in the sum over J , we find that∑
J
|B(∆σ,iJ f,∆wJ g)| . (H∗ + [σ,w]∗A2 + [w, σ]∗A2)‖f‖L2(σ)‖g‖L2(w).
We apply this to i = 0, 1, . . . , r, so that we are left with∑
i>r
∑
J
∑
I:I(i)=J
B(∆σI f,∆
w
J g) =
∑
j≥r
∑
K
∑
I:I(j)=K
B(∆σI f,∆
w
K(1)g),
where we chose the child K of J that contains I as the new summation variable.
There is once again the disjoint part, where Lemma 4.2 applies:
|B(∆σI f, 1Kc∆wK(1)g)| .
|I|
dist(I,Kc)2
‖∆σI f‖L1(σ)‖1Kc∆wK(1)g‖L1(w).
Thus∑
I:I(j)=K
|B(∆σI f, 1Kc∆wK(1)g)| . 2−j(1−2γ)
1
|K|‖∆
σ,j
K f‖L1(σ)‖1Kc∆wK(1)g‖L1(w)
≤ 2−j(1−2γ) 1|K|σ(K)
1/2w(K(1) \K)1/2‖∆σ,jK f‖L2(σ)‖1Kc∆wK(1)g‖L2(w)
≤ 2−j(1−2γ)[σ,w]A2‖∆σ,jK f‖L2(σ)‖1Kc∆wK(1)g‖L2(w),
and this is summed over K and j as before.
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We are only left with∑
j≥r
∑
K
∑
I:I(j)=K
B(∆σI f, 1K)〈∆wK(1)g〉wK =
∑
J
∑
I⋐J
B(∆σI f, 1JI )〈∆wJ g〉wJI ,
where we shifted back to the summation variable J = K(1), and JI = K denotes
the half of J that contains I; the notation I ⋐ J is abbreviation for I ⊂ J and
|I| < 2−r|J |.
Denoting the right hand side in the previous display by
Bbelow(f, g) :=
∑
J
∑
I⋐J
B(∆σI f, 1JI )〈∆wJ g〉wJI , (4.5)
and analogously
Babove(f, g) :=
∑
I
∑
J⋐I
〈∆σI f〉σIJB(1IJ ,∆wJ g), (4.6)
the results of this section, and the symmetric considerations for |I| > |J |, may be
summarized as follows:
4.7. Proposition. For functions f and g as in Assumption 4.1, we have
|B(f, g)−Babove(f, g)−Bbelow(f, g)|
. ([σ,w]∗A2 + [w, σ]
∗
A2 +H+H∗)‖f‖L2(σ)‖g‖L2(w).
We are thus left with estimating the new bilinear forms (4.5) and (4.6), and by
symmetry we concentrate on (4.5) only.
5. Stopping construction; reduction to local and tail forms
We continue where we left above, the analysis of the form (4.5). Our next task
is to rearrange this sum with the help of suitable stopping intervals. However, we
only specify the actual stopping condition later on, and proceed for the moment
with a generic assumption:
5.1. Assumption (Stopping intervals). We assume that S ⊆ D is a subcollection
containing a maximal interval S0, where S0 := I0 is the initial interval that supports
both f and g. We also assume that S satisfies the Carleson condition∑
S∈S
S⊆J
w(S) . w(J), (5.2)
where the implied constant is absolute.
Note that we introduce the alternative notation S0 := I0 simply to emphasize
the role of the initial interval I0 as a stopping interval.
5.3.Remark. By the well-known dyadic Carleson embedding theorem, condition (5.2)
implies that ∑
S∈S
w(S)|〈g〉wS |2 . ‖g‖2L2(w) (5.4)
for all g ∈ L2(w).
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For every dyadic interval I ⊆ I0, we define the stopping parent
πI := πS I := min{S ∈ S : S ⊇ I}.
Note that the minimum of a discrete sequence of nested sets above could also be
written as the intersection. We shall use a similar notation for some other systems
of cubes, but reserve the shorthand π = πS for our “standard” stopping cubes.
We also consider the projections
P σS f :=
∑
I:πI=S
∆σI f, P˜
σ
S f :=
∑
I:πI(r)=S
∆σI f, P
w
S g :=
∑
J:πJ=S
∆wJ g,
so that
f =
∑
S∈S
P˜ σS f +
∑
I⊆S0
I 6⋐S0
∆σI f, g =
∑
S∈S
PwS g.
For the “high” intervals I 6⋐ S0, there is no J ⊆ S0 with I ⋐ J , and hence
Bbelow(f, g) =
∑
S,S′∈S
Bbelow(P˜
σ
S f, P
w
S′g)
=
∑
S
Bbelow(P˜
σ
S f, P
w
S g) +
∑
S,S′:S′)S
Bbelow(P˜
σ
S f, P
w
S′g),
(5.5)
where we also observed that Bbelow(P˜
σ
S f, P
w
S′g) = 0 if S ∩ S′ = ∅ or S ) S′.
We shall now carry a detailed analysis of the decomposition (5.5), estimating
some parts, and extracting some others for further investigation in the subsequent
sections. One may arguably regard the parts estimated in the present section as
some kind of “error terms” that we “clean out of the way” of the main terms; even
so, their estimation does not seem to be completely straightforward. A similar step
appears in Lacey et al. [7], but we have set up the argument somewhat differently
on the level of details.
5.A. The unequal stopping cubes S′ ) S. We consider the second part on the
right of (5.5). This can be written as∑
S,S′:S′)S
Bbelow(P˜
σ
S f, P
w
S′g) =
∑
S∈S
∑
J)S
B(P˜ σS f, 1JS)〈∆wJ g〉wJS . (5.6)
We split 1JS = 1JS\S +1S and control the latter part first. With 1S in place of 1JS
above, only the last factor depends on J , and we have∑
J)S
〈∆wJ g〉wJI = 〈g〉wS .
We thus need to estimate∣∣∣ ∑
S∈S
B(P˜ σS f, 1S)〈g〉wS
∣∣∣ ≤ ∑
S∈S
H∗‖P˜ σS f‖L2(σ)w(S)1/2|〈g〉wS |
≤ H∗
( ∑
S∈S
‖P˜ σS f‖2L2(σ)
)1/2( ∑
S∈S
w(S)|〈g〉wS |2
)1/2
.
The factor involving f is bounded by ‖f‖L2(σ) by orthogonality, and the factor
involving g by ‖g‖L2(w) by the Carleson embedding theorem as recorded in (5.4).
We thus deduce that∣∣∣ ∑
S∈S
∑
J)S
B(P˜ σS f, 1S)〈∆wJ g〉wJS
∣∣∣ . H∗‖f‖L2(σ)‖g‖L2(w).
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The remaining part of (5.6), with 1JS\S in place of 1JS , is one of the tail forms
that we extract for later treatment. For reference, we record it here as
B
(0)
tail(f, g) :=
∑
S∈S
∑
J)S
B(P˜ σS f, 1JS\S)〈∆wJ g〉wJS =
∑
S∈S
B(P˜ σS f,Φ
w
S g), (5.7)
where
ΦwS g :=
∑
J:J)S
1J\JS 〈g〉wJ . (5.8)
Note that
|ΦwS g| ≤ 1ScMwg, Mwg := sup
J∈D
1J〈|g|〉wJ .
5.B. The equal stopping cubes. We turn to the first sum on the right of (5.5).
A similar argument that led to the splitting in (5.5) can be reapplied here, to the
result that∑
S′
Bbelow(P˜
σ
S′f, P
w
S′g) =
∑
S,S′
Bbelow(P
σ
S P˜
σ
S′f, P
w
S′g)
=
∑
S
Bbelow(P
σ
S f, P
w
S g)
+
∑
S,S′:S′)S
Bbelow(P
σ
S P˜
σ
S′f, P
w
S′g),
(5.9)
where we observed that P σS P˜
σ
S′ = 0 unless S
′ ⊇ S, and moreover the projection P˜ σS
is redundant in Bbelow(P
σ
S P˜
σ
S f, P
w
S g), since the conditions that πI = πJ = S and
I ⋐ J already force I ⋐ S and thus πI(r) = S as well.
The first sum on the right of (5.9), namely
Blocal(f, g) :=
∑
S∈S
Bbelow(P
σ
S f, P
w
S g), (5.10)
is the local form that we extract for later treatment.
The second sum on the right of (5.9) can be written as∑
S,S′:S′)S
Bbelow(P
σ
S P˜
σ
S′f, P
w
S′g)
=
r∑
k=1
∑
S
∑
J:J)S(k)
πJ=π(S(k))
B(∆σ,r−kS P
σ
S f, 1JS)〈∆wJ g〉JS ,
(5.11)
and we treat each fixed k at a time. Observe that S(k) = I(r) for those I that
participate in ∆σ,r−kS =
∑
I:I(r−k)=S ∆
σ
I , so that J ) S
(k) is the same as J ⋑ I for
these I. And of course JI = JS for I ⊆ S ( J .
We split 1JS = 1JS\S(k) + 1S(k) , and consider the latter part first. As before,
only the last factor depends on J , and∑
J:J)S(k)
πJ=π(S(k))
〈∆wJ g〉wJS = 〈g〉wS(k) − 〈g〉wπ(S(k)).
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Thus ∣∣∣∑
S
∑
J:J⋑S(k)
πJ=π(S(k))
B(∆σ,r−kS P
σ
S f, 1S(k))〈∆wJ g〉JI
∣∣∣
≤
∑
S
∣∣∣B(∆σ,r−kS P σS f, 1S(k))(〈g〉wS(k) − 〈g〉wπ(S(k)))∣∣∣
≤ H∗
∑
S
∥∥∥∆σ,r−kS P σS f∥∥∥
L2(σ)
w(S(k))1/2|〈g〉wS(k) − 〈g〉wπ(S(k))|.
Applying Cauchy–Schwarz in S, the square sum of the L2(σ) norms is immediately
bounded by ‖f‖L2(σ) by orthogonality. The other part can also be handled:
5.12. Lemma. ∑
S∈S
w(S(k))|〈g〉wS(k) − 〈g〉wπ(S(k))|2 . ‖g‖2L2(w).
Proof. Superficially, this is a usual orthogonality estimate for martingale differences,
but there is a deviation from the standard setting, since we subtract averages on
different systems of cubes. (For S ∈ S , we have π(S(k)) ∈ S by definition of π,
but the cube S(k) need not be in S ; conversely, unlike S(k), the cube π(S(k)) need
not be of the form R(k) for any R ∈ S .) We correct this deviation by adding and
subtracting some terms.
We denote S (k) := {S(k) : S ∈ S }. As the map S 7→ S(k) is 2k-to-one, the
quantity to be estimated is equivalently written, up to the bounded factor 2k ≤ 2r,
as ∑
R∈S (k)
w(R)|〈g〉wR − 〈g〉wπR|2.
Analogously to the notation π = πS , we define for other families T (in particular,
for T = S (k)) in place of S :
π0T I := πT I := min{J ∈ T : J ⊇ I},
π1T I := min{J ∈ T : J ) π0T I}, πk+1T := π1T πkT .
We observe that (πR)(k) ∈ S (k) must be of the form πj
S (k)
R for some j = j(R) ∈
{0, 1, . . . , k + 1}. Thus
|〈g〉wR − 〈g〉wπR| ≤ |〈g〉wR − 〈g〉w(πR)(k) |+ |〈g〉wπR − 〈g〉w(πR)(k) |
≤
k∑
i=0
|〈g〉wπi
S (k)
R − 〈g〉wπi+1
S (k)
R
|+
k−1∑
i=0
|〈g〉w(πR)(i) − 〈g〉w(πR)(i+1) |.
Then (recall that k ≤ r is bounded)
∑
R∈S (k)
w(R)|〈g〉wR − 〈g〉wπR|2 .
k∑
i=0
∑
R∈S (k)
w(R)|〈g〉wπi
S (k)
R − 〈g〉wπi+1
S (k)
R
|2
+
k−1∑
i=0
∑
R∈S (k)
w(R)|〈g〉w(πR)(i) − 〈g〉w(πR)(i+1) |2
=: I + II.
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In the first part, we simply make the change of variable P = πi
S (k)
R and use the
disjointness of those R ∈ S (k) with πi
S (k)
R = P to estimate
I =
k∑
i=0
∑
P∈S (k)
( ∑
R∈S (k)
πi
S (k)
R=P
w(R)
)
|〈g〉wP − 〈g〉wπ1
S (k)
P |2
≤
k∑
i=0
∑
P∈S (k)
w(P )|〈g〉wP − 〈g〉wπ1
S (k)
P |2 ≤
k∑
i=0
‖g‖2L2(w),
where the last step is the usual orthogonality estimate for the martingale differences
of g with respect to the filtration generated by S (k).
For the second part above, we need a little more care. In analogy to what we
just did, we make the change of variable Q = (πR)(i). But here we need to recall
that Q ⊆ (πR)(k) = πj
S (k)
R ⊆ πk+1
S (k)
R. This comes to use as we reorganize:
II =
k−1∑
i=0
∑
Q∈S (i)
( ∑
R∈S (k)
(πR)(i)=Q⊆πk+1
S (k)
R
w(R)
)
|〈g〉wQ − 〈g〉wQ(1) |2;
namely, the intervals R ∈ S (k) that satisfy R ⊆ Q (as a consequence of (πR)(i) =
Q) and Q ⊆ πk+1
S (k)
R have a bounded overlap of at most k + 2. Thus∑
R∈S (k)
(πR)(i)=Q⊆πk+1
S (k)
R
w(R) ≤ (k + 2)w(Q) . w(Q),
and hence
II .
∑
Q∈D
w(Q)|〈g〉wQ − 〈g〉wQ(1) |2 ≤ ‖g‖2L2(w),
where the last step was the orthogonality estimate for the usual dyadic martingale
differences of g.
This completes the proof of the Lemma. 
We have thus shown that the part of (5.11) with 1S(k) in place of 1JS has the
desired bound H∗‖f‖L2(σ)‖g‖L2(w). What remains of (5.11) is then
r∑
k=1
∑
S∈S
∑
J:J)S(k)
πJ=π(S(k))
B(∆σ,r−kS P
σ
S f, 1JS\S(k))〈∆wJ g〉wJS
=
r∑
k=1
∑
S∈S
B(∆σ,r−kS P
σ
S f, Φ˜
w
S(k)g) =:
r∑
k=1
B
(k)
tail(f, g),
(5.13)
where
Φ˜wRg :=
∑
J:R(J⊂πR
1J\JR(〈g〉wJ − 〈g〉wπR) (5.14)
has a similar, but not the same, definition as ΦwS g defined in (5.8). It is immediate
that
|Φ˜wRg| ≤ 2 · 1RcMwg.
We summarize the considerations of this section as:
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5.15. Proposition. For the bilinear forms defined above, we have∣∣∣Bbelow(f, g)−Blocal(f, g)− r∑
k=0
B
(k)
tail(f, g)
∣∣∣ . H∗‖f‖L2(σ)‖g‖L2(w).
6. The tail forms and Poisson integral estimates
In this section, which contains some of the key novelties compared to Lacey et
al. [7], we estimate the tail forms B
(k)
tail(f, g) from above. Fundamental to their
analysis is the connection with the Poisson integral, for which we use the notation
and normalization
Q(hdw, J) :=
ˆ
R
h(x)dw(x)
|J |2 + (x− cJ)2 .
Notice that 1π |J | · Q(hdw, J) is the usual Poisson extension of the signed measure
hdw at the point (cJ , |J |) ∈ R2+. However, the operator Q is more natural for our
purposes: it is in this form that the Poisson integral appears in our computations,
and this same form is also most amenable for its further analysis by the (dyadic)
methods that we have in mind. Observe in particular that the second factor in the
definition of the A2 constant [σ,w]
∗
A2
is comparable to
Q(1Jcdw, J) h
ˆ
Jc
dw(x)
(x− cJ)2 .
Turning to the details, we recall the definition of the tail forms
B
(0)
tail(f, g) =
∑
S∈S
B(P˜ σS f,Φ
w
S g),
B
(k)
tail(f, g) =
∑
S∈S
B(∆σ,r−kS P
σ
S f, Φ˜
w
S(k)g), k = 1, . . . , r.
For efficient treatment of the different cases at the same time, let us set
P σ,0S f := P˜
σ
S f, P
σ,k
S f := ∆
σ,r−k
S P
σ
S f, k = 1, . . . , r,
and
Φw,0S g := Φ
w
S g, Φ
w,k
S g := Φ˜
w
S(k)g, k = 1, . . . , r,
so that
B
(k)
tail(f, g) =
∑
S∈S
B(P σ,kS f,Φ
w,k
S g), k = 0, 1, . . . , r.
For each k and S, the projection P σ,kS f is a sum of the differences ∆
σ
I f over some
good intervals I ⊆ S with I(r) ⊆ S(k); if k = 0, we have in addition that πI(r) = S,
while for k > 0, we have πI = S. Let us denote by K kS the maximal dyadic cubes
I with the just listed properties. Thus every I participating in P σ,kS f is contained
in some K ∈ K kS , and we can write
P σ,kS f =
∑
K∈K k
S
1KP
σ,k
S f =:
∑
K∈K k
S
P σ,kS,Kf,
where each P σ,kS,K again a Haar projection.
The goodness of these intervals implies that
dist(K, (S(k))c) ≥ |K|γ |S(k)|1−γ ≥ 2r(1−γ)|K| ∀K ∈ K kS .
Since sptΦw,kS ⊆ (S(k))c, there is some separation to help us.
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We need the following “monotonicity principle” from Lacey et al. [7]:
6.1. Proposition (Lacey–Sawyer–Shen–Uriarte-Tuero [7]). Let I be a collection
of dyadic intervals contained in some interval J , and let spt g, spth ⊆ Jc, where
|g| ≤ h. Then ∣∣∣B( ∑
I∈I
∆σI f, g
)∣∣∣ ≤ B( ∑
I∈I
ǫI∆
σ
I f, h
)
, (6.2)
where id is the function id(x) = x, and ǫI = sgn〈∆σI f, id〉σ ∈ {−1,+1}.
We also have the estimate,
B
(∑
I∈I
ǫI∆
σ
I f, h
)
&
〈∑
I∈I
ǫI∆
σ
I f, id
〉
σ
Q(hdw, J), (6.3)
with “h” in place of “&” if spth ⊆ (3J)c.
Proof. We give a short proof for completeness. Using
´
∆σI fdσ = 0 to replace
1/(x− y) by 1/(x− y)− 1/(x− cI), we have
B
(∑
I∈I
∆σI f, g
)
=
∑
I∈I
¨
∆σI f(y)
(y − cI)
(x− y)(x− cI)g(x)dσ(y)dw(x).
Note that (x − y)(x − cI) > 0 for (x, y) ∈ Jc × J , since x lies either to the left or
to the right of J , while both y, cI ∈ J . Also, ∆σI f(y)(y − cI) has constant sign on
its support, equal to the sign of its integral, which is
sgn
ˆ
∆σI f(y)(y − cI)dσ(y) = sgn
ˆ
∆σI f(y)ydσ(y) = ǫI .
Thus, estimating up by bringing the absolute values inside and using |g(x)| ≤ h(x),
we arrive at the upper bound∑
I∈I
¨
ǫI∆
σ
I f(y)
(y − cI)
(x− y)(x− cI)h(x)dσ(y)dw(x) = B
(∑
I∈I
ǫI∆
σ
I f, h
)
,
which proves (6.2).
We can also derive a lower bound for this integral by observing that |x− y|, |x−
cI | ≤ 2|x− cJ |, so that
B
( ∑
I∈I
ǫI∆
σ
I f, h
)
≥ 1
4
〈∑
I∈I
ǫI∆
σ
I f, id
〉
σ
ˆ
h(x)dw(x)
|x− cJ |2 .
If spth ⊆ (3J)c, we also have |x − cJ | ≤ 2|x− y|, 2|x− cI |, so that we can reverse
the previous estimate. This proves (6.3) and its variant with “h”. 
Denoting
f˜ :=
∑
I∈D
ǫI∆
σ
I f, ǫI := sgn〈∆σI f, id〉σ,
we thus have
|B(k)tail(f, g)| ≤
∑
S∈S
∑
K∈K k
S
|B(P σ,kS,k f,Φw,kS g)|
.
∑
S∈S
∑
K∈K k
S
〈P σ,kS,K f˜ , id〉σQ(|Φw,kS g|dw,K)
≤ ‖f‖L2(σ)
( ∑
S∈S
∑
K∈K k
S
‖P σ,kS,K id ‖2L2(σ)Q(|Φw,kS g|dw,K)2
)1/2
,
(6.4)
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using Cauchy–Schwarz, the orthogonality of the projections P σ,kS,K , and the fact that
‖f˜‖L2(σ) = ‖f‖L2(σ).
For the subsequent analysis, we want to replace Q(·,K) by a more dyadic object.
Let D be our underlying dyadic system, and recall that the collection of tripled in-
tervals {3I : I ∈ D} can be partitioned into three subcollections Du, u = 0, 1, 2,
each of which is a new dyadic system (in the sense of nesting and covering proper-
ties), except that the side-lengths of the intervals are of the form 3 · 2k.
For an interval K and u = 0, 1, 2, we denote by Iu(K) the unique (if it exists)
I ∈ Du such that 3K ⊂ I and 9|K| < |I| ≤ 18|K|. (If, as in our applications,
K ∈ D itself is dyadic, the last condition means that |I| = 12|K|.) For definiteness,
let Iu(K) := ∅ if such an interval does not exist.
We need the following geometric result, which is essentially [4, Lemma 2.5], and
can be proven in the same way.
6.5. Lemma (cf. [4], Lemma 2.5). For every K and j ≥ 1, we have at least two
values of u such that Iu(K) ⊃ 3K, and at least one value of u such that in addition
(Iu(K))(j) ⊃ 3 · 2jK.
This leads to the following dyadic approximation of the Poisson integral:
6.6. Proposition. For h ≥ 0, we have
Q(h,K) h
∑
u:Iu(K) 6=∅
Qu(h, Iu(K)),
where
Qu(h, I) :=
∞∑
j=0
1
|I(j)|2
ˆ
I(j)
h,
and the ancestors I(j) are taken within the system Du.
Proof. It is easy to see that
Q(h,K) h
∞∑
j=0
1
|2jK|2
ˆ
2jK
h.
If I = Iu(K), we have I(j) ⊂ 26+jK, so that ´I(j) h ≤
´
26+jK h while |I(j)| h
|26+jK|, from which Qu(h, Iu(K)) . Q(h,K) immediately follows. On the other
hand, for each j, let u(j) be a value for which the conclusion of the Lemma are
valid, so that
´
(Iu(j)(K))(j) h ≥
´
2jK h while |(Iu(j)(K))(j)| h |2jK|. Hence
∑
u:Iu(K) 6=∅
Qu(h, Iu(K)) ≥
∞∑
j=0
1
|(Iu(j)(K))(j)|2
ˆ
(Iu(j)(K))(j)
h
&
∞∑
j=0
1
|2jK|2
ˆ
2jK
h = Q(h,K). 
Defining Qu(h,∅) := 0, we can simply write
Q(h,K) h
∑
u
Qu(h, Iu(K))
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and then (6.4) implies that
|B(k)tail(f, g)|2
. ‖f‖2L2(σ)
∑
u∈{0,1,2}
∑
S∈S
∑
K∈K k
S
‖P σ,kS,K id ‖2L2(σ)Qu(|Φw,kS g|dw, Iu(K))2.
Taking into account that
|Φw,kS g| . 1(S(k))cMwg ≤ 1(Iu(K))cMwg,
where we recalled that dist(K, (S(k))c) ≥ 2(1−γ)r|K| and observed that Iu(K) ⊆
30K, we may continue with
|B(k)tail(f, g)|2 . ‖f‖2L2(σ)
∑
u∈{0,1,2}
∑
I∈Du
µI ·Qu(1IcMwgdw, I)2,
µI :=
∑
S∈S
∑
K∈K kS
Iu(K)=I
‖P σ,kS,K id ‖2L2(σ)
To complete the estimate of the tail forms, we would like to have the bound∑
I∈Du
µI ·Qu(1Ichdw, I)2 . Q2‖h‖2L2(w) ∀h ∈ L2(w), (6.7)
with appropriate control of Q in terms of the assumptions; namely, we just apply
this to h = Mwg and use the universal bound for the dyadic maximal operator,
‖Mwg‖L2(w) ≤ 2‖g‖L2(w).
Proving the Poisson integral estimate (6.7) will occupy our efforts for the rest of
this section.
6.A. Positive dyadic operators. As a tool for estimating the Poisson integrals
from the previous considerations, we develop a two-weight theory for a class of
positive dyadic operators that are slightly more complicated than those considered
by Nazarov–Treil–Volberg [12] and Lacey–Sawyer–Uriarte-Tuero [8]. Our approach
to these operators is an elaboration of the argument from [3].
Let D be a system of dyadic cubes in some Rd, d ≥ 1, and let σ,w be two locally
finite measures. (We shall essentially need the case d = 2, but prefer to write the
argument with a generic d, since there is no added difficulty.) To every Q ∈ D ,
let a nonnegative number λQ ≥ 0 and two distinguished child-cubes Q+ 6= Q− be
associated. We then consider the bilinear form
Λ(f, g) :=
∑
Q∈D
λQ
ˆ
Q+
fdσ
ˆ
Q−
gdw
and the sub-forms
ΛR(f, g) :=
∑
Q⊆R
λQ
ˆ
Q+
fdσ
ˆ
Q−
gdw
The previous studies [3, 8, 12] considered a version with Q− = Q+ = Q. The
present form has the slight additional complication of interactions between the
distinct adjacent cubes Q− and Q+. Nevertheless, the theorem stays almost the
same.
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6.8. Theorem. Let 1 < p <∞. We have
‖Λ‖ := sup
‖f‖Lp(σ)=1
‖g‖
Lp
′
(w)
=1
|Λ(f, g)| <∞
if and only if
U := sup
Q∈D
λQσ(Q+)
1/p′w(Q−)
1/p <∞,
T := sup
Q∈D
‖g‖
Lp
′
(w)
=1
σ(Q)−1/p|ΛQ(1, g)| <∞,
T ∗ := sup
Q∈D
‖f‖Lp(σ)=1
w(Q)−1/p
′ |ΛQ(f, 1)| <∞,
and moreover ‖Λ‖ h U + T + T ∗.
Proof. The nontrivial part is to check that ‖Λ‖ . U + T + T ∗, where we may
further restrict the considerations to nonnegative functions and summations over
cubes contained in some large initial cube Q◦. We define the usual principal cubes
F =
⋃∞
k=0 Fk for (f, σ) by F0 := {Q◦} and
Fk+1 :=
⋃
F∈Fk
chF (F ), chF (F ) := {F ′ ( F maximal : 〈f〉σF ′ > 2〈f〉σF }.
We also use the notation
πF (Q) := min{F ∈ F : F ⊇ Q}, EF (F ) := F \
⋃
F ′∈chF F
F ′,
where the latter sets are pairwise disjoint and σ(EF (F )) ≥ 12σ(F ). The collection
G for (g, w), and the derived notions, are defined analogously.
The idea is to organize the cubes Q ∈ D under the appropriate F ∈ F and
G ∈ G . We first handle a certain “diagonal” case:∑
Q∈D:
Q+∈F
Q−∈G
λQ
ˆ
Q+
fdσ
ˆ
Q−
gdw
≤ U
∑
Q∈D:
Q+∈F
Q−∈G
〈f〉σQ+〈g〉wQ−σ(Q+)1/pw(Q−)1/p
′
≤ U
( ∑
Q∈D:
Q+∈F
(〈f〉σQ+)pσ(Q+)
)1/p( ∑
Q∈D:
Q−∈G
(〈g〉wQ−)p
′
w(Q−)
)1/p′
≤ U
( ∑
F∈F
(〈f〉σF )pσ(F )
)1/p( ∑
G∈G
(〈g〉wG)p
′
w(G)
)1/p′
. U‖f‖Lp(σ)‖g‖Lp′(w).
We are left with the part of the sum where at least one of Q+ /∈ F or Q− /∈ G
holds. For instance the first case means that πFQ+ = πFQ ⊇ Q ) Q−. Since
also πGQ− ⊇ Q−, we conclude that πFQ− ∩ πGQ+ 6= ∅, and therefore one of
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these cubes is contained in the other one. The same conclusion of course follows by
symmetry if Q− /∈ G . Thus, the remaining part of the sum may be reorganized as∑
F∈F
G∈G
F∩G 6=∅
∑
Q∈D
πFQ+=F
πGQ−=G
≤
( ∑
F∈F
∑
G∈G
G⊆F
+
∑
G∈G
∑
F∈F
F⊆G
) ∑
Q∈D
πFQ+=F
πGQ−=G
,
where we double-counted the diagonal F = G to keep the two parts symmetric. By
symmetry, we concentrate on the first half.
For fixed F and G, consider a cube Q in the innermost sum. Note that also
πFQ = πFQ+ = F , for if not, then F = Q+, which leads to the contradiction that
Q− ⊆ G ⊆ F = Q+.
Now consider some F ′ ∈ chF F . We cannot have Q− ( F ′, for this would
imply that Q ⊆ F ′, contradicting with πFQ = F . Thus Q− ∩ F ′ 6= ∅ only if
F ′ ⊆ Q− ⊆ G ⊆ F , where G ∈ G . This leads to the formulaˆ
Q−
gdw =
ˆ
Q−
gFdw, gF := 1EF (F )g +
∑
F ′∈ch∗
F
F
〈g〉wF ′1F ′ ,
where
ch∗F F := {F ′ ∈ chF F : πGF ′ ⊆ F}.
Observing also that 〈f〉σQ+ ≤ 2〈f〉σF for all cubes Q under consideration, we conclude
that∑
G∈G
G⊆F
∑
Q∈D
πFQ+=F
πGQ−=G
λQ
ˆ
Q+
fdσ
ˆ
Q−
gdw ≤ 2〈f〉σF
∑
Q⊆F
λQσ(Q+)
ˆ
Q−
gFdw
= 2〈f〉σFΛF (1, gF ) ≤ 2T 〈f〉σFσ(F )1/p‖gF‖Lp′(w).
Summing over F ∈ F and using Hölder’s inequality, the part involving (f, σ) is
bounded by ‖f‖Lp(σ), and we are left with∑
F∈F
‖gF‖p
′
Lp′(w)
=
∑
F∈F
‖1EF(F )g‖p
′
Lp′(w)
+
∑
F∈F
∑
F ′∈ch∗
F
F
(〈g〉wF ′)p
′
w(F ′).
The first sum is immediately estimated by ‖g‖p′
Lp′(w)
, since the sets EF (F ) are
pairwise disjoint.
To proceed with the double sum, we wish to reorganize the inner summation
with respect to G := πGF
′. From the definition of ch∗F (F ), we find that either
G = F ′, or else F ′ ( G ⊆ F , whence πFG = F . Thus∑
F ′∈ch∗
F
F
(〈g〉wF ′ )p
′
w(F ′) =
∑
G∈G :
πFG=F or
G∈chF (F )
∑
F ′∈chF F
πGF
′=G
(〈g〉wF ′ )p
′
w(F ′)
≤
∑
G∈G :
πFG=F or
G∈chF (F )
2(〈g〉wG)p
′
∑
F ′∈chF F
πGF
′=G
w(F ′)
≤
∑
G∈G :
πFG=F or
G∈chF (F )
2(〈g〉wG)p
′
w(G).
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Summing over F ∈ F , we obtain∑
F∈F
∑
G∈G :
πFG=F or
G∈chF (F )
2(〈g〉wG)p
′
w(G) ≤
∑
G∈G
2(〈g〉wG)p
′
w(G)
∑
F∈F
F=πFG or
F=π1
F
G
1.
The inner sum adds up to 2, and the rest is estimated by ‖g‖p′
Lp′(w)
, as before. 
6.B. Testing conditions for the Poisson integral with holes. We return to
our desired tail form estimate (6.7). By ‘holes’, we refer to the presence of the
indicator 1Ic in this estimate: the integral has a hole over the interval I. Dualizing,
(6.7) is equivalent to
∑
I∈Du
µI ·Qu(1Ichdw, I) · φI ≤ Q‖h‖L2(w)
( ∑
I∈Du
φ2IµI
)1/2
Let us also observe that
Qu(1Ichdw, I) =
∑
J)I
1
|J |2
ˆ
J\I
hdw =
∑
J)I
1
|J |2
∑
J′⊇I
J′(J
ˆ
(J′)(1)\J′
hdw
=
∑
J′⊇I
ˆ
(J′)(1)\J′
hdw
∑
J)J′
1
|J |2 h
∑
J′⊇I
ˆ
(J′)(1)\J′
hdw
1
|J ′|2 .
We define a measure µ on R2 by
µ :=
∑
I∈Du
µI · δc(W (I)), (6.9)
where
W (I) := I × [ 1
2
|I|, |I|), c(W (I)) = (c(I), 3
2
|I|)
are the Whitney region associated with I, and its centre. Let us also define the
Carleson box
Jˆ := J × [0, |J |) = (J × {0}) ∪
⋃
I⊆J
W (I),
with |Jˆ | = |J |2, where | | liberally refers to the Lebesgue measure of appropriate
dimension. We write φ for a function on R2 that takes the value φI at c(W (I)) for
each I; its other values are immaterial.
Thus∑
I∈Du
µI ·Qu(1Ichdw, I) · φI h
∑
I∈Du
µI ·
∑
J⊇I
1
|Jˆ |
ˆ
J(1)\J
hdw · φI
=
∑
J∈Du
1
|Jˆ |
ˆ
J(1)\J
hdw
∑
I⊆J
µIφI
=
∑
J∈Du
1
|Jˆ |
ˆ
J(1)\J
hdw
ˆ
Jˆ
φdµ.
(6.10)
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We next check that this is a sum of two operators of the form considered in Theo-
rem 6.8. Namely, reorganizing the summation with respect to I := J (1), we have∑
J∈Du
1
|Jˆ |
ˆ
J(1)\J
hdw
ˆ
Jˆ
φdµ h
∑
i,j∈{left,right}
i6=j
∑
I∈Du
1
|Iˆ|
ˆ
Ii
hdw
ˆ
Iˆj
φdµ
=
∑
i,j∈{left,right}
i6=j
∑
R∈Du,2
λR
ˆ
Ri
h d(w × δ0)
ˆ
Rj
φdµ,
where
Du,2 := {R = I × [m|I|, (m+ 1)|I|) : I ∈ Du,m ∈ Z}
is a collection of dyadic cubes in R2; the coefficients λR vanish unless R = Iˆ =
I × [0, |I|), in which case we have λR := 1/|Iˆ| and the two distinguished subcubes
Rk := Iˆk = Ik × [0, |Ik|) for k ∈ {left, right}.
From Theorem 6.8 we thus conclude the following:
6.11. Corollary. The inequality (6.7) holds if and only if
U := sup
J∈Du
1
|Jˆ |w(J
(1) \ J)1/2µ(Jˆ)1/2 <∞,
T := sup
J∈Du
1
w(J)1/2
∥∥∥∑
I(J
1Iˆ
|Iˆ|w(I
(1) \ I)
∥∥∥
L2(µ)
<∞,
T ∗ := sup
J∈Du
1
µ(Jˆ)1/2
∥∥∥∑
I(J
1I(1)\I
µ(Iˆ)
|Iˆ|
∥∥∥
L2(w)
<∞.
Moreover, Q h U + T + T ∗.
The rest of this section is devoted to the estimation of the testing constants from
Corollary 6.11. Recall that the measure µ was defined in (6.9), so in particular
µ(Jˆ) =
∑
I⊆J
µI , µI =
∑
S∈S
∑
K∈K kS
Iu(K)=I
‖P σ,kS,K id ‖2L2(σ).
Thus
µ(Jˆ) =
∑
S∈S
∑
K∈K kS
K⊆Iu(K)⊆J
‖P σ,kS,K id ‖2L2(σ).
(By inspection of the definition of Iu(K), one can check that “K ⊆ Iu(K)” simply
means that Iu(K) is some interval I, rather than ∅.) Here the projections P σ,kS,K
are pairwise orthogonal in (S,K). Under the restriction that Iu(K) ⊆ J , they all
project onto Haar functions supported inside J . Since
´
hσLdσ = 0, we may replace
id by 1J(id−cJ), to find that
µJ ≤ µ(Jˆ) ≤ |J |2σ(J). (6.12)
These simple bounds are enough for much of our needs. In particular, it imme-
diately follows that
1
|Jˆ |w(J
(1) \ J)1/2µ(Jˆ)1/2 ≤ 1|J |w(J
(1) \ J)1/2σ(J)1/2 ≤ [σ,w]A2 ,
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and thus
U ≤ [σ,w]A2 .
6.13. Remark. Corollary 6.11 is our characterization for the two-weight bounded-
ness of the dyadic “Poisson integral with holes”, appearing in (6.7). We use this
dyadic characterization to derive and verify a sufficient condition for the two-weight
inequality of a classical Poisson integral with holes, as in (6.4); however, we make
no attempt towards actually characterizing this latter estimate. Indeed, in passing
between the dyadic and the classical settings, we lose the precise information on the
size of the holes. However, in the absence of holes, there is precise characterization
for the two-weight inequality of the classical Poisson integral, due to Sawyer [16],
and this is one of the key ingredients behind the work of Lacey et al. [7]. Finding a
substitute result for the case of holes was identified as a key to the removal of the
“no common point masses” assumption by Lacey [5].
6.C. Estimate for the testing constant T ∗. This is more involved than the
estimate for U above. Let us expand∥∥∥∑
I(J
1I(1)\I
µ(Iˆ)
|Iˆ|
∥∥∥2
L2(w)
=
ˆ ∑
I,L(J
1I(1)\I1L(1)\L
|Iˆ||Lˆ|
∑
H⊆I
µI
∑
K⊆L
µKdw
≤
∑
H,K⊆J
µHµK
ˆ ∑
I⊇H
1I(1)\I
|Iˆ|
∑
L⊇K
1L(1)\L
|Lˆ| dw
=:
∑
H,K⊆J
µHµK
ˆ
qHqKdw, qH :=
∑
I⊇H
1I(1)\I
|Iˆ| .
Now if aHK = aKH ≥ 0, we clearly have∑
H,K⊆J
aHK ≤ 2
∑
H,K⊆J
|K|≤|H|
aHK ,
and thus ∥∥∥∑
I(J
1I(1)\I
µ(Iˆ)
|Iˆ|
∥∥∥2
L2(w)
≤ 2
∑
H⊆J
µH
ˆ
qH
∑
K:|K|≤|H|
µKqKdw
≤ 2µ(Jˆ) sup
H
ˆ
qH
∑
K:|K|≤|H|
µKqKdw.
It remains to estimate the last supremum, which is the content of the following
lemma:
6.14. Lemma. For nonnegative coefficients µJ with µJ ≤ |J |2σ(J), we haveˆ
qJ
∑
I:|I|≤|J|
µIqIdw . [w, σ]
∗
A2 .
Proof. We first write out the sum∑
I:|I|≤|J|
µIqI =
∑
I:|I|≤|J|
µI
∑
K⊇I
1K(1)\K |K|−2 =
∑
K
|K|−21K(1)\K
∑
I:I⊆K
|I|≤|J|
µI , (6.15)
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where the inner sum satisfies∑
I:I⊆K
|I|≤|J|
µI ≤
∞∑
i=0
∑
I:I⊆K
|I|=2−i(|J|∧|K|)
|I|2σ(I) =
∞∑
i=0
2−2i(|J | ∧ |K|)2σ(K),
and the geometric series is summable.
If we expand qJ =
∑
L⊇J |L|−21L(1)\L and multiply this by (6.15), we end up
with indicators of the sets
(K(1) \K) ∩ (L(1) \ L) =


K(1) \K, if K = L or K ( L(1) \ L,
L(1) \ L, if L ( K(1) \K,
∅, otherwise.
Note that L ( K(1) \K if and only if K = H(1) \H for some H ) L. Thus
qJ
∑
I:|I|≤|J|
µIqI .
∑
K⊇J
1K(1)\K
|K|4 |J |
2σ(K)
+
∑
L⊇J
∑
K(L(1)\L
1K(1)\K
|L|2|K|2 (|J | ∧ |K|)
2σ(K)
+
∑
L⊇J
∑
H⊇L(1)
1L(1)\L
|L|2|H |2 |J |
2σ(H(1) \H) =: I + II + III.
Using w(K(1) \K)σ(K) ≤ [σ,w]2A2 |K|2, we deduce thatˆ
I dw . [σ,w]2A2
∑
K⊇J
|J |2
|K|2 . [σ,w]A2
and ˆ
II dw . [σ,w]2A2
∑
L⊇J
( ∑
K⊆L(1)\L
|K|≤|J|
|K|2
|L|2 +
∑
K⊆L(1)\L
|K|>|J|
|J |2
|L|2
)
. [σ,w]2A2
∑
L⊇J
( |J ||L|
|L|2 +
|L|
|J |
|J |2
|L|2
)
. [σ,w]2A2
∑
L⊇J
|J |
|L| . [σ,w]
2
A2 ,
where, passing from the first line to the second, we essentially summed up a geo-
metric series in the first term, and in the second one, we just estimated the number
of terms in the sum.
In the final term, we need to invoke the Poisson A2 condition, but then it is also
immediate: ˆ
III dw .
∑
L⊇J
|J |2
|L|2w(L
(1))
∑
H⊇L(1)
σ(H(1) \H)
|H |2
.
∑
L⊇J
|J |2
|L|2 ([w, σ]
∗
A2 )
2 . ([w, σ]∗A2 )
2. 
A combination of the Lemma with the preceding considerations in this subsection
shows that
T ∗ . [w, σ]∗A2 .
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6.D. Estimate for the testing constant T . This is a rather delicate part of
the argument, already in [7]: although we have a positive operator to bound in
the beginning, we carry out the estimate by using Proposition 6.1 in the “reverse”
direction, so as to transform it back to a singular integral with cancellation. The
advantage of this is to make the interval testing conditions available to us.
Reversing the steps in (6.10), we find that T is also given as the best constant
in (∑
I(J
µI ·Qu(1J\Idw, I)2
)1/2
≤ T w(J)1/2.
To bound this constant from above, we consider the stronger estimate with Qu
replaced by the pointwise bigger Q. We also recall the definition of µI . Thus we
are led to estimate(∑
I(J
µI ·Q(1J\Idw, I)2
)1/2
=
( ∑
S∈S
∑
K∈K kS
K⊆Iu(K)=:I(J
‖P σ,kS,K id ‖2L2(σ) ·Q(1J\Idw, I)2
)1/2
.
By duality and the pairwise orthogonality of the projections P σ,kS,K , this expression
is equal to the supremum over ‖f‖L2(σ) ≤ 1 of∑
S∈S
∑
K∈K kS
K⊆Iu(K)=:I(J
〈P σ,kS,Kf, id〉σ ·Q(1J\Idw, I),
where we may assume without loss of generality that 〈∆σI f, id〉σ ≥ 0 for all I.
By Proposition 6.1, we deduce that (recall that I ⊇ 3K)
〈P σ,kS,Kf, id〉σ ·Q(1J\Idw, I) h B(P σ,kS,Kf, 1J\I) ≤ B(P σ,kS,Kf, 1J\K)
= B(P σ,kS,Kf, 1J)−B(P σ,kS,Kf, 1K).
The sum over the first terms is easy to estimate:∣∣∣ ∑
S∈S
∑
K∈K kS
K⊆Iu(K)(J
B(P σ,kS,Kf, 1J)
∣∣∣ = ∣∣∣B( ∑
S∈S
∑
K∈K kS
K⊆Iu(K)(J
P σ,kS,Kf, 1J
)∣∣∣
≤ H∗
∥∥∥ ∑
S∈S
∑
K∈K kS
K⊆Iu(K)(J
P σ,kS,Kf
∥∥∥
L2(σ)
w(J)1/2
≤ H∗‖f‖L2(σ)w(J)1/2.
We turn our attention to the sum∑
S∈S
∑
K∈K kS
K⊆Iu(K)(J
B(P σ,kS,Kf, 1K) =
∑
S∈S
S⊆J
+
∑
S∈S
S 6⊆J
=: I + II. (6.16)
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For the first part, we have
I ≤
∑
S∈S
S⊆J
∑
K∈K k
S
H∗‖P σ,kS,Kf‖L2(σ)w(K)1/2
≤ H∗‖f‖L2(σ)
( ∑
S∈S
S⊆J
∑
K∈K k
S
w(K)
)1/2
.
Using the disjointness of the intervals K ∈ K kS and the Carleson property (5.2) of
the stopping intervals, we find that∑
S∈S
S⊆J
∑
K∈K k
S
w(K) ≤
∑
S∈S
S⊆J
w(S) . w(J).
It only remains to consider part II from (6.16). Let
K J := {K ∈ D : K ⊆ Iu(K) ⊆ J, ∃S ∈ S : S 6⊆ J,K ∈ K kS }
be the collection of all intervals K that appear in this sum.
6.17. Lemma. The intervals in K J have bounded overlap.
Proof. For the containment properties of the relevant intervals, let us note that all
other intervals in the argument, except possibly J , belong to the dyadic system D .
Let K ∈ K J ; we show that there are at most boundedly many other K ′ ∈ K J
with K ′ ) K. By definition, there exist some S, S′ ∈ S such that S, S′ 6⊆ J and
K ∈ K kS , K ′ ∈ K kS′ . Since S, S′ are the minimal intervals in S that contain K,K ′
(if k > 0) or K(r), (K ′)(r) (if k = 0), and K ( K ′, it must be that S ⊆ S′. In fact
S ( S′, since the intervals in K kS are pairwise disjoint.
Now both K ′ and S contain K, so they intersect, and thus either K ′ ( S or
S ⊆ K ′. The latter cannot be, since it would imply that S ⊆ K ′ ⊆ J , contradicting
S 6⊆ J . So we know that K ′ ( S ( S′. For k > 0, this contradicts the fact that S′
was supposed to be the minimal stopping interval that contains K ′; thus K ′ cannot
exist, and in fact K J is pairwise disjoint in this case.
For k = 0, we need to argue a little more. Namely, we have K ′ ( S, but
π((K ′)(r)) = S′, so that (K ′)(r) 6⊆ S. Thus we have that (K ′)(j) = S for some
j ∈ {1, . . . , r − 1}. Adding the condition that K ′ ) K, we see that there are at
most r − 1 different K ′, and thus the intervals of K J have a bounded overlap of
at most r. 
The estimate for part II of (6.16) is now completed by
|II| ≤
∑
K∈K J
∣∣∣B( ∑
S∈S
S 6⊆J
K kS ∋K
P σ,kS,Kf, 1K
)∣∣∣ ≤ ∑
K∈K J
H∗
∥∥∥ ∑
S∈S
S 6⊆J
K kS ∋K
P σ,kS,Kf
∥∥∥
L2(σ)
w(K)1/2
≤ H∗‖f‖L2(σ)
( ∑
K∈K J
w(K)
)1/2
. H∗‖f‖L2(σ)w(J)1/2,
where the last step used Lemma 6.17.
Summarizing this subsection, we have shown that
T . H∗.
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Feeding this, and the estimates for the other testing constant T ∗ and U , back to
Corollary 6.11, we have established:
6.18. Proposition.
|B(k)tail(f, g)| . ([w, σ]∗A2 +H∗)‖f‖L2(σ)‖g‖L2(w).
7. The local form
We are left to deal with the local form
Blocal(f, g) =
∑
S∈S
Bbelow(P
σ
S f, P
w
S g)
from (5.10). It is only here that a particular choice of the stopping intervals S
becomes relevant, and we begin by specifying their construction.
Let S0 := I0 be the initial interval that contains the supports of f and g, and
S0 := {S0}. In the inductive step, given one of the minimal stopping cubes S
already chosen, we let chS (S) consist of all maximal dyadic S
′ ( S which satisfy
at least one of the following:
1
w(S′)
ˆ
S′
|g|dw > 4 1
w(S)
ˆ
S
|g|dw (7.1)
or
1
w(S′)
ˆ
S′
|H(1Sdw)|2dσ > 4 1
w(S)
ˆ
S
|H(1Sdw)|2dσ. (7.2)
It is immediate that ∑
S′∈chS (S)
w(S′) ≤ 1
2
w(S),
which in turn implies the Carleson condition (5.2), or more precisely,∑
S∈S
S⊆Q
w(S) ≤ 2w(Q).
7.3. Remark. For reasons of comparison, we point out that (7.2) is the analogue
of the “energy” stopping condition of Lacey et al., formulated (after permuting the
roles of σ and w to be in line with the present treatment) as
1
w(S′)
Q(1Sdw, S
′)2‖P σS′ id ‖2L2(σ) > C(H∗)2
A version better suited for our purposes would have 1S\S′ in place of 1S . But then
Q(1S\S′dw, S
′)‖P σS′ id ‖L2(σ) . ‖P σS′H(1S\S′dw)‖L2(σ)
≤ ‖1S′H(1Sdw)‖L2(σ) + ‖1S′H(1S′dw)‖L2(σ).
Noting that
‖1SH(1Sdw)‖L2(σ) ≤ H∗w(S)1/2,
also with S′ in place of S, the relatedness of the two stopping conditions is apparent.
While they are not strictly comparable, we find that (7.2) is both fully operational
for our purposes, and perhaps more transparent as a stopping condition familiar
from well-known local Tb arguments.
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In view of the mentioned properties of the stopping cubes, the analysis of the
form Blocal(f, g) splits into the parts Bbelow(P
σ
S f, P
w
S g), and it suffices to prove the
estimate
|Bbelow(P σS f, PwS g)| . L‖P σS f‖L2(σ)
(‖PwS g‖L2(w) + w(S)1/2〈|g|〉wS ), (7.4)
since this is summable over S ∈ S to the required bound L‖f‖L2(σ)‖g‖L2(w).
Now
BS(f, g) := Bbelow(P
σ
S f, P
w
S g) =
∑
I,J(S;I⋐J
πI=π(J(1))=S
B(∆σI f, 1J)〈∆wJ(1)g〉J .
Actually, the condition that π(J (1)) = S may be dropped, as this follows from
πI = S and I ⋐ J ( J (1) ⊆ S anyway. Writing 1J = 1S − 1S\J , we split BS(f, g)
into two parts, say B0S(f, g) and B
1
S(f, g).
For B0S(f, g), we have
B0S(f, g) =
∑
I⋐S
πI=S
B(∆σI f, 1S)
∑
J:I⋐J(S
π(J(1))=S
〈∆wJ(1)g〉J .
If non-empty, the inner sum collapses to 〈g〉wJ(I) − 〈g〉wS for some J(I) ( S with
πJ(I) = S. By the stopping condition (7.1), it follows that
〈g〉wJ(I) − 〈g〉wS = 5〈|g|〉wS ǫI , |ǫI | ≤ 1,
so that
|B0S(f, g)| = 5〈|g|〉wS
∣∣∣B( ∑
I⋐S
πI=S
ǫI∆
σ
I f, 1S
)∣∣∣
≤ 5〈|g|〉wSH∗
∥∥∥ ∑
I⋐S
πI=S
ǫI∆
σ
I f
∥∥∥
L2(σ)
w(S)1/2
≤ 5H∗ · ‖P σS f‖L2(σ) · 〈|g|〉wSw(S)1/2,
which is of the correct form required for (7.4).
So we are only left with estimating the form
B1S(f, g) :=
∑
I,J(S;I⋐J
πI=π(J(1))=S
B(∆σI f, 1S\J)〈∆wJ(1)g〉J . (7.5)
This is a special case of a more general form
BQ(f, g) :=
∑
(I,J)∈Q
B(∆σI f, 1S\J)〈∆wJ(1)g〉J
related to an admissible collection Q of pairs of intervals, defined as follows:
7.6. Definition (Admissibility in the sense of Lacey [6]). A collection Q of pairs
(I, J) of good dyadic intervals is said to be admissible if
(1) I ⋐ J ( S (a fixed super-interval) for all (I, J) ∈ Q, and
(2) if (I, Ji) ∈ Q for i = 1, 2, and J is another good interval with J1 ( J ( J2,
then also (I, J) ∈ Q.
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Indeed, it is immediate to check that
Q = {(I, J) : I, J ( S; I, J good; I ⋐ J ;πI = π(J (1)) = S} (7.7)
is admissible, and we may freely insert the requirement of goodness into the sum-
mation conditions in (7.5), recalling that the functions f and g are good anyway.
7.8. Remark. The definition given by Lacey [6, Definition 3.3] involves a third
property, but this has only a single isolated application, so we prefer not to include
it in the above definition. Besides, this third property is connected with Lacey’s
version of the stopping condition (7.2), which differs from the present one.
We borrow the following key result from Lacey [6], the main estimate of that
paper. As promised in the Introduction, we can simply apply this bound in the
present setting as a black box; it is (almost) unnecessary to visit the details of the
proof. We only need to remark that this result, by inspection of Lacey’s argument,
remains valid with the definition of admissibility as formulated above; the third
property imposed by Lacey [6] is only used when estimating the quantity size(Q).
7.9. Proposition (Lacey [6]). For any admissible collection Q, we have
|BQ(f, g)| . size(Q)‖f‖L2(σ)‖g‖L2(w),
size(Q)2 := sup
K∈I∪J
1
w(K)
Q(1S\Kdw,K)
2
∑
I⊆K
I∈I
〈id, hσI 〉2σ
where I := {I : (I, J) ∈ Q for some J} and J := {J : (I, J) ∈ Q for some I}.
This is not explicitly formulated in [6], but its essence is contained in the iterative
estimate of [6, Lemma 3.6], and the discussion around that lemma.
To complete the estimation of the local part, and thereby of the Hilbert transform
altogether, we only need to add the following upper bound for size(Q). It is here
that Lacey uses his third condition from the definition of admissibility, which is
here replaced by an application of our stopping condition (7.2).
7.10. Lemma. For the particular collection Q in (7.7), we have
size(Q) ≤ 3H∗.
Proof. Note that
Q(1S\Kdw,K)
( ∑
I⊆K
I∈I
〈id, hσI 〉2σ
)1/2
= Q(1S\Kdw,K) sup
‖f‖
L2(σ)≤1
〈 ∑
I⊆K
I∈I
∆σI f, id
〉
. sup
‖f‖
L2(σ)≤1
B
( ∑
I⊆K
I∈I
∆σI f, 1S\K
)
≤ ‖1KH(1S\Kdw)‖L2(σ)
≤ ‖1KH(1Sdw)‖L2(σ) + ‖1KH(1Kdw)‖L2(σ).
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The second term is bounded by H∗w(K)1/2, as a direct application of interval
testing. For the first term, we have
‖1KH(1Sdw)‖L2(σ) = w(K)1/2
( 1
w(K)
ˆ
K
|H(1Sdw)|2dσ
)1/2
≤ w(K)1/2
( 4
w(S)
ˆ
S
|H(1Sdw)|2dσ
)1/2
≤ 2H∗w(K)1/2
by the stopping condition (7.2) (using πK = S) and interval testing. Thus
Q(1S\Kdw,K)
2
∑
I⊆K
I∈I
〈id, hσI 〉2σ ≤ (H∗w(K)1/2 + 2H∗w(K)1/2)2 = (3H∗)2w(K),
and the claim follows. 
Proposition 7.9, Lemma 7.10 and the preceding discussion prove that
|Blocal(f, g)| . H∗‖f‖L2(σ)‖g‖L2(w),
and this completes the estimation of the bilinear form of the Hilbert transform
altogether, with the desired bound of the form H +H∗ + [σ,w]∗A2 + [w, σ]∗A2 . The
proof of Theorem 1.1 is complete.
References
[1] Y. Belov, T. Y. Mengestie, and K. Seip. Discrete Hilbert transforms on sparse sequences.
Proc. Lond. Math. Soc. (3), 103(1):73–105, 2011.
[2] M. Cotlar and C. Sadosky. On the Helson-Szegő theorem and a related class of modified
Toeplitz kernels. In Harmonic analysis in Euclidean spaces (Proc. Sympos. Pure Math.,
Williams Coll., Williamstown, Mass., 1978), Part 1, Proc. Sympos. Pure Math., XXXV,
Part, pages 383–407. Amer. Math. Soc., Providence, R.I., 1979.
[3] T. P. Hytönen. The A2 theorem: remarks and complements. Preprint, 2012. arXiv:1212.3840.
[4] T. P. Hytönen, M. T. Lacey, and C. Pérez. Sharp weighted bounds for the q-variation of
singular integrals. Bull. Lond. Math. Soc., 45(3):529–540, 2013.
[5] M. T. Lacey. Two weight inequality for the Hilbert transform: A primer. Preprint, 2013.
arXiv:1304.5004.
[6] M. T. Lacey. Two weight inequality for the Hilbert transform: A real variable characterization,
II. Preprint, 2013. arXiv:1301.4663.
[7] M. T. Lacey, E. T. Sawyer, C.-Y. Shen, and I. Uriarte-Tuero. Two weight inequality for the
Hilbert transform: A real variable characterization, I. Preprint, 2012. arXiv:1201.4319.
[8] M. T. Lacey, E. T. Sawyer, and I. Uriarte-Tuero. Two weight inequalities for discrete positive
operators. Preprint, 2009. arXiv:0911.3437.
[9] M. T. Lacey, E. T. Sawyer, and I. Uriarte-Tuero. A two weight inequality for the Hilbert
transform assuming an energy hypothesis. J. Funct. Anal., 263(2):305–363, 2012.
[10] M. T. Lacey and B. D. Wick. Two weight inequalities for Riesz transforms. Preprint, 2013.
arXiv:1312.6163.
[11] B. Muckenhoupt. Hardy’s inequality with weights. Studia Math., 44:31–38, 1972. Collection
of articles honoring the completion by Antoni Zygmund of 50 years of scientific activity, I.
[12] F. Nazarov, S. Treil, and A. Volberg. The Bellman functions and two-weight inequalities for
Haar multipliers. J. Amer. Math. Soc., 12(4):909–928, 1999.
[13] F. Nazarov, S. Treil, and A. Volberg. The Tb-theorem on non-homogeneous spaces. Acta
Math., 190(2):151–239, 2003.
[14] F. Nazarov, S. Treil, and A. Volberg. Two weight inequalities for individual Haar multipliers
and other well localized operators. Math. Res. Lett., 15(3):583–597, 2008.
[15] F. Nazarov, S. Treil, and A. Volberg. Two weight estimate for the Hilbert transform and
corona decomposition for non-doubling measures. Preprint, 2010. arXiv:1003.1596.
[16] E. T. Sawyer. A characterization of two weight norm inequalities for fractional and Poisson
integrals. Trans. Amer. Math. Soc., 308(2):533–545, 1988.
HILBERT TRANSFORM WITH GENERAL MEASURES 45
[17] A. Volberg. Calderón-Zygmund capacities and operators on nonhomogeneous spaces, volume
100 of CBMS Regional Conference Series in Mathematics. Published for the Conference
Board of the Mathematical Sciences, Washington, DC, 2003.
Department of Mathematics and Statistics, P.O.B. 68 (Gustaf Hällströmin katu 2b),
FI-00014 University of Helsinki, Finland
E-mail address: tuomas.hytonen@helsinki.fi
