This text initially discusses the distribution of neurons in a neural network with non-supervised learning. A proposal for creation and destruction of neurons based on the activity related to the concepts being recognized is introduced. This model, called activity schema, is used to define a sensory-motor agent as a collection of activity schemata, each one representing a sensory-motor concept. The sensorial characteristic of a sensory-motor concept is represented by a neuron that acts as a recognizer of observable things (Piaget calls these things observables). The motor characteristic is given by an action vector defined by the schema on the agent's environment and by a goal vector that the schema tries to reach. The activity schema permits a useful distribution of neurons in a conceptual space, creating concepts based on action and sensation, and not only on sensation. Such approach is inspired in the theory of the Swiss psychologist and epistemologist Jean Piaget, and intends to make explicit the account of the processes of continuous interaction between sensory-motor agents and their environments when agents are producing cognitive structures.
Introduction
The notion of an autonomous agent plays a central role in contemporaneous research on Artificial Intelligence [DEM 93 ]. An autonomous agent is a system with decision capacity about the goals that will orient its action in a given environment.
There are two main autonomous agents classes: the so called cognitive (or symbolic) agents, and the reactive (or non-symbolic) agents. Cognitive agents are based on symbolic processing mechanisms taken from traditional artificial intelligence systems. Reactive agents are based on alternative computational mechanisms like neural networks, analogic processing, etc.
The alternative approach using autonomous agents based on hybrid mechanisms has not been extensively explored [DEM 93] , and the question of how to proceed for combining symbolic and non-symbolic mechanisms is an up-to-date research topic.
Our work [WAZ 93] [COS 93] is oriented towards Jean Piaget's Genetic Psychology and
Epistemology [PIA 76 ]. According to that perspective, each of the two kinds of mechanisms (symbolic and non-symbolic) of an autonomous agent are coordinated in a very particular way, which is determined by the so-called equilibration mechanism. The characteristic of this kind of coordination is that the symbolic mechanism results from an elaborated construction, called reflexive abstraction [PIA 76 ], based on elements given by non-symbolic mechanism. This paper presents the structures and processes that may form a basic level for nonsymbolic processing for hybrid autonomous agents. These processes and structures are believed to provide adequate mechanisms for reflexive abstraction.
In order to maintain the terminology of genetic epistemology, the non-symbolic level will be called sensory-motor level. Correspondingly, the autonomous agents belonging only to this level will be called sensory-motor autonomous agents.
The sensory-motor mechanism description is the body of this paper, and it was originally defined in [ The schema mechanism differentiates from today's culture on neural networks. The nets are basically reactive mechanisms, whose evolution is stimulated by provided entries. The schema mechanism uses the nets as sensors, and keeps them able to evolve reactively (in the case of weights adjustments), but also introduces the possibility of active evolution through genetic algorithms (in the case of schemata reproduction). Essential to the schema mechanism is that both kinds of schema evolution processes take the agent's interaction process with its environment into account.
Sections 2 and 3 discuss neural networks with non-supervised learning, and their problems from the construtivist perspective. It's assumed that the reader has the basic knowledge on this field. Section 4 characterizes in detail the activity schemata. Section 5 defines autonomous sensory-motor agents and shows an adequate way of seeing its interaction processes with their environments. The last section points the main aspects of this work, and indicates future work.
Distribution of Neurons in Non-Supervised Neural Networks
Every weight in a non-supervised competitive neural network [DAY 90] need to be initialized before the training process. It's common practice to initialize these weights with uniformly distributed random values. However, this procedure may cause serious difficulties during the training process.
Normally, the observable patterns (entries) to the network aren't uniformly distributed, but concentrated in specific regions of the space. Thus, some neurons may be so distant from any pattern that they will never be considered winners of the competition. These neurons may be discarded.
On the other side, on regions with great concentration of patterns, the number of neurons may not be enough for differentiate the several categories of patterns. Thus, the neurons distribution may not be able to reflect the actual structure of the observable space.
One possible solution is to distribute the neurons accordingly to the density of the entry groups. Since usually it's not possible to know this distribution before the net's training, methods were developed to approximate this effect during the training of the network.
Existing Solutions
One solution to the problem of initial distribution of neurons is the so called convex combination method [DAY 90] . In this method, every weight is defined with the same value 1 2 / n , where n is the number of elements on the entry vectors. This makes the weights vectors to be normalized and to be coincident. Moreover, to each element x i from the entry is assigned the value β β
Initially, β is a very small value, such that all entries are near to 1 2 / n . As the net is trained, β is incremented until the limit of 1.0 is reached. This makes all entries to diverge, and finally reach their actual values, carrying with them the respective neurons.
The convex combination method works well, but it makes the learning slower. Furthermore, the method works only in the beginning of the training process, and don't predict any possible changes in the distribution of entries. That is, when the value of β reaches 1.0, the method stops working. If the distribution of entry vectors changes after this point, the method becomes innocuous.
Another method consists in adding some noise (random values) to the entries. This makes the entries to move in such a way to eventually capture a weight vector. This method also works well, but it's still slower than the convex combination method.
A third method initiates with random weights, but in the initial stages it adjusts every weight in the network, and not only the winner. This moves all the weight vectors to the regions of greater concentration of entry patterns. As the training proceeds, only the vectors near to the winner are adjusted. This adjusting vicinity becomes more restrict until only the winner is adjusted.
A fourth method gives to each neuron a value k, that corresponds to the number of times it was activated. If the number of iterations of the network is denoted by t, and the number of competitive neurons is n, then one can wait that each neuron is activated k/t times in average. This is given by the following equation:
If the value k/t for a specific neuron is greater than 1/n, then this neuron was activated more times than the average. A neuron at this situation can be put under a temporary threshold that reduces its winning probability. Thus, other neurons may be trained.
All methods described here are effective only at the beginning of the net's training. They become innocuous as the training proceeds. If the environment conditions are modified, with new concepts arising and old ones beeing recombined, then the net loses its adaptation capacity. From the point of view of the sensory-motor agents, it means that the agent become insensible to variations on the environment organization.
The solution to this problem consists in varying the number of neurons in the net by dynamic creation and destruction of neurons (recognized concepts) accordingly to the variation of the effective concepts.
This model can be implemented by destroying the least activated neurons and creating new ones on regions covered by the most activated neurons. The tendency is to reduce the variancy on the number of entries associated to each neuron. Nevertheless, this approach is based only in quantitative information about the number of occurrences of the entries.
However, this is not the kind of strategy observed in categorizations done by humans. The number of exemplars associated to a concept is not the only significant factor. There are concepts with very few observed exemplars, like, for example, Sun, Moon, whale, panda and diamond. There are also concepts with a number much greater of observed exemplars, like insect, star, etc. There are also concepts without any exemplar (for instance, unicorn), but these ones don't have foundation on the sensory-motor level; they are encountered only at symbolic level.
The Activity Schema combines concepts recognition from neural networks with the search mechanism from genetic algorithms. This combined mechanism is used to build neural networks capable of self-adaptation in changing environments. It enables not only the movement of vectors in the entry space but also the variation on the quantity of recognized concepts.
The main difference between the schema mechanism and the other methods is that the former is not restricted to use only quantitative information about vectors distribution for deciding where to allocate neurons. The activity schema is based on the piagetian notion of sensory-motor schema, that associates action and perception [PIA 71], and uses a criterion of action success to orient the creation and destruction of neurons.
Activity Schemata

Sensorial Signals and Entries
A signal is defined as a rational value between 0 and 1. Establishing a precision degree p as the number of decimal digits that can be represented by these values, one can define an alphabet (finite set of symbols) S p corresponding to the signals that can be represented with p digits after the decimal point. For example: S 2 = {0.00, 0.01, 0.02, ..., 0.99, 1.00}.
A generalized signal is defined as a rational value between -1 and 1. An alphabet of generalized signals with precision p is denoted by G p .
The degree of a signal x∈S p or x∈G p corresponds to the value of p. A sensorial entry is defined as a signal string from S p . Let e be a sensorial entry, then e S p ∈ * , where S p * denotes the Kleene closure of S p , that is, the set of every entries that can be formed by concatenating a finite number of the elements of the alphabet S p . The degree of a sensorial entry e is the value of p. The size of a sensorial entry corresponds to the number of signals in the entry. A sensorial entry e of size n will be denoted here by e n . The i-th signal of e n will be denoted by e i n .
Genes and Chromosomes
A genetic alphabet is defined as a finite set formed by the signals of an alphabet S p plus a special symbol, represented by #, that denotes an undetermined element. Let A be a genetic alphabet, then A = S p ∪{#}. An element a∈A is called gene. The degree of a genetic alphabet A is given by the degree of the signals that compounds the alphabet, that is, the value of p. Given a genetic alphabet A, the signals S p taken from this alphabet are called proper genes and # is called improper gene. The operation that adjusts a gene g∈A to a signal s∈S g , limited by a learning value α is given by: adjustGene: A×S p ×S p →A, where adjustGene = λg.λs.λα.(if g=# then # else g + (gs)*α/2). The approximation of g to s is directly proportional to the value of α.. In the limit, when α=1.0, the new g is defined to the average between the old g and s.
A chromosome is a string <a 1 , a 2 , ..., a n > whose elements are taken from a genetic alphabet A, where n is the size of the chromosome. Let c be a chromosome of size n, then c∈A n . The degree of a chromosome c∈A * is given by the degree of the alphabet A. The size of a chromosome is defined by the number of genes that this chromosome bears. A chromosome c of size n will be denoted as c n ∈A n .
The similarity between a sensorial entry s n ∈ S n p and a chromosome c A 
Neurons
A neuron is defined as a pair <c n ,l>, where c n ∈ A n and l ∈ S p . The element c n is a chromosome, that substitutes the weight vector in the basic model of neural nets. The improper genes of that chromosome denote weights that are not applicable. Therefore, the neuron is not sensitive to the entries at those positions. The element l corresponds to an activation threshold for the neuron, that is, an excitation level above that the neuron triggers. The domain of neurons of size n will be denoted by:
The 
Schemata
A schema consists of a tuple <<c . 
The reproduction of a pair of schemata consists in the reproduction of the components of the schemata. Thus, to reproduce two schemata e1 n,m and e2 n,m it is necessary to combine the entry and goal neurons, the action chromosome, and the other values of each schema. e) The values α3 and α4 must be fixed near to their upper bound (it may be used a value near to 0.7), because the schemata e3 n,m and e4 n,m were not tested in the learning process.
f) The values of ν3 and ν4 must be fixed at an arbitrary value lower than 1/3. Therefore, a recently created schema will have an evaluation value a bit smaller than the average obtained randomly for this value. If the destruction process is guided by this value, it will destroy the neurons that have been tested before the ones that haven't.
Populations
A population consists of a set of schemata. Some operations will be defined on populations. The domain Population n,m will be defined as a powerset of the domain Schema , given a sensorial entry e n ∈ S p n , is done relatively to the value obtained by the application of each neuron <ci li E n E , > to the entry. The probability of a schema ei n to be selected is given by the rate of the application value <ci li 
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