The problem of passivity analysis nds important applications in many signal processing systems such as digital quantizers, decision feedback equalizers and digital and analog lters. Equally important is the problem of passi cation where a compensator needs to be designed for a given system to become passive. This paper considers these two problems for a large class of systems which involve uncertain parameters, time delays, quantization errors, and unmodeled high order dynamics. By characterizing these and many other types of uncertainty using a general tool called integral quadratic constraints (IQCs), we present solutions to the problems of robust passivity analysis and robust passi cation. More speci cally, for the analysis problem, we determine if a given uncertain system is passive for all admissible uncertainty satisfying the IQCs. Similarly, for the problem of robust passi cation, we are concerned with nding a loop transformation such that a particular part of the uncertain signal processing system becomes passive for all admissible uncertainty. The solutions are given in terms of the feasibility of one or more linear matrix inequalities (LMIs) which can be solved e ciently.
Introduction
The notion of passivity plays an important role in design and analysis of signal processing systems. On one hand, many systems need to be passive in order to attenuate noises e ectively. On the other hand, the robustness measure (such as robust stability or robust performance) of a system often reduces to a subsystem or a modi ed system being passive. For example, it is well-known that the suppression of limit cycles of a digital quantizer requires certain dynamic part of the system to be passive 7] . Another example where passivity analysis nds important use is the so-called decision feedback equalization (DFE) problem. It is shown 6] that a decision feedback equalizer guarantees nite error recovery if certain passivity condition is satis ed.
Many signal processing systems are feedback systems consisting of both a linear timeinvariant (LTI) dynamic part and a nonlinear and/or time-varying part. For example, a di erential pulse-code modulation (DPCM) system involves a linear predictor and a quantizer. Time-varying lters are popularly used in multirate signal processing 14]. Nonlinear and time-varying systems also arise in many adaptive ltering problems. Passivity analysis is a major tool for studying stability of such systems, especially for high order systems. In fact, the passivity analysis approach has been used in the control problems for a long time to deal with robust stability problems for systems involving nonlinear/time-varying components. See 3, 10, 15, 20, 21, 9, 16, 17] for references.
Apart from its direct applications, the notion of passivity is closely related to bounded realness, an equally important notion in signal processing. In fact, it is well-known that there is a one-to-one relationship between bounded realness and passivity 1]. Consequently, bounded realness analysis can be converted into passivity analysis and vice versa. Bounded real functions nd important applications in both single-rate and multirate signal processing 7, 14] .
The motivation of our paper stems from the fact that, in many applications, the system (or subsystem) which is required to be passive is not a simple LTI transfer function rather it involves additional uncertainty. For example, in adaptive DPCM (ADPCM) or adaptive DFE, the lter coe cients are subject to time variations. Even in non-adaptive cases, lter coe cients are also subject to quantization e ects. Other uncertainties include unknown time-delays in a communication channel, variations in analog components, and unmodeled high order dynamics. Note that if there exists no uncertainty, checking if a LTI dynamic system is passive or not is a simple matter. However, for uncertain systems it becomes much more involved. In the present paper, we use the so-called integral quadratic constraints (IQCs) introduced by 20, 21] to describe uncertain components. The IQCs encompass all of the commonly encountered types of uncertainty mentioned earlier. More will be said in Section 3. Our rst main result (in Section 3) is a su cient condition for guaranteeing the uncertain system to be strictly passive for all admissible uncertainty. This su cient condition is expressed in terms of a linear matrix inequality (LMI) which can be solved e ciently. For details of LMIs, please refer to 2]. The result above has two versions: one for the continuous-time systems and one for the discrete-time.
So far, we have only addressed the passivity analysis problem. A companion problem is passivity synthesis, or passi cation, where one is required to design a passive system using a feedback/feedforward compensator, subject to constraints. In signal processing systems, compensation is usually required to recon gure a given system so that the resulting system, although equivalent to the original system as far as stability is concerned, is more suitable for passivity and stability analysis. This approach is commonly used in stability analysis of nonlinear control systems; see 3, 10, 15] for example. It is also used in 6] for analyzing the nite error recovery problem in DFE.
The second main result of this paper, given in Section 4, deals with the passi cation problem for uncertain systems. Quite often in a signal processing system (see Figure  1 ) one part of the system is \over passive" whereas the other part is not passive. This makes the stability analysis di cult. Our interest then is to nd an appropriate loop transformation, a kind of compensation, which preserves the passivity of the former while passifying the latter. Passi cation of uncertain signal systems using four commonly used transformations will be studied in details. Our result presents an LMI approach for designing the required loop transformations.
We also present illustrative examples in Section 5 to demonstrate our results. Some conclusions are drawn in Section 6.
Preliminaries on Passivity
The following table of notation will be used throughout the paper: The passivity conditions given in the lemma above are usually quite conservative when used directly. Consider the digital quantizer depicted in Figure 2 , the LTI lter in the upper block is typically not passive even when it is FIR, while the lower block is usually not constrained by a passivity condition (often stronger than passivity). For example, a typical constraint for the quantizer when studying the limit cycles due to over ow (i.e. saturation) is given by
where sat( ) is a saturation function. Fortunately, there are several standard transformations we can apply on a given feedback system so that the resulting system will be more suitable for Lemma 1. These transformations are depicted in Figure 3 Lemma 2. Given the feedback system in Figure 1 , consider the transformed versions in Figure 3 . Suppose the operators C and D are linear and stable and D has stable inverse.
Then, the stability of all these systems are equivalent.
For example, consider the over ow limit cycles problem for the quantization system in Figure 2 ( 7] ). To capture the over ow limit cycles, the quantizer is simpli ed and normalized to be
Obviously, the quantizer is passive because u(n)v(n) 0. So a direct application of Lemma 1 implies that no limit cycles exist when G(z) is SPR. This is a well-known result; see 7] . However, this condition is too conservative in general. To reduce the conservatism, we consider the transformed system in Figure 4 , where 0 < < 1 is a tuning parameter and H(z) is any stable function with L 1 norm less than or equal to 1, i.e., S 1 0 jh(t)j 1 (6) where h(t) is the impulse response corresponding to H(z). In addition, it is required that 1 + H(z) is invertible.
It is known that the lower block of Figure 4 is passive while the upper block approaches
(1 + H(z)) ?1 (1 + G(z)) when ! 1. Therefore, the system in Figure 4 (hence the one in Figure 2) Another example where the transformation in Figure 3 (a) is used is the DFE problem studied in 6].
We note from the above discussions that two problems arise: 1) How to test whether a given operator is passive or strictly passive; 2) How to nd a suitable transformation using the combinations in Figure 3 (a)-(d) so that the stability problem of a given feedback system reduces to a passivity test.
When the signal models under consideration contains no uncertainty, the well known Kalman-Yakubovich-Popov (KYP) lemma (see 1] for an equivalent frequency domain condition) is a useful tool for addressing the above two problems. We shall recall this lemma below. To this end, we introduce the linear time-invariant system:
y(t) = Cx(t) + Dw(t) (8) where w(t) 2 R q is the input and y(t) 2 R q is the output. Note that as the number of inputs is equal to that of outputs, the above transfer function matrix is square. 
To conclude this section, we introduce the well-known S-procedure 20, 21] which will be used to handle passivity analysis and passi cation for uncertain signal models in the following sections. dure provides a very convenient way of handling inequality and equality constraints, and is known to be conservative in general. Despite of its conservatism, the simplicity of this procedure has attracted a lot of applications in stability analysis problems and optimization problems; see 20, 21, 2, 12]. In particular, searching for optimal scaling parameters i is often a convex optimization problem, as we will see in the following sections.
Passivity Analysis
Consider the following uncertain system:
z i (t) = E 1i x(t) + E 2i w(t) + E 3i (t); i = 1; 2; : : : ; p 
In the above, A; B; C; D; F 1i ; F 2i ; E 1i ; E 2i and E 3i are constant matrices of appropriate dimensions. Also, note that the number of inputs is assumed to be equal to that of the outputs.
Remark 3. The uncertainty represented by the IQCs (16) is very general. It includes time-delays, quantization errors, uncertain parameters, unmodeled dynamics, and many nonlinear and/or time-varying components. A comprehensive list of uncertain components which can be described by IQCs can be found in a survey paper 12]. For example, the time-delay uncertainty i (t) = z i (t ? i ); i = 1; 2; : : : p where i are the unknown delays and i (t) = 0 when t 0, is a particular case of (16) . An example of characterizing quantization errors by (16) can be found in Section 5. Also, the commonly used normbounded uncertainty is a special case of the IQCs (16) . This can be seen by considering the following system which has been tackled in 18, 19, 8 ]: kf(x)k kWxk; kg(x)k kV xk while W and V are constant matrices.
It can be easily seen that the above parametric and nonlinear uncertainties are contained as a special case of the IQCs (16) with p = 2. In fact, the above system with norm-bounded uncertainties can be described by system (13)-(15) with following quadratic constraints
Note that both (16) and (17) can e ectively represent dynamic uncertain structure. However, the signi cant di erence between (16) and (17) is that (17) are \instantaneous" constraints while (16) are weaker \averaged" constraints. We also note that (16) can often be directly obtained from identi cation procedures.
De nition 4. The uncertain system (13)- (16) is called robustly passive (resp. robustly strictly passive) if it is passive (resp. strictly passive) for all admissible uncertainty.
Our objective is to analyze the robust strict passivity of the uncertain system (13)- (16) .
Before proceeding further, we introduce the following short-hand notation: By applying the S-procedure stated in the previous section, we have the following result:
Lemma 5. The uncertain system of (13)- (16) is robustly strictly passive if there exist a symmetric positive de nite matrix P 2 R n n and scaling parameters 1 ; : : : ; p > 0 such that the following condition holds for some > 0: 1) Continuous-time:
2) Discrete-time: Proof. Let V (x) = x 0 Px and integrate the inequality of (21) from 0 to T along any trajectory of (13) . Then, we have
for all T 0. Now take T ! 1. By considering (16) and noting the fact that 1 ; 2 ; : : : ; p > 0, we have
That is, the system (13)- (16) is robustly strictly passive.
The discrete-time case can be proven in a similar way.
rrr
With the above lemma, we present the rst main result of this paper, i.e, we establish several equivalent conditions for the robust passivity of (13)- (16).
Theorem 6. Consider the uncertain system of (13) The discrete-time case can be shown in a similar way.
Remark 4. Theorem 6 shows that the robust strict passivity of system (13)- (16) 
Passi cation for Uncertain Signal Systems
In the previous section, we have discussed the robust strict passivity problem for uncertain signal systems. As seen from Section 2, there are many signal systems where certain transformations are needed to obtain a passivity property for certain constructing blocks of the systems; see Figures 1 and 3 . It is typical in signal processing systems (see Figure  1 ) that the lower block is \over" passive whereas the upper block is not passive enough. An example of this has been discussed in Figure 2 . In addition, the upper block contains uncertainty. In this section, we deal with the following robust passi cation problem: Find one of the transformations described in Figure 3 such that the passivity property for the lower block is preserved while the upper block is rendered to be strictly passive for all admissible uncertainty.
First, we assume that the upper block of Figure 1 is modeled by the system ( ) given in (13) Remark 5. An alternative design procedure is to nd a set of transforms which render the upper block strictly passive rst, then select one from the set, if exists, such that it also preserves the passivity of the lower block. The di culty with this approach is that for a di erent upper block, the whole design must be redone. Although nding all transformations which preserve the passivity of the lower block is in general also a hard job, there are fortunately many standard lower blocks used in the signal processing problems, such as quantizers, sector-bounded uncertainties, etc. For these uncertainties, various transformations are known; see 6] and 12]. Hence, the approach we present in the paper should normally work better.
We now discuss each transformation in Figure 3 Case (a) of Figure 3 : In this case, the upper block is the sum of (C) and ( ), and T = C. It is easy to obtain a state space realization for (C) + ( ) as follows: 
y(t) = C (t) + Dŵ(t) + F 2 (t)
z f (t) = E 1 (t) + E 2ŵ (t) + E 3 (t)
where F 1 ; F 2 ; E 1 ; E 2 ; E 3 are de ned in (18) and (19) can be observed from Figures 6 and 7 , where a is the auxiliary system to be de ned in Theorem 8. First, it can be shown (see later) that the system in Figure 7 is the inverse of that in Figure 6 . Hence, their strict passivity properties are equivalent. Next, it can be shown using Theorem 6 that the strict passivity of the system H 1 D ?1 is guaranteed if D ?1 is such that the system in Figure 7 is strictly passive or equivalently, D is such that the system in Figure 6 is strictly passive.
We assume that the matrix D of ( ) is invertible, which is in fact necessary for the strict passivity of the upper block of (a) and (d) (see later). Then, our main result for Case (c) is stated in the following theorem.
Theorem 8. Consider the system in Figure 3 (c) with H 1 = de ned in (13)- (16) and D = T( ) de ned in (32). Then, D renders the upper block of Figure 3 (c) robustly strictly passive if for some J > 0, D is such that the system in Figure 6 (18) and (19) .
Proof. First note that the strict positive realness of the system in Figure 6 implies that D is invertible. This can be observed fromD in (53) 
It is straightforward to show that the system (46)- (47) is in fact the system in Figure 7 where
y z (t) = is invertible. It can be shown that the system ( a ) is the inverse of ( ?1 a ). Thus, the system in Figure 6 is the inverse of the system in Figure 7 . Therefore, the SPR of the system in Figure 6 implies that of the system in Figure 7 which in turn guarantees the robust strict passivity of s = H 1 D ? 1 . rrr
Given D of the form (32), a state space realization for the system in Figure 6 is of the form: Apparently, the system ( ?1 b ) is SPR as ( b ) is. Next, it can be worked out that the closed-loop system of the upper block of (b) in Figure  3 is of the form:
where and z f satisfy the IQCs (16).
Finally, the robust strict passivity of the system (60)- (62) follows from the SPR of ( (2) the use of a convex set of transformations T. Nevertheless, we believe that our results provide a feasible way of handling uncertain signal processing systems.
Illustrative Examples
In this section we will present two examples to demonstrate the applications of the results obtained in the previous sections. The rst example examines the passivity analysis of a lter where quantization error exists. Our second example is concerned with the robust passi cation problem for a quantization system.
Example 1
Consider the over ow limit cycle problem associated with the digital quantizer in Figure   2 . Let G(z) be of the form: 
Example 2
We consider a quantizer system in Figure 9 where the IIR lter G(z) is given in (63). As discussed earlier, without loop transformation (i.e., 0 = 0) the lower block of the system is passive. However, it can be checked that the upper block is not strictly passive. Our objective is to nd a transformation in the form of (a) in Figure 3 , i.e., to nd 0 , such that the lower block remains passive whereas the upper block is rendered strictly passive for all admissible uncertainties (quantization errors).
Let 0 be a constant. The following lemma characterizes the set of 0 such that the lower block remains passive.
Lemma 12. Given the system in Figure 9 , the lower block of the system remains passive if 0 0 1.
Proof. By direct calculation, for any n 0, 
Conclusion
This paper has studied the problems of robust passivity analysis and passi cation for a large class of uncertain systems with the uncertainty described by integral quadratic constraints. LMI solutions have been presented. In view of recent development in convex optimization, especially in solving LMIs (see 2]), our results o er e cient solutions to these problems. Applications of these problems in signal processing systems have been studied. In particular, we note that passivity analysis is an important tool in studying robust stability of signal processing systems involving nonlinear elements. Examples of such systems, digital quantizers, have been presented. 20] V. A. Yakubovich, \S-procedure in nonlinear control theory," Vestnik Leningrad Universiteta, Ser. 
