Systematic studies of the temporal coherence properties of high-order harmonic radiation are presented. These complement our previous investigations ͓Bellini et al., Phys. Rev. Lett. 81, 297 ͑1998͔͒, where we showed the separation of the far-field pattern of high-order harmonics into two distinct spatial regions with different coherence times. Here we show how the coherence time of the inner and outer regions changes as a function of the harmonic order, the laser intensity, and the focusing conditions. Good agreement with the predictions of the semiclassical model of harmonic generation is obtained.
I. INTRODUCTION
High-order harmonic generation has been studied extensively during the past years. A good understanding has now been reached of the fundamental processes behind harmonic generation, and the harmonic radiation has been characterized through systematic theoretical and experimental studies. Important properties like the pulse length ͓1,2͔ and the spatial coherence ͓3͔ have been investigated. The harmonic radiation presents a unique source in the extreme ultraviolet ͑XUV͒ spectral region, and has recently been used in several applications ͓4͔. A characterization of the coherence properties of the source is required for applications such as interferometry and spectroscopy in the XUV region. In addition, coherence properties are of fundamental interest for the study of the dynamics of the harmonic generation process, since, for instance, the temporal coherence gives information about the time dependence of the phase of the harmonic radiation.
In a previous experiment ͓5͔, we measured the temporal coherence of high-order harmonic radiation created with 100-fs titanium-sapphire ͑Ti:S͒ laser pulses. This was done by studying the far-field interference fringes of harmonic radiation produced in two separate sources, originating from the same laser pulse, and therefore phase locked ͓6͔. The coherence time was measured by varying the time delay between the two pulses generating the two harmonic sources and recording the decrease of contrast in the fringe pattern. Very interestingly, we found that the far-field pattern consists of two distinct spatial regions with different coherence times. The inner ͑central͒ region has a long coherence time, comparable to the estimated duration of the harmonic pulse, while the outer region has a much shorter coherence time, of a few femtoseconds. Our interpretation of the experimental results ͓5͔ is based on a semiclassical model for harmonic generation ͓7-9͔. ͑A more detailed theoretical analysis was also presented in Ref. ͓10͔.͒ Briefly, the semiclassical model assumes that an atom interacting with an intense laser field can be described as having only one active electron and only one bound state. The electron, experiencing the sum of the Coulomb field and the intense electromagnetic laser field, can tunnel through the barrier formed by the resulting potential, and subsequently be accelerated by the laser field. For a linearly polarized laser field, the electron may be driven back toward the core and recombine. When decaying to the ground state, it gives rise to the emission of a high-energy photon. For the generation of some particular harmonic there are several possible trajectories such that the electron returns to the core with the correct energy, depending on the times of release from and return to the core. In Ref. ͓11͔ it was shown that for a harmonic belonging to the plateau region, there are two trajectories that dominate the generation process. The phase of the harmonic dipole moment is related to that of the electronic wave function, and is classically equal to the action of the trajectory of the laser-driven returning electron. In particular, it is proportional to the intensity of the driving field. The proportionality factor, or phase coefficient ␣, is closely related to the excursion time 1 , the amount of time the electron spends in the continuum. The two trajectories, having different excursion times, therefore contribute to the dipole moment with different phase dependencies as a function of the laser intensity.
The interpretation of the experimental results presented in Ref. ͓5͔ is based on the above result, namely, that for each harmonic q there are mainly two contributions to the dipole moment at the harmonic frequency. Each of these components has a phase that is proportional to the intensity, and we can thus write the amplitude of the dipole moment of the qth harmonic approximately as
where A j (I) is the strength of the component corresponding to the trajectory j, and ␣ j is the phase coefficient. Since the intensity varies both in time and space, the harmonic radiation field consists of two components with different temporal and spatial phase behaviors. The spatial variation with intensity gives rise to a curvature of the phase front, and thereby a different divergence for each field component. This results in a complex far-field pattern for the total field, with two regions, as observed in the experiment ͓5͔. Likewise, the temporal variation induces a time-dependent frequency variation ͑a chirp͒, different for each field component. This leads to different coherence times for the two spatial regions. The results presented in Ref.
͓5͔ are probably some of the clearest experimental evidence for the semiclassical interpretation of harmonic generation, since their interpretation involves the existence of several contributing and interfering trajectories. However, they were obtained at a constant laser intensity and only for a few low-order harmonics ͑up to the 15th harmonic͒. Measurements of the two coherence times for the two spatial regions of the far-field pattern were performed only for one harmonic, the 15th, generated in argon. The present work is a follow up of the experiment presented in Ref. ͓5͔ . We extend our previous experiment, and perform more systematic experimental studies, as well as a more detailed theoretical analysis. The coherence times of the inner and outer regions in the far-field profile are studied as a function of several parameters: harmonic order, laser intensity, and geometrical conditions ͑position of the gas jet relative to the laser focus͒. We show how the coherence times vary as a function of these different parameters, and we compare the results with the predictions of the semiclassical model.
In Sec. II, we describe the experimental setup and the method of analysis which we have employed to determine the coherence times. Our theoretical model is presented in Sec. III, and the main results of this work are presented in Sec. IV. We summarize in Sec. V.
II. EXPERIMENTAL SETUP AND METHOD
The laser used is the terawatt laser of the Lund HighPower Laser Facility ͓12͔, which is based on chirped pulse amplification in titanium-doped sapphire. The laser operates at 10 Hz, and produces pulses with an energy of up to 200 mJ in a beam of about 5-cm diameter. The wavelength is 800 nm and the pulse length around 110 fs.
The experimental setup is shown in Fig. 1 . It presents large similarities with the one used in our previous experiment ͓5͔. A Michelson interferometer separates the laser pulse into two identical pulses with a variable time delay between them. The time delay is controlled by manually translating one pair of mirrors ͑see Fig. 1͒ . One mirror is slightly tilted so that the two beams are not completely parallel. The beams are focused by a lens placed after the interferometer into an argon gas jet. Since the two beams are not exactly parallel they are focused at two slightly different positions, and we produce two sources of harmonics at a close distance but spatially separated. The harmonic beams from the two sources are practically superposed in the far field, giving rise to an interference pattern. A grating is used to select a given harmonic order and project it onto a microchannel plate, coupled to a phosphor screen. The image on the phosphor screen is captured with a CCD camera. All the images presented in this paper are single-shot recordings.
The fringe separation in the far field is given by ⌬y ϭL/␦, just as in a Young's double-slit experiment, where L is the distance between the gas jet ͑or the image of the gas jet͒ and the detection plane where the interference pattern is recorded, is the harmonic wavelength, and ␦ is the distance between the two sources. A smaller distance between the two foci thus gives a larger fringe separation. For a given focusing geometry ͑and more exactly for a given numerical aperture, or f ), the smallest distance between the two foci cannot be less than the beam waist diameter. Below that distance, the two fundamental beams interfere and the two harmonic sources cannot be considered as independent. Consequently, for high harmonic orders the focusing geometry has to be chosen to be relatively tight, and the two foci located as FIG. 1. Experimental setup using the normal-incidence spectrometer.
FIG. 2.
Interference pattern for the 13th harmonic using a delay between pulses of ͑a͒ ϭ0 fs and ͑b͒ ϭ25 fs. close as possible to be able to resolve the fringes. This is to the detriment, however, of the harmonic yield. Depending on the focusing geometry we typically work with a separation between the foci of 100-150 m. The laser beams are apertured to a diameter of 9 mm ( f ϭ28), except for the results presented in Figs. 2 and 10 where an aperture of 6 mm ( f ϭ42) is used. Then they are focused by a 25-cm lens. We estimate the spot sizes to be approximately 80 and 120 m, respectively. The spot size is taken as the diameter of the Airy disk formed when focusing a top hat intensity function ͑estimating the laser to be 1.5 times diffraction limited͒. Depending on the laser energy and the size of the aperture, the peak laser intensity in each of the two foci is between 1 ϫ10 14 and 5ϫ10 14 W/cm 2 . The optical quality and mechanical stability of the Michelson interferometer is critical to obtain accurate and reproducible data. The dielectric mirrors ͑50-mm diameter͒ are of /10 flatness. The beam splitter (60ϫ80 mm 2 ) is chosen to be rather thin ͑3 mm͒ in order to limit the influence of nonlinear effects. Probably as a consequence of the small thickness, the beam splitter used in our setup, in spite of the /10 flatness requirement, presents a curvature. This leads to slightly different divergences in the two beams after reflections on opposite sides of the beam splitter. The two foci are therefore not strictly in the same plane. The minimization of this effect is another reason for us to use a relatively tight focusing geometry.
Working in the above mentioned intensity region means that we are around the saturation intensity for argon ͑about 3ϫ10 14 W/cm 2 ). We perform measurements in argon up to the 31st harmonic order, which corresponds to the cutoff region where the harmonic intensity decreases rapidly with the process order. We also observe interference fringes in neon. However, due to the tight focusing geometry the harmonic yield is too low for systematic studies.
Two different setups are used for the spectral analysis of the harmonic radiation. For the lower-order harmonics ͑13th-23rd͒ we use a normal incidence spectrometer with a spherical grating ͑1200 lines/mm͒. The normal-incidence spectrometer ͑shown in the figure͒ is well suited for an analysis of lower-order harmonics where a large number of photons are available, but for high-order harmonics the reflectivity of the grating is too low ͑typically 2-3 %͒. For the studies of the 17th-31st harmonics, we use a grazingincidence toroidal grating with 700 lines/mm and a reflectivity of about 10%. This allows us to collect a larger number of photons, but to the detriment of the spatial profile. Indeed, astigmatism and other aberrations are more severe with the use of a grazing incidence grating. Figure 2 shows the far-field pattern of the 13th harmonic for two different time delays, , between the pulses ͑a͒ 0 fs and ͑b͒ 25 fs. The peak intensity is approximately 3 ϫ10 14 W/cm 2 . Two distinct spatial regions can be seen, an inner intense region and an outer less intense region. Fringes exist in both regions in ͑a͒ while the fringes in the outer region have disappeared in ͑b͒, demonstrating that the coherence time in the inner region is longer than in the outer. This confirms and generalizes the results of Ref. ͓5͔, since the same effect is observed here at a higher laser intensity, with a different setup and laser system, and for a different harmonic order.
The experimental studies presented below consist in measuring the coherence time in different regions of the spatial profile as a function of several parameters. The coherence time is equal to the half-width at half-maximum of the curve V() representing the visibility of the fringes in some spatial region as a function of the delay between the two pulses ͓13͔. The visibility is defined by the ratio Vϭ(I max ϪI min )/(I max ϩI min ), where I max (I min ) is the maximum ͑mini-mum͒ intensity in the spatial region considered. The visibility is theoretically equal to 1 when the two pulses are temporally overlapped and have equal intensity, and decreases as a function of the time delay . To determine experimentally the visibility curve V(), we record several images at different time delays. For each image we calculate the visibility in a given spatial region and thereby determine the ͑local͒ coherence time by plotting V(). This procedure is very time consuming. Since the aim of this work is to study the variation of the coherence time as a function of different parameters and to compare the results with the predictions of the semiclassical model, we have concentrated on studying trends rather than accurately determining absolute coherence times. Therefore, for the systematic studies presented below, we use an alternative, more approximate, method. It consists of recording the time delays at which our eye stops or begins seeing interference fringes. The time span over which the fringes are visible to the eye is then calibrated against the coherence time measured by recording a visibility curve. We find that our ''eye's visibility time'' corresponds to the coherence time multiplied by a factor of 3.7. Below we refer to this eye's visibility time, divided by the factor 3.7, as the experimental coherence time.
III. THEORETICAL BACKGROUND
We first recall some elementary definitions and results related to the temporal coherence properties of an electromagnetic field, before applying them to the particular case of harmonic generation.
A. Definition of the coherence time
The temporal coherence is characterized theoretically by the first-order correlation function
where E denotes the electromagnetic field. The modulus of the normalized correlation function ͑also called the degree of temporal coherence͒ coincides with the visibility function introduced above, which can be measured experimentally. Its half-width at half-maximum is the coherence time T c . The correlation function ⌫ (1) (r ជ ,) is the Fourier transform ͑FT͒ of the power spectrum ͉Ẽ (r ជ ,)͉ 2 , Ẽ denoting the FT of the field E. Consequently, the ͑local͒ spectral bandwidth, defined as the full width at half-maximum of the power spectrum, is inversely proportional to the coherence time. The proportionality factor depends on the shape of the field amplitude. For example, for a Gaussian function, T c ⌬ϭ0.44 ͑with ⌬ϭ⌬/2). The coherence time is in general shorter than the pulse duration, and equal to it for a FT-limited pulse. The measurement of the coherence time in different regions of the spatial profile provides information on the space-dependent spectral content of the harmonics.
Next we consider a field whose temporal dependence can be written as exp͓Ϫi" 0 tϩ(t)…͔ ͑here we neglect the effect of a finite pulse duration on the spectrum, concentrating on the phase variation͒. The spectral bandwidth is equal to the frequency variation, the so-called chirp, during the pulse given by ⌬ϭ⌬d(t)/dt. The coherence time is thus a measure of the chirp of the radiation at a given point in space.
According to the semiclassical description of harmonic generation, briefly described in Sec. I, a harmonic field can be approximately written as ͓see Eq. ͑1͔͒ E q ͑ r ជ ,t ͒ϭA 1 exp"Ϫi␣ 1 I͑r ជ ,t ͒…ϩA 2 exp"Ϫi␣ 2 I͑r ជ ,t ͒…. ͑3͒
For the sake of simplicity, we neglect for the moment the temporal variation of the amplitudes of the two contributions. As explained in Ref. ͓5͔, the different spatial variation of the phase of the two contributions leads to their spatial separation in the far field. The measurement of the coherence time in the two ͑inner and outer͒ spatial regions gives information on the frequency variation of the two components. This frequency variation, given by ⌬ j (t)ϭ⌬͓‫ץ‬ j (t)/‫ץ‬t͔ ϭ⌬␣ j ͓‫ץ‬I(t)/‫ץ‬t͔, presents a common term, namely, the derivative of the fundamental field, and a factor specific to the trajectory: the phase coefficient ␣ j . The coherence time is therefore approximately proportional to 1/␣ j . Comparing the coherence times corresponding to different contributions thus gives information on the relative phase coefficients for the corresponding trajectories. The coherence time therefore gives direct information on the fundamental process ͑the electronic trajectories͒, leading to the emission of harmonics ͓10͔.
In the following we present the predictions of calculations, with different levels of complexity, of the variation of the coherence time ͑or some parameter proportional to it͒ for the two main trajectories contributing to harmonic generation as a function of the harmonic order. The underlying assumption of our analysis is that the temporal and spatial separation of the harmonic radiation into two components, and the corresponding coherence times, are closely related to the singleatom dynamics. More specifically they are related to the phase imposed on the harmonic dipole moment by the dynamics of the electron in the continuum. These results are then compared to the experimental data in Sec. III B.
First we use the classical model from Ref. ͓8͔ to describe the electronic motion in the continuum. Then we proceed to calculate the dipole moment in a much more sophisticated way, by numerical integration of the time-dependent Schrö-dinger equation ͓14͔. The third step in our calculations also includes propagation of the generated radiation through the nonlinear medium.
B. Classical model
Using the classical model introduced in Ref. ͓8͔, we omit the influence of the atomic core and consider only the motion of a free electron in a laser field. We also consider a field with a slowly varying amplitude, so that it can be treated as approximately constant during a single optical cycle. The force that the electron experiences is proportional to the laser electric field EϭE 0 sin(t), and the solution of the classical equations of motion for the electron can be written as v͑ t,t 0 ͒ϭϪv 0 cos͑t ͒ϩv 0 cos͑t 0 ͒, ͑4͒
x͑t,t 0 ͒ϭ 1 "Ϫv 0 sin͑t ͒ϩv 0 sin͑t 0 ͒… ϩ͑tϪt 0 ͒v 0 cos͑t 0 ͒.
Here v 0 ϭqE 0 /m, and we assume that the electron escapes from the atom at the position xϭ0 at time tϭt 0 with a null initial velocity. Depending on t 0 , the electron may follow different routes in the continuum. A pictorial representation of the electron trajectories for different emission times is shown in Fig. 3 . Examining just the first half optical cycle, it can be easily observed that the electrons emitted while the field is growing in absolute value (0Ͻ tϽT/4) are accelerated away from the core and never return to it: such trajectories do not contribute to the process of harmonic generation ͓trajectory ͑a͒ in the figure͔. If the electron escapes at the peak of the field oscillation (tϭT/4), its trajectory brings it back to the core with a zero velocity after a full optical period ͓trajectory ͑b͒ in the figure͔. Electrons emitted when the field is decreasing in absolute value (T/4ϽtϽT/2) come back and recombine with the core in a shorter time and with higher kinetic energy ͑the high kinetic energy corresponds to a large slope when crossing the time axis͒. Finally, electrons which escape into the continuum when the field is close to zero (tϷT/2) spend a very short time before recombination, and acquire just a small amount of kinetic energy from the field.
In Fig. 4 we plot the return kinetic energy ͑expressed in units of the ponderomotive energy, U p ϰI) and the time spent in the continuum ͓ϭt r Ϫt 0 , where t r is the recombination time defined by x(t r ,t 0 )ϭ0] as functions of the emission time t 0 .
The kinetic-energy curve presents a well-defined peak corresponding to the maximum energy acquired by electrons during the oscillation in a field of given intensity. This value of the kinetic energy, added to the ionization energy I p of the atom, determines the maximum energy of the emitted photons and corresponds to the well known cutoff law E cutoff ϷI p ϩ3.17U p ͓8,15͔. Harmonics close to the cutoff come from electrons that escape into the continuum only during a restricted time interval tϷ0.3T ͑see Fig. 4͒ .
On the other hand, for a given electron energy below 3.17U p , there are always two possible release times within each half period of the laser field. For relatively low energies, there may be additional, longer, trajectories that bring electrons back to the core, but their contribution to harmonic generation is small, and we do not consider them here. Harmonics in the plateau are then essentially generated by two different classes of electrons, with two different release times and, correspondingly, different amounts of time spent in the continuum. Electrons released shortly after the peak of the field oscillation have a much longer excursion time compared to those released when the field amplitude is approaching zero. These distinct classes of electrons are responsible for the two components observed for harmonics generated in the plateau.
In Sec. III A we discussed how the coherence time T c j is proportional to 1/␣ j . The phase coefficient ␣ j is closely related to the excursion time j , and the variation of ␣ j as function of photon energy follows that of j . Therefore, in Fig. 5 , we plot the inverse of the two classical excursion times 1/ 1 and 1/ 2 , to illustrate the variation of the coherence times with the harmonic order ͑as well as with the laser intensity͒. In the figure, we see how the two curves merge when the photon energy ͑electron return kinetic energy plus ionization potential͒ increases, becoming identical when the cutoff energy is reached.
C. Single-atom calculations
A much more sophisticated description of the electron dynamics is achieved by considering a ''real'' atom in a strong laser field, and solving the time-dependent Schrö-dinger equation ͑TDSE͒. The calculation is performed in several steps, described in detail in previous papers ͓10,14,16͔. Briefly, we start by numerically integrating the TDSE for an argon atom interacting with a short laser pulse, as described in Ref. ͓14͔. The calculation is performed for a laser pulse with a given peak intensity, and the harmonic spectrum is calculated by Fourier transforming the timedependent dipole moment. We then use an adiabatic approximation to extract the intensity dependence of the strength and phase of each harmonic, as described in Ref. ͓16͔. Having obtained the intensity dependence of the dipole moment, d q (I), for each harmonic, we perform a quantum path analysis ͓10,17͔ of the harmonic phase, in order to extract the weights of the different paths ͓A j ; see Eq. ͑1͔͒ and their corresponding phase coefficients (␣ j ) as function of the intensity. Briefly, for each intensity I 0 we multiply the dipole moment with a window function W I 0 (I) which has its maximum at IϭI 0 . The Fourier transform of d q (I)W I 0 (I) then yields the distribution of reciprocal intensities, or phase coefficients, ␣, at the intensity I 0 :
A first estimate of the coherence times is T c j ϰ1/␣ j . The results obtained in argon, for a peak intensity of 2 ϫ10 14 W/cm 2 , are presented in Fig. 6 . These coherence times agree qualitatively well with those obtained by the classical calculation ͑Fig. 5͒.
As explained in Sec. III A, the above approximation for the coherence times considers only the phase variation of the field components, and neglects the effect of a finite pulse duration. This is valid when the induced chirp is dominant, which is not the case for the component with the long coherence time ͑top curve in Figs. 5 and 6͒. For this component, the spectral broadening induced by the finite duration of the harmonic pulse ͑the Fourier-transform limited bandwidth͒ is comparable to the bandwidth induced by the dipole chirp. To account for the finite pulse duration in a simple and approximate way ͓18͔, we assume a Gaussian variation for the amplitude of the harmonic field and a linear frequency chirp, b j , proportional to the phase coefficient ␣ j . The time dependence of each component of the harmonic field can be written as E j (t)ϭexp"Ϫa H t 2 Ϫi( 0 tϪb j t 2 )…, where a H ϭ2 ln 2/T H 2 , and T H is the harmonic pulse duration. For such a field, the coherence time is shorter than the harmonic pulse duration by the factor ͱ1ϩ(b j /a H ) 2 . In Fig. 7 , we show the coherence times calculated in the same conditions as in Fig.  6 , but accounting for the finite-pulse duration of the harmonics ͑dashed lines͒. We assume here that all the harmonics have a pulse length equal to half that of the fundamental. As expected, the longest coherence times are affected the most by the finite pulse duration.
D. Calculations including propagation
Finally, we perform a complete calculation including propagation, and thereby phase matching, of the harmonic field through the nonlinear medium. We use the single-atom dipole moment-calculated as a function of the intensity-as a source term of the nonlinear part of the polarization field, and solve the wave equation in the paraxial and slowly varying envelope approximations by numerical propagation through the medium. This method was described extensively, for instance, in Ref. ͓16, 19͔ . We then calculate the harmonic spectrum at the exit of the medium, by Fourier transforming the ͑space-dependent͒ harmonic time profile. From the spectrum, which presents a superposition of two curves with different widths ͓10͔, we obtain the bandwidth and hence the coherence time of each of the two components. Note that in this calculation very few approximations have been made. We automatically take into account the small intensity dependency of the phase coefficients, since we are using the full dipole moment as a source term in the macroscopic calculation. The results are presented in Fig. 7 ͑solid lines͒. The behavior of the coherence times is quite close to that shown with dashed lines. This leads to the conclusion that the coherence times are essentially governed by the simple physics contained in the classical model, with the correction that the effect of a finite pulse duration must be accounted for.
IV. EXPERIMENTAL RESULTS
We measure the variation of the coherence times of the two regions for different harmonic orders for two different intensities, 2ϫ10 14 W/cm 2 ͑dashed lines in Fig. 8͒ and 4 ϫ10 14 W/cm 2 ͑solid lines in Fig. 8͒ . We observe two regions with different coherence times: an outer region with a short coherence time ͑open circles͒, and an inner region with a longer coherence time ͑solid diamonds͒. The coherence time for the outer region is approximately constant with respect to both harmonic order and intensity, whereas the coherence time for the inner region decreases with harmonic order and increases with intensity. The dependence on the harmonic order is very similar to the theoretical predictions ͑Fig. 7͒. There is some difference regarding the absolute values for the coherence times ͑Figs. 7 and 8͒, especially for the outer region but the trends are the same. Let us emphasize again that the aim of our measurements is not to determine accurate coherence times, but to study variations and trends. The difference between theory and experiment might simply be due to some systematic error owing to our method of determining the experimental coherence times.
The behavior of the coherence time with respect to intensity is presented in Fig. 9 , where the coherence time for the 23rd harmonic is plotted for increasing intensities. The coherence time of the inner region increases with increasing intensity, whereas the outer region remains relatively insensitive. An increase of the intensity corresponds to moving harmonics in the plateau region away from the cutoff. According to our theoretical understanding presented above, the two trajectories and hence the two coherence times should therefore differ more and more as the intensity is increased. This agrees with our experimental observations.
In Fig. 10 , the influence of the focus position relative to the gas jet is illustrated. We record the interference pattern while moving the position of the focus through the gas jet for the 13th harmonic. The beam is apertured to a diameter of 6 mm, and the peak intensity is estimated to be 3 ϫ10 14 W/cm 2 . We see how the relative importance of the two regions varies for the different conditions. In ͑a͒, where the focus is before the gas jet, the outer region has disappeared and harmonics are emitted only in the inner region. In ͑b͒ and ͑c͒, where the focus is positioned in the gas jet, and after the gas jet, respectively, both regions can be seen. This figure illustrates clearly how phase-matching conditions influence the contributions of the two trajectories differently. When the focus is before the gas jet, we see only the contribution due to the shortest trajectory ͑with excursion time 1 ). The contribution of the other, longer, trajectory is not properly phase matched. This agrees well with theoretical calculations presented in Ref. ͓10͔ . As the focus is moved through the gas jet, the contribution of the other trajectory ͑with excursion time 2 ) is better phase matched and the outer region becomes visible. In ͑c͒ the outer region is slightly annular, which is consistent with previous measurements of the spatial profile of the harmonic radiation ͓20͔.
We also find that the coherence times in the two regions do not depend on the focus position. This is because they are essentially determined by the single-atom dynamics, and not by propagation effects.
V. CONCLUSION
We have studied the coherence times of high-order harmonics produced in argon. The spatial profiles in the far field separate into two distinct spatial regions having different coherence times, in agreement with previous results. We have measured the coherence times of the inner and outer regions as function of the harmonic order, the laser intensity, and the position of the gas jet.
The coherence times vary both as a function of the harmonic order, and as a function of the laser intensity, in good agreement with the predictions of the semiclassical model. In this model, the two dominating quantum paths contributing to the generation of some particular harmonic are distinct when the harmonic is deep in the plateau region, and become more alike as the harmonic approaches the cutoff region. We observe this effect on the coherence times, which directly reflect the electronic trajectories. This is a clear experimental signature of the semiclassical model. The fact that we can enhance one or the other of the two regions by macroscopically changing the focusing conditions is in good agreement with predictions taking into account phase matching of the two components of the field in the nonlinear medium ͓10,21͔.
