Abstract. We study the postulation of a general union X ⊂ P 3 of one mpoint mP and t disjoint lines. We prove that it has the expected Hilbert function, proving a conjecture by E. Carlini, M. V. Catalisano and A. V. Geramita.
Introduction
A scheme X ⊂ P r is said to have maximal rank if for all integers t > 0 the restriction map H 0 (O P r (t)) → H 0 (X, O X (t)) is either injective or surjective, i.e. if either h 0 (I X (t)) = 0 or h 1 (I X (t)) = 0, i.e. if X imposes the " expected " number of conditions to the vector space of all homogeneous degree t polynomials in r + 1 variables. R. Hartshorne and A. Hirschowitz proved that for all integers t > 0 and r ≥ 3 a general union X ⊂ P r of t general lines has maximal rank. E. Carlini, M. V. Catalisano and A. V. Geramita considered several cases in which we allow unions of linear spaces with certain multiplicities [2] , [3] , [4] ). We recall that for each P ∈ P r the m-point mP of P r is the closed subscheme of P r with (I P ) m as its ideal sheaf. E. Carlini, M. V. Catalisano and A. V. Geramita proved that for all r ≥ 4, m > 0 and d > 0 a general union of an m-point and d disjoint lines has maximal rank ( [4] ). In the case r = 3 they proved that there are some exceptional cases (the one with 2 ≤ d ≤ m and t = m); in [4] the failure of maximal rank for these cases is exactly described, i.e. all positive integers h 0 (I X (t)) and h 1 (I X (t)) are computed ([4, Theorem 4.2, part (ii)]). They conjectured in [4] that these are the only exceptional cases and proved the conjecture in some cases (e.g. if m = 2 by [4, Theorem 4.2, part (i)(e)]). In [1] their conjecture was proved when m = 3 and an asymptotic result was proved for arbitrary m ([1, Propositions 1 and 2]). In this paper we prove their conjecture in the case m = 3, i.e. we prove the following result. A crucial step of the proof is contained in [4, Theorem 4.2, part (i)(c)]: the proof of the case d = m + 2 and t = m + 1. Let Y ⊂ P 3 be a general union of m + 2 lines. They proved that h i (I mP ∪Y (m + 1)) = 0, i = 0, 1. After [7] and [6] it is well-known that if certain crucial curves or unions of curves and points, say X 1 and X 2 , have h i (I X1 (t 0 )) = 0, i = 0, 1, and h i (I X2 (t 0 + 1)) = 0, i = 0, 1, then it should be easy to control the postulation of all curves of degree ≥ deg(X 2 ) with respect to all forms of degree ≥ t 0 + 2. In our case by [4, Theorem 4.2, part (i)(c)] we may take X 1 = mP ∪ Y with deg(Y ) = m + 2. The key part of the proof is the construction of a good X 2 for t 0 + 1 = m + 2 and then to control the cases t = t 0 + 3 and t = t 0 + 4.
We work over an algebraically closed field K. As far as we understand none of our quotations of [4] require the characteristic zero assumption made in [4] .
Preliminaries
If P is a smooth point of a scheme T let {mP, T } be the closed subscheme of T with (I P,T ) m as its ideal sheaf. We write mP instead of {mP, P 3 }. For any positive-dimensional A ⊆ P 3 and any smooth point O of A a tangent vector of A with O as its support is a degree 2 connected zero-dimensional scheme v ⊂ A such that deg(v) = 2 and v red = {O}.
Let F ⊂ P 3 be any surface. Set t := deg(F ). For each closed subscheme Z ⊂ P 3 let Res F (Z) denote the residual scheme of Z with respect to F , i.e. the closed subscheme of P 3 with I Z : I F as its ideal sheaf. If Z is reduced, then Res F (Z) is the union of the irreducible components of Z not contained in F . Now assume Z = mP for some m > 0 and some P ∈ P 3 . If P / ∈ F , then Res F (mP ) = mP . If P is a smooth point of F , then Res F (mP ) = (m − 1)P (with the convention 0P = ∅). For any integer x ≥ t we have an exact sequence
As in [2] , [3, Lemma 3.3] and [4] we will call " the Castelnuovo's inequality " any of these two inequalities. If F is either a plane or a smooth quadric, D is an effective divisor of F and Z ⊂ F is a closed subscheme of (1) H is a plane containing P , L and R are lines of H, L = R, P / ∈ L ∪ R, and
, each of them with a point of S as its support; (1) H is a plane containing P , L and R are lines of H, L = R, and P / ∈ L ∪ R; (2) Y is a union of a m,m+2 disjoint lines, P / ∈ Y and Y ∩ H is finite;
The last condition of B(m), m even, is equivalent to h 0 (I mP ∪Y (m + 2)) = 1.
Proof. We first prove B(2). Let Y ⊂ P 3 be a general union of 6 lines (hence P / ∈ Y ). By [4, part (i)(e) of Theorem 4.2] we have h 1 (I 2P ∪Y (4)) = 0. Let H ⊂ P 3 be a general plane though P . Moving Y we see that we may assume that no 3 of the points of (Y ∩ H) ∪ {P } are collinear. Now assume m ≥ 3 and that B(m − 1) is true.
(a) In this step we assume that m is odd. Take (Y, L, R, S, H) satisfying B(m − 1). We have h 1 (I (m−1)P ∪Y (m + 1)) = 1. Let D ⊂ H be a general line. Let v ⊂ H be a union of tangent vectors of H with S as its support, but no tangent vector being a tangent vector of L∪R. We first check that h 
(b) In this step we assume that m is even. Take (Y, L, R, S, O, H, v) satisfying B(m−1). Let w ⊂ P 3 be a general tangent vector with O as its support. The scheme Y ∪L∪R∪w∪v is a flat limit of a family of disjoint unions of a m,m+2 lines (i.e. there are a flat family
We may take as the new set S the set S ∪ (L t ∪ R t ) ∩ (L ∪ R) for a general t ∈ Γ. By the semicontinuity theorem for cohomology ([5, III.12.8]) it is sufficient to prove that h (1) Y ⊂ P 3 is a disjoint union of 3m/2 + 5/2 lines, P / ∈ Y , H is a plane containing P , D ⊂ H is a smooth conic such that P / ∈ D and S := (Y ∩ H) ∩ D has cardinality m/2 + 5/2; (2) v ⊂ P 3 is a disjoint union of tangent vectors of 
We want to check that the quintuple (Y ′ , S, C, H, v) satisfies R(m). The scheme v is a union of tangent vectors, one for each point of S. We have ♯(S) = (m + 1)/2 + 2 = (m + 5)/2. The set S is contained in the smooth conic D. It is sufficient to check that h i (I mP ∪Y ′ ∪v (m + 2)) = 0, i = 0, 1. Since From now on Q ⊂ P 3 is a smooth quadric surface such that P / ∈ Q. 
′ and that no component of F contains two points of S 2 . Set S := S 1 ∪ S 2 and call v ⊂ Q a general union of tangent vectors of Q with S as its support. We claim that h i (I mP ∪Y ∪F ∪v (m + 3)) = 0. is odd, then let E ′ be the union of E 1 and a general line of type (1, 0) of Q. Let S 2 ⊂ E ′ ∩ E ′′ be the union of one point for each component of E ′ , with the restriction that S 2 ∩ S 1 = ∅ and that each point of S 2 is contained in a different line of E ′′ ; we may find such a set S 2 , because E ′′ ∩ S 1 = ∅ and
b2) Assume m ∈ {3, 5, 7, 9, 11, 13, 15}. We have a m,m+4 −a m,m+2 = m+3 and b m,m+4 = (15 − m)/2. We make the construction of step (b1) with deg(F ) = m + 3, ♯(S 1 ) = ⌊(15 − m)/4⌋, and deg(E) = ♯(S 2 ) = ⌈(15 − m)/4⌉.
Lemma 7. For all integers
Proof. From (2) and the same equation for m = 0 we get 
′′ be the union of one point for each component of E ′ , with the restriction that S 2 ∩ S 1 = ∅ and that each point of S 2 is contained in a different line of E ′′ ; we may find such a set S 2 , because E ′′ ∩ S 1 = ∅ and deg(
. Hence it is sufficient to prove that the set ((Y ∩ Q) \ S) ∪ S ′ gives independent conditions to the linear system |O Q (k, k − a m,k + a m,k−2 )|. Since (Y ∩ Q) \ S is general in Q, it is sufficient to prove that S ′ gives independent conditions to |O Q (k, k − a m,k + a m,k−2 )|. This is true since S 1 is general and hence the only restriction on the subset S ′ of Q is that each line of E 1 contains two points of 
