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New Algorithms and Analysis Techniques for Reinforcement Learning
Randy Jia
In the advent of Big Data and Machine Learning, there is a demand for improved decision
making in unknown, complex environments. Decision making under uncertainty is a common
principle underlying many important decisions made by individuals, businesses, and society as a
whole. These problems are typically modeled as multi-armed bandits (MAB), or, more generally,
reinforcement learning (RL). In the MAB problem, an agent is faced with many options or arms,
each with its own unknown reward distribution, and must determine the sequence of arms to pull,
taking into account history of rewards of past pulls. The agent must balance exploration (pulling
less-explored arms to learn the model), with exploitation (pulling the current reward maximizing
arm so far). RL is a generalized, more complex extension of the MAB problem in which the
current state, in addition to the arm or action, impacts the obtained reward. In this thesis, we focus
on designing new algorithms to better address RL problems. In particular, we design an algorithm
inspired by Thompson sampling for finite communicating MDPs and an algorithm inspired by
stochastic convex optimization for some fundamental problems in operations management,
including a problem in inventory control. We develop intuitive algorithms and prove theoretical
bounds on their regret; in doing so, we derive some theoretically interesting analytical results that
may be of independent interest.
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Chapter 1: Introduction
In this dissertation we study new algorithms for decision making problems under uncertainty,
a common principle underlying many important decisions made each and every day. How should
businesses price and stock products? How should advertisers decide which ads to show, and when?
How can healthcare professionals most effectively run a clinical trial for new experimental drugs?
These are some practical questions that motivate this complex area of research. The goal is to
design new algorithms and analysis techniques that contribute towards a better understanding of
solving these types of problems.
These problems are typically modeled as multi-armed bandit (MAB) or reinforcement learning
(RL) problems. They both refer to the problem of learning and planning in sequential decision
making systems when the underlying system dynamics are unknown, and may need to be learned
by trying out different options and observing their outcomes. In the MAB problem, an agent is
faced with many options, aka arms, each with its own unknown reward distribution, and must
determine the sequence of arms to pull, taking into account history of rewards of past pulls. The
RL problem generalizes the MAB problem to includes states, that is, a current manifestation of
the dynamic environment which affects reward. The RL problem is more complex in that not only
does the agent need to keep track of states and actions, but also must learn the unknown model for
state transition that takes place following an action.
A typical model for the RL problem is a Markov Decision Process (MDP), which proceeds in
discrete time steps. At each time step, the system is in some state s, and the decision maker may
take any available action a to obtain a (possibly stochastic) reward. The system then transitions to
the next state according to a fixed state transition distribution. The reward and the next state depend
on the current state s and the action a, but are independent of all the previous states and actions.
Since the underlying state transition distributions and/or reward distributions are unknown, an al-
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gorithm needs to learn the underlying model using the observed states, rewards, and/or state tran-
sitions, while aiming to maximize the cumulative reward. This requires the algorithm to manage
the tradeoff between exploration versus exploitation, i.e., exploring different actions in different
states in order to learn the model more accurately versus taking actions that currently seem to be
reward maximizing.
Exploration-exploitation tradeoff has been studied extensively in the context of stochastic multi-
armed bandit (MAB) problems, which, as mentioned before, are essentially MDPs with a single
state. The performance of MAB algorithms is typically measured through regret, which com-
pares the total reward obtained by the algorithm to the total expected reward of an optimal action.
Optimal regret bounds have been established for many variations of MAB (see [1] for a survey),
with a large majority of results obtained using the Upper Confidence Bound (UCB) algorithm, or
more generally, the optimism in the face of uncertainty principle. Under this principle, the learn-
ing algorithm maintains tight over-estimates (or optimistic estimates) of the expected rewards for
individual actions, and at any given step, picks the action with the highest optimistic estimate.
We will consider the reinforcement learning model under certain assumptions, and aim to de-
velop new algorithms that achieve optimal or near-optimal regret bounds. The first setting we
consider is that of a finite state and action space MDP. We will make an additional assumption of
communicating MDP, which intuitively means that it is possible to get from one state to another in
finite time by playing some sequence of actions. This type of assumption ensures that an algorithm
will not get stuck in a low-reward part of the MDP forever, and allows the algorithm to recover
from a “bad choice” during exploration. Although this assumption is not proven to be neces-
sary, it is a natural property of the MDP that intuitively feels necessary under most circumstances.
Drawing from ideas in the MAB literature, we devise a Thompson sampling-based algorithm that
achieves state-of-the-art regret bounds. This work is based on a joint work with Shipra Agrawal
and is discussed in Chapter 2.
Next, we will study more general MDPs where the state or action space may be continuous.
These problems are difficult to deal with in general, but we propose some techniques when the
2
problem exhibits certain structure that can be taken advantage of. One fundamental property we
consider is that the long run cost function is convex in some decision variable. This arises in many
applications in operations research, of particular interest is the inventory control problem, where
the goal is to decide the best base-stock inventory level to order to minimize costs; it has been
shown that not only are base-stock policies asymptotically optimal in certain settings, but also
that the long run cost is convex in the base-stock level. We present a novel learning algorithm
that utilizes this convexity property to achieve favorable regret bounds, improving on the existing
literature in the inventory management field. Another example in operations research where the
long run cost is convex is in the stochastic queueing problem. Here, the mean waiting time, which
is frequently used to measure the time cost of a queueing system, of a multi-server queue is convex
in the number of hired servers. We present some preliminary results on the application of our
learning algorithm to some queueing problems. This work is based on joint work with Shipra
Agrawal, and is detailed in Chapter 3.
The rest of this thesis is structured as follows. In the remainder of this chapter, we give some
preliminary definitions pertaining to the RL problem and the MDP model. In Chapter 2, we detail
our novel Thompson sampling based algorithm for finite, communicating MDPs. In Chapter 3
we present an efficient learning algorithm with application to the inventory control problem under
convex cost functions. We also discuss an application of the algorithm to some stochastic queueing
problems. Finally, in Chapter 4 we introduce some open problems pertaining to the areas of study
discussed in this dissertation.
1.1 Markov decision process
We consider a Markov Decision ProcessM is defined by tuple {S,A, P, r, s1}, where S is a
state-space, A is an action-space, P : S × A → ∆S is the transition model, r : S × A → [0, 1] is
the reward function, and s1 is the starting state. When an action a ∈ A is taken in a state s ∈ S, a






Below we provide some additional definitions pertaining to MDPs.
Definition 1 (Policy). A deterministic policy pi : S → A is a mapping from state space to action
space.
Definition 2 (Gain of a policy). The gain of a policy pi, from starting state s1 = s, is defined as the
infinite horizon undiscounted average reward, given by







where st is the state reached at time t.
The goal of any reinforcement learning algorithm is to determine what policy to follow at every
time step in order to maximize overall reward. Alternatively, we can also aim to minimize regret,
defined below.
Definition 3 (Regret). Let pi∗ be a given stationary policy for MDPM. Also let rt be the reward
obtained by the learner at time t, and r∗t be the reward obtained at time t on using optimal policy






We sometimes use a closely relation definition of regret:




1.1.1 The reinforcement learning problem
The reinforcement learning problem proceeds in rounds t = 1, . . . , T . The learning agent starts
from a state s1 at round t = 1. In the beginning of every round t, the agent takes an action at ∈ A
and observes the reward rst,at as well as the next state st+1 ∼ Pst,at , where r and P are the reward
function and the transition model, respectively, for MDPM.
4
The learning agent knows the state-space S, the action spaceA, as well as the rewards rs,a,∀s ∈
S, a ∈ A, for the underlying MDP, but not the transition model P . The agent can use the past ob-
servations to learn the underlying MDP model and decide future actions. The goal is to maximize
the total reward
∑T
t=1 rst,at , or equivalently, minimize the total regret over a time horizon T with
respect to a benchmark policy pi∗.
We provide rigorous theoretical regret bounds and compare them to state-of-the-art bounds in
the literature. The focus of this thesis is on intuitive algorithm design and theoretical analysis, and
not on the empirical performance of those algorithms.
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Chapter 2: Thompson sampling for Communicating MDPs
2.1 Introduction
Posterior sampling, aka Thompson Sampling [2], has recently emerged as a popular algorithm
design principle in MAB, owing its popularity to a simple and extendible algorithmic structure,
an attractive empirical performance [3, 4], as well as provably optimal performance bounds that
have been recently obtained for many variations of MAB [5, 6, 7, 8, 9, 10]. In this approach, the
algorithm maintains a Bayesian posterior distribution for the expected reward of every action; then
at any given step, it generates an independent sample from each of these posteriors, and takes the
action with the highest sample value.
In this chapter, which is based on [11] (with updates in [12]), we propose a Thompson sam-
pling based reinforcement learning algorithm for communicating MDPs with finite state and action
spaces. We consider the reinforcement learning problem in a regret based framework, introduced
in the previous chapter. In this framework, the total reward of the reinforcement learning algorithm
is compared to the total expected reward achieved by a single benchmark policy over a time hori-
zon T . In the setting considered here, the benchmark policy is the infinite-horizon undiscounted
average reward optimal policy for the underlying MDP. Here, the underlying MDP is assumed to
have finite states S and finite actions A, and is assumed be communicating with (unknown) finite
diameter D. The diameter D is an upper bound on the time it takes to move from any state s to
any other state s′ using an appropriate policy, for each pair s, s′. A finite diameter is believed to be
necessary for interesting bounds on the regret of any algorithm in this setting [13]. The UCRL2
algorithm of [13], which is based on the optimism principle, achieved the first finite regret upper
bound of O˜(DS
√
AT ) for this problem. A similar bound was achieved by [14], although under
known diameter D. [13] also established a worst-case lower bound of Ω(
√
DSAT ) on the regret
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of any algorithm for this problem. Very recently, an (unpublished) work by [15] has claimed to
achieve a regret bound matching the lower bound of O(
√
DSAT ) using a variation of the UCRL2
approach.
Our main contribution is a posterior sampling based algorithm with a high probability worst-
case regret upper bound of O˜(DS
√
AT ). Our algorithm uses an ‘optimistic’ version of the pos-
terior sampling heuristic, while utilizing several ideas from the algorithm design structure in [13],
such as an epoch based execution and the extended MDP construction. The algorithm proceeds in
epochs, where in the beginning of every epoch, it generates ψ = O˜(S) sample transition proba-
bility vectors from a posterior distribution for every state and action, and solves an extended MDP
with ψA actions and S states formed using these samples. The optimal policy computed for this
extended MDP is used throughout the epoch.
Posterior Sampling for Reinforcement Learning (PSRL) approach has been studied previously
in [16, 17, 18], but in a Bayesian regret framework. Bayesian regret is defined as the expected regret
over a known prior on the transition probability matrix. [18] demonstrate an O˜(H
√
SAT ) bound
on the expected Bayesian regret for PSRL in finite-horizon episodic Markov decision processes,
when the episode length is H . In this paper, we consider the stronger notion of worst-case regret,
aka minimax regret, which requires bounding the maximum regret for any instance of the problem1.
We consider a non-episodic communicating MDP setting and prove a worst-case regret bound of
O˜(DS
√
AT ), where D is the unknown diameter of the communicating MDP. In comparison to a
single sample from the posterior in PSRL, our algorithm is slightly inefficient as it uses multiple
(O˜(S)) samples. It is not entirely clear if the extra samples are only an artifact of the analysis. In an
empirical study of a multiple sample version of posterior sampling for RL, [19] show that multiple
samples can potentially improve the performance of posterior sampling in terms of probability of
taking the optimal decision. Our analysis utilizes some ideas from the Bayesian regret analysis.
1Worst-case regret is a strictly stronger notion of regret than Bayesian regret. However, a caveat is that the reward
distributions are assumed to be bounded or sub-Gaussian in order to prove worst-case regret bounds. On the other
hand, the Bayesian regret bounds in the above-mentioned literature allow more general (known) priors on the reward
distributions with possibly unbounded support. Bayesian regret bounds under such more general reward distributions
are incomparable to the worst-case regret bounds presented here.
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However, bounding the worst-case regret requires several new technical ideas, in particular, for
proving ‘optimism’ of the gain of the sampled MDP. Further discussion is provided in Section 2.4.
PSRL (and our optimistic PSRL) approaches are referred to as “model-based" approaches,
since they explicitly estimate the transition probability matrix underlying the MDP model. Another
line of closely related works investigate optimistic versions of “model-free algorithms" like of
value-iteration [20] and Q-learning [21]. However, the setting considered in both of these works
is that of an episodic MDP, where the learning agent interacts with the system in episodes of fixed
and known lengthH . Under this setting, both these works achieve minimax (i.e., worst-case) regret
bound of O˜(
√
HSAT ) when T is large enough compared to the episode length H . To understand
the challenges in our setting compared to the episodic setting, note that while the initial state of
each episode can be arbitrary in the episodic setting, importantly, the sequence of these initial
states is shared by the algorithm and any benchmark policy. In contrast, in the non-episodic setting
considered in this paper, the state trajectory of the benchmark policy over T time steps can be
completely different from the algorithm’s trajectory. To the best of our understanding, the shared
sequence of initial states of every episode, and the fixed known length H of episodes seem to form
crucial components of the analysis in the episodic settings of [20, 21]. Thus, it would be difficult to
extend such an analysis to the non-episodic communicating MDP setting considered in this paper.
Among other related work, [22] and [23] present optimistic linear programming approaches
that achieve logarithmic regret bounds with problem dependent constants. Strong PAC bounds
have been provided in [24], [25], [26], [27], [28]. There, the aim is to bound the performance of
the policy learned at the end of the learning horizon, and not the performance during learning as
quantified here by regret. Notably, the BOSS algorithm proposed in [27] is similar to the algorithm
proposed here in the sense that the former also takes multiple samples from the posterior to form
an extended (referred to as merged) MDP. [29, 30] provide an optimistic algorithm for bounding
regret in a discounted reward setting, but the definition of regret is different in that it measures the
difference between the rewards of an optimal policy and the rewards of the learning algorithm on
the state trajectory taken by the learning algorithm.
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2.2 Preliminaries and Problem Definition
2.2.1 Communicating MDP
We consider a Markov Decision Process M defined by tuple {S,A, P, r, s1}, as introduced
previously in Section 1.1. We assume the size of the state space and action space, S = |S|,A = |A|
are finite. Furthermore, we assume our MDP is a ‘communicating’ MDPs with finite ‘diameter’
(see [14] for an in-depth discussion). Below we define communicating MDPs, and recall some
useful known results for such MDPs.
Definition 4 (Diameter D(M)). Diameter D(M) of an MDPM is defined as the minimum time






where T pis→s′ is the expected number of steps it takes to reach state s
′ when starting from state s and
using policy pi.
Definition 5 (Communicating MDP). An MDPM is communicating if and only if it has a finite
diameter. That is, for any two states s 6= s′, there exists a policy pi such that the expected number
of steps to reach s′ from s, T pis→s′ , is at most D, for some finite D ≥ 0.
Following results are known about communicating MDP from previous works.
Lemma 1 (Optimal gain for communicating MDPs). For a communicating MDPM with diameter
D:
(a) ([31] Theorem 8.1.2, Theorem 8.3.2) The optimal (maximum) gain λ∗ is state independent










where λpi(s) is the gain of policy pi as defined in Section 1.1. Here, pi∗ is referred to as an
optimal policy for MDPM.












∗ − h∗s,∀s (2.1)






Given the above definitions and results, we can now define the reinforcement learning problem
studied in this chapter.
2.2.2 The reinforcement learning problem for finite, communicating MDPs
The reinforcement learning problem proceeds in rounds t = 1, . . . , T . The learning agent starts
from a state s1 at round t = 1. In the beginning of every round t, the agent takes an action at ∈ A
and observes the reward rst,at as well as the next state st+1 ∼ Pst,at , where r and P are the reward
function and the transition model, respectively, for a communicating MDPM with diameter D.
The learning agent knows the state-space S, the action spaceA, as well as the rewards rs,a,∀s ∈
S, a ∈ A, for the underlying MDP, but not the transition model P or the diameterD. (The assump-
tion of known and deterministic rewards has been made here only for simplicity of exposition, since
the unknown transition model is the main source of difficulty in this problem. Our algorithm and
results can be extended to bounded stochastic rewards with unknown distributions using standard
Thompson Sampling for MAB, e.g., using the techniques in [6].)
The agent can use the past observations to learn the underlying MDP model and decide future
actions. The goal is to maximize the total reward
∑T
t=1 rst,at , or equivalently, minimize the total
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regret compared to the policy with optimal gain over a time horizon T . That is,
R(T,M) := Tλ∗ −∑Tt=1 rst,at (2.2)
where λ∗ is the optimal gain of MDPM.
We present an algorithm for the learning agent with a near-optimal upper bound on the regret
R(T,M) for any communicating MDPM with diameter D, thus bounding the worst-case regret
over this class of MDPs.
2.3 Algorithm Description
Our algorithm combines the ideas of Posterior sampling (aka Thompson Sampling) with the
extended MDP construction used in [13]. Below we first describe the main components of our
algorithm. Our algorithm is then summarized as Algorithm 1.
Some notations: N ts,a denotes the total number of times the algorithm visited state s and played
action a until before time t, and N ts,a(i) denotes the number of time steps among these N
t
s,a steps
where the next state was i, i.e., the steps where a transition from state s to i was observed. We






s,a for any t. We use the symbol 1 to denote
the vector of all 1s, and 1i to denote the vector with 1 at the ith coordinate and 0 elsewhere.
Doubling epochs: Our algorithm uses the epoch based execution framework of [13]. An epoch
is a group of consecutive rounds. The rounds t = 1, . . . , T are broken into consecutive epochs as
follows: the kth epoch begins at the round τk immediately after the end of (k−1)th epoch and ends
at the first round τ such that for some state-action pair s, a, N τs,a ≥ 2N τks,a. The algorithm computes
a new policy p˜ik at the beginning of every epoch k, and uses that policy through all the rounds in
that epoch. Since the total number of visits to any state action-pair is bounded by T , it is easy to
observe that irrespective of how the policies {p˜ik} are computed, the number of epochs is bounded
by SA log2(T ).
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Posterior Sampling: We use posterior sampling to compute the policy p˜ik in the beginning of
every epoch k. The algorithm maintains a posterior distribution over the transition probability
vector Ps,a, for every s ∈ S, a ∈ A. Observe that Ps,a specifies a categorical distribution over
states 1, . . . , S, with parameters Ps,a(i), i = 1, . . . , S. Dirichlet distribution is a convenient choice
for maintaining a posterior over parameters Ps,a, as Dirichlet distribution is a conjugate prior for
the categorical distribution. In particular, it satisfies the following useful property: given a prior
Dirichlet(α1, . . . , αS) on Ps,a, after observing a transition from state s to i (with underlying prob-
ability Ps,a(i)), the posterior distribution is given by Dirichlet(α1, . . . , αi + 1, . . . , αS). By this
property, for any s ∈ S, a ∈ A, on starting from the prior Dirichlet(1) for Ps,a, the posterior at
time t is Dirichlet({N ts,a(i) + 1}i=1,...,S).
A direct application of the Posterior Sampling for Reinforcement Learning (PSRL) approach
introduced in [16] would involve sampling a transition probability vector from the Dirichlet pos-
terior for each state-action pair, in order to form a sample MDP. A sample policy p˜ik would then
be computed as an optimal policy for the sampled MDP. Our algorithm uses a modified, optimistic
version of this approach. At the beginning of every epoch k, for every s ∈ S, a ∈ A such that
N τks,a ≥ η, it generates multiple samples for Ps,a from a boosted variance posterior. Specifically, for










(N ts,a(i) + ω), for i = 1, . . . , S. (2.3)





+ 12ωS4, ψ = Θ(S log(SA/ρ)), κ = Θ(log(T/ρ)), ω = Θ(log(T/ρ)), given
any ρ ∈ (0, 1]. In the regret analysis, we derive sufficiently large constants to be used in the




log(SA/ρ) with the constant C defined as C = η
k(δ)
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, with Φ being the cdf of the standard normal distribution. We remark that no attempt
has been made to optimize this constant, and it is likely that a much smaller constant suffices.
Simple Optimistic Sampling: Posterior sampling is used for every s ∈ S, a ∈ A with large
enough previous visits, specifically those with N τks,a ≥ η. For every remaining s, a, i.e., those
with N τks,a < η, the algorithm uses a simple optimistic sampling, as described in Algorithm 1.
Intuitively, this process over-estimates one randomly selected component of the vector Ps,a, while
under-estimating the remaining components. This special sampling has been introduced in the
algorithm to handle a technical difficulty in analyzing the anti-concentration of Dirichlet posteriors
when the parameters are very small. It is possible that with a different analysis technique, this is
not required to achieve the regret bounds.
Extended MDP: The policy p˜ik used in epoch k is computed as the optimal policy of an ex-
tended MDP M˜k defined by the sampled transition probability vectors. The construction of this
extended MDP is derived from a similar construction in [13]. Given sampled vectors {Qj,ks,a, j =
1, . . . , ψ, s ∈ S, a ∈ A}, we define an extended MDP M˜k by extending the original action space
as follows: for every s, a, create ψ actions for every action a ∈ A, denote by aj the action corre-
sponding to action a and sample j; then, in MDP M˜k, on taking action aj in state s, reward is rs,a
but the state transition follows the transition probability vector Qj,ks,a.
Note that the algorithm uses the optimal policy p˜ik of the extended MDP M˜k whose action
space is technically different from the action spaceA of MDP M˜k. We slightly abuse the notation
to say that the algorithm takes action at = p˜i(st) ∈ A to mean that the algorithm takes action
at = a ∈ A when p˜ik(st) = aj for some j.
Our algorithm is summarized as Algorithm 1.
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2.4 Regret Bounds







Theorem 1. For any communicating MDP M with S states, A actions, and diameter D, for





AT log2(SAT/ρ) +DS3A2 log2(SAT/ρ)
)
with probability 1− ρ, for any 0 < ρ ≤ 1
16S2








Here O (·) notation hides only the absolute constants.
Proof. Here we provide a proof of the above theorem. The proofs of the lemmas used this proof
are provided in the subsequent sections.
As defined in Section 2.2,




where λ∗ is the optimal gain of MDPM, at is the action taken and st is the state reached by the
algorithm at time t. Algorithm 1 proceeds in epochs k = 1, 2, . . . , K, where K ≤ SA log(T ). To
bound its regret in time T , we separately analyze the regret in each epoch k, namely,




where τk was defined as the starting time step of epoch k. The proof of epoch regret bound has
two main components:
(a) Optimism: Recall that in every epoch k, the algorithm runs an optimal gain policy for
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the extended MDP M˜k. We show that the extended MDP M˜k is optimistic, i.e., its optimal gain
is (close to) λ∗ or higher. Specifically, let λ˜k be the optimal gain of the extended MDP M˜k. In
Lemma 3 (Section 2.5.2), which forms a main novel technical components of our proof, we show
that with probability 1− ρ,








Substituting this upper bound on λ∗ in the expression for Rk, we obtain the following bound on













(b) Deviation bounds: Next, note that the first term in the above expression is λ˜k, which is the gain
of the algorithm’s chosen policy p˜ik on MDP M˜k (with transition probability vectors P˜s,a := Qj,ks,a
for some j); and the second term is the reward obtained on executing the same policy p˜ik, but on the
true MDPM (with transition probability vectors Ps,a). We bound the difference
∑
t(λ˜k − rst,at)
by bounding the deviation (P˜s,a − Ps,a) for every s, a.
We use the relation between the gain, the bias vector, and the reward vector of an optimal
policy for a communicating MDP, as discussed in Section 2.2. In order to use this relation for
MDP M˜k, we show that this MDP is communicating by comparing it to the true MDPM, which
was assumed to be communicating with diameter D. Specifically, in Lemma 6 (Section 2.5.4),
we prove a bound of 2D on the diameter of MDP M˜k for any k with probability 1 − ρ, when
T ≥ Ω (SA log4(SAT/ρ)).
Therefore, we can use the relation between the gain λ˜k, the bias vector h˜, and reward vector of
optimal policy p˜ik for communicating MDP M˜k, as given by Lemma 1, part (b). According to this
relation, for any state s and action a = p˜ik(s), λ˜k = rs,a + P˜ Ts,ah˜− h˜s, where P˜s,a := Qj,ks,a for some
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(P˜st,at − Pst,at + Pst,at − 1st)T h˜. (2.6)
In Lemma 4 (Section 2.5.3), we prove that with probability 1− ρ, for all s, a, and all h ∈ [0, 2D]S












We can use this result to bound first term in (2.6), by observing that h˜ ∈ RS , the bias vector of
MDP M˜k satisfies (refer to Lemma 1),
maxs h˜s −mins h˜s ≤ D(M˜k) ≤ 2D,
where the last inequality holds with probability 1− ρ, as shown in Lemma 6 (Section 2.5.4).
To bound the second term of (2.6) we observe thatE[1Tst+1h˜|p˜ik, h˜, st] = P Tst,ath˜ and use Azuma-
Hoeffding inequality to obtain with probability 1− ρ,
∑τk+1−1
t=τk
(Pst,at − 1st)T h˜ ≤ O(D
√
(τk+1 − τk) log(1/ρ)). (2.8)
Substituting the bounds from equations (2.7) and (2.8) into (2.6), and combining it with (2.5) we































(τk+1 − τk) log(1ρ)
)
. (2.9)
We observe that (by definition of an epoch) the number of visits of any state-action pair can at
most double in an epoch,










Substituting this observation, we can bound the total regret R(T ) = ∑Kk=1Rk as the following,


































(τk+1 − τk) log(1/ρ)
)
.
Applying Lemma 24 (see Appendix A.1) with zk = N
τk+1
















































where we used that
∑




τk+1 − τk ≤
√
KT .
Now, because of our epoch definition, we have thatK ≤ SA log(T ), and since∑s,aN τKs,a ≤ T ,





























2.5 Proofs of the lemmas used in Section 2.4
2.5.1 Notation
We use the following notations repeatedly in this section. Fix an epoch k, state s, action a,
and sample j. The specific values of k, j, s, a will be clear from the context in a given proof. We
denote n = N τks,a, ni = N
τk
s,a(i) for all i ∈ S , and m = n+ωSκ . Here ω = 720 log(T/ρ) and




and p˜i = Qj,ks,a(i), for i ∈ S.
When n > η, the algorithm uses Dirichlet posterior sampling to generate sample vectors Qj,ks,a,
so that in this case p˜ is a random vector distributed as Dirichlet(mp¯1, . . . ,mp¯S).
When n < η, simple optimistic sampling is used, so that p˜ was generated as follows: denote







and let z be a random vector picked uniformly at random from {11, . . . ,1S}; then
p˜ = p− + (1−∑j p−j )z.
We define









Then, using Bernstein’s inequality (Corollary 1 in Appendix A.1, with Zt = 1(st = i, st−1 =

















i , and ∆i ≥ δi (with probability 1− 12S )
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Above notations and observations will be used repeatedly in the proofs in this section.
2.5.2 Optimism
The goal of this section is to show optimism, i.e.:





First, in Lemma 2 below we prove for any fixed vector, for every s, a, there exists a sample tran-
sition probability vector whose projection on that vector is optimistic, with high probability. To
prove this, we prove the following fundamental new result on the anti-concentration of any fixed
projection of a Dirichlet random vector
Proposition 1. Fix any vector h ∈ RS such that |hi − hi′| ≤ D for any i, i′. Consider a random
vector p˜ generated from Dirichlet distribution with parameters (mp¯1, . . . ,mp¯S), where mp¯i ≥ 6.
Then, for any ρ ∈ (0, 1), with probability at least C
S
− 2Sρ,











, c¯i = (hi− H¯i+1), H¯i+1 = 1∑S
j=i+1 p¯j
∑S
j=i+1 hj p¯j , for any fixed ordering
on states i = 1, . . . , S. Also, constant C = η
k(δ)
2









Φ being the cdf of the standard normal distribution.
The proof is provided in Appendix B.1.1. In Appendix B.1.2, we also prove the following
strong concentration bound for the empirical probability vectors.
Proposition 2. Fix any vector h ∈ RS such that |hi − hi′| ≤ D for any i, i′. Fix any epoch k,
state s, action a. As defined in the notations section, denote n = N τks,a, ni = N
τk




, for i = 1, . . . , S. Then, if τk − 1 ≥ 96, for any ρ ∈ (0, 1), with probability 1− ρ,














(pi+···+pS) , ci = hi − Hi+1, Hi+1 = 1∑Sj=i+1 pj
∑S
j=i+1 hjpj , for any fixed ordering
on states i = 1, . . . , S.
Together the above two results allow us to prove the following lemma.
Lemma 2. Fix any vector h ∈ RS such that |hi − hi′| ≤ D for any i, i′, and any epoch k. Then,
given 0 < ρ ≤ 1
16S2
, for every s, a, with probability at least 1− ρ
SA
there exists at least one j such
that
(Qj,ks,a)








Proof. Fix an epoch k, state and action pair s, a, sample j. We use the notation defined in Sec-
tion 2.5.1, so that p˜ = Qj,ks,a, p = Ps,a, etc. We show that with probability at least C/S − 8Sρ,







. Now assuming ρ ≤ 1
16S2
, given large enough number ψ




) = Θ(S log(SA/ρ))) of independent samples for every s, a,
this result will give us the lemma statement. To prove this result, we consider two cases:
Case 1: n > η. When n > η, Dirichlet posterior sampling is used so that p˜ is a random vec-
tor distributed as Dirichlet(mp¯1, . . . ,mp¯S), where m = n+ωSκ , p¯i =
ni+ω
n+ωS
. We show that with
probability Ω(1/S) − 8Sρ, the random quantity p˜Th exceeds its mean p¯Th enough to overcome
the possible deviation of empirical estimate p¯Th from the true value pTh. This involves com-
bining the Dirichlet anti-concentration bound from Proposition 1 to lower bound p˜Th (note that
mp¯i ≥ ωκ = 6,∀i ∈ S), and the concentration bound on empirical estimates pˆ from Proposition 2
to lower bound p¯Th (note that τk − 1 ≥ n ≥ η ≥ 96), which by definition is close to pˆTh.
In Proposition 3 (in Appendix B.1.3), we prove a slight modification of Proposition 1 to show
that with probability C/S − 7Sρ,










Above bound replaces γ¯i, c¯i,m in the lower bound provided by Proposition 1 by γi, ci, n instead.
With this modification, the lower bound becomes directly comparable to the bound on the deviation
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|(pˆ− p)Th| provided by Proposition 2. To combine this lower bound with the deviation bound, we
calculate



















Then, using the above bound along with (2.10), and the result from Proposition 2, we have that
with probability C/S − 8Sρ,
(p˜− p)Th = (p˜− p¯)Th+ (p¯− pˆ)Th+ (pˆ− p)Th




























where the second last inequality follows from the observation that with κ = 120 log(T/ρ), the first





we obtain the last inequality.
Case 2: n < η. When n < η, simple optimistic sampling is used. Using notation and observations
made in Section 2.5.1, in this case p˜ = p− + (1 − ∑j p−j )z. With probability 1/S, z = 1i



























(pˆi −∆i)hi + ‖h‖∞∆i =
∑
i




pˆihi + (‖h‖∞ − hi)δi =
∑
i











Finally, we use the above lemma to prove the main optimism lemma (Lemma 3).
Lemma 3 (Optimism). For every epoch k, the optimal gain λ˜k of the extended MDP M˜k satisfies:








with probability 1 − ρ, given small enough ρ ≤ 1
16S2
. where λ∗ the optimal gain of MDPM and
D is the diameter.
Proof. Let h∗ be the bias vector for an optimal policy pi∗ of MDP M (refer to Lemma 1 in the
preliminaries section). Since h∗ is a fixed (though unknown) vector with |hi − hj| ≤ D, we can
apply Lemma 2 to obtain that with probability 1− ρ, for all s, a, there exists a sample vector Qj,ks,a
for some j ∈ {1, . . . , ψ} such that
(Qj,ks,a)
Th∗ ≥ P Ts,ah∗ − δ







. Now, consider the policy pi for MDP M˜k which for any s,
takes action aj , where a = pi∗(s), and j is a sample satisfying above inequality. Note that pi is
essentially pi∗ but defined for an MDP with a different transition probability matrix. Let Qpi be
the transition matrix for policy pi, with rows formed by the vectors Qj,ks,pi∗(s). And, let Ppi∗ be the
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transition matrix whose rows are formed by the vectors Ps,pi∗(s). Above implies
Qpih
∗ ≥ Ppi∗h∗ − δ1.
Let Q∗pi denote the limiting matrix for Markov chain with transition matrix Qpi. Observe that
Qpi is aperiodic, recurrent and irreducible : it is aperiodic and irreducible because each entry of
Qpi being a sample from Dirichlet distribution is non-zero, and it is positive recurrent because in a
finite irreducible Markov chain, all states are positive and recurrent. This implies that Q∗pi is of the
form 1q∗T where q∗ is the stationary distribution of Qpi, and 1 is the vector of all 1s (refer to (A.6)
in [31]). Also, Q∗piQpi = Qpi, and Q
∗
pi1 = 1.
Therefore, the gain of policy pi
λ˜(pi)1 = (rTpiq
∗)1 = Q∗pirpi
where rpi is the S dimensional vector [rs,pi(s)]s=1,...,S . Now,
λ˜(pi)1− λ∗1 = Q∗pirpi − λ∗1
= Q∗pirpi − λ∗(Q∗pi1) . . . (using Q∗pi1 = 1)
= Q∗pi(rpi − λ∗1)
= Q∗pi(I − Ppi∗)h∗ . . . (using (2.1))
= Q∗pi(Qpi − Ppi∗)h∗ . . . (using Q∗piQpi = Q∗pi)
≥ −δ1 . . . (using (Qpi − Ppi∗)h∗ ≥ −δ1, Q∗pi1 = 1).
Then, by optimality,
λ˜k ≥ λ˜(pi) ≥ λ∗ − δ.
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2.5.3 Deviation Bounds
Lemma 4. In every epoch k, with probability 1 − ρ, for all samples j, all s, a, and all vectors
h ∈ [0, H]S ,















Proof. Fix an s, a, j, k. Let p˜ = Qj,ks,a. Denote n = N
τk
s,a and m =
n+ωS
κ








+ 12ωS4 and ω = 720 log(T/ρ).
It suffices to prove the lemma statement for H = 1. We consider two cases.
Case 1: When n > η, posterior sampling is used. Therefore, p˜ is an S-dimensional Dirichlet
random vector with parameters mp¯i, i = 1, . . . , S. Let X be distributed as Gaussian with mean
µ = p¯Th and variance σ2 = 1
m
. Now, for any fixed h ∈ [0, 1]S , by Gaussian-Dirichlet stochastic
optimism (see Lemma 20 in Appendix A.1)
X so p˜Th.
Then by Gaussian concentration (Corollary 2), for any ρ′ ∈ (0, 1), and fixed h ∈ [0, 1]S , with



















where in the last inequality, we substituted m ≥ n
κ
, with κ = 120 log(T/ρ). In Proposition
2, we proved a strong upper bound on |pˆTh − pTh| for any fixed h ∈ [0, 1]S , which was used
for proving optimism. A corollary of that concentration bound (by using observations that γi =
pi(pi+1+···+pS)
(pi+···+pS) ≤ pi, and |ci| ≤ 1 when h ∈ [0, 1]S) is that for any ρ′ ∈ (0, 1), and fixed h ∈ [0, 1]S
with probability 1− ρ′,

























where ω = 720 log(T/ρ). Combine the bounds from equation (2.11), (2.12), and (2.13), and take
union bound over all fixed h on an -grid over [0, 1]S , with  = 1/n. Then, substituting ρ′ by ρ′/nS ,
we have that with probability 1− ρ′, for all h ∈ [0, 1]S ,











In above, we used that for all h′ not on the -grid, ‖h′ − h‖∞ ≤  = 1n , so that |p˜Th′ − pTh′| ≤
|p˜Th− pTh|+ 1
n
for some h on the -grid.
Case 2: When n ≤ η, simple optimistic sampling is used. Using notation in Section 2.5.1, in
this case p˜ = p− + (1 −∑Si=1 p−i )z, where z be a random vector picked uniformly at random
from {11, . . . ,1S}. Using Bernstein’s inequality (Corollary 1) to bound (pˆ − p), we have for any
ρ′′ ∈ (0, 1), with probability 1− ρ′′, for all h ∈ [0, 1]S










































Equations (2.14) and (2.15) provide a bound on |(Qj,ks,a)T h˜− P Ts,ah˜| for any given s, a, j, k. Substi-
tuting ρ′ = ρ′′ = ρ/(SAψ), and taking a union bound over all possible values of s, a, j we get the
lemma statement. (Here ψ = Θ(S log(SA/ρ)).)
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2.5.4 Diameter of the extended MDP
Algorithm 1 computes policy p˜ik in epoch k as an optimal gain policy of the extended MDP
M˜k. Our goal in this section is to prove that the diameter of M˜k is within a constant factor of the
diameterM. We begin by deriving a bound on the diameter of M˜k under certain conditions, and
then prove that those conditions hold with high probability.
Lemma 5. For any state s ∈ S, let Es ∈ RS+ be the vector of the minimum expected times to reach
s from s′ ∈ S in true MDPM, i.e., Ess′ = minpi T pis′→s. Note that Ess = 0. For any episode k, if for
every s, a there exists some j such that
Qj,ks,a · Es ≤ Ps,a · Es + δ, (2.16)
for some δ ∈ [0, 1), then the diameter of extended MDP M˜k is at most D
1−δ , whereD is the diameter
of MDPM.
Proof. Fix an epoch k. For brevity, we omit the superscript k in below.
Fix any two states s1 6= s2. We prove the lemma statement by constructing a policy p˜i for M˜
such that the expected time to reach s2 from s1 is at most D1−δ . Let pi be the policy for MDPM that
minimizes the expected time to reach s2 from other states. Therefore, the time to reach s2 from
s1 using pi is at most D (sinceM has diameter D). Let E be the |S| − 1 dimensional vector of
expected times to reach s2 from every state, except s2 itself, using pi (E is the sub-vector formed
by removing sth2 coordinate of vector E
s2 where Es was defined in the lemma statement. Note that
Es2s2 = 0). By first step analysis, E is a solution of:
E = 1 + P †piE,
where P †pi is defined as the (S − 1) × (S − 1) transition matrix for policy pi in MDPM, with the




Now, we define p˜i using pi as follows: For any state s 6= s2, let a = pi(s) and jth sample satisfies the
property (2.16) for s, a, Es2 , then we define p˜i(s) := aj . LetQp˜i be the transition matrix (dimension
S × S) for this policy.
Qp˜i defines a Markov chain. Next, we modify this Markov chain to construct an absorbing
Markov chain with a single absorbing state s2. Let Q
†
p˜i be the (S − 1)× (S − 1) submatrix of Qp˜i
obtained by removing the row and column corresponding to the state s2. Then we define Q′ as (an





where q is an (S− 1)-length column vector such that the rows of Q′p˜i sum to 1. Since the probabil-
ities in Qp˜i were drawn from Dirichlet distribution, they are all strictly greater than 0 and less than
1. Therefore each row-sum of Q†p˜i is strictly less than 1, so that the vector q has no zero entries and
the Markov chain is indeed an absorbing chain with single absorbing state s2. Then we notice that
(I − Q†p˜i)−1 is precisely the fundamental matrix of this absorbing Markov chain and hence exists
and is non-negative (see [32], Theorem 11.4). Let E˜ be defined as the (S − 1)-dimensional vector
of expected time to reach s2 from s′ 6= s2 in MDP M˜k using p˜i. Then, it is same as the expected
time to reach the absorbing state s2 from s′ 6= s2 in the Markov chain Q′p˜i, given by
E˜ = (I −Q†p˜i)−11.
Then using (2.16) (since Es2s2 = 0, the inequality holds for P
†, Q†),
E = 1 + P †piE ≥ 1 +Q†p˜iE − δ1 ⇒ (I −Q†p˜i)E ≥ (1− δ)1. (2.17)
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Multiplying the non-negative matrix (I −Q†p˜i)−1 on both sides of this inequality, it follows that
E ≥ (1− δ)(I −Q†p˜i)−11 = (1− δ)E˜
so that E˜s1 ≤ 1(1−δ)Es1 ≤ D1−δ , proving that the expected time to reach s2 from s1 using policy p˜i
in MDP M˜k is at most D
1−δ .
Now we can use the above result to prove that the diameter of the extended MDP is bounded
by twice the diameter of the original MDP:
Lemma 6. Assume T ≥ 2C¯SA log4(SAT/ρ) with some large enough constant C¯, and 0 < ρ ≤
1
16S2
. Then, for any epoch k, the diameter of MDP M˜k is bounded by 2D, with probability 1− ρ.
Proof. Fix an epoch k. For any state s, let Es be as defined in Lemma 5. We show that with
probability 1 − ρ, for all s, a, there exists some j with Qj,ks,a · Es ≤ Ps,a · Es + δ, with δ ≤ 1/2.
This will allow us to apply Lemma 5 to bound the diameter of M˜k.
Given any s, a, j, k, we use notations and observations from Section 2.5.1, so that p˜ = Qj,ks,a, p =
Ps,a etc. Also, let h = Es. Then, mini hi = 0,maxi hi = D.
First consider all s, a with n > η. Using (2.14) (in the proof of Lemma 4), we have











with probability 1 − ρ′ for any ρ′ ∈ (0, 1). Substituting ρ′ = ρ/(2SAψ), we get that with prob-
ability 1 − ρ
2














+ 12ωS4, and T ≥ C¯SA log4(SAT/ρ) (for some
constant C¯), we get δ ≤ 1/2. While no attempt has been made to optimize constants, we note that
C¯ ≥ 284 is sufficient.
For s, a such that n ≤ η, simple optimistic sampling is used. Using notations introduced in
Section 2.5.1, in this case p˜ = p− + (1 −∑j p−j )z, where z is a random vector picked uniformly
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at random from {11, . . . ,1S}. With probability 1/S, z = 1i for i such that hi = mini hi = 0.
Therefore, with probability at least 1/2S:






(pˆi − δi)hi = pTh.
Since we have ψ ≥ 2S
C
log(SA/ρ) independent samples for every s, a, with probability 1− ρ
2
, there
exists at least one sample j such that Qj,ks,a · h ≥ Ps,a · h.
Therefore, we have shown that with probability 1− ρ, for all s, a, there exists some j such that
Qj,ks,a ·Es ≤ Ps,a ·Es+δ, with δ ≤ 1/2. By Lemma 5 we obtain that the diameter of M˜k is bounded
by D/(1− δ) ≤ 2D with probability 1− ρ.
2.6 Necesity of multiple samples
We note that our Thompson sampling algorithm requires multiple samples at each step of the
algorithm when sampling the probability transitions. We believe that for worst-case regret bounds,
this is necessary for our result to hold with high probability. While we cannot prove that this is
definitively required, we conducted a brief numerical study on the algorithm’s performance with
varying number of samples compared to UCRL2. We follow the experimental setup given in [16],
where the authors perform computational analysis on the MDP called RiverSwim.
In this MDP, also sometimes referred to as a “chain MDP”, S states are arranged linearly
from left to right, with state 1 on the left and state S on the right. Initially, the system starts in
state 1. There are two actions 1 and 2, with action 2 always going left, and action 1 possibly
going right. There is a large reward at state S that can be obtained playing action 2 and a small
reward at state 1 upon playing action 1. See Figure 2.1 for a schematic of the MDP with the
specific transition and reward values that will be used in our computational study. The idea is that,
optimally, action 2 should always be played because the reward in state S is large compared to
the reward in state 1. However, it takes some time of zero reward to get to state S, while playing
action 2 can immediately incur rewards. An efficient learning algorithm must learn this and not be
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Figure 2.1: Chain MDP with S states and two actions.
“stuck” incurring the small reward forever.
We ran 10 to 25 iterations of UCRL2 and our Thompson sampling algorithm (TSRL) with
varying number of samples over a time horizon of 100000 on the chain MDP model with different
number of states. In particular, we ran 1-sample TSRL at S = 10; 1-sample TSRL at S = 15; 1-
and 50-sample TSRL at S = 20; and 1-, 100-, 200-, 400-sample TSRL at S = 25. Below in Figure
2.2 we plot the average cumulative regret over time.
First, we notice that for this type of MDP, we outperform UCRL2 quite significantly even when
there are fewer states. We also notice that increasing samples improves learning rate. However,
this may not always be the case. Below in Figure 2.3 we display the average cumulative regret of
1-sample TSRL versus UCRL2 when S = 20 over a much longer time horizon of one million time
steps. In fact, 1-sample TSRL appears to never learns the optimal policy, while UCRL2 shows
promising signs of learning eventually. We believe this particular example is a case where multiple
samples may be necessary to ensure high probability convergence to the optimal policy.
2.7 Conclusions
We presented an algorithm inspired by posterior sampling that achieves near-optimal worst-
case regret bounds for the reinforcement learning problem with communicating MDPs in a non-
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Figure 2.2: Average cumulative regret for chain MDPs with S = 10, 15, 20, 25 and T = 100, 000.
episodic, undiscounted average reward setting. Our algorithm may be viewed as a randomized
version of the UCRL2 algorithm of [13], with randomization via posterior sampling. Our analysis
demonstrates that posterior sampling provides the right amount of uncertainty in the samples, so
that an optimistic policy can be obtained without excess over-estimation.
While our work surmounts some important technical difficulties in obtaining worst-case regret
bounds for posterior sampling based algorithms for communicating MDPs, the provided bound
matches the previous best bound in S and A. Obtaining a better worst-case regret bound n remains
an open question. In particular, we believe that studying value functions may improve the depen-
dence on S in the regret bound, possibly for large T ([20] produce an O˜(
√
HSAT ) bound when
T ≥ H3S3A). Other important directions of future work include reducing the number of posterior
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Figure 2.3: Very long horizon T = 1, 000, 000 we can see that UCRL2 begins to learn while TSRL
with 1 samples still does not.
samples required in every epoch from O˜(S) to constant or logarithmic in S, and extensions to
contextual and continuous state MDPs.
32
Algorithm 1 A posterior sampling based algorithm for the reinforcement learning problem
Inputs: State space S, Action space A, starting state s1, reward function r, time horizon T ,
parameters ρ ∈ (0, 1].








+ 12ωS4, ω := 720 log(T/ρ), κ := 120 log(T/ρ),
τ 1 := 1.
for all epochs k = 1, 2, . . . , do
Sample transition probability vectors: For each s, a, generate ψ independent sample proba-
bility vectors Qj,ks,a, j = 1, . . . , ψ, as follows:
• (Posterior sampling): For s, a such that N τks,a ≥ η, sample from the Dirichlet distribu-
tion:
Qj,ks,a ∼ Dirichlet(Mτks,a),
with M τks,a(i), i ∈ S as defined in (2.3).
• (Simple optimistic sampling): For s, a such that N τks,a < η, use the following simple
optimistic sampling: let





























Compute policy p˜ik: as the optimal gain policy for extended MDP M˜k constructed using sam-
ple set {Qj,ks,a, j = 1, . . . , ψ, s ∈ S, a ∈ A}.
Execute policy p˜ik:
for all time steps t = τk, τk + 1, . . . , until break epoch do
Play action at = p˜ik(st).
Observe the transition to the next state st+1.
Set N t+1s,a (i),M
t+1
s,a (i) for all a ∈ A, s, i ∈ S as defined (refer to Equation (2.3)).




Chapter 3: MDPs with convex cost functions: Inventory Management and
Stochastic Queueing
Many operations management problems involve making decisions sequentially over time, where
the outcome of a decision may depend on the current state of the system in addition to an uncer-
tain demand or customer arrival process. This includes several online decision making problems
in revenue and supply chain management. There, the sales revenue and supply costs incurred as a
result of pricing and ordering decisions may depend on the current level of inventory in stock, back
orders, outstanding orders etc., in addition to the uncertain demand and/or supply for the products.
A Markov Decision Process (MDP) is a useful framework for modeling these sequential decision
making problems. In a typical formulation, the state of the MDP captures the current position of
inventory. The reward (observed sales) depends on the current state of the inventory in addition to
the demand. The stochastic state transition and reward generation models capture the uncertainty
in demand. However, unlike the setting considered in the previous chapter, the state space and
action space are large and continuous.
In this chapter, we consider a more general reinforcement learning problem that relax our as-
sumption that the state and action space is finit and allow continuous state and action space. In
general, such RL problems are very difficult to solve; we focus on classes of RL problems that
exhibit certain structure. Specifically, we consider settings where the long run cost function is
convex in the decision parameters. We find that this property arises in several important operations
management problems, such as inventory management and stochastic queueing. We propose an al-
gorithm inspired by stochastic convex bandit optimization and first show that this algorithm, when
applied to inventory management, achieved efficient regret bounds. We also provide some prelim-
inary examples of how this algorithm can be generalized to other applications such as stochastic
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queueing, which also exhibits this convexity property. This chapter is based on joint work with
Shipra Agrawal.
Organization. The rest of this chapter is organized as follows. In the next section, we give an
overview of the problem setting and introduce the inventory management and stochastic queueing
applications. In Section 3.2, we provide a formal problem definition and describe our main results
for the inventory management problem. In Section 3.3, we use an MRP (Markov Reward Process)
formulation to prove some key technical results, including convexity and bounded bias of base-
stock policies. These insights form the basis of algorithm design and regret analysis in Sections
3.4 and 3.5, respectively. In Section 3.6 we give a formal problem definition to stochastic queueing
application, where the long run cost is convex. Finally, we provide a comparison to relatied work
in Section 3.7 and conclude in Section 3.8.
3.1 Introduction
A fundamental yet notoriously difficult problem in inventory management is the periodic in-
ventory control problem under positive lead times and lost sales [33, 34]. In this problem, in each
of the T sequential decision making periods, the decision maker takes into account the current
on-hand inventory and the pipeline of outstanding orders to decide the new order. There is a fixed
delay (i.e., lead time) between placing an order and receiving it. A random demand is generated
from a static distribution, independently in every period. However, the demand information is cen-
sored in the sense that the decision maker observes only the sales, i.e., minimum of the demand
and the on-hand inventory. Any unmet demand is lost, and incurs a penalty called the lost sales
penalty. Any leftover inventory at the end of a period incurs a holding cost. The aim is to mini-
mize the aggregate long term inventory holding cost and lost sales penalty. There is a significant
existing research that develops a Markov model (or semi-Markov model as the lost sales penalty
is unobserved) for this problem, and studies methods for computing optimal policies, assuming
the demand distribution is either known or can be efficiently simulated (e.g., see survey in [35]).
In particular, a simple class of policies called base-stock policies have been shown to be optimal
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(asymptotically with increase in lost sales penalty) for this problem [36, 35]. Under a base-stock
policy, the inventory position is always maintained at a target “base-stock” level. Notably, when
using a base-stock policy, the infinite horizon average cost function for the inventory control MDP
can be shown to be convex in the base-stock level [37]. Therefore, under known demand model,
convex optimization can be used to compute the optimal base-stock policy.
We considered a relatively less studied problem of periodic inventory control when the decision
maker does not know the demand distribution a priori. The goal is to design a learning algorithm
that can use the observed outcomes of past decisions to implicitly learn the unknown underlying
MDP model and adaptively improve the decision making strategy over time, aka a reinforcement
learning algorithm. Following the near-optimality of base-stock policies, we use the best base-
stock policy as a benchmark, and aim to bound the regret of the learning algorithm compared to
such a policy.
The two main challenges in designing an efficient learning algorithm for the inventory control
problem described above are presented by the censored demand and the positive lead time. The
censored demand assumption results in an exploration-exploitation tradeoff for the learning algo-
rithm. Since the decision maker can only observe the sales, which is minimum of the demand
and the on-hand inventory for a product, the quality of samples available for demand estimation
of a product depend crucially on the past ordering decisions. For example, suppose that due to the
past ordering policies, a certain product was maintained at a low inventory level for most of the
past sales periods. Then, the higher quantiles of the demand distribution for that product would be
unobserved. Therefore, in order to ensure accurate demand learning, large inventory states need
to be sufficiently explored. However, this exploration needs to be limited due to the holding cost
incurred for any leftover inventory. The previous chapter, and other recent work on exploration-
exploitation, discusses algorithms for regret minimization in finite state, finite action MDPs, with
regret bounds that depend linearly or sublinearly on the size of the state space and the action space
(e.g., [13, 14, 11]). However, the positive lead time in delivery of an order results in a much en-
larged state space (exponential in lead time) for the inventory control problem considered here,
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since the state needs to track all the outstanding orders in the pipeline. There is a further issue of
discretization, since the state space (inventory position) and the action space (orders) are continu-
ous. Discretizing over a grid would result in a further enlarged state space and action space. As a
result, none of the above-mentioned reinforcement learning techniques can be applied directly to
obtain useful regret bounds for the inventory control problem considered here.
The main insight in our work is that even though the state space is large, the convexity of
the average cost function under the benchmark policies (here, base-stock policies) can be used to
design an efficient learning algorithm for this MDP. We use the relation between bias and infinite
horizon average cost of a policy given by Bellman equations, to provide a connection between
stochastic convex bandit optimization and the problem of learning and optimization in such MDPs.
Specifically, we build upon the algorithm for stochastic convex optimization with bandit feedback
from [38] to derive a simple algorithm that achieves an O˜((L + 1)
√
T + D) regret bound for the
inventory control problem. Here, L is the fixed and known lead time, and D is a parameter of
the demand distribution F , defined as the expected number of independent draws needed from
distribution F for the sum to exceed 1. Importantly, although our regret bound depends on D, our
algorithm does not need to know this parameter. The O˜(·) notation hides logarithmic factors and
absolute constants.
Our regret bound substantially improves the existing results for this problem, provided by [39,
40], where the regret bounds grow exponentially with the lead time L (roughly as DL
√
T ), and
many further assumptions on the demand distribution are required for the bounds to hold. A more
detailed comparison to the related work is provided later in the text. More importantly, we believe
that our algorithm design and analysis techniques can be applied in an almost blackbox manner
for minimizing regret in other problem settings involving MDPs whose cost functions are convex
under benchmark policies.
We note that convexity results are available for many other operations management problems,
notably, for several formulations of admission control and server allocation problems in queuing
theory [41, 42, 43]. In particular, we can consider the problem of learning to optimize the number
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of servers in a G/GI/m queuing system when the arrival process and the service time distribution
are unknown to the learning agent. An agent would observe the current state of the system at each
round, i.e., the number of customers in the queue and the current status of the in-progress jobs,
and determine how many servers to allocate in the next round. As the agent observes more arrivals
and services, he or she can learn to better adjust the number of servers. We are currently working
on applying our algorithm technique used in the inventory problem to this stochastic queueing
problem.
3.2 Inventory management: problem formulation and main results
We consider a single product stochastic inventory control problem with lost sales and positive
lead times. The problem setting considered here is similar to the setting considered in [39, 36].
An inventory manager makes sequential decisions in discrete time steps t = 1, . . . , T . In the
beginning of every time step t, the inventory manager observes the current inventory level invt,
and L previous unfulfilled orders in the pipeline, denoted as ot−L, ot−L+1, . . . , ot−1, for a single
product. Here, L ≥ 0 is the lead time defined as the delay (number of time steps) between placing
an order and receiving it. Initially in step 1, there is no inventory (inv1 = 0) and no unfulfilled
orders. Based on this information, the manager decides the amount ot ∈ R of the product to order
in the current time step.
The next inventory position is then obtained through the following sequence of events. First,
the order ot−L that was made L time steps earlier arrives, so that the on-hand inventory level
becomes It = invt + ot−L. Then, an unobserved demand dt ≥ 0 is generated from an unknown
demand distribution F , independent of the previous time steps. Sales is the minimum of the on-
hand inventory and the demand, i.e., sales yt := min{It, dt}. The decision maker only observes the
sales yt and not the actual demand dt - the demand information is therefore censored. A holding
cost of h(It − dt)+ is incurred on remaining inventory and a lost sales penalty of p(dt − It)+ is
incurred on the part of demand that could not be served due to insufficient on-hand inventory. That
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Figure 3.1: Timing of arrival of orders and demand at time t.
is, the cost incurred at end of step t is
C¯t = h(It − dt)+ + p(dt − It)+, (3.1)
where (It − dt)+ = max(It − dt, 0), (dt − It)+ = max(dt − It, 0); and h, p are pre-specified
constants denoting per unit holding cost and per unit lost sales penalty, respectively. Note that the
lost sales, and therefore, the lost sales penalty is unobserved by the decision maker.
Figure 3.1 illustrates the above described sequence of arrivals of orders and demand. The next
step t+ 1 begins with the leftover inventory
invt+1 := (It − dt)+ = (invt + ot−L − dt)+, (3.2)
and the new pipeline of outstanding orders ot−L+1, . . . , ot.
An online learning algorithm for this problem needs to sequentially decide the orders o1, . . . , oT ,
under demand censoring, and without a priori knowledge of the demand distribution. The objective
is to minimize the total expected cost E[
∑T
t=1 C¯t].
Base-stock policies aka ‘order up’ to policies form an important class of policies for the inventory
control problem. Under such a policy, the inventory manager always orders a quantity that brings
the total inventory position (i.e., the sum of leftover inventory plus outstanding orders) to some
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fixed value known as the base-stock level, if possible. Specifically, in the beginning of a step t,
let the leftover inventory be invt and the outstanding orders be ot−L, . . . , ot−1. Then, on using a
base-stock policy with level x, the new order ot in step t is given by




[36] and [34] provide empirical results that show that base-stock policies work well in many ap-
plications. Furthermore, [36] show that as the ratio of per unit lost sales penalty to holding cost
increases to infinity, the ratio of the total cost incurred by the best base-stock policy to the optimal
cost converges to 1. Since the ratio of per unit lost sales penalty to holding cost is typically large
in many applications, the best base-stock policy can be considered close to optimal.
Regret against the best base-stock policy. Considering the asymptotic optimality of base-stock
policies, several past works consider a more tractable objective of minimizing the regret of an
online algorithm compared to the best base-stock policy (e.g. [39, 40]).
Let C¯xt , t = 1, 2 . . . , denote the sequence of costs incurred on running the base-stock policy
with level x. Define λx as the expected infinite horizon average cost of this base-stock policy,









C¯xt | inv1 = 0
]
. (3.3)
We also refer to the λx as the long-run average cost of this policy. The following result from
[37] shows that this long-run average cost is convex in x.
Lemma 7 (derived from Theorem 12 of [37]). Given a demand distribution F such that F (0) > 0,
i.e., there is a non-zero probability of zero demand. Then, for any x ≥ 0, the expected infinite
horizon average cost, λx, of the corresponding base-stock policy is convex in x.
Remark 1. Theorem 12 of [37] actually proves convexity of expected average cost when starting
from inventory level inv1 = x. However, in the definition of λx, we assumed there is no starting
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inventory, i.e. inv1 = 0. On starting from no-inventory and no outstanding orders, and using base-
stock policy with level x, the system will reach the state with inventory level x and no-outstanding
orders in finite (exactly L) steps. Therefore, λx is same as the expected infinite horizon average
cost incurred on starting with inventory level inv1 = x.
Regret of an algorithm compares its total cost in time T to the asymptotic cost of the best
base-stock policy. Specifically, we define













where C¯t, t = 1, 2 . . . , is the sequence of costs incurred on running the algorithm starting from
no-inventory and no outstanding orders. And, [0, U ] is a pre-specified range of base-stock levels to
be considered.
3.2.1 Main results
Before we formally state our main result, we define D, a parameter of the demand distribution
F that appears in our regret bounds. It is important to note that our algorithm does not need to
know the parameter D.
Definition 6. Define D as the expected number of independent samples needed from distribution
F for the sum of those samples to exceed 1. More precisely, let d1, d2, d3, . . . , denote a sequence of
independent samples generated from the demand distribution F , and let τ be the minimum number
such that
∑τ
i=1 di ≥ 1. Then define D := E[τ ]. We refer to D as the expected time to deplete one
unit of inventory. We assume that the demand distribution F is such that D is finite.
Our main result is stated as follows.
Theorem 2. Assuming that demand distribution F is such that F (0) > 0 and the expected time D
to deplete one unit of inventory is finite, then, given any lead time L ≥ 0, there exists an algorithm
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(Algorithm 2) for the inventory control problem with regret bounded as:
Regret(T ) ≤ O
(
Dmax(h, p)U2 log4/3(T ) log(T ) + (L+ 1) max(h, p)U
√
T log(T ) log4/3(T )
)
,
with probability at least 1− 1
T
. For T ≥ (DU)2, this implies a regret bound of
Regret(T ) ≤ O˜
(





where O˜(·) hides logarithmic factors in h, p, U, L, T , and absolute constants.
Here, constants max(h, p) and U define the scale of the problem. Note that the regret bound
has a very mild (additive) dependence on the parameter D of the demand distribution. We conjec-
ture that such a dependence on D in the regret may be unavoidable, since every time a learning
algorithm reaches an inventory level higher than the optimal base-stock level, it must necessarily
wait for time steps roughly proportional to D for the inventory to deplete, in order to play a better
policy. Only an algorithm that never overshoots the optimal inventory level may avoid incurring
this waiting time. However, without a priori knowledge of the optimal level, an exploration based
learning algorithm is unlikely to avoid this completely. The appearance of D here also reminds of
the appearance of diameter D in regret bounds for general finite MDPS, where diameter is defined
as the expected time to go from one state to another (e.g. see [13, 11, 23]).
Remark 2. The assumption F (0) > 0 in the above theorem is required only for using the result
on convexity of infinite horizon average cost given by Theorem 12 of [37] (see Lemma 7). The
convexity result can in fact be shown to hold under some alternate conditions like finite support
of demand, or under sufficient discretization of demand, which would also be sufficient for our
results.
Remark 3. One may consider an alternative regret definition that compares the total cost of the
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algorithm in time T to the total cost of the best base-stock policy. That is,




(C¯t − C¯x∗t )
]
where x∗ = arg min
x∈[0,U ]
λx.
We later show that our proof implies a bound similar to Theorem 2 for this alternate regret defini-
tion.
3.3 MRP formulation and some key technical results
Our algorithm design and analysis will utilize some key structural properties provided by the
base-stock policies. Specifically, we prove some key properties of the Markov Reward Process
(MRP) obtained on running a base-stock policy for the inventory control problem. An MRP ex-
tends a Markov chain by adding a reward (or cost) to each state. In particular, the stochastic process
obtained by fixing a policy in an MDP is an MRP.
To define the MRP studied here, we observe that if we start with an on-hand inventory level
and a pipeline of outstanding orders that sum to less than or equal to x, then on using base-stock
policy with level x, the new order ot will bring the sum to exactly x, i.e,
ot = x− (invt +
∑L
i=1 ot−i) = x− It −
∑L−1
i=1 ot−i,
since It = invt+ot−L. From here on, the base-stock policy will always order whatever is consumed
due to demand, i.e., ot+1 = yt where yt = min{It, dt} is the observed sales, so that the sum of
on-hand inventory level and outstanding orders will be maintained at level x.
We define an MRP with state at time t defined as the tuple of available inventory and out-
standing orders (including the new order), i.e., st = (It, ot−L+1, . . . , ot). The MRP starts from
a state where all the entries in this tuple sum to x. Then based on the observation made above,
the base-stock policy will maintain this sum at level x, with the new state at time t + 1 being
st+1 = (It − yt + ot−L+1, ot−L+2, . . . , ot, ot+1), where ot+1 = yt.
We define the cost associated with each state st in this MRP as Cx(st) = E[Cxt |st], where Cxt
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is a ‘pseudo-cost’ defined as the following modification of the true cost C¯xt :
Cxt = C¯xt − pdt = h(It − yt)− pyt. (3.5)
The advantage of using this pseudo-cost is that since both It (on-hand inventory) and yt (sales) are
observable, the pseudo-cost is completely observed. On the other hand, recall that the “lost sales"
in the true cost are not observed. Further, since the term pdt does not depend on the policy or the
algorithm being used, later we will be able to show (see Lemma 15) that the regret computed using
this cost is in fact exactly the same as the regret Regret(T ) in (3.4), which was defined in terms of
the true costs.
Below is the precise definition of the state space, starting state, reward model, and transition
model of the MRP considered here.
Definition 7 (Markov reward process M(x, s1)). For any x ≥ 0, let Sx be the set of (L + 1)-
dimensional non-negative vectors whose components sum to x. Then, given any x, and s1 ∈ Sx,
we define MRPM(x, s1) as the bipartite stochastic process
{(st, Cx(st)); t = 1, 2, 3, . . .}.
Here st and Cx(st) denote the state and the cost at time t, defined as follows.
Given state st = (st(0), st(1), . . . , st(L)), the new state at time t+ 1 is given by
st+1 := (st(0)− yt + st(1), st(2), . . . , st(L), yt) (3.6)
where yt = min{st(0), dt}, dt ∼ F , generated independently from distribution F at every time t..
Observe that if s1 ∈ Sx, we have st ∈ Sx for all t by the above transition process. Cost function
Cx(st) is defined as:
Cx(st) = E[Cxt |st]
where
Cxt := h(st(0)− yt)− pyt. (3.7)
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Two important quantities are the loss and bias of this MRP.
Definition 8 (Loss and Bias). For any s ∈ Sx, the loss gx(s) of MRP M(x, s) is the long-run
average cost (starting from state s), and the bias vx(s) ofM(x, s) is the total difference in the cost













x(st)− gx(st)|s1 = s
]
.
Remark 4. Technically, for the above limits to exist, and also for some other known results on
MRPs used later, we need finite state space and finite action space (see Chapter 8.2 in [31]).
Since we restrict to orders within range [0, U ], and all states s ∈ Sx are vectors in [0, x]L with
x ∈ [0, U ], we can obtain finite state space and action space by discretizing demand and orders
using a uniform grid with spacing  ∈ (0, 1). Discretizing this way will give us a state space






, respectively. In fact, we can use arbitrary small precision
parameter , since our bounds will not depend on the size of the state space or the action space.
We therefore ignore this technicality in rest of the chapter.
The following lemma formally connects the loss of the MRP to the asymptotic average cost λx
of a base-stock policy (refer to (3.3)) used in defining regret. This connection will allow us to use
the fully observable pseudo-costs instead of the true costs that involved unobservable lost sales.
Lemma 8. Let s′ := (x, 0, . . . , 0). Then, s′ ∈ Sx, and
λx = gx(s′) + pµ,
with µ denoting the mean of the demand distribution F .
Proof. On using the base stock policy with level x, starting with no inventory and no outstanding
orders, the first order will be x, which will arrive at time step L + 1. The orders and the on-hand
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inventory will be 0 for the first L time steps (I1 = I2 = . . . = IL = 0). All the sales will be lost for
these first L steps, and therefore, the true cost C¯xt in each of these steps is the lost sales penalty pdt.
In the step L + 1, we will have an on-hand inventory IL+1 = x and no outstanding orders. From
here on, the system will follow a Markov reward processM(x, s) with s1 = s′. Therefore, by the
relation (see (3.5)) between the pseudo-cost Cxt and the true cost (lost sales penalty plus holding





























(C¯xt − pdt) | inv1 = 0
]
= λx − pµ.
Next, we prove some important properties of bias and loss of this MRP. Specifically, we show
1. that loss is independent of the starting state, and is convex in the base-stock level (§3.3.1),
2. a bound on bias starting from any state (§3.3.2), and
3. a concentration lemma bounding the difference between the loss (i.e., the expected infinite
horizon average cost) and the finite horizon average cost observed on running a base-stock
policy (§3.3.3).
These results are presented in the next three subsections and will be central to the algorithm design
and analysis presented in the subsequent sections. To derive these properties, we first prove a
bound on the difference in finite horizon aggregate cost (termed as “value") on starting from two
different states. This result (proved in Lemma 9) forms a key technical result utilized in proving
all the above-mentioned properties.
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Definition 9 (Value). For any s ∈ Sx the value V xT (s) is defined as the total expected cost incurred
over T time steps of MRP M(x, s), i.e.,






Lemma 9 (Bounded difference in value). For any x, T , and s, s′ ∈ Sx,
V xT (s)− V xT (s′) ≤ 36 max(h, p)Lx.
Proof. For L = 0, s = s′ = (x), and hence both sides are zero in the above inequality. Consider
L ≥ 1. One way to bound the difference between the two values V xT (s) and V xT (s′) is to upper
bound the expected number of steps for the MRPs to reach a common state, starting from s and
s′. Once a common state is reached, from that point onward, the two processes will have the same
value. For example, in the event that there is zero demand for L consecutive time steps, both
processes will order 0 for L time steps and reach state (x, 0, . . . , 0). Therefore, the difference in
values can be upper bounded by the expected number of steps until this event happens, which is
a quantity proportional to inverse of the probability that demand is zero for L consecutive steps.
Unfortunately, this probability is exponentially small in L. In fact, the exponential dependence of
regret in previous works [39, 40] can be traced to use of an argument like above at some point
in the analysis. Instead, we achieve a bound with linear dependence on L through a more careful
analysis of the costs incurred on starting from different states.
For any s ∈ Sx, we define mxT (s) :=
∑T
t=1 st(0) to be the total on-hand inventory level
(recall st(0) = It), and nxT (s) :=
∑T
t=1 yt to be the total sales in T time steps (recall yt =
min(st(0), dt), dt ∼ F ), on starting from state s. Then,
V xT (s) := E[
T∑
i=1
Cxt |s1 = s] = E[
T∑
i=1
hIt − (h+ p)yt|s1 = s] = hE[mxT (s)]− (h+ p)E[nxT (s)].
Thus, the difference between values V xT (s) and V
x
T (s
′) can be bounded by bounding difference
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in the total on-hand inventory |mxT (s)−mxT (s′)| and the total sales |nxT (s)− nxT (s′)| when starting
from state s′ vs. s. We bound this difference by first considering pairs of states s, s′ that satisfy
s′  s, with the relation  defined as the property that for some index k ≥ 0, the first k entries
satisfy s′(0) ≥ s(0), . . . , s′(k) ≥ s(k), and the remaining L + 1 − k entries satisfy s′(k + 1) ≤
s(k + 1), . . . , s′(L) ≤ s(L).
When s′  s, and L ≥ 1, we bound the difference in the total sales and the total on-hand
inventory as
|nxT (s)− nxT (s′)| ≤ 3x and |mxT (s)−mxT (s′)| ≤ 6Lx. (3.8)
To see the intuition behind proving these bounds, consider the sales observed on starting from s′
vs. s. Recall that the first entry in s (and s′) is the on-hand inventory, the second entry is the
order to arrive next, the next entry is the order to arrive after that, and so on. Therefore, intuitively,
s′  s implies that initially more inventory is available on hand to satisfy demand, when starting
from s′. We use this intuition to show that indeed more sales are observed initially on starting from
s′ compared to s. Over time, the two processes keep alternating between states with s′t  st and
s′t  st in cycles of length at most L. The additional sales in one cycle with s′t  st compensates
for the lower sales in the next cycle with s′t  st, so that the total difference is bounded. The
formal proofs for bounding the difference in total sales and on-hand inventory for the case s′  s
are provided in Lemma 37 and Lemma 38, respectively, in Appendix C.2.
Then we use the observation that sˆ  s for all states s ∈ Sx for sˆ := (x, 0, 0, . . . , 0). Therefore,
we can apply the result in (3.8) to conclude that
|nxT (s)− nxT (sˆ)| ≤ 3x and |mxT (s)−mxT (sˆ)| ≤ 6Lx,
implying
|V xT (s)− V xT (sˆ)| = |hE[mxT (s)−mxT (sˆ)]− (h+ p)E[nxT (s)− nxT (sˆ)]| ≤ 9(h+ p)Lx.
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Since the above holds for any state s, we have that for two arbitrary starting states s, s′ ∈ Sx,
|V xT (s)− V xT (s′)| = |V xT (s)− V xT (sˆ) + V xT (sˆ)− V xT (s′)| ≤ 18(h+ p)Lx ≤ 36 max(h, p)Lx.
3.3.1 Uniform and convex loss
Next, we use the value difference lemma (Lemma 9) to show that the loss gx(s) (refer to
Definition 8) is independent of the starting state s ∈ Sx in this MRP.
Lemma 10 (Uniform loss lemma). For any x, s, s′ ∈ Sx,
gx(s′) = gx(s) =: gx.
Proof. Using definition of V xT (s) and g
x(s), gx(s) = limT→∞ 1T V
x
T (s) so that by Lemma 9,














since both limits exist (see Remark 4). Hence for any s, s′ ∈ Sx, gx(s′) = gx(s).
Now the convexity of gx follows almost immediately from convexity of λx and the relation
given in Lemma 8.
Lemma 11 (Convexity lemma). Assume demand distribution F is such that there is a constant
probability of zero demand, i.e., F (0) > 0. Then, for any base-stock level x, and s ∈ Sx, gx(s) is
convex in x.
Proof. Let s′ := (x, 0, . . . , 0) and let µ be the mean of the demand distribution F . By Lemma 8, we
have that gx(s′) = λx − pµ. Therefore, under the given assumption that the demand distribution
F has a non-zero probability of zero demand, we can use Lemma 7 to conclude that the first
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term is convex in x, which implies gx(s′) is convex. Now, by Lemma 10, for any state s ∈ Sx,
gx(s) = gx(s′). Therefore, gx(s) is convex in x for all s ∈ Sx.
3.3.2 Bound on bias
Now, the following can be obtained as a corollary of Lemma 9 and the definition of bias (refer
to Definition 8).
Lemma 12 (Bounded bias lemma). For any x and s, s′ ∈ Sx, the difference in bias vx(s), vx(s′) is
bounded as:
vx(s)− vx(s′) ≤ 36 max(h, p)Lx.
Proof. From Lemma 10, gx(st) = gx(s′t) = g







x(st)− gx|s1 = s
]







x(st)− gx|s1 = s′
]
= limT→∞ V xT (s
′)− Tgx.
We note that both of the above limits exists (see Remark 4), and hence by Lemma 9,
vx(s)− vx(s′) = lim
T→∞






V xT (s)− V xT (s′)
≤ 36 max(h, p)Lx.
3.3.3 Concentration of finite horizon average cost
We use the following known relation between loss and bias which holds under the assumption
of finite state and action space (see Remark 4).
50
Lemma 13 ([31], Theorem 8.2.6). For any state s ∈ Sx in MRPM(x, s1), the bias and loss satisfy
the following equation:
gx(s) = Cx(s) + Es′∼Px(s)[vx(s′)]− vx(s),
where P x(s) is the probability distribution of the next state s′ from state s in this MRP.
Lemma 14 (Concentration lemma). Given a base-stock level x, let γ > 0 and N = log(T )
γ2
. Then,




∣∣∣∣∣ ≤ 108 max(h, p)Lxγ.
Proof. By Lemma 13, the loss gx and bias vx satisfy: gx(s) = Cx(s)+Es′∼Px(s)[vx(s′)]−vx(s) for
all states s ∈ Sx. Note that this equation continues to hold if any constant c is added to all vx(s).
Therefore, for the purpose of using this equation, without loss of generality, we can assume that
mins∈Sx vx(s) = 0, and from Lemma 12, we have 0 ≤ vx(s) ≤ 36 max(h, p)Lx for all s ∈ Sx.
Also, note that if s1 ∈ Sx, then all subsequent states st in MRPM(x, s1) are in Sx (since the
total inventory position is maintained at level x). Therefore, from Lemma 10, gx(s1) = gx(st) for














































For the last inequality we used Lemma 12 along with the observation that the distribution P x(s) is
supported only on states in Sx. Now, let
∆t+1 := v
x(st+1)− Es′∼Px(st)[vx(s′)].
Note that E[∆t+1|st] = 0 and hence ∆t’s form a martingale difference sequence. Further, since
the next state s′ supported by the distribution P x(s) is in Sx, we can use Lemma 12 to obtain
|∆t| ≤ 36 max(h, p)Lx for all t. Thus, we can apply Azuma-Hoeffding’s inequality to obtain that




∆t| ≥ ) ≤ 2exp(− 
2
2(N − 1)(36 max(h, p)Lx)2 ).
Therefore, by setting  = 72 max(h, p)Lx
√






















The lemma statement follows by substituting N = log(T )
γ2
.
Remark 5. Observe from the above lemmas that the bias, and the difference between the expected
total cost and the asymptotic cost, are both zero when the lead time L is zero. In other words, for
the L = 0 case, the states are irrelevant.
3.4 Algorithm design
We design a learning algorithm for the inventory control problem when the demand distribution
F is a priori unknown. The algorithm seeks to minimize regret, defined as the difference between
the total expected cost of the algorithm and the asymptotic cost of the best base-stock policy in a
pre-specified range (refer to regret definition in §3.2). The algorithm receives as input, the range
[0, U ] of base-stock levels to compete with, the fixed lead time parameter L, and the time horizon
T , but not the demand distribution F .
Challenges and main ideas. Our algorithm design crucially utilizes the observations made in sec-
tion §3.3 regarding the convexity of the long-run average cost for base-stock policies. Based on this
observation, our algorithm design builds upon ideas from exploration-exploitation algorithms for
stochastic convex bandits, in particular the algorithm in [38] for 1-dimensional stochastic convex
bandits.
In the stochastic convex bandit problem, in every round the decision maker chooses a decision
xt and incurs cost f(xt)+yt, where f is some fixed but unknown convex function, and the noise yt
is zero mean and i.i.d. across rounds t = 1, . . . , T . The goal of an online algorithm is to use past
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observations to make decisions xt, t = 1, . . . , T , in order to minimize the regret against the best
single decision, defined as
∑T
t=1(f(xt)− f(x∗)) with x∗ = arg minx∈X f(x). Therefore, based on
the definition of regret in the inventory control problem, one may want to consider a mapping of
the inventory problem to the stochastic convex bandit problem by setting f(x) as λx, the long-run
average cost of the base-stock policy with level x.
However, there are several challenges in achieving this mapping. Firstly, the instantaneous
cost (holding cost plus lost sales penalty) incurred on playing the base-stock policy, with level
x, depends on the current inventory state, and therefore is not an unbiased noisy realization of
f(x) = λx (more precisely, the noise is not zero mean and i.i.d. across rounds). Further, a part of
the instantaneous cost, that is, the lost sales penalty, is not even observed.
We overcome these challenges using the construction of pseudo-cost and the concentration
results derived in the previous section. In particular, in Lemma 8 we proved that the expected
infinite horizon average pseudo-cost gx(s) starting from a state s ∈ S differs from the average true
cost λx by amount pµ. Since this deviation of pµ is fixed and does not depend on the policy used,
the following equivalence between regret in pseudo-cost versus regret in true costs follows almost
immediately.
Lemma 15. Recall C¯t = h(It−dt)+ +p(dt−It)+ is the true cost incurred in step t of the inventory
control problem. Define Ct = C¯t − pdt referred to as pseudo-cost at time t. Then, regret under the
true cost is equivalent to the regret under the pseudo-cost, i.e.,




























(using Lemma 8 and 10) = E[
∑T
t=1Ct + pdt]− T
(
minx∈[0,U ] gx + pµ
)







Note that Ct = C¯t − pdt = h(It − yt) − pyt, where inventory It and sales yt are observable.
Thus, unlike true cost, the pseudo-cost is completely observed by the decision maker. We therefore
sometimes refer to it as observed cost. Above result allows us to focus on designing an algorithm
for minimizing pseudo-costs. Further, the concentration results in Lemma 14, derived by bound-
ing bias of base-stock policies, will allow us to develop confidence intervals on estimates of cost
functions in a manner similar to the stochastic convex bandit algorithms.
Algorithm description. Our algorithm is derived from the algorithm in [38] for 1-dimensional
stochastic convex bandits with convex function f(x) = gx. Following are the main components of
our algorithm.
Working interval of base-stock level: Our algorithm maintains a confidence interval that contains
an optimal base-stock level with high probability. Initially, this is set as [0, U ], the pre-specified
range received as an input. As the algorithm progresses, this working interval is refined by dis-
carding portions of the interval which have low probability of containing an optimal base-stock
level.
Epoch and round structure: Our algorithm proceeds in epochs k = 1, 2, . . .. Each epoch is
a group of consecutive time steps. A fixed working interval of base-stock levels is maintained
throughout an epoch, denoted as [lk, rk]. Each epoch is further split into groups of consecutive
time steps called rounds. In round i of epoch k, the algorithm first plays the policy pi0, which
is to order 0 in every time step, until the sum of leftover inventory and all outstanding orders
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falls below xl := lk + rk−lk4 . Then, the algorithm plays policies pi
xl , pixc , pixr , denoting base stock
policies corresponding to base-stock levels xl := lk + rk−lk4 , xc := lk +
rk−lk
2




respectively. Each of these three policies is played repeatedly for Ni time steps. Note that on
executing base-stock policies in the given order, the algorithm always starts executing a base-stock
policy pix for x ∈ (xl, xc, xr) at a total inventory position below x. Therefore, it will immediately
(in one step) reach the desired inventory position x. Here,
Ni = log(T )/γ
2
i with γi = 2
−i.
Therefore, the number of sample observations quadruples in each round. At the end of every round,
these observations are used to update a confidence interval estimate for the long-run average cost
as described next. An epoch ends when the confidence intervals at the end of a round meet a certain
condition.






















where H := 216 max(h, p)(L+ 1)U .




N denote the N = Ni realizations of pseudo-costs (C
x
t ) observed on
running base-stock policy pix for each of the three levels x ∈ [xl, xc, xr] in round i. Then, at the
end of round i, the algorithm computes three intervals:
[LB(CaN), UB(C
a
N)] for a ∈ {l, c, r}.
We show that (see Lemma 33 in Appendix C.1) the loss of each of these base-stock policies
gxa ∈ [LB(CaN), UB(CaN)] with probability 1 − 1T 2 . This uses Lemma 14 proven in the previous
section to bound the difference between finite time average and asymptotic average of expected
costs, and Lemma 32 (proven in Appendix C.1) to bound the difference between realized costs and
expected costs. Therefore, each of these intervals is a high confidence intervals for the respective
loss.
56
Algorithm 2 Learning algorithm for the inventory control problem
Inputs: Base-stock range [0, U ], lead time L, time horizon T .
Initialize: l1 := 0, r1 := U .
for epochs k = 1, 2, . . . , do
Set wk := rk − lk, the width of the working interval [lk, rk].
Set xl := lk + wk/4, xc := lk + wk/2, and xr := lk + 3wk/4.
for round i = 1, 2, . . . , do




Play policy pi0 until a time step t with inventory position (invt + ot−1 + · · ·+ ot−L) ≤ xl.
Play policy pixl , pixc , pixr , each for N time steps to observe N realizations of pseudo-costs
(Ct = h(It − yt)− pyt); store as vectors ClN ,CcN ,CrN respectively.
If at any point during the above two steps, the total number of time steps reaches T , exit.
For each a ∈ {l, c, r}, use CaN to calculate the confidence interval [LB(CaN), UB(CaN)] of
length Hγi, as given by (3.17), where H = 216 max(h, p)(L+ 1)U .
if max{LB(ClN), LB(CrN)} ≥ min{UB(ClN), UB(CcN), UB(CrN)}+Hγi then
if LB(ClN) ≥ LB(CrN) then lk+1 := xl and rk+1 = rk.
if LB(ClN) < LB(CrN) then lk+1 := lk and rk+1 = xr
Go to next epoch k + 1.
else




At the end of every round i of an epoch k, the algorithm uses the updated confidence intervals
to check if either the portion [lk, xl] or the portion [xr, rk] of the working interval [lk, rk] can be
eliminated. Given the confidence intervals, the test used for this purpose is exactly the same as in
[38], and uses convexity properties of the loss gx. If the test succeeds, at least 1/4 of the working
interval is eliminated and the epoch k ends.
The algorithm is summarized as Algorithm 2.
3.5 Regret Analysis: Proof of Theorem 2
In this section, we prove the regret bound stated in Theorem 2 for Algorithm 2. Given the
key technical results proven in Section 3.3, the regret analysis follows steps similar to the regret
analysis for stochastic convex bandits in [38]. We use the notation f(x) = gx in this proof to
connect the regret analysis here to the analysis for stochastic convex bandits with convex function
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f . Let x∗ = minx∈[0,U ] gx = minx∈[0,U ] f(x). And, let Ct be the observed cost (i.e., pseudo-cost)
at time t. Then, by Lemma 15,






Also define an event E such that all confidence intervals [LB(CaN), UB(CaN)] calculated in Algo-
rithm 2 satisfy: f(xa) = gxa ∈ [LB(CaN), UB(CaN)] where N = Ni, for every epoch k, round i
and a ∈ {l, c, r}. The analysis in this section will be conditional on event E , and the probability
P (E) of this event will be addressed at the end.
We divide the regret in two parts: first we consider the regret over the set of times steps Ti,k,0
at the beginning of each round i of each epoch k, where policy pi0 is played until the inventory
position depletes to a level below xl. We denote the total contribution of regret from these steps
(across all epochs and rounds) as Regret0(T ). Since the cost incurred at any time step is at most
max(h, p)(U), this part of the regret is bounded by
Regret0(T ) ≤ max(h, p)(U) · E[∑epochk∑round i in epoch k |Tk,i,0|].
To bound expected number of steps in Tk,i,0, observe that ordering zero for L steps will result in
at most U inventory on hand and no orders in the pipeline. By definition ofD, the expected number
of time steps to deplete U units of inventory is upper bounded by DU . Therefore, E[|Tk,i,0|] ≤
L + DU . Since any epoch has at most T time steps, and each successive round within an epoch
has four times the number of time steps as the previous (note that Ni+1 = 4Ni), there are at most
log(T ) rounds per epoch. Also, in Lemma 42 (see Appendix C.3) we show that, under event E ,
the number of epochs is bounded by log4/3(T ). Intuitively, this holds because in every epoch we
eliminate at least (1/4)th of the working interval. Using these observations, the regret from all the
time steps where policy pi0 was executed is bounded by
Regret0(T ) ≤ log4/3(T ) log(T )(L+DU) max(h, p)(U). (3.10)
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Next, we consider the regret over all remaining time steps, denoted as Regret1(T ). Algorithm
2 plays the base-stock policies with level xl, xc, or xr in these steps, where these levels are updated




consecutive time steps where policies pixl , pixc , pixr are played, respectively, in
round i of epoch k. Here, γi = 2−i, and recall that H = 216 max(h, p)(L+ 1)U . Let xt denote
the base-stock level used by the base-stock policy at time t. Note that for t ∈ Tk,i,a, xt = xa. By





∣∣∣∣∣∣ ≤ 108 max(h, p)LxγiNi ≤ H log(T )2γi .
Substituting above, we can derive that under event E ,
Regret1(T ) = E
 ∑




























Now observe that for any round i of epoch k in which the algorithm does not terminate, the
total number of time steps is bounded by T . So for any such k, i, and a ∈ {l, c, r}, we have



































where in the last inequality we used Lemma 42 (see Appendix C.3). Substituting the value of γmin
we get a bound of 6Hlog4/3(T )
√
T log(T ) on the first term in (3.11). Now, consider the second
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term in (3.11). We use the results in [38] regarding the convergence of the convex optimization
algorithm to bound the gap between f(xt) and f(x∗). Intuitively, the proof works by showing
that the working interval, which contains the optimal solution under event E , shrinks by a constant
factor in every epoch, so that xt ∈ {xl, xc, xr} are closer and closer to the optimal level x∗. Then,
the gap |f(xt)− f(x∗)| can be bounded using a Lipschitz property of f proven in Lemma 39 that
shows |f(xt)− f(x∗)| ≤ max(h, p)|xt − x∗|. Specifically, we adapt the proof from [38] to derive
the following bound (see Lemma 43 in Appendix C.3):
∑
k,i,a,t∈Tk,i,a
f(xt)− f(x∗) ≤ 290Hlog4/3(T )
√
T log(T ). (3.13)
Substituting, in (3.11), Regret1(T ) is bounded by:
Regret1(T ) ≤ 6Hlog4/3(T )
√
T log(T )+290Hlog4/3(T )
√




And, combining with the bound on Regret0(T ) from (3.19), we get the following regret bound:










We complete the proof of the theorem statement by noting all the analysis has been conditional on
event E , i.e. the event that gxa ∈ [LB(CaN), UB(CaN)] for every epoch k, round i, N = Ni, and
a ∈ {l, c, r}. By Lemma 14, the condition is satisfied with probability at least 1 − 1
T 2
for each
k, i, a. Since there are no more than T time steps and therefore at most T plays of any policy, by
union bound
P (E) ≥ 1− 1
T
,
and hence the above-derived regret bound holds with probability at least 1− 1
T
.
Finally, to see that a similar regret bound holds for the alternative regret definition in Remark
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3, we compare the two regret definitions:
































Hence the two regret bounds are of the same order.
3.6 Application to Stochastic Queueing
We present an example of a problem in stochastic queueing where long run cost function is
convex. Consider a service station that behaves as a G/GI/m queue when the number of available
servers ism. In aG/GI/m queue, the customer arrival process is an arbitrary stationary stochastic
process (G), but their service times are independent and identically distributed (GI), and indepen-
dent of the arrival process. The arrival rate, defined as asymptotic average number of arrivals per
unit time, is denoted by α, and the mean service time is 1/β. The m servers are identical (homoge-
neous) and operate in parallel with just one waiting line (queue), and the customers are served on a
first-come first serve basis by the next free server. A customer’s “queuing time" or “waiting time"
is the time it has to wait before beginning service. The queue length is the number of customers
waiting to be serviced. Figure 3.2 illustrates the queueing process.
Figure 3.2: G/GI/m queue
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The MDP and the sequential learning problem. We consider the problem of learning to opti-
mize the number of servers in this queuing system when the arrival process and the service time
distribution are unknown to the learning agent.
In this sequential learning and decision making problem, there are T rounds. In each round
t = 1, 2, ..., a learning agent first observes the current state st of the queuing system,
st = (qt,mt, S1, . . . , Smt),
which consists of the number of servers mt currently deployed, the current queue length qt, and
the amount of service time remaining S1, S2, . . . , Smt for each customer currently being serviced.
(Here, Si = 0 if no customer is currently being serviced on a server i.)
Then, the agent sets a new target number of servers xt ∈ [1,M ]. If xt > mt, then xt −mt new
servers are deployed immediately in round t + 1 so that mt+1 = xt. If xt < mt, and let χt denote
the number of servers that will be free in the next round, i.e.,
χt := |{i ∈ {1, . . . ,mt} : Si ≤ 1}|,
then min{mt−xt, χt} servers are undeployed in the round t+ 1. Note that this means that if some
servers are busy, the number of servers may not immediately get reduced to the target xt. However,
the target can be achieved by taking action xi = m for a few rounds i = t, t+ 1, t+ 2, . . . until the
number of servers reduces to the target number.
To summarize the state transition process: on taking an action xt, the new number of servers at
time t+ 1 is given by
mt+1 = mt + (xt −mt)+ −min{(mt − xt)+, χt}
The new queue length qt+1 and the new service times S1, . . . , Smt+1 are determined by the station-
ary stochastic arrival process, the service time distribution, and the first come first serve assignment
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to the free servers among the mt+1 servers.
There is a penalty cw for every round that a customer is waiting in the queue, and a cost of cs
for every round a server is deployed. That is, the cost Ct incurred in round t is given by:
Ct := cwqt + csmt
The goal is to minimize total waiting penalty plus total server cost over T rounds, i.e., total cost∑T
t=1 Ct.
Convexity of long-run average cost. We observe that the infinite horizon average cost function
exhibit convexity properties that we will be able to leverage. First, we define the infinite horizon
cost, given a server deployment level. Let qxt and C
x
t , t = 1, 2, . . . , denote the sequence of queue
lengths and costs incurred when agent chooses to set xt = x at all rounds t (so that Cxt = cwq
x
t +
csx). Define λx to be the expected infinite horizon average cost starting from an empty system with
no servers, no queue, and no in-service customers (s1 = 0), i.e.,











A key insight utilized in our learning algorithm is that for all fixed-server policies, the long-run
average cost λx is convex in x . To show this, we use the following result from [41].
Lemma 16 (Main theorem in [41]). The total expected queuing time of customers in a G/GI/x
queue over any time horizon T is convex in x.
Lemma 17. For any x ∈ [1,M ], the expected infinite horizon average cost (i.e. λx) is convex in x.
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Proof. From the definition of λx and Cxt ,












qxt |s1 = 0] + csx.




t is convex in x for any T , which immediately provides
that λx is convex in x.
Regret. We measure the performance of a learning algorithm by using the notion of regret intro-
duced in Section 1.1. Here, regret compares the total cost incurred by the algorithm to the total cost
incurred by a clairvoyant benchmark policy for hiring servers. As was for the inventory control
problem, comparing to every arbitrary policy is not tractable, and we may be better off compar-
ing to the best in a class of policies Π (recall in the inventory control problem we compared only
against the best base-stock policy). The challenge is to pick a class of policy that is close to the
optimal policy in general, but also one that allows for bias calculations.
3.6.1 Example: Fixed-server policy
In the following section, we provide an example when benchmark policies are restricted to
fixed-server policies, i.e. policies in which the number of servers is fixed throughout the time
horizon. We acknowledge that under a more realistic and dynamic setting, such policies are likely
not optimal (as servers intuitively should be reduced when the queue is short and increased when
the queue is long), however, we believe this example may provide a good starting point for handling
this problem under more dynamic policy classes. We begin by stating a few assumptions about the
system.
Assumption 1. We will assume the following about our queueing system:
1. The overall rate of service with one server is greater than the rate of arrivals, i.e., the
utilization factor of the queue with one server, ρ = α
β
< 1.
2. The system will never exceed a known upper limit Q¯ number of people in the queue.
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3. A close estimate to β − α is known (which can be done via keeping track of arrivals and
departures as the algorithm progresses).
We give our main regret result below.
Theorem 3. Given interarrival and service distributions with rates α, β, respectively, under As-
sumption 1, there exists an algorithm (Algorithm 3) for the queueing problem with regret bounded
as:
Regret(T ) ≤ O(log4/3(T ) log(T )(
M
β
)(cw(Q¯) + csM) +
cwQ¯
2
β − α log4/3(T )
√
T log(T )),
with probability at least 1 − 1
T
. Here, M¯ is the maximum allowable servers, Q¯ is the maximum
queue length, and cw, cs are constants as defined before.
Our analysis closely follows the framework of that of the inventory problem. There, the key
technical results required were a bound on the bias of the MRP when server level is fixed at x,
and the corresponding concentration result. Due to similarity in analysis, we will provide a quick
statement and proof of these key lemmas.
Lemma 18. For any level x, let s, s′, be states with q, q′ customers in the queue, respectively, and
the service time remaining on all corresponding current jobs is the same. Then,
|vx(s)− vx(s′)| ≤ cwQ¯
2
β − α.
Proof. If we couple the arrivals and service times of two systems, one starting at state s and the
other at state s′, note that when the queueing system with more customers empties, so too will the
other system, and both will be at the same, empty state. The rate the queues deplete is β − α, and
hence the expected time for q customers to deplete is q
β−α . Therefore, since the difference in bias
incurred during this time is the difference in cost, we have that
|vx(s)− vx(s′)| ≤ Q¯cw|q − q
′|
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(vx(s1)− Es′∼Px(sN )[vx(s′)])| ≤
cwQ¯
2







Note that E[∆t+1|st] = 0 and hence ∆t’s form a martingale difference sequence. By Lemma 18,
|∆i| ≤ cwQ¯
2


































Now we present an algorithm for learning to optimize number of servers in a G/GI/m queue
when the customer arrival process and the service time distribution are unknown a priori and As-
sumption 1 holds. The algorithm uses the past observations of customer arrivals and service times
to learn the underlying stochastic process and dynamically decides the number of servers to be
deployed in the next round based on the current state of the queue. The goal is to minimize re-
gret in the total expected cost compared to the asymptotic cost of the best fixed-server policy in a
pre-specified range [1,M ].
Challenges and main ideas. Our algorithm builds upon the techniques presented earlier in the
chapter for learning MDPs with convex cost functions for the inventory problem. It utilizes the
observation that the asymptotic average cost for any fixed-server policy is convex in the number of
servers. Based on this observation, we treat the problem as a close approximation of the stochastic
convex bandit problem (as explained next) and again use a variation of the algorithm presented in
[38] for 1-dimensional stochastic convex bandits.
Recall in the stochastic convex bandit problem, in every round the decision maker chooses a
decision xt and observes a noisy realization of f(xt), where f is some fixed but unknown convex
function, and the noise is i.i.d. across rounds. The goal of an online algorithm is to use past
observations to make decisions xt, t = 1, . . . , T in order to minimize the regret against the best
single decision in a setX , i.e., minimize regret
∑T
t=1(f(xt)−f(x∗)) where x∗ = arg minx∈X f(x).
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In our queuing problem, we are essentially trying to choose number of servers x in order to
minimize λx, the asymptotic average cost for the fixed-server policy with x servers. In Lemma
17, it was shown that λx is convex in x. Therefore, one may want to treat the queuing problem
as a stochastic convex bandit problem with f(x) as λx. However, a main challenge is that the
instantaneous cost observed on taking an action xt in the queuing problem depends on the current
state of the queue and the servers, and therefore it is not a ‘noisy’ realization of f(xt) = λxt . More
precisely, the noise Ct − λxt at time t is not i.i.d. across rounds, or even oblivious to the past
and current decisions1. Despite this, we still treat the observed cost Ct as a noisy realization of
f(xt) = λ
xt and employ almost the same algorithm as in [38] for 1-d stochastic convex bandits.
The discrepancy due to state-dependent bias in the noise Ct − λxt is handled by using proving
some novel concentration results for the average cost vs. asymptotic cost of queuing MDPs, which
require new bounds on the bias of the queuing MDP.
Algorithm description. Our algorithm is a successive elimination type algorithm, and follows a
similar structure as the algorithm in [38] for 1-dimensional stochastic convex bandits, and also the
algorithm for the inventory problem presented earlier.
The steps are described in detail as Algorithm 3. The algorithm proceeds in epochs. In each
epoch k, it works with a working interval [lk, rk] for number of servers. This interval is initially set
as the entire range [1,M ] and is refined over subsequent epochs. Let wk = rk − lk. In epoch k, the
algorithm uses three fixed-server policies, pix corresponding to three points xl = lk + wk/4, xm =
lk + wk/2, xr = lk + 3wk/4 in the working interval. Within an epoch, the algorithm round-robins
between these three policies over multiple rounds.
In the beginning of each round i of epoch k, the algorithm first plays pixl long enough to deplete
the number of servers deployed to xl (recall that if some servers were busy in the beginning of the
epoch, the required number of servers may not be undeployed immediately). Then, in each round
i = 1, 2, . . ., the algorithms plays policies pix, x ∈ {xl, xc, xr}, respectively, each for N time steps
1The latter means that even adversarial convex bandit algorithms and bounds are not directly applicable, which
typically assume arbitrary non i.i.d. but oblivious noise.
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where Ni = log(T )/γ2i , γi = 2
i. In the end of each round, using the set of Ni observed costs
and queue lengths for each policy, a lower and upper confidence bound is computed for each λx as
follows.
Given vectors CN = (C1, . . . , CN),qN = (q1, . . . , qN) ofN observed costs and queue lengths,
define























where H = 16cwQ¯
2
β−α . Note that this step requires the algorithm knowing the value of β−α. We will
make the assumption a close estimate is known, which can be done via keeping track of arrivals
and departures as the algorithm progresses.





N) for x ∈ {xl, xc, xr}, and N = Ni. Later in the regret analysis, we show that each of
these form lower and upper confidence bounds on the respective λx. Then, the algorithm checks if
the working interval can be updated using these bounds. The specific conditions to be checked are
given in Algorithm 3 and are borrowed almost verbatim from the corresponding algorithm in [38]
for stochastic convex bandits. If the interval can be updated, the current epoch terminates and the
algorithm moves to the next epoch.
The algorithm in Algorithm 3 can be terminated at any time step T , and does not need to know
the horizon T in advance.
3.6.3 Regret analysis (proof sketch)
The regret analysis bears very steps similar to the regret analysis for the inventory problem
presented earlier in the chapter, which derives some of its analysis from stochastic convex bandits
in [38]. As such, we will only give a sketch of the proof. Again, we condition on all sampled cost
69
Algorithm 3 Our algorithm
Inputs: M, δ.
Initialize: l1 := 1, r1 := M .
for epochs k = 1, 2, . . . , do
Set wk := rk − lk, xl := blk + wk/4c, xc := dlk + wk/2e, and xr := dlk + 3wk/4e.
for round i = 1, 2, . . . , do




Play policy pixl until the number of servers falls to xl := lk + rk−lk4 .
For each x ∈ {xl, xc, xr}, play policy pix for N time steps. Store the observed realizations
of costs as CxN .
For each x ∈ {xl, xc, xr}, calculate a confidence interval
[LBx, UBx] := [LB(CxN , δ), UB(C
x
N , δ)]
as given by (3.17).
Set ∆ = Hγi where H = 16cwQ¯
2
β−α .
if max{LBxl , LBxr} ≥ min{UBxl , UBxc , UBxr}+ ∆ then
if LBxl ≥ LBxr then lk+1 := xl and rk+1 = rk.
if LBxl < LBxr then lk+1 := lk and rk+1 = xr
Go to next epoch k + 1.
else




functions being contained in the confidence bounds defined by the algorithm - this holds (by the
concentration lemma) with probability 1 − 1
T 2
, and hence by union bound the final regret bound
given below holds with probability 1− 1
T
.
We use the notation f(x) = gx in this proof to connect the regret analysis here to the analysis
for stochastic convex bandits with convex function f . Let x∗ = minx∈[1,M ] g
x = minx∈[1,M ] f(x)
and Ct be the cost observed at time t. Additionally, define Q¯ to be the maximum achievable queue
size and H = 16cwQ¯
2
β−α . We have that






We divide the regret in two parts: first we consider the regret over the set of times steps Ti,k,0 at the
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beginning of each epoch k and round i where policy pil is played until the number of busy servers
falls below xl. We denote the total contribution of regret from these steps (across all epochs and
rounds) as Regret0(T ). Since the cost incurred at any time step is at most cwQ¯+ csM , this part of
the regret is bounded by




round i in epoch k |Tk,i,0|].
To bound expected number of steps in Tk,i,0, observe that once at mostM servers finish serving
their customer, the number of busy servers will necessarily drop below xl. So we can bound this
by the expected total time of M servers, which is at most M
β
. Therefore, E[|Tk,i,0|] ≤ Mβ . By an
analogous argument to the inventory regret analysis, the regret from all the time steps where policy
pi0 was executed is bounded by




Next, we consider the regret over all remaining time steps, denoted as Regret1(T ). We use the
identical argument we used to bound this regret in the inventory problem:
Regret1(T ) ≤ O(Hlog4/3(T )
√
T log(T ))
Combining, we get the following regret bound:
Regret(T ) ≤ O(log4/3(T ) log(T )(
M
β
)(cw(Q¯) + csM) +
cwQ¯
2
β − α log4/3(T )
√
T log(T )).
3.7 Comparison to related work
Inventory management. Some earlier works on exploration-exploitation algorithms for the in-
ventory control problem [44, 45] provide O˜(
√
T ) regret bounds, but under zero lead time [44]
and/or perishable inventory [45] assumptions. The inventory control problem considered here is
exactly the same as that considered in the recent work by [39], and the earlier work by [40]. There-
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fore, we provide a precise comparison to the results obtained in those works. Our result matches
the O(
√
T ) dependence on T in [39], improving on the O(T
2
3 ) dependence originally given in
[40]. Further, it can be shown (see [39], Proposition 1) that for T > 5, the expected regret for any
learning algorithm in this setting is lower bounded by Ω(
√
T ), and thus our bound is optimal in T
(within logarithmic factors). More importantly, our regret bound scales linearly in L as opposed
to the exponential dependence on L in [39]. Specifically, the regret bound achieved by [39] is





T ). Besides having an exponential dependence on L, it depends
on a constant c given by the product of some positive probabilities for demand to take values in
certain ranges, which requires several further assumptions on the distribution F (see Assumption
1 of [39]).
Among other related work, [46], [47], and [48] provide O˜(
√
T ) regret bounds for variations of
the inventory control problem under adversarial demand. However, these works make significant
simplifying assumptions such as zero lead time and perishing inventory. Under such assumptions
there is no state dependence across periods and the problem becomes closer to an online learning
problem, rather than a reinforcement learning problem. Finally, as discussed earlier, the existing
work on finite time regret bounds for reinforcement learning algorithms for general finite state
MDPs such as [13], [14], and [11] would imply a regret bound exponential in the lead time, due to
the exponential size of the state space.
Stochastic queueing. Exploration-exploitation algorithms for queues have previously been stud-
ied in [49, 50, 51, 52], where multi-armed bandit techniques are applied to scheduling problems.
To the best of our knowledge, [52] is the most relevant body of work where the goal is regret
minimization under unknown queueing parameters. They consider a queueing system consisting
of servers with different, unknown service rates, with the goal of determining the best server out
of a group of servers, while our focus is on learning what the best service rate is for the queueing
system as a whole. Additionally, in their model, service times are not generated upon start of ser-
vice, but rather at each time step there is a probability of service completion (this model resembles
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a M/MI/m queue with integer service and interarrival times). The implication of this model is
that it does not need to consider the current status of jobs, as a result, their “state” only needs to
keep track of the queue length. We would like to focus on the more general G/GI/m queueing
model.
3.8 Conclusions
We presented an exploration-exploitation algorithm to minimize regret in the periodic inven-
tory control problem under censored demand, lost sales, and positive lead time, when compared to
the best base-stock policy. By using convexity properties of the long run average cost function and
a newly proven bound on the bias of base-stock policies, we extended a stochastic convex bandit
algorithm to obtain a simple algorithm that substantially improves upon the existing solutions for
this problem. In particular, the regret bound for our algorithm maintains an optimal dependence on
T , while also achieving a linear dependence on lead time. The algorithm design and analysis tech-
niques developed here may be useful for obtaining efficient solutions for other classes of learning
problems where the MDPs involved may be large, but the long-run average cost under benchmark
policies is known to be convex, such as the example of stochastic queueing.
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Chapter 4: Open Problems
In this chapter we outline some of the open problems and areas of future work related to the
problems studied in this dissertation.
4.1 Thompson Sampling for Communicating MDPs
We presented an algorithm inspired by posterior sampling that achieves near-optimal worst-
case regret bounds of O˜(DS
√
AT ) for the reinforcement learning problem with communicating
MDPs in a non-episodic, undiscounted average reward setting. While our work surmounts some
important technical difficulties in obtaining worst-case regret bounds for posterior sampling based
algorithms for communicating MDPs, the provided bound matches the previous best (published)
bound in S and A. A very recent (unpublished) result gave even stronger bounds, matching the
optmal lower bound of O˜(
√
DSAT ) [15].
For our particular algorithm, another important direction of future work include reducing the
number of posterior samples required in every epoch from O˜(S) to constant or logarithmic in S.
This would also improve the size of the constants elsewhere in our regret analysis. We believe
this can potentially be achieved by either improving the technical analysis to not require as many
samples, or by slight modifications in the algorithm design.
4.2 MDPs with convex cost functions
We presented an exploration-exploitation algorithm to minimize regret in the periodic inventory
control problem under censored demand, lost sales, and positive lead time, when compared to the
best base-stock policy. By using convexity properties of the long run average cost function and
a newly proven bound on the bias of base-stock policies, we extended a stochastic convex bandit
74
algorithm to obtain a simple algorithm that substantially improves upon the existing solutions for
this problem. In particular, the regret bound for our algorithm maintains an optimal dependence
on T , while also achieving a linear dependence on lead time. We believe that our bound given is
the best an algorithm can do under these circumstances, however, there does not exist any rigorous
justification on the lower regret bound for terms besides T . A complete proof on lower bound is
an area of future work.
Another open problem to consider is when lead time is not deterministically L, but rather
stochastic, e.g., if lead time follows some known distribution. While non-constant lead time is very
difficult in general, it has a great deal of practical applications and would be a great advancement in
inventory management. Our algorithm and analysis cannot be directly extended to such a case, but
perhaps some modifications to the algorithm would allow us to handle some instances of stochastic
lead time, such as if lead time is bounded by some known constant L. Finally, one may consider
other algorithm techniques to solve this problem, such as online gradient descent type algorithms.
In our work, we believe a stochastic bandit type algorithm was better due to not changing the policy
often, however, further research can study whether other algorithms can be used to possibly tackle
some of these extensions.
We also presented an example in stochastic queueing where an exploration-exploitation regret
minimization algorithm can be used. We presented a simple case where benchmark policies are
restricted to fixed-server policies where the number of servers is fixed throughout the time horizon.
Extending learning algorithms to more dynamic benchmark policies that can change depending on
the queue length is a very obvious problem extension. We believe that our algorithmic framework
of leveraging the convexity properties of the problem setting can be useful in designing such an
algorithm with favorable regret bounds.
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Appendix A: Useful Concentration Inequalities
In this section we list some known results (or easy corollaries of known results) that are utilized
in our proofs.
A.1 Some useful facts and known inequalities
Fact 1 (Bernstein’s Inequality, from [53] Lem 11/Cor 12). Let Z1, Z2, ..., Zτ be a bounded mar-












|Mτ | ≤ (1 + c)
√

















Corollary 1 (to Bernstein’s Inequality above). Let Zi for i = 1, · · · , τ , Mτ , and Vτ as above. For
τ ≥ 96 and δ ∈ (0, 1), with probability greater than 1− δ,










Proof. Applying Bernstein’s Inequality above with c = 1 + 4
τ
, with probability greater than 1− δ,
|Mτ | ≤ (1 + c)
√





≤ (1 + c)
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Fact 2 (Multiplicative Chernoff Bound, [54] Lemma 4.9). Consider n i.i.d. random variables
X1, · · · , Xn on [0, 1]. Let µ be their mean and let X be their average. Then for any α > 0 the
following holds:
P (|X − µ| < r(α,X) < 3r(α, µ)) > 1− eΩ(α),







More explicitly, we have that with probability 1− ρ,








Fact 3 (Cantelli’s Inequality). Let X be a real-valued random variable with expectation µ and
variance σ2. Then P (X − µ ≥ λ) ≤ σ2
σ2+λ2
for λ > 0 and P (X − µ ≥ λ) ≥ 1− σ2
σ2+λ2
for λ < 0.
Fact 4 (Berry-Esseen Theorem). LetX1, X2, ..., Xn be independent random variables withE[Xi] =
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0, E[X2i ] = σ2i > 0, and E[|Xi|3] = ρi <∞. Let
Sn =
X1 +X2 + ...+Xn√
σ21 + ...+ σ
2
n
and denote Fn the cumulative distribution function of Sn and Φ the cumulative distribution function
of the standard normal distribution. Then for all n, there exists an absolute constant C1 such that
supx∈R|Fn(x)− Φ(x)| ≤ C1ψ1







. The best upper bound on C1 known is C1 ≤ 0.56 (see [55]).
Fact 5 ([56] 26.5.21). Consider the regularized incomplete Beta function Iz(a, b) (cdf) for the
Beta random variable with parameters (a, b). For any z such that (a + b − 1)(1 − z) ≥ 0.8,
Iz(a, b) = Φ(y) + , with || < 0.005 if a+ b > 6. Here Φ is the standard normal CDF with
y =









where w1 = (bz)1/3 and w2 = [a(1− z)]1/3.
Definition 10. For any X and Y real-valued random variables, X is stochastically optimistic for
Y if for any u : R→ R convex and increasing E[u(X)] ≥ E[u(Y )].
Lemma 20 (Gaussian vs Dirichlet optimism, from [57] Lemma 1). Let Y = P TV for V ∈ [0, 1]S
fixed and P ∼ Dirichlet(α) with α ∈ RS+ and
∑S
i=1 αi ≥ 2. Let X ∼ N(µ, σ2) with µ =∑S
i=1 αiVi∑S
i=1 αi
, σ2 = (
∑S
i=1 αi)
−1, then X is stochastically optimistic for Y .
Lemma 21 (Gaussian vs Beta optimism, [57] Lemma 6). Let Y˜ ∼ Beta(α, β) for any α, β > 0




). Then X is stochastically optimistic for Y˜ whenever α + β ≥ 2.
Lemma 22 (Dirichlet vs Beta optimism, [57] Lemma 5). Let y = pTv for some random variable
p ∼ Dirichlet(α) and constants v ∈ Rd and α ∈ N d. Without loss of generality, assume
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v1 ≤ v2 ≤ · · · ≤ vd. Let α˜ =
∑d
i=1 αi(vi−v1)/(vd−v1) and β˜ =
∑d
i=1 αi(vd−vi)/(vd−v1). Then,
there exists a random variable p˜ ∼ Beta(α˜, β˜) such that, for y˜ = p˜vd + (1− p˜)v1, E[y˜|y] = E[y].
Lemma 23. If E[X] = E[Y ] and X is stochastically optimistic for Y , then −X is stochastically
optimistic for −Y .
Proof. By Lemma 3.3 in [57],X stochastically optimistic for Y is equivalent to havingX =D Y +
A+W with A ≥ 0 and E[W |Y +A] = 0 for all values y+a. Taking expectation of both sides, we
get that E[X] = E[Y ]+E[A]+E[W ] and since E[X] = E[Y ] = 0 and E[W ] = E[E[W |Y +A]] = 0
we get that E[A] = 0. Since A ≥ 0, A = 0. Also note that E[W |Y = y] = 0 for all y.
Now we can show that −X is stochastically optimistic for −Y as follows: From above,
−X =D −(Y+A+W ) = −Y+(−W ). Then for all y′, E[−W |−Y = y′] = −E[W |Y = −y′] = 0
by definition of W . Therefore, −X is stochastically optimistic for −Y .
Corollary 2. Let Y be any distribution with mean µ such that X ∼ N(µ, σ2) is stochastically
optimistic for Y . Then with probability 1− ρ,
|Y − µ| ≤
√
2σ2 log(2/ρ).
Proof. For any s > 0, and t, and applying Markov’s inequality,




By Definition 10, taking u(a) = esa, which is a convex and increasing function, E[esY ] ≤ E[esX ],
and hence













Since the above holds for all s > 0, using s = t
σ2
, P (Y − µ > t) ≤ e− t
2
2σ2 .
Similarly, for the lower tail bound, we have for any s > 0,





By Lemma 23, −X is stochastically optimistic for −Y , so E[es(−Y )] ≤ E[es(−X)], and hence













Again letting s = t
σ2
, P (Y − µ < −t) ≤ e− t
2
2σ2 .
Then, for t =
√
2σ2 log(2/ρ), we have that
P (|Y − µ| ≤
√
2σ2 log(2/ρ)) ≥ 1− ρ.












Appendix B: Thompson sampling for communicating MDPs
In the following sections, we provide the missing details required to prove optimism in Section
2.5.2.
B.1 Missing proofs from Section 2.4
B.1.1 Anti-concentration of Dirichlet distribution: Proof of Proposition 1.
We prove the following general result on anti-concentration of Dirichlet distributions, which
will be used to prove optimism.
Proposition 1. Fix any vector h ∈ RS such that |hi − hi′| ≤ D for any i, i′. Consider a random
vector p˜ generated from Dirichlet distribution with parameters (mp¯1, . . . ,mp¯S), where mp¯i ≥ 6.
Then, for any ρ ∈ (0, 1), with probability at least C
S
− 2Sρ,











, c¯i = (hi− H¯i+1), H¯i+1 = 1∑S
j=i+1 p¯j
∑S
j=i+1 hj p¯j , for any fixed ordering
on states i = 1, . . . , S. Also, constant C = η
k(δ)
2









Φ being the cdf of the standard normal distribution.
We use an equivalent representation of a Dirichlet vector in terms of independent Beta random
variables.
Fact 6. Fix an ordering of indices 1, . . . , S, and define y˜i := p˜ip˜i+···+p˜S , y¯i :=
p¯i
p¯i+···+p¯S . Then, for
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(y˜i − y¯i)(hi − H˜i+1)(p¯i + · · ·+ p¯S) =
∑
i
(y˜i − y¯i)(hi − H¯i+1)(p˜i + · · ·+ p˜S)
where H˜i+1 = 1∑S
j=i+1 p˜j
∑S




j=i+1 hj p¯j .




(y˜i − y¯i)(hi − H˜i+1)(p¯i + · · ·+ p¯S). (B.1)
The second equality follows analogously from the same proof steps. After substituting H˜i+1 in the
right hand side of the above, note that the coefficient of hk for any k is given by:
p˜k(
p¯k + · · ·+ p¯S
p˜k + · · ·+ p˜S )− p¯k −
k−1∑
i=1
(y˜i − y¯i)( p˜k
p˜i+1 + · · ·+ p˜S )(p¯i + · · ·+ p¯S).
Therefore, to prove (B.1) holds it suffices to show that for k = 1, 2, . . . , S,
k−1∑
i=1
(y¯i − y˜i)(p¯i + . . .+ p¯S)
p˜i+1 + . . .+ p˜S
= 1− p¯k + . . .+ p¯S
p˜k + · · ·+ p˜S . (B.2)
We prove (B.2) by induction on k, since p˜, p¯ are probability vectors and hence sum to 1. The case
k = 1 clearly holds. For k = 2, we have that the left hand side of (B.2) becomes
p¯1 − p˜1




1− p˜1 − (1− p¯1)
1− p˜1 = 1−
p¯2 + . . .+ p¯S
p˜2 + . . . p˜S
.





(y¯i − y˜i)(p¯i + . . .+ p¯S)




(y¯i − y˜i)(p¯i + . . .+ p¯S)
p˜i+1 + . . .+ p˜S
+
(y¯k − y˜k)(p¯k + . . .+ p¯S)
p˜k+1 + . . .+ p˜S
= 1− p¯k + . . .+ p¯S
p˜k + . . .+ p˜S
+
(y¯k − y˜k)(p¯k + . . .+ p¯S)
p˜k+1 + . . .+ p˜S
= 1− p¯k + . . .+ p¯S




p¯k + . . .+ p¯S
− p˜k
p˜k + . . .+ p˜S
)
p¯k + . . .+ p¯S
p˜k+1 + . . .+ p˜S
= 1− p¯k + . . .+ p¯S
p˜k + . . . p˜S
+
p¯k
p˜k+1 + . . .+ p˜S
− p˜k(p¯k + . . .+ p¯S)
(p˜k + . . .+ p˜S)(p˜k+1 + . . .+ p˜S)
= 1 +
(
p¯k(p˜k + . . .+ p˜S)− (p¯k + . . . p¯S)(p˜k+1 + . . .+ p˜S)− p˜k(p¯k + . . .+ p¯S)




p¯k(p˜k + . . .+ p˜S)− (p¯k + . . . p¯S)(p˜k + . . .+ p˜S)
(p˜k + . . .+ p˜S)(p˜k+1 + . . .+ p˜S)
)
= 1− p¯k+1 + . . .+ p¯S
p˜k+1 + . . .+ p˜S
as desired.
The below follows from a known property of Dirichlet distributions (see section 1.4 of [58]).
Fact 7. For i = 1, . . . , S, y˜i := p˜ip˜i+···+p˜S are independent Beta random variables distributed as
Beta(mp¯i,m(p¯i+1 + · · ·+ p¯S)), with mean
E[y˜i] =
mp¯i
m(p¯i + · · ·+ p¯S) = y¯i,
and variance
σ¯2i := E[(y˜i − y¯i)2] =
p¯i(p¯i+1 + · · ·+ p¯S)
(p¯i + · · ·+ p¯S)2(m(p¯i + · · ·+ p¯S) + 1) .
We derive the following basic anti-concentration inequality for Beta random variables.
Lemma 25 (Anti-concentration for Beta random variables). Let Fa,b denote the cdf of a Beta ran-










with C ≤ 0.5. Then,
1− F(a,b)(z) ≥ 1− Φ(1)− 0.005 ≥ 0.15.




+ C. Then, z = a+x
a+b
,w1 = (b(a + x)/(a + b))1/3 and w2 = [a(b −

































(b − C√b − C
12
) ≥ 0.8. Hence we can apply Fact 5 relating Beta with Normal. We bound the
numerator and denominator in the expression of y, to show that the relation Iz(a, b) ≤ Φ(y) + 
holds for some y ≤ 1.
















































































































































































In above, we used that C ≤ 1
2






























































































































≤ 1, so that Iz(a, b) ≤ φ(1)+ for  ≤ 0.005. The lemma
statement follows by observing that 1−F(a,b)(z) = 1−Iz(a, b) ≥ 1−φ(1)− ≥ 1−0.845−0.005 ≥
0.15.
Lemma 26 (Corollary of Lemma 25). Let y˜i, y¯i, σ¯i be defined as in Fact 7. If mp¯i,m(p¯i+1 + · · ·+
p¯S) ≥ 6, then, for any positive constant C ≤ 12 ,
P (|y˜i − y¯i| ≥ Cσ¯i + C
m(p¯i + · · ·+ p¯S)) ≥ 0.15 =: η.
Proof. By Fact 7, y˜i is a Beta random variable with parameters (mp¯i,m(p¯i+1 + · · · + p¯S)) and
mean y¯i. Then, by Lemma 25 with a = mp¯i, b = m(p¯i+1 + · · ·+ p¯S), we have that, for any C ≤ 12 ,
P (y˜i ≥ y¯i + Cσ¯i + C
m(p¯i + ...+ p¯S)
) ≥ 0.15. (B.3)
Now, by symmetry of the Beta distribution, 1 − y˜i is a Beta random variable with parameters
(m(p¯i+1 + · · ·+ p¯S),mp¯i) and mean 1− y¯i. Again by Lemma 25 with a = m(p¯i+1 + · · ·+ p¯S), b =
90
mp¯i, we have that, for any C ≤ 12 ,
P ((1− y˜i) ≥ (1− y¯i) + Cσ¯i + C
m(p¯i + ...+ p¯S)
) ≥ 0.15. (B.4)
The result follows from (B.3) and (B.4).
Lemma 27 (Application of Berry-Esseen theorem). Let G ⊆ {1, . . . , S} be a set of indices, zi ∈















σ¯i being the standard deviation of y˜i (refer to Fact 7). Let Φ be the cumulative distribution function
of standard normal distribution. Then, for all  > 0:
sup
x
|F (x)− Φ(x)| ≤ 
as long as √
|G| ≥ 2.8R





Proof. Yi = (y˜i − y¯i)zi. Then, Yi, i ∈ G are independent variables, with E[Yi] = 0,





ρi := E[|Yi|3] ≤ E[|Yi|4]3/4
= E[|y˜i − y¯i|4]3/4z3i
= κ
3/4
i E[|y˜i − y¯i|2]3/2z3i
≤ κiσ¯3i z3i
where the first inequality is by using Jensen’s inequality and κi =
E[(y˜i−y¯i)4]
E[(y˜i−y¯i)2]2 ≥ 1 is the kurtosis of
y˜i. It is known that the kurtosis of a Beta(νµ, ν(1− µ)) random variable is




(1− 2µ)2(1 + ν)
µ(1− µ)(2 + ν) − 1
)
≤ 3 + 6
νµ(1− µ) .
For y˜i ∼ Beta(mp¯i,m(p¯i+1 + ...+ p¯S)), ν = m(p¯i + ...+ p¯S) and µ = y¯i. Note that one of µ and
1− µ is at least 1
2
, so that
κi ≤ 3 + 12
min(mp¯i,m(p¯i+1 + ...+ p¯S))
≤ 5
since mp¯i ≥ 6 for all i.














|F (x)− Φ(x)| ≤ 0.56ψ1 ≤ 2.8√|G|maxi∈G ziσ¯imini∈G ziσ¯i .
The lemma statement follows if
√|G| ≥ 2.8R

where R := maxi,j∈G ziσ¯izj σ¯j .




















, k(δ) = 2.8
2
δ4
, with Φ being the cdf of the standard normal distribu-
tion.
Proof. We consider two cases: if S < k(δ) and if S ≥ k(δ). For the first case, when S < k(δ), we











where η = 0.15.
If it is the case that S ≥ k(δ), we consider the group of indices with the k(δ) largest values
of |ziσ¯i|, call it group G(1), and then divide the remaining indices into groups of G as follows.
Note that G − G(1) is the set of all ungrouped indices. Let index k = arg maxi∈G−G(1) |ziσ¯i|.
Then the new group G(2) consists of index k along with all other indices j ∈ G − G(1) where
|zkσ¯k|/|zjσ¯j| ≤ 1δ . To form successive groups, we repeat this procedure on the remaining un-
grouped indices, creating new groups when necessary, until all are grouped. By construction, we
have that |ziσ¯i|/|zjσ¯j| ≤ 1δ for all i, j in any given group G. In addition, we can define an order-
ing ≺ on groups by ordering them by maximum value of |ziσ¯i| in the group, that is, G  G′ if
maxi∈G z2i σ¯
2
i ≥ maxj∈G′ z2j σ¯2j . Then, for G  G′, we also have maxi∈G z2i σ¯2i ≥ 1δ2 maxj∈G′ z2j σ¯2j .
Recall from Lemma 27, for every group G ∈ G of size √|G| > 2.8
δ
, we have that the cdf of
XG
σG
is within  of the normal distribution cdf. By definition of δ, it follows that Pr(XG/σG ≥ 12) ≥
2δ − . Using this result for  = δ, we get that for every group of size at least k(δ), we have, for




Now, consider the top log1/δ(S) groups (with respect to the ordering ≺), including G(1). First
consider the top groups of cardinality at least k(δ) - call these “top big groups”. For every top big
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group of (including G(1)), we have from above that
∑
i∈top big groups







with probability at least δlog1/δ(S) = 1
S
. Next, consider the remaining top groups where the cardi-
nality is less than k(δ), we refer to these as “top small groups”. For the first (i.e., lowest index) top










 ≥ ηk(δ) (B.6)












Let G(j) denote the jth group according to ordering . Also, let |z(1)σ¯(1)| = mini∈G(1) |ziσ¯i|.
Then, since for any G,G′, G  G′, we have that maxi∈G z2i σ¯2i ≥ 1δ2 maxj∈G′ z2j σ¯2j , for every






























as it is a geometric series with multiplier δ2.
For the remaining “bottom groups” (i.e. those not among the top log1/δ(S) groups), each
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i∈top small groups−G(`), bottom groups
(y˜i−y¯i)zi ≥ −
√ ∑



































































where we used (B.8) in the third inequality above.
We are now ready to prove Proposition 1.
Proof of Proposition 1. Since p˜ and p¯ are probability vectors (sum to 1), it is sufficient to con-




(y˜i − y¯i)(hi − H˜i+1)(p¯i + · · ·+ p¯S).
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We note that H˜i is the scalar product of (S−i+1)-dimensional Dirichlet random vector (y˜i, . . . , y˜S)
with the fixed vector (hi, ..., hS), and H¯i is the expected value of that product. Therefore, we can
derive deviation bounds for this product using a similar argument as used in the proof of Case 1 of
Lemma 4 in Section 2.5.3.
For any i, LetX be distributed as Gaussian with mean µ = H¯i/D and variance σ2 = 1m(p¯i+...+p¯S) .
Now, by Gaussian-Dirichlet stochastic optimism (Lemma 20), X so 1DH˜i. Then by Gaussian
concentration and Corollary 2, for any ρ ∈ (0, 1),
|H˜i − H¯i| ≤ D
√
2 log(2/ρ)
m(p¯i + . . .+ p¯S)
(B.10)
with probability 1− ρ.
Similarly, noting that y˜i is a Beta random variable, using Gaussian-Beta stochastic optimism
(Lemma 21), if X is distributed as Gaussian with mean µ = y¯i and variance σ2 = 1m(p¯i+...+p¯S) ,
then X so y˜i. Then by Corollary 2, with probability 1− ρ,
|y˜i − y¯i| ≤
√
2 log (2/ρ)
m(p¯i + ...+ p¯S)
. (B.11)


















m(p¯i + ...+ p¯S)




Then, applying Lemma 28 (given mp¯i ≥ 6) for zi = (hi− H¯i+1)(p¯i + · · ·+ p¯S), i = 1, . . . , S, with
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i = (hi − H¯i+1)2(p¯i + · · ·+ p¯S)2σ¯2i =
c¯2i p¯i(p¯i + . . . , p¯S)
m(p¯i + . . .+ p¯S) + 1
,














p¯i(p¯i+1 + . . .+ p¯S)
(p¯i + . . .+ p¯S)
.
B.1.2 Concentration of empirical probability vectors: Proof of Proposition 2
Proposition 2. Fix any vector h ∈ RS such that |hi − hi′| ≤ D for any i, i′. Fix any epoch k,
state s, action a. As defined in the notations section, denote n = N τks,a, ni = N
τk




, for i = 1, . . . , S. Then, if τk − 1 ≥ 96, for any ρ ∈ (0, 1), with probability 1− ρ,













(pi+···+pS) , ci = hi − Hi+1, Hi+1 = 1∑Sj=i+1 pj
∑S
j=i+1 hjpj , for any fixed ordering
on states i = 1, . . . , S.
Proof. For every t, i, define
Zt,i =
(
ci1(st = i)− ci pi
pi + · · ·+ pS · 1(st ∈ {i, . . . , S})
)

















pi + · · ·+ pS ·(pˆi+. . .+pˆS) =
S−1∑
i=1
(yˆi−yi)(pˆi+. . .+pˆS)ci = (pˆ−p)Th
where we used Fact 6 for the last equality. Now, E[Zt|st−1, at−1] =
∑
iE[Zt,i|st−1, at−1] = 0.
Also, we observe that for any t, Zt,i and Zt,j for any i 6= j are independent given the current state
and action: (assume j > i w.l.o.g.)
E[Zt,iZt,j|st−1, at−1] = cicjE[1(st = i)1(st = j)− 1(st = j) pi
pi + · · ·+ pS · 1(st ∈ {i, . . . , S})
−1(st = i) pj
pj + · · ·+ pS · 1(st ∈ {j, . . . , S})
+
pjpi
(pj + · · ·+ pS)(pi + · · ·+ pS) · 1(st ∈ {j, . . . , S})]
= cicjE[−1(st = j) pi
pi + · · ·+ pS
+
pjpi
(pj + · · ·+ pS)(pi + · · ·+ pS) · 1(st ∈ {j, . . . , S})]
= cicjE[− pjpi
pi + · · ·+ pS +
pjpi


















Z2t,i|st−1 = s, at−1 = a] =
τ∑
t=1










1(st−1 = s, at−1 = a)
pi(pi+1 + · · ·+ pS)
pi + · · ·+ pS
= n
pi(pi+1 + · · ·+ pS)
pi + · · ·+ pS = nγi.
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Then, applying Bernstein’s inequality (refer to Corollary 1) to bound |∑τt=1 Zt|, we get the desired




B.1.3 A modified anti-concentration bound: Proof of Proposition 3
We use the notation described in Section 2.5.1. Given an epoch k, state s, action a, and sample





, where ω = 720 log(T/ρ) and κ = 120 log(T/ρ),
as defined in the algorithm. Then, we denote pi = Ps,a(i), pˆi := nin , p¯i =
ni+ω
n+ωS
, and p˜i = Qj,ks,a(i),
for i ∈ S.
Also, as defined earlier in Proposition 1 and Proposition 2, we denote
γ¯i :=
p¯i(p¯i+1 + . . .+ p¯S)
(p¯i + . . .+ p¯S)







pi(pi+1 + · · ·+ pS)






We prove the following result for s, a such that n > η. Recall that for such s, a, the algorithm
uses Dirichlet posterior sampling to generate sample vectors Qj,ks,a, so that in this case p˜ is a random
vector distributed as Dirichlet(mp¯1, . . . ,mp¯S).
Proposition 3. Assume that h ∈ [0, D]S , and n > 12ωS2, and states i = 1, . . . , S are ordered














The constant C is defined as in Proposition 1.
Proof. The proof is obtained by a modification to the proof of Proposition 1, which proves a similar
bound but in terms of γ¯i’s and c¯i’s and m. Note that since κ = ω/6, mp¯i = (ni + ω)/κ ≥ 6.
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In the proof of that proposition, we obtained (refer to Equation (B.12)) that with probability









(y˜i − y¯i)(hi − H¯i+1)(p¯i + · · ·+ p¯S)−O(DSω log(T/ρ)
n
)
where y˜i := p˜ip˜i+···+p˜S , y¯i :=
p¯i








j=i+1 hj p¯j .
Now, breaking up the term in the summation and using Lemma 31 to bound |Hi+1 − H¯i+1|(p¯i +
· · · + p¯S) (since we have that ω = 720 log(T/ρ) and n > 12ωS2 by assumption) and Lemma 21
and Corollary 2 to bound |y˜i − y¯i| (see (B.11) in the proof of Proposition 1), we get that for every








































(p¯i + · · ·+ p¯S)
.
Recall that m = n+ωS
κ




≥ m log(2/ρ). Therefore, the first term












































(hi −Hi+1)2(p¯i + · · ·+ p¯S)2σ¯2i =
∑
i
c2i p¯i(p¯i + . . . , p¯S)













































































Lemma 29. Let x ∈ Rn such that 0 ≤ x1 ≤ · · · ≤ xn ≤ 1 and
∑




xi + · · ·xn ≤ 2n.
Proof. Define f(x, j) := 1√
xj+···+xn
for all j = 1, · · · , n, and f(x) = ∑nj=1 f(x, j). We prove




, · · · , 1
n
) achieves the maximum value of f(x). Consider any solution x′. Suppose
that there exists some index pair i, j with i < j and some  > 0 such that x′i 6= x′j and increasing
x′i by  and decreasing x
′
j by  preserves the ordering of the indices. This would strictly increase
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the objective f(x′), because f(x′, k) strictly increases for all i < k ≤ j and remains unchanged
otherwise. And hence, x′ is not an optimal solution. The only case where no such index pair
(i, j) exists is when all x′i are equal, i.e., when x
′ = x∗. Since f(x) =
∑
i f(x, i) is a continuous























Lemma 30. Let 6
5




and n > 12ωS2 where ω = 720 log(T/ρ). Then for any group




















If in the definition of γ¯i, we use an ordering of i such that p¯S ≥ 1S (e.g., if max p¯i is the last in the






















Proof. Given a group G ⊆ S , define pG =
∑
i∈G pi, pˆG =
∑
i∈G pˆi, and p¯G =
∑
i∈G p¯i. Also
define Zt = (1(st ∈ G) − pG)1(st−1 = s, at−1 = a). Then, let Mτ =
∑τ
t=2 Zt and Vτ =∑τ
t=1 E[(Zt)2|Ft−1]. Note that E[Zt|Ft−1] = 0 and
Vτ = n(pG(1− pG)2 + (1− pG)(−pG)2) = npG(1− pG)
so that by Bernstein’s inequality (Corollary 1),
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npG(1− pG) log(τ/ρ) + 3 log(τ/ρ) ≤ 2
√
npG log(τ/ρ) + 3 log(τ/ρ).
Noting that ∑τ

















Substituting pG ≤ pˆG + |pˆG − pG| in the right hand side above, rearranging terms, and squaring
both sides, we have





)2 ≤ 4pˆG log(τ/ρ)
n
+
4|pˆG − pG| log(τ/ρ)
n
Then, simplifying by completing the square, the above is equivalent to








Since |p¯G − pˆG| ≤ ωSn ,




























































































when k > 1. For the second statement of the lemma, using what we just proved, we have that with
probability 1− 3ρ,
γi =
pi(pi+1 + · · ·+ pS)
pi + · · ·+ pS ≤
(1 + 1
c










)(p¯i + · · ·+ p¯S)− 2ωSn
.
Now, if c > 6
5
and indices i are ordered such that p¯S ≥ 1S , then p¯i + · · ·+ p¯S ≥ 1S for all i. Also, if
n > 12ωS2, we have the following bound on the denominator in above: (1− 1
c





























Lemma 31. For any fixed h ∈ [0, D]S , and i, let Hˆi = 1∑S
j=i pˆj
∑S









j=i hj p¯j . Then if τk − 1 ≥ 96, with probability 1− ρ,
|(H¯i −Hi)(p¯i + . . .+ p¯S)| ≤ 2D
√
log(T/ρ)






Moreover, if we also assume that n > 12ωS2, where ω = 720 log(T/ρ)), then with probability
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1− 2ρ,
|(H¯i −Hi)(p¯i + . . .+ p¯S)| ≤ 3D
√
log(T/ρ)






Proof. For every t = 2, . . . , T, ` = i, i+ 1, . . . , S, define
Zt,` =
(
h`1(st = `)− h` p`
pi + · · ·+ pS · 1(st ∈ {i, . . . , S})
)

















pi + · · ·+ pS · (pˆi + . . .+ pˆS) = (Hˆi −Hi)(pˆi + . . .+ pˆS)
where we used Fact 6 for the last equality. Now, E[Zt|st−1, at−1] =
∑
`≥iE[Zt,`|st−1, at−1] = 0.
Also, we observe that for any t, Zt,` and Zt,j for any ` 6= j, `, j ≥ i are negatively correlated given
the current state and action:
E[Zt,`Zt,j|st−1, at−1] = h`hjE[1(st = `)1(st = j)− 1(st = j) p`
pi + · · ·+ pS · 1(st ∈ {i, . . . , S})
−1(st = `) pj
pi + · · ·+ pS · 1(st ∈ {i, . . . , S})
+
pjp`




pi + · · ·+ pS +
p`pj













Z2t,`|st−1 = s, at−1 = a] = h2`
τk∑
t=1



































E[Z2t,`|st−1 = s, at−1 = a] ≤ nD2(pi + · · ·+ pS).
Then, applying Bernstein’s inequality (refer to Corollary 1) to bound |Mτk | = |
∑τk
t=2 Zt|, we get
the following bound on 1
n
∑τk
t=2 Zt = (Hˆi −Hi)(pˆi + . . .+ pˆS) with probability 1− ρ:




















pˆi + · · ·+ pˆS h` −
p¯`
p¯i + · · ·+ p¯S h`
)∣∣∣∣∣ ≤ ωSDn(pˆi + · · ·+ pˆS) ,
Combining,
|(H¯i −Hi)(pˆi + . . .+ pˆS)| ≤ 2D
√
log(T/ρ)










Replacing pˆi by p¯i,
|(H¯i −Hi)(p¯i + . . .+ p¯S)| ≤ 2D
√
log(T/ρ)





with probability 1− ρ.
Now, if we also have that ω = 720 log(T/ρ) and n > 12ωS2, using Lemma 30 with c = 3 to
replace pi by p¯i, with probability 1− 2ρ,
|(H¯i −Hi)(p¯i + . . .+ p¯S)| ≤ 3D
√
log(T/ρ)







Appendix C: MDPs with convex cost functions: Inventory Management
In Appendix C.1, we give some additional concentration results necesary for our high proba-
bility confidence intervals. In Section C.2, we give the complete proof details of Lemma 9, and in
Appendix C.3, we give the complete proof details of Theorem 2.
C.1 Concentration results for long-run cost
We note that instantaneous costs observed from running Algorithm 2 are different from the
expected costs, defined as the cost function of M(x, s1). The following lemma gives a concen-
tration bound relating the N observed samples of the instantaneous costs and the expected N step
cost. In Lemma 33, this result is used in conjunction with Lemma 14 to derive a high probability
confidence interval containing the true loss at base-stock level x, using only observed samples of
the instantaneous cost.
Lemma 32 (Concentration of N observed cost and expected cost). Given a base-stock level x ∈
[0, U ], let γ > 0 and N ≥ log(T )
γ2









Cxt | ≤ 4 max(h, p)xγ.
Proof. Let s1, s2, . . . , st be the sequence of states observed in MRPM(x, s1) starting from state
s1, and let Ft be the filtration with respect to those states s1, s2, . . . , st. Define Xt = Cx(st)−Cxt .
Note that |Xt| ≤ |Cx(st)| + |Cxt | ≤ 2 max(h, p)x and E[Xt|Ft] = 0. Therefore, Xt’s form a
martingale difference sequence, and we can apply Azuma-Hoeffding’s inequality to obtain that,









Therefore, by setting  = 4 max(h, p)x
√















≤ 4 max(h, p)xγ.
Lemma 33. Let CN be the vector formed by sequence of observed (pseudo) costs on running base-
stock policy with level x, H := 216 max(h, p)(L+ 1)U , and N ≥ log(T )
γ2
. Following the definition
of LB(CN), UB(CN) given by (3.17), with probability 1− 1T 2 ,
gx ∈ [LB(CN), UB(CN)].



































































C.2 Proof details for Lemma 9
In this section we provide the proof details for results used in Lemma 9, when L ≥ 1. Recall
that MRP M(x, s1) is defined such that state s = (s(0), s(1), . . . , s(L)), with s(0) being the
on-hand inventory after the current time step’s order arrival and new order, and s(1), . . . , s(L) are
outstanding orders, with s(L) being the most recent order, scheduled to arrive L time steps after the
current time. The process starts with a state s1 ∈ Sx, i.e., a state s1 such that s1(0)+. . .+s1(L) = x.
Then, due to use of the base-stock policy with level x, new orders are placed such that at every
time step t = 1, 2, . . . , T , we have
∑L
i=0 st(i) = x (i.e. st ∈ Sx), where st is the state at time t.
We observe on-hand inventory level It := st(0), and the sales, given by yt := min(dt, It) where
dt ∼ F . Under the base-stock policy, the sales yt also happens to be the order placed in the next
time step. The new state at time t+ 1 is given by
st+1 = (st(0)− yt + st(1), st(2), . . . , st(L), yt).
Let nT (s1) :=
∑T
t=1 yt denote the sum of sales from time 1 to T , and mT (s1) :=
∑T
t=1 It the sum
of on-hand inventory levels.
C.2.1 Bounding cumulative observed sales
We bound the difference between the total sales in time T starting from two different states
s, s′ when the states satisfy the following property given below.
Definition 11. Define states s := (s(0), s(1), . . . , s(L)), s′ := (s′(0), s′(1), . . . , s′(L)). We say
that s′  s if s′ = (s(0) + δ0, s(1) + δ1, . . . , s(L) + δL) where δ0 + δ1 + . . . + δL = 0 and
there exists some 0 ≤ k ≤ L − 1 such that δi ≥ 0 for all i ∈ {0, 1, . . . , k} and δi ≤ 0 for all
i ∈ {k + 1, k + 2, . . . , L}.
We first provide a simple bound on nT (s′1)− nT (s1) when s′1  s1 and T ≤ L + 1 which will
be useful in our proof for larger T .
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t to be the total observed sales up to time t in processM(x, s1) andM(x, s′1), respectively.
Then for t = 1, 2, . . . , L+ 1, we have that
Y ′t − Yt ≤ max
0≤k≤t−1
(δ0 + . . .+ δk),
where δi = s′(i)− s(i) as defined in Definition 11.
Proof. We couple the demand realizations in the two processes M(x, s1) and M(x, s′1) so that
the demands at time t is the same for both of the processes, denoted by dt. We prove the lemma
statement by induction on t. For t = 1,
y′1 − y1 = min(s(0) + δ0, d1)−min(s(0), d1) ≤ δ0,
since s′1  s1 implies that s(0) + δ0 ≥ s(0). Assume for any time up to t− 1 the hypothesis holds.
Then, consider time t ≤ L+ 1 and observe that on-hand inventory
I ′t = s
′
t(0) = (s(0) + δ0 + s(1) + δ1 + . . .+ s(t− 1) + δt−1)− (y′1 + . . .+ y′t−1)
and
It = st(0) = (s(0) + s(1) + . . .+ s(t− 1))− (y1 + . . .+ yt−1),
so subtracting we get
I ′t − It + Y ′t−1 − Yt−1 = δ0 + δ1 + . . .+ δt−1. (C.1)
Now, we write
Y ′t − Yt = y′t − yt + Y ′t−1 − Yt−1 = min(I ′t, dt)−min(It, dt) + Y ′t−1 − Yt−1.
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There are four cases to consider:
1. dt ≤ I ′t, dt ≤ It: In this case Y ′t−Yt = dt−dt+Y ′t−1−Yt−1 = Y ′t−1−Yt−1 ≤ max0≤k≤t−2(δ0+
. . .+ δk) ≤ max0≤k≤t−1(δ0 + . . .+ δk) by the induction hypothesis.
2. dt ≥ I ′t, dt ≥ It: In this case Y ′t − Yt = I ′t − It + Y ′t−1 − Yt−1 = δ0 + . . . + δt−1 ≤
max0≤k≤t−1(δ0 + . . .+ δk) by (C.1).
3. It ≤ dt ≤ I ′t: In this case Y ′t −Yt = dt− It+Y ′t−1−Yt−1 = dt− I ′t + I ′t− It+Y ′t−1−Yt−1 =
dt − I ′t + δ0 + . . .+ δt−1 ≤ δ0 + . . .+ δt−1 ≤ max0≤k≤t−1(δ0 + . . .+ δk) by (C.1).
4. I ′t ≤ dt ≤ It: In this case Y ′t −Yt = I ′t−dt+Y ′t−1−Yt−1 ≤ Y ′t−1−Yt−1 ≤ max0≤k≤t−2(δ0 +
. . .+ δk) ≤ max0≤k≤t−1(δ0 + . . .+ δk) by the induction hypothesis.
Therefore, we have proven that under the induction hypothesis
Y ′t − Yt ≤ max
0≤k≤t−1
(δ0 + . . .+ δk)
and the desired result for all t ∈ {1, 2, . . . , L+ 1} follows by induction.
Lemma 35. Consider the MRPs on following base-stock policy with level x starting in states
s1, s
′
1 ∈ Sx with s′1  s1. Let It = st(0), I ′t = s′t(0) be the on-hand inventory levels in the
two processes at time t. Then, if I ′t − It ≥ 0 for all t ∈ {1, 2, . . . , L + 1}, then it holds that
nT (s
′
L+1) = nT (sL+1) for any T .
Proof. If we have I ′t − It ≥ 0 then the respective sales at time t satisfy y′t ≥ yt as well. Therefore,






2, . . . , y
′
L) is at least the respective entry of state sL+1 =
(IL+1, y1, y2, . . . , yL). Since the total sum of the entries in each state is equal to x, we conclude
that s′L+1 = sL+1 and hence nT (s
′
L+1) = nT (sL+1) for any T .
Above lemma shows that if we ever observe a t with s′t  st, s1, s′1 ∈ Sx, and the next L
consecutive on-hand inventory levels in the process starting from state s′t are at least as high as
when starting from state st, then the two processes will reach an identical state at time t + L; and
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hence all future observed sales will be the same. Utilizing this property, for states s′1  s1 we can
define the following sequence of times at which the two processes get synchronized.
Definition 12. Given starting states s1, s′1 of two coupled processes M(x, s1),M(x, s′1), with
s′1  s1, define a sequence of times
1 = σ0 < τ1 < σ1 < τ2 < σ2 < . . . ≤ Γ
as follows: for i ≥ 1, τi is the first time after t = σi−1 at which I ′τi < Iτi , σi is the first time after
t = τi at which I ′σi > Iσi , and Γ is the first time at which s
′
Γ = sΓ. By the Lemma 35, τi−σi−1 ≤ L
and σi − τi ≤ L (whenever τi, σi exist).




 sτi for all i, where τi, σi ≤ Γ.
Proof. We have s′σ0  sσ0 for the starting state at time t = 1 = σ0. If time t = τ1 ≤ Γ exists, then




, s′σ0(τ1 + 1− σ0), . . . , s′σ0(L), y′σ0 , . . . , y′τ1−1)
and
sτ1 = (Iτ1 , sσ0(τ1 + 1− σ0), . . . , sσ0(L), yσ0 , . . . , yτ1−1).
By definition of τ1, for times t ∈ {σ0, σ0 + 1, . . . , τ1 − 1} we have I ′t ≥ It and hence y′t ≥ yt.
We also know that I ′τ1 < Iτ1 . It suffices to show that s
′
σ0
(i) ≤ sσ0(i) for all i ∈ {τ1+1−σ0, . . . , L}.
Recall I ′τ1 = I
′
τ1−1 − y′τ1−1 + s′τ1−1(1) = I ′τ1−1 − y′τ1−1 + s′σ0(τ1 − σ0) and similarly Iτ1 =
Iτ1−1 − yτ1−1 + sσ0(τ1 − σ0) so that:
I ′τ1−1 − y′τ1−1 + s′σ0(τ1 − σ0) < Iτ1−1 − yτ1−1 + sσ0(τ1 − σ0) ≤ I ′τ1−1 − y′τ1−1 + sσ0(τ1 − σ0)
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where the last inequality holds because I ′τ1−1 ≥ Iτ1−1 implies that (for any given demand dτ1−1),
I ′τ1−1 − y′τ1−1 = I ′τ1−1 −min(I ′τ1−1, dτ1−1) = (I ′τ1−1 − dτ1−1)+
≥ (Iτ1−1 − dτ1−1)+ = Iτ1−1 −min(Iτ1−1, dτ1−1) = Iτ1−1 − yτ1−1.
Hence, s′σ0(τ1 − σ0) ≤ sσ0(τ1 − σ0) and because s′1  s1, s′σ0(i) ≤ sσ0(i) holds for all i ∈
{τ1 + 1 − σ0, . . . , L}. So combined with the observation that y′t ≥ yt, t ∈ {σ0, . . . , τ1 − 1}, we
have shown that s′τ1  sτ1 .
We can inductively apply the above argument for each successive σi, τi, so that s′σi  sσi and
s′τi  sτi for all i.
Finally, we are ready to bound the difference in total observed sales in time T starting from
two states s′1  s1, with s1, s′1 ∈ Sx, under base-stock policy with level x.
Lemma 37. Let s′1, s1 ∈ Sx, and s′1  s1. Then,
|nxT (s′1)− nxT (s1)| ≤ 3x.




1)− nxT (s1) ≥ −2x.
Let us assume that in our sequence of times the last σ is σM . Then note that
nxT (s
′




















We will show that
∑σi+1−1
j=σi
(y′j − yj) ≥ 0 for any i = 0, 1, . . . ,M − 1. Consider the process
starting from states s′σi , sσi , where s
′
σi
 sσi by Lemma 36.
By (C.1) in the proof of Lemma 34,
(y′σi + . . .+ y
′
τi+1−1)− (yσi + . . .+ yτi+1−1)
= [(s′σi(0)− sσi(0)) + . . .+ (s′σi(τi+1 − σi)− sσi(τi+1 − σi))]− (I ′τi+1 − Iτi+1). (C.2)








, s′σi(τi+1 + 1− σi), . . . , s′σi(L), y′σi , . . . , y′τi+1−1)
and
sτi+1 = (Iτi+1 , sσi(τi+1 + 1− σi), . . . , sσi(L), yσi , . . . , yτi+1−1),
and as proved in Lemma 36, I ′τi+1 < Iτi+1 , sσ′i(i) ≤ sσi(i) for all i ∈ {τi+1 + 1 − σi, . . . , L}, and
y′t ≥ yt for all t ∈ {σi, . . . , τi+1 − 1}. So, sτi+1  s′τi+1 and by Lemma 34, we have that
(yτi+1 + . . .+ yσi+1−1)− (y′τi+1 + . . .+ y′σi+1−1)
≤ (Iτi+1 − I ′τi+1) + [(sσi(τi+1 + 1− σi)− s′σi(τi+1 + 1− σi)) + . . .+ (sσi(L)− s′σi(L))]
= (Iτi+1 − I ′τi+1) + [(s′σi(0)− sσi(0)) + . . .+ (s′σi(τi+1 − σi)− sσi(τi+1 − σi))], (C.3)
where the last equality follows from the fact that since sσi , s
′
σi
∈ Sx, the sum of all the entries in a
state is always the same as x.
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Combining the two results in (C.2) and (C.3), we have that for any i = 0, 1, . . . ,M − 1,
σi+1−1∑
j=σi
(y′j − yj) = (y′σi + . . .+ y′σi+1−1)− (yσi + . . .+ yσi+1−1) ≥ 0.
Therefore, we can conclude that
nxT (s
′
1)− nxT (s1) ≥
T∑
t=σM




where Γˆ := min(Γ, T ). By our construction of the σ, τ sequence, Γˆ− σM + 1 ≤ 2(L + 1) . Note
that over any L+ 1 consecutive time steps, the total observed sales difference in those L+ 1 time
steps can be at most x for any two starting states (this is because the total inventory position is
always x). So nxT (s
′
1)− nxT (s1) ≥
∑Γˆ
t=τM
(y′t − yt) ≥ −2x.
To complete the proof, we show in a similar way that nxT (s
′
1) − nxT (s1) ≤ 3x. Let us assume
that in our sequence of times the last τ is τK . Then note that
nxT (s
′






















For any i = 1, 2, . . . , K−1, consider the process starting from states s′τi , sτi , where s′τi  sτi by
the previous lemma. By an identical argument as above, we can show that
∑τi+1−1
j=τi







(y′t−yt) ≤ 2x. Noting that since there are at most L+1 time steps in∑τ1−1
t=1 (y
′
t − yt), it is bounded by x. Thus, we have shown that nxT (s′1)− nxT (s1) ≤ 3x. Combining
with the lower bound of −2x, we have
|nxT (s′1)− nxT (s1)| ≤ 3x.
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C.2.2 Bounding cumulative on-hand inventory level
Lemma 38. Let s′, s ∈ Sx, and s′  s. Then,
|mxT (s)−mxT (s′)| ≤ 6Lx.
Proof. Recall from before that yt, It are the observed sales and the on-hand inventory level at the
beginning of time t ≥ 1, respectively. Under the base-stock level x policy, the order placed at
time t is precisely yt (assume without loss of generality y1 = 0, since we start at a state s or s′
with total inventory position x). Also given starting state s = (s(0), s(1), . . . , s(L)), we denote
y0 := s(L), y−1 := s(L − 1), . . . , y1−L := s(1). Since under the base-stock policy, the new order
is equal to the sales, the on-hand inventory level transitions as follows:
It+1 = It − yt + yt−L.
Therefore, we can write the on-hand inventory level at any time k ≥ 1 as:
































Now, if we break up the summations on the right hand side and reindex,
T−1∑
i=1
(T − i)yi−L =
L∑
i=1
(T − i)yi−L +
T−1∑
i=L+1
(T − i)yi−L =
L∑
i=1
(T − i)yi−L +
T−L−1∑
i=1




(T − i)yi =
T−L−1∑
i=1







Ik = TI1 +
T−1∑
i=1



































yT−L+i ≤ Lx (C.4)





Ik = TI1 +
L∑
i=1











by substituting the defined values of y0, . . . , y1−L.
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Now let I ′t, y
′
t, s
′(i), ′ be the respective values if the starting state is s′ instead of s, with s′ 




k. Therefore, the difference
|mTx (s′)−mTx (s)| can be bounded as






















∣∣∣∣∣+ |′ − |
≤ (Tx− (T − L)x) + L(3x) + 2(Lx)
= 6Lx
where we bounded |∑Li=0(T − i)s′(i)−∑Li=0(T − i)s(i)| by the largest possible value that occurs






C.3 Proof details for Theorem 2
Below we present additional results required to complete the proof of Theorem 2. Recall that
f(x) := gx is a convex function. Also, given confidence intervals defined as in (3.17), recall
that E is the event when all confidence intervals [LB(CaN), UB(CaN)] calculated in all rounds of
Algorithm 2 satisfy: gxa ∈ [LB(CaN), UB(CaN)] for N ≥ Ni in every round i, every epoch k, and
a ∈ {l, c, r}.
Lemma 39. For f(x) := gx and x ∈ [0, U ], the Lipschitz factor of f(x) is max(h, p). That is, for
any δ ≥ 0,
|f(x+ δ)− f(x)| ≤ max(h, p)δ.
Proof. Let us compare the loss gx+δ vs. gx on executing base-stock policy with level x + δ vs.
x. Let us assume the starting state for the two MRPs are s11 = (x + δ, 0, . . . , 0) ∈ Sx+δ and
s21 = (x, 0, . . . , 0) ∈ Sx, respectively (this is without loss of generality since recall from Lemma
10 that loss is independent of the starting state). We compare the two losses by coupling the
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t−L+1, . . . , o
1
t ) be the state of the




t−L+1, . . . , o
2
t ) be the
state of the system on following the policy with level x. Define s11 ≥ s21 if every entry in s1 is at
least the respective entry in s2.
We will first show by induction that at each time step t, s1t ≥ s2t . In the first time step, we
have s11 = (x + δ, 0, . . . , 0) ≥ (x, 0, . . . , 0) = s21. From then on, the new order placed at time
t + 1 is the amount of sales in the previous time step t. Therefore, if at time t we have that
s1t ≥ s2t , then the orders at time t + 1 satisfy o1t+1 = min(dt, I1t ) ≥ min(dt, I2t ) = o2t+1. Also,
I1t+1 = (I
1
t −min(dt, I1t )) +o1t−L ≥ (I2t −min(dt, I2t )) +o2t−L = I2t+1. Hence we have s1t+1 ≥ s2t+1.
By induction, we have that for every t ≥ 1, s1t ≥ s2t .
We complete the proof by noting that additionally, at every time t, the total sum of the entries of
s1t is exactly δ greater than the sum of the entries of s
2
t . Therefore, the difference 0 ≤ I1t − I2t ≤ δ
for every t, which implies the difference in sales 0 ≤ y1t − y2t = min(dt, I1t ) − min(dt, I2t ) ≤ δ.
This implies 0 ≤ (I1t − y1t ) − (I2t − y2t ) ≤ δ. Recall pseudo-cost Cx+δt = (I1t − y1t )h − py1t ,
and Cxt = (I
2
t − y2t )h − py2t , therefore, we have that for every t, and every sequence of demand
realizations,
|Cx+δt − Cxt | ≤ max(h, p)δ.
By definition of loss f(x) = gx as the long-run average of pseudo-costs (see Definition 8), we have
|f(x+ δ)− f(x)| ≤ max(h, p)δ.
Given the Lipschitz factor, the proofs for the remaining lemmas provided below are similar to
the proofs of the corresponding lemmas in [38]. We include the proofs here for completeness.
Lemma 40 (Lemma 1 in [38]). Recall [lk, rk] denotes the working interval in epoch k of Algorithm
2, with [l1, r1] := [0, U ]. Then, under event E , for epoch k ending in round i, the working interval
120
[lk+1, rk+1] for the next epoch k + 1 contains every x ∈ [lk, rk] such that f(x) ≤ f(x∗) + Hγi,
where H = 216 max(h, p)(L+ 1)U . In particular, x∗ ∈ [lk, rk] for all epochs k.
Proof. Consider any epoch k that is not the last epoch. Then, under Algorithm 2, if the epoch k
ends in round i, then
max{LB(C lN), LB(CrN)} ≥ min{UB(C lN), UB(CcN), UB(CrN)}+Hγi,
where N = Ni. Hence either:
1. LB(C lN) ≥ UB(CrN) +Hγi,
2. LB(CrN) ≥ UB(C lN) +Hγi, or
3. max{LB(C lN), LB(CrN)} ≥ UB(CcN) +Hγi.
Consider the case (1) (case (2) is analogous). Then,
f(xl) ≥ f(xr) +Hγi. (C.5)
We need to show that every x ∈ [lk, lk+1] has f(x) ≥ f(x∗) + Hγi (for this case, note that
rk+1 = rk and hence the interval [rk+1, rk] is of length zero). Pick x ∈ [lk, xl] so that xl ∈ [x, xr].
Then xl = λx+ (1− λ)xr for some 0 ≤ λ ≤ 1 so by convexity
f(xl) ≤ λf(x) + (1− λ)f(xr).
This implies that
f(x) ≥ f(xr) + f(xl)− f(xr)
λ
≥ f(xr) + Hγi
λ
≥ f(x∗) +Hγi,
where we used (C.5) and that λ ≤ 1.
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Now consider the case (3). Assume LB(C lN) ≥ LB(CrN) (the other case is analogous). Then
in case (3) we have
f(xl) ≥ f(xc) +Hγi.
We need to show that every x ∈ [lk, lk+1] has f(x) ≥ f(x∗) + Hγi (Again, rk+1 = rk and hence
the interval [rk+1, rk] is of length zero). This follows from the same argument as above with xr
replaced by xc. The fact that x∗ ∈ [lk, rk] for all epochs k follows by induction.
Lemma 41 (Lemma 2 in [38]). Under E , if epoch k does not end in round i, then f(x) ≤ f(x∗) +
12Hγi for each x ∈ {xr, xc, xl}.
Proof. Under Algorithm 2, round i continues to round i+ 1 if
max{LB(C lN), LB(CrN)} < min{UB(C lN), UB(CcN), UB(CrN)}+Hγi.
We observe that since each confidence interval is of lengthHγi, this means that f(xl), f(xc), f(xr)
are contained within an interval of length at most 3Hγi. By Lemma 40, x∗ ∈ [lk, rk]. Under event
E , without loss of generality, assume x∗ ≤ xc (the other case is analogous). Then, there exists








Note that λ ≤ 2, this is because |xc − lk| = wk2 and |xr − xc| = wk4 , so that
λ =
|x∗ − xc|
|xr − xc| ≤
|lk − xc|



















= f(xr) + (1 + λ)(f(xc)− f(xr))
≥ f(xr)− (1 + λ)|f(xc)− f(xr)|
≥ f(xr)− (1 + λ)3Hγi
≥ f(xr)− 9Hγi.
Thus for each x ∈ {xl, xc, xr},
f(x) ≤ f(xr) + 3Hγi ≤ f(x∗) + 12Hγi.
Lemma 42 (Lemma 4 in [38]). Under E , the total number of epochs K is bounded by log4/3(T ).
















so that γmin ≤ γi for any γi. Define the interval
I := [x∗ − Hγmin
max(h,p)
, x∗ + Hγmin
max(h,p)
], so that for any x ∈ I ,
f(x)− f(x∗) ≤ max(h, p)|x− x∗| ≤ Hγmin
by Lemma 39. Now, for any epoch k′ which ends in round i′, Hγmin ≤ Hγi′ and hence by Lemma
40 we have
I ⊆ {x ∈ [0, U ] : f(x) ≤ f(x∗) +Hγi′} ⊆ [lk′+1, rk′+1].






























) ≤ log4/3(T )
since H = 216 max(h, p)(L+ 1)U .
Lemma 43 (Lemma 3 in [38]). Recall Tk,i,a is the set of consecutive time steps where base stock






f(xt)− f(x∗) ≤ 290H log4/3(T )
√
T log(T ).






















By Lemma 41, for each xt ∈ {xr, xc, xl}, f(xt) − f(x∗) ≤ 12Hγi for all i = 1, 2, . . . , i(k) − 1.
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≤ 144H log(T )
γmin
,











+ . . .) = 2
γmin
. Combining this result



















(since H = 216 max(h, p)(L+ 1)U ) ≤ 145H log(T )
γmin
.
Therefore, summing over all epochs k, by Lemma 42
∑
k,i,a,t∈Tk,i,a






and the result follows from substituting γmin = 12
√
log(T )
T
.
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