We consider the problem of testing for measurement errors with discrete-time data sampled from a continuoustime autoregressive moving-average process. We develop an efficient algorithm for computing the likelihood ratio test (LRT) statistic, and derive the non-standard asymptotic null distribution of the LRT. The efficacy of the proposed test is illustrated by simulations and a real application from an environmental study.
INTRODUCTION
Time-series data are often subject to two problems, namely, irregular spacing and corruption by measurement errors. The first problem may be circumvented by treating the data as sampled from some continuous-time process, often modeled by a continuous-time autoregressive movingaverage (CARMA) model, see Section 2, and Tsai and Chan (2005a) and the references therein. However, to our knowledge, the problem of testing for (and incorporating) measurement errors in the continuous-time modeling with discrete-time data remains an open problem. On the other hand, ignoring measurement errors may result in incorrect inference, further lessening the capacity to detect significant effects. More importantly, forecasting may be less accurate when measurement errors are not incorporated in the model, as shown by the simulation results reported in Section 5.3.
Here, we consider the case of time-series data, possibly irregularly spaced, sampled from a CARMA process in the presence of additional measurement errors. The model is formulated in Section 2. Maximum likelihood estimation of the CARMA model with measurement errors can be efficiently carried out via Kalman filters, as detailed in Section 3. A fundamental problem concerns testing for measurement errors, which is equivalent to investigating whether the variance of the measurement error is zero. As the variance must be non-negative, its true parameter value under the null hypothesis of no measurement error lies on the boundary of the parameter space. Consequently, the likelihood ratio test (LRT) has a non-standard null distribution. We derive in Section 4 the asymptotic null distribution of the LRT which is either 0 with 0.5 probability or is distributed as χ 2 with one degree of freedom. The empirical performance of the LRT is studied by simulations in Section 5, where we also study the impact of ignoring measurement errors on the forecasting performance. We illustrate the new approach with a real application in Section 6. Section 7 concludes. All proofs are collected in the Appendix.
CARMA MODEL WITH MEASUREMENT ERRORS
Let Y = {Y tj } j=0,1,2,...,N be data sampled from a CARMA(p, q) process, where 0 ≤ q < p, and t 0 = 0. Moreover, suppose Y may be subject to serially independent additive measurement errors. Specifically, let
where the superscript (j) denotes j-fold differentiation with respect to t; {W t } is the standard Brownian motion; α 0 , . . . , α p , β 1 , . . . , β q and σ are unknown parameters. We assume that σ > 0, α 1 = 0 and β q = 0. The solution to equation (1) is assumed to be asymptotically stationary; { ti } N i=0 is a sequence of i.i.d. normal random variables with mean zero and variance νσ 2 , and is independent of {W t , t ≥ 0}. Our objective here is to test H 0 : ν = 0 against H 1 : ν > 0, via the likelihood ratio test.
Similar to Brockwell (1993) , Eqns.
(1) and (2) can equivalently be cast in terms of the observation and state equations,
where we define β j := 0 for j > q, and the superscript prime denotes transpose. For (p, q) = (1, 0) and (p, q) = (2, 1) without measurement error, the equivalence of (1)/(2) and (3)/(4) was discussed in Tsai and Chan (2005b, pp. 585-586) . Equation (4) is an Ito differential equation for the state vector X t . We assume that X 0 is independent of both {W t , t ≥ 0} and
, and that X 0 is determined by initial conditions that could be random or
For model identification, it is assumed that these two polynomials share no common roots. Furthermore, we assume all roots of α(z) = 0 and those of β(z) = 0 have negative real parts. The condition on the roots of α(z) = 0 is necessary for the asymptotic stationarity of the process whereas that on β(z) = 0 is akin to the invertibility condition for discrete-time processes. The preceding conditions ensures that the underlying continuous-time process is identifiable. However, these conditions may not be sufficient for identifying the model with discrete-time data obtained from regularly sampling the latent continuous-time process, plus measurement errors. Indeed, even without measurement error, a CARMA model may not be identifiable with regularly spaced discrete-time observations (i.e. t i − t i−1 ≡ h > 0, ∀i), see Wu (1975, 1983) , Hansen and Sargent (1983) and McCrorie (2003) . However, Wu (1975, 1983) showed that any stationary CAR(2) with non-zero α 2 is identifiable with regular discrete-time observations, for any sampling interval h. Moreover, they showed that a stationary CAR(p) model is identifiable with regular discrete-time data, if h is sufficiently small. While the results of Pandit and Wu (1975) assume no measurement errors, these results are valid for the case of sampling a stationary CAR model over regular epochs, plus IID measurement errors, because, based on the discrete-time observations, the variance of the measurement errors and the discrete-time auto-regressive moving average model, implied by the continuous-time model under the case of no measurement errors, are identifiable. The general problem of the identifiability of a CARMA model with discrete-time observations is, however, still open. Henceforth, we shall assume that the underlying continuous-time model is identifiable with regular discrete-time observations, plus measurement errors. These regularity conditions on the stationarity and invertibililty of the CARMA model, as well as model identifiability with discrete-time observations, will be called Condition (C) below. 
where
, Z ti is independent of X ti and {Z ti , i = 0, 1, . . . , N} is an independent sequence of Gaussian random vectors with zero mean and covariance matrices
is the asymptotic stationary variance of {X t }. Refer to Tsai and Chan (2000) for an efficient method to compute V .
DefineX t|s as the conditional expectation of X t based on the observations up to time s and P t|s the corresponding covariance matrix, i.e.,
MAXIMUM LIKELIHOOD ESTIMATION
Let the parameter space, for which Condition (C) holds, be denoted by Ω and an arbitrary element of Ω be denoted by θ = (ν, ψ), where ν ≥ 0 is the parameter of interest and ψ = (α 0 , . . . , α p , β 1 , . . . , β q ) are nuisance parameters. Using equations (5) and (6), the log-likelihood function of the observed data, l Y (ν, ψ, σ 2 ), can be computed via Kalman filters (see, e.g. Jones, 1980 , 1985 and Tong, 1990 ), which we briefly outline below. First, start with a diffuse initial condition as we do not assume stationarity, i.e., let
where t −1 can be taken as a time point such that (t 0 − t −1 ) equals the average of {t j − t j−1 , j = 1, . . . , N}, δ is some positive number, I is the identity matrix,ȳ and s 2 y are the sample mean and sample variance of the observed data, respectively. A reasonable choice of δ is, e.g., 5.
The log likelihood function can now be computed recursively as follows. For i = 0 to i = N : (i) Calculate the one-step ahead predictor
(ii) Calculate the covariance matrix of the preceding predictor
(iii) The prediction of the next observation iŝ
(iv) The innovation,ỹ ti , is the predictive residual, i.e.,
(v) The innovation covariance matrix is
(vi) The Kalman gain matrix is
(vii) Update the estimate of the state vector tô
with the corresponding covariance matrix being
These steps are cycled through to yield minus twice the log-likelihood which is equal to
By the same token, we can also obtain a closed form expression for the maximum likelihood estimator of the parameter σ 2 . This can be done by calculus, and the recursion defined by (i) -(vii) takes a slightly different form (see, e.g., Jones, 1980) . We only need to replace P t|s by Q t|s = P t|s /σ 2 and Λ ti by Λ * ti = Λ ti /σ 2 in (i) to (vii), and equation (8) becomes
Differentiating (9) with respect to σ 2 and equating to zero gives
and substituting into (9), the objective function becomes
Under the alternative hypothesis H 1 : ν > 0, the function (11) is minimized with respect to ν and ψ to get the maximum likelihood estimatesν andψ. The parameter estimateσ 2 is then calculated from (10). Under the null hypothesis H 0 : ν = 0, the parameter ν is restricted to be zero, and the objective function (11) is minimized with respect to ψ to get the maximum likelihood estimateψ 0 .
THE LIKELIHOOD RATIO TEST STATISTIC
We are interested in testing the following hypothesis:
Recall thatψ 0 is the maximum likelihood estimate of ψ under H 0 , andν andψ are the maximum likelihood estimates of ν and ψ under H 1 . (Note for real applications,ν might be zero.) Thereafter, depending on the −2 times the log-likelihood ratio statistic given by = 2 max{l Y (ν,ψ) − l Y (0,ψ 0 ), 0}, where −2l Y is defined by equation (11) For CAR(p) models, if the roots of α(z) = 0 are all distinct, positive definiteness of W can be seen as follows. First, regular sampling from a CARMA(p, q) process with q < p generally yields an ARMA(p, p − 1) process; see Pandit and Wu (1983, Chapter 6) . Second, if the roots of the characteristic equation for the CAR(p) model are all distinct and assuming the CAR(p) model is identifiable based on the regularly sampled discrete-time data, then the CAR parameter vector is a differentiable, invertible function of the parameter vector of the ARMA model for the discrete-time data sampled regularly from the CAR model. Invertibility follows from the assumption that the CAR(p) model is identifiable with regularly sampled data. The preceding claim on differentiability follows from two facts: (i) the roots, denoted by λ i , of the AR characteristic equation of the ARMA model relate to the roots, denoted by μ i , of the AR characteristic root of the CAR model by the simple transformation λ i = exp(μ i h), where h is the sampling interval, (ii) the AR (CAR) coefficients of the ARMA (CAR) model are elementary symmetric functions of the roots of the AR (CAR) characteristic equation. Moreover, specific formulas for the MA coefficients of the ARMA model given by Wu (1975 and shows that the transformation from the CAR coefficients to the MA coefficients of the ARMA model is a differentiable function. Hence, the Jacobian matrix, denoted by J, for the transformation linking the CAR(p) parameters to the parameters of the ARMA model is of fullrank. Denote by W d the matrix that is similar to W except that the CAR spectrum g is replaced by that of the corresponding ARMA process and θ replaced by the vector of ARMA parameters. It then follows that W = JW d J T , which is positive definite because of the positive-definiteness of W d ; see Hannan (1970, Theorem 8 on p. 392) . For the CARMA case, the relationship between the CARMA parameters with the parameters of the corresponding ARMA model for the regularly sampled data is quite complex, and it is an interesting future problem to extend the preceding result concerning the positive-definiteness of W to the CARMA case.
Even though Theorem 4.1 holds for equally spaced data, we conjecture that it also holds for irregularly spaced data under some regularity conditions, e.g. when the spacing is uniformly bounded away from 0 and infinity. Also, the asymptotic distribution of the maximum likelihood estimator under the alternative is known to be asymptotically normal, under mild regularity conditions; see Hannan (1973) .
SIMULATION
In this section we use simulation examples to study the performance of the Likelihood Ratio test statistic in finite samples.
Empirical sizes of the likelihood ratio test statistic
In this subsection we use Monte Carlo methods to compute the empirical rejection frequencies of the Likelihood Ratio test statistic with nominal values equal to 0.10, 0.05 and 0.01, respectively. Three stationary CARMA(p, q) processes are considered:
t .
The observations {Y ti } i=0,...,N are generated via equations (5) and (6) without measurement errors. We consider both regularly spaced and irregularly spaced data. For regularly spaced data, we set t i = i, for all integer i, whereas for irregularly spaced time series data, we follow the following 
Empirical power of the test
In this subsection, we consider the empirical power of the test when the true models are subject to measurement errors. The true model under investigation is Model II in subsection 5.1 with additional measurement errors. Specifically, the values of ν are chosen to be ν = 0.00, 0.01, 0.05, 0.09 and 9.00. We define the signal-to-noise ratio (SNR) to be the ratio of the asymptotic stationary variance of { Y tj } to the variance of { tj } if the measurement noise's variance is non-zero, or infinity otherwise. Note that for this model with non-zero ν, the SNR is (β V β)(νσ 2 ) −1 = (2α 1 α 2 ν) −1 , by Theorem 2.1 (b) of Tsai and Chan (2000) . Therefore, the corresponding SNR's are ∞, 833.3, 166.7, 92.6, and 0.93, respectively. Only regularly spaced data with t i = i are considered.
From Table 2 , it is clear that, for a fixed SNR, the empirical power increases as the sample size increases. For fixed sample size N , the empirical power is largest when ν = 0.09, corresponding to SNR = 92.6.
The impact of the measurement errors in forecasting
In this subsection, we study empirically the impact of ignoring measurement errors on forecasting. Consider the ..,N , assuming the order p = 2 is known whereas the parameters ν, and the α's are unknown, and have to be estimated from the data. Next, we compute the innovations, y i , for i = N + 1, . . . , N + m, which is defined in step (iv) of Section 3. Finally, we compute the root mean squared forecast error:
In this subsection, the value of m is always 10. For each model and each sample size, we replicate the experiment 1,000 times, with the averages of the RMSFE's reported in Table 3 . From the table, we see that for ν = 0.00 and 0.01, there are essentially no differences between using the continuous-time ARMA model with and without measurment errors, whereas for ν = 0.05, 0.09, and 9.00, fitting the model with measurement errors results in smaller RMSFE values. on the pH measurements which measured the acidity of the wet deposition; there are 562 observations, collected from October 1, 1985 to September 18, 2001 . For simplicity, we round the sampling times to days. The data are irregularly spaced with the sampling intervals between consecutive observations ranging from 1 to 98 days; the average and median sampling intervals are 10 and 7 days, respectively. The unit of time is taken as one day. The same data was analyzed in Tsai and Chan (2005a) . Here, we are interested in analyzing the log-transformed data, the time series plot of which is displayed in Fig. 1 . Specifically, we consider testing a continuous-time AR(p) model without measurement errors versus a continuoustime AR(p) model with measurement errors with p = 1, 2, and 3. Here, the diffuse initial condition for the Kalman filer is P t−1|t−1 = 5s 2 y I. For each model, the Akaike information criterion (AIC) is reported, which is defined as AIC = −2(l Y (θ)−r), where −2l Y is defined in Equation (11) without the constant term, r is the number of parameters in the model, andθ is the maximum likelihood estimate of θ. See Table 4 for the values ofν, the p-values of the LRT and the AIC's.
APPLICATION
From Table 4 , we see that, the CAR(1) plus measurement error model has the smallest AIC value, for p = 1, and 2, the p-values both are equal to 0.00, resulting in rejection of the null hypothesis of no measurement error, at 5% significance level. Furthermore, becausev = 0.00 for p = 3, the CAR(3) models are the same under H 0 and H 1 .
Because the AIC's are close for p = 1, 2, and 3 under H 0 , and close for p = 1 and 2 under H 1 , we compare these five models by examining their corresponding model fits by comparing the sample autocorrelation function (ACF) of the standardized residuals of these models in Figure 2 . It is clear that the CAR models without measurement errors show similar ACF's for p = 1, 2, and 3. Similarly, the CAR models with measurement errors show similar ACF's for p = 1, and 2. Moreover, the ACF's of the standardized residuals show that the models with measurement errors fit the data better. Finally, we reserved the last 10 data cases for validating the model predictive performance as follows. To the reduced data without the last 10 data we refitted the three CAR models with/without measurement errors, and then computed their RMSEF's defined in Equation (12). The results are summarized in Table 5 . From the table, we see that for p = 1 and 2, the model with measurement error has smaller RMSFE. Overall, the continuous-time AR(1) with measurement error model has the smallest RMSFE. The parameter estimates for this model are (ν,α 0 ,α 1 ,σ 2 ) = (38.5, 3.01 × 10 −2 , −1.85 × 10 −2 , 1.97 × 10 −4 ). We then assess the uncertainty of the estimators by computing the observed Fisher information based on equation (11), based on which the asymptotic standard errors turn out to be (15.1, 8.87×10
−3 , 5.45×10 −3 ) for the estimates of (ν, α 0 , α 1 ), so the estimates are all significant at a 5% level.
CONCLUSION
We have shown that the LRT provides a powerful approach for checking the presence of measurement error with data sampled from a CARMA process. However, nonlinear time series data abound, and it is an interesting future research problem to study nonlinear continuous-time processes with measurement errors, e.g. threshold type nonlinear processes (Tong, 1990 ) with measurement errors.
APPENDIX A. APPENDIX SECTION
Proof of Lemma 2.1. The cases of p = 1 and p = 2 for α(z) can be checked by algebra. The proof is completed on noting that the characteristic polynomial z p −α p z p−1 −· · ·−α 1 can be factorized into products of real polynomials of a degree not greater than two, all of which have positive coefficients based on the arguments presented for orders one and two. The proof for β(z) is similar and is hence omitted.
Proof of Theorem 4.1. Let i = √ −1. Without loss of generality, we shall restrict the proof to the case of zero mean so that α 0 will be dropped from the parameter. For regularly spaced {Y t , t = 0, 1, 2, . . . , } driven by (5) and (6), it essentially follows from Eqns. (Recall α(z) = z p − α p z p−1 − · · · − α 1 , and β(z) = 1 + β 1 z + β 2 z 2 +· · ·+β q z q .) For simplicity, we first profile out σ 2 from the likelihood function. It is well-known (Whittle, 1951 , and Theorems 1-3 of Hannan, 1973 ) that for Gaussian time series, the normalized profile likelihood is asymptotically equal to the following profile Whittle likelihood:
where const is an expression that does not depend on the parameter, and
where I Y (ω) is the periodogram. Theorem 2 of Hannan (1973) implies that the profile Whittle likelihood (and the profile Gaussian likelihood) has the following second-order Taylor expansion:
Figure 2. ACF of the standardized residuals for the various CAR(p) models fitted to the McNay data.
Testing for measurement errors with discrete-time data sampled from a CARMA model 241 (4) of Chernoff (1954) , where the term |θ| 3 |O p (1) can be replaced by o p (|θ| 2 ), Lemma 1 and Theorem 1. (The consistency of the constrained estimator can be verified by using similar arguments as in the proof of Theorem 1 of Hannan (1973) .)
