Motivation: Gene-gene interactions are important contributors to complex biological traits. Multifactor dimensionality reduction (MDR) is a method to analyze gene-gene interactions and has been applied to many genetics studies of complex diseases. In order to identify the best interaction model associated with disease susceptibility, MDR classifiers corresponding to interaction models has been constructed and evaluated as a predictor of disease status via a certain measure such as balanced accuracy (BA). It has been shown that the performance of MDR tends to depend on the choice of the evaluation measures. Results: In this article, we introduce two types of new evaluation measures. First, we develop weighted BA (wBA) that utilizes the quantitative information on the effect size of each multi-locus genotype on a trait. Second, we employ ordinal association measures to assess the performance of MDR classifiers. Simulation studies were conducted to compare the proposed measures with BA, a current measure. Our results showed that the wBA and τ b improved the power of MDR in detecting gene-gene interactions. Noticeably, the power increment was higher when data contains the greater number of genetic markers. Finally, we applied the proposed evaluation measures to real data.
INTRODUCTION
Interactions among multiple genes are important contributors to the variation of complex traits because most biological phenotypes result from complex interplay of many genes and environmental factors. For example, TP53 a well-known tumor suppressor gene, has been reported to promote aging of cells with certain defects of BRCA1 in mice (Rodier et al., 2007) . In understanding complex traits, the analysis of gene-gene interactions can be thus essential. Marchini et al. (2005) showed that strategies only focusing * To whom correspondence should be addressed.
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on individual genes may yield low power in genetic studies of complex traits. In addition, it has been observed that significant findings for complex diseases were replicated at a low rate across multiple association studies, which may be partly due to ignoring gene-gene interactions. Several methods have been proposed to analyze gene-gene interactions in genetic association studies. Examples include logistic regressions (Cordell, 2002) , the recursive partitioning method (Zhang and Bonney, 2000) , logic regressions (Kooperberg and Ruczinski, 2005) , neural networks (Sherriff and Ott, 2001) , the multifactor dimensionality reduction (MDR) method (Ritchie et al., 2001) , focused interaction testing framework (FITF) (Millstein et al., 2006) and grammatical evolution neural network (GENN) (Motsinger-Reif et al., 2008) . While each has its own advantages and disadvantages, the MDR method has been widely applied to detect gene-gene interactions in a number of common diseases (see the related literature posted on http://epistasis.org).
The MDR method is well suited for examining high-order interactions and detecting interactions without main effects (Hahn et al., 2003; Moore et al., 2006; Ritchie et al., 2001 Ritchie et al., , 2003 . As MDR is a non-parametric method, it does not need to estimate parameters. In addition, since MDR does not assume any genetic model, it is useful for the study of a complex disease, especially whose mode of genetic inheritance is unknown. Since its first introduction, MDR has been extended to analyze family data (Martin et al., 2006) , to allow adjustments for covariates (Lou et al., 2007) , to provide the quantitative measure of multi-locus genotype risk (Chung et al., 2007) and to give a parsimonious genetic model (Lee et al., 2007) .
The main idea of MDR method is inducing multi-locus genotype combinations of a set of genetic markers (e.g. single nucleotide polymorphisms or SNPs) to two levels (i.e. high risk and low risk) of a new variable. Since the new variable acts as a binary classifier that predicts disease status of individuals, we call it as an MDR classifier henceforth. Each MDR classifier representing specific genotype combinations is evaluated to select the best MDR classifier that corresponds to a gene-gene interaction showing the strongest association with a disease of interest.
Since the MDR method was first introduced, the classification accuracy (CA), the ratio of number of correctly classified samples to total number of samples, has been commonly used as an evaluation measure. However, it was shown that CA can cause the power loss when sample sizes are imbalanced between case and control groups (Velez et al., 2007) . In order to account for the sample imbalance, balanced accuracy (BA) was introduced and adopted as an alternative evaluation measure in the MDR method. The BA was defined as the arithmetic mean of sensitivity and specificity. The simulation study by Velez et al. (2007) showed that BA improved the power of the MDR method greatly when sample sizes were imbalanced between case and control groups. Recently, Bush et al. (2008) proposed 10 contingency table measures, including likelihood ratio (LR) and normalized mutual information (NMI), and investigated their effects on the MDR performance via simulations. Overall, the largest power improvement was gained by using LR and NMI. The results of two papers demonstrated that the choice of evaluation measure can impact the performance of MDR. In addition, it was observed in our preliminary simulation studies that BA values are distributed in a very small range. Moreover, the BA showed small differences even between true causal SNPs and non-causal SNPs, which may make MDR prone to select false SNPs and hence lower the sensitivity of MDR. These empirical observations motivated us to develop alternative evaluation measures to the BA. In this study, we introduce two types of new evaluation measures for MDR classifiers. First, we develop the weighted BA (wBA) that incorporates more quantitative information on the disease risk for each multi-locus genotype into the calculation of BA. This was motivated from OR MDR (Chung et al., 2007) that provides the estimated odds ratio (OR) as a quantitative measure of disease risk for each multi-locus genotype. When MDR employs the BA, the classification results are summarized into a 2 × 2 confusion matrix of which each column represents the instances in a predicted class, while each row represents the instances in an actual class (Table 1) . The BA uses this confusion matrix which does not have any information on the magnitude of the disease risk for each multi-locus genotype. The wBA uses weights corresponding to the estimated ORs when constructing the confusion matrix, and hence utilizes more information than the BA.
Second, we apply various ordinal association measures to evaluate MDR classifiers. In the confusion matrix, correctly classified incidents are lying in diagonal cells and incorrect ones are in off-diagonal cells. Thus, good classifiers should show trend of strong positive association. In categorical data analysis, various ordinal association measures have been used to test for the trend of directional association between two ordinal variables or between an ordinal variable and a nominal variable. By using the ordinal association measures, the performance of MDR classifier can be evaluated by the degree of tendency of positive association. Typical ordinal association measures include γ , Kendal's tau, and Somers' d (Agresti, 2002) .
Through extensive simulations, we compare the proposed evaluation measures with BA, LR and NMI, and examine the effect of sample size and the number of SNPs on the performance of measures. This article is organized as follows. The MDR method is briefly reviewed, and the novel evaluation measures for MDR classifiers are described in methods section. The evaluation measures are compared through simulation studies and the results are provided in the following section. The proposed new measures for MDR classifiers are illustrated using atopic dermatitis data and type II diabetes data as examples. Discussion and final conclusions are followed.
METHODS

MDR
The MDR procedure comprises multiple steps as follows. At Step 1, the dataset is partitioned into k equal-size subsets for k-fold cross-validation (CV). As an example, we will describe the method with k = 10. Out of 10 equal-size subsets, one subset is taken as an independent testing dataset, and the remaining nine subsets are assigned to a training dataset. A total of 10 CV datasets are constructed as a result, and the following Step 2 is repeated for each CV dataset.
At
Step 2, all possible MDR classifiers are constructed and the best one is selected for a CV set. First, each of all possible multi-locus genotypes of m given SNPs is represented in a cell of an m-dimensional contingency table. Second, the estimate of odds is calculated as the ratio of the number of cases to the number of controls for each multi-locus genotype. Third, all individuals in each cell are classified either into the 'high-risk' group, if the odds estimate is larger than or equal to a given threshold, or into the 'low-risk' group, otherwise. A commonly used threshold is the estimated global odds, which is calculated as the ratio of the number of cases to the number of controls in the training set. In this case, the classification process is equivalent to comparing the estimated OR with one. Eventually, this binary MDR classifier with two levels of high/low risk groups reduces the m-dimensional space to one dimensional space. Fourth, each MDR classifier is evaluated, respectively, with training and testing datasets via a certain evaluation measure (e.g. training BA and test BA). Then, the MDR classifier having the largest value of the evaluation measure with the training set is selected as a best MDR classifier for a CV dataset.
Step 3, the best MDR classifier is chosen over all CV sets for the fixed m. The value of the evaluation measure with a testing dataset is averaged over all the 10 CVs to assess the predictability of the selected MDR classifiers. Also the CV consistency (CVC) is computed as the number of times a particular MDR classifier is identified as a best classifier across all the CVs. Finally, the best MDR classifier across the CVs is chosen if having the maximum predictability and maximum CVC. At Step 4, the overall best MDR classifier is selected among the best ones for various m resulting from Steps 2 and 3, based on the predictability and CVC. Additional details are available in literature including Ritchie et al. (2001) , Moore and Williams (2002) and Bush et al. (2008) .
Current evaluation measures for MDR classifiers
For a set of m given SNPs, let n ij be the number of individuals with the i-th multi-locus genotype in the j-th disease group and let n +j be the total number of individuals in the j-th disease group, where i = {1, … , 3 m } and j = 1 for case, and 0 for control. The estimated OR of the i-th genotype is defined aŝ
Then four cells in the confusion matrix (Table 1) can be described for the MDR classifier as following:
CA is the first evaluation measure of MDR classifiers, which is defined as the proportion of correctly classified individuals and calculated as following based on the confusion matrix:
Because CA allows greater weight to one disease group with a larger sample size than to the other group, it has been shown to perform poorly when the numbers of samples are not the same between case and control groups. BA was suggested as an evaluation measure to account for the imbalanced numbers of samples and to give equal weights to both groups (Velez et al., 2007) . When the number of cases and controls are the same, BA is equal to CA. The BA is defined as follows: Bush et al. (2008) recommended the LR and the NMI for MDR. LR is a goodness-of-fit statistic that is commonly used to test association in 2 × 2 contingency table. NMI is a measure of information transmission, based on Shannon's Entropy. In a classification problem, LR and NMI are, respectively, defined as follows: 
Proposed evaluation measures
2.3.1 wBA Although the estimation of the OR for each multi-locus genotype is an essential step in the MDR procedure, BA does not fully utilize this information in that it relies only on the final classification results. As the OR deviates farther from 1, the corresponding multi-locus genotype is expected to have a greater effect on disease susceptibility. In order to take this into account, a large weight should be assigned to the genotype showing a large deviation between the OR and 1, and vice versa. Assuming the symmetric significance between ORs greater than and less than 1, we develop weights by taking absolute values of logarithmic-scaled ORs. After the power function is applied with a tuning parameter α, the weight for the i-th multi-locus genotype can be written as follows:
Then the wBA is defined as wBA= 1 2
where
When the weights are employed, there are two practical problems, such as infinite and zero weights. We suggest to adjust those weights by adding a small constant (e.g. 0.5). First, the infinite weight occurs when zero frequency happens in either case or control groups for a multi-locus genotype. In this case, a small constant is added to the zero frequency. Second, the weight becomes zero when the OR estimate is one for a multi-locus genotype (i.e.θ i = 1 for a certain i). In this case, information on all individuals with the corresponding genotype is not used for the evaluation of the MDR classifier. This may cause the small sample size problem, due to which the wBA can be biased. In order to address this problem, the OR is corrected by adding a small constant to the number of individuals with the i-th multi-locus genotype in the case group (i.e. n i1 ).
Measures for ordinal association
Because good classifiers are expected to produce more TP and TN than FP and FN, a good MDR classifier is presumable to have high frequencies in diagonal cells in the corresponding 2 × 2 confusion matrix. In other words, the good MDR classifier must have a stronger positive monotonic trend association. The rows and columns of the confusion matrix can be considered as two ordinal levels of 'risk' and 'disease group', respectively (Table 1) . Therefore, classical ordinal association measures can be employed to assess the monotonic trend association for the evaluation of MDR classifiers. Examples include Kendal's τ b and τ c , Somers' d(R|C) and d(C|R), as well as γ (Agresti, 2002) , and we consider these five measures in this study ( Table 2) .
The ordinal association measures have been used for the analysis of crossclassifications with ordinal categories. In an ordinal contingency table, each pair of observations is classified as either concordant pair or discordant. A pair of observations is concordant if the subject who ranks higher on one variable also ranks higher on the other variable. A pair of observations is discordant if the subject who ranks higher on one variable ranks lower on the other variable. A pair of observations is tied if they have the same ranks on one of the variables. Gamma (γ ) is the estimated difference between the probability of concordance and the probability of discordance (Goodman and Kruskal, 1954) , and has a range -1≤ γ ≤1. When only concordant pairs are observed, γ is equal to 1 which indicates the perfect positive trend association between two ordinal variables. As the number of discordant pairs increases, γ decreases toward -1 which indicates the perfect negative trend association. The equal number of concordance and discordance pairs result in γ = 0, which means the independence between two ordinal variables. The greater the number of correctly classified subjects (TP, TN) in Table 1 , the greater γ is obtained. Because a zero cell in the confusion matrix can force γ to have ±1, we avoid zero cells by adding a small constant.
Other association measures in Table 2 are γ variants that were modified to adjust the effects of tied pairs or the table size. Kendal's τ b makes an adjustment for ties when it measures the proportion of concordant and discordant pairs. Kendal's τ c is a variant of τ b , which makes an adjustment for table size in addition to a correction for ties. Both τ b and τ c has range -1≤ τ b , τ c ≤1. Unlike other ordinal association measures, Somers' d is an asymmetric measure, which assumes the causality between two ordinal variables (i.e. the dependent and independent variables). Somers' d is estimated by the difference between the proportion of concordant and discordant pairs out of those pairs that are untied on the independent variable. It makes an adjustment only for pairs that are tied on the independent variable, while τ b makes adjustments on both variables.
For a given contingency 
SIMULATION STUDY
Data simulation
Simulations were conducted to compare the performance of the MDR method when employing various evaluation measures. Each simulated dataset contains samples of 400, 1000 or 2000, balanced between cases and controls. Various numbers of SNPs (namely 10, 50, 100, 500 and 1000) were considered. Among all the SNPs, one pair of SNPs were simulated as a causal factor that has an interaction associated with disease; and the remaining SNPs were simulated as non-causal factors. The genotype data of the causal SNPs were generated based on eight different genetic models (Table 3) , which have different probabilities of being affected for each multi-locus genotype (penetrances). We developed Models 1, 2 and 3 by varying the strength of genetic effects while fixing the interaction structure, the minor allele frequency (MAF) and prevalence. Based on given ratios between two disease groups, the penetrances for the three models were computed under the HardyWeinberg equilibrium (HWE) assumption for each SNP. Models 4, 5 and 6 were generated with different interaction structures and penetrance functions, which were used by Ritchie et al. (2003) . We also considered Models 7 and 8, under which LR and NMI showed best and worst performance in Bush et al. (2008) . The details of simulation settings are shown in Table 3 . All the eight models have little marginal effects. A total of 120 simulation settings were considered, and 100 replicated datasets were generated for each setting.
Results
In order to assess the performance of MDR, the empirical power was defined as the proportion of replicated datasets in which the true causal model was detected as the best model among all possible two-locus models. We developed a C++ program to analyze genegene interactions via MDR with proposed measures as well as BA, LR and NMI. In the simulations, 10-fold CV was employed to select the best MDR classifiers. For each evaluation measure, the empirical power and the average CVC were recorded for all 120 simulation settings.
A preliminary simulation study was conducted with 10 and 100 SNPs to investigate optimal values of the tuning parameter (α) in wBA. Among the various values from 0.1 to 2 under investigation, wBA showed better power with two values of 1/3 and 1/4 than with other values across eight genetic models (data not shown). Only these two values were used in main simulations. Additionally, we examined the effect of MAF on power by setting MAF as 0.25 for all SNPs or varying MAF for each of non-causal SNPs, while we used MAF of 0.1 in the main simulation. In both cases, the higher power was gained, but similar patterns were obtained (data not shown).
In the main simulation, we compared proposed evaluation measures (wBA with α = 1/4 and 1/3, and five ordinal association measures) as well as current measures (BA, LR and NMI) in terms of empirical power. First, the seven proposed measures were compared with BA (Table 4) . Although the power patterns for evaluation measures largely depended on genetic models, wBA(α = 1/4) and τ b showed overall higher power than BA and other proposed measures across 120 simulation settings. For both measures, high CVC was observed. It is expected because CVC ranged according to power and hence CVC increases when power increases. Among all the ordinal association measures investigated, only τ b consistently improved power of MDR across the genetic models except for Model 4. Somers' d(R|C) and τ c showed overall similar power to the BA. Note that both measures are equivalent because samples are balanced between disease groups in this simulation.
Among the seven proposed measures, γ showed the worst power in all cases. Inherently, γ becomes 1 not just for the perfect classification (i.e. both FP and FN are zero), but also for whenever either FP or FN is zero. Due to this property, γ may lose power 0 (0.00) 1 (5.00) 1 (3.00) 0 (0.00) 0 (0.00) 0 (0.00) 0 (0.00) 0 (0.00) 0 (0.00) Model 8 0 (0.00) 3 (4.00) 2 (2.50) 1 (3.00) 0 (0.00) 0 (0.00) 0 (0.00) 2 (2.50) 2 (2.50)
The empirical powers are presented along with average CVCs in parentheses.
Results are not presented for #SNP = 10 because the perfect power was gained for most measures and hence the difference among the measures was not readily observed.
significantly with a small or moderate number of samples. To overcome the limitation, we generated pseudo-counts by adding 0.5 to zero cells in the confusion matrix. However, the power gain from this adjustment was very limited (data not shown). Somers' d(C|R) also performed poorly, although it was expected to provide the best description of the causal relationship between the row variable (i.e. risk groups) and the column variable (i.e. disease groups). On the contrary, Somers' d(R|C) showed better performance than Somers' d(C|R). A possible explanation would be a contradictory process of constructing risk groups in MDR (i.e. classified by the information on the disease groups). Second, wBA(α = 1/4) and τ b were compared with other alternatives, such as LR and NMI. Compared with BA, these measures improved the MDR performance overall (Tables 4, S1 and S2). The improvement was larger when the sample size is small, the number of SNPs is large, and/or for the genetic models with small causal effects (Figs S1 and S2). While τ b (83.7%) had comparable power to LR and NMI, wBA(α = 1/4) resulted in a superior power (85.8% on average) to them in most cases (Fig. S3) . For instance, the empirical power using wBA(α = 1/4) was greater than using NMI for 42 settings (35.0%) out of 120 settings, whereas empirical power using NMI was greater than using wBA(α = 1/4) for only eight settings (6.7%). Note that these patterns were clearer especially when the sample size is small, the number of SNPs is large and/or for the genetic models with small causal effects (Figs S1 and S2) .
As the number of SNPs increased, the power reduction was observed in most cases (Table 4 and Fig. S1 ). This can result from the increasing chance of selecting false causal SNPs, which is due to the large number of SNPs in the experiment. In Figure S4 , the relative powers for wBA(α = 1/4), τ b , LR and NMI are presented where each of them is defined as the power divided by the power of BA. As the number of SNPs increased, the power difference among the measures became larger and the relative powers for wBA(α = 1/4) increased most rapidly in many cases.
EXAMPLES
In order to demonstrate the two proposed evaluation measures, such as wBA(α = 1/4) and τ b for MDR classifiers, we applied them to two real datasets. One was from the genetic association study of atopic dermatitis (Namkung et al., 2007) . The other is type II diabetes data from the genome-wide association study conducted by the Welcome Trust Case Control Consortium (WTCCC, 2007) . Along with these new measures, three current measures (BA, LR and NMI) were also applied to the datasets. The entire analysis was replicated 10 times to exclude the possible random noise due to the data partition for Average values of evaluation measure within training and testing datasets over 10 replicated analyses (along with the corresponding SD in parenthesis). e P-values were calculated using empirical distributions of testing values that were obtained by 1000 permutated data.
CV. All possible SNP combination models were tested for the firstto fourth-order interactions.
Atopic dermatitis data
Atopic dermatitis is a chronic inflammatory skin disease that significantly deteriorates life quality. In several studies, atopic dermatitis has been shown to be strongly genetic (e.g. Hoffjan and Epplen, 2005) . The data were collected from 433 atopic dermatitis patients with allergic type and 474 normal subjects. A total of 17 SNPs were genotyped from five genes: IL5, IL8, IL5R, IL8RA and IL8RB. The detailed experimental procedures are described in Namkung et al. (2007) in which rs6723449 in IL5 was reported to have significantly different genetic distributions between atopic dermatitis cases and controls. In this study, 385 cases and 440 controls with complete genotype data were included in the analysis. All five evaluation measures selected the same single SNP, namely rs6723449 in IL5, as the best causal factor (Table 5) . Among the two-locus models (rs2522411, rs340808) in IL5RA was selected by all evaluation measures and showed good predictability with high CVC. Note that these results were consistent over all 10 replicated analyses (Replication = 10). Both third-and fourthorder interaction models did not show good performance with very low CVCs. Furthermore, the lower order models (rs2522411) and (rs2522411, rs340808) also yielded the higher testing BA, wBA and τ b values than those of the third-and fourth-order interaction models. Thus, only these two lower order models were recommended. Since proteins translated from IL5 and IL5RA are known to interact physically as a pair of a cytokine and a cognate receptor, the identified interactions between rs2522411 and rs340808 looks natural. However, a further validation study is needed to confirm the effect of the interaction on atopic dermatitis.
Although the three measures selected the same first-and secondorder best models, wBA and τ b showed higher CVCs than BA for these two best models. This result would imply that the proposed evaluation measures provide more consistent results than BA, and would coincide with our simulation result that wBA and τ b produced greater powers than BA.
WTCCC type II diabetes data
We analyzed 62 SNPs reported to have significant associations with type II diabetes (Supplementary Table 7 in WTCCC, 2007) . The data consists of 1991 cases and 3004 controls, but only 1366 cases and 2168 controls having complete data for the 62 SNPs were considered in this study. While all five measures selected rs4506565 as the best single-locus model, wBA(α = 1/4) showed slightly higher CVC than the other measures. This SNP was reported by WTCCC (2007) to have the most significant association.
As the best two-locus model, wBA(α = 1/4) selected (rs450656, rs11000542) with relatively high CVC in all 10 replicated analyses. Note that rs450656 is on the TCF7L2 (transcription factor 7-like 2, 10q25.3) gene and rs11000542 is on the PRKG1 (protein kinase, cGMP-dependent, type I, 10q11.2) gene. However, other measures selected different SNP combinations as the best two-locus models with low CVCs: (rs4506565, rs1495377) by BA, and (rs17248501, rs11000542) by τ b , LR and NMI. The rs1495377 was not mapped on or closely located to any gene, and rs1724850 was on PARD3B (par-3 partitioning defective 3 homolog B) whose function is not known.
Since different measures suggested different two-locus models, we did a further investigation using the logistic regression analysis for the three selected two-locus models. Interestingly, the best model (rs450656, rs11000542) identified by wBA had smaller Akaike information criterion (AIC = 4660.6) than (rs4506565, rs1495377) and (rs17248501, rs11000542) identified by other measures (AIC = 4672.1 and 4677.5, respectively). In addition, only the second-order interaction in (rs450656, rs11000542) was significantly identified with a significance level of 0.01 (P = 0.0046), while the second-order interactions in (rs4506565, rs1495377) and (rs17248501, rs11000542) were not significant (P = 0.7178 and 0.0227, respectively).
CONCLUSIONS AND DISCUSSION
MDR is a non-parametric and genetic model-free method that provides an efficient analysis of high-order gene-gene interactions, especially when sample sizes are relatively small. The main idea of the MDR method is to transform a gene-gene interaction with multi-locus genotypes into a new variable of two levels. The newly constructed variable is called as an MDR classifier in that it provides a rule for classifying individuals into two groups at high and low risk of disease (i.e. predicted case and control). The prediction performance of MDR classifiers, corresponding to various multi-locus gene-gene interaction models, is then evaluated via a certain measure to select the best model that may affect disease susceptibility. The performance of the MDR method can be highly affected by the choice of the evaluation measure, and it has been demonstrated by Velez et al. (2007) and Bush et al. (2008) .
In this study, we have introduced two types of new evaluation measures, the wBA and ordinal association measures, and investigated their performance via simulations. First, wBA was developed to improve BA by utilizing the complete information on OR at each level of multi-locus genotypes. Second, we proposed the application of ordinal association measures (e.g. τ b ) to the evaluation of MDR classifiers. Those measures assess the directional association between observed and predicted disease status when applied to the confusion matrix of an MDR classifier. The new evaluation measures and current measures, such as BA, LR and NMI, were compared in terms of the MDR performance. As expected, the power of the MDR method varied across different evaluation measures as well as over the genetic models that describe effect sizes and patterns of interactions. For most genetic models considered in simulations, wBA with a tuning parameter α of 1/4 and τ b outperformed BA and the other ordinal association measures. Also, wBA(α = 1/4) showed overall better performance than LR and NMI, while τ b showed similar performance as those two measures. This pattern became stronger as the number of SNPs increased and also as sample size decreased. The simulation result implies that the choice of the evaluation measure would become more critical for the success of the MDR method in a large-scale analysis of gene-gene interactions. Therefore, wBA(α = 1/4), τ b , LR and NMI would be better options for evaluation measures of MDR classifiers than BA to improve the power of MDR, especially in a large-scale analysis.
Anticipating that large false positives may occur in MDR, we conducted an additional investigation on this problem via simulations. In addition to two-locus models, we evaluated all possible three-locus models as well for 72 simulation settings with small numbers of SNPs = 10, 50, 100, out of a total of 120 settings. Then the overall best MDR model was selected between the best two-locus model and the best three-locus model based on CVC and average testing value of the evaluation measure. Using the detection and specific detection rates defined in Bush et al. (2008) , we defined the false detection rate to investigate false positives. The definitions of three rates are as follows:
• detection rate = the proportion of replicated datasets in which a multi-locus model including the true causal two-locus model was detected as the overall best model,
• specific detection rate = the proportion of replicated datasets in which the true causal two-locus model was detected as the overall best model and
• false detection rate = the difference between detection rate and specific detection rate.
Then we examined the false detection rates for BA, wBA(α = 1/4), τ b , LR and NMI. In most cases, wBA(α = 1/4) showed lower false detection rate than other measures (Fig. S5) . The average false detection rate (with 1-standard error) for BA was 10.6 (± 5.1)%, while those for wBA(α = 1/4), τ b , LR and NMI were 1.8 (± 2.0)%, 7.4 (±3.5)%, 6.9 (±3.3)% and 6.9 (±3.3)%, respectively. In addition, the highest false detection rate for BA was 21% whereas those for wBA(α = 1/4), τ b , LR and NMI were 7%, 17%, 17% and 18%, respectively. In summary, we found in this limited simulation that BA would introduce a large number of false positives. However, our proposed wBA(α = 1/4) seemed to manage false positives better than other measures, especially than BA. Note that similar patterns were observed in the measure comparison via detection rate and specific detection rates to those via the empirical power, while the outperformance of wBA(α = 1/4) was clearer in terms of specific detection rate than in terms of the empirical power. As a genome-wide association study with large-scale data becomes popular, computation can be an issue. Thus, we investigated the computing time of the evaluation measures for single-through three-locus models with 100 SNPs and sample size of 2000. A typical workstation [LINUX (openSUSE 11.0), AMD Athlon(tm) 64 X2 Dual Core Processor, 2GB RAM] was used for this investigation. We had some interesting observations. First, τ b , LR and NMI showed the same computing time as BA, while wBA required more computing time to take weights into account when constructing a confusion matrix. For example, the computing time was 13.4 min using wBA and 4.4 min using BA or τ b . Second, the computing time increased as sample size increased, but the difference in computing time between wBA and τ b did not change (Fig. S6) . Third, the computing time increased exponentially as the number of SNPs increased and higher interactions were searched. The increment in computing was larger for wBA than for τ b (Fig. S7) .
Simulations showed that wBA(α = 1/4) outperformed τ b according to empirical power, detection rate and specific detection rate, especially when the sample size is small, the number of SNPs is large, and/or for the genetic models with small causal effects. In addition, false positives seem more manageable by wBA(α = 1/4) than by τ b . However, τ b also has good properties. First, τ b can be instantly used to evaluate any kind of classifiers as well as MDR classifiers. When applied to a confusion matrix, τ b is actually Matthew's correlation coefficient (MCC) that has been used to evaluate the prediction performance of classifications in machine learning (Matthews, 1975) . Similar to the BA, MCC takes into account different class sizes and hence is regarded as a balanced evaluation measure. Second, τ b has a known asymptotic sampling distribution, like all the other ordinal association measures considered in this study. Thus, its confidence interval and significance can be readily provided. Third, τ b requires less computing than wBA especially when a large number of SNPs and higher order interactions are investigated. Lastly, τ b needs no tuning parameter whereas wBA requires a tuning parameter (α). In conclusion, wBA would be recommendable when one wants to identify low-order gene-gene interactions with small to moderate effects using relatively small number of samples, while τ b would be a better choice when a genetic association study targets highorder gene-gene interactions and/or deals with a large number of SNPs due to its advantage of simple and fast computation against the wBA.
In the simulation study, we focused on second-order interactions while cautiously anticipating similar trends for higher order interactions. The wBA and τ b utilize the information, respectively, on the ORs and on the directionality between disease and risk groups. Because such additional information would be more beneficial when genotype frequencies get sparser, the proposed measures may improve the MDR performance even more for higher order interactions. Our preliminary investigation supported this phenomenon (data not shown), while the performance of MDR with evaluation measures for higher order interactions is currently under full investigation.
