Abstract. The data-mining literature is rich in problems that are formalized as combinatorial-optimization problems. An indicative example is the entity-selection formulation that has been used to model the problem of selecting a subset of representative reviews from a review corpus [11, 22] or important nodes in a social network [10] . Existing combinatorial algorithms for solving such entity-selection problems identify a set of entities (e.g., reviews or nodes) as important. Here, we consider the following question: how do small or large changes in the input dataset change the value or the structure of the such reported solutions? We answer this question by developing a general framework for evaluating the smoothness (i.e, consistency) of the data-mining results obtained for the input dataset X. We do so by comparing these results with the results obtained for datasets that are within a small or a large distance from X. The algorithms we design allow us to perform such comparisons effectively and thus, approximate the results' smoothness efficiently. Our experimental evaluation on real datasets demonstrates the efficacy and the practical utility of our framework in a wide range of applications.
Introduction
Given a collection of reviews about a product, which are the most valuable reviews in a collection? In a social network of users, which are the most influential nodes in the network?
Many of such entity-selection problems (where the term entities is used as an abstraction for reviews and node networks) have been formalized in the data-mining literature as combinatorial-optimization problems; e.g., using coverage [11, 22] or influence-maximization objectives [10] . Such formulations are characterized by a solution space and an objective function. The former defines the types of solutions the data analyst is interested in, e.g., a set of reviews or nodes. The latter provides a means for evaluating the goodness or value of every solution for a given dataset. In this context, the combinatorial methods output a single solution from the solution space -the one that optimizes (or approximates) the objective function.
While existing work focuses on designing efficient algorithms for finding (or approximating) this optimal solution, we claim that these algorithms fail to quantify how the nature of the input dataset affects the reported solutions. For example, if small changes in the input graph alter significantly the reported set of influential nodes, then any social study relying on existing algorithms would be highly untrustworthy. Similarly, if the set of influential nodes reported in the input dataset are identified as influential in any random dataset, then again the reported solution is insignificant.
In this paper, we propose a framework that allows us to quantify the relationship between the combinatorial solutions obtained by existing algorithms to the nature of the input dataset. More specifically, we propose the smoothness measure, which quantifies how the value and the structure of the reported solutions is altered by small (or large) changes in the input dataset. Related to ours is the work on statistical-significance testing of data-mining results using empirical pvalues [5, 17, 16, 23] . However, the empirical p-values encode the probability that there exists a random dataset with solution with (almost) identical value to the solution obtained for the original dataset. On the other hand, the smoothness is the expected similarity between the solutions of the sampled and the original datasets. The focus on the expected similarity of the solutions, allows us to sample datasets either randomly (as in the case of p-values) or within specified neighborhoods around the original data. This flexibility allows us to quantify not only the statistical significance of the obtained solutions, but also the variation of the solution within these small neighborhoods.
Another key characteristic of our work is that it departs from the narrow characterization of solutions using only the objective function. In particular, we view the solutions as combinatorial objects that have both value and structure. After all, the objective function is only a proxy for the analyst's intuition of what constitutes a good solution. In the case of the entity-selection problem the structure of the solution is determined by the actual elements that are selected to the reported set. Therefore, when comparing solutions not only do we compare their values, but also the actual entities they contain.
Apart from the proposition of the smoothness framework, which to the best of our knowledge is new, we also present a new efficient algorithm for sampling datasets that are within a certain distance from the original dataset. This algorithm is a key component to our algorithmic solution for approximating the smoothness of the data-mining results for entity-selection problems. Our experimental results (presented in Section 4) validate the utility and the practical utility of our framework as well as our algorithms in a wide range of entityselection problems. Some indicative ones are the selection of representative set of reviews, authors within communities as well as nodes in social networks.
Although we present the application of our framework to entity-selection problems, we point out that our framework is general and can be used to evaluate the smoothness of all data-mining results -as long as the data-mining problem has been formalized as a combinatorial optimization problem.
The rest of the paper is organized as follows: first, we describe our framework in Section 2. In Section 3 we describe our algorithms for sampling datasets and in Section 4 we present experiments that demonstrate the utility of our methods. After reviewing the related work in Section 5, we conclude the paper in Section 6.
In this section, we provide a generic description of our framework that takes as input a dataset, an objective function, and an algorithm for optimizing it, and reports how the solution reported by the algorithm is affected by small or large changes in the input dataset.
Optimization Problems
Every combinatorial-optimization problem consists of the following components: the input dataset X, the designated solution space L and the objective function F , which maps every solution S ∈ L to a real number F (X, S). Henceforth, we use tuple X, L , F to represent a combinatorial optimization problem, and S * X to represent the optimal solution for input dataset X. Here, we focus on maximization problems, where S * X is the solution for which F (X, S) is maximized:
We will use S * instead of S * X whenever the dataset X is clear from the context. Note that finding S * might be NP-hard for some problems. In these cases, different heuristics and approximation algorithms are used to obtain a suboptimal solution. We will use S * to denote the solution (optimal or not) produced by the algorithm chosen to solve the problem.
Among all data-mining problems that have been formalized using this framework are the following two, which we consider in this paper: the review-selection and the node-selection problems. Consider a collection of reviews for a particular product. This product has a set of features that can be commented in a review. For instance, the features of an mp3-player are: battery, sound quality, ability to record, and etc. Each reviewer may post a review that only covers a subset of these features (say only battery and sound quality). The goal of the review-selection problem is to pick k reviews that cover the maximum number of distinct features of the product.
Similarly, in the node-selection problem, the goal is to pick a set of k important nodes from a given network. That is, to select k nodes that have the highest influence over the entire network. Of course, in order to define such nodes we need to rely on an information propagation model. Given such a model, information propagates from active to inactive nodes; this propagation is usually probabilistic. Using an information propagation model, the important nodes are the ones that upon activation, will lead to maximum number of (expected) active nodes in the network. There are many applications for this problem. For instance, in a given graph of social relations, the selected nodes can be used to obtain an optimal advertising strategy.
We collectively refer to the review and the node-selection problems as entityselection problems. The former one has been formalized using the MaxCov formulation [11, 22] , and the latter, using the MaxInfluence formulation [10] . We describe these formulations next.
MaxCov(k): Given a universe of items U and m subsets of it (C = {C 1 , C 2 , . . . , C m }), the goal of MaxCov problem is to pick k elements from C so that the number of distinct items that they cover from U is maximized. Formally, we would like to pick S ⊆ C with |S| = k such that
is maximized. In the case of review selection, the elements of C are the reviews and the universe consists of the product's features.
In an instance of MaxCov problem X, L , F , the input dataset X is the set of universe subsets C. L is the solution space and contains all valid solutions like S where S is the set of k selected subsets (S ⊆ C). Finally, F is the coverage objective function given by Equation (1) .
The MaxCov problem is known to be NP-hard. However, a greedy method of picking the subset with the largest number of uncovered elements at each step, is an (1 − 1 e )-approximation algorithm for the MaxCov problem. Henceforth, the output of the mentioned greedy algorithm is what we refer to as S * for the MaxCov problem.
Observe that input dataset X, can be represented by a binary matrix in the following way: each column corresponds to an element in the universe U , and each row corresponds to one of the given subsets. The binary matrix has a value of 1 in position (i, j) iff the subset C i contains the j-th element of U . Throughout, we consider X to be the mentioned binary matrix to keep the notation simple. MaxInfluence(K): Given a graph G = (V, E) in which all the nodes are inactive, the goal is to find the best k nodes to activate, so that the expected number of active node after propagation would be maximized. Formally, we would like to pick S ⊆ V with S = k such that the following objective function would be maximized:
F -Influence(S) = expected number of active nodes.
The computations of the expected number of active nodes depends on the propagation model. In our study, we focus on the independent cascade (IC) model [10] .
1
In an instance of MaxInfluence problem X, L , F , X is the input graph G = (V, E). L is the set of all possible solutions where each solution S ⊆ V and |S| = k. Finally, The objective function F is the F -Influence function.
Solving the MaxInfluence problem is also NP-hard. However, a greedy algorithm that at every step picks the node with the largest marginal increase in the objective function again achieves an (1 − 1 e )-approximation for the objective. Henceforth, the output of this greedy algorithm is what we refer to as S * for the MaxInfluence problem.
Similar to MaxCov problem, the input dataset X can be represented using a binary matrix. Since the input dataset is a graph, X can be the adjacency matrix that describes the input graph.
Evaluating data-mining results
Here we introduce smoothness and show how it can be adjusted to reveal different aspects of a given combinatorial optimization-problem.
We formally, define the smoothness of a combinatorial optimization-problem X, L , F using the following formula:
The formula consists of three main parts: the dataspace X , the sampling probability distribution Pr(X ), and the similarity function Sim(S * X , S * X ). The rest of this section describes these three components. Dataspace: The dataspace X is the set of all datasets which share a structural characteristic with X. Intuitively, X is the collection of datasets which compare with X. So far, we have shown that the input dataset for both MaxCov and MaxInfluence problems is a binary matrix. As a result, we introduce two different possible choices of X for binary matrices: the exchange dataspace X E and the swap dataspace X W . The former is the set of all datasets with the same number of ones as X. The latter contains the datasets that have the same row and column marginals as X. Finally, we point out that for each dataspace X , there is a natural distance function D(Y, Z) which returns the distance between datasets Y and Z in X . Here, we use the following distance function to measure the distance between two binary matrices:
Sampling probability distribution: Given a particular dataspace X , Pr(X ) defines the probability of sampling dataset X . We introduce two natural sampling schemes: uniform and neighborhood sampling. The probability distribution of sampling dataset X in uniform and neighborhood sampling schemes are denoted using U-Pr(X ) and N-Pr(X ) respectively, and can be defined using the following formulas:
Note that in the above formula, λ can be used to adjust the probability distribution. Using a high value for λ, assigns high probability to the datasets in the neighborhood of the original dataset. We use λ equal to 2 for our experiments. Finally, note that if we set λ to zero, then the probability distribution will be uniform. Also note that any distance function between datasets can be used in Equation (3) . Here, we use the one defined in Equation (2). Similarity function: The similarity function measures how close the solutions for datasets X and X are. There are two types of similarity functions: valuebased similarity and structure-based similarity. The value-based similarity, denoted as V-Sim(S both solutions, and can be computed using the following formula:
In the above formula, F Max is the maximum possible value of the objective function which is used to normalize the similarity measure. The structure-based similarity, compares the combinatorial structure of the obtained solutions. The definition of this similarity measure highly depends on the combinatorial structure of the solution. Fortunately, for both MaxCov and MaxInfluence problems, the optimal solution is a set of k elements, so any similarity measure among sets can be used. In this work, we compute the structural similarity between solutions S * X and S * X with cardinality k as:
Finally, note that the above similarity measures are normalized in order to return values between zero and one.
Discussion
Notation: Given the different choices that we have for the dataspace, the sampling probability distribution, and the similarity function, we can define eight different smoothness measures. Table 1 contains the names of all these measures along with the configuration of each part of the measure. Interpretation of smoothness: Recall that the value of Smoothness(X) represents the expected similarity of a solution sampled from X and the original solution S * X . When smoothness is computed using uniform samples from dataspace X , small smoothness values are an indication of the interestingness and statistical significance of the reported solution S * X . In this case, small smoothness values mean that S * X cannot be obtained at random. However, when smoothness is computed from neighborhood samples, then large values of smoothness are desirable since they are indicative of the stability of S * X to small changes of the input data. Thus, in terms of smoothness, the ideal X, L , F is one which has a small value of smoothness when sampling uniformly and a large value of smoothness when sampling in the neighborhood.
When choosing the right dataspace for smoothness evaluation of X, L , F one must keep in mind that the exchange dataspace (X E ) is a much larger superset of the swap dataspace (X W ). Interestingly, depending on the nature of X, L , F one dataspace may give more insight than the other. As an example, consider the MaxCov problem, solved by the greedy approximation algorithm. In this case, the solutions reported by the algorithm are highly dependent on the marginals of the input dataset -after all, the greedy algorithm always reports the row of the binary matrix X that has the largest number of 1s and most of the real-life datasets have heavy tailed marginal distribution. In such a case, smoothness measures computed in X W would provide very limited information since samples in X W maintain a constant marginal distribution and thus would tend to produce a similar solution for every sample. Therefore, the smoothness values obtained for swap dataspace would be very large. However, this large value is mainly an artifact of the algorithm used and offers limited information about the dataset itself. On the other hand, if smoothness were to be computed in X E the results would be much more informative since the samples would be drawn from a much larger space allowing for more variation in the sampled datasets.
For seeing the usefulness of both the value and structural smoothness, consider the problem of identifying the right value of k for the MaxCov(k) problem. Smoothness can be used to find such k as follows: first pick a dataspace (e.g., X E ) and compute the four smoothness measures associated with it (e.g., EUV-Smoothness(X), ENV-Smoothness(X), EUS-Smoothness(X) and ENS-Smoothness(X) for each value of k). Given that large (resp. small) values for neighborhood (resp. uniform) smoothness are desirable one can pick the k that achieves such values both in terms of the structure and the value of the solutions.
Smoothness and p-values:
There is an analogy between the smoothness score Smoothness(X) and (empirical) p-values [5, 6, 9, 14, 17, 16, 18, 23] , used to evaluate the statistical significance of the value of the solution obtained for X, L , F . However, p-values encode the probability that there exists a random dataset from X with solution of (almost) identical value to S * X . On the other hand, Smoothness(X) is the expected similarity between solutions sampled from X . Moreover, contrary to p-values, smoothness can be computed both with respect to the structure as well as the value of the solutions, and both for neighorhood and uniform samples.
However, the key advantage of smoothness -when compared to p-valuesis the following: p-values simply count how many datasets have solutions with similar value as the original dataset. Smoothness takes into account the values of these solutions. In that way, smoothness provides a more comprehensive quantification of the structure of the solution space.
Sampling Datasets from the Dataspace
Computing Smoothness(X) precisely requires generating all possible datasets in X and running the optimization algorithm on all of them. This computation is infeasible since the number of datasets in both X W and X E is exponentially large in most cases. In this section, we explain how different smoothness measures can be accurately estimated by sampling from the exchange and the swap dataspaces.
Sampling from the exchange dataspace
Recall that the exchange dataspace X E consists of all datasets with the same size and the same number of 1's as the input dataset X. For the rest of the discussion, we will use N 1 (resp. N 0 ) to denote the number 1's (reps. 0's) in X. Finally, we will use N to be the total number of entries in X: N = N 1 + N 0 .
Uniform sampling from the exchange dataspace: The following algorithm draws a sample matrix Y uniformly at random from the exchange dataspace X E : Randomly select N 1 entries of Y . Set them to 1, and set all the other entries to 0. The random selection of N 1 entries can be done by permuting all entries of Y and picking the first N 1 entries. As a result, the overall running time of this algorithm is O(N ).
Neighborhood sampling from the exchange dataspace: A naïve Markov Chain Monte Carlo (MCMC) algorithm for neighborhood sampling from X E performs a random walk on the state space that consists of the distinct elements of X E . A transition from Y ∈ X E to Y ∈ X E happens via a single exchange operation. An exchange operation selects uniformly at random an 1-valued entry and a 0-valued entry from Y , and makes their values 0 and 1 respectively. Clearly, an exchange operation does not change the number of 1's in the matrix.
The number of possible exchanges for all matrices in X E is the same and equal to N 1 ×N 0 . This implies that the out-degree of each state in the mentioned Markov chain is N 1 × N 0 . Since exchange is a reversible operation, the in-degree of each state is also N 1 × N 0 . Based on these observations, we can conclude that the stationary distribution for this Markov chain is uniform.
By applying a Metropolis-Hastings technique [7, 13] on the mentioned Markov chain, we can change the uniform distribution to the desired neighborhood distribution. With Metropolis-Hastings, we do a transition from state Y to state Y with probability min{e λ(Dist(X,Y )−Dist(X,Y )) , 1}. Metropolis-Hastings guarantees that the stationary distribution matches our definition of neighborhood sampling. Although the above MCMC-based method obtains samples from the right distribution, it is computationally expensive; The state space of the Markov chain is N N1 ≈ N N1 . Also, it is not easy to prove that the Markov chain will converge in polynomially many steps.
However, we can use the following observation to design a more efficient sampling algorithm. 
Using Proposition 1, we propose a new sampling algorithm, the XchangeSampler , which is both efficient and samples from the right (neighborhood) distribution. The pseudocode of Xchange-Sampler is shown in Algorithm 1.
First, the algorithm forms a Markov Chain M with state space W and a transition matrix P : M = W, P . Each state W d in W, corresponds to datasets that are within distance d form the original dataset. The probabilities of transitions from any state W d to states W d−1 , W d+1 , and W d are given by the equations in Proposition 1. All these transition probabilities are summarized into the transition matrix P . Using the StationaryProb routine, Xchange-Sampler first computes the stationary probability distribution π of this Markov chain. Given π, the algorithm then samples z samples from the exchange dataspace as follows: First, using the SampleDistance function, it samples state W d from W according to the stationary distribution π. Given W d , the UniformSample function samples one of the datasets within d uniformly at random. This latter
Algorithm 1
The Xchange-Sampler algorithm problem.
Input: binary matrix X, integer z Output: binary matrices Y1, Y2, . . . , Yz 1: π ←StationaryProb(W, P ) 2: for i = 1 → z do 3:
report Yi step can be implemented by randomly picking d 1-valued entries and d 0-valued entries from X, and setting them to 0 and 1 respectively. Observe, that Xchange-Sampler simulates the naïve MCMC approach. The difference is that in Xchange-Sampler , all states that are within distance d from X are merged into a single state W d , while in MCMC they are all distinct states. Then, the Markov chain M is constructed in such a way, so that in the stationary probability distribution, π(W d ) is the same as the sum of the stationary probabilities that the MCMC random walk would end in any state that is within distance d from X. Thus, Xchange-Sampler samples datasets by first picking their distance d (using π) and then sampling uniformly from W d .
Observe that the number of states in the Markov chain M is equal to the largest distance between any two datasets in the exchange dataspace, which is at most min{N 1 , N 0 }. This state space is significantly smaller than the state space of the naïve MCMC method since the former is bounded by the number of entries in X, while the latter was exponential. Moreover, the naïve method performs a random walk for each sample, while Xchange-Sampler computes the stationary distribution π only once. Given π, Xchange-Sampler generates each sample in O(N ) time.
Sampling from the swap dataspace
Recall that all the datasets in the swap dataspace (X W ) have the same row and column marginals as the original dataset X. Gionis et al. [5] have proposed an MCMC approach to obtain uniform samples from X W . In that MCMC method, the state space is the set of all possible matrices, and the transition from one state to another is done using an operation called swap. Similar to the way that exchange operations maintain the number of 1's in a binary matrix, the swap operations guarantees to maintain the row and column marginals of the matrix. To sample datasets from the neighborhood of the original dataset, we combine the method by Gionis et al. with an additional Metropolis-Hastings technique so that we sample from the correct neighborhood distribution.
Experiments
In this section, we present an evaluation of the different smoothness measures that we have defined. First, we demonstrate the usefulness of value smoothness in determining the statistical significance of data mining results. Next, we compare the value smoothness measures to the traditional method of statisticalsignificance testing using p-values. Lastly, we evaluate structural smoothness and gauge its ability to provide additional insights on the data-mining results.
Datasets
We use the following datasets in our experiments:
Cora: This dataset [19] is a binary matrix which represents a bipartite graph between terms and scientific papers 2 . The entry (i, j) in the matrix has a value of 1 if term i appears in paper j. The Cora matrix has size 1433 × 2708, density 1.26% and is characterized by a heavy tailed marginal distribution. We use Cora as input to the MaxCov(k) problem, where our goal is to pick a set of k terms that cover the maximum number of papers (dominant words).
Bibsonomy: This dataset [3] is a binary matrix which represents a bipartite graph between authors and scientific papers tagged with the tag "programming" 3 . The entry (i, j) in the matrix has a value of 1 if author i is a co-author of the paper j. The Bibsonomy matrix has 4410 × 3862 and density of ones: 0.049%. We use Bibsonomy as input to the MaxCov(k) problem, where our goal is to pick a set of k authors that cover the maximum number of publications.
Co-Authors: This dataset [12] is a collaboration network derived from the General Relativity and Quantum Cosmology category of the e-print arXiv 4 . The network contains 5242 vertices, which correspond two authors. There is an edge between two authors, if they have written a paper together. The graph contains 28968 edges and has an edge density of 0.1%. We use Co-Authors as input to the MaxInfluence(k) problem where our goal is to select k authors that have the maximum influence in the network.
Value Smoothness
The experiments presented in this section, aim to demonstrate the utility of value smoothness (i.e., smoothness measures where solutions are compared using value similarity). Recall that there are four different types of value smoothness (see Table 1 ). In order to demonstrate the utility of each type, we conducted the following experiment: first, we computed all four measures for the Bibsonomy, Cora and Co-Authors datasets. Figure 1 shows the corresponding values of smoothness as a function of k.
Stability of the results: First, we observe that the neighborhood smoothness is always at least as large as uniform, in both dataspaces. This demonstrates that our optimization problems are more stable within the neighborhoods of the input datasets. For Cora we observe high neighborhood and low uniform smoothness making the obtained solutions stable and statistically significant. On the other hand, for Bibsonomy both the neighborhood and the uniform smoothness are high; this indicates that the solution obtained for this dataset is not statistically significant (i.e., could also be obtained at random). Finally, the smoothness values for the Co-Authors dataset is small in all cases, indicating that the solution space is unstable even in the neighborhood of the input graph.
Advantage of the exchange dataspace: The second important observation one can make from Figure 1 is that smoothness of MaxCov computed using the swap dataspace is always very close to 1, independent of whether the samples were obtained using neighborhood or uniform samplimg. This is more pronounced in Cora , since this datasaet also has heavy-tailed marginal distribution. As we have already discussed in Section 2.3, for this dataset the smoothness computed using X W does not provide as much insight as the smoothness computed using the exchange dataspace.
Advantages of the swap dataspace: While the exchange dataspace X E can prove useful for the analysis of some datasets it might prove inadequate for the analysis of others. This is particularly true when the size of X E is extremely large and any reasonable number of samples is inadequate. In such cases the swap dataspace (X W ), which is significantly smaller, gives more insightful results. For example, in 1(c) the plots for neighborhood and uniform smoothness in X E completely overlap. This overlap is an artifact of the extreme sparsity of Co-Authors. However, the smoothness computed using X W is much more informative. It demonstrates that the dataset has high smoothness in the neighborhood making it stable and at the same time has low smoothness in the uniform distribution making it statistically significant. The same effect can also be seen in Bibsonomy since it is even more sparse than Co-Authors.
Comparing value smoothness with empirical p-values
In this section, we compare smoothness to the traditional method of statistical significance testing using empirical p-values. The results of this comparison for the exchange dataspace and uniform sampling are shown in The reported p-values suggest that the solutions obtained for for the Bibsonomy are statistically significant. This is because the p-values for all k are equal to zero, which means that the probability of sampling a dataset with best F -Cov value as large as Bibsonomy is negligible. On the other hand, the smoothness values are relatively high (larger than 0.7 in all cases). This suggests that on expectation the solutions on random datasets have very similar values to the solution obtained for Bibsonomy. Interestingly, these two findings seem to be contradictory.
The reason for this somewhat surprising result is the following: the p-values encode the probability that a random dataset has solution with value greater or (almost) equal to the original solution. In this case, there are no random datasets that satisfy this condition and therefore the p-values are equal to 0. On the other hand, the smoothness computes the average value of the solutions to the random datasets. Therefore, even if these solutions have indeed smaller values than the original one, they may still be relatively close to the original solution, yielding high smoothness values.
The above experiment is just one example where the value of smoothness is much more informative than the p-values. The reason for that is that the computation of smoothness takes into account the actual values of the solutions of all sampled datasets. The p-values on the other hand, simply count how many times the randomly sampled datasets have solutions with values equal to the original dataset. Therefore, the p-values ignore the values of these solutions and, inevitably, are less informative.
Note we obtained results similar to the above for other datasets as well. However, we ommit them, due to lack of space.
Structural Smoothness
Here, we conduct the same experiment as seen in Section 4.2, but we evaluate the structural smoothness instead of the value smoothness. The results we obtained are presented in Figure 2 . Once again, we observe that the neighborhood is at least as smooth as the uniform distribution in all cases. In our problems, we can use structural smoothness to decide the optimal value of k. For example, by looking at the structural smoothness for Cora (Figure 2(a) ), we can conclude that selecting value for k = 5 is not a good choice; this is because the smoothness computed over uniform samples for k = 5 is almost 1. This means that random datasets have identical solution to the input dataset. On the other hand, k = 3 or k = 11 are better choices since the the original solution has more differences with the random solutions. If we view the values of structural smoothness together with the value smoothness for the same dataset (Figure 1(a) ), it becomes evident that k = 11 is the better choice for the value of k for Cora. This is because for k = 11, both the value and the strutural smoothness computed over random samples have relatively low values. Notice that the value smoothness alone would not have provided all the information necessary to choose the right value of k. 
Related Work
To the best of our knowledge, we are the first to introduce smoothness as a measure for evaluating how small (or large) changes in the input affect the datamining results. However, our work has connections with existing lines of research. We discuss these connections next.
Evaluation of data-mining results: Existing work on data mining [5, 17, 16, 23] and analysis of ecological and biological datasets [6, 9, 14, 18] focuses on the evaluation of the statistical significance of the solution to X, S, F , via empirical p-values. Empirical p-values encode the probability that there exists a random dataset from X with solution with (almost) identical value to S proposed in the past is that our framework also considers non-uniform samples from X and explores the solutions in the "neighborhood" of X. Moreover, our algorithms for sampling 0-1 datasets from X E extend existing algorithms for uniform sampling from X W [5] . However, again our algorithmic contribution goes beyond devising techniques for sampling from X E . For example, one of our main contributions is an efficient algorithm for sampling from the exchange dataspace X E .
Smoothed analysis of algorithms: Our work is also related to existing work on characterizing the stability of numerical methods [4, 8] as well as the smoothed complexity of algorithms [1, 20, 21] . The key difference between our work and existing work in these areas is that we explore the smoothness of the value as well as the structure of our results. The issue of the solutions' structure has only recently appeared in the work of Balcan et al. [2] . More specifically, Balcan et al. address the problem of finding a solution that has similar structure to the optimal solution. Although related to our study, their requirement focuses on approximating the structure of the optimal solution ignoring the rest of the solution space.
Privacy-preserving query answering: Our focus on the smoothness of the solutions to the input data instance connects our work with the work of Nissim et al. [15] . In that work, the authors focused on determining the amount of noise required for differentially-private query answering. Our focus is on studying how small changes in the data affect the data-mining results both in terms of value and in terms of structure.
Conclusions
In this paper, we presented a framework for evaluating the significance as well as the stability of of data-mining results. We achieved that by defining the notion of smoothness, which quantifies how these results get affected by small or large changes in the input data. In principle, our framework can be applied to all datamining problems, which have been formalized using combinatorial-optimization formulations. For concreteness, we focused on a particular type of combinatorialoptimization problem, namely entity selection, and we demonstrated the application of our framework in this setting. From the computational point of view, our the evaluation of smoothness requires efficient sampling of datasets that are within a certain distance from the input dataset. As another contribution, we presented an efficient algorithm for obtaining such samples. Our preliminary experimental results demonstrates that the values of smoothness provide valuable insights about the structure of the solution space and the significance of the obtained data-mining results.
