IN a recent issue of this journal, Kennedy (1970) distinguished between what he identified as two formulas for &dquo;12 (eta-squared) to be used in fixed model ANOVA. The first he called &dquo;the classical formula proposed by Kerlinger (1964, pp. 200-200) /' where SSA is the between sum of squares for factor A, and SSr is the total sum of squares. ~~ is simply the proportion of the total SS (or variance) associated with A. The second he identified as &dquo;an alternate version of the 7? computational formula which is not confined to the single independent variable case&dquo; proposed by Cohen (1965) and further described by Friedman (1968) (Cohen, 1965, p. 105). The term &dquo;partial&dquo; is not being used analogically but quite literally and in exactly the same sense as it would be in connection with product-moment correlation coefficients. The reason for the equivalence of formulas (1) and (2) for the one-factor design is that in the absence of other factors, formula (2) partials nothing out and reduces to formula (1), just as partial r reduces to r when there are no variables being partialled.
Thus, formula (2) Then his one-factor study of A would have had its SSH inflated by D, E, D x E, and also by A X D, A X E, and A X D X E. The third experimenter, explicitly studying all these factors, would then want to include all these SS in the denominator in comparing his A effect with that of the first experiment, but not the SS due to B nor all the interactions involving B.
It should be noted that the above logic extends directly to fixedfactor covariance designs. When Experiment I uses a one-way covariance design, the ~ of formula (1) applied to &dquo;adjust&dquo; SS is a pc~-t~l ,~, since the nature of the adjustment is the partialling
