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Abstract
In this paper, we study the in$nite words such that limn p(n)=n = 1, by using the Rauzy
graphs. We show that the in$nite evolution of the graphs of these in$nite words can be char-
acterized by a rather simple condition, which ensures that the graphs with more than one right
special factor appear rarely, so that makes the complexity very small.
c© 2003 Elsevier B.V. All rights reserved.
1. Introduction
Let A be an alphabet and u an in$nite word of AN. Morse and Hedlund [8] showed
that if there is an integer n0 such as p(n0)6n0, then the in$nite word u is eventually
periodic (we note p(n) the number of factors of length n of the word u, the function
p(n) is called function of complexity of u, see [2] for example. Then, the lowest
possible complexity for non-periodic in$nite words is de$ned by p(n)= n + 1 for all
n∈N. These in$nite words are called the Sturmian words (see for example [3,4,9]).
Rote [12] studied a class of in$nite words of complexity exactly 2n. To characterize
this class, he used the Rauzy graphs (see chapter 2.3). In a preceding paper [1], we
approached with similar technics the intermediate case of the in$nite words whose
complexity is between n+ 1 and 2n.
Very recently, Alex Heinis [6] showed that if the limit of the quotient p(n)=n exists,
then it is equal to 1, or higher than or equal to 2 (he conjectures that it is always an
integer). In this paper, we study the case where this limit is equal to 1. The Sturmian
words have obviously this property, the same for quasi-Sturmian words (the words for
which p(n)= n+k for n¿n0); as all these in$nite words have been characterized (see
[5,10]), we will be interested only with the in$nite words such as limp(n)=n=1 and
which are not quasi-Sturmian.
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First, we survey the theory of Rauzy graphs and their evolutions and we give some
results already shown on the in$nite words of complexity between n+ 1 and 2n (see
[1]), which allow us in a second time to show that starting from a certain order,
the Rauzy graphs of the words whose complexity satis$es limp(n)=n=1 undergo only
three diCerent types of evolutions, with a condition on the sequence of these evolutions
which ensures that the graphs having more than one special factor on the right are
suDciently rare so that the function of complexity does not grow too quickly, and that
this is a characterization of these words.
2. Preliminaries
We start by giving some usual de$nitions for the study of in$nite words (see
[7, Chap. 1] for example).
2.1. De4nitions
(1) A $nite sequence of letters on a $nite alphabet A is called a word.
(2) The length of a word is the number of letters which make this word.
(3) We call innite word, or simply sequence, a sequence indexed by N with values
in A, and we note it u=(un)n∈N= u0u1u2 : : : :
(4) A word w of length n is a factor of an in$nite word u if there exists n0 ∈N such
as w= un0un0+1 · · · un0+n−1. We note L(u) the set of all the factors of u.
(5) Let u be an in$nite word. We note Ln(u) the set of the factors of length n of u
and pu(n) the cardinal of Ln(u). In particular pu(0)= 1, because the only factor
of length 0 is the trivial word. The function pu de$ned by
N→N
n →pu(n)
is called function of complexity of u.
(6) Let u be an in$nite word on an alphabet A; w a factor of u and x a letter of A.
• The letter x is a left extension of w if xw belongs to L(u).
• The factor w is a special factor on the left if it admits several left extensions.
• The letter x is a right extension of w if wx belongs to L(u).
• The factor w is a special factor on the right if it admits several right extensions.
• The factor w is a bispecial factor if it is special, at the same time, on the left
and on the right.
(7) An in$nite word u is known as recurrent if each factor of its language appears
in$nitely many times in u.
(8) An in$nite word u is known as binary if it is de$ned on an alphabet of two letters,
i.e. if pu(1)62. 1
1 We still call binary a sequence where only one of the two letters occur.
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2.2. Some classical properties
Let u be a binary in$nite word. Then the number of special factors on the right of u
of length n is equal to s(n)=p(n+1)−p(n) for all n∈N. If moreover u is recurrent,
the number of special factors on the left is also equal to s(n).
2.3. De4nition of the Rauzy graphs
Let u be an in$nite word de$ned on a $nite alphabet A. To study the structure of
the set of the factors of u, we associate to it a family of graphs, the Rauzy graphs.
Denition 1. For all n∈N, the graph of Rauzy of order n of u (also called graph of
the factors of length n) is the directed graph, noted n, such as:
• Its vertices are the factors of length n of u.
• There exists an edge from the vertex w to the vertex v if and only if there exists a
and b, elements of A, satisfying wa= bv and wa factor of length n + 1 of u. The
letter a is called label of the edge from w to v, and we note w a→ v.
Let B=(w0; w1; w2; : : : ; wk) be a directed path of the graph n. Then, for all i∈ [1; k],
there exist ai and bi in A such as wi−1ai = biwi.
The labelling word of the path B is the word a1a2 : : : ak .
The length of the path B is |a1a2 : : : ak |= k.
Denition 2. Let u be an in$nite word, and n its Rauzy graph of order n. Let w and
v be two vertices of the graph n such as w
a→ v, then wa is called edge of the graph
n (note that this identi$cation between the word wa and the edge w→ v does not
pose a problem, the set of the edges of n being in bijection with Ln+1(u)).
2.4. Application to the Fibonacci word
Let u be the in$nite word of Fibonacci de$ned as the $xed point of the substitution :
 :
{
0 → 01
1 → 0
u = ∞(0) = 010010100100101001 · · ·
and let us look at its $rst Rauzy graphs (Fig. 1):
In the graph 0, we have one vertex which is the empty factor , this graph is called
trivial graph. All the binary in$nite words have the same 0.
By de$nition, the vertices of the graph 1 are the factors of length 1 of u, therefore
they are 0 and 1. As for the edges, the factor 0 is followed by the two factors 0 and
1 in the in$nite word u, because 01 and 00 are factors of u,
0 1→ 1 and 0 0→ 0;
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Fig. 1. The $rst Rauzy graphs of the in$nite word of Fibonacci.
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Fig. 2. The graph 2 of the in$nite word of Fibonacci.
so there is an edge from 0 to 0 labelled by 0 and another edge from 0 to 1 labelled
by 1. But the word 11 is not factor of u, so there is no edge connecting the factor 1
to itself: the only edge from 1 is 1 0→ 0, which explains the form of the graph 1.
Let us now draw the graph 2 (see Fig. 2): its vertices are the factors of length
2, therefore the vertices are 00; 10 and 01 (we cannot have the word 11 as vertex
because it does not belong to the in$nite word u).
If we examine the two preceding graphs, we $nd that we can deduce the vertices
of 2 from the edges of 1. More generally, we can deduce the vertices of the graph
n+1 from the edges of the graph n for any in$nite word.
In the graph 1(u), the factor 0 admits two extensions on the right, which means
that 00 and 01 are two factors of the in$nite word u. The factor 1 admits only one
extension on the right which is 0, which gives birth to the factor 10. We deduce that
the vertices of the graph 2 are: 00; 01 and 10. Then, we can say that the Rauzy
graphs grow up. Let us explain now how we can deduce the majority of the edges of
n+1 from n.
2.5. The evolution of the Rauzy graphs
2.5.1. The blow-up graph
De$nition 2 implies that any edge of n is a vertex of n+1 (a factor of length n+1),
and vice versa, any vertex of n+1 is an edge of n.
Denition 3. Let G be a directed graph. The blow-up graph of G, noted D(G) is the
directed graph such as
• Its vertices are the edges of G.
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• It admits an edge from the vertex x to the vertex y when in G, the ending vertex
of the edge x is the starting vertex of the edge y (it is then said that the edges x
and y of G are consecutive).
If G=n is a Rauzy graph, we can give a second de$nition to the blow-up graph,
where we immediately remark the diCerence between this graph and the Rauzy graph
n+1.
2.5.2. Blow-up graph of the Rauzy graph
Denition 4. Let n be the Rauzy graph of order n of a given in$nite word u, the
blow-up graph of n, noted D(n), is the directed graph such as
• Its vertices are the edges of n, i.e. the factors of length n+ 1 of u.
• It admits an edge from the vertex w to the vertex v if and only if there exists a and
b of A satisfying wa= bv.
Here, we can notice the diCerence between n+1 and D(n), it consists in the con-
dition on wa. In the Rauzy graph n+1; wa must obligatorily belong to Ln+1(u), but
not in the graph D(n), where this condition is absent.
Any edge of n+1 connects two vertices associated with two factors w and v of
u such as wa= bv. These two vertices correspond to two consecutive edges of n,
therefore they are connected by an edge in D(n). Consequently, n+1 is a subgraph
of D(n). Conversely, D(n) can contain edges which are not in the graph n+1, this
happens when wa is not a factor of the in$nite word u. The Rauzy graph n+1 is
obtained from the graph D(n) by possible withdrawal of certain edges.
Proposition 5. Let u be an in4nite word. The following four properties are equivalent
(see [12]):
(i) The in4nite word u is recurrent.
(ii) For all n∈N, the Rauzy graph n is strongly connected.
(iii) Each factor of u appears at least twice in the in4nite word.
(iv) Any factor of u is prolongable on the left.
Proof. It is enough to show the four following implications:
(i) ⇒ (ii) Let w and v be two factors of length n of the in$nite word u, there exists
k1 and k3 two occurrences of w, and k2 an occurrence of v (because the in$nite word
u is recurrent) such as: k1¡k2¡k3. So there is a directed path between w and v and
another directed path between v and w, then, the graph is strongly connected.
(ii) ⇒ (iii) By contradiction, let w be a factor which appears only once in u, then
there exists a pre$x w′ which contains w and which appears only once, and |w′| is
not strongly connected since d−(w′)= 0.
(iii) ⇒ (iv) Let w be a factor of u. The word w appears at least twice in u, therefore
it is prolongable by the letter which precedes its second occurrence.
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Fig. 3. The graph D(1) of the in$nite word of Fibonacci.
(iv) ⇒ (i) By contradiction, let us suppose u not recurrent. Let w be a factor which
appears only a $nite number of times. Let w′ be a pre$x of u suDciently long to
contain all the occurrences of w. The word w′ does not have any other occurrence in
u, therefore it is not prolongable on the left.
Proposition 6. Let u be a recurrent in4nite word, and n∈N. If u does not have any
bispecial factor of length n, then n+1 =D(n).
Proof. By contradiction, let us suppose that n+1 	=D(n) and that the in$nite word u
is recurrent, therefore there is an edge xw→wy in D(n) which does not belong to
the graph n+1, i.e. the two factors xw and wy cannot follow each other in the in$nite
word u. But the in$nite word u is recurrent, therefore the factor wy is prolongable on
the left by a letter x′ diCerent from x (if not, xwy would be a factor of u), in the
same way, the factor xw is prolongable on the right by a letter y′ diCerent from y.
We deduce from this that the factor w admits two left extensions x and x′ and two
right extensions y and y′, therefore the factor w is a bispecial factor of u.
Therefore, when n does not contain any bispecial factor, we cannot remove any
edge in the graph D(n) to obtain n+1, from where D(n)=n+1. On the other hand
if n contains a bispecial factor w, this factor gives birth to several edges (at least
4) in D(n) corresponding to all the couples of edges (x; y) in n such that w is the
vertex of arrival of x and the departure of y. Some of these edges may not appear
in n+1, this phenomenon is called bursting of the bispecial factor w. Therefore, if n
contains a bispecial factor, then n+1 could be diCerent of D(n).
If we return to the example of Fibonacci, the graph 1 contains a bispecial factor
which is 0, therefore we can expect that the graph 2 is diCerent of D(1), which is
the case in this example. In D(1), the bispecial factor 0 gives birth to the four edges:
00 0→ 00; 00 1→ 01; 10 1→ 00 and 10 1→ 01, but the edge 00 0→ 00 does not appear in
the graph 2, which makes the diCerence between 2 and D(1). The graph D(1) is
drawn in Fig. 3.
On the other hand, the blow-up graph of the graph 2 is the graph 3, i.e. D(2)=
3, owing to the fact that the graph 2 does not contain any bispecial factor and that
the in$nite word of Fibonacci is recurrent (Fig. 4).
In conclusion, the Rauzy graph of order n+1 of an in$nite word u depends on the
graph of order n of this in$nite word and on the possible burstings. That resulted in
posing the de$nition below.
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Fig. 4. The graph D(2) =3 of the in$nite word of Fibonacci.
2.5.3. The evolution of the Rauzy graphs
Denition 7. We call evolution of the Rauzy graph n of an in$nite word u the ordered
set {n+1; n+2; n+3; : : :}.
We call nite evolution between n and m (m¿n) the ordered set {n+1; n+2; : : : ;
m}.
We call duration of the $nite evolution between the two graphs n and m the
integer T = card{n+1; n+2; : : : ; m}=m− n.
It is also said that the evolution of the graph n gives the graph n+T after time T .
2.6. Recalls
Let us keep the notations of the paper [1].
Notation 8. Let x= x0x1 · · · x|x|−1 and y=y0y1 · · ·y|y|−1 be two non-empty words
such that:
(i) |x|¿|y|.
(ii) The $rst letters x0 and y0 of the words x and y are diCerent.
We note Gs(x; y) the directed graph de$ned as follows:
• The graph Gs(x; y) has |x|+ |y| − 1 vertices noted
W;X1; : : : ; X|x|−1; Y1; : : : ; Y|y|−1:
• The graph Gs(x; y) has |x|+ |y| edges, forming two loops:
(1) The loop x:
W
x0−→X1; X1 x1−→X2; : : : ; X|x|−2
x|x|−2−→ X|x|−1; X|x|−1
x|x|−1−→ W:
(2) The loop y:
W
y0−→Y1; Y1 y1−→Y2; : : : ; Y|y|−2
y|y|−2−→ Y|y|−1; Y|y|−1
y|y|−1−→ W:
The graph Gs(x; y) is represented in Fig. 5. The word x labels the big loop and y
labels the small one (|x|¿|y|).
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Fig. 5. The graph Gs(x; y).
We say that a Rauzy graph n of an in$nite word u is of type Gs(x; y) if n and
Gs(x; y) are isomorph as directed graphs, and if this isomorphism preserves the labels
of the edges. The in$nite word u has then a unique bispecial factor of length n; w
(corresponding to the vertex W of Gs(x; y)), whose right extensions are x0 and y0.
Proposition 9. Let x and y be two 4nite words. If a Rauzy graph of type Gs(x; y)
exists, then it is unique and its bispecial factor w is the longest common su;x of the
two words xy and yx.
Proof. Assume that n is of type Gs(x; y). Let a and b be the two left extensions
of the bispecial factor w, so that the edge aw in n corresponds to X|x|−1→W and
bw corresponds to Y|y|−1→W . The factor w is suDx of the two words wx and wy
(because x and y are the labels of two loops which start and $nish by the same factor
w), therefore there exist two words t and t′ such that wx= taw and wy= t′bw. We
deduce that wxy= tawy= tat′bw and wyx= t′bwx= t′btaw, therefore w is the longest
common suDx of wxy and wyx. But w must be shorter than xy, otherwise we would
have wxy=wyx, which is excluded as a 	= b, so w is the longest common suDx of xy
and yx. The bispecial factor w is uniquely de$ned, therefore the graph n is unique.
We will represent thereafter the Rauzy graphs as in Fig. 5, without giving the detail
of all the vertices and all the edges. Thus, a path labelled by a word x represents in
fact |x| edges and |x| − 1 intermediate vertices.
From now on, we shall write n=Gs(x; y) when n is of type Gs(x; y). Proposition 9
ensures that this is unambiguous.
We say that a Rauzy graph is of type Gs if it is of type Gs(x; y) for words x and y
suitably selected. We note Gs(u) the set of the Rauzy graphs of type Gs of the in$nite
word u, and Gs the set of all the Rauzy graphs of type Gs.
Denition 10. Let u be an in$nite word.
• We note O1; x the application of Gs into itself de$ned by O1; x(Gs(x; y))=Gs(yx; x).
• We note O1; y the application of Gs into itself de$ned by O1; y(Gs(x; y))=Gs(xy; y).
• For any positive integer m, we note Om+1 the application of the set Gs into itself
de$ned by Om+1(Gs(x; y))=Gs(ym+1x; x).
Denition 11. Let n be the graph of order n of an in$nite word u, and ! :Gs→Gs
one of the applications O1; x; O1; y; Om+1 de$ned above.
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We say that the set {n+1; : : : ; n′} is a $nite evolution of type ! of n if and
only if
(1) The graph n is of type Gs.
(2) n′ =!(n).
The results which follow are proven in [1]:
Lemma 12. Let u be a recurrent in4nite word of complexity p(n) such that p(n)6an
for n su;ciently large, with a¡2 4xed, then there exists an in4nity of n∈N such
that the graph n is of type Gs.
Lemma 13. Let u be a recurrent in4nite word of complexity p(n) such that ∃n0;
∀n¿ n0; p(n)6 43n+ 1, then s(n)=p(n+ 1)− p(n)62 for all n¿n0.
Lemma 14. Let u be an in4nite word of complexity p(n)6 43n + 1 starting from a
certain row n0, then the evolution between two successive graphs of type Gs is of one
of the types O1; y; O1; x, and Om+1 starting from the row n0.
2.7. The in4nite words of complexity p(n) satisfying limn p(n)=n=1
Lemma 15. Let u be an in4nite word such that: limn p(n)=n=1, then there exists
n0 ∈N such that the evolution between the Rauzy graphs n of type Gs for n¿n0 is
obtained as a composition of 4nite evolutions of type O1; y; O1; x, and Om+1.
Proof. Since limn p(n)=n=1, then there exists n0 such that p(n)=n 6 43 for n¿n0,
then according to Lemma 14, the evolution between the Rauzy graphs of type Gs of
an order larger than n0 of this in$nite word is a composition of $nite evolutions of
type O1; y; O1; x, and Om+1.
Remark 16. Lemma 15 is an extension of the known property of the quasi-Sturmian
words: the in$nite evolution of the Rauzy graphs of a quasi-Sturmian word is obtained
as a composition of $nite evolutions of type O1; x and O1; y.
We deduce the following corollary:
Corollary 17. Let u be an in4nite word not quasi-Sturmian of complexity p(n) which
satis4es: limn p(n)=n=1, then there exists a strictly increasing succession of integers
(nj)j∈N such that the graphs nj are the graphs of the in4nite word u of type Gs and
of order at least n0, and satisfy
nj =Gs(xj; yj) =
[
Omj+1
kj∏
i=kj−1+1
Oq
′
i
1; yO
qi
1; x
]
(nj−1 )
= [Omj+1 ◦ O
q′kj
1; y ◦ O
qkj
1; x ◦ · · · ◦ O
q′kj−1+1
1; y ◦ O
qkj−1+1
1; x ](nj−1 ): (1)
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Where mj¿0; (kj)j¿0 is a non-decreasing sequence of integers starting with k0 = 0;
qi¿0 and q′i¿0.
Proof. As u is not a quasi-Sturmian word, then there exists an in$nity of evolutions
of the type Om+1 between successive graphs of type Gs of u. We note nj the graphs
of type Gs which result from these evolutions.
This condition is not suDcient, see just the example of Rauzy in the paper
[11] where kj =0 and mj =1 for all j, but the quotient p(n)=n does not have a
limit.
In all the paper, we suppose that the writing (1) is minimal, i.e.:
(1) qi 	=0 except possibly for i= kj−1 + 1.
(2) q′i 	=0 except possibly for i= kj.
Notation 18. We note
(1) n′j−1 the graph [
∏kj
i=kj−1+1O
q′i
1; yO
qi
1; x](nj−1 ).
(2) x′j (resp. y
′
j) the word labelling the bigger loop (resp. the smaller loop) of the
graph n′j−1 :n′j−1 =Gs(x
′
j; y
′
j).
(3) n′′j = n
′
j +mj|y′j|, i.e. the order of the $rst Sturmian graph in the evolution of type
Omj+1 between n′j−1 and nj .
3. Relation between the Rauzy graphs of these innite words
Proposition 19. Let u be a word of complexity p(n), not quasi-Sturmian. Then
limp(n)=n=1 if and only if there exists a strictly increasing succession of inte-
gers (nj)j∈N such that the nj are the graphs of the in4nite word u of type Gs and
of order at least n0, and satisfy
nj = Gs(xj; yj) =
[
Omj+1
kj∏
i=kj−1+1
Oq
′
i
1; yO
qi
1; x
]
(nj−1 )
for all j, with limj mj|y′j|=n′j =0 and limj |x′j|=n′j =1.
Proof. Let us suppose that limp(n)=n=1. According to Corollary 17, the $nite evo-
lution between two successive graphs of type Gs is of one of the types O1; y; O1; x
and Om+1 starting from a certain row, therefore the Rauzy graphs have the indicated
form. The $nite evolution between nj−1 and nj is presented in Fig. 6. We have
p(n′′j )=p(n
′
j)+2mj|y′j|= |x′j|+(2mj +1)|y′j| because p(n′j)= |x′j|+ |y′j|. The diagram
drawn in Fig. 7 gives the pace of the complexity of the in$nite word u (we can see
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Γ nj
n’’j
Γ 
Γ 
jn’’-1
Γ n’j
Γ n’-1j
Γ nj-1
Om +1j
strong bursting
Fig. 6. The $nite evolution between nj−1 and nj .
that p(n)=n is locally maximum in n= n′′j ).
1 = lim
n
p(n)
n
= lim
j
p(n′′j )
n′′j
= lim
j
|x′j|+ (2mj + 1)|y′j|
n′j + mj|y′j|
= lim
j
(
|x′j|+ |y′j|+ mj|y′j|
n′j + mj|y′j|
+
mj|y′j|
n′j + mj|y′j|
)
:
Let us put Aj =(|x′j|+|y′j|+mj|y′j|)=(n′j+mj|y′j|) and Bj =mj|y′j|=(n′j+mj|y′j|). As Aj¿1
(because n′j6|x′j|+ |y′j|) and Bj¿0, we have necessarily limj Aj =1 and limj Bj =0.
limj Bj =0⇒ limj 1=(1+(n′j=mj|y′j|))= 0⇒ limj mj|y′j|=n′j =0, therefore limj |y′j|=n′j =0
42 A. Aberkane / Theoretical Computer Science 307 (2003) 31–46
p(n
+1
)
n
n’
Γn’j
j-1 j j
n" j
Γnj-1
Γn"j
Γnj
(slope 1)
slope 1
slope 2
slope 1
(slope 1)
n     n 
Fig. 7. The complexity of the in$nite word u.
(because mj¿1), we can deduce so:
lim
j
Aj = 1⇒ lim
j
|x′j|=n′j + |y′j|=n′j + mj|y′j|=n′j
1 + mj|y′j|=n′j
= 1⇒ lim
j
|x′j|
n′j
= 1:
Reciprocally: we suppose that we have graphs satisfying property (1) with limj
mj|y′j|=n′j =0 and limj |x′j|=n′j =1, then: p(n′′j )=n′′j =(|x′j|+ |y′j|+2mj|y′j|)=(n′j+mj|y′j|),
therefore limj p(n′′j )=n
′′
j =1. Since limj p(n
′′
j )=n
′′
j =1; p(n
′′
j )=n
′′
j =6
4
3 starting from
a certain row. For n∈ [n′j; n′′j [, we have s(n)= 2, therefore p(n)=p(n′′j )−2(n′′j −n) and
(p(n′′j )=n
′′
j )−p(n)=n=(−1+(n′′j =n))(−(p(n′′j )=n′′j )+2)¿0 because p(n′′j )=n′′j62. In the
same way, for n∈ [n′′j ; n′j+1[, we have s(n)= 1, therefore (p(n′′j )=n′′j )− (p(n)=n)= (1−
(n′′j =n))((p(n
′′
j )=n
′′
j ) − 1)¿0 because p(n′′j )=n′′j ¿1. Then p(n′′j )=n′′j is the maximum
of p(n)=n on [n′j; n
′
j+1[, from where limn p(n)=n= limj p(n
′′
j )=n
′′
j =1, therefore limn
p(n)=n=1.
Lemma 20. Let u be a non-quasi-Sturmian word of complexity p(n), such that
limn p(n)=n=1, and kj; qi and q′i de4ned as in Corollary 17. Then there exists
j0 such that for all j¿j0; kj¿kj−1 and q′kj¿0.
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Proof. We suppose that there is an in$nite set J such that kj = kj−1 or q′kj =0 for
any j∈J.
• If kj = kj−1, then the evolution which precedes the evolution Omj+1 is the evolution
Omj−1+1 since the product of the other operators is empty.
• If kj 	= kj−1, and q′kj =0, then the evolution which precedes Omj+1 is O1; x.
In both cases, we can say that the evolution Omj+1 is preceded by the evolution Om+1
with m¿0 (O1; x is an evolution of type Om+1 with m=0). Let Nj be the graph of
type Gs preceding the graph n′j−1. Let us pose Nj =Gs(Xj; Yj).
For j∈J, we have Gs(x′j; y′j)=Om+1(Gs(Xj; Yj)), therefore x′j =Ym+1j Xj; y′j =Xj
and n′j =1 + Nj + |Xj|, from where
n′′j = n
′
j + mj|y′j| = 1 + Nj + |Xj|+ mj|Xj| = Nj + 1 + (mj + 1)|Xj|;
p(n′′j ) = |x′j|+ (2mj + 1)|y′j| = (2mj + 2)|Xj|+ (m+ 1)|Yj|:
Then
p(n′′j )
n′′j
=
(2mj + 2)|Xj|+ (m+ 1)|Yj|
Nj + 1 + (mj + 1)|Xj|
¿
(2mj + 2)|Xj|+ |Yj|
(mj + 2)|Xj|+ |Yj| − 1 (because Nj 6 |Xj|+ |Yj| − 2)
¿ 1 +
1 + mj|Xj|
(mj + 2)|Xj|+ |Yj| − 1
¿ 1 +
mj
mj + 3
(because |Xj|¿ |Yj|)
¿
5
4
(because mj ¿ 1):
Therefore limn p(n)=n¿1 because the set J is in$nite. This means that if there is an
in$nity of evolutions of type Omj+1 preceded by an evolution of type O1; x or Omj−1+1,
the quotient p(n)=n will never tend to 1. Consequently, to have limp(n)=n=1, the
evolutions of type Omj+1 should be preceded only by evolutions of type O1; y starting
from a certain row.
Lemma 21. Let u be a non-quasi-Sturmian word such that limn p(n)=n=1, and kj; qi
and q′i de4ned as in Corollary 17.
Then limj q′kj =mj =+∞.
Proof. By Lemma 20, for j large enough kj¿kj−1. Let Nj =Gs(Xj; Yj) such that
Gs(x′j; y
′
j)=O
q′kj
1; y(Gs(Xj; Yj)). We have then (see Fig. 8):
n′j = Nj + q
′
kj |Yj|+ 1;
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1,y
Om +1j
Γ nj
Fig. 8. The $nite evolution between N and nj .
|x′j| = |Xj|+ q′kj |Yj|;
|y′j| = |Yj|:
We have limj mj|y′j|=n′j =0, then limj mj|Yj|=(Nj + q′kj |Yj|+ 1)=0, therefore
lim
j
(
Nj + 1
mj|Yj| +
q′kj
mj
)
= +∞:
So, to show that limj q′kj =mj =+∞, it is enough to show that the quotient (Nj+1)=
mj|Yj| is bounded. Let n=Gs(x; y) be the graph of type Gs which precedes the graph
Gs(Xj; Yj). The graph Gs(x; y) undergoes an evolution of one of the two types O1; x
(if qkj 	=0) and Omj−1 (if qkj =0). In the two cases, we $nd that
Yj = x and Nj = n+ |x|:
We have n6p(n)= |x|+ |y| − 162|x| − 1, therefore Nj = n+ |x|63|x| − 1. Therefore,
we deduce that (Nj + 1)=mj|Yj|63|x|=mj|Yj|63|x|=mj|x|63 (because mj¿1).
Lemma 22. Let u be an in4nite word. If there is an integer n0 and a sequence
(nj)j∈N of graphs of type Gs satisfying property (1), with kj¿kj−1 for j¿j0 and
limj q′kj =mj =+∞ then limj mj|y′j|=n′j =0 and limj |x′j|=n′j =1.
Proof. Since limj q′kj =mj =+∞, then q′kj¿0 starting from a certain row.
For j large enough so that q′kj¿0 and kj¿kj−1, let, as in the preceding proof,
Nj =Gs(Xj; Yj) be the graph of type Gs such that Gs(x
′
j; y
′
j)=O
q′kj
1; y(Gs(Xj; Yj)).
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We have then:
n′j = Nj + q
′
kj |Yj|+ 1;
|x′j| = |Xj|+ q′kj |Yj|;
|y′j| = |Yj|:
The proof of limj mj|y′j|=n′j =0 is immediate by observing that
mj|y′j|
n′j
=
mj|Yj|
Nj + q′kj |Yj|+ 1
¡
mj
q′kj
:
We have just to prove that limj |x′j|=n′j =1.
We have
|x′j|
n′j
− 1 =
|Xj|+ q′kj |Yj|
Nj + q′kj |Yj|+ 1
− 1 =
|Xj|
Nj + 1
− 1
q′kj |Yj|
Nj + 1
+ 1
:
Since, after n0, the in$nite evolution is a composition of $nite evolutions of type
Om+1; O1; x or O1; y, then s(n)=p(n+1)−p(n)62 for all n¿n0. We deduce from this
that p(n)62n+c (c is a constant). We have then: |Xj|6|Xj|+|Yj|−1=p(Nj)62Nj+c;
in addition |Xj|¿(Nj + 1)=2 since Nj + 16p(Nj)62|Xj|, from where
1
2
=
Nj + 1
2(Nj + 1)
6
|Xj|
Nj + 1
6
2Nj + c
Nj + 1
6max(2; c);
therefore the quotient |Xj|=(Nj + 1) is bounded. Let us calculate now the limit of the
quotient q′kj |Yj|=(Nj + 1) when j tends to the in$nity.
We have q′kj |Yj|=(Nj + 1)=mjq′kj |Yj|=(mj(Nj + 1))= (q′kj =mj) · (mj|Yj|=(Nj + 1)). We
have seen that mj|Yj|=(Nj + 1)¿ 13 when j tends to the in$nity (see the proof of
the Lemma 21), and limj q′kj =mj = + ∞ (the hypothesis of the lemma), therefore
limj q′kj |Yj|=(Nj + 1)= +∞, from where limj |x′j|=n′j − 1=0.
4. Characterization of these innite words
Theorem 23. Let u be a word of complexity p(n), non-quasi-Sturmian. Then lim
p(n)=n=1 if and only if there exist two strictly increasing succession of integers
(nj)j∈N and (kj)j∈N, with k0 = 0, sequence (mj)j∈N of positive integers, and two se-
quences (qi)i¿1 and (q′i)i¿1 of non-negative integers such that the graphs nj of
the in4nite word u are of type Gs and satisfy
nj =
[
Omj+1
kj∏
i=kj−1+1
Oq
′
i
1;yO
qi
1;x
]
(nj−1 )
for any j∈N and limj q′kj =mj =+∞.
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Proof. If limn p(n)=n=1, then by Corollary 17, we have sequence (nj); (kj); (mj);
(qi) and (q′i) satisfying (1). Lemma 20 allows to assume that (kj) is increasing, and
Lemma 21 ensures that limj q′kj =mj =+∞.
Conversely, if all these conditions hold, according to Lemma 22 and Proposition 19,
we have
lim
j
q′kj
mj
= +∞⇒
(
lim
j
mj|y′j|
n′j
= 0 and lim
j
|x′j|
n′j
= 1
)
⇒ lim
n
p(n)
n
= 1:
5. Conclusion
In this paper, we studied the in$nite words such that limn p(n)=n=1, by using the
Rauzy graphs. It was shown that the in$nite evolution of the graphs of these in$nite
words can be characterized by a rather simple condition, which ensures that the graphs
with more than one special factor on the right appear rarely. By coding the evolution
of the Rauzy graphs using substitutions (as for the Sturmian words), we should be
able to transform this characterization into a characterization using a S-adic system of
representation, i.e., a $nite set of substitutions associated with rules governing their
composition.
It could be also interesting to try to adapt this method to characterize the in$nite
words whose complexity satis$es limn p(n)=n=2, which would give us a class larger
than that of Rote [12] but with a similar behavior. However, the number of the ele-
mentary types of evolutions to consider is likely to be very high.
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