Abstract. We prove the existence of strong solutions to Navier-Stokes equations in three dimensional thin domains. Our proof is based on the energy and the Poincaré inequalities as well as contraction principle argument and is free of the mean value operator. The price we pay for the simplicity of the proof are stronger assumptions on the initial velocity and the forcing term. We need to assume that their derivatives with respect to time belong to certain Lebesgue space.
Introduction
We consider the initial-boundary value problem for the Navier-Stokes equations (1.1)
in Ω ǫ .
The domain Ω ǫ ⊂ R 3 is assumed to be bounded or unbounded. The subscript ǫ indicates that the domain in the introduced Cartesian system of coordinates (x 1 , x 2 , x 3 ) is thin along x 3 direction. We consider two types of boundary conditions on ∂Ω T ǫ : the pure Dirichlet condition v = 0 or a mixture of periodic and the Dirichlet conditions. A detailed description is given later in this Section.
The study of the Navier-Stokes equations in three dimensions has a long and rich history. It was proved by J. Leray in 1933 that problem (1.1) has at least one weak solution v in R 3 , i.e.
Later, in 1952 his result was generalized by E. Hopf to bounded domains in R 3 . Since then the research was focused on the problem of uniqueness or regularity of weak solutions. The first results in this direction are existence of regular solutions in the two dimensional case In this paper we also limit our considerations to a particular case when the magnitude of domain is small in one direction. The aim of this paper is to prove the existence of regular solutions:
Then, for sufficiently small ǫ, i.e.
where the subscripts in the constants indicate what the constants are dependent of. Remark 1.1. Note that the constants which appear on the right-hand side in the estimate in Theorem 1 do not depend on time. Therefore the solution to problem (1.1) can be regarded as global in time.
The thin domain approach in solving problem (1.1) has been used by many authors for 21 years. The inspiration originated from two papers by J. Hale and G. Raugel [2, 3] , who considered the damped wave and the reaction-diffusion equations on thin domains. It was first adopted by G. Raugel and R. Sell who proved in [11] the existence of global and strong solutions to (1.1) supplemented with mixed boundary conditions: the periodicity was assumed in the thin direction and the zero Dirichlet boundary condition was set on the lateral boundary. They showed (see [11, Theorem A] ) that for v(0) and f satisfying
where R(ǫ) and J (ǫ) are certain "large" sets, there exists a strong solution v to problem (1.1) such that
and the constant K does not depend on v(0).
In their next paper (see [12] ) they considered the case of the purely periodic boundary conditions and proved (see [12, Theorem A] ) that for v(0) as above and
where S(ǫ) is certain "large" set, there exists a (unique) strong solution to problem (1.1), which satisfies (1.3) with C not depending on v(0).
Their technique is based on the vertical mean operator M 1 , where 
A year later together with I. Moise (see [9] ) they proved (see [9, Theorem 4 .1]) the existence of global and regular solutions in purely periodic case for much larger class of initial data than in [12] . In order to clarify what larger class of the initial and the external data mean we recall that the existence of regular solutions in aforementioned articles is guaranteed as long as
where p i , q i for i ∈ {1, 2, 3, 4} are certain real constants and lim ǫ→0 α(ǫ) → 0. For a brief historical overview of the improvements and comparison of these constants we refer the reader e.g. to Introduction in [10] and [8] . Let us clarify that "larger class" means that the powers p i and q i are improved in such way that the norms they bound on the left-hand sides can be in fact much larger. At the same time J. Avrin [1] considered the case of purely homogeneous Dirichlet boundary conditions and proved (see [1, Theorems 1.1 and 1.2]) the existence of global and strong solutions for large data. His choice of the boundary conditions allowed him to use different tools than vertical mean operator. His idea was based on the contraction principle argument (same as ours) and detailed analysis of the dependence of solution on the first eigenvalue of the corresponding Laplace operator. It is worth noting that the assumptions of Theorem 1.2 are only
The purely periodic case was also deeply examined at the end of 90'. D. Iftimie ([4] ) proved the existence and uniqueness of solutions for larger class of data by the means of anisotropic Sobolev spaces and the Littlewood-Paley theory. He required that f ≡ 0 and
2 −δ for 0 < δ < 1 (see also Introduction in [10] ). On the other hand S. Montgomery-Smith ([10, Theorem 1]) improved the result from [9] Through the first decade in the 21st century further improvements of the powers p i and q i were made (see e.g. [5] , [6] , [7] , [8] ). In [5] also weaker restriction on the data was imposed, namely A 1 4 N ǫ v 0 was assumed to belong to certain subspace of L 2 (Ω), where A is the Stokes operator.
Apart from [1] all mentioned articles use the same idea which is based on the mean value operator. In this article we present an alternative approach to the problem of existence of strong solutions to the Navier-Stokes equations. The motivation comes from [15] and [16] . The key tool is the refined energy estimate and the Sobolev embedding theorem. The essential part of the proof takes only a couple of lines but the price we pay is stronger assumption on the data and the forcing term. We should also note that from the final estimate for solution v it follows that v belongs to function space which is much smaller than required by the Serrin condition. It suggests that further improvements are possible.
At the beginning we mentioned that two types of the boundary conditions will be examined. Before we provide further clarification, let us introduce the following short-hand notation:
where
and Ω ′ ⊂ R 2 is a bounded and open subset with the boundary of C 2 . The subscripts B, T and L denote the bottom, the top and the lateral part of the boundary. We see that the domain Ω ǫ is of cylindrical type, which is placed alongside x 3 -axis. The boundary conditions, we use to supplement problem (1.1) are of the form:
Case 1: We put simply v = 0 on the whole boundary, which relaxes the restriction on the domain. The only requirement now is that it has to be thin in x 3 direction, which in particular implies that it is no longer assumed to be of cylindrical type. Case 2: The domain to be considered is of cubical type, Ω ǫ = (0, l 1 ) × (0, l 2 ) × (0, ǫ). On the top and the bottom we put v = 0, whereas on the side walls we assume periodicity with periods equal to l 1 and l 2 . The choice for boundary conditions is tightly linked to the Poincaré inequality, which is crucial in our approach. Although for other choices of boundary conditions the Poincaré inequality does not hold in general but it is still possible to prove the existence of strong solutions. We will demonstrate it in the forthcoming paper.
Auxiliary results
We recall that in [13, Prop. 2.1] the following Poincaré inequality was proved Proposition 2.1. Suppose that v ∈ H 1 (Ω ǫ ) satisfy one of the following conditions:
We also need the Sobolev embedding H 1 ֒→ L 6 , which according to [13, Rem. 2 .1] is of the form
Combining these two above Propositions we get immediately
holds.
Next, we derive the fundamental energy estimate for weak solutions to (1.1). This time we take into account the thickness of the domain along x 3 -variable.
Lemma 2.4. Suppose that
Proof. We multiply (1.1) 1 by v and integrate over Ω. By (1.1) 2 and the boundary conditions we obtain
By the Hölder, the Young with ǫ inequalities and in view of Remark 2.3 we see
(Ω) .
By Proposition 2.1 we have
Multiplying by 2 and integrating with respect to t gives
From the assumption and the Hölder inequality it follows that
This ends the proof.
The last tool is purely technical:
Lemma 2.5. Let Ω ⊂ R 3 be a bounded and open subset. Suppose that ∇v ,t ∈ L 2 (Ω t ). Then ∇v ∈ L ∞ (0, t; L 2 (Ω)) and the inequality
Integrating with respect to time ends the proof.
Proof of Theorem 1
Using Lemma 2.5 and the assertion of Remark 2.3 we can give the proof of Theorem 1.
Proof of Theorem 1. First we differentiate (1.1) with respect to time. It gives
To estimate the first term on the right hand side we use the Hölder and the Young inequalities
For the second term we use the Hölder inequality
For L p -spaces we have the interpolation inequality
Setting r = 4, s = 2 and p = 6 we obtain θ = 1 4 , which justifies the inequality
L6(Ωǫ) ∇v L2(Ωǫ) . From the Young inequality it follows that
From (3.2), (3.3) and in view of Remark 2.3 we get that
Integrating with respect to t ∈ (t 0 , T ) yields
Next we see Taking ǫ sufficiently small (see Remark below) ends the proof.
Remark 3.1. In the last Lemma we dealt with an inequality of the form x + y ≤ ǫcxy + b, where x, y, b > 0. We claim that for ǫ > 0 sufficiently small the above inequality reduces to x + y ≤ b.
To prove it let us simplify the first inequality. Let u := x + y. Next, we utilize the Cauchy inequality on the right-hand side which gives
We will show that for certain choice of ǫ < ǫ * the function u satisfies u = ǫcu 2 + b or equivalently that u is a fixed point to the mapping
where f (u) = u 2 . Indeed, let u n be a bounded sequence (we assume that a solution to (1.1) exists) such that u n+1 = ǫcf (u n ) + b.
To check that u n satisfies the Cauchy condition we consider the difference u n+1 − u n . We have |u n+1 − u n | = ǫc |f (u n ) − f (u n−1 )| = ǫc |f ′ (u
