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Capítulo 1 
Introdução 
O controle de sistemas a eventos discretos (SEDS) é uma área onde a pesquisa é intensa, devido 
a grande gama de aplicações possíveis. Sistemas de manufatura, sistemas de tráfego, protocolos 
de comunicação, sistemas de gerência de banco de dados, sistemas operacionais, entre outros, são 
exemplos de algumas aplicações. 
Um SED pode ser definido como um sistema dinâmico a estado discreto que evolui conforme 
a ocorrência assíncrona de eventos físicos. Exemplos de eventos podem ser a chegada ou saída de 
uma peça em uma célula de manufatura, início ou fim de operação e a indicação de quebra de uma 
, . maquina. 
A teoria de controle supervisório foi originalmente apresentada por Ramadge e Wonham [1 2, l3], 
e estabelece que os eventos que afetam 0 comportamento de um sistema a eventos discretos são 
inibidos por um agente de controle, segundo regras estabelecidas através de uma estrutura de controle. 
Nesta teoria o sistema é modelado como um gerador espontâneo de eventos denominado planta, e 
o agente de controle, chamado supervisor, deve fazer com que a planta siga um comportamento 
desejado. 
Um fato relevante é o de que o conjunto de eventos é considerado como gerado pela planta con- 
trolada, e o controlador age de forma permissiva e não como uma unidade que gera eventos. 
Em muitos casos, no entanto, como em controle de sistemas de dinâmica híbrida, onde um super- 
visor discreto seleciona dinâmicas de um sistema contínuo [7, 81, ou em sistemas onde se considera 
um nível de abstração mais baixo na modelagem do problema e onde o agente de controle atua dire- 
tamente na geração de comandos (por exemplo, quando este é implementado por um CLP) [l, 6, ll], 
pode ser conveniente considerar uma abordagem onde eventos seriam associados a comandos gerados 
pelo agente de controle ou a sinais de sensores, definindo o comportamento do sistema controlado. 
Neste caso, considera-se a possibilidade de modelar o sistema de forma a que a associação de coman- 
dos e respostas respectivamente a entradas e saídas apareça naturalmente.
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1.1 Motivação e Objetivos 
Um controlador lógico programável (CLP) é similar a um microcomputador, especializado para 
problemas de controle. Os CLPs são utilizados por serem confiáveis e robustos. Hoje em dia eles são 
largamente utilizados nas indústrias, e os sistemas de manufatura são um exemplo. 
O funcionamento de um CLP pode ser resumido da seguinte maneira: em um ciclo de varredura 
analisa-se as entradas, atualiza-se o estado interno, calcula-se as saídas, e por fim coloca-se as saídas 
no valor desejado. As saídas do CLP podem ser interpretadas como comandos a um sistema a ser 
controlado, e as entradas do CLP são sinais de resposta a estes comandos. Estes sinais de resposta 
sao saídas do sistema a ser controlado. 
Os sistemas condição/evento apresentados em [14] se mostram bastante interessantes para tratar 
os problemas citados anteriormente, pois definem claramente sinais de entrada e saída. Os sistemas 
condição/evento fomecem uma forma de se definir sistemas em tempo contínuo como a intercone- 
xão de subsistemas com sinais de entrada e saída que assumem valores discretos. Os sistemas C/E 
definem claramente sinais de entrada e saída, mostrando-se eficientes para modelar sistemas cujos 
controladores são implementados por CLPs. Este fato motivou o desenvolvimento deste trabalho, 
que tem como objetivo utilizar os sistemas condição/evento para resolver um problema de síntese de 
supervisores. ' r 
Para resolver este problema, uma metodologia de modelagem dos sistemas baseada nos sistemas 
C/E é proposta. Nesta metodologia o sistema é dividido em subsistemas, e para cada um deles é 
encontrado um modelo C/E. Partindo dos subsistemas encontra-se a planta livre do sistema, cujos 
elementos (sinais de entrada e saída, estados) São analisados vetorialmente, onde cada elemento do 
vetor é referente a um subsistema. Operaçoes para obter a planta livre foram definidas, assim como 
algoritmos que foram desenvolvidos e implementados. 
O próximo passo para resolver o problema proposto é definir um supervisor C/E. O problema 
também pode ser abordado do ponto de vista da teoria de controle supervisório para SEDS, definindo 
um supervisor chamado supervisor SED para o sistema C/E. A equivalência dos supervisores é um 
caminho para resolver o problema de supervisão.
~ 
1.2 Estrutura da Dissertaçao 
O capítulo 2 apresenta os conceitos básicos da teoria de linguagens e autômatos. Além disso, 
apresenta resumidamente a teoria de controle supervisório de Ramadge e Wonham. 
No capítulo 3 os sistemas condição/evento são apresentados. Uma extensão destes sistemas, os 
sistemas condição/evento booleanos também são introduzidos.
1. Introdução 3 
O capítulo 4 apresenta uma metodologia de modelagem de sistemas, baseados nos sistemas con- 
dição/evento. Toda a metodologia é desenvolvida através de um exemplo. 
No capítulo 5 o controle supervisório de sistemas C/E é explorado. Novamente um exemplo é 
apresentado. 
No capítulo 6 um exemplo de um sistema mais complexo é apresentado. 
O capítulo 7 apresenta as conclusões globais sobre o trabalho, além de sugerir trabalhos futuros. 
Por fim, o apêndice A traz informaçoes sobre ferramentas computacionais: o pacote Grail e os 
algoritmos implementados neste trabalho. '
Capítulo 2 
Conceitos Básicos 
Neste capítulo serão apresentados conceitos básicos sobre linguagens pe autômatos necessários 
para o entendimento de conceitos definidos ao longo do trabalho. Além disto, será brevemente apre- 
sentado, o modelo clássico de Ramadge-Wonham para 0 controle supervisório de sistemas a eventos 
discretos (também chamados SEDs). Este capítulo está bastante resumido pois o assunto já foi bas- 
tante detalhado em dissertações e teses anteriores, desenvolvidas no LCMI (Laboratório de Controle 
e Microinformática), tais como [4, 7, 15, l7]. 
2.1 Linguagens e Autômatos 
Maiores detalhes sobre esta seção podem ser obtidos em [2, 161. 
Uma linguagem L definida sobre um alfabeto Z, é um conjunto de cadeias formadas por eventos 
pertencentes a Z. O conjunto finito de todas as possíveis cadeias compostas com elementos de Z 
é denotado Z*; e, estando neste conjunto a cadeia vazia, denotada por 8, denota-se 2+ = Z* - {e}. 
Assim, uma linguagem sobre E é sempre um subconjunto (não necessariamente próprio) de 2*. Em 
particular @, Z e Z* sao linguagens. 
Se tu v : s, com t,u,v G Z*, então: 
o t é chamado prefixo de s; 
0 u é chamada uma subcadeia de s; 
o v é chamado sufixo de s. 
Detemnnadas operações podem ser executadas sobre linguagens. Algumas são usuais, como as 
operações sobre conjuntos, mas aqui serão apresentadas três outras operações.
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1. Concazenaçãoz Sejam duas linguagens L¡,Lz Ç Z*, então 
L¡Lz := {s E Z* : (s = sjsz) onde (s1€ L1) e (sz 6 L2)} 
Em palavras, uma cadeia está em L¡Lz se ela pode ser escrita como a eoncatenação de uma 
cadeia de L¡ com uma cadeia de Lz. 
2. Prefixo Fechamento: Seja uma linguagem L E Z*,'entao 
L:= {s E Z* : Elt E Z*(st €L)} 
Em palavras, o prefixo-fechamento de uma linguagem L, denotado por L, consiste de todas 
as cadeias de L que são prefixos de L. Em geral, L é dita prefixo-fechada se L = L. Assim, 
uma linguagem L é prefixo-fechada se qualquer prefixo de qualquer cadeia de L é também uma 
cadeia de L. 
3. Fechamento-Kleene: Seja uma linguagem L Ç Z*, então 
L* z: {s}uLuLLULLLu--- 
Uma cadeia de L* é formada pela concatenaçao de um número finito de cadeias de L, incluindo 
a concatenação de nenhuma cadeia, que -é a cadeia vazia 8. 
Um autômato determinístico de estados finitos é uma sêxtupla G = (X , Z, f ,x0,X,,,), onde: 
0 X é o conjunto de estados do autômato, possivelmente infinito; 
0 E é o conjunto de símbolos (eventos) que definem o alfabeto; 
0 f : X x Z -› X é a funçao de transiçao, possivelmente parcial, ou seja, nao há necessidade da 
função ser definida para cada evento de Z em cada estado de X; 
0 xo é o estado inicial do autômato; 
0 X,,, é o conjunto de estados marcados ou finais, X,,, Ç X. 
Na teoria de linguagens e autômatos apresentada em [9] o autômato deveria ter função de transição 
completa, e a estrutura apresentada anteriormente seria na verdade um gerador, como definido em 
[16]. Neste trabalho será utilizado o termo autômato para a definição anterior (G = (X ,Z, ƒ,x0,X,,,) 
com f possivelmente parcial), sem causar prejuízos.
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A função f pode ser estendida do domínio X >< Z para o domínio X × Z*, trabalhando com cadeias, 
recursivamente, da seguinte maneira:
_ 
_>‹ 
OO f( ) 1=X 
f( ) 1=f(X›@), 662 
f(x,se) := f(f(x,s),e) para.s€2* e eGZ. 
gx N 
Uma cadeia s é reconhecida por um autômato G se f(x0,s) = x, onde x E X,,,. 
Um autômato G está associado a duas linguagens, a linguagem gerada L(G) e a linguagem mar- 
cada L,,,(G). 
A linguagem gerada por G = (X,Z,f,x0,X,,,) é: 
L(G) := {s E Z* : f(x0,s) é definida}. 
A linguagem marcada de G é: 
L,,,(G) zz {s e L(G) zƒ(z0,s) E x,,.}. 
A linguagem L(G) representa todas as cadeias que podem ser seguidas no autômato, partindo do 
estado inicial. A linguagem L,,,(G) possui todas as cadeias que partindo do estado inicial chegam a 
um estado marcado. 
2.2 Controle Supervisório de SEDS 
A teoria clássica de controle supervisório para modelar e controlar sistemas a eventos discretos 
foi formulada inicialmente por Ramadge-Wonham [12] e está expressa em termos da observação e 
inibição de eventos, realizados por um supervisor minimamente restritivo. Outros detalhes sobre esta 
seção podem ser obtidos em [16] e [3].
_ 
Um sistema a eventos discretos pode ser caracterizado por um par de linguagens (L,L,,,) Q 2* × 
Z*, onde Z é um conjunto de símbolos que representam os eventos. A linguagem L (_I Z* é prefixo- 
fechada e representa todas as cadeias de eventos que o sistema pode gerar, enquanto a linguagem 
L,,, Q L representa todas as cadeias que identificam tarefas completas do sistema. 
Classicamente, define-se uma estrutura de controle F para o SED (L,L,,,) pelo particionamento de 
Z em E = EC U Z”, onde Ze é o conjunto de eventos controláveis, que podem ser inibidos de ocorrer 
no sistema, e 2,, é o conjunto de eventos não controláveis, que não podem ser inibidos de ocorrer no 
sistema. '
2. Conceitos Básicos 7 
Uma opção de controle Y E l` aplicada ao sistema, contém o conjunto ativo de eventos que está ha- 
bilitado a ocorrer no sistema. Com a definição da controlabilidade de eventos, a estrutura de controle 
tem a seguinte forma» 
r={ye2f-zy;>:,,} 
onde a condição Y Q 2,, indica simplesmente que os eventos não controláveis não podem ser 
desabilitados. 
Um supervisor é definido pelo mapa f : L -› I` que aplica uma entrada de controle Y a um sis- 
tema a eventos discretos S como função da seqüência de eventos gerados pelo sistema. O sistema 
a eventos discretos S controlado por f é denotado por f/S. A linguagem L( f/ S) Ç 2* representa o 
comportamento gerado do sistema, e é definida como segue: 
1. E E L(f/S),e 
2. s6€L(f/S) =>sEL(f/S)/\s6€L/\o€f(s)
V 
Alinguagem que representa o comportamento marcado do sistema sob supervisão é L,,,( f/ S) = 
L( f/ S ) ñL,,,(S), e representa a parte de L,,,(S) que sobrevive sob ação de controle. Diz-se que f é um 
supervisor não bloqueante para S se L(f/S) = L,,,(f/S). 
O problema de controle supervisório é apresentado a seguir: 
Problema 2.1 (Problema de Controle Supervisório (PCS)) ' Dado um sistema S = (L,L,,,) com es- 
trutura de controle T, definidos sobre o conjunto de eventos Z; e especificações definídas por A Ç 
E Ç Z*; encontre um supervisor não bloqueante f para S tal que 
A §L»z(f/5) QE 
O conceito de controlabilidade de linguagens é fundamental para a solução do problema enunci- 
ado. 
Definição 2.1 (Controlabilidade) Dado um sistema a eventos discretos S = (L,L,,,) com estrutura 
de controle F e uma linguagem E Ç L, E e' controlável com respeito a S se, 
E)Í.,,|'lLÇE 
Além de definir a controlabilidade de linguagens, é necessário também definir o conceito de L,,,- 
fechamento.
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Definição 2.2 (L,,,-Fechamento) Sejam E e L,,, duas linguagens Onde E Ç Lm Ç Ú, 0 linguagem E 
e' dita fechada em relação a L,,, ou L",-fechada se 
E=ÊnL,, 
O seguinte resultado fornece a solução para o problema de controle supervisório definido anteri- 
ormente: 
Proposição 2.1 Dado um sistema S = (L, L,,,) com estrutura de controle F, definidos sobre o conjunto 
de eventos Z e K Ç L,,,(S); existe um supervisor não bloqueante f para S tal que 
Lm(f/ : K 
se e somente se K for controlável e L,,,-fechada. 
Para uma linguagem E Ç Z*, seja CF (E) o conjunto de linguagens controláveis e L,,,-fechadas 
contidas em E. Pela propriedade de fechamento para união da estrutura de controle F e pela definição 
de controlabilidade, o conjunto CF (E) é não vazio, fechado para união e possui um elemento supremo 
supCF (E). Uma solução para o PCS é fornecida através da seguinte proposição: 
Proposição 2.2 O problema de controle supervisório possui solução se e somente se A Ç supCF (E 
O comportamento minimamente restritivo é representado por supCF (E) e um supervisor ótimo é 
obtido quando L,,,(f/S) =` supCF(E). 
i 
` i 
2.3 Conclusão 
Este capítulo apresentou diversos conceitos sobre linguagens e autômatos, assim como o modelo 
clássico de controle supervisório de Ramadge-Wonham. « 
O comportamento de um sistema a eventos discretos pode ser modelado por uma linguagem, e 
esta linguagem pode ser representada por um autômato. 
A teoria clássica de controle supervisório está expressa em termos de observação e inibição de 
eventos. O problema de controle supervisório visa encontrar um supervisor minimamente restritivo, 
e para isto é fundamental o conceito de controlabilidade.
Capítulo 3 i 
Sistemas Condição/Evento 
Este capítulo visa apresentar os sistemas C/E, os quais servirão de base para o trabalho. São 
apresentados também os sistemas C/E Booleanos, os quais são uma extensão dos sistemas C/E, onde 
os sinais são vetores de elementos booleanos. 
3.1 
H 
Introdução aos Sistemas C/E 
Em [14] foi apresentado um formalismo de modelagem para sistemas a eventos discretos, os 
sistemas condição/evento, ou sistemas C/E. Neste formalismo existem duas classes de sinais, os sinais 
condição e os sinais evento. Um sinal condição é um sinal constante por partes que toma valores de 
um conjunto finito de condições. Um_sinal evento é nulo, exceto em pontos discretos do tempo, 
quando assume valores de um conjunto finito de eventos. 
Um sistema C/E pode ser representado como mostra o diagrama da figura 3.1, onde u(t),y(t) 
representam sinais condiçao e v(t),z(t) representam sinais eventos. 
U(I) YU) 
Sistema C/E 
VU) zm 
Figura 3.1: Sistema Condição/Evento 
Quando a dinâmica intema do sistema C/E é modelada por uma realização de estado discreto (de- 
finida a seguir), transições de estado podem ser inibidas ou habilitadas pelo sinal de entrada condição 
e forçadas pelo sinal entrada evento. O valor do sinal de saída condição é uma função do estado do 
sistema e do sinal de entrada condição, enquanto que o evento de saída é uma função da transição de 
estado e da entrada evento. A trajetória de estado é um sinal condição.
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A principal motivação para utilizar uma abordagem com sistemas C/E é poder modelar sistemas 
de tempo contínuo como SEDS, pois os sinais de entrada e saída assumem valores discretos. Em 
aplicações de controle discreto este sinais caracterizam o fluxo de informações entre subsistemas. 
Valores discretos dos sensores, por exemplo, são sinais condição, enquanto interruptores e clocks 
são naturalmente modelados como eventos. Sinais condição e evento são também utilizados para 
representar as interações de causalidade entre componentes físicos de um sistema de controle discreto. 
Sistemas C/E permitem modelar sistemas interconectados onde transições de sinais condição e evento 
ocorrem assincronamente. Sinais de entrada e saída apropriados podem garantir especificaçoes de 
sincronização quando os subsistemas são conectados. 
3.1.1 Definições 
Esta seção tem o intuito de apresentar os sistemas C/E. Todas as definições, teoremas e corolários 
foram baseados em [l4]. 
Sejam X um conjunto não vazio e enumerável, 11 0 símbolo nulo, Tt ¢ X, e o conjunto X* = 
X U {11} (esta definição vale para todos conjuntos). Algumas definições devem ser feitas sobre os 
sistemas C/E. 
Definição 3.1 (Sinal condição) A função x : [O,‹×›) -› X é um sinal condição sobre X em [O,<›<›) se 
e' um sinal contínuo à direita com limites à esquerda. - 
Definição 3.2 (Sinal evento) A função x: [O,‹×›) -+ X + é um sinal evento sobre X em [0, ‹><›) se x(O) = 
11, e, para qualquer intervalo de tempo [t1,tz] E [O,‹×›), 0 conjunto. {t E [t¡,t2] :x(t) 76 T|}forfiníto. 
A figura 3.2 ilustra os sinais evento e condição. 
VU) it 
V4 
V3 
V2 __ 
Vi _ 
° ti Í2 (3 t 
Sinal evento 
uu) ii 
U4 __ .____í 
U3 í .__i 
U2 ___ .______ 
Ui ...í ~> 
° li Í2 ía t 
Sinal condicao 
Figura 3.2: Sinais evento e condição
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O conjunto de todos os sinais condição ou evento sobre X em [O,‹×›) é referenciado por X (X 
caligráfico). 
Definiçao 3.3 (Sistema C/E) Sejam U ,V,Y e Z conjuntos finitos e disjuntos. Um sistema condi- 
ção/evento 5 em [0,°<›) com entradas condição 11, entradas evento 'V, saídas condição Q' e saídas 
evento Z, é um mapa 5 : 'U × 'V ~+ 27×Z tal que, para cada entrada (u(›), E 'U X 'V existe pelo 
menos uma saída E Q” >< Z tal que E 5(u(-),v(-)). 
Descrevendo em palavras, um sistema C/E identifica um conjunto de sinais de saída (y(~),z(-)) 
com cada sinal de entrada (u(-), v(-)). Logo, os sistemas C/E são em geral não-determinísticos. 
Algumas propriedades são definidas para estabelecer classes úteis de sistemas C/E. São elas as 
ro riedades de causalidade, invariância na escala de tem o e es ontaneidade. P P 
0 Um sistema C/E é dito causal quando dadas duas entradas iguais até certo instante de tempo, 
assegura-se que há saídas (para as respectivas entradas) que também sao iguais até o mesmo 
-instante. 
o Um sistema C/E possui invariância na escala de tempo quando classes de equivalência de 
pares admissíveis de sinais de entrada e saída do sistema podem ser identificadas, independen- 
temente da escala de tempo. 
0 Um sistema C/E é dito espontâneo quando os sinais de entrada condição apenas podem inibir 
opções de sinais de saída evento. A espontaneidade expressa que mudanças nas entradas con- 
dição não forçam mudanças nas saídas evento do sistema, e sim habilitam possíveis saídas num 
dado momento. 
Um sistema C/E pode ser representado através de um modelo de estado discreto. Mas para definir 
um modelo de estado discreto são necessárias algumas definições preliminares. 
Definição 3.4 (Sinal de entrada síncrono) Um sinal de entrada (u(-), v(-)) E 'U × 'V é dito sinal de 
entrada sincrono quando para todo t G [0,‹×>),u(t`) ¢ u(l`) => v(I) 7É 11. 
Em um sinal de entrada síncrono, descontinuidades no sinal condição ocorrem somente quando 
há descontinuidades no sinal evento. 
Definição 3.5 (Sistema C/E em tempo discreto) Um sistema C/E 5 e' um sistema C/E em tempo 
discreto se o conjunto de entrada evento e' não vazio e se para qualquer sinal de entrada sincro- 
no (u(‹),v(-)) E 'U × 'V e qualquer sinal de saida (y(-),z(-)) E 5(u(-),v(›)) a seguinte condição e 
satisfeita: para qualquert E [0,‹×›),y(t`) 76 y(t) ou z(l`) 7É 11 implica VU) ?É TI-
z
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Resumidamente, em um sistema C/E em tempo discreto a alteração do valor da saída condição e 
a existência de saída evento só ocorrem quando o sinal de entrada evento for não nulo. 
Os sistemas tratados neste trabalho não possuem um sinal de entrada síncrono, mas o sinal de 
entrada é sincronizado com a saída através de um supervisor. 
Definição 3.6 (Sistema C/E determinístico) Um sistema C/E é dito determinístico se para cada en- 
trada existe apenas uma saída = 5(u(-),v(-)). 
Definição 3.7 (Modelo C/E) Sejam os conjuntos finitos U, V, Y, Z, um modelo C/E M e' um conjunto 
de equações de modo que para cada entrada E *U × 'V exista pelo menos uma saída 
(y(~),z(-)) 6 Q' × Z que satisfaça as equações para M. . 
Um modelo condição/evento M implicitamente define um sistema C/E, denotado por 5M. Se 
para um sistema C/E 5, 5 = 59%, diz-se que M é uma realização de 5. 
Definição 3.8 (Modelo de estado discreto) Um modelo de estado discreto para um sistema C/E 5 1 
'LI × 'V -› 27×Z é uma quíntupla (X,f,g,h,x0) onde: 
H
- 
0 X é um conjunto enumercível de estados; 
0 f 1 X x U × V* -› 2X - U) e' a fimção de transição de estados, satisfazendo x G ƒ(x, u,11) \'/x E X e 
Vu G U. Ou seja, o sistema deve estar apto a permanecer em qualquer estado se não houverem 
sinais de entrada evento; 
0 g : X × U -› Y é a função de saída condição; 
0 h 1 X × X × V+ -› Z+ é afunção de saída evento, satisfazendo h(x,x,T¡) = 11 para todo x E X. 
Ou seja, a saída evento só será diferente de T] se houver uma transição de estado; 
0 xg e' o estado inicial. 
Um sinal de entrada (u(-),v(~)), um sinal de saída e uma trajetória de estados x(-) E X 
satisfazem o modelo de estado discreto quando x(0) = xo e as seguintes equações são satisfeitas para 
t > 0: _ 
G f( f`)»u(`)zv(f)) 
= s( ()›M(f) 
2 = h((`) ()›v(f).) 
"<
R 
/K/-\z-\ 
M 
M
M 
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Dado um modelo estado discreto Z, 5; denota o sistema C/E definido por este modelo. Altema- 
tivamente, se um sistema C/E 5 é igual a 5; para algum modelo de estado discreto Z, entao 2 será 
referenciado como uma realização de estado discreto para o sistema C/E 5.
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Teorema 3.1 Se um sistema condição/evento 5 tem realização de estado discreto, ele e' causal, inva- 
riante em escala de tempo e espontâneo. 
É possível associar um comportamento lógico aos sistemas C/E, já que eles possuem sinais de 
entrada e saída assumindo valores discretos. Dado um espaço de sinais condição (ou evento) Ã sobre 
um conjunto A definem-se: 
Definição 3.9 (Projeção discreta) A projeção discreta Pr : 54 -› A#, onde A* = A* UA” e A* e AW 
denotam respectivamente todas as seqüências não vazias de comprimento finito e todas seqüências 
de comprimento infinito com elementos em A. Dado o sinal a(-) E Ã, Pr[a(-)] registra numa palavra, 
de comprimento possivelmente infinito, os valores que a(-) assume em A nos instantes tg e os pontos 
de descontinuidade, respeitando a ordem temporal. 
Definição 3.10 (Operador prefixo pre) O operador prefixo pre : A# -+ 2” relaciona uma palavra 
possivelmente infinita a E Al* com pre(a) Ç A*, o conjunto de todos os seus prefixos de comprimento 
finito. 
Definição 3.11 (Operador linguagem) 0 operador linguagem L(J2l) = {pre[Pr(a(-))] 2 a(-) E fll} 
gera o prefixo-fechamento de todas as cadeias de comprimento finito formadas por registro dos valo- 
res dos sinais em Ã em seus momentos de descontinuidade.
, 
Definição 3.12 (Linguagem de um sistema C/E) A linguagem (de cadeias de comprimento finito) 
de um sistema C/E 5, L(5) Ç (U × V* × Y × Z+)* e' definida da seguinte maneira: 
L(5)={Pf@lPf(H('),v('),y(')›Z(~))l1(>'(~)›Z('))€ 5(M(~)›v('))} 
Para explorar o relacionamento entre sistemas C/E com realizações de estado discreto e lingua- 
gens C/E, foram definidos modelos baseados em autômatos. 
Definição 3.13 (Autômato de um sistema C/E) Um autômato G é uma 5-tupla G = (Q, 8, A, qo, 
Q,,,), onde Q é o conjunto finito de estados, A é 0 alfabeto finito, 5 1 Q × A U {8} -› 2Q é a função de 
transição ( não determinística), 8 5? A é a palavra vazia, qo é o estado inicial, e Q,,, e' o conjunto de 
estados marcados. 
Neste trabalho trabalha-se apenas com linguagens marcadas, logo em todos os autômatos Q = Q,,,. 
Definição 3.14 (Gerador) Dado um alfabeto A e uma linguagem L Ç A*, um autômato G = (Q, õ,A, 
qo, Q,,,), com Q = Q,,,, e' dito ser um gerador para L se w E L se e somente se w é reconhecida por G. 
L(G) denota a (única) linguagem gerada por G.
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Uma palavra é reconhecida por um gerador quando ela alcança um estado marcado. 
A relação entre sistemas C/E com realização de estado discreto e linguagens C/E com geradores 
(finitos) é dada pelo seguinte teorema: 
Teorema 3.2 Se um sistema C/E 5 tem uma realização de estado discreto, então existe um gerador 
para L(5), a linguagem de 5. 
Definição 3.15 (Obtenção de um autômato) Suponha que E = (X, f,g,h,x0) é uma realização de 
estado discreto para 0 sistema C/E 5. O autômato G = (Q, Õ,A,q0,Q,,,), tal que L(G) = L(5), e' 
definido da seguinte maneira: . 
Q = X><UU{X0} 
A = U×V+×Y×Z+ 
QO : X0 
e a função õ 1 Q × A -› 2Q é definida como segue: 
õ(q076) :{ š)x0a¡'¿) 
se 6: (uvTl›g(x0›u)›n)v 
caso contrário.
e 
õ((x:u)v6) : {(ÀJflu,) # (xau): AJ G f(xauavI)›y, :g'(Xj›uI)› e Z/ :h(xa-*Jal/) i 
onde 6: (ulvv/1)/1ZI)} 
para (x,u) EX × U. 
3.2 Sistemas C/E Interconectados 
Uma das principais motivações para introduzir SEDs com estrutura explícita de sinais de entra- 
da e saída é permitir definir com clareza e consistência sistemas interconectados. Em [14] foram 
apresentadas duas modalidades de conexão: conexão em cascata ou conexão com realimentação. O 
objetivo é definir uma realização de estado discreto para o sistema, tendo como base realizações de 
estado discreto dos subsistemas e a definição natural dos fluxos de sinais entre estes subsistemas.
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3.2.1 Sistemas em Cascata 
Considere dois sistemas C/E, 51 e 52, com realizações de estado discreto, 21 e Zz, respectivamen- 
te. A conexão em cascata destes dois sistemas consiste na conexão das saídas de 51 nas entradas de 
52, como mostra a figura 3.3. É possível perceber que Y¡ = U2 e que Z; = V2. 
ul(t) yl(l) = u2(t) v2(l , ) 
Sistema C/E I ~ Sistema C/E 2 
) › 120) VW zlft = v2(l) 
Figura 3.3: Sistema C/E em cascata 
O sistema resultante é _5`_;¡_,_;2 : 'U × 'V -› 27×Z. Em particular, se (yz(~), Zz(')) E 551-›5¿ (ul (~), 
v¡ (-)), então existem trajetórias de estado xl (~) e xz( satisfazendo as equações: 
N\<>-<>‹ 
Nfqçu.-. 
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\/\_/\_/\_/ 
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'érfvf 
_/Q": 
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G '),ui( ' (1)) 
G "),â1( ' '))J11(X1(f°)›×1(f),v1(f))) 
= )›81(X1( 
= f),›<z(f) '),x1(f),vt(f))) 
onde os sinais yl = uz(-.) e zl = vz(-) são eliminados.. 
Sendo o espaço de estados X = X1 × X2, com estado inicial x0 = {x¡ ,xz} é possível definir funções 
de saída g : X >< U1 -› Yz e h : X × X x V¡+ -› Zz para realização de estado discreto do sistema 55,_,52 
como: ' - ~ 
8(X,M1)=g2(X2z81(X¡,H1))P*1faX=(X1,X2) É Xflli É U1
Ô 
h(x,x',v¡) = hz(xz,x§,h¡(x¡,x'¡,v¡)) parax= (x1,xz),x' = (x'¡,x'2) €X,V1 E V1- 
A função de transição f (-, -, -) é definida da seguinte maneira: 
f(x,u1,v¡) = {x' = (x'¡,x'2) 6 X :x', 6 f1(X1,M1,Vi) CXÉ 6 f2(X2,81(X1,H1)›h1(X1›Xl›v1))l`- 
Transições no segundo componente do estado em X2 só são permitidas quando são consisten- 
tes com transições do primeiro componente do estado em X¡, gerando eventos forçados para S2 via
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vz(t) = zj (t). Nesta abordagem as transições de estado em um sistema (51) são independentes das 
transições de estado do outro sistema (52), mas as transições no segundo sistema podem ser depen- 
dentes de eventos do primeiro sistema. 
3.2.2 Sistemas com Realimentação 
Em um sistema com realimentação, as saídas condição e evento são ligadas nas entradas condição 
e evento, ou seja, os conjuntos de sinais de entrada e saída são os mesmos, U = Y e V = Z, como 
mostra a figura 3.4. 
“(0 ytr) 
Sistema C/E 
VU) z(t) 
Figura 3.4: Sistema C/E com realimentação 
Se o sistema 5 possui realização de estado discreto (X , f , g,h,x0), após a conexão com realimen- 
tação, as seguintes equações são satisfeitas quando x(O) = xo 
X0) G f( `) (`)›1(f)) 
y(f) = g( () V) 
z(t) = 11 " (›2(I)) ZÉ 
>‹><>-< 
/¬ 
/\ 
-¬~¬‹~. 
fã, ›<"-$\< 
L*/\./H 
A conexão com realimentação de um sistema C/E identifica o subconjunto de sinais de saída para 
o sistema C/E em malha aberta que pode ser gerado autonomamente sob realimentação. 
Dado o estado inicial xo para uma realização de estado discreto Z de um sistema C/E em malha 
aberta 5, é definido o conjunto de valores admissíveis para y(t0) (to 6 ÊK é 0 tempo inicial) como 
Y0(t0) = {y E Y : y = g(x0,y)}. Se Y0(x0) é vazio, não há solução para as equações da realização de 
estado discreto Ep que definem o sistema C/E com realimentação (5›zF), e o conjunto de sinais de 
saída é vazio. 
O modelo de estado discreto Z' = (X' , f' ,g',h' pão) para o sistema 55,, é definido como X' = 
X × Y × Z* exf, = (x0,y(t0),T]). Sendo x'¡ ,fz 6 X' estados arbitrarios com = (x¿,y,-,z,~) 6 X × Y × Z* 
para i = 1,2, as funções da saída são definidas da seguinte maneira: 
8/(X/1) =Yl
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6 
- Sfia. 
h/(X/l,Xâ):{ :]2 
72#Zl›, 
caso contrario 
e a função de transição f' : X' -› 2”, é: 
* seZ1=Úe1¬(x!i)?¿@ 
f/(x'¡)= SCz1=T|eI¬(,€¡)=0 
{X'¡›(Xi,)'1,1l)} 56217511 
onde 
1¬(X'1)={X'z€ X' Iyz = g(X2›)'2),Z2 = ¡1(X1,X2,Z2), CX2 E f(X1,y1,z2)}~ 
Agora Z' é um modelo de estado discreto, sendo que f' (16 ) é não vazio e h'(x',,€ ) = 1] para todo 
x' e X '. i 
3.2.3 Extensões dos Sistemas Condição/Evento 
Em [10] é introduzida uma representação computacional de SEDs em tempo contínuo, que pos- 
sibilita a modelagem e a análise de sistemas complexos usando ferramentas de software existentes 
para análise booleana. A representação é baseada em multi-entradas e multi-saídas, uma extensão 
dos sistemas C/E apresentados em [l4], e é chamada de Sistemas Condição/Evento Booleanos. 
Considere um sistema C/E com representação de estado discreto da seguinte forma: 
"< 
>< 
f\×¬/-\ 
'¬‹~›'¬› 
ÊÍ\_/\_/ 
Y: 
*NS 
É/ÍÂ \}`¶ 
E f(x(f) ')»v(f)) 
= g(X(f) 
z = /1(X(f` (f),v(f)) 
Nos sistemas C/E booleanos assume-se que os sinais x, it, v,y,z são vetores de dimensões nx, nu, 
nv, ny, nz, respectivamente, e os componentes dos sinais condição e evento são valores binários, onde 
o valor (ou vetor) O (zero) corresponde ao valor nulo para o sinal evento. 
Em um modelo de um sistema C/E, a função f de transição de estado satisfaz x E f (x,u,O) para 
todo estado x e entrada condição u, refletindo o fato que a transição de estado pode ser forçada somente
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pelo sinal evento. A função saída evento h satisfaz O = h(x,x,O) para todo estado x, indicando que 
uma saída evento não pode ocorrer sem uma transição de estado ou uma entrada evento. 
Em [10] são definidas duas operações para construção de modelos de sistemas C/E interconec- 
tados que possuem multi-entradas e multi-saídas (como num vetor): empilhar e conectar. Estas 
operações não são válidas exclusivamente para sistemas onde os sinais possuem valores booleanos, e 
sim para sistemas onde os sinais assumem qualquer valor. 
Estas operações são semelhantes às operações de cascata e realimentação apresentadas em [l4], 
entretanto permitem sistemas com multi-entradas e multi-saidas. Além disso são mais flexíveis pois 
a operação conectar pem1ite realizar a conexão em cascata ou com realimentação. 
Definiçao 3.16 (Empilhar) Dadas realizaçoes de estado discreto (X,~, ƒ,~,g,-,h,~,x0¡) de sistemas C/E 
51,---,.S" a operação concorrente de n subsistemas pode ser representada como um sistema C/E 
denotado por 5 = EMP1LHAR(5l, ~ ~ ' .,5”). O sistema C/E5 tem sinais de entrada u = [ul : uz : : 
u”] e v = [vl : v2 : : v”], onde [ . : . : : . ] denota a concatenação dos argumentos dos vetores. 
Os sinais de saída são definidos similarmente. A realização de estado discreto é dada em termos do 
vetor de estado x = [xl 1x2 : :x"] epelas equações f,g,h, sendo que f = [fl :fz : 1 f”], g e lt 
sao definidadas similarmente. 
Definição 3.17 (Conectar) Sistemas interconectados são definidos pela conexão dos sinais de saída 
nos sinais de entrada usando a operação C ONEC TAR(5 ,Y U MAP, ZVMAP), onde Y U MAP é uma 
lista de pares ordenados YUMAP = [(j¡,l¡), (jz,lz), - - C {1,---,ny} × {l,---,nu} especificando as 
conexões dos sinais saída condição com os sinais entrada condição, e ZVMAP é uma lista de pares 
ordenados ZVMAP = [(k¡,m¡),(kz,mz),~-] C {l,---,n¡} × {1,--- ,n,,} especificandoas conexões 
dos sinais saída evento com os sinais entrada evento. 
Os segundos componentes dos pares, l ou m, devem ser distintos de maneira que somente um 
componente do sinal de saída possa ser conectado a um dado componente do sinal de entrada. 
A operação empilhar permite modelar a operação concorrente de todos os subsistemas, inde- 
pendente de suas relações. Suponha um sistema S formado pelos subsistemas S¡,S2,S3. Aplicar a 
operação empilhar sobre eles retoma um sistema onde eles operam concorrentemente. A figura 3.5 
apresenta os subsistemas do sistema S, enquanto que a figura 3.6 apresenta o sistema S após a opera- 
ção empilhar. 
Após aplicar a operação empilhar pode ser desejável conectar saídas de alguns subsistemas em 
entradas de outros, obtendo a conexão em cascata, ou realimentar alguns subsistemas, obtendo a 
conexão com realimentação. Estas operações são possíveis através da operação conectar. A figura 3.7 
mostra como o sistema se comporta quando conectamos o sistema S ¡ e S2 em cascata.
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Figura 3.5: Subsistemas do sistema S 
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Figura 3.6: Sistema S após operação empilhar
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ingq V y1(t) 
S1 /\ ___ 
vl(t) zl(t) 
_ _ _ u2¶ t) Y2([) 
_ _ _ _\/\_ S2 \/\_, 
V2([) Z2([) 
u3¶ t) y3(l) 
~ ss \/\_. 
v3(t) Z3(t) 
Sistema S 
Figura 3.7: Sistema S após operação conectar 
Detalhes sobre a representação dos sistemas C/E booleanos podem ser obtidas em [lO]. 
3.3 Conclusão 
Em [14] foi apresentado um formalismo de modelagem de SEDs chamado sistemas C/E. Estes 
sistemas possuem duas classes de sinais: os sinais condição e os sinais eventos. Um sistema C/E pode 
ser representado por uma realização de estado discreto, e um autômato para representar a linguagem 
que define o funcionamento do sistema foi definido. Sistemas C/E podem ser conectados em cascata 
ou por realimentação. Neste capítulo foram apresentadas as definições e teoremas sobre sistemas C/E. 
Esta abordagem será utilizada neste trabalho para representar uma determinada classe de sistemas, 
onde visa-se associar comandos e respostas aos sinais de entrada e saída. 
Foram apresentados também os sistemas C/E booleanos, cuja representação do sistema através de 
vetores servirá de base para a metodologia de modelagem proposta neste trabalho, além das operações 
empilhar e conectar.
Capítulo 4 
Modelagem ~ 
Neste capítulo será apresentada uma metodologia de modelagem para sistemas C/E. O objetivo é 
encontrar o modelo da planta livre de um sistema C/E. 
Um pequeno exemplo é introduzido, e através dele a metodologia é desenvolvida. Ao final um pe- 
queno resumo sobre a metodologia é apresentado. O resumo visa destacar os passos a serem seguidos 
para encontrar o modelo da planta livre para qualquer sistema. ' 
4.1 Exemplo 
Suponha uma célula de manufatura, como aquela mostrada na figura 4.1. Esta célula está loca- 
lizada no Laboratório de Automação Industrial (LAI) do Departamento de Automação e Sistemas 
da Universidade Federal de Santa Catarina. O sistema é composto por diversas estações: de espera, 
de inspeção, de rejeição e de transferência, entre outros elementos. Cada pallet inserido na célula é 
submetido à uma seqüência de atividades, passando por todas estações e sensores, podendo ser aceito 
ou rejeitado ao final da seqüência. 
Neste capítulo será modelada a estação de espera desta célula, que está representada na figura 4.2. 
Os elementos da estaçao de espera sao: 
0 Os atuadores AX e Ay; 
0 Os sensores S,- e Sk. 
Os atuadores podem ser estendidos ou recolhidos. Caso o atuador A X esteja estendido, um novo 
pallet deve esperar para entrar no buffer. O sensor S,~ é sensibilizado sempre que um pallet chega
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na estação. Neste trabalho o sensor Sk não será modelado para simplificar a obtenção manual do 
supervisor. 
Este sistema será utilizado como exemplo para apresentar uma metodologia de modelagem e 
controle supervisório para sistemas C/E.
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4.2 Modelagem da Estação de Espera 
O exemplo descrito anteriormente pode ser 
estação de espera relacionam-se entre si, e o esquema da figura 4.3 mostra como isto ocorre do ponto 
de vista de condições e eventos. 
d ` t d s ela letra u e como saída sinais 
modelado como um sistema C/E. Os elementos da 
O sistema possui como entrada sinais con içao (represen a o p ) 
evento (representados pela letra v). As saídas condição (como as do sensor S,-) não são relevantes para
4. Modelagem 23 
Si 
pallet esteira/ 
«buffer->`_ 
z: E 
I sk 
Ay Ax 
Figura 4.2: Estação de espera 
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Figura 4.3: Relacionamento C/E dos elementos do sistema da estação de espera
i 
o sistema global, e são representadas pela letra y. Um caso mais geral poderia ter como entrada e 
saída ambos sinais condição e evento. Cada elemento do sistema é modelado separadamente. 
A seguir será apresentado o modelo C/E de cada um dos elementos e da planta livre. 
4.2.1 Atuador A ,C 
O atuador AX (sistema C/E fllx) pode ser modelado como uma realização de estado discreto AX = 
(X\.,ff,h,,.,gx,x,\.) com os conjuntos U,,,l'x,\/_,, onde: 
o Os índices est, rec se relacionam com a ação de estender e recolher, respectivamente, o atuador; 
0 XX é o conjunto de estados XX = {xff',x§“}; '
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0 Ux é o conjunto de entradas condição Ux = {u§“ , u_Ç“}; 
o Y X é o conjunto de saídas condição Y x = {yÍ"›)”Íec}š 
o VX é o conjunto de saídas evento VX = {v§“ , v§“}; 
o fr é a função de transição fr : XX × Ux -› XX e está «definida na tabela 4.1; 
x; uz 
SI GS Xi 
X-ÉS! FEC
X 
X83? /'EC
X 
I`€C 
ëšiê 
kxš 
Híš 
kkš 
R3; 
3%. 
IEC XX 
/'€C 
'xX 
I'8C xx 
Tabela 4.1: Função de transição do atuador AX 
o hx é a função saída evento hr :XX × XX -+ VX* e está definida na tabela 4.2; 
x; xx vx 
Sf Sl fi 
SI FEC /'80 xi ,z 
IEC I'€C 
'XX 
,fa 
_:$ 
< 
_: 
xšelí 
Tabela 4.2: Função saída evento do atuador A, 
. o gxé a função saída condição gx : XX -› Y_,, onde yx = g,,(x,,) = xx; 
0 xx é o estado inicial, xx = xi” 
O atuador pode encontrar-se em dois estados distintos, estendido (x§“ ) ou recolhido (xfc). 
As entradas condiçao representam comandos para o atuador. A entrada condiçao uff' simboliza o 
comando de extensão do atuador, enquanto uff simboliza o comando de recolhimento do atuador. Os 
eventos de resposta a estes comandos são representados pelas saídas evento v§“ (resposta à extensão) 
e vƒfc (resposta ao recolhimento). As saídas condição representam os estados do atuador. 
Algumas transições indicam que quando não há ocorrência de entradas evento o sistema pode 
permanecer no mesmo estado com qualquer condição de entrada, e neste trabalho algumas delas 
foram ignoradas (tabela 4.3) para simplificar o comportamento do sistema, para que a definição do 
mesmo fique mais legível. Entretanto, a planta livre não permite transições onde há mudanças do 
sinal condição em mais de um subsistema (o que permitiria ao supervisor, a ser definido, aplicar dois 
comandos na mesma entrada).
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Nos subsistemas apresentados posteriormente as funções de transição apresentadas serão as sim- 
plificadas. Para representar a permanência do sistema no mesmo estado só serão indicadas algumas 
entradas condição. Por exemplo, para indicar que o atuador continue estendido, apenas a transição 
xi” uíflxfzs' será indicada. Ou seja, se o atuador esta estendido, e a entrada condição é a que representa 
o comando de extensão, o atuador continuará' estendido. 
x; uz xx 
SI f€C St 
I'€C GSI f'8C xl MX XX 
Tabela 4.3: Transições ignoradas da função de transição do atuador AX 
Após eliminar estas linhas da tabela, a função de transição é a apresentada na tabela 4.4. 
XX MX XX 
fit' X2” 
ec rec rec 
xi. xx 
I'€C 851 Sl xx MX xi 
Tabela 4.4: Nova função de transição do atuador AX 
Após definir o modelo C/E do atuador é possível encontrar um autômato que represente a lingua- 
gem do mesmo. O autômato é obtido como na definição 3.15 e está mostrado na figura 4.4. Para 
construir este autômato foram analisadas as funções das tabelas 4.4 e 4.2. 
Vale ressaltar que neste trabalho todas as linguagens são prefixo fechadas, logo todos os estados 
dos autômatos apresentados são finais. _ 4 . 
A notação utilizada para representar uma transição em um autômato neste trabalho é um par v/ u, 
onde v é a saída evento e u a entrada condição. 
4.2.2 Atuador Ay 
O atuador Ay (sistema C/E Ãy) pode ser modelado como uma realização de estado discreto A, = 
(Xy,fy,hy, g_,.,xy) com os conjuntos Uy,Yy,Vy, onde: 
0 Os índices est, rec se relacionam com a ação de estender e recolher, respectivamente, o atuador; 
0 Xy é o conjunto de estados Xy = {x§,“,x§"}; 
0 Uy é o conjunto de entradas condição Uy = {u§“,uf,“}; 
0 Yy é o conjunto de saídas condição Yy = {_y§“,y§,“};
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TI/uíäl 
n/»f;°° 
Figura 4.4: Autômato atuador A, 
H/Mi” vl°°/ M? 11/ui 
vÍs'/ 11;” 
0 Vy é o conjunto de saídas evento Vy = {v§e°,v§“}, 
GSI CSI 
vi /MX 
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Sl 
0 fy é a função de transição ƒy : Xy × Uy -> Xy e está definida na tabela 4.5; 
x' LF xy 
xrec xrec
v za 
~ zw 
sr rec ec 
xi uy X; 
Tabela 4.5: Função de transição do atuador Ay 
o hy é a função saída evento hy : Xy × Xy -› Vy+ e está definida na tabela 4.6; 
X; xy Vy 
X88! x2SI 
SÍ /'CC ÍÉC 
X; xy Y 
<..:§'<;$ 
ES! 
Tabela 4.6: Função saída evento do atuador Ay 
0 gy é a função saída condição gy :Xy -› Yy, onde gy (xy) = xy; 
0 xy é o estado inicial, xy = xy” 
O atuador pode encontrar-se em dois estados distintos, estendido (x§") ou recolhido (x§“). 
A entrada condição u§°" simboliza o comando de extensão do atuador, enquanto 11;" o comando 
de recolhimento do atuador. Os eventos de resposta a estes comandos são representados pelas saídas
\ 
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evento vf' (resposta à extensão) e vç” (resposta ao recolhimento). As saídas condição representam 
os estados do atuador. 
Após definir o modelo C/E do atuadorié possível encontrar um autômato que represente a lingua- 
gem do mesmo. O autômato está ilustrado na figura 4.5. 
vç? ug/CC 
fi/ Lá” 
T1/ ušilfl L4CC 
VÇC? ušfil 
n/ uããl 
v;Sl/ uçãl 
Figura 4.5: Autômato atuador Ay 
4.2.3 Sensor S,~ 
Ao analisar o esquema de relacionamento dos elementos do sistema da figura 4.3 é possível 
perceber que o sensor se relaciona com os dois atuadores. As linhas pontilhadas indicam que o sensor 
é conectado aos atuadores através da operação de conexão, onde as saídas condição dos atuadores 
sao as entradas condição do sensor. 
Existem restrições físicas do sistema relacionadas com o sensor, tais como: 
0 O sensor Si não pode ser sensibilizado se o atuador A, estiver estendido; 
o O sensor Si nao pode ser dessensibilizado antes do atuador A X ser recolhido 
Estas restrições podem ser tratadas na definição da função de transição do sensor S,-, impedindo 
transições para estados dos atuadores que violem as restrições. Ou seja, Si só pode ser sensibilizado 
se o atuador Ay estiver no estado x§“ (recolhido) e dessensibilizado se o atuador AX estiver no estado 
xfc (recolhido). Isto é possível porque as entradas condição do sensor são as saídas condição dos 
atuadores, que por sua vez armazenam os estados dos atuadores. 
Finalmente, o sensor S,- (sistema C/E 5,) pode Ser modelado como uma realizaçao de estado 
discreto S,- = (X¡,f,~,h,-, g,-,x,‹) com os conjuntos Uz',Yz',V¡, onde:
› O 
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Os índices on, off se relacionam com a sensibilização e dessensibilização, respectivamente, do 
sensor; 
0 X,- é o conjunto de estados X,- = {xfff,xf”}; 
0 U,» é o conjunto de entradas condição, onde U,~ = Yx × Yy, U,- = {(yÍ“, )'§ec)› ()'Í"› )'Í“)› ()”_Íec› 
ÍEC /'EC ÉSÍ 
Y, ),(.v,z ,yy )}; 
Off on . ú Y,~ é o conjunto de saídas condição Y,- = {y¡ ,yi }, 
Off on . 0 V,~ é o conjunto de saídas evento V,~ = {v¡ ,ví }, 
0 ƒ,‹ é a função de transição f,- : X,- × U,‹ -+ X¡ e está definida na tabela 4.7; 
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Ti-~ '~ abe a 4.7. Funçao de transiçao do sensor S, 
~ + 0 h,- é a funçao saída evento h,- : X,~ × X,~ -› Vi e está definida na tabela 4 8 
Tabela 4.8: Função saída evento do sensor S, 
X 
X
X 
XLQÍI 
zf" X- 
._.°....°... 
= 
:. 
-3 
S. 
Of! 
Vi
0 
vz' 
0 g¡ é a função saída condição g,~ :X,~ -› Y,~, onde g,-(x,-) = x,-; 
- X, é O estado mi¢ia1,.‹,« = zzfff 
O autômato do sensor é semelhante ao dos atuadores, e não e apresentado devido ao fato de 
possuir mais transições e estados que os anteriores, dificultando a visualização.
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4.2.4 Planta Livre 
A planta livre do sistema C/E 5 é modelada como um sistema C/E, chamado LP. A planta possui 
uma realização de estado discreto P = (Xp, fp,hp,xp) com os conjuntos Up,Vp e os elementos do 
sistema funcionam concorrentemente. A sua modelagem foi baseada nos sistemas C/E booleanos 
[10] (mas neste trabalho os sistemas não são necessariamente booleanos), os estados e os sinais são 
modelados como vetores, onde cada elemento do vetor está relacionado com um elemento do sistema. 
A funçao g e o conjunto Y nao sao definidos para a planta livre. As saídas condiçao nao sao 
relevantes para modelar a planta livre, pois apenas indicam os estados do sistema. A definição destes 
sinais nos modelos dos subsistemas são importantes para modelar a operação de conexão (quando 
necessária). 
Para obter a planta livre são utilizadas as operações empilhar e conectar, definidas no capítulo 
anterior. 
O conjunto de estados da planta livre é formado por vetores, Xp = X X × X, >< X¿: 
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O conjunto de entradas condição da planta também é um conjunto de vetores, Up = U × Uy 
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Os elementos de Up são entradas condição dos subsistemas que são entradas da planta livre. En- 
tretanto, existem subsistemas que possuem entradas condição que não fazem parte dos elementos de 
Up, pois são intemas à planta. Estas entradas condição são intemas por serem resultado da operação 
de conexão, onde saídas de alguns subsistemas são conectados a entradas de outros. 
Para realizar a operação de empilhar, e obter as funções de transição e saída evento, é necessário 
definir um conjunto estendido de Up, onde seus elementos contenham entradas condição de todos
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subsistemas que compõem a planta. Esta definição é necessária porque a operação empilhar retoma 
0 comportamento da planta quando todos subsistemas atuam concorrentemente, incluindo os que 
sofreram a operação de conexão. 
O conjunto Upm é um conjunto de vetores Up”, = U X × Uy × U,~: 
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Nesta modelagem foi assumido que não ocorre simultaneidade de eventos. O conjunto de saídas 
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evento é formado por vetores de VX* × Vy+ × V,-+. O conjunto de saídas evento válido é: 
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Através da operação empilhar é possível encontrar as funções de transição e saída evento da planta 
livre. Como a operação utiliza o conjunto Upm, a função de transição obtida será referenciada como 
fpesl' 
A função fp”, é obtida da seguinte forma: para cada estado x" busca-se as transições para um 
estado x com os vetores entrada condição, e isto é obtido inspecionando a função f de cada elemento 
do sistema. Algumas transições da função fp estão na tabela 4.9.
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Tabela 4.9: Função de transição estendida da planta livre 
Entretanto, as entradas condição internas que pertencem aos elementos de Upm não devem apa- 
recer explicitamente na função de transição da planta livre. É necessário filtrar em fpm as entradas 
condição intemas da planta livre, obtendo assim fp, a função de transição da mesma. Algumas tran- 
sições de fp estão mostradas na tabela 4.10 
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Tabela 4.10: Função de transição da planta livre 
O procedimento para encontrar a função hp é semelhante ao da função fp. Para cada transição do 
estado x' para x verifica-se quais vetores saída evento podem ocorrer. Algumas transições da função 
hp estão na tabela 4.1 l. 
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Tabela 4.11: Função saída evento da planta livre 
Vale salientar que só são válidas transições de estado que aparecem em ambas as funções, e as 
saídas eventos válidas são as que pertencem à Vp. Este fato pode acarretar no descarte de algumas 
transições da função fp, que ocorrem quando há simultaneidade de eventos, o que não está definido 
Cm Vp. 
O estado inicial é o vetor xp = [xÍ“,x§e°,.rfff] E Xp. 
Após definir o modelo de estado discreto, é possível encontrar um autômato seguindo a defini- 
ção 3.15. O fato de se trabalhar com vetores não interfere no procedimento, mas agora as transições 
são compostas de pares v/ tz, onde v e u são vetores. 
Em virtude do seu tamanho (excessivo) o autômato da planta livre não será mostrado aqui. Entre-
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tanto, algumas observaçoes devem ser feitas. 
A planta livre do sistema é composta por vários subsistemas. Quando os subsistemas são analisa- 
dos em conjunto seus sinais são sincronizados, ocorrendo transições apenas quando ocorrem eventos. 
Como a linguagem da planta representa apenas seus pontos de descontinuidade, transições com o 
evento nulo 11 = [mm] não aparecem no autômato. A única ocorrência do evento nulo se dá no estado 
inicial da planta, quando nenhuma condição está associada ao estado. 
Entretanto, transições com o evento nulo n ocorrem nos autômatos que representam os subsis- 
temas, por exemplo a transição 11/uffc e n/Laís' da figura 4.4. O subsistema do atuador esta sendo 
analisado independentemente do resto do sistema, logo não esta sincronizado com outros subsiste- 
mas. Porém um evento irrelevante ao subsistema do atuador AX permitiu a troca de condição do 
mesmo, registrando um momento de descontinuidade no sinal condição. O fato de ter ocorrido uma 
descontinuidade no sinal pemiite uma transição como a citada anteriormente. 
Uma vantagem desta modelagem é a possibilidade de aplicar vários comandos ã planta através 
de uma única entrada condição, e isto é possível devido ao uso de vetores para representar os sinais 
condição e evento. Apesar de ser possível aplicar vários comandos ao mesmo tempo, o modelo não 
permite que todos os subsistemas respondam a estes comandos através de uma única saída evento, 
devido ao fato de não ser permitida a simultaneidade de eventos. Esta vantagem não está presente no 
exemplo desenvolvido neste trabalho porque as funções de transição e saída evento dos subsistemas 
não estão completas, e sim simplificadas, como -citado na seção 4.2.1. 
4.3 Algoritmos 
A partir do procedimento apresentado informalmente no decorrer do desenvolvimento do exem- 
plo, um algoritmo para encontrar um autômato que representa a linguagem de um sistema C/E é 
apresentado, e é o algoritmo 4.1. 
Para compreender o algoritmo 4.1 são necessárias algumas definições: 
ø O Sistema é definido como S = (X,f,h,g,x0) com os conjuntos U,Y,V, onde X é o conjunto 
de estados, f é a função de transição de estados, h é a função saída evento, g é a função saída 
condição, .rg é o estado inicial. Os conjuntos U ,Y ,V possuem as entradas condição, saidas 
condição e saídas evento, respectivamente. A não definição da função g e do conjunto Y não 
comprometem o resultado do algoritmo; 
o São utilizados conjuntos para armazenar os estados do autômato (Q e Q' ), e a função de transi- 
Çã0 (5); 
0 Os estados q E Qe q' E Q' são pares (x,u),x €X,u 6 U;
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ø As transições são pares v/ u, v E V, u E U e são armazenadas no conjunto Y, 
ø 11 é o evento nulo. 
O algoritmo pode ser dividido em duas etapas, a primeira obtém as transições do estado inicial, 
quando nenhuma condição u está associada ao estado xo, e a segunda as transições dos estados com 
condições associadas. Para cada estado (x, u) são obtidas transições v/ u, sendo que self-loops não 
são permitidos pela definição. Ao final da execução do algoritmo, o conjunto Q possui o conjunto de 
estados, e o conjunto õ as transições entre os estados. 
Algoritmo 4.1 Algoritmo para encontrar autômato C/E 
Q +- {q0}; Q' ‹- Q; Conjuntos para armazenar os estados 
5 = 0; Y ‹- 0; Conjuntos para armazenar as transições de estado 
Selecione e remova q de Q, q = qo = xo 
para Vu E U faça 
Definição das transições do estado inicial qo 
Yenw 
Q' <- ((1, H) 
5(¢1,Y) <- q' 
Adicione q' a Q e Q' 
fim para 
enquanto Q' gé (/) faça 
Selecione e remova q = (x, u) de Q' 
v ‹- h(x, q)
' 
para Vu E U faça 
Y ‹- v/u 
q' ‹- (x,u) 
se q' # qentão 
5(¢1,Y) <~ q' 
se q' ¢ Q' então 
Adicione q' a Q e Q' 
fim se 
fim se 
fim para 
fim enquanto 
Além do algoritmo para obter um autômato de um sistema C/E foi desenvolvido um algoritmo 
para realizar a operação de empilhamento de sistemas C/E, o qual é apresentado como algoritmo 4.2. 
Um sistema C/E 5 é formado por subsistemas da seguinte forma: 
Sl : (Xl›flahl:g1›xO1)eUlaYl›VI 
S2 = (X2,f2,Í12,82,Xoz)¢U2,Y2›V2 
Sn : (Xn›fn›hn1gnvx0,,)eumxnvn
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E o sistema formado pelos subsistemas é definido segundo a realização de estado discreto S = 
(Xp,fp,hp,gp,x0,,) com os conjuntos Up,Yp,Vp. 
Para compreender o algoritmo 4.2 são necessárias algumas definições, sendo que em todas elas n 
é o número de sistemas. 
0 O conjunto de estados é Xp = X1 >< X2 × --~X,,. Um elemento x E Xp pode ser interpretado como 
x = [xl ,xz, - - - ,x,,], onde x,, é o estado do subsistema n; 
0 O conjunto de entradas condição estendido é Upm = U1 × U2 × ---U,,. Um elemento u G Up”, 
pode ser interpretado como u = [uj , uz, - - - ,'u,,], onde un é a entrada condição do subsistema n; 
0 Up E Upm é 0 conjunto de entradas condição do sistema, onde as entradas condição intemas 
foram filtradas; 
0 O conjunto de saídas condição é Yp = Yj × Yz × - - -X,,. Um elemento y 6 Yp pode -ser interpretado 
como y = lyj ,yz, ~ ~ ~ ,y,,], onde y,, é o estado do subsistema n; 
0 O conjunto de saídas evento Vp é um conjunto de elementos pertencentes a V1 × V2 × ---V,,, 
onde apenas um dos elementos de v = [v1 , vz, - - ~ , vn] é diferente de 11 (evento nulo); 
0 O estado inicial é x0,, E Xp e x0,, = [x0, ,x0,,~--,x0n]; 
0 A função de transição fp é armazenada no conjunto Õ; 
0 A função saída evento hp é armazenada no conjunto W; 
0 A função saída condição gp é a função identidade g(x,,) = xp, e não é retomada pelo algoritmo; 
0 As condiçoes, os eventos e os estados sao tratados vetorialmente no algoritmo, onde o índice 
i = 1 - - -n corresponde ao subsistema i. 
O algoritmo pode ser resumido da seguinte forma: para cada estado x do conjunto Xp são verifi- 
cadas as transições de estado com cada entrada condição u do conjunto Upw. Além disto, para cada 
transição de estado é verificada a saída evento. Só são transições de estado válidas aquelas onde a 
saída evento v E Vp. Com o resultado obtem-se dois conjuntos, 5 e qi, respectivamente a função de 
tansição e a função saída evento. 
4.4 Procedimento de Modelagem 
Ao longo do capítulo foi ilustrada, através de um exemplo, uma metodologia de modelagem de 
sistemas. Os sistemas são modelados sob a abordagem dos sistemas C/E. Os subsistemas analisados
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Algoritmo 4.2 Algoritmo para executar a operação empilhar 
Õ <- 0; \|l ‹- 0; Conjuntos para armazenar a funçao de transiçao e saída evento 
aux e- 0; v <- 0; n. = número de subsistemas 
para Vx E Xp faça 
para Vu 6 Upm faça 
para i de 1 até n faça 
aux[í] ‹- f(x[ij,u[i]) 
v[i] ‹- h(x[í] , aux[i]) 
fim para 
se v G Vp então 
Õ(x, u) ‹-- aux 
\jl(x,au.x') ‹- v 
fim se 
fim para 
fim para 
possuem entradas condição, saídas condição (representam os estados do sistema) e saídas evento. A 
planta livre nao possui saídas condiçao. A simultaneidade de eventos nao é permitida e os sinais do 
sistema global (ou planta livre) são modelados como vetores, onde cada elemento do vetor possui 
informaçoes sobre um subsistema. 
A metodologia de modelagem pode ser resumida em alguns ítens. Para se obter um modelo C/E 
de um sistema deve-se seguir os seguintes passos: ' 
l. Analisar o sistema e identificar os subsistemas do mesmo, por exemplo: dispositivos de entra- 
da/saida, dispositivos de processamento, atuadores, sensores, entre outros; ' 
2. Analisar o relacionamento entre os subsistemas, verificando as entradas condição da planta 
livre e se os subsistemas podem ser conectados; 
3. Encontrar uma realização de estado discreto para cada subsistema, definindo: 
(a) O conjunto de estados X; 
(b) O conjunto de entradas condição U; 
(c) O conjunto de saídas condição Y; 
(d) O conjunto de saídas evento V; 
(e) O estado inicial xo; 
(f) A função de transição f do subsistema; 
(g) A função saída evento h do subsistema; 
(h) A função saída condição g do subsistema, sendo que g é uma função identidade dos 
estados do subsistema;
4. Modelagem 36 
4. Após encontrar uma realização de estado discreto para cada subsistema é possível encontrar o 
modelo global do sistema (ou planta livre), através da operação empilhar descrita no algorit- 
mo 4.2; _ 
5. Se alguns subsistemas foram conectados é preciso refinar o modelo encontrado através da ope- 
ração empilhar, pois o conjunto de entradas condição da planta livre não deve possuir entradas 
condiçao intemas do sistema; 
6. A ós obter o modelo C/E da lanta livre é ossível encontrar um autômato ~ ue a re resente, P P P q P 
para isto basta aplicar o algoritmo 4.1. 
Ao longo do desenvolvimento do exemplo estes passos foram seguidos, e foram analisados pontos 
relevantes dos mesmos. O intuito deste resumo é guiar o desenvolvimento do modelo de um sistema. 
4.5 Conclusão 
Este capítulo apresentou um exemplo de um sistema modelado segundo a abordagem dos sistemas 
C/E. 
O sistema analisado consiste em uma estação de espera de uma célula flexível de manufatura, 
sistema este formado por dois atuadores e um sensor. Para cada subsistema foi encontrada uma 
realização de estado discreto. 
Aspectos sobre a modelagem foram abordados ao longo do desenvolvimento do sistema e o mo- 
delo global (ou a planta livre) do sistema foi obtida. 
Ao final foram apresentados dois algoritmos, um para encontrar um autômato de um sistema C/E 
e outro para executar a operação empilhar, a qual pemiite modelar a operação concorrente de vários 
subsistemas. Um resumo dos passos da metodologia também foi apresentado. 
A natureza dos sistemas, com transições formadas por pares v/ u, possibilita a definição de uma 
estrutura de controle para controlá-los. O próximo capítulo vai apresentar aspectos de controle super- 
visório para os sistemas C/E definidos e modelados neste capítulo.
Capítulo 5 
Controle Supervisório de Sistemas C/E 
Este capítulo apresenta o problema da síntese de um supervisor C/E para sistemas C/E, como o 
modelado no capítulo anterior. O supervisor é obtido resolvendo um problema equivalente, abordado 
do ponto de vista da teoria de controle supervisório para SEDS. 
Aspectos teóricos, como definição de uma estrutura de controle e definição de controlabilidade 
sao apresentados. Além disso, algoritmos para obter um supervisor também sao desenvolvidos. Ao 
final, um supervisor para o sistema modelado .no capítulo anterior é encontrado. 
5.1 Introdução 
Uma planta LP é um sistema C/E com realização de estado discreto P = (X, f, h,x0) e os conjuntos 
U e V (entradas condição e saídas evento), tal que, para cada entrada E 'LI exista pelo menos uma 
saída v( E 'V tal que v(~) E LP(u(-)). Visa-se encontrar um supervisor C/E 5 para supervisiona-la. A 
figura 5.1 mostra o relacionamento entre T e 5. 4 
U Planta C/E 
Supervisor C/E 
Figura 5.1: Relacionamento da planta C/E e do supervisor C/E
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O sistema a ser controlado possui como entrada sinais condição, sinais eventos não são conside- 
rados. As saídas do sistema são sinais eventos, sendo que os sinais condição não são considerados 
para planta. _ 
O supervisor proposto para o sistema lê as saídas evento v da planta e escolhe um u, no conjunto 
de entradas condição, que será habilitado na planta. O supervisor habilita somente entradas condi- 
ção, entradas evento não são definidas nos sistemas analisados neste trabalho, devido a natureza dos 
sistemas. O supervisor pode ser implementado em um CLP, e pode-se fazer a seguinte interpretação: 
o CLP lê os eventos da planta e aplica comandos na mesma, onde saídas evento seriam respostas às 
entradas condiçao (comandos) aplicadas. 
O supervisor desejado é um sistema C/E e pode ser definido como uma realização de estado 
discreto S = (Y, fg, \|J, yo) com os conjuntos V, U (os mesmos da planta a ser controlada), onde: 
0 Y é o conjunto de estados; 
o šé a funcão de transição É : Y × V* -› ZY; 
z ui é a função saída condição ul: Y -› U; 
o yo é o estado inicial; 
0 V é o conjunto de entradas evento; 
0 U é o conjunto de saídas condição. 
Um supervisor S para planta P é um mapa 5 : 'V -à 'U, ou seja, para cada entrada v(-) E 'V existe 
pelo menos uma saída E U, tal que E - 
O sistema em malha fechada é um sistema condição/evento 5/T Q 'V × 11 e o modelo de estado 
discreto é obtido pela conexão cascata e realimentação dos modelos do supervisor 5 e da planta T. 
Comportamentos lógicos desejados são expressos em termos de V*, ou seja, em tennos de seqüên- 
cias de eventos geradas pela planta. 
Para expressar o comportamento em malha fechada como uma linguagem em V* é necessário 
definir uma projeção. 
Definição 5.1 (Projeção Pv) A projeção pv : (V+ × U )* -› V*, que apaga os símbolos 11 e u E U de 
palavras em (V+ × U )*, é definida recursivamente como: 
Pv(Ê) :E
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eparamE(V+×U)*e6=vu€V×U 
pv(m'6) :Pv(m)'V 
A projeção pt. pode ser estendida de forma natural para linguagens em (V+ × U )*. 
A projeção inversa de uma linguagem também é definida. 
Definição 5.2 (Projeção inversa pj' de uma linguagem) A projeção inversa pj' : V* -› ({11} × 
U)(V × U)* de uma linguagem E é definida como: _ 
11í'(E) = {S G (({T1} × U)(V × U)*) IPv(S) 6 El' 
A notação vu G V × U é uma simplificação da notação (v, u) E V × U apresentada nos capítulos 
anteriores. 
Desta forma pode-se enunciar o problema de supervisão para sistemas C/E, como segue. 
Problema 5.1 (Síntese de Supervisores para Sistemas C/E (SSCE)) Dado o modelo C/E da plan- 
ra 5P : 7.1 -> 'V e a especificação E Ç V* encontrar um supervisor condição/evento 5 2 'V ~› “Zl tal 
que 
pv(L(5/iP)) Ç E 
5.2 Abordagem pela Teoria de Controle Supervisório de SEDS 
O problema de síntese de supervisores para sistemas C/E pode ser traduzido para uma abordagem 
de controle puramente discreta, segundo a teoria de controle supervisório de SEDs. 
O modelo do sistema a eventos discretos com estrutura de controle para sistemas C/E é o par 
P = (L,l`), onde L é uma linguagem prefixo-fechada e F é uma estrutura de controle. 
A linguagem L de P é definida como: 
L= L(T) Ç (({fl} × U)(V × U)*) 
A estrutura de controle, definida em [8], é um mapa F : L -› 22v+×U, tal que para todo m E L 
1¬(m)={y6 2V+×U : (Vv G V¡_(m))(Élu 6 U¡_(m,v))vu E Y}
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Para compreender a estrutura de controle é necessário definir alguns conjuntos: 
ø V¡_(m) é o conjunto ativo de eventos em L após m G L, V¿(m) = {v 6 V* : (Elu E U)mo vu E L}; 
o U¿(m,v) é o conjunto ativo de condições em L para m E L e v E V¿(m), U¿(m,v) = {u 5 U z 
m 0 vu 6 L}. 
A estrutura de controle é dependente da palavra gerada pelo sistema. Como ela foi definida para 
impedir que, para um dado evento do conjunto ativo de eventos em m, todas as condições possíveis 
sejam desabilitadas, sempre será possível habilitar uma condição. A inibição de todas as condições 
possíveis para um dado evento levaria a uma situação sem contrapartida física, já que o supervisor 
inibiria todas as condições aplicáveis em resposta a um dado evento. 
Um sistema C/E pode ser modelado através de dois modelos lógicos: um é a linguagem L(fP) Q 
(({r|} >< U)(jV × U)*) e o outro é o sistema a eventos discretos P = (L,I¬). Pode-se afirmar que os 
dois modelos são equivalentes quando: 
l. L(£.P) = L; 
2. Vw = nuoovjul o---ovkuiz G L(1°) e Ot = vu E V × U, woot E L(?) se e somente se para 
m == mio o v1u¡ o ~ - - o vkuk G L, 37€ I`(m) de modo que vu E Y. 
Um supervisor S para o sistema P = (L,I`) é definido pelo mapa S : L -‹› 2V+×U, tal que, para 
m G L, S (m) G I`(m). Um supervisor C/E equivalente ao S pode ser definido como um sistema C/E 
5:L-›'l/><fU,talque:
_ 
(Vw E L(5))(\/vu E V+ × U)wo vu E L(.S) ¢--> vu E S(w) 
ou seja, existe equivalência da ação de controle. 
A linguagem L(S / P) Ç L modela o comportamento em malha fechada do supervisor S para P = 
(L, F), e é definida recursivamente como: 
1. eeL(S/P) e 
2. moõe L(S/P) <=>meL(S/P)/\m‹>oeL/\oeS(m). 
Neste momento épossível fazer a seguinte proposição, baseada em [8]: 
Proposição 5.1 Para 0 supervisor S para P e um supervisor equivalente 5 para ÍP, L(S/P) = L 
(5/LP). *
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A proposição indica que o problema de encontrar um supervisor para o sistema C/E pode ser 
resolvido por um problema de controle supervisório equivalente. Este problema é definido a seguir. 
Problema 5.2 (Problema de Controle Supervisório para Sistemas C/E (PCS-CE)) Para o proble- 
ma SS CE definida para planta EP e especificação E Ç V*, define-se um problema de controle supervi- 
sório equivalente para o modelo sistema a eventos discretos controlado para o sistema C/E P = (L, 
F), como o de encontrar um supervisor S para P tal que 
1›l(L(S/Pl) Ç E 
Para resolver este problema deve ser considerado o conceito de controlabilidade apresentado em 
[8]. 
Definição 5.3 (Controlabilidade) Dadas as linguagens K Ç L Ç ({11} × U )(V × U )*, K é dita ser 
controlável em relaçao a L se 
VLW) = V/<(m) (Vm É Ê) 
Logo, a linguagem K é controlável em relação a L se o conjunto ativo de eventos for igual para 
ambas linguagens após toda palavra do prefixo de K. 
Em [8] foi definido um teorema que assegura a existência de um supervisor para um dado com- 
portamento desejado, expresso em termos de seqüência de eventos, conforme mostrado a seguir. 
Teorema 5.1 Dados P = (L, T) (modelo sistema a eventos discretos controlado para um sistema C/E) 
e uma linguagem E Ç V* (espectficação) existe um supervisor S para P tal que p,,(L(S/P)) = E se e 
somente se existir uma linguagem K Q L tal que K seja controlável com respeito a L, prefixo-fechada 
e tal que p,,(K) = E. 
Segundo [7], é possível provar que a estrutura de controle 1" para a linguagem L é fechada para 
a união para cada m G L, então para K Q L o conjunto de linguagens prefixo-fechadas e controláveis 
contidas em K, CP(K) é fechado para a união. 
Quando o sistema pode ser modelado como um autômato de estados finitos, em [7] é proposto 
um algoritmo para cálculo da máxima linguagem controlável e prefixo-fechada. O algoritmo será 
apresentado em seçao posterior. 
Dados P = (L, F) (o sistema) e E Ç V* (especificação em termos de eventos), a linguagem alvo 
correspondente em P é definida como K = (pf 1 (E) Fi L). 
O seguinte teorema, baseado em [8], fomece uma solução para o problema PCS-CE:
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Teorema 5.2 O PCS-CE tem solução se e somente se supCP(pÇl (E) Fl L) for não vazio. 
Uma solução ótima, ou minimamente restritiva, para o PCS-CE ocorre quando L(S / P) = supCP 
(PI ' (E) fl L)- 
Para resolver o problema de controle de sistemas C/E (SSCE) é necessário encontrar o supervisor 
.S equivalente ao supervisor S, tal que L(S/P) = L(5/T). O supervisor S (chamado de supervisor 
SED) é representado por um autômato G = (Z, V × U, p,z0,Z,,,), tal que L(G)||L = L(S/P) e L,,,(G) = 
L(G). 
Teorema 5.3 O problema SSCE tem solução se e somente se o PCS-CE equivalente tiver solução. 
Se S e' o supervisor SED encontrado como solução do PCS-CE equivalente, o supervisor .S obtido a 
partir de S, tal que L(S/P) = L(5/LP), é a solução do problema SSCE. 
Foi desenvolvido um algoritmo para obter o supervisor C/E equivalente 5 dado por (Y, 5,, \|/, yg) 
com os conjuntos V, U. Este algoritmo também será apresentado em seção posterior. 
5.3 Algoritmos 
Em [7] é proposto um algoritmo para calcular a máxima linguagem controlável e prefixo-fechada 
de um sistema C/E modelado sob o ponto de vista da teoria de controle supervisório de SEDs, e 
representado através de um autômato de estados finitos. 
Para compreender o algoritmo 5.1 a ser apresentado são necessárias algumas definições. 
0 A planta do sistema é modelada como um autômato P = (Z, V × U, p,z0,Z,,,), onde Z é o con- 
junto de estados, V x U o alfabeto, p a função de transição, zo o estado inicial e Z,,, o conjunto 
de estados marcados. Para os sistemas modelados neste trabalho Z = Z,,,, ou seja, todos os 
estados são finais; 
o A linguagem alvo também é modelada como um autômato K = (X ,V × U ,p,x0,X,,,), onde 
X : Xin; 
o A operação de composição síncrona de dois sistemas é dada por: 
Dados dois autômatos G1 = '(X,,Z¡,f¡,x0, ,X,z.,) C G2 = (X2zÊ2,f2,Xoz,Xm¬), dfifififi-S6 21 00m- 
posiçao síncrona Gj HG2 como: 
GIHG2 : (Xl X X2›2I U 22›fl||2› (x01=x02)=Xfi11 X XHI2)
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onde: 
fi||2¡(X1>< X2) × (21 UÊ2) _* (X1 ×X2) 
Ou seja: 
( (XM5) (X2›0)) Se <5.€ÊiflÊz 6 GG Ê1(Xi)UÊ2(X2) 
(X1,Õ),X2) S6 (`5€Z| 8 Õfzz C ÕEZ|(X¡) 
(X1,f2()C2,(5)) SC ÕÊZQ 6 ÓQZI 8 Õ€2z(Xz) 
indefinida caso contrário 
Êšê» 
:~ 
f1|12((X1›X2)›0) = 
0 A operação trim(A) retoma um autômato acessível e co-acessível; 
o Cada estado do autômato obtido através da composição síncrona AHB pode ser interpretado 
como um par de estados (nl,n2) onde nl é um estado de A e n2 é um estado de B; 
o Um estado de C = P||K pode ser analisado como um par c = (z,x), onde z é um estado da planta 
P e x é um estado da linguagem alvo K. O estado c é um mau estado se Vp(z) 76 VC(z,x), ou 
seja, se o conjunto de eventos da planta no estado x não for igual ao conjunto de eventos do 
estado c do autômato obtido através do produto síncrono da planta com a linguagem alvo. Este 
estado deve ser eliminado porque o supervisor não pode desabilitar eventos, apenas condições. 
Algoritmo 5.1 Algoritmo supCP 
fim ‹- false; i ‹- O 
Cg = trim(P||K) 
enquanto fim = false faça 
Identifique maus estados em C,~ 
Modifique C,~ eliminando os maus estados, assim como suas transições de entrada e saída asso- 
ciadas 
C,-+1 = trím(C,-); 
se C,~+¡ = C,~ então 
C = C,›, 
fim = true 
fim se 
í = í+ l 
fim enquanto 
O algoritmo 5.1 encontra a máxima linguagem controlável do sistema, e ela é modelada em um 
autômato (Z,V × U ,p,z0,Z,,,). O algoritmo 5.2 apresenta um procedimento para obter a realização 
de estado discreto de um supervisor C/E 5 partindo de um supervisor SED S. Para compreender o 
algoritmo são necessárias algumas definições:
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o O supervisor SED S é definido como (Z, V × U, p, z0, Z,,,), onde Z é o conjunto de estados, V × U 
o alfabeto, p a função de transição, 10 o estado inicial e Z,,, o conjunto de estados marcados; 
0 O supervisor C/E 5 é definido como (Y ,¿';,\i¡, yo) com os conjuntos V, U, onde Y é o conjunto de 
estados, Â é a função de transição, W a função saída condição, yo o estado inicial, V to conjunto 
de entradas evento e U o conjunto de saídas condiçao; 
0 u( p) é o valor do sinal condição que está entrando no estado p do autômato que modela o SED; 
a V( p) para p E P é o conjunto de eventos das etiquetas de transições que saem do estado p; 
o Para v E V( p), U (v, p) é o conjunto de todas as condições envolvidas nas transições de saída 
para o estado p E P que relacionam-se ao evento v. 
Algoritmo 5.2 Algoritmo para encontrar a realização de estado discreto do supervisor C/E 
Y <- {.vo}; P(_vo) <- {Po}; Y' ‹- Y; 
Ê = 0; lt/ ‹- 0; Conjuntos para armazenar as transições de estado e as informações de saída 
enquanto Y' 96 0 faça
_ 
Selecione e remova y de Y'
` 
para p E P(y) /\ v E V(p) faça 
m é- U (v, p) 
P'‹-Up(p,vu),u€m
_ 
se Vy E Y P' 96 P(y) então
' 
Adicione novos estados y' a Y e Y' (tantos quantos forem os elementos de P' ) com P(y') C P' 
fim se 
x <- p 
enquanto P' yš 0 faça 
Selecione p e remova de P' ; 
Selecione y' E Y tal que P(y') = p 
š(yz1‹(X), v) <- y' V 
\tf(y') +- “(11) 
fim enquanto 
fim para 
fim enquanto 
5.4 Aplicação do Controle Supervisório 
Após formalizar os conceitos relacionados ao controle supervisório de sistemas C/E, é possível 
voltar ao exemplo da estação de espera e encontrar um supervisor C/E para o sistema. 
O teorema 5.3 afirma que encontrando um supervisor SED é possível encontrar um supervisor 
C/E equivalente. Este é o procedimento para encontrar um supervisor para a planta livre do sistema 
da estação de espera.
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O modelo lógico da planta pode ser expresso em um autômato, como afirmado anteriormente. O 
sistema C/E passa a ser modelado como um sistema a eventos discretos com estrutura de controle, 
P = (L, F), onde L = L(T) é a linguagem que descreve 0 comportamento lógico da planta livre. 
O comportamento desejado para o sistema é expresso através de uma seqüência de eventos, e é 
representado através de autômatos de estados finitos. No exemplo o atuador A X pode ser estendido ou 
recolhido livremente. Caso o atuador AX esteja estendido, com a chegada de um pallet na estação de 
espera, evento identificado pela sensibilização do sensor S,-, ~o atuador Ay é acionado e só é recolhido 
quando o pallet sai da estação, evento identificado pela dessensibilização do sensor Si. Este procedi- 
mento garante que não existam dois pallets contíguos detectados como um só pelo sensor S,~. Caso 
dois pallers cheguem juntos a estação, se o primeiro parar na estação, o segundo será separado “à 
força” pelo atuador Ay. O autômato que representa esta especificação está na figura 5.2. 
CSI ÍCC . vy ° VX 9 
un off 
V¡ V, 
cs! rec 
VX ° vy 9 
c csi W vz 
Figura 5.2: Comportamento desejado do sistema expresso por eventos dos subsistemas 
A especificação da figura 5.2 apresenta apenas os eventos dos subsistemas, e não os eventos v G Vp 
da planta, que são vetores. O autômato que representa a especificação (E Ç VÊ) está na figura 5.3. 
Uma tabela de tradução dos eventos está a seguir: 
V1 
ví” n 11 vz 
VP = 
Í 
n vçec n 
1 
= V3 
ti v§“ ti V4 
11 11 ví” V5 
n T1 VÊ” võ 
Sendo que o evento nulo é o vetor vo = [n,t],n]. 
z-¬.-¬.-¬.-¬z-..--¬
< km vi ~. 
.__.._._J._....__‹._. 
.-¬.-ii-_..-\.-¬._z 
.__.__.._._z.__.._...__.._.
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V5 V6 
g W 9 V3 9 
* 3 Vi 
Figura 5.3: Comportamento desejado do sistema expresso por eventos da planta 
Para encontrar 0 supervisor é necessário encontrar a linguagem alvo correspondente a planta livre. 
A linguagem alvo é K = pÇ1(E ) OL. Aplicando-se o algoritmo do supCP encontra-se a máxima 
linguagem controlável e prefixo-fechada, que é reconhecida pelo autômato da figura 5.4. 
Uma tabela de tradução das condições está a seguir: 
uçec ul 
U2 UP _ urec urec _ u x y 3 
uçec u4 
O autômato da figura 5.4 representa o supervisor SED, o próximo passo é encontrar a realização 
z-¬.--¬.i.._. 
É 
5: 
km 
‹\ 
‹«><‹« 
¬¬ 
~¬ 
É
É 
*‹‹\ 
*<‹¿ 
2 
-¬ 
¿.._..___..__. 
z_..-¬.-..-¬ 
~__z.__.¿._. 
de estado discreto do supervisor C/E equivalente. Aplicando-se o algoritmo 5.2 obtém-se a realização 
de estado discreto do supervisor C/E, cujas funções de transição e saída evento estão respectivamente 
nas tabelas 5.1 e 5.2. O autômato que representa o supervisor C/E é o mesmo da figura 5.4. 
Cada estado do supervisor pode ser interpretado como um par de estados (nl,n2) onde nl seria 
equivalente ao estados da planta livre e n2 equivalente ao estado da linguagem alvo. 
5.5 Procedimento de Obtenção do Supervisor C/E 
Assim como no capítulo de modelagem, é possível resumir o procedimento de obtenção de um 
supervisor C/E em alguns passos.
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L›Jl\)›-^O*< 
S 
ãš 
V4 
"
v 
L›Jl\J>-*`< 
-!> 
_í...;;______ 
-D-l>~
< o× 
O'\Ul 
U1 Vi \l 
ON vs O0 
\l vs _.. 
O0 
Tabela 5.1: Função de transição do supervisor C/E 
\< 
Vi ,_i
O Hi 
›..¡ uz 
l\) U4 
bd U4 
Ui-J>~l>~ 
.uz 
ug 
U1 
O\ ul 
\I Ui 
O0 
Tabela 5.2: Função saída condição do supervisor C/E 
Tem-se um sistema C/E modelado como uma realização de estado discreto S = (X f h,x0) com 
os conjuntos U ,V. Deseja-se controlar este sistema, e para encontrar um supervisor C/E deve-se 
seguir os seguintes passos: 
l. Obter um autômato que represente a linguagem L do sistema C/E 
2. Definir especificações para o sistema. Estas especificações devem ser feitas em termos de 
eventos do sistemai 
3. Encontrar uma linguagem E que represente a especificação do sistema 
4. Encontrar a linguagem alvo K = pÇ1(E)fiL; 
5. Encontrar o supervisor SED do sistema C/E através do algoritmo 5 1 
6. Encontrar a realização de estado discreto do supervisor C/E do sistema C/E a partir do sup - 
visor SED utilizando o algoritmo 5.2.
Hi
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vo/u, 
v3/ul 
V 
v, /u¡ 
Vs/“2 
A A 
v4 / 1,44 
v| /ul ° 
vz /11,, 
9 vó /uz¿ 9 vô lu; 9 
Figura 5.4: Supervisor SED 
v3/u¡
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~ 
5.6 Conclusao 
Este capítulo apresentou o procedimento de obtenção de um supervisor C/E para sistemas C/E, 
como o modelado no capítulo anterior.
A 
Um supervisor C/E lê as saídas evento da planta e habilita uma condição na mesma, ou seja, o 
supervisor possui entradas evento e saídas condição. 
O problema de obtençao de um .supervisor C/E é resolvido através de um problema equivalente. 
Um sistema C/E é analisado segundo a teoria de controle supervisório de SEDS e uma estrutura de 
controle é proposta. Aspectos sobre controlabilidade são abordados e um supervisor SED é encontra- 
do para o sistema. O teorema 5.3 afirma que se um supervisor SED é encontrado, um supervisor C/E 
equivalente também pode ser obtido. 
Algoritmos para obtençao dos supervisores sao apresentados e uma aplicaçao também. É desen 
volvido o procedimento de obtenção do supervisor C/E para o exemplo da estação de espera.
Capítulo 6 
Exemplo 
Este capítulo tem o intuito de solidificar os conceitos apresentados anteriormente. O procedimen- 
to de modelagem será aplicado a um sistema mais complexo. Um sistema similar foi analisado em 
[5] . Além disso, os passos para encontrar um supervisor serão seguidos. 
6.1 Definição do Problema 
Na linha de produção de uma indústria existe uma mesa giratória de três posições onde é efetuada 
operação de furo de peças, como mostra a figura 6.1. O funcionamento da mesa giratória é comandado 
por um controlador lógico programável (CLP) conforme a seguinte seqüência de passos: 
1. A esteira gira até que uma mesa seja posicionada em P1; 
2. A mesa gira 120°; 
3. A peça é furada; 
4. A mesa gira 120°; 
5. O manipulador robótico retira a peça da mesa. 
A mesa foi inicialmente projetada para operar em seqüência apenas uma peça por vez, ou seja, a 
esteira só pode ser acionada novamente depois que o manipulador retirar a peça da mesa. Entretanto, 
esse modo de funcionamento é muito pouco eficiente, visto que a esteira, a furadeira e o manipulador 
passam a maior parte do tempo parados, enquanto poderiam estar operando em paralelo. O problema 
a ser resolvido é encontrar um supervisor que evite a ociosidade do sistema, respeitando as restriçoes 
de segurança e os problemas de fluxo de peças.
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Manipulador 
Robotico 
'\P3 1 
Mesa 
Giratoria 
1 › 
\_zÍ 
Figura 6.1: Sistema com mesa giratória 
6.2 Modelagem do Sistema 
O primeiro passo da modelagem do sistema é identificar os subsistemas do mesmo. Neste caso o 
sistema é formado por quatro subsistemas: 
z A esteira; 
0 A furadeira; 
0 O manipulador robótico; 
0 A mesa. 
Os subsistemas não se relacionam, logo não sofrem a operação de conexão. As suas entradas 
condição e saídas eventos são, respectivamente, as entradas e saídas do sistema global. Devido a este 
fato, o conjunto de saída condição e a função saída condição não serão definidos. 
O próximo passo é encontrar uma realização de estado discreto para cada subsistema. 
6.2.1 Esteira 
O primeiro subsistema a ser analisado é a esteira (sistema C/E 588,). A esteira possui uma reali- 
zação de estado discreto S88, = (X8j,, f88,,h8,,, x8,,) com os conjuntos U8s,, V8,,, onde: 
› - Off . 0 X88, e o conjunto de estados X88, = {x§§',,x8j, 
» - - ~ _ Off . > 0 U88, e o conjunto de entradas condiçao U88, {z¢§§',,L¢8,, 
z - z Off . 0 V88, e o conjunto de saidas evento V8,, = {v§Ç,, v8,,
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Tabela 6.1 
Tabela 6.2 
xesr xert “est 
Ú; i 0; Í Oi i 
xesr “est xest 
0] Í on n 
xest “est X0 1 
fl Ú” fl 
xgst “est X0 
ES 
EST 
Ú; Oii 
"est xe Il Xisz 
: Fun 
SI 
ção de transição da esteira 
xesr Vest X85! 
x€S[ x€SI n 
OÍ Í n on 
xgsr ves: xest 
Il *ía ›‹“â§'zn 
,, of? off 
xãsz xe Ve 
: Fun 
Sl' Sl 
ção saída evento da esteira 
o fm é a função de transição fas, 1 Xes, × Um -› X85, e está definida na tabela 6.1; 
o hm é a função saída evento has, 1 Xes, × Xm -› VQÍ, e está definida na tabela 6.2; 
, . . . __ off o xa, e o estado inicial, xa, xes, 
A esteira pode encontrar-se em dois estados distintos, trabalhando (xfifl) ou parada (xes, ) n O 
~ 0 A entrada condiçao ugf, simboliza o comando de ligar a esteira, enquanto uešf o comando de 
desligar a esteira, uma vez que a peça esteja sobre a mesa. Os eventos de resposta a estes comandos 
são representados pelas saídas evento v§Ç, (resposta ao comando ligar) e vzšf (resposta ao comando 
desligar). 
'
' 
6.2.2 Furadeira 
O segundo subsistema a ser analisado é a furadeira (sistema C/E .S`f,,,). A furadeira possui uma 
realização de estado discreto S fu, = (X f,,,, f¡,,,,h fw, x fw) com os conjuntos U fw, Vfw, onde
OO xfm. é o estado inicial, xfzif = x 
X fu, é o conjunto de estados X fu, = {x§z,,xÍzí{}; 
~ U _ on Úff 
Vf,,,. é o conjunto de saídas evento Vfu, = {v§';,, v f _ 
U fu, é o conjunto de entradas condiçao fu, _ {u¡u,, ufu, }; 
ff _ ou! }, 
ff”, é a função de transição ff”, : X fu, × U fu, -› X fu, e está definida na tabela 6.3; 
h f,,,. é a função saída evento h fu, : X fu, × X fu, ‹+ Vjfz, e está definida na tabela 6.4;
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X ur u ur xfl” 
›‹°::, 
fit, fz, 
wir u;ur xífur 
Tabela 6.3: Função de transiçao da furadeira 
x_¿¿, xfur Vfur 
0 0 X W H 
0 n on 
1 1 i X°í« H 
n o o 
x_?`ur xfur vfur 
Tabela 6.4: Função saída evento da furadeira 
A furadeira pode encontrar-se em dois estados distintos, trabalhando (xfir) ou parada (xífíf). 
A entrada condição uzzr simboliza o comando de ligar a furadeira, enquanto La?/;f o comando de 
desligar a furadeira. Os eventos de resposta a estes comandos sao representados pelas saídas evento 
vfzz, (resposta ao comando ligar) e (resposta ao comando desligar). 
6.2.3 Manipulador Robótico 
O terceiro subsistema a ser analisado é o manipulador robótico (sistema C/E 5,0¿,). O manipulador 
possui uma realização de estado discreto S,-ob = (X,,,¿,,f,0“b,h,,,¿,`, x,,,¿,) com os conjuntos U,0¿,,V,-,,¿,, 
onde: 
0 X,,,¿, é o conjunto de estados Xmb = {xÍgb,xfÃ¿{}; 
» - - ~ _ Of f . 0 U,,,¿, e o conjunto de entradas condiçao Umz, _- {uÍg,,, umb 
z ~ z Of f . o V,,,¿, e o conjunto de saidas evento V,,,¿, = {vfgb, vmb }, 
o fmz, é a função de transição f,0¡, : X,,,¿, × U,,,¿, -+ X,0¿, e está definida na tabela 6.5; 
xfzb “Éh xfflb 
xfob *fab 
*fab xfgb 
×'Z"z, ×'i¿'z, 
xfgb “fab xfâb 
Tabela 6.5: Função de transição do manipulador robótico
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x;¿,b xrob vrob 
o 0 
›‹,- ri 
0 n on 
›‹,z,,z, vmb 
Il fl
_ 
xiii, ti 
,z O 0 
xíob xrob Vrob 
Tabela 6.6: Função saída evento do manipulador robótico 
o /tmb é a função saída evento h,.0¿, : X,0¿, × X,0¡, -› Vfgb e está definida na tabela 6.6; 
, . . . __ Off 0 xmz, e o estado inicial, x,,,¿, ~ xmb 
O manipulador pode encontrar-se em dois estados distintos, trabalhando (xfgb) ou parado (xfg). 
A entrada condição iifgb simboliza o comando de ligar o manipulador, enquanto iøfg o comando 
de desligar. Os eventos de resposta a estes comandos são representados pelas saídas evento vfgb 
(resposta ao comando ligar) e vfg (resposta ao comando desligar). 
6.2.4 Mesa 
O último subsistema a ser analisado é a mesa (sistema C/E 5,,,eS). A mesa possui uma realização 
de estado discreto S,,,e, = (X,,,e,, ƒ,,,e,, hmes, x,,,es) com os conjuntos Umas, V,,,eS, onde: 
o XMS é o conjunto de estados Xmes = {fif_,¿S,xÍ£§}; 
z - - ~ vff . o Um, e o conjunto de entradas condiçao Um, = {u§fzS, u,,,e,}, 
z - z 0 o Vmes e o conjunto de saidas evento Vmes = {v§feS, v,,{;“;}; 
ø fmey é a função de transição fmes : Xme, × U,,,eS -+ X,,,eS e está definida na tabela 6.7; 
xfizes “fzer xmes 
Xgzes xiter 
xgzes Kafe; 
O 0 
Xggs “mes xnies 
Tabela 6.7: Função de transição da mesa 
Q hm; é a função saída evento hmes :X,,,e, x X,,,,,, -à Vnfes e está definida na tabela 6.8; 
, . . . gff 0 x,,,eS e o estado inicial, xme, = x,,,¿,
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xmgg x/Vl€S VÍHES 
0 o 
Xmes xmes T] 
0 n on 
X/nes xgzes vmes 
n n 
Xíízzf 11 
0 O 
952;; xmes Vmes 
Tabela 6.8: Função saída evento da mesa 
A mesa pode encontrar-se em dois estados distintos, trabalhando (fifes) ou parado (xfifš). 
A entrada condição ufizzs simboliza o comando de girar a mesa, enquanto ufifg o comando de parar 
a mesa. Os eventos de resposta a estes comandos são representados pelas saídas evento vfflfzs (resposta 
ao comando girar) e (resposta ao comando parar). 
6.2.5 Planta Livre 
Após obter os modelos dos subsistemas é possível encontrar o modelo C/E da planta livre T. 
Para isto basta aplicar o algoritmo da operação empilhar, que foi implementado na linguagem C (ver 
Apêndice A). Através dele é possível obter uma realização de estado discreto para planta livre. 
O programa retoma as funções de transição e saída evento da planta livre, bem como uma tabela 
de tradução, sendo possível identificar os conjuntos de estados, de entradas condição e de saídas 
evento. 
O conjunto de estados da planta livre é formado por vetores, Xp = X35, × X fm. × X,0¿, × X,,,es.
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da planta livre é formado por vetores, Up = Um × U fu, x U,0b × 
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O conjunto de saídas evento da planta livre é formado por vetores, Vp E Ves, × Vfu, × l/,ob × V,,,es_ 
Í _ _ \ V _ _ \ 
n n 11 vñíëi vi 
_1"| Tl Vfgzz ll _V2_ 
; n ví/;, 11 11 _ vz , 
. 
011 ¬ _ . 
Vz›=< 1 ve” n n n 1 ›=‹ : V4 1 > innnvíâífl vs, 
:11l1iVÍÍ{zÍƒ'l"l'i vó' 
Invjfífnfl Ivvl ,`vZšÍfnnn 'vâ` 
I \ ' ' À 
O estado inicial do planta livre é o vetor xp = [xgšíf ,x?;f,xff,f,xÊ,fÃ 
Após obter as funções de transição e saída evento é possível encontrar um autômato que represente 
a linguagem do sistema. Isto é possível através do algoritmo 4.1, que também foi implementado. 
Após utilizar o programa encontra-se um autômato com 65 estados para representar o compor- 
tamento da planta livre. O número detransições é 265, sendo que a ocorrência do evento nulo 
(vo = {11,r|,11,11]) só é permitida no estado inicial, e que não há simultaneidade de eventos. A lin- 
guagem representada através do autômato é denominada L. 
6.3 Aplicação do Controle Supervisório 
Após obter o modelo da planta livre busca-se um supervisor C/E para controlá-Ia. O relaciona- 
mento da planta livre com o supervisor pode ser analisado na figura 6.2. 
Para obter um supervisor é necessário definir uma especificação em termos de eventos do sistema 
global (a planta livre), que neste caso é formada por um conjunto de restrições. Entretanto, para 
facilitar a visualização, os eventos indicados nos autômatos são relativos aos subsistemas, e não os 
vetores pertencentes a Vp. 
As restrições que devem ser tratadas para que a mesa funcione adequadamente são: 
0 Garantir que a mesa não vai girar sem ao menos uma peça em P¡ e/ou uma peça furada em P2; 
A figura 6.3 representa a restrição que impede a mesa de girar à toa. 
0 Impedir a mesa de girar enquanto a esteira, a furadeira ou o robô estiverem operando;
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Supervisor C/E ”_\/Li- 
Figura 6.2: Relacionamento entre a planta livre e o supervisor 
Esta restrição pode ser representada em três autômatos distintos. A restrição da figura 6.4 impede 
a mesa de girar enquanto a esteira está operando. A restrição da figura 6.5 impede a mesa de girar 
enquanto a furadeira está operando. Por fim, a restrição da figura 6.6 impede a mesa de girar enquanto 
o manipulador está operando. 
ø Evitar problemas no fluxo de peças, como: 
1. Fluxo entre P1 e P2: evitar sobrepor peças em P1, furar sem peça em P2 e girar a mesa 
com peça bruta em P2; 
2. Fluxo entre P2 e P3: evitar furar duas vezes a mesma peça, acionar o manipulador sem 
peça em P3 e girar a mesa com peça em P3. I 
A restrição que controla o fluxo de peças entre P¡ e Pz está modelada na figura 6.7, enquanto que 
a figura 6.8 ilustra a restrição que controla o fluxo de peças entre P2 e P3.
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‹›lI oil 
vcst Vfur
H 
off 
gn vfur 
vmcs 
Figura 6.3: Restrição que impede a mesa de girar à toa 
INÊS S! 
OH Of! v vc. 
ofl oil' 
vmcs vcs!
ç 
Figura 6.4: Restrição que impede a mesa de girar com a esteira operando 
Após modelar as restrições é possível encontrar uma especificação E, realizando o produto sín- 
crono de todas elas. Possuindo uma especificação, obtém-se a linguagem alvo K = pfl (E) HL. 
O próximo passo é encontrar o supervisor SED, através do algoritmo 5.1, que foi implementado 
em trabalhos anteriores (ver Apêndice A). Segundo o teorema 5.3 existe um supervisor C/E equiva- 
lente ao supervisor SED encontrado. Para obtê-lo basta aplicar o algoritmo 5.2. 
O resultado obtido para o supervisor SED foi um autômato de 159 estados e 290 transições. 
Algumas transições deste autômato estão listadas a seguir: - 
O [vO,u9] l 
l [v4,u1] 2 
2 lv8,u2] 3 
3 [v1,ul] 4 
4 [v5,_u5] 5 
4 [v5,u9l 6 
O funcionamento do supervisor pode ser ilustrado através destas poucas transições. O evento 
vo = [n,11,1],r|] é o evento nulo, e aparece apenas no estado inicial O, quando é necessário aplicar 
uma condição inicial à planta, e neste caso é a condição ug que indica o comando de ligar a esteira, 
transitando para o estado l. No estado l o supervisor lê o evento v4 (a esteira ligou) e a condição que 
mes vlnr 
On Un V _ ‹ 
o IT o ff I A 
Vmcs vfur - 
Figura 6.5: Restrição que impede a mesa de girar com a furadeira operando
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vmcs vmb 
off off I 
' Vmcs vmb 
Figura 6.6: Restrição que impede a mesa de girar com o manipulador operando 
off on Qff 
Vcst Vmes 
1 : 
V¢5¡ 
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OH 
VITICS 
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vfur 
Figura 6.7: Restrição que controla o fluxo de peças entre P1 e P2 
aplica à planta é ul , ou seja, troca o valor da condição relacionada à esteira, resultando no comando 
de desligar a esteira. No estado 2 o supervisor lê o evento vg (esteira desligou) e aplica a condição 
uz, resultando no comando para girar a mesa. No estado 3 o supervisor lê o evento v1 (a mesa girou) 
e aplica a condição ul , comando para parar a mesa. No estado 4 o supervisor lê o evento v5 (a mesa 
parou) e deve aplicar uma de duas condiçoes (u5 ou ug), ou seja, neste momento a planta está apta 
a receber dois comandos (furar a peça ou ligar a esteira). O comportamento da planta é definido 
dependendo da condição aplicada pelo supervisor.
A 
O supervisor C/E pode ser obtido através do algoritmo 5.2, o qual não foi implementado. 
off on off 
Vfur vmcs 
: 3 
vfur 
_..-_..-.a--> 
on 
i vmb 
On 
VÍTICS 
on 
vmb 
Figura 6.8: Restrição que controla o fluxo de peças entre P2 e P3
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6.4 Conclusão 
O presente capítulo apresentou a- modelagem de uma mesa giratória 'sob o ponto de vista dos 
sistemas C/E. O intuito era aplicar os conceitos definidos até o presente momento. A metodologia de 
modelagem se mostrou bastante fácil de ser aplicada. 
Além de encontrar o modelo da planta livre do sistema, o caminho para encontrar um supervisor 
C/E foi apresentado. Por fim, os resultados obtidos implementando computacionalmente o exemplo 
foram apresentados.
Capítulo 7 
Conclusão e Perspectivas 
O presente trabalho teve como objetivo utilizar os sistemas condição/evento para resolver um 
problema de síntese de supervisores para sistemas a eventos discretos controlados por CLPs. 
O ponto de partida do trabalho foi um estudo dos sistemas C/E apresentado em [l4]. Além disso, 
o trabalho proposto por [7, 8] também mereceu atençao. 
Os sistemas C/E se mostraram próprios para modelar sistemas a eventos discretos controlados por 
CLPs, e para tal este trabalho propõe uma metodologia de modelagem. Os sistemas são analisados 
sob o ponto de vista dos sistemas C/E, onde cada subsistema é modelado separadamente. 
A metodologia proposta modela os subsistemas isoladamente, obtendo para cada um uma realiza- 
çãode estado discreto. O modelo da planta livre é obtido através da aplicação das operações empilhar 
e conectar. A proposta da metodologia é analisar os componentes da realização de estados discretos 
da planta vetorialmente, onde cada componente do vetor está relacionado a um subsistema. 
Após obter um modelo para planta livre, foi resolvido um problema de síntese de supervisores. 
O problema de síntese de supervisores para sistemas C/E é resolvido através de um problema equi- 
valente, quando o sistema é analisado sob o ponto de vista do controle supervisório para SEDs. Um 
supervisor C/E foi definido, e ele deve ler as saídas eventos da planta para escolher uma entrada con- 
dição a ser aplicada na planta. Além de definir um supervisor C/E foi definido um supervisor SED, e 
a equivalência entre eles foi apresentada. 
Ao longo do trabalho foram desenvolvidos diversos algoritmos, sendo que alguns foram imple- 
mentados. - 
As principais contribuiçoes deste trabalho sao: 
o A proposta de uma metodologia de modelagem, analisando o sistema sob o ponto de vista de 
um sistema C/E;
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0 O desenvolvimento de algoritmos para auxiliar a utilização da metodologia de modelagem. Os 
algoritmos da operação empilhar e obtenção de um autômato para sistemas C/E foram imple- 
mentados; 
o A solução do problema da síntese de supervisores para sistemas C/E; 
0 O desenvolvimento de algoritmos que permitem a obtençao de um supervisor SED e um super- 
visor C/E. 
Quanto a perspectivas futuras, pretende-se estudar aspectos de controle modular e controle hie- 
rárquico nos sistemas C/E. Um ponto a ser pesquisado é o comportamento do sistema quando nem 
todos os estados são finais. Além disso, pretende-se aperfeiçoar os programas desenvolvidos, visando 
agrupar as funções à ferramenta Grail.
Apêndice A 
Ferramentas Computacionais 
O exemplo apresentado neste trabalho foi desenvolvido com o auxílio de uma ferramenta compu- 
tacional chamada Grail. Além desta ferramenta foram implementados os algoritmos para encontrar 
um autômato de um sistema C/E (algoritmo 4.1) e executar a operação empilhar (algoritmo 4.2). 
A.1 Ferramenta Grail 
A ferramenta Grail é uma biblioteca de funções desenvolvida em C++ e permite a computação 
simbólica sobre máquinas de estado finitas, expressões regulares e linguagens finitas. Neste trabalho 
trabalhou-se com as funções para máquinas de estado finitas (FM). No Grail o fomato de especifi- 
caçao de uma FM consiste de uma lista de instruçoes armazenada em um arquivo ASCII. A FM da 
figura A.l possui a seguinte especificação no Grail: 
(START) I- O 
O a l 
1 b 2 
l -| (FINAL) 
2 -l (FINAL) 
-< 
Í >~Í *Í@ 
Figura A.l: Máquina de estados finitos 
Cada instrução é uma tripla que consiste de um estado fonte, um símbolo (ou uma palavra) e o 
estado destino. Os estados iniciais devem ser indicados através da pseudo-instrução (START) |- e 
os estados finais devem ser indicados por - 
I 
(FINAL) .
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A biblioteca oferece o conjunto clássico de operações sobre autômatos finitos, tais como minimi- 
zação e determinação. Além disso também possui funções utilizadas para controle supervisório, como 
projeção e síntese de supervisores. As funções que o Grail oferece são apresentadas na tabela A.l 
Cada funçao do Grail é também acessível via programas individuais que funcionam como filtros 
sobre streams de especificações de FM. Por exemplo os filtros fmsync (produto síncrono) e fmdeterm 
podem ser invocados de forma que o FM de saída do primeiro filtro seja a entrada do segundo: 
fmsync A B I fmdeterm > AB 
A FM descrita no arquivo AB é o resultado do produto síncrono de A e B determinizado. 
Para visualizar os resultados é possível utilizar a ferramenta Graphviz, já que o Grail possui uma 
função que converte o arquivo ASCII com a FM para o formato da ferramenta (.dot). Para converter 
um arquivo basta usar o seguinte comando: 
fmtodot nomearq > nomearq.dot 
Uma observação deve ser feita sobre a numeração dos estados nas FM geradas pelo Grail. Ao 
executar a função m3 = fmsync ml m2, 113 é um estado de m3 e deseja-se poder determinar estados 
equivalentes para ml e m2, isto é, o par (n¡,nz) equivalente aos estados de ml e m2 correspondentes 
aos estados de m3. 
O primeiro passo para encontrar o par (n¡,nz) é determinar maxj, o máximo número de estado 
para ml e depois realizar a seguinte divisão: 
"3 _.í_=nl 
max1+l 
e o resto da divisão indica nz. 
A ferramenta Grail foi desenvolvida com a intenção de ser usada em ensino, pesquisa e extensão, 
e pode ser obtida no seguinte endereço: 
ftp: //ftp _ lcmi .ufsc _br/pub/Windows/programacao/sed/ 
A ferramenta Graphviz pode ser obtida no seguinte endereço: 
http: //www.research.att.com/sw/tools/graphviz/
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iscomp testa se FM é completa 
isdeterm testa se FM é determinística 
isomorph testa se FM é isomorfa 
isuniv testa se FM é universal 
fmalpha tira o alfabeto de uma FM 
fmcat concatena duas FMs 
fmcment complementa uma FM 
fmcomp completa uma FM 
fmcondat informa dados de controle sobre FM 
fmcross intersecciona duas FMS 
fmcleterm torna FM determinística 
fmenum enumera palavras reconhecidas pela FM 
fmexec dada uma cadeia executa a FM 
fmloop faz o self-loop de eventos da primeira FM na segunda FM 
fmmark marca todos os estados da FM 
fmmin minimiza a FM 
fmminrev minimiza a FM (outro método) 
fmplus faz o plus de uma FM 
fmproj faz a projeção de uma FM 
fmreach retira a componente acessível de uma FM 
fmremove elimina estados de uma FM 
fmrenum renumera os estados de uma FM i 
fmreverse encontra o reverso de uma FM 
fmsort sorteia as instruções para os estados 
fmstar faz o fechamento Kleene de uma FM 
fmstats obtêm informações sobre a FM 
fmsupc encontra a máxima linguagem controlável 
fmsync faz o produto síncrono de duas FMs 
fmtodot converte uma FM para o fomiato .dot 
fmtovcg converte uma FM para o formato .vcg 
fmtrim encontra a componente trim de uma FM 
fmunion encontra a união de duas FMS 
Tabela A.l: Funções do Grail
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A.2 Funções para Sistemas C/E 
Ao longo do trabalho foram apresentados alguns algoritmos relacionados com a solução do pro- 
blema de modelagem e síntese de supervisores de sistemas C/E. 
Neste trabalho foram implementados os algoritmos referentes a modelagem dos sistemas C/E, 
algoritmo 4.2 e algoritmo 4.1. Os programas foram implementados na linguagem C e a sua utilização 
será descrita a seguir. 
O programa que executa a operação empilhar foi denominado stack, e é invocado na linha de 
comando da seguinte maneira: 
stack <arq-contr> <arq-trans> <arq-saída>i [<tab-trad>] 
Onde: 
0 arq-contr contém a lista de arquivos que descrevem os subsistemas; 
0 arq-trans é usado para armazenar a função de transição do sistema C/E; 
0 arq-saída é usado para armazenar a função saída evento do sistema C/E; 
0 tab-trad é um parâmetro opcional usado para armazenar uma tabela de tradução dos eventos 
e condições do sistema C/E. 
O arq-contr é um arquivo de controle, onde cada linha possui informações sobre um subsistema. 
Em cada linha estão os nomes dos arquivos correpondentes a função de transição f e saída transição 
h de cada subsistema. O programa stack trabalha com strings, logo os elementos dos subsistemas 
podem ser um conjunto de números, letras ou símbolos. 
Suponha um sistema formado pelos subsistemas A,B,C, 0 arquivo de controle teria o seguinte 
layout: 
arq-f~A arq-h~A 
arq-f-B arq-h-B 
arq-f~C arq-h~C 
Os arquivos que contém a função de transição devem conter na primeira linha o estado inicial, e 
nas demais a tabela de transição de estados. O arquivo arq-f -A poderia conter as seguintes transições:
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x__1 
x_l u_l x_l 
x_l u_2 x_2 
x_2 u_2 x_2 
x_2 u_l x_l 
Onde x,~ indicam os estados e u,~ as entradas condição. 
O arquivo arq-h-A contém a função saída evento do subsistema A e poderia conter as seguintes 
linhas: 
x_l x_l eta 
x__l x__2 v__2 
x_2 x_2 eta 
x_2 x__l v__l 
Onde x,› indicam os estados, v,- as saídas evento e o evento nulo deve ser sempre indicado com 
eta. ' 
Os arquivos de saída arq-trans e arq-saída armazenam a função de transição e a função saída 
evento, respectivamente, da planta livre do sistema. O arquivo é semelhante aos apresentados para 
arq-f-A e arq-h-A, porém os elementos são vetores. O arquivo de tradução é importante porque o 
programa stack nomeia os vetores com as entradas condição e saídas evento. 
Após encontrar a planta livre do sistema é possível encontrar um autômato que a represente. Isto 
é possível utilizando o programa iotofm. 
O programa que encontra um autômato para um sistema C/E foi denominado iotofm, e é invocado 
na linha de comando da seguinte maneira: 
iotofm <arq-trans> <arq-saída-h> [<tab-trad>] > <arq-solução> 
Onde: 
0 arq-trans contém a função de transição do sistema C/E; 
0 arq-saída-h contém a função saída evento do sistema C/E; 
0 tab-trad é uma saída opcional usada para armazenar uma tabela de tradução dos estados do 
autômato;
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0 arq~soluçâo é usado para armazenar o autômato encontrado. 
Os parâmetros de entrada do programa são arq-trans earq-saída, e possuem o mesmo formato 
dos arquivos arq-f -A e arq~h-A. As saídas do programa stack podem ser entradas do programa 
iotofm. 
A tabela de tradução é importante porque no autômato de saída os estados são valores inteiros, e 
na realidade representam um par (estado, condição). A equivalência dos valores inteiros com os pares 
encontra-se nesta tabela. 
A saída do programa_ é um arquivo ASCII contendo as transiçoes de estado do autômato. A 
especificação do autômato é compatível com as FM do Grail, logo pode-se utilizar as funções do 
Grail sem problemas. No entanto, as etiquetas das transiçoes sao pares [v,u]. 
Em trabalho anterior foi implementado o algoritmo para encontrar o supervisor SED de um sis- 
tema C/E, algoritmo 5.1. Este programa foi denominado iosupc e deve ser invocado da seguinte 
maneira: 
iosupc <ar-q~planta> <arq-espec> > <arq-supervisor> 
Onde: 
o arq~planta é o autômato que representa a planta a ser controlada; 
0 ar es ec éaes ecifica ao ue a lanta deve se uir; Cl P P 
0 arq~supervi sor é a saída do programa, um autômato que representa a máxima linguagem 
controlável. 
A especificação é obtida através do produto síncrono da planta com as restrições de controle, 
através da função fmsync. Todos os autômatos devem ser definidos segundo a especificação de FM 
do pacote Grail. 
Resumidamente, os passos para resolver um problema de controle supervisório no Grail são os 
seguintes:
_ 
1. Definir os arquivos com as funções de transição e saída evento para cada subsistema; 
2. Definir o arquivo de controle; 
3. Utilizar a função stack para encontrar a planta livre;
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4. Utilizar a função iotofm para encontrar o autômato da planta; 
5. Definir os arquivos com as especificações, se existirem mais de uma utilizar a função fmsync 
para encontrar a especificação global; 
6. Encontrar a linguagem alvo, realizando o produto síncrono da planta com a especificação glo- 
bal, através da função fmsync;
' 
7. Utilizar a função iosupc para encontrar o supervisor SED da planta.
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