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ABSTRACT

PARTICLE FILTER BASED MOSAICKING
FOR FOREST FIRE TRACKING

Justin M. Bradley
Department of Electrical and Computer Engineering
Master of Science

Using autonomous miniature air vehicles (MAVs) is a cost-effective, simple
method for collecting data about the size, shape, and location characteristics of a
forest fire. However, noise in measurements used to compute pose (location and attitude) of the on-board camera leads to significant errors in the processing of collected
video data. Typical methods using MAVs to track fires attempt to find single geolocation estimates and filter that estimate with subsequent observations. While this is
an effective method of resolving the noise to achieve a better geolocation estimate,
it reduces a fire to a single point or small set of points. A georeferenced mosaic is a
more effective method for presenting information about a fire to fire fighters. It provides a means of presenting size, shape, and geolocation information simultaneously.
We describe a novel technique to account for uncertainty in pose estimation of the
camera by converting it to the image domain. We also introduce a new concept, a
Georeferenced Uncertainty Mosaic (GUM), in which we utilize a Sequential Monte
Carlo method (a particle filter) to resolve that uncertainty and construct a georef-

erenced mosaic that simultaneously shows size, shape, geolocation, and uncertainty
information about the fire.
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Chapter 1
Introduction
Forest fire monitoring has become an increasingly important area of research.
The need to provide tools to enable fire fighters to quickly monitor, track, and thereby
extinguish fires has global impact, and government programs have been set up in the
U.S. [1] and Europe [2] to address this issue. Technological approaches to solving
the fire monitoring problem have included the use of satellite imagery [3, 4], early
detection systems with cameras on strategically placed towers [5], and placement of
ground cameras in carefully planned locations [6, 7].
1.1

Motivation
An approach more recently being explored is the use of multiple autonomous

miniature air vehicles (MAVs) in cooperation to collect data about a fire or multiple
fires using on-board cameras [8]. This solution is very appealing on several levels.
Because MAVs are small and lightweight and the complete deployment resources are
not extensive, MAVs can easily be carried and launched by personnel in remote and
isolated places. Fire trucks, helicopters, and other fire fighting equipment may have
difficulty reaching such locations making MAVs a viable alternative. Furthermore,
after their launch MAVs can be guided to locations directly over the fire to track its
perimeter and monitor its status. This minimizes risk to personnel by allowing the
MAV to be the “eyes” of the fire fighter.
Due to the size and low flying capabilities of MAVs, they are able to fly in situations where full-size aircraft cannot. This may include situations during the night
when fire fighters commonly lose track of the location, size, and intensity of the fire.
MAVs that provide a complete system of tracking, monitoring, and displaying charac-
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teristics of the fire allow fire fighters to quickly make decisions based on information
they may not have otherwise.
MAVs also have advantages over other systems for fire monitoring and tracking. MAVs are airborne systems that can cover more territory, view more area, and
have a better vantage point than ground based systems. This makes it much easier
to provide personnel with timely and usable information. Additionally, MAVs are
an active system that continually receives and updates information allowing it to
be more effective than satellite-based imaging techniques, which cannot continuously
monitor a fire. Finally, sensors and components for MAVs are becoming lighter, more
cost effective, and robust, making MAV systems less expensive to use when compared
with the costs of a full-size aircraft.
We envision a system in which multiple MAVs are deployed, each tracking
the perimeter of a fire, cooperating amongst themselves to efficiently cover the entire
region of interest, and reporting the important fire characteristics to the fire fighters.
1.2

Problem Description
Much of the research currently being conducted in the area of MAV-centered

forest fire monitoring addresses cooperative control, path planning dynamics, and
perimeter tracking [9, 10, 11]. The Multiple AGent Intelligent Coordination and
Control (MAGICC) Lab at Brigham Young University has been actively involved
in designing the system envisioned. Since this work has focused on the control and
dynamics of cooperative MAV surveillance, little work has been done regarding the
collection and reporting of accurate information of the fire to fire fighters. Equipping
each MAV with an infrared camera, and the application of computer vision algorithms
can provide a method to present this information.
Once video of a forest fire has been collected by a MAV, it is necessary to
process the video to give fire fighters accurate and concise information about the
location and attributes of the fire. This issue can be broken down into two separate
problems.

2

1. The pose (location and attitude) estimate of the MAV can be inaccurate. This
means the pose of the camera mounted on the MAV may also be inaccurate
leading to a poor geolocation estimate of the fire.
2. Presenting the fire fighters with understandable data about the characteristics
and geolocation of the fire has not been adequately addressed.
1.3

Proposed Solution
We propose a novel approach to the problem of estimating and presenting

forest fire information. We represent the fire as a non-parametric two-dimensional
function of real-world position, whose values represent our confidence that the given
position is on fire.1 This function can be visually presented by sampling it at regular
2-D grid points and presenting the samples as a grayscale image, which we term a
Georeferenced Uncertainty Mosaic (GUM). This approach has two advantages. First,
this representation makes no assumptions about the shape or extent of the fire, and
therefore allows the representation of arbitrary fire shapes and sizes. Second, this
representation allows uncertainty in geolocation to be represented in an intuitive and
easily understandable way.
To create a GUM we need observations showing the probability of a fire at a
given geolocation. We construct these observations by applying a blurring function,
derived from uncertainty in the pose estimate, to the image captured from the onboard camera. The GUM is the result of filtering these observations together using a
Sequential Monte Carlo method (particle filter).
1.4

Document Organization
In Chapter 2 we present related work in three main areas of research and

describe our contributions to those research areas. In Chapter 3 we describe the
mathematical details and underpinnings of our algorithm. In Chapter 4 we discuss
1
This confidence information is tightly coupled with fire intensity information: i.e. a dim spot
on the GUM may represent low confidence that this position is on fire or high confidence that the
position is a “warm” spot. We discuss this issue further in Section 6.1.

3

the development tools and a few key details of the algorithm implementation along
with our simulation and real flight setup. Chapter 5 presents simulated and real flight
results and in Chapter 6 the conclusions and some suggestions for future work are
discussed.

4

Chapter 2
Related Work and Contributions
In this chapter we discuss the related research work affected by our research,
and discuss the contributions our proposed solution makes to the various areas of
research.
2.1

Related Work
The work presented in this thesis impacts the following areas of research:

1. Georeferenced mosaicking as an approach to presenting collected video footage.
2. Sequential Monte Carlo methods in video processing.
3. Systems for forest fire monitoring and tracking using MAVs.
2.1.1

Mosaicking
Video captured from a MAV, by itself, can be difficult for the system operator

to accurately interpret. On-board cameras must be lightweight and small, and are
usually low resolution. This fact, combined with camera jitter caused by atmospheric
disturbances, results in poor quality video. These factors can compromise the ability
of the operator to segregate, interpret, and make appropriate decisions based on
the video. Additionally, the difficulty the system operator may have in accurately
detecting changes in location, heading, and attitude of the MAV make it very difficult
to orient the scene in real-world terrain. This problem is further compounded when
using an infrared or near-infrared camera because some landmarks in the terrain that
would show up in video obtained from a color camera, may not be visible in the
infrared video.
5

One approach to address these problems is to use georeferenced mosaics as
a method to compactly present information from the MAV video. A georeferenced
mosaic is an image composited from different frames of the MAV video where each
pixel of the mosaic has an assigned geolocation. Such mosaics incorporate texture
information into one user-friendly image that can be easily navigated and deciphered.
It also orients each frame of the video properly in the mosaic alleviating the need for
a system operator to keep track of location and attitude information from the video.
Georeferenced mosaics also add the benefit of giving the operator a method of easily
evaluating spatial relationships and distances.
Image Registration
Mosaicking is a problem that has been researched widely [12, 13, 14, 15]. An
extension of this research to MAV platforms has also been addressed [16]. On a MAV,
mosaicking techniques require knowledge about where the camera is in relation to the
ground. In larger aircraft, more accurate Inertial Measurement Units (IMUs) can
be used to provide information about the pose of the on-board camera. However,
MAVs have weight restrictions, which usually require the use of a smaller, less precise
IMU, resulting in a less accurate pose estimate of the camera. To resolve this issue,
mosaicking algorithms employ an image registration step of some kind allowing a
frame of the video to be mathematically related to either the scene being imaged (if
the scene is planar), or another frame of the video sequence. The image registration
step is critical since its accuracy determines how much error will be manifested in the
geolocation estimate of features in the scene.
Image registration methods consist of two types: feature-based and direct [17].
Feature-based methods involve tracking a set of features in subsequent frames of video
and from those features constructing a homography matrix. The homography matrix
maps points on one image to points on another. The accuracy of the homography
is highly dependent on the ability of the feature tracker to detect and track feature
points from frame to frame. This method of image registration, while fast, may not
produce accurate results.
6

Direct methods are based on minimizing a cost function involving Jacobian
images and differences of images [18, 17]. Such methods generally yield accurate
image registration but may be computationally intense and slow.
Construction of the Mosaic
After resolving some of the error in the pose estimate of the on-board camera,
the observed image is added to the mosaic. Some applications “push down” the
observed image onto the mosaic and some form of blending algorithm stitches the
image into the mosaic [19]. Another approach focuses on adding only previously
unseen areas of the scene into the mosaic [20]. In [21], Dellaert et al. propose a
method in which the image is used as an observation in a Kalman filter to estimate
each pixel value, thus forming a super-resolved mosaic.
2.1.2

Sequential Monte Carlo Methods in Video Processing
Sequential Monte Carlo methods (particle filters) have recently become pop-

ular for solving problems in which the constraints of other well known filters, e.g.
Kalman filter or Wiener filter, cannot not be realized. Particle filters are useful in
these contexts as they are founded on the idea that a probability distribution can be
represented by a discrete set of samples. This means that arbitrary distributions can
be represented, thereby avoiding any Gaussian or linear constraints.
In the development of particle filtering theory, many different applications were
simultaneously and independently developed, which apply these techniques [22, 23].
Some of the applications involve applying particle filters to image processing [24],
neural networks [25], estimation of a signal under model uncertainty [26], and mobile
robot localization [27].
More closely aligned with the topic of the research presented in this thesis is
the work done by Isard et al. involving the application of particle filtering to object
tracking in a video processing context. This algorithm is known as CONditional
DENSity propogATION (CONDENSATION) [22].
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In CONDENSATION, Principal Components Analysis (PCA) is used to build
a shape space for modelling the deformations the B-splines modelling the object
are allowed to make. A dynamical motion model is learned through a training set of
data, and factored sampling (sampling importance resampling) is applied to candidate
shapes in the image.
Particles in the filter represent the candidate shapes which are propagated in
time using the learned dynamical motion model. These particles are then updated
(assigned weights) using an observation model constructed from features along spines
normal to each hypothesized shape. Since this observation density is multi-modal and
non-parametric in the general case, due to clutter, it is impossible to directly evaluate
it [23]. Therefore, a particle filter is applied to construct the posterior. Then to obtain
the object/objects in question, the modes of the posterior are calculated.
This algorithm is capable of tracking complex shapes in high clutter at realtime speeds. This algorithm has since become very important in the field of computer
vision and has been implemented in several well known computer vision libraries,
including OpenCV [28].
More recently, Greenewald et al. have adapted particle filtering to tracking
large distributed objects such as lights on an airport runway [29]. Additionally, there
has also been work applying particle filters to visual tracking and recognition [30].
2.1.3

Systems for Tracking Forest Fires Using MAVs
MAVs are becoming more widespread as a means for tracking and monitoring

forest fires. Some of the more successful work has been done under the COMETS
project [2]. In that work the authors use a fleet of heterogeneous MAVs including an
autonomous helicopter, an autonomous blimp, and a radio controlled helicopter to
monitor the fire cooperatively.
Merino et al. [31] propose a method for overcoming the error in geolocation
estimates by segmenting color images and thresholding infrared images to produce
binary images (fire or no fire), and applying an unscented Kalman filter to the fire
geolocation to compute a more accurate estimate over time.
8

2.2

Contributions
The research done for this thesis is built upon solid, well studied fields of

research, and applies them in a new and unique way to the problem of forest fire
tracking and monitoring. We now discuss how this research influences the three
research areas described.
2.2.1

Mosaicking

Image Registration
As discussed in Section 2.1.1, image registration is an important step in overcoming the error in pose estimation of the camera on-board the MAV. This step,
present in many mosaicking and geolocation algorithms, determines the accuracy of
the geolocation estimates.
In our proposed method we alleviate the need for this step by converting the
uncertainty in pose estimation into the image domain. This information is then fused
with the observed image and used as an observation in the particle filter. This allows
the particle filter to resolve the uncertainty resulting from pose estimation, thermal
noise in the camera, and other sources of uncertainty in the system.
Construction of the Mosaic
In the current research community, the term “mosaic” usually implies a composite image formed from individual fixed-size images. Mosaicking is the process by
which a mosaic is created and typically includes a method for blending new images
into the mosaic as well as dynamically resizing the mosaic as previously unseen areas
are observed. The research in this area, as described in Section 2.1.1, focuses on
improving techniques in this context.
Our proposed solution to the fire tracking and monitoring problem introduces
a new kind of mosaic, a particle mosaic, from which we form a GUM. The particle
mosaic is motivated by a new form of mosaicking, namely mosaicking with particles
rather than assigning values to pixels. As indicated in Section 1.3, the GUM is created
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by applying a particle filter to the observations constructed by applying a blurring
function to the observed images. Thus, a method of dealing with the movement of
particles in a mosaicking context is introduced.
2.2.2

Sequential Monte Carlo Methods in Video Processing
Our proposed solution provides a new method for applying Sequential Monte

Carlo methods to video processing. Sequential Monte Carlo methods as applied to
video processing have, in current research, been used to track complex objects in high
clutter and to recognize targets or distributed objects. This is done by forming the
posterior distribution and calculating the modes to obtain the result. This means
that like many other stochastic filtering methods, the objective of the particle filter
is to produce an estimate of the state of a system. While this estimate is the goal in
many cases, using the particle filter to accurately describe the posterior—rather than
its mean or modes—may be of more interest.
In our proposed solution, the posterior distribution actually represents the
entire fire and all associated uncertainty and therefore is the desired output. This
is a novel approach to applying particle filtering to video processing. We allow the
particles to “fill out” all the potential locations that may be occupied by fire. In other
words, we do not calculate a mean or mode of the distribution, but allow the entire
posterior to represent the current state of the fire. This allows the uncertainty in the
system to be visualized alongside with size, shape, and geolocation information.
2.2.3

Systems for Tracking Forest Fires Using MAVs
We now describe how our proposed method influences the research being done

in systems using MAVs to track forest fires. While the approach described in Section 2.1.3 produces an accurate geolocation estimate and reports the covariance of
that estimate, it assumes that the forest fire can be represented by a single point or
small set of points. Forest fires, however, can be of arbitrary shape and size. By
representing a fire with a single point or small set of points, the system operator may
not be able to get a clear picture of the overall fire. Furthermore, by segmenting
10

and thresholding video frames to create binary images, information about “warm,”
as opposed to “hot,” spots may be lost.
The creation of our proposed GUM allows the operator to view the entire
region in one image where each pixel is georeferenced. This also allows the operator
to see and evaluate spatial relationships and give orientation to the scene. Because
we transfer the uncertainty in pose estimation into the image domain and filter using
a particle filter, the final GUM will visually represent the uncertainty in the system.
Furthermore, because we do not segment or threshold the observed images, we also
incorporate all information about both “warm” and “hot” spots. The final GUM
provides the system operator with an image simultaneously displaying size, shape,
geolocation, and uncertainty information about the fire.
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Chapter 3
Algorithm Description
In this chapter we describe the development and mathematical details of the
algorithm. We begin with a discussion of our objective which then leads into Section 3.2 describing our construction of a suitable observation density. In Section 3.3
we describe our use of a particle filter for constructing a particle mosaic. In Section 3.4 we discuss the issues associated with particle mosaics and then discuss the
creation of the final GUM in Section 3.5.
3.1

Objective
We desire to geolocate the fire and reconstruct its size and shape. What we

obtain from the MAV, however, is an image and associated noisy pose estimate. If we
knew the pose exactly we could simply construct a mapping from the image to the
ground and geolocate the fire exactly. But there is error in the pose estimate so that
if we took this approach there would be significant error in the geolocation estimate.
This leads us to the development of a geolocation filter for which we need an
observation indicating the likelihood of fire at a geolocation. We can combine the
image and associated pose estimate into a suitable observation to accomplish this
objective. We discuss the creation of this observation density in the next section and
the application of the observation density in Section 3.3.
3.2

Mapping Uncertainty to the Image Domain
To account for noise in the pose estimate of the camera we introduce a method

for mapping the uncertainty associated with that noise into the image domain. We
accomplish this objective by computing the partial derivative of the mapping function
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with respect to each pose parameter and combining this information into a spatially
varying blurring function. We then apply the constructed blurring function to the
observed image. This produces an uncertainty image in which pixel values indicate
the probability of heat at that location.
3.2.1

Setup and Terminology
We assume that the pose of the MAV has six degrees of freedom representing

the location and attitude of the camera on-board the MAV. They are:
1. tx : translation in the x̂ direction going out the nose of the MAV.
2. ty : translation in the ŷ direction going out the right wing of the MAV.
3. tz : translation in the ẑ direction going out the bottom of the MAV.
4. φ: MAV roll, or rotation about the x̂ axis.
5. θ: MAV pitch, or rotation about the ŷ axis.
6. ψ: MAV heading (yaw), or rotation about the ẑ axis.
Let xci be a homogeneous point, [xci , yci , 1]T , on the image plane of the camera,
whose x̂, ŷ components form the location pxci ,yci in the image itself [32]. Let xmi be
a point, [xmi , ymi , 1]T , on the image plane of a virtual mosaic camera, whose image
plane is also the ground plane.
3.2.2

The Mapping Function and Homography
Every point xci on the image plane (and therefore in the image itself) of

the camera corresponds to a certain real-world geolocation represented by xmi on
the image plane of the virtual mosaic camera. The “image” of geolocation points
corresponding to the pixels in the image is called the pre-image.
If we assume the terrain which we are imaging (the ground) is planar, we can
use pose and camera calibration parameters to construct a homography matrix as
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(3.1).


λxci



 λyci

λ




 = Hxmi ,


(3.1)

where λ is a constant. To then determine the corresponding point, xci , on the image
plane of the camera, we compute


x
 ci

λxci = λ  yci

1




.


(3.2)

This entire process describes the non-linear mapping function used to compute the
point correspondences between captured image points and real-world geolocations
(see Appendix A.1 and A.2 for a detailed derivation). We represent this function as
xci = f (H, xmi ) .
3.2.3

(3.3)

Vector Fields of Motion in Texture Space
Because we do not know the true MAV pose parameters, the homography

matrix we estimate is not correct. Thus, a given world point could correspond to a
number of points in the imaging plane. We would like to blur the captured image,
so that our uncertainty in the pose parameters is expressed by uncertainty as to the
precise pixel location of a given feature. Put another way, by blurring the image,
we can make it difficult to determine exactly where a given world point is located in
the image, effectively expressing our uncertainty about the pose of the camera in the
image domain.
In order for this blurring to express the pose uncertainty in a meaningful way,
the blurring needs to express how errors in the MAV pose parameters map to errors in
the image location of a terrain feature. We can accomplish this by computing partial
derivatives of the mapping function between world locations and image locations. The
result is a vector field and represents the motion in texture space of the pre-image
15

Figure 3.1:
in ψ.

∂xci
∂ψ

vector field. This represents the motion in texture space for changes

(see Appendix A.2 for details). For example, we could compute how errors in ψ, the
MAV heading angle, translate into errors in image location of a given ground point
as
∂f (H, xmi )
∂xci
=
,
∂ψ
∂ψ

(3.4)

for each point pxci ,yci in the image. Using these partial derivatives, we can compute
a vector field representing the total change in the x̂ and ŷ directions of the image
for changes in ψ. In Figure 3.1 we show an image of vectors representing the vector
field of motion in texture space for changes in ψ. We do this for each of the six pose
parameters and thus obtain six vector fields.
If we do this for each of the six pose parameters, we obtain six separate vector
fields describing the motion in texture space for changes in each pose parameter.
3.2.4

Constructing the Blurring Function
We now discuss how to combine the information from the vector fields de-

scribed into a spatially varying blurring function we can apply to the observed image.
The result of applying the blurring function is an uncertainty image where brighter
values represent less uncertainty in the location of the fire. This is done by con-
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structing six zero-mean bivariate Gaussian random variables for each pixel and then
combining these six random variables into one bivariate Gaussian representing our
uncertainty for that pixel.
We create the individual random variables representing uncertainty from a
single pose parameter by constructing its covariance matrix according to information
from the vector field. As an example we will examine the creation of the blurring
function for ψ. Let ξ be the magnitude of the vector in the vector field at image
location pxci ,yci . Let β be the angle that vector makes with the x̂ axis. Also let σψ2 be
the variance of the white noise process associated with ψ.
We need to construct a bivariate Gaussian random variable over some pixel
pxci ,yci . It should have infinitesimal variance in one direction and ξσψ2 variance in
the orthogonal direction, thus representing the uncertainty indicated by the vector
in the vector field. By analyzing the spectral decomposition of a covariance matrix
from real-valued random variables, we learn how to construct the covariance for the
bivariate Gaussian. We compute the covariance matrix

Cψ = 

cos β − sin β
sin β

cos β




ξσψ2

0
  1

0




cos β − sin β
sin β

cos β

T
 .

(3.5)

This process can be visualized by first, constructing a bivariate Gaussian over
some pixel pxci ,yci . It has infinitesimal variance in the ŷ direction, and ξσψ2 variance in
the x̂ direction as shown in Figure 3.2. Second, the random variable is “rotated” to
reflect the direction indicated by the vector in the vector field. This can be visualized
as shown in Figure 3.3.
Doing this for each pose parameter gives us six bivariate Gaussian random
variables for pixel pxci ,yci . We can then combine this information into a single bivariate
Gaussian random variable. We want to obtain

f (x, y) = pxci ,yci + N (0, Ctx ) + N 0, Cty + N (0, Ctz )
+N (0, Cψ ) + N (0, Cθ ) + N (0, Cφ ) .
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(3.6)

x axis

ξσψ2
y axis

Figure 3.2: The initial bivariate Gaussian placed on some pixel xci .
x axis

2
vector from
ψ image
partial
for this pixel

β
θ

ξσ

y axis

Figure 3.3: Rotated bivariate Gaussian.

If the six bivariate random variables are zero-mean Gaussian and we assume they are
independent from each other, then their addition is a new bivariate Gaussian having
zero-mean and covariance computed by adding the covariance matrices formed for
each pose parameter. Thus Equation 3.6 becomes

f (x, y) = N 

pxci
pyci





 , Ctx + Cty + Ctz + Cψ + Cθ + Cφ  ,

(3.7)

representing the blurring function. This corresponds to a convolution of the six
bivariate Gaussian random variables and can be seen in Figure 3.4.
18

x axis

y axis

Figure 3.4: Final blurring function for a certain pixel p.

We now compute this for each pixel and use these blurring functions to blur
the image to obtain the uncertainty image. The uncertainty image represents our
uncertainty in the geolocation of the fire.
3.3

Applying a Particle Filter
Once we have uncertainty images we can combine them in a meaningful way

to reduce the error in geolocation estimates of the fire.
3.3.1

Traditional Mosaicking and Uncertainty Images
In traditional mosaicking images are “pushed down” onto the mosaic and

stitched in using some kind of blending filter or interpolation. If we attempt to
apply our uncertainty images as observations in a typical mosaicking algorithm we
face a problem. The uncertainty images are a representation of our uncertainty in
image location of features on the ground. “Pushing down” an image onto a mosaic
and blending the image into the mosaic assumes the image is an observation for a
filter correcting the value of each pixel in the mosaic. What we desire however, is a
filter correcting the geolocation of the fire.
As an example, in Figure 3.5 we have pushed down each uncertainty image
and blended the pixel values. As seen in the image the algorithm has largely washed
out the regions of higher probability combining them with regions of lower probabil-
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Figure 3.5: Just “pushing down” an uncertainty image does not construct the correct
posterior distribution. Regions of uncertainty are not filtered appropriately.

ity producing mostly gray in the image. The one bright streak in the image moving
slightly diagonally right to left is actually a false positive for a fire. The true reconstructed GUM is shown in Figure 5.10 and Figure 5.11 for comparison.
Put another way, in traditional mosaicking techniques we would be answering
the query of what value is optimal for each pixel in the mosaic given all the observations. The question we are asking, however, is the optimal geolocation/geolocations
of the fire.
3.3.2

Problem Setup
Let xk be the state vector at time k, where the state is the geolocation of the

fire. Let yk represent the observation density at time k. We have no prior information
about where the fire is before beginning the filter and thus the prior is simply a uniform
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distribution p (x0 ) over the region of interest. Our model is described by
p (x0 ) ,
p (xk |xk−1 )
p (yk |xk )

(3.8)
for k ≥ 1, and
for k ≥ 1.

(3.9)
(3.10)

We desire to find the posterior distribution p (x0:k |y1:k ), describing the probable geolocation points of fire. This is the classical Bayesian filtering problem and represents all
the information we have about the state x at all times. The solution to this problem
is represented by
p (x0:k |y1:k ) = R

p (y1:k |x0:k ) p (x0:k )
.
p (y1:k |x0:k ) p (x0:k ) dx0:k

(3.11)

This solution is very difficult—nigh impossible—to sample from. Therefore we seek
a method for approximating or otherwise finding this distribution.
3.3.3

Filtering Uncertainty Images Using a Particle Filter
We have chosen to use a Sequential Monte Carlo method (particle filter) as

they are fast, can represent arbitrary distributions, have modest memory and computational requirements, and they are relatively simple to implement (for a detailed
treatment of Sequential Monte Carlo methods see [23]). In this work we have specifically implemented the well known Bootstrap filter. In such Monte Carlo methods,
particles (discrete samples) are used to represent the posterior distribution. This is
justified by the well known fact that any distribution can be approximately represented by enough discrete samples of it [23].
The marginal density p (xk |y1:k ) is also a satisfactory posterior representing
the state of the system at time k given all past observations. Equation (3.11) can be
broken up into a recursive formula to produce this density. The recursive formula has
a prediction step:
Z
p (xk |y1:k−1 ) =

p (xk |xk−1 ) p (xk−1 |y1:k−1 ) dxk−1 ,
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(3.12)

and an update step:
p (xk |y1:k ) =

p (yk |xk ) p (xk |y1:k−1 )
,
p (yk |y1:k−1 )

(3.13)

where we assume the measurement yk is conditionally independent of earlier measurements y1:k−1 given xk . This means we can recursively estimate the current state
of the system given the dynamical motion of the model and all past observations. We
outline our approach for each step in the two sections that follow.
Prediction Step
Let Sk−1 represent the set of particles from the previous iteration. Because the
fire does not move quickly, or in a predictable fashion, our motion model will consist
entirely of noise in the location of the fire. This is an important step as it allows for
Brownian motion of the particles, thus preserving the integrity of the filter.
Let sik−1 represent a particle in the set. For each particle we compute its new
x, y position as



xs0ik
ys0ik





=

xsik−1
ysik−1





+

N

(0, σx2 )

N

0, σy2



 .

(3.14)

This provides the marginal distribution p (xk |y1:k−1 ) and new set of particles S 0 k .
Note that we have not yet included any observation information.
Update Step
In this step we use the Sampling Importance Resampling approach to update
the set S 0 k from the prediction step to obtain the posterior at time k. Because of
the way in which we constructed the uncertainty images, they are a representation of
the likelihood of fire at a geolocation point. Therefore, we use the uncertainty image
created from blurring as the likelihood function p (yk |xk ) for the filter. Because
each particle lies on the ground plane we use the homography matrix constructed
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previously to warp each particle onto the imaging plane of the camera,


x
 ci

λ  yci

1





x i

 s0 k


 = H  y s0 i

 k
1




,


(3.15)

where λ is an unknown scaling factor. We can now easily update the weight of
each particle. Let pxci ,yci represent the value of the pixel in the uncertainty image at
location xci , yci . Also let wsik represent the weight currently assigned to particle sik .
We compute the particle’s new weight
wsik = pxci ,yci ws0 ik .

(3.16)

This is done for each particle giving us a new set of weighted particles S 0 k .
We now resample to obtain the posterior set of particles Sk . In the resampling
step we sample from the cumulative distribution formed by the weights assigned to
the particles to move the particles in low probability regions to regions of higher
probability and normalize the weight of each particle. Let N represent the number
of particles. To resample:
for i = 1...N,
draw one sample sik from S 0 k .
This gives us the mosaic of particles Sk representing the posterior p (xk |y1:k ).
Intuitively, in the prediction step we are changing each particle’s x, y location
in the mosaic to introduce random motion and allow the particles to “explore” the
region. In the update step we are updating each particle’s probability of a fire at
that location and then by resampling allowing particles to move to regions of higher
probability.
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3.4

Mosaicking With Particles
Creating a mosaic with particles presents some unique challenges. In tradi-

tional mosaicking, texture values from the observation are used to update pixel values
in the mosaic. Mosaicking with particles is different because there are no “pixel values.” Rather there is a space in which particles are allowed to move according to the
dynamical motion model and information contained in the observation.
The particle mosaic represents the posterior distribution indicating the probability of the geolocation of fire. As such, it covers an infinite two-dimensional plane
of possible locations. Clearly, the majority of particles will cluster in a relatively
small area, but the possibility of viewing very large fires in unforeseen areas must
be considered. However, it is also very inefficient (not to mention impossible) to distribute particles across the entire infinite two-dimensional ground plane. Therefore,
the actual particle mosaic we hold will only be as big as the total area viewed by the
camera up to the current time, but we allow it to potentially grow with each frame.
This means we only keep track of particles in areas for which we have received an
observation, but allow for the flexibility of adding new particles to previously unseen
areas. This approach presents some interesting challenges for adding the right number
of particles for new areas and updating the appropriate particles at the right time.
Adding New Particles
With each new frame of video the camera will not, in general, image the exact
same scene because it will have a different orientation and/or position. This means
with each frame there could potentially be a previously unobserved area of the scene.
In this case, new particles should be added to the posterior and incorporated into the
particle mosaic.
To add more particles, we warp the image down to the ground plane using the
homography created in Section 3.2.2. We then find the new region of the mosaic and
add particles uniformly to that area.
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Updating Appropriate Particles
Because each new frame will provide information about a slightly different
portion of the scene, we must control which particles are filtered in conjunction with
the observation. In other words, we should only apply the particle filter to particles
for which the current observation provides new information.
To address this issue we warp all the particles onto the imaging plane of the
camera and keep a list of particles falling within the dimensions of the captured image.
Subsequently, in the prediction and update steps, we only access those particles.
Later, when creating the cumulative distribution used for resampling, we form
the distribution using only the weights from the set of valid particles. We also must
keep track of which particle, and therefore location, corresponds with each bin in
the distribution. We then resample in the usual way but only allow the set of valid
particles to actually move. A more detailed description of this process is given in
Section 4.1.1.
3.5

Creation of the Georeferenced Uncertainty Mosaic (GUM)
We now address our method of forming the GUM from the particle mosaic.

The particle filter is designed to reconstruct the posterior distribution representing
all the observations up to the current time as well as the dynamics of the model. The
resampling step normalizes all the particles in the mosaic to have the same weight
and forces them to cluster in regions of higher probability. Therefore, the density of
particles per unit area, or “pixel,” indicates the probability of fire at that geolocation.
To construct a GUM from the particle mosaic we begin by dividing the mosaic
into pixels. This allows us to set the resolution of the mosaic and choose an accurate pixel size representing an appropriate area of geolocation. Since we are filtering
the location of the fire, particles will congregate in regions of higher probability. To
convert the final particle mosaic into a GUM, we determine the number of particles
within each pixel region and scale it by the pixel with the maximum number of particles. This produces a GUM in which the brightness of each pixel is a representation
of the confidence that a fire is there.
25

This approach has the advantage of allowing the operator to visualize the
shape and size of the fire and confidence in its geolocation. This means we do not
rely on a specific metric (i.e. least squares) to determine where the best location is.
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Chapter 4
Development and Experimental Setup
In this chapter we describe the development of the algorithm and some of the
more significant implementation details. We also describe the setup used for both simulation and real flight experiments. We describe the tools, platforms, and equipment
used in each stage of the development and testing cycle. In Section 4.1.1 we discuss
the development of the algorithm, and in Section 4.2 provides a description of the
simulation environment. Section 4.3 gives details about the real flight experimental
setup.
4.1

Implementation Details
In this section we discuss the development tools used to construct our algo-

rithm and discuss some of the more critical components of the implementation.
The purpose of this research is to introduce a more effective method for helping
fire fighters understand characteristics of a fire through the use of computer vision
techniques applied to video from a MAV surveying the fire. At this stage of the
research we are not so much concerned with having a complete working, real-time
system to deploy. As such, although the algorithm could be implemented to process
frames and associated telemetry (pose information) on the fly, we have chosen to post
process the data for testing and development.
To minimize debug time and maximize our ability to analyze the algorithm,
we implemented the high level details in MATLAB and the computationally intensive
portions in C++ using OpenCV [28]. MATLAB provides a powerful set of tools for
analyzing and implementing algorithms without the need to re-compile with each
modification. Furthermore, it has an extensive set of image processing and analysis
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tools. It is also capable, through the use of the MEX interface, of making calls to C
functions directly from MATLAB. This allows us to treat C functions as if they were
MATLAB functions that can be called on the fly and give us the ability to analyze
the inputs and outputs quickly and easily. The use of the MEX interfacing, with
some coercion, can be used to work with C++ functions as well; however, this is
not supported by MATLAB directly. C++, as opposed to C, was chosen to allow for
object-oriented flexibility and reuse. OpenCV is a very capable open source computer
vision library. It has many computer vision and image processing algorithms, as well
as a suite of windowing tools to allow for easier analysis of images. It also has a very
functional, fast linear algebra library.
4.1.1

Algorithm Outline
We now provide a brief description of the implementation of the algorithm. A

block diagram is shown in Figure 4.1. In the diagram we show both MATLAB and
C++ portions of the code as well as the MEX interfacing. We discuss the main parts
of the algorithm in the four sections following.
Initialization
To initialize the algorithm we place a small 10 × 10 mosaic on the ground.
The number of particles added in the mosaic depends on how finely resolved we want
the final mosaic to be. We found that in simulation a 640 × 480 resolution camera
on a MAV flying at an altitude of 100 meters requires one particle for every 2 meters
to achieve the results in Section 5.1. For the real flight results shown in Section 5.2
using a 320 × 240 infrared camera on a MAV flying at 50 meters we found that a
particle every 0.2 meters was sufficient. After initialization, for each frame we loop
through the steps described in the next three sections.
Blurring
The loop begins by reading in a frame and associated telemetry. Through
MEX functions we call the C++ functions for calculating the homography matrix
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Figure 4.1: A block diagram of the algorithm showing MATLAB and C++ portions
of the algorithm.

and blurring the image.1 The C++ portion of the blurring code creates an object
of type PSFVarying which constructs the point spread function for each pixel. The
Partials object, which is used to create the six vector fields described in Section 3.2.3,
is created using the telemetry and the two objects are then used to blur the image.
One problem that must be addressed is when the blurring function actually
requires pixels off the edge of the image in its calculation. For this we keep an alpha
mask of valid and invalid pixels. If a certain pixel requires the value from a pixel off
the edge of the image we set its alpha value to invalid.
1

Since blurring the frames can be done independent of the particle filter, and the blurring step is
quite slow, we found it convenient for development and testing purposes to blur each frame of the
video and save them all at once before applying the particle filter. This allowed us to focus entirely
on one step of the algorithm at a time.
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At this point, as discussed in Section 3.4, we resize the mosaic and particles
are injected for areas of the scene previously unseen. We then determine the set of
particles affected by the current observation and after checking the alpha values form
the set of valid particles.
Applying the Particle Filter
The next step is to apply the particle filter. As there is no motion model, our
prediction step is merely Brownian motion allowing the set of valid particles to move
about and explore other areas. For this we add Gaussian random noise with some
standard deviation. A discussion of the effects of the chosen standard deviation in
this step will be discussed in Section 5.1.4.
For the update step of the particle filter we warp the set of valid particles,
using the homography matrix, into the space of the observed image and then update
each particle with the value from the uncertainty image. During this step we also
create the cumulative distribution function that will be used in the resampling step.
After the update step we need to resample to complete the Bootstrap filter.
This part requires great care so that we only update the set of valid particles, leaving
invalid particles where they are.
Creating the GUM
To finish the algorithm we need to create the GUM. A Bootstrap filter is
designed so that all particles carry the same weight—after resampling—and thus
probability is indicated by the concentration of particles. Therefore, we divide the
mosaic into units of pixels and determine the concentration of particles at each pixel
relative to the pixel with the highest concentration. For many of the results in Chapter 5, we accomplish the same goal through the use of the surf(X,Y,Z) command in
MATLAB.
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4.2

Simulation Environment
In the MAGICC Lab at BYU, we have an extensive set of simulation tools to

assist with the development of algorithms before real flight experimentation.
4.2.1

Aviones
The primary tool is a flight simulator called Aviones. A screenshot is shown in

Figure 4.2. Aviones was developed at BYU and models the physics of the MAV, the
communication between the MAV and ground station, and the transmission of video
along with associated telemetry from the MAV to the ground station. The motion
of each MAV is computed from full nonlinear, six-degree-of-freedom equations of
motion [33]. Aviones is capable of simulating many different types of aircraft and
additional terrain data can be added easily. A very important aspect of Aviones is
that the autopilot code used in simulation is identical to that which can be used on
the Kestrel autopilot described in Section 4.3.1. This makes it very easy to quickly
transfer code running in simulation to the real flight platform.
The camera that is simulated on the virtual MAV in Aviones can either be
gimballed or fixed, and has a resolution of 640 × 480. It is designed to simulate the
low cost wide-angle lens cameras that we use on the real MAVs during flight testing.
Additionally, the telemetry information from Aviones is initially noise free. For our
simulations we inject Gaussian noise into the telemetry to better simulate real-flight
telemetry.
4.2.2

Virtual Cockpit
The ground station software is called Virtual Cockpit, which was also devel-

oped at BYU and provides the control station for interacting with the autopilot and
other sensors on-board the MAV. Virtual Cockpit interacts with MAVs through the
use of a TCP/IP connection. Virtual Cockpit and Aviones were designed so that
interacting with the MAV is the same in both simulation and real flight tests.
Virtual Cockpit provides the ability to tune control gains, view attitude and
position information of the MAV, upload waypoints, view various autopilot variables,
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Figure 4.2: A screenshot of the flight simulator Aviones flying over Springville, Utah.

and download precision logged variables directly from the MAV. For video processing
a frame processor may be connected to Virtual Cockpit via a TCP/IP connection.
This allows the video processor to be run in a different thread, process, or even on a
different computer, and therefore leaves computing resources for Virtual Cockpit.
For collecting video and telemetry from the MAV, Virtual Cockpit can display
the video directly and record it in real time using various codecs. For associating
telemetry with frames of video, Virtual Cockpit saves telemetry on the fly and includes a frame number variable to indicate which frame of a video each telemetry
packet belongs. However, even in simulation with Aviones, the telemetry is not fully
synchronized with incoming frames.2
For simulation, the video and telemetry are communicated between Aviones
and Virtual Cockpit via shared memory. This is much faster than a TCP/IP connection and allows fast transfer of large amounts of data. A screenshot of Virtual
Cockpit is shown in Figure 4.3.
2

Currently, our best method for providing synchronized video with telemetry on real flight platforms is to use differences in reported UTC timestamps from the GPS on the MAV and a GPS
connected to the ground station. This, however, does not provide perfect synchronization. This is a
significant source of error for computing geolocations using computer vision.
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Figure 4.3: Screenshot of Virtual Cockpit showing the main screen with waypoints,
“heads-up” display, and attitude information. The terrain data is that of Springville,
Utah.

4.2.3

Modifications to the Simulation Environment
In order to simulate an infrared camera, which is the ideal situation for our al-

gorithm, we had to make some modifications to the simulation environment. Because
the camera modelled in Aviones is a color camera, without significant changes to stable code we can’t model an infrared camera. Instead, we changed the terrain image
to reflect how an image from an infrared camera might look. Therefore, we blackened
the terrain map entirely, then with a white paintbrush, made some “arbitrary” fires.
We then used a smudging tool to make gray areas and simulate a fire. This terrain
image was then substituted into Aviones and Virtual Cockpit for simulation. One of
the modified terrain images is shown in Figure 4.4.
We then fly the virtual MAV over this modified terrain image letting Aviones
use the color camera to view the terrain. Virtual Cockpit is used to record the
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Figure 4.4: A terrain image modified to reflect the pictures taken from an infrared
camera.

video and telemetry from Aviones, and now we can begin post-processing with our
algorithm.
4.3

Real Flight Environment
For collecting infrared video from a real MAV, the MAGICC Lab, in conjunc-

tion with Procerus Technologies [34], has created a system capable of true autonomous
flight. This system consists of three main subsystems: (1) the airframe, autopilot,
and GPS, (2) the communications system, and (3) the video system. Additionally,
as described in Section 4.2.2, Virtual Cockpit is used on the ground station to communicate with the autopilot. For the real flight experiments rather than using the
MAGICC Lab version of Virtual Cockpit, we use the version licensed from Procerus
Technologies shown in Figure 4.5.
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Figure 4.5: Screenshot of the Procerus Technologies version of Virtual Cockpit. The
terrain data is from Vineyard, Utah.

4.3.1

Airframe, Autopilot, and GPS Unit
In the MAGICC Lab we have found that a flying wing airframe design suits

our needs of being easily maintainable, highly durable, and easy to fly. For this
reason we obtained a 72-inch Unicorn airframe from Procerus Technologies shown
in Figure 4.6(a). It is built from durable EPP foam and is capable of carrying our
infrared camera in addition to its other on-board electronics. The specifications for
this airframe are shown in Table 4.1.

Table 4.1: Specifications for the 72-inch Unicorn airframe.

Endurance:
Speed:
Weight:
Extra Payload:

2 hrs (6 batteries)
30 to 60 mph
∼6-7 lbs
2 lbs hand launch,
4 lbs bungee launch.
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(a) Flying wing airframe

(b) Kestrel 2.2 Autopilot

Figure 4.6: Airframe and autopilot. (a) Airframe. (b) Image showing relative size of
Kestrel 2.2 autopilot.

The airframe is equipped with a Procerus Technologies Kestrel 2.2 autopilot
shown in Figure 4.6(b). The Kestrel 2.2 autopilot weighs 16.65 grams and measures
2.0 × 1.37 × 0.47 inches. It has a 3-axis magnetometer, 20-point temperature compensation, 29 MHz Rabbit microprocessor, 512 KB RAM and FLASH, and 3-axis rate
gyros and accelerometers. Additionally, a UBLOX Antaris 4 LEA-4H Programmable
GPS Module with Super Sense is used on the MAV to report GPS position at acceptable rates.
4.3.2

Communications System
The communications system consists of a communications box (“commbox”)

which transmits and receives packets over a 900 MHz channel. A picture of the
commbox is shown in Figure 4.7(a). On the MAV is a MaxStream 9XTend Modem
shown in Figure 4.7(b), which communicates with the commbox. The modem is
connected via a daughter board to the autopilot, and a half wavelength dipole antenna
runs from the modem to the end of the wing.
4.3.3

Video System
The video system transmits video over a 2.4 GHz channel via a Black Widow

A/V transmitter/receiver system shown in Figure 4.8(a). The video signal is picked
up by a patch antenna, and the signal is fed through a Hyperlink outdoor RF amplifier
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(a) Commbox

(b) MaxStream Modem

Figure 4.7: Commbox and modem used to communicate with the MAV over a 900
MHz channel. (a) Communications box. (b) MaxStream 9XTend Modem.

(a) Video transmission system

(b) PCMCIA framegrabber

Figure 4.8: System to transmit video over 2.4 GHz channel. (a) Black Widow A/V
transmitter and receiver. (b) Imperx VCE-Pro PCMCIA framegrabber.

system. The signal then goes through the receiver and feeds into an Imperx VCE-Pro
PCMCIA framegrabber shown in Figure 4.8(b).
For the camera we use a FLIR PathFindIR infrared camera shown in Figure 4.9. It is a 320 × 240 VOx microbolometer NTSC infrared camera. It has a frame
rate of 30 Hz, a horizontal field of view of 36◦ , and vertical field of view of 27◦ . It is
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Figure 4.9: FLIR PathFindIR infrared camera.

2.8 × 2.3 × 2.2 inches and weighs 360 grams (0.8 lbs.). While there are other smaller,
lighter infrared cameras specifically designed for use on a small aircraft, this one was
chosen for its high durability. It has an operating temperature of −40◦ C to +80◦ C
and is hermetically sealed. It also has a high-impact resistant window with heating
element for keeping the lens clear.
It is important to note some limitations with this infrared camera. The camera
is equipped with an automatic gain. This presents a problem when trying to gauge the
heat of an object by the intensity manifested in an image. For instance, if we fly over
a fire, it will show up bright white. However, if, in the next several frames, the fire
moves out of the image and there is a heated vehicle, the infrared camera will adjust
its gain, and the vehicle will also show up bright white. This could lead an observer
to believe that the vehicle is as hot as the fire, which is not true. More importantly,
for us, this means that the algorithm may not get consistent observations indicating
that a geolocation is hot. A certain geolocation may show up white in one frame but
a few frames later black, depending on the heat of the surroundings. As a result, our
algorithm may fail to reconstruct such a spot accurately. To our knowledge there is
no way to adjust the gain on this particular infrared camera.
Additionally, the automatic gain feature takes time to calibrate and adjust
itself. Smears, similar to motion blurs, can be seen in many of the infrared images.
This induces extra noise in the system and may further contribute to inaccurate
geolocations.
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Chapter 5
Results
In this chapter we show results of applying our algorithm to video captured
from a MAV. We first present results from simulation. In Section 5.1.1 we provide
results showing the accuracy of the algorithm in terms of geolocation. In Section 5.1.2
we show that the algorithm can reconstruct the shape and size of arbitrary fires. In
Section 5.1.3 we show that the algorithm is a true mosaicking method by adding
unseen area appropriately and only updating the portion of the mosaic affected by
the current observation. In Section 5.1.4 we show the results from other controlled
experiments showing the importance of a few variables. Section 5.2 provides results
from real flight experiments.
5.1

Results From Simulation
The simulation environment provided us with a good way for testing scenarios

that may be very difficult to construct in real flight. Here we present some results
from controlled experiments that highlight key aspects of our algorithm.
5.1.1

Geolocation Accuracy
In these results we show the accuracy of our algorithm in terms of geolocation.

To produce these results we drew a pure white circle on a black background at a
known geolocation in Aviones. We then simulated the MAV’s flight in a loiter at 100
meters altitude about the center of the circle and captured both the video and noisy
telemetry using Virtual Cockpit.
We then ran our algorithm, blurring each frame with associated telemetry
information and passing the frame to the particle filter. In Figure 5.1 we show a
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(a) Image before blurring

(b) Image after blurring

Figure 5.1: (a) Original image of simulated fire from video. (b) Image after mathematical correlation with blurring function.

comparison of an image before and after blurring. The gray regions towards the
edges of the blurred image indicate alpha masked pixels that are not valid.
In Figure 5.2 we show two different views of the final GUM. Figure 5.2(a) shows
the East vs. number of particles view. The black lines represent the true geolocation
of the fire. Figure 5.2(b) shows the North vs. number of particles view. These two
views show that the majority of the particles are very close to the true geolocation
yet still shows how much uncertainty there still is. The accuracy is characterized in
Table 5.1.

Table 5.1: Geolocation accuracy after applying our algorithm.

Direction Error (meters)
East
4.1992 m
North
3.0620 m
Total
5.1970 m

For comparison, for each frame of the video sequence we constructed the homography matrix as described in Appendix A.1 and simply calculated the geolocated
point from the mapping function. This uses noisy telemetry straight from the simu-
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(a) East histogram

(b) North histogram

Figure 5.2: (a) East vs. number of particles. (b) North vs. number of particles.

lation without any filtering. The average error was 15.8805 meters showing that our
algorithm significantly improved the estimate of the geolocation of the fire.
In Figure 5.3 we show the East vs. North view. The black circle is the true size,
shape, and geolocation of the fire. The white circle encompasses the region of highest
probability and represents the estimated size, shape, and geolocation of the fire. Note
that the particles outside the regions of higher probability show the uncertainty in the
geolocation of the fire. These regions of lower probability are conservative enough that
they cover the area of true fire. This would enable the system operator to ascertain
where the fire is and assess his confidence in that selection.
5.1.2

Arbitrary Size and Shape Accuracy
In these results we show that our method accurately reconstructs the shape

and size of two different fires at different geolocations. Once again using Aviones,
we drew two arbitrary fires and then simulated the MAV’s flight loitering about the
fire at 100 meters altitude. An image collected from the simulated flight is shown
in Figure 5.4(a). The same image properly blurred using our technique is shown in
Figure 5.4(b).
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Figure 5.3: East vs. North view of GUM.

(a) Two fires before blurring

(b) Two fires after blurring

Figure 5.4: (a) Original image of two fires. (b) Properly blurred version.

We then passed the blurred images into the particle filtering portion of the
algorithm to obtain the GUM. The East vs. North view is shown in Figure 5.8 and
shows the final GUM along with the true simulated fire.
5.1.3

Mosaicking Accuracy
In this section we show that the proposed solution handles the mosaicking

issues discussed in Section 3.4. This includes the ability to add new particles to
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(a) Small region of large fire

(b) Small region of large fire after blurring

Figure 5.5: A small region of the large simulated fire (a) compared with the same
portion after applying the blur (b). This represents a fire which cannot be viewed in a
single image and tests our mosaicking capabilities.

previously unseen areas of the scene, as well as only applying the filter to particles
for which the current observation applies.
Whereas before we loitered about the target at a high enough altitude that
the entire fire was observed in each frame, now we want to simulate flight such that
only a portion of the fire is observed in each frame.
To accomplish this we created a large fire in Aviones as described in Section 4.2.1. We then flew a search pattern over the fire at 100 meters altitude. The
fire was large enough that each frame of the video contained only a small region of the
overall fire as in Figure 5.5. The goal is to be able to reconstruct the size, shape, and
geolocation of the fire using the techniques for mosaicking with particles described.
In Figure 5.9 we show a comparison of the true simulated fire over which
we flew and the mosaicked version. The home position is indicated by the small
house. Figure 5.9(a) shows the East vs. North view of the original simulated fire.
Figure 5.9(b) shows the East vs. North view of the mosaic after running the algorithm.
The geolocation accuracy is fairly good, and the algorithm has reconstructed the
shape and size appropriately.
It is important to verify that the algorithm adds new particles appropriately
and only updates particles for which the current observation applies. To demonstrate
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we show a few key frames mosaicking from left to right. In Figure 5.6(a) we show
frame 30 of the mosaicking sequence. It has reconstructed the portion of the fire
on the left that has been viewed by the camera. A few frames after frame 30 will
affect the fire on the left but by frame 55, shown in Figure 5.6(b), the fire on the
left has been left alone and we only updating the other regions of the fire. The other
regions of the mosaic where particles are left untouched shows that we added particles
appropriately to “grow” the mosaic, but have only updated appropriate particles.
5.1.4

Other Controlled Experiments
In many filtering schemes there are a number of variables to adjust which

change the effectiveness of the filter. In these results we show some other experiments
we conducted to test the effects of some of our more significant variables.
Blurring vs. Not Blurring
In light of the fact that a significant amount of computation is required to
compute the blurring function and apply it to a frame of video, we investigated the
effects this had on the final geolocation accuracy. The results are shown in Table 5.2.
For these results we only ran the filter for 39 frames of video.

Table 5.2: Geolocation accuracy with blurring and without blurring.

Error (meters)

With Blurring
5.6867 m

Without Blurring
6.8021 m

This shows there is approximately only a 16.4% increase in accuracy when
including the blurring step. This could be due to noise in the camera which essentially
“covers” the noise associated with inaccurate pose estimation. More importantly,
however, it means that without including the blurring step of the algorithm we can
obtain good results while avoiding the overhead associated with blurring. This could
result in the capability of the algorithm to run in real time.
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(a) Particle mosaicking step 30

(b) Particle mosaicking step 55

Figure 5.6: Two key frames from the mosaicking process of two large fires. The regions
which have not been affected by an observation have not been updated as indicated by
the nicely ordered particles. (a) Frame 30 shows a portion of the large fire on the left
which has been reconstructed. (b) Frame 55 shows that the mosaicking algorithm has
left the reconstructed fire on the left alone.

Standard Deviation of Noise in Prediction Stage of Filter
As stated in Section 3.3.3, because we have no motion model for the movement
of the fire (indeed, it may not move at all), the prediction step consists of adding white
Guassian noise to the location of each particle. The standard deviation of this noise
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is an important variable in determining the accuracy of the geolocation, as well as
the overall size and shape of the fire.
For these tests we ran our algorithm on the same video and pose information
as in Section 5.1.1. We tried three different values for the standard deviation of the
noise added in the prediction stage of the particle filter. The results are in Table 5.3.

Table 5.3: Geolocation accuracy as a function of standard deviation.

Standard Deviation (meters)
3.0 m
10.0 m
20.0 m

Error (meters)
21.7494 m
5.1970 m
8.3573 m

Modifying this variable resulted in differing geolocation accuracies as well as a
different size and shape of the fire. Since we use the prior as the importance sampling
function in the update step of the filter, the standard deviation on the prediction step
is, in effect, a measure of our confidence in that prior.
This explains our geolocation results. With a standard deviation of only 3
meters the particles were not allowed to explore as much, therefore implying that we
are weighting the prior heavily. That means that the estimated fire will be a circle of
tighter radius at each step and will jump around more with each observation. Therefore, the geolocation results will align more closely with our non-filtered geolocation
estimation described in Section 5.1.1.
With a standard deviation of 20 meters, however, the opposite occurred. In
this scenario, the particles were encouraged to explore more widely indicating low
confidence in the prior. Therefore, the particles were more resilient to the observation
resulting in a circle with a wide radius, and few particles jumping around with the
current noisy observation. However, we only achieved better results up to a point.
If the particles explore too much then we don’t have a sufficient number of particles
moving with the observation. This means that a large portion of particles will be
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(a) Frame from original video

(b) Blurred frame

Figure 5.7: A side-by-side comparison of an infrared image and its blurred counterpart. (a) A frame of the original infrared video taken during flight. (b) The same frame
from the video after applying the proper blurring.

slow to converge to the true geolocation. We found that a good compromise was a
standard deviation of 10 meters for flying at 100 meters altitude with our 640 × 480
simulated camera. This provided the best geolocation accuracy as well as the best
size and uncertainty associated with the fire.
5.2

Real Flight Results
To obtain the real flight results we flew our MAV over a nearby park with

a downward facing infrared camera. Due to the time of year it was not possible to
construct a controlled fire to test our algorithm. To attempt to compensate we were
in flight by 5:30 a.m. to have a higher contrast of heat sources. In other words, we
wanted to have something hot against something cool in order to simulate a real fire.
At the park, the grass was still wet from the watering schedule but the trees
were emitting a significant amount of heat. Therefore, we flew a path, East to West,
following a fence along which several trees were planted. In Figure 5.7(a) we show
one frame of the infrared video taken from this flight. This frame is at the beginning
of the sequence and represents the frame furthest East. In Figure 5.7(b) we show
the same frame after applying the proper blur. The bright white spots in the image
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represent the trees. The bright line forming a corner is the fence over which we flew.
The regions of darker gray and black represent the colder, freshly watered grass.
We gathered this video along with associated telemetry and then applied our
algorithm. The final GUM is shown in Figure 5.10. The brightest tree in the video
was reconstructed along with several other smaller trees. The fence was also slightly
reconstructed since it too emitted some heat. In Figure 5.11 we show the final GUM
overlaid onto Google Earth. The algorithm has done an excellent job reconstructing
the size, shape, and geolocation of the trees. It has also, almost perfectly, preserved
distances between objects as well as orientation.
5.2.1

Real Flight Results Analysis
One problem we faced in the real flight results was the inability to accurately

point the camera “straight” down. Because the infrared camera was not gimballed
as in some applications [35], we were unable to calibrate it and accurately describe
it’s azimuth and elevation. From the results, it appears that while the elevation must
have been close to “straight” down, the azimuth angle was not 0◦ as it should have
been. This induced a bias in the measurements that was unaccounted for and may
be a cause of the GUM being positioned slightly more South than it should be.
An additional cause may stem from the fact that we are geolocating trees.
The trees were anywhere from 5-10 meters high. This violates the flat ground plane
assumption inherent in the homography. This could also be a cause of the GUM
being positioned too far South.

48

(a) Original simulated fire

(b) Final GUM

Figure 5.8: East vs. North view comparing the true simulated fire and the GUM for
two arbitrarily shaped fires.
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(a) Two large fires

(b) Mosaicking accuracy

Figure 5.9: A comparison of the true simulated fire and the mosaicked fire showing
our algorithm handles mosaicking details appropriately. (a) Original simulated fire. (b)
Mosaicked fire.
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Figure 5.10: An East vs. North view of the final GUM formed from processing the infrared video obtained from real flight.
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Figure 5.11: The final GUM overlaid onto Google Earth at the geolocation
coordinates indicated by the algorithm.

Chapter 6
Conclusions and Future Work
We have described a novel approach for presenting forest fire information to fire
fighters. There are three main contributions of our approach to the current research.
First, we introduce a method for converting noise to the image domain by means of
applying a blurring function to the observed image. This blurring function is derived
from the uncertainty associated with the pose estimate of the camera on-board the
MAV. This blurred image, the uncertainty image, provides us with an observation
density which we use in a particle filter to construct a posterior representing geolocation of the fire. This application of the particle filter results in a new kind of mosaic,
a particle mosaic, which requires new mosaicking techniques to handle compositing
uncertainty images in a particle filtering framework. Finally, we introduced a Georeferenced Uncertainty Mosaic (GUM) which presents, to the system operator, all size,
shape, geolocation, and associated uncertainty information simultaneously.
6.1

Future Work
There are some issues with our proposed method that need to be addressed for

the system to be usable in real life scenarios. First, the blurring function is especially
slow and consumes many system resources. We have shown that this step, while
slightly advantageous, can be eliminated while still obtaining good results. Work
should be done to investigate why this is so. Research could also be done to assess
whether a spatially invariant blurring function could be used and give similar results.
Next, although our method does not discard information by segmenting or
thresholding images, there is a tight coupling of location confidence and heat intensity.
This is actually inherent in the infrared camera itself, but is further aggravated with
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the mathematical correlation of the blurring function with the observed image. We
suggest it may be possible to add more information to each particle indicating an
intensity estimate, and then filtering those intensity values in the particle filter.
One thing we did not address was a method for determining how many particles
per square area of the mosaic should be added. While it is clear that adding more
particles would give better reconstruction, there is a trade-off with run time. We
found that for flying at 100 meters, adding a particle every 2 meters resulted in a
decent run time while allowing for good reconstruction.
Work needs to be done to learn how to handle the issues associated with the
automatic gain of the infrared camera as described in Section 4.3.3. These issues
hamper the algorithm seriously as the brightness of a pixel in the infrared image is
not a measure of absolute heat, but of heat relative to the surrounding area.
The goal of this research was largely proof of concept. To implement a real
system, work needs to be done to implement the algorithm with code that runs
“closer to the hardware.” We used MATLAB and C++ because it was convenient
for development. But for real system use, a faster, more robust system should be
developed.
Finally, there are many improvements that have been shown in other applications to improve the Bootstrap filter. These improvements could allow it to compute
the posterior faster and with fewer observations while still maintaining the integrity
of the filter [23]. Research could be conducted to apply such improvements.
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Appendix A
Mathematical Derivations and Explanations
In this appendix we describe the mathematics of and give deeper insight into
some of the basic mathematical properties and equations taken for granted in the
preceding exposition of this research work.
We begin with a derivation of the homography matrix discussed in Section 3.2.2.
We then discuss the development of the vector fields from Section 3.2.3.
A.1

Homography Derivation
The homography matrix maps points on one plane to points in another plane.

More specifically, in our context the homography matrix maps geolocation points to
points in an image. Here we provide a derivation of the homography matrix we use.
A.1.1

Setup
We have three coordinate systems of interest:

1. World axes where the x̂ŷ plane forms the ground (earth) plane, and ẑ goes into
the ground. This reference frame is denoted by w.
2. For convenience we assume a virtual camera pointing down toward the earth
where the ground plane is the imaging plane of the virtual camera. In this
reference frame ẑ comes out of the camera, going into the ground. ŷ points out
of the bottom of the camera, and x̂ goes out the right side of the camera. We
denote this frame of reference by m for mosaic camera.
3. The camera reference frame is the same as the virtual camera. This is denoted
by c.
55

Let x1 be a point in R3 , t be a translation vector, R be a rotation matrix,
and x2 be the point with respect to the new coordinate frame. The basic equation
for rigid body motion is
x2 = R(x1 − t),

(A.1)

(see [36] for more details).
A.1.2

Derivation
We can use rigid body motion to map geolocations in the world reference frame

to the camera frame:
xc = Rwc (xw − tc ).

(A.2)

Note that tc is the translation vector from the origin of w to the camera c with respect
to w. Rwc is a rotation matrix mapping points from w to c. Similarly,
xm = Rwm (xw − tm ),

(A.3)

for the virtual camera.
Because R is a rotation matrix, and therefore unitary, we can rewrite equation (A.3) as
RTwm xm + tm = xw .

(A.4)

Now inserting equation A.4 into equation A.2 we obtain

xc = Rwc RTwm xm + tm − tc .

(A.5)

If all the geolocations lie on a plane in w, and we define nw to be a normalized
vector orthogonal to that plane with reference to w, the inner product of a point with
nw gives us the height of the camera,
hm = hRwm nw , xm i.
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(A.6)

Since equation (A.6) holds for any geolocation points on the plane we can rearrange
this equation as
1=

1
hRwm nw , xm i.
hm

(A.7)

Notice that equation (A.7) is simply a unit scalar. As such it can be inserted
anywhere in our equations. We can rewrite equation (A.6) as
1
(Rwm nw )T xm = 1,
hm

(A.8)

and substitute it into equation (A.5) to obtain


1
T
T
xc = Rwc Rwm xm + (tm − tc )
(Rwm nw ) xm .
hm

(A.9)

We can now factor out a xm so that

xc = Rwc

RTwm

1
(Rwm nw )T
+ (tm − tc )
hm


xm .

(A.10)

Here we point out that xm and xc are in fact the actual points in R3 only with
respect to different reference frames. We are interested, however, in their corresponding image coordinates. Therefore, we need to understand how the points get mapped
to the image plane of the virtual and standard camera. To this end we claim that
(see [36]):
λ1 xmi = Km xm , and
λ2 xci = Kc xc .

(A.11)
(A.12)

where xmi and xci are the points xm and xc on the image plane of each camera
respectively, and λ1 and λ2 are constants. The matrix K is a calibration matrix and
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is defined as:


f
px



K =  0

0

f sθ ox
f
py

0





oy  ,

1

f = focal length of the camera,
px = width of a pixel in meters,

(A.13)

py = height of a pixel in meters,
ox = center offset in x,
oy = center offset in y,
sθ = skew factor proportional to cot(θ), and
θ = angle between image axes.
This means that any point in the real world can be mapped to the image plane of a
camera at the expense of losing the information contained in λ, the proportionality
constant.
Since all we get from the camera is an image, equation (A.10) needs to
be rewritten in terms of image plane coordinates. We substitute equation (A.11)
and (A.12) so that
λ2 K−1
c xci



1
T
T
= Rwc Rwm + (tm − tc )
(Rwm nw ) λ1 K−1
m xmi .
hm

(A.14)

To finish deriving the homography matrix we rearrange (A.14) as
λxci = Hxmi ,

(A.15)

where λ is a proportionality constant composed of λ1 and λ2 . This means that

1
T
(Rwm nw ) K−1
H = Kc Rwc
+ (tm − tc )
m , and therefore
hm


1 T
= Kc Rwc I + (tm − tc )
n RTwm K−1
(A.16)
m .
hm w


RTwm
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This gives us a matrix H that maps a point in the image plane of the virtual camera
to a homogeneous coordinate in the view of the standard camera (which also lies on
a plane) [32].
A.2

Vector Fields Derivation
As indicated in Section 3.2.3 we seek to find how a small change in one of the

six pose parameters affects the location in the image of a geolocation point.
Let xmi be a geolocation point and let xci be its corresponding point in the
image taken by the camera. In Appendix A.1 we established that
λxci = Hxmi ,

(A.17)

given that all geolocation points lie on a plane. Clearly, the output of Hxmi is only
a vector. So we need to determine how to obtain xci and λ. In fact, what the
homography matrix H gives us is a homogeneous coordinate [32]. To complete the
mapping to obtain a location in the image plane of the camera we compute



λxci = λ 


λxci
λ
λyci
λ
λ
λ




 = Hxmi .


(A.18)

We let the entire process of mapping a point in the image plane of the virtual
camera to a point on the image plane of the standard camera be represented as
xci = f (H, xmi ) .

(A.19)

We also established, in the previous section, that the image plane of the virtual
camera is in fact the ground plane and therefore points in the mosaic camera are true
geolocation points mapped through the mosaic calibration matrix Km . Note that the
homography matrix H is composed entirely of the pose parameters of each camera,
and their corresponding calibration matrices. Therefore, to find how changes in the
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six pose parameters affect image locations of corresponding geolocations we compute
∂xci
∂tx

=

∂xci
∂ty

=

∂xci
∂tz

=

∂xci
∂φ

=

∂xci
∂θ

=

∂xci
∂ψ

=

∂f (H,xmi )
,
∂tx
∂f (H,xmi )
,
∂ty
∂f (H,xmi )
,
∂tz
∂f (H,xmi )
,
∂φ
∂f (H,xmi )
,
∂θ
∂f (H,xmi )
,
∂ψ

(A.20)
and

for each pixel in the captured image.
The output of these computations is six vector fields where each entry in the
vector field is a vector indicating the direction and magnitude of the motion of a
geolocation point in the image domain. The set of geolocation points corresponding
with each pixel in the captured image is called the pre-image. These vector fields are
commonly referred to as the representation of motion in texture space of the pre-image
of pixels [18].
A.2.1

Visualization
As each vector in the vector fields corresponds with an image location these

vector fields can be visualized as an image of vectors. In Figure A.1 we show a vector
image representation of the six vector fields.
A.2.2

Applying Individual Blurs
In this section we give a visual representation of blurring an image with the

blurring function described in Section 3.2.4. In this scenario, however, we turn up
the variance one at a time for each of the six pose parameters, construct the blurring
function, and then apply it to an image. This gives us a method for verifying that
our algorithm accomplishes our goal of blurring according to uncertainty in the pose
parameters.
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(a) tx vector field

(b) ty vector field

(c) tz vector field

(d) φ vector field

(e) θ vector field

(f) ψ vector field

Figure A.1: The six vector fields computed as partial derivatives of the warping
process with respect to tx (a), ty (b), tz (c), φ (d), θ (e), and ψ (f).

In Figure A.2 we show the results of turning up the variance on each of the
six pose parameter separately and blurring an image with the corresponding blurring
function.
Notice that in Appendix A.2.1 we saw that for small changes in φ and θ the
motion looked very similar to the motion for small changes in ty and tx respectively.
However, because we have turned up the variance so high for those pose parameters,
in Figure A.2(d) and Figure A.2(e) we see that there is a keystone effect. This is
exactly what we expect to happen as the camera rotates to induce a perspective
transformation.
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(a) tx emphasized blur

(b) ty emphasized blur

(c) tz emphasized blur

(d) φ emphasized blur

(e) θ emphasized blur

(f) ψ emphasized blur

Figure A.2: The resulting images after applying the blurring function constructed
from turning up the variance on tx (a), ty (b), tz (c), φ (d), θ (e), and ψ (f).
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