We show that the problem of determining if a given integer linear recurrent sequence has a zero-a problem that is known as "Pisot's problem"-is NP-hard. With a similar argument we show that the problem of finding the minimal realization dimension of a one-letter max-plus rational series is NP-hard. This last result answers a folklore question raised in the control literature on the max-plus approach to discrete event systems. Our results are simple consequences of a construction due to Stockmeyer and Meyer. © 2002 Elsevier Science Inc. All rights reserved.
Introduction
We show that the problem of determining if a given integer linear recurrent sequence has a zero is NP-hard. It is not known if problem is decidable. With a similar argument we show that the problem of finding the minimal realization dimension of a one-letter max-plus rational series is NP-hard. This last result answers a folklore question raised in the control literature on the max-plus approach to discrete event systems. We study the decidability of this question with Stéphane Gaubert in a later article [3] .
These results are simple consequences of a little-known construction given by Stockmeyer and Meyer that shows how to polynomialy reduce the 3SAT satisfiability problem to the problem of determining if a given rational expression 1 over the unary alphabet {a} is equal to (a) * .
In this paper, we reproduce the construction of Stockmeyer and Meyer and derive consequences of this construction for graphs, rational series, Pisot's problem, and for the minimal realization problem of max-plus discrete event systems.
Rational expressions
The problem of determining if two rational expressions over a unary alphabet define different languages is proved NP-hard in Theorem 6.1 of [27] . The argument used by the authors in fact establishes the stronger statement that the problem remains NP-hard even if one of the rational expressions is equal to (a) * .
Theorem 1.1. The problem of determining if the language defined by a rational expression over a unary alphabet {a} is different from (a) * is NP-hard.
Proof. The proof is by reduction from the satisfiability problem 3SAT [10] . Let S = C 1 ∧ C 2 ∧ · · · ∧ C m be a conjunction of clauses C 1 , . . . , C m in the variables x 1 , . . . , x n . Each clause C k is the disjunction of exactly three terms (a term is a variable x i or the negation of a variable ¬x i ). We construct a rational expression E defining a language L ⊆ (a) * such that a z ∈ L whenever z 0 is not the code for a solution of S (the coding function is described next). The construction of E is given by a polynomial time algorithm and so it will establish the result.
Let p 1 , . . . , p n be the first n primes. According to the Prime Number theorem, the number π(i) of primes less than or equal to i is of the order i/ln i. Hence we have p i i 2 when i is large enough and the first n primes can be computed in time polynomial in n.
To the nonnegative integer z we associate the tuple
where (z mod p i ) denotes the remainder of z modulo p i . The integer z is said to be a code forā = (a 1 , a 2 , . . . , a n ) ∈ N n if µ(z) =ā. According to the Chinese Remainder theorem (see, for example, [21, p. 94] ), every Boolean tupleā ∈ {0, 1} n has a code. 1 A rational expression over a unary alphabet {a} is an expression involving the empty word 1, the letter a, the star operation * and the concatenation and the union operations · and ∪. For example, 1 ∪ a((1 ∪ a ∪ aaa) * aa) * is a rational expression.
The set E is the union of the sets E 0 and (E k ) 1 k m where these sets are defined as follows:
• E 0 is the set of words a z for which z 0 is not a code for a Boolean tuple, i.e., µ(z) ∈ {0, 1} n . An integer z is not a code for a Boolean tuple if z modulo p k is different from 0 and 1 for some k between 1 and n. This set can be seen equal to
• E k is the set of words a z for which z 0 is such that the vector µ(z) has Boolean entries at the indices associated to variables appearing in the clause C k and the corresponding variable assignment is not a solution for
, with k 1 , k 2 and k 3 integers between 1 and n, and with α k 1 , α k 2 and α k 3 Booleans with the convention that 0x means ¬x and 1x means x. Then a tuple of Booleansā = (a 1 , . . . , a n ) is a solution for C k if and only if 
Let z be a particular solution to these three equations. Then the set of all solutions is given by {z
There exists a unique integer z k between 0 and p k 1 p k 2 p k 3 − 1 in this set and this integer can be found in polynomial time. The set E k is then seen equal to
Finally, let
The rational expression E defines the language (a) * if and only if S is not satisfiable. Hence the result.
According to Kleene's theorem [18, 26] , a language defined by a rational expression can be recognized by a nondeterministic finite automaton (NFA). Since a rational expression can be transformed in polynomial time into an NFA that recognizes the same language, we deduce the following corollary of Theorem 1.1.
Corollary 1.1. The problem of determining for a given nondeterministic finite automata over a unary alphabet {a} if the language recognized by the automaton is different from (a) * is NP-hard.
Let L ⊂ {a} * be the language recognized by an NFA A with n states. It is easy to see how to construct an NFA A with n + 2 states and with exactly one input state and one output state that recognizes the language L\{1}. Such an NFA can also be seen as a finite directed graph with two distinguished vertices V 1 , V 2 ; one for the input state and the other for the output state. The word a k (k 1) is accepted by the automaton A if there is a directed path of length k from V 1 to V 2 . This correspondence between NFAs over unary alphabets and directed graphs gives us another corollary of Theorem 1.1. This last corollary also has a rational series interpretation. Let G be a directed graph and let {1, . . . , n} be the set of vertices of G. The adjacency matrix of G is defined by A = (a i,j ) ∈ {0, 1} n×n , where a i,j is equal to 1 if there is an edge from i to j in G and is equal to 0 otherwise. Let b ∈ {0, 1} n be the row vector whose components are all equal to 0 except for the first component that is equal to 1. Let c ∈ {0, 1} n be the row vector whose components are all equal to 0, except for the last component that is equal to 1. Then, there is a directed path of length 1 from the vertex 1 to the vertex n in G if and only if b T Ac is equal to 1. In general the entry on row i and column j of A k (k 1) is positive if and only if there is a directed path of length k from the vertex i to the vertex j. Since the scalars b T A k c are nonnegative integers for all k 0 we obtain the following corollary. 
Zeros in linear recurrent sequences
Theorem 1.1 has an immediate consequence for the long-standing problem of determining when an integer linear recurrent sequence has a zero coefficient; a problem that is known as Pisot's problem, see e.g. [2, 5, 20, 24, 25] . In 1935, Mahler showed that the set of indices of zero coefficients in a recurrent sequence is the union of a finite set and of a finite number of arithmetic progressions. For linear recurrent sequences of order 3, these sets of indices can be constructed effectively (see [29] ) and so Pisot's problem is decidable for sequences of order 3. However, no such effective construction is known for sequences of arbitrary order and it is unknown whether Pisot's problem is decidable or not. We show that the problem is NP-hard. For this purpose, consider the matrices A ∈ {0, 1} n×n , b, c ∈ {0, 1} n , let p(s) be the characteristic polynomial of A
and define γ i = b T A i c 0 for i 0. We have
For the last equality we have used the fact that a matrix solves its characteristic polynomial. Thus, the sequence (γ i ) i 0 satisfies a linear recurrence equation of order n. Since all transformations given above can be performed in polynomial time we conclude from Corollary 1.3:
Corollary 2.1. It is NP-hard to decide if a given integer linear recurrent sequence has a zero.

The minimal realization problem
We now describe an implication of Theorem 1.1 for the minimal realization problem for discrete event systems. Discrete event systems are dynamical systems whose dynamics are event-driven. Such systems appear in a wide range of practical situations and there are a large number of papers on the computational complexity of discrete event systems that address issues such as minimal realization [7] , reachability [15] and stability [4, 28] ; see also [30] for a survey.
In general, models that describe the behavior of discrete event systems are nonlinear but there is a class of discrete event systems for which the model becomes linear when formulated in the max-plus semiring, see [1] for more details. In the context of these systems, the minimal realization problem is equivalent to that of finding the minimal realization dimension of a one-letter max-plus rational series.
It is shown in [8] that, in the case of Boolean matrices, a lower bound on the minimal realization dimension is given by a quantity (the max-plus Schein rank) that is NP-hard to compute in general. This result does not have computational complexity implications for the minimal realization dimension of arbitrary max-plus systems and the computation of this minimal realization dimension is listed in [23] as one of the open problems in the field of mathematical control theory. The problem has given rise to a number of interesting contributions in the last decade, see, e.g., [6, 9, 11, 12, 14] . We give here a proof that the problem is NP-hard.
For this purpose, let G be a directed graph and let {1, . . . , n} be the set of vertices of G. Consider the Boolean semiring B = {0, 1} for which addition and multiplication are defined as usual except that 1 + 1 = 1. We construct the adjacency matrix A = (a i,j ) ∈ {0, 1} n×n of the graph in B by setting the entry a i,j equal to 1 if there is an edge from i to j and equal to 0 otherwise. Then, for all integers k 0, the entry on line i and column j of A k is equal to 1 if there is a path of length k from i to j in G, and is equal to 0 otherwise. Using a definition of the vectors b, c ∈ {0, 1} n identical to the one given in Section 3, Corollary 1.2 can be rephrased as follows: A statement similar to Corollary 3.1 can be obtained for any semiring K in which the Boolean semiring B can be embedded. Let K be a semiring and let ν : 0 and ν(1) = 1 . By translating the statement of Theorem 3.1 in the context of the semiring K we see that the problem of determining, for a given matrix A ∈ {0, 1} n×n and vectors b, c ∈ {0, 1} n , if b T A k c = 0 for some k 0, is NP-hard. This in particular is true for the tropical min-plus and max-plus semirings. The max-plus semiring is the set N ∪ {−∞} equipped with the operations max and + and the min-plus semiring is the set M = N ∪ {+∞} equipped with min and +. These semirings have numerous applications, in particular in dynamic programming, discrete event system theory, optimal control, and asymptotic analysis, see, e.g., [1, 13, 16, 19, 22] .
In [17] , Kanta and Krob introduce a normalized form for rational series that allows computations with such series; see also [12] . Their approach can be used to prove the decidability of the problem of determining if b T A k c = 0 for some k 0 in the semiring M. The Boolean semiring B can be embedded in M by defining ν(1) = 0 and ν(0) = +∞ and thus our result shows that, although decidable, this problem is NP-hard.
The minimal realization dimension of a rational series is equal to 1 if and only if the coefficients of the series are all equal. The following result is an immediate consequence of Corollary 3.1. Since it is NP-hard to decide if a realization of dimension one exists, it is also NP-hard to decide if there is a realization of size N when N is a part of the data.
