Abstract Conservative tracer experiments can provide information useful for characterizing various subsurface transport properties. This study examines the effectiveness of three different types of transport observations for sensitivity analysis and parameter estimation of a three-dimensional site-specific groundwater flow and transport model: conservative tracer breakthrough curves (BTCs), first temporal moments of BTCs (m 1 ), and tracer cumulative mass discharge (M d ) through control planes combined with hydraulic head observations (h). High-resolution data obtained from a 410-day controlled field experiment at Vandenberg Air Force Base, California (USA), have been used. In this experiment, bromide was injected to create two adjacent plumes monitored at six different transects (perpendicular to groundwater flow) with a total of 162 monitoring wells. A total of 133 different observations of transient hydraulic head, 1,158 of BTC concentration, 23 of first moment, and 36 of mass discharge were used for sensitivity analysis and parameter estimation of nine flow and transport parameters. The importance of each group of transport observations in estimating these parameters was evaluated using sensitivity analysis, and five out of nine parameters were calibrated against these data. Results showed the advantages of using temporal moment of conservative tracer BTCs and mass discharge as observations for inverse modeling.
Introduction
Computer models are widely used to simulate groundwater flow and reactive transport of contaminants in remediation system design. Inverse modeling and associated sensitivity analysis are helpful in efficiently estimating the values of multiple parameters simultaneously and evaluating data shortcomings (Poeter and Hill 1997) . Inverse modeling has been used for decision making in groundwater management (Tiedeman and Gorelick 1993; Ulrich and Edwards 2003) , groundwater flow calibration (Anderman et al. 1996; Foglia et al. 2007; Rittmann and McCarty 2001; Yager 2004) , groundwater age problems (Ginn et al. 2009; Lovley et al. 1995) , and groundwater transport problems (Bekins et al. 1999; Edwards and Grbić-Galić 1994; Essaid et al. 2003) .
Conservative tracer experiments have been used to study flow and transport at both relatively homogenous sites in the USA-for example, Vandenberg Air Force Base, California (Mackay et al. 2012) , Borden, Ontario (Mackay et al. 1986) , and Cape Cod, Massachusetts (Leblanc et al. 1991 )-and heterogeneous sites such as, the Macrodispersion Experiment (MADE) site in Columbus, Mississippi (Barlebo et al. 2004) . To characterize the subsurface flow and transport parameters, several types of information derived from tracer experiments have been shown to be useful. These include travel-time distribution at transects perpendicular to the mean groundwater flow direction (Christensen et al. 2000; Cozzarelli et al. 2010; Lovley and Lonergan 1990; Rabus et al. 1993; RuizAguilar et al. 2002) , travel time based on peak concentration (Cozzarelli et al. 2010; Lovley and Lonergan 1990) , groundwater-flow velocity (Chen et al. 2008; Vanderborght et al. 2005) , temporal moments of breakthrough curves (BTC; Barth and Hill 2005a, b; Mehl and Hill 2001) , and mass discharge (Englert et al. 2009; Harvey and Gorelick 1995) . Harvey and Gorelick (1995) used time values at which different portions of total mass passed a sampler (arrival time quantile) as observations to estimate the spatial pattern of aquifer hydraulic conductivity of a hypothetical aquifer. Harvey and Gorelick's (1995) results showed that using quantiles for arrival time, rather than concentrations, is more efficient for estimation procedures, since it provides a single quantile to represent the critical information contained in a breakthrough curve constructed from many concentration measurements. Barth and Hill (2005a, b) used temporal moments of conservative tracer breakthrough curves as observations and found that these provide a robust form of observation for a transport problem, since parameter sensitivities are less susceptible to variability associated with numerical errors. Mehl and Hill (2001) used data from a conservative tracer experiment in a heterogeneous sand tank to develop a two-dimensional (2D) model. They reported that the choice of solution techniques can significantly influence the estimated values of hydraulic conductivity owing to the error and numerical dispersion associated with each method. They also reported that different solution techniques demonstrated little difference in sensitivity analysis results. Different types of transport observations can have different effects on different sensitivity analysis and parameter estimation results, which none of the aforementioned studies have examined. In this study, data from a long-term tracer test were used to explore this using a simplified three-dimensional (3D) flow and transport model.
In this study, used data from a conservative tracer experiment at a research site at Vandenberg Air Force Base (VAFB), California, were used to construct and calibrate a 3D groundwater flow and transport model. The experiment provided high-quality tracer data from a high-resolution network of monitoring wells. The breakthrough curve (BTC) concentration data and hydraulic head values were measured frequently during the experiment at six transects downgradient of the injection source and perpendicular to groundwater flow direction. The effect of different types of transport observations (i.e., breakthrough concentrations, temporal moment of breakthrough curves, and cumulative mass discharge of a conservative tracer) on sensitivity analyses and parameter estimation results was assessed. Calibrated model results were evaluated based on differences between simulated and observed breakthrough curves and resulting plume shapes.
Background of research site
The experimental site at VAFB includes the area at and downgradient of a former fuel service station. A gasoline leak was found in 1994 at the station, and, in 1995, tanks and piping were excavated and backfilled with relatively permeable media (Fig. 1) . Because many details on the characteristics of the site have already been discussed (Mackay et al. 2006; Wilson et al. 2002) , only relevant details are repeated here. Figure 1 presents boundaries of the 1995 excavation of leaking underground storage tanks and piping, the network of monitoring wells (E-series transects oriented cross-gradient and the background wells), and the location of the in situ aerobic biobarrier installed by VAFB. Downgradient of the backfill, several thin, horizontal, sandy layers exist within 8 m of the ground surface. Figure 2 is the cross-sectional view that represents the conceptual model of the subsurface at the site based on the prior site characterization. The S3 sand layer is the main pathway for groundwater flow and thus contaminant migration from the depth interval impacted by the former spill. The S2 sand layer is less permeable and does not extend beyond the road. The S4 sand layer is not reached by the excavation based on the available knowledge. Therefore, the S3 sand layer is assumed to be the primary advective pathway in the numerical model reported here.
Tracer test experiment
As illustrated in Fig. 1 , the experimental area was approximately 20 m wide and 70 m long (1,400 m 2 ); experimental details are reported in Mackay et al. (2012) . In brief, groundwater was extracted (400 ml/min) from two of the background wells (locations shown in Fig. 1 ) and the combined flows spiked at a much lower rate with concentrated bromide solution. The total rate of bromide injection averaged about 122 g/d but varied throughout the period despite frequent adjustments. The amount of bromide mass spiked was measured nearly every day, allowing the resolution in Fig. 3 which shows the measured bromide mass injection rate of the bromide tracer throughout the experiment. Spiked groundwater was split into six individual injection wells in the EAA transect (wells EAA 4, 5, and 6 to create a plume in lane A and wells EAA 11, 12, and 13 to create lane B; see Fig. 1 ). The injection of groundwater containing bromide began on 11 July 2005 and continued for 299 days, ending 6 May 2006. Groundwater extraction and injection was continued (but without the bromide spike) for an additional 110 days, ending 24 August 2006. A total of 162 monitoring wells in 5 different transects (control planes) perpendicular to the direction of groundwater flow were used to sample the groundwater aquifer at the time of this experiment ( Fig. 1) . Possible inequalities in splitting by the injection system were ignored in this study and it was assumed that injection flowrate was the same for lanes A and B (200 ml/min) and that all six injection wells had equal bromide mass injection rates.
Injected tracer was monitored at six different transects and a total of 162 monitoring wells. These monitoring well transects are labeled EA, EB, EC, ED, EH, EJ and EJP in Fig. 1 . Their distances from the injection wells (located in the EAA transect) are 1.7, 3.9, 7.8, 11.4, 35.3, and 44 .9 m, respectively. Throughout the course of the tracer experiment, the plume was monitored by 12 snapshot samplings. Duplicate samples were collected during sampling and analysis of samples was conducted by ion chromatography at UC Davis (Mackay et al. 2012) . Only a fraction of the duplicates were analyzed; when duplicate results were available, the average was used in this analysis. Before, during, and after the tracer injection, groundwater elevations at the site were monitored using standard methods.
Methods

Flow and transport model
The 3D conceptual model of the site consists of a laterally continuous uniform aquifer confined between two laterally continuous relatively less permeable aquitards (Fig. 2) . Processes accounted for included transport, dispersion, and diffusion of the tracer (assumed nonreactive). The previous Fig. 2 Vertical schematic illustrating the thin S3 aquifer within which the experiment was conducted (section AA′ in Fig. 1 ), and the approximate locations of the transects of wells. The injection of bromide-spiked groundwater occurred in the EAA transect, as indicated by the green arrow gasoline spill and other experiments at the site were assumed to have no impact on conservative solute transport during this experiment. Different values for porosity and hydraulic conductivity were assumed for the aquifer, aquitard layers, and backfilled excavation zones, based on site-specific analyses or literature ( Table 1) . The hydraulic gradient, as estimated based on groundwater elevation monitoring, was 0.0132 with a 95 % confidence interval of 0.0004 (Mackay et al. 2012) . Constant head boundary condition (based on head measurements) was used at the upstream and downstream limit of the study area. Other than two extraction wells and the six injection wells mentioned ( Fig. 1) , EJP wells were intermittently pumped, creating a minor increase in the velocity of the groundwater flowing through the upgradient EJ transect. All 23 EJP wells were pumped occasionally with a low extraction rate of 0.06 L/min for a separate field experiment. The date and duration of EJP pumping events are described in Mackay et al. (2012) . All groundwater extraction and pumping events are included in this modeling study to better represent the flow regime at the site. Recharge was assumed to be negligible in the modeled area during the experimental period. MODFLOW-2000 (Harbaugh et al. 2000) with preconditioned conjugate-gradient 2 (PCG2) (Hill 1990 ) was used to simulate the transient flow regime and head values. To simulate the transport, MT3DMS (Zheng 2010) was used. A third-order total-variation-diminishing (TVD) scheme (Harten , 1997 ) was used to solve the advection term, while the implicit general conjugate-gradient (GCG) was used to solve the dispersion and sink/source term. The model grid was oriented so that the groundwater flow direction was aligned with the model rows. The model area was 120 m in the direction of groundwater flow (X direction), 60 m in the direction perpendicular to it (Y direction), with (Mirkin et al. 1993; Patil et al. 1986 ) Tortuosity (τ, dimensionless) b 0.4 (Parker et al. 2004; Rasa et al. 2011) a Parameter values at the beginning of model development and before calibration or sensitivity analysis b Value of this parameter was not calibrated and was kept constant during this study the top 6 m of the subsurface considered (Z direction). The 3D finite difference grid consists of 130 rows, 230 columns, and 36 layers and was more refined around the plume area (0.36 m×0.18 m×0.10 m in X, Y, and Z directions, respectively). The grid Peclet number and Courant number (Eqs. 1 and 2) were checked to ensure convergence and stability of the transport model.
where Pe is the grid Peclet stability number, V is the average
, and Cr is the Courant stability number. The grid Peclet number is a measure of the level of oscillation (Batu 2006) . While it is usually suggested to select the grid spacing so that the Peclet number does not exceed 2, in many cases acceptable solutions with mild oscillation are achieved with grid Peclet numbers as high as 10 (Huyakorn and Pinder 1983) . A TVD solution scheme was shown to achieve satisfactory and mass conservative solutions at grid Peclet numbers of 5 and 14 (Zheng and Wang 1999) . The Courant number controls the oscillation of the numerical solution owing to temporal discretization, and it needs to be below 1 (Daus and Frind 1985) . In this study, the grid spacing was made sufficiently fine to keep the Peclet number low (varying between 0.36 and 3.6, depending on the value of dispersivity), and time discretization in the solution was such that the Courant number was always below 1.
Inverse model
The US Geological Survey (USGS) universal inverse modeling code, UCODE_2005 (Poeter et al. 2005 ) was used to perform sensitivity analysis and parameter estimation. Sensitivity analysis and calibration methods allow the modeler to explore the relations between different types of data and the processes represented in the model, including the testing of hypotheses about system structure.
The sensitivity analysis applied for this paper is suggested by Hill and Tiedeman (2007) , and includes computationally frugal local, or gradient, methods. Local sensitivity analysis methods use the sensitivities (derivatives) of simulated values with respect to parameters, and the sensitivities are evaluated at a specific set of parameter values. Statistics calculated with sensitivity analysis provide useful and immediate information about the importance of different observations, processes and parameters in the system design. Similar to the method described in Hill and Tiedeman (2007) , the objective function shown in Eq. 3 was used in this study to perform least-squares-based calibration of the groundwater model:
where S b À Á is the objective function value, b is the vector containing values of each of the np parameters being estimated, h, C, m 1 , and
), first temporal moment (T), and cumulative mass discharge (M) values, respectively; h′, C′, m′ 1 , and M′ d are the corresponding simulated values, nh, nc, nm 1 , and nm d are the number of hydraulic head, BTC concentration, first temporal moment, and mass discharge observations, respectively, and ω is the weight that corresponds to the observation and is based on statistics of the observation errors.
Fit independent statistics have first been used here to evaluate sensitivity of the system to parameters and observations. They include: dimensionless scaled sensitivity (DSS), composite scaled sensitivity (CSS), and parameter correlation coefficient (PCC):
where y i ′ is the simulated value corresponding to the ith observation (y i ), b j is the jth parameter, n obs is the number of observations, cov (b) jk is the covariance between jth and kth parameters and var(b) jj and var(b) kk are the variances of each of the jth and kth parameters (Hill and Tiedeman 2007) . DSS is used to evaluate the importance of an individual observation in the estimation of each parameter, while CSS indicates the importance of observations as a whole to a single parameter, compared with the accuracy on the observation (Barth and Hill 2005a) . A larger DSS indicates greater importance of the observation relative to its error, and a large CSS value indicates a parameter for which more information is provided by all observations. PCC is calculated for each possible pair of the model parameters in UCODE_2005. It indicates whether there is a unique parameter estimation result for each pair, given the observation and model. Usually when all PCC values are less than 0.95, it is assumed that parameter values can be estimated uniquely (Hill and Tiedeman 2007) . Parameter sensitivity and correlation results were used to design a productive regression and identify important observations.
Observations and weighting method
Four categories of observations were used in this study: hydraulic head, BTC concentrations, temporal first moments of BTCs, and tracer mass discharge through transects (Table 2) . Throughout the experiment, hydraulic head was measured at the S3 aquifer and tracer concentration was measured at six monitoring well transects with full aquifer screens (Fig. 1) . A total of 133 hydraulic head values and 1,158 concentrations were selected as observations. The temporal first moment of the breakthrough curve is representative of the arrival time of the center of the mass (thus, it is different from the travel time); it is defined using Eq. (7). Groundwater sampling at three transects (ED, EH, and EJ) started earlier and was conducted more frequently than for transects EA, EB, and EC. Therefore, breakthrough curves from wells located in transects ED, EH, and EJ were used to calculate the observed values of temporal first moments. Monitoring wells that were completely outside the two bromide lanes were not included in the first moment calculations, since the breakthrough curves at those wells were relatively noisy and would have a misleading value of first moments. A total of 23 values of temporal first moments were selected as observations.
The amount of bromide mass discharged through a well transect (control plane) orthogonal to the direction of groundwater flow was calculated using concentration measurements at full screen thickness monitoring wells. A commonly used form of the Thiessen Polygon Method
where n mw is the number of sampling segments in the control plane, C is the concentration of the solute in discrete samples
), i is the groundwater hydraulic gradient at the control plane, and A is the area of the aquifer associated to each sampling point (L 2 ). As mentioned, more refined BTC data were available at three transects of ED, EH, and EJ, which made it possible to calculate mass discharge values at 12 time points throughout the experiment (Mackay et al. 2012) . These 36 values of mass discharge were used in the inverse model as the fourth group of model observations.
Objective functions such as that shown in Eq. (3) are usually weighted to account for different units, measurement uncertainty, and precision of different observations contributing to the objective function. Generally, precise determination of observation weights is not possible because the information available on observation errors is not sufficient; rather, the aim is usually to limit the weights so that sensitivity analysis results and parameter calibration are consistent ). In this study, different weighting methods for different groups of observations were applied. Hydraulic head observations at monitoring wells ranged from 8.6 to 9.6 m above mean sea level (Table 2 ). In all, 1 % of the entire head loss in the model (the upper boundary minus the lower boundary condition: 1.6 m) was used as the standard deviation of simulated head values and was applied uniformly to all of the head observations. Tracer BTCs at the monitoring wells were in a wider range of 0-350 mg/L; therefore, it is reasonable to apply weights that are functions of observation values (e.g., coefficient of variation; Hill and Tiedeman 2007) . To weight the tracer BTCs, a coefficient of variation of 10 % was applied to observations that were larger than 31 mg/L. For observations that were smaller than 31 mg/L, a standard deviation of 3.1 mg/L (within the estimated background bromide concentration at the site during this experiment) was applied to the breakthrough concentration observations. The temporal first moment of breakthrough curve (m 1 ) and cumulative mass discharge (M d ) observations were calculated based on the concentration measurements; therefore, the uncertainties associated with these groups of observations were evaluated based on the error in concentration measurements. The standard deviation and coefficient of variation in concentration observations (Table 2) were used to create a normal probability function and generate 1,000 random populations. The m 1 and M d values were then quantified for each of the 1,000 populations and the corresponding standard deviations were used to weight the first moment and cumulative mass discharge observations. To examine the impact of different types of transport observations derived from a tracer injection experiment, sensitivities of the model parameters were evaluated using three approaches, each having a different combination of observations: (1) hydraulic head and BTC concentrations, (2) hydraulic head and temporal first moment of BTC, and (3) hydraulic head and mass discharge values. The sensitivity analysis and parameter correlation results in each approach were used to select a subset of parameters for parameter estimation.
Results
Sensitivity analysis
Sensitivity of all model parameters (listed in Figs. 4 and 5) with respect to observations was evaluated using UCODE_2005. To compare the effects of different transport observations (BTC, m 1 , and M d ) sensitivity analysis was performed for the three approaches described above using the same initial parameter value (Table 1 ). Figure 4 shows the comparison between the sensitivity of model parameters to individual observations using the DSS plots (Fig. 4) , while parameter sensitivity to observations as a whole was assessed using the CSS measure (Fig. 5 ). 1), hydraulic conductivity and porosity of the aquifer had the highest CSS value and were the most sensitive parameters. Longitudinal and transverse horizontal dispersivities were the most sensitive among the other parameters. Effective diffusion coefficient and aquitard hydraulic conductivity were the least sensitive parameters. Figure 4 shows how different observations impact the sensitivity of each parameter. Each cell in Fig. 4 represents an observation data point in either space or time. In the first approach, BTC from transects closer to the injection wells (EA-ED) had more contribution to sensitivity of aquifer hydraulic conductivity and dispersivity compared with wells further downgradient (EH and EJ; Fig. 4a ). Figure 4a shows that there are two distinguishable DSS levels detected for EA wells. This is perhaps because injection was performed in two different lanes (lane A and lane B, as shown in Fig. 1) ; BTC data from wells that were located within the plumes had higher DSS values than data from the wells that were outside the plume. For transects that are further downgradient (EJ), the two injection lanes are laterally dispersed and cover a larger width; therefore, the difference between DSS values within each well transect is less obvious. Absolute PCC values very close to 1.0 indicate that observations do not provide enough information to estimate parameters uniquely (Hill and Tiedeman 2007) . Absolute PCC values >0.90 are summarized in Table 3 for all three approaches.
As in approach 1, hydraulic conductivity and porosity of the aquifer were the most sensitive parameters and aquitard hydraulic conductivity, transverse horizontal dispersivity, and diffusion coefficient were the least sensitive parameter in approaches 2 and 3 (Fig. 5) . Sensitivity of the model to transverse vertical dispersivity, effective diffusion coefficient, and aquitard porosity was higher (by a factor of 2-3) when m 1 or M d observations were used instead of BTC. Figure 4b shows that first temporal moments of BTC from wells that are within the plume but further downgradient (EJ wells) were more important observations to estimate hydraulic conductivity and porosity of the aquifer (higher DSS) than the wells that are closer to the injection wells (e.g., ED , Fig. 4b) ; however, within each monitoring transect first moments show similar DSS. This is because the monitoring transects are perpendicular to the groundwater flow direction and slight changes in aquifer parameters during perturbation has similar effects on the first moments of the wells located on the same transect. Several high PCC values were reported by the model in the second approach (Table 3 ). Figure 4c shows that when cumulative mass discharge values through monitoring transects at different times were used as observations (approach 3), earlier monitoring of tracer arrival at well transects is more important in estimating the model parameters. Unlike approach 1, M d observations from transects further downgradient had higher DSS values for longitudinal and transverse horizontal dispersivities.
Results of parameter correlation analysis (shown in Table 1 ) in the three proposed approaches with three different sets of observations as noted in Table 2 . Within each approach, CSS values are presented as the ratio to the maximum value. Sensitivity analysis was performed at the same initial parameter values (Table 1) for all three approaches. αT-ratio and αV-ratio represent the ratio of transverse horizontal and transverse vertical dispersivity to longitudinal dispersivity, respectively porosity and between diffusion coefficient and aquitard porosity were 0.99 and −0.99, respectively. For approach 3, transverse horizontal dispersivity and transverse vertical dispersivity were highly correlated with longitudinal dispersivity, and diffusion coefficient had high correlation with aquitard porosity (Table 3) . The list of parameters to be calibrated (Table 4) was determined based on analyzing the sensitivity of the parameters (Figs. 4 and 5 ) and the parameter correlation coefficients (Table 3) . Parameters with high correlations were kept constant during calibration and fixed to their initial values (listed in Table 1 ). For example, based on core sampling measurements and site characterization data, a fixed value of aquifer porosity at 0.35 was chosen.
Parameter estimation
Parameters were estimated using the three approaches discussed previously, and results are presented in Table 4 . Model outputs with optimized parameters are compared to observed values and to results obtained with the other approaches in Figs. 6, 7, 8 and 10 .
The calibrated aquifer hydraulic conductivity values for the three models were within a narrow range of 10.89-16.96 m/d, which is consistent with previous investigations at the site (Mackay et al. 2012) . The estimated values of aquitard hydraulic conductivity and hydraulic conductivity of the backfill area for the three approaches varied over a wider range compared to estimated aquifer hydraulic conductivity (Table 4 ). The backfilled hydraulic conductivity (K x-backfill ) value estimated using approach 1 was lower than that of the aquifer. Most of the investigations at the site have been focused on the aquifer characterization. Therefore there are no available data to reject the range of variability of aquitard hydraulic conductivity and hydraulic conductivity of the backfill area.
All three approaches resulted in longitudinal dispersivity values between 0.18 and 0.55 m, that is, within the values expected from examination of other analyses previously done at the site. The transverse horizontal dispersivity value estimated by the second approach was 0.02 times the corresponding longitudinal dispersivity value, which is within the expected range of this parameter based on the available knowledge from this site (e.g., Rasa et al. 2013) .
Values of the simulated versus observed hydraulic heads for all three approaches are compared in Fig. 6 , while Fig. 7 presents the simulated and field measured bromide breakthrough curves at four monitoring wells arbitrarily chosen from four different monitoring well transects at the site. While the three approaches resulted in relatively similar values of hydraulic heads, the second and the third approach reproduced the best fit to the maximum breakthrough concentration data, as shown in Fig. 7 . This figure also indicates that the tracer arrival time was better represented for EC and ED transects, whereas the elution of the tracer was best reproduced by EH and EJ simulated results. Comparing the simulated and observed breakthrough curves for the three approaches indicated that the overall trend of the tracer was simulated by the model, although the maximum concentration at transects closer to the injection wells (EA-ED) was not matched. Values of observed versus simulated temporal first moments (approach 2) of breakthrough curves are compared in Fig. 8 . The first moment of a breakthrough curve is representative of the arrival time of the center of mass of the tracer, based on Eq. 7. That is why the simulated values of first moments for monitoring wells located on the same transects are very close to each other. Based on the measured tracer concentrations, mass discharge values through ED, EH, and EJ transects were calculated. Figure 9 compares the values of simulated and observed mass discharge values (approach 3). For the first 300 days of injection, a good match was simulated by the model for mass discharge values through the ED, EH and EJ transects. The total cumulative mass discharged through EH and EJ after 460 days was slightly underestimated by the model. The model shows more tailing of the tracer than was observed in the EH and EJ transects (Fig. 9 ). As these transects are farther from the injection source than ED, it would be expected that tailing in the S3 aquifer would be more pronounced due to diffusion into and back out of the under-and over-lying silty and clayey silty aquitards. Thus, Fig. 9 indicates that model approach 3 overestimates the diffusive effects. Fig. 7 Comparison of observed versus simulated breakthrough curves for four arbitrarily chosen wells (EC11, ED16, EH20, and EJ15) from four different transects. Approaches 1-3 refer to the parameter estimation methods described in Table 2 Comparing simulated versus observed values of hydraulic head in S3 aquifer for the three inverse modeling approaches proposed (i.e., approach 1: using hydraulic head combined with BTCs observations; approach 2: using hydraulic head combined with temporal first moment of breakthrough curve observations; approach 3: using hydraulic head combined with cumulative mass discharge observations). Units are meters above mean sea level
Discussion
Results of this case study provide the opportunity to examine the efficiency of calibrating a flow and transport model based on a given set of data from a tracer test (i.e., hydraulic head and tracer concentration). To evaluate the performance of the calibrated model in reproducing the plume behavior, the simulated concentrations at all 162 monitoring wells using calibrated approaches 1-3 were used to create plots of plume shapes. Figure 10a compares the observed plume shape and the three simulated plumes at 73 days. These simulated plumes represent the production of plumes from the two side-by-side injection lanes. Figure 10b ,c compare the same plumes at 244 days (nearest to the maximum concentration at all monitoring wells) and 343 days (elution of plumes from the site), respectively. Comparison of the results shows that the plume shape and concentrations predicted by calibration approach 2 (where first temporal moments of breakthrough curves were used as the observation) are the closest to the plots of observed plume concentrations. The tailing of the plume and elution time were also well represented by the calibrated model when the second approach was used. The possible reason why using the breakthrough curve moments was the most efficient in calibrating the model is presented here. When temporal first moment of the breakthrough curve was used, the calibration aimed to match the arrival time of the center of the mass at each monitoring location, providing better matches to breakthrough and elution time at each location. This has resulted in a generally better fit to the observed tracer concentration throughout the plume at different times (Fig. 10) . Additionally, sensitivity analysis results calculated for temporal moments of BTCs are usually less sensitive to numerical errors in highly advective systems such as is the case in this study (Barth and Hill 2005b; Cirpka and Kitanidis 2000) . Using BTC moments has another advantage in that they provide feedback to the model and remain sensitive even when the observed and simulated BTCs do not overlap (Barth and Hill 2005a) .
The estimated value of K x-backfill was higher than that of the estimated K x-aquifer in approach 2. This is as expected, since the excavated area was backfilled with coarser material which is expected to have a higher hydraulic conductivity. Adding prior information on the K x-backfill parameter could help with better estimation of this parameter in approach 3. Also, adding prior information on transverse horizontal dispersivity can perhaps lower the parameter correlation coefficient between longitudinal dispersivity (α L ) and horizontal transverse dispersivity (α T ) in approach 1 and allow estimation of horizontal dispersivity. Prior information Observed first moments (days)
Simulated equivalent (days)
ED wells EH wells EJ wells Fig. 8 Observed versus simulated values of first moments of breakthrough curves after model calibration when head measurements and first moments of breakthrough curves were used to calibrate the model (approach 2). ED, EH and EJ are three monitoring well transects downgradient of the injection wells ( Fig. 1) that were monitored over the course of this tracer experiment at VAFB on dispersivity parameters was not available at the time of this study and, therefore, prior values have not been included in the regressions. Future work will take into account the effect of prior information on parameter estimation results (including reactive transport modeling parameters). Appropriate weighting of different observation groups had a great impact on parameter estimation results in this study. Weights need to reflect the relative accuracy of the measurements. A better match to BTCs was observed when these observations were weighted as a percent of the observed value, which is expressed as coefficient of variation (Table 2; parameter estimation results using uniform weighting are not presented here). Overall, examining the available observations, associated measurement errors, determining more important observations, and choosing an effective weighting method showed to be a critical first step in this inverse modeling study.
Effective remediation and decision making at contaminated sites requires a good understanding of different properties of the aquifer. Non-reactive tracer tests are an excellent way to yield new information on the fate and transport of solutes. Results of tracer tests can be used to better characterize and estimate some of the unknown parameters such as hydraulic conductivity, porosity, and dispersivity. These estimated values can be used later in conceptual fate and transport models of reactive solutes and remediation designs. Using models calibrated against different sets of observations derived from the same set of field data allows the analysis of the different estimated parameter values and the comparison of the different model outcomes.
similar. Examining the available observations, identifying the important observations and parameters using sensitivity analysis, and applying an effective weighting method that reflects the relative accuracy of the measurements were crucial steps of this inverse modeling study. This study shows that assessing different model outputs (e.g., mass discharge over time, temporal moments, etc.) and efficiently calibrating them require different types of observations. If enough knowledge of the site and enough data are available, it is possible to derive observations (such as moments of breakthrough curve and tracer mass discharge through control planes) from a conservative tracer experiment to constrain the range of calibration parameters.
