On principal congruences in distributive lattices with a commutative
  monoidal operation and an implication by Jansana, Ramon & Martin, Hernan Javier San
ar
X
iv
:1
80
4.
06
93
3v
1 
 [m
ath
.L
O]
  1
8 A
pr
 20
18
ON PRINCIPAL CONGRUENCES IN DISTRIBUTIVE LATTICES
WITH A COMMUTATIVE MONOIDAL OPERATION AND AN
IMPLICATION
RAMON JANSANA AND HERNA´N JAVIER SAN MARTI´N
Abstract. In this paper we introduce and study a variety of algebras that
properly includes integral distributive commutative residuated lattices and
weak Heyting algebras. Our main goal is to give a characterization of the
principal congruences in this variety. We apply this description in order to
study compatible functions.
1. Introduction
It is very convenient to have good descriptions of the principal congruences of the
algebras of a variety. One type of description is having first-order definable principal
congruences. A much simpler and useful type of description is having equationally
definable principal congruences. This concept was introduced in [20, 21]. Recall
that a variety V has equationally definable principal congruences (EDPC) if there
exists a finite family of quaternary terms {ui, vi}
r
i=1 such that for every algebra A
in V and every principal congruence θ(a, b) of A1, it holds that (c, d) ∈ θ(a, b) if
and only if ui(a, b, c, d) = vi(a, b, c, d) for each i = 1, . . . , r. The property EDPC
is also of logical interest because an algebraizable logic whose equivalent algebraic
semantics is a variety V has some form of deduction-detachment theorem if and
only if the variety V has EDPC, a consequence of a more general result proved by
Blok and Pigozzi in [5, Thm. 5.5](see also [19, Thm. 3.85]).
There are varieties that do not have EDPC but where it is still possible to have a
good characterization of the principal congruences with the following local version
of EDPC: there exists a finite family of quaternary terms {u(i,n,k), v(i,n,k)}
r
i=1 (with
n, k ≥ 0) such that for every principal congruence θ(a, b) of any algebra A in the
variety it holds that (c, d) ∈ θ(a, b) if and only if there exist n, k ≥ 0 such that
u(i,n,k)(a, b, c, d) = v(i,n,k)(a, b, c, d) for every i = 1, . . . r. We say that a variety
of algebras has locally equationally definable principal congruences if there exists
a finite family of quaternary terms such that in every algebra of the variety they
define the principal congruences in the way just described. In particular, the vari-
ety of commutative residuated lattices has locally equationally definable principal
congruences (it can be deduced from results of [1]) and the variety of weak Heyting
algebras has this property too [29, Theorem 2.2]. The concept of locally equation-
ally definable principal congruences for quasivarieties is introduced in [4], in an
equivalent form. From the logical point of view it is related to the notion of having
a local deduction theorem.
The main goal of the paper is to prove that a variety of algebras that properly
includes the integral distributive commutative residuated lattices [23] and the weak
Heyting algebras [14, 3] has locally equationally definable principal congruences. We
1If A is an algebra and a, b ∈ A, then θ(a, b) denotes the principal congruence of A generated
by (a, b), i.e., the smallest congruence of A that contains (a, b).
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call the members of this variety distributive lattices with a commutative monoidal
operation and an implication and we denote the variety by DLCMI.
The second goal of the paper is the study of compatible functions of algebras
in DLCMI, by applying the characterization of the principal congruences. Given
an algebra A and a function f : An → A, we say that f is compatible if every
congruence of A is a congruence of A enriched with f as a new operation. The
principal congruences are closely related to compatible functions. For instance, if
f : A → A is a function, then f is compatible if and only if (f(a), f(b)) ∈ θ(a, b)
for every a, b ∈ A. Furthermore, certain algebraizable logics whose equivalent alge-
braic semantics are varieties are also connected with compatible functions. Caicedo
showed in [8] that in any axiomatic expansion L′ of an algebraizable logic L by
adding only new connectives that are implicitly definable, the new connectives can
be translated to compatible functions (whenever they exist) in the algebras of the
equivalent algebraic semantics of the initial logic L. Therefore, the principal con-
gruences in a variety that is the equivalent algebraic semantics of an algebraizable
logic L (which has an axiomatic expansion L′ with the above mentioned property)
is also strongly linked with properties of L′.
The paper is organized as follows. In Section 2 we provide the basic definitions
and results. In Section 3 we show that DLCMI has locally equationally definable
principal congruences. In particular, we obtain known characterizations of the prin-
cipal congruences of weak Heyting algebras and integral distributive commutative
residuated lattices. The first one was obtained in [29], and the second is part of
the folklore and it follows easily from [1]. In Section 4 we apply the results of the
previous section to study compatible functions in DLCMI. Finally, in Section 5 we
establish other connections with existing literature.
2. Basic definitions and results
In what follows we start by recalling the definitions of commutative residuated
lattice and weak Heyting algebra respectively.
Definition 1. An algebra (A,∧,∨, ·,→, e) of type (2, 2, 2, 2, 0) is said to be a com-
mutative residuated lattice if the following conditions are satisfied:
(1) (A, ·, e) is a commutative monoid,
(2) (A,∧,∨) is a lattice,
(3) for every a, b, c ∈ A, a·b ≤ c if and only if a ≤ b→ c.
A commutative residuated lattice (A,∧,∨, ·,→, e) is distributive if its lattice
reduct is distributive and it is integral if the unit of the monoid is the largest
element of the lattice reduct. We write IDCRL for the variety of integral distributive
commutative residuated lattices. Since the class of commutative residuated lattices
is a variety, then IDCRL is a variety.
Definition 2. An algebra (A,∧,∨,→, 0, 1) of type (2, 2, 2, 0, 0) is a weak Heyting
algebra if the reduct algebra (A,∧,∨, 0, 1) is a bounded distributive lattice and →
is a binary operation such that satisfies the following conditions for all a, b, c ∈ A:
(1) (a→ b) ∧ (a→ c) = a→ (b ∧ c),
(2) (a→ c) ∧ (b→ c) = (a ∨ b)→ c,
(3) (a→ b) ∧ (b→ c) ≤ a→ c,
(4) a→ a = 1.
We denote by WH the variety of weak Heyting algebras.
In what follows we introduce a variety that properly contains the variety of inte-
gral distributive commutative residuated lattices and the variety of weak Heyting
algebras. This is the variety that we study in this paper.
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Definition 3. An algebra (A,∧,∨, ·,→, 1) of type (2, 2, 2, 2, 0) is a distributive
lattice with a commutative monoidal operation and an implication if for every
a, b, c ∈ A the following conditions are satisfied:
(1) (A,∧,∨) is a distributive lattice,
(2) 1 is the largest element of (A,∧,∨),
(3) (A, ·, 1) is a commutative monoid,
(4) (a→ b) ∧ (a→ c) = a→ (b ∧ c),
(5) (a→ c) ∧ (b→ c) = (a ∨ b)→ c,
(6) a→ a = 1,
(7) (a ∨ b)·c = (a·c) ∨ (b·c),
(8) (a→ b)·(b→ c) ≤ a→ c,
(9) a→ b ≤ (a·c)→ (b·c).
We denote by DLCMI the variety of algebras given in Definition 3 and we refer
to its members as DLCMIs.
Let A ∈ DLCMI. The following conditions are satisfied for all a, b, c ∈ A:
1) If a ≤ b, then a·c ≤ b·c, b→ c ≤ a→ c, and c→ a ≤ c→ b.
2) a·b ≤ a ∧ b.
3) a·b ≤ a.
4) 1→ a ≤ b→ (a·b).
Lemma 1. IDCRL is a subvariety of DLCMI.
Proof. It follows from straightforward computations based on properties of integral
commutative residuated lattices [23]. 
Lemma 2. The variety WH can be seen as a subvariety of DLCMI, namely the
subvariety that is defined by the equation x∧ y ≈ x·y. More precisely, we have that
(A,∧,∨,→, 0, 1) ∈WH if and only if (A,∧,∨,∧,→, 1) ∈ DLCMI.
Proof. In order to show thatWH can be seen as a subvariety of DLCMI, we will prove
that the inequality a→ b ≤ (a ∧ c)→ (b∧ c) holds in weak Heyting algebras, since
the rest of the items can be proved easily. Since a∧c ≤ a, then a→ b ≤ (a∧c)→ b.
But (a∧c)→ (b∧c) = (a∧c)→ b, so we conclude that a→ b ≤ (a∧c)→ (b∧c). 
Now we will give an example of an algebra in DLCMI that is neither a weak
Heyting algebra nor an integral distributive commutative residuated lattice.
Example 1. Let H3 = {0, a, 1} be the chain of three elements with 0 < a < 1.
The algebra (H3,∧,∨,→, 1) belongs to WH, where → is given by x → y = 1 for
every x, y ∈ H3. Following the convention given in Lemma 2 we also can say that
HWH3 = (H3,∧,∨,∧,→, 1) ∈ WH. Let H
MV
3 = (H3,∧,∨,⊙,→, 1) be the MV-chain
of three elements presented as a residuated lattice [16]. The product and implication
→ in HMV3 are given in the following tables:
⊙ 0 a 1
0 0 0 0
a 0 0 a
1 0 a 1
→ 0 a 1
0 1 1 1
a a 1 1
1 0 a 1
We define A as the product algebra HMV3 × H
WH
3 . Since H
MV
3 , H
WH
3 ∈ DLCMI
and DLCMI is a variety, then A ∈ DLCMI. Since (a, a)·(a, a) = (0, a), (a, a) ∧
(a, a) = (a, a) and 0 6= a, then (a, a)·(a, a) 6= (a, a) ∧ (a, a), so A /∈ WH. In
order to show that A /∈ IDCRL notice that (x, y)·(z, w) = (x ⊙ z, y ∧ w) for every
x, y, z, w ∈ H3. Since (a, a)→ (0, 0) = (a, 1) then (a, a) ≤ (a, a)→ (0, 0). However
(a, a)·(a, a) = (0, a)  (0, 0). Therefore, A /∈ IDCRL.
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It follows from Example 1 thatWH and IDCRL are proper subvarieties of DLCMI.
Besides, WH and IDCRL are incomparable varieties. In order to show it, first note
that HMV3 ∈ IDCRL and H
MV
3 /∈WH because a⊙ a = 0 and a ∧ a 6= 0. Finally note
thatHWH3 ∈ WH andH
WH
3 /∈ IDCRL, which follows from the fact that 1 ≤ 1 = 1→ a
and 1 ∧ 1 = 1  a.
We have the following picture:
DLCMI
WH
✉✉✉✉✉✉✉✉✉
IDCRL
❑❑❑❑❑❑❑❑❑❑
The following elementary lemma allows us to give an alternative presentation for
DLCMIs.
Lemma 3. Let A be an algebra of type (2, 2, 2, 2, 0) which satisfies the conditions
1), . . . , 8) of Definition 3. The following conditions are equivalent:
1) A satisfies condition 9) of Definition 3.
2) For every a, b, c, d ∈ A, (a→ b)·(c→ d) ≤ (a·c)→ (b·d).
Proof. Assume condition 9). We have that a → b ≤ (a·c) → (b·c) and c → d ≤
(b·c)→ (b·d). Then
(a→ b)·(c→ d) ≤ ((a·c)→ (b·c))·((b·c)→ (b·d))
≤ (a·c)→ (b·d).
Conversely, suppose that for every a, b, c, d ∈ A the inequality (a → b)·(c → d) ≤
(a·c)→ (b·d) is satisfied. Then
a→ b = (a→ b)·1
= (a→ b)·(c→ c)
≤ (a·c)→ (b·c),
which was our aim. 
3. Principal congruences
In [14] it was proved that WH does not have EDPC. Hence, DLCMI does not
have EDPC either. In this section we prove that DLCMI has locally equationally
definable principal congruences.
Definition 4. A variety of algebras V has locally equationally definable principal
congruences if there exists a finite family of quaternary terms {u(i,n,k), v(i,n,k)}
r
i=1
(with n, k ≥ 0) such that for every A ∈ V and a, b ∈ A it holds that for every c, d ∈
A, (c, d) ∈ θ(a, b) if and only if there exist n, k ≥ 0 such that u(i,n,k)(a, b, c, d) =
v(i,n,k)(a, b, c, d) for every i = 1, . . . r.
We start with some preliminary definitions and technical results.
If A is an algebra, we denote by Con(A) the lattice of the congruences of A. We
refer by DL to the variety of distributive lattices [2, 6]. The following lemma is part
of the folklore of distributive lattices.
Lemma 4. Let A ∈ DL, θ ∈ Con(A) and a, b ∈ A. If there is c ∈ A such that
(a ∧ c, b ∧ c) ∈ θ and (a ∨ c, b ∨ c) ∈ θ, then (a, b) ∈ θ.
Lemma 5. Let A ∈ DL, θ ∈ Con(A), (a, b) ∈ θ and c, d ∈ A.
If (c ∧ a ∧ b, d ∧ a ∧ b), (c ∨ a ∨ b, d ∨ a ∨ b) ∈ θ, then (c, d) ∈ θ.
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Proof. Since (a, b) ∈ θ, then (a∧ b, b) ∈ θ and (a∨ b, b) ∈ θ. Thus, (a∧ b, a∨ b) ∈ θ.
This implies that (c ∨ (a∧ b), c∨ a∨ b) ∈ θ and (d∨ (a ∧ b), d∨ a∨ b) ∈ θ. Since by
hypothesis (c ∨ a ∨ b, d ∨ a ∨ b) ∈ θ then
(1) (c ∨ (a ∧ b), d ∨ (a ∧ b)) ∈ θ.
By hypothesis we also have that
(2) (c ∧ (a ∧ b), d ∧ (a ∧ b)) ∈ θ.
Therefore, it follows from (1), (2) and Lemma 4 that (c, d) ∈ θ. 
Let A ∈ DLCMI, n ≥ 1 and a, b ∈ A. We define inductively an by setting a0 := 1
and an := a·an−1. We also define 0(a) = a, (a) = 1 → a and the iterated
operation n in the usual way. We also define
a↔ b := (a→ b) ∧ (b→ a),
tn(a, b) := 
0(a↔ b) ∧(a↔ b) ∧ · · · ∧n(a↔ b).
Remark 1. Let A ∈ DLCMI, n ≥ 1 and a, b ∈ A.
a) If k is a natural number, we write tkn(a, b) in place of (tn(a, b))
k.
b) The map  preserves finite meets. In particular  is monotonic, i.e., if a ≤ b
then (a) ≤ (b).
We will prove in Theorem 10 that DLCMI has locally equationally definable
principal congruences by the set QT of the following quaternary terms:
- u1,n,k(x1, x2, y1, y2) := (t
k
n(x1, x2)·(y1 ∧ x1 ∧ x2)) ∨ (y2 ∧ x1 ∧ x2),
- v1,n,k(x1, x2, y1, y2) := y2 ∧ x1 ∧ x2,
- u2,n,k(x1, x2, y1, y2) := (t
k
n(x1, x2)·(y2 ∧ x1 ∧ x2)) ∨ (y1 ∧ x1 ∧ x2),
- v2,n,k(x1, x2, y1, y2) := y1 ∧ x1 ∧ x2,
- u3,n,k(x1, x2, y1, y2) := (t
k
n(x1, x2)·(y1 ∨ x1 ∨ x2)) ∨ (y2 ∨ x1 ∨ x2),
- v3,n,k(x1, x2, y1, y2) := y2 ∨ x1 ∨ x2,
- u4,n,k(x1, x2, y1, y2) := (t
k
n(x1, x2)·(y2 ∨ x1 ∨ x2)) ∨ (y1 ∨ x1 ∨ x2),
- v4,n,k(x1, x2, y1, y2) := y1 ∨ x1 ∨ x2,
- u5,n,k(x1, x2, y1, y2) := t
k
n(x1, x2) ∨ (y1 ↔ y2),
- v5,n,k(x1, x2, y1, y2) := y1 ↔ y2.
with n, k natural numbers.
To achieve our goal, for any A ∈ DLCMI and a, b ∈ A we define the binary
relation R(a, b) as follows: (c, d) ∈ R(a, b) if and only if there are natural numbers
n and k that satisfy the following conditions:
(C1) tkn(a, b)·(c ∧ a ∧ b) ≤ d ∧ a ∧ b and t
k
n(a, b)·(d ∧ a ∧ b) ≤ c ∧ a ∧ b,
(C2) tkn(a, b)·(c ∨ a ∨ b) ≤ d ∨ a ∨ b and t
k
n(a, b)·(d ∨ a ∨ b) ≤ c ∨ a ∨ b,
(C3) tkn(a, b) ≤ c↔ d.
We say that (n, k) is a pair of natural numbers associated with (c, d).
Remark 2. Let A ∈ DLCMI and a, b ∈ A.
a) tn+1(a, b) ≤ tn(a, b) and t
k+1
n (a, b) ≤ t
k
n(a, b). Hence, t
p
m(a, b) ≤ t
q
n(a, b) when-
ever n ≤ m and q ≤ p.
b) Let (c, d), (c′, d′) ∈ R(a, b) and (p, q), (r, s) pairs of natural numbers asso-
ciated with (c, d) and (c′, d′) respectively. Consider n := max{p, r} and
k := max{q, s}. It follows from the previous item that (n, k) is a pair of
natural numbers associated with (c, d) and (c′, d′).
Let A ∈ DL and θ an equivalence relation on A. It is easily seen that in this case
θ is a congruence if and only if the following two conditions hold:
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1) For every a, b, c ∈ A, if (a, b) ∈ θ, then (a ∧ c, b ∧ c) ∈ θ.
2) For every a, b, c ∈ A, if (a, b) ∈ θ, then (a ∨ c, b ∨ c) ∈ θ.
In the next lemma we will use the above mentioned property.
Lemma 6. Let A ∈ DLCMI and a, b ∈ A. Then (a, b) ∈ R(a, b) and R(a, b) is a
congruence of the lattice reduct of A.
Proof. First we prove that (a, b) ∈ R(a, b). Note that since a ↔ b ≤ 1, then
(a ↔ b)·(a ∧ b) ≤ a ∧ b and (a ↔ b)·(a ∨ b) ≤ a ∨ b. Besides a ↔ b ≤ a ↔ b. Thus
we have that conditions (C1), (C2) and (C3) in the definition of R(a, b) hold for
(a, b). Therefore, (a, b) ∈ R(a, b). Now we prove that R(a, b) is a congruence of the
lattice reduct of A.
(i) We will prove that R(a, b) is an equivalence relation. The reflexivity and the
symmetry are immediate. In order to prove the transitivity, consider (c, d) ∈ R(a, b)
and (d, e) ∈ R(a, b). It follows from Remark 2 that there is a pair of natural numbers
(n, k) associated with (c, d) and (d, e). Then
t2kn (a, b)·(c ∧ a ∧ b) = t
k
n(a, b)·t
k
n(a, b)·(c ∧ a ∧ b)
≤ tkn(a, b)·(d ∧ a ∧ b)
≤ e ∧ a ∧ b.
In a similar way it can be proved that t2kn (a, b)·(e ∧ a ∧ b) ≤ c ∧ a ∧ b, t
2k
n (a, b)·(c ∨
a ∨ b) ≤ e ∨ a ∨ b, and t2kn (a, b)·(e ∨ a ∨ b) ≤ c ∨ a ∨ b. Finally we will see that
t2kn (a, b) ≤ c ↔ e. Note that t
k
n(a, b) ≤ c → d, t
k
n(a, b) ≤ d → c, t
k
n(a, b) ≤ d → e
and tkn(a, b) ≤ e→ d. Then
t2kn (a, b) ≤ (c→ d)·(d→ e)
≤ c→ e.
In a similar way we can show that t2kn (a, b) ≤ e→ c. Thus,
t2kn (a, b) ≤ (c→ e) ∧ (e→ c).
Hence, R(a, b) is a transitive relation.
(ii) Let (c, d) ∈ R(a, b). We will prove that (c∧ e, d∧ e) ∈ R(a, b). We have that
tkn(a, b)·((c ∧ e) ∧ a ∧ b) ≤ t
k
n(a, b)·(c ∧ a ∧ b)
≤ d ∧ a ∧ b
and tkn(a, b)·((c ∧ e) ∧ a ∧ b) ≤ e. Thus, t
k
n(a, b)·((c ∧ e) ∧ a ∧ b) ≤ (d ∧ e) ∧ a ∧ b.
The same argument shows that tkn(a, b)·((d ∧ e) ∧ a ∧ b) ≤ (c ∧ e) ∧ a ∧ b.
Now we will prove the inequality tkn(a, b)·((c ∧ e) ∨ a ∨ b) ≤ (d ∧ e) ∨ a ∨ b. First
note that
tkn(a, b)·((c ∧ e) ∨ a ∨ b) ≤ t
k
n(a, b)·(c ∨ a ∨ b)
≤ d ∨ a ∨ b.
We also have that
tkn(a, b)·((c ∧ e) ∨ a ∨ b) ≤ e ∨ a ∨ b.
Then,
tkn(a, b)·((c ∧ e) ∨ a ∨ b) ≤ (d ∨ a ∨ b) ∧ (e ∨ a ∨ b).
Taking into account the distributivity of the underlying lattice of A we obtain
(d ∨ a ∨ b) ∧ (e ∨ a ∨ b) = (d ∧ e) ∨ a ∨ b.
Hence, tkn(a, b)·((c ∧ e) ∨ a ∨ b) ≤ (d ∧ e) ∨ a ∨ b. We also have that
tkn(a, b)·((d ∧ e) ∨ a ∨ b) ≤ (c ∧ e) ∨ a ∨ b.
In what follows we will prove the inequality tkn(a, b) ≤ (c∧e)↔ (d∧e). It is enough
to prove the inequality c↔ d ≤ (c∧e)↔ (d∧e). First note that (c∧e)→ (d∧e) =
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((c ∧ e) → d) ∧ ((c ∧ e)→ e). Since c ∧ e ≤ c, then (c ∧ e)→ d ≥ c → d and since
c ∧ e ≤ e, then (c ∧ e)→ e ≥ e→ e = 1. Hence,
(c ∧ e)→ (d ∧ e) = ((c ∧ e)→ d) ∧ ((d ∧ e)→ e)
≥ c→ d.
Analogously we obtain that (d∧e)→ (c∧e) ≥ d→ c. Thus c↔ d ≤ (c∧e)↔ (d∧e).
Thus, we have proved that (c ∧ e, d ∧ e) ∈ R(a, b).
(iii) The fact (c∨e, d∨e) ∈ R(a, b) whenever (c, d) ∈ R(a, b) can be proved using
similar ideas to the ones employed for the case (ii). Now in addition we use the
property (c ∨ d)·e = (c·e) ∨ (d·e) for every c, d, e ∈ A. 
The following lemma will play a fundamental role.
Lemma 7. Let A ∈ DLCMI and a ∈ A. Then (1→ a)n ≤ 1→ an for every n.
Proof. Notice that for every n the we have that
(1→ an)·(1→ a) ≤ (1·1)→ (a·an),
i.e.,
(3) (1→ an)·(1→ a) ≤ 1→ an+1.
Also notice that (1 → a)0 ≤ 1 → a0 and (1 → a)1 ≤ 1 → a1. Assume that
(1 → a)n ≤ 1 → an for some n. Taking into account (3) we prove the inequality
(1→ a)n+1 ≤ 1→ an+1 as follows:
(1→ a)n+1 = (1→ a)n·(1→ a)
≤ (1→ an)·(1→ a)
≤ 1→ an+1.

Let A ∈ DLCMI and a, b ∈ A. Let (c, d), (u,w) ∈ R(a, b). It follows from Remark
2 that there exists a pair of natural numbers (n, k) associated with (c, d) and (u,w).
In particular, (n, 2k) is also a pair of natural numbers associated with (c, d) and
(u,w). The pair (n, 2k) will be considered in the following two lemmas.
Lemma 8. Let A ∈ DLCMI and a, b ∈ A. Let (c, d), (u,w) ∈ R(a, b). There are
natural numbers n and k that satisfy the following conditions:
1) t2kn (a, b)·(c→ u) ≤ d→ w,
2) t2kn (a, b)·((c→ u) ∧ a ∧ b) ≤ (d→ w) ∧ a ∧ b,
3) t2kn (a, b)·((d→ w) ∧ a ∧ b) ≤ (c→ u) ∧ a ∧ b,
4) t2kn (a, b)·((c→ u) ∨ a ∨ b) ≤ (d→ w) ∨ a ∨ b,
5) t2kn (a, b)·((d→ w) ∨ a ∨ b) ≤ (c→ u) ∨ a ∨ b,
6) t2kn+1(a, b) ≤ (c→ u)↔ (d→ w).
Proof. First note that tkn(a, b) ≤ c→ d, d→ c, u→ w,w → u. Then
t2kn (a, b)·(c→ u) = t
k
n(a, b)·t
k
n(a, b)·(c→ u)
≤ (d→ c)·(u→ w)·(c→ u)
= (d→ c)·(c→ u)·(u→ w)
≤ d→ w.
Thus,
(4) t2kn (a, b)·(c→ u) ≤ d→ w,
which is condition 1).
We will prove that condition 1) implies condition 2). First note that
t2kn (a, b)·((c→ u) ∧ a ∧ b) ≤ t
2k
n (a, b)·(c→ u)
≤ d→ w.
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Besides,
t2kn (a, b)·((c→ u) ∧ a ∧ b) ≤ a ∧ b
Then t2kn (a, b)·((c→ u) ∧ a ∧ b) ≤ (d→ w) ∧ a ∧ b, which is condition 2). Similarly
it can be proved that
t2kn (a, b)·((d→ w) ∧ a ∧ b) ≤ (c→ u) ∧ a ∧ b,
which is condition 3).
Now we will prove the condition 4). It follows from (4) that
t2kn (a, b)·((c→ u) ∨ a ∨ b) = (t
2k
n (a, b)·(c→ u)) ∨ (t
2k
n (a, b))·(a ∨ b))
≤ (d→ w) ∨ a ∨ b,
which is condition 4). Analogously we can show that
t2kn (a, b)·((d→ w) ∨ a ∨ b) ≤ (c→ u) ∨ a ∨ b,
i.e., condition 5).
Finally we will prove condition 6). It follows from display (4) that
(5) (c→ u)→ ((c→ u)·t2kn (a, b)) ≤ (c→ u)→ (d→ w).
Taking into account the inequality 1 → c1 ≤ c2 → (c1·c2) with c1 = t
2k
n (a, b) and
c2 = c→ u we obtain that
(6) 1→ t2kn (a, b) ≤ (c→ u)→ ((c→ u)·t
2k
n (a, b)).
Besides, it follows from Lemma 7 that
(7) (1→ tn(a, b))
2k ≤ 1→ t2kn (a, b).
Since tn+1(a, b) ≤ (a↔ b) ∧ · · · ∧
n+1(a↔ b) and
(a↔ b) ∧ · · · ∧n+1(a↔ b) = 1→ tn(a, b),
then tn+1(a, b) ≤ 1 → tn(a, b), so t
2k
n+1(a, b) ≤ (1 → tn(a, b))
2k. Thus, it follows
from (5), (6) and (7) that t2kn+1(a, b) ≤ (c→ u)→ (d→ w). Similarly we can show
the inequality t2kn+1(a, b) ≤ (d→ w)→ (c→ u). Therefore,
t2kn+1(a, b) ≤ (c→ u)↔ (d→ w).

Lemma 9. Let A ∈ DLCMI and a, b ∈ A. Let (c, d) ∈ R(a, b) and (u,w) ∈ R(a, b).
There exist natural numbers n and k that satisfy the following conditions:
1) t2kn (a, b)((c·u) ∧ a ∧ b) ≤ (d·w) ∧ a ∧ b,
2) t2kn (a, b)((d·w) ∧ a ∧ b) ≤ (c·u) ∧ a ∧ b,
3) t2kn (a, b)((c·u) ∨ a ∨ b) ≤ (d·w) ∨ a ∨ b,
4) t2kn (a, b)((d·w) ∨ a ∨ b) ≤ (c·u) ∨ a ∨ b,
5) t2kn (a, b) ≤ (c·u)↔ (d·w).
Proof. First note that
tkn(a, b)·((c·u) ∧ a ∧ b) ≤ t
k
n(a, b)·(c ∧ a ∧ b)
≤ d ∧ a ∧ b
≤ d
and
tkn(a, b)·((c·u) ∧ a ∧ b) ≤ t
k
n(a, b)·(u ∧ a ∧ b)
≤ w ∧ a ∧ b
≤ w.
Then
t2kn (a, b)·((c·u) ∧ a ∧ b) ≤ t
k
n(a, b)·(c ∧ a ∧ b)·t
k
n(a, b)·(u ∧ a ∧ b)
≤ d·w.
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This implies that t2kn (a, b)·((c·u) ∧ a ∧ b) ≤ (d·w) ∧ a ∧ b, which is condition 1).
Condition 2) can be showed in an analogous way.
In order to prove 3), note that
tkn(a, b)·((c·u) ∨ a ∨ b) ≤ t
k
n(a, b)·(c ∨ a ∨ b)
≤ d ∨ a ∨ b
and
tkn(a, b)·((c·u) ∨ a ∨ b) ≤ t
k
n(a, b)·(u ∨ a ∨ b)
≤ w ∨ a ∨ b.
Hence,
t2kn (a, b)·((c·u) ∨ a ∨ b) ≤ t
k
n(a, b)·(c ∨ a ∨ b)·t
k
n(a, b)·(u ∨ a ∨ b)
≤ (d ∨ a ∨ b)·(w ∨ a ∨ b).
Straightforward computations show that
(d ∨ a ∨ b)·(w ∨ a ∨ b) ≤ (d·w) ∨ a ∨ b.
Thus,
t2kn (a, b)((c·u) ∨ a ∨ b) ≤ (d·w) ∨ a ∨ b.
So we have obtained condition 3). Condition 4) is similarly proved.
Finally we will prove condition 5). Since tkn(a, b) ≤ c→ d and t
k
n(a, b) ≤ u→ w
then t2kn (a, b) ≤ (c → d)·(u → w). Besides, it follows from Lemma 3 that (c →
d)·(u → w) ≤ (c·u) → (d·w), so t2kn (a, b) ≤ (c·u) → (d·w). Analogously it can be
proved that t2kn (a, b) ≤ (d·w)→ (c·u). Therefore, t
2k
n (a, b) ≤ (c·u)↔ (d·w). 
If A is an algebra, θ a congruence and a ∈ A, then a/θ denotes the equivalence
class of a.
Theorem 10. Let A ∈ DLCMI and a, b ∈ A. Then θ(a, b) = R(a, b).
Proof. Notice that items 1)-5) from Lemma 8 are also true by replacing n by n+1.
Then it follows from lemmas 6, 8 and 9 that R(a, b) is a congruence that contains
the pair (a, b).
Let τ be a congruence such that (a, b) ∈ τ . We will prove that R(a, b) ⊆ τ . Let
(c, d) ∈ R(a, b) and (n, k) a pair of natural numbers associated with (c, d). Since
(a, b) ∈ τ then (a↔ b, 1) ∈ τ , which implies that (tkn(a, b), 1) ∈ τ . Hence, it follows
from (C1) and (C2) that
(c ∧ a ∧ b)/τ ≤ (d ∧ a ∧ b)/τ,
(d ∧ a ∧ b)/τ ≤ (c ∧ a ∧ b)/τ,
(c ∨ a ∨ b)/τ ≤ (d ∨ a ∨ b)/τ,
(d ∨ a ∨ b)/τ ≤ (c ∨ a ∨ b)/τ.
Thus, (c ∧ a ∧ b, d ∧ a ∧ b) ∈ τ and (c ∨ a ∨ b, d ∨ a ∨ b) ∈ τ . Then, by Lemma 5
we conclude that (c, d) ∈ τ . Hence, R(a, b) ⊆ τ . Therefore, θ(a, b) = R(a, b). 
The theorem shows that DLCMI has locally equationally definable principal con-
gruences by the family of quaternary terms QT introduced immediately after Re-
mark 1.
The following result, which is [29, Theorem 2.2], follows from Theorem 10. It
shows that WH has locally equationally definable principal congruences.
Corollary 11. Let A ∈ WH and a, b ∈ A. Then (c, d) ∈ θ(a, b) if and only if there
exists a natural number n that satisfies the following conditions:
a) c ∧ a ∧ b ∧ tn(a, b) = d ∧ a ∧ b ∧ tn(a, b),
b) (c ∨ a ∨ b) ∧ tn(a, b) = (d ∨ a ∨ b) ∧ tn(a, b),
c) tn(a, b) ≤ c↔ d.
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The next corollary characterizes the principal congruences of the algebras of
IDCRL using Theorem 10.
Corollary 12. Let A ∈ IDCRL and a, b ∈ A. Then (c, d) ∈ θ(a, b) if and only if
there exists a natural number k such that (a↔ b)k ≤ c↔ d.
Proof. Let A ∈ IDCRL, a, b ∈ A and n, k natural numbers. Since 1 → (a ↔ b) =
a↔ b then tn(a, b) = a↔ b, so tn(a, b)
k = (a↔ b)k. In what follows we will show
that condition (C3) implies conditions (C1) and (C2).
Assume that there exists a natural number k such that
(a↔ b)k ≤ c↔ d.
Since (a↔ b)k ≤ c→ d, then c·(a↔ b)k ≤ d. Taking into account that c∧a∧b ≤ c
we obtain that
(c ∧ a ∧ b)·(a↔ b)k ≤ c·(a↔ b)k
≤ d.
Then,
(c ∧ a ∧ b)·(a↔ b)k ≤ d,
which implies that (c∧a∧b)·(a↔ b)k ≤ d∧a∧b. Analogously it can be showed that
(d∧a∧ b)·(a↔ b)k ≤ c∧a∧ b. In order to prove that (c∨a∨ b)·(a↔ b)k ≤ d∨a∨ b
first note the equality
(c ∨ a ∨ b)·(a↔ b)k = (c·(a↔ b)k) ∨ ((a ∨ b)·(a↔ b)k).
Since c·(a↔ b)k ≤ d and (a ∨ b)·(a↔ b)k ≤ a ∨ b then
(c ∨ a ∨ b)·(a↔ b)k ≤ d ∨ a ∨ b.
Similarly, it can be showed that (d ∨ a ∨ b)·(a↔ b)k ≤ c ∨ a ∨ b.
Hence, we have proved that condition (C3) implies conditions (C1) and (C2).
The rest of the proof follows from Theorem 10. 
Corollary 12 can also be deduced from results due to Agliano; more precisely in
[1] Agliano described the principal congruences of BCI-monoids. It is part of the
folklore that if (A,∧,∨, ·,→, 1) is an integral commutative residuated lattice then
the congruences of (A,∧,∨, ·,→, 1) coincide with the congruences of (A,∧, ·,→, 1),
which is the underlying BCI-monoid of (A,∧,∨, ·,→, 1). Hence, it follows from [1,
pp. 409] that if θ is a congruence of (A,∧,∨, ·,→, 1) and a, b ∈ A, then (c, d) ∈ θ(a, b)
if and only if there is a natural number k such that (a↔ b)k ≤ c↔ d. Corollary 12
is a particular case of the above mentioned property, when the underlying lattice
of (A,∧,∨, ·,→, 1) is distributive.
4. Compatible functions
Let A ∈ DLCMI. In this section we give a necessary and sufficient condition
for a function f : An → A to be compatible. We also find conditions on a binary
function g : A × A → A that imply that the function a 7→ min{b ∈ A : g(a, b) ≤
b} is compatible when defined. We will employ similar ideas to those used in
[10, 17, 27, 28, 29].
Definition 5. Let A be an algebra and let f : An → A a function.
1. We say that f is compatible with a congruence θ of A if (ai, bi) ∈ θ for i =
1, . . . , n implies (f(a1, . . . , an), f(b1, . . . , bn)) ∈ θ.
2. We say that f is a compatible function of A provided it is compatible with all
the congruences of A.
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Let A be an algebra and f : An → A a function. Then f is compatible if and
only if the algebras A and 〈A, f〉 have the same congruences. For n = 1, f is
compatible if and only if (f(a), f(b)) ∈ θ(a, b) for every a, b ∈ A. The simplest
examples of compatible functions on an algebra are the polynomial functions; note
that in particular, all term functions (and constant functions) are compatible [24].
Proposition 1. Let A ∈ DLCMI and f : A → A a function. The following
conditions are equivalent:
1) f is compatible.
2) For every a, b ∈ A there are natural numbers n and k that satisfy the following
conditions:
(Cf1) tkn(a, b)·(f(a) ∧ a ∧ b) ≤ f(b) ∧ a ∧ b,
(Cf2) tkn(a, b)·(f(a) ∨ a ∨ b) ≤ f(b) ∨ a ∨ b,
(Cf3) tkn(a, b) ≤ f(a)↔ f(b).
Proof. It follows from Theorem 10 and Remark 2. 
Remark 3. Note that condition (Cf3) of Proposition 1 can be replaced by tkn(a, b) ≤
f(a)→ f(b).
Let A be an algebra, f : An → A a function and ~a = (a1, . . . , an) ∈ A
n. For
i = 1, . . . , n, define the unary functions f~ai : A→ A by
f~ai (x) = f(a1, ..., ai−1, x, ai+1, ..., an).
Then, we have the following characterization for the compatibility of an n-ary
function: f is compatible if and only if for every ~a ∈ An and every i = 1, . . . , n,
the functions f~ai : A → A are compatible. Hence, Proposition 1 allows us to
characterize compatible n-ary functions in the variety DLCMI.
Corollary 13. Let A ∈ WH and f : A→ A a function. Then f is compatible if and
only if for every a, b ∈ A there exists n ∈ N that satisfies the following conditions:
a) f(a) ∧ a ∧ b ∧ tn(a, b) = f(b) ∧ a ∧ b ∧ tn(a, b),
b) (f(a) ∨ a ∨ b) ∧ tn(a, b) = (f(b) ∨ a ∨ b) ∧ tn(a, b),
c) tn(a, b) ≤ f(a)↔ f(b).
Proof. It follows from Proposition 1. 
Corollary 13 was also proved in [29, Corollary 3.2].
Corollary 14. Let A ∈ IDCRL and f : A → A a function. Then f is compatible
if and only if for every a, b ∈ A there is a natural number k such that (a ↔ b)k ≤
f(a)↔ f(b).
Proof. It follows from Corollary 12. 
The characterization of unary compatible functions for algebras in IDCRL given in
Corollary 14 is exactly the characterization of unary compatible functions given by
Agliano in [1, pp. 410] for BCI-monoids. Thus, the description of unary compatible
functions in IDCRL is also a direct consequence from [1].
Independently from [1], Castiglioni, Menni and Sagastume presented in [10, The-
orem 8] a description of the compatible functions in commutative residuated lat-
tices. The unary case of [10, Theorem 8] for the case of integral commutative
residuated lattices whose underlying lattice is distributive says that if A ∈ IDCRL
and f : A → A is a function, then f is compatible if and only if for every
a, b ∈ A there is a natural number k such that s(a, b)k ≤ s(f(a), f(b)), where
s(a, b) = (a→ b)·(b→ a). The proof of the above mentioned property can be easily
adapted in order to obtain Corollary 14.
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Let A ∈ DLCMI; if g is a binary function g on A, we want to find conditions
implying that the function a 7→ min {b ∈ A : g(a, b) ≤ b} is compatible whenever
it is defined.
Definition 6. Let A be a poset and let g : A×A→ A be a function. We say that
g satisfies condition (M) if the following condition holds:
For all a, b, c ∈ A, c ≥ b implies g(a, c) ≤ g(a, b).
If A is a ∨-semilattice and g is a function that satisfies condition (M), then
g(a, g(a, b) ∨ b) ≤ g(a, b) ∨ b for every a, b ∈ A.
Lemma 15. Let A be a ∨-semilattice, and let g : A × A → A be a function that
satisfies condition (M). The following conditions are equivalent:
(a) There is a map f : A→ A given by f(a) = min{b ∈ A : g(a, b) ≤ b}.
(b) There exists a map h : A→ A that satisfies the following conditions for every
a, b ∈ A:
(i) g(a, h(a)) ≤ h(a),
(ii) h(a) ≤ g(a, b) ∨ b.
Moreover, in this case we have that f = h.
Proof. It follows from [10, Lemma 15]. 
Let A be an algebra and g : A × A→ A a function. For every a ∈ A define the
function ga : A → A by ga(a, b) = g(a, b). We say that g is compatible in the first
variable if ga is compatible for every a ∈ A.
We apply Lemma 15 in order to prove the following proposition.
Proposition 2. Let A ∈ DLCMI and let f : A → A be a function. The following
conditions are equivalent:
1. f is compatible.
2. There exists a function g : A × A → A that satisfies (M), compatible in the
first variable and such that f(a) = min {b ∈ A : g(a, b) ≤ b}.
3. There exists a function gˆ : A × A → A that satisfies (M), compatible in the
first variable and such that satisfies the following conditions for every a, b ∈ A:
(i) gˆ(a, f(a)) ≤ f(a),
(ii) f(a) ≤ gˆ(a, b) ∨ b.
Moreover, in this case we have that g = gˆ.
Proof. Assume condition 1., i.e., that f is compatible. We define g : A×A→ A by
g(a, b) = f(a). Hence, condition 2. is obtained. The equivalence between 2. and 3.
follows from Lemma 15.
In order to show that condition 3. implies condition 1., let a, b ∈ A. Since g is
compatible in the first variable then it follows from Proposition 1 that there are
natural numbers n and k such that
(8) tkn(a, b)·(g(a, f(b)) ∧ a ∧ b) ≤ g(b, f(b)) ∧ a ∧ b,
(9) tkn(a, b)·(g(a, f(b)) ∨ a ∨ b) ≤ g(b, f(b)) ∨ a ∨ b,
(10) tkn(a, b) ≤ g(a, f(b))→ g(b, f(b)).
Taking into account (8) and Lemma 15 we have that
tkn(a, b)·(f(a) ∧ a ∧ b) ≤ t
k
n(a, b)·((g(a, f(b)) ∨ f(b)) ∧ a ∧ b)
= tkn(a, b)·((g(a, f(b)) ∧ a ∧ b) ∨ (f(b) ∧ a ∧ b))
= (tkn(a, b)·(g(a, f(b)) ∧ a ∧ b)) ∨ (t
k
n(a, b)·(f(b) ∧ a ∧ b))
≤ (g(b, f(b)) ∧ a ∧ b) ∨ (f(b) ∧ a ∧ b)
≤ (f(b) ∧ a ∧ b) ∨ (f(b) ∧ a ∧ b)
= f(b) ∧ a ∧ b.
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Hence,
(11) tkn(a, b)·(f(a) ∧ a ∧ b) ≤ f(b) ∧ a ∧ b.
Besides, it follows from (9) and Lemma 15 that
tkn(a, b)·(f(a) ∨ a ∨ b) ≤ t
k
n(a, b)·(g(a, f(b)) ∨ f(b) ∨ a ∨ b)
= (tkn(a, b)·(g(a, f(b)) ∨ a ∨ b)) ∨ (t
k
n(a, b)·(f(b) ∨ a ∨ b))
≤ (g(b, f(b)) ∨ a ∨ b) ∨ (f(b) ∨ a ∨ b)
≤ (f(b) ∨ a ∨ b) ∨ (f(b) ∨ a ∨ b)
= f(b) ∨ a ∨ b.
Thus,
(12) tkn(a, b)·(f(a) ∨ a ∨ b) ≤ f(b) ∨ a ∨ b.
Finally we will prove that tkn(a, b) ≤ f(a) → f(b). It follows from (10) and the
inequality g(b, f(b)) ≤ f(b) that
(13) tkn(a, b) ≤ g(a, f(b))→ b.
Since f(a) ≤ g(a, f(b)) ∨ f(b) then f(a) → f(b) ≥ (g(a, f(b)) ∨ f(b)) → f(b). But
(g(a, f(b)) ∨ f(b))→ f(b) = g(a, f(b))→ f(b), so it follows from (13) that
(14) tkn(a, b) ≤ f(a)→ f(b).
Therefore, it follows from (11), (12), (14) and Proposition 1 that f is a compatible
function. 
In the rest of this section we apply Proposition 2 in order to study possible
generalizations of the gamma function [7, Example 5.1], the successor function [7,
Example 5.2] and the Gabbay’s function [7, Example 5.3] considered by Caicedo and
Cignoli in [7] as examples of implicit compatible operations on Heyting algebras.
These functions were also generalized in different frameworks, as for instance in
residuated lattices [10, 12] and in weak Heyting algebras [15, 29].
We start with the following definition that can be found in [9].
Definition 7. Let V be a variety of algebras of type F and let ǫ(C) be a set
of identities of type F ∪ C, where C is a family of new function symbols. We
say that ǫ(C) defines implicitly C, if in each algebra A ∈ V there is at most one
family {fA : A
n → A}f∈C such that (A, fA)f∈C satisfies the universal closure of the
equations in ǫ(C). In this case we say that each f is implicitly defined in V.
In what follows we will consider A ∈ DLCMI and n a natural number.
Example 2. Suppose that the underlying lattice of A is bounded, and write 0 for
the smallest element. We define the unary compatible function γn by
γn(a) = min{b ∈ A : a ∨ ¬b
n ≤ b},
where ¬x is defined by x → 0. Equivalently, γn can be implicitly defined by the
inequalities
(g1) a ∨ ¬(γn(a))
n ≤ γn(a),
(g2) γn(a) ≤ a ∨ ¬b
n ∨ b.
The function γn preserves the order, i.e., if a ≤ b, then γn(a) ≤ γn(b). In order to
show it, let a ≤ b. By (g2) we have that γn(a) ≤ a∨¬(γn(b))
n ∨ γn(b). Since a ≤ b
then γn(a) ≤ b∨¬(γn(b))
n∨γn(b). Besides, by (g1) we obtain b∨¬(γn(b))
n ≤ γn(b).
Hence, γn(a) ≤ γn(b).
Lemma 16. The function γn is characterized as the unary function that satisfies
the following conditions for every a, b:
(g3) ¬(γn(0))
n ≤ γn(0),
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(g4) γn(0) ≤ b ∨ ¬b
n,
(g5) γn(a) = a ∨ γn(0).
In particular, γn is a polynomial function on A.
Proof. Assume that γn is an unary function that satisfies (g1) and (g2). If we put
a = 0 in (g1) and (g2) then the equations (g3) and (g4) follow. In what follows we
will prove (g5). By (g2) with b = γn(0) and by (g3) we obtain γn(a) ≤ a∨γn(0). In
order to prove the other inequality, note that it follows from (g1) that a ≤ γn(a).
Since γn preserves the order then γn(0) ≤ γn(a). Thus, a ∨ γn(0) ≤ γn(a). Hence,
γn(a) = a ∨ γn(0), which is (g5). Conversely, assume that γn is a unary function
that satisfies (g3), (g4) and (g5). Condition (g2) follows from (g4) and (g5). Finally
we will prove (g1). Since (g5) holds, then γn(0) ≤ γn(a), so (γn(0))
n ≤ (γn(a))
n.
Taking into account (g3) we obtain ¬(γn(a))
n ≤ ¬(γn(0))
n ≤ γn(0). Thus, a ∨
¬(γn(a)
n) ≤ a ∨ γn(0) = γn(a). Therefore we have showed condition (g1), which
was our aim. 
It follows from Lemma 16 that γn is a polynomial function, which implies that
γn is a compatible function. Then we have obtained an alternative proof for the
compatibility of γn.
Remark 4. Let us write γ for the function on Heyting algebras given in [7, Example
5.1]. It was proved in [11] that γ can be defined by γn(a) = min{b ∈ A : a∨¬b ≤ b},
or equivalently, as the unary function that satisfies the conditions (g3), (g4) and
(g5) from Lemma 16. Thus, on Heyting algebras we have that the definitions of γ
and γ1 are the same.
Example 3. We define the unary compatible function Sn by
Sn(a) = min{b ∈ A : b
n → a ≤ b}.
Equivalently, Sn can be implicitly defined by the inequalities
(S1) (Sn(a))
n → a ≤ Sn(a),
(S2) Sn(a) ≤ b ∨ (b
n → a).
On Heyting algebras the function S1 is the successor function. For details about
the successor function on Heyting algebras see [18, 25, 26].
Example 4. Assume that the underlying lattice of A is bounded. Define the unary
compatible function Gn by
Gn(a) = min{b ∈ A : (b
n → a) ∧ ¬¬a ≤ b}.
In an equivalent way, Gn can be implicitly defined by the inequalities
(G1) ((Gn(a))
n → a) ∧ ¬¬a ≤ Gn(a),
(G2) Gn(a) ≤ b ∨ ((b
n → a) ∧ ¬¬a).
On Heyting algebras the function G1 is the Gabbay’s function, which will be
denoted G. The description of G as the minimum of certain set was proved in [11].
See also [22] for historical remarks about G.
5. Other connections with existing literature
In [13] Celani introduced distributive lattices with fusion and implication. An
algebra (A,∧,∨,→, 0, 1) of type (2, 2, 2, 0, 0) is a distributive lattice with implica-
tion if (A,∧,∨, 0, 1) is a bounded distributive lattice and for every a, b, c ∈ A the
following conditions are satisfied:
(I1) (a→ b) ∧ (a→ c) = a→ (b ∧ c),
(I2) (a→ c) ∧ (b→ c) = (a ∨ b)→ c,
(I3) 0→ a = a→ 1 = 1.
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An algebra (A,∧,∨, ·, 0, 1) of type (2, 2, 2, 0, 0) is a distributive lattice with fusion if
(A,∧,∨, 0, 1) is a bounded distributive lattice and for every a, b, c ∈ A the following
conditions are satisfied:
(F1) a·(b ∨ c) = (a·b) ∨ (a·c),
(F2) (b ∨ c)·a = (b·c) ∨ (a·c),
(F3) 0·a = a·0 = 0.
An algebra (A,∧,∨, ·,→, 0, 1) is a bounded distributive lattice with fusion and im-
plication if (A,∧,∨,→, 0, 1) is a bounded distributive lattice with implication and
(A,∧,∨, ·, 0, 1) is a bounded distributive lattice with fusion. Straightforward com-
putations show that for every (A,∧,∨, ·,→, 1) ∈ DLCMI with a smallest element 0
we have that the algebra (A,∧,∨, ·,→, 0, 1) is a distributive lattice with fusion and
implication.
There are other connections of the present paper with existing literature. A gen-
eralized commutative residuated lattice [28, Def. 1.1] is an algebra (A,∧,∨, ·,→, e)
of type (2, 2, 2, 2, 0) that satisfies the following conditions: (A, ·, e) is a commuta-
tive monoid, (A,∨,∧) is a lattice, and for every a, b, c ∈ A the following properties
hold: a → (b ∧ c) = (a → b) ∧ (a → c), (a ∨ b) → c = (a → c) ∧ (b → c),
(a → b)·(b → c) ≤ a → c, and e ≤ a → a. We write GCRL for the variety
of generalized commutative residuated lattices. Clearly, DLCMI is a subvariety of
GCRL.
Remark 5. Let A ∈ GCRL, a ∈ A and n ≥ 1. We define (a) := e → a. As
usual, also define 2(a) = ((a)) and a2 = a·a. Notice that if A ∈ DLCMI, the
definition of  given before collapses to the definition of  given in Section 2 for
algebras of DLCMI.
Definition 8. [28, Def. 1.2] A commutative weak residuated lattice is a generalized
commutative residuated lattice (A,∧,∨, ·,→, e) that satisfies the following condi-
tions for every a, b, c ∈ A :
(R1) a·(a→ b) ≤ b,
(R2) (a·b) ∨ (a·c) = a·(b ∨ c),
(R3) (a) ≤ b→ (b·a),
(R4) a ≤ (a→ e)→ e,
(R5) (a2) ≤ (a)·(a),
(R6) (a)→ ((a)→ e) ≤ 2(a)→ e,
(R7) ((a)→ e)·((a)→ e) ≤ (a2)→ e.
We write CWRL for the variety of commutative weak residuated lattices. Com-
mutative weak residuated lattices are a common abstraction of commutative resid-
uated lattices [23] and weak Heyting algebras that satisfy a∧ (a→ b) ≤ b for every
a, b. The varieties DLCMI and CWRL are incomparable. In order to show it, first
note that there are commutative residuated lattices without largest element (or
with underlying lattice not necessarily distributive), so CWRL 6⊆ DLCMI. Besides,
the algebras of CWRL satisfy the inequality a·(a → b) ≤ b for every a, b. Since
the previous inequality is not satisfied by the algebra given in Example 1, then
DLCMI 6⊆ CWRL.
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