This paper is concerned with a general theorem on the number of nonreal zeros of transcendental functions. J. Fourier formulated the theorem in his work Analyse des équations déterminées in 1831, but he did not give a proof. Roughly speaking, the theorem states that if a real entire function f (x) can be expressed as a product of linear factors, then we can count the nonreal zeros of f (x) by observing the behavior of the derivatives of f (x) on the real axis alone. As we shall see in the sequel, this theorem completely justifies his former argument, by which he tried to prove that the function J 0 (2 √ x) has only real zeros. It seems that no complete proof of the theorem is known, and no general theorem has been published that justifies the argument. Later, in 1930, G. Pólya published a paper entitled Some problems connected with Fourier's work on transcendental equations [P3]. In this paper, Pólya conjectured two hypothetical theorems that are closely related to Fourier's unproved theorem. In fact, he conjectured three, but he proved that two of them are equivalent to each other. The first hypothetical theorem is a modernized formulation of the theorem, and it justifies Fourier's argument completely. The second conjecture was proved in 1990, but it is impossible to justify the argument using the conjecture alone. In the present paper, we prove Pólya's formulation of the theorem (his first conjecture) as well as its extensions, give a very simple and direct proof of the second conjecture mentioned above, and exhibit some applications of the results. In particular, we completely justify Fourier's argument by our general theorems.
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KI AND KIM interval I of the real axis, and let l be a positive integer. Suppose that c ∈ I is a zero of f (l) (x) of multiplicity m ≥ 1; that is, (1.1)
Then we say that f (l) (x) has k critical zeros and m − k noncritical zeros at x = c. A point in I is said to be a critical point of f (x) if some derivative of f (x) has a critical zero at the point. For example, cosh x has infinitely many critical points at the origin with no other critical points, and the polynomial 1 − x 2 + x 8 has four critical points in the whole real axis.
Observe that a real analytic function f (x) has a critical point if and only if some derivative of f (x) has more real zeros than guaranteed by Rolle's theorem, or equivalently, f (x) has fewer real zeros than the upper bound given by the Budan-Fourier rule, which is generalized and precisely stated by A. Hurwitz [H2, pp. 589-590] .
Let f (x) be a real polynomial of degree d > 1. For n = 0, 1, . . . , d − 1, let 2J n denote the number of nonreal zeros of f (n) (x) . Then it is easy to see that f (n) (x) has exactly J n−1 − J n critical zeros for n = 1, . . . , d − 1. Since f (d−1) (x) certainly has only real zeros, we obtain the following rule of de Gua: a real polynomial has just as many critical points as couples of nonreal zeros. Throughout this paper, we say that de Gua's rule is applicable to a real entire function f (x) whenever it has just as many critical points as couples of nonreal zeros.
This paragraph is extracted from Pólya's paper [P3, pp. 21-23] . In his work Théorie de la chaleur published in 1822, Fourier proved that the function J 0 (2 √ x) has no critical points. (For a proof of this, see Section 5.2 of the present paper.) Then he applied de Gua's algebraical rule to the transcendental function without further inquiry and concluded that it has only real zeros. After the publication of the work, Cauchy and Poisson expressed doubt about the validity of Fourier's reasoning. In particular, Poisson remarked that in order to apply de Gua's rule to a function f (x), it must be supposed that the derivatives f (n) (x) of high enough order have only real zeros. Later Fourier tried to justify his argument by establishing a general theorem; he formulated the following theorem in his work Analyse des équations déterminées, but he did not give a proof.
Fourier's unproved theorem. Let f (x) be a real entire function and suppose that f (x) can be expressed as the product of a finite or an infinite number of linear factors of the form
1 − x α , 1 − x β , 1 − x γ , . . ..
Then f (x) has just as many critical points as couples of nonreal zeros.
Note that if an entire function is of order less than 1, then Hadamard's theorem implies that it is of genus 0, that is, it can be expressed as an absolutely convergent product of linear factors, and that the function J 0 (2 √ x) is of order 1 2 . Also note that some functions, such as cos x, cosh x, or Riemann's ξ -function, can be expressed as an infinite product of linear factors though they are not of genus 0.
In 1841, M. A. Stern studied the roots of transcendental equations that were known at the time and asserted the same theorem, but he also did not give a proof [St, . It seems that mathematicians at that time thought the theorem was an obvious one, but the authors do not know the reason. Later, in 1930, Pólya conjectured the following three hypothetical theorems that are closely related to the theorem [P3] .
Theorem A. A real integral function of genus 0 has just as many critical points as couples of imaginary zeros.

Theorem B. If a real integral function of genus 1 * has only a finite number of imaginary zeros, it has just as many critical points as couples of imaginary zeros.
Theorem C. If a real integral function f (z) of genus 1 * has only a finite number of imaginary zeros, its derivatives from a certain one onward, let us say f (n) (z), f (n+1) (z), . . . , have only real zeros.
A real entire function f (x) is of genus 1 * if it can be expressed in the form f (x) = e −αx 2 g (x) , where α ≥ 0 and g(x) is a real polynomial or a real entire function of genus 0 or 1. The hypothetical Theorem A is narrower than Fourier's unproven theorem; nevertheless, it is general enough to justify Fourier's argument. The assertions of Theorems A and B are the same, but their assumptions are quite different. Just because of this difference, it is impossible to justify Fourier's argument using Theorem B alone. All we can conclude from Theorem B is that the function J 0 (2 √ x) has either only real zeros or infinitely many nonreal zeros. In the same paper, Pólya proved that Theorems B and C are equivalent: He proved that if a real entire function f (x) of genus 1 * has only a finite number of nonreal zeros, then its derivative f (x) is also of genus 1 * and has finitely many nonreal zeros. He also proved that if the function f (x) has 2J nonreal zeros and f (x) has 2J nonreal zeros, then f (x) has exactly J − J critical zeros. The hypothetical Theorem C is known as the Pólya-Wiman conjecture, because A. Wiman also conjectured it [Wi1] . We call the hypothetical Theorem A the FourierPólya conjecture, and the main purpose of this paper is to prove it completely (see Theorem 4.1). In fact, we obtain the following more general theorems. [P4] . Therefore, he also proved the Fourier-Pólya conjecture for the functions that have finitely many nonreal zeros. After the proof of his 4 3 theorem, Pólya published various results about the influence of sign changes of derivatives of a function on its analytic character [BP1] , [BP2] , [P5] , [P6] , and [PW] . In our proof of the Fourier-Pólya conjecture, we use a theorem of S. Bernstein that is closely related to these results.
In 1987, T. Craven, G. Csordas, and W. Smith proved the Pólya-Wiman conjecture in the case where f (z) is of genus 0 or 1 [CCS2] , [CCS1] . In 1990, Kim proved the Pólya-Wiman conjecture in the general case by completing their proof [K1] . Later he gave a very simple and direct proof of the Pólya-Wiman conjecture [K2] , but the proof is incompletely described. Recently, Kim proved the Fourier-Pólya conjecture under the additional assumption that the zeros are distributed in the infinite strip | Im z| ≤ A for some A > 0 [K3] , [K4] . All of these results, however, are unable to justify Fourier's argument, because they assume some additional conditions on the number or distribution of nonreal zeros. In 1997, Kim proved a very weak form of the Fourier-Pólya conjecture that assumes no conditions on the distribution of nonreal zeros [K5] . Based on the ideas of this result, the authors completed a proof of the Fourier-Pólya conjecture [KK] . These two results will not be published, because the essential parts of them are contained in this paper. This paper is organized as follows. In Section 2, we give a very simple and direct proof of the Pólya-Wiman conjecture. In Section 3, we obtain some technical results on the number of critical points of real analytic functions. These results are used in Section 4 to prove the Fourier-Pólya conjecture (see Theorem 4.1) as well as its extensions (see Theorems 4.2 and 4.3). Finally, in Section 5, we apply these theorems to obtain very simple proofs of some classical results of Hurwitz, Laguerre, and Pólya.
The Pólya-Wiman conjecture.
As it is mentioned in the introduction, the Pólya-Wiman conjecture was completely proved in 1990 (see [CCS2] , [CCS1] , and [K1] ), but the proof is very complicated. Since the Pólya-Wiman conjecture plays a crucial role in our proof of the Fourier-Pólya conjecture (and its extensions), and since there is a very simple and direct proof of the Pólya-Wiman conjecture, we give the proof here for completeness as well as for the reader's convenience.
Let us introduce the following notation of R. P. Boas: Let 0 < ρ < ∞ and 0 ≤ τ ≤ ∞. An entire function is said to be of growth (ρ, τ ) if it is of order less than ρ or is of order ρ with type not exceeding τ . Thus, for each fixed (ρ, τ ), the class of all entire functions of growth (ρ, τ ) is closed under addition and differentiation; if τ = 0 or ∞, then it is closed under multiplication, too. The general properties of entire functions that are needed in this paper can be found in [B] .
We need some preliminaries. Proof. See [L, Chapter 8] or [PS] .
Let f (z) be in the class ᏸ, and let c 1 ,c 1 , . . . , c J ,c J denote the nonreal zeros of f (z). Then f (z) can be expressed in the form
where c and β are real constants, n is a nonnegative integer, α ≥ 0, and a k 's are the real zeros of f (z) that are different from 0. Of course, it must be supposed that
By a direct calculation, we have
In this way, we obtain the following theorem, which was originally formulated by J. L. W. V. Jensen [J, p. 190 
For an entire function f (z) and r > 0, let M(r; f ) denote the maximum modulus of f (z) on the circle |z| = r.
Lemma 2.1. Let A and B be arbitrary positive real numbers, and let C be the positive real number satisfying
is an entire function of growth (2, A), then we have
Proof. Let a be an arbitrary real number greater than A, and let c be the positive real number satisfying 2ac(c − B) = 1. Since f (z) is of growth (2, A), there is a positive real number r 1 such that M(r; f ) < e ar 2 (r ≥ r 1 ).
Then Cauchy's integral formula implies that for each n = 1, 2, . . . ,
It is easy to see that for each n = 1, 2, . . . , the right-hand side of (2.2) attains its minimum value
Since a > A is arbitrary, this proves our assertion.
Let f (z) be an entire function, let {z n } ∞ n=0 be a sequence of complex numbers, and suppose that f (n) (z n ) = 0 for n = 0, 1, 2, . . . . Then for each positive integer n, we have
. For a detailed proof of this inequality, see [G, pp. 11-13] . 
If there is a sequence {z n } ∞ n=0 of complex numbers such that
Proof. From Lemma 2.1, it follows that
and hence we have
because we have assumed that 2ABCe AC 2 < 1.
Let {z n } ∞ n=0 be a sequence of complex numbers satisfying (1) and (2), and let z be an arbitrary complex number. Since {z n } ∞ n=0 satisfies (2), there is a positive integer n 1 such that Proof. Let f (z) be a nonconstant, real entire function in the class ᏸ. Since the class ᏸ is closed under differentiation, and differentiation does not increase the number of nonreal zeros of a function in the class ᏸ, it is enough to show that there is a positive integer n such that f (n) (z) has only real zeros. To obtain a contradiction, assume that for each nonnegative integer n, f (n) (z) has a nonreal zero.
Then (2.3) implies that
For n = 0, 1, 2, . . . , let X n denote the set of nonreal zeros of f (n) (z) in the upper half plane Im z > 0. Then each X n is finite by Jensen's theorem and an inductive argument. Since we have assumed that each X n is nonempty, X = ∞ n=0 X n is a nonempty compact space with respect to the product topology. For n = 1, 2, . . . , let E n be defined as follows:
Then each E n is a closed subset of the compact space X and E 1 ⊃ E 2 ⊃ · · · . Moreover, Jensen's theorem implies that E n = ∅ for each n = 1, 2, . . . . Therefore, we have ∞ n=1 E n = ∅. This means that there is an infinite sequence {z n } ∞ n=0 of complex numbers such that
. ).
For n = 0, 1, 2, . . . , let z n = α n + iβ n with α n ∈ R and β n > 0. Then {β n } is a decreasing sequence of positive real numbers. Moreover, by an induction or the Cauchy-Schwarz inequality, we have
for m = 0, 1, 2, . . . , and for n = 1, 2, . . . . Let β = lim n→∞ β n . Then we have
Since f (z) is in the class ᏸ, it is of the form (2.1). Thus f (z) is of growth (2, A) for some positive real number A. Choose a positive real number B so that 2ABCe AC 2 < 1 where
Since f (m) (z) is also of growth (2, A), Lemma 2.2 implies that f (m) (z) = 0 for all z ∈ C; that is, f (z) is a real polynomial. This is the desired contradiction: if f (z) is a real polynomial, then there must be a positive integer n such that f (n) (z) has only real zeros. This proves the Pólya-Wiman conjecture.
Remarks 2.2. (a)
This proof of the Pólya-Wiman conjecture is a revised version of Kim's proof given in [K2] .
(b) Using the same argument as above, we can prove the following generalization of the Pólya-Wiman conjecture: If a real entire function f (z) of genus 1 * has only a finite number of zeros outside the strip | Im z| ≤ A for some A ≥ 0, then there is a positive integer n such that the functions f (n) (z), f (n+1) (z), . . . have no zeros outside the strip | Im z| ≤ A. In the proof of this theorem, we must use the obvious strip version of the Laguerre-Pólya theorem, which is a direct consequence of [L, Theorem 8.3 ].
For completeness, we restate Pólya's hypothetical Theorem B and sketch a proof of it. where 2J n denotes the number of nonreal zeros of f (n) (z) for n = 0, 1, 2, . . . (see [HSW] , [HW1] , [HW2] , [LO] , and [Sh] ). (λ) ) denote the number of zeros of f (λ) (x) in the closed interval [a, b] . Similarly, let K [a,b] (f (λ) ) denote the number of critical zeros of f (λ) 
Critical points of real analytic functions. Let f (x) be a real analytic function defined in an open interval I of the real axis, and let
here sg r = r/|r|, r = 0. For a detailed proof of this equation, see [H2, pp. 585-587] .
The following is an easy consequence of Hurwitz's theorem. 
then there is a positive real number 1 such that for each positive real number less than 1 , there is a positive integer N such that for each n = N, N + 1, . . . , we have
Proof. From (1.1) and (3.2), it follows that
Let 1 be so small that the functions f (l−1) (x), . . . , f (l+m) (x) have no zeros in the deleted 1 -neighborhood of the point c in the complex plane, and also that {f n (x)} converges uniformly to f (x) in the same neighborhood. Let be a positive real number less than 1 . Then there is a positive integer N such that for n = N, N +1, . . . , and for λ = l −1, . . . , l +m, the functions f (λ) n (x) and f (λ) (x) have the same number of zeros in the -neighborhood of c in the complex plane, and
Since f (l−1) (x) and f (l+m) (x) have no zeros in the -neighborhood of c in the complex plane, (3.1) implies the desired result.
Corollary. Let {f n (x)} be a sequence of real entire functions converging to a real entire function f (x) uniformly on compact sets in the complex plane, and let K be a positive integer. If f (x) has at least K critical points, then f n (x) also has at least K critical points whenever n becomes sufficiently large.
The following is a consequence of Rolle's theorem. 
Proof. There is a positive real number such that
For simplicity, write
and
From (3.5), (3.6), (3.7), and (3.8), we obtain
and this proves our assertion.
Corollary. Let f (x) be a real entire function, and let K be a positive integer. If f (x) has at least K critical points, then for each
Let f (x) be a real entire function, and let P (x) be a nonconstant, real polynomial that has only real zeros. Then the above corollary implies that the number of critical points of P (x)f (x) is at least that of f (x). Moreover, if f (x) is in the class ᏸ, then by Theorem 2.2, the number of critical points of P (x)f (x) is the same as that of f (x). The following example, however, shows that this is not the case in general.
Example. The real entire function e 2x + 1 = 2e x cosh x obviously has no critical points. Let K be an arbitrary positive integer. Then the function
has exactly K critical points by Theorem 2.2, because it is in the class ᏸ. Since
uniformly on compact sets in the complex plane as N → ∞, there is a positive integer
has at least K critical points by the corollary to Theorem 3.1. Since
we see that the real entire function e 2x + 1 is the product of a real polynomial and a real entire function that has at least K critical points. Therefore, the number of critical points of P (x)f (x) can be smaller than that of f (x) if P (x) has nonreal zeros. Since 2 cosh x has infinitely many critical points and
the corollary to Theorem 3.1 implies that there is a positive integer N such that
has critical points. Therefore, the number of critical points of P (x)f (x) can be strictly greater than that of f (x), if f (x) is not in the class ᏸ.
The Fourier-Pólya conjecture. Our starting point is a class of transcendental functions defined as follows. A real entire function f (x) is in the class
, where β is a real number and g(x) is a real entire function of growth (1, 0), (M2) f (x) has infinitely many nonreal zeros, and (M3) f (x) has only a finite number of real zeros. The most important feature of the class ᏹ is that every function in the class has infinitely many critical points. In order to prove this, we need some lemmas. 
Therefore, we have g (m+1) (x) = Ce −βx for some constant C. This, however, is impossible because g(x) is a transcendental function of growth (1, 0). This contradiction shows that f (x) has infinitely many zeros.
is not in the class ᏹ, then f (x) has infinitely many critical zeros.
Proof. Let f (x) be as in the proof of Lemma 4.1, and suppose that f (x) is not in the class ᏹ. In order to prove that f (x) has infinitely many critical zeros, it is enough to show that f (x) has infinitely many real zeros, because f (x) has only a finite number of real zeros.
Since f (x) = e βx (g (x) + βg(x)), the condition (M1) is satisfied. Since we have assumed that f (x) is not in the class ᏹ, it follows that either f (x) has a finite number of nonreal zeros or f (x) has infinitely many real zeros. From Lemma 4.1, f (x) has infinitely many zeros. Hence, f (x) has infinitely many real zeros in the first case, too.
Next, we show that every function in the class ᏹ has at least one critical point. In the proof of this fact, the following theorem plays a crucial role.
The Bernstein-Widder theorem. A function f (x) is absolutely monotone in (−∞, 0) if and only if there is an increasing function F (t) defined in
Proof. See [Tim, p. 144] .
Recall that a real valued C ∞ -function f (x) defined in an interval I of the real axis is absolutely monotone if f (n) (x) > 0 for n = 0, 1, 2, . . . and x ∈ I . Proof. We first show that if a function in the class ᏹ does not vanish on the real axis, then it has a critical point. Let f (x) be in the class ᏹ, and suppose that f (x) has no real zeros. To obtain a contradiction, assume that f (x) has no critical points. Then Lemma 4.2 implies that f (n) ∈ ᏹ for all n = 0, 1, 2, . . . . Suppose for a moment that f (a) = 0 for some real number a. Then (3.1) implies that x = a is the only real zero of f (x) and that
This implies that f (x) is bounded on the real axis, which is impossible by Lemma 4.1. Therefore, we must have f (x) = 0 for all real x.
Since f (n) ∈ ᏹ for all n = 0, 1, 2, . . . , an inductive argument shows that f (n) (x) does not vanish on the real axis for each nonnegative integer n. Hence, we can assume, without loss of generality, that 
In particular, f (x) is absolutely monotone in (−∞, 0). Since f (x) is an entire function, there is a bounded increasing function F (t) defined in the interval
[0, ∞) such that f (x) = ∞ 0 e tx dF (t) (x ≤ 0),g (n) (0) = ∞ 0 (t − β) n dF (t) (n = 0, 1, 2, . . . ). Since g(x) is not a constant function, there is a subinterval [a, b] of [0, ∞) such that β / ∈ [a, b] and F (b)− F (a) > 0. Then we have g (2n) (0) ≥ b a (t − β) 2n dF (t) ≥ min a≤t≤b |t − β| 2n F (b)− F (a) (n = 0, 1, 2, . . . ),
which is impossible, because g(x)
is an entire function of growth (1, 0). This contradiction shows that f (x) must have a critical point. We have shown that every function in the class ᏹ that does not vanish on the real axis has a critical point. In general, every function h(x) in the class ᏹ can be written in the form
where a 1 , . . . , a N are the real zeros of h(x) and f (x) is a function in the class ᏹ that does not vanish on the real axis. Therefore, our assertion follows from the corollary to Theorem 3.2.
Proposition. Every function in the class ᏹ has infinitely many critical points.
Proof. Let f (x) be in the class ᏹ. If there is a positive integer n such that f (n) / ∈ ᏹ, then Lemma 4.2 gives the desired result. So assume that f (n) ∈ ᏹ for all n = 0, 1, 2, . . . . From Lemma 4.3, f (x) has a critical point so that there is a positive integer n 1 such that f (n 1 ) (x) has a critical zero. Since f (n 1 ) ∈ ᏹ, the same argument shows that there is an integer n 2 > n 1 such that f (n 2 ) (x) has a critical zero, and so on. Therefore, f (x) has infinitely many critical points in this case, too.
The Fourier-Pólya conjecture is an immediate consequence of this proposition.
Theorem 4.1 (The Fourier-Pólya conjecture). Every real entire function of genus 0 has just as many critical points as couples of nonreal zeros.
Proof. Let f (x) be a real entire function of genus 0. Then f (x) is of growth (1, 0). If f (x) has only a finite number of nonreal zeros, then Theorem 2.2 would imply the desired result. Hence, we may assume that f (x) has infinitely many nonreal zeros. Then we must show that f (x) has infinitely many critical points. If f (x) has only a finite number of real zeros, then f (x) is in the class ᏹ, and therefore the proposition gives the desired result. Now suppose that f (x) has infinitely many real zeros. Then we can write
where a 1 , a 2 , . . . are the real zeros of f (x) that are different from zero and g(x) is a function in the class ᏹ. From here on, we show that for arbitrary positive integer K, f (x) has at least K critical points. Let K be an arbitrary positive integer. Since g(x) is in the class ᏹ, the proposition implies that g(x) has at least K critical points. Then the corollary to Theorem 3.1 implies that there is a positive integer J such that
has at least K critical points, because
uniformly on compact sets in the complex plane. Finally, the corollary to Theorem 3.2 implies that
has at least K critical points. Since K is arbitrary, this proves the Fourier-Pólya conjecture.
In order to extend this result, we need a general theorem on the zeros of entire functions. Let f (z) be an entire function of finite order, and let p be a positive integer that is greater than or equal to the order of f (z) . Let a 1 , a 2 , . . . denote the zeros of f (z) that are different from zero. Then we have j |a j | −p−1 < ∞, and hence f (z) can be expressed in the form
where c, α 1 , . . . , α p are constants, n is a nonnegative integer, and the product converges absolutely. The following well-known theorem of E. Lindelöf gives a necessary and sufficient condition for f (z) to be of growth (p, 0). Proof. See [B, pp. 27-30] . Now we can extend the Fourier-Pólya conjecture as follows. .8) Then (4.6) and (4.8) imply that
for some real number γ , and we have α + β + γ = 0. Let δ be an arbitrary real constant. From (4.7), (4.9), and Lindelöf's theorem, the function
is in the class ᏹ, so that it has infinitely many critical points by the proposition. Since
for each positive real number r, and since
uniformly on compact sets in the complex plane, the same argument as in the proof of the Fourier-Pólya conjecture gives the desired result.
Remark 4.1. Theorem 4.2 implies that if f (x) is a real entire function of genus 0, then for each real constant δ, the function e δx f (x) has just as many critical points as couples of nonreal zeros. However, the example given in Section 3 shows that this is not the case in general if we merely assume that the function f (x) can be expressed as a product of linear factors.
Remark 4.2. Lindelöf's theorem implies that every entire function of growth (1, 0) can be expressed as a product of linear factors, but the product may not converge absolutely. Theorem 4.2 implies that de Gua's rule is applicable to some real entire functions of growth (1, 0) that are not of genus zero. The authors, however, do not know whether or not de Gua's rule can be applied to every real entire function of growth (1, 0).
As we mentioned in the introduction, the Fourier-Pólya conjecture cannot be applied to functions such as cos x, cosh x, or (x), because they are not of genus 0. Theorem 4.2 is also not applicable to such functions. The following theorem, however, states that de Gua's rule can be applied to such functions. Proof. Let α be a nonnegative real constant. If f (x) has only a finite number of nonreal zeros, then (4.10) implies that the function e −αx 2 f (x) is in the class ᏸ, so that Theorem 2.2 gives the desired result. Therefore, we need only to consider those functions that have infinitely many nonreal zeros. In order to deal with such functions, we introduce the following notation. A real entire function g(x) is in the class ᏺ if (N1) g(x) = e βx 2 h(x), where β is a real number and h(x) is a real entire function of growth (2, 0), (N2) g(x) is an even function or an odd function, (N3) g(x) has infinitely many nonreal zeros, (N4) g(x) has only a finite number of real zeros, and (N5) g(x) has only a finite number of critical points at the origin x = 0.
First of all, we show that every function in the class ᏺ has at least one critical point. Let g(x) be a real entire function in the class ᏺ, and suppose that g(x) is an even function. Then there are a real constant β and an even real entire function h(x) of growth (2, 0) such that
Since g(x) is even, we can write
has only a finite number of critical points at the origin x = 0. Hence there is a positive integer m 1 such that G(x) has only a finite number of real zeros. Since g(x) is in the class ᏺ, it has infinitely many nonreal zeros by (N3), so that either G(x) has infinitely many negative real zeros or G(x) has infinitely many nonreal zeros. But G(x) has only a finite number of (negative) real zeros, and hence we conclude that G(x) has infinitely many nonreal zeros. Moreover, (4.11) implies that
is an even, real entire function of growth (2, 0), it follows that H (x) is a real entire function of growth (1, 0). Therefore, G(x) is in the class ᏹ. Now the proposition implies that G(x) has infinitely many critical points. Since G(x) has only a finite number of critical points in the interval (−∞, 0], we conclude that G(x) has infinitely many critical points in the interval (0, ∞). In particular, there are a positive integer N and a positive real number c such that G (N) (x) has a critical zero at x = c.
For
it follows that g N−1 (x) has a critical zero at x = √ c. Hence, the function g N−1 (x) has a critical point. Since
Theorem 3.2 implies that g N−2 (x) has a critical point, so g N−2 (x) has a critical point. Then the same argument shows that g N−3 (x) has a critical point, and so on. In this way, we have proved that g(x) = g 0 (x) has a critical point. Consequently, every even function in the class ᏺ has a critical point . If g(x) is an odd function in the class ᏺ, then x −1 g(x) is an even function in the class ᏺ. Hence Theorem 3.2 implies that every odd function in the class ᏺ also has a critical point.
If g(x) is in the class ᏺ, then it is obvious that g (x) satisfies the conditions (N1) and (N2). Moreover, it is not hard to see that if g(x) is in the class ᏺ, then g (x) has infinitely many zeros. Then the same argument as in the proof of the proposition shows that every real entire function in the class ᏺ has infinitely many critical points. Finally, the same argument as in the proof of Theorem 4.2 gives the desired result.
Remark 4.3. Theorem 4.3 implies that every even or odd real entire function of genus 1 * has just as many critical points as couples of nonreal zeros. However, the example given in Section 3 shows that there is a real entire function of genus 1 * that has infinitely many nonreal zeros but no critical points.
Remark 4.4. Let f (x) be a real entire function that is not of genus 1 * , and suppose that f (x) has only real zeros. Then either f (x) has a critical point or f (x) has no critical points. In the first case, de Gua's rule does not hold for f (x). In the second case, no derivative of f (x) has critical points, but as it is remarked in Remark 2.3, there is a positive integer n such that f (n) (x) has a nonreal zero, so that de Gua's rule does not hold for the function f (n) (x) . From this observation, it seems that de Gua's rule is meaningless for functions that are not of genus 1 * .
Remark 4.5. Recall that Riemann's ξ -function (x) is an even real entire function of order 1, and the Riemann hypothesis states that (x) has only real zeros (see [Tit, p. 29] ). Therefore, if we could show that (x) has no critical points, then the Riemann hypothesis would follow.
Applications.
In this section, we apply the results obtained in the preceding section to obtain very simple proofs of some classical results of Hurwitz, Laguerre, and Pólya.
A multiplier sequence of Laguerre.
A sequence {γ n } ∞ n=0 of real numbers is said to be a multiplier sequence (of the first kind) if it has the following special property: If a 0 + a 1 x + · · · + a d x d is a real polynomial with only real zeros, then the polynomial
also has only real zeros.
According to Pólya and Schur [PS] Proof. See [L, Chapter 8] or [PS, p. 104] .
Let a real number q with |q| ≤ 1 be given. In order to show that (5.1) is a multiplier sequence, we need only to consider the case where 0 < q < 1. If q = 0 or q = ±1, then there is nothing to prove. The case −1 < q < 0 follows from the case 0 < q < 1.
Define f (x) by
and suppose that 0 < q < 1. Then f (x) is a real entire function of order 0, is positive in the interval [0, ∞), and satisfies
In particular, f (x) has no (critical) zeros in the interval [0, ∞).
Let a be an arbitrary negative real number that satisfies f (a)f (a) = 0. Then (3.3) implies that 2K [a,0] 
and hence we must have K [a,0] (f ) = 0. Since we can take a arbitrarily close to −∞, f (x) has no critical zeros. Since f (x) = q 3 f (q 2 x), the same argument as above shows that f (x) also has no critical zeros, and so on. In this way, we have shown that f (x) has no critical points.
Since f (x) is of order 0, it is of genus 0. Hence, the Fourier-Pólya conjecture implies that f (x) has only real zeros. Since f (x) = 0 for 0 ≤ x < ∞ and since f (x) is of genus 0, it can be uniformly approximated on compact sets in the complex plane by a sequence of real polynomials with only negative real zeros. Therefore, the Pólya-Schur theorem gives the desired result.
Moreover, all (real) zeros of f (x) are simple. To see this, suppose that f (x) has a multiple zero at x = a. Then a < 0, and there is a positive real number > 0 such that f (a − )f (a − ) < 0 and a < q 2 (a − ), so that
Since f (x) has no critical zeros, we have
which is a contradiction.
Hurwitz's theorem on the zeros of Bessel functions.
Let ν be a real constant. The Bessel function J ν (z) of order ν (of the first kind) is given by
A well-known theorem of Hurwitz states that (i) when ν > −1, the zeros of J ν (z) are all real, (ii) if s is a nonnegative integer and −2s − 2 < ν < −2s − 1, then J ν (z) has 4s + 2 nonreal zeros, of which two are purely imaginary, and (iii) if s is a positive integer and −2s − 1 < ν < −2s, J ν (z) has 4s nonreal zeros, of which none are purely imaginary (see [H1] , [P2] , and [Wa] ). Note that we do not need to consider the functions
Then g ν (x) is a real entire function of order 1 2 , so that it is of genus 0. 
First of all, from (5.4), it is clear that g ν (x) has no critical points at the origin x = 0. Moreover, if a = 0, then x = a cannot be a multiple zero of the functions g (k) ν (x), k = 0, 1, 2, . . . , because of (5.7). Let k be a positive integer, let a < 0, and assume that g (k) ν (a) = 0. Then (5.7) implies that g
ν (x) and a < 0, it follows that g
ν (x) . Therefore, we conclude that g ν (x) has no critical points in the interval (−∞, 0].
Next, we look at the behavior of g ν (x) in the interval (0, ∞). If ν > −1, then all coefficients of (5.4) are positive, so that the functions g (k) ν (x), k = 0, 1, 2, . . . , are strictly positive on the positive real axis. In particular, g ν (x) has no critical points and no positive real zeros in the case where ν > −1. This proves (I).
To proceed further, we need a lemma.
Lemma. Let s be a nonnegative integer. Then we have the following:
If −2s − 1 < ν < −2s, then g ν (x) > 0 for x ≥ 0. Proof. We prove (5.8) and (5.9) by an induction on s. We have shown that if −1 < ν < 0, then g ν (x) > 0 for x ≥ 0. If −2 < ν < −1, then g ν (0) < 0, lim x→∞ g ν (x) = ∞, and g ν (x) = g ν+1 (x) > 0 for x ≥ 0. Hence, g ν (x) has exactly one positive real zero. Now suppose that s > 0, and assume that the induction hypothesis holds. Let −2s − 1 < ν < −2s. Then g ν (0) > 0. Moreover, the induction hypothesis implies that g ν (x) = g ν+1 (x) has exactly one positive real zero, say, at x = c, and that g ν (x) = g ν+2 (x) > 0 for x ≥ 0. From (5.7), it follows that g ν (c) = cg ν (c) > 0. Therefore, g ν (x) > 0 for x ≥ 0. Next assume that −2s − 2 < ν < −2s − 1. Then g ν (0) < 0 and lim x→∞ g ν (x) = ∞. Since −2s − 1 < ν + 1 < −2s, it follows that g ν (x) = g ν+1 (x) > 0 for x ≥ 0. Hence, g ν (x) has exactly one positive real zero. This completes the induction. Now we can count the critical points of g ν (x) in the case where ν < −1. Let s be a nonnegative integer, and suppose that −2s − 2 < ν < −2s − 1. Then (5.9) implies that g ν (x) has exactly one positive real zero. Since g (l) ν (x) = g ν+l (x) > 0 for x ≥ 0 whenever l ≥ 2s +1, (3.3), (5.5), and (5.6) imply that for all sufficiently large positive real numbers b, we have
Therefore, g ν (x) has exactly s critical points and one positive real zero. This proves (II).
Finally, suppose that s is a positive integer and that −2s −1 < ν < −2s. Then (5.8) implies that g ν (x) > 0 for x ≥ 0, and the same argument as above shows that g ν (x) has exactly s critical points. This proves (III).
Some results of Pólya on the zeros of trigonometric integrals.
Let f (t) be a nonnegative increasing function defined in the unit interval [0, 1], and suppose that 0
Obviously, U(x) is an even function and V (x)
is an odd function. Moreover, it is easy to see that these functions are real entire functions of growth (1, 1). In [P1] , Pólya proved in two different ways that all the zeros of U(x) and V (x) are real: His first method is based on a theorem of S. Kakeya on the location of zeros of polynomials, and the second one is based on a method of Hurwitz that uses partial fraction development. In fact, he proved more precise statements. To do this, he distinguished the exceptional case from the general case as follows: The function f (t) is in the exceptional case if it is piecewise constant, has only a finite number of jumping points, and all of its jumping points are rational. If f (t) is not in the exceptional case, it is said to be in the general case. Then he proved the following theorems using his second method [P1, pp. 368-375] . 
contains exactly one zero of V (x).
Remark 5.1. His first method also shows that if f (t) is in the general case, then all zeros of U(x) and V (x) are real and simple, but it does not give the precise information on the location of zeros as above.
Remark 5.2. Since every nonnegative increasing function can be approximated by a sequence of nonnegative increasing functions that are in the general case, these two theorems imply that U(x) and V (x) also have real zeros only in the exceptional case.
In the remainder of this paper, we give a new proof of these theorems. The following are direct consequences of (5.12) and (5.13):
x > 0 and U(x) = 0 ⇒ cos xU (x) > 0, (5.14)
x > 0 and V (x) = 0 ⇒ sin xV (x) > 0, (5 (x) . Therefore, it remains only to show that U(x) and V (x) have only real zeros. Now we show that U(x) and V (x) have no critical points. For n = 1, 2, . . . , let a n denote the zero of U(x) that lies in the interval (nπ − π/2, nπ + π/2). Since U(x) > 0 for −π/2 ≤ x ≤ π/2, we have N [0,a n ] (U ) = n for n = 1, 2, . . . . Since U (x) = − 1 0 tf (t) sin xt dt and the function tf (t) is in the general case, it follows that N [0,nπ ] (U ) = n for n = 1, 2, . . . . Let n be an arbitrary positive integer. Then we can find a positive real number such that < π/2, a n + < nπ + π/2, and U(a n + )U (a n + ) > 0. Then we have Since n is arbitrary, we conclude that U (x) has no critical zeros in the interval [0, ∞). Since U(x) is an even function, the same is true of the interval (−∞, 0]. Thus we have shown that U (x) has no critical zeros. Similarly, V (x) has no critical zeros. Since U (x) = − 1 0 t 2 f (t)cos xt dt, V (x) = − 1 0 t 2 f (t)sin xt dt, and the function t 2 f (t) is in the general case, the same argument shows that U (x) and V (x) have no critical zeros, and so on. Consequently, the functions U(x) and V (x) have no critical points. Finally, Theorem 4.3 gives the desired result.
