Abstract
Introduction
For several decades, the method of molecular dynamics (MD) [l] has been a useful technique for studying the dynamical properties of solids and liquids. In a molecular dynamics simulation, the motion of a large collection of N atoms is modeled directly by solving Newton's equations of motion. This general N-body problem involves the calculation of N(N -1)/2 pair interactions to compute the force on any given atom and requires an enormous amount of calculation for very large systems. However, most MD simulations simplify the problem by assuming that each atom only interacts with other atoms that are nearby. This substantially reduces the complexity of the problem, but there are still many computational difficulties associated with short-range MD simulations. Due to limitations in computing resources, most MD simulations have been limited to small simulations involving less than a million atoms [2, 3, 10, 111 . However, the development of massively parallel supercomputers has generated considerable interest in developing fast parallel algorithms for performing multi-million atom MD simulations [2, 3,4, 5,6,7, 81. On state of the art MPP systems, simulations with more than 100 million (10') atoms can now be performed [9] . Simulations of this size will be crucial in performing realistic experiments in materials science where it will be necessary to simulate hundreds of millions or even billions of atoms to realistically capture the behavior of dislocations, fracture, and crack propagation.
We have developed a scalable MD algorithm based on a message-passing approach that allows for simulating at least 10' particles interacting via a relative short-range potential. We have implemented the algorithm in a code, SPaSM (Scalable Parallel Short-range -Molecular dynamics), on the Connection Machine 5 . This code was originally developed as a general message-passing code, but we have made several modifications to achieve high performance on the CM-5. This has improved the time required to perform a single timestep by roughly a factor of ten. In addition, SPaSM was one of the winners in the 1993 IEEE Gordon Bell prize competition for achieving a speed of 50 Gflops on a 1024 processor .
In this paper, we provide a brief overview of our general MD algorithm and focus on the enhancements that have allowed us to achieve high performance on the CM-5. We also present recent timings. Our code has been implemented in ANSI C with explicit calls to the CMMD message-passing library To use the VUs we have written our force calculation in CDPEAC (a C interface to the VU assembler language, DPEAC). We also assume that particles interact according to the Lennard-Jones 6-12 (LJ) potential Here Q and E are the usual LJ parameters. The potential is cut-off at rmar. No particles interact beyond this range. While this potential is quite common in ' We have used CMMD 3.0.2.1, CMOST 7.2-Beta2, and compiled with gcc 2.3.3 for the results reported here.
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MD simulations, we should stress that our algorithm can use any short-range pair potential.
The Multi-cell MD Algorithm
Our algorithm has been described in detail in [8] .
Here we briefly outline its main features, illustrating the algorithm in 2D, but it extends naturally to 3D.
The main problem in all short-range MD simulations is that of determining which particles interact and calculating the resulting forces. To address this problem, we consider space to be a rectangular region with periodic boundary conditions. This region is subdivided into large cells that are assigned to the processing nodes (PNs) on the CM-5. The region assigned to each PN is further subdivided into small cells with dimensions slightly larger than the cutoff distance r,,, .
Particles are assigned to a particular cell geometrically according to the particle's coordinates. In Fig. 1 , solid lines represcnt processor boundaries while dashed lines represent the cells created on each PN. For large simulations, many thousands of cells may be created on each PN (this does not explicitly depend on the number of PNs being used).
Associated with each cell is a small array of memory for storing the particle data. Each particle is a C structure containing the position, velocity, force, and particle type. To compute the forces on each particle, we first compute all of the forces due to particles in the same cell. Next we compute the forces contributed by all of the particles in the neighboring cells. This sec-0 13 Fig. 2 . 3D interaction path ond step is performed by following an interaction path that visits neighboring cells. The path in 2D is shown in Fig. 1 and in 3D in Fig. 2 . This path specifies the order in which forces are calculated with the neighboring cells and at each step of the path, we calculate the forces between all of the particles in the original cell and the particles in the neighboring cell. As the calculation proceeds, forces are accumulated by both cells using Newton's third law. To calculate all of the forces, this process is carried out on all cells on all of the PNs. Cells will accumulate forces from their lower neighbors when they calculate their forces. Whenever the interaction path crosses a processor boundary, message passing is used to communicate particle coordinates and accumulated forces. Since forces are accumulated by the cell as the path is followed, the resulting forces will be returned when the path returns to the original processor. After all forces have been calculated, the particle positions are updated. Since our algorithm is geometrically based, all of the data structures must be updated to account for positional changes. The particle coordinates are checked and if a particle is in the wrong cell it is moved to the proper cell. If the new cell is on a different PN, asynchronous message passing is used to send the particle to its new PN. Each PN checks for incoming particles and places them in the proper cell when received. After all data structures have updated, the algorithm proceeds to the next time-step and the process is repeated.
Parallel Memory and Vector Units
Each processing node of the CM-5 consists of a SPARC processor and four vector units (VUs) that operate in a SIMD mode. Each VU has a peak speed of 32 Mflops for a combined speed of 128 Mflops per node. The VUs also function as memory controllers where each VU is given its own bank of memory (either 8 or 32 Mbytes per VU). The SPARC processor can access all of the memory available, but each VU can only access its own bank. For programming purposes, the total memory on each PN is divided into two regions, serial and parallel memory. Serial memory is used by the SPARC processor while parallel memory is used by the VUs. When using parallel memory, each VU allocates an identically structured block of memory in its own bank. When accessing this memory, each VU reads from its own bank. This allows the VUs to o p erate on four data sets simultaneously. The amount of serial and parallel memory can be adjusted dynamically so a program may use both types of memory as necessary. Although the two types of memory are part of the same DRAM, great care should be taken when accessing the two regions since the SPARC processor and the VUs access memory quite differently. The SPARC processor requires at least 2 clock cycles for each memory operation, but the VUs can issue 4 memory operations to parallel memory every clock cycle (one memory operation per VU) [12] . Although data can be transferred between the two memory regions, this should be avoided since the SPARC processor must be used and the memory access is slow. For this reason, all operations involving the VUs should use parallel memory for optimal performance.
Calculating Forces
To calculate forces on the VUs, a force kernel has been written in CDPEAC. This kernel takes the particles in two different cells and calculates all of the resulting forces as shown in Fig. 3 . The calculation begins by replicating the particle coordinates from cell erates four identical lists of particles in parallel memory (one list in each bank). After the coordinates are loaded, 8 particles from cell 2 are loaded onto the VUs. We then loop through all of the particles in cell 1 and calculate the accelerations between these particles and the 8 particles loaded from cell 2. At each step, memory indirection (supported by special CDPEAC instructions) is used to load four different particles from cell 1 onto the the VUs. This allows the VUs to calculate 32 interactions at each step. Once all of the particles in cell 1 have been processed, the next set of 8 particles from cell 2 is loaded and the process is repeated. forces calculated are accumulated by each VU. Afterwards, these forces are gathered from parallel memory and saved back to serial memory.
Using Parallel Memory
Since C does not directly support parallel memory, we keep all of our internal data structures in serial memory. This allows us to easily access our data using standard C code and makes it easier to write functions that do not need to use the VUs (if all data was stored in parallel memory we would have to write almost all of our code in CPDEAC). Using serial memory also makes it easier to manage our data layout since data is stored in a single bank of memory instead of being distributed across four banks of parallel memory. However, this data layout does not come without performance penalties. To achieve optimal performance from the VUs, data must be stored in parallel memory and we must copy particle data from serial to parallel memory whenever we calculate forces. Since this transfer of data is done by the SPARC processor, the performance of our algorithm can be severely degraded if we take no steps to minimize the time spent copying data.
There are two simple solutions.to the serial/parallel memory problem. One solution is to simply copy the particle coordinates to parallel memory whenever needed in the calculation. This is simple to implement, but has serious drawbacks when each cell has a relatively small number of particles (which is usually the case in MD simulations). The problem is that each cell will have to be copied to parallel memory as many as 14 times (once when calculating selfinteractions and 13 times when neighboring cells calculate their forces). This makes it extremely difficult to keep the VUs busy and with an interaction cutoff of r,,, = 2.5a, each PN may spend more than 50% of its processing time doing nothing but copying data. To eliminate this problem, a second approach is to preload all of the particle coordinates to parallel memory before calculating any forces. This completely eliminates the problem since the particle coordinates are now instantly available in parallel memory at any time during the calculation. Unfortunately, this requires a massive amount of memory since we must replicate all of the particle coordinates on all of the VUs resulting in a memory overhead of nearly 400%. This overhead is prohibitively expensive for even moderately sized systems and clearly prevents extremely large runs with many millions of particles.
Parallel Memory Caching
To solve the problem of transferring data between serial and parallel memory, we have developed a parallel memory caching scheme. This provides the speed of pre-loading all of the cells to parallel memory while saving a large amount of memory.
A Caching Scheme
Our caching scheme begins by allocating a buffer for holding cells in parallel memory. Each time a cell is encountered in the force calculation, this buffer is checked to see if that cell has already been loaded. If not, the particles coordinates are loaded into the cache and the forces calculated from any previously loaded cell saved back to serial memory. The loading process operates according to a FIFO scheme with two modifications. First, during the force calculation, we take a particular cell, that we call the home cell, and calculate the forces between particles in the home cell and the particles in its 13 neighboring cells. To improve cache performance, we prevent the home cell from being removed from the cache while calculating its forces. This prevents the cell from being inadvertantly removed from the cache and having to be immediately reloaded. A second modification is made to manage particles received from neighboring processors. Whenever particles are received, they must be copied to parallel memory. Since each PN only has one cell of foreign particles at a time, these particles are copied to a special buffer in parallel memory. This prevents the cache from being filled up with particles from other processors.
The structure of the cache is shown in Fig. 4 . In the figure, n, represents the number of cells in the cache. Each cell that is loaded to the cache is replicated across the four banks of parallel memory. This provides the data layout necessary to use the VU force kernel. All calculations using the VUs now operate only on data stored in the parallel memory cache. Particle coordinates are transferred from serial memory to the cache while the resulting forces are transferred from parallel memory back to serial memory. Data transfer back to serial memory only occurs when a cell is removed from the cache.
This caching scheme works extremely well with our MD algorithm since the calculation of forces for any given cell is local in nature. That is, only particle data in neighboring cells is needed to calculate forces. For this reason, we only need to cache a fraction of the cells to dramatically improve code performance. This is illustrated for 2D in Fig. 5 . We start calculating forces with the cell in the lower left corner and begin processing each row from left to right. A cache consisting of 2 rows of cells has been placed in parallel memory. The cells stored in the cache are indicated by the darkly shaded cells. Whenever the interaction path hits a cell that has not been loaded, that cell is loaded into the cache. As the calculation proceeds, we save old cells back to serial memory as indicated by the lightly shaded cells. Due to the locality of the interaction path, these cells will no longer be necessary in the calculation. This is shown in Fig. 5b and 5c. When the upper boundary is reached, as shown in Fig. 5d , message passing occurs and it is necessary to calculate interactions involving the first row of cells again. Since these cells have been removed from the cache, they will have to reloaded. As a result, a small number of cells will have to be loaded twice, but this does does not adversely affect performance.
Cache Timing and Scaling Properties
In our code, SPaSM, we can adjust the size of the cache. This allows us to optimize the code for both speed (using a large cache) or memory (using a small cache). Fig. 6 shows the number of cache loads and the corresponding time per timestep for a particular simulation as we increase the number of cells that are cached. To generate the data in the figure, we recorded the total number of cells that had to be copied to parallel memory during each timestep. This count also 
Implementation
Most of our code is written in ANSI C with calls to CMMD for message passing. Whenever the forces between the particles in two cells need to be calculated, the code calls a special "force" function, This function is isolated from the rest of the code, providing a great deal of flexibility in implementing different types of forces. All of our use of the VUs and parallel memory has been added as a special module to this function. The rest of the code has no knowledge of the vector units (except for a few initialization calls that can be easily removed). In fact, we also have a force kernel that runs on the SPARC processor. If we were to port SPaSM to another architecture, we would simply delete the VU module and use our existing C code. Since none of the other modules have any dependence on the VUs we would not have to change our entire algorithm or rewrite major parts of the code. We should also note that we have been able to modularize our vector unit code as well. The parallel memory caching is handled in an independent module. This allows us to write different force calculations in CDPEAC without ever having to worry about the data layout in serial memory. We recently implemented a fast table-lookup and linear interpola, tion module written entirely in CDPEAC. As a result of the modularity of our parallel memory cache, this module can be interchanged with the original force kernel without having to change any of the caching code.
Minimizing Communication
Our use of an "interaction path" is adaptation of several techniques that have been used in other MD al- In a SIMD implementation, each cell might correspond to a different processor and each step of the path would involve communications. However, on the CM-5, each processor can hold many thousands of cells and only a fraction of these lie on the processor boundaries. As a result, communications is not necessary when calculating forces for most of the cells. In our original algorithm, we simply chose a single interaction path and used it for all of the cells in the calculation (like using a communications stencil). However, we found this strategy to be particularly inefficient on the CM-5 since the chosen path may perform unncessary communication across certain processor boundaries. In Fig. 7 , two different 3D interaction paths are shown.
Consider the use of path (a). If we use this path for a cell on the left or right boundary, only 2 message passing calls will occur, but if the path is used for a cell on the front boundary, 6 message passing calls will be required. This is due to the fact that the path moves back and forth in the x direction and will pass through the front boundary several times. the number of times the path crosses a PN boundary at which time a message passing call will be required. For example, the right side of the cube will require c,c, calls when the path leaves the P N and another c,c, calls when the path returns. The front face of the cube will require 6c,c, calls (since the path moves back and forth), and so on. Counting the number of calls along the edges and corners can be complicated since the path may pass through as many as 6 processors, but with a careful analysis one can determine the total amount of communications. In the case of path (a), the total number of message passing calls is given by Ma = 2c,cg + 4c,c, + lOCyc, -c, -cy -c, + 1
From this, we see that communications for cells in the yz-plane is highly inefficient as indicated by the lOc,c, term in the equation. This is a direct result of our use of a single communications pattern. To solve this problem, we allow each cell to use a different path. The only restriction is that whatever paths we choose, they must all pass through the exact same set of neighboring cells (in order for our use of Newton's third law to work). For example, we can assign path (a) to all of the cells except those on the front and back where we will use path (b). Doing this reduces unnecessary message passing since cells on the front/back now only require 2 message passing calls instead of 6. Proceeding in a similiar way as before, we can determine the minimum number of message passing calls required to calculate forces. Instead of following paths, this time we use the fact each cell has (4 (b) Fig. 7 . Two different 3 0 interaction paths a fixed set of 13 neighbors. Some of these neighbors may be on different PNs and two message passing calls will be required for each neighboring PN involved-one for sending data to that PN and one for receiving data back or passing the data onto one of the other PNs.
In an optimal case, we send data to each PN once and the minimum number of message passing calls is given bY M, = 2cecy + 4c,c, + 4cyc, -c, + 5
By carefully assigning a different path to the cells on surfaces, edges, and corners, one can reduce the required number of mcssage passing calls to this minimal number. Doing this, the number of messages sent through the yz-plane drops by roughly 60%. In a test simulation involving an 8 x 8 x 8 grid of cells, using only path (a) resulted in 1001 message passing calls per time-step. Adding path (b) to the front and back faces reduced this to 698 message passing calls. Adding additional paths to the edges and corners reduced the amount of message passing even further to 637-a savings of nearly 37% over using a single path. Currently, we can completely minimize the amount of communications by using 9 different paths. This strategy has significantly reduced the communications time required by our algorithm and would provide a speedup on any message passing architecture. Furthermore, this improves parallel memory caching performance since fewer cache loads will be required (each time a cell is received from another PN it is copied to the cache).
Our communications scheme sends data in small packets using a relatively large number of message passing calls. Another approach that is commonly used is to gather all of the particle data and communicate it in several large messages. This can be done in as few as 6 message passing calls in some cases[6, 71. However, we feel that our approach offers several advantages. First, our scheme only requires a small buffer for storing one cell of particles. If we were to communicate particle data from all of the boundary cells at once, it would require a tremendous memory overhead. For example, if each PN had 8 x 8 x 8 cells, we would really need enough memory to store 10 x 10 x 10 cells. This represents a memory overhead of almost 100% (1000 cells vs. 512 cells) and would prevent us from performing very large simulations. Secondly, our data layout allows us to communicate particle data without any extra processing, resulting in low latency. If we were to communicate all of the boundary cells a t once, we would first have to gather the data in a large buffer. This would require extra processing and even more memory. Since our approach requires very little memory and does not involve any extra processing, we feel that our communications strategy is competitive with other methods to reduce communications overhead.
Performance Considerations
The use of these optimization techniques has dramatically improved the performance of our code, but has introduced new performance issues. We discuss a few of these issues and emphasize how it is important to carefully analyse a particular problem in order to maximize the benefits.
For optimal cache performance, the cache must be large enough to store several layers of cells that completely contain the interaction path(s) used. However, the cache should also be small enough not to use all of the available memory. Consider the two system con- Fig. 8 . Caching with different geometries figurations in Fig. 8 . In each case, cells are processed by rows. In Fig. 8a , optimal performance is obtained by caching 8 cells, but if the same system is rotated by 90 degree as in Fig. 8b , 14 cells will have to be cached. In this case, the best choice is that in Fig. 8a since better performance will be obtained with less cache memory. In addition, we could double the height of Fig. 8a without changing the cache size. Doubling the width in Fig. 8b would require a cache increase to 28 cells. As a general rule, for the best cache performance, one should set up systems so that each processor has cells arranged in long columns.
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However, one can not forget about communications. The amount of message passing is directly related to the surface area of the cells on each processor. Consider a system 8 x 8 x 8 cells. For the best cache performance in this case, 128 cells must be stored (2 layers). A total of 637 message passing calls will be needed each timestep. Now, suppose we rearrange the layout so that each PN now has 4 x 4 x 32 cells (same number of cells as before). Now, the cache only needs 32 cells, but this geometry now requires 1057 message passing calls. A 75% reduction in cache size has resulted in a 65% increase in message passing. The performance would be substantially worse in this case since message passing is more time consuming that loading the cache.
When performing real simulations, one must try to balance these two issues. With extremely large simulations, sometimes optimizing the cache performance is the best approach since so much time is spent calculating forces, In smaller runs, calculating forces does not take as much time and it may be better to optimize communications.
We would also like to point out that we have abandoned the traditional neighbor-table approach commonly used in MD simulations. In most MD simulations, one constructs lists of particles that inter-807 act with each other and uses the lists for calculating forces. We do not use this approach since the storage of the lists consumes a huge amount of memory and the use of tables often requires the development of elaborate schemes for constructing the tables and calculating forces. Rather than trying to implement some elaborate scheme to reduce the number of forces calculated, our approach is to use a atmple data layout and algorithm that allows us to calculate forces as fast as possible. By stripping away all of the extra overhead and memory required to use neighbor tables, we can utilize the VUs and the message passing features of the CM-5 at a much faster rate. While we calculate nearly 6 times as many forces as necessary, this extra work is done exclusively on the VUs where we only pay a minimal performance penalty. We should point out that our code (which does not use neighbor tables), has performed larger and faster simulations than any neighbor table code that we are aware of.
Timing Results
In Table 1 , recent timings for runs with a cutoff of T,,, = 2 . 5~ are presented. The time required for one timestep and the Gflop rate are reported. All runs were performed using parallel memory caching and two paths to reduce communications ' . The GFlop rates were calculated by multiplying the total number of interactions by 35 floating point operations per interaction and dividing by the time per timestep. All calculations were performed in double precision. In each case, 25% of the cells were cached except for the run with 131 million particles that used a 3% cache. Initially, the particles were arranged in a uniform 3D lattice a t constant density p = N / u 3 = 1 and given an initial velocity to ensure realistic interprocessor communications. With this choice of density and cutoff T,,, = 2.5u, each particle calculates forces with approximately 225 neighbors.
From the table we see that the algorithm scales nearly linearly with the number of particles and the number of processors. Our best timing is that for 65 million particles on 1024 PNs. The update time of 16.55 seconds corresponds to 250 narwseconds per particle. To the best of our knowledge, this is the lowest reported timing to date [6, 71. Our optimizations were mainly designed to dramatically improve the speed of simulations using a small In Table 2 , the breakdown of communications, comp i r tation, and parallel memory access time (the time spcnt loading and flushing the parallel memory cache) is given. The algorithm is dominated by the calculation of forces. The parallel memory time is low indicating the effectiveness of the parallel memory caching scheme. The small amount of time spent loading parilllcl memory indicates that little is to be gained by further modifying our algorithm to store all of its data in parallel memory.
In other tests, we were recently able to simulate 180 million particles in 3D with an update time of 55.6 seconds on a 1024 node CM-5. This run used minimal parallel memory caching, but represents the siw system that can be simulated on state-of-the-art callel computers.
Conclusion
We have demonstrated that several enhancements can be made to a real message-passing C code to achieve high performance on the CM-5. We have made these modifications at various stages of code development which has allowed us to track the improvements in performance. Lastly, we optimized the communication aspects of our algorithm and this dropped the iteration time to the 16.55 seconds reported in this paper. As a result of the modifications, our code now runs approximately 10 times faster than before, but our general MD algorithm has changed little. We feel that it is important to emphasize the fact that the best way to get high code performance is to carefully analyze the problem being solved and to intelligently use the architecture of the machine to your advantage. The the MIMD message-passing programming model has provided us with a great deal of flexibility in writing a general code that could be run on massively parallel machines such as the CM-5 Particles 4096000 16384000 65536000 131072000 or even inexpensive workstation clusters. By writing code in ANSI C, we will be able to port our code to other architectures. The flexibility of C has allowed us to implement our performance enhancements on the CM-5. Our use of the VUs and memory caching is highly modular and did not require modifications to other parts of our code. The CDPEAC force kernel consists of approximately 100 lines of code while the parallel memory caching requires approximately 200 lines of standard C code with only a few CDPEAC instructions. It is interesting to note that the "recomnirnded" way to use the CM-5 vector units is to write code in data-parallel CMF or C* since these languages try to provide high performance while hiding all of the underlying hardware from the user. However as a result of our parallel memory caching scheme, we have found that we only pay a minimal portability penalty by just ignoring the data-parallel model and writing a standard C code that uses SPARC memory for storing its data structures. This approach has provided us with a code that outperforms most data-parallel applications without compromising code portability. We hope that our approach could be adapted to o p timize other C/CMMD codes on the CM-5. Perhaps these types of techniques can be used to improve code pcrformance on future archictures as well.
