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Abstract 
 Medium range order (MRO) is the structure order existing between the short range order 
and long range order in amorphous materials. Fluctuation electron microscopy (FEM) is an 
effective method to quantify MRO. The FEM signal depends on several effects. In this thesis, I 
will show how the probe coherence, sample thickness and energy filter affect the FEM signal. 
We have found that microalloying in Al-based glass has dramatic effect on the primary 
crystallization temperature and nanocrystal density after annealing treatment. FEM alone cannot 
uncover the details of MRO in these alloys. Therefore, I resort to modeling to solve the 
relationship between the variance signal and MRO structure. I improved Stratton and Voyles’s 
analytical model[1, 2]. I also did computer simulation. I explored the effects of thermal disorder 
and hydrostatic strain on the variance. The extracted size d and volume fraction Φ in Al88Y7Fe5, 
Al88Y6Fe5Cu1 and Al87Y7Fe5Cu1 as-spun samples reveals the relationship between MRO in as-
quenched sample and thermal behaviors in these alloys.  
I also did FEM experiments in relaxed Al88Y7Fe5 samples at various annealing times. 
MRO structure in these samples does not change. 
FEM was also done on Al87Y7Fe5Cu1 to check MRO variation during transient nucleation 
period. The extracted (d,Φ) based on combination of experimental data and simulation shows 
how MRO changes during this period. 
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1. Introduction 
1.1 Structure of amorphous materials 
In amorphous materials and glass materials, unlike crystalline materials, there is no long 
range order (LRO). The LRO refers to periodic structure extending over tens of nanometers and 
beyond. However, for a densely packed structure, there is a minimum distance between any two 
atoms in the system, which is defined as the atomic bond distance. In addition, there may be 
preference of either like atoms or unlike atoms around a reference atom. Therefore, there is 
generally short range order (SRO) existing in amorphous materials.  
The radial distribution function (RDF) is the one of the most commonly used methods to 
characterize the atomic structure [3]. It can be understood in this way: Choose an average atom 
in the system as the center to draw a sphere. As the sphere gets bigger, at certain distance away 
from the center, it is going to touch other atoms. If we do this operation over all the atoms in the 
system, the probability of finding another atom at distance r away from an average atom in the 
system is defined as the RDF. The RDF can be extracted from a diffraction experiment. We can 
observe several peaks in the RDF of amorphous materials, indicating SRO. However, the RDF 
becomes featureless as the atomic separation distance is beyond 1 nm. Does this imply there is 
no order beyond this length scale in amorphous materials? We define the order between SRO 
and LRO as medium range order (MRO). The diffraction experiment can only uncover the RDF, 
and the RDF is insensitive to the structure beyond 8 Å due to a statistical sampling problem. As r 
increases, the pair spacings pack closer and closer until they disappear in a background.  
MRO is an important part of the microstructure of amorphous materials. In several 
systems, it is related to subcritical nuclei of the corresponding crystal phase, whose diameter 
ranges from 1 to 5 nm. Voyles has shown[4] that amorphous Si deposited on the substrate with 
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different temperature demonstrates a continuous change of increasing MRO, indicating either a 
continuous phase change or no phase change at all. He also found that there is negligible change 
in MRO of amorphous Si :H deposited by different method[4]. In the deposition, there is 
possible formation of subcritical nuclei during growth process. These subcritical nuclei are 
paracryalline grains. MRO is also a crucial factor controlling nanocrystal density in Al-based 
glass. The mechanical properties of Al-Y-Ni amorphous alloy can be greatly improved by 
dispersion of Al-FCC nanocrystals [5]. These nanocrystals are created by annealing. MROs 
existing in as-quenched sample act as precursor for subsequence nanocrystal nucleation during 
annealing treatment [6]. The size and volume fraction of MROs determines the nanocrystal 
development in the subsequent annealing treatment. The thermal behavior of Al-based glass will 
be discussed in greater details in section 1.5. Another example of controlling MRO or subcritical 
nuclei is pre-treatment of Ag incorporated Sb2Te[7], which is used as recording media material 
through phase transformation. The transient time (nucleation time) changes as a function of pre-
treatment time. This is due to the change of MRO in the treated sample. 
1.2 Techniques for detecting MRO 
 Measuring MRO has been a long standing problem and several techniques have been 
used to investigate MRO. The most direct way is observing fringes under high resolution TEM. 
However, these fringes may be illusory. As pointed out in [8, 9], randomizing the image Fourier 
components through computer processing gives qualitatively same image. This shows that the 
fringes may be artifacts of instrument contrast transfer function with little relationship to local 
order in the sample. 
 Extended X-ray absorption fine structure (EXAFS) is the measurement of the x-ray 
absorption coefficient of a material as a function of energy. X-rays of a narrow energy resolution 
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are shone on the sample and the incident and transmitted x-ray intensity is recorded as the 
incident x-ray energy is scanned. This method can disclose the environment about specific 
elements because the X-ray absorption is the finger print of each element. EXAFS was used, for 
example, to investigate SRO and MRO in germanium sulfide glasses[10] and Cu45Zr45Ag10[11]. 
Although this technique gives SRO about the element in the glass and proves solute-center 
cluster existing in bulk metallic glass[11], the observation of MRO is indirect and difficult. 
 X-ray scattering or neutron scattering is also used to detect MRO. X-ray scattering can be 
performed in either wide angle X-ray scattering (WAXS) or small angle scattering (SAXS)  In 
WAXS, it was argued that the origin of the first sharp diffraction peak is MRO[12-14] and 
believed that this pre-peak accounts for “inter-molecular” –type correlation[12]. The position of 
this prepeak is used to estimate the structure unit size and the full width half maximum of this 
prepeak is used to estimate the correlation length of SRO[14]. The position of the prepeak indeed 
demonstrate SRO, the prepeak width broadening, however, is due to many factors, including the 
instrument resolution, and is a very rough measurement of correlation of SRO or MRO. In SAXS 
or small angle neutron scattering (SANS), the ordered structure at large length scale can be 
detected. For the solid with particles dispersed into the matrix, the bigger the contrast between 
the particle and the matrix in the sample, the stronger the signal of the particle. Lamparter et 
al.[15] have used SAXS and SANS to explore the medium-range structure change in as-
quenched as well as thermal annealed Fe80B20 metallic glass and found annealing at 300 ºC 
promotes the growth of crystalline Fe75B25. The fitting to a Guinier plot was used to extract the 
particle size. There is a significant difference in Guinier plots between as-quenched sample and 
annealed sample, indicating some change in length scale between 5 to 10 Å. However, this 
method gives little information about what structure has undergone change. Kamiyama et al.[16] 
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used SAXS to investigate the crystallization behavior of Al85Y10Ni5, and found that annealing 
below the glass transition temperature Tg , the change in intensity plot as a function of scattering 
vector magnitude is negligible, indicating only SRO change happened. Annealing above Tg 
results in change in the length scale larger than 3 nm due to crystallization. 
 When the sample is very thin, direct observation of local atomic order become possible. 
Hirata et al.[17] used Cs-corrected nanodiffraction and observed diffraction patterns 
corresponding to SRO and MRO in Zr66.7Ni33.3. Some diffraction images contain 2 diffraction 
patterns. When these images are compared to the simulated diffraction pattern based on 
interconnected polyhedral, it can give information about how the polyhedras are connected. In 
their experiment, the sample thickness was measured to be ∼3-5 nm by EELS. At this thickness, 
the signal to noise is strong enough to show local order information. 
The most powerful tool used to detect MRO in amorphous materials is fluctuation 
electron microscopy (FEM). It is a hybrid diffraction and imaging technique, and calculates the 
spatial variance of diffraction intensity based on 
 ( )
( )
( )
2
2
, ,
, 1
, ,
I k R
V k R
I k R
= −
r
r
, (1.1) 
where k is the magnitude of diffraction vector, R is the resolution, r is the position on the sample, 
and the angular bracket represents the average over r. FEM was developed by Treacy and 
Gibson[18] and the physical meaning behind the Eqn. (1.1) can be found in [4, 18]. Because the 
Eqn. (1.1) contains three-body and four-body correlations, it can unveil MRO in amorphous 
materials. Besides FEM, fluctuation X-ray microscopy can also be used to detect MRO and Fan 
et al.[19] have used this technique to investigate MRO in polystyrene latex materials. In the 
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experiment, Fan et al. used pin-hole to change the X-ray probe size. The definition of MRO for 
polymer materials is broader and is in the range from ∼100 nm to ∼2 µm because the basis unit in 
polymer is much bigger than atomic size, especially for big molecules. However, this technique 
requires X-ray of high coherence, which is only available in the national labs. This restricts its 
accessibility. Therefore, FEM is a more popular technique to investigate MRO. 
  
Figure 1.1  FEM operated in (a) TEM mode and (b) STEM mode 
 
FEM can be performed either in transmission electron microscopy (TEM) mode or 
scanning transmission electron microscopy (STEM) mode. Fig. 1 (a) shows FEM performed in 
TEM mode, and in this mode, it is normally operated in hollow-cone illumination. In this mode, 
the objective aperture is used to control the resolution of the instrument. The beam is tilted so 
that dark field images are formed at different k value. In TEM hollow-cone mode, we do not shift 
the beam. Instead, we tilt the beam at different angles to collect the diffracted beam at different k 
value. Fig. 1 (b) shows FEM operated in STEM mode. In this mode, the condenser lenses and 
objective lens demagnify the source and form the probe on the sample. The scan coils control the 
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scanning of the probe across the sample. At each scanning position, a diffraction pattern (DP) is 
collected at CCD camera. We can change the probe size by either tuning the condenser lens 
current or changing the physical size of the probe forming aperture, C2 aperture. Compared to 
FEM performed in TEM mode, FEM in STEM mode has several advantages. In the first place, it 
makes better use of electron dose, because it collects diffraction signals in a continuous range in 
k space. Secondly, we can change the resolution continuously[20]. Thirdly, we can remove the 
diffraction patterns corresponding to large crystals instead of MRO in the sample in the post-
processing step[21].  
1.3 Previous FEM results 
Initially, FEM was applied to semiconductor materials. Gibson and Treacy[22] used FEM 
and found MRO decreased in annealed amorphous Ge film compared to as-deposited Ge film, 
indicating random network is a thermodymically more stable phase. Treacy et al.[23] found 
paracrystallites in as-deposited Si and Ge film. In these two materials, the intergranular stress is 
relaxed through deformation of the grain. Voyles et al. [24, 25] drew the conclusion based on 
FEM signal that MRO increases as the substrate temperature increases for synthesized 
amorphous Si by magnetron sputtering. The increase of MRO can be explained by the increase 
of paracrystallite’s size, or density or both. Voyles et al. [26] and Nittala et al. [27] presented 
MRO changes in hydrogenated amorphous Si film, and found the MRO stability during heat-
treatment depends on the initial size of MRO in as-sputtered samples. 
FEM has also been applied to metallic glasses. Stratton and Voyles have done pioneering 
work in metallic glass[6]. They found as-quenched sample Al98Sm8 has the largest MRO. These 
MROs diminished as annealing time goes up. And there is no detected MRO in as-rolled sample. 
Wen et al. [28] used FEM and found two percent of Co replacement of Y in Al85Ni5Y10 causes a 
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significant change in FEM signal, suggesting a more uniform structure. They also found 
annealing of Al85Ni5Y8Co2 at different temperature results in MRO change in the opposite 
direction. Annealing at 200 ºC for 30 minutes reduces the variance peak; however, annealing at 
230 ºC for 30 minutes increases the variance peak value. They attributed this to dissolution of 
MRO at temperature well below Tg and more structure fluctuation at annealing T close to Tg. 
In addition to applying FEM to Al-based glass, FEM is also used to explore MRO in Zr-
based glasses. Hruszkewycz et al.[29] used FEM to study multi-component Zr-based alloy. They 
calculated the azimuthal variance instead of the variance defined by Eqn. (1.1).  Sordelet et 
al.[30] have done FEM in ZrxPb100-x (73≤x≤77) and believe it is Pb solute centered clusters 
giving rise to FEM signal, and the number of this kind of clusters increases as the amount of Pb 
content increases. Hwang et al. [31] did reverse Monte Carlo simulation through combining 
embedded atomic potential, reduced density function G(r) and FEM data, and they found MRO 
in Zr54Cu38Al8 is not from solute-centered clusters, but from atoms arranged in a pseudo-planar 
structures. I have used FEM to investigate MRO in Al-based glass. MRO is related to primary 
crystallization and I have been able to extract the size d and volume fraction Φ from FEM data. 
1.4 Basic nucleation and growth theory 
1.4.1 Nucleation in liquid 
Undercooling is the driving force for nucleation in metallic liquids, and it affects the 
critical nuclei size and their size distribution in the high temperature liquid and during the 
quench[32]. The driving force for nucleation is the Gibbs energy difference between the liquid 
phase and solid phase, 
 L SV V VG G G∆ = − , (1.2) 
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in which GVL is the Gibbs free energy of the liquid, and GVS is the Gibbs free energy of the solid. 
If the nucleus is assumed of spherical shape, the change of Gibbs free energy of nucleation of 
nucleus of radius r is 
 3 24 4
3r V SL
G r G rπ π γ∆ = − ∆ + , (1.3) 
where γSL is interfacial energy between the solid and liquid. At the maximum in ΔGr, the critical 
radius r* is 
 2 1* SL m
V
Tr
L T
γ
=
∆ ,
 (1.4) 
where Tm is the melting point, LV is the latent heat, and ΔT is the undercooling. Substitute Eqn 
(1.4) into Eqn (1.3), and the critical Gibbs free energy is 
 
( )
3 2
22
16 1*
3
SL m
V
TG
L T
πγ 
∆ =  
∆  .
 (1.5) 
r* and ΔG* decrease with increasing undercooling ΔT. Below melting temperature Tm, there is 
an increasing contribution from ΔGV in Eqn (1.3), as the solid becomes progressively more stable 
and this has the effect of increasing the maximum cluster size rmax(The definition of rmax is 
arbitrary, and we can define it that the probability of finding cluster of this size is 0.01%). 
1.4.2 Classic nucleation and growth 
The strength and ductility of Al-based glass depends heavily on the nuclei’s size distribution 
and their density. Therefore, the development of nuclei is an important issue and this can be 
explained by nucleation theory.  From a microscopic point of view, a model was proposed for 
nucleation[33, 34]: 
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(1) Clusters of particles originate when two atoms come together.  
(2) These clusters are in equilibrium with their surroundings and can grow or shrink by the 
addition or removal of single atoms. 
(3) Most clusters will break up into single particles, but there will be some probability that a 
cluster will grow to the critical size. 
(4) If the cluster grows larger than critical size, it will not shrink, but will grow to a 
macroscopic size particle.  
The equilibrium concentration of clusters of size n (n refers to the number of atoms in the 
cluster) can be related with activation energy of forming cluster of size n and given by 
 ( ) ( ) ( )0 1 exp
G n
C n C
kT
∆ 
= − 
  ,
 (1.6) 
where C0(n) is the equilibrium cluster concentration of size n in the system, C(1) is the monomer 
concentration, and ΔG(n) is Gibbs free energy associated with cluster of size n. Before the 
critical size is reached, the concentration of clusters depends exponentially on the Gibbs free 
energy. When r<r*, the Gibbs free energy increases with nucleus’s radius, so the larger radius is 
thermodynamically not favored.  
In nucleation theory, the delay time (incubation time) for nucleation and steady state of 
nucleation are two important concepts. Whether there are quenched-in nuclei in the metallic 
glass after quenching process is closely related to the delay time, and the number of nuclei 
during annealing process can be calculated based on steady state nucleation theory. Double-
aging treatment is an application of these concepts to derive nucleation-related thermodynamic 
properties[35]. Based on the continuity equation, the flux of nuclei of size n can be expressed as: 
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 ( ) 0
0
CJ n DC
n C
 ∂
= −  ∂  
, (1.7) 
where J(n) is the net number of clusters growing from n to (n+1), and n is the number of atoms 
or molecules. It can also be written as 
 ( ) ( )0 0
0
1 and lnCCJ n D UC U D D C
n C n n
∂∂ ∂
= − + = =
∂ ∂ ∂
, (1.8) 
where D∂C/∂n is called the random walk term, U is the mobility of an atom,  and UC  is called 
the drift term. Becker and Döring[36] proposed the idea of a steady state current of clusters. In 
this framework, the concentration does not change with time, 
 0C
t
∂
=
∂ ,
 (1.9) 
and the steady state nucleation rate JS is 
 0
0
S
S
CJ DC
n C
 ∂
= −  ∂   .
 (1.10) 
In the initial stage of nucleation, the number of nuclei of one particle is assumed to be 
constant and can be written as 
 ( )0 1/ 1S nC C = = , (1.11) 
and to avoid the size blow-up (otherwise, the size of cluster can reach infinity), the concentration 
of nuclei of size larger than a certain size must be zero, so 
 ( ) ^0/ 0S n nC C = = . (1.12) 
11 
 
The subscript S indicates steady state. C0 can be calculated using Eqn (1.6). When ΔG is 
maximized, or when n=n*, C0 reaches a minimum. If set D=DC, after some manipulation, we get 
 ( ) ( )
1/22
0 02
1
2
C
S C C
G n
J D C n DC Z
kT nπ
 ∂ ∆
= − = ∂ 
, (1.13) 
where  
 ( ) ( )
1/21/22 2
0
2 2
ln1 1
2 2
C CG n C nZ
kT n nπ π
    ∂ ∆ ∂
= − = −   ∂ ∂     
 (1.14) 
is called the Zeldovich Factor.  
In the beginning of this section, I mentioned that the ΔG* barrier must be surpassed to 
achieve stable growth. Because of thermal energy kT, however, stable nucleus growth ensues 
when cluster reaches the size corresponding to (ΔG*- kT)[37]. As shown in Figure 1.2, in the 
region labeled Δ, the nucleus can go over the energy barrier and reach the steady growth state by 
thermal fluctuation. Based on this analysis, we can divide the time region of growth into three 
parts: 
(1) The time τ< to reach a size nC-Δ/2 
(2) The time τΔ to grow from size nC-Δ/2 to nC+Δ/2 
(3) The time τ> to grow from nC+Δ/2 to visible size 
 
Figure 1.2 Gibbs free energy as a function of cluster size 
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Strictly speaking, τ<+τΔ is the delay time or incubation time for nucleus growth. 
Generally, τΔ is taken as incubation time and τΔ can be written as 
 2
1
CD Z
τ
π∆
=
.
 (1.15) 
1.4.3 Nucleation in solid 
Crystallization of a metallic glass by heating the solid form may proceed by nucleation in 
the solid, if crystallization occurs before melting. Generally speaking, there are five types of 
phase transformations. (1) precipitation reactions, (2) eutectoid transformations, (3) ordering 
reactions, (4) massive transformations, and (5) polymorphic changes. Precipitation is related to 
the nucleation process in Al-based glasses. During annealing of Al-based glasses, new nuclei 
other than quench-in nuclei form and they undergo the strain applied by the matrix. Compared to 
nucleation in liquid, homogeneous nucleation in a solid involves the misfit strain energy ΔGS. 
Summing all the factors contributing to the Gibbs free energy change,  
 V SG G A Gγ∆ = −∆ + + ∆ . (1.16) 
ΔGS makes little difference in the critical radius or the Gibbs free energy compared to those 
during solidification process. The critical size and the Gibbs free energy at critical size become 
 2*
V S
r
G G
γ
=
∆ − ∆
 (1.17) 
and 
 
 
( )
3
2
16*
3 V S
G
G G
πγ
∆ =
∆ − ∆
. (1.18) 
The homogeneous nucleation rate is of the form 
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 hom 0
*exp expmG GJ C
kT kT
ω
∆ ∆   = − −  
  
, (1.19) 
where ΔGm is the activation energy for atomic migration, and ω is a factor including the vibration 
frequency of atom and nucleus area. 
1.4.4 Homogeneous nucleation or heterogeneous nucleation 
So far we have only considered homogeneous nucleation. There are two types of nucleation: 
homogeneous nucleation and heterogeneous nucleation. The energy barrier for heterogeneous 
nucleation is smaller than that for homogeneous nucleation. Grain boundaries, dislocations, 
impurities and even clusters[38] (clusters are smaller than embryos, and embryos are smaller 
than nuclei) in the matrix can supply heterogeneous nucleation sites. After quenching, there may 
be some clusters which can be used as heterogeneous nucleation sites in Al-based glasses. 
Because a lower nucleation barrier must be overcome in heterogeneous nucleation, nuclei 
forming on those clusters form faster and contribute to final nuclei density. In homogeneous 
nucleation, since the whole matrix can be used as homogeneous nucleation site, the number of 
nucleation sites is much higher than that of heterogeneous nucleation sites. The nucleation rate is 
the number of available nucleation sites times exp(-ΔG/kT), where ΔG is the nucleation barrier. 
At relatively high temperature, the driving force for homogeneous nucleation is small, and the 
exponential term plays a dominant role and heterogeneous nucleation is much faster than 
homogeneous nucleation, unless there are no defects or impurities in the matrix. Usually two 
criteria are used to determine when homogeneous nucleation occurs: 
(1) large undercooling, and  
(2) large number of precipitates observed in TEM or other measurement. 
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Servi and Turnbull[39] used classical nucleation theory and determined that nucleation in Cu -Co 
system is homogeneous nucleation based on these two criteria. In Al-based glass, either 
homogeneous nucleation or heterogeneous nucleation occurs depending on the alloy’s 
composition and manufacturing process[40, 41]. 
1.5 Primary crystallization in Al-based glasses and atomic structure 
1.5.1 Primary crystallization 
Unlike bulk metallic glasses, only few Al-based glasses[42, 43] demonstrate a clear glass 
transition signal during continuous heating DSC. In most Al-based glasses, the first reaction 
signal during continuous DSC measurement is primary crystallization instead of glass transition. 
This can be explained by the theory proposed by Perepezko and Hebert[44]. They used time 
temperature transformation (TTT) curve to group the glass into two categories. As shown in the 
top left Fig. 1.3, when the cooling speed is very fast, the cooling curve bypasses the nucleation 
curve. Under this condition, there are no nuclei of critical size at the crystallization temperature 
Tx in as-quenched sample. In the subsequent continuous DSC heating, it involves both nucleation 
and growth, and we can observe a distinct glass transition temperature Tg, and this is shown in 
the top middle plot in Fig 1.3. In the isothermal annealing at Tx, the heat evolution exhibits a 
delay before the onset of the nucleation and a peak associated with nucleation and growth 
process This kind of glass is called nucleation-controlled glass. On the other hand, when the 
cooling speed is not fast enough, the cooling curve only bypasses the growth curve, and it 
intercepts the nucleation curve, as shown in the bottom left plot in Fig. 1.3, there are some nuclei 
in the as-quenched sample. Because of rapid increase of viscosity during quenching process, 
their growth is restricted. During the continuous DSC treatment, these pre-existing nuclei 
continue to grow, as well as additional nucleation at Tx. We only observe Tx, this is because the 
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exothermic growth process conceals the endothermic glass transition process. During isothermal 
annealing at Tx, it exhibits a continuous decrease of exothermal heat, indicating a growth-
controlled process. This kind of glass is called a growth-control or marginal glass. There is a 
large primary crystallization-particle density in the marginal glass, especially for Al and Fe based 
glasses, the primary crystallization-particle density can reach 1021 to 1023 m-3.  
 
 
Figure 1.3. The principal forms of kinetic control for metallic glass formation[44] 
Although traditional continuous DSC cannot discern the glass transition from primary 
crystallization, there are some other techniques to pinpoint glass transition. Glass transition is a 
reversible process compared to irreversible primary crystallization phase transformation, and 
measurements which can separate these two processes can discern Tg signal. Modulated 
differential calorimetry (MDSC) can distinguish these two processes. Wu et al.[45] have 
demonstrated that the primary crystallization peak coincides with the glass transition. Bokeloh et 
al.[46] have used MDSC to measure the thermal behavior of Al89Y6Fe5 and the signal showed 
the separation of Tg and Tx. They found glass transition onset depends strongly on annealing 
condition. If the sample was annealed below Tg, the detected onset of Tg in MDSC will be shifted 
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towards the annealing temperature. On the other hand, when the annealing temperature is high 
and causes crystallization, the onset temperature of Tg will be shifted to higher value. They 
explained this by heterogeneous glass transition resulted from phase separation reaction during 
annealing. For the case of lowering Tg induced by annealing at low temperature (<Tg), different 
region in the sample has different local Tg depending on the local composition and phase. A 
spectrum of glass transitions would occur and a superimposition of these partial glass transition 
signal leads to the total signal observed in MDSC. On the other hand, after annealing at higher 
temperature than Tg of a particular phase separated region, this phase crystallizes and does not 
participate in glass transition anymore. Therefore, higher Tg was observed in the following DSC 
measurement. Although they claimed there is a miscibility gap at high liquid undercooling, this 
argument seems contradict the thermodynamics, since there is no spinodal decomposition in 
Al89Y6Fe5.  
Nucleation and growth are controlled by the interfacial energy and diffusion of the 
elements in the matrix. Alloy composition influences the number of pre-existing nuclei, 
interfacial energy and diffusion coefficient, and therefore the structure of Al-based glasses. It 
was reported[47, 48] that a large fraction of nanocrystals were found in Al-based glass 
containing transition metals and rare earth elements. Foley, Allen and Perepezko[49, 50] found 
that diffusion field impingement for Y in Al88Y7Fe5 inhibits the further growth of nanocrystals, 
which explains why Al-Y-Fe can maintain a high density of small nanocrystals even at 
temperature approaching Tg. 
Besides the major elements’ influence on the structure of Al-based glass, substitutions of 
minor elements also have a great effect on the development of nuclei. Substitution of Cu for Ni 
in Al-Ni-Sm alloys reduces the nucleation barrier of α-Al particles[51] and causes finer α-Al 
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particles in Al88Ni7Sm4Cu alloy compared to Al88Ni8Sm4. On the other hand, some micro-
alloying elements induce local ordering and increase the nucleation barrier of α-Al particles, 
therefore stabilizing the glass structure. Substitution of Ti or V for Al in Al-Y-Fe alloy makes the 
glass transition temperature higher and stabilizes the amorphous phase [52-54]. Kalay et al.[55, 
56] have used TEM, high energy synchrotron X-ray in combination with reverse Montel Carlo 
simulation to study local structure in Al-Sm alloy. They used a prepeak and side peak in X-ray 
diffraction to indicate Sm rich MRO. Analysis on simulated atomic structure indicated 
icosahedral and bcc-like deformed Voronoi polyhedron (VP) surrounding Al and Sm atoms, 
respectively. They believe Sm rich MRO acts as catalyst to promote primary nucleation. 
1.5.2 Atomic structure of Al-based glass 
The simplest model for the amorphous material structure is the dense random packing 
(DRP) model, which was first applied to the structure of liquids[57]. Cargill[58] compared the 
pair distribution function calculated from a DRP model with pair distribution derived from 
experiments for nanocrystalline Ni-P system, and found a reasonable agreement. However, DRP 
model does not work for Al-based glasses. Matsubara et al.[59] have carried out anomalous X-
ray scattering (AXS) at the Y and Ni k-absorption edges, which yields the environmental radial 
distribution function (RDF). The environmental RDFs in Al90Y10 sample did not agree with DRP 
model, which does not contain any chemical SRO. The environmental RDF of Y in Al87Y8Ni5 
suggesting strong interaction between Al and Y and between Y and Ni. Such strong 
heteronuclear interactions are often found in metallic glass. Another model, the continuous 
random network (CRN)[60], contrasts sharply with the DRP model, and has been widely 
accepted for silicate glasses. This model describes SRO and has been used to explain 
semiconductor-based glasses[61, 62]. It works well for semiconductor-based materials because 
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of covalent bonding feature in this type of glass, but it does not fit metallic glasses with metallic 
bonding features. 
X-ray absorption fine structure (XAFS)[59] or extended X-ray absorption fine structure 
(EXAFS)[63]  is also used to interrogate the atomic structure in Al-based glass. The bond 
distance and coordination derived from XAFS[59] imply strong interaction between Co or Fe 
atoms and the Al atoms, indicating covalent-bond like properties. EXAFS performed on Al-La-
Ni[63] shows that Ni is either surrounded by Al or La instead of Ni atoms, and this is explained 
by electronic orbital match between Ni and La or Ni and Al atoms.  All these results disagree 
with DRP model. Therefore, a model suitable for Al-based glass must consider both interactions 
of like atoms and unlike atoms. In addition, their size effect should be taken into account. 
 Miracle and Senkov[64-67] have developed a model of specifically Al-based metallic 
glass. Because there is strong attraction of unlike atoms, a solute centered cluster is forming with 
solvent atom Al at the vertexes of the cluster. The formation of solute-centered cluster predicts 
the SRO and agrees well with the experimental measurement. However, the cluster formation 
does not provide any information beyond the nearest neighbor. In order to interpret the MRO 
observed in experiments, the efficient cluster packing (ECP) was proposed [66]. The solute-
centered cluster is the basic building unit in this model. The adjacent cluster overlapping in the 
first shell gives rise to MRO. Edge-sharing and vertex-sharing exist between unlike clusters, and 
which one occurs depends on the strain created in the sharing configuration. The strain is created 
by the size mismatch between the solute and solvent atoms. In order to achieve ECP, the solute 
must have certain size relative to the solvent atom so that they can fill the space efficiently, so 
size ratio of solute to the solvent atoms provides a guideline to glass forming ability (GFA). 
19 
 
 
 
Figure 1.4 Random close packing of quasi-equivalent, solute-centered atomic clusters to form 
Al-based MGs, as shown in ab initio MD simulations: (a) the ternary Al89La6Ni5 system; (b) the 
quaternary Al85Y8Ni5Co2 system[68]. 
 
Structure can also be derived by atomic simulation. Sheng et al.[68] did pioneering work 
in this field. They derived the effective pair potential from first principles molecular dynamics 
(MD) data using the inverse Monte Carlo (IMC) method. Careful checking of the MD simulation 
results found that solute-centered clusters do exist and they are connected to the adjacent clusters 
in different ways, as shown in Fig. 1.4 for Al-based ternary and quaternary alloys. Although 
MROs were found by carefully checking the simulated structure, there is no obvious signal in the 
experimental data showing the MRO. After that, Li et al.[69] used the reduced density function 
(RDF) from electron diffraction experiment of an Al89La6Ni5 as input for reverse Monet Carlo 
(RMC), In combination with density function calculation, they found a 4-membered Ni-Al-Al-Al 
rings in this glass. In addition, they found significant change of RDF in different areas of the 
same sample, and they attributed this to small composition change, although this composition 
change cannot be detected by microanalysis. Although this model reveals the possible atomic 
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structure in Al89La6Ni5, it does not indicate how this structural model is related to primary 
crystallization. 
1.6 The atomic structure model for MRO from FEM data 
The variance in FEM data reflects the MRO in amorphous materials. Is there any way to 
quantify MRO based on FEM signals?  Gibson et al.[70] derived an expression of variance as a 
function of resolution R and characteristic decay length Λ 
 ( ) ( )
3
2 2 2, 4
V k R P k
R π
Λ
=
+ Λ .
 (1.20) 
P(k)  contains other structure information. We can extract the characteristic decay length Λ from 
the slope and intercept of the plot of 1/(V R2) vs. 1/R2. However, this method requires variable 
resolution experiment, which is time-consuming. In addition, it is hard to relate the characteristic 
decay length to the real size of MRO in amorphous materials. 
Stratton and Voyles[1, 2] have developed an analytical model to extract MRO parameters 
from the variance data. As pointed out in [6], the variance peaks occur at the Al Bragg positions. 
Simulations indicate the model based on Al-FCC nanoscale order as MRO gives a better 
agreement to the experiment compared to the model using solute-center clusters as MRO. 
Therefore, Stratton and Voyles used Al-FCC nanoscale order as MRO in building the model. In 
this model, the variance is 
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in which d is the diameter of MRO, Ahkl is the Bragg active fraction, as the fraction of crystal 
oriented so that there is strong diffraction into a particular family of reflection {hkl}, Φ is the 
volume fraction of MRO, ρ is the atomic density, R is the resolution, and t is the sample 
thickness. They found the variance goes up monotonically as a function of MRO size d. 
However, it reaches the maximum at certain volume fraction Φ, indicating the sample gets more 
homogeneous when the Φ is beyond a certain value. 
The Bragg active fraction accounts for effect of random orientation of nanocrystal, plane 
spacing, nanocrystal size, and plane multiplicity on the diffracted intensity. The Bragg active 
fraction is  
 1
4
hkl
hkl hkl
dA M
d
≈  (1.22) 
in which Mhkl is the plane multiplicity, dhkl is the plane spacing, and d is the size of MRO. Even 
for the same MRO size, Ahkl changes as a function of plane type via dhkl and Mhkl. This Bragg 
active fraction results in different dependence of the variance at different khkl on the structure 
parameters d and Φ. Once the variance at different k positions is known from the experiment, the 
intercept of V(d, Φ) contours gives the size d and volume fraction Φ of MRO. This model is 
simple, but it captures the key parameters controlling the variance change.  
 The rest of my dissertation is organized as follows: In the second Chapter, I discuss the 
quantitative way we developed to measure the probe coherence in STEM mode. In the third 
Chapter, I explain what factors influencing the FEM signal and describe how they affect the 
FEM signal. In the forth Chapter, I demonstrate how V depends on d and Φ using simulations 
and extensions of Stratton’s work[71]. In the fifth Chapter, I show FEM results on as-quenched 
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and annealed Al metallic glass and relate the d+Φ determined from FEM to the primary 
crystallization kinetics and products. In the sixth Chapter, I summarize my results and describe 
potential future work. 
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2. Making probes: Geometric optics and coherence (based on [72]) 
In this Chapter, I will describe the probe formation configuration first. Then I will use 
simple geometric illustration to show the image function. After that, I will demonstrate the 
calculation of the possible probe size use our FEI Cs-corrected Titan based on geometric optics. 
Finally, I am going to show the probe image and fitting result, and report the coherence length 
result for different experimental configurations.  
2.1 Geometric optics 
 There are two ways to form a coherent probe at the sample. A three-condenser lens 
STEM uses the virtual C2 condenser lens aperture to define the probe. In Fig. 2.1 (a), the image 
of C2 aperture is formed right below the specimen. In this mode, the aperture defines the 
convergence angle. The virtual C2 aperture applies a sharp cutoff in Fourier space, resulting in 
the ringing of wave function in real space if the coherence of the probe is high. In Fig. 2.1 (b), 
we can tune the focal strength of the C2 and C3 condenser lenses and the objective lens so that 
the aperture image is moved to the sample plane. In this mode, the virtual C2 aperture imposes a 
sharp cutoff in the real space, resulting in ringing in Fourier space. The front focal plane of the 
objective lens contains the image of the source. We call the mode in Fig. 2.1 (a) Fourier space 
aperture (FSA) and that in Fig. 2.1 (b) real space aperture (RSA) to emphasize the position of the 
virtual C2 aperture.  
 We used geometric optics to calculate the possible probe size based on the focal length 
range of each lens in the system. The image radius is im ar r M= for a physical aperture of size ra, 
provided the lens gives a demagnification of M. In FSA mode, the convergence angle is 
C im apr Zθ = , where Zap is the distance along the optic axis between the sample and aperture 
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image. For the small convergence angles used in FEM mode, the probe size is diffraction limited, 
and the diameter is given by the Rayleigh criterion, 0.61probe Cd λ θ= . In RSA mode, the probe 
size is given by 2probe imd r= . RSA can also be diffraction limited, so 0.61C probedθ λ= . 
 
Fig. 2.1. Two-electron optical configurations to form a probe on the sample. In FSA mode (a), 
the virtual C2 aperture sits below the sample plane. In RSA mode (b), it sits in the sample 
plane[72]. 
 
2.2 Lens configuration  
There are several ways to form the probe on a probe-aberration corrected FEI Titan 
STEM, and we explored three of them in our calculations. As shown in Fig. 2.2, we consider six 
extra elements inside the aberration corrector compared to Fig. 2.1, and they are four round 
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lenses (an upper coupling lens ADL, an internal transfer doublet TL22 and TL21 and a lower 
coupling lens TL12)[73], and two hexapole elements (H1 and H2). In the neutral coupling mode, 
as shown in Fig. 2.2 (a), there is a cross-over in the center in each hexapole element. In this 
mode, the corrector creates a unit magnification of the entrance object at the exit plane, which is 
equivalent to removing the corrector from the optic path. The corrector does not create a negative 
CS, so the minimum probe size is about 0.2 nm. We have calculated the probe size achievable by 
varying the focal strength of C2 and C3 lens. In Fig. 2.2 (b), all the lenses associated with the 
corrector are turned off and the corrector is disabled. We call this “off” mode.  In “off” mode, an 
extra space is added between C3 and next active lens, the mini-condenser, and this provides a 
larger range of demagnification of the probe compared to neutral coupling mode. We calculated 
the possible demagnification by changing the C2 and C3 lens currents. In the extreme case, as 
shown in Fig. 2.2 (c), all the round lenses are excited and hexapole elements are turned off. This 
mode gives the greatest flexibility to change the probe size. Because there are so many lenses 
involved in forming the probe, aberrations may become a serious problem. In our calculation for 
this case, we did not consider aberrations, and only changed the strength of C2, C3, ADL and 
TL12 lenses. 
Table 2.1 shows the calculated results for these three modes. It lists the demagnification 
range in three modes and the possible probe size when using 5 µm and 10 µm C2 aperture. Probe 
size varies from 0.67 nm to 5590 nm. However, the largest probe may not be usable due to very 
small probe current. In either FSA or RSA mode, there is a significant overlap of the probe size 
among the three corrector states, making it possible to compare the probe of the same size in the 
different corrector set-up experimentally.  
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Figure 2.2 Three states of the aberration corrector for forming minimally convergent probes: (a) 
neutral coupling, in which the hexapole elements are on but not used to generate negative 
Cs, (b) the corrector completely off, and (c) the hexapole elements off and all the round 
lenses strongly excited.  These diagrams are for FSA mode, but equivalent RSA modes 
also exist. 
 
Our experiments and calculation were performed for a FEI Titan STEM with CEOS 
hexapole probe aberration corrector operated at 200kV. There are eight condenser apertures on 
the Titan STEM of diameter 150, 100, 70, 50, 30, 10, 5 and 5 µm. Probe images were acquired 
on a Gatan ultrascan 1000 CCD camera on a Gatan Imaging Filter 865. There is no image 
corrector in our STEM machine, therefore, the resolution in TEM mode is approximately 0.24 
nm. We measure the probe current through the image of zero beam in the diffraction pattern 
using CCD camera with known exposure time and gain.  
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Table 2.1 Calculated aperture demagnifications and probe diameters for FSA and RSA mode and 
the aberration corrector states shown in Figure 2.2 accessible by varying the lenses described in 
the text. 
Mode Property  
Corrector State 
Neutral Off Extreme 
min max min max min max 
FSA M 13.0 108 3.23 236 54 2250 
 dprobe (nm), 5 µm CA  2.86 42.4 1.01 159 11.2 704 
 dprobe (nm), 10 µm CA  1.43 21.2 0.50 79.5 5.62 352 
RSA M 5.67 403 1.79 1200 160 7430 
 dprobe (nm), 5 µm CA  12.4 882 4.16 2790 0.67 31.2 
 dprobe (nm), 10 µm CA  24.8 1760 8.32 5590 1.35 62.4 
 
In our experiment, we have used C2 aperture of 5 µm and 10 µm in neutral coupling 
mode. When we used 5 µm C2 aperture, the largest probe size and smallest probe size are 11.28 
nm and 1.72 nm, respectively. When we used 10 µm C2 aperture, the largest probe size and 
smallest probe size are 5.64 nm and 0.86 nm, respectively. In theoretical calculation, we push the 
lens to its magnification/demagnification limit, which may not be experimentally available in our 
instrument due to software limitations. With we take this into consideration, the experimental 
measurement is in reasonable agreement with calculation.  
2.3 Basic coherence definition 
The variance signal arises from the diffraction power difference between the ordered 
structure and the random matrix in amorphous materials. When these ordered structures are 
oriented along Bragg condition, the scattered electrons will be in phase in the case of coherent 
incident electrons. However, if the coherence of probe is poor, the scattered electrons by the 
ordered structure will not be in phase and the variance will diminish. Therefore, a probe with 
good coherence enhances the FEM signal. 
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 Coherence describes the phase relationship between two events. If the phases of these 
two events are the same, we say they are in good coherence, otherwise poor coherence. In ideal 
case, the phase of the wave front at same distance away from the source is in perfect coherence 
for an infinitesimal source point. In real world, the source is of finite size, and we use partial 
coherence function[74] ( )12 τΓ  to describe the phase relationship between the phase at point P1 
and P2, which is 
 ( ) ( ) ( )*12 1 2V t V tτ τΓ = + , (2.1) 
where the vibration at P1 is considered at time τ later than at P2, V1 and V2 are the vibration of 
wave at point P1 and P2, respectively, t is the time and the angular bracket means time average. V 
includes both amplitude and phase information of the wave. Eqn. (2.1) is the general equation 
describing phase relationship between the vibration of wave at point P1 and P2.  
 For the disturbance at P1 and P2 far away due to a finite source σ, we can imagine the 
source can be divided into elements dσ1, dσ2, ⋅⋅⋅centered on points S1, S2, ⋅⋅⋅of linear dimension 
small compared to the mean wavelength λ
−
. If the vibrations arising from different elements of 
the source are assumed to be statistically independent, we can calculate the mutual coherence 
function in the following way. Define 
 ( )12 12 0J = Γ  (2.2) 
and 
 
( )
( ) ( )
12
12
11 22
0
0 0
j
Γ
=
Γ Γ
. (2.3) 
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j12 is called the complex degree of coherence, and J12 is called the mutual intensity. As shown in 
Fig. 2.3, P1(X1,Y1) and P2(X2, Y2) are at distance R away from source σ.  
 
Figure 2.3 Illustrating the van Cittert-Zernike theorem[74] 
 
 We now introduce p, q and ψ defined below, 
 
( ) ( )1 2 1 2,  X X Y Yp q
R R
− −
= = , (2.4) 
 
( ) ( )2 2 2 21 1 2 2
2
k X Y X Y
R
χ
−
 + − + = , (2.5) 
and after math manipulation, the complex degree of coherence is 
 
( ) ( )
( )12
,
,
i k p qie I e d d
j
I d d
ξ ηχ
σ
σ
ξ η ξ η
ξ η ξ η
−
− +
=
∫∫
∫∫
, (2.6) 
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where I is the intensity. The detailed derivation can be found in [74].  
 In Eqn. (2.6), the term eiψ only modulates the phase, and in the case 1ψ  , we can 
neglect this term. For the point P1 and P2, in the condition 
 12 0.88j = , (2.7) 
the separation distance between P1 and P2, P1P2, is defined as coherence length for a quasi-
monochromatic, uniform, incoherent source σ. 
Electron field emission gun (FEG) can create nanometer-size probe with good coherence 
[20, 75-77]. Because the three condenser lenses give the STEM a great flexibility to modify the 
probe size, it makes the variable resolution FEM a viable technique to perform and extract the 
ordered region size[70]. The addition of hexapole-design probe spherical aberration 
corrector[73], provides extra freedom to change the probe size. However, we must take care to 
maintain constant probe coherence while we change the probe size. 
 Probe coherence is also crucial for diffraction imaging. Zuo et al.[76] have used this 
technique to retrieve nanotube structure. In this technique, the image resolution is limited by the 
coherence length instead of the objective lens aberration, and the coherence length should be at 
least twice the size of the object[78]. The early version of this technique is only applicable to 
nanomaterials surrounded by empty space[76, 79], which is required by the calculation 
algorithm[80]. This limits its application. Using the wave illumination itself[81] or selective area 
aperture[82] as the boundary, this restriction can be released and expands the application of 
diffraction imaging technique to investigate bulk materials structure. 
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2.4 Geometry calculating image function 
We measured the probe spatial coherence through the ringing in the probe image based 
on the method proposed by Dwyer et al.[77]. Because in FSA mode, the sharp cutoff occurs in 
Fourier space, we observe ringing of the probe image in real space. We can measure the probe 
coherence through taking high resolution TEM (HRTEM) image of the probe. The HRTEM 
method works only when the probe size is larger than the HRTEM image resolution. For smaller 
probes, there is a Ronchigram-based method to measure the probe coherence[83]. In RSA mode, 
we can measure the probe coherence by taking the ringing pattern in the diffraction space. 
 
Figure 2.4 The geometry used to derive the partially coherent image of a finite, incoherent 
source. 
 
The simple optics geometry for calculating the probe coherence is shown in Fig. 2.4. A 
source of finite size is at the objective plane. The image is formed by single lens and located in 
the image plane. The objective distance is u, image distance is v, the distance from the lens to the 
aperture along the optic axis is u1, and the focal length of the lens is f. x and y defines the 
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position in the plane perpendicular to the optic axis. If the objective wave function is ψ(x,y), then 
the image plane wave function is[74], 
 ( )( ) ( ) ( ){ } ( )1, ,0 , , ,i u f v ux y P L x y T x y P x yψ − Φ = ⊗ ⊗  , (2.8) 
where T(x,y) is the aperture transmission function, Lf(x,y) is the lens function and P(x,y) is the 
Fresnel propagator. The subscripts on P is the wave propagation distance. The first propagator 
moves the wave from the object to the lens, the second propagator moves the wave from the lens 
to the aperture and so forth. If there is no aberration in the lens, the aperture function T(x,y) is 1 
inside the aperture and 0 otherwise. Expanding Eqn. (2.8), we get 
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Collect the terms containing x2, and y2, we can define 
 ( ) ( )
2 2 3 31 1
2 2 2 2 2 2
1 1 1
1 1 1, exp 2 2
             
x yx yg x y ik x y x y
u f u u u u u
π
       
= − + + − + − +                 . (2.10) 
Do some mathematic operation on Eqn.(2.10), we obtain 
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Notice the integral 
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both constant.  In addition, notice that 
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, we then obtain 
 
( ) ( ) ( )
2 22 2
3 31
3 3
1 1
3 3
2 2 2 2 3 3
1
, exp , exp 1
2exp ,
S A
i
L L
x yu vX YX Y ik x y ik
v u u v u u
x yik X Yx y dx dy dx dy
v u v u v u
π ψ π
π
    ++
Φ = −      − −    
  −    × + + +     −      
∫∫ ∫∫
 (2.12) 
where Ls is the area of the source and LA is the area of the aperture.  Under the Fraunhofer 
condition, the squared terms in x3 and y3 and in X and Y in Eqn. (2.12) can be neglected, and Eqn. 
(2.12) becomes: 
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s
ip
L
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,
 (2.13) 
where A is the Airy function, and a is the radius of the aperture. If we assume the source is 
incoherent, the partially coherent image intensity is: 
 ( ) ( )2 2, ,iI x y A Mx Myψ = ⊗ − −   (2.14) 
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where M is the lens magnification. This is the convolution of the incoherent source intensity 
distribution |ψ|2 with the Airy function. 
 
Figure 2.5 The ray diagram when the aperture image is u1 away from the lens for a single lens 
system 
 
Eqn. (2.14) gives a measure of relative coherence by comparing the width of the source 
function |ψ|2 to the width of the Airy function |A|2. However, coherence is usually defined by a 
coherence length as in Eqn. (2.6). We can define a coherence length in the plane of the C2 
aperture as follows. 
As shown in Fig. 2.5, the source O(ξ,η) forms the image I(X,Y). The aperture is at u1 
away from the lens. P1(x1, y1) and P2(x2, y2) are at the aperture plane which is perpendicular to 
optic axis. The wave from O propagates through O1(m1, n1) at lens plane, then deflected by the 
lens, propagating through P1, and arrives at I. Similarly, the wave from O propagates through 
O2(m2, n2) at lens plane, then deflected by the lens, propagating through P2, and arrives at I. u 
and v are the objective distance and image distance, respectively. If the source is of finite size 
(here we use σ to represent the source), and each point in the source is statistically independent, 
the correlation at point P1, P2 due to the source element dσh  (ξ,η) is 
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where Ah is the amplitude of the wave, and f is the focal length of the lens. 
For the amplitude term, consider ( ) ( )1 1 1 2 2 2OO O P OO O P+ − +  as small compared to the 
coherence lengths of the radiation, and 
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2
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+ − +
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The mutual intensity function defined in Eqn. (2.6) can be written
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The quantity ( ) ( )*h hA t A t  characterizes the intensity of the radiation from the source element 
dσh. Denoting by I(S) the intensity per unit area of the source, ( ) ( ) ( )*h h h hI S d A t A tσ =  
Consider that v kυ = then Eqn. (2.17) becomes  
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Introduce variables χ, and L, so that 
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Then we define variables p, and q so that 
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Using Newton’s geometric optics equations and Taylor expansion of OO1, O1P1, OO2 and O2P2 
as function of u or u1 up to first order and m1, n1, m2 and n2 up to second order, neglecting other 
higher order terms, we have 
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which is the same as Eqn. (2.6). 
For the Gaussian source with distribution 
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the denominator in Eqn. (2.23) is 
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the numerator is 
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where L1 refers to the distance between any two points in the arbitrary plane, and L is the optical 
distance between the source plane and the arbitrary plane on which the coherence length is 
calculated(If there is no lens between the source plane and the arbitrary plane, L is just the 
physical distance between these two planes). When 12 0.88j = , the corresponding distance in 
arbitrary plane is defined as coherence length Lcoh  
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and the coherence length is 
 
( )2 ln 0.88
coh
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L
λ
πσ
−
= . (2.28) 
Please notice if there are lenses between the source plane and arbitrary plane, the equivalent 
optical travel length L is not the physical distance between these two planes, and should be 
calculated based on the method similar to Eqn. (2.21). In the Titan STEM, L depends on the 
parameters in Eqn. (2.21), and we can calculates the values of these parameters if we know the 
physical positions of C2, C3 and objective lenses and their focal lengths.  
2.5 Coherence measurement 
 
 
Figure 2.6 (a) An experimental probe image with good spatial coherence, displayed on a 
logarithmic intensity scale.  (b) The base-10 logarithm of the annular average of the image in (a), 
and a fit to Eqn. (2.14), assuming a Gaussian source [72]. 
 
 Because the intensity value in the probe image covers a large range, in order to 
emphasize the low intensity in the ringing pattern, the non-linear least square fitting of the 
experimental probe image to Eqn. (2.14) was performed on the base-10 logarithm of the 
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measured intensity. A typical probe image shown in base-10 logarithmic scale and fitting are 
shown in Fig. 2.6. For the fitting, we assume a Gaussian source function. 
We have measured the coherence of FSA probes with different spot number (different C1 
lens excitation voltage). The gun condition in the measurement is extraction voltage of 4.4 kV 
and gun lens of 7. We used C2 aperture of 10 µm and 30 µm, but tuned the C2 and C3 lens to 
maintain 1.0 mrad convergence angle for a diffraction limited probe diameter of 1.5 nm.  
 
Figure 2.7 Experimental probe annular averages as a function of spot size (C1 excitation) 
showing the decrease in coherent ringing at low spot number [72]. 
 
 Fig. 2.7 shows the normalized intensity profile as a function of spot number. The ripple 
gets less dominant as the spot number decreases. We observe no ripple in the intensity profile of 
spot 5, indicating poor coherence in this case. Fig. 2.8 (a) shows the source size (the width of 
Gaussian source) as a function of spot number at C2 condenser aperture of 10 µm and 30 µm, 
respectively. The source size gets consistently smaller as the spot number increases. Fig. 2.8 (b) 
demonstrates the source area (the square of the source size) is linear to the probe current for both 
apertures.  
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Figure 2.8 (a) Source size derived from fitting experimental probe images as a function of spot 
number.  The line is a guide to the eye.  (b) Source area (the square of source size) as a function 
of probe current.  The line is the best fit [72]. 
  
Fig. 2.9 illustrates the coherence length as a function of spot number for 10 µm and 30 
µm C2 aperture. The coherence length increases as the spot number goes up. The coherence 
length at spot 11 is smaller than that at spot 10 when using 10 µm C2 aperture. This is because 
when we operated the FEI Titan in TEM mode to take the probe image, the resolution is about 
0.24 nm, which is bigger than the source size at spot 11. This limited TEM resolution causes the 
blurring of the probe image, and the measured source size is larger than the actual one. 
  
Figure 2.9 Coherence length as a function of spot number for (a) 10 µm C2 aperture (b) 30 µm 
C2 aperture. 
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 Bigger spot number on the Titan corresponds to smaller source size. Based on Eqn. (2.28), 
the coherence length is inversely proportional to the source size. Therefore, as the source size 
decreases, the coherence length increases. In ideal case, for a point source, the coherence length 
at certain distance away from the source will be infinity because the source size σ is 0. The 
coherence length is linear with optical travel distance between the source plane and the plane 
where the coherence length is measured, which is L in Eqn. (2.28). For a fixed source size, the 
further away the plane from the source, the larger the coherence length at this plane. This can be 
understood in this way. As the arbitrary plane is further away from the source plane, two points 
on this arbitrary plane looks closer to each when observing from the source plane, and therefore, 
the phase difference of the wave at these two points gets smaller. This suggests two ways to tune 
the coherence length. We can either change the gun lens and C1 lens to change the spot number 
to modify the source size σ, or we can tune C2 and C3 lens to change the optical distance L.  
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3. Effect of the probe coherence, sample thickness, energy filter, and thickness filtering on FEM 
 In this Chapter, I discuss the effect of the probe coherence, sample thickness, and energy 
filtering on FEM signal. We found that better coherence gives rise to higher variance. Also, the 
sample thickness is an important parameter to consider when performing FEM experiment, since 
it strongly affects the scattering of the electrons as they go through the sample. Zero-loss energy 
filtering increases the variance at all thickness we measured. Our experiments indicate these 
parameters must be carefully controlled to get meaningful FEM results.  
 As mentioned in the introduction, FEM performed in STEM mode offers several 
advantages compared to FEM in TEM mode. Therefore, STEM becomes a more popular way to 
perform FEM. Bogle et al.[21] did variable resolution FEM experiments on amorphous Si film. 
They used four different probe sizes compared to two probe sizes used in [20], which is a more 
robust test of the pair persistence theory[70] used to extract MRO size based on variable 
resolution FEM. Hwang and Voyles[84] reported VR FEM measurements on a Cu-Zr metallic 
glass covering an even wider range of probe diameter with even more data points. They showed 
that V is almost zero at probe size of 11 nm diameter, which indicates the largest useful probe 
size for this material. They used the method developed by Fan [19] to remove the shot noise 
contributed to V in the post-processing step. The shot noise is inversely proportional to the 
average intensity <I(k,R,r)>r[20], which is dependent on k. This gives extra variance not related 
to MRO. Therefore, it is crucial to remove this effect. 
 Because the sample thickness has an effect on the FEM signal, so does the sample 
roughness. Bogle et al.[85] described how to remove thickness non-uniformity from STEM FEM 
data using the intensity at high k in the nanodiffraction pattern as a measure of the local thickness. 
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Hwang and Voyles [84] developed a similar method using high angle scattering annular dark 
field (HAADF) image intensity acquired simultaneously with the nanodiffraction patterns as a 
reference to do thickness filtering. These methods minimize the roughness and sample thickness 
gradient effects on V. 
 Daulton et al.[86] have done a series of experiments on what factors influence FEM 
signal, including instrumental factors and analysis methodology. They also did a type of variable 
resolution FEM by varying the probe defocus instead of changing the convergence angle to 
extract MRO size using the amorphous/nanocrystal composite model by Stratton and Voyles[1, 
2]. They concluded that both condenser lens current and sample thickness affect the variance 
substantially. They calculated four different variance functions, including the type defined by 
Eqn. (1.1).  
 We performed the STEM experiments in an FEI Titan STEM with CEOS aberration 
corrector operated at 200 kV. The Schottky emission gun was operated at 4500 V extraction 
voltage and gun lens setting 8, the same condition as in probe coherence measurement in Chapter 
2 and previous FEM experiments [84]. Before we put the sample into the STEM column, we 
plasma cleaned the sample at least 4 minutes to remove carbon-related contaminants. All the 
experiments were performed using a convergence half angle of 0.82 mrad, and a camera length 
of 512 mm using the Titan “EFTEM” lens program during our FEM experiment. For studies of 
thickness and energy filter effect on FEM signal, we used a 10 µm diameter C2 aperture.  For 
studies of probe coherence effect on FEM signal, we used a 5 µm diameter C2 aperture. The 
binning 4 in a GIF 865 ER at 512 mm camera length corresponds to 0.00536 Å-1/pixel and a 
maximum k of 1.065 Å-1 inside the 2.5 mm diameter GIF entrance aperture. For all the 
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experiments involving energy filtering, we use an energy filter of 10 eV width. The zero beam in 
diffraction patterns was blocked with a beam stop mounted in the STEM viewing chamber. 
 The samples used in this Chapter are Al87Y7Fe5Cu1 metallic glass ribbon fabricated by 
melt spinning. To minimizing the contamination problem, we first ultrasonicated the sample in 
Formula 409 degreaser, then in the distilled water. Then we used electropolishing in 75% 
methanol/25% nitric acid electrolyte at -43±5 ºC to prepare the TEM samples. After polishing, 
we used methanol to remove the acid residue on the sample, then cleaned the samples again in 
TCE for 40 seconds, acetone for 30 seconds, and methanol for 40 seconds. FEM experiments 
were performed within 48 hours of electropolishing. The sample was stored in a freezer when not 
in use.  
 We used the log-ratio method applied to elastic scattering [4] to measure the sample 
thickness. This method was implemented as follows: First, we measure the zero beam intensity 
in the diffraction pattern without sample, I0. Then we measure the zero beam intensity in the 
diffraction pattern of interested region in the sample, I. Then ln(I0/I) ∝t/λe. Schewiss et al.[87] 
have measured λe =81 ± 1nm for Al87Y7Fe5Cu1 from samples with known thickness prepared by 
FIB. For each region, we acquire a grid of 10 by 10 points. For each experimental condition, we 
adjusted the exposure time so that the annular average counts in the first ring in the 
nanodiffraction pattern are about 700 counts. This ensures that the shot noise contribution to V in 
each pattern will be similar. Then we used the method proposed by Fan et al.[19] to do shot 
noise correction. We used the method in [84] to minimizing sample roughness effect  on V. In 
each set of patterns, the absolute thickness spread is 0.039 λe. We allowed variation of mean 
thickness of about 2% from area to area. 
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3.1 Sample thickness 
 
Figure 3.1 Elastic scattering in the sample of different thickness. 
 
 Current theories of FEM are based on kinematic scattering[4, 9]. To achieve this 
condition, the sample must be quite thin. Elastic scattering in an amorphous sample as a function 
of sample thickness t can be modeled by the Poisson distribution function. As shown in Fig. 3.1, 
the majority of electrons go through the sample unscattered in very thin sample. As the sample 
gets thicker, the chance for electrons undergoing multiple-scattering increases. The requirement 
for single scattering is the thickness t must be smaller than one elastic mean free path λe. 
However, in some reports of FEM experiments, the authors either did not mention the sample 
thickness explicitly[29] or use the sample of very large thickness[86]. This not only makes the 
experimental results hard to reproduce, it also complicates the explanation of FEM results. 
Stratton and Voyles have developed a phenomenological model of how the variance depends on 
the sample thickness[1, 2], which predicts the variance is proportional to 1/t. Daulton et al. did 
not find this 1/t dependence[86]. There is also a limitation to the minimum usable sample 
thickness. If the sample is too thin, very few electrons are scattered and the diffraction signal will 
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be very weak. Then it takes long time to achieve a good signal to noise ratio and sample drift 
becomes an issue.  
 
Figure 3.2 V(k) for Al87Y7Fe5Cu1 samples of different thickness with zero-loss filtering of the 
diffraction patterns and spot number 8. 
 
 Fig. 3.2 shows V(k) of the same sample at regions of different thickness using the energy 
filter. To make a clear demonstration, the first peak V(k=0.40 Å-1) in the variance in Fig. 3.2 as a 
function of 1/t is shown in Fig. 3.3. It is shown that V(k=0.40 Å-1) is proportional to 1/t except at 
thickest sample, as predicted by [2]. However, the intercept is non-zero. The variance ideally 
goes to zero at very large thickness. Because as the sample gets very thick, the probe investigates 
a very large volume, and the structure under the probe will be close to the average structure, 
resulting in very small fluctuations from position to position. The real non-zero intercept maybe 
due to the sample roughness or other imperfections in the experiment. The total thickness in Fig. 
3.2 is 24 to 57 nm, so tight thickness control is required in the experiment.  
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Figure 3.3 The magnitude of 1st peak in V(k) at k=0.40 Å-1 as a function of sample thickness with 
and without energy filter. 
 
 Fig. 3.3 demonstrates V(k) (k=0.40 Å-1)  as a function of sample thickness with and 
without energy filter. The V(k) (k=0.40 Å-1) of the thickest sample t=0.70 λe is out of linear 
fitting. The possible reason is that the sample is too thick, so plural elastic scattering becomes a 
significant event. We have calculated the probability of scattering of electrons as a function of 
sample thickness based on the Poisson distribution. We use the symbol P0 to represent the 
probability the electron goes through the sample unscattered, P1 to represent the probability the 
electron is scattered only once as it passes through the sample, and PN to represent the 
probability the electron is scattered at least once. Most electrons go through the sample without 
being scattered up to the thickness of 0.70 λe, as shown in Fig. 3.4 (a). However, these 
unscattered electrons do not contribute to any diffracted signal. Scattered electrons give rise to 
the ring in the diffraction pattern and reflect the MRO in the amorphous materials. Fig. 3.4 (b) 
plots P1/PN as a function of sample thickness. P1/PN is a parameter quantifying the plural 
scattering. For the thin sample, P1/PN is bigger, therefore, most scattered electrons are scattered 
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only once. As the sample thickness reaches 0.7 λe, about 32% electrons are scattered at least 
twice, so plural scattering may explain the deviation from the 1/t trend.  
  
Figure 3.4 (a) P0, the probability that the electron is not scattered and (b) the probability that an 
electron is scattered one and only one time, P1, divided by the probability of scattering any 
number of times, PN, calculated from the Poisson distribution for the sample thicknesses in Fig.3. 
2.  
 
 Daulton et al.[86] also studied the effect of sample thickness on V from an Al-based 
metallic glass. They drew the conclusion that V220(k=0.76 Å-1)/V111(k=0.44 Å-1) is not constant 
as a function of sample thickness.  In their experiment, they used EELS to estimate the sample 
thickness and chose the sample of thickness from 0.3 to 2 inelastic mean free paths, λi, which is 
40.5 to 270 nm, according to our measurement of λi =135±4 nm[87]. Except the two thinnest 
samples, there is significant plural scattering in those thick samples. In addition, they kept the 
exposure time constant as a function of thickness, so the number of counts changes dramatically, 
and did not consider the contribution from shot noise to V, which results in upward curvature in 
their variance plot at high k. Therefore, we believe their experimental results do not show 
meaningful disagreement with our prediction that V∝1/t. 
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3.2 Energy filter 
 The FEM theory does not account for inelastically scattered electrons. Therefore, it is 
necessary to remove those inelastically scattered electrons from the data. The angular 
distribution of inelastically scattered electrons has little information about the MRO structure of 
the sample. Zero-loss energy filtering of the diffraction patterns can remove plasmon and 
ionization loss electrons. It cannot remove phonon loss, but phonon scattering has a relatively 
flat angular distribution, so a large fraction of its lies outside the scattering angle used for FEM, 
which is typically <20 mrad at 200 kV. Hwang and Voyles[84] used energy filtering in their 
FEM experiment, but have not systematically studied its effect.  
  
Figure 3.5 (a) DP with energy filter (b) DP without energy filter from different areas of the same 
sample. 
 
 Fig. 3.5 compares two diffraction patterns from a sample region 0.43 λe thick with and 
without zero-loss energy filter, respectively. The DP without energy filter in Fig. 3.5 (b) is 
fuzzier than that in Fig. 3.5 (a) with a higher background intensity between the speckles. In 
addition, the intensity near the zero beam is much stronger in Fig. 3.5 (b). This is probably due to 
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plasmon scattering at low angle. Because the inelastic scattering happens at all angles, it adds the 
background to the DP and increases the denominator value in Eqn. (1.1), and therefore, V 
decreases. Fig. 3.6 shows the variance for the thinnest sample (0.29 λe). At this sample thickness, 
V(k=0.40 Å-1) with zero-loss energy filtering is about 17% higher than that without energy 
filtering. More complete results are shown in Fig. 3.3. The absolute difference between V(k=0.40 
Å-1)  with and without energy filtering is almost constant from 0.29 λe to 0.43 λe, then decreases 
a little bit at thickness of 0.57 λe and increases at 0.7 λe. V(k=0.40 Å-1) is proportional to 1/t up to 
thickness of 0.57 λe with energy filter, but only to 0.43 λe without energy filter. Therefore, 
energy filter is important at all thickness in the FEM measurement. 
 
Figure 3.6 V as a function of k with and without energy filter for the sample region of thickness 
0.29 λe. 
 
3.3 Probe coherence 
 In FEM theories[18], it assumed the beam is perfectly coherent. The higher the coherence 
of the probe, the stronger is the scattering from the ordered structure in the amorphous materials, 
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and the higher the variance in the FEM signal. The coherence calculation and measurement were 
explained in Chapter 2.  
 Fig. 3.7 shows V(k) at constant convergence angle (0.82 mrad) and constant sample 
thickness (0.43 λe) as a function of the C1 lens excitation (FEI spot number). The source area 
decreases by half every time we increase the spot number by one. This means the source size 
decreases by 1 2 , the probe coherence increases, and the probe current is reduced by half [72]. 
To make sure the average counts in the first ring of DP are constant, we increased the exposure 
time by 2 with each step in spot number. The exposure time is 0.5 seconds for spot 3 and 8 
seconds for spot 7. Although Titan offers spot number up to 11, the probe current at higher spot 
number is very small, to achieve the good signal to noise ratio requires a very long exposure time, 
and sample drift becomes a serious problem.  
  
Figure 3.7 (a) V(k) as a function of spot number / probe coherence for samples with constant 
thickness of 0.43λe and with zero-loss energy filtering.  (b) The 1st peak in V(k) at k =0.40 Å-1 as 
a function of spot number / probe coherence. (5 µm diameter C2 condenser aperture was used in 
the measurement) 
 
 In Fig. 3.7 (a), the first peak in V(k) systematically goes up as the spot number increases. 
Fig. 3.7 (b) shows V(k=0.40 Å-1) increases monotonically as a function of probe coherence/spot 
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number. In Al-based glass, V(k) arises from nanometer-diameter cluster with FCC-Al-like 
internal atomic structure. The first peak corresponds to the combination of {111} and {200} 
Bragg diffraction from those clusters. In the region when the orientation of those clusters is close 
to Bragg position, the diffraction is strong. On the other hand, when the orientation of those 
clusters is far away from Bragg position, the diffraction from these regions is weak. The 
increased probe coherence can enhance the strong scattering from these ordered clusters oriented 
close to Bragg position, and therefore increase the variance.  
 The result in Fig. 3.7 indicates it is crucial to control the probe coherence in FEM 
experiment to ensure a reproducible, comparable measurement of V(k). We have to pay 
particular attention to the probe coherence when performing variable resolution FEM experiment, 
since changing the physical aperture size will change the probe coherence even when the 
convergence angle is kept constant. On the FEI Titan, we change the convergence angle through 
tuning both C2 and C3 lens current. Because the C2 aperture is located below the C2 lens, so 
changing the C2 lens changes the wave field incident on the aperture, and modifies the coherence 
of the probe. The probe current provides an easy way to measure the probe coherence, so we can 
adjust the C1 excitation (spot number) in combination with changing the aperture and 
convergence angle so that the probe current is constant. In this way, we can perform reliable 
variable resolution FEM experiments.  
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4. Model 
 The variance depends on the MRO in amorphous materials, but the details of that 
dependence are complicated. Can we extract the physical parameters of the structure from V[1, 2, 
70]? The model developed by Stratton and Voyles[1, 2] provides a way to parameterize MRO 
and its connection to V. We have improved on their model. In this Chapter, I show both 
analytical modeling and computer modeling.  
4.1 Analytical modeling 
4.1.1 A close review of Stratton and Voyles model 
 
Figure 4.1 Sample definition for FEM theory. The sample has dimensions of l × l × t. The sample 
is broken into columns with the dimensions R × R × t, which are further divided into bins 
of dimensions d × d × d. Crystals of diameter d are randomly distributed throughout the sample, 
with each bin able to hold only a single crystal [2]. 
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 Their model is based on an assumed structure of a composite made of amorphous matrix 
and nanocrystals characterized by a diameter d and volume fraction Φ. There are several 
assumptions: (1) The nanocrystals are spheres; (2) The sample is represented by a big box, and is 
divided into many columns composed of cubic bins. The nanocrystal can only sit in the center of 
each bin; (3) They used Bragg active fraction to consider how the diffraction intensity is affected 
by random orientation of nanocrystals. When the orientation is within C hkld dθ = from exact 
Bragg position, the nanocrystal can activate strong diffraction. dhkl is the {hkl} plane spacing. 
Considering the rotation of nanocrystal in 3D geometry, and multiplicity of the plane {hkl}, the 
active Bragg fraction is expressed in Eqn. (1.22). When the orientation of crystal is within θC, the 
diffraction intensity is constant and equal to that at exact Bragg position.  
The sample geometry is shown in Fig. 4.1. The sample has size l×l×t, in which l is the 
size of micrographs in FEM experiment and t the sample thickness. They divided the sample into 
columns of dimensions R×R×t, in which R is the resolution. Each column is further divided into 
crystal-size bins with dimension d×d×d.  The average diffraction intensity <I> is 
 
1
CN
i
iC
I I
N
γ
=
= ∑  (4.1) 
where γ is atomic scattering factor, and NC is the total number of columns in the sample. The 
average diffraction intensity square <I2> is 
 
2
2 2
1
CN
i
iC
I I
N
γ
=
= ∑  (4.2)  
The number of atoms D in a nanocrystal of diameter d is 
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3
6
dD π ρ=  (4.3) 
The expectation value of some quantity x is denoted as E(x). In general, if x is governed by a 
probability distribution ρ(x), then 
 ( )( ) ( ) ( )E f x f x x dxρ
+∞
−∞
= ∫  (4.4) 
If Ni is the number of nanocrystal in column i, and there are NC columns in the image, 
 ( )
1
1 CN
i
iC
E N N
N =
≈ ∑  (4.5) 
and 
 ( )2 2
1
1 CN
i
iC
E N N
N =
≈ ∑  (4.6) 
if NC is large. Defining Nb as the number of bins per column and W=d3ρ, they rewrote Eqn. (4.1) 
and (4.2) as 
 ( ) ( )1 bI D D E N N Wγ= − +   , (4.7) 
 ( ) ( ) ( ) ( )22 2 2 2 2 21 2 1 b bI D D E N D D E N N W N Wγ  = − + − +  . (4.8) 
 They assumed that the crystals are randomly distributed on the discrete lattice of bins so 
that each bin may have either one or zero crystal with constant probability P. The number of 
crystals in a column then obeys the binomial distribution. Then they can evaluate  
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2
3
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dπ
Φ
=  (4.9) 
and 
 ( )
2 2
2
3 3
6 6 61R t R tE N
d dπ π π
 Φ Φ Φ
= + − 
 
 (4.10) 
The Bragg active fraction is calculated using  
 
4
hkl hkl hkl
hkl
M d CA
d d
≈ = , (4.11) 
where Mhkl is the plane {hkl} multiplicity.  By replacing Φ by ChklΦ/d, they reached Eqn. (1.21). 
Are these assumptions accurate enough? The first assumption is reasonable, because the 
sphere has the largest volume for the same surface area among all the 3D structures. It is 
thermodynamically stable. The second assumption can be partially relaxed if we allow the 
nanocrystal to have extra freedom to move in the sample box. The third assumption can be 
further relaxed if we consider the dependence of diffraction intensity on the deviation parameter 
s.  
4.1.2 Improvement of the model 
 We used the same model geometry in Fig 4.1 [2] except that  the nanocrystals do not 
have to be in the center in each bin. The basic expression of <I2> and <I> are the same as Eqn. 
(4.1) and (4.2), and we can use Eqn. (1.1) to calculate the variance. 2  I N∝ for crystal oriented 
at Bragg condition, where N is the number of atoms in the crystal. I N∝  for amorphous matrix 
or crystal far from Bragg condition, where N is the number of atoms either in amorphous matrix 
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or crystal. We assume that crystals are randomly oriented, so not all crystals can give strong 
Bragg diffractions, and this is taken care of by introducing deviation factor η, described below. 
The nanocrystal does not have to sit right in the center of each bin, and we account for 
this by using volume occupancy parameter ξj for crystal j. If the volume of crystal j is Vj 
(Vj=πdj3/6, assuming spherical shape of a crystal), then Vj·ξj is in column i. If there are Ni crystals 
in column i, then the diffraction intensity due to column i is 
 ( )( ) ( )( )2
1
iN
i j j j j j column
j
I V V Vγ ρ ξ η ρ ξ ρ
=
 
= − + 
 
∑  (4.12) 
where ρ is atomic number density, and Vcolumn=R×R×t.  
 
Figure 4.2 (a) Nanocrystal moves along the 4-fold axis (b) Top view of 4 4-fold axis of the bin, 
and the dashed lines indicate 4-fold axis (c) nanocrystal. 
 
The effective occupancy ξ can be derived by considering that the nanocrystal can move 
freely in the sample, then averaging Vj as a function of position. In order to simplify the 
calculation, we restrict the moving path of the nanocrystal so that it can only move along 4-fold 
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axis of the side face of the bin (Exclude the top and bottom surface). This is illustrated in Fig. 4.2. 
Only the part of the crystal inside the bin will contribute to the diffraction intensity of the column. 
For a nanocrystal in a given volume space ψ, the expectation value of 
n
eff
crystal
V
V
 
  
 
is 
 ( )
0
21
nr
effn
crystal
VrE h
R V
ξ δ
  = − +        
∫  (4.13) 
where r is the radius of crystal, R is the bin size, Veff refers to the crystal volume in column i, 
Vcrystal refers to the nanocrystal volume and h refers to the position of the center of the crystal 
with respect to the side face center of the bin (We only care about the crystal movement in the 
plane perpendicular to thickness direction.). We only consider the case where the center of the 
crystal is in the bin. 
 
Figure 4.3 Projection of crystal movement along one of 4-fold axis. h is the distance between the 
crystal center and the side face center of the bin. 
 
 As shown in Fig. 4.3, because of symmetry, we only consider the movement of the 
crystal in the right half of the bin along 4-fold axis mm’. The part of spherical crystal in the bin 
is a spherical cap and its volume is 
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 ( ) ( )2 2
3eff
V h r r hπ= + − , (4.14) 
with 34
3crystal
V rπ= and Eqn. (4.14), we can calculate E(ξn) based on Eqn. (4.13). 
Fig. 4.4 illustrates how volume occupancy parameter E(ξn)  varies as a function of 
normalized radius. The bigger the normalized radius, the lower the E(ξn), and this is because as 
the nanocrystal gets bigger relative to the resolution R, the chance for part of its volume lies 
outside of the column goes up. 
 
Figure 4.4 Volume occupancy parameter E(ξn)  as a function of r/R. 
 
 After math manipulation of Eqn. (4.12), we get  
 
2
3 3 2
1 6 6
iN
i j j j j j
j
I d d R tρπ ρπγ ξ η ξ ρ
=
    = − +         
∑ . (4.15) 
The value of η depends on deviation parameter s. The further away the reciprocal space point is 
from Bragg position, the weaker the diffracted intensity. The shape function of a spherical crystal 
is concentric spheres, and this deviation effect can be accounted for by [88] 
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 ( ) ( ) ( ){ }233 sin 2 2 cos 2 2sr sr sr srη π π π π= −   , (4.16) 
in which r is the spherical crystal radius and s is the deviation parameter. The value of η varies as 
a function of deviation parameter s as well as crystal size r. For constant crystal size r, the 
change of s as a function of crystal orientation is demonstrated in Fig. 4.5. The nanocrystal 
orients so that the reciprocal space point P corresponding to plane (hkl) in real space is at 
position (x,y,z). dhkl is the plane spacing. Based on the relationship between real space and 
reciprocal space, the distance OP, which is the radius of the sphere, is 1 hkll d= . The deviation 
parameter s is the distance between the exact Bragg position and the position P.  
 
Figure 4.5 Deviation parameter s as a function of orientation of the nanocrysal. The electron 
beam propagates along −z . 
 
We evaluate E(η) and E(η2) in this way. Because we calculate annular average 
diffraction intensity, and the Ewald sphere is nearly flat for the zero-order Laue zone diffraction, 
we can consider a Bragg ring in reciprocal space, which is the intercept of Ewald sphere with 
radius 1 hkll d= with plane Z=0 in reciprocal space. The crystal can orient in every direction in 
3D space with equal probability.  
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As shown in Fig. 4.5, one of family member Phkl is oriented at position (x, y, z). Its 
contribution to the point A can be calculated using Eqn. (4.16), and s is the distance PA. The 
diffraction intensity contribution at point B due to P can be calculated in the similar way. The 
annular average diffraction intensity at Bragg ring in Fig. 4.5 is the average of all diffraction 
intensity over the ring. There are several family members in each family {hkl}. In addition, other 
family members {h’k’l’} may also contribute at point A depending on the crystal size and crystal 
orientation. In our calculation, when we calculate E(η111) and E(η1112), we consider all the family 
members in {111} and {200}. When we calculate E(η200) and E(η2002), we consider all family 
members in {111}, {200} and {220}. The E(ηn) are 
 ( ) ( )
1  
, ,
memberN
n n
i
i Bragg ring
E x y z d dη η
=
= ∑ ∫ ∫∫∫ m k  (4.17) 
where Nmember is the number of family members involved in the calculation. The deviation 
parameter s in Eqn. (4.16) is affected by both orientation of crystal, which is m in Eqn. (4.17) 
and position k in the Bragg ring (such as A in Fig. 4.5) where the diffraction intensity is 
evaluated. m explores all possible 3D space orientation while k explores all possible positions in 
the Bragg ring. The reason to evaluate diffraction intensity over the Bragg ring is because I 
calculate annular diffraction intensity in FEM experiment. I calculated E(ηn) numerically. Fig. 
4.6 shows E(η)  and E(η2) as a function of nanocrystal radius r. The bigger the nanocrystal is, 
the smaller the value of E(η)  and E(η2). Please notice ( ) ( )2 2E Eη η≠ . 
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Figure 4.6 (a) E(η) as a function of r (b) E(η2) as a function of r. 
 
We can express <I>2 and <I2> including partial occupancy and the deviation parameter 
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 (4.18) 
where f(d) is the probability density function of crystal size d. 
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 (4.19) 
Remember both ξ and η are d dependent as shown in Eqn. (4.13) and (4.16). The details of the 
derivation can be found in the appendix A.  
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We use Eqn. (4.18) and (4.19) to calculate V for both uniform size model and a Gaussian 
distribution of nanocrystal diamter. In uniform size model, all the nanocrystals are of same size d. 
Fig. 4.7 shows V as a function of nanocrystal size d and volume fraction Φ for both {111} and 
{200} positions for a uniform nanocrystal size model. Both V111 and V200 go up monotonically as 
a function of d and Φ. In Stratton and Voyles model[2], V reaches maximum at very small 
volume fraction (about 5%) of nanocrystals. In our model, we did not observe the maximum of V 
in the Φ range for which model is valid. The reason that there is no maximum of V as a function 
of Φ in our simulation is because we consider the deviation parameter s dependence of 
diffraction intensity. The material gets more heterogeneous as Φ increases even though the 
volume fraction reaches a large value.  
  
Figure 4.7 (a) V111 as a function of d and Φ (b) V200 as a function of d and Φ for R=1.88 nm, 
ρ=60 nm-3, and t=20 nm. 
 
 Fig. 4.8 compares the V111 calculated based on the model using effective occupancy and 
not using effective occupancy. The difference increases as the crystal size increases. This is 
because as the crystal size increases, the probability that part of the crystal is outside of the bin 
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goes up. For the constant volume fraction Φ, the sample is more uniform with regard to the 
diffraction power from column to column when consider effective occupancy.  
 
Figure 4.8 Comparison for V111 for the model using and not using effective occupancy for 
R=1.88 nm, ρ=60 nm-3, t=20 nm and Φ=0.2.  
 
 Fig. 4.9 shows V as a function of E(d), Φ, and σd for the crystal size obeying Gaussian 
distribution  
 ( )
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d E d
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σπσ
 −
 = −
  
 (4.20) 
V111 goes up monotonically as a function of E(d), Φ,  and σd. Because as any one of them goes 
up, the material becomes more heterogeneous in the diffraction power.  
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Figure 4.9 V111 (a) as a function of E(d) and Φ for constant σd=0.1 nm. (b) as a function of E(d) 
and σd for constant Φ=0.1. R=1.88 nm, ρ=60 nm-3,and t=20 nm. 
 
4.2 Computer simulation 
 Compared to analytical simulation, computer simulation is more flexible and offers a 
more accurate prediction because the probe function is more accurately described in the 
computer simulation while heavy-side function is used in analytical simulation and computer 
simulation can use dynamical diffraction. In addition, we can use any size distribution in the 
computer modeling. In this section, I first describe the flow chart to build the model and 
calculate the variance. There are two algorithms used to calculate the diffracted intensity. The 
first one is implemented in a program called femsim, and it was first proposed by Dash et al.[89]. 
Femsim only considers the kinematic scattering. In addition, it assumes the Ewald sphere is flat, 
which is reasonable for electron diffraction. Under this assumption, all k vectors have no z 
component and lie at the plane perpendicular to the optic axis. The second one is femauto based 
on the multislice algorithm [90]. The multislice algorithm uses the Schrödinger equation for fast 
electrons traveling as the starting point to calculate the wave function as the electron propagates 
through the sample. Plural scattering is taken into consideration. In the second part, I will show 
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how the variance changes as a function of size and volume fraction of inserted nanocrystals. In 
the third part, I will show how other factors, including disorder and strain in the nanocrystals, 
affect the variance.  
4.2.1 Flow chart of simulation 
   
 
 
 
 
 
 
 
Figure 4.10 Flow chart for computer simulation 
 In our computer simulation, we continued to use the structure of amorphous matrix-
nanocrystal composite. Fig. 4.10 describes the model construction and variance calculation steps. 
The model contains pure aluminum only. We use dense random packing structure (DRP) to 
represent the matrix. We use Lennard Jone’s potential adopted from [91] to build the DRP with a 
Monte Carlo minimization. In this process, we only consider the potential within Al atom 
diameter datom, which means the atom only feels potential when other atoms are within datom. The 
initial maximum allowed Monte Carlo movement is 2.86 Å and penalty energy is 0.20 eV 
Build DRP 
 
Build crystal of random orientation 
Insert crystals randomly into the matrix 
Remove the atoms in the matrix overlapping 
with crystals 
Fix the interface between the matrix and crystal 
Calculate the variance using femsim/femauto 
Sometimes relax the nanocrystal 
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(About 2300 K, where K is Boltzmann constant). For every 100 trial movements, the maximum 
allowed movement reduces by 2×10-7 and the penalty energy reduces by 4×10-7 until the 
maximum allowed movement is 0.02 Å and penalty energy is 0.0258 eV. Once the matrix is built, 
we insert the nanocrystals of certain size and volume fraction in the model at random, non-over-
lapping positions and in random orientations. We only consider the uniform size model here. 
Then we remove the atoms in the matrix that overlap with the atoms in the nanocrystals. In order 
to make sure the atomic density does not change, atoms are either added or subtracted from the 
matrix. Then we relax the atoms in the matrix so that the system reaches metastable state. The 
atoms inside the nanocrystal are not allowed to move during this stage. 
We use one of two programs, either femsim or femauto, to calculate the diffraction 
intensity variance. The nanocrystal inserted into the DRP matrix can be either perfect crystal or 
crystal under hydrostatic strain. The nanocrystals are randomly placed in the matrix with random 
orientation. Also disorder can be introduced to the nanocrystal by relaxing the atoms in the 
nanocrystal at certain temperature without moving any atoms in the matrix. Although the perfect 
crystal structure is the most stable microstructure at room temperature, because of rapid 
quenching speed when fabricating Al-based metallic glass, MRO inside the glass may not be 
perfect and it is reasonable to consider the strain or disorder in it. In the relaxation process of 
atoms in the nanocrystals, because the matrix is fixed, all the atoms around the nanocrystal apply 
interface boundary force on the nanocrystal, and results in the disorder in the nanocrystal. Fig. 
4.11 shows the one example of inserted nanocrystals without showing matrix atoms. 
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Figure 4.11 Example of insert perfect nanocrystals in the matrix. The simulation box is 118.12 Å 
on a side. 
 
4.2.2 Variance calculation based on femsim algorithm 
 
Figure 4.12 (a) Original model (b) 3 ×3 ×3 replicates of the original model (c) rotate the big 
model box and cut it to extract the box of the original model size (top view or side view). The 
hatched area is the extracted model.  
 
 We only calculated the variance using femsim algorithm for perfect nanocrystal models. 
We also investigated how the variance changes as a function of sample thickness and the probe 
size (resolution of the instrument). In femsim, the original model is centered at the origin, and X, 
Y and Z are its 4-fold rotation axes. As shown in Fig. 4.12, we replicate the model by 3 in X,Y 
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and Z direction in 3D space. We have a big model 3×3×3 of original model size in X, Y and Z 
directions. Then we rotate this big model about the origin so that it explores all possible 
orientations uniformly. This is equivalent to assuming that the structure of the real material is 
isotropic, and gives much better sampling of intensities from which to calculate the variance. 
Then we cut this big model using cubic box of original model size, and this cubic box is centered 
at the origin, and X, Y and Z are its 4-fold rotation axis. The pixels are placed in the 2D 
projection of model, as shown in Fig. 4.13. These pixels sit side by side so that there is neither 
overlapping nor gap between neighboring pixels. When we calculate the diffraction intensity on 
each pixel, the probe sits at the center of the pixel.  
 
Figure 4.13 (a) Placement of pixel on the sample box projected along Z direction. There are 9 
pixels of square shape defined by the dotted line in this plane (b) Pixel inscribed in a circle of 
size R, where R is the resolution. 
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Figure 4.14 Raw variance as a function of k for r=8. 12 Å at different Φ for the model containing 
99235 atoms.  
 
 Fig. 4.14 shows the raw variance as a function of k for r=8.12 Å at different volume 
fractions Φ. It shows that the variance at Bragg positions goes up monotonically as a function of 
Φ. This indicates the material gets more heterogeneous as the volume fraction of nanocrytal 
increases. Although the number heterogeneity of nanocrystals may reach a maximum at 
relatively small volume fraction, the orientation heterogeneity of the nanocrystals is still far from 
saturation, and this results in that the diffraction power variation from place to place on the 
sample does not reach the maximum heterogeneity even at Φ=0.23. In addition, the variance sits 
on a monotonically decreasing background. We calculated the variance of DRP structure, and it 
gives this hump background. Therefore, we used the variance of DRP structure as the 
background, and subtract the background from the raw data to compute the variance due to the 
presence of nanocrystals. In the following sections, all the variances are after background 
subtraction unless noted otherwise. Fig. 4.15 shows V in Fig. 4.15 after background subtraction. 
Fig. 4.16 demonstrates V for the same volume fraction but different size of nanocrystals. As the 
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size of nanocrystal increases, so does the V.  Based on Eqn. (4.18) and (4.19), the leading power 
term in the nominator is larger than the leading power term in the denominator by 3 for the 
power of d, V will increase roughly linearly to d3.  
 
Figure 4.15 V as a function of k after background subtraction for r=8.12 Å using femsim. 
 
 
Figure 4.16 V as a function of k after background subtraction for Φ=0.2010 using femsim. 
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More complete data are shown in Fig. 4.17. It shows that generally V111 and V200 go up 
monotonically as a function of d and Φ.  
  
Figure 4.17 (a) V111 and (b) V200 as a function of d and Φ for 99235 atoms in l=118.12 Å box and 
R=1.88 nm. 
 
 Fig. 4.18 (a) shows the variance as a function of instrument resolution. The variance at 
first increases as the resolution increases. Then at certain resolution, the variance reaches a 
maximum. Beyond this value, the variance decreases as the resolution continues to increase. The 
reason for this is at first, when the resolution is very small, the probe only sees single atom, and 
there is no difference between the atom in the matrix and the atom in the MRO/ordered structure. 
When the resolution is very big, the probe detects a large volume of sample. The number of 
MRO in this volume tends to be close to the average number of MRO in the volume defined by 
R×R×t. In addition to this, because of the random orientation of nanocrystals and the large 
volume being probed, the diffraction power from the volume below the probe will be close to the 
average diffraction power in the sample. Therefore, V reaches the maximum at the resolution 
which is comparable to the MRO size. Fig. 4.18 (b) shows the V dependence on the sample 
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thickness. It shows that V is linearly to 1/t, as shown experimentally in Chapter 3. As the sample 
gets thicker, the volume detected by the probe increases. The larger the detection volume by the 
probe, the closer the structure in this volume to the average structure in the sample, the smaller 
the fluctuation of MRO from position to position, and therefore smaller V. In the linear fitting in 
Fig. 4.18 (b), we applied the constraint that the intercept at variance axis is zero. 
  
Figure 4.18 (a) V111 as a function of R for 99235 atom model, r=8.12 Å and Φ=0.2343 (b) V111 as 
a function of sample thickness t for r=8.12 Å , Φ=0.2343 and R=11.932 Å. 
 
4.2.3 Variance based on femauto algorithm 
 
Figure 4.19 Raw V as a function of k for perfect crystal model at different volume fractions 
calculated by femauto. 
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Fig. 4.19 shows raw V as a function of k. The oscillation at low k is due to sampling in 
Fourier space in femauto calculation. In this figure, all the variance curves sit on the background 
curve, which is higher at low k, but reaches the plateau at large k value. The variance at high 
order Bragg position such as {220} position at k=0.7 Å-1 is higher than that at low order Bragg 
positions V111(k=0.428 Å-1). This is different from what we observed in the experiment. We 
suspect some strain or disorder in the real materials can explain this difference. The variance 
after background subtraction is shown in Fig. 4.20, using the variance of DRP model as the 
background. Fig. 4.20 (a) shows the same trend of V changes as a function of Φ as that is shown 
in Fig. 4.19. Fig. 4.20 (b) indicates for the same volume fraction Φ, V goes up as a function of 
nanocrystal size r. 
  
Figure 4.20 (a) V for same r and different Φ (b) V for same Φ but different r. 
 
Fig 4.21 compares that the variance based on femauto algorithm and based on femsim. It 
shows that the variance calculated using femsim algorithm is at least 15% higher than that using 
femauto algorithm. The possible reason for higher variance using femsim is because femsim 
does not consider plural scattering, while femauto does. We believe that the single scattering 
assumption in femsim gives the largest difference in the diffraction power between the perfect 
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crystal and amorphous matrix (DRP structure). When plural scattering happens, the electron 
which hit the atom in the nanocrytal may undergo more scattering by atoms either in the other 
nanocrystal and matrix, potentially moving it out of the maximum in I(k) and reducing the 
overall variance. This is similar to small peaks seen in electron diffraction measurements of the 
structure factor S(k) when multiple scattering is present. 
 
Figure 4.21 Comparison between femsim and femauto results for V111 for 99235 atom with 
r=8.12 Å for perfect embedded nanocrystals. 
 
4.2.3.1 Disorder in the nanocrystal 
 
Figure 4.22 The comparison of the variance using different method to introduce disorder in 
nanocrystals. 
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 Now we introduce some disorder into the nanocrystal and see how the disorder affects the 
variance. We picked two ways to introduce the disorder into the nanocrystals. The first way is to 
use thermal oscillations as the disorder. The atom oscillates about its equilibrium position with a 
Gaussian distribution function in all directions, which are effectively Einstein phonons, as in the 
frozen-phonon model[90]. The Gaussian function width is 0.1 Å. In the second method, we fix 
the atom in the matrix and let the atom in the nanocrytal to equilibrate at 300 K. Because the 
matrix atoms are not allowed to move, they act as a clamp to pinch the nanocrystals, and cause 
some strain between the matrix and nanocrystals. During equilibration, the system adjusts the 
interface between the nanocrystals and matrix to lower the system energy. Because of the pair 
interaction force, atoms in the nanocrystals also rearrange them to conform to the change of the 
interface. Fig. 4.22 illustrates the variance of the model using perfect nanocrystals, nanocrystals 
with thermal oscillations and the nanocrystals relaxed at 300 K, respectively. The variance of the 
perfect nanocrystal model shows the largest value. In the model of thermal oscillations, the first 
peak and second peak in the variance plot change a little bit, but the variance at high order Bragg 
positions is substantially reduced. It indicates the disorder introduced by thermal oscillation 
significantly destroy the order at high index plane, as expected from the Debye-Waller factor in 
kinematic scattering. When atoms in the nanocrystals are permitted to reach equilibrium at 300 K, 
the variance peaks at all positions decreases significantly. The variance peak at high order Bragg 
positions are more heavily affected in this relaxation scheme as well.  
 The atomic structures are shown Fig. 4.23. I demonstrate the disorder using the second 
method in Fig. 4.22, but similar effects occur in the other two cases. Fig. 4.23 (a) is the atomic 
structure for a perfect crystal. No matter how we rotate the model, the atoms are all in their 
lattice positions. Fig. 4.23 (b) shows the atomic structure of a relaxed nanocrystal when we rotate 
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the crystal so that the low index plane is perpendicular to the paper. Although the atoms are 
allowed to move freely until the equilibrium structure is reached, the order at this low index 
plane still remains clear, and we can see the planes of atoms very easily. On the other hand, for 
the same atomic structure, if the crystal is rotated so that the high index plane is perpendicular to 
the paper, as shown in Fig. 4.23 (c), the order in this plane is greatly disturbed, and we can barely 
see the planes of atoms in Fig. 4.23 (c).  
   
Figure 4.23 (a) Perfect crystal (b) lower index plane with disorder (c) high index plane with 
disorder. 
 
 We then did the simulation on how thermal disorder at different temperatures affects the 
variance, shown in Fig. 4.24. Similar to Fig. 4.22, the composite model with embedded perfect 
nanocrystals demonstrates the highest variance. As the relaxation temperature increases, more 
and more disorder is introduced into the nanocrystals, causing the disruption of the lattice planes. 
The further away the distorted nanocrystal structure is from the perfect crystal structure, the 
smaller the diffraction power difference between the distorted crystal and the matrix. The 
variance arises from the difference of the diffraction power between the nanocrystal and the 
matrix. As the temperature increases, the atom has more thermal energy, and it can explore more 
space, resulting in more disorder in the nanocrystals. In the extreme case, the disorder is large 
enough so that the ordered structure at any plane is completely destroyed, there is no difference 
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between the nanocrystals and the matrix. The diffraction power between the nanocrystal(or in 
more exact words, completely distorted nanocrystals) and the matrix will be the same. In this 
case, the diffraction intensity is the same no matter the probe is located at the nanocrystals or the 
matrix, and the variance will be the same as the DRP structure. 
 
Figure 4. 24 Raw variance of model with thermal disorder at different temperature for 99235 
atoms with r=8.12 Å, Φ=0.1338 and R=18.8 Å. 
 
The variance changes due to disorder introduced at different temperatures has more effect 
on the variance peak at high k positions compared to that at low k positions. The variance peaks 
at {220} and {311} diminish even for disorder at 600 K. However, the variance peak at {200} is 
similar to that of {111}, which is different from experimental results. What other factor might 
change the ratio of V200/V111? 
4.2.3.2 Strain and disorder in nanocrystal 
 During the quenching process, nanocrystals may nucleate, but they are prevented from 
growing due to the rapid increase of viscosity in the matrix. When the nanocrystal precipitates 
from the liquid, its volume changes during this process, and tends to shrink compared to atoms in 
the glassy matrix. The atoms in the matrix surrounding the nanocrystal drag the atoms in the 
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nanocrystal, and prevent them from rearranging their perfect lattice positions, so the whole 
nanocrystal is under tensile hydrostatic pressure. In real world, the strain in the nanocrystal is 
anisotropic, because of different Young’s modulus along different crystal direction, but for the 
purpose of simple calculation, we assume the strain is isotropic in the nanocrystals. The strain 
field under tensile hydrostatic stress is the same in all directions, so the displacement of atom in 
the crystal with respect to its center is 
 δ ε= ×l l  (4.21) 
where δl is the displacement from its lattice position, l is the vector pointing from the crystal 
center to the lattice point where the atom sits at (its magnitude is the distance between the crystal 
center and lattice point), and ε is the strain.  
Fig. 4.25 shows the V as a function of k at different hydrostatic strain. In our model 
construction, the strain is first applied to the perfect crystals before they are inserted into the 
matrix. Then all the atoms in the matrix are fixed, and the atoms in the nanocrystal are relaxed at 
300 K until the equilibrium is reached. The dependence of the magnitude of the 1st peak in the 
variance plot on the strain is small. However, the higher order peaks are significantly reduced 
due to strain. The peaks also shift systematically to lower k as expected for a lattice expansion 
due to tensile stress. In Fig. 4.25 (a), for embedded nanocrystal with r=9.93 Å, although the 
magnitude of all peaks for model with only disorder is smaller than that in perfect crystal model 
(not shown here, but the reader can check Fig. 4. 24 to get some knowledge how the V depends 
on disorder), V200 is comparable to V111, and V220 is larger than V111 and V200. By introducing only 
2% of hydrostatic strain into the nanocrystal and let it relax at 300 K, the magnitude of V200 is 
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reduced by almost 20%. The larger the strain in the model, the larger the decrease of higher k 
variance. 
  
  
Figure 4.25 Raw V for different strain for (a) r=9.93 Å (b) r=9.63 Å (c) r=8.89 Å and (d) r=8.24 
Å. 
 
Fig. 4.26 shows how the ratio of V200 /V111 as a function of strain in the nanocrystals. 
Generally speaking, V200/V111 goes down as the strain increases, except for r=8.12 Å at strain 
ε=8%. The diffraction intensity is smaller for smaller perfect nanocrystals. When both the strain 
and disorder are introduced, the diffraction intensity of small crystal is further reduced. In 
variance plot of large embedded crystal model shown in Fig. 4.25, the 1st peak is weakly affected 
by the strain. However, for r=8.12 Å model, V111 dependence on the strain is small up to strain 
ε=5%. When ε reaches 8%, the 1st peak is significantly reduced, as shown in Fig. 4.27. 
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Figure 4.26 V200/V111 as a function of strain in the nanocrystal for Φ=0.2343. 
 
 
Figure 4.27 Raw V for different strain for r=8.12 Å for Φ=0.2343. 
 
  Based on what have been shown above, we can identify that the hydrostatic strain plus 
disorder reduce all variance peaks substantially, especially for peaks at higher order Bragg 
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positions. Still, there is some difference between the experimental variance and simulated 
variance which needs further exploration, which will be discussed in Chapter 5.  
4.3 Summary of analytical and computer simulation 
 The analytical model predicts the dependence of V on r, Φ, R, and t. The analytical model 
results are qualitatively in agreement with computer model, however, the quantitative agreement 
is not good. There are several possible reasons for this: (1) in the analytical model, we assume 
the diffraction intensity in the matrix is linearly proportional to the number of atoms in the 
matrix I∝N, and this is reasonable for gas atoms, but is a poor approximation for DRP matrix. (2) 
the analytical model only considers kinematic scattering while computer model takes dynamical 
scattering into account. 
 The diffraction intensity based on femauto is better than femsim by about 15% due to 
considering dynamical scattering. 
 The thermal disorder, disorder in nanocrystal and strain in the nanocrystal all affect V. 
The thermal disorder based on phonon frozen model reduces the V magnitude, however, the 
reduced amount is small at low k. The disorder in the nanocrystals has significant effects on 
decreasing V magnitude at all k. The tensile strain in the nanocrystal has negligible effect on V111 
magnitude, but reduces V at higher k greatly. Compared to the effect of disorder in the 
nanocrystal, which does not change the ratio V200/V111, the tensile strain decreases the ratio 
V200/V111. The larger the tensile strain ε in the nanocrystal, the smaller the ratio V200/V111. All 
factors have a stronger effect at higher k. 
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5. MRO in Al-based metallic glasses 
5.1 Microalloying effect on MRO 
 We have found the microalloying in the base alloy Al88Y7Fe5 affects the primary 
crystallization behavior significantly. Substituting 1% of Cu for Y decreases Tx by 50 ºC while 
substituting 1% of Cu for Al increases Tx by 10 ºC. The diffraction patterns show no difference 
among these alloys. Therefore, we resorted to FEM to investigate MRO in these alloys. The 
MRO results will be shown and the correlation between MRO and primary crystallization in 
these alloys will be discussed. 
5.1.1 Crystallization 
 We have done annealing treatment of three Al-based metallic glasses, which are base 
alloy Al88Y7Fe5, Al88Y6Fe5Cu1 and Al87Y7Fe5Cu1. The annealing temperature T for each alloy 
was chosen between Tg and Tx measured by DSC, we found that these three alloys show 
significantly different nanocrystallization behavior. Fig. 5.1-5.3 show BF TEM images of these 
three alloys after annealing. Fig 5.1 is BF TEM image of the base alloy Al88Y7Fe5 annealed at 
240 ºC for 60 minutes. There are some pure Al nanocrystals of diameter about 30 nm which are 
already dendritic in shape. Fig. 5.2 is Al88Y6Fe5Cu1 annealed at 210 ºC for 60 minutes. 
Compared to the base alloy annealed at higher temperature, the nanocrystal density is much 
higher in Al88Y6Fe5Cu1. The average size of the nanocrystals is about 10 nm. Fig. 5.3 shows the 
nanocrystals in Al87Y7Fe5Cu1 annealed at 245 ºC for 90 minutes. The annealing time is the 
longest among these three alloys and the annealing temperature is the highest, but the 
nanocrystal density is sparsest in Al87Y7Fe5Cu1. Once again, the nanocrystals are dendritic. 
These experimental results indicate it is the easiest for nanocrystal nucleation in Al88Y6Fe5Cu1, 
and hardest in Al87Y7Fe5Cu1. The reason for this is there is attractive force between Al and Y. In 
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order for pure Al-nanocrystal to nucleate, an Al rich region must repel Y so that Al nanocrystal 
can develop in this region. The interaction force between Al and Cu is much weaker than that 
between Al and Y. Therefore, replacing 1% of Y in Al88Y7Fe5 makes it much easier for Al 
nanocrystal to nucleate. On the other hand, 1% Cu may attract the Al atoms, preventing them 
from diffusing to Al rich region. This results in lower nucleation density in Al87Y7Fe5Cu1. These 
and similar images have been processed to determine the nanocrystal size distribution, which 
may be found in [92]. 
 
Figure 5.1 BF TEM of Al88Y7Fe5 240 ºC for 60 minutes. 
 
85 
 
 
Figure 5.2 Al88Y6Fe5Cu1 annealed at 210 ºC for 60 minutes. 
 
 
Figure 5.3 Al87Y7Fe5Cu1 annealed at 245 ºC for 90 minutes. 
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5.1.2 FEM results 
 Calculations indicate that heterogeneous nucleation drives primary crystallization in these 
alloys, so there must be some preferential nucleation sites in the as-quenched samples. We 
performed FEM to investigate MRO in these alloys. The FEM results for the same three alloys in 
the as-quenched state are shown in Fig. 5.4 The variance in the plot are the variance after 
background subtraction. We use Lorentzian function to fit the background. As we see in Fig. 5.4, 
there is a major difference in the first peak at k=0.4 Å-1 for different compositions. The second 
peak at k=0.7 Å-1 is very similar among these three alloys. The first peak is due to variance at Al 
{111} and {200} diffraction. V111 and V200 are determined by the height and shoulder of the first 
peak in the variance. As we show below, the variance peaks are shifted from the crystalline 
Bragg peak position by strain. 
 
 
Figure 5.4 Variance as a function of k for Al88Y7Fe5, Al88Y6Fe5Cu1 and Al87Y6Fe5Cu1. 
Resolution=1.88 nm and t=29 nm. 
 
 We used a summation of Gaussian functions to fit the first peak in the variance. In the 
fitting process, two Gaussian functions are centered at approximately the Al k111 and k200 
positions with a certain width in k space. The center of the Gaussian peak may not be exact at Al 
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k111 and k200 positions because of strain in the MRO. We let the fitting function find the center of 
the Gaussian function by itself. We applied the constraint that these two Gaussian functions have 
same width. The fitting results are shown in Fig. 5.5. In order to make a clear comparison, both 
Gaussian fitting curves are shifted vertically by the background value. The fitting results are 
shown in table 5.1.  
 The FEM data provides the variance of diffraction intensity in k space. Although the size 
and volume fraction of MRO are hidden in the variance plot, without the assistance of simulation, 
neither the size nor volume fraction of MRO can be derived. There are several limitations in the 
computer simulation. Because of limited computational resources, we cannot construct a model 
with same dimension as the sample. Experimentally we found V∝1/t (see Chapter 3), so we can 
scale the variance of small model to that of big model. We can use spherical nanocrystal in the 
analytical model, however, in computer models, because of the regular spaced lattice position 
requirement when building perfect crystal (or ordered atoms in the nanocrystal when the 
hydrostatic strain is introduced), the real shape of nanocrystal is not a perfect sphere. In our 
computer simulation, we construct the nanocrystals so that their shape is as close to a sphere as 
possible. Because of this requirement, the change of size of nanocrystal is discontinuous. The 
size change in every step causes addition of at least 8 atoms to the bigger nanocrystals. As the 
nanocrystal gets bigger and bigger, because the volume of nanocrystal is proportional to its 
diameter cubed, more atoms must be added to the nanocrystal for one step size change.  
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Figure 5.5 Gaussian fitting of the major peak for (a) Al88Y7Fe5 (b) Al88Y6Fe5Cu1 and (c) 
Al87Y7Fe5Cu1. The red open circle is raw experimental data, the green line is fitting to the major 
peak, the blue line is background fitting using Lorentzian function, the pink line is Gaussian 
function centered at {111} position and the black line is Gaussian function centered at {200} 
position. 
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Table 5.1 Fitting parameters of Gaussian function for Al88Y7Fe5, Al88Y6Fe5Cu1 and 
Al87Y7Fe5Cu1.as-spun. 
 {111}Gaussian 
amplitude 
{200}Gaussian 
amplitude 
Al88Y7Fe5 0.0064±0.001 0.0026±0.0002 
Al88Y6Fe5Cu1 0.0088±0.0002 0.0037±0.0002 
Al87Y7Fe5Cu1 0.0076±0.0004 0.0026±0.0003 
 
  Once we have a series of simulated variances as a function of the size and volume 
fraction of nanocrystals, we can construct V as a function of d and Φ. The strain is the third 
parameter to change the variance. Then we can use interpolation to fill the grid point in V(d,Φ). 
Then we find a set of points in variance surface V111(d,Φ) which gives the experimental variance 
V111exp, project this line into (d,Φ) plane, and we get a contour B111 in (d,Φ) plane. Similarly, we 
obtain contour B200 for V200exp. In principle, the intercept of B111 and B200 gives (d,Φ) which has 
variance (V111exp, V200exp). 
  
Figure 5.6 Simulated variance for (a) {111} and (b) {200} normalized to t=29 nm for ε=4.1%. 
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The simulated variance for the model with embedded nanocrystals is shown in Fig. 5.6. 
There is 4.1% hydrostatic strain in the nanocrystals, and the atoms in the nanocrystal are relaxed 
at 300 K. The reason to choose 4.1% strain is that the ratio of V200/V111 matches that of the 
experimental value, and reproduces the experimental peak positions.  
 
 
Figure 5.7 At ε=4.1% (a) V111 as a function of r and Φ (b) V200 as a function of r and Φ after 
polynomial fitting. 
 
V111 and V200 in the computer simulation show local maximum and minimum at constant 
volume fraction Φ, which is not consistent with our analytical calculations. In the analytical 
model, V goes up monotonically as a function of nanocrystal size. However, the pronounced 
local minimum at d=2.16 nm in Fig. 5.6 is a simulation artifacts. This is tested by varying the 
resolution in the simulation. The minimum at d=2.16 nm did not change, so it must be a 
computational artifact. Some of these local maxima and minima are some noise in simulations 
due to limited number of nanocrystals in the model. We believe it arises from sampling problems 
in multislice code computation of diffraction patterns. In the analytical simulation, the variance 
is third order in r. Therefore, at constant Φ, we used a polynomial function of form 
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( ) 3 21 2 3f r a r a r a r= × + × + × to fit V as a function of r at constant Φ based on non- linear least 
square method. The fit (and therefore smoothed) V111(r,Φ) and V200(r,Φ) are shown in Fig. 5.7. 
Then I used 2D linear interpolation to fill the space at finer grid (r,Φ).  
   
Figure 5.8 (r,Φ) contour plot for (a)Al88Y7Fe5 (b)Al88Y6Fe5Cu1 and (c)Al87Y7Fe5Cu1. 
 
 The (r,Φ) contour plot corresponding to experimental V111 and V200 for Al88Y7Fe5, 
Al88Y6Fe5Cu1 and Al87Y7Fe5Cu1 are shown in Fig. 5.8. We estimate the uncertainty of r and Φ 
from uncertainty in V111 and V200 using a Monte Carlo approach. At first, we created 1.6×105 
(V111G,V200G) pairs with a  Gaussian probability density function 
( ) ( )2 2111 111 200 200
2 2
111 200 111 200
1 exp
2 2 2
G G
V V
V V V V
V Vµ µ
πσ σ σ σ
 − − − −
 
 
, in which σ and µ are given by the 
experimental values, for example, as shown in the table 5.1. For example for Al88Y7Fe5, 
µV111=0.0064, µV200=0.0026,  σV111=0.001, and σV200=0.0002. Then search for V111(r,Φ) and 
V200(r,Φ) to find (r,Φ), which has corresponding V111 and V200 closest to each generated (V111G, 
V200G), and this generate 1.6×105 (r,Φ) pairs, which are shown in Fig. 5.9, the 2D histograms. 
 The grey level in the histograms in Fig. 5.9 indicates number of points in that region. We 
then used the 2D Gaussian function of the form 
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( )
( )( )2 22 2 0 00 0
0 1 2
21exp
2 1 r r
cor r rr rA A
cor σ σ σ σΦ Φ
  − Φ − Φ   − Φ − Φ−  + + −   
−       
to fit the histogram in 
Fig. 5.9 based on linear least square method. The results are listed in table 5.2. We report the 
center point of the Gaussian (r,Φ) as the best estimate for each alloy, and one standard deviation 
σr and σΦ as the uncertainty. The shape of the histograms shows that at large confidence intervals, 
the uncertainties of r and Φ are strongly correlated. However, the maxima of each histogram are 
well fitted by the 2D Gaussian. 
   
Figure 5.9 The histogram for (a) Al88Y7Fe5 (b) Al88Y6Fe5Cu1 and (c) Al87Y7Fe5Cu1. 
 
 The experimental primary crystallization temperature Tx and nanocrystal density after 
annealing treatment determined by Seth Imhoff using DSC and my TEM images for these three 
alloys are shown in table 5.3. Both Al88Y7Fe5 and Al88Y6Fe5Cu1 were annealed at 245 ºC for 1 
hour, and Al87Y7Fe5Cu1 was annealed at 200 ºC for 1 hour. The density of MRO calculated from 
table 5.2 is also listed in table 5.3 for comparison. As we can see in table 5.3, the rank order of 
ρMRO is the same as that of ρcrystal, and opposite to the rank order of Tx, although the ρΜΡΟ are not 
really different outside of experimental uncertainty between Al88Y7Fe5 and Al88Y6Fe5Cu1. This is 
due entirely to the uncertainty in r for the base alloy. The rank order of the volume fraction Φ, all 
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of which are distinguishable, follows ρcrystal directly. This correlation indicates that MRO acts as 
precursor for crystal nucleation. During continuous heating, if there are more MRO clusters in 
the as-quenched sample, the nucleation rate is higher, shifting Tx lower. During isothermal 
annealing, higher MRO density results in higher crystal density by providing a higher density of 
nucleation sites.  
Table 5.2 d and Φ of MRO in Al88Y7Fe5, Al88Y6Fe5Cu1 and Al87Y7Fe5Cu1.as-spun sample. 
 d(nm) Φ 
Al88Y7Fe5 1.8±0.1 0.16±0.03 
Al88Y6Fe5Cu1 1.84±0.05 0.19±0.02 
Al87Y7Fe5Cu1 2.2±0.2 0.10±0.02 
 
Table 5.3 Tx, ρcrystal and ρΜΡΟ for Al88Y7Fe5, Al88Y6Fe5Cu1 and Al87Y7Fe5Cu1. 
 Tx(ºC) ρcrystal(1021 m-3) ρΜΡΟ(1025 m-3) 
Al88Y7Fe5 265±5 3.5±1 5.1±1.0 
Al88Y6Fe5Cu1 215±5 13±0.2 5.8±0.6 
Al87Y7Fe5Cu1 275±5 0.72±0.2 1.8±0.4 
 
5.2 MRO development in Al88Y7Fe5 annealed at 210 ºC 
 Since the glass state is a metastable state, if a metallic glass is given enough time to relax, 
the atom will find lower energy state and stay there. The relaxation speed is very slow at room 
temperature. Therefore, we annealed the Al88Y7Fe5 at relatively high temperature and let the 
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relaxation proceed faster, to look for structural signature of relaxation. DP shows the alloy is still 
amorphous so we use FEM to explore the microstructure change during relaxation process. 
 Al88Y7Fe5 was annealed in an Ar atmosphere at 210 ºC (<Tg) for 5 minutes, 10 minutes 
and 15 minutes respectively. Follow the same steps described in Chapter 2, we prepared the 
TEM sample and did FEM experiment. Fig 5.10 compares the FEM signal of as-spun sample and 
annealed samples.  
 
Figure 5.10 Variance for Al88Y7Fe5 as-spun sample, annealed at 210 ºC for 15, 30 and 45 
minutes. 
 
The fitting curves of annealed Al88Y7Fe5 for different times are shown in Fig. 5.11. The 
fitting parameters are shown in table 5.4. Similar to the way we extracted (r,Φ) for as-spun 
sample, we calculated (r,Φ) for annealed Al88Y7Fe5 samples. The (r,Φ) contour plots and 
histograms are shown in Fig. 5.12 and 5.13, respectively. Follow the method introduced in 
section 5.1, I calculated (r,Φ) and their uncertainties, which are shown in Fig. 5.14.  
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Figure 5.11 Fitting curve for Al88Y7Fe5 annealed at 210 ºC for (a) 15 minutes (b) 30 minutes and 
(c) 45 minutes. The red circle is experimental data, the green one is the fitting to the major peak, 
the blue one is fitting to the background using Lorentzian function, the pink one is Gaussian 
fitting for {111} peak and the black one is Gaussian fitting to {200} peak.  
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The change of dMRO and Φ is small except for annealing for 30 minutes. This implies that 
during relaxation process, the major microstructure change happens in the matrix instead of 
happening in MROs, and FEM is insensitive to the structure change in the matrix. The abnormal 
behavior for 30 minutes may be an experimental artifact. 
Table 5.4 Gaussian fitting parameters for Al88Y7Fe5 annealed at 210 ºC for 15, 30 and 45 
minutes. 
 {111}Gaussian 
amplitude 
{200}Gaussian 
amplitude 
15 minutes 0.0077±0.0002 0.0033±0.0002 
30 minutes 0.0075±0.0002 0.0026±0.0002 
45 minutes 0.0076±0.0003 0.0031±0.0003 
 
   
Figure 5.12 The (r,Φ) contour plot for Al88Y7Fe5 annealed at 210 ºC for (a) 15 minutes (b) 30 
minutes and (c) 45 minutes. 
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Figure 5.13 The histogram for Al88Y7Fe5 annealed at 210 ºC for (a) 15 minutes (b) 30 minutes 
and (c) 45 minutes. 
 
 
Figure 5.14 d and Φ of MRO in Al88Y7Fe5 as-spun, annealed at 210 ºC for 15, 30 and 45 
minutes. 
 
5.3 MRO development in Al87Y7Fe5Cu1 annealed at 245 ºC 
 Before the onset of steady state nucleation, there is a stage in which the nucleation is in 
the incubation process, and structure is time dependent. We call this stage the transient period. 
During the transient period, some ordered clusters may dissolve, and others may grow. The 
growth of these MROs depends on the MRO size in the as-quenched sample, the thermal 
fluctuation, and the local environment of these MROs. The bigger the MRO, the more chance it 
has to grow into nanocrystal. The growth of MRO into a pure Al nanocrystal requires diffusion 
of Al from the surrounding area into the MRO and expulsion of Y, Fe, and Cu from the MRO. If 
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the MRO is in the solvent rich region, it is easy for it to grow. If there are accumulated solute 
atoms around MRO, the chance to grow bigger decreases and these MROs tend to shrink. We 
investigated what happens with regard to the microstructure during the transient period. 
We annealed Al87Y7Fe5Cu1 in an Ar atmosphere at 245 ºC for 5 minutes, 10 minutes and 
15 minutes, respectively. This temperature is higher than Tg of Al87Y7Fe5Cu1. Fig. 5.3 shows that 
after annealing at the same temperature for 90 minutes, we observed some nanocrystals. We 
prepared the sample using the same technique described before. BF-TEM images and DPs show 
there is no nanocrystal in these samples. This indicates that the short range order change within 
these annealing periods is negligible. We are curious about what structure change in MRO. 
Therefore, we resorted to FEM to investigate MRO in annealed samples. 
 
Figure 5.15 Variance for Al87Y7Fe5Cu1 as-spun sample, annealed at 245 ºC for 5, 10 and 15 
minutes. 
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Figure 5.16 Fitting curve for Al87Y7Fe5Cu1 annealed at 245 ºC for (a) 5 minutes (b) 10 minutes 
and (c) 15 minutes. The red circle is experimental data, the green one is the fitting to the major 
peak, the blue one is fitting to the background using Lorentzian function, the pink one is 
Gaussian fitting for {111} peak and the black one is Gaussian fitting to {200} peak. 
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Fig. 5.15 compares the variance as a function of k between as-spun sample and annealed 
samples. Fig 5.16 shows the fitting curves to the experimental data. The fitting parameters are 
listed in table 5.5. No match between computer simulation and experimental data was found 
using ε=4.1% in computer simulation for Al87Y7Fe5Fe1 annealed at 245 ºC. By trial and error 
method, we found that ε=5.0 % in computer simulation yields better results while still 
reproducing the experimental peak positions within the experimental uncertainty (The strain 
change may be due to the growth of MRO). We followed the same way to fit and smooth the 
data as described in section 5.1.2. The raw simulations and simulations after using third order 
polynomial of r to do fitting are shown in Fig. 5.17, and Fig. 5.18, respectively. Then we can 
calculate (d,Φ) and their uncertainties. 
 
Table 5.5 Gaussian fitting parameters for Al87Y7Fe5Cu1 annealed at 245 ºC for 5, 10 and 15 
minutes. 
 {111}Gaussian 
amplitude 
{200}Gaussian 
amplitude 
5 minutes 0.0093±0.0002 0.0026±0.0002 
10 minutes 0.0095±0.0001 0.0034±0.0001 
15 minutes 0.0084±0.0003 0.0023±0.0002 
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Figure 5.17 Simulated variance for (a) {111} and (b) {200} normalized to t=29 nm for ε=5.0%. 
 
  
Figure 5.18 At ε=5.0 % (a) V111 as a function of r and Φ (b) V200 as a function of r and Φ after 
polynomial fitting. 
 
 The contour plot of (r, Φ) is tricky for annealed Al87Y7Fe5Cu1 samples, as shown in Fig. 
5.19. There is more than one intercept for samples annealed for 5 minutes and 15 minutes. This 
will result in large uncertainties of d and Φ. The histograms for Al87Y7Fe5Cu1 annealed sample 
are shown in Fig. 5.20. The extended bands in the histograms are a symptom of the multiple 
overlaps in Fig. 5.19, all of which lie within the experimental uncertainty of one another. r and Φ 
of MRO and their uncertainties are shown in Fig. 21. Generally, the dMRO change is small, 
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however, the volume fraction Φ goes up as annealing time increases, indicating more MROs are 
detected in the transient period.  
   
Figure 5.19 The (r,Φ) contour plot for Al87Y7Fe5Cu1 annealed at 245 ºC for (a) 5 minutes (b) 10 
minutes and (c) 15 minutes. 
 
   
Figure 5.20 The histogram for Al87Y7Fe5Cu1 annealed at 245 ºC for (a) 5 minutes (b) 10 minutes 
and (c) 15 minutes. 
 
 
Figure 5.21 d and Φ of MRO in Al87Y7Fe5Cu1 as-spun, annealed at 210 ºC for 15, 30 and 45 
minutes. 
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5.4 MRO and Nucleation 
 We have shown that the microalloying has significant effects on MRO. Y atom applies 
attractive force to Al atoms, making is hard for Al atom to diffuse to Al rich region and form Al 
nanoscale-like MRO. Therefore, substituting Cu for Y atoms in the base alloy facilitates 
formation of MRO in as-quenched samples. On the other hand, the interaction between Al and 
Cu is weak, resulting in lower MRO density in the as-quenched sample when Cu replaces Al in 
the base alloy. ρMRO is correlated to Tx and ρcrystal, indicating MRO acts as precursor for the 
nucleation. Imhoff and Perepezko [92, 93] have developed a model to explain how MRO affects 
nucleation in this system. They treat the MRO as heterogeneous nucleation sites, but because of 
the similar structure between the MRO and nanocrystal, the interfacial energy between MRO and 
nanocrystal is much lower than that between the glass matrix and nanocrytal. Because of the 
lower interfacial energy, the formation of nanocrystals on these MROs is much easier than 
homogeneous nucleation. MRO acts as the seed and the Al atoms attach to it to grow into 
nanocrystal, as shown in Fig. 5.22. If there are more MROs in the as-quenched sample, the 
chance to form nanocrystal at higher annealing T goes up. 
 
matrix 
Figure 5.22 A schematic of the modeled nanocrystal/medium range order nucleus geometry [92]. 
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Because of pre-existing MRO in the as-quenched samples, the nucleation barrier 
decreases, although the critical radius does not change. As shown in Fig. 5.23, the activation 
barrier decreases with increasing MRO size. This is because the nanocrystal does not have to 
form from scratch. Instead, the Al atoms can hit those MROs and attach to them. The only 
energy barrier that must be overcome is the energy difference between the energy of critical 
nuclei and the MRO, and the smaller the size difference between these two, the easier to 
overcome the energy barrier. 
 
Figure 5.23 Activation barrier for nucleation of a spherical particle with varying MRO seed 
cluster radius (ro) at a constant temperature. With no MRO to seed nucleation (r0=0), the energy 
required to form a stable crystal is a maximum, i.e. the barrier to homogeneous nucleation [92]. 
 
 During the relaxation period, we observe no change of MRO except at t=30 minutes. 
When the Al glass is annealed below Tg, the viscosity is large, the structure change of MRO is 
significantly slow, and only the atoms in the matrix have enough energy to move to lower energy 
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state. However, FEM is insensitive to the structure change in the matrix and therefore, could not 
detect this change. 
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6. Summary and future work 
6.1 Summary 
 We have described a method to quantify the probe coherence in Chapter 2. We measured 
the coherence length as a function of spot number on FEI Titan STEM, which is determined by 
the gun lens and C1 lens. The coherence length is also a function of probe forming aperture C2 
aperture on the FEI Titan machine. We also demonstrate we can tune the C2 and C3 lens to 
change the coherence length at constant spot number. 
 In Chapter 3, we described the variance dependence on the probe coherence, sample 
thickness and energy filtering. We showed that the better the probe coherence, the higher the 
variance. We also demonstrated that in order to satisfy the kinematic diffraction requirement, the 
sample should be thinner than 0.7 λe. The introduction of energy filtering reduces the 
background in the diffraction pattern, and therefore, keeps the linear dependence of 1/t of 
variance to larger sample thickness compared to the case without the energy filter. These 
improvements in technique make FEM experiments more directly comparable to analytical 
models and simulations. 
 In Chapter 4, we showed improvements to the Stratton and Voyles model [1, 2]. We have 
considered the dependence of the diffraction intensity as a function of deviation parameter s, and 
this results in the variance increasing monotonically as a function of Φ of MRO in our simulation 
range, compared to a variance that reaches a maximum at relative small Φ in the Stratton and 
Voyles model [1, 2]. We also considered the effective occupancy effect, and smaller variance 
results when this parameter is taken into consideration. We also described computer simulation 
results. The variance based on multislice dynamical diffraction is smaller than the variance for 
the same atomic model computed using kinematic diffraction. This is due to considering plural 
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scattering in the multislice algorithm. We have shown the effects on the variance of (1) change in 
the scattering based on frozen phonon model, and (2) structure change in the embedded nano-
cluster by relaxing the atoms in the embedded nano-cluster. The second method results in a more 
significant decrease of the variance, especially at large k. This is due to more destruction of 
higher order plane structure. Finally, we described the hydrostatic strain effect on the variance. It 
reduces the ratio of V200/V111 and shifts all the peaks. The combination of hydrostatic strain and 
thermal disorder based on second method gives the best agreement with the experimental data. 
Therefore, we used atomic models with hydrostatic strain and thermal disorder to calculate the 
variance and extract (d, Φ).  
 In Chapter 5, we have shown the measured variance for Al88Y7Fe5, Al88Y6Fe5Cu1, and 
Al87Y7Fe5Cu1 as-spun samples. We showed how to extract (d, Φ) by combining experimental 
variance and simulation results. (d, Φ) values in these three models show that MRO in the as-
quenched sample acts as the precursor for nanocrystal nucleation. In general, the higher the ρMRO, 
the lower the Tx, and the larger the ρcrystal. The extracted (d, Φ) for Al88Y7Fe5 annealed at 210 ºC 
for 15, 30 and 45 minutes are shown in this Chapter. This anneal results in relaxation of the glass 
but does not change d and Φ of MRO within our experimental uncertainties. We also showed (d, 
Φ) for Al87Y7Fe5Cu1 annealed at 245 ºC for 5, 10 and 15 minutes. We explored MRO change 
during the transient nucleation period, which shows the trend that the d change of MRO is 
insignificant, but Φ of MRO goes up as annealing time increases.  
 We found that MRO is sensitive to microalloying in Al-based metallic glass. MRO does 
not change during the relaxation process. MRO forms during the transient nucleation period. 
Because of the similar structure between the MRO and pure Al crystal, the interfacial energy 
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between these two is low, and it is easier for Al atom to attach to these MROs. Therefore, 
heterogeneous nucleation happens in these Al-based glass and MRO acts as precursor for the 
subsequent nanocrystal nucleation during annealing. Imhoff and Perepezko have developed a 
quantitative model of this phenomenon with the context of classical nucleation theory [92]. 
6.2 Future work 
 We have demonstrated FEM done in FSA mode. FEM done in RSA mode will unveil the 
ringing in diffraction effect on the FEM signal and access really large coherent probes. This is 
worth doing in the future. 
 Additional effort could also improve the computer simulation. We used a large grid 
spacing in (r, Φ) and we found local minimum and maximum of V as a function of r. While the 
largest local minimum appears to be all artifact, additional simulations might results in a 
smoother V(r, Φ) surface. When the time and computation resources allow, model built at finer 
Φ spacing should be used to construct V(r, Φ). In our model, we only used pure Al and we did 
not consider solute atoms effects. In the future work, solute atom effects should be included. If 
an embedded atomic potential of all the elements in the alloy were known, and high quality 
diffraction data are available, reverse Monte Carlo (RMC) method could be used to build the 
atomic structure which agrees with system energy, diffraction data and FEM data.  
 We found MRO structure is unchanged in relaxed sample except for anneal t=30 minutes. 
FEM experiments on sample relaxed at more time step may confirm our conclusion. 
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Appendix A 
 Follow Eqn. (4.15), we have 
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Expanding Eqn. (A.1), we obtain 
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In order to calculate the expectation value of I, the crystals are put in different groups depending 
on their diameters dj. Nn sets of diameter dk are picked and the number of crystals in the range 
,
2 2k k
d dd dδ δ − + 
 
 is counted and represented by Nk. If dδ is reasonably small, the contribution 
from the crystals with diameter in the range ,
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in which 
k
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η η
=
= , is the average over orientations.  
 Therefore, we can rewrite Eqn. (A.2) as 
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The number fraction of crystals with size within ,
2 2k k
d dd dδ δ − + 
 
 is ( )kf d dδ , f(dk) is the 
number density distribution function, and therefore, ( )k kN Nf d dδ= , where N is the total 
number of crystals in the sample. Then 
I
γ
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where volume occupancy ξ is a function of crystal diameter d, η is the average over orientations 
at certain crystal size, and E(Ni) is the expectation value of the number of crystals in column i. 
The integration limit should be from - ∞ to +∞, but the crystal diameter, however, cannot be 
negative, and in addition, in our model, we only treat the case when the crystal is smaller than 
resolution of microscope R. Therefore, the integration in Eqn. (A.5) is from 0 to R. 
 After mathematical manipulation of Eqn.(4.2),  
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Substituting Eqn. (A.7) into Eqn. (A.6), we obtain 
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Expanding Eqn. (A.8), 
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The first term in Eqn. (A.9) is 
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j j j j j
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j j j j j j j j
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d d
d d d
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=
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     
      − +      
       
∑
∑
,
 (A.10) 
since 
1
CN
i
i
N N
=
=∑ . Similar to Eqn. (A.5), Eqn. (A.10) can be written as 
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∫  (A.11) 
Consider the second term in Eqn. (A.9), which is 
 
2 2
6 2 3 6 2 3
1 1 1 1 1 2 2 2 2 2
1 1 2 1, 1 2 6 6 6 6
i iN N
j j j j j j j j j j
j j j j
d d d dρπ ρπ ρπ ρπξ η ξ ξ η ξ
= = ≠
          − −          
             
∑ ∑ . (A.12) 
The term in double summation in Eqn. (A.12) is 
2 2
6 2 3 6 2 3
1 1 1 1 1 2 2 2 2 26 6 6 6j j j j j j j j j j
d d d dρπ ρπ ρπ ρπξ η ξ ξ η ξ
          − −          
             
 with the condition j1≠j2 
In the Eqn. (A.12), there are 
Ni(Ni-1) terms of the form 
4
6 2 6 2
1 1 1 2 2 26 j j j j j j
d dρπ ξ η ξ η  
 
, (A.13) 
2Ni(Ni-1) terms of the form 
3
6 2 3
1 1 1 2 26 j j j j j
d dρπ ξ η ξ − 
 
, (A.14) 
Ni(Ni-1) terms of the form 
2
3 3
1 1 2 26 j j j j
d dρπ ξ ξ  
 
. (A.15) 
Similar to the derivation in Eqn. (A.5), the terms in Eqn. (A.9) corresponding to Eqn. (A.13) are 
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 (A.16) 
Here Nk1k2 is the number of crystal pairs in which one crystal in the pair has the diameter within
1 1,2 2k k
d dd dδ δ − + 
 
, and the other one within 2 2,2 2k k
d dd dδ δ − + 
 
. The summation of Nk1k2 is 
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= −∑  The summation of (Ni2-Ni2) is
( ) ( ) ( )( )2 2
1
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i
N N N E N E N
=
− = −∑ . Using the definition of integration, and considering the 
size of crystals as independent of each other, Eqn. (A.16) can be written as 
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∫
 (A.17) 
The terms in Eqn. (A.9) corresponding to Eqn. (A.14) are 
 ( ) ( )( ) ( ) ( )
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 (A.18) 
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The terms in Eqn. (A.9) corresponding to Eqn. (A.15) are 
 
( ) ( )( ) ( )
2
3 3
1 1 2 2
1 1 1 2 1, 2 1
22
2 3
0
6
6
C i iN N N
j j j j
i j j j j
R
C i i
d d
N E N E N f d d d
ρπ ξ ξ
ρπ ξδ
= = = ≠
   
  
   
  = −   
   
∑ ∑ ∑
∫
.
 (A.19) 
The second to the last term in Eqn. (A.9) is 
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 (A.20) 
Squaring Eqn. (A.5), we have 
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Expanding Eqn. (A.21), 
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Now we can evaluate 
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 (A.23) 
E(Ni) and E(Ni2)-E2(Ni) can be estimated by the following equations 
 ( ) ( )
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2
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3
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i i
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R tE N E N
E dπ πξ −
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, (A.24) 
and 
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3
6
i
d
R tE N
E dπ ξ −
Φ
= . (A.25) 
Now we can reach Eqn.(4.19).  
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