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Lyhenneluettelo 
BKTL Bruttokansantulo tai kansantulo. Kuvaa maan tuotannosta saamia tu-
loja. 
CMYK Cyan, magenta, yellow, key. Painokoneiden neliväripainatuksessa käy-
tettävä väriavaruus. 
CSS Cascading Style Sheets on erityisesti WWW-dokumenteille kehitetty 
tyyliohjeiden laji.  
D3 D3.js tai D3 on JavaScript kirjasto datan visualisointia varten. D3 
lyhenne tulee työkalun kokonimestä Data-Driven Documents.  
DIKW data, information, knowledge, wisdom. DIKW on lyhenne tiedon arvo-
ketjussa olevista termeistä.  
DOM Dokumenttioliomalli, joka mahdollistaa HTML-dokumenttien sisällön 
muokkauksen.  
HTML Hypertext Markup Language. Avoimesti standardoitu kuvauskieli, jolla 
voidaan kuvata hypertekstiä eli hyperlinkkejä sisältävää tekstiä. 
PDE The Processing Development Environment. Processing-kehitysympä-
ristö, joka sisältää tekstieditorin, kääntäjän sekä näyttöikkunan. 
RBG Red, green, blue. Tietokoneiden näytöissä käytettävä väriavaruus. 
SVG Scalable Vector Graphics on kaksiulotteisen vektorikuvien kuvauskieli. 
W3 World Wide Web on Internet-verkossa toimiva hypertekstijärjestelmä. 
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1 JOHDANTO 
Tässä pro gradu -tutkielmassa esitellään datan visualisoinnin historiaa, syitä visuali-
soinnille, visualisoinnin teoriaa, visualisointimenetelmiä sekä visualisointitekniikoita. 
Tutkielman tarkoituksena on esittää, mitä datan visualisointi on ja millä menetelmillä 
dataa voidaan visualisoida. Vastaavaa tutkielmaa datan visualisoinnista tässä laajuu-
dessa ei ole aiemmin suomenkielellä tehty aiempien tutkielmien keskittyessä enem-
män tiettyyn visualisointimenetelmään tai visualisointikieleen. Tässä tutkielmassa 
käydään läpi yleisimmät visualisointimenetelmät sekä niiden ongelmat. Tutkielmassa 
on myös kokeellinen osio, jossa visualisointimenetelmiä käytetään. Tutkielmaa suosi-
tellaan luettavaksi värillisenä versiona. 
Toisessa luvussa tarkastellaan datan visualisoinnin syitä eli miksi dataa kannattaa vi-
sualisoida ja kuinka data ylipäätään määritellään. Luvussa 2 käydään läpi myös visu-
alisoinnin teoriaa sekä haasteita.  
Kolmannessa luvussa käydään läpi yleisimmät visualisointimenetelmät. Visualisointi-
menetelmät on jaoteltu The Graphic Continuum -jaottelun mukaisiin alalukuihin, jotka 
sisältävät jokainen vähintään yhden esimerkin jokaisesta menetelmästä. Esimerkit on 
tehty käyttäen R-ohjelmointikieltä. 
Neljännessä luvussa esitellään visualisointitekniikoista D3 sekä Processing. Viiden-
nessä luvussa esitetään tutkielman kokeellinen osio, joka on tehty käyttäen hyödyksi 
aiemmin tehtyjen lukujen esimerkkejä ja teoriaa. Tutkimuksen datalähteenä käytettiin 
Lontoon poliisivoimien avointa dataa. Tutkimuksen tarkoituksena on näyttää, mitä da-
tan visualisointi voi käytännössä olla. 
Kuudennessa luvussa pohditaan edellisten lukujen perusteella datan visualisoinnin ny-
kytilaa ja haasteita. Luvussa pohditaan myös datan visualisoinnin tulevaisuutta. 
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2 DATAN VISUALISOINTI 
Datan visualisointi on yksi kuvailevan tilastotieteen muoto. Se tarkoittaa datan sisäl-
tämän tiedon, esimerkiksi attribuuttien ja muuttujien, esittämistä visuaalisessa muo-
dossa. (Friendly, 2009). Visualisoinnissa apuna voidaan käyttää pisteitä, viivoja, 
koordinaatistoa, numeroita, symboleita, sanoja, varjostuksia sekä värejä. Usein 
tehokkain tapa kuvailla, tutkia ja tiivistää dataa on muuntaa se kuviksi. (Tufte, 2001). 
Yksi klassinen esimerkki datan visualisoinnista on Anscomben kvartetti. Anscomben 
(1973) tekemä kvartetti koostuu neljästä data-aineistosta (taulukko 1), jotka ovat 
tilastotieteellisiltä ominaisuuksiltaan identtiset, mutta eroavat toisistaan paljon, kun ne 
piirretään kaavioiksi. Jokainen aineisto koostuu yhdestätoista (x, y) pisteestä. 
(Anscombe, 1973) Taulukossa 1 esitellään Anscomben käyttämät data-aineistot. Data-
aineistoissa 1-3 on käytetty samaa x:n arvoa, joten x on esitelty vain kerran.  
 
Taulukko 1. Francis Anscomben käyttämät neljä data-aineistoa. (Anscombe, 1973) 
Datajoukko 1-3 1 2 3 4 4 
Muuttuja x y y y x y 
1: 10.0 8.04 9.14 7.46 8.0 6.58 
2: 8.0 6.59 8.14 6.77 8.0 5.76 
3: 13.0 7.58 8.74 12.74 8.0 7.71 
4: 9.0 8.81 8.77 7.11 8.0 8.84 
5: 11.0 8.33 9.26 7.81 8.0 8.47 
6: 14.0 9.96 8.10 8.84 8.0 7.04 
7: 6.0 7.24 6.13 6.08 8.0 5.25 
8: 4.0 4.26 3.10 5.39 19.0 12.50 
9: 12.0 10.84 9.13 8.15 8.0 5.56 
10: 7.0 4.82 7.26 6.42 8.0 7.91 
11: 5.0 5.68 4.74 5.73 8.0 6.89 
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Kaikki Anscomben käyttämät neljä data-aineistoa antavat samat tilastotieteelliset 
tulokset, jotka on esitelty taulukossa 2. Taulukosta voidaan huomata, että data-
aineistojen tilastotieteelliset ominaisuudet ovat samat, eikä niistä näin ollen voida 
huomata eroja.  
 
Taulukko 2. Anscomben datajoukkojen tilastotieteelliset ominaisuudet. (Anscombe, 1973) 
Muuttujien määrä (n) 11 
x-muuttujien keskiarvo (?̅?) 9.0 
y-muuttujien keskiarvo (?̅?) 7.5 
Regressiokerroin 0.5 
Regressiosuoran yhtälö y = 3 + 0.5 x 
Neliösumma x - ?̅? 110.0 
Regression neliösumma 27.50 (1 d.f.) 
y:n jäännösneliösumma 13.75 (9 d.f.) 
Arvioitu keskivirhe 0.118 
Determinaatiokerroin (𝑅2) 0.667 
 
Anscomben data-aineistot ovat kuitenkin huomattavan erilaisia. Tämä erilaisuus 
huomataan vasta kun data-aineistoista tehdään kuvaajat eli visuaaliset esitykset. 
Kuvassa 1 on tehty näin käyttäen liitteen 1 koodia. 
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Kuva 1. Anscomben data-aineistot esitettynä graafisesti. Kuvaajista nähdään data-aineistojen 
erot. (Anscombe, 1973) 
 
Kuvasta 1 voidaan vihdoin huomata data-aineistojen erot. Ensimmäisen datajoukon 
(ylhäällä vasemmalla) kuvaaja näyttää lineaariselta suhteelta, kun taas toisesta 
datajoukosta (ylhäällä oikealla) huomataan selkeästi, että vaikka muuttujilla on selkeä 
suhde toisiinsa, ei se ole enää lineaarinen. Kolmannen kuvaajan (alhaalla vasemmalla) 
kohdalla voidaan huomata suhteen olevan lineaarinen, mutta kuvaajasta voidaan myös 
huomata yksi muista poikkeava arvo. Neljännen kuvaajan (alhaalla oikealla) kohdalla 
yksittäinen poikkeava arvo aiheuttaa sen, että vaikka muut arvot ovat hyvin lähellä 
toisiaan, tulee regressioyhtälöksi tismalleen sama kuin muillakin kuvaajilla. 
Pelkästään tilastotieteellisillä testeillä datajoukoista ei kuitenkaan näitä eroja olisi 
välttämättä kyennyt huomaamaan. 
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Datan graafisen muodon tulisi kuitenkin olla sellainen, että se ei vääristä tietoa, jota 
datasta löytyy. Myös datan itsessään täytyy olla sellaista, että se voidaan muuntaa 
visuaaliseen muotoon. Jos datajoukon analysoinnissa on käytetty vääränlaista 
visualisointitekniikkaa tai datajoukon koko on yksinkertaisesti ollut liian pieni, voivat 
tulokset olla harhaanjohtavia. (Tufte, 2001). Kuvista voidaan esimerkiksi vetää vääriä 
johtopäätöksiä, kun korrelaation luullaan selittävän kausaliteettia eli syy-seuraus -
suhdetta. Esimerkkinä tästä on kuvan 2 kuvaaja, jossa on esitetty elokuvien, joissa 
Nicolas Cage on pääosassa, ja uima-altaisiin hukkuneiden ihmisten määrän 
korreloivuutta.  
 
 
Kuva 2. Nicolas Cagen elokuvien määrä  verrattuna uima-altaisiin hukkuneiden ihmisten mää-
rään. (Vigen, 2015)/ CC BY-SA 4.0 
 
Visualisoidun datan tulisi vetää katsojan huomio nimenomaan itse dataan ja sen sisäl-
töön eikä mihinkään muuhun (Tufte, 2001). Esimerkiksi William Playfairin (1786) 
tekemä kuvaaja (kuva 3) on Tuften (2001) mukaan liian täynnä tietoa, jotta siitä saisi 
oleellisen tiedon hetkessä. Kuvaaja kertoo Englannin tuonti- ja vientitavaran määrän 
Pohjois-Amerikkaan. Tufte kritisoi kuvaa sen musteen määrästä, liian yksityiskohtai-
sesta ruudukosta sekä nimikkeiden määrästä. 
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Kuva 3. William Playfairin tekemä kuvaaja Englannin vienti- ja tuontituotteiden määristä Poh-
jois-Amerikkaan 1770-luvulta 1782-luvulle. (Playfair, 1786) 
 
Playfair (1786) esitteli toisenkin kuvaajan samantapaisesta aiheesta, mutta tällä kertaa 
oli poistanut siitä ylimääräiset yksityiskohdat, jotta itse kuvaaja ja sen sisältämä tieto 
olisi selkeämpi (kuva 4).  
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Kuva 4. William Playfairin tekemä kuvaaja Englannin vienti- ja tuontituotteiden määristä 
Tanskaan sekä Norjaan 1700-luvulta 1780-luvulle. (Playfair, 1786) 
 
Tuften (2001) mielestä tämä parannus kuvaajien laadussa ja niiden sisältämän tiedon 
esittämisessä on tilastotieteellisten kuvaajien yksi perusperiaatteista ja perustana datan 
visualisoinnin teoriassa:  
”Ennen kaikkea näytä data.” (Tufte, 2001) 
 
2.1 Miksi dataa visualisoidaan? 
Perinteisessä tiedon arvoketjussa datasta (data) saadaan tietoa (information), tiedosta 
tietämystä (knowledge) ja tietämyksestä viisautta (wisdom). Tällaista tiedon arvoket-
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jua kutsutaan myös DIKW-pyramidiksi, joka on esitetty kuvassa 5. Pyramidin poh-
jalta löytyy data, raaka-aines, josta jalostetaan tietoa, tiedosta tietämystä ja pyramidin 
huipulta löytyy viisaus. (Rowley, 2007)  
 
Kuva 5. . DIKW-pyramidi. Pyramidin pohjalta löytyy data ja huipulta viisaus. 
 
Käsitteiden määrittely on kuitenkin ongelmallista. Esimerkiksi Zins (2007) on koonnut 
130 eri määritelmää sanoille data, tieto ja tietämys. Nämä 130 määritelmää kerättiin 
45 tutkijalta. Myös kirjallisuudessa käytetyt termien selitykset eroavat toisistaan. Kä-
sitteiden ovat toisiinsa kytkeytyneitä, mutta yhteyksien ja termien määritelmät eroavat 
huomattavasti. (Zins, 2007)  
Termien data, information ja knowledge suomennokset ovat myös ongelmallisia. Sa-
ranto ja Korpela (2006) myöntävät tiedon määrittelyn ongelmallisuuden, etenkin sen 
suhteessa dataan. Datalle on ehdotettu käännökseksi myös tietoa ja tiedolle käännöstä 
informaatio, jotta nämä erotettaisiin toisistaan. Käännettäessä takaisin englantiin nämä 
molemmat kääntyvät sanaksi information, joka taas aiheuttaisi sekaannuksia. Myös 
tietämys ja viisaus ovat termeinä ongelmallisia, sillä ne molemmat voivat viitata eng-
lanninkieliseen termiin knowledge. Tämän vuoksi on tärkeää tarkentaa, mitä käsitteillä 
kulloinkin tarkoitetaan. (Saranto & Korpela, 1999)  
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Tuomi (1999) esittelee päinvastaisen arvoketjun, jossa tietämys johtaa tietoon ja tieto 
edelleen dataan. Näkemystä perustellaan sillä, ettei yksittäisiä perusasioita voi olla ole-
massa, ellei niitä ole luotu käyttäen jonkun henkilön tietämystä. (Tuomi, 1999) On 
myös kehitelty täysin uusi tiedon arvoketju, jossa datan, informaation ja tietämyksen 
sijaan puhutaan yksilöistä, faktoista, vaikutuksista, ratkaisuista ja uudistuksista. Alim-
pana tässä arvoketjussa sijaitsee yksilö, joka luo, käyttää sekä ylläpitää ylempiä tasoja. 
(Hicks, Dattero, & Galup, 2006) 
Yksi datan visualisoinnin perusperiaatteita on saattaa monimutkaisemmatkin ideat, da-
tajoukot tai datasta saadut tulokset hyvin luettavaan, selkeään ja tehokkaaseen muo-
toon eli tiedoksi, josta voidaan edelleen jalostaa tietämystä. Datan kuvaaminen graafi-
sessa muodossa voi olla datan sisältämän tiedon ilmentämisen kannalta parempi vaih-
toehto kuin perinteisesti pelkillä luvuilla esitetyt tilastotieteelliset tulokset. (Tufte, 
2001). Visualisoinnin tarkoituksena on aina tarjota pääsy tietoon. Jos tässä epäonnis-
tutaan, on koko visualisointi epäonnistunut. Suunnitellessa visualisointia tärkeimpänä 
tekijänä tuleekin olla itse tiedon esittämisen. (Steele & Iliinsky, 2010). 
Nykyään myös datan suuri määrä aiheuttaa oman ongelmansa. Suuren datamäärän 
edessä voi olla vaikea ymmärtää kokonaiskuvaa, etenkin kun data voi saada uusia mer-
kityksiä tiedon jalostuessa ja kehittyessä. Tietokoneisiin on myös mahdollista tallentaa 
yhä isompia määriä dataa ja dataa on myös huomattavasti helpompi luoda. ”Informaa-
tioähky” on nyky-yhteiskunnassa tuttu ilmiö. Dataa kerätään paljon, mutta puutteita 
siitä, mitä sille voi tehdä, löytyy. (Fry, 2007). 
 
2.2 Visualisoinnin teoriaa 
Varhaisimmat visualisoinnit ovat olleet geometrisia diagrammeja, tähti- sekä planeet-
takarttoja sekä navigaatiossa käytettäviä karttoja. Yksi varhaisimmista graafisesti esi-
tetystä määrällisestä tiedosta on nimettömän astronomin tekemä kuvaaja seitsemän 
merkittävimmän taivaankappaleen liikkeistä ajan ja paikan suhteen (kuva 6).  
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Kuvassa 6 esitettävässä kuvaajassa pystysuora akseli kuvaa planeettojen kiertoradan 
kallistumaa ja vaakasuora akseli aikaa, joka on jaettu 30:een aikaväliin. Huomattavaa 
kuvassa on ruudukon käyttö, joka kielii epäsuorasti sekä koordinaattien että ruutupa-
perin käytöstä. Nämä ideat eivät kuitenkaan olleet täysin kehittyneitä ennen 1600-1700 
–lukuja. (Chen et al., 2008). 
 
 
Kuva 6. Planeettojen liikkeet syklittäisinä inklinaatioina ajan suhteen tuntemattoman astro-
nomin teke-mänä. Alkuperäinen kuva 900-luvulta. (Tufte, 2001) 
 
1700-luvun ja 1800-luvun vaihteessa kehiteltiin uusia graafisia muotoja, esimerkiksi 
William Playfairin kehittämät viivakaaviot (line chart/line graph), pylväskaaviot (bar 
chart/bar graph), ympyrädiagrammit (pie chart/circle chart) sekä ympyräkaaviot (cir-
cle graph) (Friendly, 2009).  
Yksinkertaisin ja yleisin datan visualisoinnin muoto on yhdistää substantiivi nume-
roon. Esimerkiksi lääketieteessä potilaan sen hetkinen veren glukoosi voidaan ilmoit-
taa sanalla ja numerolla: glukoosi 6.6. (Tufte, 2006). 
Tuften (2001) mukaan kuvat voidaan suunnitella niin, että niissä on ainakin kolme eri 
katselusyvyyttä: 
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1. Kaukaa nähty yleisnäkymä datasta 
2. Läheltä nähty datan hienorakenne 
3. Epäsuora tieto, jonka datasta voi päätellä 
Esimerkkinä tästä Tufte (2001) käyttää Leonard Ayresin kuvaajaa Yhdysvaltojen ar-
meijan divisioonista Ranskassa vuosina 1917 ja 1918 (kuva 7). Kuvassa 7 vaakarivillä 
on ajankulku kuukausittain vuosina 1917 ja 1918. Pystyriveille on kirjattu kuukausit-
tain divisioonan nimi numerolla. Kaukaa nähty yleisnäkymä kertoo katsojalle divisi-
oonien määrän lisääntyvän ajan kuluessa, ja läheltä katsottuna huomataan, mitkä divi-
sioonat ovat olleet paikalla.     
 
 
Kuva 7. Kuvaaja Yhdysvaltojen Ranskaan sijoittamista divisioonista vuosina 1917 ja 1918. 
(Ayres, 1919) 
 12 
 
Datatiheys tulee myös ottaa huomioon visualisointia suunnitellessa. Tufte (2001) mää-
rittää datatiheyden seuraavalla kaavalla: 
𝑑𝑎𝑡𝑎𝑡𝑖ℎ𝑒𝑦𝑠 =
𝑑𝑎𝑡𝑎 − 𝑎𝑖𝑛𝑒𝑖𝑠𝑡𝑜𝑛 𝑚𝑒𝑟𝑘𝑖𝑛𝑡ö𝑗𝑒𝑛 𝑚ää𝑟ä
𝑘𝑢𝑣𝑖𝑜𝑛 𝑝𝑖𝑛𝑡𝑎 − 𝑎𝑙𝑎
 
Käytännössä datatiheydet sekä data-aineistojen koot vaihtelevat paljon. Tuften (2001) 
mukaan suurin datatiheys yleensä saavutetaan kartoissa, jotka voivat sisältää jopa 
100 000-150 000 tiedonosaa per neliötuuma. Esimerkkinä Tufte kertoo, että keskimää-
rin Yhdysvaltojen Geologian tutkimuslaitoksen tekemät topografiset kartat sisältävät 
noin 250 000 tiedonosaa per neliötuuma (noin 40 000 per neliösenttimetri).  (Tufte, 
2001)  
Tuften (2001) mukaan visualisointien tulisikin perustua suuriin data-aineistoihin ja vi-
sualisoinnissa tulisi olla suuri datatiheys. Suurempi määrä informaatiota on parempi 
kuin pieni määrä, etenkin silloin kun käsittelystä ja tulkinnasta koituvat lisäkustannuk-
set eivät ole suuret, joka yleensä pitää kuvankäsittelyssä paikkansa. Yksinkertaiset 
data-aineiston tiedot tulisi kuitenkin esittää joko taulukossa tai tekstinä. Visualisoin-
nilla voidaan taas saada selvää suurista ja monimutkaisista data-aineistoista, joita ei 
voida hallita muulla tavoin. Periaatteena Tufte pitää seuraavaa: datatiheys ja data-ai-
neiston koko tulee maksimoida, mutta kohtuuden rajoissa. (Tufte, 2001) 
Benjamin Fryn (2007) mukaan datan visualisoinnissa on seitsemän eri vaihetta: datan 
hankinta (acquire), datan jäsentäminen (parse), datan suodatus (filter), tiedonlouhinta 
(mine), tiedon esittäminen (represent), tiedon jalostus (refine) ja tiedon muokkaaminen 
interaktiiviseksi (interact). Hankintavaiheessa hankitaan käytettävä data-aineisto, joko 
tiedostosta tai Internet-lähteestä. Jäsentämisvaiheessa tieto muutetaan rakenteiseen 
muotoon, jotta sitä voidaan edelleen muokata. Jäsentämisvaiheessa tietoa voidaan 
myös jo kategorisoida. Suodatusvaiheessa datasta poistetaan turhat tiedot. Tiedon-
louhintavaiheessa dataan sovelletaan tilastotieteen menetelmiä, jotta löydetään mah-
dollisia uusia datamalleja tai konteksteja. Tiedon esitysvaiheessa löydetty tieto muo-
kataan visuaaliseen muotoon, esimerkiksi kaavioksi. Jalostusvaiheessa kaaviota muo-
kataan visuaalisesti selvemmäksi ja miellyttävämmäksi. Lopuksi muokataan tiedosta 
 13 
 
interaktiivinen, jolloin lukija itse pystyy manipuloimaan näytettävää dataa tai muok-
kaamaan mitä kuvaajaan ominaisuuksia kulloinkin näkyy. (Fry, 2007) 
Nämä edellä mainitut vaiheet eivät välttämättä kuitenkaan etene suoraviivaisesti alusta 
loppuun asti. Osa vaiheista saatetaan joutua suorittamaan uudestaan. Esimerkiksi in-
teraktiovaiheessa saatetaan löytää jotain uutta, josta halutaan louhia edelleen tietoa. 
Kuvassa 8 esitetään vaiheiden suhdetta toisiinsa ja kuinka aiempiin vaiheisiin saate-
taan palata visualisointiprosessin edetessä. (Fry, 2007) 
 
 
Kuva 8. Benjamin Fryn esittämät datan visualisoinnin seitsemän vaihetta ja niiden suhde toi-
siinsa. (Fry, 2007) 
 
Kuten Tuftekin (2001) myös Fry (2007) on sitä mieltä, että kuvaajien tulisi olla mah-
dollisimman yksinkertaisia. Fryn mielestä liialliset yksityiskohdat voivat aiheuttaa 
sen, että katsoja jättää kuvaajan huomioimatta, koska se on liian monimutkainen. Myös 
datan keräämisessä tulisi olla varovainen. Datan kerääminen on nykyään niin helppoa, 
että sitä pystytään saamaan suuria määriä kerralla. Suuri datamäärä ei kuitenkaan au-
tomaattisesti tarkoita parempaa kuvaajaa vaan voi lähinnä hämmentää. Datajoukosta 
tulisi aina löytää pienin mahdollinen datamäärä, joka kuvaa hyvin datajoukon sisältöä. 
(Fry, 2007) 
Dataa visualisoitaessa tulisi ottaa huomioon myös mahdollinen yleisö tai visualisoin-
nin käyttäjät ja käyttötarkoitus. Myös eri laitteilla käytettävät visualisoinnit tulisi suun-
nitella laiterajoitusten mukaisesti. Esimerkiksi mobiililaitteelle tehtävä visualisointi 
voi olla vaatimukseltaan hyvinkin erilainen työpöytäkoneelle tehtävään versioon ver-
rattuna. (Fry, 2007)  
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Tuftella (2001) on datan visualisoinnissa käytössä viisi periaatetta, joista tärkeimpänä 
Tufte nostaa esille jo edellä mainitun datan esittämisen. Tämän lisäksi data-musteen 
(data-ink) suhteen tulisi olla maksimoitu. Kuvaajasta tulisi myös olla poistettuna sekä 
tarpeeton data-muste (redundant data-ink) että dataton muste (non-data-ink). Viimei-
senä periaatteena Tuftella on tarkistus ja muokkaus. (Tufte, 2001) 
Data-musteella Tufte (2001) tarkoittaa kuvaajan ydintä, jota ei voida poistaa ilman, 
että kuvaajan välittämä tietokin häviää eli kuvaajan sisältämän oleellisen tiedon mus-
teen määrää. Data-musteen suhteen (data-ink ratio) Tufte määrittää seuraavalla kaa-
valla:  
𝑥 =  
𝑦
𝑧
 
missä x on data-muste suhde, y on data-muste ja z kuvaajan käyttämä musteen määrä. 
Esimerkkinä Tufte nostaa esille kolme Kelleyn, Ayersin ja Bowenin (1967) tekemää 
kuvaajaa samasta aiheesta. Kuvassa 9 olevassa esimerkissä kuvaajan taustaruudukko 
jättää varjoonsa itse kuvaajan, jolloin datapisteet eivät erotu kunnolla. Kuvaajassa 
oleva muste on siis käytetty muuhun kuin itse datan esittämisen. (Tufte, 2001)   
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Kuva 9. Kuvaaja, jossa taustalla oleva musteen määrä heikentää kuvaajan luettavuutta. Alun 
perin julka-istu Kelleyn, Ayersin ja Bowenin julkaisussa ”Registration and Voting: Putting 
First Things First” American Political Science Review’ssä 1961. (Tufte, 2001) 
Samasta aiheesta tehty toinen kuvaaja oli Tuften mielestä jo huomattavasti parempi 
data-muste suhteen ollessa 0,7 (kuva 10). 
 
 
 
Kuva 10. Kuvaaja, josta taustaruudukko on poistettu. Tämä nostaa data-muste suhteen 0,7:ään. 
Alun perin julkaistu Kelleyn, Ayersin ja Bowenin julkaisussa ”Registration and Voting: Putting 
First Things First” American Political Science Review’ssä 1961. (Tufte, 2001) 
 16 
 
 
Kolmas samasta aiheesta tehty kuvaaja (kuva 11) on Tuften mielestä kuitenkin kuvaa-
jista huonoin. Kuvaan on lisätty takaisin taustaruudukko, mutta kuvaajaan ei ole piir-
retty datapisteitä. Näin ollen kuvaaja on Tuften mielestä täysin turha ja sen data-muste 
suhde on 0. 
 
Kuva 11. Kuvaaja, johon on lisätty takaisin taustaruudukko, mutta poistettu datapisteet. Data-
muste suh-teeksi muodostuu 0. Alun perin julkaistu Kelleyn, Ayersin ja Bowenin julkaisussa 
”Registration and Voting: Putting First Things First” American Political Science Review’ssä 
1961. (Tufte, 2001) 
 
Tuften (2001) mielestä kuvaajien data-muste suhteen tulisikin olla mahdollisimman 
korkea ja kaiken kuvaajassa käytetyn musteen tulisi olla tarkoituksenmukaista. Tufte 
painottaa, että yleensä tämä tarkoittaa sitä, että uutta mustetta lisätessä tulisi musteen 
mukana tulla aina kuvaajaan jotain lisäinformaatiota. Tuften mukaan tämä periaate on 
hyvä neuvo, mutta ei välttämättä kuitenkaan toimi kaikissa tilanteissa. Noin yksi kol-
masosa tilanteista on sellaisia, joihin data-muste suhdetta ei voida soveltaa tai se so-
veltuu siihen huonosti. (Tufte, 2001) 
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Tuften (2001) kolmas periaate, datattoman musteen poisto, tarkoittaa sellaisen mus-
teen poistoa, joka joko voi häiritä lukijaa tai on muuten kuvaajan luettavuuden kan-
nalta turhaa. Tällä ei kuitenkaan tarkoiteta kuvaajalle oleellisten tietojen, kuten esi-
merkiksi akseliviivojen, poistoa, koska ne tukevat kuvaajan luettavuutta. Few (2009) 
on tässä asiassa samaa mieltä Tuften kanssa. Kaikki dataton muste, jolla ei ole tarkoi-
tusta, tulisi poistaa kuvaajasta. Tarpeellisesta datattomasta musteesta tulisi myös tar-
kistaa, ettei se häiritse kuvaajan luettavuutta. Esimerkiksi akseliviivojen tulisi jäädä 
kuvaajaan, mutta niiden näkyvyyden tulisi olla sellainen, etteivät ne häiritse datan lu-
ettavuutta tai vie siltä huomiota. (Few, 2009; Tufte, 2001) 
Neljäntenä periaatteena Tuftella (2001) on tarpeettoman musteen poisto. Esimerkkinä 
Tufte käyttää kuvan 12 pylväskuvaajaa. Tuften mukaan kuvassa pylvään korkeus on 
ilmoitettu kuudella eri tavalla, joista viisi voidaan poistaa, mutta pylvään korkeus voi-
daan silti tietää. Korkeus tiedetään (1) vasemman viivan korkeudesta, (2) varjostuksen 
korkeudesta, (3) oikean viivan korkeudesta, (4) ylimmästä vaakasuorasta viivasta, (5) 
kuvaajan päällä olevien numeroiden paikasta sekä (6) numeroiden sisältämästä tie-
dosta. Tuften mielestä tämä on liikaa ja kuvaajasta voidaan poistaa turhaa mustetta. 
(Tufte, 2001)   
 
 
Kuva 12. Pylväskuvaaja, jossa pylvään korkeus voidaan tietää kuudella eri tavalla.(Tufte, 2001) 
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Few (2009) on asiasta kuitenkin eri mieltä. Fewin mielestä kuvan 12 pylväskuvaajan 
korkeus voidaan päätellä vain yhdestä asiasta: sen päällä olevasta luvusta. Ilman akse-
liviivoja tai muita pylväitä ei voida päätellä pylvään korkeutta. Few kuitenkin myön-
tää, että jos pylväitä olisi kuvaajassa useampia, pitäisivät myös muut viisi tapaa tietää 
pylvään korkeus paikkansa. Tämäkään ei ole kuitenkaan Fewin mielestä riittävä syy 
alkaa poistamaan kyseisiä Tuften mielestä ylimääräisiä tietoja. (Few, 2009) 
Fewin mielestä Tuften ohjeet tarkoittaisivat, että pylväskuvaajista jäisi jäljelle pelkkä 
viiva, kun toinen sivureuna, yläreuna ja väritys poistetaan. Tämän lisäksi myös akse-
liviivat voitaisiin poistaa, koska tieto korkeudesta voidaan myös nähdä pelkästään y-
akselissa olevista vaakaviivoista ja numeroista. (Few, 2009) Tilanteesta on tehty ha-
vainnollistava esimerkki kuvassa 13. Tällaisestakin kuvaajasta saadaan tarvittava tieto 
siitä, minkä korkuisia pylväät ovat toisiinsa verrattuna, mutta Few (2009) kyseenalais-
taa tällaisten kuvaajien järkevyyden.   
 
Kuva 13. Havainnollistava kuva riisutusta pylväskuvaajasta. Jäljelle on jätetty Tuften esimer-
kin mukai-sesti vain yksi tieto pylväskuvaajan korkeudesta: toinen sivureuna. 
 
Tufte (2001) myöntää, että joskus tarpeettomallakin musteella on käyttönsä. Joskus se 
voi auttaa lukijaa kuvaajan lukemisessa, auttaa kuvaajan eri osien vertailussa tai olla 
esteettisesti silmää miellyttävää. Esimerkkinä Tufte nostaa esille Mareyn vuoden 1880 
Ranskan juna-aikataulut (kuva 14). Kuvassa 14 olevassa aikataulussa pysäkkien nimet 
nähdään vasemmalla ja vaakaviivat edustavat pysäkkejä. Pystyviivat edustavat kellon-
aikoja. Vinossa kulkevat viivat ovat junia ja viivoja seuraamalla voidaan nähdä syklit. 
Jokainen Lyonista Pariisiin lähtevä juna palaa takaisin Lyoniin. Kuvaaja on syklinen, 
sillä iltapäivän junien, jotka ovat kuvaajassa oikeassa reunassa, loppupysäkit voidaan 
nähdä kuvaajan vasemmassa reunassa. (Tufte, 2001)   
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Kuva 14. E.J. Mareyn tekemä vuoden 1880 juna-aikataulu. (Tufte, 2001) 
 
Viimeisenä periaatteena Tufte (2001) nostaa esille tarkistuksen ja muokkauksen tär-
keyden. Tilastotieteellisten kuvaajien suunnittelijan tulisi karsia pois muste, joka ei 
sisällä kuvaajan kannalta oleellista tietoa. Tarkistamalla ja muokkaamalla kuvaajia 
voidaan kuvaajista saada entistä selkeämpiä, mutta silti säilyttää alkuperäinen kuvaa-
jan idea ja sen sisältämä data. (Tufte, 2001) 
 
2.3 Haasteet 
Hyvällä datan visualisoinnilla on kolme tehtävää: näyttää tieto, näyttää tieto oikein 
sekä näyttää tieto tarkasti. Yksi datan visualisoinnin haasteista onkin täyttää kaikki 
kolme kriteeriä yhtä aikaisesti. Jos näitä periaatteita ei noudateta, tulee kuvaajasta vää-
ristynyt tai jopa asioista valehteleva.  (Wainer, 1984)   
Jotta visualisointi näyttäisi tiedon mahdollisimman hyvin, tulisi datan visualisoinnin 
sisältää mahdollisimman paljon tietoa. Wainer (1984) kuitenkin myöntää, ettei paljon 
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dataa sisältävä kuvaaja välttämättä ole hyvä eikä vähän dataa sisältävä huono, mutta 
paljon dataa sisältävä kuvaaja on yleensä tehokkaampi tiedonvälittäjä, etenkin kun 
graafiset visualisoinnit voivat välittää suuren määrän tietoa pienessä tilassa. Tämän 
lisäksi vähän dataa tai tyhjää tilaa sisältävä kuvaaja voi herättää katsojassa luulon siitä, 
ettei kuvaaja tarjoa mitään tietoa. Tämän vuoksi osassa kuvaajia saatetaan käyttää Tuf-
tenkin (2001) mainitsemaa turhaa mustetta peittämään tiedon vähyyttä katsojalta. Niin 
sanotulla turhalla musteella tai tiedolla voidaan myös piilottaa oikea data tai saada se 
vääristymään. (Wainer, 1984) 
Tufte (2001) nostaa esille yhtenä haasteena sen, etteivät datan visualisoijat välttämättä 
ole koulutettuja datan analysointiin vaan pelkästään grafiikan luontiin. Näin ollen da-
taa visualisoidessa etualalle saatetaan nostaa se, että visualisointi on esteettinen, luova 
ja katsojaa kiinnostava sen sijaan että kiinnitettäisiin huomiota tilastolliseen koskemat-
tomuuteen. Näin ollen kuvaajat voivat olla virheellisiä, sillä katsojan huomio halutaan 
korostaa johonkin tiettyyn datan visualisoijan haluamaan asiaan oikean tiedon sijaan. 
Tilastotiedettä ja datan analysointia saatetaan myös Tuften (2001) mukaan pitää tyl-
sänä, jolloin kuvaajista yritetään tarkoituksella tehdä eläväisiä, piristäviä ja liioiteltuja, 
jolloin itse kuvaajan tarjoama tieto saattaa kärsiä tai hävitä. Tufte (2001) huomauttaa 
myös, että kuvaajia saatetaan käyttää korvaamaan tekstiä niissä tilanteissa, joissa koe-
taan että lukija on liian yksinkertainen ymmärtämään tekstiä, jolloin hän tarvitsee yk-
sinkertaisen kuvan selittämään asiaa tai ilmiötä. (Tufte, 2001) 
Tuften (2001) mukaan datan visualisoijien tietotaidon puute, tiedon pitäminen tylsänä 
sekä yleisön älykkyyden aliarviointi johtavat keskinkertaisiin datan visualisointeihin. 
Tämän vuoksi syntyy kuvaajia, jotka joko valehtelevat, ovat liian yksinkertaistettuja 
tai painottavat väärää tietoa. Tuften mielestä datan visualisointiin tulisikin ottaa mu-
kaan graafikkojen lisäksi myös datan analysoijia, jotta kuvaajat olisivat sekä graafi-
sesti miellyttäviä että tiedoltaan oikeita. (Tufte, 2001) 
Haasteena datan visualisoinnissa on myös oikean visualisointimenetelmän valinta. Mi-
tään yleispätevää ohjetta ei ole olemassa. Monia aineistoja voidaankin visualisoida 
monella eri kaaviotyypillä, mutta on kuitenkin huolehdittava siitä, ettei data vääristy 
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väärän kaaviotyypin vuoksi. Myös kohderyhmä, esityksen tulostusmuoto ja esitys-
paikka voivat vaikuttaa siihen, mikä visualisointimenetelmä on paras. Värejä käytet-
täessä tulee huomioida sekä esitystapa että värisävyjen vertauskuvalliset merkitykset. 
(Karjalainen & Karjalainen, 2009) Värejä käsitellään tarkemmin kappaleessa 3.7. 
Hyvä datan visualisaatio vaatii myös aikaa. Nopeasti tehty kaavio voi vaikuttaa puoli-
huolimattomasti tehdyltä ja sisältää virheitä. Pahimmassa tapauksessa visualisointi an-
taa aineistosta täysin väärän kuvan. Joskus nähdään kuitenkin myös visualisointeja, 
joissa kuviot on tarkoitushakuisesti laadittu korostamaan seikkoja tai antamaan väärää 
mielikuvaa tilanteesta. (Karjalainen & Karjalainen, 2009)  
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3 VISUALISOINTIMENETELMÄT 
Suuri osa visualisoinneista tehdään edelleen perinteisin menetelmin esimerkiksi pyl-
väs- tai viivakuvaajilla, ympyrädiagrammeilla tai pistekuvaajilla. Näitä menetelmiä on 
helppo käyttää muun muassa erilaisten ohjelmistojen avulla. Niiden teoria ja käytäntö 
ovat myös helposti ymmärrettävissä sekä kuluttajien että visualisoinnin tekijöiden kan-
nalta. Näiden syiden takia ne ovat hyviä ja vahvoja ratkaisuja datan visualisointia var-
ten. Perinteisten menetelmien käyttö voi kuitenkin olla rajoitettu tietynlaisiin muuttu-
jatyyppeihin eikä niillä välttämättä saavuteta katsojaa vangitsevaa uutuudenviehätystä. 
(Steele & Iliinsky, 2010)  
Taulukoilla esitettynä informaatio on tiiviissä ja täsmällisessä muodossa, mutta niiden 
lukeminen ja niihin perehtyminen voi viedä aikaa. Graafisella esittämisellä saadaan 
yhdellä silmäyksellä summittainen käsitys aineistosta. Perinteisiin taulukkoihin ver-
rattuna graafiset esitykset voivat kuitenkin olla epätarkempia. Karjalainen & Karjalai-
nen (2009) nostavat esille myös nykyaikaisten graafisten esitysten luonnin helppouden 
nykyaikaisilla ohjelmistoilla, joka heidän mielestään voi olla vaikuttanut siihen, että 
graafisten esitysten taso on laskenut. (Karjalainen & Karjalainen, 2009) 
Tässä tutkielmassa eri visualisointimenetelmien kategorisointiin on käytetty 
Schwabishin ja Ribeccan (2014) luomaa luokittelua nimeltä The Graphic Continuum. 
Kuvassa 15 esitetään kyseinen luokittelutapa. Kuvaajat ja menetelmät on jaoteltu kuu-
teen eri kategoriaan: suhde-kuvaajiin (relationship), vertailuun (comparing catego-
ries), osakokonaisuuksiin (part-to-whole), jakaumiin (distribution), aikasarjatietoon 
(time) ja paikkatietoon (geospatial). (Schwabish & Ribecca, 2014) Näiden lisäksi tässä 
luvussa käydään läpi värien käyttö visualisoinnissa sekä vuorovaikutteiset visualisoin-
nit. 
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Kuva 15. The Graphic Continuum. Visualisointimenetelmien ja kuvaajien jaottelu kategorioi-
hin. (Schwabish & Ribecca, 2014) 
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3.1 Suhde-kuvaajat 
The Graphic Continuum -jaottelussa suhdekuvaajiin luokitellaan esimerkiksi seuraa-
vat kuvaajatyypit: pistekaaviot, puut, Venn-diagrammit sekä verkot. Suhdekuvaajat ni-
mensä mukaisesta kuvaavat muuttujien välisiä suhteita ja korrelaatioita. (Schwabish 
& Ribecca, 2014)  
Pistekaaviot 
Friendly ja Denis (2005) pitävät pistekaaviota kenties monipuolisimpana kuvaajana 
tilastotieteen kuvaajista. Sen käyttö johti korrelaation ja regression löytymiseen sekä 
monimuuttujastatistiikan kehitykseen. Pistekaavio on myös ensimmäinen kaksiulottei-
nen kuvaaja, tosin Friendly ja Denis (2005) myöntävät, että aiemmin kehitetyt kuvaa-
jat, kuten esimerkiksi viivakaaviot tai pylväskaaviot, eivät ole olleet täysin yksiulot-
teisia. Friendlyn ja Deniksen mielestä nämä kuvaajat eivät kuitenkaan ole aidosti olleet 
kaksiulotteisia vaan enemmän 1,5-ulotteisia. (Friendly & Denis, 2005) 
Pistekaavio tunnetaan Suomessa myös nimellä xy-kaavio tai hajontakuvio. Pistekaa-
viossa x- ja y-arvot esiintyvät pareittain ja niiden arvopistettä kuvataan jollain kuvi-
olla, esimerkiksi neliöllä tai tähdellä. Yksi pistekaavion variaatio on murtoviivakaavio, 
jossa havaintopisteet on yhdistetty toisiinsa murtoviivalla. Murtoviivakaaviossa x-ak-
selin arvot ovat yleensä ajankohtia ja y-arvot jatkuvaluonteisia muuttujia. X-arvoja 
voivat esimerkiksi olla vuodet. (Karjalainen & Karjalainen, 2009) Murtoviivakaaviot 
esitellään tarkemmin kappaleessa 3.5 Aikasarjat. 
Pistekaaviossa kuvattavien ominaisuuksien tulee olla jatkuvia. X- ja y-akselien as-
teikot ovat normaalia lukusuoria, mutta asteikon ei välttämättä tarvitse alkaa nollasta. 
Katkaistu asteikko olisi kuitenkin hyvä merkitä. Akselien asteikkojen suhde myös vai-
kuttaa kaavion visuaaliseen ilmeeseen ja voi pahimmassa tapauksessa saada katsojan 
ymmärtämään kaavion väärin. Tavoitteena pistekaaviossa on arvojen vertailu tai ha-
vaintosarjojen kehityksen arviointi. (Karjalainen & Karjalainen, 2009) Kuvassa 16 on 
tehty seuraavalla R-koodilla pistekaavio, jossa x-akselina toimii auton paino ja y-ak-
selina auton bensan kulutus gallonina mailia kohti: 
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attach(mtcars) 
plot(wt, mpg, main="Pistekuvaaja autoista", 
     xlab="Auton paino", ylab="Mailia per gallona", pch=19)  
 
 
Kuva 16. Pistekuvaaja auton bensankulutuksen ja painon välisestä suhteesta. 
 
Asteikkovalinnat voivat kuitenkin vaikuttaa kuvaajan luettavuuteen ja siitä saatavaan 
tietoon (Karjalainen & Karjalainen, 2009). Kuvassa 17 on seuraavalla R-koodilla tehty 
pistekaavio, jossa kuvan 16 esimerkin y-akselia on muutettu välistä 10-35 välille -20-
60 ja x-akselia välille 0-6: 
 
attach(mtcars) 
plot(wt, mpg, main="Pistekuvaaja autoista", 
     xlab="Auton paino", ylab="Mailia per gallona", xlim=c(1,6), 
ylim=c(-20,60))  
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Kuva 17. Pistekuvaaja autojen painon ja bensan kulutuksen suhteesta muutetulla akselistolla. 
 
Nyt kuvassa 17 nähtävä painon ja bensankulutuksen suhde näyttää erilaiselta. Kuvassa 
16 näyttäisi siltä, että auton painolla on vaikutusta auton bensankulutukseen, toisin 
kuin kuvassa 17, vaikka molemmissa ovat samat havaintoarvot. Kuvasta 17 voitaisiin 
päätellä, ettei auton paino juurikaan vaikuta bensankulutukseen vaikka alkuperäisen 
kuvaajan välittämä tieto on juuri päinvastainen. 
 
3.2 Vertailu 
Vertailukuvaajat vertailevat muuttujien arvoja eri luokkien välillä. The Graphic Con-
tinuum -jaottelussa vertailukuvaajiin kuuluvat muun muassa pylväskaaviot, sen muun-
nelmat sekä mosaiikit. (Schwabish & Ribecca, 2014)  
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Pylväskaaviot 
Pylväskaavion kehitti William Playfair vuonna 1768 (Friendly, 2009). Idea pylväskaa-
viosta on tosin ollut olemassa jo vuonna 1482, jolloin Nicholas Oresme käytti vastaa-
vaa kaaviota kuvaamaan matemaattisia funktioita. Playfair on kuitenkin yleisesti tun-
nustettu pylväskaavion luoja, sillä hän ensimmäisenä yhdisti sen datan kuvaamiseen. 
(Friendly & Denis, 2005) Kuvassa 18 on Playfairin tekemä pylväskaavio Skotlannin 
viennistä ja tuonnista 17:ään maahan. Vaakatasossa olevaa pylväskaaviota, kuten ku-
van 18 kaavio, kutsutaan myös nimellä palkkikaavio eli vaakapylväskaavio 
(Karjalainen & Karjalainen, 2009).  
 
 
Kuva 18. William Playfairin tekemä ensimmäinen pylväskuvaaja. (Playfair, 1786) 
 
Pylväskaavio on hyvä määrien ja määrien muutosten havainnollistuskeino. Siitä on 
myös monia eri muunnelmia, kuten yksinkertainen pylväskaavio, ryhmitelty pylväs-
kaavio ja pinottu pylväskaavio. Yksinkertaisessa pylväskaaviossa kuvataan vain yhtä 
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muuttujaa, ryhmitellyssä kuvataan saman asian arvoja ryhmittäin ja pinotussa pylväs-
kaaviossa pylväät on jaettu osiin. Pylväskaavio soveltuu hyvin aineistoihin, joissa x-
akselilla arvoilla on tasavälinen järjestysominaisuus (esimerkiksi aika) ja määriä ku-
vaavat arvot tulevat y-akselille. Jotta pylväiden mittasuhteet säilyisivät oikein, tulee 
pystyakselin asteikon lähteä nollasta ja molempien akselien on oltava tasavälisiä. Pyl-
väiden väliin on hyvä jättää tilaa noin 25–50 %:a pylväiden leveydestä. (Karjalainen 
& Karjalainen, 2009) 
Kuvassa 19 esitetään yksinkertainen pylväskaavio, jossa on jaoteltu autot niiden vaih-
demäärän perusteella. Kuva 19 on tehty seuraavalla R-koodilla:  
 
counts <- table(mtcars$gear) 
barplot(counts, main="Autojen jaottelu", 
        xlab="Vaihteiden määrä")  
 
 
Kuva 19. Pylväskaavio autojen määrästä niiden vaihdemäärän perusteella. 
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Kuvassa 20 esitellään pylväskaavio samasta tilanteesta, mutta autot on vielä jaoteltu 
erikseen moottorin sylinterityypin perusteella. Mustalla palkilla olevat ovat rivimoot-
toreita (0) ja harmaalla palkilla olevat V-moottoreita (1). Tätä kaaviota kutsutaan ryh-
mitellyksi pylväskaavioksi. Ryhmiteltyä pylväskaaviota käyttäessä tulee muistaa, että 
vertailua voi vaikeutua jos ryhmään kuuluu enemmän kuin kolme pylvästä. 
(Karjalainen & Karjalainen, 2009)  
 
 
Kuva 20. Ryhmitelty pylväskaavio autoista jaoteltuna moottorinsylinterityypin (0 tai 1) ja vaih-
teiden määrän mukaan. 
 
Kuvassa 21 on samat muuttujat kuin kuvan 20 pylväskaaviossa, mutta tällä kertaa ryh-
mitellyn pylväskaavion sijaan käytetään pinottua pylväskaaviota. Kaavio on tehty seu-
raavalla R-koodilla: 
 
counts <- table(mtcars$vs, mtcars$gear) 
barplot(counts, main="Autojen luokittelu", 
        xlab="Vaihteiden määrä", col=c("black","grey"), 
        legend = rownames(counts))  
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Kuva 21. Pinottu pylväskaavio autoista jaoteltuna moottorinsylinterityypin (0 tai 1) ja vaihtei-
den määrän mukaan. 
 
Palkkikaavioita käytetään usein vertailtaessa ryhmiin tai luokkiin liittyviä määriä, 
joilla ei ole määrättyä järjestystä. Usein palkit asetetaan suuruusjärjestykseen, jolloin 
pisin palkki tulee ylimmäksi. Muuten palkkikaavioihin sovelletaan samoja sääntöjä 
kuin pylväskaavioihinkin: vaaka-akselin asteikko (arvoakseli) tulee lähteä nollasta, 
palkkiryhmiin suositellaan enintään kolmea palkkia ja palkkien väliksi suositellaan 
25–50 %:a palkkien leveydestä. (Karjalainen & Karjalainen, 2009) 
Kuvassa 22 esitetään kuvan 19 pylväskaavio palkkikaaviona. Kuva on tehty seuraa-
valla R-koodilla:  
 
counts <- table(mtcars$gear) 
barplot(rev(counts), main="Autojen jaottelu", horiz=TRUE, 
        names.arg=c("5 vaihdetta", "4 vaihdetta", "3 vaihdetta")) 
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Kuva 22. Palkkikaavio autojen määristä jaoteltuna vaihteiden määrän perusteella. 
 
Mosaiikkikaaviot 
Mosaiikkikaaviot esitettiin Hartiganin ja Kleinerin toimesta vuonna 1981 kontingens-
sitaulukkojen visualisointimenetelmänä. Mosaiikkikaaviot saivat nimensä siitä, että ne 
muistuttavat mosaiikkeja, sillä ne muodostuvat useista erikokoisista suorakulmioista. 
Sekä suorakulmioiden koko että paikka vaikuttavat siihen, miten mosaiikkikuviota tul-
kitaan. (Chen et al., 2008)  
Yksi mosaiikkikaavion hyviä puolia on sen kyky säilyttää kaikki moniulotteisen kon-
tingenssitaulukon tieto samalla kun se tarjoaa yleisnäkymän asiasta. Mosaiikkikaaviot 
jäljittelevät yleensä kontingenssitaulukon hierarkiaa, jonka vuoksi mosaiikkikaaviossa 
käytettyjen muuttujien järjestyksellä on väliä. Yleinen ongelma onkin löytää mosaiik-
kikaaviossa ”oikea” tai edes ”hyvä” muuttujien järjestys. (Chen et al., 2008) 
Yksi perinteinen esimerkki mosaiikkikaavion käytöstä on Titanicin matkustajatie-
doista tehty mosaiikkikaavio. R:stä tämä data löytyy suoraan Titanic-nimisestä data-
matriisista. Taulukossa 3 on esitetty kyseinen data. Taulukossa esitetään selvinneiden 
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sekä menehtyneiden matkustajien määrät jaoteltuna sukupuolen, iän ja matkustajaluo-
kan perusteella.  
 
Taulukko 3. Titanicin selviytyjät 
Aikuiset Selviytyjät Menehtyneet 
 Miehet Naiset Miehet Naiset 
1.luokka 57 140 118 4 
2.luokka 14 80 154 13 
3.luokka 75 76 387 89 
Miehistö 192 20 670 3 
Lapset Selviytyjät Menehtyneet 
 Miehet Naiset Miehet Naiset 
1.luokka 5 1 0 0 
2.luokka 11 13 0 0 
3.luokka 13 14 35 17 
 
Taulukosta 3 luotiin R:llä mosaiikkikaavio (kuva 23) seuraavalla koodilla: 
 
#muutetaan muuttujien nimet suomeksi 
dimnames(Titanic) <- 
list(Luokka=c("1.luokka","2.luokka","3.luokka","Miehistö"), 
                          Sukupuoli=c("Mies","Nainen"), 
                          Ikä=c("Lapsi","Aikuinen"), 
                          Selviytyi=c("Ei","Kyllä")) 
#tehdään mosaiikkikaavio 
mosaicplot(Titanic,main = "Titanicin selviytyjät", 
xlab="Luokka",ylab="Sukupuoli", 
           off = 5, col = hcl(c(191, 100)))   
 
Kuvassa 23 nähtävä mosaiikkikaavio esittää taulukon 3 dataa. Sinisellä värillä on il-
moitettu matkalla menehtyneet ja vihreällä matkasta selvinneet. Kaaviosta voidaan 
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päätellä, että etenkin 3. luokassa matkustaneet miehet sekä miehistö eivät selviytyneet 
matkasta. Eniten pelastuneita muihin luokkiin nähden oli 1. luokan matkustajissa, 
etenkin naisissa ja lapsissa.  
 
 
Kuva 23. Titanicin selviytyjistä tehty mosaiikkikaavio. 
 
Oletuksena mosaiikkikaavion sisältämien suorakulmioiden järjestys, koko sekä muoto 
määräytyy käytetyn datan hierarkkisen rakenteen perusteella. Näitä rakenteita voidaan 
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kuitenkin muuttaa ja näin ollen saada datasta erilainen visualisointi. Tätä hyödyntä-
mällä datasta voidaan esimerkiksi korostaa tiettyjä asioita, joita alkuperäisestä visuali-
soinnista ei esimerkiksi huomata. (Chen et al., 2008) 
Yksi mosaiikkikaavion muunnelma on kaksikerroksinen kaavio (doubledecker plot). 
Kaksikerroksissa kaavioissa, toisin kuin mosaiikkikaavioissa, kaikki laatikot on ja-
oteltu vaakasuunnassa. Kaikki laatikot ovat myös samankorkuisia ja piirretty vierek-
käin. Kaksikerroskuvaajissa myös luokkien nimeäminen tehdään eri tavalla. Kaksiker-
roskuvaajissa luokkien nimet tulevat kuvaajan alapuolelle. (Chen et al., 2008) 
Kuvassa 24 on tehty kaksikerroksinen kaavio seuraavalla R-koodilla (tarvitsee toimi-
akseen vcd-kirjaston): 
 
require(vcd) #tarvittava kirjasto 
#muutetaan muuttujien nimet suomeksi 
dimnames(Titanic) <- 
list(Luokka=c("1.luokka","2.luokka","3.luokka","Miehistö"), 
                          Sukupuoli=c("Mies","Nainen"), 
                          Ikä=c("Lapsi","Aikuinen"), 
                          Selviytyi=c("Ei","Kyllä")) 
#kaksikerroksisen kaavion piirto 
doubledecker(Selviytyi ~Sukupuoli + Luokka, data=Titanic) 
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Kuva 24. Kaksikerroskaavio Titanicin aikuisista selviytyjistä. 
 
Kuten kuvasta 24 voidaan huomata, luokkien nimet ovat nyt nähtävissä kuvaajan ala-
puolella. Ensimmäisellä nimirivillä nähdään luokkajaottelu ja alemmalla rivillä suku-
puolijaottelu. Oikealla nähdään jaotteluperuste, joka on selviytyminen matkasta. Vaa-
lealla värillä on ilmoitettu kuolleet ja tummalla matkasta selvinneet. Tästäkin kuvaa-
jasta voidaan päätellä, että etenkin naiset selviytyivät matkasta miehiä paremmin. 
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3.3 Osakokonaisuudet 
Osakokonaisuuksilla tarkoitetaan visualisointia, jossa visualisoinnin osakokonaisuutta 
verrataan koko visualisointiin. The Graphic Continuum -jaottelussa tällaisia ovat esi-
merkiksi ympyrädiagrammit, rinkiläkuviot sekä puukartat. (Schwabish & Ribecca, 
2014)   
Ympyrädiagrammit 
Ympyrädiagrammin (piirakkakaavio, ympyräkaavio, sektorikaavio) esitteli ensimmäi-
senä Playfair (1801) kirjassaan The Statiscical Breviary. Kuvassa 25 esitetään 
Playfairin tekemä ympyrädiagrammi. Ympyrädiagrammien tarkoituksena on esittää 
kuinka Euroopan maat olivat muuttuneet Ranskan vallankumouksen jälkeen vuonna 
1801. Erikokoiset diagrammit viittaavat erikokoisiin maihin. Suurimpana esitetään 
Venäjä, kun taas esimerkiksi Portugalin ympyrä on hyvin pieni. Kaaviot sisältävät 
myös tiedot maiden koosta, väkiluvusta, verotuotoista sekä merivallasta (väritettynä 
vihreällä). Maan koko on suoraan verrannollinen ympyrän kokoon, kun taas väkiluku 
ilmoitetaan ympyrän vasemmalla puolella olevalla punaisella viivalla ja verotuotot 
keltaisella ympyrän oikealla puolella. (Playfair, 1801; Spence, 2005)  
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Kuva 25. . Ensimmäiset esitykset ympyrädiagrammista. Ympyrät kuvaavat valtioita. Ympyrän 
koko on verrannollinen kunkin valtion maa-alueeseen. (Playfair, 1801) 
 
Kuvassa 26 esitetään suurennos Turkin ympyrädiagrammista. Diagrammi on jaettu 
kolmeen osaan sen perusteella mille mantereelle Turkin maa-alueet sijoittuvat. Punai-
sella värillä esitetään Euroopan maa-alueita, joissa Turkki oli maavalta, vihreällä Aa-
sian maa-alue, jossa Turkki oli myös merivalta, ja keltaisella Afrikan maa-alueet. 
Tämä on ensimmäinen ympyrädiagrammi, joka esittää valtion alueiden mittasuhteita 
ja käyttää värejä erottamaan osia.  (Spence, 2005) 
 
 
Kuva 26. Playfairin tekemä ympyrädiagrammi Turkin valtiosta. Playfair käytti eri värejä erot-
tamaan eri maanosien osuuden Turkin valtiosta. (Playfair, 1801) 
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Tuften (2001) mielestä ympyrädiagrammeja ei tulisi käyttää koskaan. Ympyrädia-
grammit ovat huonoja esittämään numeroita visuaalisesti ja niillä on alhainen data-
tiheys. Datatiheydellä Tufte tarkoittaa kuviossa olevien erillisten lukujen lukumäärää 
jaettuna kuvion pinta-alalla. Taulukot sen sijaan ovat lähes aina parempia esittämään 
tarkkoja numeerisia arvoja, etenkin pienissä data-aineistoissa. (Tufte, 2001)  
Ympyrädiagrammeilla on kuitenkin myös hyviä puolia: niistä on helppo nähdä osako-
konaisuuksien suhteet. Osakokonaisuuksien koko on myös helppo huomata, etenkin 
jos siivujen koot ovat lähellä 0 %, 25 %, 50 %, 75 % tai 100 %. (Few, 2007) Kuvassa 
27 on luotu kuvitteellinen ympyrädiagrammi R-kieltä käyttäen seuraavalla koodilla: 
 
 
siivu <- c(25,30,5,40) #luodaan siivujen arvot 
nimi <- c("Islanti","Suomi","Ruotsi","Norja") #siivujen nimet 
prosentit <- round(siivu/sum(siivu)*100) #lasketaan prosentit 
nimi <- paste(nimi, prosentit) #laitetaan siivujen nimiksi pro-
sentit+maan nimi 
nimi <- paste(nimi,"%",sep="") #lisätään prosenttimerkki loppuun 
colors = c("red", "yellow", "green", "violet") #asetetaan värit  
piirakka <- pie(siivu,labels = nimi, col=colors,  
main="Ympyrädiagrammi maista") #luodaan diagrammi 
 
Kuvassa 27 näkyvä Islannin kuvitteellinen osuus imaginäärituotteista on 25 %, joka 
on helppo huomata sillä se on yhden neljäsosan koko ympyrän koosta. Kuitenkin, jos 
maiden järjestystä muutetaan, ei 25 % osuutta olekaan niin helppo enää huomata. Ku-
vassa 28 maiden järjestystä on muutettu ja 25 % osuus ei olekaan enää niin selkeä. 
(Few, 2007) 
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Kuva 27. Kuvitteellinen ympyrädiagrammi eri maiden prosentuaalisista osuuksista imaginääri-
tuotteiden omistuksesta. 
 
 
Kuva 28. Kuvitteellinen ympyrädiagrammi eri maiden prosentuaalisista osuuksista imaginääri-
tuotteiden omistuksesta. 
 
Sekä kuvan 27 että 28 ympyrädiagrammissa siivut ovat sekä nimetty että prosentti-
määrät ilmoitettu. Tämä sama data voidaan kuitenkin esittää helpommin taulukkomuo-
dossa, kuten taulukossa 4, joka on helpommin luettavissa ja ymmärrettävissä. Yleensä 
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ympyrädiagrammit voidaankin joko korvata taulukolla tai pylväskaaviolla. (Few, 
2007)  
 
Taulukko 4. Kuvitteellinen taulukko eri maiden prosentuaalisista osuuksista. 
Maa Prosentti 
Norja 40 % 
Suomi 30 % 
Islanti 25 % 
Ruotsi 5 % 
Yhteensä 100 % 
 
Ongelmia ympyrädiagrammin lukemisessa tulee myös, jos diagrammissa ei ole osoi-
tettu minkä kokoinen kukin siivu on eli prosenttiluvut poistetaan. Ilman prosenttilu-
kuja siivujen asettaminen suurimmasta pienimpään voi lukijalle olla jopa mahdotonta. 
(Few, 2007) Kuvassa 29 on esimerkki tästä tilanteesta. 
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Kuva 29. Kuvitteellinen ympyrädiagrammi maista ilman nimiä ja prosenttilukuja. 
 
Yksi ympyrädiagrammin muunnoksista on niin sanottu donitsi- eli rinkiläkaavio. Ym-
pyrän sijaan rinkiläkaaviossa käytetään rinkilää, mutta toiminta-ajatus ja rakenne siinä 
ovat samat. Näin ollen myös sen ongelmat ja rajoitukset ovat samat kuin ympyrädia-
grammissa. Rinkiläkaavio on kuitenkin myös vielä epätarkempi kuin ympyrädia-
grammi, sillä sen verrattavat osat ovat etäämmällä toisistaan keskellä olevan reiän 
vuoksi. Sitä käytetäänkin lähinnä tuomaan vaihtelua ympyrädiagrammeihin. (Kuusela, 
2000) Kuvassa 30 on tehty rinkiläkaavio seuraavaa R-koodia käyttäen (vaatii toimiak-
seen GoogleVis-kirjaston): 
 
 
 
dat <- data.frame(maat=c("Norja", "Suomi", "Islanti", "Ruotsi"), 
                  prosentit=c(40,30,25,5)) 
library(googleVis) 
doughnut <- gvisPieChart(dat,  
                         options=list( 
                           width=500, 
                           height=500, 
                           colors="['purple','yellow', 'red', 
'green']", 
                           pieSliceText='', 
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                           pieHole=0.5), 
                         chartid="doughnut") 
plot(doughnut) 
 
 
Kuva 30. Eri maiden osuudet imaginäärituotteiden omistuksesta rinkiläkaaviona. 
 
Puukaaviot 
Puukaaviot (TreeMap, Tree-Map) esiteltiin 90-luvun alkupuolella Johnsonin ja Scnei-
dermanin toimesta. Ideana oli luoda visualisointimenetelmä hierarkkiselle datalle, joka 
olisi tehokas tilan käytössä, interaktiivinen, nopeasti ymmärrettävä sekä visuaalisesti 
miellyttävä. Puukaavioissa data muutetaan 2D-suorakulmioiksi niin, että koko käytet-
tävissä oleva tila on käytössä. Kaavion tekijä pystyy itse määrittelemään puukaavion 
rakenteen sekä näytettävän sisällön. Puukaaviossa tärkeää tietoa sisältävä osa voidaan 
määrätä saamaan isompi tila kuviosta, kun taas vähemmän tärkeille tiedoille myönne-
tään vähemmän tilaa. (Johnson & Shneiderman, 1991) 
Koska puukaavioita käytetään visualisoimaan hierarkkista dataa, datasta täytyy ensin 
luoda puu. Datasta ryhmitellään alkiot haluttujen ominaisuuksien perusteella. Jokainen 
ominaisuus vastaa yhtä puun tasoa. Taso sisältää kaikki solmut, joilla on sama etäisyys 
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puun juuresta. Solmut, jotka eivät ole lehtiä, esittävät alkiojoukkoja ja lehdet yksittäi-
siä alkioita. (Vliegen, van Wjik, & van der Linden, 2006) Taulukossa 5 on kuvitteel-
lista dataa lemmikeistä. Lemmikit on jaoteltu kissoihin (Ki) ja koiriin (Ko) ja lisäksi 
vielä puhdasrotuisiin (P) ja sekarotuisiin (S). Kuvassa 31 on tehty taulukon 5 datasta 
puuesitys. Keltaisella värillä on esitetty puun lehdet eli tässä tapauksessa itse lemmikit 
ja sinisellä värillä muut puun alkiot eli onko kyseessä puhdasrotuinen vai sekarotuinen 
ja koira vai kissa. 
 
Taulukko 5. Kuvitteellinen lemmikkidata. 
Lemmikki Laji Rotu 
Lemmikki 1 Kissa Puhdasrotuinen 
Lemmikki 2 Kissa Puhdasrotuinen 
Lemmikki 3 Koira Puhdasrotuinen 
Lemmikki 4 Koira Puhdasrotuinen 
Lemmikki 5 Koira Puhdasrotuinen 
Lemmikki 6 Koira Sekarotuinen 
     
 
Kuva 31. Puu lemmikkidatasta. 
 
Puukaaviossa hierarkkinen data esitetään yleensä suorakulmioiden avulla, jolloin ku-
viosta voidaan käyttää nimitystä ruutupuu. Jokainen suorakulmio on jaoteltu pienem-
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piin suorakulmioihin. Hierarkkista rakennetta voidaan painottaa käyttämällä margi-
naaleja lomitukseen. Pienimpiä suorakulmioita voidaan käyttää visualisoimaan mää-
riä, kuten esimerkiksi markkinaosuutta tai tiedoston kokoa. Pienempiä suorakulmioita 
ympäröivä isompi suorakulmio taas kuvastaa näiden arvojen summaa. Lisäksi voidaan 
käyttää värejä kuvaamaan lisämääreitä, kuten esimerkiksi markkinakasvua tai tiedos-
ton tyyppiä. (Vliegen et al., 2006) Kuvassa 32 on tehty puukaavio käyttäen seuraavaa 
R-koodia (vaatii toimiakseen treemap-kirjaston): 
 
require(treemap) 
data(GNI2010) 
treemap(GNI2010, index=c("continent","iso3"), vSize="popula-
tion", vColor="GNI", type="value", palette="RdBu") 
 
Kuvan 32 puukaaviossa on käytetty R:stä löytyvää GNI2010 dataa. Datassa on lueteltu 
maailman maat (iso3) sekä niiden asukasluku (population), maanosa (continent) sekä 
BKTL (GNI) eli bruttokansantulo. Kuvassa suorakulmioiden koot määräytyvät maan 
asukasluvun perusteella ja samalla mantereella sijaitsevat on sijoitettu lähekkäin toisi-
aan saman isomman suorakulmion alle. Isommat suorakulmiot on eroteltu paksum-
malla viivalla. Sinisen värisävyn tummuudella on ilmoitettu bruttokansantulon suu-
ruus. Mitä tummempi sininen on, sen isompi bruttokansantulo.  
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Kuva 32. Puukaavio maiden asukasluvusta sekä BKTL:stä vuonna 2010. 
 
Suorakulmioiden paikan määrittämiseen voidaan käyttää eri algoritmeja. Siivuta ja 
kuutioi -algoritmilla (slice and dice) suorakulmio ensin jaetaan yhteen suuntaan ja seu-
raavalla kierroksella toiseen suuntaan. Esimerkiksi ensin suorakulmio jaetaan vaaka-
suunnassa ja sen jälkeen pystysuunnassa. Tämä algoritmi on helposti ymmärrettävissä 
oleva, mutta voi johtaa hyvin ohuisiin suorakulmioihin, joita voi olla puolestaan vaikea 
lukea. (Vliegen et al., 2006) Kuvassa 32 on esimerkki tällä algoritmilla tehdystä ku-
vaajasta. Koko kuvaajan sisältämä suorakulmio on ensin jaettu pystysuunnassa Aasian 
jäädessä vasemmalle ja muiden maanosien jäädessä oikealle. Seuraavalla kierroksella 
muut maanosat on jaettu vaakasuunnassa niin, että Afrikka ja Eurooppa ovat jääneet 
yläpuolelle ja muut alapuolelle.  
Vaihtoehtona siivuta ja kuutioi -algoritmille on neliöitetty-algoritmi (squarified). Tällä 
algoritmilla suorakulmiot lisätään yksitellen pisimmän reunan (joko vasemman tai ala-
laidan) mukaan. Jos uuden suorakulmion lisääminen muuttaisi kuvasuhdetta, aloite-
taan uusi rivi. Parhaat tulokset tällä algoritmilla saadaan, jos suorakulmiot on alun pe-
rin jaettu pienuusjärjestykseen. Tuloksena syntyvä puukaavion suorakulmiot ovat ne-
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liömäisempiä kuin siivuta ja kuutioi -algoritmilla, mutta kokonaiskuva voi olla vaike-
ampi lukea. Tämän algoritmin tuottama puukavio on myös alttiimpi datan muutoksille. 
(Vliegen et al., 2006) 
Kaistale-algoritmi (strip) on siivuta ja kuutioi -algoritmin sekä neliöitetty-algoritmin 
kompromissi. Tässäkin algoritmissa, kuten neliöitetty-algoritmissa, suorakulmiot lisä-
tään riveittäin, mutta rivien suunta voi vaihdella. Myös kuvasuhteet otetaan huomioon, 
eikä suorakulmioita järjestellä. Tuloksena syntyvässä kuviossa suorakulmiot eivät ole 
yhtä neliömäisiä, mutta syntyvä kaavio sietää muutoksia paremmin. (Johnson & 
Shneiderman, 1991)    
Myös näiden algoritmien yhdistelmiä on mahdollista käyttää. Sekoitetussa puukaavi-
ossa (mixed) käytetään sekä siivuta ja kuutioi -algoritmia sekä neliöitetty-algoritmia. 
Koska siivuta ja kuutioi -algoritmin ongelmana on mahdolliset liian ohuet suorakul-
miot, kärsivät etenkin pienet suorakulmiot siitä, että ne saattavat jäädä puukaaviossa 
piiloon. Tämä korjataan käyttämällä pienissä suorakulmioissa neliöitetty-algoritmia. 
Näin ollen isot kaavion osat saadaan hyvin näkyviin siivuta ja kuutioi -algoritmilla ja 
pienet neliöitetty-algoritmilla. Tuloksena syntyvässä puukaaviossa on selkeä jäsen-
nelty rakenne, mutta myös kaavion pienet osat erottuvat. (Vliegen et al., 2006) 
 
3.4 Jakaumat 
Jakaumilla tässä yhteydessä tarkoitetaan kuvaajia, joilla kuvataan datan jakautumista. 
The Graphic Continuum -jaottelulla tähän kuuluvat muun muassa histogrammit sekä 
laatikko-jana -kuvaajat (box plot).  
Histogrammit 
Histogrammiksi kutsutaan pystypylväskuviota, jota käytetään jatkuva-arvoisten muut-
tujien frekvenssijakauman kuvaamiseen (Kuusela, 2000). Histogrammi on hyvä väline 
visualisointiin etenkin silloin, kun datajoukko on suuri. Jos muuttujan arvoja on yli 
100, suositellaan käytettäväksi histogrammia. (Dean & Illowsky, 2013) 
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Histogrammi koostuu pylväskaavion tapaan laatikoista, jotka kuvaavat datan arvoja. 
Erona pylväskaavioon kuitenkin on, ettei laatikoiden väliin jätetä tyhjää tilaa, koska 
data on yleensä jatkuva-arvoista. Histogrammin ideana on yleensä antaa kuvaus datan 
muodosta, esimerkiksi löytyykö datasta selkeistä piikkejä, ja datan levittyneisyydestä. 
(Dean & Illowsky, 2013)  
Kuvassa 33 on tehty histogrammi seuraavalla R-koodilla: 
 
hist(mtcars$mpg, main="Autojen kulutus mailia/gallona", 
xlab="mailia/gallona", col="lightblue") 
 
 
Kuva 33. Histogrammi autojen kulutuksesta. 
 
Kuvan 33 pylvään korkeudet kuvaavat autojen kulutuksen jakaumaa. Luokkien mää-
rää muuttamalla myös kuvion ulkoasua voidaan muuttaa. Kuvassa 33 luokkia on 3, 
mutta kuvaan 34 luokkien määräksi on muutettu 10.  
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Kuva 34. Histogrammi autojen kulutuksesta isommalla luokkamäärällä. 
 
Histogrammien luokkien määrää muuttamalla voidaan kuvaajaa optimoida, jotta ha-
luttu tulos näkyy selkeämmin. Tätä voidaan tosin myös käyttää hämäyksenä ja saada 
kuvaajan esittämä tieto vääristymään. (Chen et al., 2008) 
Laatikko-jana -kuvaajat 
Laatikko-jana -kuvaajia tai laatikko-viiksi -kaavioita käytetään kuvaamaan datan jouk-
koja. Yleensä datasta käytetään viittä arvoa, esimerkiksi datan minimi- ja maksimiar-
voa, ala- ja yläkvartiilia sekä mediaania. Kuvassa 35 nähdään kuvitteellinen esimerkki 
siitä, miten nämä arvot sijoittuvat laatikko-jana -kuvaajassa. Datan maksimiarvo tulee 
laatikon niin kutsutun viiksen yläreunaan ja minimi alareunaan. Yläkvartaali ja ala-
kvartaali määrittelevät laatikon rajat. Mediaani tulee laatikon sisälle. (McGill, Tukey, 
& Larsen, 1978)  
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Kuva 35. Kuvitteellinen esimerkki laatikkokuvaajan rakenteesta. 
 
Kuvassa 36 on luotu laatikko-jana -kuvaaja käyttäen seuraavaa R-koodia:  
 
boxplot(mpg~cyl,data=mtcars, main="Autojen kulutus", xlab="Sylinterien 
määrä", ylab="Mailia/Gallona",  col=(c("lightblue"))) 
 
 
 
Kuva 36. Laatikkokuvaaja autojen kulutuksesta verrattuna sylinterien määrään. 
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Kuvasta 36 voidaan päätellä, että autot, joissa on enemmän sylinterejä, kuluttavat 
enemmän polttoainetta.   
 
3.5 Aikasarjat 
The Graphic Continuum -jaottelussa aikasarjakuvaajiin luetaan esimerkiksi viivakaa-
viot, aluekaaviot sekä murtoviivakaaviot. Näistä murtoviivakaavio on tavallaan piste-
kaavion ja viivakaavion sekoitus, jossa kuvataan muuttujien välisien suhteiden muu-
toksia ajan suhteen. (Schwabish & Ribecca, 2014)  
Aikasarjakuvaajat ovat yksi useimmiten käytettyjä graafisen visualisoinnin välineitä. 
Yksi ensimmäisiä löydettyjä aikasarjakuvaajia on jo kuvassa 6 esitelty planeettojen 
liike ajan suhteen. Aikasarjakuvaajia alettiin kuitenkin käyttää tieteellisessä kirjoitta-
misessa vasta 1700-luvun lopulla. (Tufte, 2001). 
Aikasarjakuvaajia käytetään kuvaamaan kuinka numeeriset muuttujat, esimerkiksi 
lämpötila tai lumen määrä, muuttuvat ajan suhteen. (Fry, 2007) Yksi vanhimpia tie-
teellisiä aikasarjakuvaajia on Johann Heinrich Lambertin tekemä kuvaaja maaperän 
lämpötilan muutoksista suhteessa pinnan syvyyteen (kuva 37). Mitä suurempi syvyys 
on, sitä kauemmin sillä kestää reagoida lämpötilan muutoksiin. Aikasarjakuvaajat ei-
vät ole paljoakaan muuttuneet vuosien kuluessa, vaikka analysoitavan datan määrä on-
kin kasvanut. (Tufte, 2001) 
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Kuva 37. Yksi ensimmäisiä tieteellisiä aikasarjakuvaajia. Kuvaajassa näytetään maaperän läm-
pötilan muutoksia suhteessa maaperän syvyyteen. (Lambert, 1779) 
 
Ongelmana aikasarjakuvaajissa kuitenkin on, ettei ajan kulku ole välttämättä hyvä se-
littävä tekijä. Kronologisuus ei välttämättä takaa kausaalista selitystä kuvaajan ilmi-
ölle.  Aika voi joissain tapauksissa kuitenkin olla selittävä tekijä. Esimerkiksi Yhdys-
valloissa huomattiin vuosina 1967–1972, että lähtevän postin määrä oli suurimmillaan 
aina lokakuussa 1968, lokakuussa 1970 ja lokakuussa 1972. Tämä selittyi yksinkertai-
sesti sillä, että vaalipäivän lähestyessä ehdokkaat saivat lähettää vaalipostinsa il-
maiseksi. (Tufte, 2001)  
Aikasarjakuvaaja voidaan laajentaa koskemaan myös tila-avaruutta, varsinkin jos ai-
kasarjakuvaajassa aika ei ole selittävänä tekijänä. Monimuuttujakuvaajat ovat yleensä 
jopa neljä- tai viisiulotteisia, joka voi haitata datan ymmärtämistä. Tällaiset kuvaajat 
tuleekin suunnitella huolellisesti. Yksi esimerkki tällaisista kuvaajista on Minardin 
laatima virtauskartta, jossa kuvataan Napoleonin sotaretkeä Venäjälle. (Tufte, 2001) 
Kuvaaja esitellään kappaleessa 3.6 virtauskaavioiden yhteydessä.  
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Viivakaaviot 
Viivakaaviolla tarkoitetaan kuviota, jossa koordinaatiston pisteiden kautta on piirretty 
viiva tai viivoja. Pisteiden y-koordinaattina toimii yleensä jatkuvaluontoinen lukuarvo 
ja x-koordinaattina yleensä aika. Jos kuluva aika on selittävänä tekijänä, puhutaan sil-
loin aikasarjakuvaajasta. Tavallaan kyseessä on tällöin pistekaavio, jossa pisteillä on 
vain tietty järjestys. Pisteitä yhdistävät viivat kuitenkin auttavat havaitsemaan muu-
toksen kuvaajan eri osien välillä. Jos kuvaaja sisältää monta eri viivaa, helpottuu myös 
näiden vertailu keskenään. Jos pisteet ovat näkyvissä, voidaan puhua myös murtovii-
vakaaviosta. Teoriassa viivakaavio ja murtoviivakaavio ovat kuitenkin erityyppisiä 
kaavioita, vaikka nämä puhekielessä usein muuttuvat synonyymeiksi. (Kuusela, 2000) 
Viivakaaviossa x-akselin arvot ovat yleensä vuosia, vuosineljänneksiä tai vastaavia 
tasaisia aikavälejä. Jos x-akselissa käytettävät arvot eivät ole tasavälisiä, tulisi sen si-
jaan käyttää pistekaaviota. Etuna viivakaaviossa pistekaavioon verrattuna on kuiten-
kin, että vaaka-akselin arvoina voi olla muutakin kun numeroarvoja. Käytetyn asteikon 
ei tarvitse alkaa nollasta, koska tarkoituksena kaaviolla on havaintosarjan kehityksen 
arviointi eikä määrien mittaus. Arvoasteikon katkaisu olisi kuitenkin hyvä merkitä 
kaavioon. Sen sijaan x- ja y-akselin asteikkojen suhteella on oleellinen merkitys kaa-
vion visuaaliseen ilmeeseen, ja asteikkojen välisellä suhteella voidaan vaikuttaa viiva-
kaaviosta saatavaan mielikuvaan. (Karjalainen & Karjalainen, 2009) Kuvassa 38 on 
luotu aikasarjakuvaaja kuvitteellisista kuukausien keskilämmöistä seuraavalla R-koo-
dilla: 
 
lampo <- c(-11, -9, -5, 1, 7, 13, 16, 13, 8, 3, -3, -7) 
lampo2 <- c(-10, -10, -6, 0, 6, 14, 15, 12, 5, 2, -4, -9) 
 
#luodaan kuvaaja 
plot(lampo, type="o", axes=F, ylab="Lämpötila", xlab="Kuukausi") 
 
#luodaan x-akseli 12 kuukaudelle niin etta nimet ovat 45 asteen 
kulmassa 
axis(1, at=seq(1, 12, by=1), labels = FALSE) 
text(seq(1, 12, by=1), par("usr")[3] - 0.2,  
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labels=c("Tammi","Helmi","Maalis","Huhti", "Touko", 
"Kesä","Heinä","Elo","Syys","Loka","Marras","Joulu"),  
     srt = 45, pos = 1, xpd = TRUE) 
 
#luodaan y-akseli 
axis(2) 
#luodaan laatikko kuvaajan ympärille 
box() 
#luodaan toinen kuvaaja 
lines(lampo2, type="o", col="blue") 
 
 
Kuva 38. Kahden eri vuoden kuvitteelliset lämpötilat. 
 
Kuvassa 38 on kuvattu kahden eri vuoden kuvitteellisia lämpötiloja kuukausittain. 
Vuodet on erotettu toisistaan erivärisillä viivoilla. Kuvaajasta erottuu selkeästi kesä-
kuukausien ja talvikuukausien lämpötilaerot. Akselien suhdetta muuttamalla tätä eroa 
voidaan kuitenkin vaimentaa. Jos y-akselia pienennetään voimakkaasti, tulee molem-
mista vuosia esittävistä viivoista huomattavasti loivempia. Tämä efekti esitetään ku-
vassa 39.   
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Kuva 39. Kahden eri vuoden kuvitteelliset kuukausittaiset lämpötilat väärällä aspektisuhteella. 
 
Koordinaatti- eli hilaviivoja käytettäessä aspektisuhteen pystyy säilyttämään oikeana, 
kun tasaista muutosta kuvattaessa kuvattavan ilmiön viivan kulma on 45 astetta. Ta-
saisella muutoksella tarkoitetaan sitä, että jokaisella ajanjaksolla muutos on määrälli-
sesti yhtä suuri (esimerkiksi kasvu on sata yksikköä joka vuosi). Aspektisuhteen säi-
lyessä oikeana saadaan aikaan oikeanlainen kuvaajasta syntyvä mielikuva. Myös hila-
viivoja apuna käyttäen saadaan aikaan oikea kuvasuhde. Jos tasaista muutosta kuvat-
taessa viivan kulma on 45 astetta, hilaviivat yleensä muodostavat neliöitä. Kuitenkin 
tiheissä kuvaajissa voi olla niin, että on parempi käyttää hilaviivoitusta, jonka leveys 
on suurempi kuin korkeus. Tällaisia kuvaajia voivat esimerkiksi olla pörssikurssien 
kehitystä kuvaavat kuvaajat. (Kuusela, 2000) 
Murtoviivakaaviossa havaintopareja eli x- ja y-muuttujapareja yhdistää murtoviiva. 
Murtoviivakaaviossa x-akselin ei tarvitse olla tasavälinen. (Karjalainen & Karjalainen, 
2009) Kuvassa 40 on esimerkki murtoviivakaaviosta. Kyseisessä kuvaajassa x-akse-
lilla ei ole aika vaan ajomailit asukasta kohden. Y-akselilla on bensan hinta gallonit-
tain. Aika on tässä kuvaajassa ilmoitettu pisteinä kuvaajassa. Murtoviivakaaviossa vii-
vat voivat kääntyä niin sanotusti väärään suuntaan. Esimerkiksi kuvan 40 kuvaajassa 
vuoden 2000 jälkeen oleva ajomailimäärän lasku luo silmukan kuvaajaan. Myös vuo-
den 2005 jälkeen tapahtuva ajomailien väheneminen bensan hinnan nousun myötä 
tuottaa takaisinpäin kaartumisen.  
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Kuva 40. New York Timesin kuvaaja bensan hinnan suhteesta autoilla ajettuihin kilometreihin 
vuosittain. (Fairfield, 2010) 
 
Aluekaaviot 
Aluekaaviolla kuvataan jatkuvaluonteisten muuttujan arvoja tasavälisissä luokissa tai 
tasaisin aikavälein. Aluekaavio poikkeaa viivakaaviosta siten, että havaintoarvoja eli 
y-arvoja kuvaavat viivan eli alueen yläreunan ja vaaka-akselin väliin jäävä alue. Kui-
tenkin, jos kuvattavia sarjoja on useampi kuin yksi, voivat kuvattavat alueet jäädä osit-
tain toistensa taakse, jolloin kuvaajalla ei ole käyttöarvoa. Tämän vuoksi on olemassa 
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myös pinottu aluekaavio, joka tunnetaan myös nimellä summaviivakuvio. (Karjalainen 
& Karjalainen, 2009; Kuusela, 2000) 
Aluekaaviossa vaaka-akselilla kuvattujen ominaisuuksien tulisi olla tasavälisiä ja 
pysty-akselilla jatkuvaluonteisia muuttujia. Aluekaaviossa pinta-alojen tulisi vastata 
kuvattavia arvoja. Jotta mittasuhteet säilyisivät kuvaajassa oikeana, ei akselia saa kat-
kaista vaan arvojen on lähdettävä nollasta. Kuvaajasta tulee myös käydä ilmi onko se 
aluekaavio vai pinottu aluekaavio, jotta lukija tietää kuinka kuvaajaa tulisi tulkita. 
(Karjalainen & Karjalainen, 2009) 
Pinotussa aluekaaviossa ylempänä olevat osat on kuvattu alempana olevien päälle. 
Ylin viiva kuvaajassa kuvaa kaikkien alla olevien osien yhteismäärää. Osat voidaan 
värittää eri väreillä erottumisen vuoksi. Yksittäisten osien hahmotus voi kuitenkin olla 
vaikeaa, lukuun ottamatta kuvaajan alinta kuviota. Alempien osien vaihtelu voi myös 
oleellisesti vaikuttaa ylempänä olevien alueiden ulkomuotoon, mikä voi osaltaan vai-
kuttaa kuvion ilmiasuun ja sen havainnointiin. (Kuusela, 2000) 
Kuvassa 41 on tehty pinottu aluekaavio seuraavaa R-koodia käyttäen (vaatii toimiak-
seen ggplot2- sekä gcookbook-kirjastot):  
 
library(gcookbook) #datasettiä varten 
library(ggplot2) #kuvaajaa varten 
 
str(uspopage) #näytä rakenne 
 
#muutetaan kolumnien nimet suomeksi 
cols <- c("Vuosi", "Ikaryhma", "Tuhatta") 
colnames(uspopage) <- cols 
 
#piirretään kuvaaja käyttäen violetteja 
#breaks=rev... komennolla kirjoitetaan värien selitykset niin, 
että >64 on ylimpänä ja <5 alimpana 
ggplot(uspopage, aes(x=Vuosi, y=Tuhatta, fill=Ikaryhma)) + 
geom_area() + scale_fill_brewer(palette="Purples", 
breaks=rev(levels(uspopage$Ikaryhma))) 
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Kuva 41. Pinottu aluekaavio eri ikäryhmien määristä eri vuosina. 
 
Kuvassa 41 on pinottu aluekaavio eri ikäryhmien määristä eri vuosina. Alimpana ku-
vaajassa ovat alle 5-vuotiaat lapset valkoisella ja ylimpänä yli 64-vuotiaat tumman 
violetilla. Ylin viiva myös kuvaa ikäryhmien yhteismäärää.  
Pinottua aluekuviota käytettäessä on myös harkittava, miten kuvion sanoma muuttuu, 
jos osien järjestys muuttuu. Jos sanoma muuttuu, tulisi mieluummin käyttää viivaku-
viota, johon on lisätty summaa kuvaava viiva- tai pylväskuvio. (Kuusela, 2000) Ku-
vassa 42 on tehty R:ää käyttäen uudestaan kuvan 41 kuvaaja käänteisessä järjestyk-
sessä seuraavalla koodilla (tarvitsee toimiakseen gcookbook-, ggplot2- sekä plyr-kir-
jaston):    
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library(gcookbook) #datasettiä varten 
library(ggplot2) #kuvaajaa varten 
library(plyr) #kuvaajan kääntöä varten 
 
#muutetaan kolumnien nimet suomeksi 
cols <- c("Vuosi", "Ikaryhma", "Tuhatta") 
colnames(uspopage) <- cols 
 
#piirretään kuvaaja käyttäen violetteja 
#breaks=rev... komennolla kirjoitetaan värien selitykset niin, 
että 60+ on ylimpänä ja 5 alimpana 
 
ggplot(uspopage, aes(x=Vuosi, y=Tuhatta, fill=Ikaryhma,  
order=desc(Ikaryhma))) + geom_area() +  
scale_fill_brewer(palette="Purples",  
breaks=levels(uspopage$Ikaryhma)) 
 
 
Kuva 42. . Pinottu aluekaavio eri ikäryhmien määristä eri vuosina. 
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Kuvassa 41 sekä 42 ylin viiva säilyy samalla tasolla, sillä yhteismäärä on edelleen 
sama, koska käytössä on sama datajoukko. Kuvaajan ilme kuitenkin muuttuu tasai-
semmaksi, kun alimpana on vähemmän aaltoileva yli 64-vuotiaiden joukko.  
Yleissääntönä voidaan pitää, että alimmaksi pinotussa aluekaaviossa sijoitetaan asia, 
jossa vaihtelu on pienintä ja ylimmäksi, jossa vaihtelu on suurinta. Näin saadaan mi-
nimoitua kuvaajan vaihtelusta syntyvät harhatulkinnat. Kuuselan (2000) mukaan vä-
risävyt tulisi sijoittaa niin, että tummin on alimpana ja vaalein ylimpänä. Tämän lisäksi 
summattavia osia ei tulisi olla enempää kuin neljä. Suuremmalla määrällä efekti, jossa 
alemmat osat vaikuttavat ylempien osien ilmiasuun, on lähes mahdotonta hallita, jol-
loin kuvaajaa voi olla vaikea tulkita oikein. (Kuusela, 2000) 
 
3.6 Paikkatieto 
The Graphic Continuum -jaottelussa paikkatietoisiin kuvaajiin kuuluvat esimerkiksi 
kartat (map), kartta ympyräkaavioilla (map with pie charts), kartakkeet (cartogram), 
koropleettikartat (choropleth) sekä pistekartat (point map). Paikkatietoon pohjautu-
vissa kuvaajissa data on jollain tavalla yhteydessä maastoon tai tiettyyn maantieteelli-
seen sijantiin. (Schwabish & Ribecca, 2014) 
Maantieteellisiksi kartoiksi kutsutaan karttoja, joiden pääasiallisena tehtävä on auttaa 
suunnistuksessa tai paikanmäärityksessä. Tällaisia karttoja on esiintynyt jo 3800 ennen 
ajanlaskumme alkua, kun mesopotamialaiset kuvasivat asuinalueitaan ja reittejään sa-
vitauluille. Egyptiläiset käyttivät nykyistä koordinaattijärjestelmää muistuttavaa jär-
jestelmää kuvaamaan alueitaan jo vuonna 3200 eaa. Kartoilla voidaan kuitenkin esittää 
myös paljon abstraktimpia paikkoihin liittyviä tietoja. Tällaisia karttoja kutsutaan tee-
makartoiksi tai tietokartoiksi. Kuuselan (2000) mukaan raja maantieteellisten karttojen 
ja temaattisten karttojen välillä on kuitenkin ”jossain määrin epämääräinen”. (Kuusela, 
2000)   
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Teemakartalla kyetään esittämään alueellista tietoa sekä alueellisia yhteyksiä 
(Kuusela, 2000). Yksi esimerkki teemakartoista on lääkäri John Snowin vuonna 1854 
tekemä kartta koleratapauksista (kuvat 43 ja 44). Tarkoituksena oli selvittää Lontoossa 
riehuvan koleraepidemian syyt (Snow, 1855). 
 
 
Kuva 43. Teemakartta Lontoon koleratapauksista.(Snow, 1855) 
 
Kuvassa 43 nähtävä kartta kuvaa Lontoon koleratapauksia. Laatikkoina kuvassa on 
merkitty kuolleiden ihmisten asuinpaikat ja ympyröillä yleisten kaivojen paikat. Ku-
vasta voidaan päätellä koleratapausten painottuneen tietyn kadun varrelle. Kuvassa 44 
karttaa on lähennetty, jotta tapaukset nähdään selkeämmin. Eniten tapauksia oli Broad 
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Streetin varrella. Kun John Snow kävi poistamassa kaivosta kammen, eivätkä ihmiset 
voineet enää juoda kaivon vettä, myös koleratapausten määrä väheni neljäsosaan. 
(Snow, 1855)   
 
Kuva 44. Teemakartta Lontoon koleratapauksista. (Snow, 1855) Karttaa on lähennetty, jotta 
tapaukset nähdään paremmin. 
 
Kuuselan (2000) mukaan tilastollisilla teemakartoilla on pidempi historia kuin muilla 
tilastokuvioilla. Toisaalta teemakarttojen alkua ei ole voitu paikantaa yhtä tarkasti kuin 
muiden tilastokuvioiden, osittain sen vuoksi, että karttoja on laadittu jo monta tuhatta 
vuotta. Onkin määrittelykysymys, mikä koetaan ensimmäiseksi teemakartaksi. 
(Kuusela, 2000) 
Teemakartat voidaan luokitella kahteen pääryhmään: kvalitatiivisiin eli laadullisiin tai 
kvantitatiivisiin eli määrällisiin. Kuuselan (2000) mukaan jotkut alan tutkijoista eivät 
kuitenkaan luokittele kvalitatiivisia teemakarttoja tilastollisiksi kartoiksi. Teemakartat 
voidaan vielä lukea rakenteen perusteella neljään eri ryhmään: alueluokituskarttoihin, 
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pistesymbolikarttoihin, virtauskarttoihin sekä karttadiagrammeihin. Näiden ohella on 
myös olemassa muita teemakarttatyyppejä, mutta niiden käyttö on vähäisempää. 
(Kuusela, 2000) 
Alueluokituskartat 
Alueluokituskarttoihin luokitellaan esimerkiksi koropleettikartat ja ruutukartat. Koro-
pleettikartta on kartta, jossa esitettävä tieto luokitellaan ja luokittelun perusteella kul-
lekin esitettävälle alueelle määritellään tummuusaste. Sen jälkeen kukin alue värite-
tään samalla värillä, mutta eri tummuusasteita käyttäen. Koropleettikartassa ei kuiten-
kaan ole pakko käyttää pelkästään yhden värin eri sävyjä, mutta eri värien käyttö mää-
rän ilmaisemiseen ei useinkaan ole järkevää, sillä väreillä ei ole hierarkiaa. Poikkeuk-
sena voi olla, jos esitettävässä asiassa on kaksi eri käsiteluokkaa, jotka ovat vastakkai-
set. (Kuusela, 2000) 
Koropleettikartoilla voidaan kuitenkin esittää vain yhtä asiaa kerrallaan. Näin ollen 
ilmiöstä voidaan tuoda esiin vain sen suhteellinen vaihtelu. Monen asian esittäminen 
koropleettikartassa ei ole mahdollista, koska tällöin sävy- ja väriluokitukset eivät 
toimi. Myös lähdeaineiston luokittelussa on oltava tarkkana. Väärällä luokkien mää-
rällä tai luokkavälillä kartoista voi tulla hyvinkin erinäköisiä. Kuuselan mukaan hy-
vänä nyrkkisääntönä on, että luokkien määrä on kuutiojuuri esitettävien havaintojen 
määrästä. (Kuusela, 2000) 
Ensimmäinen luotu koropleettikartta on vuodelta 1819 tai 1826, ja sen teki Charles 
Dupin. Friendlyn (2009) mukaan vuodesta ei ole kuitenkaan päästy selvyyteen. 
(Friendly, 2009) Koropleettikartta on esitettynä kuvassa 45.  
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Kuva 45. Ensimmäinen koropleettikartta. (Dupin, 1826) 
 
Kuvassa 45 nähtävä koropleettikartta kuvaa Ranskan lukutaidottomuutta alueittain. 
Alueet on rajattu ja ne on väritetty mustasta valkoiseen eri sävyillä riippuen siitä 
kuinka lukutaidottomia ihmiset alueella ovat. Mustilla alueilla lukutaidottomia on vä-
hiten ja valkoisilla eniten.  
Ruutukartalla tarkoitetaan karttaa, jossa esitettävä tieto on maastopohjaisesti määritel-
lyistä ruuduista kerättyä tietoa. Kun ruudut tiedot sijoitetaan maastokartalle, syntyy 
ruutukartta. Ruutukartan alueet siis ovat maastopohjaisesti määriteltyjä tasakokoisia 
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ruutuja, sen sijaan että ne olisi määritelty hallintoalueen tai muun vastaavan alueen 
mukaan. (Kuusela, 2000) 
Pistesymbolikartat 
Pistesymbolikartoilla esitetään esiintymistä, tapahtumaa tai lukuarvoja tarkkaan mää-
ritellyissä pisteissä. Piste voi tarkoittaa esimerkiksi yhtä löydöstä tai esimerkiksi tu-
hatta ihmistä. Pisteiden koolla voidaan myös kuvata esitettävää määrää, jolloin niiden 
koko on riippuvainen esitettävästä määrästä. (Kuusela, 2000)  
Pistetiheyskartassa pisteet ovat samankokoisia ja alueellinen jakauma ilmenee pisteti-
heydellä. Epäonnistuneella kartan mittakaavalla pisteet voivat kuitenkin aiheuttaa sen, 
ettei pisteistä muodostu haluttuja parvia, jolloin alueellista hajontaa ei pystytä havait-
semaan. Pistetiheyskartassa voidaan esittää useita ilmiöitä toisistaan eroavien pistei-
den avulla. Pisteet voidaan erottaa toisistaan esimerkiksi värien tai muodon avulla. 
(Kuusela, 2000) 
Suhteellisessa symbolikartassa pisteiden koko on suhteessa esitettävään määrään. Suu-
rempi määrä tarkoittaa isompaa pistettä ja pienempi pienempää. Pisteympyrä voidaan 
myös muodostaa niin, että tietyn alueen pisteet lasketaan yhteen ja niistä muodostetaan 
yksi iso yhteinen ympyrä. Toisaalta, jos muodostettavien symbolien koko vaihtelee 
huomattavasti ja arvoja on paljon, voi esitys olla vaikeasti luettava. Käytettävän sym-
bolin ei kuitenkaan ole välttämätöntä olla piste tai ympyrä. Esimerkiksi ihmismäärää 
kuvaamaan voidaan käyttää ihmissymbolia. (Kuusela, 2000) 
Virtauskartat 
Virtauskartoilla tarkoitetaan karttoja, joissa alueiden välillä tapahtuu liikettä, kuten 
esimerkiksi muuttoja. Liikkeen suunta, määrä tai reitti esitetään viivoilla, nuolilla tai 
virtausnauhoilla. Voimakkuutta tai määrää voidaan myös kuvata viivan paksuudella. 
Virtauskartat ovat hyödyllisiä ja havainnollistavat muutoksen suuntaa, mutta voi antaa 
virheellisen käsityksen muutoksen suuruudesta. Tämä johtuu siitä, että vaikka vain 
nuolen leveyttä käytettäisiin kuvaamaan esitettävää määrää, voi nuolen pituus myös 
vaikuttaa mielikuvaan, jonka katsoja kartasta saa.  
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Esimerkiksi Tuften (2001) mielestä yksi parhaista tilastokuvioista on Charles Minar-
din piirtämä kuvaaja Napoleonin armeijan menetyksistä Venäjällä (kuva 46). Kyseessä 
on virtauskaavio, jossa on otettu huomioon myös aika.  
 
 
Kuva 46. Napoleonin sotaretki Venäjälle virtauskaaviona. (Minard, 1869) 
 
Kuvan 46 kuvaajassa näkyvä paksu beige viiva näyttää Napoleonin armeijan koon läh-
tien sen hyökkäyksestä Venäjälle vuonna 1812. Viivan leveys kertoo armeijan koon 
kussakin hyökkäysvaiheessa ja paikassa. Oikealla kuvaajassa näkyy Moskova, jolloin 
armeijan koko oli enää 100 000 miestä alun 422 000 sijaan. Mustalla viivalla on ku-
vattu armeijan perääntyminen, joka on yhdistetty lämpötilakuvaajaan ja päivämääriin. 
Kuvaajasta voidaan nähdä, että ankaran talven vuoksi etenkin Berezina-joen ylitys tu-
hosi miesvahvuutta ja lopulta takaisin Puolaan palasi vain noin 10 000 miestä. Kuvaa-
jasta löytyy yhteensä kuusi eri muuttujaa: armeijan koko, armeijan sijainti kaksiulot-
teisesti, armeijan liikkeet sekä suunta ja lämpötila eri päivinä armeijan perääntyessä. 
(Tufte, 2001)  
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Karttadiagrammit 
Karttadiagrammissa tai kartodiagrammissa maastopohjalle sijoitetaan tilastokuvioita 
esittämään alueen tilastotietoja. Tilastokuvioina voidaan käyttää esimerkiksi pylväs-
kaavioita, piirakkakaavioita tai viivakaavioita, mutta myös muut kuvaajatyypit ovat 
mahdollisia. Karttadiagrammi on hyvin läheinen symbolikarttoihin nähden siinä mie-
lessä, että molemmat esittävät karttoja, joissa alueille on sijoitettu symboleita kuvaa-
maan esitettävää määrää. Keskeisenä erona kuitenkin on, että karttadiagrammissa voi-
daan esittää useita lukuja kultakin alueelta. (Kuusela, 2000) Yksi esimerkki karttadia-
grammista on Minardin vuonna 1858 tekemä kuvaaja, joka on esitettynä kuvassa 47.  
 
 
Kuva 47. Pariisiin lähetetyn karjan määrä alueittain. Kuva kopioitu Palskyn kirjasta ” Des chif-
fres et des cartes: la cartographie quantitative au XIXè siècle”. (Palsky, 1996)  
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Kuvassa 47 näkyvä kuvaaja on Minardin tekemä kuvaaja Pariisiin lähetetyn karjan 
määrästä ja osuuksista. Kuvaajasta nähdään selkeästi millä alueilla tuotetaan eniten 
karjaa Pariisin käyttöön. Minardin kuvaaja on myös ensimmäinen kartta, johon on yh-
distetty ympyräkaavio. (Friendly, 2002) 
Karttadiagrammien ongelmana voi olla symbolien suuri koko, etenkin jos kuvattava 
alue on pieni. Tällöin symbolit saattavat peittää alleen ison osan kartasta. Esimerkiksi 
Suomen väestötietoja esittäessä suurimmat diagrammit osuvat Uudenmaan ja pääkau-
punkiseudun kohdalle, jotka ovat pinta-alaltaan melko pieniä alueita. (Kuusela, 2000) 
 
3.7 Värit osana visualisointeja 
Ihminen käyttää silmän tappisoluja erottamaan värejä. Tappisoluja on kolmea eri tyyp-
piä, joiden mukaan solut aistivat tietyt aallonpituudet. Tämän vuoksi ihmisen vä-
rinäköä kutsutaan trikromaattiseksi. Tähän perustuvat myös väriavaruudet. (Ware, 
2013)  
Tietokoneiden näytöissä yleisesti käytössä oleva väriavaruus on nimeltään RGB (Red, 
Green, Blue), jossa värit saadaan aikaan muuttamalla punaisen, vihreän ja sinisen värin 
määrää. Mustassa värissä ei ole mitään näistä väreistä, kun taas valkoisessa on kaikki. 
Tulostimissa taas käytetään CMYK (cyan, magenta, yellow, key) väriavaruutta, jossa 
käytetyt kolme väriä ovat syaani, magenta ja keltainen. Valkoinen saadaan aikaan il-
man värejä, sillä käytetyn paperin pohjaväri on yleensä valkoinen. Musta saadaan ai-
kaan käyttämällä kaikkia kolmea painoväriä ja lisäksi erillistä mustaa painoväriä, jolla 
voidaan tarpeen vaatiessa myös tummentaa värisävyjä. RGB- sekä CMYK-värit ovat 
laitteistoriippuvaisia. Näin ollen ne voivat näyttää erilaisilta eri laitteistolla tarkasta-
essa. (Karjalainen & Karjalainen, 2009) 
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Värisävyllä tarkoitetaan värin piirrettä, jolla erotetaan toisistaan punainen, keltainen, 
vihreä ja muut värit. Värikylläisyydellä tarkoitetaan värin voimakkuutta. Värikylläi-
syydellä voidaan myös mitata sitä, miten paljon valkoista väriin on lisätty. Kuvan kirk-
kaudella tarkoitetaan valon voimakkuutta. Kirkkauden määrän muutos tekee kuvasta 
joko kirkkaan tai hämärän. (Cotton, 1995) 
Steelen ja Iliinskyn (2010) mukaan värit ovat yksi datan visualisoinnin väärinkäyte-
tyimpiä ja laiminlyödyimpiä työkaluja. Värejä käytetään väärin valitsemalla vääriä vä-
rejä visualisointiin sekä laiminlyödään luottamalla ohjelmiston valmiiksi valitsemiin 
värimaailmoihin, jotka voivat olla huonoja ja käyttötarkoitukseen sopimattomia. Vä-
rejä valittaessa tulee olla varovainen ja huomioida myös käytettävien värien määrä. 
Värejä voidaan käyttää liian vähän tai liikaa. Yksinkertaiselle datajoukolle yksi väri 
on riittävä, ja kaksiulotteisessa datassa pelkästään musta ja valkoinen saattavat riittää. 
Moniulotteisessa datassa värit voivat kuitenkin välittää lisätietoa hetkessä. Ihminen 
voi huomata värierot jopa 200 millisekunnissa, ennen kuin on edes tietoinen asiasta. 
Tärkein syy käyttää värejä monimuuttujia sisältävissä kuvaajissa on se tosiasia, että 
väri on itsessään jo moniulotteinen. (Steele & Iliinsky, 2010). 
Joissain tapauksissa värit voivat enemmänkin haitata kuin auttaa datan visualisoin-
nissa. Tuften (2001) mukaan värit voivatkin aiheuttaa graafisen arvoituksen, jossa lu-
kija joutuu enemmänkin arvailemaan värien merkitystä sen sijaan, että ne selventäisi-
vät dataa. Yksi tapa onkin käyttää vain harmaan eri sävyjä, koska ne sisältävät luon-
nostaan selvän visuaalisen hierarkian. (Tufte, 2001). 
Asianmukaiset sävyt voivat kuitenkin auttaa tunnistamaan ja erottamaan kategorioita. 
Luminanssilla ja väritiheydellä voidaan tukea järjestysasteikollisten ja numeeristen 
muuttujien vertailua. Värit, joilla on selkeä assosiaatio johonkin asiaan, voidaan pa-
rantaa kaavioiden lukunopeutta ja vähentää kognitiivista taakkaa (Lin et al., 2013). 
Assosioinnissa kannattaa ottaa huomioon se, että tietyt värit voivat aiheuttaa myös ne-
gatiivista assosiointia. Värejä käyttäessä myös konteksti ja ympäröivä visuaalisuus tu-
lee ottaa huomioon, sillä ne vaikuttavat myös siihen, miten dataa tulkitaan. (Iliinsky & 
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Steele, 2011) Myös kulttuuri voi vaikuttaa siihen, mihin asiaan värit assosioidaan. Esi-
merkiksi Kiinassa vihreä väri voidaan assosioida kuolemaan, kun se länsimaissa 
yleensä yhdistetään elämään. (Ware, 2013) 
Joskus väärin valittu väri voi myös haitata tulkitsemista. Tällöin lukija on assosioinut 
värin toiseen asiaan, kuin mitä visualisoinnilla haetaan. Esimerkiksi jos tekstinä lukee 
sana ”vihreä”, mutta se on väritetty punaisella, aiheuttaa se niin sanotun kognitiivisen 
interferenssin eli häiriön, kuten käy kuvaa 48 lukiessa. Lukija assosioi punaisen värin 
sanaan punainen, mutta sanana onkin vihreä. Tällöin aikaa kuluu eron ymmärtämiseen, 
sen sijaan, että visualisointi olisi mahdollisimman tehokas. (Iliinsky & Steele, 2011) 
 
 
Kuva 48. Esimerkki kognitiivisesta interferenssistä. Sana ei olekaan väritetty samalla värillä, 
jolloin luki-ja hämmentyy. 
 
Värien käyttäminen datan arvottamiseen tai järjestämiseen on yleinen virhe. Värien 
kirkkautta tai värikylläisyyttä voidaan käyttää hyödyksi lämpökartoissa tai voimak-
kuussuhteita kertoessa, mutta niitä ei tulisi käyttää ilmoittamaan sijoitusta tai arvoa 
muihin nähden, sillä eri väreillä ei ole selkeää arvojärjestystä. Värit ovat kuitenkin 
äärimmäisen hyödyllisiä merkitsemään kategorista tai ordinaalista dataa, jos dataa on 
tarkoitus eriyttää toisistaan. Tällaisia muuttujia voivat olla esimerkiksi sukupuoli, alue 
tai käyttöjärjestelmä. Esimerkiksi lämpökartoissa saman värin sävyerojen käyttö voi 
kuitenkin olla hyödyksi ja auttaa lukijaa. (Iliinsky & Steele, 2011)  
Kuvassa 49 esitetään esimerkki, jossa on kaksi kuvitteellista lämpökarttaa. Vasem-
manpuoleisessa lämpökartassa on käytetty punaisen sävyeroja arvottamaan lämpöti-
loja, kun taas oikeanpuoleisessa on käytetty toisiinsa liittymättömiä värejä. Vasem-
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manpuoleisesta lämpökartasta lukijan on helpompi nähdä lämmön suhde toiseen: tum-
mempi väri on lämpimämpi. Oikeanpuoleisesta kuvasta tätä ei voida tietää ilman, että 
luetaan värien selitykset. 
 
 
Kuva 49. Kuvitteellinen lämpökartta. Vasemmanpuoleisessa lämpökartassa on käytetty punai-
sen sävyero-ja kuvastamaan lämpötilaeroja ja oikeanpuoleisessa toisiinsa liittymättömiä värejä. 
 
Värejä ei tulisi käyttää liikaa. Suositus on käyttää korkeintaan 20 väriä, mutta ideaali 
määrä on noin kuusi. Yleensä väreistä kannattaa valita sellaiset, jotka eroavat toisis-
taan selkeästi. (Iliinsky & Steele, 2011) Jotkin väreistä eivät myöskään toimi yhdessä. 
Värit, jotka ovat kaukana väriympyrässä toisistaan, usein mielletään ristiriitaisiksi. 
Tällaisia värejä ovat esimerkiksi punainen ja sininen, jotka vierekkäin laitettuna voivat 
aiheuttaa välkkymistä, kun katsojan silmä ei kykene tarkentumaan, kuten kuvasta 50 
voidaan huomata. Punainen ja sininen sekä punainen ja vihreä voivat katsojan silmässä 
aiheuttaa välkyntää, mutta vastaavaa efektiä ei saada aikaan sinisen sävyeroilla tai har-
maasävyillä. Tätä voi kuitenkin myös käyttää hyödyksi ja saada näin katsojan huo-
mion. (Iliinsky & Steele, 2011)  
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Kuva 50. Esimerkki punaisen ja sinisen sekä punaisen ja vihreän värin käytöstä vierekkäin. 
Vastavärit ja ristiriitaiset värit voivat aiheuttaa välkyntää ja olla epämiellyttäviä. Esimerkkinä 
myös sini- sekä harmaasävyinen kuva, josta vastaavaa efektiä ei löydy. 
 
Värien ristiriitaisuudella voidaan saada aikaan myös illuusioita. (Ware, 2013) Kuvassa 
51 esitetään yksi tällainen illuusio. Punaisella ja keltaisella pohjalla on tummankeltai-
nen ympyrä. Punaisella pohjalla tämä ympyrä näyttää kuitenkin vaaleammalta kuin 
keltaisella pohjalla oleva, vaikka itse asiassa ympyrät ovat samanväriset. 
 
 
Kuva 51. Kuvailluusio, jossa keskellä oleva pallo näyttää eriväriseltä eri pohjalla, vaikka ky-
seessä on sama väri. 
 
Visualisointia suunniteltaessa ja värejä käytettäessä toivottavaa olisi ottaa huomioon 
värisokeat henkilöt. Tällöin tulee valita sellaisia värejä, jotka myös värisokeat henkilöt 
kykenevät erottamaan toisistaan. Yleensä vaikeuksia erottamisessa on punainen-vih-
reä -akselilla, kun taas keltainen-sininen -akselilla olevat värit pystytään hyvin erotta-
maan toisistaan. Tämä kuitenkin vähentää käytettävissä olevaa värivalikoimaa huo-
mattavasti. Värillä erotettavan kohteen koko voi myös vaikuttaa värien huomaami-
seen. Yleensä, mitä isompi alue on väritetty, sen helpompi värit on erottaa toisistaan. 
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Pienissä kohteissa voidaan käyttää mahdollisimman värikylläisiä värejä tehostamaan 
erotusta. (Ware, 2013) 
Ware (2013) sekä Iliinsky ja Steele (2011) listaavat 12 väriä, joita suositellaan käytet-
täväksi visualisoinneissa. Nämä värit on listattu taulukossa 6. Näillä väreillä ei kuiten-
kaan ole paremmuusjärjestystä eikä värien käyttöä ole rajattu pelkästään näihin värei-
hin.  
 
Taulukko 6. Kaksitoista datan visualisointiin suositeltua väriä. 
Punainen  
Vihreä  
Keltainen  
Sininen  
Musta  
Valkoinen  
Pinkki  
Syaani  
Harmaa  
Oranssi  
Ruskea  
Violetti  
 
Tufte (1990) ei ota kantaa siihen, mitkä värit olisivat parhaita visualisoinnissa. Tufte 
kuitenkin listaa neljä perussääntöä, joiden avulla suurimmat virheet värien käytössä 
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voidaan välttää. Ensimmäisenä sääntönä on kirkkaiden ja vahvojen värien säntillinen 
käyttö. Kuten aiemminkin mainittu, vierekkäin olevat vahvat ja ristiriitaiset värit voi-
vat aiheuttaa katsojan silmässä välkyntää, epämiellyttävyyttä ja jälkikuvia. Kun vah-
voja ja kirkkaita värejä käytetään säästäväisesti ja neutraalilla taustalla, saavutetaan 
lukijan huomio ilman, että kuvasta tulee sekava. (Tufte, 1990) 
Kuvassa 52 esitetään kolme eri tilannetta. Vasemmanpuoleisessa tilanteessa on käy-
tetty pelkästään harmaasävyjä, keskimmäisessä punaista tehostevärinä ja oikeanpuo-
leisessa tilanteessa pelkästään kirkkaita värejä. Kuvasta voidaan huomata, että keskim-
mäisen tilanteen punainen tehosteväri vetää katsojan huomion heti. Harmaasävyisessä 
kuvassa taas mikään pallo ei saavuta katsojan huomiota ja kirkkaista väreistä katsoja 
ei tiedä, mihin kiinnittää huomiota.  
 
 
Kuva 52. Kolme eri variaatiota samasta tilanteesta. Vasemmanpuoleisimmassa tilanteessa pallot 
ovat harmaasävyisiä, eikä mikään niistä kiinnitä katsojan huomiota. Keskimmäisessä tilanteessa 
katsojan huomio kiinnittyy punaisiin palloihin. Oikeanpuoleisessa tilanteessa kaikki pallot ovat 
erivärisiä, joten katsoja ei tiedä mihin hänen tulisi kiinnittää huomiota. 
 
Seuraavana sääntönä Tufte (2001) pitää kirkkaiden värien käyttöä valkoisen ympä-
röimänä, etenkin jos värejä on käytetty isolla alueella. Lukijalle kirkkaat värit, jotka 
on ympäröity valkoisella, voivat olla hyvin epämiellyttäviä. Kuvassa 53 on esimerkki 
tilanteesta, jossa on käytetty kirkkaita värejä valkoisen sekä harmaan ympäröimänä. 
Kuvasta huomataan, että harmaalla ympyröidyt pallot ovat lukijalle miellyttävämpiä 
katsella. Joillekin katsojille kirkkaat värit voivat aiheuttaa jo aiemmin mainittuja hait-
tavaikutuksia, mutta neutraaleilla sävyillä, kuten harmaalla, tätä samaa ilmiötä ei saada 
aikaan.  
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Kuva 53. Kirkkaiden värien käyttö valkoisella värillä ympäröitynä verrattuna harmaalla ympä-
röityihin kirkkaisiin väreihin. Harmaalla ympyröidyt pallot ovat lukijalle miellyttävämpi vaih-
toehto. 
 
Tuften (2001) kolmantena sääntönä on, että taustavärin tulisi olla vaimea ja antaa pie-
nempien ja kirkkaiden alueiden näkyä. Tämän vuoksi harmaa väri on yksi parhaimpia 
vaihtoehtoja taustaväriksi. Myös haaleat ja harmaaseen taittuvat sävyt ovat hyviä vaih-
toehtoja, jos visualisointi on muuten kirkas. Kuvassa 54 on esimerkki tilanteesta, jossa 
on käytetty kirkasta sekä harmaata väriä taustavärinä. Harmaa taustaväri antaa kuvaa-
jasta hillitymmän kuvan ja punasävyiset pallot erottuvat selkeästi. Vihreä taustakuva 
taas niin sanotusti hyppää katsojan silmille ja on epämiellyttävä. 
 
 
Kuva 54. . Sama kuvaaja eri taustavärillä esitettynä. Harmaalla taustalla oleva kuvaaja on kat-
sojalle miellyttävämpi vaihtoehto. 
 
Tuften (2001) neljäntenä sääntönä on värien yhtenäisyys. Jos kuva koostuu useam-
masta kuin kahdesta suuresta alueesta, jotka on väritetty eri väreillä, kuva ei ole yhte-
näinen. Yhtenäisyys kuitenkin säilyy, jos värejä sekoitetaan toisiinsa. Esimerkkinä 
tästä on kuvan 55 kuvitteellinen kartta. Kuva säilyy yhtenäisenä, koska sinistä väriä 
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on käytetty sekä kuvaamaan merta että järviä sekä vihreää kuvaamaan mannerta sekä 
saaria.  
 
 
Kuva 55. Kuvitteellinen kartta-alue, jossa vihreää on käytetty kuvaamaan maa-alueita ja sinistä 
vesialueita. 
 
 
3.8 Vuorovaikutteiset visualisoinnit 
Muuttumattomat datan visualisoinnit tarjoavat vain esikoostetun näkymän datasta, jo-
ten jos halutaan näyttää samasta tiedosta monia eri näkökulmia, joudutaan tarjoamaan 
monta eri näkymää. Tämän lisäksi monimuuttujadatan jokaisen muuttujan esittäminen 
yhtä aikaisesti yksittäisessä visualisoinnissa on hyvin hankalaa. Tällöin varteenotetta-
vana vaihtoehtona on interaktiivinen kuvaaja tai animaatio. Jos vaihtoehtoisia näkö-
kulmia ei haluta tai tarvita, tai visualisointi julkaistaan tulosteena, on muuttumaton 
kuvaaja silloin hyvä vaihtoehto. (Murray, 2013) 
Vuorovaikutteiset visualisoinnit voivat houkutella ihmisiä tutkimaan dataa itse. Vuo-
rovaikutteisen visualisoinnin avulla datasta voidaan sekä saada laaja yleiskuva että po-
rautua yksityiskohtiin. Näin voidaan huomioida myös eri kohderyhmät, jotka voivat 
tarvita visualisoidusta datasta eri tietoja. Interaktiivisuus voi myös kannustaa osallis-
tumaan eri tavalla kuin staattiset kuvaajat. Hyvin tehty interaktiivinen kuvaaja voi tun-
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tua enemmän jopa pelin pelaamiselta kuin kuvaajan katsomiselta ja näin ollen interak-
tiiviset kuvaajat voivat olla hyviä pitämään yllä mielenkiintoa käyttäjillä, jotka eivät 
muuten saattaisi välittää käsiteltävästä aiheesta tai datasta. (Murray, 2013) 
Java, JavaScript, Flash, Silverlight sekä monet muut ohjelmistotekniset työkalut ovat 
tehneet helpommaksi animaatioiden sekä vuorovaikutteisten visualisointien luonnin 
tietoteknisessä ympäristössä. Animaatiolla pystytään näyttämään välivaiheita tai 
kuinka data muuttuu ajan kulun myötä. Animaatio voi myös herättää uusia ajatuksia. 
Perusideana animaatiossa on kuvasarjojen, joissa visualisointi muuttuu, näyttäminen. 
Pienet muutokset kuvien välillä ymmärretään paremmin, kuin suuret. (Steele & 
Iliinsky, 2010) 
Animaatiot voivat kuitenkin myös epäonnistua, etenkin jos käytetty työkalu on väärä 
tai animaation tekoon ei ole perehdytty. Huonosti tehty animaatio, jolla ei ole selkeää 
tarkoitusta, aiheuttaa vain sekaannusta. Esimerkiksi jos kaikki animaation osat kulke-
vat eri suuntiin, katsojilla voi olla huomattavaa vaikeutta seurata niitä ja ymmärtää 
animaation ideaa. Neljän-viiden yksittäisen kohteen seuraaminen vielä onnistuu, mutta 
jos määrä ylittää tämän, kaikki ylimääräinen liike nähdään vain taustakohinana. 
(Steele & Iliinsky, 2010) 
Yksi esimerkki animoidusta sekä interaktiivisesta visualisoinnista löytyy osoitteesta 
http://map.norsecorp.com/v1/ nimeltään Norse Dark Intelligence. Sivusto toimii par-
haiten Google Chromella. Norse Dark Intelligence on Norse Corpin tekemä sivusto, 
joka visualisoi darkneteistä kerättyä verkkohyökkäysdataa. Sivusto visualisoi hyök-
käykset lähtömaasta kohdemaahan erivärisiä viivoja käyttäen riippuen hyökkäystyy-
pistä. Käyttäjä voi myös valita mitä dataa näytetään valitsemalla näytettävät hyök-
käykset joko lähtöpaikan, kohteen tai hyökkäystyypin perusteella valikoista. Visuali-
soinnin rakentamiseen on käytetty D3.js -kirjastoa. (Norse Corp, 2014) 
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Kuva 56. Norse Dark Intelligencestä otettu kuvakaappaus. 
 
Kuvassa 56 esitetään kuvakaappaus Norse Dark Intelligencestä. Kuvan oikeassa ylä-
kulmassa ovat hyökkäyksen kohteena olevat maat lueteltuna ja vasemmassa yläkul-
massa hyökkäyksen lähtömaat. Hyökkäykset on visualisoitu myös karttaan. Alhaalla 
oikealla luetellaan hyökkäystyypit, jotka ovat käynnissä erotettuina väreittäin. Kartalta 
nämä voidaan erottaa eri värien perusteella. Tämän lisäksi vasemmalla alakulmassa on 
lueteltu juuri nyt käynnissä olevat verkkohyökkäykset. Kuvassa 57 on tarkempi kuva-
kaappaus aiemmin luetelluista valikoista. 
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Kuva 57. Norse Dark Intelligencen infolaatikoista otettu kuvakaappaus. 
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4 VISUALISOINTITEKNOLOGIAT 
Tässä luvussa visualisointiteknologioista on esitelty R, D3 sekä Processing. R on il-
mainen ohjelmointikieli ja ohjelmistoympäristö tilastotieteelliselle laskennalle sekä vi-
sualisoinneille. Tämän tutkielman esimerkkeihin sekä kokeelliseen osuuden luontiin 
on käytetty R:ää. D3 on JavaScript-kirjasto, jolla voidaan luoda selaimeen avattavia 
visualisointeja. Processing on oma kielensä ja työympäristönsä, jolla erilaisia visuali-
sointeja voidaan luoda. Nämä visualisointiteknologiat on valittu esiteltäväksi niiden 
käyttäjämäärien sekä ilmaisuuden vuoksi. Processing on yksi ensimmäisiä visualisoin-
tikieliä, kun taas D3:n suosio perustuu siihen, että se toimii ilman asennettavia lisäosia 
selaimessa. Myös muita visualisointiteknologioita on olemassa, mutta niitä ei ole 
otettu esiteltäväksi tähän tutkielmaan. 
4.1 R 
R on ilmainen, GNU General Public License (GPL) versio 2.0:n alainen, ohjelmointi-
kieli ja ohjelmistoympäristö, joka on tarkoitettu etenkin tilastotieteelliseen laskentaan 
sekä tilastotieteellisten visualisointien luontiin. Se toimii suurimmalla osalla UNIX-
pohjaisista alustoista sekä Windowsilla että MacOS:llä. (“The R Project for Statistical 
Computing,” 2015)  
R:n nimi tulee R:n kehittäjien Robert Gentlemanin sekä Ross Ihakan etunimistä. Osal-
taan sen nimi on myös viittaus S-kieleen, jota on käytetty hyödyksi R:ää kehittäessä. 
(Hornik, 2015; Ihaka, 1998) 
R:llä on käytössä CRAN-niminen sivusto, johon kerätään materiaalia liittyen R:ään. 
Kerättävät materiaalit ovat esimerkiksi R itse, R:n dokumentaatio, laajennukset sekä 
binääritiedostot. CRAN on lyhenne sanoista The Comprehensive R Archive Network, 
ja se löytyy osoitteesta: https://cran.r-project.org/. (Hornik, 2015)  
Tässä tutkielmassa eniten käytetty R:n lisäkirjasto on ggplot2. Se on R:lle tarkoitettu 
kuvaajien piirtokirjasto, jonka ideana on parantaa R:n piirto-ominaisuuksia kuvaajien 
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suhteen. Se esimerkiksi parantaa yksityiskohtien lisäämistä ja muokkaamista. 
(Wickham, 2013) Myös muita kirjastoja on käytetty, mutta nämä ovat suurimmaksi 
osaksi olleet yksittäistapauksia, koska ggplot2 tai alkuperäinen R ei ole tarjonnut val-
mista ratkaisua kuvaajien piirtoa varten. Tällainen kirjasto on esimerkiksi puukuvaajan 
tekoon käytetty treemap-kirjasto.   
4.2 D3 
JavaScript on dynaaminen komentosarjakieli, joka syntaktisesti muistuttaa C-, C++- 
ja Java-kieliä. Toisin kuin edellä mainitut, JavaScript on dynaamisesti tyypitetty. Dy-
naamisesti tyypitetyssä kielessä muuttujien tyyppiä ei ole pakko määritellä ja tyyppi 
voi muuttua ajoaikaisesti. JavaScriptiä käytetään useimmin Internet-selaimissa esi-
merkiksi skriptien muodossa lisäämään vuorovaikutusta käyttäjän kanssa ja käyttäjälle 
näytettävän dokumenttisisällön muokkaamisessa. (Flanagan, 2006) 
Data-Driven Documents, eli lyhennettynä D3, D3.js, tai D3, on JavaScript-kielen kir-
jasto, jolla voidaan muokata datapainotteisia dokumentteja. Nimessä olevat sanat data, 
documents ja driven pohjautuvat ideaan, jonka mukaan datan tarjoaa käyttäjä, doku-
mentit ovat web-pohjaisia ja D3 suorittaa ajon, eli liittää datan dokumentteihin. Ni-
messä olevan kolmen d:n vuoksi nimi lyhennetään usein muotoon D3. Nimi on myös 
viittaus työkalun alla oleviin teknologioihin eli World Wide Webiin, joka voidaan ly-
hentää muotoon W3. (Murray, 2013)  
D3:n avulla dataa voidaan sijoittaa dokumenttioliomalliin eli DOM-rajapintaan, jonka 
jälkeen asiakirjaa voidaan muokata. D3:n avulla datasta on helppo tuottaa esimerkiksi 
HTML-taulukko tai SVG-pylväsdiagrammi. Myös CSS-muokkaukset ovat mahdolli-
sia. (Bostock, 2013) 
Toisin kuin Processing-kielessä (Processing-kieli käsitellään tarkemmin kappaleessa 
4.2), D3:n sanasto tulee suoraan web-standardeista. D3 pystyy myös käyttämään kaik-
kia Internet-selaimessa olevia ominaisuuksia heti. Jos toimittaja julkaisee päivityksen 
selaimeen, tulevat nämä ominaisuudet suoraan käyttöön myös D3:lle. D3:lla on myös 
helppoa tehdä vianjäljitystä selaimen omalla sisäänrakennetulla elementtitarkastajalla, 
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sillä D3:n muokkaamat solmut ovat sellaisia, joita selain ymmärtää ”natiivisti”. 
(Bostock, 2013)     
Nykyaikaisista selaimista D3 toimii useimmissa, paitsi Internet Explorer versiossa 8 
ja sitä aiemmissa versioissa. Sen toimivuus on testattu Firefoxilla, Chromella, Safa-
rilla, Operalla ja Internet Explorer -versioilla yhdeksästä ylöspäin. Vanhemmilla se-
laimilla D3 tarvitsee toimiakseen JavaScriptin ja W3C DOM API:n. Siinä tapauksessa, 
että selain ei tue näitä kahta, D3 ei toimi. Jos käyttäjä kuitenkin tahtoo käyttää SVG- 
tai CSS3-siirtymiä, pitää käytössä olla nykyaikainen selain. D3:a pystyy myös käyttä-
mään Node.js:llä. (“D3 Documentation,” 2015)  
Murrayn (2013) mukaan D3:n käyttö voidaan jakaa neljään välivaiheeseen: lataami-
seen (loading), sidontaan (binding), muuntamiseen (transforming) ja muutokseen 
(transitioning). Latausvaiheessa data ladataan selaimen muistiin. Sidontavaiheessa 
data sidotaan dokumentin elementteihin ja tarpeen vaatiessa luodaan uusia element-
tejä. Muuntovaiheessa elementtien visuaalisia ominaisuuksia muokataan niiden perus-
ominaisuuksien perusteella sopiviksi. Muutosvaiheessa elementtien tiloja vaihdetaan 
käyttäjän syötteen perusteella. Näistä vaiheista Murray pitää tärkeimpänä muuntovai-
hetta, koska siinä tapahtuu muuttujien muunto visualisoinniksi. (Murray, 2013)  
D3 ei kuitenkaan luo visualisointeja itsestään, vaan käyttäjän täytyy itse luoda visuali-
soinnit alusta asti. Poikkeuksena tähän ovat valmiit muiden käyttäjien luomat pohjat. 
D3:lla ei myöskään voida käyttää esimerkiksi Google Mapsin tarjoamia bittikartta-
muotoisia karttaruutuja, vaan paikkatietoista dataa luodessa on käytettävä muita vaih-
toehtoja, kun esimerkiksi SVG-kuvia tai GeoJSON dataa. (Murray, 2013) 
Murray (2013) myös muistuttaa, että käytettäessä D3:sta, visualisoitava data täytyy 
lähettää visualisoinnin mukana, koska koodi suoritetaan vasta käyttäjän puolella. Toi-
sin sanoen, D3-koodi suoritetaan vasta käyttäjän Internet-selaimessa, jolloin datan täy-
tyy olla koodin käytettävissä. Näin ollen D3:lla ei tulisi visualisoida salassa pidettävää 
tietoa. Murray (2001) kuitenkin huomauttaa, että jos ei alun alkaenkaan halua jakaa 
dataansa, miksi sitä silloin ylipäätään visualisoisi? (Murray, 2013) 
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4.3 Processing-kieli 
Processing-projekti aloitettiin keväällä 2001 ja sitä käytettiin ensimmäisen kerran Ja-
panissa elokuussa 2001. Alun perin Processing rakennettiin Java-kielen lisäosaksi, 
mutta se kasvoi alkuperäisestä muodostaan omaksi kielekseen ja työympäristökseen. 
Fryn (2007) mukaan Processing koostuu kehitysympäristöstä nimeltä The Processing 
Development Environment (PDE), ohjelmointirajapinnasta, syntaksista sekä aktiivi-
sesta verkkoyhteisöstä. PDE itsessään koostuu tekstieditorista, viestialueesta, teksti-
konsolista, välilehdistä tiedostojen hallintaan, työkalurivistä sekä useista valikoista.  
Processing itsessään on avoimen lähdekoodin työkalu, mutta sillä tehtyjen ohjelmien 
ei tarvitse olla avointa lähdekoodia. (Fry, 2007; “Processing: Environment,” 2015) 
Processingissa luodusta ohjelmasta käytetään nimeä sketch. Sketchit tallennetaan kan-
sioon, josta käytetään nimeä sketchbook. Processingilla koodin luomiseen käytetään-
kin joskus termiä sketching. Ideana on, että vaikka perustana on Java-ohjelmointikieli, 
olisi Processingilla ohjelmointi enemmän skriptauksen kaltaista. Kuitenkaan Proces-
sing ei ole skriptaus-kieli, vaan se käännetään Javan tapaan tavukoodiksi (bytecode). 
(Fry, 2007) 
Sketcheillä voidaan luoda sekä 2D- että 3D-grafiikkaa. Oletusarvoisesti käytössä oleva 
renderöijä kykenee tekemään 2D-grafiikkaa, mutta P3D-renderoijalla voidaan tehdä 
3D-grafiikkaa. P3D sisältää myös kameran kontrolloinnin, valotuksen sekä materiaa-
lit. Processing 3.0-version myötä käytössä on myös FX2D-renderöijä, joka on kuiten-
kin vielä vasta testikäytössä. (“Processing: Environment,” 2015) 
Processing on etenkin tarkoitettu visuaalisen taiteen ja visualisointien luomiseen. Alun 
perin Processing oli tarkoitettu opettamaan ohjelmoinnin alkeita visuaalisen ympäris-
tön avulla, mutta siitä kehittyi työkalu myös ammattilaisille. Processing on vaihtoehto 
maksullisille ja lisenssejä vaativille työkaluille. Pääasiallisesti Processingia kehitetään 
Bostonissa, mutta avoimen lähdekoodin ohjelmana myös käyttäjät voivat luoda sille 
uusia kirjastoja ja työkaluja. Processingista löytyykin yli sata käyttäjien luomaa kir-
jastoa eri tarkoituksiin, kuten esimerkiksi datan visualisoitiin. (“Processing: 
Overview,” 2015)  
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5 DATAN VISUALISOINTI KÄYTÄNNÖSSÄ 
Tähän tutkielmaan liittyvänä kokeellisena osiona toteutettiin visualisointi Ison-Britan-
nien poliisivoimien avoimesta datasta. Hyväksi käytettiin edellä mainittuja visuali-
sointimenetelmiä. Data-aineistona käytettiin Lontoon poliisivoimille ilmoitettuja ka-
tutason rikoksia ajalta tammikuu 2011 – syyskuu 2015. Datalähde on Open Goverment 
Licence -lisenssin alainen. Lisenssi löytyy liitteestä 3. Data-aineistosta löytyvät muut-
tujat on esitelty taulukossa 7. (“data.police.uk,” 2015) Data-aineisto visualisoitiin 
käyttämällä R:n versiota 3.2.2 (2015-08-14) ja RStudion versiota 0.99.489.  
 
Taulukko 7. Lontoon rikosaineiston muuttujat. 
Muuttujan nimi Tyyppi 
Crime ID (yksilöllinen tunnus) Kirjain- ja numerosarja 
Month (kuukausi) Vuosiluku-kuukausi (esim. 2015-01) 
Reported by (ilmoituksen tekijä) Tekstikenttä (City of London Police) 
Falls within (mille poliisipiirille tapaus 
kuuluu) 
Tekstikenttä (City of London Police) 
Longitude (pituusaste) Koordinaatti 
Latitude (leveysaste) Koordinaatti 
Location (paikka) Tekstikenttä (esim. On or near Silk Street) 
LSOA code (LSOA koodi) Kirjain- ja numerosarja (esim. 
E01000001) 
LSOA name (LSOA nimi) Tekstikenttä (esim. City of London 001A) 
Crime Type (rikoksen tyyppi) Tekstikenttä (esim. Anti-social behavior) 
Last outcome category (viimeisin tieto 
lopputuloksesta) 
Tekstikenttä (esim. Under investigation) 
Context (konteksti) Tekstikenttä 
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Datajoukon aineisto oli tallennettu csv-tiedostoihin kuukausittain. Jotta datajoukon ai-
neistoa ei joutuisi jokaisen visualisoinnin kohdalla lataamaan erikseen ja yhdistämään, 
tehtiin yhdistys R-koodilla ja tallennettiin tulokset tiedostoihin, jotka sisälsivät kunkin 
vuoden tiedot. Koodi löytyy liitteestä 4 kohdasta ”Koodi 1: Datasettien lataus ja tie-
dostoihin tallennus”.  
Tällä tavoin tallennettuja tiedostoja syntyi yhteensä viisi kappaletta. Tiedostojen ni-
meksi annettiin kuukaudet ja se vuosi, jonka tiedot tiedosto sisältää. Rivien määrä per 
tiedosto vaihteli noin 8500:sta 4700:aan. 
Vuoden 2015 rikospaikat ja rikosmäärät 
Aluksi visualisoitiin pelkästään syyskuun 2015 data. Koska data-aineisto sisälsi tiedot 
rikospaikoista koordinaattien tarkkuudella, R:lla luotiin aluksi karttapohja Lontoosta, 
johon luotiin rikospaikat pisteinä (kuva 58) seuraavalla R-koodilla: 
 
#käytössä olevat kirjastot 
library(ggmap) 
library(ggplot2) 
 
#luodaan kartan keskikohta 
paikka <- c(lon=-0.09,lat=51.515) 
#luodaan kartta keskikohdan perusteella, asetaan zoom oikein 
map <- get_map(location = paikka, maptype="roadmap", zoom = 14) 
 
#luetaan datasetit 
syyskuu <- read.csv("D:/Datasetit/syyskuu.csv", header=TRUE) 
 
#luodaan kartalle pisteet 
mapPoints <- ggmap(map) +  
  geom_point(data=syyskuu, aes(x=syyskuu$Longitude, 
y=syyskuu$Latitude, fill = "syyskuu"), size=4, 
shape=21)  
#piirretään kartta pisteineen 
mapPoints 
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Kuva 58. Lontoon rikospaikat syyskuussa 2015. 
 
Kuvasta 58 voidaan päätellä, että jonkin verran enemmän rikoksia tapahtuu Thames-
joen ympäristössä, mutta trendi ei ole selkeä. Tämän vuoksi kuvaan lisättiin myös datat 
ajalta tammikuu-elokuu 2015, jotta nähdään painottuvatko rikokset oikeasti lähemmäs 
jokea. Uusi kuva kartasta (kuva 59) piirrettiin R-koodilla, joka löytyy liitteestä 4 koh-
dasta ”Koodi 2: Kuva 59”. 
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Kuva 59. Lontoon tammikuu-syyskuu ajanjakson rikospaikat. 
 
Kuvassa 59 nähdään Lontoon tammikuu-syyskuu 2015 ajankohdan välillä tapahtunei-
den rikosten rikospaikat. Tästäkään kuvasta ei nähdä selkeää suuntausta sen suhteen, 
että jossain paikassa tapahtuisi enemmän rikoksia kuin muualla. Sen sijaan kartassa 
näyttäisi olevan enemmän sinisiä syyskuun pisteitä kuin muiden kuukausien pisteitä. 
Tämän vuoksi on tehty kuva 60 oheisella R-koodilla: 
 
#datasettien lataus 
kuukaudet2015 <- read.csv("D:/Datasetit/kuukaudet2015.csv", 
header=TRUE) 
 
#luodaan värit 
colors = c("darkorchid1", "darkolivegreen4", "cyan3",  
"chartreuse", "deeppink3", "mediumspringgreen", 
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"darkorange", "brown3", "cornflowerblue") 
 
#luodaan kuvaaja 
summat <- table(kuukaudet2015$Month) 
barplot(summat, main="Rikosten määrät vuonna 2015  
kuukausittain", xlab="Kuukausi", xaxt="n", 
col=colors, ylim=c(0, 600)) 
 
#luodaan värien selitykset 
legend("bottomright", title="Kuukaudet", c("Tammikuu",  
"Helmikuu", "Maaliskuu", "Huhtikuu",  
"Toukokuu","Kesakuu","Heinakuu","Elokuu", 
"Syyskuu"), fill = colors, inset=.07,  
pch=1, cex=0.9) 
 
 
Kuva 60. Rikosten määrät Lontoossa kuukausittain vuonna 2015. 
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Kuva 60 kuitenkin osoittaa, ettei rikoksia ole tehty sen enempää syyskuussa kuin mui-
nakaan kuukausina. Itse asiassa suurimmat rikosluvut löytyvät maalis-, kesä- sekä hei-
näkuulta. Kuvan 59 syyskuun iso osuus selittyykin luultavasti sillä, että R on piirtänyt 
kyseiset pisteet viimeisimpänä ja aiemmat pisteet ovat osaksi jääneet uusien alle pois 
näkyvistä. 
Vaikka mielenkiintoista olikin nähdä, painottuuko rikoksia tietyille alueille, oli kartta-
esitys tämän suhteen ongelmallinen. Toisaalta kartta havainnollistaa hyvin rikospaikat, 
mutta toisaalta pallot peittävät toisiaan. Tämän vuoksi osa visualisoinnista jää piiloon 
eikä tietoa voida sanoa kovin luotettavaksi. Määrien tarkistuksen vuoksi kuvaan 60 
valittu pylväskuvaaja taas esittää selkeästi, ettei rikoksia ole tiettyinä kuukausina ta-
pahtunut enempää. Pylväskuvaaja valittiin nimenomaan sen vuoksi, että siinä erottuvat 
hyvin määrien muutokset. 
Pylväskuvaajan ongelmaksi kuitenkin muodostui pylväiden selitykset. Selkein ku-
vaaja olisi ollut yksivärinen kuvaaja, mutta tällöin pylväiden nimet olisi pitänyt esittää 
x-akselilla. Tämä oli ongelmallista, koska kuukausien nimet eivät mahtuneet vierek-
käin ilman että joko tekstin kulmaa olisi muutettu tai kuvaajaa levennetty. Tämän 
vuoksi tehtiin valinta siitä, että eri kuukaudet on esitetty eri väreillä. Värien valinta oli 
kuitenkin myös ongelma, joten lopulta päädyttiin siihen, että lähinnä värit erottuvat 
toisistaan hyvin, jolloin kuukaudetkin erottuvat. Tämä ei välttämättä ole kuitenkaan 
esteettisin valintaperuste. 
Rikosmäärät rikostyypeittäin vuonna 2015 
Vuoden 2015 rikospaikkojen ja vuoden 2015 rikosmäärien lisäksi haluttiin tutkia ta-
pahtuuko tietyntyyppisiä rikoksia enemmän kuin muita rikoksia. Kuvaan 61 on tehty 
pylväskuvaaja rikosmääristä rikostyypeittäin vuodelta 2015 seuraavalla R-koodilla:  
 
#datasettien lataus 
kuukaudet2015 <- read.csv("D:/Datasetit/kuukaudet2015.csv", 
header=TRUE) 
 
#luodaan värit 
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colors = c("bisque", "bisque4", "blue 4", "cornflowerblue", 
"coral4","coral1", "chartreuse4", "cadetblue4", "dimgrey", 
"firebrick","darkseagreen", "gold4", "darkslategray", 
"gainsboro") 
 
#luodaan kuvaaja 
summat <- table(kuukaudet2015$Crime.type) 
barplot(summat, main="Rikosten määrä",xlab="Rikoksen tyyppi", 
xaxt="n", col=colors,ylim=c(0, 1200)) 
 
#luodaan värien selitykset 
legend("topright", rownames(summat), fill = colors, bty = "n") 
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Kuva 61. Rikosten määrät rikostyypeittäin vuonna 2015. 
Kuvan 61 perusteella voidaan sanoa, että “other theft” -tyyppisiä rikoksia tapahtuu 
enemmän kuin muita rikoksia. Seuraavaksi eniten tapahtuu ”anti-social behaviour” 
sekä ”violence and sexual offence” -tyyppisiä rikoksia. Vähiten tapahtuu ”possession 
of weapons” sekä ”robbery” -tyypin rikoksia. Vuoden 2015 datajoukosta kuitenkin 
puuttuvat vielä lokakuun, marraskuun sekä joulukuun data. 
Kuvaan 61 valittiin myös pylväskuvaaja nimenomaan sen vuoksi, että tarkoituksena 
oli tutkia määrien muutoksia eri rikostyyppien välillä. Myös tämän pylväskuvaajan 
kohdalla oli samoja ongelmia kuin kuvan 60 kohdalla. 
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Vuoden 2015 rikostutkimusten lopputulokset 
Näiden kuvaajien lisäksi visualisoitiin vielä vuoden 2015 rikostutkimusten lopputu-
lokset (kuva 62) tyypeittäin oheisella R-koodilla: 
 
#datasettien lataus 
kuukaudet2015 <- read.csv("D:/Datasetit/kuukaudet2015.csv", 
header=TRUE) 
 
#luodaan värit 
colors = c("bisque", "bisque4", "blue 4", "cornflowerblue",  
"coral4","coral1", "chartreuse4", "cadetblue4", "dimgrey", 
"firebrick","darkseagreen", "gold4", "darkslategray", 
"gainsboro", "darksalmon", "cadetblue", "deeppink",  
"chocolate1","deepskyblue", "dodgerblue4", "darkorchid",  
"gold", "darkturquoise") 
 
#luodaan kuvaaja 
summat <- table(kuukaudet2015$Last.outcome.category) 
barplot(summat, main="Rikosten lopputulokset",xlab="Lopputulos", 
xaxt="n", col=colors,ylim=c(0, 2000)) 
 
#luodaan värien selitykset 
legend("topright", rownames(summat), fill = colors, bty = "n") 
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Kuva 62. Rikostutkimusten lopputulokset vuonna 2015. 
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Kuvasta 62 voidaan päätellä, että suurin osa rikoksista jää lopputulokseltaan epäsel-
väksi eikä epäiltyä voida tunnistaa. Kuvaajassa näkyvä ensimmäinen palkki taas ku-
vastaa niin data-aineiston tyhjiä rivejä eli lopputulosta ei ole edes kirjattu. Toiseksi 
suurin määrä tapauksia on tutkinnassa olevat tapaukset. Loput tapauksista jäävät mää-
rältään viiden sadan alle. Näistä eniten tapauksia on ”unable to prosecute suspect” eli 
epäiltyä ei voida asettaa syytteeseen. Toiseksi eniten ”awaiting court income” eli odo-
tetaan oikeiden päätöstä ja kolmanneksi ”offender given a caution” eli syyllinen on 
selvinnyt varoituksella. 
Kuvan 62 pylväskuvaaja on ongelmallisin pylväskuvaaja verrattuna kuviin 60 ja 61. 
Määrien muutokset ovat todella suuria, joten vaikka pylväskuvaaja on mainio esittä-
mään määrien muutoksia, nähdään tästä kuvaajasta lähinnä erot suurimpien muuttujien 
välillä. Pieniä määriä sisältävät muuttujat hukkuvat kuvaajaan. Myös se, että data-ai-
neistossa on tyhjiä rivejä osaltaan voi huijata kuvaajan tulkintaa. Joissain tapauksissa 
kuitenkin tieto myös siitä, että joidenkin tapauksia ei ole kirjattu, voi olla tärkeä tieto 
organisaatiolle.  
Kuvan 62 pylväskuvaajassa oli myös sama ongelma kuin aiemmissa kuvaajissa: seli-
tetekstit eivät mahtuneet x-akselille. Väreihin liittyen syntyi nyt myös kuitenkin uusi 
ongelma: muuttujia on todella paljon. Muuttujia kuvaajassa on yhteensä 23, joten toi-
sistaan erottuvia värejä oli hankala löytää.   
Vuosien 2011–2015 rikosmäärät 
Kuvassa 63 on tehty vuosien 2011–2015 eri rikosmääristä viivakuvaaja. Kuvaan käy-
tetty R-koodi löytyy liitteestä 4 kohdasta ”Koodi 3: Kuva 63”. 
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Kuva 63. Lontoon rikosmäärät kuukausittain vuosina 2011–2015. 
 
Kuvaajan 63 perusteella voidaan sanoa vuonna 2011 esiintyneen eniten rikoksia. Tosin 
vuoden 2011 lokakuussa on esiintynyt vähemmän rikoksia kuin muiden vuosien loka-
kuussa. Myös vuonna 2012 on esiintynyt enemmän rikoksia kuin vuosina 2013, 2014 
ja 2015. Vuoden 2015 osalta lokakuun, marraskuun ja joulukuun data uupuu, joten 
niiden kuukausien rikosmääristä ei vielä voida sanoa mitään. Rikosmäärät näyttävät 
kuitenkin vähentyneen vuosien saatossa. 
Vuosilta 2013, 2014 ja 2015 on myös huomattavissa jonkinlaista trendiä rikosmäärien 
suhteen. Kuvaajan perusteella maaliskuun jälkeen tapahtuu lievää loivenemaa rikos-
määrissä. Määrä taas kasvaa heinäkuussa, mutta laskee elo- ja syyskuussa, kunnes taas 
lokakuussa rikosmäärät nousevat. Vuonna 2014 eniten rikoksia on tapahtunut marras-
kuussa, vuonna 2013 lokakuussa, vuonna 2012 heinäkuussa ja vuonna 2011 maalis-
kuussa.  
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Vaikka tässäkin tapauksessa verrataan määrien muutoksia, valittiin kuvaajaksi viiva-
kuvaaja. Tämä tehtiin sen takia, että kyseessä on enemmän aikasarjakuvaaja ja kuvaaja 
sisältää tiedot sekä vuodelta 2013, 2014 ja 2015, jolloin viivakuvaaja on ehkä hitusen 
selkeämpi. Kuvaaja olisi voitu luoda myös pylväskuvaajana. Kuvaajan valinta tässä 
tapauksessa olikin ehkä enemmän makuasia. Kuvaajan viivojen erotteluun valittiin 
tässä tapauksessa värit eri kuvioiden sijaan, sillä viivat ovat osittain päällekkäisiä, jol-
loin viivojen erotus toisistaan olisi voinut olla hyvin hankalaa. 
Prosentuaaliset erot rikosmäärissä vuosina 2011–2015 
Datajoukosta luotiin vielä ympyrädiagrammi kuvaamaan prosentuaalisia eroja rikos-
ten määrästä vuosina 2011–2015 (kuva 64). Kuvaan käytetty koodi löytyy liitteestä 4 
kohdasta ”Koodi 4: Kuva 64”. 
 
 
Kuva 64. Ympyrädiagrammi vuosittaisten rikosmäärien prosentuaalisista osuuksista vuosina 
2011–2015. 
 
Kuvan 64 ympyrädiagrammin perusteella voidaan myös sanoa, että vuonna 2011 ri-
koksia oli eniten. Vuonna 2015 näyttäisi olleen vähiten rikoksia, mutta se voi myös 
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johtua siitä, että vuoden 2015 datajoukosta puuttuvat tiedot lokakuulta, marraskuulta 
sekä joulukuulta. Rikosmäärät ovat kuitenkin vähentyneet vuodesta 2011 alkaen. 
Ympyrädiagrammi valittiin sen vuoksi, että haluttiin hahmottaa prosentuaalisia eroja 
eri vuosien rikosmääristä. Ympyrädiagrammin suhteen tässä kävi tuuri, sillä yksi vuo-
sista sattui olemaan 25 %, jolloin kuvaajan tulkintakin on helppoa. Muussa tapauk-
sessa luultavasti pylväskuvaajan käyttö olisi ollut selkeämpää. Ympyrädiagrammin 
olisi myös voinut jättää yksisävyiseksi tai harmaasävyiseksi, koska selitetekstit sisäl-
tyvät kuvaajaan sektoreihin. Värit valittiinkin mukaan lähinnä sen vuoksi, ettei ku-
vaaja olisi tylsä.  
Vuoden 2012–2015 rikosmäärät, joissa epäiltyä ei tunnistettu 
Koska vuoden 2015 datajoukossa suurimmasta osasta rikoksia epäiltyä ei tunnistettu, 
tahdottiin vielä selvittää miten monta epäiltyä jää selvittämättä vuosittain. Vuoden 
2011 data jäi tältä osin käsittelemättä, sillä vuoden 2011 datajoukossa ei ollut kirjattu 
rikosten lopputuloksia ylös. Kuvassa 65 on tehty pylväskuvaaja vuosien 2012–2015 
yhteismääristä niiden rikoksien suhteen, joiden lopputulos oli ” Investigation comp-
lete; no suspect identified” R-koodilla, joka löytyy liitteestä 4 kohdasta ”Koodi 5: 
Kuva 65”. 
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Kuva 65. Rikosten, joissa epäiltyä ei kyetty tunnistamaan, määrät vuosina 2012–2015. 
Kuvan 65 perusteella voidaan sanoa, että rikokset, joissa epäiltyä ei voida tunnistaa 
ovat vähentyneet vuodesta 2013. Vuonna 2014 ja 2015 rikoksia on ollut sama määrä, 
mutta koska vuoden 2015 datajoukko on vielä vajaa, voi määrä kasvaa. Vuoden 2012 
taso on ollut melko sama vuoden 2014 kanssa. Vuodelta 2011 dataa ei ole. 
Koska kyseessä oli jälleen kerran määrien muutos, päädyttiin pylväskuvaajaan. Tällä 
kertaa kuvaajan olisi voinut jättää yksiväriseksi, koska selitetekstit ovat x-akselissa 
mukana, mutta kuvaajasta haluttiin näyttävämpi. 
Vuoden 2012–2015 rikosmäärät, joissa epäiltyä ei tunnistettu, kuukausittain 
Tämän lisäksi haluttiin selvittää vaikuttaako kuukausi siihen, ettei rikoksien epäiltyjä 
kyetä tunnistamaan. Kuvassa 66 on tehty viivakuvaaja eri vuosien kuukausittaisista 
määristä R-koodilla, joka löytyy liitteestä 4 kohdasta ”Koodi 6: Kuva 66”. 
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Kuva 66. Rikosten, joissa epäiltyä ei kyetty tunnistamaan, määrät vuosina 2012–2015 jaotel-
tuina kuukausittain. 
 
Kuvasta 66 ei voida huomata mitään selkeää trendiä sen suhteen, että joinain tiettyinä 
kuukausina epäiltyjä ei kyettäisi tunnistamaan. Sen sijaan kuvaajasta voidaan nähdä, 
että vuonna 2012 etenkin heinäkuussa on ollut paljon rikoksia, jolloin epäiltyä ei ole 
voitu tunnistaa. Sen sijaan vuoden 2015 maaliskuusta eteenpäin määrät ovat vähenty-
neet. 
Kuten myös kuva 63, myös kuva 66 olisi voitu tehdä pylväskuvaajana. Kuvaajaksi 
valittiin kuitenkin viivakuvaaja osaltaan vaihtelun vuoksi. Kuten kuvan 63 kohdalla, 
myös kuvassa 66 valittiin värit erottamaan viivoja toisistaan, etteivät viivat mene se-
kaisin pelkkien symbolien käytön vuoksi.  
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Johtopäätökset 
Käytännön osuuden ja aiempien teorialukujen perusteella voidaan sanoa, että pylväs-
kuvaaja on yksi helpompia kuvaajia käyttää, sillä se tuntuu sopivan melkein joka ti-
lanteeseen. Toisaalta, pylväskuvaajalle löytyy myös hyviä vaihtoehtoja, joita voi käyt-
tää, jos tilanne niin sallii. Ympyrädiagrammin kohdalla täytyy tosin olla varuillaan, 
sillä vaikka se on esteettisesti miellyttävä, täytyy mielessä pitää myös se, että se välit-
tää tiedon myös katsojalle. 
Käytännön osuuden perusteella voidaan myös sanoa, että datan visualisointi on vai-
keaa. Vaikka menetelmä itsessään olisi oikea, sisältää jokainen menetelmä valintoja, 
joilla kuvaaja voi mennä pieleen. Esimerkiksi jo se, että kirjoitetaanko selitetekstit x-
akselille vai ilmoitetaanko muuttujat jollain muulla tavalla, voi muuttaa sekä kuvaajan 
ulkonäköä ja sen luettavuutta.  
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6 POHDINTA 
Datamäärien kasvun myötä datan visualisoinnin tarve on yleistynyt. Datan sisältämä 
tieto voidaan joissain tapauksissa nähdä vasta visualisoinnin jälkeen. Muun muassa 
Tuften (2001) mielestä datan kuvaus graafisessa muodossa voi datan sisältämän tiedon 
kannalta olla oleellisempi vaihtoehto kuin pelkillä luvuilla esitetyt tulokset. Kuuselan 
(2000) mukaan oikein ja hyvin laadittu visualisointi kertookin hetkessä asiasta paljon 
enemmän kuin tekstimuodossa kyetään ilmaisemaan.  
Mitään yleispätevää ohjetta täydellisen datan visualisoinnin luomiseen ei ole. Eri tut-
kijat painottavat selkeästi eri aiheita ja omia mieltymyksiään datan visualisointien suh-
teen. Osaltaan koen, että tämä voi johtua siitä, että jokaisella on oma maksunsa sen 
suhteen mikä koetaan esteettisesti viehättäväksi. Tämän vuoksi esimerkiksi kirkkaista 
väreistä pitävä saattaa luoda paljon kirkkaita värejä sisältäviä kuvaajia, mutta hillitym-
piin sävyihin mieltynyt saattaa pitää niitä liian hyökkäävinä. 
Eriä mielipiteitä löytyi etenkin Tuften (2001) määrittelemän tarpeettoman data-mus-
teen että datattoman musteen käytön suhteen. Data-musteella Tufte (2001) tarkoittaa 
kuvaajan ydintä, jota ei voida poista ilman, että kuvaajan välittämä tieto katoaa. Few 
(2009) on samoilla linjoilla Tuften kanssa datattoman musteen poiston suhteen, jos 
sillä ei ole kuvaajassa tarkoitusta. Mielestäni tämän ohjeen orjallinen noudattaminen 
voi kuitenkin joissain tilanteissa aiheuttaa liian pelkistettyjen visualisointien syntymi-
sen. Datattomalla musteella voidaan kuitenkin piristää kuvaajan ulkoasua ja näin ollen 
jopa saada lukija muistamaan visualisointi paremmin. 
Kritiikkiä Tuftea (2001) kohtaan löytyi etenkin tarpeettoman musteen poiston suhteen. 
Few (2009) etenkin on kritisoinut Tuftea siitä, että tätä periaatetta noudattamalla lo-
pulta esimerkiksi pylväskuvaajaan jäisivät jäljelle pylväistä pelkät viivat, sillä pylvään 
korkeuden pystyy näkemään jo pelkästään pylvään reunaviivoista. Vaikka tämä kri-
tiikki on mielestäni aiheellista, on Fewin esimerkki kuitenkin hieman kärjistetty, eten-
kin kun Tufte (2001) on myöntänyt, että tarpeettomallakin musteella voi olla käyt-
tönsä.  
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Visualisointien värien käytöstä on myös eriäviä mielipiteitä. Kuusela (2000) ja Tufte 
(2001) ovat molemmat sitä mieltä, että tummuusasteiden käyttö eli käytännössä har-
maan eri sävyjen käyttö on yleensä paras vaihtoehto. Tufte (2001) perustelee tätä eten-
kin sillä, että yksittäisen värin eri tummuusasteilla on myös luonnollinen ja selvä hie-
rarkia. Tufte (2001) myös huomauttaa, että värit voivat myös haitata visualisoinnin 
luettavuutta sen sijaan, että ne selventäisivät dataa.  
Steelen ja Iliinskyn (2010) mielestä värit taas ovat yksi väärinkäytetympiä ja laimin-
lyödyimpiä työkaluja. Osaltaan väärinkäyttö selittyy väärien värien valinnalla ja luot-
tamalla ohjelmistojen valmiisiin värimaailmoihin, jotka eivät välttämättä aina ole se 
paras vaihtoehto. Tätä kautta ajattelemalla ymmärrän Tuften (2001) esittämän ajatuk-
sen siitä, että värit voivat haitata enemmän kuin olla hyödyksi. Datan visualisoinnin 
menetelmästä riippuen väärän värin valinta voi pilata koko visualisoinnin.  
Toisaalta ihminen kykenee huomaamaan värierot hyvin nopeasti, joka auttaa visuali-
soinnin tulkinnassa (Steele & Iliinsky, 2010). Kuusela (2000) huomauttaa, että esimer-
kiksi viivakuvioissa esityksen viivojen erottamisessa eri värit voivat auttaa erottamaan 
viivat toisistaan paremmin kuin erilailla kuvioidut viivat. Omasta mielestäni värien 
käyttö visualisointeja tehdessä on hyvin perusteltua, mutta värien valinnassa tulee olla 
hyvin tarkkana. Värejä valitessa tulee ottaa huomioon mahdolliset rajoitukset lukijoi-
den näkökyvyssä sekä mahdolliset kulttuuririippuvaiset symboliset merkitykset. Tämä 
voi olla hyvin vaikea tehtävä. 
Tulevaisuudessa yksi datan visualisoinnin haasteista mielestäni tulee olemaan datan 
visualisoijien luojat. Jo aiemmin tutkielmassa mainittu Tuften (2001) esille nostama 
haaste datan visualisoinnissa on se, etteivät datan visualisointeja luo datan visualisoin-
nin ammattilaiset vaan yleensä graafikot. Tämä mielestäni osaltaan johtuu siitä, ettei 
datan visualisoinnin ammattilaisia oikeastaan vielä ole. Graafikot taas osaltaan painot-
tavat visualisoinneissa kuvaajan graafista puolta eli että kuvaaja on esteettinen, graa-
fisesti näyttävä ja katsojaa kiinnostava. Toisaalta ymmärtääkseni graafikot ovat hyvin 
perillä värimaailmoista ja siitä, mikä yleisesti koetaan esteettisesti miellyttäväksi. Tätä 
ei mielestäni kuitenkaan saisi tapahtua niin, että itse datan välittämä tieto vääristyy. 
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Myös Kuusela (2000) ottaa kantaa asiaan mainitsemalla, etteivät graafikot välttämättä 
itse edes saa päättää millaisen kuvion tekevät, vaan ohjeistus tulee työnantajalta kuten 
esimerkiksi toimittajilta tai tutkijoilta. Mielestäni näin ollen saatetaan kuvion luomis-
prosessista kadottaa myös visuaalisen esittämisen taito. 
Kuusela (2000) ottaa myös esille tärkeän huomion: kuviot saavat valehdella. Jos tau-
lukossa esitetään virheellisiä lukuja, koetaan se valehteluna, mutta vastaavasti vääris-
tynyt tai harhaanjohtava tilastokuvio ei sitä ole. (Kuusela, 2000) Olen huomannut, että 
osa julkaistuista datan visualisoinneista saattaa käyttää tätä jopa hyväkseen. Vääristy-
neitä tai harhaanjohtavia visualisointeja luodaan tahallisesti, jonka jälkeen lukijat saa-
vat asiasta vääristyneen kuvan. Tällä tietty voidaan ohjata esimerkiksi lukijoiden käyt-
täytymistä ja asiasta syntyviä mielikuvia.  
Käytännön osuuden perusteella voidaan todeta visualisoinnin olevan vaikeaa. Tämän 
vuoksi onkin helppo ymmärtää haaste siitä, että visualisoinneista tulee harhaanjohtavia 
tai vääristyneitä. On helpompaa tehdä huono tai keskinkertainen visualisointi kuin 
hyvä visualisointi.  
Oikean visualisointimenetelmän valinta voi olla hyvin hankalaa. Käytännön osuutta 
tehdessä huomasin, että helposti tuli valittua aina pylväskuvaaja, sillä se yksinkertai-
sesti on visuaalisesti helposti ymmärrettävissä. Vaihtoehtoja sillekin kuitenkin löytyy 
tietyissä tilanteissa (kuten esimerkiksi viivakuvaajat). Menetelmän valinnassa täytyy 
kuitenkin olla tarkkana, jottei kuvaaja käytetyn menetelmän vuoksi ole harhaanjohtava 
tai hankalasti luettava, kuten esimerkiksi ympyrädiagrammit voivat joskus olla. Niil-
läkin voi kuitenkin olla käyttönsä. 
Ongelmia voi myös tulla vaikka visualisointimenetelmä itsessään olisi oikea. Kuten 
teorialuvuissa aiemmin esitettiin sisältää jokainen menetelmä vielä itsessään ongelmia, 
jotka tulee ottaa huomioon visualisointimenetelmää käytettäessä. Viimeisimpänä on-
gelmana on tietysti myös värien käyttö ja niiden valinta. Käytännön osuutta tehdessä 
värien valinta koituikin melkoiseksi ongelmaksi, etenkin jos värejä piti olla paljon. 
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Liite 1: R-esimerkki Anscomben kvartetista 
 
#tarvittavat kirjastot 
library(ggplot2) 
library(gridExtra) 
 
#tallennetaan kuvaajat muuttujiin p1, p2, p3, p4 
#geom_point piirtää halutut datapisteet 
#scale_x ja scale_y_continous asettaa y ja x-akselit 
#expand_limits asettaa kuvaajan alkamaan halutusta pisteestä eli 
0,0 
#labs on otsikko 
p1 <- ggplot(anscombe) + geom_point(aes(x1,y1), color="coral", 
size = 4) + 
  scale_x_continuous(breaks=seq(0, 20, 2)) + 
scale_y_continuous(breaks = seq(0, 12, 2)) + 
  geom_abline(intercept = 3, slope = 0.5, color = "dodgerblue4") 
+ 
  expand_limits(x=0, y=0) + 
  labs(title = "1. datasetti") 
 
p2 <- ggplot(anscombe) + geom_point(aes(x2,y2), color="coral", 
size = 4) + 
  scale_x_continuous(breaks=seq(0, 20, 2)) + 
scale_y_continuous(breaks = seq(0, 12, 2)) + 
  geom_abline(intercept = 3, slope = 0.5, color = "dodgerblue4") 
+ 
  expand_limits(x=0, y=0) + 
  labs(title = "2. datasetti") 
 
p3 <- ggplot(anscombe) + geom_point(aes(x3,y3), color="coral", 
size = 4) + 
  scale_x_continuous(breaks=seq(0, 20, 2)) + 
scale_y_continuous(breaks = seq(0, 12, 2)) + 
  geom_abline(intercept = 3, slope = 0.5, color = "dodgerblue4") 
+ 
  expand_limits(x=0, y=0) + 
  labs(title = "3. datasetti") 
 
 108 
 
p4 <- ggplot(anscombe) + geom_point(aes(x4,y4), color="coral", 
size = 4) + 
  scale_x_continuous(breaks=seq(0, 20, 2)) + 
scale_y_continuous(breaks = seq(0, 12, 2)) + 
  geom_abline(intercept = 3, slope = 0.5, color = "dodgerblue4") 
+ 
  expand_limits(x=0, y=0) + 
  labs(title = "4. datasetti") 
 
#asetellaan kuvaajat ruudukkoon niin että rivillään on 2 
grid.arrange(p1, p2, p3, p4, ncol=2, nrow=2) 
 
 
 
 
 
 
 
 
 
 
 
 
 109 
 
Liite 2: Creative Commons Attribution-ShareAlike 4.0 Interna-
tional -lisenssi 
You are free to: 
 Share — copy and redistribute the material in any medium or format  
 Adapt — remix, transform, and build upon the material  
for any purpose, even commercially.  
The licensor cannot revoke these freedoms as long as you follow the license terms. 
Under the following terms: 
 Attribution — You must give appropriate credit, provide a link to the license, 
and indicate if changes were made. You may do so in any reasonable manner, 
but not in any way that suggests the licensor endorses you or your use.  
 ShareAlike — If you remix, transform, or build upon the material, you must 
distribute your contributions under the same license as the original.  
No additional restrictions — You may not apply legal terms or technological 
measures that legally restrict others from doing anything the license permits.  
Lisenssin voi lukea myös osoitteesta: http://creativecommons.org/licenses/by-sa/4.0 
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Liite 3: Open Government Licence for public sector infor-
mation 
You are encouraged to use and re-use the Information that is available under this li-
cence freely and flexibly, with only a few conditions. 
Using Information under this licence 
Use of copyright and database right material expressly made available under this li-
cence (the 'Information') indicates your acceptance of the terms and conditions be-
low. 
The Licensor grants you a worldwide, royalty-free, perpetual, non-exclusive licence 
to use the Information subject to the conditions below.  
This licence does not affect your freedom under fair dealing or fair use or any other 
copyright or database right exceptions and limitations. 
You are free to: 
 copy, publish, distribute and transmit the Information; 
 adapt the Information; 
 exploit the Information commercially and non-commercially for example, by 
combining it with other Information, or by including it in your own product 
or application. 
You must (where you do any of the above): 
 acknowledge the source of the Information in your product or application by 
including or linking to any attribution statement specified by the Information 
Provider(s) and, where possible, provide a link to this licence; 
 If the Information Provider does not provide a specific attribution statement, you 
must use the following: 
 Contains public sector information licensed under the Open Government Licence 
v3.0. 
If you are using Information from several Information Providers and listing multiple 
attributions is not practical in your product or application, you may include a URI or 
hyperlink to a resource that contains the required attribution statements. 
These are important conditions of this licence and if you fail to comply with them the 
rights granted to you under this licence, or any similar licence granted by the Licen-
sor, will end automatically. 
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Exemptions  
This licence does not cover: 
 personal data in the Information; 
 Information that has not been accessed by way of publication or disclosure 
under information access legislation (including the Freedom of Information 
Acts for the UK and Scotland) by or with the consent of the Information Pro-
vider; 
 departmental or public sector organisation logos, crests and the Royal Arms 
except where they form an integral part of a document or dataset;  
 military insignia; 
 third party rights the Information Provider is not authorised to license;  
 other intellectual property rights, including patents, trade marks, and design 
rights; and 
 identity documents such as the British Passport 
Non-endorsement 
This licence does not grant you any right to use the Information in a way that sug-
gests any official status or that the Information Provider and/or Licensor endorse you 
or your use of the Information. 
No warranty 
The Information is licensed 'as is' and the Information Provider and/or Licensor ex-
cludes all representations, warranties, obligations and liabilities in relation to the In-
formation to the maximum extent permitted by law.  
The Information Provider and/or Licensor are not liable for any errors or omissions 
in the Information and shall not be liable for any loss, injury or damage of any kind 
caused by its use. The Information Provider does not guarantee the continued supply 
of the Information. 
Governing Law 
This licence is governed by the laws of the jurisdiction in which the Information Pro-
vider has its principal place of business, unless otherwise specified by the Infor-
mation Provider. 
Definitions 
In this licence, the terms below have the following meanings: 
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'Information' means information protected by copyright or by database right (for ex-
ample, literary and artistic works, content, data and source code) offered for use un-
der the terms of this licence.  
'Information Provider' means the person or organisation providing the Information 
under this licence. 
'Licensor' means any Information Provider which has the authority to offer Infor-
mation under the terms of this licence or the Controller of Her Majesty's Stationery 
Office, who has the authority to offer Information subject to Crown copyright and 
Crown database rights and Information subject to copyright and database right that 
has been assigned to or acquired by the Crown, under the terms of this licence. 
'Use' means doing any act which is restricted by copyright or database right, whether 
in the original medium or in any other medium, and includes without limitation dis-
tributing, copying, adapting, modifying as may be technically necessary to use it in a 
different mode or format. 
'You', 'you' and 'your' means the natural or legal person, or body of persons corporate 
or incorporate, acquiring rights in the Information (whether the Information is ob-
tained directly from the Licensor or otherwise) under this licence. 
About the Open Government Licence 
The Controller of Her Majesty's Stationery Office (HMSO) has developed this li-
cence as a tool to enable Information Providers in the public sector to license the use 
and re-use of their Information under a common open licence. The Controller invites 
public sector bodies owning their own copyright and database rights to permit the use 
of their Information under this licence. 
The Controller of HMSO has authority to license Information subject to copyright 
and database right owned by the Crown. The extent of the Controller's offer to li-
cense this Information under the terms of this licence is set out in the UK Govern-
ment Licensing Framework. 
This is version 3.0 of the Open Government Licence. The Controller of HMSO may, 
from time to time, issue new versions of the Open Government Licence. If you are 
already using Information under a previous version of the Open Government Li-
cence, the terms of that licence will continue to apply. 
These terms are compatible with the Creative Commons Attribution License 4.0 and 
the Open Data Commons Attribution License, both of which license copyright and 
database rights. This means that when the Information is adapted and licensed under 
either of those licences, you automatically satisfy the conditions of the OGL when 
you comply with the other licence. The OGLv3.0 is Open Definition compliant. 
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Further context, best practice and guidance can be found in the UK Government Li-
censing Framework section on The National Archives website. 
Lisenssin voi lukea myös osoitteesta: http://www.nationalarchives.gov.uk/doc/open-
government-licence/version/3/ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 114 
 
Liite 4: R-koodit kappaleeseen “Datan visualisointi käytän-
nössä” 
 
Koodi 1: Datasettien lataus ja tiedostoihin tallennus 
 
#datasettien lataus 
#2015 
tammi2015 <- read.csv("D:/Datasetit/tammikuu.csv", header=TRUE) 
helmi2015 <- read.csv("D:/Datasetit/helmikuu.csv", header=TRUE) 
maalis2015 <- read.csv("D:/Datasetit/maaliskuu.csv", 
header=TRUE) 
huhti2015 <- read.csv("D:/Datasetit/huhtikuu.csv", header=TRUE) 
touko2015 <- read.csv("D:/Datasetit/toukokuu.csv", header=TRUE) 
kesa2015 <- read.csv("D:/Datasetit/kesakuu.csv", header=TRUE) 
heina2015 <- read.csv("D:/Datasetit/heinakuu.csv", header=TRUE) 
elo2015 <- read.csv("D:/Datasetit/elokuu.csv", header=TRUE) 
syys2015 <- read.csv("D:/Datasetit/syyskuu.csv", header=TRUE) 
 
#2014 
tammi2014 <- read.csv("D:/Datasetit/2014/tammikuu.csv", 
header=TRUE) 
helmi2014 <- read.csv("D:/Datasetit/2014/helmikuu.csv", 
header=TRUE) 
maalis2014 <- read.csv("D:/Datasetit/2014/maaliskuu.csv", 
header=TRUE) 
huhti2014 <- read.csv("D:/Datasetit/2014/huhtikuu.csv", 
header=TRUE) 
touko2014 <- read.csv("D:/Datasetit/2014/toukokuu.csv", 
header=TRUE) 
kesa2014 <- read.csv("D:/Datasetit/2014/kesakuu.csv", 
header=TRUE) 
heina2014 <- read.csv("D:/Datasetit/2014/heinakuu.csv", 
header=TRUE) 
elo2014 <- read.csv("D:/Datasetit/2014/elokuu.csv", header=TRUE) 
syys2014 <- read.csv("D:/Datasetit/2014/syyskuu.csv", 
header=TRUE) 
loka2014 <- read.csv("D:/Datasetit/2014/lokakuu.csv", 
header=TRUE) 
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marras2014 <- read.csv("D:/Datasetit/2014/marraskuu.csv", 
header=TRUE) 
joulu2014 <- read.csv("D:/Datasetit/2014/joulukuu.csv", 
header=TRUE) 
 
#2013 
tammi2013 <- read.csv("D:/Datasetit/2013/tammikuu.csv", 
header=TRUE) 
helmi2013 <- read.csv("D:/Datasetit/2013/helmikuu.csv", 
header=TRUE) 
maalis2013 <- read.csv("D:/Datasetit/2013/maaliskuu.csv", 
header=TRUE) 
huhti2013 <- read.csv("D:/Datasetit/2013/huhtikuu.csv", 
header=TRUE) 
touko2013 <- read.csv("D:/Datasetit/2013/toukokuu.csv", 
header=TRUE) 
kesa2013 <- read.csv("D:/Datasetit/2013/kesakuu.csv", 
header=TRUE) 
heina2013 <- read.csv("D:/Datasetit/2013/heinakuu.csv", 
header=TRUE) 
elo2013 <- read.csv("D:/Datasetit/2013/elokuu.csv", header=TRUE) 
syys2013 <- read.csv("D:/Datasetit/2013/syyskuu.csv", 
header=TRUE) 
loka2013 <- read.csv("D:/Datasetit/2013/lokakuu.csv", 
header=TRUE) 
marras2013 <- read.csv("D:/Datasetit/2013/marraskuu.csv", 
header=TRUE) 
joulu2013 <- read.csv("D:/Datasetit/2013/joulukuu.csv", 
header=TRUE) 
 
#2012 
tammi2012 <- read.csv("D:/Datasetit/2012/tammikuu.csv", 
header=TRUE) 
helmi2012 <- read.csv("D:/Datasetit/2012/helmikuu.csv", 
header=TRUE) 
maalis2012 <- read.csv("D:/Datasetit/2012/maaliskuu.csv", 
header=TRUE) 
huhti2012 <- read.csv("D:/Datasetit/2012/huhtikuu.csv", 
header=TRUE) 
touko2012 <- read.csv("D:/Datasetit/2012/toukokuu.csv", 
header=TRUE) 
kesa2012 <- read.csv("D:/Datasetit/2012/kesakuu.csv", 
header=TRUE) 
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heina2012 <- read.csv("D:/Datasetit/2012/heinakuu.csv", 
header=TRUE) 
elo2012 <- read.csv("D:/Datasetit/2012/elokuu.csv", header=TRUE) 
syys2012 <- read.csv("D:/Datasetit/2012/syyskuu.csv", 
header=TRUE) 
loka2012 <- read.csv("D:/Datasetit/2012/lokakuu.csv", 
header=TRUE) 
marras2012 <- read.csv("D:/Datasetit/2012/marraskuu.csv", 
header=TRUE) 
joulu2012 <- read.csv("D:/Datasetit/2012/joulukuu.csv", 
header=TRUE) 
 
#2011 
tammi2011 <- read.csv("D:/Datasetit/2011/tammikuu.csv", 
header=TRUE) 
helmi2011 <- read.csv("D:/Datasetit/2011/helmikuu.csv", 
header=TRUE) 
maalis2011 <- read.csv("D:/Datasetit/2011/maaliskuu.csv", 
header=TRUE) 
huhti2011 <- read.csv("D:/Datasetit/2011/huhtikuu.csv", 
header=TRUE) 
touko2011 <- read.csv("D:/Datasetit/2011/toukokuu.csv", 
header=TRUE) 
kesa2011 <- read.csv("D:/Datasetit/2011/kesakuu.csv", 
header=TRUE) 
heina2011 <- read.csv("D:/Datasetit/2011/heinakuu.csv", 
header=TRUE) 
elo2011 <- read.csv("D:/Datasetit/2011/elokuu.csv", header=TRUE) 
syys2011 <- read.csv("D:/Datasetit/2011/syyskuu.csv", 
header=TRUE) 
loka2011 <- read.csv("D:/Datasetit/2011/lokakuu.csv", 
header=TRUE) 
marras2011 <- read.csv("D:/Datasetit/2011/marraskuu.csv", 
header=TRUE) 
joulu2011 <- read.csv("D:/Datasetit/2011/joulukuu.csv", 
header=TRUE) 
 
#yhdistetään datasetit 
kuukaudet2015 <- rbind(tammi2015, helmi2015, maalis2015, 
huhti2015, touko2015, kesa2015, heina2015, elo2015, syys2015)  
kuukaudet2014 <- rbind(tammi2014, helmi2014, maalis2014, 
huhti2014, touko2014, kesa2014, heina2014, elo2014, 
syys2014,loka2014, marras2014, joulu2014)  
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kuukaudet2013 <- rbind(tammi2013, helmi2013, maalis2013, 
huhti2013, touko2013, kesa2013, heina2013, elo2013, 
syys2013,loka2013, marras2013, joulu2013)  
kuukaudet2012 <- rbind(tammi2012, helmi2012, maalis2012, 
huhti2012, touko2012, kesa2012, heina2012, elo2012, 
syys2012,loka2012, marras2012, joulu2012)  
kuukaudet2011 <- rbind(tammi2011, helmi2011, maalis2011, 
huhti2011, touko2011, kesa2011, heina2011, elo2011, 
syys2011,loka2011, marras2011, joulu2011)  
 
#tallennetaan tiedostoihin vuosittain 
write.csv(kuukaudet2015, file="D:/Datasetit/kuukaudet2015.csv") 
write.csv(kuukaudet2014, file="D:/Datasetit/kuukaudet2014.csv") 
write.csv(kuukaudet2013, file="D:/Datasetit/kuukaudet2013.csv") 
write.csv(kuukaudet2012, file="D:/Datasetit/kuukaudet2012.csv") 
write.csv(kuukaudet2011, file="D:/Datasetit/kuukaudet2011.csv") 
 
Koodi 2: Kuva 59 
 
#tarvittavat kirjastot 
library(ggmap) 
library(ggplot2) 
 
#kartan keskikohdan luonti 
paikka <- c(lon=-0.09,lat=51.515) 
#kartan luonti ja zoomin valinta 
map <- get_map(location = paikka, maptype="roadmap", zoom = 14) 
 
#datasettien lataus 
tammikuu <- read.csv("D:/Datasetit/tammikuu.csv", header=TRUE) 
helmikuu <- read.csv("D:/Datasetit/helmikuu.csv", header=TRUE) 
maaliskuu <- read.csv("D:/Datasetit/maaliskuu.csv", header=TRUE) 
huhtikuu <- read.csv("D:/Datasetit/huhtikuu.csv", header=TRUE) 
toukokuu <- read.csv("D:/Datasetit/toukokuu.csv", header=TRUE) 
kesakuu <- read.csv("D:/Datasetit/kesakuu.csv", header=TRUE) 
heinakuu <- read.csv("D:/Datasetit/heinakuu.csv", header=TRUE) 
elokuu <- read.csv("D:/Datasetit/elokuu.csv", header=TRUE) 
syyskuu <- read.csv("D:/Datasetit/syyskuu.csv", header=TRUE) 
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#kartan ja karttapisteiden luonti 
mapPoints <- ggmap(map) +  
  geom_point(data=tammikuu, aes(x=tammikuu$Longitude, 
y=tammikuu$Latitude, fill = "tammikuu"), size=3, shape=21) + 
  geom_point(data=helmikuu, aes(x=helmikuu$Longitude, 
y=helmikuu$Latitude, fill = "helmikuu"), size=3, shape=21) + 
  geom_point(data=maaliskuu, aes(x=maaliskuu$Longitude, 
y=maaliskuu$Latitude, fill = "maaliskuu"), size=3, shape=21) + 
  geom_point(data=huhtikuu, aes(x=huhtikuu$Longitude, 
y=huhtikuu$Latitude,fill = "huhtikuu"), size=3, shape=21) + 
  geom_point(data=toukokuu, aes(x=toukokuu$Longitude, 
y=toukokuu$Latitude, fill = "toukokuu"), size=3, shape=21) + 
  geom_point(data=kesakuu, aes(x=kesakuu$Longitude, 
y=kesakuu$Latitude, fill = "kesakuu"), size=3, shape=21) + 
  geom_point(data=heinakuu, aes(x=heinakuu$Longitude, 
y=heinakuu$Latitude, fill = "heinakuu"), size=3, shape=21) + 
  geom_point(data=elokuu, aes(x=elokuu$Longitude, 
y=elokuu$Latitude, fill = "elokuu"), size=3, shape=21) + 
  geom_point(data=syyskuu, aes(x=syyskuu$Longitude, 
y=syyskuu$Latitude, fill = "syyskuu"), size=3, shape=21) 
 
#kartan piirto 
mapPoints 
 
Koodi 3: Kuva 63 
 
#datasettien lataus 
kuukaudet2015 <- read.csv("D:/Datasetit/kuukaudet2015.csv", 
header=TRUE) 
kuukaudet2014 <- read.csv("D:/Datasetit/kuukaudet2014.csv", 
header=TRUE) 
kuukaudet2013 <- read.csv("D:/Datasetit/kuukaudet2013.csv", 
header=TRUE) 
kuukaudet2012 <- read.csv("D:/Datasetit/kuukaudet2012.csv", 
header=TRUE) 
kuukaudet2011 <- read.csv("D:/Datasetit/kuukaudet2011.csv", 
header=TRUE) 
 
#luodaan summat 
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summat2015 <- table(kuukaudet2015$Month) 
summat2014 <- table(kuukaudet2014$Month) 
summat2013 <- table(kuukaudet2013$Month) 
summat2012 <- table(kuukaudet2012$Month) 
summat2011 <- table(kuukaudet2011$Month) 
 
#luodaan vuoden 2011 kuvaaja 
plot(summat2011, type="o", ylim=c(0,850), axes=F,  
ylab="Rikosten määrä vuosina 2011-2015",  
xlab="Kuukausi",  
col=c("darkolivegreen4")) 
 
#lisätään muut vuodet 
lines(summat2012, type="o", col="chocolate") 
lines(summat2013, type="o", col="aquamarine4") 
lines(summat2014, type="o", col="brown3") 
lines(summat2015, type="o", col="cornflowerblue") 
 
#luodaan x-akseli 12 kuukaudelle niin etta nimet ovat 45 asteen 
kulmassa 
axis(1, at=seq(1, 12, by=1), labels = FALSE) 
text(seq(1, 12, by=1), par("usr")[3] - 0.2,  
     labels=c("Tammi","Helmi","Maalis","Huhti","Touko", 
  "Kesä","Heinä","Elo","Syys","Loka", 
"Marras","Joulu"),  
      srt = 45, pos = 1, xpd = TRUE) 
 
#luodaan y-akseli 
axis(2) 
 
#luodaan laatikko kuvaajan ympärille 
box() 
 
#lisätään värien selitykset oikeaan alakulmaan 
legend("bottomright", inset=.05, title="Vuosi", 
        c("2011", "2012", "2013", "2014", "2015"),  
        fill=c("darkolivegreen","chocolate","aquamarine4",  
"brown3", "cornflowerblue"),  
        horiz=FALSE) 
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Koodi 4: Kuva 64 
 
#datasettien lataus 
kuukaudet2015 <- read.csv("D:/Datasetit/kuukaudet2015.csv", 
header=TRUE) 
kuukaudet2014 <- read.csv("D:/Datasetit/kuukaudet2014.csv", 
header=TRUE) 
kuukaudet2013 <- read.csv("D:/Datasetit/kuukaudet2013.csv", 
header=TRUE) 
kuukaudet2012 <- read.csv("D:/Datasetit/kuukaudet2012.csv", 
header=TRUE) 
kuukaudet2011 <- read.csv("D:/Datasetit/kuukaudet2011.csv", 
header=TRUE) 
 
#luodaan summat 
summat2015 <- table(kuukaudet2015$Month) 
summat2014 <- table(kuukaudet2014$Month) 
summat2013 <- table(kuukaudet2013$Month) 
summat2012 <- table(kuukaudet2012$Month) 
summat2011 <- table(kuukaudet2011$Month) 
 
#lasketaan kuukausien rikosmaarat yhteen 
maara2011 <- sum(summat2011) 
maara2012 <- sum(summat2012) 
maara2013 <- sum(summat2013) 
maara2014 <- sum(summat2014) 
maara2015 <- sum(summat2015) 
 
#luodaan värit 
colors = c("darkolivegreen4", "chocolate", "aquamarine4", 
"brown3", "cornflowerblue") 
 
siivu <- c(maara2011, maara2012, maara2013, maara2014, 
maara2015) #luodaan siivujen arvot 
nimi <- c("2011","2012","2013", "2014", "2015") #siivujen nimet 
prosentit <- round(siivu/sum(siivu)*100) #lasketaan prosentit 
nimi <- paste(nimi, prosentit) #laitetaan siivujen nimiksi  
prosentit+vuosi 
nimi <- paste(nimi,"%",sep="") #lisätään prosenttimerkki loppuun 
piirakka <- pie(siivu,labels = nimi, col=colors, 
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                main="Vuosittaiset rikokset 2011-2015") #luodaan 
diagrammi 
 
Koodi 5: Kuva 65 
 
#datasettien lataus 
kuukaudet2015 <- read.csv("D:/Datasetit/kuukaudet2015.csv", 
header=TRUE) 
kuukaudet2014 <- read.csv("D:/Datasetit/kuukaudet2014.csv", 
header=TRUE) 
kuukaudet2013 <- read.csv("D:/Datasetit/kuukaudet2013.csv", 
header=TRUE) 
kuukaudet2012 <- read.csv("D:/Datasetit/kuukaudet2012.csv", 
header=TRUE) 
 
#otetaan talteen vain ne tiedot, joissa last outcome category on 
investigation complete; no suspect identified 
summat2015 <- subset(kuukaudet2015,  
kuukaudet2015$Last.outcome.category== 
"Investigation complete; no suspect identified") 
summat2015 <- table(summat2015$Month) 
 
summat2014 <- subset(kuukaudet2014,  
kuukaudet2014$Last.outcome.category== 
"Investigation complete; no suspect identified") 
summat2014 <- table(summat2014$Month) 
 
summat2013 <- subset(kuukaudet2013,  
kuukaudet2013$Last.outcome.category== 
"Investigation complete; no suspect identified") 
summat2013 <- table(summat2013$Month) 
 
summat2012 <- subset(kuukaudet2012,  
kuukaudet2012$Last.outcome.category== 
"Investigation complete; no suspect identified") 
summat2012 <- table(summat2012$Month) 
 
#lasketaan kuukausien rikosmaarat yhteen 
maara2012 <- sum(summat2012) 
maara2013 <- sum(summat2013) 
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maara2014 <- sum(summat2014) 
maara2015 <- sum(summat2015) 
 
vuodet <- c("2012", "2013", "2014", "2015") 
maarat <- c(maara2012, maara2013, maara2014, maara2014) 
 
#luodaan kustomoitu datasetti 
rikos.data <- data.frame(vuodet, maarat) 
 
#luodaan värit 
colors = c("chocolate", "aquamarine4", "brown3",  
"cornflowerblue") 
 
barplot(rikos.data$maarat, main="Epäiltyä ei kyetty tunnistamaan 
2012-2015", 
        xlab="Kuukausi", col=colors, ylim=c(0,4000), 
        names.arg=c("2012", "2013", "2014", "2015")) 
 
Koodi 6: Kuva 66 
 
#datasettien lataus 
kuukaudet2015 <- read.csv("D:/Datasetit/kuukaudet2015.csv", 
header=TRUE) 
kuukaudet2014 <- read.csv("D:/Datasetit/kuukaudet2014.csv", 
header=TRUE) 
kuukaudet2013 <- read.csv("D:/Datasetit/kuukaudet2013.csv", 
header=TRUE) 
kuukaudet2012 <- read.csv("D:/Datasetit/kuukaudet2012.csv", 
header=TRUE) 
kuukaudet2011 <- read.csv("D:/Datasetit/kuukaudet2011.csv", 
header=TRUE) 
 
#otetaan talteen vain ne tiedot, joissa last outcome category on 
investigation complete; no suspect identified 
summat2015 <- subset(kuukaudet2015,  
kuukaudet2015$Last.outcome.category== 
"Investigation complete; no suspect identified") 
summat2015 <- table(summat2015$Month) 
 
summat2014 <- subset(kuukaudet2014,  
kuukaudet2014$Last.outcome.category== 
"Investigation complete; no suspect identified") 
summat2014 <- table(summat2014$Month) 
 
summat2013 <- subset(kuukaudet2013,  
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kuukaudet2013$Last.outcome.category== 
"Investigation complete; no suspect identified") 
summat2013 <- table(summat2013$Month) 
 
summat2012 <- subset(kuukaudet2012,  
kuukaudet2012$Last.outcome.category== 
"Investigation complete; no suspect identified") 
summat2012 <- table(summat2012$Month) 
 
#luodaan vuoden 2011 kuvaaja 
plot(summat2012, type="o", axes=F,  
ylab="Epäiltyä ei tunnistuettu, 2012-2015", 
xlab="Kuukausi", col=c("chocolate")) 
 
#lisätään muut vuodet 
lines(summat2013, type="o", col="aquamarine4") 
lines(summat2014, type="o", col="brown3") 
lines(summat2015, type="o", col="cornflowerblue") 
 
#luodaan x-akseli 12 kuukaudelle niin etta nimet ovat 45 asteen 
kulmassa 
axis(1, at=seq(1, 12, by=1), labels = FALSE) 
text(seq(1, 12, by=1), par("usr")[3] - 0.2,  
     labels=c("Tammi","Helmi","Maalis","Huhti","Touko","Kesä", 
"Heinä","Elo","Syys","Loka","Marras","Joulu"), 
srt = 45, pos = 1, xpd = TRUE) 
 
#luodaan y-akseli 
axis(2) 
 
#luodaan laatikko kuvaajan ympärille 
box() 
 
#lisätään värien selitykset oikeaan alakulmaan 
legend("bottomright", inset=.05, title="Vuosi", 
       c("2012", "2013", "2014", "2015"),  
       fill=c("chocolate", "aquamarine4", "brown3",  
"cornflowerblue"), horiz=FALSE) 
 
