With the recent advancements in Artificial Intelligence (AI), Intelligent Virtual Assistants (IVA) such as Alexa, Google Home, etc., have become a ubiquitous part of many homes. Currently, such IVAs are mostly audio-based, but going forward, we are witnessing a confluence of vision, speech and dialog system technologies that are enabling the IVAs to learn audio-visual groundings of utterances. This will enable agents to have conversations with users about the objects, activities and events surrounding them. In this work, we present three main architectural explorations for the Audio Visual Scene-Aware Dialog (AVSD): 1) investigating 'topics' of the dialog as an important contextual feature for the conversation, 2) exploring several multimodal attention mechanisms during response generation, 3) incorporating an end-to-end audio classification ConvNet, AclNet, into our architecture. We discuss detailed analysis of the experimental results and show that our model variations outperform the baseline system presented for the AVSD task.
Introduction
We are witnessing a confluence of vision, speech and dialog system technologies that are enabling the IVAs to learn audio-visual groundings of utterances and have conversations with users about the objects, activities and events surrounding them. Recent progress in visual grounding techniques [3, 6] and audio understanding [7] are enabling machines to understand shared semantic concepts and listen to the various sensory events in the environment. With audio and visual grounding methods [18, 8] , end-to-end multimodal Spoken Dialog Systems (SDS) [15] are now being trained to meaningfully communicate in natural language about the real dynamic audio-visual sensory world around us. In this work, we explore the role of 'topics' of the dialog as the context of the conversation along with multimodal attention into an end-to-end audio-visual scene-aware dialog system architecture. We also incorporate an end-to-end audio classification ConvNet, AclNet, into our models. We develop and test our approaches on the Audio Visual Scene-Aware Dialog (AVSD) dataset [1, 2] released as part of the 7th Dialog System Technology Challenges (DSTC7) task, showing that some of our model variations outperform the AVSD baseline model [9] . 
Model Description
In this section, we describe the main architectural explorations of our work as shown in Figure 1 .
Adding Topics of Conversations: Topics form a very important source of context in a dialog. Charades dataset [16] contains videos on common household activities such as watching TV, eating, cleaning, using a laptop, sleeping, and so on. We train Latent Dirichlet Allocation (LDA) [5] and Guided LDA [11] models on questions, answers, QA pairs, captions and dialog history. Since we are interested in identifying domain-specific topics such as entertainment, cooking, cleaning, resting, etc., we use Guided LDA to generate topics via seed words. A detailed list of sample seed words provided to Guided LDA for the 9-topics configuration is presented in Table 1 . These seed words are constructed by identifying a set of most common nouns (objects), verbs, scenes, and actions from the Charades dataset analysis [16] . Generated topic distributions are incorporated as features into our models or used to learn topic embeddings.
Attention Explorations:
We explore several configurations of the attention-based model where at every step, the decoder attends to the dialog history representations and audio/video (AV) features to selectively focus on relevant parts of the dialog history and AV. We calculate the attention weights [4, 17] corresponding to every dialog history turn, multimodal features and the decoder representation, and apply the weights to the history and multimodal features to compute the relevant representations. These help create a combination of the dialog history and multimodal context that is richer than the single context vectors of the individual modalities. We append the input encoding along with the AV multimodal feature encodings and pass that to the decoder LSTM for learning the output encodings. 
Audio Feature Explorations:
We used an end-to-end audio classification ConvNet, called AclNet [10] . AclNet takes raw, amplitude-normalized 44.1 kHz audio samples as input, and produces classification output without the need to compute spectral features. AclNet is trained using the ESC-50 [14] corpus, a dataset of 50 classes of environmental sounds organized in 5 semantic categories (animals, interior/domestic, exterior/urban, human, natural landscapes).
Dataset
We use the dialog dataset consisting of conversations between two parties about short videos (from Charades human action dataset [16] ), which was released as part of the AVSD challenge track of DSTC7 [1] . The two parties in the conversation discuss about events in the video, where one plays the role of a questioner and the other is the answerer [2] . For the results presented in this work, we use the official training and validation sets to train and optimize our models, which are evaluated on the official test set. Table 2 shows the distribution of DSTC7 AVSD data across different sets. Further details of our AVSD dataset analysis and previous results on prototype sets can be found in [12] . The question topics are added to the decoder state directly. In one variation, the dialog history topics (QA and C, or all topics) are copied to all the decoder states directly. In another variation, the dialog history topics are added as features to the history encoder LSTM (HLSTM). We learn topic embeddings from topics generated for the questions, QA pairs and captions as well. In addition, GloVe embeddings [13] (200-dim) are incorporated with fine-tuning for questions and history. Table 3 compares the baseline model [9] with the topic-based model variations. GuidedLDA (All topics) + GloVe performs better than the baseline in all metrics. Adding topics as part of the HLSTM also slightly improves performance compared to the baseline. Learning topic embeddings along with the word embeddings (+GloVe fine-tuning) achieves the best performance in most of the metrics (BLEU-scores), whereas GuidedLDA (All topics) + GloVe succeeds in other metrics. We also evaluated topic-based models on subsets having binary and non-binary answers. As shown in Table 4 , for the non-binary subset, all topic-based models perform better than the baseline in all metrics, which shows that these models can generate better responses for the more complex, non-binary answers.
Attention Experiments: The baseline architecture [9] only leverages the last hidden state information from the sentence LSTM in the dialog history encoder. In our experiments, we have modified the baseline architecture and added attention layer for the answer decoder to leverage information directly from the dialog history LSTMs and multimodal audio/video features, with 4 different configurations described below. To evaluate the performance of attention solely for questions that could benefit from dialog history, we isolate the questions containing coreferences. Table 5 shows the performance of our models on this coreference-subset. To compare the results at a more semantic level, we further performed quantitative analysis on dialogs that contained binary answers. We evaluate our models on their ability to predict these binary answers correctly (using precision, recall and F1-scores) as presented in Figure 2 . The results show that the configuration where decoder attends to all of the sentence-LSTM output states performs better than the baseline. Figure 2 : Precision, Recall, F1-scores for Attention Experiments on Coreference-Binary-subset 1. Attention on Dialog History Word LSTMs, all output states: In this configuration, we remove the sentence level dialog history LSTM and the decoder computes the attention scores directly between the decoder state and the word level output states for all dialog history. We first padded the Word LSTM outputs from Dialog History LSTMs (see Word LSTM in History in Figure 1 ) to the maximum sentence length of all the sentences. We summed up all the attention scores from each of the sentence context vectors with the query decoder state. Using this kind of attention, we had hoped that the system could remember answers that were already given (directly or indirectly) in the earlier turns of the dialog. Directly attending to the output states of the word LSTMs in the dialog history encoder did not perform well compared to the baseline. This attention mechanism possibly attended to way more information than needed.
Attention on Dialog History Word LSTMs, last hidden states:
This configuration is similar to the previous configuration with the difference that we only use the last hidden state output representations of the word LSTMs corresponding to the different turns in the dialog.
Simpler than the previous setup, we stack up the hidden states from the history sentences for attention computation. This configuration performed better that the baseline on the coreference-subset in most of the evaluation metrics. 3. Attention on Sentence LSTM, all output states: The baseline architecture only leverages the last hidden state information from the sentence LSTM in the dialog history encoder. Instead, we extract the output states from all timesteps of the LSTM corresponding to n turns of the dialog history. This variation helps the decoder consider all the dialog turn compressed sentence representations via the attention mechanism. This model performed better than the baseline in all metrics on both coreference-subset (Table 5 ) and binary answers (Figure 2 ). 4. Attention on Sentence LSTM, all output states and Multimodal Audio/Video Features: This configuration is similar to the last one with the difference that we add multimodal audio/video features as additional state to the attention module. This mechanism allows the decoder to selectively focus on the multimodal features along with the dialog history sentences. This configuration did not really help improve the evaluation metrics compared to the baseline.
Audio Experiments: Table 6 shows the comparison of the baseline (B) model without audio features, B+VGGish (provided as a part of the AVSD task), and B+AclNet features. We investigate the effects of audio features on the overall dataset as well as on the subset of audio-related questions. We observe that B+AclNet shows improved performances as compared to the baseline and B+VGGish, both on the overall dataset and audio-related subset. Ground Truth the fan is on but is still . yes he appears to be eating something she sneezes a few times in the video .
Baseline yes it is very well lit no he is not drinking anything can only see her face
Baseline + VGGish no don 't see any music no he is not drinking anything she laughs at the end of the video Baseline + AclNet no it is hard to tell yes he is eating sandwich she sneezes at the end of the video
Conclusion
In this paper, we present our explorations towards architectural extensions for contextual and multimodal end-to-end audio-visual scene-aware dialog system. We incorporate context of the dialog in the form of topics, investigate various attention mechanisms to enable the decoder to focus on relevant parts of the dialog history and audio/video features, and incorporate audio features from an end-to-end audio classification architecture, AclNet. We validate our approaches on the AVSD dataset and show that some of the explored techniques yields in improved performances compared to the baseline system for AVSD task.
