Context: Software defect prediction plays a crucial role in estimating the most defect-prone components of software, and a large number of studies have pursued improving prediction accuracy within a project or across projects. However, the rules for making an appropriate decision between within-and cross-project defect prediction when available historical data are insufficient remain unclear.
Introduction
In software engineering, defect prediction can precisely estimate the most defect-prone software components, and help software engineers allocate limited resources to those bits of the systems that are most likely to contain defects in testing and maintenance phases. Understanding and building defect predictors (also known as defect prediction models) for one software project is useful for a variety of software development or maintenance activities, such as assessing software quality and monitoring quality assurance (QA).
The importance of defect prediction has motivated numerous researchers to define different types of models or predictors that characterize various aspects of software quality. Most studies usually formulate such a problem as a supervised learning problem, and the outcomes of those defect prediction models depend on historical data. That is, they trained predictors from the data of historical releases in the same project and predicted defects in the upcoming releases, or reported the results of crossvalidation on the same data set [16] , which is referred to as Within-Project Defect Prediction (WPDP). Zimmermann et al. [3] stated that defect prediction performs well within projects as long as there is a sufficient amount of data available to train any models. However, it is not practical for new projects to collect such sufficient historical data. Thus, achieving high-accuracy defect prediction based on within-project data is impossible in some cases.
Conversely, there are many public on-line defect data sets available, such as PROMISE 1 , NASA 2 and Eclipse 3 . Some researchers have been inspired to overcome this challenge by applying the predictors built for one project to a different one [3, 17, 65] . Utilizing data across projects to build defect prediction models is commonly referred to as Cross-Project De-fect Prediction (CPDP). CPDP refers to predicting defects in a project using prediction models trained from the historical data of other projects. The selection of training data depends on the distributional characteristics of data sets. Some empirical studies evaluated the potential usefulness of cross-project predictors with a number of software metrics (e.g., static code metrics, process metrics, and network metrics) [15, 16] and how these metrics could be used in a complementary manner [8] . Unfortunately, despite these attempts to demonstrate the feasibility of CPDP, this method has been widely challenged because of its low performance in practice [15] . Moreover, it is still unclear how defect prediction models between WPDP and CPDP are rationally chosen when limited or insufficient historical data are provided.
In defect prediction literature, a considerable number of software metrics, such as static code metrics, code change history, process metrics and network metrics, have been proposed to construct different predictors for defect prediction [35] . Almost all existing prediction models are built on the complex combinations of software metrics, with which a prediction model usually can achieve a satisfactory accuracy. Although some feature selection techniques (e.g., principal component analysis (PCA)) successfully reduce data dimensions [2, 44, 45, 50] , they still lead to a time-consuming prediction process. Can we find a compromise solution that makes a tradeoff between cost and accuracy? In other words, can we find a universal predictor built with few metrics (e.g., Lines of Code (LOC)) that achieves an acceptable result compared with those complex prediction models?
In addition to the selection of a wide variety of software metrics, there are many classifiers (learning algorithms) that have been studied, such as Naïve Bayes, J48, Support Vector Machine(SVM), Logistic Regression, and Random Tree [24, 27, 29] , and defect prediction using these typical classifiers has achieved many useful conclusions. Currently, some improved classifiers [26, 54, 65] and hybrid classifiers [30, 31] have also been proposed to effectively improve classification results. Menzies et al. [33] advocated that different classifiers have indiscriminate usage and must be chosen and customized for the goal at hand. Figure 1 presents a summary of the state-of-the-art defect prediction. Complex predictors improve prediction precision with loss of generality and increase data processing costs. On the contrary, simple predictors are more universal, and reduce the total effort-and-cost by sacrificing a little precision. To construct an appropriate and practical prediction model, we should take into overall consideration the precision, generality and cost according to specific requirements. Unlike the existing studies on complex predictors, in our study, we focus mainly on building simple prediction models with a simplified metric set according to two assumptions (see the shaded contents in Figure  1 ), and seek empirical evidence that they can achieve acceptable results. Our contributions to the current state of research are summarized as follows:
• We proposed an easy-to-use approach to simplifying the set of software metrics based on filters methods for feature selection, which could help software engineers build suitable prediction models with the most representative code features according to their specific requirements.
• We also validated the high price-performance ratio of the prediction model built with a simplified subset of metrics in different scenarios, and found that it was competent enough when using different classifiers and training data sets from an overall perspective.
• We further demonstrated that the prediction model constructed with the minimum subset of metrics can achieve a respectable overall result, when using simple Naïve Bayes as a learning algorithm. Interestingly, such a minimum metric subset is stable and independent of classifiers under discussion.
With these contributions, we complement previous work on defect prediction. In particular, we provide a more comprehensive suggestion on the selection of appropriate predictive modeling approaches, training data, and simplified metric set for constructing a defect predictor according to different specific requirements.
The rest of this paper is organized as follows. Section 2 is a review of related literature. Sections 3 and 4 describe the approach of our empirical study and the detailed experimental setups, respectively. Sections 5 and 6 analyze and discuss the primary results, and some threats to validity that could affect our study are presented in Section 7. Finally, Section 8 concludes the paper and presents the agenda for future work.
Related Work
Defect prediction is an important topic in software engineering, which allows software engineers to pay more attention to defect-prone code with software metrics, thereby improving software quality and making better use of limited resources.
Within-Project Defect Prediction
Catal [28] investigated 90 software defect prediction papers published between 1990 and 2009. He categorized these papers and reviewed each paper from the perspectives of metrics, learning algorithms, data sets, performance evaluation metrics, and experimental results in an easy and effective manner. According to this survey, the author stated that most of the studies using method-level metrics and prediction models were mostly based on machine learning techniques, and Naïve Bayes was validated as a robust machine learning algorithm for supervised software defect prediction problems.
Hall et al. [22] investigated how the context of models, the independent variables used, and the modeling techniques applied affected the performance of defect prediction models according to 208 defect prediction studies. Their results showed that simple modeling techniques, such as Naïve Bayes or Logistic Regression, tended to perform well. In addition, the combinations of independent variables were used by those prediction models that performed well, and the results were particularly Figure 1 : A summary of the state-of-the-art defect prediction good when feature selection had been applied to these combinations. The authors argued that there were a lot of defect prediction studies in which confidence was possible, but more studies that used a reliable methodology and that reported their detailed context, methodology, and performance in the round were needed.
The vast majority of these studies were investigated in the above two systematic literature reviews that were conducted in the context of WPDP. However, they ignored the fact that some projects, especially new projects, usually have limited or insufficient historical data to train an appropriate model for defect prediction. Hence, some researchers have begun to divert their attention toward CPDP.
Cross-Project Defect Prediction
To the best of our knowledge, the earliest study on CPDP was performed by Briand et al. [17] , who applied models built on an open-source project (i.e., Xpose) to another one (i.e., Jwriter). Although the predicted defect detection probabilities were not realistic, the fault-prone class ranking was accurate. They also validated that such a model performed better than the random model and outperformed it in terms of class size. Zimmermann et al. [3] conducted a large-scale experiment on data vs. domain vs. process, and found that CPDP was not always successful (21/622 predictions). They also found that CPDP was not symmetrical between Firefox and IE.
Turhan et al. [18] analyzed CPDP using static code features based on 10 projects also collected from the PROMISE repository. They proposed a nearest-neighbor filtering technique to filter out the irrelevancies in cross-project data. Moreover, they further investigated the case where models were constructed from a mix of within-and cross-project data, and checked for any improvements to WPDP after adding data from other projects. They concluded that when there was limited project historical data (e.g., 10% historical data), mixed project predictions were viable, as they performed as well as within-project prediction models [20] .
Rahman et al. [15] conducted a cost-sensitive analysis of the efficacy of CPDP on 38 releases of nine large Apache Software Foundation (ASF) projects, by comparing it with the WPDP. Their findings revealed that the cost-sensitive crossproject prediction performance was not worse than the withinproject prediction performance, and was substantially better than random prediction performance. Peters et al. [14] introduced a new filter to aid cross-company learning compared with the state-of-the-art Burak filter. The results revealed that their approach could build 64% more useful predictors than both within-company and cross-company approaches based on Burak filters, and demonstrated that cross-company defect prediction was able to be applied very early in a project's lifecycle.
He et al. [16] conducted three experiments on the same data sets used in this study to validate the idea that training data from other projects can provide acceptable results. They further proposed an approach to automatically select suitable training data for projects without local data. Towards training data selection for CPDP, Herbold [21] proposed several strategies based on 44 data sets from 14 open-source projects. Parts of their data sets are used in our paper. The results demonstrated that their selection strategies improved the achieved success rate significantly, whereas the quality of the results was still unable to compete with WPDP.
The review reveals that prior studies have mainly investigated the feasibility of CPDP and the choice of training data from other projects. However, relatively little attention has been paid to empirically exploring the performance of a predictor based on simplified metric set from the perspectives of effort-andcost, accuracy and generality. Moreover, very little is known about whether the predictors built with simplified or minimum software metric subsets obtained by eliminating some redundant and irrelevant features are able to achieve acceptable results.
Software Metrics
A wide variety of software metrics treated as features have been used for defect prediction to improve software quality. At the same time, numerous comparisons among different software metrics have also been made to examine which metric or combination of metrics performs better.
Shin et al. [37] investigated whether source code and development histories were discriminative and predictive of vulnerable code locations among complexity, code churn, and developer activity metrics. They found that 24 of the 28 metrics were discriminative for both the Mozilla Firefox and Linux kernel. The models using all the three types of metrics together predicted over 80% of the known vulnerable files with less than 25% false positives for both projects. Marco et al. [34] conducted three experiments on five systems with process metrics, previous defects, source code metrics, entropy of changes, churn, etc. They found that simple process metrics were the best overall performers, slightly ahead of the churn of source code and the entropy of source code metrics.
Zimmermann and Nagappan [2] leveraged social network metrics derived from dependency relationships between software entities on Windows Server 2003 to predict which entities were likely to have defects. The results indicated that network metrics performed significantly better than source code metrics with regard to predicting defects. Tosun et al. [19] conducted additional experiments on five public data sets to reproduce and validate their results from two different levels of granularity. The results indicated that network metrics were suitable for predicting defects for large and complex systems, whereas they performed poorly on small-scale projects. To further validate the generality of the findings, Premraj and Herzig [8] replicated Zimmermann and Nagappan's work on three open-source projects, and found that the results were consistent with the original study. However, with respect to the collection of data sets, code metrics might be preferable for empirical study.
Recently, Radjenović et al. [35] classified 106 papers on defect prediction according to metrics and context properties. They found that the proportion of object-oriented metrics, traditional source code metrics, and process metrics were 49%, 27%, and 24%, respectively. Chidamber and Kemerer's (CK) suite metrics are most frequently used. Object-oriented and process metrics have been reported to be more successful than traditional size and complexity metrics. Process metrics appear to be better at predicting post-release defects than any static code metrics. For more studies, one can refer to the literature [26, 36, 38, 40] .
The simplification of software metric set could improve the performance and efficiency of defect prediction. Feature selection techniques have been used to remove redundant or irrelevant metrics from a large number of software metrics available. Prior studies [50, 51, 52, 53] lay a solid foundation for our work.
Problem and Approach

Analysis of Defect Prediction Problem
Machine learning techniques have emerged as an effective way to predict the existence of a bug in a change made to a source code file [45] . A classifier learns using training data, and then used for testing data to predict bugs. During the learning process, one of the easiest methods is to directly train prediction models without the introduction of any attribute/feature selection techniques (see Figure 2) . However, this treatment will increase the burden on information collection of software metrics in the testing process because a large amount of metric value needs to be gathered. Moreover, it is also easy to generate information redundancy. Conversely, to our knowledge, the time complexity of learning algorithms depends on the number of samples (n) and the number of features (m) (e.g., the time complexity of Naïve Bayes is O(nm)).
The larger a feature set is, the more expensive the processing cost is. The addition of many useless attributes is harmful to a classifier's accuracy, and the time required performing classification increases monotonically with the number of features. A reasonable method to deal with large feature sets is to perform a feature selection process so as to identify that a subset of features that can provide the best classification result. Feature selection can be broadly classified as feature ranking and feature subset selection, or be categorized as filters and wrappers. Filters are algorithms in which a subset of features is selected without involving any learning algorithm, whereas wrappers are algorithms that use feedback from a classification learning algorithm to determine which feature(s) to include in constructing a classification model. In the literature [45, 50, 51, 52] , many approaches have been proposed to discard less important features in order to improve defect prediction. The smaller a feature subset becomes, the more stable a feature selection algorithm is.
Feature selection substantially reduces the number of features, and a reduced feature subset permits better and faster bug predictions. Despite this result, the stability of feature selection techniques depends largely on the context of defect prediction models. In other words, a feature selection technique can perform well in a data set, but perhaps, the effect will become insignificant when crossing other data sets. Moreover, the generality of the obtained feature subset is very poor. To our knowledge, each prediction model usually uses no more than 10 metrics [13] . In this study, first, we record the number of occurrences of different metrics in each prediction model, and then use the Top-k representative metrics as a universal feature subset to predict defect for all projects. This approach will be more suitable for projects with insufficient historical data because of its generality. The greater the prediction models training, the more general the Top-k feature subset is.
However, there are still some strong correlations among the Top-k metrics obtained according to the number of occurrences. Hence, another desirable method is to minimize such a feature subset by applying some reduction criteria, for example, discarding the metric that has strong correlations with other metrics within the Top-k subset. To the best of our knowledge, the simple static code metric such as LOC has been validated to be a useful predictor of software defects [9] . Furthermore, there is a sufficient amount of data available for these simple metrics to train any prediction models. Whether there is a simplified (or even minimum) feature subset that performs well both within a project and across projects as long as there is a sufficient number of training models. As depicted in Figure 2 , we define this progressive reduction on the size of feature set as metric set simplification, which represents the primary contribution throughout our study.
Research Questions
Based on the review of existing work related to (1) the tradeoff between WPDP and CPDP, and (2) the choice of software metrics and classifiers, we attempt to find empirical evidence that addresses the following four research questions in our paper:
• RQ1: Which type of training data is more suitable for a project with insufficient data between WPDP and CPDP? Prediction accuracy depends not only on the learning techniques applied, but also on the selected training data sets. It is common sense that training data obtained from the same project will perform better than those collected from other projects. To our surprise, He et al. [16] found the opposite result that the latter is better than the former. We thus further validate the hypothesis that the former will be more suitable when emphasizing the precision as a result of the authenticity of the data, and the latter in turn will be more preferable when emphasizing the recall and F-measure with sufficient information.
• RQ2: Does the predictor built with simplified metric set provide an acceptable prediction result, or does the simplified approach work well?
In practice, software engineers have to make a trade-off between accuracy and effort-and-cost in software quality control processes. There is no doubt that more effort-andcost must be paid when taking more metrics into account in a prediction model, although including more information may improve prediction accuracy. For this question, we would like to validate whether a predictor based on few representative metrics can still achieve acceptable prediction results. If so, the complexity of the procedure for defect prediction and training times will be remarkably reduced.
• RQ3: Which classifier is more likely to be the choice of defect prediction with a simplified metric set? Prior studies suggest that easy-to-use classifiers tend to perform well, such as Naïve Bayes and Logistic Regression [22] . Does this conclusion still hold when using simplified metric set for defect prediction? In addition, is the stability of results obtained from our approach with different classifiers statistically significant?
• RQ4: Is there a minimum metric subset that facilitates the procedure for general defect prediction? It is well-known that you cannot have your cake and eat it too. Eliminating strong correlations between simplified metrics leads to more generality, which might result in a loss of precision. What we would like to discuss is the existence of such a minimum metric subset, which facilitates the procedure of general defect prediction with "an acceptable result" in practice.
Simplification of Metric Set
Top-k Feature Subset
As shown in Figure 2 , we constructed four combinations of software metrics as experimental subjects to carry out our experiments. ALL indicates that no feature selection techniques are introduced when constructing defect prediction models in our experiments, and FILTER indicates that a feature selection technique with a CfsSubsetEval evaluator and GreedyStepwise search algorithm in Weka 4 is introduced to select features from original data sets automatically. It is worthwhile to note that filters are usually less computationally intensive than wrappers, which depend largely on a specific type of predictive models.
Based on feature selection techniques, we use TOPK to represent the Top-k metrics determined by the number of occurrences of different metrics in the obtained filtering models. The optimal K value depends on the median Coverage of each TOPK combination. For example, Figure 3 shows the occurrences of each metric in our experiments, and the top five metrics are labeled because of their large Coverage value: CBO (21), LOC (20) , RFC (20) , LCOM (18) , and CE (17) . Note that the maximum number of occurrences of each metric is 24 for the 34 releases of 10 projects, and the detailed description of each code metric used is listed in Table 3 .
To identify the optimal K value of the TOPK metric subset, we introduce a Coverage index, which is used to measure the degree of coverage between two groups of metrics from the same data set (i.e., FILTER vs. TOPK). In this paper, we use the Coverage index because it takes the representativeness of selected metrics into consideration. We assume that Filter i is the metric subset selected automatically from data set i and T op k is the k most frequently used metrics. We compute the Coverage value between two groups of metrics as follows:
where n is the total number of data sets, and 0 ≤ Coverage(k) ≤ 1. If these two groups of metrics are the same, the measure is 1. The greater the measure becomes, the more representative the TOPK is.
Minimum Feature Subset
Although the TOPK metric subset largely reduces the dimension of the original data, there are still strong correlations amongst the metrics within this subset. In order to alleviate information redundancy or remove redundant metrics, we further screen the metric set to determine the minimum subset S by the following setups:
(1) Calculating correlation coefficient matrix R k×k , and constructing all possible combinations In general, r i j > 0 indicates positive correlation, r i j < 0 indicates negative correlation, whereas r i j = 0 indicates no correlation. The closer the absolute value of r is to 1, the greater the strength of the correlation between metrics becomes. Although there is no clear boundary for the strength of correlation, as a rule of thumb, the guideline in Table 1 is often useful. In our study, the greater the strength of the correlation between two metrics becomes, the more redundant is the existing information.
In setup three, there is also no unified standard for judging whether the result of a defect prediction model is successful. Different studies may use different thresholds to evaluate their results. For example, Zimmermann et al. [3] judged their results with all Recall, Precision, and Accuracy values greater than 0.75. Nevertheless, He et al. [16] made predictions with Recall greater than 0.7 and Precision greater than 0.5 with regard to good engineering practices. Hence, the thresholds used rely on the previous studies of some other researchers and on our own research experience with defect prediction.
Experimental Setup
Data Collection
In our study, 34 releases of 10 open-source projects available at the PROMISE repository are used for validation, a total of 34 different defect data sets. Detailed information on the 34 data sets is listed in Table 2 , where #Analyzed releases represents the number of collected releases of each open-source project, and their corresponding release numbers are listed in the second column. #S um release represents the total releases of each project in the repository until the period of collection. Avg instances and Avg de f ect(%) are the number of instances and the ratio of buggy classes, on average, respectively. It is obvious that the data used to train prediction models is very limited (less than 20%) when compared with the total releases of each open-source project. Each instance in these public data sets represents a class file of a release and consists of two parts: independent variable including 20 static code metrics (e.g., CBO, WMC, RFC, LCOM, etc.) and dependent variable labeling how many bugs are in this class. Table 3 presents all of the variables involved in our study. Note that a class is non-buggy only if the number of bugs in it is equal to 0. Otherwise, it is buggy. A defect prediction model typically labels each class as either buggy or non-buggy.
Given the skew distributions of the value of independent variables in most data sets, it is useful to apply a "log-filter" to all numeric values v with log(v) (to avoid numeric errors with log(0), all numbers log(v) are replaced with log(v + 1)) [38, 48] . In addition, there are many other commonly-used methods in machine learning literature, such as min-max and z-score [47] .
Experiment Design
When you conduct an empirical study on defect prediction, many decisions have to be made regarding the collection of representative data sets, the choice of independent and dependent variables, modeling techniques, evaluation methods and evaluation criteria. The entire framework of our experiments is illustrated in Figure 4 .
First, to make a comparison between WPDP and CPDP, three scenarios were considered in our experiments. (1) Scenario 1 (WPDP-1) uses the nearest release before the release in question as training data; (2) Scenario 2 (WPDP-2) uses all historical releases prior to the release in question as training data; (3) Scenario 3 (CPDP) selects the most suitable releases from other projects in terms of the method in [16] as training data. For Scenario 1 and Scenario 2, the first release of each project is just used as training data for the upcoming releases. Thus, there are 24 (34−10 = 24) groups of tests among all the 34 releases of 10 projects. In order to ensure the comparability of experimental results of WPDP and CPDP, we selected 24 groups of corresponding tests for CPDP, though there is a total of 34 testing data sets.
Second, we applied six defect prediction models built with typical classifiers to 18 cases (3 × 6 = 18), and compared the prediction results of three types of predictors based on different numbers of metrics.
Third, based on the TOP5 metric subset, we further sought the minimum metric subset and tested the performance of the predictor built with such a minimum metric subset.
After this process is completed, we will discuss the answers to the four research questions of our study.
Variables
Independent Variables. The independent variables represent the inputs or causes, and are also known as predictor variables or features. It is usually what you think will affect the dependent variable. In our study, there are 20 commonly-used static code metrics, including CK suite (6), Martin's metrics (2), QMOOM suite (5), Extended CK suite (4), and McCabe's CC (2) as well as LOC. Each one exploits a different source of code information (see Table 3 ). For example, the value of the WMC is equal to the number of methods in a class (assuming uniform weights for all methods).
Dependent Variables. The dependent variables represent the output or effect, and are also known as response variables. In mathematical modeling, the dependent variable is studied to see if and how much it varies as the independent variables vary. The goal of defect prediction in our experiments is to identify defect-prone classes precisely for a given release. We deem defect-proneness as a binary classification problem (i.e., buggy vs. non-buggy). That is to say, a class is non-buggy only if the number of bugs in it is equal to 0; otherwise, it is buggy.
Classifiers
In general, an algorithm that implements classification, especially in a concrete implementation, is known as a classifier. There are inconsistent findings regarding the superiority of a particularly classifier over others [39] . In this study, software defect prediction models are built with six well-known classification algorithms -namely, J48, Logistic Regression (LR), Naïve Bayes (NB), Decision Table (DT) , Support Vector Machine (SVM) and Bayesian Network (BN)-used in [16] . All classifiers were implemented in Weka. For our experiments, we used the default parameter settings for different classifiers specified in Weka unless otherwise specified.
J48 is an open source Java implementation of the C4.5 decision tree algorithm. It uses the greedy technique for classification and generates decision trees, the nodes of which evaluate the existence or significance of individual features. Leaves in the tree structure represent classifications and branches represent judgement rules.
Naïve Bayes (NB) is one of the simplest classifier based on conditional probability, and is termed as "naïve" because it assumes that features are independent. Although the independence assumption is often violated in the real-world, the Naïve Bayes classifier often competes well with more sophisticated classifiers [64] . The prediction model constructed by this classifier is a set of probabilities. Given a new class, the classifier estimates the probability that the class is buggy, based on the product of the individual conditional probabilities for the feature values in the class.
Logistic Regression (LR) is a type of probabilistic statistical regression model for categorical prediction by fitting data to a logistic curve [63] . It is also used to predict a binary response from a binary predictor, used for predicting the outcome of a categorical dependent variable based on one or more features. Here, it is suitable for solving the problem in which the dependent variable is binary, that is to say, either buggy or non-buggy. Decision Table (DT) , as a hypothesis space for supervised learning algorithm, is one of the simplest hypothesis spaces possible, and it is usually easy to understand [55] . A decision table has two components: a schema which is a set of features and a body which is a set of labeled instances.
Support Vector Machine (SVM) is a supervised learning model with associated learning algorithms that is typically used for classification and regression analysis by finding the optimal hyper-plane that maximally separates samples in two different classes. A prior study conducted by Lessmann et al. [39] showed that the SVM classifier performed equally with the Naïve Bayes classifier in the context of defect prediction.
Bayesian Networks (BN) is a graphical representation that shows the probabilistic causal or influential relationships among a set of variables of interest. Because BN can model the intra-relationship between software metrics and allow one to learn about causal relationships, the BN learning algorithm is also a comparative candidate for building prediction model for software defects. For more details, please refer to [41] .
Evaluation Measures
In this study, we used a binary classification technique to predict classes that are likely to have defects. A binary classifier can make two possible errors: false positives (FP) and false negatives (FN). In addition, a correctly classified buggy class is a true positive (TP) and a correctly classified non-buggy class is a true negative (TN). We evaluated binary classification results in terms of Precision, Recall, and F-measure, which are described as follows:
• Precision addresses how many of the classes returned by a model are actually defect-prone. The best precision value is 1. The higher the precision is, the fewer false positives (i.e., non-defective elements incorrectly classified as defect-prone) exist:
• Recall addresses how many of the defect-prone classes are actually returned by a model. The best recall value is 1. The higher the recall is, the fewer false negatives (i.e., defective elements missed by the model) exit:
• F-measure considers both Precision and Recall to compute the accuracy as Eq.4, which can be interpreted as a weighted average of Precision and Recall. The value of F-measure ranges between 0 and 1, with values closer to 1 indicating better performance for classification results.
To answer RQ.3 in the following sections, we also introduced a consistency index to measure the degree of stability of the prediction results generated by the predictors in question.
where d is the number of actually defect-prone classes returned by a model in each data set (d = T P ); k is the total of actually defect-prone classes in the data set (k = T P + FN ); n is the total number of instances. If TP = TP + FN, the consistency is 1. The greater the consistency index becomes, the more precise a model is. Note that, Eq.5 is often used to measure the stability of feature selection algorithms [23] . We introduced this equation to our experiments because of the same implication.
The area under the ROC curve (AUC) is the portion of the area of a unit square that is equal to the probability that a classifier will identify a randomly chosen defective class higher than a randomly chosen defect-free one [66] . An AUC less than 0.5 means a very low true positive rate and high false alarm rate. Therefore, we also used AUC to evaluate the performance of the predictors built with simplified metric set in the following experiments.
Experimental Results
In this section, we report the primary results so as to answer the four research questions formulated in Section 3.2. WPDP generally captures higher precision than CPDP, which in turn achieves a better recall for two reasons. First, training data from the same project represents the authenticity of the project data, and can achieve a higher precision based on historical data. Second, existing release data sets of other projects may be not comprehensive enough to represent the global characteristics of the target project. In other words, training data from other projects may be more preferable because the rich information in the labeled data leads to the identification of more actually defect-prone classes. As opposed to our expectation, there is no observable improvement in the accuracy when increasing the number of training data sets in WPDP. This happens because the values of some metrics are identical among different releases. As shown in Figure 5 , increasing the quantity of training data does not work better and even reduces the recall because of information redundancy.
The results also validate the idea that CPDP may be feasible for a project with insufficient data sets. In addition, Figure 5 shows a tendency that the TOP5 metric subset simplified by our approach appears to provide a comparable result to the other two cases. However, until now, we just analyzed the comparison of training data between WPDP and CPDP with six prediction models, without examining whether the predictor with simplified metric set works well. For example, it might be possible that a predictor built with few metrics ( e.g., TOPK) can provide a satisfactory prediction result with the merits of less effort-and-cost. This analysis is the core of our work and will be investigated in the upcoming research questions.
RQ2: Does the predictor built with simplified metric set
provide an acceptable prediction result, or does the simplified approach work well?
The Definition of Acceptable Result
The balance of defect prediction between a desire for accuracy and a desire to minimize effort-and-cost is an open challenge. The effort-and-cost applied to a defect prediction model is deemed a primary factor of prediction efficiency, while the accuracy achieved by a defect prediction model is a critical determinant of prediction quality. The trade-off between efficiency and accuracy requires an overall consideration of multiple factors. Hence, we defined two hypotheses as the acceptable condition in our study: on one hand, if the results of a predictor based on few metrics are not worse than a benchmark predictor, or if the overall performance ratio of the former to the latter is greater than 0.9 (in such a case, the overall performance of a predictor is calculated in terms of median value of evaluation measures). We believe that the value of such a threshold can be acceptable according to software engineering practices. On the other hand, if the distributions of their results have no statistically significant difference, we also consider the result is viable.
Concerning the prediction results of the six prediction models in different contexts, Figure 5 roughly suggests that such a simplified method can provide an acceptable prediction result compared with those more complex ones, especially in Scenario 3. For example, for the Naïve Bayes classifier with Top-5 metrics the median precision, the recall and F-measure values are 0.446, 0.694 and 0.525, respectively. Note that, the reference values are 0.474, 0.694 and 0.548, respectively.
The Comparison of Prediction Results
To further validate the preferable prediction performance and practicability of the predictor built with simplified metric set described above, we compared the performance of TOP5 against both ALL and FILTER in terms of a ratio. The comparisons between TOP5 and ALL shown in Table 4 (see the Median TOP5/ALL column) present that more than 80 percent of the ratios are greater than 0.9 and some of them are labeled with an underline because their values are greater than 1. These results indicate that-compared with defect prediction based on complex predictor-the predictor built with the five frequentlyused metrics in our data sets can achieve an acceptable result with little loss of precision. Similarly, the comparisons between TOP5 and FILTER in Table 5 (see Median TOP5/FILTER column) also present an acceptable result based on the same evidence. However, we have to admit that the prediction results of different classifiers with TOP5 metric subset in both Scenario 1 and Scenario 2 have several unacceptable cases, for example, the values of F-measure for J48 are under 0.7. In addition, WPDP using a simplified metric set (i.e., TOP5) is still able to keep a relatively high median precision (not less than 0.5, see Table 4 and Table 5 ). The recall and F-measure for different predictors are stable except for the Naïve Bayes model, which shows a sharp improvement in these two measures (see Figure 5 ). The significant increase indicates that more defectprone classes can be identified by the Naïve Bayes learning algorithm. Therefore, the Naïve Bayes model appears to be more suitable for defect prediction when an engineer wants to use few metrics. Figure 5 only shows the standardized boxplots of the prediction results. In Table 4 and Table 5 , the performance of the predictor built with simplified metric set is examined, whereas the last three columns of these two tables show the results of the Wilcoxon signed-rank test (p-value) and Cliff's effect size (d) (i.e., d is negative if the right-hand side measure is higher than the left-hand side one) [67] . Based on the null hypothesis that two samples are drawn from the same distribution (i.e., µ 1 − µ 2 = 0), the test is executed with a two-side alternative hypothesis. The test yields a p-value used to reject the null hypothesis in favor of the alternative hypothesis. If the p-value is more than 0.01 (i.e., there is no significant difference between the predictors under discussion), one cannot reject the null hypothesis that both samples are in fact drawn from the same distribution. In our study, we considered the results of TOP5 as a target result, and thus the statistical analyses were performed for ALL vs. TOP5 and FILTER vs. TOP5.
In Table 4 , the Wilcoxon signed-rank test highlights that there are no significant differences between ALL and TOP5, indicated by the majority of p > 0.01 for the classifiers evaluated with three measures, although four exceptions exist in Scenario 1 and Scenario 2. Additionally, note that for the effect size d, the predictor built with Top-5 metrics appears to be the choice that is more suitable for CPDP, as it is the only one that achieves the most negative d for different classifiers with "no significant difference". Compared with ALL metrics, the simplified metric set (i.e., TOP5) achieves an improvement on Precision for WPDP and an improvement on Recall or F-measure for CPDP. In short, with respect to the cost of computing twenty metrics, the simplified approach (e.g., TOP5 (25% efforts)) is more practical under the specified conditions. In Table 5 , there are no significant differences between FIL-TER and TOP5, as indicated by the same evidence. Only one case of Precision in Scenario 3 presents p < 0.01 when using the Decision Table classifier. The predictor built with the TOP5 metric subset also appears to be the choice that is more suitable for CPDP because of the majority of negative d for different classifiers. However, the improvement on Precision for WPDP is not significant in Table 5 , but the improvement on Recall or F-measure is still supported for CPDP.
Comparison with Existing Approaches
To evaluate the usefulness of the proposed simplified approach, we built defect prediction models using two existing feature selection approaches (i.e., max-relevance (MaxRel) and minimal-redundancy-maximal-relevance (mRMR) [53] ) and performed experiments on all data sets in question. Then, we compared the results of our approach with the related methods. Figure 6 shows the AUC values in ascending order, which can be obtained by building a predictor with the Top-5 metrics in terms of these three approaches. Clearly, the results indicate that our approach works as well as the MaxRel approach as a result of great overlaps, and performs a little better than the mRMR approach. For example, in the third sub-figure of the first row, both TOP5 and MaxRel approaches show a higher trend than mRMR, and there are several overlapped points between them. The superiority is particularly obvious in Scenario 2 and Scenario 3. Furthermore, the statistical description of different approaches in Table 6 indicates that our approach is competitive, especially with the Naïve Bayes classifier.
With the evidence provided by the above activities, the proposed simplified approach is validated to be suitable for both WPDP and CPDP. We will further discuss the effectiveness of different classifiers and whether the existence of the minimum subset of metrics is substantiated.
RQ3:
Which classifier is more likely to be the choice of defect prediction with a simplified metric set?
Among all the predictors based on the six classifiers we studied, as shown in Figure 5 , the Naïve Bayes classifier provides the best median recall and F-measure in Scenario 1 and 2. Although the precision presents a decreasing trend, it is rational to deem Naïve Bayes as the most suitable classifier for WPDP in terms of Recall or F-measure. However, Logistic Regression or SVM is more likely to be the preferable choice for prediction models focusing on Precision. In regards to CPDP, Decision Table appears to be the best classifier because of high recall, whereas Naïve Bayes is another suitable classifier.
Furthermore, Table 6 indicates that the Naïve Bayes classifier is the one that tends to have greater AUC values on average, and Logistic Regression or Bayesian Network also shows comparable results. However, to our surprise, Decision Table is no longer the preferable classifier for CPDP because of the lower average AUC value compared with Naïve Bayes and Logistic Regression classifiers in Table 6 .
RQ4:
Is there a minimum metric subset that facilitates the procedure for general defect prediction?
Minimizing the Top-5 metric subset
In RQ2, we validated that the TOP5 metric subset performs well according to the great representativeness and approximate comparability. However, there are still some strong correlations among the top five metrics. It is necessary to minimize the feature subset by eliminating the metrics that have a strong correlation with the others. According to the guideline shown in Table 1 , a strong correlation between two metrics is identified as long as the correlation coefficient r is more than 0.6. Thus, ϕ = 0.6 is selected as the threshold in the following experiment. Table 7 presents three correlation coefficient matrices in which four pairs of metrics have strong correlations, for example, the correlation between CBO and CE, and the correlations between RFC and LCOM, CE, and LOC. In particular, the correlation order: x-axis is the order of data sets, y-axis is the corresponding value of AUC. The blue represents our approach, the red • represents the max-relevance (MaxRel) approach, and the green represents the minimal-redundancy-maximal-relevance (mRMR) approach proposed by Peng et al. [53] coefficient between RFC and LOC is more than 0.9 in Scenario 1 and Scenario 2.
For the purpose of minimizing the simplified metric set, we eliminated any combinations that include those metrics with strong correlations from the possible combinations (2 * C Figure 7) will be minutely explored in the following paragraphs. Interestingly, most of the results calculated by MaxRel and mRMR are included in the 13 combinations after removing those metrics with strong correlations.
Prediction results of the predictor based on the minimum
metric subset First, we have to determine the corresponding thresholds of Recall, Precision and F-measure that are to be adopted to evaluate the minimum subset. Like the literature [16] , the thresholds 0.5 and 0.7 were selected for Precision and Recall respectively in our study. As a weighted average of Precision and Recall, a value of 0.583 is used for F-measure. Thus, we compared the results for different combinations under four types of evaluation conditions based on the given thresholds (see Figure 7) . #Precision, #Recall, #F-measure and #T otal indicate the number of results for a combination that meet the given threshold of their respective evaluation condition. Note that, the results are only based on the Naïve Bayes classifier because it has been validated to be a suitable classifier for our data sets. Conversely, we believe that other classifiers will provide approximate results due to their similar functions.
For Scenario 1, compared with the TOP5, there is an improvement for #Precision except for single metric; conversely, both #Recall and #F-measure exhibit a slight downward trend, especially for the simple metric LCOM. Although reducing the number of metrics causes a decrease in #Recall and #F-measure, the results are still very optimistic when considering the prediction results with the precision greater than 0.5 and the recall greater than 0.7 as an acceptable result. For example, the results for the combinations of both CBO+LOC and LOC+CE are approximately equal to the TOP5. Nevertheless, we must note that the combinations including the LOC metric return better results under the last three conditions. Thus, it is reasonable to conclude that LOC is one of the metrics that belongs to the minimum metric subset in WPDP. However, the single LOC may not be an appropriate choice for Scenario 1, because its #Precision is the lowest. Then, according to Figure  7 , CBO+LOC as the best combination is considered to be the minimum metric subset for WPDP, and CBO+LOC+LCOM is an alternative combination. In addition to these two combinations, LOC+CE also works well.
For Scenario 2, a similar phenomenon of the results under different evaluation conditions when using all the historical data is shown in Figure 7 . At the same time, the results confirm our previous finding obtained in RQ1: the quantities of training data do not remarkably affect the prediction results. Furthermore, a slightly worse result under the last three conditions is presented in this scenario. We also find that the combinations including LOC metric (e.g., LOC, CBO+LOC, LCOM+LOC, etc.) work well and could be selected as a possible component of the minimum metric subset. As expected, CBO+LOC is still considered to be the best choice due to the high bar of both #Precision and #T otal. Although LCOM+LOC shows the same result as CBO+LCOM+LOC, LCOM+LOC is usually preferable because of the smaller number of metrics.
Interestingly, for Scenario 3, some results observed in the other two scenarios are confirmed again. In particular, LOC still provides better prediction results for CPDP (e.g., LCOM+LOC provides the largest number of results about the precision). This scenario also presents several significant differences in terms of the returned number of results. For example, compared with the TOP5, the results obtained from single metric LOC display an improvement on the other three conditions except for #Recall. The result of CBO+LOC combination is no longer the best one, instead replaced by LOC+CE combination, which achieves an improvement on #Precision, #F-measure, and #Total.
LOC is, by far, the most basic metric for defect prediction both within a project and across projects. The subset composed of CBO and LOC is the most practical and effective metric subset for WPDP, and LOC+CE is the best one considered as the minimum subset for CPDP. This result can be explained by the facts that (1) the Pareto principle of defect distribution, (i.e., a small number of modules account for a large proportion of the defects found [57, 58, 59] ); (2) larger modules tend to have more defects (i.e., a positive correlation exists between LOC and defects [9] ); (3) as the representative complexity metrics, both CBO and CE are important indicators for fault-prone classes in terms of software coupling and dependency, which have been commonly used to defect-proneness prediction [60, 61, 62] .
In addition, Figure 8 presents the prediction results achieved by predictors built with single metric and minimum metric subsets based on Naïve Bayes in different scenarios, respectively. 
Stability of minimum metric subset
To understand the stability of prediction results of the predictor built with the minimum subset, we performed ANalysis Of VAriance (ANOVA) [49] to statistically validate the robustness (i.e., consistency) of such a predictor. An n-way ANOVA can be used to determine whether a significant impact on the mean in a set of data is developed by multiple factors. In this study, we used one-way ANOVA with a single factor, which is the choice among six classifiers. For this ANOVA, we first calculated the Consistency value of each classifier with three minimum subsets of metrics (i.e., LOC, LOC+CBO, LOC+CE) according to Eq. 5, which was given in Section 4.5. Then, ANOVA was used to examine the hypothesis that the Consistency values of each minimum metric subset for all classifiers are equal against the alternative hypothesis that at least one mean is different. The test of statistical significance in this section utilized a significance level of p < 0.05, and the whole test was implemented in SPSS.
The ANOVA results are presented in Table 8 . The p values are greater than 0.4, which indicates that there is no significant difference of the average Consistency values among these six classifiers. That is, the minimum metric subset is relatively stable and might be independent of classifiers.
A Summary of the Results
In summary, the goal of this study is to investigate a simplified approach that can make a trade-off between generality, performance, and effort-and-cost. The primary issues that we focus on are (1) how to select training data sets, (2) how to determine the suitable simplified feature subset for defect prediction, and (3) whether or not simple modeling technique tends to perform well in this context. Our analysis empirically validates the idea that there are certain guidelines available for reference to answer the proposed research questions. We particularly emphasize that our analysis supports the hypothesis that a predictor built with simplified metric set, in different scenarios, is feasible and practical to predict defect-prone classes. Table 9 summarizes the results of our study. WPDP generally captures high precision, whereas CPDP always achieves higher recall and F-measure. The difference is significantly discriminated by the F-measure. For example, the median F-measure is either high or medium in CPDP, while the median values of this measure do not exceed the middle level in WPDP. In addition, in WPDP, using a simple classifier (Naïve Bayes) can improve the recall and maintain an appropriate precision. A simple classifier (e.g., Logistic Regression and Naïve Bayes) also performs well in CPDP with respect to the overall performance. In other words, in WPDP, Naïve Bayes provides higher recall and Decision Table 10 further summarizes a guideline for choosing the suitable metric sets to facilitate defect prediction under different conditions. Software engineers have three choices to determine which metrics are suitable for implementing the specific requirements. For instance, if only a proper precision (e.g., Precision > 0.5) is required for WPDP, he/she can select a certain single metric (e.g., CBO). If proper precision and recall are required at the same time, TOPK is preferentially recommended. Furthermore, if a higher precision is required with loss of accuracy under the above conditions, a minimum subset (e.g., LOC+CBO) is suggested as the best choice for engineers.
Discussion
RQ1: Our experimental results described in the previous section validate that CPDP is feasible for a project with an insufficient data set, and it even performs better than WPDP in terms of Recall and F-measure. For CPDP, we must state that, in this paper, the combinations of the most suitable training data from other projects are based on the approach proposed in [16] in an exhaustive way. All the combinations of data sets used to train prediction models consist of no more than three data sets from other projects. One reasonable explanation is that almost all projects in question have no more than four releases and the mean #releases is 3.4 (see Table 2 ). For a more detailed description of the method that uses the most suitable training data from other projects, please refer to [16] .
Defect prediction performs well as long as there is a sufficient amount of data available to train any models [3] , whereas it does not mean that more data must lead to more precise prediction models. We find that there is no observable improvement when increasing the number of training data sets in WPDP. Therefore, the quality of the training data is more important than the amount during defect prediction.
RQ2: To the best of our knowledge, there is no widelyaccepted standard for judging the desired effort and accuracy of different prediction models. We used statistical methods to examine whether there is a significant difference between the predictor built with a simplified metric set and a benchmark predictor in terms of evaluation measures. Although this treatment may be subjective to determine what is acceptable, the thresholds of median ratio 0.9 and nonparametric test (Wilcoxon signed-rank test and Cliff's effect size) are meaningful and reliable in practice.
Either the method without using feature selection techniques or the approach based on filters is commonly used to build defect predictors. Considering the simple pursuit of prediction precision, these methods are not the best reference models. However, their primary merit is independent of specific learning algorithms, suggesting that they are repeatable, versatile, and easy to use. Thus, we argue that they are suitable references for our empirical study from an overall viewpoint of performance.
RQ3: We used the top five metrics to build the third predictor (TOPK) with regard to its largest Coverage value in our experiments. The comparison of different lengths K for Coverage values in three scenarios is presented in Figure 9 . In this figure, we can observe that the Coverage value reaches a peak when K = 5. A proper length is very important to simplify the metric set for defect prediction. The second potential conclusion from this figure is that in general, the simplification of features involved in a defect prediction model is essential. We also find that simple classifier (e.g., Naïve Bayes) tends to perform better when using a simplified metric set for defect prediction in all three scenarios. The result is completely consistent with the conclusions proposed in the literature [22, 28] . Specifically, Naïve Bayes is a robust machine learning algorithm for supervised software defect prediction problems in both WPDP and CPDP.
RQ4: LOC, CBO, and CE are considered to be suitable components of the minimum metric subset, which is largely consistent with the results of several prior studies. For LOC, Zhang [9] has performed a detailed investigation of the relationship between LOC and defects. Their study confirmed that a simple static code attribute, such as LOC, could be a useful predictor of software quality. In network science, out-degree as an abstract description of CE is typically viewed as an alternative metric for defect prediction because a class with high out-degree calls many other classes and has high internal complexity [10] . CBO measures the degree of coupling between object classes according to the two basic principles (high cohesion, and low coupling) of software engineering. These three metrics may be appropriate features for defect prediction in our context.
As an alternative to handling several metrics, a simplified approach to predict defectiveness, which is practical and easy, could determine the subset of metrics that are cardinal and determine the correct organization [41] . This approach was validated using the Wilcoxon signed-rank test and Cliff's effect size (d) in both WPDP and CPDP (Table 4 and 5). The implications of using a simplified metric set for defect prediction are effective reduction of the effort-and-cost by sacrificing a little performance. According to our study, the results show that the advantages of this approach outweigh the disadvantages.
Threats to Validity
In this study, we obtained several significant results to answer the four proposed research questions in Section 3.2. However, potential threats to the validity of our work still remain.
Threats to construct validity concern the relationship between theory and observation. These threats are primarily related to the static code metrics we used. All the data sets were collected by Jureczko and Madeyski [11] , and Jureczko and Spinellis [12] with the help of two existing tools (BugInfo and Ckjm). According to the authors, errors inevitably existed in the process of defect identification. Unfortunately, there may be missing links based on incomplete links between the bug database and source code repositories as illustrated in some studies [42, 43] . However, these data sets collected from the PROMISE repository have been validated and applied to several prior studies. Therefore, we believe that our results are credible and suitable for other open-source projects.
Another construct threat is that, we compared the performance obtained from the predictors built with ALL, FILTER and TOP5 metric set for RQ2. We recognize that this may be biased because other combinations of metrics could also achieve the best precision results. Nevertheless, the usage of these metrics, available as an oracle for comparison, is feasible because some prior studies have used these metrics to predict defect-prone classes based on the same data sets [16] .
Threats to internal validity concern any confounding factor that could influence our results, and they are mainly related to various measurement settings in our study. For our experiments, we choose the Top-5 metrics to build a predictor based on Eq. 1. However, we are aware that our results would change if we use a different K length. Additionally, to limit the variability of results, we compared the Coverage value in three scenarios to determine the optimal value of K (see Figure 9 ). Threats to conclusion validity concern the relationship between treatment and outcome, where we appropriately used a non-parametric statistical test (Wilcoxon signed-rank) and one-way ANOVA to show statistical significance for the obtained results in RQ2 and RQ4, respectively. Typically, oneway ANOVA is used to test for the difference among at least three groups because the two-group case can be covered by a t-test. In Table 8 , we analyzed three minimum subsets in each scenario to prove that our experiment is reliable. Additionally, it has been shown that quantitative studies aiming at statistics should test at least 20 samples to obtain statistically significant numbers; tight confidence intervals require larger samples [56] . Fortunately, we conducted a non-parametric test on 24 data sets and validated that the null hypothesis in our experiments could not be rejected in most cases.
Threats to external validity concern the generalization of the results obtained. The main threat could be related to the selected data sets-in addition to the PROMISE repository-to validate the results of the proposed research questions. The releases are chosen from a very small subset of all projects, and there are many other public on-line data sets used for defect prediction, such as NASA and Mozilla. However, similar trends have been shown in prior studies, which used the data sets from several code repositories. Nevertheless, we believe that our results can be reproduced using other data sets.
Another threat to external validity concerns the choice of software metrics used to construct predictors. Although we used only static code metrics available in the literature [2, 8, 19, 36, 37] , we are aware that other kinds of software metrics could exhibit different results. However, our main goal was to investigate the contribution of a simplified metric set for a project with insufficient historical data from a perspective of the trade-off between cost, generality and accuracy, rather than to compare the performance of different types of software metrics.
Last but not the least, we selected only 10 Java open-source projects, of which nine projects are developed and maintained by the Apache Software Foundation. We selected Java opensource projects because we have expertise in Java language and acknowledge the limitation of well-recognized data sets available on the Internet. The comparison of the performance of different types of software has been previously reported [3, 19, 33] .
Conclusion
This study reports an empirical study aimed at investigating how a predictor based on a simplified metric set is built and used for both WPDP and CPDP. The study has been conducted on 34 releases of 10 open-source projects available at the PROMISE repository and consists of (1) a selection of training data sets within a project and across projects, (2) a simplification of software metric set, and (3) a determination of the ability of the predictor built with the simplified metric set to provide acceptable prediction results compared with other predictors with higher complexity.
The results indicate that WPDP captures higher precision than CPDP, which, in turn, achieves a better recall or Fmeasure. Specifically, the choice of training data should depend on the specific requirement of accuracy. The predictor built with a simplified metric set performed well, and there were no significant differences between our predictor and other benchmark predictors. In addition, our results also show that Naïve Bayes is more suited to be the classifier for defect prediction with a simple predictor. Based on the specific requirements for cost, generality and accuracy, the minimum metric subset is ideal because of its ability to provide good results in different scenarios.
In summary, our results show that a simplified metric set for defect prediction is viable and practical. The prediction model constructed with a simplified or minimum subset of software metrics can provide a satisfactory performance. We believe that our metric set can be helpful for software engineers when fewer efforts are required to build a suitable predictor for their new projects. We expect some of our insightful findings to improve the development and maintenance activities.
Our future work will focus primarily on two aspects: 1) collect more open-source projects, as stated previously, to validate the generality of our approach; and 2) consider the number of defects to provide an effective method for defect prediction.
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