ABSTRACT There are two important aspects in human action recognition. The first one is how to locate the area that better indicates what the subjects in the videos are doing. The second one is how we can utilize the appearance and motion information from the video data. In this paper, we propose a gaze-assisted deep neural network, which performs the action recognition task with the help of human visual attention. Based on the above-mentioned consideration, we first collect a large number of human gaze data by recording the eye movements of human subjects when they watch the video. Then, we employ a fully convolutional network to learn to predict the human gaze. To efficiently utilize the human gaze, inspired by the rank pooling concept, which can encode the video into one image, we design a novel video representation named by dynamic gaze. The proposed dynamic gaze captures both the appearance and motion information from the video, and our human gaze data can better locate the area of interest. Based on the dynamic gaze, we build our dynamic gaze stream. We combine the proposed dynamic gaze stream together with the two-stream architecture as our final multi-stream architecture. We have collected over 300-k human gaze maps for the J-HMDB data set in this paper, and experiments show that the proposed multi-stream architecture can achieve comparable results with the state of the art in the task of action recognition with both collected human gaze data and predicted human gaze data.
I. INTRODUCTION
Human action recognition in videos is a challenging task and it had drawn much attention in the field of computer vision [1] - [3] . Different from static images, the video data [4] , [5] contains motion information. It is important to utilize motion information in the task of action recognition as well. To do this, a large number of researches have employed the trajectory-based strategies, Wang et al. [6] , [7] introduced the classic dense trajectories scheme. Two of the advantages in [6] are: (1) it extracts trajectories by detecting whether the trajectories are well tracked, this step can greatly avoid representing the background pixels in the video. (2) it employs both appearance and motion features, and a novel feature called Motion Boundary Histogram (MBH) [8] which can represent both the appearance and motion information.
In this work, motivated by [6] mentioned above, we design and evaluate a new action recognition architecture based on the Deep Convolutional Neural Network. First, we would like to detect the area of interest in each video. This is done by collecting a large number of human gaze from 10 subjects.
We choose a well designed video dataset namely J-HMDB [9] as the video data source. Then we build our own data by tracking the eye-movement of different human subjects. The human gaze data can be seen as a high-level area-of-interest detection. We show an example in Fig 1. The advantage of the human gaze is that it may contain rich semantic information since the data is directly collected from the human eyes, thus it reflects what's the most important area or pattern as an action when the video is shown to people. Several researches have employed human gaze, while most of these works [10] - [12] are in the image domain. They are only concerned about the the salient area when people are watching the static images. In our work, the human gaze serves as a detection step in the video pre-processing.
Next, let us consider this problem: if we are given a novel video not in the training set. How can we get the human gaze data of this video? Based on this consideration, it is practical to learn a model which can predict the human gaze for each frame with any input video. We accomplish this by utilizing a Fully Convolutional Networks (FCNs) [13] for the human FIGURE 1. An example of the human gaze from action category catch. We show the results of one of the subjects on 3 consecutive frames. The colored circles in the first row indicate the area of the human gaze, the second row is the gaze map for the corresponding frames. Best viewed in color.
gaze prediction. Recently, works such as [11] and [12] also adopt this architecture for predicting saliency maps or human gaze maps. Here we build a Fully Convolutional Networks similar to the deep architecture in [12] , with different inputs and different loss function for our data. Since we are dealing with video data, we would like to find out the relationship between motion information and human gaze as well. Thus we propose another human gaze prediction FCNs which takes the optical flow field as inputs and predict the human gaze map, the architecture is similar to the image gaze prediction, only that the first convolutional layer has a different setting, e.g. the inputs in the image gaze prediction FCNs have 3 color channels while the inputs of the motion gaze prediction FCNs have 2 channels indicating the horizontaland vertical-motion.
When we've detected the area of interest, the next important step is to find an efficient way to utilize the appearance and motion information of the video data. Recently with the success of Convolutional Neural Networks in image recognition, more and more researches in the video domain also employ the Deep CNN strategies. Simonyan and Zisserman [14] have introduced the twostream architecture which utilizes both the appearance information and the motion information from the video data. However, the traditional two-stream architecture treats the appearance and motion information by training two separate Deep CNNs without considering the information between appearance and motion. Inspired by [6] which introduced MBH to represent both appearance and motion information, we propose a multi-stream architecture. Besides the appearance-and motion-stream from [14] , in this paper, we introduce a novel stream which we call dynamic gaze stream. To model the appearance information together with motion information, we employ a novel technique called rank pooling [15] . Rank pooling can compress video sequence with arbitrary temporal length into a single image namely dynamic image [16] which contains both the appearance and motion information of the entire video. Although the human gaze data is collected via playing the video to the subjects, the data itself only contains a weak temporal relationship between consecutive frames. In our work, we would like to model the dynamics of the human gaze along the temporal domain. Thus rather than modeling the video dynamics alone, we take a further step by modeling the human gaze together with the video dynamics. To accomplish this, we design 4 different modalities to merge the human gaze and video dynamics, we call this dynamic gaze. The dynamic gaze stream is built upon the dynamic gaze data from each video. Similar to [16] , we train a separate Deep CNN for the dynamic gaze data. The final results are fused by different streams in a score fusion manner. Fig 2 shows the overview of our work, the main contributions of our work are fourfold:
First, we collect the human gaze data from 10 human subjects on the J-HMDB [9] dataset. The human gaze data is collected via playing the videos for each subject and recording their eye-movements. We've collected over 300k human gaze maps for 928 videos across 21 different action categories. The gaze data will be released in the future.
Second, in the real world settings, it is time consuming and impractical to record the human eye-movements for any new given video. Thus we design a gaze prediction FCNs which learns the pattern from our collected human gaze data. The experiments in later sections show that the predicted gaze map can boost the performance of action recognition task as well.
Third, we propose a novel strategy which models the human gaze data along the temporal domain and then merge it with the video dynamics, we call this dynamic gaze. We design and evaluate 4 different modalities of the proposed dynamic gaze. Based on dynamic gaze, we train a Deep CNNs namely the dynamic gaze stream. Our final architecture works in a multi-stream manner which combines the appearancestream and motion-stream as in [14] together with the proposed dynamic gaze stream.
Finally, we have done extensive evaluations with our multi-stream architecture on the task of action recognition, the results show that both the collected human gaze and the predicted human gaze can boost the recognition performance. And our multi-stream architecture achieves comparable results compared to the state-of-the-art approaches on the J-HMDB dataset.
This paper is organized as follows. We will first review the related works in section 2. In section 3, more details on how we build the dataset are explained. We show the proposed dynamic gaze-stream and the multi-stream architecture in section 4. In section 5, we propose a gaze prediction network based on fully convolutional networks. Experiments are shown in section 6. Finally we conclude the paper in section 7.
II. RELATED WORKS A. GAZE PREDICTION
Recently, several researches have adopted deep ConvNets for gaze prediction. For example, DeepGaze [17] employs the AlexNet [18] architecture, which is trained on ImageNet to predict gaze map. Another category in deep gaze prediction VOLUME 5, 2017 FIGURE 2. Overview of our work, best viewed in color. Our work contains two major parts: (1) the dynamic gaze, this is shown in the green dash box. We collect or predict the human gaze for the video frame, and then using rankpooling together with different fusion strategies to build our dynamic gaze. (2) the multi-stream architecture, this is shown in the red dash box. We let the dynamic gaze image as the input data to the dynamic gaze stream, then we combine the dynamic gaze stream with the two-stream to build the final multi-stream architecture.
employs the fully convolutional network (FCNs) architecture [13] . These approaches [10] - [12] are designed in an endto-end manner which take the images as inputs and the output from the network is the gaze prediction. We also employ the FCNs, however, our main focus is in the video domain, thus the network should not only deal with the appearance inputs, but also the motion inputs. In our work, this is done by building another network which takes the motion information, e.g. dense optical flow field from consecutive frames, as inputs, then predicts the gaze map for the corresponding frames.
The work in [19] utilizes human gaze to learn video saliency. Instead of collecting static gaze data from separate frames, they collect the gaze data from motion pictures. Then they model the gaze area across temporal domain by learning transition probability. In our work, we also model the gaze data in the temporal domain. We propose a novel technique named dynamic gaze. The main idea of dynamic gaze is that we assume the gaze data across the temporal domain satisfies a temporal evolution order, just like the assumption in [15] , we will give more details in later sections. In our work, to show the efficiency of our collected or predicted gaze in the task of action recognition, we also would like to compare the proposed approach to some of the saliency detection approaches.
The work in [20] introduces the optical variability, and modeling the relationship between the magnitudes between optical flow and visual saliency. Reference [21] introduces an encoding approach that allows for efficient computation of saliency by approximating joint feature distributions. References [19] - [21] all utilize the motion information from videos. We also utilize this information in two ways: (1) we train a motion FCNs to predict the human gaze from optical flow field between consecutive frames. (2) the dynamic gaze architecture can utilize both the appearance and motion information altogether, and also takes advantage of the gaze data. We will show the comparison of action recognition results in later sections.
B. TWO-STREAM CNN ARCHITECTURE
Inspired by the two-stream hypothesis [22] , Simonyan and Zisserman [14] propose the Two-stream ConvNets architecture for action recognition. This architecture contains two separate deep networks. One is called appearance-stream which takes the video frames as inputs. The other is called motion-stream which takes the stacked optical flow field as inputs. The final results are the late fusion of both networks. Recent works in action recognition have shown the efficiency of this architecture. In our work, we propose a multi-stream architecture. Besides the appearance-and motion-stream, we build a novel dynamic gaze-stream. Our new stream utilizes the gaze data across different frames. And can be combined easily with each stream in the original two-stream architecture.
C. RANK POOLING
Video can be seen as a set of image sequence following certain temporal order. Reference [15] models this temporal order as video evolution. They first map each frame into feature space, then assume all these feature points can be ranked by a linear svm. The learned parameters can be used as a video-level representation. Inspired by rank pooling [15] , Bilen et al. [16] propose the dynamic image representation. The main idea of dynamic image is that it can represent each video as a single image by using rank pooling. In our work, we combine the gaze data and rank pooling together to build two novel representations. These representations not only show the area of interest, they also reflect the dynamics of the gaze data across different frames.
D. HUMAN ACTION RECOGNITION
In our work, we want to find out whether we can use human gaze of the video frames to boost the performance of action recognition. Thus we first run a set of evaluations on a smaller dataset called J-HMDB [9] . The work in [9] adopt the traditional dense trajectories [6] representation as lowlevel feature and then using SVM to classify the action categories. Reference [23] treats the action recognition problem by first detecting spatial-temporal actiontube, then represent the detected area in a two-steam manner and classifies the action categories using SVM classifiers. Reference [24] represent different body parts and the full body by combine the outout of fully-connected layers from two-stream network, and employing a SVM to classify the action categories. Reference [25] encodes the feature based on the spacetime saliency of the video, then combine the feature with low-level features such as HoG, HoF and MBH. They also use SVM to classify the action categories. Our approaches differs from [23] - [25] in that we adopt the human gaze to detect the area-of-interest, and beyond that, we train FCNs to predict the human gaze. Instead of building new features, we design a novel DCNN stream to combine both appearance and motion information of the video. In our work, we also evaluate the proposed approach on UCF101 [26] dataset. UCF101 has been used in recent works such as [2] , [7] , [14] , [26] , and [28] - [30] .
III. DATA ACQUISITION A. EQUIPMENT SPECIFICS
In this work, we deploy the Tobii X2-60 Compact eyetracker. It's a dual-camera system which can track the eye movements from both eyes. The gaze sampling frequency is 60Hz. The tracking process is robust even during the subjects' head movement and in ambient light. We use our modified version of the SDK to get the human gaze data.
B. DATA PREPARATION J-HMDB [9] is a subset of the HMDB [30] dataset. The original HMDB has 51 action categories, the video clips are collected from Youtube, traditional movies and CG movies. J-HMDB contains 21 action categories, each category is more discriminative and easier for human to distinguish, e.g. in the original HMDB, the category ''talk'' and ''smile'' are facial actions, while in J-HMDB, every action category has obvious body movements. We choose the videos from J-HMDB as our video data sources based on the following reasons: (1) The action categories have more semantic meaning compared to some of the categories in the original HMDB. ( 2) The video data in J-HMDB is well processed and re-encoded. (3) The J-HMDB also comes with a set of puppet mask and puppet flow data, which can be used together with our gaze data in the future.
C. IMPLEMENTATION DETAILS
The J-HMDB dataset has 928 video clips, the temporal duration ranges from 17 frames to 40 frames. The total frame number of J-HMDB is 31,852.
In this work, we mainly focus on the eye movements when watching videos. Thus the system design is different from those used for eyetracking in static images. Each frame will be shown in roughly 33ms when the video is played in 30 frames-per-second. We slow this process by giving each frame more temporal duration. Specifically, we show each frame for 90ms, then change to the next frame. The main reasons for the above process are: (1) we could get more tracking data from each subject, this would practically makes eyetracking more robust. (2) the videoplay speed is slower, so that the subject can find out what is happening in the video more easily. (3) although the video is played at 11 frames-persecond, it can still provide enough motion information for the subjects.
For each subject, we first tell them what action categories are in the J-HMDB dataset. Then we show them some video samples of each category. During eyetracking process, we ask the subjects to watch the areas which they think can best showcase the current action category.
Due to unknown reasons, the eyetracking may fail at times for some subjects. We show the result to the subject right after each tracking process, to help them decide whether they should watch the video again.
In our work, we employ 10 subjects for collecting the gaze data, each of them has watched all the 928 video clips. The final number for the gaze data is 318,520 frames. For the same video frame, we merge its 10 gaze frame into one gaze frame. In the later section, our work is based on the merged gaze frames.
IV. MULTI-STREAM NETWORK WITH DYNAMIC GAZE
The rank pooling [15] assumes the video can be ranked along the temporal order. This can be done by training a ranking function f (.) for the frame-level features. For a given video X = {x 1 , x 2 , ..., x T }, where x t is the frame-level feature of frame t. The ranking function should satisfy the following equations: RankSVM [31] .
The parameter w * is the video-level representation which indicates the video evolution along the temporal order. Dynamic image [16] is similar to rank pooling in spirit. Specifically, for a given video frame I t , ψ(I t ) is an operator that stacks the RGB components of each pixel in I t on a large vector, and ψ(I t ) is the frame-level feature vector.
By employing rank pooling, we could get the video-level feature d * . Since d * has the same number of elements as a single video frame, it can be interpreted as standard RGB image.
Inspired by the dynamic image, we propose our dynamic gaze maps. In our work, ψ(G t ) is the operator that stacks the value of each pixel in the gaze map G t on a large vector.
The gaze map is obtained by combing the gaze data from all the subjects and adopting a gaussian filter upon these gaze points (x g , y g ). The dynamic gaze map can be computed in the same manner as [16] : We could get the sequence-level feature g * by employing rank pooling. Since g * has the same number of elements as a single gaze map, it can be interpreted as a standard gaze map, which we call dynamic gaze map. Furthermore, the dynamic gaze map is obtained by rank pooling along the input gaze maps, therefore it summarizes information from the whole gaze map sequence.
2) DYNAMIC GAZE FUSION FOR DYNAMIC GAZE STREAM
We have shown how to compute the dynamic gaze map in the last section. In our work, four modalities are designed to build the final dynamic gaze frame. For better clarity, we define the gaze map as a saliency map g with the size of w × h. The gaze frame is defined as a fusion of gaze map and the corresponding image, with the size of w × h × 3.
a: SINGLE DYNAMIC IMAGE+EARLY FUSION (SDI-EF)
in this modality, we first merge the video frame and gaze map into one merged frame. Then we employ rank pooling to compute the dynamic image of the merged frames. We compute only one dynamic image for the whole video.
b: MULTIPLE DYNAMIC IMAGES+EARLY FUSION (MDI-EF)
in this modality, we first divide each video into several sub-video clips with overlapping. Similar to modality one, we compute the dynamic image of the merged frames for each video clip.
c: SINGLE DYNAMIC IMAGE+LATE FUSION (SDI-LF)
in this modality, we compute the dynamic image and dynamic gaze map separately. Then we merge them into one merged dynamic image. We compute only one dynamic image for the whole videos.
d: MULTIPLE DYNAMIC IMAGES+LATE FUSION (MDI-LF)
in this modality, we first divide each video into several subvideo clips with overlap. Similar to modality three, we compute the dynamic image and dynamic gaze map for each video clip, then merge them into one dynamic image.
After the frame fusion, the video data is compressed into a set of images. We adopt the VGG-VD-16 [32] architecture to accomplish an end-to-end training process with the dynamic gaze frames, and we call this network as dynamic gaze stream.
B. MULTI-STREAM FUSION
In our work, we employ a traditional two-stream architecture [27] plus the proposed dynamic gaze stream. The VGG-VD-16 architecture is applied for all the streams. The input of appearance stream is the RGB frames from the video. The input of motion stream is the stacked optical flow field for 10 consecutive video frames. We use score fusion for the multi-stream architecture. The final score of a video is given by a linear combination of the scores from each stream.
C. IMPLEMENTATION DETAILS 1) DATA AUGMENTATION
To better train the streams, we adopt several data augmentation strategies. The original two-stream adopts random cropping and horizontal flipping to augment the training data. Inspired by [33] , we adopt corner cropping and scale-jittering with our modifications: Before any data augmentation, for each frame, we first rescale it to make its short side larger than 256 pixels. In corner cropping, we crop five sub-images from the rescaled frame: four images are from the corners, and one is from the center of the image. The size of each sub-image is 224 × 224. In scale-jittering, the width and height of cropped region are selected from {240, 224, 192, 168}. During each cropping, horizontal flipping is randomly adopted. Finally, we rescaled the cropped regions to 224 × 224.
2) NETWORK SETUPS
For both appearance-and motion-stream, we employ the similar settings as [27] . The input size of the appearancestream is 224×224×3, which is the standard for RGB images. The input size of the motion-stream is 224×224×20, which is the stacked vertical-and horizontal-component of the optical flow field extracted from 11 consecutive frames. For dynamic gaze stream, we normalize the value of gaze map to {0, 1}, then apply a pixel-wise multiplication to merge both the gaze map and its corresponding video frame. Both the early fusion and the late fusion are processed in the same manner. After the fusion step, we choose the smallest square bounding box which contains the corresponding dynamic gaze, and then we rescale it to the input size of the dynamic gaze stream. As for multiple dynamic images, we set the temporal size of a sub-sequence to 5 frames, with the stride of 2 frames. The hidden weight layers use the rectification activation function (ReLU). Batch-normalization is also adopted.
V. GAZE PREDICTION WITH DEEP CONVOLUTIONAL NEURAL NETWORK
One of the goals in this work is to find out whether we can benefit from the human instinct by utilizing their gaze data, thus we design a multi-stream architecture and show the evaluation results. The second goal is to find out how to learn to predict the human gaze. To achieve this, in this section, we design a deep ConvNets architecture based on fully convolutional networks (FCNs) which takes the RGB images or optical flows as inputs, and output a gaze map as the final prediction.
A. NETWORK STRUCTURES
Our network is similar to [12] . The size of the feature map is first scaled down by a series of convolutional layers. Then we employ a de-convolutional (de-conv) layer with fixed weights. The de-conv layer only works as a bi-linear filter to rescale the previous feature map to make it the same spatial size as the input data. Different from [12] , we do not use the Euclidean loss as our loss function. Instead, we treat this problem as estimating the confidence of a pixel being watched by the subjects. We show our loss function in equation 3,
where T is the number of pixels in the input images or optical flows. We set C = 2, indicates a pixel is being watched by the subjects or not. And y i,t,c is the value of the normalized gaze map at the corresponding pixel. The gaze maps are normalized to {0, 1}.
B. IMPLEMENTATION DETAILS
We set the input size of the image to 256 × 256 × 3. The pre-trained deep model in [12] can be used to initialize our network. It is worth noting that the proposed network can also utilize optical flow input to predict the gaze map. Specifically, we first normalize the horizontal-and vertical-components of the optical flow to [0, 255], these can also be seen as two optical flow maps. Then we stack them together as the input to the network. The size of this optical flow input is 256 × 256 × 2. In [12] , the authors only adopt the deep architecture to RGB images. To utilize their trained models, we employ a cross modality pre-training technique from [33] . To make it clear, for the first convolutional layer in the deep model, we average the weights across the RGB channels and replicate this average by 3, we do not touch the rest of the convolutional layers. After this step, the deep model is compatible to pre-train the optical flow inputs. To train the gaze prediction network, we normalize the gaze map to {0, 1}. Following [12] , we set the mini-batch size as 2 images. The network can be trained using mini-batch stochastic gradient descent algorithm. The rgb prediction and flow prediction networks are trained separately. In the test phase, the final score is the fusion of both networks. For a given pixel p at position (x, y), we define the confidence score of p as min{1, S I (p) + S F (p)}, where S I (.) and S F (.) are the rgb and flow prediction confidence score of pixel p.
VI. EXPERIMENTS A. DATASETS 1) J-HMDB
Our main goal in this work is to evaluate and utilize the human gaze data collected from the subjects on the J-HMDB dataset.
We have given the details of the dataset and our human gaze data in the previous sections. We do not use the puppetflows or puppet-masks from the original J-HMDB dataset.
To compare to other approaches on this dataset, we follow the same train/test splits in the original J-HMDB dataset. The evaluation results will be shown in later sections.
2) UCF101
UCF101 [26] contains 13K video clips collected in 101 action categories. Compared to HMDB51 dataset, UCF101 dataset mainly focuses on human body movements. In our experiments, we would like to evaluate whether the trained gaze prediction net can help with cross-domain action recognition task. We follow the same train/test splits in the original UCF101 dataset and compare the results with other state-ofthe-art approaches in the later sections.
B. EXPERIMENTAL SETUPS
In multi-stream architecture, we use mini-batch stochastic gradient descent algorithm to learn the weights. We set the batch size to 128. We employ the pre-trained model from ImageNet [34] to initialize the appearance-stream. For the motion-stream, we directly use a pre-trained model [35] from the UCF101 [26] dataset. The model in [35] is already trained under the stacked optical flow settings, thus we do not need to employ the cross-modality pre-training technique. We use the same model as the appearance-stream to initialize the dynamic gaze stream, this is similar to the work in [16] . The optical flow is extracted by TVL1 [36] , which is widely used in different variations of two-stream deep networks. For the training process in multi-stream, we use all the augmented video data. For the testing process, we sample 8 frames across the whole video v, the final score is the average score of the test frames and their augmented data. Our gaze prediction network is also in a two-stream manner, it contains two separate parts: rgb-gaze stream and flow-gaze stream. We use the model from [12] to initialize the rgb-gaze stream. As we mentioned in the previous section, we employ a cross-modality pre-training technique to initialize the flow-gaze stream. The multi-stream and gaze prediction networks are all implemented using MatConvNet [37] toolbox.
C. EVALUATION OF DIFFERENT MODALITIES IN DYNAMIC GAZE STREAM
As we mentioned in section 4, we have designed 4 different modalities to evaluate our proposed dynamic gaze. For single dynamic image setting, we compute one dynamic image and one dynamic gaze map for the entire video. For multiple dynamic image setting, we compute dynamic images and dynamic gaze maps for every 5 frames, the stride is 3 frames. In this section, we show the results of all these settings. We also compare the proposed dynamic gaze with two different baselines: (1) We use dynamic image without combining with the dynamic gaze map. We keep the Single Dynamic Image (SDI) and Multiple Dynamic Image (MDI) settings for computing the dynamic image. (2) We use average pooling to build the spatial-temporal gaze maps. For SDI setting, we compute only one average gaze map for the entire video. For MDI setting, we compute one average gaze map for every 5 frames, the stride is 3 frames. In our experiments, we use the collected human gaze as ground-truth gaze maps. And in this section, we also want to show the efficiency of our predicted gaze in the final action recognition. Thus we add another comparison to show the results of the predicted gaze in action recognition. Since our gaze prediction contains an appearance FCNs and a motion FCNs, we show them separately. In table 1, Predicted Gaze (RGB) or Predicted Gaze (Flow) indicate that the gaze maps are predicted by the appearance or motion information of each frame, Predicted Gaze (Combined) is explained in section 5.
As shown in table 1, we can arrive at the following conclusions: (1) the multiple dynamic image/gaze works better than single dynamic image/gaze, we think the main reason is that MDI first divide a video into sub-videos, this could better grab the video dynamics in different temporal area. This can be seen in Fig. 3 with 3 action samples from category catch, run and pullup. We can find out that MDI in the third and fourth columns can better grab the action transitions in a smaller temporal area.
(2) the late fusion of dynamic gaze is much better than early fusion. We guess this is because in the late fusion modality, the dynamic image and dynamic gaze are calculated separately, then combined. This will best remain the information of both kinds of data. (3) the dynamic gaze will get a performance gain compared to dynamic image. Both the collected gaze and the predicted gaze can better find the area of interest in each frame. Based on the early detection, we could better represent each dynamic image. We think this is the main reason for the performance improvement. (4) we could find that the fusion of the two-stream gaze prediction can further boost the performance in the final results. Compared to the image gaze prediction, the motion information plays an important role in the video domain.
D. EVALUATION OF DIFFERENT MULTI-STREAM FUSION
In this section, we show the results of different multi-stream settings, as shown in last section, the dynamic gaze with Multiple Dynamic Image+Late Fusion can achieve the best performance, thus in this section we adopt this configuration for the dynamic gaze stream (both collected and predicted). We also show the results of average pooling and dynamic image in this section, the settings are the same as last section.
In table 2, we show different configurations of the multistream fusion. A Stream and M Stream indicate the appearance stream and motion stream. In the first row of table 2, +DImg indicates that we combine the two-stream with dynamic image stream, +APool indicates we combine the two-stream with Average pooled dynamic image stream, +DG indicates that we combine the two-stream with dynamic gaze stream (of collected gaze), and +PDG indicates that we combine the two-stream with dynamic gaze stream (of predicted gaze).
As shown in table 2, we find that in our work, the multistream architecture always works better than two-stream architecture. That means the extra dynamic image/gaze stream can indeed provide extra video information to help with action recognition. Moreover, we could get some insights from table 2: (1) by employing the proposed dynamic gaze, whether collected gaze or predicted gaze, the final result is better than only employing the dynamic image. (2) although not as good as the collected gaze (used as ground-truth gaze data), the predicted gaze is good enough to boost the performance compared to dynamic image only.
E. CROSS-DOMAIN ACTION RECOGNITION WITH GAZE PREDICTION NET
We have shown extensive action recognition results on J-HMDB in the previous sections with both collected human gaze and the predicted gaze. In this section, we want to evaluate whether the predicted gaze can help with action recognition in different dataset. We choose UCF101 since the properties of the action categories are similar to J-HMDB: most of the action categories are body movements, and they are discriminative enough to each other. We adopt the same settings as in [27] . For training the multiple dynamic image/gaze networks, we build dynamic image/gaze map for every 5 frames with the temporal window of 10 frames. For testing the appearance and motion stream, we sample 25 frames from each video, the stacked optical flow is built by the 10 frames temporal window around the sampled frames. To be specific, if one of the sampled frame is at time t, then the stacked flow is chosen from time t − 5 to t + 5. For testing the multiple dynamic image/gaze networks, we uniform sample 25 frames across the whole video and then build the dynamic image/gaze map with the same temporal window as the motion stream. The results are shown in table 3, we use the same settings as last section.
Since we do not have the collected human gaze of UCF101 dataset, in this section we only use the predicted gaze instead. Similar to table 2, the dynamic image/gaze can help the two-stream architecture to boost the action recognition performance.
F. COMPARISON WITH THE STATE-OF-THE-ART
In this section, we compare the proposed approach to the state-of-the-art action recognition results [9] , [23] - [25] on the J-HMDB dataset. To show the efficiency of the collected human gaze and our gaze prediction, we also employ several traditional video saliency approaches. We have shown the results of the proposed approach on the UCF101 dataset. Thus in this section, we also show the results of some of the stateof-the-art approaches on this dataset. We first show the results of J-HMDB in table 4.
As shown in table 4, we adopt several video saliency detection [19] - [21] to replace our dynamic gaze as the preprocessing step. Then we follow the same setting and the same multi-stream architecture to evaluate the final results. We could find from table 4 that the proposed dynamic gaze (both collected and predicted gaze) can achieve better results. And we also compare our proposed approach to some pose-based DCNN approaches and can still achieve comparable results.
The comparison with the state-of-the-art on the UCF101 dataset is shown in table 5. We also employ different saliency detection approaches [19] - [21] as the preprocess instead of our gaze prediction. Since we do not have the ground-truth (collected) human gaze of the UCF101 dataset, in this section we only show the results combined with our predicted human gaze map. Similar to table 4, in the proposed multi-stream architecture and the rank pooling based dynamic gaze strategy, the predicted gaze works better than the saliency detection approaches [19] - [21] in our work. It is worth noting that we do not report the two-stream results from [14] , instead we implement our own version of twostream and report the results on the UCF101 dataset. And by combining with IDT+FV [7] , we could get a further performance boost. The main goal here is to give an idea of whether the gaze data collected from J-HMDB can be used cross datasets, thus we do not design any specific classifiers based on the UCF101 dataset like some of the state-of-the-art approaches.
VII. CONCLUSION
Our main goal is to find out whether adopting human gaze data will improve the performance of action recognition. Thus, we first collect a large number of human gaze data by capturing the eye-movements from subjects watching videos.
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The human gaze data contains over 300k of gaze maps, captured from 10 subjects. We design a multi-stream deep ConvNets and a novel representation of the gaze data to evaluate our assumption, experiments have shown the performance boost after combining the dynamic gaze-stream. We also find that by employing a deep gaze prediction network, we could learn to predict the human gaze for any given videos. The predicted human gaze can boost the performance of action recognition with the proposed multi-stream architecture as well as the collected human gaze. We also test the performance in the cross-domain action recognition task. The results show our proposed approach can also boost the performance compared to the traditional two-stream architecture.
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