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Painleve´ analysis of correlation functions of the impenetrable Bose gas by M. Jimbo, T. Miwa,
Y. Mori and M. Sato [1] was based on the determinant representation of these correlation functions
obtained by A. Lenard [2]. The impenetrable Bose gas is the free fermionic case of the quantum non-
linear Schro¨dinger equation. In this paper we generalize the Lenard determinant representation for
〈ψ(0, 0)ψ†(x, t)〉 to the non-free fermionic case. We also include time and temperature dependence.
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1
1 Introduction
We consider exactly solvable models of statistical mechanics in one space and one time dimension.
The Quantum Inverse Scattering Method and Algebraic Bethe Ansatz are effective methods for a
description of the spectrum of these models. Our aim is the evaluation of correlation functions of
exactly solvable models. Our approach is based on the determinant representation for correlation
functions. It consists of a few steps: first the correlation function is represented as a determinant of
a Fredholm integral operator, second — the Fredholm integral operator is described by a classical
completely integrable equation, third — the classical completely integrable equation is solved by
means of the Riemann-Hilbert problem. This permits us to evaluate the long distance and large
time asymptotics of the correlation function. The method is described in [1], [3].
The most interesting correlation functions are time dependent correlation functions. The deter-
minant representation for time dependent correlation functions was known only for the impenetrable
Bose gas (the spectrum of the Hamiltonian of this model is equivalent to free fermions). In this paper
we have found the determinant representation for the time dependent correlation function of local
fields of the penetrable Bose gas. The main idea for the construction of the determinant representa-
tion is the following. We introduce auxiliary Bose fields (acting in the canonical Fock space) in order
to remove the two body scattering matrix and to reduce the model to the free fermionic case. We
want to emphasize that all dual fields, which we introduce commute (belong to the same Abelian
sub-algebra). Therefore we do not have any ordering problem. This will also permit us to perform
nonperturbative calculations, which are necessary for the derivation of the integrable equation for
the correlation function.
First we shall discuss our model.
Quantum nonlinear Schro¨dinger equation (equivalent to Bose gas with delta-function interaction)
can be described by the canonical Bose fields ψ(x) and ψ†(x) with the commutation relations:
[ψ(x), ψ†(y)] = δ(x − y), [ψ(x), ψ(y)] = [ψ†(x), ψ†(y)] = 0, (1.1)
acting in the Fock space. Fock vacuum |0〉 and dual vector 〈0| are important. They are defined by
the relations
ψ(x)|0〉 = 0, 〈0|ψ†(x) = 0, 〈0 | 0〉 = 1. (1.2)
The Hamiltonian of the model is
H =
∫
dx
(
∂xψ
†(x)∂xψ(x) + cψ
†(x)ψ†(x)ψ(x)ψ(x) − hψ†(x)ψ(x)
)
, (1.3)
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Here c is the coupling constant and h > 0 is the chemical potential. We shall consider the repulsive
case 0 < c ≤ ∞.
The spectrum of the model was first described by E. H. Lieb and W. Liniger [4], [5]. The Lax
representation for the corresponding classical equation of motion
i
∂
∂t
ψ = [ψ,H] = − ∂
2
∂x2
ψ + 2cψ†ψψ − hψ, (1.4)
was found by V. E. Zakharov and A. B. Shabat [6]. The Quantum Inverse Scattering Method for
the model was formulated by L. D. Faddeev and E. K. Sklyanin [7].
In this paper we shall follow the notations of [3]. First the model is considered in a finite periodic
box of length L. Later the thermodynamic limit is considered when the length of the box L and the
number of particles in the ground state go to infinity, with the ratio N/L held fixed.
The Quantum nonlinear Schro¨dinger equation is equivalent to the Bose gas with delta-function
interaction. In the sector with N particles the Hamiltonian of Bose gas is given by
HN = −
N∑
j=1
∂2
∂z2j
+ 2c
∑
1≤j<k≤N
δ(zk − zj)−Nh. (1.5)
Now a few words about the organization of the paper.
In Section 2 we shall review the Algebraic Bethe Ansatz and collect all the known facts necessary
for further calculations. In Section 3 we shall calculate the form factor of the local field in finite
volume. In Section 4 we shall present the idea of summation with respect to all intermediate states.
In Section 5 we introduce an auxiliary Bosonic Fock space and auxiliary Bose fields. This helps us
to represent the correlation function as a determinant in the finite volume. In Section 6 we consider
the thermodynamic limit of the determinant representation for correlation function. Length of the
periodic box L and number of particles in the ground state go to infinity but their ratio remains
fixed. This leads us to the main result of the paper (see formulæ (6.24)–(6.27)). The correlation
function of local fields in the infinite volume is represented as a determinant of a Fredholm integral
operator. For evaluation of the thermodynamic limit it is necessary to sum up singular expressions.
Appendix A is devoted to these summations. In Appendix B we present realization of quantum
dual fields as linear combinations of the canonical Bose fields. Appendix C shows how to reduce the
number of dual fields. Appendix D contains determinant representation for temperature correlation
function.
In forthcoming publications we shall use the determinant representation for the derivation of
completely integrable equation for correlation functions. Later we shall solve this equation by means
of the Riemann-Hilbert problem and evaluate the long-distance asymptotic.
3
2 Algebraic Bethe Ansatz
Let us review some main features of the Algebraic Bethe Ansatz, which we shall use later. We
consider the quantum nonlinear Schro¨dinger model. The starting point and central object of the
Quantum Inverse Scattering Method is the R-matrix, which is a solution of the Yang-Baxter equa-
tion. For the case of the quantum nonlinear Schro¨dinger equation, it is of the form :
R(λ, µ) =

f(µ, λ) 0 0 0
0 g(µ, λ) 1 0
0 1 g(µ, λ) 0
0 0 0 f(µ, λ)
 , (2.1)
where
g(λ, µ) =
ic
λ− µ, f(λ, µ) =
λ− µ+ ic
λ− µ . (2.2)
Later we shall also use functions
h(λ, µ) =
λ− µ+ ic
ic
, t(λ, µ) =
(ic)2
(λ− µ)(λ− µ+ ic) =
g(λ, µ)
h(λ, µ)
. (2.3)
Another important object is the monodromy matrix
T (λ) =
 A(λ) B(λ)
C(λ) D(λ)
 (2.4)
The operators A, B, C, D are acting in the Fock space where the operator ψ(x) was defined. Their
commutation relations are given by
R(λ, µ) (T (λ)⊗ T (µ)) = (T (µ)⊗ T (λ))R(λ, µ). (2.5)
These relations are written out explicitly in Section VII.1 of [3].
The hermiticity properties of T (λ) are
σxT
∗(λ¯)σx = T (λ), (2.6)
so that B†(λ) = C(λ¯).
The Hamiltonian of the model can be expressed in terms of A(λ) + D(λ) by means of trace
identities (Section VI.3 of [3]). The vacuum is eigenvector of the diagonal elements of T (λ)
A(λ)|0〉 = a(λ)|0〉; D(λ)|0〉 = d(λ)|0〉 (2.7)
〈0|A(λ) = a(λ)〈0|; 〈0|D(λ) = d(λ)〈0|; (2.8)
a(λ) = exp
{
− iLλ
2
}
; d(λ) = exp
{
iLλ
2
}
(2.9)
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Later we shall also use the function
r(λ) =
a(λ)
d(λ)
= e−iλL (2.10)
The operator C(λ) annihilates the vacuum vector and the operator B(λ) annihilates the dual vacuum:
C(λ)|0〉 = 0, 〈0|B(λ) = 0. (2.11)
The Hamiltonian of the model commutes with A(λ) +D(λ) and they can be diagonalized simul-
taneously. The eigenvectors of the Hamiltonian are
N∏
j=1
B(µj)|0〉, and 〈0|
N∏
j=1
C(µj), (2.12)
if µj satisfy Bethe Equations
a(µj)
d(µj)
N∏
k=1
k 6=j
f(µj, µk)
f(µk, µj)
= 1, or
a(µj)
d(µj)
N∏
k=1
h(µj , µk)
h(µk, µj)
= (−1)N−1 (2.13)
It is convenient to rewrite (2.13) in logarithmic form. For the ground state
ϕj + π ≡ Lµj +
N∑
k=1
i ln
(
ic+ µj − µk
ic− µj + µk
)
= 2π
(
j − N + 1
2
)
(2.14)
It is proven in Section I.2 of [3] that solutions µj of equation (2.14) are real.
The distribution of µj in the ground state in thermodynamic limit can be described by linear
integral equation. The thermodynamic limit is defined in the following way: N →∞, L→∞ and
N/L = D is fixed. In this limit µj condense (µj+1 − µj = O(1/L)) and fill the symmetric interval
[−q, q], where q is the value of spectral parameter on the Fermi surface.
In the thermodynamic limit the function of local density ρ(µ) can be defined in the following
way
ρ(µj) = lim
1
L(µj+1 − µj) . (2.15)
The lim in the r.h.s. denotes the thermodynamic limit. This function satisfies the Lieb-Liniger
integral equation
ρ(µ)− 1
2π
q∫
−q
K(ν, µ)ρ(ν)dν =
1
2π
. (2.16)
Here
K(ν, µ) =
2c
c2 + (µ− ν)2 , (2.17)
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and
D =
N
L
=
q∫
−q
dµρ(µ). (2.18)
In such a way we have described the ground state.
Now we can define the correlation function of the local fields
〈ψ(0, 0)ψ†(x, t)〉 = lim
〈0|
N∏
j=1
C(µj)ψ(0, 0)ψ
†(x, t)
N∏
j=1
B(µj)|0〉
〈0|
N∏
j=1
C(µj)
N∏
j=1
B(µj)|0〉
. (2.19)
Here
ψ†(x, t) = eiHtψ†(x, 0)e−iHt. (2.20)
We shall use the notation µj for the ground state only. The square of the norm of the ground state
wave function (denominator of the correlation function) was found in [8],
〈0|
N∏
j=1
C(µj)
N∏
j=1
B(µj)|0〉 = cN
 ∏
N≥j>k≥1
g(µj , µk)g(µk, µj)

×
 N∏
j=1
N∏
k=1
h(µj , µk)
 detN ∂ϕj
∂µk
. (2.21)
Here ∂ϕj/∂µk is N ×N matrix
∂ϕj
∂µk
= δjk
[
L+
N∑
l=1
K(µj, µl)
]
−K(µj, µk). (2.22)
Let us emphasize that det(∂ϕj/∂µk) > 0 (see Section I.2 of [3]). The thermodynamic limit of the
square of the norm can be described by the following formula:
lim
 detN
∂ϕj
∂µk∏N
j=1 2πLρ(µj)
 = det(Iˆ − 12πKˆ
)
, (2.23)
where Kˆ is an integral operator acting on some trial function f(λ) as
(Kˆf)(λ) =
q∫
−q
K(λ, µ)f(µ) dµ. (2.24)
The proof can be found in [8] (see also Section X.4 of [3]).
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In order to calculate the correlation function we shall also need a description of excited states.
We need to consider excited states which have one more particle than in the ground state
N+1∏
j=1
B(λj)|0〉, and 〈0|
N+1∏
j=1
C(λj), (2.25)
where λj have to satisfy Bethe Equations
a(λj)
d(λj)
N+1∏
k=1
k 6=j
f(λj, λk)
f(λk, λj)
= 1, or
a(λj)
d(λj)
N+1∏
k=1
h(λj , λk)
h(λk, λj)
= (−1)N (2.26)
We shall further assume that the number of particles in the ground state N is even. In order to
write the logarithmic form of the Bethe Equations it is convenient to introduce
ϕ˜j ≡ Lλj +
N+1∑
k=1
k 6=j
i ln
(
λj − λk + ic
λj − λk − ic
)
. (2.27)
The Bethe equations can now be written as
ϕ˜j = 2πnj , (2.28)
where nj is an ordered set of different integer numbers nj+1 > nj. One can prove that all λj are
real. In order to enumerate all the eigenstates in the sector with N +1 particles we have to consider
all sets of ordered integers nj. The square of the norm of the excited state is
〈0|
N+1∏
j=1
C(λj)
N+1∏
j=1
B(λj)|0〉 = cN+1
 ∏
N+1≥j>k≥1
g(λj , λk)g(λk, λj)

×
N+1∏
j=1
N+1∏
k=1
h(λj , λk)
 detN+1∂ϕ˜j
∂λk
. (2.29)
For the excited state det(∂ϕ˜j/∂λk) is also positive. We shall also mention that the scattering
matrix of elementary excitations can be found in Section I.4 of [3]. It depends strongly on momenta,
this shows that the model is not free fermionic.
Now we can define the form factor in the finite volume
FN = 〈0|
N∏
j=1
C(µj)ψ(0, 0)
N+1∏
j=1
B(λj)|0〉. (2.30)
We shall calculate it in the next section. We shall also need the conjugated form factor
〈0|
N+1∏
j=1
C(λj)ψ
†(x, t)
N∏
j=1
B(µj)|0〉
= e−iht · exp
it
N+1∑
j=1
λ2j −
N∑
k=1
µ2k
− ix
N+1∑
j=1
λj −
N∑
k=1
µk
 · FN .
(2.31)
7
Here we used the fact that the energy and momentum of the eigenstate are given by the expressions
EN+1 =
N+1∑
j=1
(λ2j − h), (2.32)
PN+1 =
N+1∑
j=1
λj . (2.33)
3 Form Factor
The main purpose of the paper is to evaluate the correlation function. In the finite volume we shall
use the notation
〈ψ(0, 0)ψ†(x, t)〉N =
〈0|∏Nj=1C(µj)ψ(0, 0)ψ†(x, t)∏Nj=1B(µj)|0〉
〈0|∏Nj=1C(µj)∏Nj=1B(µj)|0〉 . (3.1)
We shall use the standard representation of correlation function in terms of the form factors
〈ψ(0, 0)ψ†(x, t)〉N
=
∑
all {λ}N+1
〈0|
N∏
j=1
C(µj)ψ(0, 0)
N+1∏
j=1
B(λj)|0〉〈0|
N+1∏
j=1
C(λj)ψ
†(x, t)
N∏
j=1
B(µj)|0〉
〈0|
N+1∏
j=1
C(λj)
N+1∏
j=1
B(λj)|0〉〈0|
N∏
j=1
C(µj)
N∏
j=1
B(µj)|0〉
. (3.2)
In order to calculate the form factor we need to know the action of the local field on the eigen-
vector. This can be found in [9] (see also Section XII.2 of [3]).
ψ(0, 0)
N+1∏
j=1
B(λj)|0〉 = −i
√
c
N+1∑
ℓ=1
a(λℓ)
N+1∏
m=1
m6=ℓ
f(λℓ, λm)
N+1∏
m=1
m6=ℓ
B(λm)|0〉, (3.3)
This permits us to represent form factor as follows
FN = −i
√
c
N+1∑
ℓ=1
a(λℓ)
N+1∏
m=1
m6=ℓ
g(λℓ, λm)

N+1∏
m=1
m6=ℓ
h(λℓ, λm)

×〈0|
N∏
j=1
C(µj)
N+1∏
m=1
m6=ℓ
B(λm)|0〉. (3.4)
Let us notice that the form factor is symmetric function of all the λj because
[B(λj), B(λk)] = 0.
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We now need to calculate the scalar product between the eigenvector and non-eigenvector
〈0|
N∏
j=1
C(µj)
N+1∏
m=1
m6=ℓ
B(λm)|0〉, (3.5)
where µj satisfy the Bethe equations, but λm do not. It can be done by the following theorem.
Theorem 3.1 The following determinant representation holds for such scalar products:
〈0|
N∏
j=1
C(µj)
N∏
j=1
B(λj)|0〉 =

N∏
j=1
d(µj)d(λj)

×
 ∏
N≥j>k≥1
g(λj , λk)g(µk, µj)


N∏
j,k=1
h(µj , λk)
 det (Mjk) , (3.6)
where
Mjk =
g(µk, λj)
h(µk, λj)
− a(λj)
d(λj)
g(λj , µk)
h(λj , µk)
N∏
m=1
f(λj, µm)
f(µm, λj)
. (3.7)
Here the spectral parameters {µj} satisfy the Bethe Ansatz equations (2.13). The spectral parameters
{λj} are free and do not satisfy any equations.
This theorem was proved in [10].
For the scalar product, which appears in the expression for the form factor we get
〈0|
N∏
j=1
C(µj)
N+1∏
m=1
m6=ℓ
B(λm)|0〉
=
∏
N≥j>k≥1
g(µj , µk) ·
∏
N+1≥j>k≥1
j 6=ℓ, k 6=ℓ
g(λk, λj) ·
N∏
j=1
N+1∏
m=1
m6=ℓ
h(µj , λm)
×
N∏
j=1
d(µj) ·
N+1∏
m=1
m6=ℓ
d(λm) · detNM (ℓ).
(3.8)
Here the entries of the N ×N matrix M (ℓ) are
M
(ℓ)
jk = t(µk, λj)− r(λj)t(λj , µk) ·
N∏
m=1
f(λj, µm)
f(µm, λj)
,
j = 1, . . . , ℓ− 1, ℓ+ 1, . . . , N + 1
k = 1, . . . , N
(3.9)
Let us recall that
t(λ, µ) =
(ic)2
(λ− µ)(λ− µ+ ic) and r(λ) =
a(λ)
d(λ)
.
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Remember that the Bethe equations give:
r(λj) =
N+1∏
p=1
h(λp, λj)
h(λj , λp)
and
N∏
m=1
f(λj, µm)
f(µm, λj)
= (−1)N
N∏
m=1
h(λj , µm)
h(µm, λj)
, (3.10)
or equivalently,
a(λℓ)
N+1∏
m=1
h(λℓ, λm) = d(λℓ)
N+1∏
m=1
h(λm, λℓ). (3.11)
Expression (3.9) becomes
M
(ℓ)
jk = t(µk, λj)− t(λj , µk)
N+1∏
p=1
h(λp, λj)
h(λj , λp)
 · ( N∏
m=1
h(λj , µm)
h(µm, λj)
)
. (3.12)
Using the obvious equality
N+1∏
m=1
m6=ℓ
g(λℓ, λm) =
(
ℓ−1∏
m=1
g(λℓ, λm)
) N+1∏
m=ℓ+1
g(λℓ, λm)

= (−1)ℓ−1
(
ℓ−1∏
m=1
g(λm, λℓ)
) N+1∏
m=ℓ+1
g(λℓ, λm)
 , (3.13)
and substituting (3.8) into (3.4), we have
FN = −i
√
c
N+1∑
ℓ=1
(−1)ℓ−1
∏
N≥j>k≥1
g(µj , µk)
∏
N+1≥j>k≥1
g(λk, λj)
×
N+1∏
m=1
h(λm, λℓ)
N∏
j=1
N+1∏
m=1
m6=ℓ
h(µj , λm)
×
N∏
j=1
d(µj)
N+1∏
m=1
d(λm) · detNM (ℓ). (3.14)
One can rewrite the determinant detNM
(ℓ) as
detNM
(ℓ) =
 N∏
m=1
N+1∏
j=1
j 6=ℓ
1
h(µm, λj)
 ·
N+1∏
p=1
N+1∏
j=1
j 6=ℓ
h(λp, λj)
 · detNS(ℓ), (3.15)
where
S
(ℓ)
jk = t(µk, λj)
N∏
m=1
h(µm, λj)
N+1∏
p=1
h(λp, λj)
− t(λj, µk)
N∏
m=1
h(λj , µm)
N+1∏
p=1
h(λj , λp)
,
j = 1, . . . , ℓ− 1, ℓ+ 1, . . . , N + 1
k = 1, . . . , N
(3.16)
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Let us substitute (3.15) into (3.14),
FN = −i
√
c
∏
N≥j>k≥1
g(µj , µk)
∏
N+1≥j>k≥1
g(λk, λj)
N+1∏
m=1
N+1∏
j=1
h(λm, λj)
×
(
N+1∑
ℓ=1
(−1)ℓ+1detNS(ℓ)
)
·
N∏
j=1
d(µj)
N+1∏
m=1
d(λm). (3.17)
In order to simplify this expression let us study
Mi =Mi {λ} ≡
N+1∑
ℓ=1
(−1)ℓ−1detNS(ℓ). (3.18)
Notice that Mi is an antisymmetric function of all {λj} because FN is symmetric and the product
of functions g(λk, λj) is antisymmetric. In particular,
Mi {λ} = 0 if λj = λk. (3.19)
detS(ℓ) can be obtained from detS(N+1) by replacing λℓ and λN+1. This is a special case of a
permutation
(λ1, · · · , λℓ, · · · , λN , λN+1) −→ (λ1, · · · , λN+1, · · · , λN , λℓ). (3.20)
Since (−1)ℓ−1 is the parity of this permutation,
Mi{λ} =
∑
Permutation of all {λN+1}
(−1)P
N∏
j=1
SP (j)j
=
(
1 +
∂
∂α
)
detN (Sjk − αSN+1,k)|α=0 . (3.21)
Here Sjk means S
(N+1)
jk from (3.16) and detSjk is the term ℓ = N + 1 in (3.18),
− ∂
∂α
detN (Sjk − αSN+1,k)|α=0
is the sum of N terms where each of them differs from detSjk by the replacement of the ℓ-th line
(corresponding to λℓ) by the (N + 1)-th line. We can use the expression (3.21) to simplify the form
factor (3.17)
FN = −i
√
c
∏
N≥j>k≥1
g(µj , µk)
∏
N+1≥j>k≥1
g(λk, λj)
N+1∏
m=1
N+1∏
j=1
h(λm, λj)
×
N∏
j=1
d(µj)
N+1∏
m=1
d(λm) · Mi {λ} . (3.22)
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The complex conjugate of form factor is
FN = 〈0|
N+1∏
j=1
C(λj)ψ
†(0, 0)
N∏
j=1
B(µj)|0〉. (3.23)
Remember that c and all λ, µ are real. Therefore complex conjugation gives
g(λ, µ) = g(µ, λ), f(λ, µ) = f(µ, λ), h(λ, µ) = h(µ, λ),
t(λ, µ) = t(µ, λ), a(λ) = d(λ) = a−1(λ).
(3.24)
So we have
Sjk = −Sjk,
and for even N
Mi {λ} = (−1)NMi {λ} =Mi {λ} . (3.25)
Hence for the complex conjugated form factor FN we get
FN = i
√
c
∏
N≥j>k≥1
g(µk, µj)
∏
N+1≥j>k≥1
g(λj , λk)
N+1∏
m=1
N+1∏
j=1
h(λj , λm)
×
N∏
j=1
a(µj)
N+1∏
m=1
a(λm)Mi {λ}. (3.26)
For the correlation function the quantity |FN |2 is important:
FNFN = c
 N∏
j=1
a(µj)d(µj)
(N+1∏
m=1
a(λm)d(λm)
)
·
 N∏
j=1,k=1
j 6=k
g(µj , µk)

×
 N+1∏
j=1,k=1
j 6=k
g(λj , λk)
 ·
N+1∏
j=1
N+1∏
k=1
h(λj , λk)
2 (Mi {λ})2. (3.27)
or,
FNFN
〈0|
N∏
j=1
C(µj)
N∏
j=1
B(µj)|0〉 · 〈0|
N+1∏
j=1
C(λj)
N+1∏
j=1
B(λj)|0〉
= c−2N
(
N+1∏
j=1
N+1∏
k=1
h(λj , λk)
)
· (Mi {λ})2(
N∏
j=1
N∏
k=1
h(µj , µk)
)
detN
∂ϕj
∂µk
detN+1
∂ϕ˜j
∂λk
(3.28)
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This formula gives us |FN |2 at x = t = 0. Also it is easy to “switch” on space and time dependence
using the formula (2.31). Note that a(λ)d(λ) = 1 for nonlinear Schro¨dinger equation. Therefore the
correlation function becomes
〈ψ(0, 0)ψ†(x, t)〉N =

e−ihtc−2N
(
N∏
j=1
N∏
k=1
h(µj , µk)) · detN ∂ϕj∂µk

∑
{λ}
∆({λ})
detN+1
∂ϕ˜j
∂λk
. (3.29)
Here we used the new notation
∆({λ}) =
N+1∏
k=1
N+1∏
j=1
h(λj , λk)
 (Mi {λ})2e
{∑N+1
j=1
τ(λj)−
∑N
m=1
τ(µm)
}
, (3.30)
where
τ(λ) = itλ2 − ixλ. (3.31)
4 The idea of summation with respect to λ
Now let us consider the sum with respect to all {λ}N+1 in (3.29)∑
{λ}N+1
∆({λ})
detN+1
(
∂ϕ˜j
∂λk
)
The idea of summation is the same as that which we used for impenetrable bosons (free fermionic
case) [11] (see also Section XIII.5 of [3]). The factor (Mi {λ})2 entering the r.h.s. of (3.30) contains
(N + 1)! terms, all of them give the same contribution to the sum. So we can replace one of
determinants Mi {λ} by the product ∏Nj=1 Sjj∑
{λ}N+1
∆({λ})
detN+1
(
∂ϕ˜j
∂λk
)
= (N + 1)!
∑
{λ}N+1
N∏
m=1
e−τ(µm) ·
(
detN+1
∂ϕ˜j
∂λk
)−1
×
N+1∏
k=1
N+1∏
j=1
h(λj , λk)
N+1∏
j=1
eτ(λj )
 N∏
j=1
Sjj
Mi{λ}. (4.1)
The sum with respect to all {λ}N+1 means the sum with respect to all ordered sets of integers {nj}
from (2.28). We also can admit nj = nk because it leads to λj = λk which does not contribute to
(4.1) because of the antisymmetry of Mi{λ}. The factor (N + 1)! is absorbed as
(N + 1)!
∑
{nj}
=
N+1∏
i=1
∞∑
ni=−∞
. (4.2)
13
The correlation function becomes
〈ψ(0, 0)ψ†(x, t)〉N = e
−ihtc−2N
∏N
m=1 e
−τ(µm)
(
∏N
j=1
∏N
k=1 h(µj , µk)) · detN ∂ϕj∂µk
×
∑
n1···nN+1
 ∆˜({λ})
detN+1
∂ϕ˜j
∂λk
 . (4.3)
with
∆˜({λ}) =
N+1∏
j=1
N+1∏
k=1
h(λj , λk)
N+1∏
j=1
eτ(λj)
×
(
1 +
∂
∂α
)
detN (SjjSjk − αSjjSN+1 k)
∣∣∣∣
α=0
. (4.4)
The main difference between the free fermionic case (coupling constant c → +∞) and the non-
free fermionic case is that in the former it is possible to solve the Bethe equations (2.26) explicitly.
On the contrary this is not possible for penetrable bosons.
Our approach is based on the formula
∑
n1···nN+1
 ∆˜({λ})
detN+1
∂ϕ˜j
∂λk
 = ∑
n1···nN+1
∞∫
−∞
dN+1λ ∆˜({λ})
N+1∏
j=1
δ(ϕ˜j(λ)− 2πnj).
Remember that det ∂ϕ˜j/∂λk > 0. We shall also use the Poisson formula
∞∑
n=−∞
δ(x− 2πn) = 1
2π
∞∑
k=−∞
eikx. (4.5)
So we have
∑
n1···nN+1
 ∆˜({λ})
detN+1
∂ϕ˜j
∂λk
 = ∑
n1···nN+1
∞∫
−∞
dN+1λ ∆˜({λ})
N+1∏
j=1
δ(ϕ˜j(λ)− 2πnj)
=
∑
n1···nN+1
(
1
2π
)N+1 ∞∫
−∞
dN+1λ ∆˜({λ})
N+1∏
j=1
einjϕ˜j(λ)
=
∑
n1···nN+1
(
1
2π
)N+1 ∞∫
−∞
dN+1λ∆˜({λ})
N+1∏
j=1
eiLλjnj
(
N+1∏
k=1
h(λk, λj)
h(λj , λk)
)nj
. (4.6)
Thus we get the following representation for the correlation function
〈ψ(0, 0)ψ†(x, t)〉N = e
−ihtc−2N
∏N
m=1 e
−τ(µm)
(
∏N
j=1
∏N
k=1 h(µj , µk)) · detN ∂ϕj∂µk
×
∑
n1···nN+1
(
1
2π
)N+1 ∞∫
−∞
dN+1λ∆˜({λ})
N+1∏
j=1
eiLλjnj
(
N+1∏
k=1
h(λk, λj)
h(λj , λk)
)nj
. (4.7)
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5 Quantum Dual Fields
In this section we introduce the auxiliary Fock space and auxiliary Bose fields φ0(λ), φ1(λ), φ2(λ)
φAj (λ) and φDj (λ) (j = 1, 2). Further we shall call these operators dual fields [12] (see also Section
IX.5 of [3]). Dual fields help us to rewrite double products in terms of single products.
By definition any operator φa(λ) (a = 0, 1, 2, A1, A2, D1, D2) is the sum of two operators:
”momentum” p(λ) and ”coordinate” q(λ).
φ0(λ) = q0(λ) + p0(λ);
φAj (λ) = qAj(λ) + pDj(λ); φDj (λ) = qDj(λ) + pAj(λ);
φ1(λ) = q1(λ) + p2(λ); φ2(λ) = q2(λ) + p1(λ).
(5.1)
All operators ”momenta” p(λ) annihilate the vacuum vector |0), all operators q(λ) annihilate the
dual vacuum (0| :
pa(λ)|0) = 0, (0| qa(λ) = 0, for all a, (0|0) = 1.
The only nonzero commutation relations are
[p0(λ), q0(µ)] = ln(h(λ, µ)h(µ, λ));
[pDj(λ), qDk(µ)] = δjk lnh(λ, µ); [pAj (λ), qAk(µ)] = δjk lnh(µ, λ);
[p1(λ), q1(µ)] = ln
h(λ, µ)
h(µ, λ)
; [p2(λ), q2(µ)] = ln
h(µ, λ)
h(λ, µ)
.
(5.2)
(We remind the reader that h(λ, µ) = (λ − µ+ ic)/ic). The realization of these operators as linear
combinations of canonical Bose fields is given in Appendix B.
It is easy to check that all dual fields commute with each other
[φa(λ), φb(µ)] = 0,
where a, b run through the all possible indices. Using this property we can define functions of
operators F({eφa(λ)}). One should understand such expression, for example as a power series over
{eφa(λ)}. The following simple formulæ are useful:
epa(λ)eqa(µ) = eqa(µ)epa(λ)e[pa(λ),qa(µ)], (5.3)
(0|
M1∏
j=1
eαjpa(λj)
M2∏
k=1
eβkqa(µk)|0) =
M1∏
j=1
M2∏
k=1
eαjβk[pa(λj ),qa(µk)], (5.4)
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M∏
j=1
eβjpa(λj)F
(
eφa(µ)
)
|0) = F
eφa(µ) M∏
j=1
eβj [pa(λj ),qa(µ)]
 |0), (5.5)
F
(
epa(µ)
) M∏
j=1
eβjφa(λj )|0) =
M∏
j=1
eβjφa(λj)|0)F
 M∏
j=1
eβj [pa(µ),qa(λj)]
 . (5.6)
Here {λ}, {µ}, {β}, {α} are arbitrary complex numbers, F is a function. One can easily prove these
formulæ.
Let us define the very important dual field ψ(λ) as
ψ(λ) = φ0(λ) + φA1(λ) + φD2(λ) + φ2(λ). (5.7)
Theorem 5.1 The correlation function (4.7) can be presented as the following vacuum expectation
value in auxiliary Fock space
〈ψ(0, 0)ψ†(x, t)〉N = e
−ihtc−2N
detN
∂ϕj
∂µk
(0|
N∏
m=1
(
ep0(µm)ep1(µm)
)
× 1
(2π)N+1
∑
n1···nN+1
∞∫
−∞
dN+1λ
(
γˆ1(λN+1) +
∂
∂α
)
× detN
(
ŜjjŜjkγˆ1(λj)γˆ2(µj)γˆ2(µk)
− αŜjjŜN+1kγˆ1(λj)γˆ1(λN+1)γˆ2(µj)γˆ2(µk)
)∣∣∣
α=0
|0). (5.8)
where
Ŝjk = t(µk, λj)e
−φD1 (λj) − t(λj, µk)e−φA2 (λj ), (5.9)
and
γˆ1(λj) = e
iLλjnj+τ(λj)+ψ(λj )+njφ1(λj),
γˆ2(µ) = e
− 1
2
(τ(µ)+ψ(µ)) .
Proof. Let us move factors γˆ1(λ) and γˆ2(µ) out of the determinant in (5.8). In the r.h.s. of (5.8)
we get
(
1 +
∂
∂α
)
(0|
N∏
m=1
[
ep0(µm)ep1(µm)
]
×
N+1∏
m=1
[
eiLλmnm+τ(λm)+ψ(λm)+nmφ1(λm)
] N∏
m=1
[
e−τ(µm)−ψ(µm)
]
× detN
(
ŜjjŜjk − αŜjjŜN+1k
)∣∣∣
α=0
|0). (5.10)
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Using (5.4) we find
(0|
N∏
m=1
[
ep0(µm)ep1(µm)
]N+1∏
m=1
[
eφ0(λm)+nmφ1(λm)+φ2(λm)
] N∏
m=1
[
e−φ0(µm)−φ2(µm)
]
|0)
=
∏N+1
j=1
∏N+1
k=1 h(λj , λk)∏N
j=1
∏N
k=1 h(µj , µk)
N+1∏
j=1
N+1∏
k=1
(
h(λk, λj)
h(λj , λk)
)nj
. (5.11)
Using (5.5) we obtain
(0|
N+1∏
m=1
[
eφA1 (λm)+φD2(λm)
] N∏
m=1
[
e−φA1 (µm)−φD2 (µm)
]
detN
(
ŜjjŜjk − αŜjjŜN+1 k
)
|0)
= detN (SjjSjk − αSjjSN+1 k) . (5.12)
Combining (5.11) and (5.12) we get the r.h.s. of (4.7) with ∆˜({λ}) defined in (4.4). The theorem is
proved.
Now we can rewrite the r.h.s. for (5.8) as follows
1
(2π)N+1
∑
n1···nN+1
∞∫
−∞
dN+1λ
(
γˆ1(λN+1) +
∂
∂α
)
×detN
(
ŜjjŜjkγˆ1(λj)γˆ2(µj)γˆ2(µk)− αŜjjŜN+1 kγˆ1(λj)γˆ1(λN+1)γˆ2(µj)γˆ2(µk)
)∣∣∣
α=0
=
 1
2π
∑
nN+1
∞∫
−∞
dλN+1γˆ1(λN+1) +
∂
∂α

×detN
 1
2π
∑
nj
∞∫
−∞
dλj ŜjjŜjkγˆ1(λj)γˆ2(µj)γˆ2(µk)
− α 1
4π2
∑
nj ,nN+1
∞∫
−∞
dλN+1dλj ŜjjŜN+1 kγˆ1(λj)γˆ1(λN+1)γˆ2(µj)γˆ2(µk)
∣∣∣∣∣∣
α=0
. (5.13)
In this formula we can perform the summation over integer {nj}. Indeed, nj enters only in
function γˆ1(λj):
γˆ1(λj) = e
iLλjnj+τ(λj)+ψ(λj )+njφ1(λj).
Recall that all dual fields commute with each other:
[φa(λ), φb(µ)] = 0.
This means that we can treat operators φa(λ) as diagonal operators. Due to the formula (B.8) from
Appendix B we can consider operator iφ1(λ) as real function of λ. Hence we can use formula (4.5)
to sum up with respect to nj
1
2π
∞∑
n=−∞
ein(Lλ−iφ1(λ)) =
∞∑
n=−∞
δ(Lλ− iφ1(λ)− 2πn). (5.14)
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It means that λ = λn, where λn is a root of the equation
Lλn − 2πn = iφ1(λn). (5.15)
The expression (5.15) is an operator equality, which is defined only on vectors of the form∏
m
eφ2(λm)|0). Therefore one should understand this equation in the sense of mean value:
(0|(Lλn − iφ1(λn)− 2πn)
∏
m
eφ2(λm)|0) = 0, (5.16)
where {λm} are arbitrary real parameters. Then we can rewrite equation (5.16):
Lλn − 2πn = i
∑
m
ln
h(λm, λn)
h(λn, λm)
= i
∑
m
ln
(
λm − λn + ic
λn − λm + ic
)
. (5.17)
The r.h.s. of (5.17) is a real bounded function of λn. Moreover it is a decreasing function of λn,
because
∂
∂λn
i
∑
m
ln
(
λm − λn + ic
λn − λm + ic
)
= −
∑
m
2c
(λn − λm)2 + c2 < 0.
The l.h.s. of (5.17) is a linear increasing function of λn, hence equation (5.17) has one real solution
and this solution is unique. Also we have
(0|(L − iφ′1(λn))
∏
m
eφ2(λm)|0) = L+
∑
m
2c
(λn − λm)2 + c2 > 0. (5.18)
Therefore, one can write
δ(Lλ− iφ1(λ)− 2πn) = δ(λ − λn)
L− iφ′1(λ)
, (5.19)
where λn is solution of equation (5.15).
Later we shall use notation
2πρˆ(λ) = 1− i
L
φ′1(λ). (5.20)
We now arrive at the following formula for the correlation function in finite volume
〈ψ(0, 0)ψ†(x, t)〉N = e
−ihtc−2N
detN
(
∂ϕj
∂µk
)(0| N∏
m=1
(
ep0(µm)ep1(µm)
)
×
(
GN (x, t) +
∂
∂α
)
· detN (Ûjk − αQ̂jQ̂k)|0)
∣∣∣∣
α=0
, (5.21)
where
GN (x, t) =
1
L
∞∑
n=−∞
1
2πρˆ(λn)
eψ(λn)+τ(λn), (5.22)
and
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Ûjk =
1
L
∞∑
n=−∞
eψ(λn)+τ(λn)e−
1
2
(ψ(µj )+ψ(µk)+τ(µj)+τ(µk))
2πρˆ(λn)
×
{
t(µk, λn)e
−φD1 (λn) − t(λn, µk)e−φA2 (λn)
}
×
{
t(µj, λn)e
−φD1 (λn) − t(λn, µj)e−φA2 (λn)
}
, (5.23)
Q̂j =
1
L
∞∑
n=−∞
eψ(λn)+τ(λn)e−
1
2
(ψ(µj )+τ(µj))
2πρˆ(λn)
×
{
t(µj, λn)e
−φD1 (λn) − t(λn, µj)e−φA2 (λn)
}
. (5.24)
Formula (5.21) is the determinant representation for the quantum correlation function in a finite
volume.
6 Thermodynamic limit
In order to calculate the correlation function in the ground state one should consider the limit
where the number of particles and the length of the box tend to infinity with fixed constant density:
N → ∞, L → ∞, N/L = D = const. In this limit the parameters {λn} are described by
distribution density ρˆ(λ)
ρˆ(λ) =
1
2π
(
1− i
L
φ′1(λ)
)
.
(see Appendix A). The sums in the expressions for Ûjk and Q̂j can be replaced by corresponding
integrals. Let us introduce the new function Z(λ, µ)
Z(λ, µ) =
e−φD1 (λ)
h(µ, λ)
+
e−φA2 (λ)
h(λ, µ)
. (6.1)
Then we can rewrite (5.23) and (5.24) as
Ûjk =
1
L
∞∑
n=−∞
(ic)2eψ(λn)+τ(λn)
2πρˆ(λn)(λn − µj)(λn − µk)
×e− 12 (ψ(µj )+ψ(µk)+τ(µj)+τ(µk))Z(λn, µk)Z(λn, µj), (6.2)
Q̂(µ) =
1
L
∞∑
n=−∞
iceψ(λn)+τ(λn)e−
1
2
(ψ(µ)+τ(µ))
2πρˆ(λn)(λn − µ) Z(λn, µ). (6.3)
Here Q̂j = −Q̂(µj), Q̂k = −Q̂(µk). Using formula (A.25), we get
Ûjk = Lδjk
(ic)22πρˆ(µj)
4 sin2 L2 ξˆ(µj)
Z2(µj , µj)
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−(ic)
2
2
δjk cot
L
2
ξˆ(µj)
∂
∂µj
[
e
1
2
(ψ(µj )−ψ(µk)+τ(µj )−τ(µk))Z(µj, µk)Z(µj , µj)
− e− 12 (ψ(µj )−ψ(µk)+τ(µj )−τ(µk))Z(µk, µj)Z(µk, µk)
]
µk=µj
−(ic)
2
2
1− δjk
µj − µk
[
e
1
2
(ψ(µj )−ψ(µk)+τ(µj )−τ(µk))Z(µj, µk)Z(µj , µj) cot
L
2
ξˆ(µj)
− e− 12 (ψ(µj )−ψ(µk)+τ(µj )−τ(µk))Z(µk, µj)Z(µk, µk) cot L
2
ξˆ(µk)
]
+
(ic)2
2π(µj − µk)
∞∫
−∞
\ dλ
(
1
λ− µj −
1
λ− µk
)
eψ(λ)+τ(λ)
×e− 12 (ψ(µj )+τ(µj )+ψ(µk)+τ(µk))Z(λ, µk)Z(λ, µj) +O(1/L). (6.4)
Here we denote the principal value by the symbol
∞∫
−∞
\ dλ(·)
λ− µ ≡ V.P.
∞∫
−∞
dλ(·)
λ− µ =
1
2
∞∫
−∞
dλ(·)
λ− µ+ i0 +
1
2
∞∫
−∞
dλ(·)
λ− µ− i0
Using (A.21) we calculate the sum (6.3):
Q̂(µ) =
ic
2π
∞∫
−∞
\ dλ
λ− µe
ψ(λ)+τ(λ)e−
1
2
(ψ(µ)+τ(µ))Z(λ, µ)
− ic
2
e
1
2
(ψ(µ)+τ(µ))Z(µ, µ) cot
L
2
ξˆ(µ) +O(1/L). (6.5)
Function ξˆ(µ) is defined in Appendix A as
ξˆ(µ) = µ− i
L
φ1(µ),
(see (A.2)), and hence
cot
L
2
ξˆ(µ) = i
eiLµ+φ1(µ) + 1
eiLµ+φ1(µ) − 1 ,
sin2
L
2
ξˆ(µ) =
1
4
(
2− eiLµ+φ1(µ) − e−iLµ−φ1(µ)
)
.
Let us turn back to the formula (5.21). We can move all ep1(µm) to the right vacuum |0). Then
each operator φ1 entering into Û and Q̂ should be replaced by the rule (see (5.5))
N∏
m=1
ep1(µm)eφ1(µj) =
N∏
m=1
h(µm, µj)
h(µj , µm)
eφ1(µj)
N∏
m=1
ep1(µm).
Taking into account Bethe equations (2.13)
eiLµj
N∏
m=1
h(µm, µj)
h(µj , µm)
= −1, (N — even),
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we get
N∏
m=1
ep1(µm) cot
L
2
ξˆ(µj) = i
ω−(µj)
ω+(µj)
N∏
m=1
ep1(µm),
N∏
m=1
ep1(µm) sin2
L
2
ξˆ(µj) =
(
ω+(µj)
2
)2 N∏
m=1
ep1(µm),
where
ω±(µ) = e
φ1(µ)/2 ± e−φ1(µ)/2. (6.6)
Operator 2πρˆ(λ) also contains φ1(λ), so it does not commute with p1(µ):
N∏
m=1
ep1(µm)2πρˆ(µj) = 2πRˆ(µj)
N∏
m=1
ep1(µm). (6.7)
where
2πRˆ(µ) =
(
1 +
1
L
N∑
m=1
K(µ, µm)− i
L
φ′1(µ)
)
.
Hence we have the new representation for the correlation function
〈ψ(0, 0)ψ†(x, t)〉N = e
−ihtc−2N
detN
∂ϕj
∂µk
×(0|
N∏
m=1
ep0(µm)
(
GN (x, t) +
∂
∂α
)
×detN
(
U˜jk − αQ˜(µj)Q˜(µk) +O(1/L)
)
|0)
∣∣∣
α=0
, (6.8)
where
U˜jk = Lδjk
(ic)22πRˆ(µj)
ω2+(µj)
Z2(µj , µj)
−i(ic)
2
2
δjk
ω−(µj)
ω+(µj)
∂
∂µj
[
e
1
2
(ψ(µj )−ψ(µk)+τ(µj )−τ(µk))Z(µj, µk)Z(µj, µj)
− e− 12 (ψ(µj )−ψ(µk)+τ(µj )−τ(µk))Z(µk, µj)Z(µk, µk)
]
µk=µj
−i(ic)
2
2
1− δjk
µj − µk
[
e
1
2
(ψ(µj )−ψ(µk)+τ(µj )−τ(µk))Z(µj, µk)Z(µj , µj)
ω−(µj)
ω+(µj)
− e− 12 (ψ(µj )−ψ(µk)+τ(µj )−τ(µk))Z(µk, µj)Z(µk, µk)ω−(µk)
ω+(µk)
]
+
(ic)2
2π(µj − µk)
∞∫
−∞
\ dλ
(
1
λ− µj −
1
λ− µk
)
eψ(λ)+τ(λ)
×e− 12 (ψ(µj )+τ(µj )+ψ(µk)+τ(µk))Z(λ, µk)Z(λ, µj). (6.9)
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Q˜(µ) =
ic
2π
∞∫
−∞
\ dλ
λ− µe
ψ(λ)+τ(λ)e−
1
2
(ψ(µ)+τ(µ))Z(λ, µ)
+
c
2
e
1
2
(ψ(µ)+τ(µ))Z(µ, µ)
ω−(µ)
ω+(µ)
. (6.10)
Let us simplify the formulæ (6.9) and (6.10). First, in (6.9) the term proportional to 1 − δjk is
defined only for j 6= k. Let us continue this term for all j and k using the l’Hoˆpital’s rule for j = k.
Then
U˜jk = Lδjk
(ic)22πρL(µj)
ω2+(µj)
Z2(µj, µj)
−i(ic)
2
2
1
µj − µk
[
e
1
2
(ψ(µj )−ψ(µk)+τ(µj )−τ(µk))Z(µj, µk)Z(µj , µj)
ω−(µj)
ω+(µj)
− e− 12 (ψ(µj )−ψ(µk)+τ(µj )−τ(µk))Z(µk, µj)Z(µk, µk)ω−(µk)
ω+(µk)
]
+
(ic)2
2π(µj − µk)
∞∫
−∞
\ dλ
(
1
λ− µj −
1
λ− µk
)
eψ(λ)+τ(λ)
×e− 12 (ψ(µj )+τ(µj )+ψ(µk)+τ(µk))Z(λ, µk)Z(λ, µj), (6.11)
where
2πρL(µ) =
(
1 +
1
L
N∑
m=1
K(µ, µm)
)
. (6.12)
Using the Sokhodsky formula
V.P.
1
x
=
1
x± i0 ± iπδ(x),
one can rewrite the expressions (6.11) and (6.10) as follows
U˜jk = Lδjk
(ic)22πρL(µj)
ω2+(µj)
Z2(µj , µj)
+
(ic)2
2π(µj − µk)
∞∫
−∞
dλ
ω+(λ)
(
e
1
2
φ1(λ)
λ− µj + i0 +
e−
1
2
φ1(λ)
λ− µj − i0 −
e
1
2
φ1(λ)
λ− µk + i0
− e
− 1
2
φ1(λ)
λ− µk − i0
)
×eψ(λ)+τ(λ)e− 12 (ψ(µj )+τ(µj)+ψ(µk)+τ(µk))Z(λ, µk)Z(λ, µj), (6.13)
Q˜(µ) =
ic
2π
∞∫
−∞
dλ
ω+(λ)
(
e
1
2
φ1(λ)
λ− µ+ i0 +
e−
1
2
φ1(λ)
λ− µ− i0
)
eψ(λ)+τ(λ)e−
1
2
(ψ(µ)+τ(µ))Z(λ, µ). (6.14)
Now let us move the term proportional to the length of the box L out of determinant:
detN (U˜jk − αQ˜(µj)Q˜(µk)) =
N∏
a=1
[
(ic)22πρL(µa)L
(
Z(µa, µa)
ω+(µa)
)2]
×detN
(
U˜jk − αQ˜(µj)Q˜(µk)
(ic)22πρ(µk)L
· ω+(µj)ω+(µk)
Z(µj, µj)Z(µk, µk)
)
. (6.15)
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One can move the product
∏N
a=1
(
Z(µa,µa)
ω+(µa)
)2
to the left vacuum (0| :
(0|
N∏
a=1
ep0(µa)
(
Z(µa, µa)
ω+(µa)
)2
= (0|
N∏
a=1
ep0(µa)
(
e−pA1(µa) + e−pD2 (µa)
ep2(µa)/2 + e−p2(µa)/2
)2
≡ (0|
N∏
a=1
P(µa). (6.16)
Now let us move the product in the r.h.s. of (6.16) to the right vacuum. The only operator in the
expressions for U˜ and Q˜ which does not commute with P(µa) is ψ(λ) = φ0(λ) + φA1(λ) + φD2(λ) +
φ2(λ). In order to move
N∏
a=1
P(µa) through the determinant we use the following lemma.
Lemma 6.1 For arbitrary M = 1, 2, . . . and arbitrary complex numbers λ1 . . . , λM , β1 . . . , βM ,:
P(µa)
M∏
m=1
eβmψ(λm)|0) =
M∏
m=1
eβmψ(λm)|0) (6.17)
Proof. The proof is straightforward:
P(µa)
M∏
m=1
eβmψ(λm)|0) = ep0(µa)
(
e−pA1(µa) + e−pD2(µa)
ep2(µa)/2 + e−p2(µa)/2
)2 M∏
m=1
eβmψ(λm)|0)
=
M∏
m=1
eβmψ(λm)|0)
M∏
m=1
[h(µa, λm)h(λm, µa)]
βm
×

M∏
m=1
[h(λm, µa)]
−βm +
M∏
m=1
[h(µa, λm)]
−βm
M∏
m=1
[
h(λm,µa)
h(µa,λm)
]βm/2
+
M∏
m=1
[
h(µa,λm)
h(λm,µa)
]βm/2

2
=
M∏
m=1
eβmψ(λm)|0).
This proves the lemma.
Since the determinant in r.h.s. of (6.15), being a function of operator ψ, is some linear combina-
tion of products of the type
M∏
m=1
eβmψ(λm) (with different M, {β} and {λ}), we can move ∏Na=1 P(µa)
to the right vacuum without changing the matrix elements of the determinant (6.15). Therefore we
have
〈ψ(0, 0)ψ†(x, t)〉N = e
−iht
detN
∂ϕj
∂µk
× (0|
N∏
a=1
(
2πρL(µa)L
)(
GN (x, t) +
∂
∂α
)
· detN
(
Wjk +O(1/L2)
)
|0)
∣∣∣∣∣
α=0
, (6.18)
where
Wjk = δjk +
1
2πρL(µk)L
(Vjk − αP (µj)P (µk)), (6.19)
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and
Vjk =
ω+(µj)ω+(µk)
2π(µj − µk)Z(µj , µj)Z(µk, µk)
×
∞∫
−∞
dλ
ω+(λ)
(
e
1
2
φ1(λ)
λ− µj + i0 +
e−
1
2
φ1(λ)
λ− µj − i0 −
e
1
2
φ1(λ)
λ− µk + i0 −
e−
1
2
φ1(λ)
λ− µk − i0
)
×eψ(λ)+τ(λ)e− 12 (ψ(µj )+τ(µj )+ψ(µk)+τ(µk))Z(λ, µk)Z(λ, µj), (6.20)
P (µ) =
ω+(µ)
2πZ(µ, µ)
∞∫
−∞
dλ
ω+(λ)
(
e
1
2
φ1(λ)
λ− µ+ i0 +
e−
1
2
φ1(λ)
λ− µ− i0
)
×eψ(λ)+τ(λ)e− 12 (ψ(µ)+τ(µ))Z(λ, µ). (6.21)
Recall that in the thermodynamic limit
detN
∂ϕj
∂µk
→
N∏
a=1
(
2πρ(µa)L
)
det(Iˆ − 1
2π
Kˆ), (see (2.23)), (6.22)
GN (x, t)→ G(x, t) = 1
2π
+∞∫
−∞
eψ(ν)+τ(ν) dν, (6.23)
ρL(λ)→ ρ(λ), (see (2.16)),
The formula (6.18) contains the determinant of the matrix W . In the thermodynamic limit it
will turn into a determinant of an integral operator. The simplest way to see this is to express detW
in terms of traces of powers of the matrix (V −αPP ). The replacement of summation by integration
(in the limit) is straightforward and is explained in detail in Section XI.4 of [3]. Therefore the
determinant tends to the Fredholm determinant. Now we arrive at the main theorem.
Theorem 6.2 In the thermodynamic limit, the time-dependent correlation function have the
following Fredholm determinant formula.
〈ψ(0, 0)ψ†(x, t)〉 = e−iht(0|
(
G(x, t) +
∂
∂α
)
×
det
(
Iˆ + 12π Vˆα
)
det
(
Iˆ − 12π Kˆ
) |0)
∣∣∣∣∣∣
α=0
. (6.24)
Here the integral operator Vˆα is given by(
Vˆαf
)
(λ) =
∫ q
−q
(
Vˆ (λ, µ)− αPˆ (µ)Pˆ (λ)
)
f(µ)dµ, (6.25)
24
where q is the value of spectral parameter on the Fermi surface. Here the kernels Vˆ (µ1, µ2) and Pˆ (µ)
are given by
Vˆ (µ1, µ2) =
ω+(µ1)ω+(µ2)
2π(µ1 − µ2)Z(µ1, µ1)Z(µ2, µ2)
×
∞∫
−∞
dλ
ω+(λ)
(
e
1
2
φ1(λ)
λ− µ1 + i0 +
e−
1
2
φ1(λ)
λ− µ1 − i0 −
e
1
2
φ1(λ)
λ− µ2 + i0 −
e−
1
2
φ1(λ)
λ− µ2 − i0
)
×eψ(λ)+τ(λ)e− 12 (ψ(µ1)+τ(µ1)+ψ(µ2)+τ(µ2))Z(λ, µ2)Z(λ, µ1), (6.26)
and
Pˆ (µ) =
ω+(µ)
2πZ(µ, µ)
∞∫
−∞
dλ
ω+(λ)
(
e
1
2
φ1(λ)
λ− µ+ i0 +
e−
1
2
φ1(λ)
λ− µ− i0
)
×eψ(λ)+τ(λ)e− 12 (ψ(µ)+τ(µ))Z(λ, µ), (6.27)
where
ω+(µ) = e
φ1(µ)/2 + e−φ1(µ)/2,
Z(λ, µ) =
e−φD1 (λ)
h(µ, λ)
+
e−φA2 (λ)
h(λ, µ)
,
τ(λ) = itλ2 − ixλ.
The integral operator Kˆ is given in (2.24).
We want to emphasize that formula (6.24) is our main result.
It is easy to show that it has the correct free fermionic limit. If c → +∞ (free fermionic case)
then all commutators (5.2) of auxiliary “momenta” and “coordinates” go to zero because in this
limit h(λ, µ)→ 1. Hence one can put all dual fields φa(λ) = 0. In particular
ψ(λ) = 0, φ1(λ) = 0,
ω+(λ) = 2, Z(λ, µ) = 2.
whereby we have
Vˆ (µ1, µ2)
c→∞
=
2
π(µ1 − µ2)
∞∫
−∞
\ dλ
(
1
λ− µ1 −
1
λ− µ2
)
eτ(λ)−
1
2
τ(µ1)−
1
2
τ(µ2), (6.28)
Pˆ (µ)
c→∞
=
1
π
∞∫
−∞
\ dλ 1
λ− µe
τ(λ)− 1
2
τ(µ). (6.29)
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Kˆ
c→∞
= 0, (6.30)
G(x, t)
c→∞
=
1
2π
∞∫
−∞
dνeτ(ν). (6.31)
Substitution of these formulæ into (6.24) reproduces the result of [11]. In order to obtain Lenard’s
determinant formula [2] one should also put t = 0.
Summary
The main result of the paper is formula (6.24). It represents the correlation function of local fields
(in the infinite volume) as a mean value of a determinant of a Fredholm integral operator. In order
to obtain this formula we introduced an auxiliary Fock space and auxiliary Bose fields (all of them
belong to the same Abelian sub-algebra). This is the first step in description of the correlation
function. In forthcoming publications we shall describe the Fredholm determinant by a completely
integrable integro-differential equation. Then we shall solve this equation by means of the Riemann-
Hilbert problem and evaluate its long-distance asymptotic.
Acknowledgments
We wish to thank Professor Y. Matsuo for useful discussions and A. Waldron for an assistance. This
work is partly supported by the National Science Foundation (NSF) under Grant No. PHY-9321165,
the Japan Society for the Promotion of Science, the Russian Foundation of Basic Research under
Grant No. 96-01-00344 and INTAS-01-166-ext.
A Summation of singular expressions
Let us consider equation (5.15)
Lλn − iφ1(λn) = 2πn. (A.1)
where iφ1(λ) is a real and bounded function for Imλ = 0. Let us introduce a function ξˆ(λ)
ξˆ(λ) = λ− i
L
φ1(λ). (A.2)
Obviously
ξˆ(λn) =
2πn
L
. (A.3)
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Comparing with (5.20) we get
2πρˆ(λ) = 1− i
L
φ′1(λ) = ξˆ
′(λ). (A.4)
It follows from equation (A.1) that
|λn+1 − λn| ≤ 2
L
(π +M),
where
M = sup
−∞<λ<∞
|φ1(λ)|.
Hence, |λn+1 − λn| → 0 if L→∞ and we can make the following estimate
1
L(λn+1 − λn) = ρˆ(λn) +O(1/L
2). (A.5)
Due to (5.18) we have 2πρˆ(λ) > 0.
During study of thermodynamic limit the following sums appeared
S =
1
L
∞∑
n=−∞
f(λn)
2πρˆ(λn)(λn − µ) . (A.6)
Here f(λ) is some smooth function, µ is some fixed point on the real axis. We shall be interested in
the asymptotic of this sum when L goes to infinity.
Let us present (A.6) as the sum of three summands
S =
1
2πL
 N1−1∑
n=−∞
f(λn)
ρˆ(λn)(λn − µ)+
+
N2∑
n=N1
f(λn)
ρˆ(λn)(λn − µ) +
∞∑
n=N2+1
f(λn)
ρˆ(λn)(λn − µ)
 . (A.7)
Here N1 and N2 are integers such that in the limit L→∞, the following properties are valid
0 < µ− λN1 <∞, 0 < λN2 − µ <∞. (A.8)
Obviously the first and the third summands in (A.7) have no singularities in the domain of summa-
tion. The corresponding sums are integral sums, for example
S1 =
1
L
N1−1∑
n=−∞
f(λn)
2πρˆ(λn)(λn − µ) =
N1−1∑
n=−∞
f(λn)(λn+1 − λn)
2π(λn − µ) +O(1/L
2)
=
1
2π
λN1∫
−∞
f(λ)
λ− µ dλ+O(1/L). (A.9)
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An analogous formula is valid for S3
S3 =
1
L
∞∑
n=N2+1
f(λn)
2πρˆ(λn)(λn − µ) =
1
2π
∞∫
λN2
f(λ)
λ− µ dλ+O(1/L). (A.10)
Consider the second summand in (A.7)
S2 =
1
L
N2∑
n=N1
f(λn)
2πρˆ(λn)(λn − µ) .
One can present S2 in the following form
S2 = S
(1)
2 + S
(2)
2 ,
where
S
(1)
2 =
1
L
N2∑
n=N1
(
f(λn)
2πρˆ(λn)(λn − µ) −
f(µ)
ξˆ(λn)− ξˆ(µ)
)
,
S
(2)
2 =
f(µ)
L
N2∑
n=N1
1
ξˆ(λn)− ξˆ(µ)
. (A.11)
Due to (A.4) S
(1)
2 has no singularities in the domain of summation. Therefore it can be replaced by
the corresponding integral
S
(1)
2 =
1
2π
λN2∫
λN1
(
f(λ)
λ− µ −
2πρˆ(λ)f(µ)
ξˆ(λ)− ξˆ(µ)
)
dλ+O(1/L). (A.12)
Using (A.3) we can rewrite S
(2)
2 in the following form
S
(2)
2 =
f(µ)
2π
N2∑
n=N1
1
n− L2π ξˆ(µ)
.
The last sum can be calculated explicitly in terms of the logarithmic derivative of the Γ-function:
ψ(x) =
d
dx
ln Γ(x).
We shall use the following properties of the ψ-function
ψ(x) +
1
x
= ψ(x+ 1), (A.13)
ψ(x)− ψ(1 − x) = −π cot πx, (A.14)
ψ(x)→ lnx+O(1/x), x→ +∞. (A.15)
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Now using (A.13) we can write
S
(2)
2 =
f(µ)
2π
[
ψ(N2 − L
2π
ξˆ(µ) + 1)− ψ(N1 − L
2π
ξˆ(µ))
]
. (A.16)
The argument of the second ψ-function in (A.16) is negative. Using (A.14) one can flip the sign
of this argument
S
(2)
2 =
f(µ)
2π
[
ψ(N2 − L
2π
ξˆ(µ) + 1)
−ψ( L
2π
ξˆ(µ)−N1 + 1)− π cot
(
L
2
ξˆ(µ)
)]
. (A.17)
Remember now that 0 < µ − λN1 < ∞ and 0 < λN2 − µ < ∞ (see (A.8)). This means that the
arguments of ψ-functions in (A.17) tend to infinity if L→∞. Therefore we can use the asymptotic
formula (A.15)
S
(2)
2 =
f(µ)
2π
[
ln
(
N2 − L2π ξˆ(µ)
L
2π ξˆ(µ)−N1
)
− π cot
(
L
2
ξˆ(µ)
)]
+O(1/L). (A.18)
Now let us turn back to (A.12). Let us present the r.h.s. as the difference of two integrals. Both
of them should be understood in the sense of principal value (V.P.):
S
(1)
2 =
1
2π
λN2∫
λN1
\ f(λ)
λ− µ dλ−
λN2∫
λN1
\ f(µ)ρˆ(λ)
ξˆ(λ)− ξˆ(µ) dλ+O(1/L). (A.19)
Due to (A.4) one can compute the second term in (A.19) explicitly
λN2∫
λN1
\ dλ f(µ)ρˆ(λ)
ξˆ(λ)− ξˆ(µ) =
f(µ)
2π
λN2∫
λN1
\ dξˆ(λ)
ξˆ(λ)− ξˆ(µ) =
f(µ)
2π
ln
(
ξˆ(λN2)− ξˆ(µ)
ξˆ(µ)− ξˆ(λN1)
)
=
f(µ)
2π
ln
(
N2 − L2π ξˆ(µ)
L
2π ξˆ(µ)−N1
)
. (A.20)
Combining now (A.18), (A.19) and (A.20) we get
S2 =
1
2π
λN2∫
λN1
\ f(λ)
λ− µ dλ−
f(µ)
2
cot
L
2
ξˆ(µ) +O(1/L).
Finally, using (A.9) and (A.10) we find
S =
1
L
∞∑
n=−∞
f(λn)
2πρˆ(λn)(λn − µ)
=
1
2π
∞∫
−∞
\ f(λ)
λ− µ dλ−
f(µ)
2
cot
L
2
ξˆ(µ) +O(1/L). (A.21)
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This formula describes the asymptotic behavior of the sum (A.6).
For the evaluation of the thermodynamic limit of our determinant representation it is necessary
to consider a sum containing the second order pole
S′ =
1
L
∞∑
n=−∞
f(λn)
2πρˆ(λn)(λn − µ)2 . (A.22)
Taking the derivative of (A.21) with respect to µ, we get
S′ = L
2πρˆ(µ)f(µ)
4 sin2 L2 ξˆ(µ)
+
1
2π
∂
∂µ
∞∫
−∞
\ f(λ)
λ− µ dλ−
1
2
f ′(µ) cot
L
2
ξˆ(µ) +O(1/L). (A.23)
We can use formulæ (A.21) and (A.23) to calculate thermodynamic limit of (6.2)
1
L
∞∑
n=−∞
f(λn|µj , µk)
2πρˆ(λn)(λn − µj)(λn − µk)
= − 1
2(µj − µk)
[
f(µj|µj, µk) cot L
2
ξˆ(µj)− f(µk|µj , µk) cot L
2
ξˆ(µk)
]
+
1
2π(µj − µk)
∞∫
−∞
\ dλf(λ|µj , µk)
(
1
λ− µj −
1
λ− µk
)
+O(1/L). (A.24)
One should understand the r.h.s. of this equality by l’Hoˆpital’s rule if j = k. It is also useful to
extract explicitly the term proportional to the length of the box L
1
L
∞∑
n=−∞
f(λn|µj , µk)
2πρˆ(λn)(λn − µj)(λn − µk)
= δjkL
2πρˆ(µj)f(µj|µj , µj)
4 sin2 L2 ξˆ(µj)
+
1
2π(µj − µk)
∞∫
−∞
\ dλf(λ|µj , µk)
(
1
λ− µj −
1
λ− µk
)
− 1− δjk
2(µj − µk)
[
f(µj|µj , µk) cot L
2
ξˆ(µj)− f(µk|µj , µk) cot L
2
ξˆ(µk)
]
−δjk
2
cot
L
2
ξˆ(µj)
∂
∂µj
[
f(µj|µj, µk)− f(µk|µj, µk)
]
µj=µk
+O(1/L). (A.25)
We have used formulæ (A.21) and (A.25) in Section 6.
B Representation of dual fields
What is the relation between our dual fields and the canonical Bose fields. Canonical Bose fields
ψl(λ) can be characterized as follows
[ψl(λ), ψ
†
m(λ)] = δlmδ(λ − µ), (B.1)
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(do not confuse this ψl(λ) with the dual field ψ(λ)) and
ψl(λ)|0) = 0, (0|ψ†l (λ) = 0. (B.2)
The dual fields which appeared in this paper have the form
φa(λ) = qa(λ) + pa(λ), (B.3)
where pa(λ) is the annihilation part of φa(λ) and qa(λ) is its creation part. Their commutation
relations are
[pa(λ), qb(µ)] = αab(λ, µ). (B.4)
Here αab(λ, µ) is some complex function.
pa(λ)|0) = 0, (0| qa(λ) = 0 (B.5)
One can represent our pa and qb in terms of ψl and ψ
†
l , for example as
pa(λ) = ψa(λ),
(B.6)
qb(µ) =
∑
c
∞∫
−∞
dναcb(ν, µ)ψ
†
c(ν). (B.7)
This shows that the dual fields, which appear in this paper are linear combinations of the standard
Bose fields.
Let us now consider a related issue. We can realize the dual fields φ1(λ) and φ2(λ) as
q2(λ) = ψ
†
1(λ), p1(λ) = ψ1(λ);
q1(λ) =
∞∫
−∞
ln
h(ν, λ)
h(λ, ν)
ψ†2(ν) dν, p2(λ) =
∞∫
−∞
ln
h(ν, λ)
h(λ, ν)
ψ2(ν) dν,
Here † means Hermitian conjugation, and
[ψ1(λ), ψ
†
2(µ)] = [ψ2(λ), ψ
†
1(µ)] = δ(λ− µ).
Other commutators are equal to zero. These commutation relations differ from (B.1) only by a
trivial relabeling. Then
φ2(λ) = ψ
†
1(λ) + ψ1(λ), φ1(λ) =
∞∫
−∞
ln
h(ν, λ)
h(λ, ν)
(ψ†2(ν) + ψ2(ν)) dν.
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This means that φ2(λ) and iφ1(λ) are Hermitian operators:
φ†2(λ) = φ2(λ), (iφ1(λ))
† = iφ1(λ), for Imλ = 0 (B.8)
After diagonalization they will turn into real functions.
C Reduction of number of dual fields
We would like to reduce the number of dual fields in the determinant formula for the correlation
function in (6.24). Here we shall show that
φ1(λ) = φD1(λ)− φA2(λ) and φ2(λ) = 0. (C.1)
Recall the definition of the dual quantum fields (5.1) and (5.2)
φ0(λ) = q0(λ) + p0(λ);
φAj (λ) = qAj(λ) + pDj(λ); φDj (λ) = qDj(λ) + pAj(λ);
φ1(λ) = q1(λ) + p2(λ); φ2(λ) = q2(λ) + p1(λ).
(C.2)

[p0(λ), q0(µ)] = ln(h(λ, µ)h(µ, λ));
[pDj (λ), qDk(µ)] = δjk lnh(λ, µ); [pAj(λ), qAk(µ)] = δjk lnh(µ, λ);
[p1(λ), q1(µ)] = ln
h(λ, µ)
h(µ, λ)
; [p2(λ), q2(µ)] = ln
h(µ, λ)
h(λ, µ)
.
(C.3)
Remember also the definition of the field ψ(λ) (5.7)
ψ(λ) = φ0(λ) + φA1(λ) + φD2(λ) + φ2(λ).
Notice that q1(λ) and p2(λ) entering into φ1(λ) do not commute only with ψ(µ):
[p2(λ), ψ(µ)] = ln
h(µ, λ)
h(λ, µ)
,
[ψ(µ), q1(λ)] = ln
h(µ, λ)
h(λ, µ)
.
On the other hand qD1(λ)− qA2(λ) and pA1(λ)− pD2(λ) entering into φD1(λ) − φA2(λ) also do not
commute only with ψ(µ):
[(pA1(λ)− pD2(λ)), ψ(µ)] = ln
h(µ, λ)
h(λ, µ)
,
[ψ(µ), (qD1(λ)− qA2(λ))] = ln
h(µ, λ)
h(λ, µ)
,
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so we can identify
φ1(λ) = φD1(λ)− φA2(λ). (C.4)
Then we can also put φ2(λ) = q2(λ) + p1(λ) = 0 because after the replacement (C.4), operators
q2(λ) and p1(λ) commute with everything.
Such a replacement implies
ω+(λ) = e
1
2
(φD1 (λ)+φA2 (λ))Z(λ, λ). (C.5)
It means, that Fredholm determinant in (6.24) realy depends on three dual fields ψ(λ), φA2(λ)
and φD1(λ). We shall use this fact in our next publications.
D Thermodynamics
The thermodynamics of the quantum nonlinear Schro¨dinger equation was described by C. N. Yang
and C. P. Yang [13]. It involves few equations. The central equation is for an energy of excitation
ε(λ):
ε(λ) = λ2 − h− T
2π
∞∫
−∞
2c
c2 + (λ− µ)2 ln
(
1 + e−
ε(µ)
T
)
dµ. (D.1)
Other important functions are the local density (in momentum space) of particles ρp(λ) and the
total local density ρt(λ) (it includes particles and holes). They satisfy equations:
2πρt(λ) = 1 +
∞∫
−∞
2c
c2 + (λ− µ)2 ρp(µ) dµ, (D.2)
ρp(λ)
ρt(λ)
=
(
1 + e
ε(λ)
T
)−1
≡ ϑ(λ). (D.3)
The global density D = N/L can be represented as
D =
∞∫
−∞
ρp(λ) dλ. (D.4)
In order to obtain the determinant representation of the temperature correlation function we can
use the following representation
〈ψ(0, 0)ψ†(x, t)〉T ≡
tr
(
e−
H
T ψ(0, 0)ψ†(x, t)
)
tr e−
H
T
=
〈ΩT |ψ(0, 0)ψ†(x, t)|ΩT 〉
〈ΩT |ΩT 〉 . (D.5)
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Here |ΩT 〉 is one of eigenfunctions of the Hamiltonian, which is present in the state of thermo-
equilibrium. It is proven in Section I.8 of [3] that the r.h.s. of (D.5) does not depend on the
particular choice of |ΩT 〉.
Now we have to recalculate thermodynamic limit. First we shall return to the determinant
representation of the correlation function in a finite volume, see formulæ (6.18)–(6.21). We should
also notice that the thermodynamic limit of square of the norm should be changed (comparing to
(6.22)) as follows:
detN
∂ϕj
∂µk
→
N∏
a=1
(
2πρt(µa)L
)
det(Iˆ − 1
2π
KˆT ), (D.6)
see Section X.4 of [3]. Here µj correspond to |ΩT 〉. In the thermodynamic limit summation with
respect to indicis j and k in (6.18) will be replaced by integration ρp(µk) dµk. Also ρL(µ) defined in
(6.12) goes to ρt:
ρL(µ)→ ρt(µ).
After dividing ρp(µk) dµk by ρt(µk) which appears in the denominator (6.19) we shall obtain an
integration
∞∫
−∞
ϑ(λ) dλ(·) insted of
q∫
−q
dλ(·). The details of these calculations are explained in Section
XI.5 of [3].
The integral operator KˆT can be defined by its kernel
KT (µ1, µ2) =
(
2c
c2 + (µ1 − µ2)2
)√
ϑ(µ1)
√
ϑ(µ2). (D.7)
Now let us formulate the final formula for the representation of the temperature correlation
function of local fields in the thermodynamic limit
〈ψ(0, 0)ψ†(x, t)〉 = e−iht(0|
(
G(x, t) +
∂
∂α
)
×
det
(
Iˆ + 12π Vˆα,T
)
det
(
Iˆ − 12π Kˆ
) |0)
∣∣∣∣∣∣
α=0
. (D.8)
Here the integral operator Vˆα,T is given by(
Vˆα,T f
)
(λ) =
∫ ∞
−∞
(
VˆT (λ, µ)− αPˆT (µ)PˆT (λ)
)
f(µ)dµ. (D.9)
Here the kernel of 12π
(
VˆT (µ1, µ2)− αPˆT (µ1)PˆT (µ2)
)
differs from the zero temperature case by the
measure and limits of integration:
VˆT (µ1, µ2)− αPˆT (µ1)PˆT (µ2) =
(
Vˆ (µ1, µ2)− αPˆ (µ1)Pˆ (µ2)
)√
ϑ(µ1)
√
ϑ(µ2). (D.10)
It acts on the whole real axis −∞ < µ <∞. Here Vˆ (µ1, µ2) is given exactly by (6.26), Pˆ (µ) is given
by formula (6.27) and G(x, t) is given by (6.23).
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