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Abstract
In a young protoplanetary disk, planetary objects undergo orbital migration due to the
gravitational torques exerted by their surrounding gas. It has been an outstanding issue
that an earth-sized planet embedded in a gas-rich environment may rapidly migrate into its
host star. In this dissertation, I study some of the processes that affect the orbital migration
of planetary objects and their roles on planet formation scenarios.
Sharp density features in protoplanetary disks, for instance at the edge of a magnetically
dead zone, have recently been proposed as effective barriers to slow down or even stop the
problematically fast migration of planetary cores into their central star. Density features on
a radial scale approaching the disk vertical scale height might not exist, however, since they
could be Rayleigh (or more generally Solberg-Høiland) unstable. Stability must be checked
explicitly in one-dimensional viscous accretion disk models because these instabilities are
artificially eliminated in the process of reducing the full set of axisymmetric equations. The
disk thermodynamics, via the entropy stratification, and its vertical structure also influence
stability when sharp density features are present. We propose the concept of Rayleigh
adjustment for viscous disk models: any density feature that violates Rayleigh stability (or
its generalization) should be diffused radially by hydrodynamical turbulence on a dynamical
time-scale, approaching marginal stability in a quasi-continuous manner.
Due to the gravitational influence of density fluctuations in the gas disk subject to
magneto-rotational instability, planetesimals and protoplanets undergo diffusive radial mi-
gration as well as changes of other orbital properties. The magnitude of the effect on particle
orbits has important consequences for planet formation scenarios. To accurately measure the
gravitational influence of turbulent density fluctuations on particle orbits, numerical simula-
tions capturing both large-scale and small-scale coherent structures are required. Using local
shearing boxes with various resolutions up to 64 points per disk scale height and horizontal
sizes up to 16 scale heights, we systematically study the corresponding density structure
and particle orbit evolution. We consider ideal magnetized disks with isothermal equation
of state, and compare disks with and without vertical stratification. We find that although
the results converge with resolution for fixed box dimensions, the response of the particles
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to the gravity of the turbulent gas strongly depends on the horizontal box dimension. Our
results indicate the dominance of large-scale density structures, which are closely related to
recently discussed zonal flow models of protoplanetary disks.
Based on heuristic arguments, some implications may be drawn from the measurements
of our local models. The radial diffusive migration of protoplanets induced by magneto-
rotational turbulence may be unimportant compared to secular migration. Kilometer-sized
planetesimals moving in magneto-rotational turbulence may not suffer from mutual col-
lisional destruction, except for those in the inner region of a young protoplanetary disk.
Before these results can be considered valid, though, it will be necessary to elucidate the
discrepancies that have appeared between global and local models.
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Chapter 1
Introduction
1.1 Extrasolar Planets
The year 1995 is often marked as the first discovery of a planet around a solar-type star.
Reported by Mayor & Queloz (1995) and immediately confirmed by Marcy & Butler (1995),
it is a Jupiter-mass object orbiting the star 51 Pegasi with a period of about four days.
The same object was in fact detected earlier by Latham et al. (1989), but the data was not
definitive enough to rule out the possibility of it as a brown dwarf. Since then, more and
more planet-like objects outside our solar system have been discovered. The observations
of nearby stars have been improved so significantly that the detection of these extrasolar
planets has become routine.
As of this writing, about 463 extrasolar planets in 395 planetary systems are reported.
Currently, the lightest object has a mass of ∼2M⊕ which is located in the GJ 581 planetary
system (Mayor et al., 2009), indicating that the detection of rocky planets like our own begins
to become possible. Quite a number of massive planets, so-called “hot Jupiters”, orbit their
host stars with a very short period, and there exists a pile-up of this kind of objects at a
distance of about 0.03 AU.
Interestingly, the range of eccentricity covers from zero to almost up to unity. The highest
eccentricity that has been observed is that of the object HD 20782 b, which has an eccentricity
of ∼0.97 and orbits at a distance of ∼1.4 AU (O’Toole et al., 2009). There exists a clear
trend of decreasing range of eccentricity with decreasing orbital distance, i.e., the shorter
the orbital period, the more circularized the orbit is. This trend can be understood by
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tidal circularization, while it is not clear how so many extrasolar planets possess such high
eccentricities.
The wealth of data from these observed planetary systems make a statistical study of
these objects more and more approachable. The number of systems has reached the point
that the distributions of the extrasolar planets against their observed properties become
statistically meaningful and can be employed to constrain theoretical models for planetary
systems. By computationally simulating the formation and migration of numerous planetary
systems and their natal protoplanetary disks, a mock distribution of planets with determined
properties can be generated and compared with that of the observed systems. This kind
of approach, the population synthesis of extrasolar planets, has been advanced by several
authors in recent years (Ida & Lin, 2004a,b, 2005, 2008a,b; Kornet & Wolf, 2006; Robinson
et al., 2006; Thommes et al., 2008; Mordasini et al., 2009a,b) and proves to be useful in
identifying problematic ingredients in theoretical models.
1.2 Protoplanetary Disks
To understand the formation and evolution of extrasolar planetary systems, the natal proto-
planetary disks play a key role. The disk not only serves as a nursery to form new planets, but
also interacts with existing planets so that a stable orbital configuration may not achieved.
Until the dispersal of the disk, it represents a very dynamical environment, which is actively
investigated by many researchers. Here we only consider the early stage of the protoplanetary
disk when significant gas is still present.
1.2.1 Physical Properties
The Hubble Space Telescope has revealed numerous protoplanetary disks around young stel-
lar objects (e.g., Burrows et al., 1996; McCaughrean & O’dell, 1996; Padgett et al., 1999).
These disks can also be directly imaged by ground-based observations like millimeter wave in-
terferometry (e.g., Dutrey et al., 2007; Watson et al., 2007). The advance of high-resolution,
multi-band observations has allowed detailed studies of their structures. However, the de-
termination of the physical properties of these disks remains a major challenge.
One of the most important properties that affect the evolution and dynamics of these
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disks is their mass. To estimate the mass, two approaches are often used. The first tech-
nique is to measure the dust emission and convert it to the gas mass, and the second is to
measure the CO emission and convert it to the molecular hydrogen mass. However, major
unknowns exist in both methods. The first method involves the dust opacity, which may
be considerably different from that in the interstellar medium, and the assumption of the
gas-to-dust ratio of about 100. The second method, on the other hand, requires not yet
available the understanding of the chemical evolution in such dense environments. In spite
of these difficulties, the mass of a typical protoplanetary disk is estimated to be on the order
of ∼10−2 M# (e.g., Andrews & Williams, 2005). Hartmann (2008) argued, however, that
this might be an underestimate.
Another important property is the disk lifetime, which seriously constrains the timescale
for planet formation. One technique to estimate this is to observe the dust continuum
emission in stellar clusters, and determine the disk frequency of each cluster. By comparing
the disk frequency and cluster age, the disk lifetime can be evaluated. Current estimates
point to a disk lifetime of !10 Myr (e.g., Hartmann et al., 1998; Haisch et al., 2001; Sicilia-
Aguilar et al., 2006; Henning, 2008). Furthermore, this property may also depend on the
stellar mass (Carpenter et al., 2006) and the spectral type (Lada et al., 2006).
1.2.2 Turbulent Accretion
Through its own magnetosphere, a young stellar object may still be in the process of accreting
materials from the surrounding gas disk (see, e.g., Camenzind, 1990). This mechanism may
account for the ultraviolet, optical, and infrared excesses as well as emission lines observed
on the photospheres of T Tauri stars, and a mass accretion rate of the order 10−9–10−7 M#
yr−1 is often required in this late phase of star formation (e.g., Bertout et al., 1988; Ko¨nigl,
1991; Valenti et al., 1993; Calvet & Gullbring, 1998).
A young protoplanetary disk is often considered as an accretion disk that is powered by
viscous shear stress, with which angular momentum is transported radially outward while
materials drift inwards. One important parameter to quantify the kinematic viscosity ν
within the gas disk is the α parameter (Shakura & Sunyaev, 1973). It is a dimensionless
parameter to normalize ν by the local speed of sound cs and the vertical disk scale height
3
H , i.e., ν ≡ αcsH . By constructing a viscously evolutionary model to match the correlation
between stellar age and mass accretion rate from observations, Hartmann et al. (1998) sug-
gested α could be on the order of 10−2, which is often employed as the fiducial value of the
parameter in protoplanetary disks.
Despite a lack of direct observational evidence, it is generally believed that turbulence
should exist in protoplanetary disks. Turbulent motions in a differentially rotating disk in
effect transport angular momentum over various scales, and this process may be modeled
as a kind of shear viscosity. This turbulent viscosity has been shown to provide much more
shear stress than the molecular viscosity intrinsic to the gas.
One of the most promising mechanisms to drive turbulence is the magneto-rotational
instability (MRI; see the review by Balbus & Hawley, 1998, and references therein). This
mechanism acts because a weakly magnetized disk is unstable to linear axisymmetric per-
turbations. The disk quickly saturates into a statistically-steady turbulent state after a few
orbital periods (e.g., Brandenburg et al., 1995; Hawley et al., 1995). The magnetic stress in
this saturated state provides a significant amount of shear stress.
Although the MRI may be effective in driving turbulence in protoplanetary disks, con-
cern about the convergence of numerical simulations with increasing resolution was raised
recently. It was shown that the strength of the saturated magneto-rotational turbulence
in ideal, unstratified disks without mean magnetic flux decreases with increasing resolution
and might be negligible when resolution is high and numerical dissipation is small (Fromang
& Papaloizou, 2007; Pessah et al., 2007). It has been argued, however, that only if there
is (1) no vertical stratification (Shi et al., 2009; Davis et al., 2010) and (2) no explicit dis-
sipation, or the Prandtl number is small (e.g., Fromang et al., 2007; Lesur & Longaretti,
2007) and (3) exactly zero net magnetic flux (e.g., Guan et al., 2009; Simon et al., 2009) is
convergence a problem.
Yet another concern is that the MRI requires sufficient conductivity and thus ionization
in the gas to operate, but this requirement may not be fulfilled in some regions of a typical
protoplanetary disk. The disk temperature is so low that collisional ionization is not effective.
Other sources of ionization may include the cosmic rays and the ultraviolet radiation from the
host stars, but the column density in a gas disk may be so high that ionizing radiation from
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these sources may not penetrate, leaving the mid-plane poorly ionized. This led Gammie
(1996) to suggest that a typical T Tauri disk should be in a state of layered accretion, where
the mid-plane is magnetically inactive down to a certain radius and sandwiched by upper
and lower active surface layers. This quiescent region is known as the dead zone.
The dynamics of layered accretion continues to be an active research topic. In addition to
the cosmic rays and the ultraviolet radiation, the degree of ionization depends on x rays from
the star (Glassgold et al., 1997; Igea & Glassgold, 1999), dust grains and chemical network
(Sano et al., 2000; Semenov et al., 2004; Ilgner & Nelson, 2006; Bai & Goodman, 2009),
metal abundance (Fromang et al., 2002), and mixing (Turner et al., 2007). Interestingly,
even though the dead zone is magnetically inactive, significant hydrodynamic motions inside
can be generated by turbulent surface layers, and thus provide some source of shear stress
(Fleming & Stone, 2003; Oishi & Mac Low, 2009).
1.3 Planet Migration
When the protoplanetary gas disk is present, it interacts gravitationally with embedded plan-
etary objects such that the objects undergo orbital migration throughout the disk lifetime.
The direction and the rate of the migration directly depends on the structure of the disk.1
Orbital migration is an important aspect in the population synthesis of extrasolar planets
(Section 1.1), and it inevitably constrains the formation scenarios of the planets.
Several migration mechanisms exist. The first is the so-called type I migration, which
operates most efficiently on protoplanets of earth-like mass. In this case, a protoplanet
is not massive enough to open a gap in the gas disk and is thus embedded within the
gas. It excites density waves through Lindblad resonances and thus exerts torque on the
disk. Angular momentum is transferred through the torque and orbital migration of the
object occurs. The torque exerted on the protoplanet can be calculated analytically by
linear analysis (e.g., Goldreich & Tremaine, 1980; Ward, 1997; Tanaka et al., 2002; Menou
& Goodman, 2004). For a laminar, isothermal gas disk with smooth structures, the torque
exerted on the protoplanet is in general negative and thus the protoplanet migrates inwards,
1The orbital migration of a planetary object may also be affected by surrounding solid objects as well as
other planets, which is not considered in this dissertation.
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which was confirmed by numerical simulations (e.g., D’Angelo et al., 2003; Bate et al., 2003).
For the simple disk model mentioned above, the timescale for the inward type I migration
is short compared to the typical disk lifetime of !10 Myr (Section 1.2.1). For example, for
a 5 M⊕ object embedded in the minimum mass solar nebula (Hayashi, 1981), the infall
timescale is only about 2×105 yr (e.g., Papaloizou & Larwood, 2000). Furthermore, the
timescale is inversely proportional to the mass of the protoplanet; it is even shorter for
more massive objects. These considerations pose serious problems on the survivability of
protoplanets under type I migration.
Once a protoplanet grows into Jupiter-mass range, it is massive enough to open a gap
in its vicinity. In this regime, called type II migration, the protoplanet co-evolves with the
protoplanetary disk and migrates inward with the viscous timescale of the disk, as long as
the mass of the object is relatively small compared to the disk mass (Lin & Papaloizou,
1986). This timescale is significantly longer than that of type I migration, and thus type II
migration does not likewise pose serious threats to Jupiter-like protoplanets.
The problematic rapid inward type I migration has been one of the major issues in
the theories of planet formation. Given such a short timescale, no planets should exist,
which obviously contradicts with findings of numerous extrasolar planets. To be able to
gain some success in comparison with observed planetary systems, most of the population
synthesis models mentioned in Section 1.1 need to artificially reduce the type I migration by
a significant factor or even completely ignore it. Several mechanisms have been proposed to
alleviate this issue, and we discuss some of them in greater detail in Chapter 2.
All of the above discussion considers only a laminar disk. As mentioned in Section 1.2.2,
a protoplanetary disk could be viscously evolving due to turbulence, which in turn could
be driven by the MRI. The turbulence causes density enhancements significant enough to
exert gravitational torques that turn the orbital motion of low-mass objects into a random
walk (Laughlin et al. 2004, hereafter LSA04; Nelson & Papaloizou 2004). It has been shown
that radial excursions and eccentricities of planetesimals or protoplanets could be excited
through such a process (Nelson 2005, hereafter N05; Ogihara et al. 2007, hereafter OIM07).
Since some protoplanets could diffuse their way radially outward in the process, type I
migration might be effectively delayed and some objects might more easily survive past the
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gas disk depletion (Johnson et al. 2006, hereafter JGM06; Adams & Bloch 2009). Even if the
disk contains a dead zone, Oishi et al. (2007, hereafter OMM07) have shown that low-mass
objects within the dead zone still experience some of the turbulent torques generated by
the active layers. Quantifying the gravitational effects of magneto-rotational turbulence on
planetesimals and protoplanets is the main focus of Chapters 3 and 4.
Finally, we note a possible generalization to type I migration that has recently become
promising to eliminate the rapid inward migration rate. In previous analyses of type I mi-
gration, the protoplanetary disk was usually assumed to be isothermal, which may not be
applicable in the optically thick region deep inside the disk mid-plane. By relieving this
assumption and considering adiabatic or radiative regime, studies find that orbital migra-
tion rate in the disk may be reduced or even reversed (Paardekooper & Mellema, 2006;
Kley & Crida, 2008; Paardekooper & Papaloizou, 2009; Paardekooper et al., 2010). Further
confirmation and development of this new mechanism seems warranted.
1.4 Planet Formation Scenarios
Currently, two opposing scenarios for planet formation are under active research and devel-
opment. One is the so-called ‘core accretion model’, and the other is through gravitational
instability and fragmentation of the gas disk. We briefly review these two scenarios.
1.4.1 Core Accretion
In the core accretion model, terrestrial planets and planetary cores are built through accretion
of solid materials. When a protoplanetary disk first forms out of its natal cloud, it contains
µm-sized dust grains coming directly from the interstellar medium. Due to drag force exerted
by the gas, these grains settle into the disk mid-plane and co-move with the disk gas. Through
mutual collisions, dust grains coagulate and grow in size. The effectiveness of this process
depends on the sticking properties of the grains, which can be studied in laboratories (see,
e.g., the review by Blum & Wurm, 2008). In less than 104 yr, centimeter- to meter-sized
particles can be grown through this process.
With the increase in size, however, these particles gradually decouple from the gas while
still acted on by the aerodynamic drag. Due to radial pressure support in a protoplanetary
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gas disk, the gas rotates somewhat slower than Keplerian frequency, while the solid particles
follow Keplerian rotation. This difference in velocity makes the particles experience constant
“head wind”, lose their angular momentum, and radially drift towards the host star. The
timescale of this infall process reaches its minimum at a size of ∼1 m, being less than 100 yr
at 1 AU (Weidenschilling, 1977). With such a short timescale, no further growth could
occur and a protoplanetary disk should clear out meter-sized bodies quickly, posing a serious
obstacle in the core accretion scenario.
A fast process for meter-sized bodies to grow into kilometer-sized planetesimals is required
to overcome this meter barrier. It has been proposed that this rapid growth could be achieved
by the streaming instability (Youdin & Goodman, 2005). This instability works with the
back reaction from the solid particles to the gas and exponentially enhances local clumping of
the particles. Typically, the growth rate of this instability increases with background solid-
to-gas ratio. Since local pressure maxima intermittently occurring in turbulence can serve as
a temporary trap of solid particles to increase this ratio, turbulence and streaming instability
may cooperate to boost the density of particle clumps to the point that gravitational collapse
sets in to form bound objects. This mechanism was demonstrated by numerical simulations,
and planetesimals as large as ∼1000 km could be formed (Johansen et al., 2007, 2009; Bai
& Stone, 2010a,b), which was supported by population synthesis models constrained by the
size distribution of the Asteroid belt (Morbidelli et al., 2009).
Once kilometer-sized planetesimals are formed, the growth process continues by mutual
collisional accretion. Ida et al. (2008, hereafter IGM08) suggested that the velocity dispersion
of planetesimals excited by magneto-rotational turbulence might be so large that kilometer-
sized objects suffer from collisional destruction instead of accreting. We also discuss this
issue in Chapters 3 and 4.
Later in the process, a population of well separated planetary cores are formed, reaching
an oligarchic growth phase. These cores keep accreting small bodies in their immediate
vicinities, a process that is also aided by gravitational focusing. This process continues till a
core reaches a critical mass of ∼5–15M⊕ when runaway gas accretion occurs to form a giant
planet (e.g. Pollack et al., 1996; Alibert et al., 2005; Rafikov, 2006). As noted in Section 1.3,
rapid inward type I migration works against this process and remains to be resolved.
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1.4.2 Gravitational Instability
In contrast to the core accretion model, it was suggested that giant planets could be directly
formed by gravitational instability and fragmentation of the gas disk (e.g., Kuiper, 1949;
Cameron, 1962). The advantage of this scenario is that it operates on a very short timescale,
avoiding some long processes involved in the core accretion model.
For young massive protoplanetary disks, the condition for gravitational instability to
occur is probably easy to meet. However, sufficient cooling is required for subsequent frag-
mentation to occur to form bound objects. Using a two-dimensional local shearing sheet,
Gammie (2001) showed that the condition Ωτc ! 1 is required for gas fragmentation to occur
after gravitational instability sets in, where τc is the cooling timescale and Ω is the angular
velocity of the disk gas. If the cooling timescale is greater than the orbital timescale, the
disk does not fragment and a marginally unstable, turbulent state is sustained. This condi-
tion was further confirmed by numerical simulations of global disks (Rice et al., 2003). This
restriction inhibits the formation of giant planets via gravitational instability within at least
a few tens of AU in a typical protoplanetary disk (Rafikov, 2007, 2009).
1.5 Computations
Given the complexity of many astrophysical systems we are interested in studying, we often
seek approximate solutions to these systems via numerical methods. It is no exception
that the research reported in this dissertation also heavily relied on successful usage of
many computational techniques. In this section, we highlight several aspects of computing
implementation relevant to our work.
1.5.1 The Pencil Code
We chose the Pencil Code2 as our main tool to study particles moving simultaneously within
magneto-rotational turbulence.
The principle concept behind this code is to spatially discretize any system of partial
differential equations by sixth-order finite differences. All the derivatives are evaluated along
2The Pencil Code is publicly available at http://code.google.com/p/pencil-code/.
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one-dimensional arrays of grid points (called pencils) in one direction at a time, achieving
high cache efficiency. Then the system is forwarded in time using third-order Runge-Kutta
method.
There exist several advantages with this approach. Calculating finite differences is compu-
tationally inexpensive compared with, e.g., spectral methods or Godunov methods. However,
it does not sacrifice accuracy. Instead, the higher the order, the better its spectral resolu-
tion, approaching that of a spectral method, which has perfect resolving power down to the
smallest scale of the grid. Furthermore, the truncation errors of high-order finite differences
are also high order, introducing no formal numerical dissipation. Therefore, this code is
optimal for simulating weakly compressible turbulent flows, which requires high fidelity at
high spectral frequency.
Since this code induces no formal numerical dissipation, an explicit stabilizing scheme is
needed. Ideally, this scheme should only dissipate power near the grid scale while preserving
the power at any other scale as much as possible. This goal is achieved in the Pencil
Code by implementing hyper-dissipation terms. These terms are composed of sixth-order
derivatives like ∂6/∂x6 explicitly added into each equation of the system. The strength of
the dissipation should scale with k6, where k is the wavenumber of any structure. This
high-order dependence makes the dissipation highly nonlinear, being very small for most
long-wavelength structures while increasing rapidly at high frequency. By carefully choosing
the coefficients of these terms such that the mesh Reynolds number is maintained near
unity (see Equation (3.7) of Chapter 3), only power near grid scale is damped while still
maintaining the stability of the code.
Inevitably, if the system contains or evolves into shocks or any type of discontinuities,
a shock-capturing scheme is still necessary. In the Pencil Code, a von Neumann type of
artificial viscosity is implemented. In multi-dimensional case, divergence of the velocity field
is used as the kinematic viscosity and therefore converging flows are targeted to be damped
(Haugen et al., 2004; Lyra et al., 2008). We further impose a lower cutoff to the magnitude
of the divergence such that weakly converging flows are not dissipated in order to preserve
most features in the system (see Equation (3.4)).
The code is also capable of simulating particle dynamics, which is solved simultaneously
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with the Runge-Kutta steps evolving the fluid. The gravitational potential is calculated with
fast Fourier transforms. Particle-gas interactions are computed with the standard particle-
mesh method, and momentum conservation for these interactions has been taken into account
(Johansen et al., 2007).
A final remark is that the Pencil Code is not formulated to be conservative. Conserved
quantities are monitored, instead, to evaluate the quality of the solution. In practice, how-
ever, these quantities are well conserved in our simulations.
1.5.2 Local Shearing Box versus Global Disk
In Chapters 3 and 4, we use the local shearing box approximations to simulate a small
Cartesian box located near the disk mid-plane and at a large distance from the central star
(Goldreich & Lynden-Bell, 1965; Brandenburg et al., 1995; Hawley et al., 1995). The x-axis
is always directed radially, the y-axis azimuthal, and the z-axis vertically. The center of the
box rotates about the star at local Keplerian angular frequency. Only terms linear in x/R
are preserved, and the global differentially-rotating flow becomes local linear shear flow.
One of the advantages of using a local shearing box is its high resolving power. One
disk scale height can easily be resolved by one part in 102 or higher, and this seems to be
enough to capture small-scale coherent structures in magneto-rotational turbulence (Guan
et al., 2009). The other advantage of a local shearing box is that the only timescale involved
is the local orbital period, so the system can be integrated for long physical time.
In contrast, a global disk model does not have these advantages. Especially, the orbital
period often increases outward with radial distance such that physical time is limited by the
orbital period at the innermost boundary. To achieve the same resolution and physical time
at any regions of interest of a global disk model as a local shearing box, many more grid points
and time-steps are inevitably required. Furthermore, calculating gravitational potential in
cylindrical or spherical coordinate systems remains computationally expensive, which limits
the ability of a global disk to simulate particle-particle or particle-gas interactions in these
coordinate systems.
Admittedly, curvature terms are not implemented in a local shearing box, and thus a
local box may not correctly describe large-scale structures as a global disk can. This issue
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is one of the major topics discussed in Chapter 4.
1.6 Outline
In this dissertation, I focus my attention on some of the processes that affect the migration
of planetesimals and protoplanets in a gas-rich environment. In Chapter 2, I investigate the
stability of narrow density profiles that have been suggested to be able to withstand rapid
inward type I migration, and propose a self-consistent scheme for one-dimensional, viscously
evolving disk models that contain such density features. In the following two chapters, I
study massless particles moving under the gravitational influence of density fluctuations in
magneto-rotational turbulence, and discuss the implications of the results to planet formation
scenarios. The distinction between Chapters 3 and 4 is whether or not the vertical component
of the gravity of the central star is included in the models. Finally, I make some concluding
remarks in Chapter 5.
12
Chapter 2
Rayleigh Adjustment of Narrow
Barriers in Protoplanetary Disks1
As mentioned in Sections 1.3 and 1.4.1 of Chapter 1, one of the major difficulties in the
core accretion scenario for planet formation is that before a planetary core can grow into
a critical mass of ∼5–15 M⊕ for runaway gas accretion to occur, type I migration due to
angular momentum exchange with the natal protoplanetary gas disk can drive the core into
the host star in a short time-scale compared to a typical disk lifetime of !10 Myr.
A proposed mechanism to withstand rapid inward type I migration is to induce a steep
radial density gradient in the gas disk (Matsumura & Pudritz, 2005, 2006; Masset et al., 2006;
Matsumura et al., 2007, 2009; Ida & Lin, 2008b). In particular, since the gas inside the orbit
of a planetary core exerts a positive torque on the core whereas the gas outside exerts a
negative torque, a large negative radial density gradient in the gas can generate a sufficiently
positive torque to halt type I migration. Matsumura & Pudritz (2005, 2006) propose that the
transition region in a protoplanetary disk between hydromagnetic turbulence and dead zone
can locally provide such a density barrier. On the other hand, by including the co-rotation
torque exerted by the gas in the vicinity of a protoplanet, Masset et al. (2006) suggest that
a positive torque on the protoplanet can be generated by a positive local density gradient.
Ida & Lin (2008b) further study the possibility of a local density bump around the ice line
to act as a barrier, and Schlaufman et al. (2009) complement this model by generating mock
orbital configurations of extrasolar planetary systems.
However, Papaloizou & Lin (1984) have already pointed out that any local variation
1The research reported in this chapter was published in Yang & Menou (2010)
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occurring on the order of a disk scale height may render the disk Rayleigh unstable. The
sharp feature may then be washed out by the resulting hydrodynamical turbulence. Given
that a large local density gradient is necessary to impact type I migration, it is thus critical
to examine the stability of such a feature.
We examine the Rayleigh stability of local density features in §2.1. In §2.2, we introduce
the concept of Rayleigh adjustment as a possible solution to deal with such features in one-
dimensional viscous disk models. In §2.3, we discuss the need to generalize these results by
accounting for the possibly important role of entropy stratification and the vertical structure.
We conclude with some general comments in §2.4.
2.1 Rayleigh Stability
Since magnetically-coupled regions in a protoplanetary disk are unstable to the magneto-
rotational instability (Balbus & Hawley, 1998) and unlikely to develop sharp features, our
main concern is the hydrodynamical stability of a magnetically dead zone (Gammie, 1996).
The Rayleigh stability criterion is a necessary and sufficient condition for the local axisym-
metric stability of an inviscid differentially rotating fluid system (Chandrasekhar, 1961).
It states that the specific angular momentum must monotonically increase with cylindrical
distance R from the central rotation axis in a flow for strict stability:
∂
∂R
(Rvφ) > 0, (2.1)
where vφ is the azimuthal velocity of the flow. Near the mid-plane of a protoplanetary gas
disk, which is supported by the central stellar gravity and the local pressure gradient, force
balance in the radial direction requires that
v2φ = v
2
K +
R
ρ
∂P
∂R
, (2.2)
where vK is the Keplerian velocity at R, ρ is the gas density, P is the gas pressure, and any
radial infall has been neglected. Substituting equation (2.2) into equation (2.1) gives the
stability criterion
v2K +
1
R
∂
∂R
(
R3
ρ
∂P
∂R
)
> 0, (2.3)
where we have used vK ∝ R−1/2.
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If variations in pressure, i.e. density or temperature for an ideal gas law, occur on a
length scale of order R in a disk, the second term in equation (2.3) is of the order c2s, where
cs =
√
γP/ρ is the sound speed and γ is the adiabatic index (typically 7/5 for diatomic H2
in the protoplanetary context). In a protoplanetary disk, it is usually the case that vK % cs
and thus the disk is Rayleigh stable irrespective of the sign of the variation. However, if any
variation occurs on a length scale of order the disk scale height, H = R(cs/vK), the same
term becomes of the order (csR/H)
2 ∼ v2K , assuming vertical hydrostatic balance holds as
usual (e.g. Frank et al., 2002). In other words, the second term in equation (2.3) is of the
same order as the first term. Therefore, the disk is prone to Rayleigh instability and sensitive
to the exact profile of pressure variations.
Without loss of generality (but see §2.3), we adopt an ideal gas law for the equation of
state and focus our stability analysis on the disk mid-plane. We also assume for simplicity
that the sound speed cs is slowly-varying with cylindrical distance R, as compared to the
density ρ: |(∂cs/∂R)/(∂ρ/∂R)| & cs/ρ.2 Then, to leading order, the stability condition
(eq. [2.3]) approximately becomes(
vK
cs
)2
+
R2
ρ
∂2ρ
∂R2
− R
2
ρ2
(
∂ρ
∂R
)2
+
3R
ρ
∂ρ
∂R
" 0. (2.4)
For density variations on a length scale ∼ H , the fourth term in equation (2.4) is of the
order R/H ∼ vK/cs and thus may be neglected. On the other hand, both the second and
the third terms are of the order (R/H)2 ∼ (vK/cs)2. Therefore, both the steepness and the
curvature of the density profile are important to determine the stability of the disk.
Since the third term in equation (2.4) is always negative, both steeply ascending and
descending density profiles may make the disk Rayleigh unstable. For example, we consider
a two-fold density drop near R = R0 of the form
ρ(R) = ρ0
[
3
2
− 1
2
tanh
(
R− R0
'
)]
, (2.5)
where ρ0 is the density after the drop while ' controls the width of the drop. At R = R0, the
first derivative of the density profile reaches maximum while the second derivative vanishes.
2Our analysis could be generalized to address a steep radial temperature profile but we note that one
would expect such a feature to be reduced by horizontal radiative transport (see also §2.3 for the role of
entropy stratification).
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Substituting equation (2.5) in the stability condition (2.4) and evaluating it at R = R0
gives (vK/cs)
2 − (R0/')2 /9 " 0, where we have ignored the fourth term in equation (2.4).
Since H/R = cs/vK , it requires that ' " H/3 and the maximum slope allowed in this case
is |∂ρ/∂R| ∼ 3ρ0/2H . This illustrates how Rayleigh stability sets an upper limit on the
steepness of a density profile.
Furthermore, the second term in equation (2.4) indicates that a disk may be Rayleigh
unstable where the second derivative of the density profile is negative. In regions where
the profile is concave down, the term sets a lower limit to the radius of curvature. In
particular, a cusp pointing upward cannot be stable due to an infinite negative second
derivative. Smoothness is a necessary condition in these regions. Locations where pressure
or density maxima occur in a protoplanetary disk are of particular interest in that solid
grains are captured, but Rayleigh instability may also come into question at these locations
in a nontrivial manner. To illustrate this point, we consider a density bump with a Gaussian
form,
ρ(R) = ρ0
{
1 +
H
'
exp
[
−(R− R0)
2
'2
]}
. (2.6)
Superposed on a disk of uniform mid-plane density ρ0, the bump encloses a constant mass (on
the order of the mass in an annulus of mid-plane density ρ0 and width H at R = R0) and has
a width proportional to ', provided that '& R0. The most negative second derivative occurs
at the peak, where the first derivative vanishes. Evaluating the stability condition (2.4) at
R = R0 results in (vK/cs)
2 − 2H (R0/')2 /(H + ') " 0. Since H/R = cs/vK , the minimum
width allowed for stability is ' ∼ H . Therefore, a local density maximum cannot be Rayleigh
stable if the width of the bump is less than about a disk scale height.
2.2 Rayleigh Adjustment
Once a certain region in a protoplanetary disk reaches a state of Rayleigh instability, we
conjecture that the ensuing hydrodynamical turbulence will redistribute material in the disk
in such a way that any narrow feature will be smoothed and broadened till the disk recovers a
state that is (marginally) Rayleigh stable. The time-scale tR for a disk to recover a Rayleigh-
stable state might be close to the dynamical time-scale of the disk, i.e. tR " Ω
−1
K , where ΩK
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is the Keplerian angular velocity, although a slower growth rate may be expected as one
approaches marginal stability. By contrast, standard α-model of thin accretion disks has a
viscous time-scale tν ∼ R2/αHcs (e.g. Frank et al., 2002). Given that α < 1 and H & R,
tν > (R/H)2tR % tR. In other words, any model of viscously-evolving protoplanetary disks
should maintain Rayleigh stability quasi-steadily.
If the condition tν % tR holds, it is useful to implement an adjustment scheme to guar-
antee that a disk model remains Rayleigh quasi-stable at all time. In evolutionary models
like those of Matsumura et al. (2007, 2009) or Ida & Lin (2008b), for instance, this kind
of adjustment could be applied at any time-step whenever Rayleigh instability is detected,
before one proceeds with the migration torque calculation. The purpose of the adjustment is
to capture the final state of the adjustment process when the disk just restores its Rayleigh
stability and rotational equilibrium (implied by eq. [2.2]), without any detailed knowledge
of the Rayleigh hydrodynamical turbulence occurring on small temporal or spatial scales.
In the hydrodynamical context of interest here, Rayleigh adjustment must involve some
level of mass and angular momentum redistribution in the disk. To the extent that the
disk reaches a new state of rotational equilibrium (described by eq. [2.2]) after Rayleigh
adjustment, however, the adjustment itself can be described as a transition from one state
of rotational equilibrium to another such state, under the action of mass redistribution.
Therefore, this process may be phenomenologically described by the radial mass diffusion
equation
∂Σ
∂t
=
1
R
∂
∂R
(
RD
∂Σ
∂R
)
, (2.7)
where Σ is the vertically-integrated column density and D is the mass diffusion coefficient.
We use Σ instead of ρ under the hypothesis that the transport is vertically global. Whether
or not the disk evolution due to Rayleigh turbulence can be described by fast radial mass
diffusion remains to be demonstrated by full hydrodynamical simulations. In this regard,
equation (2.7) can only be deemed to be an approximation to the actual adjustment process.
We hereby describe a simple algorithm to implement Rayleigh adjustment, using the
diffusion equation (2.7). As a first step, we ignore any spatial variations and assume that D
is a constant to focus our discussion on how to include Rayleigh adjustment into viscously-
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evolving disk models. The equation can be discretized as
Σn+1j = Σ
n
j +
D∆t
∆R2
[(
Σnj+1 − 2Σnj + Σnj−1
)
+
∆R
2Rj
(
Σnj+1 − Σnj−1
)]
, (2.8)
where Σnj is the density at R = Rj and step n, ∆t is the time increment of the adjustment
scheme, and∆R = Rj+1−Rj is the grid spacing. We have adopted a regular mesh in equation
(8) for simplicity. From von Neumann stability analysis, ∆t ≤ ∆R2/2D. Substituting
∆t = ∆R2/2D in equation (2.8) gives
Σn+1j =
1
2
(
Σnj+1 + Σ
n
j−1
)
+
∆R
4Rj
(
Σnj+1 − Σnj−1
)
. (2.9)
A Rayleigh unstable density profile can then be treated as an initial guess and equation (2.9)
can be iterated to the point when the density first becomes everywhere Rayleigh stable, under
the constraint that rotational equilibrium is satisfied throughout (eq. [2.2]). This corresponds
to the completion of the turbulent redistribution process induced by Rayleigh instability.
Note that the magnitude of the diffusion coefficient D plays no role in determining the final
state of the Rayleigh adjustment, which can be seen in equation (2.9), since we have chosen
the maximum time-step possible to minimize the number of iterations needed to find the
adjusted state. We have verified that the final profile does not depend on the time-step, as
long as the von Neumann stability condition is satisfied, and that the total mass of the disk
is conserved.
We emphasize that since the diffusion time-scale of this process is about L2/D, where
L is the characteristic length scale of the density profile, sharp Rayleigh-unstable density
features (with L & R) will diffuse much more rapidly than any density structure on large
scales. Therefore, in first approximation, the global disk structure will remain largely unaf-
fected by this Rayleigh adjustment even for a globally constant D. Note that such a quasi-
instantaneous adjustment scheme can only be justified if the process leading to Rayleigh
instability (e.g. viscous mass pile-up) operates much more slowly than the adjustment itself.
As a demonstration, we have implemented this adjustment scheme on the two model
density profiles, equations (2.5) and (2.6), previously discussed in §2.1. For concreteness,
we adopt R0 = 1 and H = 0.1. The parameter ' is chosen such that the density profile is
Rayleigh unstable. The profile is discretized with 1000 grid points in the range 0.5 ≤ R ≤ 2
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Figure 2.1 Initially Rayleigh unstable (solid lines) and final Rayleigh-stable (dashed and
dot-dashed lines) profiles for (a) a density drop (eq. [2.5]) and (b) a density bump (eq. [2.6])
processed through the Rayleigh adjustment scheme discussed in §2.2. With the constant
diffusion coefficient adopted in this algorithm, the final relaxed density profiles do not depend
on the width of the initially unstable profiles.
and diffused via equation (2.9). As shown in Fig. 2.1, profiles of different initial widths relax
to the same enlarged width at marginal Rayleigh stability, which is roughly one disk scale
height, H . Even though these results are based on a constant mass diffusion coefficient,
they are consistent with the expectation that the width of any density profile is intrinsically
limited to ∼ H by Rayleigh stability. One expects any variation narrower than ∼ H to
be smoothed and broadened, although details of this process may depend on the specific
Rayleigh adjustment prescription adopted. We note that, in addition to redistributing mass
and angular momentum, localized hydrodynamical turbulence in the disk could also directly
influence the migration process (e.g. Laughlin et al., 2004; Nelson, 2005; Johnson et al., 2006;
Oishi et al., 2007), an effect which is not captured by our adjustment scheme. Potential
consequences for the disk thermodynamics have also been ignored.
We note that the mass diffusion equation (2.7) employed here conserves mass in the
disk but it does not conserve angular momentum during the adjustment process, under
the assumption that rotational equilibrium holds before and after Rayleigh adjustment, as
specified by equation (2.2). At first, this would seem to be a serious limitation of the simple
mass redistribution scheme proposed here. One may be tempted to improve such a scheme by
using instead a more standard viscous equation for mass and angular momentum transport
19
in a thin disk, of the form
∂Σ
∂t
=
3
R
∂
∂R
[
R1/2
∂
∂R
(νΣR1/2)
]
, (2.10)
where ν is the effective disk viscosity (e.g. Frank et al., 2002). However, even though this
equation does conserve mass and angular momentum in a Keplerian disk, it would be as in-
adequate as equation (2.7) if used in a Rayleigh adjustment scheme. Indeed, equation (2.10),
or its generalizations for non-Keplerian rotation laws, assumes that the disk angular velocity
profile is fixed in time. It is precisely the breakdown of this assumption during Rayleigh
adjustment, ∂vφ/∂t )= 0, going from one state of rotational equilibrium to another such
equilibrium, which prevents this entire class of equations from accurately tracking angular
momentum conservation during a Rayleigh adjustment episode. To the extent that one is
interested in describing the global evolution of disks in rotational equilibrium with approxi-
mate equations such as equation (2.10), one may then choose to consider the small violations
in angular momentum conservation occurring during Rayleigh adjustments as an acceptable
source of errors, given that it is an unspecified detail at the level of approximation of the
viscous theory. This, in our view, motivates the use of the simplest possible mass diffu-
sion scheme, under the constraint of rotational equilibrium, as we have proposed here with
equation (2.7).
To summarize, the general outline of a Rayleigh adjustment procedure would be as fol-
lows. At each time-step of a one-dimensional evolutionary disk model, evaluate the stability
of the disk profile using equation (2.3) or a generalization (see §2.3 below). If the profile is
stable, move on to the next time-step of the evolution. Otherwise, use the unstable profile
as the initial condition and iterate equation (2.9), or a more sophisticated form of equa-
tion (2.7), till the profile has relaxed to marginal stability. Then use the relaxed profile
to resume the evolutionary model. Two important assumptions underlying this scheme are
(i) that the agent driving the disk viscous evolution acts on a time-scale much longer than the
disk dynamical time, (ii) that the relaxed density profile is independent of the pre-adjusted
profile, as illustrated in Fig. 2.1 for the simple scheme proposed here.
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2.3 Role of Entropy Stratification and Vertical Struc-
ture
So far, our discussion has focused exclusively on the Rayleigh stability of a purely radial strat-
ification of angular momentum in the disk mid-plane. More generally, entropy stratification
will also be present in the protoplanetary disk and contribute to its axisymmetric stability
if sharp density features exist. The full generalization of Rayleigh’s stability analysis in the
presence of entropy stratification leads to the two necessary and sufficient Solberg–Høiland
criteria for axisymmetric stability (e.g. Tassoul, 1978):
N2R +N
2
Z +
1
R3
∂R4Ω2
∂R
> 0, (2.11)(
−∂P
∂Z
) (
1
R3
∂R4Ω2
∂R
∂ lnPρ−γ
∂Z
− 1
R3
∂R4Ω2
∂Z
∂ lnPρ−γ
∂R
)
> 0, (2.12)
where
N2R = −
1
γρ
∂P
∂R
∂ lnPρ−γ
∂R
, N2Z = −
1
γρ
∂P
∂Z
∂ lnPρ−γ
∂Z
, (2.13)
Ω = vφ/R is the angular velocity, and Z is the vertical coordinate along the rotation axis.
The term N2R+N
2
Z is the sum of the cylindrical radial and vertical components of the squared
Brunt–Va¨isa¨la¨ frequency.
Equations (2.11)–(2.12) make it clear that the stratifications of entropy and angular mo-
mentum both contribute to axisymmetric stability. Since these criteria were derived with
respect to any linear axisymmetric perturbation in the (R,Z) plane, they address the cylin-
drical radial and the vertical components of both stratifications. In the presence of a sharp
radial density feature, the radial component of the entropy stratification, which is normally
negligible in a disk, can make a significant contribution to local stability. To illustrate this
possibility, let us consider a case again where the sound speed cs is slowly-varying with cylin-
drical distance R as compared to the density, and let us restrict perturbations to be purely
cylindrical radial so that vertical stratification plays no role (∂/∂Z → 0 in eqs. [2.11]–[2.13]).
In this limit, axisymmetric stability reduces to the much simpler criterion
N2R +
1
R3
∂R4Ω2
∂R
> 0, (2.14)
which is the equivalent of equation (2.1) with an additional contribution from radial entropy
stratification. According to the same scaling analysis as used in §2.1 for equation (2.4), in the
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presence of a radial density gradient with length scale H , neglecting any radial temperature
gradient on such scales,
N2R +
c2s
H2
(
1− 1
γ
)
+ v
2
K
R2
(
1− 1
γ
)
. (2.15)
The magnitude of the radial entropy stratification, as measured by N2R, could thus be com-
parable to that of the angular momentum stratification and contribute to the radial stability
of the disk configuration.
This suggests that, in the presence of sharp density gradients, it may no longer be possible
to ignore the disk thermodynamics for stability considerations. Perhaps even more impor-
tantly, equations (2.11)–(2.12) show that the disk radial stability can no longer be studied
independently of its vertical structure. In the presence of radial density features with length
scale ∼ H , radial and vertical gradients become comparable in magnitude. The disk stability
is then determined by a detailed balance between the radial and vertical stratifications of
angular momentum and entropy (eqs. [2.11]–[2.12]). This makes the stability analysis sig-
nificantly more complicated than considered so far, especially in the case of dead zones with
a poorly known vertical structure. It may also imply that a more elaborate treatment than
the simple Rayleigh adjustment scheme proposed in §2.2 is required for unstable disks.
2.4 Discussion and Conclusion
The possibility that disks with sharp radial density features may be subject to Rayleigh in-
stability has already been noted by various authors (e.g. Papaloizou & Lin, 1984; Matsumura
et al., 2007, 2009). We have reconsidered this issue here and have suggested that stability
be checked explicitly in viscous evolutionary disk models which develop such features. In
viscous disk models, the full set of axisymmetric equations is reduced to a single radial dif-
fusion equation of the type shown in equation (2.10). Typically, the equation reduction is
achieved by imposing a steady angular velocity profile in the disk, Ω(R, t) = Ω(R) (often
chosen to be Keplerian, like in eq. [2.10]), and by neglecting the radial acceleration term in
the radial momentum equation. These are simplifications which contribute to eliminating
the class of axisymmetric instabilities discussed here. If sharp density features are to be con-
sidered as viable solutions to slow down or even stop protoplanetary migration, with many
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important consequences for planet formation scenarios (e.g. Matsumura et al., 2007, 2009;
Ida & Lin, 2008b; Schlaufman et al., 2009), a careful examination of stability in viscously
evolved models seems warranted.
The various arguments we have put forward are not meant to imply that the sharp
density features considered in various works (e.g. Matsumura et al., 2007, 2009; Ida & Lin,
2008b; Schlaufman et al., 2009) are axisymmetrically unstable. However, they suggest that
an approximate scaling analysis based on a representative length-scale ∼ H may not be
sufficiently accurate to evaluate the axisymmetric stability of a disk, which depends on the
detailed shape of the density profile. In addition, since both the vertical structure and the
entropy stratification of the disk can influence its stability when sharp features are present, a
careful treatment of the disk thermodynamics may be required. The extent to which density
features can or cannot grow to be as sharp as a disk scale height may significantly affect
planetary migration because differential Lindblad torques are also applied over a length-scale
∼ H (e.g. Ward, 1997; Matsumura et al., 2007) and co-rotation torques are very sensitive
to the local density (Masset et al., 2006) and thermodynamic (Paardekooper & Papaloizou,
2008) conditions. For those disks which develop unstable density profiles as a result of slow
viscous evolution, for instance mass pile-up in a magnetically dead zone, we have proposed
that Rayleigh adjustment schemes be implemented. Although more detailed work would be
needed to incorporate such a scheme within the framework of a viscous disk solver, our goal
is to suggest that this type of adjustment schemes can be used to evolve more consistently
disks with sharp features on viscous evolutionary time-scales.
Finally, we remark that our discussion has been restricted to the stability of axisymmetric
perturbations in protoplanetary disks. It has been suggested that disks with narrow density
features are also susceptible to non-axisymmetric instabilities (Li et al., 2000, 2001; Lyra et
al., 2009). To the extent that such instabilities lead to mass diffusion on a fast dynamical
time-scale, it should be possible to model their effects on disk evolutionary time-scales with
an adjustment scheme similar to the one proposed here.
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Chapter 3
Planetesimal and Protoplanet
Dynamics in a Turbulent
Protoplanetary Disk: Ideal
Unstratified Disks1
As discussed in Chapter 1, the turbulent nature of protoplanetary disks might lead to sce-
narios for the formation and migration of planetesimals and planetary cores that are rather
different from those suggested for the better-studied case of a laminar disk. On one hand,
density fluctuations in magneto-rotational turbulence may induce significant radial diffu-
sive migration such that some protoplanets may survive from rapid inward type I migration
(JGM06; Adams & Bloch 2009). On the other hand, IGM08 argued that the eccentricities
of kilometer-sized planetesimals excited by the turbulence drives significant orbital crossing
such that they suffer from collisional destruction.
The survivability of planetesimals or protoplanets under type I migration or collisional
destruction sensitively depends on their orbital dynamics in a turbulent gas disk. Previous
direct orbital integrations of planetesimals or protoplanets embedded in a turbulent gas disk
were conducted in global disk models (LSA04; N05; OIM07; IGM08). In contrast to global
disk models, it can be advantageous to employ the local shearing box approximation (e.g.,
Goldreich & Lynden-Bell, 1965; Hawley et al., 1995; Brandenburg et al., 1995) because of its
high resolving power on turbulence structures and the possibility of integrating for long times.
Nelson & Papaloizou (2004) and OMM07 first measured the stochastic torques generated by
1The research reported in this chapter was published in Yang et al. (2009)
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hydromagnetic turbulence at the center of a local shearing box. In this paper, we pursue this
topic further by using direct orbital integration of planetesimals moving as massless particles
under the gravitational influence of MRI-driven turbulence in a local shearing box. We focus
our attention on unstratified disks in the context of ideal magnetohydrodynamics (MHD).
To maintain a nonzero, numerically convergent level of stochastic perturbations driven by
the MRI, we impose a constant vertical magnetic flux. We describe our numerical models in
Section 3.1 and present the simulations in Section 3.2, along with statistical analyses of the
disk properties and the planetesimal orbits. In Section 3.3, we use our results to revisit the
issue of survivability of planetesimals and planetary cores, before reaching our conclusions
in Section 3.4.
3.1 Numerical Modeling
We use the parallelized, cache-efficient, Pencil Code described by Brandenburg & Dobler
(2002). It solves the non-ideal MHD Equations by sixth-order finite differences in space
and third-order Runge-Kutta steps in time. The induction Equation is solved using the
magnetic vector potential A so that zero divergence of magnetic field B is guaranteed at
all time. To save memory usage, the Runge-Kutta time integration is performed using the
2N -method (Williamson, 1980). The scheme is not written in conservative form. Instead,
conserved quantities like total mass are monitored to evaluate the quality of the solution. In
the following subsections, we describe the Equations assumed in our models as well as the
numerical constructs.
3.1.1 Magnetohydrodynamics
We use the local shearing box approximation (e.g., Goldreich & Lynden-Bell, 1965; Bran-
denburg et al., 1995; Hawley et al., 1995) to simulate a small Cartesian box carved out of
a Keplerian disk at a large distance from the host star. The center of the box co-rotates
with the disk at Keplerian angular speed ΩK , the x-axis is directed radially, and the y-axis
is directed azimuthally. The vertical component of gravity from the host star is ignored and
thus the disk is unstratified. We impose a vertical, external magnetic field Bext = Bextzˆ to
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maintain a finite magnetic flux. The MHD Equations then become
∂tρ− 3
2
ΩKx∂yρ+∇ · (ρu) = fD +∇ · (νs∇ρ) , (3.1)
∂tu− 3
2
ΩKx∂yu+ u ·∇u = −1
ρ
∇p+
(
2ΩKuyxˆ− 1
2
ΩKuxyˆ
)
+
1
ρ
J × (B +Bext)
+fV +
1
ρ
∇ (νsρ∇ · u) , (3.2)
∂tA− 3
2
ΩKx∂yA =
3
2
ΩKAyxˆ+ u× (B +Bext) + fR − ηsJ , (3.3)
in which ρ is gas density, u is gas velocity relative to the background shear flow, p is gas
pressure, J = ∇×B/µ0 is the electric current density, B = ∇×A, and µ0 is permeability.
The terms fD, fV , and fR, and those containing scalar variables νs and ηs are numerical
dissipation terms needed to stabilize the scheme, which are described below. They are needed
to resolve shocks, and because the difference scheme formally has vanishing dissipation. We
assume an isothermal Equation of state, p = c2sρ, where cs is the isothermal speed of sound.
The mass diffusion term∇·(νs∇ρ) in the continuity Equation (3.1) and the bulk viscosity
term ∇ (νsρ∇ · u) /ρ in the momentum Equation (3.2) are implemented to broaden shocks.
The artificial kinematic viscosity νs is of von Neumann type (c.f., Haugen et al., 2004; Lyra
et al., 2008):
νs =
{ −h2∇ · u, if ∇ · u < −cs/4h,
0, otherwise,
(3.4)
where h is grid spacing. It is smoothed by taking a maximum over nearest neighbors and then
convolved with a Gaussian kernel having a standard deviation of h. Note that the threshold
for the velocity divergence is set for eliminating artificial diffusion where hydrodynamic
shocks are unlikely to be present.
We also include the Ohmic term −ηsJ in the induction Equation (3.3) to broaden strong
current sheets. The artificial resistivity ηs assumes the same form used by Nitta et al. (2001)
but with a lower cutoff:
ηs =
{
µ0hvA, if vA > 8cs,
0, otherwise,
(3.5)
where vA = |B +Bext| /√µ0ρ is the Alfve´n speed. Although simple, this form may perform
better to resolve sharp magnetic structures than a resistivity proportional to the magnitude
of current density itself (Fragile et al., 2005). We apply a lower cutoff in Equation (3.5) to
only treat regions where fast magnetic reconnection may occur.
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In addition to applying artificial diffusions addressing shocks and current sheets, we also
implement hyper-diffusion fD, hyper-viscosity fV , and hyper-resistivity fR in the respective
MHD Equations (3.1)–(3.3) (e.g., Haugen & Brandenburg, 2004; Johansen & Klahr, 2005):
fD = ν3∇6ρ, fV = ν3
(∇6u+ S ·∇ ln ρ) , and fR = ν3∇6A, (3.6)
where ν3 is a constant, the tensor S is defined by Sij ≡ ∂5jui, and the sixth-order differential
operator ∇6 ≡ ∂6x + ∂6y + ∂6z . These terms are included in order to stabilize the high-order
finite-difference scheme implemented by the Pencil Code. The corresponding diffusivity is
proportional to k6, where k is the wavenumber of a signal in the simulation, so features
at small scales dissipate at a much higher rate than those at larger scales. Therefore, by
adjusting the coefficient ν3, we can maintain numerical stability by damping oscillations
near the grid scale while still preserving much of the inertial range of the modeled turbulence
resolved in the simulation. In our models, we choose ν3 such that the mesh Reynolds number
Remesh ≡ umaxν3
(
h
pi
)5
! 1, (3.7)
where umax is the absolute maximum of u over the computational domain. This criterion
states that dissipation at the Nyquist frequency should be comparable to or stronger than
gas advection. Note that since all the adopted hyper-diffusive terms have the same coefficient
ν3, the effective magnetic Prandtl number PrM,eff ≡ µ0νeff/ηeff in our simulations should be
reasonably close to unity, where νeff and ηeff are the effective viscosity and resistivity in the
simulations, respectively.
3.1.2 Particle Dynamics
In this work, we consider particles of zero mass to study the effect of hydromagnetic tur-
bulence on the orbital properties of planetesimals. Although simple, this offers a good
approximation for kilometer-sized planetesimals as they are large enough that gaseous drag
force can be neglected, but small enough that type I migration does not dominate. For the
approximation to be valid, the mass of a particle must lie between roughly 1014 g and 1026 g,
corresponding to a size range of about 0.1–1000 km (OMM07). Furthermore, if the action of
hydromagnetic turbulence on the particles is separable from effects due to other interactions,
our measurements can be applied to all stages of planet formation.
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In our models, therefore, we consider particles moving under only the gravitational influ-
ence of the host star and that of the protoplanetary gas disk. We ignore drag forces between
the particles and the gas and the gravity of the particles. Because the particles exert no force
on the gas or themselves, no migration torques act. Given deterministic Keplerian shear flow
and epicycle motions, deviations in particle trajectories due to turbulent fluctuations in the
gas can easily be isolated.
Under these assumptions, the Equations of motion for each particle become
dxp
dt
= up − 3
2
ΩKxpyˆ, (3.8)
dup
dt
=
(
2ΩKup,yxˆ− 1
2
ΩKup,xyˆ
)
−∇Φ. (3.9)
The vector xp is the position of the particle in the shearing box, while up is the velocity of
the particle relative to the background shear flow. The scalar variable Φ is the gravitational
potential of the gas, which is the solution of the Poisson Equation (Goldreich & Lynden-Bell,
1965): [(
∂x +
3
2
ΩKt∂y
)2
+ ∂2y + ∂
2
z
]
Φ = 4piGρ, (3.10)
where G is the gravitational constant.
Sheared, periodic boundary conditions (Hawley et al., 1995) are adopted for the solution
of Equation (3.10). The system is strictly periodic in the y- and z-directions while the
x-direction requires special treatment. Since the yz-plane at any given x moves with the
Keplerian shear flow, the lower x-boundary plane should be imaged by the upper x-boundary
plane shifted by −3ΩKLxδt/2 in the y-direction, where δt is the time step and Lx is the
x-dimension of the computational domain. In mathematical notation, ρ(x, y, z) = ρ(x +
Lx, y − 3ΩKLxδt/2, z). Rather than interpolating ρ(x, y, z) in real space to obtain sheared
periodicity, we use Fourier interpolation when solving Equation (3.10) in Fourier space (see
Johansen et al., 2007, Supplementary Information).2
The position xp and velocity up of each particle is updated by solving the Equations
of motion (3.8) simultaneously with the third-order Runge-Kutta steps for the MHD Equa-
tions (3.1)–(3.3). In addition to the Courant conditions set by the MHD Equations, the time
2This technique was originally suggested by Colin McNally at
http://imp.mcmaster.ca/ colinm/ism/rotfft.html.
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step is limited by the absolute maximum of Equation (3.8) such that no particles can cross
more than half the zone size in one time step. We compute the gradient of the potential
∇Φ on the grid after solving Equation (3.10) and then quadratically interpolate it to the
position of each particle in the calculation of Equation (3.9).
3.1.3 Code Units and Scaling Relations
We define the length and the time units as the vertical scale height H and the orbital period
P = 2pi/ΩK , respectively, at the center of our local shearing box located at an arbitrary
distance to the host star R. Since vertical hydrostatic equilibrium of isothermal gas requires
that H =
√
2cs/ΩK , the speed of sound is fixed at cs = pi
√
2. Note that this choice makes
the system invariant with temperature.
We adopt two different mass units such that ρ0 = (4piGP 2)−1 and ρ0 = (GP 2)−1 for a
low-mass and a high-mass disk, respectively, where ρ0 is the uniform initial gas density. For
these two disk models, the Toomre Q parameter for the gas is Qg = csΩK/piGΣ = 63 and
5.0, respectively, where Σ =
√
piρ0H is the column density.3 The gas disks in our models
are gravitationally stable and thus we ignore gas self-gravity. For convenience, we define a
dimensionless parameter
ξ ≡ 4piGρ0P 2 = 4(2pi)3/2/Qg (3.11)
as a measure of the strength of disk gravity. For our low-mass and high-mass disks, ξ = 1
and 4pi, respectively.
In physical units, ρ0 is given by the following scaling relation:
ρ0 =
(
1.2× 10−9 g cm−3) ξ(P
yr
)−2
=
(
1.2× 10−9 g cm−3) ξ(M$
M#
)(
R
AU
)−3
,
where M$ is the mass of the host star. The corresponding column density is
Σ =
(
1.5× 103 g cm−2) ξ ( cs
105 cm s−1
)(P
yr
)−1
. (3.12)
These scaling relations describe families of disk models to which our results apply. In partic-
ular, at 1 AU around a solar-type star, the column density of our low-mass disk is roughly
consistent with that of the classical minimum mass solar nebula (MMSN; Hayashi, 1981).
3Strictly speaking, this relation only holds for stratified disks. Comparison between stratified and un-
stratified disk models will be made in a subsequent study.
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Finally, the derived units of magnetic field and vector potential are µ1/20 ρ
1/2
0 HP
−1 and
µ1/20 ρ
1/2
0 H
2P−1, respectively. We arbitrarily set the permeability µ0 = 1. The magnetic
energy density associated with B = 1 is then 1/(4pi2) of the initial pressure p0 = c2sρ0.
3.1.4 Initial and Boundary Conditions
The initial conditions for our models are the following. The gas density is uniform (ρ = ρ0)
while the magnetic vector potential is set to zero (A = 0). An external vertical magnetic
field is imposed, ranging from Bext = 0.01 to 0.64. The corresponding plasma β ≡ 2µ0ρc2s/B2
ranges from 3.9× 105 to 96. Gaussian noise in gas velocity of amplitude 10−3 is imposed to
seed the MRI.
As noted in Section 3.1.2, the boundary conditions for all dynamical variables are sheared
periodic and we find values for the ghost zones using Fourier interpolation. Our fiducial
model has a computational domain of 2× 2× 2H , but we also study domains with sizes up
to 8× 8× 2H . The highest resolution we use is 64 grid points per disk scale height H .
The coefficient ν3 of the hyper-diffusive terms discussed in Section 3.1.1 needs to be fine-
tuned such that the mesh Reynolds number Remesh is as close to unity as possible during the
course of the simulation (Equation (3.7)). We adopt an iterative approach to determine the
optimal value of ν3, using Remesh ∼ 1. For the case of Bext = 0.08 (βext = 6.2× 103) with a
2× 2× 2H box at a resolution of 64 points per scale height, we choose ν3 = 2.9× 10−11 for
which umax + 6.0± 2.7 at saturation level, where the deviation of umax is given by 3σ in its
time variation.
We uniformly distribute 323 particles in the entire computational domain. We do not
allow them to move until time t = t0 after which the hydromagnetic turbulence has saturated
and approached a statistically steady state. For the case of Bext = 0.08 (βext = 6.2× 103),
we choose t0 = 20P (see Section 3.2.1). Then the particles are set to initially move relative
to the background shear flow such that they have an initial eccentricity of e0 and start at
the apogee of their orbits, i.e.,
up,0 = −12HΩK
(
e0
H/R
)
yˆ (3.13)
(see Appendix A). We wrap a particle around when it moves beyond any of the six boundary
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planes.
We remark that each model presented in the following section is just one realization of the
stochastic nature of the turbulence, corresponding to one set of initial velocity perturbations
of the gas. The similarity in particle orbital evolutions found across several models are due
to closeness of the random number sequences used to generate the velocity perturbations
and thus similar initial conditions for the gas.
3.2 Simulation Results
3.2.1 Convergence of Turbulence Properties
Grid Resolution
We first present a study of the convergence with increasing numerical resolution of the
properties of the turbulence important to our work. We work on a 2× 2× 2H grid for this
study to reach maximum resolution. Figure 3.1 plots density perturbation ∆ρ/ρ0, inverse
plasma β, and the Shakura & Sunyaev (1973) α-parameter as a function of time t for disks
with an external magnetic field of Bext = 0.08 (βext = 6.2× 103) at resolutions up to 64 grid
points per disk scale height H , where ∆ρ ≡ ρ− ρ0. The density perturbation ∆ρ/ρ0 shown
is the rms value over the computational domain while the inverse plasma β shown is the
volume-averaged value. The α-parameter is calculated from the combined effects due to the
Reynolds and Maxwell shear stresses (e.g., Brandenburg, 1998):
α =
√
2
3
〈ρuxuy −BxBy/µ0〉
ρ0c2s
, (3.14)
where the bracket 〈〉 denotes the volume average over the entire computational domain. As
shown in Figure 3.1, the MRI saturates and remains roughly steady after about t = 20P .
After saturation, all three properties exhibit only small changes with increasing resolution,
aside from a slight trend of increasing α. The properties of the saturated turbulence appear
to converge to a nonzero level, as opposed to disks without net magnetic flux (e.g., Fromang
& Papaloizou, 2007).
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Figure 3.1 Density perturbation ∆ρ/ρ0, inverse plasma β, and α-parameter as a function of
time t (in units of orbital period P ) for a 2× 2× 2H local shearing box under an external
vertical magnetic field of Bext = 0.08 (βext = 6.2× 103). All properties are volume averaged
over the whole computational domain with the rms value of ∆ρ/ρ0 being given. Results are
shown for resolutions up to 64 points per scale height H .
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Box Size
We also examine how the same averaged quantities depend on the size of our local shear-
ing box by studying three runs done with increasing horizontal size, up to 8 × 8 × 2H ,
at our medium resolution of 32 points per scale height. Johansen et al. (2009) ran high-
resolution (with ∼137 points per scale height), unstratified models without mean field and
found roughly linear growth in the effective viscosity α with box size. In Figure 3.2, we show
that the plasma β and the effective α-parameter appear almost independent of box size in
our models, aside from a trend toward reduced temporal fluctuations when averaged over
larger boxes. The rms density perturbation ∆ρ/ρ0 shows a weak trend towards increasing at
larger box size, though, with the average over the time period 20 < t/P < 120 increasing by
26% from the smallest to the largest box, a scale change of a factor of four. This probably
occurs because of the inclusion of larger-scale instability modes in the larger boxes; it is not
a particularly dramatic effect, though, because the smallest box size that we study already
captures the fastest growing modes. Nevertheless, this small effect seems to strongly affect
particle orbital properties, as we will discuss below.
3.2.2 Vertical Net Flux Dependence
We next turn to the effect of varying external vertical magnetic field. Figure 3.3 plots the
same properties of the saturated turbulence as a function of the external vertical magnetic
field, represented by the inverse plasma β, for our smallest box. They are volume averaged as
described above, and then time averaged over a period of at least 20P after saturation. Also
included in the figure are the time variation of these properties, as indicated by the error
bars. We confirm the general trend of increasing turbulence activity with increasing uniform
vertical field (e.g., Hawley et al., 1995; Sano et al., 2004; Johansen et al., 2006). Numerical
convergence can be seen over the range of the field strengths we have explored. In addition
to the turbulent transport often discussed in the literature, we also report the dependence
between density perturbation and external field in Figure 3.3, which may be more relevant
to the orbital dynamics of particles moving in these disks. We emphasize that by varying
the net vertical magnetic flux through a disk, a wide range of turbulent viscosity values can
be obtained, as suggested by numerous previous works as well as Figure 3.3.
33
10-2
10-1
< 
!
" 
/ "
0 
> r
ms
2%2%2H
4%4%2H
8%8%2H
10-2
10-1
< 
1 
/ #
 >
0 50 100
t / P
10-3
10-2
< 
$
 >
Figure 3.2 Density perturbation ∆ρ/ρ0, inverse plasma β, and α-parameter as a function
of time t for three different box sizes at a resolution of 32 points per scale height H . An
external vertical magnetic field of Bext = 0.08 (βext = 6.2 × 103) is imposed. Properties
are volume averaged over the whole computational domain and the rms value for ∆ρ/ρ0 is
shown.
34
10-2
10-1
100
< 
!
" 
/ "
0 
> r
ms
8 pt / H
16 pt / H
32 pt / H
64 pt / H
10-2
10-1
100
101
< 
1 
/ #
 >
10-6 10-5 10-4 10-3 10-2
1 / #ext
10-4
10-3
10-2
10-1
100
< 
$
 >
Figure 3.3 Density perturbation ∆ρ/ρ0, inverse plasma β, and α-parameter as a function of
external magnetic field in terms of inverse plasma β for a 2 × 2 × 2H box. All properties
are volume averaged over the whole computational domain as well as time-averaged over
an interval of at least 20 orbital periods after saturation of the MRI. Results are shown for
resolutions up to 64 points per scale height H . The error bars denote 1σ in time variation
around the volume-averaged properties.
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To best represent typical protoplanetary accretion disks, we adopt a fiducial disk model
with Bext = 0.08 (βext = 6.2 × 103), which we run at a resolution of 64 points per scale
height on a 2× 2× 2H grid. As shown in Figures 3.1 and 3.3, this model gives a turbulent
accretion of α ∼ 10−2, which is consistent with current estimates for disks around typical
T Tauri stars (e.g., Hartmann et al., 1998, 2006). Note that in our fiducial model, the rms
density perturbation of the gas is on the order of ∼10%.
3.2.3 Motion of a Single Particle
Using our fiducial model in the context of a protoplanetary disk, we now study the orbital
dynamics of zero-mass particles moving in this turbulent environment. As demonstrated in
Figure 3.4, a particle moving under gravity of the turbulent gas undergoes epicycle motion
horizontally as well as continuous change in its mean radius. We define the radial drift of
each particle as ∆x ≡ x¯ − x0, where x¯ is the mean radial position over one orbital period
(as exemplified by the red line in Figure 3.4) and x0 is the initial radial position. Given
that x& R, the eccentricity of each particle can be approximated by e ≈ (xmax − xmin) /2R,
where xmax and xmin are the maximum and the minimum radial positions in one epicycle, re-
spectively. With these two quantities, we can measure the orbital migration and eccentricity
change of planetesimals induced by hydromagnetic turbulence.
Figure 3.5 shows the change of radial drift and eccentricity with time for four randomly
selected particles. It is evidently a stochastic process and the final outcome can be quite
different with slightly different initial conditions. Nevertheless, statistical methods can be
employed to quantify the process. We discuss the statistical evolution of these orbital prop-
erties in the following subsections.
3.2.4 Radial Drift
Histograms of the distribution of radial drifts at three different times in the low-mass disk
version of our fiducial model are plotted in Figure 3.6. The distribution of particles in radial
drift resembles a normal distribution with its center located at approximately zero. This is
not surprising since there is no preferred direction locally for the turbulence to generate a net
torque. More interestingly, the width of the distribution increases with time. Although the
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Figure 3.4 Radial motion of one representative particle with initial eccentricity e0 = 0 mov-
ing in the low-mass disk version of our fiducial model. The black line shows its radial
displacement x− x0 from initial position x0 as a function of time t. The red line shows the
corresponding radial drift, defined as the running average over one epicycle, i.e., one orbital
period P .
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Figure 3.5 Time evolution of radial drift ∆x (top panel) and eccentricity e (bottom panel)
for four randomly selected particles with initial eccentricity e0 = 0 moving in the low-mass
disk version of our fiducial model. The eccentricity is in terms of H/R, the ratio of one disk
scale height to the distance of the shearing box to the host star.
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Figure 3.6 Distribution of particle radial drifts ∆x at three different times in our fiducial
model. These particles have initial eccentricity e0 = 0 and evolve in a low-mass disk. The
dotted lines are best fits in the form of normal distributions.
hydromagnetic turbulence has no net effect on the orbital radius of the particles, it becomes
more and more likely for any single particle to drift away from its original orbit as time
increases. This could help a subset of particles to survive type I migration, as suggested by
JGM06 and Adams & Bloch (2009).
Figure 3.7 shows the standard deviation of radial drift σ(∆x) as a function of elapsed
time ∆t ≡ t−t0 for particles with different initial eccentricity e0 moving in different strengths
of disk gravity ξ in our fiducial model. The standard deviation steadily increases with time,
with little difference between particles of different initial eccentricities. Power-law fitting
results in time indices of about 0.52–0.58, just slightly larger than 1/2. This confirms the
proposition that gravitational influence of the hydromagnetic turbulence makes particles
undergo random walks (LSA04; Nelson & Papaloizou 2004; N05) and the resulting orbital
evolution can be described as a diffusion process (JGM06; OIM07; Adams & Bloch, 2009;
Rein & Papaloizou, 2009).
We measure the dependence of radial drift on disk gravity, as quantified by the dimen-
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Figure 3.7 Standard deviation of radial drift σ(∆x) as a function of elapsed time ∆t in
our fiducial model. The dotted lines are obtained from low-mass disks (ξ = 1) while the
dashed lines are from high-mass disks (ξ = 4pi). Particles with initial eccentricities e0 = 0,
0.1(H/R), and 0.2(H/R) are denoted by red, green, and blue lines, respectively. The black
solid line is the best fit to all six curves.
sionless parameter ξ, by comparing the results from our low-mass and high-mass disk models
(see Section 3.1.3). As demonstrated in Figure 3.7, radial drifts in these models roughly co-
incide after being scaled with ξ, indicating a dependence close to linear. By assuming that
σ(∆x) scales with ξ∆t1/2, our best fit to the results shown in Figure 3.7 is
σ(∆x) = (3.8± 0.4)× 10−4 ξH
(
∆t
P
)1/2
. (3.15)
The size of the computational domain of a local shearing box does have a rather sub-
stantial effect on the magnitude of the random walk, and thus the diffusion derived from
this model, as shown in Figure 3.8. Increasing the horizontal size of the box by a factor of
four results in almost an order of magnitude increase in the standard deviation of the radial
drift at each time. In contrast to gas properties discussed in Section 3.2.1, we have not seen
convergence of the magnitude of the orbital random walk with box size in our study.
Our largest box shows an amplitude of the random walk roughly a factor of three smaller
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Figure 3.8 Standard deviation of radial drift σ(∆x) as a function of elapsed time ∆t for three
different box sizes at a resolution of 32 points per scale height H (solid lines), where only the
low-mass disk model (ξ = 1) and particles with zero initial eccentricity are considered. For
comparison, the straight dotted line gives the best fit to the high-resolution model shown in
Figure 3.7 (Equation (3.15)).
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than seen in the global model described by N05. We make this estimate by examining his
Figure 4. This shows the semi-major axis for six zero-mass particles at different radii R over
a period of time of roughly 100 orbits in the relevant region of 2–3 times the inner edge of
his grid, at R = R1, in a disk with H + 0.1R. The standard deviation of ∆x/ξH of the
particles at ∆t + 90P is roughly 0.06, where P is the orbital period at the respective initial
radii of the particles and the relevant disk-gravity parameter ξ + 0.9 (R/R1)2 (R. P. Nelson
2009, private communication). By comparison, the result for our 8× 8× 2H box shown in
Figure 3.8 gives σ(∆x)/H + 0.02 at ∆t + 90P .
On the other hand, OIM07 found results roughly consistent with our fiducial disk model.
These authors used orbital integrations of particles influenced by torques given by a heuristic,
stochastic formula for hydromagnetic turbulence, and the formula was suggested by LSA04
based on zero net flux, global disk, MHD simulations. The disk models OIM07 studied
were about 10–100 times less massive than the MMSN, but they reported their scaling with
varying disk mass. By extrapolating their results to values appropriate for our low-mass disk
model with ξ = 1, and considering their fiducial magnitudes for the stochastic torques, we
find that our measured spread of radial drift (Equation (3.15)) is roughly consistent with
theirs at 1 AU. As discussed by these authors, large uncertainty in their results might be
involved, mostly due to the uncertainty in the magnitude of the stochastic torques and their
neglecting the power given by LSA04 in the m = 1 mode (where the integer m represents the
Fourier decomposition of density structure in azimuthal angle rather than the spiral mode
used in density wave theories).
3.2.5 Eccentricity
Figure 3.9(a) shows the histograms of eccentricity at three different times for particles with
initial eccentricity e0 = 0 moving in the low-mass version of our fiducial disk model.4 The
distributions appear close to a Rayleigh distribution:
f(e) =
( e
σ2
)
exp
(
− e
2
2σ2
)
, (3.16)
4We remark that the mean eccentricity of particles with initial eccentricity e0 = 0 is about 0.012(H/R) and
0.16(H/R) at t = 500P for the low-mass and the high-mass disk models, respectively. These eccentricities
correspond to epicycle motions covering about 1.5 and 20 grid zones in the radial direction, enough to resolve
the gravitational forces experienced by the particles.
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where σ is a constant proportional to both the peak and the width of the distribution. The
standard deviation of this distribution is given by
√
(4− pi)/2σ. As shown in Figure 3.9(a),
both the eccentricity at the peak value and the width of the distribution increase with
time, so it at first appears that eccentricity is excited by hydromagnetic turbulence. Such
eccentricity growth was also reported by N05 and OIM07.
However, we find a different distribution for particles with nonzero initial eccentricity in
the same model. Figure 3.9(b) shows the histograms of eccentricity deviation ∆e ≡ e−e0 at
three different times for particles with initial eccentricity e0 = 0.1(H/R). They are similar
to a normal distribution with a constant mean, implying that the average eccentricity of
these particles remains constant at the initial eccentricity (see also OIM07). The width
of the distribution does increase with time. Therefore, hydromagnetic turbulence does not
just excite the eccentricity of particles; it can also act to damp the existing eccentricity
of some particles. The distribution found for particles with e0 = 0 is just a special case
of this general behavior: since eccentricity is a positive definite quantity and the initial
eccentricity is zero, it is no surprise that a normal distribution for the eccentricity deviation,
f(∆e) = exp (−∆e2/2σ2) /√2piσ, manifests as a Rayleigh distribution for the eccentricity
itself (Equation (3.16)).
Figure 3.10 shows the standard deviation of eccentricity deviation σ(∆e) as a function of
elapsed time ∆t measured for our fiducial model. Note that to be consistent with a normal
distribution as discussed above, we have multiplied the standard deviation measured for
particles with e0 = 0 by a factor of
√
2/(4− pi). As in the case of radial drift discussed in
Section 3.2.4, little difference exists between particles with different initial eccentricities and
the results scale linearly with the dimensionless parameter ξ, which measures the strength of
the disk gravity. Chi-square fitting with a ξ∆t1/2 dependence to the growth in eccentricity
deviation in all six models leads to (Figure 3.10)
σ(∆e) = (4.1± 0.6)× 10−4 ξ
(
H
R
)(
∆t
P
)1/2
. (3.17)
Note that at 1 AU in an MMSN disk, ξ + 1, H/R + 0.1, and P = 1 yr, and thus the
increase in eccentricity deviation due to hydromagnetic turbulence only amounts to about
0.04 in 1 Myr.
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Figure 3.9 Distribution of particles in (a) eccentricity e for particles with initial eccentricity
e0 = 0 and (b) eccentricity deviation ∆e = e− e0 for particles with e0 = 0.1(H/R) at three
different times in our fiducial model. These particles move in a low-mass disk. The dotted
lines are best fits in the form of (a) Rayleigh and (b) normal distributions.
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Figure 3.10 Standard deviation of eccentricity deviation σ(∆e) as a function of elapsed
time ∆t in our fiducial model. The line styles and colors are the same as in Figure 3.7. The
standard deviation measured for particles with initial eccentricity e0 = 0 has been multiplied
by a factor of
√
2/(4− pi) to be consistent with a normal distribution (see Section 3.2.5).
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As with the case of radial drift discussed in Section 3.2.4, our measured spread of eccen-
tricity in our fiducial model is in approximate agreement with OIM07. On the other hand,
N05 reported a typical eccentricity growth of e + 0.03 for ∆t ∼ 100P . With ξ + 6.6 at
radius R = 2.7R1 in the model studied by N05 (R. P. Nelson 2009, private communication)
and H/R + 0.1, the eccentricity deviation given by Equation (3.17) is about one order of
magnitude less than what was reported by N05.
One possible explanation for this inconsistency could be the presence of large-scale struc-
tures, particularly m = 1 modes, in global, but not in local models. OIM07 reported that
the inclusion of an m = 1 mode in their torque formula induces a ten times greater impact
of hydromagnetic turbulence on particle orbits, using the calibration with global MHD sim-
ulations provided by LSA04. Inspection of LSA04, as well as N05, shows that the density
structures in their global models often extend more than pi/2 in azimuthal angle, leading to
the m = 1 mode having the largest amplitude. Such large-scale modes indeed can be excited
in self-gravitating disks, and they could also be excited by local turbulence. This idea is
offered some support by the modest growth in density perturbations in larger boxes that we
find (Figure 3.2), and the growth in α reported in larger boxes by Johansen et al. (2009).
In Figure 3.11, we examine the growth in eccentricity deviation as a function of box size
in our local models. Increasing the horizontal box size by a factor of four indeed increases
the eccentricity deviation by a factor of four, though this still does not account for the order
of magnitude higher value found by N05 in his global model. If m = 1 modes indeed can be
similarly excited by well resolved turbulence, though, this could offer an explanation for the
discrepancy.
However, using local models with mean azimuthal fields, Guan et al. (2009) reported
that the coherent structures induced by the MRI are localized, with correlation lengths of
about 0.05H , 0.32H , and 0.05H in radial, azimuthal, and vertical directions, respectively.
Therefore, it is possible that current global models might not have enough resolution to
model such fine structures, which were then spuriously connected into extended structures
resembling m = 1 modes. To determine the physical reality of large-scale structure in
turbulent disks, global models capable of resolving localized structures will be needed.
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Figure 3.11 Standard deviation of eccentricity deviation σ(∆e) as a function of elapsed time
∆t for three different box sizes at a resolution of 32 points per scale height H (solid lines),
where only the low-mass disk model (ξ = 1) and particles with zero initial eccentricity are
considered. For comparison, the straight dotted line gives the best fit to the high-resolution
model shown in Figure 3.10 (Equation (3.17)).
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Figure 3.12 Radial and azimuthal components of velocity dispersion σ(ux) and σ(uy) as a
function of time t for particles with initial eccentricity e0 = 0 moving in the low-mass disk
version of our fiducial model. They are presented as running averages over one orbital period
P .
3.2.6 Horizontal Velocity Dispersion
Another important quantity in the study of planetesimal dynamics is the velocity dispersion
of the particles. We calculate the radial and the azimuthal components of velocity dispersion
by taking the standard deviations of radial and azimuthal velocities for all particles, i.e., σ(ux)
and σ(uy), respectively. Since all the dynamical Equations are linearized in terms of x/R
in the local shearing box approximation, the background shear flow is uniform irrespective
of position, so the velocity dispersion for all particles in the computational domain is a
well-defined local quantity. Figure 3.12 plots σ(ux) and σ(uy) measured for particles with
zero initial eccentricity in the low-mass disk version of our fiducial model as a function of
time t. The velocity dispersion monotonically increases with time, and thus hydromagnetic
turbulence tends to steadily heat up a planetesimal disk. Note that σ(uy) ∼ σ(ux)/2, a
sanity check that our results are consistent with a swarm of non-interacting particles moving
epicyclically in a Keplerian disk.
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Figure 3.13 compiles the radial velocity dispersions σ(ux) as a function of elapsed time
∆t measured in our fiducial model for particles with different initial eccentricity e0 moving in
disks of different disk gravities. As is the case with the radial drift and eccentricity deviation
discussed in Section 3.2.4 and Section 3.2.5, the results depend linearly on ξ, the strength
of disk gravity, though there seems to be a slightly enhanced effect for particles with e0 > 0.
Given the uncertainty involved in the numerical simulations, we assume it is a secondary
effect as a first approximation. The best fit to all six models is then given by
σ(ux) = (7.6± 1.6)× 10−4 ξcs
(
∆t
P
)1/2
. (3.18)
The corresponding timescale τT for turbulent excitation of velocity dispersion can be esti-
mated by τ ≡ σ/(dσ/d∆t), and we find from Equation (3.18)
τT =
(
3.4× 106 P ) ξ−2 [σ(ux)
cs
]2
. (3.19)
Increasing the box size increases the magnitude of this effect, as shown in Figure 3.14,
possibly even non-linearly.
As noted in Section 3.2.5, hydromagnetic turbulence can act either to excite the eccentric-
ities of planetesimals or to circularize their eccentric orbits. However, a perfectly cold disk
of planetesimals with nonzero initial eccentricity but vanishing velocity dispersion will be
monotonically heated by the turbulence, as shown above. The velocity dispersion increases
with time while the mean eccentricity may remain unchanged unless a significant fraction of
particles are circularized. Therefore, the eccentricity may not necessarily be proportional to
the velocity dispersion for a swarm of planetesimals moving through hydromagnetic turbu-
lence.
The velocity dispersion of a planetesimal disk also grows with time due to mutual grav-
itational scattering. The corresponding timescale for a swarm of identical particles of mass
mp can be estimated by (e.g., Papaloizou & Terquem, 2006)
τGS =
σ3(ux)
8
√
piG2m2pnp lnΛp
[√
3
4
ln
(
2 +
√
3
2−√3
)
− 1
]−1
, (3.20)
where np is the number density of planetesimals and Λp = 3σ2(ux)Hp/4Gmp, in which
Hp ∼
√
2σ(uz)/ΩK is the scale height of the planetesimal disk determined by the vertical
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Figure 3.13 Radial component of velocity dispersion σ(ux) as a function of elapsed time ∆t
in our fiducial model, computed as running averages over one orbital period P . The dotted
lines are obtained from low-mass disks (ξ = 1) while the dashed lines are from high-mass
disks (ξ = 4pi). Particles with initial eccentricities e0 = 0, 0.1(H/R), and 0.2(H/R) are
denoted by red, green, and blue lines, respectively. The solid black line is the best fit to all
six curves, assuming no explicit dependence on e0.
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Figure 3.14 Radial component of velocity dispersion σ(ux) as a function of elapsed time ∆t
for three different box sizes at a resolution of 32 points per scale height H (solid lines),
where only the low-mass disk model (ξ = 1) and particles with zero initial eccentricity are
considered. For comparison, the straight dotted line gives the best fit to the high-resolution
model shown in Figure 3.13 (Equation (3.18)).
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velocity dispersion σ(uz). To find τGS in physical units, we assume for simplicity that most
of the solid material in a protoplanetary disk is concentrated in planetesimals, and thus
npmp ∼ ερ0cs/σ(uz) where ε is the solid-to-gas ratio. We also assume σ(uz) ∼ σ(ux)/2, so
that Equation (3.20) becomes
τGS +
√
piP 2σ4(ux)
4εξcsGmp lnΛp
[√
3
4
ln
(
2 +
√
3
2−√3
)
− 1
]−1
(3.21)
with
Λp + 3
√
2Pσ3(ux)
16piGmp
. (3.22)
We further focus our discussion on a velocity scale of order vesc, the escape velocity at the
surface of a planetesimal:
vesc =
(
32pi
3
G3m2pρp
)1/6
, (3.23)
where ρp is the material density of the planetesimal. This scale is of critical interest for
planetary cores to accrete solid material; particles with relative velocities of order vesc are
more likely to coalesce into larger bodies than to be eroded into smaller pieces. By assuming
σ(ux) ∼ vesc, the timescales for heating a planetesimal disk by hydromagnetic turbulence
and gravitational scattering become
τT =
(
1.1× 102 yr) ξ−2( ρp
3 g cm−3
)1/3( mp
1018 g
)2/3 ( cs
105 cm s−1
)−2(P
yr
)
(3.24)
and
τGS +
(
1.4× 105
lnΛp
yr
)
ξ−1
( ε
0.01
)−1( ρp
3 g cm−3
)2/3( mp
1018 g
)1/3 ( cs
105 cm s−1
)−1(P
yr
)2
(3.25)
with
Λp + 6.9× 103
(
ρp
3 g cm−3
)1/2(P
yr
)
, (3.26)
respectively.
With the scales assumed above and at 1 AU in an MMSN disk, τGS ∼ 2 × 104 yr while
measurement from our high-resolution fiducial model described by Equation (3.19) gives
τT ∼ 100 yr. For larger objects approaching the planetary mass regime, with mp = 0.001M⊕,
τGS ∼ τT ∼ 3 × 106 yr. Therefore, hydromagnetic turbulence probably dominates the
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heating of a disk of kilometer-sized planetesimals, while gravitational scattering may be
more important for objects approaching the Earth size. Models with larger boxes yield
smaller values of τT , strengthening this conclusion. Note that τGS increases more steeply
with σ(ux) and P but decreases less rapidly with ξ than τT (Equations (3.19) and 3.21),
and thus hydromagnetic turbulence gains dominance over gravitational scattering for larger
velocity dispersion, larger distance to the host star, and more massive gas disks than assumed
here.
3.3 Implications For Planet Formation
In this section, we apply our results on the orbital evolution of zero-mass particles to two
specific problems in planet formation. First, we estimate the strength of diffusive migration
of protoplanets due to hydromagnetic turbulence and discuss their survivability under type I
migration following the analytical framework established by JGM06. Secondly, we revisit the
proposition of IGM08 that planetesimals may suffer from collisional destruction as a result
of hydromagnetic turbulence excitation of velocity dispersion among them.
3.3.1 Diffusive Migration of Protoplanets
Using a Fokker-Planck formalism, JGM06 derived an advection-diffusion Equation to de-
scribe the evolution of the distribution of protoplanets under the influence of both type I
migration and hydromagnetic turbulence. Adams & Bloch (2009) further consolidated the
analysis by studying more realistic disk density structure with both spatial and time depen-
dence. These authors found that turbulence tends to reduce the lifetimes of most proto-
planets while allowing some of them to linger long enough to survive rapid inward type I
migration. The likelihood of producing a planetary system with a specific configuration
sensitively depends on the strength of the diffusive migration induced by the turbulence,
however. JGM06 and Adams & Bloch (2009) calibrated the turbulence strength with the
global disk models computed by LSA04, Nelson & Papaloizou (2004), and N05. In contrast,
using a local disk model, OMM07 found that the strength might be several orders of magni-
tude less than what was estimated by JGM06. In this section, we provide a new assessment
based on the disk models studied in this work.
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As shown in Section 3.2.4, an initial delta function in the distribution of mean orbital
radii of zero-mass particles is spread with time into a normal distribution of constant mean.
A t1/2 time dependence for the standard deviation of the distribution suggests that this
process can be described by a diffusion Equation of the form
∂f
∂t
=
∂
∂x
(
D∂f
∂x
)
, (3.27)
where D is the diffusion coefficient and f = f(t, x) is the distribution function: f(t, x)dx is
the probability of finding a particle with a radial displacement in (x, x+ dx) at time t. Let
us write,
f(x, t) =
1
σ(t)
√
2pi
exp
[
− x
2
σ2(t)
]
, (3.28)
σ(t) = σ1
(
t
P
)1/2
(t > 0), (3.29)
where σ1 is a proportionality constant. Substituting Equation (3.28) into Equation (3.27),
we find that dσ/dt = 2D/σ and thus with σ(t→ 0+) = 0,
σ(t) = 2D1/2t1/2. (3.30)
By comparing Equations (3.29) and (3.30), the diffusion coefficient D is related to σ1 and P
by
D = σ
2
1
4P
. (3.31)
The best fit to our fiducial high-resolution, small box model, given by Equation (3.15), can
be substituted here to find
D(R) = 3.6× 10−8 ξ2
(
H2
P
)
(3.32)
by identifying t with ∆t. In this derivation, we have assumed that the stochastic torque
exerted by hydromagnetic turbulence is a local process such that the diffusion coefficient D
is sufficiently constant near x = 0.
We are now in a position to estimate the diffusion coefficient D(J) of JGM06 in compar-
ison to D(R), where J = mp (GM$R)1/2 is the orbital angular momentum of a protoplanet
of mass mp orbiting a star of mass M$ on a quasi-circular orbit at a radial distance R. Since
D(J) and D(R) have dimensions of [J2/t] and [R2/t], respectively, they may be related by
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D(J) ∼ D(R)(∂J/∂R)2 = (J/2R)2D(R). Using dimensional arguments, JGM06 defined
a dimensionless parameter ' to describe the uncertainties associated with hydromagnetic
turbulence:
D(J) = (2.1× 10−3)'(2pi)3 Σ
2J7
G2M4$m5p
=
(2.1× 10−3)
16pi
'ξ2
(
H
R
)2(J2
P
)
. (3.33)
By comparing Equations (3.32) and (3.33), we find that
' + 2.2× 10−4 (3.34)
for our fiducial model. Note that ' is a constant independent of R given our scalings, in
agreement with the assumption of constant ' made by JGM06.
The value of ' estimated in Equation (3.34) is about an order of magnitude smaller than
what was reported by OMM07 for a stratified disk model with zero net flux on a 1× 4× 4H
grid at the same resolution as our fiducial model with 64 points per scale height. To identify
the reason for this discrepancy, we further evaluate the magnitude and the correlation time
of the torques exerted by the turbulent gas on the particles in our model. First, the rms of
the y-component of the gravitational force per unit mass exerted by the gas over all time and
particles is ay,rms + (3.7× 10−3)ξHP−2 = (4.2× 10−3)(2piGΣ). We find negligible difference
between torques calculated following the particles along their orbits and those calculated at
the fixed center of the box. The magnitude we obtained is reasonably consistent with the
value of ay,rms = (3.2× 10−3)(2piGΣ) reported by OMM07 at the same numerical resolution.
Secondly, we plot in Figure 3.15 the autocorrelation functions (ACFs) of ay for several
randomly selected particles as well as at the center of the box. The results are again similar
to what was reported by OMM07, indicating a similar estimate for the correlation time, τc.
The source of the discrepancy appears to be neither of these factors.
We notice, though, that OMM07 could have overestimated the correlation time by equat-
ing it to the value of the second zero crossing of the ACF. Strictly speaking, the correlation
time should instead be computed by integrating an ensemble average of the ACF over all
possible realizations, as motivated by the definitions of the diffusion coefficient and the cor-
relation time in JGM06:
D(J) ≡ 1
2
∫
∞
−∞
δΓ(t− τ
2
, J)δΓ(t+
τ
2
, J) dτ (3.35)
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Figure 3.15 Autocorrelation functions of the azimuthal (torque) component of the gravi-
tational force per unit mass, ay, exerted by the turbulent gas in our fiducial model. The
short-dashed black curve corresponds to ay calculated at the center of the box, while the
various colored curves correspond to ay calculated following the orbits of several randomly
selected particles. The average over all particles is given by the solid black line, which
shows almost no power beyond the second zero-crossing. The vertical long-dashed black line
indicates our estimated correlation time of the torques using Equation (3.37). Notice the
negative part of the ensemble-averaged ACF beyond the first zero-crossing, which may be
responsible for reducing the diffusion coefficient (see Section 3.3.1).
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and
τc ≡ D(J)/δΓ2(t, J), (3.36)
where δΓ(t, J) is the fluctuating part of the torque and the overline denotes ensemble average.
Since we distribute numerous particles uniformly over the entire computational domain, the
ACF obtained for each particle can be considered as one realization, and the average of
the ACFs over all particles may resemble the true ensemble average. This averaged ACF is
shown by the solid black curve in Figure 3.15. Note that the oscillation occurring at time lag
longer than the second crossing for each particle is much reduced, indicating the noise nature
of the autocorrelation at long time lag. However, the negative value of the ACF between the
first two zero-crossings remains significant. This interval represents the anti-diffusion nature
of the stochastic torques that we believe could be responsible for reducing the diffusion
coefficient. Therefore, we suggest that a better approximation for the correlation time in
accordance with Equations (3.35) and (3.36) be
τc ≈
∫
∞
0
ACF(τ) dτ
2ACF(0)
, (3.37)
where ACF(τ) is the ensemble-averaged ACF of the torque per unit mass ay as a function
of time lag τ . Using Equation (3.37), we find that in our fiducial model τc + 0.020P , about
one order of magnitude less than the value of τc + 0.31P reported by OMM07. With the
same approximation D(J) + m2pR2a2yτc used by OMM07, we find that ' + 1.7 × 10−4, in
good agreement with the estimate of ' + 2.2×10−4 we derived from our direct measurement
of particle radial drifts.
Therefore, we have achieved consistent results using two independent approaches to es-
timating the diffusion coefficient, one by direct measurement as in Equation (3.32) and the
other by the definition of correlation time given by JGM06 (Equation (3.36)). In principle,
our direct measurement should be robust while using D(J) + τcδΓ2 can only be considered
as an approximation. To use the latter approach, one should refer to Equation (3.37) to mea-
sure the correlation time of the stochastic torques, instead of conventional methods like using
the zero crossing of the ACF or the timescale of the peak of the temporal power spectrum,
which probably give about one order of magnitude larger values. It will be enlightening for
studies based on global models to conduct the same exercise described in this section, since
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this will likely explain part of the orders of magnitude discrepancy in diffusion coefficients
derived from local versus global models. (Although the box size effects we have identified
must also contribute to this discrepancy, they appear unable to increase the derived value
of ' by more than one order of magnitude.)
According to Figures 6 and 7 of JGM06, the value of ' we inferred from our simulations
indicates that advective (type I) migration dominates over diffusive (stochastic) migration
for the parameter space JGM06 have investigated. For an Earth-mass protoplanet at a radial
distance up to 100 AU in the MMSN disk and in a viscous disk with α = 0.02, advection
dominates when ' ! 10−2 and 10−1, respectively. For a protoplanet of mass as low as
0.01 M⊕ at R = 10 AU in the same disk models, advection dominates when ' ! 10−3 and
10−2, respectively. The critical distance and mass for the transition between dominance of
advection and diffusion given our small estimate of ' for our fiducial model is outside of the
parameter space explored by JGM06, and even our largest box has a value of ' less than
an order of magnitude larger. By inspection of Figure 7 in JGM06, though, the transition
masses for an object at 10 AU in the MMSN disk and in the viscous disk probably lies at
about 10−3 and 10−4 M⊕, respectively. Therefore, our results suggest that hydromagnetic
turbulence does not significantly affect the secular migration of Earth-sized protoplanets in
regimes of current astrophysical interest. Nevertheless, torques exerted by turbulent density
perturbations seem to be a dominant agent determining the orbital dynamics of kilometer-
sized planetesimals.
3.3.2 Collisional Destruction of Planetesimals
IGM08 suggested that hydromagnetic turbulence may inhibit the growth of kilometer-sized
planetesimals. They argued that the velocity dispersion excited by the turbulence could be
so large that collisions between planetesimals exceed their material strength or self-gravity,
leading to destruction. Their conclusion, however, relies on orbital integrations incorporating
the heuristic, stochastic formulae for the time history of gravitational torques provided by
LSA04, which in turn were calibrated using MHD simulations of a global disk model. As
pointed out in Section 3.2.5, a possible inconsistency exists between global and local models.
Since the latter shows a significantly lower effect on orbital dynamics of planetesimals, it is
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worthwhile revisiting the planetesimal growth problem in light of the results highlighted in
this work.
For comparison purposes, we adopt the same scalable MMSN disk model as used by
IGM08. The gas density and the speed of sound in the mid-plane are given by
ρ0 =
(
1.8× 10−9 g cm−3) fg ( RAU
)−11/4
(3.38)
and
cs =
(
1.1× 105 cm s−1)( R
AU
)−1/4
, (3.39)
respectively, where a solar-type host star (M$ = M#) is assumed and fg is a scale factor.
When fg = 1, the disk mass is about 1.4 times that of an MMSN disk. The corresponding
ξ-parameter and ratio of disk scale height to radial distance then become
ξ = 1.5fg
(
R
AU
)1/4
(3.40)
and
H
R
= 0.051
(
R
AU
)1/4
, (3.41)
respectively. Substituting Equations (3.40) and (3.41) into Equation (3.17), which is derived
from our fiducial high-resolution model, we arrive at
σ(∆e) = 3.1× 10−5 fg
(
R
AU
)−1/4(∆t
yr
)1/2
. (3.42)
Comparing Equation (3.42) with Equation (13) of IGM08 with the understanding that
σ(e) = σ(∆e)
√
(4− pi)/2 for particles with zero initial eccentricity (see Section 3.2.5), we
find the value of the dimensionless parameter γ—a measure of the strength of hydromagnetic
turbulence used by IGM08—in our orbital integrations to be γ + 2.0×10−4. The rest of the
analysis performed by IGM08 remains unchanged since the effects induced by hydromagnetic
turbulence are all incorporated in the parameter γ.
As noted in Section 3.2.5, enlarging the horizontal size of our shearing box by a factor of
four at our medium resolution increases the amplitude of the eccentricity deviation by about
a factor of four. Nevertheless, the largest box we have studied gives γ + 6 × 10−4, which
remains somewhat smaller than the γ ∼ 10−3–10−2 estimated by IGM08.
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The rather small values of γ we obtained indicate that hydromagnetic turbulence might
not pose as a serious threat to the growth of kilometer-sized planetesimals as suggested
by IGM08. These authors compared the critical radii of planetesimals for accretive and
erosive regimes due to different turbulence strengths γ = 10−2, 10−3, and 10−4 in their
Figures 3, 4, and 5, respectively. Therefore, the values of γ we measured point to a scenario
in between what is predicted by Figures 4 and 5 of IGM08. In this scenario, the erosive regime
only appears in the outer regions of a young protoplanetary disk and it disappears rapidly
with decreasing disk mass. Kilometer-sized planetesimals may be able to evade collisional
destruction in the inner regions of the disk.
We reiterate that the value of γ measured here pertains to a local region with turbulent
stresses such that α ∼ 10−2 and ∆ρ/ρ0 ∼ 10%. As discussed in Section 3.2.5, the validity of
our results in a global context remains to be demonstrated by numerical experiments on a
global disk model with a resolution capable of resolving the characteristic scales of coherent
turbulence structures.
3.4 Conclusions
In this work, we have used local, shearing-box simulations to study the dynamics of massless
planetesimals in a turbulent, isothermal, unstratified, gas disk driven by the MRI. With
a uniform, vertical magnetic field but without explicit physical dissipation, the saturated
turbulence is maintained at a roughly constant level, showing convergence with increasing
resolution. By adopting a suitable magnitude for the net magnetic flux, we produce a
fiducial disk model with turbulent accretion at the level of α ∼ 10−2 and with rms density
perturbations ∆ρ/ρ0 ∼ 10%. As discussed in Section 3.1.3, this model can be scaled to other
physical systems of interest, as long as the assumption of negligible self-gravity of the gas
remains valid. After the hydromagnetic turbulence in our fiducial model reaches saturation,
we distribute numerous particles of zero mass and integrate their orbital motion under the
gravitational influence of the turbulent gas.
The stochastic nature of the orbital evolution of these particles is evident, so we charac-
terize their orbital dynamics with statistical distributions, finding three major results. First,
although the mean orbital radius does not change, particles slowly drift away from their
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original radii, so that the distribution of radii grows with time. Second, gravitational force
from density perturbations produced in hydromagnetic turbulence can both excite and damp
the eccentricities of particle orbits, with again no change in the mean value, but a growing
width of distribution if the particles possess non-negligible initial eccentricities. Finally, the
planetesimal disk is heated up by the turbulence, a process dominating over gravitational
scattering between particles in most physical conditions relevant to protoplanetary gas disks
and planetesimal sizes. A corollary of these results is that eccentricity does not serve as a
good indicator of the velocity dispersion of the particles.
The amplitude of orbital changes driven by the turbulence in our local models is signifi-
cantly smaller than what was reported in recent global models (LSA04; N05; IGM08). Two
possible explanations for this discrepancy suggest themselves: either insufficient resolution
in the global models or the lack of convergence with box size in our local shearing box model,
as discussed in Section 3.2.5. If our local results are valid, they indicate that although hydro-
magnetic turbulence can drive radial diffusion, eccentricity variations, and relative velocities
of planetesimals and protoplanets, these effects may not be dominant in determining their
evolution. In particular, it appears that type I migration dominates over turbulent radial
drift for objects well above 10−4 M⊕. In addition, hydromagnetic turbulence might not
be exciting sufficient velocity dispersion to drive planetesimals into an erosive regime that
would inhibit their further growth. Before these results can be considered robust, however,
it will be necessary to elucidate, and hopefully reconcile, the differences that have appeared
between global and local models.
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Chapter 4
Planetesimal and Protoplanet
Dynamics in a Turbulent
Protoplanetary Disk: Ideal Stratified
Disks
4.1 Numerical Modelling
Directly extending the work we reported in Chapter 3, we continue to use the Pencil Code1 to
model particles moving in magneto-rotational turbulence. We describe in detail the equations
and the relevant numerical techniques we implemented in the code.
4.1.1 Magnetohydrodynamics
We use the local shearing box approximation (e.g., Goldreich & Lynden-Bell, 1965; Bran-
denburg et al., 1995; Hawley et al., 1995). A local shearing box is a small Cartesian box at a
large distance R to the host star about which the center of the box revolves at its Keplerian
angular speed ΩK . The box is always oriented with the x-axis directing radially and the y-
axis azimuthally. In contrast to Chapter 3, we include the linearized vertical gravity from the
host star so that the disk is vertically stratified. We again impose a vertical, external mag-
netic field Bext = Bextzˆ to maintain a non-zero magnetic flux. The magnetohydrodynamical
1The Pencil Code is publicly available at http://code.google.com/p/pencil-code/.
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equations then become
∂tρ− 3
2
ΩKx∂yρ+∇ · (ρu) = fD, (4.1)
∂tu− 3
2
ΩKx∂yu+ u ·∇u = −1
ρ
∇p+
(
2ΩKuyxˆ− 1
2
ΩKuxyˆ − Ω2Kzzˆ
)
+
1
ρ
J × (B +Bext) + fV , (4.2)
∂tA− 3
2
ΩKx∂yA =
3
2
ΩKAyxˆ+ u× (B +Bext) + fR, (4.3)
in which ρ is gas density, u is gas velocity relative to the background shear flow, p is gas
pressure, J = ∇×B/µ0 is the electric current density, B = ∇×A, and µ0 is permeability.
The terms fD, fV , and fR are numerical dissipation terms, including both hyper-diffusions
and shock diffusions, that are needed to stabilize the scheme, and the reader is referred to
Chapter 3 for their description. We assume an isothermal equation of state, p = c2sρ, where
cs is the isothermal speed of sound.
We set up the gas density so that the gas is at vertical hydrostatic equilibrium initially:
ρ0(z) = ρm exp
(
− z
2
H2
)
, (4.4)
in which ρm is the mid-plane gas density and H =
√
2cs/ΩK is the vertical disk scale height.
The initial magnetic vector potential A is set to zero, while the external magnetic field is
fixed at such a level that the corresponding plasma βext(z) ≡ 2µ0c2sρ0/B2ext in the mid-plane
is βext(0) = 6.2 × 103. Gaussian noise of magnitude 10−3H/P in each component of the
gas velocity u is generated to seed the MRI, where P = 2pi/ΩK is the orbital period at the
center of the shearing box.
We adopt different boundary conditions for the gas and the magnetic field. Horizontally,
we use sheared periodic boundary conditions for all dynamical variables, i.e., the system is
periodic after shifted by the background shear flow (Hawley et al. 1995; also see Section 4.1.2).
On the other hand, the gas density and velocity is periodic in z-direction while the magnetic
field is held vertically across the z-boundaries. Vertical periodicity in gas attributes is used
to conserve the total mass and to mimic both inward and outward flows of the turbulent
fluctuations across the boundary. The vertical-field boundary condition is achieved by setting
∂zAx = ∂zAy = Az = 0. This condition forces the radial and the toroidal components of the
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magnetic field to be zero (Bx = By = 0) at the z-boundary planes while allowing the vertical
component (Bz) to be free.
For large box simulations, concerns have been raised that artificial numerical diffusion
as a function of x may occur due to the radial dependence of shear velocity and thus the
corresponding truncation errors on a fixed grid (Johnson et al., 2008). Explicit treatment
of the shear advection may be needed to eliminate these truncation errors. In the Pencil
Code, this kind of technique, dubbed the shear advection by Fourier interpolation (SAFI),
has been implemented (Johansen et al., 2009). In this work, we also implement the SAFI
for all of our simulations to remove the undesirable numerical effect.
4.1.2 Poisson Equation with Isolated Boundary Condition in z-
direction
To find the gravitational influence of the turbulent gas on the movement of solid particles,
we need to solve the Poisson equation for the fluctuation potential Φ1 in the local shearing
box (Goldreich & Lynden-Bell, 1965)[(
∂x +
3
2
ΩKt∂y
)2
+ ∂2y + ∂
2
z
]
Φ1 = 4piGρ1, (4.5)
where G is the gravitational constant and ρ1 = ρ− ρ0 is the density fluctuation with respect
to the basic state of the gas stratification. The boundary conditions appropriate to our
stratified gas disk are sheared periodic horizontally while isolated or open vertically, i.e., we
assume that there exist no fluctuations in density outside the vertical boundary. Since the
equilibrium density (Equation (4.4)) declines exponentially above and below the mid-plane,
the fluctuations may well be ignored at high altitude.
We use a variation of Hockney & Eastwood (1988) fast algorithm to solve the Poisson
equation (4.5), combining the Fourier interpolation technique to achieve sheared periodicity
(Brucker et al., 2007; Johansen et al., 2007). The computational domain is doubled in
z-direction by appending ρ1 = 0. The expanded ρ1(x, y, z) is Fourier transformed in the
y-direction into ρˆ1(x, ky, z), where ky is the y-wavenumber. The result is phase shifted to
recover periodicity in x-direction: ρˇ1(x, ky, z) = ρˆ1(x, ky, z) exp [−i(3/2)ΩKkyxδt], where δt
is the time step. Then ρˇ1(x, ky, z) is Fourier transformed in x-direction into ρ˜1(kx, ky, z),
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where kx is the x-wavenumber.
For the modes k2x + k
2
y > 0, ρ˜1(kx, ky, z) is Fourier transformed in z-direction to find
ρ˘1(kx, ky, kz), where kz is the z-wavenumber. The fluctuation potential in Fourier space
Φ˘1(kx, ky, kz) is calculated using the usual convolution theorem:
Φ˘1(kx, ky, kz) = − 4piG
(kx + 3ΩKkyδt/2)
2 + k2y + k2z
ρ˘1(kx, ky, kz), for k
2
x + k
2
y > 0. (4.6)
It is then inverse Fourier transformed in kz to find Φ˜1(kx, ky, z).
The mode kx = ky = 0 needs to be treated seperately. It represents an infinite thin
layer of mass of constant density at a given altitude z. The corresponding gravitational
acceleration is constant above and below z. Therefore, the resultant fluctuation potential
can be written as
Φ˜1(kx = 0, ky = 0, z) = 2piG
∫
ρ˜1(kx = 0, ky = 0, z
′)|z − z′|dz′, (4.7)
where we have arbitrarily defined the reference potential to be zero at each altitude. Instead
of calculating the convolution by Fourier transforms, we directly evaluate the discretized
version of equation (4.7):
Φ˜1(kx = 0, ky = 0, zj) = 2piG
∑
k
ρ˜1(kx = 0, ky = 0, zk)|j − k|∆z2. (4.8)
It produces exact solution for this mode while the computational cost is marginal. Finally,
we reverse the process to inverse Fourier transform Φ˜1(kx, ky, z) in kx and ky to derive the
fluctuation potential in real space Φ1(x, y, z), incorporating the corresponding phase shifts
with opposite sign.
In practice, it is not necessary to allocate storage space for the whole extended domain
in z-direction. The appended zero density is only involved in the calculation between the
forward and inverse Fourier transforms in x and y. In addition, the convolutions in z (Equa-
tions (4.6) and (4.7)) for different modes (kx, ky) are independent of each other. Therefore,
these convolutions can be distributed among processors and performed sequentially by allo-
cating only one one-dimensional working array along z-direction.
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4.1.3 Particle Dynamics
We continue to use zero-mass approximation to model our solid particles as in Chapter 3. In
this approximation, particles behaves as test particles and only respond to the gravity of the
host star and the gas. We ignore viscous force between particles and gas and back reaction
from the particles to the gas. This remains a good approximation for kilometer-sized plan-
etesimals (e.g., Oishi et al., 2007). We also ignore mutual gravitational interactions between
particles, and this helps us isolate the net effect induced by hydromagnetic turbulence.
The equations of motion for each particle, therefore, become
dxp
dt
= up − 32ΩKxpyˆ, (4.9)
dup
dt
=
(
2ΩKup,yxˆ− 12ΩKup,xyˆ − Ω
2
Kzpzˆ
)
+ g0 −∇Φ1. (4.10)
The vector xp = (xp, yp, zp) is the position of the particle in the shearing box, while up =
(up,x, up,y, up,z) is the velocity of the particle relative to the background shear flow. In
equation (4.10), the terms inside the parenthesis stem from linearized gravity of the host
star and Coriolis and centrifugal forces in the co-rotating frame of the shearing box. The
remaining terms on the right-hand side represent the acceleration attributed to the gas:
g0 is the gravitational acceleration due to the basic state of the gas stratification and has
analytical expression
g0(z) = −2pi3/2GρmH erf
( z
H
)
zˆ, (4.11)
while Φ1 is the gravitational potential due to density fluctuation with respect to the basic
state and is the solution of the Poisson equation (4.5) (Section 4.1.2). Note that by separating
the density perturbation from the equilibrium density stratification and treating the gravity
of the equilibrium state exactly, we significantly improve the sampling of the gravitational
fluctuation due to hydromagnetic turbulence.
The position xp and velocity up of each particle is forwarded in time by integrating the
equations of motion (4.9) simultaneously with the third-order Runge-Kutta steps advancing
the MHD equations. In addition to the Courant conditions set by the MHD equations, the
time-step is limited by the absolute maximum of velocity up so that no particles can cross
more than half the grid spacing. We calculate the gradient of the fluctuation potential ∇Φ1
on the grid and then quadratically interpolate it onto each particle.
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We uniformly distribute 1282 particles in a horizontal plane. These particles do not
move until after 20 orbital periods, at the time the turbulence has reached a statistically
steady state. We arbitrarily denote this time as t = 0. The particles can have an initial
eccentricity e0 by setting an initial velocity up so that they are at the apogee of their orbits
(see Chapter 3). They can also have an initial inclination i0 by placing the initial particle
plane at a distance to the mid-plane. Particles are wrapped around when crossing any of
the six boundary planes of the shearing box.
4.2 Properties of Magneto-rotational Turbulence
In this section, we present several properties of the magneto-rotational turbulence in our
numerical models and discuss their convergence with the box size and the resolution.
Figure 4.1 shows the horizontally averaged density fluctuation, inverse plasma β, and α
parameter in the mid-plane (z = 0) as a function of time, for resolutions up to 64 points
per H and horizontal box dimensions up to Lx = Ly = 16 H . The magnitude of the density
fluctuation is indicated by the rms value relative to the equilibrium density 〈ρ21〉1/2/ρ0, the
plasma β ≡ 2µ0ρ0c2s/〈|B +Bext|2〉 is the ratio of the equilibrium thermal pressure to the
magnetic pressure, and α is calculated by (e.g., Brandenburg, 1998)
α =
√
2
3
〈ρuxuy −BxBy/µ0〉
ρ0c2s
, (4.12)
which includes both Reynolds and magnetic stresses. The brackets 〈 〉 denote the horizontal
average of the property at any given altitude z.
The magneto-rotational turbulence in the mid-plane of our models reaches a statistically
steady state at about t = 20P . At this saturated state, we see in general that the larger the
horizontal size of the box, the smaller the amplitude of oscillation in the turbulence prop-
erties. Little difference exists between an 8×8×4H box and a 16×16×4H box at the same
resolution, indicating convergence with horizontal box dimension. On the other hand, the
amplitude of oscillation at saturation level increases with resolution for fixed box dimensions.
We also note that there exists a curious trend of increase in density perturbation with time
for the case of an 8×8×4H box at the resolution of 64 points/H . Nevertheless, the time
average of each turbulence properties remains roughly the same with respect to resolution.
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Figure 4.1 Horizontally averaged properties of the modeled magneto-rotational turbulence in
the mid-plane as a function of time. The rows of panels from top to bottom are rms density
fluctuation, inverse plasma β, and α-parameter, respectively. The columns are arranged with
increasing resolution from left to right. Lines of different colors denote measurements from
boxes with different dimensions.
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The means and standard deviations of the turbulence properties at saturated state for each
set of resolution and box dimensions are reported in Table 4.1, which includes the magnetic
stress and the Reynolds stress as well.
Figure 4.2 shows the time-averaged vertical profiles of density perturbation, inverse
plasma β, and α parameter at saturation level. Each of the three properties increases with
|z|, indicating stronger turbulence at higher altitude. The increasing activity with altitude
is related with the increasing importance of the external magnetic field, which can be quan-
tified by βext(z) (Section 4.1.1). This is in accordance with the same trend found in models
of unstratified disks (Hawley et al. 1995; Johansen et al. 2006; Chapter 3). Notice that
βext(±2H) = 1.1× 102 % 1 at our highest altitude, and thus the corona is not modeled in
our simulations. With such a week vertical magnetic field, channel flows developed in the
initial stage of MRI can be contained and does not destroy the solution near the mid-plane
(in contrast to Miller & Stone, 2000). As shown in Figure 4.2, the time-averaged inverse
plasma β near the vertical boundary amounts to only about 0.4, and thus on average, thermal
pressure still dominates magnetic pressure there.
4.3 Orbital Properties of Massless Particles
With the statistically steady, numerically convergent magneto-rotational turbulence shown
in Section 4.2, we further report the response of zero-mass particles to the gravity of the
density fluctuations of this turbulent gas. The reference time t = 0 in the following discussion
is referred to the time at which the turbulent gas reaches its saturated state and the particles
start to move.2
4.3.1 Mean Orbital Radius
As discussed in Chapter 3, the evolution of the mean orbital radius of one particle can be
found by averaging the radial position x of the particle over each epicycle motion. For the
case of ideal unstratified disks, the distribution of particles in terms of the orbital radius
2We choose this reference time to be t = 20P reported in Section 4.2. See Figure 4.1.
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Table 4.1. Mid-plane Properties of the Magneto-rotational Turbulence
Dimensions Resolution
√〈ρ21〉/ρm β−1 〈BxBy〉/µ0ρmc2s 〈ρuxuy〉/ρmc2s α
[H ] [pt/H ]
2×2×4 16 0.09±0.02 0.053±0.026 0.019±0.008 0.005±0.003 0.012±0.004
4×4×4 16 0.14±0.02 0.059±0.018 0.024±0.007 0.007±0.002 0.015±0.004
8×8×4 16 0.16±0.03 0.052±0.008 0.022±0.003 0.007±0.001 0.014±0.002
16×16×4 16 0.17±0.03 0.051±0.004 0.022±0.002 0.007±0.001 0.014±0.001
2×2×4 32 0.10±0.03 0.076±0.034 0.028±0.010 0.006±0.003 0.016±0.005
4×4×4 32 0.12±0.03 0.063±0.018 0.026±0.006 0.007±0.002 0.016±0.004
8×8×4 32 0.15±0.04 0.054±0.006 0.024±0.003 0.006±0.001 0.014±0.001
16×16×4 32 0.13±0.01 0.051±0.004 0.023±0.001 0.006±0.001 0.014±0.001
2×2×4 64 0.16±0.06 0.171±0.094 0.055±0.030 0.009±0.006 0.030±0.015
4×4×4 64 0.14±0.03 0.081±0.016 0.034±0.007 0.008±0.002 0.020±0.004
8×8×4 64 0.16±0.04 0.070±0.009 0.030±0.004 0.006±0.001 0.017±0.002
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Figure 4.2 Time-averaged vertical profiles of the modeled magneto-rotational turbulence at
saturation stage for different resolutions and box dimensions. The panels from top to bottom
are rms density fluctuations, inverse plasma β, and α parameter, respectively.
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change can be described by a time-dependent normal distribution centered at zero:
f(∆x, t) =
1√
2piσx(t)
exp
[
− ∆x
2
2σ2x(t)
]
, (4.13)
where ∆x is the orbital radius change from the initial radius x0 at t = 0 and σx(t) is the
time-dependent standard deviation. We reported in Chapter 3 that σx(t) depends on the
properties of the gas disk and can be concisely expressed by
σx(t) = CxξH
(
t
P
)1/2
, (4.14)
where Cx is a dimensionless proportionality constant3 and ξ ≡ 4piGρ0P 2 is a dimensionless
quantity indicating the strength of the gas gravity. Equations (4.13) and (4.14) demonstrate
the diffusive nature of particle radial migration driven by magneto-rotational turbulence.
For the case of ideal stratified disks studied here, we again find the evolution of particle
orbital radius can be described by Equations (4.13) and (4.14). The dimensionless quantity
ξ is now defined by
ξ ≡ 4piGρmP 2 (4.15)
in terms of the mid-plane gas density ρm. In Table 4.2, we report the measured values
of the constant Cx from our simulations at different resolutions and horizontal box sizes.
Comparing the value from the 2×2×4H stratified model at a resolution of 64 points/H
with that from the unstratified model at the same resolution and horizontal box size (see
Equation (15) of Chapter 3), we find excellent agreement in the two Cx values.
As can be seen from Table 4.2 and Figure 4.3, the value of Cx remains roughly the
same with different resolutions for given box dimensions (except the anomaly shown by the
2×2×4H box at a resolution of 64 points/H). Conversely, it is significantly dependent on
the horizontal box size Lh ≡ Lx = Ly. The larger the size, the stronger the effect of the
turbulence on particle orbital radius. This relationship can be represented by the following
power-law fit:
Cx + (6.2× 10−5)(Lh/H)1.38. (4.16)
We find no evidence of convergence with horizontal box size up to Lh = 16H , the largest
size we have investigated.
3Cx as well as other dimensionless constants introduced in the following discussions may depend on the
α parameter. This dependency is not investigated in this work.
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Table 4.2. Dynamical Properties of the Massless Particles with e0 = 0 and i0 = 0
Dimensions Resolution Cx Ce Ci Sx Sz ' γ
[H ] [pt/H ]
2×2×4 16 2.3×10−4 2.3×10−4 1.2×10−4 3.4×10−4 1.8×10−4 7.7×10−5 1.1×10−4
4×4×4 16 4.4×10−4 3.4×10−4 1.8×10−4 4.9×10−4 3.0×10−4 2.8×10−4 1.7×10−4
8×8×4 16 1.3×10−3 7.6×10−4 1.8×10−4 1.1×10−3 3.2×10−4 2.7×10−3 3.8×10−4
16×16×4 16 3.0×10−3 1.6×10−3 1.6×10−4 2.4×10−3 3.4×10−4 1.4×10−2 8.2×10−4
2×2×4 32 2.5×10−4 2.5×10−4 1.4×10−4 3.6×10−4 2.0×10−4 9.4×10−5 1.2×10−4
4×4×4 32 3.7×10−4 3.1×10−4 1.7×10−4 4.5×10−4 2.4×10−4 2.0×10−4 1.5×10−4
8×8×4 32 1.1×10−3 6.3×10−4 1.6×10−4 9.1×10−4 2.8×10−4 1.7×10−3 3.1×10−4
16×16×4 32 2.4×10−3 1.3×10−3 1.5×10−4 1.9×10−3 3.1×10−4 8.4×10−3 6.6×10−4
2×2×4 64 3.8×10−4 4.4×10−4 2.8×10−4 6.8×10−4 4.7×10−4 2.2×10−4 2.2×10−4
4×4×4 64 4.0×10−4 3.4×10−4 1.7×10−4 4.8×10−4 3.0×10−4 2.5×10−4 1.7×10−4
8×8×4 64 1.1×10−3 6.6×10−4 1.5×10−4 9.6×10−4 3.0×10−4 1.9×10−4 3.2×10−4
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Figure 4.3 Dimensionless proportionality constants Cx, Ce, and Ci as a function of horizontal
box size Lh = Lx = Ly. They indicate the strength of diffusion in mean orbital radius,
eccentricity, and inclination of massless particles moving in magneto-rotational turbulence
and are defined in Equations (4.14), (4.19), and (4.25), respectively. The dotted lines are
power-law fits to data points with Lh ≥ 4H .
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Figure 4.4 Dimensionless constants ' and γ as a function of horizontal box size Lh. The
constant ' indicate the strength of diffusive migration driven by turbulence and was defined
by Johnson et al. (2006), while γ is related with the strength of eccentricity excitation
(when e0 = 0) due to turbulence and was defined by Ida et al. (2008). The dotted lines are
power-law fits to data points with Lh ≥ 4H .
Equation (4.14) can be transformed into the diffusion coefficient D(J) for describing the
radial random walks of orbiting particles induced by turbulent torques, in terms of the Ke-
plerian orbital angular momentum J . The reader is referred to Chapter 3 for a detailed
description of this procedure. We emphasize here that this transformation involves no as-
sumption of the correlation time of the stochastic torques and is thus a direct measurement
of D(J). Using a heuristic choice of dimension for the diffusion coefficient, Johnson et al.
(2006) defined a dimensionless parameter ' to represent the magnitude of D(J). We report
our measured values of ' in Table 4.2. The dependence of ' on the horizontal box size Lh in
our models for Lh " 4H is shown in Figure 4.4 and can be written as
' + (5.7× 10−6)(Lh/H)2.76. (4.17)
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4.3.2 Eccentricity
The amplitude of each epicyclic oscillation of a particle gives the instantaneous eccentricity
of the particle orbit. We reported in Chapter 3 that in ideal unstratified disks, the distri-
bution of particles in terms of the eccentricity deviation should be a time-dependent normal
distribution centered at zero, as long as the particles have non-negligible initial eccentricity
(c.f. Equation (4.13)):
f(∆e, t) =
1√
2piσe(t)
exp
[
− ∆e
2
2σ2e(t)
]
, (4.18)
where ∆e is the eccentricity deviation from the initial eccentricity e0 at t = 0 and the
time-dependent standard deviation σe(t) can be written as
σe(t) = Ceξ
(
H
R
)(
t
P
)1/2
, (4.19)
with Ce being a dimensionless proportionality constant. We emphasize that the time-
dependent Rayleigh distribution found for particles with zero (or negligible) initial eccen-
tricity
f(e, t) =
e
σ2e(t)
exp
[
− e
2
2σ2e(t)
]
(4.20)
is a manifestation of Equation (4.18) since the eccentricity e is a positive definite quantity.
Equations (4.18) and (4.20) share the same time-dependent parameter σe(t), and there exists
no evidence that σe(t) depends on the initial eccentricity e0.
We find that the same evolution of particle distribution in eccentricity deviation also
holds for the case of ideal stratified disks. The measured values of the constant Ce for
different resolutions and horizontal box sizes are listed in Table 4.2. The same comparison
performed in Section 4.3.1 for the orbital radius evolution indicates that the eccentricity
evolution in a stratified disk again agrees very well with that in an unstratified disk (see
Equation (17) of Chapter 3). These comparisons demonstrate that a local unstratified disk
model gives consistent results with the mid-plane of a local stratified disk model that has
the same physical conditions except vertical stratification.
As in the case of orbital radius discussed in Section 4.3.1, the eccentricity evolution
of the particles does not noticeably depend on the resolution for given box dimensions,
while strongly affected by the horizontal box size (Table 4.2 and Figure 4.3). A power-law
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regression gives
Ce + (7.2× 10−5)(Lh/H)1.08, (4.21)
which is close to a linear relation on the horizontal box size. We dedicate the discussion of the
box-size effect on both orbital radius and eccentricity of the massless particles in Section 4.4.
The eccentricity evolution driven by magneto-rotational turbulence enhances orbital
crossing among planetesimals and thus increases the chance of collisions between them.
Ida et al. (2008) defined a dimensionless parameter γ to represent the strength of this ef-
fect. Equation (4.19) can be used to estimate the value of γ, and the reader is referred to
Chapter 3 for a detailed description of this procedure. We report in Table 4.2 our measured
values of γ. As shown in Figure 4.4, the dependence of γ on the horizontal box size Lh in
our models for Lh " 4H can be described by
γ + (3.6× 10−5)(Lh/H)1.08. (4.22)
4.3.3 Inclination
The only orbital property of a particle that cannot be measured from an unstratified disk
model is the inclination i. In a stratified disk, vertical linear gravity from the host star (the
third term in the parenthesis on the right-hand side of Equation (4.10)) provides a restoring
force such that particles oscillate in z-direction centered at the mid-plane, as demonstrated in
Figure 4.5. Note that because the particles also experience the gravity of the gas, the period
of the oscillation is P (1 + ξ/4pi2)−1/2 in the linear limit (derived from Equations (4.10) and
(4.11)), which is slightly shorter than the orbital period P . We can calculate the induced
inclination (in radians) for a single particle by i ≈ (zmax − zmin) /2R, in which zmax and
zmin are the maximum and the minimum vertical positions in one oscillation, respectively,
provided that z/R& 1.
Figure 4.6(a) shows the histograms of particles with zero initial inclination in bins of their
instantaneous inclination at three different times. Similar to the eccentricity distribution for
particles with e0 = 0 described by Equation (4.20), the inclination distribution resembles a
time-dependent Rayleigh distribution
f(i, t) =
i
σ2i (t)
exp
[
− i
2
2σ2i (t)
]
, (4.23)
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Figure 4.5 Vertical displacement of one example massless particle moving in a stratified,
turbulent gas disk. The disk has the dimension of 8×8×4H , the resolution of 16 points per
disk scale height H , and the strength of disk gravity ξ = 1. The particle has zero initial
inclination.
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where σi(t) is a time-dependent parameter. Learning from the experience when we studied
the eccentricity, we conjecture that Equation (4.23) could also be a special case of a zero-
centered normal distribution
f(∆i, t) =
1√
2piσi(t)
exp
[
− ∆i
2
2σ2i (t)
]
, (4.24)
where ∆i is the inclination deviation from the initial inclination i0 at t = 0. Indeed, it is
the case as demonstrated by Figure 4.6(b) for particles with i0 = 0.1(H/R) moving in an
8×8×4H , ξ = 1 gas disk at a resolution of 32 points/H .
Figure 4.7 shows σi(t) for disks with varying gravity parameter ξ and particles with
varying initial inclination i0. Note that σi(t) is normalized by ξ and H/R and the curves
roughly coincide. This indicates that σi(t) is linearly dependent on both ξ and H/R. The
results can be summarized by the following expression:
σi(t) = Ciξ
(
H
R
)(
t
P
)1/2
, (4.25)
where Ci is a dimensionless proportionality constant. We caution that although there exists
no noticeable change by varying the initial inclination i0, it does not prove σi(t) is inde-
pendent of i0. Since an inclination of i = 0.1(H/R) represents small-amplitude vertical
oscillations, the motion of the particles does not cover significant vertical height and thus is
not sensitive to the vertical stratification of the gas.
Table 4.2 lists our measured values of the constant Ci for different resolutions and box
dimensions. We note that in contrast to orbital radius and eccentricity, the evolution of
orbital inclination is not significantly affected by resolution or horizontal box size.
4.3.4 Velocity Dispersion
Finally, all three components of velocity dispersion σu among the particles as a function
of time can be measured in our stratified disk models. Similarly to what we reported in
Chapter 3, each component assumes the same form:
σu,i(t) = Siξcs
(
t
P
)1/2
, (4.26)
where the index i is either x, y, or z and Si is the corresponding dimensionless proportionality
constant. We emphasize that Sy ∼ Sx/2 always holds due to fixed ratio of amplitudes in
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Figure 4.6 Histograms of particles at three different times in bins of (a) orbital inclination i
when the particles have zero initial inclination and (b) orbital inclination deviation∆i ≡ i−i0
when the particles have an initial inclination of i0 = 0.1(H/R). The disk has the dimensions
of 8×8×4H , the resolution of 32 points/H , and the strength of disk gravity ξ = 1. The
dotted-lines are the best-fits using (a) Rayleigh distribution and (b) normal distribution,
respectively.
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Figure 4.7 Parameter σi(t) as a function of time t, indicating the evolution of width in inclina-
tion distribution for disks with varying strength of gravity and particles with varying initial
inclinations. The disk has the dimensions of 8×8×4H and the resolution of 32 points/H .
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x and y directions in the epicycle motions of the particles, which has been verified in our
simulations. The values of Sx and Sz at different resolutions and box dimensions are listed
in Table 4.2. Note that the value of Sx for the 2×2×4H box at a resolution of 64 points/H is
consistent with that from the unstratified disk with the same horizontal size and resolution
we reported previously (see Equation (18) of Chapter 3), a further confirmation of the
consistency between stratified and unstratified models discussed in Sections 4.3.1 and 4.3.2.
As shown by Figure 4.8, we do not see evident dependence of velocity dispersion on
resolution of our models. On the other hand, the horizontal component Sx (and thus Sy)
significantly depends on the horizontal box size Lh while the vertical component Sz does not.
This is in accordance with the dependence of the three orbital properties found in previous
subsections. From our measured values for Lh ≥ 4H , we quantify Sx and Sz by the following
expressions:
Sx + (1.0× 10−4)(Lh/H)1.09, (4.27)
Sz + 3.0× 10−4. (4.28)
4.4 Issues of Convergence with Horizontal Box Size
We have demonstrated in Section 4.2 that various properties of the saturated magneto-
rotational turbulence in our simulations converge with both resolution and box dimensions.
However, while converging with resolution, the response of massless particles to the gravity
of density fluctuations in the turbulent gas does not likewise converges with the horizontal
box size, as shown in Section 4.3. This result raises serious concerns about the validity of
using the local shearing box to simulate the dynamics of any particles under gravitational
influence of magneto-rotational turbulence. We discuss the cause of this result and related
issues in the following subsections.
4.4.1 Fourier Analysis of the Gas Density
Since the density structure of the turbulent gas directly affects its gravitational influence
on the particles, it is informative to consider how the structure changes with resolution
and horizontal box size. Figure 4.9 plots the time-averaged Fourier amplitudes of the gas
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Figure 4.8 Dimensionless proportionality constants Sx and Sz as a function of horizontal box
size Lh. They indicate the strength of turbulence excitation in vertical and radial velocity
dispersions among massless particles and are defined in Equation (4.26). The dotted line is
the power-law fit to Sx with Lh ≥ 4H .
83
10-6
10-4
10-2
100
Am
pli
tud
e
16pt/H, 2%2%4H
16pt/H, 4%4%4H
16pt/H, 8%8%4H
16pt/H, 16%16%4H
32pt/H, 2%2%4H
32pt/H, 4%4%4H
32pt/H, 8%8%4H
32pt/H, 16%16%4H
64pt/H, 2%2%4H
64pt/H, 4%4%4H
64pt/H, 8%8%4H
10-6
10-4
10-2
100
0.1 1 10 100
kx H
10-4
10-3
10-2
10-1
Am
pli
tud
e
0.1 1 10 100
ky H
10-4
10-3
10-2
10-1
ky = 0 kx = 0
Total Total
Figure 4.9 Time-averaged Fourier amplitudes of the density fluctuation of saturated magneto-
rotational turbulence in the mid-plane for different resolutions and box dimensions. The
amplitudes are averaged over a period of over 100P . The top-left panel shows |ρ˜(kx, ky =
0, z = 0)|, while the bottom-left panel the summation of |ρ˜(kx, ky, z = 0)| over ky. Similarly,
the top-right panel shows |ρ˜(kx = 0, ky, z = 0)|, while the bottom-right panel the summation
of |ρ˜(kx, ky, z = 0)| over kx.
density in the mid-plane along either radial or azimuthal direction. The top-left panel shows
the amplitude as a function of kx for ky = 0. In general, the largest amplitude resides at
the longest wavelength while monotonically decreasing with increasing frequency (Johansen
et al., 2009). For any given box dimensions, increasing resolution has little effect on each
amplitude, only to extend the profile toward higher frequency. Flattening of the profile
for wavelengths "8H is hinted by 16×16×4H boxes. We find no evidence of downward
turn toward even longer wavelength. On the other hand, increasing the horizontal box size
Lh lowers the overall profile of the Fourier amplitudes. Interestingly, the amplitude of the
fundamental mode kx = k0 ≡ 2pi/Lh remains roughly constant.
The bottom-left panel of Figure 4.9 plots the summation of Fourier amplitudes over all
ky at any given kx. In contrast to the amplitudes for ky = 0, horizontal box size Lh has little
effect on the amplitudes for most of the wavelengths. Nevertheless, increasing resolution
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indeed increases the inertial range and resolves more power toward shorter wavelength.
The right-hand column of Figure 4.9 plots the azimuthal counterpart of the left-hand
column. We find similar features in the azimuthal amplitudes as those found in the radial
ones. The only difference is that the flat part of the spectrum in the azimuthal direction is
short compared with that in the radial direction, as can be seen in the bottom-right panel.
Uncaptured power in the long-wavelength range of the spectrum in the 2×2×4H boxes is
probably the cause for artificially higher amplitude at (kx, ky) = (0, k0) (the top-right panel),
which may in turn be responsible for the anomaly found in the particle dynamics shown in
Section 4.3.
The Fourier amplitudes shown in Figure 4.9 help us understand the dependence of the
particle response to the gas gravity on the horizontal box size. The eccentricity deviation and
the radial diffusive migration discussed in Sections 4.3.2 and 4.3.1 are in fact driven by the
x and the y components of the gravitational force of the gas, respectively. The magnitudes
of these force components for any given (horizontal) Fourier mode k = (kx, ky) are related
with the corresponding Fourier amplitude ρ˘(k) by (see Equation (4.6))
Fx(k) ∼ 4piG
(
kx
k2
)
|ρ˘(k)| ! 4piG |ρ˘(k0, 0)|
k0
∝ Lh, (4.29)
Fy(k) ∼ 4piG
(
ky
k2
)
|ρ˘(k)| ! 4piG |ρ˘(0, k0)|
k0
∝ Lh, (4.30)
where we have used the facts that the dominant modes in the radial and the azimuthal
directions are the fundamental modes and both |ρ˘(k0, 0)| and |ρ˘(0, k0)| are about constant.
Therefore, both components should be linearly proportional to the horizontal box size in our
simulations.
The linear dependence of the gravitational force of the turbulent gas on the horizontal
box size, Equations (4.29) and (4.30), satisfactorily explains our measured dependence of ec-
centricity evolution and horizontal velocity dispersion of massless particles (Equations (4.21)
and (4.27)) while accounting for that of the orbital radius evolution for the most part (Equa-
tion (4.16)). The slightly steeper slope of Cx versus Lh might be due to the crudeness of
our single-mode analysis and the contributions from several non-fundamental modes. We
note that this slope may decrease with increasing Lh, as suggested by the left panel of Fig-
ure 4.3. To confirm this trend will require even larger azimuthal box dimension than we have
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investigated in this work.
Johansen et al. (2009) have discussed the dominant role of the radial fundamental mode
k = (k0, 0) in great detail and suggested this kind of persistent structures are similar to the
zonal flows found in many other astrophysical systems. The particle dynamics presented
in this work is closely related with these structures. We emphasize here that although the
axisymmetric components (ky = 0) of the density fluctuation in the gas does not affect the
radial diffusive migration of particles, they are in fact still responsible for driving the evolu-
tion of the orbital eccentricity of these particles. Furthermore, the azimuthal fundamental
mode k = (0, k0) in the gas structure is so significant that the radial diffusive migration of
the particles are similarly affected by the box dimensions.
4.4.2 Bridge to a Global Disk Model?
It is not clear how a local shearing box could be connected to a global disk model so that
both models would give consistent results on the particle dynamics under the gravitational
influence of the density fluctuations in magneto-rotational turbulence. By measuring the
correlation lengths in the density field, Guan et al. (2009) also found extended density
features in contrast to well localized magnetic structures and suggested that they are prop-
agating acoustic MHD waves excited by the turbulence (also see Heinemann & Papaloizou,
2009a,b). It is crucial to measure the dissipation scale for these waves and identify the
critical length scale that can capture all the features in the density fluctuations excited by
magneto-rotational turbulence. This measurement is beyond the scope of this work and
remains to be investigated.
On the other hand, a global disk model may require high resolution in order to self-
consistently produce large-scale structures. For example, Johansen et al. (2009) showed that
the inverse cascade of magnetic energy from small scales to large scales may be responsible
for ultimately launching zonal flows. To confirm this mechanism in a global context, a model
that is able to resolve the correlation lengths in the magnetic structures might be necessary.
We conjecture at this point that the criterion Lh/R ∼ 1 might be able to set this critical
scale for a local shearing box. At this scale, the local-shearing-box approximation formally
breaks down since it assumes L/R& 1. The curvature terms become important and might
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trigger turbulent eddies to damp propagating waves. If this conjecture could be verified,
Equations (4.16), (4.21) and (4.27) would prove to be useful in evaluating the gravitational
influence of the turbulent gas on particle dynamics. As an example, for an aspect ratio of
H/R ∼ 0.1 in a protoplanetary disk, we should simulate a local shearing box with Lh ∼ 10H
and our models would predict that Cx + 1.5× 10
−3
Ce + 8.8× 10−4
Sx + 1.3× 10−4
(H/R ∼ 0.1 and α ∼ 10−2). (4.31)
In Section 3.4 of Chapter 3, we specifically compared with the global model of Nelson
(2005) and found the magnitude of radial diffusive migration in our simulations was about
a factor of three smaller than that of Nelson (2005). This remains roughly true according
to Equation (4.31). Using the same procedure as done in Chapter 3, we find the standard
deviation of e/(ξH/R) for the six massless particles reported by Nelson (2005) is about 0.005
at t + 90P , giving an estimate of Ce + σe(ξH/R)−1(t/P )−1/2 + 8 × 10−4.4 This is in close
agreement with our prediction of Equation (4.31). Six particles represent a small number of
statistics, however, and increasing the number of particles in a global model might reduce
the outcomes of the statistics we have performed here (Richard P. Nelson 2009, private
communication). Therefore, the comparisons are not meant to be accurate and conclusive.
4.4.3 Implications to Planet Formation and Migration
As discussed in the previous subsection, if the criterion Lh/R ∼ 1 could be justified, Equa-
tions (4.17) and (4.22) would give{
' + 3.3× 10−3
γ + 4.4× 10−4 (H/R ∼ 0.1 and α ∼ 10
−2). (4.32)
The value of the ' parameter in Equation (4.32) is about one order of magnitude higher than
what was reported in Chapter 3 for the case of a 2×2×2H unstratified box, while the value
of the γ parameter is only about a factor of two larger.
We suggested in Chapter 3 that in a typical protoplanetary disk, the radial diffusive
migration of proto-planets induced by magneto-rotational turbulence may be unimportant
4Note that the standard deviation of a Rayleigh distribution (Equation (4.20)) is equal to σe
√
(4− pi)/2.
Also note that there exists a factor of
√
2 difference between our definition of disk scale heightH and Nelson’s
(2005).
87
compared to the secular migration like type I. According to Johnson et al. (2006), for the
diffusive migration to be able to dominate over type I migration, the ' parameter should be
greater than or about 0.1–1. Our new measurement ' + 3×10−3 remains orders of magnitude
smaller than this transition value. Therefore, our previous remark on the unimportance of
planetary diffusive migration may still hold even though ' is increased by one order of
magnitude.
We also argued in Chapter 3 that kilometer-sized planetesimal moving in magneto-
rotational turbulence may survive from mutual collisional destruction, except in the inner
region of a young proto-planetary disk. This was based on the results of Ida et al. (2008)
for the cases of γ = 10−3 and 10−4. Since our new measurement γ + 4× 10−4 does not fall
outside this range, the same scenarios may still apply.
4.5 Summary
Directly extending our previous publication (Chapter 3), we continue to study massless
particles moving under gravitational influence of density fluctuations of saturated magneto-
rotational turbulence in a local, isothermal, Keplerian gas disk. We include linearized vertical
gravity from the host star and thus the gas disk is vertically stratified. For comparison
purposes, the conditions in the mid-plane of the vertically stratified disks are exactly the
same as those in the unstratified disks of Chapter 3.
In order to accurately measure the gravitational effect of the turbulent gas, we separate
the gas density ρ into two components: the basic state ρ0(z) for the vertical hydrostatic
equilibrium (Equation (4.4)) and the density deviation ρ1 ≡ ρ − ρ0 from this basic state.
We use the exact gravitational acceleration due to the basic state (Equation (4.11)) and
only solve the Poisson equation for the gravitational potential due to the density deviation
(Equation (4.5)). We emphasize that since the Poisson equation is linear in density, this
approach does not assume small density fluctuations. Furthermore, we implement isolated
boundary conditions in vertical direction and thus any density fluctuation outside the vertical
computational domain is neglected.
By imposing a weak, uniform external magnetic field, we maintain a constant level of
saturated magneto-rotational turbulence in the mid-plane. Several turbulence properties
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demonstrate convergence with both resolution up to 64 points per disk scale height H and
horizontal box size up to 16H . The Shakura & Sunyaev (1973) α parameter in the mid-plane
of our models is controlled at the level of ∼10−2.
However, even though the properties of the gas are numerically convergent, the dynamics
of massless particles moving under the gravity of this turbulent gas does not converge with the
horizontal box size Lh. The larger the horizontal box size, the stronger the gravitational effect
of the gas on the particles. Specifically, the evolution of the orbital radius, the eccentricity,
and the horizontal velocity dispersion of the particles is roughly linearly dependent on Lh
up to 16H . This trend was also found in our unstratified models (Chapter 3), and we find
consistency between the unstratified models and the mid-plane of the stratified models. In
contrast to the horizontal components of the particle movement, we find the evolution of the
inclination and the vertical velocity dispersion is not significantly affected by Lh.
The dependence of particle dynamics on horizontal box size can be traced back to the
density structure of the gas. Consistent with the large-box models studied by Johansen et al.
(2009), the fundamental mode dominate the density spectrum along radial direction in our
models. Furthermore, we also find that the fundamental mode in azimuthal direction is also
important in affecting the particle dynamics. The former drives the eccentricity while the
latter drives the orbital radius. The powers of these fundamental modes are roughly constant
against the horizontal box size. Using a simple single-mode analysis, we demonstrate the
linear dependence of the particle response is a natural outcome of these findings in the
density spectrum.
Lack of convergence in particle dynamics poses major difficulty in interpreting local-
shearing-box models involving gravitational physics of magneto-rotational turbulence. At
this point, we can only conjecture that Lh ∼ R, where R is the distance of the box center
to the host star, might be a natural scale of choice for a local model to approach reality.
If this conjecture could be verified, we find that our previous remarks in Chapter 3 on the
unimportance of radial diffusive migration of proto-planets as well as the survivability of
kilometer-sized planetesimals under collisional destruction might still hold valid. Ultimately,
high-resolution global disk models and detailed comparisons might be necessary to reconcile
the inconsistency we have been finding.
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Chapter 5
Concluding Remarks
It has been three decades since Goldreich & Tremaine (1980) pointed out that planets em-
bedded in a gas disk might undergo problematically rapid migration, implying the existence
of planetary systems might be a rarity. Not until the first discovery of extrasolar planets in
1995 did this issue resurface and challenge our understandings of the survivability of these
planets. As of today, identifying mechanisms that can mitigate this difficulty remains an
active research topic. This dissertation presents itself as just one of the numerous attempts
toward this goal.
Although one-dimensional, viscous disk models serve as an efficient tool to study the
evolution of protoplanetary accretion disks, we caution that several instabilities are sup-
pressed because of the assumption of nearly fixed rotation law behind these models. Given
that protoplanetary disks may develop narrow features that may effectively delay or reverse
the rapid inward type I migration, we urge that one needs to explicitly check the stability
of such features at each time-step in the viscous disk models. Whenever any instability is
detected, implementing an adjustment scheme to recover marginal stability is necessary to
self-consistently evolve these disk models.
To accurately quantify the effect of the gravitational influence of density fluctuations in
magneto-rotational turbulence on the orbital motion of planetesimals and protoplanets, we
use the local-shearing-box approximation to simultaneously evolve a magnetically unstable
gas disk and numerous massless particles. We find the change in orbital radius and eccen-
tricity of these particles is roughly linearly dependent on the horizontal box size of the local
shearing box. Both unstratified disks and the mid-plane of vertically stratified disks give
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consistent results. This lack of convergence calls into question the validity of using a local
shearing box to study the gravitational physics of magneto-rotational turbulence.
Based on heuristic arguments, nevertheless, some implications to planet formation sce-
narios might be drawn from the measurements of our numerical simulations. On one hand,
the radial random walks of protoplanets induced by a turbulent gas disk may be unimpor-
tant compared with secular orbital migration. On the other hand, the orbital crossing of
kilometer-sized planetesimals driven by the turbulence may not be strong enough to endanger
them with mutual collisional destruction.
To conclude, the results reported in this dissertation have been unexpected and intriguing.
More issues are raised than problems are resolved. To elucidate these new-found issues, the
applicability of the local-shearing-box approximation and the numerical methods in question
probably needs to be examined in greater detail. I hope that this dissertation will seed future
research improving our understanding of protoplanetary accretion disks and planet formation
scenarios.
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Appendix A
Velocity of a Particle at the Apogee of
Its Orbit
In this section, we (re-)derive the velocity of a particle at the apogee of its elliptical orbit
in the local shearing box approximation of a Keplerian disk. We repeat the Equation of
motion (3.9) for a single particle without the gravity of the gas here:
dux
dt
= 2ΩKuy, (A.1)
duy
dt
= −1
2
ΩKux, (A.2)
where we have dropped the subscript p for clarity. Eliminating uy in Equations (A.1) and
(A.2) leads to
d2ux
dt2
+ Ω2Kux = 0. (A.3)
By assuming the particle is at the apogee at t = 0, the solution for ux is
ux = −A sinΩKt, (A.4)
where A is the amplitude of the radial velocity. Since dx/dt = ux (Equation (3.8)), the
radial oscillation is then
∆x ≡ x− x0 = AΩK cosΩKt, (A.5)
where x0 is the radial position of the center of the orbit. From Equation (A.2), the corre-
sponding azimuthal velocity relative to the background shear flow is
uy = −12A cosΩKt = −
1
2
ΩK∆x. (A.6)
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Since the eccentricity e of the orbit is related to the amplitude of the radial oscillation by
e ≈ ∆x(t = 0)/R, where R is the distance to the central object,
uy(t = 0) = −1
2
RΩKe = −1
2
HΩK
(
e
H/R
)
, (A.7)
where H is the disk scale height. This is just the initial condition (3.13) we set out to prove.
Note that we have normalized e by the ratio H/R.
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