







その他のタイトル Design of Process Migration Framework Between
Hosts On Which Heterogeneous Operating System
Environments Run By Using Process
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ロ OS 環境において，プログラムの再コンパイルなしに Linux プログラムをWindows 上で直接実




ンを実現する BEE の設計と Linux においてのその実装について述べる．
Design of Process Migration Framework Between Hosts
On Which Heterogeneous Operating System Environments Run
By Using Process Checkpointing and System Call Emulations
Yoshihiro Nakajima,y Yoshifumi Uemura,y Yoshiaki Aiday
and Mitsuhisa Satoy
Today's computing environments on a grid are consists of various operating systems such
as Windows and Linux. In other words, these computing environments have heterogeneity so
that the programmer must write OS-speci¯c code to adapt to each OS. And in case of a large-
scale execution of a application, its execution needs long duration furthermore its computing
environment changes dynamically because of system failure of nodes or node separation from
the computing. Challenges here are to absorb the heterogeneity of operating systems and
to adapt for the changing computing environments. We have designed and implemented an
agent called BEE, which enables direct execution of Linux binary program on Windows as
a prototype to absorb the heterogeneity of operating systems. Moreover extending BEE to
add functions to checkpoint a process and to restore the process, we aim to realize process-
migration between nodes of heterogeneity OS environment. In this paper, we describe the
design of BEE to realize process migration and report its implementation for Linux.
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ことで Grid RPC システムに利用することが可能と
なる．ミドルウェアとして OmniRPC を用いた．こ






























































3. Check pointing & 
Process Migration
５. Check pointing & 
Process Migration
1. program start
2. connect to web 
server
3 restart process and
Reconnect to server
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による．
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