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Abstract—Previous works have shown that adversarial learning
can be used for unsupervised monocular depth and visual
odometry (VO) estimation. However, the performance of pose
and depth networks is limited by occlusions and visual field
changes. Because of the incomplete correspondence of visual
information between frames caused by motion, target images
cannot be synthesized completely from source images via view
reconstruction and bilinear interpolation. The reconstruction loss
based on the difference between synthesized and real target
images will be affected by the incomplete reconstruction. Besides,
the data distribution of unreconstructed regions will be learned
and help the discriminator distinguish between real and fake
images, thereby causing the case that the generator may fail to
compete with the discriminator. Therefore, a MaskNet is designed
in this paper to predict these regions and reduce their impacts
on the reconstruction loss and adversarial loss. The impact of
unreconstructed regions on discriminator is tackled by proposing
a boolean mask scheme, as shown in Fig. 1. Furthermore, we
consider the scale consistency of our pose network by utilizing
a new scale-consistency loss, therefore our pose network is
capable of providing the full camera trajectory over the long
monocular sequence. Extensive experiments on KITTI dataset
show that each component proposed in this paper contributes to
the performance, and both of our depth and trajectory prediction
achieve competitive performance.
Index Terms—Adversarial learning, unsupervised learning,
depth estimation, visual odometry, boolean mask, scale consis-
tency
I. INTRODUCTION
Understanding the 3D structure of the scene and estimating
the ego-motion are two basic tasks of autonomous robots.
With the development in deep learning (DL) technology, DL-
based depth and pose prediction have achieved outstanding
results in both supervised [1], [2] and unsupervised manners
[3], [4]. Because of free from expensive ground truth during
training, unsupervised methods have been widely studied [5],
[6], in which depth and pose networks are jointly trained on
the monocular videos. Meanwhile, the geometric constraint
(view reconstruction loss) based on the output of networks
is regarded as the supervised signal. To improve the the
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Fig. 1. Architecture overview. Our unsupervised adversarial learning frame-
work consists of two major components, generator (G) and discriminator
(D). Adjacent frames are taken to G to reconstruct target image and predict
a mask of unreconstructed regions. Instead of sending the target image
to discriminator directly, a “boolean mask processing” step is designed to
preprocess it. As shown in the “masked target image”, the unreconstructed
regions similar to synthesized image are created, thereby reducing the effect
of unreconstructed regions on discriminator.
performance of depth estimation, recent works also combine
the mask [3], semantic segmentation [7], [8] or optical flow
[9], [10] prediction networks for multi-tasks training frame-
work. The intrinsic relationships among the above tasks are
used as additional constraints during training, thereby further
improving the performance of networks. Compared with the
traditional visual odometry (VO) or structure from motion
(SfM) methods [11]–[14] that rely heavily on the strong back-
end optimization process [15], DL-based methods can estimate
the 6-DOF (degrees of freedom) ego-motion and pixel-level
dense depth maps in an end-to-end manner. Furthermore, with
the ability of high-level robust feature extraction, DL-based
methods can adapt well to the scenarios where traditional
methods do not perform well, such as high dynamic range
(HDR) or low texture environments.
Adversarial learning shows strong capabilities in the field
of image processing recently [16]. Recent works [17]–[24]
have demonstrated that introducing the adversarial learning
for depth and pose estimation can significantly improve the
accuracy of these two tasks. In [17], [20], [25], adversarial
learning is combined with the framework of unsupervised
methods for depth and pose estimation based on monocular
videos. During training, the images reconstructed by view
reconstruction and the real images are taken into the dis-
criminator to learn different distributions of these images.
Meanwhile, the purpose of generator is to reconstruct images
that are highly similar to the target images by improving
depth and pose estimation. The adversarial learning process
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2prompts the generator to produce a higher quality of depth
and ego-motion estimation. In addition, to assist the generator
to train well and compete against the discriminator, the same
traditional reconstruction loss function as documented in [3]
is used to reduce the differences between synthetic and real
images. However, in [17], [20], [25], since the visual field
changes between target and source images, edge regions of
synthesized images cannot be reconstructed well by view
construction and bilinear interpolation, as shown in Fig. 2. The
unreconstructed regions are inevitable and will not be removed
by the training of generator. If these inevitable distinguishing
features are learned by the discriminator, the generator will
be at a disadvantageous status in adversarial learning, which
is overlooked by previous works [17], [20], [25]. Hence, the
performance of the generator (depth and pose networks) will
be heavily affected. In this paper, we focus on this problem and
tackle this challenge by proposing a boolean mask processing
step, as shown in Fig. 1.
In addition, previous unsupervised methods, such as [3], [9],
[10], [20], are trained by monocular frame snippets. There
is lack of a suitable loss function to constrain the scale
consistency of predicted results among different snippets, i.e.,
the scale factors of the poses and depth maps predicted by
networks in two adjacent snippets are different. As a result,
because of the scale-inconsistency among different image
snippets, the global trajectory of monocular videos cannot be
provided by pose network, and the scale-inconsistent depth
maps cannot be used in practice. In order to have a scale
consistent estimation of pose network, Bian et al. [26] con-
sider this challenge and propose a geometry consistency loss.
Different from [26], we utilize the structural similarity (SSIM)
algorithm [27] to further constrain the structural similarity and
scale-consistency between adjacent snippets.
In this paper, we consider the inherent differences between
synthesized and target images, and propose a boolean mask
processing to eliminate the influence of the unreconstructed
regions on adversarial learning. A MaskNet is designed to
estimate the regions on synthesized images that cannot be
reconstructed, and we transfer the mask predicted by MaskNet
to the boolean one, where 0, 1 respectively represent the
unreconstructed and reconstructed pixels. Afterwards, before
being sent to discriminator, real images are preprocessed
by the step of boolean mask processing to generate similar
unreconstructed regions as synthesized images. Therefore, the
generator is assisted by boolean mask processing to compete
against the discriminator. Besides, the mask predicted by
MaskNet is also used to reduce the effects of dynamic objects
and occlusions on the view reconstruction loss. A novel
adaptive loss function based on SSIM is also designed in this
paper to strengthen the scale consistency, and as a result our
pose network has the ability to provide accurate trajectory over
long monocular videos.
In summary, our main contributions are as follows: i) We
introduce a masked GAN framework for pose and depth
estimation, where the effects of occlusion and visual field
changes on view reconstruction and adversarial learning are
considered. ii) This paper discusses the effect of unrecon-
structed regions on adversarial learning, which is an issue
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Fig. 2. Comparison of the real target image and the synthesized images. The
synthesized target images (synthesized images 1 and 2) are synthesized from
corresponding source images (source images 1 and 2) by view reconstruction
algorithm. Due to the motion, the visual field changes between adjacent
images, which causes the incomplete pixel correspondence between the target
and source images. Therefore, edge regions in synthesized images cannot be
synthesized from the source images because of the information miss caused
by visual field changes.
ignored in previous works, and a boolean mask processing is
proposed to eliminate this negative influence. iii) We consider
the scale-inconsistent problem and propose a novel adaptive
constraint for a better global trajectory prediction. Meanwhile,
both the pose and depth networks proposed in this paper show
competitive results on KITTI dataset [28].
In this paper, the previous works on monocular ego-motion
and depth prediction are discussed in Section II. Section III in-
troduces the proposed unsupervised masked GAN framework
in detail. Section IV shows our experimental results of the
proposed method on KITTI. Finally, this study is concluded
in Section V.
II. RELATED WORK
Traditional 3D structure recovery is based on triangulation
algorithm [14], which needs to find a set of matching pixels be-
tween multiple frames. With the technological advancements
in DL, convolutional neural networks (CNNs) have shown
their superb ability in monocular depth estimation. In this
section, we review the previous works on DL-based monocular
depth and ego-motion estimation.
Learning from the ground truth. Eigen et al. [1] introduce
CNNs into monocular depth estimation and predict the depth
in an end-to-end mannar. Alex et al. [29] design a PoseNet
based on CNNs for 6-DOF pose regression. Recently, in [30],
[31], recurrent neural networks are also adopted to extract
temporal features and preserve accumulated information to
improve the estimation accuracy. Although the above methods
[30], [31] achieve satisfactory accuracy in pose and depth
estimation, both of them rely on the ground truth as the super-
vision signal, and the ground truth is difficult and expensive
to acquire.
Recently, unsupervised monocular depth and ego-motion es-
timation has been well investigated because of freeing from the
ground truth. According to the training manners, unsupervised
learning methods can be divided into two types, learning from
3stereo image pairs [32]–[34], and learning from monocular
videos [3], [9], [35]. Although the training process of these
methods depends on the geometric constraint between multi-
frames, the trained networks can predict depth maps from a
single image independently during testing.
Learning from stereo image pairs. Garg et al. [32] prove
that the depth network can be trained by stereo image pairs
in an unsupervised mannar. They utilize the inverse depth
prediction and the geometry between the stereo image pairs
to reconstruct (inverse warping) the left image from the right
image. The difference between synthesized and real images is
used as a supervision signal during training. Godard et al. [33]
follow and expand this idea by using a left-right consistency
constraint to achieve better performance. Besides, in [34],
[36], they introduce the pose estimation into the framework,
and the networks are jointly trained on stereo sequences.
The geometric constraints of the temporal (image sequences)
and spatial (stereo image pairs) are utilized to improve the
performance of ego-motion and depth estimation. Although the
above methods [34], [36] can estimate the pose and depth with
scale information, the accuracy relies heavily on the accurate
calibration between stereo cameras.
Learning from monocular videos. Considering the advan-
tages of a single camera system, such as small size and low
power consumption, the unsupervised methods based on the
monocular sequences are proposed to train the ego-motion
and depth prediction networks. Zhou et al. [3] propose a
framework that the depth network is jointly trained with the
pose network by using monocular videos. They reconstruct the
current image from its adjacent frames by view reconstruction,
which relies on the output of pose and depth networks.
Then, the reconstruction loss between reconstructed and raw
images is computed as supervision signals. Afterwards, several
researches follow [8]–[10], [37] and extend Zhou et al. [3] into
multiple tasks, and the intrinsic geometric constraints among
different tasks are utilized to strengthen the supervised signal
and improve the training process. For example, Ranjan et
al. [10] couple four fundamental problems (depth prediction,
ego-motion estimation, optical flow and motion segmentation)
through geometry constraints. Besides, a competitive training
approach is proposed to balance the training process of each
network. Various sensor data [38]–[40] are also used for
depth and pose estimation. Nevertheless, due to the lack
of appropriate scale consistent constraints, the pose network
trained by unlabelled frame snippets cannot generate the full
trajectory of a long video sequence. Therefore, Bian et al. [26]
tackle this challenge by a geometry loss for scale consistency.
Learning with generative adversarial networks (GANs).
Because of the outstanding performance of GANs on image
processing, introducing adversarial learning into monocular
depth estimation is becoming a hot topic. In the adversarial
learning framework [41], a generator is designed to learn and
mimic the distribution of real data, and a discriminator is
designed to assess the quality of generated data and promote
the performance of generator. Kumar et al. [17] apply GANs
to monocular depth estimation. Their generator consists of
depth and pose networks, and the output of networks are
used to reconstruct images by view construction. Meanwhile,
a discriminator is designed to distinguish synthesized and real
images. Recently, Almalioglu et al. [20] combine a recurrent
learning approach with GAN for pose and depth estimation
in an unsupervised manner. They leverage long short-term
memory module (LSTM) to extract temporal information for
pose estimation. Meanwhile, their generator estimates the
depth map from a random vector z, i.e., the depth network
cannot predict the depth map from a single image in an end-
to-end mannar. The most similar work to this paper is proposed
in [25]. Li et al. introduce a mask network to reduce the
effects of dynamic objects and occlusions on reconstruction
loss, and a LSTM module is used for depth estimation. They
also consider the geometric consistency of pose estimation.
However, their depth network takes one single image and
sequence information extracted by LSTM as input for depth
estimation, i.e., their depth network can only be used on
monocular sequences and cannot estimate the depth map from
a single image, which is different from from the proposed
depth network herein. Besides, the constraint of geometric
consistency in [25] is different from ours in the sense of
expression.
Moreover, the above GAN-based methods [17], [20], [25]
ignore the influence of occlusions and the visual field changes
between adjacent frames on adversarial learning. The pixels
between target and source images do not correspond exactly
because of the visual field changes caused by motion, so that
target images cannot be reconstructed completely from source
images by view reconstruction algorithms and bilinear inter-
polation, as shown in Fig. 2. Therefore, the data distribution of
unreconstructed regions in synthesized images is unique and
cannot be eliminated exactly by the training of the generator.
These unique distributions will be learned by discriminator,
which will affect the adversarial learning process and the
performance of generator, as shown in the experiments.
In this paper, we present a novel loss function to constrain
the scale-consistency of our pose and depth networks. Mean-
while, considering the influence of unreconstructed regions on
discriminator overlooked by previous works, we design a mask
network to estimate these regions and introduce a boolean
mask processing to eliminate their influence.
III. METHODOLOGY
In this section, we will give a brief introduction to the
network architecture proposed in this paper, the self-supervised
training framework, and the overall supervised signals.
A. Architecture overview
The framework of our unsupervised network is shown in
Fig. 3. The generator takes a short frame snippet that consists
of target image It and source image Is, and the output of
generator contains a depth map, a 6-DOF pose, and the
boolean mask Mb corresponding to the unreconstructed region
in synthesized images. Because of the inconsistent visual
information between frames caused by view-field changes,
synthesized images (fake images) produced by generator are
incomplete. These unreconstructed areas in synthesized images
become a distinctive feature between the real and fake images,
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Fig. 3. Our unsupervised framework consists of two major parts, a generator and a discriminator. Generator: The main task of the generator is to reconstruct
an image with the same data distribution as the target image by using the results of PoseNet and DepthNet. Due to the factors such as occlusions and changes
in the visual field, some regions cannot be reconstructed (shown in the synthesized image), which will help the discriminator distinguish between real and
fake images. Therefore, a MaskNet is designed to estimate these regions. We coupled our MaskNet with PoseNet for fewer parameters and easier training,
which is similar to [3]. In order to show our full architecture clearly, we draw the PoseNet and MaskNet separately here. Discriminator: Before sending the
real and synthesized target images to discriminator, we redesign the floating-point mask predicted by MaskNet into the boolean one, and the real target image
is processed by the boolean mask. Hence, the major difference between real and fake images is removed, and this will make the discriminator learn a deeper
feature and data distribution.
which will help the discriminator to distinguish them, thereby
breaking the balance of the max-min game in adversarial
learning. Moreover, because the field of view changes between
adjacent frames is inevitable, these distinctive features (unre-
constructed regions) usually persist and cannot be eliminated
by continuous training of the generator. In this paper, to
eliminate the effect of unreconstructed regions on the dis-
criminator, we present a boolean mask to preprocess the real
image and construct the same empty regions as the fake image.
Therefore, the synthesized and target images contain the same
data distribution of unreconstructed regions, which will have
a positive effect on the adversarial learning and the training
of the generator.
B. Unsupervised depth and pose estimation
Generator: Our generator consists of three networks for
different tasks, as shown in Fig. 3, a DepthNet for single
frame depth prediction, a PoseNet for ego-motion regression
and a MaskNet for mask estimation. The view reconstruction
algorithm is utilized to reconstruct the target image from
a source image based on the output of pose and depth
networks. The mask predicted by the MaskNet is utilized to
eliminate the impacts of incomplete reconstruction changes
on reconstruction loss and adversarial loss. For reconstruction
loss, the effectiveness of mask has been demonstrated in recent
works [3], [25]. For adversarial loss, we tackle this challenge
by converting the mask into the boolean one to preprocess
target images and construct the empty regions. We train the
proposed architecture in the unsupervised manner, and the
overall objective loss function is formulated as follows:
Lg = αLbasic+ϕLscale+βLmask+ γLGAN , (1)
where α , ϕ , β and γ are the balance factors between loss
terms. Lscale refers to the proposed scale consistency loss,
and Lmask is a regularization term to constrain the training of
MaskNet, which is inspired by Zhou et al. [3]. LGAN denotes
the adversarial loss. Lbasic stands for the basic loss. The basic
loss is used to assist the training process of generator and
consists of three parts, the traditional reconstruction loss Lrec,
the smoothness loss Lsmooth :
Lbasic = α1Lrec+α2Lsmooth, (2)
where α1 and α2 are the balance factors.
Reconstruction Loss: With the output of DepthNet and
PoseNet, the target images can be reconstructed from the
source images Is through the view reconstruction algorithm,
which is widely used in previous unsupervised monocular
depth estimation framework [3], [9], [26]. The principle of
this algorithm is based on the projection function:
ps ∼ KTˆt→sDˆt(pt)K−1pt , (3)
where K stands for the camera intrinsics matrix. Dˆt denotes
the depth estimation of target image It , and Tˆt→s represents
the predicted 6-DOF transformation between the target image
It and source image Is. The pixels of two images pt , ps
establish the correspondence by projection function. Then,
we synthesize Iˆs by warping Is and differentiable bilinear
interpolation. Finally, the reconstruction loss is formulated as:
Lrec = α3
1−SSIM(It , Iˆs)
2
− (1−α3)||It − Iˆs||1, (4)
where α3 refers to a balance factor, and SSIM [27] is an index
that shows the structure similarity between It and Iˆs.
Smoothness Loss: In order to filter out erroneous predic-
tions and promote the representation of geometric structure,
a smoothness loss is designed to constrain the smoothness
of the predicted depth map. Following our previous works
[42], we adopt the second-order differential for improving
5the smoothness, which is different from recent unsupervised
monocular frameworks [9], [25], [26]:
Lsmooth =∑
pt
|∇(∇D(pt))|(e−|∇pt |)T , (5)
where ∇ denotes the vector differential operator, and T is the
transpose operation.
Traditional mask for reconstruction loss: In order to
eliminate the influence of visual field changes and dynamic
objects on reconstruction loss, we use a MaskNet to predict
these unreconstructed regions. During training, a MaskNet is
designed to estimate different regions between the target image
It and the synthesized image Iˆs, formatted as min[M×(It− Iˆs)],
and a regularization term Lmask is used to constrain the
MaskNet during training, which is similar to [3]. Our intention
is to use the MaskNet to predict the regions that could
not be reconstructed. Considering the effect of incomplete
reconstruction on reconstruction loss, the mask M predicted
by MaskNet is introduced into L mrec:
L mrec =∑
pt
MLrec. (6)
Our final basic model with mask is formulated as follow:
L mbasic = α1L
m
rec+α2Lsmooth. (7)
Scale Consistency Loss: In the unsupervised monocular
frameworks, the depth and pose networks are trained by the
unlabelled short frame snippets that consisting of 3 or 5
frames. During training, because of the projection constraints
and reconstruction loss, the poses (Tt,s1, Tt,s2) between tar-
get image It and source images Is1, Is2 regressed by pose
network have the same scale factor in a snippet. However,
different snippets have different scale factors (compared with
the ground truth) because there is no corresponding scale
constraint loss applied. Therefore, previous pose and depth
networks [3], [9] cannot provide scale-consistent results be-
tween different snippets. Bian et al. [26] consider the scale-
consistency of pose network for generating full trajectories
over long monocular videos. Similarly, this paper proposes a
novel adaptive loss for better constraint on geometric and scale
consistency between snippets, which is formulated as follows:
Lscale = α4
1−SSIM(Dts, Dˆss)
2
− (1−α4)||Dts− Dˆss||1, (8)
Dts(ps)∼ KTˆt→sDˆt(pt)K−1pt , (9)
where α4 refers to a balance factor. Dts(ps) is computed by
the projection algorithm shown in Eq. (9), and it has the same
scale information as Dˆt . Dˆt stands for the predicted depth map
of target image. Dˆs is the predicted depth map of source image
(the target image of next frame snippet). Dˆss is reconstructed
from Dˆs by warping algorithm, which is similar to the view
reconstruction process in [3], and it contains the same scale
information as Dˆs. Then, SSIM loss [27] is adopted for the
consistency of Dts and Dˆ
s
s so that the scale between snippets
is aligned.
C. Boolean mask processing for masked GAN
Original GAN consists of two components, a generator (G)
and a discriminator (D) [41]. The discriminator is designed
to distinguish the real data x and synthesized data G(z)
by learning the distribution of them. Meanwhile, the major
task of generator is to generate a set of data G(z) with the
same distribution as the real data to fool the discriminator.
Therefore, a max-min game is played between the generator
and discriminator, and the loss function of original GAN [41]
is formulated as:
L = min
G
max
D
V (D,G)
= Ex∼pdata(x)[logD(x)]Ez∼pz(z)[log(1−D(G(z)))],
(10)
where pdata(x) and pz(z) stand for the data distribution of x
and z, respectively. Finally, a mapping relationship between
two data distributions is established through adversarial learn-
ing.
The unsupervised monocular depth estimation cannot feed
the discriminator with real depth map because there is no
ground truth. To deal with this, the framework combined with
GANs is proposed in previous works to predict depth and ego-
motion [17], [20]. The RGB images synthesized Iˆs by the view
reconstruction are sent to discriminator together with the target
images It :
LGAN = min
G
max
D
V (D,G)
= EIt∼p(It )[logD(It)]+EIˆs∼p(Iˆs)[log(1−D(Iˆs))],
(11)
where D(.) and G(.) stand for the discriminator and generator
of this paper.
Since the data distribution of unreconstructed regions is
unique to synthetic images, which will affect the adversarial
learning, we propose a boolean mask to reduce the impact of
unreconstructed regions on adversarial learning, and the same
unreconstructed regions as synthetic images are produced on
target images.
Boolean mask processing: Firstly, we transfer the floating
point mask M predicted by MaskNet to a boolean type Mb by
comparing with a threshold θ :
Mb(p) =
{
0 if |M(p)| ≤ θ ,
1 if |M(p)|> θ , (12)
where p stands for the pixel index on the mask. Then, to
eliminate the distinctive feature (unreconstructed regions in
synthesized images) between synthesized and target images,
we use the boolean mask Mb to reweight target image It and
make similar unreconstructed regions as the synthesized image
Iˆs on the target image It :
IMbt =MbIt . (13)
Besides, to prevent this boolean mask processing step from
introducing the new and particular noises into target images to
influence the training of discriminator, we do the same boolean
mask processing operation to the synthesized image Iˆs:
IˆMbs =Mb Iˆs. (14)
Masked GAN: After preprocessing by the boolean mask,
the masked target (real) and synthesized (fake) images, IMbt and
6Target images Source images Masks Synthesized images Masked target images
Fake image Real imageFig. 4. Qualitative results of MaskNet and boolean mask processing. The “masks” are generated by MaskNet to predict unreconstructed regions on synthesized
images, and they are converted to the boolean one to preprocess the target image. The “synthesized images” are reconstructed from source images by view
reconstruction algorithm. The “masked target images” are preprocessed by boolean mask and have the similar empty regions to synthesized images.
IˆMbs , are sent to the discriminator, and our final adversarial loss
is formulated as follows:
L MbGAN = minG
max
D
V (D,G)
= E
I
Mb
t ∼p(I
Mb
t )
[logD(IMbt )]+EIˆMbs ∼p(IˆMbs )[log(1−D(G(It , Is)))]
= E
I
Mb
t ∼p(I
Mb
t )
[logD(IMbt )]+EIˆMbs ∼p(IˆMbs )[log(1−D(Iˆ
Mb
s ))],
(15)
where IMbt and Iˆ
Mb
s are calculated by boolean mask processing,
Eq.13 and Eq. 14.
Floating point mask processing: To verify the effective-
ness of boolean mask processing, instead of transferring the
mask to the boolean one, the floating point mask M f = M
predicted by MaskNet is directly used to preprocess the
synthesized and target image (Iˆs, It ):
Iˆ
M f
s =M f Iˆs, I
M f
t =M f It . (16)
Therefore, the adversarial loss combined with floating point
mask processing is formulated as:
L
M f
GAN = minG
max
D
V (D,G)
= E
I
Mf
t ∼p(I
Mf
t )
[logD(I
M f
t )]+EIˆMfs ∼p(Iˆ
Mf
s )
[log(1−D(IˆM fs ))],
(17)
where I
M f
t and Iˆ
M f
s are calculated by floating point mask
processing, Eq.16.
IV. EXPERIMENTS
A. Implementation Details
Network architecture: Our unsupervised method mainly
consists of two modules, generator and discriminator, which
can be divided into three subnetworks, the MaskNet cou-
pled with the PoseNet, the DepthNet, and the discriminator
network. Our MaskNet and DepthNet follow the traditional
encoder-decoder framework. Previous works [9], [10], [26]
have shown the good performance of DispResNet [9] so that
we choose it as our DepthNet. The input of DepthNet is a
single RGB image, and the depth map is predicted in an
end-to-end manner. For the mask network, the MaskNet is
coupled with a PoseNet, which is a widely adopted framework
in previous works [3], [25]. The main difference is that we add
the skip-connection like [43] between encoder and decoder to
preserve important information [44] and improve the perfor-
mance of mask prediction. Besides, the MaskNet predicts a
mask to handle occlusions, dynamic objects and visual field
changes between target and source images. The architecture
of discriminator network is designed with reference to the
encoder of DispNet [45]. The target images and synthesized
images are both preprocessed by boolean mask processing step
before being sent to the discriminator. During training, the
discriminator outputs the probability that the input image is
real or fake, and the adversarial learning between the generator
and discriminator improves the training of depth and pose
networks.
Training detail: The training of our networks is based on
Tensorflow framework [46] and lasts about 28 hours on a
NVIDIA RTX 2080TI GPU. We use the KITTI raw dataset
[28] to train our DepthNet, and sequences 00-08 of the KITTI
odometry dataset are applied to train our PoseNet. For fairness,
the usage of training and testing sets is the same as previous
works [3], [9], [10], [20], [26]. During training, the image
resolution is resized to 416×128, the weights of generator and
discriminator are optimized by ADAM optimizers [47] with
β1 = 0.9, β2 = 0.999, learning rate of 0.0002 and batch size of
4. During training, we adopt α1 = 1.0, α2 = 0.5, α3 = 0.85,
α4 = 0.2, ϕ = 0.5, β = 0.4, γ = 0.001, θ = 0.9. We only
fine-tune the β and γ , and the other parameters are set based
on experiments or related works. We set the length of frame
snippets to be 5 for training DepthNet and 3 for PoseNet to
get better results. We directly use the pose estimation between
adjacent frames predicted by PoseNet to generate a global
trajectory of the testing sequence.
Evaluation metrics: For depth evaluation, the commonly
7TABLE I
ABLATION STUDY RESULTS ON THE KITTI RAW DATASET [28]. BASED ON THE BASIC LOSS FUNCTION (Lbasic , EQ. (2)), SCALE CONSISTENCY LOSS
(Lscale , EQ. (8)), ADVERSARIAL LEARNING (LGAN , EQ. (11)), MASKS FOR RECONSTRUCTION LOSS (L mbasic , EQ. (7), Lmask ), FLOATING POINT MASK
PROCESSING FOR ADVERSARIAL LEARNING (L
M f
GAN , EQ. (17)), AND BOOLEAN MASK PROCESSING FOR ADVERSARIAL LEARNING (L
Mb
GAN , EQ. (15)) ARE
INTRODUCED SEQUENTIALLY INTO TRAINING.
Lower is better Higher is better
Method Resolution Abs Rel Sq Rel RMSE RMSE log δ < 1.251 δ < 1.252 δ < 1.253
Lbasic 416×128 0.154 1.287 5.918 0.236 0.796 0.925 0.970
Lbasic + Lscale 416×128 0.153 1.173 5.573 0.228 0.796 0.931 0.974
Lbasic + Lscale + LGAN 416×128 0.152 1.142 5.630 0.230 0.791 0.928 0.973
L mbasic + Lscale + LGAN + Lmask 416×128 0.149 1.093 5.589 0.226 0.796 0.930 0.974
L mbasic + Lscale + L
Mf
GAN + Lmask 416×128 0.150 1.138 5.557 0.226 0.797 0.931 0.974
L mbasic + Lscale + L
Mb
GAN + Lmask 416×128 0.148 1.091 5.536 0.209 0.802 0.934 0.976
TABLE II
COMPARISON WITH THE METHODS USING GANS FOR UNSUPERVISED MONOCULAR DEPTH AND VO ESTIMATION. “SC” STANDS FOR WHETHER THE
SCALE-CONSISTENT IS CONSIDERED IN THEIR WORK. ∗ - DENOTES THAT THEIR DEPTH MAP IS NOT GENERATED FROM A SINGLE IMAGE IN AN
END-TO-END MANNER.
Lower is better Higher is better
Method Resolution SC Abs Rel Sq Rel RMSE RMSE log δ < 1.251 δ < 1.252 δ < 1.253
Kumar et al. [17] 384×128 × 0.211 1.980 6.154 0.264 0.732 0.898 0.959
GANVO ∗ [20] 416×128 × 0.150 1.141 5.448 0.216 0.808 0.939 0.975
Li et al. ∗ [25] 416×128 √ 0.150 1.127 5.564 0.229 0.823 0.936 0.974
OURS 416×128 √ 0.148 1.091 5.536 0.209 0.802 0.934 0.976
used evaluation metrics proposed by Eigen et al. [1] is used
in this paper to compare with others fairly, which include five
evaluation indicators: RMSE, RMSE log, Abs Rel, Sq Rel,
Accuracy:
• RMSE =
√
1
|N| ∑i∈N ‖ di−d∗i ‖2,
• RMSE log =
√
1
|N| ∑i∈N ‖ log(di)− log(d∗i ) ‖2,
• Abs Rel = 1|N| ∑i∈N
|di−d∗i |
d∗i
,
• Sq Rel = 1|N| ∑i∈N
‖di−d∗i ‖2
d∗i
,
• Accuracy: % of di s.t. max( did∗i ,
d∗i
di
) = δ < thr,
where di and d∗i denote the predicted depth of pixel i and
corresponding ground truth, and N denotes the total number
of the corresponding pixels with ground truth depth value. thr
denotes a threshold, and it is always set to 1.251, 1.252, and
1.253 during evaluation.
For trajectory evaluation, the generated full trajectory is
evaluated by the standard evaluation metrics provided in the
dataset [28], including a translation error metric terr(%) and
a rotation error metric rerr(◦/100m). Compared with the 5-
frame pose evaluation that is proposed in [3], the evaluation
metrics in this paper are more widely used in traditional VO
methods and more meaningful.
B. Monocular Depth Estimation
Ablation study: In this section, we first conduct a series of
ablation experiments to validate the efficacy of our proposed
framework, as shown in Table I. The “Lbasic” denotes that
our framework is trained by the basic loss Lbasic (Eq. (2)),
which consists of the reconstruction loss (Lrec, Eq. (4)), and
smoothness loss (Lsmooth, Eq. (5)). Then, scale consistency
loss (Lscale, Eq. (8)), adversarial learning (LGAN , Eq. (11)),
masks for reconstruction loss (L mbasic, Eq. (7), Lmask), and
Synthesized
images
Without
mask processing
Floating point 
mask processing
Boolean
mask processing
Fig. 5. Visual results of different kinds of mask processing. Raw mask
processing can only dilute the view while boolean mask processing is able to
construct empty regions that are almost identical to synthesized images.
boolean mask processing (L MbGAN , Eq. (15)) are introduced
sequentially into training. Although both mask and boolean
mask processing (BMP) in Table I are based on the output of
MaskNet, the mask is to reduce the effect of unreconstructed
regions on reconstruction loss, while BMP is applied to
eliminate the impact of unreconstructed regions on adversarial
loss.
From the results shown in Table I, comparing lines 1 and
2 in the table, the proposed scale consistency loss Lscale is
conducive to the improvement of depth estimation. Comparing
lines 2 and 3, the introduction of adversarial learning (GAN)
does not improve the accuracy of depth network, i.e., the intro-
duced adversarial learning does not play a role in the training
of DepthNet. On the other hand, we achieve a surprising good
result when the BMP is used to reduce the impact of unrecon-
structed regions on adversarial learning. Therefore, we believe
8TABLE III
MONOCULAR DEPTH RESULTS ON KITTI [28] BY THE SPLIT OF EIGEN et al. [1]. FOR TRAINING, MONO. /STEREO DENOTES THAT NETWORKS TRAINED
BY MONOCULAR SEQUENCES / STEREO IMAGE PAIRS. “-RESNET” STANDS FOR THE METHODS WITH DISPRESNET [9]. WE SHOW THE BEST RESULTS IN
BOLD.
Lower is better Higher is better
Method Supervision Resolution Cap Abs Rel Sq Rel RMSE RMSE log δ < 1.251 δ < 1.252 δ < 1.253
SfMLearner [3] Mono. 416×128 80m 0.208 1.768 6.865 0.283 0.678 0.885 0.957
Yang et al. [48] Mono. 416×128 80m 0.182 1.481 6.501 0.267 0.725 0.906 0.963
Vid2depth [49] Mono. 416×128 80m 0.163 1.240 6.220 0.250 0.762 0.916 0.968
GeoNet-ResNet. [9] Mono. 416×128 80m 0.155 1.296 5.857 0.233 0.793 0.931 0.973
Wang et al. [35] Mono. 416×128 80m 0.154 1.163 5.700 0.229 0.792 0.932 0.974
SC-SfM-ResNet [26] Mono. 416×128 80m 0.149 1.137 5.771 0.230 0.799 0.932 0.973
OURS Mono 416×128 80m 0.148 1.091 5.536 0.209 0.802 0.934 0.976
DF-Net [37] Mono. 576×160 80m 0.150 1.124 5.507 0.223 0.806 0.933 0.973
CC [10] Mono. 832×256 80m 0.140 1.070 5.326 0.217 0.826 0.941 0.975
SC-SfM [26] Mono. 832×256 80m 0.137 1.089 5.439 0.217 0.830 0.942 0.975
Vid2depth [49] Mono. 416×128 50m 0.155 0.927 4.549 0.231 0.781 0.931 0.975
GeoNet-ResNet. [9] Mono. 416×128 50m 0.147 0.889 4.290 0.214 0.808 0.942 0.979
Wang et al. [35] Mono. 416×128 50m 0.154 1.163 5.700 0.229 0.792 0.932 0.974
OURS Mono. 416×128 50m 0.141 0.848 4.204 0.209 0.818 0.944 0.980
Godard et al. [33] Stereo 512×256 50m 0.140 0.976 4.471 0.232 0.818 0.937 0.973
Zhan et al. [34] Stereo 608×160 50m 0.128 0.815 4.204 0.216 0.818 0.941 0.975
that the unreconstructed regions influence the performance of
adversarial learning. Then, the mask predicted by MaskNet
is introduced into the framework, shown as “L mbasic + Lscale
+ LGAN + Lmask”. From the evaluation metrics, the depth
estimation accuracy of “L mbasic + Lscale + LGAN + Lmask”
outperforms that of “Lbasic + Lscale + LGAN”, which means
that the adopted mask improves the training process of the
network. With the qualitative results of mask in Fig. 4, the
unreconstructed regions of synthesized images are accurately
predicted in the masks. Therefore, the reason for accuracy
improvement in depth estimation is that the mask is able to
significantly mitigate the influence of unreconstructed regions
on reconstruction loss. Afterwards, we adopt the BMP in this
paper to mask the target (real) and synthesized (fake) images
before sending to discriminator, shown as “L mbasic + Lscale
+ L MbGAN + Lmask”, and the best result among four cases is
achieved. Besides, the qualitative results of BMP shown in Fig.
4 also demonstrate that our proposed BMP can construct the
similar unreconstructed regions in target images, which helps
to reduce the impact of unreconstructed regions on adversarial
learning and plays a key role in adversarial learning. In
summary, this ablation study indicates the effectiveness of our
proposed modules.
Comparison of different mask processing: To further
verify the ability of the boolean mask, we compare the GAN
processed by BMP (L MbGAN) with the cases of GAN pro-
cessed by floating point mask (FMP) (L
M f
GAN) and the original
GAN without mask processing (LGAN), and the results are
shown in lines 4, 5 and 6 of Table I. Although FMP cannot
create the similar unreconstructed regions on target images
as synthesized images, it can be seen from Table I that
FMP plays a positive role in improving the performance of
adversarial learning when compared with the original GAN.
As the examples of different mask processing results shown in
Fig. 5, the effect of FMP is not as obvious as BMP. Besides,
experimental results in Table I show that either FMP or BMP
are effective in accuracy improvement of depth estimation, and
BMP works the best.
Images Ground Truth Ours
Fig. 6. Qualitative results of our depth networks, which is trained in an
unsupervised manner. The geometric structures in the scenes, such as boles
and cars, can be effectively presented by our depth model from single images.
Comparison with the methods using GANs: We compare
with the unsupervised monocular methods proposed in [17],
[20], [25], which introduce adversarial learning into the train-
ing framework. Note that the GANVO [20] generates its depth
prediction from a vector, which means that their depth network
cannot be used independently and predict depth in an end-
to-end manner. Meanwhile, the depth network in [25] takes
a single image as well as the temporal information for depth
estimation, therefore this network takes more information than
ours in depth estimation. Besides, because of the LSTM
module used in their framework in [25], the accuracy of depth
network depends on images sequences, and depth network
cannot predict the depth map from only a single image,
which limits its practical applications. Although our DepthNet
is jointly trained with other networks in the unsupervised
manner, it can be used independently during testing and has
the ability to accurately generate depth maps from single
images, which enables it to perform depth estimation on some
9(a) Trajectory of Seq. 09 (b) Trajectory of Seq. 10
Fig. 7. Qualitative results on the testing sequences of KITTI odometry dataset.
independent images such as network images. The quantitative
results are shown in Table II, and our method obtain the
competitive results.
Comparison with previous works: Considering that a
lot of previous works [9], [10], [26] have shown that Disp-
ResNet [9] has a better performance than DispNet [3], [45],
we take the Disp-ResNet as our DepthNet. The qualitative
and quantitative results of our DepthNet are evaluated by the
public metrics and shown in Fig. 6 and Table III. Compared the
ground truth with our predicted depth maps in Fig. 6, our deep
network predicts the depth information of geometric structures
in the scenes, such as trees, streets, cars, and buildings, etc.
Note that higher resolutions include detailed geometric details,
so we divided the results of different methods according
to the resolution of their input images for fairness. It has
been proved that the high-resolution input is conducive to
the improvement of accuracy [26]. Therefore, we choose
images with a resolution of 416 × 128 as the input to the
DepthNet, therefore our depth network can fit more cameras.
As shown in Table III, we obtain a better performance on end-
to-end monocular depth prediction under the condition that the
resolution is 416×128. In addition, our DepthNet also gets
competitive results when compared to the stereo methods [33],
[34].
C. Trajectory Prediction
For PoseNet, we follow Zhan et al. [34] and Bian et al. [26]
and evaluate the sequence 09-10 of the KITTI Odometry se-
quence. The standard evaluation tools provided by the dataset
are used to evaluate the full predicted trajectories, which are
different from previous monocular DL-based pose evaluation
methods [3], [9], [10], [21]. Table IV shows the average
rotation and translation errors of predicted trajectories on the
KITTI odometry sequence 09 and 10. As shown in Table IV,
comparing the results of “OURS-ResNet(Without Lscale)” and
“OURS-ResNet”, the proposed scale consistency loss Lscale
TABLE IV
VISUAL ODOMETRY RESULTS ON KITTI ODOMETRY DATASET [28]
Seq. 09 Seq. 10
Method Supervision terr(%) rerr(◦/100m) terr(%) rerr(◦/100m)
ORB-SLAM [14] - 15.30 0.26 3.68 0.48
SfMLearner [3] Mono. 17.84 6.78 37.91 17.78
GeoNet [9] Mono. 41.47 13.14 32.74 13.12
Zhan et al. [34] Stereo. 11.93 3.91 12.45 3.46
Bian et al. [26] Mono. 11.2 3.35 10.1 4.96
Wang et al. [51] Mono. 9.88 3.40 12.24 5.20
OURS-ResNet(Without Lscale) Mono. 12.75 4.25 14.45 4.33
OURS-ResNet Mono. 10.54 3.52 11.1 3.79
OURS-VGG Mono. 8.99 3.24 11.09 5.34
is effective to constrain the scale consistency. Although the
method in [25] also considers the scale-inconsistency of pose
estimation, the generated trajectories are neither evaluated
in the article nor published online, so we cannot make a
quantitative comparison with their trajectories. The visual
results are shown in Fig. 7, which are drawn by evo tools [50]
with automatic scale alignment for full trajectory. The method
[34] trained with stereo image pairs does not have the problem
of scale inconsistency because it learns the scale information
when training from stereo data. Monocular methods [3], [9],
[51] train their network with monocular sequence and suffer
from per-pose scale ambiguity and inconsistency. Meanwhile,
the scale information between different snippets predicted by
PoseNet is inconsistent so that they cannot provide an accurate
trajectory. Bian et al. tackle this problem by the geometric
alignment, and our method is shown to be competitive with
them.
Besides, as shown in Table IV, because of the strong back-
end optimization, ORB-SLAM [14] shows more powerful
performance in position and orientation prediction than deep
learning-based VO methods. Although there is still a big
gap compared with the traditional VO method [14], our pose
network has the ability to predict the full trajectory over long
monocular video in an end-to-end manner. With the continuous
development of deep networks and the application of novel
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geometric constraints, we believe that end-to-end trajectory
planning based on deep learning will eventually outperform
traditional methods.
V. CONCLUSION
In this paper, we present an unsupervised monocular depth
and VO estimation framework with scale consistency through
adversarial learning methods. The proposed method considers
the impact of incomplete reconstruction caused by dynamic
objects, occlusions and visual field changes on reconstruction
loss and adversarial loss, which in turn affects the training
of discriminator and generator networks. This paper tackles
these problems by introducing a MaskNet. The mask predicted
by MaskNet is used to reduce the impact of incomplete
reconstruction on reconstruction loss. Besides, we design a
BMP to preprocess real images to produce the same data
distribution as unreconstructed areas on synthesized images,
thus restoring balance to the generator and discriminator.
Furthermore, we tackle the scale-inconsistency in pose and
depth estimation by introducing an adaptive constraint. With
the proposed adversarial learning framework, our depth model
shows competitive results with the state-of-the-art methods,
and our pose model has the ability to provide a global
trajectory over long monocular sequence, which is meaningful
for practical applications. In the future, we will improve the
geometric constraints for more accurate trajectory prediction.
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