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1–INTRODUCTION.
Choisir entre deux hypothe`ses est un des proble`mes fondateurs de la
statistique mathe´matique. Il n’existe pas de solution miracle, suivant la mode´-
lisation choisie pour cette prise de de´cision on obtient des solutions diffe´rentes. Le
choix entre ces diffe´rents cadres de´cisionnels est un proble`me externe a` la statis-
tique mathe´matique, il de´pend du champ d’application conside´re´. La proce´dure
choisie fournit une aide a` la de´cision qu’il est difficile d’interpre´ter sans tenir
compte des crite`res qui ont structure´ sa production. Pourtant, l’utilisateur in-
terpre`te souvent ses re´sultats sans tenir compte de la mode´lisation sous jacente
avec laquelle il travaille (cf. [Wan.]). On peut meˆme se demander si une me´thode
statistique n’est pas d’autant plus populaire qu’il est possible d’oublier les bases
de sa construction dans sa mise en œuvre. Les tests statistiques finissent par dire
oui ou non a` des seuils conventionnels sans re´fe´rence a` la dissyme´trie de traitement
entre les deux hypothe`ses. De plus, quand l’hypothe`se H0 traduit la notion d’effet
ne´gligeable, elle prend souvent la forme d’un effet parfaitement nul. Il devient alors
paradoxalement plus facile de prendre une de´cision a` partir d’un e´chantillon, qui
est parfois simplement une sous population, qu’a` partir d’un travail exhaustif s’il
e´tait possible. Les utilisateurs semblent peu friands de re´ponses qui laissent place
au jugement comme une probabilite´ a poste´riori sur l’espace des parame`tres ou
des de´cisions. Et dans ce cas, il est rare de trouver une probabilite´ a priori lie´e au
champ d’e´tude, elle est le plus souvent non informative. Le point de vue que nous
allons de´velopper n’empeˆche e´videmment pas les pratiques magiques. Nous avons
simplement essaye´ de rendre difficile l’oubli du caracte`re ale´atoire des proce´dures
statistiques, en optant pour une aide sous la forme d’une probabilite´ sur l’espace
des de´cisions. Ce type d’infe´rence a e´te´ de´fendu dans de nombreux travaux (cf.
[KroM]).
L’e´tude d’un proble`me de de´cision statistique passe par la donne´e de
crite`res de se´lection entre les diffe´rentes re`gles de de´cision conside´re´es. Clas-
siquement on commence par se donner une fonction de perte et on compare les
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proce´dures de de´cision a` partir des fonctions de risque correspondantes. Il est
rare qu’un choix unique de ce crite`re s’impose, bien que l’e´tude de certaines fonc-
tions de perte soit privile´gie´e, par exemple la perte quadratique dans le cadre
de l’estimation ou le risque de se tromper pour le choix entre deux hypothe`ses.
Meˆme si ce dernier choix paraˆıt assez “naturel”, d’autres pertes sont possibles, en
particulier si on regarde ce proble`me de choix entre deux hypothe`ses comme un
proble`me d’estimation (cf. [HwaC], [Rob.] p. 186). Les fonctions de risque per-
mettent d’introduire un pre´ordre partiel sur les re`gles de de´cision et ainsi de
se´lectionner les re`gles admissibles. Cette premie`re se´lection s’obtient en comparant
les re`gles entre elles, elle ne de´rive pas de proprie´te´s intrinse`ques. Nous allons dans
cette e´tude partir de telles proprie´te´s pour de´finir les “bonnes” re`gles de de´cision,
celles que nous appellerons “experts”. Une re`gle pourra eˆtre de´clare´e expert sans
avoir a` la comparer a` l’ensemble des autres re`gles. La proprie´te´ de base que nous
imposons aux experts est simplement que le diagnostic d, θ appartient a` Θd, doit
eˆtre plus probable quand θ appartient a` Θd que lorsque θ n’y appartient pas. C’est
une notion de re`gle non biaise´e, mais pour que cela suppose une connaissance fine
du mode`le nous imposons que cette proprie´te´ soit aussi ve´rifie´e conditionnelle-
ment a` tout e´ve´nement non ne´gligeable, et pas simplement globalement comme
c’est ge´ne´ralement le cas. Quand ils existent les experts ne sont ainsi pas trop
de´pendants de l’espace des re´alisations et de l’espace des parame`tres choisis. Cette
de´finition des experts sera pre´cise´e par la suite, nous restons dans cette introduc-
tion au niveau des ide´es directrices. L’exemple simple de la famille des lois normales
de moyenne inconnue θ ∈IR et de variance 1 nous servira a` imager notre propos.
Lorsque les hypothe`ses sont unilate´rales les experts sont les re`gles admissibles pour
le risque de se tromper. Mais pour les hypothe`ses bilate´rales les experts se re´duisent
aux re`gles triviales qui de´cident toujours la meˆme hypothe`se. On peut dire que
c’est a` peu pre`s ce qui se passe dans tout mode`le statistique a` rapport de vraisem-
blance monotone. Nous allons eˆtre amene´ a` traiter deux proble`mes diffe´rents : un
trop plein d’experts d’un coˆte´ et une pe´nurie d’experts de l’autre.
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Commenc¸ons par le premier cas : que faire de tous ces experts ? Le statis-
ticien se trouve souvent dans une situation semblable, par exemple avec un ensem-
ble de re`gles admissibles. Il se donne ge´ne´ralement des crite`res supple´mentaires
pour essayer de se´lectionner une re`gle de de´cision : recherche d’un test U.P.P.
(uniforme´ment plus puissant), d’un test sans biais U.P.P., d’un test invariant
U.P.P., d’une re`gle de Bayes, d’une re`gle minimax, etc. Pour nous cela reviendrait a`
chercher un expert qui soit plus expert que les autres. Voila` qui sonne e´trangement
car le vocabulaire choisi traduit le fait que nous ne voulons pas se´lectionner un
expert. Ceci nous obligerait a` fournir a` l’utilisateur une re´ponse en tout ou rien,
ce qui finit par cacher son caracte`re ale´atoire. Nous pre´fe´rons conside´rer nos ex-
perts comme e´gaux en droit, les faire voter et fournir a` l’utilisateur le re´sultat
de ce vote, c’est-a`-dire une probabilite´ sur l’espace des deux de´cisions possibles.
Il se trouvera dans une situation semblable a` celle obtenue quand on transforme
une probabilite´ a poste´riori en une probabilite´ sur l’ensemble des de´cisions. Pour
faire voter nos experts il faut de´finir une probabilite´ sur l’ensemble des experts.
Nous en avons associe´ une a` chaque probabilite´ du mode`le en essayant d’accorder
d’autant plus de poids a` un ensemble d’experts qu’il est forme´ d’experts donnant
des re´sultats diffe´rents sous cette probabilite´. Nous avons alors autant de votes que
de valeurs du parame`tre et il y a bien des manie`res de les synthe´tiser. Reprenons le
cas d’hypothe`ses unilate´rales dans l’exemple des lois (N(θ, 1))θ∈IR. Pour le choix
entre H : θ ≤ θ0 et H ′ : θ > θ0, on peut dire que le vote associe´ a` la proba-
bilite´ frontie`re N(θ0, 1) est une solution de type minimax, sous chaque hypothe`se
elle choisit le plus favorable des votes de´favorables. C’est un vote neutre au point
frontie`re, c’est-a`-dire que lorsque θ0 est la valeur du parame`tre les votes en faveur
de H (resp. H ′) ont une fre´quence moyenne e´gale a` 12 . Pour chaque observation on
associe alors a` la de´cision H : θ ≤ θ0 une fre´quence de votes qui se trouve eˆtre le
seuil minimum de rejet du test de H contre H ′. La fre´quence des votes en faveur de
H ′ est aussi un seuil minimum de rejet, celui du test deH ′ contreH. Ceci donne un
sens nouveau a` la notion de p-value qui correspond mieux a` son utilisation courante
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et peu orthodoxe, comme indice de fiabilite´ du choix d’une des hypothe`ses. Cette
probabilite´ sur l’espace des de´cisions est obtenue sans l’introduction d’une loi a
priori non informative, comme dans le cadre baye´sien. Il est cependant possible de
synthe´tiser l’ensemble des votes en faisant une moyenne a` partir d’une probabilite´
sur l’ensemble des parame`tres et donc de prendre en compte des informations a
priori. Cette probabilite´ sert de ponde´ration, nous ne parlerons pas de probabilite´
a priori car elle ne se comporte pas de fac¸on semblable. Par exemple, en analyse
baye´sienne les p-values pre´ce´dentes se trouvent en prenant pour loi a priori la loi
impropre non informative de´finie par la mesure de Lebesgue, alors que dans notre
cas il faut prendre la masse de Dirac en θ0.
Analysons maintenant le cas ou` il n’y a que les experts triviaux. C’est ce
qui se passe pour les hypothe`ses bilate´rales dans l’exemple des lois (N(θ, 1))θ∈IR.
On peut penser diminuer les contraintes impose´es par la de´finition des experts
en travaillant sur une sous tribu, ce qui diminue l’ensemble des e´ve´nements sur
lesquels la proprie´te´ de base des experts doit s’appliquer conditionnellement.
Si l’on conside`re les hypothe`ses bilate´rales H : θ ∈ [−θ0,+θ0] et H ′ : θ ∈
] − ∞,−θ0[∪] + θ0,+∞[ on peut syme´triser le proble`me en se restreignant a` la
tribu engendre´e par les intervalles de meˆme probabilite´ sous θ0 et sous −θ0, c’est-
a`-dire les intervalles syme´triques par rapport a` 0. Il existe alors des experts, c’est
comme si on travaillait sur le mode`le image du pre´ce´dent par la statistique valeur
absolue, θ et −θ e´tant confondus car de meˆme image. Le re´sultat du vote sous θ0
ou −θ0 fournit le seuil minimum de rejet du test sans biais de H contre H ′ comme
fre´quence des votes en faveur de H. La fre´quence des votes en faveur de H ′ est
quant a` elle le seuil minimum de rejet du test de H ′ contreH. Cette solution repose
sur une syme´trie du proble`me de de´cision par rapport a` θ = 0, elle est justifie´e
s’il est e´quivalent pour l’interpre´tation d’avoir θ < −θ0 ou θ > +θ0. On casse
ainsi la structure d’ordre classique sur Θ =IR pour la remplacer par le pre´ordre
induit par la distance a` 0. Dans bien des cas la structure de de´part garde un sens
meˆme pour des hypothe`ses bilate´rales, le choix principal est entre H et H ′ mais
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θ < −θ0 et θ > +θ0 ne signifient pas la meˆme chose. Il est alors inte´ressant que
le vote par rapport a` ces hypothe`ses proviennent de votes pour les hypothe`ses
unilate´rales de´finies par le point frontie`re −θ0 d’une part et celles de´finies par θ0
d’autre part. Nous avons pour cela introduit la notion de votes compatibles sur
une famille d’hypothe`ses unilate´rales. Dans le cas pre´ce´dent il suffit que pour toute
observation la fre´quence des votes en faveur de la de´cision θ < −θ0 soit infe´rieure
a` la fre´quence des votes en faveur de la de´cision θ < +θ0. On peut alors de´finir
une probabilite´ sur les trois e´ve´nements ]−∞,−θ0[, [−θ0,+θ0] et ]+θ0,+∞[ donc
sur les hypothe`ses H et H ′. Cette manie`re de faire a l’avantage d’imposer une
cohe´rence entre les solutions de proble`mes de de´cision qui reposent sur une meˆme
structuration de l’espace des parame`tres par rapport aux interpre´tations possibles.
La notion de votes compatibles prend tout son inte´reˆt quand l’analyse du
parame`tre est structure´e par un ordre. L’ensemble des hypothe`ses unilate´rales joue
alors un roˆle fondamental. Dans un mode`le a` rapport de vraisemblance monotone,
de´finir des votes compatibles sur cette famille d’hypothe`ses revient a` de´finir une
probabilite´ sur l’espace des parame`tres muni de la tribu de l’ordre. Quand Θ
est un intervalle de IR muni de l’ordre usuel on de´finit ge´ne´ralement des votes
compatibles en associant a` chaque proble`me de de´cision unilate´ral le vote de´fini
par la probabilite´ frontie`re entre les deux hypothe`ses. Dans l’exemple des lois
(N(θ, 1))θ∈IR on obtient sur les bore´liens de Θ =IR la loi normale centre´e sur
l’observation obtenue et de variance 1. On peut aussi obtenir des votes compatibles
en utilisant des ponde´rations sur l’espace des parame`tres. Ceci est particulie`rement
inte´ressant dans le cas ou` on a une information a priori a` introduire. La solution
du vote frontie`re ne suppose, elle, aucune information a priori, elle donne d’ailleurs
souvent une loi sur les parame`tres qui peut eˆtre conside´re´e, dans le cadre baye´sien,
comme la loi a poste´riori d’une loi a priori non informative.
La probabilisation de l’espace des parame`tres muni de la tribu de l’ordre permet
de de´finir une probabilite´ sur n’importe quelles hypothe`ses, un peu comme une
probabilite´ a` poste´riori. Il est cependant pre´fe´rable que les hypothe`ses aient une
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interpre´tation lie´e a` l’ordre qui structure Θ. Lorsque l’espace des parame`tres
n’est pas ordonne´, mais est un produit d’espaces ordonne´s il est souvent possible
d’obtenir une probabilisation de cet espace. Lorsque chaque espace ordonne´
peut eˆtre probabilise´ de fac¸on inde´pendante on prendra la loi produit. Dans le
cas contraire il faudra hie´rarchiser les ordres et construire des probabilite´s de
transition. Pour un parame`tre fantoˆme cela revient a` trouver une solution au
proble`me de de´cision de´fini en fixant ce parame`tre, et a` obtenir une probabilisation
conditionnelle sur l’espace du parame`tre fantoˆme.
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2–CHOIX ENTRE DEUX PROBABILITE´S.
2.1 DE´FINITION DES EXPERTS.
Dans ce cas particulier l’espace des parame`tres se re´duit a` deux e´le´ments
Θ = {0, 1}. On peut toujours supposer que les deux probabilite´s Pθ admettent une
densite´ pθ par rapport a` une mesure µ sur (Ω,A) (cf. [Leh.] p. 74). Il y a deux
de´cisions possibles d = 0 et d = 1 qui correspondent respectivement au choix de
θ = 0 et de θ = 1. Une re`gle de de´cision est alors de´finie par une statistique re´elle
φ a` valeurs dans D = {0, 1}. Pour la re´alisation ω ∈ Ω, on de´cide d = φ(ω).
Comme nous l’avons explique´ dans l’introduction nous allons essayer
de de´finir les experts en imposant des proprie´te´s qui ne font pas intervenir des
comparaisons entre re`gles de de´cision. Ces proprie´te´s doivent pouvoir se ve´rifier ou
s’infirmer en ne conside´rant que la re`gle de de´cision qui postule au label d’expert.
Nous allons commencer par ce que l’on ne veut pas, donc par une
proprie´te´ qui ne peut pas eˆtre l’apanage d’un expert. Face a` une re´alisation ω
un expert doit diagnostiquer entre θ = 0 et θ = 1, on ne peut pas accepter que la
probabilite´ qu’il de´cide d = 0 quand θ = 0 soit plus faible que lorsque θ = 1. Il est
bien suˆr e´quivalent de dire que l’on ne veut pas que la probabilite´ de de´cider d = 1
soit plus faible pour θ = 1 que pour θ = 0. Ceci revient a` dire qu’un diagnostic d
doit avoir plus de chance d’eˆtre produit quand il est bon que quand il est mauvais.
Sous cette condition un expert doit ve´rifier :
P1({φ = 1}) = E1(φ) ≥ P0({φ = 1}) = E0(φ)
(Eθ est l’ope´rateur espe´rance par rapport a` Pθ).
C’est la notion classique de sans biais. Cette proprie´te´ est globale, elle
repose sur les moyennes de φ. Elle n’est pas tre`s contraignante localement. Par
exemple si elle est strictement re´alise´e, E1(φ) − E0(φ) = q > 0, on peut inverser
la de´cision sur tout e´ve´nement A inclus dans {φ = 0} (resp. {φ = 1}) de`s que
P0(A) ≤ q (resp. P1(A) ≤ q). Ceci nous montre que la re´alisation de cette proprie´te´
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ne suppose pas une connaissance fine de la structure du mode`le. Pour cela il faut
essayer de l’imposer conditionnellement a` tout e´ve´nement C. Si C est de probabilite´
non nulle sous P0 et P1 on peut de´finir un mode`le statistique conditionnel ;
(Ω,A) est muni des probabilite´s PCθ de´finies par :
∀θ ∈ {0, 1} ∀B ∈ A PCθ (B) = Pθ(B ∩ C)/Pθ(C).
Dans ce nouveau mode`le un expert doit alors ve´rifier :
PC1 ({φ = 1}) = EC1 (φ) ≥ PC0 ({φ = 1}) = EC0 (φ)
(ECθ est l’ope´rateur espe´rance par rapport a` P
C
θ ). Lorsque P0(C) ou P1(C) est
nulle on ne peut plus de´finir de mode`le statistique conditionnel. Mais dans ce cas,
si l’une des deux probabilite´s est non nulle, par exemple Pθ(C) 6= 0, un expert doit
de´cider d = θ sur Pθ presque suˆrement tout C. Ces conside´rations nous conduisent
a` la de´finition suivante :
De´finition 2.1.1
Soit le mode`le statistique
(
Ω,A, (Pθ)θ∈{0,1}
)
. Un expert du choix entre
P0 et P1 est une re`gle de de´cision φ : (Ω,A) → {0, 1} qui ve´rifie pour tout
e´ve´nement C :
P1(C ∩ {φ = 0}) = 0 si P0(C) = 0
P0(C ∩ {φ = 1}) = 0 si P1(C) = 0
EC1 (φ) ≥ EC0 (φ) si P0(C) 6= 0 et P1(C) 6= 0 .
Le proble`me du choix entre deux probabilite´s, P0 et P1, est traite´ de
deux manie`res dans la the´orie des tests, suivant qu’on privile´gie P0 ou P1. On
parle du test de P0 contre P1 ou du test de P1 contre P0. Ce sont les tests de
Neyman qui sont se´lectionne´s.
Rappelons qu’on appelle test de Neyman de P1 contre P0 (cf. [Mon.2] p. 135) une
fonction de test pour laquelle il existe k dans IR+ tel que :
φ(ω)
p.s.
= 1 sur {ω ∈ Ω ; p0 < kp1} et
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φ(ω)
p.s.
= 0 sur {ω ∈ Ω ; p0 > kp1}
(avec la convention ∞ × 0 = 0, la notation p.s.= signifiant : P0 et P1 presque
suˆrement).
Ce sont les tests de Neyman communs aux deux proble`mes de test : P0 contre P1
et P1 contre P0, qui vont jouer un roˆle fondamental dans notre proble`me. Nous
allons commencer par mettre en place cet outil.
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2.2 FONCTIONS DE TEST SIMPLES.
Conside´rons les e´ve´nements suivants :
S0 = {ω ∈ Ω ; p0(ω) > 0},
S1 = {ω ∈ Ω ; p1(ω) > 0},
Ωk = {ω ∈ Ω ; p0(ω) = k.p1(ω)}
⋂{S0 ∪ S1} pour k ∈IR+,
Ω∞ = {ω ∈ Ω ; p1(ω) = 0} = Sc1.
La famille {Ωk}k∈IR+ forme une partition de Ω. On vient ainsi de de´finir
une statistique K a` valeurs dans IR+ qui peut eˆtre conside´re´e comme le rapport
entre les densite´s p0 et p1 (la forme inde´termine´e 0/0 prenant ici la valeur +∞).
Cette statistique est unique, P0 et P1 presque suˆrement, c’est-a`-dire que presque
suˆrement, elle ne de´pend pas de la mesure et des densite´s choisies pour exprimer
P0 et P1 (voir annexe I ).
On peut de´finir les tests de Neyman de P1 contre P0 (voir 2.1) en utilisant
la statistique K. φ est un de ces tests si φ
p.s.
= 1I{K<+∞} ou si il existe k ∈IR+
tel que 1I{K<k}
p.s.
≤ φ
p.s.
≤ 1I{K≤k}. Pour k = 0 seul le test φ p.s.= 1I{K≤0} est
inte´ressant puisque ceux qui ne valent pas presque suˆrement 1 sur l’e´ve´nement
{K ≤ 0} sont de meˆme puissance (P0({φ = 0}) = 1) mais de seuil plus grand.
Il reste alors les tests de Neyman communs aux deux proble`mes de test. Ils sont
de´finis par l’une des proprie´te´s : φ
p.s.
= 1I{K≤0}, 1I{K<k}
p.s.
≤ φ
p.s.
≤ 1I{K≤k} et
k ∈IR+∗ , φ p.s.= 1I{K<+∞}. Les fonctions indicatrices qui permettent de de´finir ces
tests de Neyman vont jouer un roˆle essentiel.
De´finition 2.2.1
Soit (k, β) ∈
{
(0, 1); {(k, β)}k∈IR+∗ , β∈{0,1}; (∞, 0)
}
. La fonction de test
simple associe´e a` (k, β) est de´finie par : φ(k,β) =1I{K<k} +β. 1I{K=k} (la
statistique K est le rapport des deux densite´s p0 et p1).
Conside´rons les tests de Neyman compris presque suˆrement entre les
deux fonctions de test simples φ(k,0) et φ(k,1) pour k ∈IR+∗ . Ils sont presque
suˆrement e´gaux si P0({K = k}) = 0 et P1({K = k}) = 0. Dans le cas
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contraire, ces deux probabilite´s sont non nulles puisque k ∈IR+∗ . Elles de´finissent
sur {K = k} un mode`le conditionnel compose´ de deux probabilite´s identiques. Ce
qui diffe´rencie principalement les tests de Neyman φ compris entre φ(k,0) et φ(k,1)
c’est la probabilite´ de de´cider d = 1 quand l’e´ve´nement {K = k} est re´alise´ :
β = Pθ({φ = 1} ∩ {K = k})/Pθ({K = k}). Pour tout β dans l’intervalle [0, 1] on
peut trouver une re`gle de de´cision φ : Ω→ {0, 1} ayant la proprie´te´ pre´ce´dente, si
l’e´ve´nement {K = k} contient des e´ve´nements de probabilite´ conditionnelle β. Ceci
peut eˆtre impossible, par exemple si on prend pour mode`le le mode`le image de la
statistique exhaustive K. Afin de reme´dier a` cet inconve´nient, qui peut introduire
des discontinuite´s dans le traitement du proble`me, on utilise souvent des fonctions
de test ale´atoires : φ est a` valeur dans [0, 1] et φ(ω) repre´sente la probabilite´ de
de´cider d = 1. Pour prendre une de´cision il faut alors faire intervenir un ale´a sur
D = {0, 1} qui donne a` d = 1 la probabilite´ φ(ω) d’eˆtre obtenu. Si on introduit
cet ale´a dans le mode`le on obtient de nouveau des re`gles de de´cision de´terministes,
c’est-a`-dire a` valeur dans {0, 1}. Stevens [Ste.] par exemple utilise cet artifice pour
ame´liorer les intervalles de confiance dans le cas du parame`tre d’une loi binomiale.
Nous reviendrons sur cette difficulte´ de la re´partition d’une masse en k ∈IR+∗ entre
les de´cisions d = 1 et d = 0. Elle disparaˆıtra quand nous ferons voter nos experts
sans avoir a` introduire les fonctions de test ale´atoires ou a` utiliser un surmode`le
contenant un ale´a. Nous pourrons ne faire voter que les fonctions de test simples.
Conside´rons l’ensemble des fonctions de test simples :
Φs =
{
φ(0,1) ; {φ(k,β)}k∈IR+∗ , β∈{0,1} ; φ(∞,0)
}
.
Il est totalement ordonne´ par la relation d’ordre partiel usuelle sur les fonctions.
Aussi nous le noterons parfois [φ(0,1), φ(∞,0)]. L’ordre obtenu co¨ıncide avec celui
induit par l’ordre lexicographique sur les couples (k, β) :
(k, β) ≤ (k′, β′)⇐⇒


k < k′
ou
k = k′ et β ≤ β′.
Il permet de de´finir les bornes supe´rieure et infe´rieure d’un sous ensemble de
fonctions de test simples.
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L’ope´rateur Eθ, espe´rance par rapport a` Pθ, est croissant sur Φs =
[φ(0,1), φ(∞,0)].
Eθ(φ(k,β)) =
∫
Ω
φ(k,β) dPθ = Pθ({φ(k,β) = 1}).
(k, β) (0, 1) ր (∞, 0)
E0(φ(k,β)) 0 ր 1− P0(Ω∞)
E1(φ(k,β)) P1(Ω0) ր 1
On a toujours E1(φ(k,β)) − E0(φ(k,β)) =
∫
Ω
φ(k,β)(p1 − p0) dµ ≥ 0 ; en effet
φ(k,β)(p1 − p0) ≥ 0 pour k ≤ 1 et pour k > 1
∫
Ω
(φ(k,β) − φ(1,1))(p1 − p0) dµ ≥∫
Ω
(1− φ(1,1))(p1 − p0) dµ =
∫
Ω
−φ(1,1)(p1 − p0) dµ.
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2.3 ENSEMBLE DES EXPERTS.
Nous allons de´montrer que les experts sont les tests de Neyman
de´terministes communs aux tests de P0 contre P1 et de P1 contre P0. Ce que
nous allons e´crire en utilisant les fonctions de test simples, comme en 2.2.
Proposition 2.3.1
Les experts sont les re`gles de de´cision φ : (Ω,A) → {0, 1} presque
suˆrement ordonnables dans l’ensemble des fonctions de test simples : Φs =
[φ(0,1), φ(∞,0)]. C’est-a`-dire qu’il existe des fonctions de test simples, e´gales ou
conse´cutives, encadrant presque suˆrement φ : φ(k,β)
p.s.
≤ φ
p.s.
≤ φ(k,β′).
Cette proprie´te´ est ve´rifie´e s’il existe φ(k,β) presque suˆrement e´gale a` φ
ou s’il existe k ∈IR+∗ tel que φ(k,0)
p.s.
< φ
p.s.
< φ(k,1) (la relation
p.s.
< signifiant
p.s.
≤
sans avoir
p.s.
= ).
De´monstration
I —– Condition ne´cessaire.
Soit φ un expert. On cherche k ∈ IR+, β et β′ dans {0, 1} tels
que : φ(k,β)
p.s.
≤ φ
p.s.
≤ φ(k,β′).
Par construction de Ω0 et Ω∞ (voir 2.2) on a P0(Ω0) = 0 et P1(Ω∞) = 0.
La de´finition des experts entraˆıne alors : P1(Ω0 ∩ {φ = 0}) = 0 et
P0(Ω∞ ∩ {φ = 1}) = 0. Ce qui peut s’e´crire φ(0,1)
p.s.
≤ φ
p.s.
≤ φ(∞,0).
Nous pouvons maintenant de´finir
φ(k0,β0) = sup
{
φ′ ∈ [φ(0,1), φ(∞,0)] ; φ′
p.s.
≤ φ} et
φ(k1,β1) = inf
{
φ′ ∈ [φ(0,1), φ(∞,0)] ; φ
p.s.
≤ φ′}.
Si k0 > k1, pour k ∈]k1, k0[ on a e´videmment
φ(k,0)
p.s.
≤ φ
p.s.
≤ φ(k,1). Ces ine´galite´s sont aussi ve´rifie´es pour k = k0,
lorsque 0 < k0 = k1 < +∞. Les cas k0 = k1 = 0 et k0 = k1 = +∞
correspondent a` φ
p.s.
= φ(0,1) et φ
p.s.
= φ(∞,0).
Il nous reste a` montrer que l’on ne peut pas avoir k0 < k1.
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Pour cela nous allons supposer k0 < k1 et trouver un
e´ve´nement C ve´rifiant : P0(C) 6= 0, P1(C) 6= 0 et EC1 (φ) < EC0 (φ).
Par de´finition, ceci contredira le fait que φ est un expert.
Soit k ∈]k0, k1[.
Conside´rons l’e´ve´nement A = {φ(k,0) − φ(k0,β0) = 1} ∩ {φ = 0}. La
de´finition de φ(k0,β0) entraˆıne que P0(A) ou P1(A) est non nulle, sinon
on aurait φ(k0,β0) < φ(k,0)
p.s.
≤ φ. De plus, sur A ⊆ Ω − (Ω0 ∪ Ω∞) les
densite´s p0 et p1 sont strictement positives, on a donc : P0(A) 6= 0 et
P1(A) 6= 0.
De meˆme, la de´finition de φ(k1,β1) entraˆıne que l’e´ve´nement B =
{φ(k1,β1) − φ(k,1) = 1} ∩ {φ = 1} ve´rifie : P0(B) 6= 0 et P1(B) 6= 0.
L’e´ve´nement C = A∪B est bien suˆr de probabilite´ non nulle sous P0 et
P1, pour finir nous allons montrer qu’il ve´rifie : E
C
1 (φ) < E
C
0 (φ). On a
EC0 (φ) = P0(B)/[P0(A) + P0(B)] et E
C
1 (φ) = P1(B)/[P1(A) + P1(B)],
avec P0(A) =
∫
A
p0 dµ <
∫
A
kp1 dµ = kP1(A) et P0(B) =
∫
B
p0 dµ >∫
B
kp1 dµ = kP1(B), ce qui entraˆıne P0(A)/P0(B) < P1(A)/P1(B) ; on
en de´duit alors facilement l’ine´galite´ recherche´e.
II —– Condition suffisante.
Soit φ une re`gle de de´cision encadre´e presque suˆrement par
deux fonctions de test simples e´gales ou conse´cutives : φ(k,β)
p.s.
≤ φ
p.s.
≤
φ(k,β′). On doit de´monter que φ est un expert. Pour cela on conside`re
un e´ve´nement C et on envisage les trois cas de la de´finition 2.1.1.
1er cas : P0(C) = 0.
C est donc P1 presque suˆrement inclus dans Ω0 ; de plus comme
φ
p.s.
≥ φ(k,β) ≥ φ(0,1), φ est presque suˆrement e´gale a` 1 sur Ω0 ; l’e´galite´
recherche´e, P1(C ∩ {φ = 0}) = 0 s’en de´duit facilement.
2e`me cas : P1(C) = 0.
Dans ce cas C est P0 presque suˆrement inclus dans Ω∞ et φ
est presque suˆrement e´gale a` 0 sur Ω∞ puisque : φ
p.s.
≤ φ(k,β′) ≤ φ(∞,0) ;
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on obtient alors facilement l’e´galite´ recherche´e : P0(C ∩ {φ = 1}) = 0.
3e`me cas : P0(C) 6= 0 et P1(C) 6= 0.
Conside´rons le mode`le statistique conditionnel :(
Ω,A, (PCθ )θ∈{0,1}
)
avec PCθ de densite´ (1/Pθ(C)) 1IC par rapport a` Pθ.
Dans ce nouveau mode`le φ est encore un test de Neyman, elle de´finit
un test uniforme´ment plus puissant, pour tester PC0 contre P
C
1 au seuil
(1/P0(C))E0(1IC .φ) = E
C
0 (φ) et pour tester P
C
1 contre P
C
0 au seuil
(1/P1(C))E1(1IC .(1− φ)) = EC1 (1− φ). La puissance e´tant supe´rieure
au seuil on a bien EC1 (φ) ≥ EC0 (φ) (cf. [Leh.] p. 76).
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2.4 VOTES DES EXPERTS.
Les experts font partie des proce´dures de de´cision admissibles pour le
risque classique : la probabilite´ de se tromper. Si on voulait se´lectionner un expert
il faudrait imposer des contraintes supple´mentaires. Dans la the´orie des tests on
privile´gie une hypothe`se, par exempleH0 : θ = 0, on fixe un seuil α et on s’inte´resse
aux proce´dures de de´cision qui ve´rifient E0(φ) ≤ α et maximisent E1(φ). Le lemme
fondamental de Neyman et Pearson (cf. [Leh.] p. 74) nous donne la solution. Cette
manie`re de faire est bien suˆr critiquable. Certains vont pre´fe´rer donner un indice
d’aide a` la prise de de´cision comme la p-value, le seuil minimum de rejet (cf. [Sch.]).
D’autres vont refuser la dissyme´trie totale de traitement des deux hypothe`ses
en acceptant une troisie`me de´cision, celle de ne pas conclure (cf. [Mor.1] [Ney.]
[Nik.1]).
La difficulte´ du choix d’un expert provient du comportement oppose´ des deux
risques E0(φ) et E1(1− φ), quand l’un diminue l’autre augmente.
(k, β) (0, 1) ր (∞, 0)
E0(φ(k,β)) 0 ր 1− P0(Ω∞)
E1(1− φ(k,β)) 1− P1(Ω0) ց 0
On peut supprimer cet inconve´nient en construisant un risque unique, synthe`se
des deux pre´ce´dents. La difficulte´ est alors transfe´re´e au choix de cette synthe`se.
Dans le cadre Bayesien c’est le choix de la probabilite´ a priori sur Θ = {0, 1},
c’est-a`-dire les ponde´rations des deux risques. On se´lectionne ainsi une proce´dure
de de´cision qui minimise la moyenne ponde´re´e des deux risques. Mais bien souvent
on fournit a` l’utilisateur la probabilite´ a` poste´riori sur Θ = {0, 1} et on le laisse se
forger sa propre opinion a` partir de cette probabilite´ sur Θ, qu’il transformera en
probabilite´ sur D = {0, 1}.
Dans la plupart des pratiques, le choix d’une proce´dure de de´cision est
illusoire, l’utilisateur ne peut pas mettre en avant les yeux ferme´s la re´ponse
fournie, meˆme si elle est de´terministe. Il doit de´fendre les crite`res qui ont pre´side´ au
choix de cette proce´dure. Pour une application donne´e ces crite`res font rarement
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l’unanimite´ des utilisateurs, plusieurs re`gles sont le´gitimes. Comme elles donnent
leur avis gratuitement, aucune contrainte e´conomique ne nous empeˆche de les
entendre toutes. C’est ce que nous nous proposons de faire pour les experts. La
difficulte´ sera alors de re´sumer leurs re´ponses. Pour cela nous accorderons a` chacun
d’eux un poids spe´cifique en probabilisant l’ensemble des experts se´lectionne´s.
L’utilisateur obtiendra le re´sultat de ce ”vote” d’experts sous la forme d’une
probabilite´ sur D. Bien entendu nous ne chercherons pas a` probabiliser l’ensemble
des experts par une masse de Dirac car nous retrouverions le proble`me de
la se´lection d’un expert. Nous allons plutoˆt essayer de faire voter les experts
“de´mocratiquement”.
Avant d’e´tudier comment re´partir les voix des experts, il nous faut mieux
de´finir les votants. Par exemple, des experts presque suˆrement e´gaux ne feront
qu’un, ils n’auront droit qu’a` une seule carte de vote. Nous voulons aussi que
les diffe´rentes fac¸ons de mode´liser le proble`me de de´cision n’influencent pas les
re´sultats. C’est bien suˆr la valeur de la statistique exhaustive K, le rapport des
densite´s, qui joue le roˆle fondamental. Elle est unique presque suˆrement (voir
annexe I). Mais nous avons vu qu’il y a des experts qui ne sont pas uniquement
de´finis, presque suˆrement, par la valeur de K. Ce sont ceux correspondant a`
une fonction de test φ strictement encadre´e par deux fonctions de test simples
conse´cutives : φ(k,0)
p.s.
< φ
p.s.
< φ(k,1) (voir la proposition 2.3.1). Ces experts ne
peuvent exister que pour k ∈IR+∗ et a` condition qu’il y ait une masse en k :
P0({K = k}) > 0 et P1({K = k}) > 0. Cela ne suffit pas, il faut pouvoir partager
cette masse entre les de´cisions d = 0 et d = 1. Ce qui n’est pas possible quand
Ω est constitue´ des valeurs de K. L’existence de tels experts suppose donc que
l’ensemble des re´alisations Ω contienne des informations superflues, par exemple
un ale´a permettant de prendre une de´cision a` partir d’une re`gle ale´atoire (voir 2.2).
Quand il existe plusieurs experts de ce type pour un meˆme k, ce qui les diffe´rencie
c’est principalement la part de P0({K = k}) et P1({K = k}) qu’ils consacrent a`
la de´cision d = 1. S’ils le font sur des re´alisations diffe´rentes dans {K = k} ceci
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n’a pas d’importance puisque sous {K = k}, les probabilite´s conditionnelles sont
uniformes. Les experts compris strictement entre φ(k,0) et φ(k,1) peuvent donc sur
{K = k} faire ce qu’ils veulent, le choix entre P0 et P1 n’est plus structurant, seule
la limitation des informations inutiles peut les restreindre. Nous allons commencer
par refuser toute information superflue et donc nous limiter aux experts de´pendant
de la statistique exhaustive K. Ce qui revient a` faire voter les experts de´finis par
l’ensemble des fonctions de test simples.
La re´partition des voix sur Φs = [φ(0,1), φ(∞,0)], consiste a` probabiliser
Φs. Pour cela nous le munissons de la tribu bore´lienne correspondant a` la topologie
de l’ordre. Un intervalle de Φs aura d’autant plus de poids que ses extre´mite´s
φ et φ′ sont des experts diffe´rents. Il semble naturel d’exprimer ces diffe´rences
en comparant les moyennes des experts sous Pθ. Des experts e´gaux presque
suˆrement ne compteront alors que pour un, car sur Φs, les classes d’e´quivalences
forme´es d’experts de meˆme moyenne sont celles de´finies par l’e´galite´ presque
suˆre. On de´finit alors une probabilite´ sur Φs en posant pour φ ∈]φ(0,1), φ(∞,0)[ :
mθ([φ(0,1), φ[) = Eθ(φ). Il en est de meˆme si l’on pose m
′
θ([φ(0,1), φ]) = Eθ(φ). Ces
deux probabilite´s sont identiques si la fonction de re´partition de K est continue.
Dans le cas contraire il existe k ∈IR+∗ posse´dant une masse : Pθ({K = k}) > 0.
Cette masse est affecte´e a` φ(k,0) parmθ et a` φ(k,1) parm
′
θ. En fait, il semble le´gitime
de partager e´quitablement la masse. Pour une re´alisation ω, le re´sultat du vote est
alors une probabilite´ Qωθ sur D de´finie par Q
ω
θ ({1}) =
∫
Φs
φ(ω) d(mθ +m
′
θ)/2.
De´finition 2.4.1
Lorsqu’on re´alise ω appartenant a` {K = k}, le re´sultat du vote des
experts sous Pθ est une probabilite´ Q
ω
θ de´finie sur l’espace des de´cisions par :
Qωθ ({1}) =


1 si k = 0
(1/2)Pθ({K = k}) + Pθ({K > k}) = 1− Eθ(φ(k,1/2)) si k ∈IR+∗
0 si k =∞
(avec φ(k,1/2) =1I{K<k} +(1/2) 1I{K=k}= (1/2)[φ(k,0) + φ(k,1)]).
On retrouve la notion de p-value, plus exactement celle de mid-p-value
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(cf. [Rou.]). Si on fait voter les experts en utilisant P0 pour les diffe´rencier, la
fre´quence de la de´cision d = 0 quand on re´alise ω, Qω0 ({0}), est un seuil minimum
de rejet du test de H0 : θ = 0 contre H1 : θ = 1. Dans le cas ou` on re´partit les voix
en utilisant P1, la fre´quence de la de´cision d = 1, Q
ω
1 ({1}), est un seuil minimum de
rejet du test de H0 : θ = 1 contre H1 : θ = 0. S’il y a une masse en k ∈IR+∗ , ce seuil
minimum de rejet correspond a` une moyenne uniforme entre les seuils des tests
ale´atoires a` la limite du rejet quand on observe k. Ces tests ale´atoires deviennent
des experts si on prend pour mode`le le produit du mode`le image de K par l’ale´a
sur [0, 1] muni de la probabilite´ uniforme. On obtient l’ensemble Φe des experts
de´finis par φ(k,β)(ω, u) =1I{K<k} (ω)+ 1I{K=k} (ω). 1I[0,β] (u) avec k ∈IR+∗ et
β ∈ [0, 1]. On peut de´finir comme pre´ce´demment des probabilite´s mθ et m′θ, cette
fois elles sont de´finies sur Φe muni de la topologie de l’ordre lexicographique, et
l’ope´rateur Eθ de´signe la moyenne par rapport au produit de Pθ par la probabilite´
uniforme. Dans ce cas on a cre´e´ un continuum, les probabilite´s mθ et m
′
θ sont
identiques. Il est facile de ve´rifier que pour cette probabilite´, le re´sultat du vote
des experts de Φe est celui de la de´finition pre´ce´dente.
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2.5 VOTE PONDE´RE´.
Nous allons analyser ce qui se passe quand on fait voter les experts en
utilisant un me´lange de P0 et P1. Il est de´fini par une probabilite´ Λ sur Θ = {0, 1}
donc par Λ({0}) = λ. Si l’on veut comparer les re´sultats obtenus avec ceux de
l’analyse Bayesienne a` partir de la loi a priori Λ, il est pre´fe´rable que λ puisse
s’interpre´ter comme une prise de position en faveur de l’hypothe`se θ = 0, donc
que la croissance de λ entraˆıne celle de la fre´quence des experts qui de´cident P0.
Comme E1(φ(k,β)) − E0(φ(k,β)) ≥ 0 (voir fin de 2-2) on a Qω0 ({0}) ≤ Qω1 ({0}), le
me´lange associe´ a` λ ∈ [0, 1] sera : (1− λ)P0 + λP1.
De´finition 2.5.1
Soit λ ∈ [0, 1]. Pour une re´alisation ω ∈ Ω, on appelle vote des experts
ponde´re´ par λ, la probabilite´ de´finie sur l’ensemble des de´cisions par :
Qωλ({1}) = (1− λ)Qω0 ({1}) + λQω1 ({1}).
Qωλ est le re´sultat du vote des experts quand dans la de´finition 2.4.1 on
remplace la probabilite´ Pθ par le me´lange (1 − λ)P0 + λP1. On retrouve bien les
votes Qω0 et Q
ω
1 pour λ = 0 et λ = 1.
On maximise la prise de de´cision en faveur de θ = 0, en prenant λ = 1. Le
vote des experts est alors e´tabli a` partir de P1 et la fre´quence de la de´cision d = 1,
Qω1 ({1}), est le seuil minimum de rejet du test de H0 : θ = 1 contre H1 : θ = 0.
C’est le type de test qui permet de confirmer avec force la faveur accorde´e a` θ = 0
puisqu’on est alors dans le cas du rejet. On peut faire une remarque semblable
dans le cas ou` on favorise θ = 1, en prenant λ = 0. C’est le seuil minimum de rejet
du test de H0 : θ = 0 contre H1 : θ = 1 qui intervient.
Meˆme si iciD = Θ = {0, 1}, la probabilite´Qωλ ne peut pas eˆtre confondue
avec la probabilite´ a posteriori Λ({θ} | ω) obtenue a` partir de la probabilite´ a priori
Λ de´finie par Λ({0}) = λ. Lorsque ω appartient a` Ωk on a (cf. [Bor.] p. 283) :
Λ({1} | ω) =


1 si k = 0
(1− λ)/[λk + (1− λ)] si k ∈IR+∗
0 si k =∞.
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Alors que la fre´quence des experts ayant de´cide´ P1, dans un vote ponde´re´ par λ,
est e´gale a` :
Qωλ({1}) =


1 si k = 0
1− (1− λ)E0(φ(k,1/2))− λE1(φ(k,1/2)) si k ∈IR+∗
0 si k =∞.
Exemple :
Conside´rons, par rapport a` la mesure de Lebesgue, les deux densite´s :
p0 = (1/6) 1I[0,1] +(1/3) 1I]1,2[ +(1/2) 1I[2,3] et
p1 = (1/2) 1I[0,1] +(1/3) 1I]1,2[ +(1/6) 1I[2,3]
Il y a trois valeurs de k utiles : 1/3, 1 et 3. Le tableau suivant donne le vote des
experts et la probabilite´ a posteriori en fonction de la ponde´ration λ.
Qωλ({1}) Λ({1} | ω)
1− λ 0ր 1/2ր 1 1− λ 0ր 1/2ր 1
ω ∈ [0, 1] 11−2λ12 3/4ր 5/6ր 11/12 3−3λ3−2λ 0ր 3/4ր 1
ω ∈]1, 2[ 2−λ3 1/3ր 1/2ր 2/3 1− λ 0ր 1/2ր 1
ω ∈ [2, 3] 3−2λ
12
1/12ր 1/6ր 1/4 1−λ
1+2λ
0ր 1/4ր 1
Le choix de λ a des conse´quences moins lourdes sur Qωλ({1}) que sur Λ({1} | ω).
Pour une re´alisation ω, les re´ponses ont une amplitude de 1 dans le cas de la
probabilite´ a posteriori et de 2/12 ou 1/3 dans le cas du vote des experts.
Cette remarque ne de´pend pas de l’exemple. Il en est toujours ainsi
quand ω appartient a` Ωk et k a` IR
+
∗ ; lorsque (1 − λ) varie de 0 a` 1, Λ({1} | ω)
croˆıt de 0 a` 1 alors que Qωλ({1}) croˆıt de 1 − E1(φ(k,1/2)) a` 1 − E0(φ(k,1/2)).
L’amplitude de ces variations, Qω0 ({1}) − Qω1 ({1}), est maximum lorsque la
re´alisation n’apporte aucune information, c’est-a`-dire que ω appartient a` Ω1 =
{K = 1} ; elle vaut alors E1(φ(1,1/2)) − E0(φ(1,1/2)) = P1(B) − P0(B) avec
B = {ω ∈ Ω ; p0(ω) < p1(ω)}. Le centre de l’intervalle de variation correspond
a` λ = 1/2, Qω1/2({1}) = 1 − (1/2)[E0(φ(k,1/2)) + E1(φ(k,1/2)], dans ce cas on ne
privile´gie aucune des deux hypothe`ses, on les traite syme´triquement. Ce qualificatif
peut s’appliquer a` d’autres manie`res de faire. Dans le paragraphe suivant nous en
verrons une qui repose directement sur les deux votes de base sans les me´langer.
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3–RE`GLES DE DE´CISION DE BOL’SHEV.
3.1 DE´FINITIONS ET PROPRIE´TE´S.
Les re`gles de Bol’shev donnent une solution au proble`me du choix entre
deux probabilite´s quand on accepte la possibilite´ de ne pas conclure (cf. [Nik.1] et
[Nik.2]). Bol’shev conside`re l’ensemble des de´cisions D′ = {0, 1, 2}, la de´cision 2
voulant dire que les deux probabilite´s sont plausibles, on refuse de prendre position
en faveur de l’une d’elles. Une re`gle de de´cision δ′ est alors une probabilite´ de
transition de (Ω,A) vers (D′,D′) ; D′ e´tant l’ensemble des parties de D′. Pour
toute partie C de D′, δ′(ω, C) repre´sente la probabilite´ de de´cider que d appartient
a` C, lorsqu’on observe ω.
La perte utilise´e par Bol’shev est celle qui donne pour risque la proba-
bilite´ de se tromper, on peut l’e´crire L(θ, d) = 1− 1I{θ,2} (d). Pour une re`gle δ′ il
conside`re donc les deux erreurs :
R(θ, δ′) =
∫
Ω
[∫
D′ L(θ, .) dδ
′(ω, .)
]
dPθ(ω) = Eθ[1− δ′(., {θ, 2})].
Bol’shev se fixe deux seuils α0 ∈ [0, 1] et α1 ∈ [0, 1] ; il s’inte´resse aux re`gles
δ′ ve´rifiant R(θ, δ′) ≤ αθ pour θ ∈ {0, 1}. Cet ensemble de re`gles, ∆′α, est non
vide puisqu’il contient la re`gle qui de´cide toujours d = 2. Bien suˆr, cette re`gle est
ininte´ressante, Bol’shev cherche des re`gles qui ne de´cident pas trop souvent d = 2.
Pour les re`gles δ′ de ∆′α, il va faire intervenir les deux probabilite´s de de´cider
d = 2 : Eθ(δ
′(., {2})) et essayer de les minimiser. Il conside`re donc le pre´ordre
partiel suivant.
De´finition 3.1.1
Dans ∆′α, une re`gle δ′ est aussi bonne qu’une re`gle δ′′ si :
E0(δ
′(., {2})) ≤ E0(δ′′(., {2})) et E1(δ′(., {2})) ≤ E1(δ′′(., {2})).
Nous allons retrouver les re´sultats principaux sur les re`gles de Bol’shev en
utilisant les fonctions de test simples, ce qui nous permettra de faire plus facilement
le lien avec les experts. Comme les re`gles de de´cision conside´re´es sont ale´atoires,
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les fonctions de test φ(k,β) utilise´es le seront avec β dans [0, 1] et pas dans {0, 1}
(voir la de´finition 2.2.1). L’ensemble de ces fonctions de test est note´ Φa.
Φa =
{
φ(0,1) ; {φ(k,β)}k∈IR+∗ , β∈[0,1] ; φ(∞,0)
}
.
Il est muni de l’ordre lexicographique et il a alors les meˆmes proprie´te´s que Φs
(voir la fin de 2.2). L’ope´rateur Eθ est continu pour la topologie de l’ordre.
De´finition 3.1.2
On appelle re`gle de Bol’shev, les probabilite´s de transition de (Ω,A) vers
(D′,D′) de´finies par deux fonctions de test de Φa, φ(k′,β′) ≤ φ(k′′,β′′), de la manie`re
suivante :
δ′(ω, {d}) =


1− φ(k′′,β′′)(ω) si d = 0
φ(k′,β′)(ω) si d = 1
φ(k′′,β′′)(ω)− φ(k′,β′)(ω) si d = 2.
Comme le montre la proposition suivante, on peut dans ∆′α se restreindre
aux re`gles de Bol’shev.
Proposition 3.1.1
Soit δ′ un e´le´ment de ∆′α. Il existe dans ∆
′
α une re`gle de Bol’shev δ
′
B
aussi bonne que δ′.
De´monstration
φ′(ω) = δ′(ω, {1}) de´finit un test de H0 : θ = 0 contre
H1 : θ = 1 au seuil α
′ = E0(δ′(., {1})) ≤ α0. Les proprie´te´s de l’ope´rateur
Eθ sur Φa permettent d’affirmer qu’il existe dans Φa un plus grand
e´le´ment, φ(k′,β′), ve´rifiant :
E0(φ(k′,β′)) = inf{α′ , (1− P0(Ω∞))}.
D’apre`s le lemme de Neyman et Pearson (cf. [Leh.] p. 74) φ(k′,β′) de´finit
un test de H0 contre H1 aussi puissant que φ
′, ce qui se traduit par :
E1(φ(k′,β′)) ≥ E1(φ′).
De meˆme φ′′(ω) = δ′(ω, {0}) de´finit un test de H ′0 : θ = 1
contre H ′1 : θ = 0 au seuil α
′′ = E1(δ′(., {0})) ≤ α1. Il existe dans Φa un
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plus petit e´le´ment φ(k′′,β′′) qui ve´rifie :
E1[1− φ(k′′,β′′)] = inf{α′′ , (1− P1(Ω0))}.
1 − φ(k′′,β′′) de´finit un test de Neyman de H ′0 contre H ′1 aussi puissant
que φ′′. Il ve´rifie donc aussi :
E0(1− φ(k′′,β′′)) ≥ E0(φ′′).
1er cas : φ(k′,β′) < φ(k′′,β′′).
Ces deux fonctions de test de´finissent une re`gle de Bol’shev δ′B
qui appartient a` ∆′α car pour θ ∈ {0, 1} on a :
R(θ, δ′B) = Eθ[1− δ′B(., {θ, 2})] ≤ αθ.
Il reste a` de´montrer que δ′B est aussi bonne que δ
′, soit :
Eθ[δ
′
B(., {2})] ≤ Eθ[δ′(., {2})] pour θ ∈ {0, 1}.
L’ine´galite´ φ(k′,β′) < φ(k′′,β′′) est incompatible avec l’e´galite´
E0(φ(k′,β′)) = 1− P0(Ω∞) car on a alors φ(k′,β′) = φ(∞,0) ;
E0(φ(k′,β′)) est donc e´gale a` α
′ = E0(φ′).
On a aussi E1[1− φ(k′′,β′′)] = α′′, sinon on aurait φ(k′′,β′′) = φ(0,1).
Pour θ ∈ {0, 1} on obtient alors facilement :
Eθ[δ
′
B(., {2})] = Eθ[φ(k′′,β′′)−φ(k′,β′)] ≤ Eθ(1−φ′′−φ′) = Eθ(δ′(., {2})).
2e`me cas : φ(k′,β′) ≥ φ(k′′,β′′).
Soit φ(k,β) ∈ [φ(k′′,β′′) , φ(k′,β′)], nous de´finissons une re`gle de
Bol’shev δ′B en posant :
δ′B(ω, {0}) = 1− φ(k,β)(ω) et δ′B(ω, {1}) = φ(k,β)(ω).
Cette re`gle δ′B appartient a` ∆
′
α car :
R(0, δ′B) = E0(φ(k,β)) ≤ E0(φ(k′,β′)) ≤ α′ ≤ α0 et
R(1, δ′B) = E1(1− φ(k,β)) ≤ E1(1− φ(k′′,β′′)) ≤ α′′ ≤ α1.
Elle est bien suˆr aussi bonne que δ′ puisqu’elle ne de´cide jamais d = 2 :
Eθ[δ
′
B(., {2})] = 0 ≤ Eθ(δ′(., {2})) pour θ ∈ {0, 1}.
Nous avons meˆme de´montre´ que δ′B est ”aussi bonne” que δ
′ au sens
suivant :
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E0[δ
′
B(., {1})] ≤ E0[δ′(., {1})], E1[δ′B(., {0})] ≤ E1[δ′(., {0})] et
E0[δ
′
B(., {2})] ≤ E0[δ′(., {2})], E1[δ′B(., {2})] ≤ E1[δ′(., {2})]
Proposition 3.1.2
Soient α0 ∈ [0, 1] et α1 ∈ [0, 1].
Il existe dans ∆′α une re`gle de Bol’shev δ′m telle que pour θ ∈ {0, 1} :
Eθ[δ
′
m(., {2})] = inf{Eθ[δ′(., {2})] ; δ′ ∈ ∆′α}.
Cette re`gle est unique presque suˆrement si et seulement si φ(k0,β0)
p.s.
≤ φ(k1,β1) ;
les deux fonctions de test φ(k0,β0) et φ(k1,β1) e´tant respectivement le plus grand et
le plus petit e´le´ment de Φa tels que :
E0(φ(k0,β0)) = inf{α0 , (1− P0(Ω∞))} ;
E1[1− φ(k1,β1)] = inf{α1 , (1− P1(Ω0))}.
De´monstration
La proposition 3.1.1 nous permet d’affirmer qu’il suffit de
conside´rer le sous ensemble ∆Bα des re`gles de Bol’shev de ∆
′
α.
I —– Construction de δ′m.
Les ope´rateurs Eθ e´tant continus sur Φa, il existe un plus grand
e´le´ment φ(k0,β0), et un plus petit e´le´ment φ(k1,β1), ve´rifiant respective-
ment :
E0(φ(k0,β0)) = inf{α0 , (1− P0(Ω∞))}
E1[1− φ(k1,β1)] = inf{α1 , (1− P1(Ω0))}.
∆Bα est constitue´ des re`gles de Bol’shev de´finies par deux
fonctions de test φ(k′,β′) et φ(k′′,β′′) telles que :
φ(k′,β′) ≤ φ(k′′,β′′) ; φ(k′,β′) ≤ φ(k0,β0) et φ(k′′,β′′) ≥ φ(k1,β1).
1er cas : φ(k0,β0) ≤ φ(k1,β1).
La re`gle δ′m de´finie par φ(k0,β0) et φ(k1,β1) convient. En effet,
pour toute re`gle δ′ de ∆Bα on a pour θ ∈ {0, 1} :
Eθ[δ
′(., {2})] = Eθ(φ(k′′,β′′) − φ(k′,β′)) ≥ Eθ(φ(k1,β1) − φ(k0,β0)) =
Eθ[δ
′
m(., {2})].
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2e`me cas : φ(k0,β0) > φ(k1,β1).
Soit φ(k,β) ∈ [φ(k1,β1) , φ(k0,β0)], la re`gle de Bol’shev δ′m de´finie
par φ(k,β) et φ(k,β) convient. Elle appartient a` ∆
B
α et Eθ[δ
′
m(., {2})] = 0
pour θ ∈ {0, 1}.
II — Unicite´ de δ′m.
Dans le premier cas pre´ce´dent la re`gle δ′m de´finie par φ(k0,β0)
et φ(k1,β1) est unique presque suˆrement ; en effet si une autre re`gle δ
′ de
∆Bα convient, on a pour θ ∈ {0, 1} :
Eθ[δ
′(., {2})] = Eθ[δ′m(., {2})] donc
Eθ(φ(k0,β0) − φ(k′,β′)) = Eθ(φ(k′′,β′′) − φ(k1,β1)) = 0.
Dans le deuxie`me cas, φ(k0,β0) > φ(k1,β1), il faut montrer qu’il y
a unicite´ presque suˆre si et seulement si : φ(k0,β0)
p.s.
≤ φ(k1,β1), c’est-a`-dire
Eθ(φ(k0,β0) − φ(k1,β1)) = 0 pour θ ∈ {0, 1}.
C’est une condition ne´cessaire car l’existence de θ ∈ {0, 1} tel que
Eθ[φ(k0,β0) − φ(k1,β1)] > 0 implique que les re`gles de Bol’shev de´finies
par φ(k,β) ∈ [φ(k1,β1) , φ(k0,β0)] ne sont pas presque suˆrement e´gales.
La condition suffisante est e´vidente si l’on montre que toute re´gle δ′
de ∆Bα ve´rifiant Eθ[δ
′(., {2})] = 0 pour θ ∈ {0, 1} posse`de la proprie´te´
suivante : φ(k1,β1) ≤ φ(k′,β′) ≤ φ(k′′,β′′) ≤ φ(k0,β0). δ′ doit bien eˆtre de
cette forme sinon on aurait φ(k′,β′) < φ(k1,β1) ≤ φ(k′′,β′′) et/ou φ(k′,β′) ≤
φ(k0,β0) < φ(k′′,β′′), ce qui est impossible puisque la de´finition de φ(k1,β1)
(resp. φ(k0,β0)) entraˆınerait 0 < E1[φ(k1,β1) − φ(k′,β′)] ≤ E1[δ′(., {2})]
(resp. E0[δ
′(., {2})] > 0).
La non unicite´ a lieu lorsqu’il est possible de trouver une re`gle δ′ qui
de´cide toujours P0 ou P1 avec au moins un seuil strictement infe´rieur a` α0 ou α1 ;
δ′ ve´rifie pour θ ∈ {0, 1} : Eθ[δ′(., {2})] = 0 et R(θ, δ′) ≤ αθ l’une au moins de ces
ine´galite´s e´tant stricte.
On est dans ce cas lorsque les probabilite´s P0 et P1 sont suffisamment disjointes
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pour eˆtre se´pare´es aux seuils choisis, c’est-a`-dire qu’il existe une fonction de test
simple φ(k,β) telle que E0(φ(k,β)) ≤ α0 et E1(1−φ(k,β)) ≤ α1 l’une de ces ine´galite´s
e´tant stricte. On pourrait donc eˆtre plus exigeant en diminuant les seuils α0 et α1.
Bol’shev se pose le proble`me du choix d’une re`gle de de´cision quand il
n’y a pas unicite´, ce qui revient a` choisir un e´le´ment φ(k,β) de [φ(k1,β1), φ(k0,β0)].
Pour cela il conside`re une ponde´ration des deux risques :
R(λ, φ(k,β)) = (1− λ)E0(φ(k,β)) + λE1(1− φ(k,β)).
λ peut s’interpre´ter comme la probabilite´ a priori accorde´e a` P1. Il se donne un
ensemble de ponde´rations possibles, Λ ⊂ [0, 1] et il cherche φ(k,β) minimisant :
sup{R(λ, φ(k,β));λ ∈ Λ} =
{
R(infΛ, φ(k,β)) si E0(φ(k,β)) ≥ E1(1− φ(k,β))
R(supΛ, φ(k,β)) si E0(φ(k,β)) ≤ E1(1− φ(k,β))
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3.2 VOTES DES EXPERTS ET RE`GLES DE BOL’SHEV.
Nous avons vu que le re´sultat du vote des experts de´pend de la probabi-
lite´ utilise´e pour les faire voter. Les probabilite´s base´es sur P0 et P1, donnent
les votes les plus diffe´rents. Il est donc tentant d’essayer de prendre une de´cision
a` partir des re´sultats de ces deux votes, c’est-a`-dire en se servant de Qω0 ({0}),
Qω0 ({1}) et Qω1 ({0}), Qω1 ({1}). Comme Qωθ ({0}) + Qωθ ({1}) = 1 et E1(φ(k,β)) ≥
E0(φ(k,β)) (voir fin de 2.2) on a : Q
ω
0 ({1}) ≥ Qω1 ({1}) et Qω1 ({0}) ≥ Qω0 ({0}). On
de´cidera d = 1 (resp. d=0) sans e´tat d’aˆme lorsque les votes pour P1 (resp. P0) sont
juge´s pre´ponde´rants. Pour cela on peut regarder si le vote pour P1 (resp. P0) peut
eˆtre conside´re´ comme un ple´biscite dans le cas le plus favorable, ce qui revient a`
juger Qω0 ({1}) (resp. Qω1 ({0})). Supposons que P1 (resp. P0) soit ple´biscite´ lorsque
Qω0 ({1}) ≥ 1−α0 (resp. Qω1 ({0}) ≥ 1−α1), il y a quatre types de de´cision suivant
que P0 et P1 sont ou ne sont pas ple´biscite´s : d = 0 si P0 est ple´biscite´ alors que
P1 ne l’est pas, d = 1 si P1 est ple´biscite´ alors que P0 ne l’est pas, d = 2 si ni P0
ni P1 ne sont ple´biscite´s, d = 3 si P0 et P1 sont ple´biscite´s.
De´finition 3.2.1
Soient α0 < 1 et α1 < 1. On appelle re`gle des ple´biscites, δp, la re`gle de
de´cision de´terministe a` valeurs dans {0, 1, 2, 3} de´finie par :
δp(ω) =


0 si Qω0 ({0}) > α0 et Qω1 ({1}) ≤ α1
1 si Qω0 ({0}) ≤ α0 et Qω1 ({1}) > α1
2 si Qω0 ({0}) > α0 et Qω1 ({1}) > α1
3 si Qω0 ({0}) ≤ α0 et Qω1 ({1}) ≤ α1
La restriction α0 6= 1 et α1 6= 1 est sans conse´quence pratique. Elle
e´vite la prise en compte de re`gles δp qui ple´bisciteraient P1 (resp. P0) pour des
re´alisations ω dans Ω∞ (resp. Ω0), lorsque α0 = 1 (resp. α1 = 1).
δp e´tant de´terministe nous allons commencer par la comparer aux re`gles
δ′m de la proposition 3.1.2 quand elles sont presque suˆrement de´terministes. Nous
utiliserons les fonctions de test φ(k0,β0) et φ(k1,β1) de´finies dans cette proposition.
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Proposition 3.2.1
Soient α0 < 1 et α1 < 1. φ(k0,β0) et φ(k1,β1) sont respectivement la plus
grande et la plus petite fonction de test de Φa telles que :
E0(φ(k0,β0)) = inf{α0 , (1− P0(Ω∞))} ;
E1[1− φ(k1,β1)] = inf{α1 , (1− P1(Ω0))}.
On suppose que β0 et β1 valent 0 ou 1.
a) Si φ(k0,β0)
p.s.
≤ φ(k1,β1) la re`gle unique δ′m est alors presque suˆrement e´gale a` la
re`gle des ple´biscites δp.
b) Dans le cas contraire, φ(k0,β0) > φ(k1,β1) et φ(k0,β0)
p.s.
6= φ(k1,β1), la re`gle des
ple´biscites δp de´cide d = 0 (resp. d = 1) lorsque toutes les re`gles δ
′
m de´cident d = 0
(resp. d = 1) et d = 3 dans le cas contraire.
De´monstration
Les de´finitions de Qω0 ({0}) et Qω1 ({1}) (voir la de´finition 2.4.1)
permettent d’obtenir facilement les e´quivalences suivantes :
Qω0 ({0}) ≤ α0 < 1⇐⇒ ω ∈ Ωk avec k < k0 ou k = k0 et β0 ≥ 1/2
Qω1 ({1}) ≤ α1 < 1⇐⇒ ω ∈ Ωk avec k > k1 ou k = k1 et β1 ≤ 1/2.
De´monstration de a) : φ(k0,β0)
p.s.
≤ φ(k1,β1).
D’apre`s la proposition 3.1.2, nous savons que δ′m est unique
presque suˆrement.
Si φ(k0,β0) ≤ φ(k1,β1) on peut prendre pour δ′m la re`gle de
Bol’shev de´finie par φ(k0,β0) et φ(k1,β1). Elle est presque suˆrement
de´terministe si et seulement si β0 et β1 prennent les valeurs 0 ou 1. En ef-
fet, pour que βθ appartienne a` ]0, 1[ il est ne´cessaire d’avoir : Pθ(Ωkθ) > 0.
δ′m et δp de´cident toutes les deux d = 1 (resp. d = 0) sur Ωk lorsque
k < k0 (resp. k > k1) ou k = k0 et β0 = 1 (resp. k = k1 et β1 = 0). Sur
les autres Ωk elles de´cident d = 2.
Il nous reste le cas φ(k0,β0) > φ(k1,β1) sous la condition
φ(k0,β0)
p.s.
= φ(k1,β1). δ
′
m ne de´cide presque jamais d = 2 (voir le 2
e`me
cas du I de la de´monstration de 3.1.2). Comme δp elle de´cide d = 1
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(resp. d = 0) sur Ωk lorsque (k, 0) < (k1, β1) (resp. (k, 1) > (k0, β0)). δ
′
m
et δp sont donc presque suˆrement e´gales. Remarquons que la re`gle δp ne
de´cide jamais d = 2 et presque jamais d = 3.
De´monstration de b) : φ(k1,β1) < φ(k0,β0) et φ(k0,β0)
p.s.
6= φ(k1,β1).
D’apre`s la fin de la partie II de la de´monstration 3.1.2, les re`gles
δ′m sont les re`gles de Bol’shev de´finies par φ(k′,β′) et φ(k′′,β′′) tels que :
φ(k1,β1)) ≤ φ(k′,β′) ≤ φ(k′′,β′′) ≤ φ(k0,β0)] et Eθ(φ(k′′,β′′) − φ(k′,β′)) = 0
pour θ ∈ {0, 1}.
On a suppose´ que β0 et β1 valent 0 ou 1. Il est facile de voir que les
re`gles δ′m de´cident toutes d = 1 (resp. d = 0) sur Ωk lorsque k < k1 ou
k = k1 et β1 = 1 (resp. k > k0 ou k = k0 et β0 = 0). δp fait de meˆme et
lorsque les re`gles δ′m ne sont pas unanimes elle de´cide d = 3.
Cette proposition montre que la re`gle des ple´biscites diffe´rencie les
meˆmes cate´gories de re´alisations que les re`gles δ′m de la proposition 3.1.2 lorsque
β0 et β1 valent 0 ou 1.
On a β0 ∈]0, 1[ (resp. β1 ∈]0, 1[) quand le seuil α0 (resp. α1) ne permet
pas de trouver un test de Neyman de´terministe U.P.P. a` ce seuil lorsque P0 (resp.
P1) joue le roˆle de H0. La re`gle des ple´biscites δp e´tant de´terministe, on va essayer
de la comparer aux re`gles de Bol’shev de´terministes les plus proches des re`gles δ′m.
δm : (Ω,A)→ {0, 1, 2} fait partie de ces re`gles si il existe δ′m qui ve´rifie :
∀ω ∈ {δm(ω) = 0} ∪ {δm(ω) = 1} δ′m(ω, {δm(ω)}) ≥ 1/2
∀ω ∈ {δm(ω) = 2} δ′m(ω, {0}) < 1/2 et δ′m(ω, {1}) < 1/2.
On peut dire que δm de´cide d ∈ {0, 1} lorsque la de´cision d est majoritaire pour
la re`gle δ′m. Plusieurs re`gles δm peuvent correspondre a` une meˆme re`gle δ
′
m, il
suffit qu’il existe ω tel que δ′m(ω, {0}) = δ′m(ω, {1}) = 1/2. Bien entendu, si δ′m
est de´terministe la re`gle δm la plus proche est δm = δ
′
m. Il est facile de ve´rifier
que la proposition 3.2.1 reste valable lorsque les re`gles δ′m sont remplace´es par les
re`gles de´terministes δm. On peut alors la prolonger en conside´rant les cas ou` l’un
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au moins des parame`tres β0 et β1 ne vaut pas 0 ou 1.
Proposition 3.2.2
Soient α0 < 1 et α1 < 1. φ(k0,β0) et φ(k1,β1) sont respectivement la plus
grande et la plus petite fonction de test de Φa telles que :
E0(φ(k0,β0)) = inf{α0 , (1− P0(Ω∞))} ;
E1[1− φ(k1,β1)] = inf{α1 , (1− P1(Ω0))}.
On suppose avoir β0 ∈]0, 1[ ou β1 ∈]0, 1[
a) φ(k0,β0) ≤ φ(k1,β1) sans le cas (k0, β0) = (k1, β1) = (k0, 1/2) ; δm est unique
presque suˆrement et e´gale a` la re`gle des ple´biscites δp.
b) φ(k0,β0) > φ(k1,β1) ou φ(k0,β0) = φ(k1,β1) = φ(k0,1/2) ; la re`gle des ple´biscites δp
de´cide d = 0 (resp. d = 1) lorsque toutes les re`gles δm de´cident d = 0 (resp. d = 1)
et d = 3 dans le cas contraire.
La condition φ(k0,β0) ≤ φ(k1,β1) remplace la condition φ(k0,β0)
p.s.
≤
φ(k1,β1) de la proposition 3.2.1 car β0 ∈]0, 1[ (resp. β1 ∈]0, 1[) implique P0(Ωk0) > 0
(resp. P1(Ωk1) > 0) ; on ne peut donc pas avoir φ(k0,β0) > φ(k1,β1) et φ(k0,β0)
p.s.
=
φ(k1,β1).
De´monstration
De´monstration de a).
D’apre`s la proposition 3.1.2, δ′m est unique presque suˆrement. Elle est
de´finie par deux fonctions de test φ(k′,β′) et φ(k′′,β′′) ve´rifiant :
φ(k′,β′) ≤ φ(k0,β0) ≤ φ(k1,β1) ≤ φ(k′′,β′′),
φ(k′,β′)
p.s.
= φ(k0,β0) et φ(k′′,β′′)
p.s.
= φ(k1,β1).
Lorsque β0 ∈]0, 1[ (resp. β1 ∈]0, 1[) on a φ(k′,β′) = φ(k0,β0) (resp.
φ(k′′,β′′) = φ(k1,β1)). On en de´duit facilement que δm est aussi presque
suˆrement unique si on n’a pas : (k0, β0) = (k1, β1) = (k0, 1/2) ; dans ce
cas Pθ(Ωk0) > 0 et il y a deux δm diffe´rentes l’une de´finie par φ(k0,0)
l’autre par φ(k0,1).
Conside´rons pour δ′m la re`gle de Bol’shev de´finie par φ(k0,β0)
et φ(k1,β1). Comme on n’a pas (k0, β0) = (k1, β1) = (k0, 1/2), les re`gles
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δp et δ
′
m de´cident d = 1 (resp. d = 0) sur Ωk si et seulement si k < k0
(resp. k > k1) ou k = k0 et β0 ≥ 1/2 (resp. k = k1 et β1 ≤ 1/2). La re`gle
δm associe´e a` δ
′
m est alors e´gale a` δp.
De´monstration de b).
Conside´rons d’abord le cas φ(k0,β0) = φ(k1,β1) = φ(k0,1/2).
D’apre`s la partie a), il existe deux re`gles δm diffe´rentes l’une de´finie
par φ(k0,0) l’autre par φ(k0,1). Elles sont e´gales a` δp en dehors de Ωk0 ;
sur Ωk0 elles sont diffe´rentes et δp de´cide d = 3. La proposition est donc
bien ve´rifie´e.
On suppose maintenant φ(k1,β1) < φ(k0,β0).
Les re`gles δ′m sont les re`gles de Bol’shev de´finies par φ(k′,β′) et φ(k′′,β′′)
ve´rifiant : φ(k1,β1)) ≤ φ(k′,β′) ≤ φ(k′′,β′′) ≤ φ(k0,β0) et φ(k′,β′)
p.s.
= φ(k′′,β′′)
(voir la fin de la partie II de la de´monstration 3.1.2).
δp de´cide d = 1 (resp. d = 0) sur Ωk lorsque k < k1 ou k = k1 et β1 > 1/2
(resp. k > k0 ou k = k0 et β0 < 1/2) ; dans les autres cas δp de´cide d = 3.
Les δm fournissent bien la meˆme de´cision que δp lorsque δp de´cide d = 0
ou d = 1. Dans le cas ou` δp de´cide d = 3 on trouve des δm qui de´cident
d = 0 et d’autres qui de´cident d = 1.
La re`gle des ple´biscites δp montre sous une lumie`re diffe´rente les re`gles δ
′
m
se´lectionne´es par Bol’shev. Lorsque δ′m est unique presque suˆrement ce changement
d’e´clairage est e´quivalent au passage de la the´orie des tests a` la notion de p-value
vue sous l’angle d’un vote d’experts.
Dans le cas de non unicite´ des re`gles δ′m Bol’shev ajoute un crite`re de
se´lection pour en garder une seule. Quel que soit le crite`re choisi cette re`gle ne
de´cide que d = 0 ou d = 1. Nous avons vu que la re`gle δp remplace le choix
d’un crite`re par un nouveau type de de´cision, d = 3, lorsque les δ′m ne sont pas
unanimes. δp de´cide d = 3 sur le meˆme type de Ωk que ceux sur lesquels δ
′
m de´cide
d = 2 quand elle est unique. Pour expliquer ceci supposons que les Ωk soient
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de probabilite´s nulles, ainsi seules les re`gles de´terministes sont inte´ressantes, et
conside´rons deux seuils α0 et α1 tels qu’il existe une fonction de test simple φk
ve´rifiant : E0(φk) = α0 et E1(φk) = 1−α1 ; δ′m et δp sont e´gales presque suˆrement
et ne de´cident pas d = 2 ; si l’on diminue les deux seuils elles continueront a` eˆtre
e´gales presque suˆrement mais de´cideront d = 2 autour de Ωk ; si l’on augmente les
deux seuils il n’y aura plus unicite´ presque suˆre des δ′m et autour de Ωk, δp de´cidera
d = 3. La de´cision d = 3 intervient d’autant plus facilement que les probabilite´s
P0 et P1 sont diffe´rentes.
La de´cision d = 2 ou d = 3 est prise lorsque les fre´quences des votes sous P1
et P0, Q
ω
0 ({1}) et Qω1 ({0}), sont juge´es de fac¸on semblable : faibles ou fortes.
Il semble inte´ressant de conside´rer la re`gle de de´cision base´e sur la diffe´rence
G(ω) = Qω1 ({0}) − Qω0 ({1}) qui varie entre −1 et +1 ; on ne prendrait aucune
de´cision autour de 0 et on de´ciderait d = 0 ou d = 1 ailleurs suivant que G(ω) est
positif ou ne´gatif.
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4–CHOIX ENTRE DEUX HYPOTHE`SES STABLES.
4.1 DE´FINITIONS.
L’ensemble des parame`tres Θ est partage´ en deux, Θ = Θ0 ∪ Θ1 avec
Θ0 ∩ Θ1 = ∅ et Θi 6= ∅. On conside`re le mode`le statistique (Ω,A, (Pθ)θ∈Θ) et
l’ensemble des de´cisions D = {0, 1}. Pour i ∈ {0, 1}, d = i signifie : θ appartient
a` Θi. Dans la suite pour de´finir ce proble`me de de´cision on e´crira simplement le
mode`le sous la forme : (Ω,A, (Pθ)θ∈Θ0∪Θ1). La notation
Θ′p.s.
= signifiera l’e´galite´
presque suˆre pour la famille de probabilite´s {Pθ}θ∈Θ′ . Lorsque Θ′ = Θ on notera
simplement
p.s.
= . Une re`gle de de´cision sera de´finie par une fonction de test
φ : (Ω,A)→ {0, 1}.
Nous avons de´ja` e´tudie´ le cas ou` Θ se re´duit a` deux e´le´ments :
(Ω,A, (Pθ)θ∈{θ0}∪{θ1}). Dans ce cas, notre de´finition des experts repose sur l’ide´e
qu’un diagnostic d ∈ D doit avoir plus chance d’eˆtre produit quand il est bon que
quand il est mauvais. Cette condition peut s’appliquer a` chaque couple (θ0, θ1) de
Θ0 × Θ1. Un expert du proble`me de de´cision (Ω,A, (Pθ)θ∈Θ0∪Θ1) serait alors un
expert du choix entre Pθ0 et Pθ1 pour tout θ0 ∈ Θ0 et θ1 ∈ Θ1. Cette proprie´te´ est
cependant trop forte lorsqu’il existe des e´ve´nements de probabilite´ nulle sous θ0
(resp.θ1) alors qu’ils ne le sont pas pour tous les θ de Θ0 (resp. Θ1). La restriction
au proble`me de de´cision (Ω,A, (Pθ)θ∈{θ0}∪{θ1}) rend la de´cision certaine sur ces
e´ve´nements.
Conside´rons par exemple le choix entre Θ1 = {1} et Θ0 = {2, 3}, Pθ e´tant la loi
uniforme sur [θ − 1, θ + 1] ; φ(x) =1I[0,1+β] (x), β ∈ [0, 1], de´finit un expert du
choix entre {1} et {2} mais pas de celui entre {1} et {3} si β < 1 ; en effet les
experts de ce choix sont presque suˆrement e´gaux a` 1I[0,2] ; φ fait pourtant partie
des re`gles de de´cision inte´ressantes pour le proble`me de de´part. Ces conside´rations
nous ame`nent a` garder des re`gles de de´cision qui ne sont plus des experts pour
certains couples (θ0, θ1), mais qui dans ce cas de´cident d = 1 (resp. d = 0) avec la
probabilite´ 1 sous θ1 (resp. θ0).
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De´finition 4.1.1
Soient le proble`me de de´cision (Ω,A, (Pθ)θ∈Θ0∪Θ1) et une fonction de
test φ : (Ω,A)→ {0, 1}.
φ de´finit un expert du choix entre les deux hypothe`ses θ ∈ Θ0 et θ ∈ Θ1 s’il
posse`de les deux proprie´te´s suivantes :
i) pour tout (θ0, θ1) ∈ Θ0 × Θ1, φ est un expert du choix entre Pθ0 et Pθ1 , sinon
il ve´rifie l’une des e´galite´s : Eθ0(φ) = 0, Eθ1(φ) = 1 ;
ii) pour tout e´ve´nement A tel que 1IA
Θ0p.s.
= 0 (resp. 1IA
Θ1p.s.
= 0) on a
φ 1IA
Θ1p.s.
= 1IA (resp. φ 1IA
Θ0p.s.
= 0).
La proprie´te´ i) exprime que pour tout couple (θ0, θ1), φ est presque
suˆrement ordonnable dans l’ensemble des fonctions de test de´finies en 2.2 :
[φ
(θ0,θ1)
(0,0) , φ
(θ0,θ1)
(∞,1) ]. En effet, si φ est un expert du choix entre Pθ0 et Pθ1 il est or-
donnable dans l’ensemble des fonctions de test simples : Φ
(θ0,θ1)
s = [φ
(θ0,θ1)
(0,1) , φ
(θ0,θ1)
(∞,0) ]
(voir la proposition 2.3.1) et lorsque Eθ0(φ) = 0 (resp. Eθ1(φ) = 1) on a
φ
{θ0,θ1}p.s.≤ φ(θ0,θ1)(0,1) (resp. φ(θ0,θ1)(∞,0)
{θ0,θ1}p.s.≤ φ).
Quant a` la proprie´te´ ii) elle traduit l’ide´e qu’il faut, presque tout le
temps, de´cider d = 1 (resp. d = 0) sur les e´ve´nements de Pθ probabilite´ nulle pour
tout θ de Θ0 (resp. Θ1). Cette condition peut eˆtre techniquement utile dans le cas
ou` il n’existe pas de support commun a` toutes les probabilite´s.
Dans le cas courant ou` les probabilite´s Pθ, θ ∈ Θ, admettent des densite´s
strictement positives par rapport a` une meˆme mesure, on a pour tous les couples
(θ0, θ1) : φ
(θ0,θ1)
(0,1) =1I∅ et φ
(θ0,θ1)
(∞,0) =1IΩ. La de´finition pre´ce´dente revient a` dire que
φ est un expert du choix entre Θ0 et Θ1 si c’est un expert pour tous les proble`mes
simples : (Ω,A, (Pθ)θ∈{θ0}∪{θ1}). Un expert φ du mode`le (Ω,A, (Pθ)θ∈Θ0∪Θ1) est
alors un expert de tout mode`le emboˆıte´ : (Ω,A, (Pθ)θ∈Θ′0∪Θ′1), Θ′0 ⊆ Θ0 et
Θ′1 ⊆ Θ1. Le passage d’un mode`le emboˆıte´ au mode`le de de´part ne peut alors
que re´duire l’ensemble des experts. Il pourra finir par se restreindre a` 1I∅ et
1IΩ. C’est souvent le cas des proble`mes bilate`res dans un mode`le a` rapport de
vraisemblance monotone. Le travail sur les experts sera donc diffe´rent de celui fait
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sur les re`gles admissibles dans la the´orie de la de´cision a` partir d’une fonction de
perte. En effet, les re`gles admissibles pour un mode`le emboˆıte´ sont ge´ne´ralement
encore admissibles dans le mode`le de de´part. Les re`gles admissibles sont souvent
trop nombreuses, les experts eux sont plutoˆt trop rares.
Le travail sur les re`gles admissibles est simplifie´ dans le cas ou` les proble`mes
de de´cision emboˆıte´s sont sensiblement les meˆmes. Par exemple dans la the´orie
des tests, les proprie´te´s obtenues avec des hypothe`ses simples (lemme de Neyman-
Pearson principalement) se prolongent facilement au cas des tests unilate´raux dans
un mode`le a` rapport de vraisemblance monotone. Ce qui est important dans ce
type de proble`me de de´cision, c’est que le proble`me du choix entre un e´le´ment
θ0 de Θ0 et un e´le´ment θ1 de Θ1 ne change pas fondamentalement lorsque θ0
et θ1 varient. En fait, pour ces diffe´rents proble`mes de de´cision on peut se res-
treindre a` une meˆme classe de re`gles de de´cision. Nous allons commencer par faire
quelque chose de semblable. C’est-a`-dire analyser le cas ou` l’ensemble des experts
du mode`le global contient les fonctions de test simples des proble`mes de de´cision
de´finis par les couples (θ0, θ1). Pour cela, il faut que les fonctions appartenant
aux ensembles Φ
(θ0,θ1)
s soient ordonnables. Nous allons le faire en introduisant une
notion qui ge´ne´ralise le cas des hypothe`ses unilate´rales dans les mode`les a` rapport
de vraisemblance monotone.
De´finition 4.1.2
Soit (Ω,A, (Pθ = pθ.µ)θ∈Θ0∪Θ1) un proble`me de de´cision domine´ par
la mesure µ. Les hypothe`ses sont stables si il existe une statistique re´elle T ,
telle que pour tout couple (θ0, θ1) ∈ Θ0 × Θ1 il existe une fonction croissante
h(θ0,θ1) : IR→ IR+ ve´rifiant pθ0/pθ1 = h(θ0,θ1)(T ) sur le domaine de de´finition de
ce rapport, c’est-a`-dire en dehors de {ω ∈ Ω ; pθ0(ω) = pθ1(ω) = 0}.
Avant d’e´tudier les experts du choix entre deux hypothe`ses stables nous
allons donner un exemple de telles hypothe`ses dans un mode`le qui n’est pas a`
rapport de vraisemblance monotone. Il est facile d’en construire puisque notre
de´finition ne suppose rien sur les rapports pθ′/pθ′′ lorsque θ
′ et θ′′ appartiennent a`
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la meˆme hypothe`se. Ainsi le proble`me de de´cision, de´fini par les deux hypothe`ses
compose´es des probabilite´s uniformes sur les intervalles de longueur l ∈]0, 2] centre´s
sur 1 pour Θ1 et sur 2 pour Θ0, n’est pas a` rapport de vraisemblance monotone,
mais les hypothe`ses sont stables.
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4.2 ENSEMBLE DES EXPERTS.
Soit (Ω,A, (Pθ = pθ.µ)θ∈Θ0∪Θ1) un proble`me de de´cision a` hypothe`ses
stables par rapport a` la statistique re´elle T .
Les fonctions de test qui vont jouer un roˆle fondamental dans ce proble`me sont
celles de´finies a` partir de l’ordre introduit par la statistique T . C’est-a`-dire les
fonctions de la forme f(t,u) =1I{T<t} +u 1I{T=t}. On pose :
F =
{
f(t,u) ; (t, u) ∈
{
(−∞, 1); {(t, u)}t∈IR,u∈{0,1}; (+∞, 0)
}}
Les e´le´ments (−∞, 1) et (+∞, 0) permettent d’avoir dans tous les cas les fonctions
de test 1I∅ et 1IΩ.
F est totalement ordonne´ par la relation d’ordre partiel usuelle sur les fonctions.
Nous le noterons parfois [f(−∞,1), f(+∞,0)]. Cet ordre co¨ıncide avec l’ordre lexi-
cographique sur les couples (t, u). Il permet de de´finir les bornes supe´rieure et
infe´rieure d’un sous ensemble de F et de munir F de la topologie de l’ordre qui
co¨ıncide avec la topologie de la convergence simple. Sur cet espace l’ope´rateur Eθ,
espe´rance par rapport a` Pθ, est croissant et continu. Il peut cependant prendre
des valeurs diffe´rentes sur deux e´le´ments successifs : f(t,0) et f(t,1).
Pour tout couple (θ0, θ1) de Θ0 × Θ1, on va utiliser l’ensemble des
fonctions de test simples base´ sur la statistique K = h(θ0,θ1)(T ), on le note
Φ
(θ0,θ1)
s (voir la de´finition 2.2.1). Bien que K = h(θ0,θ1)(T ) soit unique, Pθ0 et Pθ1
presque suˆrement, le choix des h(θ0,θ1) n’est pas globalement sans conse´quences.
Certaines familles {h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 facilitent le travail. La de´finition suivante
donne des proprie´te´s techniques qui nous seront utiles pour e´crire simplement nos
propositions.
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De´finition 4.2.1
Soit {h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 une famille de fonctions rendant stables les
hypothe`ses Θ0 et Θ1 a` partir de la statistique T . Notons Di =] − ∞, ti) la
plus grande demi-droite infe´rieure ouverte ou ferme´e de´finissant un e´ve´nement
T−1(Di) = {ω ∈ Ω ; T (ω) ∈ Di} sur lequel les densite´s {pθ0}θ0∈Θ0 sont nulles. De
meˆme Ds = (ts,+∞[ est la plus grande demi-droite supe´rieure ouverte ou ferme´e
de´finissant un e´ve´nement T−1(Ds) sur lequel les densite´s {pθ1}θ1∈Θ1 sont nulles.
Cette famille est normalise´e si chacune des fonctions h(θ0,θ1) ve´rifie les
trois proprie´te´s suivantes.
i) Si I est un intervalle de IR −(Di ∪ Ds) de´finissant un e´ve´nement T−1(I) sur
lequel pθ0(ω) = pθ1(ω) = 0, h(θ0,θ1) est constante sur I.
ii) h(θ0,θ1) est e´gale a` +∞ sur Ds.
iii) h(θ0,θ1) est nulle sur Di −Ds.
Il est facile de montrer qu’a` partir d’une famille {h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1
on peut toujours construire une famille normalise´e (voir annexe II).
Dans la suite nous supposerons toujours travailler avec une famille
normalise´e. L’union de tous les Φ
(θ0,θ1)
s , lorsque (θ0, θ1) parcourt Θ0 × Θ1, est
appele´e ensemble des fonctions de test simples et note´ ∆s. Cet ensemble va jouer
le roˆle de Φs dans le choix entre deux probabilite´s.
Proposition 4.2.1
Il existe un plus petit intervalle ferme´, ∆, de F qui contient l’ensemble
∆s des fonctions de test simples.
Les e´le´ments de ∆ = [f(t0,u0), f(t1,u1)] de´finissent des experts du choix entre Θ0
et Θ1. Tout autre expert de ce choix, de´fini par un e´le´ment de F , est presque
suˆrement e´gal a` f(t0,u0) ou f(t1,u1).
Les demi-droites Di et Ds de la de´finition 4.2.1 ve´rifient : f(t0,u0) =1IDi−Ds (T ) et
f(t1,u1) = 1− 1IDs (T ).
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De´monstration
a) — De´monstration de : ∆s ⊆ F .
Soient (k, β) ∈
{
(0, 1); {(k, β)}k∈IR+∗ , β∈{0,1}; (∞, 0)
}
et
(θ0, θ1) ∈ Θ0 × Θ1. La fonction de test simple associe´e a` (k, β) dans
Φ
(θ0,θ1)
s est note´e : φ(k,β). En utilisant K = h(θ0,θ1)(T ), elle s’e´crit
1I{K<k} ou 1I{K≤k} suivant que β = 0 ou β = 1.
Une re´alisation ω appartient a` {K < k} (resp. {K ≤ k}) si et seulement
si T (ω) appartient a` :
Dk = {t ∈IR, h(θ0,θ1)(t) < k} (resp. Dk = {t ∈IR, h(θ0,θ1)(t) ≤ k}).
Lorsque Dk = ∅ on a φ(k,β) =1I∅= f(−∞,1).
Lorsque Dk =IR on a φ(k,β) =1IΩ= f(+∞,0).
Enfin, lorsqueDk 6= ∅ etDk 6=IR il existe tk ∈IR tel queDk =]−∞, tk[ ou
Dk =]−∞, tk], puisque h(θ0,θ1) est croissante. On a donc φ(k,β) = f(tk,0)
si Dk =]−∞, tk[ et φ(k,β) = f(tk,1) si Dk =] −∞, tk].
b) — ∆ = [1IDi−Ds (T ), 1− 1IDs (T )].
Posons f(t0,u0) = inf∆s et f(t1,u1) = sup∆s.
∆ = [f(t0,u0), f(t1,u1)] est e´videmment le plus petit intervalle ferme´
contenant ∆s.
i) – f(t0,u0) =1IDi−Ds (T )
Lorsque Di∪Ds =IR, c’est e´vident puisque ∆s est re´duit a` un
seul e´le´ment qui s’e´crit 1IDi−Ds (T ) ou 1− 1IDs (T ). Dans le cas contraire
1IDi−Ds (T ) =1IDi (T ) ; d’apre`s la de´finition 4.2.1 on a toujours 1IDi
(T ) ≤ φ(θ0,θ1)(0,1) donc 1IDi (T ) ≤ f(t0,u0) = inf{φ(θ0,θ1)(0,1) }(θ0,θ1)∈Θ0×Θ1 ;
pour de´montrer l’ine´galite´ 1IDi (T ) ≥ f(t0,u0), de´finissons la demi-
droite D0 par 1ID0 (T ) = f(t0,u0) et montrons qu’elle est incluse dans
Di ; pour tout (θ0, θ1) la fonction h(θ0,θ1) est nulle sur D0 puisque
f(t0,u0) ≤ φ(θ0,θ1)(0,1) , les densite´s pθ0 sont donc nulles sur T−1(D0), ce qui
implique bien D0 ⊆ Di.
ii) – f(t1,u1) = 1− 1IDs (T )
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La de´monstration est semblable a` celle de i). D’apre`s la pro-
prie´te´ ii) de la de´finition 4.2.1 on a toujours φ
(θ0,θ1)
(∞,0) ≤ 1− 1IDs (T ) donc
1− 1IDs (T ) ≥ f(t1,u1) = sup{φ(θ0,θ1)(∞,0) }(θ0,θ1)∈Θ0×Θ1 ; pour de´montrer
l’ine´galite´ 1− 1IDs (T ) ≤ f(t1,u1), de´finissons D1 par 1ID1 (T ) = f(t1,u1)
et montrons que la demi-droite IR −D1 est incluse dans Ds ; pour tout
(θ0, θ1) la fonction h(θ0,θ1) est infinie sur IR −D1 puisque f(t1,u1) ≥
φ
(θ0,θ1)
(∞,0) , les densite´s pθ1 sont donc nulles sur T
−1(IR −D1), ce qui im-
plique bien IR −D1 ⊆ Ds.
c) — Les experts de F sont presque suˆrement e´gaux a` un e´le´ment de ∆.
En fait on va de´montrer quelque chose de plus fort, en prenant
un e´le´ment f(t,u) de F −∆ et en montrant que s’il de´finit un expert il
ve´rifie : f(t,u)
p.s.
= f(t0,u0) ou f(t,u)
p.s.
= f(t1,u1).
Pour tout couple (θ0, θ1) de Θ0 × Θ1, on note F (θ0,θ1) l’intervalle de´fini
par [φ
(θ0,θ1)
(0,1) , φ
(θ0,θ1)
(∞,0) ] dans F . On a bien suˆr : Φ
(θ0,θ1)
s ⊆ F (θ0,θ1) et f(t,u)
est en dehors de l’intervalle F (θ0,θ1) pour tout couple (θ0, θ1).
Lorsque f(t,u) ≤ f(t0,u0) on a f(t,u)
Θ0p.s.
= f(t0,u0) puisque Eθ0(f(t0,u0)) =
0 pour tout θ0 de Θ0. Si f(t,u) est un expert, le fait que l’e´ve´nement
A = {f(t0,u0) = 1} soit de Pθ0 probabilite´ nulle pour tout θ0 de Θ0
entraˆıne : f(t,u). 1IA
Θ1p.s.
= 1IA (voir la proprie´te´ ii) de la de´finition 4.1.1).
On en de´duit la proprie´te´ recherche´e : f(t,u)
p.s.
= f(t0,u0).
Le cas f(t,u) ≥ f(t1,u1) se traite de fac¸on semblable. On a Eθ1(f(t1,u1)) = 1
pour tout θ1 de Θ1 et donc f(t,u)
Θ1p.s.
= f(t1,u1). L’e´ve´nement A =
{f(t1,u1) = 0} e´tant de Pθ1 probabilite´ nulle pour tout θ1 de Θ1, si
f(t,u) est un expert, la proprie´te´ ii) de la de´finition 4.1.1 entraˆıne :
f(t,u). 1IA
Θ0p.s.
= 0. On a encore la proprie´te´ recherche´e : f(t,u)
p.s.
=
f(t1,u1).
d) — Tout e´le´ment f(t,u) de ∆ est un expert.
i) – De´monstration de la proprie´te´ i) de la de´finition 4.1.1.
Soit (θ0, θ1) ∈ Θ0 × Θ1. On doit de´montrer que f(t,u) est un
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expert du choix entre Pθ0 et Pθ1 ou qu’il ve´rifie : Eθ0(f(t,u)) = 0 ou
Eθ1(f(t,u)) = 1.
1er cas : f(t,u) ∈ F (θ0,θ1) = [φ(θ0,θ1)(0,1) , φ(θ0,θ1)(∞,0) ] ⊆ F .
Posons k = h(θ0,θ1)(t). Si k ∈IR+∗ on a φ(θ0,θ1)(k,0) ≤ f(t,u) ≤ φ(θ0,θ1)(k,1) et
d’apre`s la proposition 2.3.1 f(t,u) est un expert du choix entre Pθ0 et
Pθ1 . Lorsque k = 0 (resp. k = +∞) la construction de Φ(θ0,θ1)s a` partir
de K = h(θ0,θ1)(T ) entraˆıne : f(t,u) ≤ φ(θ0,θ1)(0,1) (resp. f(t,u) ≥ φ(θ0,θ1)(∞,0) ) ;
comme f(t,u) appartient a` F
(θ0,θ1) on a f(t,u) = φ
(θ0,θ1)
(0,1) (resp. f(t,u) =
φ
(θ0,θ1)
(∞,0) ) ; f(t,u) est donc encore un expert du choix entre Pθ0 et Pθ1 .
2e`me cas : f(t,u) /∈ F (θ0,θ1).
On a alors, soit f(t,u) < φ
(θ0,θ1)
(0,1) , soit f(t,u) > φ
(θ0,θ1)
(∞,0) et donc, soit
Eθ0(f(t,u)) = 0, soit Eθ1(f(t,u)) = 1. La proprie´te´ i) est ve´rifie´e.
ii) – De´monstration de la proprie´te´ ii) de la de´finition 4.1.1.
1er cas : soit un e´ve´nement A tel que 1IA
Θ0p.s.
= 0.
On doit obtenir l’e´galite´ : f(t,u). 1IA
Θ1p.s.
= 1IA. De´composons A en
A′ = A ∩ {f(t,u) = 0} et A′′ = A ∩ {f(t,u) = 1}. Pour avoir l’e´galite´
recherche´e on doit de´montrer Pθ1(A
′) = 0 pour tout θ1 dans Θ1.
Soient θ1 ∈ Θ1 et B = A′ ∩ {pθ1 > 0}. Pθ1(A′) est nulle si
Pθ1(B) l’est.
Conside´rons le cas : f(t,u) > f(t0,u0).
D’apre`s le lemme 2 de l’annexe II, il existe θ0 ∈ Θ0 tel que φ(θ0,θ1)(0,1) ≤
f(t,u). Posons B
′ = B ∩ {pθ0 = 0} et B′′ = B ∩ {pθ0 > 0}. Comme
B′′ ⊆ A, on a Pθ0(B′′) = 0, donc µ(B′′) = 0 et Pθ1(B′′) = 0. Pour finir
on va de´montrer que B′ est vide.
S’il existait ω ∈ B′ on aurait h(θ0,θ1)(T (ω)) = 0 car B′ est inclus dans B.
Ce qui impliquerait φ
(θ0,θ1)
(0,1) (ω) = 1 donc f(t,u)(ω) = 1 ; ceci est impossible
puisque ω ∈ B′ ⊆ A′.
Il nous reste le cas : f(t,u) = f(t0,u0).
Si f(t0,u0) = f(t1,u1) on a Pθ1({f(t,u) = 0}) = 0 donc Pθ1(A′) = 0.
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Sinon il existe dans ∆ − {f(t0,u0)}, une suite {gn}n∈IN de´croissant vers
f(t0,u0) ; comme gn > f(t0,u0) on a la proprie´te´ recherche´e sur les gn :
gn. 1IA
θ1p.s.
= 1IA ; ce qui entraˆıne bien f(t,u). 1IA
θ1p.s.
= 1IA.
2e`me cas : soit un e´ve´nement A tel que 1IA
Θ1p.s.
= 0.
On doit obtenir l’e´galite´ : f(t,u). 1IA
Θ0p.s.
= 0. La de´monstration est
semblable a` la pre´ce´dente. On de´compose A en A′ = A ∩ {f(t,u) = 1} et
A′′ = A∩ {f(t,u) = 0}. Pour avoir l’e´galite´ recherche´e on doit de´montrer
Pθ0(A
′) = 0 pour tout θ0 dans Θ0.
Soient θ0 ∈ Θ0 et B = A′ ∩ {pθ0 > 0}. Pθ0(A′) est nulle si
Pθ0(B) l’est.
Conside´rons le cas : f(t,u) < f(t1,u1).
D’apre`s le lemme 1 de l’annexe II, il existe θ1 ∈ Θ1 tel que φ(θ0,θ1)(∞,0) ≥
f(t,u). Posons B
′ = B ∩ {pθ1 = 0} et B′′ = B ∩ {pθ1 > 0}. Comme
B′′ ⊆ A, on a Pθ1(B′′) = 0, donc µ(B′′) = 0 et Pθ0(B′′) = 0. Pour
finir on va de´montrer que B′ est vide. S’il existait ω ∈ B′ on aurait
h(θ0,θ1)(T (ω)) = +∞ car B′ est inclus dans B. Ce qui impliquerait
φ
(θ0,θ1)
(∞,0) (ω) = 0 donc f(t,u)(ω) = 0 ; ceci est impossible puisque ω ∈
B′ ⊆ A′.
Il nous reste le cas : f(t,u) = f(t1,u1).
Si f(t0,u0) = f(t1,u1) on a Pθ0({f(t,u) = 1}) = 0 donc Pθ0(B) = 0.
Sinon il existe dans ∆ − {f(t1,u1)}, une suite {gn}n∈IN croissant vers
f(t1,u1) ; comme gn < f(t1,u1) on a la proprie´te´ recherche´e sur les gn :
gn. 1IA
θ0p.s.
= 0 ; ce qui entraˆıne bien f(t,u). 1IA
θ0p.s.
= 0.
Nous venons de trouver les experts du choix entre Θ0 et Θ1 qui sont
de´finis par un e´le´ment de F . Nous allons maintenant conside´rer l’ensemble des
experts. Dans le choix entre deux probabilite´s, l’ensemble des fonctions de test
simples, Φs, a joue´ un roˆle fondamental. Les experts n’e´tant rien d’autre que
des re`gles presque suˆrement ordonnables dans Φs (voir proposition 2.3.1). Nous
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allons ge´ne´raliser la proposition 2.3.1 au choix entre deux hypothe`ses stables. C’est
l’adhe´rence de ∆s dans F qui jouera le roˆle de Φs.
Proposition 4.2.2
Soit (Ω,A, (pθ.µ)θ∈Θ0∪Θ1) un proble`me de de´cision a` hypothe`ses stables.
On note ∆s l’ensemble des fonctions de test simples de´finies a` partir d’une famille
{h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 normalise´e.
Les experts du choix entre Θ0 et Θ1 sont les re`gles de de´cision φ : (Ω,A)→ {0, 1}
presque suˆrement ordonnables dans l’adhe´rence ∆s de ∆s. C’est-a`-dire qu’il existe
deux e´le´ments de ∆s, f et f
′, tels que : f
p.s.
≤ φ
p.s.
≤ f ′ et ]f, f ′[∩∆s = ∅.
De´monstration
I —– Condition suffisante.
Soit une re`gle de de´cision φ pour laquelle il existe f et f ′ dans
∆s tels que : f
p.s.
≤ φ
p.s.
≤ f ′ et ]f, f ′[∩∆s = ∅. De´montrons que φ est un
expert.
a) – De´monstration de la proprie´te´ i) de 4.1.1.
Soit (θ0, θ1) ∈ Θ0 × Θ1. Si φ(θ0,θ1)(∞,0) ≤ f on a Eθ1(φ) = 1. Si
φ
(θ0,θ1)
(0,1) ≥ f ′ on a Eθ0(φ) = 0. Dans le cas contraire nous allons montrer
que φ est un expert du choix entre Pθ0 et Pθ1 .
Comme ]f, f ′[∩∆s = ∅, f < φ(θ0,θ1)(∞,0) entraˆıne f ′ ≤ φ(θ0,θ1)(∞,0) et φ(θ0,θ1)(0,1) < f ′
implique φ
(θ0,θ1)
(0,1) ≤ f ; nous avons donc :
φ
(θ0,θ1)
(0,1) ≤ f
p.s.
≤ φ
p.s.
≤ f ′ ≤ φ(θ0,θ1)(∞,0) .
Conside´rons G = {g ∈ Φ(θ0,θ1)s ; g ≤ f} et G′ = {g ∈ Φ(θ0,θ1)s ; g ≥ f ′} ;
G et G′ forment une partition de Φ(θ0,θ1)s en deux intervalles non vides.
1er cas : supG = φ
(θ0,θ1)
(k,0) .
G′ n’e´tant pas vide on ne peut pas avoir k = ∞. On obtient alors
l’encadrement suivant : φ
(θ0,θ1)
(k,0) ≤ f
p.s.
≤ φ
p.s.
≤ f ′ ≤ φ(θ0,θ1)(k,1) ; d’apre`s
la proposition 2.3.1, φ est un expert du choix entre Pθ0 et Pθ1 .
2e`me cas : supG = φ
(θ0,θ1)
(k,1) .
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Pour tout k′ > k on a : φ(θ0,θ1)(k,1) ≤ f
p.s.
≤ φ
p.s.
≤ f ′ ≤ φ(θ0,θ1)(k′,0) ; ceci entraˆıne
f = f ′ = φ(θ0,θ1)(k,1) et φ
p.s.
= φ
(θ0,θ1)
(k,1) est un expert du choix entre Pθ0 et
Pθ1 .
b) – De´monstration de la proprie´te´ ii) de 4.1.1.
1er cas : soit un e´ve´nement A tel que 1IA
Θ0p.s.
= 0.
On doit obtenir l’e´galite´ : φ. 1IA
Θ1p.s.
= 1IA.
Par hypothe`se on a f
p.s.
≤ φ donc f. 1IA
p.s.
≤ φ. 1IA. De plus f est
un e´le´ment de ∆s ⊆ ∆, d’apre`s la proposition 4.2.1 c’est un expert ; il
ve´rifie donc : f. 1IA
Θ1p.s.
= 1IA (partie ii) de la de´finition 4.1.1). L’e´galite´
recherche´e est bien ve´rifie´e.
2e`me cas : soit un e´ve´nement A tel que 1IA
Θ1p.s.
= 0.
On doit obtenir l’e´galite´ : φ. 1IA
Θ0p.s.
= 0.
Par hypothe`se φ
p.s.
≤ f ′, donc φ. 1IA
p.s.
≤ f ′. 1IA. f ′ appartenant a` ∆,
c’est un expert ; d’apre`s la partie ii) de la de´finition 4.1.1 il ve´rifie :
f ′. 1IA
Θ0p.s.
= 0. L’e´galite´ recherche´e est encore ve´rifie´e.
II — Condition ne´cessaire.
Soit φ un expert du choix entre Θ0 et Θ1. On doit trouver deux
e´le´ments f et f ′ de ∆s, tels que : f
p.s.
≤ φ
p.s.
≤ f ′ et ]f, f ′[∩∆s = ∅.
Pour cela nous utiliserons G = {g ∈ ∆s ; g
p.s.
≤ φ} et
G′ = {g ∈ ∆s ; g
p.s.
≥ φ}. Ce sont des intervalles ordonne´s de ∆s. Nous
allons commencer par e´tablir quelques proprie´te´s de G et G′.
a) – G est non vide.
Nous allons montrer qu’il contient f(t0,u0) = inf∆. Pour cela
il faut obtenir f(t0,u0)
θp.s.
≤ φ quel que soit θ de Θ.
1er cas : Soit θ ∈ Θ0.
Par de´finition de f(t0,u0) on a Eθ(f(t0,u0)) = 0, c’est-a`-dire f(t0,u0)
θp.s.
= 0
et donc : φ
θp.s.
≥ f(t0,u0).
2e`me cas : Soit θ ∈ Θ1.
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Conside´rons A = {f(t0,u0) = 1}, on a 1IA
Θ0p.s.
= 0 ; la proprie´te´ ii) de
la de´finition 4.1.1 entraˆıne : φ. 1IA
Θ1p.s.
= 1IA. Comme 1IA= f(t0,u0), on
obtient bien φ
θp.s.
≥ f(t0,u0).
b) – G′ est non vide.
Nous allons montrer qu’il contient f(t1,u1) = sup∆. Pour cela
il faut obtenir φ
θp.s.
≤ f(t1,u1) quel que soit θ de Θ.
1er cas : Soit θ ∈ Θ1.
Par de´finition de f(t1,u1) on a Eθ(f(t1,u1)) = 1, c’est-a`-dire f(t1,u1)
θp.s.
= 1
et donc : φ
θp.s.
≤ f(t1,u1).
2e`me cas : Soit θ ∈ Θ0.
Conside´rons A = {f(t1,u1) = 0}, on a 1IA
Θ1p.s.
= 0 ; la proprie´te´ ii) de la
de´finition 4.1.1 entraˆıne : φ. 1IA
Θ0p.s.
= 0. Comme (1− 1IA) = f(t1,u1), on
obtient bien φ
θp.s.
≤ f(t1,u1).
c) – G et G′ sont ferme´s.
Pour montrer que G est ferme´ il suffit de montrer que gs =
supG appartient a` G. Posons A = {gs > φ}, on doit de´montrer que
Pθ(A) = 0 pour tout θ ∈ Θ.
On conside`re une suite (gn)n∈IN de G croissant vers gs. Les e´ve´nements
An = {gn > φ} croissent vers A ; comme gn
p.s.
≤ φ, on a Pθ(An) = 0 et
donc Pθ(A) = 0 pour tout θ ∈ Θ.
De meˆme pour montrer que G′ est ferme´, on de´montre que
gi = infG
′ appartient a` G′. On pose A = {gi < φ} et on conside`re une
suite (gn)n∈IN de G′ de´croissant vers gi. Les e´ve´nements An = {gn < φ}
croissent vers A ; comme gn
p.s.
≥ φ, on a Pθ(An) = 0 et donc Pθ(A) = 0
pour tout θ ∈ Θ.
d) – Existence de f et f ′ ayant les deux proprie´te´s requises.
On utilise les deux bornes gs = supG et gi = infG
′. Si gi ≤ gs
on a φ
p.s.
≤ gi ≤ gs
p.s.
≤ φ ; le choix f = f ′ = g avec g ∈ [gi, gs] convient ;
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φ est presque suˆrement e´gal a` un e´le´ment de ∆s.
Il nous reste a` trouver f et f ′ lorsque gs < gi. On a, par construction,
gs
p.s.
≤ φ
p.s.
≤ gi. f = gs et f ′ = gi conviennent si ]gs, gi[∩∆s = ∅.
Il suffit de ve´rifier : ]gs, gi[∩∆s = ∅. Pour cela on conside`re un couple
(θ0, θ1) et on cherche a` montrer : ]gs, gi[∩Φ(θ0,θ1)s = ∅. La proprie´te´ i) de
la de´finition 4.1.1 nous conduit a` distinguer trois cas.
1er cas : φ est un expert du choix entre θ0 et θ1.
Nous allons raisonner par l’absurde en supposant qu’il existe φ
(θ0,θ1)
(k,β)
dans ]gs, gi[. φ e´tant un expert du choix entre θ0 et θ1, il est ordonnable
par rapport a` φ
(θ0,θ1)
(k,β) (voir proposition 2.3.1).
1e`re possibilite´ : φ
{θ0,θ1}p.s.
< φ
(θ0,θ1)
(k,β) < gi.
Rappelons que
{θ0,θ1}p.s.
< signifie
{θ0,θ1}p.s.≤ sans que l’on ait {θ0,θ1}p.s.= .
Nous allons commencer par analyser ce qui peut empeˆcher φ
(θ0,θ1)
(k,β)
d’appartenir a` G′ c’est-a`-dire de ve´rifier : φ
p.s.
≤ φ(θ0,θ1)(k,β) .
Posons A = {gi − φ(θ0,θ1)(k,β) = 1} ∩ {φ = 1} = {φ(θ0,θ1)(k,β) 6= gi} ∩ {φ = 1}.
Comme φ
p.s.
≤ gi, on a φ. 1IAc
p.s.
≤ φ(θ0,θ1)(k,β) . 1IAc . Par de´finition de A on
a φ
(θ0,θ1)
(k,β) . 1IA= 0, ceci implique φ. 1IA
{θ0,θ1}p.s.
= 0, ce qui peut s’e´crire
Pθ0(A) = Pθ1(A) = 0 ; les e´ve´nements A ∩ {pθ0 > 0} et A ∩ {pθ1 > 0}
sont alors µ ne´gligeables et donc Pθ ne´gligeables pour tout θ ; la seule
partie de A qui peut ne pas eˆtre Pθ ne´gligeable, pour tout θ, est
B = A∩{pθ0 = 0}∩{pθ1 = 0} ; on a donc de´ja` : φ. 1IBc
p.s.
≤ φ(θ0,θ1)(k,β) . 1IBc .
On distingue maintenant deux cas, qui conduiront a` des contradictions
diffe´rentes.
i) Pour tout θ ∈ Θ1 : Pθ(B) = 0. La partie ii) de la de´finition 4.1.1
implique : φ. 1IB
Θ0p.s.
= 0. φ e´tant e´gal a` 1 sur B, cet e´ve´nement est
Pθ ne´gligeable pour tout θ et on a alors φ
p.s.
≤ φ(θ0,θ1)(k,β) ; ceci prouve que
φ
(θ0,θ1)
(k,β) appartient a` G
′ et contredit l’hypothe`se : φ(θ0,θ1)(k,β) < gi = infG
′.
ii) Il existe θ ∈ Θ1 tel que Pθ(B) > 0. L’e´ve´nement C = B ∩ {pθ > 0}
est non vide et Pθ(C) > 0. Soit ω ∈ C, comme pθ0(ω) = 0 on
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a h(θ0,θ)(T (ω)) = 0 ; h(θ0,θ) e´tant croissante on a, pour t = T (ω),
Eθ0(f(t,1)) = 0 ; de plus φ
(θ0,θ1)
(k,β) < f(t,1) ≤ gi car ω ∈ A ; φ(θ0,θ1)(0,1)
et φ
(θ0,θ1)
(k,β) sont donc de moyenne nulle sous Pθ0 ce qui, par de´finition
de φ
(θ0,θ1)
(0,1) , implique l’e´galite´ Pθ0 et Pθ1 presque suˆrement de ces deux
e´le´ments de Φ
(θ0,θ1)
s . φ ve´rifie alors : φ
{θ0,θ1}p.s.
< φ
(θ0,θ1)
(0,1) et φ
θ0p.s.
=
φ
(θ0,θ1)
(0,1) ; on en de´duit φ
θ1p.s.
< φ
(θ0,θ1)
(0,1) , ce qui contredit le fait que φ est
un expert du choix entre Pθ0 et Pθ1 .
2e`me possibilite´ : φ
{θ0,θ1}p.s.
> φ
(θ0,θ1)
(k,β) > gs.
La de´monstration est semblable a` celle du cas pre´ce´dent.
On pose A = {φ(θ0,θ1)(k,β) − gs = 1} ∩ {φ = 0} = {φ(θ0,θ1)(k,β) 6= gs} ∩
{φ = 0}. Comme gs
p.s.
≤ φ, on a φ(θ0,θ1)(k,β) . 1IAc
p.s.
≤ φ. 1IAc . De plus,
φ
(θ0,θ1)
(k,β) . 1IA=1IA entraˆıne φ. 1IA
{θ0,θ1}p.s.
= 1IA, ce qui implique Pθ0(A) =
Pθ1(A) = 0 puisque A ⊆ {φ = 0} ; les e´ve´nements A ∩ {pθ0 > 0} et
A∩{pθ1 > 0} sont alors µ ne´gligeables et donc Pθ ne´gligeables pour tout
θ ; la seule partie de A qui peut ne pas eˆtre Pθ ne´gligeable, pour tout θ, est
B = A∩{pθ0 = 0}∩{pθ1 = 0} ; on a donc de´ja` : φ(θ0,θ1)(k,β) . 1IBc
p.s.
≤ φ. 1IBc .
On distingue maintenant deux cas, qui conduiront a` des contradictions
diffe´rentes.
i) Pour tout θ ∈ Θ0 : Pθ(B) = 0. La partie ii) de la de´finition 4.1.1
implique : φ. 1IB
Θ1p.s.
= 1IB . Comme φ est e´gal a` 0 sur B, cet e´ve´nement
est Pθ ne´gligeable pour tout θ et on a alors φ
(θ0,θ1)
(k,β)
p.s.
≤ φ ; ceci prouve que
φ
(θ0,θ1)
(k,β) appartient a` G et contredit l’hypothe`se : φ
(θ0,θ1)
(k,β) > gs = supG.
ii) Il existe θ ∈ Θ0 tel que Pθ(B) > 0. L’e´ve´nement C = B ∩ {pθ > 0}
est non vide et Pθ(C) > 0. Soit ω ∈ C, comme pθ1(ω) = 0 on a
h(θ,θ1)(T (ω)) = +∞ ; h(θ,θ1) e´tant croissante on a, pour t = T (ω),
Eθ1(f(t,0)) = 1 ; de plus gs ≤ f(t,0) < φ(θ0,θ1)(k,β) car ω ∈ A ; on a donc
Eθ1(φ
(θ0,θ1)
(k,β) ) = 1 = Eθ1(φ
(θ0,θ1)
(∞,0) ), ce qui implique, par de´finition de
φ
(θ0,θ1)
(∞,0) : φ
(θ0,θ1)
(k,β)
{θ0,θ1}p.s.
= φ
(θ0,θ1)
(∞,0) . φ ve´rifie alors : φ
{θ0,θ1}p.s.
> φ
(θ0,θ1)
(∞,0)
et φ
θ1p.s.
= φ
(θ0,θ1)
(∞,0) ; on en de´duit φ
θ0p.s.
> φ
(θ0,θ1)
(∞,0) , ce qui contredit le fait
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que φ est un expert du choix entre Pθ0 et Pθ1 .
3e`me possibilite´ : φ
{θ0,θ1}p.s.
= φ
(θ0,θ1)
(k,β) .
On a φ
{θ0,θ1}p.s.
= φ
(θ0,θ1)
(k,β) < gi et gs < φ
(θ0,θ1)
(k,β)
{θ0,θ1}p.s.
= φ. On peut
refaire les de´monstrations des deux possibilite´s pre´ce´dentes jusqu’au cas
i). C’est dans ii) que l’on se sert de l’ine´galite´ stricte, Pθ0 et Pθ1 presque
suˆrement, entre φ et φ
(θ0,θ1)
(k,β) .
Il nous reste a` trouver une contradiction lorsque les deux cas ii) sont
re´alise´s. Les constructions faites au de´but de ces deux cas sont encore
valables. Elles nous conduisent a` l’existence de θ ∈ Θ0, de θ′ ∈ Θ1 et de
deux re´els, t et t′, tels que :
gs ≤ f(t,0) < φ(θ0,θ1)(k,β) et h(θ,θ1)(t) = +∞ ;
φ
(θ0,θ1)
(k,β) < f(t′,1) ≤ gi et h(θ0,θ′)(t′) = 0.
Conside´rons l’intervalle I = [t, t′] ; la fonction h(θ,θ1) (resp. h(θ0,θ′)) est
e´gale a` +∞ (resp. 0) sur I, donc pour tout ω de {T ∈ I} on a pθ1(ω) = 0
et pθ0(ω) = 0. La famille {h(θ0,θ1)} e´tant normalise´e, d’apre`s la de´finition
4.2.1, h(θ0,θ1) est constante sur I, puisque I ⊆IR −(Di ∪ Ds) (voir
la proposition 4.2.1) ; ce qui contredit l’existence d’un e´le´ment φ
(θ0,θ1)
(k,β)
strictement entre f(t,0) et f(t′,1) .
2e`me cas : Eθ0(φ) = 0.
La condition Eθ0(φ) = 0 est e´quivalente a` φ
θ0p.s.
= φ
(θ0,θ1)
(0,1) .
Montrons que l’on a aussi φ
θ1p.s.≤ φ(θ0,θ1)(0,1) .
Par de´finition, φ
(θ0,θ1)
(0,1) vaut 1 sur {pθ0 = 0} ∩ {pθ1 > 0}. L’e´ve´nement
A = {φ > φ(θ0,θ1)(0,1) } = {φ(θ0,θ1)(0,1) = 0} ∩ {φ = 1} est bien θ1 ne´gligeable
puisqu’il se de´compose en A′ = A ∩ {pθ0 > 0} qui est µ ne´gligeable
(Eθ0(φ) = 0) et B = A ∩ {pθ0 = 0} ∩ {pθ1 = 0}.
Le cas φ
{θ0,θ1}p.s.
= φ
(θ0,θ1)
(0,1) a e´te´ e´tudie´ pre´ce´demment puisque φ est alors
un expert du choix entre Pθ0 et Pθ1 .
Il reste a` conside´rer le cas : φ
θ0p.s.
= φ
(θ0,θ1)
(0,1) et φ
θ1p.s.
< φ
(θ0,θ1)
(0,1) .
Par construction de B on a φ. 1IBc
p.s.
≤ φ(θ0,θ1)(0,1) . 1IBc .
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Nous allons encore raisonner par l’absurde en supposant qu’il existe
φ
(θ0,θ1)
(k,β) dans ]gs, gi[ ; on a alors φ
(θ0,θ1)
(0,1) ≤ φ(θ0,θ1)(k,β) < gi. Si on montre
que B est Pθ ne´gligeable pour tout θ on aura φ
p.s.
≤ φ(θ0,θ1)(0,1) , ce qui
se traduit par l’appartenance de φ
(θ0,θ1)
(0,1) a` G
′ et est incompatible avec
φ
(θ0,θ1)
(0,1) < gi = infG
′.
Montrons d’abord que B est Pθ ne´gligeable pour tout θ de Θ0. S’il
existait θ ∈ Θ0 tel que Pθ(B) > 0, φ serait un expert du choix entre
Pθ et Pθ1 , d’apre`s la partie i) de la de´finition 4.1.1, puisqu’on aurait
Eθ(φ) > 0 et par hypothe`se φ
θ1p.s.
< φ
(θ0,θ1)
(0,1) ≤ φ(θ0,θ1)(∞,0) donc Eθ1(φ) < 1 ;
de plus, l’e´ve´nement C = B − {gi = 0} serait non ne´gligeable pour
Pθ puisque φ
p.s.
≤ gi, il existerait alors ω ∈ C tel que pθ(ω) > 0
donc h(θ,θ1)(T (ω)) = +∞ et φ(θ,θ1)(∞,0) ≤ f(T (ω),0) < gi ; on aurait meˆme
φ
(θ,θ1)
(∞,0) ≤ gs puisque le premier cas applique´ a` φ expert du choix entre
Pθ et Pθ1 entraˆıne ]gs, gi[∩Φ(θ,θ1)s = ∅ ; ce qui impliquerait Eθ1(φ) = 1
qui est incompatible avec la condition φ
θ1p.s.
< φ
(θ0,θ1)
(0,1) . On a donc bien
Pθ(B) = 0 pour θ ∈ Θ0.
Il reste a` montrer que l’on a aussi Pθ(B) = 0 pour tout θ dans Θ1. Soit
θ ∈ Θ1, supposons Pθ(B) > 0 ; l’e´ve´nement C = B ∩ {pθ(ω) > 0} ne
serait pas µ ne´gligeable bien que Pθ′ ne´gligeable pour tout θ
′ de Θ0 ; il
existerait alors ωθ′ ∈ C tel que pθ′(ωθ′) = 0, donc h(θ′,θ)(T (ωθ′)) = 0 et
par de´finition de B ⊆ A : φ(θ0,θ1)(0,1) ≤ f(T (ωθ′),1) ≤ φ
(θ′,θ)
(0,1) ; le lemme 2 de
l’annexe II impliquerait f(t0,u0) = φ
(θ0,θ1)
(0,1) , ce qui contredit la condition
φ
θ1p.s.
< φ
(θ0,θ1)
(0,1) car φ est un expert donc φ
p.s.
≥ f(t0,u0) (voir II-a)).
3e`me cas : Eθ1(φ) = 1.
La de´monstration est semblable a` la pre´ce´dente.
On pose A = {φ < φ(θ0,θ1)(∞,0) } = {φ(θ0,θ1)(∞,0) = 1}∩{φ = 0} qui se de´compose
en A′ = A ∩ {pθ1 > 0}, A′′ = A ∩ {pθ1 = 0} ∩ {pθ0 > 0} et
B = A ∩ {pθ1 = 0} ∩ {pθ0 = 0}.
A′′ est vide puisque {pθ1 = 0} ∩ {pθ0 > 0} est inclus dans {φ(θ0,θ1)(∞,0) = 0}
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par de´finition de φ
(θ0,θ1)
(∞,0) ; A
′ est µ ne´gligeable puisque la condition
Eθ1(φ) = 1 est e´quivalente a` φ
θ1p.s.
= φ
(θ0,θ1)
(∞,0) ; on a e´videmment
Pθ0(B) = 0 et donc aussi : φ
θ0p.s.≥ φ(θ0,θ1)(∞,0 .
Le cas φ
{θ0,θ1}p.s.
= φ
(θ0,θ1)
(∞,0) a e´te´ e´tudie´ pre´ce´demment puisque φ est alors
un expert du choix entre Pθ0 et Pθ1 .
Il reste a` conside´rer le cas : φ
θ1p.s.
= φ
(θ0,θ1)
(∞,0) et φ
θ0p.s.
> φ
(θ0,θ1)
(∞,0) .
Par construction de B on a φ. 1IBc
p.s.
≥ φ(θ0,θ1)(∞,0) . 1IBc .
Nous allons encore raisonner par l’absurde en supposant qu’il existe
φ
(θ0,θ1)
(k,β) dans ]gs, gi[ ; on a alors gs < φ
(θ0,θ1)
(k,β) ≤ φ(θ0,θ1)(∞,0) . Si on montre
que B est Pθ ne´gligeable pour tout θ on aura φ
p.s.
≥ φ(θ0,θ1)(∞,0) , ce qui
se traduit par l’appartenance de φ
(θ0,θ1)
(∞,0) a` G et est incompatible avec
φ
(θ0,θ1)
(∞,0) > gs = supG.
Montrons d’abord que B est Pθ ne´gligeable pour tout θ de Θ1. S’il
existait θ ∈ Θ1 tel que Pθ(B) > 0, φ serait un expert du choix entre
Pθ0 et Pθ, d’apre`s la partie i) de la de´finition 4.1.1, puisqu’on aurait
Eθ(φ) < 1 et par hypothe`se φ
θ0p.s.
> φ
(θ0,θ1)
(∞,0) donc Eθ0(φ) > 0 ; de plus,
l’e´ve´nement C = B − {gs = 1} serait non ne´gligeable pour Pθ puisque
φ
p.s.
≥ gs et B ⊆ {φ = 0} ; il existerait alors ω ∈ C tel que pθ(ω) > 0
donc h(θ0,θ)(T (ω)) = 0 et gs < f(T (ω),1) ≤ φ(θ0,θ)(0,1) ; on aurait meˆme
φ
(θ0,θ)
(0,1) ≥ gi puisque le premier cas applique´ a` φ expert du choix entre
Pθ0 et Pθ entraˆıne ]gs, gi[∩Φ(θ0,θ)s = ∅ ; ce qui impliquerait Eθ0(φ) = 0
qui est incompatible avec la condition φ
θ0p.s.
> φ
(θ0,θ1)
(∞,0) . On a donc bien
Pθ(B) = 0 pour θ ∈ Θ1.
Il reste a` montrer que l’on a aussi Pθ(B) = 0 pour tout θ dans Θ0. Soit
θ ∈ Θ0, supposons Pθ(B) > 0 ; l’e´ve´nement C = B ∩ {pθ(ω) > 0} ne
serait pas µ ne´gligeable bien que Pθ′ ne´gligeable pour tout θ
′ de Θ1 ; il
existerait alors ωθ′ ∈ C tel que pθ′(ωθ′) = 0, donc h(θ,θ′)(T (ωθ′)) = +∞
et par de´finition de B ⊆ A : φ(θ0,θ1)(∞,0) ≥ f(T (ωθ′),1) ≥ φ
(θ,θ′)
(∞,0) ; le lemme 1 de
l’annexe II impliquerait f(t1,u1) = φ
(θ0,θ1)
(∞,0) , ce qui contredit la condition
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φ
θ0p.s.
> φ
(θ0,θ1)
(∞,0) puisque tout expert ve´rifie : φ
p.s.
≤ f(t1,u1) (voir II-b)).
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4.3 VOTES DES EXPERTS.
Conside´rons un proble`me de de´cision a` hypothe`ses stables :
(Ω,A, (Pθ = pθ.µ)θ∈Θ0∪Θ1) (voir la de´finition 4.1.2). D’apre`s l’annexe II on peut
lui associer une statistique re´elle T et une famille normalise´e :
{h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 (voir la de´finition 4.2.1). K(θ0,θ1) = h(θ0,θ1)(T ) nous permet
de de´finir l’ensemble Φ
(θ0,θ1)
s = [φ
(θ0,θ1)
(0,1) , φ
(θ0,θ1)
(∞,0) ] des fonctions de tests simples
base´es sur K(θ0,θ1) (voir la de´finition 2.2.1). D’apre`s la proposition 4.2.2, c’est
l’adhe´rence ∆s de ∆s = ∪(θ0,θ1)∈Θ0×Θ1Φ(θ0,θ1)s dans F qui contient les experts
fondamentaux. Comme nous l’avons fait pour le choix entre deux probabilite´s
(paragraphe 2.4), nous allons commencer par probabiliser cet ensemble d’experts.
∆s ⊆ F est muni de la σ-alge`bre trace de la tribu bore´lienne correspon-
dant a` la topologie de l’ordre de´fini sur F (voir le paragraphe 4.2). Pour de´finir
une probabilite´ sur ∆s on peut utiliser les constructions classiques a` partir d’une
semi-alge`bre (cf. [Nev.] p. 25). Par exemple, la semi-alge`bre engendre´e par les in-
tervalles de la forme ] ←, f [= {g ∈ ∆s ; g < f} avec f ∈ ∆s ou celle engendre´e
par ceux de la forme ]←, f ] = {g ∈ ∆s ; g ≤ f}. On montre facilement, qu’il suffit
alors de de´finir sur les intervalles de la forme ] ←, f [ (resp. ] ←, f ]) une fonction
a` valeurs dans [0, 1], non de´croissante, continue a` gauche (resp. droite) et valant 0
(resp. 1) en f = inf∆s (resp.f = sup∆s).
Comme nous l’avons fait en 2.4, nous choisissons de probabiliser ∆s
en utilisant l’ope´rateur Eθ. Pour chaque θ ∈ Θ, il nous permet de de´finir deux
probabilite´s mθ et m
′
θ en posant mθ(] ←, f [) = Eθ(f) pour f 6= inf∆s et
m′θ(] ←, f ]) = Eθ(f) pour f 6= sup∆s. Ces deux probabilite´s sont identiques
si pour tout couples (f, g) d’e´le´ments successifs de ∆s, c’est-a`-dire f < g et
]f, g[∩∆s = ∅, on a : Eθ(f) = Eθ(g). Dans le cas contraire, la masse Eθ(g − f)
est attribue´e a` f par mθ et a` g par m
′
θ. Comme nous l’avons fait au paragraphe
2.4, il semble naturel de partager e´quitablement cette masse entre f et g, ce qui
revient a` probabiliser ∆s par (mθ+m
′
θ)/2. Le re´sultat du vote des experts a` partir
de cette probabilite´ de´finit pour chaque re´alisation ω ∈ Ω une probabilite´ Qωθ sur
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D = {0, 1}. On a Qωθ ({1}) =
∫
∆s
f(ω) d(mθ + m
′
θ)/2. Afin de pouvoir exprimer
simplement ce re´sultat, on va de´finir une statistique qui jouera un roˆle semblable
a` celui du rapport des densite´s K dans le choix entre deux probabilite´s.
De´finition 4.3.1
Soit (Ω,A, (Pθ = pθ.µ)θ∈Θ0∪Θ1) un proble`me de de´cision a` hypothe`ses
stables a` partir de la statistique re´elle T . Associons a` t ∈IR, deux e´le´ments de
[f(−∞,0), f(+∞,1)] de´finis par :
f(at,ut) = sup{f ∈ ∆s ; f ≤ f(t,0)} ∪ {f(−∞,0)}
f(bt,vt) = inf{f ∈ ∆s ; f ≥ f(t,1)} ∪ {f(+∞,1)}
On appelle statistique essentielle, la statistique K(T ) obtenue a` partir de la
fonction croissante K : IR→ IR de´finie par :
K(t) =


−∞ si (at, ut) = (−∞, 0)
bt − 1 si (at, ut) = (−∞, 1)
[at + bt]/2 si −∞ < at ≤ bt < +∞
at + 1 si (bt, vt) = (+∞, 0) et at > −∞
+∞ si (bt, vt) = (+∞, 1)
Sous Pθ, la fonction de re´partition moyenne Gθ(k) de cette statistique est e´gale a`
[Pθ({K(T ) < k}) + Pθ({K(T ) ≤ k})]/2.
Cette de´finition est cohe´rente car on ne peut pas avoir en meˆme temps
(at, ut) = (−∞, 0) et (bt, vt) = (+∞, 1). En effet, on a ∆s ⊆ [inf∆s, sup∆s] =
[1IDi−Ds (T ), 1− 1IDs (T )] ⊆ [f(−∞,1), f(+∞,0)] (voir la proposition 4.2.1), le cas
(at, ut) = (−∞, 0) (resp. (bt, vt) = (+∞, 1)) se produit donc uniquement lorsque
t ∈ (Di −Ds) (resp. t ∈ Ds).
La quatrie`me possibilite´ de la de´finition de K e´limine le cas : (bt, vt) = (+∞, 0)
et at = −∞, il correspond a` ∆s = {f(−∞,1), f(+∞,0)}, donc a` un choix entre deux
hypothe`ses de´finies par des densite´s pθ identiques et telles que Di = Ds = ∅. Nous
aurions pu enlever ce cas sans inte´reˆt, mais comme il ne pose pas de proble`me
lorsque Di 6= ∅ ou Ds 6= ∅ nous avons pre´fe´re´ choisir entre K(t) = −∞ et
K(t) = +∞.
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La croissance de K provient du fait que pour t < t′ on a soit f(at,ut) = f(a′t,u′t) et
f(bt,vt) = f(b′t,v′t), soit f(bt,vt) ≤ f(a′t,u′t).
Pour t n’appartenant pas a` Di ∪ Ds, on a inf∆s ≤ f(t,0) < f(t,1) ≤
sup∆s ; les deux fonctions de test f(at,ut) et f(bt,vt) de´finissent alors les deux
experts successifs de ∆s qui ne prennent pas la meˆme de´cision lorsque T (ω) = t. La
statistique essentielle K(T ) nous permet de traiter de fac¸on homoge`ne les e´le´ments
successifs de ∆s charge´s par la probabilite´ (mθ+m
′
θ)/2 et ceux qui ne le sont pas.
Proposition 4.3.1
Lorsqu’on re´alise ω, le re´sultat du vote des experts ∆s sous Pθ est une
probabilite´ Qωθ de´finie sur l’espace des de´cisions D = {0, 1} par :
Qωθ ({1}) =


1 si T (ω) ∈ Di −Ds
1−Gθ(K(T (ω))) si T (ω) ∈IR−(Di ∪Ds)
0 si T (ω) ∈ Ds
(Gθ est la fonction de re´partition moyenne de la statistique essentielle K(T ), les
demi-droites Di et Ds sont de´finies en 4.2.1).
De´monstration
Soient θ ∈ Θ et ω ∈ Ω.
Qωθ ({1}) =
∫
∆s
f(ω) d(mθ + m
′
θ)/2 est la fre´quence des experts qui
de´cident d = 1 face a` la re´alisation ω.
Posons t = T (ω), d’apre`s la proposition 4.2.1 on a : inf∆s =1IDi−Ds (T )
et sup∆s = 1− 1IDs (T ) ; les diffe´rentes conditions de l’expression de
Qωθ ({1}) peuvent s’e´crire respectivement : f(t,0) < inf∆s, inf∆s ≤
f(t,0) < f(t,1) ≤ sup∆s et f(t,1) > sup∆s.
1er cas : f(t,0) < inf∆s.
Tous les experts de ∆s de´cident d = 1 en ω puisque T (ω) = t ; on a bien
Qωθ ({1}) = 1.
2e`me cas : inf∆s ≤ f(t,0) < f(t,1) ≤ sup∆s.
Conside´rons les fonctions de test δt = f(at,ut) et δ
′
t = f(bt,vt) de la
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de´finition pre´ce´dente. Elles ve´rifient : inf∆s ≤ δt ≤ f(t,0) < f(t,1) ≤
δ′t ≤ sup∆s.
δt (resp. δ
′
t) est le plus grand (resp. petit) expert de ∆s de´cidant d = 0
(resp. d = 1) pour la re´alisation ω. On a donc :
Qωθ ({1})=1− [(mθ +m′θ)/2](]←, δt])
=1− (1/2)[mθ(]←, δ′t[) +m′θ(]←, δt])]
=1− (1/2)[Eθ(δ′t) + Eθ(δt)]
=1− (1/2)[Pθ({δ′t = 1}) + Pθ({δt = 1})].
Ceci de´montre le re´sultat recherche´, Qωθ ({1}) = 1−Gθ(K(t)), si les deux
e´ve´nements {δt = 1} et {δ′t = 1} s’e´crivent respectivement : {K(T ) <
K(t)} et {K(T ) ≤ K(t)} ; c’est-a`-dire si {δ′t−δt = 1} = {K(T ) = K(t)}.
Par construction de K on a {δ′t−δt = 1} ⊆ {K(T ) = K(t)}. Conside´rons
ω0 /∈ {δ′t − δt = 1}, il nous reste a` montrer que K(x) 6= K(t) pour
x = T (ω0). Nous allons analyser successivement les diffe´rents cas de la
de´finition de K(t) ; dans notre situation il n’y a que trois cas possibles
puisque δt = f(at,ut) et δ
′
t = f(bt,vt) appartiennent a` [inf∆s, sup∆s] ⊆
[f(−∞,1), f(+∞,0)].
i) K(t) = bt − 1 pour (at, ut) = (−∞, 1).
Dans ce cas {δ′t − δt = 1} = {f(bt,vt) = 1} et ω0 ∈ {f(bt,vt) = 0} ; pour
que ω0 puisse exister il faut bt < +∞ puisque x = T (ω0) ∈IR ; on a alors
f(bt,vt) ≤ f(x,0) donc f(bt,vt) ≤ f(ax,ux) ; comme f(at,ut) < f(bt,vt), on a
−∞ < bt ≤ ax ; par de´finition de K(x) ceci implique K(x) ≥ ax ≥ bt >
bt − 1 = K(t) (on a bt > bt − 1 car bt n’est pas infini).
ii) K(t) = [at + bt]/2 pour −∞ < at ≤ bt < +∞.
ω0 appartient a` {f(at,ut) = 1} ou {f(bt,vt) = 0}, dans le premier cas on
a f(x,1) ≤ f(bx,vx) ≤ f(at,ut) et dans le second f(bt,vt) ≤ f(ax,ux) ≤ f(x,0),
ce qui implique respectivement bx ≤ at et bt ≤ ax.
Lorsque bx ≤ at la de´finition de K(x) entraˆıne K(x) < K(t) ; c’est
e´vident si at < bt ou ax = −∞ ; dans le cas contraire cela reste vrai car
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at = bt est e´quivalent a` (at, ut) = (t, 0) et (bt, vt) = (t, 1), d’autre part
on a −∞ < ax < t puisque x < t.
De meˆme, lorsque bt ≤ ax on a K(t) < K(x) ; c’est e´vident si at < bt ou
bx = +∞ ; dans le cas contraire cela reste vrai car on a (at, ut) = (t, 0),
(bt, vt) = (t, 1)et t < x ≤ bx < +∞.
iii) K(t) = at + 1 pour (bt, vt) = (+∞, 0) et at > −∞.
ω0 appartient a` {f(at,ut) = 1} et comme pre´ce´demment on a f(x,1) ≤
f(bx,vx) ≤ f(at,ut), bx ≤ at, donc K(x) < K(t).
3e`me cas : f(t,1) > sup∆s.
Tous les experts de ∆s de´cident d = 0 en ω puisque T (ω) = t ; on a donc
bien : Qωθ ({1}) = 0.
Les votes Qθ que l’on vient de de´finir ont e´te´ construits a` partir d’une
famille normalise´e {h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 particulie`re. On peut de´montrer (voir la
proposition 1 de l’annexe III)qu’en changeant de famille normalise´e on obtient les
meˆmes votes sauf sur un ensemble de re´alisations ne´gligeable pour tout Pθ.
Comparons ce vote avec celui obtenu pour le choix entre Pθ0 et Pθ1
lorsque θ ∈ {θ0, θ1} (voir la de´finition 2.4.1). Le re´sultat du vote des experts
Φ
(θ0,θ1)
s ⊆ ∆s de´pend de la valeur de la statistique K(θ0,θ1) = h(θ0,θ1)(T ). Posons
K(θ0,θ1)(ω) = k
′, la fre´quence du vote en faveur de Pθ1 est e´gale a` 1 si k
′ = 0, a` 0
si k′ = +∞ et a` [Pθ({K(θ0,θ1) > k′}) + Pθ({K(θ0,θ1) ≥ k′})]/2 sinon. Il est facile
de voir que K(θ0,θ1) se factorise par K(T ) : K(θ0,θ1) = h
′
(θ0,θ1)
(K(T )), on a alors
k′ = h′(k) avec k = K(T (ω)). Dans le cas ou` la re´alisation ω pose vraiment un
proble`me de choix entre Pθ0 et Pθ1 , c’est-a`-dire 0 < k
′ < +∞, le vote Qωθ ({1}) des
experts ∆s est compris entre Pθ({K(θ0,θ1) > k′}) et Pθ({K(θ0,θ1) ≥ k′}). C’est un
vote qui affine celui du choix entre Pθ0 et Pθ1 , en prenant en compte les autres cas
possibles.
Examinons maintenant le vote de l’ensemble des experts. D’apre`s la
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proposition 4.2.2 tout expert φ, non presque suˆrement e´gal a` un e´le´ment de ∆s,
est presque suˆrement strictement encadre´ par deux e´le´ments successifs de ∆s :
f
p.s.
< φ
p.s.
< f ′. En dehors de l’e´ve´nement A = {f 6= f ′} = {f = 0} ∩ {f ′ = 1},
φ est presque suˆrement e´gal a` f et f ′. Sur A la statistique essentielle K(T ) est
constante, tous les rapports de densite´s K(θ0,θ1) le sont donc aussi. Les re´alisations
ω appartenant a` A n’ont aucune raison de se diffe´rencier par rapport a` la de´cision
prise. C’est ce que font les experts f et f ′, qui sont d’ailleurs les re`gles f(at,ut) et
f(bt,vt) de la de´finition 4.3.1, t e´tant une valeur quelconque prise par la statistique T
sur A. Les experts compris entre f et f ′ diffe`rent principalement par la proportion
de A pour laquelle ils de´cident d = 1. L’ensemble de ces experts de´pend des
e´ve´nements inclus dans A. Si on veut e´viter l’intervention de ces proble`mes
de mesurabilite´ on peut conside´rer sur A les experts ale´atoires constants. Les
re´alisations ω de A sont ainsi traite´es de fac¸on semblable et toutes les proportions
sur A de la de´cision d = 1 sont permises. Ceci revient a` conside´rer le sur-mode`le
Ω× [0, 1] muni de la probabilite´ P ′θ produit de Pθ par la loi uniforme sur [0, 1] et les
experts de´terministes de la forme : 1I{K(T )<k} (ω)+ 1I{K(T )=k} (ω). 1I[0,β] (u),
β variant entre 0 et 1 (la restriction de β a` {0, 1} de´finit les experts de ∆s).
Dans ce sur-mode`le l’ensemble des experts conside´re´s peut eˆtre probabilise´, comme
pre´ce´demment, par l’ope´rateur E′θ moyenne par rapport a` P
′
θ. Les deux probabilite´s
possibles sont ici identiques et on ve´rifie facilement que l’on obtient le meˆme vote
que celui des experts de ∆s. Dans la suite nous ne conside`rerons que ce type de
votes. Les autres votes que l’on peut construire sur l’ensemble des experts a` partir
de Eθ sont toujours compris entre les votes de´finis sur ∆s a` partir de mθ et m
′
θ.
Ils ne peuvent eˆtre diffe´rents sur A que si Pθ(A) > 0.
Nous nous retrouvons avec un vote pour chaque valeur possible du
parame`tre θ. Avant d’en choisir un ou d’en construire une synthe`se nous allons
montrer qu’on avantage la de´cision d = 1 (resp. d = 0) en utilisant θ appartenant a`
Θ0 (resp. Θ1). Ceci se comprend aise´ment puisque Pθ0 (resp. Pθ1) a plutoˆt tendance
a` charger les grandes (resp. petites) valeurs de T .
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Proposition 4.3.2
i) ∀ θ0 ∈ Θ0 et ∀ θ1 ∈ Θ1 on a :
Qωθ0({1}) ≥ Qωθ1({1}) et bien suˆr Qωθ0({0}) ≤ Qωθ1({0}).
ii) S’il existe θ tel que Qωθ ({1})
{θ}p.s.
= 1−Gθ(K(T )), sous Pθ le vote Qθ
est neutre : Eθ(Q
ω
θ ({1})) = Eθ(Qωθ ({0})) = 12 .
De´monstration
i) Soient θ0 ∈ Θ0, θ1 ∈ Θ1 et ω ∈ Ω, posons T (ω) = t.
D’apre`s la proposition 4.3.1, les votes Qωθ0({1}) et Qωθ1({1}) sont e´gaux a`
1 (resp. 0) lorsque t ∈ (Di−Ds) (resp. t ∈ Ds). Il nous reste a` conside´rer
le cas : t ∈IR−(Di ∪Ds)
On a alors Qωθ ({1}) = 1−Gθ(K(t)), Gθ e´tant la fonction de re´partition
moyenne de la statistique essentielle K(T ) : Gθ(K(t)) = Eθ(ft) avec
ft =1I{K(T )<K(t)} +12 1I{K(T )=K(t)}.
Soient θ0 ∈ Θ0 et θ1 ∈ Θ1, il nous faut de´montrer l’ine´galite´ :
Eθ0(ft) ≤ Eθ1(ft), c’est-a`-dire
∫
Ω
ft(pθ1 − pθ0) dµ ≥ 0.
Pour cela nous utilisons la stabilite´ des hypothe`ses qui suppose l’exis-
tence d’une fonction mesurable croissante h(θ0,θ1) : IR→ IR+ ve´rifiant
pθ0/pθ1 = h(θ0,θ1)(T ) sur le domaine de de´finition de ce rapport, c’est-a`-
dire en dehors de {ω ∈ Ω ; pθ0(ω) = pθ1(ω) = 0}.
La valeur de K(t) de´pend de deux e´le´ments de ∆s, δt = f(at,ut) et
δ′t = f(bt,vt), car t /∈ (Di ∪ Ds). Ils ve´rifient δt ≤ f(t,0) < f(t,1) ≤ δ′t et
]δt, δ
′
t[∩∆s = ∅. Dans le 2e`me cas de la de´monstration de la proposition
4.3.1 nous avons montre´ l’e´galite´ : {K(T ) = K(t)} = {δ′t− δt = 1}. Quel
que soit le cas de figure : φ
(θ0,θ1)
(∞,0) ≤ δt, φ(θ0,θ1)(0,1) ≤ δt < δ′t ≤ φ(θ0,θ1)(∞,0) ou
δ′t ≤ φ(θ0,θ1)(0,1) , on a toujours {K(T ) = K(t)} ⊆ {h(θ0,θ1)(T ) = h(θ0,θ1)(t)}
(φ
(θ0,θ1)
(k,β) est une fonction de test simple base´e sur K(θ0,θ1) = h(θ0,θ1)(T )).
K et h(θ0,θ1) e´tant croissantes on en de´duit : 1IA≤ ft ≤1IB avec
A = {h(θ0,θ1)(T ) < h(θ0,θ1)(t)} et B = {h(θ0,θ1)(T ) ≤ h(θ0,θ1)(t)}.
Si h(θ0,θ1)(t) ≤ 1 on a 1IB (pθ1 − pθ0) ≥ 0 donc
∫
Ω
ft(pθ1 − pθ0) dµ ≥ 0.
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Il nous reste le cas h(θ0,θ1)(t) > 1 ; posons Ω1 = {h(θ0,θ1)(T ) ≤ 1}, on a
alors 1IΩ1≤ ft ; il est facile de ve´rifier l’ine´galite´ suivante :
(ft− 1IΩ1)(pθ1 − pθ0) ≥ (1− 1IΩ1)(pθ1 − pθ0) puisque (pθ1 − pθ0) est
ne´gatif sur le comple´mentaire de Ω1 ; en inte´grant chacun des membres
de cette ine´galite´ on obtient le re´sultat recherche´ :
∫
Ω
ft(pθ1−pθ0) dµ ≥ 0.
ii) Soit θ tel que Qωθ ({1})
{θ}p.s.
= 1−Gθ(K(T )).
Il suffit de montrer l’e´galite´ Eθ(Q
ω
θ ({0})) = 12 c’est-a`-dire
Eθ(Gθ(K(T ))) =
1
2 .
Si K(T ) est diffuse Gθ est la fonction de re´partition classique de K(T ),
elle est de plus continue. Nous savons queGθ(K(T )) suit une loi uniforme
sur [0, 1] (cf. [Bre.] p. 284) qui est bien de moyenne 12 .
Si K(T ) n’est pas diffuse, on conside`re l’ensemble de´nombrable des
points charge´s par K(T ). Le comple´mentaire de ces points est une
union de´nombrable d’intervalles disjoints sur lesquels Gθ est continue
et e´gale a` la fonction de re´partition classique. La mesure trace de la
probabilite´ image de Pθ par Gθ(K(T )) sur les intervalles (ai, bi), images
par Gθ des intervalles pre´ce´dents, est donc la mesure de Lebesgue. Ceci
implique Eθ[Gθ(K(T )). 1I(ai,bi) (Gθ(K(T )))] =
b2i−a2i
2 . Dans l’intervalle
)bi, ai+1( la statistique Gθ(K(T )) ne prend qu’une valeur
bi+ai+1
2 avec
la probabilite´ ai+1− bi. La moyenne sur ces intervalles est alors a
2
i+1−b2i
2
.
En sommant ces re´sultats on obtient Eθ(Gθ(K(T ))) = −022 + 1
2
2 =
1
2 .
Cette proposition nous montre que les votes Qωθ qui avantagent la
de´cision d = 1 sont ceux qui se font a` partir de θ appartenant a` Θ0. Si Θ0 n’est
pas trop limite´, en particulier s’il existe des θ0 qui donnent a` T des fonctions de
re´partition presque nulles pour des valeurs re´elles aussi grandes que l’on veut, on
aura des θ0 pour lesquels Q
ω
θ0
({1}) sera proche de 1. Ge´ne´ralement ces θ0 ne sont
pas tre`s probables pour l’utilisateur qui veut choisir entre Θ0 et Θ1. En effet, s’il
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de´finit le principe du partage de Θ en deux, il est rare qu’il essaie de limiter Θ
a` partir de ses connaissances empiriques. Θ contient ge´ne´ralement les valeurs du
parame`tre mathe´matiquement possibles. Le choix d’un vote final prendra alors
peu en compte les votes associe´s a` ces θ0. Cela peut se faire en prenant la moyenne
des votes associe´s a` θ appartenant a` Θ0, a` partir d’une probabilite´ Λ0 bien choisie.
On peut aussi e´viter les votes Qωθ0 trop favorables a` la de´cision d = 1 en prenant,
dans Θ0, le vote le moins favorable a` d = 1. S’il existe c’est un cas particulier du
choix pre´ce´dent, Λ0 e´tant une masse de Dirac, dans le cas contraire on peut tout
de meˆme de´finir un vote re´pondant a` ce crite`re. Nous allons de´finir ces deux types
de votes ainsi que les deux qui correspondent a` Θ1.
De´finition 4.3.2
Soit (Ω,A, (Pθ = pθ.µ)θ∈Θ0∪Θ1) un proble`me de de´cision a` hypothe`ses
stables. Θ = Θ0 ∪ Θ1 est muni d’une tribu T et on suppose que Qωθ ({1}) est
mesurable pour presque tout ω.
Λ0 (resp. Λ1) e´tant une probabilite´ sur l’espace mesurable (Θ0, T0) (resp. (Θ1, T1)),
on appelle vote ponde´re´ par Λ0 (resp. Λ1) la probabilite´ de´finie sur D = {0, 1},
pour presque toute re´alisation ω, par :
QωΛ0({1}) =
∫
Θ0
Qωθ ({1}) dΛ0(θ) (resp. QωΛ1({1}) =
∫
Θ1
Qωθ ({1}) dΛ1(θ)).
On appelle vote le plus favorable sous Θ0 (resp. Θ1), la probabilite´ de´finie sur
D = {0, 1}, pour toute re´alisation ω, par :
QωΘ0({0}) = supθ∈Θ0Qωθ ({0}) (resp. QωΘ1({1}) = supθ∈Θ1Qωθ ({1}).
Ces quatre types de votes ve´rifient : QωΛ1({1}) ≤ QωΘ1({1}) ≤ QωΘ0({1}) ≤
QωΛ0({1}).
Cette proprie´te´ entre les quatre types de votes de´coule directement des
de´finitions et de la proposition 4.3.2.
QωΘ0 et Q
ω
Θ1
repre´sentent les votes les plus proches parmi ceux base´s sur Θ0 d’une
part et Θ1 d’autre part. Ils peuvent eˆtre identiques sur presque tout Ω, nous
dirons dans ce cas que les hypothe`ses sont adjacentes. On peut alors donner le
vote QωΘ0
p.s.
= QωΘ1 comme aide a` la de´cision, quand on observe ω.
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Quand les hypothe`ses ne sont pas adjacentes ou quand les votes ponde´re´s
par Λ0 et Λ1 ne sont pas identiques, ce qui est ge´ne´ralement le cas, on a deux votes
pour nous aider a` prendre une de´cision. L’unQω0 est base´ sur Θ0, l’autreQ
ω
1 est base´
sur Θ1. Les solutions imagine´es dans le cas du choix entre deux probabilite´s sont
encore possibles. Nous allons les passer en revue rapidement. Nous en reparlerons
plus en de´tail au chapˆıtre suivant, dans le cadre classique des mode`les a` rapport
de vraisemblance monotone.
Comme dans la the´orie des tests on peut privile´gier une hypothe`se. Ici, ceci revient
a` utiliser un seul des deux votes, Qω0 ou Q
ω
1 , comme aide a` la de´cision.
De fac¸on semblable a` ce qui a e´te´ fait au paragraphe 2.5, on peut aussi utiliser
un vote ponde´re´ par λ ∈ [0, 1] : Qωλ({1}) = (1 − λ)Qω0 ({1}) + λQω1 ({1}). Si Qω0
et Qω1 correspondent a` deux probabilite´s Λ0 et Λ1, Q
ω
λ est le vote ponde´re´ par
la probabilite´ Λλ = (1 − λ)Λ0 + λΛ1. Cette de´composition de la ponde´ration est
inte´ressante car λ permet d’exprimer un choix a priori entre les deux hypothe`ses.
Ce choix peut bien suˆr provenir d’un vote ante´rieur. Comme nous l’avons vu au
paragraphe 2.5, le vote base´ sur Λλ n’est pas de´fini par les probabilite´s a poste´riori
de Θ0 et Θ1 obtenues a` partir de la loi a priori Λλ.
Enfin, on peut prendre une de´cision a` partir de la re`gle des ple´biscites de´finie
au paragraphe 3.2. Ceci fournit une ge´ne´ralisation des re`gles de Bol’shev. On
peut aussi conside´rer les re`gles de de´cision base´es sur la diffe´rence G(ω) =
Qω1 ({0}) − Qω0 ({1}) ∈ [−1,+1], qui ne prennent aucune de´cision autour de 0 et
de´cident d = 0 ou d = 1 ailleurs suivant que G(ω) est positif ou ne´gatif.
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5–MODE`LES A` RAPPORT DE VRAISEMBLANCE MONOTONE.
5.1 HYPOTHE`SES UNILATE´RALES.
Les mode`les a` rapport de vraisemblance monotone recouvrent un grand
nombre de cas classiques (cf. [Kar.], [KarR], [Leh.]). En particulier les mode`les
exponentiels a` parame`tre re´el, mais aussi les mode`les statistiques portant sur le
parame`tre de non centralite´ d’une famille de densite´s de Student, Fisher ou khi-
deux.
Suivant les auteurs, la de´finition des mode`les a` rapport de vraisemblance monotone
peut prendre diffe´rentes formes, nous utiliserons la suivante :
De´finition 5.1.1
Soit (Ω,A, (pθ.µ)θ∈Θ) un mode`le statistique domine´ par la mesure µ,
Θ e´tant totalement ordonne´ par la relation . Il est a` rapport de vraisemblance
monotone s’il existe une statistique T a` valeur dans IR telle que pour tout θ′ et
θ′′ de Θ, θ′ ≺ θ′′, il existe une fonction croissante h(θ′′,θ′) : IR→ IR+ ve´rifiant
pθ′′/pθ′ = h(θ′′,θ′)(T ) sur le domaine de de´finition de ce rapport c’est-a`-dire en
dehors de {ω ∈ Ω ; pθ′(ω) = pθ′′(ω) = 0}.
Dans certaines de´finitions l’e´galite´ pθ′′/pθ′ = h(θ′′,θ′)(T ) est remplace´e
par une e´galite´ presque suˆre : pθ′′/pθ′
µp.s.
= h(θ′′,θ′)(T ). Nous ne l’avons pas fait car
l’e´ve´nement µ-ne´gligeable sur lequel on n’a pas l’e´galite´ de´pend de θ′ et θ′′. Ceci
peut poser proble`me quand on utilise cette e´galite´ sur une infinite´ non de´nombrable
de couples (θ′, θ′′). De plus ce type de de´finitions est e´quivalent a` la de´finition
choisie ici, lorsque la mesure µ est σ-finie (cf. [Pfa.]).
Comme dans la the´orie des tests nous allons commencer par e´tudier
les hypothe`ses unilate´rales. Ce sont les hypothe`ses naturellement stables dans
un mode`le a` rapport de vraisemblance monotone, c’est-a`-dire celles qui le sont
a` partir de la statistique T . Nous verrons qu’elles ne sont cependant pas les seules
hypothe`ses stables.
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De´finition 5.1.2
Soit (Ω,A, (pθ.µ)θ∈Θ) un mode`le statistique a` rapport de vraisemblance
monotone.
On appelle hypothe`ses unilate´rales, les hypothe`ses de´finies par une partition
ordonne´e {Θ1,Θ0} de Θ.
Θ = Θ1 +Θ0, Θ1 6= ∅, Θ0 6= ∅ et ∀θ1 ∈ Θ1, ∀θ0 ∈ Θ0 : θ1 ≺ θ0.
Ces hypothe`ses sont bien suˆr stables.
Les hypothe`ses unilate´rales ne sont pas toujours les seules hypothe`ses
stables d’un mode`le a` rapport de vraisemblance monotone. Par exemple si Pθ
de´signe la probabilite´ uniforme sur [θ − 1, θ + 1] le mode`le (IR,B, (Pθ)θ∈Θ⊆IR)
est a` rapport de vraisemblance monotone pour l’ordre ordinaire sur Θ ⊆IR et
la statistique identite´ T ; les deux hypothe`ses Θ0 = {0} et Θ1 = {−2,+2}
sont stables, les experts e´tant presque suˆrement e´gaux a` 1− 1I[−1,+1] ; les deux
hypothe`ses Θ0 = {−1,+1} et Θ1 =]−∞,−1[∪]+1,+∞[ le sont aussi. Remarquons,
que dans ces deux cas on peut retrouver des hypothe`ses unilate´rales en utilisant la
statistique −|T | et en changeant l’ordre sur Θ. Quand cet ordre est fondamental
pour l’interpre´tation, les hypothe`ses unilate´rales deviennent ge´ne´ralement les
seules hypothe`ses stables inte´ressantes.
Nous allons maintenant comparer nos re´sultats a` ceux obtenus pour les
hypothe`ses unilate´rales classiquement e´tudie´es en the´orie des tests : Θ ⊆IR est
muni de l’ordre ordinaire et H0 est l’hypothe`se θ ≤ θ0 ou θ ≥ θ0. Pour cette
dernie`re hypothe`se nous savons qu’il existe au seuil α ∈ [0, 1] un test uniforme´ment
plus puissant de´fini par :
φ(ω) =


1 si T (ω) < c
γ si T (ω) = c
0 si T (ω) > c
c ∈ IR et γ ∈ [0, 1] ve´rifiant Eθ0(φ) = α (cf. par exemple [Leh.] p. 78).
Conside´rons la notion de p-value, de seuil minimum de rejet, pour ce type de
tests. A une re´alisation ω′ on peut associer le seuil minimum Pθ0({T ≤ T (ω′)})
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ou Pθ0({T < T (ω′)}) suivant que l’on veut une probabilite´ de rejeter en ω′
e´gale a` 1 ou non nulle. Nous prendrons comme p-value la valeur interme´diaire :
Pθ0({T < T (ω′)}) + (1/2)Pθ0({T = T (ω′)}). Ces trois valeurs sont bien suˆr
identiques lorsque T est diffuse.
Le seuil minimum de rejet ainsi de´fini est base´ sur une famille de tests uni-
forme´ment plus puissants, construite a` partir de la statistique T . Nous pouvons
aussi construire une famille semblable a` partir de la statistique essentielle K(T )
lie´e aux hypothe`ses stables H0 : θ ≥ θ0 et H1 : θ < θ0 (voir la de´finition 4.3.1).
On obtient alors un seuil minimum de rejet qui peut eˆtre interpre´te´ comme le
re´sultat d’un vote d’experts.
S’il existe des tests de puissance 1 sur tout Θ1 et de niveaux diffe´rents, on peut
modifier la de´finition pre´ce´dente en prenant une p-value de 1 lorsque la re´alisation
ω′ appartient a` la re´gion de non rejet d’un de ces tests. Ceci est tout a` fait justifie´
car dans ce cas aucune probabilite´ Pθ1 ne charge cette re´gion, il est donc difficile
de de´cider H1.
Proposition 5.1.1
Soit (Ω,A, (pθ.µ)θ∈Θ⊆IR) un mode`le statistique a` rapport de vraisem-
blance monotone fonde´ sur la statistique T . Conside´rons un e´le´ment θ0 de Θ
diffe´rent de infΘ, les hypothe`ses Θ0 = Θ ∩ {θ ≥ θ0} et Θ1 = Θ ∩ {θ < θ0}
sont unilate´rales.
QωΘ0({0}) = Qωθ0({0}) de´finit un seuil minimum de rejet de H0 : θ ≥ θ0 contre
H1 : θ < θ0, pour les tests uniforme´ment plus puissants construits avec la
statistique essentielle K(T ).
Si les hypothe`ses sont adjacentes, c’est-a`-dire QωΘ0
p.s.
= QωΘ1 , Q
ω
Θ1
({1}) p.s.=
Qωθ0({1}) de´finit un seuil minimum de rejet de H0 : θ < θ0 contre H1 : θ ≥ θ0.
Dans cette proposition nous faisons re´fe´rence aux re´sultats du para-
graphe sur les hypothe`ses stables. On suppose donc travailler avec une famille
{h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 normalise´e (voir la de´finition 4.2.1). Il est toujours possible
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d’en construire une a` partir des fonctions h(θ′′,θ′), θ
′ ≺ θ′′, de´finies avec le mode`le
a` rapport de vraisemblance monotone e´tudie´ (voir l’annexe II).
Il serait inte´ressant de choisir les fonctions h(θ′′,θ′) d’un mode`le a` rapport de
vraisemblance monotone de telle sorte qu’elles de´finissent une famille normalise´e
pour toutes les hypothe`ses unilate´rales. Ceci est uniquement possible lorsque les
diffe´rentes hypothe`ses unilate´rales de´finissent les meˆmes demi-droites Di et Ds
(voir l’annexe IV). Par contre on peut toujours construire des h(θ′′,θ′) ve´rifiant la
proprie´te´ i) de la de´finition 4.2.1, il suffit de suivre la premie`re e´tape de l’annexe
II. On peut alors en de´duire facilement une famille normalise´e (voir l’annexe IV).
De´monstration
a) Montrons d’abord que Qωθ ({1}) est une fonction croissante en θ.
Soient ω ∈ Ω, θ′ ∈ Θ et θ′′ ∈ Θ tels que θ′ < θ′′, on cherche a`
montrer l’ine´galite´ : Qωθ′({1}) ≤ Qωθ′′({1}).
Nous avons de´ja` obtenu ce re´sultat pour θ′ ∈ Θ1 et θ′′ ∈ Θ0 dans le
cadre plus ge´ne´ral de la proposition 4.3.2. Nous devons l’e´tendre ici au
cas ou` θ′ et θ′′ appartiennent a` la meˆme hypothe`se. La de´monstration
est semblable a` la pre´ce´dente.
D’apre`s la proposition 4.3.1, Qωθ ({1}) de´pend de la statistique essentielle
K(T ) lie´e aux hypothe`ses stables Θ0 = Θ ∩ {θ ≥ θ0} et
Θ1 = Θ ∩ {θ < θ0}(voir la de´finition 4.3.1).
Si T (ω) ∈ (Di ∪Ds), on a la proprie´te´ recherche´e puisque : Qωθ′({1}) =
Qωθ′′({1}). Dans le cas contraire, on a Qωθ ({1}) = 1 − Gθ(k) avec k =
K(T (ω)) et Gθ(k) =
1
2Eθ(1I{K(T )<k}) +
1
2Eθ(1I{K(T )≤k}). L’ine´galite´
recherche´e est donc e´quivalente a` Gθ′(k) ≥ Gθ′′(k).
K e´tant croissante, l’ensemble {t ∈IR ; K(t) = k} est un intervalle non
vide ; il existe donc, dans l’ensemble F des fonctions de test f(t,u) de´finies
au de´but du paragraphe 4.2, deux e´le´ments f(t′,u′) et f(t′′,u′′) tels que :
f(t′,u′) =1I{K(T )<k} et f(t′′,u′′) =1I{K(T )≤k}.
L’ine´galite´ Gθ′(k) ≥ Gθ′′(k) sera de´montre´e si pour toute fonction de
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test f(t,u) de F on montre l’ine´galite´ Eθ′(f(t,u)) ≥ Eθ′′(f(t,u)), c’est-
a`-dire
∫
Ω
f(t,u)(pθ′ − pθ′′) dµ ≥ 0. Ceci est une proprie´te´ classique des
mode`les a` rapport de vraisemblance monotone. Il suffit de distinguer
deux cas :
i) h(θ′′,θ′)(t) ≤ 1.
Posons A = {T ≤ t}, h(θ′′,θ′) e´tant croissante, le rapport pθ′′/pθ′
est infe´rieur ou e´gal a` 1 sur l’e´ve´nement A, ce qui se traduit par :
1IA .(pθ′ − pθ′′) ≥ 0 ; comme f(t,u) est nulle sur le comple´mentaire de A
on a bien :
∫
Ω
f(t,u)(pθ′ − pθ′′) dµ ≥ 0.
ii) h(θ′′,θ′)(t) > 1.
Posons Ω1 = {h(θ′′,θ′)(T ) ≤ 1}, on a alors 1IΩ1≤ f(t,u) ; il est facile de
ve´rifier l’ine´galite´ suivante :
(f(t,u)− 1IΩ1)(pθ′ − pθ′′) ≥ (1− 1IΩ1)(pθ′ − pθ′′) puisque (pθ′ − pθ′′) est
ne´gatif sur le comple´mentaire de Ω1 ; en inte´grant chacun des membres de
cette ine´galite´ on obtient le re´sultat recherche´ :
∫
Ω
f(t,u)(pθ′−pθ′′) dµ ≥ 0.
b) QωΘ0({0}) = Qωθ0({0}) est un seuil minimum de rejet.
L’e´galite´ QωΘ0({0}) = Qωθ0({0}) est une conse´quence directe
de la proprie´te´ de´montre´e en a), qui est e´quivalente a` la de´croissance
de Qωθ ({0}) par rapport θ ; en effet, d’apre`s la de´finition 4.3.2 on a
QωΘ0({0}) = supθ∈Θ0Qωθ ({0}) et par de´finition de Θ0 : ∀ θ ∈ Θ0 θ ≥ θ0.
Soit K(T ) la statistique essentielle lie´e aux hypothe`ses stables
Θ0 et Θ1 (voir la de´finition 4.3.1). Pour tout θ0 de Θ0 et tout θ1
de Θ1, le rapport des densite´s h(θ0,θ1)(T ) peut par construction de
K(T ) s’e´crire h′(θ0,θ1)(K(T )) avec h
′
(θ0,θ1)
: IR → IR+ croissante. Il
suffit de montrer l’existence d’une fonction h′(θ0,θ1) de K(IR) dans IR
+,
ve´rifiant h′(θ0,θ1)(K(t)) = h(θ0,θ1)(t) pour tout t de IR ; ordonnons
les statistiques f(at,ut) et f(bt,vt) de la de´finition 4.3.1, par rapport
aux fonctions de test simples de Φ
(θ0,θ1)
s , il y a trois cas possibles :
h(θ0,θ1)(t) = 0 on a alors f(bt,vt) ≤ φ(θ0,θ1)(0,1) , h(θ0,θ1)(t) = k ∈]0,+∞[
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on a alors φ
(θ0,θ1)
(k,0) ≤ f(at,ut) < f(bt,vt) ≤ φ(θ0,θ1)(k,1) , h(θ0,θ1)(t) = +∞ on a
alors φ
(θ0,θ1)
(∞,0) ≤ f(at,ut) ; l’e´galite´ h′(θ0,θ1)(K(t)) = h(θ0,θ1)(t) de´finit bien
h′(θ0,θ1) sur K(IR) car {K(T ) = K(t)} = {f(bt,vt) − f(at,ut) = 1} ; nous
avons obtenu cette e´galite´ pour t ∈IR−(Di ∪Ds) dans le 2e`me cas de la
de´monstration de la proposition 4.3.1, il est facile de la ve´rifier pour t
appartenant a` Di−Ds ou a` Ds (Di et Ds e´tant les demi-droites associe´es
aux hypothe`ses unilate´rales {Θ1,Θ0} dans la de´finition 4.2.1).
Nous avons vu qu’il existe, pour tout seuil α ∈ [0, 1], un test
uniforme´ment plus puissant (U.P.P.) de´fini par :
φ(ω) =


1 si T (ω) < c
γ si T (ω) = c
0 si T (ω) > c
c ∈ IR et γ ∈ [0, 1] ve´rifiant Eθ0(φ) = α.
Tous les tests de la forme de φ sont U.P.P. au seuil α = Eθ0(φ) si α > 0 ;
dans le cas α = 0 il existe au moins un test U.P.P. φ0, c’est le plus
grand test φ ve´rifiant Eθ0(φ) = 0 (cf. [Mor.1] p. 36). On a φ0 =1ID0 (T ),
D0 =] − ∞, t0) e´tant la plus grande demi-droite infe´rieure ouverte ou
ferme´e telle que Pθ0(T
−1(D0)) = 0. Par de´finition, Di ⊂ D0, nous allons
montrer que tous les tests φ ∈ [1IDi−Ds (T ), 1ID0 (T )] sont U.P.P. au
seuil α = 0. Il suffit de montrer que 1IDi−Ds (T ) et 1ID0 (T ) sont de
meˆme puissance : ∀θ1 ∈ Θ1 Eθ1(1IDi−Ds (T )) = Eθ1(1ID0 (T )) ; c’est
e´vident lorsque Di ∪Ds =IR, par de´finition de Ds. Dans le cas contraire
Di − Ds = Di et d’apre`s le lemme 1 de l’annexe IV, Di = Dθ0i (la
densite´ pθ0 e´tant nulle sur T
−1(Dθ0i )) ; posons A = T
−1(D0 − Dθ0i ),
A′ = A ∩ {pθ0 = 0} et A′′ = A ∩ {pθ0 > 0}, l’e´ve´nement A′′ est µ
ne´gligeable puisque Pθ0(A) = 0 ; il nous reste a` montrer que A
′ est Pθ1
ne´gligeable pour tout θ1 ∈ Θ1 ; en fait on a meˆme pθ1 nulle sur A′ car
s’il existait ω ∈ A′ tel que pθ1(ω) > 0 on aurait h(θ0,θ1) nulle en t = T (ω)
donc nul sur ]−∞, t], t appartiendrait a`Dθ0i ce qui est impossible puisque
A′ ⊆ A.
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Nous venons de montrer que les tests de la forme φ ve´rifiant
φ ≥1IDi−Ds (T ) sont uniforme´ment plus puissants a` leur niveau, le test
1IDi−Ds (T ) e´tant de niveau 0.
Pour tout test de la forme φ on peut construire un test de
meˆme puissance de la forme :
φ′(ω) =


1 si K(T (ω)) < c′
γ′ si K(T (ω)) = c′
0 si K(T (ω)) > c′
c′ ∈ IR et γ′ ∈ [0, 1] ve´rifiant Eθ0(φ′) = Eθ0(φ) = α.
En effet, nous avons vu que sur l’e´ve´nement Ac = {K(T ) = K(c)}
le rapport des densite´s h(θ0,θ1)(T ) est constant, il suffit donc de poser
c′ = K(c), γ′ = [Pθ0({T < c} ∩ Ac) + γPθ0({T = c})]/Pθ0(Ac) si
Pθ0(Ac) > 0 et γ
′ = 1 sinon.
Par construction de K on a 1IDi−Ds (T ) =1I{K(T )=−∞}, les tests de
la forme φ′ ve´rifiant φ′ ≥1IDi−Ds (T ) constituent une famille de tests
U.P.P. a` leur niveau. Cette famille contient au moins un test de niveau α
pour tout α de [0, 1]. Elle nous permet de de´finir, pour toute re´alisation
ω, un seuil minimum de rejet αm(ω) : e´gal a` 0 lorsque T (ω) ∈ Di−Ds et
e´gal a` Pθ0({K(T ) < K(T (ω))}) + (1/2)Pθ0({K(T ) = K(T (ω))}) sinon.
αm(ω) est la valeur de la fonction de re´partition moyenne Gθ0(k) de la
statistique essentielle K(T ) en k = K(T (ω)).
Lorsque T (ω) /∈ Di ∪ Ds on obtient donc bien αm(ω) = Qωθ0({0}). Il
en est de meˆme pour T (ω) ∈ Di −Ds puisque dans ce cas Qωθ0({0}) et
αm(ω) valent 0.
Il nous reste le cas T (ω) ∈ Ds, on a alors Qωθ0({0}) = 1 ; les tests
construits a` partir de K(T ) avec c′ = +∞ ont tous une puissance e´gale
a` 1 sur Θ1 ; le seul vraiment inte´ressant est celui de´fini par γ
′ = 0 ;
les autres sont de meˆme puissance mais ils peuvent avoir un niveau
supe´rieur, quand ce n’est pas le cas on a Pθ0({K(T ) = +∞}) = 0 donc
αm(ω) = 1 = Q
ω
θ0
({0}). Dans tous les cas il est en fait ininte´ressant
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de conside´rer les tests φ′ strictement supe´rieur a` 1− 1IDs ; il n’existe
alors plus de test qui puisse rejeter H0 en ω ; il semble naturel de poser
αm(ω) = 1 qui signifie bien qu’il n’est pas question de rejeter dans un
tel cas de figure.
c) Cas des hypothe`ses adjacentes.
On a QωΘ1
p.s.
= QωΘ0 = Q
ω
θ0
. Ce qui implique :
QωΘ1({1}) = supθ∈Θ1Qωθ ({1})
p.s.
= Qωθ0({1}).
Pour de´finir un seuil minimum de rejet de H0 : θ < θ0 contre
H1 : θ ≥ θ0 on conside`re comme en b) les tests uniforme´ment plus
puissants de la forme :
φ′′(ω) =


1 si K(T (ω)) > c′′
γ′′ si K(T (ω)) = c′′
0 si K(T (ω)) < c′′
c′′ ∈ IR et γ′′ ∈ [0, 1] ve´rifiant supθ∈Θ1Eθ(φ′′) = α.
Lorsque T (ω) /∈ Di ∪ Ds le seuil minimum de rejet α′m(ω) est e´gal a`
supθ∈Θ1 [1−Gθ(k)] = [1−Gθ0(k)], donc α′m(ω) = Qωθ0({1}).
Lorsque T (ω) ∈ Ds, on a Pθ(T−1(Ds)) = 0 pour tout θ de Θ1 (θ < θ0) ;
le seuil minimum de rejet est donc nul, il en est de meˆme de Qωθ0({1}).
Il nous reste le cas T (ω) ∈ Di − Ds, cette fois c’est l’e´ve´nement
B = T−1(Di − Ds) qui est de probabilite´ nulle pour tout θ de Θ0 ; les
tests φ′′ avec c′′ = −∞ sont tous de puissance e´gale a` 1, le seul vraiment
inte´ressant est celui de´fini par γ′′ = 0 ; si pour de´finir le seuil minimum de
rejet on enle`ve les tests correspondant a` c′′ = −∞ et γ′′ > 0, il n’existe
plus de test qui puisse rejeter H0 en ω ; il est alors naturel (voir le cas
T (ω) ∈ Ds de la partie b) de cette de´monstration) de poser α′m(ω) = 1,
ce qui est bien la valeur de Qωθ0({1}).
L’autre test unilate´ral classique, correspondant a` H0 : θ ≤ θ0, conduit
a` une proposition semblable. Il faut prendre un e´le´ment θ0 de Θ diffe´rent de
supΘ, ceci permet de de´finir les hypothe`ses unilate´rales Θ′0 = Θ ∩ {θ ≤ θ0} et
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Θ′1 = Θ∩{θ > θ0}.Qωθ0({1}) de´finit alors un seuil minimum de rejet deH0 : θ ≤ θ0
contre H1 : θ > θ0, pour les tests uniforme´ment plus puissants construits avec la
statistique essentielle K(T ).
Revenons aux hypothe`ses unilate´rales e´tudie´es par la proposition 5.1.1 :
Θ0 = Θ ∩ {θ ≥ θ0} et Θ1 = Θ ∩ {θ < θ0} avec θ0 6= infΘ.
Nous allons regarder ce que donne la re`gle des ple´biscites (voir la de´finition 3.2.1)
applique´e aux deux votes : Qω0 = Q
ω
Θ0
et Qω1 = Q
ω
Θ1
. Nous le ferons dans le cas
ou` les hypothe`ses Θ0 et Θ1 sont adjacentes. Cette proprie´te´ signifiant Q
ω
Θ0
= QωΘ1
presque partout, elle repose sur la famille des fonctions de re´partition moyenne,
(Gθ)θ∈Θ de la statistique essentielle K(T ) (voir la de´finition 4.3.1). Il faut que pour
presque tout ω, la fonction de θ, Gθ(K(T (ω))) soit continue a` gauche en θ0. Ceci
n’est pas une contrainte tre`s forte, elle est en particulier re´alise´e lorsque les densite´s
pθ′n convergent, dans L1 ou µ presque suˆrement, vers pθ0 quand θ
′
n croˆıt vers θ0
(cf. par exemple [Mon.1] p. 138). La plupart des mode`les statistiques a` rapport de
vraisemblance monotone, classiquement e´tudie´s, ve´rifient cette continuite´ en tout
point θ de Θ, aussi bien a` gauche qu’a` droite.
Soient α0 < 1 et α1 < 1, les hypothe`ses e´tant adjacentes, la re`gle des ple´biscites
ne de´pend plus que du vote Qωθ0 . Elle de´cide :
d = 0 lorsque Qωθ0({0}) > α0 et Qωθ0({1}) ≤ α1,
d = 1 quand Qωθ0({0}) ≤ α0 et Qωθ0({1}) > α1.
Si cette re`gle ne de´cide ni d = 0 ni d = 1, on peut dire qu’elle nous conseille de
nous abstenir de prendre une de´cision.
Lorsque α0 = α1 = α < 1/2, la re`gle des ple´biscites de´cide d = 0, c’est-a`-
dire θ ∈ Θ0, quand ω appartient a` la re´gion de rejet du test de H0 : θ ∈ Θ1
contre H1 : θ ∈ Θ0 au seuil α ; elle de´cide d = 1, c’est-a`-dire θ ∈ Θ1, quand ω
appartient a` la re´gion de rejet du test de H0 : θ ∈ Θ0 contre H1 : θ ∈ Θ1 au
seuil α ; enfin, cette re`gle conseille de s’abstenir quand les deux tests pre´ce´dents
donnent des de´cisions contradictoires. Nous avions de´ja` trouve´ cette re`gle comme
cas particulier des proce´dures de de´cision minimax construites dans une recherche
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de prise de de´cision par rapport a` une partition ordonne´e de Θ (cf. [Mor.2]).
Nous allons maintenant montrer que les probabilite´s a poste´riori de Θ0 et
Θ1 obtenues a` partir d’une probabilite´ a priori Λ sur (Θ, T ) ne sont pas directement
comparables avec les re´sultats du vote ponde´re´ QωΛ, qui est la moyenne des votes
Qωθ par rapport a` Λ (Q
ω
θ ({1}) est suppose´e eˆtre T mesurable presque partout).
QωΛ({1}) =
∫
Θ
Qωθ ({1}) dΛ(θ)
Pour de´finir la probabilite´ a poste´riori de Θ1, il nous faut supposer que Θ1 est un
e´ve´nement de T et que la famille (Pθ)θ∈Θ de´finit une probabilite´ de transition sur
Θ × A (Qωθ ({1}) est bien T mesurable). La donne´e de la probabilite´ a priori Λ
permet alors de probabiliser l’espace produit (Ω,A)⊗ (Θ, T ). Sous des conditions
tre`s ge´ne´rales, on peut reconstruire cette probabilite´ a` partir d’une probabilite´ de
transition sur Ω × T (cf. [DacD] p. 194, [HenT] p. 239). Pour toute re´alisation
ω, on obtient alors une probabilite´ conditionnelle, dite a poste´riori, sur (Θ, T ).
L’e´ve´nement Θ1 e´tant de probabilite´ :
Λ(Θ1 | ω) =
∫
Θ1
pθ(ω) dΛ(θ)
/∫
Θ
pθ(ω) dΛ(θ)
Lorsque T (ω) appartient a` Di − Ds (resp. Ds), on a QωΛ({1}) = 1 (resp.
QωΛ({1}) = 0)(voir la proposition 4.3.1) et Λ(Θ1 | ω) prend la meˆme valeur puisque
pθ(ω) est alors nul pour θ appartenant a` Θ0 (resp. Θ1).
Le cas important est e´videmment celui ou` T (ω) n’appartient pas a` Di ∪Ds . Pour
voir que Λ(Θ1 | ω) et QωΛ({1}) ne se comportent ge´ne´ralement pas de manie`re
semblable, on peut e´crire Λ sous forme du me´lange de deux probabilite´s Λ0 et
Λ1 : Λ = λΛ0 + (1 − λ)Λ1 avec Λ0(Θ0) = 1, Λ1(Θ1) = 1 et λ = Λ(Θ0).
Faisons maintenant varier la probabilite´ Λ en changeant uniquement la ponde´ration
λ ∈ [0, 1]. Lorsque λ croˆıt il est facile de montrer que Λ(Θ1 | ω) de´croˆıt alors
que QωΛ({1}) croˆıt (voir la proposition 4.3.2). Dans le cadre baye´sien, plus une
probabilite´ a priori charge Θ1 plus elle avantage la de´cision θ ∈ Θ1, c’est le
contraire dans le cadre des votes ponde´re´s d’experts. Si λ = 0, on a toujours
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Λ(Θ1 | ω) = 1, ce qui n’est pas le cas de QωΛ({1}), QωΛ({1}) ≤ QωΘ1({1}). Pour
le choix entre deux hypothe`ses simples (voir le paragraphe 2.5) nous avons e´tabli
une comparaison mais en utilisant en fait sur Θ, deux probabilite´s diffe´rentes,
Λ = λΛ0 + (1 − λ)Λ1 et Λ′ = (1 − λ)Λ0 + λΛ1. λ repre´sentait dans les deux cas
un indice de la “faveur” que l’on accorde a` l’hypothe`se Θ0. Les conclusions du
paragraphe 2.5 restent inte´ressantes mais la mise en oeuvre de la comparaison
devient ici plus difficile car il faut encore choisir Λ0 et Λ1, dans le cas de deux
hypothe`ses simples le seul choix possible e´tait les masses de Dirac en θ0 et θ1.
Pour montrer plus en de´tail cette difficulte´ de comparaison, nous allons e´tudier un
exemple en ne privile´giant aucune des deux hypothe`ses, c’est-a`-dire avec λ = 1/2.
La probabilite´ a priori Λ et la ponde´ration Λ′ sont alors identiques.
Conside´rons le cas classique d’un n e´chantillon (X1, X2, ..., Xn) d’une
loi normale, N(θ, σ2), de moyenne inconnue θ ∈IR et de variance connue σ2
(σ > 0). Le mode`le statistique est a` rapport de vraisemblance monotone, pour
l’ordre usuel sur IR, par rapport a` la statistique X = (1/n)
∑i=n
i=1 Xi, qui est
de loi N(θ, σ2/n). X est aussi une statistique essentielle pour le choix entre
deux hypothe`ses unilate´rales. En effet, pour θ′ < θ′′, h(θ′′,θ′)(x) est une fonction
strictement croissante de x.
Etudions le proble`me du choix entre Θ0 = {θ ≥ 0} et Θ1 = {θ < 0}. La partition
ordonne´e {Θ1,Θ0} de´finit des hypothe`ses stables adjacentes. En effet, la statistique
essentielle X est diffuse et finie, on a donc Qωθ ({1}) = 1 − F (
√
n
σ (X(ω) − θ)), F
e´tant la fonction de re´partition de la loi normale N(0, 1), ce qui entraˆıne bien :
QωΘ1({1}) = QωΘ0({1}).
Le seuil minimum de rejet des tests uniforme´ment plus puissants de Θ0 contre Θ1
(resp. Θ1 contre Θ0) peut s’interpre´ter comme la valeur du vote Q
ω
θ0
({0}) (resp.
Qωθ0({1})) avec θ0 = 0. C’est le re´sultat de la proposition 5.1.1, mais aussi une
conse´quence directe de l’expression de Qωθ ({1}). Les seuils minimums de rejet des
deux tests s’obtiennent donc en prenant comme ponde´ration la masse de Dirac au
point θ0 = 0. Dans la the´orie baye´sienne ces deux seuils seront les probabilite´s a
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poste´riori de Θ0 et Θ1 en prenant comme loi a priori sur Θ =IR une loi impropre,
la mesure de Lebesgue (cf. [Ber.] p. 147). Ceci nous montre bien que probabilite´ a
priori et probabilite´ de ponde´ration sur Θ ne peuvent pas s’interpre´ter de la meˆme
fac¸on.
Regardons tout de meˆme ce que donnent ces deux me´thodes dans le cas classique
ou` la probabilite´ Λ est la loi normale N(0, c2) avec c > 0. On traite ainsi de fac¸on
tre`s syme´trique les deux hypothe`ses Θ0 et Θ1. Dans le cadre baye´sien on sait que
la loi a poste´riori sur Θ est la loi normale N(m(ω), v(ω)) avecm(ω) = nc
2
nc2+σ2X(ω)
et v(ω) = c
2σ2
nc2+σ2
(cf. [Ber.] p. 128 ou [Rob.] p. 139). Λ(Θ1 | ω) est donc la valeur
de la fonction de re´partition de la loi N(m(ω), v(ω)) en θ0 = 0 :
Λ(Θ1 | ω) = 1− F (
√
n
σ X(ω)
√
nc2
nc2+σ2 ).
Le vote ponde´re´ correspondant s’e´crit :
QωΛ({1})=1−
∫
Θ
F (
√
n
σ (X(ω)− θ)) 1√2pi cexp(− θ
2
2c2 ) dθ
=1− ∫
Θ
∫
IR
1I]−∞,X(ω)[ (y)
1√
2pi
√
n
σ exp(− n2σ2 (y − θ)2) 1√2pi cexp(− θ
2
2c2 ) dy dθ
=1− ∫
IR
1I]−∞,X(ω)[ (y)
1√
2pi
√
n
σ
exp(−ny2
2σ2
)
∫
Θ
1√
2pi c
exp( n
2c2y2
2σ2(nc2+σ2)
)×
exp(−nc2+σ22c2σ2 (θ − nc
2y
nc2+σ2 )
2) dθ dy
=1− ∫
IR
1I]−∞,X(ω)[ (y)
1√
2pi
√
n
nc2+σ2 exp(− ny
2
2(nc2+σ2) ) dy
=1− F (
√
n
σ
X(ω)
√
σ2
nc2+σ2
).
Λ(Θ1 | ω) et QωΛ({1}) sont des corrections diffe´rentes apporte´es au seuil minimum
de rejet de Θ1 contre Θ0 : Q
ω
θ0
({1}) = 1 − F (
√
n
σ X(ω)). Ces corrections sont
ne´gatives (resp. positives) quand X(ω) est ne´gatif (resp. positif) donc quand le
seuil minimum est infe´rieur (resp. supe´rieur) a` 1
2
. Elles accentuent la tendance.
On obtient Λ(Θ1 | ω) = QωΛ′({1}) en prenant comme ponde´ration Λ′ la loiN(0, c′2)
avec c′ = σ2/nc.
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5.2 VOTES COMPATIBLES SUR UNE FAMILLE D’HYPOTHE`SES UNILATE´-
RALES.
Dans un mode`le a` rapport de vraisemblance monotone l’interpre´tation
de la valeur du parame`tre θ est souvent structure´e par l’ordre de´fini sur Θ. La
prise de de´cision peut se voir comme une synthe`se des re´sultats d’expertise de
plusieurs hypothe`ses unilate´rales diffe´rentes : ({Θf1 ,Θf0})f∈F . Associons a` chacun
de ces proble`mes de de´cision indexe´s par f ∈ F , un vote d’experts. Pour toute
re´alisation ω ∈ Ω on obtient pour chaque f une probabilite´ sur D = {0, 1}, nous
notons Qω(Θf1 ) (resp. Q
ω(Θf0 )) la probabilite´ de la de´cision d = 1 (resp. d = 0).
Qω est une application de {Θfi }f∈F,i∈{0,1} ⊂ P(Θ) dans [0, 1]. Les informations
donne´es par Qω seront exploitables si les votes choisis sont cohe´rents. Par exemple
si Θf1 ⊂ Θf
′
1 , on ne voudrait pas avoir Q
ω(Θf1 ) > Q
ω(Θf
′
1 ). De meˆme si la suite
monotone (Θfn1 )n∈IN a pour limite Θ
f
1 , on aimerait bien que Q
ω(Θfn1 ) converge
vers Qω(Θf1 ) pour tout ω.
De´finition 5.2.1
Soient ({Θf1 ,Θf0})f∈F une famille d’hypothe`ses unilate´rales dans un
mode`le a` rapport de vraisemblance monotone de parame`tre Θ et Q une application
de Ω × {Θf1}f∈F dans [0, 1] telle que Qω(Θf1 ) repre´sente la valeur en d = 1 d’un
vote d’experts du choix entre Θf1 et Θ
f
0 lorsqu’on re´alise ω.
Nous dirons que Q de´finit des votes compatibles lorsqu’elle ve´rifie, pour presque
tout ω de Ω, les trois proprie´te´s suivantes :
a) si Θf1 ⊂ Θf
′
1 alors Q
ω(Θf1 ) ≤ Qω(Θf
′
1 )
b) si la suite (Θfn1 )n∈IN croˆıt vers Θ (resp. de´croˆıt vers ∅), la suite (Qω(Θfn1 ))n∈IN
converge vers 1 (resp. 0)
c) si (Θfn1 )n∈IN et (Θ
f ′n
1 )n∈IN sont deux suites ayant la meˆme limite, l’une e´tant
croissante l’autre de´croissante, les suites (Qω(Θfn1 ))n∈IN et (Q
ω(Θ
f ′n
1 ))n∈IN ont
aussi meˆme limite.
La proprie´te´ c) implique bien que si la suite monotone (Θfn1 )n∈IN
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converge vers Θf1 alors (Q
ω(Θfn1 ))n∈IN converge vers Q
ω(Θf1 ), il suffit de prendre
Θ
f ′n
1 = Θ
f
1 pour tout n ∈IN . Cette proprie´te´ est un peu plus forte, afin que Qω
puisse se prolonger a` la tribu engendre´e par {Θf1}f∈F .
Proposition 5.2.1
Si Q de´finit des votes compatibles sur la famille d’hypothe`ses unilate´rales
({Θf1 ,Θf0})f∈F , pour presque toute re´alisation ω de Ω, Qω se prolonge en une
probabilite´ unique sur la σ-alge`bre engendre´e par {Θf1}f∈F .
De´monstration
NotonsN le ne´gligeable forme´ des re´alisations ω pour lesquelles
une au moins des trois proprie´te´s de la de´finition 5.2.1 n’est pas ve´rifie´e.
Nous allons prolonger Qω pour tout ω de Ω−N .
Conside´rons la semi-alge`bre de Boole, S, engendre´e par :
{Θf1}f∈F . Elle est constitue´e du ∅, de Ω, des demi-droites infe´rieures
{Θf1}f∈F , des demi-droites supe´rieures {Θf0}f∈F et des intervalles de la
forme Θf1 ∩Θf
′
0 .
Soit ω ∈ Ω − N , la proprie´te´ a) de la de´finition 5.2.1 nous permet de
prolonger Qω de fac¸on unique en une fonction additive d’ensembles, de S
dans [0, 1], telle que Qω(Ω) = 1. On a Qω(Θf1∩Θf
′
0 ) = Q
ω(Θf1 )−Qω(Θf
′
1 )
si Θf1 ∩Θf
′
0 6= ∅. Qω(Θf0 ) = 1−Qω(Θf1 ) repre´sente bien la valeur en d = 0
du vote d’experts de´fini par Q pour le choix entre Θf1 et Θ
f
0 quand on
re´alise ω.
Nous aurons de´montre´ la proposition, si nous montrons que
Qω est σ-additive sur S (cf. [Nev.] p. 25). Pour cela nous allons montrer
que Qω jouit de la proprie´te´ de continuite´ monotone se´quentielle en ∅.
Soit (Sn)n∈IN une suite de S qui de´croˆıt vers le vide, nous devons
de´montrer que (Qω(Sn))n∈IN de´croˆıt vers 0. C’est e´vident lorsque la
suite contient le vide. Dans le cas contraire (∀nSn 6= ∅), les suites de S
qui de´croissent vers le vide sont de trois types :
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i) ∀n Sn = Θfn1
ii) ∀n Sn = Θfn0
iii) ∀n > n0 Sn = Θfn1 ∩Θf
′
n
0 6= ∅
D’apre`s la proprie´te´ b) de la de´finition 5.2.1 on a e´videmment
limn→+∞Qω(Sn) = 0 dans le cas i), mais aussi dans le cas ii) car alors
Qω(Sn) = 1−Qω(Θfn1 ) avec Θfn1 qui croˆıt vers Ω.
Dans le cas iii), on a Sn = Θ
fn
1 − Θf
′
n
1 . (Θ
fn
1 )n∈IN et (Θ
f ′n
1 )n∈IN sont
des suites respectivement de´croissante et croissante. Elles ont meˆme
limite car ∅ = ∩n∈INSn = ∩n∈INΘfn1 − ∪n∈INΘf
′
n
1 . La proprie´te´ c) de la
de´finition 5.2.1 nous dit que les images de ces deux suites par Qω ont
aussi meˆme limite. On a donc bien :
limn→+∞Qω(Sn) = limn→+∞[Qω(Θ
fn
1 )−Qω(Θf
′
n
1 )] = 0.
Conside´rons un proble`me de de´cision de´fini par {Θ0,Θ1}, Θ = Θ0+Θ1.
Si Θ1 est un e´le´ment de la tribu engendre´e par (Θ
f
1 )f∈F et si ce proble`me de
de´cision ne posse`de pas d’expert, il est tentant de prendre comme vote, lorsqu’on
re´alise ω, les valeurs du prolongement de Qω en Θ0 et Θ1. On est souvent dans
cette situation lorsque Θ0 et Θ1 de´finissent des hypothe`ses bilate´rales. Nous anal-
yserons en de´tail ce cas classique au paragraphe suivant. Bien entendu ce proce´de´
de construction d’un vote a` partir des votes d’une famille d’hypothe`ses peut se
concevoir dans d’autres mode`les que les mode`les a` rapport de vraisemblance mono-
tone. Ces mode`les s’y preˆtent particulie`rement car lorsque Θ ⊆IR, les hypothe`ses
unilate´rales permettent de de´finir des votes qui se prolongent a` l’ensemble des
bore´liens de Θ. Pour obtenir ce re´sultat nous avons besoin de relier entre elles les
statistiques essentielles de´finies a` partir d’hypothe`ses unilate´rales diffe´rentes. Nous
allons construire une statistiqueK(T ) dont la fonction de re´partition moyenne sera
e´gale a` celle de toute statistique essentielle associe´e a` des hypothe`ses unilate´rales
{Θ1,Θ0}, en dehors de l’image des demi-droites Di et Ds de´finies par Θ0 et Θ1.
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Proposition 5.2.2
Soit (Ω,A, (pθ.µ)θ∈Θ) un mode`le statistique a` rapport de vraisemblance
monotone pour la statistique re´elle T , Θ e´tant muni de l’ordre total : .
A tout proble`me de de´cision unilate´ral, {Θ1,Θ0}, associons une statistique essen-
tielle KΘ1(T ) dont la fonction de re´partition moyenne sous Pθ est note´e G
Θ1
θ .
Posons N = {t ∈IR ; ∀ω ∈ T−1(t) ∀θ ∈ Θ pθ(ω) = 0}.
Il existe une fonction croissante K :IR→ IR, qui de´finit une statistique
K(T ) dont les fonctions de re´partition moyenne Gθ ve´rifient, pour toutes hy-
pothe`ses unilate´rales {Θ1,Θ0} :
1) ∀t ∈ IR −(DΘ0i ∪DΘ1s ∪N), ∀θ ∈ Θ, Gθ(K(t)) = GΘ1θ (KΘ1(t))
2) ∀t ∈ (DΘ0i −N), ∀θ0 ∈ Θ0, Gθ0(K(t)) = 0
3) ∀t ∈ (DΘ1s −N), ∀θ1 ∈ Θ1, Gθ1(K(t)) = 1.
K(T ) est appele´e statistique essentielle globale, pour une re´alisation ω
n’appartenant pas a` T−1(DΘ0i ∪DΘ1s ∪N), 1−Gθ(K(T (ω))) est le re´sultat Qωθ ({1})
du vote en faveur de Θ1 sous Pθ.
De´monstration
Le mode`le statistique e´tant a` rapport de vraisemblance mono-
tone il existe, pour θ′ ≺ θ′′, une fonction croissante h(θ′′,θ′) : IR→ IR+
ve´rifiant pθ′′/pθ′ = h(θ′′,θ′)(T ) sur le domaine de de´finition de ce rapport :
{ω ∈ Ω ; pθ′(ω)>0 ou pθ′′(ω)>0}. Nous allons travailler avec une famille
{h(θ′′,θ′)}θ′≺θ′′ de fonctions normalise´es ; h(θ′′,θ′) est alors constante sur
tout intervalle I inde´termine´ pour {θ′, θ′′} : ∀ω ∈ T−1(I) pθ′(ω) =
pθ′′(ω) = 0 (ceci est toujours possible d’apre`s l’annexe IV).
I — De´finition de K :IR→ IR.
Pour tout t ∈IR et tout couple (θ′′, θ′) d’e´le´ments de Θ tels que
θ′≺ θ′′, conside´rons les deux fonctions de test de F = [f(−∞,1), f(+∞,0)]
(voir le paragraphe 4.2) de´finies par :
e
(θ′′,θ′)
t = sup{f ∈ Φ(θ
′′,θ′)
s ; f ≤ f(t,0)} ∪ {f(−∞,1)}
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g
(θ′′,θ′)
t = inf{f ∈ Φ(θ
′′,θ′)
s ; f ≥ f(t,1)} ∪ {f(+∞,0)}
Φ
(θ′′,θ′)
s ⊆ F de´signe l’ensemble des fonctions de test simples construites
a` partir du rapport des densite´s h(θ′′,θ′)(T ) (voir la de´finition 2.2.1).
Par de´finition : e
(θ′′,θ′)
t ≤ f(t,0) < f(t,1) ≤ g(θ
′′,θ′)
t , il est facile de
ve´rifier l’e´galite´ : {g(θ′′,θ′)t − e(θ
′′,θ′)
t = 1} = {h(θ′′,θ′)(T ) = h(θ′′,θ′)(t)}.
Posons h(θ′′,θ′)(t) = k, on a alors e
(θ′′,θ′)
t = φ
(θ′′,θ′)
(k,0) lorsque k > 0 et
g
(θ′′,θ′)
t = φ
(θ′′,θ′)
(k,1) lorsque k < +∞.
La de´finition de K repose sur les deux e´le´ments de F :
f(at,ut) = sup{e(θ
′′,θ′)
t }θ′≺θ′′ et f(bt,vt) = inf{g(θ
′′,θ′)
t }θ′≺θ′′ .
K(t) =


bt − 1 si at = −∞
[at + bt]/2 si −∞ < at ≤ bt < +∞
at + 1 si bt = +∞ et at > −∞
Ceci de´finit bien une application de IR dans IR. Ve´rifions qu’elle est
croissante. Pour t′ > t et θ′ ≺ θ′′ on a h(θ′′,θ′)(t) ≤ h(θ′′,θ′)(t′) ; nous
avons vu que l’e´galite´ entraˆıne : e
(θ′′,θ′)
t = e
(θ′′,θ′)
t′ et g
(θ′′,θ′)
t = g
(θ′′,θ′)
t′ ;
dans le cas contraire on a e´videmment g
(θ′′,θ′)
t ≤ e(θ
′′,θ′)
t′ . Soit t
′ > t,
si pour tout couple (θ′′, θ′), θ′ ≺ θ′′, on a h(θ′′,θ′)(t) = h(θ′′,θ′)(t′) alors
f(at,ut) = f(at′ ,ut′ ) et f(bt,vt) = f(bt′ ,vt′), donc K(t) = K(t
′) ; dans le
cas contraire il existe au moins un couple (θ′′, θ′) tel que h(θ′′,θ′)(t) <
h(θ′′,θ′)(t
′), ce qui implique g(θ
′′,θ′)
t ≤ e(θ
′′,θ′)
t′ donc f(bt,vt) ≤ f(at′ ,ut′ ), on
a alors par de´finition de K : K(t) < K(t′).
En montrant la croissance deK, nous avons aussi de´montre´ que
K(t) = K(t′) si et seulement si : f(at,ut) = f(at′ ,ut′ ) et f(bt,vt) = f(bt′ ,vt′ ).
On a donc {K(T ) < K(t)} = {f(at,ut) = 1} et {K(T ) ≤ K(t)} =
{f(bt,vt) = 1}. La fonction de re´partition moyenne de K(T ) sous Pθ
ve´rifie Gθ(K(t)) = [Eθ(f(at,ut)) +Eθ(f(bt,vt))]/2.
II — Gθ(K(t)) = G
Θ1
θ (K
Θ1(t)) lorsque t /∈ DΘ0i ∪DΘ1s ∪N .
{Θ1,Θ0} sont des hypothe`ses unilate´rales, d’apre`s l’annexe
IV on de´finit une famille normalise´e {hΘ1(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 pour ces
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hypothe`ses, en posant :
hΘ1(θ0,θ1)(t) =


0 si t ∈ DΘ0i −DΘ1s
h(θ0,θ1)(t) si t ∈ IR −(DΘ0i ∪DΘ1s )
+∞ si t ∈ DΘ1s
Nous savons que le re´sultat recherche´ ne de´pend pas de la famille
normalise´e choisie (voir la proposition 1 de l’annexe III).
La statistique essentielle KΘ1(T ) associe´e a` cette famille est de´finie a`
partir des experts ∆Θ1s = ∪(θ0,θ1)∈Θ0×Θ1Φ(θ0,θ1)sΘ1 , Φ
(θ0,θ1)
sΘ1
e´tant l’ensemble
des fonctions de test simples construites a` partir du rapport des densite´s
hΘ1(θ0,θ1)(T ) (voir la de´finition 2.2.1). Φ
(θ0,θ1)
s de´fini pour la partie I de cette
de´monstration, l’e´tait a` partir de h(θ0,θ1)(T ). Par de´finition de h
Θ1
(θ0,θ1)
on
a Φ
(θ0,θ1)
sΘ1
⊇ Φ(θ0,θ1)s ∩] 1IDΘ0
i
−DΘ1s (T ), 1− 1IDΘ1s (T )[. Φ
(θ0,θ1)
sΘ1
contient
en plus 1I
D
Θ0
i
−DΘ1s (T ) (resp. 1− 1IDΘ1s (T )) si pour tout t /∈ D
Θ0
i −DΘ1s
(resp. t /∈ DΘ1s ) on a h(θ0,θ1)(t) > 0 (resp. h(θ0,θ1)(t) < +∞).
Soit t ∈ IR −(DΘ0i ∪DΘ1s ) 6= ∅ .
Nous avons vu, au de´but de la de´monstration de la proposition 1 de
l’annexe III, que les fonctions de test, de la de´finition 4.3.1, permettant
de construire KΘ1 sont alors donne´es par :
fΘ1(a′t,u′t)
= sup{f ∈ ∆Θ1s ; f ≤ f(t,0)} et
fΘ1(b′t,v′t)
= inf{f ∈ ∆Θ1s ; f ≥ f(t,1)}.
Elles ve´rifient : inf∆Θ1s =1IDΘ0
i
(T ) ≤ fΘ1(a′t,u′t) ≤ f(t,0) < f(t,1) ≤
fΘ1(b′t,v′t)
≤ 1− 1I
D
Θ1
s
(T ) = sup∆Θ1s .
On peut aussi les de´finir par :
fΘ1(a′t,u′t)
= sup{e(θ0,θ1)t }(θ0,θ1)∈Θ0×Θ1 ∪ {1IDΘ0
i
(T )},
fΘ1(b′t,v′t)
= inf{g(θ0,θ1)t }(θ0,θ1)∈Θ0×Θ1 ∪ {1− 1IDΘ1s (T )}.
La premie`re (resp. deuxie`me) e´galite´ est e´vidente dans le cas ou`
fΘ1(a′t,u′t)
>1I
D
Θ0
i
(T ) (resp. fΘ1(b′t,v′t)
< 1− 1I
D
Θ1
s
(T )), en effet nous venons
de montrer que Φ
(θ0,θ1)
sΘ1
et Φ
(θ0,θ1)
s ont la meˆme intersection avec
] 1I
D
Θ0
i
(T ), 1− 1I
D
Θ1
s
(T )[.
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Lorsque fΘ1(a′t,u′t)
=1I
D
Θ0
i
(T ) (resp. fΘ1(b′t,v′t)
= 1− 1I
D
Θ1
s
(T )), on a
] 1I
D
Θ0
i
(T ), f(t,0)] (resp. [f(t,1), 1− 1IDΘ1s (T )[) d’intersection vide avec
∆Θ1s , il en est de meˆme avec tous les Φ
(θ0,θ1)
s (toujours d’apre`s la proprie´te´
pre´ce´dente) ; on a alors, pour tout (θ0, θ1) ∈ Θ0×Θ1, e(θ0,θ1)t ≤1IDΘ0
i
(T )
(resp. g
(θ0,θ1)
t ≥ 1− 1IDΘ1s (T )), ce qui implique bien l’e´galite´ recherche´e.
Comme t n’appartient pas a` DΘ0i ∪DΘ1s , KΘ1(t) est de´fini par :
KΘ1(t) =


b′t − 1 si a′t = −∞
[a′t + b
′
t]/2 si −∞ < a′t ≤ b′t < +∞
a′t + 1 si b
′
t = +∞ et a′t > −∞
On a bien suˆr GΘ1θ (K
Θ1(t)) = [Eθ(f
Θ1
(a′t,u
′
t)
) + Eθ(f
Θ1
(b′t,v
′
t)
)]/2.
Nous devons de´montrer que cette quantite´ est e´gale a` Gθ(K(t)) =
[Eθ(f(at,ut))+Eθ(f(bt,vt))]/2 lorsque t appartient a` IR −(DΘ0i ∪DΘ1s ∪N).
Nous le ferons en de´montrant :
f(at,ut)
p.s.
= fΘ1(a′t,u′t)
et f(bt,vt)
p.s.
= fΘ1(b′t,v′t)
pour t /∈ DΘ0i ∪DΘ1s ∪N .
a) Pour t /∈ DΘ0i on a f(at,ut)
p.s.
≥ fΘ1(a′t,u′t).
D’apre`s la de´finition de fΘ1(a′t,u′t)
a` partir des e
(θ0,θ1)
t , nous avons :
fΘ1(a′t,u′t)
≤ sup{f(at,ut), 1IDΘ0
i
(T )}. La proprie´te´ recherche´e revient a`
de´montrer : f(at,ut)
p.s.
≥ 1I
D
Θ0
i
(T ). Nous allons le faire en montrant qu’il
existe θ0 ∈ Θ0 tel que sup{e(θ0,θ)t }θ∈Θ1
p.s.
≥ 1I
D
Θ0
i
(T ).
Comme t /∈ DΘ0i , il existe θ0 ∈ Θ0, x0 ≤ t et ω0 ∈ T−1(x0)
tels que pθ0(ω0) > 0. Pour tout θ de Θ1 on a h(θ0,θ)(x0) > 0, donc
h(θ0,θ)(t) = kθ > 0 et e
(θ0,θ)
t = {h(θ0,θ)(T ) < kθ}.
Pour que θ0 convienne il nous faut montrer que le cas de figure
sup{e(θ0,θ)t }θ∈Θ1 <1IDΘ0
i
(T ) implique sup{e(θ0,θ)t }θ∈Θ1
p.s.
= 1I
D
Θ0
i
(T ).
Il est e´quivalent de supposer I = ∩θ∈Θ1(DΘ0i −{h(θ0,θ)(t) < kθ}) non vide
et de montrer que l’on a Pθ(T
−1(I)) = 0 pour tout θ de Θ. C’est e´vident
pour θ ∈ Θ0 puisque la densite´ pθ est alors nulle sur T−1(DΘ0i ) ⊇ T−1(I)
(voir la de´finition 4.2.1). Lorsque θ ∈ Θ1 la densite´ pθ est encore
nulle sur T−1(I) ; en effet pour tout ω ∈ T−1(I) on a pθ0(ω) = 0 et
h(θ0,θ)(T (ω)) ≥ kθ > 0, ceci n’est possible qu’avec pθ(ω) = 0.
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b) Pour t /∈ DΘ0i ∪DΘ1s ∪N on a f(at,ut)
p.s.
≤ fΘ1(a′t,u′t).
Cette ine´galite´ s’e´crit :
sup{e(θ′′,θ′)t }θ′≺θ′′
p.s.
≤ sup{e(θ0,θ1)t }(θ0,θ1)∈Θ0×Θ1 ∪ {1IDΘ0
i
(T )}. Nous
allons de´montrer ceci en conside´rant les couples (θ′′, θ′) compose´s de deux
e´le´ments de Θ0 (resp. Θ1), θ
′≺ θ′′, et en montrant qu’il existe θa ∈ Θ1
(resp. θc ∈ Θ0) tel que : e(θ
′′,θ′)
t
p.s.
≤ sup{e(θ′,θa)t , e(θ
′′,θa)
t , 1IDΘ0
i
(T )}
(resp. e
(θ′′,θ′)
t
p.s.
≤ sup{e(θc,θ′)t , e(θc,θ
′′)
t , 1IDΘ0
i
(T )}).
1er cas : θ′ ∈ Θ0, θ′′ ∈ Θ0 et θ′≺ θ′′.
Posons h(θ′′,θ′)(t) = k3. On a k3 < +∞ ; en effet si on avait
h(θ′′,θ′)(t) = +∞, la densite´ pθ′ serait nulle sur T−1([t,+∞[) et t
appartiendrait a` Dθ
′
s donc a` D
Θ1
s puisque θ
′ ≻ Θ1 (voir le lemme 1
de l’annexe IV) ; ceci est impossible car t ∈ IR −(DΘ0i ∪DΘ1s ∪N).
On peut avoir h(θ′′,θ′)(t) = k3 < +∞ dans deux situations :
– ∃ωt ∈ T−1(t) tel que pθ′(ωt) > 0
– ∀ω ∈ T−1(t), pθ′(ω) = 0 et pθ′′(ω) = 0.
Nous allons les analyser successivement.
i) ∃ωt ∈ T−1(t) tel que pθ′(ωt) > 0.
Montrons d’abord qu’il existe θa ∈ Θ1 tel que pθa(ωt) > 0, ceci
nous permettra d’utiliser la proprie´te´ 2 du lemme 2 de l’annexe IV ; si
ce n’e´tait pas le cas on aurait h(θ′,θ1)(t) = +∞ pour tout θ1 ∈ Θ1 ; les
densite´s pθ1 seraient toutes nulles sur T
−1([t,+∞[), ce qui est impossible
puisque t /∈ DΘ1s .
Nous allons appliquer la proprie´te´ 2 du lemme 2 de l’annexe IV, avec
θa ≺ θb = θ′ ≺ θc = θ′′. On obtient :
φ
(θc,θb)
(k3,0)
p.s.
≤ sup{φ(θb,θa)(k1,0) , φ
(θc,θa)
(k2,0)
, 1I
D
{θ≻θa}
i
(T )}, (avec h(θb,θa)(t) = k1,
h(θc,θa)(t) = k2, h(θc,θb)(t) = k3 et la convention φ
(θ′′,θ′)
(0,0) =1I∅= f(−∞,1)).
Par de´finition des e
(θ′′,θ′)
t on a e
(θb,θa)
t = φ
(θb,θa)
(k1,0)
, e
(θc,θa)
t = φ
(θc,θa)
(k2,0)
et
e
(θc,θb)
t = φ
(θc,θb)
(k3,0)
(voir le de´but de la partie I de cette de´monstration),
donc e
(θc,θb)
t
p.s.
≤ sup{e(θb,θa)t , e(θc,θa)t , 1ID{θ≻θa}
i
(T )}. Ceci implique
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l’ine´galite´ recherche´e car Θ0 ⊆ {θ ≻ θa} entraˆıne : D{θ≻θa}i ⊆ DΘ0i
(voir le lemme 1 de l’annexe IV), donc 1I
D
{θ≻θa}
i
(T ) ≤1I
D
Θ0
i
(T ).
ii) ∀ω ∈ T−1(t), pθ′(ω) = 0 et pθ′′(ω) = 0.
Montrons d’abord qu’il existe θa ∈ Θ1 et ωa ∈ T−1(t) tels que
pθa(ωa) > 0.
Lorsque la densite´ pθ1 , θ1 ∈ Θ1, est nulle sur T−1(t), notons It,θ1 le plus
grand intervalle de IR −(DΘ0i ∪ DΘ1s ) contenant t et inde´termine´ pour
(θ′, θ1). Comme t /∈ N il n’est pas totalement inde´termine´ ; d’apre`s la
proprie´te´ 2 du lemme 1 de l’annexe III on a hΘ1(θ′,θ1)(I
+
t,θ1
) = +∞ ; on a
donc hΘ1(θ′,θ1)(t
′) = +∞ pour t′ ∈ I = {x > It,θ1}, ce qui implique que
la densite´ pθ1 est nulle sur T
−1(I) ; comme il en est de meˆme sur It,θ1 , t
appartient a` Dθ1s .
On ne peut pas avoir cette situation pour tous les e´le´ments de Θ1 puisque
t /∈ DΘ1s . Il existe donc bien θa ∈ Θ1 pour lequel la densite´ pθa est non
identiquement nulle sur T−1(t).
t e´tant inde´termine´ pour (θ′′, θ′) on a h(θ′,θa)(t) = h(θ′′,θa)(t) = 0, ce qui
implique ] −∞, t] ⊆ Dθ′i ∩Dθ
′′
i = D
θ′
i ; h(θ′′,θ′) est donc e´gale a` k3 sur
Dθ
′
i ∩Dθ
′′
i = D
θ′
i puisqu’elle est constante sur tout intervalle inde´termine´
pour (θ′′, θ′) ; on a donc e(θ
′′,θ′)
t = f(−∞,1) et l’ine´galite´ recherche´e est
e´videmment ve´rifie´e.
2e`me cas : θ′ ∈ Θ1, θ′′ ∈ Θ1 et θ′≺ θ′′.
La de´monstration est semblable a` celle du 1er cas.
Posons h(θ′′,θ′)(t) = k1. On a k1 > 0 ; en effet si on avait h(θ′′,θ′)(t) = 0,
la densite´ pθ′′ serait nulle sur T
−1(] −∞, t]) et t appartiendrait a` Dθ′′i
donc a` DΘ0i puisque θ
′′≺ Θ0 (voir le lemme 1 de l’annexe IV) ; ceci est
impossible car t ∈ IR −(DΘ0i ∪DΘ1s ∪N).
On peut avoir h(θ′′,θ′)(t) = k1 > 0 dans deux situations :
– ∃ωt ∈ T−1(t) tel que pθ′′(ωt) > 0
– ∀ω ∈ T−1(t), pθ′(ω) = 0 et pθ′′(ω) = 0.
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Nous allons les analyser successivement.
i) ∃ωt ∈ T−1(t) tel que pθ′′(ωt) > 0.
Montrons d’abord qu’il existe θc ∈ Θ0 tel que pθc(ωt) > 0 ;
si ce n’e´tait pas le cas on aurait h(θ0,θ′′)(t) = 0 pour tout θ0 ∈ Θ0 ; les
densite´s pθ0 seraient toutes nulles sur T
−1(]−∞, t]), ce qui est impossible
puisque t /∈ DΘ0i .
Nous allons appliquer la proprie´te´ 3 du lemme 2 de l’annexe IV, avec
θa = θ
′ ≺ θb = θ′′ ≺ θc. On obtient :
φ
(θb,θa)
(k1,0)
p.s.
≤ sup{φ(θc,θa)(k2,0) , φ
(θc,θb)
(k3,0)
, 1I
D
{θ≻θb}
i
(T )} (avec h(θb,θa)(t) = k1,
h(θc,θa)(t) = k2, h(θc,θb)(t) = k3 et la convention φ
(θ′′,θ′)
(0,0) =1I∅= f(−∞,1)).
Comme dans le 1er cas on a : e
(θb,θa)
t = φ
(θb,θa)
(k1,0)
, e
(θc,θa)
t = φ
(θc,θa)
(k2,0)
et
e
(θc,θb)
t = φ
(θc,θb)
(k3,0)
, donc e
(θb,θa)
t
p.s.
≤ sup{e(θc,θa)t , e(θc,θb)t , 1ID{θ≻θb}
i
(T )}.
Ceci implique l’ine´galite´ recherche´e puisque Θ0 ⊆ {θ ≻ θb} entraˆıne
comme pre´ce´demment 1I
D
{θ≻θb}
i
(T ) ≤1I
D
Θ0
i
(T ).
ii) ∀ω ∈ T−1(t), pθ′(ω) = 0 et pθ′′(ω) = 0.
Montrons d’abord qu’il existe θc ∈ Θ0 et ωc ∈ T−1(t) tels que
pθc(ωc) > 0.
Lorsque la densite´ pθ0 , θ0 ∈ Θ0, est nulle sur T−1(t), notons It,θ0 le plus
grand intervalle de IR −(DΘ0i ∪ DΘ1s ) contenant t et inde´termine´ pour
(θ0, θ
′′). Comme t /∈ N il n’est pas totalement inde´termine´ ; d’apre`s la
proprie´te´ 2 du lemme 1 de l’annexe III on a hΘ1(θ0,θ′′)(I
−
t,θ0
) = 0 ; hΘ1(θ0,θ′′)
est donc nulle sur I = {x < It,θ0}, ce qui implique que la densite´ pθ0 est
nulle sur T−1(I) ; comme il en est de meˆme sur It,θ0 , t appartient a` D
θ0
i .
On ne peut pas avoir cette situation pour tous les e´le´ments de Θ0 puisque
t /∈ DΘ0i . Il existe donc bien θc ∈ Θ0 pour lequel la densite´ pθc est non
identiquement nulle sur T−1(I).
t e´tant inde´termine´ pour (θ′′, θ′) on a h(θc,θ′′)(t) = h(θc,θ′)(t) = +∞,
ce qui implique [t,+∞[⊆ Dθ′′s ∩ Dθ
′
s = D
θ′′
s ; h(θ′′,θ′) est donc e´gale a`
k1 sur D
θ′′
s ∩ Dθ
′
s = D
θ′′
s puisqu’elle est constante sur tout intervalle
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inde´termine´ pour (θ′′, θ′) ; on a donc e(θ
′′,θ′)
t ≤ 1− 1IDθ′′s (T ) alors que
e
(θc,θ
′′)
t ≥ 1− 1IDθ′′s (T ) puisque {h(θc,θ′′) = +∞} ⊆ Dθ
′′
s ; l’ine´galite´
recherche´e est ainsi de´montre´e.
c) Pour t /∈ DΘ1s on a f(bt,vt)
p.s.
≤ fΘ1(b′t,v′t).
D’apre`s la de´finition de fΘ1(b′t,v′t)
a` partir des g
(θ0,θ1)
t , nous avons :
fΘ1(b′t,v′t)
≥ inf{f(bt,vt), 1− 1IDΘ1s (T )}. La proprie´te´ recherche´e revient a`
de´montrer : f(bt,vt)
p.s.
≤ 1− 1I
D
Θ1
s
(T ). Nous allons le faire en montrant
qu’il existe θ1 ∈ Θ1 tel que inf{g(θ,θ1)t }θ∈Θ0
p.s.
≤ 1− 1I
D
Θ1
s
(T ).
Comme t /∈ DΘ1s , il existe θ1 ∈ Θ1, x1 ≥ t et ω1 ∈ T−1(x1)
tels que pθ1(ω1) > 0. Pour tout θ de Θ0 on a h(θ,θ1)(x1) < +∞, donc
h(θ,θ1)(t) = kθ < +∞ et g(θ,θ1)t = {h(θ,θ1)(T ) ≤ kθ}.
Pour que θ1 convienne il nous faut montrer que le cas de figure
inf{g(θ,θ1)t }θ∈Θ0>1−1IDΘ1s (T ) implique inf{g
(θ,θ1)
t }θ∈Θ0
p.s.
= 1−1I
D
Θ1
s
(T ).
Il est e´quivalent de supposer I = ∩θ∈Θ0{h(θ,θ1)(t) ≤ kθ} ∩ DΘ1s non
vide et de montrer que l’on a Pθ(T
−1(I)) = 0 pour tout θ de Θ.
C’est e´vident pour θ ∈ Θ1 puisque la densite´ pθ est alors nulle sur
T−1(DΘ1s ) ⊇ T−1(I) (voir la de´finition 4.2.1). Lorsque θ ∈ Θ0 la densite´
pθ est encore nulle sur T
−1(I) ; en effet pour tout ω ∈ T−1(I) on a
pθ1(ω) = 0 et h(θ,θ1)(T (ω)) ≤ kθ < +∞, ceci n’est possible qu’avec
pθ(ω) = 0.
d) Pour t /∈ DΘ0i ∪DΘ1s ∪N on a f(bt,vt)
p.s.
≥ fΘ1(b′t,v′t).
Cette ine´galite´ s’e´crit :
inf{g(θ′′,θ′)t }θ′≺θ′′
p.s.
≥ inf{g(θ0,θ1)t }(θ0,θ1)∈Θ0×Θ1∪{1−1IDΘ1s (T )}. Comme
en b), nous allons conside´rer les couples (θ′′, θ′) compose´s de deux
e´le´ments de Θ0 (resp. Θ1), θ
′≺ θ′′, il suffit de montrer qu’il existe θa ∈ Θ1
(resp. θc ∈ Θ0) tel que : g(θ
′′,θ′)
t
p.s.
≥ inf{g(θ′,θa)t , g(θ
′′,θa)
t , 1− 1IDΘ1s (T )}
(resp. g
(θ′′,θ′)
t
p.s.
≥ inf{g(θc,θ′)t , g(θc,θ
′′)
t , 1− 1IDΘ1s (T )}).
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1er cas : θ′ ∈ Θ0, θ′′ ∈ Θ0 et θ′≺ θ′′.
Ces conditions sont celles du 1er cas de b), elles nous conduisent
a` analyser les deux meˆmes situations.
i) ∃ωt ∈ T−1(t) tel que pθ′(ωt) > 0.
Comme en i) du 1er cas de b), il existe θa ∈ Θ1 tel que
pθa(ωt) > 0. La proprie´te´ 2 du lemme 2 de l’annexe IV applique´e a`
θa ≺ θb = θ′ ≺ θc = θ′′ nous donne :
φ
(θc,θb)
(k3,1)
p.s.
≥ inf{φ(θb,θa)(k1,1) , φ
(θc,θa)
(k2,1)
, 1− 1I
D
{θ≺θb}
s
(T )}, (avec h(θb,θa)(t) =
k1, h(θc,θa)(t) = k2, h(θc,θb)(t) = k3 et la convention φ
(θ′′,θ′)
(∞,1) =1IΩ=
f(+∞,0)). Par de´finition des g
(θ′′,θ′)
t on a g
(θb,θa)
t = φ
(θb,θa)
(k1,1)
, g
(θc,θa)
t =
φ
(θc,θa)
(k2,1)
et g
(θc,θb)
t = φ
(θc,θb)
(k3,1)
(voir le de´but de la partie I de cette
de´monstration), donc g
(θc,θb)
t
p.s.
≥ inf{g(θb,θa)t , g(θc,θa)t , 1− 1ID{θ≺θb}s
(T )}. Ceci implique l’ine´galite´ recherche´e car Θ1 ⊆ {θ ≺ θb} entraˆıne :
D
{θ≺θb}
s ⊆ DΘ1s (voir le lemme 1 de l’annexe IV), donc
1− 1I
D
{θ≺θb}
s
(T ) ≥ 1− 1I
D
Θ1
s
(T ).
ii) ∀ω ∈ T−1(t), pθ′(ω) = 0 et pθ′′(ω) = 0.
Comme en ii) du 1er cas de b), il existe θa ∈ Θ1 et ωa ∈ T−1(t)
tels que pθa(ωa) > 0 ; de plus h(θ′′,θ′) est e´gale a` h(θ′′,θ′)(t) = k3 sur
Dθ
′
i ∩Dθ
′′
i = D
θ′
i .
On a donc g
(θ′′,θ′)
t ≥1IDθ′
i
(T ), alors que g
(θ′,θa)
t ≤1IDθ′
i
(T ) puisque
t ∈ {h(θ′,θa) = 0} ⊆ Dθ
′
i . L’ine´galite´ recherche´e est bien ve´rifie´e.
2e`me cas : θ′ ∈ Θ1, θ′′ ∈ Θ1 et θ′≺ θ′′.
On obtient deux situations possibles, celles du 2e`me cas de b).
i) ∃ωt ∈ T−1(t) tel que pθ′′(ωt) > 0.
Comme en i) du 2e`me cas de b), il existe θc ∈ Θ0 tel que
pθc(ωt) > 0. La proprie´te´ 3 du lemme 2 de l’annexe IV applique´e a`
θa = θ
′ ≺ θb = θ′′ ≺ θc donne :
φ
(θb,θa)
(k1,1)
p.s.
≥ inf{φ(θc,θa)(k2,1) , φ
(θc,θb)
(k3,1)
, 1− 1I
D
{θ≺θc}
s
(T )} (avec h(θb,θa)(t) =
k1, h(θc,θa)(t) = k2, h(θc,θb)(t) = k3 et la convention φ
(θ′′,θ′)
(∞,1) =1IΩ=
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f(+∞,0)). Comme dans le 1
er cas de cette partie on a :
g
(θb,θa)
t = φ
(θb,θa)
(k1,1)
, g
(θc,θa)
t = φ
(θc,θa)
(k2,1)
et g
(θc,θb)
t = φ
(θc,θb)
(k3,1)
, donc
g
(θb,θa)
t
p.s.
≥ inf{g(θc,θa)t , g(θc,θb)t , 1− 1ID{θ≺θc}s (T )}. Ceci implique
l’ine´galite´ recherche´e puisque Θ1 ⊆ {θ ≺ θc} entraˆıne comme pre´ce´-
demment 1− 1I
D
{θ≺θc}
s
(T ) ≥ 1− 1I
D
Θ1
s
(T ).
ii) ∀ω ∈ T−1(t), pθ′(ω) = 0 et pθ′′(ω) = 0.
Comme en ii) du 2e`me cas de b), h(θ′′,θ′) est e´gale a` h(θ′′,θ′)(t) =
k1 sur D
θ′′
s ∩Dθ
′
s = D
θ′′
s . On a donc g
(θ′′,θ′)
t = f(+∞,0) =1IΩ et l’ine´galite´
recherche´e est e´vidente.
III – ∀t ∈ (DΘ0i −N), ∀θ0 ∈ Θ0, Gθ0(K(t)) = 0.
Soient t ∈ (DΘ0i − N) et θ0 ∈ Θ0. Par de´finition de DΘ0i , les
densite´s pθ, θ ∈ Θ0, sont nulles sur T−1(t). Comme t /∈ N , il existe
θ1 ∈ Θ1 et ω1 ∈ T−1(t) tels que pθ1(ω1) > 0 ; on a alors h(θ0,θ1)(t) = 0
et d’apre`s la partie I de cette de´monstration : g
(θ0,θ1)
t = φ
(θ0,θ1)
(0,1) ,
f(bt,vt) ≤ φ(θ0,θ1)(0,1) ; Gθ0(K(t)) e´tant e´gal a` [Eθ0(f(at,ut)) +Eθ0(f(bt,vt))]/2
avec f(at,ut) ≤ f(bt,vt) (voir I), on a Gθ0(K(t)) ≤ Eθ0(f(bt,vt)) ≤
Eθ0(φ
(θ0,θ1)
(0,1) ) = 0.
IV — ∀t ∈ (DΘ1s −N), ∀θ1 ∈ Θ1, Gθ1(K(t)) = 1.
La de´monstration est semblable a` celle de III.
Soient t ∈ (DΘ1s − N) et θ1 ∈ Θ1. Par de´finition de DΘ1s , les densite´s
pθ, θ ∈ Θ1, sont nulles sur T−1(t). Comme t /∈ N , il existe θ0 ∈ Θ0 et
ω0 ∈ T−1(t) tels que pθ0(ω0) > 0 ; on a alors h(θ0,θ1)(t) = +∞ et d’apre`s
la partie I de cette de´monstration : e
(θ0,θ1)
t = φ
(θ0,θ1)
(∞,0) , f(at,ut) ≥ φ(θ0,θ1)(∞,0) ;
cette fois on a Gθ1(K(t)) ≥ Eθ1(f(at,ut)) ≥ Eθ1(φ(θ0,θ1)(∞,0) ) = 1.
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Proposition 5.2.3
Soit (Ω,A, (pθ.µ)θ∈Θ) un mode`le statistique a` rapport de vraisemblance
monotone pour une statistique re´elle T , Θ e´tant un intervalle de IR muni de
l’ordre usuel. K(T ) est une statistique essentielle globale et Gθ de´signe sa fonction
de re´partition moyenne sous Pθ. Notons ({Θf1 ,Θf0})f∈F l’ensemble des hypothe`ses
unilate´rales et conside´rons pour chacun de ces proble`mes de de´cision le vote le
plus favorable sous Θf1 (resp. Θ
f
0 ) ; pour tout ω ∈ Ω et tout f ∈ F posons
Qω1 (Θ
f
1 ) = Q
ω
Θf1
({1}) (resp. Qω0 (Θf1 ) = QωΘf0 ({1})).
Les applications Q1 et Q0, de Ω × {Θf1}f∈F dans [0, 1], de´finissent des votes
compatibles si et seulement si, pour presque tout t ∈IR, la fonction Gθ(K(t))
ve´rifie :
1) Gθ(K(t)) est continue a` droite en θf ∈ Θ− {supΘ} si t ∈IR −D{θ>θf}i
2) Gθ(K(t)) est continue a` gauche en θf ∈ Θ− {infΘ} si t ∈IR −D{θ<θf}s
3) si infΘ /∈ Θ on a limθ→infΘGθ(K(t)) = 1
4) si supΘ /∈ Θ on a limθ→supΘGθ(K(t)) = 0.
Sous ces conditions les deux types de votes Q1 et Q0 ont presque partout le meˆme
prolongement en une probabilite´ sur les bore´liens de Θ.
De´monstration
Posons N = {t ∈IR ; ∀ω ∈ T−1(t) ∀θ ∈ Θ pθ(ω) = 0} et
notons simplement Dfi et D
f
s les demi-droites infe´rieures et supe´rieures
D
Θf0
i et D
Θf1
s . D’apre`s les propositions 4.3.1 et 5.2.2, pour une re´alisation
ω /∈ T−1(N) et des hypothe`ses unilate´rales {Θf1 ,Θf0}, le vote Qωθ est
de´fini par :
Qωθ ({1f}) =


1 si T (ω) ∈ Dfi −Dfs
1−Gθ(K(T (ω))) si T (ω) ∈IR−(Dfi ∪Dfs )
0 si T (ω) ∈ Dfs
Dans cette proposition nous conside´rons deux familles de votes, la
premie`re est de´finie presque suˆrement par Qω1 (Θ
f
1 ) = supθ∈Θf1Q
ω
θ ({1f}),
la seconde par Qω0 (Θ
f
1 ) = 1 − QωΘf0 ({0}) = 1 − supθ∈Θf0Q
ω
θ ({0f}) =
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infθ∈Θf0Q
ω
θ ({1f}) (voir la de´finition 4.3.2). Ces deux familles sont iden-
tiques si toutes les hypothe`ses unilate´rales du mode`le sont adjacentes.
Nous devons de´montrer que Q1 et Q0 ve´rifient les proprie´te´s a), b) et c)
de la de´finition 5.2.1 pour presque tout ω de Ω−T−1(N) si et seulement
si Gθ posse`de les quatre proprie´te´s de l’e´nonce´.
I — Condition suffisante.
Notons Nc l’ensemble des t ∈IR pour lesquels Gθ(K(t)) ne
ve´rifie pas les quatre proprie´te´s de l’e´nonce´. T−1(Nc) e´tant ne´gligeable,
il suffit de de´montrer les proprie´te´s a),b) et c) sur Ω− T−1(N ∪Nc).
Soit ω tel que T (ω) = t /∈ (N ∪Nc).
1er cas : Qω1 (Θ
f
1 ) = supθ∈Θf1Q
ω
θ ({1f}) pour tout f ∈ F .
a) Si Θf1 ⊂ Θf
′
1 on a Q
ω
1 (Θ
f
1 ) ≤ Qω1 (Θf
′
1 ).
Lorsque t ∈ Df ′i −Df
′
s (resp. t ∈ Dfs ) l’ine´galite´ recherche´e est
e´vidente car on a, pour tout θ de Θ, Qωθ ({1f ′}) = 1 (resp. Qωθ ({1f}) = 0)
donc Qω1 (Θ
f ′
1 ) = 1 (resp. Q
ω
1 (Θ
f
1 ) = 0).
Il nous reste le cas t /∈ (Df ′i − Df
′
s ) ∪ Dfs . Comme Θf1 ⊂ Θf
′
1 implique
Dfi ⊆ Df
′
i et D
f
s ⊇ Df
′
s (voir le lemme 1 de l’annexe IV), t n’appartient
pas non plus a` Dfi −Dfs ⊆ Df
′
i −Df
′
s et a` D
f ′
s . On a, pour tout θ de Θ,
Qωθ ({1f}) = Qωθ ({1f ′}) = 1−Gθ(K(t)) donc
Qω1 (Θ
f
1 ) = supθ∈Θf1Q
ω
θ ({1f}) ≤ supθ∈Θf′1 ⊃Θf1Q
ω
θ ({1f ′}) = Qω1 (Θf
′
1 ).
b-1) Si (Θfn1 )n∈IN croˆıt vers Θ, la suite (Q
ω
1 (Θ
fn
1 ))n∈IN croˆıt
vers 1.
Θfn1 = Θ∩]−∞, θn) n’e´tant jamais e´gal a` Θ, l’existence d’une
suite (Θfn1 ) croissant vers Θ n’est possible que si supΘ /∈ Θ. C’est dans
ce cas qu’il y a quelque chose a` de´montrer.
Posons D+i = ∪n∈INDfni et D−s = ∩n∈INDfns ; la suite (Θfn1 ) e´tant
croissante les suites (Dfni ) et (D
fn
s ) sont respectivement croissante et
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de´croissante (voir le lemme 1 de l’annexe IV) ; la suite (Dfni −Dfns ) croˆıt
vers D+i −D−s .
Lorsque t ∈ D+i −D−s on a la proprie´te´ recherche´e puisqu’a` partir d’un
certain rang t ∈ (Dfni −Dfns ) donc Qω1 (Θfn1 ) = 1.
Le cas t ∈ D−s est impossible car D−s ⊆ N ; en effet, la convergence de
(Θfn1 ) vers Θ et le lemme 1 de l’annexe IV entraˆınent D
−
s = ∩θ∈ΘDθs .
Il reste le cas t ∈IR−(D+i ∪D−s ) 6= ∅. On a toujours :
limn→+∞Qω1 (Θ
fn
1 ) = lim րn→+∞ supθ∈Θfn1 Q
ω
θ ({1fn}). Comme t /∈
D+i ∪ D−s , a` partir d’un certain rang t /∈ Dfni ∪ Dfns , on a donc
limn→+∞Qω1 (Θ
fn
1 ) = supθ∈Θ(1−Gθ(K(t))).
Gθ(K(t)) e´tant une fonction de´croissante de θ (voir la partie a) de la
de´monstration de 5.1.1), limn→+∞Qω1 (Θ
fn
1 ) = limθ→supΘ(1−Gθ(K(t)))
qui est e´gal a` 1 d’apre`s la proprie´te´ 4) de l’e´nonce´.
b-2) Si (Θfn1 )n∈IN de´croˆıt vers le vide, la suite (Q
ω
1 (Θ
fn
1 ))n∈IN
de´croˆıt vers 0.
La de´monstration est semblable a` celle de b-1).
Θfn1 = Θ∩] − ∞, θn) n’e´tant jamais vide, l’existence d’une suite (Θfn1 )
de´croissant vers le vide n’est possible que si infΘ /∈ Θ. On pose alors
D−i = ∩n∈INDfni et D+s = ∪n∈INDfns .
Lorsque t ∈ D+s , la proprie´te´ recherche´e est e´vidente puisqu’a` partir d’un
certain rang t ∈ Dfns donc Qω1 (Θfn1 ) = 0.
Le cas t ∈ D−i est impossible car D−i ⊆ N ; en effet, la convergence de
(Θfn0 ) vers Θ et le lemme 1 de l’annexe IV entraˆınent D
−
i = ∩θ∈ΘDθi .
Il reste le cas t ∈IR−(D−i ∪D+s ) 6= ∅. On a cette fois :
limn→+∞Qω1 (Θ
fn
1 ) = limցn→+∞ supθ∈Θfn1 Q
ω
θ ({1fn}) =
limn→+∞supθ∈Θfn1 (1−Gθ(K(t))) = limθ→infΘ(1−Gθ(K(t))).
La proprie´te´ 3) de l’e´nonce´ implique bien limn→+∞Qω1 (Θ
fn
1 ) = 0.
c) Si (Θfn1 )n∈IN et (Θ
f ′n
1 )n∈IN sont deux suites ayant meˆme lim-
ite, l’une e´tant croissante l’autre de´croissante, les suites (Qω1 (Θ
fn
1 ))n∈IN
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et (Qω1 (Θ
f ′n
1 ))n∈IN ont meˆme limite.
La limite commune de (Θfn1 ) et (Θ
f ′n
1 ) ne peut pas eˆtre vide
ou e´gale a` Θ, elle est donc de la forme Θf1 = Θ∩] −∞, θf) avec θf ∈ Θ.
Lorsque θf appartient a` Θ
f
1 (resp. Θ
f
0 = Θ − Θf1 ), les Θfn1 (resp. Θf
′
n
1 )
sont e´gaux a` Θf1 a` partir d’un certain rang. Etudions se´pare´ment ces
deux cas.
i) Θf1 = Θ∩] −∞, θf ] (θf ∈ Θ− {supΘ}, Θf
′
n
1 6= Θf1 ).
On a limn→+∞Qω1 (Θ
fn
1 ) = Q
ω
1 (Θ
f
1) ≤ limn→+∞Qω1 (Θf
′
n
1 ) et
Dfi = D
{θ>θf}
i = ∩ցn∈IN Df
′
n
i , D
f
s ⊇ ∪րn∈IN Df
′
n
s = D′s.
L’e´galite´ des deux limites est e´vidente lorsque t appartient a` Dfi − Dfs
(resp. D′s) car on a alors Q
ω
1 (Θ
f
1 ) = 1 (resp. limn→+∞Q
ω
1 (Θ
f ′n
1 ) = 0).
t n’appartenant pas a` N il n’appartient pas a` Dfi ∩Dfs , il nous reste alors
le cas : t /∈ Dfi ∪D′s ; a` partir d’un certain rang on a t /∈ Df
′
n
i ∪Df
′
n
s donc
Qω1 (Θ
f ′n
1 ) = supθ∈Θf
′
n
1
(1−Gθ(K(t))) ; ceci implique limn→+∞Qω1 (Θf
′
n
1 ) =
limθ>θfցθf (1 − Gθ(K(t))). D’apre`s la proprie´te´ 1) de l’e´nonce´ on a
limn→+∞Qω1 (Θ
f ′n
1 ) = 1 − Gθf (K(t)) ; l’e´galite´ entre 1 − Gθf (K(t)) et
Qω1 (Θ
f
1 ) = Q
ω
θf
({1f}) (voir la partie a) de la de´monstration 5.1.1) est
triviale lorsque t /∈ Dfi ∪ Dfs , dans le cas contraire t ∈ Dfs − D′s on a
Qωθf ({1f}) = 0 mais aussi Gθf (K(t)) = 1 d’apre`s la proprie´te´ 3) d’une
statistique essentielle globale (voir la proposition 5.2.2).
ii) Θf1 = Θ∩] −∞, θf [ (θf ∈ Θ− {infΘ}).
On a limn→+∞Qω1 (Θ
f ′n
1 ) = Q
ω
1 (Θ
f
1) ≥ limn→+∞Qω1 (Θfn1 ) et
Dfi ⊇ ∪րn∈IN Dfni = Di, Dfs = D{θ<θf}s = ∩ցn∈IN Dfns .
L’e´galite´ des deux limites est e´vidente lorsque t appartient a` Di − Dfs
(resp. Dfs ) car on a alors limn→+∞Q
ω
1 (Θ
fn
1 ) = 1 (resp. Q
ω
1 (Θ
f
1 ) = 0).
Il nous reste le cas : t /∈ Di ∪ Dfs ; a` partir d’un certain rang
t /∈ Dfni ∪ Dfns donc Qω1 (Θfn1 ) = supθ∈Θfn1 (1 − Gθ(K(t))) ; ceci im-
plique limn→+∞Qω1 (Θ
fn
1 ) = supθ∈Θf1 (1 − Gθ(K(t))) ; cette quantite´
est e´videmment e´gale a` Qω1 (Θ
f
1 ) lorsque t /∈ Dfi ∪ Dfs . Dans le cas
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contraire, t ∈ (Dfi − Dfs ) − Di, on a Qω1 (Θf1 ) = 1 et on doit montrer
supθ∈Θf1 (1 − Gθ(K(t))) = 1, c’est-a`-dire Gθf (K(t)) = 0 d’apre`s la pro-
prie´te´ 2) de l’e´nonce´ et la de´croissance en θ de Gθ(K(t)) (voir la fin de la
partie a) de la de´monstration 5.1.1) ; cette e´galite´ est une conse´quence
directe de la proprie´te´ 2) d’une statistique essentielle globale (voir la
proposition 5.2.2) puisque θf ∈ Θf0 .
2e`me cas : Qω0 (Θ
f
1 ) = infθ∈Θf0Q
ω
θ ({1f}) pour tout f ∈ F .
a) Si Θf1 ⊂ Θf
′
1 on a Q
ω
0 (Θ
f
1 ) ≤ Qω0 (Θf
′
1 ).
La de´monstration du a) du 1er cas convient en utilisant la de´finition de
Qω0 a` la place de celle de Q
ω
1 .
b-1) (Θfn1 )n∈IN ր Θ =⇒ (Qω0 (Θfn1 ))n∈IN ր 1.
Il suffit de reprendre le de´but du b-1) du 1er cas et pour
t ∈IR−(D+i ∪D−s ) on a :
limn→+∞Qω0 (Θ
fn
1 ) = limրn→+∞ infθ∈Θfn0 Q
ω
θ ({1fn}) =
limn→+∞infθ∈Θfn0 (1−Gθ(K(t))) = limθ→supΘ(1−Gθ(K(t))) = 1
d’apre`s la de´croissance de Θfn0 = Θ∩(θn,+∞[ vers le vide et la proprie´te´
4) de l’e´nonce´.
b-2) (Θfn1 )n∈IN ց ∅ =⇒ (Qω0 (Θfn1 ))n∈IN ց 0.
On reprend la de´monstration du b-2) du 1er cas et pour
t ∈IR−(D−i ∪D+s ) on a cette fois :
limn→+∞Qω0 (Θ
fn
1 ) = limցn→+∞ infθ∈Θfn0 Q
ω
θ ({1fn}) =
limn→+∞infθ∈Θfn0 (1−Gθ(K(t))) = infθ∈Θ(1−Gθ(K(t))) = 0
d’apre`s la de´croissance en θ de Gθ(K(t)) et la proprie´te´ 3) de l’e´nonce´.
c) (Θfn1 )n∈IN ր Θf1 et (Θf
′
n
1 )n∈IN ց Θf1 =⇒
(Qω0 (Θ
fn
1 ))n∈IN ր Qω0 (Θf1 ) et (Qω0 (Θf
′
n
1 ))n∈IN ց Qω0 (Θf1 ).
Comme pour le c) du 1er cas on distingue deux e´ventualite´s.
i) Θf1 = Θ∩] −∞, θf ] (θf ∈ Θ− {supΘ}).
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On a limn→+∞Qω0 (Θ
fn
1 ) = Q
ω
0 (Θ
f
1 ) ≤ limn→+∞Qω0 (Θf
′
n
1 ). Les demi-
droites Dfi et D
f
s ont les meˆmes proprie´te´s qu’en i) c) du 1
er cas, la
de´monstration est identique pour t ∈ Dfi ∪D′s.
Dans le cas contraire on a :
limn→+∞Qω0 (Θ
f ′n
1 ) = limn→+∞infθ∈Θf
′
n
0
(1−Gθ(K(t))) =
infθ∈Θf0 (1−Gθ(K(t))) ; cette dernie`re quantite´ est e´videmment e´gale a`
Qω0 (Θ
f
1 ) quand t /∈ Dfi ∪Dfs ; il reste le cas t ∈ (Dfs −D′s)−Dfi , on a alors
Qω0 (Θ
f
1 ) = 0 et on doit montrer infθ∈Θf0 (1−Gθ(K(t))) = 0, c’est-a`-dire
Gθf (K(t)) = 1 d’apre`s la proprie´te´ 1) de l’e´nonce´ et la de´croissance en
θ de Gθ(K(t)) ; c’est une conse´quence directe de la proprie´te´ 3) d’une
statistique essentielle globale (voir la proposition 5.2.2) puisque θf ∈ Θf1 .
ii) Θf1 = Θ∩] −∞, θf [ (θf ∈ Θ− {infΘ}, Θfn1 6= Θf1 ).
On reprend le de´but de la de´monstration du ii) c) du 1er cas en
remplac¸ant Qω1 par Q
ω
0 . Lorsque t /∈ Di ∪Dfs on a maintenant :
limn→+∞Qω0 (Θ
fn
1 ) = limրn→+∞ infθ∈Θfn0 (1−Gθ(K(t))) =
limθ<θfրθf (1−Gθ(K(t))) = 1−Gθf (K(t)) d’apre`s la de´croissance en θ
de Gθ(K(t)) et la proprie´te´ 2) de l’e´nonce´ (D
f
s = D
{θ<θf}
s ). On obtient
bien Qω0 (Θ
f
1 ) quand t /∈ Dfi ∪Dfs car Qω0 (Θf1 ) = infθ≥θf (1−Gθ(K(t))) =
1 − Gθf (K(t)) ; lorsque t ∈ (Dfi −Dfs ) −Di, on a Qω0 (Θf1 ) = 1 et il en
est de meˆme de 1− Gθf (K(t)) d’apre`s la proprie´te´ 2) d’une statistique
essentielle globale (voir la proposition 5.2.2) puisque θf ∈ Θf0 .
II – Condition ne´cessaire.
Q1 et Q0 sont suppose´s de´finir des votes compatibles.
Sur Ω − T−1(N) on a Qω1 (Θf1 ) = supθ∈Θf1Q
ω
θ ({1f}) et Qω0 (Θf1 ) =
infθ∈Θf0Q
ω
θ ({1f}). Par de´finition les votes Qωθ ({1f}) ne de´pendent que
de t ; les proprie´te´s a), b) et c) de la de´finition 5.2.1 sont donc ve´rifie´es en
dehors d’un ne´gligeable de la forme T−1(M ∪N). Il suffit de de´montrer
que Gθ(K(t)) ve´rifie les quatre proprie´te´s de l’e´nonce´ pour t /∈M ∪N .
Soit ω tel que T (ω) = t /∈M ∪N .
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1) Soit θf ∈ Θ−{supΘ}, Gθ(K(t)) est continue a` droite en θf
si t /∈ D{θ>θf}i .
Conside´rons une suite {θn}n∈IN de´croissant vers θf , θn 6= θf ;
posons Θ
f ′n
1 = Θ∩] −∞, θn] et Θfn1 = Θ∩] −∞, θf ] = Θf1 . La proprie´te´
c) de la de´finition 5.2.1 e´tant ve´rifie´e pour la re´alisation ω nous avons :
limn→+∞Qω1 (Θ
f ′n
1 ) = Q
ω
1 (Θ
f
1 ).
Reprenons les notations de la partie c)-i) du 1er cas de I.
Lorsque t /∈ (Dfi ∪ D′s) = (D{θ>θf}i ∪ D′s), nous avons obtenu :
limn→+∞Qω1 (Θ
f ′n
1 ) = limθ>θfցθf (1− Gθ(K(t))). La continuite´ a` droite
en θf de Gθ(K(t)) s’en de´duit imme´diatement pour t /∈ (Dfi ∪Dfs ), car
dans ce cas : Qω1 (Θ
f
1 ) = supθ∈Θf1Q
ω
θ ({1f}) = supθ∈Θf1 (1− Gθ(K(t))) =
1−Gθf (K(t)) ; cette continuite´ est encore valable pour t ∈ (Dfs −D′s) car
on a alors Qω1 (Θ
f
1 ) = 0 mais aussi 1−Gθf (K(t)) = 0 d’apre`s la proprie´te´
3) d’une statistique essentielle globale (voir la proposition 5.2.2).
Il reste le cas t ∈ D′s−Dfi (ce qui suit est valable pour t ∈ D′s). A partir
d’un certain rang t appartient aux D
f ′n
s et d’apre`s la proprie´te´ 3) d’une
statistique essentielle globale on a Gθn(K(t)) = 1 car θn ∈ Θf
′
n
1 ; ceci
de´montre la continuite´ a` droite en θf puisque D
′
s ⊆ Dfs et la proprie´te´
3) pre´ce´dente impliquent : Gθf (K(t)) = 1.
2) Soit θf ∈ Θ − {infΘ}, Gθ(K(t)) est continue a` gauche en
θf si t /∈ D{θ<θf}s
La de´monstration est semblable a` la pre´ce´dente. On conside`re
cette fois une suite {θn}n∈IN croissant vers θf , θn 6= θf ; on pose
Θfn1 = Θ∩] − ∞, θn[ et Θf
′
n
1 = Θ∩] − ∞, θf [= Θf1 . Les votes Q0 e´tant
compatibles en ω on a : limn→+∞Qω0 (Θ
fn
1 ) = Q
ω
0 (Θ
f
1 ).
Reprenons les notations de la partie c)-ii) du 1er cas de I.
Lorsque t /∈ (Di ∪ Dfs ) = (Di ∪ D{θ<θf}s ), la partie c)-ii) du 2e`me
cas implique : limn→+∞Qω0 (Θ
fn
1 ) = limθ<θfրθf (1 − Gθ(K(t))). La
continuite´ a` gauche en θf de Gθ(K(t)) s’en de´duit imme´diatement pour
97
t /∈ (Dfi ∪ Dfs ), car dans ce cas : Qω0 (Θf1 ) = infθ∈Θf0Q
ω
θ ({1f}) =
infθ≥θf (1 − Gθ(K(t))) = 1 − Gθf (K(t)) ; cette continuite´ est encore
valable pour t ∈ (Dfi −Di)−Dfs car on a alors Qω0 (Θf1 ) = 1 mais aussi
1 − Gθf (K(t)) = 1 d’apre`s la proprie´te´ 2) d’une statistique essentielle
globale (voir la proposition 5.2.2).
Il reste le cas t ∈ Di −Dfs (ce qui suit est valable pour t ∈ Di). A partir
d’un certain rang t appartient aux Dfni et d’apre`s la proprie´te´ 2) d’une
statistique essentielle globale on a Gθn(K(t)) = 0 car θn ∈ Θfn0 ; ceci
de´montre la continuite´ a` gauche en θf puisque Di ⊆ Dfi et la proprie´te´
2) pre´ce´dente impliquent : Gθf (K(t)) = 0.
3) si infΘ /∈ Θ on a limθ→infΘGθ(K(t)) = 1
Conside´rons une suite {θn}n∈IN de´croissant vers infΘ et
posons Θfn1 = Θ∩]−∞, θn]. On a ∩n∈INΘfn1 = ∅ et d’apre`s la proprie´te´
b) de la de´finition 5.2.1 : limn→+∞Qω1 (Θ
fn
1 ) = 0.
Reprenons les notations de la partie b-2) du 1er cas.
Lorsque t /∈ (D−i ∪ D+s ) nous avons obtenu limn→+∞Qω1 (Θfn1 ) =
limθ→infΘ(1−Gθ(K(t))), ce qui implique bien l’e´galite´ recherche´e.
De plus nous avons vu que t n’appartient pas a` D−i ⊆ N . Quant au
cas t ∈ D+s , il est e´vident puisqu’a` partir d’un certain rang t ∈ Dfns
et Gθn(K(t)) = 1 d’apre´s la proprie´te´ 3) d’une statistique essentielle
globale(voir la proposition5.2.2).
4) si supΘ /∈ Θ on a limθ→supΘGθ(K(t)) = 0.
Conside´rons une suite {θn}n∈IN croissant vers supΘ et posons
Θfn1 = Θ∩] −∞, θn[. On a ∪n∈INΘfn1 = Θ et d’apre`s la proprie´te´ b) de
la de´finition 5.2.1 : limn→+∞Qω1 (Θ
fn
1 ) = 1.
Reprenons les notations de la partie b-1) du 1er cas.
Lorsque t /∈ (D+i ∪ D−s ) nous avons obtenu limn→+∞Qω1 (Θfn1 ) =
limθ→supΘ(1−Gθ(K(t))), ce qui implique bien l’e´galite´ recherche´e.
De plus, t n’appartient pas a` D−s ⊆ N . Quant au cas t ∈ D+i , il est
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e´vident puisqu’a` partir d’un certain rang t ∈ Dfni et Gθn(K(t)) = 0
d’apre`s la proprie´te´ 2) d’une statistique essentielle globale (θn ∈ Θfn0 ).
III - Q1 et Q0 ont presque partout le meˆme prolongement.
Sous les conditions de l’e´nonce´, Q1 et Q0 de´finissent des votes
compatibles ; ils sont donc presque partout prolongeables a` la σ-alge`bre
engendre´e par {Θf1}f∈F qui est la tribu bore´lienne de Θ.
Conside´rons une re´alisation ω ve´rifiant les quatre proprie´te´s de l’e´nonce´
et n’appartenant pas a T−1(N ∪Nc), c’est-a`-dire T (ω) = t /∈ (N ∪Nc)
(voir le de´but de I). Il suffit de montrer que Qω1 (Θ
f
1 ) = Q
ω
0 (Θ
f
1 ) pour
Θf1 = Θ∩] −∞, θf ], avec θf ∈ Θ− {supΘ}.
Lorsque t /∈ (Dfi ∪ Dfs ), Qωθ ({1f}) = 1 − Gθ(K(t)) donc Qω1 (Θf1 ) =
supθ∈Θf1Q
ω
θ ({1f}) = 1 − Gθf (K(t)) et Qω0 (Θf1 ) = infθ∈Θf0Q
ω
θ ({1f}) =
limθ>θfցθf (1−Gθf (K(t))) ; la proprie´te´ 1) de l’e´nonce´ entraˆıne :
Qω1 (Θ
f
1 ) = Q
ω
0 (Θ
f
1 ).
On a aussi cette e´galite´ lorsque t ∈ (Dfi − Dfs ) (resp. t ∈ Dfs ) puisque
pour tout θ de Θ, Qωθ ({1f}) est e´gal a` 1 (resp. 0).
La plupart des mode`les statistiques a` rapport de vraisemblance mono-
tone classiquement e´tudie´s ve´rifient les conditions de cette proposition. Pour que
les conditions 1) et 2) soient re´alise´es il suffit que l’application, qui associe a`
θ l’e´le´ment de L1(Ω;A, µ) correspondant a` la densite´ pθ, soit continue pour la
topologie faible de L1 (en effet Gθ(K(t)) =
∫
Ω
ft.pθdµ avec ft borne´e). Dans ces
mode`les, la probabilite´ ainsi obtenue sur Θ peut aider a` choisir entre des hypothe`ses
non expertisables. C’est ce que nous e´tudierons dans les paragraphes suivants.
Il y a bien d’autres manie`res d’obtenir des votes compatibles sur
l’ensemble des hypothe`ses unilate´rales ({Θf1 ,Θf0})f∈F . Conside´rons pour chacun
de ces proble`mes de de´cision un vote ponde´re´ par la probabilite´ Λf de´finie sur
l’intervalle Θ muni de la tribu des bore´liens. Posons Qω(Θf1 ) = Q
ω
Λf
({1f}) =∫
Θ
Qωθ ({1f})dΛf (θ), Qωθ ({1f}) e´tant la fre´quence des votes en faveur de Θf1 sous
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Pθ, pour la re´alisation ω (cette inte´grale a un sens car Q
ω
θ ({1f}) est une fonction
croissante de θ a` valeurs dans [0, 1] (voir le a) de la de´monstration 5.1.1)). Si l’on
veut que la famille des ponde´rations (Λf )f∈F de´finisse des votes compatibles, il
faut que l’application Q, de Ω × {Θf1}f∈F dans [0, 1], ve´rifie les proprie´te´s a), b)
et c) de la de´finition 5.2.1 pour presque toutes les re´alisations ω . Q a un com-
portement moins simple que les votes Q1 et Q0 pre´ce´dents, il de´pend a` la fois du
mode`le et des ponde´rations. Nous allons de´finir des conditions peu contraignantes
qui donnent a` Q les bonnes proprie´te´s.
Proposition 5.2.4
Soit (Ω,A, (pθ.µ)θ∈Θ) un mode`le statistique a` rapport de vraisemblance
monotone pour une statistique re´elle T , Θ e´tant un intervalle de IR muni de l’ordre
usuel et de la tribu des bore´liens B. K(T ) est une statistique essentielle globale et
Gθ de´signe sa fonction de re´partition moyenne sous Pθ. On suppose avoir les deux
proprie´te´s suivantes : i) si θf ∈ Θ− {supΘ}, Dθfs = ∪θ>θfDθs ,
ii) si θf ∈ Θ − {infΘ}, Dθfi = ∪θ<θfDθi . Notons ({Θf1 ,Θf0})f∈F l’ensemble des
hypothe`ses unilate´rales. F est totalement ordonne´ par la relation : f ≤ f ′ ⇔
Θf1 ⊆ Θf
′
1 , on le munit de la topologie de´finie par cet ordre.
Soit (Λf )f∈F une famille de probabilite´s sur (Θ,B), on conside`re, pour tout t ∈IR,
la fonction de´finie sur F par : Ht(f) =
∫
Θ
(1 − Gθ(K(t)))dΛf(θ) ; pour presque
tout t, on suppose que Ht est croissante, continue et ve´rifie :
1) si F n’a pas de borne infe´rieure (infΘ /∈ Θ) on a inff∈FHt(f) = 0
2) si F n’a pas de borne supe´rieure (supΘ /∈ Θ) on a supf∈FHt(f) = 1.
Si on associe a` chaque hypothe`se unilate´rale Θf1 le vote ponde´re´ QΛf , on
obtient alors des votes compatibles.
De´monstration
Posons N = {t ∈IR ; ∀ω ∈ T−1(t) ∀θ ∈ Θ pθ(ω) = 0} et
notons simplement Dfi et D
f
s les demi-droites infe´rieures et supe´rieures
D
Θf0
i et D
Θf1
s . D’apre`s les propositions 4.3.1 et 5.2.2, pour une re´alisation
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ω /∈ T−1(N) et des hypothe`ses unilate´rales {Θf1 ,Θf0}, le vote Qωθ est
de´fini par :
Qωθ ({1f}) =


1 si T (ω) ∈ Dfi −Dfs
1−Gθ(K(T (ω))) si T (ω) ∈IR−(Dfi ∪Dfs )
0 si T (ω) ∈ Dfs
Nous conside´rons la famille de votes de´finie par : Qω(Θf1 ) =
QωΛf ({1f}) =
∫
Θ
Qωθ ({1f})dΛf (θ) ; cette inte´grale (resp. Ht(f)) est bien
de´finie puisque Qωθ ({1f}) (resp. 1−Gθ(K(t))) est une fonction croissante
en θ, a` valeurs dans [0, 1] (voir le a) de la de´monstration 5.1.1).
Nous devons de´montrer que Q ve´rifie les proprie´te´s a), b) et c) de la
de´finition 5.2.1 pour presque tout ω de Ω − T−1(N). On va suivre les
e´tapes de la partie I de la de´monstration 5.2.3.
Notons Nc l’ensemble des t ∈IR pour lesquels Ht ne ve´rifie
pas les proprie´te´s suppose´es dans l’e´nonce´. T−1(Nc) e´tant ne´gligeable, il
suffit de de´montrer les proprie´te´s a),b) et c) sur Ω− T−1(N ∪Nc).
Soit ω tel que T (ω) = t /∈ (N ∪Nc).
a) — Si Θf1 ⊂ Θf
′
1 on a Q
ω(Θf1 ) ≤ Qω(Θf
′
1 ).
Lorsque t ∈ Df ′i −Df
′
s (resp. t ∈ Dfs ) l’ine´galite´ recherche´e est
e´vidente car on a, pour tout θ de Θ, Qωθ ({1f ′}) = 1 (resp. Qωθ ({1f}) = 0)
donc Qω(Θf
′
1 ) = 1 (resp. Q
ω(Θf1 ) = 0).
Il nous reste le cas t /∈ (Df ′i −Df
′
s )∪Dfs 6= ∅. Comme Θf1 ⊂ Θf
′
1 implique
Dfi ⊆ Df
′
i et D
f
s ⊇ Df
′
s (voir le lemme 1 de l’annexe IV), t n’appartient
pas non plus a` Dfi − Dfs ⊆ Df
′
i − Df
′
s et a` D
f ′
s . On a, pour tout θ de
Θ, Qωθ ({1f}) = Qωθ ({1f ′}) = 1 − Gθ(K(t)) donc Qω(Θf1 ) = Ht(f) et
Qω(Θf
′
1 ) = Ht(f
′) ; la croissance de Ht entraˆıne l’ine´galite´ recherche´e.
b-1) - Si (Θfn1 )n∈IN croˆıt vers Θ, la suite (Q
ω(Θfn1 ))n∈IN croˆıt vers 1.
Θfn1 = Θ∩]−∞, θn) n’e´tant jamais e´gal a` Θ, l’existence d’une
suite (Θfn1 ) croissant vers Θ n’est possible que si supΘ /∈ Θ. Il est
e´quivalent de dire que F n’a pas de borne supe´rieure.
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Posons D+i = ∪n∈INDfni et D−s = ∩n∈INDfns ; la suite (Θfn1 ) e´tant
croissante les suites (Dfni ) et (D
fn
s ) sont respectivement croissante et
de´croissante (voir le lemme 1 de l’annexe IV) ; la suite (Dfni −Dfns ) croˆıt
vers D+i −D−s .
Lorsque t ∈ D+i −D−s on a la proprie´te´ recherche´e puisqu’a` partir d’un
certain rang t ∈ (Dfni −Dfns ) donc Qω(Θfn1 ) = 1.
Le cas t ∈ D−s est impossible car D−s ⊆ N ; en effet, la convergence de
(Θfn1 ) vers Θ et le lemme 1 de l’annexe IV entraˆınent D
−
s = ∩θ∈ΘDθs .
Il reste le cas t /∈ D+i ∪D−s . A partir d’un certain rang t /∈ Dfni ∪Dfns , on
a alors Qω(Θfn1 ) = Ht(fn). La proprie´te´ 2) de l’e´nonce´ et la croissance
de Ht inpliquent bien limn→+∞Ht(fn) = 1.
b-2) - Si (Θfn1 )n∈IN de´croˆıt vers le vide, la suite (Q
ω(Θfn1 ))n∈IN de´croˆıt vers 0.
La de´monstration est semblable a` celle de b-1).
Θfn1 = Θ∩] − ∞, θn) n’e´tant jamais vide, l’existence d’une suite (Θfn1 )
de´croissant vers le vide n’est possible que si infΘ /∈ Θ, c’est-a`-dire que
F n’a pas de borne infe´rieure. On pose alors D−i = ∩ ցn∈IN Dfni et
D+s = ∪ րn∈IN Dfns .
Lorsque t ∈ D+s , la proprie´te´ recherche´e est e´vidente puisqu’a` partir d’un
certain rang t ∈ Dfns donc Qω(Θfn1 ) = 0.
Le cas t ∈ D−i est impossible car D−i ⊆ N ; en effet, la convergence de
(Θfn0 ) vers Θ et le lemme 1 de l’annexe IV entraˆınent D
−
i = ∩θ∈ΘDθi .
Il reste le cas t ∈IR −(D−i ∪ D+s ) 6= ∅. A partir d’un certain rang
t /∈ Dfni ∪Dfns , on a alors Qω(Θfn1 ) = Ht(fn). La proprie´te´ 1) de l’e´nonce´
et la croissance de Ht impliquent bien limn→+∞Ht(fn) = 0.
c) — Si (Θfn1 )n∈IN et (Θ
f ′n
1 )n∈IN sont deux suites ayant meˆme limite, res-
pectivement croissante et de´croissante, les suites (Qω(Θfn1 ))n∈IN et
(Qω(Θ
f ′n
1 ))n∈IN ont meˆme limite.
La limite commune de (Θfn1 ) et (Θ
f ′n
1 ) ne peut pas eˆtre vide
ou e´gale a` Θ, elle est donc de la forme Θf1 = Θ∩] −∞, θf) avec θf ∈ Θ.
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Lorsque θf appartient a` Θ
f
1 (resp. Θ
f
0 = Θ − Θf1 ), les Θfn1 (resp. Θf
′
n
1 )
sont e´gaux a` Θf1 a` partir d’un certain rang. Etudions se´pare´ment ces
deux cas.
i) - Θf1 = Θ∩]−∞, θf ] (θf ∈ Θ− {supΘ}).
On a limn→+∞Qω(Θ
fn
1 ) = Q
ω(Θf1 ), D
f
i = D
Θf0
i = ∩ցn∈IN
D
f ′n
i , D
f
s = D
θf
s ⊇ ∪րn∈IN Df
′
n
s et la suite (f ′n)n∈IN de´croˆıt vers f .
D’apre`s la proprie´te´ i) de l’e´nonce´ on a meˆme Dfs = ∪րn∈IN Df
′
n
s .
L’e´galite´ des deux limites est e´vidente lorsque t ∈ Dfi −Dfs ; t appartenant
aussi a` D
f ′n
i −Df
′
n
s on a a` la fois Qω(Θ
f
1 ) = 1 et Q
ω(Θ
f ′n
1 ) = 1.
Lorsque t ∈ Dfs on a Qω(Θf1 ) = 0 mais aussi limn→+∞Qω(Θf
′
n
1 ) = 0 car
t appartient a` D
f ′n
s a` partir d’un certain rang.
Il nous reste le cas : t /∈ Dfi ∪Dfs ; a` partir d’un certain rang t n’appartient
pas a` D
f ′n
i ∪Df
′
n
s , ce qui entraˆıne Qω(Θ
f ′n
1 ) = Ht(f
′
n) ; Ht e´tant continue
on a limn→+∞Qω(Θ
f ′n
1 ) = Ht(f) ; l’e´galite´ entre Ht(f) et Q
ω(Θf1 ) est
triviale puisque t /∈ Dfi ∪Dfs .
ii) - Θf1 = Θ∩] −∞, θf [ (θf ∈ Θ− {infΘ}).
On a limn→+∞Qω(Θ
f ′n
1 ) = Q
ω(Θf1 ), D
f
i = D
θf
i ⊇ ∪րn∈IN
Dfni , D
f
s = D
Θf1
s = ∩ ցn∈IN Dfns et la suite (fn)n∈IN croˆıt vers f .
D’apre`s la proprie´te´ ii) de l’e´nonce´ on a meˆme Dfi = ∪րn∈IN Dfni .
L’e´galite´ des deux limites est e´vidente lorsque t ∈ Dfs ; il appartient aussi
aux Dfns , on a donc Q
ω(Θf1 ) = 0 et Q
ω(Θfn1 ) = 0.
Lorsque t ∈ Dfi −Dfs , on a Qω(Θf1 ) = 1 ; comme a` partir d’un certain
rang, t ∈ Dfni −Dfns , on a aussi limn→+∞Qω(Θfn1 ) = 1.
Il nous reste le cas : t /∈ Dfi ∪Dfs ; a` partir d’un certain rang t n’appartient
pas a` Dfni ∪Dfns , on a alors Qω(Θfn1 ) = Ht(fn) et la continuite´ de Ht
implique limn→+∞Qω(Θ
fn
1 ) = Ht(f) ; cette quantite´ est e´videmment
e´gale a` Qω(Θf1 ) puisque t /∈ Dfi ∪Dfs .
Les conditions d’application de cette proposition ne sont pas tre`s contraignantes.
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Les proprie´te´s i) et ii) interdisent certaines discontinuite´s des demi-droites Dθs
et Dθi . La plupart du temps, elles ne varient pas ou varient continuˆment :
∩θ<θfDθs = Dθfs = ∪θ>θfDθs et ∪θ<θfDθi = Dθfi = ∩θ>θfDθi . Dans cette situation
les votes de la proposition 5.2.3 sont d’ailleurs neutres pour toutes les hypothe`ses
unilate´rales (voir la proposition 4.3.2).
On a suppose´ les fonctions Ht(f) =
∫
Θ
(1 − Gθ(K(t)))dΛf(θ) croissantes sur F
pour presque tout t. Comme 1− Gθ(K(t)) est une fonction croissante en θ, pour
avoir la croissance de Ht il suffit que la probabilite´ Λ
f soit d’autant plus grande
que f est grand (voir [DacD] p. 79-80), c’est-a`-dire que les fonctions de re´partitions
Ff de´croissent lorsque f croˆıt. Les ponde´rations Λ
f chargent alors d’autant plus
les grandes valeurs de θ que Θf1 est grand, ceci semble assez “naturel”. Si Gθ(K(t))
est continue en θ, ce qui est souvent le cas, il suffit d’ajouter la continuite´ des Λf
au sens de la convergence e´troite (fn → f ⇒ Λfn et.→ Λf ) pour avoir la continuite´
de Ht.
En ce qui concerne les proprie´te´s 1) et 2) de Ht, elles n’imposent aucune contrainte
lorsque Θ est ferme´. Lorsque Θ est ouvert a` gauche (resp. droite) la condition 3)
(resp. 4)) de la proposition 5.2.3 entraˆıne la proprie´te´ 1) (resp. 2)) si les fonctions
de re´partition Ff tendent vers 1 (resp. 0) quand Θ
f
1 de´croˆıt vers le vide (resp. croˆıt
vers Θ).
Conside´rons le cas classique d’un n-e´chantillon (X1, X2, ..., Xn) d’une loi
normale, N(θ, σ2), de moyenne inconnue θ ∈IR et de variance connue σ2 (σ > 0).
Nous avons vu a` la fin du paragraphe 5.1 que ce mode`le d’e´chantillonnage est
a` rapport de vraisemblance monotone par rapport a` X, qui est une statistique
essentielle pour le choix entre deux hypothe`ses unilate´rales quelconques. X est
donc une statistique essentielle globale, sa fonction de re´partition moyenne est
donne´e par : Gθ(x) = F (
√
n
σ (x − θ)) (F est la fonction de re´partition de la loi
normale N(0, 1)).
Gθ(x) ve´rifie bien les quatre conditions de la proposition 5.2.3 puisque F (
√
n
σ
(x−θ))
est continu en θ, limθ→−∞F (
√
n
σ (x−θ)) = 1 et limθ→+∞F (
√
n
σ (x−θ)) = 0. Quelles
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que soient les hypothe`ses unilate´rales {Θf1 =]−∞, θf),Θf0} les deux votes les plus
favorables sous Θf1 et sous Θ
f
0 sont identiques ; pour toute re´alisation ω on a :
Qω
Θf1
({1f}) = QωΘf0 ({1f}) = Q
ω
θf
({1f}) = 1 − F (
√
n
σ
(X(ω) − θf )). Ils de´finissent
des votes compatibles sur l’ensemble des hypothe`ses unilate´rales : Qω(Θf1 ) =
1−F (
√
n
σ (X(ω)−θf )). Le prolongement en une probabilite´ unique sur les bore´liens
de Θ =IR ve´rifie Qω(] −∞, θf [) = 1 − F (
√
n
σ
(X(ω) − θf )) = F (
√
n
σ
(θf −X(ω))).
C’est donc la loi normale N(x, σ
2
n ). En the´orie baye´sienne, ce re´sultat est la loi a
poste´riori associe´e a` la mesure de Lebesgue sur IR (cf. [Ber.] p. 132).
Conside´rons maintenant des votes ponde´re´s. Comme dans le paragraphe pre´ce´dent
nous allons prendre pour chaque proble`me unilate´ral {Θf1 =] − ∞, θf),Θf0} une
ponde´ration Λf = N(θf , c
2) avec c > 0. Les deux hypothe`ses Θf1 et Θ
f
0 sont ainsi
traite´es de fac¸on syme´trique. On a :
Qω(Θf1 ) = Q
ω
Λf ({1f}) = 1−
∫
Θ
F (
√
n
σ (X(ω)− θ)) 1√2pi cexp(−
(θ−θf )2
2c2 ) dθ.
En posant θ′ = (θ − θf ), les calculs de la fin de 5.1 donnent :
Qω(Θf1 ) = 1− F (
√
n
σ
(X(ω)− θf )
√
σ2
nc2+σ2
) = F (
√
n
nc2+σ2
(θf −X(ω))).
D’apre`s la proposition 5.2.4, Qω se prolonge en une probabilite´ sur Θ =IR qui
est donc la loi N(x, σ
2
n + c
2). Lorsque c tend vers 0 on obtient le prolongement
pre´ce´dent, celui des votes les plus favorables. Plus l’e´cart type c est grand, plus les
votes extreˆmes prennent de l’importance et la probabilite´ sur Θ a une dispersion
plus grande autour de x, ce qui pre´sente peu d’inte´reˆt. Pour avoir une famille de
ponde´rations inte´ressante il faut partir d’une information a priori. Nous le ferons
dans le paragraphe 5.4. Les votes que nous venons de de´finir sont neutres, on a
Eθf (Q
ω(Θf1 )) =
1
2 pour tout θf . Dans le premier cas c’est une conse´quence directe
de la proposition 4.3.2. Pour les votes ponde´re´s on a :
Eθf (Q
ω(Θf1 ))=
∫
IR
F (
√
n
nc2+σ2 (θf − y))
√
n√
2piσ
exp(− n2σ2 (y − θf )2) dy
=
∫
IR
F (
√
n
nc2+σ2 z)
√
n√
2piσ
exp(− n2σ2 z2) dz
il suffit d’inte´grer se´pare´ment sur ] − ∞, 0[ et ]0,+∞[ en utilisant l’e´galite´
F (
√
n
nc2+σ2 (−z)) = 1− F (
√
n
nc2+σ2 z).
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5.3 HYPOTHE`SES BILATE´RALES.
(Ω,A, (pθ.µ)θ∈Θ⊆IR) de´signe un mode`le statistique a` rapport de vraisem-
blance monotone par rapport a` la statistique T . Conside´rons deux couples
d’hypothe`ses unilate´rales : {Θ′1,Θ′0} et {Θ′′1 ,Θ′′0}, Θ′1 ⊂ Θ′′1 (voir la de´finition
5.1.2). Ils de´finissent une partition ordonne´e de Θ en trois intervalles non vides :
Θ′1, Θ
′′
1−Θ′1 et Θ′′0 . On e´tudie des hypothe`ses bilate´rales lorsque l’appartenance de
θ a` Θ′1 et celle de θ a` Θ
′′
0 sont conside´re´es comme e´quivalentes pour l’interpre´tation.
On casse ainsi la structure d’ordre sur Θ et on e´tudie les hypothe`ses : Θ1 = Θ
′
1∪Θ′′0
et Θ0 = Θ
′
0 −Θ′′0 = Θ′′1 −Θ′1. Cette cassure entraˆıne des conse´quences lourdes sur
les possibilite´s d’expertise lorsque les deux parties de Θ1 ne peuvent pas s’analyser
se´pare´ment.
De´finition 5.3.1
(Ω,A, (pθ.µ)θ∈Θ⊆IR) est un mode`le statistique a` rapport de vraisem-
blance monotone par rapport a` la statistique T .
Soient {Θ1,Θ0} des hypothe`ses bilate´rales base´es sur les hypothe`ses
unilate´rales {Θ′1,Θ′0} et {Θ′′1 ,Θ′′0}, Θ′1 ⊂ Θ′′1 .
Ces hypothe`ses sont dites bilate´rales impropres si pour tout θ0 de Θ0 elles ve´rifient
Pθ0(T
−1(IR −DΘ′1s )) = 0 ou Pθ0(T−1(IR −DΘ
′′
0
i )) = 0. Elles sont dites bilate´rales
pures si aucune sous hypothe`se de la forme {Θ1,Θh0 ⊆ Θ0} n’est impropre
(∀θ0 ∈ Θ0 Pθ0(T−1(IR −DΘ
′
1
s )) > 0 et Pθ0(T
−1(IR −DΘ′′0i )) > 0).
Le cas des hypothe`ses bilate´rales impropres revient a` traiter deux
proble`mes de de´cision unilate´raux distincts.
Posons Θi0 = {θ ∈ Θ0 , Pθ(T−1(IR −DΘ
′
1
s )) > 0} et
Θs0 = {θ ∈ Θ0 , Pθ(T−1(IR −DΘ
′′
0
i )) > 0}, le mode`le e´tant a` rapport de
vraisemblance monotone on a : Θ′1 < Θ
i
0 < Θ0 −Θi0 −Θs0 < Θs0 < Θ′′0 (parmi ces
trois nouveaux sous espaces de parame`tres certains peuvent eˆtre vides). Lorsque
l’e´ve´nement (IR −DΘi0s ) ∩ (IR −DΘ
′′
0
i ) (resp. (IR −DΘ
′
1
s ) ∩ (IR −DΘ
s
0
i )) n’est pas
vide, il est Θ−(Θs0∪Θ′′0 ) (resp. Θ−(Θ′1∪Θi0)) ne´gligeable ; ceci permet une analyse
106
se´pare´e des deux parties de l’hypothe`se Θ1. Les experts du choix entre Θ1 et Θ0
s’obtiennent presque suˆrement en ajoutant un expert du choix entre Θ′1 et Θ0 a`
un expert du choix entre Θ′′0 et Θ0. C’est une conse´quence directe de la de´finition
4.1.1 et de la proprie´te´ suivante.
Proposition 5.3.1
Soit δ un expert du choix entre Θ1 et Θ0. Si l’e´ve´nement C ve´rifie :
ΘC1 = {θ ∈ Θ1 , Pθ(C) > 0} 6= ∅ et ΘC0 = {θ ∈ Θ0 , Pθ(C) > 0} 6= ∅, la restriction
de δ a` C est un expert du choix entre ΘC1 et Θ
C
0 sur le sous mode`le statistique
conditionne´ par C.
De´monstration
δ est un expert du proble`me de de´cision (Ω,A, (Pθ)θ∈Θ0∪Θ1).
C ∈ A est muni de la tribu C trace de A sur C. Le mode`le statis-
tique conditionne´ par C, (C, C, (PCθ )θ∈ΘC0 ∪ΘC1 ) est de´fini par PCθ (C′) =
Pθ(C
′)/Pθ(C) (C′ ∈ C). On doit de´montrer que δC , la restriction de δ a`
C est un expert du choix entre ΘC1 et Θ
C
0 .
La condition ii) de la de´finition 4.1.1 est e´vidente car pour
A ∈ C ⊆ A tel que 1IA Θ
C
0 p.s.= 0 (resp. 1IA
ΘC1 p.s.= 0) on a aussi 1IA
Θ0p.s.
= 0
(resp. 1IA
Θ1p.s.
= 0).
Soient θ0 ∈ ΘC0 ⊆ Θ0 et θ1 ∈ ΘC1 ⊆ Θ1, la condition i) est
aussi triviale lorsque Eθ0(δ) = 0 ou Eθ1(δ) = 1 car pour θ ∈ ΘC0 ∪ ΘC1 ,
ECθ (δ) =
∫
C
δCdPCθ =
1
Pθ(C)
∫
Ω
δ 1IC dPθ. Il nous reste le cas ou` δ est
un expert du choix entre Pθ1 et Pθ0 ; on peut facilement ve´rifier que δ
C
est aussi un expert du choix entre PCθ1 et P
C
θ0
(voir la de´finition 2.1.1).
Faire voter les experts d’hypothe`ses bilate´rales impropres est un proble`-
me e´quivalent a` celui du vote des experts sous des hypothe`ses unilate´rales. Pour
une re´alisation ω, le vote Qωθ sous Pθ ne de´pend que d’un seul des deux experts
unilate´raux qui de´finissent l’expert bilate´ral.
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Les hypothe`ses bilate´rales le plus souvent traite´es dans le cadre de la
the´orie des tests sont en fait des hypothe`ses bilate´rales pures. C’est en particulier
le cas dans les mode`les exponentiels a` un parame`tre, D
Θ′′0
i et D
Θ′1
s sont alors
ne´gligeables. Plus ge´ne´ralement, les hypothe`ses bilate´rales sont parfois e´tudie´es sur
les familles de densite´s strictement totalement positives a` l’ordre trois ou plus (cf.
[Leh.] p. 120 et 140). Les densite´s e´tant strictement positives on a D
Θ′′0
i = D
Θ′1
s = ∅
et les hypothe`ses bilate´rales sont pures. Ces hypothe`ses ne posse`dent ge´ne´ralement
que des experts triviaux, comme le montre la proposition suivante.
Proposition 5.3.2
(Ω,A, (pθ.µ)θ∈Θ⊆IR) est un mode`le statistique a` rapport de vraisem-
blance monotone par rapport a` la statistique T .
Soient {Θ1,Θ0} des hypothe`ses bilate´rales pures base´es sur les hy-
pothe`ses unilate´rales {Θ′1,Θ′0} et {Θ′′1 ,Θ′′0}, Θ′1 ⊂ Θ′′1 .
L’ensemble des experts de ce proble`me de de´cision se re´duit aux experts triviaux,
presque suˆrement e´gaux a` 1I
D
Θ0
i
∪DΘ0s (T ) ou 1− 1IDΘ′′0
i
∩DΘ
′
1
s
(T ), lorsque B =
T−1(IR −DΘ′′0i − DΘ
′
1
s ) est ne´gligeable et dans le cas contraire de`s qu’il existe
θa ∈ Θ′1, θb ∈ Θ0 et θc ∈ Θ′′0 pour lesquels on ne peut pas trouver un recouvrement
de B, Ba ∪ Bc
p.s.
⊇ B, tel que le rapport des densite´s pθb/pθa (resp. pθc/pθb) soit
constant sur Ba (resp. Bc) quand il est de´fini.
De´monstration
Nous allons commencer par e´tablir une proprie´te´ des e´ve´ne-
ments ne´gligeables dans un mode`le a` rapport de vraisemblance mono-
tone.
I — Lemme : Soient deux sous espaces ordonne´s de Θ : Θ′ < Θ′′.
Si N ⊂ T−1(IR −DΘ′s ) (resp. N ⊂ T−1(IR −DΘ
′′
i )) est un e´ve´nement
Θ′ (resp. Θ′′) ne´gligeable, il est Θ′ ∪Θ′′ ne´gligeable.
1ercas : N ⊂ T−1(IR −DΘ′s ) et N est Θ′ ne´gligeable.
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Soit θ′′ ∈ Θ′′, on doit montrer que l’e´ve´nement N est Pθ′′ ne´gligeable.
Nous distinguerons deux e´ventualite´s.
i) θs = supΘ
′ ∈ Θ′. Dans ce cas Pθs(N) = 0 et DΘ
′
s = D
θs
s
(voir le lemme 1 de l’annexe IV). Posons N = N1 + N2 + N3 avec
N1 = N ∩ {pθ′′ = 0}, N2 = N ∩ {pθ′′ > 0} ∩ {pθs > 0} et N3 =
N ∩ {pθ′′ > 0} ∩ {pθs = 0}. On a e´videmment Pθ′′(N1) = 0 mais aussi
Pθ′′(N2) = 0 car Pθs(N2) = 0 implique que N2 est µ ne´gligeable. Pour
finir nous allons montrer que N3 est vide. S’il existait ω ∈ N3 on aurait
h(θ′′,θs)(T (ω)) = +∞ donc h(θ′′,θs)(t) = +∞ pour t ∈ D = [T (ω),+∞[ ;
la densite´ pθs serait nulle sur T
−1(D) ; T (ω) appartiendrait a` Dθss , ce
qui est impossible puisque T (ω) appartient a` T (N) qui est d’intersection
vide avec DΘ
′
s = D
θs
s .
ii) θs = supΘ
′ /∈ Θ′. On conside`re dans Θ′ une suite (θ′n)n∈IN
croissant vers θs. On a D
Θ′
s = ∩n∈INDθ
′
n
s . Pour tout n ∈IN , l’e´ve´nement
N est Pθ′n ne´gligeable et comme pre´ce´demment on le de´compose en
N1+N
n
2 +N
n
3 avec N1 = N∩{pθ′′ = 0},Nn2 = N∩{pθ′′ > 0}∩{pθ′n > 0},
Nn3 = N ∩ {pθ′′ > 0} ∩ {pθ′n = 0} ; on a encore Pθ′′(N1) = 0 et
Pθ′′(N
n
2 ) = 0. Il nous suffit maintenant de montrer que N
′ = ∩n∈INNn3
est vide puisque N = N1 + (∪n∈INNn2 ) + N ′. S’il existait ω ∈ N ′ on
aurait pour tout θ′n, comme pre´ce´demment pour θs : T (ω) ∈ Dθ
′
n
s ; ceci
est impossible puisque T (ω) appartient a` T (N) qui est d’intersection
vide avec DΘ
′
s = ∩n∈INDθ
′
n
s .
2e`mecas : N ⊂ T−1(IR −DΘ′′i ) et N est Θ′′ ne´gligeable.
Soit θ′ ∈ Θ′, on doit montrer que l’e´ve´nement N est Pθ′ ne´gligeable. La
de´monstration est semblable a` celle du premier cas.
Pour tout θ′′ ∈ Θ′′ on pose N = N1 + Nθ′′2 + Nθ
′′
3 avec
N1 = N ∩ {pθ′ = 0}, Nθ′′2 = N ∩ {pθ′ > 0} ∩ {pθ′′ > 0} et
Nθ
′′
3 = N ∩ {pθ′ > 0} ∩ {pθ′′ = 0}. On a toujours Pθ′(N1) = 0 et
Nθ
′′
2 µ ne´gligeable. Quant a` N
θ′′
3 il est inclus dans T
−1(Dθ
′′
i ). En effet
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pour ω ∈ Nθ′′3 on a h(θ′′,θ′)(T (ω)) = 0 ; la fonction h(θ′′,θ′) est alors nulle
sur D =] − ∞, T (ω)] et il en est donc de meˆme de la densite´ pθ′′ sur
T−1(D) ; T (ω) appartient bien a` Dθ
′′
i .
Si θi = infΘ
′′ appartient a` Θ′′ on a bien Pθ′(N) = 0 car
l’e´ve´nement Nθi3 est vide. En effet N
θi
3 est alors inclus a` la fois dans
T−1(Dθii ) et dans N ⊂ T−1(IR −DΘ
′′
i ) avec D
Θ′′
i = D
θi
i .
Dans le cas contraire, θi = infΘ
′′ /∈ Θ′′, on conside`re une suite
(θ′′n)n∈IN de Θ
′′ de´croissant vers θi et la de´composition :
N = N1 + (∪n∈INNθ
′′
n
2 ) + N
′ avec N ′ = ∩n∈INNθ
′′
n
3 . L’e´ve´nement
N ′ est encore vide car N ′ ⊂ ∩n∈INT−1(Dθ
′′
n
i ) = T
−1(∩n∈INDθ
′′
n
i ) et
∩n∈INDθ
′′
n
i = D
Θ′′
i . L’e´ve´nement N est donc bien Pθ′ ne´gligeable.
II – φ0 =1IDΘ0
i
∪DΘ0s (T ) et φ1 = 1− 1IDΘ′′0
i
∩DΘ
′
1
s
(T ) sont des experts.
φ0 (resp. φ1) ve´rifient bien la proprie´te´ i) de la de´finition 4.1.1
puisque Eθ(φ0) = 0 (resp. Eθ(φ1) = 1) pour tout θ de Θ0 (resp. Θ1).
La proprie´te´ ii) de cette meˆme de´finition contient deux pro-
prie´te´s a` de´montrer.
1) 1IA
Θ0p.s.
= 0 =⇒ φ0 1IA Θ1p.s.= 1IA (resp. φ1 1IA Θ1p.s.= 1IA).
C’est e´vident pour φ1 qui est nul sur un e´ve´nement Θ1 ne´gligeable :
T−1(DΘ
′′
0
i ∩DΘ
′
1
s ). On a la proprie´te´ recherche´e sur tout e´ve´nement A.
Dans le cas de φ0 on doit de´montrer que N = A− T−1(DΘ0i ∪DΘ0s ) est
Θ1 ne´gligeable. N e´tant Θ0 ne´gligeable, il suffit d’appliquer deux fois le
lemme pre´ce´dent avec Θ′1 < Θ0 puis Θ0 < Θ
′′
0 .
2) 1IA
Θ1p.s.
= 0 =⇒ φ0 1IA Θ0p.s.= 0 (resp. φ1 1IA Θ0p.s.= 0).
C’est e´vident pour φ0 qui est e´gal a` 1 sur un e´ve´nement Θ0 ne´gligeable :
T−1(DΘ0i ∪DΘ0s ). On a la proprie´te´ recherche´e sur tout e´ve´nement A.
Conside´rons le cas de φ1. Le lemme pre´ce´dent applique´ a` Θ
′
1 < Θ0
et a` l’e´ve´nement Θ′1 ne´gligeable : N
′ = A − T−1(DΘ′1s ), nous dit que
N ′ est aussi Θ0 ne´gligeable. En utilisant Θ0 < Θ′′0 on obtient que
N ′′ = A− T−1(DΘ′′0i ), est Θ0 ne´gligeable . Posons A′ = A− (N ′ ∪N ′′),
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il nous reste a` montrer l’e´galite´ : φ1 1IA′
Θ0p.s.
= 0, c’est e´vident puisque
φ1 est nul sur T
−1(DΘ
′′
0
i ∩DΘ
′
1
s ) et A′ ⊆ T−1(DΘ
′′
0
i ∩DΘ
′
1
s ).
III - B = T−1(IR −DΘ′′0i −DΘ
′
1
s ) est ne´gligeable.
Cette situation est e´quivalente a` : 1I
IR−DΘ
′
1
s
(T )
p.s.
≤ 1I
D
Θ′′
0
i
(T ).
Les hypothe`ses e´tant bilate´rales pures on a meˆme :
1I
D
Θ0
i
(T ) <1I
IR−DΘ
′
1
s
(T )
p.s.
≤ 1I
D
Θ′′
0
i
(T ) <1I
IR−DΘ0s (T ).
Soit φ un expert du choix entre Θ1 et Θ0, on doit de´montrer
qu’il est presque suˆrement e´gal a` φ0 ou φ1.
Les e´ve´nements F = T−1(DΘ0i ∪ DΘ0s ) et G = T−1(DΘ
′′
0
i ∩ DΘ
′
1
s ) e´tant
respectivement Θ0 et Θ1 ne´gligeables, d’apre`s la proprie´te´ ii) de la
de´finition 4.1.1, l’expert φ ve´rifie : φ 1IF
Θ1p.s.
= 1IF et φ 1IG
Θ0p.s.
= 0 ;
il est, comme φ0 et φ1, presque suˆrement e´gal a` 1 sur F et a` 0 sur G.
Pour obtenir φ
p.s.
= φ0 ou φ
p.s.
= φ1 il faut montrer que φ est presque
suˆrement constant sur A + C avec A = T−1(DΘ
′′
0
i − DΘ0i − DΘ
′
1
s ) et
C = T−1(DΘ
′
1
s −DΘ0s −DΘ
′′
0
i ) (on a F
c = A+G+C ou F c = A+B+C
si G = ∅), c’est-a`-dire que {φ = 1} ∩ (A+ C) = A1 + C1 ou
{φ = 0} ∩ (A+ C) = A0 + C0 est ne´gligeable.
A + C e´tant inclus dans F c, d’apre`s le lemme de la partie I, il suffit de
de´montrer que A1 + C1 ou A0 + C0 est Θ0 ne´gligeable.
Supposons que A1+C1 ne soit pas Θ0 ne´gligeable, c’est-a`-dire
qu’il existe θ0 ∈ Θ0 tel que Pθ0(A1 + C1) > 0, nous devons montrer que
l’e´ve´nement A0 + C0 est Θ0 ne´gligeable.
1e`re e´tape : Pθ0(A1) > 0 =⇒ C0 est Θ0 ne´gligeable.
C0 e´tant inclus dans T
−1(IR −DΘ′′0i ), il suffit de de´montrer que C0
est Θ′′0 ne´gligeable (voir le lemme de I). Si ce n’e´tait pas le cas il
existerait θ1 ∈ Θ′′0 tel que Pθ1(C0) > 0 et on aurait Eθ1(φ) < 1 ;
comme Pθ0(A1) > 0 implique Eθ0(φ) > 0, l’expert φ serait un expert
du choix entre Pθ1 et Pθ0 (voir le i) de la de´finition 4.1.1) ; ceci est
impossible, en effet A1 ⊆ T−1(DΘ
′′
0
i ) e´tant θ1 ne´gligeable on devrait
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avoir Pθ0(A1 ∩ {φ = 1}) = Pθ0(A1) = 0 (voir la de´finition 2.1.1).
2e`me e´tape : Pθ0(C1) > 0 =⇒ A0 est Θ0 ne´gligeable.
La de´monstration est semblable a` celle de l’e´tape pre´ce´dente. Comme
A0 ⊆ T−1(IR −DΘ
′
1
s ), il suffit de de´montrer que A0 est Θ
′
1 ne´gligeable
(voir le lemme de I). Si ce n’e´tait pas le cas il existerait θ1 ∈ Θ′1 tel
que Pθ1(A0) > 0 et on aurait Eθ1(φ) < 1 ; Pθ0(C1) > 0 impliquant
Eθ0(φ) > 0, l’expert φ serait un expert du choix entre Pθ1 et Pθ0 (voir
le i) de la de´finition 4.1.1) ; ceci est impossible, en effet C1 ⊆ T−1(DΘ
′
1
s )
est θ1 ne´gligeable, on devrait avoir Pθ0(C1 ∩ {φ = 1}) = Pθ0(C1) = 0
(voir la de´finition 2.1.1).
A partir des deux proprie´te´s pre´ce´dentes, il nous suffit main-
tenant de montrer que l’on ne peut pas avoir Pθ0(A1) = 0 ou Pθ0(C1) = 0.
Si on avait Pθ0(A1) = 0, on aurait Pθ0(C1) > 0 puisque
Pθ0(A1 + C1) > 0 et d’apre`s la deuxie`me e´tape Pθ0(A0) = 0, donc
Pθ0(A+T
−1(DΘ0i )) = 0 avec A+T
−1(DΘ0i ) = T
−1(DΘ
′′
0
i −DΘ
′
1
s ) puisque
DΘ0i ∩ DΘ
′
1
s = ∅ ; T−1(DΘ
′′
0
i − DΘ
′
1
s ) e´tant e´gal a` T−1(IR −DΘ
′
1
s ) − B
avec B vide ou ne´gligeable, on aurait Pθ0(T
−1(IR −DΘ′1s )) = 0 ce qui
est impossible pour des hypothe`ses bilate´rales pures (voir la de´finition
5.3.1).
De meˆme Pθ0(C1) = 0 et Pθ0(A1) > 0 est impossible pour des
hypothe`ses bilate´rales pures. Dans ce cas on aurait :
0 = Pθ0(C0) = Pθ0(C) = Pθ0(C+T
−1(DΘ0s )) = Pθ0(T
−1(DΘ
′
1
s −DΘ
′′
0
i )) =
Pθ0(T
−1(IR −DΘ′′0i )−B) = Pθ0(T−1(IR −DΘ
′′
0
i )).
IV – B = T−1(IR −DΘ′′0i − DΘ
′
1
s ) n’est pas ne´gligeable et il n’existe pas
Ba ∪Bc
p.s.
⊇ B avec pθb/pθa (resp. pθc/pθb) constant sur Ba (resp. Bc).
Dans ce cas on a :
1I
D
Θ0
i
(T ) ≤1I
D
Θ′′
0
i
(T ) <1I
IR−DΘ
′
1
s
(T ) ≤1I
IR−DΘ0s (T ) et φ1 =1IΩ.
Soit φ un expert du choix entre Θ1 et Θ0. Comme en III il est
presque suˆrement e´gal a` 1, donc a φ0 et φ1, sur F = T
−1(DΘ0i ∪DΘ0s ).
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On doit de´montrer qu’il est presque suˆrement e´gal a` 0 ou 1 sur F c =
A + B + C avec A = T−1(DΘ
′′
0
i − DΘ0i ) et C = T−1(DΘ
′
1
s − DΘ0s ).
Ceci revient a` montrer que {φ = 1} ∩ (A + B + C) = A1 + B1 + C1
ou {φ = 0} ∩ (A + B + C) = A0 + B0 + C0 est ne´gligeable. Comme
pre´ce´demment il suffit de de´montrer que l’un de ces deux e´ve´nements
est Θ0 ne´gligeable.
Nous distinguerons deux cas suivant que B0 est ou n’est pas ne´gligeable.
Nous aurons besoin des proprie´te´s suivantes :
(1) si θ0 ∈ Θ0 et Pθ0(A1) > 0, B0 + C0 est Θ0 ne´gligeable
(2) si θ0 ∈ Θ0 et Pθ0(C1) > 0, A0 +B0 est Θ0 ne´gligeable
La proprie´te´ (1) (resp. (2)) se de´montre en suivant le raison-
nement de la 1e´re (resp. 2e´me) e´tape de III et en remplac¸ant C0 par
B0 + C0 (resp. A0 par A0 +B0).
1er cas : B0 est ne´gligeable.
B n’e´tant pas ne´gligeable, B1 ne l’est pas. On doit donc
de´montrer que A0 et C0 sont Θ0 ne´gligeables.
a) Montrons que A0 est Θ0 ne´gligeable.
Si C1 n’est pas Θ0 ne´gligeable c’est une conse´quence de la proprie´te´ (2).
Lorsque C1 est Θ0 ne´gligeable, montrons d’abord que φ est un expert
du choix entre Θ′1 et Θ0. φ e´tant un expert du proble`me de de´cision
{Θ1,Θ0}, il suffit de ve´rifier que pour tout e´ve´nement N , Θ′1 ne´gligeable,
on a φ 1IN
Θ0p.s.
= 0 c’est-a`- dire ({φ = 1} ∩ N) Θ0 ne´gligeable (voir la
de´finition 4.1.1). Pour cela de´composons N en N1 = N∩T−1(IR −DΘ
′
1
s ),
N2 = N ∩ C et N3 = N ∩ T−1(DΘ0s ) ; N3 ⊆ T−1(DΘ0s ) et N2 ∩ {φ =
1} ⊆ C1 sont e´videmment Θ0 ne´gligeables, il en est de meˆme de N1 ⊆ N ,
d’apre`s le lemme I, puisqu’il est Θ′1 ne´gligeable.
Les hypothe`ses unilate´rales {Θ′1,Θ0} e´tant stables, d’apre`s la proposition
4.2.2 il existe deux e´le´ments successifs f et f ′ de ∆s ⊆ F qui encadrent
φ, Θ′1 ∪Θ0 = Θ′′1 presque suˆrement :
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1I
D
Θ0
i
(T ) ≤ f
Θ′′1 p.s.≤ φ
Θ′′1 p.s.≤ f ′ ≤1I
IR−DΘ
′
1
s
(T ) et ]f, f ′[∩∆s = ∅.
B n’e´tant pas ne´gligeable, il n’est pas Θ0 ne´gligeable (voir le lemme I) ;
comme φ vaut presque suˆrement 1 sur B on a : f ′
Θ0p.s.
= 1I
IR−DΘ
′
1
s
(T ).
La condition de l’e´nonce´ implique en particulier que le rapport pθb/pθa
n’est pas constant sur Ba
p.s.
⊇ B. Il existe donc au moins une fonction
de test simple φ
(θb,θa)
(k,β) ∈ Φ(θb,θa)s ⊆ ∆s qui ve´rifie :
1I
D
Θ′′
0
i
(T )
p.s.
< φ
(θb,θa)
(k,β)
p.s.
< 1I
IR−DΘ
′
1
s
(T ) ; d’apre`s le lemme I on a aussi :
1I
D
Θ′′
0
i
(T )
Θ0p.s.
< φ
(θb,θa)
(k,β)
Θ0p.s.
< 1I
IR−DΘ
′
1
s
(T ).
On en de´duit φ
(θb,θa)
(k,β) < f
′ et comme ]f, f ′[∩Φ(θb,θa)s = ∅ on a :
f ≥ φ(θb,θa)(k,β) >1IDΘ′′0
i
(T ). φ est donc Θ0 presque suˆrement e´gal a` 1 sur
T−1(DΘ
′′
0
i ) ⊇ A, ce qui implique bien que A0 est Θ0 ne´gligeable.
b) Montrons que C0 est Θ0 ne´gligeable.
La de´monstration est semblable a` la pre´ce´dente.
Pour A1 non Θ0 ne´gligeable c’est la proprie´te´ (1) qui donne le re´sultat.
Lorsque A1 est Θ0 ne´gligeable, φ est cette fois un expert du choix
entre Θ′′0 et Θ0 car 1IN
Θ′′0 p.s.= 0 implique bien φ 1IN
Θ0p.s.
= 0 ; il suffit
de de´composer N en : N1 = N ∩ T−1(IR −DΘ
′′
0
i ), N2 = N ∩ A et
N3 = N ∩ T−1(DΘ0i ) ; N3 ⊆ T−1(DΘ0i ) et N2 ∩ {φ = 1} ⊆ A1 sont bien
Θ0 ne´gligeables, il en est de meˆme de N1 d’apre`s le lemme de I.
L’application de la proposition 4.2.2 aux hypothe`ses {Θ0,Θ′′0} nous
conduit a` deux e´le´ments g et g′ de F ve´rifiant :
1I
D
Θ′′
0
i
(T ) ≤ g
Θ′0p.s.≤ (1− φ)
Θ′0p.s.≤ g′ ≤1I
IR−DΘ0s (T ) et ]g, g
′[∩∆′s = ∅
avec ∆′s = ∪(θ,θ′)∈Θ0×Θ′′0Φ
(θ′,θ)
s .
(1− φ) valant presque suˆrement 0 sur B non Θ0 ne´gligeable on a :
g
Θ0p.s.
= 1I
D
Θ′′
0
i
(T ).
La condition de l’e´nonce´ implique que le rapport pθc/pθb n’est pas
constant sur Bc
p.s.
⊇ B. Il existe donc au moins une fonction de test
simple φ
(θc,θb)
(k,β) ∈ Φ(θc,θb)s qui ve´rifie :
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1I
D
Θ′′
0
i
(T )
Θ0p.s.
< φ
(θc,θb)
(k,β)
Θ0p.s.
< 1I
IR−DΘ
′
1
s
(T ).
On en de´duit g < φ
(θc,θb)
(k,β) et comme ]g, g
′[∩Φ(θc,θb)s = ∅ on a :
g′ ≤ φ(θc,θb)(k,β) <1IIR−DΘ′1s (T ). (1−φ) est donc Θ0 presque suˆrement e´gal a`
0 sur T−1(IR −DΘ′1s ) ⊇ C, ce qui implique bien que C0 = C ∩{(1−φ) =
1} est Θ0 ne´gligeable.
2e`me cas : B0 n’est pas ne´gligeable.
B0 e´tant inclus dans F
c il n’est pas Θ0 ne´gligeable (voir le
lemme I). D’apre`s les proprie´te´s (1) et (2) on a donc : ∀θ0 ∈ Θ0
Pθ0(A1) = 0 et Pθ0(C1) = 0.
Nous devons de´montrer que B1 est Θ0 ne´gligeable.
Le fait que C1 (resp. A1) soit Θ0 ne´gligeable entraˆıne que φ est un expert
du choix entre Θ′1 et Θ0 (resp. Θ
′′
0 et Θ0)(voir les parties a) et b) du
1ercas). Comme pre´ce´demment on obtient des e´le´ments de F ve´rifiant :
1I
D
Θ0
i
(T ) ≤ f
Θ′′1 p.s.≤ φ
Θ′′1 p.s.≤ f ′ ≤1I
IR−DΘ
′
1
s
(T ), ]f, f ′[∩∆s = ∅ et
1I
D
Θ′′
0
i
(T ) ≤ g
Θ′0p.s.≤ (1− φ)
Θ′0p.s.≤ g′ ≤1I
IR−DΘ0s (T ), ]g, g
′[∩∆′s = ∅.
Ces deux encadrements impliquent que les e´ve´nements {f = 1}∩{g = 1}
et {f ′ = 0} ∩ {g′ = 0} sont Θ0 ne´gligeables car sur ces e´ve´nements φ est
Θ0 presque suˆrement e´gal a` 0 et a` 1. On a donc :
1I
D
Θ0
i
(T )
Θ0p.s.
= inf{f, g}
Θ0p.s.≤ 1I
D
Θ′′
0
i
(T ) <1I
IR−DΘ
′
1
s
(T )
Θ0p.s.≤
sup{f ′, g′} Θ0p.s.= 1I
IR−DΘ0s (T ).
Si f ′
Θ0p.s.≤ 1I
D
Θ′′
0
i
(T ) ou g
Θ0p.s.≥ 1I
IR−DΘ
′
1
s
(T ) l’expert φ est Θ0 presque
suˆrement e´gal a` 0 sur B et B1 est bien Θ0 ne´gligeable.
Conside´rons l’autre possibilite´ :
f ′
Θ0p.s.
> 1I
D
Θ′′
0
i
(T ) et g
Θ0p.s.
< 1I
IR−DΘ
′
1
s
(T ). Nous allons distinguer deux
cas suivant que inf{f, g} est e´gal a` f ou g.
a) inf{f, g} = f donc f
Θ0p.s.≤ 1I
D
Θ′′
0
i
(T ).
Nous allons utiliser la fonction de test simple φ
(θb,θa)
(k,β) de´finie dans la
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partie a) du 1er cas. Comme elle n’appartient pas a` ]f, f ′[ on a :
f ′ ≤ φ(θb,θa)(k,β)
Θ0p.s.
< 1I
IR−DΘ
′
1
s
(T ).
Ceci implique : sup{f ′, g′} = g′
Θ0p.s.≥ 1I
IR−DΘ
′
1
s
(T ).
La fonction de test simple φ
(θc,θb)
(k,β) de´finie dans la partie b) du 1
er cas
n’appartenant pas a` ]g, g′[, on a : 1I
D
Θ′′
0
i
(T )
Θ0p.s.
< φ
(θc,θb)
(k,β) ≤ g.
Lorsque f ′
Θ0p.s.≤ g on a e´videmment φ Θ0p.s.= 0 et B1 est bien Θ0
ne´gligeable. Il nous reste le cas :
f
Θ0p.s.≤ 1I
D
Θ′′
0
i
(T )
Θ0p.s.
< g
Θ0p.s.
< f ′
Θ0p.s.
< 1I
IR−DΘ
′
1
s
(T )
Θ0p.s.≤ g′.
Il est impossible de l’avoir sous la condition de l’e´nonce´. En effet sur
l’e´ve´nement {f ′ − f = 1} (resp. {g′ − g = 1}) le rapport des densite´s
pθb/pθa (resp. pθc/pθb) est constant et {f ′ − f = 1} ∪ {g′ − g = 1}
formerait un recouvrement, Θ0 donc Θ presque suˆr, de B.
b) inf{f, g} = g donc g Θ0p.s.= 1I
D
Θ′′
0
i
(T )
Θ0p.s.
= 1I
D
Θ0
i
(T ).
Nous allons utiliser la fonction de test simple φ
(θc,θb)
(k,β) de´finie dans la
partie b) du 1er cas. Comme elle n’appartient pas a` ]g, g′[ on a :
g′ ≤ φ(θc,θb)(k,β)
Θ0p.s.
< 1I
IR−DΘ
′
1
s
(T ).
Ceci implique : sup{f ′, g′} = f ′ Θ0p.s.= 1I
IR−DΘ
′
1
s
(T )
Θ0p.s.
= 1I
IR−DΘ0s (T ).
La fonction de test simple φ
(θb,θa)
(k,β) de´finie dans la partie a) du 1
er cas
n’appartenant pas a` ]f, f ′[, on a : 1I
D
Θ′′
0
i
(T )
Θ0p.s.
< φ
(θb,θa)
(k,β) ≤ f .
Le cas g′
Θ0p.s.≤ f est impossible car on aurait φ Θ0p.s.= 1 et B0 serait Θ0
ne´gligeable donc ne´gligeable. Il nous reste le cas :
g
Θ0p.s.
= 1I
D
Θ′′
0
i
(T )
Θ0p.s.
< f
Θ0p.s.
< g′
Θ0p.s.
< 1I
IR−DΘ
′
1
s
(T )
Θ0p.s.
= f ′.
Il est aussi impossible du fait de la condition impose´e par l’e´nonce´.
Comme nous l’avons vu a la fin du paragraphe a) pre´ce´dent, pθb/pθa
(resp. pθc/pθb) est constant sur {f ′ − f = 1} (resp. {g′ − g = 1}) et on
a encore B
p.s.
⊆ {f ′ − f = 1} ∪ {g′ − g = 1}.
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L’existence de θa, θb et θc, ve´rifiant les conditions de l’e´nonce´, est re´alise´e
dans les mode`les a` rapport de vraisemblance monotone classiquement e´tudie´s.
Nous allons cependant donner un exemple simple ou` des hypothe`ses bilate´rales
pures posse`dent des experts non triviaux.
Soit (IR,B, (pθ.λ)θ∈Θ0∪Θ1), λ e´tant la mesure de Lebesgue, le proble`me
de de´cision de´fini par : Θ0 = {θ0}, Θ1 = {θ′1, θ′′0}, pθ0 = 12 1I[−1,+1], pθ′1 =
1
2 1I[− 32 ,+ 14 ] +
1
4 1I]+ 14 ,+
3
4 ]
et pθ′′0 =
1
4 1I[− 34 ,− 14 [ +
1
2 1I[− 14 ,+ 32 ]. Ce mode`le est a`
rapport de vraisemblance monotone pour la statistique identite´ et les hypothe`ses
sont bien bilate´rales pures. On a B = [−34 ,+34 ] et la condition de la proposition
5.3.2 n’est pas re´alise´e puisque : pθ0/pθ′1 = 1 sur Ba = [−1,+14 ], pθ′′0 /pθ0 = 1 sur
Bc = [−14 ,+1] et B ⊂ Ba ∪ Bc. Conside´rons les re`gles de de´cision valant 1 sur
] −∞,−1[∪] + 1,+∞[, 0 sur [−1,−1
4
[∪] + 1
4
,+1], quelconques sur [−1
4
,+1
4
] mais
non triviales, c’est-a`-dire non presque suˆrement e´gales a` 0 sur [−14 ,+14 ]. Ces re`gles
sont des experts du choix entre Θ1 et Θ0 ; la proprie´te´ ii) de la de´finition 4.1.1
est e´vidente et il est facile de ve´rifier que ces re`gles de de´cision sont des experts
du choix entre θ′1 (resp. θ
′′
0 ) et θ0 ; en effet, elles sont {θ′1, θ0} (resp. {θ′′0 , θ0})
presque suˆrement comprises entre 1I]−∞,−1[ et 1I]−∞,+ 14 ] (resp. 1− 1I]−∞,+1] et
1− 1I]−∞,− 14 [) (voir la proposition 2.3.1).
Revenons au cas des hypothe`ses bilate´rales pures non expertisables. Deux
traitements de cette pe´nurie d’experts nous semblent possibles suivant que l’ordre
stucturant les parame`tres est ou n’est pas important pour l’interpre´tation.
Dans bien des cas les deux parties Θ′1 et Θ
′′
0 de l’hypothe`se Θ1 ne sont pas
vraiment e´quivalentes pour l’utilisateur. Son choix principal est entre Θ0 et Θ1
mais pour autant Θ′1 et Θ
′′
0 s’interpre`tent diffe´remment, meˆme si cette diffe´rence
est mise au second plan. Les hypothe`ses {Θ′1,Θ′0}, {Θ′′1 ,Θ′′0}, voire le choix
entre les trois e´ventualite´s {Θ′1,Θ0,Θ′′0}, sont envisageables. Dans un tel cadre
une bonne solution nous paraˆıt eˆtre l’utilisation de votes compatibles pour les
hypothe`ses unilate´rales de´finissant le proble`me bilate´ral, et meˆme pour l’ensemble
des hypothe`ses unilate´rales (voir les propositions 5.2.3 et 5.2.4). Nous e´tudierons
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des exemples ulte´rieurement.
Conside´rons maintenant le cas ou` l’ordre sur les parame`tres n’a pas d’inte´reˆt pour
diffe´rencier Θ′1 et Θ
′′
0 , ces deux e´ventualite´s conduisent a` la meˆme interpre´tation
alors que l’ordre les oppose. Cette e´quivalence entre Θ′1 et Θ
′′
0 se traduit sur
les re´alisations par une e´quivalence entre les petites et les grandes valeurs de
la statistique T rendant le rapport de vraisemblance monotone. Reprenons par
exemple le cas d’un n-e´chantillon de la loi normale de moyenne inconnue θ ∈IR
et de variance connue σ2. La statistique T est alors la moyenne empirique X .
Inte´ressons nous aux hypothe`ses {Θ0 = [θ1, θ2],Θ1 =IR −Θ0}, ce proble`me de
de´cision posse`de des syme´tries fortes par rapport a` θ0 = (θ1 + θ2)/2. Si les deux
demi-droites ] − ∞, θ1[ et ]θ2,+∞[ sont e´quivalentes pour l’interpre´tation il est
tentant de dire qu’il est e´quivalent de re´aliser x ou son syme´trique par rapport a`
θ0 : 2θ0 − x. C’est la statistique T ′ =| X − θ0 | qui devient alors primordiale et on
est amene´ a` travailler sur son mode`le statistique image. Dans ce nouveau mode`le
les hypothe`ses {Θ0,Θ1} sont expertisables sans proble`me puisque (
√
n
σ T
′)2 suit
une loi de khi-deux de´centre´e a` un degre´ de liberte´ et de parame`tre d’excentricite´
n
σ2 (θ − θ0)2. Sur le mode`le de de´part ceci revient a` remplacer, dans la de´finition
des experts, la tribu A par la sous tribu C engendre´e par T ′. On impose ainsi des
contraintes moins fortes pour le label expert et les hypothe`ses bilate´rales pures
non expertisables peuvent devenir stables. C’est un proce´de´ e´quivalent a` celui qui
consiste, dans la the´orie de la de´cision a` partir d’une fonction de perte, a` diminuer
l’ensemble des re`gles admissibles en imposant une contrainte supple´mentaire. Ici
il faut enlever des contraintes car il y a pe´nurie et non pas trop-plein. Il reste
le proble`me important du choix de la sous tribu C. Dans un cadre ge´ne´ral il est
impossible de faire intervenir les syme´tries du mode`le, comme dans l’exemple des
lois normales, pour proposer une statistique T ′ de´finissant les petites et grandes
valeurs de T e´quivalentes. Disons que l’on doit choisir les e´le´ments de C de la forme
C′ = T−1(]−∞, t)∪(t′,+∞[) de telle sorte que l’on puisse dire qu’ils se comportent
de fac¸on semblable sous Θ′1 et Θ
′′
0 . Les probabilite´s de C
′ sous Θ′1 et celles sous
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Θ′′0 doivent se ressembler. Lorsque θ tend vers infΘ (resp. supΘ) c’est la partie
] − ∞, t) (resp. (t′,+∞[) qui prend de l’importance. Une manie`re d’exprimer la
ressemblance, sans probabiliser Θ′1 et Θ
′′
0 , est d’imposer l’e´galite´ des probabilite´s
les plus proches :
limθ∈Θ′1րsupΘ′1Pθ(C
′) = limθ∈Θ′′0ցinfΘ′′0 Pθ(C
′). Si Θ0 est un intervalle d’extre´mi-
te´s θ1 < θ2, sous des conditions de continuite´ courantes (par exemple la continuite´
en θ de pθ(t) pour presque tout t), l’e´galite´ pre´ce´dente s’e´crit Pθ1(C
′) = Pθ2(C
′).
Ceci fait penser aux tests sans biais. La re´gion de rejet C′ doit ve´rifier Pθ(C′) ≥ α
pour tout θ de Θ1. Sous la condition de continuite´ pre´ce´dente et si la famille
{pθ}θ∈Θ est totalement positive a` l’ordre trois, cette proprie´te´ de la re´gion de rejet
est e´quivalente a` Pθ1(C
′) = Pθ2(C
′) (cf. [Mor.1] p.63). La notion de sans biais est
utile pour tester H0 : θ ∈ Θ0 contre H1 : θ ∈ Θ1 mais pas pour tester H0 : θ ∈ Θ1
contre H1 : θ ∈ Θ0. En fait dans ce dernier cas c’est la notion de seuil sous
Θ1 = Θ
′
1 ∪Θ′′0 qui impose une re´gion de rejet de probabilite´ α sous θ1 et θ2. Une
fois de´finie la sous tribu C a` partir des C′ pre´ce´dents il faut re´e´crire le mode`le avec
des densite´s C mesurables. Dans ce nouveau mode`le on pourra souvent trouver
une statistique re´elle T ′ rendant les hypothe`ses stables en re´e´crivant les C′ sous la
forme T ′ ∈ (x,+∞[. Les re´sultats du paragraphe 4 peuvent alors s’appliquer.
Pour l’exemple pre´ce´dent le mode`le peut meˆme eˆtre parame´tre´ par [θ0,+∞[,
les hypothe`ses sont alors unilate´rales et le mode`le a` rapport de vraisemblance
monotone. Nous n’insisterons pas plus sur ce type de solutions car nous pensons
que dans la majorite´ des applications, l’ordre sur l’espace des parame`tres influence
les interpre´tations de θ ∈ Θ′1 et θ ∈ Θ′′0 .
L’e´tude des tests bilate´raux est classiquement faite dans les mode`les
exponentiels a` un parame`tre : (Ω,A, (Pθ = c(θ)eθT (ω).µ)θ∈Θ⊆IR). Θ e´tant un
intervalle de IR muni de l’ordre usuel, ces mode`les sont a` rapport de vraisemblance
monotone par rapport a` T . Pour θ′ < θ′′, le rapport des densite´s h(θ′′,θ′)(t) =
pθ′′(t)/pθ′(t) = [c(θ
′′)/c(θ′)]e(θ
′′−θ′)t est toujours de´fini et strictement croissant
a` valeur dans ]0,+∞[. T est e´videmment une statistique essentielle globale de
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fonction de re´partition moyenne : Gθ(t) = Fθ(t) +
1
2pθ(t)µ(T
−1[t]) (Fθ e´tant la
fonction de re´partition de l’image de Pθ par T ). Comme fonction de θ, Gθ(t) est
meˆme continue pour tout t puisque pθ(t) l’est, ce qui implique la continuite´ des
pθ dans L1(µ) (cf. [Mon.1] p. 138). Toutes les hypothe`ses unilate´rales {Θf1 ,Θf0}
sont donc adjacentes : Qω
Θf1
(1f ) = Q
ω
Θf0
(1f ) = Q
ω
θf (1f ) = 1 − Gθf (T (ω)) avec
θf = supΘf1 = infΘ
f
0 (voir la de´finition 4.3.2 et les propositions 4.3.1-2). Ces
votes sont e´videmment compatibles sur les deux hypothe`ses unilate´rales {Θ′1,Θ′0}
et {Θ′′1 ⊃ Θ′1,Θ′′0} qui de´finissent les hypothe`ses bilate´rales {Θ1,Θ0}. Posons
θ1 = infΘ0 et θ2 = supΘ0, le prolongement de ces votes nous donne pour les
hypothe`ses bilate´rales les votes suivants, lorsqu’on re´alise ω ou t = T (ω) :
Qω(Θ0) = Q
ω
θ2
(Θ′′1) −Qωθ1(Θ′1) = [Fθ1(t) − Fθ2(t)] + 12 [pθ1(t)− pθ2(t)]µ(T−1[t]) et
Qω(Θ1) = 1−Qω(Θ0).
On obtiendrait les meˆmes re´sultats a` partir de la probabilite´ de´finie sur Θ par la
proposition 5.2.3 lorsqu’elle s’applique. Sur les exemples du paragraphe suivant
nous verrons que c’est ge´ne´ralement le cas pour les mode`les exponentiels et nous
donnerons des applications de la proposition 5.2.4.
Les votes que nous venons de de´finir ne s’interpre`tent pas comme seuil
minimum des deux tests bilate´raux. Pour obtenir ceci il faudrait choisir la solution
pre´ce´dente du changement de mode`le. Le vote Qω(Θ0) tend e´videmment vers 0
lorsque t = T (ω) tend vers −∞ ou +∞ ; si le rapport des densite´s h(θ2,θ1)(T )
est e´gal a` 1 en ω, le vote Qω(Θ0) croˆıt avant t = T (ω) et de´croˆıt ensuite. Le
maximum de Qω(Θ0) est d’autant plus grand que la probabilite´ Pθ2 est grande
par rapport a` Pθ1 donc que l’intervalle Θ0 est grand. Lorsque Θ0 se re´duit a` un
point θ0 on a Q
ω(Θ0) = 0, on ne de´cide donc jamais θ = θ0. Ceci nous semble
totalement le´gitime car la continuite´ autour de θ0 fait que dans Θ1 il y a des
probabilite´s aussi proches que l’on veut de Pθ0 . Ce type d’hypothe`ses, bien que
souvent utilise´, correspond rarement a` une bonne traduction de ce que veut ve´rifier
l’utilisateur : il cherche ge´ne´ralement a` savoir si le parame`tre est autour de θ0. Cet
“autour” de´pend du contexte : ordre de grandeur des erreurs de mesure, ordre de
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grandeur des diffe´rences qui entraˆınent une interpre´tation diffe´rente, etc... Re´duire
cet intervalle autour de θ0 a` [θ0] est tre`s populaire car ceci e´vite bien des questions
a` l’utilisateur. Malgre´ des critiques renouvele´es (cf. par exemple [Reu.],[Wan.])
ces hypothe`ses restent tre`s utilise´es, elles procurent un confort attirant si l’on
ne se pose pas de question sur la manie`re dont fonctionne la solution statistique
employe´e. Nous n’en proposerons pas de nouvelle, il faudrait prendre en compte
des votes autres que celui sous θ0. Une telle de´marche est envisageable si on veut
traduire un a priori positif par rapport a` la de´cision θ = θ0. Par exemple, lorsque
cette hypothe`se est l’approximation d’une hypothe`se qui se concentre autour de
θ0 et qui a priori a des chances d’eˆtre vraie (cf. [BerD]).
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5.4 EXEMPLES.
La notion de votes compatibles nous a permis de proposer une aide a` la
de´cision pour des hypothe`ses bilate´rales. Bien souvent, cette aide peut eˆtre de´finie
a` partir d’une probabilisation de l’espace des parame`tres. Il est alors possible
de traiter toutes les hypothe`ses dont la structure repose sur l’ordre de l’espace
des parame`tres. Cette probabilite´ peut aussi aider a` prendre une de´cision dans
le cas de plus de deux hypothe`ses, en particulier lorsque Θ est partage´ en une
partition d’intervalles ordonne´s. L’explicitation de la probabilite´ de´finie sur Θ par
les propositions 5.2.3 et 5.2.4 est inutile dans les proble`mes ne faisant intervenir
que des intervalles, ce qui est le cadre normal d’utilisation de ces propositions.
Les fonctions de re´partition moyenne, (Gθ)θ∈Θ, de la statistique essentielle globale
suffisent. On n’a pas besoin d’inverser les roˆles de θ et de la re´alisation ω afin de
de´finir la probabilisation de Θ par les fonctions de re´partition (Qω(]←, θ[))ω∈Ω. Il
est toutefois inte´ressant d’obtenir ces probabilite´s sur quelques exemples classiques.
Nous devrons en particulier ve´rifier les conditions d’application de la proposition
5.2.3. Comme nous l’avons vu pre´ce´demment, les deux premie`res le sont de`s que
pθ(ω) est continu en θ pour presque tout ω (cf. [Mon.1] p. 138).
EXEMPLE 1 : parame`tre de position.
Conside´rons un mode`le statistique a` rapport de vraisemblance monotone
et une statistique essentielle globale K(T ) dont les fonctions de re´partition
moyenne Gθ ve´rifient les conditions de la proposition 5.2.3. Si θ est un parame`tre
de position pour K(T ), c’est-a`-dire si K(T ) admet des densite´s de la forme g(x−θ)
par rapport a` la mesure de Lebesgue, il est facile d’expliciter la probabilite´ induite
sur Θ par les votes les plus favorables. En effet lorsque l’e´galite´ Qω(] ←, θ[) =
1−Gθ(K(T (ω))) s’applique on peut l’e´crire :
Qω(] ←, θ[) = ∫ 1I]K(T (ω)),+∞[ (x)g(x− θ) dx = ∫ 1I]−∞,θ[ (λ)g(K(T (ω))− λ) dλ
avec λ = [θ +K(T (ω))]− x.
La famille des lois uniformes sur [θ − 1, θ + 1] entre dans ce cadre. Les
densite´s ( 12 1I[θ−1,θ+1] (x))θ∈IR de´finissent un mode`le a` rapport de vraisemblance
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monotone par rapport a` la statistique identite´, qui est aussi une statistique
essentielle globale. On a Gθ(t) =
∫ t
−∞
1
2 1I[−1,+1] (x − θ) dx qui est continue en
θ pour tout t et tend vers 0 (resp. 1) lorsque θ tend vers +∞ (resp. −∞). Les
quatre conditions de la proposition 5.2.3 sont donc ve´rifie´es, Qt(] −∞, θ[) est le
vote Qtθ(1) pour les hypothe`ses unilate´rales {Θ1 =]−∞, θ[,Θ0 = [θ,+∞[}.
Qt(]−∞, θ[) est e´gal a` 1 si θ ≥ t+1, a` 0 si θ < t−1 et a` 1−Gθ(t) =
∫ θ
−∞
1
2 1I[−1,+1]
(t− λ) dλ sinon. Quand on re´alise t, on obtient sur l’espace des parame`tres la loi
uniforme sur [t− 1, t+ 1]. C’est la loi a posteriori de la mesure de Lebesgue, loi a
priori impropre et non informative.
L’exemple le plus classique de ce type de parame`tre de position est celui
de la famille des lois normales (N(θ, a2))θ∈IR, l’e´cart-type a > 0 e´tant connu. Nous
avons de´ja` traite´ ce cas a` la fin du paragraphe 5.2, avec l’exemple d’un n-e´chantillon
d’une loi normale de moyenne θ inconnue et de variance σ2 connue (a2 = σ2/n).
La proposition 5.2.3 s’applique et on trouve sur Θ =IR la loi N(t, a2) lorsqu’on
re´alise t. Si pour chaque proble`me unilate´ral {Θf1 =]−∞, θf ),Θf0} on conside`re la
ponde´ration N(θf , c
2), la proposition 5.2.4 s’applique et nous avons obtenu sur Θ
la loi N(t, a2 + c2). Nous avons aussi vu que ces votes e´taient neutres. Ceci n’est
pas e´tonnant puisque cette ponde´ration traite les hypothe`ses de chaque proble`me
unilate´ral de fac¸on semblable et syme´triquement. Pour chacun de ces proble`mes
elle re´duit l’e´cart entre le vote pour Θf1 et le vote pour Θ
f
0 , ce qui ne facilite pas
la conclusion.
Essayons maintenant de construire une ponde´ration qui tienne compte d’une infor-
mation a priori. Par exemple, d’une valeur me´diane θ0, pour laquelle l’utilisateur
conside´rerait qu’il y a autant de chance que la vraie valeur de θ soit en dessous
qu’au dessus. On est alors amene´ a` privile´gier l’hypothe`se Θf1 =] −∞, θf ) (resp.
Θf0 ) lorsque θf est supe´rieur (resp. infe´rieur) a` θ0. Ceci ne peut se faire qu’en consi-
de´rant d’autres possibilite´s de votes que celle sous θf . Une ponde´ration gaussienne
des votes du type N(µf , c
2), c2 > 0, donne des calculs simples, nous reviendrons
sur ce choix a` la fin. Pour avantager Θf1 (resp. Θ
f
0 ) lorsque θf > θ0 (resp. θf < θ0) il
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faut que µf soit supe´rieur (resp. infe´rieur) a` θf . Un µf du type θf+λ(θf−θ0), avec
λ > 0, semble une solution inte´ressante. Plus θf est loin de θ0 plus on avantage
l’une des hypothe`ses. Le parame`tre λ sera d’autant plus grand que l’utilisateur
conside`re qu’a` une faible distance de θ0 il n’y a pratiquement plus qu’une hy-
pothe`se de plausible. Dans un tel cadre, les hypothe`ses {Θf1 ,Θf0} sont traite´es
avec un vote ponde´re´ par Λf qui est la loi normale : N(µf = θf + λ(θf − θ0), c2).
Nous devons regarder si la proprie´te´ 5.2.4 s’applique. Les proprie´te´s i) et ii) sont
e´videntes puisque Dθi = D
θ
s = ∅. Quant a` Ht(f), il ve´rifie :
Ht(f)=
∫
Θ
(1−Gθ(t))dΛf (θ)
=1− ∫
IR
F ( t−θa )
1√
2pi c
exp(− (θ−µf )22c2 ) dθ
=1− ∫ F ( t−µf−ν
a
) 1√
2pi c
exp(− ν2
2c2
) dν
=1− ∫ [∫ t−µf−∞ 1√2pi aexp(− (x−ν)
2
2a2 dx]
1√
2pi c
exp(− ν22c2 ) dν
=1− ∫ t−µf−∞ 1√2pi aexp(− x22a2 )[
∫
1√
2pi c
exp(−12 ( ν
2
a2 +
ν2
c2 − 2xνa2 )) dν] dx
=1− ∫ t−µf−∞ 1√2pi aexp(− x22(a2+c2) )[
∫
1√
2pi c
exp(−a2+c2
2a2c2
(ν − xc2
a2+c2
)2) dν] dx
=1− F ( t−µf√
a2+c2
) = F (
µf−t√
a2+c2
) = F ( 1+λ√
a2+c2
(θf − t+λθ01+λ )).
Il est e´vident que les votes QΛf sont compatibles, d’ailleurs Ht(f) est bien une
fonction croissante et continue de θf , donc de f , et elle tend vers 0 (resp. 1) lorsque
θf tend vers −∞ (resp. +∞). On obtient sur Θ la loi normale : N( t+λθ01+λ , a
2+c2
(1+λ)2 ).
Plus λ est grand plus le point θ0 choisi prend le pas sur la re´alisation t. c
2, lui,
n’intervient que dans la variance. Au de´part il a e´te´ introduit pour prendre en
compte des votes autres que celui de θf , limite entre les deux hypothe`ses Θ
f
1 et Θ
f
0 .
Plus c2 est petit, plus la loi sur Θ est concentre´e. On peut d’ailleurs prendre c2 = 0,
c’est-a`-dire conside´rer le vote sous θ = µf pour les hypothe`ses {Θf1 ,Θf0}. Ht(f) est
alors e´gal a` 1−F ( t−µfa ) et on obtient encore la loi N( t+λθ01+λ , a
2
(1+λ)2 ). Cependant, si
l’information a priori demande´e a` l’utilisateur avait surtout pour but d’influencer
le parame`tre t de la distribution N(t, a2) on peut prendre c2 = λ(λ + 2)a2.
Remarquons enfin que la loi N( t+λθ01+λ ,
a2+c2
(1+λ)2 ) est la loi a posteriori que l’on obtient
a` partir de la loi a priori N(θ0, τ
2) si λ = a
2
τ2 et c
2 = λa2 (cf. [Ber.] p. 127).
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EXEMPLE 2 : parame`tre d’e´chelle.
Soient un mode`le statistique a` rapport de vraisemblance monotone et
une statistique essentielle globale K(T ) positive dont les fonctions de re´partition
moyenne Gθ ve´rifient les conditions de la proposition 5.2.3. Nous dirons que
θ ∈ Θ ⊆]0,+∞[ est un parame`tre d’e´chelle pour K(T ) si K(T ) admet des densite´s
de la forme 1θg(
x
θ ) par rapport a` la mesure de Lebesgue sur IR
+ (cf. [Leh.] p. 510).
Lorsque l’e´galite´ Qω(]0, θ[) = 1−Gθ(K(T (ω))) s’applique on peut l’e´crire :
Qω(]0, θ[) =
∫
1I]K(T (ω)),+∞[ (x) 1θg(
x
θ ) dx =
∫
1I]0,θ[ (λ)
K(T (ω))
λ2 g(
K(T (ω))
λ ) dλ avec
λ = θK(T (ω))x . Il est alors facile d’expliciter la probabilisation de Θ induite par Q
ω.
La famille des lois uniformes sur [0, θ], θ > 0, entre dans ce cadre.
Les densite´s ( 1
θ
1I[0,θ] (x))θ∈IR+∗ de´finissent sur IR
+ un mode`le a` rapport de
vraisemblance monotone pour la statistique identite´, qui est aussi une statistique
essentielle globale. Les quatre conditions de la proposition 5.2.3 sont bien ve´rifie´es
puisque Gθ(t) =
∫ t
0
1
θ
1I[0,1] (
x
θ
) dx. Qt(]0, θ[) est le vote Qtθ(1) pour les hypothe`ses
unilate´rales {Θ1 =]0, θ[,Θ0 = [θ,+∞[}. Qt(]0, θ[) est e´gal a` 0 si θ ≤ t et a`
1−Gθ(t) =
∫ θ
0
t
λ2 1I[0,1] (
t
λ ) dλ sinon. Quand on re´alise t, on obtient sur l’espace des
parame`tres IR+∗ la loi de densite´
t
θ2
1I[t,+∞[ (θ). C’est la loi a posteriori associe´e a`
la mesure de densite´ 1
θ
par rapport a` la mesure de Lebesgue sur IR+, cette mesure
est conside´re´e comme une loi a priori impropre, non informative (cf. [Rob.] p. 108).
Un autre exemple classique de ce type de parame`tre d’e´chelle est celui
de la famille des lois normales (N(m, θ2))θ∈IR+∗ , la moyenne m e´tant connue.
Les densite´s 1√
2pi θ
exp(−1
2
(x−m
θ
)2) de´finissent sur IR un mode`le a` rapport de
vraisemblance monotone pour la statistique T (x) =| x − m |, qui est aussi une
statistique essentielle globale. Les quatre conditions de la proposition 5.2.3 sont
bien ve´rifie´es puisque Gθ(t) =
∫ t
0
2√
2pi θ
exp(−1
2
(x
θ
)2) dx = 2F ( t
θ
) − 1. On obtient
Qt(]0, θ[) =
∫ θ
0
2√
2pi
t
λ2 exp(−12 ( tλ )2) dλ. Cette loi sur Θ =IR+∗ est encore la loi a
posteriori associe´e a` la loi a priori impropre et non informative de densite´ 1θ puisque∫
IR+∗
1
θ
g( t
θ
)× 1
θ
dθ =
∫
IR+∗
1
t2
g( ν
t
) dν = 1
t
.
Conside´rons enfin la famille des lois gamma (γ(p, θ))θ∈IR+∗ , le parame`tre
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p > 0 est fixe et θ > 0 est le parame`tre d’e´chelle. Elles de´finissent sur IR+∗ muni
de la mesure de Lebesgue une famille de densite´ ( 1Γ(p)θ (
x
θ )
p−1exp(−xθ ))θ∈IR+∗ a`
rapport de vraisemblance monotone pour la statistique identite´ qui est aussi une
statistique essentielle globale. Gθ(t) est alors e´gal a` Γ(p,
t
θ ) =
∫ t
θ
0
1
Γ(p)y
p−1e−y dy
et l’application de la proposition 5.2.3 nous donne les votes compatibles suivant :
Qt(]0, θ[) =
∫ θ
0
1
Γ(p)t
( t
λ
)p+1exp(− t
λ
) dλ (t > 0). Leur prolongement est la loi inverse
d’une loi γ(p, 1t ) qui est bien suˆr la loi a posteriori pour la loi a priori impropre et
non informative de densite´ 1θ (cf. [Ber.]p. 255). Comme cas particulier conside´rons
celui d’un n-e´chantillon d’une loi normale de moyenne m connue et de variance
inconnue σ2. Nous avons sur IRn un mode`le statistique a` rapport de vraisemblance
monotone pour la statistique T (x1, ..., xn) =
∑n
i=1(xi − m)2 qui est aussi une
statistique essentielle globale. T/σ2 suivant une loi de khi-deux a` n degre´s de
liberte´, T est de loi γ(n2 , θ = 2σ
2). La loi obtenue pour le parame`tre θ nous donne
pour v = σ2 une loi sur IR+∗ de densite´ ft(v) =
1
2n/2Γ(n2 )t
( tv )
n
2+1exp(− t2v ). C’est la
loi inverse d’une loi γ(n
2
, 2
t
) (cf. [Ber.] p. 561). Lorsque n = 1, la loi du parame`tre
θ = σ est bien suˆr celle obtenue dans l’exemple pre´ce´dent.
Essayons maintenant de construire des votes qui tiennent compte d’une informa-
tion a priori. Comme pre´ce´demment l’utilisateur est suppose´ fournir une valeur
me´diane θ0. Les hypothe`ses {]0, θ0), )θ0,+∞} e´tant pour lui aussi probables l’une
que l’autre, on choisit un vote neutre pour ces hypothe`ses. Le plus simple est de
prendre le vote Qθ0 . Les autres proble`mes unilate´raux {Θf1 =]0, θf ),Θf0} doivent
eˆtre traite´s dissyme´triquement, lorsque θf est supe´rieur (resp. infe´rieur) a` θ0
l’avantage se porte sur Θf1 (resp. Θ
f
0 ). Ceci peut se faire en choisissant un vote
Qµf ve´rifiant µf > θf (resp. µf < θf ) lorsque θf > θ0 (resp. θf < θ0). Bien en-
tendu, plus θf est loin de θ0 plus l’e´cart entre µf et θf doit augmenter. θ e´tant un
parame`tre d’e´chelle, nous exprimerons ces distances par la valeur du rapport, donc
par la diffe´rence des logarithmes. La solution utilise´e dans l’exemple 1 devient :
ln(µf ) = ln(θf) + λ(ln(θf ) − ln(θ0)) ou µf = θf ( θfθ0 )λ (λ > 0). Le parame`tre λ
sera d’autant plus grand que l’utilisateur conside`re qu’a` une faible distance de θ0
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il n’y a pratiquement plus qu’une hypothe`se plausible. Nous devons appliquer la
proposition 5.2.4 avec des Λf qui sont les masses de Dirac en µf . Les proprie´te´s
i) et ii) sont e´videntes puisque Dθi = D
θ
s = ∅. Quant a` Ht(f), il ve´rifie bien les
conditions de l’e´nonce´ :
Ht(f)=
∫
Θ
(1−Gθ(t))dΛf (θ) = 1−Gµf (t) =
∫ µf
0
1
Γ(p)
tp
νp+1 exp(− tν ) dν
=
∫ θf
0
(λ+1)
Γ(p)
tp(θ0)
pλ
θp(λ+1)+1
exp(− t(θ0)λ
θλ+1
) dθ (ν = θ
λ+1
(θ0)λ
)
=Qt(]0, θf))
La loi sur Θ =IR+∗ est la loi de (
1
X
)
1
λ+1 avec X de loi γ(p, 1
t(θ0)λ
). En prenant
comme nouveau parame`tre β = ln( θ
λ+1
θλ0
) donc βf = ln(µf ) et en posant u = ln(t),
le changement de variable x = ln(ν)− u nous donne :
Qt(]0, θf)) =
∫ βf−u
−∞
1
Γ(p)
exp[−px− e−x] dx. Dans le cas d’une loi exponentielle de
parame`tre θ on a p = 1 et Qt(]0, θf)) = exp(−exp(u− βf )).
EXEMPLE 3 : parame`tre d’une loi de Poisson.
Le mode`le statistique, (IN,P(IN), (pθ.µ)θ∈IR+) est de´fini par pθ(x) =
e−θ. θ
x
x! , µ e´tant la mesure de comptage sur IN . Il est a` rapport de vraisemblance
monotone pour la statistique identite´ qui est une statistique essentielle globale. La
fonction de re´partition moyenne Gθ(t) =
∑t
k=0 e
−θ. θ
k
k! − 12e−θ. θ
t
t! est e´videmment
continue en θ et elle tend bien vers 0 lorsque θ tend vers +∞. Par contre Gθ(0)
ne tend pas vers 1 mais vers 1
2
lorsque θ tend vers 0. C’est pour cela que nous
avons pris IR+ comme espace des parame`tres, contrairement a` l’usage de le
restreindre a` IR+∗ . Ainsi la proposition 5.2.3 s’applique, elle nous donne les votes
compatibles Qt([0, θ]) = 1−Gθ(t). Nous allons utiliser l’expression de la fonction
de re´partition d’une loi de Poisson sous la forme d’une inte´grale de la densite´ de la
loi γ(t+1, 1) :
∑t
k=0 e
−θ. θ
k
k! = 1−
∫ θ
0
xt
Γ(t+1)e
−x dx (cf. [Re´n.] p. 112). Si t > 0, les
votes Qt([0, θ]) = 1 − [∑t−1k=0 e−θ. θkk! + 12e−θ. θtt! ] de´finissent une probabilite´ sur Θ
qui est le me´lange e´quiponde´re´ de deux lois gamma : 12γ(t, 1)+
1
2γ(t+1, 1). Lorsque
t = 0, Q0([0, θ]) = 1− 12e−θ et la premie`re gamma du me´lange est remplace´e par
la masse de Dirac en 0. On obtient sur Θ la loi 1
2
δ0 +
1
2
γ(1, 1), γ(1, 1) e´tant la loi
exponentielle de parame`tre 1.
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Les me´langes obtenus sont e´quiponde´re´s parce que nous avons pris en compte
a` part e´gale les deux votes possibles sous Pθ lorsque la re´alisation n’est pas de
probabilite´ nulle (voir le paragraphe 2.4). Ce choix a l’avantage de donner des
votes neutres pour toutes les hypothe`ses unilate´rales (voir la proposition 4.3.2).
Les lois gamma et leurs me´langes sont les lois a priori conjugue´es privile´gie´es par
l’analyse baye´sienne des lois de Poisson (cf. [Rob.] p. 98 et 100). Mais la loi que
nous venons d’obtenir n’est pas une loi a posteriori pour une loi a priori me´lange
de deux gamma. Elle a plutoˆt a` voir avec les lois a posteriori des lois a priori
impropres et non informatives souvent utilise´es : les densite´s 1
θ
et 1√
θ
sur IR+∗ (cf.
[Ber.] p. 114).
Conside´rons un n-e´chantillon (X1, ..., Xn) d’une loi de Poisson. Il est facile de voir
que T =
∑n
i=1Xi est une statistique essentielle globale qui suit une loi de Poisson
de parame`tre nθ. Ce qui pre´ce`de nous donne, pour la re´alisation t = x1 + ...+ xn
une loi sur Θ =IR+ e´gale a` 12γ(t,
1
n )+
1
2γ(t+1,
1
n ) lorsque t > 0 et a`
1
2δ0+
1
2γ(1,
1
n )
lorsque t = 0.
EXEMPLE 4 : parame`tre d’une loi binomiale.
Soit un mode`le binomial (Ω = {0, 1, ..., n},P(Ω), (B(n, θ))θ∈[0,1]). Ce
mode`le est a` rapport de vraisemblance monotone par rapport a` la mesure µ de
masse Cωn en ω et a` la statistique identite´ : pθ(ω) = θ
ω(1−θ)n−ω avec la convention
00 = 1. La fonction de re´partition moyenne de cette statistique essentielle globale
est e´gale a` : Gθ(ω) =
∑ω
i=0C
i
nθ
i(1− θ)n−i − 12Cωn θω(1− θ)n−ω. Elle est continue
en θ, ce qui permet l’application de la proposition 5.2.3. On obtient pour chaque
re´alisation ω une probabilite´ sur les bore´liens de Θ = [0, 1] dont la fonction de
re´partition est de´finie pour θ > 0 par :
Qω([0, θ[) = 1−Gθ(ω) =
∑n
i=ω C
i
nθ
i(1− θ)n−i − 12Cωn θω(1− θ)n−ω.
En utilisant la formule
∑n
i=k C
i
nθ
i(1− θ)n−i = ∫ θ
0
Γ(n+1)
Γ(k)Γ(n+1−k)x
k−1(1− x)n−k dx
lorsque k > 0 (cf. [Re´n.] p. 88), on a pour 0 < ω < n : Qω([0, θ[) =
1
2
∫ θ
0
Γ(n+1)
Γ(ω)Γ(n+1−ω)x
ω−1(1− x)n−ω dx + 12
∫ θ
0
Γ(n+1)
Γ(ω+1)Γ(n−ω)x
ω(1− x)n−ω−1 dx.
La loi sur Θ est alors un me´lange e´quiponde´re´ de deux loi beˆta a` densite´ sur [0, 1],
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1
2β(ω, n+ 1− ω) + 12β(ω + 1, n− ω). Lorsque ω = 0 (resp. ω = n) on obtient sur
Θ la loi 12δ0 +
1
2β(1, n) (resp.
1
2β(n, 1) +
1
2δ1), δ0 et δ1 e´tant les masses de Dirac
en 0 et 1.
Les lois beˆta et leurs me´langes sont les lois a priori conjugue´es privile´gie´es par
l’analyse baye´sienne des lois binomiales (cf. [Rob.] p. 98 et 100). La loi que nous
avons obtenue n’est cependant pas la loi a posteriori d’un me´lange de lois beˆta.
La neutralite´ des votes qui la de´finissent la rapproche plutoˆt de lois a posteriori
obtenues a` partir de lois a priori conside´re´es comme non informatives (cf. [Gei.]).
Ce me´lange de lois beˆta a de´ja` e´te´ trouve´ et de´fendu, dans une e´tude s’appuyant
sur les fonctions de perte “propres” (cf. [KroM]).
EXEMPLE 5 : parame`tres d’une analyse de variance.
En analyse de variance a` effets fixes on utilise des statistiques qui suivent
des lois de Fisher de´centre´es (cf. [Sch.] p. 38). Le parame`tre de non centralite´
λ e´tant la quantite´ qui inte´resse l’utilisateur exprime´e par rapport a` l’e´cart-type
commun des variables. Par exemple, dans une analyse de variance classique a` deux
facteurs, λ est e´gal a`
√∑
(θij)2/σ pour le test sur l’additivite´ des facteurs, et e´gal
a`
√∑
(αi)2/σ pour le test sur la nullite´ des effets additifs du premier facteur. Si
une statistique W suit une loi de Fisher de´centre´e de parame`tre λ et de degre´s de
liberte´ (k, l), nous savons que (k/l)W suit une loi beˆta sur IR+ : β(k2 ,
l
2 ,
λ2
2 ) (cf.
[Bar.] p. 84).Nous allons e´tudier ces lois.
Conside´rons sur IR+ la famille des lois beˆta de´centre´es : β(p, q, θ), les parame`tres
p > 0 et q > 0 sont connus, le parame`tre de non centralite´ θ ≥ 0, lui, est inconnu.
Comme pour la famille des lois de Fisher de´centre´es, on montre qu’elle est a`
rapport de vraisemblance strictement monotone pour la statistique identite´ (cf.
[Kar.]). Cette statistique est donc une statistique essentielle globale. Sa fonction
de re´partition moyenne s’e´crit :
Gθ(t) =
∫ t
0
[
∑+∞
m=0 e
−θ. θ
m
m!
Γ(p+m+q)
Γ(p+m)Γ(q)
xp+m−1
(1+x)p+m+q ] dx =
∫
IN
F (p + m, q, t) dPθ(m),
Pθ e´tant une loi de Poisson de parame`tre θ ≥ 0 et F (p + m, q, t) la valeur en t
de la fonction de re´partition d’une loi β(p +m, q). Cette loi est celle du quotient
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Z = X/Y de deux variables inde´pendantes X et Y de loi γ(p +m, 1) et γ(q, 1).
La densite´ de β(p +m, q) peut s’e´crire comme inte´grale en y de la loi du couple
(Y, Z), on obtient alors :
F (p+m, q, t)=
∫ t
0
1IIR+∗ (z)[
∫ +∞
0
1
Γ(p+m)Γ(q)
zp+m−1exp(−y(z + 1)).yp+m+q−1 dy] dz
=
∫ +∞
0
1
Γ(q)
exp(−y).yq−1[∫ ty
0
1
Γ(p+m)
exp(−x).xp+m−1 dx] dy.
La loi γ(p+m) est la loi de la somme de m+1 variables inde´pendantes, l’une de loi
γ(p) et les autres de loi γ(1). Sa fonction de re´partition tend donc vers 0 lorsque
m tend vers +∞. On en de´duit facilement qu’il en est de meˆme de F (p+m, q, t).
Comme fonction de θ, Gθ(t) ve´rifie donc bien les conditions de la proposition 5.2.3
sur Θ = [0,+∞[. Les votes compatibles Qt([0, θ]) = ∫
IN
[1−F (p+m, q, t)] dPθ(m)
de´finissent une loi de probabilite´ sur Θ muni de la tribu des bore´liens.Cette
probabilite´ posse`de une masse en 0 e´gale a` 1 − F (p, q, t), c’est le seuil minimum
de rejet du test de H0 : θ = 0 contre H1 : θ > 0. On peut exprimer Q
t(]0, θ])
sous la forme
∫ θ
0
ft(λ) dλ lorsque p ≥ 12 , en utilisant l’expression de F (p+m, q, t)
pre´ce´dente et quand p > 12 , le fait que la loi γ(p + m, 1) de´centre´e de θ est la
convolution d’une loi γ( 12 , 1) de´centre´e de θ par une loi γ(p+m− 12 , 1) (cf. [Bar.]
p. 82). Ceci permet de faire intervenir les proprie´te´s de syme´trie des lois normales,
puisque la loi γ( 12 , 1) de´centre´e de θ est la loi du carre´ d’une variable N(
√
θ, 12). On
trouve une densite´ sous la forme d’une inte´grale double. Ne faisant pas partie des
densite´s classiques elle pre´sente peu d’inte´reˆt, il vaut mieux calculer la probabilite´
d’un intervalle de Θ pour la re´alisation t a` partir de la premie`re expression de
Gθ(t).
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6–HYPOTHE`SES STABLES ET PARAME`TRES FANTOˆMES.
6.1 INTRODUCTION.
Dans le mode`le statistique (Ω,A, (P(θ,υ))(θ,υ)∈Θ×Υ) conside´rons des hy-
pothe`ses de la forme {Θ1 × Υ,Θ0 × Υ}, Θ0 et Θ1 de´finissant une partition de
Θ ne contenant pas le vide. Le parame`tre υ est un parame`tre fantoˆme pour
ce proble`me de de´cision (cf. [Bar.] p. 51). Nous noterons ce type de proble`me
de de´cision : (Ω,A, (P(θ,υ))(θ,υ)∈(Θ0∪Θ1)×Υ). Sauf cas exceptionnel, les hypothe`ses
{Θ1 × Υ,Θ0 × Υ} ne sont pas stables. Il est cependant absurde de conside´rer le
proble`me du choix entre P(θ1,υ1) et P(θ0,υ0) lorsque υ1 6= υ0, puisqu’on ne cherche
aucune information sur υ. Ce qui est inte´ressant c’est la stabilite´ des hypothe`ses
{Θ1 × {υ},Θ0 × {υ}} pour chaque υ ∈ Υ.
De´finition 6.1.1
Soit (Ω,A, (p(θ,υ).µ)(θ,υ)∈(Θ0∪Θ1)×Υ) un proble`me de de´cision domine´
par la mesure µ. Les hypothe`ses {Θ0,Θ1} a` parame`tre fantoˆme υ ∈ Υ sont stables
si il existe une statistique re´elle T rendant stables les hypothe`ses des sous proble`mes
de de´cision (Ω,A, (p(θ,υ).µ)θ∈Θ0∪Θ1) pour tout υ ∈ Υ.
Par exemple dans un mode`le exponentiel de la forme p(θ,υ)(ω) =
exp(θT (ω) + 〈υ, U(ω)〉 − ψ(θ, υ)), Θ × Υ ⊆IR × IRk, les hypothe`ses unilate´rales
sur Θ a` parame`tre fantoˆme υ sont stables par rapport a` la statistique re´elle T .
Dans ce cas la famille (p(θ,υ))θ∈Θ est meˆme a` rapport de vraisemblance monotone.
Pour toute re´alisation t = T (ω) notons Qt(θ,υ) le vote des experts sous
P(θ,υ). Nous devons construire un vote a` partir de la famille (Q
t
(θ,υ))(θ,υ)∈Θ×Υ. Nous
avons de´ja` fait ce type de travail pour les sous mode`les parame`tre´s par Θ×{υ} (voir
le paragraphe 4.3). On peut utiliser une ponde´ration Λυ sur Θ pour traduire une
information a priori ou prendre le vote QtΘ0×{υ} (resp. Q
t
Θ1×{υ}) le plus favorable
sous Θ0×{υ} (resp. Θ1×{υ}). A chaque valeur υ du parame`tre fantoˆme correspond
alors un vote Qt(d, υ) construit a` partir des votes (Qt(θ,υ)(d))θ∈Θ. Il peut arriver
que les votes Qt(., υ) ne de´pendent pas du parame`tre fantoˆme υ. Conside´rons
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par exemple la famille de lois uniformes par rapport a` la mesure de Lebesgue :
( 1θ 1I[0,υθ])(θ,υ)∈IR+∗ ×{−1,+1}. Nous avons e´tudie´ ce proble`me dans l’exemple 2 de
5.4 avec υ = +1. Ici nous ajoutons une direction miroir mais seule la distance θ
a` 0 inte´resse l’utilisateur. Toutes les hypothe`ses unilate´rales sur Θ a` parame`tre
fantoˆme υ ∈ {−1,+1} sont stables par rapport a` la statistique valeur absolue. Si
l’on choisit pour les deux sous proble`mes de de´cision les votes compatibles de la
proposition 5.2.3 on obtient la meˆme probabilite´ sur Θ =IR+∗ lorsque υ = +1 et
υ = −1.
Le plus souvent la famille (Qt(., υ))υ∈Υ est constitue´e de votes diffe´rents, il faut
construire un re´sume´ de ces votes. Ge´ne´ralement il existe dans Υ des valeurs
extreˆmes qui avantagent outrageusement la de´cision d = 1 (resp. d = 0), on ne
peut alors pas s’appuyer sur ces deux types de votes extreˆmes pour essayer de
prendre une de´cision. Il est par contre difficile de de´finir un vote “neutre” comme
nous l’avons fait pour les hypothe`ses stables avec les votes les plus favorables sous
Θ0 ou sous Θ1. Pour cela il faudrait faire intervenir un a priori sur une valeur
me´diane dans Υ. Il nous reste la possibilite´ de de´finir un vote moyen, Qt(., υ)
prenant d’autant plus d’importance que υ est probable. Si la re´alisation ω ne
donne aucune information sur υ on ne peut que faire une moyenne des votes a`
partir d’une loi a priori τ sur Υ. Dans ce cas il est aussi possible de travailler avec
les densite´s qθ(ω) =
∫
p(θ,υ)(ω) dτ(υ) si elles existent et forment un proble`me de
de´cision expertisable.
En fait, bien souvent la re´alisation ω contient des informations sur le parame`tre υ.
Meˆme si l’utilisateur ne veut rien savoir sur υ il est inte´ressant, pour re´sumer les
votes Qt(., υ), de tenir compte des re´sultats d’expertises sur Υ. On peut meˆme
parfois obtenir, a` partir de votes compatibles, une probabilisation de Υ muni
d’une tribu rendant Qt(., υ) mesurable en υ. Pour que ces expertises sur Υ soient
inte´ressantes il faut qu’elles donnent des informations ne de´pendant pas de θ. Ceci
nous conduit a` la de´finition suivante.
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De´finition 6.1.2
Soit (Ω,A, (P(θ,υ) = p(θ,υ).µ)(θ,υ)∈(Θ0∪Θ1)×Υ) un proble`me de de´cision
a` hypothe`ses stables par rapport a` la statistique re´elle T de loi image PT(θ,υ).
Le parame`tre fantoˆme est dit expertisable s’il existe une statistique re´elle U
et, pour tout υ ∈ Υ, une transition Πυ de (IR,B) dans (IR,B) de la forme
Πυ(t, du) = qυ(t, u).νt(du) telle que :
i) P
(T,U)
(θ,υ) = P
T
(θ,υ)Πυ c’est-a`-dire :
∀B1×B2 ∈ B2 P (T,U)(θ,υ) (B1×B2) =
∫
B1
[
∫
B2
qυ(t, u) dνt(u)] dP
T
(θ,υ)(t)
ii) pour presque tout t, la famille des densite´s (qυ(t, u))υ∈Υ est a` rapport
de vraisemblance monotone par rapport a` u et a` un ordre  sur Υ.
Dans ce cas de figure la re´alisation de t = T (ω) de´finit les votes des
experts et permet de choisir un re´sume´ Qt(., υ) de ces votes dans chacun des
sous mode`les indexe´s par υ ∈ Υ. L’information contenue dans le mode`le image
de U conditionnellement a` T = t peut servir a` probabiliser Υ pour prendre
la moyenne des Qt(., υ). En effet ce mode`le (IR,B, (Πυ(t, .))υ∈Υ) est a` rapport
de vraisemblance monotone et on peut choisir des votes compatibles pour les
hypothe`ses unilate´rales. Bien entendu il est pre´fe´rable que la statistique (T, U) soit
exhaustive et que T soit une statistique essentielle pour chacune des hypothe`ses
{Θ1×υ,Θ0×υ}. Ceci est en particulier ve´rifie´ dans certains mode`les exponentiels
pour les hypothe`ses unilate´rales. Nous les e´tudierons au paragraphe suivant.
Exemple : analyse de variance a` effets fixes.
Dans de nombreux cas la statistique U de la de´finition 6.1.2 est
inde´pendante de T , la transition Πυ est alors la probabilite´ image de U . Reprenons
l’exemple 5 de 5.4. Nous y avons e´tudie´ le parame`tre de non centralite´ λ (ou λ2)
des lois de Fisher. Dans le cas de l’analyse de variance a` effets fixes ce parame`tre
exprime la quantite´ qui inte´resse l’utilisateur dans une unite´ qui est la valeur incon-
nue σ de l’e´cart-type. Nous allons supprimer cette re´fe´rence a` σ en travaillant sur
le parame`tre θ = σ2λ2. La statistique de Fisher de´centre´e est construite a` partir
de deux statistiques inde´pendantes T et U ; T/σ2 suit une loi de khi-deux de´centre´
133
a` k degre´s de liberte´ et de parame`tre de non centralite´ θ ; U/σ2 suit une loi de
khi-deux a` l degre´s de liberte´ (cf. [Sch.] p. 38). On retrouve aussi cette situation
dans les mode`les de re´gression multiple pour les hypothe`ses line´aires (cf. [Mon2] p.
261, [Leh.] p. 370). La re´duction du proble`me de base a` l’e´tude du mode`le engendre´
par (T, U) se fait en imposant des proprie´te´s d’invariance. Le mode`le image s’e´crit
((IR+)2,B2, (PT(θ,σ2) ⊗ PUσ2)(θ,σ2)∈IR+×IR+∗ ), PT(θ,σ2) est une loi γ(k2 , 2σ2) de´centre´e
de θ/(2σ2) et PUσ2 une loi γ(
l
2 , 2σ
2).
Plus ge´ne´ralement nous allons e´tudier l’exemple des proble`mes de de´cision de la
forme : ((IR+)2,B2, (PT(θ,υ)⊗PUυ )(θ,υ)∈{Θ1=[0,θ1],Θ0=]θ1,+∞[}×IR+∗ ) ou` PT(θ,υ) est une
loi γ(p, υ) de´centre´e de θ/υ et PUυ une loi γ(q, υ). Les hypothe`ses {Θ1,Θ0} a`
parame`tre fantoˆme υ ∈IR+∗ sont stables puisque pour υ fixe´ le proble`me de de´cision
se re´duit a` (IR+,B, (PT(θ,υ))θ∈{Θ1=[0,θ1],Θ0=]θ1,+∞[}) donc au choix entre deux
hypothe`ses unilate´rales dans un mode`le a` rapport de vraisemblance strictement
monotone par rapport a` l’identite´ (cf. [Kar.]). La statistique identite´ est une
statistique essentielle globale puisque le rapport de vraisemblance est strictement
monotone. Notons G(θ,υ) sa fonction de re´partition moyenne, c’est la fonction de
re´partition de PT(θ,υ) qui a pour densite´ :
f(θ,υ)(t) =
∫
IN
1
Γ(p+m)υ (
t
υ )
p+m−1 exp(− tυ ) dP θυ (m) ou` P θυ est une loi de poisson
de parame`tre θυ ≥ 0 (cf. [Bar.] p. 82).
G(θ,υ)(t) =
∫
IN
Γ(p +m, υ, t) dP θ
υ
(m), le terme Γ(p +m, υ, t) de´signant la valeur
de la fonction de re´partition d’une loi γ(p+m, υ) en t :
Γ(p+m, υ, t) =
∫ t
0
1
Γ(p+m)υ
(x
υ
)p+m−1 exp(−x
υ
) dx = Γ(p+m, 1, t
υ
).
Les hypothe`ses Θ1 × {υ} et Θ0 × {υ} sont e´videmment adjacentes, les votes les
plus favorables sous Θ1 × {υ} et Θ0 × {υ} sont donc e´gaux au vote des experts
sous P(θ1,υ). Si l’on ne veut ou peut pas faire intervenir une information a priori
ce vote jouera le roˆle de Qt(., υ) qui sera alors de´fini par :
Qt(1, υ) = Qt([0, θ1], υ) = 1−G(θ1,υ)(t).
Nous allons maintenant probabiliser Υ =IR+∗ en utilisant la statistique U , ceci nous
permettra d’obtenir une moyenne Q(t,u)([0, θ1]) des votes Q
t([0, θ1], υ). Le mode`le
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image de U conditionnellement a` T = t est de´fini par la transition constante
Πυ(t, .) = P
U
υ = γ(q, υ). Nous avons e´tudie´ ce mode`le dans les exemples 2 de
5.4. Si on n’a pas d’information a priori sur le parame`tre υ, la proposition 5.2.3
nous fournit des votes compatibles sur les hypothe`ses unilate´rales pour chaque
re´alisation U = u > 0. Ils se prolongent en une probabilite´ sur les bore´liens de
Υ =IR+∗ qui est l’inverse d’une loi γ(q,
1
u
).
La moyenne des votes Qt([0, θ1], υ) est alors e´gale a` :
Q(t,u)([0, θ1])=1−
∫
IR+∗
G(θ1,υ)(t)
1
Γ(q)u
(u
υ
)q+1 exp(−u
υ
) dυ
=1− ∫
IR+∗
∫
IN
[
∫ t
0
1
Γ(p+m)υ (
x
υ )
p+m−1 exp(−xυ ) dx] dP θ1
υ
(m)×
1
Γ(q)u (
u
υ )
q+1 exp(−uυ ) dυ
=1−∑+∞m=0 ∫ t0 [∫IR+∗ exp(−
θ1
υ ) (
θ1
υ )
m
m!Γ(p+m)υ (
x
υ )
p+m−1 exp(−xυ ) 1Γ(q)u ×
(uυ )
q+1 exp(−uυ ) dυ] dx
=1−∑+∞m=0 ∫ t0 [∫IR+∗ (θ1)
m uq xp+m−1
m!Γ(p+m)Γ(q)
( 1
υ
)p+q+2m+1 exp(− θ1+u+x
υ
) dυ] dx
=1−∑+∞m=0 ∫ t0 Γ(p+q+2m)m!Γ(p+m)Γ(q) (θ1)m uq xp+m−1(θ1+u+x)p+q+2m dx
=1−∑+∞m=0 ∫
t
θ1+u
0
Γ(p+q+2m)
m!Γ(p+m)Γ(q)
(θ1)
m uq
(θ1+u)q+m
yp+m−1
(1+y)p+q+2m dy
=1−∑+∞m=0 Γ(q+m)m!Γ(q) (θ1)m uq(θ1+u)q+m F (p+m, q +m, tθ1+u )
F (p+m, q +m, t
θ1+u
) e´tant la valeur en t
θ1+u
de la fonction de re´partition d’une
loi β(p + m, q + m) sur IR+. Pour θ1 = 0 on obtient une masse Q
(t,u)([0]) =
1 − F (p, q, tu ). Dans le cas de l’analyse de variance, p = k2 et q = l2 , cette masse
est e´gale a` la probabilite´ qu’une loi de Fisher, de degre´s de liberte´ k et l, soit
supe´rieure a` t/k
u/l
. C’est le seuil minimum de rejet du test de H0 : θ = 0 contre
H1 : θ > 0. Nous avions de´ja` obtenu ce type de re´sultat pour le parame`tre
θ
σ2 dans
l’exemple 5 de 5.4.
Ce qui pre´ce`de nous permet de de´finir une probabilite´ Q(t,u) sur Θ =IR+
comme me´lange des probabilite´s Qt(., υ) de´finies par les votes compatibles
(Qt([0, θf ], υ))θf∈IR+ . Pour tout υ ∈ Υ, la compatibilite´ de ces votes de´coule de
la proposition 5.2.3 ; la fonction de re´partition G(θ,υ)(t) est e´videmment continue
en θ et elle tend bien vers 0 lorsque θ tend vers +∞ puisque Γ(p + m, υ, t) =
Γ(p+m, 1, tυ ) tend vers 0 lorsque m tend vers +∞ (voir l’exemple 5 de 5.4). Cette
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probabilite´ sur Θ comple`te l’information donne´e par le re´sultat du test classique
de H0 : θ = 0 contre H1 : θ > 0. Le seuil minimum de rejet αm(
t
u ) de ce test est vu
comme la fre´quence Q(t,u)([0]) des experts qui votent pour l’hypothe`se H0 : θ = 0.
Dans le cas du non rejet de H0, c’est-a`-dire lorsque αm(
t
u ) est supe´rieur au seuil
choisi, on peut pre´ciser cette re´ponse en regardant si Q(t,u)([0, θ]) se rapproche
rapidement de 1 lorsque θ croˆıt. C’est plus simple que d’analyser la fonction puis-
sance du test. Le cas du rejet de H0 pose proble`me lorsque l’hypothe`se H0 : θ = 0
est une ide´alisation de l’hypothe`se re´elle a` tester. Bien souvent l’utilisateur se de-
mande si θ est petit et non pas si θ est nul. Une interpre´tation trop rapide du
rejet peut conduire a` conside´rer que θ est notable alors qu’il est ne´gligeable. Une
analyse de la croissance de Q(t,u)([0, θ]) lorsque θ s’e´loigne de 0 permet d’e´viter
facilement ce pie`ge. On peut tout simplement porter un jugement sur la valeur
θ1 (resp. θ2) qui donne une fre´quence de votes Q
(t,u)([0, θ1]) (resp. Q
(t,u)([0, θ2]))
conside´re´e comme petite (resp. grande). Il est cependant plus satisfaisant d’essayer
de traduire l’hypothe`se “θ est petit” par θ ∈ [0, θ0] et de porter un jugement a`
partir de Q(t,u)([0, θ0]).
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6.2 MODE`LES EXPONENTIELS.
Conside´rons un mode`le exponentiel (Ω,A, (p(θ,υ).µ)(θ,υ)∈Θ×Υ) de la
forme p(θ,υ)(ω) = exp(f(θ, υ)T (ω) + g(υ)U(ω)− ψ(θ, υ)).
La fonction f(θ, υ) (resp. g(υ)) est suppose´e strictement croissante en θ (resp. υ)
sur l’intervalle Θ (resp. Υ) de IR.
Les hypothe`ses unilate´rales {Θ1,Θ0} a` parame`tre fantoˆme υ ∈ Υ sont sta-
bles par rapport a` la statistique re´elle T , qui est meˆme une statistique essen-
tielle globale pour chacun des mode`les a` rapport de vraisemblance monotone :
(Ω,A, (p(θ,υ).µ)θ∈Θ). En effet, si θ1 < θ2 on a pour tout υ ∈ Υ :
p(θ2,υ)(ω)/p(θ1,υ)(ω) = exp[(f(θ2, υ) − f(θ1, υ))T (ω)].exp[ψ(θ1, υ) − ψ(θ2, υ)], qui
est une fonction strictement croissante de T .
Les lois de T forment une famille exponentielle, ainsi que les lois conditionnelles
de U quand T = t, cette deuxie`me famille ne de´pendant que de υ (cf. [Mon.2] p.
60 et 62). Plus pre´cise´ment, il existe sur IR des mesures µυ et νt telles que :
PT(θ,υ)(dt) = exp[f(θ, υ)t− ψ(θ, υ)].µυ(dt) et
P
U|t
(θ,υ)(du) = exp[g(υ)u− ψt(υ)].νt(du).
Les hypothe`ses unilate´rales {Θ1,Θ0} de´finissent donc un proble`me de de´cision a`
parame`tre fantoˆme expertisable, par rapport a` la statistique U et pour l’ordre
ordinaire sur Υ ⊆IR (voir la de´finition 6.1.2). Il suffit de poser qυ(t, u) =
exp[g(υ)u−ψt(υ)]. Dans le sous proble`me de de´cision correspondant a` la valeur υ
du parame`tre fantoˆme, Qt(θ,υ)(1) est le vote en faveur de Θ1 sous P(θ,υ) lorsqu’on
re´alise t = T (ω). Notons G(θ,υ) la fonction de re´partition moyenne de la statistique
essentielle T , elle permet de de´finir le vote pre´ce´dent puisque Di = Ds = ∅ (voir
la proposition 4.3.1) et on a :
Qt(θ,υ)(1) = 1−G(θ,υ)(t)=12exp[f(θ, υ)t− ψ(θ, υ)]µυ({t})+∫
1I]t,+∞[ (x)exp[f(θ, υ)x− ψ(θ, υ)] dµυ(x).
Les votes (Qt(θ,υ)(1))θ∈Θ sont alors re´sume´s en un vote Q
t(1, υ). Il y a plusieurs
choix possibles (voir le paragraphe 4.3), on peut utiliser une ponde´ration de ces
votes ou choisir le vote le plus favorable sous Θ0 (resp. Θ1). Ces deux derniers
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votes sont ge´ne´ralement e´gaux, il suffit par exemple que les densite´s p(θ,υ)(ω)
soient continues en θ (voir les commentaires sur la proposition 5.1.1). Dans ce cas
on a : Qt(1, υ) = Qt(θ1,υ)(1) avec θ1 = supΘ1 = infΘ0.
Le parame`tre fantoˆme e´tant expertisable nous allons utiliser le mode`le image de
U conditionnellement a` T = t, (IR,B, (exp[g(υ)u− ψt(υ)].νt(du))υ∈Υ), pour pro-
babiliser Υ a` partir d’un ensemble de votes compatibles sur l’ensemble des hy-
pothe`ses unilate´rales. La proposition 5.2.3 permet souvent de de´finir une proba-
bilite´ Λ(t,u), sur les bore´liens de Υ, a` partir des votes les plus favorables. Cette
probabilite´ est particulie`rement inte´ressante car elle ne repose sur aucune informa-
tion supple´mentaire concernant le parame`tre fantoˆme. Les conditions d’application
de la proposition 5.2.3 portent ici sur la fonction de re´partition de la statistique
identite´
G
U|t
υ (u) =
1
2
exp[g(υ)u− ψt(υ)]νt({u}) +
∫
1I]−∞,u[ (y)exp[g(υ)y− ψt(υ)] dνt(y).
Le point important est qu’elle soit continue en υ pour presque tout t, c’est en
particulier le cas lorsque g(υ) est continue.
Le vote final est alors : Q(t,u)(1) =
∫
Υ
Qt(1, υ) dΛ(t,u)(υ).
Nous allons expliciter cette solution sur quelques exemples classiques.
Exemple 1 : moyenne d’une loi normale.
Soit (X1, X2, ..., Xn) un n-e´chantillon de la loi N(µ, σ
2), µ et σ2 inconnus (n > 1).
Conside´rons les hypothe`ses {µ ≤ µ0} et {µ > µ0}.
Posons θ = µ− µ0 et υ = σ2, en travaillant sur les variables Yi = Xi − µ0 on doit
traiter le proble`me de de´cision suivant : (IRn,B, (P(θ,υ))(θ,υ)∈{Θ1∪Θ0}×IR+∗ )
avec Θ1 = {θ ≤ 0}, Θ0 = {θ > 0} et P(θ,υ) de densite´
p(θ,υ)(y1, ..., yn)=(
1√
2piυ
)nexp[− 12υ
∑n
i=1(yi − θ)2]
=exp[ θυ (
∑n
i=1 yi)− 12υ (
∑n
i=1 y
2
i )− nθ
2
2υ − n2 ln(2piυ)]
par rapport a` la mesure de Lebesgue sur IRn. C’est bien un cas particulier
du mode`le exponentiel e´tudie´ dans ce paragraphe, T (y1, ..., yn) =
∑n
i=1 yi,
U(y1, ..., yn) =
∑n
i=1 y
2
i , f(θ, υ) =
θ
υ , g(υ) = − 12υ et ψ(θ, υ) = n2 [ θ
2
υ + ln(2piυ)]. T
est de loi N(nθ, nυ) de densite´ pT(θ,υ), quant a` la statistique
U
υ elle suit une loi de
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khi-deux a` n degre´s de liberte´ et a` parame`tre de non centralite´ nθ2. Pour obtenir
la loi conditionnelle de U quand T = t, note´e P
U|t
(θ,υ), nous allons nous servir de
l’inde´pendance entre T et Z(y1, ..., yn) =
1
υ
∑n
i=1(yi−y)2 = Uυ − T
2
nυ
qui suit une loi
de khi-deux a` n− 1 degre´s de liberte´. (T, Z) admet donc, par rapport a` la mesure
de Lebesgue sur IR2, la densite´ : pT(θ,υ)(t)× 1IIR+(z) 12(n−1)/2Γ(n−12 )z
n−1
2 −1 e−
z
2 . Le
changement de variable qui associe (t, u = υz + t
2
n
) ∈IR2 a` (t, z) ∈IR2 conduit a`
l’expression suivante de la densite´ de (T, U) :
pT(θ,υ)(t)× 1IIR+(uυ − t
2
nυ )
1
2(n−1)/2Γ(n−12 )υ
(uυ − t
2
nυ )
n−1
2 −1 e−
u
2υ+
t2
2nυ .
La densite´ de la loi P
U|t
(θ,υ) est alors donne´e par :
p
U|t
(θ,υ)(u)=[1IIR+(
u
υ − t
2
nυ )(
u
υ − t
2
nυ )
n−3
2 e−
u
2υ ]/
∫
1IIR+(
u
υ − t
2
nυ )(
u
υ − t
2
nυ )
n−3
2 e−
u
2υ du
=[1I
[ t
2
n ,+∞[
(u)(u− t2n )
n−3
2 e−
u
2υ ]/
∫+∞
0
x
n−1
2 −1 e−
x
2υ e−
t2
2nυ dx
=1I
[ t
2
n ,+∞[
(u) 1
Γ(n−12 )(2υ)
n−1
2
(u− t2
n
)
n−1
2 −1 e−
1
2υ (u− t
2
n )
C’est une loi γ(n−12 , 2υ) translate´e de
t2
n . Comme nous l’avons fait dans l’exemple
2 de 5.4, on peut obtenir une probabilite´ Λ(t,u) sur (Υ =IR+,B) en appliquant la
proposition 5.2.3, puisque la fonction de re´partition moyenne de P
U|t
(θ,υ) s’e´crit :
G
U|t
υ (u) =
∫ u
−∞ 1I[ t2n ,+∞[
(x) 1
Γ(n−12 )(2υ)
n−1
2
(x− t2n )
n−1
2 −1 e−
1
2υ (x− t
2
n ) dx
=Γ(n−1
2
, (u− t2
n
)/2υ) = Γ(n−1
2
, (n−1)s
2
2υ
)
Lorsque s2 > 0, Λ(t,u) est la loi inverse de la loi γ(n−12 ,
2
(n−1)s2 ), c’est-a`-dire que
le parame`tre 1
υ
suit une loi de densite´ 1IIR+(λ)
(n−1)s2
2Γ(n−12 )
( (n−1)s
2
2
λ)
n−1
2 −1 e−
(n−1)s2
2 λ.
On retrouve la loi a poste´riori correspondant a la loi a priori impropre et non
informative de densite´ : 1υ 1IIR+∗ (υ) (cf. [Ber.] p. 289). Nous aurions obtenu le
meˆme re´sultat en travaillant avec la statistique exhaustive (T, (n − 1)S2 = υZ)
dont les composantes sont inde´pendantes (voir l’exemple de 6.1).
Dans le sous proble`me de de´cision correspondant a` la valeur υ du parame`tre
fantoˆme, le vote le plus favorable sous Θ0 est e´gal au vote le plus favorable sous Θ1.
C’est le vote Qt(0,υ) correspondant a` la probabilite´ frontie`re P(0,υ). Si l’on choisit ce
vote dans chacun des sous proble`mes de de´cision et qu’on re´alise t = T (y1, ..., yn),
la famille des votes en faveur de Θ1 = {θ ≤ 0}, donc en faveur de {µ ≤ µ0}, est
de´finie par :
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Qt(1, υ) = Qt(0,υ)(1) = 1− PT(0,υ)(]−∞, t[) = 1− F ( t√nυ ),
F e´tant la fonction de re´partition de la loi N(0, 1).
La moyenne de ces votes par rapport a` la probabilite´ Λ(t,u) est alors presque
partout (s2 > 0) e´gale a` :
Q(t,u)(1)=
∫
[1− F ( t√
nυ
)] dΛ(t,u)(υ)
=
∫
IR+
[1− F ( t√
n
√
λ)] (n−1)s
2
2Γ(n−12 )
( (n−1)s
2
2
λ)
n−1
2 −1 e−
(n−1)s2
2 λ dλ
=
∫
IR+
[
∫ +∞
t√
n
√
λ√
2pi
e−
x2
2 λ dx] (n−1)s
2
2Γ(n−12 )
( (n−1)s
2
2 λ)
n−1
2 −1 e−
(n−1)s2
2 λ dλ
=
∫
IR+
[
∫ +∞
t√
ns2
√
s2λ√
2pi
e−
y2
2 s
2λ dy] (n−1)s
2
2Γ(n−12 )
( (n−1)s
2
2
λ)
n−1
2 −1 e−
(n−1)s2
2 λ dλ
=
∫ +∞
t√
ns2
[
∫ +∞
0
√
ν√
2pi
e−
y2
2 ν × (n−12 )
n−1
2
Γ(n−12 )
ν
n−1
2 −1 e−
n−1
2 ν dν] dy
L’inte´grale entre crochets donne la densite´ d’une loi de Student a` (n − 1) degre´s
de liberte´ comme me´lange des lois N(0, 1ν ) par la loi γ(
n−1
2 ,
2
n−1 ) (cf. [Dic.]). Le
vote Q(t,u)(0) est donc e´gal a` la valeur de la fonction de re´partition d’un Student
(n − 1) en t√
ns2
=
√
n y√
s2
=
√
n (x−µ0)√
s2
. C’est le seuil minimum de rejet du test
de Student de H0 : {µ > µ0} contre H1 : {µ ≤ µ0}. De meˆme Q(t,u)(1) est le seuil
minimum de rejet du test de Student de H0 : {µ ≤ µ0} contre H1 : {µ > µ0}.
Lorsque µ0 parcourt IR, les votes pre´ce´dents sont e´videmment compatibles. Ils
de´finissent, sur l’espace IR du parame`tre µ, une probabilite´ qui est une loi de
Student a` (n − 1) degre´s de liberte´, de moyenne x et de parame`tre d’e´chelle s2n
(cf. [Dic.] ou [Ber.] p. 561). La loi de µ2 n’est pas celle trouve´e dans l’exemple
d’analyse de variance traite´ au paragraphe 6.1. Il n’y a rien d’e´tonnant puisque
dans ce dernier cas on traite des hypothe`ses unilate´rales pour µ2 donc bilate´rales
pour µ. L’ordre qui inte´resse l’utilisateur est diffe´rent.
Exemple 2 : comparaison de deux fre´quences a` partir d’e´chantillons
inde´pendants.
Soient X1 et X2 deux variables inde´pendantes de lois binomiales B(n1, p1) et
B(n2, p2), 0 < p1 < 1 et 0 < p2 < 1. Conside´rons les hypothe`ses {p1 ≤ p2}
et {p1 > p2}. Le mode`le statistique image de (X1, X2) est de´fini sur Ω =
{0, ..., n1} × {0, ..., n2}, les parame`tres (p1, p2) appartenant a` ]0, 1[×]0, 1[. Par
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rapport a` la mesure de masse Cx1n1C
x2
n2
en (x1, x2) ∈ Ω, il admet des densite´s de
forme exponentielle : exp[x1ln(
p1
1−p1 ) + x2ln(
p2
1−p2 ) + n1ln(1− p1) + n2ln(1− p2)].
Posons θ = ln( p1
1−p1 )− ln(
p2
1−p2 ) = ln(
p1(1−p2)
(1−p1)p2 ) ∈IR et υ = ln(
p2
1−p2 ) ∈IR.
La fonction ln( p1−p ) e´tant strictement croissante en p, les hypothe`ses pre´ce´dentes
s’e´crivent : {θ ≤ 0} et {θ > 0}. La densite´ devient :
exp[θx1 + υ(x1+ x2)− n1ln(1+ eθ+υ)− n2ln(1+ eυ)], elle est de la forme e´tudie´e
avec T (x1, x2) = x1 et U(x1, x2) = x1 + x2. La loi P
T
(θ,υ) est une binomiale
B(n1, p1 = exp(θ+υ)1+exp(θ+υ) ). D’apre`s l’exemple 4 de 5.4 les votes les plus favorables
dans Θ1 = {θ ≤ 0} × {υ} ou dans Θ0 = {θ > 0} × {υ} sont identiques au vote
sous PT(0,υ) = B(n1, p2 = exp(υ)1+exp(υ) ). Si l’on fait ce choix on a :
Qt(1, υ) = Qt(0,υ)(1) =
1
2
F (t, n1 + 1− t, exp(υ)1+exp(υ)) + 12F (t+ 1, n1 − t, exp(υ)1+exp(υ) ),
F (p, q, x) est la valeur en x de la fonction de re´partition de la loi β(p, q) sur [0, 1]
lorsque p > 0 et q > 0, pour p = 0 (resp. q = 0), c’est-a`-dire t = 0 (resp. t = n1),
c’est la fonction de re´partition de la masse de Dirac en 0 (resp. 1).
Nous allons maintenant nous servir de la loi P
U|t
(θ,υ) qui ne de´pend que de υ, pour
probabiliser Υ =IR et conside´rer la moyenne des votes pre´ce´dents. P
U|t
(θ,υ) est une loi
binomiale B(n2, p2 = exp(υ)1+exp(υ)) translate´e de t. Pour u ∈ {t, ..., t+ n2} sa fonction
de re´partition moyenne est e´gale a` :
G
U|t
υ (u) =
∑u−t
i=0 C
i
n2
pi2(1− p2)n2−i − 12Cu−tn2 pu−t2 (1− p2)n2−u+t.
Comme dans l’exemple 4 de 5.4 on obtient pour le parame`tre p2 ∈]0, 1[ la loi
1
2
β(u−t, n2+1−u+t)+ 12β(u−t+1, n2−u+t) avec la convention β(0, n2+1) = δ0
et β(n2 + 1, 0) = δ1. L’expression de la loi de υ ∈IR est inutile pour faire la
moyenne des votes Qt(1, υ) puisqu’ils ne de´pendent que de p2 =
exp(υ)
1+exp(υ) ). La
moyenne des votes en faveur de {p1 ≤ p2}, Q(t,u)(1), correspond aux observations
x1 = t et x2 = u − t. Pour les observations n1 − x1 et n2 − x2 les votes sont
inverse´s, on trouve Q(t,u)(1) comme moyenne des votes en faveur de {p1 > p2},
car F (q, p, x) = 1− F (p, q, 1− x). C’est une proprie´te´ classique des proce´dures de
se´lection entre deux binomiales (cf. [DhaM]).
Remarquons enfin que le vote moyen Q(t,u)(1) trouve´ est e´gal a` la probabilite´
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de l’e´ve´nement {p1 ≤ p2} lorsque l’espace des parame`tres [0, 1]2 est muni de la
probabilite´ produit obtenue en probabilisant se´pare´ment les parame`tres p1 et p2
a` partir des re´alisations inde´pendantes x1 et x2 (voir l’exemple 4 de 5.4). Ceci
nous donne une solution pour d’autres types d’hypothe`ses construites a` partir de
p1 et p2. De`s que ces hypothe`ses de´pendent de p1 et p2 elles ne sont d’ailleurs pas
stables puisque le choix entre (p1, p2) et (p
′
1, p2) de´pend de X1 alors que le choix
entre (p1, p2) et (p1, p
′
2) de´pend de X2. Cette remarque reste vraie pour toutes les
hypothe`ses qui font intervenir des parame`tres expertisables a` partir de statistiques
inde´pendantes.
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ANNEXE I.
Soient P0 et P1, deux probabilite´s de´finies sur (Ω,A). Elles admettent
toujours des densite´s p0 et p1 par rapport a` une mesure µ sur (Ω,A) (cf. [Leh.]
p. 74). En 2.2 nous avons de´fini une statistique K a` valeurs dans IR+ qui est
e´gale au rapport p0/p1 quand il est de´fini, c’est-a`-dire dans le comple´mentaire de
A = {ω ∈ Ω ; p0(ω) = 0 et p1(ω) = 0}. Rappelons que cette statistique ve´rifie :
{K = k} = {ω ∈ Ω ; p0(ω) = k.p1(ω)}
⋂
Ac pour k ∈IR+,
{K =∞} = {ω ∈ Ω ; p1(ω) = 0}.
La forme inde´termine´e 0/0 prend ici la valeur +∞. Tout autre statistique
e´gale au rapport p0/p1 quand il est de´fini, est P0 et P1 presque suˆrement e´gale a`K.
En fait, cette statistique est unique, P0 et P1 presque suˆrement, au sens suivant :
elle ne de´pend pas de la mesure et des densite´s choisies pour exprimer P0 et P1.
De´monstration
Soient p′0 et p
′
1 des densite´s de P0 et P1 par rapport a` une
mesure µ′ sur (Ω,A) et K ′ la statistique associe´e au rapport p′0/p′1. Nous
devons montrer que K et K ′ sont e´gales P0 et P1 presque suˆrement.
C’est-a`-dire que les e´ve´nements B = {K > K ′} et C = {K < K ′} sont
de probabilite´s nulles pour P0 et P1.
De´montrons que P1(B) est nulle. Il est e´quivalent d’avoir
P1(B
′) = 0 avec B′ = B ∩ {p1 > 0}. Sur B′, la statistique K est finie,
on a K ′ < K < +∞ et donc p0 = K.p1, p′0 = K ′.p′1 ; ceci entraˆıne :
P0(B
′) =
∫
B′ p0 dµ =
∫
B′ K.p1 dµ =
∫
B′ K dP1 et
P0(B
′) =
∫
B′ p
′
0 dµ
′ =
∫
B′ K
′.p′1 dµ
′ =
∫
B′ K
′ dP1 ;
on en de´duit
∫
B′(K − K ′) dP1 = 0 et donc P1(B′) = 0 puisque
(K −K ′) > 0 sur B′.
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On obtient de meˆme P0(B) = 0 en de´montrant que B
′′ =
B ∩ {p′0 > 0} est de probabilite´ nulle sous P0. Sur B′′, la statistique K ′
est strictement positive, on a 0 < K ′ < K ≤ +∞ et donc p′1 = p′0/K ′,
p1 = p0/K ; ceci entraˆıne :
P1(B
′′) =
∫
B′′ p1 dµ =
∫
B′′(p0/K) dµ =
∫
B′′(1/K) dP0 et
P1(B
′′) =
∫
B′′ p
′
1 dµ
′ =
∫
B′′(p
′
0/K
′) dµ′ =
∫
B′′(1/K
′) dP0 ;
on en de´duit
∫
B′′(1/K
′) − (1/K) dP0 = 0 et donc P0(B′′) = 0 puisque
(1/K ′)− (1/K) > 0 sur B′′.
De fac¸on semblable on de´montre : P1(C) = 0 et P0(C) = 0. Il
faut simplement prendre C′ = C ∩ {p′1 > 0} afin que les statistiques K ′
et K soient finies ; pour l’autre cas on pose C′′ = C ∩ {p0 > 0}, ce qui
rend K et K ′ strictement positives.
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ANNEXE II.
Dans un proble`me de de´cision a` hypothe`ses stables (Ω,A, (Pθ = pθ.µ)θ∈Θ0∪Θ1), on
suppose l’existence d’une statistique re´elle T et de fonctions croissantes h′′(θ0,θ1) :
IR→ IR+ ve´rifiant pθ0/pθ1 = h′′(θ0,θ1)(T ) quand ce rapport n’est pas inde´termine´
(voir la de´finition 4.1.2). Son e´tude est facilite´e lorsque les fonctions h′′(θ0,θ1) sont
normalise´es (voir la de´finition 4.2.1.). Nous allons montrer que ceci est toujours
possible. Partant d’une famille {h′′(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 nous allons en construire
une normalise´e : {h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 .
1e`re e´tape.
Soit (θ0, θ1) ∈ Θ0 × Θ1. Nous allons commencer par construire une
fonction h′(θ0,θ1) constante sur tout intervalle I ⊂IR de´finissant un e´ve´nement
T−1(I) = {ω ∈ Ω ; T (ω) ∈ I} sur lequel le rapport pθ0/pθ1 est inde´termine´ :
pθ0(ω) = pθ1(ω) = 0. Ceci revient a` trouver h
′
(θ0,θ1)
constante sur chacun des
intervalles maximaux de N(θ0,θ1) = {t ∈IR ; ∀ω ∈ T−1(t) pθ0(ω) = pθ1(ω) = 0}.
Notons Im l’ensemble de ces intervalles (certains pouvant eˆtre non borne´s). La
fonction h′(θ0,θ1) est e´gale a` h
′′
(θ0,θ1)
en dehors de N(θ0,θ1) et sur tout intervalle
I de Im elle est e´gale a` une constante bI . Pour que h′(θ0,θ1) soit croissante cette
constante bI doit ve´rifier :
bI ≥ aI = sup{h′′(θ0,θ1)(t) ; t < I}∪{0} et bI ≤ cI = inf{h′′(θ0,θ1)(t) ; t > I}∪{+∞}.
La fonction {h′′(θ0,θ1)} n’ayant e´te´ modifie´e que sur N(θ0,θ1), h′(θ0,θ1)(T ) est encore
e´gale au rapport des densite´s pθ0/pθ1 , sur le domaine de de´finition de ce rapport.
2e`me e´tape.
Afin d’obtenir une famille normalise´e {h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 nous allons
modifier les fonctions h′(θ0,θ1) pre´ce´dentes surDi etDs. Rappelons queDi =]−∞, t)
(resp. Ds = (t,+∞[) de´signe la plus grande demi-droite ouverte ou ferme´e telle
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que T−1(Di) ⊆ ∩θ∈Θ0{pθ = 0} (resp. T−1(Ds) ⊆ ∩θ∈Θ1{pθ = 0}). Pour avoir les
proprie´te´s ii) et iii) de la de´finition 4.2.1 nous posons :
h(θ0,θ1)(t) =


0 si t ∈ Di −Ds
h′(θ0,θ1)(t) si t ∈ IR −(Di ∪Ds)
+∞ si t ∈ Ds
h(θ0,θ1) est bien une fonction croissante et h(θ0,θ1)(T ) est toujours e´gale a` pθ0/pθ1
sur le domaine de de´finition de ce rapport. En effet, pour tout ω de T−1(Di) (resp.
T−1(Ds)) on a pθ0(ω) = 0 (resp. pθ1(ω) = 0) et le rapport pθ0(ω)/pθ1(ω) est soit
inde´termine´ soit e´gal a` 0 (resp. +∞) ; bien entendu, s’il existe ω appartenant a`
Di ∩Ds le rapport des densite´s est inde´termine´.
Les fonctions h(θ0,θ1) ve´rifient aussi les proprie´te´s de la de´finition 4.2.1, elles
de´finissent donc une famille normalise´e.
Les proprie´te´s ii) et iii) des familles normalise´es conduisent a` deux
lemmes utiles pour les de´monstrations des propositions 4.2.1 et 4.2.2.
Lemme 1
Soit (Ω,A, (pθ.µ)θ∈Θ0∪Θ1) un proble`me de de´cision a` hypothe`ses stables.
On note ∆s l’ensemble des fonctions de test simples de´finies a` partir d’une famille
{h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 normalise´e.
Pour tout θ0 ∈ Θ0 ; on a sup{φ(θ0,θ1)(∞,0) }θ1∈Θ1 = f(t1,u1) = sup∆s
De´monstration
Soit θ0 ∈ Θ0. Posons f(t,u) = sup{φ(θ0,θ1)(∞,0) }θ1∈Θ1 et notons Dt
la demi-droite [t,+∞[ (resp. ]t,+∞[) si u = 0 (resp. u = 1).
Lorsque (t, u) = (+∞, 0) on a e´videmment f(t,u) = sup∆s. Dans le cas
contraire Dt est non vide et est inclus dans Ds ( voir la de´finition 4.2.1)
puisque pour tout θ′ ∈ Θ1 et tout t′ ∈ Dt, φ(θ0,θ
′)
(∞,0) est nulle sur {T = t′},
ce qui implique h(θ0,θ′)(t
′) = +∞, donc pθ′ = 0 sur {T = t′}.
Par de´finition de f(t1,u1) = sup∆s on a f(t,u) ≤ f(t1,u1). On
doit montrer l’e´galite´.
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Si on avait f(t,u) < f(t1,u1), il existerait (θ
′
0, θ
′
1) ∈ Θ0 × Θ1 tel que :
f(t,u) < φ
(θ′0,θ
′
1)
(∞,0) ≤ f(t1,u1) ; l’e´ve´nement A = {φ
(θ′0,θ
′
1)
(∞,0) − f(t,u) = 1} serait
non vide et pour ω′ ∈ A on aurait h(θ′0,θ′1)(T (ω′)) < +∞ avec t′ = T (ω′)
appartenant a` Dt ⊆ Ds ce qui est impossible puisque sur Ds la fonction
normalise´e h(θ′0,θ′1) vaut +∞.
Lemme 2
Soit (Ω,A, (pθ.µ)θ∈Θ0∪Θ1) un proble`me de de´cision a` hypothe`ses stables.
On note ∆s l’ensemble des fonctions de test simples de´finies a` partir d’une famille
{h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 normalise´e.
Pour tout θ1 ∈ Θ1 ; on a inf{φ(θ0,θ1)(0,1) }θ0∈Θ0 = f(t0,u0) = inf∆s
De´monstration
La de´monstration est semblable a` celle du lemme 1.
Soit θ1 ∈ Θ1. On pose f(t,u) = inf{φ(θ0,θ1)(0,1) }θ0∈Θ0 et on note Dt la demi-
droite ]−∞, t[ (resp. ]−∞, t]) si u = 0 (resp. u = 1).
Lorsque (t, u) = (−∞, 0) on a e´videmment f(t,u) = inf∆s. Dans le cas
contraire Dt est non vide et est inclus dans Di ( voir la de´finition 4.2.1)
car pour tout θ ∈ Θ0 et tout t′ ∈ Dt on a h(θ,θ1)(t′) = 0, donc pθ = 0
sur {T = t′}. On a meˆme Dt ⊆ Di − Ds puisque f(t,u) ≤ f(t1,u1) et
1IDs (T ) = 1− f(t1,u1) (voir la proposition 4.2.1).
Par de´finition de f(t0,u0) = inf∆s on a f(t,u) ≥ f(t0,u0). On
doit montrer l’e´galite´.
Si on avait f(t,u) > f(t0,u0), il existerait (θ
′
0, θ
′
1) ∈ Θ0 × Θ1 tel que :
f(t0,u0) ≤ φ(θ
′
0,θ
′
1)
(0,1) < f(t,u) ; l’e´ve´nement A = {f(t,u) − φ
(θ′0,θ
′
1)
(0,1) = 1} serait
non vide et pour ω′ ∈ A on aurait h(θ′0,θ′1)(T (ω′)) > 0 avec t′ = T (ω′)
appartenant a` Dt ⊆ Di −Ds ; ceci est impossible puisque sur Di −Ds
la fonction normalise´e h(θ′0,θ′1) vaut 0.
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ANNEXE III.
Soit (Ω,A, (Pθ = pθ.µ)θ∈Θ0∪Θ1=Θ), un proble`me de de´cision a` hypothe`ses stables
par rapport a` la statistique re´elle T . D’apre`s la de´finition 4.1.2, ceci implique
l’existence, pour tout couple (θ0, θ1) ∈ Θ0×Θ1, d’une fonction croissante h(θ0,θ1) :
IR→ IR+ ve´rifiant pθ0/pθ1 = h(θ0,θ1)(T ) sur le domaine de de´finition de ce rapport.
Les votes {Qθ}θ∈Θ (voir la proposition 4.3.1) ont e´te´ construits a` partir d’une
famille normalise´e : {h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 (voir la de´finition 4.2.1.). Il existe
toujours une famille normalise´e (voir l’annexe II) mais elle n’est ge´ne´ralement
pas unique. Il est le´gitime de se demander si le choix de cette famille normalise´e
influence les votes {Qθ}.
Conside´rons deux familles normalise´es :
{h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 et {h′(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1
Notons respectivement K(T ) et K ′(T ) les statistiques essentielles qu’elles permet-
tent de construire (voir la de´finition 4.3.1). Les votes {Qθ}θ∈Θ (resp. {Q′θ}θ∈Θ)
ne de´pendent que de la statistique K(T ) (resp. K ′(T ))(voir la proposition 4.3.1).
La fonction croissante K : IR→ IR (resp. K ′) est construite a` partir de ∆s =
∪(θ0,θ1)∈Θ0×Θ1Φ(θ0,θ1)s (resp. ∆′s = ∪(θ0,θ1)∈Θ0×Θ1Φ(θ0,θ1)s′ ), Φ(θ0,θ1)s (resp. Φ(θ0,θ1)s′ )
e´tant l’ensemble des fonctions de test simples base´es sur le rapport des densite´s,
pθ0/pθ1 , de´fini par K(θ0,θ1) = h(θ0,θ1)(T ) (resp. K
′
(θ0,θ1)
= h′(θ0,θ1)(T )) (voir la
de´finition 2.2.1).
Nous allons commencer par caracte´riser les re´els pour lesquels les valeurs
des fonctions normalise´es h(θ0,θ1) et h
′
(θ0,θ1)
peuvent eˆtre diffe´rentes. La de´finition
4.2.1 sur les familles normalise´es fait intervenir deux demi-droites Di et Ds.
Di =] − ∞, t) (resp. Ds = (t,+∞[) de´signe la plus grande demi-droite ouverte
ou ferme´e telle que T−1(Di) ⊆ ∩θ∈Θ0{pθ = 0} (resp. T−1(Ds) ⊆ ∩θ∈Θ1{pθ = 0}).
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Lemme 1
Soient (θ0, θ1) ∈ Θ0×Θ1 et t ∈IR. Un intervalle I⊂IR est dit inde´termine´
pour (θ0, θ1) lorsque les densite´s pθ0 et pθ1 sont nulles sur T
−1(I).
Si t ∈IR−(Di ∪Ds) et si [t] est inde´termine´ pour (θ0, θ1), notons It le plus grand
intervalle de IR−(Di∪Ds) contenant t et inde´termine´ pour (θ0, θ1) ; h(θ0,θ1) e´tant
une fonction normalise´e posons : h(θ0,θ1)(I
−
t ) = sup{h(θ0,θ1)(x) ; x < It} ∪ {0} et
h(θ0,θ1)(I
+
t ) = inf{h(θ0,θ1)(x) ; x > It} ∪ {+∞}.
1) Il existe une fonction normalise´e diffe´rente de h(θ0,θ1) en t si et
seulement si :
t ∈IR−(Di ∪Ds), t est inde´termine´ pour (θ0, θ1) et h(θ0,θ1)(I−t ) < h(θ0,θ1)(I+t )
(les limites h(θ0,θ1)(I
−
t ) et h(θ0,θ1)(I
+
t ) ne de´pendent pas de la fonction normalise´e
choisie)
2) Si t ∈IR−(Di ∪ Ds) est inde´termine´ pour (θ0, θ1), il est totalement
inde´termine´ : ∀ω ∈ T−1(t) ∀θ ∈ Θ pθ(ω) = 0, lorsque h(θ0,θ1)(I−t ) > 0 ou
h(θ0,θ1)(I
+
t ) < +∞.
De´monstration
I — Condition ne´cessaire de 1).
La condition t ∈IR −(Di ∪ Ds) est ne´cessaire puisque pour
t ∈ Ds (resp. t ∈ Di −Ds) toutes les fonctions normalise´es valent +∞
(resp. 0). C’est une conse´quence directe des proprie´te´s ii) et iii) de la
de´finition 4.2.1.
La condition t inde´termine´ pour (θ0, θ1), c’est-a`-dire :
∀ω ∈ T−1(t) pθ0(ω) = pθ1(ω) = 0, est aussi ne´cessaire. En effet,
lorsqu’il existe ω ∈ T−1(t) tel que pθ0(ω) > 0 ou pθ1(ω) > 0 le rapport
pθ0(ω)/pθ1(ω) est de´fini, il prend une valeur k ∈ IR+ qui doit eˆtre la
valeur en t de toute fonction normalise´e pour le couple (θ0, θ1).
La dernie`re condition a un sens lorsque les deux premie`res
sont ve´rifie´es, on a alors It 6= ∅. La proprie´te´ i) de la de´finition 4.2.1
impose a` la fonction normalise´e h(θ0,θ1) d’eˆtre constante sur It. Lorsque
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h(θ0,θ1)(I
−
t ) = h(θ0,θ1)(I
+
t ), h(θ0,θ1)(t) ne peut prendre que cette valeur
commune des deux limites pour eˆtre croissante. Nous aurons de´montre´
la ne´cessite´ de la condition h(θ0,θ1)(I
−
t ) < h(θ0,θ1)(I
+
t ), si nous montrons
que ces limites ne de´pendent pas de la fonction normalise´e choisie pour
les de´finir.
i) h(θ0,θ1)(I
−
t ) ne de´pend pas de la fonction normalise´e choisie
pour la de´finir.
Si {x < It} = Di − Ds, h(θ0,θ1)(I−t ) ne peut prendre que la valeur 0,
que Di − Ds soit vide ou pas. Dans le cas contraire il existe une suite
(xn)n∈IN croissant vers infIt et dont les e´le´ments n’appartiennent ni a`
It ni a` Di −Ds. Par de´finition de It on peut meˆme supposer que les xn
ne sont pas inde´termine´s pour (θ0, θ1). D’apre`s ce qui pre´ce`de, toutes les
fonctions normalise´es pour (θ0, θ1) prennent la meˆme valeur hn en xn.
On a bien suˆr limn→+∞hn = h(θ0,θ1)(I
−
t ).
ii) h(θ0,θ1)(I
+
t ) ne de´pend pas de la fonction normalise´e choisie
pour la de´finir.
La de´monstration est semblable a` la pre´ce´dente. Lorsque {x > It} = Ds,
h(θ0,θ1)(I
+
t ) ne peut prendre que la valeur +∞, que Ds soit vide ou pas.
Dans le cas contraire il existe une suite (xn)n∈IN de´croissant vers supIt
et dont les e´le´ments n’appartiennent ni a` It ni a` Ds. Par de´finition de
It on peut meˆme supposer que les xn ne sont pas inde´termine´s pour
(θ0, θ1). Toutes les fonctions normalise´es pour (θ0, θ1) prennent alors la
meˆme valeur hn en xn et limn→+∞hn = h(θ0,θ1)(I
+
t ).
II – Condition suffisante de 1).
Les trois conditions ne´cessaires e´tant re´alise´es, nous devons
trouver une fonction normalise´e h′(θ0,θ1) dont la valeur en t est diffe´rente
de h(θ0,θ1)(t). Conside´rons :
h′(θ0,θ1)(x) =
{
h(θ0,θ1)(x) si x /∈ It
c ∈ [h(θ0,θ1)(I−t ), h(θ0,θ1)(I+t )]− {h(θ0,θ1)(t)} si x ∈ It
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Comme h(θ0,θ1)(I
−
t ) < h(θ0,θ1)(I
+
t ), on a [h(θ0,θ1)(I
−
t ), h(θ0,θ1)(I
+
t )] −
{h(θ0,θ1)(t)} 6= ∅ et la fonction h′(θ0,θ1) est bien de´finie. Elle est croissante
par de´finition de h(θ0,θ1)(I
−
t ) et h(θ0,θ1)(I
+
t ) ; elle est e´gale a` pθ0/pθ1 sur
le domaine de de´finition de ce rapport, mais diffe´rente de h(θ0,θ1) en t et
meˆme sur It.
Il reste a` ve´rifier que h′(θ0,θ1) est normalise´e.
Elle posse`de les proprie´te´s ii) et iii) de la de´finition 4.2.1 puisque h(θ0,θ1)
est normalise´e et que l’intervalle It est d’intersection vide avec Di ∪Ds.
D’autre part, tout intervalle I ⊆IR−(Di∪Ds) inde´termine´ pour (θ0, θ1)
ve´rifie : I ∩ It = ∅ ou I ⊆ It, par de´finition de It ; h′(θ0,θ1) posse`de donc
aussi la proprie´te´ i).
III - t est totalement inde´termine´ lorsque h(θ0,θ1)(I
−
t ) > 0 ou
h(θ0,θ1)(I
+
t ) < +∞.
t ∈IR−(Di ∪Ds) est pris inde´termine´ pour (θ0, θ1) :
∀ω ∈ T−1(t) pθ0(ω) = pθ1(ω) = 0.
Nous allons de´montrer le re´sultat recherche´, c’est-a`-dire :
∀ω ∈ T−1(t) ∀θ ∈ Θ pθ(ω) = 0, en raisonnant par l’absurde.
Supposons qu’il existe ω′ ∈ T−1(t) et θ′ ∈ Θ tels que pθ′(ω′) > 0.
Nous allons montrer qu’on aurait h(θ0,θ1)(I
−
t ) = 0 et h(θ0,θ1)(I
+
t ) = +∞.
Etudions d’abord les conse´quences de cette supposition suivant que θ′
appartient a` Θ0 ou Θ1.
1er cas : si θ′ ∈ Θ0 alors h(θ0,θ1)(I+t ) = +∞.
On a pθ′(ω
′)/pθ1(ω
′) = +∞ donc h(θ′,θ1)(t) = +∞. h(θ′,θ1) est aussi
infinie sur [t,+∞[, on a donc pθ1 nulle sur Ωt = T−1([t,+∞[). Quant au
rapport pθ0/pθ1 il est soit inde´termine´ soit e´gal a` +∞ sur Ωt.
Montrons que h(θ0,θ1)(I
+
t ) = inf{h(θ0,θ1)(x) ; x > It} ∪ {+∞} est e´gal
a` +∞. C’est e´vident lorsque {x > It} = Ds, que Ds soit vide ou pas.
Dans le cas contraire il existe une suite (xn)n∈IN de´croissant vers supIt et
dont les e´le´ments ne sont pas inde´termine´s pour (θ0, θ1), puisque It est un
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intervalle maximum de IR−(Di∪Ds) inde´termine´ pour (θ0, θ1). Comme
T−1(xn) ⊆ Ωt on a h(θ0,θ1)(xn) = +∞ et donc h(θ0,θ1)(I+t ) = +∞.
2e`me cas : si θ′ ∈ Θ1 alors h(θ0,θ1)(I−t ) = 0.
On a pθ0(ω
′)/pθ′(ω′) = 0 donc h(θ0,θ′)(t) = 0. h(θ0,θ′) est aussi e´gale
a` 0 sur ] − ∞, t], on a donc pθ0 nulle sur T−1(] −∞, t]). Tout e´le´ment
x ∈]−∞, t] qui n’est pas inde´termine´ pour (θ0, θ1) ve´rifie h(θ0,θ1)(x) = 0.
Montrons que h(θ0,θ1)(I
−
t ) = sup{h(θ0,θ1)(x) ; x < It} ∪ {0} est e´gal a` 0.
C’est e´vident lorsque {x < It} = Di−Ds, que Di−Ds soit vide ou pas.
Dans le cas contraire il existe une suite (xn)n∈IN croissant vers infIt et
dont les e´le´ments ne sont pas inde´termine´s pour (θ0, θ1), puisque It est
un intervalle maximum de IR−(Di ∪Ds) inde´termine´ pour (θ0, θ1). De
plus xn ∈]−∞, t], on a donc h(θ0,θ1)(xn) = 0 et bien suˆr h(θ0,θ1)(I−t ) = 0.
Ces deux cas nous ame`nent a` la conclusion recherche´e :
h(θ0,θ1)(I
−
t ) = 0 et h(θ0,θ1)(I
+
t ) = +∞, lorsqu’on a les deux conditions :
1) il existe ω′ ∈ T−1(t) et θ′ ∈ Θ0 tels que pθ′(ω′) > 0
2) il existe ω′′ ∈ T−1(t) et θ′′ ∈ Θ1 tels que pθ′′(ω′′) > 0.
Nous n’en avons suppose´ qu’une seule vraie au de´part, mais nous allons
montrer que l’on ne peut pas avoir l’une sans l’autre.
Si on avait la premie`re condition sans la seconde, on aurait pour tout
θ1 de Θ1 : pθ1(ω
′) = 0 et pθ′(ω′) > 0, donc h(θ′,θ1)(t) = +∞ ; ce
qui implique : ∀θ1 ∈ Θ1 et ∀ω ∈ T−1([t,+∞[), pθ1(ω) = 0 ; ceci est
impossible puisque t /∈ Ds.
De meˆme lorsque la deuxie`me condition est ve´rifie´e, on ne peut pas avoir :
∀θ0 ∈ Θ0 ∀ω ∈ T−1(t) pθ0(ω) = 0, car on aurait h(θ0,θ′′)(t) = 0 et donc :
∀θ0 ∈ Θ0 et ∀ω ∈ T−1(] − ∞, t]), pθ0(ω) = 0 ; ce qui est impossible
puisque t /∈ Di.
De´montrons maintenant que le choix de la famille normalise´e n’influence
pas les votes {Qθ}θ∈Θ.
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Proposition 1
Soient {h(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 et {h′(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 deux familles
normalise´es associe´es a` un proble`me de de´cision a` hypothe`ses stables par rapport
a` la statistique re´elle T de´finie sur (Ω,A, (Pθ = pθ.µ)θ∈Θ). Elles de´finissent des
votes Qθ et Q
′
θ identiques en dehors d’une partie T
−1(M) de Ω, sur laquelle les
densite´s pθ sont toutes nulles (∀ω /∈ T−1(M) ∀θ ∈ Θ Qωθ ({1}) = Q′ωθ ({1}) et
∀ω ∈ T−1(M) ∀θ ∈ Θ pθ(ω) = 0).
De´monstration
Notons Gθ et G
′
θ les fonctions de re´partition moyenne des
statistiques essentielles K(T ) et K ′(T ) de´finies par les deux familles
normalise´es (voir la de´finition 4.3.1). D’apre`s la proposition 4.3.1, pour
chaque re´alisation ω, les votes Qωθ sont de´finis par :
Qωθ ({1}) =


1 si T (ω) ∈ Di −Ds
1−Gθ(K(T (ω))) si T (ω) ∈IR−(Di ∪Ds)
0 si T (ω) ∈ Ds
Ces votes, comme les votes Q′ωθ ne de´pendent que de la valeur T (ω) = t.
Lorsque t ∈ Di ∪ Ds on obtient les meˆmes votes Qωθ et Q′ωθ
puisque Di et Ds ne de´pendent que des densite´s pθ.
Il nous reste a` comparer les votes lorsque t ∈IR−(Di∪Ds) 6= ∅,
ce qui peut s’e´crire : 1IDi (T ) ≤ f(t,0) < f(t,1) ≤ 1− 1IDs (T ).
La valeur de K(t) est alors construite a` partir de deux experts (voir la
de´finition 4.3.1) :
f(at,ut) = sup{f ∈ ∆s ; f ≤ f(t,0)} et f(bt,vt) = inf{f ∈ ∆s ; f ≥ f(t,1)}.
Ceux permettant d’obtenir K ′(t) sont note´s :
f(a′t,u′t) = sup{f ∈ ∆′s ; f ≤ f(t,0)} et f(b′t,v′t) = inf{f ∈ ∆′s ; f ≥ f(t,1)}.
Nous n’avons pas ajoute´ dans les de´finitions les e´le´ments f(−∞,0) et
f(+∞,1) car lorsque t /∈ Di ∪ Ds on a : f(−∞,1) ≤ inf∆s =1IDi (T ) ≤
f(t,0) < f(t,1) ≤ 1− 1IDs (T ) = sup∆s ≤ f(+∞,0) (voir la proposition
4.2.1). Nous avons aussi remplace´ ∆s par ∆s (resp. ∆′s par ∆
′
s), ce qui
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ne change rien puisque ]f(t,0), f(t,1)[ ne contient aucun e´le´ment de ∆s
(resp. ∆′s).
La valeur de K(t) est alors donne´ par :
K(t) =


bt − 1 si (at, ut) = (−∞, 1)
[at + bt]/2 si −∞ < at ≤ bt < +∞
at + 1 si (bt, vt) = (+∞, 0) et at > −∞
On obtient la de´finition de K ′(t) en remplac¸ant (at, ut) et (bt, vt) par
(a′t, u′t) et (b′t, v′t). Posons
N = {t ∈IR ; ∀ω ∈ T−1(t) ∀θ ∈ Θ pθ(ω) = 0}
Nous allons montrer que pour t appartenant a` IR− (Di ∪Ds ∪N), nous
avons les deux e´galite´s suivantes :
f(at,ut)
p.s.
= f(a′t,u′t) et f(bt,vt)
p.s.
= f(b′t,v′t)
Ceci conduit au re´sultat recherche´ avec M⊆ N . En effet, on a
{K(T ) = K(t)} = {f(bt,vt) − f(at,ut) = 1} et
{K ′(T ) = K ′(t)} = {f(b′t,v′t) − f(a′t,u′t) = 1}
(voir le 2e`me cas de la de´monstration de la proposition 4.3.1), donc pour
tout θ de Θ :
Gθ(K(t))= [Eθ(f(at,ut)) + Eθ(f(bt,vt))]/2
= [Eθ(f(a′t,u′t)) + Eθ(f(b′t,v′t))]/2 = G
′
θ(K
′(t))
I — f(at,ut)
p.s.
= f(a′t,u′t) pour t ∈IR−(Di ∪Ds ∪N).
Pour tout couple (θ0, θ1) ∈ Θ0 ×Θ1 on conside`re :
e
(θ0,θ1)
t = sup{f ∈ Φ(θ0,θ1)s ; f ≤ f(t,0)} ∪ {f(−∞,1)} et
ϕ
(θ0,θ1)
t = sup{f ∈ Φ(θ0,θ1)s′ ; f ≤ f(t,0)} ∪ {f(−∞,1)}.
Nous devons de´montrer :
sup{e(θ0,θ1)t }(θ0,θ1)∈Θ0×Θ1
p.s.
= sup{ϕ(θ0,θ1)t }(θ0,θ1)∈Θ0×Θ1
Une condition suffisante est de pouvoir associer a` tout couple (θ0, θ1)
un couple (θ′0, θ
′
1) tel que : e
(θ0,θ1)
t
p.s.
≤ ϕ(θ′0,θ′1)t et ϕ(θ0,θ1)t
p.s.
≤ e(θ′0,θ′1)t .
Ceci est en particulier re´alise´ lorsque e
(θ0,θ1)
t
p.s.
= ϕ
(θ0,θ1)
t . Nous allons
distinguer deux cas.
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1er cas : les densite´s pθ0 et pθ1 ne sont pas se´pare´es.
Les densite´s pθ0 et pθ1 sont dites non se´pare´es lorsque :
IR−(Dθ0i ∪ Dθ1s ) 6= ∅ ; Dθ0i =] −∞, ti) (resp. Dθ1s = (ts,+∞[) e´tant la
plus grande demi-droite ouverte ou ferme´e pour laquelle la densite´ pθ0
(resp. pθ1) est nulle sur T
−1(Dθ0i ) (resp. T
−1(Dθ1s )).
t ∈IR−(Di ∪Ds ∪N) n’est pas totalement inde´termine´ puisque t /∈ N .
Nous allons montrer qu’il n’est pas inde´termine´ pour (θ0, θ1).
a) Il existe ω′ ∈ T−1(t) tel que pθ0(ω′) > 0 ou pθ1(ω′) > 0.
Nous devons de´montrer que si x ∈IR−(Di ∪ Ds) est inde´termine´ pour
(θ0, θ1), les densite´s pθ0 et pθ1 e´tant non se´pare´es, x est totalement
inde´termine´.
Nous allons utiliser le re´sultat 2) du lemme pre´ce´dent. Il suffit de montrer
que l’on ne peut pas avoir h(θ0,θ1)(I
−
x ) = 0 et h(θ0,θ1)(I
+
x ) = +∞.
Si cela e´tait, on aurait h(θ0,θ1)(y) = 0 (resp. h(θ0,θ1)(z) = +∞) sur
{y < Ix} (resp. {z > Ix}) ; pθ0 (resp. pθ1) serait nulle sur T−1({y < Ix})
(resp. T−1({z > Ix})) ; pθ0 et pθ1 e´tant nulles sur T−1(Ix), on aurait
Dθ0i ∪ Dθ1s =IR ; ce qui est impossible puisque pθ0 et pθ1 ne sont pas
se´pare´es.
b) e
(θ0,θ1)
t
p.s.
= ϕ
(θ0,θ1)
t .
D’apre`s a) il existe ω′ ∈ T−1(t) tel que pθ0(ω′) > 0 ou pθ1(ω′) > 0. On
a alors h(θ0,θ1)(t) = h
′
(θ0,θ1)
(t) = pθ0(ω
′)/pθ1(ω
′) = k ∈ IR+.
Lorsque k = 0 ceci implique e
(θ0,θ1)
t = ϕ
(θ0,θ1)
t = f(−∞,1).
Lorsque k > 0 on a e
(θ0,θ1)
t = φ
(θ0,θ1)
(k,0) et ϕ
(θ0,θ1)
t = φ
′(θ0,θ1)
(k,0) (voir la
de´finition 2.2.1 avec respectivement K = h(θ0,θ1)(T ) et K = h
′
(θ0,θ1)
(T )).
Pour obtenir e
(θ0,θ1)
t
p.s.
= ϕ
(θ0,θ1)
t , on doit de´montrer que l’e´ve´nement
E = {e(θ0,θ1)t 6= ϕ(θ0,θ1)t } est ne´gligeable pour tout Pθ. C’est e´vident
lorsque E = ∅. Dans le cas contraire E = T−1(I), I e´tant l’intervalle non
vide de ]−∞, t[ dont les e´le´ments appartiennent a` un seul des intervalles
{h(θ0,θ1)(x) = k} et {h′(θ0,θ1)(x) = k}. Tout e´le´ment x de I appartient a`
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IR−(Di∪Ds) et est inde´termine´ pour (θ0, θ1), sinon les fonctions h(θ0,θ1)
et h′(θ0,θ1) seraient e´gales en x. Nous avons vu en a) que x, donc I, est
totalement inde´termine´. E = T−1(I) est alors bien ne´gligeable.
2e`me cas : les densite´s pθ0 et pθ1 sont se´pare´es.
Dans ce cas Dθ0i ∪ Dθ1s =IR. On a bien suˆr : Di ⊆ Dθ0i et
Ds ⊆ Dθ1s . De plus Di −Ds = Di puisque t ∈IR−(Di ∪Ds ∪N), ce qui
suppose Di ∪Ds 6=IR.
Les diffe´rentes positions de Dθ1s par rapport a` Di et de D
θ0
i par rapport
a` Ds nous conduisent a` de´finir une partition de IR en trois intervalles :
A = Di ∪ (IR −Dθ1s ), C = Ds ∪ (IR −Dθ0i ) et B =IR −(A + C) ⊆
Dθ0i ∩Dθ1s (on a l’e´galite´ lorsque Di ∩Dθ1s = ∅ et Ds ∩Dθ0i = ∅).
Ceci revient a` poser 1IA (T ) = sup{1IDi (T ), 1− 1IDθ1s (T )} et
1− 1IC (T ) = inf{1− 1IDs (T ), 1IDθ0
i
(T )}.
a) Etude de Φ
(θ0,θ1)
s et Φ
(θ0,θ1)
s′ .
Nous allons de´montrer que Φ
(θ0,θ1)
s et Φ
(θ0,θ1)
s′ sont inclus dans
{1IA (T ), 1− 1IC (T )}. Pour cela nous allons montrer que les fonctions
h(θ0,θ1) et h
′
(θ0,θ1)
sont e´gales a` 0 sur A, constantes sur B et e´gales a` +∞
sur C. Φ
(θ0,θ1)
s (resp. Φ
(θ0,θ1)
s′ ) est re´duit a` {1IA (T )} ou {1− 1IC (T )}
lorsque la fonction normalise´e correspondante est e´gale a` +∞ ou 0 sur
l’intervalle B.
i) Si x ∈ A, h(θ0,θ1)(x) = h′(θ0,θ1)(x) = 0.
C’est e´vident lorsque x ∈ Di. Dans le cas contraire x n’appartient pas a`
Dθ1s ; par de´finition de D
θ1
s , il existe y ∈ [x,+∞[−Dθ1s et ωy ∈ T−1(y)
tels que pθ1(ωy) > 0 ; comme y ∈ Dθ0i on a en plus pθ0(ωy) = 0, donc
h(θ0,θ1)(y) = h
′
(θ0,θ1)
(y) = 0 ; la croissance des deux fonctions normalise´es
entraˆıne la meˆme proprie´te´ en x.
ii) Sur B, h(θ0,θ1) et h
′
(θ0,θ1)
sont constantes.
B e´tant inclus dans Dθ0i ∩ Dθ1s , il est inde´termine´ pour (θ0, θ1) ; on a
aussi B ⊆IR−(Di ∪Ds) ; h(θ0,θ1) et h′(θ0,θ1) e´tant normalise´es, elles sont
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constantes sur l’intervalle B (voir la proprie´te´ i) de la de´finition 4.2.1).
iii) Si x ∈ C, h(θ0,θ1)(x) = h′(θ0,θ1)(x) = +∞.
C’est e´vident lorsque x ∈ Ds. Dans le cas contraire x n’appartient pas a`
Dθ0i ; par de´finition de D
θ0
i , il existe y ∈] −∞, x]−Dθ0i et ωy ∈ T−1(y)
tels que pθ0(ωy) > 0 ; comme y ∈ Dθ1s on a en plus pθ1(ωy) = 0,
donc h(θ0,θ1)(y) = h
′
(θ0,θ1)
(y) = +∞ ; la croissance des deux fonctions
normalise´es entraˆıne la meˆme proprie´te´ en x.
b) e
(θ0,θ1)
t
p.s.
≤ ϕ(θ′0,θ′1)t et ϕ(θ0,θ1)t
p.s.
≤ e(θ′0,θ′1)t .
Soit t ∈IR−(Di ∪Ds ∪N). Il y a trois possibilite´s par rapport
a` la partition IR= A+B + C.
i) t ∈ A.
D’apre`s a-i) on a h(θ0,θ1)(t) = h
′
(θ0,θ1)
(t) = 0, donc
e
(θ0,θ1)
t = ϕ
(θ0,θ1)
t = f(−∞,1) ; (θ′0, θ
′
1) = (θ0, θ1) convient.
ii) t ∈ B.
D’apre`s a), e
(θ0,θ1)
t (resp. ϕ
(θ0,θ1)
t ) est e´gale a` 1IA (T ) ou f(−∞,1).
Nous avons vu en a-ii) que t appartient a` IR −(Di ∪ Ds) et qu’il
est inde´termine´ pour (θ0, θ1) ; mais t n’est pas totalement inde´termine´
puisque t /∈ N ; d’apre`s la fin de la partie III de la de´monstration du
lemme pre´ce´dent, il existe θ′ ∈ Θ0 et ω′ ∈ T−1(t) tels que pθ′(ω′) > 0. On
a donc h(θ′,θ1)(t) = h
′
(θ′,θ1)(t) = +∞, ce qui implique : e
(θ′,θ1)
t = φ
(θ′,θ1)
(∞,0)
et ϕ
(θ′,θ1)
t = φ
′(θ′,θ1)
(∞,0) (voir la partie b) du 1
er cas) ; mais pour x ∈ A on
a h(θ′,θ1)(x) = h
′
(θ′,θ1)(x) < +∞ (suivre le raisonnement fait en a-i) avec
θ0 = θ
′ et pθ′(ωy) ≥ 0), donc e(θ
′,θ1)
t ≥1IA (T ) et ϕ(θ
′,θ1)
t ≥1IA (T ).
Nous venons ainsi de trouver un couple (θ′, θ1) tel que : e
(θ0,θ1)
t ≤ ϕ(θ
′,θ1)
t
et ϕ
(θ0,θ1)
t ≤ e(θ
′,θ1)
t .
iii) t ∈ C.
D’apre`s a), e
(θ0,θ1)
t (resp. ϕ
(θ0,θ1)
t ) est e´gale a` 1IA (T ) ou 1− 1IC (T ).
Pour obtenir les ine´galite´s recherche´es on va trouver un couple (θ0, θ
′
1)
tel que : e
(θ0,θ
′
1)
t
p.s.
≥ 1− 1IC (T ) et ϕ(θ0,θ
′
1)
t
p.s.
≥ 1− 1IC (T ).
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En fait t ∈ C−(Di∪Ds∪N), il appartient donc a` Dθ1s sans appartenir a`
Ds ; par de´finition de Ds, ceci permet de trouver θ
′
1 ∈ Θ1 tel que t /∈ Dθ
′
1
s .
Comme t n’appartient pas a`Dθ0i , il existe x ∈]−∞, t]−Dθ0i et ω ∈ T−1(x)
tels que pθ0(ω) > 0 ; ce qui implique : h(θ0,θ′1)(x) > 0 et h
′
(θ0,θ′1)
(x) > 0 ;
ces deux fonctions e´tant croissantes on a aussi : h(θ0,θ′1)(t) = k > 0 et
h′(θ0,θ′1)(t) = k
′ > 0, donc e(θ0,θ
′
1)
t = φ
(θ0,θ
′
1)
(k,0) et ϕ
(θ0,θ
′
1)
t = φ
′(θ0,θ′1)
(k′,0) .
Nous allons de´montrer l’ine´galite´ e
(θ0,θ
′
1)
t
p.s.
≥ 1− 1IC (T )
(resp. ϕ
(θ0,θ
′
1)
t
p.s.
≥ 1− 1IC (T ))en montrant que l’intervalle
I = {h(θ0,θ′1)(y) = k} − C (resp. I ′ = {h′(θ0,θ′1)(y) = k
′} − C) est
totalement inde´termine´. Comme I (resp. I ′) est inclus dans Dθ0i , la
densite´ pθ0 est nulle sur cet intervalle ; k (resp. k
′) e´tant non nul, cet
intervalle est inde´termine´ pour (θ0, θ
′
1). Les densite´s pθ0 et pθ′1 n’e´tant
pas se´pare´es puisque t /∈ Dθ0i ∪ Dθ
′
1
s , d’apre`s la partie a) du 1
er cas les
intervalles I et I ′, qui sont inclus dans IR−(Di∪Ds) (I < t < Ds, k > 0
et I ′ < t < Ds, k′ > 0), sont totalement inde´termine´s.
II – f(bt,vt)
p.s.
= f(b′t,v′t) pour t ∈IR−(Di ∪Ds ∪N).
Cette de´monstration est semblable a` celle de la partie I. Pour
tout couple (θ0, θ1) ∈ Θ0 ×Θ1 on conside`re :
g
(θ0,θ1)
t = inf{f ∈ Φ(θ0,θ1)s ; f ≥ f(t,1)} ∪ {f(+∞,0)} et
ψ
(θ0,θ1)
t = inf{f ∈ Φ(θ0,θ1)s′ ; f ≥ f(t,1)} ∪ {f(+∞,0)}.
Nous devons de´montrer :
inf{g(θ0,θ1)t }(θ0,θ1)∈Θ0×Θ1
p.s.
= inf{ψ(θ0,θ1)t }(θ0,θ1)∈Θ0×Θ1
Une condition suffisante est de pouvoir associer a` tout couple (θ0, θ1) un
couple (θ′0, θ
′
1) tel que : g
(θ0,θ1)
t
p.s.
≥ ψ(θ′0,θ′1)t et ψ(θ0,θ1)t
p.s.
≥ g(θ′0,θ′1)t . Ceci
est en particulier re´alise´ lorsque g
(θ0,θ1)
t
p.s.
= ψ
(θ0,θ1)
t . Nous allons encore
distinguer deux cas.
1er cas : les densite´s pθ0 et pθ1 ne sont pas se´pare´es.
On va de´montrer : g
(θ0,θ1)
t
p.s.
= ψ
(θ0,θ1)
t .
La partie a) du 1er cas de I reste valable, il existe donc ω′ ∈ T−1(t) tel
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que pθ0(ω
′) > 0 ou pθ1(ω
′) > 0 et on a encore :
h(θ0,θ1)(t) = h
′
(θ0,θ1)
(t) = pθ0(ω
′)/pθ1(ω
′) = k ∈ IR+.
Lorsque k = +∞ ceci implique g(θ0,θ1)t = ψ(θ0,θ1)t = f(+∞,0).
Lorsque k < +∞ on a g(θ0,θ1)t = φ(θ0,θ1)(k,1) et ψ(θ0,θ1)t = φ
′(θ0,θ1)
(k,1) (voir la
de´finition 2.2.1 avec respectivement K = h(θ0,θ1)(T ) et K = h
′
(θ0,θ1)
(T )).
Pour obtenir g
(θ0,θ1)
t
p.s.
= ψ
(θ0,θ1)
t , on doit de´montrer que l’e´ve´nement
E = {g(θ0,θ1)t 6= ψ(θ0,θ1)t } est ne´gligeable pour tout Pθ. C’est e´vident
lorsque E = ∅. Dans le cas contraire E = T−1(I), I e´tant l’intervalle non
vide de ]t,+∞[ dont les e´le´ments appartiennent a` un seul des intervalles
{h(θ0,θ1)(x) = k} et {h′(θ0,θ1)(x) = k}. Tout e´le´ment x de I appartient
a` IR −(Di ∪ Ds) et est inde´termine´ pour (θ0, θ1), sinon les fonctions
h(θ0,θ1) et h
′
(θ0,θ1)
seraient e´gales en x. Nous avons vu que la partie a) du
1er cas de I reste valable, l’intervalle I est donc totalement inde´termine´.
E = T−1(I) est alors bien ne´gligeable.
2e`me cas : les densite´s pθ0 et pθ1 sont se´pare´es.
Comme dans le 2e`me cas de la partie I, Φ
(θ0,θ1)
s et Φ
(θ0,θ1)
s′ sont
inclus dans {1IA (T ), 1− 1IC (T )}. Nous allons montrer qu’il existe un
couple (θ′0, θ
′
1) tel que : g
(θ0,θ1)
t
p.s.
≥ ψ(θ′0,θ′1)t et ψ(θ0,θ1)t
p.s.
≥ g(θ′0,θ′1)t .
Soit t ∈IR−(Di ∪Ds ∪N). On conside`re les trois possibilite´s
de la partition IR= A+B+C de´finie, a` partir de deux densite´s se´pare´es,
dans le 2e`me cas de la partie I.
i) t ∈ A.
g
(θ0,θ1)
t (resp. ψ
(θ0,θ1)
t ) est e´gale a` 1IA (T ) ou 1− 1IC (T ). Pour obtenir
les ine´galite´s recherche´es on va trouver un couple (θ′0, θ1) tel que :
g
(θ′0,θ1)
t
p.s.
≤ 1IA (T ) et ψ(θ
′
0,θ1)
t
p.s.
≤ 1IA (T ).
En fait t ∈ A− (Di ∪Ds ∪N), il appartient donc a` Dθ0i sans appartenir
a` Di ; par de´finition de Di, ceci permet de trouver θ
′
0 ∈ Θ0 tel que
t /∈ Dθ′0i . Comme t n’appartient pas a` Dθ1s , il existe x ∈ [t,+∞, [−Dθ1s
et ω ∈ T−1(x) tels que pθ1(ω) > 0 ; ce qui implique : h(θ′0,θ1)(x) < +∞
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et h′(θ′0,θ1)(x) < +∞ ; ces deux fonctions e´tant croissantes on a aussi :
h(θ′0,θ1)(t) = k < +∞ et h′(θ′0,θ1)(t) = k
′ < +∞, donc g(θ′0,θ1)t = φ(θ
′
0,θ1)
(k,1)
et ψ
(θ′0,θ1)
t = φ
′(θ′0,θ1)
(k′,1) .
Nous allons de´montrer l’ine´galite´ g
(θ′0,θ1)
t
p.s.
≤ 1IA (T )
(resp. ψ
(θ′0,θ1)
t
p.s.
≤ 1IA (T ))en montrant que l’intervalle
I = {h(θ′0,θ1)(y) = k} − A (resp. I ′ = {h′(θ′0,θ1)(y) = k
′} − A) est
totalement inde´termine´. Comme I (resp. I ′) est inclus dans Dθ1s , la
densite´ pθ1 est nulle sur cet intervalle ; k (resp. k
′) n’e´tant pas infini,
cet intervalle est inde´termine´ pour (θ′0, θ1). Les densite´s pθ′0 et pθ1 e´tant
non se´pare´es puisque t /∈ Dθ′0i ∪ Dθ1s , d’apre`s la proprie´te´ a) du 1er cas
de la partie I les intervalles I et I ′, qui sont inclus dans IR−(Di ∪Ds)
(Di < t < I, k < +∞ et Di < t < I ′, k′ < +∞), sont totalement
inde´termine´s.
ii) t ∈ B.
g
(θ0,θ1)
t (resp. ψ
(θ0,θ1)
t ) est e´gale a` 1− 1IC (T ) ou f(+∞,0).
Nous avons vu en a-ii) du 2e`me cas de la partie I que t appartient a`
IR −(Di ∪ Ds) et qu’il est inde´termine´ pour (θ0, θ1) ; mais t n’est pas
totalement inde´termine´ puisque t /∈ N ; d’apre`s la fin de la partie III de
la de´monstration du lemme pre´ce´dent, il existe θ′′ ∈ Θ1 et ω′′ ∈ T−1(t)
tels que pθ′′(ω
′′) > 0. On a donc h(θ0,θ′′)(t) = h
′
(θ0,θ′′)(t) = 0, ce qui
implique : g
(θ0,θ
′′)
t = φ
(θ0,θ
′′)
(0,1) et ψ
(θ0,θ
′′)
t = φ
′(θ0,θ′′)
(0,1) (voir le 1
er cas) ; mais
pour x ∈ C on a h(θ0,θ′′)(x) = h′(θ0,θ′′)(x) > 0 (suivre le raisonnement
fait en a-iii) du 2e`me cas de la partie I avec θ1 = θ
′′ et pθ′′(ωy) ≥ 0), donc
g
(θ0,θ
′′)
t ≤ 1− 1IC (T ) et ψ(θ0,θ
′′)
t ≤ 1− 1IC (T ).
Nous venons ainsi de trouver un couple (θ0, θ
′′) tel que : g(θ0,θ1)t ≥ ψ(θ0,θ
′′)
t
et ψ
(θ0,θ1)
t ≥ g(θ0,θ
′′)
t .
iii) t ∈ C.
On a g
(θ0,θ1)
t = ψ
(θ0,θ1)
t = f(+∞,0) ; (θ
′
0, θ
′
1) = (θ0, θ1) convient.
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ANNEXE IV.
Soit (Ω,A, (pθ.µ)θ∈Θ) un mode`le statistique a` rapport de vraisemblance
monotone par rapport a` la statistique re´elle T , Θ e´tant muni de la relation d’ordre
totale : . Ceci suppose l’existence, pour θ′ ≺ θ′′, d’une fonction croissante
h(θ′′,θ′) : IR→ IR+ ve´rifiant pθ′′/pθ′ = h(θ′′,θ′)(T ) sur le domaine de de´finition
de ce rapport c’est-a`-dire en dehors de {ω ∈ Ω ; pθ′(ω) = pθ′′(ω) = 0}.
Nous dirons que la fonction h(θ′′,θ′), θ
′ ≺ θ′′, est normalise´e si elle est
constante sur tout intervalle I inde´termine´ pour (θ′, θ′′) :
∀ω ∈ T−1(I) pθ′(ω) = pθ′′(ω) = 0.
Nous allons travailler avec une famille {h(θ′′,θ′)}θ′≺θ′′ de fonctions normalise´es ;
ceci est toujours possible d’apre`s la premie`re e´tape de l’annexe II (θ0 = θ
′′
et θ1 = θ
′). Une telle famille permet de construire facilement une famille nor-
malise´e {hΘ1(θ0,θ1)}(θ0,θ1)∈Θ0×Θ1 pour les hypothe`ses unilate´rales {Θ1,Θ0} (voir les
de´finitions 4.2.1 et 5.1.2). D’apre`s la deuxie`me e´tape de l’annexe II, il suffit de
tronquer les h(θ0,θ1) de la fac¸on suivante :
hΘ1(θ0,θ1)(t) =


0 si t ∈ DΘ0i −DΘ1s
h(θ0,θ1)(t) si t ∈ IR −(DΘ0i ∪DΘ1s )
+∞ si t ∈ DΘ1s
avec DΘ0i = ∩θ∈Θ0Dθi et DΘ1s = ∩θ∈Θ1Dθs , Dθi =] − ∞, t) (resp. Dθs = (t,+∞[)
de´signant la plus grande demi-droite ouverte ou ferme´e pour laquelle pθ est nulle
sur T−1(Dθi ) (resp. T
−1(Dθs)).
Nous allons de´montrer quelques proprie´te´s des proble`mes de choix entre
deux hypothe`ses simples θ′ ∈ Θ et θ′′ ∈ Θ, θ′≺ θ′′.
Φ
(θ′′,θ′)
s =
{
φ
(θ′′,θ′)
(0,1) ; {φ(θ
′′,θ′)
(k,β) }k∈IR+∗ , β∈{0,1} ; φ
(θ′′,θ′)
(∞,0)
}
est l’ensemble des fonctions
de test simples construites a` partir du rapport des densite´s K = h(θ′′,θ′)(T ) (voir
la de´finition 2.2.1).
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Lemme 1
Soient θ′≺ θ′′, on a :
φ
(θ′′,θ′)
(0,1) ≤1IDθ′′i (T ) et φ
(θ′′,θ′)
(∞,0) ≥ 1− 1IDθ′s (T ) ; Dθ
′
i ⊆ Dθ
′′
i et D
θ′′
s ⊆ Dθ
′
s .
De´monstration
a) — φ
(θ′′,θ′)
(0,1) ≤1IDθ′′i (T ).
Nous devons de´montrer que {h(θ′′,θ′) = 0} est inclus dans Dθ′′i ,
puisque {φ(θ′′,θ′)(0,1) = 1} = {h(θ′′,θ′)(T ) = 0}.
Soit t tel que h(θ′′,θ′)(t) = 0, pour tout ω de T
−1(t) on a pθ′′(ω) = 0,
sinon on aurait h(θ′′,θ′)(t) = pθ′′(ω)/pθ′(ω) > 0. La demi-droite infe´rieure
{h(θ′′,θ′) = 0} est donc bien incluse dans Dθ′′i .
b) — φ
(θ′′,θ′)
(∞,0) ≥ 1− 1IDθ′s (T ).
Ceci est e´quivalent a` {h(θ′′,θ′) = +∞} ⊆ Dθ′s , puisque :
{φ(θ′′,θ′)(∞,0) = 0} = {h(θ′′,θ′)(T ) = +∞}.
Soit t tel que h(θ′′,θ′)(t) = +∞, pour tout ω de T−1(t) on a pθ′(ω) = 0,
sinon on aurait h(θ′′,θ′)(t) = pθ′′(ω)/pθ′(ω) < +∞. La demi-droite
supe´rieure {h(θ′′,θ′) = +∞} est donc bien incluse dans Dθ′s .
c) — Dθ
′
i ⊆ Dθ
′′
i .
Si on avait I = Dθ
′
i −Dθ
′′
i 6= ∅, il existerait ω ∈ T−1(t), t ∈ I,
tel que pθ′′(ω) > 0 et pθ′(ω) = 0 ; on aurait h(θ′′,θ′)(t) = +∞ et [t,+∞[
serait inclus dans Dθ
′
s (voir b)) ; ceci est impossible car on ne peut pas
avoir Dθ
′
i ∪Dθ
′
s =IR.
d) — Dθ
′′
s ⊆ Dθ
′
s .
La de´monstration est semblable a` la pre´ce´dente. Si on avait
I = Dθ
′′
s −Dθ
′
s 6= ∅, il existerait ω ∈ T−1(t), t ∈ I, tel que pθ′(ω) > 0 et
pθ′′(ω) = 0 ; on aurait h(θ′′,θ′)(t) = 0 et ] −∞, t] serait inclus dans Dθ′′i
(voir a)) ; ceci est impossible car on ne peut pas avoir Dθ
′′
i ∪Dθ
′′
s =IR.
162
Lemme 2
Soient θa ≺ θb ≺ θc et t ∈IR. Posons h(θb,θa)(t) = k1,
h(θc,θa)(t) = k2 et h(θc,θb)(t) = k3 (les fonctions h e´tant normalise´es).
1) S’il existe ωt ∈ T−1(t) tel que : pθa(ωt) > 0 et pθb(ωt) > 0
(resp. pθb(ωt) > 0 et pθc(ωt) > 0), alors k2 = k3.k1.
2) Dans le premier cas : pθa(ωt) > 0 et pθb(ωt) > 0, on a
φ
(θc,θb)
(k3,0)
p.s.
≤ sup{φ(θb,θa)(k1,0) , φ
(θc,θa)
(k2,0)
, 1I
D
{θ≻θa}
i
(T )} et
φ
(θc,θb)
(k3,1)
p.s.
≥ inf{φ(θb,θa)(k1,1) , φ
(θc,θa)
(k2,1)
, 1− 1I
D
{θ≺θb}
s
(T )}.
3) Dans le second cas : pθb(ωt) > 0 et pθc(ωt) > 0, on a
φ
(θb,θa)
(k1,0)
p.s.
≤ sup{φ(θc,θa)(k2,0) , φ
(θc,θb)
(k3,0)
, 1I
D
{θ≻θb}
i
(T )} et
φ
(θb,θa)
(k1,1)
p.s.
≥ inf{φ(θc,θa)(k2,1) , φ
(θc,θb)
(k3,1)
, 1− 1I
D
{θ≺θc}
s
(T )}.
Ces e´critures peuvent contenir des fonctions de test de la forme φ
(θ′′,θ′)
(0,0)
(resp. φ
(θ′′,θ′)
(∞,1) ), elles repre´sentent 1I∅ (resp. 1IΩ).
De´monstration
On conside`re les trois intervalles de IR contenant t de´finis par :
I1 = {h(θb,θa) = k1}, I2 = {h(θc,θa) = k2} et I3 = {h(θc,θb) = k3}.
1er cas : ∃ωt ∈ T−1(t) tel que pθa(ωt) > 0 et pθb(ωt) > 0.
k1 = h(θb,θa)(t) = h(θb,θa)(T (ωt)) = pθb(ωt)/pθa(ωt) ∈]0,+∞[.
Que pθc(ωt) soit nul ou pas, on a toujours
pθc(ωt)/pθa(ωt) = [pθc(ωt)/pθb(ωt)].[pθb(ωt)/pθa(ωt)], donc k2 = k3.k1
(ce qui de´montre le 1er cas de la proprie´te´ 1) du lemmme).
a) — De´monstration de φ
(θc,θb)
(k3,0)
p.s.
≤ sup{φ(θb,θa)(k1,0) , φ
(θc,θa)
(k2,0)
, 1I
D
{θ≻θa}
i
(T )}.
Lorsque {x < I3} ∩ I1 = ∅ ou {x < I3} ∩ I2 = ∅ ou {x < I3} ⊆ D{θ≻θa}i ,
l’ine´galite´ recherche´e est bien ve´rifie´e puisque l’on a alors respectivement
φ
(θc,θb)
(k3,0)
≤ φ(θb,θa)(k1,0) ou φ
(θc,θb)
(k3,0)
≤ φ(θc,θa)(k2,0) ou φ
(θc,θb)
(k3,0)
≤1I
D
{θ≻θa}
i
(T ).
Dans le cas contraire, on a {x < I3}∩I1 6= ∅, {x < I3}∩I2 6= ∅
et {x < I3} ⊃ D{θ≻θa}i ; ce qui est e´quivalent a` I = ({x < I3}∩I1∩I2)−
D
{θ≻θa}
i 6= ∅ puisque l’intervalle I1∩ I2∩ I3 n’est pas vide (il contient t).
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L’intervalle I est e´gal a` {x < I3} ∩ I1 ou {x < I3} ∩ I2 ou
{x < I3} − D{θ≻θa}i , pour de´montrer l’ine´galite´ recherche´e il suffit de
montrer que I est totalement inde´termine´ : ∀ω ∈ T−1(I) ∀θ ∈ Θ
pθ(ω) = 0.
Soit x ∈ I.
i) Commenc¸ons par montrer que x est inde´termine´ pour (θb, θa).
Supposons qu’il existe ωx ∈ T−1(x) tel que pθb(ωx) > 0, comme x ∈ I1 et
k1 < +∞ on aurait aussi pθa(ωx) > 0 donc k2 = h(θc,θb)(x).k1 (d’apre`s le
1er cas de la proprie´te´ 1) du lemme et le fait que x appartient a` I1∩ I2) ;
ce qui est impossible car k2 = k3.k1 et h(θc,θb)(x) < k3 puisque x < I3.
La densite´ pθb est donc nulle sur T
−1(x) ; comme h(θb,θa)(x) = k1 > 0 la
densite´ pθa est aussi nulle sur T
−1(x).
ii) x est totalement inde´termine´.
Nous allons appliquer la proprie´te´ 2) du lemme 1 de l’annexe III a` x
inde´termine´ pour (θb, θa), les hypothe`ses unilate´rales e´tant de´finies par
Θ1 = {θ  θa} et Θ0 = {θ ≻ θa}.
Montrons d’abord que x est un e´le´ment de IR −(DΘ0i ∪ DΘ1s ) ; par
de´finition il n’appartient pas a` D
{θ≻θa}
i = D
Θ0
i ; d’apre`s le lemme 1
de cette annexe on a DΘ1s = D
θa
s , x n’appartient donc pas non plus a`
DΘ1s puisque x < t ∈ I3 et pθa(ωt) > 0.
Notons Ix le plus grand intervalle de IR −(DΘ0i ∪ DΘ1s ) contenant x
et inde´termine´ pour (θb, θa). Nous allons montrer que h
Θ1
(θb,θa)
(I+x ) =
inf{hΘ1(θb,θa)(y) ; y > Ix} ∪ {+∞} n’est pas infini, la partie 2) du lemme
1 de l’annexe III implique alors la proprie´te´ recherche´e. t n’e´tant pas
inde´termine´ pour (θb, θa), on a t > Ix et t /∈ DΘ1s = Dθas donc
hΘ1(θb,θa)(I
+
x ) ≤ hΘ1(θb,θa)(t) ≤ h(θb,θa)(t) = k1 < +∞.
b) — De´monstration de φ
(θc,θb)
(k3,1)
p.s.
≥ inf{φ(θb,θa)(k1,1) , φ
(θc,θa)
(k2,1)
, 1− 1I
D
{θ≺θb}
s
(T )}.
Lorsque {x > I3} ∩ I1 = ∅ ou {x > I3} ∩ I2 = ∅ ou {x > I3} ⊆ D{θ≺θb}s ,
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l’ine´galite´ recherche´e est bien ve´rifie´e puisque l’on a alors respectivement
φ
(θc,θb)
(k3,1)
≥ φ(θb,θa)(k1,1) ou φ
(θc,θb)
(k3,1)
≥ φ(θc,θa)(k2,1) ou φ
(θc,θb)
(k3,1)
≥ 1− 1I
D
{θ≺θb}
s
(T ).
Dans le cas contraire, on a {x > I3}∩I1 6= ∅, {x > I3}∩I2 6= ∅
et {x > I3} ⊃ D{θ≺θb}s ; ce qui est e´quivalent a` J = ({x > I3}∩I1∩I2)−
D
{θ≺θb}
s 6= ∅ puisque l’intervalle I1 ∩ I2 ∩ I3 n’est pas vide (il contient t).
L’intervalle J est e´gal a` {x > I3} ∩ I1 ou {x > I3} ∩ I2 ou
{x > I3} − D{θ≺θb}s , pour de´montrer l’ine´galite´ recherche´e il suffit de
montrer que J est totalement inde´termine´ : ∀ω ∈ T−1(J) ∀θ ∈ Θ
pθ(ω) = 0.
Soit x ∈ J .
i) Commenc¸ons par montrer que x est inde´termine´ pour (θb, θa).
C’est le meˆme raisonnement qu’en a)i), la contradiction venant du fait
que h(θc,θb)(x) > k3, puisque x > I3.
ii) x est totalement inde´termine´.
Nous allons appliquer la proprie´te´ 2) du lemme 1 de l’annexe III a` x
inde´termine´ pour (θb, θa), les hypothe`ses unilate´rales e´tant de´finies par
Θ1 = {θ ≺ θb} et Θ0 = {θ  θb}.
Montrons d’abord que x est un e´le´ment de IR −(DΘ0i ∪ DΘ1s ) ; par
de´finition il n’appartient pas a` D
{θ≺θb}
s = DΘ1s ; d’apre`s le lemme 1
de cette annexe on a DΘ0i = D
θb
i , x n’appartient donc pas non plus a`
DΘ0i puisque x > t ∈ I3 et pθb(ωt) > 0.
Notons Ix le plus grand intervalle de IR −(DΘ0i ∪ DΘ1s ) contenant x
et inde´termine´ pour (θb, θa). Nous allons montrer que h
Θ1
(θb,θa)
(I−x ) =
sup{hΘ1(θb,θa)(y) ; y < Ix} ∪ {0} n’est pas nul, la partie 2) du lemme
1 de l’annexe III implique alors la proprie´te´ recherche´e. t n’e´tant pas
inde´termine´ pour (θb, θa), on a t < Ix et t /∈ DΘ0i = Dθbi donc
hΘ1(θb,θa)(I
−
x ) ≥ hΘ1(θb,θa)(t) ≥ h(θb,θa)(t) = k1 > 0.
2e`me cas : ∃ωt ∈ T−1(t) tel que pθb(ωt) > 0 et pθc(ωt) > 0.
La de´monstration est semblable a` celle du 1er cas.
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k3 = h(θc,θb)(t) = h(θc,θb)(T (ωt)) = pθc(ωt)/pθb(ωt) ∈]0,+∞[.
Que pθa(ωt) soit nul ou pas, on a toujours
pθc(ωt)/pθa(ωt) = [pθc(ωt)/pθb(ωt)].[pθb(ωt)/pθa(ωt)], donc k2 = k3.k1
(ce qui de´montre le 2e`me cas de la proprie´te´ 1) du lemmme).
a) — De´monstration de φ
(θb,θa)
(k1,0)
p.s.
≤ sup{φ(θc,θa)(k2,0) , φ
(θc,θb)
(k3,0)
, 1I
D
{θ≻θb}
i
(T )}.
Lorsque {x < I1} ∩ I2 = ∅ ou {x < I1} ∩ I3 = ∅ ou {x < I1} ⊆ D{θ≻θb}i ,
l’ine´galite´ recherche´e est bien ve´rifie´e puisque l’on a alors respectivement
φ
(θb,θa)
(k1,0)
≤ φ(θc,θa)(k2,0) ou φ
(θb,θa)
(k1,0)
≤ φ(θc,θb)(k3,0) ou φ
(θb,θa)
(k1,0)
≤1I
D
{θ≻θb}
i
(T ).
Dans le cas contraire, on a {x < I1}∩I2 6= ∅, {x < I1}∩I3 6= ∅
et {x < I1} ⊃ D{θ≻θb}i ; ce qui est e´quivalent a` I = ({x < I1}∩I2∩I3)−
D
{θ≻θb}
i 6= ∅ puisque l’intervalle I1 ∩ I2 ∩ I3 n’est pas vide (il contient t).
L’intervalle I est e´gal a` {x < I1} ∩ I2 ou {x < I1} ∩ I3 ou
{x < I1} − D{θ≻θb}i , pour de´montrer l’ine´galite´ recherche´e il suffit de
montrer que I est totalement inde´termine´ : ∀ω ∈ T−1(I) ∀θ ∈ Θ
pθ(ω) = 0.
Soit x ∈ I.
i) Commenc¸ons par montrer que x est inde´termine´ pour (θc, θb).
Supposons qu’il existe ωx ∈ T−1(x) tel que pθb(ωx) > 0, comme x ∈ I3
et k3 > 0 on aurait aussi pθc(ωx) > 0 donc k2 = k3.h(θb,θa)(x) (d’apre`s le
2e`me cas de la proprie´te´ 1) du lemme et le fait que x appartient a` I2∩I3) ;
ce qui est impossible car k2 = k3.k1 et h(θb,θa)(x) < k1 puisque x < I1.
La densite´ pθb est donc nulle sur T
−1(x) ; comme h(θc,θb)(x) = k3 < +∞
la densite´ pθc est aussi nulle sur T
−1(x).
ii) x est totalement inde´termine´.
La de´monstration est celle de la partie a)ii) du 1er cas en remplac¸ant θb
par θc, θa par θb, I3 par I1 et k1 par k3.
b) — De´monstration de φ
(θb,θa)
(k1,1)
p.s.
≥ inf{φ(θc,θa)(k2,1) , φ
(θc,θb)
(k3,1)
, 1− 1I
D
{θ≺θc}
s
(T )}.
Lorsque {x > I1} ∩ I2 = ∅ ou {x > I1} ∩ I3 = ∅ ou {x > I1} ⊆ D{θ≺θc}s ,
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l’ine´galite´ recherche´e est bien ve´rifie´e puisque l’on a alors respectivement
φ
(θb,θa)
(k1,1)
≥ φ(θc,θa)(k2,1) ou φ
(θb,θa)
(k1,1)
≥ φ(θc,θb)(k3,1) ou φ
(θb,θa)
(k1,1)
≥ 1− 1I
D
{θ≺θc}
s
(T ).
Dans le cas contraire, on a {x > I1}∩I2 6= ∅, {x > I1}∩I3 6= ∅
et {x > I1} ⊃ D{θ≺θc}s ; ce qui est e´quivalent a` J = ({x > I1}∩I2∩I3)−
D
{θ≺θc}
s 6= ∅ puisque l’intervalle I1 ∩ I2 ∩ I3 n’est pas vide (il contient t).
L’intervalle J est e´gal a` {x > I1} ∩ I2 ou {x > I1} ∩ I3 ou
{x > I1} − D{θ≺θc}s , pour de´montrer l’ine´galite´ recherche´e il suffit de
montrer que J est totalement inde´termine´ : ∀ω ∈ T−1(J) ∀θ ∈ Θ
pθ(ω) = 0.
Soit x ∈ J .
i) Commenc¸ons par montrer que x est inde´termine´ pour (θc, θb).
C’est le meˆme raisonnement que celui de la partie a)i) du 2e`me cas, la
contradiction venant du fait que h(θb,θa)(x) > k1, puisque x > I1.
ii) x est totalement inde´termine´.
La de´monstration est celle de la partie b)ii) du 1er cas en remplac¸ant θb
par θc, θa par θb, I3 par I1 et k1 par k3.
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