Abstract. This paper presents an information extraction system that processes the textual content of classi ed newspaper advertisements in French. The system uses both lexical (words, regular expressions) and contextual information to structure the content of the ads on the basis of prede ned thematic forms. The paper rst describes the enhanced tagging mechanism used for extraction. A quantitative evaluation of the system is then provided: scores of 99.0% precision/99.8% recall for domain identi cation and 73% accuracy for information extraction were achieved, on the basis of a comparison with human annotators.
Introduction
The work reported in this paper has been carried out in the context of the development of a system able to automatically extract and structure information from the textual content of newspaper advertisements. The system consists of three modules, as summarized in gure 1:
1. The task of the rst module is to classify advertisements into a priori known classes (real estate, vehicles, employment or other). This step is needed to identify which thematic form has to be associated with the advertisement, and then used to guide the information extraction process. Classi cation is performed using a mixture of a naive Bayes classi er and a form-based classi er developed in our laboratory 15 ]. An evaluation on a test collection of 2,856 manually classi ed ads produced the very satisfying scores of 99.8% recall and 99.0% precision. 2. The task of the second module, which represents the main focus of this paper, consists in tagging (i.e. labelling) the textual content of the advertisement, in order to identify the information units that have to be extracted to ll in the slots of the associated form. Tagging is achieved by using specialized lexica, regular expressions, word spotting techniques and relative position analysis as described in the following sections. 3. Finally, the structuring module is in charge of transforming the tagged text into structured data (i.e. a lled form). This involves extracting the tagged textual units, standardizing formulations 1 , removing inappropriate punctuation, transforming abbreviations, etc. In the current system, this module remains quite simple as the tags used in step 2 closely correspond to the slots present in the associated forms. The tagging phase can be further decomposed in the following steps: Labelling known entities (words, compounds, expressions) using specialized lexica and regular expressions (section 2). Identifying the nature of the information that is expressed by the textual units that have not been tagged in the rst step (section 3). This is achieved through: 1. segmentation based on punctuation and prepositions; 2. word spotting in each segment (subsection 3.1); 3. contextual tagging using the relative position of the units with relation to already tagged segments (subsection 3.2). Notice that the design methodology used for our system is di erent from typical Information Extraction approaches 9] in the sense that, instead of trying to nd some speci c information in a whole document, it rather tries to identify the nature of the information expressed by each single piece of the text. In addition, the general strategy used by traditional systems 1, 8] consists in searching trigger words and then analyzing their context, while our system rst segments using known entities and then analyzes the unknown segments with positional techniques and trigger words. Another speci city of our system is the average length of the processed documents: advertisements are generally short and very concise.
Tagging with Lexica and Regular Expressions
As already mentioned, the rst step necessary to extract information from advertisements and ll in the automatically associated forms consists in tagging the advertisements for known entities using both specialized lexica and regular expressions 7].
Lexicon
Lexicon-based tagging simply consists in searching the text for entries contained in an a priori build lexicon. This lexicon may contain general words (e.g. camion truck]), speci c words (e.g. airbag), compounds (e.g. pneus d'hiver winter tires]) and expressions (e.g. libre de suite vacant immediately]) associated with identi cation labels (e.g. label such as ville city] for the word Paris). Elements in the advertisement are tagged with the corresponding label only if they are non-ambiguous in the lexicon (i.e. associated with only one single label).
The tagging lexicon used in our system was created on the basis of a preliminary lexical study of a corpus of 10,700 advertisements, spread over 8 years 2 . A frequency analysis of the vocabulary was performed to serve as a guideline for the creation of the lexicon. For this analysis, a general purpose French lexicon containing more than 550,000 word forms (84,000 lemmas) was used and the following two questions were addressed:
1. what is the overall orthographic quality of the advertisements? The answer to this question determines whether an e cient spelling checker needs to be integrated in the system. 2. what is the proportion of speci c vocabulary (i.e. vocabulary that is frequently used in advertisements but unknown to the general purpose lexicon)? To answer these questions, the following Rare forms are the forms 3 that appeared less than 3 times in the corpus. Corrected forms refer to forms that accept a one spelling error correction 4 in the general purpose lexicon (short/long refers to the number of characters in the form, short standing for less than or equal to 4 characters).
To interpret the above table, the following hypotheses were used frequent out-of-vocabulary forms that are not corrected correspond to instances of the speci c vocabulary for the advertisements; frequent forms that can be corrected should be carefully analyzed as they might either correspond to systematic errors (frequent) or speci c vocabulary that incidentally also corresponds to a correction that belongs to the general purpose vocabulary; rare and corrected forms may possibly be spelling errors. This has to be moderated by the length of the form as short forms more easily produce one spelling error corrections in a general purpose lexicon. We therefore decided to only trust corrections for forms with length greater than 4. Short rare forms are ignored, even if they have a correction in the general purpose lexicon. 5 rare and uncorrected forms are ignored as they concern infrequent phenomena for which not enough information is available. With such interpretation rule the table can then be summarized as:
rare forms frequent forms Corrected short ignored manual processing long spelling errors Not corrected ignored speci c voc.
The above results therefore indicate that the corpus is of good orthographic quality (38.8% of out-of-vocabulary forms among which only 5.5% can reasonably considered as errors) 6 and contains a quite high ratio of speci c forms (5.6% of identi ed speci c vocabulary and 25% 7 of ignored forms mainly due to rare (personal) abbreviations).
The lexical study was also a good starting point for the creation of the tagging lexicon: rst of all, many of the frequent unknown words were directly introduced into the lexicon, thus improving its coverage; but, most of all, all the new words identi ed were good indicators of what was the kind of vocabulary that can be found in newspapers advertisements. Therefore, when a word corresponding to a label was added to the lexicon (e.g. Paris being a city), several other words corresponding to the same label (e.g. all cities in the considered country) were also added. These other words have been extracted from several di erent sources, mainly Internet public lists. However, a large amount of time needed to be devoted to the validation/correction of these other sources of information. Approximately 45 person days were spent on the lexical analysis and lexicon construction.
The following 
Regular Expressions
The second method used for directly tagging textual units was to apply descriptive patterns written with regular expressions, as for example dates, phone numbers, prices, surfaces. In order to create the regular expressions a rst basic set was build for several a priori chosen slots of the forms to be lled. The resulting tagger was then run over a training corpus consisting of textual units corresponding to the chosen slots. New patterns were then gradually created and old ones improved by iterative testing on the reference corpus as long as there were slots with error frequency greater than 1. 
Tagging Known Entities
Using the above described tagging lexicon and regular expressions, the system then scans the whole advertisement and tags all the identi ed unambiguous textual units with the corresponding label. The output of this process therefore consists in a partially tagged text with remaining untagged parts corresponding to either unknown ambiguous items. Figure 2 gives an example of the result of this rst step on a vehicle advertisement. 
Identifying Information in Unrecognized Parts
Once the advertisement has been tagged for known entities, it still contains several portions that have not been identi ed (e.g. Ibiza, Garage Amag in the example of gure 2). To further tag these pieces of text the following three steps were applied:
1. the untagged text is segmented using punctuation and (for employment advertisements only) prepositions, so as to separate di erent information pieces that may be contained in the same text area 8 . A special treatment using a list of known abbreviations avoids segmenting punctuation used for abbreviations. 2. a word spotting score is computed for each segment on the basis of several trigger lexica (section 3.1). 3. If the word spotting score is not high enough to allow a reliable decision, the segment is tagged according to contextual rules taking into account the nature (i.e. the tags) of its neighbour segments (section 3.2).
Word Spotting
To compute the word spotting score for a segment, the system uses several trigger lexica. A trigger lexicon consists in a list of keywords that are typical for a certain type of information (e.g climatisation for vehicle options) and that help to identify the proper label for all the text in that segment. The word spotting score is therefore a measure of the likelihood for a segment to be relevant for a certain type of information 11]. The words selected for the trigger lexica used by our system were extracted from the lexical study described in section 2. They have been extended by running the system over a training corpus containing additional advertisements. Notice however, that trigger lexica di er from the tagging lexicon in the sense that they do not contain words that represent alone an identi ed information entity. These words rather give an idea on the kind of information that is contained in the text area they appear in.
The following table describes several di erent trigger lexica used in our current system: 8 These segments may be recombined afterwards (at the end of the process) if they happen to have the same nal tag. As each trigger lexicon is associated with a unique speci c tag, the word spotting score for each tag is computed as the number of words of the corresponding lexicon that appear in the segment. Finally, if there is a word spotting score that exceeds the others of a given threshold, the segment is tagged with the label associated with the corresponding trigger lexicon.
Contextual Tagging
In case where word spotting techniques do not permit to identify the information contained in a segment 9 , a tag is allocated to the segment on the basis of the tag immediately preceding (i.e. its left boundary). We call this technique contextual tagging as the allocated tag to a segment depends on its (left) context. For example, the contextual tag following the make of a vehicle is "model" as, in vehicle advertisements, the car model very often follows the car make. This relation between tag and context is based on an a prior analysis carried out on a large amount of advertisements. When no contextual rule can be applied, the segment is tagged as "unde ned".
The nal result of the tagging module is therefore a fully tagged text that can then be directly used to ll the associated form. In the current system the structure obtained by lling the slots is further ltered: unwanted punctuation is removed and slots without relevant information (i.e. less than one normal 10 character) are removed. i.e. all word spotting scores are under the threshold or there is more than one best score (ties). 10 neither blank nor punctuation.
Examples
The following Underlined words are words that appear in trigger lexica (and were used for word spotting). An example of the the nal output of the tagging module for the same vehicles advertisement as in gure 2 is given in gure 3, as well as its corresponding nal lled frame. 
Evaluation of the system
An evaluation of the system described in this paper was done on the basis of a comparison with forms lled by human annotators. The test corpus consisted of 77 advertisements (41 real estate, 30 employment and 6 to vehicles; a proportion representative of both the whole corpus and week ads production). Each of these advertisements was submitted 11 to several human annotators who had to properly ll the corresponding form.
Before the evaluation of the system itself, the manually annotated forms were checked for coherence using a kappa measure 18, 3, 2] . On the basis of the confusion matrices produced for the computation of the kappa scores, several unreliable slots were thus identi ed and were then either removed or clustered in order to improve the agreement among the human annotators. The nal average kappa value obtained was 0.9, thus indicating a satisfying agreement for the reference 12 .
The test set was then submitted to the system, and the results were compared to the human references. The rules used to assign a comparison score to a slot were the following:
If there is no agreement among the manual annotation, the slot is ignored (neutralization (NTR) case); If no value, neither manually nor automatically, was assigned to the slot, it is ignored (non evaluation (NEV) case); If both the system and the human annotators agree, the answer is considered as correct (OK case); In any other case the answer is considered as an error (ERR case).
Notice that the evaluation of the slots was carried out manually and the OK/ERR assessments for the values assigned to the slot by the system and the annotators were therefore judged by humans. On a larger scale, the manual assessment would need to be replaced by automated rules relying for instance on the number of common words in the values assigned.
The global accuracy of the system is then measured on all cases where a coherent answer was provided by human annotators (i.e. on all OK and ERR cases) by the ratio OK/(OK + ERR).
The test corpus of 77 advertisements contained 1415 di erent slots 13 among which 556 where actually lled by human annotators and 519 exhibited sucient agreement for the manual annotation. Among these 519 slots, the system provide a correct value in 381 cases, leading to a global accuracy of 73% correct extractions (70.5% for employment, 73% for real estate, 88% for vehicles).
Further results, detailed by domains and by slots, are given in table 4.
Conclusions and Future Work
The goal of the work presented in this paper was to create a system able to automatically classify and structure newspaper advertisements. As the classi ed advertisements domain is quite di erent from other studied information extraction problems 12 14] Table 1 . Precise results of the evaluation of the system for each slot of the 3 forms corresponding respectively to real estate, employment and vehicle advertisements. section 4 achieve very promising results (73% correct extraction) when compared with human annotators.
However, there is still room for improvements. In particular the presented tagging methodology has one important limitation: when the text that remains untagged after the rst segmentation 14 contains information associated with di erent labels 15 , the word spotting technique does not correctly tag the text. Indeed when the untagged text contains keywords for two di erent trigger lexica 16 , a decision about the contents of that information unit is not possible (same 14 where the system uses tagging lexicon and regular expressions 15 e.g. "situation calme et place de parc" (calm and garage) contains information about the situation and the features of the building" score for two trigger lexica means no decision about the kind of content) and the text is then tagged as unde ned.
One way of solving this problem is to apply a progressive tagging, in which segmentation is not done on the sole basis of the tagging lexicon and patterns, but delayed until the nature of the information inside the segment is unambiguously identi ed. The idea is to progressively calculate the word spotting scores for a growing initial sequence of words in the untagged segment and to build a new segment (with an associated tag) only when the di erence between the scores assigned by the di erent trigger lexica decreases. Experiments over the whole corpus of advertisements are being carried out, and future work will evaluate the potential improvements brought by this technique.
Another future research will focus on lowering the dependency on handwritten lexica and patterns. As shown in 10, 16, 17] di erent techniques allow a system to automatically extract patterns and dictionaries form labelled and unlabelled texts, allowing a faster adaptation of a system when moved to a new domain. Extending the approach to ontologies could also be considered 5, 4, 6] .
