This paper presents a perturbation method for computing the normal forms of resonant double Hopf bifurcations with the aid of a computer algebraic system. This technique, based on the method of multiple time scales, can be used to deal with general n-dimensional systems without the application of center manifold theory. Explicit iterative formulas have been derived for uniquely determining the coe$cients of normal forms and associated non-linear transformations up to an arbitrary order. User-friendly symbolic computer programs written in Maple have been developed, which can be easily applied for computing the normal forms of a given system. Examples are presented to show the applicability of the methodology and the convenience of using the computer software.
INTRODUCTION
Normal form theory has been widely used to simplify the analysis of dynamic behavior of di!erential equations near an equilibrium [1}3] . The basic idea of the method of normal forms is to employ successive co-ordinate transformations to systematically construct a simpli"ed form of the original di!erential equations without changing the fundamental dynamical behavior of the system in the vicinity of the equilibrium. Normal form theory is usually applied along with center manifold theory [4] . Center manifold theory is applied before normal form theory, to obtain a locally invariant small dimensional manifold in the vicinity of an equilibrium, called center manifold. Although it is easy to construct an &&abstract'' normal form for a given singularity, it is di$cult to compute the explicit expressions of a normal form in terms of the coe$cients of the original di!erential equations. Therefore, the crucial part in computing the normal form of a system is the computation e$ciency. Moreover, algebraic manipulations become very involved and time consuming as the order of the normal form increases. The introduction of computer algebra systems such as Maple, Mathematica, Reduce, etc., becomes necessary at this point. Recently, many researchers have paid attention to the development of e$cient computational methods with the aid of computer algebra systems [5}11] .
In this paper, a perturbation technique is used to compute the normal forms of di!erential equations whose Jacobian, evaluated at an equilibrium, has two pairs of purely imaginary eigenvalues. The ratio of the two eigenvalues is a rational number, giving rise to resonant oscillations. The perturbation method, combined with multiple time scales, has been successfully developed for computing normal forms of Hopf bifurcation and other singularities [7, 12, 13] . It has been shown that the approach is very computationally e$cient and is simple enough to use by a novice to computer algebra. This technique is systematic and can be directly applied to the original n-dimensional di!erential equations, without the application of centre manifold theory. This approach reduces the steps involved in the application of normal form theory to simultaneously obtain the normal form (on the center manifold) as well as the associated non-linear transformation.
This paper focuses on the development of the methodology and symbolic software for computing the normal forms of a double Hopf bifurcation associated with various resonant cases, including k : k (k Ok , k and k are positive integers) resonances and 1 : 1 primary resonance. The separate treatment for the two cases is due to di!erent scaling which is necessary for the application of perturbation techniques. Uniform scaling is used for the k : k (k Ok ) resonant cases while non-uniform scaling has to be applied for the 1 : 1 resonance to match the perturbation orders. All the formulas derived in this paper for computing the coe$cients of the normal forms and the non-linear transformations are given explicitly in terms of the original system coe$cients. This facilitates direct applications to special problems [8, 10, 14] . Based on the explicit recursive formulas, user-friendly symbolic software using Maple has been developed. Examples are presented to show that the perturbation technique is computationally e$cient and therefore, is particularly useful for computing high-dimensional systems and high order normal forms.
The k : k (k Ok ) resonant cases are described in the next section, while section 3 deals with 1 : 1 resonant cases. Section 4 outlines the symbolic computer programs, and examples are presented in section 5. Conclusions are drawn in section 6.
PERTURBATION TECHNIQUE AND FORMULATIONS

k
: k
RESONANT CASES
Consider a general n-dimensional system described by the following di!erential equation:
where Jx represents the linear term, and the non-linear function f is assumed to be analytic; and x"0 is an equilibrium of the system, i.e., f(0)"0. Further, assume that the Jacobian of system (1) evaluated at the equilibrium 0 involves two pairs of purely imaginary eigenvalues $i A and $i A . In this section, we assume that
, where k and k are integers,
which is called a k : k resonance. Thus, for the convenience of analysis, we may let A " k and A "k , and further, without loss of generality, we may assume that "1. (Otherwise, one may use a time scaling t" t to scale the frequency to 1.) Consequently, the Jacobian matrix of system (1) evaluated at the equilibrium, x"0, can be assumed (with the aid of linear transformation if necessary) in the Jordan canonical form, to be
such that k (k . Here A is hyperbolic, i.e., all of its eigenvalues have non-zero real parts, with either a real or complex conjugate. For physically interesting cases, the unstable manifold is assumed to be empty, i.e., all the eigenvalues of A have negative real parts. Let us rewrite system (1) in component form as
where N '0, O '0, O '0, and 4#m #2m "n. Equations (4)} (7) show that the matrix A has m real eigenvalues, ! N , p"1, 2, 2 , m , and m pairs of complex conjugate
That is, the Taylor expansion of f G (x) about x"0 starts with quadratic terms.
The underlying idea of the method of multiple scales is to consider the expansion of representing the response as a function of multiple independent variables, or scales, instead of a single time variable. This can be achieved by introducing new independent variables according to
It follows that the derivatives with respect to t now become expansions in terms of the partial derivatives with respect to ¹ I , given by
where the di!erentiation operator D I "*/*¹ I . Now suppose that the solution of equation (1) (or equivalently, equations (4)}(7)) in the neighborhood of x"0 is represented by an expansion of the form
Note that the number of independent time scales needed depends on the order to which the expansion is carried out. In general, to "nd a normal form up to an order n, ¹ , ¹ , 2 , ¹ L should be used in solution (10) . However, one can employ the idea of the intrinsic harmonic balance (IHB) technique [15] and let n be open so that the process of the method will take into account all essential terms up to the required order, as seen in the following procedure.
Substituting solution (10) into equations (4)}(7) with the aid of equation (9) and balancing the like powers of results in the perturbation equations in the order given:
:
etc., where
, n) which have been obtained from the order perturbation equations (11)} (14) . In general, functions f GI only involve the variables which have been solved from the previous 1, 2, 2 , (k!1) order perturbation equations.
To "nd the solutions of the order equations (11)} (14), "rst note that these equations can be divided into two groups, one of which consists of the "rst four equations given in equations (11) and (12), and the other one includes the remaining equations. The former group is associated with the critical eigenvalues (having zero real parts), and the latter corresponds to the non-critical eigenvalues (having non-zero real parts). Second, the "rst order solutions for the variables of the second group are obtained only from the "rst four variables x , x , x and x , since the perturbation technique is based on the assumed asymptotic solution (10) . However, it is interesting to note that the normal form obtained based on equation (10) not only represents the asymptotic behavior, but also the transient property of the system. Now consider equation set (11) . Di!erentiating the "rst equation of equation (11) and then substituting the second equation of equation (11) into the resulting equation yields a simple second order ordinary di!erential equation,
The solution of equation (19) can be written in a general form as
where r and represent, respectively, the amplitude and phase of motion, and "k ¹ # . Once x is determined, x can be directly solved from the "rst equation of equation (11) . Note that solution (20) implies that
since r and do not contain the variable ¹ . (Remember that D denotes di!erentiation with respect to ¹ .) Similarly, we can obtain solutions from equation (14) as follows:
and
x can be determined from the "rst equation of equation (12) after x is solved. The asymptotic order solutions of the second group, described by equations (13) and (14) , are obviously given by
which actually represent the "rst order steady state solutions of the second group equations. Next, to solve the order perturbation equations (15)}(18), the procedure described above can be applied. Thus, di!erentiating the "rst equation of equation (15) and then substituting the second equation of equation (15) into the resulting equation results in a non-linear homogeneous ordinary di!erential equation:
Then, substituting the solutions x and x into the right-hand side of equation (25) gives an expression in terms of the trigonometric functions cos k¹ and sin k¹ . To eliminate possible secular terms which may appear in the solution of x , it is required that the coe$cients of the two terms cos k ¹ and sin k ¹ be equal to zero, which in turn yields the explicit solutions for the derivatives D r and D . Then, the solution of x can be found from the remaining terms of equation (23), and thus, x contains only a particular solution. Having found x , x is determined from the "rst equation of equation (15) 
). This procedure can be carried out to higher order perturbation equations, and thus we can "nd D r , D , x and x , etc. Finally, the normal forms, given in polar co-ordinates, can be written as dr dt
dr dt
where the back scaling r G Pr G (i.e., x G Px G ) has been used (or simply set "1). It should be pointed out here that the particular solutions of equation (25), etc., can be found by using the IHB method [15] so that the solution is uniquely determined. Thus, D G r H and D G H ( j"1, 2) are also uniquely de"ned, which implies that the normal form given in equations (26) Again, consider system (1), but now the Jacobian evaluated on the equilibrium x"0 is given by
where can be assumed as "1 if a time scaling t" t is applied. Note that this is called the non-semisimple case since two 1's are present in J. This resonant case is quite similar to the resonant cases discussed in section 2.1. The only di!erence for this particular case is that unlike a general k : k (k Ok ) resonance, we cannot use a uniform scaling x G P x G to obtain the ordered perturbation equations. It is straightforward to show that a uniform scaling leads to the solution of non-linear di!erential equations at the "rst perturbation order. This di$culty is due to the non-semisimple resonance, that is, linear terms x and x are present in the "rst and second equations (see the Jacobian given by equation (30)). In order for the perturbation technique to work on the 1 : 1 non-semisimple resonant case, we must use di!erent scalings between x , x and other variables, x G , i"3, 4, 5, 2 , n. A careful consideration shows that the ratio of the perturbation order for x , x and the remaining variables should be 2 : 3. Thus, let
Then, unlike the k : k (k Ok ) resonances, where the highest degree of harmonics at an order k is consistently equal to k#1, now the kth order terms in the original di!erential equations may spread into di!erent order ('k) perturbation equations due to the di!erent scalings. However, it can be shown that the highest order of the perturbation equation which should be included for the original kth order terms is 3k!2. Therefore, the highest degree of the harmonics for each kth order must be 3k!2. In other words, if an nth order normal form is needed, then the perturbation equations up to 3n!2 order must be considered. Once this scaling is applied and the solution form is appropriately set, then a solution procedure similar to that presented in section 2.1 can be obtained and the formulas similar to that given in section 2.1 can be found.
It should be noted, unlike for the k : k (k Ok ) resonant cases, a kth order normal form and the associated non-linear transformations (solutions) obtained for this 1 : 1 case may involve higher order terms which actually do not belong to the kth order expression. This is due to the di!erence in scaling. This suggests that the di!erence in scaling has caused the lower order terms to spread into higher order perturbation equations, and has caused higher order terms to appear in lower order ((3n!2) perturbation equations. This is the fundamental di!erence between the 1 : 1 primary resonance and the k : k (k Ok ) resonance. In order to remove the terms which do not belong to the nth order normal form, one may just easily truncate the normal form and solutions up to nth order. (Note: here the order means the order of the original di!erential equations.) This redundant calculation increases the complexity and the time required for the computation.
It is interesting to note that the normal form obtained using the perturbation technique via di!erent scalings actually agree with that found by using other theories and methods
RThe Maple source codes and sample computer input "les can be found from the author's website: http://pyu1.apmaths.uwo.ca/pyu/software. The source code name is program5 and the name of the sample input "le is input5. such as PoincareH normal form theory and the IHB technique. This will be demonstrated by the examples presented in section 4.
OUTLINE OF THE SYMBOLIC COMPUTATION
All the formulas presented in the previous section are given explicitly in terms of the coe$cients of the original di!erential equations, and thus can be easily implemented using a computer algebraic system. Maple has been used to code these explicit formulas. In this section, we shall outline the Maple programs.R
MAPLE SOURCE CODE
(1) Read a prepared input "le. The input "le provides the original di!erent equations, with the number of non-zero real eigenvalues, N , and the number of the pairs of complex conjugate eigenvalues, N , as well as the order for computing the normal form, norder. * Establish ordered perturbation equations f G by separating the original di!erential equations Dx G according to the powers of .
* Create the formal solutions for x G , i"1, 2, 3, 4, given in terms of basic trigonometric functions.
* Call the procedure Findcoef to "nd the harmonic coe$cients of the original di!erential equations after the formal solutions are used.
by eliminating the secular terms.
* Call the procedure solu1A } B to "nd the solutions for x G , i"1, 2, 3, 4.
* For the part associated with the non-zero real eigenvalues, call the procedure Findcoef "rst and then the procedure solu2A } B to obtain the solutions for x G , i"5, 6, 2 , N #4. * For the part associated with the complex conjugate eigenvalues, call the procedure Findcoef "rst and then the procedure solu3A } B to solve the solutions for " 10: Dx [1] : [5] : Dx [2] : [4] : Dx [3] : [2] : Dx [4] : [5] : Dx [5] : [4] : Dx [6] : [3] : Dx [7] : 
Call the main procedure solution to obtain the normal form and solutions for an arbitrary perturbation order n. (8) Write the normal form dr1, dp1, dr2, dp2 into the output "le &&Nform''.
CREATE THE INPUT FILE (1) Set the variables:
N1*the number of the non-zero real eigenvalues of the Jacobian. N2*the number of pairs of complex conjugate eigenvalues of the Jacobian. N2the dimension of the system. norder2the order of normal forms to be computed. (2) Create the vector "eld, i.e., the functions Dx G , i"1, 2, 2 , n; n"4#N #2N , the dimension of the system.
As an example, the input "le for the third example (2 : 3 resonant case) given in the next section is shown in Table 1 .
EXAMPLES
In this section, three examples are presented to show the applicability of the method and the e$ciency of the Maple programs. The "rst two examples are chosen from the problems which have been studied before, in order to verify the results obtained using the programs developed in this paper. The third example is used to demonstrate the computational e$ciency of the Maple programs for computing high order normal forms of a higher-dimensional system. All the results including the normal forms and corresponding non-linear transformations are obtained by executing the Maple programs on a PC (PENTIUM III-700MMX 256K system).
EXAMPLE 1 FOR 1 : 2 RESONANCE
Consider the following four-dimensional general system, described by
where is a two-dimensional vector parameter called perturbation parameter (unfolding), and the Jacobian is given by
satisfying A / A "1 : 2. Thus, we may assume that A "1 and A "2. This example was studied before using the IHB technique [16] . Since our interest here is focused on the computation of the normal form, we may ignore the perturbation parameter (or simply set "0). The general normal form up to second order was obtained using the IHB method in reference [16] as
where "2 ! , and
Note that the scaled times "2 ,2 , and I " I t. Now rewrite equation (32) in the expanded form
where Q(x)"(q , q , q , q )2 represents the quadratic terms with Then executing the Maple program developed in this paper yields the following normal form:
where A, B, C and D are given in equation (35), and " !2 . One can show that equation (38) is actually identical to equation (34) by noting the di!erent time scales, and the phase di!erence between system (38) and (34) (due to the di!erent notations used in the Maple program), which is ! /2. This indicates that the results obtained in this paper using the multiple scales are the same as those given by a di!erent method such as the IHB technique [16] .
Here, it should be pointed out that the Maple program developed in this paper can be employed to "nd normal forms up to an arbitrary order as long as the machine memory is allowed. However, for the IHB method, only the form up to the leading order terms is correct. For example, for the 1 : 2 resonant case, it can be shown that, in general, the normal form obtained using the IHB approach is correct only up to the second order.
EXAMPLE 2 FOR 1 : 1 RESONANCE
The double pendulum system shown in Figure 1 consists of two rigid weigthless links of equal length l which carry two concentrated masses 2m and m respectively. A follower force P and a constant directional force (vertical) P are applied to this system. This system has been studied by many authors for di!erent types of bifurcations (e.g., see references [14, 17] ). The system energy for the three linear springs h , h and h is assumed to be given by [17] <"
where and are the generalized co-ordinates which specify the con"guration of the system completely.
The kinetic energy ¹ of the system is expressed by ¹"
where is an arbitrary value rendering the time variable non-dimensional, and the overdot denotes di!erentiation with respect to the non-dimensional time variable and " t. (50)) are indeed equivalent.
