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Abstract
It is shown that if f or 1/f is a real entire function of infinite order of growth, with
only real zeros, then f ′′ + ωf has infinitely many non-real zeros for any ω > 0.
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1 Introduction
This paper concerns non-real zeros of linear differential polynomials in real meromorphic functions
in the plane, that is, meromorphic functions mapping R into R∪{∞}. Research into the existence
of non-real zeros of derivatives of real entire functions [2, 3, 5, 9, 10, 11, 17, 19] arose in large
part from the Wiman conjecture (proved in [3, 17, 19]) that if f is a real entire function and
f and f ′′ have only real zeros, then f belongs to the Laguerre-Po´lya class consisting of locally
uniform limits of real polynomials with real zeros. The following theorem from [13, 15] concerns
the related problem where f is the reciprocal of a real entire function with real zeros.
Theorem 1.1 ([13, 15]) Let f be a real meromorphic function in the plane, with finitely many
zeros and non-real poles, and not of the form f = SeP , with S a rational function and P a
polynomial. Then f ′′ has infinitely many non-real zeros.
The author conjectures that if f is as in the hypotheses of Theorem 1.1 then f (k) has infinitely
many non-real zeros for every k ≥ 2; some partial results in this direction may be found in [15].
The starting point of the present paper is the following theorem from [12].
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Theorem 1.2 ([12]) Let f be a real entire function of infinite order with finitely many non-real
zeros, and let ω be a positive real number. Then f ′′ + ωf has infinitely many non-real zeros.
For real entire functions of finite order with finitely many non-real zeros, the paper [12] also gave
a lower bound for the number of non-real zeros of f ′′+ωf in terms of the growth of f , matching
that for the number of non-real zeros of f ′′ conjectured by Wiman and proved in [19]. Examples
cited in [12] show that if ω < 0 then f ′′ + ωf can have only real zeros, or even none at all.
The present paper will prove a result which is more general than Theorem 1.2, encompassing
in particular the case where f is the reciprocal of a real entire function of infinite order with
real zeros. The proof will be considerably simpler than that in [12], utilising an idea from [15].
To state this result requires the Levin-Ostrovskii factorisation from [3, 17]. Let L be a real
transcendental meromorphic function in the plane such that all but finitely many poles of L are
real and simple and have residues of fixed sign. Then L has a representation
L = φψ (1)
in which φ and ψ are real meromorphic functions satisfying the following:
(A) the function φ has finitely many poles;
(B) every pole of ψ is real and simple and is a simple pole of L;
(C) either ψ ≡ 1 or ψ(H) ⊆ H , where H is the open upper half-plane {z ∈ C : Im z > 0}.
This is proved in detail in [3, pp.978-979] when all but finitely many poles of L are real and
simple with positive residues, and evidently extends to the case stated here.
Theorem 1.3 Let L be a real transcendental meromorphic function in the plane such that all
but finitely many poles of L are real and simple and have residues of fixed sign. Let φ and ψ be
as in (1) and (A), (B) and (C), and let a, b be positive real numbers. If φ is transcendental then
L′ + aL2 + b has infinitely many non-real zeros.
The simple example L(z) = tan z, a = b = 1, shows that the hypothesis that φ is transcendental
in (1) is not redundant in Theorem 1.3.
Corollary 1.1 Let f be a real meromorphic function of infinite order in the plane satisfying at
least one of the following: (i) f has finitely many poles and non-real zeros; (ii) f has finitely
many zeros and non-real poles.
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Let ω be a positive real number. Then f ′′ + ωf has infinitely many non-real zeros.
To deduce Corollary 1.1 from Theorem 1.3, set L = f ′/f , so that L′+L2+ω = (f ′′+ωf)/f ;
because f has infinite order, [3, Lemma 5.1] applied to f or 1/f shows that φ is transcendental
in (1). Since f(z) = sec z gives f ′(z)/f(z) = tan z and f ′′+ f = 2f 3 6= 0, the assumption that
f has infinite order cannot be deleted in Corollary 1.1 (see also [14, Theorem 1.5]).
2 Preliminaries
Lemma 2.1 ([4]) Let Ω be a plane domain. Let L be the family of all analytic functions L on
Ω such that Ψ2(L) + 1 = L
′ + L2 + 1 has no zeros on Ω. Then L is normal.
Lemma 2.1 is a special case of [4, Theorem 4]. ✷
The next lemma is a routine modification [12] of a standard result from Wiman-Valiron
theory [8].
Lemma 2.2 ([8]) Let the function φ be transcendental and meromorphic with finitely many
poles in the plane. Then there exist a positive function N(r) which tends to infinity with r and a
set E1 of finite logarithmic measure such that, if |z1| = r ∈ [1,∞)\E1 and |φ(z1)| ∼ M(r, φ) =
max{|φ(z)| : |z| = r}, then N(r) ≤ (logM(r, φ))2 and
φ(z) ∼ φ(z1)
(
z
z1
)N(r)
for
∣∣∣∣log zz1
∣∣∣∣ ≤ N(r)−7/12.
✷
3 Transcendental singularities of the inverse function
Throughout this section let G be a transcendental meromorphic function in the plane. Suppose
first that G(z) → a ∈ C ∪ {∞} as z →∞ along a path γ; then the inverse G−1 is said to have
a transcendental singularity over the asymptotic value a [1, 18]. If a ∈ C then for each ε > 0
there exists a component Ω = Ω(a, ε, G) of the set {z ∈ C : |G(z)− a| < ε} such that γ \ Ω is
bounded, these components being called neighbourhoods of the singularity [1]. Two paths γ, γ′
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on which G(z)→ a determine distinct singularities if the corresponding components Ω(a, ε, G),
Ω′(a, ε, G) are disjoint for some ε > 0. The singularity is called direct [1] if Ω(a, ε, G), for some
ε > 0, contains finitely many zeros of G−a, and indirect otherwise. A transcendental singularity
will be referred to as lying in an open set D if Ω(a, ε, G) ⊆ D for all sufficiently small positive ε.
Transcendental singularities over ∞ may be classified using 1/G.
The following lemma from [12] links the number of direct singularities lying in H = {z ∈ C :
Im z > 0} with the growth of the the Tsuji half-plane characteristic T(r, G) [6, 20].
Lemma 3.1 ([12]) Let G be a meromorphic function in the plane such that T(r, G) = O(log r)
as r →∞. Then there is at most one direct transcendental singularity of G−1 lying in H .
The following proposition is a stronger version of [12, Lemma 3.2], with a simpler proof. Here
B(a, r) denotes the open ball of centre a ∈ C and radius r > 0.
Proposition 3.1 Suppose that R ∈ (0,+∞) and the transcendental meromorphic function G
has no asymptotic values w with 0 < |w| < R < ∞, and finitely many critical values w with
|w| < R. Let A be a component of the set G−1(B(0, R)). Then the number of zeros of G in A,
counting multiplicities, plus the number of transcendental singularities of G−1 over 0, lying in A,
exceeds by at most 1 the number of zeros of G′ in A, again counting multiplicities.
Proof. It may be assumed that there exists a component A of G−1(B(0, R)) which contains a
finite number, M say, of zeros of G′, counting multiplicities, but also contains zeros u1, . . . , up
of G, repeated according to multiplicity, as well as q pairwise disjoint neighbourhoods Ωj(0, s, G)
of transcendental singularities of G−1 over 0, where s > 0 is small and M + 1 ≤ p + q < ∞.
It is not assumed at this stage that there are no other zeros of G, nor other transcendental
singularities of G−1 over 0, lying in A, nor even that the number of these is finite. Choose points
vj ∈ Ωj(0, s, G), for j = 1, . . . , q. Then u1, . . . , up, v1, . . . , vq may be joined to each other by
paths in A and so all lie in a compact connected subset of A on which |G(z)| ≤ S1, and hence
in a component B ⊆ A of G−1(B(0, S2)), for some S1, S2 with s < S1 < S2 < R.
These observations show that it is enough to prove that p + q ≤ M + 1 when G has no
critical or asymptotic values w with |w| = R. Let w1, . . . , wN be the critical values of G with
0 < |w| < R. Join each wj to a point w∗j on |w| = R by a straight line segment λj in the
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annulus 2s < |w| ≤ R, in such a way that these λj are pairwise disjoint; if the wj have distinct
arguments modulo 2pi, the λj may be taken to be radial segments, while if repetition occurs the
segments may be rotated slightly about wj . Let E0 = B(0, R) and, for m = 1, . . . , N , set
Em = E0 \
(
m⋃
j=1
λj
)
.
Since EN \ {0} contains no asymptotic nor critical values of G, a straightforward modification
of a standard argument from [18, p.287] shows that every component of G−1(EN ) is simply
connected, and contains either no zeros of G and one transcendental singularity of G−1 over 0,
or exactly one point at which G(z) = 0, which may be a multiple zero: for the details see [12].
To prove Proposition 3.1 it now suffices to establish the following lemma.
Lemma 3.2 If m ∈ {0, . . . , N} and C is a component of G−1(Em) contained in A, let Zm(C)
be the number of zeros of G in C, counting multiplicities, plus the number of neighbourhoods
Ωj(0, s, G) contained in C, and let Ym(C) be the number of zeros of G
′ in C, again counting
multiplicities. Then
Zm(C) ≤ 1 + Ym(C). (2)
Proof. The lemma will be proved by backwards induction, and (2) clearly holds when m = N .
Now suppose that 0 < m ≤ N , and that (2) holds whenever C is a component of G−1(Em)
contained in A.
Let D be a component of G−1(Em−1) contained in A, and take all points ζj in D with
G(ζj) = wm−1. If ζj is not a critical point, continuation of G
−1 along λm−1 gives a path σj
from ζj to ∂D. These paths σj are pairwise disjoint, because G has no critical values on λm−1
apart from wm−1 itself. Delete all of these σj from D; the set D
′ which is left is open and is still
connected, because if a path joining two points in D meets any of these σj , then it meets only
finitely many of them, and may be diverted around each without leaving D.
Now suppose that ζj ∈ D is a zero of G− wm−1 of multiplicity mj + 1 ≥ 2. Then there are
mj + 1 pre-images τj,k of λm−1 starting at ζj and joining ζj to ∂D. Here the τj,k for a given j
are disjoint, apart from their common starting point ζj , and those starting at distinct ζj do not
meet at all. Let t be small and positive and let Tj =
⋃mj+1
k=1 τj,k; then Uj = B(ζj, t) \ Tj has
mj + 1 components, and every ζ ∈ D can be joined initially to ζj by a path in D, and hence to
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a point in Uj by a path in D \ Tj . It follows that if the Tj are deleted one at a time from D′,
then each step increases the number of residual components by at most mj . Hence the number
r of components Cj of G
−1(Em) contained in D exceeds by at most 1 the the number of zeros
of G′ in D which are also zeros of G−wm−1. It now follows from the induction hypothesis that
Zm−1(D) ≤
r∑
j=1
Zm(Cj) ≤
r∑
j=1
(1 + Ym(Cj)) = r +
r∑
j=1
Ym(Cj) ≤ 1 + Ym−1(D).
✷
4 Proof of Theorem 1.3
Let L, φ, ψ, a, b be as in the hypotheses of Theorem 1.3 and suppose that L′ + aL2 + b has
finitely many non-real zeros. Writing L(z) = αM(βz), where α =
√
b/a and β =
√
ab, makes
it possible to assume that a = b = 1. The following estimate for the Tsuji characteristic of L
was deduced in [12, Lemma 4.1] from an argument of Tumura-Clunie type [7, Ch. 3]. Note that
[12, Lemma 4.1] was stated for the special case in which L = f ′/f , where f is an entire function
such that f and f ′′ + f has finitely many non-real zeros, but the proof depends only on L and
L′ + L2 + 1 having finitely many non-real poles and zeros respectively.
Lemma 4.1 (Lemma 4.1, [12]) The Tsuji characteristic of L satisfies
T(r, L) = O(log r) as r →∞. (3)
✷
Lemma 4.2 There exists a positive absolute constant c0 such that, for r ≥ 1, θ ∈ (0, pi),
1
5
|ψ(i)|sin θ
r
< |ψ(reiθ)| < 5|ψ(i)| r
sin θ
and
∣∣∣∣ψ′(reiθ)ψ(reiθ)
∣∣∣∣ ≤ c0r sin θ . (4)
Here the first estimate is standard [16, Ch. I.6, Thm 8′], while the second was deduced in [12]
from Bloch’s theorem. ✷
Lemma 4.3 The function φ has order at most 1.
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Proof. This follows from a well known argument of Levin and Ostrovskii [17] (see also [3,
Lemma 3.2] or [12, Lemma 2.5]). ✷
The proof in [12] made extensive use of the auxiliary function
F =
TL− 1
L+ T
, T (z) = tan z.
For the present paper it turns out to be simpler to work with
G(z) = e2iz
(
L(z)− i
L(z) + i
)
= −
(
F (z)− i
F (z) + i
)
. (5)
Straightforward computations show that |G(x)| = 1 for x ∈ R, and that
G′(z) =
2ie2iz(L′(z) + L(z)2 + 1)
(L(z) + i)2
has finitely many zeros in C \ R, as well as that
Y = {z ∈ H : L(z) ∈ H} ⊆W = {z ∈ H : |G(z)| < 1}. (6)
There now follows a sequence of lemmas which together show that G has finitely many
asymptotics values α ∈ B(0, 1) approached along paths tending to infinity in H , using a method
which substantially simplifies the approach in [12]. For α ∈ B(0, 1), use (5) to define sα by
sα(z) =
G(z)− α
e2iz −G(z) =
1
2i
(
L(z)− i− αe−2iz(L(z) + i)) . (7)
Then sα has finitely many non-real poles.
Lemma 4.4 Let α, β ∈ B(0, 1) satisfy α 6= β. Then there exists c1 > 0 such that if z ∈ H and
|z| is large then |sα(z)| + |sβ(z)| ≥ c1.
Proof. Assume that there exists a sequence zn → ∞ in H such that |sα(zn)| + |sβ(zn)| → 0.
Since |e2izn | ≤ 1 in (7), it must be the case that G(zn) = O(1), from which it follows that
G(zn)→ α and G(zn)→ β, which is impossible. ✷
Lemma 4.5 Let α, β ∈ B(0, 1) satisfy α 6= β, and let c2 > 0. Then there exists c3 > 0 such
that if zn →∞ in H with |e2izn − α| ≥ c2 and G(zn)→ α then sα(zn)→ 0 and |sβ(zn)| ≤ c3.
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Proof. This follows from (7) and the fact that 2|e2izn −G(zn)| ≥ c2 for all large n. ✷
Lemma 4.6 Let α1, . . . , αN ∈ B(0, 1)\{0} be pairwise distinct, and let G(z)→ α1 on a path γ
tending to infinity in H . Then there exists a path λ tending to infinity in H on which sα1(z)→ 0
and sαj (z) is bounded for j = 2, . . . , N .
Proof. Evidently there exists q > 0 such that the solutions of e2iz = α1 are an = npi+ iq, n ∈ Z.
Let ε be small and positive. Then Lemma 4.5 shows that sα1(z) is small, and the remaining
sαj (z) are uniformly bounded, for all z ∈ γ such that |z| is large and z lies outside the union of
the discs B(an, ε).
It may therefore be assumed that γ meets the disc B(an, ε) for all n in an unbounded set
E ⊆ Z, since otherwise there is nothing further to prove. Then for each n ∈ E there exists a
simple subpath σn of γ which lies in the annulus 2ε ≤ |z − an| ≤ 4ε and joins the two boundary
circles. Lemma 4.5 implies that
lim
|n|→∞,n∈E
τn = 0, τn = max{|G(z)− α1|+ |sα1(z)| : z ∈ σn}. (8)
Moreover, there exists a positive constant C, independent of n ∈ E, such that the harmonic
measure ω(z, σn, B(an, 4ε) \ σn) is at least C for |z − an| ≤ ε.
Let E1 be the set of n ∈ E such that |n| is large and there exists z1 in B(an, 4ε) with
|L(z1)| ≤ 2. Since the functions Ln(z) = L(an+z), n ∈ E1, satisfy Ln 6=∞ and L′n+L2n+1 6= 0
on B(0, 8ε), Lemma 2.1 and (7) deliverK1, K2 > 0, independent of n, such that |L(z)| ≤ K1 and
|sαj (z)| ≤ K2 for z in B(an, 4ε), n ∈ E1 and j = 1, . . . , N . This makes u1(z) = log |sα1(z)/K2|
subharmonic and non-positive on B(an, 4ε), and a standard combination of (8) with the two
constants theorem [18] yields, for |z − an| ≤ ε,
u1(z) ≤ C log
(
τn
K2
)
, |sα1(z)| ≤ K2
(
τn
K2
)C
.
Thus for n ∈ E1 and z ∈ γ ∩B(an, ε), the function sα1(z) is small, by (8), while |sαj (z)| ≤ K2
for j = 2, . . . , N .
It remains only to deal with n ∈ E\E1 such that |n| is large. These n are such that |L(z)| > 2
for all z in B(an, 4ε), and hence |G(z)| ≤ 3 there, by (5). This time u2(z) = log |(G(z)−α1)/4|
is subharmonic and non-positive on B(an, 4ε), and combining (8) with the two constants theorem
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yields |G(z)− α1| ≤ 4
(τn
4
)C
for |z− an| ≤ ε. Thus for |z− an| = ε, where n ∈ E \E1 and |n|
is large, (8) and Lemma 4.5 imply that sα1(z) is small, and the remaining sαj (z) are uniformly
bounded. The proof is now completed by replacing any part of γ which enters and leaves B(an, ε),
where |n| is large and n ∈ E \ E1, by an arc of the circle |z − an| = ε. ✷
Lemma 4.7 There do not exist pairwise distinct α1, α2, α3 ∈ B(0, 1)\{0} such that G(z) → αj
along a path γj tending to infinity in H .
Proof. Assume the contrary: then Lemma 4.6 gives paths λ1, λ2, λ3 inH such that sαj (z) tends to
0, while the remaining sαk(z) are bounded, as z →∞ on λj. Hence Q(z) = sα1(z)sα2(z)sα3(z)
tends to 0 on each λj.
Choose a large R ∈ (0,∞). It may be assumed that the λj start on |z| = R and divide
{z ∈ H : |z| > R} into four disjoint unbounded domains D0, . . . , D3, such that λj separates
Dj−1 from Dj for j = 1, 2. Suppose first that, as z tends to infinity in D1, the function Q(z)
is bounded, and so tends to 0 by the Phragme´n-Lindelo¨f principle. Lemma 4.4 implies that
|sα2(z)sα3(z)| > |sα1(z)| as z → ∞ on λ1, while |sα1(z)| > |sα2(z)sα3(z)| as z → ∞ on λ2.
Hence there exists z ∈ D1, with |z| arbitrarily large, Q(z) small and |sα1(z)| = |sα2(z)sα3(z)|.
But this implies that sα1(z) and at least one of sα2(z), sα3(z) are both small, which contradicts
Lemma 4.4.
It follows thatQ(z) is unbounded as z tends to infinity inD1 and, by the same argument, inD2
also, so thatQ−1 has at least two direct singularities over∞, lying inH . Since T(r, Q) = O(log r)
as r →∞, by (3) and (7), this contradicts Lemma 3.1. ✷
Lemma 4.8 If G−1 has a transcendental singularity over a ∈ B(0, 1), lying in H , then the
singularity is direct.
Proof. This follows from Lemma 4.7, the fact that G′ has finitely many non-real zeros, and the
standard classification of isolated singularities of the inverse function [18, p.287]. ✷
Lemma 4.9 If G−1 has a direct transcendental singularity over a ∈ B(0, 1), lying in H , then
a = 0. Moreover, L has finitely many asymptotic values in C \R, and L−1 cannot have a direct
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transcendental singularity over a ∈ C \ R. Finally, there exists θ ∈ (pi/4, 3pi/4) such that L has
no critical or asymptotic values on the open half-line R+ given by w = i+ teiθ, 0 < t < +∞.
Proof. This is mainly just a modification of [12, Lemma 5.1], and so the proof will only be
sketched. Let g be G or L, and assume that g−1 has a direct transcendental singularity over
a ∈ C, lying in H , with 0 < |a| < 1 if g = G, and a ∈ C \ R if g = L. Let δ1, δ2 be small
and positive. Then there exists a component D ⊆ H of {z ∈ C : |g(z) − a| < δ1} such that
g(z) 6= a on D and
v(z) = log
δ1
|g(z)− a| (z ∈ D), v(z) = 0 (z ∈ C \D),
defines a subharmonic function on C. Because T(r, g) = O(log r) as r →∞ by (3) and (5), an
argument as in [12, (2.2)] shows that v has order of growth at most 1.
By Lemma 4.3, there exists a real rational function R1, with at most a simple pole at infinity,
such that φ1(z) = z
−2(φ(z)−R1(z)) is entire and transcendental of order at most 1. Let C be a
component of the set {z ∈ C : |φ1(z)| > 1}. If z ∈ C and |z| is large, and δ2 < | arg z| < pi−δ2,
then combining (1), (4) and (5) shows that L(z) = L(z¯) is large, and that neither z nor z¯
lies in D, nor obviously in the reflection of D across R. For s > 0 denote by θC(s), θD(s)
the angular measure of the intersection of C, respectively D, with the circle |z| = s. Then
θC(s) + 2θD(s) ≤ 2pi+4δ2 for large s. Because v and φ1 both have order at most 1, a standard
application of the Cauchy-Schwarz inequality and Carleman’s estimate for harmonic measure,
exactly as in [12, Lemma 5.1], leads to a contradiction.
Next, L cannot have infinitely many asymptotic values a ∈ C \ R because otherwise L−1
would have at least two direct transcendental singularities over ∞, lying in H , which by (3)
contradicts Lemma 3.1. The existence of θ follows at once. ✷
The remainder of the proof uses an idea from [15], based on applying the Wiman-Valiron
theory [8] to φ.
Lemma 4.10 There exist arbitrarily large r, as well as z0 satisfying |z0| = r, such that, with
N(r) as in Lemma 2.2,
L(z) ∼ ψ(z0)φ(z0)
(
z
z0
)N(r)
,
|L(z)| ≥ M(r, φ)
rN(r) exp(N(r)1/4)
≥M(r, φ)1/2, (9)
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for all z in
Qr =
{
z ∈ C :
∣∣∣∣log zz0
∣∣∣∣ ≤ N(r)−3/4
}
.
Furthermore, r and z0 may be chosen so that Qr is contained in a component D of W .
Proof. Apply Lemma 2.2 to the transcendental function φ; since φ is real it may be assumed
that Im z1 ≥ 0. This makes it possible to choose z0 so that
|z0| = r, N(r)−2/3 ≤ arg z0 ≤ pi −N(r)−2/3, (10)
and such that |φ(z0)| ∼M(r, φ) and
φ(z) ∼ φ(z0)
(
z
z0
)N(r)
for all z ∈ Qr, which then yields (9) via (1), (4) and Lemma 2.2.
To show that Qr is contained in a component D of W , take z ∈ Qr and observe that (10)
gives 2 Im z ≥ N(r)−2/3, since r is large. Now Lemma 2.2, (5) and (9) yield
G(z) = e2iz · 1− i/L(z)
1 + i/L(z)
= e2iz(1 + ε1(z)), |ε1(z)| ≤M(r, φ)−1/4,
log |G(z)| ≤ −N(r)−2/3 +M(r, φ)−1/8 < 0.
✷
Lemma 4.11 Let N2 be a large positive integer. Then for large enough r as in Lemma 4.10
there exist S > 0 and pairwise distinct wj ∈ Qr, for j = 1, . . . , N2, each satisfying L(wj) =
i+ Seiθ ∈ R+, where θ and R+ are as in Lemma 4.9.
For each j ∈ {1, . . . , N2}, let σj be the component of L−1(R+) with wj ∈ σj. Then the
σj are pairwise disjoint and lie in the same component D of W as Qr, and each is mapped
univalently onto R+ by L. Furthermore, at least one of the σj has the property that as w → i
on R+ the pre-image z = L−1(w) ∈ σj tends to infinity in D.
Proof. Let r be large and as in Lemma 4.10. On Qr use (9) to write
ζ = log
z
z0
, g(z) = log(L(z)− i) = logL(z) + o(1) = N(r)ζ + logL(z0) + o(1).
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Since |N(r)ζ | = N(r)1/4 on ∂Qr, Rouche´’s theorem implies that g(Qr) contains the closed disc
of centre logL(z0) and radius N(r)
1/8. This gives N2 distinct points wj ∈ Qr, all satisfying
L(wj) = i+Se
iθ for some large positive S, where θ is as in Lemma 4.9, and hence L(wj) ∈ R+.
The next three assertions follow from the fact that L−1 has no singular values on R+, by the
choice of θ, and the inclusions wj ∈ Qr ⊆ D and (6). Now, as w → i on R+ the pre-image
z = L−1(w) ∈ σj lies in D and tends either to a zero of L− i, which by (5) is a zero of G in D
of the same multiplicity, or to infinity. It then follows from Proposition 3.1 and the fact that N2
is large that z = L−1(w) must tend to infinity for at least one of these j. ✷
Thus L(z) tends to i along a path µ tending to infinity in the component D of W . This
gives t ∈ (0, 1/2) and a neighbourhood Ω(t) of a transcendental singularity of L−1 over i, such
that µ \ Ω(t) is bounded. Moreover, Ω(t) lies in H , and so in Y ⊆ W , and hence in D. By
Proposition 3.1 and (5), G and L− i have finitely many zeros in D. But this implies that L−1
has a direct transcendental singularity over i, which contradicts Lemma 4.9, and thereby proves
Theorem 1.3. ✷
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