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ABSTRACT 
 
Auditory stimuli are processed in parallel frequency-tuned circuits, beginning in 
the cochlea. Auditory nerve fibers impart this ‘tonotopic’ organization onto nucleus 
magnocellularis (NM), a division of the cochlear nucleus specialized for maintaining and 
improving temporal representation of the acoustic waveform. Auditory neurons primarily 
perform this task by phase-locking, whereby spikes occur at a particular phase of the 
auditory stimulus. NM’s sole target is nucleus laminaris (NL), which performs binaural 
comparisons of input timing in order to localize sound stimuli. Therefore, NM’s sole 
function is to preserve and improve its spike timing precision over a broad range of 
stimulus frequencies and intensities. 
Though all NM neurons perform this task, synaptic and membrane properties 
differ along the tonotopy, and thus may confer computational specificity. Low 
characteristic frequency (LCF) neurons receive many subthreshold auditory nerve fiber 
inputs and have a low spike threshold, while high characteristic frequency (HCF) neurons 
receive only 1-2 large endbulb synapses and have much higher thresholds. In this study, I 
investigate the tonotopic distribution of synaptic and membrane properties in NM, and 
demonstrate a functional interaction that enables temporally optimal output to NL. First, I 
show that auditory nerve inputs to LCF neurons are less effective at driving high stimulus 
rates, and are more susceptible to short-term synaptic depression than inputs to HCF 
neurons due to a higher vesicle release probability. Then, I demonstrate that the 
integrative properties of the postsynaptic membrane are tonotopically distributed in a way 
that improves phase-locking. HCF neurons select for more temporally synchronous input 
than their LCF counterparts, and are thus better able to discriminate between inputs 
	 2	
associated with successive stimulus periods. 
Together, these data suggest that NM neurons preserve temporal precision by 
using different computational strategies along the tonotopy. LCF neurons integrate many 
converging subthreshold inputs and improve phase-locking to low frequency stimuli, 
while rapid membrane properties likely allow HCF neurons to relay the spike timing of a 
single robust input in order to represent high frequency stimuli. 
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Chapter 1: 
 
Introduction to Auditory Processing 
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Introduction to Auditory Processing 
A common feature of sensory 
systems is that the organizing principles of 
sensory epithelia are recapitulated in 
downstream neural circuitry. Neurons with 
similar receptive fields that innervate 
adjacent areas of a sensory epithelium tend 
to project to adjacent areas in the brain. The motor and somatosensory ‘homunculi’ of 
the cortex, and the retinotopic map of the visual field are common examples of how 
spatial selectivity originates at the sensory surface. In contrast, the primary organizing 
principle of auditory processing, beginning in the cochlea, is stimulus frequency 
(Galambos and Davis, 1943; Rose et al., 1959; Manley et al., 1991a). This robust, 
frequency-specific topographic representation is known as tonotopy (Fig. 1.1). 
Auditory nerve cells fire in response to sound stimuli, and their individual spikes 
occur at integer multiples of the stimulus period, a property known as phase-locking (Fig. 
1.2)(Gerstein and Kiang, 1960; Rose et al., 1967; Sachs et al., 1974). Auditory nerve 
inputs to the cochlear nucleus provide secure axosomatic inputs via endbulb-like 
synapses that bypass most dendritic and capacitive filtering via their anatomy and large 
amplitude (Parks and Rubel, 1975; 1978; Oertel, 1983; Sento and Ryugo, 1989; Zhang 
and Trussell, 1994a). These target cells phase-lock in both mammalian anteroventral 
cochlear nucleus (Lavine, 1971; Goldberg and Brownell, 1973) and their avian analog, 
Nucleus Magnocellularis (NM) (Boord and Rasmussen, 1963; Sachs and Sinnott, 1978; 
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Sullivan and Konishi, 1984; Warchol and Dallos, 1990). 
One benefit of response properties that include a phase-locking component, in 
contrast to the more commonly observed simple rate code, is that spikes represent fine 
temporal aspects of the sound stimulus. This is important because selectivity for spatial 
location of an auditory stimulus on the azimuth is computed via interaural time difference 
(ITD) of sound arrival at each ear (Jeffress, 1948; Searle et al., 1976; Knudsen and 
Konishi, 1979). Sensitivity to ITDs is an emergent property of cochlear nucleus targets in 
the mammalian medial superior olive and avian nucleus laminaris via comparison of 
bilateral phase-locked inputs (Goldberg and Brown, 1969; Hackett et al., 1982; Yin and 
Chan, 1990; Overholt et al., 1992; Fitzpatrick et al., 1997). For neurons making a 
bilateral ITD comparison, timing errors in the phase-locking of their inputs known as 
jitter limit ITD sensitivity. Therefore, the phase-locked output from the cochlear nucleus 
must be as precise as possible. Interestingly, cochlear nucleus neurons enhance the 
temporal coding of auditory nerve inputs for low frequency stimuli (<500-800 Hz) (Joris 
et al., 1994; Paolini et al., 2001; Fukui et al., 2006), 
which can be observed by comparing the spike timing 
in Figure 1.2 A and B. This improvement in phase-
locking is thought to be achieved through a 
combination of the convergence of multiple 
subthreshold inputs (Rothman et al., 1993; Xu-
Friedman and Regehr, 2005; Joris and Smith, 2008; 
Kuba and Ohmori, 2009) and the rapid time constant of 
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cochlear nucleus neurons’ postsynaptic membrane, which limits temporal summation of 
the aforementioned inputs and enables high firing rates (Wu and Oertel, 1984; Manis and 
Marx, 1991; Oertel, 1991; Reyes et al., 1994; Zhang and Trussell, 1994b). 
Auditory neurons responding to converging phase-locked synaptic inputs must 
perform two tasks: integrate stimulus-driven inputs to improve phase-locked output, and 
simultaneously prevent summation across stimulus periods. At low stimulus frequencies, 
the synaptic integration window within which multiple inputs could arrive is relatively 
unconstrained by the long stimulus period length, so phase locking could benefit from 
summation. However, at high stimulus frequencies, the brief stimulus period encroaches 
upon the integration window, and may impose a limit on potential synaptic integration. 
Computational strategies for encoding phase-locked inputs may therefore be frequency-
specific, whereby low frequency signals would benefit from many small, depressed 
inputs and a slow membrane time constant, while higher frequency stimuli would 
necessitate only a few large inputs and a rapid postsynaptic membrane. 
The chick brainstem presents unique benefits to the study of auditory processing 
along the tonotopic axis, since each neuron’s tonotopic position, or characteristic 
frequency (CF), is easily identified in a slice preparation according to anatomical position 
(Rubel and Parks, 1975). Synaptic and membrane properties exhibit a wide range of 
characteristics, such that a few large synapses project to leaky, high CF neurons, while 
many small synapses project to more excitable, low CF neurons. 
This organization leads me to the question: are tonotopic adaptations in the 
cochlear nucleus specific to stimulus frequency? and if so, what are the specific 
contributions of synaptic and membrane physiology to phase-locking?  
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Tonotopy Originates at the Cochlea 
The auditory epithelium within the cochlea, the basilar papilla, is arranged such 
that hair cells, from base to apex, respond to progressively lower frequencies. In this way, 
sound frequency is transduced topographically. Auditory nerve fibers innervate the 
basilar papilla, and spike at a specific phase of the stimulus period. This phenomenon is 
known as phase-locking (Fig. 2), and target neurons in the cochlear nucleus faithfully 
reproduce this patterned input. The timing of an action potential is therefore directly tied 
to the external stimulus. One consequence of the frequency-to-place code is that stimuli 
of different frequencies are processed in parallel frequency-tuned circuits. Low CF 
neurons therefore respond with phase-locked spikes only to low frequency stimuli, while 
high CF neurons phase-lock to high frequency stimuli. 
The logarithmic arrangement of frequency responses along the basilar papilla 
means that the stimulus periods that auditory neurons lock to spans three orders of 
magnitude. Chickens respond to sound in the range of 10 - 5,000 Hz, leading to range of 
stimulus periods from 100 ms to 0.2 ms (Gray and Rubel, 1985; Warchol and Dallos, 
1989; Saunders and Salvi, 1993). The resultant physiological constraints at either end of 
the tonotopy are necessarily distinct. A stimulus period in the tens of milliseconds 
provides ample time for summation of multiple synaptic inputs, but risks multiple, poorly 
timed responses during a single period. In contrast, a period duration in the microseconds 
is narrower than the jitter of unitary fibers (measured as the standard deviation of spike 
time), risking summation of inputs across multiple periods. That middle CF NM neurons 
phase-lock more precisely than either low or high CF neurons suggests that these 
limitations are real and powerful. However, neurons in NM show significant phase-
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locking in vivo up to 3.2 kHz (Fukui et al., 2006). The postsynaptic targets of NM, the 
binaurally sensitive neurons in NL, phase-lock up to 4 kHz (Nishino et al., 2008), 
suggesting that precise spike timing is present, necessary, and relevant across the 
tonotopy, and that high frequency phase-locking can be achieved through computation. 
How is this phase-locking achieved in the presence of such broad tonotopically varying 
constraints? Several tonotopically distributed anatomical and electrical properties, which 
will be described below, hint that NM may use multiple stimulus-specific synaptic 
integration strategies. 
 
Synaptic Inputs to NM are Tonotopically Heterogeneous 
Each auditory nerve fiber 
projects exclusively to one NM 
neuron, and produces relatively 
large synaptic currents (Parks, 
1981; Jhaveri and Morest, 1982). A 
gradient of input number per NM neuron is superimposed on the tonotopic axis, whereby 
one to two high CF fibers innervate rostromedial neurons (Fig. 1.3Ai), while more than 
eight low CF inputs innervate caudolateral neurons (Fig. 1.3Bi). Additionally, the 
presynaptic terminals of these inputs are morphologically distinct. The few inputs to high 
CF neurons are endbulb-like, with exceptionally large excitatory postsynaptic currents 
(EPSCs) that exceed 10 nA. Alternatively, the more abundant inputs to low CF neurons 
are punctate-like, with tenfold-smaller EPSCs (Fukui and Ohmori, 2004).	
One known feature of synaptic physiology that has not been investigated across 
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the tonotopic axis is short-
term synaptic plasticity, a 
property of synapses that 
allows for dynamic changes 
in input amplitude that are 
dependent on recent activity. 
NM responses to auditory nerve spikes exhibit short-term synaptic depression (STD) in 
response to the high firing (Zhang and Trussell, 1994a). STD is characterized here by a 
reduction in EPSC amplitude following rapid stimulation of the presynaptic fiber at rates 
upwards of 50 Hz, which is recovered within roughly 10 seconds.  
STD functions in many ways in the auditory brainstem. In bushy cells of the 
mammalian anteroventral cochlear nucleus (analogous to NM neurons), STD reduces the 
amplitude of poorly timed inputs relative to well-timed inputs (Yang and Xu-Friedman, 
2009). STD also functions to reduce the amplitude of each individual EPSC during 
periods of high entrainment, when inputs are more likely to arrive together within a 
single period (Kuba et al., 2002; Cook et al., 2003). Finally, it is important to consider 
that the magnitude of EPSCs observed in vitro and their depression observed under 
repetitive stimulation are artificially large, since a constant background of spontaneous 
activity locks synapses into a permanent, semi-depressed state (Hermann et al., 2007; 
Lorteije et al., 2009; Kuenzel et al., 2011). A consequence of persistent depression is that 
the synapse operates at the fastest part of its recovery curve, so that even a single skipped 
pulse during ongoing stimulation increases the amplitude of the next EPSC and resultant 
spike probability (Yang and Xu-Friedman, 2015).  
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Short-Term Synaptic Depression Arises Through Several Mechanisms 
The broad range in presynaptic anatomy, from the large endbulbs of Held onto 
HCF neurons to the much smaller inputs to LCF neurons, suggests that the physiology of 
auditory nerve inputs to NM may not be uniform. To investigate differences in short-term 
synaptic plasticity, it is first important to outline the underlying mechanisms that may 
contribute to changes in EPSC amplitude during repeated stimuli.	Synaptic transmission 
takes place when a spike innervates a presynaptic terminal (Fig. 1.5).	Vesicles that 
contain neurotransmitter, such as glutamate, exist in the presynaptic terminal in 
functionally defined pools. The readily releasable pool (RRP) contains vesicles capable 
of immediate release from a release site following a presynaptic spike, and depletion of 
these vesicles contributes to STD (Liley and North, 1953; von Gersdorff and Matthews, 
1997). The RRP size is determined by the number of vesicle release sites available at the 
rested synapse (N0), while the 
probability that each loaded release site 
releases a single vesicle is known as 
release probability (PR). While recent 
evidence suggests that release sites at 
some synapses are capable of releasing 
multiple vesicles in response to a single 
presynaptic spike (Rudolph et al., 
2015), we saw no evicence of 
multivesicular release and therefore 
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here analysis is constrained by assuming univesicular release. Following vesicle 
depletion, the fraction of occupied release sites is represented as ON, and the rate of 
vesicle recovery is represented as τrec. Since vesicle release cannot be measured directly, 
EPSC amplitude is used as a proxy. Therefore, miniature EPSC amplitude in response to 
release of unitary vesicles is represented in pA as q. This method is confounded by the 
fact that postsynaptic receptors may desensitize and close even when neurotransmitter 
remains bound, so the fraction of nondesensitized receptors must be represented as β, and 
the rate of recovery from desensitization is represented as τβ. EPSC amplitude as 
measured by whole-cell patch clamp methods is therefore well described by Equation 1: 
 
[1] 𝐸𝑃𝑆𝐶%&'()*+,- = 𝑁0 ∗ 𝑃2 ∗ 𝑞 ∗ 𝑂5 ∗ 𝛽 
 
For a rested synapse, the values for 𝑂5 (fraction of occupied release sites) and 𝛽 (fraction 
of nondesensitized receptors) are both 1, and the equation for EPSC amplitude simplifies 
to the product of the total number of release sites (𝑁0), the average release probability 
(𝑃2), and the postsynaptic response to each quantal release (𝑞) shown in Equation 2: 
 
[2] 𝐸𝑃𝑆𝐶%&'()*+,- = 𝑁0 ∗ 𝑃2 ∗ 𝑞 
 
Once an EPSC has occurred, vesicle release sites have been depleted, and postsynaptic 
receptors are desensitized. The expanded Equation 3 below describes the synapse at time 
t following the first event:  
 
[3] 𝐸𝑃𝑆𝐶%&'()*+,- = 𝑁0 ∗ 𝑃2 ∗ 𝑞 ∗ 
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1 − 𝑃2 ∗ 𝑒: *;<=> 		 ∗ 		 1 − (1 − 𝛽) ∗ 𝑒: *;B  
 
Since the magnitude of receptor desensitization (𝛽) depends on the fraction of vesicles 
released, 𝛽 = 1 − 𝐴 ∗ 𝑃2D, where A and B are receptor-dependent scaling factors, and the 
final Equation 4 becomes the following: 
 
[4] 𝐸𝑃𝑆𝐶%&'()*+,- = 𝑁0 ∗ 𝑃2 ∗ 𝑞 ∗ 1 − 𝑃2 ∗ 𝑒: *;<=> 		 ∗ 		 1 − 1 − 1 − 𝐴 ∗ 𝑃2D ∗ 𝑒: *;B  
 
Note that immediately following the event at t = 0, 𝑒:*/; = 1, and terms for 𝑂5 and 𝛽 
evaluate to [1 − 𝑃2] and 𝛽, respectively. However as t approaches infinity, 𝑒:*/; 								 0, 
so 𝑂5 and 𝛽 approach unity, and the synapse returns to its rested state in Equation 2 in 
accordance with the time constants τrec and τβ. The most important conclusion from this 
mathematical description of STD is that there are only three temporally-sensitive 
mechanisms by which the kinetics of STD can be modulated: PR, τrec, and τβ. Since STD 
can be represented mathematically, its mechanisms can be readily studied using fairly 
simple physiology, whereby EPSC amplitude is used to approximate presynaptic vesicle 
release. I therefore constrain my predictions for investigating the mechanisms of STD to 
the following: 
 
N0 RRP	size	(number	of	vesicle	release	sites)	 Scales absolute amplitude, no effect on STD 
PR Release probability (0-100%) Larger PR would increase STD 
q Quantal content (pA) Scales absolute amplitude, no effect on STD 
τrec Recovery from vesicle depletion (ms) Faster τrec would reduce STD 
τβ Recovery from receptor desensitization (ms) Faster τβ would reduce STD 
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From a functional perspective, the short stimulus period of high CF neurons may 
have a preferential arrangement that includes terminals which resist STD so that unitary 
fibers drive spiking more effectively. I therefore predict High CF synapses to exhibit less 
STD than their low CF counterparts, modulated by a combination of PR, τrec, and τβ. In 
NM, the kinetics of individual postsynaptic potentials following auditory nerve 
stimulation is due in part to rapid desensitization of postsyanptic AMPA receptors 
(Raman and Trussell, 1992; Trussell et al., 1993), and in part to a fast postsynaptic 
membrane time constant. A description of differences in STD of auditory nerve inputs to 
NM cannot alone provide an understanding of how NM response properties are 
influenced, since tonotopic differences in excitability could eliminate or magnify changes 
in input magnitude. I therefore next consider how membrane properties influence 
synaptic integration. 
 
Membrane Physiology of NM is Tonotopically Heterogeneous 
NM neurons have many properties that make them ideal for phase-locking to 
synaptic input. The electrical properties of NM membranes are relatively fast due to high 
expression of low-voltage-activated potassium channels (KLVA), which lower input 
resistance in response to depolarization. This prevents summation of asynchronous inputs 
by quickly returning a depolarized membrane to baseline, and limits membrane responses 
to strong inputs to a single spike (Rubel and Parks, 1975; Reyes et al., 1994; Rathouz and 
Trussell, 1998). NM neurons also have a particular sensitivity to rapid voltage changes, 
allowing them to function as a monaural coincidence detector (Slee et al., 2005). More 
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recent investigation has determined that what’s important is not only whether or not the 
neuron spikes in response to synaptic input, but how quickly the neuron can subsequently 
receive new input. Following not only a spike but also a failure, NM neurons become 
refractory and unable to fire again for a period of time (Howard and Rubel, 2010). 
While all NM neurons perform similar functions, small differences in response 
properties exist along the tonotopy that may confer computational specificity. LCF 
neurons have smaller KLVA than HCF neurons, and are therefore more excitable with 
lower input thresholds (Fukui and Ohmori, 2004). That a gradient in neuron excitability 
extends opposite the gradient of input amplitude opens a question: why would LCF 
neurons receive small inputs with a low spike threshold, while HCF neurons receive 
much larger endbulb inputs and have a much higher spike threshold? To address this 
question, it is important to consider the membrane time constant (Fig. 1.6). This figure 
displays the potential of three circuits in response to a 100 pA current injection (Iinj). 
Each circuit consists of a 30 pF capacitor (Cmem) in parallel with a resistor of varying 
resistance, and is electrically equivalent to a passive membrane. The steady-state 
magnitude of a voltage deflection is proportional to input resistance (Rin), as described in 
Equation 5, so that small Rin results in a small voltage deflection (Fig. 1.6 A). 
[5] 𝑉J-K(-L*)MN = 𝐼)NP ∗ 𝑅)N 
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Importantly, changes to Rin also affect the speed that the voltage deflection 
reaches steady state, measured as the membrane time constant, τmem, or the time required 
for the voltage deflection to reach roughly 63.2% of the steady state value. The 
membrane time constant is also proportional to Rin, so that a small Rin results in a rapid 
membrane time constant, as described in Equation 6 (Fig. 1.6 B). 
[6] 𝜏&-& = 𝑅)N ∗ 𝐶&-&	
Most importantly, then, the tonotopic gradient of input resistance in NM may 
function specifically to speed membrane responses to synaptic input, while auditory 
nerve input amplitude may be scaled to maintain a constant response amplitude. NM 
therefore presents a unique opportunity to study how small variations in postsynaptic 
membrane properties interact with a multitude of synaptic input arrangements to 
represent sensory stimuli in a frequency-dependent way. To understand if this gradient 
has functional implications for processing phase-locked input, I first characterized 
membrane response properties to sub- and superthreshold inputs. I then experimentally 
evaluated how the NM membrane kinetics across the tonotopy affect spike timing to 
varying numbers of phase-locked inputs.
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Abstract 
 In the auditory system, sounds are processed in parallel frequency-tuned 
circuits, beginning in the cochlea. Activity of auditory nerve fibers reflects this 
frequency-specific topographic pattern, known as tonotopy, and imparts frequency tuning 
onto their postsynaptic target neurons in the cochlear nucleus. In birds, cochlear nucleus 
magnocellularis (NM) neurons encode the temporal properties of acoustic stimuli by 
"locking" discharges to a particular phase of the input signal.  Physiological 
specializations exist in gradients corresponding to the tonotopic axis in NM that reflect 
the characteristic frequency (CF) of their auditory nerve fiber inputs. One feature of NM 
neurons that has not been investigated across the tonotopic axis is short-term synaptic 
plasticity. NM offers a rather homogenous population of neurons with a distinct 
topographical distribution of synaptic properties that is ideal for the investigation of 
specialized synaptic plasticity. Here we demonstrate for the first time that short-term 
synaptic depression (STD) is expressed topographically, where unitary high CF synapses 
are more robust with repeated stimulation.  Correspondingly, high CF synapses drive 
spiking more reliably than their low CF counterparts. We show that postsynaptic AMPA 
receptor desensitization does not contribute to the observed difference in STD. Further, 
rate of recovery from depression, a presynaptic property, does not differ tonotopically. 
Rather, we show that another presynaptic feature, readily releasable pool (RRP) size, is 
tonotopically distributed and inversely correlated with vesicle release probability.  
Mathematical model results demonstrate that these properties of vesicle dynamics are 
sufficient to explain the observed tonotopic distribution of STD.  
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Introduction 
Short-term synaptic depression (STD) is a fundamental property expressed 
throughout the nervous system. Mechanisms of STD have been investigated at diverse 
synapses including the neuromuscular junction (Liley and North, 1953; Elmqvist and 
Quastel, 1965; Betz, 1970), the squid giant synapse (Kusano and Landau, 1975), the 
climbing fiber to Purkinje cell synapse (Dittman and Regehr, 1998; Xu-Friedman et al., 
2001), and the calyx of Held (Wu and Borst, 1999; Neher and Sakaba, 2001). STD is 
computationally significant because synaptic efficacy is highly dependent on recent 
activity.  This is particularly important for temporally sensitive neurons like those in the 
auditory pathway that receive relatively few synaptic inputs, where each input has a large 
influence on postsynaptic spike probability. We therefore investigated synaptic efficacy 
in topographically organized auditory synapses.  
Sound processing occurs in parallel circuits organized according to the frequency 
to which neurons are most sensitive.  This "tonotopic" organization originates in the 
cochlea, where auditory nerve (nVIII) fibers inherit their tuning from their hair cell 
inputs.  Lower frequency (< 2 kHz) nVIII fibers also encode temporal information by 
"locking" discharges to a particular stimulus phase (Warchol and Dallos, 1990; Köppl, 
1997; Fukui et al., 2006), and precise phase-locking is necessary for binaural 
computations of sound source location. These nVIII fibers synapse onto nucleus 
magnocellularis (NM), a division of the cochlear nucleus in birds. 
Neurons in NM are arranged along a tonotopic rostro-caudal axis (Rubel and 
Parks, 1975). Frequency tuning imparts a gradient of temporal constraints at synapses 
along this axis with respect to phase-locking, in that the stimulus period varies over 
	 19	
orders of magnitude.  Accordingly, several anatomical and physiological features of NM 
neurons vary systematically by tonotopic position.  For example, high characteristic 
frequency (CF) neurons (> 2500 Hz) receive only a few large nVIII inputs, while low CF 
neurons (< 500 Hz) receive 8-10 small inputs (Köppl, 1994; Fukui and Ohmori, 2004). It 
is unknown how this gradient of unitary synaptic input magnitudes influences processing 
in NM.  Further, the contribution of prominent STD observed in NM has not been 
investigated with respect to the tonotopic axis (Zhang and Trussell, 1994a; Brenowitz and 
Trussell, 2001a; Fukui and Ohmori, 2004). 
We investigated how unitary inputs along the tonotopy vary in their ability to 
evoke postsynaptic discharges in NM neurons.  We show that compared to high CF 
inputs, low CF synapses are less effective at evoking responses in NM neurons in a 
stimulus rate dependent manner.  One mechanism that may underlie this observation is 
STD. We demonstrate that STD is differentially expressed along the tonotopic axis such 
that high CF synapses exhibit less depression than low CF inputs to NM. Further, we 
demonstrate that the mechanisms underlying the gradient of STD arise largely from 
presynaptic factors, including differences in the number of vesicles available in the 
readily releasable pool (RRP), and the correlated release probability values at those 
synapses. Taken together, these data suggest that short-term plasticity in NM may be 
tuned according to tonotopic position, primarily through presynaptic vesicle dynamics.  
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Materials and Methods 
We recorded from 143 cells, using 41 white leghorn chicks (Gallus gallus 
domesticus) of either sex, aged E19-P2. Fertilized eggs were obtained from a commercial 
poultry supplier (Moyer’s Chicks) and raised at Lehigh University’s central animal 
facility. All procedures were approved by the Lehigh University Institutional Animal 
Care and Use Committee and were performed in compliance with the Public Health 
Service Policy on Human Care and Use of Laboratory Animals. 
 
In vitro brain slice preparation 
 Prior to surgery, embryos were brought to room temperature, while post-hatch 
subjects were anesthetized with isofluorane (MINRAD, Inc.). Chicks were rapidly 
decapitated and the brainstem containing auditory nuclei was removed, blocked, and 
submerged in oxygenated artificial cerebrospinal fluid (aCSF; containing in mM: 130 
NaCl, 3 KCl, 10 glucose, 1.25 NaH2PO4, 26 NaHCO3, 3 CaCl2, and 1 MgCl2) at 22°C. 
The brainstem was placed rostral surface down on the stage of a vibrating microtome 
(Microm International) to collect 200 µm coronal sections containing the NM. Sections 
were maintained in topographic order in an incubation chamber of continuously 
oxygenated aCSF and incubated at 37°C for ~1 hour, and then maintained at room 
temperature until used for recording. The tonotopic position of NM slices was estimated 
according to position along the rostro-caudal dimension (Rubel and Parks, 1975; Fukui 
and Ohmori, 2004). Using the topographic position scheme of the Ohmori group, NM 
neurons were assigned to one of 3 topographically ordered CF subsections (Fukui and 
Ohmori, 2004). Low CF neurons were defined as those within the first (most caudal) slice 
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that contained NM and the lateral half of the second slice. High CF neurons were defined 
as those within the last slice containing NM and the medial half of the second-to-last 
slice. All other neurons were defined as middle CF. 
 
Recording arrangement 
Brainstem slices were placed in a custom recording chamber on a retractable 
chamber shuttle system (Siskiyou), and neurons were visualized with a Nikon FN-1 
Physiostation microscope using infrared differential interference contrast optics. Video 
images were captured using a CCD camera (Hamamatsu) coupled to a video monitor. 
The recording chamber was continuously superfused with aCSF at a rate of 1–2 ml/min. 
Measurements of [Ca2+] in chick cerebrospinal fluid are in the range of 2.5 – 2.8 mM 
(Maki, Beck, & Gleaves, 1990), and many previous studies in chick NM have used aCSF 
with 3 mM [Ca2+] (Raman and Trussell, 1992; Trussell et al., 1993; Zhang and Trussell, 
1994a; 1994b; Otis et al., 1996; Brenowitz and Trussell, 2001b; 2001a; Lu and Trussell, 
2007). To allow for direct comparison, we performed all experiments in 3mM [Ca2+] 
aCSF. An inline feedback temperature controller and heated stage were used to maintain 
chamber temperature at 35 ± 1°C (Warner Instruments), which was verified daily with a 
calibration thermistor. Principal NM neurons were identified based on their characteristic 
round morphology. 
Patch pipettes were pulled from thick-walled borosilicate glass capillary tubes 
(WPI) to a resistance of 3 – 7 MΩ using a two-stage puller (Narishige) and back-filled. 
We used a potassium-based solution for current clamp experiments (containing in mM: 
145 K-gluconate, 5 KCl, 1 MgCl2, 10 HEPES, and 5 EGTA, pH adjusted to 7.2 with 
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KOH), and a cesium-based solution for voltage clamp experiments (containing in mM: 
125 CsMeSO3, 15 CsCl, 1 MgCl2, 10 HEPES, 5 EGTA, pH adjusted to 7.2 with CsOH). 
For voltage clamp experiments, QX-314 (5 mM) was added to the internal solution to 
prevent antidromic action potentials. Only cells with a resting membrane potential 
negative to -50 mV were used. For voltage clamp experiments, membrane potential was 
clamped at -60 mV using a Multiclamp 700B amplifier, and series resistance was 
compensated at 60 – 70 %. Junction potentials were calculated and not corrected (15.3 
mV in current clamp, and 13.9 mV in voltage clamp). 
The signal was digitized with a Digidata 1440 data acquisition board and recorded 
using Clampex software (Molecular Devices). Excitatory post-synaptic currents (EPSCs) 
were evoked by 50 µs stimulus pulses with a stimulus isolation unit (A.M.P.I.) through 
either a bipolar tungsten electrode or an aCSF-filled monopolar glass electrode. To 
isolate AMPA-mediated EPSCs, 20 µM SR-95531 hydrobromide (SR), 500 nM 
strychnine hydrochloride (SN), and 50 µM D-(-)-2-Amino-5-phosphonopentanoic acid 
(AP5) were added to aCSF. Cyclothiazide (CTZ) was added at 40 µM from a stock 
solution in DMSO to evaluate the role of AMPA receptor desensitization, and an 
equivalent concentration of DMSO was added to the control solution for these 
experiments. To ensure that CTZ did not affect presynaptic release, in a separate 
experiment, we measured the number of spontaneous EPSCs (sEPSCs) during 30 second 
recording epochs. We observed no significant change in number of sEPSCs following 
application of CTZ (987.40 ± 786.66 sEPSCs in control, 810.20 ± 678.39 in CTZ, 
Student's paired t-test, p = 0.644, n = 5). 
EPSCs were evoked by electrical stimulation of single nVIII inputs. We 
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positioned the stimulating electrode over the tissue surface with a micromanipulator 
(Siskiyou), in a dorsolateral position proximal to the cell of interest. Unitary evoked 
EPSCs were isolated using a minimum stimulation protocol (Dobrunz and Stevens, 
1997). EPSCs were considered unitary provided that EPSC amplitude was independent of 
stimulus amplitude (range 5–90 V), EPSC latency and kinetics were consistent, and 
EPSCs responded in an all-or-none manner so that a reduction in the stimulus amplitude 
led to a complete loss of the EPSC. Synaptic inputs that did not meet these criteria were 
discarded. Large EPSCs had a tendency to not decay completely before the onset of 
subsequent EPSCs, which then summated. The amplitude of these EPSCs was therefore 
measured from the inflection point of the evoked response riding on the previous EPSC, 
rather than from zero. Tonic current was measured as the residual current excluding the 
transient component of the EPSC. 
We used 30 s recording epochs to estimate sEPSC quantal size. To ensure that 
sEPSCs were representative of single quanta and not multivesicular release, we observed 
them before and after tetrodotoxin (TTX) application in five cells. There was no 
difference in the mean sEPSC amplitude in the presence or absence of TTX (-127.3 ± 
35.1 pA in control, -105.1 ± 21.8 pA in TTX, n = 5, p = 0.12, paired-samples t-test). 
Since sEPSC amplitudes did not change, and the evoked EPSC amplitude was typically 
an order of magnitude greater than sEPSC amplitude, we interpreted the mean sEPSC 
amplitude of each cell to be an estimate of quantal size. All drugs were acquired from 
Sigma, except for TTX from Alomone Labs and SR and AP5 from Tocris. 
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Mathematical model of STD 
 To simulate depression of EPSCs, we modified a previously developed 
mathematical model that incorporated both vesicle depletion and receptor desensitization 
(Brenowitz and Trussell, 2001b). Inputs to the model were based on empirical data 
whenever possible, including release probability (PR), total number of release sites (N0), 
and quantal size (q) in pA. In order to equate N0 with RRP size, we assumed univesicular 
release for each release site. Parameters were calculated immediately before and 
immediately following synaptic release, and included the number release sites occupied 
with a readily releasable vesicle (Ni), and the fraction of receptors that were in a 
nondesensitized state (βi). Initial, rested values were Ni = N0 and βi = 1, and the number 
of vesicles released per pulse, or quantal content (mi), were calculated as the product of Ni 
and PR. The resultant peak EPSC amplitude (Ii) was calculated as:  
Ii = mi * q * βi. 
An intermediate step between pulses calculated values for Ni and βi immediately 
following the preceding pulse. Accordingly, the number of occupied release sites 
immediately after release (Ni post) was described as:  
Ni post = Ni * (1 – PR), 
and the fraction of nondesensitized receptors was described as:  
βi post = 1 – A * (mi / N0)B, 
where A and B are scaling factors for the magnitude of receptor desensitization. 
Finally, recovery of depleted release sites and desensitized receptors were 
calculated using time constants τrec and τβ, respectively. The number of occupied release 
sites at the onset of the next pulse were therefore described below, dependent on the 
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inter-stimulus interval (int): 
Ni+1 = Ni post + (PR * N0) * [1 - exp(-int / τrec)]. 
Similarly, the fraction of nondesensitized receptors available for the next pulse were 
calculated as: 
βi+1 = βi post + (1 - βi post) * [1 - exp(-int / τβ)]. 
These new values for N and β were then used as initial values for the next pulse. We best 
approximated observed depression kinetics of nVIII-NM synapses by setting τrec to 20 
ms, τβ to 800 ms, A to 2.5, and B to 3. 
 
Statistics 
 All data in Results are expressed as percentage of control ± standard deviation. 
Error bars in figures represent standard error. Analyses of variance (ANOVA) and 
Tukey’s post hoc were used for comparisons among the three populations. Significance 
was corrected using Greenhouse-Geisser for two-way mixed repeated measures 
ANOVAs. Curve fits and plotting were performed in MATLAB (MathWorks) and 
Clampfit (Molecular Devices), and comparisons were calculated in SPSS Statistics 
(IBM). Curves were fitted with a double exponential function,  
y = A1 * exp(-t / τfast) + A2 * exp(-t / τslow) + C, 
where A1 and A2 are weighting factors, τfast and τslow are the fast and slow time constants, 
respectively, and C was a constant included in recovery fits that was constrained to 1. 
The reported, weighted taus (τw) were calculated as the following:  
τw = [(A1 * τfast) + (A2 * τslow)] / (A1 + A2). 
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Results  
Spike entrainment to unitary synaptic input differs across the tonotopic axis in NM 
Neurons in low CF regions of NM have a higher input resistance and a longer 
axon initial segment than those in high CF regions, and are thus more excitable (Fukui 
and Ohmori, 2004; Kuba and Ohmori, 2009). However, unitary nVIII inputs to low CF 
cells are known to be approximately tenfold smaller than those to high CF cells (Fukui 
and Ohmori, 2004). To investigate how this tonotopic variation in inputs to NM leads to 
differences in spike entrainment to repetitive stimuli, we examined postsynaptic 
responses to unitary input stimulation across the tonotopy of NM using whole-cell current 
clamp. 
Neurons were selected from both high (n = 14) and low (n = 12) CF regions. 
Postsynaptic discharges could be evoked by a unitary single-pulse input in all synapses, 
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with the exception of 2 low CF synapses that were excluded from further analysis.  
GABAA and glycine receptors were blocked with antagonists SR (20 µM) and SN (500 
nM), respectively. We then presented 15 pulse stimulus trains at 50, 100, and 200 Hz. 
Figure 2.1A shows ten representative traces for both high and low CF NM cells following 
100 Hz stimulation. Over the course of the stimulus train, spike probability typically 
decreased, especially for low CF synapses. Temporal jitter generally increased with pulse 
number for both high and low CF synapses. This trend was especially pronounced for 
low CF synapses, however, the larger increase in temporal jitter of spike time for these 
synapses was not statistically different than for the high CF synapses (p = 0.37).  
Responses to the first and fifteenth pulse are illustrated on expanded timescales in Figure 
2.1B, where the differences in spike probability are most evident.  Indeed, we found that 
low CF synapses failed more often at every stimulus rate. This feature is illustrated in 
Figure 2.1C for data recorded at 50 Hz (i), 100 Hz (ii), and 200 Hz (iii), and was 
statistically significant in each condition (2x15 mixed repeated measures ANOVA, 
F2.33,39.65 = 3.996, p = 0.021 at 50 Hz, F3.34,60.16 = 8.493, p = 0.000048 at 100 Hz, and 
F2.93,58.56 = 3.741, p = 0.016 at 200 Hz).  
These data confirm the conclusion from previous studies that while unitary nVIII 
inputs to NM neurons are usually capable of evoking a response, their efficacy is highly 
dependent on stimulus rate and duration (Zhang and Trussell, 1994b; Brenowitz and 
Trussell, 2001a). However, this property is more pronounced at low CF synapses 
compared to their high CF counterparts. This observation suggests that in addition to the 
several known tonotopically distributed physiological features in this structure, it is 
possible that a stimulus-dependent synaptic property such as STD may contribute to the 
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response pattern that we observed. We therefore evaluated STD at single nVIII-NM 
excitatory synapses across the tonotopic axis in NM. 
 
Synaptic depression of unitary synaptic inputs differs across the tonotopic axis in NM 
 NM neurons from frequency-specific regions were voltage clamped at -60 mV 
during stimulation of single presynaptic nVIII fibers in order to record pharmacologically 
isolated unitary EPSCs.  Similarly to the previous experiment, we stimulated nVIII fibers 
with 15 pulse trains at 50, 100, and 200 Hz (Fig. 2.2). Figure 2.2A shows representative 
averaged traces from individual high and low CF cells, which are presented together and 
normalized to the amplitude of EPSC1 in Figure 2.2B (arrows indicate amplitude of 15th 
pulse). As expected, synaptic responses exhibited prominent STD, and initial EPSC 
amplitude was larger in high CF cells than in low CF cells (Zhang and Trussell, 1994a; 
Fukui and Ohmori, 2004). The magnitude of STD, however, varied systematically 
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between tonotopic positions.  For low CF cells, STD was significantly larger compared to 
high CF inputs (Fig. 2.2C, data fitted with double exponential functions, see Methods). 
As a metric of STD, a depression index was calculated as the difference between 1 and 
the mean of the final 3 normalized EPSC values in the train, so that the depression index 
ranged from a minimum of 0, indicating no depression, to a maximum of 1, indicating 
complete depression. The depression index was significantly lower at high CF synapses 
for all stimulus rates measured (Fig. 2.2D, Student’s t-test, n = 17, white bars for high 
and n =16, black bars for low CF, 0.308 ± 0.130 and 0.524 ± 0.197, p = 0.000763 at 50 
Hz; 0.479 ± 0.138 and 0.636 ± .179, p = 0.00792 at 100 Hz; and 0.664 ± 0.132 and 0.778 
± 0.145, p = 0.0251 at 200 Hz).  We next investigated several candidate mechanisms 
which may contribute to the robust tonotopically distributed STD observed here. 
 
Postsynaptic contributions to STD are not tonotopically arranged 
 STD has been shown in previous studies to depend on both presynaptic and 
postsynaptic mechanisms. If presynaptic plasticity were invariant across the tonotopy, 
postsynaptic properties such as receptor desensitization could lead to the apparent 
difference in STD. AMPA receptor desensitization at NM synapses is known to be 
dependent on the magnitude of the glutamate signal in the synapse (Raman and Trussell, 
1992).  Therefore, large EPSCs at high CF synapses may desensitize postsynaptic 
receptors to a greater extent than the smaller EPSCs observed at low CF synapses. It is 
then possible that postsynaptic receptor desensitization varies along the tonotopic axis 
and contributes to the tonotopic distribution of STD. To test this hypothesis, we first 
evaluated unitary EPSC size along the tonotopy and its relationship to STD. In a second 
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experiment, we blocked AMPA receptor desensitization with CTZ and evaluated its 
contribution to STD. 
Figure 2.3Ai shows the distribution of initial EPSC amplitude for high (white 
bars) and low (black bars) CF neurons. Consistent with previous reports, markedly 
smaller synaptic inputs were observed for very low CF synapses. Indeed, the rested EPSC 
amplitude distribution for low CF neurons had a mean initial EPSC amplitude of -3.71 ± 
2.51 nA, while the mean for high CF neurons was significantly larger at -8.30 ± 3.37 nA 
(t-test, n = 28 and 32, respectively; p = 0.0000001). Fig. 2.3Aii shows initial EPSC 
amplitude plotted against the depression index for the 50 Hz protocol in Figure 2.2C. 
EPSC amplitude and depression index were not correlated for either high (R = 0.267, p = 
0.14) or low (R = -0.220, p = 0.26) CF cells. Pooling the data across the tonotopic axis 
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showed that peak amplitude was also not significantly correlated with the depression 
index (R = -0.238, p = 0.067). These data suggest that EPSC amplitude effects alone are 
not likely to underlie the observed differences in STD. 
While EPSC amplitude at rested synapses is not strongly correlated with the 
depression index, receptor desensitization may vary across the tonotopy and contribute to 
the distribution of STD. Since NM synapses have been shown to exhibit prominent 
AMPA receptor desensitization, which influences depression (Trussell et al., 1993; 
Zhang and Trussell, 1994a; Otis et al., 1996; Brenowitz and Trussell, 2001b), we 
examined this possibility by using a desensitization antagonist, CTZ. If desensitization 
contributes to stronger depression in low CF synapses, then one would predict that CTZ 
would relieve a greater amount of desensitization in low CF cells. 
Application of 40 µM CTZ increased the decay time of EPSCs as expected (Fig. 
2.3B). When we stimulated synapses with 15 pulse trains in both control aCSF and in the 
presence of CTZ (Fig. 2.3C), CTZ treatment caused EPSCs to sum with the decaying tail 
of a previous current, especially at high stimulus rates. This resulted in a residual, "tonic," 
component of the EPSC.  Therefore, 
postsynaptic currents were measured in 
two ways. First, transient EPSC 
amplitude was measured from its onset 
inflection point (Fig. 2.3C, EPSC). 
Second, tonic current was measured as 
the current remaining after the transient 
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components of individual EPSCs were subtracted (see Methods). 
We investigated relief from desensitization by comparing the mean of the final 
three EPSC amplitudes recorded in control aCSF and in CTZ (Fig. 2.3D, dashed line 
represents no change). We found that transient EPSC amplitudes were not different 
between conditions in either population (Table 1).  Additionally, we observed that tonic 
current increased roughly fourfold in both populations during application of CTZ at high 
stimulus rates, which did influence overall depression (Fig. 2.3E, Table 1). Importantly 
however, the degree of relief from depression was not different between low and high CF 
populations. Since we observed similar current increases in both low and high CF 
synapses when relieving AMPA receptor desensitization, it is unlikely that postsynaptic 
receptor desensitization contributes to the observed stronger STD at low CF synapses. 
Rather, these findings suggest that presynaptic mechanisms are more likely to contribute 
to this phenomenon. 
 
Presynaptic mechanisms contribute to STD differences along the tonotopic axis 
Presynaptic features of NM synapses could underlie STD via regulation of vesicle 
release or availability. In order to first assess whether presynaptic factors could contribute 
to the difference in STD observed along the tonotopy, we calculated the coefficient of 
variation (CV) for the EPSCs in Figure 2.2, as shown for a low CF neuron (Fig. 2.4A). 
CV has previously been used to infer changes in quantal content, a presynaptic feature 
(Martin, 1966; Zhang and Trussell, 1994a; Kuba et al., 2002). EPSCs with a low quantal 
content exhibit large, stepwise variation, because individual quanta contribute a large 
percentage of the EPSC amplitude. Conversely, EPSCs with a large quantal content 
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exhibit less variation, as each vesicle represents only a small component of the EPSC. 
Changes in CV with repeated stimuli indicate a change in presynaptic vesicle release 
characteristics. This property is illustrated in Figure 2.4B, which shows pulses 1 and 15 
on an expanded time base with calculated CVs. High CF cells had a lower rested CV than 
their low CF counterparts (n = 17 and 16 for high and low CF, means = 0.079 ± 0.021 
and 0.140 ± 0.179, p = 0.029, Student’s t-test), suggesting that EPSCs in high CF neurons 
had a larger quantal content. Additionally, CV increased over the duration of the stimulus 
for both populations in all but the low CF, 200 Hz data (Fig. 2.4C), which suggests a 
decrease in EPSC quantal content in both populations during STD. 
These results indicate an activity-dependent reduction in EPSC quantal content. 
Presynaptic features relevant to vesicle trafficking such as differences in rates of vesicle 
replenishment, release probability, and the number of vesicles available for release may 
underlie the observed differences in synaptic depression. We performed experiments to 
test each of these possible mechanisms of STD. 
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Recovery of EPSC amplitude following STD is not tonotopically distributed 
The rate of EPSC recovery after STD is known to affect depression kinetics 
(O'Donovan and Rinzel, 1997; Dittman and Regehr, 1998). Following STD, depleted 
vesicles are replenished from a recycling pool (Elmqvist and Quastel, 1965; Südhof, 
2000; Rizzoli and Betz, 2005). Since the time interval between stimuli is brief during 
high stimulus rate trains, the fast recovery time constant (τr-fast) has the greatest influence 
on STD kinetics. We predicted that if recovery rate contributes to the tonotopic 
distribution of STD, recovery kinetics would be faster for high CF synapses. 
To examine if the rate of EPSC recovery contributes to the observed difference in 
STD, we observed recovery following a conditioning train of 20 pulses at 50 Hz (Fig. 
2.5A). A test pulse was applied at various time points following the conditioning train, 
from 25-3200 ms. The response was then compared to the initial EPSC amplitude to 
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evaluate recovery from depression (Fig. 2.5B). Consistent with data shown in Figure 2.2, 
low CF synapses depressed to a greater extent than high CF synapses (Student’s t-test, n 
= 10 and 8 for high and low CF, depression index = 0.668 ± 0.177 and 0.478 ± 0.123, p = 
0.021). EPSC recovery of the population means and all but one cell was well described 
by standard  double exponential fits for both low and high CF populations (Fig. 2.5C). 
We used a weighted tau (τr-w) to provide a direct comparison between curve fits with 
differing weights for τr-fast and τr-slow, representing the time in ms required to recover from 
roughly 63% of EPSC depression (Methods). Although low CF synapses had a greater 
depression index, curve fits to mean data were remarkably similar (τr-w = 1.171 and 1.185 
s, for high and low CF, respectively). Correspondingly, τr-w values calculated from 
individual recovery functions were not statistically different between high and low CF 
populations (τr-w = 1.339 ± 1.094 s, n = 10, and 1.451 ± 0.926 s, n = 8, for high and low 
CF, respectively, Student’s t-test, p = 0.82). Taken together, these results indicate that 
vesicle recovery following depletion is not responsible for our observed difference in 
STD between high and low CF synapses. We next examined vesicle pool sizes as a 
potential mechanism. 
 
Readily releasable pool size varies systematically along the tonotopic axis 
Presynaptic vesicles that are available for immediate release upon the arrival of an 
action potential are known as “readily releasable vesicles,” and reside in the empirically 
defined readily releasable pool (RRP). Depletion of vesicles from the RRP is a major 
contributor to STD (Liley and North, 1953; von Gersdorff and Matthews, 1997; Wang 
and Kaczmarek, 1998; Schneggenburger et al., 2002; Zucker and Regehr, 2002; Foster 
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and Regehr, 2004; Taruno et al., 2012). The fraction of vesicles within the RRP that are 
released following a single presynaptic action potential is known as release probability, 
which also influences the rate of depression at these synapses (Brenowitz and Trussell, 
2001b). Since both RRP size and release probability contribute to STD properties, we 
investigated if either or both varied tonotopically and thus could contribute to our 
observed differences in STD. 
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To estimate the quantal content of an EPSC (the number of vesicles released in 
response to a single  action potential), we used the following equation, EPSCamplitude = N 
* p * q, where evoked EPSC amplitude is described as the product of three components: 
the quantity of readily releasable vesicles in the RRP (N), the probability of release of an 
individual readily releasable vesicle in response to a presynaptic action potential (p), and 
the quantal size of a readily releasable vesicle (q). Quantal size was estimated using 
spontaneous EPSCs (sEPSCs, Fig. 2.6A), which are thought to draw from the same 
vesicle pool as those released during evoked activity (Groemer and Klingauf, 2007). We 
recorded thirty-seconds of spontaneous activity to estimate mean  sEPSC amplitude, 
which was smaller for low, compared to high, CF synapses, while middle CF synapses 
were not different from either group (-73.9 ± 23.9 pA, -81.4 ± 31.3 pA, and -89.2 ± 24.2 
pA for low, middle, and high CF synapses, respectively, one-way ANOVA, p = 0.095, 
Student’s t-test, p = 0.022). 
We estimated RRP size and release probability using long depression trains (Fig. 
2.6B) in low, middle, and high CF synapses (Schneggenburger et al., 1999). This method 
has been applied successfully in NM and many other synapses (Brenowitz and Trussell, 
2001a; Kirischuk et al., 2005; Stevens and Williams, 2007; Kawasaki and Ordway, 2009; 
Pan and Zucker, 2009; Babai et al., 2010; Lou et al., 2012; Thanawala and Regehr, 2013). 
To isolate vesicles that were initially in the RRP from those replenished during 
stimulation, we applied a 40 pulse, 100 Hz stimulus  to the presynaptic nVIII fiber to 
bring synaptic responses to a steady state. Current exceeding steady state was interpreted 
as originating from vesicles within the RRP, and divided by quantal size to estimate the 
quantity of readily releasable vesicles. To segregate this current from steady state, a 
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cumulative amplitude plot was constructed for each neuron, and a line was fit to the final 
10 pulses where the steady state creates a linear slope that is extrapolated back to the y 
intercept (Fig.  2.6C, population data plotted to illustrate variance). The current value at 
the y intercept provides the estimate of quanta in the RRP (Fig. 2.6C, arrows). Vesicle 
release probability was then calculated as the fraction of vesicles from the RRP released 
by the first pulse. 
RRP size was significantly greater in middle (n = 16) and high (n = 32) CF 
neurons than in low (n = 24) CF neurons (Fig. 2.6D, one-way between-subjects ANOVA, 
F2, 69= 10.997, p = 0.000072, post-hoc p = 0.00031 and 0.00055, respectively). Release 
probability trended toward lower values with tonotopic position (Fig. 2.6E) but was not 
statistically different between tonotopic groups (one-way between-subjects ANOVA, F2, 
69 = 0.141, p = 0.87). We then examined the relationship between each individual cell’s 
estimated RRP size and release probability. As shown in Fig. 2.6F, release probability 
was significantly inversely correlated with RRP size on a synapse-by-synapse basis (R = 
-0.34, p = 0.0038).  Both RRP size and release probability are factors controlling vesicle 
availability, and therefore are expected to have a direct impact on STD.  The distribution 
bias of either high RRP size or low release probability toward high CF synapses may 
therefore underlie the observed tonotopic distribution of STD. 
 
Observed release probability distribution is sufficient to generate tonotopic variation in 
STD  
RRP size and release probability are presynaptic factors that should 
predominantly influence the early phase of depression as the RRP is being depleted.  We 
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therefore examined early and late phase kinetics of depression during 40 pulse stimuli 
with respect to tonotopic position. As with the 15 pulse stimuli observed in Figure 2.2, 
depression for these synapses was well represented by double-exponential decay 
functions with both fast and slow components (see Methods).  The values for tau 
weighted (τw), which describes the overall kinetics of depression, were significantly 
smaller for low CF synapses than for either middle or high CF (Fig. 2.7A, one-way 
between-subjects ANOVA, F2, 63 = 6.640, p = 0.0024, post-hoc p = 0.014 and 0.0035, 
respectively), confirming that low CF synapses depress faster than high CF. When the 
underlying kinetic components were analyzed separately, the slow component (τslow) was 
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not different between groups (Fig. 2.7B, one-way between-subjects ANOVA, F2, 63 = 
0.901, p = 0.41). However, τfast values were significantly smaller for low compared to 
high CF synapses (Fig. 2.7C, Student’s t-test, p = 0.010), consistent with rapid depletion 
of their smaller RRPs. Together, the tonotopic distribution of RRP size and depression 
kinetics suggest that depletion of the RRP directly contributes to the observed tonotopic 
variation in STD. 
Our data suggest two possible presynaptic mechanisms responsible for the 
observed difference in depression: RRP size and release probability. To examine how 
each of these mechanisms could contribute to STD, we used a mathematical model that 
incorporated both vesicle depletion and receptor desensitization. We were first interested 
in the explanatory power of RRP size for synaptic depression. To test this, we simulated 
the 40 pulse, 100 Hz tetanus protocol used above. Grand population mean values were 
used to set release probability (0.2817) and quantal size (-82.38 pA). Additionally, input 
parameters were adjusted so that a curve fitted to the model’s normalized EPSC 
amplitude had decay values representative of the broad range of empirical τfast, τslow, and 
depression index values as release probability or RRP size varied. Theτfast grand mean 
of empirical data was 12.2 ± 5.91 ms, while that forτslow was 918 ± 578 ms, and 
depression index was 0.659 ± 0.172. Using the grand population mean for release 
probability and RRP size, output from the mathematical model was well fit by a double 
exponential curve, which had a τfast of 13.0 ms, a τslow of 766 ms, and a depression 
index of 0.612. We then set the number of initially occupied release sites (N0) to six 
representative values chosen from the population data (marked A-F in Figure 2.6F; 50, 
150, 250, 350, 450, and 550 release sites). Since manipulation of N0 scaled EPSC 
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amplitude, but not relative vesicle replenishment or receptor desensitization, we saw no 
effect on depression kinetics (Fig. 2.7D). 
We then asked if changes to release probability could lead to differences in 
depression kinetics similar to those we observed across the tonotopic axis. Release 
probabilities varied greatly across the population, so we used 6 PR values representing the 
range of values predicted by the fitted line in Figure 2.6D and marked with circles A-F. 
N0 was held constant at the empirically derived grand mean of 260.76 release sites. 
Shown in Figure 2.7E, variation of PR lead to a systematic shift in depression kinetics. 
The smallest PR (Fig 2.7E, line F, 0.226) corresponded to the portion of the fitted line 
with the highest RRP size, and exhibited slow depression kinetics characteristic of high 
CF synapses. In contrast, the largest PR (Fig 2.7E, line A, 0.322) represented the portion 
of the fitted line with the smallest RRP size, and exhibited fast depression characteristic 
of low CF synapses.  Taken together, these data suggest that the observed range of PR 
values are sufficient to generate the range of depression kinetics observed across the 
tonotopy.  
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Discussion  
In this report, we show for the first time to our knowledge, short-term synaptic 
plasticity at a central synapse that is distributed topographically. Specifically, we 
demonstrate that STD at the nVIII-NM synapse varies systematically across the tonotopic 
axis. This feature does not depend on postsynaptic receptor desensitization, nor on the 
rate of vesicle replacement. Rather, the data suggest that the mechanism underlying the 
gradient of STD in NM is variation in release probability. While RRP size varied 
topographically, with RRPs in high and middle CF terminals containing roughly twice as 
many vesicles as low CF terminals, mathematical modeling did not show a relationship 
between occupied vesicle release sites and depression kinetics. These data indicate that 
presynaptic vesicle dynamics, reflected in both postsynaptic action potential entrainment 
and depression of EPSCs, are likely to be specialized for computational function, 
similarly to several other known topographically distributed morphological and 
electrophysiological properties in NM.  This distribution of STD in NM should have 
significant computational implications for sound localization specifically, and temporal 
processing in general. 
In the auditory system, tonotopy has driven the expression of several 
physiological characteristics along this principal axis. For example, NM membrane 
properties vary such that high CF neurons preferentially express low voltage-activated 
potassium channels, have a more hyperpolarized resting potential, and fewer voltage-
activated sodium channels at the action potential initiation site (Fukui and Ohmori, 2004; 
Kuba and Ohmori, 2009). The morphology of nVIII inputs to NM is distributed such that 
high CF inputs terminate in endbulb-like terminals that cover at least 25% of NM cell 
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circumference; middle CF inputs show a mix of endbulbs and bouton-like structures, 
while low CF inputs show no endbulb-like terminals (Parks, 1981; Jhaveri and Morest, 
1982; Carr and Boudreau, 1991; Köppl, 1994; Fukui and Ohmori, 2004). EPSC 
properties distribute along this gradient in kind; high CF EPSCs have been reported to be 
an order of magnitude larger, with a less variable evoked EPSC amplitude than their low 
CF counterparts (Fukui and Ohmori, 2004), a finding confirmed in this study. Depression 
at these synapses is well described (Zhang and Trussell, 1994a; Brenowitz and Trussell, 
2001a), and our findings that both entrainment and STD are tonotopic underscore the 
likely computational significance of STD at this synapse. 
 
Mechanisms of tonotopically distributed STD are presynaptic 
One mechanism of synaptic plasticity examined in our study was recovery rate 
from depression, which is indicative of replenishment of depleted vesicles within the 
RRP from vesicles in the recycling pool (Wang and Kaczmarek, 1998).  Following a 50 
Hz conditioning train, where low CF synapses depressed more than their high CF 
counterparts, we observed that EPSCs recovered to rested amplitude with similar time 
constants. Therefore, replenishment of depleted vesicles within the RRP is not likely to 
be a contributing factor to the observed difference in STD. 
We next asked if vesicle depletion contributed to the observed tonotopic 
difference in depression, specifically if RRP size or release probability were distributed 
tonotopically. Although we observed only a tonotopic trend in release probability, it was 
significantly inversely correlated with the tonotopic increase in RRP size. These 
differences may be due to the gradient of synaptic morphology from predominantly 
	 44	
boutons for low CF to almost exclusively endbulbs of high CF nVIII inputs. Since the 
density of release sites for vesicles tends to scale uniformly with surface area (Dondzillo 
et al., 2010), and the number of synaptic vesicles increases linearly with synapse volume 
(Pierce and Mendell, 1993; Murthy et al., 2001; Welzel et al., 2011), the larger endbulb-
like synapses of high CF inputs likely support a larger RRP. We then found that 
depression kinetics were dependent on tonotopic position, specifically we found that τfast 
of depression was greater in high CF synapses (Fig. 2.7C). The mathematical model 
showed that the variation in RRP size alone could not explain the depression measures. In 
contrast, the correlated differences in release probability were sufficient to replicate 
empirical differences in STD in the model. Taken together, these data suggest that the 
distribution of release probability within NM is a primary driver of tonotopic 
representation of STD. 
 
Functional implications of tonotopically distributed STD 
 The systematic variation of STD observed here is likely to have significant 
functional consequences. Overall, synapses that are resistant to STD tend to have a linear 
input-output function, while synapses that exhibit significant depression preferentially 
encode the stimulus onset (Tsodyks and Markram, 1997). In bushy cells of the 
anteroventral  cochlear nucleus, mammalian analogs of NM neurons, STD reduces 
the  efficacy of poorly timed inputs relative to well-timed inputs, thus improving 
temporal precision (Yang and Xu-Friedman, 2009). In NL, the target of NM neurons, 
STD functions as a gain control mechanism by reducing EPSC amplitude with increases 
in input rate, which may adaptively increase the input synchrony required to initiate 
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spiking at higher stimulus intensities to maintain constant temporal selectivity (Kuba et 
al., 2002; Cook et al., 2003). Indeed, our observations of entrainment show similar 
properties in NM. Further, temporal jitter of spikes in response to single evoked EPSCs is 
known to be greater in low CF synapses (Fukui and Ohmori, 2004). We observed that in 
addition to this property, temporal jitter increased with pulse number.   
Excitatory currents from rested synapses in NM have been shown to be ~30 fold 
threshold current, yet quickly depress below threshold when stimulated at high rates 
(Zhang and Trussell, 1994a; 1994b). The resistance of high CF synapses to STD may 
contribute to their ability to initiate postsynaptic spiking during prolonged stimulus trains. 
However, recent studies at functionally similar synapses have shown that conditioning a 
synapse with in vivo-like spontaneous stimulus trains constrains the range of STD relative 
to the first response with a persistent level of depression, while not affecting the rate of 
recovery (Hermann et al., 2007). The mean spontaneous firing rates of nVIII inputs to 
NM neurons have been reported in the range of 20-86 Hz (Manley et al., 1991b; Salvi et 
al., 1992; Saunders et al., 2002; Fukui et al., 2006), suggesting that nVIII inputs are likely 
to be chronically depressed. If so, the input-output function of NM neurons may be 
highly dependent on the spontaneous rate of each of its nVIII inputs. 
The tonotopically distributed STD that we observe in NM is likely to also have 
functional consequences for phase-locking. Since stimulus periodicity varies from tens of 
milliseconds for low CF neurons to 0.5 milliseconds or less for neurons representing high 
frequency stimuli (Warchol and Dallos, 1990; Köppl, 1997), NM neurons may utilize 
different computational strategies to integrate nVIII inputs at different positions along the 
tonotopic axis. Previous studies have demonstrated that for NM neurons, a larger number 
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of synaptic inputs leads to stronger phase-locking (Kuba and Ohmori, 2009). Low CF 
neurons, with their higher number of inputs, may integrate several inputs per stimulus 
cycle to improve phase locking. As in NL, STD may act to increase phase-locking by 
narrowing the coincidence window required for inputs to cause an action potential. In 
contrast, the low number of inputs to high CF neurons suggests that integration of several 
inputs may not be possible. Rather, high CF neurons in NM may be disrupted by 
spontaneous or poorly timed input, because they lie at a tonotopic position where 
stimulus frequency far exceeds the spontaneous or driven firing frequency. In this way, 
high CF synapses may benefit from resistance to STD by ensuring that a chronically 
depressed input is still capable of driving a response in the absence of coincident multiple 
inputs. Finally, postsynaptic features such as NM spike threshold are  affected on similar 
time scales as STD. Subthreshold input can  cause NM neurons to become refractory for 
a short time, in part due to Na+ channel accommodation (Howard and Rubel, 2010). The 
resistance of high CF synapses to depression also may maintain suprathreshold input to 
prevent depressed inputs from driving the postsynaptic cell to a refractory state. 
In summary, we demonstrate that entrainment of NM neurons, when driven by 
unitary inputs, is dependent on tonotopic position. We found topographically distributed 
STD in a central synapse, due primarily to differences in presynaptic properties. Finally, 
while we show a gradient of RRP size where high CF RRPs have nearly twice the quantal 
content observed for low CF synapses, the range of observed release probabilities are 
more likely to mechanistically influence depression kinetics. It remains unknown exactly 
how the tonotopic gradient of STD influences the output of NM neurons, or how this 
feature interacts with other tonotopically distributed features.  We predict that synaptic 
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plasticity of nVIII inputs is matched to the membrane properties of their NM targets. This 
may function to maintain suprathreshold EPSCs in high CF neurons while enabling 
summation to enhance phase-locking in low CF neurons. 
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Chapter 3: 
 
Tonotopic optimization for temporal processing in the chick 
cochlear nucleus 
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Abstract 
In the auditory system, sounds are processed in parallel frequency-tuned circuits, 
beginning in the cochlea. Auditory nerve fiber activity reflects this tonotopy, and encodes 
temporal properties of acoustic stimuli by “locking” discharges to a particular stimulus 
phase. However, phase-locking is constrained by the broad range of audible frequencies 
across orders of magnitude. Interestingly, low characteristic frequency (LCF) neurons in 
the cochlear nucleus improve phase-locking precision relative to their auditory nerve 
inputs. This is suspected to arise through integration of many subthreshold inputs, but the 
postsynaptic membrane’s contribution to varying levels of synaptic convergence is poorly 
understood. Conveniently, the chick cochlear nucleus, nucleus magnocellularis (NM), 
exhibits tonotopic distribution of both input and membrane properties, such that LCF 
neurons receive many small inputs and have low input thresholds, while high 
characteristic frequency (HCF) neurons receive few, large synapses and require larger 
currents to spike. NM therefore presents an opportunity to study how small membrane 
variations interact with a systematic topographic gradient of synaptic inputs. We 
investigated membrane input selectivity, and observed that HCF neurons preferentially 
select faster input than their LCF counterparts, and that this preference is tolerant of 
changes to membrane voltage. We then employed a computational model to ask which 
properties are crucial to phase-locking, and confirmed the following two novel findings 
in vitro: that the optimal arrangement of synaptic and membrane properties for phase-
locking is specific to stimulus frequency, and that the tonotopic distribution of input 
number and membrane excitability in NM closely tracks this stimulus-specific optimum.
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Introduction 
Auditory stimuli are processed in parallel frequency-tuned circuits, beginning in the 
cochlea (Galambos and Davis, 1943; Rose et al., 1959), where frequency is represented 
topographically. Auditory nerve fibers represent temporal aspects by phase-locking, spiking at a 
particular phase of the stimulus period (Gerstein and Kiang, 1960; Rose et al., 1967; Sachs et al., 
1974). In chickens, these “tonotopically” arranged fibers impart precise organization to the 
cochlear nucleus, nucleus magnocellularis (NM) (Rubel and Parks, 1975; Parks and Rubel, 1978; 
Jackson et al., 1982). Chickens respond to sound from 10 - 5,000 Hz (Gray and Rubel, 1985; 
Warchol and Dallos, 1989; Saunders and Salvi, 1993), and statistically significant phase-locking 
is observed at frequencies ≤ 3,200 Hz, despite temporal constraints imposed by stimulus periods 
as brief as 0.31 ms (Salvi et al., 1992; Fukui et al., 2006). 
NM expresses many tonotopically distributed adaptations thought to enhance phase-
locking. Large axosomatic endbulb of Held synapses drive high firing rates and resist short-term 
synaptic depression (Parks, 1981; Whitehead and Morest, 1981; Hackett et al., 1982; Jhaveri and 
Morest, 1982; Raman and Trussell, 1992; Zhang and Trussell, 1994a; 1994b; Brenowitz and 
Trussell, 2001a; Oline and Burger, 2014). Additionally, fast membrane time constants arise from 
low voltage-activated potassium channels (KLVA), limiting summation of asynchronous inputs 
(Reyes et al., 1994; Rathouz and Trussell, 1998; Fukui and Ohmori, 2004; Lu et al., 2004; Slee et 
al., 2005; Kuznetsova et al., 2008; Howard and Rubel, 2010). Finally, NM receives depolarizing 
inhibition, activating KLVA (Hyson et al., 1995; Monsivais et al., 2000; Lu and Trussell, 2001; 
Monsivais and Rubel, 2001; Howard et al., 2007; Fukui et al., 2010; Fischl and Burger, 2014; 
Fischl et al., 2014). The relative contributions of many tonotopically distributed features to the 
overall phase-locked output remains unclear. These computational principles revealed in this 
study apply broadly to all neurons devoted to processing signals with high temporal precision. 
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To measure variation in integrative properties across the tonotopic axis, we devised three 
input paradigms to assess both sub- and superthreshold membrane selectivity for input 
characteristics. We found that HCF neurons require faster depolarization, but adjust this 
selectivity to changes in membrane potential more than LCF neurons. We then devised 
computational models of low, middle, and high CF neurons to assess how these membrane 
differences affect synaptic integration of phase-locked inputs. All models equally improved phase 
locking to low frequency stimuli by integrating multiple subthreshold inputs.  However, this 
integration became a computational liability at higher stimulus frequencies, where the probability 
of coincident inputs within a cycle is low. Even with single to few inputs, the HCF model 
outperformed its MCF and LCF counterparts. Finally, we confirmed these predictions using 
dynamic clamp. These data complement two previous observations: that inputs to NM range from 
>8 subthreshold inputs onto LCF neurons to 1-2 superthreshold inputs onto HCF neurons (Fukui 
and Ohmori, 2004), and that short-term synaptic depression of LCF inputs is more pronounced 
(Oline and Burger, 2014). More generally, these data identify factors that optimize neurons for 
temporal precision across a range of stimuli. 
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Methods 
We recorded from 92 cells using 17 white leghorn chicks (Gallus gallus domesticus) 
aged E19-P1. Fertilized eggs were obtained from a commercial poultry supplier (Moyer’s 
Chicks) and raised at Lehigh University’s central animal facility. All procedures were 
approved by the Lehigh University Institutional Animal Care and Use Committee and 
were performed in compliance with the Public Health Service Policy on Human Care and 
Use of Laboratory Animals. 
 
In vitro brain slice preparation 
 Prior to surgery, embryos were brought to room temperature, while post-hatch 
subjects were anesthetized with isofluorane (MINRAD, Inc.). Chicks were rapidly 
decapitated and the brainstem containing auditory nuclei was removed, blocked, and 
submerged in oxygenated artificial cerebrospinal fluid (aCSF; containing in mM: 130 
NaCl, 3 KCl, 10 glucose, 1.25 NaH2PO4, 26 NaHCO3, 3 CaCl2, and 1 MgCl2) at 22°C. 
The brainstem was placed rostral surface down on the stage of a vibrating microtome 
(Microm International) to collect 180-200 µm coronal sections containing the NM. 
Sections were maintained in topographic order in an incubation chamber of continuously 
oxygenated aCSF and incubated at 37°C for 45 minutes, and then maintained at room 
temperature until used for recording. The tonotopic position of NM slices was estimated 
according to position along the rostro-caudal dimension (Rubel and Parks, 1975; Fukui 
and Ohmori, 2004). Using the topographic position scheme of the Ohmori group, NM 
neurons were assigned to one of 3 topographically ordered CF subsections (Fukui and 
Ohmori, 2004). Low CF neurons were defined as those within the first (most caudal) slice 
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that contained NM and the lateral third of the second slice. High CF neurons were 
defined as those within the last slice containing NM and the medial third of the second-
to-last slice. All other neurons were defined as middle CF. 
 
Recording arrangement 
Brainstem slices were placed in a custom recording chamber on a retractable chamber 
shuttle system (Siskiyou), and neurons were visualized with a Nikon FN-1 Physiostation 
microscope using infrared differential interference contrast optics. Video images were 
captured using a CCD camera (Hammamatsu) coupled to a video monitor. The recording 
chamber was continuously superfused with aCSF at a rate of 1.5 ml/min. An inline 
feedback temperature controller and heated stage were used to maintain chamber 
temperature at 35 ± 0.50 °C (Warner Instruments). Principal NM neurons were identified 
based on their characteristic round morphology. 
Patch pipettes were pulled from thick-walled borosilicate glass capillary tubes (WPI) to a 
resistance of 3 – 7 MΩ using a two-stage puller (Narishige) and back-filled. We used a 
potassium-based solution for current clamp experiments (containing in mM: 145 K-
gluconate, 5 KCl, 1 MgCl2, 10 HEPES, and 5 EGTA, pH adjusted to 7.2 with KOH). The 
signal was digitized with a Digidata 1440 data acquisition board and recorded using 
Clampex software (Molecular Devices). Membrane voltage was recorded using a 
Multiclamp 700B amplifier. Junction potentials were measured at 10 mV and adjusted 
for. To eliminate responses to spontaneous inhibitory input, 20 µM SR-95531 
hydrobromide (SR) and 500 nM strychnine hydrochloride (SN) were added to aCSF.  
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Synaptic responses were evoked by electrical stimulation of single nVIII inputs, using 
methods described previously (Dobrunz and Stevens, 1997; Oline and Burger, 2014). 
Briefly, we positioned a bipolar tungsten stimulating electrode over the tissue surface 
with a micro-manipulator (Siskiyou), in a dorsolateral position proximal to the cell of 
interest. Unitary evoked excitatory postsynaptic currents (EPSCs) were isolated using a 
minimum stimulation protocol. EPSCs were considered unitary provided that EPSC 
amplitude was independent of stimulus amplitude (range 5–90 V), EPSC latency and 
kinetics were consistent, and EPSCs responded in an all-or-none manner so that a 
reduction in the stimulus amplitude led to a complete loss of the EPSC. Synaptic inputs 
that did not meet these criteria were discarded.  
 
Current clamp protocols 
 Spike threshold in response to a square current (rheobase) was determined as the 
minimum square current required for spiking. We then injected current ramps in order of 
increasing duration, to the maximum amplitude plateau of rheobase. To determine 
voltage slope threshold, we selected for measurement the final trace with a successful 
spike from each of five trials. We measured the time point of spiking, required to 
calculate voltage slope threshold, as the point at which voltage slope changed most 
rapidly, as measured by the peak of the second derivative. Voltage slope threshold was 
then measured as the average slope of the middle 20 % to 80 % range between ramp 
onset and spiking. 
Chirp stimulus protocols were generated in MATLAB (MathWorks), and imported into 
Clampex 10.2 (Molecular Devices). Current amplitude was adjusted with the gain 
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function to maintain maximal voltage responses near 5 mV. Fourier transforms of both 
injected current and voltage responses were performed in MATLAB following 
application of a Hanning window. Impedance was calculated as the quotient of these two 
values. 
 
Dynamic clamp protocols 
Dynamic clamp recordings were controlled with the G-clamp 2.1.1 software package 
(Paul H.M. Kullmann and John P. Horn, Department of Neurobiology and Center for the 
Neural Basis of Cognition, University of Pittsburgh School of Medicine). Recordings 
were performed at 12 kHz within LabView 8.2 using a PXI-1031 and BNC2110 
(National Instruments). Kinetics of conductance stimuli were fit to empirically observed 
EPSCs, with input conductance (g) set to the following equation with time constants τrise 
and τfall set to 0.20 and 0.33 ms, respectively, a normalization factor k (-5.4855), and a 
maximum conductance (Gmax):  
g = Gmax * k * [exp(-t/ τrise) – exp(-t/ τfall)] 
Unitary conductance threshold was measured as the Gmax required to initiate spiking in at 
least half of the time. Conductance threshold for the second of two paired inputs was 
measured for 15 pulses applied at 5 Hz over 3 seconds. Multiple phase-locked inputs 
were simulated during 85 second recordings using input timing described in 
Computational Modeling: AN Input Model. 
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Computational modeling 
NM neuron model  
To explore how specialized membrane properties contribute to temporal coding of NM 
neurons, we constructed a model of NM neurons that receives phase-locked inputs from 
AN fibers. Table 1 summarizes the model equations, and Table 2 lists CF-dependent 
parameter values. Our NM model is a single-compartment conductance-based model with 
leak, KLVA and KHVA conductances. The KLVA conductance was necessary to reproduce 
the nonlinear subthreshold dynamics of NM neurons such as resonance, whereas the 
KHVA conductance was adopted to ensure rapid depolarization after spikes. Other active 
currents such as Ih (Yamada et al., 2005) are included as constant leak. Slice recording 
data of our own and others (Fukui and Ohmori, 2004) were used for determining these 
conductances (Table 2). Kinetics for KLVA and KHVA (Table 1) were based on slice 
recording results by Rathouz & Trussell (1998), after revising the curves to better 
reproduce our resonance, slope threshold, and dynamic clamp data.  
Similarly to our previous modeling work on owl NL neurons (Ashida, 2013), we 
introduced a threshold-crossing detector to simulate spiking activity of NM cells. When 
the membrane potential reaches the threshold Θ at time TΘ, a spike current Ispike(t-TΘ) is 
initiated. We used a difference of two exponential functions to simulate the spike shapes 
of NM neurons (Table 1). Once the threshold is crossed, the threshold-crossing detector 
is in an absolutely refractory period of length TR, thus no spikes are generated for TΘ < t 
< TΘ+TR.  
 To simulate effects of voltage gated sodium channel (Nav) inactivation on spike 
initiation, we introduced an adaptive threshold to the model (Benda et al., 2010; 
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Platkiewicz and Brette, 2010). Leaky integrate-and-fire models with adaptive thresholds 
were already used for simulating mammalian (Fontaine et al., 2013) and avian (Fontaine 
et al., 2014) auditory brainstem neurons. Our threshold equations are summarized in 
Table 1. In short, the adaptive spike threshold Θ(V,t) approaches the steady state 
threshold of Θ∞(V) with a time constant τΘ. Parameters for the threshold adaptation were 
assumed to be different among low, middle, and hig CF neurons and were determined to 
reproduce results of our dynamic clamp experiments.  
 
AN input model  
Phase-locked synaptic inputs from AN fibers are modeled as an inhomogeneous Poisson 
process with a periodic intensity function: ( ) 2 (2 )t p ftl pl p= , where t is time, l  is the 
average intensity, p is a 2π-periodic function, and f is the stimulus sound frequency. We 
used the von-Mises distribution function (Fisher, 1993) for the periodic function: 
0( ) exp( cos( )) / (2 I ( ))kp x k x kp=  with In being the Modified Bessel function of order n. The 
degree of phase-locking, measured as vector strength (VS) (Goldberg and Brown, 1969), 
is related to the concentration parameter k as: VS = I1(k) / I0(k). For more detail, see 
Ashida et al. (2013). We selected concentration parameters so that the VS of simulated 
AN spikes match previous experimental results (Fukui et al., 2006). We assumed that 
spiking of all AN fibers were locked to the same phase.  
To simulate refractory periods of AN fibers (Avissar et al., 2013), generated spikes that 
are closer to the preceding spike by Tref = 1.5 ms were discarded. Because of the 
refractoriness, simulated spike rates of AN fibers were generally lower than the intensity  
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l . As we are primarily interested in low-intensity stimulation, where inhibitory 
feedback does not play a major role, we chose values of the input intensity so that 
simulated AN fibers spike at 180-210 (spikes/sec). Table 3 summarizes the AN input 
parameters used for our simulations.  
Excitatory synaptic inputs from AN to NM were generated using a double exponential 
function (Table 1). The time constants of this model synaptic input were based on our 
previous slice recordings (Oline and Burger, 2014). In our series of simulations, we 
varied the number of AN fibers converging onto one model NM neuron from 1 to 16, to 
compare differences between 'a small number of large inputs' and 'a large number of 
small inputs'. Hence, we assumed that the total synaptic input amplitude gtot is unchanged 
with the number of inputs. In other words, the unitary synaptic input gunit was obtained by 
normalizing the total input gtot by the number Nin of converging AN fibers: gunit = gtot/Nin.  
 
Output measures  
To test the plausibility of our NM model, we performed numerical simulations with the 
same inputs and procedures as we used for our slice recordings. In particular, we 
calculated resonance properties, integration periods, slope thresholds, and dynamic 
thresholds. Next, we calculated membrane responses of low, middle, and high CF models 
using simulated AN inputs. We varied the sound stimulus frequency f, the number of AN 
inputs Nin, and the total synaptic conductance gtot to examine how these parameters affect 
model NM responses.  
 The output of model NM neurons was examined using two measures: the spike 
rate, the degree of synchrony (in VS), and the average K+ current. Since the input VS 
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depended on the sound frequency, we normalized output VS by the input VS to obtain a 
'synchronization gain'. A gain exceeding 1.0 indicates that the NM output has better 
synchrony than input AN fibers. The average K+ current (in pA) was obtained by 
integrating the KLVA and KHVA currents and divided this total by the simulated time 
length.  
 Custom-written Matlab (MathWorks) scripts were used for our numerical 
simulations. With each parameter set, model responses for 40 sec (typically with 5,000-
10,000 spikes) were calculated with a time increment of 5 µs. 
 
Statistics 
 All data in Results are expressed as percentage of control ± standard deviation. 
Error bars in figures represent standard error. Analyses of variance (ANOVA) and 
Tukey’s post hoc were used for comparisons among the three populations, and effect size 
of significant results was reported with partial eta squared (η2). Significance was 
corrected using Greenhouse-Geisser. Comparison of means between conditions within a 
population were made using a paired samples t-test. Data analysis and plotting were 
performed in MATLAB (MathWorks), Adobe Illustrator CC (Adobe Systems), and 
Clampfit (Molecular Devices), and comparisons were calculated in SPSS Statistics 
(IBM). 
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Results 
Synaptic and membrane properties are known to be distributed tonotopically in NM 
NM neurons’ sole targets are nucleus laminaris neurons, which rely on temporally 
precise information to perform computation of binaural coincidence detection. Therefore, 
NM’s primary function is to improve or preserve phase-locking precision. Though all 
NM neurons share this function, their synaptic and membrane properties differ along the 
tonotopy, suggesting computational specificity. In a previous report, we demonstrated 
that unitary synapses onto LCF neurons are less effective at driving spiking, and show 
more pronounced short-term depression (Oline and Burger, 2014). We used a minimum 
stimulation paradigm to evoke unitary synaptic responses in current clamp (Fig. 3.1, A-
C) in NM neurons from three tonotopically defined regions Low CF, Middle CF and 
High CF. Confirming previous observations, single evoked responses in LCF neurons 
have larger timing jitter 
than MCF and HCF 
neurons (Fukui and 
Ohmori, 2004), and spike 
probability following 
unitary synaptic input is 
more robust for HCF 
neurons (Fig. 3.1D) 
(Oline and Burger, 2014). 
We observed NM spike 
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timing shifted systematically in response to repetitive stimulation at 100 Hz, which more 
closely represents phase-locked synaptic activity during an auditory stimulus. Spike jitter, 
measured as the standard deviation of spike time in ms, increases more rapidly with 
successive pulses for LCF neurons compared to middle and high CF neurons, while 
change in average latency trended but was not significant (Fig. 3.1E, F) (LCF = 0.168  ± 
0.144 ms, n = 7, MCF = .059 ± .048 ms, n = 4,  HCF = .039 ± .091 ms, n = 8,  F(2, 16) = 
3.90, p = 0.042, one-way between groups ANOVA). While short-term synaptic 
depression may account for a portion of these effects in spike timing, tonotopic 
differences in postsynaptic membrane excitability may also affect spike timing. We next 
investigated the postsynaptic membrane’s possible contribution to synaptic integration 
and, importantly, phase-locking precision.  
 
Membrane frequency response varies with tonotopic position 
The magnitude and kinetics of a neuron’s voltage deflection in response to input 
are dependent on membrane impedance, whereby low impedance speeds voltage 
responses but attenuates response magnitude. To explore the membrane’s filter function 
in the subthreshold domain and to assess input selectivity at rest, we used a chirp protocol 
(also known as a ZAP). Chirps efficiently evoke membrane responses over a broad range 
of frequencies by injecting current in the form of frequency modulated sweep from 0-250 
Hz (Hudspeth, 1985; Hutcheon and Yarom, 2000). We adjusted current magnitude so that 
the maximum of the voltage response was 5 mV peak-to-peak. Resonant frequency (fR) 
was then measured as the frequency of current injection that resulted in the largest 
voltage deflection. 
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An ideal capacitor and 
resistor in parallel respond to 
chirp current injection with 
voltage responses that exhibit 
properties of a low pass filter, 
whereby slowly fluctuating inputs 
result in large voltage deflections, 
but higher frequency inputs are 
attenuated. For a passive neuron 
membrane that mimics this model, 
impedance would be maximal at 
rest. However, in real neurons, 
slow depolarization evoked by 
low frequency input rapidly 
recruits voltage gated 
conductances such as those 
mediating low-threshold 
potassium current (KLVA). This 
outward conductance has been 
shown to activate in NM between 
-75 and -65 mV (Reyes et al., 
1994; Rathouz and Trussell, 1998; 
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Fukui and Ohmori, 2004). Therefore, we predicted that HCF and MCF neurons, which 
have large KLVA, would preferentially attenuate responses to low frequency input 
compared to LCF neurons. Rather, we observed that fR and maximum impedance for 
resting neurons were not different across the tonotopy (LCF = 11.1 ± 7.19 Hz, n = 14, 
MCF = 19.1 ± 18.91 Hz, n = 16,  HCF = 25.16 ± 62.28 Hz, n = 15,  F(2, 42) = .50, p = 0.61; 
LCF = 166.4 ± 40.4 MΩ, MCF = 148.1 ± 147.8 MΩ, HCF = 138.3 ± 91.4 MΩ, F(2, 42) = 
.27, p = 0.77, one-way between groups ANOVAs). Sample traces of LCF (Fig. 2A) and 
HCF (B) neurons exhibit similar responses at rest. These data suggest that even though 
KLVA is tonotopically distributed, the resultant hyperpolarization of resting membrane 
potential maintains minimal activation near rest. The contribution of tonotopically 
distributed KLVA to spike timing may therefore only arise when the membrane is 
depolarized. 
We manipulated KLVA by setting membrane voltage to particular values using a 
steady current injection in 5 mV steps over a 15 mV range from -80 to -65 mV, 
encompassing the KLVA activation range (Fig. 2C, D).  Then we presented chirp protocols 
from these varied “resting” voltages. At a holding voltage (VH) of -80 mV, all neurons 
exhibited low-pass characteristics, with fR near 0 Hz (arrows), similar to results at Vrest. 
However, as we adjusted VH to more positive potentials, impedance to the slowest part of 
the chip protocol was significantly attenuated  (Fig. 2E, F) (LCF F(1.28, 16.66) = 18.12, p = 
.00027, η2 = .58; MCF F(1.08, 16.17) = 18.27, p = .00046, η2 = .55; HCF F(1.55, 21.76) = 36.44, 
p = .000001, η2 = .72, one-way repeated measures ANOVAs). In some MCF and HCF 
neurons, this attenuation of responses to slow input was so prominent that the filter 
envelope altered from low-pass to band-pass (LCF F(1.22, 15.91) = 2.55, p = .13; MCF F(1.29, 
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19.37) = 35.90, p = .000003, η2 = .71; HCF F(1.48, 20.65) = 43.18, p = .000001, η2 = .76, one-
way repeated measures ANOVAs), which is easily observed in normalized impedance 
functions (Fig. 2G, H). While the effect of VH on impedance near 0 Hz was not 
dependent on tonotopic position (Fig. 2I)(F(2.39, 50.09) = 1.92, p = .15, 3 x 4 mixed repeated 
measures ANOVA), the effect of VH on fR was CF-specific, with high CF neurons having 
the broadest dynamic range (Fig. 2J)(F(2.84, 59.54) = 19.42, p = .000001, η2 = .48, 3 x 4 
mixed repeated measures ANOVA). These data therefore suggest that a gradient of 
response properties exists along NM such that LCF neurons respond maximally to slow 
input, while MCF and HCF neurons dynamically adjust their responses in a condition-
dependent way, selecting for slower or faster input according to baseline voltage. 
Although these responses represent the cell membrane’s adaptive selectivity for input, it 
remains unclear whether the cell’s criteria for spiking are also adaptive, or remain stable. 
We therefore next asked if tonotopic position affected the effective integration period 
preceding a spike. 
 
Slope threshold varies with tonotopic position 
A tonotopic-dependent difference in cell membrane filtering properties suggests 
that NM neurons may select for inputs in a CF-dependent manner. It is important to 
consider that KLVA affects response properties in a number of ways. First, KLVA lowers 
the input resistance of a cell, speeding EPSP kinetics and attenuating amplitude. This 
property was manifested most obviously by differences in action potential threshold to 
100 ms square current injections (LCF = 281.1 ± 91.2 pA, MCF = 687.5 ± 324.8 pA, 
HCF = 980.0 ± 436.2 pA, F(2,42) = 17.16, p = .000004, η2 = .45, one-way between groups 
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ANOVA), confirming previous observations (Fukui and Ohmori, 2004). Second, the 
latency in KLVA activation puts a lower limit on the rate of depolarization that will initiate 
a spike, since any currents which depolarize the membrane more slowly than that limit 
become shunted by KLVA. To test if HCF cell membranes require faster depolarization, 
we used a current ramp 
protocol to evoke 
depolarizing 
membrane potentials at 
varying rates 
(Ferragamo and Oertel, 
2002; McGinley and 
Oertel, 2006; Kuba and 
Ohmori, 2009) (Fig. 
3A, B, same sample 
cells as in Fig. 2). 
Spike initiation, the 
point where voltage 
slope changed most 
rapidly, was measured 
as the peak of the 
voltage’s second 
derivative, and we 
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defined integration period as the latency from onset to spike initiation (Fig. 3A, B, 
brackets). We then defined slope threshold as the voltage slope preceding a spike (middle 
20-80 %). For each of five trials, the sweep with the most shallow ramp depolarization 
slope was defined as ‘slope threshold.’ 
We found that both integration period and slope threshold followed the tonotopic 
gradient. Integration period was longest for LCF cells (Fig. 3C)(LCF = 1.82 ± 0.46 ms, n 
= 14, MCF = 2.62 ± 1.14 ms, n = 16, and HCF = 3.94 ± 1.40 ms, n = 15, F(2,42) = 14.43, p 
= .000017, η2 = .41, one-way between groups ANOVA) and was positively correlated 
with resting potential (r = .49, p = .00069, Pearson correlation). Additionally, LCF cells 
had the shallowest slope threshold (Fig. 3E)(LCF = 5.86 ± 2.18 mV, MCF = 13.00 ± 7.00 
mV, and HCF = 18.39 ± 5.80 mV, F(2,42) = 18.91, p = .000001, η2 = .48, one-way 
between groups ANOVA), which was negatively correlated with resting potential (r = -
.42, p = .0039, Pearson correlation). Considering the previous observation that membrane 
filter properties depend on membrane voltage, we found complementary effects on 
integration period during ramp stimuli, specifically that integration period decreased with 
depolarized VH for all populations (Fig. 3D)(LCF F(1.19, 15.40) = 8.21, p = .0090, η2 = .39; 
MCF F(1.15, 17.23) = 18.38, p = .00032, η2 = .55; HCF F(1.33, 18.61) = 19.45, p = .00012, η2 = 
.58, one-way repeated measures ANOVAs). In contrast, VH explained a smaller 
percentage of slope threshold variance (23 – 44 %), compared to integration period (39 - 
58%). This non-systematic effect can be observed in Fig. 3F (LCF F(1.17, 15.17) = 10.04, p = 
.0048, η2 = .44; MCF F(1.70, 25.52) = 5.46, p = .014, η2 = .27; HCF F(1.58, 22.06) = 4.07, p = 
.040, η2 = .23, one-way repeated measures ANOVAs), with post-hoc effects only at the 
most depolarized conditions. Since this was performed in the same cells as in Figure 2, 
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we could then ask if a cell’s dynamic range of fR across VH predicts either the cell’s 
integration period or slope threshold. We calculated fR range as the difference in values 
between the -80 and -65 mV conditions, and found that a broad frequency response range 
predicts a narrow integration period and a steep slope threshold (integration period r = -
.57, p = .000051, slope threshold r = .44, p = .0024, Pearson correlations). Taken 
together, responses to chirp and ramp protocols suggest that neurons in NM have filter 
functions that depend on tonotopic position and are strong predictors of integration 
properties for spike timing. If these inherent membrane properties do modulate input-
output functions, it is important to test this hypothesis with naturalistic synaptic-like 
inputs. We therefore used dynamic clamp to probe integration during subthreshold input. 
 
Dynamic input threshold is more selective for HCF NM neurons 
NM membrane responses to both chirp and ramp current injections demonstrate 
that HCF neurons reject slow input more strongly than LCF neurons. The voltage 
dependence of this property suggests that this selectivity is primarily regulated by the 
known, tonotopically distributed KLVA gradient. While artificial inputs like chirp and 
ramp currents illustrate differences in membrane filter properties, they do not provide 
clear predictions for how the membrane would integrate noncoincident synaptic input. It 
is important to consider that KLVA  activation would lag a subthreshold synaptic input, 
creating a limited window of time when a second input could initiate spiking. In this way, 
NM neurons may function as monaural coincidence detectors by spiking only in response 
to closely timed synaptic input. In fact, spike threshold in NM has been shown to increase 
dramatically following a subthreshold input (Howard and Rubel, 2010). To assess 
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membrane integration using more a synaptic-like input, we used dynamic clamp 
(Robinson and Kawai, 1993; Sharp et al., 1993) to measure dynamic spike threshold at a 
submillisecond timescale. Synaptic conductances were modeled as a double exponential 
waveform fit to excitatory postsynaptic currents from previously published data (Oline 
and Burger, 2014), and we measured unitary conductance threshold as the amplitude 
required to generate a spike in greater than 50% of trials. We then investigated the 
temporal dynamics of spike threshold with a protocol adapted from Howard & Rubel 
(2010). Following a subthreshold input at 70% threshold (EPSG1), a second conductance 
(EPSG2) was applied after 
time t, and its magnitude 
increased until spiking 
occurred in at least 50% of 
15 trials presented at 5 Hz 
(Fig. 34A). As expected, 
unitary conductance 
threshold was larger for 
HCF neurons (LCF 14.86 
± 2.98 nS, n = 9, MCF 
16.91 ± 2.23 nS, n = 4, 
HCF 24.18 ± 3.63 nS, n = 
11, F(2, 21) = 22.27, p = 
0.00006, η2 = .68, one 
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way between groups ANOVA). In the absence of KLVA, we would expect EPSG2 
threshold at t = 0 to be 30 % of unitary threshold, and to asymptote to 100% over time. 
However, EPSG1 activates KLVA in a way that lags membrane depolarization, so that 
inward currents are shunted and EPSG2 must be larger to achieve a similar net inward 
current. In effect, KLVA causes EPSG2 threshold to overshoot unitary conductance 
threshold, and for this period of time the neuron can be considered to be refractory. 
Considering the known gradient in KLVA along the tonotopic axis of NM, we predicted 
that HCF neurons would exhibit larger peak EPSG2 threshold, and that this peak would 
occur with lower latency. Indeed, HCF neurons had a more dynamic spike threshold (Fig. 
3.4B)(3 x 14 mixed repeated measures ANOVA, F(3.77, 32.02) = 3.91, p = 0.012, η2 = .32) 
with a larger and earlier peak than MCF or LCF neurons.  
We then asked how depolarization constrained temporal integration by adjusted 
holding voltage for each cell to -65 mV and -80 mV, and observed VH-dependent-
changes for both LCF (3.4C) and HCF (3.4D) populations (LCF F(2.10, 21.0) = 4.47, n = 6, p 
= .023, η2 = .31; MCF F(1.47, 5.88) = .781, n = 3, p = .46; HCF F(2.06, 20.55) = 5.99, n = 6, p = 
.0085, η2 = .38, repeated measures ANOVAs), demonstrating that depolarization restricts 
temporal integration. Interestingly, conductance threshold was only different between VH 
conditions for LCF neurons (LCF 14.28 ± 2.56 nS at -65 mV and 20.57 ± 3.86 nS at -80 
mV, n = 6, p = .0018; MCF 15.52 ± 2.16 nS at -65 mV and 19.10 ± 7.77 nS at -80 mV, n 
= 3, p = .53; HCF 24.21 ± 2.52 nS at -65 mV, 27.46 ± 6.01 nS at -80 mV, n = 6, p = .21, 
paired samples t-tests), suggesting that while depolarization may bring all neurons closer 
to voltage threshold, the conductance requirements to initiate a spike remain unchanged 
for HCF neurons. 
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Computational modeling demonstrates distinct integration strategies 
To understand if 
these tonotopic membrane 
response properties of NM 
neurons confer specific 
strategies for synaptic 
integration, we next devised 
computational models of 
low, middle, and high CF 
neurons. These single-
compartment models 
contained leak, KLVA, and 
KHVA conductances, and a 
spike current with an 
adaptive threshold (Table 
3.1). Parameters were adjusted for models (Table 3.2) so that model response properties 
reflected those from our slice physiology recordings (Fig. 3.5). Injection of chirp currents 
to the models resulted in membrane potentials that, like our observed recordings, moved 
from low-pass to band-pass according to VH, with tonotopically-dependent dynamic 
ranges (Fig. 5, 3.A-C). The model neurons also responded similarly to ramp current 
injection, whereby the integration period was more prolonged for the LCF model (Fig. 
3.5, D-F). Finally, when we provided asynchronous synaptic-like inputs to the models, 
EPSG2 threshold increased rapidly and then returned to baseline, and the peak of the 
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dynamic threshold occurred earliest and strongest for the HCF model (Fig. 3.5, G-I) 
confirming physiological results. 
To investigate how the number and size of converging synaptic inputs interact 
with membrane response properties to adjust phase-locking, we then provided synaptic 
inputs to these models (Fig. 3.6). We varied the number of model auditory nerve inputs 
from 1 to 16 while keeping total conductance fixed (Fig. 3.6B), so that we tested a range 
from many small inputs to a few large inputs. Two representative conditions are 
presented, a 200 Hz stimulus evoking inputs to a low CF model, and a 3,200 Hz stimulus 
driving inputs to a HCF model (Fig. 3.6A, C). Spike rate and jitter of phase-locked inputs 
were based on auditory 
nerve recordings from 
live animals in response 
to pure tones (Fukui et 
al., 2006), while we 
used our own 
recordings of isolated, 
unitary auditory nerve 
synapses onto NM from 
a previous publication 
to model input kinetics 
(Oline and Burger, 
2014). These inputs 
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elicited phase-locked spikes in their postsynaptic models, which we compared to inputs 
using period histograms (Fig. 3.6D, E). We measured phase-locking using vector 
strength, where a value of 0 represents no relationship between stimulus phase and spike 
timing, while a value of 1 represents perfect synchrony (Goldberg and Brown, 1969). We 
then quantified the NM neuron’s effect on phase locking using synchrony gain, the ratio 
of output vector strength and input vector strength. Synchrony gain values greater than 1 
represent improvement in vector strength, while values less than 1 represent a 
degradation of phase-locking. Note how 4 inputs enhanced vector strength for a 200 Hz 
stimulus by 12% (synchrony gain = 1.12), while the same arrangement eliminated almost 
all phase information for a 3,200 Hz stimulus (synchrony gain = 0.10). 
We then measured synchronization gain for a range of input number and stimulus 
frequency combinations (Fig. 3.7). All models showed synchrony gain improvements for 
200 Hz stimuli with increasing number of input, with diminishing improvement above 8 
inputs (Fig. 3.7A-C). Additionally, the stimulus frequency where the optimal number of 
inputs switched from many inputs to few was near 800 Hz, where synchronization gain 
was essentially flat regardless of input number. Synchrony gain for stimulus frequencies 
1,600 Hz and above in all models was below 1 and best for just a single input and, 
suggesting that inputs arrived too rapidly for temporal summation of synaptic inputs to 
take place. 
To assess the postsynaptic membrane’s contribution to phase-locking, we then 
compared the responses of each model to 200, 800, and 3,200 Hz stimuli (Fig. 3.7D-F). 
Potassium current is largest in the HCF model (insets). When driven by a 200 Hz 
stimulus, all model cells responded with remarkably similar synchronization gain, 
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meaning that no advantage is conferred by response characteristics that are specific to CF 
(Fig. 3.7D). However, higher stimulus frequencies quickly highlighted membrane-
dependent differences in phase-locking. While responses to 800 Hz stimuli were 
relatively unchanged with varying input number, the LCF model performed substantially 
worse than the MCF and HCF models (Fig. 3.7E). Finally, in the 3,200 Hz stimulus 
condition were all responses deteriorated relative to auditory nerve inputs, the HCF 
model provided output maintained the most phase information (Fig. 3.7F).  In summary, 
the models predict that the ideal arrangement of synaptic convergence and membrane 
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responses is specific to stimulus frequency, and that a fast membrane time constant is 
most beneficial when representing high frequency stimuli with a single input. 
 
In vitro responses to phase-locked input show patterns 
 We then sought to test the predictions of our computational model in vitro with 
identical input timings and conductance waveform. We simulated 1-8 synaptic inputs to 
NM neurons at each CF with dynamic clamp (Fig. 8). Neurons were driven for 80 
seconds with inputs phase-locked to 200, 800, and 3,200 Hz stimuli, yielding several 
thousand spikes per trial. The resultant synchronization gains were very similar to model 
predictions. Neurons responded best to 200 Hz stimuli with increasing input number 
(F(1.025, 13.326) = 166.79, n = 14, p = .00001, η2 = .93, repeated measures ANOVA), and 
best to 3,200 Hz 
stimuli with only a 
single large input 
(F(1.141, 19.537) = 38.472, 
n = 14, p = .00001, η2 
= .75, repeated 
measures ANOVA). 
Input number affected 
synchrony gain of 
responses to 800 Hz 
stimuli somewhat less 
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(F(1.392, 18.102) = 6.232, n = 14, p = .015, η2 = .324, repeated measures ANOVA). Between 
populations, HCF and MCF cells responded with statistically higher synchronization gain 
than LCF cells for both 200 and 3,200 Hz stimuli (200 Hz F(2.067, 11.367) = 4.88, n = 14, p = 
.029, η2 = .47; 3,200 Hz F(3.49, 19.197) = 10.425, n = 14, p = .00018, η2 = .66). Overall, the 
outcomes of our computational model and in vitro recordings showed advantages for 
fewer inputs and higher KLVA with increasing stimulus frequency. 
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Discussion 
In this report, we observed that unitary auditory nerve fibers drive responses in NM with 
systematic increases of spike latency and jitter under repetitive stimulation at physiological rates, 
but that these increases depend on the tonotopic identity of the postsynaptic neuron. We 
demonstrated that the membrane contributes to these response patterns in several important ways. 
First, we showed that membrane selectivity for input features is tonotopically distributed, 
whereby HCF neurons strongly attenuate slow inputs when depolarized, resulting in a very short 
integration period. Using naturalistic EPSGs with dynamic clamp, we empirically defined the 
physiological constraints on temporal integration, showing that following a subthreshold input, a 
depolarized HCF neuron rejects a second, asynchronous input more strongly than MCF or LCF 
neurons. We then probed the effect of input number on synaptic integration in each tonotopically 
defined category on spike timing during ongoing stimuli in computational models.  The models 
made two key predictions. First, that the optimal input number depends on stimulus frequency 
alone, and second, that the benefits accrued to the HCF model by high K+ conductances only 
provided a computational advantage for high frequency stimuli. Finally, we tested these 
predictions in vitro using dynamic clamp and confirmed that tonotopically distributed membrane 
properties in NM confer stimulus frequency-specific advantages for synaptic integration. The data 
further suggest that maintaining high expression of KLVA only improves phase-locking when it 
prevents temporal summation of synaptic inputs across multiple input periods, or effectively for 
representation of high frequency stimuli. 
Neurons responding to converging phase-locked synaptic inputs must perform two tasks: 
integrate stimulus-driven inputs to improve phase-locked output, and simultaneously prevent 
summation across stimulus periods. At low stimulus frequencies, the integration window is 
relatively unconstrained by period length, and phase-locking is improved through summation of 
converging, subthreshold inputs. However, at high stimulus frequencies, the brief stimulus period 
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encroaches upon the integration window, imposing a strict cutoff between a computational 
preference for either summation or rejection of successive inputs. We showed that middle and 
high CF NM neurons are competent to dynamically adapt their integration window in response to 
input, whereby depolarization moved membrane selectivity toward faster depolarization and more 
coincident input (see Figs. 2-4). At the very highest stimulus frequencies, where the stimulus 
period is shorter than the integration window in even the most leaky HCF neurons (3,200 Hz, 
0.31 ms), distinguishing between inputs responding to sequential periods becomes impossible. In 
fact, even when neurons received large numbers of inputs, high frequency stimuli were unlikely 
to evoke coincident inputs within a given period. Instead, inputs temporally dispersed over 
multiple periods, resulting in a depolarization block and output response failure (see Fig. 5C). For 
these reasons, the temporal characteristics of high frequency stimuli are best maintained with few 
strong inputs, a classic “relay” arrangement. Our previous observation that HCF synapses are 
more resistant to depression than LCF and MCF synapses corresponds well to this finding (Oline 
and Burger, 2014).  Interestingly, we observed that even in the physiologically restricted 
condition of high frequency stimuli with a single input, the fast membrane of HCF neurons still 
confers a substantial synchronization gain relative to MCF and LCF models/neurons by limiting a 
given input’s influence on responses in subsequent stimulus periods. While the mammalian 
cochlear nucleus is not as experimentally accessible as NM, these principles still apply to neurons 
that perform phase-locking across this frequency range. 
Anatomical and physiological observations of the chick auditory brainstem directly 
support these conclusions that optimal synaptic convergence for phase-locking is dependent on 
stimulus frequency, and that a selective postsynaptic membrane confers a stronger computational 
advantage only for higher stimulus frequencies. In the chicken, LCF neurons receive more than 8 
subthreshold inputs and have relatively low input thresholds, while HCF neurons receive few (~1-
2) superthreshold endbulb synapses and are less excitable (Fukui and Ohmori, 2004). Our own 
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previous observation that inputs to LCF neurons show pronounced short-term synaptic depression 
would magnify this optimal tonotopic gradient in input magnitude (Oline and Burger, 2014). 
Additionally, in vivo recordings in NM have shown that LCF neurons phase-lock more precisely 
than their auditory nerve inputs up to stimulus frequencies of about 800 Hz, while HCF neurons 
actually show poorer output than their phase-locked inputs (Fukui et al., 2006). 
In the context of the apparent functional homogeneity among all NM neurons, we 
demonstrate that computational strategy ranges from integrate-and-fire to relay in accordance 
with constraints imposed by tonotopically distributed stimulus characteristics. The optimal 
membrane characteristics specific to each strategy imposes constraints on synaptic inputs. For 
example, a byproduct of the very fast time constant of HCF cells renders dendrites of limited use 
in the HCF region, even if a dendrite could otherwise average the arrival time of many inputs 
phase-locked to a high frequency stimulus. This may explain why dendrites have only been 
observed for NM neurons in the LCF region, akin to the lengthening of dendrites in NL (Smith 
and Rubel, 1979; Deitch and Rubel, 1989; Agmon-Snir et al., 1998). Additionally, the large 
K+LVA conductances necessary for the dynamic spike threshold also incur a metabolic cost, since 
roughly half of the energy consumption of a neuron is associated with Na+/K+-pump activity 
(Ames, 2000; Laughlin, 2001). The cumulative cost of maintaining temporal precision with high 
K+ conductances may explain why MCF neurons have a higher input resistance than their HCF 
counterparts, even though our experiments show a synchronization gain for HCF cells when 
responding to 800 Hz stimuli. 
The cochlear nucleus has been observed to improve phase-locking precision to low 
frequency sounds in other systems as well, including barn owls at frequencies < 3,000 Hz 
(Sullivan and Konishi, 1984), in the cat < 700 Hz (Joris et al., 1994), and in the rat < 1,000 Hz 
(Paolini et al., 2001). Convergence of multiple subthreshold synaptic inputs and a fast membrane 
time constant have been previously proposed as mechanisms for improving phase-locking to low 
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frequency stimuli, while a single input would provide stronger phase-locking to higher stimulus 
frequencies (Rothman et al., 1993; Joris et al., 1994; Burkitt and Clark, 1999; Xu-Friedman and 
Regehr, 2005). Here, the chick cochlear nucleus provides an endogenous tonotopic gradient of 
both input convergence and membrane properties that allow investigation their interaction, an 
advantage unique to NM. One previously observed interaction in NM is that neurons receiving 
many subthreshold inputs require a large sodium conductance in order to maintain phase-locked 
output, and that the magnitude of sodium conductance is matched to input number along the 
tonotopy (Kuba and Ohmori, 2009).  
Our observation that depolarized neurons had more narrow integration periods and 
required more synchronous subthreshold inputs in order to spike lead us to expect that under 
certain input conditions, neurons would switch preferences from relaying a single input to 
integrating multiple subthreshold inputs. However, when we presented neurons with phase-locked 
inputs, we saw little evidence of a switch. Rather, high frequency stimuli were always better 
represented with a single input. This may be because a rise in the membrane’s dynamic threshold 
was coupled to a narrowing of the integration window for shorter stimulus periods, rendering 
coincident input even less likely. Since HCF neurons have been observed with more than a single 
input, it is possible that a switch occurs in a condition that we did not test, such as during 
inhibitory input. NM neurons receive depolarizing GABAergic inhibition from the superior 
olivary nucleus, primarily during high auditory stimulus intensities. One possible scenario for 
MCF or HCF neurons adjusting preferred input number from few to many is during a high 
intensity auditory stimulus, which would couple increased auditory nerve input spike rate that 
depress to subthreshold amplitudes with depolarizing inhibition, resulting in a higher likelihood 
of coincident inputs per stimulus cycle with a more selective postsynaptic membrane. In such a 
situation, the more narrow integration window would be important for preventing summation of 
inputs across successive periods, and restricting summation of converging subthreshold inputs to 
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within a stimulus period. In fact, we’ve previously demonstrated in vivo that blocking inhibition 
to HCF NM neurons during 90 dB stimulation reduces output vector strength relative to control 
conditions (Fukui et al., 2010). 
In summary, we demonstrated that the tonotopic gradient of progressively lower input 
resistances and higher spike thresholds from LCF to HCF neurons leads to functional differences 
in synaptic integration. Specifically, LCF neurons have stable membrane filter functions, while 
MCF and HCF neurons dynamically adjust their preferred input according to membrane potential. 
We then showed that these filter functions predict a neuron’s integration period, whereby HCF 
neurons require more rapid depolarization and more synchronous subthreshold inputs than their 
LCF counterparts in order to spike. Next, we employed computational modeling to ask what 
contribution these membrane integrative properties had on responding to phase-locked auditory 
nerve input. Our models predicted that the preferred input number is specific only to stimulus 
frequency, by which phase-locking to low stimulus frequencies was always improved by 
integration of many inputs, while high stimulus frequencies were always best represented with a 
single input. We then confirmed these results in vitro, observing that the more selective 
membrane properties of HCF neurons provided a progressively higher computational advantage 
for high stimulus frequencies. More broadly, these data identify factors that optimize any neuron 
for temporally precise signaling.  
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Table 1. NM model equations.  
Variable  Equation 
Membrane potential V  
L KLVA KHVA spike syn
dVC I I I I I
dt
= + + + +  
Leak current  ( )L L LI g E V= -  
KLVA current  ( , )( )KLVA KLVA KI g d V t E V= -  
KHVA current  ( , )( )KHVA KHVA KI g n V t E V= -  
Spike current 
1 1 2 2( ) exp( / ) exp( / )spikeI t A t A tt t= - - -  
Synaptic current  ( ) ( )( )syn syn synI t g t E V= -   
KLVA kinetics  
( ) ( , ) ( ) ( , )d
dV d V t d V d V t
dt
t •= -  
KLVA time constant  ( 23)/10
10( ) / ( ( ) ( ))
T
d d dV Q V Vt a b
-= +  
KLVA steady state function  ( ) ( ) / ( ( ) ( ))d d dd V V V Va a b• = +  
KLVA activation function  ( ) 0.20exp( ( 70) / 21.8)d V Va = + +  
KLVA inactivation function  ( ) 0.17exp( ( 70) /14.0)d V Vb = - +  
KHVA kinetics  
( ) ( , ) ( ) ( , )n
dV n V t n V n V t
dt
t •= -  
KHVA time constant  ( 23)/10
10( ) / ( ( ) ( ))
T
n n nV Q V Vt a b
-= +  
KHVA steady state function  ( ) ( ) / ( ( ) ( ))n n nn V V V Va a b• = +  
KHVA activation function  ( ) 0.11exp( ( 29) / 9.1)n V Va = + +  
KHVA inactivation function  ( ) 0.103exp( ( 29) / 20.0)d V Vb = - +  
Threshold equation  
( , ) ( ) ( , )d V t V V t
dt
t Q •Q = Q - Q  
Target threshold  
0( ) log ( )V K h V• Q •Q = Q -  
Na inactivation function  ( ) 1/ (1 exp(( 65.0) / 7.0) )h V V• = + +  
Unitary synaptic input ( ) (exp( / ) exp( / ))syn unit g R Fg t g k t tt t= ◊ ◊ - - -  
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Table 2. NM model parameters. Parameters marked as # are common to all three CF models.  
Parameter LCF model MCF model HCF model 
Membrane capacitance# C 30 [pF]  30 [pF]  30 [pF]  
Leak reversal potential# EL  -59 [mV]  -59 [mV]  -59 [mV]  
K reversal potential EK -83 [mV]  -84 [mV]  -85 [mV]  
Synaptic input reversal potential# 
Esyn 
0 [mV]  0 [mV]  0 [mV]  
Leak conductance gL 4 [nS]  6 [nS]  8 [nS]  
KLVA conductance KLVAg  4 [nS]  21 [nS]  32 [nS]  
KHVA conductance KHVAg  32 [nS]  84 [nS]  128 [nS]  
Temperature factor# Q10  2.0  2.0  2.0  
Temperature (in vitro) # T  35 [oC]  35 [oC]  35 [oC]  
Temperature (in vivo) # T  40 [oC]  40 [oC]  40 [oC]  
Baseline threshold# Θ0  -62 [mV]  -62 [mV]  -62 [mV]  
Adaptation factor KΘ  9 [mV]  10 [mV]  11 [mV]  
Adaptation time constant# τΘ  0.9 [ms]  0.9 [ms]  0.9 [ms]  
Refractory period# TR  2.0 [ms]  2.0 [ms]  2.0 [ms]  
Spike current amplitude A1  55 [nA]  85 [nA]  135 [nA]  
Spike current amplitude A2  35 [nA]  63 [nA]  110 [nA]  
Spike current time constant τ1 0.12 [ms]  0.12 [ms]  0.11 [ms]  
Spike current time constant τ2 0.20 [ms]  0.17 [ms]  0.14 [ms]  
Synaptic time constant# τR  0.20 [ms]  0.20 [ms]  0.20 [ms]  
Synaptic time constant# τF  0.33 [ms]  0.33 [ms]  0.33 [ms]  
Normalization constant# kg -5.4855  -5.4855  -5.4855  
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Table 3. Frequency-dependent auditory nerve model input parameters.  
Sound frequency [Hz] 200  400  800  1600  3200  
Input intensity l [spikes/sec] 400  300  300  300  300  
Simulated spike rates [spikes/sec]  ~185  ~210  ~195  ~205  ~205  
Concentration parameter k  2.8713  2.8713  2.8713  1.1593  0.4083  
Simulated vector strength  ~0.77  ~0.80  ~0.80  ~0.50  ~0.20  
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In this work, I investigate how the broad range of synaptic and postsynaptic 
properties across the tonotopic axis of the chick cochlear nucleus contribute to auditory 
processing. A tonotopic distribution of synaptic properties, such as input number and 
amplitude, and postsynaptic properties, such as input resistance and spike threshold, have 
been known for more than a decade. However, the function of such tonotopic gradients 
remain unclear. Why do low characteristic frequency (LCF) NM neurons have a more 
excitable membrane but small inputs, while high characteristic frequency (HCF) neurons 
have higher input thresholds and larger inputs? Here, I characterize both synaptic and 
presynaptic properties in more physiologically relevant conditions, and then demonstrate 
how each contributes to the ability for NM neurons to faithfully maintain and improve the 
temporal precision of their phase-locked inputs. 
First, I show that high characteristic frequency (CF) unitary auditory nerve fibers 
are more effective at driving temporally precise firing in nucleus magnocellularis (NM) 
neurons than their low CF counterparts. High CF inputs to NM drive postsynaptic spiking 
with a higher spike probability, and the spikes themselves occur with more constrained 
latency and temporal jitter. I then go on to demonstrate two main factors that contribute 
to these observed differences: that high CF inputs to NM are less susceptible to short-
term synaptic depression (STD), and that the postsynaptic membranes of HCF NM 
neurons themselves are more selective. 
Specifically, I demonstrate that STD at the auditory nerve-NM synapse varies 
systematically across the tonotopic axis. This feature does not depend on postsynaptic 
receptor desensitization, nor on the rate of vesicle replacement. While I show a gradient 
of RRP size where high CF RRPs have nearly twice the quantal content observed for low 
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CF synapses, the range of observed release probabilities are more likely to 
mechanistically influence depression kinetics. 
These data open the question, how does the tonotopic gradient of STD influence 
the output of NM neurons, and how does it interact with other tonotopically distributed 
features, such as a gradient of postsynaptic input thresholds? To see if synaptic input 
amplitude of auditory nerve inputs is matched to the membrane properties of their NM 
targets, I then investigated the postsynaptic membrane. 
The membrane of NM neurons contributes to these response patterns in several 
important ways. First, I show that membrane selectivity for input features is tonotopically 
distributed, whereby HCF neurons strongly attenuate slow inputs when depolarized, 
resulting in a very short integration period. Using naturalistic EPSGs with dynamic 
clamp, I empirically defined the physiological constraints on temporal integration, 
showing that following a subthreshold input, a depolarized HCF neuron rejects a second, 
asynchronous input more strongly than MCF or LCF neurons. 
With the postsynaptic response properties well understood, a collaboration with 
Go Ashida allowed us to then probe the effect of input number on synaptic integration on 
spike timing during ongoing stimuli in computational models.  His models made two key 
predictions. First, that the optimal input number depends on stimulus frequency alone, 
and second, that the benefits accrued to the HCF model by high K+ conductances only 
provided a computational advantage for high frequency stimuli. Finally, I tested these 
predictions in vitro using dynamic clamp and confirmed that tonotopically distributed 
membrane properties in NM confer stimulus frequency-specific advantages for synaptic 
integration. The data further suggest that maintaining low input resistance only improves 
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phase-locking when it prevents temporal summation of synaptic inputs across multiple 
input periods, or effectively for representation of high frequency stimuli. 
In summary, in this work I describe tonotopic differences in STD and membrane 
integration properties, and show that the observed arrangement of these properties, that 
LCF neurons receive many small inputs while HCF neurons receive a few large inputs, is 
aligned with the optimal arrangement of converging input and membrane characteristics 
specific to each stimulus frequency. While the mammalian cochlear nucleus is not as 
experimentally accessible as NM, these computational principles apply broadly to all 
neurons devoted to processing signals with high temporal precision. 
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