Compared to histopathological methods cancer can be detected earlier, specimens can be obtained easier and with less discomfort for the patient by cytopathological methods. Their downside is the time needed by an expert to find and select the cells to be analyzed on a specimen. To increase the use of cytopathological diagnostics, the cytopathologist has to be supported in this task. DNA image cytometry (DNA-ICM ) is one important cytopathological method that measures the DNA content of cells based on the absorption of light within Feulgen stained cells. The decision whether or not the patient has cancer is based on the histogram of the DNA values. To support the cytopathologist it is desirable to replace manual screening of the specimens by an automatic selection of relevant cells for DNA-ICM. This includes automated acquisition and segmentation of focused cells, a recognition of cell types, and a selection of cells to be measured. As a step towards automated cell type detection we show the discrimination of cell types in serous effusions on a selection of about 3, 100 manually classified cells. We present a set of 112 features and the results of feature selection with ranking and a floating-search method combined with different objective functions. The validation of the best feature sets with a k-nearest neighbor and a fuzzy k-nearest neighbor classifier on a disjoint set of cells resulted in classification rates of 96% for lymphocytes and 96.8% for the diagnostically relevant cells (mesothelial+ cells), which includes benign and malign mesothelial cells and metastatic cancer cells.
INTRODUCTION
To increase the chance of cure and to reduce curative costs it is desirable to detect cancer as early as possible. Cytopathological methods of diagnosis allow to detect a variety of cancers up to three years ahead of conventional histopathological methods 1 and, moreover, to prevent unnecessary biopsies. 2 Specimens of cells can be taken non-or minimally invasive with, e.g., tiny brushes or fine needle aspiration biopsies (FNABs). This renders cytopathological methods suitable for preventive diagnostics. One of the main drawbacks of cytopathologic diagnostics is the time needed by an expert for the visual inspection of a specimen under a microscope, searching for malignant or suspicious cells and manually selecting them for a detailed analysis. To overcome the problem of time needed for a diagnosis, the methods have to be automated such that an expert only has to decide whether or not the selected cells are adequate.
One essential diagnostic method is DNA image cytometry (DNA-ICM ) that measures the amount of DNA in cells based on the Feulgen stain, which stains DNA in the nucleus stoichiometrically. Since cancer mostly is a chromosomal abnormality, it thus can be diagnosed from DNA histograms. The process of standardized DNA-ICM, 3 based on brightfield microscopical images, is firstly, to manually select about 300 nuclei with abnormal morphology, for which the DNA content should be measured, called analysis cells. Secondly a set of about 30 normal cell nuclei with a DNA value corresponding to a double chromosomal set (2c) has to be selected as reference cells. This set implicates the integral optical density of the stained cells and their DNA content by computing the ratio of the integral optical density of each nucleus to the mean integral optical density of the reference cells. The decision wether or not a patient has cancer is the third and last step. This decision is achieved by evaluating the position of stemlines of the selected population of analysis cells within a histogram, i.e., evaluating number and position of modes of the DNA values and by identifying cells with an abnormal DNA value. Trying to automate this method means to automatically acquire images of nuclei, segment them and select the diagnostically relevant ones, i.e., classify and pre-elect a choice of analysis cells and of reference cells.
Current strategies in automating cytopathological diagnostic methods are limited to a special material, on special stains, and on dedicated special imaging systems, 4-8 such not. For an automated DNA-ICM a machine is available for screening of cervical smears, using a brightfield light microscope. It searches for so-called exceeding events only, i.e., cells with an abnormal high DNA content, by measuring the DNA value of all existing cells.
9 But as these cells are rare the same high sensitivity and specificity as with the standardized interactive DNA-ICM, 3 for which in turn an expert has to select the cells to be measured manually, are not possible. The approach in this paper aims at an algorithmic implementation of such expert knowledge for specimens of serous effusions, i.e., an automatic detection and selection of analysis cells and reference cells in serous effusions.
In these specimens abnormal mesothelial+ cells have to be identified as analysis cells and lymphocytes are the preferred type of reference cells to be sought after. Furthermore these cells have to be distinguished from other cell types occurring in these specimens, e.g., granulocytes and macrophages. Technically speaking a set of mathematical features and a classifier have to be identified to distinguish best between the different types of cells on basis of a manually classified set of cells as a gold standard. Therefore the following sections are organized as follows: In section 2 the different cell types are shown and the imaging modality leading to our large database of cell images are described. On these cell images features have to be computed that characterize properties of the different cell types and that are possibly adequate to distinghuish between them. To decide which subset of features discriminates best between the cell types, a feature selection has to be carried out, followed by training and validating classifiers to achieve best classification results for the selected feature subsets. The algorithms we used for this are explained in section 3. Based on the data set and these algorithms we carried out several experiments, described in section 4, trying to find the combination of algorithms that maximizes the overall classification rate. The results (section 5) of the experiments show, that lymphocytes and mesothelial+ cells can be discriminated at overall classification rates between 95.4% and 99%. The paper ends up with the conclusions and some future work in section 6.
MATERIAL
Our dataset is based on Feulgen stained nuclei from serous effusions with the contours of the nuclei given as chaincodes. An experienced cytopathologist classified 14, 346 mesothelial+ cells, 1, 915 lymphocytes, and 95 granulocytes that have been acquired during the DNA-ICM of 58 specimens. The class of the mesothelial+ cells comprises normal, reactive and neoplastic mesothelial cells and metastatic tumor cells.
These specimens include 2 aszites without cancer, due to heart congestion or inflammations and 13 benign mesotheliomas and 14 metastatic carcinomas (including 9 from the lung, 2 from the ovary, 2 from the breast and one of an unknown primary tumor). Further from pleural effusions 19 without cancer, 6 benign mesotheliomas and 4 due to metastatic carcinomas (including 2 from the stomach and 2 from the pancreas).
Some cell types that might occur in serous effusions are shown in figure 1. Image acquisition was performed by a brightfield light microscope and a 63x oil immersion objective and a three-chip CCD camera with a resulting resolution of ≈ 0.1µm for a pixel edge length.
METHODS
The generation of a supervised classifier to distinguish between cell types can be split into three parts. Part one: Generation of features, i.e., to compute a mathematical set of features, which describes the cells. Part two: Feature selection, i.e., to reduce the computational time needed for a classification of objects and avoid the effect of the peaking phenomenon (degraded performance of a classifier due to a to small number of training samples relative to the the number of features). This means to search for a, depending on the number of training samples, minimal, efficient choice of features to ensure optimal classification results. Part three: Classification and validation, i.e., to train a classifier according to the chosen features and validating this classifier with a sample set that is disjoint to the training set to rate the quality of this classifier.
Generation of features
Cytopathologists distinguishes between different cell types by considering geometrical properties such as size, shape, characteristics of the nuclear contour and texture of the chromatine structure within the nucleus. On the basis of transmitting light microscopy images of Feulgen stained nuclei and their segmentations, we therefore extracted 112 features. This feature collection is motivated by Rodenacker 10 (Appendices B2 to B4) and supplemented with Suk 11 and comprises some basic geometrical features like area, perimeter, form factor, etc. Additionally we use form describing features based on Fourier descriptors, and on affine invariant 10 as well as independent affine invariant moments 11 derived from the central twodimensional polynomial moments, that are computed for the nuclear mask. This feature set is supplemented by texture features. These are the affine invariant and the independent affine invariant moments computed for the extinction image, that is based on the green channel of the original RGB image, and the flat texture image, which is the difference between the extinction image and its median filtered version, here using a filter kernel of size five for the median filter.
Feature selection
To generate subsets of these features with a good separability performance without testing all possible subsets we chose two feature selection methods. The first is the ranking method, 12 that iteratively adds that feature, that separates best in the one-dimensional case. As the second method we use the sequential forward floating selection (SFFS ) as a wrapper-method, 13 that does not need any parameter. In each step that feature is added to the existing set, that maximizes a separability criterion. After adding the new feature, the floating back starts. This means that the quality of each subset is tested, that can be formed by removing one feature, such searching for a new combination of size minus one with a higher quality than the previous set of subset size minus one. This is done recursively as long as a smaller feature subset with a higher quality is computed, using the smallest new best feature set as the starting point for adding new features again.
Without having knowlegde of the distribution of the classes in each feature space, we use three different objective functions to measure the class separability of each feature set. Fisher's criterion, that is based on scatter matrices, 14 selects good feature sets, if the classes have a normal distribution. Mutual information 15 uses the likelihood of a feature vector within each class to estimate the density distribution, but a binning of the feature space has to be done first to compute the estimate of the distribution. Without considering the distribution of the data within the feature space we use the k-nearest neighbor (kNN ) as the third objective function, computing the classification rates with leave-one-out cross-validation on the training set. The kNN has been modified to prevent impasse and, furthermore, to downweight the occurrence of training samples of equal distance and different class memberships.
Classification and validation
For a user, who is not an expert in classification algorithms, a classifier should compute reproducible and comprehensible results, together with a confidence measure for its decisions, that furtheron enables a sorting of the samples according to their conspicuity. These aspects together with the missing knowledge and possibly changing behaviour of the distribution for each new subset of features, led to the use of kNN and Fuzzy-kNN 16 to distinguish between the different types of cells.
For a kNN we trained a version that makes its decision as soon as k neighbors belong to the same class, providing a kind of rating of the reliability of the decision by considering the number of nearest neighbors belonging to the decision class. A Fuzzy-kNN computes a measure of membership to each class. It takes into account the distances of the sample to its nearest neighbors, thus reducing the influence of nearest neighbors that are far away as well as showing less confidence in almost empty areas in the feature space. As there are different possibilities to weight the distances to the nearest neighbors, we trained the Fuzzy-kNN with two different weighting functions, at first, by providing a complete membership of the labeled samples into their own class and nonmembership in all other classes, here denoted as F-kNN-a. Further, we trained it by using their distances to the class mean of that class for which the membership is computed, thus taking into account how typical a cell represents one class, especially in the area between the classes, denoted as F-kNN-b. The weighting function of the F-kNN-b partitions the feature space in areas around each class mean, that contains all points that are closer to this class mean than to any other. The density distribution of the classes therefore should be unimodal with equal variances.
For the training of these variants of the kNN we used leave-one-out cross-validation.
EXPERIMENTS
Randomly we selected a set of 1, 500 mesothelial+ cells and 1, 500 lymphocytes and we took all 95 granulocytes available. To compare the influence of the training set size on the classification rate we have generated two different training sets for feature selection and classification, i.e., the set of the above mentioned 1, 500 lymphocytes and mesothelial+ cells and based on these sets a randomly chosen subset of 500 mesothelial+ cells and lymhocytes each, taking all granulocytes in both training sets. These two training sets contain all 112 features to compute a combination of a feature subset and a classifier that is suitable for our classification task.
Furthermore, we analyze the classification results obtainable with the Euclidean and the Mahalanobis distance respectively. To reduce the computational cost we took the two trainings sets from above and extracted a formerly tested subset of 33 features, 17 containing basic geometrical features (area, perimeter, largest inscribable circle, form factor, bending energy) as well as the affine invariant features introduced in Rodenacker.
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This leads to six basic experiments, for which the feature selection and classifier generation has to be carried out: 1500all and 500all for the training sets containing all features, 1500reduced and 500reduced for the subset of 33 features using the Euclidean distance measure, and 1500reduced mahal and 500reduced mahal for the experiments using the Mahalanobis distance.
For each of these six experiments we normalized the feature values to the range [0, 1] and computed suitable feature subsets using both the ranking and the SFFS method in combination with each objective function (section 3). We searched for feature subsets up to feature set sizes of 40 for all features, and up to a set size of 20 for the reduced initial feature set of 33 features. Each combination of feature set selection methods and objective functions has been investigated, using k-nearest neighbor objective functions up to k = 5.
To obtain a classification rate independent of the training set, we validated the best combination of each experiment with k-nearest neighbor and fuzzy k-nearest neighbor for both DNA-ICM relevant types, mesothelial+ cells and lymphocytes, on basis of a set of 400 samples for both classes, each disjoint to the used training set and up to k = 10.
As the quality measure for the classifiers we selected the overall classification rate of all classes. 
RESULTS
We identified, eparately for the feature selection methods ranking and SFFS, the classifier with the best total classification rate for each experiment, as is shown in table 1 for the ranking method and in table 2 for SFFS. For each experiment this is done by selecting the best classifier among all objective functions, whereas the best classifier of each objective function is identified on the basis of the best total classification rate of a kNN computed for the training data. Comparing both tables, it can be seen that the classification results obtained with feature selection based on SFFS are slightly better than those obtained with the ranking method and that the size of the feature subsets is smaller, thus needing less computation time.
The resulting feature sets selected as the best during the feature selection on basis of the reduced feature set contain mainly the basic geometrical features (see section 3), whereas the features selected over all features mainly comprises a selection of the moment based features.
The classifier with the best classification rate on the training data is achieved for 1500all using the SFFS method, i.e. using 1500 mesothelial+ cells and lymphocytes each within the training set and searching for suitable feature subsets within the whole set of features (first row in table 2). Nevertheless, the results obtained with the reduced set of features for the feature selection show comparable results.
The classification results for the validation set are shown in table 3 and in table 4. As can be seen, for kNN and F-kNN-a the classification results for mesothelial+ cells and lymphocytes differ slightly from the classification results of the trainings set, but, in total, classifying with the kNN computes the best classification rates.
The comparatively weak results of the F-kNN-b show, that the pre-condition of this classifier is not fulfilled, i.e., this indicates that the two classes have different variances and/or do not only have one mode. Table 3 . Results of the different kNN variants for each filter experiment with k of the best classifier (2) . Listed are the classification results (m;l;t) in percentages for the (m)esothelial cells; (l)ymphocytes, and the (t)otal rate over all classes, and additionally the number of features as well as the number of neighbors of the kNN that led to the best classifier of each experiment. Using the Mahalanobis distance as the distance measure does not always increase the classification rate, as can be seen by comparing the results 1500reduced mahal with 1500reduced and 500reduced mahal with 500reduced for both training and validation results. During the feature selection process for the experiments using the Mahalanobis distance, some of the feature subsets could not be rated. For these the inverse of the covariance matrix estimate, needed to compute the Mahalanobis distance, could not be computed, as the covariance matrix estimate was singular.
For both feature selection and classifier validation, comparing the classification results of each experiment between the two data sets of 1500 and 500 cells for lymphocytes and mesothelial+ cells each shows, that the kNN nearly always provides lower rates for the smaller sets than for the sets of 1500*, but at the same time often needs a smaller number of nearest neigbors and fewer features. This is not always true for the Fuzzy-kNN classifier (see table 4), which indicates that the density of the training data of both classes around the samples to be classified is high. Therefore the distance weighting of the Fuzzy-kNN variants, which are a kind of is nearer to class x, cannot enhance the classification result.
Therefore concentrating on the classification rates of the kNN for the validation set results in a maximal difference of 5.3% percentage points over all experiments for the differences of the classification rates of each class as well as for the overall classification rate and in classification rates nearly always above 95%. As an example some classification results of the classifier 1500all of table 2 are shown in figure 2 for the lymphocytes and in figure 3 for the mesothelial+ cells.
As an oversight of relevant cells may result in a false-negative diagnosis, i.e. the cancer will not be detected, one should choose that classifier that includes most analysis cells. Minor missclassifications of reference cells will not affect the diagnostic result, as only the mean value of their optical densities will be taken. Therefore taking the classifier with the highest classification rate for the mesothelial+ cells after the training process (500all in table 2) results for the validation cell set in classification rates of 96.8% for the mesothelial+ cells and 96% for the lymphocytes. Repeating feature selection and training of the classifiers based on the classification rates of the mesothelial+ cells might enhance the detection rate of these cells, thus reducing the risk of a false-negative diagnosis. But, so far, it can be stated that the current results already provide an encouraging basis to distinguish between lymphocytes and mesothelial+ cells.
CONCLUSIONS AND FUTURE WORK
The results of F-kNN-b and a classifier using the Mahalanobis distance confirm, that the choice of non-parametric classifiers was the right one. Especially during the process of feature selection, good feature combinations are not necessarily independent, nor normally distributed. Since computing the Mahalanobis distance also increases the time needed for computation, this should not be used during the feature selection, but it is an alternative to possibly enhance the resulting classifier.
Comparing the results of the different experiments led to comparable classification results for different feature sets and different classifiers, thus offering the choice to choose a classifier that is a compromise of the number of nearest neighbors, the number of features, and then to combine it with a rating of the reliability of the decision.
Depending on the application, the strategy to rate the classifiers according to their overall classification result can be modified to choose these classifiers that achieves best classification results for one class. But this may sometimes lead to really worse rates for other classes. So, with our strategy to select the classifiers according to the best overall classification rate we could show, that with the kNN the obtainable classification rates of each class as well as the overall rate are stable and at a hight rate and comparable for lymphocytes and mesothelial+ cells.
As the next step, the classifiers have to be tested under routine conditions, i.e., try to identify lymphocytes and mesothelial+ cells among automatically segmented objects. This might possibly lead to the necessity of collecting prototypes of granulocytes, and macrophages, as well as artefact segmentations or lytic cells. Furthermore, within the set of mesothelial+ cells a rating has to be introduced to provide the cytopathologist with a pre-election of cells being most suspicious of cancer.
However, overall we could show that it is possible to distinguish mesothelial+ cells and lymphocytes within a manually classified set of cells from serous effusions at a rate of 96.8% and 96% respectively. As these are the relevant classes for the DNA-ICM of serous effusion, this provides a promising approach to distinguish these cells within automatically segmented objects of a whole specimen. This way an automation of DNA-ICM for serous effusion becomes feasible. 
