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Multiple controlled random testing  
V.A. Levantsevich , V.N. Yarmolik 
Введение 
Вероятностное тестирование (random testing) является распространенной технологией 
тестирования вычислительных систем и основано на методе черного ящика, который 
не учитывает особенности реализации объекта тестирования [1–5].  
Для повышения эффективности вероятностных тестов используют их модификации, 
которые получили общее название управляемые вероятностные тесты (Controlled Random 
Tests). К подобным тестам можно отнести  такие виды формирования тестов, как эффективное 
вероятностное тестирование, антивероятностное тестирование, эволюционное вероятностное 
тестирование, адаптивное вероятностное тестирование, упорядоченное вероятностное 
тестирование и другие методы [1, 3, 6]. 
Основным недостатком управляемых вероятностных тестов является сложность 
определения очередного тестового набора по отношению к предыдущим наборам теста [6, 7]. 
Для уменьшения сложности формирования управляемых вероятностных тестов, 
в качестве альтернативы используются тесты, в которых применяется многократная процедура 
повторения  некоего исходного, базового теста. При этом на каждой итерации базового теста 
задаются отличные от предыдущих, изменяемые  параметры теста.      
Так, например,  в псевдоисчерпывающих тестах, использующих покрывающие 
массивы, в качестве изменяемого параметра применяются начальные состояния тестируемого 
объекта [1, 7]. В итеративных вероятностных тестах случайный вектор используется на каждой 
итерации более одного раза [1, 6, 7]. 
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Вероятностные тесты с малым числом наборов в качестве изменяемого параметра 
используют начальный тестовый набор, сформированный случайным образом [4].  
Анализируя многократные тесты, можно выделить некоторые общие принципы их 
построения: 
– в основе многократного теста лежит начальный,  базовый тест, в котором тестовые 
наборы максимально отличаются друг от друга; 
– при формировании следующих модификаций базового теста, входящих в состав 
многократного теста, используется случайный фактор; 
– основная задача формирования многократного теста состоит в генерировании 
базового теста.  
Достоинством данных разновидностей вероятностных тестов является снижение 
сложности формирования теста  за счет определения характеристик  не для каждого тестового 
набора, а для теста в целом. 
Основные определения и классификации  
Для тестового диагностирования цифровых устройств и программных приложений  
с m входами и пространством входных наборов, состоящим из 2
m 
двоичных наборов (векторов), 
приведем определение [1, 3]. Управляемым вероятностным тестом является тест 
0 1 2 1{ , , ,..., },qСRТ Т Т Т Т   состоящий из q ≤ 2
m
m-разрядных, случайным образом 
сформированных тестовых наборов , {0,1,2,..., 1},iТ i q   где , 1 , 2 ,2 ,1 ,0, ,..., , , ,i i m i m i i iТ t t t t t   
, {0,1},i lt   таких, что iТ  удовлетворяет некoтoрому критерию либo критериям, пoлученным на 
oсновании предыдущих наборов 0 1 2{ , , ,..., }i lТ Т Т Т  . 
Чтобы повысить обнаруживающую способность управляемого вероятностного теста, 
необходимо обеспечить максимальное отличие формируемых тестовых наборов. 
Для вычисления метрик отличия двух m-разрядных тестовых наборов Ti и Tj  используется 
расстояние Хэмминга (Hamming Distance), а также расстояние Евклида (Декарта) (Euclidean 
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(2) 
Если количество тестовых наборов более двух, то для формирования следующего 
тестового набора Ti используются суммарные расстояния Евклида (Total Euclidean Distance 
TED) и Хэмминга (Total Hamming Distance − THD) [1, 2]: 
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Исходя из определения однoкратного управляемого вероятностного теста, 
многократным управляемым вероятностным тестом hМСRT  является множество тестов, 
состоящее из h управляемых вероятностных тестoв 0 1 2 1, , ,..., hСRТ СRТ СRТ СRТ  , где исхoдный 
тест 0CRT  сooтветствует приведенному ранее определению управляемого верoятнoстного 
теста, а последующие тесты , {1,2,3,..., 1}jСRT j h  генерируются так, чтобы удовлетворяли 
некoтoрoму критерию либo критериям, пoлученным на oснoве предыдущих тестoв 
0 1 2 1, , ,..., jСRТ СRТ СRТ СRТ  [2]. 
В качестве общей метрики отличия двух однократных управляемых вероятностных 















iliklk TTCRTCRTMD  (4) 
Если 1  , то (4) является арифметическим расстоянием AD(CRTk,CRTl) для двух тестов, 
а при  = 2 – расстоянием Евклида ED(CRTk,CRTl) [8, 9]. Отметим, что CRTk и CRTl являются  
p-ичными векторами, где 2mp  , а их тестовые наборы ,k iТ  и ,k jТ , {1,2,3,..., 1}i q  , 
представляют собой p-ичные коды. В этом случае расстояние Хэмминга HD(CRTk, CRTl) будет 
равно числу несовпадающих компонент Tk,i и Tl,i, векторов CRTk и CRTl. При количестве тестов, 
водящих в состав многократного теста, превышающем два, суммарное расстояние между 
тестом jСRТ  и тестами 0 1 2 1, , ,..., jСRТ СRТ СRТ СRТ    многократного  управляемого 
вероятностного теста равно:  
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где ( )jTHD CRT и ( )jTED CRT  – суммарные расстояния Хэмминга AD(CRTk,CRTl) и Евклида 
ED(CRTk,CRTl) . 
Анализ применимости характеристик различия для многократного тестирования 
Для анализа характеристик различия рассмотрим многократный управляемый 
вероятностный тест, состоящий из двух управляемых вероятностных  тестов CRTk и CRTl . 
Пусть (базовый) тест CRTk состоит из m-разрядных тестовых наборов Tk,i = tk,m−1, tk,m−2, …, tk,2, 
tk,1, tk,0, где tk,j  {0, 1}, для j  {0, 1, 2, …, m–1}. Значения тестовых наборов Tl,i  второго теста 
CRTl определим, применив ненулевую двоичную маску m–1, m–2, …, 1, 0 к тестовым наборам  
базового теста Tk,i , по формуле [10] 
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При этом в тех разрядах маски, где j = 0, соответствующее значение разряда тестового 
набора tk,j меняться не будет, и наоборот, в тех разрядах, где j = 1, значение tk,j будет меняться 
на противоположное. Для определения рассмотренных ранее метрик расстояния (4) определим 
зависимость  тестовых наборов Tk,i  и Tl,i тестов CRTk и CRTl. Как следует из теоремы [11], 
разность значений Tk,i  и Tl,i, где Tk,i = tk,m−1, tk,m−2, …, tk,2, tk,1, tk,0, при tk,j  {0, 1}, где j  {0, 1, 2, 
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(1  tk,1), (0  tk,0), где g значений , , , …, , ( >  >  >…> ) равно единице , 
а остальные m–g значений k для k        …  , k, , , , …,   {0, 1, 2, … , m–1} равно 
нулю , вычисляется как 
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Исполъзуя выражения (4) и (7) для двух тестов CRTk и CRTl  многократного 
управляемого вероятностного теста, где исходный тест CRTk  сформирован из  2
m 
случайных 
и неповторяющихся тестовых наборов Tk,I = tk,m−1, tk,m−2, …, tk,2, tk,1, tk,0, при tk,j  {0, 1},  
где j  {0, 1, 2, …, m–1}, а тест CRTl  сформирован из наборов Tl,i = tk,m−1m–1, tk,m−2m–2, …, tk,11, 
tk,0
0
 = (m–1  tk,m−1), (m–2  tk,m−2), …, (1  tk,1), (0  tk,0), где g значений , , , …, ,  
( >  >  >…> ) равно единице, арифметическое расстояние AD(CRTk,CRTl) равно 




а расстояние Евклида ED(CRTk, CRTl) определяется по формуле 
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Расстояние Евклида, согласно (9), зависит от всех ненулевых компонент вектора 
отрицаний m–1, m–2, …, 1, 0. Нетрудно показать, что с ростом количества ненулевых 
компонент вектора отрицаний, а также индекса старшей ненулевой компоненты , значение 
метрики расстояния ED(CRTk,CRTl) возрастает. Действительно, предположив, что количество 
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отрицаний ненулевых компонент вектора m–1, m–2, … , 1, 0 увеличивается на одно отрицание 
 = 1, получим новые значения слагаемых, которыми являются тестовые наборы Tk,i и Tl,i, 
в выражении (4). Соответствующие утверждения подтверждаются в табл. 1 численными 
значениями указанных метрик расстояния для всевозможных векторов отрицания 2, 1, 0  0, 
0, 0 при получении согласно (6) теста CRTl и произвольного исходного теста CRTk = 2 1 0   . 
Таблица 1. Значения метрик отличия для трехразрядных тестовых наборов 
CRTl 
CRTk= 2 1 0   
2 1 0
    
2 1 0
   
2 1 0
   
2 1 0
    
2 1 0
    
2 1 0
   
2 1 0
    
AD(CRTk,CRTl) 8 16 16 32 32 32 32 
ED(CRTk,CRTl) 8  32  40  128  136  160  168  
С учетом приведенных рассуждений целесообразным представляется применение 
арифметического расстояния AD(CRTk,CRTl) и расстояния Евклида ED(CRTk,CRTl) для целей 
построения многократных управляемых вероятностных тестов.  
Экспериментальный анализ многократных управляемых тестов 
В качестве экспериментальных исследований проведена  оценка обнаруживающей 
способности двукратного теста MATS+ кодочуствительных неисправностей PPSF5 
для различных модификаций второй адресной последовательности CRT1, сформированной 
на основе исходной адресной последовательности CRT0. В качестве объекта исследований 
использовалось запоминающее устройство емкостью 2
6 
бит, а модификации CRT0 выполнялись 
в соответствии с выражением (6) в зависимости от двоичного вектора 543210. Результаты 
исследований приведены в табл. 2. 
Таблица 2. Полнота покрытия двукратного теста запоминающего устройства 
543210. 011111 011100 011011 011010 010100 010011 010000 
Полнота покрытия 
неисправностей PPSF5, % 
















ED(CRT0, CRT1) 147,73 146,64 144,22 144,00 131,93 129,24 128,00 
543210. 000111 000110 000101 000100 000011 000010 000001 
Полнота покрытия 
неисправностей PPSF5, % 
















ED(CRT0, CRT1) 36,66 35,78 32,98 32,00 17,88 16,00 8,00 
Приведенные результаты подтверждают работоспособность метрик AD(CRT0, CRT1) 
и ED(CRT0, CRT1). Полнота покрытия кодочуствительных неисправностей PPSF5 возрастает 
с ростом метрик отличия AD(CRT0, CRT1) и ED(CRT0, CRT1). Критерием выбора необходимого 
количества адресных последовательностей и их вида является максимальное расстояние 
ED(CRT0, CRT1), которое должны иметь эти последовательности. 
Таким образом, основная идея многократного управляемого вероятностного 
тестирования состоит в генерировании начального, базового управляемого вероятностного 
теста, а следующие модификации базового теста, входящие в состав многократного теста, 
строятся на основе простейших операций над тестовыми наборами, не требующих 
значительных вычислительных затрат.  
Заключение 
Рассмотрена концепция многократного управляемого вероятностного тестирования. 
Проведен анализ существующих решений и рассмотрен формальный метод генерирования 
многократных управляемых тестов. Показана эффективность применения Евклидова 
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