We study the evolutionary dynamics of a haploid population of infinite size recombining with a probability r in a two locus model. Starting from a low fitness locus, the population is evolved under mutation, selection and recombination until a finite fraction of the population reaches the fittest locus. An analytical method is developed to calculate the fixation time T to the fittest locus for various choices of epistasis. We find that (1) for negative epistasis, T decreases slowly for small r but decays fast at larger r (2) for positive epistasis, T increases linearly for small r and mildly for large r (3) for compensatory mutation, T diverges as a power law with logarithmic corrections as the recombination fraction approaches a critical value. Our calculations are seen to be in good agreement with the exact numerical results.
which are summarised in Table 1 .
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Model
52
We consider a two locus model with sequences denoted by ab, Ab, aB and AB and respective fitnesses w 1 , w 2 , w 3 , w 4 (> w 1 , w 2 , w 3 ). The population at these sequences evolves according to mutation, selection and recombination dynamics. In such models, several schemes have been used to implement these basic processes such as recombination followed by mutation and then selection [6], selection, mutation and then recombination [15] and selection, mutation and recombination appearing as additive terms in continuous time models [2] . Here we work with a discrete time, two locus model in which the mutation occurs after recombination and selection [26] . The mutation probability from a to A and b to B is given by µ but the back mutations are neglected. The recombination between ab and AB or aB and Ab occurs with a probability r. Denoting the population fraction at sequences ab, Ab, aB and AB at time t by x 1 , ..., x 4 respectively and time t + 1 by x ′ 1 , ..., x ′ 4 , the time evolution occurs according to the following nonlinear coupled equations:
x ′ 2 = µ(1 − µ)(w 1 x 1 − rD) + (1 − µ)(w 2 x 2 + rD) w(t)
x ′ 3 = µ(1 − µ)(w 1 x 1 − rD) + (1 − µ)(w 3 x 3 + rD) w(t)
x ′ 4 = µ 2 (w 1 x 1 − rD) + µ(w 2 x 2 + rD) + µ(w 3 x 3 + rD) + (w 4 x 4 − rD) w(t)
Here D(t) = (w 1 w 4 x 1 (t)x 4 (t) − w 2 w 3 x 2 (t)x 3 (t))/w 2 (t) is the linkage dise-53 quilibrium at time t andw(t) = 4 k=1 w k x k (t) is the average fitness of the 54 population.
55
In the following, we will work with w 1 = 1, w 2 = w 3 and w 4 > w 1 , w 2 and initial condition x k (0) = δ k,1 . As a consequence, x 2 (t) = x 3 (t) for all t > 0. We define the epistasis parameter e = w 1 w 4 − w 2 2 and will discuss four separate cases: (i) zero epistasis which requires w 2 > 1 as w 4 > 1 (ii) negative epistasis (iii) positive epistasis and w 2 > 1 (iv) positive epistasis and w 2 < 1 (compensatory mutation). It is useful to write x k (t) = z k (t)/ With nonzero recombination, it does not seem possible to solve the above 58 equations for z i (t) exactly due to the bilinear terms in linkage disequilbrium 59 D. However, in the next section, we will obtain approximate expressions for 60 the unnormalised population z i . 
Time evolution of populations
62
As we shall see, the dynamics of population z i 's can be divided in following 63 three dynamical phases: t Figure 1 : Recombination probability r = 0: Time evolution of z 1 (solid), z 2 (broken) and z 4 (dotted) for w 2 = 2, w 4 = 3, µ = 10 −6 , and z 1 (+), z 2 (×) and z 4 (⊡) for w 2 = 2, w 4 = 5, µ = 10 −6 using exact equations (6)-(8).
II) and (iii) z 4 ≫ z 1 , z 2 (phase III). Thus we can expand equations (6)- (8) in powers of z 2 /z 1 , z 4 /z 1 in phase I, z 1 /z 2 , z 4 /z 2 in phase II and similarly, z 1 /z 4 , z 2 /z 4 in phase III. The time scale at which a phase ends is obtained
67
by matching the solutions of the relevant populations in the two phases.
68
In the crossover region however the above assumptions are not expected 69 to hold strictly. But as we shall see, the fixation time is nevertheless well Figure 3: Negative epistasis: Time evolution of z 1 (solid), z 2 (broken) and z 4 (dotted) for w 2 = 2, w 4 = 3, r = 0.1, µ = 10 −6 using exact equations (6)-(8).
Negative epistasis
78
We now consider the case when epistasis is negative, w 4 < w 2 2 . The time 79 evolution of populations for this fitness scheme is shown in Fig. 1 for r = 0
80
and Fig. 3 for r > 0. In both cases, the population z 1 dominates at short 81 times followed by z 2 and finally z 4 takes over. This behavior is also reflected 82 in the normalised populations x k 's shown in the inset of Fig. 3 .
83
Phase I. Since z k (0) = δ k,1 , initially z 2 , z 4 ≪ z 1 so that the sum 4 i=1 z i ≈ z 1 . Using this in the expression forD, we find thatD ≈ w 4 z 4 −(w 1 for t < τ 1 where τ 1 is the time at which phase I ends. In the equation for z 2 (z 4 ), the first term on the RHS is the mutation term which signifies that even if w 2 (w 4 ) and r are equal to zero, the population z 2 (z 4 ) will remain nonzero due to a constant mutational supply from ab. The second term on the RHS of the z 2 equation is the selection term and the last two terms are due to recombination. It turns out that the recombination term can be ignored to yield z ′ 2 ≈ µz 1 + w 2 z 2 . This approximation is later justified by showing that indeed the last two terms are negligible compared to w 2 z 2 . In summary, we have
On solving the above equations, we obtain
We check that the r = 0 limit is recovered from the above solution. From the last equation, we find that for r > 0, the growth rate of population z 4 is given by max{w 4 (1 − r), w 2 2 }. Since r must be positive, for e < 0, the growth rate of z 4 is w 2 2 and we have
Using the above solutions, it can be checked that w 2 z 2 ≫ r(w 
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It is evident from (21) and (23) that when z 2 becomes one, z 4 = rw 2 2 /(rw 4 + |e|) < 1 so that z 2 intersects z 1 before z 4 . The time τ 1 at which z 2 (τ 1 ) = 1 is given by
which is independent of r.
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Phase II. After time τ 1 , the population z 2 ≫ z 1 , z 4 and therefore the sum
For weak selection, this givesD ≈ −z 2 /2. Thus in this phase, z k 's obey the following equations:
As the equation for z 2 is decoupled from z 1 and z 4 , we can first solve for z 2 and then use the solution to find z 1 and z 4 . This finally gives
where
2 /(rw 4 + |e|).
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The time τ 2 at which z 4 overtakes z 2 is given by
We check that for e = 0, the time τ 2 − τ 1 during which phase II is present vanishes. To understand how τ 2 varies with r, consider the r-dependent term g(r) in τ 2 which can be rewritten as
The ratio R = 1 when r satisfies the quadratic equation w 2 2 r 2 + (w 4 − w 2 )(2w 2 2 − w 4 )r − (w 4 − w 2 )|e| = (r − r + )(r + |r − |) = 0 where r + (r − ) is the positive (negative) root of the quadratic equation. For r ≪ r + , the ratio R ≫ 1 so that ln(1 + R) ≈ ln R. For r ≫ r + , R ≪ 1 and ln(1 + R) ≈ R. Using these approximations in the expression for g(r) above, we find that
Thus the time τ 2 − τ 1 decreases slowly as ln(1/r) for small r and as 1/r 88 for large r. Due to these properties of τ 2 , the single mutant population can 89 dominate for appreciable time interval for small r.
90
Phase III. For t > τ 2 , the population
For small µ, the equation for z k 's in (6)-(8) can thus be simplified to give
where we have neglected the recombination term contribution to the equation for z 2 by assuming w 2 z 2 ≫ rz 1 /w 4 (see below). From the first two equations, we see that z 2 ∼ w t 2 and z 4 ∼ w t 4 . Thus the last term in the equation for z 1 can contribute when e < 0. Explicitly, we obtain
where z k (τ 2 ) are given by (28)- (30) at time t = τ 2 . From the above solution,
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it is easily verified that w 2 z 2 ≫ rz 1 /w 4 is a good approximation for t > τ 2 . can be satisfied for w 2 < 1 and w 2 > 1. For w 2 > 1, the time evolution of 95 populations for this fitness scheme is shown in Fig. 4 for e < rw 4 and e > rw 4 .
96
The reason for this distinction will be explained below. The dynamics of the populations z 1 , z 2 and z 4 for w 2 < 1 are shown in Fig. 5 . Note that phase II
98
is absent in all these cases.
99
Phase I. As discussed for e < 0, in this phase, z 1 ≫ z 2 , z 4 and can be well approximated by one, z 1 (t) ≈ 1 for t < τ 1 . Then the populations z 2 and z 4 obey the following equations:
Figures 4 and 5 show that initially z 2 > z 4 but after some time (< τ 1 ), z 4 can overtake z 2 while both z 2 , z 4 < 1. This behavior is characteristic of positive epistasis as can be seen from Fig. 1 for r = 0 also. For this reason, the population z 2 can get a contribution from z 4 in phase I when e > 0 and we need to retain the r-dependent term in the equation for z 2 . The equation for z 4 remains the same as for negative epistasis. Since z 4 appears linearly in the above equations for z 2 and z 4 , it is possible to eliminate z 4 from the equation for z 2 and express it in terms of z 2 alone. This gives a three term recursion relation for z 2 :
with initial conditions z 2 (0) = 0 and z 2 (1) = µ. We will find the solution 100 to the nonlinear equation for z 2 (t) iteratively [1] . We first find the solution 101 f 0 (t) of the above difference equation for z 2 when the nonlinear terms are 102 set to zero. The corrections to z 2 (t) arising due to nonlinearity will then be 103 determined by writing z 2 (t) = f 0 (t)(1 + f 1 (t)).
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The solution f 0 (t) satisfies the following linear, inhomogeneous difference equation:
The solution of this linear equation subject to f 0 (0) = 0, f 1 (1) = µ can be found by using the method of variation of parameters [1] and is given by where
For our purposes, it is sufficient to retain terms to O(µ 2 ) in the last expression which gives
Note that the above solution consists of two growth rates for z 2 namely w 2 105 and w 4 (1 − r). following, we will discuss the two cases w 2 > 1 and w 2 < 1 separately.
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w 2 > 1: When w 2 > 1, due to (22), the following subcases arise for z 4 (t): 
For r > e/w 4 , it follows from (45) that when z 2 becomes one, z 4 = rw 2 2 /(rw 4 − e) > 1 so that z 4 hits unity before z 2 and thus phase II is absent. The time τ 1 at which z 4 (τ 1
For r ≫ e, the last term in the above expression (and hence τ 1 ) increases as
112
∼ −e/(rw 4 ) with increasing r.
113
For r < e/w 4 , using (45), we find that the time τ 1 at which z 4 (τ 1
which matches the one obtained using (12) or (22) for w 2 ≪ w 4 . To find the behavior of τ 1 for r ≪ e/w 4 , we rewrite the expression for τ 1 (r) as ln(w 4 − rw 4 )τ 1 (r) − ln w 4 τ 1 (0)
−1
Using the inequality r < rw 4 < e < w 4 − w 2 < w 4 − 1 < w 4 + w 2 in the last equation, we find
The above expression can be further simplified to give
which shows that τ 1 increases linearly with r for r ≪ e/w 4 . 
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Due to (44) obtained by dropping nonlinear terms in the equation for z 2 , both z 2 and z 4 increase as (w 4 − rw 4 ) t . But Fig. 5 shows that z 2 and z 4 do not continue to grow in this manner but rise sharply as the end of phase I approaches. To understand this, it is essential to include the nonlinear terms in the equations (40) and (41) for z 2 and z 4 . To this end, we write z 2 (t) = f 0 (t) [1 + f 1 (t)] where f 0 (t) given by (44) reduces to
for w 2 < 1, w 4 (1 − r) > 1. As we shall later, f 1 (t) remains close to zero for short times but contributes substantially at large times. Using this form of z 2 in (42) and neglecting the quadratic terms in f 1 , we find that f 1 (t) obeys the following approximate linear inhomogeneous equation with time-dependent coefficients,
where the coefficient
For w 4 − rw 4 > 1, we define ǫ = r c − r.
and the coefficients are given by
Writing the difference equation (52) for f 1 (t) as a differential equation, we get
with the initial condition f 1 (0) = 0. It is straightforward to solve the above differential equation and we obtain
The second term in the parentheses in the above equation can be neglected for t ≪ t 1 = ln [(1 − w 2 )/(2r c w 4 w 2 2 a)] /ǫw 4 and since a ∼ µ 2 , we obtain f 1 (t) ≈ 0 below this time scale. For larger times t ≫ t 1 , the first term in the parentheses can be ignored and for ǫ → 0, we obtain f 1 (t) ∼ e rct . Thus z 2 (t) = f 0 (t)(1 + f 1 (t)) increases as
Thus at times close to the end of phase I, z 2 increases at a faster rate.
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To find the time τ 1 at which phase I ends, we first calculate z 4 (t) using z 2 (t) = f 0 (t)(1 + f 1 (t)) in (40). This yields
(66) On expanding f 0 (t + 1) and f 1 (t + 1) for small ǫ, we obtain f 0 (t + 1) ≈ (1 + ǫw 4 )f 0 (t) (67)
Substituting this in the above expression for z 4 (t) and using z 4 (τ 1 ) = 1, we find that τ 1 is determined from the following equation:
(1 − w 2 )a 2 y 1 (1 + y 2 ) + ar c (c + 2aw 
Fixation time
129
As seen in the last section, the unnormalised populations z k 's vary exponentially (or faster) with time so that the normalised population x 4 will reach unity asymptotically. Therefore, we define the fixation time T as the time when the population fraction x 4 (T ) = 1 − δ where δ → 0. In terms of z k 's, this condition gives
where z k (T ) in the above equation is the population fraction in the Phase
130
III at t = T . Another reason why δ > 0 is that for δ = 0, the above equation
131
cannot be satisfied as both z 1 and z 2 are always positive.
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For r = 0 and w 2 > 1, since z 1 ≈ 1, we can write δz 4 (T ) ≈ 2z 2 (T ) which gives
which decreases monotonically as w 4 increases.
No epistasis
Since z 4 (t) = z 2 2 (t) due to (15) and (16), the condition (71) simplifies to give z 2 (T ) = (1 + z 2 (T )) √ 1 − δ which leads to
For w 2 = 2, w 4 = 4, µ = 10 −6 and δ = 0.01, the above expression yields w 4 (r − e) w 2 w 4
Since the first term on the LHS is exponentially decaying, we neglect it to obtain
where τ 2 is given by (31). As discussed in Sec. 3.2, since τ 2 decreases with r, 
Positive epistasis
144
Dividing both sides of (71) by w 2 and using (36)-(38), we find that the contribution due to z 1 term can be neglected as it is exponentially decaying. This gives
and hence
We first consider the w 2 > 1 case followed by w 2 < 1. shows τ 1 which displays a similar behavior as T . We have already seen that 152 the time τ 1 increases linearly with r for r ≪ e/w 4 but weakly for r ≫ e/w 4 .
153
Thus the fixation time T for e > 0, w 2 > 1 increases fast for small r but is 154 weakly dependent on r for r > e/w 4 .
w 2 < 1: The inset of Fig. 8 shows that the fixation time diverges as r approaches critical recombination probability r c = (w 4 − 1)/w 4 . From (77), the fixation time T for w 2 < 1 can be calculated using τ 1 from (69) and z 2 (τ 1 ) = f 0 (τ 1 )(1 + f 1 (τ 1 )). The time T thus obtained (open circles) when plotted against r c − r is compared with the results from exact iteration in Fig. 8 and shows a good agreement. The approximate τ 1 obtained using (70) is also plotted which well approximates the fixation time T . Therefore, it is 
On taking logarithms both sides, the above equation reduces to
where we have neglected the linear term in τ 1 as compared to the exponential term in τ 1 . Writing a =ã/ǫ, we finally obtain
which decays slower than 1/ǫ (see Fig. 8 ) due to the logarithmic corrections. diate loci is also present at t = 0 i.e. x 1 (0) = 0, x 2 (0) = x 3 (0) = (1−x 1 (0))/2.
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As the analytical method presented in the last sections assumes that all but 162 one frequencies is rare at a given time, it seems difficult to obtain analytical 163 results. Therefore we present numerical results to show how the change in 164 initial condition affects the fixation time.
165
As shown in Fig. 9 , due to a nonzero population at intermediate loci, the 166 fixation time at a given r is reduced as compared to the situation when only 167 the genotype ab is present initially. For negative epistasis (Fig. 9a) , the trend 168 in the generalised situation appears similar to that discussed in Fig. 6 in that 169 the T decreases slowly for small r but fast for large r. However for positive 170 epistasis with w 2 > 1 (Fig. 9b) , the fixation time remains roughly constant Increases weakly with r (46) e > 0, w 2 < 1 r < r c Diverges with r c − r (80) r > r c Infinite 
