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Zusammenfassung
In der vorliegenden Arbeit wird a¨quivariante zyklische Homologie definiert
und untersucht. Dies kann als eine nichtkommutative Erweiterung der klas-
sischen a¨quivarianten de Rham-Kohomologie angesehen werden.
Bei der a¨quivarianten Verallgemeinerung der zyklischen Theorie treten einige
vollkommen neuartige Pha¨nomene auf. Von zentraler Bedeutung ist die
Tatsache, dass die zugrundeliegenden Objekte der Theorie nicht la¨nger Ket-
tenkomplexe im Sinne der homologischen Algebra sind. Eine Konsequenz
hiervon ist, dass im a¨quivarianten Kontext im wesentlichen nur die peri-
odische zyklische Homologie sinnvoll definiert werden kann.
Wir zeigen, dass die a¨quivariante bivariante periodische zyklische Theo-
rie homotopieinvariant und stabil ist und Ausschneidung in beiden Vari-
ablen erfu¨llt. Weiter beweisen wir ein Analogon des Satzes von Green-Julg
fu¨r endliche Gruppen und einen dualen Satz von Green-Julg fu¨r beliebige
diskrete Gruppen.
Schließlich untersuchen wir Wirkungen von diskreten Gruppen auf sim-
plizialen Komplexen. Ist G eine diskrete Gruppe, so liefern solche Wirkun-
gen eine natu¨rliche Klasse von kommutativen G-Algebren. Wir zeigen, dass
die a¨quivariante zyklische Homologie dieser Algebren in enger Beziehung zu
einer von Baum und Schneider entwickelten a¨quivarianten Kohomologiethe-
orie steht. Hieraus ergibt sich eine vollsta¨ndig neue Beschreibung einiger
Konstruktionen in der Literatur. Als Spezialfall erha¨lt man insbesondere
eine simpliziale Version des Satzes von Connes u¨ber die zyklische Koho-
mologie der Algebra der glatten Funktionen auf einer kompakten glatten
Mannigfaltigkeit.

Introduction
In the general framework of noncommutative geometry cyclic homology plays the role of
de Rham cohomology [26]. It was introduced by Connes [25] as the target of the noncom-
mutative Chern character. Besides cyclic cohomology itself Connes also defined periodic
cyclic cohomology. The latter is particularly important because it is the periodic theory
that gives de Rham cohomology in the commutative case.
The original definition of cyclic cohomology given by Connes is very explicit and convenient
for applications. However, there is no geometric picture like in classical de Rham theory
and it is difficult to establish general homological properties of cyclic homology starting
from this definition. In a series of papers Cuntz and Quillen developed a different approach
to cyclic homology theories based on the X-complex [27], [28], [29], [30]. They were able
to prove excision in bivariant periodic cyclic homology in this framework. Moreover the
Cuntz-Quillen formalism provides a more conceptual and geometric definition of the theory
and is the basis for analytic versions of cyclic homology [53], [55].
In this thesis we develop a general framework in which cyclic homology can be extended
to the equivariant context. Special cases of our theory have been defined and studied by
various authors [14], [17], [18], [19], [20], [47], [48]. All these approaches are limited to
actions of compact Lie groups or even finite groups. Hence a substantial open problem
was how to treat non-compact groups. Even for compact Lie groups an important open
question was how to give a correct definition of equivariant cyclic cohomology (in contrast
to homology) apart from the case of finite groups.
We will define and study bivariant equivariant periodic cyclic homology HPG∗ (A,B). In
order to explain the main features in a clear way we restrict ourselves to the case that G
is a discrete group. However, we remark that a large part of the general theory can be
developed as well for totally disconnected groups or Lie groups, for instance. As a technical
ingredient we have chosen to work in the setting of bornological vector spaces. In this way
we obtain the purely algebraic approach as well as a topological version of the theory in a
unified fashion.
Our account follows the Cuntz-Quillen approach to cyclic homology. In fact a certain part
of the Cuntz-Quillen machinery can be carried over to the equivariant situation without
change. However, a completely new feature in the equivariant theory is that the basic ob-
jects are not complexes in the sense of homological algebra. More precisely, we introduce
an equivariant version XG of the X-complex but the differential ∂ in XG does not satisfy
∂2 = 0 in general. To describe this behaviour we say that XG is a paracomplex. It turns
out that in order to obtain ordinary complexes it is crucial to work in the bivariant setting
from the very beginning. Although many tools from homological algebra are not avail-
able anymore the resulting theory is computable to some extent. We point out that the
occurence of paracomplexes is also the reason why we only define and study the periodic
theory HPG∗ . It seems to be unclear how ordinary equivariant cyclic homology HC
G
∗ can
be defined correctly in general.
An important ingredient in the definition of HPG∗ is the algebra KG of finite rank operators
on CG. The elements of KG are finite matrices indexed by G. In particular the ordinary
Hochschild homology and cyclic homology of this algebra are rather trivial. However, in
the equivariant setting KG carries homological information of the group G if it is viewed
i
as a G-algebra equipped with the action induced from the regular representation. This
should be compared with the properties of the total space EG of the universal principal
bundle over the classifying space BG. As a topological space EG is contractible but its
equivariant cohomology is the group cohomology of G. Moreover, in the classical theory
an arbitrary action of G on a space X can be turned into a free action by replacing X with
the G-space EG×X. In our theory tensoring with the algebra KG is used to associate to
an arbitrary G-algebra another G-algebra which is free as a G-module. Roughly speaking,
for a discrete group G the algebra KG can be viewed as a noncommutative substitute for
the space EG used in topology.
Let us now explain how the text is organized. In the first chapter we present some back-
ground material that allows to put our approach into a general perspective. We begin with
a brief account to classical equivariant cohomology which is usually also referred to as equi-
variant Borel cohomology. After this we describe the fundamental work of Cartan which
provides an alternative approach to equivariant cohomology in the case of smooth actions
of compact Lie groups on manifolds. This is important for a conceptual understanding of
our constructions since equivariant cyclic homology may be viewed as a noncommutative
(and delocalized) version of the Cartan model. Moreover we give a basic introduction to
cyclic homology. We review those aspects of the theory which have been extended to the
equivariant context before and which have influenced our approach in an essential way.
Finally we describe briefly various constructions of equivariant cohomology theories and
equivariant Chern characters in the literature and explain how our constructions fit in
there. We remark that all the results in this chapter are stated without proof and are not
used later on.
The second chapter contains basic definitions and results which are needed in the sequel.
First we give an introduction to the theory of bornological vector spaces. A bornology on
a vector space V is a collection of subsets of V satisfying some conditions. The guiding
example is given by the collection of bounded subsets of a locally convex vector space. For
our purposes it is convenient to work with bornological vector spaces right from the begin-
ning. In particular we describe the natural concept of a group action in this context. After
this we introduce the category of covariant modules and explain in detail how covariant
modules are related to equivariant sheaves. Moreover we study the structure of morphisms
between covariant modules. Next we review some general facts about pro-categories. Since
the work of Cuntz and Quillen [30] it is known that periodic cyclic homology is most natu-
rally defined for pro-algebras. The same holds true in the equivariant situation where one
has to consider pro-G-algebras. We introduce the pro-categories needed in our framework
and fix some notation. Finally we define paracomplexes and paramixed complexes. As
explained above, paracomplexes play an important role in our theory.
The third chapter is the central part of this thesis. It contains the definition of equivari-
ant periodic cyclic homology and results about the general homological properties of this
theory. First we define and study quasifree pro-G-algebras. This discussion extends in
a straightforward way the theory of quasifree algebras introduced by Cuntz and Quillen.
After this we define equivariant differential forms for pro-G-algebras and show that one
naturally obtains paramixed complexes in this way. Equivariant differential forms are used
to construct the equivariant X-complex XG(A) for a pro-G-algebra A. As we have men-
tioned before this leads to a paracomplex. We show that the paracomplexes obtained from
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the equivariant X-complex and from the Hodge tower associated to equivariant differential
forms are homotopy equivalent. In this way we generalize one of the main results of Cuntz
and Quillen to the equivariant setting. After these preparations we define bivariant equi-
variant periodic cyclic homology HPG∗ (A,B) for pro-G-algebras A and B. We show that
HPG∗ is homotopy invariant with respect to smooth equivariant homotopies and stable
in a natural sense in both variables. Moreover we prove that HPG∗ satisfies excision in
both variables. This shows on a formal level that HPG∗ shares important properties with
equivariant KK-theory [46].
In the fourth chapter we continue our study of HPG∗ . First we discuss the special case
of finite groups. As a result we see that our theory generalizes the constructions known
before in this case. Moreover we prove a universal coefficient theorem which clarifies the
structure of HPG∗ for finite groups and provides a tool for attacking computations us-
ing suitable SBI-sequences. In the second part of the chapter we compute HPG∗ in two
special cases. More precisely, we prove homological versions of the Green-Julg theorem
HPG∗ (C, A) ∼= HP∗(A o G) for finite groups and its dual HPG∗ (A,C) ∼= HP ∗(A o G) for
arbitrary discrete groups. This shows that HPG∗ behaves as expected from equivariant
KK-theory.
In the final chapter we present a more concrete computation of HPG∗ by looking at group
actions on simplicial complexes. First we have to discuss carefully the appropriate notion
of smooth functions on a simplicial complex X. If the group G acts simplicially on X
the corresponding algebra of smooth functions with compact support is a G-algebra in
a natural way. Roughly speaking, it turns out that the bivariant cyclic theory HPG∗ for
the resulting class of G-algebras is closely related to the bivariant equivariant cohomology
theory introduced by Baum and Schneider [7]. Together with the results of Baum and
Schneider this shows that our theory gives a completely new description of various con-
structions which existed in the literature. It also shows that HPG∗ behaves as expected in
connection with the Baum-Connes conjecture.
At this point it is natural to ask if there exists a bivariant Chern character from equivariant
KK-theory to (an appropriate version of) bivariant equivariant cyclic homology. However,
this question will not be addressed here. We point out that, once the equivariant cyclic
theory is modified appropriately in order to give reasonable results also for G-C∗-algebras,
the existence of such a character should follow essentially from the universal property of
equivariant KK-theory [60]. In the non-equivariant case the construction of a bivariant
Chern character has been achieved by Puschnigg using local cyclic homology [56]. We also
remark that for compact Lie groups and finite groups partial Chern characters have been
defined before [14], [48].
I would like to thank my supervisor Professor Dr. Joachim Cuntz for introducing me to
this beautiful topic, for his support and for the freedom I had during the past three years.
Moreover I thank Professor Dr. Peter Schneider for his interest and some helpful discus-
sions. I thank all the members of the noncommutative geometry group and the SFB in
Mu¨nster for a nice working environment.
Finally and most importantly I would like to thank my parents for their love and their
constant support.
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CHAPTER 1
Background material
In this chapter we describe some background material related to the homology theory
developed in this thesis. We begin with a brief discussion of equivariant cohomology in
topology and review the fundamental results of Cartan on equivariant de Rham cohomol-
ogy. In particular the Cartan model is important for our purposes since equivariant cyclic
homology can be viewed as a noncommutative (and delocalized) version of the Cartan
model. Apart from these classical topics we have included a brief introduction to cyclic
homology. We review the work of Block and Getzler on equivariant differential forms and
cyclic homology which has influenced our approach in many respects. In the last section we
briefly discuss various constructions of equivariant Chern characters relating equivariant
K-theory and K-homology to appropriate equivariant homology and cohomology theo-
ries. Although we do not touch upon the relations between equivariant cyclic homology
and K-theory in this work it will become clear that our theory has strong connections to
equivariant K-theory and KK-theory.
1. Borel cohomology
In this section we want to review the definition and some basic properties of equivariant
Borel cohomology. Throughout we will be working with complex coefficients.
Let G be a topological group. The equivariant cohomology functor H∗G assigns to every
space X equipped with a continuous G-action a complex vector space H∗G(X). Before
giving the definition of this functor let us discuss the motivating idea behind it.
In general the structure of the quotient X/G of a space by a group action is very poor.
The quotient topology can be completely pathological as already simple examples show.
From a modern point of view quotient spaces by group actions are in fact basic examples
of noncommutative spaces [26].
For the definition of equivariant cohomology one first restricts attention to actions where
the quotient is a nice space. More precisely, one considers the situation where the action of
G onX is principal in the sense that the natural projectionX → X/G defines a G-principal
bundle. Roughly speaking, the quotient space X/G will then have similar properties as
the space X itself. For instance, if a Lie group G acts smoothly on a smooth manifold X
then X/G will again be a smooth manifold. The basic requirement on H∗G is that for such
actions the equivariant cohomology is given by
H∗G(X) = H
∗(X/G),
that is, the ordinary singular cohomology of the quotient space X/G.
In order to treat arbitrary actions the idea is as follows. One should no longer consider
H∗(X/G) since the structure of the quotient might be poor. Instead on first has to replace
the G-space X in a natural way by a weakly homotopy equivalent space equipped with a
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principal action. This is motivated by the fact that cohomology is a homotopy invariant
functor. The solution is to look at
EG×X
where EG is the total space of the universal principal bundle over the classifying space BG
of G. Since EG is weakly contractible the spaces EG × X and X are weakly homotopy
equivalent. However, the cohomology of the corresponding quotients is in general quite
different.
Definition 1.1. Let G be a topological group and let X be a G-space. The equivariant
(Borel) cohomology of X with respect to G is defined by
H∗G(X) = H
∗(EG×G X)
where EG denotes the universal principal bundle over the classifying space BG of G and
H∗ is singular cohomology.
Remark that one could use in principle any cohomology theory in definition 1.1 to
obtain an associated equivariant (Borel) theory.
It is clear from the definition that H∗G is in fact a functor on the category of G-spaces
and equivariant maps. The equivariant cohomology of a point is equal to the cohomology
H∗(BG) of the classifying space of G and already quite interesting. Observe that there is a
unique G-map from X to the one point space for every G-space X. Using the cup product
in cohomology it is clear that this map induces a ring homomorphism H∗(BG)→ H∗G(M).
This implies that the equivariant cohomology groups are modules over H∗(BG). The
importance of this module structure is due to the fact that H∗(BG) is usually large and
therefore its module category is interesting.
The functor H∗G inherits many properties from singular cohomology. In particular it is easy
to see that H∗G is homotopy invariant with respect to equivariant homotopies. If A ⊂ X is a
G-subspace we define the relative cohomology group H∗G(X,A) = H
∗(X×GEG,A×GEG).
Using this definition we obtain a long exact sequence
· · · HnG(X,A)- HnG(X)- HnG(A)- Hn+1G (X,A)- · · ·-
in equivariant cohomology.
We do not discuss the general features of H∗G further since our main interest is more special.
In fact we want to focus on smooth actions of compact Lie groups on manifolds and look
at the de Rham type description of equivariant cohomology in this context.
2. Equivariant de Rham cohomology
We describe the fundamental results of Cartan [22], [23] on equivariant de Rham
cohomology. For a detailed modern exposition of the theory we refer to [40].
Let G be a compact Lie group acting smoothly on a smooth manifold M . In this situation
it is natural to ask if there exists a de Rham model for the equivariant cohomology H∗G(M).
Of course such a de Rham model should generalize the description of the cohomology of
manifolds using differential forms.
Looking at the definition of H∗G the main problem is how to define differential forms on
EG×M . Remark that in general the space EG cannot be a finite dimensional manifold.
Hence this problem occurs already in the case that M is a point.
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The solution is to give an abstract algebraic characterisation of the expected properties
of EG at the level of differential forms. This is similar to the fact that EG itself is
determined by a universal property. First of all the desired substitute A(EG) for the
algebra of differential forms on EG should be a commutative DG algebra. This reflects the
basic structure of the algebra A(M) of (complex-valued) differential forms on a smooth
manifold M . The fact that EG is contractible corresponds to the requirement that the
cohomology of A(EG) is given by
Hj(A(EG)) =
{
C j = 0
0 j ≥ 1.
Moreover one has to encode the action of G in an appropriate way. Recall that a smooth
action of G on a manifold M gives rise to interior products ι(X) : Ak(M) → Ak−1(M)
and Lie derivatives L(X) : Ak(M) → Ak(M) for all elements X in the Lie algebra g of
G. Hence it is natural to require that A(EG) should be equipped with an action of G and
such operators in a compatible way. Using the interior products ι(X) one can formulate a
substitute for the condition that the action of G on EG is free. Namely, for each X ∈ g
there should exist an element ω ∈ A1(EG) such that ι(X)ω is not zero.
It can be shown that for every compact Lie group G such a DG algebra A(EG) exists.
Taking this for granted we shall describe how equivariant de Rham cohomology is defined. If
M is a smooth G-manifold one uses A(EG)⊗A(M) as a substitute for differential forms on
the product EG×M in the Borel construction. Since the goal is to describe the cohomology
of the quotient EG ×G M one should consider only basic forms in A(EG) ⊗ A(M). As
usual a form ω is called basic if it is G-invariant and satisfies ι(X)ω = 0 for all X ∈ g.
We recall that if p : P → B is a smooth G-principal bundle this condition is satisfied
precisely by those forms in A(P ) which are pull-backs of forms on the base space B. Hence
a natural candidate for the equivariant de Rham cohomology of M is the cohomology
H∗(Basic(A(EG) ⊗ A(M))) of the complex of basic forms in A(EG) ⊗ A(M). It can be
checked that this cohomology is independent of the particular choice of A(EG). This is
analogous to the fact that H∗G does not depend on the specific model for EG used in its
definition. Most importantly one can prove that there exists a natural isomorphism
H∗G(M) ∼= H∗(Basic(A(EG)⊗A(M)))
which can be referred to as equivariant de Rham theorem.
The advantage of this description clearly depends on whether there exists a convenient
model for A(EG). We shall describe now the Weil complex which provides such a model.
In order to do this recall that a connection on a smooth G-principal bundle p : P → B is
given by a g-valued 1-form ω on P such that ω(X) = X for each fundamental vector field
and R∗s(ω) = (Ads
−1)ω for all s ∈ G where Rs denotes right translation by s. We have the
fundamental equations
dω +
1
2
[ω, ω] = Ω, dΩ = [Ω, ω]
where Ω is the curvature of the connection. The connection form ω ∈ A1(P, g) induces
a map g∗ → A1(P ) which will be denoted by k(ω). It can be continued to a map k(ω) :
Λ(g∗)→ A(P,R) of graded algebras where Λ(g∗) is the exterior algebra over the real vector
space g∗ and A(P,R) is the algebra of real-valued differential forms on P . Similarly, the
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curvature form Ω ∈ A2(P, g) induces a map g∗ → A2(P,R) which will be denoted by k(Ω).
This map can be extended to a map k(Ω) : S(g∗)→ A(P ) of graded algebras where S(g∗)
denotes the symmetric algebra over g∗. The Weil algebra W (g) of the Lie algebra g is
defined by
W (g) = S(g∗)⊗R Λ(g∗).
There is a grading on W (g) given by deg(ξ ⊗ η) = 2 deg(ξ) + deg(η) for homogenous
elements ξ and η. Given a connection on P with connection form ω the tensor product of
the maps k(ω) and k(Ω) described above induces a linear map
χ(ω) : W (g)→ A(P,R)
which preserves grading and product. One can define interior products ι(X) and Lie
derivatives L(X) onW (g) for allX ∈ g, moreover an action ofG and exterior differentiation
in such a way that the map χ(ω) preserves these structures.
Proposition 1.2. There is a bijective correspondence between connections on P and
DG algebra maps W (g) → A(P,R) compatible with the Lie derivatives and the interior
products.
Consider the complexified Weil algebra W (g)C = W (g) ⊗R C. It can be shown that
W (g)C is a model for A(EG). As a consequence of our discussion above we obtain the
following theorem.
Theorem 1.3. Let G be a compact Lie group. There exists a natural isomorphism
H∗G(M) ∼= H∗(Basic(W (g)C ⊗A(M)))
for all G-manifolds M .
The description of equivariant cohomology using the complex Basic(W (g)C⊗A(M)) is
also referred to as Weil model. However, the computation of Basic(W (g)C⊗A(M)) is still
difficult. Hence it is important that there exists an automorphism ofW (g)C⊗A(M) which
simplifies this computation. This leads to the Cartan model which we want to describe
now. We identify S(g∗) ⊗R C with the algebra C[g] of polynomial functions on g. For a
G-manifold M consider the algebra C[g] ⊗ A(M) of complex polynomial functions on g
with values in A(M). There is a G-action on C[g]⊗A(M) obtained from the transpose of
the adjoint action on C[g] and the natural action on A(M). Explicitly we have
(s · p)(X) = s · p(Ads−1(X))
for any polynomial p. The space
AG(M) = (C[g]⊗A(M))G
of invariants with respect to this G-action is called the space of equivariant differential
forms on M . There exists a differential dG on C[g]⊗A(M) defined by
(dGp)(X) = d(p(X))− ι(X)p(X).
The Cartan relation L(X) = dι(X)+ι(X)d yields (d2Gp)(X) = −L(X)p(X) on C[g]⊗A(M).
This implies d2G = 0 on AG(M).
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Theorem 1.4. Let G be a compact Lie group. There exists a natural isomorphism
(called Mathai-Quillen isomorphism)
H∗(Basic(W (g)C ⊗A(M))) ∼= H∗(AG(M), dG)
for all G-manifolds M .
In combination with theorem 1.3 one obtains
Theorem 1.5. Let G be a compact Lie group. There exists a natural isomorphism
H∗G(M) ∼= H∗(AG(M), dG)
for all smooth G-manifolds M .
The Cartan model provides a convenient description of H∗G(M). For instance it is easy
to compute the equivariant cohomology of a point in this framework. In fact sometimes
the equivariant cohomology of manifolds is defined using the Cartan model. The geometry
of equivariant differential forms is important for applications [8].
3. Cyclic homology
In this section we give a brief introduction to cyclic homology. Moreover we review
some results of Brylinski on equivariant cyclic homology and related work of Block and
Getzler.
Let A be an algebra over the complex numbers, possibly without unit. The noncommuta-
tive differential n-forms over A are defined by Ω0(A) = A and
Ωn(A) = A+ ⊗ A⊗n
for n > 0 where A+ denotes the unitarization of A. Typical elements in this tensor product
are denoted by x0dx1 · · · dxn or dx1 · · · dxn with xj ∈ A. Apart from the obvious left A-
module structure on Ωn(A) there is a right A-module structure obtained from the Leibniz
rule d(xy) = dxy + xdy. In this way Ωn(A) becomes an A-bimodule.
There are some natural operators on noncommutative differential forms. First of all we
have the analogue of the exterior differential d which is given by
d(x0dx1 · · · dxn) = dx0dx1 · · · dxn, d(dx1 · · · dxn) = 0.
It is clear from the definition that d2 = 0. Another important operator is the Hochschild
boundary b. Using the A-bimodule structure of Ωn(A) this operator is defined by
b(ωdx) = (−1)n−1(ωx− xω), b(x) = b(dx) = 0
for ω ∈ Ωn−1(A) and x ∈ A. Explicitly we have
b(x0dx1 · · · dxn) = x0x1dx2 · · · dxn +
n−1∑
j=1
(−1)jx0dx1 · · · d(xjxj+1) · · · dxn
+ (−1)nxnx0dx1 · · · dxn−1
for x0dx1 · · · dxn ∈ Ωn(A). Combining d and b one obtains in addition two operators κ and
B. The Karoubi operator κ is the map of degree zero defined by
κ = id−(db+ bd).
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Explicitly we have
κ(ωdx) = (−1)n−1dxω
for ω ∈ Ωn−1(A) and x ∈ A. Finally, the operator B is given on Ωn(A) by
B =
n∑
j=0
κjd.
The explicit formula for B is
B(x0dx1 · · · dxn) =
n∑
j=0
(−1)njdxn+1−j · · · dxndx0 · · · dxn−j.
Elementary computations yield the relations b2 = 0, B2 = 0 and Bb + bB = 0. In other
words, noncommutative differential forms together with the operators b and B constitute
a mixed complex [28], [49]. We obtain a bicomplex
Ω3(A) Ω2(A)
?
b
?
b
Ω1(A) Ω0(A)
?
b
?
b
ﬀB
?
b
?
ﬀB
b
Ω2(A) Ω1(A)ﬀB
?
b
?
Ω0(A)
Ω1(A) Ω0(A)ﬀB
?
b
Ω0(A)ﬀB
b
ﬀB
?
b
which is usually called the (B, b)-bicomplex. The Hochschild homology HH∗(A) of A is
by definition the homology of the first column of this bicomplex. The cyclic homology
HC∗(A) of the algebra A is the homology of the total complex of the (B, b)-bicomplex.
From the periodicity of the (B, b)-bicomplex it follows that Hochschild homology and cyclic
homology are related by a long exact sequence
· · · HCn(A)- HCn−2(A)-S HHn−1(A)-B HCn−1(A)-I · · ·-
which is referred to as the SBI-sequence. This relationship between HH∗(A) and HC∗(A)
is very important for computations. Using periodicity the (B, b)-bicomplex can be contin-
ued to the left. The homology of the resulting total complex obtained by taking direct
products over all terms of a fixed total degree is by definition the periodic cyclic homology
HP∗(A) of A. The periodic theory is Z2-graded and there exists a short exact sequence
0 lim←−
1
S
HC2n+∗+1(A)- HP∗(A)- lim←−S HC2n+∗(A)- 0-
relating HP∗(A) to ordinary cyclic homology HC∗(A).
We remark that all definitions can be adapted to the topological setting. If A is a locally
6
convex algebra with jointly continuous multiplication one simply replaces algebraic tensor
products by completed projective tensor products. With this in mind we can formulate
the following fundamental result due to Connes [25].
Theorem 1.6. Let C∞(M) be the Fre´chet algebra of smooth functions on a smooth
compact manifold M . Then there exists a natural isomorphism
HP∗(C∞(M)) =
⊕
j∈Z
H∗+2jdR (M).
We point out that it is actually the periodic theory that gives de Rham cohomology.
This is the reason why periodic cyclic homology usually is the theory of main interest.
The main ingredient in the proof of theorem 1.6 is an adaption of the classical Hochschild-
Kostant-Rosenberg theorem [41] to the setting of smooth manifolds. More precisely, it can
be shown that there is a natural isomorphism
HH∗(C∞(M)) ∼= A∗(M)
between the Hochschild homology of C∞(M) and differential forms on M .
In the remaining part of this section we review some results which are important for the
theory developed in this thesis. First we discuss equivariant cyclic homology essentially in
the way it has been introduced in the work of Brylinski [17], [18]. Let A be a complete
locally convex algebra with jointly continuous multiplication. Assume that A is equipped
with a smooth action of a compact Lie group G in the sense of [12]. Actually we are
mainly interested in the example of a smooth action of G on a compact manifold M
which leads to a smooth action of G on the Fre´chet algebra C∞(M). Consider the space
ΩnG(A) = C
∞(G)⊗ˆpi Ωn(A) where ⊗ˆpi denotes the completed projective tensor product.
The group G acts on ΩnG(A) using the diagonal action
t · (f(s)⊗ x0dx1 · · · dxn) = f(t−1st)⊗ (t · x0)d(t · x1) · · · d(t · xn).
The equivariant analogues of the operators d and b are given by
d(f(s)⊗ ω) = f(s)⊗ dω
and
bG(f(s)⊗ ωdx) = (−1)n−1(f(s)⊗ (ωx− (s−1 · x)ω))
for ω ∈ Ωn−1(A) and x ∈ A. Using the same formulas as in the non-equivariant case
one obtains the equivariant Karoubi operator κG = id−(bGd + dbG) and the equivariant
analogue BG of the operator B given by
BG =
n∑
j=0
κjGd
on ΩnG(A). It can be checked that on the invariant subspace ΩG(A)
G ⊂ ΩG(A) the relations
b2G = 0, B
2
G = 0 and BGbG + bGBG hold. Hence ΩG(A)
G is a mixed complex complex
and one defines equivariant Hochschild homology HHG∗ (A), equivariant cyclic homology
HCG∗ (A) and equivariant periodic cyclic homology HP
G
∗ (A) in the same way as in the
non-equivariant situation.
It turns out that equivariant periodic cyclic homology is closely related to equivariant
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K-theory. The following theorem was obtained by Brylinski [17] and independently by
Block [13].
Theorem 1.7. Let G be a compact Lie group acting smoothly on a smooth compact
manifold M . There exists an equivariant Chern character
chG : K
∗
G(M)→ HPG∗ (C∞(M))
which induces an isomorphism
HPG∗ (C
∞(M)) ∼= R(G)⊗R(G) K∗G(M)
where R(G) is the representation ring of G and R(G) = C∞(G)G is the algebra of smooth
conjugation invariant functions on G.
In order to clarify the notation we remark that the character map induces a natural
ring homomorphism R(G)→ R(G).
Apart from this Block and Getzler have obtained a description of HPG∗ (C
∞(M)) in terms
of equivariant differential forms [14]. More precisely, there exists a G-equivariant sheaf
Ω(M,G) over the group G itself viewed as a G-space with the adjoint action. The stalk
Ω(M,G)s at a group element s ∈ G is given by germs of Gs-equivariant smooth maps from
gs to A(M s). HereM s = {x ∈M | s ·x = x} is the fixed point set of s, Gs is the centralizer
of s in G and gs is the Lie algebra of Gs. In particular the stalk Ω(M,G)e at the identity
element e is given by
Ω(M,G)e = C
∞
0 (g,A(M))G
where C∞0 is the notation for smooth germs at 0. Hence Ω(M,G)e can be viewed as a certain
completion of the classical Cartan model AG(M). The global sections Γ(G,Ω(M,G)) of
the sheaf Ω(M,G) are called global equivariant differential forms and will be denoted by
A(M,G). There exists a natural differential on A(M,G) extending the Cartan differential.
Block and Getzler establish an equivariant version of the Hochschild-Kostant-Rosenberg
theorem and deduce the following result.
Theorem 1.8. Let G be a compact Lie group acting smoothly on a smooth compact
manifold M . Then there is a natural isomorphism
HPG∗ (C
∞(M)) ∼= H∗(A(M,G)).
This theorem shows that equivariant cyclic homology can be viewed as a ”delocalized”
noncommutative version of the Cartan model. We refer to the next section for more
information on delocalized cohomology theories. Theorem 1.8 also shows that the language
of equivariant sheaves over the group G is necessary to describe equivariant cyclic homology
correctly. Combining theorem 1.7 with theorem 1.8 yields the following result.
Theorem 1.9. Let G be a compact Lie group acting smoothly on a smooth compact
manifold M . Then there exists a natural isomorphism
R(G)⊗R(G) K∗G(M) ∼= H∗(A(M,G)).
Hence, up to an ”extension of scalars”, the equivariant K-theory of manifolds can be
described using global equivariant differential forms.
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4. Equivariant Chern characters
In the previous section we have seen that equivariant periodic cyclic homology for com-
pact Lie groups is connected to equivariant K-theory by a Chern character. In this section
we want to describe different approaches to the construction of equivariant cohomology
theories and equivariant Chern characters which exist in the literature.
The classical result in this direction is the completion theorem of Atiyah and Segal [2]
which describes the relation between equivariant K-theory and Borel cohomology. Let M
be a smooth compact manifold equipped with a smooth action of a compact Lie group
G. The Atiyah-Segal completion theorem states (in particular) that the Borel cohomology
of M is isomorphic to the localisation and completion of the complexified equivariant K-
theory of M with respect to the augmentation ideal.
The geometric picture behind this phenomenon is that Borel cohomology is localized in the
identity element of the group G. Roughly speaking, to obtain a theory closer to equivariant
K-theory one should take into account contributions from all elements of G.
We have already seen that equivariant periodic cyclic homology can be viewed as such a
”delocalized” equivariant cohomology theory.
Baum, Brylinski and MacPherson defined a delocalized cohomology theory H∗(G,M) for
actions of abelian Lie groups [3] on manifolds. This theory is, roughly speaking, a combi-
nation of de Rham theory and the representation theory of closed subgroups of G. An im-
portant property of the theory is that there exists a Chern character K∗G(M)→ H∗(G,M)
which becomes an isomorphism after tensoring with C.
Moreover we mention the theory K∗G(M) developed by Duflo and Vergne [31]. There ex-
ists a natural map HPG∗ (C
∞(M)) → K∗G(M) provided G is a compact Lie group and M
a smooth compact G-manifold. Duflo and Vergne conjecture that this natural map is an
isomorphism.
In the context of discrete groups Lu¨ck and Oliver define Chern characters for equivariant
K-theory with values in certain equivariant Bredon cohomology groups [51]. In [50] Lu¨ck
has given a general construction of equivariant Chern characters for proper equivariant ho-
mology theories. These methods can be applied to obtain computations of the rationalized
sources in the Farrel-Jones conjectures and the Baum-Connes conjecture.
A different approach to the construction of an equivariant Chern character for discrete
groups was taken earlier by Baum and Connes [5].
Generalizing the work of Baum and Connes, Baum and Schneider introduced a delocalized
bivariant equivariant cohomology theoryH∗G(X, Y ) for totally disconnected groups [7]. Un-
der certain assumptions Baum and Schneider construct for profinite groups G a bivariant
equivariant Chern character
chG : KK
G
∗ (C0(X), C0(Y ))→
⊕
j∈Z
H∗+2jG (X, Y )
which becomes an isomorphism after tensoring KKG∗ (C0(X), C0(Y )) with C. Here KKG∗
denotes Kasparov’s equivariant KK-theory [46].
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It turns out that the theory of Baum and Schneider is closely related to bivariant equivari-
ant cyclic homology HPG∗ . We will show that there exists a natural isomorphism⊕
j∈Z
H∗+2jG (X, Y ) ∼= HPG∗ (C∞c (X), C∞c (Y ))
provided X and Y are simplicial complexes and the action of G on X is proper. For the
precise formulation of this statement and much more details we refer to chapter 5. This
yields a completely new description of the theory introduced by Baum and Schneider.
Moreover we see that equivariant cyclic homology is related to equivariant KK-theory.
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CHAPTER 2
Basic definitions
As indicated in the title this chapter contains basic notions and results. We have om-
mitted many proofs and refer to the literature. However, important aspects are described
in detail.
First we recall some material on bornological vector spaces and algebras. The framework
of bornological vector spaces provides the foundation for all constructions in the sequel.
In the second section we define complete bornological G-modules and G-algebras for a
discrete group G. We study crossed products and look at some examples. This includes a
discussion of the algebra KG of finite rank operators on the regular representation of G. In
the third section we introduce covariant modules. These objects play an important role in
equivariant cyclic homology and are closely related to certain equivariant sheaves. In the
fourth section we discuss some standard material on projective systems and pro-categories.
The general constructions are applied to the category of G-modules and the category of
covariant modules. Finally we introduce the notion of a paracomplex. This concept is
needed to describe correctly the structure of equivariant cyclic homology.
1. Bornological vector spaces
In this section we recall basic definitions and results of the theory of bornological vector
spaces and bornological algebras. We follow closely the treatment of [53] and refer also
to [42], [43] for more information.
We begin with the definition of a convex bornological vector space. A subset S of a
complex vector space V is called a disk if it is circled and convex. The disked hull S♦ is the
circled convex hull of S. To a disk S ⊂ V we associate the semi-normed space VS which is
defined as the linear span of S endowed with the semi-norm ‖ · ‖S given by the Minkowski
functional. The disk S is called norming if VS is a normed space and completant if VS is a
Banach space.
Definition 2.1. A collection S of subsets of the vector space V is called a (convex)
bornology on V if the following conditions are satisfied:
a) {v} ∈ S for all v ∈ V ,
b) if S ∈ S and T ⊂ S then T ∈ S,
c) if S1, S2 ∈ S then S1 + S2 ∈ S,
d) if S ∈ S then S♦ ∈ S.
A vector space V together with a bornology S is called a bornological vector space.
If S is a bornology we call the elements S ∈ S small sets. The bornological vector
space V is called separated if all disks S ∈ S are norming. It is called complete if each
S ∈ S is contained in a completant small disk T ∈ S. A complete bornological vector
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space is always separated. A linear map f : V → W between bornological vector spaces is
called bounded if it maps small sets to small sets. The space of bounded linear maps from
V to W is denoted by Hom(V,W ).
We will usually only work with complete bornological vector spaces. To any bornological
vector space V one can associate a complete bornological vector space V c and a bounded
linear map \ : V → V c such that composition with \ induces a bijective correspondence
between bounded linear maps V c → W with complete target W and bounded linear maps
V → W . In contrast to the completion in the category of locally convex vector spaces
the natural map \ from a bornological vector space V into the completion V c need not be
injective.
Given an arbitrary collection X of subsets of a vector space V the bornology S(X) gener-
ated by X is defined as the smallest collection of subsets of V containing X which satisfies
the axioms for a bornology on V . The resulting bornological vector space may not be
separated or complete. In order to obtain a complete bornological vector space one can
complete V with respect to S(X) in a second step.
In the category of complete bornological vector spaces direct sums, direct products, pro-
jective limits and inductive limits exist. In all these cases one has characterizations by
universal properties.
Next we want to study subspaces and quotients of bornological vector spaces. In order to
describe the properties of these constructions we need some more definitions. A sequence
(vn)n∈N in a bornological vector space V is bornologically convergent towards v ∈ V iff
there exists a sequence (n)n∈N of scalars that converges to zero in the usual sense and a
small subset S ⊂ S(V ) such that vn − v ∈ nS for all n ∈ N. A subset of a bornological
vector space is bornologically closed iff it is sequentially closed for bornologically conver-
gent sequences.
If V ⊂ W is a linear subspace of a complete bornological vector space W it inherits a
natural bornology from W . A subset S ⊂ V is declared to be bounded in the subspace
bornology iff S ∈ S(W ). Equipped with the subspace bornology V is complete iff it is
bornologically closed in W . The quotient space W/V also carries a natural bornology. A
subset S ⊂ W/V is small in the quotient bornology iff S = T mod W for some T ∈ S(W ).
Equipped with the quotient bornology W/V is complete iff V is bornologically closed in
W . Occasionally we will have to consider non-separated quotients. This will always be
indicated carefully.
Now let us describe the tensor product of complete bornological vectors spaces. A bi-
linear map l : V1 × V2 → W between bornological vector spaces is called bounded if
l(S1 × S2) ∈ S(W ) for all Sj ∈ S(Vj). The completed bornological tensor product
V1⊗ˆV2 is determined up to isomorphism by the universal property that every bounded
bilinear map V1 × V2 → W with complete target W corresponds uniquely to a bounded
linear map V1⊗ˆV2 → W and the requirement that V1⊗ˆV2 is complete. It can be shown
that the tensor product ⊗ˆ is associative in the sense that there is a natural isomorphism
(U⊗ˆV )⊗ˆW ∼= U⊗ˆ(V ⊗ˆW ) for all U, V,W . Moreover the tensor product is compatible with
arbitrary inductive limits. The complete bornological tensor product V1⊗ˆV2 is constructed
by completing the algebraic tensor product V1⊗V2 with respect to the bornology generated
by the sets S1⊗ S2 = {v1⊗ v2|v1 ∈ S1, v2 ∈ S2} for small sets S1 ∈ S(V1) and S2 ∈ S(V2).
We will always use the following convention for the definition of bounded linear maps on
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tensor products. If for instance a bounded linear map f : V1⊗ˆV2 → W shall be defined
we will simply write down a formula for f on the algebraic tensor product V1 ⊗ V2. It is
understood that this formula gives a bounded linear map and extends to the desired map
f after completing the left hand side.
Definition 2.2. A complete bornological algebra is a complete bornological vector space
A with an associative multiplication given as a bounded linear map m : A⊗ˆA → A. A
homomorphism between complete bornological algebras is a bounded linear map f : A→ B
which is compatible with multiplication.
Remark that complete bornological algebras are not assumed to have a unit. Even if
A and B have units a homomorphisms f : A → B need not preserve the unit of A. A
homomorphism f : A → B between unital bornological algebras satisfying f(1) = 1 will
be called a unital homomorphism.
We denote the unitarization of a complete bornological algebra A by A+. It is the com-
plete bornological algebra with underlying vector space A⊕ C and multiplication defined
by (a, α) · (b, β) = (ab + αb + βa, αβ). If f : A → B is a homomorphism between com-
plete bornological algebras there exists a unique extension to a unital homomorphism
f+ : A+ → B+.
Let us discuss briefly the definition of modules over a complete bornological algebra A. A
left A-module is a complete bornological vector space M together with a bounded linear
map λ : A⊗ˆM → M satisfying the axiom λ(id ⊗ˆλ) = λ(m⊗ˆ id) for an action. A ho-
momorphisms f : M → N of A-modules is a bounded linear map commuting with the
action of A. We denote by HomA(M,N) the space of all A-module homomorphisms. Let
V be any complete bornological vector space. An A-module of the form M = A+⊗ˆV with
action given by left multiplication is called the free A-module over V . If an A-module P
is a direct summand in a free A-module it is called projective. Projective modules are
characterized by the following property. If P is projective and f : M → N a surjective
A-module homomorphism with a bounded linear splitting s : N →M then any A-module
homomorphism g : P → N can be lifted to an A-module homomorphism h : P →M such
that fh = g.
In a similar way one can define and study right A-modules and A-bimodules. We can
also work in the unital category starting with a unital complete bornological algebra A.
A unitary module M over a unital complete bornological algebra A is an A-module such
that λ(1⊗m) = m for all m ∈M . In the category of unitary modules the modules of the
form A⊗ˆV where V is a complete bornological vector space are free. Projective modules
are again direct summands of free modules and can be characterized by a lifting property
as before.
After this brief introduction to the general theory of bornological vector spaces and algebras
we shall have a look at examples.
1.1. Fine spaces. Let V be an arbitrary complex vector space. The fine bornology
Fine(V ) is the smallest possible bornology on V . This means that S ⊂ V is contained
in Fine(V ) iff there are finitely many vectors v1, . . . , vn ∈ V such that S is contained in
the disked hull of {v1, . . . , vn}. Equipped with the fine bornology V becomes a complete
bornological vector space.
It follows immediately from the definitions that all linear maps f : V → W from a fine
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space V into any bornological spaceW are bounded. In particular we obtain a fully faithful
functor Fine from the category of complex vector spaces into the category of complete
bornological vector spaces. This embedding is compatible with tensor products. If V1 and
V2 are fine spaces the completed bornological tensor product V1⊗ˆV2 is the algebraic tensor
product V1 ⊗ V2 equipped with the fine bornology. In follows in particular that every
algebra A over the complex numbers can be viewed as a complete bornological algebra
with the fine bornology.
Since the completed bornological tensor product is compatible with direct sums we see
that V1⊗ˆV2 is as a vector space simply the algebraic tensor product V1⊗V2 provided V1 or
V2 is a fine space. However, the bornology on the tensor product is in general not the fine
bornology.
1.2. Locally convex spaces. The most important examples of bornological vector
spaces are obtained from locally convex vector spaces. If V is any locally convex vector
space one can associate two natural bornologies Bound(V ) and Comp(V ) to V which are
called the bounded bornology and the precompact bornology, respectively.
The elements in Bound(V ) are by definition the bounded subsets of V . Equipped with the
bornology Bound(V ) the space V is separated if its topology is Hausdorff and complete if
the topology of V is sequentially complete.
The bornology Comp(V ) consists of all precompact subsets of V . This means that S ∈
Comp(V ) iff for all neighborhoods U of the origin there is a finite subset F ⊂ V such that
S ⊂ F + U . If V is complete then S ⊂ V is precompact iff its closure is compact. One
checks that the precompact subsets indeed form a bornology. Equipped with the bornology
Comp(V ) the space V is separated if the topology of V is Hausdorff and complete if V
is a complete topological vector space. We mention that the precompact bornology is
particularly important for local cyclic homology.
1.3. Fre´chet spaces. In the case of Fre´chet spaces the properties of the bounded
bornology and the precompact bornology can be described more in detail. Let V and
W be Fre´chet spaces endowed both with the bounded or the precompact bornology. A
linear map f : V → W is bounded if and only if it is continuous. This is due to the fact
that a linear map between metrizable topological spaces is continuous iff it is sequentially
continuous. Hence the functors Bound and Comp from the category of Fre´chet spaces into
the category of complete bornological vector spaces are fully faithful.
The following theorem describes the completed bornological tensor product of Fre´chet
spaces and is proved in [53].
Theorem 2.3. Let V and W be Fre´chet spaces and let V ⊗ˆpiW be their completed
projective tensor product. Then there are natural isomorphisms
(V,Comp)⊗ˆ(W,Comp) ∼= (V ⊗ˆpiW,Comp)
(V,Bound)⊗ˆ(W,Bound) ∼= (V ⊗ˆpiW,S)
of complete bornological vector spaces where the bornology S can be described more explicitly
in certain cases. In particular S is equal to the bounded bornology Bound(V ⊗ˆpiW ) if V or
W is nuclear.
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1.4. LF-spaces. More generally we can consider LF-spaces. A locally convex vector
space V is an LF-space if there exists an increasing sequence of subspaces Vn ⊂ V with
union equal to V such that each Vn is a Fre´chet space in the subspace topology and V
carries the corresponding inductive limit topology. A linear map V → W from the LF-
space V into an arbitrary locally convex space W is continuous iff its restriction to the
subspaces Vn is continuous for all n. From the definition of the inductive limit topology
it follows that a bounded subset of an LF-space V is contained in a Fre´chet subspace Vn.
If V1 and V2 are LF-spaces endowed with the bounded or the precompact bornology a
bilinear map b : V1 × V2 → W is bounded iff it is separately continuous. This implies that
an LF-space equipped with a separately continuous multiplication becomes a complete
bornological algebra with respect to the bounded or the precompact bornology.
From theorem 2.3 one obtains the following description of tensor products of LF-spaces [53].
Theorem 2.4. Let V andW be nuclear LF-spaces endowed with the bounded bornology.
Then V ⊗ˆW is isomorphic to the inductive tensor product V ⊗ˆιW endowed with the bounded
bornology.
As an example consider the nuclear LF-space C∞c (M) of smooth functions with compact
support on a smooth manifoldM . We endow C∞c (M) with the bounded bornology which is
equal to the precompact bornology in this case. Theorem 2.4 yields a natural bornological
isomorphism
C∞c (M)⊗ˆC∞c (N) ∼= C∞c (M ×N)
for all smooth manifoldsM and N . In chapter 5 we will have to work with similar examples
of LF-spaces obtained by considering smooth functions on simplicial complexes.
2. Actions and crossed products
We begin with the definition of the category of G-modules for the discrete group G.
Definition 2.5. A G-module is a complete bornological vector space V with a given
(left) action of the group G by bounded linear automorphisms. A bounded linear map
f : V → W between two G-modules is called equivariant if f(s · v) = s · f(v) for all v ∈ V
and s ∈ G.
We denote by G-Mod the category of G-modules and equivariant linear maps. If we
view the group algebra CG of G as a complete bornological algebra with the fine bornology
it is easy to check that the category G-Mod is equivalent to the category of unitary modules
over CG.
It is clear that the direct sum of a family of G-modules is again a G-module. The tensor
product V ⊗ˆW of twoG-modules becomes aG-module using the diagonal action s·(v⊗w) =
s · v ⊗ s · w for v ∈ V and w ∈ W . For every group the trivial one-dimensional G-module
C behaves like a unit with respect to the tensor product. In this way G-Mod becomes an
additive monoidal category.
Next we want to specify the class of G-algebras that we are going to work with. Expressed
in the language of category theory our definition amounts to saying that a G-algebra is
an algebra in the monoidal category G-Mod. Let us formulate this more explicitly in the
following definition.
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Definition 2.6. Let G be a discrete group. A G-algebra is a complete bornological
algebra A which is at the same time a G-module such that the multiplication satisfies
s · (xy) = (s · x)(s · y)
for all x, y ∈ A and s ∈ G. An equivariant homomorphism f : A→ B between G-algebras
is an algebra homomorphism which is equivariant.
If A is unital we say that A is a unital G-algebra if s · 1 = 1 for all s ∈ G. The unitari-
sation A+ of a G-algebra A is a unital G-algebra in a natural way. We will occasionally
also speak of an action of G on A to express that A is a G-algebra.
There is a natural way to enlarge any G-algebra to a G-algebra where all group elements
act by inner automorphisms. This is the crossed product construction which we study
next.
Definition 2.7. Let G be a discrete group and let A be a G-algebra. The crossed
product AoG of A by G is A⊗ˆCG = Cc(G,A) with multiplication given by
(f ∗ g)(t) =
∑
s∈G
f(s)s · g(s−1t)
for f, g ∈ Cc(G,A). Here CG is equipped with the fine bornology.
It is easy to check that AoG is a complete bornological algebra. The crossed product
AoG has a unit iff the algebra A is unital.
Let us have a look at some basic examples of G-algebras and the associated crossed prod-
ucts. In particular the algebra KG introduced below will play an important role in our
theory.
2.1. Trivial actions. The simplest example of a G-algebra is the algebra of complex
numbers with the trivial G-action. More generally one can equip any complete bornological
algebra A with the trivial action to obtain a G-algebra. The corresponding crossed product
algebra AoG is simply a tensor product,
AoG ∼= A⊗ˆCG.
This explains why one may view crossed products in general as twisted tensor products.
2.2. Commutative algebras. Let M be a smooth manifold on which the group G
acts by diffeomorphisms and let C∞c (M) be the LF-algebra of compactly supported smooth
functions on M . Then we get an action of G on A = C∞c (M) by defining
(s · f)(x) = f(s−1 · x)
for all s ∈ G and f ∈ A. Of course this algebra is unital iff M is compact. The associ-
ated crossed product A o G may be described as the smooth convolution algebra of the
translation groupoid M oG associated to the action of G on M .
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2.3. Algebras associated to representations of G. Let H be a G-pre-Hilbert
space, a unitary representation of the group G on a not necessarily complete inner product
space. Such a representation induces an action of G on the algebra l(H) of finite rank
operators on H by the formula
(s · T )(ξ) = s · T (s−1 · ξ)
for s ∈ G and ξ ∈ H. Of course l(H) is spanned linearly by the rank one operators |χ〉〈η|
defined by |χ〉〈η|(ξ) = χ〈η, ξ〉 for χ, η ∈ H. We equip l(H) with the fine bornology and
remark that this algebra is unital iff H is finite dimensional.
In particular we may consider the case of the regular representation of G on CG ⊂ l2(G).
We shall look at this example more closely in the next subsection.
2.4. The algebra KG. We view CG as subspace of the Hilbert space l2(G) of square-
summable functions on G and consider the left regular representation λs given by
λs(f)(t) = f(s
−1t)
for s ∈ G and f ∈ CG. The corresponding algebra of finite rank operators with the
G-action described in the previous paragraph will be denoted by KG. The algebra KG is
spanned linearly by the rank one operators |r〉〈s| with r, s ∈ G defined by
|r〉〈s|(t) = δstr
for t ∈ G ⊂ CG where δst is the Kronecker delta. The multiplication rule in KG for such
operators is
|r〉〈s| · |p〉〈q| = δsp |r〉〈q|
and the G-action is described by
t · |r〉〈s| = |tr〉〈ts|.
The following easy fact will be important.
Lemma 2.8. Let A be any G-algebra. Then the n-fold tensor power (A⊗ˆKG)⊗ˆn is a
free G-module for all n ≥ 1.
Proof. Consider first the case n = 1. We view V = CG⊗ˆA as trivial G-module and
construct an equivariant isomorphism A⊗ˆKG ∼= CG⊗ˆV as follows: Define α : A⊗ˆKG →
CG⊗ˆV, α(a ⊗ |r〉〈s|) = r ⊗ r−1s ⊗ r−1 · a. One checks that α is a G-module map with
inverse β : CG⊗ˆV → A⊗ˆKG, β(r ⊗ s ⊗ a) = r · a ⊗ |r〉〈rs|. To deal with higher tensor
powers observe that we have an isomorphism
(A⊗ˆKG)⊗ˆn ∼= ((A⊗ˆKG)⊗ˆn−1⊗ˆA)⊗ˆKG
of G-algebras. The claim follows by applying the previous argument to the G-algebra
B = (A⊗ˆKG)⊗ˆn−1⊗ˆA. 
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3. Covariant modules and equivariant sheaves
In this section we introduce covariant modules. Since covariant modules are closely
related to equivariant sheaves we first recall the general definition of the latter [9].
Let G be a topological group and let X be a G-space. Define the maps dj : G ×X → X
for j = 0, 1 by
d0(s, x) = s
−1 · x, d1(s, x) = x.
Moreover let s0 : X → G×X be given by
s0(x) = (e, x)
where e ∈ G is the identity element. In a similar way define the maps dj : G×G×X →
G×X for j = 0, 1, 2 by
d0(s, t, x) = (t, s
−1 · x), d1(s, t, x) = (st, x), d2(s, t, x) = (s, x).
If f : X → Y is a continuous map and F is a sheaf on Y we denote its inverse image sheaf
on X by f ∗F .
Definition 2.9. Let G be a topological group and let X be a G-space. A G-equivariant
sheaf on X is a sheaf F on X together with an isomorphism θ : d∗1F → d∗0F satisfying the
conditions
d∗0θ d
∗
2θ = d
∗
1θ, s
∗
0θ = id .
A morphism of equivariant sheaves is a sheaf homomorphism φ : F → G that commutes
with θ.
We will only consider sheaves of complex vector spaces. The category of equivariant
sheaves on X is denoted by ShG(X).
The action of G on an equivariant sheaf F is encoded in a rather indirect way in the
morphism θ. If the group G is discrete a G-equivariant sheaf F can be described more
concretely by specifying sheaf homomorphisms αs : F → s∗F for all s ∈ G which satisfy
the natural axioms for an action.
If in addition the space X is discrete there is a purely algebraic way to define equivariant
sheaves. We need some general terminology. If A is a not necessarily unital algebra
equipped with the fine bornology a (left) module M over A is called nondegenerate if AM ,
the linear span of all elements a ·m with a ∈ A and m ∈M , is equal to M . Let us assume
that A is a G-algebra. A covariant system for A is a nondegenerate A-module M which is
at the same time a G-module such that
s · (f ·m) = (s · f) · (s ·m)
for all s ∈ G, f ∈ A and m ∈ M . A morphism of covariant systems is a map φ : M → N
which is both A-linear and equivariant. The category of covariant systems for A is denoted
by Mod(A,G).
Now let X be a discrete G-space and denote by Cc(X) the algebra of functions on X with
finite support equipped with the fine bornology. There is a natural G-action on this algebra
coming from the action on X. We denote by Mod(Cc(X), G,Fine) the full subcategory of
Mod(Cc(X), G) consisting of those covariant systemsM for Cc(X) whereM is a fine space.
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Proposition 2.10. Let X be a discrete G-space for the discrete group G. Taking global
sections with compact support induces an equivalence between the categories ShG(X) and
Mod(Cc(X), G,Fine).
This assertion remains true in the setting of totally disconnected groups and spaces.
For a proof in the non-equivariant case see [10].
In our context we are interested in the discrete group G itself viewed as a G-space using
the adjoint action. Denote by 〈G〉 the set of conjugacy classes in G. For an element s ∈ G
let 〈s〉 be the conjugacy class of s. Of course the orbits of the adjoint action are just the
conjugacy classes.
We equip the algebra Cc(G) of functions with finite support on G with the fine bornology
and the adjoint action. The resulting G-algebra will be denoted by OG. Explicitly we have
t · f(s) = f(t−1st) for f ∈ OG and s ∈ G. Remark that OG is unital iff the group G is
finite.
If G is a finite group the invariant part of OG will be denoted by R(G). The elements of
R(G) are precisely the class functions, that is the functions f satisfying f(t−1st) = f(s)
for all s, t ∈ G. Since the group G is finite the algebra R(G) is just the complexification
of the representation ring R(G) of G.
Let us now introduce covariant modules. Using the terminology from above a covariant
module is simply a covariant system for the G-algebra OG. We give the following explicit
definition.
Definition 2.11. Let G be a discrete group. A G-covariant module is a complete
bornological vector space M which is both a nondegenerate OG-module and a G-module
such that
s · (f ·m) = (s · f) · (s ·m)
for all s ∈ G, f ∈ OG and m ∈ M . A bounded linear map φ : M → N between covariant
modules is called covariant if it is OG-linear and equivariant.
From the previous discussion it is clear that covariant modules are essentially equivari-
ant sheaves except that we include bornologies as extra information. Usually we will not
mention the group explicitly in our terminology and simply speak of covariant modules
and covariant maps. We remark that there is a bijective correspondence between covariant
modules and nondegenerate modules for the crossed product OG oG.
Covariant modules and covariant maps constitute a category G-Mod. The space of covari-
ant maps between two covariant modules M and N will be denoted by HomG(M,N). We
let Hom(M,N) be the collection of maps that are only OG-linear and HomG(M,N) will
be the set consisting of equivariant maps. When dealing with covariant modules we will
mainly be interested in covariant maps.
The basic example of a covariant module is the algebra OG itself. More generally, let V
be a G-module. We obtain an associated covariant module by considering OG⊗ˆV with the
diagonal G-action and the obvious OG-module structure given by multiplication.
Now we want to discuss in detail the structure of covariant maps between covariant mod-
ules. We begin with an arbitrary covariant module M . Given a conjugacy class 〈s〉 ∈ 〈G〉
we associate to M the localized module at 〈s〉 defined by Ms =M/p〈s〉M where p〈s〉 ⊂ OG
denotes the G-invariant ideal of all functions vanishing on 〈s〉. The space M〈s〉 is still a
G-module and a module over OG. In particular it is a complete bornological vector space.
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Following the terminology introduced in [21] we call the localisations M〈s〉 at conjugacy
classes of elements of finite order the elliptic components and the localisations at conjugacy
classes of elements of infinite order the hyperbolic components of M .
We may also localize M at a point s ∈ G. This is defined in a similar way, but now p〈s〉
is replaced by the maximal ideal ms of all functions vanishing in s. The ideal ms is in
general not G-invariant. On the corresponding localization Ms we get consequently only
a Gs-module structure where Gs denotes the centralizer of the element s in G. Consider
for every conjugacy class 〈s〉 the characteristic function χ〈s〉 on 〈s〉. These functions are
multipliers of OG. Since every covariant module M is a nondegenerate OG-module these
multiplier act also onM . With this in mind it is easy to see that there is a natural isomor-
phism M〈s〉 ∼= χ〈s〉M . Similarly we get Ms ∼= χsM where χs is the characteristic function
on s ∈ G.
In the following proposition localized modules are used to describe covariant maps.
Proposition 2.12. Let M and N be covariant modules. Choose a representative s for
every conjugacy class 〈s〉 of elements in G. Then there are natural isomorphisms
HomG(M,N) ∼=
∏
〈s〉∈〈G〉
HomG(M〈s〉, N〈s〉) ∼=
∏
〈s〉∈〈G〉
HomGs(Ms, Ns).
Proof. Obviously there are natural maps
HomG(M,N)
∏
〈s〉∈〈G〉HomG(M〈s〉, N〈s〉)-
∏
〈s〉∈〈G〉HomGs(Ms, Ns).-
It is easy to check that the first map is injective. To see that it is also surjective let
(φ〈s〉) ∈
∏
〈s〉∈〈G〉HomG(M〈s〉, N〈s〉) be given. With the notation as above we define a
covariant map φ by
φ(m) =
∑
〈s〉∈〈G〉
χ〈s〉φ〈s〉(χ〈s〉m).
This is well-defined because covariant modules are nondegenerate OG-modules. It is clear
that φ maps to the family φ〈s〉 under the natural map. To see that the second map is an
isomorphism it suffices to consider a fixed conjugacy class 〈s〉. For every t ∈ 〈s〉 choose
r(t) such that χt = r(t) · χs. Again injectivity is easy and it remains to show surjectivity.
Given φs ∈ HomGs(Ms, Ns) we define φ ∈ HomG(M〈s〉, N〈s〉) by
φ(m) =
∑
t∈〈s〉
r(t) · φs(r(t)−1 · (χtm))
This is independent of the choice of r(t) since φs is supposed to be Gs-linear. It is easy to
check that φ maps to φs under the natural map. 
Corollary 2.13. Let M be a covariant module and let V be a G-module. Choose a
representative s for every conjugacy class 〈s〉. Then there is a natural isomorphism
HomG(OG⊗ˆV,M) ∼=
∏
〈s〉∈〈G〉
HomGs(V,Ms).
Proof. This follows from proposition 2.12 and the fact that (OG⊗ˆV )s is isomorphic
to V for all s ∈ G. 
A covariant module is called projective if it satisfies the lifting property for surjective
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covariant maps M → N with bounded linear splitting. It is not hard to check that one
can construct out of any bounded linear splitting for the surjection M → N a bounded
linear splitting which is in addition OG-linear. Hence it is equivalent to require the lifting
property for surjections M → N of covariant modules with bounded OG-linear splitting to
define the class of projective covariant modules.
Corollary 2.14. Let V be a free G-module. Then OG⊗ˆV is a projective covariant
module.
Proof. Let φ : M → N be a surjection of covariant modules and let σ : N → M be
a bounded OG-linear splitting for φ. Then by proposition 2.12 φ corresponds to a family
of maps φs ∈ HomGs(Ms, Ns). The map σ gives splittings σs ∈ Hom(Ns,Ms) for the maps
φs. Now (OG⊗ˆV )s ∼= V is free as a Gs-module since V is a free G-module. Hence any
map ψ : OG⊗ˆV → N corresponding to a family of maps ψs ∈ HomGs((OG⊗ˆV )s, Ns) can
be lifted to a family ηs ∈ HomGs((OG⊗ˆV )s,Ms) such that φsηs = ψs. This means φη = ψ
for the covariant map η corresponding to the family ηs. 
4. Projective systems
Since the work of Cuntz and Quillen [30] it is known that periodic cyclic homology is
most naturally defined on the category of pro-algebras. Similarly, the correct way to define
equivariant periodic cyclic homology is to work in the category of pro-G-algebras. This
means that we have to consider projective systems of G-modules and covariant modules.
In this section we shall explain these notions and fix our notation.
First we review the general construction of pro-categories. To an additive category C one
associates the pro-category pro(C) of projective systems over C as follows.
A projective system over C consists of a directed index set I, objects Vi for all i ∈ I and
morphisms pij : Vj → Vi for all j ≥ i. The morphisms are assumed to satisfy pijpjk = pik if
k ≥ j ≥ i. These conditions are equivalent to saying that we have a contravariant functor
from the small category I to C. The class of objects of pro(C) consists by definition of all
projective systems over C.
The space of morphisms between projective systems (Vi)i∈I and (Wj)j∈J is defined by
Mor((Vi), (Wj)) = lim←−
j
lim−→
i
MorC(Vi,Wj)
where the limits are taken in the category of abelian groups. The morphisms between
projective systems will be called pro-morphisms. Of course one has to check that the com-
position of pro-morphisms can be defined in a consistent way. We refer to [1] for this and
further details.
It is useful to study pro-objects by comparing them to constant pro-objects. A constant
pro-object is by definition a pro-object where the index set consists only of one element.
If V = (Vi)i∈I is any pro-object a morphism V → C with constant range C is given by a
morphism Vi → C for some i. This follows directly from the definition of the morphisms
in pro(C).
In the category pro(C) projective limits always exist. This is due to the fact that a pro-
jective system of pro-objects (Vj)j∈J can be identified naturally with a pro-object in the
following way. Let Vj = (Vji)i∈Ij be a projective system of objects in C. Consider the
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pro-object (Vji)j∈J,i∈Ij with structure maps induced by the structure maps in Vj for j ∈ J
and the transition maps coming from the projective system (Vj)j∈J . It can be checked that
(Vji)j∈J,i∈Ij is the projective limit of the projective system (Vj)j∈J in pro(C).
Since there are finite direct sums in C we also have finite direct sums in pro(C). Explicitly,
the direct sum of V = (Vi)i∈I and W = (Wj)j∈J is given by
(Vi)i∈I ⊕ (Wj)j∈J = (Vi ⊕Wj)(i,j)∈I×J
where the index set I × J is ordered using the product ordering. The structure maps of
this projective system are obtained by taking direct sums of the structure maps of (Vi)i∈I
and (Wj)j∈J . With this notion of direct sums the category pro(C) becomes an additive
category.
If we apply these general constructions to the category of G-modules we obtain the category
of pro-G-modules. A morphism in pro(G-Mod) will be called an equivariant pro-linear map.
Similarly we have the category of covariant pro-modules as the pro-category of G-Mod.
Morphisms in pro(G-Mod) will simply be called covariant maps again.
Let us come back to the general situation. Assume in addition that C is monoidal such
that the tensor product functor C × C → C is bilinear. In this case we define the tensor
product V ⊗W for pro-objects V = (Vi)i∈I and W = (Wj)j∈J by
(Vi)i∈I ⊗ (Wj)j∈J = (Vi ⊗Wj)(i,j)∈I×J
where again I ×J is ordered using the product ordering. The structure maps are obtained
by tensoring the structure maps of (Vi)i∈I and (Wj)j∈J . Observe that any morphism
f : V ⊗W → C with constant range C factors through Vi ⊗Wj for some i ∈ I, j ∈ J .
This means that we can write f in the form f = g(fV ⊗ fW ) where fV : V → CV and
fW : W → CW are morphisms with constant range and g : CV ⊗ CW → W is a morphism
of constant pro-objects.
Equipped with this tensor product the category pro(C) is additive monoidal and we obtain
a faithful additive monoidal functor C → pro(C) in a natural way.
The existence of a tensor product in pro(C) yields a natural notion of algebras and algebra
homomorphisms in this category. These algebras will be called pro-algebras and their
homomorphism will be called pro-algebra homomorphisms. Moreover we can consider pro-
modules for pro-algebras and their homomorphisms. The definitions are straightforward.
The category G-Mod is monoidal in the sense explained above. To indicate that we use
completed bornological tensor products in G-Mod we will denote the tensor product of two
pro-G-modules V and W by V ⊗ˆW .
In order to fix terminology we give the following definition.
Definition 2.15. A pro-G-algebra A is an algebra in the category pro(G-Mod). An
algebra homomorphism f : A→ B in pro(G-Mod) is called an equivariant homomorphism
of pro-G-algebras.
Occasionally we will consider unital pro-G-algebras. The unitarisation A+ of a pro-G-
algebra A is defined in the same way as for G-algebras.
We also include a short discussion of extensions. This will be important in particular
in connection with excision in equivariant periodic cylic homology. Let again C be any
additive category and let K,E and Q be objects in pro(C). An admissible extension is a
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diagram of the form
K E-ι
ﬀ ρ -
pi
ﬀ σ Q
in pro(C) such that ρι = id, piσ = id and ιρ + σpi = id. In other words we require that E
decomposes into a direct sum of K and Q. Note that the morphisms ρ and σ determine
each other uniquely.
Let us also give the following definition in the concrete situation C = pro(G-Mod).
Definition 2.16. Let K,E and Q be pro-G-algebras. An admissible extension of pro-
G-algebras is an admissible extension
K E-ι
ﬀ ρ -
pi
ﬀ σ Q
in pro(G-Mod) where ι and pi are equivariant algebra homomorphisms.
Usually we will simply write (ι, pi) : 0 → K → E → Q → 0 or simply 0 → K → E →
Q → 0 for an admissible extension of pro-G-algebras and assume tacitly that a splitting
for the quotient map is given.
Working with pro-G-modules or covariant pro-modules may seem somewhat difficult be-
cause there are no longer concrete elements to manipulate with. Nevertheless we will write
down explicit formulas involving ”elements” in subsequent sections. This can be justified
by noticing that these formulas are concrete expressions for identities between abstractly
defined morphisms.
5. Paracomplexes
In this section we introduce the concept of a paramixed complex which will play a
central role in our theory. Our terminology is motivated from [34] but it is slightly different.
The related notion of a paracyclic module is well-known in the study of the cyclic homology
of crossed products and smooth groupoids [32], [34], [54].
Whereas cyclic modules and mixed complexes constitute the fundamental framework for
cyclic homology theory, paracyclic modules are mainly regarded as a tool in computations.
However, in the equivariant situation the point of view is changed completely! Here the
fundamental objects are paramixed complexes. Conversely, mixed complexes show up only
in concrete calculations. We will see this in particular in chapters 4 and 5 below.
Let us give the following general definition.
Definition 2.17. Let C be an additive category. A paracomplex P in C is a sequence of
objects Pn and morphisms d : Pn → Pn−1 in C (not necessarily satisfying d2 = 0). A chain
map f : P → Q between two paracomplexes is a sequence of morphisms fn : Pn → Qn
commuting with the differentials.
We did not specify the grading in this definition, we may consider Z-graded para-
complexes or N-graded paracomplexes or parasupercomplexes. The morphisms d in a
paracomplex will be called differentials although this contradicts the usual definition of a
differential.
In general it does not make sense to speak about the homology of a paracomplex. Given
a paracomplex P in an abelian category with differentials d one could force it to become
a complex by dividing out the subspace d2(P ) and then take homology. However, it turns
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out that this procedure is not appropriate in the situations we will consider.
Although there is no reasonable definition of homology we can nevertheless give a meaning
to the statement that two paracomplexes are homotopy equivalent: Let f, g : P → Q be
two chain maps between paracomplexes. A chain homotopy connecting f and g is a map
s : P → Q of degree 1 satisfying the usual relation ds + sd = f − g. It should be noted
that the map ds + sd for a general morphism s : P → Q of degree 1 is a chain map iff
d2 commutes with s. In particular it follows from the homotopy relation ds + sd = f − g
that a chain homotopy s commutes with d2. Of course two paracomplexes P and Q are
called homotopy equivalent if there exist chain maps f : P → Q and g : Q→ P which are
inverse to each other up to chain homotopy.
Nevertheless, at this level of generality paracomplexes are not very interesting. The para-
complexes we have in mind are rather special. They arise from paramixed complexes that
we are going to define now.
Definition 2.18. Let C be an additive category. A paramixed complex M in C is a
bounded below sequence of objects Mn together with differentials b of degree −1 and B of
degree +1 satisfying b2 = 0, B2 = 0 and
[b, B] = bB +Bb = id−T
with an invertible morphism T .
For T = id we reobtain the notion of a mixed complex. Since the Hochschild operator
b in a paramixed complex satisfies b2 = 0 one can define and study Hochschild homology
in the usual way. On the other hand we do not intend to define the cyclic homology of a
paramixed complex. We will see in chapter 3 how bivariant periodic cyclic homology of
certain paramixed complexes can be defined in a natural way. Observe that in a paramixed
complex we have control about the failure of the usual differential ∂ = B + b to satisfy
∂2 = 0. For the moment we only remark that this is the reason why it is possible to work
with these objects.
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CHAPTER 3
Equivariant periodic cyclic homology
In this chapter we define bivariant equivariant periodic cyclic homology HPG∗ and study
its general homological properties.
Our treatment follows closely the axiomatic machinery for cylic homology theories devel-
oped by Meyer in [53]. In fact a large part of the necessary adaptions is straightforward
and carried out here in detail only to keep our exposition self-contained.
In the first section we study quasifree pro-G-algebras and universal locally nilpotent ex-
tensions. This can be done as in the non-equivariant case. In the second section we
construct noncommutative equivariant differential forms. As indicated in the introduction
the definitions are related to the Cartan model in the classical setting. We show that
noncommutative equivariant differential forms satisfy the axioms of a paramixed complex.
In the third section we study the equivariant X-complex which can be thought of as the
noncommutative equivariant de Rham complex. With these preparations we can define
bivariant equivariant periodic cyclic homology HPG∗ (A,B). The rest of the chapter is de-
voted to proving general properties of these bivariant homology groups. We show that
HPG∗ is homotopy invariant, stable and satisfies excision in both variables. The proofs
from the non-equivariant context can be adapted with some modifications.
1. Quasifree pro-G-algebras
Let G be a discrete group and let A be a pro-G-algebra. The space Ωn(A) of noncom-
mutative n-forms over A is defined by Ωn(A) = A+⊗ˆA⊗ˆn for n ≥ 0. We recall that A+
denotes the unitarization of A. From its definition as a tensor product it is clear that Ωn(A)
becomes a pro-G-module in a natural way. The differential d : Ωn(A)→ Ωn+1(A) and the
multiplication of forms Ωn(A)⊗ˆΩm(A)→ Ωn+m(A) are defined as usual [30] and it is clear
that both are equivariant pro-linear maps. Multiplication of forms yields in particular an
A-bimodule structure on Ωn(A) for all n. Apart from the ordinary product of differential
forms we have the Fedosov product given by
ω ◦ η = ωη − (−1)|ω|dωdη
for homogenous forms ω and η. Consider the pro-G-module Ω≤n(A) = A⊕ Ω1(A)⊕ · · · ⊕
Ωn(A) equipped with the Fedosov product where forms above degree n are ignored. It is
easy to check that this multiplication is associative and turns Ω≤n(A) into a pro-G-algebra.
Moreover we have the usual Z2-grading on Ω≤n(A) into even and odd forms. The natural
projection Ω≤m(A)→ Ω≤n(A) for m ≥ n is an equivariant homomorphism and compatible
with the grading. Hence we get a projective system (Ω≤n(A))n∈N of pro-G-algebras. By
definition the periodic differential envelope θΩ(A) of A is the pro-G-algebra obtained as
the projective limit of this system. We define the periodic tensor algebra T A of A to be
the even part of θΩ(A). If we set T A/(JA)n := A ⊕ Ω2(A) ⊕ · · · ⊕ Ω2n−2(A) we can
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describe T A as the projective limit of the projective system (T A/(JA)n)n∈N. The natural
projection θΩ(A) → A restricts to an equivariant homomorphism τA : T A → A. Since
the natural inclusions A → A ⊕ Ω2(A) ⊕ · · · ⊕ Ω2n−2(A) assemble to give an equivariant
pro-linear section σA for τA we obtain an admissible extension
JA T A-
ιA
ﬀ -
τA
ﬀ σA
A
of pro-G-algebras where JA is by definition the projective limit of the pro-G-algebras
JA/(JA)n := Ω2(A)⊕ · · · ⊕ Ω2n−2(A).
A large part of this section is devoted to the study of the pro-G-algebras T A and JA.
We will begin with JA and need some definitions. Let mn : N⊗n → N be the iterated
multiplication in an arbitrary pro-G-algebra N . Then N is called k-nilpotent for k ∈ N
if the iterated multiplication mk : N ⊗ˆk → N is zero. It is called nilpotent if N is k-
nilpotent for some k ∈ N. We call N locally nilpotent if for every equivariant pro-linear
map f : N → C with constant range C there exists n ∈ N such that fmn = 0. In particular
we see that nilpotent pro-G-algebras are locally nilpotent. An admissible extension 0 →
K → E → Q → 0 of pro-G-algebras is called locally nilpotent (k-nilpotent, nilpotent) if
K is locally nilpotent (k-nilpotent, nilpotent).
Lemma 3.1. The pro-G-algebra JA is locally nilpotent.
Proof. Let l : JA → C be an equivariant pro-linear map. By the construction of
projective limits it follows that there exists n ∈ N such that l factors through JA/(JA)n.
The pro-G-algebra JA/(JA)n is n-nilpotent by the definition of the Fedosov product.
Hence lmnJA = 0 as desired. 
Later we will need the following result which shows how local nilpotence is inherited by
tensor products.
Lemma 3.2. Let N be a locally nilpotent pro-G-algebra and let A be any pro-G-algebra.
Then the pro-G-algebra A⊗ˆN is locally nilpotent.
Proof. Let f : A⊗ˆN → C be an equivariant pro-linear map with constant range. By
the construction of tensor products in pro(G-Mod) this map can be written as g(f1⊗ˆf2)
for equivariant pro-linear maps f1 : A → C2, f2 : N → C2 with constant range and an
equivariant bounded linear map g : C1⊗ˆC2 → C. Since N is locally nilpotent there exists
a natural number n such that f2m
n
N = 0. Up to a coordinate flip the n-fold multiplication
in A⊗ˆN is given by mnA⊗ˆmnN . This implies fmnA⊗ˆN = 0 for the multiplication mA⊗ˆN in
A⊗ˆN . Hence A⊗ˆN is locally nilpotent. 
Next we want to have a closer look at the pro-G-algebra T A. Our first goal is to explain
the universal property that characterizes T A. In order to formulate this correctly we need
another definition. An equivariant pro-linear map l : A → B between pro-G-algebras is
called a lonilcur if its curvature ωl : A⊗ˆA → B defined by ωl(a, b) = l(ab) − l(a)l(b) is
locally nilpotent, that is, if for every equivariant pro-linear map f : B → C with constant
range C there exists n ∈ N such that fmnBω⊗ˆnl = 0. The term lonilcur is an abbreviation for
”equivariant pro-linear map with locally nilpotent curvature”. It follows immediately from
the definitions that every equivariant homomorphism is a lonilcur because the curvature
is zero in this case. Using the fact that JA is locally nilpotent one checks easily that the
natural map σA : A→ T A is a lonilcur.
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Proposition 3.3. Let A be a pro-G-algebra. The pro-G-algebra T A and the equivari-
ant pro-linear map σA : A → T A satisfy the following universal property. If l : A → B
is a lonilcur into a pro-G-algebra B there exists a unique equivariant homomorphism
[[l]] : T A→ B such that the diagram
A T A-σA
l
@
@
@
@R
B
?
[[l]]
is commutative.
Proof. Let ωl : A⊗ˆA → B be the curvature of l. For each k ≥ 0 we define an
equivariant pro-linear map φkl : Ω
2k(A)→ B by
φkl (x0dx1 · · · dx2k) = l(x0)ωl(x1, x2) · · ·ωl(x2k−1, x2k)
where l is extended to an equivariant pro-linear map A+ → B+ which is again denoted
by l and determined by l(1) = 1. Now let f : B → C be an equivariant pro-linear map
with constant range and consider the map h : B+⊗ˆB → C given by h(y0 ⊗ y1) = f(y0y1).
By the definition of tensor products in pro(G-Mod) there exist equivariant pro-linear maps
with constant range f1 : B
+ → C1, f2 : B → C2 and an equivariant bounded linear map
g : C1⊗ˆC2 → C such that h = g(f1⊗ˆf2). Since l is a lonilcur there exists a natural number
n such that f2m
n
Bω
⊗ˆn
l = 0. Hence we have
fφkl = h(φ
k−n
l ⊗ˆmnBω⊗ˆnl ) = g(f1φk−nl ⊗ˆf2mnBω⊗ˆnl ) = 0
for all k ≥ n.
In order to construct [[l]] we write B = (Bi)i∈I as a projective system. For each i ∈ I
we have a natural equivariant pro-linear map fi : B → Bi with constant range. By the
previous discussion there exists a natural number ni such that fiφ
k
l = 0 for all k ≥ ni. We
define the equivariant pro-linear map [[l]]i : T A/(JA)ni → Bi by
[[l]]i = fi(φ
0
l ⊕ · · · ⊕ φni−1l ) :
ni−1⊕
j=0
Ω2j(A)→ Bi.
Since fiφ
k
l = 0 for all k ≥ ni the maps [[l]]i form a morphism of projective systems
from (T A/(JA)n)n∈N to (Bi)i∈I . This morphism induces an equivariant pro-linear map
[[l]] : T A → B of the corresponding projective limits. It is not difficult to check that
[[l]] is in fact a homomorphism. Moreover we have [[l]]σA = l by construction. Using the
definition of the Fedosov product we see that [[l]] is the only equivariant homomorphism
satisfying this relation. 
Let us now define and study quasifree pro-G-algebras.
Definition 3.4. A pro-G-algebra R is called quasifree if there exists an equivariant
splitting homomorphism R→ T R for the natural projection τR.
In the following theorem the class of quasifree pro-G-algebras is characterized.
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Theorem 3.5. Let G be a discrete group and let R be a pro-G-algebra. Then the
following conditions are equivalent:
a) R is quasifree.
b) There exists a family of equivariant homomorphisms vn : R → T R/(JR)n such that
v1 = id and vn+1 is a lifting of vn.
c) For every admissible locally nilpotent extension 0 → K → E → Q → 0 of pro-G-
algebras and every equivariant homomorphism f : R → Q there exists an equivariant
lifting homomorphism h : R→ E.
d) For every admissible nilpotent extension 0 → K → E → Q → 0 of pro-G-algebras
and every equivariant homomorphism f : R → Q there exists an equivariant lifting
homomorphism h : R→ E.
e) For every admissible 2-nilpotent extension 0 → K → E → Q → 0 of pro-G-algebras
and every equivariant homomorphism f : R → Q there exists an equivariant lifting
homomorphism h : R→ E.
f) For every admissible 2-nilpotent extension 0 → K → E → R → 0 of pro-G-algebras
there exists an equivariant splitting homomorphism R→ E.
g) There exists an equivariant splitting homomorphism for the natural homomorphism
T R/(JR)2 → R.
h) There exists an equivariant pro-linear map φ : R→ Ω2(R) satisfying
φ(xy) = φ(x)y + xφ(y)− dxdy
for all x, y ∈ R.
i) There exists an equivariant pro-linear map ∇ : Ω1(R)→ Ω2(R) satisfying
∇(xω) = x∇(ω), ∇(ωx) = ∇(ω)x− ωdx
for all x ∈ R and ω ∈ Ω1(R).
j) The R-bimodule Ω1(R) is projective in pro(G-Mod).
k) There exists an admissible projective resolution of the R-bimodule R+ of length 1 in
pro(G-Mod).
Proof. a) ⇔ b) follows directly from the definition of T R as the projective limit of
the inverse system of pro-G-algebras (T R/(JR)n)n∈N.
a)⇒ c) Let f : R→ Q be an equivariant homomorphism and let
K E-
i
ﬀ -
p
ﬀ s Q
be an admissible locally nilpotent extension as in c). Since f is a homomorphism we com-
pute ωsf (x, y) = ωs(f(x), f(y)) for the curvature of sf and it follows that ωsf maps R into
K. Since K is locally nilpotent by assumption we see that sf is a lonilcur. By proposition
3.3 there exists an equivariant homomorphism [[sf ]] : T R → E such that [[sf ]]σR = sf .
Now let v : R → T R be an equivariant splitting homomorphism for the natural projec-
tion and put h = [[sf ]]v. Using the uniqueness assertion in proposition 3.3 we obtain
p[[sf ]] = fτR. This implies ph = p[[sf ]]v = fτRv = f . Hence h is a lifting homomorphism
for f as desired.
c) ⇒ a) Apply c) to the admissible locally nilpotent extension 0 → JR → T R → R → 0
and the identity map R→ R.
The implications c)⇒ d)⇒ e)⇒ f) are trivial.
28
f) ⇒ g) Let JR/(JR)2 be the pro-G-module Ω2(R) equipped with the trivial multipli-
cation. Consider the admissible 2-nilpotent extension 0 → JR/(JR)2 → T R/(JR)2 →
R→ 0 and apply f).
g) ⇒ e) Retaining the notation from above we see as in the proof of the implication
a) ⇒ c) that there exists an equivariant homomorphism [[sf ]] : T R → E such that
[[sf ]]σR = sf . Since K is 2-nilpotent this homomorphism descends to a homomorphism
g : T R/(JR)2 → E. Furthermore we have pg = fτ where τ : T R/(JR)2 → R is the
natural projection. Let v : R→ T R/(JR)2 be a splitting homomorphism for τ . The map
h = gv : R→ E is an equivariant homomorphism satisfying ph = pgv = fτv = f .
e) ⇒ b) The homomorphisms vn are constructed by induction. In the induction step we
apply f) to the admissible 2-nilpotent extension 0→ (JR)n/(JR)n+1 → T R/(JR)n+1 →
T R/(JR)n → 0 to obtain a lifting for vn : R→ T R/(JR)n.
g) ⇔ h) By definition T R/(JR)2 is the pro-G-algebra R ⊕ Ω2(R) with multiplication
given by the Fedosov product. An equivariant pro-linear section v for the natural projec-
tion T R/(JR)2 → R is necessarily of the form v = σR + φ for an equivariant pro-linear
map φ : R→ Ω2(R). The section v is an algebra homomorphism iff
0 = (σR + φ)(xy)− (σR + φ)(x) ◦ (σR + φ)(y) = φ(xy)− xφ(y)− φ(x)y + dxdy.
This yields the assertion.
h)⇔ i) Equivariant pro-linear maps from R to Ω2(R) correspond to equivariant pro-linear
left R-module homomorphisms Ω1(R) = R+⊗ˆR → Ω2(R). Using this correspondence
conditions h) and i) are equivalent.
h)⇔ j) Consider the admissible short exact sequence
Ω2(R) R+⊗ˆR⊗ˆR+-
i
ﬀ r -
p
ﬀ s Ω1(R)
of pro-G-modules where i and p are the R-bimodule homomorphisms given by
i(x0dx1dx2) = x0x1 ⊗ x2 ⊗ 1− x0 ⊗ x1x2 ⊗ 1 + x0 ⊗ x1 ⊗ x2
and
p(x0 ⊗ x1 ⊗ x2) = x0dx1x2
and the equivariant pro-linear maps r and s are defined by r(x0 ⊗ x1 ⊗ x2) = x0dx1dx2
and s(x0dx1) = x0 ⊗ x1 ⊗ 1. Clearly Ω1(R) is a projective R-bimodule iff there exists
an R-bimodule homomorphism ρ : R+⊗ˆR⊗ˆR+ → Ω2(R) satisfying ρi = id. Now R-
bimodule homomorphisms R+⊗ˆR⊗ˆR+ → Ω2(R) correspond to equivariant pro-linear maps
R→ Ω2(R). Under this correspondence conditions h) and j) are equivalent.
j)⇒ k) If Ω1(R) is projective the admissible short exact sequence
Ω1(R) R+⊗ˆR+-
i
ﬀ r -
m
ﬀ s
R+
is a projective resolution of the R-bimodule R+ of length one. Here m : R+⊗ˆR+ → R+
is multiplication, i : Ω1(R) → R+⊗ˆR+ is given by i(x0dx1) = x0 ⊗ x1 − x0x1 ⊗ 1 and
s : R+ → R+⊗ˆR+ is defined by s(x) = x⊗ 1.
k)⇒ j) We shall prove the following more general statement. Assume that (ιP , piP ) : 0→
K → P → R+ → 0 and (ιQ, piQ) : 0 → L → Q → R+ → 0 are admissible extensions
of R-bimodules in pro(G-Mod) with P and Q projective. Consider M = P ⊕ Q and the
map pi = piP ⊕ piQ. Since we have pro-linear isomorphisms P ∼= R+ ⊕K and Q ∼= R+ ⊕ L
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there exist pro-linear isomorphisms M ∼= R+ ⊕ L⊕ P and ker(pi) ∼= L⊕ P . We obtain an
admissible extension 0 → L → ker(pi) → P → 0 of R-bimodules. Since P is projective
we see that ker(pi) ∼= P ⊕ L as R-bimodules. In the same way we obtain an R-bimodule
isomorphism ker(pi) ∼= Q⊕K. It follows that K is projective iff L is projective. Applying
this to the extension 0→ Ω1(R)→ R+⊗ˆR+ → R+ → 0 and the projective resolution of R+
of length one given in k) we deduce that Ω1(R) is a projective R-bimodule in pro(G-Mod).
This yields the assertion. 
A basic example of a quasifree pro-G-algebra is the algebra of complex numbers C with
the trivial G-action. More generally the following easy observation is useful.
Lemma 3.6. Let A be a pro-algebra equipped with the trivial G-action. If A is quasifree
as a pro-algebra it is quasifree as a pro-G-algebra.
The following result is important.
Proposition 3.7. Let A be any pro-G-algebra. The periodic tensor algebra T A is
quasifree.
Proof. We have to show that there exists an equivariant splitting homomorphism
for the projection τT A : T T A → T A. Let us consider the equivariant pro-linear map
σ2A = σT AσA : A → T T A. We want to show that σ2A is a lonilcur. First we compute the
curvature ωσ2A of σ
2
A as follows:
ωσ2A(x, y) = σ
2
A(xy)− σ2A(x) ◦ σ2A(y)
= σT A(σA(xy))− σT A(σA(x) ◦ σA(y)) + dσ2A(x)dσ2A(y)
= σT A(ωσA(x, y)) + dσ
2
A(x)dσ
2
A(y).
Next consider the equivariant pro-linear map σA = τT Aσ2A. Since τT A is a homomorphism
we obtain ωσA = τT Aωσ2A . Let l : T T A → C be an equivariant pro-linear map with
constant range C. Composition with σT A : T A→ T T A yields a map k = lσT A : T A→ C
with constant range. Since σA is a lonilcur there exists n ∈ N such that
kmnT Aω
⊗ˆn
σA
= kmnT Aτ
⊗ˆn
T Aω
⊗ˆn
σ2A
= kτT AmnT T Aω
⊗ˆn
σ2A
= 0.
By the construction of T T A the map l factors over T T A/(J (T A))m for somem. Using the
formula for the curvature of σ2A and our previous computation we obtain lm
mn
T T Aω
⊗ˆmn
σ2A
= 0.
Hence σ2A is a lonilcur. By the universal property of T A there exists a homomorphism
v = [[σ2A]] : T A → T T A such that vσA = σ2A. This implies (τT Av)σA = τT AσT AσA = σA.
From the uniqueness assertion of proposition 3.3 we deduce τT Av = id. This means that
T A is quasifree. 
In connection with unital algebras the following result is useful.
Proposition 3.8. Let A be a pro-G-algebra. Then A is quasifree if and only if A+ is
quasifree.
Proof. Assume first that A+ is quasifree and consider the admissible extension
JA (T A)+-ﬀ -
τ+
ﬀ
A+
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of pro-G-algebras obtained by considering the unitarized version τ+ of the natural homo-
morphism τ : T A → A. Since JA is locally nilpotent and A+ is quasifree there exists an
equivariant splitting homomorphism v : A+ → (T A)+ for τ+. From the relation τ+v = id it
follows that v restricts to a homomorphism v : A→ T A. This implies that A is quasifree.
Conversely, assume that A is quasifree. Since C is quasifree we can lift the canonical
equivariant homomorphism C → A+ to a homomorphism e : C → T (A+). Consider the
pro-G-module eT (A+)e = C⊗ˆT (A+)⊗ˆC with multiplication defined by
(α1 ⊗ x1 ⊗ β1) · (α2 ⊗ x2 ⊗ β2) = α1 ⊗ x1e(β1)e(α2)x2 ⊗ β2.
It is easy to check that eT (A+)e becomes a pro-G-algebra with this multiplication. There is
a natural equivariant homomorphism eT (A+)e→ T (A+) mapping α⊗x⊗β to e(α)xe(β).
One should think of eT (A+)e as the algebra obtained from T (A+) by truncating with the
idempotent associated to the homomorphism e. In a similar way we define eJ (A+)e. It is
easy to see that we obtain an admissible extension
eJ (A+)e eT (A+)e-ﬀ -ﬀ A+
of pro-G-algebras. Moreover one checks that the pro-G-algebra eJ (A+)e is locally nilpo-
tent. Since A is assumed to be quasifree there exists an equivariant lifting homomorphism
u : A→ eT (A+)e for the natural homomorphism A→ A+ due to theorem 3.5. We denote
by v the composition of u with the canonical homomorphism eT (A+)e → T (A+). Now
define w = v ⊕ e : A+ ∼= A ⊕ C → T (A+). By definition w is an equivariant pro-linear
map. Moreover we compute
w((a⊕α)(b⊕ β)) = w(ab+ αb+ βa⊕ αβ)
= v(ab) + e(α)v(b) + e(β)v(a) + e(αβ) = w(a⊕ α)w(b⊕ β),
hence w is a homomorphism. Since w lifts the map T (A+) → A+ we see that A+ is
quasifree. 
Let us also introduce separable pro-G-algebras. Separable pro-G-algebras constitute a
special class of quasifree pro-G-algebras.
Definition 3.9. A pro-G-algebra S is called separable if S+ is a projective S-bimodule
in pro(G-Mod).
It follows directly from the definition that S is separable iff there exists an equivari-
ant pro-linear S-bimodule splitting for the admissible short exact sequence 0→ Ω1(S)→
S+⊗ˆS+ → S+ → 0. The equivalence of conditions a) and k) in theorem 3.5 shows that
separable pro-G-algebras are quasifree.
We will now study universal locally nilpotent extensions of pro-G-algebras. These exten-
sions play an important conceptual role in equivariant periodic cyclic homology.
Definition 3.10. Let A be a pro-G-algebra. A universal locally nilpotent extension of
A is an admissible extension of pro-G-algebras 0 → N → R → A → 0 where N is locally
nilpotent and R is quasifree.
We equip the Fre´chet algebra C∞[0, 1] of smooth functions on the interval [0, 1] with
the bounded bornology which equals the precompact bornology. We view C∞[0, 1] as a
G-algebra with the trivial G-action. An equivariant homotopy is an equivariant homo-
morphism of pro-G-algebras h : A → B⊗ˆC∞[0, 1] where C∞[0, 1] is viewed as a constant
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pro-G-algebra. For each t ∈ [0, 1] evalutation at t defines an equivariant homomorphism
ht : A→ B. Two equivariant homomorphisms are equivariantly homotopic if they can be
connected by an equivariant homotopy. We will also write B[0, 1] for the pro-G-algebra
B⊗ˆC∞[0, 1].
Proposition 3.11. Let (ι, pi) : 0 → N → R → A → 0 be a universal locally nilpotent
extension of A. If (i, p) : 0 → K → E → Q → 0 is any other locally nilpotent extension
and φ : A → Q an equivariant homomorphism there exists a commutative diagram of
pro-G-algebras
K E-
i
N R-
ι
?
ξ
?
ψ
Q-p
A-
pi
?
φ
Moreover the equivariant homomorphisms ξ and ψ are unique up to smooth homotopy.
More generally let (ξt, ψt, φt) for t = 0, 1 be equivariant homomorphisms of extensions and
let Φ : A→ Q[0, 1] be an equivariant homotopy connecting φ0 and φ1. Then Φ can be lifted
to an equivariant homotopy (Ξ,Ψ,Φ) between (ξ0, ψ0, φ0) and (ξ1, ψ1, φ1).
Proof. Let v : R→ T R be a splitting homomorphism for the projection τR : T R→ R
and let s : Q→ E be an equivariant pro-linear section for the projection p : E → Q. Since
p(sφpi) = φpi is an equivariant homomorphism the curvature of sφpi : R→ E has values in
K. Since by assumption K is locally nilpotent it follows that sφpi is a lonilcur. From the
universal property of T R we obtain an equivariant homomorphism k = [[sφpi]] : T R→ E
such that kσR = sφpi. Define ψ = kv : R→ E. We have
(pk)σR = psφpi = φpi = (φpiτR)σR
and by the uniqueness assertion in proposition 3.3 we get pk = φpiτR. Hence pψ = pkv =
φpiτRv = φpi as desired. Moreover ψ maps N into K and restricts consequently to an
equivariant homomorphism ξ : N → K making the diagram commutative.
The assertion that ψ and ξ are uniquely defined up to smooth homotopy follows from the
more general statement about the lifting of homotopies. Hence let (ξt, ψt, φt) for t = 0, 1
and Φ : A → Q[0, 1] be given as above. Tensoring with C∞[0, 1] yields an admissible
extension (i[0, 1], p[0, 1]) : 0 → K[0, 1] → E[0, 1] → Q[0, 1] → 0 of pro-G-algebras. An
equivariant pro-linear splitting s[0, 1] for this extension is obtained by tensoring s with
the identity on C∞[0, 1]. Since Φtpi = pψt for t = 0, 1 the equivariant pro-linear map
l : R→ E[0, 1] defined by
l = s[0, 1]Φpi + (ψ0 − sφ0pi)⊗ (1− t) + (ψ1 − sφ1pi)⊗ t
satisfies evt l = ψt for t = 0, 1 and p[0, 1]l = Φpi. The map p[0, 1]l = Φpi is a homomorphism
and hence the curvature of l has values in K[0, 1]. Due to lemma 3.2 the pro-G-algebra
K[0, 1] = K⊗ˆC∞[0, 1] is locally nilpotent. Consequently we get an equivariant homomor-
phism [[l]] : T R → E[0, 1] such that [[l]]σR = l. We define Ψ = [[l]]v and in the same
way as above we obtain p[0, 1]Ψ = Φpi. An easy computation shows Ψt = evtΨ = ψt for
t = 0, 1. Clearly Ψ restricts to an equivariant homomorphism Ξ : N → K[0, 1] such that
(Ξ,Ψ,Φ) becomes an equivariant homomorphism of extensions. 
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Proposition 3.12. Let A be a pro-G-algebra. The extension 0→ JA→ T A→ A→ 0
is a universal locally nilpotent extension of A. If 0 → N → R → A → 0 is any other
universal locally nilpotent extension of A it is equivariantly homotopy equivalent over A to
0 → JA → T A → A → 0. In particular R is equivariantly homotopy equivalent to T A
and N is equivariantly homotopy equivalent to JA.
Proof. The pro-G-algebra JA is locally nilpotent by lemma 3.1. Moreover T A is
quasifree by proposition 3.7. Hence the assertion follows from proposition 3.11. 
2. Equivariant differential forms
In the previous section we have seen that the space of noncommutative n-forms Ωn(A)
for a pro-G-algebra A is a pro-G-module in a natural way. We begin with the following
assertion about the structure of this G-module in the situation where A is an ordinary
G-algebra.
Lemma 3.13. For every G-algebra A and all n the G-module Ωn(A⊗ˆKG) is free.
Proof. The claim follows from the equivariant isomorphisms
Ωn(A⊗ˆKG) ∼= (A⊗ˆKG)+⊗ˆ(A⊗ˆKG)⊗ˆn ∼= (A⊗ˆKG)⊗ˆn+1 ⊕ (A⊗ˆKG)⊗ˆn
and lemma 2.8. 
Consider now the covariant module ΩnG(A) = OG⊗ˆΩn(A). The G-action on this space is
defined by
t · f(s)⊗ ω = f(t−1st)⊗ t · ω
for all f ∈ OG and ω ∈ Ωn(A) and the OG-module structure is given by multiplication.
Definition 3.14. Let A be a pro-G-algebra. The covariant pro-module ΩnG(A) is called
the space of equivariant n-forms over A.
Let us define operators d and bG on equivariant differential forms by
d(f(s)⊗ ω) = f(s)⊗ dω
and
bG(f(s)⊗ ωdx) = (−1)n(f(s)⊗ (ωx− (s−1 · x)ω))
for ω ∈ Ωn(A) and x ∈ A. In order to clarify the notation we remark that one may view
elements in ΩnG(A) as functions from G to Ω
n(A). In particular the precise meaning of the
last formula is that evaluation of bG(f ⊗ ωdx) ∈ ΩnG(A) at the group element s ∈ G yields
(−1)n(f(s)(ωx− (s−1 · x)ω)) ∈ Ωn(A).
Having this in mind we want to study the properties of the operators d and bG. As in the
non-equivariant case we have d2 = 0. The operator bG should be thought of as a twisted
version of the ordinary Hochschild boundary. We compute for ω ∈ Ωn(A) and x, y ∈ A
b2G(f(s)⊗ ωdxdy) = bG((−1)n+1(f(s)⊗ ωdxy − f(s)⊗ (s−1 · y)ωdx))
= bG((−1)n+1(f(s)⊗ ωd(xy)− f(s)⊗ ωxdy − f(s)⊗ (s−1 · y)ωdx))
= (−1)n(−1)n+1(f(s)⊗ ωxy − f(s)⊗ s−1 · (xy)ω
− (f(s)⊗ ωxy − f(s)⊗ (s−1 · y)ωx)
− (f(s)⊗ (s−1 · y)ωx− f(s)⊗ (s−1 · x)(s−1 · y)ω)) = 0.
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This shows b2G = 0 and hence bG is an ordinary differential.
Similar to the non-equivariant case we construct an equivariant Karoubi operator κG and
an equivariant Connes operator BG out of d and bG. We define
κG = id−(bGd+ dbG)
and on ΩnG(A) we set
BG =
n∑
j=0
κjGd.
Using that κG commutes with d and d
2 = 0 we obtain B2G = 0. Let us record the following
explicit formulas on ΩnG(A). For n ≥ 1 we have
κG(f(s)⊗ ωdx) = (−1)n−1f(s)⊗ (s−1 · dx)ω
and we obtain κG(f(s)⊗x) = f(s)⊗s−1 ·x for f(s)⊗x ∈ Ω0G(A). For the Connes operator
we compute
BG(f(s)⊗ x0dx1 · · · dxn) =
n∑
i=0
(−1)nif(s)⊗ s−1 · (dxn+1−i · · · dxn)dx0 · · · dxn−i.
In addition we define the operator T by
T (f(s)⊗ ω) = f(s)⊗ s−1 · ω = s−1 · (f(s)⊗ ω).
It is easy to check that all operators constructed so far are covariant.
The following lemma describes an important property of the map T .
Lemma 3.15. Let A and B be pro-G-algebras and let φ : ΩG(A)
m → ΩG(B)n be a
covariant map for some m,n. Then φT = Tφ.
Proof. For an element s ∈ G we let δs ∈ OG be the function determined by δs(s) = 1
and δs(t) = 0 for t 6= s. We compute
(Tφ)(δs ⊗ ω) = s · φ(δs ⊗ ω) = φ(s · (δs ⊗ ω)) = (φT )(δs ⊗ ω)
using the fact that φ is OG-linear and equivariant. Since OG is spanned linearly by the
functions δs with s ∈ G the claim follows. 
In order to keep the formulas readable we will frequently write b instead of bG in the sequel
and use similar simplifications for the other operators.
We need the following lemma concerning relations between the operators constructed
above. See [28] for the corresponding assertion in the non-equivariant context.
Lemma 3.16. On ΩnG(A) the following relations hold:
a) κn+1d = Td
b) κn = T + bκnd
c) bκn = bT
d) κn+1 = (id−db)T
e) (κn+1 − T )(κn − T ) = 0
f) Bb+ bB = id−T
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Proof. The proof of a) is easy. b) Using the explicit formula for κ from above we
compute
κn(f(s)⊗ x0dx1 · · · dxn) = f(s)⊗ s−1 · (dx1 · · · dxn)x0
= f(s)⊗ s−1 · (x0dx1 · · · dxn) + (−1)nb(f(s)⊗ s−1 · (dx1 · · · dxn)dx0)
= T (f(s)⊗ x0dx1 · · · dxn) + bκnd(f(s)⊗ x0dx1 · · · dxn).
c) follows by applying the Hochschild boundary b to both sides of b). d) Apply κ to b)
and use a). e) is a consequence of b) and d). f) We compute
Bb+bB =
n−1∑
j=0
κjdb+
n∑
j=0
bκjd =
n−1∑
j=0
κj(db+ bd) + κnbd
= id−κn(id−bd) = id−κn(κ+ db) = id−T + dbT − Tdb = id−T
where we use d) and b) and the fact that T commutes with covariant maps due to lemma
3.15. 
Let us summarize this discussion as follows.
Proposition 3.17. Let A be a pro-G-algebra. The space ΩG(A) of equivariant differ-
ential forms is a paramixed complex in the category pro(G-Mod) of covariant pro-modules
and all the operators constructed above are covariant.
As for ordinary differential forms we define Ω≤nG (A) = Ω
0
G(A)⊕Ω1G(A)⊕· · ·⊕ΩnG(A) for
all n ≥ 0. We have the usual Z2-grading on Ω≤nG (A) into even and odd forms. The natural
projection Ω≤mG (A) → Ω≤nG (A) for m ≥ n is a covariant homomorphism and compatible
with the grading. Hence we obtain a projective system (Ω≤nG (A))n∈N and we let θΩG(A)
be the corresponding projective limit.
We conclude this section with the following fact which is a consequence of corollary 2.14
and lemma 3.13.
Proposition 3.18. For every G-algebra A and all n the covariant module ΩnG(A⊗ˆKG)
is projective.
3. The equivariant X-complex
In this section we define and study the equivariant X-complex. Apart from the periodic
tensor algebra introduced in section 3.1 this object is the main ingredient in the definition
of equivariant periodic cyclic homology.
Consider the paramixed complex ΩG(A) of equivariant differential forms for a pro-G-
algebra A which was defined in the previous section. Following Cuntz and Quillen [28] we
define the n-th level of the Hodge tower associated to ΩG(A) by
θnΩG(A) = ΩG(A)/F
nΩG(A) =:
n−1⊕
j=0
ΩjG(A)⊕ ΩnG(A)/bG(Ωn+1G (A))
for n ≥ 0. It is easy to see that the operators d and bG descend to θnΩG(A). Conse-
quently the same holds true for κG and BG. Using the natural grading into even and
odd forms we see that θnΩG(A) together with the boundary operator BG + bG becomes a
pro-parasupercomplex.
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We emphasize that θnΩG(A) is in general a projective systems of not necessarily separated
bornological spaces. However, we will only have to work with these objects either in the
case they are in fact projective systems of separated spaces or if the bornology is not taken
into account at all.
We define the Hodge filtration on θnΩG(A) by
F kθnΩG(A) = bG(Ω
k+1
G (A))⊕
n−1⊕
j=k+1
ΩjG(A)⊕ ΩnG(A)/bG(Ωn+1G (A)).
Clearly F kΩG(A) is closed under bG and BG. The Hodge filtration on θ
nΩG(A) is a finite
decreasing filtration such that F−1θnΩG(A) = θnΩG(A) and F nθnΩG(A) = 0. Remark that
these definitions can be extended to arbitrary paramixed complexes in straightforward way.
For m ≥ n there exists a natural map θmΩG(A) → θnΩG(A). The Hodge tower of ΩG(A)
is the projective limit of the projective system (θnΩG(A))n∈N obtained in this way. Recall
from section 3.2 the definition of θΩG(A). In the category of projective systems of non-
separated covariant modules the Hodge tower of ΩG(A) is isomorphic to θΩG(A).
Definition 3.19. Let A be a pro-G-algebra. The equivariant X-complex XG(A) of A
is the pro-parasupercomplex defined by
XG(A) : Ω
0
G(A) Ω
1
G(A)/bG(Ω
2
G(A))ﬀ
bG
-\d
where \ : Ω1G(A)→ Ω1G(A)/bG(Ω2G(A)) denotes the natural projection.
It follows from the definitions that XG(A) is the first level θ
1ΩG(A) of the Hodge tower
of ΩG(A). We will only be interested in the case where A is a quasifree pro-G-algebra.
Recall from theorem 3.5 that for a quasifree pro-G-algebra A the A-bimodule Ω1(A) is
projective in pro(G-Mod). Using this fact it is easy to see that Ω1G(A)/bG(Ω
2
G(A)) is a
projective system of separated spaces. We will view the subspace bG(Ω
2
G(A)) of Ω
1
G(A) as
the space of ”equivariant commutators” and occasionally write ω mod [ , ]G for elements
in Ω1G(A)/bG(Ω
2
G(A)).
We point out that, despite of our terminology, XG(A) is usually not a complex. If we
denote the differential in XG(A) by ∂ we obtain ∂
2 = id−T . This shows that in general
∂2 is not zero.
Let us determine the equivariant X-complex of the complex numbers. This will be useful
in computations later on.
Lemma 3.20. The equivariant X-complex XG(C) of the complex numbers C can be
identified with the trivial supercomplex OG[0].
Proof. Since the action on C is trivial we have
f(s)⊗ ede = f(s)⊗ ed(e2) = f(s)⊗ ede+ f(s)⊗ edee = 2f(s)⊗ ede
and hence f(s)⊗ ede = 0 in X1G(C). Similarly,
f(s)⊗ 1de = f(s)⊗ 1d(e2) = 2f(s)⊗ ede = 0
in X1G(C). This implies X1G(C) = 0 and the claim follows. 
We are interested in the equivariant X-complex of the periodic tensor algebra T A of a pro-
G-algebra A. The first goal is to relate the covariant pro-module XG(T A) to equivariant
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differential forms over A. If we denote the even part of θΩG(A) by θΩ
ev
G (A) we obtain a
covariant isomorphism
X0G(T A) = OG⊗ˆT A ∼= θΩevG (A)
according to the definition of T A.
Before we consider X1G(T A) we have to make a convention. We use the letter D for the
equivariant pro-linear map T A→ Ω1(T A) usually denoted by d. This will help us not to
confuse this map with the differential d in T A = θΩev(A).
Proposition 3.21. Let A be any pro-G-algebra. The following maps are equivariant
pro-linear isomorphisms.
µ1 : (T A)+⊗ˆA⊗ˆ(T A)+ → Ω1(T A), µ1(x⊗ a⊗ y) = xDσA(a)y
µ2 : (T A)+⊗ˆA→ T A, µ2(x⊗ a) = x ◦ σA(a)
µ3 : A⊗ˆ(T A)+ → T A, µ3(a⊗ x) = σA(a) ◦ x.
Hence Ω1(T A) is a free T A-bimodule and T A is free as a left and right T A-module.
Proof. First we construct an inverse for µ1. The derivation rule for D implies
D(dxdy) = D(xy)− xDy −D(x)y and consequently
D(x0dx1 · · · dx2n) = D(x0 ◦ (dx1dx2) ◦ · · · ◦ (dx2n−1dx2n))
= D(x0)dx1 · · · dx2n +
n∑
j=1
x0dx1 · · · dx2j−2D(dx2j−1dx2j)dx2j+1 · · · dx2n
= D(x0)dx1 · · · dx2n +
n∑
j=1
x0dx1 · · · dx2j−2D(x2j−1x2j)dx2j+1 · · · dx2n
−
n∑
j=1
x0dx1 · · · dx2j−2 ◦ x2j−1D(x2j)dx2j+1 · · · dx2n
−
n∑
j=1
x0dx1 · · · dx2j−2D(x2j−1)x2jdx2j+1 · · · dx2n.
This formula gives an explicit preimage for D(x0dx1 · · · dx2n). We can extend the resulting
map f : D(T A)→ (T A)+⊗ˆA⊗ˆ(T A)+ to a left T A-module homomorphism ν1 : Ω1(T A)→
(T A)+⊗ˆA⊗ˆ(T A)+ by setting ν1(ωDη) = ωf(Dη). By construction we have µ1ν1 = id on
D(T A) and hence on Ω1(T A) because µ1 and ν1 are left T A-linear. One can check directly
that ν1 is right T A-linear. This implies ν1µ1 = id.
Since µ1 is an isomorphism we obtain a natural admissible extension
(T A)+⊗ˆA⊗ˆ(T A)+ (T A)+⊗ˆ(T A)+-ﬀ -ﬀ (T A)+
of T A-bimodules with right T A-linear splitting. We tensor this extension over T A with C
viewed as left T A-module with the zero module structure to obtain an admissible extension
of pro-G-modules
(T A)+⊗ˆA (T A)+-ﬀ -ﬀ C
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where the projection (T A)+ → C is the usual augmentation. This yields the desired iso-
morphism (T A)+⊗ˆA ∼= T A. The proof for µ3 is similar and will be ommitted. 
Using proposition 3.21 we see that the map µ1 : (T A)+⊗ˆA⊗ˆ(T A)+ → Ω1(T A) induces a
covariant isomorphism OG⊗ˆ(T A)+⊗ˆA⊗ˆ(T A)+ ∼= Ω1G(T A). Identifying equivariant com-
mutators under this isomorphism and dividing them out yields a covariant isomorphism
Ω1G(T A)/bG(Ω2G(T A)) ∼= OG⊗ˆ(T A)+⊗ˆA.
Using again T A = θΩev(A) we obtain a covariant isomorphism
X1G(T A) ∼= θΩoddG (A)
where θΩoddG (A) is the odd part of θΩG(A).
Having identified XG(T A) and θΩG(A) as covariant pro-modules we want to compare the
differentials on both sides. To this end let f(s) ⊗ xda be an element of θΩoddG (A) where
x ∈ T A ∼= θΩevG (A) and a ∈ A. The differential X1G(T A) → X0G(T A) in the equivariant
X-complex corresponds to
∂1(f(s)⊗ xda) = f(s)⊗ (x ◦ a− (s−1 · a) ◦ x)
= f(s)⊗ (xa− (s−1 · a)x− dxda+ (s−1 · da)dx)
= b(f(s)⊗ xda)− (id+κ)d(f(s)⊗ xda).
To compute the other differential we map f(s)⊗Dx ∈ Ω1G(T A) to (T A)+⊗ˆA⊗ˆ(T A)+ using
the inverse of the isomorphism µ1 in proposition 3.21 and compose with the covariant map
(T A)+⊗ˆA⊗ˆ(T A)+ → θΩoddG (A) sending f(s)⊗ x0⊗ a⊗ x1 to f(s)⊗ (s−1 · x1) ◦ x0da. The
explicit formula in the proof of proposition 3.21 yields
∂0(f(s)⊗ x0dx1 · · · dx2n) = f(s)⊗D(x0dx1 · · · dx2n) mod [ , ]G
= f(s)⊗ s−1 · (dx1 · · · dx2n)Dx0
+
n∑
j=1
f(s)⊗ s−1 · (dx2j+1 · · · dx2n) ◦ x0dx1 · · · dx2j−2D(x2j−1x2j)
−
n∑
j=1
f(s)⊗ s−1 · (dx2j+1 · · · dx2n) ◦ x0dx1 · · · dx2j−2 ◦ x2j−1Dx2j
−
n∑
j=1
f(s)⊗ s−1 · (x2jdx2j+1 · · · dx2n) ◦ x0dx1 · · · dx2j−2Dx2j−1 mod [ , ]G
=
2n∑
j=0
f(s)⊗ s−1 · (dxj · · · dx2n)dx0dx1 · · · dxj−1
−
n∑
j=1
b(f(s)⊗ s−1 · (dx2j+1 · · · dx2n)x0dx1 · · · dx2j−1dx2j
= B(f(s)⊗ x0dx1 · · · dx2n)−
n−1∑
j=0
κ2jb(f(s)⊗ x0dx1 · · · dx2n).
This can be summarized as follows.
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Proposition 3.22. Under the identification XG(T A) ∼= θΩG(A) as above the differen-
tials of the equivariant X-complex correspond to
∂1 = b− (id+κ)d on θΩoddG (A)
∂0 = −
n−1∑
j=0
κ2jb+B on Ω2nG (A).
We would like to show that the paracomplexes XG(T A) and θΩG(A) are covariantly
homotopy equivalent. However, at this point we cannot directly proceed as in the nonequiv-
ariant case.
Let us recall the situation for the ordinary X-complex. The proof of the homotopy equiv-
alence between X(T A) and θΩ(A) given by Cuntz and Quillen [28], [30] is based on the
spectral decomposition of the Karoubi operator κ. This decomposition is obtained from
the polynomial relation
(κn+1 − id)(κn − id) = 0
which holds on Ωn(A). Remark that this formula is related to the fact that the cyclic
permutation operator is of finite order on Ωn(A).
In the equivariant theory the situation is different. The equivariant cyclic permutation
operator is in general of infinite order, due to lemma 3.16 e) the relevant relation for κ is
(κn+1 − T )(κn − T ) = 0
on ΩnG(A). It is not clear how to obtain a reasonable decomposition of Ω
n
G(A) using this
relation. Hence the argument from [28] cannot be carried over directly.
In fact we do not know if XG(T A) and θΩG(A) are homotopy equivalent for all pro-G-
algebras A. However, we can prove a weaker statement which is sufficient for our purposes.
Theorem 3.23. Let A be a G-algebra. Then the pro-parasupercomplexes XG(T (A⊗ˆKG))
and θΩG(A⊗ˆKG) are covariantly homotopy equivalent.
For the proof of theorem 3.23 we basically use the fact that the spaces ΩnG(A⊗ˆKG) of
equivariant differential forms over A⊗ˆKG are projective covariant modules. We remark
that the projective system XG(T (A⊗ˆKG)) ∼= θΩG(A⊗ˆKG) is not a projective object in
pro(G-Mod).
Using proposition 3.22 we see that it suffices to prove that the pro-parasupercomplexes
(θΩG(A⊗ˆKG), ∂) and (θΩG(A⊗ˆKG), B+ b) are covariantly homotopy equivalent. This will
be done in two steps.
In the first step we divide out the action of T . More precisely, let ΩnG(A⊗ˆKG)T be the
quotient of ΩnG(A⊗ˆKG) by the image of the operator id−T on ΩnG(A⊗ˆKG). Due to lemma
3.13 the covariant module ΩnG(A⊗ˆKG) is isomorphic to a covariant module of the form
OG⊗ˆW with a free G-module W . Using this description it is easy to see that we obtain
an admissible extension
(id−T )ΩnG(A⊗ˆKG) ΩnG(A⊗ˆKG)-ﬀ -pi
ﬀ σ ΩnG(A⊗ˆKG)T
of covariant modules for all n where pi : ΩnG(A⊗ˆKG) → ΩnG(A⊗ˆKG)T denotes the natural
projection. These constructions can be extended to θΩG(A⊗ˆKG) in the obvious way and
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we obtain an admissible extension
(id−T )θΩG(A⊗ˆKG) θΩG(A⊗ˆKG)-ﬀ -pi
ﬀ σ θΩG(A⊗ˆKG)T
of covariant pro-modules. Remark that on the quotient θΩG(A⊗ˆKG)T the relation T = id
holds. Due to lemma 3.15 all operators constructed on equivariant differential forms in
section 3.2 descend to θΩG(A⊗ˆKG)T . In particular we see using lemma 3.16 that both ∂
and B + b descend to ordinary differentials on θΩG(A⊗ˆKG)T which will again be denoted
by ∂ and B + b, respectively.
Theorem 3.24. The pro-supercomplexes (θΩG(A⊗ˆKG)T , ∂) and (θΩG(A⊗ˆKG)T , B+b)
are covariantly homotopy equivalent.
Proof. The proof from the nonequivariant situation can be carried over easily. We
define c2n = c2n+1 = (−1)nn! for n ∈ N. Consider the isomorphism c : θΩG(A⊗ˆKG) →
θΩG(A⊗ˆKG) given by c(ω) = cn ω for ω ∈ ΩnG(A⊗ˆKG) and let δ = c−1(B + b)c be the
boundary corresponding to B + b under this isomorphism. It is easy to check that
δ = B − nb on Ω2nG (A⊗ˆKG)
and
δ = − 1
n+ 1
B + b on Ω2n+1G (A⊗ˆKG).
Hence in order to prove theorem 3.24 it is enough to show that (θΩG(A⊗ˆKG)T , ∂) and
(θΩG(A⊗ˆKG)T , δ) are covariantly homotopy equivalent.
On ΩnG(A⊗ˆKG)T the polynomial relation (κn+1 − id)(κn − id) = 0 holds. Multiplying
both sides with (κn+1 + id)(κn + id) we see that κ2 also satisfies this relation. Since
we are working over the complex numbers ΩnG(A⊗ˆKG)T decomposes into a direct sum
ΩnG(A⊗ˆKG)T =
⊕
λ∈N Vλ of eigenspaces Vλ where N is the set of roots of the polynomial
(zn+1−1)(zn−1). We denote by P be the projection onto the eigenspace V1 and letH be the
operator specified by the equations PH = HP = 0 and H(id−κ2) = (id−κ2)H = id−P .
In [53] Meyer obtains explicit formulas for P and H of the form P = pn(κ) and H = qn(κ)
where pn and qn are certain polynomials. It follows in particular that the operators P and
H are covariant. Moreover P and H are chain maps with respect to ∂ and δ. Using lemma
3.16 a) we see that κ2d = d on the range of P . Part d) of lemma 3.16 yields in the same
way κ2b = b on PθΩG(A⊗ˆKG)T . Hence the restriction of ∂0 to PθΩ2nG (A⊗ˆKG) is
B −
n−1∑
j=0
κ2jb = B − nb = δ.
The restriction of ∂1 to PθΩ
2n+1
G (A⊗ˆKG) is
b− (id+κ)d = b− 1
n+ 1
n∑
j=0
(id+κ)κ2jd = b− 1
n+ 1
B = δ.
This shows that the boundaries ∂ and δ are equal on the range of P . It remains to
show that id−P is homotopic to zero with respect to both boundaries ∂ and δ. We
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have id−P = H(id−κ2) and it suffices to show that id−κ2 is homotopic to zero. Since
Bd = dB = 0 we compute
[δ, c−1dc] = c−1[B + b, d]c = c−1(bd+ db)c = c−1(id−κ)c = id−κ.
This means that id−κ is homotopic to zero and hence this is true also for id−κ2 =
(id−κ) + (κ− κ2). To treat the differential ∂ we compute
(b− (id+κ)d)2 = −(id+κ)(bd+ db) = −(id+κ)(id−κ) = κ2 − id .
Since we have ∂2 = 0 we deduce [∂, b− (id+κ)d] = (b− (id+κ)d)2 = κ2 − id. This shows
that id−κ2 is homotopic to zero with respect to ∂. 
In the second step of the proof of theorem 3.23 we have to lift the homotopy equivalences
obtained in theorem 3.24 to θΩG(A⊗ˆKG). We shall treat the elliptic and hyperbolic com-
ponents of θΩG(A⊗ˆKG) separately.
Let us first consider the hyperbolic part. Since all the operators constructed in theorem
3.24 can be written in terms of the maps b and d it is clear that they can be lifted to
covariant maps θΩG(A⊗ˆKG) → θΩG(A⊗ˆKG). Let us write f : (θΩG(A⊗ˆKG)T , B + b) →
(θΩG(A⊗ˆKG)T , ∂) and g : (θΩG(A⊗ˆKG)T , ∂) → (θΩG(A⊗ˆKG)T , B + b) for the homotopy
equivalences defined in theorem 3.24. The liftings of f and g to θΩG(A⊗ˆKG) will be
denoted by F and G, respectively. Then we have by construction
piF = fpi, piG = gpi.
However, F and G are not compatible with the differentials. In order to obtain appropriate
chain maps we have to proceed as follows. First observe that the relation ∂(f) = f(B +
b)− ∂f = 0 implies
pi∂(F ) = pi(F (B + b)− ∂F ) = 0.
Hence ∂(F ) maps θΩG(A⊗ˆKG) into the kernel (id−T )θΩG(A⊗ˆKG) of the projection pi :
θΩG(A⊗ˆKG) → θΩG(A⊗ˆKG)T . Remark that on the hyperbolic part the map id−T :
θΩG(A⊗ˆKG)→ (id−T )θΩG(A⊗ˆKG) is a covariant isomorphism since the spaces ΩnG(A⊗ˆKG)
are free G-modules. Hence we obtain a covariant map Kf : θΩG(A⊗ˆKG) → θΩG(A⊗ˆKG)
such that (id−T )Kf = ∂(F ). Due to lemma 3.15 we have ∂2(F ) = F (id−T )−(id−T )F =
TF − FT = 0 and hence we deduce
∂Kf +Kf (B + b) = 0.
In the same way we obtain a covariant map Kg : θΩG(A⊗ˆKG) → θΩG(A⊗ˆKG) such that
(id−T )Kg = ∂(g). Let us define
Lf =
1
2
∂Kf = −1
2
Kf (B + b), Lg =
1
2
(B + b)Kg = −1
2
Kg∂
and
Φ = F + Lf , Ψ = G+ Lg.
We compute
∂(Φ) = ∂(F ) + ∂(Lf ) = (id−T )Kf − 1
2
Kf (B + b)
2 − 1
2
∂2Kf
= (id−T )Kf − (id−T )Kf = 0.
This shows that Φ is a chain map. In the same way we obtain that Ψ is a chain map.
We will now show that ΦΨ is homotopic to the identity on (θΩG(A⊗ˆKG), ∂). According
41
to theorem 3.24 we have a covariant map h : θΩG(A⊗ˆKG)T → θΩG(A⊗ˆKG)T such that
∂h+h∂ = id−fg. As before we lift h to a covariant map H : θΩG(A⊗ˆKG)→ θΩG(A⊗ˆKG)
of degree 1 such that piH = hpi. Now we compute
pi(id−ΦΨ) = pi(id−(F + Lf )(G+ Lg)) = pi(id−FG)− pi(FLg + LfG+ LfLg)
= (id−fg)pi − pi(FLg + LfG+ LfLg) = (∂h+ h∂)pi − pi(FLg + LfG+ LfLg)
= pi(∂H +H∂)− pi(FLg + LfG+ LfLg).
It follows that the difference
λ = id−ΦΨ− (∂H +H∂) + (FLg + LfG+ LfLg)
maps θΩG(A⊗ˆKG) into the kernel (id−T )θΩG(A⊗ˆKG) of pi. Hence we obtain a covariant
map Λ : θΩG(A⊗ˆKG)→ θΩG(A⊗ˆKG) such that (id−T )Λ = λ. Moreover we have
0 = ∂(FG) = ∂(F )G+ F∂(G)
since the map FG is a polynomial in κ and hence a chain map. We deduce (id−T )KfG+
F (id−T )Kg = 0 and obtain
KfG+ FKg = 0
since (id−T ) is injective. This yields
FLg + LfG+LfLg =
1
2
(FKg∂ − ∂KfG)− 1
4
Kf (B + b)
2Kg
=
1
2
(FKg∂ + ∂FKg)− 1
4
(id−T )KfKg.
Now observe that the map id−T is homotopic to zero in (θΩG(A⊗ˆKG), ∂). Since Λ and
KfKg are chain maps it follows that (id−T )(Λ− LfLg) is also homotopic to zero. Hence
id−ΦΨ− (∂H +H∂) + FLg + LfG+ LfLg
is homotopic to zero. This shows that ΦΨ is homotopic to the identity as desired. In the
same way one can show that ΨΦ is homotopic to the identity on the hyperbolic part of
(θΩG(A⊗ˆKG), B + b). This finishes the proof of theorem 3.23 for the hyperbolic part of
θΩG(A⊗ˆKG).
It remains to treat the elliptic part. Let s ∈ G be an element of finite order and let A be
any pro-G-algebra. Denote by n the order of s and define an operator e : θΩG(A)〈s〉 →
θΩG(A)〈s〉 by
e =
1
n
n∑
j=1
T j.
Obviously e is covariant and the relation T n = id which holds on θΩG(A)〈s〉 yields e2 = e
and eT = Te = e. Furthermore T commutes with d and b. It follows that e commutes
with all operators made up out of d and b, in particular e commutes with B. From e2 = e
we get a direct sum decomposition
θΩG(A)〈s〉 = eθΩG(A)〈s〉 ⊕ (1− e)θΩG(A)〈s〉
and this decompositions is compatible with the differentials B + b and ∂.
Since the order of s is finite the canonical projection
eθΩG(A⊗ˆKG)〈s〉 → (θΩG(A⊗ˆKG)T )〈s〉
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is an isomorphism. Hence the assertion of theorem 3.23 for the elliptic part is a consequence
of the following more general statement.
Proposition 3.25. Let s ∈ G be an element of finite order and let A be any pro-G-
algebra. Then the localized para-supercomplexes XG(T A)〈s〉 and θΩG(A)〈s〉 are covariantly
homotopy equivalent.
Proof. Using proposition 3.22 we see that it suffices to show that (θΩG(A)〈s〉, ∂) and
(θΩG(A)〈s〉, B+ b) are covariantly homotopy equivalent. We need a formula for the projec-
tion id−e constructed above. An easy computation shows
id−e =
n−1∑
j=0
n− j
n
T j(id−T ).
Consider the covariant operator h : θΩG(A)〈s〉 → θΩG(A)〈s〉 of degree −1 defined by
h =
n−1∑
j=0
n− j
n
T jb.
It is immmediate that h2 = 0 since b2 = 0 and we compute
[B + b, h] =
n−1∑
j=0
n− j
n
T j[B, b] =
n−1∑
j=0
n− j
n
T j(id−T ) = id−e.
This implies that the para-supercomplex ((id−e)θΩG(A)〈s〉, B + b) is covariantly con-
tractible. In the same way one shows that ((id−e)θΩG(A)〈s〉, ∂) is covariantly contractible.
Now let us consider the remaining summands (eθΩG(A)〈s〉, B+b) and (eθΩG(A)〈s〉, ∂). Since
we have e θΩG(A)〈s〉 ∼= (θΩG(A)T )〈s〉 we obtain due to theorem 3.24 a covariant homotopy
equivalence between (eθΩG(A)〈s〉, ∂) and (e(θΩG(A)〈s〉, B + b). This finishes the proof of
proposition 3.25. 
In combination with proposition 2.12 we see that proposition 3.25 yields the following
result.
Proposition 3.26. Let G be a finite group and let A be any pro-G-algebra. Then the
pro-parasupercomplexes XG(T A) and θΩG(A) are covariantly homotopy equivalent.
4. Equivariant periodic cyclic homology
Let G be a discrete group. We want to define bivariant equivariant periodic cyclic
homology for pro-G-algebras.
Definition 3.27. Let A and B be pro-G-algebras. The bivariant equivariant periodic
cyclic homology of A and B is
HPG∗ (A,B) = H∗(HomG(XG(T (A⊗ˆKG)), XG(T (B⊗ˆKG)))).
There are some explanations in order. On the right hand side of this definition we take
homology with respect to the usual boundary in a Hom-complex given by
∂(φ) = φ∂A − (−1)|φ|∂Bφ
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for a homogenous element φ ∈ HomG(XG(T (A⊗ˆKG)), XG(T (B⊗ˆKG))) where ∂A and ∂B
denote the boundary operators of XG(T (A⊗ˆKG)) and XG(T (B⊗ˆKG)), respectively. How-
ever, since the equivariant X-complexes are only a para-supercomplexes we have to check
that we indeed obtain a supercomplex in this way!
From the discussion in section 3.3 we know ∂2A = id−T and ∂2B = id−T . Using these
relations we compute
∂2(φ) = φ ∂2A + (−1)|φ|(−1)|φ|−1∂2B φ = φ(id−T )− (id−T )φ = Tφ− φT
and hence ∂2(φ) = 0 follows from lemma 3.15. Thus the failure of the individual differentials
to satisfy ∂2 = 0 is cancelled out in the Hom-complex. This shows that our definition of
HPG∗ makes sense. There is a similar result in the situation where the equivariant X-
complexes are replaced by Hodge towers.
Let us discuss basic properties of the equivariant homology groups defined above. Of course
HPG∗ is a bifunctor, contravariant in the first variable and covariant in the second variable.
As usual we define HPG∗ (A) = HP
G
∗ (C, A) to be the equivariant periodic cyclic homology
of A and HP ∗G(A) = HP
G
∗ (A,C) to be equivariant periodic cyclic cohomology. There is a
natural product
HPGi (A,B)×HPGj (B,C)→ HPGi+j(A,C), (x, y) 7→ x · y
induced by the composition of maps. This product is clearly associative. Every equivariant
homomorphism f : A→ B defines an element in HPG0 (A,B) denoted by [f ]. The element
[id] ∈ HPG0 (A,A) is simply denoted by 1 or 1A. An element x ∈ HPG∗ (A,B) is called
invertible if there exists an element y ∈ HPG∗ (B,A) such that x · y = 1A and y · x = 1B.
An invertible element of degree zero will also be called an HPG-equivalence. Such an
element induces isomorphisms HPG∗ (A,D) ∼= HPG∗ (B,D) and HPG∗ (D,A) ∼= HPG∗ (D,B)
for all G-algebras D. An HPG-equivalence exists if and only if the pro-parasupercomplexes
XG(T (A⊗ˆKG)) and XG(T (B⊗ˆKG)) are covariantly homotopy equivalent.
For every conjugacy class 〈s〉 of an element s ∈ G we define the localisation HPG∗ (A,B)〈s〉
of the equivariant periodic theory at 〈s〉 by
HPG∗ (A,B)〈s〉 = H∗(HomG(XG(T (A⊗ˆKG))〈s〉, XG(T (B⊗ˆKG))〈s〉)).
Clearly we have
HPG∗ (A,B) =
∏
〈s〉∈〈G〉
HPG∗ (A,B)〈s〉
for all pro-G-algebras A and B. In this way HPG∗ can be viewed as a delocalized equi-
variant homology theory parametrized by the conjugacy classes of elements of the group.
The contributions coming from conjugacy classes of elements of finite order will be called
elliptic components, those coming from elements of infinite order will be called hyperbolic
components of HPG∗ . In particular we may consider the localisation at the identity element
〈e〉. This localisation will be denoted simply by HPG∗ (A,B)e.
Remark that there is a natural chain map
HomG(XG(T (A⊗ˆKG))e, XG(T (B⊗ˆKG))e)→ Hom(X(T (A⊗ˆKG)), X(T (B⊗ˆKG))).
This map induces a forgetful map HPG∗ (A,B)→ HP∗(A,B) which is compatible with the
composition product.
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5. Homotopy invariance
In this section we show that HPG∗ is invariant under smooth equivariant homotopies in
both variables.
Let B be a pro-G-algebra and consider the Fre´chet algebra C∞[0, 1] of smooth functions
on the interval [0, 1]. We denote by B[0, 1] the pro-G-algebra B⊗ˆC∞[0, 1] where the action
on C∞[0, 1] is trivial. By definition a (smooth) equivariant homotopy is an equivariant
homomorphism Φ : A → B[0, 1] of pro-G-algebras. Evaluation at a point t ∈ [0, 1] yields
an equivariant homomorphism Φt : A→ B. Two equivariant homomorphisms from A to B
are called equivariantly homotopic if they can be connected by an equivariant homotopy.
A homology theory h∗ for algebras is called homotopy invariant if the induced maps h∗(φ0)
and h∗(φ1) of homotopic homomorphisms φ0 and φ1 are equal. In our situation we will
prove the following assertion.
Theorem 3.28 (Homotopy invariance). Let A and B be pro-G-algebras and let Φ : A→
B[0, 1] be a smooth equivariant homotopy. Then the elements [Φ0] and [Φ1] in HP
G
0 (A,B)
are equal. Hence the functor HPG∗ is homotopy invariant in both variables with respect to
smooth equivariant homotopies.
Moreover the elements [Φ0] and [Φ1] in H0(HomG(XG(A), XG(B))) are equal provided A is
quasifree.
We recall that θ2ΩG(A) is the pro-parasupercomplex Ω
0
G(A)⊕Ω1G(A)⊕Ω2G(A)/bG(Ω3G(A))
with the usual differential BG + bG and the grading into even and odd forms for any pro-
G-algebra A. Clearly there is a natural map of pro-parasupercomplexes ξ2 : θ2ΩG(A) →
XG(A). The first step in the proof of theorem 3.28 is to show that ξ
2 is a covariant
homotopy equivalence provided A is quasifree.
Proposition 3.29. Let A be a quasifree pro-G-algebra. Then the map ξ2 : θ2ΩG(A)→
XG(A) is a covariant homotopy equivalence.
Proof. Since A is quasifree there exists by theorem 3.5 an equivariant pro-linear map
∇ : Ω1(A)→ Ω2(A) satisfying
∇(xω) = x∇(ω), ∇(ωx) = ∇(ω)x− ωdx
for all x ∈ A and ω ∈ Ω1(A). We extend ∇ to forms of higher degree by setting
∇(a0da1 · · · dan) = ∇(a0da1)da2 · · · dan Then we have
∇(aω) = a∇(ω), ∇(ωη) = ∇(ω)η + (−1)|ω|ωdη
for a ∈ A and differential forms ω and η. Moreover we put ∇(a) = 0 for a ∈ Ω0(A) = A.
Now we construct a covariant map ∇G : ΩnG(A)→ Ωn+1G (A) using the formula
∇G(f(s)⊗ ω) = f(s)⊗∇(ω).
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Let us compute the commutator of bG and ∇G. Take ω ∈ ΩjG(A) for j > 0. For a ∈ A we
obtain
[bG,∇G](f(s)⊗ ωda) = bG(f(s)⊗∇(ω)da) +∇G(bG(f(s)⊗ ωda))
= (−1)j+1(f(s)⊗∇(ω)a− f(s)⊗ (s−1 · a)∇(ω))
+ (−1)j(∇G(f(s)⊗ ωa− f(s)⊗ (s−1 · a)ω))
= (−1)j
(
f(s)⊗ (s−1 · a)∇(ω)− f(s)⊗∇(ω)a
+ f(s)⊗∇(ωa)− f(s)⊗∇((s−1 · a)ω)
)
= (−1)j
(
f(s)⊗ (s−1 · a)∇(ω)− f(s)⊗∇(ω)a+ f(s)⊗∇(ω)a
+ (−1)jf(s)⊗ ωda− f(s)⊗ (s−1 · a)∇(ω)
)
= f(s)⊗ ωda
Hence [bG,∇G] = id on Ωn(A) for n ≥ 2. Since [bG,∇G] commutes with bG this holds also
on bG(Ω
2
G(A)). Let us determine the behaviour of [bG,∇G] on Ω0G(A) and Ω1G(A). Clearly
[bG,∇G] = 0 on Ω0G(A) since ∇G vanishes on Ω0(A). On Ω1G(A) we have [bG,∇G] = bG∇G
because ∇G is zero on Ω0G(A). Hence
[bG,∇G][bG,∇G] = bG∇GbG∇G = bG(id−bG∇G)∇G = bG∇G = [bG,∇G] on Ω1G(A)
and it follows that [bG,∇G] is idempotent. The range of the map [bG,∇G] = bG∇G restricted
to Ω1G(A) is contained in bG(Ω
2
G(A)). Equality holds because [bG,∇G] is equal to the identity
on bG(Ω
2
G(A)) as we have seen before.
We will use ∇G to construct an inverse of ξ2 up to homotopy. In order to do this consider
the commutator of ∇G with the boundary BG + bG. Clearly we have [∇G, BG + bG] =
[∇G, BG] + [∇G, bG]. Since [∇G, BG] has degree +2 we see from our previous computation
that id−[∇G, BG+bG] maps FjΩG(A) to Fj+1ΩG(A) for all j ≥ 1. This implies in particular
that id−[∇G, BG + bG] descends to a covariant map ν : XG(A) → θ2ΩG(A). Using that
∇G is covariant we see that ν is a chain map. Explicitly we have
ν = id−∇Gd on Ω0G(A)
ν = id−[∇G, bG] = id−bG∇G on Ω1G(A)/bG(Ω2G(A))
and we deduce ξ2ν = id. Moreover νξ2 = id−[∇G, BG + bG] is homotopic to the identity.
This completes the proof of proposition 3.29. 
Now let Φ : A→ B[0, 1] be an equivariant homotopy. The derivative of Φ is an equivariant
pro-linear map Φ′ : A → B[0, 1]. If we view B[0, 1] as a bimodule over itself the map Φ′
is a derivation with respect to Φ in the sense that Φ′(xy) = Φ′(x)Φ(y) + Φ(x)Φ′(y) for
x, y ∈ A. We define a covariant map η : ΩnG(A)→ Ωn−1G (B) for n > 0 by
η(f(s)⊗ x0dx1 . . . dxn) =
∫ 1
0
f(s)⊗ Φt(x0)Φ′t(x1)dΦt(x2) · · · dΦt(xn)dt.
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Since integration is a bounded linear map we see that η is bounded. In addition we set
η = 0 on Ω0G(A). Using the fact that Φ
′ is a derivation with respect to Φ we compute
ηbG(f(s)⊗ x0dx1 . . . dxn) =
∫ 1
0
f(s)⊗ Φt(x0x1)Φ′t(x2)dΦt(x3) · · · dΦt(xn)
− f(s)⊗ Φt(x0)Φ′t(x1x2)dΦt(x3) · · · dΦt(xn)
+ f(s)⊗ Φt(x0)Φ′t(x1)Φt(x2)dΦt(x3) · · · dΦt(xn)
− (−1)nf(s)⊗ Φt(x0)Φ′t(x1)(dΦt(x2) · · · dΦt(xn−1))Φt(xn)
+ (−1)nf(s)⊗ Φt((s−1 · xn)x0)Φ′t(x1)dΦt(x2) · · · dΦt(xn−1)dt
=
∫ 1
0
(−1)n−1(f(s)⊗ Φt(x0)Φ′t(x1)(dΦt(x2) · · · dΦt(xn−1))Φt(xn)
− f(s)⊗ Φt((s−1 · xn)x0)Φ′t(x1)dΦt(x2) · · · dΦt(xn−1))dt
= −bGη(f(s)⊗ x0dx1 · · · dxn).
This implies that η maps bG(Ω
3
G(A)) into bG(Ω
2
G(B) and hence induces a covariant map
η : θ2ΩG(A)→ XG(B).
Lemma 3.30. We have XG(Φ1)ξ
2 − XG(Φ0)ξ2 = ∂η + η∂. Hence the chain maps
XG(Φt)ξ
2 : θ2ΩG(A)→ XG(B) for t = 0, 1 are covariantly homotopic.
Proof. We compute both sides on ΩjG(A) for j = 0, 1, 2. For j = 0 we have
[∂, η](f(s)⊗ x) = η(f(s)⊗ dx) =
∫ 1
0
f(s)⊗ Φ′t(x)dt = f(s)⊗ Φ1(x)− f(s)⊗ Φ0(x).
For j = 1 we get
[∂, η](f(s)⊗ x0dx1) = dη(f(s)⊗ x0dx1) + ηB(f(s)⊗ x0dx1)
=
∫ 1
0
f(s)⊗ d(Φt(x0)Φ′t(x1)) + f(s)⊗ Φ′t(x0)dΦt(x1)−
f(s)⊗ Φ′t(s−1 · x1)dΦt(x0)dt
=
∫ 1
0
bG(f(s)⊗ dΦt(x0)dΦ′t(x1)) +
∂
∂t
(
f(s)⊗ Φt(x0)dΦt(x1)
)
dt
= f(s)⊗ Φ1(x0)dΦ1(x1)− f(s)⊗ Φ0(x0)dΦ0(x1).
Here we can forget about the term∫ 1
0
bG(f(s)⊗ dΦt(x0)dΦ′t(x1))dt
since the range of η isXG(B). Finally, on Ω
3
G(A)/bG(Ω
2
G(A)) we have ∂η+η∂ = ηbG+bGη =
0 due to the computation above. 
Now we come back to the proof of theorem 3.28. Let Φ : A → B[0, 1] be an equi-
variant homotopy. Tensoring both sides with KG we obtain an equivariant homotopy
Φ⊗ˆKG : A⊗ˆKG → (B⊗ˆKG)[0, 1]. The map Φ⊗ˆKG induces an equivariant homomorphism
T (Φ⊗ˆKG) : T (A⊗ˆKG)→ T ((B⊗ˆKG)[0, 1]). Now consider the equivariant pro-linear map
l : B⊗ˆKG⊗ˆC∞[0, 1]→ T (B⊗ˆKG)⊗ˆC∞[0, 1], l(b⊗ T ⊗ f) = σB⊗ˆKG(b⊗ T )⊗ f.
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Since σB⊗ˆKG is a lonilcur it follows that the same holds true for l. Hence we obtain an
equivariant homomorphism [[l]] : T ((B⊗ˆKG)[0, 1]) → T (B⊗ˆKG)[0, 1] due to proposition
3.3. Composition of T (Φ⊗ˆKG) with the homomorphism [[l]] yields an equivariant homo-
topy Ψ = [[l]]T (Φ⊗ˆKG) : T (A⊗ˆKG)→ T (B⊗ˆKG)[0, 1]. From the definition of Ψ it follows
easily that Ψt = T (Φt⊗ˆKG) for all t. Since T (A⊗ˆKG) is quasifree we can apply propo-
sition 3.24 and lemma 3.30 to obtain [Φ0] = [Φ1] ∈ HPG0 (A,B). The second assertion
of theorem 3.28 follows directly from proposition 3.24 and lemma 3.30. This finishes the
proof of theorem 3.28.
As a first application of homotopy invariance we show that HPG∗ can be computed using
arbitrary universal locally nilpotent extensions.
Proposition 3.31. Let 0 → I → R → A → 0 be a universal locally nilpotent
extension of the pro-G-algebra A. Then XG(R) is covariantly homotopy equivalent to
XG(T A) in a canonical way. More precisely, any morphism of extensions (ξ, φ, id) from
0 → JA → T A → A → 0 to 0 → I → R → A → 0 induces a covariant homo-
topy equivalence XG(φ) : XG(T A) → XG(R). The class of this homotopy equivalence in
H∗(HomG(XG(T A), XG(R))) is independent of the choice of φ.
Proof. From propositions 3.11 and 3.12 it follows that φ : T A→ R is an equivariant
homotopy equivalence of algebras. Hence XG(φ) : XG(T A) → XG(R) is a covariant
homotopy equivalence due to theorem 3.28. Since φ is unique up to equivariant homotopy
it follows that the class of this homotopy equivalence does not depend on the particular
choice of φ. 
In particular there is a natural covariant homotopy equivalence between XG(T A) and
XG(A) if A itself is quasifree.
6. Stability
In this section we want to investigate stability properties of HPG∗ . We will show that
HPG∗ is stable with respect to tensoring with the algebra l(H) of finite rank operators on
an arbitrary G-pre-Hilbert space H. Recall from section 2.2 that for every G-pre-Hilbert
space H there is a natural action of G on l(H) given by
(s · T )(ξ) = s · T (s−1 · ξ)
for T ∈ l(H). Equipped with this action and the fine bornology the algebra l(H) becomes
a G-algebra.
First we have to consider a special class of G-pre-Hilbert spaces.
Definition 3.32. A G-pre-Hilbert space H is called admissible if there exists a nonzero
subspace of H where the G-action is trivial.
One should compare this definition with the notion of stability formulated in [60].
Now let A be a pro-G-algebra and let H be an admissible G-pre-Hilbert space. We fix a
one-dimensional subspace of H where the action of G is trivial and let p ∈ l(H) be the
corresponding projection of rank one. Then we have p = pUs = Us p for all s ∈ G where
Us is the unitary operator on H associated to s in the representation. In particular p is
G-invariant. Consider the equivariant homomorphism ιA : A→ A⊗ˆl(H), ιA(a) = a⊗ p.
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Theorem 3.33. Let A be a pro-G-algebra and let H be an admissible G-pre-Hilbert
space. Then the class [ιA] ∈ H0(HomG(XG(T A), XG(T (A⊗ˆl(H))))) is invertible.
Proof. We have to find an inverse for [ιA]. Our argument is a generalization of a
well-known proof of stability in the nonequivariant case.
First observe that the canonical equivariant pro-linear map A⊗ˆl(H) → T A⊗ˆl(H) is a
lonilcur and induces consequently an equivariant homomorphism λA : T (A⊗ˆl(H)) →
T A⊗ˆl(H). Define the map trA : XG(T A⊗ˆl(H))→ XG(T A) by
trA(f(s)⊗ x⊗ T ) = trs(T )f(s)⊗ x
and
trA(f(s)⊗ x0 ⊗ T0 d(x1 ⊗ T1)) = trs(T0T1)f(s)⊗ x0dx1.
Here we use the twisted trace trs for s ∈ G defined as follows. As above let Us be the
operator associated to s in the representation. Then we set
trs(T ) = tr(T Us)
for each element T ∈ l(H). Here tr is the usual trace on l(H) which is inherited from the
trace on the algebra of finite rank operators on the completion of H.
Now it is easily verified that
trs(T0T1) = trs((s
−1 · T1)T0)
for all T0, T1 ∈ l(H).
One checks that trA is a covariant map of pro-parasupercomplexes. We define τA = trA ◦
XG(λA) and claim that [τA] is an inverse for [ιA]. Using the relation pUs = p one computes
[ιA]·[τA] = 1. We have to show that [τA]·[ιA] = 1. Consider the equivariant homomorphisms
ij : A⊗ˆl(H)→ A⊗ˆl(H)⊗ˆl(H) for j = 1, 2 given by
i1(a⊗ T ) = a⊗ T ⊗ p
i2(a⊗ T ) = a⊗ p⊗ T
As before we see [i1] · [τA⊗ˆl(H)] = 1 and we determine [i2] · [τA⊗ˆl(H)] = [τA] · [ιA]. Let us
show that the maps i1 and i2 are equivariantly homotopic. We denote by H ⊗ H the
algebraic tensor product of H with itself. It is again a G-pre-Hilbert space in a natural
way. Let σ be the unitary operator on H ⊗ H defined by the coordinate flip σ(ξ ⊗ η) =
η ⊗ ξ. Then σ is equivariant and σ2 = 1. Consider for t ∈ [0, 1] the bounded operator
σt = cos(pit/2) id+ sin(pit/2)σ on H⊗H. Each σt is an invertible equivariant operator and
σ−1t = cos(pit/2) id− sin(pit/2)σ. Furthermore the family σt depends smoothly on t and
we have σ0 = id and σ1 = σ. Now the formula Ad(σt)(T ) = σtTσ
−1
t defines equivariant
homomorphisms Ad(σt) : l(H ⊗ H) → l(H ⊗ H) since the operators σt are multipliers
for l(H ⊗ H). We use Ad(σt) to define an equivariant homomorphism ht : A⊗ˆl(H) →
A⊗ˆl(H)⊗ˆl(H) by ht(a ⊗ T ) = a ⊗ Ad(σt)(1 ⊗ T ). One computes h0 = i1 and h1 = i2
and the family ht again depends smoothly on t. Hence we have indeed defined a smooth
homotopy between i1 and i2. Theorem 3.28 yields [i1] = [i2] and hence [τA] · [ιA] = 1. 
Now we can prove the following stability theorem.
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Theorem 3.34 (Stability). Let A be a pro-G-algebra and let H be any G-pre-Hilbert
space. Then there exists an invertible element in HPG0 (A,A⊗ˆl(H)). Hence there are
natural isomorphisms
HPG∗ (A⊗ˆl(H), B) ∼= HPG∗ (A,B), HPG∗ (A,B) ∼= HPG∗ (A,B⊗ˆl(H))
for all pro-G-algebras A and B.
Proof. We have a natural equivariant isomorphism KG⊗ˆl(H) ∼= l(CG ⊗ H). Let us
show that there is a unitary equivalence of representations CG⊗H ∼= CG⊗Hτ where Hτ
is the space H with the trivial G-action. Define the operator V : CG⊗H → CG⊗Hτ by
V (s⊗ ξ) = s⊗ s−1 · ξ
for s ∈ G ⊂ CG and ξ ∈ H. It is easy to check that V is an intertwining operator
implementing the desired unitary equivalence. Consequently V induces an equivariant
isomorphism of G-algebras
KG⊗ˆl(H) ∼= KG⊗ˆl(Hτ ).
Now we can apply theorem 3.33 with A replaced by A⊗ˆKG and H replaced by Hτ to obtain
the assertion. 
Another application of theorem 3.33 gives a simpler description of HPG∗ if G is a finite
group.
Proposition 3.35. Let G be a finite group. Then we have a natural isomorphism
HPG∗ (A,B) ∼= H∗(HomG(XG(T A), XG(T B)))
for all pro-G-algebras A and B.
Proof. If G is finite the trivial one-dimensional representation is contained in CG.
Hence CG itself is an admissible G-Hilbert space in this case. 
Using stability we can define a restriction map resGH : HP
G
∗ (A,B) → HPH∗ (A,B) for
every subgroup H of G. First observe that the inclusion H → G induces an H-equivariant
homomorphismOG → OH . In this wayOH becomes anOG-module. In order to define resGH
take an element φ ∈ HomG(XG(T (A⊗ˆKG)), XG(T (B⊗ˆKG))). Tensoring with OH over OG
we obtain an element resGH(φ) ∈ HomH(XH(T (A⊗ˆKG)), XH(T (B⊗ˆKG)). It is easy to see
that resGH defines a chain map. Since KG is H-equivariantly isomorphic to KH⊗ˆl(C[G/H])
where C[G/H] is equipped with the trivial H-action we can apply theorem 3.33 to see
that the target of resGH identifies naturally with HP
H
∗ (A,B). More precisely we have the
following result.
Proposition 3.36. Let H be a subgroup of G. The restriction map
resGH : HP
G
∗ (A,B)→ HPH∗ (A,B)
is functorial and compatible with the composition product.
ForH equal to the trivial group we reobtain the forgetful mapHPG∗ (A,B)→ HP∗(A,B)
described in section 3.4.
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7. Excision
The goal of this section is the proof of the following theorem.
Theorem 3.37 (Excision). Let A be a pro-G-algebra and let (ι, pi) : 0 → K → E →
Q → 0 be an admissible extension of pro-G-algebras. Then there are two natural exact
sequences
HPG1 (A,Q) HP
G
1 (A,E)
ﬀ
HPG0 (A,K) HP
G
0 (A,E)
-
6
HPG1 (A,K)
ﬀ
HPG0 (A,Q)
-
?
and
HPG1 (K,A) HP
G
1 (E,A)
ﬀ
HPG0 (Q,A) HP
G
0 (E,A)
-
6
HPG1 (Q,A)
ﬀ
HPG0 (K,A)
-
?
The horizontal maps in these diagrams are induced by the maps in the extension.
Our proof is an adaption of the method used in [53] to prove excision in cyclic homology
theories. Since the definition of HPG∗ involves tensoring with the algebra KG we have to
study the admissible extension (ι⊗ˆ id, pi⊗ˆ id) : 0 → K⊗ˆKG → E⊗ˆKG → Q⊗ˆKG → 0 in
the discussion below. However, to improve legibility we will omit the occurences of KG and
work with the original extension (ι, pi) : 0→ K → E → Q→ 0. It can easily be seen that
this simplification is irrelevant for the arguments needed in the proof. Throughout we let
σ : Q→ E be an equivariant pro-linear splitting for the quotient map pi : E → Q.
Consider XG(T E : T Q) = ker(XG(T pi) : XG(T E) → XG(T Q)). The equivariant pro-
linear splitting σ : Q → E yields a direct sum decomposition XG(T E) = XG(T E :
T Q) ⊕ XG(T Q) of covariant pro-modules. Moreover there is a natural covariant map
ρ : XG(T K) → XG(T E : T Q) of pro-parasupercomplexes. The admissible short exact
sequence 0 → XG(T E : T Q) → XG(T E) → XG(T Q) → 0 of pro-parasupercomplexes
induces long exact sequences in homology in both variables. Hence theorem 3.37 is a
consequence of the following theorem.
Theorem 3.38. The map ρ : XG(T K) → XG(T E : T Q) is a covariant homotopy
equivalence.
Let L ⊂ T E be the left ideal generated by K ⊂ T E. Using proposition 3.21 we see
that
(3.1) (T E)+⊗ˆK → L, x⊗ k 7→ x ◦ k
is an equivariant pro-linear isomorphism. Moreover we obtain from this description an
equivariant pro-linear retraction for the inclusion L → T E. Clearly L is a pro-G-algebra
since the ideal K ⊂ E is G-invariant. The natural projection τE : T E → E induces an
equivariant homomorphism τ : L→ K and σE restricted to K is an equivariant pro-linear
splitting for τ . Hence we obtain an admissible extension
N L-
ﬀ -
τ
ﬀ σE
K
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of pro-G-algebras. The inclusion L → T E induces a morphism of extensions from 0 →
N → L → K → 0 to 0 → JE → T E → E → 0. In particular we have a natural equi-
variant homomorphism i : N → JE and it is easy to see that there exists an equivariant
pro-linear map r : JE → N such that ri = id. Using this retraction we want to show that
N is locally nilpotent. If l : N → C is an equivariant pro-linear map with constant range
C we compute lmnN = lpim
n
N = lpm
n
JEi
⊗ˆn where mN and mJE denote the multiplication
maps in N and JE, respectively. Since lp : JE → C is an equivariant pro-linear map
with constant range the claim follows from the fact that JE is locally nilpotent.
We will establish theorem 3.38 by showing
Theorem 3.39. With the notations as above we have
a) The pro-G-algebra L is quasifree.
b) The inclusion L ⊂ T E induces a covariant homotopy equivalence ψ : XG(L)→ XG(T E :
T Q).
Let us indicate how theorem 3.39 implies theorem 3.38. The map ρ is the composition
of the natural maps XG(T K)→ XG(L) and XG(L)→ XG(T E : T Q). Since L is quasifree
by part a) it follows that 0→ N → L→ K → 0 is a universal locally nilpotent extension
of K. Hence the first map is a covariant homotopy equivalence due to proposition 3.31.
The second map is a covariant homotopy equivalence by part b). It follows that ρ itself is
a covariant homotopy equivalence.
We need some notation. The equivariant pro-linear section σ : Q → E induces an equi-
variant pro-linear map σL : Ω
n(Q)→ Ωn(E) definded by
σL(q0dq1 · · · dqn) = σ(q0)dσ(q1) . . . dσ(qn).
Here σ is extended to an equivariant pro-linear map Q+ → E+ in the obvious way by
requiring σ(1) = 1.
We also need a right-handed version of the map σL. In order to explain this correctly
consider first an arbitrary pro-G-algebra A. There is a natural equivariant isomorphism
Ω1(A) ∼= A⊗ˆA+ of right A-modules. This follows easily from the description of Ω1(A) as
the kernel of the multiplication map A+⊗ˆA+ → A+. More generally we obtain equivariant
pro-linear isomorphisms Ωn(A) ∼= A⊗ˆn⊗ˆA+ for all n. Using these identifications we define
the equivariant pro-linear map σR : Ω(Q)→ Ω(E) by
σR(dq1 · · · dqnqn+1) = dσ(q1) . . . dσ(qn)σ(qn+1)
which is the desired right-handed version of σL.
Lemma 3.40. The following maps are equivariant pro-linear isomorphisms:
µL :(T Q)+ ⊕ (T E)+⊗ˆK⊗ˆ(T Q)+ → (T E)+
q1 ⊕ (x⊗ k ⊗ q2) 7→ σL(q1) + x ◦ k ◦ σL(q2)
µR :(T Q)+ ⊕ (T Q)+⊗ˆK⊗ˆ(T E)+ → (T E)+
q1 ⊕ (q2 ⊗ k ⊗ x) 7→ σR(q1) + σR(q2) ◦ k ◦ x
Proof. Let us show that µR is an isomorphism. Using the equivariant pro-linear iso-
morphism E ∼= K⊕Q induced by σ the spaces Ω2n(E) = E⊗ˆ2n⊗ˆE+ and (T E)+ decompose
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into direct sums. We shall describe the inverse νR of µR using implicitly these direct sum
decompositions. Take an element ω = de1 · · · de2ne2n+1 ∈ Ω2n(E). If ej = σ(qj) for all
j then ω = µR(dq1 · · · dq2nq2n+1). Otherwise pick the first j with ej = kj ∈ K. Hence
ek = σ(qk) for k = 1, · · · j − 1. If j is even we obtain
de1 · · · de2ne2n+1 = dσ(q1) · · · dσ(qj−2) ◦ (σ(qj−1)kj − σ(qj−1) ◦ kj) ◦ dej+1 · · · de2ne2n+1
= µR(dq1 · · · dqj−2 ⊗ σ(qj−1)kj ⊗ dej+1 · · · de2ne2n+1
− dq1 · · · dqj−2qj−1 ⊗ kj ⊗ dej+1 · · · de2ne2n+1)
If j is odd and j < 2n+ 1 we have
de1 · · · de2ne2n+1 = dσ(q1) · · · dσ(qj−1) ◦ (kjej+1 − kj ◦ ej+1) ◦ dej+2 · · · de2ne2n+1
= µR(dq1 · · · dqj−1 ⊗ kjej+1 ⊗ dej+2 · · · de2ne2n+1
− dq1 · · · dqj−1 ⊗ kj ⊗ ej+1dej+1 · · · de2ne2n+1)
Finally for j = 2n+ 1 we get
de1 · · · de2nk2n+1 = µR(dq1 · · · dq2n ⊗ k2n+1 ⊗ 1).
From these formulas we obtain the definition of νR. Then by construction we have νRµR =
id and it is easy to verify that µRνR = id. This shows that µR is an isomorphism. The
proof for µL is similar and will be omitted. 
Equation (3.1) and lemma 3.40 yield an equivariant pro-linear isomorphism
(3.2) L+⊗ˆ(T Q)+ ∼= (T E)+, l ⊗ q 7→ l ◦ σL(q).
This isomorphism is obviously left L-linear and it follows that (T E)+ is a free left L-module.
Furthermore we get from lemma 3.40
(T Q)+⊗ˆK⊗ˆL+ ∼= (T Q)+⊗ˆK ⊕ (T Q)+⊗ˆK⊗ˆ(T E)+⊗ˆK ∼= (T E)+⊗ˆK ∼= L.
It follows that the equivariant pro-linear map
(3.3) (T Q)+⊗ˆK⊗ˆL+ → L, q ⊗ k ⊗ l 7→ σR(q) ◦ k ◦ l
is an isomorphism. This map is right L-linear and we see that L is a free right L-module.
Denote by J the kernel of the map T pi : T E → T Q. Using again lemma 3.40 we see that
(3.4) (T Q)+⊗ˆK⊗ˆ(T E)+ ∼= J, q ⊗ k ⊗ x 7→ σR(q) ◦ k ◦ x
is a right T E-linear isomorphism. In a similar way we have a left T E-linear isomorphism
(T E)+⊗ˆK⊗ˆ(T Q)+ ∼= J, x⊗ k ⊗ q 7→ x ◦ k ◦ σL(q).
Together with equation (3.1) this yields
(3.5) L⊗ˆ(T Q)+ ∼= J, l ⊗ q 7→ l ◦ σL(q),
and using equation (3.2) we get
(3.6) L⊗ˆL+(T E)+ ∼= J, l ⊗ x 7→ l ◦ x.
Now we want to construct a free resolution of the L-bimodule L+. First let A be any pro-
G-algebra and consider the admissible short exact sequence of A-bimodules in pro(G-Mod)
given by
BA• : Ω
1(A) A+⊗ˆA+-
α1
ﬀ h1 -
α0
ﬀ h0
A+
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Here the maps are defined as follows:
α1(xDyz) = xy ⊗ z − x⊗ yz, α0(x⊗ y) = xy
h1(x⊗ y) = Dxy, h0(x) = 1⊗ x
It is easy to check that αh + hα = id. The complex BA• is a projective resolution of
the A-bimodule A+ in pro(G-Mod) iff A is quasifree. Define a subcomplex P• ⊂ BT E• as
follows:
P0 = (T E)+⊗ˆL+ L+⊗ˆL+ ⊂ (T E)+⊗ˆ(T E)+
P1 = (T E)+DL ⊂ Ω1(T E).
There exists an equivariant pro-linear retraction BT E• → P• for the inclusion P• → BT E• .
Since L is a left ideal in T E we see that the boundary operators in BT E• restrict to P•
and turn P1 → P0 → L+ into a complex. It is clear that P0 and P1 inherit a natural L-
bimodule structure from BT E0 and B
T E
1 , respectively. Moreover the homotopy h restricts
to a contracting homotopy for the complex P1 → P0 → L+. Hence P• is an admissible
resolution of L+ by L-bimodules in pro(G-Mod). Next we show that the L-bimodules P0
and P1 are free. Using equation (3.2) we obtain the isomorphism
(3.7) L+⊗ˆL+⊕L+⊗ˆT Q⊗ˆL ∼= P0, (l1⊗ l2)⊕ (l3⊗ q⊗ l4) 7→ l1⊗ l2+ (l3 ◦ σL(q))⊗ l4.
Since L is a free right L-module by (3.3) we see that P0 is a free L-bimodule. Now consider
P1. We claim that
P1 = Ω
1(T E) ◦K + (T E)+DK.
The inclusion (T E)+DK ⊂ P1 is clear and it is easy to see that Ω1(T E) ◦ K ⊂ P1.
Conversely, for x0D(x1 ◦ k) ∈ P1 with x0, x1 ∈ (T E)+ we compute
x0D(x1 ◦ k) = x0(Dx1) ◦ k + x0 ◦ x1Dk
which is contained in Ω1(T E) ◦ K + (T E)+DK. This yields the claim. Under the iso-
morphism Ω1(T E) ∼= (T E)+⊗ˆE⊗ˆ(T E)+ from proposition 3.21 the space Ω1(T E) ◦ K
corresponds to (T E)+⊗ˆE⊗ˆ(T E)+ ◦ K = (T E)+⊗ˆE⊗ˆL and (T E)+DK corresponds to
(T E)+⊗ˆK⊗ˆ1. Hence
((T E)+⊗ˆK⊗ˆL+)⊕ ((T E)+⊗ˆQ⊗ˆL)→ P1,(3.8)
(x1 ⊗ k ⊗ l1)⊕ (x2 ⊗ q ⊗ l2) 7→ x1Dkl1 + x2Dσ(q)l2
is an equivariant pro-linear isomorphism. Since (T E)+ is a free left L-module by equation
(3.2) and L is a free right L-module by equation (3.3) we deduce that P1 is a free L-
bimodule. Consequently we have established that P• is a free L-bimodule resolution of L+
in the category pro(G-Mod). According to theorem 3.5 this finishes the proof of part a) of
theorem 3.39.
We need some more notation. Let XβG(T E) be the complex obtained from XG(T E) by
replacing the differential ∂1 : X
1
G(T E)→ X0G(T E) by zero. In the same way we proceed for
XG(T E : T Q). Moreover letM be an L-bimodule in pro(G-Mod). We define the covariant
module (OG⊗ˆM)/[ , ]G as the quotient of OG⊗ˆM by twisted commutators f(s) ⊗ ml −
f(s)⊗ (s−1 · l)m where l ∈ L and m ∈M .
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Now we continue the proof of theorem 3.39. The inclusion P• → BT E• is an L-bimodule
homomorphism and induces a chain map
φ : (OG⊗ˆP•)/[ , ]G → (OG⊗ˆBT E• )/[ , ]G ∼= XβG(T E)⊕OG[0].
Let us determine the image of φ. We use equations (3.7) and (3.5) to obtain
(OG⊗ˆP0)/[ , ]G ∼= OG⊗ˆ(L+ ⊕ L⊗ˆT Q)
∼= OG ⊕ (OG⊗ˆL⊗ˆ(T Q)+) ∼= OG ⊕ (OG⊗ˆJ) ⊂ OG⊗ˆ(T E)+.
Using equations (3.8) and (3.6) we get
(OG⊗ˆP1)/[ , ]G ∼= OG⊗ˆ((T E)+⊗ˆK)⊕OG⊗ˆ(L⊗ˆL+(T E)+⊗ˆQ)
∼= OG⊗ˆ((T E)+⊗ˆK)⊕OG⊗ˆJ⊗ˆQ ∼= OG⊗ˆ((T E)+DK + JDσ(Q)) ⊂ Ω1G(T E).
This implies that φ induces a covariant isomorphism of chain complexes
(OG⊗ˆP•)/[ , ]G ∼= XβG(T E : T Q)⊕OG[0].
With these preparations we can prove part b) of theorem 3.39.
Proposition 3.41. The natural map ψ : XG(L) → XG(T E : T Q) is split injective
and we have
XG(T E : T Q) = XG(L)⊕ C•
with a covariantly contractible pro-parasupercomplex C•. Hence XG(T E : T Q) and XG(L)
are covariantly homotopy equivalent.
Proof. The standard resolution BL• of L
+ is a subcomplex of P•. Since P• itself is a free
L-bimodule resolution of L+ the inclusion map f• : BL• → P• is a homotopy equivalence.
Explicitly set M0 = L
+⊗ˆT Q⊗ˆL and define g :M0 → P0 by
g(l1 ⊗ q ⊗ l2) = l1 ◦ σL(q)⊗ l2 − l1 ⊗ σL(q) ◦ l2.
Using equation (3.7) it is easy to check that f0⊕g : L+⊗ˆL+⊕M0 → P0 is an isomorphism.
Furthermore we have α0g = 0. Since the complex P• is exact this implies P1 = kerα0 ∼=
Ω1(L) ⊕M0. Set M1 = M0 and define the boundary M1 → M0 to be the identity map.
The complex M• of L-bimodules is obviously contractible and P• ∼= BL• ⊕M•. Applying
the functor (OG⊗ˆ−)/[ , ]G we obtain covariant isomorphisms
XβG(T E : T Q)⊕OG[0] ∼= (OG⊗ˆP•)/[ , ]G ∼= (OG⊗ˆBL• )/[ , ]G ⊕ (OG⊗ˆM•)/[ , ]G
∼= XβG(L)⊕OG[0]⊕ (OG⊗ˆM•)/[ , ]G.
One checks that the two copies of OG are identified under this isomorphism. Moreover the
map XβG(L) → XβG(T E : T Q) arising from these identifications is equal to ψ. Hence ψ is
split injective. Let C• be the image of (OG⊗ˆM•)/[ , ]G in XβG(T E : T Q). One checks that
C0 is the range of the map
OG⊗ˆL⊗ˆT Q→ X0G(T E), f(s)⊗ l ⊗ q 7→ f(s)⊗ l ◦ sL(q)− f(s)⊗ (s−1 · sL(q)) ◦ l
and that C1 is the range of the map
OG⊗ˆL⊗ˆT Q→ X1G(T E), f ⊗ l ⊗ q 7→ f ⊗ lDsL(q).
The boundary C1 → C0 is the boundary induced from XG(T E : T Q). On the other hand
the boundary ∂0 : X
0
G(T E : T Q)→ X1G(T E : T Q) does not vanishes on C0. However, we
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have ∂2 = id−T and this implies that C• is a sub-paracomplex of XG(T E : T Q). Since ψ
is compatible with ∂0 we obtain the desired direct sum decomposition
XG(T E : T Q) ∼= XG(L)⊕ C•.
It is clear that the paracomplex C• is covariantly contractible. 
This completes the proof of the excision theorem 3.37. We conclude this section with the
following corollary of theorem 3.37.
Corollary 3.42. Let (ι, pi) : 0 → K → E → Q → 0 be an extension of G-algebras
with a bounded linear splitting. Then there are natural exact sequences
HPG1 (A,Q) HP
G
1 (A,E)
ﬀ
HPG0 (A,K) HP
G
0 (A,E)
-
6
HPG1 (A,K)
ﬀ
HPG0 (A,Q)
-
?
and
HPG1 (K,A) HP
G
1 (E,A)
ﬀ
HPG0 (Q,A) HP
G
0 (E,A)
-
6
HPG1 (Q,A)
ﬀ
HPG0 (K,A)
-
?
for every G-algebra A.
Proof. By assumption there exists a bounded linear splitting for the quotient map
pi : E → Q. Since Q⊗ˆKG is a free G-module according to lemma 2.8 we see that the
extension 0→ K⊗ˆKG → E⊗ˆKG → Q⊗ˆKG → 0 has an equivariant linear splitting. Hence
0 → K⊗ˆKG → E⊗ˆKG → Q⊗ˆKG → 0 is an admissible extension of G-algebras. Using
this remark we can proceed in the same way as in the proof of theorem 3.37 to obtain the
assertion. 
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CHAPTER 4
Finite groups and relations with crossed products
In the first part of this chapter we consider finite groups. We explain how our general
definition of HPG∗ is related to previous constructions in the literature. This discussion is
based on equivariant Hochschild homology and equivariant cyclic homology. Moreover we
prove a universal coefficient theorem which allows in principle to compute HPG∗ for finite
groups using suitable SBI-sequences.
In the second part of this chapter we discuss the relation between HPG∗ and the ordi-
nary periodic cyclic homology of crossed products. It turns out that HPG∗ behaves as
expected from equivariant KK-theory. The third section contains a version of the Green-
Julg theorem for cyclic homology. More precisely, we show HPG∗ (C, A) ∼= HP∗(A o G)
for all finite groups. This result is essentially not new, however, we present a proof which
uses the machinery of universal locally nilpotent extensions developed in chapter 3 and
thus fits nicely into our general framework. In the last section we prove the dual result
HPG∗ (A,C) ∼= HP ∗(AoG) for arbitrary discrete groups. This is the first situation where
we have to work with paracomplexes in a very concrete way. We have to develop some
tools which will be used again in a slightly different form in chapter 5.
1. Equivariant cyclic homology for finite groups
In this section we discuss equivariant Hochschild homology HHG∗ and equivariant cyclic
homology HCG∗ for a finite group G. These theories are essentially already considered by
Brylinski in [17] although our terminology differs slightly from the one used there.
In order to define cyclic homology one usually one starts with a cyclic object or a mixed
complex [49]. Both approaches are also available in the equivariant situation and we will
explain them briefly.
Let us start with cyclic objects. Assume that A is a unital G-algebra for the finite group
G. We define a cyclic object A\G in the category of complete bornological vector spaces as
follows. The space in degree n for this module is
A\G(n) = (OG⊗ˆA⊗ˆn+1)G,
the G-invariant part of OG⊗ˆA⊗ˆn+1 with respect to the diagonal action of G. One defines
face maps dj by
dj(f(s)⊗ a0 ⊗ · · · ⊗ an) =
{
f(s)⊗ a0 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ an 0 ≤ j < n,
f(s)⊗ (s−1 · an)a0 ⊗ · · · ⊗ an−1 j = n.
The degeneracy operators sj are given by
sj(f(s)⊗ a0 ⊗ · · · ⊗ an) = f(s)⊗ a0 ⊗ aj ⊗ 1⊗ aj+1 ⊗ · · · ⊗ an, 0 ≤ j ≤ n.
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The cyclic operator t is defined by
t(f(s)⊗ a0 ⊗ · · · ⊗ an) = f(s)⊗ (s−1 · an)⊗ a0 ⊗ · · · ⊗ an−1.
One checks that these operators satisfy the axioms of a cyclic module. The cyclic relation
tn+1 = id holds on A\G(n) since we are considering only invariant chains.
To each cyclic module one can construct an associated cyclic bicomplex [49]. Using this
bicomplex one obtains the Hochschild homology and cyclic homology of the cyclic module
and other variants of cyclic homology. In the case A\G we obtain by definition the equivari-
ant Hochschild homology HHG∗ (A) and the equivariant cyclic homology HC
G
∗ (A) of A.
In order to relate these theories to our definitions in section 3 it is more convenient to use
the approach based on mixed complexes. Let again A be a G-algebra for the finite group
G. We consider the invariant part ΩnG(A)
G of the equivariant n-forms ΩnG(A) with respect
to the action of G. The complete bornological vector space ΩnG(A)
G is no longer a covariant
module, we only have a module structure of the algebra R(G) of class functions on G. By
definition the algebra R(G) is the invariant part of OG under the action by conjugation.
The covariant operators on equivariant differential forms constructed in section 3.2 restrict
to operators on ΩnG(A)
G since they commute with the G-action on ΩnG(A). In particular
the operators bG and BG still make sense on ΩG(A)
G. Since we work with invariant forms it
follows that the operator T is equal to the identity on ΩG(A)
G. Hence we see from lemma
3.16 that ΩG(A)
G together with the operators bG and BG satisfies the axioms of a mixed
complex. We refer also to the section 1.3 for the definitions in the more general case of
compact Lie groups.
For any mixed complex one can construct the (B, b)-bicomplex which computes the asso-
ciated cyclic homology. In our situation we obtain the bicomplex
Ω3G(A)
G Ω2G(A)
G
?
bG
?
bG
Ω1G(A)
G Ω0G(A)
G
?
bG
?
bG
ﬀBG
?
bG
?
ﬀBG
bG
Ω2G(A)
G Ω1G(A)
GﬀBG
?
bG
?
Ω0G(A)
G
Ω1G(A)
G Ω0G(A)
GﬀBG
?
bG
Ω0G(A)
GﬀBG
bG
ﬀBG
?
bG
The equivariant cyclic homology HCG∗ (A) of A is the homology of the total complex of
this bicomplex. The equivariant Hochschild homology HHG∗ (A) is the homology of the
first column. These definitions are equivalent to the ones given above.
As in the non-equivariant situation we obtain an SBI-sequence connecting HHG∗ (A) and
HCG∗ (A)
· · · HCGn (A)- HCGn−2(A)-S HHGn−1(A)-B HCGn−1(A)-I · · ·-
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Moreover there is a natural definition of equivariant periodic cyclic homology arising from
the mixed complex ΩG(A)
G. Namely, one has to continue the cyclic bicomplex to the left
and consider the homology of the resulting total complex∏
j∈N
Ω2jG (A)
G ﬀ
BG + bG
-BG + bG
∏
j∈N
Ω2j+1G (A)
G
obtained by taking direct products over the diagonals.
Let us show that this is precisely the theory that comes out of our general definition in
chapter 3 in this case. First recall that for finite groups we have a natural isomorphism
HPG∗ (C, A) ∼= H∗(HomG(XG(T C), XG(T A)))
for all G-algebras A according to proposition 3.35. The G-algebra C is quasifree and we
get
HPG∗ (C, A) ∼= H∗(HomG(XG(C), XG(T A))) = H∗(HomG(OG[0], XG(T A)))
due to the remark after proposition 3.31. Using theorem 3.23 we may switch to differential
forms in the second variable to obtain
HPG∗ (C, A) ∼= H∗(HomG(OG[0], θΩG(A))) = H∗(HomG(C[0], θΩG(A))).
We have
HomG(C[0], θΩG(A)) = Hom(C[0], θΩG(A)G) = lim←−
n
Ω≤nG (A)
G =
∏
n∈N
ΩnG(A)
G
with grading into even and odd forms and differential given by BG + bG. This shows that
our general approach is compatible with the definitions given above.
Equivariant periodic cyclic homology is related to equivariant cyclic homology through a
short exact sequence
0 lim←−
1
S
HCG2n+∗+1(A)- HP
G
∗ (A)- lim←−S HC
G
2n+∗(A)- 0-
as in the non-equivariant case.
We can also define the dual theoriesHH∗G andHC
∗
G in a straightforward way. The resulting
definitions are compatible with the constructions in [47]. We shall not go into details here
and mention only that one obtains
HP ∗G(A,C) = HP ∗G(A) = lim−→
S
HC2n+∗G (A)
similar to the situation in ordinary cyclic cohomology.
We emphasize that we do not define HHG∗ and HC
G
∗ for infinite groups. It seems to be
unclear how a reasonable definition of such theories should look like. Clearly one would
like to have SBI-sequences and a close connection to equivariant periodic cyclic homology
HPG∗ as above.
It turns out that one can obtain interesting results about HPG∗ without having a definition
of HHG∗ and HC
G
∗ . This is illustrated in the proof of theorem 4.8 in section 4.4 and in
theorem 5.12 in chapter 5. In these examples methods originating in Hochschild homology
play a crucial role. However, ordinary cyclic homology does not appear at all.
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2. A universal coefficient theorem
In this section we prove a universal coefficient theorem for the bivariant equivariant
periodic cyclic homology of finite groups. This generalizes the universal coefficient theorem
in [38]. Throughout this section we assume that G is a finite group.
First recall that for finite groups we have a natural isomorphism
HPG∗ (A,B) ∼= H∗(HomG(XG(T A), XG(T B)))
for all G-algebras A and B according to proposition 3.35. Moreover we have seen in
proposition 3.26 that XG(T A) and θΩG(A) are covariantly homotopy equivalent. For the
proof of this proposition one constructs a projection e on θΩG(A) by averaging over the
operator T such that the inclusion eθΩG(A)→ θΩG(A) is a covariant homotopy equivalence
of pro-parasupercomplexes. Consequently there exists a natural isomorphism
HPG∗ (A,B) ∼= H∗(HomG(eθΩG(A), eθΩG(B))).
Remark that eθΩG(A) and eθΩG(B) are pro-supercomplexes. Hence we have already re-
moved the occurence of paracomplexes in this description.
In addition the category of covariant modules for a finite group has special properties.
In section 2.3 we have defined the notion of a projective covariant module. Dually one
can study injective covariant modules. A covariant module I is injective iff it satisfies the
following property. Given an injective covariant map f : M → N with a bounded linear
retraction r : N → M any covariant map g : M → I can be extended to a covariant map
h : N → I such that hf = g.
Proposition 4.1. Let G be a finite group. Then every covariant module in G-Mod is
projective and injective.
Proof. From the description of covariant maps in proposition 2.12 we see that it
suffices to prove that H-modules for a finite group H satisfy the corresponding lifting and
extension properties. This can easily be shown using an averaging argument. 
We will now restrict attention to fine spaces. From proposition 4.1 we see that the category
of fine covariant modules is very close to a category of vector spaces over a field in the sense
that all objects are projective and injective in a purely algebraic sense. In fact this shows
that the machinery of homological algebra for pro-vector spaces developed in [38] can be
carried over to fine covariant modules over a finite group without change. In particular
one can define and study Ext-functors in this setting. Since we do not want to explain the
details here we simply define
(4.1) Ext1G(M,N) = lim←−
n
1 lim−→
m
HomG(Mm, Nn)
for fine countable covariant pro-modules M = (Mm)m∈N and N = (Nn)n∈N.
If A is a fine G-algebra we can view eθΩG(A) as projective system of the supercomplexes
eθnΩG(A). We let
H∗(eθΩG(A)) = (H∗(eθnΩG(A)))n∈N
be the covariant pro-module obtained by taking the homology of these supercomplexes.
Let us describe more explicitly the structure of this covariant pro-module. Since eΩG(A)
is a mixed complex we can define its Hochschild homology HHn(eΩG(A)) and its cyclic
homology HCn(eΩG(A)) as usual. The natural inclusion Ω
n
G(A)
G → eΩnG(A) for all n
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induces a map HCG∗ (A)→ HC∗(eΩG(A)). It can be seen as in [38] that there is a natural
covariant isomorphism
H∗(eθΩG(A)) ∼= (HC∗+2n(eΩG(A))n∈N
where the structure maps in the projective system (HC∗+2n(eΩG(A))n∈N are given by the
S-operator.
After these preparations we are able to formulate the following universal coefficient theorem
for HPG∗ .
Theorem 4.2 (UCT). Let G be a finite group and let A and B be fine G-algebras.
Then there is a natural short exact sequence
0 Ext1G(H∗(eθΩG(A)), H∗(eθΩG(B)))- HP
G
∗ (A,B)-
HomG(H∗(eθΩG(A)), H∗(eθΩG(B)))- 0.-
Proof. The proof from [38] can be copied. We have
HomG(eθΩG(A), eθΩG(B)) = lim←−
n
lim−→
m
HomG(eθ
mΩG(A), eθ
nΩG(B))
and put Cn = lim−→mHomG(eθ
mΩG(A), eθ
nΩG(B)) for all n. Remark that each Cn is a
supercomplex. Using Milnor’s description of lim←−
1 we obtain an exact sequence
0 lim←−nCn- -
∏
n∈N
Cn -id−σ
∏
n∈N
Cn lim←−
1
n
Cn- 0-
where σ denotes the structure maps in (Cn)n∈N. Since all structure maps in eθΩG(B) are
surjective and eθΩG(A) is locally projective the structure maps σ in the inverse system
(Cn)n∈N are again surjective. This implies lim←−
1Cn = 0. Therefore the exact sequence above
reduces to a short exact sequence
0 lim←−nCn- -
∏
n∈N
Cn -id−σ
∏
n∈N
Cn 0-
of supercomplexes. We obtain an associated long exact sequence in homology and unsplic-
ing this long exact sequence yields the assertion. Here we use the fact that
H∗
(∏
n∈N
Cn
)
=
∏
n∈N
H∗(Cn) =
∏
n∈N
lim−→
m
HomG(H∗(eθmΩG(A)), H∗(eθnΩG(B)))
since the functors HomG and lim−→ are exact. Moreover one has to insert the definition of
Ext1G in equation (4.1) to identify the lim←−
1-term. 
The universal coefficient theorem 4.2 can be extended toG-algebras with nontrivial bornolo-
gies under additional assumptions.
We point out that in order to formulate theorem 4.2 it is crucial that the paracomplexes
eθΩG(A) and eθΩG(B) are in fact complexes. Moreover proposition 4.1 is used in an es-
sential way in the proof of theorem 4.2. This shows that our universal coefficient theorem
is limited to finite groups.
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3. The Green-Julg theorem
The Green-Julg theorem [35], [44] asserts that for a compact group G the equivariant
K-theory KG∗ (A) of a G-C
∗-algebra A is naturally isomorphic to the ordinary K-theory
K∗(A o G) of the crossed product C∗-algebra A o G. For a comprehensive treatment of
K-theory for C∗-algebras including a proof of this theorem we refer to [11].
In this section we present an analogue of the Green-Julg theorem in cyclic homology. In
its original form this result is due to Brylinski [17], [18] who studied smooth actions of
compact Lie groups. Independently it was obtained by Block [13]. We follow the work of
Bues [19], [20] and prove a variant of this theorem for pro-algebras and finite groups.
Our version of the Green-Julg theorem involves crossed products of pro-G-algebras. We
remark that the construction of crossed products for G-algebras in section 2.2 can imme-
diately be extended to pro-G-algebras.
Theorem 4.3. Let G be a finite group and let A be a pro-G-algebra. Then there is a
natural isomorphism
HPG∗ (C, A) ∼= HP∗(AoG).
This isomorphism is compatible with the decompositions of HPG∗ (C, A) and HP∗(A o G)
over the conjugacy classes of G.
For the proof of theorem 4.3 we need some preparations.
First we want to discuss a variant of the construction of the periodic tensor algebra. Let
R be an arbitrary pro-G-algebra. The crossed product B = R o G is a unitary bimodule
over the group algebra C = CG in the obvious way and the multiplication in B induces
a C-bimodule map B⊗ˆCB → B. In other words B can be viewed as an algebra in the
category of unitary C-bimodules.
The construction of differential forms can be carried over to this setting as follows. We
define the space of relative differential forms ΩnC(B) = B
+C ⊗ˆC(B)⊗ˆCn for n > 0 where the
unitarization B+C now has to be taken in the category of unitary C-bimodules. Hence
B+C = B ⊕ C with multiplication given by (b1, c1) · (b2, c2) = (b1b2 + c1b2 + b1c2, c1c2).
Moreover we set Ω0C(B) = B. Since B is a free unitary right C-module we have a natural
right C-linear isomorphism ΩnC(B)
∼= Ωn(R)⊗ˆC for all n.
Multiplication of relative differential forms and the differential d can be constructed as
usual. We define the relative periodic tensor algebra TCB of B simply by replacing differ-
ential forms with relative differential forms in the formalism of section 3.1. The pro-linear
section σB : B → TCB for the canonical homomorphism τB : TCB → B is a C-bimodule
map. One can easily adapt the proof of proposition 3.3 to see that TCB satisfies the fol-
lowing universal property: If D is a pro-algebra in the category of unitary C-bimodules
then for any C-bimodule map l : B → D with locally nilpotent curvature there exists a
unique homomorphism [[l]] : TCB → D such that [[l]]σB = l.
Using the description ΩnC(B)
∼= Ωn(R)⊗ˆC of relative differential forms we check that the
pro-algebra TCB is isomorphic to the crossed product T RoG.
Proposition 4.4. Let G be a finite group and let R be a unital quasifree pro-G-algebra.
Then the pro-algebra RoG is quasifree.
Proof. We have to construct a lifting homomorphism w : RoG→ T (RoG) for the
canoncial projection τRoG. Since R is assumed to be quasifree there exists an equivariant
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lifting homomorphism v : R → T R for the homomorphism τR : T R → R. Taking crossed
products yields a homomorphism voG : RoG→ T RoG lifting τR×G : T RoG→ RoG.
It is easy to see that the natural pro-linear map σR⊗ˆ id : R o G → T R o G induced by
σR is a lonilcur. Hence proposition 3.3 yields a homomorphism p : T (R o G) → T R o G
such that pσR = σR⊗ˆ id. Moreover we have (τR o G)p = τRoG. Let us show that p has a
pro-linear splitting. We define s : Ωn(R)⊗ˆCG→ Ωn(RoG) by
s(x0dx1 · · · dx2n⊗ˆf) = (x0 o e)d(x1 o e) · · · d(x2n−1 o e)d(x2n o f)
where e ∈ G is the unit element. These maps assemble to a pro-linear map s : T RoG→
T (RoG) satisfying ps = id. Hence we obtain an admissible extension
I T (RoG)-
i
ﬀ -
p
ﬀ s T RoG
of pro-algebras where I is the kernel of p and i : I → T (RoG) is the inclusion. Comparing
this extension with the universal locally nilpotent extension 0→ J (RoG)→ T (RoG)→
RoG→ 0 we see that the ideal I is locally nilpotent.
Consider now the homomorphism h : CG→ RoG, h(f) = 1Rof . We compose h with the
map voG : RoG→ T RoG to obtain a homomorphism (voG)h : CG→ T RoG. Since
the group G is finite the group algebra CG is separable in the sense of definition 3.9 and
hence quasifree. Due to theorem 3.5 this implies the existence of a lifting homomorphism
k : CG → T (R o G) such that pk = (v o G)h. Using this homomorphism T (R o G)
becomes a CG-bimodule. We construct a pro-linear map l : RoG→ T (RoG) as follows.
If n denotes the order of G we set
l(xo f) =
1
n
∑
s∈G
k(s) ◦ σRoG(s−1 · xo e) ◦ k(s−1f).
where we view s ∈ G as an element of CG. It is easy to check that l is a CG-bimodule
map. Moreover we have τRoGl = id where τRoG : T (R o G) → R o G is the canonical
homomorphism. This implies that l has locally nilpotent curvature.
We can apply the universal property of the relative periodic tensor algebra TCB ∼= T RoG
from above to obtain a homomorphism u : T RoG→ T (RoG) such that u(σR⊗ˆ id) = l
where σR⊗ˆ id : RoG→ T RoG is the canonical splitting. Since we have (τRoG)pl = id
the universal property of TCB yields (τR o G)pu = τR o G. We put w = u(v o G) and
compute τRoGw = (τR o G)pu(v o G) = (τR o G)(v o G) = id. Hence w is the desired
splitting homomorphism for τRoG : T (RoG)→ RoG. 
We keep the notation B = R o G and C = CG from above and assume in addition
that R is unital. Then the group algebra C is a subalgebra of B using the inclusion
h : C → B, h(f) = 1R o f . We let [B,C] be the image of the pro-linear map B⊗ˆC →
B, b⊗ f 7→ bh(f)− h(f)b. If we denote the order of G by n we obtain a pro-linear section
σ0 : B/[B,C]→ B for the natural quotient map pi0 by setting
σ0(xo f) =
1
n
∑
s∈G
s · xo sfs−1
where we view again s ∈ G as element of CG. Hence we get an admissible extension
[B,C] B-
ι0
ﬀ -
pi0
ﬀ σ0 B/[B,C].
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Since the group G is finite the algebra C = CG is separable. This means that there exists
a pro-linear C-bimodule splitting for the admissible short exact sequence
Ω1(C) C+⊗ˆC+-ﬀ -
m
ﬀ
C+
where m : C+⊗ˆC+ → C+ is multiplication. Tensoring this split exact sequence with B+
over C+ on both sides we get an admissible short exact sequence of B-bimodules
B+⊗ˆC+Ω1(C)⊗ˆC+B+ B+⊗ˆB+-ﬀ -ﬀ B+⊗ˆC+B+
with B-bimodule splitting. From this one obtains a B-bimodule isomorphism
Ω1(B) ∼= (B+⊗ˆC+Ω1(C)⊗ˆC+B+)⊕ Ω1C(B)
where Ω1(B)C is by definition the kernel of the multiplication map B
+⊗ˆC+B+ → B+. We
set
K0 = [B,C]
K1 = B
+⊗ˆC+Ω1(C)⊗ˆC+B+/[B+⊗ˆC+Ω1(C)⊗ˆC+B+, B]
and check that the differentials of X(B) restrict to K. Our discussion yields an admissible
extension of pro-supercomplexes
(4.2) K X(B)-
ι
ﬀ -
pi
ﬀ X(B)C
where X(B)C is the quotient of X(B) by K. Explicitly we have
X(B)0C = B/[B,C]
X(B)1C = Ω
1(B)C/[Ω
1(B)C , B].
Proposition 4.5. With the notation as above the natural map pi : X(B)→ X(B)C is
a homotopy equivalence.
Proof. Let us show that b : K1 → K0 is an isomorphism. Consider the map α :
K0 → K1 given by α(x) = x⊗ (1⊗ 1)⊗ 1 where we identify Ω1(C) with the kernel of the
multiplication map m : C+⊗ˆC+ → C+. We compute for x ∈ B and f ∈ C
α(xf − fx) = xf ⊗ (1⊗ 1)⊗ 1− fx⊗ (1⊗ 1)⊗ 1
= x⊗ (f ⊗ 1)⊗ 1− x⊗ (1⊗ 1)⊗ f
= x⊗ (f ⊗ 1− 1⊗ f)⊗ 1 = x⊗ df ⊗ 1,
hence α is well-defined and bα = id. On the other hand we have
(αb)(x⊗ f0df1 ⊗ 1) = α(xf0f1 − f1xf0) = x⊗ f0df1 ⊗ 1
and thus αb = id. Hence b is an isomorphism and it follows that K is contractible.
Using the map α and the pro-linear splittings in (4.2) it is not hard to show that the
pro-supercomplex X(B) is isomorphic to the direct sum of the pro-supercomplexes K and
X(B)C such that the canonical projection X(B) ∼= K ⊕X(B)C → X(B)C is given by pi.
Together with the fact that K is contractible this yields the claim. 
If R is a pro-G-algebra we denote by XG(R)
G the invariant part of the equivariant X-
complex of R. It is easy to see that XG(R)
G is in fact a pro-supercomplex. Recall from
above the definition of the relative X-complex X(B)C = X(RoG)CG.
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Proposition 4.6. Let R be a unital pro-G-algebra. There is a natural isomorphism
XG(R)
G ∼= X(RoG)CG
of pro-supercomplexes.
Proof. Since the group G is finite we can identify XG(R)
G with the G-coinvariants of
XG(R) which we denote by XG(R)G. The map c : XG(R)G → XG(R)G given by
c(f ⊗ ω) = 1
n
∑
s∈G
s · (f ⊗ ω)
is inverse to the natural map XG(R)
G → XG(R)G.
As before we view s ∈ G as element of CG. Moreover since elements of both OG and CG
are functions on the group G we will identify these spaces. The action of s ∈ G on f ∈ OG
corresponds to the adjoint action of s on f ∈ CG.
We define a map α : XG(R)G → X(RoG)CG by
α0(f ⊗ x) = xo f
α1(f ⊗ xdy) = (xo e)d(y o f)
α1(f ⊗ dy) = d(y o f)
where e ∈ G is the unit element and a map β : X(RoG)CG → XG(R)G by
β0(xo f) = f ⊗ x
β1((xo s)d(y o g)) = sg ⊗ xd(s · y)
β1(d(y o g)) = g ⊗ dy
for f ∈ CG and s ∈ G ⊂ CG. To check that α0 and β0 are well-defined we compute
α0(s · (f ⊗ x)) = α0(s · f ⊗ s · x) = s · xo sfs−1
= (1R o s)(xo fs−1) = (xo fs−1)(1R o s) = xo f = α0(f ⊗ x)
where 1R is the unit element in R and
β0([xof, 1R o s]) = β0(xo fs− s · xo sf)
= fs⊗ x− sf ⊗ s · x = fs⊗ x− s · (fs⊗ x) = 0.
It follows that α0 is an isomorphism with inverse β0. For α1 and β1 one has to do similar
computations. In order to show that commutators are mapped to commutators we calculate
α1(s⊗xdyz − s⊗ (s−1 · z)xdy) = α1(s⊗ xd(yz)− s⊗ xydz − s⊗ (s−1 · z)xdy)
= (xo e)d(yz o s)− (xy o e)d(z o s)− ((s−1 · z)xo e)d(y o s)
= (xo e)d(y o e)(z o s)− ((s−1 · z)xo e)d(y o s)
= (xo e)d(y o s)(s−1 · z o e)− (s−1 · z o e)(xo e)d(y o s)
= [(xo e)d(y o s), (s−1 · z o e)]
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and
β1([(xo e)d(y o s), z o t]) = β1((xo e)d(y(s · z)o st)− (xy o s)d(z o t)
− (z(t · x)o t)d(y o s))
= st⊗ xd(y(s · z))− st⊗ xyd(s · z)− ts⊗ z(t · x)d(t · y)
= st⊗ xdy(s · z)− t(st)t−1 ⊗ (tt−1 · z)(t · x)d(t · y)
= st⊗ xdy(s · z)− st⊗ (t−1 · z)xdy
= st⊗ xdy(s · z)− st⊗ ((st)−1s · z)xdy
for s, t ∈ G ⊂ CG. Moreover we have to check that α1 : X1G(R)→ X1(R oG)CG vanishes
on coinvariants. We get
α1(s · (f ⊗ xdy)− f ⊗ xdy) = (s · xo e)d(s · y o sfs−1)− (xo e)d(y o f)
= (s · xo e)d((s · y o sf)(1R o s−1))− (xo e)d(y o f)
= (s · xo e)d(s · y o sf)(1R o s−1) + (s · xo e)(s · y o sf)d(1R o s−1)
− (xo e)d(y o f)
= (1R o s−1)(s · xo e)d(s · y o sf) + (s · (xy)o sf)d(1R o s−1)
− (xo e)d(y o f)
= (xo s−1)d(s · y o sf) + (s · (xy)o sf)d(1R o s−1)− (xo e)d(y o f)
= (s · (xy)o sfs−1)d(1R o e)
and using the fact that (1Roe) = (1Roe)2 we easily obtain (s ·(xy)osfs−1)d(1Roe) = 0.
Similarly we compute
α1(s · (f ⊗ dy)− f ⊗ dy) = d(s · y o sfs−1)− d(y o f)
= (1R o s)d(y o fs−1)− d(y o f)
= d(y o fs−1)(1R o s)− d(y o f)
= d(y o f) + (y o fs−1)d(1R o s)− d(y o f)
= (y o f)d(1R o e)
which is equal to zero. Finally we have to verify that β1 : X
1(R o G) → X1G(R)G factors
over X1(RoG)CG. We obtain
β1((xo st)d(y o g)) = stg ⊗ xd((st) · y) = β1((xo s)d(t · y o tg))
for t ∈ G ⊂ CG. Moreover
β1((1R o t)d(y o g)) = tg ⊗ 1Rd(t · y) = tg ⊗ d(t · y)− tg ⊗ d(1R)(t · y)
which is equal to tg ⊗ d(t · y) = β1(d(t · y × tg)) since tg ⊗ d(1R)(t · y) is zero.
Once we have checked that α1 and β1 are well-defined it is easy to see that they are inverse
isomorphisms. Let us now show that α is a chain map. We compute
dα0(f ⊗ x) = d(xo f) = α1(f ⊗ dx) = α1d(f ⊗ x)
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and
bα1(s⊗ xdy) = b((xo e)d(y o s)) = xy o s− y(s · x)o s
= xy o s− ((ss−1) · y)(s · x)o s = xy o s− (1R o s)((s−1 · y)xo e)
= xy o s− ((s−1 · y)xo e)(1R o s) = xy o s− (s−1 · y)xo s
= α0(s⊗ xy − s⊗ (s−1 · y)x) = α0b(s⊗ xdy).
This finishes the proof of proposition 4.6. 
Now we come back to the proof of theorem 4.3. Using the long exact sequences obtained in
theorem 3.37 both for equivariant cyclic homology and ordinary cyclic homology it suffices
to prove the assertion for an augmented pro-G-algebra of the form A+.
On the one hand we have to compute the equivariant periodic cyclic homology of A+.
Due to proposition 3.8 we can use the universal locally nilpotent extension 0 → JA →
(T A)+ → A+ → 0 to do this. Since the group G is finite and the G-algebra C is quasifree
the equivariant periodic cyclic homology of A is consequently the homology of
HomG(XG(C), XG((T A)+) = HomG(OG[0], XG((T A)+)
= HomG(C[0], XG((T A)+) = Hom(C[0], XG((T A)+)G)
where XG((T A)+)G is the G-invariant part of XG((T A)+).
On the other hand we have to calculate the cyclic homology of the crossed product A+oG.
Consider the admissible extension
(4.3) JAoG (T A)+ oG-
ιA oG
ﬀ -
τ+A oG
ﬀ σ
+
A⊗ˆ id
A+ oG
of pro-algebras where σ+A : A
+ → (T A)+ is the unital extension of σA determined by
σ+A(1) = 1. It is easy to check that the pro-G-algebra JAoG is locally nilpotent. Propo-
sition 4.4 shows that (T A)+ oG is quasifree and hence (4.3) is in fact a universal locally
nilpotent extension. This means that HP∗(A+oG) can be computed using X((T A)+oG).
Consider the relative X-complex X((T A)+ o G)CG described above. Due to proposition
4.5 the pro-supercomplexes X((T A)+oG) and X((T A)+oG)CG are homotopy equivalent.
From proposition 4.6 we obtain a natural isomorphism
X((T A)+ oG)CG ∼= XG((T A)+)G.
Comparing this with the result from above we see that both theories agree as desired. The
assertion regarding the decompositions over the conjugacy classes of G can be checked
easily. This finishes the proof of theorem 4.3.
We conclude this section by stating an important particular case of theorem 4.3.
Corollary 4.7. Let G be a finite group. Then HPG∗ (C,C) = R(G) is the complexified
representation ring of G.
Remark that this corollary can also be obtained directly from our computation ofXG(C)
in lemma 3.20.
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4. The dual Green-Julg theorem
In this paragraph we study equivariant periodic cyclic cohomology. Our main result is
contained in the following theorem which is dual to theorem 4.3.
Theorem 4.8. Let G be any discrete group and let A be a G-algebra. Then there is a
natural isomorphism
HPG∗ (A,C) ∼= HP ∗(AoG).
This isomorphism is compatible with the decompositions of HPG∗ (A,C) and HP ∗(A o G)
over the conjugacy classes of G.
The proof of theorem 4.8 is divided into two parts. In the first part we obtain a simpler
description of HPG∗ (A,C). Recall from theorem 3.23 that we have a natural isomorphism
HPG∗ (A,C) ∼= H∗(HomG(θΩG(A⊗ˆKG), θΩG(KG)))
for all G-algebras A. We show that there exists a natural isomorphism
HPG∗ (A,C) ∼= H∗(HomG(θΩG(A⊗ˆKG), θΩG(C))).
It follows that HPG∗ (A,C) is equal to the periodic cyclic cohomology of the mixed complex
ΩG(A⊗ˆKG)G obtained by taking coinvariants in ΩG(A⊗ˆKG).
In the second part of the proof we construct maps of mixed complexes
φ : Ω(AoG)→ ΩG(A⊗ˆKG)G, τ : ΩG(A⊗ˆKG)G → Ω(AoG)
that are inverse up to homotopy with respect to the Hochschild boundary. Using the SBI-
sequence this implies the desired result.
Let us begin with the first step described above. Consider the trace map Tr : ΩnG(KG) →
ΩnG(C) defined by
Tr(f(s)⊗ |r0〉〈s0| d(|r1〉〈s1|) · · · d(|rn〉〈sn|)) = δs0,r1 · · · δsn−1,rnδs−1sn,r0f(s)⊗ ede · · · de
and
Tr(f(s)⊗ d(|r1〉〈s1|) · · · d(|rn〉〈sn|)) = δs1,r2 · · · δsn−1,rnδs−1sn,r1f(s)⊗ de · · · de.
One checks that Tr is a covariant map and that it commutes with b and d. It follows that
Tr is a map of paramixed complexes. In fact this map is closely related to the trace map
that occured already in our proof of the stability theorem 3.33.
The map Tr induces a chain map
Tr : HomG(θΩG(A⊗ˆKG), θΩG(KG))→ HomG(θΩG(A⊗ˆKG), θΩG(C))
and we want to show that this map becomes an isomorphism in homology. First we
need some information about the homology of ΩG(KG) with respect to the equivariant
Hochschild boundary bG.
Proposition 4.9. The trace map Tr : ΩG(KG) → ΩG(C) induces an isomorphism on
the homology with respect to the Hochschild boundary. Hence
H∗(ΩG(KG), bG) =
{
OG for ∗ = 0
0 for ∗ > 0.
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Proof. For any G-algebra B we view ΩG(B) together with the equivariant Hochschild
boundary as a double complex in the following way:
?
bG
?
−b′
OG⊗ˆB⊗ˆ3 OG⊗ˆB⊗ˆ3ﬀ
id−tG
?
bG
?
−b′
OG⊗ˆB OG⊗ˆBﬀ
OG⊗ˆB⊗ˆ2 OG⊗ˆB⊗ˆ2ﬀ
id−tG
?
bG
?
−b′
id−tG
Here tG : OG⊗ˆB⊗ˆn+1 → OG⊗ˆB⊗ˆn+1 is given by
tG(f(s)⊗ b0 ⊗ · · · ⊗ bn) = (−1)nf(s)⊗ (s−1 · bn)⊗ b0 ⊗ · · · ⊗ bn−1.
The operators bG : OG⊗ˆB⊗ˆn+1 → OG⊗ˆB⊗ˆn and b′ : OG⊗ˆB⊗ˆn+1 → OG⊗ˆB⊗ˆn are defined
by
bG(f(s)⊗ b0 ⊗ · · · ⊗ bn) =
n−1∑
j=0
(−1)jf(s)⊗ b0 ⊗ · · · ⊗ bjbj+1 ⊗ · · · ⊗ bn
+ (−1)nf(s)⊗ (s−1 · bn)b0 ⊗ · · · ⊗ bn−1
and
b′(f(s)⊗ b0 ⊗ · · · ⊗ bn) =
n−1∑
j=0
(−1)jf(s)⊗ b0 ⊗ · · · ⊗ bjbj+1 ⊗ · · · ⊗ bn.
Using the natural identification ΩnG(B) = (OG⊗ˆB⊗ˆn+1)⊕ (OG⊗ˆB⊗ˆn) it is easy to see that
the total complex of this bicomplex is precisely the complex (ΩG(B), bG). Observe that
we use the symbol bG here in two different meanings, however, this should not give rise to
confusion. We will denote the complex obtained from the first column of the bicomplex
and the operator bG defined above by C
G
• (B).
We apply this description to the G-algebras KG and C. Since both algebras have local units
the second columns in the corresponding bicomplexes are acyclic (see also the discussion in
section 5.1). Thus it suffices to show that the map Tr induces a quasiisomorphism between
the first columns. Denote by K the algebra of finite rank operators on CG equipped with
the trivial G-action. We define a map λ : CG• (KG)→ CG• (K) by
λ(f(s)⊗ T0dT1 · · · dTn) = f(s)⊗ UsT0dT1 · · · dTn
where Us is the operator on CG corresponding to s ∈ G in the left regular representation.
The map λ commutes with the boundary bG and is clearly an isomorphism. Under this
isomorphism Tr corresponds to the usual trace map between the Hochschild complexes
C•(K) and C•(C) tensored with OG. Hence the assertion follows from Morita invariance
of ordinary Hochschild homology [49]. 
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We need the concept of a locally projective covariant pro-module and give the following
definition.
Definition 4.10. A covariant pro-module P is called locally projective if for every
surjective covariant map f : M → N of constant covariant modules with bounded linear
splitting and each covariant map g : P → N there exists a covariant map h : P →M such
that fh = g.
It is clear from the definitions that projective covariant modules are locally projective.
Conversely, not every locally projective covariant modules is projective. The following
lemma gives a simple criterion for local projectivity.
Lemma 4.11. Let P = (Pi)i∈I be a covariant pro-module such that all Pi are projective
covariant modules. Then P is locally projective.
Proof. Let f : M → N be a surjective covariant map with bounded linear splitting
between covariant modules. A morphism g ∈ lim−→mHom(Pm, N) is represented by a covari-
ant map gk : Pk → N . Since Pk is projective we can find a lifting hk : Pk → M such that
fhk = gk. It follows that the class h defined by hk in Hom(P,M) = lim−→mHom(Pm, N)
satisfies fh = g. 
Using lemma 4.11 and proposition 3.18 we obtain the following fact.
Corollary 4.12. Let B be any G-algebra. The covariant pro-module θΩG(B⊗ˆKG) is
locally projective.
In the following discussion we will abbreviate P = θΩG(A⊗ˆKG) and set
D = ΩG(KG), E = ΩG(C).
Since both KG and C are fine algebras the mixed complexes D and E consists of fine spaces.
The Hodge filtration yields complete spaces θnD and θnE for all n.
Clearly the map Tr : D → E is surjective. Hence we obtain an admissible short exact
sequence of paramixed complexes 0 → K → D → E → 0 where K denotes the kernel
of Tr. Since Tr is a quasiisomorphism with respect to b due to proposition 4.9 it follows
from the long exact homology sequence that K is acyclic with respect to the Hochschild
boundary. Consider the n-th level θnK = K/F nK of the Hodge tower of K. The Hodge
filtration yields a finite decreasing filtration F j = F jK/F nK of θnK. In this filtration one
has F−1 = θnK and F n = 0.
Proposition 4.13. With the notation as above
H∗(HomG(P, F jK/F j+1K)) = 0
holds for all j.
Proof. By definition we have
F jK/F j+1K = b(Kj+1)⊕Kj+1/b(Kj+2).
Since K is acyclic with respect to b it follows that b : Kj+1/b(Kj+2) → b(Kj+1) is an
isomorphism. This implies immediately that the para-supercomplex (F jK/F j+1K,B + b)
is covariantly contractible and the claim follows. 
Since P is locally projective the Hodge filtration F jK/F nK of θnK induces a finite
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decreasing filtration of the supercomplex HomG(P, θ
nK). We view the supercomplex
HomG(P, θ
nK) as a periodic Z-graded complex. Clearly the filtration of HomG(P, θnK)
yields a filtration of this Z-graded complex. Since this filtration is bounded we obtain a
convergent spectral sequence
Epq(K)⇒ H∗(HomG(P, θnK)).
From proposition 4.13 we see that this spectral sequence degenerates at the E1-term be-
cause
E1pq(K) = Hp+q(HomG(P, F
pK/F p+1K)) = 0
for all p and q. Hence we obtain
Proposition 4.14. With the notation as above we have
H∗(HomG(P, θnK)) = 0
for all n.
Lemma 4.15. With the notation as above put Cn = HomG(P, θ
nK). Then there exists
an exact sequence
H1(
∏
n∈NCn) H1(
∏
n∈NCn)ﬀ
H0(HomG(P, θK)) H0(
∏
n∈NCn)-
6
H1(HomG(P, θK))ﬀ
H0(
∏
n∈NCn)-
?
Proof. First remark that each Cn is indeed a complex. We let C be the corresponding
inverse system of complexes. Using Milnor’s description of lim←−
1 we obtain an exact sequence
0 lim←−nCn- -
∏
n∈N
Cn -id−σ
∏
n∈N
Cn lim←−
1
n
Cn- 0-
where σ denotes the structure maps in (Cn)n∈N. Since all structure maps in θK are
surjective and P is locally projective the structure maps σ in the inverse system (Cn)n∈N
are again surjective. This implies lim←−
1Cn = 0. Therefore the exact sequence above reduces
to a short exact sequence
0 lim←−nCn- -
∏
n∈N
Cn -id−σ
∏
n∈N
Cn 0-
of supercomplexes. The associated long exact sequence in homology yields the claim. 
From this lemma and proposition 4.14 we obtain
H∗(HomG(P, θK)) = 0.
Using again the fact that P is locally projective it is not hard to show that the short exact
sequence of mixed complexes 0 → K → D → E → 0 induces a short exact sequence of
supercomplexes 0 → HomG(P, θK) → HomG(P, θD) → HomG(P, θE) → 0. The induced
six-term exact sequence in homology yields the following theorem.
Theorem 4.16. The chain map
Tr : HomG(θΩG(A⊗ˆKG), θΩG(KG))→ HomG(θΩG(A⊗ˆKG), θΩG(C))
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induces an isomorphism
HPG∗ (A,C) ∼= H∗(HomG(θΩG(A⊗ˆKG), θΩG(C)).
This description of HPG∗ (A,C) can be simplified further. Using the methods developed
in section 3.3 we obtain easily that the supercomplexes θΩG(C) andXG(T C) are covariantly
homotopy equivalent. Hence passing to the X-complex in the second variable yields
HPG∗ (A,C) ∼= H∗(HomG(θΩG(A⊗ˆKG), XG(T C)).
Since the G-algebra C is quasifree the remark after proposition 3.31 shows that XG(T C)
and XG(C) are covariantly homotopy equivalent. Using lemma 3.20 we obtain
HPG∗ (A,C) ∼= H∗(HomG(θΩG(A⊗ˆKG), XG(C))
∼= H∗(HomG(θΩG(A⊗ˆKG),OG[0]))
∼= H∗(HomG(θΩG(A⊗ˆKG),C)).
Observe that
HomG(θΩG(A⊗ˆKG),C) ∼= Hom(θΩG(A⊗ˆKG)G,C)
where ΩG(A⊗ˆKG)G is the mixed complex obtained by taking coinvariants in ΩG(A⊗ˆKG).
Summarizing what we have done so far we obtain the following theorem.
Theorem 4.17. Let A be a G-algebra. There is a natural isomorphism
HPG(A,C) ∼= HP ∗(ΩG(A⊗ˆKG)G)
where HP ∗(ΩG(A⊗ˆKG)G) denotes the periodic cyclic cohomology of the mixed complex
ΩG(A⊗ˆKG)G.
The remaining step of the proof of theorem 4.8 consists in showing
HP ∗(ΩG(A⊗ˆKG)G) ∼= HP ∗(AoG).
Using excision in equivariant periodic cyclic theory and in ordinary periodic cyclic theory
we reduce the general case to the situation where the algebra A is unital. So let us assume
now that A has a unit element which will be denoted by 1A. As before we view s ∈ G
as element of CG. Since elements of both OG and CG are functions on the group G we
identify these spaces. Moreover we write T =
∑
r,s Trs[r, s] for an element
∑
r,s Trs|r〉〈s| in
KG in the sequel.
Rearranging tensor powers we define the map φ : Ωn(AoG)→ ΩnG(A⊗ˆKG)G by
φ(s0ds1 · · ·dsn ⊗ a0da1 · · · dan) = s0 . . . sn ⊗ [e, s0]d[s0, s0s1] · · · d[s0 · · · sn−1, s0 · · · sn]⊗
⊗ a0d(s0 · a1)d((s0s1) · a2) · · · d((s0 · · · sn−1) · an)
for a0 o s0 ∈ AoG and
φ(ds1 · · ·dsn ⊗ da1 · · · dan) = s1 . . . sn ⊗ d[e, s1]d[s1, s1s2] · · · d[s1 · · · sn−1, s1 · · · sn]⊗
⊗ da1d(s1 · a2) · · · d((s1 · · · sn−1) · an).
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The trace map τ : ΩnG(A⊗ˆKG)G → Ωn(AoG) is defined by
τ(s⊗ T 0dT 1 · · · dT n ⊗ a0da1 · · · dan)
=
∑
r0,...,rn∈G
T 0r0r1r
−1
0 r1dT
1
r1r2
r−11 r2 · · · dT nrn,sr0r−1n sr0 ⊗ (r−10 · a0)d(r−11 · a1) · · · d(r−1n · an)
for a0 ⊗ T 0 ∈ A⊗ˆKG and
τ(s⊗ dT 1 · · · dT n ⊗ da1 · · · dan)
=
∑
r1,...,rn∈G
dT 1r1r2r
−1
1 r2 · · · dT nrn,sr1r−1n sr1 ⊗ d(r−11 · a1) · · · d(r−1n · an).
Observe that the sums occuring here are finite since only finitely many entries in the
matrices T j are nonzero.
Proposition 4.18. The bounded linear maps φ : Ω(A o G) → ΩG(A⊗ˆKG)G and τ :
ΩG(A⊗ˆKG)G → Ω(AoG) are maps of mixed complexes and we have τφ = id.
Proof. The formulas given above clearly define bounded linear maps. Moreover re-
mark that τ is well-defined since it vanishes on coinvariants. It is immediate from the
definitions that φ and τ commute with d. A direct calculation shows that both maps also
commute with the Hochschild operators. This implies that φ and τ are maps of mixed
complexes. Furthermore one computes easily that τφ is the identity on Ω(A o G). This
yields the claim. 
We calculate explicitly
(φτ)(s⊗ T 0dT 1 · · · dT n ⊗ a0da1 · · · dan)
= φ
( ∑
r0,...,rn∈G
T 0r0r1r
−1
0 r1dT
1
r1r2
r−11 r2 · · · dT nrn,sr0r−1n sr0⊗
⊗ (r−10 · a0)d(r−11 · a1) · · · d(r−1n · an)
)
=
∑
r0,...,rn∈G
r−10 sr0 ⊗ T 0r0r1 [e, r−10 r1]d(T 1r1r2 [r−10 r1, r−10 r2]) · · · d(T nrn,sr0 [r−10 rn, r−10 sr0])⊗
⊗ (r−10 · a0)d(r−10 · a1) · · · d(r−10 · an)
=
∑
r0,...,rn∈G
s⊗ T 0r0r1 [r0, r1]d(T 1r1r2 [r1, r2]) · · · d(T nrn,sr0 [rn, sr0])⊗ a0da1 · · · dan.
In the same way one obtains
(φτ)(s⊗ dT 1 · · · dT n ⊗ da1 · · · dan)
=
∑
r1,...,rn∈G
s⊗ d(T 1r1r2 [r1, r2]) · · · d(T nrn,sr1 [rn, sr1])⊗ da1 · · · dan.
Proposition 4.19. The map φτ : ΩG(A⊗ˆKG)G → ΩG(A⊗ˆKG)G is homotopic to the
identity with respect to the Hochschild boundary.
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Proof. We have to construct a chain homotopy connecting id and φτ on the Hochschild
complex associated to the mixed complex ΩG(A⊗ˆKG)G.
As a first step we associate to an element of the form s ⊗ [r0, s0]d[r1, s1] · · · d[rn, sn] ⊗
a0da1 · · · dan a certain number M . If sj = rj+1 for all j = 0, . . . , n − 1 and s−1sn = r0 we
set M = ∞. If at least one of these conditions is not fulfilled, we let M be the smallest
number i such that si 6= ri+1 (orM = n if all sj = rj+1 for j = 0, . . . , n−1 and s−1sn 6= r0).
In a similar way we proceed with elements of the form s⊗d[r1, s1] · · · d[rn, sn]⊗da1 · · · dan.
Here the first condition disappears and the last condition becomes s−1sn = r1. The number
M is then defined as before.
We construct bounded linear maps h : ΩnG(A⊗ˆKG)G → Ωn+1G (A⊗ˆKG)G for all n as follows.
For an element s⊗ [r0, s0]d[r1, s1] · · · d[rn, sn]⊗ a0da1 · · · dan we set
h(s⊗ [r0, s0]d[r1, s1] · · · d[rn, sn]⊗ a0da1 · · · dan)
= (−1)Ms⊗ [r0, s0]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn, sn]⊗
⊗ a0da1 · · · daMd1AdaM+1 · · · dan
if M <∞ and
h(s⊗ [r0, s0]d[r1, s1] · · · d[rn, sn]⊗ a0da1 · · · dan) = 0
if M =∞.
For elements of the form s ⊗ d[r1, s1] · · · d[rn, sn] ⊗ da1 · · · dan we have to distinguish four
cases. The first case is s−1sn = r1 and M <∞. In this case we set
h(s⊗ d[r1, s1] · · · d[rn, sn]⊗ da1 . . . dan)
= (−1)Ms⊗ d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn, sn]⊗ da1 · · · daMd1AdaM+1 · · · dan
as before. The second case is s−1sn 6= r1 and M = n. We set
h(s⊗ d[r1, s1] · · · d[rn, sn]⊗ da1 · · · dan)
= (−1)Ms⊗ d[r1, s1] · · · d[rn, sn]d[sn, sn]⊗ da1 · · · dand1A
+ (−1)M+ns⊗ d[s−1sn, s−1sn]d[r1, s1] · · · d[rn, sn]⊗ d1Ada1 · · · dan.
The third case is s−1sn 6= r1 and M < n. We set
h(s⊗ d[r1, s1] · · · d[rn, sn]⊗ da1 · · · dan)
= (−1)Ms⊗ d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn, sn]⊗ da1 · · · daMd1AdaM+1 · · · dan
+ (−1)M+ns⊗ [s−1rn, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)d1Ada1 · · · d1A · · · dan−1.
Finally if M =∞ we set
h(s⊗ d[r1, s1] · · · d[rn, sn]⊗ da1 · · · dan) = 0.
Remark that in all cases h maps coinvariants to coinvariants and is therefore well-defined.
We have to check that bh + hb = id−φτ . Let us start with an element of the form
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s⊗ [r0, s0]d[r1, s1] · · · d[rn, sn]⊗ a0da1 · · · dan and assume that M < n. Then one gets
bh(s⊗ [r0, s0]d[r1, s1] · · · d[rn, sn]⊗ a0da1 · · · dan)
= b((−1)Ms⊗ [r0, s0]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn, sn]⊗
⊗ a0da1 · · · daMd1AdaM+1 · · · dan)
= (−1)M
M−1∑
j=0
(−1)js⊗ [r0, s0]d[r1, s1] · · · d[rj, sj+1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn, sn]⊗
⊗ a0da1 · · · d(ajaj+1) · · · daMd1AdaM+1 · · · dan
+ s⊗ [r0, s0]d[r1, s1] · · · d[rn, sn]⊗ a0da1 · · · dan
+ (−1)M
n−1∑
j=M+1
(−1)j+1
δsj ,rj+1s⊗ [r0, s0]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rj, sj+1] · · · d[rn, sn]⊗
⊗ a0da1 · · · daMd1AdaM+1 . . . d(ajaj+1) · · · dan
+ (−1)M(−1)n+1δs−1sn,r0s⊗ [s−1rn, s0]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] . . . d[rn−1, sn−1]⊗
⊗ (s−1 · an)a0da1 · · · daMd1AdaM+1 · · · dan−1.
On the other hand we have
hb(s⊗ [r0, s0]d[r1, s1] · · · d[rn, sn]⊗ a0da1 · · · dan)
= h
(M−1∑
j=0
(−1)js⊗ [r0, s0]d[r1, s1] · · · d[rj, sj+1] · · · d[rn, sn]⊗
⊗ a0da1 · · · d(ajaj+1) · · · dan
+
n−1∑
j=M+1
(−1)jδsj ,rj+1s⊗ [r0, s0]d[r1, s1] · · · d[rj, sj+1] · · · d[rn, sn]⊗
⊗ a0da1 · · · d(ajaj+1) · · · dan
+ (−1)nδs−1sn,r0s⊗ [s−1rn, s0]d[r1, s1] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)a0da1 · · · dan
)
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= (−1)M−1
M−1∑
j=0
(−1)js⊗ [r0, s0]d[r1, s1] · · · d[rj, sj+1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn, sn]⊗
⊗ a0da1 · · · d(ajaj+1) · · · daMd1AdaM+1 · · · dan
+ (−1)M
n−1∑
j=M+1
(−1)j
δsj ,rj+1s⊗ [r0, s0]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rj, sj+1] · · · d[rn, sn]⊗
⊗ a0da1 · · · daMd1AdaM+1 . . . d(ajaj+1) · · · dan
+ (−1)M(−1)nδs−1sn,r0s⊗ [s−1rn, s0]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)a0da1 · · · daMd1AdaM+1 · · · dan.
Hence we get in this case
(bh+ hb)(s⊗ [r0, s0]d[r1, s1] · · · d[rn, sn]⊗ a0da1 · · · dan)
= s⊗ [r0, s0]d[r1, s1] · · · d[rn, sn]⊗ a0da1 · · · dan
as desired. In fact the same computation holds true also in the case M = n where we have
δs−1sn,r0 = 0 by construction. For M =∞ we have by definition
(bh+ hb)(s⊗ [r0, s0]d[r1, s1] · · · d[rn, sn]⊗ a0da1 · · · dan) = 0.
This is again precisely what is required.
It remains to deal with elements of the form s⊗d[r1, s1] · · · d[rn, sn]⊗da1 · · · dan. The case
s−1sn = r1 and M <∞ is very similar to the previous computation and will be ommitted.
Moreover the case M = ∞ is easy. Let us deal with the case s−1sn 6= r1 and M = n. We
compute
bh(s⊗ d[r1, s1] · · · d[rn, sn]⊗ da1 · · · dan)
= b((−1)Ms⊗ d[r1, s1] · · · d[rn, sn]d[sn, sn]⊗ da1 · · · dand1A
+ (−1)M+ns⊗ d[s−1sn, s−1sn]d[r1, s1] · · · d[rn, sn]⊗ d1Ada1 · · · dan)
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= (−1)Ms⊗ [r1, s1]d[r2, s2] · · · d[rn, sn]d[sn, sn]⊗ a1da2 · · · dand1A
+ (−1)M
n−1∑
j=1
(−1)js⊗ d[r1, s1] · · · d[rj, sj+1] · · · d[rn, sn]d[sn, sn]⊗
⊗ da1 · · · d(ajaj+1) · · · dand1A
+ s⊗ d[r1, s1] · · · d[rn, sn]⊗ da1 · · · dan
+ (−1)M(−1)n+1s⊗ [s−1sn, s−1sn]d[r1, s1] · · · d[rn, sn]⊗ 1Ada1 · · · dan
+ (−1)M+ns⊗ [s−1sn, s−1sn]d[r1, s1] · · · d[rn, sn]⊗ 1Ada1 · · · dan
+ (−1)M+n
n−1∑
j=1
(−1)j+1s⊗ d[s−1sn, s−1sn]d[r1, s1] · · · d[rj, sj+1] · · · d[rn, sn]⊗
⊗ d1Ada1 · · · d(ajaj+1) · · · dan
+ (−1)M+n(−1)n+1s⊗ [s−1rn, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)d1Ada1 · · · dan−1.
On the other hand
hb(s⊗ d[r1, s1] · · · d[rn, sn]⊗ da1 · · · dan)
= h
(
s⊗ [r1, s1]d[r2, s2] · · · d[rn, sn]⊗ a1da2 · · · dan
+
n−1∑
j=1
(−1)js⊗ d[r1, s1] · · · d[rj, sj+1] · · · d[rn, sn]⊗ da1 · · · d(ajaj+1) · · · dan
+ (−1)ns⊗ [s−1rn, s−1sn]d[r1, s1] · · · d[rn−1, sn−1]⊗ (s−1 · an)da1 · · · dan−1
)
= (−1)M−1s⊗ [r1, s1]d[r2, s2] · · · d[rn, sn]d[sn, sn]⊗ a1da2 · · · dand1A
+ (−1)M−1
n−1∑
j=1
(−1)js⊗ d[r1, s1] · · · d[rj, sj+1] · · · d[rn, sn]d[sn, sn]⊗
⊗ da1 · · · d(ajaj+1) · · · dand1A
+ (−1)(M−1)+(n−1)
n−1∑
j=1
(−1)js⊗ d[s−1sn, s−1sn]d[r1, s1] · · · d[rj, sj+1] · · · d[rn, sn]⊗
⊗ d1Ada1 · · · d(ajaj+1) · · · dan
+ (−1)ns⊗ [s−1rn, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)d1Ada1 · · · dan−1.
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Comparing both expressions one checks that the answer is correct. Finally we have to deal
with the case s−1sn 6= r1 and M < n. We compute
bh(s⊗ d[r1, s1] · · · d[rn, sn]⊗ da1 · · · dan)
= b((−1)Ms⊗ d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn, sn]⊗
⊗ da1 · · · daMd1AdaM+1 · · · dan
+ (−1)M+ns⊗ [s−1rn, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)d1Ada1 · · · daMd1AdaM+1 · · · dan−1)
= (−1)Ms⊗ [r1, s1]d[r2, s2] · · · d[rM , sM ]d[sM , sM ] · · · d[rn, sn]⊗
⊗ a1da2 · · · daMd1AdaM+1 · · · dan
+ (−1)M
M−1∑
j=1
(−1)js⊗ d[r1, s1] · · · d[rj, sj+1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn, sn]⊗
⊗ da1 · · · d(ajaj+1) · · · daMd1AdaM+1 · · · dan
+ s⊗ d[r1, s1] · · · d[rn, sn]⊗ da1 · · · dan
+ (−1)M
n−1∑
j=M+1
(−1)j+1δsj ,rj+1s⊗ d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rj, sj+1] · · · d[rn, sn]⊗
⊗ da1 · · · daMd1AdaM+1 · · · d(ajaj+1) · · · dan
+ (−1)M(−1)n+1s⊗ [s−1rn, s−1sn]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)da1 · · · daMd1AdaM+1 · · · dan−1
+ (−1)M+ns⊗ [s−1rn, s−1sn][r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)da1 · · · daMd1AdaM+1 · · · dan−1
+ (−1)M+n
M−1∑
j=1
(−1)j+1
s⊗ [s−1rn, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rj, sj+1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)d1Ada1 · · · d(ajaj+1) · · · daMd1AdaM+1 · · · dan−1
+ (−1)M+n(−1)M+1s⊗ [s−1rn, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rM , sM ] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)d1Ada1 · · · daMdaM+1 · · · dan−1
+ (−1)M+n
n−2∑
j=M+1
(−1)j+2δsj ,rj+1
s⊗ [s−1rn, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rj, sj+1] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)d1Ada1 · · · daMd1AdaM+1 · · · d(ajaj+1) · · · dan−1
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+ (−1)M+n(−1)n+1
δsn−1,rns⊗ [s−1rn−1, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn−2, sn−2]⊗
⊗ s−1 · (an−1an)da1 · · · daMd1AdaM+1 · · · dan−2.
On the other hand
hb(s⊗ d[r1, s1] · · · d[rn, sn]⊗ da1 · · · dan)
= h
(
s⊗ [r1, s1]d[r2, s2] · · · d[rn, sn]⊗ a1da2 · · · dan
+
M−1∑
j=1
(−1)js⊗ d[r1, s1] · · · d[rj, sj+1] · · · d[rn, sn]⊗ da1 · · · d(ajaj+1) · · · dan
+
n−1∑
j=M+1
(−1)jδsj ,rj+1s⊗ d[r1, s1] · · · d[rj, sj+1] · · · d[rn, sn]⊗
⊗ da1 · · · d(ajaj+1) · · · dan
+ (−1)ns⊗ [s−1rn, s−1sn]d[r1, s1] · · · d[rn−1, sn−1]⊗ (s−1 · an)da1 · · · · · · dan−1
)
= (−1)M−1s⊗ [r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn, sn]
⊗ a1da2 · · · daMd1AdaM+1 · · · dan
+ (−1)M−1
M−1∑
j=1
(−1)js⊗ d[r1, s1] · · · d[rj, sj+1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn, sn]⊗
⊗ da1 · · · d(ajaj+1) · · · daMd1AdaM+1 · · · dan
+ (−1)(M−1)+(n−1)
M−1∑
j=1
(−1)j
s⊗ [s−1rn, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rj, sj+1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)d1Ada1 · · · d(ajaj+1) · · · daMd1AdaM+1 · · · dan−1
+ (−1)M
n−1∑
j=M+1
(−1)jδsj ,rj+1s⊗ d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rj, sj+1] · · · d[rn, sn]⊗
⊗ da1 · · · daMd1AdaM+1 · · · d(ajaj+1) · · · dan
+ (−1)M+n−1
n−2∑
j=M+1
(−1)jδsj ,rj+1
s⊗ [s−1rn, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rj, sj+1] · · · d[rn−1, sn−1]⊗
⊗ (s−1 · an)d1Ada1 · · · daMd1AdaM+1 · · · d(ajaj+1) · · · dan−1
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+ (−1)M+n(−1)nδsn−1,rn
s⊗ [s−1rn−1, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rM , sM ]d[sM , sM ] · · · d[rn−2, sn−2]⊗
⊗ s−1 · (an−1an)da1 · · · daMd1AdaM+1 · · · dan−2
+ (−1)ns⊗ [s−1rn, s−1sn]d[s−1sn, s−1sn]d[r1, s1] · · · d[rn−1, sn−1]
⊗ (s−1 · an)d1Ada1 · · · dan−1.
This finishes the computation showing bh+ hb = id−φτ . 
Corollary 4.20. The periodic cyclic cohomologies of Ω(AoG) and ΩG(A⊗ˆKG)G are
isomorphic. Inverse isomorphisms are induced by the maps φ and τ .
Proof. This follows after dualizing from proposition 4.19, the SBI-sequence and the
fact that periodic cyclic cohomology is the direct limit of the cyclic cohomology groups. 
We remark that all identifications that have been made so far are compatible with the
decompositions over the conjugacy classes. This observation finishes the proof of theorem
4.8.
As a special case of theorem 4.8 we obtain
Corollary 4.21. Let G be a discrete group. Localisation at the identity element gives
an isomorphism
HPG∗ (C,C)e =
⊕
j
H∗+2j(G;C)
where Hn(G;C) is the n-th group cohomology of G with coefficients in C.
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CHAPTER 5
Comparison with the theory of Baum and Schneider
In this chapter we study the relation between equivariant periodic cyclic homology and
the bivariant equivariant cohomology theory introduced by Baum and Schneider [7]. The
latter is defined using methods of algebraic topology and can be computed to some extent
using standard machinery from homological algebra. Moreover the theory of Baum and
Schneider generalizes and unifies a number of constructions which appeared earlier in the
literature. We will review the definition of this theory in section 5.3 below.
In our discussion we focus on simplicial actions of groups on simplicial complexes. Sim-
plicial complexes are an appropriate class of spaces in our situation for two reasons. On
the one hand they are special enough to have a nice de Rham-theoretic description of their
cohomology. On the other hand they are general enough to cover important examples, in
particular in connection with the Baum-Connes conjecture.
In an abstract sense our main theorem 5.12 is a computation of HPG∗ for an interesting
class of commutative G-algebras. We remark that theorem 5.12 contains as a special case
a simplicial version of Connes’ theorem computing the cyclic cohomology of the algebra
C∞(M) of smooth functions on a compact smooth manifoldM . In this sense our discussion
yields an equivariant generalization of this important result.
1. Smooth functions on simplicial complexes
In this section we study smooth functions and smooth differential forms on simplicial
complexes. Definitions and results presented here will be used in the following sections.
First we have to fix some notation. We denote by ∆k the k-dimensional standard simplex
∆k = {(x0, . . . , xk) ∈ Rk+1| 0 ≤ xj ≤ 1,
k∑
j=0
xj = 1}
in Rk+1. By construction ∆k is contained in a unique k-dimensional affine subspace of
Rk+1 which will be denoted by Ak. A function f : ∆k → C is called smooth if it is the
restriction of a smooth function on the affine space Ak.
To obtain an appropriate class of functions for our purposes we have to require conditions
on the behaviour of such smooth functions near the boundary ∂∆k of the simplex ∆k.
Roughly speaking, we shall consider only those functions which are constant in the direc-
tion orthogonal to the boundary in a neighborhood of ∂∆k.
Let us explain this precisely. We denote by ∂i∆k the i-th face of the standard simplex
consisting of all points (x0, · · · , xk) ∈ ∆k satisfying xi = 0. Then ∂i∆k defines a hyper-
plane Aki ⊂ Ak in a natural way. To this hyperplane we associate the vector space Vi which
contains all vectors in Rk that are orthogonal to Aki . For v ∈ Rk denote by ∂v(f) the partial
derivative of a smooth function f on Ak in direction v. We say that a smooth function
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f : ∆k → C is i-regular if there exists a neighborhood Ui of ∂i∆k such that ∂v(f)(x) = 0
for all x ∈ Ui and all v ∈ Vi. If we want to emphasize the particular neighborhood Ui we
also say that f is i-regular on Ui. The function f is called regular if it is i-regular for all
i = 0, . . . , k. We denote by C∞(∆k) the algebra of regular smooth functions on ∆k.
The idea behind these definitions is simple. Let us denote by C∞(∆k, ∂∆k) ⊂ C∞(∆k)
the subalgebra consisting of those functions that vanish on the boundary ∂∆k of ∆k. It is
not hard to check that C∞(∆k, ∂∆k) can be identified with the algebra C∞c (∆
k \ ∂∆k) of
smooth functions with compact support on the open set ∆k \ ∂∆k. Moreover the inclusion
∂i : ∂i∆k → ∆k of a face induces a well-defined homomorphism C∞(∆k)→ C∞(∂i∆k). If
one tries to find a natural class of smooth functions satisfying these properties one is led
to the definitions given above.
Let us explicitly consider the case k = 1. If we identify ∆1 with the unit interval [0, 1] the
algebra C∞(∆1) corresponds to the algebra of smooth functions on [0, 1] which are con-
stant around the endpoints. The algebra C∞(∆1, ∂∆1) can be identified with the algebra
C∞c (0, 1) of smooth functions with compact support on the open interval (0, 1).
We want to extend the definition of regular smooth functions to arbitrary simplicial com-
plexes. A regular smooth function on a simplicial complex X is given by a family (fσ)σ⊂X
of regular smooth functions on the simplices of X which is compatible with restriction to
faces in the obvious way. The function f is said to have compact support if only finitely
many fσ in the corresponding family are different from zero. We denote by C
∞
c (X) the
algebra of regular smooth functions with compact support on X. If the simplicial complex
X is finite we simply write C∞(X) instead of C∞c (X).
Let us now describe the natural locally convex topology on the algebra C∞c (X) of regular
smooth functions on the simplicial complex X. Again we first consider the case X = ∆k.
Let U = (U0, · · · , Uk) be a family of open subsets of ∆k where each Ui is a neighbor-
hood of ∂i∆k. The collection of all such families is partially ordered where U ≺ V iff
Vj ⊂ Uj for all j in the corresponding families. For a family U = (U0, · · · , Uk) we let
C∞(∆k,U) ⊂ C∞(∆k) be the subalgebra of smooth functions which are i-regular on Ui for
all i. We equip C∞(∆k,U) with the natural Fre´chet topology of uniform convergence of
all derivatives on ∆k. For U ≺ V we have an obvious inclusion C∞(∆k,U) ⊂ C∞(∆k,V)
which is compatible with the topologies. Moreover C∞(∆k) is obtained as the union of
the algebras C∞(∆k,U). We equip C∞(∆k) with the resulting inductive limit topology.
In this way the algebra C∞(∆k) becomes a nuclear LF-algebra. Remark that the natural
restriction homomorphism C∞(∆k) → C∞(∂i∆k) associated to the inclusion of a face is
continuous.
In order to introduce a topology on C∞c (X) for arbitrary X let K ⊂ X be a finite subcom-
plex. A function f = (fσ)σ⊂X ∈ C∞c (X) is said to have support in K if fσ = 0 for all σ ⊂ X
not contained in K. We let C∞K (X) ⊂ C∞c (X) be the algebra of regular smooth functions
with support in K. The algebra C∞K (X) is equipped with the subspace topology from the
finite direct sum of algebras C∞(σ) for σ ⊂ K. If K ⊂ L are finite subcomplexes the
obvious inclusion C∞K (X)→ C∞L (X) is compatible with the topologies. Moreover C∞c (X)
is the union over all finite subcomplexes K of the algebras C∞K (X). Hence we obtain a
natural inductive limit topology on C∞c (X). We equip the algebra C
∞
c (X) with the as-
sociated precompact bornology which equals the bounded bornology. In this way C∞c (X)
becomes a complete bornological algebra.
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Let us have a closer look at the natural continuous restriction homomorphism C∞(∆k)→
C∞(∂∆k). As above we denote by C∞(∆k, ∂∆k) ⊂ C∞(∆k) the kernel of this homomor-
phism which consists of all regular smooth functions on ∆k that have compact support in
the interior ∆k \ ∂∆k.
Proposition 5.1. For all k the restriction homomorphism C∞(∆k) → C∞(∂∆k) has
a continuous linear splitting. Hence we obtain an admissible extension
C∞(∆k, ∂∆k) C∞(∆k)-ﬀ -ﬀ C∞(∂∆k)
of complete bornological algebras.
Proof. By definition we have C∞(∂∆0) = 0 and hence the case k = 0 is trivial.
For k = 1 we identify ∆1 with the unit interval [0, 1]. Choose a smooth function h : [0, 1]→
[0, 1] such that h = 1 on [0, 1/3] and h = 0 on [2/3, 1]. We set e0 = h, e1 = 1 − h and
define σ1 : C
∞(∂∆1) = C⊕ C→ C∞(∆1) by σ1(f0, f1) = f0e0 + f1e1. It is clear that σ1 is
a continuous linear splitting for the restriction map.
In order to treat the case k = 2 we first consider the corresponding lifting problem for
a corner of ∆2. Let us formulate precisely what we mean by this. We write R+ for the
set of nonnegative real numbers. A corner of ∆2 can be viewed as a neighborhood of the
point (0, 0) in R+ × R+. Given smooth functions f1, f2 : R+ → C that are both constant
in a neighborhood of 0 and satisfy f1(0) = f2(0) we want to construct a smooth function
f : R+ × R+ → C such that
a) f(x1, 0) = f1(x1) and f(0, x2) = f2(x2) for all x1, x2 ∈ R+,
b) the function f is constant in the transversal direction in a neighborhood of the boundary
(R+ × {0}) ∪ ({0} × R+),
c) f depends linearly and continuously on f1 and f2.
In order to construct such a function we first extend f1 and f2 to smooth functions F1 and
F2 on R+ × R+ by setting
F1(x1, x2) = f1(x1), F2(x1, x2) = f2(x2).
Then we use polar coordinates (r, θ) in (R+ × R+) \ {(0, 0)} to define a smooth function
g1 by
g1(r, θ) = h
(
2θ
pi
)
where h is the function from above. We extend g1 to R+ × R+ by setting g1(0, 0) = 0.
Moreover we define g2 by g2 = 1−g1 on (R+×R+)\{(0, 0)} and g2(0, 0) = 0. Remark that
g1 and g2 are not continuous in (0, 0). With these preparations we can define the desired
function f : R+ × R+ → C by
f = f1(0)δ + F1g1 + F2g2 = f2(0)δ + F1g1 + F2g2
where δ is the characteristic function of the point (0, 0). The function f is smooth in (0, 0)
since the assumptions on f1 and f2 imply that f is constant in a neighborhood of this
point. Moreover it is easy to verify that f satisfies the conditions a), b) and c) above.
Hence this construction solves the lifting problem for a corner of ∆2.
Now we want to show that the restriction map C∞(∆2)→ C∞(∂∆2) has a continuous linear
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splitting. One can combine the functions g0 and g1 constructed above for the corners of
∆2 to obtain functions ej on ∆
2 for j = 0, 1, 2 such that
a) each ej is a regular smooth function on ∆
2 except in the vertices where ej is zero,
b) ej = 1 in the interior of ∂
j∆2 and ej = 0 in the interior of ∂
i∆2 for i 6= j,
c) for each j there exists a neighborhood Uj of the j-th vertex vj of ∆
2 such that∑
i6=j
ei = 1
holds on Uj except in vj.
Now assume that a regular smooth function f = (f0, f1, f2) on ∂∆
2 is given where fi is
defined on the face ∂i∆2. The functions fi can be extended to i-regular smooth functions
Fi on ∆
2 by
F0(x0, x1, x2) = f0
(
x1 +
x0
2
, x2 +
x0
2
)
F1(x0, x1, x2) = f1
(
x0 +
x1
2
, x2 +
x1
2
)
F2(x0, x1, x2) = f2
(
x0 +
x2
2
, x1 +
x2
2
)
.
Moreover let χ : ∆2 → C be the characteristic function of the set {v0, v1, v2} consisting of
the three vertices of ∆2. Using these functions we define σ2(f) : ∆
2 → C by
σ2(f) = fχ+ F0e0 + F1e1 + F2e2.
To avoid confusion we point out that fχ is the function which is equal to f in the vertices
of ∆2 and extended by zero to the whole simplex. It is easy to see that the restriction of
σ2(f) to the boundary of ∆
2 is equal to f . Using the fact that Fi is i-regular one checks
that σ2(f) is a regular smooth function on ∆
2. Our construction yields a continuous linear
map σ2 : C
∞(∂∆2)→ C∞(∆2) which splits the natural restriction homomorphism.
To prove the assertion for k > 2 one proceeds in a similar way as in the case k = 2.
Essentially one only has to combine the functions constructed above in an appropriate
way. First we consider again the lifting problem for a corner of ∆k. Such a corner can be
viewed as a neighborhood of (0, . . . , 0) in (R+)k. We are given smooth functions f1, . . . , fk :
(R+)k−1 which are transversally constant in a neighborhood of the boundary and satisfy
certain compatibility conditions. The function fj is extended to a smooth function Fj :
(R+)k → C by setting
Fj(x1, . . . , xk) = fj(x1, . . . , xj−1, xj+1, . . . , xk).
For 1 ≤ i < j ≤ k we define
gij(x1, . . . , xk) = g1(xi, xj), gji(x1, . . . , xk) = g2(xi, xj)
where g1 and g2 are the functions from above. Each function gij is smooth except in
some k − 2-dimensional subspace inside the boundary and transversally constant in a
neighborhood of the boundary. If we expand the product∏
0≤i<j≤k
(gij + gji)
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we obtain a sum of functions which are smooth except in the boundary and transversally
constant in a neighborhood of the boundary. Moreover these functions vanish in the interior
of all faces except possibly one. Using the functions Fj constructed before we can proceed
as in the case k = 2 to solve the lifting problem for the k-dimensional corner. Since this is
a straightforward but lengthy verification we omit the details.
To treat the simplex ∆k we construct functions ej for j = 0, . . . , k such that
a) ej is regular smooth except in the (k − 2)-skeleton of ∆k where ej = 0,
b) ej = 1 in the interior of ∂
j∆k and ej = 0 in the interior of ∂
i∆k for i 6= j,
c) for each point x ∈ ∂∆k there exists a neighborhood Ux of x such that∑
j∈S(x)
ej = 1
in Ux except the (k − 2)-skeleton of ∆k where S(x) is the collection of all i such that
x ∈ ∂i∆k.
Assume that a regular smooth function f = (f0, . . . , fk) on ∂∆
k is given where fi is defined
on the face ∂i∆k. The function fi can be extended to an i-regular smooth function Fi on
∆k by
Fi(x0, . . . , xk) = fi
(
x0 +
xi
k
, . . . , xi−1 +
xi
k
, xi+1 +
xi
k
, . . . , xk +
xi
k
)
.
Moreover let χ : ∆k → C be the characteristic function of the k − 2-skeleton of ∆k. We
define σk(f) : ∆
k → C by
σk(f) = fχ+
k∑
j=0
Fj ej.
Using the properties of the functions ej and the fact that Fj is j-regular one checks that
σk(f) is a regular smooth function. The restriction of σk(f) to ∂∆
k is equal to f . In
this way we obtain a continuous linear splitting σk : C
∞(∂∆k)→ C∞(∆k) for the natural
restriction homomorphism. 
For a simplicial complex X let Xk denote its k-skeleton. Consider the natural continuous
restriction homomorphism C∞c (X
k)→ C∞c (Xk−1). The kernel of this homomorphism will
be denoted by C∞c (X
k, Xk−1).
Proposition 5.2. Let X be a simplicial complex. For all k the restriction homo-
morphism C∞c (X
k) → C∞c (Xk−1) has a continuous linear splitting. Hence we obtain an
admissible extension
C∞c (X
k, Xk−1) C∞c (X
k)-ﬀ -ﬀ C∞c (X
k−1)
of complete bornological algebras.
Proof. We construct a retraction ρ : C∞c (X
k)→ C∞c (Xk, Xk−1) for the natural inclu-
sion. The algebra C∞c (X
k, Xk−1) can be identified with a direct sum
⊕
i∈I C
∞(∆k, ∂∆k).
Recall that the elements f ∈ C∞c (Xk) are families (fσ)σ⊂Xk . For each k-simplex σ ∈ Xk
we define a map
ρσ : C
∞
c (X
k)→ C∞(∆k, ∂∆k), ρσ((fσ)) = ρk(fσ)
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where ρk : C
∞(∆k) → C∞(∆k, ∂∆k) is the retraction obtained in proposition 5.1. It is
easy to check that ρσ is continuous. The maps ρσ assemble to yield a map
ρ : C∞c (X
k)→
⊕
i∈I
C∞(∆k, ∂∆k) = C∞(Xk, Xk−1)
which is again continuous. Moreover by construction ρ is a retraction for the inclusion
C∞(Xk, Xk−1)→ C∞(Xk). 
For the proof of theorem 5.12 we will need that certain algebras have local units in the
following sense. We say that a complete bornological algebra K has local units if for
every small subset S ⊂ K there exists an element e ∈ K such that es = se = s for
all s ∈ S. Clearly every unital complete bornological algebra has local units. In the
bornological framework complete bornological algebras with local units behave like H-
unital algebras [62], [63] in the algebraic context. Remark that a complete bornological
algebra having local units is in particular H-unital in the purely algebraic sense. The
proofs in [39] can easily be adapted to show that every admissible extension
K E-
ﬀ -ﬀ Q
of complete bornological algebras induces a long exact sequence in (bornological) Hochschild
homology provided K has local units. A similar assertion holds also for the homology with
respect to the twisted Hochschild boundary in the equivariant context. This is the reason
why we are interested in the existence of local units in some situations. In particular we
will need the following result.
Proposition 5.3. Let X be a locally finite simplicial complex. For every finite sub-
complex K ⊂ X there exists a positive function e ∈ C∞c (X) such that e = 1 on K. In
particular C∞c (X) has local units.
Proof. First recall that a simplicial complex X is called locally finite if every vertex
of X is contained in only finitely many simplices of X. A simplicial complex is locally
finite iff it is a locally compact space in the weak topology [58].
The desired function e will be constructed inductively. On X0 we define e(x) = 1 if x ∈ K0
and e(x) = 0 otherwise. Assuming that e is constructed on Xk−1 we essentially have to
extend functions which are defined on the boundary of k-dimensional simplices to the whole
simplices. If e is constant on the boundary we extend it to the whole simplex as a constant
function. In general the extension can be done using the liftings for the restriction map
C∞(∆k)→ C∞(∂∆k) constructed in proposition 5.1. It is clear that the resulting regular
smooth function e is equal to 1 on K. The fact that X is locally finite guarantees that e
has compact support. Since every small subset of C∞c (X) is contained in C
∞
K (X) for some
finite subcomplex K ⊂ X the previous discussion shows that C∞c (X) has local units. 
Apart from smooth functions we also have to consider differential forms on simplicial
complexes in the following sections. A smooth differential form on the standard simplex
∆k is defined as the restriction of a smooth differential form on the k-dimensional affine
space Ak to ∆k. Again we have to impose some conditions on the behaviour near the
boundary. Let us consider forms of a fixed degree p. For v ∈ Rk we denote by Lv the Lie
derivative in direction v and by ιv the interior product with the vector field associated to
v. Using the notation established in the beginning of this section we say that a smooth
p-form ω on ∆k is i-regular if there exist a neighborhood Ui of ∂
i∆k such that Lv(ω)(x) = 0
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and ιv(ω)(x) = 0 for all x ∈ Ui and all v ∈ Vi. The form ω is called regular if it is i-regular
for all i = 0, . . . , k.
Given a simplicial complexX a regular smooth p-form ω onX is a family (ωσ)σ⊂X of regular
smooth p-forms on the simplices of X which is compatible with the natural restriction
maps. A form ω = (ωσ)σ⊂X is said to have compact support if only finitely many ωσ in
the corresponding family are nonzero. We denote by Apc(X) the space of regular smooth
p-forms on X with compact support. The exterior differential d can be defined on Ac(X)
in the obvious way and turns it into a complex. Also the exterior product of differential
forms extends naturally. Note that A0c(X) is isomorphic to the algebra C∞c (X) of regular
smooth functions defined above.
As in the case of functions there is a natural topology on the space Apc(X) of regular
smooth p-forms. Let us start with X = ∆k and consider a family U = (U0, · · · , Uk) of open
subsets of ∆k where each Ui is a neighborhood of ∂
i∆k. We let Ap(∆k,U) ⊂ C∞(∆k) be
the space of smooth p-forms which are i-regular on Ui for all i and equip this space with the
natural Fre´chet topology. We obtain a corresponding inductive limit topology on Ap(∆k).
Since one proceeds for an arbitrary simplicial complex X as in the case of functions we
shall not work out the details. Most of the time we will not take into account the resulting
bornology on Apc(X) in our considerations anyway.
We will have to consider differential forms not only as globally defined objects but also
from the point of view of sheaf theory. The regularity conditions for smooth differential
forms on a simplicial complex X obviously make sense also for an open subset U of X.
Hence we obtain in a natural way sheaves ApX on X by letting Γ(U,ApX) be the space of
regular smooth p-forms on the open set U ⊂ X. We also write C∞X for the sheaf A0X . The
sheaf C∞X is a sheaf of rings and the sheaves ApX are sheaves of modules for C∞X . Clearly
the space Γc(X,ApX) of global sections with compact support of ApX can be identified with
Apc(X).
Proposition 5.4. Let X be a locally finite simplicial complex. The sheaves ApX are
c-soft for all p and
CX A0X- A1X-d A2X-d · · ·-d
is a resolution of the constant sheaf CX on X.
Proof. In this proof we will tacitly use some standard results in sheaf theory which
can be found for instance in [16]. Let us first show that the sheaves ApX are c-soft. Since
the sheaves ApX are sheaves of modules for the sheaf of rings C∞X it suffices to show that C∞X
is c-soft. Moreover we may assume without loss of generality that X is a finite complex.
We have to show that the restriction map Γ(X,C∞X )→ Γ(K,C∞X ) is surjective for all closed
subsets K ⊂ X. Given a regular smooth function f on K we shall construct a regular
smooth function F : X → C which extends f . For x ∈ X0 we put F (x) = f(x) if x ∈ K
and F (x) = 0 otherwise. Now assume that F has been constructed on Xk−1. In order
to extend F to Xk we can consider each k-simplex of X separately. If σ is a k-simplex
then F is already given on ∂σ by induction hypothesis and on the closed subset σ ∩ K
by assumption. The resulting function can be extended to a smooth regular function in a
small neigborhood U of ∂σ ∪ (σ ∩K). We find a regular smooth function h on σ such that
the support of h is contained in U and h = 1 on ∂σ ∪ (σ ∩K). Using the function h we
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can extend F to the whole simplex σ.
To show that the complex of sheaves A•X is a resolution of the constant sheaf on X we have
to prove that the stalks (A•X)x of this complex are resolutions of C for all x ∈ X. Each
point x ∈ X is contained in Xk \Xk−1 for some k and we find a k-dimensional simplex σ
in X such that x is an element in the interior σ \ ∂σ of σ. From the definition of regular
smooth differential forms we see that the stalks (A•X)x depend only on the coordinates of
σ. Hence we can identify these stalks in a natural way with stalks of the sheaves A•Rk of
smooth differential forms on k-dimensional Euclidean space. Using the Poincare´ lemma we
easily obtain the assertion. 
2. G-simplicial complexes
In this section we collect some material concerning group actions on simplicial com-
plexes.
Recall that a simplicial map between simplicial complexes X and Y is a continuous map
f : X → Y such that the restriction of f to any simplex of X is an affine map into a
simplex of Y . We say that the discrete group G acts simplicially on X if every s ∈ G acts
as a simplicial map.
An interesting example of a simplicial action is the model for the universal space for proper
actions EG constructed as follows [6]. By definition
EG = {f ∈ Cc(G, [0, 1])|
∑
s∈G
f(s) = 1}
is the geometric realization of the simplicial complex whose n-simplices are all (n + 1)-
element subsets of G and the action of G is given by translation. The Baum-Connes
conjecture asserts that the K-theory of the reduced group C∗-algebra C∗r (G) of G is iso-
morphic to the equivariant K-homology with compact supports of EG. This is the reason
why the universal space for proper actions plays an important role in this context. We
refer to [4], [6] for more information.
Assume that G acts simplicially on a simplicial complex X. The action is called type-
preserving if for each simplex σ of X the stabilizer Gσ fixes the vertices of σ. In other
words, an element of G which fixes a simplex actually acts trivially on this simplex. Pass-
ing to the barycentric subdivision one may always achieve that G acts type-preserving.
Let us now specify the class of G-spaces we are interested in.
Definition 5.5. Let G be a discrete group. A G-simplicial complex is a locally finite
and finite dimensional simplicial complex X with a type-preserving simplicial action of the
group G.
The algebra C∞c (X) of regular smooth functions on a G-simplicial complex is equipped
with a natural G-action. Our goal is to describe the equivariant periodic cyclic homology
of the G-algebras arising in this way.
If X is a G-simplicial complex the space XH of invariants with respect to a subgroup
H ⊂ G is a subcomplex of X. The action of G on X is proper iff the stabilizer of every
point is a finite subgroup of G. Equivalently, X is proper iff the fixed point set XH is
empty whenever H is an infinite subgroup of G.
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3. Bivariant equivariant cohomology
In this section we review the definition of bivariant equivariant cohomology in the sense
of Baum and Schneider [7].
Let G be a discrete group and let X be a locally compact G-space. Consider the space
Xˆ = {(s, x) ∈ G×X| s is of finite order and s · x = x} ⊂ G×X.
Since G is discrete we may also view Xˆ as the disjoint union of the fixed point sets
Xs = {x ∈ X| s ·x = x} for elements s ∈ G of finite order. There is a G-action on Xˆ given
by
t · (s, x) = (tst−1, t · x)
for t ∈ G, (s, x) ∈ Xˆ.
Recall from section 2.3 the definition of an equivariant sheaf. Since the category of equi-
variant sheaves on any G-space has enough injectives [37] we can choose an injective
resolution
CXˆ I0- I1- I2- · · ·-
of the constant sheaf CXˆ in the category of equivariant sheaves on Xˆ. Consider the complex
C•c (Xˆ) obtained by taking global sections with compact support of the sheaves I
•. Since
the sheaves Ij are equivariant there is a natural G-action on Cjc (Xˆ) for all j. Moreover we
have an OG-module structure on Cjc (Xˆ) given by
(fσ)(s, x) = f(s)σ(s, x)
for f ∈ OG and σ ∈ Cjc (Xˆ). Observe that only the elliptic part of OG acts nontrivially
on Cjc (Xˆ). It is easy to check that this OG-module structure and the natural G-action
combine to give each Cjc (Xˆ) the structure of a fine covariant module.
With these preparations the definition of bivariant equivariant cohomology given by Baum
and Schneider can be formulated as follows.
Definition 5.6. Let G be a discrete group and let X and Y be G-spaces. The (delo-
calized) bivariant equivariant cohomology of X and Y is
HnG(X, Y ) = Ext
n
G(C
•
c (Xˆ), C
•
c (Yˆ ))
where ExtG denotes the hyperext functor in the category of fine covariant modules.
The functor ExtG can be viewed as the Hom-functor in the derived category of fine
covariant modules. For general information on derived categories we refer to [33], [61].
Here we shall only explain how the right-hand side in definition 5.6 can be computed.
Choose a complex I•(Yˆ ) consisting of injective fine covariant modules together with a
quasiisomorphism C•c (Yˆ )→ I•(Yˆ ). Then
ExtnG(C
•
c (Xˆ), C
•
c (Yˆ )) = Hn(HomG(C
•
c (Xˆ), I
•(Yˆ )),
hence in order to calculate ExtG we have to compute the homology of a certain Hom-
complex.
89
Now let X be a G-simplicial complex. Since Xˆ is again a simplicial complex we may
consider the resolution
CXˆ A0Xˆ- A1Xˆ-d A2Xˆ-d · · ·-d
of the constant sheaf CXˆ by regular smooth differential forms which was constructed in
section 5.1. The sheaves Ap
Xˆ
are G-equivariant and we obtain in fact a resolution in the
category ShG(Xˆ) of equivariant sheaves on Xˆ. The spaces Apc(Xˆ) become G-modules
in a natural way. Moreover there is an OG-module structure on Apc(Xˆ) induced by the
projection Xˆ → G. In the same way as above one checks that these actions combine to
give Apc(Xˆ) the structure of a covariant module for every p .
Although there is a natural bornology on A•c(Xˆ) this structure will not be taken into
account for the the remaining part of this section. In order to make this explicit let us
denote by Fine the functor on covariant modules which changes the bornology to the fine
bornology.
Proposition 5.7. Let X and Y be G-simplicial complexes. Then we have an isomor-
phism
HnG(X, Y ) = Ext
n
G(Fine(A•c(Xˆ)),Fine(A•c(Yˆ )))
which is natural with respect to equivariant proper simplicial maps in both variables.
Proof. This isomorphism follows from proposition 5.4 and the fact that ExtG does
not distinguish between quasiisomorphic complexes. The assertion concerning naturality
is clear. 
Since X is finite dimensional the complex A•c(Xˆ) is not only bounded below but also
bounded above. This means that in order to compute ExtnG(Fine(A•c(Xˆ)),Fine(A•c(Yˆ ))) we
may use a complex P •(Xˆ) consisting of projective fine covariant modules together with a
quasiisomorphism p : P •(Xˆ)→ A•c(Xˆ) and obtain
ExtnG(Fine(A•c(Xˆ)),Fine(A•c(Yˆ ))) = Hn(HomG(P •(Xˆ),Fine(A•c(Yˆ )))).
If D = dim(Xˆ) is the dimension of Xˆ we can construct a natural resolution P ••(Xˆ) of
A•c(Xˆ) in such a way that its total complex P •(Xˆ) fits into a commutative diagram of the
form
0 ADc (Xˆ)ﬀ
0 PD(Xˆ)ﬀ
?
pD
AD−1c (Xˆ)ﬀ d
PD−1(Xˆ)ﬀ δ
?
pD−1
AD−2c (Xˆ)ﬀd
PD−2(Xˆ)ﬀδ
?
pD−2
· · ·ﬀ
d
· · ·ﬀ δ
Moreover we shall require that the covariant modules P j(Xˆ) have an additional property.
Recall from section 2.3 that Gs ⊂ G denotes the centralizer of an element s ∈ G. Proposi-
tion 2.12 shows that P j(Xˆ) is projective iff all localisations P j(Xˆ)s for s ∈ G are projective
Gs-modules. Using an averaging argument we may assume without loss of generality that
for all elements s of finite order the action of s on the projective Gs-module P
j(Xˆ)s is
trivial. Moreover we may require that P j(Xˆ)s = 0 if s is of infinite order since A•c(Xˆ)s = 0
in this case. If all P j(Xˆ) satisfy these conditions we call the projective resolution P •(Xˆ)
regular. Hence we may assume without loss of generality that the resolution P •(Xˆ) is
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regular. This fact will be used in the proof of theorem 5.12 below.
Our goal is to obtain a description of HnG(X,Y ) which is closer to the definition of equi-
variant cyclic homology. In order to achieve this we view A•c(Xˆ) as a mixed complex by
setting the b-boundary equal to zero and letting B = d be the exterior differential. We
associate to this mixed complex a tower of supercomplexes Ac(Xˆ) = (Ac(Xˆ)k) as follows.
We define
Ac(Xˆ)k =
k⊕
j=0
Ajc(Xˆ)
and equip this space with the ordinary grading into even and odd forms and differential
B+b = d. Observe that Ac(Xˆ)k = Ac(Xˆ)D for k ≥ D. Hence the tower of supercomplexes
Ac(Xˆ) is isomorphic to the constant supercomplex
Ac(Xˆ) ∼=
D⊕
j=0
Ajc(Xˆ).
In a similar way the projective resolution P •(Xˆ) satisfies the axioms of a mixed complex
except that it it is not bounded below. Let us define a tower of supercomplexes P (Xˆ) =
(P (Xˆ)k) as follows. We set
P (Xˆ)k = P
−(k+1)(Xˆ)/δ(P−(k+2)(Xˆ))⊕
k⊕
j=−k
P j(Xˆ)⊕ δ(P k(Xˆ))
Remark that for k ≥ D this becomes
P (Xˆ)k = P
−(k+1)(Xˆ)/δ(P−(k+2)(Xˆ))⊕
D⊕
j=−k
P j(Xˆ).
Clearly we consider the grading into even and odd components on P (Xˆ)k and equip these
spaces with the differential δ. Since the covariant modules P j(Xˆ) are projective for all j it is
easy to see that the inverse system P (Xˆ) is locally projective in the sense of definition 4.10.
The chain map p : P •(Xˆ)→ A•c(Xˆ) induces a covariant chain map of pro-supercomplexes
p : P (Xˆ)→ Ac(Xˆ).
Proposition 5.8. Let X and Y be G-simplicial complexes. Then⊕
j∈Z
H∗+2jG (X, Y ) = H∗(lim−→
k
HomG(P (Xˆ)k,Fine(Ac(Yˆ ))))
= H∗(HomG(P (Xˆ),Fine(Ac(Yˆ ))))
where in the last expression we take homomorphisms in pro(G-Mod).
Proof. The degree n component of HomG(P
•(Xˆ),Fine(A•c(Yˆ ))) is⊕
i∈Z
HomG(P
i(Xˆ),Fine(Ai+nc (Yˆ ))),
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here a direct sum occurs because A•c(Yˆ ) is a bounded complex. We deduce⊕
j∈Z
Hom∗+2jG (P
•(Xˆ),Fine(A•c(Yˆ ))) =
⊕
j∈Z
⊕
i∈Z
HomG(P
i(Xˆ),Fine(Ai+2j+∗c (Yˆ )))
and obtain natural maps
λk : HomG(P (Xˆ)k,Fine(Ac(Yˆ )))→
⊕
j∈Z
Hom∗+2jG (P
•(Xˆ),Fine(A•c(Yˆ )))
for all k ≥ dim(Xˆ). It is easy to check that each λk is a chain map of supercomplexes.
Moreover the maps λk are compatible with the projections in the first variable. The
resulting map
λ : lim−→
k
HomG(P (Xˆ)k,Fine(Ac(Yˆ )))→
⊕
j∈Z
Hom∗+2jG (P
•(Xˆ),Fine(A•c(Yˆ )))
is an isomorphism of complexes. 
4. The equivariant Hochschild-Kostant-Rosenberg theorem
The goal of this section is to identify the homology of ΩG(C
∞
c (X)) with respect to the
equivariant Hochschild boundary. This will be an important ingredient in the proof of our
main theorem 5.12 below.
For each element s ∈ G we view Ac(Xs) as a (para-) mixed complex with b-boundary
equal to zero and B-boundary equal to the exterior differential d. We define the (localized)
equivariant Hochschild-Kostant-Rosenberg map αs : ΩG(C
∞
c (X))s → Ac(Xs) by
αs(f ⊗ a0da1 · · · dan) = 1
n!
f(s) a0da1 ∧ · · · ∧ dan|Xs
where we recall that Xs denotes the set of fixed points under the action of s. The main
result of this section is
Theorem 5.9. Let X be a G-simplicial complex. For all elements s ∈ G the equivariant
Hochschild-Kostant-Rosenberg map αs : ΩG(C
∞
c (X))s → Ac(Xs) is a map of paramixed
complexes and induces an isomorphism
H∗(ΩG(C∞c (X))s, b) = Ac(Xs).
Proof. Let us first remark that Block and Getzler have obtained a similar result in
the context of smooth actions of compact Lie groups on compact manifolds [14]. In our
case the proof is actually simpler. This is in particular due to the fact that the G-spaces
we are working with are already triangulated in a way which is compatible with the action.
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Let us first show that αs is a map of paramixed complexes. We compute
αsb(f ⊗ a0da1 · · · dan) =
n−1∑
j=0
(−1)jαs(f(s)⊗ a0da1 · · · d(ajaj+1) · · · dan)
+ (−1)nαs(f(s)⊗ (s−1 · an)a0da1 · · · dan−1)
=
1
(n− 1)!
( n−1∑
j=0
(−1)jf(s) a0da1 ∧ · · · ∧ d(ajaj+1) · · · ∧ dan|Xs
+ (−1)nf(s)ana0da1 ∧ · · · ∧ dan−1|Xs
)
= 0
where we use (s−1 · an)(x) = an(s · x) = an(x) for all x ∈ Xs. Moreover we have
αsB(f ⊗ a0da1 · · · dan) =
n∑
j=0
(−1)njαs(f(s)⊗ s−1 · (dan−j+1 · · · dan)da0 · · · dan−j)
=
1
(n+ 1)!
n∑
j=0
(−1)njf(s) dan−j+1 ∧ · · · ∧ dan ∧ da0 ∧ · · · ∧ dan−j|Xs
=
1
n!
f(s) da0 ∧ · · · ∧ dan|Xs = dαs(f ⊗ a0da1 · · · dan)
and hence αs commutes with the boundary operators as desired.
In order to show that αs is a quasiisomorphism with respect to the Hochschild boundary
we first consider the case that X is an equivariant simplex. By definition an equivariant
simplex is a space of the form X = G/H ×∆k where H is a subgroup of G and the action
on G/H is given by translation. Remark that the space of fixed points Xs for the action of
s is given by Xs = (G/H)s ×∆k in this situation where (G/H)s is the set of fixed points
in the homogenous space G/H. We define
C∞c (X, ∂X) = Cc(G/H)⊗ˆC∞(∆k, ∂∆k)
where we recall that C∞(∆k, ∂∆k) is the kernel of the restriction homomorphism C∞(∆k)→
C∞(∂∆k). Moreover we set
Ac(Xs, ∂Xs) = Cc((G/H)s)⊗ˆA(∆k, ∂∆k)
where A(∆k, ∂∆k) denotes the space of regular differential forms on ∆k which vanish on
the boundary ∂∆k. It is easy to check that the equivariant Hochschild-Kostant-Rosenberg
map for X restricts to a chain map
αs : ΩG(C
∞
c (X, ∂X))s → Ac(Xs, ∂Xs).
Our first goal is to show that this map induces an isomorphism in homology.
In order to do this we shall reduce the question to the case G = Z. This can be done as
follows. Consider the cyclic subgroup S of G generated by s. There is a canonical group
homomorphism Z → S which maps 1 to s and for convenience we will also denote the
generator 1 of Z by s in the sequel. We may view X = G/H × ∆k as a Z-space using
the group homomorphism Z→ G induced by the inclusion S ⊂ G. Clearly the complexes
ΩG(C
∞
c (X, ∂X))s and ΩZ(C
∞
c (X, ∂X))s are isomorphic since the equivariant Hochschild
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boundary in ΩG(C
∞
c (X, ∂X))s only depends on s. Now observe that as a Z-space X can
be written as disjoint union
X =
⋃
j∈J
Xnj
for some index set J where Xn is the Z-equivariant simplex
Xn = Z/nZ×∆k
for n ≥ 0. In this decomposition the spaces Xn may appear with multiplicity. Observe
that if the order of s ∈ G is finite only those Xn can appear for which n divides the order of
s. Let us determine how the map αs : ΩZ(C
∞
c (X, ∂X))s → Ac(Xs, ∂Xs) can be described
in terms of the spaces Xnj . On the right hand side the decomposition of X induces a
direct sum decomposition Ac(Xs, ∂Xs) =
⊕
j∈J A(Xsnj , ∂Xsnj). On the left hand side we
obtain an isomorphism C∞c (X) =
⊕
j∈J C
∞
c (Xnj) of Z-algebras and a natural inclusion of
complexes
ι :
⊕
j∈J
ΩZ(C
∞
c (Xnj , ∂Xnj))s → ΩZ(
⊕
j∈J
C∞c (Xnj , ∂Xnj))s.
The map ι is a quasiisomorphism on homology. If J is a finite set this follows directly from
the general discussion preceeding proposition 5.3 since the algebras C∞c (Xnj , ∂Xnj) have
local units. The general case is obtained from this by an inductive limit argument.
It follows that αs : ΩG(C
∞
c (X, ∂X))s → Ac(Xs, ∂Xs) is a quasiisomorphism iff αsι is a
quasiisomorphism. We see easily that it suffices to show that the maps
αs : ΩZ(C
∞
c (Xn, ∂Xn))s → A(Xsn, ∂Xsn)
for the Z-equivariant simplices Xn are quasiisomorphisms for all n ≥ 0. Remark that the
fixed point set Xsn is empty for n = 0 or n > 1. In particular we have A(Xsn, ∂Xsn) = 0 for
n = 0 or n > 1.
Proposition 5.10. With the notation as above we have:
a) The equivariant Hochschild-Kostant-Rosenberg map
αs : ΩZ(C
∞
c (X1, ∂X1))s → A(Xs1 , ∂Xs1)
is a quasiisomorphism.
b) For n = 0 or n > 1 the homology of ΩZ(C
∞
c (Xn, ∂Xn))s with respect to the equivariant
Hochschild boundary is trivial.
Proof. a) By definition we have X1 ∼= ∆k and the action is trivial. The algebra
C∞c (X1, ∂X1) can be identified with the algebra C
∞
c (∆
k \ ∂∆k) of smooth functions with
compact support on ∆k \ ∂∆k. The bornology on this nuclear LF-algebra is the bounded
bornology which equals the precompact bornology. We recall from section 1.1 that the
completed bornological tensor product is given by the inductive tensor product in this
situation. Moreover the space A(Xs1 , ∂Xs1) consist of smooth differential forms with com-
pact support in ∆k \ ∂∆k. With these observations in mind the assertion follows from the
classical Hochschild-Kostant-Rosenberg theorem [59].
b) First let A be any unital complete bornological algebra. We equip A with the trivial
Z-action and consider the Z-algebra Cc(Z/nZ)⊗ˆA. An element of this algebra can be
written as a linear combination of elements [i] ⊗ a where [i] ∈ Cc(Z/nZ) for i ∈ Z/nZ
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denotes the characteristic function located in i and a is an element in A. Observe that
since we assume A to be unital the algebras Cc(Z/nZ)⊗ˆA have local units. Using the
notation introduced in the proof of proposition 4.9 it follows that the natural inclusion
CZ• (Cc(Z/nZ)⊗ˆA)s → ΩZ(Cc(Z/nZ)⊗ˆA)s is a quasiisomorphism for all n.
We want to construct a contracting homotopy h for the complex CZ• (Cc(Z/nZ)⊗ˆA)s. Using
the natural identification CZn (Cc(Z/nZ)⊗ˆA)s ∼= (Cc(Z/nZ)⊗ˆA)⊗ˆn+1 we define
h(([i0]⊗ a0)⊗ · · · ⊗ ([im]⊗ am))
= (−1)l+1([i0]⊗ a0)⊗ · · · ⊗ ([il+1]⊗ 1)⊗ ([il+1]⊗ al+1)⊗ · · · ⊗ ([im]⊗ am)
if 0 ≤ l ≤ m− 1 is the smallest number such that il 6= il+1 or
h(([i0]⊗ a0)⊗ · · · ⊗ ([im]⊗ am)) = ([i0]⊗ 1)⊗ ([i0]⊗ a0)⊗ · · · ⊗ ([im]⊗ am)
if ij = ij+1 for 0 ≤ j ≤ m − 1. Easy calculations show that h is indeed a contracting
homotopy.
It follows from this discussion that the complexes ΩZ(Cc(Z/nZ)⊗ˆA)s are acyclic for n = 0
or n > 1. We will now use this result to show that the homology of ΩZ(C
∞
c (Xn, ∂Xn))s is
trivial for these n. Due to proposition 5.2 we have an extension of Z-algebras with bounded
linear splitting
C∞c (Xn, ∂Xn) C
∞
c (Xn)-
ﬀ -ﬀ C∞c (∂Xn).
The algebras C∞c (Xn) and C
∞
c (∂Xn) are obviously of the form Cc(Z/nZ)⊗ˆA described
above. Hence the homology of ΩZ(C
∞
c (Xn))s and ΩZ(C
∞
c (∂Xn))s is trivial. Moreover
the algebra C∞c (Xn, ∂Xn) has local units. We obtain a long exact sequence in homology
showing that the complex (ΩZ(C
∞
c (Xn, ∂Xn))s, b) is acyclic. This finishes the proof of
proposition 5.10. 
Together with the discussion preceeding proposition 5.10 we deduce
Proposition 5.11. Let X = G/H ×∆k be an equivariant simplex. For all s ∈ G the
equivariant Hochschild-Kostant-Rosenberg map
αs : ΩG(C
∞
c (X, ∂X))s → Ac(Xs, ∂Xs)
is a quasiisomorphism.
Now let us finish the proof of theorem 5.9. We use induction on the dimension of X. If
dim(X) = 0 the space X is a disjoint union of homogenous spaces G/H. As above we see
that it suffices to consider an equivariant simplex X = G/H. Since C∞c (X) = C
∞
c (X, ∂X)
in this case the assertion follows from proposition 5.11. Now consider the diagram
Ac((Xk)s, (Xk−1)s) Ac((Xk)s)-
ΩG(C
∞
c (X
k, Xk−1))s ΩG(C∞c (X
k))s-
? ?
αs
Ac((Xk−1)s)-
ΩG(C
∞
c (X
k−1))s-
?
αs
where Ac((Xk)s, (Xk−1)s) is the kernel of the natural map Ac((Xk)s) → Ac((Xk−1)s).
The algebra C∞c (X
k, Xk−1) is a direct sum of algebras of the form C∞c (σ, ∂σ) where
σ = G/H × ∆k is an equivariant simplex. In particular C∞c (Xk, Xk−1) has local units.
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Hence the upper horizontal sequence induces a long exact sequence in homology. More-
over proposition 5.11 implies that the left vertical map is a quasiisomorphism. The right
vertical map is a quasiisomorphism by induction hypothesis. Hence the same holds true
for αs : ΩG(C
∞
c (X
k))s → Ac((Xk)s).
This completes the proof of theorem 5.9.
5. The comparison theorem
In this section we prove the following theorem which explains the relation between
equivariant periodic cyclic homology and bivariant equivariant cohomology in the sense of
Baum and Schneider.
Theorem 5.12. Let G be a discrete group and let X and Y be G-simplicial complexes.
If the action of G on X is proper there exists a natural isomorphism
HPG∗ (C
∞
c (X), C
∞
c (Y ))
∼=
⊕
j∈Z
H∗+2jG (X,Y ).
The elliptic part of HPG∗ (C
∞
c (X), C
∞
c (Y )) is naturally isomorphic to
⊕
j∈ZH
∗+2j
G (X,Y )
even it the action on X is not proper. These isomorphisms are natural with respect to
equivariant proper simplicial maps in both variables.
In section 3.4 we have seen that equivariant periodic cyclic homology admits a canonical
decomposition over the conjugacy classes
HPG∗ (A,B) =
∏
〈s〉∈〈G〉
HPG∗ (A,B)〈s〉
for arbitrary G-algebras A and B. The elliptic part of equivariant periodic cyclic homology
is by definition the contribution coming from conjugacy classes of elements s ∈ G of finite
order. The contribution from conjugacy classes of elements of infinite order is called the
hyperbolic part.
Using this terminology it is immediate from the definitions that the theory H∗G defined
by Baum and Schneider a priori only has an elliptic part. Hence theorem 5.12 states in
particular that the hyperbolic part of HPG∗ (C
∞
c (X), C
∞
c (Y )) is zero provided the action of
G on X is proper. In the general case the hyperbolic part of HPG∗ (C
∞
c (X), C
∞
c (Y )) might
be different from zero, however, this cannot be detected using the theory introduced by
Baum and Schneider. In this sense theorem 5.12 is the most general statement one could
expect in our context.
The proof of theorem 5.12 is divided into several steps. First we shall identify HPG∗ with
an auxiliary bivariant theory hG∗ under the assumptions of the theorem. As in section 5.3
we denote by Fine the natural forgetful functor on covariant modules which changes the
bornology to the fine bornology. The functor Fine is extended to the category pro(G-Mod)
in the obvious way. With this notation we define the bivariant theory hG∗ (A,B) for G-
algebras A and B by
hG∗ (A,B) = H∗(HomG(Fine(θΩG(A⊗ˆKG)),Fine(θΩG(B⊗ˆKG)))).
Using theorem 3.23 we see that this definition is identical to the definition of HPG∗ except
that we do not require the covariant maps in the Hom-complex to be bounded. It should
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be clear that hG∗ shares many properties with HP
G
∗ . For our purposes it is important
that hG∗ satisfies excision in both variables. This follows immediately from the proof of
theorem 3.37. Moreover we have a composition product for hG∗ and there exists a natural
transformation
φ : HPG∗ (A,B)→ hG∗ (A,B)
which is obtained by forgetting the bornology. It is clear that φ is compatible with the
product.
Proposition 5.13. Let X be a G-simplicial complex and let B be an arbitrary G-
algebra. Then the natural map
φ : HPG∗ (C
∞
c (X), B)→ hG∗ (C∞c (X), B)
is an isomorphism.
Proof. We use induction on the dimension of X. For dim(X) = 0 the algebra C∞c (X)
is equipped with the fine bornology and θΩG(C
∞
c (X)⊗ˆKG) is a projective system of fine
spaces. It follows that the complexes used in the definition of HPG∗ and h
G
∗ are equal.
Hence φ is an isomorphism in this case. Now assume that the assertion is true for all
G-simplicial complexes of dimension smaller than k. Due to proposition 5.2 we have a
linearly split extension of G-algebras of the form⊕
i∈I Cc(G/Hi)⊗ˆC∞(∆k, ∂∆k) C∞c (Xk)-ﬀ -ﬀ C∞c (Xk−1).
Using the six-term exact sequences for HPG∗ and h
G
∗ obtained from the excision theorem
3.37 it suffices to show that
φ : HPG∗ (
⊕
i∈I
Cc(G/Hi)⊗ˆC∞(∆k, ∂∆k), B)→ hG∗ (
⊕
i∈I
Cc(G/Hi)⊗ˆC∞(∆k, ∂∆k), B)
is an isomorphism. Applying excision again we see that in both theories HPG∗ and h
G
∗ the
G-algebras
⊕
i∈I Cc(G/Hi)⊗ˆC∞(∆k, ∂∆k) and
⊕
i∈I Cc(G/Hi) are equivalent. Since φ is
compatible with products the assertion follows now from the case dim(X) = 0 which we
have already proved. 
Corollary 5.14. For all G-simplicial complexes X and Y we have a natural isomor-
phism
HPG∗ (C
∞
c (X), C
∞
c (Y ))
∼= hG∗ (C∞c (X), C∞c (Y )).
This isomorphism is natural with respect to equivariant proper simplicial maps in both
variables.
Hence we can work with the theory hG∗ instead of HP
G
∗ from now on.
In order to formulate the next ingredient in the proof of theorem 5.12 consider the following
situation. Let B be a G-algebra and define the trace map Tr : ΩG(B⊗ˆKG)→ ΩG(B) by
Tr(f(s)⊗ (x0 ⊗ T0) d(x1 ⊗ T1) · · · d(xx ⊗ Tn)) = trs(T0 · · ·Tn) f(s)⊗ x0dx1 · · · dxn.
where as in section 3.6 the map trs is the twisted trace defined by
trs(T ) = tr(T Us)
for T ∈ KG and s ∈ G. It is easy to check that Tr commutes with the equivariant
Hochschild boundary b and the operator d. This implies that Tr is a map of paramixed
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complexes. We remark that in section 4.4 we have already considered a special case of this
map.
Proposition 5.15. Let X be a G-simplicial complex. The map Tr : ΩG(C
∞
c (X)⊗ˆKG)→
ΩG(C
∞
c (X)) induces an isomorphism on the homology with respect to the equivariant
Hochschild boundary b.
Proof. For a G-algebra B we view ΩG(B) together with the equivariant Hochschild
boundary as a double complex
?
bG
?
−b′
OG⊗ˆB⊗ˆ3 OG⊗ˆB⊗ˆ3ﬀ
id−tG
?
bG
?
−b′
OG⊗ˆB OG⊗ˆBﬀ
OG⊗ˆB⊗ˆ2 OG⊗ˆB⊗ˆ2ﬀ
id−tG
?
bG
?
−b′
id−tG
and refer to the proof of proposition 4.9 for the definition of the operators occuring here.
The complex obtained from the first column of this bicomplex and the operator bG is de-
noted by CG• (B).
Consider the G-algebras C∞c (X)⊗ˆKG and C∞c (X). Using proposition 5.3 we see that both
algebras have local units. It follows that the second columns in the corresponding bicom-
plexes are acyclic. Thus it suffices to show that the map Tr induces a quasiisomorphism
between the first columns. Denote byK the algebra of finite rank operators on CG equipped
with the trivial G-action. We define a map λ : CG• (C
∞
c (X)⊗ˆKG)→ CG• (C∞c (X)⊗ˆK) by
λ(f(t)⊗ (a0 ⊗ T0)d(a1 ⊗ T1) · · · d(an ⊗ Tn)) = f(t)⊗ (a0 ⊗ UtT0)d(a1 ⊗ T1) · · · d(an ⊗ Tn)
The map λ commutes with the boundary bG and is clearly an isomorphism. Hence it
suffices to show that the map τ : CG• (C
∞
c (X)⊗ˆK)→ CG• (C∞c (X)) defined by
τ(f(s)⊗ (a0 ⊗ T0)⊗ · · · ⊗ (an ⊗ Tn)) = f(s)⊗ tr(T0 · · ·Tn)a0 ⊗ · · · ⊗ an
is a quasiisomorphism. Using an inductive limit argument it is in fact enough to consider
the case where K is replaced by a finite matrix algebra Mn(C).
For a unital G-algebra the proof of Morita invariance in Hochschild homology in [49] can
easily be adapted to show that the map τ : CG• (A⊗ˆMn(C)) → CG• (A) is a quasiisomor-
phism. Using the fact that C∞c (X) has local units we obtain long exact sequences in
homology associated to the admissible extensions
C∞c (X) C
∞
c (X)
+-ﬀ -ﬀ C
and
C∞c (X)⊗ˆMn(C) C∞c (X)+⊗ˆMn(C)-ﬀ -ﬀ Mn(C)
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of G-algebras. Comparing these long exact sequences using the map τ we see that τ :
CG• (C
∞
c (X)⊗ˆMn(C))→ CG• (C∞c (X)) is a quasiisomorphism with respect to the equivariant
Hochschild boundary. 
In section 5.4 we have studied the equivariant Hochschild-Kostant-Rosenberg maps αs :
ΩG(C
∞
c (X))s → Ac(Xs) for s ∈ G. We assemble these maps for all elements s ∈ G of
finite order to obtain a covariant map
α : ΩG(C
∞
c (X))→ Ac(Xˆ).
Remark that the hyperbolic part of ΩG(C
∞
c (X)) is mapped to zero under α according to
this definition. We define a covariant map q : Fine(θΩG(C
∞
c (X)⊗ˆKG))→ Fine(Ac(Xˆ)) by
composing Tr : ΩG(C
∞
c (X)⊗ˆKG) → ΩG(C∞c (X)) with the map α. Moreover we choose
a regular projective resolution P •(Xˆ) of A•c(Xˆ) as in section 5.3 and let P (Xˆ) be the
associated pro-supercomplex. Composition with q yields two maps
f1 : H∗(HomG(P (Xˆ),Fine(θΩG(C∞c (X)⊗ˆKG))))→ H∗(HomG(P (Xˆ),Fine(Ac(Xˆ))))
and
f2 : H∗(HomG(Fine(θΩG(C∞c (X)⊗ˆKG)),Fine(θΩG(C∞c (X)⊗ˆKG))))
→ H∗(HomG(Fine(θΩG(C∞c (X)⊗ˆKG)),Fine(Ac(Xˆ)))).
Recall that in section 5.3 we also obtained a covariant morphism p : P (Xˆ) → Ac(Xˆ) of
pro-supercomplexes. Composition with p yields two maps
g1 : H∗(HomG(Fine(θΩG(C∞c (X)⊗ˆKG)), P (Xˆ)))
→ H∗(HomG(Fine(θΩG(C∞c (X)⊗ˆKG)),Fine(Ac(Xˆ))))
and
g2 : H∗(HomG(P (Xˆ), P (Xˆ)))→ H∗(HomG(P (Xˆ),Fine(Ac(Xˆ)))).
It is important to remark that the Hom-complexes occuring in the definition of f1, f2
and g1, g2 really are complexes. This has to be checked in those situations where the
pro-parasupercomplex θΩG(C
∞
c (X)⊗ˆKG) is involved. One has to perform computations
similar to the one in section 3.4 showing that HPG∗ is well-defined. We remark that this is
the point where we use the assumption that P •(Xˆ) is regular.
Let us have a closer look at the maps f1 and f2.
Proposition 5.16. Let X be a G-simplicial complex. If the action of G on X is proper
the maps f1 and f2 are isomorphisms. For an arbitrary action the restrictions to the elliptic
part of f1 and f2 are isomorphisms.
Proof. We shall treat the elliptic and the hyperbolic parts separately.
First we consider the elliptic part for arbitrary X. Let 〈s〉 be the conjugacy class of
an element s ∈ G of finite order. We consider the quotient ΩG(C∞c (X)⊗ˆKG)T of the
localisation ΩG(C
∞
c (X)⊗ˆKG)〈s〉 by the space of coinvariants of the action of the operator
T . Observe that the action of s ∈ G on Ac(Xs) is trivial for all s. Using this fact we see
that the localized map q : ΩG(C
∞
c (X)⊗ˆKG)〈s〉 → Ac(Xˆ)〈s〉 factors over ΩG(C∞c (X)⊗ˆKG)T .
Since s is of finite order the order of the operator T restricted to ΩG(C
∞
c (X)⊗ˆKG)〈s〉
is finite. Since taking coinvariants by a finite group is an exact functor it follows from
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proposition 5.15 and the equivariant Hochschild-Kostant-Rosenberg theorem 5.9 that the
map ΩG(C
∞
c (X)⊗ˆKG)T → Ac(Xˆ)〈s〉 induced by q is a quasiisomorphism with respect to
the Hochschild boundary. Let us show that the resulting map
H∗(HomG(P (Xˆ)〈s〉,Fine(θΩG(C∞c (X)⊗ˆKG))T ))→ H∗(HomG(P (Xˆ)〈s〉,Fine(Ac(Xˆ))〈s〉))
is an isomorphism. We abbreviateM = Fine(ΩG(C
∞
c (X)⊗ˆKG))T and N = Fine(A•c(Xˆ))〈s〉.
Observe that both M and N are mixed complexes. First we consider the map qj :
F jM/F j+1M → F jN/F j+1N induced by q on the Hodge filtrations associated to M and
N . Since q is a quasiisomorphism with respect to the Hochschild boundary it follows that
qj is a quasiisomorphism of supercomplexes for all j. This implies that the mapping cone
Cqj of qj is acyclic.
Recall that the mapping cone Cf associated to a chain map f : D → E of supercomplexes
is defined by
Cf0 = D1 ⊕ E0, Cf1 = D0 ⊕ E1
with differential given by the matrix
∂ =
(−∂D 0
−f ∂E
)
There exists an admissible short exact sequence 0 → E → Cf → D[1] → 0 of supercom-
plexes. Moreover the boundary map H∗(D[1]) = H∗−1(D) → H∗−1(E) in the associated
long exact homology sequence is the map induced by f : D → E.
We need two abstract results.
Lemma 5.17. Let f : D → E be a morphism of supercomplexes of covariant modules.
Assume that ∂0 : D0 → D1 is zero and that ∂1 : E1 → E0 is surjective. Then in the
mapping cone Cf we have im(∂1) = E0. Consequently the image of ∂1 is a direct summand
in Cf0 = D1 ⊕ E0.
Proof. By assumption the differential ∂1 in C
f has the form(
0 0
−f ∂1
)
Thus since ∂1 : E1 → E0 is surjective the image of ∂1 in Cf is precisely E0. 
Lemma 5.18. Let g : P → C be a morphism of pro-supercomplexes of covariant modules
where P is locally projective and C is a constant and acyclic supercomplex. Moreover
assume that C0 admits a direct sum decomposition C0 = K ⊕ R where K = im(∂1) =
ker(∂0). Then g is homotopic to zero. Consequently we have H∗(HomG(P,C)) = 0.
Proof. Using the direct sum decomposition the map g0 : P0 → C0 = K ⊕ R may be
written as g0 = k ⊕ r. Since ∂1 : C1 → K is a surjection we find a map s : P0 → C1
such that ∂1s = k. This means that we may assume without loss of generality that k = 0.
Now since g is a chain map and the image of ∂1g1 is contained in K we deduce ∂1g1 = 0.
Hence since C is exact we have im(g1) ⊂ ker(∂1) = im(∂0). This means that we may
construct a map h : P1 → C0 such that ∂0h = g1. Furthermore we can of course require
that h factorizes over R, that is h : P1 → R → C0. Using this we obtain a homotopy and
can change g in such a way that we get g1 = 0 and still k = 0 in g0 = k ⊕ r. Since the
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new g is again a chain map we now have 0 = ∂0g0 = ∂0r. But ∂0 restricted to R is an
injection since ker(∂0) = K. This implies g0 = 0 and hence our original g is homotopic
to zero. Since we have explicitly shown that any chain map g : P → C is homotopic to
zero we obtain H0(HomG(P,C)) = 0. By reindexing P we deduce in the same way that
H1(HomG(P,C)) = 0. This finishes the proof. 
We shall apply these results to D = F jM/F j+1M , E = F jN/F j+1N and P = P (Xˆ).
Observe that after possibly reindexing F jM/F j+1M and F jN/F j+1N the map qj : D →
E satisfy the assumptions of lemma 5.17. It follows that the mapping cone C = Cqj
satisfies the assumptions of lemma 5.18. Since the short exact sequence 0 → E → C →
D[1] → 0 has a covariant splitting we obtain a short exact sequence 0 → HomG(P,E) →
HomG(P,C)→ HomG(P,D[1])→ 0 of supercomplexes. Consider the associated long exact
sequence in homology. From lemma 5.18 we deduceH∗(HomG(P,C)) = 0 and the boundary
map in this long exact sequence is the map induced by q. Hence we obtain the following
result.
Proposition 5.19. With the notation as above the map q induces an isomorphism
H∗(HomG(P, F jM/F j+1M))→ H∗(HomG(P, F jN/F j+1N))
for all j.
We can now proceed as in the proof of theorem 4.8. Since P is locally projective the
Hodge filtration filtrations of θnM and θnN induce bounded filtrations on HomG(P, θ
nM)
and HomG(P, θ
nN), respectively. We obtain convergent spectral sequences
Epq(M)⇒ Hp+q(HomG(P, θnM)), Epq(N)⇒ Hp+q(HomG(P, θnN)).
The map q induces a map of spectral sequences from E0pq(M) to E
0
pq(N). From proposition
5.19 we deduce that the induced map E1pq(M)→ E1pq(N) is an isomorphism. This implies
that the E∞-terms of these spectral sequences are isomorphic. Hence we obtain
Proposition 5.20. With the notation as above the map q induces an isomorphism
H∗(HomG(P, θnM)) ∼= H∗(HomG(P, θnN))
for all n.
Let us define M(n) = HomG(P, θ
nM). As in lemma 4.15 we obtain a short exact
sequence
H1(
∏
n∈NM(n)) H1(
∏
n∈NM(n))ﬀ
H0(HomG(P, θM)) H0(
∏
n∈NM(n))-
6
H1(HomG(P, θM))ﬀ
H0(
∏
n∈NM(n))-
?
and a similar short exact sequence withM replaced by N . The map q induces a morphism
between these two exact sequences and together with proposition 5.20 we see that the map
θΩG(C
∞
c (X)⊗ˆKG))T → Ac(Xˆ)〈s〉 induces an isomorphism
H∗(HomG(P (Xˆ)〈s〉,Fine(θΩG(C∞c (X)⊗ˆKG))T )) ∼= H∗(HomG(P (Xˆ)〈s〉,Fine(Ac(Xˆ))〈s〉)).
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The proof of proposition 3.25 shows that the natural quotient map θΩG(C
∞
c (X)⊗ˆKG)〈s〉 →
θΩG(C
∞
c (X)⊗ˆKG)T is a covariant homotopy equivalence. Hence the localized map
f1 : H∗(HomG(P (Xˆ)〈s〉,Fine(θΩG(C∞c (X)⊗ˆKG))〈s〉))
→ H∗(HomG(P (Xˆ)〈s〉,Fine(Ac(Xˆ))〈s〉))
is an isomorphism. Since s was an arbitrary element of finite order this shows that f1 is
an isomorphisms on the elliptic components. Moreover the proof can easily be adapted to
see that f2 is an isomorphism on the elliptic components.
It remains to treat the hyperbolic part. Assume that X is proper and let s ∈ G be an
element of infinite order. In this case it follows from the equivariant Hochschild-Kostant-
Rosenberg theorem 5.9 and proposition 5.15 that the localisation ΩG(C
∞
c (X)⊗ˆKG)〈s〉 is
acyclic with respect to the Hochschild boundary. In the same way as in the proof of
theorem 4.8 we obtain
H∗(HomG(Fine(θΩG(C∞c (X)⊗ˆKG))〈s〉,Fine(θΩG(C∞c (X)⊗ˆKG))〈s〉)) = 0.
It follows trivially that
f2 : H∗(HomG(Fine(θΩG(C∞c (X)⊗ˆKG))〈s〉,Fine(θΩG(C∞c (X)⊗ˆKG))〈s〉))
→ H∗(HomG(Fine(θΩG(C∞c (X)⊗ˆKG))〈s〉,Fine(Ac(Xˆ))〈s〉))
is an isomorphism because both sides are zero. This finishes the proof that f2 is an isomor-
phism on the hyperbolic component if the action of G on X is proper. The correponding
assertion for f1 is clear since we have P (Xˆ)〈s〉 = 0 by assumption for elements s ∈ G of
infinite order. 
The proof of proposition 5.16 also yields the following statement which will be needed later.
Corollary 5.21. Let X and Y be G-simplicial complexes. Composition with the chain
map q : Fine(θΩG(C
∞
c (Y )⊗ˆKG))→ Fine(Ac(Yˆ )) induces an isomorphism
H∗(HomG(P (Xˆ)〈s〉,Fine(θΩG(C∞c (Y )⊗ˆKG))〈s〉)) ∼= H∗(HomG(P (Xˆ)〈s〉,Fine(Ac(Yˆ ))〈s〉))
for all elements s ∈ G of finite order.
Now we consider the maps g1 and g2 from above.
Proposition 5.22. The maps g1 and g2 are isomorphisms for an arbitrary G-simplicial
complex X.
Proof. We only prove the assertion for g1 since g2 is handled in the same way. Let us
abbreviateM = P •(Xˆ), N = Fine(A•c(Xˆ)) and P = Fine(θΩG(C∞c (X)⊗ˆKG)). Recall from
section 5.3 that M can be viewed as an unbounded mixed complex with b-boundary equal
to zero and B-boundary equal to the differential δ. By definition the pro-supercomplex
P (Xˆ) is the projective system of supercomplexes ξM = (ξnM) given by
ξnM =M−(n+1)/BM−(n+2) ⊕
n⊕
i=−n
Mi ⊕B(Mi).
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Since M is bounded above in the sense that Mn = 0 for n > D = dim(Xˆ) we obtain
ξnM =M−(n+1)/BM−(n+2) ⊕
D⊕
i=−n
Mi
for n > D. We define a filtration F j of ξnM for n > D by
F j(ξnM) =M−(n+1)/B(M−(n+2))⊕
j⊕
i=−n
Mi ⊕B(Mj).
Hence F j(ξnM) is a finite increasing filtration with F−(n+2)(ξnM) = 0 and F n(ξnM) =
ξnM . If we proceed in the same way for N we see that p induces chain maps ξnM →
ξnN which are compatible with the filtrations. By construction the map p : P •(Xˆ) →
A•c(Xˆ) is a quasiisomorphism with respect to the boundary B. It follows easily that
p : F j+1(ξnM)/F j(ξnM) → F j+1(ξnN)/F j(ξnN) is a quasiisomorphism for each j and
n > D. Hence the mapping cone Cp of this map is acyclic. Since P is locally projective
we see in the same way as in the proof of proposition 5.16 that the map
H∗(HomG(P, ξnM))→ H∗(HomG(P, ξnN))
is an isomorphism for n > D.
Let us define M(n) = HomG(P, ξ
nM). Since the projective system ξM = (ξnM)n∈N is
isomorphic to the projective systems (ξnM)n>D we obtain as in lemma 4.15 a short exact
sequence
H1(
∏
n>dM(n)) H1(
∏
n>dM(n))ﬀ
H0(HomG(P, ξM)) H0(
∏
n>dM(n))-
6
H1(HomG(P, ξM))ﬀ
H0(
∏
n>dM(n))-
?
and a similar short exact sequence with M replaced by N . Comparing these two exact
sequences yields the claim. 
From propositions 5.16 and 5.22 we deduce formally the following theorem.
Theorem 5.23. Let X be a G-simplicial complex. If the action of G on X is proper
the pro-parasupercomplexes Fine(θΩG(C
∞
c (X)⊗ˆKG)) and P (Xˆ) are covariantly homotopy
equivalent. The elliptic parts of Fine(θΩG(C
∞
c (X)⊗ˆKG)) and P (Xˆ) are covariantly homo-
topy equivalent even if the action on X is not proper.
Proof. We shall only consider the case that X is proper since the second assertion is
proved in the same way. Denote by x the preimage of [p] under the isomorphism f1 and
by y the preimage of [q] under the isomorphism g1. Then we have f1(x) = x · [q] = [p]
and g1(y) = y · [p] = [q]. Hence g2(x · y) = x · y · [p] = [p] and f2(y · x) = y · x · [q] = [q].
Since g2 and f2 are isomorphisms we obtain x · y = id and y · x = id. This implies that
Fine(θΩG(C
∞
c (X)⊗ˆKG)) and P (Xˆ) are covariantly homotopy equivalent. 
Now we can finish the proof of theorem 5.12. Again we consider only the case that X is a
proper G-simplicial complex.
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Using proposition 5.8 and corollary 5.21 we obtain an isomorphism⊕
j∈Z
H∗+2jG (X, Y ) ∼= H∗(HomG(P (Xˆ),Fine(θΩG(C∞c (Y )⊗ˆKG)))).
Remark that the hyperbolic part of the Hom-complex vanishes independent of the fact
that the action of G on Y may not be proper. We apply theorem 5.23 to deduce
H∗(HomG(P (Xˆ),Fine(θΩG(C∞c (Y )⊗ˆKG))))
∼= H∗(HomG(Fine(θΩG(C∞c (X)⊗ˆKG)),Fine(θΩG(C∞c (Y )⊗ˆKG)))).
Consequently we have an isomorphism⊕
j∈Z
H∗+2jG (X, Y ) ∼= hG∗ (C∞c (X), C∞c (Y )).
Combining this with corollary 5.14 we obtain the desired identification of equivariant pe-
riodic cyclic homology with the theory of Baum and Schneider.
It remains to check naturality. Using corollary 5.14 it suffices to show that the isomor-
phism
⊕
j∈ZH
∗+2j
G (X, Y )
∼= hG∗ (C∞c (X), C∞c (Y )) is natural in both variables. First we
consider the second variable. Let f : Y1 → Y2 be an equivariant proper simplicial map.
This map induces an equivariant homomorphism F : C∞c (Y2) → C∞c (Y1) and a chain
map Ac(Yˆ2) → Ac(Yˆ1) which will also be denoted by F . Using this notation we obtain a
commutative diagram
H∗(HomG(P (Xˆ),Fine(θΩG(C∞c (Y1)⊗ˆKG)))) H∗(HomG(P (Xˆ),Fine(Ac(Yˆ1))))-q∗
H∗(HomG(P (Xˆ),Fine(θΩG(C∞c (Y2)⊗ˆKG)))) H∗(HomG(P (Xˆ),Fine(Ac(Yˆ2))))-
q∗
?
F∗
?
F∗
Since P (Xˆ) and Fine(θΩG(C
∞
c (X)⊗ˆKG))) are covariantly homotopy equivalent we deduce
naturality in the second variable. Now let f : X1 → X2 be an equivariant proper simplicial
map. As before this map induces an equivariant homomorphism F : C∞c (X2) → C∞c (X1)
and a chain map F : A•c(Xˆ2)→ A•c(Xˆ1). Since we have worked with natural resolutions it
is clear that there is a chain map P (F ) : P •(Xˆ2)→ P •(Xˆ1) such that the diagram
Fine(A•c(Xˆ2)) Fine(A•c(Xˆ1))-F
P •(Xˆ2) P •(Xˆ1)-
P (F )
?
p
?
p
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is commutative. Consider the commutative diagram
H∗(HomG(P (Xˆ2),Fine(θΩG(C∞c (X1)⊗ˆKG)))) H∗(HomG(P (Xˆ2),Fine(Ac(Xˆ1))))-
H∗(HomG(P (Xˆ2),Fine(θΩG(C∞c (X2)⊗ˆKG)))) H∗(HomG(P (Xˆ2),Fine(Ac(Xˆ2))))-
∼=
?
F∗
?
F∗
H∗(HomG(P (Xˆ1),Fine(θΩG(C∞c (X1)⊗ˆKG)))) H∗(HomG(P (Xˆ1),Fine(Ac(Xˆ1))))-
∼=
6
P (F )∗
6
P (F )∗
∼=
An easy diagram chase shows that the diagram
P (Xˆ1) Fine(θΩG(C
∞
c (X1)⊗ˆKG))-x1
P (Xˆ2) Fine(θΩG(C
∞
c (X2)⊗ˆKG))-
x2
?
P (F )
?
θΩG(F ⊗ˆ id)
is commutative where x1 and x2 are the chain maps obtained in theorem 5.23 for X1
and X2, respectively. This implies that the homotopy equivalence between P (Xˆ) and
Fine(θΩG(C
∞
c (X)⊗ˆKG)) is natural in X. It follows that the isomorphism in theorem 5.12
is natural in the first variable.
This finishes the proof of theorem 5.12.
105

Bibliography
[1] Artin, M., Mazur, B., E´tale Homotopy, Lecture Notes in Mathematics 100, Springer, 1969
[2] Atiyah, M. F., Segal, G., Equivariant K-theory and completion, J. Diff. Geom. 3 (1969), 1 - 18
[3] Baum, P., Brylinski, J.-L., McPherson, R., Cohomologie e´quivariante de´localise´e, C.R. Acad. Sci.
Paris 300 (1985), 605 - 608
[4] Baum, P., Connes, A., Geometric K-theory for Lie groups and foliations, Preprint IHES, 1982
[5] Baum, P., Connes, A., Chern character for discrete groups, in: A feˆte of topology, 163 - 232, Academic
Press, 1988
[6] Baum, P., Connes, A., Higson, N., Classifying space for proper actions and K-theory of group C∗-
algebras, in C∗-algebras: 1943 - 1993 (San Antonio, TX, 1993), 241 - 291, Contemp. Math. 167,
1994
[7] Baum, P., Schneider, P., Equivariant bivariant Chern character for profinite groups, K-theory 25
(2002), 313 - 353
[8] Berline, N, Getzler, E., Vergne, M, Heat kernels and Dirac operators, Grundlehren der Mathematis-
chen Wissenschaften 298, Springer, 1992
[9] Bernstein, J., Lunts, V., Equivariant sheaves and functors, Lecture Notes in Mathematics 1578,
Springer, 1994
[10] Bernstein, J., Zelevinskii, A., Representations of the group GL(n, F ) where F is a local non-
archimedian field, Russian Math. Surveys 31 (1976), 1 - 68
[11] Blackadar, B., K-theory for operator algebras, second edition, Mathematical Sciences Research Insti-
tute Publications 5, Cambridge University Press, 1998
[12] Blanc, P., Cohomologie diffe´rentiable et changement de groupes, Aste´risque 124 - 125 (1985), 113 -
130
[13] Block, J., Excision in cyclic homology of topological algebras, Harvard university thesis, 1987
[14] Block, J., Getzler, E., Equivariant cyclic homology and equivariant differential forms, Ann. Sci. E´cole.
Norm. Sup. 27 (1994), 493 - 527
[15] Bott, R., Tu, L. W., Differential forms in algebraic topology, Graduate Texts in Mathematics 82,
Springer, 1982
[16] Bredon, G., Equivariant cohomology theories, Lecture Notes in Mathematics 34, Springer, 1967
[17] Brylinski, J.-L., Algebras associated with group actions and their homology, Brown university
preprint, 1986
[18] Brylinski, J.-L., Cyclic homology and equivariant theories, Ann. Inst. Fourier 37 (1987), 15 - 28
[19] Bues, M., Equivariant differential forms and crossed products, Harvard university thesis, 1996
[20] Bues, M., Group actions and quasifreeness, preprint, 1998
[21] Burghelea, D., The cyclic homology of the group rings, Comment. Math. Helv. 60 (1985), 354 - 365
[22] Cartan, H., Notions d’alge`bre diffe´rentielle; applications aux groupes de Lie et aux varie´te´s ou` ope`re
un groupe de Lie, Colloque de topologie, C.B.R.M. Brussels (1950), 15 - 27
[23] Cartan, H., La transgression dans un groupe de Lie et dans un espace fibre´ principal, Colloque de
topologie, C.B.R.M. Brussels (1950), 57 - 71
[24] Connes, A., Cohomologie cyclique et foncteur Extn, C. R. Acad. Sci. Paris 296 (1983), 953 - 958
[25] Connes, A., Noncommutative differential geometry, Publ. Math. IHES 39 (1985), 257 - 360
[26] Connes, A., Noncommutative Geometry, Academic Press, 1994
[27] Cuntz, J., Quillen, D., Algebra extensions and nonsingularity, J. Amer. Math. Soc. 8 (1995), 251 -
289
107
[28] Cuntz, J., Quillen, D., Cyclic homology and nonsingularity, J. Amer. Math. Soc. 8 (1995), 373 - 442
[29] Cuntz, J., Quillen, D., Operators on noncommutative differential forms and cyclic homology, in:
Geometry, Topology and Physics, 77 - 111, Internat. Press, 1995
[30] Cuntz, J., Quillen, D., Excision in bivariant periodic cyclic cohomology, Invent. Math. 127 (1997), 67
- 98
[31] Duflo, I. M., Vergne, M., Cohomologie e´quivariante et descente, A´sterisque 215 (1993) 5 - 108
[32] Feigin, B. L., Tsygan, B. L., Additive K-theory, Lecture Notes in Mathematics 1289, Springer, 1987,
67 - 209
[33] Gelfand, S. I., Manin, Y. I., Methods of homological algebra, Springer, 1996
[34] Getzler, E., Jones, J. D. S., The cyclic homology of crossed product algebras, J. Reine Angew. Math.
445 (1993), 161 - 174
[35] Green, P., Equivariant K-theory and crossed product C∗-algebras, Proc. Sympos. Pure Math. 38,
Amer. Math. Soc., Providence, 1982, 337 - 338
[36] Grothendieck, A., Produits tensoriel topologiques et espaces nucle´aires, Mem. Amer. Math. Soc. 16,
1955
[37] Grothendieck, A., Sur quelques points d’algebre homologique, Toˆhoku Math. Journal 9 (1957), 119 -
221
[38] Grønbæk, C., Bivariant periodic cyclic homology, Chapman & Hall/CRC Research Notes in Mathe-
matics 405, Chapman & Hall, 1999
[39] Guccione, J. A., Guccione J. J., The theorem of excision for Hochschild and cyclic homology, J. Pure
Appl. Algebra 106 (1996), 57 - 60
[40] Guillemin, V. W., Sternberg, S., Supersymmetry and equivariant de Rham theory, Springer, 1999
[41] Hochschild, G., Kostant, B., Rosenberg, A., Differential forms on regular affine algebras, Trans. Amer.
Math. Soc. 102 (1962), 383 - 408
[42] Hogbe-Nlend, H., Comple´tion, tenseurs et nucle´arite´ en bornologie, J. Math. Pures Appl. 49 (1970),
193 - 288
[43] Hogbe-Nlend, H., Bornologies and functional analysis, North-Holland Publishing Co., 1977
[44] Julg, P., K-the´orie e´quivariante et produits croise´s, C. R. Acad. Sci. Paris 292 (1981), 629 - 632
[45] Kasparov, G. G., The operator K-functor and extensions of C∗-algebras, Izv. Akad. Nauk SSSR Ser.
Mat. 44 (1980), 571 - 636
[46] Kasparov, G. G., Equivariant KK-theory and the Novikov conjecture, Invent. Math. 91 (1988), 147
- 201
[47] Klimek, S., Kondracki, W., Lesniewski, A., Equivariant entire cyclic cohomology, I. Finite groups,
K-Theory 4 (1991), 201 - 218
[48] Klimek, S., Lesniewski, A., Chern character in equivariant entire cyclic cohomology, K-Theory 4
(1991), 219 - 226
[49] Loday, J.-L., Cyclic Homology, Grundlehren der Mathematischen Wissenschaften 301, Springer, 1992
[50] Lu¨ck, W., Chern characters for proper equivariant homology theories and applications to K- and
L-theory, J. Reine Angew. Math. 543 (2002), 193 - 234
[51] Lu¨ck, W., Oliver, R., Chern characters for the equivariant K-theory of proper G-CW-complexes,
Progr. Math. 196, Birkha¨user, 2001
[52] Meise, R., Vogt, D., Einfu¨hrung in die Funktionalanalysis, Vieweg, 1992
[53] Meyer, R., Analytic cyclic homology, Preprintreihe SFB 478, Geometrische Strukturen in der Math-
ematik, Mu¨nster, 1999 Mu¨nster, 1999
[54] Nistor, V., Group cohomology and the cyclic cohomology of crossed products, Invent. Math. 99 (1990),
411 - 424
[55] Puschnigg, M., Cyclic homology theories for topological algebras, Preprintreihe SFB 478, Ge-
ometrische Strukturen in der Mathematik, Mu¨nster, 1998
[56] Puschnigg, M., Excision in cyclic homology theories, Invent. Math. 143 (2001), 249 - 323
[57] Segal, G., Equivariant K-theory, Publ. Math. IHES 34 (1968), 129 - 151
[58] Spanier, E. H., Algebraic topology, McGraw-Hill, 1966
108
[59] Teleman, N., Microlocalisation de l’homologie de Hochschild, C. R. Acad. Sci. Paris 326 (1998), 1261
- 1264
[60] Thomsen, K., The universal property of equivariant KK-theory, J. Reine Angew. Math. 504 (1998),
55 - 71
[61] Weibel, C. A., An introduction to homological algebra, Cambridge Studies in Advanced Mathematics
38, Cambridge University Press, 1994
[62] Wodzicki, M., The long exact sequence in cyclic homology associated with an extension of algebras,
C. R. Acad. Sci. Paris 306 (1988), 399 - 403
[63] Wodzicki, M., Excision in cyclic homology and in rational algebraic K-Theory, Ann. of Math. 129
(1989), 591 - 639
109

Lebenslauf Christian Voigt
Christian Voigt;
geboren am 28.8.1974 in Hamburg;
ledig;
Eltern: Helmut Voigt
Christa Voigt, geb. Boerner;
Schulbildung: 1981-1985 Grundschule in Quickborn
1985-1994 Elsensee-Gymnasium in Quickborn
Hochschulreife (Abitur): 25.6.1994 Elsensee-Gymnasium Quickborn
Studium: Diplomstudiengang Mathematik (Nebenfach Physik) vonWS 1995
bis SS 1998 an der Ludwig-Maximilians-Universita¨t Mu¨nchen, fortgesetzt
an der Westfa¨lischen Wilhelms-Universita¨t Mu¨nster von WS 1998 bis WS
2000
Pru¨fungen: Diplom im Fach Mathematik am 19.4.2000 an der Westfa¨lischen
Wilhelms-Universita¨t, Mu¨nster
Ta¨tigkeiten: 1.5.1997-31.7.1998 Studentische Hilfskraft, Universita¨t Mu¨nchen;
1.10.1999-31.3.2000 Studentische Hilfskraft, Universita¨t Mu¨nster;
Seit 1.5.2000: Wissenschaftlicher Mitarbeiter am Sonderforschungsbereich
478, Universita¨t Mu¨nster
Beginn der Dissertation: 1.5.2000 amMathematischen Institut, Betreuer:
Prof. Dr. J. Cuntz



