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Аннотацiя: В статтi розглядаються питання дослiдження та розробки фiзичних i
логiчних метрик засобiв обробки iнформацiї в корпоративних прикладних мережах,
що виникає при їх оцiнюваннi та виборi в задачi багатокритерiальної оптимiзацiї iн-
формацiйного навантаження компонетiв таких мереж. Такi метрики серверiв БД та
файлових серверiв, систем документообiгу та архiвацiї даних, керованих мережевих
пристроїв, що виконують функцiюфiльтрацiї на рiвнi додаткiв, тощо, враховують вимо-
ги з точки зору безпеки та з урахуванням обмежень по управлiнню при структуризацiї
корпративного датацентру.
Ключовi слова: центр даних, багатобагатокритерiальна оптимiзацiя.
Предмет, об’єкт дослiдження – Проблема заключається в тому, що
для опису характеристик програмно-апаратних компонентiв, якi вико-
ристовуються в архiтетурi прикладних мереж i в основному визначають
вибiр технологiї зберiгання даних, критерiєв їх вибору застосовують рiзнi
набори даних – в цифровiй формi, логiчнi данi типу “так/нi”, текстовий
опис, якi складають вiдповiднiфiзичнi та логiчнi метрикицих компонен-
тiв для вирiшення задачi багатокритерiальної оптимiзацiї їх структури
та параметрiв. Провiднi IT-компанiї пропонують еталоннi архiтектури,
якi частково полегшують обґрунтований вибiр архiтектури корпоратив-
ної мережi та функцiональностi пристроїв системи.
На цей час авторам вiдомi такi метрики тiльки для окремих компо-
нентiв на основi шаблонiв, що пропонуються компанiєю Майкрософт [2]
для параметричної iдентифiкацiї цих компонентiв (поза задачею багато-
критерiальної оптимiзацiї балансування iнформацiйного навантаження)
для експертної оцiнки їх вибору.
Суть процесу дослiдження – виконано науковi дослiдження по ви-
бору фiзичних i логiчних метрик щодо основних параметрiв задач балан-
сування навантаження при заданих структурних обмеженнях, обумов-
лених вiдповiдними вимогами до ризикiв рiвнiв безпеки, яким вiдповiд-
ають зони i яруси в архiтетурi прикладної мережi [2], з метою створення
алгоритмiв параметричної та структурної оптимiзацiї системи БД та схо-
вища електронних даних Датацентру унiверситету.
Основнi науково-технiчнi результати роботи – Проведено аналiз
критерiїв, на основi яких визначаються базовi характеристики основ-
них програмно-апаратних компонентiв Датацентру, їх функцiональне
наповнення в задачах обробки та зберiгання даних, показана залежнiсть
отриманих оцiнок вiд розташування по зонах i ярусах на основi обмежень
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безпеки та управлiння. Визначенi вектори фiзичних i логiчних метрик
для систем зберiгання даних в такiй мережi. Розроблено вiдповiдне про-
грамне забезпечення для такої процедури оптимiзацiї в режимi експер-
тного дiалогу.
Архiтектура системи зберiгання даних має вiдповiдати обранiй iнфор-
мацiйнiй структурi, щоб гарантувати,що органiзацiя прийняла правиль-
не рiшення. У цьому питаннi йдеться про три основних типи архiтекту-
ри системи зберiгання даних [3]: розподiльне зберiгання даних, гiбридне
зберiгання даних, централiзоване зберiгання даних.
Кожен iз цих типiв архiтектури системи зберiгання даних передба-
чає свiй спосiб зберiгання, який можна використати як вiдправну точку
для надання рекомендацiй щодо того, як iнтегрувати систему зберiгання
даних iз потребами органiзацiї.
Структурований процес проектування повного набору рiшень, пов’я-
заних iз системою зберiгання даних пiдприємства, складається з таких
етапiв [2]:
• визначення вимог до системи зберiгання даних;
• вибiр технологiй зберiгання даних;
• визначення технологiй забезпечення стiйкостi до перебоїв;
• визначення технологiй резервного копiювання та вiдновлення.
Проектуючи архiтектуру системи зберiгання даних, дуже важливо
знати рiзнi вимоги до зберiгання даних, наприклад, до їх доступностi,
ємностi та продуктивностi.Щоб зрозумiти цi вимоги, потрiбно знати точнi
метрики та усвiдомлювати важливiсть критерiїв збирання цих метрик.
Оцiнка – важливий аспект процесу проектування, а якiсть метрик без-
посередньо позначається на здатностi розробника зробити обґрунтованi
оцiнки [4].
Щоб визначити фiзичнi метрики, спочатку потрiбно зрозумiти, яка
ємнiсть потрiбна для операцiйної системи; таку iнформацiю можна отри-
мати дуже просто. Важче оцiнити вимоги до самої ємностi рiзних при-
кладних програм. Якщо вiдомо, якi прикладнi програми застосовувати-
муться у вашому середовищi, у вас буде базова iнформацiя, але робити
узагальненi припущення не завжди безпечно.
Якправило, обсягиданих у рiзних органiзацiях суттєво вiдрiзняються.
Наприклад, кiлькiсть даних у системах передачi повiдомлень може змi-
нюватися залежно вiд таких чинникiв, як полiтики щодо архiвацiї еле-
ктронних листiв та використання вкладень до повiдомлень, визначенi
в межах органiзацiй, а також обсяги електронної пошти. Важливо та-
кож пам’ятати, що рiзнi прикладнi програми висувають рiзнi вимоги до
зберiгання даних.
Фiзичнi метрики певною мiрою є безпосереднiми. Для їх отримання
використовують засоби опитування серверiв [2].
Логiчнi метрики стосуються вимог до ємностi запам’ятовуючих при-
строїв, тому деякi загальнi критерiї проектування можуть не пiдходи-
ти для них. Наприклад, безпека – це не функцiя ємностi, хоча на неї
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найбiльше треба зважати пiд час вибору технологiй зберiгання даних.
Основнi логiчнi метрики стосуються доступностi, масштабованостi, керо-
ваностi та продуктивностi[3]. Кожна з них може безпосередньо вплинути
на ємнiсть пам’ятi, а також на вимоги до пропускної здатностi.
Наприклад, вимоги до доступностi та прийнятого рiвня пристроїв мо-
жуть означати, що ємнiсть запам’ятовуючих пристроїв у iнфраструктурi
потрiбно збiльшити вдвiчi у середовищах, де недоступнiсть може кошту-
вати мiльйонiв гривень на день, при проектуваннi системи зберiгання
даних важливо передбачити ємностi для зберiгання копiй наборiв да-
них.
Масштабованiсть системи зберiгання даних – це також важлива логi-
чна метрика. Поточнi вимоги до зберiгання даних складаються на осно-
вi фiзичних метрик, якi можна обчислити, а майбутнi вимоги завжди
представленi оцiнками. Здатнiсть забезпечувати достатню для масшта-
бування ємнiсть записуючих пристроїв можлива за умови знання мiсця
зберiганнянепостiйних данихта вимог, якi iнодi висуває найнесприятли-
вiший сценарiй. (Проте треба пам’ятати, що проектування найнесприя-
тливiшого сценарiю може дорого коштувати).
Керованiсть, як правило, менше впливає на вимоги до загальної ємно-
стi системи, проте цене стосується систем, якi вимагають багатьох заходiв
монiторингу.
Продуктивнiсть, по сутi, частiше пов’язана з технологiями, нiж iз про-
блемою зберiгання даних. Суттєво впливають на продуктивнiсть кiль-
кiсть дискiв, а також їх конфiгурацiя та взаємозв’язки мiж ними.
Вибiр технологiй зберiгання даних зумовлюється кiлькома чинника-
ми. Застосування логiчних метрик у процесi вибору технологiї бiльше
стосується саме технологiй, а не конкретних виробiв. Проте важливо за-
безпечити спiльну роботу всiх технологiй та переконатись, що операцiйна
система пiдтримує конфiгурацiї апаратного забезпечення. Хоча при цьо-
му можнашукати обхiднi шляхи та компромiснi рiшення, для створення
доступного, захищеного, масштабованого та керованого середовища кра-
ще iнтегрувати заємодоповнюючi технологiї.
В Табл. 1 та Табл. 2 наведено приклади розроблених фiзичних та логi-
чнихметрик для системи зберiгання i сховища данихприкладної мережi
унiверситету.
Табл. 1: Таблиця 1
Фiзичнi метрики системи зберiгання i сховища даних
Загальнi вимоги до файлiв: фiзичнi метрики Конкретнi вимоги
1 Архiтектура системи
- кластер (локальний) Пiдтримує/нi
- кластер (розподiлений) багато вузловий
а) однiєї органiзацiї Так/нi
б) кiлькох органiзацiй Перелiк
в) кiлькох країн Перелiк
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- суперкомп’ютерне сховище Ємкiсть/технологiя
- кiлькiсть процесорiв (чи вузлiв) число
- програмно-апаратнi засоби захисту (брандмауер/прокси/
маршрутизатори)
- технологiя архiвацiї DAS/ NAS/ SAN
2 Операцiйна система базова / допомiжна
- дисковий простiр, який потрiбен для роботи (Gb) min / optim
- обсяг оперативної пам’ятi min / optim
- обсяг КЕШ-пам’ятi число
3 Прикладна програма архiвацiї
- розмiр (в Мb) число
- робочий простiр дискової пам’ятi min / optim
- рiвень розподiленостi
- потрiбнi БД Перелiк БД
- потрiбнi СУБД чи системи архiвацiї Перелiк/марка
- бiблiотеки i класифiкатори для роботи програм Перелiк
4 Данi
- метаданi опису об’єктiв архiвацiї (в Мb) число
- данi тимчасового зберiгання (GВ) число
- данi довгострокового зберiгання (GВ) число
- обсяг даних, якi щоденно пересилаються по мере-
жi, в тому числi, як реплiкацiї / в iнтерактивному
режимi
Число/число (байти)
- данi, що доступнi в локальному режимi оброб-
ки(GВ)
число





Табл. 2: Таблиця 2
Логiчнi метрики системи зберiгання i сховища даних
1 Доступнiсть
- час робочого стану (%) Число
- середнiй час обслуговування запиту до архiву число
- кiлькiсть запитiв, якi не обслуговано число
- кiлькiсть запитiв, якi переданi для обробки на
iншi системи
а) в серединi органiзацiї число
б) за межами органiзацiї число
- кiлькiсть рiвнiв захисту цифра
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Загальнi вимоги до файлiв: логiчнi метрики Конкретнi вимоги
- кiлькiсть доступних БД та сховищ число




- очiкуваний прирiст даних на наступний перiод
довгострокового зберiгання
* 1-рiк (Gb) число
* 2-рiк (Gb) число
- очiкуваний прирiст даних, якi щоденно пересила-
ються по мережi (Gb)
число
- очiкуваний прирiст запитiв до системи архiвацiї число
- очiкуваний прирiст даних, якi обробляються в ло-
кальному режимi обробки в розрiзi:
* структурних пiдроздiлiв (Gb) число
* користувачiв (Gb) число
3 Продуктивнiсть
- чисельнiсть активних користувачiв
* 1-й рiк число
* 2-й рiк число
- час роботи
* в автономному режимi %
* в режимi GRID /вузла %
- кiлькiсть оброблених запитiв за перiод
* за годину число
* за день число
* за тиждень/мiсяць/квартал Число/ число/ число
- кiлькiсть помилкових запитiв % вiд загального
- кiлькiсть пiдтримуємих БД / сховищ Число/ число
- наявнiсть аварiйних планiв (критичнiсть)
* при втратi даних Так/нi
* при несанкцiонованiй змiнi даних Так/нi
* при крадiжцi даних Так/нi
4 Супроводження
- очiкувана довговiчнiсть системи (рокiв) число
- етапи модернiзацiї (по пiдсистемах/ в часi) перелiк
- глибина модернiзацiї (по рiвнях) Перелiк рiвнiв
- змiна технологiї зберiгання (умови) Перелiк умов
- змiна технологiї обробки (умови) перелiк умов
5 Керованiсть
- через груповi полiтики адмiнiстратором безпеки Так/нi
- локально адмiнiстратором БД / сховища Так/нi
6 Безпека
- наявнiсть Active Directory Так/нi
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Загальнi вимоги до файлiв: логiчнi метрики Конкретнi вимоги
- обмеження операцiй над даними сховищ Перелiк по категорi-
ям користувачiв
- вимоги конфiденцiйностi даних Перелiк категорiй да-
них
- полiтики обмiну даними (мiж вузлами / мiж си-
стемами)
Так/нi
Вимоги щодо доступностi потрiбно оцiнювати окремо для кожної слу-
жби в процесi збираннявимог до зберiганняданих.Отримана iнформацiя
пiдкаже, який тип технологiї вiдповiдає вашим вимогам. Загалом для
доступностi велике значення мають такi чинники, як надлишковiсть,
стiйкiсть до перебоїв та реплiкацiя даних. Доступнiсть також впливає
на конфiгурацiї топологiї , особливо в складних SAN. Необхiднiсть за-
безпечення високого рiвня доступностi означає, що складнi конфiгурацiї
“ядро-межа” з використанням двох незалежних груп комутаторiв (dual-
fabric core-to-edge configurations), використовувати краще, нiж бiльш
простi реалiзацiї типу “точка-точка”. Конфiгурацiї топологiї можуть та-
кож суттєво впливати на продуктивнiсть.
Виходячи з наявностi рiзних форматiв опису окремих характеристик
для фiзичних i логiчних метрик, не iснує такої єдиної формалiзацiї, що
дозволяє обробити та узгодити таке параметричне рiноманiття. Тому
тiльки експерт може орiєнтуватися в такому середовищi та оцiнювати
означенi характеристики i вести “правильний” дiалог з персональним
комп’ютером по обгрунтованому вибору таких необхiдних параметрiв.
Авторами розроблено двоетапнупроцедуру i створено вiдповiднийпро-
грамний iнструментарiй, якi дозволяють на базi розроблених метрик для
основних серверiв та iнших апаратних засобiв корпоративної мережi [5]
оптимiзувати архiтектуру та обгрунтовано вибрати вiдповiднi пристрої
Датацентру, що найбiльш функцiонально оптимальнi з точки визначе-
них обмежень безпеки та управлiння, а також мiнiмiзують фiнансовi
витрати на їх реалiзацiю, що буде описано в наступному збiрнику.
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