This paper introduces the notion of endo-p-permutation kG-module. I give a characterization of indecomposable endo-p-permutation modules with vertex P via their source modules which are exactly the indecomposable endo-permutation modules whose classes in the Dade group D(P ) are G-stable. In particular, when the normalizer of P controls p-fusion, I give a classification of sources of endo-ppermutation modules using the recent classification of the Dade group.
Introduction
These last five years, work by S. Bouc, J. F. Carlson and J. Thévenaz lead to the recent classification by S. Bouc of endo-permutation modules. If k is a field of characteristic p > 0 and P is a finite p-group, a finitely generated kP -module M is an endo-permutation module if End(M ) = End k (M ) is a permutation kP -module.
Throughout this paper, I assume that k is an algebraically closed field of characteristic p > 0, G a finite group of order divisible by p and P a p-subgroup of G. Moreover all modules over the group algebra kG will be assumed finitely generated.
A generalization of the notion of permutation modules are the p-permutation modules. A kG-module module is a p-permutation module if its restriction to any psubgroup Q of G is a permutation kQ-module. In fact it is sufficient to require that the restriction to a Sylow p-subgroup of G is a permutation module since permutation modules are preserved by restriction and conjugation. The p-permutation modules are also called trivial source modules because a kG-module is a p-permutation module if and only if it is the direct sum of indecomposable kG-modules with trivial sources k. Recall also that in fact, p-permutation modules are exactly all the direct summands of permutation modules. Mixing the notions of p-permutation modules and endopermutation modules, say that a kG-module M is an endo-p-permutation module if its restriction to any p-subgroup Q of G is an endo-permutation kQ-module. Note that this is equivalent to requiring that End(M ) is a p-permutation module.
The first section gives the basic properties of the family of endo-p-permutation modules. It is proved in particular that a kG-module is an endo-p-permutation module if and only if its source module is an endo-permutation module whose class in the Dade group is G-stable. Sections 2 and 3 are concerned with fixed points D(P )
H of the Dade group D(P ) under the action of a group H which acts on P. Finally, in the last section I give an example which proves that, in general, the Green correspondent of an indecomposable endo-p-permutation kN G (P )-module, where N G (P ) is the normalizer of P in G, is not an endo-p-permutation kG-module.
I will show that indecomposable endo-p-permutation modules can be characterized by conditions that can be read on their source modules. This involves G-stable elements of the Dade group which I introduce now.
Recall that an endo-permutation kP -module is said to be capped if it has an indecomposable direct summand with vertex P. Any two indecomposable direct summands with vertex P of a capped endo-permutation module M are isomorphic ( [10] Theorem 3.8). Any such direct summand of M is called the cap of M (defined up to isomorphism). The Dade group of a p-group P can be viewed either as the group of isomorphism classes of indecomposable endo-permutation modules with vertex P , or as the group of equivalence classes of capped endo-permutation modules with the following equivalence relation: two capped endo-permutation modules are equivalent if their caps are isomorphic. Recall also that the group structure is induced by tensor product.
There are five important operations between Dade groups induced by operations on modules. Explicitly if Q is a subgroup of P, then the restriction from P to Q induces a homomorphism Res P Q : D(P ) → D(Q), and the tensor induction from Q to P induces a homomorphism Ten
If R is a normal subgroup of P we can view a kP/R-module as a kP -module (R acting trivially) and it induces a homomorphism Inf P P/R : D(P/R) → D(P ). We can also define a homomorphism in the other direction, called deflation, Def P P/R : D(P ) → D(P/R) (this is the slash construction in Dade's terminology, see [10] Theorem 4.15). Finally an isomorphism P ∼ = → P induces an isomorphism Iso P P : D(P ) → D(P ). For simplicity of notation, if N (Q) is the normalizer in P of a subgroup Q of P , we will write Teninf
Recall that the subgroup T (P ) of D(P ) is the kernel of the homomorphism
where Q runs over all non-trivial subgroups of P (up to conjugation). L. Puig proved ([11] 2.1.2) that the class in D(P ) of an indecomposable endo-permutation kP -module M with vertex P is in T (P ) if and only if M is endo-trivial, that is
where L is a projective kP -module. The subgroup T (P ) is called the group of endotrivial modules.
In the following definition, I use the formalism of Mackey functors. Recall that in particular, D is a Mackey functor for P (over Z). Definition 1.4 Let G be a finite group, and M be a Mackey functor for G (over Z). Write c x for the conjugation by
Theorem 1.5 Let G be a finite group and M an indecomposable kG-module with vertex P and source S. Then M is an endo-p-permutation module if and only if S is an endo-permutation kP -module whose class [S] in the Dade group D(P ) belongs to
Proof. Assume first that M is an endo-p-permutation module. As S is a direct summand of Res G P (M ), which is an endo-permutation module, S is an endo-permutation module. Moreover as
as equality of the classes is equivalent to compatibility of endo-permutation modules ([10] Corollary 6.12), we can apply Lemma 1.3 and it follows that Ind G P (S) is an endop-permutation kG-module. But M is a direct summand of Ind G P (S), and so is an endo-p-permutation module.
In the case of indecomposable endo-p-permutation modules with common vertex, compatibility can be tested on the source module. Conversely, if the source of M is isomorphic to the source of N, call it S (defined up to isomorphism). Then M and N are isomorphic to direct summands of the induced module Ind G P (S). But S is G-stable by Theorem 1.5 and so Ind G P (S) is an endo-ppermutation module by Lemma 1.3. Hence either M and N are isomorphic and so compatible, or M ⊕ N is isomorphic to a direct summand of Ind G P (S) and so is an endo-p-permutation module. But then, this means that M and N are compatible.
Remark: Thanks to this proposition, we can see that compatibility between indecomposable modules with common vertex is an equivalence relation. Now we want to understand G-stable elements in the Dade group D(P ). I will give a reduction criterion for G-stability, but first I need to recall the following definition. Definition 1.7 Let G be a finite group. We say that a subgroup H of G controls the p-fusion if the following two conditions are verified:
• the index of H in G is not divisible by p
• if Q is a p-subgroup of H and if there is x ∈ G such that x Q is a subgroup of H, then there exists h ∈ H and z ∈ C G (Q), the centralizer of Q in G, such that x = hz. Now we need a lemma. Lemma 1.8 Let P be a p-subgroup of G, and M be a Mackey functor for G. Suppose that for all subgroups Q of P , the centralizer
Proof. Let x ∈ G. The subgroups T = x P ∩ P and P ∩ P x of P are conjugate by x −1 . Then, as H controlled the p-fusion, x −1 = h −1 z −1 , and so x = zh, with z ∈ C G (T ) and h ∈ H.
But by assumption c z = id M(T ) , and so (Res
The other inclusion is always true and the lemma is proved. Proposition 1.9 Let P be a p-subgroup of G and assume that the p-fusion in G is controlled by
is just the subgroup of fixed points of the Dade group D(P ) under the action of N G (P ) by conjugation.
Proof. By the preceding lemma , it is enough to prove that the centralizer C G (Q) of any subgroup Q of P acts trivially on D(Q) since D is a Mackey functor. But this is obvious because for any kQ-module M , the conjugate module
Fixed points of the Dade Group in odd characteristic
In order to understand better G-stable elements, I will study fixed points of the Dade group D(P ) under the action of a group H, which acts on P by automorphisms. This will be enough to understand G-stable elements when, for example, the normalizer controls p-fusion, since in this case, G-stable elements are just fixed points of D(P ) under the action of the normalizer of P in G by conjugation.
Recall that if X is a finite non-empty P -set such that P does not admit a single fixed point on X, the kernel Ω X (k) of the augmentation map kX → k is a capped endo-permutation module ([2] Definition 3.2.1). Write Ω X for the class in D(P ) of Ω X (k). Moreover, if the set X P of fixed points of X under P is not empty,
So we can extend the definition of Ω X to any finite nonempty P -set X by setting Ω X = 0 in D(P ) if X is such that X P = ∅. We denote also by D Ω (P ) the subgroup of D(P ) generated by all relative syzygies Ω X , where X runs over all non-empty finite P -sets. Finally write D Ω t (P ) for the torsion part of D Ω (P ) and T t (P ) for the torsion part of T (P ).
Consider the category C p whose objects are all finite p-groups, and such that, for any finite p-groups P and Q, the set Hom Cp (P, Q) is equal to the Burnside group B(Q × P op ) of finite (Q, P )-bisets. The composition of morphisms is Z-bilinear, and if P, Q, R are finite p-groups, if U is a finite (Q, P )-biset, and V is a finite (R, Q)-biset, the composition of the isomorphism classes of V and U is the isomorphism class of the
The identity morphism of the finite p-group P is the class of the set P , with left and right action by multiplication.
An additive functor from the category C p to the category of abelian groups is called a biset functor (see [1] ).
Let B(P ) denote the Burnside group of P and R Q (P ) the Grothendieck group of rational representations of P . By the Ritter-Segal Theorem, there is a natural surjective morphism of abelian groups B(P ) → R Q (P ). If we denote by B * (P ) and R * Q (P ) the Z-dual of B(P ) and R Q (P ) respectively, then there is an inclusion i :
which is the transpose of the natural morphism B(P ) → R Q (P ). Recall (see [4] ) that the elements ω X ∈ B * (P ) are defined on the canonical basis of B(P ) by
where R is a subgroup of P, and (X) R is the set of fixed points of X under R. The elements ω P/Q , for Q ∈ [s P ], a set of representatives of the poset s P of conjugacy classes of subgroups of P , is a Z-basis for B * (P ) ([4] Lemma 2.2 ). There is a unique natural transformation Θ : B * → D Ω with the property that Θ P (ω X ) = Ω X for any p-group P and for any finite P -set X ([4] Theorem 1.7). Moreover, the following sequence
Recall also that if µ P is the Möbius function of s P , every ϕ ∈ B * (P ) can be written
. Moreover 2D t (P ) = 0, so i(2R * Q (P )) ≤ ker(Θ P ). Now we want to prove that i(dim Q ) ∈ ker(Θ P ). With the notation above
which is the number of conjugacy classes of non-trivial cyclic subgroups minus one. But this is equal to the dimension of
If H is a group acting by automorphisms on P , we will simply say that H acts on P and we write x y for the image of y ∈ P under the action of x ∈ H. For x ∈ H, consider the (P, P )-biset Iso x = P with left action by multiplication and right action by multiplication twisted by x. Now if F is a biset functor or if F = D, we have an isomorphism of abelian groups F (Iso x ) : F (P ) → F (P ), that is an action of H on F (P ). If f ∈ F (P ) and x ∈ H, we simply write x f for F (Iso x )(f ). Hence the action of H on P induces an action on R * Q (P ), B * (P ) and D(P ). Note that as the construction of this action is functorial, the homomorphisms Θ P : B * (P ) → D Ω (P ) and i : R * Q (P ) → B * (P ) commute with this action of H, in other words, these are homomorphisms of ZH-modules.
If H acts on a Z-module K, denote by K H the submodule of H-fixed points of K. Theorem 2.2 Let H be a group acting on P . Suppose p = 2 and let L be as in Theorem 2.1. Then the following sequence of H-fixed points
Proof. It is enough to prove that L is a permutation module, since then H 1 (H, L) is trivial and Θ P restricted to H-fixed points is still surjective. Let Irr Q be the Z-basis of R Q (P ) consisting of isomorphism classes of rational irreducible representations and write {V * | V ∈ Irr Q } for the dual basis. Consider the set B = {2V * , dim Q | V ∈ Irr Q −{Q}}, where Q is the class of the trivial representation. We prove that B is a basis for L. First B is free since
is zero if and only if µ = 0 and λ V = 0 for all V ∈ Irr Q −{Q}. And B generates L since
To conclude we just need to realize that B is a permutation basis. But this is clear since for all x ∈ H, we have
Corollary 2.3 If p = 2, the group of fixed points D(P ) N G (P ) is generated by the elements
where Q is any subgroup of P and
Proof. We just need to prove that the stabilizer of ω P/Q is P N G (Q). But this is clear since if x ∈ N G (P ), then ω P/Q = x ω P/Q = ω P/ x Q if and only if Q and x Q are conjugate in P .
Fixed points of the Dade group in characteristic 2
We want a result similar to Theorem 2.2 for the case p = 2. The difficulty here is the existence of exotic endo-permutation modules for the generalized quaternion groups
We have to use the complete description of the Dade group given by S. Bouc in [6] and a lot of the technique used by him for this description. We recall now these concepts and results and fix the notation.
A p-group P has normal p-rank 1 if it does not have any normal subgroup isomorphic to (C p )
2 . In this case, there is a unique rational faithful irreducible representation of P, denoted Φ P ([3] Proposition 3.7).
If P is a p-group of normal p-rank 1 and order p n , then P is cyclic if p = 2 and if p = 2, P is cyclic, or generalized quaternion, or semi-dihedral, or dihedral of order greater than 16.
If S is a subgroup of P, we write N (S) for the normalizer of S in P. A subgroup S of P is called a genetic subgroup if the following three conditions hold: i) the group N (S)/S has normal p-rank 1 ii) the QP -module V (S) = Ind
where < −, − > P is the bilinear form on R Q (P ), with values in Z, defined by
for QP -modules V and W. We say that a genetic subgroup is of type R if N (S)/S ∼ = R.
It was shown by S. Bouc in [3] and [5] that for any simple QP -module V , there exists a genetic subgroup S of P such that V ∼ = V (S). Moreover if S and S are genetic subgroups of P , the corresponding modules V (S) and V (S ) are isomorphic if and only if S P S , i.e. there exists x ∈ P such that
In particular, the relation P is an equivalence relation on the set of genetic subgroups of P and if S P S , S and S have the same type. A genetic basis is a set of representatives of equivalence classes of genetic subgroups of P for the relation P . Hence if S is a genetic basis, the set {V (S) | S ∈ S} is a Z-basis for R Q (P ). Write {V * (S) | S ∈ S} the dual basis, a basis of the Z-dual R * Q (P ). Convention 3.1 For the rest of this section, the field k is of characteristic p = 2.
If S is a genetic basis, we write S = Q ∪ SD ∪ C ∪ D, where Q is the subset of elements of generalized quaternion type, SD the subset of elements of semi-dihedral type, C the subset of elements of cyclic type of order at least 4, and D the subset of elements of dihedral type or cyclic type of order 1 or 2. In the proof of Theorem 9.5 of [6] , the image by the homomorphism Θ P • i of the elements V * (S), S ∈ S, are computed. They are
where R is a non-central subgroup of order 2 of N (S)/S. Now if S ∈ Q, the order of Ω N (S)/S is 4, if S ∈ C the order of Ω N (S)/S is 2 and if S ∈ SD, the order of
([8] Theorem 10.3). Moreover the map
is injective ([5] Theorem 6.1). Therefore, if S ∈ S, the orders are preserved when we apply Teninf 
whereK is the free Z-module with basis
If S is a genetic subgroup of generalized quaternion type, denote by η(S, 1) and η(S, −1) the two exotic elements of order 2 in the group of endo-trivial modules
T (N (S)/S), that is the two elements of order 2 which are not in T Ω (N (S)/S) = T (N (S)/S) ∩ D Ω (N (S)/S) (see Theorem 6.3 in [8]). We have the following relation in T (N (S)/S):
Note that there is no canonical way to define these two elements and that we make a choice when we write η(S, 1) and η(S, −1). For ε ∈ {±1}, denote also by
Finally recall that if P is a 2-group, S. Bouc proved that D(P ) = D Ω (P ) ⊕ D Q (P ) where D Q (P ) is a F 2 -vector space with basis {Λ(S, 1) | S ∈ Q} ([6] Theorem 9.5).
We can state the following result.
Theorem 3.2 Let S be a genetic basis, write S = Q ∪ D ∪ SD ∪ C as above and let τ S , S ∈ S, be as in 3.1.2. Let E be the free Z-module with basis (T, ε) T ∈ Q, ε ∈ {±1} .
For all T ∈ Q, write also U (T ) = 2V * (T ) + (T, 1) + (T, −1) ∈ R * Q (P ) ⊕ E and K the free Z-submodule of R * Q (P ) ⊕ E, free with basis
Then the following sequence is exact
where j = (i ⊕ Id E )| K and Ψ is defined by linearity from Ψ| B * (P ) = Θ P , and Ψ(T, ε) = Λ(T, ε), for all T ∈ Q and ε ∈ {±1}.
Proof. The surjectivity of Ψ is clear thanks to the remark preceding this theorem and the sequence 3.1.1. The injectivity of j is obvious as i is injective. We have then to prove that ker(Ψ) = j(K). Let us prove that j(K) ⊆ ker(Ψ). First,
for all S ∈ S − Q thanks to the exact sequence 3.1.1. Also, as
Ψ(j(U (T ))) = Λ(T, 1) + Λ(T, −1) + 2 Teninf
thanks to the relation 3.1.3. Finally, Ψ(j(2(T, ε))) = 2Λ(T, ε) = 0 for all T ∈ Q, ε ∈ {±1} since Λ(T, ε) is of order 2. Let us prove now the other inclusion, i.e. ker(Ψ) ⊆ j(K). Let x ∈ ker(Ψ) and write x = y + z with y ∈ B * (P ) and z ∈ E. Then
λ T,ε (T, ε), where λ T,ε ∈ Z, ∀(T, ε) ∈ Q × {±1}.
We put then
For all T ∈ Q, write λ T,1 = 2µ T + λ T with µ T ∈ Z and λ T ∈ {0, 1}. Consider the following element of R *
First, remark that as j(U (T )) and 2(T, 1) are in j(K) for all T ∈ Q and as j(K) ⊆ ker(Ψ), we have Ψ(z) = Ψ(z ) = Ψ(z ). Write π Q for the projection from
the last equality coming from the fact that Ψ(−λ T,−1 i(2V * (T ))) ∈ D Ω (P ). But then, as λ T ∈ {0, 1} and as D Q (P ) is a F 2 -vector space with basis {Λ(T, 1) | T ∈ Q}, λ T = 0 for all T ∈ Q. Hence, z = T ∈Q −λ T,−1 i(2V * (T )) ∈ B * (P ). Moreover y + z ∈ ker(Ψ) because Ψ(z) = Ψ(z ) and then y + z ∈ ker(Ψ) ∩ B * (P ) = i(K) in view of the exact sequence 3.1.1. But then, as i(K) ⊆ j(K), y + z ∈ j(K) and as, by construction z = z + j(k) for k ∈ K, we have x = y + z = y + z − j(k) ∈ j(K).
Hence ker(Ψ) ⊆ j(K) and the theorem is proved.
In order to look at H-fixed points in the exact sequence of Theorem 3.2, where H is a group acting on P, we need to give E an action of H such that the homomorphism Ψ becomes a homomorphism of ZH-modules. To this end we need to understand better genetic sections and some results on biset functors.
Following S. Bouc in [5] , recall that if S is a genetic subgroup with S = P , then N (S)/S has a unique central subgroup of order p, and this subgroup is equal toŜ/S for a well-defined subgroupŜ of N (S). Then P/S and P/Ŝ are (P, N (S)/S)-bisets, and denote by a S the element of Hom Cp (N (S)/S, P ) defined by
Denote also by b S the element of Hom Cp (P, N (S)/S) corresponding to the opposite elements, that is b S = S\P −Ŝ\P.
For the genetic subgroup S = P , denote by a P the image in Hom Cp (1, P ) of a (P, 1)-biset of cardinality 1, and by b P the image in Hom Cp (P, 1) of a (1, P )-biset of cardinality 1.
Recall ([6] Theorem 8.2) that, if S is a genetic basis,
is an isomorphism with inverse
We need a lemma which is a small adaptation of a result of Bouc ([5] Theorem 6.1).
Lemma 3.3 Let S and S be two genetic subgroups and let
Proof. Using results on the composition of morphisms between Dade groups (especially Proposition 3.10 of [7] ), we have (for more details, see the proof of Theorem 6.1 of [5] ),
and in the same way
where γ 2 n (n ≥ 0 an integer) is a linear map D(N (S)/S) → D(N (S)/S) called "Galois torsion" and coming from the endomorphism of the base field k, λ → λ 2 n for all λ ∈ k (see [7] , section 3). Hence if D(S\P )D(a S )(u) = 0, there is y ∈ P such that SyŜ = SyS or equivalentlyŜ ∩S y ⊆ S . The same argument shows that if
is not zero, then there is y ∈ P such thatŜ ∩Ŝ y ⊆ S , which impliesŜ ∩ S y ⊆ S .
, and this is equal to
Again by assumption, this is non zero, therefore at least one of the following is verified:
• there is x ∈ P such that |S :
• there is x ∈ P such thatŜxS = SxS , or equivalentlyŜ ∩ x S ⊆ S.
In both cases there is x ∈ P such thatŜ ∩ x S ⊆ S. So we have proved that there is y ∈ P such thatŜ ∩ S y ⊆ S , and that there is x ∈ P such thatŜ ∩ x S ⊆ S. These are exactly the hypothesis of Lemma 4.5 of [5] which asserts that in this case, S P S . Lemma 3.4 Let S be a subgroup of P , x ∈ P and assume that S is a genetic subgroup of P of generalized quaternion type. Then
Proposition 3.5 Let S and S be two genetic subgroups of P of generalized quaternion type and let u ∈ T t (N (S )/S ). Then if S P S , we have
where z ∈ P is such that S z S .
Proof. As before u ∈ T t (N (S )/S ) implies D(P/Ŝ )(u) = 0. So we have D(a S )(u) = D(P/S )(u) and
Again by the same argument as in the proof of Lemma 3.3, this is non zero if and only if there is x ∈ P such thatŜ ∩ 
Proposition 3.6 Let S and S be two genetic subgroups of P of generalized quaternion type. If S P S , then there exists ε ∈ {±1} such that
In the same way Teninf
. Let S be a genetic basis containing S. Denote by i the canonical injection of
x N (S )| and on the choice of η(S, 1) and η(S , 1). Indeed, if l is an odd integer, the morphism γ 2 l maps η(S, ε) on η(S, −ε) ( [7] Example 3.4). Now the equality D(b S )D(a S )(η(S , 1)) = η(S, ε) implies the equality D(b S )D(a S )(η(S , ε)) = η(S, 1). Hence if we put v S = η(S, 1) in 3.6.1 and v S = η(S , ε) in 3.6.2,we obtain , 1)) ) and we deduce the first equality by injectivity of D S . In the same way, if we put v S = η(S, −1) in 3.6.1 and v S = η(S , −ε) in 3.6.2, we prove the second equality.
Let H be a group acting on P. We define an action of H on a fixed genetic basis S as follows; if S ∈ S and x ∈ H, then x * S is the unique element in S such that x * S P x S. It is not difficult to verify that this is a group action. Lemma 3.7 Let S be a genetic basis and let S ∈ S be of generalized quaternion type. Then if x ∈ H, where H is a group acting on P , x Λ(S, 1) = Λ(x * S, ε) for ε ∈ {±1}.
Proof. First remark that there is ε ∈ {±1} such that S P x * S and so by Proposition 3.6, there is ε ∈ {±1} such that
and the lemma is proved. Now we can define an action of H on E such that Ψ becomes a homomorphism of ZH-modules. On E = Z{(T, ε) | T ∈ Q, ε ∈ {±1}}, we put
for all x ∈ H, where x * ε ∈ {±1} is defined by x Λ(T, ε) = Λ(x * T, x * ε) (this is welldefined thanks to the preceding lemma). Note that for the elements V * (S) ∈ R * Q (P ), S ∈ S a genetic basis, we have
Lemma 3.8 Let H be a group acting on P. The applications j and Ψ of Theorem 3.2 are homomorphisms of ZH-modules.
Proof. For j this is clear. Moreover we just need to check that the restriction of Ψ to E is a homomorphism ZH-modules since on B * (P ), Ψ = Θ P and this is a homomorphism of ZH-modules. But we defined the action of H on E for this purpose. Indeed,
for all x ∈ H.
Theorem 3.9 Assume p = 2 and let H be a group acting on P . Let K be as in Theorem 3.2 and E provided with its structure of ZH-module defined above. Then the following sequence of fixed points
Proof. First it is obvious that (B * (P ) ⊕ E) H = B * (P ) H ⊕ E H . By Theorem 3.2 and as j and Ψ are homomorphisms of ZH-modules, it is enough to prove that K is a permutation module (because in that case H 1 (H, K) = 0). First if x ∈ H and S ∈ S − Q, we have x V * (S) = V * (x * S) in R * Q (P ). Moreover x * S and x S have the same type as x * S P x S and so, they have the same type as S. In the same way if T ∈ Q and ε ∈ {±1}, x * (T, ε) = (x * T, x * ε) with x * T ∈ Q since x * T P x T and moreover x * ε ∈ {±1}. Finally for T ∈ Q, x * U (T ) = x * ((T, 1)+(T, −1))− x 2V * (T ) = (x * T, x * 1)+(x * T, x * (−1))−2V
* (x * T ) = U (x * T ) because if x * 1 = ε for ε ∈ {±1}, then x * (−1) = −ε. Ω P/ x Q , and
where Q is any subgroup of P, N G (P, Q) = {x ∈ N G (P ) | x Q = Q}, T is any element of generalized quaternion type in a fixed genetic basis and N G (P ) Λ(T,1) is the stabilizer of Λ(T, 1) in N G (P ).
Proof. Again this follows from the theorem and the fact that the stabilizer of ω P/Q is P N G (P, Q) and the stabilizer of (T, 1) ∈ E is equal to the stabilizer of Λ(T, 1).
Remark: The stabilizer L of Λ(T, 1) in N G (P ) is either the stabilizer M of the equivalence class of the genetic subgroup T under the relation P , or a subgroup of index 2 of M. Indeed, if x ∈ M, then x Λ(T, 1) = Λ(x * T, x * 1) = Λ(T, x * 1) = Λ(T, ε) for ε ∈ {±1} and so M acts on the set {Λ(T, 1), Λ(T, −1)}. Therefore the index of L in M is equal to 1 or 2. In particular L contains at least a subgroup of index 2 of P N G (P, T ) since P N G (P, T ) stabilizes the equivalence class of T . But in general, L can be bigger.
Example
In this section I give an example where D(P )
G -st = D(P ) N G (P ) and this will be enough to conclude that the Green correspondent of an endo-p-permutation kN G (P )-module is not in general an endo-p-permutation kG-module.
Consider P the 3-subgroup of G = GL(3, 3) consisting of unitriangular matrix (that is upper triangular matrix with 1 in the diagonal). Set Then we can check that if g = g 2 g 1 , g x = y and g P ∩ P = y . Write X = x and Y = y . We are going to consider Ω P/X ∈ D(P ) and show that it is not G-stable. Remember that if U is a finite P -set, Ω U U = Ω U and Res P Q (Ω U ) = Ω Res P Q (U ) . Hence as P -sets, we have g Ω P/X ), that is Ω P/X ∈ D(P ) G -st . But Ω P/X ∈ D(P ) N G (P ) . Indeed, for all g ∈ N G (P ), we can check that there is h ∈ P such that g X = h X. We can state our last result.
Proposition 4.1 Let P be a p-subgroup of G and L an indecomposable endo-p-permutation kN G (P )-module. Then the Green correspondent of L is not in general an endo-p-permutation kG-module.
Proof. We take G and P as in our example above. Take an indecomposable kN G (P )-module L with vertex P and source Ω P/X (k). Then its Green correspondent Gr(L) has also P as vertex and Ω P/X (k) as source module. Since Ω P/X ∈ D(P ) N G (P ) but is not G-stable, L is an endo-p-permutation kN G (P )-module but Gr(L) is not an endop-permutation kG-module by Theorem 1.5.
