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1 Introduction
The synchronization problem of multi-agent systems (MAS)
has attracted substantial attention during the past decade, due
to the wide potential for applications in several areas such as
automotive vehicle control, satellites/robots formation, sen-
sor networks, and so on. See for instance the books [12] and
[25] or the survey paper [8].
State synchronization inherently requires homogeneous net-
works (i.e. agents which have identical dynamics). There-
fore, in this paper we focus on homogeneous networks. So
far, most work has focused on state synchronization based
on diffusive full-state coupling, where the agent dynamics
progress from single- and double-integrator dynamics (e.g.
[9], [10], [11]) to more general dynamics (e.g. [13], [20],
[24]). State synchronization based on diffusive partial-state
coupling has also been considered, including static design
([6] and [7]), dynamic design ([4], [14], [15], [17], [21]), and
the design with additional communication ([2] and [13]).
Meanwhile, time-delay effects are ubiquitous in any commu-
nication scheme. As clarified in [1], we can identify two
kinds of delays. Firstly, there is the notion of a communi-
cation delay, which results from limitations on the commu-
nication between agents. Secondly, we have the input delay,
This work is supported by Nature Science Foundation of Liaoning
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which is due to computational limitations of an individual
agent. Many works have focused on dealing with input de-
lay, progressing from single- and double-integrator agent dy-
namics (see e.g. [9], [18], [19], [26]) to more general agent
dynamics (see e.g. [16], [22], [23], [27], [5]). Its objective is
to derive an upper bound on the input delay such that agents
can still achieve synchronization. Moreover, such an upper
bound always depends on the agent dynamics and the net-
work properties.
In this paper, we deal with regulated state synchronization
problem for MAS in presence of unknown nonuniform in-
put delays by tracking the trajectory of an exosystem. Mean-
while, we can obtain an upper bound for the input delay toler-
ance, which only depends on the agent dynamics. We design
dynamic protocols by using additional information exchange
for MAS with both full- and partial-state coupling. The pro-
tocol design is scalefree, namely
• The design is independent of information about commu-
nication networks. That is to say, the dynamical protocol
can work for any communication network such that all
of its nodes have path to the exosystem.
• The dynamic protocols are designed for networks with
input delays where the admissible upper bound on de-
lays only depends on agent model and does not depend
on communication network and the number of agents.
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• The proposed protocols archive regulated state synchro-
nization for any MAS with any number of agents, any
admissible non uniform input delays, and any commu-
nication network.
Notations and definitions
Given a matrix A ∈ Rm×n, AT denotes its conjugate trans-
pose and ‖A‖ is the induced 2-norm. Let j indicate √−1.
A square matrix A is said to be Hurwitz stable if all its eigen-
values are in the open left half complex plane. We denote by
diag{A1, . . . ,AN}, a block-diagonal matrix with A1, . . . ,AN as
the diagonal elements. A⊗B depicts the Kronecker product
between A and B. In denotes the n-dimensional identity ma-
trix and 0n denotes n×n zero matrix; sometimes we drop the
subscript if the dimension is clear from the context. More-
over let Cnτ = C([−τ,0],Rn) denote the Banach space of all
continues functions from [−τ,0]→ Rn with norm
‖x‖C = sup
t∈[−τ,0]
‖x(t)‖.
To describe the information flow among the agents we as-
sociate a weighted graph G to the communication network.
The weighted graph G is defined by a triple (V ,E ,A ) where
V = {1, . . . ,N} is a node set, E is a set of pairs of nodes in-
dicating connections among nodes, and A = [ai j] ∈ RN×N
is the weighted adjacency matrix with non negative elements
ai j. Each pair in E is called an edge, where ai j > 0 denotes an
edge ( j, i) ∈ E from node j to node i with weight ai j. More-
over, ai j = 0 if there is no edge from node j to node i. We
assume there are no self-loops, i.e. we have aii = 0. A path
from node i1 to ik is a sequence of nodes {i1, . . . , ik} such
that (i j, i j+1) ∈ E for j = 1, . . . ,k− 1. A directed tree is a
subgraph (subset of nodes and edges) in which every node
has exactly one parent node except for one node, called the
root, which has no parent node. The root set is the set of root
nodes. A directed spanning tree is a subgraph which is a di-
rected tree containing all the nodes of the original graph. If
a directed spanning tree exists, the root has a directed path to
every other node in the tree.
For a weighted graph G , the matrix L = [`i j] with
`i j =
{
∑Nk=1 aik, i = j,
−ai j, i 6= j,
is called the Laplacian matrix associated with the graph G .
The Laplacian matrix L has all its eigenvalues in the closed
right half plane and at least one eigenvalue at zero associated
with right eigenvector 1 [3]. Moreover, if the graph contains
a directed spanning tree, the Laplacian matrix L has a single
eigenvalue at the origin and all other eigenvalues are located
in the open right-half complex plane [12].
2 Problem formulation
Consider a MAS consisting of N identical linear dynamic
agents with input delays:
x˙i(t) = Axi(t)+Bui(t− τi),
yi(t) =Cxi(t),
xi(δ ) = φi(δ ), δ ∈ [−τ¯,0]
(1)
where xi(t) ∈ Rn, yi(t) ∈ Rq and ui(t) ∈ Rm are the state,
output, and the input of agent i = 1, . . . ,N, respectively. τi
represent the input delays with τi ∈ [0, τ¯], where τ¯ = maxi τi
and φi ∈ Cnτ¯ .
Assumption 1 We assume that:
(i) (A,B) are stabilizable and (C,A) are detectable.
(ii) All eigenvalues of A are in the closed left half plane.
The network provides agent i with the following information,
ζi(t) =
N
∑
j=1
ai j(yi(t)− y j(t)), (2)
where ai j > 0 and aii = 0. This communication topology of
the network can be described by a weighted graph G associ-
ated with (2), with the ai j being the coefficients of the weight-
ing matrixA not of the dynamics matrix A introduced in(1)).
In terms of the coefficients of the associated Laplacian matrix
L, ζi can be rewritten as
ζi(t) =
N
∑
j=1
`i jy j(t). (3)
We refer to this as partial-state coupling since only part of
the states are communicated over the network. When C= I, it
means all states are communicated over the network, we call
it full-state coupling. Then, the original agents are expressed
as
x˙i(t) = Axi(t)+Bui(t− τi) (4)
and ζi is rewritten as
ζi(t) =
N
∑
j=1
`i jx j(t).
Obviously, state synchronization is achieved if
lim
t→∞(xi(t)− x j(t)) = 0. (5)
for all i, j ∈ 1, ...,N.
In this paper, we consider regulated state synchronization.
The reference trajectory is generated by the following exosys-
tem
x˙r(t) = Axr(t)
yr(t) =Cxr(t).
(6)
with xr ∈ Rn. Our objective is that the agents achieve regu-
lated state synchronization, that is
lim
t→∞(xi(t)− xr(t)) = 0, (7)
for all i∈ {1, . . . ,N}. Clearly, we need some level of commu-
nication between the exosystem and the agents. We assume
that a nonempty subset C of the agents have access to their
own output relative to the output of the exosystem. Specially,
each agent i has access to the quantity
ψi = ιi(yi(t)− yr(t)), ιi =
{
1, i ∈ C ,
0, i /∈ C . (8)
By combining this with (3), we have the following informa-
tion exchange
ζ¯i(t) =
N
∑
j=1
ai j(yi(t)− y j(t))+ ιi(yi(t)− yr(t)). (9)
Meanwhile, (9) will change as
ζ¯i(t) =
N
∑
j=1
ai j(xi(t)− x j(t))+ ιi(xi(t)− xr(t)) (10)
for full-state coupling case.
To guarantee that each agent can achieve the required regu-
lation, we need to make sure that there exists a path to each
node starting with node from the set C . Motivated by this
requirement, we define the following set of graphs.
Definition 1 Given a node set C , we denote byGNC the set of
all graphs with N nodes containing the node set C , such that
every node of the network graph G ∈ GNC is a member of a
directed tree which has its root contained in the node set C .
Remark 1 Note that Definition 1 does not require necessarily
the existence of directed spanning tree.
From now on, we will refer to the node set C as the root set in
view of Definition 1. For any graph G ∈GNC , with Laplacian
matrix L, we define the expanded Laplacian matrix as:
L¯ = L+diag{ιi}= [l¯i j]N×N
which is not a regular Laplacian matrix associated to the
graph, since the sum of its rows need not be zero. We ob-
serve that Definition 1 guarantees that all the eigenvalues of
L¯ have positive real parts. In particular, we have that L¯ is
invertible.
In this paper, we introduce an additional information ex-
change among protocols. In particular, each agent i =
1, . . . ,N has access to additional information, denoted by ζˆi,
of the form
ζˆi(t) =
N
∑
j=1
ai j(ξi(t)−ξ j(t)) (11)
where ξ j ∈ Rn is a variable produced internally by agent j
and to be defined in next sections.
We formulate the problem for regulated state synchronization
of a MAS with full- and partial-state coupling.
Problem 1 Consider a MAS described by (1) satisfying As-
sumption 1, with a given τ¯ and the associated exosystem (6).
Let a set of nodes C be given which defines the set GNC and
let the asssociated network communication graph G ∈GNC be
given by (9).
The scalable regulated state synchronization problem with
additional information exchange of a MAS is to find, if pos-
sible, a linear dynamic protocol for each agent i∈{1, . . . ,N},
using only knowledge of agent model, i.e., (A,B,C), and up-
per bound of delays τ¯ , of the form:{
x˙c,i(t) = Ac,ixc,i(t)+Bc,iui(t− τi)+Cc,iζ¯i(t)+Dc,iζˆi(t),
ui(t) = Fc,ixc,i(t),
(12)
where ζˆi(t) is defined in (11) with ξi(t) = Hcxi,c(t), and
xc,i(t) ∈ Rni , such that regulated state synchronization (7) is
achieved for any N and any graph G ∈GNC .
3 Protocol Design
In this section, we will consider the regulated state synchro-
nization problem for a MAS with input delays. In particu-
lar, we cover separately systems with full-state coupling and
those with partial-state coupling.
3.1 Full-state coupling
Firstly, we define
ωmax =
{
0, A is Hurwitz,
max{ω ∈ R|det( jωI−A) = 0}, otherwise.
Then, we design a dynamic protocol with additional informa-
tion exchanges for agent i ∈ {1, . . . ,N} as follows.{
χ˙i(t) = Aχi(t)+Bui(t− τi)+ ζ¯i(t)− ζˆi(t)− ιiχi(t)
ui(t) = −ρBTPεχi(t),
(13)
where ρ > 0 and ε is a parameter satisfying ε ∈ (0,1], Pε
satisfies
ATPε +PεA−PεBBTPε + εI = 0 (14)
Note that for any ε > 0, there exists a unique solution of (14).
The agents communicate ξi, which are chosen as ξi(t) =
χi(t), therefore each agent has access to the following infor-
mation:
ζˆi(t) =
N
∑
j=1
ai j(χi(t)−χ j(t)). (15)
while ζ¯i(t) is defined by (10).
Our formal result is stated in the following theorem.
Theorem 1 Consider a MAS described by (4) satisfying As-
sumption 1, with a given τ¯ and the associated exosystem (6).
Let a set of nodes C be given which defines the set GNC and
let the asssociated network communication graph G ∈GNC be
given by (10).
Then the scalable regulated state synchronization problem as
stated in Problem 1 is solvable if
τ¯ωmax <
pi
2
. (16)
In particular, there exist ρ > 1 and ε∗ > 0 that depend only
on τ¯ and the agent models such that, for any ε ∈ (0,ε∗], the
dynamic protocol given by (13) and (14) solves the scalable
regulated state synchronization problem for any N and any
graph G ∈GNC .
To obtain this result, we need the following lemma.
Lemma 1 ([23]) Consider a linear time-delay system
x˙(t) = Ax(t)+
m
∑
i=1
Aix(t− τi), (17)
where x(t) ∈ Rn and τi ∈ R. Assume that A + ∑mi=1 Ai
is Hurwitz stable. Then, (17) is asymptotically stable for
τ1, . . . ,τN ∈ [0, τ¯] if
det[ jωI−A−
m
∑
i=1
e− jωτiAi] 6= 0,
for all ω ∈ R, and for all τ1, . . . ,τN ∈ [0, τ¯].
Proof of Theorem 1: Firstly, let x˜i(t) = xi(t)−xr(t), we have
˙˜xi(t) = Ax˜i(t)+Bui(t− τi)
We define
x˜(t) =
 x˜1(t)...
x˜N(t)
 ,χ(t) =
χ1(t)...
χN(t)
 ,
x˜τ(t) =
 x˜1(t− τ1)...
x˜N(t− τN)
 , and χτ(t) =
 χ1(t− τ1)...
χN(t− τN)

then we have the following closed-loop system
˙˜x(t) = (I⊗A)x˜(t)−ρ(I⊗BBTPε)χτ(t)
χ˙(t) = (I⊗A)χ(t)−ρ(I⊗BBTPε)χτ(t)
+(L¯⊗ I)(x˜(t)−χ(t)).
(18)
Let e(t) = x˜(t)−χ(t), we can obtain
˙˜x(t) = (I⊗A)x˜(t)−ρ(I⊗BBTPε)x˜τ(t)+ρ(I⊗BBTPε)eτ(t)
e˙(t) = (I⊗A− L¯⊗ I)e(t)
(19)
where eτ(t) = x˜τ(t)−χτ(t).
The proof proceeds in two steps.
Step 1: First, we prove the stability of system (19) without
delays, i.e.
˙˜x = (I⊗A)x˜−ρ(I⊗BBTPε)x˜+ρ(I⊗BBTPε)e
e˙ = (I⊗A− L¯⊗ I)e (20)
Since all eigenvalues of L¯ are positive, we have
(T ⊗ I)(I⊗A− L¯⊗ I)(T−1⊗ I) = I⊗A− J¯⊗ I (21)
for a non-singular transformation matrix T , where (21) is up-
per triangular Jordan form with A−λiI for i = 1, · · · ,N− 1
on the diagonal. Since all eigenvalues of A are in the closed
left half plane, A−λiI is stable. Therefore, all eigenvalues of
I⊗A− L¯⊗ I have negative real part. Therefore, we have that
the dynamics for e is asymptotically stable.
According to the above result, for (20) we just need to prove
the stability of
˙˜x = [I⊗ (A−ρBBTPε)]x˜
or the stability of
A−ρBBTPε
Based on the ARE (14), for a positive definite matrix Pε , we
have
Pε(A−ρBBTPε)+(A−ρBBTPε)TPε
6− εI− (2ρ−1)PεBBTPε
<0
for ε > 0 and ρ > 1.
Step2: In this step, since we have that ei is asymptotically
stable, we just need to prove the stability of
˙˜xi(t) = Ax˜i(t)−ρBBTPε x˜i(t− τi)
for i = 1, . . . ,N. Following Lemma 1 we need to prove
det[ jωI−A+ρe− jωτiBBTPε ] 6= 0 (22)
for ω ∈ R and τi ∈ [0, τ¯]. We choose ρ , such that
ρ >
1
cos(τ¯ωmax)
. (23)
Let ρ be fixed. Meanwhile, we note that there exists a θ such
that
ρ >
1
cos(τ¯ω)
,∀|ω|< ωmax+θ
Then, we split the proof of (22) into two cases where |ω| >
ωmax+θ and |ω|< ωmax+θ respectively.
If |ω| > ωmax + θ , we have det( jωI−A) 6= 0, which yields
σmin( jωI−A) > 0. Hence, we can state that there exists a
µ > 0 such that
σmin( jωI−A)> µ, ∀ω such that |ω|> ωmax+θ .
The above bound always exists by observing that for |ω| >
ω¯ := max{‖A‖+ 1,ωmax + θ}, we have σmin( jωI − A) >
|ω|−‖A‖> 1. However, for ωmax+θ < |ω|< ω¯ , there exist
a µ ∈ (0,1], such that σmin( jωI−A)> µ since σmin( jωI−A)
depends continuously on ω .
Given ρ , there exists ε∗ > 0 such that ‖ρBBTPε‖ 6 µ/2.
Then, we obtain
σmin( jωI−A+ρe− jωτiBBTPε)> µ− µ2 > µ2 .
Therefore, condition (22) holds for |ω|> ωmax+θ .
Now, it remains to show that condition (22) holds for |ω| <
ωmax+θ . We find that
−ωτi < |ω|τ¯ 6 pi2 ,
and hence
ρ cos(−ωτi)> ρ cos(|ω|τ¯)> 1.
It implies that we have
A−ρe− jωτiBBTPε
is Hurwitz stable for a positive definite matrix Pε (see [23,
Lemma C.1]). Therefore, (22) holds for |ω| < ωmax + θ .
Thus, we can obtain the regulated state synchronization re-
sult based on Lemma 1 by choosing
ρ >
1
cos(τ¯ωmax)
.
3.2 Partial-state coupling
In this subsection, we will consider the case via partial-state
coupling. We design the following dynamic protocol with
additional information exchanges as follows.
˙ˆxi(t) = Axˆi(t)+BΦτi +K(ζ¯i(t)−Cxˆi(t))+ ιiBui(t− τi)
χ˙i(t) = Aχi(t)+Bui(t− τi)+ xˆi(t)− ζˇi(t)− ιiχi(t)
ui(t) = −ρBTPεχi(t),
(24)
for i = 1, . . . ,N where K is a pre-design matrix such that A−
KC is Hurwitz stable and ρ > 0. ε is a parameter satisfying
ε ∈ (0,1], Pε satisfies (14) and is the unique solution of (14)
for any ε > 0. ρ andωmax are defined in (13). In this protocol,
the agents communicate χi and ui(t− τi), i.e. each agent has
access to the following additional information:
ζˇi(t) =
N
∑
j=1
ai j(χi(t)−χ j(t)), (25)
and
Φτi (t) =
N
∑
j=1
ai j(ui(t− τi)−u j(t− τ j)). (26)
ζ¯i(t) is also defined as (9). Then we have the following theo-
rem for MAS via partial-state coupling.
Theorem 2 Consider a MAS described by (1) satisfying As-
sumption 1, with a given τ¯ and the associated exosystem (6).
Let a set of nodes C be given which defines the set GNC and
let the asssociated network communication graph G ∈GNC be
given by (9).
Then the scalable regulated state synchronization problem
as stated in Problem 1 is solvable if (16) holds. In partic-
ular, there exist ρ > 1 and ε∗ > 0 that depend only on τ¯
and the agent models such that, for any ε ∈ (0,ε∗], the dy-
namic protocol given by (24) and (14) solves the scalable
regulated state synchronization problem for any N and any
graph G ∈GNC .
Proof of Theorem 2: Similar to Theorem 1, let x˜i(t) = xi(t)−
xr(t), we have
˙˜xi(t) = Ax˜i(t)+Bui(t− τi)
˙ˆxi(t) = Axˆi(t)+BΦτi (t)+K(ζ¯i(t)−Cxˆi(t))+ ιiBui(t− τi)
χ˙i(t) = Aχi(t)+Bui(t− τi)+ xˆi(t)− ζˇi(t)− ιiχi(t)
Then we have the following closed-loop system
˙˜x(t) = (I⊗A)x˜(t)−ρ(I⊗BBTPε)χτ(t)
˙ˆx(t) = I⊗ (A−KC)xˆ(t)−ρ(L¯⊗BBTPε)χτ(t)+(L¯⊗KC)x˜(t)
χ˙(t) = (I⊗A− L¯⊗ I)χ(t)−ρ(I⊗BBTPε)χτ(t)+ xˆ(t)
(27)
By defining e(t) = x˜(t)− χ(t) and e¯(t) = (L¯⊗ I)x˜(t)− xˆ(t),
we can obtain
˙˜x(t) = (I⊗A)x˜(t)−ρ(I⊗BBTPε)x˜τ(t)+ρ(I⊗BBTPε)eτ(t)
˙¯e(t) = I⊗ (A−KC)e¯(t)
e˙(t) = (I⊗A− L¯⊗ I)e(t)+ e¯(t)
(28)
Similar to Theorem 1, we prove the stability of (28) without
delays first,
˙˜x(t) = (I⊗A)x˜(t)−ρ(I⊗BBTPε)x˜(t)+ρ(I⊗BBTPε)e(t)
˙¯e(t) = I⊗ (A−KC)e¯(t)
e˙(t) = (I⊗A− L¯⊗ I)e(t)+ e¯(t)
(29)
Since we have A−KC and I⊗A− L¯⊗ I are Hurwitz stable,
one can obtain
lim
t→∞ e¯(t)→ 0 and limt→∞e(t)→ 0
i.e. we just need to prove the stability of
˙˜xi(t) = (A−ρBBTPε)x˜i(t).
Similarly to Theorem 1, we can obtain the result about the
stability of the above system directly.
Then, since ei(t) and e¯i(t) are all asymptotically stable, we
just need to prove the stability
˙˜xi(t) = Ax˜i(t)−ρBBTPε x˜i(t− τi)
or prove (22) for ω ∈ R and τi ∈ [0, τ¯] based on Lemma 1.
Similar to the proof of Theorem 1, we can obtain the syn-
chronization result.
4 MATLAB Implementation and Example
4.1 Implementation
In this subsection, we present and discuss our implementa-
tion of the problem at hand, allowing us to visualize and put
to use the theory that we have developed. We discuss two
main files that we include in our source code folder, along
with one helper file, all implemented with MATLAB. Please
see https://github.com/wsucontrolgroup/
scale-free-input-delay.git.
The file protocol_design.m designs the central product
of this paper, the protocol, setting it up for use. It accepts only
the agent model (A,B,C) and an upper bound on the delays
(τ¯). Recall that in the full-state coupling case, the protocol is
given by (13) and (14) and in the partial-state coupling case
by (24) and (14). In view of these equations, the function
protocol_design returns the relevant data necessary to
define them. Namely, ε∗, ρ, Pε , and K. Note that the selection
of K is arbitrary, and we welcome the user to change our code
to pick any value as far as A−KC is Hurwitz stable.
We describe briefly how this function operates. The proof
of Theorem 1, particularly the definitions of ε∗ and ρ , re-
veal that there is a large degree of freedom in choosing the
pair (ε∗,ρ). Furthermore, different choices can lead to dras-
tically different speeds of convergence (i.e., how quickly xi
converges to xr for i = 1, . . . ,N). For fixed ρ , among valid
choices of ε∗, faster convergence is typically obtained by
larger ε∗. In this vein, our algorithm seeks to obtain a less
conservative ε∗, given a fixed ρ . This is done by first choos-
ing θ based on ρ , from which we make a non-conservative
estimate of µ , finally choosing ε∗ based on its definition
(which involves µ). Moreover, we comment that this file in
no way chooses the best (ε∗,ρ) pair that optimizes conver-
gence. We simply guarantee that our parameters satisfy the
solvability conditions laid out in this paper. The existence
of an algorithm that chooses optimal (ε∗,ρ) in all generality
remains an open question, and will be the subject of future
research.
The second and final main file we include is the
input_delay_solver.m file, which is a com-
plete simulation package. This file defines a function of
the same name that accepts an agent model, the delays,
the adjacency matrix of the communication network, the
set of leader nodes, and the initial conditions (in addition
to the period of integration Tmax, which specifies the time
interval (0,Tmax) that the user wants the solution over). From
here, the function uses protocol_design to choose
acceptable protocol parameters to achieve regulated state
synchronization as stated in (5) through the use of protocols
(13) and (14) in the case of full-state coupling and (24) and
(14) for partial-state coupling. If matrix C passed to the
function is the identity, the protocol for full-state coupling
will be enacted, otherwise, partial state coupling protocol
will be utilized. We make implicit use of the MATLAB
dde23 solver. Finally, a time series, along with the values
Figure 1: Directed communication network with 3 nodes
Figure 2: Directed communication network with 6 nodes
Figure 3: Directed communication network with 10 nodes
Figure 4: Directed communication network with 5 nodes
of the states, exosystem, and the input at each time step, are
all extracted from the resulting structure and returned. This
gives data which can be easily plotted or used for a variety of
purposes.
We also include a file initial_conditions.m that al-
lows the user to format their initial conditions in a particular
way that will be accepted by our solver. We hope the inclu-
sion of these files will allow the reader to illustrate our results
for themselves if so desired, and more importantly, that those
who have use for a product of this form will profit from them
in their own endeavors.
4.2 Numerical example
Consider the agents model (1) with full-state coupling as
x˙i(t) =
0 1 00 0 1
0 0 0
xi(t)+
00
1
ui(t− τi),
Figure 5: Regulated state synchronization of MAS with full-
state coupling with N = 3
Figure 6: Regulated state synchronization of MAS with
partial-state coupling with N = 3
and the agent models with partial-state coupling are as:
x˙i(t) =
0 1 00 0 1
0 0 0
xi(t)+
00
1
ui(t− τi),
yi(t) =
(
1 0 0
)
xi(t)
In the following four cases, we simulate the regulated state
synchronization via protocols (13) and (24) for MAS with
full- and partial-state coupling respectively. Matrix K in all
the four cases with partial-state coupling is chosen as KT =(
6 11 6
)
. Parameter ρ is chosen as ρ = 1 in all protocols
of full- and partial-state coupling cases. Moreover, with the
Figure 7: Regulated state synchronization of MAS with full-
state coupling with N = 6
Figure 8: Regulated state synchronization of MAS with
partial-state coupling with N = 6
choise of ε = 10−5 matrix Pε is obtained by solving ARE (14)
as
Pε =
0.0001 0.0009 0.00320.0009 0.0096 0.0432
0.0032 0.0432 0.2941
 .
1. Firstly, we consider a MAS with 3 agents, N = 3 and
communication graph shown in Figure 1. In this exam-
ple, delays are as τ1 = 1sec, τ2 = 2sec, and τ3 = 3sec for
both networks with full- and partial-state coupling. The
results of state synchronization of MAS with full-state
coupling via protocol (13) and partial-state coupling via
protocol (24) are presented in Figure 5 and 6, respec-
tively.
Figure 9: Regulated state synchronization of MAS with full-
state coupling with N = 10
Figure 10: Regulated state synchronization of MAS with
partial-state coupling with N = 10
2. Next, we consider a MAS with 6 agents, N = 6,
and communication topology with the associated graph
shown in figure 2. The delays are chosen as τ1 = 1sec,
τ2 = τ4 = 2sec, τ3 = τ5 = 3sec and τ6 = 1.5sec for
both networks with full- and partial-state coupling. The
simulation results for regulated state synchronization of
MAS with full-state coupling and partial-state coupling
are presented in Figure 7 and 8, respectively.
3. In this case, we consider a MAS with 10 agents, N = 10,
and communication topology with the associated graph
shown in figure 3. The delays in both networks with
full- and partial-state coupling are chosen as τ1 = 1sec,
τ2 = τ4 = 2sec, τ3 = τ5 = 3sec, τ6 = 1.5sec, τ7 = 0.5sec,
Figure 11: Regulated state synchronization of MAS with full-
state coupling with N = 5
Figure 12: Regulated state synchronization of MAS with
partial-state coupling with N = 5
τ8 = 0.7sec, τ9 = 4sec, and τ10 = 2.5sec. The simulation
results for these networks are illustrated in Figure 9 and
10.
4. Finally, the simulation results for state synchronization
of a MAS with 5 agents and communication topology
shown in Figure 4, are illustrated in Figure 11 and 12
where the values of delays are as τ1 = 1sec, τ2 = τ4 =
2sec, τ3 = τ5 = 3sec.
The simulation results show that our one-shot protocol de-
signs do not need any knowledge of the communication net-
work and achieve regulated state synchronization for any net-
work with any number of agents. Moreover, we observe that
upper bounds on the input delay tolerance only depends on
the agent dynamics.
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