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SECTION I 
INTRODUCTION 
1-1. NEED FOR DEBUGGING DEVELOPMENT 
Debugging is  a g e n e r a l  term t h a t  r e f e r s  t o  t h e  loca- 
t i o n  a n d  c o r r e c t i o n  o f  e r r o r s  t h a t  o c c u r  i n  c o m p u t e r  p ro -  
grams. The debugg ing   ac t iv i ty  may consume cons ide rab le  
p o r t i o n s  o f  t h e  t o t a l  time r e q u i r e d  f o r  t h e  complete pro-  
gram development.  However,  the  importance o f  t h i s   a r e a  o f  
program  development  has  often  been  minimized. The purpose 
of th is  r e p o r t  i s  t o  p l a c e  some emphasis  on this important  
a r e a  and t o  p r e s e n t  some of  the  cur ren t  debugging  concepts  
which may be  cons idered  f o r  implementat ion.  
Computers are c o n t i n u a l l y  becoming f a s t e r  and  more 
complex, and applications becoming more e x t e n s i v e ,  more 
i n t r i c a t e ,  and more time-critical. Thus ,   the   need   for  a 
g r e a t e r  e f f o r t  i n  t h e  a r e a  o f  debugging is  obvious.  Two 
of  the  major  €ac tors  which  make program er rors  bo th  harder  
t o  f i n d  a n d  h a r d e r  t o  t o l e r a t e  a r e  t i m e - c o n s t r a i n e d  p r o g r a m -  
ming and   c losed - loop   app l i ca t ions .   These   a r e   pa r t i cu la r ly  
a p p l i c a b l e  t o  many o f  t he  space - re l a t ed  p rograms .  
1 - 2 .  SCOPE OF THIS REPORT 
The p r o j e c t  t h a t  h a s  f a m i s h e d  i m p e t u s  to t h i s  
r e p o r t  i s  t h e  IMP-F ( I n t e r p l a n e t a r y  M o n i t o r i n g  P l a t f o r m ) .  
Because the IMP-F computer program complex will form t h e  
b a s i s  f o r  f u t u r e  IMP e f f o r t s ,  i t  was necessa ry  t o  document 
t h e  p r e s e n t  v e r s i o n  a s  f u l l y  a s  p o s s i b l e  i n  o r d e r  t o  r e d u c e  
t h e  l e a d  time a n d  c o s t  o f  developing the fol low-on IMP 
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complexes. One impor t an t   a r ea   ( and   t he   sub jec t  of th i s  
paper)  i s  d e b u g g i n g .   T h i s   r e p o r t   i n c l u d e s ,   i n   a d d i t i o n  
t o  the documentat ion o f  t h e  IMP-F debugg ing  e f fo r t ,  a 
survey o f  current  debugging concepts  which may be  cons idered  
f o r  implementa t ion  in  fu ture  programs.  
1-3.  DEBUGGING ASPECTS, DEFINITIONS 
For the  pu rposes  o f  t h i s  r e p o r t ,  d e b u g g i n g  w i l l  be 
cons idered  t o  i n c l u d e  l o g i c a l  and c l e r i c a l  e r r o r s  b u t  n o t  
machine  malfunctions.  To be more spec i f i c ,   debugg ing  
i n c l u d e s   p r e v e n t i o n ,   d e t e c t i o n ,   d i a g n o s i s ,   r e c o v e r y ,  and 
remedy of   p rogram  e r rors .  I t  i s  an   on-going   process   tha t  
l a s t s  f o r  t h e  e n t i r e  l i f e t i m e  o f  the  program. The fo l lowing  
d e f i n i t i o n s  c l a r i f y  t h e  a b o v e  m e n t i o n e d  a s p e c t s :  1 
a.  
b .  
C. 
d.  
Prevent ion  - p r o t e c t i v e  a c t i o n  t a k e n  a g a i n s t  
the  occurrence  o f  e r r o r s  o r  o m i s s i o n s .  
De tec t ion  - de te rmina t ion  o f  the  occurrence  
o f  a n  e r r o r  o r  o f  a n  o m i s s i o n  a t  t h e  e a r l i e s t  
p o i n t  p o s s i b l e  s o  a s  t o  limit the consequences.  
Diagnosis - a n a l y s i s  o f  t h e  e r r o r  t h a t  was 
d e t e c t e d .  
Recovery - p r o v i s i o n  f o r  a  means o f  bypassing 
a n  e r r o r  c o n i i i t i o n ,  e s p e c i a l l y  one of  an 
i n t e r m i t t e n t  n a t u r e ,  w i t h  a minimum l o s s  o f  
t ime  and  e f fo r t .  
1-2 
1-4. 
e .  Remedy - rap id   remedia l   ac t ion   employed  to 
p r e v e n t  f u r t h e r  o c c u r r e n c e s  o f  t h e  same o r  
s i m i l a r  e r r o r s  and omissions.  
CATEGORIES OF PROGRAMMING ERRORS 
Programming e r r o r s  f a l l  i n t o  two b a s i c  c a t e g o r i e s  - 
l o g i c a l  a n d  c l e r i c a l .  
Log ica l  e r ro r s  a re  those  wh ich  invo lve  p rob lem 
a n a l y s i s .   A l t h o u g h   t h e y   o c c u r   l e s s   f r e q u e n t l y   t h a n   ' c l e r i c a l  
e r r o r s  t h e y  a r e  u s u a l l y  more s e r i o u s  and  more d i f f i c u l t  t o  
de t ec t .  S ince  they  o f t en  occur  ea r ly  i n  the   p rogram  wr i t ing  
process ,   they  have  a   tendency t o  be  overlooked.  Frequently 
t h e y  a r e  a r e s u l t  o f  a misunderstanding o f  the problem and 
r equ i r emen t s .   Of t en ,   i n   ve ry   complex   p rog rams ,   e r ro r s   r e su l t  
from f a i l u r e  to c o v e r  a l l  p o s s i b l e  a l t e r n a t i v e s  t h a t  may 
a r i s e ,  from  imprope-r i d e n t i f i c a t i o n  o f  s t o r a g e  a r e a s ,  e t c .  
C l e r i c a l  e r r o r s  a r e  t h o s e  e r r o r s  w h i c h  i n v o l v e  t h e  
input  deck o r  o ther  input  media ;  these  e r rors  a re  somet imes  
r e f e r r e d  t o  a s  p h y s i c a l  e r r o r s ,  a n d  e r r o r s  made i n  w r i t i n g  
s y m b o l i c   i n s t r u c t i o n s .  Numbers may be   t ransposed ,   cards  
may be omit ted or mispunched, a symbolic name  may be 
s p e l l e d  more than one way, t o  mention a few types o f  t h e s e  
e r r o r s .   F r e q u e n t l y   t h e s e   e r r o r s   a r e   t h e   r e s u l t   o f   c a r e l e s s -  
n e s s .  One  common source  of s u c h  e r r o r s  may be  avoided  by 
keeping program l is t ings and decks up t o  d a t e ;  old v e r s i o n s  
should be destroyed o r  a t   l e a s t  marked. 
._ . . .. "" ~ __""""_""____"..__I __" . . ~ T" "" - 
1 - 5 .  PHASES OF DEBUGGING 
The 
c o n s i s t i n g  
a .  
b .  
C .  
d.  
e .  
debugging process i s  gene ra l ly  though t  of  as  
o f  s e v e r a l  p h a s e s :  2 
Desk checking.  
Assembled o r  compiled program checking. 
P r o g r a m - t e s t i n g  u s i n g  t e s t  d a t a .  
E r r o r  d i a g n o s t i c  p r o c e d u r e s .  
Running of  program using actual  data .  
1 - 6 .  ERROR DIAGNOSTIC PROCEDURES 
I n  t h i s  r e p o r t ,  e m p h a s i s  i s  p l aced  on the  phase  
d e a l i n g  w i t h  e r r o r  d i a g n o s t i c  p r o c e d u r e s .  A number o f  
programs and programming techniques are available f o r  
d i a g n o s t i c   p u r p o s e s .   T h e i r   u n d e r l y i n g   p r i n c i p l e  is t o  
p rov ide  in fo rma t ion  abou t  a p a r t i c u l a r  p o r t i o n  o r  p o r t i o n s  
o f  t he  p rogram as  con t ro l  pas ses  th rough  the  spec i f i ed  
i n s t r u c t i o n s .  The amount arid l o c a t i o n  o f  t h e   i n f o r m a t i o n  
w i l l  vary  depending on t h e  n a t u r e  o f  t h e  e r r o r .  P r o p o s a l s  
have been EaGe f o r  d e v e l o p i n g  s o f t w a r e  t h a t  w i l l  a l low 
debugging t o  be  conducted  us ing  the  same language  as  the  
source  program;  however, few of these have been implemented. 
Few i f  any computer systems o r  major  languages  today .pro-  
vide comprehensive symbolic debugging software packages.  
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SECTION I1 
IMP-F PROGRAM DEBUGGING 
2-1. DESCRIPTION OF THE PROGRAMS 
Information concerning the debugging of  t ime-  
c o r r e c t i o n  and decommutation programs f o r  t h e  IMP-F space-  
c r a f t  v a s  c o l l e c t e d  t h r o u g h  a s e r i e s  o f  i n t e rv i ews  wi th  
programmers and project managers associated with the pro- 
j e c t .  
The IMP-F t ime-correct ion and decommutat ion programs 
w e r e  w r i t t e n  i n  FORTRAN and the UNIVAC 1108 assembler  langu-  
age,  SLEUTH 11. 
a .  The t ime-correct ion  programs  perform two b a s i c  
o p e r a t i o n s :  
1. Correct   range  t ime  data  by  removing 
d i s c o n t i n u i t i e s  a n d  f i l l i n g  i n  m i s s i n g  
t ime da ta .  
2 .  E s t a b l i s h   f a i r l y   p r e c i s e   c o r r e l a t i o n  of  
spacec ra f t  even t s  w i th  r ange  ( ea r th -based )  
t i n e  s i g n a l s  by c o r r e c t i n g  f o r  propaga- 
t i o n  d e l a y ,  
b .  Decornmutation  operations  are  concerned  with 
s t r i p p i n g  o u t ,  f o r m a t t i n g ,  a n d  p r o v i d i n g  
p e r t i n e n t  d a t a  f o r  each experimenter.  
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2-   2 .  PROGRAMMER COMMENTS 
In general ,  the  programmers associated with the 
p r o j e c t  f e l t  t h e  d i a g n o s t i c  s y s t e m  t h a t  was a v a i l a b l e  w i t h i n  
the 1108 Execut ive system was adequate  f o r  the i r  debugging  
needs.  The 1108  diagnost ic   system  provided f o r  snapshot  
and  postmortem dumps.  However, some  comments  and sugges-  
t ions  were  made t h a t  may provide  some i n s i g h t  i n t o  d e b u g -  
g ing  p rocedures  tha t  may be  cons idered  for  implementa t ion  
i n  f u t u r e  IMP programs. Among these   sugges t ions   were   t he  
fo l lowing:  
a.  Debugging  aids may be  too  expensive  and  involve 
excessive  overhead.  They may r e q u i r e   e x c e s s i v e  
core  s torage  and  increase  running  t ime beyond 
p r a c t i c a l  limits. 
b.   Care  should  be  taken when implementing  debugging 
a i d s  n o t  t o  d u p l i c a t e  a i d s  t h a t  a r e  a l r e a d y  
provided  f o r  by the  manufac tu re r ' s  sys t em.  
c. Dur ing   the   wr i t ing  o f  t h e  IMP-F programs, a 
change in   pe r sonne l   occu r red .  The programmers 
t h a t  t o o k  o v e r  t h e  p r o j e c t  f e l t  a t r a c e  r o u t i n e  
would  have  been  des i rab le ,  bu t  tha t  the  imple-  
menta t ion  o f  a b u i l t - i n  t r a c e  r o u t i n e  s h o u l d  
have been acconpl ished during the design phase,  
s i n c e  a g r e a t  d e a l  of work is  e n t a i l e d  when 
such a r o u t i n e  i s  impiemented  dur ing  la te r  
phases .  
d. The WOLF p r o g r a m e r s   a s s i g n e d  t o  t h e  IMP-F 
pro jec t  were  ab le  to  use  snapsho t  dumps f o r  
t he i r   t r ac ing   needs .   Sowever ,  a problem 
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assoc ia t ed  wi th  the  pos tmor t em dump was t h a t  
whenever the system was l o s t  t h r o u g h  a drum 
f a i l u r e ,  i l l e g a l  i n s t r u c t i o n ,  s y s t e m  f a i l u r e ,  
e t c . ,  t h e n  t h e  dump was a l s o  l o s t .  
e. Imbedded  comments  were n o t   o n l y   u s e f u l   f o r  
debugging purposes  but  were v a l u a b l e  i n  
e s t ima t ing  runn ing  time. 
f .  Two s p e c i f i c   s u g g e s t i o n s  were made concerning 
f u t u r e  IMP programs: 
1. The f i r s t  was t o   d e v e l o p   r o u t i n e s   t h a t  
would  check  exper imenter ' s  t ape  for  known 
c h a r a c t e r i s t i c s  s u c h  a s  l a b e l ,  f o r m a t ,  
s i z e ,  arid s p e c i a l  c h a r a c t e r s ,  and 
e s p e c i a l l y  d a t a .  
2 .  The second was t o   d e v e l o p  a b e t t e r  method 
of o b t a i n i n g  t e s t  d a t a .  
2 -  3 .  INTERVIEW G U I D E L I N E S  
The fo l lowing  is  a c o p y  o f  t h e  c h e c k l i s t  o f  s u b j e c t s  
i n  conduc t ing  the  in t e rv i ews  wi th  the  IMP-F programmers  and 
p r o  j ect   managers .  
CiiECK LEST 
1. Debugging  techniques  mployed. 
2 .  Pre l imina ry   phases .  
2-3 
a .  Flow char t   and   coding  
b .  C l e r i c a l   e r r o r s  
c. Log ica l  errors 
3 .  Assembling  and  compil ing  phases ,   suggest ions 
for  improvements .  
4.  Phases  beyond  assembling. 
a. 1 1 0 8  package  adequacy 
b .  Other concepts  
c. Sugges t ions  
5 .  T e s t i n g .  
a .   Tests   employed 
b .  G e n e r a t i n g   t e s t   d a t a  
6 .  E d i t i n g  or cleaning-up  rograms.  
7 .  Management p r a c t i c e s .  
a .  Coordi i ia t ion,  e t c .  
b .   Sugges t ions  
8 .  On- l ine   debugging .  
2 -4 
9 .  S t a t e - o f - a r t .  
a. Techniques 
b . Concepts 
10. Greates t   p roblem i n  debugging IMP-F, s p e c i a l  
o r  unusual problems. 
11. Knowledge o f  d e b u g g i n g   l i t e r a t u r e .  
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SECTION I11 
CURRENT DEBUGGING CONCEPTS 
3-1. CURRENT  CONCEPTS 
This  sec t ion  d i scusses  debugg ing  concep t s  su rveyed  
fo r   fu tu re   imp lemen ta t ion   i n   p rog rams   such   a s  IMP-F. While 
t h e  c o n c e p t s  d e s c r i b e d . h e r e  may n o t  b e  e n t i r e l y  new o r  
unknown, and  whi le  the  l i s t  may not  be  comple te ,  never the-  
l e s s  t h e s e  c o n c e p t s  r e p r e s e n t  a t y p i c a l  r a n g e  o f  c u r r e n t  
p r a c t i c e s  o r  developments,  and as such may sugges t  known 
approaches  to  the  sub jec t  o f  debugg ing .  
3 - 2 .  PRELIMINARY  TESTING 
Pre l imina ry  t e s t ing ,  manua l  check ing  o r  desk  check ing  
c o n s i s t s  o f  a detai led review of  the program by the program- 
mer.  This  phase o f  t e s t i n g  may be  viewed  as  having two 
p a r t s ,  t h e  f i r s t  o f  which i s  a r e v i e w  o f  t h e  g e n e r a l  l o g i c  
and  degree o f  completeness .  The second   pa r t  i s  a manual 
dry run using sample data during which the programmer 
k e e p s  t r a c k  o f  r e g i s t e r  c o n t e n t s ,  m o d i f i e d  i n s t r u c t i o n s ,  
swi t ches ,  e t c . ,  wh i l e  fo l lowing  the  f low o f  the  program. 
Special  emphasis  may b e  p l a c e d  o n  u n l i k e l y  s i t u a t i o n s .  
3 - 3 .  Checking the  Flow Chart  
Dur ing  th i s  phase  o f  t e s t i n g ,  t h e  f l o w  c h a r t  c a n  
a n d  s h o u l d  b e  u t i l i z e d  b o t h  f o r  d e t e c t i n g  e r r o r s  and a s  
a log ica l   t oo l   fo r   debugg ing   p rocedures .  The d e s i r e d  
l e v e l  o f  d e t a i l  f o r  s u c h  f low char t s  would  show every  
dec i s ion   o r   b ranch   and   eve ry   sub rou t ine   execu t ion .   Seven  
bas i c  checks  shou ld  be per formed on  the  f low char t .  3 
a. The beginning   and   end   should   be   c lear ly  
marked and present.  
b .   Each   dec is ion   symbol   should   have   a t   l eas t  two 
a l t e r n a t i v e s ,  a n d  e a c h  p o s s i b l e  r e s u l t  o f  
t h e  t e s t  s h o u l d  b e  r e p r e s e n t e d  by some flow 
l i n e .  Such   f l ow  l i nes   shou ld   be   t r aced  s o  a s  
t o  i n s u r e  t h a t  t h e  c o r r e c t  p a t h  i s  t a k e n  f o r  
t h e   s p e c i f i e d   c o n d i t i o n .  Each c o n d i t i o n  
should be provided for. 
c.   Operat ion  symbols   hould  have no  more than  
one e x i t  a n d  e n t r y  l i n e .  
d. Flow l i n e s   m u s t .   b e   c o n n e c t e d   a t   b o t h   e n d s ,  
e a c h  l i n e  m u s t  o r i g i n a t e  a t  some symbol  and 
t e r m i n a t e  a t  a symbol o r  merge p o i n t .  
e .  On f l o w   c h a r t s   o f   t h a t   l e v e l   o f   d e t a i l   w h i c h  
i n c l u d e s  p a r t i a l  c o d i n g ,  no v a r i a b l e  name  may 
appear  on t h e  r i g h t - h a n d  s i d e  o f  a formula,  
i n  a dec is ion  symbol ,  o r  a s  o u t p u t  i f  i t  has  
no t  been  de f ined  somewhere in  the  p rogram in  an  
, input  l i s t  o r  on t h e  l e f t - h a n d  s i d e  o f  a formula 
( a n y  s t a t e m e n t  c a l l i n g  f o r  the  ass ignment  o f  
v a l u e s   a n d   q u a n t i t i e s ) .  Each v a r i a b l e  name 
which appears a t  l e a s t  once i n  a program i n  
a n  i n p u t  l i s t  ( i n c l u d i n g  t h e  o u t p u t s  o f  s u b -  
r o u t i n e s )  o r  on t h e  l e f t - h a n d  s i d e  o f  a formula 
i s  unused i f  i t  does  not  appear  on  the  r igh t -  
hand  s ide  o f  a f o r m u l a ,  i n  a n  o u t p u t  l i s t  
( i n c l u d i n g  t h e  q u a n t i t i e s  s u p p l i e d  t o  s u b r o u t i n e s  
by the main program),  or i n  a c o n d i t i o n a l  t e s t .  
I t  i s ,  t h e r e f o r e ,   u n n e c c e s s a r y .  
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f .  Switches  must be set  o r  defined at some point 
prev ious  to  usage  in  the  f low cha r t ,  and  each  
p o s s i b l e  p o s i t i o n  o f  t h e  s w i t c h  m u s t  b e  s e t  a t  
l e a s t  o n c e  somewhere  on t h e  c h a r t .  
g .   Each  loop  must   have  the  fol lowing  features  : 
1. I n i t i a l i z a t i o n .  
2 .  A 2 r o c e s s   c o n s i s t i n g  o f  one or more 
s t a t e m e n t s .  
3 .  One o r  more t e s t s  t o  t e rmina te   loop .  
4 .  A method f o r   e i t e r a t i n g   t h e   l o o p .  
3 - 4 .  Linking   the  Flow Chart   to   Coding 
After  the programmer i s  s a t i s f i e d  w i t h  t h e  f l o w  c h a r t ,  
the   coding i s  performed.   During  the  coding  process ,   care  
sho 'u ld  be  taken  to  l i n k  the  f low cha r t  w i th  the  cod ing .  
If  changes i n  t h e  f.low cha r t  a r e  r equ i r ed ,  t he  above  checks  
should  be  cons idered  to  ensure  t h a t  new e r r o r s  have n o t  been 
propagated.  
3 - 5 .  Concluding  Steps o f  P r e l i m i n a r y   T e s t i n g  
The p r e l i m i n a r y  t e s t i n g  p h a s e  p r o g r e s s e s  f r o m  a 
rough ana lys i s  th rough more d e t a i l e d  a n a l y s i s  t o  a d e t a i l e d  
check o f  the   coding .  If time permi ts ,   recopying   of   the  
diagram may be  des i r ab le  because  c lose  r eexamina t ion  may 
d i s c l o s e  e r r o r s  p r e v i o u s l y  h i d d e n  by s loppy drawing  or  
e r a s i n g .  If  t ime  and   personnel   permi t ,  i t  i s  extremely 
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h e l p f u l  i f  a second person can assist  i n  t h e  p r e l i m i n a r y  
checking   procedures .  A l i s t i n g  of  t h e  c a r d s  s h o u l d  b e  made 
and  checked  aga ins t  the  coding  forms,  looking  for  keypunch 
er rors  and  sequence .  
3 - 6 .  ASSEMBLING AND COMPILING 
Computer  systems  supply a c e r t a i n  amount o f  d i a g n o s t i c  
c o n t r o l   i n   t h e i r   a s s e m b l y  o r  compilation  programs.  However, 
t h i s  t y p e  o f  d i a g n o s t i c  a i d  i s  i n  most  cases  des igned  to  
a s s i s t  t h e  programmer  only up t o  t h a t  time a t  which the com- 
p u t e r  i s  a b l e  t o  i n t e r p r e t  and  execu te  the  in s t ruc t ion  sequences ,  
The d i a g n o s t i c  n o t a t i o n s  p r o d u c e d  u s u a l l y  d e a l  w i t h  c l e r i c a l  
t y p e   e r r o r s   a n d   s e l d o m   w i t h   l o g i c a l   e r r o r s .  Some sys tems  pro-  
d u c e  d i a g n o s t i c s  t h a t  i n d i c a t e  t h e  s e v e r i t y  o f  t h e  e r r o r ,  
i . e . ,   a b s o l u t e ,   p r o b a b l e ,   e t c .  An e r r o r - f r e e   c o m p i l a t i o n   o r  
assembly  does  not  ind ica te  tha t  the  program i s  debugged,  only 
t h a t  c e r t a i n  t y p e s  o f  cod ing   e r ro r s   have   been   e l imina ted .  A 
weakness of both compiler and assembler debugging aids l i e s  
w i t h   t h e   f a c t   t h a t   t h e   s t a t e m e n t s   a r e   e x a m i n e d   s i n g l y .  The 
p rocesso r  i s  f o r  t h e  m o s t  p a r t  u n a b l e  t o  d e t e c t  l o g i c a l  errors  
i n  t r a n s f e r  o f  c o n t r o l .  
3 - 7 .  Assembler  Aids 
Most assemblers produce a program l i s t i n g  w i t h  d i a g -  
n o s t i c  n o t a t i o n s  a d j a c e n t  t o  t h e  i n s t r u c t i o n  c o n t a i n i n g  c e r t a i n  
e r r o r s .   E r r o r s  o f  t h i s   n a t u r e   i n c l u d e   t h e   f o l l o w i n g :  4 
a. Undefined o r  mul t i -def ined   symbols .  
b .   I n v a l i d   o p e r a t i o n   c o d e s .  
c. Inva l id   operands  i n  a symbol ic   express ion .  
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d .   I n v a l i d  o r  omi t t ed   addres s .  
e .   Improper   use   o f   cer ta in   pseudo-opera t ions .  
f .  I n v a l i d  names i n  name f i e l d ,   s u c h   a s  names 
c o n t a i n i n g  u n a u t h o r i z e d  s p e c i a l  c h a r a c t e r s ,  e t c .  
The d i a g n o s t i c   n o t a t i o n s   a r e   g e n e r a l l y   s i n g u l a r .  Some 
systems  produce two n o t a t i o n s  i n  t h e  e v e n t  t h a t  two d e t e c t a b l e  
e r r o r s  o c c u r  i n  a s i n g l e  s t a t e m e n t .  
A l i s t  o f  symbol  r e fe rences  ( the  pa r t  of  a computer 
l i s t i n g  s o m e t i m e s  c a l l e d  a n  e x t e r n a l  symbol d i c t i o n a r y ,  o r  
a concordance, o r  a c r o s s - r e f e r e n c e  t a b l e )  may be  extremely 
u s e f u l   i n   r e v i s i n g   a s   w e l l   a s   d e b u g g i n g  a program.  In   the 
e v e n t  t h a t  a change i s  made t h a t  a f f e c t s  t h e  d e f i n i t i o n  o f  a 
symbol, i t  i s  i m p o r t a n t  t h a t  a l l  r e f e r e n c e s  t o  t h a t  symbol 
be  checked.   Special   care  i s  r e q u i r e d  when a coding  sequence 
i s  d e l e t e d ,  s i n c e  it  i s  l i k e l y  t h a t  one o r  more  symbols may 
b e  a f f e c t e d .  
3 -8 .  Compiler A i d s  
The d i a g n o s t i c  n o t a t i o n s  p r o d u c e d  by compiler  systems 
a r e   s i m i l a r   t o   t h o s e   p r o d u c e d  by assemblers .  They a r e  
g e n e r a l l y  p r i n t e d  w i t h  t h e  l i s t i n g  and where possible  make 
r e f e r e n c e   t o   p a r t i c u l a r   s t a t e m e n t s .  The fo l lowing  summary 
shows t y p i c a l  d i a g n o s t i c s  p r o d x e d  b y  one FORTMN compiler :  5 
a .   Ind iv idua l   s t a t emen t s :  
1. I n v a i i d   s t a t e m e n t  - reserved  word,  
e x c e s s i v e   l e n g t h ,  e tc .  
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2 .  Mixed a r i t h m e t i c   e x p r e s s i o n s  - c o n t a i n i n g  
rea l  a n a  i n t e g e r  c o n s t a n t s  a n d  v a r i a b l e s .  
3 .  Misuse o f  p a r e n t h e s e s  - an  unequal  number 
of l e f t  and r i g h t  p a r e n t h e s e s .  
4 .  I l l e g a l   e x p r e s s i o n  - two o p e r a t o r s  may have 
b e e n  u s e d  i n  s u c c e s s i o n ,  e t c .  
5 .  S u i s c r i 2 t i n g  a f i x e d - p o i n t   v a r i a b l e .  
b .   I n t s r a c t i o n  o f  two o r  xiore s t a t emenes :  
1. Referenced   s ta tement  i s  no t   p re se r , t   o r  
i s  unnumbered. 
2 .  Omission of a DIMENSION s t a t e m e n t  when 
s u b s c r i p t  v a r i a b l e s  a r e  u s e d .  
3 .  Undef ined   var iab les  - a v a r i a b l e   t h a t   a p p e a r s  
i n  a n  a r i t h m e t i c  e x p r e s s i o n  ( o n  t h e  r i g h t  
s i d e  o f  an  a r i - chmet i c  s t a t emen t )  t ha t  i s  
no t  de f ined  o r  a s s igned  a v a l u e  e a r l i e r  
i n  t h e  P i - o E r m .  
c.  Capac i ty   o f  words o r  of memory: 
1. Table  limits have  been  exceeded - dur ing  
compi la t ion  FORTRAN uses  a number OP t a b l e s ;  
i f  the programmer uses an excessive number 
o f  s t a t e m e n t s  o r  o t h e r  f e a t u r e s  a d i a g n o s t i c  
n o t a t i o n  r e s u l r s .  
2 .  Memory capac i ty   o f   machine  i s  exceeded. 
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3. Number e x c e e d i n g   p r e c i s i o n  of  computer - 
number t o o  l a r g e  o r  t o o  s m a l l ,  r e q u i r i n g  a n  
excess ive  number o f  dec imal  p laces  
i s  a t y p i c a l  limit of  a 3 6 - b i t  b i n a r y  word 
computer. 
d .  Logic o f  program: 
1. Flow i s  u n a b l e   t o   r e a c h   a t   l e a s t  one p a r t  
of  the program because o f  branches; program 
flow does not  include one or more execu tab le  
s t a t emen t s  . 
2 .  I l l e g a l   e n t r y   t o  a DO loop - e n t e r i n g  a 
DO l o o p  a t  any s t a t e m e n t  i n  t h e  r a n g e  of  
t he  loop  o the r  t han  the  "DO" s t a t emen t  
i t s e l f .  
3 .  Excess ive   l eve l s  of n e s t e d  loops  - t h i s  
limit i s  determined by t h e  i n d i v i d u a l  
computer. 
A number o f  t hese  d i agnos t i c  no ta t ions  wou ld  be  app l i -  
c a b l e  t o  any  a lgebraic- language  program  (a .3 ,   a .4 ,  b . 1 ,  b . 3 ,  
c .1 ,  c. 2 ,  and  d .1) .   Others   on ly   apply   to  FORTRAN and c e r t a i n  
o ther   compi le rs   (a .1 ,   a .2 ,  a.5, b.2,   c .3 ,   d .2 ,   and  d .3) .  
3-  9 .  MACRO- INSTRUCTIONS 
3- 1 0 .  Debugging  Macros 
C e r t a i n  s p e c i a l  m a c r o - i n s t r u c t i o n s  may be used  dur ing  
the  running  of  an  objec t  program to  provide  debugging  informa-  
t i o n  t h a t  i s  no t   no rma l ly   supp l i ed .   In s t ead  o f  u s i n g  i n t e r -  
r u p t i o n s  o r  t r a p  f e a t u r e s ,  t h e  m a c r o  c a l l s  a r e  i n s e r t e d  i n  
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program.   These   macro - ins t ruc t ions   expand   i n to   cod ing   t ha t  
c a l l s  f o r  o u t p u t  r o u t i n e s  t h a t  a r e  u n d e r  c o n t r o l  o f  t h e  
operat ing  system.  Loops,  when r e q u i r e d ,   a r e   a l s o   p r o v i d e d  
f o r  by   t hese   mac ro - ins t ruc t ions .  The informat ion   produced  
may a p p e a r  i n  t h e  same form as does a dump o r  t r a c e .  
E x i s t i n g  m a c h i n e  i n s t r u c t i o n s  may be modif ied by 
m a c r o - d e f i n i t i o n s   t o   s u p p l y   d i a g n o s t i c   i n f o r m a t i o n .  An 
example  of  th i s  technique  i s  t o  modify a s t o r a g e  i n s t r u c -  
t i o n  s o  a s  t o  w r i t e  o u t  t h e  d a t a  b e i n g  s t o r e d .  However, 
a more common technique  i s  t h e  i n s e r t i o n  o f  m a c r o - i n s t r u c t i o n s  
in  the  program f o r  t h e  s p e c i f i c  p u r p o s e  o f  p r o v i d i n g  d i a g n o s -  
t i c  in fo rma t ion .  
3- 11. Advantages  of  Debugging  Macros 
P a r t i c u l a r  u s e  i s  made o f  t h e  w r i t i n g  o r  p r i n t i n g  
i n s t r u c t i o n s .   C e r t a i n   c o n d i t i o n   s t i p u l a t i o n s  may be  m?loyed 
a s  w e l l  a s  f o r m a t  s p e c i f i c a t i o n s  ( s i m i l a r  t o  t h o s e  i n  a 
dump) such as hexadec ima l ,   dec ima l ,   oc t a l ,  o r  BCD. Xeasse ib ly  
of   the prograrr, i s  r e q u i r e d  i n  o r d e r  t o  i n s e r t  t h e  a d d i t i o n a l  
coding of t h e  m a c r o - i n s t r u c t i o n s ,  a p rocess  thax  i s  n o t  
necessa ry   w i th   t he   u se  o f  dumps o r  t r aces .   The re   a r e ,   however ,  
s e v e r a l   a d v a n t a g e s   t o   t h i s   t e c h n i q u e :  6 
a.   Symbolic  refere.nces may be made t o   l o c a t i o n s  
o r  b locks  o f  l o c a t i o n s  t h a t  a r e  t o  be  dumped; 
i n  the  even t  t ha t  cod ing  changes  a re  made,  thei-e 
i s  g e n e r a l l y  no  need t o  change  the  macro  ca l l s ,  
which i s  o f t e n  t h e  c a s e  w i t h  c o n t r o l  c a r d s  when 
us ing  snapsho t  d -mps  s ince  the i r  addres ses  a re  
absolu te ;   however ,  many systems  provide f o r  
syxbo l i c  addres s ing  f o r  t h e i r  dumping r o u t i n e s .  
b .   F l e x i b i l i t y  i s  provided  the  programmer;  he may 
s p e c i f y  a n y  s o r t  of dump he   wishes .  They may 
r e s e m b l e  t r a c e s  o r  dumps or  any combinat ion of  
t h e  two. The m a c r o - i n s t r u c t i o n s   u s e d   f o r  dumping 
a r e  g e n e r a l l y  q u i t e  s i m p l e  i n  s t r u c t u r e ,  p r i m a r i l y  
invo lv ing  cod ing  fo r  a l o o p ,  f o r  a n  o u t p u t  c a l l i n g  
s e q u e n c e ,  a n d  f o r  s t o r a g e  o f  c e r t a i n  r e g i s t e r s .  
Because information may be  d i sp layed  i n  va r ious  
fo rma t s ,  th.e dump may inc lude  symbol ic  in format ion  
w h i c h  f a c i l i t a t e s  t h e  i d e n t i f i c a t i o n  o f  words 
and r e g i s t e r s .  
c .  M a c r o - i n s t r u c t i o n s   a r e   r e l a t i v e l y   e a s y   t o  wri te .  
The advantage of  w r i t i n g  m a c r o - , i n s t r u c t i o n s  f o r  
dumping purposes  over  cor responding  coding  for  
a monitor  system o r  p r o c e s s o r  i s  t h a t  i n s t r u c t i o n s  
must  be general  i n  na ture  and  each  p iece  of  
i n fo rma t ion  mus t  be  s to red  in  memory t a b l e s  o r  
r e m a i n   i n   i n s t r u c t i o n s   t o   b e   i n t e r p r e t e d .  The 
coding employed with the use o f  macro - insc ruc t ions  
i s  s p e c i f i c  and i s  t a i l o r e d  t o  t h e  u s e r ' s  n e e d s ;  
a l so ,   t he   i a s t ruc t ions   r ema in   i n   execu tab le   fo rm 
wi th in  the  macro - ins t ruc t ion  expans ion .  
3-12 .  " The - - " , SDC-SHARE . Debugging  Package 
The debugging  package  which i s  i n c l u d e d  i n  t h e  SDC- 
SHARE opera t ing   sys tem  uses  a s e t   o f   m a c r o - i n s t r u c t i o n s  
t h a t  w i l l  p r o d u c e  s e l e c t i v e  dumps in  the  sou rce  l anguage  
a t  any p o i n t  d u r i n g  t h e  e x e c u t i o n  o f  the  objec t  program.  
The execu t ion  o f  t h e s e  m a c r o - i n s t r u c t i o n s  d o e s  n o t  a f f e c t  
t h e   o p e r a t i o n  o f  the objecx  program. The debugging  macro- 
i n s t r u c t i o n s  a r e  d e f i n e d  w i t h i n  t h e  c o m p i l e r  a n d  w i l l  be 
i n s e r t e d  i n t o  l o c a t i o n s  s 2 e c i f i e d  by the  ob jec t  code  du r ing  
7 
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compi l a t ion .  T h e   d e b u g g i n g   m a c r o - i n s t r u c t i o n s   a r e   c l a s s i f i e d  
a c c o r d i n g   t o   t h r e e   c a t e g o r i e s :   i n f o r m a t i o n   m a c r o s ,   c o n d i t i o n a l  
macros, and modal macros. 
a .   In format ion   Macros .   This   type   o f  macro- ins t ruc t ion  
i s  r e s p o n s i b l e  f o r  t h e  a c t u a l  dumping o f  i n fo rma t ion .  
This  in format ion  i s  w r i t t e n  on a t ape  du r ing  the  
execu t ion  o f  t he  ob jec t  p rog ram a f t e r  wh ich  i t  i s  
t r a n s l a t e d  and w r i t t e n  on an   ou tput   t ape .  The f o r -  
ma'. f o r  t h e  ou*L?ut msy b e  i n c l u d e d  i n  t h e  i n f o r m a -  
t ion  macro ,  o therwise  i t  w i l l  b e  d e s c r i b e d  i n  a 
d i c t i o n a r y  b y  s u c c e s s i v e   l o c a t i o n  s y z b o l s .  The 
d ic t ior ia ry  i s  developed   dur ing   compi la t ion ,   each  
e n t r y  c o n t a i n i n g  a locat ion symbol  and a c o r r e s -  
p o n d i n g  f o r m a t  c o d e  t o  i d e n t i f y  t h e  c o n t e n t s  o f  
t h e   d e s c r i b e d  c e l l  i n  memory. Through t h e   u s e  
o f  t h i s  d i c t i o n a r y ,  s y m b o l i c  o u t p u t  may be produced. 
The f o r m a t  c o d e s  c o n t r o l  t h e  p r i n t o u t  o f  a l l  
i n f o r m a t i o n  f r o m  t h e  s p e c i f i e d  l o c a t i o n  t o  t h e  
loca t ion  o f  t he  nex t  symbol  encoun te red .  
b .   Cond i t iona l   Macros .   Th i s   t ype   o f  macro - ins t ruc t ion  
i s  u s e d  t o  c o n t r o l  t h e  e x e c u t i o n  o f  i n f o m a t i o n  
macros .   These   macro- ins t ruc t ions   a re   p laced  
immediateLy Sefore the information macros they 
c o n t r o l ;  t h e i r  c o ~ e r o l  i s  terminateci wherL t h e  
next  nondebugging macro-instruct ion i s  encountered .  
Through the use of  these condi t ional  macros,  
a programmer may spec i fy  condi t ions  which  must  
b e  s a t i s f i e d  b e f o r e  t h e  i n f o r m a t i o n  macro can 
be performed. 
c. Modal Macros .   This   type   o f  macro- ins t ruc t ion  
pe rmi t s  t he  p rogram to  spec i fy  the  mode t o  b e  
u s e d  i n  i n t e r p r e t i n g  s u b s e q u e n t  i n f o r m a t i o n ,  o r  
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3-  1 3 .  
t o  s e t  o r  reset  ce r t a in  pa rame te r s  u sed  by  the  
debugging  system.  Besides  defining  the mode o f  
o p e r a t i o n  f o r  e i t h e r  c o n d i t i o n a l  o r  i n fo rma t ion  
macros,   they also p r o v i d e  i n t e r n a l  c o n t r o l s  for 
the  debugging supervisor  and some c o n t r o l  o f  
ou tput   format .  Modal   macros  general ly   remain  in  
effect  unt i l  countermanded by another  modal  macro 
o r  a n o t h e r  m a c r o - i n s t r u c t i o n  i s  encoun te red  tha t  
se ts  a l l  moaal  macros t o  normal  condi t ions .  
INSERTING DIAGXOSTIC INSTRUCTIONS 
A r e l a t i v e l y  s i m p l e  b u t  e f f e c t i v e  a i d  i n  t h e  d e b u g g i n g  
process  cons is t s  of  inser t ing  throughout  the  program temporary  
d i a g n o s t i c  i n s t r u c t i o n s  w h i c h  w i l l  p r i n t  o u t  m e s s a g e s  t h a t  
d i s p l a y   t h e   r e s u l t s   o f   t h e   p r o g r a m   a t   v a r i o u s   s t a g e s .   G e n e r a l l y  
s u c h  i n s e r t i o n s  a r e  p l a c e d  a t  the conclusion of  program seg-  
ments .   This   technique w i l l  p rov ide   i n fo rma t ion   a s   t o   t he   f l ow 
of the program and it may a l so  be  used  t o  ind ica te  program 
s t a t u s   ( t h e   e x i s t e n c e  o f  a n   e r r o r   c o n d i t i o n ) .   I n   o r d e r   t o  
a s c e r t a i n  t h e  s t a t u s  o f  t h e  p r c g r a m ,  v a r i o u s  t e s t s  a r e  e m p l o y e d .  
Through  the  use o f  a t e s t  deck  (a s e t  of  t e s t  d a t a  f o r  w h i c h  
t h e  r e s u l t s  a t  v a r i o u s  s t a g e s  a r e  known), t he  a rea  in  wh ich  
the program departs  f rom the c o r r e c t  p r o c e d u r e  c a n  b e  d e t e c t e d .  
The m e s s a g e s  t h a t  a r e  p r i n t e d  o u t  may be  used  to  show 
the  over f low o f  s t o r a g e  b l o c k s  or a d i v e r g i n g  s e r i e s  o f  v a l u e s .  
E x t e r n a l l y  c o n t r o l l e d  s t a t u s  r e p o r t s  c o n t a i n i n g  s u c h  i n f o r m a -  
t i o n  as i t e m  c o u n t s ,  i m p o r t a n t  r e s u l t s ,  c a l l i n g - s e q u e n c e  
pa rame te r s ,   a cces s ion   a s sumpt ions ,   po in t e r s ,   and  summary 
t o t a l s  may be  produced. One  may d e v i s e  tes ts  f o r  a l l  p a r a -  
meters   and   2rovide   meaningfu l   messages .   In   the   event   tha t  
i t  i s  n o t  p o s s i b l e  t o  c o r r e c t  t h e  e r r o r ,  i t  may b e  d e s i r a b l e  
to  a l low the  sys t em to  approx ima te  the i n t e r i m  r e s u l t s  a n d  
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c o n t i n u e ,  e s p e c i a l l y  i n  t h e  e a r l y  s t a g e s  o f  t he  sys t em ' s  
development. When t h e   p r e c e d i n g   c o n d i t i o n   o c c u r s ,  i t  must 
b e   c l e a r l y   n o t e d .   O p t i o n s   s h o u l d   b e   a v a i l a b l e   t o  l i s t  
s e l e c t e d  s u b s e t s  of i npu t s  and  ou tpu t s  from p e r i p h e r a l  d e v i c e s  
t o  each  rou t ine  i n  t h e  system. 
A method of  c ros s -con t ro l  check ing  may be  provided  
by producing a p r i n t o u t  o f  p r o g r a m  a s s e r t i o n s  a t  t h e  b e g i n n i n g  
of  each program segment  and of  program expectat ions at  the end 
of  each program segment. 8 
The i n s e r t e d  i n s t r u c t i o n s  a n d  c o r r e s p o n d i n g  m e s s a g e s  
shou ld  be  coded  in  some c o n s i s t e n t ,  r e c o g n i z a b l e  way which 
w i l l  permit  their  mechanical  removal  once the program i s  
f i n a l i z e d .  
3 -  1 4 .  DUMPS 
Dump i s  a term t h a t  i s  g e n e r a l l y  a p p l i e d  t o  a l i s t i n g  
o f  t h e  c o n t e n t s  o f  a s t o r a g e  d e v i c e ;  i t  may i n c l u d e  a l i  o r  
p a r t  of t h e   i n t e r n a l   s t o r a g e ,   a s   w e l l   a s   r e g i s t e r s .  Dumps 
may b e   c l a s s i f i e d   i n t o   s e v e r a l   c a t e g o r i e s :   s n a p s h o t  dumps 
(dynamic)  or  postmortem dumps ( s t a t i c ) .  
3-  15 .  Postmortem Dumps 
The  postmortem dur,p i s  p e r f o r m e d  a t  t h e  t e r m i n a t i o n  
o f   t he   ob jec t   p rog ram.   Th i s   t e rmina t ion  may r e s u l t  from 
some form o f  e r r o r  o r  by i n t e n t i o n a l  i n s t r u c t i o n .  A t  t imes 
i t  may b e  a d v i s a b l e  t o  l i s t  t h e  e n t i r e  memory e x c e p t  p o s s i b l y  
t h e  m o n i t o r  s y s t e m ,  s i n c e  t h e  e f f e c t s  of  e r r o r s  a r e  u n p r e d i c -  
t a b l e  and o f t e n  w i d e - s p r e a d .  I n  e a r l y  t e s t i n g  t h i s  method of  
dumping n a y  be  the  on ly  way t o  e n s u r e  t h a t  some unsuspec ted  
i n f l u e n c i n g  f a c t o r  was n o t  overlooked.  
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3- 1 6 .  Snapshot Dumps 
The snapshot  dump i s  a s e l e c t e d   o r   d y n a m i c   l i s t i n g  . 
o f  r e g i s t e r s  a n d  s p e c i f i e d  memory l o c a t i o n s  p r i n t e d  o u t  
upon t h e  e x e c u t i o n  of  s t r a t e g i c a l l y  l o c a t e d  dynamic-dump 
i n s t r u c t i o n s   ( b r e a k p o i n t s  o r  checkpoin ts )  . The  programmer 
may i n s e r t  t h e s e  dump i n s t r u c t i o n s  i n  t h e  p r o g r a m  b e f o r e  i t  
i s  r u n  t h e  f i r s t  t i m e ;  o r  he may i n s e r t  o r  change them before 
a l a t e r   r u n ,   a f t e r   e r r o r s   h a v e   a p p e a r e d .   T h i s  form o f  dump 
i s  u s e f u l  when t h e  programmer  has l i t t l e  o r  no i d e a  a s  t o  
t h e  l o c a t i o n  o f  t h e  p r o g r a m  e r r o r .  I f  t h e  p r o g r a m  h a s  
previously been segmented,  i t  i s  r e l a t i v e l y  e a s y  t o  i n s e r t  
dynamic dump i n s t r u c t i o n s  s o  as t o  i s o l a t e  a t  l e a s t  t h e  
e a r l i e s t  e r r o r  t c  some p a r t i c u l a r   s e g m e n t .  Then as  t h e  
g e n e r a l  l o c a t i o n  of  t h e  e r r o r  i s  i d e n t i f i e d ,  t h e  s n a p s h o t s  
(dynamic dumps) a r e  i n s e r t e d  more f r e q u e n t i y  w i t h i n  s m a l l e r  
areas  of  the  segments.   Each  segment may be   checked   ind iv i -  
d u a l l y .  The snapshot  dump i s  an  extremely  useful   debugging 
a i d  f o r  t h e  programmer (who should  know machine language).  
3- 1 7 .  Inconveniences ~ o f  Present  Techniques  
The dumping techniques  s t i l l  widely  used  today,  even 
i n  some o f  the most modern and advanced computers,  are 
c la imed to  be  obsole te ,  and  produce  very  inconvenient  
l i s t i n g s  . Criticisms of the   dumpkg  techniques   inc lude  
t h e  f o l l o w i n g :  
1. I f  the  program  has   run  for  some t i m e ,   e a r l i e r  
pa r t s  wh ich  may b e  n e a n i n g f u l  a r e  l o s t .  
2 .  Great  amounts of u s e l e s s   i n f o r m a t i o n   a r e  some- 
t imes  gene ra t ed .  
3 -13 
3 .  The l i s t i n g s   a r e   d i f f i c u l t   o   a n a l y z e .  One must 
perform a g r e a t  d e a l  o f  decoding;  know the main 
c h a r a c t e r i s t i c s  o f  a p a r t i c u l a r  m a c h i n e ,  i t s  
in t e rna l  l anguage ,  t he  ope ra t ing  sys t em,  and  the  
objec t  (machine)  codes  cor responding  to  ins  t ruc-  
t i o n s  w r i t t e n  i n  t h e  s o u r c e  l a n g u a g e .  
3 - 1 8 .  E f f o r t s   t o  ImDrove DumDincE Techniaues 
Various at tempts  have been made to  r e f ine  and  improve  
t h e  dumping techniques .   These  a re ,  i n   e s s e n c e ,   a t t e m p t s   t o  
overcome t h e  p r e v i o u s l y  l i s t e d  cri t icisms . 
a .  The use o f  s y m b o l i c   a d d r e s s   d e s i g n a t i o n s   f o r   t h e  
purpose of  dumping i s  p r o v i d e d  f o r  b y  c e r t a i n  
p rocesso r   sys t ems .  The a d v a n t a g e s   o f   t h i s  
approach  a re  ev iden t  - cons ide r  t he  advan tages  
of symbolic coding over machine language coding. 
I n  o r d e r  t o  f a c i l i t a t e  s u c h  a technique  a symbol 
t ab le  a s soc ia t ed  wi th  the  p rogram be ing  debugged  
mus t   be   access ib l e .  The  dumping rou t ine   mus t  
conve r t  t he  sy inbo l i c  addres ses  on ca rds  t o  
a b s o l u t e   a d d r e s s e s .  
b .  The operat ing  system  must   assume  temporary  control  
from t h e  o b j e c t  p r o g r a m  d u r i n g  t h e  t i m e  t h a t  t h e  
dumped in fo rma t ion  i s  b e i n g   w r i t t e n   o u t .  A common 
way o f  accompl i sh ing  th i s  i s  th rough  the  use  o f  
a t r a p .  The t r a p  i s  a s p e c i a l  form o f  a c o n d i t i o n a l  
breakpoint  which i s  ac t iva t ed  by  the  compute r  
i t s e l f  o r  by  condi t ions  imposed  by  the  opera t ing  
sys tem,   o r ,   by  a combination o f  t h e s e .  The t r a p  
c a u s e s  c o n t r o l  t o  p a s s  t o  a s p e c i f i e d  memory l o c a -  
t i o n  w i t h i n  t h e  o p e r a t i n g  s y s t e m .  A method o f  
r e t u r n i , n g  c o n t r o l  t o  t h e  o b j e c t  p r o g r a m  m u s t  a l s o  
be   p rov ided   fo r .  When the   opera t ing   sys tem 
encoun te r s   debugg ing   con t ro l   i n s t ruc t ions ,  i t  
must provide means by which the t rap w i l l  occur  
a t  t h e  s p e c i f i e d  l o c a t i o n s .  A r eco rd  must be 
made o f  t h e  l o c a t i o n  i n  t h e  o b j e c t  p r o g r a m  from 
which  con t ro l  was t r a n s f e r r e d  t o  t h e  o p e r a t i n g  
sys  tem . 
c. The e f f o r t s  made on  improving dumping techniques  
have  been  d i rec ted  toward  the  p inpoin t ing  of  
dump l o c a t i o n s ,  i n c r e a s i n g  t h e  s e l e c t i v i t y  o f  
t h e  s t o r a g e  l o c a t i o n s  t o  b e  dumped,  and e d i t i n g  
o f  t h e  p r i n t e d  o u t p u t .  
3-19. The ALCOR Illinois 7 0 9 0 / 7 0 9 4  Post  lrlortem Dump 
The ALCOR I l l i n o i s  7 0 9 0 / 7 0 5 4  Post  Mortem Dump (PM- 
Dump) provides  an  example o f  improved  techniques  in  the  a rea  
of postmortem dumping. 
a .  The o b j e c t i v e s  of  t h i s   e f f o r t   i n c l u d e   t h e  
fo l lowing:  1 0  
1. 
2 .  
3 .  
I f  t h e  program runs s u c c e s s f u l l y ,  t h e  
execu t ion  time must  not  be increased.  
Specialized knowledge i n  excess  o f  what 
was needed t o  wri te  t h e  program should  not  
b e  r e q u i r e d  f o r  u n d e r s t a n d i n g  t h e  d a t a  
provided by PM-Dump. 
E v e n t s  o c c u r r i n g  b e f o r e  t h e  f a i l u r e  t h a t  
have a p o s s i b l e  i n f l u e n c e  on i t s  cause 
shou ld  be  r eco rded  in  PM-Dmp. 
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4 .  A l l  i n f o r m a t i o n   t h a t  i s  n o t   p e r t i n e n t   o  
t he  de t e rmina t ion  o f  t he  cause  o f  t he  
f a i lu re  shou ld  be  avo ided .  
5. I n f o r m a t i o n   p e r t a i n i n g   t o   s p e c i f i c   m a c h i n e  
c h a r a c t e r i s t i c s  s h o u l d  b e  h e l d  t o  a minimum. 
b .  The PM-Dump is  n o t  a s i n g l e   p r o g r a m   b u t   c o n s i s t s  
of  severa l  p rograms,  each  of  which  genera l ly  per -  
t a i n s  t o  one  o f  t he  va r ious  s t ages  o f  program 
p r o c e s s i n g   ( t r a n s l a t i o n ,   l o a d i n g ,   e x e c u t i o n ) .  
1. Dur ing  the  t r ans l a t ion  phase  the  compi l e r  
g e n e r a t e s  dump in fo rma t ion  wh ich  r e l a t e s  t he  
ob jec t  code  gene ra t ed  by  the  compi l e r  t o  the  
or ig ina l   source- language   program.   This  
dump i n f o r m a t i o n  p r o v i d e s  t h e  b a s i s  f o r  
f a i l u r e   a n a l y s i s .   S i n c e   t h e   i n f o r m a t i o n  
which r e l a t e s  t h e  s o u r c e  p r o g r a m  t o  t h e  
ob jec t  code  i s  a v a i l a b l e  o n l y  a t  compi l a t ion  
t ime,   the   compi le r   mus t   save   th i s   in format ion .  
The m o d i f i c a t i o n  o f  an  ex i s t ing  compi l e r  may 
be a d i f f i c u l t  and   t ed ious   t a sk .  The dump 
informat ion  i s  moved t o  s e c o n d a r y  s t o r a g e  
u n t i l  l a t e r  when it  i s  u s e d   a t  dump t ime.  A 
l oad ing  map is  u s e f u l  b u t  i t  i s  no t  necessa ry .  
Such a map w o u l d  b e  h e l p f u l  i n  l o c a t i n g  t h e  
p o i n t  o f  f a i l u r e  and i n  d e t e r m i n i n g  how t o  
access  the  p rope r  dump in fo rma t ion .  
2 .  A t  the   beginning  o f  program  execut ion,  a 
s h o r t  r o u t i n e  i n d i c a t e s  t o  t h e  o p e r a t i n g  
sys t em where  con t ro l  shou ld  be  t r ans fe r r ed  
i n  t h e  e v e n t  o f  a n  u n s u c c e s s f u l  t e r m i n a t i o n .  
This  i s  t h e  o n l y  r o u t i n e  t h a t  slows program 
execu t ion  i f  a dump i s  r eques t ed .  The 
r o u t i n e  c o n s i s t s  o f  a b o u t  1 0 0  machine 
i n s t r u c t i o n s  w h i c h  s e t  s w i t c h e s  i n  t h e  
o p e r a t i n g  s y s t e m  o r  i n i t i a l i z e  a few e r r o r  
r o u t i n e s .  
3.  A t  t h e   t i m e   o f   t h e  f a i l u r e ,  t h e   o p e r a t i n g  
s y s t e m  t r a n s f e r s  c o n t r o l  t o  a connect ing 
r o u t i n e  w h i c h  s a v e s  t h e  r e l e v a n t  c o n t e n t s  
of  memory ( the program and working s torage 
a r e a s )   f o r   t h e   m a i n  dumping r o u t i n e .   T h i s  
r o u t i n e  t h e n  ca l l s  on the  main  dumping 
r o u t i n e  a n d  p a s s e s  t o  i t  such  informat ion  
as t h e  t y p e  o f  f a i l u r e  a n d  t h e  c o n t e n t s  o f  
t h e   i n s t r u c t i o n   c o u n t e r .   B e c a u s e  o f  t h e  
r e l a t i v e l y   l o n g   l e n g t h   ( a b o u t  3600 machine 
i n s t r u c t i o n s )  o f  t h e  m a i n  dumping  program, 
i t  i s  d e s i r a b l e  t o  l o a d  i t  i n t o  main memory 
o n l y   a f t e r  a f a i l u r e   o c c u r s .   T h i s  i s  accom- 
p l i shed  th rough  the  use  o f  t he  connec t ing  
r o u t i n e .  
4 .  The main  dumping rou t ine   coord inz te s   and  
a n a l y z e s  t h e  i n f o r m a t i o n  made a v a i l a b l e  to 
i t  by  the  p rev ious  rou t ines ,  and  p resen t s  
t h e  programmer  an a n a l y s i s  o f  t h e  s t a t e  of 
the program and of i t s  h i s t o r y  a t  t h e  time 
of f a i l u r e .  The ob jec t   code  a t  execu t ion  
time i s  n o t  a f f e c t e d  b y  t h e  dumping r o u t i n e  
e x c e p t   i n   t h e  case of   one ca l l .  During com- 
p i l a t i o n  a l l  p r e p a r a t i o n s  a r e  made f o r  t h e  
dumping p r o c e s s  a n d  t h e  a n a l y s i s  i s  performed 
o n l y   a f t e r   t h e   f a i l u r e   h a s   o c c u r r e d .  The 
dumping rout ine provides  the programmer 
w i t h  t h e  f o l l o w i n g  i n f o r m a t i o n :  
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(a )  Lists l o c a l   i n f o r m a t i o n   s u c h  as names 
and values o f  va r i ab le s  and  ob jec t  codes  
w h i c h  c o n c e r n  t h e  f a i l u r e  p o i n t  i n  t h e  
program. 
(b) The name of  the  subprogram o r  procedure  
i s  l i s t e d  i f  t h e  f a i l u r e  p o i n t  was n o t  
i n  t h e  main program. 
(c )  A l i s t i n g  o f  names  and p r e s e n t   v a l u e s  
o f  v a r i a b l e s  i s  produced  beginning  wi th  
t h e  b l o c k  i n  w h i c h  t h e  f a i l u r e  p o i n t  
occurs  and  proceeding  to  sur rounding  
b l o c k s  u n t i l  a l l  b l o c k s  i n  a g iven  
procedure   have   been   processed .   Unless  
t h e  b l o c k  t e r m i n a t e s  i n  t h e  m a i n  p r o -  
grams,  the point  f rom which i t  was 
c a l l e d  i s  determined  and i s  cons ide red  
a new f a i l u r e  p o i n t .  
3 - 2 0 .  The UNIVAC 1108  Executive  Systems 
The UNIVAC 1108 exdcut ive  sys tems provide  for  bo th  
postmortem  and  snapshot dumps. Snapshot dumps may be 
i n i t i a t e d  when a source language element  i s  processed  t o  
r e loca tab le  e l emen t  fo rm o r  when r e l o c a t a b l e  e l e m e n t s  a r e  
combined   by   the   co l lec tor   in to   an   absolu te   p rogram.   Pos t -  
mortem dumps a r e  i n i t i a t e 6  by a c o n t r o l   s t a t e m e n t .  D-mped 
in fo rma t ion  i s  w r i t t e n  i n  a d i a g n o s t i c  f i l e ,  and i s  r ead  
b a c k  f o r  e d i t i n g  a f t e r  t h e  p r o g r a m  b e i n g  t e s t e d  h a s  t e r m i n a t e d .  
L i b r a r y  s u b r o u t i n e s  write o u t  dumps, s a v e  a n d  r e s t o r e  a l l  
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of   the  program's   environment .  The s n a p s h o t  f a c i l i t y  may be 
employed by any processor. 
3-21. The  Snapshot Dump 
The se lec t ive  n a t u r e  o f  t he  snapsho t  dump i s  achieved 
through  the   use   o f   seventeen   procedures .   These   a re   d iv ided  
i n t o  t h r e e  c a t e g o r i e s  - c o n d i t i o n a l ,  dump, s p e c i f i c a t i o n .  
a .  The c o n d i t i o n a l   p r o c e d u r e s  may precede  o r  be 
i n t e r s p e r s e d  among a l i s t  of  dump procedures .  
The pu rpose  o f  t he  cond i t iona l  p rocedures  i s  t o  
determine when o r  i f  dump p rocedures  a re  to  be  
a c t i v a t e d .  
b .  The dump procedure   genera tes  a ca l l i ng   s equence  
which writes out  the  informat ion  compr is ing  the  
d e s i r e d  dump. I f  no c o n d i t i o n a l   p r o c e d u r e s   a r e  
used ,  t he  dump procedures  w i l l  always  produce 
output .   These   ins t ruc t ions   enable   the   p rogrammer  
t o  s e l e c t  t h e  l o c a t i o n s  a n d  amount o f  i n fo rma t ion  
t o  b e  dumped. 
c. The s p e c i f i c a t i o n   p r o c e d u r e s   p r o v i d e  a b u f f e r  
a r e a   a n d   f o r m a t   s p e c i f i c a t i o n s .  A number of 
s t anda rd  fo rma t s  a re  p rov ided  by  the  sys t em and  
t h e s e  w o u l d  s u f f i c e  i n  m o s t  c a s e s ;  h o w e v e r ,  f o r  
u n u s u a l  s i t u a t i o n s ,  o n e  may d e f i n e  s p e c i a l  f o r m a t s .  
An a r e a  o f  c o r e  i s  d e f i n e d  i n t o  w h i c h  i n f o r m a t i o n  
from  tapes  or drums i s  r ead .  The  programmer i s  
a l s o  a b l e  t o  s a v e  dumps up t o  a c e r t a i n  p o i n t  i n  
execut ion  and  then  de le te  them a t  h i s  d i s c r e t i o n .  
The o v e r a l l  c o n t r o l  of  ca l l s  t o  debugging proce- 
d u r e s  i s  maintained by two i n s t r u c t i o n s  w h i c h  
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a c t i v a t e  o r  d e a c t i v a t e  r e f e r e n c e s  made t o  t h e  
debugging procedures .  
3- 2 2 .  The Postmortem Dump 
Each d i a g n o s t i c  r o u t i n e  t h a t  i s  pa r t  o f  t he  p rogram 
i s  p r o c e s s e d   s e r i a l l y .  A common e x i t  i n  d i a g n o s t i c  l i b r a r y  
r o u t i n e  w i l l  check t o  s e e  i f  t h e  n e x t  i n s t r u c t i o n  i s  a c a l l  
t o   t h e   d i a g n o s t i c   s y s t e m .   T h i s   t e c h n i q u e   e n s u r e s   t h a t  a 
s e r i e s  o f  c a l l s  w i l l  n o t  b e  i n t e r r u p t e d  b y  t h e  a c t i v i t i e s  
of another subprogram. 
The postmortem dump e x e c u t i v e  c o n t r o l  s t a t e m e n t  i s  
used t o  dump c u r r e n t  c o r e  memory f o l l o w i n g  t h e  e x e c u t i o n  o f  
a t a s k .  These dumps may cons i s t   o f   ove r l ay   s egmen t s ,   e l emen t s ,  
o r   s p e c i f i e d   p a r t s  o f  e l e m e n t s .   S e v e r a l   o p t i o n s   a r e   a v a i l a b l e  
t o  t h e  p r o g r a n m e r  f o r  s e l e c t i n g  o u t p u t  f o r m a t  and  defiriing 
c o r e  a r e a s  t o  be dunlped. 
3 - 2 3 .  TRACES 
A t r a c e  i s  a n  i n t e r p r e t i v e  d i a g n o s t i c  t e c h n i q u e  w h i c h  
p r o v i d e s  a n  a n a l y s i s  o f  e a c h  e x e c u t e d  i n s t r u c t i o n  r e s u l t i n g  
i n  a l i s t i n g  o f  such  in fo rma t ion  as the  conten ts  of  words  
and r e g i s t e r s  a s  t h e y  a r e  m o d i f i e d  a n d  t h e  o r d e r  i n  w h i c h  t h e  
i n s t r u c t i o n s   a r e   p e r f o r n e d .   T h i s   t e c h n i q u e   d o e s   n o t   r e q u i r e  
recompilat ion and i s  p a r t i c u l a r l y  u s e f u l  f o r  t h e  programner 
who i s  h a v i n g  d i f f i c u i t y  Z o l l o w i n g  t h e  l o g i c  f l o w  s i n c e  t h e  
t r a c e  p r o v i d e s  a means  by  which  one may f o l l o w  t h e  c o u r s e  o f  
a program  as i t  i s  executed .  
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However, a d e t a i l e d  t r a c e  p r o d u c i n g  a l i ne  o f  i n fo rma-  
t i o n  f o r  e a c h  i n s t r u c t i o n  g r e a t l y  s l o w s  down the  execu t ion  o f  
the program and generates  enormous and excessive l is t ings.  
T h i s  a p p r o a c h ,  p a r t i c u l a r l y  d i a s t r o u s  o n  l a r g e  s y s t e m s ,  i s  
genera l ly  d iscouraged  and  reserved  f o r  use as a l a s t  r e s o r t .  
Another  problem associated with the t racing technique 
is  t h e  l a c k  o f  f l e x i b i l i t y  o f  many s y s t e m s  i n  t h a t  t h e  p r o -  
grammer canno t  p rov ide  h i s  own subrou t ines  fo r  ex tended  usage ,  
t he re fo re ,  t he  sys t em so f tware  mus t  p rov ide  the  capab i l i t y  
f o r   s e l e c t i v e   o r   c o n d i t i o n a l   t r a c i n g   t e c h n i q u e s .   B e c a u s e   o f  
t h e  i n c r e a s i n g  s o p h i s t i c a t i o n  o f  both computer hardware and 
so f tware ,  a s  exempl i f i ed  by  addres s  index ing ,  i nd i r ec t  
a d d r e s s i n g ,  a u t o m a t i c  a l l o c a t i o n  o f  r e l o c a t a b l e  s u b r o u t i n e s ,  
numerous r e s i d e n t  m o n i t o r  a n d  l i b r a r y  r o u t i n e s ,  p a g i n g ,  
cha in ing ,  and  both  manual  and  au tomat ic  over lay  fac i l i t i es ,  
t h e r e  a r e  i n c r e a s i n g  d i f f i c u l t i e s  i n  f o l l o w i n g  t h e  f l o w  o f  
a program, s o  t h a t  i t  i s  o f t e n  d e s i r a b l e  f o r  t h e  s y s t e m  s o f t -  
ware t o  h a v e  a n  e f f i c i e n t  t r a c e  r o u t i n e  a v a i l a b l e .  
3 - 2 4 .  P o s s i b i l i t i e s   f o r   L i m i t i n g   t h e   T r a c e  
P o s s i b i l i t i e s  f o r  l i m i t i n g  t h e  t r a c e  i n c l u d e  t h e  
fol lowing:  
a .  
b. 
C .  
d.  
Trac ing  only  a s i n g l e  t y p e  o f  i n s t r u c t i o n  s u c h  
as s to rage ,   l oad ing ,   a r i t hme t i c ,   b ranch ing ,   i ndex ,  
s h i f t i n g ,  s k i p p i n g ,  o r  i n ;  u t / o u t p u t  i n s t r u c t i o n .  
Trac ing  a c o m b i n a t i o n  o f  t h e r ?  s p e c i f i e d  
i n s t r u c t i o n s .  
Trac ing  only  address  modi f ica t ion .  
L imi t ing  the  number of  t rac ings  per formed on a 
s i n g l e  loop .  
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e. T r a c i n g   i n   o n l y   s e l e c t e d   p a r t s   o f   t h e   p r o g r a m  
w h i l e  o t h e r  p a r t s  r u n  a t  normal speed. 
f .  Trac ing   on ly  a s i n g l e   r e g i s t e r   o r   c o m b i n a t i o n  
o f  r e g i s t e r s .  
3- 25 .  Trapping 
As i n  t h e  dumping t echn ique ,   t he   ope ra t ing   sys t em 
must  assume temporary control  f rom the object  program during 
t h a t  t i m e  t h e  d i a g n o s t i c  i n f o r m a t i o n  i s  b e i n g  w r i t t e n  o u t .  
This i s  genera l ly  accompl ished  through the  use  of  hardware  
i n t e r r u p t s  o r  i n t e r p r e t i v e  s o f t w a r e  r o u t i n e s  ( t r a p s ) .  
The IBM 7090 p rov ides  a s p e c i a l  t r a n s f e r  t r a p p i n g  
mode which  enables  the  objec t  program to  run  a t  normal  speed  
and t o  s l o w  down on ly  when a t r a n s f e r  i s  executed and diag-  
n o s t i c   i n f o r m a t i o n  i s  w r i t t e n   o u t .  While  running a t  normal 
speed  the  f low of  cont ro l  passes  sequent ia l ly  f rom one  
i n s t r u c t i o n  t o  t h e  n e x t ,  e x c e p t  i n  t h e  c a s e  o f  a s k i p  a f t e r  
which it passes  t o  t h e   n e x t   i n s t r u c t i o n .   T h i s   t e c h n i q u e  
is  p a r t i c u l a r l y  u s e f u l  when one i s  o n l y  t r y i n g  t o  e s t a b l i s h  
t h e  s t r u c t u r e  o f  t h e  p r o g r a m .  
3 - 2 6 .   S t a t i c   T r a c e  
A s t a t i c  t r a c e  t e c h n i q u e  was developed by the Mitre 
Corpora t ion   for   use   on   the  IBM 7090. l2 I t  is r e f e r r e d  to 
as the  Masked Search  Program.  Through  the  use of  s p e c i f i -  
c a t i o n  c a r d s ,  t h e  programmer s p e c i f i e s  a mask  and a b lock  
o f  s t o r a g e  t o  b e  s e a r c h e d  by the   p rog ran .  The  Masked Search 
Program then  l i s t s  t h e  l o c a t i o n s  t h a t  a r e  i n  a c c o r d a n c e  w i t h  
t h e  s p e c i f i c a t i o n  c a r d s .  An addres s  mask may b e  u s e d  t o  
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i d e n t i f y  a l l  l o c a t i o n s  t h a t  a r e  r e l a t e d  t o  a p a r t i c u l a r  e n t r y  
p o i n t  i n  a s u b r o u t i n e ;  a f t e r  o b t a i n i n g  a l i s t  o f  t h e  l o c a t i o n s  
h a v i n g  t h i s  e n t r y  p o i n t  a s  t h e i r  a d d r e s s ,  a l i s t i n g  o f  t h e  
s to rage  a rea  be ing  sea rched  wou ld  no rma l ly  t e l l  where i n  
t h e  s e a r c h  a r e a  t h e  s u b r o u t i n e  i s  be ing   en tered .   Through  the  
use of an op-code mask t h e  programmer can locate a l l  i n s t r u c -  
t ions  which  change memory. One  may a l s o  d e t e r m i n e  how c e r t a i n  
s t o r a g e  l o c a t i o n s  a r e  u s e d .  
3 - 2 7 .  Improved  Approach t o   T r a c i n g  
An a p p r o a c h  i n c r e a s i n g  t h e  s p e e d  a n d  e f f i c i e n c y  o f  
t r ace  t echn iqEes  i s  p r e s e n t e d  i n  a paper  by  Eugene I .  Grunby. 
This  approach i s  bas i ca l ly  an  a t t empt  to  a l low the  p rogranmer  
t o  e x e r c i s e  h i s  s k i l l  a n d  i n g e n u i t y  i n  d e v e l o p i n g  t h e  t r a c e  
r o u t i n e ,  and t o  p r o v i d e  f l e x i b i l i t y  i n  t h e  s e l e c t i o n  o f  
sub rou t ines  the reby  e l imina t ing  unwan ted  p rocess ing .  
1 3  
The method of  a l l o w i n g  f o r  t h i s  f l e x i b i l i t y  i n  
s e l e c t i n g  s u b r o u t i n e s  i s  based  on t h e  u s e  o f  a s i n g l e  t r a c e  
rout ine  which  makes a v a i l a b l e  t h e  same b a s i c  i n f o r m a t i o n  t o  
each  of a number o f  s u b r o u t i n e s .  The b a s i c  i n f o r m a t i o n  p r o -  
v i d e d  b y  t h e  t r a c e  r o u t i n e  g e n e r a l l y  i n c l u d e s  t h e  o r i g i n  
and d e s t i n a t i o n  a d d r e s s e s  t h a t  r e p r e s e n t  a change i n  s e q u e n -  
t i a l   a d d r e s s i n g .   T h i s   a p p r o a c h   e n a b l e s   t h e   s u b p r o g r a m  t o  
be   independent .  A s e t  of  subprograms  each o f  which  serves  
a s p e c i f i c  f u n c t i o n  may be  developed.  Each o f  t hese   sub -  
Trograms may c a l l  a n o t h e r ,  t h u s  a composite o f  func t ions  can  
b e  s e l e c t e d  t o  meet t a sk  r equ i r emen t s .  The  programmer i s  
a b l e  t o  s e l ec t  s tandard subprograms in  any combinat ion o r  
he may c o n s t r u c t  h i s  own. 
Mr. Grunby’s  approach  a l so  inc ludes  a method  of 
e l i m i n a t i n g   e x c e s s i v e   a n d   u s e l e s s   p r i n t o u t .  The f i r s t  s t e p  
is  t o  e l i m i n a t e  a l l  b u t  t h e  m o s t  e s s e n t i a l  i n f o r m a t i o n ,  t h e  
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a d d r e s s e s  o r  o r i g i n  a n d  d e s t i n a t i o n  i n v o l v e d  i n  a branch 
i n s t r u c t i o n .  A second   s t ep   i nvo lves   t he   u se  o f  a c y c l i c  
t a b l e .  Trace informat ion  i s  s t o r e d  i n  a core t a b l e   a n d  is  
u s e d  f o r  a select ive l i s t i n g  a t  the  end  o f  t he  job, b u t  
because of  t h e  l i m i t a t i o n s  o f  memory a v a i l a b l e ,  t h e  trace 
informat ion  is  s to red  on  a c y c l i c  b a s i s ,  o v e r l a y i n g  from t h e  
top   to   bo t tom.   Opt ions   should   be   p rovided   to   a l low  the   p ro-  
grammer t o  s e l e c t  t he  l e n g t h  o f  t h e  t a b l e  a n d  make the most  
e f f i c i e n t   u s e   o f   t h i s   l i m i t e d   s t o r a g e   a r e a .   T h i r d l y ,   u s e  o f  
format  opt ions  o r  other options which maximize output on t h e  
p r i n t e d  l i n e  and t h a t  a r e  g e n e r a l l y  s u p p l i e d  by most systems 
should  be  empioyed when t h e  t a b l e  is b e i n g  l i s t e d .  
Among the m o s t  s i g n i f i c a n t  a p p l i c a t i o n s  f o r  t h e  t r a c i n g  
technique  jus t  descr ibed  (as  implemented  on  the  UNIVAC 1 1 0 7 )  
a r e  t h e  f o l l o w i n g :  1 4  
a. Dumping o f   p r e s e l e c t e d  memory l o c a t i o n s   a t   t h e  
time of  e a c h  t r a c e d  i n s t r u c t i o n .  
b .  C o n t i n u o u s   t e s t i n g   f o r   b r a n c h e s   t o   i n v a l i d  
d e s t i n a t i o n s ,  and i n i t i a t e  a n  e r r o r  r o u t i n e  when 
the  event  occars .  
c. Cont inuous   t es t ing   to   de te rmine  i f  and when an 
i n s t r u c t i o n  o r  1/0 o p e r a t i o n  is  exceeding 
s to rage  l imi t a t ions  and  wh ich  one  is  a t  f a u l t ,  
and i n i t i a t i o n  o f  a n  e r r o r  r o u t i n e  when t h i s  
event  occurs .  
d .   Computa t ion   of   the   d i s t r ibu t ion   of   opera t ion  
codes in  execut ing  program;  i t  may a t  t h e  p r o -  
g rammer ' s  r eques t  i nc lude  l i b ra ry  and  r e s iden t  
mon i to r  rou t ines .  
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e .  Cont inuous   de tec t ion   and   record ing  o f  p o i n t s  
w h e r e  c h a r a c t e r i s t i c  o v e r f l o w ,  c h a r a c t e r i s t i c  
under f low,   d iv ide   over f low,   occur .  
f .  Combina t ions   o f   t he   p reced ing   app l i ca t ions .  
3 - 2 8 .  The SEFLO Tracing  Technique 
SEFLO, SEquence-FLOw,15 a t r a c i n g  t e c h n i q u e ,  i s  
d e s c r i b e d  i n  a paper  by Abrom H i s l e r .  T h i s  t e c h n i q u e  may 
b e  u s e d  e i t h e r  for FORTRAN V o r  SLEUTH I1 on t h e  UNIVAC 
1 1 0 8 .  SEFLO enables   the   p rogrammer   to   fo l low  changes   in  
c o n t e n t s  o f  s e l e c t e d   r e g i s t e r s   a n d   s t o r a g e   l o c a t i o n s .  The 
package  cons i s t s  o f  two subrout ines  and  the  sequence  cards  
which c a l l  for the  conten ts  of  t race  whenever  reques ted  
dur ing  running  of  the  objec t  program.  
3 - 2 9 .  DYNAMIC DEBUGGING 
Tracing and dumping each has  i t s  advantages and l i m i -  
t a t i o n s .  Any concep t   t ha t   employs   t he   advan tages   o f   each   i n  
a s i n g l e  t e c h n i q u e  c a n  b e  r e f e r r e d  t o  by a number o f  t i t l e s ,  
b u t  for t he  pu rpose  o f  z h i s  d i s c u s s i o n  s h a i l  5 e  r e f e r r e d  t o  
as   dynamic  debugging.   This   concept   implies   that   he   process  
t a k e s  p l a c e  as the program i s  i n  p r o g r e s s  a n d  t h a t  a c e r t a i n  
deg ree  o f  ana lys i s  i s  per formed,  producing  d iagnos t ic  in forma-  
t i o n  i n  a d d i t i o n  t o  a l i s t i n g  s u c h  as t h a t  p r o d u c e d  b y  t r a c e s  
and dumps. l6 The basic  concept  of  dynamic debugging i s  s imply 
t o  p r o v i d e  t h e  programmer with a snapsho t - type  dump each time 
t h a t  p r e d e f i n e d  c r i t e r i a  are met. 
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The  main  restrictions  placed on dynamic  debugging are 
the  resultant  size of available  memory  and  the  ingenuity  required 
of the programmer writing the analysis program. The following 
is an  illustrative  list of the  diagnostic  information  this  technique 
may provide 17 
a .   Contents   o f   the   loca t ion   counter ,   showing  the  
cu r ren t  l oca t ion  o f  t he  p rogram.  
b .  Contents  o f  a l l   o t h e r   c o n t r o l   a n d   a r i t h m e t i c  
r e g i s t e r s  a l o n g  w i t h  t h e  s t a t u s  o f  such  th ings  
a s  o v e r f l o w  i n d i c a t o r s .  
c .   C o n t e n t s   o f   c e r t a i n  memory l o c a t i o n s   o r   b l o c k s  
o f   l o c a t i o n s .  The o p t i o n  t o  s p e c i f y  mode and 
format may b e  d e s i r a b l e ;  t h e  l o c a t i o n s  a n d  
fo rma t s  a re  spec i f i ed  in  the  debugg ing  p rogram 
and formats  a re  l ike ly  to  change  f rom one  poin t  
i n  t h e  p r o g r a m  t o  a n o t h e r .  
d. A r eco rd   o f   t he   occu r rences   o f  a c e r t a i n   c o n d i t i o n ,  
a s  t a l l i e d  i n  a counter .   Through  the  use o f  
such a coun te r ,  pa rame te r s  may b e  s p e c i f i e d  f o r  
v a r i o u s  t e s t s ,  i . e . ,  l i s t i n g  w i l l  be  produced 
a c e r t a i n  n m b e r  o f  t i m e s  o r  n o t  p r o d u c e d  u n t i l  
a f t e r  t h e  c o n d i t i o n  h a s  o c c u r r e d  a s p e c i f i e d  
number of  t imes.  
e .  A r e c o r d   ( d e s i r a b l e   u n d e r   c e r t a i n   c i r c u m s t a n c e s )  
of a s p e c i f i e d  number o f  t h e  l a s t  e x e c u t e d  
branches .  
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3- 3 0 .  FORTRAN Debugging  Languages 
S ince  FORTRAN was used on t h e  IMP-F p r o j e c t  a n d  i s  
p a r t i c u l a r l y  a p p l i c a b l e  t o  t h i s  t y p e  o f  p r o g r a m m i n g ,  i t  i s  
wel l  t o  c o n s i d e r  more s p e c i f i c a l l y  t h o s e  d e b u g g i n g  a i d s  
a s s o c i a t e d   w i t h  FORTRAN. S ince   t he   compi l e r   na tu ra l ly   checks  
f o r  s i m p l e  c l e r i c a l  e r r o r s ,  a n d  s i n c e  t h e  FORTRAN language 
i s  e s s e n t i a l l y  c l o s e d  w i t h  r e s p e c t  t o  v o c a b u l a r y ,  s y n t a x ,  
a n d  s t r u c t u r e ,  t h e  c o m p i l e r  i s  a b l e  t o  c h e c k  t h e  b a s i c  t es t s  
o u t l i n e d  i n  d i s c u s s i o n s  o f  p r e l i m i n a r y  t e s t i n g .  
3-31. One FORTRAX Eebugging  Language 
S i n c e  e a r l i e r  FORTRAN compi l e r s  d id  no t  i nc lude  an  
independen t  debugg ing  f ac i l i t y ,  t h i s  o f t en  fo rced  p rogrammers  
t o  r e l y  on the   mach ine   l anguage   fo r   d i agnos t i c   pu rposes .  A 
debugging  language i n  a FORTRAN format  i s  now a v a i l a b l e .  
This  language was des igned  s o  t h a t  r e f e r e n c e  may be  made t o  
s p e c i f i c  s t a t e m e n t s  w i t h i n  t h e  body of the FORTRAN program 
wi thout   becoming  an   ac tua l   par t   o f   tha t   p rogram.  Many of 
t h e  s t a t e m e n t s  i n  t h e  FORTRAN l a n g u a g e  i t s e l f  s u c h  a s  GO T O ,  
CALL, RETURN, and STOP a r e   i n c l u d e d   i n   t h i s   s y s t e m .  Much 
use i s  made of  s u b r o u t i n e s .   C o n d i t i o n a l   s i t u a t i o n s   a r e  
p a r t i c u l a r l y  a p p l i c a b l e  t o  t h e  u s e  o f  l o g i c a i  I F  s t a t e m e n t s .  
The DUMP s t a t e m e n t  p r o v i d e s  a conven ien t  me thod  fo r  p r in t ing  
o u t  i n fo rma t ion  when t h e r e  a r e  no p a r t i c u l a r  f o r m a t  r e q u i r e -  
ments.  The DUMP s t a t e m e n t ,  much l i k e  t h e  FORTRAN READ and 
WRITE s t a t e m e n t s ,  s p e c i f i e s  a l i s t  o f  i n f o r m a t i o n  t o  b e  
l i s t e d ;  t h e s e  s p e c i f i c a t i o n s  may b e  w i t h i n  t h e  s t a t e m e n t  o r  
i n  a n o t h e r  s t a t e m e n t  r e f e r e n c e d  b y  t h e  DUMP s t a t e m e n t .  
Through the use of a H o l l e r i t h  f i e l d  o r  quotat ion marks one 
may p rov ide  no te s  o r  messages  wi th  the  in fo rma t ion  l i s t i ng . .  
18 
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The  LIST s t a t e m e n t  e n a b l e s  o n e  t o  r e f e r e n c e  t h e  same 
informat ion  by  more than one DUMP statement w i t h o u t  r e p e a t i n g  
a l i s t  wi th  each  DUMP s t a t e m e n t .  When necessary  one may  dump 
t h e  e n t i r e  p r o g r a m  w i t h  t h e  s t a t e m e n t  LIST PROGRAM. One  may 
cause dumps a t  c e r t a i n  i n t e r v a l s ,  t h u s  l i m i t i n g  t h e  amount 
of  ou tpu t  t h rough  the  use  o f  an  ON s t a t e m e n t .  
A s ing le  ca rd  mus t  p roceed  each  debugg ing  r eques t  o r  
group  of   debugging  requests .   This   card may s e t  m a x i m u m  limits 
on t h e  number o f  r eques t s  honored ,  r ega rd le s s  o f  t ype  and  the  
maximum number o f  l i n e s  t h a t  may b e  p r i n t e d ,  a l l  o t h e r  d i a g -  
n o s t i c   i n f o r m a t i o n   b e i n g   l o s t .   T h i s   c o n t r o l   c a r d   a l m o s t   f o r c e s  
t h e  programmer t o  s e t  e x p l i c i t  limits on h i s  d e b u g g i n g  r e q u e s t .  
However, t h e  limit c o n t r o l  f e a t u r e s  may be l e f t  o f f  o f  t h e  
c o n t r o l  c a r d s ;  t h u s ,  no upper  bounds are  s e t .  
S i n c e  t h i s  FORTRPIN debugging  system  al lows  the  execu-  
t i o n  o f  a program composed of many par t s  and  having  been  
compi l ed  sepa ra t e ly ,  i t  i s  n e c e s s a r y  t o  s p e c i f y  n o t  o n l y  w h i c h  
s t a t e m e n t s  a r e  t o  b e  a f f e c t e d ,  b u t  i n  w h i c h  s u b p r o g r a m  ( f u n c t i o n  
o r   s u b r o u t i n e )   t h o s e   s t a t e m e n t s  are to   be   found.   Each  sub-  
program i s  r e fe renced   by  i t s  name. A code i s  u s e d  t o  i n d i c a t e  
t h a t  t h e r e  a r e  no more debugging requests.  
3- 32. DIAGNOSE, Another FORTRAN Debugging  Language 
DIAGNOSE1’ i s  a debugging program that i s  u s e d  t o  
d e t e c t  t h e  f o l l o w i n g  t h r e e  common e r ro r s  wh ich  occur  du r ing  
the  execut ion  of  FORTRAN-63 programs. 
a .   E r roneous   subsc r ip t s .  
b .   Undef ined   va r i ab le s .  
c. Erroneous DO- loop parameters .  
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When one of  the  above  condi t ions  occurs  dur ing  the  
execut ion  of  a program,  opera t ion  i s  h a l t e d  and  an  e r ro r  
message  wr i t ten  on  a s t a n d a r d  o u t p u . -  u n i t  a n d  a n  e r r o r  
r o u t i n e  i s  a c t i v a t e d  f o r  dumping purposes .  The e r ror   message  
i s  composed  of a s ta tement  number ,  var iab le  name,  and type  
o f  e r r o r .  
The i n p u t  when o p e r a t i n g  w i t h  DIAGNOSE c o n s i s t s  o f  
source   decks ,   b inary   decks ,   and   da ta .  DIAGNOSE produces a 
new s o u c e  d e c k  b y  i n s e r t i n g  c a l l s  t o  c e r t a i n  l i b r a r y  s u b r o u -  
t i n e  i n  t h e  o r i g i n a l  s o u r c e  d e c k .  The l o g i c a l   f l o w s   a n d   t h e  
program r e s u l t s  a r e  i n  no way a f f e c t e d  up t o  t h e  p o i n t  a t  
wh ich  the  e r ro r  occur s .  
DIAGNOSE makes  two passes  through the  source  deck ,  
as  fol lows : 
a .  The f i r s t   p a s s   p r o d u c e s   f o u r  l i s t s  and   ou tputs  
p a r t  o f  t h e  o r i g i n a l  p rogram a long  wi th  o the r  
information  and a s c r a t c h   t a p e .  The f o u r  l i s t s  
a r e :  
1. Arrays  and  dimensions. 
2 .  Statement  numbers. 
3 .  Terminal  statement  numbers  and DO loops .  
4 .  Statement  numbers  of  replacement and CALL 
s t a t emen t s  . 
b .  The second   pas s   pe r fo rms   ana lys i s   on  DO s t a t e m e n t s ,  
rep lacement  s ta tements ,  IF s ta tements ,  and  CALL 
s t a t emen t s .   Dur ing   t he   s econd   pas s   ad jus tmen t s  
a r e  made on  statement  numbers t o  i n s u r e  t h a t  t h e  
flow.  of  the  program  remains  unchanged.  .For  each 
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of the  above  s t a t emen t s ,  DIAGNOSE  may i n s e r t  CALL 
s t a t e m e n t s  t o  two o r  more r o u t i n e s  t h a t  do t h e  
fo l lowing :  
1. I d e n t i f i e s   t a t e m e n t   c u r r e n t l y   b e i n g   c h e c k e d .  
2 .  Checks s u b s c r i p t s .  
3. Checks t h e   v a l u e   t h a t   h a s   b e e n   a s s i g n e d  
t o  a p a r t i c u l a r  v a r i a b l e :  
4 .  Checks v a r i a b l e   p a r a m e t e r s  of a DO loop. 
DIAGNOSE produces  an  in te rmedia te  program tha t  w i l l  
r equ i r e  approx ima te ly  twen ty  pe rcen t  more memory and roughly 
doubles   the   running  time o f  t h e   o r i g i n a l   p r o g r a m .  DIAGNOSE 
r e q u i r e s  a compilable   program  (one  that  i s  f ree  o f  syn tax  
e r r o r s ) .  
3 - 3 3 .  B U G T W K ,  Another FORTRAN Debugging  Language 
BUGTRAN" i s  a n o t h e r  d e b u g g i n g  s y s t e m  t h a t  a p p l i e s  t o  
FORTRAN. The c h e c k p o i n t   m e t h o d   r e q u i r e s   n e a r l y   e x a c t   i n t e r -  
m e d i a t e  r e s u l t s  w h i c h  a r e  f r e q u e n t l y  u n a v a i l a b l e ;  a n d  t h e  
t r a c e  r o u t i n e ,  a s  i t  i s  commonly used ,  i s  cumbersome  and 
expensive.   Thus,  BUGTRAN was developed   to   he lp   overcome 
these   shor tcomings .  
a .  The BUGTRAN sys tem  inc ludes  a v a r i a b l e   t r a c e ,  
flow t r a c e ,  t r a c e  of  p r o g r a m  e n t r i e s  a n d  e x i t s ,  
snapshot  dumps, c o n d i t i o n a l  t e r m i n a t i o n  o f  t h e  
p r o g r a m ,  a n d  a n  o p t i o n  t o  p r i n t  t h e  comments of  
the  source  program. The o p t i o n   t o   a p p l y  B U G T W  
t o  o n l y  s p e c i f i e d  p a r t s  o f  the program i s  provided  
f o r .  The system  does  not   place  any  . requirements  
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on  the  compi l e r ,  such  a s  gene ra t ing  symbol  t ab le s ,  
o r  a f f e c t i n g  t h e  o p e r a t i o n  of  the  program. A 
mechanical  means o f  removing the debugging from 
the  program i s  a l s o  p r o v i d e d  f o r .  The fo l lowing  
i s  a summary of BUGTRAN f e a t u r e s :  
1. Check V a r i a b l e s  - a l i s t  o f   v a r i a b l e s  i s  
s p e c i f i e d  i n  a BUGTRAN c o n t r o l  s t a t e m e n t .  
I f  one  o f  t hese  va r i ab le s  appea r s  on t h e  
l e f t - h a n d  s i d e  o f  a n  arithmetic s u b s t i t u -  
t i o n  s t a t e m e n t  or as t h e  i n d e x  o f  a DO 
s t a t e m e n t ,  i t  w i l l  g e n e r a t e  a c a l l  t o  t h e  
BUGTRAN o u t p u t  r o u t i n e .  
2 .  Check Flow - a l l  GO T O ,  ASSIGN and I F  
s t a t e m e n t s  g e n e r a t e  ca l l s  t o  the.BUGTRAN 
o u t p u t  r o u t i n e .  
3 .  Dump - a s t a t emen t  number a long   w i th   t he  
v a r i a b l e s  t o  b e  dumped i s  s p e c i f i e d  i n  a 
BUGTRAN c o n t r o l   c a r d .  The dump i s  executed  
immedia t e ly  be fo re  the  execa t ion  o f  t he  
s p e c i f i e d   s t a t e m e n t .   T h i s  i s  accomplished 
through a g e n e r a t e d  c a l l  t o  t h e  o u t p u t  
r o u t i n e .  
4. Check E n t r i e s  - a c a l l  i s  g e n e r a t e d   t o   t h e  
o u t p u t  r o u t i n e  e a c h  time t h a t  a SUBROUTINE, 
FUNCTION,  END o r  RETURN s t a t emen t  i s  
encountered.  
5 .  P r i n t  Comaents - a l l  comments gene ra t e  a 
ca l l  t o  x%e BUGTRAN o u t p u t  r o u t i n e ,  c a u s i n g  
t h e  comnent t o  a p p e a r  i n  t h e  o u t p u t .  
6.   Terminate  - a s t a t e m e n t  number  and a con- 
d i t i o n a l  I F  c l a u s e  a r e  s p e c i f i e d  on a BUGTRAN 
c o n t r o l   c a r d .  The c o n d i t i o n  i s  t e s t e d  
immedia t e ly  be fo re  the  execu t ion  o f  t he  
s p e c i f i e d  s t a t e m e n t ,  a n d  i f  t h e  c o n d i t i o n  
i s  s a t i s f i e d  t h e  p r o g r a m  i s  t e rmina ted .  
b .  A syn tax   t ab l e   app roach  i s  u s e d   t o   i n t e r p r e t   t h e  
FORTRAN and BUGTRAN s t a t e m e n t s .  A s y n t a x   t a b l e  
i s  f i r s t  u s e d  t o  i n t e r p r e t  t h e  BUGTRAN c o n t r o l  
ca rds .   Ano the r   syn tax   t ab l e  i s  t h e n   g e n e r a t e d  
based on t h e  t y p e  m o d i f i c a t i o n s  s p e c i f i e d  b y  t h e  
c o n t r o l  c a r d  t o  p r o c e s s  t h e  FORTRAN s t a t e m e n t s .  
Only those FORTRAN s t a t e m e n t s  w h i c h  a r e  s p e c i f i e d  
a r e   p r o v i d e d   f o r   i n   t h e   s y n t a x   t a b l e .  The major  
advantages o f  t h e  s y n t a x  t a b l e  a r e  t h e  f o l l o w i n g :  
1. I t  i s  p o s s i b l e   t o   u s e   t h e  same s c a n n e r   t o  
r ecogn ize  the  va r ious  types  of s ta te rnents  
by mere ly  chang ing  the  syn tax  t ab le s .  
2 .  Changes i n   t h e   s o u r c e   l a n g u a g e   r e q u i r e  
m o d i f i c a t i o n  o f  t h e  s y n t a x  t a b l e s  o n l y .  
3-34. TESTRAN, IBM System/360 ~ ~ ~" 
3- 35. I n t r o d u c t i o n  t o  TESTRAN 
TESTRAN21, o r  t e s t  t r a n s l a t o r ,  i s  a f a c i l i t y  o f f e r e d  
by t h e  IBM System/360  Operating  System. TESTRAN a i d s   i n  
d e t e c t i n g  f a u l t y  l o g i c  b y  p r o v i d i n g  p r i n t e d  i n f o r m a t i o n  c o n -  
c e r n j n g   t h e   a c t u a l   o p e r a t i o n  o f  t h e   p r o g r a m .   T h i s   f a c i l i t y  
desc r ibes   t he   chang ing   con ten t s  o f  s t o r a g e  a r e a s ,  r e g i s t e r s ,  
and  cont ro l  b locks ,  and  shows the  manner  in  which  cont ro l  
flows  from  one  group o f  i n s t r u c t i o n s  t o  a n o t h e r .  
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Reques t s  fo r  TESTRAN s e r v i c e s  a r e  c o d e d  i n  a TESTRAN 
source  module.   Each  of   these statements i s  a coded TESTRAN 
macro - ins t ruc t ion ,  wh ich  i s  r e p l a c e d  w i t h  a series of con- 
s t a n t s   b y   t h e   a s s e m b l e r .  I n  e f fec t ,  t h e s e   c o n s t a n t s  are a 
c o n t r o l  s t a t e m e n t  t h a t  d i r e c t s  t h e  TESTRAN i n t e r p r e t e r  t o  
perform a s p e c i f i c  o p e r a t i o n .  The d e c i s i o n  t o  p e r f o r m  t h e  
n e x t  s e q u e n t i a l  m a c r o - i n s t r u c t i o n  o r  a l o g i c a l  b r a n c h  t o  
a n o t h e r  m a c r o - i n s t r u c t i o n  i s  de te rmined  by  the  opera t ion  
being performed.  
3 -  3 6 .  Procedure 
The s t r u c t u r e  o f  a TESTRAN s t a t emen t  r e sembles  tha t  o f  
a bas ic   assembler   l anguage   s ta tement .   Every   s ta tement   inc ludes  
an  operation  code  and  one o r  more operands.  A symbolic name 
may p recede  the  ope ra t ion  code  and  a comment may fo l low the  
operands .  The opera t ion   code   and  f i r s t  operand  combine t o  
d e f i n e  t h e  t y p e  o f  o p e r a t i o n  t o  b e  p e r f o r m e d  a n d  a r e  u s e d  a s  
g e n e r i c  names f o r  s t a t e m e n t s .  
a .  The g e n e r a l   f u n c t i o n s  o f  TESTRAN s t a t e m e n t s   a r e  
t h e  f o l l o w i n g :  
1. Recording  funct ions  which  provide dumps and 
t races  of  the  problem program.  
2 .  Linkage   func t ions   wh ich   con t ro l   l i nkage   t o  
t h e  TESTUN i n t e r p r e t e r .  
3 .  Decision-making  funct ions  which  provide 
c o n d i t i o n  t e s t i n g  a n d  c o n d i t i o n  b r a n c h i n g .  
4 .  Branching  funct ions  which  provide  uncondi-  
t i o n a l  b r a r A c h i n g  a n d  s u b r o u t i n e  c a p a b i l i t i e s .  
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b .  
C.  
d.  
5. Assignment   funct ions  which  control   values  
o f  va r i ab le s  in  the  p rob lem p rogram and  o f  
s p e c i a l  v a r i a b l e s  u s e d  i n  d e c i s i o n  m a k i n g .  
During  execut ion,  TESTRAN is  a b l e  t o  t e s t  f o r  
p r e d e f i n e d  e r r o r  c o n d i t i o n s  a n d  t a k e  c o r r e c t i v e  
a c t i o n  when n e c e s s a r y .   U s u a l l y ,   a f t e r   c o r r e c t i v e  
a c t i o n  i s  f i r s t  t a k e n ,  t h e  f i n a l  r e s u l t s  o f  t h e  
program are  s t i l l  e r roneous ,  bu t  con t inued  p ro -  
c e s s i n g  w o u l d  p e r m i t  t h e  p o s s i b i l i t y  o f  f i n d i n g  
t h e  a d d i t i o n a l  e r r o r s .  
The TESTRAN s ta tements  a re  combined  wi th  the  pro-  
gram t o  b e  t e s t e d  by e i t h e r  o f  t h e  f o l l o w i n g  
methods : 
1. The TESTRAN and  the  problem  program  source 
modules  a re  assembled  toge ther  and  resu l t  
i n  a s ing le  modu le .  
2 .  The TESTRAN and  the  problem  program  source 
m o d u l e s  a r e  a s s e m b l e d  s e p a r a t e l y ,  r e s u l t i n g  
i n  s e p a r a t e  o b j e c t  m o d u l e s ;  t h e s e  a r e  t h e n  
p r o c e s s e d  b y  t h e  l i n k a g e  e d i t o r  t o  form a 
s ing le  load  modu le .  
The s i n g l e  l o a d  module i s  then loaded and executed.  
R e q u e s t s  f o r  t e s t i n g  s e r v i c e s  a r e  i n t e r p r e t e d  b y  
t h e  TESTRAN i n t e r p r e t e r  w h i c h  i s  a p a r t  o f  t h e  
c o n t r o l  p r o g r a m  t h a t  r e c e i v e s  c o n t r o l  d u r i n g  
p r o g r a m   i n t e r r u p t i o n s .  Test  in format ion   a long  
wi th  con t ro l  i n fo rma t ion  cop ied  f rom the  un loaded  
fo rm o f  the  load  module i s  p l a c e d  i n  a TESTRAN 
d a t a  s e t  bv  the  TESTRAN i n t e r n r e t e r .  
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e.  The TESTRAN e d i t o r   p r i n t s   t h e  t e s t  informat ion  
i n  t h e  form  of dumps and   t r aces .   L ike   t he   a s semble r  
a n d  t h e  l i n k a g e  e d i t o r ,  t h e  TESTRAN e d i t o r  i s  a 
p rocess ing  p rogram tha t  i s  executed  as  a j o b  s t e p .  
I t  puts t e s t  i n f o r m a t i o n  i n t o  a meaningful symbolic 
format  by us ing  con t ro l  i n fo rma t ion  cop ied  f rom 
the   load   module .   This   cont ro l   in format ion   inc ludes  
symbol  tables  and a c o n t r o l  d i c t i o n a r y  for each 
o b j e c t  module t h a t  i s  p a r t  o f  t h e  l o a d  m o d u l e .  
B o t h  t h e  c o n t r o l  d i c t i o n a r y ,  w h i c h  i s  produced 
a s  a s t a n d a r d  f e a t u r e  o f  t h e  a s s e m b l e r ,  a n d  t h e  
symbol t ab le ,  wh ich  i s  a n  o p t i o n a l  f e a t u r e  o f  t h e  
a s semble r ,  a r e  p l aced  in  the  load  modu le  a s  an  
o p t i o n a l  f e a t u r e  o f  t h e  l i n k a g e  e d i t o r .  
3 - 3 7 .  The "Rip  Stopper"  Method 
A m a j o r  p a r t  o f  t h e  c o n v e n t i o n a l  d e b u g g i n g  e f f o r t  
rests i n  g o i n g  b a c k  f r o m  t h a t  p o i n t  a t  w h i c h  t h e  e r r o r  m a n i -  
fes t s  i t s e l f  t o  i t s  p o i n t   o f   o r i g i n .   F r e q u e n t l y ,   t h e   f a u l t y  
program des t roys  the  informat ion  tha t  would  permi t  t racking  
a c t i v i t y .  A c o n c e p t  t h a t  w o u l d  p e r m i t  t h e  i d e n t i f i c a t i o n  o f  
a n  e r r o r  c o n d i t i o n  i n  t i m e  t o  p re se rve  the  necessa ry  d i agnos -  
t i c  in fo rma t ion  i s  p r e s e n t e d  i n  a paper  by Mark Halpern.  2 2  
The " r i p  s t o p p e r "  c o n c e p t ,  p r e s e n t e d  b y  Mr. Halpern,  
r e q u i r e s  a p r o c e s s o r  t h a t  i s  a b l e  t o  o p e r a t e  i n  two  modes 
(debugging   and   product ion) .   Dur ing   opera t ion   in   the   debugging  
mode, t he  p rocesso r  wou ld  r equ i r e  the  fo l lowing  p rogrammer -  
s u p p l i e d  i n f o r m a t i o n :  
a .  Minimum and maximum limits, and   where   appropr ia te ,  
i n c r e m e n t  s i z e  f o r  e a c h  n u m e r i c a l  v a r i a b l e  i n  the 
program. 
Whi1.e o p e r a t i n g  i n  t h e  d e b u g g i n g  mode, a l l  computation  and 
t r a n s f e r  o f  c o n t r o l  wou ld   be   execu ted   i n t e rp re t ive ly .  If  
any limits a r e  v i o l a t e d ,  a c t i o n  s p e c i f i e d  b y  t h e  programmer 
i s  i n i t i a t e d .  
P rov i s ion  shou ld  be  made f o r  t h e  o p t i o n  t o  g e n e r a t e ,  
upon  demand, c o d i n g   t h a t  i s  i n t e r p r e t i v e l y   e x e c u t e d ,  l i k e  
tha t  p roduced  by  the  debugging  mode, w i th  the  pu rpose  o f  
comput ing  the  execut ion  t ime of  the  compi led  ins t ruc t ions  
r a t h e r  t h a n  t e s t i n g  t h e i r  v a l i d i t y .  
The p r i n t - o u t  o f  d i a g n o s t i c  i n f o r m a t i o n  s h o u l d  b e  
s t r u c t u r e d ,  i n t e r p r e t e d ,  c a p t i o n e d ,  a n d  o r d e r e d  s o  a s  t o  
fo l low  the   s t eps   t aken   i n   no rma l   debugg ing   p rocedures .   Tab le s  
s h o u l d  b e  i n  t a b u l a r  f o r m ,  c h a r a c t e r  s t r i n g s  i n  l i n e a r  f o r m ,  
numer i c s  in  the  appropr i a t e  ex te rna l  fo rma t  and  base  mode,  and 
l a b e l s  and  comments should  b e  u s e d   f r e e l y .   P a r t s   o f  a s i n g l e  
l o g i c a l  i t e m  t h a t  a r e  s c a t t e r e d  t h r o u g h o u t  t h e  memory must 
b e  c o l l e c t e d  a n d  p r e s e n t e d  i n  a un i f i ed  fo rm.  
3-38. The WATCHR I11 System 
An e x c e l l e n t  example o f  a comprehensive  debugging  pack- 
age i s  t h e  WATCHR IIIZ3 s y s t e m  t h a t  was d e v e l o p e d  a t  New York 
U n i v e r s i t y   f o r   t h e  CDC 6 6 0 0  computer. I t  h a s   t h e   a b i l i t y   t o  
p r o v i d e  t r a c e s  o f  s e l e c t e d  i n s t r u c t i o n s  o r  o f  a l l  i n s t r u c t i o n s ,  
o f  c h a n g e s  a f f e c t i n g  s e l e c t e d  v a r i a b l e s ,  o f  f l o w  o f  t h e  o b j e c t  
p rog ram,  o f  changes  a f f ec t ing  se l ec t ed  r eg i s t e r s ,  o f  s e l e c t e d  
l o a d s ,   a n d   o f   s e l e c t e d   s u b r o u t i n e   c a l l s .   T r a p s  may be  provided 
on s e l e c t e d  a d d r e s s e s ,  s e l e c t e d  l o c a t i o n s  s t o r e d  i n t o ,  s e l e c t e d  
addresses   loaded   f rom,   and   se lec ted   opera t ion   codes .   Provis ion  
is made f o r  dumping p a r t  o f  c o r e  a t  any  t ime  and  anywhere  within 
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t h e  f i e l d  l e n g t h ,  a n d  a l l  o f  t h e  u s e r ' s  r e g i s t e r s  a t  a n y  time. 
The dump  may be i n  o c t a l ,  i n t e g e r ,  f l o a t i n g  p o i n t ,  o r  a l p h a -  
n u m e r i c ;   e x c e s s i v e   d u p l i c a t i o n  is suppressed .   Er ror   checking  
f a c i l i t i e s  a re  provided  for  ou t -of -bounds  jumps ,  memory 
r e f e r e n c e s ,  a r i t h m e t i c  e r r o r s ,  e tc . ,  i n d e f i n i t e  a n d  i n f i n i t e  
r e s u l t s ,  i n v a l i d  s t o r e s  a n d  l o a d s ,  i n f i n i t e  l o o p s ,  i n c o r r e c t  
v a l u e s   f o r   s e l e c t e d   v a r i a b l e s .  When a n   e r r o r   c o n d i t i o n  i s  
encountered ,  a trace o f  t he  p reced ing  600 i n s t r u c t i o n s  i s  
au tomat i ca l ly   g iven .  .The WATCHR I11 system makes p r o v i s i o n  
f o r  t h e  u s e r  t o  e x a m i n e  c o r e  o r  r e g i s t e r s  d u r i n g  t h e  r u n ,  a n d  
f o r  r e c o v e r y  i f  f a t a l  e r ro r s  occur .  
The system w i l l  ope ra t e  on  any  cen t r a l  p rocesso r  b ina ry  
c o d e ,   s i m u l a t e s   t h e   a c t i o n   o f   t h e  CPU, a n d   c o l l e c t s   i n f o r m a t i o n  
as d i r e c t e d  b y   s w i t c h   s e t t i n g s .  A t  any  t ime  switches may be 
s e t  o r  u n s e t ,   s e l e c t i o n s  may be made. A l s o   a t  any  t ime  the 
object  program may be placed under or removed f r o m  under 
WATCHR's c o n t r o l .  
The fo l lowing  i s  a summary o f  WATCHR I11 fea tu res  and  
op t ions  : 24 
a .   T r a c e s :  
1. I n s t r u c t i o n   t r a c e  - i n s t r u c t i o n s  may be  
s e l e c t e d  by  means of  t h e i r  o p e r s t i o n  c o d z s  
f o r  t r a c i n g ;  a n y  o p e r a t i o n  c o d e  o r  combina- 
t i o n  o f  o p e r a t i o n  c o d e s  n a y  b e  s e l e c t e d  f o r  
t r a c i n g .  
2 .  R e g i s t e r   t r a c e  - r e g i s t e r s   i n  any  combina- 
t i o n  o r  o r d e r  may b e  s e l e c t e d  f o r  t r a c i n g .  
Thereaf te r ,  whenever  a s e l e c t e d  r e g i s t e r  
a c q u i r e s  a new numer ica l  va lue ,  bo th  the  
o ld  and  new v a l u e s  a r e  p r i n t e d  o u t .  
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3 .  Program trace - t h e   l o g i c a l   f l o w   o r   s e q u e n c e  
o f  i n s t r u c t i o n s  i s  made a v a i l a b l e  t h r o u g h  
t h e   u s e  of  t h e  MAP o p t i o n .  Pairs  o f  
addres ses  w i l l  b e  p r i n t e d  o u t  p e r i o d i c a l l y .  
The occurrence  of  a branch i s  i n d i c a t e d  w i t h  
s t a r t i n g  o f  a new p a i r  o f  s i g n a l s .  
4 .  Memory r e f e r e n c e   ( l o a d )   t r a c e  - analogous 
t o  t h e  t r a c e  o f  c h a n g e d  l o c a t i o n s  e x c e p t  t h a t  
i t  p r o v i d e s  f o r  a long comment g i v i n g  t h e  
func t ion  se rved  by  the  va r i ab le  be ing  loaded .  
The p u r p o s e  o f  t h i s  f e a t u r e  i s  t o  . e n a b l e  
the programmer to  see how the program under  
o b s e r v a t i o n  a c t u a l l y  o p e r a t e s .  
5.  S u b r o u t i n e   c a l l   t r a c e  - a n a l o g o u s   t o   t h e  
r e g i s t e r   t r a c e .   R e t u r n  jumps a r e   t r a c e d   a n d  
space  i s  p r o v i d e d  f o r  comments d e n o t i n g  t h e  
purpose o f  each  subrou t ine .  
b .   T raps :  
The t r a p  i s  u s e d  t o  i n i t i a t e  t h e  t r a p  r o u t i n e .  
A t r a p  r o u t i n e  i s  a n y  i n s t r u c t i o n  o r  s e t  o f  
i n s t r u c t i o n s  t h e  programmer may w i s h  t o  e x e c u t e  
i f  t r a p   c o n d i t i o n s   a r e   s a t i s f i e d .   T r a p s   a l w a y s  
o c c u r  b e f o r e  e x e c u t i o n  o f  t h e  i n s t r u c t i o n  i n  
q u e s t i o n .  Any nunber   o f   t r aps  may be s e t  and 
they  w i l l  be a b l e  t G  o p e r a t e  s i m u l t a n e o u s l y .  
1. Trap on ope ra t ion   code  - t h e  programmer may 
a s s i g n  t h e  s t a r t i n g  a d d r e s s  o f  a t r a p  r o u -  
t i n e  t o  a n y  o p e r a r i o n  c o d e  o r  c o m b i n a t i o n  
of ope ra t ion  codes .  
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2 .  
3. 
4 .  
Trap on address  - when program control  
a r r i v e s  a t  a s p e c i f i e d  a d d r e s s  a t r a p  rou- 
t i n e  i s  i n i t i a t e d .  
T r a p  o n  s t o r a g e  i n t o  a s p e c i f i e d  l o c a t i o n  - 
ana logous  to  a t r a p  on  addres s  excep t  t ha t  
t h e  a d d r e s s e s  s e l e c t e d  are l o c a t i o n s  i n t o  
wh ich  s to re s  may be  made o r  a re  expec ted  
t o  b e  made. 
Trap on load from a s p e c i f i e d  l o c a t i o n  - 
ana logous  to  a t r a p  on s t o r a g e  i n t o  a 
s p e c i f i e d  l o c a t i o n  e x c e p t  t h a t  t h e  a d d r e s s  
chosen i s  t o  be  t rapped  on when i ts  con- 
t e n t s  a r e  l o a d e d  i n t o  a r e g i s t e r .  
c. Reports  : 
1. 
2.  
3 .  
Snapshot dump - a parameter  l i s t  i s  used to 
dump c u r r e n t  c o n t e n t s  o f  s e l e c t e d  l o c a t i o n s .  
I n t e r p r e t e d  dump - t h i s  dump  may b e  c a l l e d  
on a s  o f t e n  a s  d e s i r e d  a n d  may b e  i n  o c t a l ,  
i n t e g e r ,  f l o a t i n g  p o i n t ,  BCD,  o r  a lpha -  
numeric .   Provis ion i s  a l s o  made f o r   g i v i n g  
an  a lphanumer ic  l abe l  t o  each  dump. 
Reports  - t h e s e  are g i v e n  a u t o m a t i c a l l y  when 
a f a t a l   e r r o r  i s  encountered.  Reports  con- 
s i s t  of  t he  fo l lowing :  
a.  Up t o  50 m o s t   r e c e n t   b r a n c h   i n s t r u c t i o n s .  
b .  Up t o  50 m o s t   r e c e n t   r e t u r n  jumps. 
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c. Up t o  50 m o s t   r e c e n t   s t o r e s .  
d .  Up t o  600 m o s t   r e c e n t   e x e c u t e d   i n s t r u c -  
t i o n s .  
A program running under  the control  o f  WATCHR I11 
w i l l  take  f rom 40 t o  300 times l o n g e r .  WATCHR I11 r e q u i r e s  
16K o f   c o n t r o l  memory. The  number of  t e s t  r u n s  r e q u i r e d  i n  
t h e  p r e p a r a t i o n  o f  a program should be about 5 t i m e s  l e s s  
w i t h   t h e   j u d i c i o u s   u s e  o f  the  package.  With  the  employment 
of  WATCHR I11 the  overa l l  usage  of  computer  t ime should  be  
l e s s  t h a n  o r  e q u a l  t o  t h e  t o t a l  c o m p u t e r  t i m e  u s e d  w i t h o u t  
WATCHR 111. The t o t a l  p rogram  prepara t ion   t ime  should   be  
shor tened  by  a f a c t o r  of  5 t o  1 0 .  
3 - 3 9 .  TIDY AND EDIT FOR FORTRAN 
Two programs have been developed for  the purpose o f  
e d i t i n g  FORTRAN programs. The employment  of  such  programs 
would g r e a t l y  f a c i l i t a t e  f u t u r e  c h a n g e s  i n  t h e  p r o g r a m  a n d  
the  debugging o f  such  changes.  The c o r r e c t i o n  o f  e r r o r s  t h a t  
a p p e a r  a f t e r  t h e  p r o g r a m  h a s  b e e n  i n  o p e r a t i o n  f o r  some time 
w o u l d   b e   g r e a t l y   s i m p l i f i e d .  The fo l lowing  i s  a summary o f  
t h e s e  two systems.  
3- 40.  The TIDY Program 
TIDYz5 p r o c e s s e s  t h e  o l d  FORTRAN program rout ine-by-  
rout ine,  and prepares  and punches a new v e r s i o n  o f  t h e  p r o -  
gram. The new p rogram  has   t he   Eo l lowing   cha rac t e r i s t i c s .  
a .   S t a t e m e n t   n u m b e r s   a r e   l e f t - j u s t i f i e d   a n d   i n  
ascending   consecut ive   o rder .  
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b.   Only  those  s ta tements   which a re  r e f e r e n c e d   b y  
o t h e r  s t a t e m e n t s  are assigned s ta tement  numbers .  
c. S ta tement  number r e f e r e n c e s  are  upda ted   t o   con -  
form t o  t h e  new s t a t emen t  number assignments .  
d. FORMAT s t a t e m e n t   a r e   c o l l e c t e d   f r o m   w i t h i n   t h e  
body o f  each  rou t ine  and  p l aced  a t  the  end .  
e .  The on ly  FORMAT and CONTINUE s t a t e m e n t s   r e t a i n e d  
a r e  t h o s e  t h a t  a r e  r e f e r e n c e d  w i t h i n  t h e  r o u t i n e .  
f .  S p a c e s   a r e   d e l e t e d   o r   i n s e r t e d   a s   n e c e s s a r y   t o  
ensu re  un i fo rmi ty  and  improve  r eadab i l i t y .  
g .  Comment c a r d s   a r e   i n s p e c t e d  f o r  comments s t a r t i n g  
i n  t h e  s t a t e m e n t  number f i e l d ;  i f  found,   they 
a r e  r i g h t - s h i f t e d  s o  a s  t o  s t a r t  i n  column  seven. 
h .   Consecut ive  blank comment c a r d s   i n   e x c e s s   o f  two 
a r e  d e l e t e d .  
i .  A l l  s t a t e m e n t s   i n   e a c h  new r o u t i n e   a r e   l a b e l e d  
i n  c a r d  columns 73  through 7 9  w i t h  a unique 
le t te r -number   combina t ion .  The a l p h a b e t i c  
c h a r a c z e r ( s )  i n d i c a t e  r o u t i n e ,  w h i l e  t h e  number 
i n d i c a t e s  t h e  p o s i t i o n  o f  t h e  s t a t e m e n t  i n  t h e  
r o u t i n e .  
j .  Column 80 o f  each END s t a t e m e n t  i s  punched  with 
a - 'I s ign   (11   punch) .   Th i s  w i l l  pe rmi t  
a u t o m a t i c  p a g e  e j e c t i o n  when l i s t i n g  TIDY- 
p rocessed  rou t ines  on  mach ines  tha t  have  the  
"x-skip" f e a t u r e .  
k. C e r t a i n  FORTRAN I1 s t a t e m e n t s  are r e w r i t t e n   a s  
FORTRAN I V  s t a t e m e n t s .  
A number o f  o p t i o n s  are a v a i l a b l e  w h i c h  e n a b l e  o n e  t o  
modify some of  t h e   a b o v e   c h a r a c t e r i s t i c s .  I n  a d d i t i o n  t o  
t h e  e d i t i n g  f u n c t i o n ,  TIDY o f f e r s  a l i m i t e d  s e t  o f  d i a g n o s t i c s .  
E r ro r s  and  t roub le  a reas  such  a s  mis s ing  o r  dup l i ca t e  s t a t emen t  
n u m b e r s ,  i n c o r r e c t  p a r e n t h e s i s  c o u n t s ,  i l l e g a l  DO-loop index ing ,  
i l l e g a l  s t a t e m e n t s ,  a n d  i n a c c e s s i b l e  p a r t s  o f  the  program are  
noted .   Pseudo-s ta tement   numbers   a re   genera ted  when r e f e r e n c e s  
a r e  f o u n d  t o  n o n e x i s t i n g  s t a t e m e n t  numbers t o  e n a b l e  t h e  p r o -  
grammer t o  make c o r r e c t i o n s  w i t h  a minimum o f  repunching.  
One o p t i o n  p r o v i d e s  a l i s t  of  cor responding  o l d  and new s t a t e -  
ment  numbers. 
3-41 .  The EDIT Program 
E D I T z 6  i s  ve ry  much l i k e  TIDY.  C h a r a c t e r i s t i c s   a ,  d ,  
f ,  g ,  and j o f  TIDY a re   a l so   pe r fo rmed   by  E D I T .  The major  
emphasis o f  EDIT dea l s   w i th   t he   r enaming  o f  v a r i a b l e s .  The 
v a r i a b l e  names u s e d  i n  w r i t i n g  FORTRAN programs of ten  make 
the   f l ow  o f   t he   p rog ram  ha rd   t o   fo l low.   Na tu ra l   cond i t ions  
w h i c h  a r e  l a r g e l y  r e s p o n s i b l e  f o r  t h e  a b o v e  c o n d i t i o n  i n c l u d e  
the   fo l lowing :  2 7  
a .  Programmers may u s e   v a r i a b l e  names t h a t   a r e  
c o n v e n i e n t  t o  work w i t h  b u t  a r e  d e v o i d  o f  
ne aning . 
b .  Awkward e x p e d i e n t   v a r i a b l e  names o f t e n  resu l t  
f rom hasty changes made during the debugging 
phase.  
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C. P o o r   s e l e c t i o n   o f   v a r i a b l e  names was made 
i n i t i a l l y ,  b u t  l a t e r ,  a f t e r  t h e  p r o g r a m  i s  
a lmost  comple ted ,  the  programmer  a r r ives  a t  
a greatly improved symbolism that he would 
p r e f e r  t o  use.  
I t  i s  o f t e n  d e s i r a b l e  t o  c h a n g e  t h e  names o f  v a r i a b l e s  
b u t  t h i s  w o u l d  e n t a i l  a n  amount of  work  tha t  i s  i n  e x c e s s  o f  
t he   va lue   ga ined .  However, EDIT p rov ides  a s i m p l e   s o l u t i o n  
a s  d e t a i l e d  i n  s o u r c e  d o c u m e n t .  
3 - 4 2 .  AUTOMATIC FLOWCHARTING 
Recen t ly ,  va r ious  p ropr i e t a ry  sys t ems  have  been  pu t  
o n  t h e  m a r k e t  t h a t  a i d  i n  d e b u g g i n g  t h e  o r i g i n a l  s o u r c e  p r o -  
gram and provide documentat ion,  by generat ing from the source 
program a f l o w c h a r t  a n d  d i a g n o s t i c s  t h a t  g i v e  a p i c t u r e  o f  
t h e  p r o g r a m  l o g i c  i n  i t s  e a r l i e s t  s t a g e s ,  e v e n  b e f o r e  a s s e m b l y  
i f  d e s i r e d ,  t h u s  f a c i l i t a t i n g  d e b u g g i n g .  
3 -43 .  The AUTOFLOW Svstem 
One o f   t hese   f l owchar t ing   sys t ems  i s  c a l l e d  AUTOFLOW , 
marketed by Applied  Data   Research,   Inc.  AUTOFLOW can   gene ra t e  
f l o w c h a r t s  d i r e c t l y  f r o m  s o u r c e  p r o g r a m s  w r i t t e n  i n  a s s e m b l e r  
language ,  FORT", o r  COBOL. The i n p u t   t o   t h e   c o m p u t e r  i s  
t h e  AUTOFLOW program and the  user ' s  source  deck  (or  tape)  ; 
t h e  r e s u l t i n g  c o m p u t e r  p r i n t o u t  i s  a f lowchar t  u s ing  s t anda rd  
symbol s  (dec i s ion ,  p rocess ing ,  connec to r s ,  t e rmina l s ,  e t c . )  , 
p l u s  a l i s t i n g  o f  t h e  c r o s s - r e f e r e n c e  t a b l e ,  a n d  a l i s t i n g  o f  
d i a g n o s t i c s   ( i f   a n y ) .  The  program comments  become a s i g n i f i -  
c a n t  p a r t  o f  t h e  f l o w c h a r t .  
28 
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T h i s  t y p e  o f  f l o w c h a r t  c a n  make i n s t a n t l y  v i s i b l e  t o  
t h e  p r o g r a m m e r  a n y  e r r o r s  i n  m i s s i n g  d e s t i n a t i o n s  i n  b r a n c h i n g  
i n s t r u c t i o n s ,  u n d e f i n e d  e x t e r n a l  r e f e r e n c e s ,  e r r o r s  i n  a d d r e s s  
a r i t h m e t i c ,  e t c .  
A f t e r  t h e  i n i t i a l  f l o w c h a r t  has a s s i s t e d  i n  c o r r e c t i n g  
the  coding ,  then  the  programmer  has  t h e  opt ion of  improving 
t h e  c l a r i t y  o f  t h e  f l o w c h a r t  f o r  f i n a l  d o c u m e n t a t i o n  b y  
r epunch ing  and  r e runn ing  the  deck ,  add ing  spec ia l  cha r t -  
o r i en ted  codes  to  the  a s semble r  l anguage ,  FORTRAN, or COBOL 
cards .   Through  the  use o f  t h e s e   c o d e s ,   t h e   l e v e l   o f   t h e  
f l o w c h a r t  d e t a i l  may b e  made more meaningful. 
3- 44. 
3-45.  
TESTING 
Purr, os  e s  
Program t e s t i n g  h a s  two b a s i c  p u r p o s e s .  29 
a.  To insu re   t ha t   he   p rog ram  has   been   coded  
co r rec t ly  and  tha t  t he  cod ing  ma tches  the  
l o g i c a l  d e s i g n .  
b .  To i n s u r e   t h a t   h e   l o g i c a l   d e s i g n   m a t c h e s   t h e  
b a s i c  r e q u i r e m e n t s  o f  t h e  t a s k  a s  i t  i s  
d e f i n e d  i n  t h e  j o b  s p e c i f i c a t i o n .  
A s  each  segment  of  the  program i s  deve loped ,  r i go rous  
t e s t  d a t a  s h o u l d  b e  prepared  and  tha t  segment  should  b e  
t e s t e d .   A f t e r   t e s t i n g   e a c h   s e g m e n t   s e p a r a t e l y ,   t h e   e n t i r e  
sytem i s  ready f o r  t e s t i n g .  
3 -44 
3- 46.  Prob lems 
The f a c t  t h a t  t h e  p r o g r a m  i s  ope ra t ive  and  runs  to  
a s a t i s f a c t o r y  c o m p l e t i o n  d o e s  n o t  i n s u r e  t h a t  a l l  of t h e  
except ional  condi t ions,  and their  permutat ions and combina-  
t i o n s ,   h a v e   b e e n   t e s t e d .  The cons ide ra t ion   o f   excep t iona l  
and u n u s u a l  c o n d i t i o n s  f r e q u e n t l y  a c c o u n t s  f o r  a l a r g e  p e r -  
cen tage   o f   the   p rogram's   ins t ruc t ions .   Unless   one  i s  c a r e f u l  
t o  p r o v i d e  f o r  t h e s e  e x c e p t i o n  c o n d i t i o n s  i n  h i s  t e s t  d a t a ,  
i t  is  qu i t e  poss ib l e  to  r each  the  end  o f  t he  p rogram whi l e  
checking o u t  only a small p r o p o r t i o n  o f  the  program.  Because 
of t h e  many combinations and permutations o f  Condi t ions 
i n h e r e n t  i n  a given program, i t  is  p r a c t i c a i l y  i m p o s s i b l e  
t o  t e s t  a l l  c o n d i t i o n s  which may a c t u a l l y   o c c u r .  Tnus i t  
i s  n o t  uncommon f o r  a p rogran  tha t  has  been  ope ra t ing  success  
f u l l y  f o r  some time t o  f a i l  one  day  due t o  an  unusual  se t  o f  
c o n d i t i o n s .  
3 - 4 7 .  Logica l   Tree  
The use of a l o g i c a l  t r e e  c a n  b e  a v a l u a b l e  a i d  i n  
se l ec t ing  the  va r ious  combina t ions  o f  i n p u t  d a t a  f o r  t e s t i i l g  
purposes .   This   technique a l so  a i d s  i n  l o c a t i n g  progrzm 
erro-fs .  The sys t ema t i c   fo rmul s t ion  ~f t e s t  d a t a  will eliTitina-ce 
d u g l i c a t i o n  o f  t e s t  s i t a a c i o r s s  and w i l l  significantly expand 
the  number o f  d i f f e r e n t  t e s t  co1:ditions. Through zhe s y s t a x -  
t i c  s e l e c t i o n  o f  a i l  r e a l i s t i c  c o m b i n a t i o n s  o f  input date . ,  
t h e  p r o g r a m e r  niay t e s t  a l l  segments o f  a g iven  program. 
3-48.  Main ta in ing   Tes t   Data  
I t  may b e  d e s i r a b l e  t o  ma in ta in  a t e s t  s e q u e n c e  t h a t  
may be r u n   p e r i o d i c a l l y .  One cannot   assume  that  a f e a t w e  
which  worked Gn one v e r s i o n  w i l l  work on ano the r .  I t  may 
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a l s o  b e  d e s i r a b l e  t o  p r o v i d e  a se t  o f  t e s t  d a t a  t h a t  w i l l  
g e n e r a t e  m o s t  s y s t e m  e r r o r  d i a g n o s t i c s .  31 
3-49. S a t e l l i t e   T e s t   D a t a  
Data t h a t  a r e  u s e d  i n  t e s t i n g  p r o g r a m s  t h a t  a r e  t o  p r o -  
c e s s  s a t e l l i t e  t e l e m e t r y  d a t a  a r e  d e r i v e d  from the  fo l lowing  
s o m c e s .  32 
a.   Data   generated  manuai ly  by the  programmer. 
b .  Da ta   cqu i r ed   f rom  the   s a t e l l i ee   du r ing  
g r o u n d  t e s t i n g .  
c. Ac tua l   da t a   t apes   f rom  p rev ious   a t e l l i t e s   wh ich  
have  the same b a s i c  t e l e m e t r y  f o r m a t .  
The f i r s t  two sources  have a m a j o r  l i m i t a t i o n  i n  t h a t  
t h e  t e s t  d a t a  p r o d u c e d  do n o t  r e f l e c t  a d e q u a t e l y  t h e  a c t u a l  
p e r t u r b a t i o n s   p r e s e n t  i n  t e l e m e t r y   d a t a .  The t h i r d   s o u r c e  
p a r t i a l l y  overcomes  the  above  l imitat ions  but  i t  t o o  i s  or' 
l i m i t e d  u t i l i t y .  O f t e n  none o f   t h e   d a t a   a v a i l a b l e  from p r e -  
v i o u s  s a t e l l i t e s  h a v e  a s u i t a b l z  format o r  have bee i l  ob ta ined  
v i a   t h e  same s e t  o f  d a t a  l i n k s  as t h e  g i v e n  s a t e l l i t s .  A l s o  
informaxion  concern ing  the  spec i f ic  type  and  loca t ion  o f  m i s e  
p e r t u r b a t i o n s  i n  a g i v e n  d a t a  t a p e  i s  n o t  a v a i l a b l e  t o  t h e  
programmer.  Thus the   p rog rax  ;nay n o t  d e t e c t  a ? a r t i c u l a r  
p e r t u r b a t i o n  i n  t h e  d a t a  and the programmer w i l l  be unaware 
of t h i s  d e f i c i e n c y .  
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3-50.  Data  Simulation  Computer  Program 
Because of  t hese  sho r t comings  and  the  necess i ty  o f  
h i g h  r e l i a b i l i t y ,  a n o t h e r  s o u r c e  o f  da ta  has  been  developed  - 
Data  Simulat ion Computer  Program. The b e n e f i t s   d e r i v e d  
from t h i s  
a .  
b. 
C .  
d. 
e .  
f .  
p rogram inc lude  the  fo l lowing:  
Test  d a t a  w i l l  b e  p r o v i d e d  t h a t  r e a l i s t i c a l l y  
take i n t o  a c c o u n t  t h e  v a r i o u s  s p e c i f i e d  n o i s e  
c o n d i t i o n s .  
An i n c r e a s e d  d e g r e e  o f  r e l i a b i l i t y  o t h e r  t h a n  
achieved  through the  use  of  o ther  sources .  
Time and e f f o r t  s p e n t  i n  g e n e r a t i n g  t e s t  d a t a  
i s  reduced.  
R e d u c t i o n  i n  c l e r i c a l  and  keypunch e r r o r s .  
Reduce  time o f  t e s t i n g  c y c l e .  
U s e f u l  c r i t e r i a  f o r  a c c e p t i n g  c o n t r a c t o r -  
produced programs. 
The Data  Simulat ion ProgramS3 was w r i t t e n  f o r  t h e  
UNIVAC 1 1 0 7  computer. A n igh   degree  o f  f l e x i b i l i t y  was 
i n c o r p o r a t e d  t o  p r o v i d e  for d i f f e r e n c e s  i n  taieilletry s y s t e x s  
and fc rmats ,  vary ing  degrees  and  types  o f  no i se  ccnditions, 
v a r i a t i o n s  i n  e x p e r i m e n t - d a l a  c h a r a c t e r i s t i c s ,  d i f f e r e n c e s  
i n  f o r m a t s ,  e t c .  The u s e r  p r o v i d e s  a deck o f  punched  cards 
c o n t a i n i n g  a l l  d e f i n i t i o n s  a n d  p a r a m e t e r s  f o r  t h e  s i m u l a t i o n  
a lor ig   wi th   user   subrout ines  f o r  spec ia i   computa t ions .  The 
pr imary  output  i s  a d i g i t a l  t a p e  w h i c h  c o n t a i n s  t h e  s i n u l a t e d  
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t e s t  d a t a .  A secondary   ou tput  is a l i s t i n g  of i n p u t  p a r a -  
meters, s e l e c t e d  d a t a  c h a n n e l  a n d  r e c o r d  p r i n t o u t s ,  e r r o r s  
i n s e r t e d  d u r i n g  s i m u l a t i o n ,  a n d  summary s t a t i s t i c s  f o r  e a c h  
s i m u l a t e d  f i l e .  
3-51. PROGRAM CORRECTION 
B a s i c a l l y  t h e r e  a r e  two a p p r o a c h e s  t o  p r o g r a n  c o r r e c -  
t i o n  - r e - c o m p i l a t i o n  and l o a d - t i n e   p a t c h i n g .  ‘When a l a r g e  
program  and a s m a l l  e r r o r  a r e  i n v o l v e d ,  r e - c o m p i l a t i o n  i s  
i n e f f i c i e n t  and i s  o f  g r e a t e r  e x p e n s e  t h a n  t h e  c o r r e c t i o n  
warran ts .   Load- t ime  pa tch ing   does  no t  p rov ide  a l i s t i n g  
thus  the  documentat ion  does  not   match  the  card  deck.   For  
t h e  programmer who knows o n l y  t h e  h i g h e r - l e v e l  l a n g u a g e  
t h e r e  i s  no  choice,   he   must   re-compile .  The o p t i o n  is  a v a i l -  
a b l e  t o  t h e  programmer who has  the  p rogram l i s t i ng  and  knows 
t h e   a s  s enb l y  1 anguage . 
A t h i r d  p o s s i b i l i t y  f o r  making program corrections 
e x i s t s .  34 This  approach  eEploys a minia ture  assembly  p ro -  
gram,  packaged  as a c losed  subrou t ine ,  wh ich  i s  loaded w i t h  
tne ob jec t   p rog ram  tha t  i s  t o  b e   c o r r e c t e d .  The r o u t i n e  
i s  a c t i v a t e d  by t h e  programmer who s p e c i f i e s  t h e  i n p u t  and 
output  buf fers  and  key  words  which  ind ica te  pa tch ing  loca-  
t i o n s   i n   t h e   i n p u t  stream. The key-word   s igna l s   t ha t  a 
p a t c h  l o c a t i o n  f o l l o w s ;  t h e  i n p u t  s t r e a m  i s  d i v e r t e d  t o  a 
work area,   where  the  symbolic   language  patch i s  assercbled. 
Nhen t h e  key word f o r  t h e  e n d  o f  t h e  p a t c h  i s  ezcoun te red ,  
c o n t r o l  w i l l  b e  t r a n s f e r r e d  t o  t h e  p a t c h  o r  back  to  the  
object  program as d i r e c t e d .  
Seve ra l  advan tages  a re  incu r red  th rough  the  use  or’ 
t h i s   s u b r o u t i n e   t e c h n i q u e .  IC i s  f a s t e r   t h a n   e i t h e r   o f  -the 
o t h e r  two techniques and i t  provides   documentat ioz.   Another  
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advantage  over  the  two conventional  methods i s  t h a t  i t  i s  
no t   con f ined   t o   uncond i t iona l   l oad - t ime   changes .  I t  may be  
c a l l e d  upon t o  modify the object  program a t  any time dur ing  
the  run ,  and  these  changes  may be  made con t ingen t  on  any 
c o n d i t i o n  t h a t  may b e  t e s t e d  by the  programmer.   Several  
v e r s i o n s  o f  t h e  same procedure may be  t e s t ed  du r ing  one  run, 
t h i s  i s . m a d e  p o s s i b l e  b y  h a v i n g  t h e  c o n s t a n t  a v a i l a b i l i t y  
of   an  assembler .  The reduced  turn-around  t ime  can  be  an 
impor t an t  cons ide ra t ion .  
3 -  5 2 .  US’TAXTIXG 
A a  a r e a  c l o s e l y  r e l a t e d  t o  t e s t i n g  i s  t h a t  o f  
r e s t a r t i n g .  O f t e n  mEch time  and  expense may be  shved by 
a l l o w i n g  f o r  t h e  r e s t a r t i n g  of a program a t  v a r i o u s  p o i n t s .  
By employing th i s  technique  one  does  not  need  to s t a r t  a t  
the  beginning  o f  the  program each  t ime an  e r ror  condi t ion  
occur s .  The technique  o f  i n t e r m i t t e n t   r e s t a r t i n g  may be 
implemented by incorporating a sequence o f  checks,  perhaps 
a t  t h e  end of  each  segment. I f  any o f  t hese   checks   r evea l s  
an e r r o r  a t  r h a t  point ,   o ;?erat ions  should  cease  and  the 
2rcgr;;n r e s ’ ; a r t e d  z t  t h e  l a s t  y o i n t  -chat w k s  knawn t o  b e  
ca r r ec t  a f t e r  s o r r e z t i ~ ~ ~ s  a r e  implemznted.. in t h e  event  
t h a t  a prcgram i s  ‘LO be  . - -&star ted  ar an i n t c r z z d i a t e  p o i n t ,  
c l x  ‘c3 an e l r o r  check  s top ,  o p a r a t o r  nishar,  3r macl;ine 
s a l f u n c t i o i l ,  i t  i s  rxzessa ry  eo savs inforhr ia t ioc  about  t h e  
sea tus  of  t;?e program 8-t xhaz p o i n t .  S ~ c h  i r A f o r x L a x i m  wGulcl 
i nc lude  t h e  c o n t e n t s  o f  all memory s z o r a g z  & ~ - ~ z s >  bo th  
i n t e r n a l  and e x t e r n a l .  One approach   t o   s av ing   t h i s   i n fo rma-  
t i o n  i s  t o  dump memory a t  e v e r y  c h e c k  p o i n t ,  always savir,g 
v clie ” las’i duz.3. Upon r e s t a r t i n g ,   t h i s   i n z o r i x t i o n  w o ~ l d  be 
” 
r e l o c a t e d .  33  
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SECTION I V  
O N - L I N E - D E B U G G I N G  
4-1. ON-LINE DEBUGGING TECHNIQUES 
Although the main emphasis o f  t h i s  p a p e r  i s  in tended  
to  be  on  conven t iona l  o r  ba tch  debugging ,  some mention of 
on- l ine   debugging  i s  i n   o r d e r .  The cur ren t   consensus  among 
computer  profess iona ls  i s  t h a t  o n - l i n e  a p p l i c a t i o n s  r e p r e -  
s e n t  t h e  wave of  t h e  f u t u r e .  36 On- l ine  compute r  ac t iv i ty  
p robab ly  r ep resen t s  abou t  one p e r c e n t  o f  t h e  t o t a l  p r e s e n t  
c o m p u t e r  a c t i v i t y ;  h o w e v e r ,  i n  f i v e  y e a r s  i t  may r e p r e s e n t  
f i f t y  p e r c e n t  and i n  t e n  y e a r s  i t  may r e p r e s e n t  n e a r l y  a l l  
compute r  ac t iv i ty .  37 
On-line debugging i s  conducted by a programmer who 
is  in   d i rec t   communica t ion   wi th   the   computer .  The type-  
w r i t e r  o r  t e l e t y p e  i s  most commonly used.  The programmer 
makes changes,  t e s t s ,  t hen  aga in  makes changes  in  a con t inu -  
ous process  with quick response from the computer  unt i l  
s a t i s f a c t o r y   r e s u l t s   a r e   a c h i e v e d .  On small   computers o r  
i n  t h e  e a r l y  d a y s  o f  c o m p u t i n g  when the computer was com- 
p l e t e l y  d e d i c a t e d  t o  t h e  programmer  and h is  program,  the  
on-line ("hands-on") mode o f  debugging was a s t a n d a r d  p r a c -  
t i c e ;  b u t  now i t  i s  not  used  as  much,  where  programs  are 
run  "remote"  on  large  computers .   However ,   the   arr ival  o f  
l a rge - sca l e  t ime- sha r ing  sys t ems  has  made t h i s  mode of  
o p e r a t i o n  f e a s i b l e  on large computers .  
Much o f  t h e  work done i n  t h e  a r e a  o f  o n - l i n e  d e b u g g i n g  
has  been  desc r ibed  on ly  in  unpub l i shed  r epor t s  or passed  
on o r a l l y .  However, an   exce l l en t   pape r   by  Thomas G .  Evans 
and D. Luc i l l e  Dar l ey  p re3 , en t s  a survey  of on-l ine debugging 
t echn iques .  38 I n c l u d e d  i n  t h e i r  p a p e r  are some p o s s i b l e  
fu ture  deve lopments  as w e l l  as a l i s t  of  r e f e r e n c e s .  
4-2 , .  C R I T E R I A  FOR AN O N - L I N E  DEBUGGING SYSTEM 
The f o l l o w i n g  p r i n c i p l e s  may be  cons ide red  as good 
c r i t e r i a  f o r  a n  o n - l i n e  d e b u g g i n g  s y s t e m .  39 
a.   Flexi .ble   control   over   the  program  must   be  pro-  
vided  to   the  programmer.  The programmer  must 
b e  a b l e  t o  s p e c i f y  t h i s  c o n t r o l  i n  t e r m s  o f  
n a t u r a l  u n i t s ,  small and  l a rge ,  of the  language 
i n  q u e s t i o n  a n d  b e  a b l e  t o  c a r r y  t h i s  c o n t r o l  
down t o  t h e  f i n e s t  l e v e l  o f  d e t a i l .  
b .  Us ing   t he   no ta t ion  o f  the   l anguage  o f '  t he   p ro -  
gram the programmer must be able to examine 
and "incrementally" modify both data.  and pro- 
gran: at. any t ime. 
c. The debugging  control   language  should  be 
designed s o  t h a t  a minimum of  typ ing  i s  r e q u i r e d  
and information provided the programmer i s  com- 
pa t ib l e ,   conc i se ,   and   a ids   r ap id   comprehens ion .  
d.  Provis ion   shoc ld   be  made f o r   t h e   a u t o m a t i c  
updzt ing  o f  t h e  u s s r ' s  s y m b o l i c ' f i i e  lio r e f l e c ;  
t h e  i n - c o r e  r e 2 r e s a t a t i o n  o f  t h e  p r o g r a m .  
4 - 3 .  THE PROGRAMMER-CONTROLLED BREA.KPOINT 
P e r h a p s  t h e  c e n t r a l  n o t i o n  o f  on-l ine debugging i s  
the   ? rogrammer-cont ro l led   b rezkpoin t .  40 This   concept   a l lows 
t h e  2rogramrner tc s p e c i f y ,  gene ra l ly  in  symbol i c  fo rms ,  a 
p o i n t  or p o i n t s  i n  th.e program a t  which he wishes t o  i n t e r -  
r u p t  the  f low and. r e t u r n  t o  t he  debugging   rou t ine .  Upon 
en te r ing  the  debugg ing  rou t ine ,  th.e si2.t.e o f  t h e  a c t i v e  
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r e g i s t e r s  i s  s t o r e d  i n  o r d e r  t o  p e r m i t  s u b s e q u e n t  c o n t i n u a -  
t i o n  from t h e   b r e a k p o i n t .  The programmer  examines h i s  p r o -  
gram a t  t h i s  b r e a k p o i n t  a n d  may make any desired changes 
b e f o r e  c o n t i n u i n g .  
4 - 4 .  ASSEMBLER-LANGUAGE PROGRAM DEBUGGING: THE DDT SYSTEM 
When c o n s i d e r i n g  o n - l i n e  d e b u g g i n g  f a c i l i t i e s  a 
s e p a r a t i o n  may be made be tween  those  tha t  dea l  w i th  the  
assembler  language  and  those  tha t  dea l  wi th  h igher  leve l  
languages.  
D D T 4 1  ( D i g i t a l  Debugging  Tape) i s  o n e  o f  t h e  b e t t e r  
known on- l ine  debugging  programs tha t  dea ls  wi th  an  assembler -  
language  program. One o f   t he   mos t   impor t an t   cha rac t e r i s t i c s  
of  t h i s  program i s  t h e  care devoted t o  t h e  d e s i g n  o f  t h e  
t y p i n g   c o n v e n t i o n s .   S i n g l e - l e t t e r  commands and a s t r u c t u r e  
i n  w h i c h  f r e q u e n t l y  d e s i r e d  s t a t e s  c a n  b e  e a s i l y  r e a c h e d  
from t h e  p r e s e n t  s t a t e  m i n i m i z e  t y p i n g  a n d  a i d  r a p i d  i n t e r -  
ac t ion .   Convenient  ways o f  t yp ing   con ten t s  o f  a given 
r e g i s t e r  i n  var ious   formats   such   as   symbol ic ,   dec imai ,  o r  
o c t a l   a r e   a l s o   p r o v i d e a .  A number of   extensions  have  been 
mzde on t h e  DDT system. The following i s  a suma-ry o f  s o m  
o f  t h e s e  e x t e n s i o n s .  4 2  
a.   Because DDT c a n   a c c e p t   i n s t r u c t i o n s   i n   s y m b o l i c  
assembler- language  form,  i t  a l r e a d y  n e a r l y  
s e r v e s  a s  an "on-l ine  assembler"   capable   of  
p r o c e s s i n g  t h e  o n - l i n e  w r i t i n g  a n d  t e s t i n g  of 
small   programs.   In   convent ional  DDT, t h e   i n t r o -  
d u c t i o n ,  i n  a l i n e  o f  c o d e d  i n p u t ,  o f  a symbol 
not  prev ious ly  def ined  by  the  programmer  resu l t s  
i n  a n  e r r o r .  Edwards  and  Minsky  have  added t o  
t h e  c o n v e n t i o n a l  3DT an "undefined symbol" 
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f e a t u r e .   T h i s   f e a t u r e   r e s u l t s   i n  a s p e c i a l  
s y m b o l   t a b l e   e n t r y .   T h e s e   e n t r i e s  are l i n k e d  
toge the r  and  when the symbol  i s  u l t i m a t e l y  
defined by the programmer i t s  p r e v i o u s  o c c u r -  
r ences  are f i l l e d  i n  a p p r o p r i a t e l y .  
b .  DDT p rov ides   an   un l imi t ed   f r eedom  to   pa t ch  a 
program.  This i s  accompl i shed   by   i n se r t ing   t he  
d e s i r e d  c o d i n g  i n  some a v a i l a b l e  s p a c e ,  t h e n  
p l a n t i n g  a t r a n s f e r  t o  t h i s  i n s e r t i o n  w h e n e v e r  
des i red .   Somet ines   ex tens ive ly   pa tched   programs 
r e s u l t .  The p rocess  o f  e d i t i n g  o r  c l e a n i n g  up 
such a program i s  l o n g  a n d  s u s c e p t i b l e  t o  e r r o r s .  
A t  l e a s t  two attempts have be'en made t o  f a c i l i -  
t a t e  t h i s  e d i t i n g  e f f o r t .  
1. One v e r s i o n   o f   s u c h   a n   e d i t i n g   f a c i l i t y  
was developed by Deutsch and Lamson. 
I n  r e s p o n s e  t o  a request  by the programmer 
t o  i n s e r t  a s p e c i f i e d  p i e c e  o f  s y m b o l i c  
coding ,  the  debugging  progran  per forms the  
fo l lowing  : 
4 3  
(a) E d i t s  " L e  chslnges i n t o   t h e  synbol ic  
p r o g r a n  s t o r e d  on t h e  drum. 
(b )   Assembles   t he   add i t ion   i n to  a "paecli 
a r ea"  of  c o r e  a n d  a u t o m a t i c a l l y  l i n k s  
the  r e su l t i ng  code  to  the  ma in  p rogram 
by  copy ing  in s t ruc t ions  and  in se r t ing  
t r a n s f e r s .  
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Thus ,  the  pa tched  b inary  program in  core  
i s  e q u i v a l e n t  t o  t h e  e d i t e d  s y m b o l i c  v e r -  
s i o n   s t o r e d   o n   t h e  drum. A t  t h e   t e r m i n a t i o n  
o f  the debugging session the updated symbolic  
program i s  s t o r e d  among the programmer's 
f i l e s .  
2 .  A n o t h e r   e f f o r t   o   s o l v e   t h e  same problem 
was deve loped  fo r  t he  "460 computer. 
A s  i n  t h e  p r e v i o u s  a p p r o a c h ,  t h e  o n - l i n e  
programmer p r e s e n t s  i n s e r t i o n s ,  d e l e ' t i o n s ,  
o r  a m i x t u r e  o f  b o t h ,  w r i t t e n  i n  a symbolic 
assembler   language,   to   the  debugging  pro-  
gram. The debugging  program  performs  the 
fo l lowing:  
4 4  
(a)   Symbolic   hanges  are   s tored  a long 
wi th  the  or ig ina l  symbol ic  program.  
A t  the  end o f  the  debugging  sess ion ,  
b o t h  a r e  e d i t e d  and  the  programmer i s  
provided  wi th  an  updated  symbol ic  f i le .  
(b)   Ins tead   of   the   pa tch   be ing  made t o  
correspond with the programmer 's  
changes ,  the  par t  o f  the  program 
a f f e c t e d  by the change i s  r e l o c a t e d  
a p p r o p r i a t e l y   i n   c o r e .  This r e l o c a -  
t i o n  p r o c e s s  i s  poss ib l e  on ly  because  
t h e  r e l o c a t i o n  i n f o r m a t i o n  r e s u l t i n g  
from the assembly o f  the program i s  
c o l l e c t e d  i n t o  a l i s t  s t ruc tu re  wh ich  
i s  used by the debugging program when- 
ever a change is c a l l e d  f o r  and i t  is  
then   updated   accord ingly .  The l i s t  
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s t r u c t u r e  i s  a l s o  u s e d  b y  t h e  r e l o -  
c a t i o n   l o a d e r .  The symbol t a b l e  
pas sed  by  the  a s semble r  t o  the  
debugging program must also be 
updated each time. 
3 .  Although  th i s   approach  may be  time-consuming, 
i t  has  seve ra l  advan tages  ove r  t he  "au tomat i c  
patching"  approach : 
(a )  The p a t c h e d   b i n a r y   a n d   t h e   e d i t e d  
symbolic program may b e h a v e  d i f f e r e n t l y  
i n  s i t u a t i o n s  where  the  loca t ion  o f  
words i n  c o r e  r e l a t i v e  t o  e a c h  o t h e r  
i s  impor t an t .  
(b)  Core may be l e f t  i n  a r a t h e r   c o n f u s i n g  
s t a t e  w h i c h  may r e q u i r e  r e l a t i v e l y  
f r e q u e n t l y  r e a s s e m b l y  f o r  r e a d a b i l i t y .  
c .  In a d d i t i o n   t o   t h e   f l e x i b i i i t y   i n   t h e   p i a c e m e n t  
and  moving o f  b r e a k p o i n t s  p r o v i d e d  f o r  i n  DDT,  
a f a c i l i t y  w h i c h  p e r m i t s  t h e  p r o g r a m m e r  t o  make 
the  b reakpo in t s  cond i t iona l  has  been  added  to  
some sys t ems .   Tes t s   a r e   supp l i ed   on - l ine   by   t he  
programmer  and a re  execu ted  when t h e  b r e a k p o i n t  
c o n d i t i o n  i s  r e a c h e d  t o  d e t e r m i n e  i f  c o n t r o l  is 
to   be   tu rned   over   to   the   p rogrammer .   Severa l  
systems have implemented the use o f  "canned 
t e s t s . "   O lde r   ve r s ions   and  a f e w  of   the  newer 
ve r s ions  o f  DDT provide an opt ion whereby the 
programmer can specify a c e r t a i n  number of  
t imes  a po in t  mus t  occur  be fo re  the  b reak  can  
be executed.  
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d.  The p r o v i s i o n   f o r  some form o f  i n s t r u c t i o n - b y -  
i n s t r u c t i o n   t r a c i n g  may b e   d e s i r a b l e .   G e n e r a l l y  
such a f e a t u r e  h a s  b e e n  o m i t t e d  i n  f a v o r  o f  
b reakpo in t s .   T rac ing  f a c i l i t i e s  may s h a r e  
much o f  the breakpoint   machinery.  The program- 
mer s h o u l d  b e  a b l e  t o  s p e c i f y  a l o c a t i o n  i n  h i s  
p r o g r a m  a n d  a s k  e i t h e r  f o r  c o n t r o l  o r  f o r  a 
p r i n t i n g  o r  b o t h  w h e n e v e r  a s p e c i f i e d  p o i n t  i s  
r eached  and  a s soc ia t ed  cond i t ions  are s a t i s f i e d .  45 
e. Ano the r   des i r ab le   bu t   no t   w ide ly   found   f ea tu re  
of  cur ren t  on- l ine  debugging  sys tems i s  e x t e n s i -  
b i l i t y .   E x t e n s i b i l i t y   p r o v i d e s   t h e   c a p a b i l i t y  
i n  t e r m s  o f  a v a i l a b l e  p r i m i t i v e s .  46 
f .  A n  o p t i o n   o f t e n   f o u n d   i n   t h e  DDT system  allows 
the programmer t o  c o n d u c t  a search  be tween spe-  
c i f i e d  limits i n  c o r e  f o r  a l l  words  matching 
a g i v e n  w o r d  i n  t h e  b i t s  s p e c i f i e d  by a given 
mask. 47  
4-5. HIGHER-LEVEL LANGUAGE D E B U G G I N G  
4-6 .  The  LISP System 
The concep t s  o r  t echn iques  o f  on - l ine  a s semble r  
language  debugging  are   the same as  those  enp loyed  in  the  
on-l ine  debugging  systems o f  h ighe r - l eve l  l anguages ,  zhe  
sys t ems  fo r  h ighe r - l eve l  l anguages  are g e n e r a l l y  b e t t e r  
developed and more widely used. 
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One well-known on-line debugging system developed 
f o r   h i g h e r - l e v e l   a n g u a g e s  is t h e  LIS.P48 system. The 
fo l lowing  i s  a summary of  some o f  t h e  f e a t u r e s  of v a r i o u s  
 LISP^' s y s  tems . 
a .   E x t e n s i v e   t r a c i n g   f a c i l i t i e s  were o r i g i n a l l y  
made a v a i l a b l e   t o   t h e   o n - l i n e   p r o g r a m m e r .   T h i s  
f e a t u r e  was l a t e r  ex tended  and  made c o n d i t i o n a l  
i n  b o t h  t h e  MAC and "460 LISP sys tems.  
b .  A n  ed i t ing   p rog ram,   no t  a conven t iona l  t e x t  
e d i t o r  b u t  a p rogram pe rmi t t i ng  the  use r  t o  
modify the l i s t  i n  which LISP f u n c t i o n s  are 
s t o r e d  f o r  i n t e r p r e t a t i o n ,  i s  p r o v i d e d  f o r  on 
some LISP systems.  The e d i t i n g   f e a t u r e   h a s  
g r e a t l y  f a c i l i t a t e d  t h e  e a s e  i n  making  program 
changes.  
c .   Condi t iona l   b reakpoin ts   which  may b e   i n s e r t e d  
a t  a n y  p o i n t  i n  a LISP f u n c t i o n  d e f i n i t i o n  w e r e  
p r o v i d e d   f o r   i n  some LISP sys tems.   Condi t iona l  
b reakpo in t s  and  t r ack ing  make i t  p o s s i b l e  t o  
u s e  t h e  f u l l  c a p a c i t y  o f  t h e  LISP language f o r  
on - l ine   compos i t ion  o f  t he   cond i t ions .   Th i s  
p e r m i t s  r e l a t i v e l y  s i m p l e  c o d i n g  o f  an  e l abora t e  
l o g i c a l  c o n d i t i o n  f o r  w h i c h  t h e  c o u n t e r p a r t  i n  
assembly  language  might be  q u i t e  complex.  Greater 
s e l e c t i v i t y  may Se  scn ieved  by s u p p r e s s i n g  i r r e l -  
evant  t:-acking  and b rezkpo in t s  th rough t h e  
"canning" of a f e w  s p e c i a l  p r e d i c a t e s  u s e d  i n  
w r i t i n g   c o n d i t i o n s .  I t  i s  p o s s i b l e   t o   f i n d   a n  
e r r o r  c o n d i t i o n  a t  a breakpoin t  whi le  running  a 
t e s t  c z s e ,  c a l l  t h e  e d i t o r  t o  make a c o r r e c t i o n ,  
run the program on a s i m p l e r  t e s t  c a s e  t o  v e r i f y  
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t h e  c o r r e c t n e s s  o f  the  change ,  then  cont inue  
w i t h  t h e  e x e c u t i o n  o f  t h e  o r i g i n a l  t e s t  c a s e  
f rom the  breakpoin t .  
d.  The MAC and "460 LISP sys t ems   con ta in   bo th   an  
i n t e r p r e t e r  f o r  LISP f u n c t i o n s  s t o r e d  as l i s t  
s t r u c t u r e s  a n d  a c o m p i l e r  f o r  LISP f u n c t i o n s  i n  
symbolic   code.   These  interpreted  and  compiled 
f u n c t i o n s  may be   in te rmixed .  The i n t e r p r e t e r  
makes implementation of debugging f a c i l i t i e s  
r e l a t i v e l y   s i m p l e .  The i n s e r t i o n  o f  b reakpo in t s  
a t  a r b i t r a r y  l o c a t i o n s  i s  e a s i l y  implemented 
by modifying the l i s t  s t ruc tu re  co r re spond ing  
t o  the program. 
4 - 7 .  The QUIKTRAN System 
QUIKTRAN'O i s  a debugging system based on the inter-  
p r e t a t i o n   o f  FOXTRAN s t a t emen t s .   Mod i f i ca t ions   o f   t he  
FORTRAN program are made f r e e l y  by i n s e r t i n g  and d e l e t i n g  
s t a t e m e n t s .  The capabi l i ty   of   examining  and  modifying 
v a r i a b l e s  i s  provided .  A number o f  modes o f  t r a c k i n g  a r e  
a v a i l a b l e .   E x t e n s i v e   r u n - t i m e   d i a g n o s t i c s   a r e  made p o s s i b l e  
by t h e  i n t e r p r e t i v e  mode. The system  employs a form o f  
n o n - c o n d i t i o n a l   b r e a k p o i n t   c a p a b i l i t y .  The non-cond i t iona l  
b reakpo in t  means t h a t  a s t a t emen t  can  be  in se r t ed  a t  any  
p o i n t  i n  t h e  p r o g r a m  w h i c h ,  when reached ,  has  the  e f fec-2  of  
t r a n s f z r r i n g  c o n t r o l  to -the progra;nmer. 
4 - 8 .  The Incremental   Compiler 
The concept  of  an " incremenral  compiler"  is p r e s e n t e d  
by K .  Lock a t  t h e  C a l i f o r n i a  I n s t i t u t e  of  Technology. 51 
4-9 
The b a s i c  i d e a  i s  to  compi le  each  program s ta tement  . separa te ly  
a n d  p l a c e  t h e  r e s u l t i n g  c o d e ,  t o g e t h e r  w i t h  a copy o f  t h e  
symbolic  form of  t h e  s t a t e m e n t ,  c e r t a i n p o i n t e r s ,  a n d  o t h e r  
information,  depending on the  type  o f  s t a t e m e n t ,  i n  a con- 
t iguous   b lock  of  core ,   These   b locks  are l i n k e d   t o g e t h e r  
i n  l i s t s .  With the   imp lemen ta t ion   o f   t h i s   concep t   on ly  
t h o s e  p o r t i o n s  o f  a program to be changed need to  be recom- 
p i l e d .   I n s e r t i o n s   a n d   d e l e t i o n s  a t  t h e   s t a t e m e n t   l e v e l  
proceed   wi th   modi f ica t ions  o f  t h e  l i s t .  The b reakpo in t  
c a p a b i l i t y  o c c u r s  a t  s t a t e m e n t  l e v e l  s i n c e  c o n t r o l  i s  
r e tu rned  to  the  mon i to r  be tween  each  s t a t emen t .  
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APPENDIX 
SELECTED DEBUGGING REFERENCES 
The following  is a selected  list of sources that 
deal in some way with  debugging.  Abstracts of many  appear 
in  the  Technical  Abstract  Bulletin  Index  published  by  the 
Defense Documentation  Center (DDC), the  Research  and 
Development  Reports  abstract  journal  published  by  the U. S. 
Department  of Commerce, the  Scientific  and  Technical Aero- 
space Reports (STAR) index  published by the  National 
Aeronautics  and  Space  Administration,  and  the  Computing 
Reviews  pubiished by the  Association for Computing Machin- 
ery.  Key words  and  phrases  have been noted  for  some of 
the  sources. "AD" numbers  refer  to DDC documents  and "S" 
numbers  refer to STAR  documents. 
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Books 
Davis, Gordon B., An Introduction to Electronic Computers, 
New York,  McGraw-Hill Book Company, 1965. 
Leeds, Herbert D., and Weinberg, Geraid M., Com uter 
Programming Fundamentals, 2nd Ed., New ";-M or:L cGraw- 
Hil l  Book Company, 1966. 
?ages 358-394 
Program testing, preliminary testing, assembly 
output, test cases, philosophy of segmentation, 
aids to testing, SHARE (DB) IBM 7090,  dumping, 
conditional  debugging macros, tracing, program 
testing,  program  testing  in FORTRAN, FORTRAN 
debugging  system 
Library of Congress 65-21588 
McCracken, Daniel  D., Weiss, Harold, Tsia-Hwa,  Lee, 
Programming  Business Computers, New York,  John 
Wiley  and Sons, Inc. 1959. 
Randell, B., and Russell, L. J., ALGOL 60 Ixplementatia, 
A.P.I.C. Studies  in Data  Processing, No. 5, 
Academic Prtss, 1 9 6 4 ,  x i r  +418. 
Compiler, with error-checking and  debugging 
facilities 
Source:  ACM  Computing  Review 
Scott, Theordore  G.,  Computer  Programming Techniques, 
Garden City, New York, Doubleday  and Company, 
Inc., 1964. 
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Sherman, Philip M., Programming and Coding  Digital 
lT&" Com uters, New York, John  Wiley and Sons, hc., 
Stark,  Peter A . ,  Digit-a1 Computer  Programming, New York, 
Macmillan  Company, 1967. 
Program  debugging 
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Manuals 
Appel,   Klaus,   Reference  Manual f o r  Easy, An Automatic 
Programming  System f o r  t h e  ALWAC. Computer, Report 
by  Uppsala  University,   Sweden,  October  1963. 
ALWAC debugging sys terns 
Deutsch, P .  L .  and  Lamson, B .  W . ,  DDT Time Sharing  Debugging 
System Reference Manual , Document #30.40.10 (Rev.), 
U n i v e r s i t y  o f  C a l i f o r n i a ,  May 1965. 
Dingeld ine ,  J .  R . ,  Reference   Manual   for   the  SDC. - SHARE 
e ra t ing  Sys t em,  Volume 9 ,  Debuggin-g ~ S y s  tern, 
e p o r t  by System Development Corporation, Santa 
Monica ,   Ca l i fo rn ia ,  December 1 9 6 4 .  
SHARE, debugging, SOS macros 
AD-456058 
Draughon, E . ,  WATCHR I1 m- Analyzing- and. gebugg  in
Sys tern e r ' s  Manual., Report  by 
C o u r a n t  I n s t i t u t e  o f  Mathemat ica l  Sc iences ,  New York 
U n i v e r s i t y ,  New York, J u l y  1 9 6 6 .  
CDC 6 6 0 0 ,  debugging system 
N68-81549 
G r i f f i t h ,  E .  L . ,  SCF Computer ?Togram Systems  Manual  Trace 
Program,  Report  by  System Development  Corporation, 
Smza  Monica ,  Ca l i fo rn ia ,  November 1963. 
T race ,   debugg ing   t oo l  
AD-428179 
A-4 
I -- 
IBM. IBM 7090 /7094  "_ IBSYS -..>-."_ Operating  System  Version 1 3  I B J O B  
Pr-oce-ss-or-pebugglng . P a c E e .  Systems Reference 
Library,   (January  1965) .  
F i l e  No. 7090-27  
Form C28-63930 
ZBM. IBMSystem/360  ORerating  System  Programmer's  Guide ;; "- D ~ b u g g  """""Fileing .  No. S360-20, Form C28-6670-0. 
IBM Corpora t ion .  IBM System/36O Operating  System TESTFUN. 
Systems  Reference  Library.  Form C28-6648-0 F i l e  
Number S360-37.  February  1967. 
Sper ry  Rand Corpora t ion .  UNIVAC 1 1 0 8  .Executive  Programmer's 
Reference ~. ~ Manual, 13a6-67""p ~~~ 
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Reports 
Ammerman,  Anne B., Diesen, Larry R., and Thombs, Herman W., 
Displaytron - A Graphical  Displ~ay Oriented  Conversa- 
Virginia,  July  1967. 
Displaytron, on-line, FORTRAN IV, 360/40 
AD-656583 
Armour  Research  Foundation of Illinois  Institute of 
Technology,  Advanced  Studies of Computer  Programming, 
Report  prepared  for U. S. Army  Signal  Research  and 
Development  Agency,  January  1961. 
MOBIDIC program  debugging  systems 
AD-251951 
Arnold, L .  J., 160-A Utility  Program  Descriptions  Milestone 
11 1 6 0 - A  Core  Dump  onto  Printer,  Report  by  Syst-em 
Development  Corporation,  Santa Monica, California, 
December  1963. 
Core  dump 
AD-427900 
Barbier, John, and Morrissey,  Computer Com?iler Organization 
Studies,  RepGrt by  Mor-rissey  (John) Associates, Inc., 
New  York,  May  1966. 
N57-40182 
AD-658196 
Bayer,  Rudolf, et al., The  ALCOR  Illinois  7090/7094  Post 
Mortem  Dump ) .  In-ces 
Pieport No. ion  Sciences  Laboratory,  Boeing 
Scientific  Research Laboratories,  August  1967. 
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Bell  Aerosystems  Company, Aero-Space Environment  Simulation 
System (ASESS), Volume  111:  Program  Modification  and 
Implementation on the  Digital  Computer,  Report 
prepared for A.F.S.S., Electronic  Systems  Division, 
Buffalo,  New York, November  1964. 
FORTRAN IV, snapshot, progxam  checkout 
N66-20024 
AD-610715 
Best, G. C.,  United  Kingdom  Atomic  Energy  Authority, Hamell, 
England;  Electronics  and  Applied  Physics  Division, 
AUTOTOGGLE - An  Aid to PDP8  Program  Debugging, 
Xil-y-1-9-66.. 
Debugging  program  for  PDP8  computer 
N66-39821 
Source:  NASA/STAR 
Bobrow, D. G., Darley, D. L., Deutsch,  L. P . ,  Murphy, D. L . ,  
and Teitelman, W., The  BBN 940 LISP  System  Interim 
Scientific  Report,  Report  by  Bolt,  Beranek,  and 
Newman,  Inc.,  Cambridge,  Massachusetts,  July  1967. 
BBN 940 LISP  System,  tracking,  conditional 
breakpoints,  debugging 
AD-656771 
N67-36746 
Brown, W. S., "An  Operating  Environment  for  3ynamic-Recursivz 
Computer  Programming  Systems," of VIII(6), June 1 9 6 5 ,  
pp. 371-77. 
Clark, George A,, Jr.,"Technical  3roblems of Simulation 
Development,"  Report by Defense  Supply  Agency, 
Alexandria,  Virginia, 1967. 
AD-813899 
1 
Dunn, T. M., and  Morrissey, J. H., "Remote  Computing - An 
Experimental  System,"  Proceedings SJCC, 1964. 
Erickson, W. J., Pilot  Study  of  Interactive  Versus  Non- 
interactive  Debugging,  Report by System  Development 
Corporation,  Santa  Monica,  California,  December  1966. 
Determining  economics  of  different  types  of  computer 
sys  tems 
Evans, 
Evans, 
Thomas  G.,  and  Darley, D., Debug, an Extension to 
Current On-Line Debugging  Techniques,  Report by  Air 
m i d g e  Research  Laboratories,  Bedford, - 
Massachusetts,  November i964. 
Debug  computer  program,  UNXVAC "460 
AD-168825 
Thomas  G.,  and  Darley, D. Lucille, On-Line Debugging 
Techniques: A Survey,  Report by  Air  Force  Research 
Laboratories, L. G. Hanscom  Rield,  Massachusetts, 
1966. 
Gildea,  Robert A. J., Evaluation of ADAM: An  Advanced  Data 
Managenent  System,  Report  by  Mitre Corporation-,"- 
Bedford,  Massachusetts,  August  1967. 
Debugging  facilities,  suggestions 
N68-12069 
AD-661273 
Grant, E. E., An  Empirical  Comparisoa of  On-Line and Off- 
Line  Debugging,  A  Report by  System  Development 
corporation,  Santa  Monica,  California,  May 1966. 
- 
On-line and off-line debugging 
AD-633907 
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Griffith, E. L., Util~ity Pr.og.ram Descriptions  Milestone 11 
Memory  Dump  Routine,  Report by System Developmeni 
Corporation,  Santa  Monica,  California, May 1964. 
Dump 
AD-446860 
Grunby,  Eugene I., An Improved  Approach  to  Trace  Routines, 
Report  for  National  Aeronautics  and  Space  Admin- 
istration,  Goddard  Space  Flight  Center,  Greenbelt, 
Maryland,  February 1965. 
Trace  routines,  proposes  solutions to  excess of 
printed  diagnostic  material,  considerably  extended 
execution  time,  also  provisions' for programmers to 
provide own coded  subroutines,  UNIVAC  1107 
N65-29802 
Source:  NASA/STAR 
Hisler, Abrom, Propellant  Utilization  Time  Trace (PUTT) 
A Documentation  Case  Study,  Report  by  Telemetry 
Computation  Branch,  Goddard  Space  Flight  Center, 
Greenbelt,  Maryland,  September 1967. 
Debugging  techniques  used on PUTT 
1-560-67-399 
IBM Corporation,  Computer  Programming  Techniques  for 
Intelligence  Analyst  Application,  Report  No. 1,
Report  by  Thomas J. Watson  Researcn  Center,  Yorktown 
Heights,-New York for RADC  Griffiss AFB, New York, 
ALigust 1964. 
Automated  debugging  techniques 
AD-605267 
N64-29932 
A-9 
Informatics,  Inc.,  D+splay  Oriented Computer Usage  System, 
Interim  Technical  Report  October 64 - AprTl-6-6, 
Bethesda,  Maryland, June 1966. 
" ..
FORTRAN, on-line, DOCUS 
AD-487385 
Jacoby, K., and  Layton, H., "Automation of Program  Debugging," 
Preprints of papers  presented  at  the  16th  National 
Meeting of the ACM, Los  Angeles,  September 5-8, 
1961; ACM, New  York. 
Source:  ACM  Computing  Review 
Kramfus, I. R.,  and Yakushin,  Debugging  Program  for  Training 
Computers. 
N67-  27843 
Lampson,  Butler W., "Interactive  Machine  Language  Programming," 
Proc. AFIPS Fall Joint Computer  Conference,  Part i, 
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