We consider the PA-matching operation, used in DNA computing, as a formal operation on strings and languages. We investigate the closure of various families of languages under this operation, representations of recursively enumerable languages and decision problems. We also consider the dual operation of overlapping strings. All closure properties of families in the Chomksy hierarchy under both non-iterated and iterated PA-matching and overlapping operations are settled.
Introduction
In the fast emerging area of DNA computing, many new computability models are considered, where many of the operations used are inspired by the DNA behavior in vivo or in vitro. Examples of such operations are the splicing operation (used in H systems), the annealing (used in sticker systems), and the insertion-deletion operations. These and other operations are discussed in [7] .
Here, we investigate yet another operation suggested by operations on DNA molecules, the so-called PA-matching operation, used in [10] . It is related to both the splicing and the annealing operations: starting from two single-stranded molecules x; y, such that a su x w of x is complementary to a preÿx w of y, by annealing we can form the molecule with the double-stranded part w w and the remaining sticky ends speciÿed by x and y. The matching part is then ignored (removed), so that the resulting string consists of the preÿx of x and the su x of y which were not matched.
This operation is considered here as an abstract operation on formal languages. We relate it to other operations in formal language theory and we settle the closure properties of families in the Chomsky hierarchy under it. A dual operation is that of overlapping, where we keep a matching part of two strings. Also in this case we settle all closure properties of Chomsky families.
Once again, it turns out that manipulation of DNA molecules leads to operations interesting from formal language theory point of view.
Formal language theory prerequisites
In this section we recall=introduce some basic notions and notations necessary for the rest of the paper. For details we refer to [11] .
For an alphabet V , we denote by V * the set of all strings of symbols in V , including the empty string . The length of a string x ∈ V * is denoted by |x|, while V * − { } is denoted by V + . The mirror image of a string x = a 1 a 2 : : : a k ; a i ∈ V; 16i6k, is x R = a k : : : a 2 a 1 . The shu e of two strings x; y ∈ V * is deÿned by x ⊥y = {x 1 y 1 x 2 y 2 : : : x n y n | x = x 1 x 2 : : : x n ; y = y 1 y 2 : : : y n ; for some n¿1; x i ; y i ∈ V * ; 16i6n}:
Both these operations are extended from strings to languages in the usual way. The sets of preÿxes, su xes, proper preÿxes, and proper su xes of a language L ⊆ V * are denoted by Pref(L), Suf(L), PPref(L), PSuf(L), respectively.
For L 1 ; L 2 ⊆ V * we deÿne the left quotient of L 1 with respect to L 2 by L 2 \L 1 = {w ∈ V * | xw ∈ L 1 for some x ∈ L 2 }. The right quotient is deÿned in the symmetric way. When L 2 is a singleton, L 2 = {x}, then we write @ ' x (L) instead of {x}\L 1 and this operation is called the left derivative of L 1 with respect to x. The right derivative is denoted by @ r x (L 1 ). A ÿnite transducer is a 6-tuple M = (Q; V i ; V o ; q 0 ; F; ) where Q; V i ; V o are ÿnite and non-empty alphabets (the set of states, the input alphabet, and the output alphabet, respectively), q 0 ∈ Q (the initial state), F ⊆ Q (the set of ÿnal states), and is the (transition-and-output) function from Q × (V i ∪ { }) to ÿnite subsets of Q × V * o . This function is extended in a natural way to Q × V * i . Each ÿnite transducer M as above deÿnes a ÿnite transduction
The ÿnite transduction M is extended to languages L ⊆ V * i in the usual way. If we ignore V o and the output, then we obtain a ÿnite automaton (with moves). A language is regular i it is accepted by a ÿnite automaton. If L is a regular language and M is a ÿnite transducer, then M (L) is also regular.
A context-free grammar is a construct G = (N; T; S; P), where N is the non-terminal alphabet, T is the terminal alphabet, S ∈ N is the axiom, and P is the set of production rules. The rules are written in the form A → z, where A ∈ N and z ∈ (N ∪ T ) * . If for all rules A → z ∈ P the string z contains at most one nonterminal, then the grammar is said to be linear. If all rules are of the form A → aB, A → a, for A; B ∈ N; a ∈ T , then the grammar is said to be regular. For x; y ∈ (N ∪ T ) * , we write x ⇒ y if and only if x = x 1 Ax 2 ; y = x 1 zx 2 , for some x 1 ; x 2 ∈ (N ∪ T ) * and A → z ∈ P. The re exive and transitive closure of the relation ⇒ is denoted by ⇒ * . The language generated by G is L(G) = {x ∈ T * | S ⇒ * x}.
By REG, LIN, CF, CS, RE we denote the families of regular, linear, context-free, context-sensitive, and recursively enumerable languages, respectively.
Let V be an alphabet; an instance of the Post Correspondence Problem, denoted PCP(x; y), is an ordered pair (x; y); x = (x 1 ; : : : ; x k ); y = (y 1 ; : : : ; y k ), of nonempty strings over V . PCP(x; y) has a solution if there are i 1 ; i 2 ; : : : ; i n , for n¿1; 16i j 6k, 16j6n, such that x i1 x i2 : : : x in = y i1 y i2 : : : y in . It is known that the Post Correspondence Problem is undecidable, i.e., there is no algorithm which can decide whether or not an arbitrary instance has a solution.
3. The PA-matching operation
The non-iterated case
We introduce a new operation on strings, inspired by the operation used in [10] . This operation, called the PA-matching, belongs to "cut-and-paste" operations much investigated as basic operations for theoretical models of DNA computing (see details in [7] ). Informally speaking, our operation consists of cutting two strings in two segments such that the preÿx of one of them matches the su x of another, removing these two matching pieces, and pasting the remaining parts.
Formally, given an alphabet V; a subset X of V + , and two strings u; v ∈ V + , one deÿnes PAm X (u; v) = {wz | u = wx; v = xz; for x ∈ X; and w; z ∈ V * }:
The operation is naturally extended to languages over V by
Since we shall only deal either with ÿnite sets X or with X = V + , we use the notation fPAm for ÿnite PA-matching and the notation PAm for arbitrary PA-matching PAm V + .
The reader familiar with the splicing operation ( [4, 5, 7] ) may easily recognize a special variant of splicing in the ÿnite PA-matching case.
A splicing rule over V is a quadruple r = (u 1 ; u 2 ; u 3 ; u 4 ), with u i ∈ V * , 16i64. Given a ÿnite set R of splicing rules and the strings x; y ∈ V * , we write
(u 1 ; u 2 ; u 3 ; u 4 ) ∈ R; x 1 ; x 2 ; y 1 ; y 2 ∈ V * }:
Note that in the splicing case we cannot check the su x-preÿx matching; this is the main di erence between the two operations. However, with the use of other operations, the two operations can simulate each other.
Lemma 1. If a family F of languages is closed under concatenation with symbols and non-iterated splicing; then F is closed under the operation fPAm.
Proof. For L 1 ; L 2 ⊆ V * , consider two symbols c 1 ; c 2 not in V . For a ÿnite set X ⊆ V + , consider the set of splicing rules R = {( ; xc 2 ; c 1 x; ) | x ∈ X }. Then we obviously have
which implies the lemma.
Lemma 2. If a family F of languages is closed under ÿnite transductions and the operation fPAm; then it is closed under non-iterated splicing.
Proof. Let L 1 ; L 2 ⊆ V * be two languages and R be a ÿnite set of splicing rules over V . For each rule r = (u 1 ; u 2 ; u 3 ; u 4 ) consider a new symbol a r and let X = {a r | r ∈ R} be the set of these symbols.
We deÿne two ÿnite transducers, M 1 ; M 2 , such that, for each x ∈ V * ,
for r = (u 1 ; u 2 ; u 3 ; u 4 ) ∈ R and x 1 ; x 2 ∈ V * };
Clearly, the equality
holds (the PA-matching just puts together the strings marked by the two tranducers) which proves the lemma.
Of course, the concatenation with symbols can also be performed by ÿnite transducers, therefore, by combining the above two lemmas we get:
If F is a family of languages closed under ÿnite transductions; then F is closed under the operation fPAm if and only if it is closed under non-iterated splicing.
Then by Theorem 7:1 from [7] , we get the following corollary: Corollary 1. The families REG; CF; RE are closed under the fPAm operation; but LIN is not closed.
Also the family CS is closed under the operation fPAm (although it is not closed under splicing), as a consequence of the following result.
Lemma 3. If a family F of languages is closed under concatenation; union; and right and left derivatives; then F is closed under the operation fPAm.
Proof. The following equality is obvious:
The required closure properties of F imply then the lemma.
Corollary 2. The family CS is closed under the fPAm operation.
We move now to investigate the properties of arbitrary PA-match operation.
Lemma 4. If a family F of languages is closed under the shu e and ÿnite transductions; then F is closed under PAm.
Consider the alphabet V = {a | a ∈ V } and the morphism h deÿned by h(a) = a , for a ∈ V . Since each morphism can be realized by a ÿnite transducer, h(L 1 ) ∈ F.
We construct now a ÿnite transducer M which, informally speaking, works as follows on the strings from the language L 1 ⊥h(L 2 ):
-M reads a preÿx of the input string formed exclusively by non-primed letters and leaves it unchanged; -then, starting from a new state, M checks for a while if the input contains only pairs of letters of the form aa , and writes nothing to the output; -then, starting from another state, M reads only primed symbols and writes as output the non-primed versions of them. It is easy to see that M deÿnes a transduction that satisÿes the equation
Thus the lemma holds.
Lemma 5. If a family F of languages such that REG ⊆ F is closed under concatenation with symbols; left derivatives; and PAm; then F is closed under Pref.
Proof. Let L ⊆ V * and let c 1 ; c 2 be two new symbols. Then obviously
and so the lemma holds. Proof. Let us consider the languages
Clearly, both of them are linear languages. It is easy to see that
which is not a context-free language. Consequently, the families LIN and CF are not closed under PAm. The family CS is not closed under Pref; the families REG; RE are closed under shu e and ÿnite transductions. Thus, the theorem follows from the previous lemmas.
A language L is said to be a ÿxed point of the PA-match operation i PAm(L) = L. If L is a regular language, then by Theorem 2 we have that PAm(L) is regular. The equivalence problem for regular languages is decidable. Therefore, we can decide whether or not a given regular language is a ÿxed point of the PA-match operation. As expected, this is not true for the family of context-free languages.
Theorem 3. The problem whether or not a given context-free language is a ÿxed point of the PA-match operation is undecidable.
Proof. Take two arbitrary n-tuples of nonempty strings over the alphabet {a; b}; x = (x 1 ; x 2 ; : : : ; x n ); y = (y 1 ; y 2 ; : : : ; y n ); n¿1, and consider the languages L z = {ba t1 ba t2 : : : ba t k cz t k : : : z t2 z t1 | k¿1; 16t i 6n; 16i6k}; for z ∈ {x; y};
It is known, see, e.g., [12] , that L(x; y) is a context-free language. If PCP(x; y) has no solution, then L(x; y) = {a; b; c} * and PAm(L(x; y)) = {a; b; c} * . If PCP(x; y) has solutions, then L(x; y) = {a; b; c} * but still PAm(L(x; y)) = {a; b; c} * . (For each w ∈ {a; b; c} * , the strings c 4 and c 4 w are in {a; b; c} * but not in L s ; hence, these strings are in L(x; y). This means that w ∈ PAm(c 4 ;
Consequently, PAm(L(x; y)) = L(x; y) if and only if PCP(x; y) has no solution. Since PCP is undecidable, the theorem holds.
The iterated case
We will investigate now the iterated version of the PA-match operation. It is deÿned as follows. For a language L ⊆ V * and a ÿnite set X ⊆ V + , we deÿne:
When X is ÿnite, the iterated PA-matching operation is denoted by fPAm * ; in the case X = V * , the corresponding operation is denoted by PAm * .
Lemma 6. If a family F of languages is closed under concatenation with symbols; iterated splicing; and left and right derivatives; then F is closed under iterated ÿnite PA-matching.
Proof. Let L ⊆ V * be a language in F and X be a ÿnite subset of V + . Let c 1 ; c 2 be two new symbols. We associate with X the set of splicing rules R = {( ; xc 2 ; c 1 x; ) | x ∈ X }.
(The derivatives require that at least one PAm operation is performed, while the markers c 1 ; c 2 prevent performing more than one such operation.) Note that this relation holds also for PAm.
Theorem 4.

1:
The families REG and RE are closed under both fPAm * and PAm * .
2:
The family LIN is not closed under fPAm * and PAm * .
3:
The family CF is closed under fPAm * but it is not closed under PAm * .
4:
The family CS is closed neither under fPAm * nor under PAm * .
Proof.
1. The closure under fPAm * follows from Lemma 6 and the fact that the family of regular languages is closed under iterated splicing (see [1, 8, 7] ).
A more involved argument is required for proving the closure under PAm * (remember that the regularity is not preserved by an iterated splicing with respect to a regular set of splicing rules -see [6] ).
Let R ⊆ V * be a regular language recognized by a ÿnite automaton M = (Q; V; q 0 ; F; ), which satisÿes the following conditions:
Clearly, each regular language is accepted by a ÿnite automaton satisfying the above conditions. We construct now iteratively a sequence of ÿnite automata with -moves, M 0 ; M 1 ; : : : ; M i ; : : : with M i = (Q; V; q 0 ; {q f }; i ) as follows: -M 0 = (Q; V; q 0 ; {q f }; 0 ) = M . -M i+1 = (Q; V; q 0 ; {q f }; i+1 ) is obtained from M i as follows.
• i+1 (s; a) = i (s; a), for all s ∈ Q; a ∈ V ∪ { }:
• For all pairs of di erent states q; q ∈ Q − {q 0 ; q f } such that: we set
Obviously, the above sequence is ÿnite, because there exists k such that M k+1 = M k (the set of states is not changed, only new transitions are added); hence M k+p = M k , for all p¿0. Note also that the construction is e ective due to the decidability of the emptiness problem for the intersection of two regular languages. Furthermore,
holds. On the other hand, one may easily prove by induction that
Because the family LIN is closed neither under fPAm (Corollary 1) nor under PAm (Theorem 2), by Lemma 7 it follows that it is not closed under the iterated versions of these operations.
3. It is known that the family CF is closed under iterated splicing [9] ; thus, the closure of CF under fPAm * follows from Lemma 6. By Lemma 7 and Theorem 2, we get the non-closure of CF under PAm * . 4 . Consider now a language L ∈ RE − CS; L ⊆ V * . There are a 1 ; a 2 = ∈ V and a contextsensitive language L ⊆ L{a 1 }{a 2 } * such that for each w ∈ L there is i¿0 with wa 1 a i 2 ∈ L . We have then
Indeed, the ÿrst PAm operation transforms strings wa 1 a n 2 ∈ L into wa 1 a n−1 2 c. The next step leads to wa 1 a n−2 2 and the process can be iterated. The right derivative with respect to a 1 selects from PAm * {a2;a2c} (L {a 2 ; a 2 c} ∪ {a 2 c}) the strings of the form wa 1 . Since we nondeterministically concatenate L with both a 2 and a 2 2 , in this way we can get wa 1 for all w ∈ L. Thus, the equality follows.
If the family CS was closed under the operation PAm * {a2;a2c} , then L ∈ CS, which is a contradiction.
As a matter of fact, the non-closure of the families CF and CS under iterated arbitrary PA-matching may be obtained from a more general result.
; where L is a context-free language and c 1 ; c 2 are two new symbols.
Proof. Assume that L is generated by a type-0 grammar G = (N; V; S; P) in the Ge ert normal form, [3] , that is, with N = {S; A; B; C} and P having only context-free rules of the form S → x; x ∈ (N ∪ V ) + , and a single extra rule ABC → . Consider the contextfree grammar G = ({S}; V ∪ {A; B; C; X }; S; {S → h(x) | S → x ∈ P}), where X is a new symbol, and h is a morphism that replaces A by XA leaving all the other symbols unchanged. Consider the language
where Y; Z are two new symbols. Clearly, L is a context-free language. Let c 1 w 1 XABCw 2 c 2 be a string in {c 1 }L(G ){c 2 }, with w 2 ∈ (V ∪ {B; C}) * (that is, this is the rightmost occurrence of XABC in our string). The only possible PA-matching operation is
The obtained string can again "enter" only one operation:
In this way, one occurrence of XABC has been removed. By iterating the PAm operation, all such substrings can be removed -therefore {c 1 }L{c 2 } = PAm * (L ) ∩ {c 1 }V * {c 2 } holds. The left and the right derivatives lead now to L.
As a direct consequence of the above result, we ÿnd that every family of languages that contains all context-free languages but not all recursively enumerable languages, and is closed under intersection with regular sets and right and left derivatives, is not closed under PAm * . This is the case for most of the language families in the regulated rewriting area [2] . Moreover, the above result implies some undecidability results.
Corollary 3. The following problems are undecidable:
The overlapping operation
In this section we consider another operation on languages that may be viewed as the dual of PA-matching. While the PA-matching operation removes the matched part, the overlapping operation preserves the matched part and removes the rest.
More precisely, for strings x; y we deÿne
Then,
We write Ov(L) instead of Ov(L; L). The closure properties of the language families in the Chomsky hierarchy under the overlapping operation are the same as for the PA-matching operation. From the previous proof it follows that the ÿxed point problem for Ov is decidable for regular languages. The problem remains undecidable for context-free languages (with the same proof as for PAm). Now, let us consider the iterated version of the overlapping operation. The usual way of deÿning an iterated operation (see the case of the splicing and the case of PA-matching) does not work for the iterated overlapping, because Ov(Ov(L)) ⊆ Ov(L), which makes the usual deÿnition (Ov
. This means that, Ov * (L) is the largest language (with respect to inclusion) which is included in all the sets Ov(L); Ov 2 (L); : : :
For each n, we can overlap only strings containing blocks ba n b; ca n c. For given n, we can perform a bounded number of overlappings, because at each step we have to remove either the preÿx ba n b or the su x ca n c. Therefore
Because n can be arbitrarily large, the operation can be iterated for an arbitrarily large number of steps.
Theorem 8. The families LIN and CF are not closed under Ov * .
Proof. For L 1 ; L 2 ⊆ V * , let us consider two new symbols, c 1 ; c 2 . We obtain the equality:
we can iterate the overlapping operation an arbitrarily large number of times.
By this equation, the closure under Ov * implies the closure under intersection. Since the families LIN and CF are not closed under intersection (but they are closed under concatenation with regular languages, intersection with regular languages, union, and left and right derivatives), the theorem holds. 
This is a context-sensitive language. It is easy to see that
, hence we can iterate the operation Ov an arbitrarily large number of times.) Because the family CS is closed under right and left derivatives, but not under the operation Pref, we obtain the non-closure under Ov * .
Clearly, RE is closed under the iterated overlapping operation. The case of the family REG will be settled below (also in a rmative), after establishing two auxiliary results.
Let A = (Q; V; q 0 ; F; ) be a minimal complete deterministic ÿnite automaton; because the automaton is complete, the mapping is total and a dead state exists from which there is no path to a ÿnal state. Let A be the set of all ÿnite automata of the form A p; q = (Q; V; p; {q}; ), for p; q ∈ Q. Clearly, this also is a ÿnite set. We denote by L(A) the family of all languages recognized by automata in A and by CL(A) the closure of the family L(A) under ÿnite union and ÿnite intersection operations. Because L(A) is a ÿnite family, CL(A) also is a ÿnite family of languages. 
, where each language L i; j ; 16i6m; 16j6n i , is an element of L(A). The complement of each language L i; j (we denote the complement of a language K by K) is also in L(A), since A was a complete deterministic automa-
, it follows that also the complement of L is in CL(A).
Lemma 9. The family CL(A) is closed under the non-iterated overlapping operation.
Proof. Let L be a language in CL(A). We write it in the form L = T 1 ∪ · · · ∪ T n , where each T i ; 16; i6n is a ÿnite intersection of languages in CL(A). For every integer i = 1; : : : ; n, denote:
Note that the following assertions hold for each string x ∈ V * : 
By Lemma 8, it su ces to prove that for every i = 1; : : : ; n the languages K i ; M i ; P i ; R i are contained in CL(A).
Consider any hence this language is in CL(A) and this completes the proof of the lemma.
Theorem 10. The family REG is closed under the operation Ov * .
Proof. Starting from a minimal deterministic ÿnite automaton A for a regular language L, we construct the family CL(A) as above. Because this family is closed under non-iterated overlapping, all languages Ov k (L); k¿1; are in CL(A). Because the family CL(A) is ÿnite, it follows that only ÿnitely many languages Ov k (L) are different to each other. The smallest of them is equal to Ov * (L) and it is an element of CL(A). It follows that Ov * (L) is a regular language.
