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Treating stabilizer operations as free, we establish lower bounds on the number
of resource states, also known as magic states, needed to perform various quantum
computing tasks. Our bounds apply to adaptive computations using measurements
with an arbitrary number of stabilizer ancillas. We consider (1) resource state
conversion, (2) single-qubit unitary synthesis, and (3) computational subroutines
including the quantum adder and the multiply-controlled Z gate.
To prove our resource conversion bounds we introduce two new monotones, the
stabilizer nullity and the dyadic monotone, and make use of the already-known
stabilizer extent. We consider conversions that borrow resource states, known as
catalyst states, and return them at the end of the algorithm. We show that catalysis
is necessary for many conversions and introduce new catalytic conversions, some
of which are optimal.
By finding a canonical form for post-selected stabilizer computations, we show
that approximating a single-qubit unitary to within diamond-norm precision ε
requires at least 1/7 · log2(1/ε) − 4/3 T -states on average. This is the first lower
bound that applies to synthesis protocols using fall-back, mixing techniques, and
where the number of ancillas used can depend on ε.
Up to multiplicative factors, we optimally lower bound the number of T or
CCZ states needed to implement the ubiquitous modular adder and multiply-
controlled-Z operations. When the probability of Pauli measurement outcomes is
1/2, some of our bounds become tight to within a small additive constant.
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1 Introduction and high-level overview
Many promising architectures for universal fault-tolerant quantum computing [20, 34] perform
computation by applying stabilizer operations to carefully prepared resource states known as
magic states [6, 13, 38]. The stabilizer operations, which consist of Clifford gates, preparation
of stabilizer ancilla states, and measurements in the Pauli basis, tend to be relatively easy to
implement in these architectures. On the other hand, due to restrictions imposed by error
correction [3, 7, 18, 40], the resource states tend to be produced by hefty distillation protocols
[5, 12, 27, 33], that dominate the space-time overhead of the overall computation. It is therefore
very natural and practically motivated to ask:
What is the minimum number of copies of a particular resource state that must be consumed
to perform a given computational task using an arbitrary number of stabilizer operations?
We address this question by providing lower bounds for a number of computational tasks.
In the early days of quantum computing research, upper bounds for the resources required
to implement compelling algorithms were crucial to motivate the development of scalable quan-
tum computing hardware. Today, lower bounds are arguably more important since they can
identify opportunities for further optimization. Unfortunately, lower bounds are infamously
elusive: where an upper bound of resource requirements can be obtained by identifying an ex-
plicit algorithm, proving that no algorithm exists with certain properties can be very difficult.
Good lower bounds have however been forthcoming for some models of quantum compu-
tation, such as the two-qubit gate cost in the absence of measurement considering single-qubit
gates as free [31, 37, 45–47]. For example, the multiply controlled phase operation needs at
least a linear number of two-qubit gates [2]. These results are not tailored to the fault-tolerant
setting where two-qubit CNOT gates and measurements are much cheaper than single-qubit
non-Clifford gates, leading us to seek new theoretical tools.
We provide lower bounds for the production of particular target states, the implementation
of important subroutines such as the adder and the multiply controlled phase operation, as
well as approximating an arbitrary unitary to a desired precision. Our bounds significantly
strengthen the best that were previously known and in some cases are the first non-trivial
bounds that apply. We give separate bounds in terms of a variety of the most common basic
resource states, and map out how these basic states themselves can be converted into one
another.
1.1 Monotones under stabilizer operations
In Section 2, we introduce the stabilizer nullity, a function ν(|ψ〉) of any pure state |ψ〉 that
is non-increasing under stabilizer operations. The stabilizer nullity is surprisingly powerful
given its simplicity: it is the number of qubits that |ψ〉 is hosted in, minus the number of
independent Pauli operators that stabilize |ψ〉. It is easy to see that ν = 0 for any stabilizer
state. We also leverage a previously known monotone called the stabilizer extent [4, 42] (see
Section 2.2) which is also non-increasing under stabilizer operations. These monotones allow
us to bound some state preparation tasks, for example n copies of the state |ψ〉 cannot be
sufficient to produce a target state |tar.〉 if ν(|ψ〉⊗n) < ν(|tar.〉). We write this as
ν(|ψ〉⊗n) < ν(|tar.〉) implies |ψ〉⊗n 6−→ |tar.〉.
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An important factor in understanding the limitations of stabilizer operations is that their
power can be increased not only by consuming resource states, but also by borrowing other
resource states, known as catalyst states and returning them unchanged at the end of the
algorithm, that is
|A〉 6−→ |B〉 but |A〉|cat.〉 −→ |B〉|cat.〉, written as |A〉 |cat.〉===⇒ |B〉.
In Section 2.3, after establishing a general no-go theorem, we give several examples of
resource state conversion where catalysis is necessary and sufficient. Similar results have been
proven in the past for a more restricted set of scenarios e.g. [8, 39, 44].
1.2 Resource state conversion
Standard choices of which basic resource states are consumed by an algorithm could include
the T -state |T 〉 := T |+〉, the CCZ-state |CCZ〉 := CCZ|+〉⊗3, the √T -state |√T 〉 := √T |+〉,
along with many others. Before we turn to resource lower bounds for computational tasks such
as implementing arbitrary unitaries, we should first consider how various basic resource states
relate to one another, which is the focus of Section 3. Thankfully, the stabilizer nullity is
additive, such that ν(|ψ〉|φ〉) = ν(|ψ〉) + ν(|φ〉) for all |ψ〉 and |φ〉, which allows us to say even
more. For example, we can rule out catalyzed conversions since ν(|A〉) < ν(|B〉) implies that
ν(|A〉|cat.〉) < ν(|B〉|cat.〉) for any catalyzing state |cat.〉. Moreover, tensor powers of states
simplify, allowing us to make asymptotic implications, i.e.,
ν(|A〉) < r · ν(|B〉) implies |A〉⊗n 6=⇒ |B〉⊗drne ∀n.
Here, the double arrow indicates that even with an arbitrary catalyst state drne copies of |B〉
cannot be produced from n copies of |A〉 using stabilizer operations.
These state conversion bounds and algorithms put our computational task lower bounds
on more solid footing by allowing us to analyze the cost in terms of different input resource
states. We also foresee our conversion results being useful in a much broader context, such
as allowing a meaningful comparison of protocols that distill T -states with protocols that
distill CCZ-states. For example, two T -states can be produced from a single CCZ-state, and
therefore a distillation protocol A for |CCZ〉 outperforms a distillation protocol B for |T 〉 if
the protocol formed from converting the output of A into T -states outperforms B.
The bounds we obtain show there is a conversion gap: starting with n copies of |T 〉, and
applying the best possible |T 〉 to |CCZ〉 conversion followed by the best possible |CCZ〉 to
|T 〉 conversion will yield fewer than n copies of |T 〉. This gap survives in the asymptotic limit.
In Table 1 and Table 2 at the end of Section 3 we summarize many of our conversion bounds
along with the most efficient known conversion algorithms (some of which were previously
known, some of which we introduce in Section 3.1 and Section 3.2). Many of the conversion
algorithms do not match the bounds suggesting that more efficient algorithms remain to be
found.
1.3 Computational tasks
We have outlined how monotones can help bound the resources required to produce a particular
target state. In Section 4 we bootstrap these techniques to lower bound the resources required
to perform certain computational tasks.
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Figure 1: Implementation of the CCZ gate via injection of the |CCZ〉 state.
To exactly implement a unitary U , note that a lower bound of the number of copies of |ψ〉
needed to produce a state U |S〉, where |S〉 is a stabilizer state, also serves as a lower bound for
applying U . We use this strategy in Section 4.1 to study the multiply controlled Z gate CnZ,
which is a key component of many important algorithms, including part of the reflection step in
Grover’s search [26]. By calculating the stabilizer nullity of the state
∣∣Cn−1Z〉 = Cn−1Z|+〉⊗n
we straightforwardly show that for n ≥ 3 it is not possible to apply the multiply controlled
Z gate Cn−1Z with stabilizer operations consuming fewer than n copies of |T 〉, or n/2 copies
of |CS〉, or n/3 copies of |CCZ〉. For comparison, the most efficient known algorithm [32]
produces Cn−1Z with n− 2 copies of |CCZ〉.
It is also useful to consider catalysis as a proof technique when establishing lower bounds
for computational tasks. For example, suppose U maps a state |S〉|Ψ〉 to a state |Φ〉|Ψ〉 for
stabilizer state |S〉 and non-stabilizer states |Φ〉 and |Ψ〉. Then, a resource lower bound for
catalytically producing the state |Φ〉 must also serve as a lower bound for implementing U .
In Section 4.2, we use this strategy to lower bound one of the most fundamental quantum
arithmetic operations: the adder circuit, which acts on n-qubit basis states as A(|i〉|j〉) =
|i〉|i+ j〉 with i + j evaluated modulo 2n. The key is that the modular adder circuit acts on
the input |+〉⊗n|QFTn〉 to produce |QFT ∗n〉|QFTn〉, where |QFTn〉 is sometimes known as the
quantum Fourier state, which becomes |QFT ∗n〉 under complex conjugation of coefficients in
the computational basis. Crucially, we find that ν(|QFTn〉) = ν(|QFT ∗n〉) = n − 2 implying
the adder circuit cannot be implemented with fewer than n − 2 copies of |T 〉, or (n − 2)/2
copies of |CS〉, or (n− 2)/3 copies of |CCZ〉. The most efficient known implementation of a
modular adder uses n− 1 copies of |CCZ〉 state [21].1
There are diagonal unitaries for which the cost of the resource state U |+〉⊗n is the same
as the cost of implementing the unitary itself. In particular, this is the case for all diagonal
unitaries from the third level of the Clifford hierarchy, as can be seen from the state injection
protocol described in Appendix A.1.
1.4 Unitary synthesis
In Section 5 we consider the number of resource states required to approximate an arbitrary
single-qubit unitary to within diamond-norm precision ε using stabilizer operations. Although
the importance of unitary synthesis has been long recognized, less is known regarding synthesis
1 After the first posting of this paper, Craig Gidney [22] showed that the state |CnZ〉 can be produced
using the n-qubit modular adder. We reproduce his argument in Appendix A.6 for completeness. Using our
(slightly stronger) bounds for
∣∣Cn−1Z〉 the adder circuit cannot be implemented with fewer than n+ 1 copies
of |T 〉, or (n+ 1)/2 copies of |CS〉, or (n+ 1)/3 copies of |CCZ〉.
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strategies exploiting measurements, classical feed-forward and ancilla qubits. Crucially our
lower bounds apply to synthesis algorithms in this general setting.
Loosely, our proof strategy is to select a target unitary U that can just be resolved from
the identity given the required precision ε, and lower bound the resources required to produce
the state U |0〉. As ε becomes small, U |0〉 approaches (but never quite reaches) the basis state
|0〉. Unfortunately, the associated resource requirement divergence is not captured by either
of the monotones we have discussed as they do not diverge for states approaching |0〉.
To achieve the required lower bound, we find a canonical form for stabilizer circuits applied
to resource states (which may be of independent interest - see Theorem 5.3), and turn to a
number theoretic approach. First, note that if the state U |0〉 is measured, if ε is small then the
probability |〈1|U |0〉|2 must be finite but very close to zero. Second, we use the canonical form
to show that any single-qubit state produced using stabilizer circuits on a fixed number of
resource states can only have a discrete set of allowed measurement probabilities, irrespective
of the length of the stabilizer circuit and the number of stabilizer ancillas. This establishes
a bound since producing a state U |0〉 with sufficiently small |〈1|U |0〉|2 requires a sufficiently
large number of resource states.
Our unitary synthesis results do not hold when a catalyst state is allowed, in contrast
to those bounds proven with the stabilizer nullity due to its additive property. Another
complication is that the number of resource states consumed by a protocol is actually a random
variable, which can depend on the sequence of measurement outcomes obtained during the
protocol. Our previous bounds held for every possible sequence of measurement outcomes,
but for unitary synthesis we have to account for this subtlety. Let N|Ψ〉(U, ε) be the number
of copies of |T 〉 consumed by a stabilizer circuit that approximates a unitary U to within
diamond-norm precision ε. We show that there exist (diagonal) target unitaries U such that
the expectation of N|Ψ〉(U, ε) satisfies
EN|T 〉(U, ε) ≥
1
7 log2(1/ε)−
4
3 .
The best existing algorithm requires at most 2 log2(1/ε)+O(log(log 1/ε)) T -gates to implement
any diagonal unitary, which comes from a combination of Refs [9, 28] with [43]. Our bound
above is inferred from Theorem 5.2, which is a stronger but more nuanced result. We also
have results that apply to stabilizer circuits with post selection in Section 5.1 and Section 5.2.
1.5 Measurement with probability 1/2
We can further tighten some lower bounds in a common restricted setting [21, 23, 25, 32] where
arbitrary single-qubit Pauli measurements are not permitted, but only those measurements
with outcomes which occur with probability one half. In Section 6, we introduce a quantity
similar to the stabilizer nullity, which we call the dyadic monotone µ2(|ψ〉) to prove a number
of known subroutines exhibit nearly optimal resource consumption in this setting, narrowing
the search for future algorithm improvements. The dyadic monotone requires that we restrict
to states (including catalyst states) which can be written in the computational basis with
coefficients that are integer combinations of exp(ipij/2d)/2k for integers d, j, k. This includes
stabilizer states as well as resource states associated with all higher levels of the Clifford
hierarchy [25]. Among other results we show that in this setting, the well-known circuit [32]
which implements the multiply-controlled-Z gate Cn−1Z using n−2 copies of |CCZ〉 is optimal.
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In addition, we show that n − 2 copies of |CCZ〉 are required to implement modular adder.
The best known modular adder circuit [21] uses just one more |CCZ〉 gate. 2
2 Some basic techniques
In this section we present some general techniques that are used throughout the paper, and
defer our more specialized techniques to later sections and appendices. In Section 2.1 we intro-
duce a number of properties of quantum states, including a simple but surprisingly powerful
monotone under stabilizer operations which we call the stabilizer nullity. In Section 2.2 we
review another monotone under stabilizer operations known as the stabilizer extent which was
recently introduced [4, 42]. In Section 2.3 we show that the number of resources required to
accomplish a computational goal can depend upon whether or not an additional catalyzing
resource state is allowed which is returned unchanged at the end of an algorithm.
2.1 Stabilizer nullity
Let us first recall the definition of a stabilizer state and introduce a slight generalization of it.
Definition 2.1. Let |ψ〉 be a non-zero n-qubit state. The stabilizer of |ψ〉, denoted Stab|ψ〉,
is the sub-group of the Pauli group Pn on n qubits for which |ψ〉 is a +1 eigenstate, that is
Stab |ψ〉 = {P ∈ Pn : P |ψ〉 = |ψ〉}. The states for which the size of the stabilizer is 2n are
called stabilizer states. States for which the stabilizer contains only the identity matrix are
said to have a trivial stabilizer. If Pauli P is in Stab |ψ〉, we say that P stabilizes |ψ〉.
Note that Stab(|ψ〉) can not contain −I. In addition, note that all Pauli group elements
contained in Stab(|ψ〉) commute with each other and are Hermitian matrices. The size of
the stabilizer of any state is equal to some power of two. For any Clifford unitary C, the
size of Stab|ψ〉 is always equal to the size of Stab(C|ψ〉). The size of the stabilizer is also
multiplicative for the tensor product of states, that is |Stab(|ψ〉|φ〉)| = |Stab |ψ〉| · |Stab |φ〉|.
A key quantity that we use throughout the paper is simply related to Stab(|ψ〉).
Definition 2.2 (Stabilizer nullity). Let |ψ〉 be a non-zero n-qubit state. The stabilizer
nullity of |ψ〉 is ν(|ψ〉) = n− log2 |Stab|ψ〉|.
Let us next see that the stabilizer nullity is non-increasing when multiple-qubit Pauli
measurements are applied.
Proposition 2.3. Let |ψ〉 be a non-zero n-qubit state and let P be an n-qubit Pauli matrix
and suppose that the probability of a +1 outcome when measuring P on |ψ〉 is non-zero. Then
there are two alternatives for the state |φ〉 after the measurement: either |Stab|φ〉| = |Stab|ψ〉|,
or |Stab|φ〉| ≥ 2|Stab|ψ〉|, both of which satisfy ν(|φ〉) ≤ ν(|ψ〉).
Proof. First consider the simple case when P is in Stab|ψ〉. In this case, the “+1” measurement
outcome occurs with probability 1 and |ψ〉 is unchanged. When P is not in Stab|ψ〉 we consider
2 This bound becomes tight in light of Craig Gidney’s blog post [22] which showed that the n-qubit modular
adder can be used to produce the state |CnZ〉, which requires at least n− 1 copies of |CCZ〉 in this setting.
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two alternatives. The first alternative is that P commutes with all elements of Stab|ψ〉, then
Stab|φ〉 contains Stab|ψ〉 ∪ P Stab|ψ〉 and its size is at least double that of Stab|ψ〉. The
second alternative is that P anti-commutes with some element Q from Stab|ψ〉. In this case,
we will see that the size of the stabilizer does not change as a result of the measurement.
First note that in this case the probability of the +1 measurement outcome is 1/2, because
the probability of the +1 outcome is 〈ψ|(I + P )|ψ〉/2 and equal to 〈ψ|Q(I + P )Q|ψ〉/2 =
〈ψ|(I − P )|ψ〉/2 which is the probability of the −1 outcome, where we have used Q|ψ〉 = |ψ〉
and QPQ = −P . Therefore |φ〉 = (I + P )/√2|ψ〉, where we have fixed the normalization
such that 〈φ|φ〉 = 〈ψ|ψ〉. Using that Q stabilizes |ψ〉 we also see that, |φ〉 = (I +PQ)/√2|ψ〉.
Finally we observe that (I+PQ)/
√
2 is a Clifford unitary equal to exp(ipiP ′/4) for Hermitian
Pauli matrix P ′ = −iPQ. As |φ〉 and |ψ〉 differ by a Clifford, we conclude that Stab|ψ〉 and
Stab|φ〉 are the same size.
One might wonder, if the second alternative in the proposition statement above should be
|Stab|φ〉| = 2|Stab|ψ〉| instead of |Stab|φ〉| ≥ 2|Stab|ψ〉|. Here is an example that shows that
the size of the stabilizer can more than double after one measurement. Consider an initial
state |ψ〉 = |T 〉|T 〉 states and measure the +1 outcome of −Z ⊗ Z. The resource state |T 〉
has a trivial stabilizer and so do its tensor powers, such that |Stab|ψ〉| = 1. The result of the
measurement is |φ〉 = (|01〉+ |10〉)/√2 which is a two-qubit stabilizer state which therefore
has | Stab|φ〉| = 4.
By Prop. 2.3 and the other aforementioned properties of Stab|ψ〉, we see that the stabilizer
nullity ν is invariant under Clifford unitaries, is non-increasing under Pauli measurements, and
is additive under the tensor product. Moreover, as ν(|ψ〉) = 0 when |ψ〉 is a stabilizer state,
the stabilizer nullity is invariant under the inclusion or removal of stabilizer states. Another
useful definition is the Pauli spectrum.
Definition 2.4 (Pauli spectrum). Let |ψ〉 be a non-zero n-qubit state. The Pauli spectrum
Spec|ψ〉 of |ψ〉 is:
Spec |ψ〉 =
{ |〈ψ|P |ψ〉|
〈ψ|ψ〉 , ∀ P ∈ {I,X, Y, Z}
⊗n
}
. (1)
The Pauli spectrum is a list of 4n real numbers each between 0 and 1 which is invariant
under Clifford gates. Consider the following example
Proposition 2.5. The Pauli spectrum of the state |θ〉 = (|0〉+ eiθ|1〉)/√2 is {cos θ, sin θ, 0}.
The state |θ〉 is therefore a stabilizer state only for θ = m pi/2 for some integer m.
Proof. This follows from direct verification of the Pauli spectrum of (|0〉+ eiθ|1〉)/√2.
We will make further use of the Pauli spectrum later in the paper, but for now note that
the number of 1s in the Pauli spectrum of |ψ〉 is |Stab|ψ〉|.
2.2 Stabilizer extent
In Definition 2.2 we introduced the stabilizer nullity ν which is additive and monotonic under
stabilizer operations. Another monotone under stabilizer operations known as the stabilizer
extent ξ was recently introduced [4, 42]. The stabilizer extent has a number of other very
desirable properties shown in [42].
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Definition 2.6 (stabilizer extent). For an arbitrary pure state |ψ〉, the stabilizer extent,
denoted ξ(|ψ〉), is
ξ(|ψ〉) = min ||(c1, . . . , ck)||21 s.t. |ψ〉 =
k∑
α=1
cα|φα〉. (2)
where the minimization is over all complex linear combinations of stabilizer states {|φα〉}.
It is clearly submultiplicative but for many interesting cases it has been proven to be
strictly multiplicative. More precisely,
Lemma 2.7. The stabilizer extent is multiplicative with respect to a given set of states
{|ψ1〉, |ψ2〉, . . . |ψ`〉}, such that, ξ(|ψ1〉|ψ2〉 . . . |ψ`〉) =
∏`
j=1 ξ(|ψj〉), if for each state |ψj〉 at
least one of the following conditions is satisfied (|φj〉 is always a stabilizer state):
1. |ψj〉 is a state of at most three qubits,
2. There exist states |ωj〉 and |φj〉 such that ξ(|ψj〉) = |〈ψj |ωj〉|
2
maxφj |〈ωj |φj〉|2
and |〈ωj |φj〉|2 ≥ 1/4.
This may actually hold more generally as we do not know of any counterexamples to
multiplicativity of the stabilizer extent.
2.3 Catalysis
When considering the action of a sequence of stabilizer operations, it is important to consider
scenarios in which another resource state is present which is returned at the end of the sequence.
As the additional resource state is not consumed, we refer to it as a catalyst. By considering
restrictions of the entries of density matrices, we prove here that a broad class of resource
state conversions are impossible without catalysis, but can be achieved with catalysis. Similar
results have been proven in the past for a more restricted set of scenarios [8, 39, 44].
It will be useful to recall some standard number fields:
Q(i) = {a0 + ia1 : a0, a1 ∈ Q},
Q(ζ8) =
{
a0 + ζ8a1 + . . .+ ζ38a3 : ak ∈ Q
}
, ζ8 = exp(2pii/8),
Q(ζ16) =
{
a0 + ζ16a1 + . . .+ ζ716a7 : ak ∈ Q
}
, ζ16 = exp(2pii/16),
where Q is the set of rational numbers. As fields, each of these sets is closed under addition,
multiplication, negation and taking the inverse. Note that Q(i) is a subset of both Q(ζ8) and
Q(ζ16). It is straightforward to verify that in the computational basis |CS〉 and |CCZ〉 states
have density matrices with all entries in Q(i), but that the density matrix for the |T 〉 state has
some entries outside of Q(i) – instead all its entries are in Q(ζ8). More generally, the density
matrix for |T 〉⊗k ⊗ |0〉n−k is given by:
1
2k
∑
a,b∈{0,1}k
ζ
weight(a)−weight(b)
8 |a〉〈b| ⊗ (|0〉〈0|)⊗n−k.
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where weight(a) is the Hamming weight of the bit string a. Similarly, we observe that the
density matrix of
∣∣∣√T〉⊗k ⊗ |0〉n−k is given by:
1
2k
∑
a,b∈{0,1}k
ζ
weight(a)−weight(b)
16 |a〉〈b| ⊗ (|0〉〈0|)⊗n−k.
Consider the following theorem, which rules out a number of uncatalysed resource state
conversions.
Theorem 2.8. Let F be a number field which contains Q(i) and which is closed under complex
conjugation. Any stabilizer circuit applied to a density matrix with all entries in F produces a
density matrix with all entries in F , with both density matrices written in the computational
basis.
For example, no stabilizer circuit on any number of |CS〉 or |CCZ〉 states (which have
density matrices with all entries in Q(i)) can be used to produce a |T 〉 state (which has a
density matrix with all entries in Q(ζ8)). Similarly, no stabilizer circuit on any number of |T 〉
states can be used to produce a |√T 〉 state (with entries in Q(ζ16)).
Proof. Suppose our stabilizer circuit acts upon n qubits initially in the |0〉 state. Clearly the
density matrix ρinitial = (|0〉〈0|)⊗n has entries over Q. We point out that all Clifford unitaries
can be written as matrices with entries over Q(i), and therefore as matrices with entries over
F . Explicitly, the Clifford group is generated by H, CZ and S
H = 11 + i
[
1 1
1 −1
]
,
S : |0〉 7→ |0〉, |1〉 7→ i|1〉,
CZ : |ab〉 7→ (−1)a∧b|ab〉.
Given that any gate U in the circuit is a tensor product of a unitary with entries over F and I
and ρ has entries over F the product UρU † is a density matrix with entries over F . Therefore
applying the gates in the circuit preserves required property.
Note that measurement with or without post-selection can be described as:
ρ 7→ PρPTrρP ,
ρ 7→
∑
P∈P
PρP.
The projectors P above correspond to measurement in the computational basis and therefore
can be written as matrices with entries over Q(i) and therefore over F . The product of
matrices over F is a matrix over F . The trace of a matrix over F is also in F by the definition
of a field. The quotient of a matrix over F and an element of F is again a matrix over F
because any field is closed under the division operation. This completes the proof.
Importantly, the no-go results of Theorem 2.8 can be evaded by including a catalyst state.
For example in Figure 2 we show how a |CS〉 state can be used to produce a |T 〉 state by using
an additional |T 〉 state which is not consumed. Some examples of catalytic conversion have
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S=
T
T T †
V
⇒ T
T
=
S T
V −1
Figure 2: Upon applying the rightmost circuit to the |+〉|+〉 state, |CS〉 is converted into two copies of |T 〉,
using an additional T -gate. In terms of resource states |CS〉|T 〉 −→ |T 〉|T 〉, or equivalently |CS〉 =⇒ |T 〉.
From Theorem 2.8, the conversion of |CS〉 into |T 〉 would be impossible without catalysis. The leftmost
gate identity is the standard implementation of a CS-gate from T -gates [2].
been noted before [8, 44], and this particular example is Clifford equivalent to that in [8]. In
Section 3 we introduce two new catalytic conversion families.
Clearly we must distinguish scenarios in which catalysts are allowed from those in which
they are not allowed. Throughout the remainder of the paper we use the following notation
of single and double arrows.
Definition 2.9 (Conversion notation). The equation |A〉 → |B〉 indicates that resource state
|A〉 can be converted into resource state |B〉 with stabilizer operations in the absence of a
catalyst. On the other hand, |A〉 |C〉==⇒ |B〉, which is equivalent to |A〉|C〉 → |B〉|C〉, indicates
the conversion can proceed with the use of a catalyst |C〉 (which we sometimes omit above the
arrow). When a process is impossible, we strike through the arrow, for example |A〉 6=⇒ |B〉
signifies that |A〉 cannot be converted to |B〉 by stabilizer operations even in the presence of an
arbitrary catalyst. In cases involving multiple copies of a given state such as |A〉⊗2 |C〉==⇒ |B〉,
we sometimes write 2|A〉 |C〉==⇒ |B〉 to avoid clutter.
3 Conversion between resource states
In this section we collect several results on the inter-conversion of resource states. These state
conversion bounds and algorithms put the computational task lower bounds in later sections
on more solid footing by allowing us to analyze the cost in terms of different input resource
states. We also foresee our conversion results being useful in a much broader context, such as
allowing a meaningful comparison of protocols that distill different types of resource states.
We saw in Section 2.3 that some resource conversions are impossible without access to
a non-consumable resource often called a catalyst. Here we give two families of catalyzed
conversion circuits, generalizing the previously known examples [8, 21, 44]. First, in Section 3.1
we introduce a general set of techniques for catalytic conversion of Clifford magic states.
Second, in Section 3.2 we specify the use of adder circuits to perform catalysis, building on
ideas of Gidney [21]. Finally, in Section 3.3, we utilize the monotones discussed in Section 2
to bound the optimal rates for conversion of resource states. One interesting observation is
that although many pairs of resource states can be exactly converted into one another, it is
impossible to do so without loss, even asymptotically. This complements the recent work [48]
which applies to odd-prime qudits but not qubits.
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6T
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−
→
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Figure 3: Phase polynomial conversion protocols for states of the form |U〉 := U |+〉⊗n where U is any
diagonal unitary in the 3rd level of the Clifford hierarchy. The single arrow −→ shows when a conversion
can be directly realized, whereas a double arrow =⇒ indicates catalysis is used (and necessary). A
subclass of n-qubit Clifford magic states are denoted |Wn〉 and arise from the diagonal unitary Wn =∑
x exp(ipig(x)/4)|x〉〈x|, g(x) = (⊕ni=1xi) +
∑n
i=1 xi, where ⊕ denotes addition modulo 2.
3.1 Phase polynomial protocols
Here we introduce a general set of techniques for catalytic conversion of Clifford magic states.
Our main results are summarized in Figure 3. Recall that for any diagonal unitary U in the 3rd
level of the Clifford hierarchy, the resource state |U〉 := U |+〉⊗n can be used to deterministically
apply U and is known as a Clifford magic state. The unitary U can always be implemented
using CNOT, S and T gates [1, 29]. The Clifford hierarchy is nested, so that the Clifford
group (the 2nd level) is contained within the 3rd level. We have the following result
Theorem 3.1. Let |U〉 = U |+〉⊗n be an n-qubit magic state for a diagonal unitary U from the
3rd level of the Clifford hierarchy, and let τ(U) be the minimum number of T gates needed to
implement U using the gate set {CNOT, S, T}. The following resource conversion is possible
|U〉 |T 〉
⊗τ(U)−ν(|U〉)
==========⇒ |T 〉⊗2ν(|U〉)−τ(U). (3)
In the theorem, we follow the conversion notation of Definition 2.9 and use ν that was
defined earlier as the stabilizer nullity (recall Definition 2.2). The proof of this theorem can
be found in Appendix A.5.
An interesting family of (n > 1-qubit) unitaries that we call Wn are
Wn =
∑
x
exp(ipig(x)/4)|x〉〈x|, with g(x) = (⊕ni=1xi) +
n∑
i=1
xi, (4)
where the ⊕ sum is performed modulo 2. The corresponding Clifford magic state |Wn〉 =
Wn|+〉⊗n, when expressed as a density matrix ρ = |Wn〉〈Wn|, has entries in Q[i] by virtue of
the fact that g(x) ≡ 0 mod 2 for all x. By Theorem 2.8 this implies that no T -states can
be derived from |Wn〉 in the absence of a catalyst. In Figure 4 we give an explicit circuit
for converting |Wn〉 to |T 〉⊗n−1 using catalysis. This matches Theorem 3.1 by virtue of the
following lemma, which is proved in Appendix A.5.
Lemma A.5. τ(Wn) = n+ 1.
We also have that the Wn states can be reduced in the sense that
|Wn〉 → |Wn−1〉. (5)
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ffl ffl
1
2
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n
Wn
= ffl ffl ffl ffl ffl ffl ffl ffl ffl ffl
T
T
T
T T
V
⇒ ffl ffl
1 T
2 T
n− 1 T
n T
= ffl ffl ffl ffl ffl ffl ffl ffl ffl ffl ffl
T †
Wn V †
Figure 4: The first circuit identity can be verified explicitly, and follows from reasoning presented in [1].
By applying the rightmost circuit to the |+〉⊗n state, |Wn〉 is converted into n copies of |T 〉, using an
additional T †-gate. In terms of resource states |Wn〉|T 〉 −→ |T 〉⊗n, or equivalently |Wn〉 =⇒ |T 〉⊗n−1.
The leftmost circuit identity depicts how the unitary Wn-gate can be implemented using a minimal (i.e.,
τ(Wn) = n+ 1) number of T -gates.
ffl ffl ffl ffl ffl ffl ffl ffl ffl ffl
Z
1 X X
2
n−1 S
n
Wn C
= ffl ffl
1
2
n−1
n
Wn−1
Figure 5: By applying the circuit on the left to the |+〉⊗n state, |Wn〉 is converted into |Wn−1〉, where,
depending on the Z measurement result, a Clifford correction C as in (6) may be required. This equality
can be understood as follows. First note that the gate is symmetric with respect to permutations of qubits,
so measuring the last qubit is equivalent to meausring the first. Since a pair of CNOT gates are applied
in Wn controlled on the first qubit, if the outcome is zero, then those CNOTs can be removed, and Wn−1
is applied directly. On the other hand, if the outcome is one, then instead of Wn−1, we have Wn−1
sandwiched between a pair of X gates applied to the target of those CNOTs. This can be fixed by the
content of the dashed box, which can be verified by taking the product of the gate which is applied with
Wn−1, propagating the Xs through the circuit and making use of XTX† = T † before cancelling adjacent
CNOTs.
This conversion is achieved by first measuring the last qubit in the computational basis as
shown in Figure 5. If one obtains the “0" outcome, we immediately have the state |Wn−1〉|0〉
and so just discard the last qubit. In the case of a “1" outcome, then a Clifford correction
C =
∑
x
i1⊕
n
j=1xj |x〉〈x|, (6)
is required. Performing this correction and discarding the last qubit we again obtain |Wn−1〉.
3.2 One-bit adder conversion protocols
In this subsection, we present a class of protocols that use catalysis to convert resource states
for the third level of the Clifford hierarchy (i.e. Clifford magic states) to resource states for the
higher levels of the Clifford hierarchy. It is beneficial to apply some of the protocols directly at
the gate level too. The main building block for the protocols in this subsection is the circuit
shown on Figure 6a, which is a special case of an idea described on Page 4 in [21]. This circuit
implements three
√
T gates (which are in the 4th level of the Clifford heirarchy) using one
√
T
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gate along with a few gates from the third level of the Clifford hierarchy. The key difference in
our approach from that in Ref. [21] is that to scale this small example to parallel rotations on
an n-qubit register, we use recursion, whereas in Ref. [21] a Hamming weight generalization is
used. Compared with the Hamming weight construction, our recursive construction amortizes
the cost of the correction operations associated with injecting gates from higher levels of the
Clifford hierarchy. Later, in Section 6.3, we show that our construction is asymptotically
optimal under the assumption that only measurements with probability one-half are used.
|a〉
|b〉
|c〉
√
T√
T√
T
ζ
(a+b+c)0
16 ζ
(a+b+c)1
8 |a〉
|b〉
|c〉 =
|a〉
|b〉
|c〉
|0〉 X
|a⊕ b⊕ c〉
|ab⊕ ac⊕ bc〉 T
√
T
X |0〉
ζ
(a+b+c)0
16 ζ
(a+b+c)1
8 |a〉
|b〉
|c〉
Four T gates
One qubit adder One qubit adder†
Zero T gates
(a) Three
√
T gates can be applied using a circuit with just one
√
T gate and other
gates in the third level of the Clifford hierarchy. This uses the Hamming weight register
idea from [21] along with the adder from Figure 4 in [21].
X |0〉
=
H Z
CZ
|a〉
|b〉
|0〉 X
|a〉
|b〉
|ab〉
=
|a〉
|b〉
|T 〉
T †
T †
T H S
|a〉
|b〉
|ab〉
(b) Simplified circuits for the Toffolli (i.e. the doubly-controlled-X gate) when the
target qubit ends in the |0〉 state, and when the target qubit starts in the |0〉 state.
See Figure 3 in [21]. Using the first of these circuits as a subroutine, Figure 6a
implements three
√
T gates using one
√
T gate, one T gate and one CCX gate.
Additionally making use of the second of these circuits, Figure 6a implements three√
T gates using one
√
T gate and five T gates.
Figure 6: Circuits for applying three
√
T gates using five T gates and one
√
T gate.
To understand the circuit in Figure 6a, first note that the gate exp (iθ|1〉〈1|)⊗n acting on
an n-qubit register in the computational basis state |w〉 gives eiθ·hw(w)|w〉, where hw(w) is
the Hamming weight of the bit string w. Therefore an alternative way of applying the gate
exp (iθ|1〉〈1|)⊗n is to compute the binary representation of hw(w) and store it in a quantum
register |xk . . . x0〉, and for j from 0 to k apply exp
(
i2jθ|1〉〈1|) to qubit j in the register.
In Figure 6a we use the adder circuit shown in Figure 4 in [21] to compute the Hamming weight
of the bit string a, b, c. For bit strings of length three the Hamming weight can be represented
using two bits. The lower bit is the parity a⊕ b⊕ c and the higher bit is the majority function
ab⊕bc⊕ac. These are exactly the values computed by the adder. An important efficiency gain
comes from the observation illustrated in the first circuit in Figure 6b that the one qubit adder
can be un-computed by using Clifford gates and single qubit Pauli measurements only [21].
With this trick, the circuit shown in Figure 6a applies three
√
T gates using only one
√
T gate,
and either one T gate and one CCX gate, or five T gates if the second circuit in Figure 6b is
used.
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|+〉
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T√
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T
√
T√
T
= |0〉 X √T
T
√
T√
T
X |0〉
|√T〉
|√T〉
|√T〉
|√T〉
|√T〉
|CCZ〉
|CCZ〉 + 11/2|T 〉 + |√T 〉 states
Stabilizer operations
Figure 7: Conversion k|CCZ〉+ (k + 1/2)|T 〉 |
√
T 〉===⇒ 2k|√T 〉 for k = 2.
Figure 6a can be adapted to form resource state conversion protocols. For example the
protocol |√T 〉+ 5.5|T 〉 → 3|√T 〉 follows directly when |+〉 states are fed into Figure 6a when
the
√
T gate is implemented by injection of
∣∣∣√T〉, and when the third Clifford level gates
are implemented with |T 〉 resource states. We need to use 5 |T 〉 states to implement the first
CCX gate and the T gate in Figure 6a. The
√
T gate is implemented with the injection circuit
which requires an additional T gate correction 50% of the time, which adds 1/2 to the number
of |T 〉 states consumed (on average).
The extra T gate can be amortized to give the conversion
k|CCZ〉+ (k + 1/2)|T 〉 |
√
T 〉===⇒ 2k|
√
T 〉
valid for any positive integer k. We see that asymptotically |√T 〉 state costs half of |T 〉 state
plus half of |CCZ〉 state. Using the circuit on Figure 6a we can reduce the parallel application
of 2k + 1
√
T gates to the parallel application of 2k − 1 √T gates for any positive integer k.
We use the circuit on Figure 6a to execute first three out of 2k+1
√
T gates by only using one√
T gate. Then we observe that the rest of the 2k − 2 √T gates can be executed in parallel
with the newly introduced
√
T gate. Figure 7 shows how to reduce the parallel application
of five
√
T gates to the parallel application of three
√
T gates. We also note that all above
results can be applied to conversion of |√T 3〉 states and application of √T 3 gates. The cost of
applying
√
T
3
gate is the same as the cost of applying
√
T . This is an important observation
for single qubit circuit synthesis applications.
A similar idea leads to the lower cost of applying many T j/2d−2 = exp(piij/2d|1〉〈1|) for
positive integer d ≥ 2 and an odd j proved in Appendix A.8.
Theorem A.16. Let k, d ≥ 1 be positive integers and let j be an odd integer and let ad,k =
2d−1(k−1)+2. Then ad,k gates exp(piij/2d|1〉〈1|) can be executed in parallel by using stabilizer
operations with measurements that have probability 50%, bd,k = (2d−1−1)(k − 1)+d−1 copies
of |CCZ〉 state and using one copy of each of the states |pij/2d〉, |pij/2d−1〉, . . . , |pij/22〉 as a
catalyst. Asymptotically, the state |pij/2d〉 is produced using 1− 1/2d−1 |CCZ〉 states.
Note that the number of |CCZ〉 states used by protocols described in the theorem above
is asymptotically the same as the lower bounds established later in Section 6:
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Lemma 6.9. Consider a protocol that uses stabilizer operations with measurements probability
50%, |CCZ〉 states and a multi-qubit state as a catalyst. The catalyst has entries in Rd′ for
some d′. Suppose that such circuit uses k |CCZ〉 states and produces n states |pij/2d〉 for odd
j and integer d ≥ 2, then k ≥ n(1 − 1/2d−1). Asymptotically, at least 1 − 1/2d−1 copies of
|CCZ〉 state are needed to produce state |pij/2d〉.
These protocols are useful for reducing the cost of approximate unitary synthesis, as de-
scribed in Appendix A.2.
3.3 Conversion bounds
Suppose we can identify a monotone M such that M(|ψ〉) is real for any state |ψ〉, and is
non-increasing under stabilizer operations. We say such a functionM is a monotone, and can
use it to bound conversion processes since for example, a resource state |A〉 cannot be used to
produce a resource state |B〉 with stabilizer operations ifM(|A〉) <M(|B〉), i.e.,
M(|A〉) <M(|B〉) implies |A〉 6−→ |B〉.
If the monotone is also additive, such thatM(|ψ〉 ⊗ |φ〉) =M(|ψ〉) +M(|φ〉) for all |ψ〉 and
|φ〉, then we can say even more. For example we can rule out catalyzed conversions since
M(|A〉) <M(|B〉) implies that M(|A〉 ⊗ |cat.〉) <M(|B〉 ⊗ |cat.〉) for any catalyzing state
|cat.〉. Tensor powers of states simplify, allowing us to make asymptotic implications, i.e.,
M(|A〉) < α · M(|B〉) implies |A〉⊗n 6=⇒ |B〉⊗αn ∀n.
using the arrow notation described in Definition 2.9. In other words this would put an upper
bound of α on the catalytic rate of conversion from |A〉 to |B〉. Note that equivalent impli-
cations hold if the monotone is multiplicative rather than additive, i.e., if M(|ψ〉 ⊗ |φ〉) =
M(|ψ〉) · M(|φ〉) for all |ψ〉 and |φ〉.
For example, consider the states |T 〉 and |CCZ〉 for which the best known conversion
algorithms are:
4|T 〉 → |CCZ〉,
|CCZ〉 |T 〉==⇒ 2|T 〉.
Clearly these algorithms would have loss if feeding the output of one into the other. The
best possible conversion algorithms have (for any n and any catalyst) the minimum r and
maximum r′ in
rn|T 〉 =⇒ n|CCZ〉,
n|CCZ〉 =⇒ r′n|T 〉.
It is straightforward to compute the stabilizer nullity values ν(|T 〉) = 1 and ν(|CCZ〉) = 3.
As described above, the fact that ν is additive immediately implies r ≥ 3 and r′ ≤ 3. It is also
possible to compute the extent values ξ(|T 〉) = (sec pi/8)2 = 1.17157 and ξ(|CCZ〉) = 16/9 =
1.77778. Moreover, log ξ is an additive monotone with respect to collections of |T 〉 states
16
and |CCZ〉 states (which satisfy Lemma 2.7)3 and therefore r ≥ log[1.77778]/ log[1.17157] =
3.63356 and r′ ≤ log[1.77778]/ log[1.17157] = 3.63356. We therefore have that r ≥ 3.63356
and r′ ≤ 3. From these bounds we see there is a gap: the best possible algorithm would require
at least 3.63 |T 〉 states to produce a |CSS〉 state, which can then be converted back into at
most 3 |T 〉 states. In Table 1 and Table 2 we show these conversion bounds along with those
for many other pairs of states.
|ψ〉 Best algo. (lower bound) [Ref.]
rn|T 〉 =⇒ n|ψ〉
Best algo. (upper bound) [Ref.]
n|ψ〉 =⇒ r′n|T 〉∣∣∣√T〉 2.5 (1) [Fig. 7] 0.25 (0.754933*)
|T 〉 1 (1) 1 (1)
|CS〉 = |W2〉 3 (2.96818*) [Fig. 2] 1 (2) [Fig. 2]
|CCS〉 7 (4.53328*) [32] 0.5 (3) [Prop. A.3]∣∣C3S〉 11 (4) [32] 0.25 (3.82743*) [Prop. A.3]
|CCZ〉 4 (3.63356*) [32] 2 (3) [23]∣∣C3Z〉 6 (5.12122*) [32] 1 (4) [Tab. 2]∣∣C4Z〉 12 (5) [32] 0.5 (3.8233*) [Tab. 2]
|CCZ123,145〉 8 (5) [Tab. 2] 2 (4.37739*) [Tab. 2]
|W3〉 4 (3.63356*) [Tab. 2] 2 (3) [Tab. 2]
|W4〉 5 (4.99907*) [Fig. 4] 3 (4) [Fig. 4]
|W5〉 6 (5.93637*) [Fig. 4] 4 (5) [Fig. 4]
Table 1: Catalytic conversion rates to and from |T 〉 states. In the first column, the produced or consumed
state is specified. The second and third columns list the conversion rates (r to consume, and r′ to produce)
for the best known algorithm, along with the tightest bound implied by stabilizer extent or nullity in
parenthesis. The references to particular results from Appendix A.3 are provided in square brackets. Note
that bounds from the stabilizer extent, marked here by an asterisk, are not known to hold for arbitrary
catalysts since the stabilizer extent is currently not known to be multiplicative for all states. The results
that reference Table 2 are direct consequence of corresponding result from the table together with the
inter-conversion between |T 〉 and |CCZ〉. The values of the extent are calculated in Appendix A.4.
4 Computational task lower bounds
In the previous section we established bounds on the resources required to produce specific
states. In this section we lower bound the non stabilizer resources needed to implement some
important computational tasks. Specifically, we consider the multiply controlled Z gate in
Section 4.1 and the modular adder in Section 4.2.
Our strategy to lower bound the number of copies of a resource state |ψ〉 needed to imple-
ment a unitary U (where U corresponds to some computational task) is to bootstrap bounds
on the resources required to produce specific states. For example, note that a lower bound of
3Note that the bounds from the extent are only guaranteed to hold for catalysts which satisfy Lemma 2.7,
but if (as conjectured) the extent is multiplicative for all states then it will hold in general.
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|ψ〉 Best algo. (lower bound)
rn|CCZ〉 =⇒ n|ψ〉
Best algo. (upper bound)
n|ψ〉 =⇒ r′n|CCZ〉∣∣∣√T〉 0.75 (0.33333) [Fig. 7] 0.0625 (0.207767*) [Tab. 1]
|T 〉 0.5 (0.33333) [23] 0.25 (0.275212*) [32]
|CS〉 = |W2〉 1 (0.81688*) [Fig. 5, Fig. 13a] 0.5 (0.66666) [Fig. 13b]
|CCS〉 2 (1.24763*) [32] 0.25 (1) [Prop. A.3]∣∣C3S〉 3 (1.33333) [32] 0.125 (1.05336*) [Prop. A.3]
|CCZ〉 1(1) 1(1)∣∣C3Z〉 2 (1.40942*) [32] 0.5 (1.33333) [Prop. A.3]∣∣C4Z〉 3 (1.66667) [32] 0.25 (1.05336*) [Prop. A.3]
|CCZ123,145〉 2 (1.66667) [Fig. 14] 1 (1.20471*) [Fig. 14]
|W3〉 1 (1) [30] 1 (1) [30]
|W4〉 2.5 (1.3758*) [Tab. 1] 1 (1.33333) [Fig. 5]
|W5〉 3 (1.66667) [Tab. 1] 1 (1.63376*) [Fig. 5]
Table 2: Catalytic conversion rates to and from |CCZ〉 states. In the first column, the produced or
consumed state is specified. The second and third columns list the conversion rates (r to consume, and
r′ to produce) for the best known algorithm, along with the tightest bound implied by stabilizer extent
or nullity in parenthesis. The references to particular results from Appendix A.3 are provided in square
brackets. Note that bounds from the stabilizer extent, marked here by an asterisk, are not known to hold
for arbitrary catalysts since the stabilizer extent is currently not known to be multiplicative for all states.
The results that reference Table 1 are direct consequence of corresponding result from the table together
with the inter-conversion between |T 〉 and |CCZ〉. The values of the extent are calculated in Appendix A.4.
the number of copies of |ψ〉 needed to produce a state U |S〉, where |S〉 is a stabilizer state, also
serves as a lower bound for applying U . It is also useful to consider catalysis when establishing
lower bounds for computational tasks. For example, suppose U maps the state |Ψ〉|S〉 to a
state |Ψ〉|Φ〉 for some non-stabilizer states |Φ〉, |Ψ〉, then the number of copies of |ψ〉 needed
to (catalytically) produce |Φ〉 also serves as a lower bound for applying U .
4.1 Lower bounds for the CnZ gate
The multiply controlled Z gate CnZ is a key component of many important algorithms, for
example to implement the reflection step in Grover’s search [26]. We can lower bound the
resources required to implement CnZ as follows:
Proposition 4.1. For n ≥ 3, it is not possible to apply the multiply controlled Z gate Cn−1Z
or produce the state
∣∣Cn−1Z〉 = Cn−1Z|+〉⊗n by Clifford gates and measurements using fewer
than n |T 〉 states, or n/2 |CS〉 states, or n/3 |CCZ〉 states.
Proof. First note that proving that a bound holds for the state
∣∣Cn−1Z〉 implies that it holds
for the gate Cn−1Z. The proof for each of the bounds is then very straightforward: we simply
show that the stabilizer nullity of the input state is smaller than the output state unless the
bound is satisfied. Direct verification shows that ν(|T 〉) = 1, ν(|CS〉) = 2, and ν(|CCZ〉) = 3.
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Finally, it is clear that ν(
∣∣Cn−1Z〉) = n for all n ≥ 3 from Proposition 4.2 since we see that
no non-trivial Pauli operator has expectation value +1 for the state |CCZ〉.
Proposition 4.2. For all n ≥ 3, the Pauli spectrum of the state ∣∣Cn−1Z〉 = Cn−1Z|+〉⊗n
has values (and multiplicities): 1 (1); 0 (−1 + 2n−1 + 22n−1); 1− 22−n (2n − 1); 22−n (1− 3 ·
2n−1 + 22n−1).
Proof. Consider the multiply controlled Z state
∣∣Cn−1Z〉, defined as∣∣∣Cn−1Z〉 = Cn−1Z|+〉⊗n = 1√
2n
∑
b∈{0,1}n
(−1)b1·b2·····bn |b〉.
We are interested in the set of Pauli expectation values 〈Cn−1Z|XxZz|Cn−1Z〉 for arbitrary
bit strings x and z. Explicit calculation shows
2n〈Cn−1Z|XxZz|Cn−1Z〉 =
∑
b,b′∈{0,1}n
(−1)b1·b2·····bn(−1)b′1·b′2·····b′n〈b′∣∣XxZz|b〉,
=
∑
b,b′∈{0,1}n
(−1)b1·b2·····bn(−1)b′1·b′2·····b′n(−1)z·b〈b′ + x∣∣b〉,
=
∑
b∈{0,1}n
(−1)b1·b2·····bn(−1)(b1+x1)·(b2+x2)·····(bn+xn)(−1)z·b.
When x = 0n, we see that the sum simplifies to∑b∈{0,1}n(−1)z·b, which is 2n for z = 0n, and 0
for any other z. For x 6= 0n, note that the terms in the sum over b differ from∑b∈{0,1}n(−1)z·b
only for b = 1n and b = 1n + x. Therefore,
2n〈Cn−1Z|XxZz|Cn−1Z〉 =
∑
b∈{0,1}n
(−1)b1·b2·····bn(−1)(b1+x1)·(b2+x2)·····(bn+xn)(−1)z·b,
= −2(−1)z·1n − 2(−1)z·(1n+x) +
∑
b∈{0,1}n
(−1)z·b.
When z = 0n, this is simply 2n − 4. When z 6= 0n, it is −2(−1)z·1n − 2(−1)z·(1n+x). Summa-
rizing,
|〈Cn−1Z|XxZz|Cn−1Z〉| =

1 if x = 0n and z = 0n,
0 if x · z is odd, or if x = 0n and z 6= 0n,
1− 22−n if x 6= 0n and z = 0n,
22−n if x 6= 0n and z 6= 0n and x · z is even.
(7)
We can count the number of each subset of binary vectors x and z to find the multiplicities.
4.2 Lower bounds for the modular adder
The adder circuit is one of the most fundamental quantum arithmetic operations, which im-
plements addition on a pair of registers in superposition. We can lower bound the resources
required to implement it as follows:4
4After the first posting of this paper, Craig Gidney [22] showed that the state |CnZ〉 can be produced using
the n-qubit modular adder. We reproduce his argument in Appendix A.6 for completeness. Using our (slightly
stronger) bounds for
∣∣Cn−1Z〉 the adder circuit cannot be implemented with fewer than n + 1 copies of |T 〉,
or (n+ 1)/2 copies of |CS〉, or (n+ 1)/3 copies of |CCZ〉.
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Proposition 4.3. An adder circuit on two n-qubit registers acts on basis states as
A(|i〉|j〉) = |i〉|i+ j〉
with i+ j evaluated modulo 2n. It is not possible to implement the adder circuit with Clifford
gates and measurements using fewer than n− 2 |T 〉 states, (n− 2)/2 |CS〉 states or (n− 2)/3
|CCZ〉 states.
Proof. The proof proceeds in two steps. First we show that the adder circuit A acting on
the n-qubit quantum Fourier state
∣∣∣QFT bn〉 (defined below) and the stabilizer state |+〉⊗n has
the action A(|+〉⊗n
∣∣∣QFT bn〉) = ∣∣∣QFT−bn 〉∣∣∣QFT bn〉. This tells us that if A is implemented by
a set of Clifford gates and Pauli measurements along with some input resource state |ψ〉, it
must be that ν(|ψ〉
∣∣∣QFT bn〉) ≥ ν(∣∣∣QFT−bn 〉∣∣∣QFT bn〉), and hence ν(|ψ〉) ≥ ν(∣∣∣QFT−bn 〉) by the
additive property of the stabilizer nullity. Second we show that ν(
∣∣QFT−1n 〉) = n− 2, which
then directly implies our bounds since if the bounds are not satisfied, ν(|ψ〉) ≥ ν(∣∣QFT−1n 〉)
would not be satisfied.
Given this proof structure, it remains to show that
A(|+〉⊗n
∣∣∣QFT bn〉) = ∣∣∣QFT−bn 〉∣∣∣QFT bn〉,
and that ν(
∣∣QFT−1〉) = n− 2. First we recall the family of quantum Fourier states for each
integer a = 0, 1, . . . , 2n − 1:
|QFT an 〉 =
1√
2n
2n−1∑
y=0
exp
[
i2piay
2n
]
|y〉 = ⊗nk=1
|0〉+ ei2pia/2k |1〉√
2
, (8)
where |y〉 is an n-qubit basis state (with y expressed in binary), and note that ∣∣QFT 0n〉 =
|+〉⊗n, and |QFT an 〉 = |a+ 2n〉. Consider applying the adder to a pair of such states:
A
(
|QFT an 〉
∣∣∣QFT bn〉) = 12n
2n−1∑
y=0
2n−1∑
z=0
exp
[
i2pi(ay + bz)
2n
]
|y〉|z + y〉,
= 12n
2n−1∑
y=0
2n−1∑
x=0
exp
[
i2pi(ay + b(x− y))
2n
]
|y〉|x〉,
=
∣∣∣QFT a−bn 〉∣∣∣QFT bn〉.
By taking a = 0, we have A(|+⊗n〉
∣∣∣QFT bn〉) = ∣∣∣QFT−bn 〉∣∣∣QFT bn〉 as required.
Finally, to calculate the stabilizer nullity of
∣∣∣QFT−bn 〉, we use the tensor product decom-
position in Eq. (8), and note that ν(
∣∣∣QFT−bn 〉) is the sum of the stabilizer nullity for each
state in the tensor product. When b = 1, from prop. 4.3 the first two states in the tensor
decomposition have ν = 0, whereas the remaining the n − 2 states have ν = 1, such that
ν(
∣∣QFT 1n〉) = n− 2. The bounds are then implied from the fact that ν(|T 〉) = 1, ν(|CS〉) = 2
and ν(|CCZ〉) = 3.
The calculation of ν(
∣∣QFT 1n〉) = n− 2 that we performed in the proof above also implies
that the Quantum Fourier Transform on n qubits can not be performed using fewer than n−2
copies of |T 〉.
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5 Lower bounds for approximate unitary synthesis
In this section, we lower bound the number of resource states needed to approximate an arbi-
trary single-qubit unitary using Clifford gates and Pauli measurements. Unlike the previously-
known lower bounds, our bounds: (1) allow for Pauli measurements; (2) allow measurement
outcomes to affect the subsequent parts of the protocol; and (3) do not depend on the number
of ancillary qubits used in the protocol.
There are some subtleties to be addressed when analyzing a protocol containing measure-
ments that can affect the operations applied in subsequent parts of the protocol. In particular,
the state the protocol outputs and the number of resource states it consumes are random
variables, which depend on the sequence of measurement outcomes obtained. The following
definition is convenient for formulating lower bounds in this setting.
Definition 5.1. Consider a protocol with measurement outcomes that can affect subsequent
parts of the protocol. Fixing a sequence of measurement outcomes in the protocol specifies
an associated post-selected quantum circuit. Every input state to such a protocol defines a
probability distribution on the set of all measurement outcomes and on their associated post-
selected quantum circuits. We say that the protocol has some property P with probability at
least p if, for all states input to the protocol, a sample drawn from the distribution of post-
selected quantum circuits has the property P with probability at least p.
For example, the property P above could be the number of |T 〉 states consumed is at least
M . The primary goal of this section is to establish the following result:
Theorem 5.2. Consider a protocol that uses N|Ψ〉(U, ε) copies of the resource state |Ψ〉 and
stabilizer operations to approximate a one-qubit unitary U to within precision ε (measured by
the diamond norm). For any positive C > 1 and ε < 1/(28C) there exists a unitary U such
that the following inequalities must hold
N|T 〉(U, ε) ≥
1
6 log2(1/ε)−
1
6 log2(C)− 1,
N|CCZ〉(U, ε) ≥
1
8 log2(1/ε)−
1
8 log2(C)−
3
4 ,
N|CS〉(U, ε) ≥
1
6 log2(1/ε)−
1
6 log2(C)− 1.
with probability at least (C−1)/C. In particular, this is the case for all unitaries U such that
2
√
Cε ≤ |〈0|U |1〉|2 ≤ 6√Cε.
The bounds in Theorem 5.2 directly imply related bounds on the average case, such as:
EN|T 〉(U, ε) ≥
C − 1
C
(1
6 log2(1/ε)−
1
6 log2(C)− 1
)
.
In the rest of this section we put together the pieces to prove Theorem 5.2. Our strategy
to lower bound the number of resource states needed to approximate unitary U to within
diamond-norm precision ε is to establish a relation between this and lower bounds on ap-
proximating the state U |1〉 to within trace norm ε′. Unfortunately, the associated resource
requirement divergence is not captured by either the nullity or extent monotones we have dis-
cussed as they do not diverge for states approaching |0〉. Our unitary synthesis results do not
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hold when a catalyst state is allowed, in contrast to those bounds proven with the stabilizer
nullity due to its additive property. We make the relation between approximating the unitary
U to within diamond-norm precision ε and approximating the state U |1〉 to within trace norm
ε′ concrete in Section 5.1, and then prove lower bounds for state approximation using different
resource states in Section 5.2 and Section 5.3. Before this, we present a theorem which we
use to prove our lower bounds apply even with an arbitrary number of additional stabilizer
ancillas:
Theorem 5.3. Consider a post-selected stabilizer circuit with input |ψin〉 and output |ψout〉,
where |ψin〉 is defined on no fewer qubits than |ψout〉. Then there exists a set of k = ν(|ψin〉)−
ν(|ψout〉) independent commuting Pauli operators P1, . . . , Pk and a Clifford unitary C such
that
|ψout〉 ⊗ |S〉 ∝ CMP1 . . .MPk |ψin〉,
where |S〉 is a stabilizer state and where MP is the projector on the +1 eigenspace of P .
From Theorem 5.3, without loss of generality we can assume that there are only commuting
measurements in the protocol and no ancillary qubits which simplifies our analysis. However,
note that this canonical form works for post-selected measurements. We highlight this theorem
here because we expect that it may be of broader application and interest. We defer the proof
to Appendix A.7.
5.1 Approximate unitary synthesis with and without post-selection
Our starting point addresses the order of taking averages for a protocol with measurement
outcomes that can affect subsequent parts of the protocol. In particular, the following lemma
shows that a protocol that has an average output density matrix which is close to a desired
state also has, on average, an output density matrix which is close to the desired state on
individual runs of the protocol.
Lemma 5.4. Consider a protocol that, when averaged over measurement outcomes, produces
a density matrix ρ that has fidelity 〈ψ|ρ|ψ〉 at least 1− δ with a pure state |ψ〉. Then, for any
C > 1, with probability at least (C − 1)/C the fidelity between |ψ〉 and the protocol’s output is
at least 1− Cδ following the convention of Definition 5.1.
Proof. Suppose the protocol has N possible sequences of measurement outcomes. Let pk be
the probability of the kth sequence of measurement outcomes occurring, and let ρk be the
normalized density matrix of the output register for that sequence.
For fixed C > 1 we split the set of all fixed sequences of measurement outcomes into two
subsets, S and its complement S. The set S contains sequences that output good approxi-
mations of |ψ〉 such that for k ∈ S, 〈ψ|ρk|ψ〉 ≥ 1−Cδ, and S contains sequences that output
worse approximations, such that for k ∈ S, 〈ψ|ρk|ψ〉 < 1 − Cδ. Because the overall average
output ρ has fidelity at least 1 − δ with |ψ〉, the probability pS of all outcomes leading to
a good approximation can not be small. More explicitly, let ρS and ρS be the normalized
density matrices corresponding to averaging over the subsets S and S respectively:
ρS ∝
∑
k∈S
pkρk and ρS ∝
∑
k∈S
pkρk.
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The density matrix of the output is then ρ = pSρS + (1− pS)ρS . By construction 〈ψ|ρS |ψ〉 <
1− Cδ, therefore
1− δ ≤ 〈ψ|ρ|ψ〉 = pS〈ψ|ρS |ψ〉+ (1− pS)〈ψ|ρS |ψ〉 ≤ pS + (1− pS)(1− Cδ).
By solving the inequality 1− δ ≤ pS + (1− pS)(1− Cδ) we derive the required lower bound
on pS .
Thus far we have used fidelity to compare a state and its approximation, but we wish to
deduce something about the diamond norm distance between channels. We can give bounds
in both directions between the trace distance and the fidelity
√〈ψ|ρ|ψ〉 using the Fuchs–van
de Graaf inequalities: √
〈ψ|ρ|ψ〉 ≥ 1− 12‖|ψ〉〈ψ| − ρ‖1, (9)
‖|ψ〉〈ψ| − ρ‖1 ≤ 2
√
1− 〈ψ|ρ|ψ〉. (10)
From the second of these inequalities and from Lemma 5.4, the following is implied: Con-
sider a protocol which, when averaged over measurement outcomes, produces a density matrix
ρ that has fidelity at least 1− δ with a pure state |ψ〉. Then, for any C > 1, with probability at
least (C−1)/C the trace distance between |ψ〉 and the protocol’s output is at most 2√Cδ. Note
that the square root is necessary, as exemplified by randomized protocols [9, 10, 14, 28]. A
corollary of these protocols is approximate state preparation protocols that achieve trace dis-
tance ∼ δ by randomly choosing between different deterministic state preparation procedures,
each with trace distance ∼ √δ.
The next lemma establishes connection between the lower bounds for state preparation pro-
tocols with post-selection and lower bounds for non-post-selected protocols for approximating
unitaries.
Lemma 5.5. Consider a protocol that uses N|Ψ〉(U, ε) copies of the resource state |Ψ〉 and
stabilizer operations to approximate a one-qubit unitary U to within precision ε (measured by
the diamond norm). For any C > 1, let N be the minimum number of copies of a resource
state |Ψ〉 needed to approximate the state |ψ〉 = U |1〉 to trace distance 2√Cε with any protocol
composed of stabilizer operations and post-selection. Then N|Ψ〉(U, ε) ≥ N with probability at
least (C − 1)/C, following the convention of Definition 5.1.
Proof. Given a protocol that uses N|Ψ〉(U, ε) copies of |Ψ〉 to approximate U to diamond-
norm precision ε, we could approximate the state |ψ〉 = U |1〉 to within trace distance ε with
N|Ψ〉(U, ε) copies of |Ψ〉. By Fuchs-van de Graaf inequality (9), our protocol approximates |ψ〉
with fidelity at least 1− ε/2. We now have a statement regarding the fidelity of the protocol,
averaged over all the protocol’s possible measurement sequences, and we wish to connect
this to post-selected protocols. By direct application of Lemma 5.4, the fidelity between the
output of this protocol and |ψ〉 is at least 1−Cε with probability at least (C−1)/C, following
the convention of Definition 5.1. Finally, by Fuchs-van de Graaf inequality (10), the output
density matrix ρ is within trace distance 2
√
Cε with probability at least (C−1)/C. Therefore
N|Ψ〉(U, ε) ≥ N with probability at least (C − 1)/C.
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In the next sub-sections we establish lower bounds on the number of |T 〉 and |CS〉 states
needed to approximate one qubit states when using post-selected stabilizer operations. We
first establish the lower bounds involving |CS〉 because it is simpler and illustrates main ideas
used for the lower bound in terms of |T 〉 states.
5.2 Lower bounds with |CS〉 and |CCZ〉 resource states
We start by establishing approximation lower bound using |CS〉 states because it is the simplest
case sufficient to illustrate the main proof techniques. The aim of this subsection is to prove
the following result:
Lemma 5.6. Let N|CS〉(|ψ〉, ε) be the minimum number of |CS〉 resource states required to
approximate the one-qubit state |ψ〉 to within trace distance ε using stabilizer operations and
post-selection. When ε < 1/8, there exists a state |ψ〉 such that N|CS〉(|ψ〉, ε) ≥ 1/3·log2(1/ε)−
2/3. For example, this is the case for all states such that ε < |〈ψ|0〉|2 < 3ε.
Proof. Our proof has two main parts. Firstly, we note that the existence of a protocol that
uses n copies of |CS〉 to approximately prepare a state |ψ〉 to within trace distance ε, where the
target state satisfies ε < |〈ψ|0〉|2 < 3ε, implies that there must be a set of k ≤ 2n commuting
Pauli operators which, when measured on the input state |CS〉⊗n, have a probability of all
giving +1 outcomes in the interval (0, 4ε). Secondly, we observe that the probability of a
joint measurement of any k ≤ 2n commuting Pauli operators on the input state |CS〉⊗n can
either be zero, or must be at least 1/2k+n. We then conclude that 4ε ≥ 1/2n+k ≥ 1/23n and
therefore N|CS〉(|ψ〉, ε) ≥ 1/3 · log2(1/(ε))− 2/3.
Consider |ψ〉 such that ε < |〈ψ|0〉|2 < 3ε and assume that the first qubit is the output
qubit of the protocol. Let ρ be the density matrix of the output qubit. By Theorem 5.3,
we can write the approximate preparation of ρ in terms of a Clifford unitary C and a set
of k − 1 = ν(|CS〉⊗n)− ν(|Ψout〉) independent commuting Pauli operators P1, . . . , Pk−1. Let
us define Pk = C†Z1C and show that Pk commutes with P1, . . . , Pk−1. Recall that if Pk
anti-commutes with one of P1, . . . , Pk−1, this implies that p′ = 1/2, where p′ = Tr(|0〉〈0|ρ) is
the probability of getting a +1 measurement of Z1. Next we estimate this probability based
on the precision requirement ‖|ψ〉〈ψ| − ρ‖1 ≤ ε. Note that p′ satisfies the inequality:∣∣∣|〈0|ψ〉|2 − p′∣∣∣ = |Tr (|0〉〈0|ψ〉〈ψ|)− Tr(|0〉〈0|ρ)| ≤ ‖|ψ〉〈ψ| − ρ‖1 ≤ ε,
where we have used the inequality |TrAB| ≤ ‖A‖∞‖B‖1, and that ‖|0〉〈0|‖∞ = 1. This
implies that the probability p′ must belong to the interval (0, 4ε). The condition ε < 1/8
implies that p′ ∈ (0, 1/2) and therefore Pk must commute with P1, . . . , Pk−1. Next we show
that k ≤ 2n, by showing that ν(|Ψout〉) ≥ 1. If ν(|Ψout〉) = 0 this means that the output state
in a stabilizer state and this would imply that probability of measuring |0〉 on output qubit
must be 0, 1 or 1/2 which is ruled out by our estimate p′ ∈ (0, 4ε). The joint probability of
measuring P1, . . . , Pk is non-zero and less than the conditional probability p′ and therefore
also belongs to interval (0, 4ε), as required.
Next we show that if the joint probability of measuring any k commuting Pauli operators
P1, . . . , Pk is non-zero, then it must be at least 1/2n+k. Consider
〈CS|⊗n
k∏
j=1
(I + Pj)
2 |CS〉
⊗n = 12k
∑
P∈〈P1,...,Pk〉
〈CS|⊗nP |CS〉⊗n.
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The Pauli expectations of |CS〉 can only be 0, 1 or ±1/2. Therefore, the value of the expression
above can always be written as a/2k+n for some non-negative integer a and its smallest non-
zero value is 1/2k+n.
The key to generalizing the above result from |CS〉 states to an arbitrary k-qubit resource
state |Ψ〉 is to establish a lower bound on the quantity:
1
2m
∑
P∈〈P1,...,Pm〉
〈Ψ|⊗nP |Ψ〉⊗n, (11)
where {P1, . . . , Pm} are independent commuting Pauli operators and m ≤ k · n. Note that
replacing p with one in the statement of the lemma leads to a slightly weaker lower bound
that does not require the knowledge of p. For example, it is not too difficult to generalize the
above result to use |CCZ〉 states in place of |CS〉 states, because their Pauli expectations also
take values 0, 1 and ±1/2. The resulting lemma is
Lemma 5.7. Let N|CCZ〉(|ψ〉, ε) be the minimum number of |CCZ〉 resource states required to
approximate the one-qubit state |ψ〉 to within trace distance ε using stabilizer operations and
post-selection probability p. When ε < 1/8, there exists a state |ψ〉 such that N|CCZ〉(|ψ〉, ε) ≥
1/4 · log2(1/ε)− 1/2.
5.3 Lower bounds with |T 〉 resource states
The goal of this subsection is to establish the lower bound on the probability of a sequence
of measurements of k independent commuting Pauli operators on input state |T 〉⊗n for k ≤ n
and then find the lower bound on the number of |T 〉 states needed to approximate single a
qubit unitary. The following result is the missing piece needed to generalize Lemma 5.6.
Proposition 5.8. Let {P1, . . . , Pk} be independent commuting Pauli operators and let the
probability of measuring the +1 eigenvalue of each be
p = 12k
∑
P∈〈P1,...,Pk〉
〈T |⊗nP |T 〉⊗n. (12)
If the value of p is non-zero, then p ≥ 122k+n .
Before proceeding we need to introduce several concepts we are going to use in the proof
[16]. Consider the following set:
R =
{
a+ bi+
√
2(c+ di)
2j : for a, b, c, d, j integers
}
.
Note that the set R is closed under addition, negation and multiplication, and contains 0 and
1. Thus, the set R is an example of a ring. Also note that the set R is closed under complex
conjugation.
Note that the state |T 〉 can can be written as a vector with entries inR as (√2/2, (1+i)/2).
Similarly, all Pauli operators can be written as matrices with entries in R. For this reason,
p defined in Equation (12) also belongs to R. Moreover, as a real number, we can write
p = (ap + cp
√
2)/2k for some integers ap, cp, k. We cannot directly use the approach of lower
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bounding p directly that we used in Sec. 5.2, because
√
2 is an irrational number and ap+cp
√
2
can be made arbitrary small. To address this new complication, we use the bullet map that
preserves R and is similar to complex conjugation:(
a+ bi+
√
2(c+ di)
2k
)
• =
(
a+ bi−√2(c+ di)
2k
)
.
One can directly check that for arbitrary elements of r1 and r2 of R, the following holds:
(r1 + r2)• = r•1 + r•2, (13)
(r1 · r2)• = r•1 · r•2, (14)
(r•1)∗ = (r∗1)•. (15)
In addition, the map (·)• helps us convert numbers of the form (a+ c√2)/2k into numbers of
the form d/2k because:
(a+ c
√
2)(a+ c
√
2)• = a2 − 2c2 (16)
Now we are ready to prove the proposition:
Proof of Proposition 5.8. We will show that if p is non-zero, then p• belongs to the interval
(0, 1] and pp• is a non-negative number of the form np/22k+n for some integer np. This implies
that the smallest non-zero value of p = (np/22k+n)/p• is at least 1/22k+n.
First note that the Pauli expectations of |T 〉 can only be 0, 1 or ±1/√2. For this reason,
p must be a number of the form (ap + cp
√
2)
√
2n/2k. Using (13), (14), (15) and (16) we see
that:
p• = 12n
∑
P∈〈P1,...,Pn〉
〈T •|⊗nP |T •〉⊗n where |T •〉 = (−√2/2, (1 + i)/2).
Therefore p• is the probability of measuring a projector on the state |T •〉⊗n and must be less
or equal to one. By definition of (·)•, p• can be zero if and only if p is zero. We conclude that
p• belongs to the interval (0, 1] as required.
Finally let us compute
pp• = (a2p − 2c2p)(−1)n/22k+n = np/22k+n for some integer np,
as required.
Using the same techniques as in the proof of Lemma 5.6 we get the following result:
Lemma 5.9. Let N|T 〉(|ψ〉, ε) be the minimum number of |T 〉 resource states required to
approximate the one-qubit state |ψ〉 to within trace distance ε using stabilizer operations.
When ε < 1/8, there exists a state |ψ〉 such that N|T 〉(|ψ〉, ε) ≥ 1/3 · log2(1/ε) − 2/3. For
example, this is the case for all states such that ε < |〈ψ|0〉|2 < 3ε.
We omit the proof here because it is very similar to the proof of Lemma 5.6. These can
be generalized further to include states like |√T 〉, |√T 3〉 as shown in Theorem A.30 in the
Appendix and other roots of T using methods described in Appendix A.11 using the dyadic
monotone introduced in the next section.
Proof of Theorem 5.2. First note that setting p = 1 on the right hand side of the inequalities
in Lemma 5.6, Lemma 5.7 and Lemma 5.9 form new (weaker) inequalities which hold for all
p. Then apply Lemma 5.5 to each of these inequalities.
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6 Tighter lower bounds with measurement probabilities one half
The goal of this section is to introduce a quantity similar to the stabilizer nullity ν(|ψ〉) that
lets us establish stronger lower bounds on the number of resource states needed for certain
tasks. The drawback is that these tighter bounds are not for completely arbitrary sequences
of Clifford gates and Pauli measurements, but only those in which each measurement outcome
occurs with probability half. However, as so many of the known circuits are of this class, we
foresee these bounds being of interest and expect them to encourage researchers to turn to
more rich classes of circuits to evade them. In what follows, we first show that the well-known
circuit [32] to implement the multiply-controlled-Z gate using |CCZ〉 states is optimal with
probability half measurements. We then show that the best-known circuit for the modular
adder [21] using |CCZ〉 states with probability half measurements uses the number of |CCZ〉
states that differs by one from the lower bound.
6.1 Lower bound with CCZ gates for CnZ gate
Consider quantum states which, when written in the computational basis, have entries in the
following set:
Z[i, 1/2] =
{
a+ ib
2k : a, b, k ∈ Z
}
.
Indeed, |CnZ〉 can we written as vectors with entries in the above set. Note that the set
Z[i, 1/2] is a ring since it is closed under addition, negation, multiplication, and contains 0
and 1.
Observe that if a state |ψ〉 has entries in Z[i, 1/2] then for any Hermitian multi-qubit Pauli
operator P , the expectation 〈ψ|P |ψ〉 can be written as a/2k for integers a, k. The expectation
is in Z[i, 1/2] because the entries of the Pauli matrices are in Z[i, 1/2] and Z[i, 1/2] is closed
under complex conjugation. The expectation is also a real number and all the real numbers in
Z[i, 1/2] are of the form a/2k for integers a, k. Note that for stabilizer states Pauli expectations
can only be ±1 and 0. Roughly speaking, the power of 2 in the denominator of the Pauli
expectation lets us capture how non-stabilizer the state is. Next we develop this intuition
more rigorously.
First we need a more rigorous way to talk about the power of 2 in the denominator. Let
q be a non-zero rational number. It can be written as a product of integer powers of prime
numbers in a unique way:
q = ±2k · pk(1)1 · · · pk(m)m , pk are odd primes, k, k(1), . . . , k(m) are integers
Let us define v2(q) to be k. Note that function v2 is somewhat similar to log|·| in that
v2(q1q2) = v2(q1) + v2(q2), v2(±1) = 0 and v2(q) = v2(−q). For odd integer a and integer k
the value is v2
(
a/2k
)
= −k. Note also that v2 is always non-negative for integer arguments.
It is convenient to extend v2 to all rational numbers, by defining v2(0) = +∞. Note that with
this extension the multiplicative property still holds. Now we are ready to define the quantity
of interest.
Definition 6.1 (Dyadic monotone). Let |ψ〉 be an n-qubit state with entries in Z[i, 1/2], the
dyadic monotone is
µ2|ψ〉 = max
{−v2(〈ψ|P |ψ〉) : P ∈ {I,X, Y, Z}⊗n}.
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The dyadic monotone is essentially the maximum power of two in the denominator over
the Pauli spectrum (the set of all Pauli expectations). It is invariant under Clifford unitaries
because they map the set of all multi-qubit Pauli matrices to the set of all Pauli matrices up
to a sign and v2 is insensitive to the sign of its argument. In addition, Clifford unitaries map
states with entries in Z[i, 1/2] to states with entries in Z[i, 1/2], because all Clifford unitaries
can be written as matrices with entries in Z[i, 1/2], up to a global phase.
Similarly to the stabilizer nullity ν, the dyadic monotone µ2 behaves nicely under taking
tensor products.
Proposition 6.2. Let |φ〉 and |ψ〉 be states with entries in Z[i, 1/2], then
µ2(|φ〉 ⊗ |ψ〉) = µ2|φ〉+ µ2|ψ〉.
Proof. The result follows from the fact that for Pauli matrices P and Q such that the expec-
tations 〈φ|P |φ〉 and 〈ψ|Q|ψ〉 are non-zero it is the case that:
v2(〈φ| ⊗ 〈ψ|(P ⊗Q)|φ〉 ⊗ |ψ〉) = v2(〈φ|P |φ〉) + v2(〈ψ|Q|ψ〉).
Another important property is that the dyadic monotone is minimal for stabilizer states:
Proposition 6.3. Let |φ〉 be a state Z[i, 1/2], then µ2|ψ〉 ≥ 0, with equality achieved if and
only if |ψ〉 is a stabilizer state.
Proof. Consider a non-zero Pauli expectation 〈ψ|P |ψ〉 and write it as a/2k for some odd integer
a. Note that k must be non-negative because |〈ψ|P |ψ〉| ≤ 1. This shows that µ2|ψ〉 ≥ 0. For
stabilizer states, the only non-zero expectations can be ±1 and therefor µ2 is zero. It remains
to show that µ2(|ψ〉) = 0 implies that |ψ〉 is stabilizer state. First note that µ2(|ψ〉) = 0
implies that all non-zero Pauli expectations are odd integers. Together with the condition
|〈ψ|P |ψ〉| ≤ 1 this implies that the expectations can only be ±1, in other words either P or
−P is in Stab|ψ〉. Suppose that |ψ〉 is an n-qubit state and let us compute the size of Stab|ψ〉.
Note that the set {I,X, Y, Z}⊗n is an orthogonal basis of the space of matrices with respect
to the inner product 〈A,B〉 = TrAB†. The norm squared of the density matrix |ψ〉〈ψ| is given
by the following expression:
1 = 〈ψ|ψ〉2 = 12n
∑
P∈{I,X,Y,Z}⊗n
|Tr(|ψ〉〈ψ|P )|2,
which implies that the size of Stab|ψ〉 is 2n and therefore that |ψ〉 is a stabilizer state.
Now we show that Pauli measurements with probability half take states with entries in
Z[i, 1/2] to states with entries in Z[i, 1/2] (allowing the dyadic monotone to be evaluated).
Such measurements are used in magic-state injection protocols and play an important role in
reducing state preparation using non-Clifford gates to state preparation using resource states,
Clifford unitaries and Pauli measurements. Measuring a ±1 eigenvalue of a Pauli observable
P with probability 1/2 is equivalent to multiplying the state by the matrix (I ±P )/√2 which
is equal to (1 + i)(I ± P )/2 up to a global phase. The matrix (1 + i)(I ± P )/2 has entries in
the ring Z[i, 1/2] and therefore the resulting state will also have entries in Z[i, 1/2].
Next we show that µ2 is non-increasing under these measurements. To do this, we need
another property of the function v2 given by the following proposition:
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Proposition 6.4. For arbitrary rational numbers a, b the following inequality holds
v2(a1 + a2) ≥ min(v2(a1), v2(a2)). (17)
Proof. Let us first prove the inequality for non-zero a1, a2. Rewrite aj = 2kjpj/qj for integer
kj and odd integers pj and qj such that
a1 + a2 = 2min(k1,k2)
(
2k1−min(k1,k2)p1q2 + 2k2−min(k1,k2)p2q1
)
/q1q2.
Since q1 and q2 are odd, v2(a1 + a2) is equal to
min(k1, k2) + v2
(
2k1−min(k1,k2)p1q2 + 2k2−min(k1,k2)p2q1
)
by the multiplicative property of v2. Since 2k1−min(k1,k2)p1q2 + 2k2−min(k1,k2)p2q1 is an integer,
its value of ν2 is non-negative. The case when at least one of aj is zero follows from the fact
min(x,+∞) = x. This concludes the proof of the inequality.
Now we are ready to prove desired result:
Proposition 6.5. Let |ψ〉 be a state with entries in Z[i, 1/2], let P be a Pauli observable such
that measuring its eigenvalue +1 has probability 1/2 and let |ψ+〉 be the normalized result of
that measurement. Then µ2|ψ〉 ≥ µ2|ψ+〉.
Proof. Let us bound the value of v2 for some Pauli operator Q evaluated on the expectation
〈ψ+|Q|ψ+〉. The normalized state is |ψ+〉 = (I+P )√2 |ψ〉. The expectation of Q is therefore equal
to:
〈ψ+|Q|ψ+〉 = 〈ψ|(I + P )Q(I + P )|ψ〉/2.
If P and Q anti-commute, the expectation is zero and does not contribute to the calculation
of µ2. When P and Q commute, the expectation is equal to 〈ψ|Q|ψ〉 + 〈ψ|PQ|ψ〉. Next we
use inequality v2(a+ b) ≥ min(v2(a), v2(b)), to see that:
v2(〈ψ|Q|ψ〉+ 〈ψ|PQ|ψ〉) ≥ min(〈ψ|Q|ψ〉, 〈ψ|PQ|ψ〉) ≥ −µ2|ψ〉.
We have upper-bounded −v2(〈ψ+|Q|ψ+〉) by µ2|ψ〉 as required.
Now we use these techniques to show the optimality of the well-known circuit [32] to imple-
ment the multiply-controlled-Z gate using stabilizer operations with measurement probablities
half and |CCZ〉 magic states.
Lemma 6.6. At least n − 2 |CCZ〉 states are needed to implement the n-qubit multiply
controlled Z gate Cn−1Z by using stabilizer operations with measurement probabilities one half.
The optimal circuit follows from the construction for multiply-controlled unitaries described
in [32].
Proof. The circuit for Cn−1Z that follows from [32] uses n− 2 CCZ gates. By applying that
circuit to |+〉⊗n we can prepare |Cn−1Z〉. If there existed a circuit that used k CCZ gates for
k < n−2, we would be able to prepare states |Cn−1Z〉 starting from k |CCZ〉 states and then
using Clifford unitaries and Pauli observable measurements with probability half. Let us show
that this is impossible. Indeed for the input state we would have value µ2(|CCZ〉⊗k) = k.
For the output state we would have µ2(|Cn−1Z〉) = n−2. This follows from the calculation of
Pauli spectrum of |CnZ〉 in Proposition 4.2. We have shown above that µ2 is non-increasing
when we apply Clifford unitaries and measurements with probability 1/2, therefore k ≥ n− 2
which concludes the proof.
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6.2 Lower bounds for the modular adder
To establish lower bounds for adder circuits we will use the fact that adder can create a
complex conjugate copy of a Fourier state. Our strategy is to generalize µ2 to be defined on
a wider set of states including Fourier states. This is achieved by extending the domain of v2
to a wider set of values. We postpone all the details of the construction of the generalization
of v2 to Appendix A.9. Instead we list and discuss all the properties of v2 needed for the
lower-bound proof and prove the lower bound for the adder using them. The properties are
then proved in the appendix.
In the previous section, to establish the lower bounds we needed to define rings over which
we can write coordinates of |CnZ〉 states. We will need to define the rings we can use to
write down the coordinates of Fourier states. We extend the domain of µ2 to the union of the
following family of sets:
Rd = Z
[
exp(ipi/2d), 1/2
]
=
 12k
2d−1∑
j=0
aj exp(ipij/2d) : where aj , k are integers
.
Note that each of the sets Rd is closed under addition, negation, multiplication and therefore
each of Rd is an example of a ring. In addition, ring Rd is closed under taking complex
conjugate. Note also that R1 is exactly the ring Z[i, 1/2] and Rd ⊂ Rd+1 for all positive d.
After we defined the rings, we extend the domain of function v2 so it is defined on values
of Pauli expectations of Fourier states. For this reason, v2 must be defined at least on the real
subsets of Rd. The proof of the lower bound for multiply-controlled-Z gate relied on additivity
for a tensor product of states and monotonicity under measurements with probability 1/2 of
dyadic monotone µ2. In turn, our proofs of the mentioned properties of dyadic monotone µ2
relied on the following two properties of v2:
• v2(a · b) = v2(a) + v2(b)
• v2(a+ b) ≥ min(v2(a), v2(b))
Above properties also hold for our extension of v2. We will also need to know some explicit
values of v2 to compute µ2 for Fourier states:
For all odd integers k, integers d ≥ 2 : v2
(
cos(pik/2d)
)
= v2
(
sin(pik/2d)
)
= 12d−1 − 1. (18)
For example, using above we see that µ2|T 〉 = 1/2 because v2(1/
√
2) = −1/2. We can
immediately conclude that CnZ gate requires at least 2(n− 2) |T 〉 states. Next we proceed to
calculate µ2 for Fourier states:
Proposition 6.7. Consider Fourier state
|QFT an 〉 =
2n−1∑
y=0
exp
[
i2piay
2n
]
|y〉 = ⊗nk=1
(
|0〉+ ei2pia/2k |1〉
)
,
For all odd a, µ2|QFT an 〉 = n− 3 + (1/2)n−2.
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Proof. Recall that Pauli expectations of (|0〉+ ei2pia/2k |1〉)/√2 are
{0, cos
(
2pia/2k
)
, sin
(
2pia/2k
)
}.
For this reason, for k ≥ 2 we have:
µ2
(
(|0〉+ ei2pia/2k |1〉)/√2
)
= v2
(
sin(pia/2k−1)
)
= 1− 1/2k−2
Using multiplicative property of µ2 we get:
µ2(|QFT an 〉) =
n∑
k=2
(
1− 1/2k−2
)
= n− 3 + 1/2n−2
Above leads to the following lower bound on the number of |CCZ〉 states needed to im-
plement the modular adder:5
Lemma 6.8. At least n−2 |CCZ〉 states are needed to implement the n-qubit modular adder
for n ≥ 3 by using stabilizer operations with measurement probabilities one half.
Proof. Recall that by applying a circuit for modular adder to |+〉⊗n ⊗ ∣∣QFT 1n〉 we can create
a state
∣∣QFT−1n 〉⊗ ∣∣QFT 1n〉. If there existed a circuit that used k CCZ gates for k < n− 2,
we would be able to prepare states
∣∣QFT−1n 〉 starting from k |CCZ〉 and then using Clifford
unitaries and Pauli observable measurements with probability half by using
∣∣QFT 1n〉 as a
catalyst. Let us show that this this impossible. Indeed for the input state we would have value
µ2 equal to k + µ2
∣∣QFT 1n〉 and for the output state we would have µ2∣∣QFT−1n 〉+ µ2∣∣QFT 1n〉.
We know that µ2 is non-increasing when we apply Clifford unitaries and measurements with
probability 1/2, therefore k ≥ µ2
∣∣QFT−1n 〉 = n−3+(1/2)n−2 which implies that k ≥ n−2.
The best known [21] modular adder construction uses n − 1 |CCZ〉 states, therefore our
bound is one |CCZ〉 state short of the optimum. Using the same techniques we can derive a
lower bound of 2n− 5 |T 〉 states for n ≥ 3. This lower bound multiplicative constant is twice
less than the best known construction.
It is also possible to show that the extension of µ2 to the union of Rd in non-negative and
that its equality to zero implies that its argument is a stabilizer state. We defer prove of this
fact to Proposition A.26 in the Appendix.
6.3 Lower bounds for resource state conversion
In Section 3.2 and Appendix A.8, we have introduced protocols for catalysis assisted conver-
sion of |CCZ〉 states into states |pij/2d〉. We have found that for odd j and integer d ≥ 2,
asymptotically, one can create one |pij/2d〉 state at the cost of 1−1/2d−1 |CCZ〉 states. Using
the dyadic monotone we can show that this is optimal when only Pauli measurements with
probability 50% are allowed.
5 After the first posting of this paper, Craig Gidney [22] showed that the state |CnZ〉 can be produced
using the n-qubit modular adder. We reproduce his argument in Appendix A.6 for completeness. The requires
at least n − 1 copies of |CCZ〉 in this setting, which gives a tight lower bound of n − 1 copies of CCZ to
implement the modular adder for a pair of n-qubit states.
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Lemma 6.9. Consider a protocol that uses stabilizer operations with measurements probability
50%, |CCZ〉 states and a multi-qubit state as a catalyst. The catalyst has entries in Rd′ for
some d′. Suppose that such circuit uses k |CCZ〉 states and produces n states |pij/2d〉 for odd
j and integer d ≥ 2, then k ≥ n(1 − 1/2d−1). Asymptotically, at least 1 − 1/2d−1 copies of
|CCZ〉 state are needed to produce state |pij/2d〉.
Proof. Let |cat〉 be a state used as a catalyst, then µ2 for the input of our protocol is µ2|cat〉+k
and for the output the value of µ2 is n(1− 1/2d−1) + µ2|cat〉. This is because for odd j and
integer d ≥ 2, µ2|pij/2d〉 = 1− 1/2d−1. Above implies that k ≥ n(1− 1/2d−1).
It is possible to show the monotonicity of µ2 for a wider range of measurements, namely
the Pauli measurements map the state defined over Rd to the state defined over Rd. We
provide more details on this in Proposition A.27 in the appendix.
|ψ〉 Best algo. (lower bound)
rn|CCZ〉 =⇒ n|ψ〉
Best algo. (upper bound)
n|ψ〉 =⇒ r′n|CCZ〉∣∣∣√T〉 0.75 (0.33333, 0.75†) [Fig. 7] 0.0625 (0.207767*) [Tab. 1]
|T 〉 0.5 (0.33333, 0.5†) [23] 0.25 (0.275212*) [32]
|CS〉 = |W2〉 1 (0.81688*,1†) [Fig. 5, Fig. 13a] 0.5 (0.66666) [Fig. 13b]
|CCS〉 2 (1.24763*,2†) [32] 0.25 (1) [Prop. A.3]∣∣C3S〉 3 (1.33333,3†) [32] 0.125 (1.05336*) [Prop. A.3]
|CCZ〉 1(1) 1(1)∣∣C3Z〉 2 (1.40942*,2†) [32] 0.5 (1.33333) [Prop. A.3]∣∣C4Z〉 3 (1.66667,3†) [32] 0.25 (1.05336*) [Prop. A.3]
|CCZ123,145〉 2 (1.66667,2†) [Fig. 14] 1 (1.20471*) [Fig. 14]
|W3〉 1 (1) [30] 1 (1) [30]
|W4〉 2.5 (1.3758*,2†) [Tab. 1] 1 (1.33333) [Fig. 5]
|W5〉 3 (1.66667,2†) [Tab. 1] 1 (1.63376*) [Fig. 5]
Table 3: Catalytic conversion rates to and from |CCZ〉 states. This is an extended version of Table 2 that
includes bounds based on dyadic monotone µ2. In the first column, the produced or consumed state is
specified. The second and third columns list the conversion rates (r to consume, and r′ to produce) for the
best known algorithm, along with the tightest bound implied by stabilizer extent or nullity in parenthesis.
The references are provided in square brackets. The bounds from the stabilizer extent, marked here by
an asterisk, are not known to hold for arbitrary catalysts since the stabilizer extent is currently not known
to be multiplicative for all states. The bounds from the dyadic monotone, marked here by †, hold only
for protocols that use measurements with outcome probabilities one half and for catalysts for which µ2 is
defined. The results that reference Table 1 are direct consequence of corresponding result from the table
together with the inter-conversion between |T 〉 and |CCZ〉.
7 Conclusion and open problems
We have presented a number of resource lower bounds for a variety of scenarios including
resource state conversion, unitary synthesis, and computational tasks. To do so, we have
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introduced a number of new tools, most notably the monotones that we call the stabilizer
nullity and the dyadic monotone, along with a canonical form for post-selected stabilizer
circuits. We anticipate that these tools can be used much more broadly, and for example
expect the following to be fruitful applications:
• Lower bounds for the multiply-controlled adder, used in multiplication,
• Lower bounds for the hamming weight-one state preparation,
• Lower bounds for the hamming weight computation circuit,
• Lower bounds for small circuits, such as the quantum Fourier transform on small number
of qubits.
There are a number of other questions which are raised by this work, which we feel are
also deserving of further study:
1. For what set of states is the stabilizer extent multiplicative? Although it is multiplicative
for all the states that we apply it to, it is not known to be multiplicative for all states, such
that not all of our inter-conversion bounds apply in the presence of arbitrary catalysts.
2. We have found that the exact inter-conversion of stabilizer states is unavoidably lossy,
even in the asymptotic limit. In the setting of entanglement theory, exactly converting
between different types of entangled state is not possible, but upon relaxing the exact
requirement, loss free inter-conversion is possible in entanglement theory. It would be in-
teresting to extend the unavoidably lossy resource inter-conversion results to the inexact
setting. This has been done for odd-prime qudits [48], but is not for qubits.
3. Is there a more efficient algorithm for the quantum adder which is outside the setting of
probability half measurements?
4. Is there a more efficient algorithm for the multiply controlled Z which is outside the
setting of probability 1/2 measurements?
5. Studying resource state conversion protocols also informs us about possible values of ar-
bitrary monotones. A related open question is the classification of all possible monotones
for non-Clifford states that have certain properties, for example additivity (multiplica-
tivity), faithfulness and strong convexity.
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A Appendices
A.1 Generic circuits for injecting diagonal gates
In this section we provide an algorithm to implement any n-qubit diagonal unitary U using the
corresponding resource state |U〉 = U |+〉⊗n, as mentioned in Section 1.3. It was pointed out
in [30] that when U belongs to the third level of the Clifford hierarchy it can be implemented
using one resource state |U〉 via a half-teleportation circuit (see Figure 1(a) in [30]). Here we
make this protocol more explicit as well as slightly more general. The algorithm is as follows:
Algorithm A.1 (Apply the diagonal n-qubit unitary U using |U〉).
Input: 2n qubits, with the first n qubits in the state |U〉, and the last n qubits in an arbitrary
state |α〉.
1. apply CNOTn+1,1 . . .CNOT2n,n.
2. measure the first n qubits; the measurement outcomes are m(1), . . . ,m(n).
3. for each k in {1, . . . , n}: if m(k) is 1 apply Xn+k.
4. for each k in {1, . . . , n}: if m(k) is 1 apply UXn+kU †.
Output: The first n qubits are in a known computational basis state, and the last n qubits
are in the state U |α〉.
Above we use the notation CNOTa,b for CNOT gate with the control qubit a and target
qubit b. Note that step 3 must be completed for all k in {. . . n} before proceeding to step 4.
Next we prove the correctness of above protocol.
Proposition A.2. Algorithm A.1 is correct. If the diagonal unitary U belongs to level k of
the Clifford hierarchy, then the corrections applied in step (4) are unitaries that belong to at
most level k − 1 of the hierarchy.
Proof. Let us first show the correctness. We will use the following notation for U and |α〉:
U =
∑
k∈{0,1}n
eiϕ(k)|k〉〈k|, |α〉 =
∑
k∈{0,1}n
αk|k〉.
The initial state can be written as:
U |+〉⊗n|α〉 = 1
2n/2
∑
k,j∈{0,1}n
eiϕ(k)αj |k, j〉.
After applying the CNOT gates in step (1) the state becomes:
1
2n/2
∑
k,j∈{0,1}n
eiϕ(k)αj |k ⊕ j, j〉 = 12n/2
∑
k,j∈{0,1}n
eiϕ(k⊕j)αj |k, j〉.
For measurement outcome m = (m(1), . . . ,m(n)), the state after step (2) will be
|m〉 ⊗
∑
j∈{0,1}n
eiϕ(j⊕m)αj |j〉.
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After applying the last two steps of the protocol the state of qubits n+ 1, . . . , 2n will be:
U
(
Xm(1) ⊗ . . .⊗Xm(n)
)
U †
(
Xm(1) ⊗ . . .⊗Xm(n)
) ∑
j∈{0,1}n
eiϕ(j⊕m)αj |j〉.
Note that:
U †
(
Xm(1) ⊗ . . .⊗Xm(n)
) ∑
j∈{0,1}n
eiϕ(j⊕m)αj |j〉 = U †
∑
j∈{0,1}n
eiϕ(j⊕m)αj |j ⊕m〉,
= U †
∑
j∈{0,1}n
eiϕ(j)αj⊕m|j〉,
=
∑
j∈{0,1}n
αj⊕m|j〉.
Finally, we see that
U
(
Xm(1) ⊗ . . .⊗Xm(n)
) ∑
j∈{0,1}n
αj⊕m|j〉 = U |α〉.
as required.
Finally, we note that if U belong to the `th level of the Clifford hierachy, we have by
definition that all UXkU † belong to the (`− 1)th level.
We finish this section with the expression for some explicit corrections UXkU † in the
following list and in Figure 8 and Figure 9.
• U = exp
(
ipi|1〉〈1|/2k
)
, correction: UXU † = e−ipi/2k exp
(
ipi|1〉〈1|/2k−1
)
X.
• U = CS = exp
(
pii
2 |11〉〈11|
)
, corrections:
– UX1U † = exp
(
−pii
2 Z ⊗ |1〉〈1|
)
X1 = CNOT1,2S1S†2CNOT1,2X1,
– UX2U † = SWAP1,2UX1U †SWAP1,2 = CNOT2,1S2S†1CNOT2,1X2.
• U = CCZ = exp(ipi|111〉〈111|), corrections:
– UX1U † = exp(ipiI ⊗ |11〉〈11|)X1 = CZ2,3X1,
– UX2U † = SWAP1,2UX1U †SWAP1,2 = CZ1,3X2,
– UX3U † = SWAP1,3UX1U †SWAP1,3 = CZ1,2X3.
A.2 Reducing the cost of unitary synthesis using
√
T gates
In this section we describe how to reduce the cost of approximate unitay synthesis using
√
T
states as mentioned in Section 3. We also make use of a trick to reduce the injection cost when
applying
√
T gates sequentially.
Applying a
√
T gate using magic state injection uses an extra T gate with probability one
half. Using the family of conversion protocols |√T 〉 + (5k + 12)|T 〉 → (2k + 1)|
√
T 〉 to create
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|CCZ〉
|α〉
Z
Z
Z
X
X
CZ
X
CZ
X
CZ
CCZ|α〉
Figure 8: Implementing CCZ using |CCZ〉.
|T 〉
|α〉
Z
S T |α〉
(a) Implementing T using |T 〉.
|√T 〉
|α〉
Z
T
√
T |α〉
(b) Implementing
√
T using |√T 〉 and |T 〉.
|CS〉
|α〉
Z
Z
X
X
FixCS FixCS CS|α〉
FixCS =
S†
X
S
=
X S
S†
(c) Implementing CS using |CS〉.
Figure 9: Gate injection circuits to apply some non-Clifford gates using resource ancilla states and Clifford
operations. Shaded boxes represent gates in the third level of the Clifford hierarchy, which if necessary
could in turn be implemented using a resource state and a Clifford circuit.
|√T 〉 states, applying one √T gate uses on average 3 + 1/(4k) T gates. In the worst case,
this method will use 3.5 + 1/(2k) T gates. We further reduce the number of T gates needed
to apply
√
TU
√
T . This situation is common when
√
T gates are used for the synthesis of
single qubit Z rotations by an arbitrary angle. The circuit shown in Figure 10 uses on average
three T gates per
√
T gate and 3.5 T gates in the worst case. In addition, applying
√
T gates
using the protocol in Figure 10 requires less ancillary qubits in comparison to using conversion
protocols |√T 〉+ (5k + 12)|T 〉 → (2k + 1)|
√
T 〉 for k > 1.
A significant application of the above is to reduce the overhead of circuit synthesis by
giving access to a larger gate set. We therefore take an aside here to explain the context
and describe how our results imply overhead reduction. Approximating the single qubit rota-
tion exp(iθ|1〉〈1|) to within 1-norm accuracy ε using Clifford and T gates requires less then
3 log2(1/ε)+O(log(log2(1/ε))) T gates [43] in the typical case and less then 4 log2(1/ε)+O(1)
in the worst case. Consider now expanding the gate set to Clifford, T ,
√
T and
√
T
3
gates.
If NT , N√T and N√T 3 denote the number of T ,
√
T and
√
T
3
gates used to approximate the
rotation, then the algorithm described in [36] finds gate sequences with the number of gates
satisfying:
2NT + 3
(
N√T +N√T 3
)
< 4 log2(1/ε) +O(1).
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|√T〉
√
T U
√
T
|√T〉
=
|+〉
|+〉
|√T〉
|0〉 X
Z
T
T
X |0〉
|√T〉
U
|√T〉
Z
T
Four T gates
√
T applied to top three qubits
√
T gate
Zero T gates
Figure 10: Application of
√
TU
√
T catalyzed by a |√T 〉 state. This uses six |T 〉 states on average, and
always uses at least five and at most seven |T 〉 states. The √T gate can be injected using the
∣∣∣√T〉 state
as in Figure 9b.
For this algorithm it was also empirically observed that NT ≈ N√T + N√T 3 . Assuming that
applying
√
T and
√
T
3
gates consumes α |T 〉 states, we see that using Clifford, T , √T and√
T
3
gates for rotation synthesis will use less than
1 + α
5 · 4 log2(1/ε) +O(1)
T gates. When the same algorithm uses only Clifford and T gate set it finds sequences with
the at most 4 log2(1/ε) +O(1) T gates. Therefore, we achieve break-even point with Clifford
and T synthesis when applying
√
T gate consumes four T gates. In the best protocol we find
so far three T gates are consumed for each
√
T gate applied on average and 3.5 T gates are
consumed in the worst case. This results in an average-case 20% reduction and worst case
10% reduction in the number of T gates used to synthesize single qubit rotation.
A.3 Explicit circuits for some common resource conversions
In this section we include a number of explicit constructions which provide conversion upper
bounds that appear in Table 1 and Table 2 in Section 3.
Z
= |0〉 S
Z
H Z
CZ
(a) CCZ gate using Toffoli* gate [32].
=
S†
=
|0〉
H
T †
T †
T
T |0〉
H
(b) The Toffoli* gate, which differs from the Toffoli gate (as defined in [44]), uses four |T 〉 states.
Figure 11: Known circuits for implementing CCZ gate using four T gates.
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|CCZ〉
H
√
X Z Z
H
|CS1,2CS1,3〉
(a) Conversion |CCZ〉 ↔ |CS1,2CS2,3〉
|CCZ〉
√
X
|CCZ CS2,3〉
(b) Conversion |CCZ〉 ↔ |CCZ CS2,3〉
Figure 12: Two way conversion of resource states from [30]. These circuits are useful subroutines for some
of our results.
|CCZ〉
H
√
X Z Z
H
|CS1,2CS1,3〉
Z
S† |CS〉
(a) Conversion |CCZ〉 → |CS〉.
|CS〉
|+〉 S† Z
|CCZ CS2,3〉
√
X
†
|CCZ〉
(b) Conversion 2|CS〉 → |CCZ〉.
Figure 13: Conversion between |CCZ〉 and |CS〉.
3 |+〉
2 |+〉
1 |+〉
4 |+〉
5 |+〉
|CCZ123,145〉
Z
CZ
|CCZ〉
|+〉
Figure 14: Conversion between |CCZ〉 and |CCZ123,145〉.
|+〉
...
|+〉
|+〉
Cn+1Z
Y
CnZ |CnS〉
Figure 15: Conversion from
∣∣Cn+1Z〉 to ∣∣Cn−1S〉 or ∣∣Cn−1S†〉 with probability one half. See Proposi-
tion A.4 for the correctness proof.
Proposition A.3. Let U be a diagonal n-qubit unitary, and let CU be a controlled version
of U , then measuring the fist qubit of the state |CU〉 = CU |+〉⊗(n+1) in Z basis sets the rest
of the qubits into the state |U〉 with probability one half and into the state |+〉⊗n otherwise.
In particular, this implies the following conversion protocols:
• |CnZ〉 → 12 |Cn−1Z〉 → . . .→ 12n−2 |CCZ〉
• |CnS〉 → 12 |Cn−1S〉 → . . .→ 12n−1 |CS〉
Proof. Note that projectors (I ±Z)/2 commute with CU and therefore applying Z measure-
ment to the first qubit is the same as measuring Z on the first qubit of |+〉⊗(n+1) and then
applying CU to |0〉 ⊗ |+〉⊗n or |1〉 ⊗ |+〉⊗n depending on the measurement outcome. We get
|0〉 or |1〉 on the first qubit with probability one half and therefore we get |U〉 or |+〉⊗n on the
rest of the qubits with probability one half.
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Proposition A.4. For n ≥ 0, the probability of measuring the eigenvalue m = ±1 of Y on
the first qubit of
∣∣Cn+1Z〉 is 1/2. After the measurement, the state of the rest of the qubits is
|CnSm〉.
Proof. Let us first show that the probability of measurement outcome is 1/2. Let us write∣∣∣Cn+1Z〉 = |0〉 ⊗ |+〉⊗n/√2 + |1〉 ⊗ |CnZ〉⊗n/√2
The probability of measuring +1 eigenvalue of Y is:〈
Cn+1Z
∣∣∣I+Y ∣∣∣Cn+1Z〉/2 = 〈0|I+Y |0〉/4+ 〈0|I+Y |0〉/4+α〈0|I+Y |1〉/4+α∗〈1|I+Y |0〉/4,
where α = 〈+|⊗n|CnZ〉. The probability is half because α is a real number and 〈0|I +Y |1〉 =
−〈1|I + Y |0〉.
We prove the second part of the proposition by induction on n. When n = 0, and the
measurement outcome is +1, the second qubit will be in the state
I + Y1√
2
|CZ〉 = |i〉 ⊗
(
|+〉/√2− iZ|+〉√2
)
= e−ipi/4|i〉 ⊗ |S〉,
where |i〉 = (1, i)/√2. Suppose we now we have shown that
I + Y1√
2
|CnZ〉 = e−ipi/4|i〉 ⊗
∣∣∣Cn−2S〉
Let us now observe that
I + Y1√
2
∣∣∣Cn+1Z〉 = I + Y1√
2
|+〉⊗n ⊗ |0〉+ I + Y1√
2
|CnZ〉 ⊗ |1〉
By induction hypothesis and the fact that (I + I)/
√
2|+〉 = e−ipi/4|i〉 it follows that:
I + Y1√
2
∣∣∣Cn+1Z〉 = e−ipi/4|i〉 ⊗ (|+〉⊗n−1 ⊗ |0〉+ ∣∣∣Cn−1S〉|1〉) = e−ipi/4|i〉 ⊗ |CnS〉
By applying element-wise complex conjugation to all the equations above we get the proof
for the −1 outcome of the measurement, because Y ∗ = −Y .
A.4 Extent values
Here in Table 4 we list the extent values for some common resource states, which are used
to produce some of the bounds in Table 1 and Table 2 in Section 3.3. To rigorously find the
exact value of the extent one can perform the following steps:
1. Find approximate numerical solutions to the primal and dual linear programs (that is a
decomposition into a linear combination of stabilizer states and a witness state).
2. Guess exact expressions close to the approximate solutions (or use algebraic number
reconstruction tools to find them).
3. Plug the (guessed) exact solutions into the linear program and see that min/max for
primal/dual problem are equal thereby confirming they are the true solutions.
Note that we did not perform the rigorous extent calculation for some of the multi-qubit
states in Table 4. Instead, we computed extent value up to eight digits of precision and
reconstructed the exact expression that matches found approximation.
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|ψ〉 ξ(|ψ〉)∣∣∣√T〉 2−√2 + 1/√2 +√2
|T 〉 42+√2
|CS〉 85
|CCS〉 4120∣∣C3S〉 98 + 1√2
|CCZ〉 169
|ψ〉 ξ(|ψ〉)∣∣C3Z〉 94∣∣C4Z〉 98 + 1√2
|CCZ123,145〉 2
|W3〉 169
|W4〉 6429
|W5〉 6425
Table 4: Exact expressions for the extent of the states used in Table 1 and Table 2. All values are accurate to
within eight digits of precision. Note that
∣∣C4Z〉 and ∣∣C3S〉 have the same extent but they are not Clifford-
equivalent; measuring
∣∣C4Z〉 on the last qubit in the Y basis produces ∣∣C3S〉 or ∣∣C3S†〉 (Proposition A.4),
but conversion in the reverse direction is ruled out by the stabilizer nullity.
A.5 Further details on phase polynomial protocols
Here we provide the proofs for Theorem 3.1 and Lemma A.5 in Section 3.1.
Theorem 3.1. Let |U〉 = U |+〉⊗n be an n-qubit magic state for a diagonal unitary U from the
3rd level of the Clifford hierarchy, and let τ(U) be the minimum number of T gates needed to
implement U using the gate set {CNOT, S, T}. The following resource conversion is possible
|U〉 |T 〉
⊗τ(U)−ν(|U〉)
==========⇒ |T 〉⊗2ν(|U〉)−τ(U). (3)
In this theorem, we follow the conversion notation of Definition 2.9 and use ν that was
defined earlier as the stabilizer nullity (recall Definition 2.2).
Proof. The proof of the theorem uses the phase polynomial formalism, which we quickly
review here and the reader can learn more about in Refs. [1, 11, 29].
For any diagonal unitary in the 3rd level of the Clifford hierarchy we have
Uf =
∑
x
exp(if(x)pi/4)|x〉〈x|, (19)
where f : Zn2 → Z8 is a cubic form. That is, f can be decomposed as the phase polynomial
f(x) =
∑
ak 6=0
akλk(x) (mod 8), (20)
where ak ∈ Z8 and each λk is a Z2 linear function. That is, each λk has the form
λk(x) = (P1,kx1)⊕ (P2,kx2) . . . (Pn,kxn) (mod 2), (21)
where Pj,k are binary. Therefore, the function can be described by a binary matrix P and
vector a. We only define columns of P for nonzero ak, so it has a number of columns equal
to the number of terms in f .
For a function with a single term f(x) = akλk(x), an easily verified circuit decomposition
is
Uλk =
∑
x
exp(iλk(x)pi/4)|x〉〈x| = V †CNOT (λk)T
ak
1 VCNOT (λk) (22)
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where T1 is a T gate acting on qubit 1 and VCNOT (λk) is a cascade of CNOT gates such that
VCNOT (λk)|x〉 = VCNOT (λk)|x1, x2, . . . xn〉 = |λk(x), x2, . . . xn〉. (23)
We note that if ak is even then T ak1 = S
ak/2
1 is a Clifford and the whole circuit is Clifford.
Whereas if ak is odd then T ak1 = T1S
(ak−1)/2
1 and only a single T gate is used. For a phase
polynomial f with many terms we have
Uf =
∏
k
Uλk (24)
and so the T -count for the associated circuit is equal to the number of odd valued ak. If all
values are even, then the unitary is Clifford.
We use this insight to split the unitary Uf into a Clifford and non-Clifford part. For each
ak coefficient, we define bk ∈ Z4 and ck ∈ Z2 such that ak = 2bk + ck. Notice that ck = 1 if
and only if ak is odd valued. Then we have that f = g + 2h where g and h are the functions
g(x) =
∑
ck 6=0
ckλk(x) (mod 8), (25)
h(x) =
∑
bk 6=0
bkλk(x) (mod 8). (26)
We see that Uf = Ug+2h = UgU2h where U2h is a Clifford unitary. The non-Clifford part is Ug
and all the terms have odd valued co-coefficients, so the number of terms in g gives an upper
bound on τ(Ug) as discussed earlier. It follows that if the function g has m (odd-valued)
terms then the state can be prepared using m many T gates or states. For any given unitary
Ug there is an equivalence class of different functions g that all result in the same unitary
but with different numbers of terms. Herein we assume that g is the optimal representative
with the fewest number of terms, which we denote τ(Ug). Design of compilers for finding
this optimal function is an ongoing research area with several useful heuristics [1, 11, 29].
Furthermore, there is a binary matrix P description of g (as defined above) with a number of
columns also equal to τ(Ug). A trivial, but relevant, example is U = T⊗n for which P = 1 n
and τ(T⊗n) = n.
The next important step is that given a unitary Ug we may also be able to remove terms
from g by applying inverse T gates. More generally, given two such unitaries Ug and Ug′ with
phase polynomials g and g′, we have that Ug′ = UgU∆ where ∆ = g − g′. Therefore,∣∣Ug′〉 = U∆|Ug〉, (27)
and
|T 〉⊗τ(U∆)∣∣Ug′〉→ |Ug〉. (28)
The number of T states needed is equal to τ(U∆), which in turn is equal to the number of
terms where g and g′ differ.
Given any P we can always bring it into row-reduced echelon form using a CNOT circuit,
by virtue of the arguments presented in Sec. III of Ref. [30]. Then
P =
(
1 r A
0 0
)
, (29)
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where 1 r is an identity matrix of size equal to r := rank(P ). If P is full rank the additional
0 padding is not present. Note that if P has any 0 rows then the unitary acts trivially on
the corresponding qubits leaving them in the |+〉 state and so r ≥ µ(U). Using our earlier
argument, we can always remove from P the columns corresponding to the matrix A using a
number of T states equal to the number of columns in A. Since A has τ(Ug)− r columns, this
requires the same quantity of T states. The resulting Ug′ has P ′ = 1 r (with possibly some 0
row padding) which corresponds to r copies of T states. Therefore, we can perform
|Ug〉|T 〉⊗(τ(Ug)−r) → |T 〉⊗r. (30)
If r = µ(Ug) then we have the result of the theorem. If r > µ(Ug) then we actually have a
stronger result and the statement of the theorem still follows.
The interesting cases of Theorem 3.1 are those where |U〉 → |T 〉⊗r is forbidden by virtue
of the ring argument as presented in Theorem 2.8. We make the following observation
Claim 1. Let U be a diagonal unitary from the 3rd level of the Clifford hierarchy with phase
polynomial matrix P . If all rows of P have even Hamming weight then U |+〉⊗n 9 |T 〉.
To see this, note that every diagonal unitary from the 3rd level of the Clifford hierarchy
is (up to Cliffords) a product of T , CS and CCZ gates [11]. In the special case that U has
phase polynomial matrix with even rows, then the unitary is a product of CS and CCZ gates
(see App.D of Ref. [30]). Such a unitary has elements in the ring Q(i) and so U |+〉⊗n 9 |T 〉
follows (as discussed in Section 2.3). Though this transform is impossible without a catalyst,
Theorem 3.1 gives a recipe for designing catalytic protocols and we next discuss some concrete
examples.
For any n ≥ 2, we define Wn as the unitary with phase polynomial matrix
Pn = (1 n, 1) =

1 0 0 1
0 1 0 1
. . . 0 1
0 0 0 1 1
 , (31)
which is the identity matrix padded with an all-one column. More explicitly, we have Wn
Wn =
∑
x
exp(ipig(x)/4)|x〉〈x|, (32)
with
g(x) = (⊕ni=1xi) +
n∑
i=1
xi, (33)
where the ⊕ sum is performed modulo 2.
With the machinery of phase polynomials and P matrices established, it is now straight-
forward to prove Lemma A.5,
Lemma A.5. τ(Wn) = n+ 1.
Proof. Since P has a width of n + 1 columns, we have τ(Wn) ≤ n + 1. The only full rank
phase polynomial matrices that are square give a unitary that is Clifford equivalent to T⊗n,
since this is not the case we conclude τ(Wn) = n+ 1.
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Notice that every row of Pn is even weight and so by Claim 1 we know |Wn〉9 |T 〉. Since
P is a full rank matrix, we have µ(|Wn〉) = n. Therefore, 2µ(|U〉) − τ(U) = n − 1 and by
Theorem 3.1 we conclude that
|Wn〉 =⇒ |T 〉⊗n−1. (34)
These are the most illuminating examples that one can obtain from Theorem 3.1 because
assuming U 6= T⊗n we know τ(U) > µ(U) and then τ(U) = µ(U) + 1 leads to the best
possible catalysis protocols.
At first glance, the Wn unitaries may look unfamiliar. However, W2 has the same non-
Clifford part as CS and so they are equivalent up to Cliffords. The W2 example is also
equivalent to the catalysis protocol first observed by Campbell [8]. For W3, we have that the
state |W3〉 is Clifford equivalent to |CCZ〉 and so |CCZ〉 =⇒ |T 〉⊗2, which is the catalysis
protocol observed by Gidney and Fowler [23]. The Clifford equivalence of |W3〉 and |CCZ〉
may be not obvious and so we comment further on this. We have that CNOT3,2W3CNOT3,2
has the same phase polynomial matrix as V = CCZ1,2,3CS2,3. Furthermore, Cody Jones [32]
showed that V can be used to synthesize CCZ, which establishes the equivalence.
A.6 Lower bound reduction from the modular adder to the multiply-controlled Z state
Here we reproduce the argument from [21] that the modular adder which acts on a pair of
n-qubit registers can be used to produce the n-controlled Z state |CnZ〉.
The argument proceeds in two steps. First we show that the controlled modular increment
circuit CIncn can be used to produce a |CnZ〉 state using Clifford operations. Second, we
show that the controlled modular increment circuit can be implemented using the modular
adder. The controlled modular increment circuit Incn acts as follows on computational basis
states
CIncn : |j〉|a+ j〉 7→ |j〉|a+ j mod 2n〉, (35)
where j = 0, 1 and a = 0, 1, . . . 2n − 1 is stored using binary on an n-qubit state. One can
implement the controlled modular increment circuit as show in Figure 16(b).
Consider applying CIncn to the state |+〉⊗n|0〉. Since the target of all the controlled gates
is the X gate, those which have a target qubit in the state |+〉 (an eigenstate of X) have no
action and can be removed from the circuit so that only the last n-controlled not gate remains.
The resulting state is clearly Clifford-equivalent to |CnZ〉 as shown in Figure 16(c).
We have seen that if one can implement CIncn, it is possible to produce the state |CnZ〉
by applying it to a stabilizer state and using Clifford gates. Now note that one can implement
CIncn with the modular adder in Figure 16(d) by using the last qubit of the first input of the
adder as the control and setting the other qubits of the first input to |0〉.
A.7 Canonical form for post-selected stabilizer computations
The goal of this section is to establish the canonical form for post-selected stabilizer compu-
tations described in Theorem 5.3.
First we show we can assume both the input and output states of Theorem 5.3 have
trivial stabilizer, i.e. defined on a number of qubits equal to their nullity, due to the following
proposition:
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(a)
a1
a2
...
an−1
an
Incn−1
= Incn
...
(b)
a1
a2
a3
a4
...
an
an+1
CIncn = ...
(c)
|+〉
|+〉
|+〉
|+〉
...
|+〉
|0〉
X
X
X
X
H
...
|CnZ〉
(d)
0
0
an
b1
b2
bn
Adder
0 . . . 0 an
an + b mod 2
n
Figure 16: (a) An inductive argument shows that the modular increment circuit Incn is built from a sequence
of multiply-controlled not gates (where the control is activated on the |0〉 state of the control qubits rather
than the |1〉 state). (b) The controlled modular increment circuit CIncn is then implemented by including
an additional control for each gate on the additional qubit which controls whether or not Incn is applied.
(c) When applied to the state |+〉⊗n|0〉, all but the last of the gates in the circuit for CIncn annihilate,
and the resulting state is Clifford-equivalent to |CnZ〉. (d) One can implement CIncn with the modular
adder by using the last qubit of the first input of the adder as the control and setting the other qubits of
the first input to |0〉.
Proposition A.6. Let |φ〉 be an m-qubit state and let |Stab(|φ〉)| = 2r for r > 0, then there
exist a Clifford unitary C such that |φ〉 = C(|0〉r ⊗ |φ′〉) where |ψ′〉 has a trivial stabilizer.
Proof. Recall that for any commutative sub-group G of the Pauli group that does not contain
−I there exist a Clifford C such that CGC† = 〈Z1, . . . , Zm〉 [15]. Choosing G = Stab(|φ〉) lets
us find the required Clifford, because Stab(C|φ〉) = C Stab(|φ〉)C†.
Given this, Theorem 5.3 is inferred from the following theorem (identical to Theorem 5.3
but in which the input and output states have trivial stabilizer) which we prove in the remain-
der of this section:
Theorem A.7. Consider a post-selected stabilizer circuit with n-qubit input state |ψin〉 and
m-qubit output state |ψout〉, where m ≤ n and where n = ν(|ψin〉) and m = ν(|ψout〉). Then
there exists a set of k = n − m independent commuting Pauli operators P1, . . . , Pk and a
Clifford unitary C such that
|ψout〉 ⊗ |S〉 ∝ CMP1 . . .MPk |ψin〉,
where |S〉 is a stabilizer state and where MP is the projector on the +1 eigenspace of P .
Note that if m = n, the states |ψin〉 and |ψout〉 can be obtained from one another by
applying a Clifford unitary. An interesting feature of Theorem A.7 is that if we wish to
enumerate all possible stabilizer circuits that can act on a particular input state, we need only
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to consider Pauli measurements that commute with each other. The following proposition
gives some intuition for why this is the case.
Proposition A.8. Let |ψ〉 be an n-qubit state and let P be a n-qubit Pauli operator such
that there exists Q ∈ Stab(|ψ〉) that anti-commutes with P . Then the measurement of P
is equivalent to randomly applying the Clifford unitaries (I + PQ)/
√
2 or (I − PQ)/√2 with
equal probability.
Proof. First check that measuring P gives outcome +1 or −1 with probability 1/2. Indeed
the probability of measuring +1 is 〈ψ|(I + P )|ψ〉/2 and it is equal to:
〈ψ|Q(I + P )Q|ψ〉/2 = 〈ψ|(I +QPQ)|ψ〉/2 = 〈ψ|(I − P )|ψ〉/2
Therefore the probability of measuring +1 and −1 is the same and their sum is one. Therefore
the probability of each measurement outcome in 1/2. This means what in case of +1 out-
come the state becomes (I + P )|ψ〉/√2 which is equal to (I + PQ)|ψ〉/√2 which is a Clifford
unitary. Similarly in case of −1 outcome we have applied (I − PQ)|ψ〉/√2.
The next step towards the proof of Theorem A.7 is to rewrite an arbitrary quantum circuit
consisting of Clifford unitaries and post-selected Pauli measurements into a canonical form.
This is the subject of the next lemma:
Lemma A.9. Let |ψout〉 be a non-zero n-qubit state that can be obtained from an n-qubit
state |ψin〉 using Clifford unitaries and post-selected Pauli measurements. Then there exists a
Clifford unitary C and a commutative sub-group G of the Pauli group that does not contain
−I with generators P1, . . . , Pm such that:
• |ψout〉 ∝ CMPm . . .MP1 |ψin〉,
• the group generated by G and Stab(|ψin〉) is a commutative sub-group of n-qubit Pauli
group and does not contain −I,
• none of the Pk’s are in Stab(|ψin〉).
Proof. We write the circuit of Clifford unitaries and post-selected Pauli measurements as:
|ψout〉 ∝ Cm′+1MP ′
m′
Cm′MP ′
m′−1
Cm′−2 . . . C2MP ′1C1|ψin〉,
where P ′k are n-qubit hermitian Pauli operators and Ck are n-qubit Clifford unitaries. Next
we observe that the projector MP = (I +P )/2 transforms into another Pauli projector under
conjugation by a Clifford unitary: C†MPC = MC†PC = MP ′ where P ′ is an n-qubit hermitian
Pauli operator because Clifford unitaries map Pauli matrices to Pauli matrices. By repeatedly
applying this observation we can push each Clifford unitary to the end of computation and
therefore:
|ψout〉 = C ′MP ′′mMP ′′m−1 . . .MP ′′1 |ψin〉,
where each P ′′k is an n-qubit hermitian Pauli operator and C ′ is an n-qubit Clifford unitary.
Next we describe how to construct P1, . . . , Pm out of P ′′1 , . . . , P ′′m′ . Suppose P ′′1 anti-
commutes with some Q from Stab(|ψin〉). In this case we can replace MP ′′1 with the Clifford
unitary (I + P ′′1 Q)/
√
2 as shown in Proposition A.8. Then we pull this Clifford unitary
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through the following measurements and absorb it into the Clifford gate applied at the end.
If P ′′1 commutes with Stab(|ψin〉), there are several cases we need to consider. If P ′′1 is in
Stab(|ψin〉) than MP ′′1 can be removed from the canonical form, if −P ′′1 is in Stab(|ψin〉) then|ψout〉 is the zero state. The remaining case is that P ′′1 commutes with Stab(|ψin〉) but does
not belong to it. In this case we set P1 to be P ′′1 . We have ensured that P1 and Stab(|ψin〉)
generate commutative sub-group of a Pauli group that does not contain −I and that P1 is
not in Stab(|ψin〉). We repeat the described procedure for P ′′2 , . . . , P ′′m′ and get the required
result.
Lemma A.9 implies that if the state |ψin〉 can be transformed into the state |ψout〉 by
post-selected stabilizer operations, then for some m, m′ and n:
|0〉⊗m′ ⊗ |ψout〉 ∝ CMP1 . . .MPn |0〉⊗m ⊗ |ψin〉.
To prove Theorem A.7 it remains to get rid of the ancillary qubits on the right side of this
equation. The following result is a key to this.
Lemma A.10. Let |φ〉 and |ψ〉 be two states such that for a Clifford unitary C and n > 0:
|0〉⊗n ⊗ |ψ〉 = C(|0〉⊗n ⊗ |φ〉), (36)
then there exists a Clifford unitary C0 such that |ψ〉 = C0|φ〉.
We postpone the proof of Lemma A.10 and first complete the proof Theorem A.7 using
Lemma A.10.7
Proof of Theorem A.7. Using Lemma A.9 we conclude that there exist a Clifford unitary C
and commuting Pauli operators P1, . . . , Ps such that:
|0〉⊗m′ ⊗ |ψout〉 ∝ C ′MPs . . .MP1 |0〉⊗m ⊗ |ψin〉. (37)
Next we show that operators Pk can be replaced with operators Qk supported only on the last
n−m qubits. Indeed, each of operators Pk must commute with the stabilizer of |0〉⊗m⊗|ψin〉
which consists of all possible operators Za1 ⊗ . . .⊗ Zam ⊗ I2n−m for aj ∈ {0, 1}. This implies
that each Pk can be written as a tensor product
Zak,1 ⊗ . . .⊗ Zak,m ⊗Qk, for some ak,j ∈ {0, 1}
For this reason, applying MPk to a state |0〉⊗m ⊗ |ψ〉 is equivalent to applying I2m ⊗MQk .
Let G be a group generated by Q1, . . . , Qs. We rewrite Equation (37) as:
|0〉⊗m′ ⊗ |ψout〉 = C ′
(|0〉⊗m ⊗ (MQs . . .MQ1 |ψin〉))
We remove first m qubits initialized to |0〉 from the equation above by using Lemma A.10.
Note that after measuring Q1, . . . , Qs on |ψin〉 the stabilizer of the result can be strictly
bigger then the group generated by Q1, . . . , Qs. We can just add remaining generators to the
list of Q1, . . . , Qs to make sure that there are m − m′ of them. If m − m′ is zero, then s
must be zero and input and output states must be Clifford equivalent. This completes the
proof.
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A.7.1 Decoupling stabilizer states
Here we prove Lemma A.10. It relies on several simpler results, which we separate into
propositions and lemmas after the main proof of Lemma A.10.
Proof of Lemma A.10. Note that it is sufficient to consider the case when |φ〉 and |ψ〉 have
a trivial stabilizer. Our proof strategy consists of two steps. First we show that in the
Equation (36) we can replace unitary C with a Clifford unitary Cn such that Cn commutes
with Pauli matrices Zk for k from 1 to n. Second we show that the commutation of Cn and
Z1 implies that
Cn = |0〉〈0| ⊗ Cn−1 + |1〉〈1|C ′n−1, where Cn−1 is a Clifford. (38)
This implies that |ψ〉⊗|0〉n−1 and |φ〉⊗|0〉n−1 are Clifford equivalent. Proceeding by induction
completes the proof.
Let us now construct a Clifford Cn with required properties. Consider Pauli matrices
Pa = Za(1)1 ⊗ . . .⊗Za(n)n where each a(j) is either zero or one. These are exactly the matrices
that stabilize |0〉⊗n. For each a, there exist b such that CPaC† = Pb because the stabilizer
of |0〉n ⊗ |ψ〉 and |0〉n ⊗ |φ〉 is exactly the set {Pa : a ∈ {0, 1}n}. There exist a Clifford D
composed only of CNOT gates acting on the first n qubits such that DCPaC†D† = Pa.
Defining Cn = DC ensures that Cn commutes with Pauli Zk. Because D is composed only of
CNOT gates acting on first n qubits |0〉n⊗|ψ〉 = D|0〉n⊗|ψ〉. This shows that Equation (36)
holds with C replaced by Cn.
Now let us show that Cn is of the form given by Equation (38). Note that Cn commutes
with Pauli Z on the first qubit, therefore by Proposition A.11 unitary Cn can be written
as |0〉〈0| ⊗ Cn−1 + |1〉〈1| ⊗ C ′n−1. To show that Cn−1 must be a Clifford unitary we rely on
Lemma A.13. Indeed, for any positive d, Cn−1 ⊗ Id maps stabilizer states to stabilizer states
because Cn ⊗ Id is a Clifford that maps stabilizer states of the from |0〉 ⊗ |α〉 to stabilizer
states of the form |0〉 ⊗ |β〉.
The following proposition is a well-known result from the linear algebra and we provide
the proof for completeness.
Proposition A.11. Let U be a unitary that commutes with a Pauli Z matrix on the first
qubit then U = |0〉〈0| ⊗ U00 + |1〉〈1| ⊗ U11.
Proof. Note that the fact that U commutes with Z1 implies that U commutes with matrix
M = λ0|0〉〈0| ⊗ I + λ1|1〉〈1| ⊗ I for arbitrary complex numbers λ0, λ1. Let us write U =∑
a,b∈{0,1}|a〉〈b| ⊗ Uab. Next expand MU and UM as:
MU = λ0|0〉〈0| ⊗ U00 + λ0|0〉〈1| ⊗ U01 + λ1|1〉〈0| ⊗ U10 + λ1|1〉〈1| ⊗ U11
UM = λ0|0〉〈0| ⊗ U00 + λ0|1〉〈0| ⊗ U10 + λ1|0〉〈1| ⊗ U01 + λ1|1〉〈1| ⊗ U11
We see that equality UM = MU is only possible when U01 and U10 are both zero.
The next proposition if a convenient characterization of Pauli matrices that we use to
establish a necessary condition for a unitary to be a Clifford later in this section.
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Proposition A.12. Let M be an n-qubit matrix such that Tr
(
MM †
)
= 2n and for every
Pauli matrix P from {I,X, Y, Z}⊗n the trace Tr(MP ) is either 0 or ±2n, then M or −M is
a Pauli matrix.
Proof. Recall that the set Pn = {I,X, Y, Z}⊗n is an orthogonal basis in the vector space
of n-qubit matrices with respect to inner product 〈A,B〉 = Tr
(
AB†
)
. Matrix M can be
represented as a sum ∑P∈Pn P 〈M,P 〉/〈P, P 〉. In particular the square norm of M is 2n =
〈M,M〉 = ∑P∈Pn |〈P,M〉|2/〈P, P 〉. The equality is only possible when there is exactly one
Pauli matrix P such that 〈P,M〉 = ±2n.
It is well-known that Clifford unitaries map stabilizer states to stabilizer states. One can
show that this is also a necessary condition for unitary to be a Clifford. Here we prove a
slightly weaker result.
Lemma A.13. Let U be an n qubit unitary such that unitary U ⊗ In maps stabilizer states
to stabilizer states then U is a Clifford unitary.
Proof. We will exploit the fact that the Choi state of U must be a stabilizer state. Recall
that the Choi state of unitary U is the result of applying U ⊗ In to n Bell states. Bell state
(|00〉+ |11〉)/√2 is stabilized by X ⊗X and Z ⊗ Z and its density matrix is proportional to∑
P∈{I,X,Y,Z} P⊗P . The density matrix of n Bell states is proportional to
∑
P∈{I,X,Y,Z}⊗n P⊗
P . The density matrix of the Choi state of U is equal to:
ρ = 122n
∑
P∈{I,X,Y,Z}⊗n
UPU † ⊗ P
Let us now fix P and show that M = UPU † is a Pauli matrix by using Proposition A.12.
First note that Tr
(
MM †
)
= 2n. Next observe that for arbitrary Pauli matrix Q the Tr(MQ)
must be either 0 or 2n. Note that Tr(ρ(Q⊗ P )) = 2−nTr(MQ). On the other hand, because
ρ is a density matrix of a stabilizer state, value Tr(ρ(Q⊗ P )) can only be 0, 1,−1.
A.8 Conversion protocols for dyadic rational powers of T gate
In this section we look at the creation of many copies of states |pij/2d〉 which include |T 〉,
|√T 〉 when j = 1, d = 3, 4. We show that in the limit of creating many copies of the same
state less than one CCZ gate is required per state. We start with generalizations of some of
the results discussed in Section 3.2 in context of producing |√T 〉 states.
Proposition A.14. Let θ be a real number and let k be a positive integer. The parallel
application of 2k + 1 unitaries exp(iθ|1〉〈1|) can be achieved by stabilizer operations with
measurements that have probability 50%, one unitary exp(iθ|1〉〈1|), k CCZ gates and the
parallel application of k unitaries exp(i2θ|1〉〈1|).
Proof. We proof the proposition by induction on k. Let us start with the base case k = 1.
Using a circuit similar to Figure 6a we can apply three unitaries exp(iθ|1〉〈1|) in parallel by
using one ancilla, one CCZ gate, one unitary exp(i2θ|1〉〈1|) and one unitary exp(iθ|1〉〈1|).
Suppose now that we have established the proposition for k = j. Let us prove the result for
k = j + 1. We need to apply 2j + 3 unitaries exp(iθ|1〉〈1|) in parallel. We apply first three
51
of them using a circuit similar to Figure 6a. The circuit will use one exp(i2θ|1〉〈1|) gate,
one ancilla, one CCZ gate and one exp(iθ|1〉〈1|) gate. We notice that remaining 2j unitaries
exp(iθ|1〉〈1|) can be applied in parallel with the newly introduced one. A special case of the
induction step is shown on Figure 7. Using the induction hypothesis we see that in total we
will need j+1 ancillary qubits, j+1 CCZ gates, j+1 unitaries exp(i2θ|1〉〈1|) and one unitary
exp(iθ|1〉〈1|). This completes the proof.
Next we apply above proposition to obtain a protocol that uses catalysis to apply rotations
R(θ) = exp(iθ|1〉〈1|) by angle θ = pij/2d for positive integer d ≥ 3 and odd integer j.
Proposition A.15. Let k, d be positive integers and let j be an odd integer. The parallel ap-
plication of 2k unitaries R(pij/2d) can be achieved by stabilizer operations with measurements
that have probability 50%, using resource state |pij/2d〉 as a catalyst, k CCZ gates and the
parallel application of k + 1 unitaries R(pij/2d−1).
Proof. To apply the required unitary transformation we use the protocol described in Propo-
sition A.14 with the last input set to |+〉 state. This will ensure that we apply 2k unitaries
R(pij/2d) in parallel and produce one resource state |pij/2d〉. To apply one gate R(pij/2d)
needed by protocol from Proposition A.14 we use resource state injection protocol. The
protocol consumes one state |pij/2d〉 and with probability 50% requires one application of
R(pij/2d−1). The gate R(pij/2d−1) used in the injection protocol can be applied in parallel
with the rest of R(pij/2d−1) applied as a part of protocol from Proposition A.14. Therefore in
total we will need to apply at most k + 1 unitaries R(pij/2d−1) in parallel. We use the same
number of CCZ gates as in Proposition A.14 which is equal to k.
In Section 3.2 we presented a special case of the above proposition for j = 1 and d = 4.
Next we apply above proposition recursively to obtain a family of conversion protocols for
resource states |pij/2d〉 that use states |pij/2d〉, . . . , ∣∣pij/22〉 as catalysts together with CCZ
gates.
Theorem A.16. Let k, d ≥ 1 be positive integers and let j be an odd integer and let ad,k =
2d−1(k−1)+2. Then ad,k gates exp(piij/2d|1〉〈1|) can be executed in parallel by using stabilizer
operations with measurements that have probability 50%, bd,k = (2d−1−1)(k − 1)+d−1 copies
of |CCZ〉 state and using one copy of each of the states |pij/2d〉, |pij/2d−1〉, . . . , |pij/22〉 as a
catalyst. Asymptotically, the state |pij/2d〉 is produced using 1− 1/2d−1 |CCZ〉 states.
Proof. We prove the theorem by induction on d. The base case d = 1 is true because R(pij/2)
are Clifford gates and require zero CCZ gates to be applied. Suppose now that we have shown
the result for d = d′ and let us prove the theorem for d = d′ + 1. We need to apply ad′+1,k
gates R(j/2d′+1). According to Proposition A.15 we achieve this using ad′+1,k/2 CCZ gates,
one resource state |pij/2d′+1〉 used as a catalyst, and the parallel application of ad′+1,k/2 + 1
unitaries R(pij/2d′). We observe that ad′+1,k/2+1 = ad′,k. Therefore, by induction hypothesis,
the parallel application of unitaries R(pij/2d′) can be achieved using the resources described
in the statement of the theorem. The total number of CCZ gates applied is bd′,k + ad′+1,k/2
which is equal to bd′+1,k as required. We also added state |pij/2d′+1〉 to the list of the catalysts
used in the protocol. Finally we note that limk→∞ bd,k/ad,k = 1− 2−(d−1).
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A.9 Overview of some definitions and results from Number Theory
The goal of this appendix is to review the results from algebraic number theory needed to
define and calculate function v2 used in Section 6. We aim for a pedagogical and as self-
contained as possible exposition of the needed results. The readers with a solid knowledge of
algebraic number theory should proceed to Remark A.25.
A.9.1 Definition of v2 and additivity
Recall that we have defined v2 in the beginning of Section 6.1 for rational numbers as following.
If q is a non-zero rational number then v2(q) is equal to the power of 2 in the factorization of
q into prime numbers. If q is zero, then v2(q) = +∞. We need to extend v2 to the real subset
of the following family of sets:
Rd = Z
[
exp(ipi/2d), 1/2
]
=
 12k
2d−1∑
j=0
aj exp(ipij/2d) : where aj , k are integers
.
and show that v2 has the following two properties:
• additivity, that is v2(x · y) = v2(x) + v2(y),
• v2(x+ y) ≥ min(v2(x), v2(y)).
We also need to calculate values v2
(
cos(pik/2d)
)
, v2
(
sin(pik/2d)
)
for integers k, d.
We will define v2 on a larger family of sets that includes Rd and its real subsets
Q(exp(ipi/2d)) =

2d−1∑
j=0
aj exp(ipij/2d) : where aj are rational numbers

and shown that it has the required properties. Observe that sets Q(exp(ipi/2d)) are closed
under addition and multiplication similarly to sets Rd, so v2(x · y) and v2(x + y) are well-
defined.
Our strategy for extending v2 is the following. Later in this section we will define family
of functions Nd on sets Q(exp(ipi/2d)) with four properties:
• value of Nd is always rational,
• Nd is multiplicative, that is Nd(x · y) = Nd(x) ·Nd(y),
• N0 is trivial, that is N0(x) = x,
• Nd(x)2 = Nd+1(x).
Using functions Nd and the definition of v2 on the set of rational numbers we extend v2 to the
family of sets Q(exp(ipi/2d)) as:
v2(x) = v2(Nd(x))/2d (39)
Above mentioned properties of Nd make sure that v2 is additive and well-defined. We see
that the additive property of v2 follows immediately from the multiplicative property of Nd.
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The definition of v2 on rational number does not change because N0(x) = x. Finally, the
definition of v2 is consistent. Function v2 is defined on the family of nested sets:
Q ⊂ Q(i) ⊂ Q(exp(ipi/22)) ⊂ . . . ⊂ Q(exp(ipi/2d)) ⊂ Q(exp(ipi/2d+1)) ⊂ . . . .
If x belongs to set Q(exp(ipi/2d)), then x also belongs to all the sets Q(exp(ipi/2d+k)) for all
integer k. For v2 to be defined consistently, v2(Nd(x))/2d must be equal to v2(Nd+k(x))/2d+k.
This follows, from property Nd(x)2 = Nd+1(x) and the fact that for rational q value v2(qn) =
nv2(q).
The rest of this section is dedicated to defining function Nd known as norm functions of
Q(exp(ipi/2d)) and establishing their four required properties. Let us start with Q(i) and N1.
The following three properties of complex conjugation are useful for our purpose:
• if a+ bi is in Q(i), then (a+ bi)∗ is in Q(i),
• (x · y)∗ = x∗ · y∗,
• x = x∗ if and only if x is in Q,
We define N1(x) = x · x∗. First property of complex conjugation ensures that N1 is well-
defined, the second one ensures multiplicativity of N1, the third property ensures that N1 is
rational and that N1(x) = N0(x)2 when x is rational. To define Nd for d > 1 we will need
more maps similar to complex conjugation defined on sets Q(exp(ipi/2d)):
σk : Q(exp(ipi/2d))→ Q(exp(ipi/2d)), σk
2d−1∑
j=0
aj exp(ipij/2d)
 = 2d−1∑
j=0
aj exp(ipijk/2d) (40)
Note that σ−1 is the complex conjugation and σ1 is the identity map. The next proposition
established some well-known properties of maps σk. We provide proof for completeness.
Proposition A.17. For all odd k, maps σk have the following properties
1. for all x, y, σk(x · y) = σk(x) · σk(y) and σk(x+ y) = σk(x) + σk(y)
2. x from Q(exp(ipi/2d)) is rational if and only if for all odd k σk(x) = x
3. for all x from Q(exp(ipi/2d)) and for all odd k, σk+2·2d(x) = σk(x)
4. or all x, σk(σj(x)) = σkj(x)
Proof. Property three follows from 2pi periodicity of exp(iφ). Property four is a direct
consequence of the definition of σk. Additivity also follows directly from the definition.
The fact that for all rational a, σ(a) = a also follows from definition. For rational a,
σk(a · x) = σk(a) · σk(x) again by definition of σk.
To establish multiplicativity it is sufficient to check that for all j and j′ and rational a, b:
σk
(
a exp(ipij/2d) · b exp(ipij′/2d)
)
= σk
(
a exp(ipij/2d)
)
· σk
(
b exp(ipij′/2d)
)
,
and then use additivity.
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It remains to show that σk(x) = x for all odd k implies that x is rational. Consider
x =
2d−1∑
j=0
aj exp(ipijk/2d) ∈ Q(exp(ipi/2d))
and let us see what are the implications of the fact σ2d+1(x) = x. Observe, that all aj for
odd j = 2j′ + 1 must be zero. Indeed, σ2d+1
(
exp(ipi(2j′ + 1)/2d)
)
= − exp(ipi(2j′ + 1)/2d)
and therefore aj = −aj . We have shown, that x belongs to Q(exp(ipi/2d−1)). Repeatedely
applying above argument we conclude that x must be rational.
Now we can define Nd as following
Nd(x) =
2d−1∏
k=0
σ2k+1(x) (41)
and prove that Nd has required properties:
Proposition A.18. Maps Nd have the the following properties:
• value of Nd is always rational,
• Nd is multiplicative, that is Nd(x · y) = Nd(x) ·Nd(y),
• N0 is trivial, that is N0(x) = x,
• Nd(x)2 = Nd+1(x).
Proof. Multiplicativity of Nd follows from the multiplicativity of σk. Let us check that
σj(Nd(x)) = Nd(x) for all odd j to establish that Nd is rational using the second property of
σj established in Proposition A.17:
σj(Nd(x)) =
∏
k∈{1,3,...,2·2d−1}
σj(σk(x)) =
∏
k∈{1,3,...,2·2d−1}
(
σkjmod(2·2d)(x)
)
We used properties three and four from Proposition A.17 to establish the last equality. Above
expression is equal to Nd(x) because map k 7→ kjmod(2 · 2d) maps set{
1, 3, . . . , 2 · 2d − 1
}
to itself when j is odd.
Map N0 is equal to σ1 and therefore trivial. Consider now expression for Nd+1 for x from
Q(exp(ipi/2d)):
Nd+1(x) =
2d+1−1∏
k=0
σ2k+1(x) =
2d+1−1∏
k=0
σ2k+1 mod(2·2d)(x)
Note that function k 7→ 2k+ 1 mod(2 · 2d) takes the same value for k and k+ 2d and therefore
the expression above equals to Nd(x)2.
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A.9.2 Certain values of v2
To compute many useful values of v2(x) it is sufficient to know values of Nd(x) given by the
following proposition:
Proposition A.19. For all j, Nd
(
exp
(
ipij/2d
))
= 1 and Nd
(
1− exp
(
ipi(2j + 1)/2d
))
= 2.
Proof. First note that
Nd
(
exp
(
ipij/2d
))
= exp
ipij 2d−1∑
k=0
(2k + 1)/2d
 = exp(ipij4d/2d) = 1
Second recall that polynomial Φd(x) = x2
d + 1 can be written as
Φd(x) =
2d−1∏
k=0
(
x− exp
(
i(2k + 1)pi/2d
))
because each of exp
(
i(2k + 1)pi/2d
)
for k = 0, . . . , 2d−1 is a root of Φd(x). Expression for
Nd
(
1− exp
(
ipi(2j + 1)/2d
))
coincides with the expression for Φd(1) = 2.
Using above proposition and properties of v2 we find that for odd k
v2
(
sin(pik/2d)
)
= v2
(
2 sin(pik/2d)
)
− 1 = v2
(
exp(ipik/2d)− exp(−ipik/2d)
)
− 1 = (42)
= v2
(
1− exp(pik/2d−1)
)
− 1 = 1/2d−1 − 1 (43)
Similar calculation shows that v2
(
cos(pik/2d)
)
= 1/2d−1 − 1.
In Proposition A.19 we saw that Nd takes integer values for two elements of a ring of
cyclotomic integers
Z
[
exp(ipi/2d)
]
=

2d−1∑
j=0
aj exp(ipij/2d) : where aj are integers

This is true more generally
Proposition A.20. Let x be and element of Z
[
exp(ipi/2d)
]
, then Nd(x) is an integer. If x′
is an element of
Rd = Z
[
exp(ipi/2d), 1/2
]
=
 12k
2d−1∑
j=0
aj exp(ipij/2d) : where aj , k are integers
,
then Nd(x′) = a/2K for integers a,K.
Proof. Consider the case when x is from Z
[
exp(ipi/2d)
]
. The result follows from a proof
technique similar to the proof of rationality of Nd(x), when x is from Q
(
exp(ipi/2d)
)
in
Proposition A.18.
The second case follows from representing x′ = x/2k for some x from Z
[
exp(ipi/2d)
]
and some integer k. Next we notice that by properties of Nd from Proposition A.18 of
Nd(x′) = Nd(x)/2K for K = 2dk.
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The following proposition gives a necessary condition for an element of Rd to be equal to
±1, in terms of v2. This is the key to the proof of the fact that dyadic monotone µ2 is positive
and is zero if and only if the corresponding state is the stabilizer state.
Proposition A.21. Let x be an element of
such that for all odd k, |σk(x)| ≤ 1, then v2(x) ≤ 0 and the equality is achieved if and only
if x = ±1.
Proof. Let us first show that v2(x) is non-positive. Condition |σk(x)| ≤ 1 implies thatNd(x) ≤
1. Because x is an element of Rd it can be written as z/2k for z from
Following the proof Proposition A.18 of rationality of Nd, one can show that Nd(z) = n
is an integer and therefore Nd(x) = n/2K and has absolute value less or equal to 1. For any
number of the form n/2K with absolute value less or equal to 1 value of v2 is non-positive
and v2 is zero if an only if n/2K = ±1. We see that v2(x) is non-positive and is zero if and
only if Nd(x) = ±1.
Let us now show that v2(x) equal zero implies that x = ±1. We have already shown that
Nd(x) = ±1. We also have condition that |σk(x)| ≤ 1 for all k. The only way Nd(x) can be
equal to ±1 is if σ1(x) = x = 1 which conclude the proof.
A.9.3 Inequality v2(x+ y) ≥ min(v2(x), v2(y))
Recall, that in Section 6.1 the inequality v2(x + y) ≥ min(v2(x), v2(y)) for rational x, y was
first established for integer x and y and then extended to rationals by using additivity of v2.
We will follow the same strategy in the general case and introduce cyclotomic integers:
Z
[
exp(ipi/2d)
]
=

2d−1∑
j=0
aj exp(ipij/2d) : where aj are integers

Indeed, for arbitrary x, y from Q
(
exp(ipi/2d)
)
there always exist an integer C, such that
x′ = Cx, y′ = Cy are both cyclotomic integers from Z
[
exp(ipi/2d)
]
. The general inequality
easily follows from the inequality for cyclotimic integers:
v2(x+ y) = v2
(
x′ + y′
)
+ v2(1/C) ≥ min
(
v2
(
x′
)
, v2
(
y′
))
+ v2(1/C) = min
(
v2
(
x′/C
)
, v2
(
y′/C
))
To complete the proof of the inequality we need the proposition below. Once this propo-
sition is established, we can follow the same proof idea as for the rational version of the
inequality in Section 6.1 with 2 replaced by 1− exp(ipi/2d).
Proposition A.22. Let x be an element of Z
[
exp(ipi/2d)
]
, then v2(x) ≥ 0. Moreover, for
k = 2dv2(x), x can be written as x′(1 − exp(ipi/2d))k for x′ from Z
[
exp(ipi/2d)
]
such that
v2(x′) = 0.
Proof. Let us denote αd = (1− exp(ipi/2d)) and choose k to be the biggest power of αd that
divides 6 x. We can write x = αkdx′ such that x′ is from Z
[
exp(ipi/2d)
]
such that αd does not
6For x, y from Z
[
exp(ipi/2d)
]
, we say that x divides y if there exist r from Z
[
exp(ipi/2d)
]
such that y = rx.
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divide x′. It remains to show that 2 does not divide Nd(x′), because this will establish that
v2(x′) = 0 and v2(x) = kva(αd) = k/2d.
Let us show that 2 does not divide Nd(x′). Recall that Nd(x′) is an integer for any
x′ from Z
[
exp(ipi/2d)
]
according to Proposition A.20. Suppose now that 2 divides Nd(x′).
This implies that αd divides Nd(x′). Because αd is prime according to Proposition A.23, αd
must divide σ2k+1(x′) for some k. There exist j such that (2j + 1)(2k + 1)mod 2d+1 = 1 and
σ2j+1(σ2k+1(x)) = x for such j. Therefore σ2j+1(αd) divides x′. However, αd divides σ2j+1(αd)
according to Proposition A.24 and therefore αd divides x′ which is a contradiction.
Proposition A.23. αd = (1− exp(ipi/2d)) is a prime element of Z
[
exp(ipi/2d)
]
. That is, for
x or y from Z
[
exp(ipi/2d)
]
, if αd divides xy then αd divides x or y.
Proof. The result follows from the fact that Nd(αd) = 2 is a prime number and the fact that
every element of ring of integers of a number field with a prime norm is a prime element of
the ring of integers.
Proposition A.24. Number uj =
(
1− exp
(
ipi(2j − 1)/2d
))
/
(
1− exp
(
ipi/2d
))
is a unit in
Z
[
exp(ipi/2d)
]
. In other words, uj and u−1j are both in Z
[
exp(ipi/2d)
]
.
Proof. First, note that uj is an element of Z
[
exp(ipi/2d)
]
because the polynomial 1 − x2j−1
is divisible by (1− x):
(1− x2j−1)/(1− x) =
2j−2∑
k=0
xk =⇒ uj =
2j−2∑
k=0
exp
(
ikpi/2d
)
,
To show that the inverse of uj is an element of Z
[
exp(ipi/2d)
]
we first find an integer j′ such
that j′(2j − 1) ≡ 1 mod 2 · 2d by using the extended Euclidean algorithm and the fact that
(2j − 1) and 2d+1 are coprime, then the inverse is
u−1j =
(
1− exp
(
ipi(2j − 1)j′pi/2d
))
/
(
1− exp
(
ipi(2j − 1)/2d
))
.
Again using that the polynomial 1− xj′ divisible by the polynomial 1− x, we conclude that
u−1j is an element of Z
[
exp(ipi/2d)
]
.
Remark A.25. All the ring of integers of number fields Q(exp(ipi/2d)) have unique ram-
ified prime ideal pd with norm 2. Function v2 is a p-adic valuation divided by 2d. The
re-normalization makes sure that v2 is defined consistently for the whole family of nested
fields
Q ⊂ Q(i) ⊂ Q(exp(ipi/22)) ⊂ . . . ⊂ Q(exp(ipi/2d)) ⊂ Q(exp(ipi/2d+1)) ⊂ . . . .
All the properties of v2 follow from the properties of p-adic valuations and the fact that pd =
p2d+1.
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A.10 Some properties of dyadic monotone µ2
In this appendix we prove properties of the dyadic monotone that use slightly more advanced
techniques from number theory introduced in Appendix A.9.
Proposition A.26. Let |ψ〉 be a state with entries in Rd, then µ2|ψ〉 ≥ 0 and the equality
achieved if and only if |ψ〉 is a stabilizer state. In addition, for every Pauli operator P , if the
expectation 〈ψ|P |ψ〉 6= 0, then v2(〈ψ|P |ψ〉) ≤ 0.
Proof. Consider Pauli P expectation α = 〈ψ|P |ψ〉. Because P has eigenvalues±1, |〈ψ|P |ψ〉| ≤
1. Consider now σk(α). Because σk respects addition, multiplication and commutes with com-
plex conjugation according to Proposition A.17, αk can be written as expectation 〈ψk|Pk|ψk〉
where |ψk〉 is the state obtained from |ψ〉 by applying σk element-wise and Pk some other
Pauli operator obtained from P by also applying σk element-wise. We conclude that |αk| ≤ 1.
Now using Proposition A.21 we conclude that v2(α) ≤ 0 and the equality is achieved if and
only if α = ±1. This implies that µ2 is always non-negative and equality is achieved if and
only if all non-zero Pauli expectations of |ψ〉 are ±1. This implies that |ψ〉 is a stabilizer state,
similarly to the proof of Proposition 6.3.
Next we show that µ2 is non-increasing for a slightly more general class of measurement
than Pauli measurements with outcome probabilities one half.
Proposition A.27. Let |ψ〉 be a state with entries in Rd. Let P be a multi-qubit Pauli
observable and let p = 〈ψ|I + P |ψ〉/2 > 0 be a probability of measuring +1 eigenvalue of P .
Suppose there exist global phase eiφ such that |ψ+〉 = eiφ I+P√p |ψ〉 is the state with entries in
Rd, then µ2|ψ+〉 ≤ µ2|ψ〉.
Proof. We assume that 〈ψ|P |ψ〉 6= 0, because equality to zero case corresponds to p = 1/2
and covered by Proposition 6.5.
Consider Pauli matrix Q and corresponding expectation α = 〈ψ+|Q|ψ+〉. If P and Q
anti-commute, the expectation α is zero, because (I + P )Q(I + P ) = (I + P )(I − P )Q = 0.
It remains to consider the case when P and Q commute. In this case the expectation is
α = 〈ψ|QP + P |ψ〉1 + 〈ψ|P |ψ〉
Using multiplicative property of v2 and inequality v2(a+ b) ≥ min(v2(a), v2(b)):
v2(α) ≥ min(v2(〈ψ|QP |ψ〉), v2(〈ψ|P |ψ〉))− v2(1 + 〈ψ|P |ψ〉)
Recall, that by definition of µ2, v2(〈ψ|P ′|ψ〉) ≥ −µ2|ψ〉 for any Pauli P ′ including P and PQ.
It remains to show that v2(1 + 〈ψ|P |ψ〉) is non-positive.
v2(〈ψ|P |ψ〉) = v2(〈ψ|P |ψ〉+ 1− 1) ≥ min(v2(1 + 〈ψ|P |ψ〉), 0)
We have shown above in Proposition A.26 that v2(〈ψ|P |ψ〉) is non-positive when the expec-
tation 〈ψ|P |ψ〉 is non-zero. We see that v2(1 + 〈ψ|P |ψ〉) = 〈ψ|P |ψ〉 ≤ 0.
We have shown that for arbitrary Pauli matrix Q, −v2(〈ψ+|Q|ψ+〉) ≤ µ2|ψ〉. Inequality
µ2|ψ+〉 ≤ µ2|ψ〉 follows from the definition of µ2.
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One might wonder if above result holds for two or more post-selected Pauli measurements.
Below we provide an example showing that post-selecting on two commuting Pauli measure-
ments can increase value of µ2:
|Ψ〉 = (1,−i,−5i− 2,−i,−2i+ 1,−i− 2,−i,−i+ 2, 1, i, i+ 2, i, 1, i, i+ 2, i)/8
By direct computation one can check that µ2|Ψ〉 = 3. Post-selecting on +1 outcome for
observables Z1, Z2 results in the state (1,−i,−5i− 2)/4
√
2 with the value of µ2 equal to 4.
|ψ〉 µ2(|ψ〉)∣∣∣√T〉 3/4
|T 〉 1/2
|CS〉 1
|CCS〉 2∣∣C3S〉 3
|CCZ〉 1
|ψ〉 µ2(|ψ〉)∣∣C3Z〉 2∣∣C4Z〉 3
|CCZ123,145〉 5
|W3〉 1
|W4〉 2
|W5〉 2
Table 5: Exact expressions for the dyadic monotone of the states used in Table 1 and Table 2.
A.10.1 Connections between the dyadic monotone and maximum denominator exponent
Here we show that the maximum denominator exponent of a unitary, which was used in [19]
for the exact synthesis and canonical form of Clifford-cyclotomic gate-sets, is proportional to
the dyadic monotone of the corresponding Choi state. Recall, that the Choi state’s density
matrix can be written as
1
4n
∑
P∈I,X,Y,Z⊗n
UPU † ⊗ P.
The Pauli spectrum of the Choi state consists of values∣∣∣∣∣∣Tr
(Q⊗Q′) ∑
P∈{I,X,Y,Z}⊗n
UPU † ⊗ P
∣∣∣∣∣∣/4n,
for all possible Pauli matrices Q,Q′. Taking into account that Tr(PQ) = δP,Q ·2n, we see that
the Pauli spectrum of the Choi state is the set:{∣∣∣Tr(QUPU †)∣∣∣/2n : P,Q ∈ {I,X, Y, Z}⊗n},
which is exactly the set of all entries of U in the channel representation [24] used to compute
the maximum denominator exponent of U . Finally, maximum denominator exponent of the
entry is proportional to minus the normalized p-adic valuation v2.
A.11 General lower bounds for approximate unitary synthesis
The goal of this section is to generalize Proposition 5.8, from the tensor power of |T 〉 state to
arbitrary resource state for which dyadic monotone is defined. This leads to a lower bound
on single qubit unitary approximation which generalizes Lemma 5.6, Lemma 5.7, Lemma 5.9.
Finally we show a version of Theorem 5.2 involving T and
√
T states.
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Lemma A.28. Let d ≥ 1 and |Ψ〉 be a state with entries in Rd = Z
[
exp(ipi/2d), 1/2
]
when
written in computational basis. Let {P1, . . . , Pm} be independent commuting Pauli operators
and let the probability of joint measurement of +1 eignevalue of {P1, . . . , Pm} on |Ψ〉 be
p = 12m
∑
P∈〈P1,...,Pm〉
〈Ψ|P |Ψ〉. (44)
If the value of p is non-zero, then log2 p ≥ −2d−1(m+ µ2|Ψ〉).
Proof. The proof consists of two steps. First we lower bound p by
√
Nd(p). Second, we
observe that Nd(p) is given by ratio a/2K for some odd integer a and non-negative integer
K (Proposition A.20) and upper bound K in terms of µ2|Ψ〉.
Let us first recall the expression for Nd:
Nd(p) =
2d−1∏
k=0
σ2k+1(p)
Using properties of map σk from Proposition A.17, expression for Nd can be rewritten as:
Nd(p) =
2d−1−1∏
k=0
σ2k+1(p)σ−(2k+1)(p) =
2d−1−1∏
k=0
σ2k+1(p)
2
Above we used qualities σ−1(x) = x∗, σkj(x) = σk(σj(x)) with j = −1, and took into account
that p is a real number. To lower bound p in terms of Nd(p) it remains to notice that σk(p)
is equal to:
1
2m
∑
P∈〈P ′1,...,P ′m〉
〈Ψk|P |Ψk〉.
Where P ′j are some Pauli matrices obtained from Pj by element-wise application of σk and |Ψk〉
is a state obtained from |Ψ〉 by element-wise application of σk. Because σk(p) is probability
of some measurement it must be less than 1. We see that p ≥ √Nd(p).
Recall that we have defined v2(p) as
v2(Nd(p))/2d.
Therefore, K = −2dv2(p). Now using inequality v2(a+ b) ≥ min(v2(a), v2(b)), we have:
v2(p) ≥ −m+ min
P∈〈P ′1,...,P ′m〉
v2(〈Ψk|P |Ψk〉) ≥ −m− µ2|Ψ〉.
We conclude that K ≤ 2dµ2(|Ψ〉) and therefore p ≥
√
2−2
d(m+µ2|Ψ〉).
Next we follow the proof technique of Lemma 5.6 and use the proposition above and
establish the following result:
Lemma A.29. Let d ≥ 1 and |Ψ〉 be a state with entries in Rd = Z
[
exp(ipi/2d), 1/2
]
when
written in computational basis. Suppose that qubit state |ψ〉 is approximated to within trace
distance ε using stabilizer operations and has post-selection with input |Ψ〉. Inequalities ε <
1/8 and ε < |〈ψ|0〉|2 < 3ε imply µ2|Ψ〉+ ν|Ψ〉 ≥ 12d−1 log2(1/ε)− 12d−2 .
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Proof. First note that we can assume without loss of generality that ν|Ψ〉 is equal to the
number of of qubits on which |Ψ〉 is defined. The rest of the proof is similar to Lemma 5.6.
For example, above result implies a lower bound when approximating using NT copies of
|T 〉 state, and N√T copies of |
√
T 〉 and |√T 3〉 states:
N√T +
6
7NT ≥
1
7 log2(1/ε)−
1
14 .
Above inequality leads to the following generalization of Theorem 5.2.
Theorem A.30. Consider a protocol that uses N√T (U, ε) copies of |
√
T 〉 and |√T 3〉 states,
NT (U, ε) copies of |T 〉 state and stabilizer operations to approximate a one-qubit unitary U to
within precision ε (measured by the diamond norm). For any positive C > 1 and ε < 1/(28C)
there exists a unitary U such that the following inequality must hold
N√T (U, ε) +
6
7NT (U, ε) ≥
1
14 log2(1/ε)−
1
14 log2(C)−
3
14
with probability at least (C−1)/C. In particular, this is the case for all unitaries U such that
2
√
Cε ≤ |〈0|U |1〉|2 ≤ 6√Cε.
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