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In this paper, stochastic control processes have been investigated as dynamic pro-
gramming models with an infinite horizon. In many cases, it is our main purpose
to seek for an optimal policy under the various conditions. However, optimal pol-
icy may not exist under weak conditions. Then, under such weak conditions, we
introduce a modified form of the dynamic model, which we want to call as dual
dynamic one, and show that optimal value of the model is equal to one of the dual
model. Moreover, we show that there exists an optimal policy for the dual model.
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1 D. $P$
$D.P$ $(S, A, B,H,p, r,\beta)$ . ,
(1) $S=\{1,2,3, \cdots, i, \cdots\}$ , .
(2) $A,$ $B$ , Banach space.
(3) $A(i)$ , $i\in S$ (i) $\subset$ A.
(4) $H_{i}$ , $i\in S$ $H_{i}\in L(A, B)$ .
(5) $p$ , $(i,H_{i}a)\in S\cross B$ $S$ .
(6) $r(i, a)$ , $r$ : $S\cross Aarrow R$ .
(7) $\beta$ , $0\leq\beta<1$ .
, $\pi=(f_{1}, f_{2}, \cdots, f_{t}, \cdots)$ , A: $Sarrow A$ , ,
, $t=1,2,3,$ $\cdots$ ,
, $\Pi$ . , $i\in S$
$\pi\in\Pi$
$I( \pi)(i)=\sum_{t=1}^{\infty}\beta^{(t-1)}E_{\pi}[r(s_{t}, A(s_{t}))|s_{1}=i]$
. , $\{s_{t}\}_{t=1,2},\cdots$ , Markov chain .
, :
$($MP $)$ minimize $I(\pi)(x)$ subject to $\pi\in\Pi$ .




Definition 2 $($MP $)$ , $\overline{I}(i)=I(\overline{\pi})(i)$ $\overline{\pi}\in\Pi$
, $\overline{\pi}\in\Pi$ $i\in S$ .




$S$ $B(S)$ , $u\in B(S)$
:
1. $F(i,$ $a,$ $u)=r(i,$ $a)+ \beta\sum_{J\in S}u(j)p(j|i,$ $H_{i}a)=r(i,$ $a)+\beta G(H_{i}a,$ $u)(i)$
2. $v(i)= \inf_{a\in A(i)}F(i,$ $a,$ $u)$
3. $r^{*}(i,$ $p)= \sup_{a\in A(i)}[\langle a,$ $p\rangle-r(i,$ $a)],$ $p\in A^{*}$ . $A^{*}$
4. $(\beta G(\cdot,$ $u)(i))^{*}(q)= \beta\sup_{b\in B}[\langle L,$ $b)-G(b,$ $u)(i)]=\beta G^{*}(A,$ $u)(i),$ $q\in B^{*}-\cdot$
$B^{*}$ $B$
5. $F^{*}(i,$ $q,$ $u)=r^{*}(i,$ $-H_{t}^{*}q)+\beta G^{*}(\beta A,$ $u)(i),$ $H_{i}^{*}$ $H_{i}$ $H_{i\backslash }^{*}\in$
$L(B^{*},$ $A^{*})$
6. $v^{*}(i)= \inf_{q\in B}*F^{*}(i,$ $q,$ $u)$
, $v(i)$ , v $*$ ( Fenchel , .
Lemma 1 $i\in S\iota\prime x_{\backslash }\iota$ $\text{ _{};}$
$v(i)+v^{*}(i)\geq 0$ .
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Proof $i\in S,$ $u\in B(S)$ , $a\in A,$ $q\in B^{*}$ , Fenchel
$F(i,$ $a,$ $u)+F^{*}(i,$ $q,$ $u)$ $=$ $r(i,$ $a)+\beta G(H_{i}a,$ $u)(i)+r^{*}(i,$ $-H_{i}^{*}q)+ \beta G^{*}(\frac{q}{\beta},$ $u)(i)$
$\geq$ $\langle-H_{i}^{*}q,$ $a)+ \beta\langle\frac{q}{\beta},$ $H_{i}a\rangle$
$=$ $0$
$a\in$ A $q\in B^{*}$
.
, $i\in S$ , dom $r^{*}(i,$ $\cdot)=A^{*}(i),$ $domG^{*}(\cdot,$ $u)(i)$ $=$ B$*$ ( ,
:
$\Psi_{i}$ : $A^{*}(i)\cross B^{*}(i)arrow R\cross A^{*}$
$\Psi_{i}(p,$ $q)=(r^{*}(i, p)+ \beta G^{*}(\frac{q}{\beta},$ $u)(i),$ $p+H_{i}^{*}q)$
$Q=[0, \infty)\cross\{\theta\}\subset R\cross A^{*}$
, Fenchel ,
.
emma 2 $i\in S,$ $u\in B(S)$ , $d\circ mG(\cdot, u)(i)=B(i)\subset B$ ,
$\theta\in$ int $(H_{i}A(i)-B(i)),$ $\theta\in H_{i}^{*}B^{*}(i)+A^{*}(i)$
. int . ,
$f^{*}:Sarrow B^{*}$ .
$v^{*}(i)=r^{*}(i,$ $-H_{i}^{*}f^{*}(i))+ \beta G^{*}(\frac{f^{*}(i)}{\beta}, u)(i)$
Proof $i\in S$ $u\in B(S)$ , $B^{*}$
. , v $*$ ( v $*$ ( ,
vn( :
$v_{n}^{*}(i)=r^{*}(i,$ $p_{n})+ \beta G^{*}(\frac{q_{n}}{\beta},$ $u)(i)$ ,
$(v_{n}^{*}(i),$ $p_{n}+H_{i}^{*}q_{n})\in\Psi_{i}(A^{*}(i)\cross B^{*}(i))$
, $r_{n}=p_{n}+H_{i}^{*}q_{n}$ , $n=1,2,$ $\cdots$ , , $r_{n}=\theta$
. , $\epsilon>0$ $B_{\Xi}$ :
$B_{\epsilon}\subset$ int $(H_{i}A(i)-B(i))$
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, $z\in B$ , $\frac{\epsilon}{||z||}z=b-H_{i}a$ $a\in A(i),$ $b\in$ B(
. ,
$\frac{\epsilon}{||z||}\langle z,$
$q_{n}\rangle$ $=$ $\langle b,$ $q_{n}\rangle-\langle H_{i}a,$ $q_{n})$
$=$ $\langle b,$ $q_{n})+\langle a,p_{n})$
$\leq$ $r^{*}(i,p_{n})+ \beta G^{*}(\frac{q_{n}}{\beta}, u)(i)+r(i, a)+\beta G(b, u)(i)$
$=$ $v_{n}^{*}(i)+r(i, a)+\beta G(b, u)(i)$
. vn( , $z\in B$
$\sup_{n\geq 0}\langle z,$
$q_{n})<\infty$
. , $q_{n}$ $*$ , $B^{*}$ $q^{*}$ $*$
$q_{n^{J}}$ , $p_{n^{J}}$ $p^{*}=-H_{i}^{*}q^{*}$ $*$ . , $G^{*}$
$*$
$r^{*}(i,p^{*})+ \beta G^{*}(\frac{q^{*}}{\beta},u)(i)\leq\lim_{narrow}\inf_{\infty}r^{*}(i,p_{n})+\lim_{narrow}\inf_{\infty}\beta G^{*}(\frac{q_{n}}{\beta},u)(i)$
$\leq\lim_{narrow}\inf_{\infty}(r^{*}(i,p_{n})+\beta G^{*}$ ( $\frac{q_{n}}{\beta}$ , (i))
$= \lim_{narrow\infty}$ vn$*$ $($ $=$ v $*$ (
.
$r^{*}(i,p^{*})+ \beta G^{*}(\frac{q^{*}}{\beta},u)(i)=v^{*}(i),$ $p^{*}+H_{i}^{*}q^{*}=\theta$
, $i\in S$ $f^{*}(i)=q^{*}$ $f^{*}:Sarrow B^{*}$ ,
. $\ovalbox{\tt\small REJECT}$




. , $i\in S$ ,
$v(i)+v^{*}(i)=0$ .
Proof Lemma 2 $i\in S$ ,
$-v(i)$ $\geq$ $v^{*}(i)$
$=$ $\inf_{q\in B^{*}}F^{*}(i, q, u)$
$=$ $F^{*}(i, q^{*}, u)$
$=$ $r^{*}(i,p^{*})+ \beta G^{*}(\frac{q^{*}}{\beta}, u)(i)$
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, $P^{*}+H_{i}^{*}q^{*}=\theta$ $p^{*}\in A^{*},$ $q^{*}\in B^{*}$ . , Lemma
1 , $v(i)+v^{*}(i)\geq 0$ , $v^{*}(i)\geq$ -v( ,
. $\square$
Theorem 1 $D.P$ . $i\in S$ ,
1. $\theta\in H_{i}^{*}B^{*}(i)+A^{*}(i),$ $\theta\in$ int $(H_{i}A(i)-B(i))$
2. $(-v_{t}(i), \theta)\in\Psi_{i}(A^{*}(i), B^{*}(i))+Q,$ $t=1,2,$ $\cdots$ ,
, $v_{t},$ $v_{t}^{*},$ $t=1,2,$ $\cdots$ , $B(S)$
.
$v_{0}\equiv 0,$ $v_{t}($
$= \inf_{a\in A(i)}F(i, a, v_{t-1})$
$v_{0}^{*}\equiv 0,$
$v_{t}^{*}(i)= \inf_{q\in B^{*}}F^{*}(i, q, -v_{(t-1)}^{*}))$
, $i\in S$ $t=1,2,$ $\cdots$ , , $f_{t}^{*}:Sarrow B^{*}$
$v_{t}^{*}(i)=r^{*}(i, -H_{i}^{*}f_{t}^{*}(i))+ \beta G^{*}(\frac{f_{t}^{*}(i)}{\beta}, -v_{(t-1)}^{*})(i)$






. , $i\in S$ $t=1,2,$ $\cdots$ ,
,
$v_{t}(i)= \inf F(i, a, v_{\ovalbox{\tt\small REJECT}_{\text{ }}1})=-v_{t}^{*}(i)=-F^{*}(i, f_{t}^{*}(i), -v_{t-1}^{*})$
$a\in A(i)$
$v_{0}\equiv 0,$ $v_{0}^{*}\equiv 0$ , $t=1,2,$ $\cdots$ ,
, .
References
[1] J.P.Aubin, Optima and Equilibria –An Introduction to Nonlinear Analysis, Springer-
Verlag, New York, 1993.
[2] J.P.Aubin, Mathematical Methods of Game and Economic Theory, Revised Edition, North-
Holland, Amsterdam, 1982.
84
[3] J.P.Aubin, &I.Ekeland, Applied Nonlinear Analysis, Wiley-Interscience, 1984.
[4] J.P.Aubin, &H.Frankowska, Set-Valued Analysis, Birkhauser, Boston, 1990.
[5] D.P.Bertsekas and S.E.Shreve, Stochastic Optimal Control: The Discrete Time Case, Aca-
demic Press, New York, 1978.
[6] D.Blackwell, Discrete dynamic programming, Ann. Math. Statist. 33 (1962) 719-726.
[7] D.Blackwell, Discounted dynamic programming, Ann. Math. Statist. 36 (1965) 226-235.
[8] R.M.Dudley, Real Analysis and Probability, Wadsworth&Brooks, 1989.
[9] E.B.Dynkin and A.A.Yushkevich, Controlled Markov Processes, Springer-Verlag, Berlin,
1979.
[10] I.Ekeland, On the variational principle, J.Math.Anal.Appl., 47 (1974) 324-353.
[11] I.Ekeland, Nonconvex minimization problems, Bull. Amer. $M$ ath., 47 (1979) 443-474.
[12] K.Hinderer, Foundations of non-stationary dynamic programming with discrete time pa-
rameter, Lecture Notes on Operations Research and Mathematical Systems 33, Springer-
Verlag, Berlin, 1970.
[13] K.Tanaka, On discounted dynamic programming with constraints, J. Math. Anal. Appl.
155 (1991) 264-277.
85
