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Résumé 
Une des techniques d'accès multiple les plus répandues dans les réseaux de téléphonie 
cellulaire actuels et du futur est l'accès multiple par répartition des codes (CDMA). 
Un des défis de la future génération de systèmes est d'offrir des débits très élevés. 
Pour cela, il est primordial de vaincre les difficultés créées par le canal radiomo- 
bile. Dans ce contexte, les récepteurs multi-usagers semblent constituer une alter- 
native intéressante pour atteindre cet objectif. Ce mémoire commence par poser le 
problème du canal radiomobile. Puis, après une introduction sur le DS-CDMA, 
une généralisation des techniques d'accès multiple usuelles: le Spread Signature 
CDMA, est décrite. Ce système possède un degré de liberté supplémentaire par rap- 
port au DS-CDMA, qui permet d'introduire de la diversité temporelle sous forme 
d'interférence intersymboles. Ensuite une étude théorique d'un récepteur multi- 
usagers itératif qui exploite cette diversité temporelle pour réduire les interférences 
int ersyrnboles et d'accès multiple, est présentée. Les performances "prévues" de 
ce récepteur, calculées à partir d'un modèle analytique, permettent de quantifier 
l'influence d'un contrôle de puissance imparfait. Pour terminer, les simulations ef- 
fectuées ainsi que les résultats obtenus sont décrits. La complexité de ce récepteur 
a limité l'étendue des paramètres pris en compte. En conséquence, les performances 
obtenues ne permet tent pas, pour l'instant, de confirmer l'intérêt de l'algorithme 
itératif. 
Abstract 
One of the most common multiple access techniques to be used in present and fu- 
ture cellular phone networks is Code Division Multiple Access (CDMA). One of 
the challenges for the future generation of cellular systems is to offer very high bit 
rates. In order to achieve t h ,  it is essential to overcome transmission impairments 
due to the radiomobile channel. In this context, multi-user receivers seem to be an 
interesthg alternative to reach this objective. We begin by presenting the problern 
of the radiomobile channel and after an introduction on DS-CDMA we introduce 
a generalization of common multiple access techniques c d e d  the Spread Signature 
CD1M.A. This technique has one degree of &dom more than the DSCDMA which 
allows to introduce time diversity through inter-symbol interference. We foilow by a 
t heoretical study of a n  iterative multi-user receiver exploiting this time diversity to 
reduce inter-syrnbol and multiple-access interferences. The envisioned performances 
of this receiver, computed through an analytical model, d o w  to quant@ the in- 
fluence of an imperfect power control. F indy  we present some results obtained by 
computer simulations. However, due to the complexity of the receiver which has 
Zimited the range of tested parameters, the performances which have been obtained 
so far did not confirrn adequately the gain envisioned by the use of the iterative 
algorithm. 
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Les prévisions laissent penser que le milliard d'abonnés au téléphone mobile sera 
atteint l'année prochaine- Après une course à la miniaturisation qui a conduit à des 
terminaux de la taille d'une carte de crédit, un nouveau défi est lancé: celui des ser- 
vices. Des adaptations des normes de deuxième génération perme t t ent déjà l'accès 
à Internet à partir d'un terminal mobile. Dans quelques mois, grâce aux normes de 
troisième génération, le téléphone mobile permettra de transmettre des images, des 
séquences vidéo, ou encore de jouer en réseau. Pour arriver à un tel développement, 
des améliorations certaines doivent intervenir en matière d'interface radio. 
Les communications mobiles souffrent du phénomène multi-chemins créé par les 
réflexions, diffractions et diffusions que subit le signal transmis. Dans les systèmes 
actuels le récepteur de Rake permet de lutter avec une certaine efficacité contre les 
évanouissements profonds du signal reçu. Dans les systèmes de troisième génération 
le débit sera beaucoup plus élevé et il y aura plusieurs canaux (de voix ou de 
données). Tous ces éléments conduisent à une dégradation des performances de 
ce type de récepteur. 
Certains développements récents de traitement du signal ont des applications 
importantes dans le domaine des communications mobiles. En particulier, de nou- 
veaux types de récepteurs ont été imaginés pour les systèmes de téléphonie mobile. 
II s'agit des récepteurs multi-usagers qui permettent de Iimiter les interférences, très 
importantes lorsque le débit est élevé. 
Un des éléments qui caractérisent un réseau cellulaire est la technique d'accès 
multiple utilisée. Une des techniques les plus utilisées dans les systèmes actuels et 
ceux du futur est le CDLMA, et plus particulièrement le D k c t  Seqzlence CDMA. Le 
travail présenté dans ce mémoire s'intéresse à un récepteur multi-usagers qui utilise 
une technique d'accès multiple plus générale: Ie Spread Signatm CDMA. Cette 
technique est fondée sur une théorie mathématique de traitement du signal et peut 
être vue comme une généralisation des techniques d'accès multiple usuelles, inclu- 
ant le TDMA, le FDMA et le DS-CDMA. Elle permet donc de comparer d'un point 
de vue théorique les systèmes connus et peut également conduire à des systèmes 
plus performants. En particulier, un degré de liberté supplémentaire par rapport au 
DS-CDMA permet d'introduire de manière contrôlée de l'interférence intersymboles 
artificielle, que l'on peut considérer comme de la diversité temporelle. 
Le récepteur multi-usagers étudié dans ce travail, utilise un algorithme itératif 
qui e.xploite la diversité temporelle introduite par le Spread Signature CDMA sous 
forme d'interférence intersymboles, pour réduire les interférences intersymboles et 
d'accès multiple (MAI). Non seulement la simple modulation par Spread Signature 
CDMA est beaucoup plus complexe à mettre en œuvre que celle par DS-CDMA, 
mais cet algorithme itératif nécessite de nombreuses opérations mat hématiques qui 
sont très lourdes à réaliser. Toutefois, les contraintes qui seront imposées par les 
applications futures des téléphones celldaires, conduiront peut être à s'orienter vers 
des récepteurs de ce niveau de complexité, pour réduire les interférences. En ce 
lNTROD UCTION 
qui concerne le travail présenté dans ce mémoire, les performances de ce récepteur 
sont envisagées de deux manières. D'une part, un modèle analytique conduit à des 
résultats de probabilité d'erreur "prévue". L'intérêt est plus particulièrement porté 
sur l'étude de l'influence d'un contrôle de puissance imparfait. D'autre part, des 
simulations de ce récepteur permettent d'obtenir des performances plus réalistes de 
ce récepteur, mais dans un nombre de ~onfi~oufations plus limité, principalement 
en raison de la complexité du récepteur. La comparaison de ces résultats avec les 
précédents permet d'avoir une idée plus précise du comportement et de l'intérêt d'un 
tel système. 
Organisation du mémoire 
Le travail présenté dans ce mémoire se développe ainsi: le chapitre 1 analyse les 
perturbations que subit le signal transmis au cours de son passage par un canal 
radiomobile. Le chapitre 2 débute par une introduction au Direct Sequence CDMA. 
Ensuite, le Sp~ead Signature CDMA proposé par Wornell en 1995 [15], est présenté 
à l'aide de schémas et d'énoncés soulignant les points fondamentaux. Ces énoncés 
font l'objet de démonstrations. Le chapitre 3 poursuit cette étude théorique par une 
description du récepteur multi-usagers itératif à annulation d'interférences proposé 
par Beheshti et ai. en 1998 [l]. Le chapitre 4 présente les performances "prévues" du 
récepteur. Il s'agit de résultats obtenus à partir d'un modèle analytique. Le princi- 
pal intérêt est l'étude de l'iduence d'un contrôle de puissance imparfait. Le chapitre 
5 décrit les résultats obtenus grâce à un simulateur de ce récepteur, programmé en 
C++ , et les compare aux performances "prévues" présentées au chapitre précédent. 
Enfin, la conclusion met en valeur l'intérêt des résultats présentés et dresse les per- 
spectives de recherche à venir. 
Il est à noter que ce travail est toujours resté le plus général possible, sans ja- 
mais se restreindre à une norme particdière. Les sedes références à des systèmes de 
téléphonie cellulaire normalisés ou à des valeurs particulieres de certains paramètres, 
ont pour unique but d'illustrer l'intérêt et la pertinence du système étudié, en regard 
des systèmes existants. 
Liste des contributions 
Le travail présenté dans ce mémoire s'inscrit à la suite d'autres travaux de maîtrise 
d'étudiants du laboratoire de Monsieur Haccoun, portant sur le CDMA: [8], [12], [3] 
et [4]. Toutefois il introduit une nouvelle approche: celle du traitement du signal 
et plus particulièrement du Spread Signature CDMA dans le cadre d'un récepteur 
mult i-usagers itératif à annulation d'interférences. Les principales contributions qui 
résultent de ce travail sont les suivantes: 
O L'évaluation des performances "prévues" de ce récepteur pour les liaisons de- 
scendante et montante qui est présentée, permet de quantifier l'influence d'un 
contrôle de puissance imparfait. 
O Les résultats de la simulation de ce récepteur conduisent à la mise en évidence 
d'un seuil de l'expansion de largeur de bande à partir duquel les performances 
sont meilleures et d'un seuil de Ia longueur des signatures à partir duquel les 
performances sont moins bonnes. 
O Les résultats des simulations montrent que les performances de ce récepteur 
sont meilleures que les performances "prévues" ainsi que les performances du 
canal gaussien non codé, pour des SNR faibles. 
CHAPITRE 1. LE CANAL RADIOMOBLLE 
Chapitre 1 
Le canal radiomobile 
Le principal problème posé par les communications mobiles est la mauvaise qualité 
de la transmission. L'importance des perturbations introduites par le canai ra- 
diomobile est sans doute une des raisons essentielles du retard de développement du 
téléphone mobile sur le téléphone fixe. Dans ce chapitre, je M i s  présenter une mal- 
yse succincte du canal radiomobile, principalement inspirée de [5] ,  ainsi que certains 
modèles de propagation possibles, dont celui qui sera utilisé plus loin pour l'étude 
du récepteur qui fait l'objet de ce mémoire. 
1.1 Analyse 
Il s'agit de caractériser les propriétés statistiques des perturbations introduites par 
le canal radiomobile. On peut distinguer des atténuations généralement qualifiées 
de lentes qui seront l'objet de la première section et des perturbations plus rapides 
et profondes qui seront décrites dans la seconde section. 
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1.1.1 Les atténuations lentes 
La première atténuation à prendre en compte est celle qui est due à la distance. Elle 
n'est sensible qu'à relativement longue distance et elle est invariante dans le temps. 
1 Il est généralement considéré que cette atténuation peut être décrite par le facteur , 
où D est la distance base-mobile et l'exposant n varie suivant les milieux entre 2 et 8. 
La seconde atténuation dite lente est qualifiée d'effet d'ombrage. Il s'agit en effet 
de l'atténuation provoquée par la présence d'obstacles majeurs tels que les coilines. 
Cette atténuation n'évolue pas très rapidement dans le temps, mais est beaucoup 
plus importante que la précédente et s'avère difiicile à combattre. Pour la décrire 
plus précisément, on peut écrire la densité de probabilité de la puissance du signal 
recu: 
Il s'agit d'une distribution lognormale de moyenne Inp et d'écart type a. On a 
E[x] = pec2/2 et var(x) = p2e02 (es - 1). La constante p représente une moyenne 
de zone qui  ne dépend que de la distance base-mobile, proportionnellement au fac- 
teur & cité ci-dessus, avec n qui peut varier par paliers. L'écart type a vaut entre 
2 et 12 dB [3] suivant les environnements. 
1.1.2 Le phénomène mult i-chemins 
Définition 
Une des principales particularités des communications mobiles est le phénomène 
multi-chemins. Pour une onde transmise, par exemple ws(27r f,t), un certain nombre 
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d'échos sont reçus. Ainsi, le signal reçu s'exprime sous la forme: 
où En(t) a subi le décalage Doppler et un déphasage aléatoire: 
Cn est un terme d'atténuation propre au chemin n, c est la célérité de la lumière, .ii, 
est la direction de l'onde n et Gkf est le vecteur vitesse du mobile. Ainsi, la valeur 
maximale de .GAI est u, la vitesse du mobile. Enfin, 4, est un déphasage aléatoire. 
On peut également exprimer le signal reçu comme: 
avec Ë(t) = I ( t )  + jQ(t) est l'enveloppe complexe de E(t).  I( t)  et Q(t )  sont respec- 
tivement les composantes en phase et en quadrature de E(t). 
Hypothèses et simplification 
A ce stade, le modèle est relativement général, mais il n'est pas aisé de visualiser 
son comportement. On peut faire un certain nombre d'hypothèses: si le modèle 
est planaire et que les A sont uniformément distribués sur [O, Zr[, on a E[l(t)] = 
E[Q(t)] = O, ~ 3 [ I ( t ) ~ ]  = E[Q(t)2] = CL, % et E[I(t)Q(t)] = O. Si on suppose de 
plus que le nombre de chemins tend vers l'infini, le théorème de la limite centrale 
implique que I ( t )  et Q(t) sont gaussiennes. Comme elles sont décorrélées, elles sont 
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de plus indépendantes et leur densité de probabilité conjointe s'écrit: 
N C2 avec a* = lirnN-o x, a qui ~ a u t  également la puissance moyenne du signal reçu. 
Si on écrit È ( t )  = a(t)ef@('), on a la densité de probabilité conjointe de a(t) et #(t) 
donnée par pa, , (a,  4) = prVq (acosd, asin@). (JI où 1 JI est le jacobien: 
On a donc la densité conjointe de a et q5 qui est donnée par 
I J I  - 
et qui ne dépend pas de q5. De cette expression, on peut déduire les densités 
mar,oinales. On avait supposé que les & sont uniformément distribués sur [O, 2n[ et 
& d2 
h d b -  
i?iL 4L 
dct dd 
on vérifie bien que 
1 
Enfin, l'enveloppe a du s ipa l  reçu suit une densité donnée par: 
 
Cette densité, appelée loi de Rayleigh? est illustrée par la fi,me 1.1. 
La figure 1.2 représente I'enveloppe d'un signal de Rayleigh en échelle Iogarith- 
mique. On peut observer des évanouissements profonds et rapides. Ceux-ci sont 
provoqués par le phénomène multi-chemins et l'effet Doppler. Notons également 
l'approximation usuelle qui consiste à considérer que le nombre de chemins tend vers 
l'idini. Le signal suit dors une distribution de Rayleigh. Une des caractéristiques 
cos& -asin& 
sin4 acosq5 
utiles de la distribution de Rayleigh est son espérance mathématique: 
a 
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Densité de Rayleigh pour sigma = 1 
0.7 I 1 I I I r a I i 
FiDwe 1.1: Densité de Rayleigh pour a = 1. 
1.2 Modèles 
1.2.1 Génération des atténuations subies 
L'analyse présentée dans la section précédente permet de générer des signaux proches 
de ceux qui sont reçus dans le cadre de communications mobiles. L'intérêt est 
évidemment de pouvoir faire des simulations de façon à évaluer les performances 
d'un système comme celui qui sera étudié dans les chapitres suivants. La figure 
1.3 montre le schéma du simulateur de signal de Rayleigh développé par Guillaume 
Boillet [3] en langage Matlab. 
La réponse impulsionnelle du filtre Doppler est calculée en reprenant l'hypothèse 
de phénomène planaire dans lequel les ondes présentent des angles d'arrivées uni- 
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fréquence Doppler: 40 Hr. puissance reçue: 1 W. 
-20 I I I I 1 I 1 I 
- 
- 
-90 1 1 1 1 1 1 1 t 1 1 
O 0.05 0.1 0.15 0 2  0.25 0.3 0.35 0.4 0.45 0.5 
temps (secondes) 
Fiove 1.2: Enveloppe d'un s ipa l  de Rayleigh obtenue par simulation 
formément distribués sur [O, 27r[. Les ondes arrivant entre a et a + d a  contribuent 
de la puissance à la fréquence f = fc + focosa jusqu'à la fréquence fc + focosa - 
f~s inc tdcr .  Une contribution à ces mêmes fréquences provient des ondes entre -a 
et -a - da. On a donc la puissance différentielle du signal reçu qui vaut 
où a2 est la puissance moyenne du signal reçu et G(a) est le gain de l'aérien dans 
3 la direction a. Comme df = fosinada et cosa = y, et que G(a) = G(-a) = 5 




Figure 1.3: Modélisation d'un signal de Rayleigh 
pour un dipôle fouet vertical, on en déduit le spectre de densité de puissance 
La fonction de transfert du filtre Doppler a pour module la racine carrée de cette 
densité spectrale de puissance S. 
1.2.2 Modélisation choisie 
La procédure décrite ci-dessus permet de générer des suites discrètes représentant les 
évanouissements rapides et profonds subits par le signal reçu dans le cadre de com- 
munications mobiles. La principale hypothèse est que toutes les perturbations du 
canal, c'est-à-dire les déphasages kéquentiels (effet Doppler) ainsi que les décalages 
temporels (dus aux réflexions du signal), sont représentées par la distribution de 
Rayleigh comme le justifie l'analyse présentée à la section 1.1. 
Dans la suite, le canal est modélisé par sa réponse impulsionnelle discrète sous 
forme d'une matrice dont les coefficients a[n, k] sont tels que: 
a[n,  k] est la réponse au temps n à une impulsion au temps n - k. (1.14) 
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Le nombre de colonnes non nulles de cette matrice correspond au nombre d'échos 
considérés. Dans le cas du simulateur présenté au chapitre 5, le nombre d'échos 
choisi est de deux. On suppose que le récepteur est synchronisé sur le premier écho 
reçu et que, en moyenne, il égalise de façon à voir cet écho comme non atténué. On 
choisit l'atténuation du second écho de manière aléatoire comme suivant une loi de 
Rayleigh de moyenne connue, par exemple - 4 dB. Edh, la dernière hypothèse qui 
est considérée est celle d'un canal quasi-statique, c'est-à-dire, que durant le temps 
qui correspond à la trame que l'on traite, le canal n'est pas modifié et chaque ligne 
de la matrice a est donc identique pour une trame donnée. L'exemple suivant 
représente la matrice a pour une atténuation du second écho de a. Le nombre de 
colonnes de la matrice séparant les coefficients qui correspondent au premier et au 
deuxième écho est l'intervalle temporel entre les deux échos divisé par la durée d'un 
symbole. 
On peut choisir d'utiliser d'autres modèles de canal, comme le modèle de Rice 
qui est moins contraignant que le modèle de Rayleigh car il prend en compte un 
chemin direct. Il est donc mieux adapté à des configurations d'environnement ter- 
restre dégagé ou de liaison par satellite. 
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Chapitre 2 
Deux types de CDMA 
Les systèmes à étalement spectral et l'accès multiple à répartition des codes (en 
Anglais Code Division Mdtiple  Access ou CDMA) ont été développés par l'armée 
américaine. Depuis une dizaine d'années, sous l'impulsion de la compagnie Qual- 
cornm, il sont devenus commerciaux sous plusieurs formes. La principale est le Direct 
Sequence CDMA (DS-CDMA). Une autre forme importante qui ne sera pas décrite 
dans ce mémoire est le h q u e n c y  Hopping CDMA (FH-CDMA) (91. En revanche, 
dans l'optique de l'étude du récepteur multi-usagers non linéaire présenté dans le 
chapitre 3, je décrirai une technique de CDMA peu commune, mais qui présente un 
degré de liberté permettant d'introduire de la diversité: le Spread Signature CDMA 
proposé par Wornell en 1995 [15]. Mon travail consiste en une présentation des 
points clés sous forme d'énoncés ainsi qu'en la démonstration de ces énoncés. 
2.1 Direct Sequence CDMA 
Il s'agit de la technique d'étalement de spectre la plus classique. C'est en quelques 
sortes un mélange des deux techniques plus connues que sont le TDMA (Time Di- 
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vision Multiple Access) et le FDMA (Requency Division Multiple Access). Cette 
fois, toutes les transmissions se font sur le méme intervalle de temps et sur la même 
bande de fréquences. Chaque utilisateur est identifié grâce à un code qui lui est 
spécifique. Cette technique peut prendre différentes formes, mais je ne présenterai 
pas le QPSK DS-CDMA ni le MSK DS-CDMA [9] qui ne sont que des variantes de 
la forme de base sur laquelle je m'attarderai un peu plus: le BPSK DS-CDMA. Les 
données d ( t )  sont représentées par une suite de (-1) et de 1 (modulation BPSK), 
appelés les bits. Le code c ( t )  qui est utilisé pour différencier les utilisateurs est 
également constitué de (-1) et de 1 (étalement BPSK), qui sont appelés les chips. 
La fréquence de chips est plus élevée que la fréquence de bits (par exemple quatre 
fois plus élevée sur la fiOwe 2.1). 
Données 
- 1 I 1 
Code 1 
. 
Suite codée 1 O . 
Décodage 
de 1 par 1 
- 1 
Figure 2.1: Mécanisme du codage et du décodage 
Si l'on se limite au cas d'une modulation et à un étalement tous les deux du 
type BPSK, le codage consiste simplement à multiplier de manière synchronisée la 
suite de données par la suite du code. Si le signal modulé de puissance P s'écrit 
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s(t) = a d ( t ) c o s [ 2 i r  fct], le signal transmis s'écrit sr (t) = @c(t)d(t)cos[2~ f,t]. 
On obtient donc une troisième suite c(t)d(t) de (-1) et  de 1 dont la fréquence est la 
même que la fiéquence de chips (figure 2.1). La suite codée, multipliée par la suite 
du code, redonne, après filtrage passe-bas, la suite de damées. En effet, 2(t) = 1 
donc multiplier deux fois par le code ne change pas la valeur initiale ! L'opération 
de décodage est donc la même que l'opération de codage. L'opération de codage 
conduit à une diminution de la période du symbole donc à une augmentation de la 
largeur de bande. C'est pour cela que le CDMA est qualifié de technique d'étalement 
de spectre. 
Le décodage nécessite simplement de connaitre le code et d'être synchronisé avec 
le message codé. Si le signal décodé n'est pas celui qui correspond au code, si l'on 
n'utilise pas le bon code ou si la synchronisation entre le code et le message codé 
n'est pas bonne, le résultat du décodage sera une suite de (-1) et de 1 dont la 
fréquence sera celle des chips et non celle des bits (fi,gure 22.). Le signal sera donc 
de nouveau étalé. En fait, le seul signal qui n'est plus étalé après le décodage, mais 
plutôt compressé, est celui pour lequel le code est bon (figure 2.2). 
En raison de la conservation de l'énergie, le niveau de densité spectrale de puis- 
sance maximal diminue lorsque l'étalement spectral augmente. En théorie, le signal 
de l'usager voulu est donc identifiable et séparable de tous les autres signaux per- 
turbateurs qui peuvent être du bruit, ou le signal d'un autre utilisateur. Dans la 
pratique de nombreux problèmes se posent. C'est ce qui justifie l'existence d'autres 
formes d'étalement de spectre comme celle qui est présentée dans la section suivante. 
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fréquence fmuenee 
- Signal - - - Perturbation m m m 1 8 8 m w  Bruit 
Figure 2.2: Illustration du décodage, en fréquences 
2.2 Spread Signature CDMA 
2.2.1 Définition et propriétés fondamentales 
Le Spread Signature CDMA [15] est une technique d'étalement de spectre différente 
des techniques classiques telles que le DS-CDMA ou le FH-CDMA. Les bits (-1 ou 
1) de chacun des M usagers occupent une largeur de bande Wo. En modulation 
BPSK, cela correspond à un taux de Wo bits par seconde. Ces bits sont étalés 
sur une largeur de bande LWo, commune à tous les usagers. L est donc le facteur 
d'expansion de largeur de bande. Avant étalement, on utilise la terminologie LLbit~" 
et après étalement on emploie plutôt 'Lsymbolesy'. 
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La modulation 
La modulation1 s'effectue en deux étapes, schématisées sur la figure 2.3: tout d'abord 
un sur-échantillonnage d'un facteur L (ajout de zéros) puis un filtrage linéaire de 
réponse impulsionnelle hm[n]. Le signal modulé qui correspond à l'usager m s'écrit 
Figure 2.3: Schéma de la modulation 
avec xm et h, respectivement la suite des bits et la signature de l'usager m. Étant 
donné que les signatures sont de longueur finie K, la formule précédente implique que 
chaque bit (d'indice k) intervient pour K symboles (d'indices n avec O 5 n - kL 5 
K - 1), au lieu de L dans le DS-CDMA et crée donc une interférence sur K - L sym- 
boles. Si d et T sont respectivement le diviseur et le reste de la division Euclidienne 
de K par L, les r premiers symboles correspondants à un bit sont obtenus à partir 
de d + 1 bits et les L - r suivants, à partir de d bits. Ceci est illustré par la figure 2.4 
pour L = 2 et K = 4. On peut vérifier dans ce cas que chaque bit intervient pour 4 
symboles et crée une interférence pour 2 symboles. De plus, chaque symbole modulé 
est obtenu à partir de 2 bits. En effet, pour calculer le symbole ym [n], la formule 
2.1 indique qu'il faut sommer tous les x,[k]h,Jn - 2k], tels que O < n - 2k 5 3. 
Pour n = O, on obtient k = -1 ou k = O donc pour calculer y,[O], il faut sommer 
~m[-1]hm [2] et X, [O]hm[O]. Ce sont par conséquent les bits x,[-11 et r,[0] qui 
interviennent dans le calcul de y, [O].  Pour n = 1, on obtient encore k = - 1 ou 
'L'appellation L'modulationn dans le cadre du Spread Signature CDMA désigne en fait 
"l'étalementn si l'on reprend la terminologie utilisée pour le DS-CDMA dans la section précédente. 
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k = O donc pour calculer y,[l], il faut sommer xm[-l] hm[3] et x, [O] hm [l]. Ce sont 
encore les bits zm[-11 et xm[O] qui interviennent dans le calcul de y&]. Pour n = 2, 
on obtient k = O ou k = 1 donc pour calculer ym[2], il faut sommer x,[0]~[2] et 
xm[1]hm[O]- Ce sont par conséquent les bits x,[0] et x,[i] qui interviennent dans 
le calcul de y,[O]. Le procédé se poursuit de la même manière pour tous les symboles. 
Exemple pour L=2 et K=4 
Figure 2.4: Mécanisme de la modulation 
Étant donné que chaque symbole est obtenu à partir de bits qui précèdent celui 
auquel il correspond, le calcul d'un certain nombre de symboles du début de la 
trame est incomplet. En effet, ce calcul est exact pour une suite infinie de bits 
en entrée, mais dans la réalité, on considère une trame finie indépendamment des 
trames précédentes. Cette imprécision dans le calcul des symboles modulés conduit 
à une forte incertitude sur l'estimation correspondant à un certain nombre de bits 
du début de la trame, par l'algorithme itératif qui fait l'objet du chapitre 3. Ce 
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nombre de bits n'est pas aisé à estimer analytiquement en raison des différentes 
étapes de cet algorithme, mais on peut évaluer empiriquement Le nombre de bits 
concernés. Il ne dépend pas de la longueur de la trame et se limite à un maxi- 
mum de 3 bits dans la pire configuration. Ce phénomène est donc sans conséquence 
sur les performances du système et illustre à quel point ce type de modulation par 
Spread Signature CDMA conduit à une interdépendance entre les bits, par création 
d'interférence intersymboles. 
L'ort honormalité 
Les signatures peuvent également être représentées par un vecteur c o l o ~ e  noté h. 
Une propriété fondament ale de ces signatures est l'orthonormalité2: 
Cette propriété garantit le bien fondé de la modulation définie par l'équation 2.1, 
comme le montre le lemme suivant: 
Lemme 1 E n  l'absence totale de perturbations, le signal reçu est la somme des 
signaux modulés de tous les usagers. La modulation définie par l'équation 2.1 et la 
démodulation, qui consiste en u n  filtre de réponse zmpulsionnelle h[-n] et un sous 
échantillonnage de rapport L, sont bien cohérentes. 
Preuve du lemme 1: 
En l'absence de perturbations, le signal reçu s'écrit 
*Nous utilisons l'appellation "orthonormalité" comme les auteurs de [l], [2] et [15J, ainsi que 
dans un but de simplification, mais il s'agit en réalité d'une corrélation faible (voir la section 3.4)- 
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La démodulation correspondant à L'usager i conduit au signal 
En utilisant la dénnition de la modulation (équation 2.1), on obtient 
= C m 7 1 ~ m [ l ] C k h m [ k - ~ L ] k [ k - n L ]  
Enfin, grâce à la propriété 2.2, on anive au résultat attendu: z[n] = xi [n]. O 
La complétude 
Une autre propriété qui caractérise ces signatures est la complétude: 
On peut également représenter ces signatures dans le domaine héquentiel. Les 
variables entre crochets sont temporelles et les variables entre parenthèses sont 
fréquent ielles: 
La condition de complétude (2.6) peut être exprimée dans le domaine fiéquentiet 
par: 
H+(u)H(w) = L 
La représentation fréquentielle des signatures possède une propriété de factori- 
sation très utile pour Ia construction pratique des signatures. Elle est précisée par 
le lenune suivant: 
CHAPITRE 2. DEUX TYPES DE CDMA 21 
Lemme 2 La représentation fréquentielle des signatures décrites précédemment 
peut s 'ém-re SOUS la f o m e  factorisée suivante, appelée mprésentation polyphase [I 11: 
avec Q matrice carrée de taille L et A ( w )  = [l, e-jw7 - , e-ju(L-l) 1 - 
Preuve du  lemme 2: 
Posons r = du. La représentation fréquentieile de la signature de  l'usager i s'écrit 
Notons à ce stade que si K = L, le résultat est immédiat et la matrice Q ne dépend 
pas de W .  Dans le cas où K > L, le principe est de séparer la somme précédente en 
L sommes en fonction de la con,wence modulo L de l'indice k. Plus précisément, 
on peut écrire: 
Hi(.) = 
Ceci peut se reformuler: 
avec 
Finalement, le coefficient de la ligne z et de la colonne Z de la matrice Q(w)  vaut 
Ce lemme permet de construire de très nombreuses classes de  signatures à partir 
du simple choix de la matrice canée Q(w). On vérifie ici la propriété de complétude 
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EquentieLle (2.8), mais nous verrons plus loin que ce n'est pas sutnsant pour que la 
modulation et le calcul des interférences fonctionnent. En effet les deux propriétés 
nécessaires pour cela sont l'ort honormalité (2.2) et le part itionnement parfait (sec- 
tion 2.2.2). 
Exemples 
Exemple 1 Si  on prend par exemple 
Q(4 =1, 
on a alors 
La condition (2.8) est bien vérifiée et dans le domaine temporel, on obtient 
Chaque signature contient une et une seule valeur non nulle (un), ce qui conduit à 
un signal modulé 
En d'autres termes, à l'instant no on transmet uniquement y,,~ [n] = X,+I [k] où k 
et r sont respectivement le diviseur et le reste de la division Euclidienne de n par 
L. Un tel système correspond à la technique d'accès multiple connue sous le nom de 
tirne division multiple access (TD MA). 
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Exemple 2 S i  1 'on choisit maintenant 
La condition (2.8) est e n w m  une fois vérifiée et d a m  le domaine temporel, les 
signatures s'écrivent 
hk[n] = k = 1,2 ,..., L, (S. 20) 
ce qui conduit au signal modulé 
En d'autres termes, on transmet à chaque instant n = kL les signaux xm[k] de 
2~r(m- 1 tous les usagers (in = 1,2, ..., L) , mais chacun à une pulsation diflémnte (4). 
Un tel système correspond à la technique d'accès multiple connue sous le nom de 
frequency division multiple access (FDMA) . 
Exemple 3 S i  l'on choisit maintenant 
le même calcul que dans l'exemple précédent montre que 
La vérification de la condition (2.8) dépend des ck[n] pour k = 1,2,  ..., L et n = 
0,1,  ..., L - 1. Dans le domaine temporel, les signatures s'écrivent 
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ce qui conduit au signal modulé 
avec k et r respectivement le diviseur et le reste de la division Euclidienne de n par 
L. Ce système correspond exactement au DS-CDMA introduzt dans la section 2.1 et 
présenté pour L = 4 sur la figure 2.1. Nous remarquons également que, dans ce cas, 
la longueur des signatures ne dépasse pas L, ce qui illustre clairement le nouveau 
degré de liberté du Spread Signature CDMA puisque la longueur des signatures est 
en général K > L. En fait, dans le DS-CDMA, on multiplie simplement par le 
code d'étalement donc la longueur de code utilisée pour étaler un bit correspond 
à l'expansion de largeur de bande alors que dans le Spread Signature CDMA, on 
effectue une conuolution donc la signature peut avo2r une longueur supérieure à 
l'expansion de largeur de bande. Enfin, la condition de complétude est bien vérifiée 
grâce aux propriétés particulières des codes PN ck[n] utilisés pour le DS-CDMA. En 
effet.. 
ce qui peut se réécrire 
avec O&] la fonction d'autocorrélation périodique discrète du code PN [9/. Si le 
code PN utilisé est une séquence de longueur maximale [9/, cette fonction prend les 
valeurs suivantes 191: 
Finalement, on a bien 
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On voit grâce à ces trois exemples que certains cas particuliers de signatures 
correspondent aux techniques d'accès multiple usuelles, ce qui permet d'affirmer que 
le Spread Signature CDMA est une généralisation des techniques d'accès multiple 
usuelles (au moins les trois citées en exemples ici). 
Dans la suite, nous nous intéressons aux caractéristiques de bonnes signatures 
et nous décrivons une classe particulière de signatures , aisément const mctible par 
récurrence. 
2.2.2 Les caractéristiques de bonnes signatures 
'Ztois principales caractéristiques permettent de décrire de bonnes signatures. La 
première concerne l'autocorrélation et I'intercorrélat ion. 
Auto et inter-corrélations 
L'idéal serait d'avoir: 
En effet, cela assurerait une démodulation exacte du signal modulé en l'absence de 
perturbations. Le lemme 1 a montré qu'une condition plus faible, que nous appelons 
orthonorrnaiité, suffit à assurer cette cohérence. On définit un facteur de mérite $ 
On peut vérifier que l'inverse de ce facteur de mérite représente une sorte de distance 
à l'idéal. En effet, si k = 1, 1 Hk(w) l2 = 1 et d'autre part, si k # 1, 1 Hk (w)  Hi (w)  1 = 0. 
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Donc les deux cas idéaux conduisent à + = O. On peut montrer que ces deux 
ekl 
objectifs d'autocorrélation unitaire et d'intercorrélation nulle sont contradictoires. 
Par conséquent, il faut trouver un juste milieu. Nous verrons plus loin une classe 
particulière de signatures dont les propriétés d'autocorrélation et d'intercorrélation 
satisfont ce juste milieu. 
La dispersion 
La seconde caractéristique d'une bonne signature est une dispersion maximale. Dans 
cette optique, on défrnit le facteur de dispersion Dh 
On peut tout d'abord remarquer que Dh 2 1. En effet la condition d'orthonormalité 
2.2 implique en particulier que h$ [n] = 1 donc 
2 
En hm["] = ( C, h X 4 )  - 2 En,, hxnlhm [PI 
De plus, pour des signatures de longueur finie K, ce qui est le cas intéressant en 
pratique, on a la propriété suivante: 
Propriété 1 La dispersion Dh de signatures de longueur K est majorée par K et 
cette t.laZeur est atteinte lorsque Ihm [n] 1 = -&, quelque soient rn et n. 
Preuve de la propriété 1: 
On cherche à maximiser Dh et comme il est clair que ce n'est pas l'indice corre- 
spondant à l'usager qui est significatif, cela se ramène à minimiser En hk[n]. On 
a déjà vu que la condition d'orthonormalité impliquait en particulier la contrainte 
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En h&[n] = 1. Si l'on minimise En h&[n] sous la contrainte C, hm [n] = 1 par la 
méthode du Lagangien, on obtient le Lagrangien suivant: 
La dérivée de ce Lagrangien par rapport à chaque &[n] pour O 5 n 5 K - 1 
vaut 4h&[n] - LAh[n]- L'annulation de cette condition conduit à X = 2h;[n] ou 
&[n] = O ,  quelque soit n. Soit no le nombre de &In] qui sont nuls. La con- 
1 trainte En hm [n] = 1 implique que les autres h&[n] sont égaux et valent tous G. 
' Ceciest L'expression que l'on cherche à minimiser (C, h$[n]) vaut alors ~_i;a. 
mi-n-ima-1 pour no = O. Donc le minimum de Dh est obtenu lorsque tous les h$[n] 
(O 5 n 5 K - 1) sont égaux à et ce minimum vaut K, ce qui achève de prouver 
la propriété. 
Les signatures qui correspondent à cette dispersion maximale sont donc binaires 
1 1 et prenant uniquement les v&urs -m et z. 
Le part itionnement 
La dernière caractéristique que doit présenter une bonne signature concerne le par- 
titionnement. L'interférence inter-usagers doit être répartie de manière uniforme. 
De façon à préciser quelque peu cette condition, on définit la fonction de corrélation 
modifiée suivante[l5]: 
9, [n, rn] = hi[n - k l ] k [ m  -kL] 
k 
La condition de complétude (2.6) implique 
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Les signatures présentent de bonnes propriétés de partitionnement si, en un certain 
sens, cette impulsion est uniformément répartie sur les L termes de la somme. De 
façon à exprimer plus précisément cette idée, on définit 
Les signatures présentent un partit ionnement as ymptot iquement parfait si [n, m] 
tend vers O quand la longueur K des signatures tend vers l'infini. 
Un exemple 
On peut définir une classe optimale de signatures, dans le sens où leur étalement est 
maximal, par la récurrence 2.39. 2 est la matrice de Hadamard d'ordre L et A(w) = 
dzagA (w) . Certains exemples de signatures à étalement maximal appartenant à 
cette classe sont illustrés par la figure 2.5. 
À l'étape i de la récurrence, les signatures ont un étalement temporel de Li? 
Les caractéristiques spectrales de ces signatures (2.40) garantissent un rapport signal 
sur bruit inversement proportionnel à la largeur de bande du système. 
em est l'énergie des bits de l'usager m. Si E~ ne dépend pas de rn (ce qui sera le cas 
considéré pour l'évaluation des performances), on peut la noter Eb. Les propriétés 
d'auto et d'inter-corrélation de cette classe de signatures vérifient [7]: 
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Le résultat le plus important et le plus difficile à démontrer concerne le com- 
portement asymptotique des liaisons descendante et montante. Il peut s'exprimer 
par l'intermédiaire d'un théorème présenté dans [15], dont le résultat sera décrit au 
chapitre 3. L'importance de ce résultat vient de ses bonnes propriétés d'approximation. 
En effet, on peut développer un récepteur utilisant un algorithme itératif qui, en un 
petit nombre d'itérations, permet d'atteindre des performances intéressantes (voir le 
chapitre 3). Cet algorithme exploite la diversité introduite sous forme d'interférence 
intersymboles grâce à la liberté sur la longueur des signatures K > L. 
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Figure 2.5: Illustration des signatures pour (L, K) = (416)  et (32,1024) 
Chapitre 3 
Le récepteur multi-usagers étudié 
Une des particularités des communications au sein d'un réseau cellulaire est l'impor- 
tance des interférences entre les différents usagers. Dans le cas du CDMA, elles 
sont même pour une part inhérentes au système. Les récepteurs multi-usagers 
([IO] ,[l3]) utilisent la structure de ces interférences de façon à améliorer les per- 
formances du système, en exploitant les caractéristiques du canai. Certains de ces 
récepteurs présentent des performances très intéressantes dans une configuration 
de zone dégagée. Celui qui est étudié dans ce chapitre s'avère mieux adapté au 
cas d'une confiopration urbaine, qui sera considéré dans le chapitre 5 consacré aux 
performances. Il est fondé sur une procédure itérative qui exploite la diversité in- 
troduite par le Spread Signature CDMA (voir section 2.2) sous forme d'interférence, 
dans le but de réduire les interférences d'accès multiple et intersyrnboles. Il a été 
proposé par Beheshti et al. en 1998 [l]. Mon travail consiste en une présentation de 
son fonctionnement, complété par des considérations pratiques de programmation 
et une synthèse théorique sur le rôle des Mérentes relations pour le fonctionnement 
de l'algorithme. 
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La fiogre 3.1 présente le schéma général de l'algorithme. On remarque que chaque 
itération (la lme par exemple) prend en entrée le signal reçu r[n] et une estimation 
de l'interférence, notée ~ k [ n ]  (qui vaut O pour 1 = l ) ,  et fournit comme sortie une 
estimation du message original & [n] et une variable 2:;' [n] qui, par combinaison 
Linéaire, va fournir l'estimation de l'interférence pour l'itération suivante. Les co- 
efficients de cette combinaison linéaire a:,&] sont optimisés grâce à un algorithme 
récursif parallèle. 
Figure 3.1: Schéma de l'algorithme [l] 
On a vu que le signal modulé était y,[n] (équation 2.1) et que le canal était 
modélisé par les coefficients a&, k] définis par l'énoncé 1.14 du chapitre 1, avec 
l'indice m qui correspond à l'usager. k] est la réponse à l'instant n à une 
impulsion à l'instant n - k. Rappelons que l'hypothèse principale est que toutes les 
perturbations du canal, c'est-à-dire les déphasages fréquentiels (effet Doppler) ainsi 
que les décalages temporels (dus aux réflexions du signal), sont représentées par la 
distribution de Rayleigh que suivent les valeurs d'atténuation du deuxième écho. 
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Dans le cas de la liaison descendante (base vers mobile) on peut omettre l'indice m 
car le mobile reçoit les signaux de tous les usagers par le même canal (ce qui n'est 
pas le cas pour la liaison montante). Dans ces conditions, le signal reçu est 
où w[n] est du bruit blanc gaussien de spectre de densité de puissance 9. 
3.1 La première itération (1  = 1) 
Le schéma de la première itération est présenté par la figure 3.2. Le signai reçu est 
d'abord égalisé1 puis démodulé. La démodulation consiste en un filtrage linéaire de 
réponse impulsionneue &[-n] et un sous-échantillonnage d'un facteur L (é~imination 
de L - 1 symboles tous les L) . On obtient ainsi Îk [n] ,estimation des bits de départ 
x, [n]. On effectue ensuite une décision dure pour obtenir *&[n]. 
Fi,we 3.2: Schéma de la première itération 
3.1.1 L'égalisation 
Le signal égalisé s'écrit 
- - 
'notons que les coefficients d9égGtion dépendent de l'itération 
Les coefficients d'égalisation sont obtenus par optimisation du rapport signal sur 
bmit et interférence (Sm). Leur calcul sera présenté plus loin. D'après la définition 
du signal reçu (équation 3.1) et la définition de l'égalisation ci-dessus (équation U ) ,  
on a 
et la définition de la démodulation donnée dans le lemme 1 implique donc que 
l'estimation, avant décision dure, vaut 
3.1.2 Décomposition de l'estimation en trois termes 
Le but du lemme suivant est de simplifier cette expression en faisant ressortir la 
si,@fication de chaque terme. Dans cet objectif, on définit les coefficients &[kt, k2] 
qui correspondent à la mise en cascade du canal et de l'égaliseur: 
Lemme 3 L 'estimation, avant décision dure, des bits d'entrée s'écrit de la manièm 
suivante: 
M 
où le premier terme est l'znfomation utile (ph est une constante), uf, est le terme 
qui correspond au bruit et XE, r&[n] est le terme qui correspond aux inte7fémnces 
(&, [n] pour 1 'interférence zntersymboZes et les autres termes zim [n] pour Z 'interférence 
d'accès multiple). Ces termes sont définis par 
Preuve du lemme 3: 
Le terme qui correspond au bruit était déjà apparent dans l'équation 3.4. Remar- 
quons maintenant que 
Donc il reste à prouver que 
Commençons par remplacer cim [kt, k2] par sa valeur donnée par l'équation 3.5. Le 
premier terme de l'égalité ci-dessus vaut donc 
L'étape suivante consiste à exploiter le fait que la démodulation de yi[n - k] conduit 
à xi[n - k] ce qui se traduit par 
Si l'on reporte ceci dans notre expression précédente, il vient 
et si l'on suppose un partitionnement parfait, c'est-à-dire eh, [n, ml = ib[n - ml, on 
obtient 
b&[kl,jlai[kl - j , h  - i ] b [ k i  - nL]yi[kl- k2] (3.15) 
kl ,k2 di 
II reste à poser j = k et k2 = k f p  pour trouver le résultat avec les indices du second 
terme de l'équation 3.11. Ci 
3.1.3 Qu'en est-il des performances ? 
Il est important de préciser à ce stade que le terme de bruit est de moyenne nulle et de 
spectre de densité de puissance F E  1 Bfn 1 * où BA est la représentation fiéquent ieue [ 1 
de b;, définie par Bk(#, n] = Ck b& [n, k]e-iwk. De plus, le terme zLm [n] correspond 
à l'interférence intersymboles et les autres termes ~ , ~ [ n ]  représentent l'interférence 
d'accès multiple (en Anglais Multiple Access Interference ou MAI). Dans l'hypothèse 
où K et M sont suffisamment grands pour justifier la supposition gaussienne, cha- 
cun des termes d'interférence est considéré de moyenne nulle et de variance valant 
~ ~ i v a r C ~ ! , ( ~ ,  n] où ~i est l'énergie des bits de l'usager i et Ck est la représentation 
fréquentielle de ctm. Si les signatures sont suffisamment longues, les bits x,[n] sont 
décorrélés non seulement avec le bruit et la MAI, mais aussi avec l'interférence in- 
tersymboles [L5]. On a alors le SNIR qui vaut 
On peut alors estimer la probabilité d'erreur sur les bits BPSK à la fin de la première 
itération [l] par 
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Comme nous le verrons dans le chapitre 5, les performances d'erreur atteintes 
à ce stade, après la première itération, sont meilleures que celles du cas K = L 
qui correspond au CDMA classique, car le récepteur expioite la diversité temporelle 
introduite par les signatures (K > L). Toutefois, la décroissance de la proba- 
bilité d'erreur lorsque le SNR croît est peu importante. Pour résoudre ce problème, 
le récepteur multi-usagers décrit dans ce chapitre utilise une procédure itérative 
d'annulation d'interférences, grâce à des estimations de plus en plus fines. La sec- 
tion suivante présente cet algorithme et termine l'optimisation du récepteur (en 
particulier le calcul des coefficients d'égalisation). 
3.2 Les itérations suivantes (1  3 2) 
Le schéma des itérations suivantes de l'algorithme [Il est présenté sur la figure 3.3. 
On remarque tout de suite que celui-ci s'applique également à la première itération 
si on initialise l'estimation de l'interférence &[n] à O. On remarque également que 
la partie inférieure du schéma correspond aux calculs présentés par le lemme 3 et 
qui fournissent (indirectement ) l'estimation de l'interférence. 
3.2.1 Estimation de l'interférence 
Pour toutes les itérations à partir de 1 = 2, après avoir actualisé les coefficients 
d'égalisation, on calcule l'estimation des bits d'entrée comme pour la première 
itération. Puis, avant de procéder à la décision dure, on soustrait l'estimation de 
l'interférence provenant de l'itération précédente et calculée à partir de l'expression 
Algo récursif l 1-,,,, $2.1 [n] 
4 
Fibwe 3.3: Schéma de l'itération 1 
suivante 
similaire à celle présentée dans le lemme 3, et qui fournit des estimations des & 
(notées 2jm) à partir des 2:-' [n] . L'estimation de l'interférence qui est soustraite, 
est ensuite obtenue comme combinaison linéaire des 2:m : 
Les coefficients a:,,, sont les deuxièmes paramètres d'optimisation du SNIR (après 
les coefficients d'égalisation) qui sont calculés plus loin. 
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3.2.2 Décomposition de l'estimation en trois termes 
La forme que prend l'estimation, avant décision dure, des bits d'entrée est également 
similaire à celle de la première itération qui est présentée dans le lemme 3. La 
seule différence est la soustraction (équation 3.24) de l'estimation d'interférence, î:m 
(multipüée par un coefficient), à l'interférence elle-même, &, pour conduire à ifrn, 
qui intervient dans l'équation 3.20. On a 
avec 
et 
-1 1 1 -1 zim [n] = zim - aimz,, . 
3.2.3 Qu'en est-il des performances ? 
Précisons encore une fois que le terme de bruit est de moyenne nulle et de spectre de 
densité de puissance +E [I B L ( ~ ]  et chacun des termes d'interférence est également 
de moyenne nulle et leur variance vaut ~ E ~ V U T C ~ ~ ( W ,  n]. La nouvelle expression du 
SNIR est donc: 
avec toujours la probabilité d'erreur qui vaut 
3.2.4 Optimisation du SNIR 
Il s'agit maintenant de procéder à la maximisation du SNIR qui fournit le calcul des 
coefficients d'égalisation et des af,. Commençons par définir les coefficients par 
cette expression, valable quand le SNR est suffisaaunent élevé: 
E [G [n] 5f [k] &6[n - k] (3.27) 
La première étape est d'exprimer le SNIR y; donné par l'équation 3.25 en fonction 
des paramktres d'optimisation. Remarquons tout d'abord que l'on a cet te approxi- 
mation, valable quand le SNR est sufEsamment élevé: 
On peut donc calculer 
L-1 E .  = 11 + - 2aQpi t varCk  grâce à l'équation 3.18. 1 
Cette expression est minimale pour 
On obtient donc l'expression du SNIR maximisé: 
Il reste maintenant à maximiser cette expression en fonction des coefficients d'égalisation. 
On fait l'hypothèse que les évanouissements de Rayleigh sont sufkarnment lents pour 
pouvoir écrire 
c ! ~ ( w ,  n] B ~ ( U ,  n]Ai(w, n] (3.32) 
On peut alors utiliser les lemmes 1 et 2 de [15] pour trouver 
3.2.5 L'algorithme récursif 
Il reste maintenant à décrire l'algorithme récursif qui permet de calculer, à chaque 
itération, les coefficients de la combinaison linéaire conduisant à l'estimation de 
l'interférence. L'optimisation du SNIR montre que aim = &'. Cet algorithme 
récursif calcule donc ces coefficients p:. À ce stade, on peut faire une remarque 
instructive de théorie des communications: la définition des pi donnée à l'équation 
3.27 peut s'écrire 
xi[n] vaut & avec probabilité ? et -JE; avec probabilité 1. De plus, ~f[n] vaut 6 
avec probabilité (1 - P:) et -6 avec probabilité 4'. On en déduit que l'espérance 
du numérateur vaut $?3[zi[n]$[n]lz,[n] = A] + ~ E [ z ~ [ ~ ] ~ : [ ~ ] ~ z ~ [ T z I  = -fi]. 
Ces deux espérances sont égales et valent 6 &(1- ef) - f ipi):!) .  Finalement, ( 
l'espérance du numérateur vaut ~ ~ ( 1  - 2P;) et on a 
On a donc, grâce à l'équation 3.26 
Il sufit donc de trouver une expression de en fonction de pour pouvoir cal- 
culer les pi de manière récursive. 
Jusqu'à maintenant, nous n'avons jamais différencié la liaison descendante (base 
vers mobile) de la liaison montante (mobile vers base). Toutefois, il est naturel 
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que de nombreuses dinérences existent. D'une manière générale il est clair que h 
liaison montante est plus complexe que la Liaison descendante. Nous en avons déjà 
mentionné une des principales raisons: le mobile reçoit Ies signaux destinés à tous 
les usagers par le même canal, ce qui n'est pas le cas pour la base. En effet les car- 
actéristiques du canal sont principalement dues au déplacement comme nous avons 
pu le voir dans le chapitre 1. Nous d o n s  voir ici de manière un peu plus précise ce 
que cette différence implique. 
Précisons tout d'abord que le SNR de réception du signal de l'usager m utilisé 
pour le calcul analytique et qui prend en compte les coefficients d'atténuation du 
cand en moyenne fkéquentielle est & = N o E ~ ~ , ( 2 1  et differe du SNR de l'usager n 
ne tenant pas compte du canal qui est 2, ou 2 si E, ne dépend pas de m. 
Cas de la liaison descendante 
Regardons pour commencer la Liaison descendante. On peut appliquer un cas par- 
ticulier des lemmes 1 et 2 de [15] pour trouver 
Cas de la liaison montante 
En ce qui concerne la liaison montante, le cas général des lemmes 1 et 2 de [15] 
s'applique et on a 
L'algorithme récursif qui permet de calculer les se décompose donc en quatre 
étapes: 
2. W, calcul du SNIR à partir de pi-1 et du SNR grâce à l'équation 3.37 ou 
3.38. 
3. calcul de pi à partir de y: grâce à l'équation 3.36. 
4. 1 = 1 + 1 et retour au point 2. 
3.2.6 Considérations de programmation 
La programmation de cet algorithme nécessite un travail plus approfondi sur les 
fonctions intervenant dans les équations 3.36, 3.37 et 3.38. Commençons par la 
première. Elle fait intervenir la fonction Q. Pour calculer de manière efficace et 
rapide les valeurs de la fonction Q on peut utiliser, par exemple, une interpolation 
polynômiale de degré trois à partir de Ia courbe de probabilité d'erreur d'un canal 
gaussien non codé. 
Ensuite, suivant que l'on considère la liaison descendante ou la liaison montante, 
il faut programmer l'équation 3.37 ou l'équation 3.38, respectivement. En raison de 
la grande complexité des fonctions qu'elles font intervenir, seul un outil de calcul 
formel comme Maple V permet de les calcder. Un calcul direct, même en utilisant 
une approximation analytique, serait trop pénalisant pour notre algorithme. On 
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Fiewe 3.4: Graphe de la fonction intervenant pour la liaison descendante 
peut donc utiliser une interpolation non linéaire. Plus précisément, on utilise les 
valeurs calculées grâce à un outil de calcul formel tel que Maple pour approcher ces 
fonctions par des fonctions plus simples. Étant donné le domaine qui nous intéresse 
et la forme de la fonction à approcher, on détermine une classe de fonctions suscep- 
tibles de se confondre avec elle. Puis, il reste à choisir au sein de cette classe quelle 
fonction va être utilisée par le programme pour l'algorithme. 
Dans le cas des équations 3.37 et 3.38, on s'intéresse aux  fonctions 
M L  a? M-2 (-1 M-kk! avec El(z) = Jza <dt et ,û(x, M )  = ++ [(-L)M+~~~E&)+c,, +]. 
Leur calcul par Maple donne les graphes qui sont présentés sur la figure 3.4 pour 
la liaison descendante et sur la fi0gure 3.5 page 49 pour la liaison montante. Un outil 
de calcul formel permet égaiement de calculer leurs limites. La forme de la courbe 
ainsi que des informations comme les limites permettent de s'orienter vers une classe 
de fonctions susceptibles de les approcher. Dans ce cas, après un certain nombre 
d'essais, les résultats ont conduit à les approcher par des fonctions de la forme 
Il reste à choisir, pour chacune des deux fonctions à approcher, les six coefficients 
déterminant la fonction qui va être le plus proche, au sens de l'erreur quadratique. 
Ce calcul est réalisé par un algorithme de Matlab. On obtient ainsi des fonctions 
très simples à calculer et qui sont très proches des fonctions analytiques de départ. 
Le fait qu'il ne s'agisse pas exactement des fonctions analytiques influe uniquement 
de manière minoritaire sur les résultats fournis par l'algorithme. En effet, les hy- 
pothèses du calcul d'optimisation qui conduit à ces fonctions ne sont vérifiées que 
de manière approximative dans la réalité. C'est sans aucun doute ce second facteur 
qui est majoritaire en ce qui concerne les résultats fournis par l'algorithme. 
3.3 Performances théoriques 
Maintenant que les notations sont mises en place et que le fonctionnement de 
l'algorithme est décrit, il est temps d'énoncer le résultat qui garantit la convergence 
vers des performances dignes d'un canal à bruit blanc additif et donc assurément 
meilleures que celles d'un canal de Rayleigh. 
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Si les processus b[n, k] et c[n, k] sont ergodiques en un certain sens2, si la dis 
persion est infinie (Dh -t 00) et le partitionnement parfait, I'estimation 3&] des 
bits d'entrée x,[n] tend en moyenne quadratique vers E[C,,]x,[n] + v,[n] [15] 
où les v&] sont des suites mutuellement non corrélées de bruit blanc gaussien à 
valeur complexe de moyenne d e  et non corrélées avec les bits d'entrée. C est 
la représentation de c dans le domaine fréquentiel et les variables sont omises par 
commodité du fait de la stationnarité. 
Comme je l'avais précisé précédemment, l'importance de ce résultat vient de ses 
bonnes propriétés d'approximation. Les résultats présentés dans [l] semblent mon- 
trer que seul un petit nombre d'itérations permet d'atteindre des performances sat- 
isfaisantes. L'objectif des chapitres suivants est de confirmer ces résultats théoriques. 
3.4 Conclusion sur la théorie: le rôle de l'ortho- 
normalité et de la complétude 
L'orthonormalité (2.2) s'écrit 
k [ k  - nL]hi[k - mL] = b[n - m]&[z - j ] .  
k 
On peut la reformuler 
1 
&,h, WI = K6W6[i - jl 
avec ehhj [k] l'intercorrélation discrète entre les signatures d é f i e  par 
1 
ehb [k] = - K C h[n]hj[n + k] .  
n=O 
*défini dans [15] 
On peut donc l'interpréter comme une expression de l'intercorrélation discrète entre 
les signatures sur les multiples de L3. 
La complétude s'écrit dans le domaine temporel (2.6) comme 
On peut montrer que cette complétude exprimée dans le domaine temporel implique 
l'expression de la complétude dans le domaine fréquentiel (2.8) suivante 
En effet, 
et si l'on effectue la division Euclidienne de p par L, il vient un couple unique (k, n) 
tel que p = n + kL avec n = p modulo L et k = LE]. On peut ensuite écrire 
m = q - L j i J  L pour avoir q = rn + kL avec le domaine D de variation de rn qui 
contient {O, ..., L - 1) et, après avoir changé k en - k, il vient 
réciproque dans le cas général. On peut reformuler l'expression de la complétude 
dans le domaine fréquentiel 
t 
On peut donc l'interpréter comme l'expression de la somme sur les usagers et dans le 
temps de l'sutocorrélation discrète des signatures. La complétude et  l'orthonormalité 
3ceci précise la notion de corrélation faible citée précédemment 
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ne représentent donc pas les mêmes grandeurs et ne sont pas reliées. 
Le fonctionnement de la modulation est fondé sur l'orthonormalité et le fonction- 
nement du calcul des interférences sur le partitionnement parfait. Ce dernier im- 
plique la complétude temporelle qui elle-même implique la complétude fréquentielle. 
Les conditions à vérifier pour Les signatures sont donc l'orthonormalité et le parti- 
tionnement parfait. Les deux propriétés de complétude découlent de ce dernier. 
Figure 3.5: Graphe de la fonction intervenant pour la Liaison montante (cas M = 2 
et M = 16) 
Chapitre 4 
Performances "prévues" 
Dans le cadre de l'hypothèse gauss ie~e ,  il est possible de calculer les performances 
prévues par l'algorithme du récepteur, à chaque itération pour la précédente. Cette 
approche a déjà été présentée dans [l], mais elle est utilisée ici pour étudier et quanti- 
fier l'influence d'un contrôle de puissance imparfait sur les performances du système. 
4.1 Présentation de l'approche 
Le choix de la modélisation du canal radiomobile est crucial. Comme il est déjà 
évoqué au chapitre 1, le premier choix est de le considérer quasi-statique, c'est-à- 
dire que pour une trame donnée, il est constant dans le temps. De plus, on suppose 
que le récepteur connaît ses caractéristiques. Ceci peut être par exemple dû à 
l'utilisation d'un signal pilote. En fait, ce problème de connaissance du canal, soit 
par estimation, soit par pilote, est assez complexe. Des résultats de simulations sur 
le sujet dans le cadre d'un système de la troisième génération prévue pour l'Amérique 
du nord CDMA2000 sont présentés dans le mémoire de maîtrise de P.F. Caillaud [4]. 
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La modélisation du canal radiomobile va donc être réalisée par un certain nom- 
bre d'échos présentant des atténuations différentes et des écarts temporels variables. 
On considère que le nombre d'échos reçus est de 2, ce qui correspond au cas de 
[4] pour un mobile en déplacement à une vitesse de 6Okm/h. Le calcul analytique 
de probabilité d'erreur prévue prend en considération une moyenne des coefficients 
d'atténuation du  canal et non la forme précise du canal. Donc, le choix de l'écart 
temporel entre les échos n ' i n t e ~ e n t  que plus tard, pour les simulations présentées 
au chapitre 5. On suppose que le récepteirr est synchronisé sur le premier écho r e p  
et que, en moyenne, il égalise de façon à voir cet écho comme non atténué. On choisit 
l'atténuation du second écho de manière aléatoire, suivant une Ioi de Rayleigh de 
moyenne connue: - 4 dB. 
L'intérêt de l'évaluation de ces performances prévues réside en la possibilité 
d'obtenir de manière relativement aisée des résultats indicatifs sur les performances 
du système, dans un très grand nombre de situations. Les performances issues de 
simulations qui sont présentées au chapitre suivant sont beaucoup plus coûteuses du 
point de vue de la complexité et ne permettent pas de couvrir toutes les situations 
que nous allons considérer maintenant. En particulier, il est particulièrement in- 
structif d'évaluer l'influence d'un contrôle de puissance imparfait, c'est-à-dire d'une 
inégalité de répartition des usagers dans la cellule, sur les performances de l'algorithme 
présenté au chapitre précédent. 
Un autre élément pris en compte par ce calcul analytique de probabilité d'erreur 
prévue est de quelle liaison il s'agit. Comme il a déjà été mentionné, la principale 
différence entre liaisons montante et descendante est la suivante. Dans la liaison 
descendante, chaque mobile reqoit les signaux destinés à tous les usagers du même 
CHAPITRE 4. PERFORMANCES "PRÉVUES" 
endroit: la station de base qui est fixe. En revanche, en ce qui concerne la liaison 
montante, la station de base reçoit les signaux de tous les usagers provenant chacun 
d'un mobile différent. Or, chaque mobile décrit un mouvement différent. Dans le 
premier cas (liaison descendante), le récepteur (au mobile) doit traiter les signaux 
de tous les usagers, passés par le même canal (déterminé par son mouvement à lui 
seul). Dans le second cas (liaison montante), le récepteur (à la station de base) 
doit traiter les signaux de tous les usagers, passés chacun par un canal différent 
(déterminé par le mouvement du mobile émetteur). 
4.2 Le contrôle de puissance 
Le contrôle de puissance est un mécanisme de commande dynamique essentiel des 
systèmes de communications cellulaires. Il s'agit de minimiser les puissances émises 
tout en conservant le critère de qualité de service que l'on s'est fixé au préalable. 
Pour la liaison montante, il sert à ce que les mobiles éloignés émettent avec plus de 
puissance que ceux qui sont proches de la station de base. En ce qui concerne la 
liaison descendante, il permet à la station de base d'émettre avec moins de puissance 
les signaux correspondant aux mobiles qui sont proches d'elle que les signaux des 
mobiles qui sont éloignés. 
Il permet d'éviter que les mobiles plus proches de la station de base n'interferent 
trop (ce phénomène est appelé near-far effect). Chaque mobile augmente sa puis- 
sance d'émission lorsque la puissance du signal qu'il resoit est trop faible et la 
diminue dans le cas contraire. En fait il maintient constante la somme (en dB) des 
puissances reçue et émise, dans la mesure de ses possibilités. C'est le contrôle de 
puissance en boucle ouverte. Il est de nature analogique, et dans la norme IS-95, 
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il fournit une réponse qui peut varier de plus de 85 dB en quelques micr~secondes 
seulement, Toutefois, cet ajustement se fonde sur le signal reçu. Or, la séparation 
de plus de 45 MHz entre les liaisons montante et descendante implique que les varia- 
tions rapides des canaux montant et descendant sont deux processus indépendants. 
Donc, ce contrôle de puissance en boucle ouverte ne peut prendre en compte cor- 
rectement les variations rapides du canal. 
C'est pourquoi, la station de base mesure le niveau de sisal sur interférence 
reçu (émis par le mobile) et le compare à un niveau de référence (entre 3 et 7 dB) 
1141. S'il est inférieur, elle envoie un message au mobile pour qu'il augmente sa 
puissance d'émission, et s'il est supérieur, pour qu'il la réduise. C'est le contrôle 
de puissance en boucle fermée. La fréquence de cet ajustement doit être sufEsante 
pour combattre les variations rapides du canal. Dans la norme IS-95, le "message" 
envoyé au mobile est un bit de contrôle, toutes les 1.25 ms (800 fois par seconde). Ce 
bit indique au mobile s'il doit augmenter ou réduire sa puissance d'émission d'une 
valeur prédéterminée, environ 0.5 dB. Ce contrôle de puissance en boucle fermée est 
complémentaire du précédent qui était en boucle ouverte- En effet, son temps de 
réponse est plus long car il nécessite un trajet aller-retour de l'information, mais 
il est mieux adapté aux variations rapides du canal car il considère le signal de la 
" b o ~ e "  liaison, ce qui n'est pas le cas du contrôle de puissance en boucle ouverte. 
On peut ajouter un troisième mécanisme qui met à jour le niveau de signal sur in- 
terférence pris comme référence [Ml. 
Enfin, la station de base ajuste elle aussi sa puissance d'émission. Elle la réduit 
périodiquement jusqu'à recevoir un message du mobile lui indiquant de l'augmenter. 
Dans la norme 1s-95, le pas de variation est de 0.5 dB à l'intérieur d'un intervalle 
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de 12 dB, toutes les 15-20 rns. 
4.3 Résultats 
Comme nous l'avons vu dans la section 3.2, l'algorithme récursif qui permet de 
calculer les coefficients a:, de la combinaison linéaire reliant deux itérations suc- 
cessives, se fonde sur un calcd d'optimisation faisant intervenir des fonctions ana- 
lytiques. Une des équations intervenant dans ce calcul (3.26) fournit la probabilité 
d'erreur prévue de l'itération précédente. Il est donc possible de calculer les proba- 
bilités d'erreur de chaque itération, en fonction du nombre d'usagers, de l'expansion 
de largeur de bande et du SNR. 
Rappelons qu'une des principales hypothèses qui justifient ce calcul analytique 
est l'hypothèse gaussienne. Cette hypothèse est relativement forte et l'on peut 
s'attendre à ce qu'elle ne soit pas vérifiée de manière rigoureuse dans les cas concrets 
de simulations, qui sont traités au chapitre suivant. Cela conduirait par conséquent à 
une dégradation de la probabilité d'erreur réelle par rapport à la probabilité d'erreur 
prévue. Toutefois, ce calcul andytique de probabilité d'erreur prévue prend en 
considération une moyenne des coefficients d'atténuation du canal et non la forme 
précise du canal. Donc, il se peut que la forme de canal à deux échos que l'on 
choisit ici conduise à des probabilités d'erreur meilleures que les probabilités d'erreur 
prévues par l'algorithme à chaque itération. 
Le facteur déterminant en ce qui concerne ces performances n'est pas le nom- 
bre d'usagers à lui tout seul, mais ce que l'on peut appeler la charge du système, 
c'est-à-dire le rapport du nombre d'usagers sur le nombre maximal d'usagers, qui se 
trouve être ici l'expansion de largeur de bande. 
Les courbes qui suivent présentent la probabilité d'erreur prévue en fonction du 
rapport signal à bruit % en dBl pour différentes charges C = exprimées en pour- 
centages. La section suivante traite du cas pour lequel le contrôle de puissance est 
parfait et celle d'après s'intéresse à l'influence de l'écart type de la distribution des 
SNR des différents usagers sur les performances du système. 
4.4 Cas d'un contrôle de puissance parfait 
On traite tout d'abord le cas d'un contrôle de puissance parfait, c'est-à-dire que les 
SNR de chaque usager sont identiques. Les résultats obtenus pour une atténuation 
du deuxième écho de -4 dB, sont présentés sur les figures 4.1, 4.2 et 4.3, respective- 
ment pour des charges de 25 %, 50 % et 100 %. 
L'on constate tout d'abord que la seule différence entre les trois courbes pour des 
charges de 25 %, 50 '3% et 100 % est l'écart entre les courbes de probabilité d'erreur des 
trois itérations. La courbe représentant la dernière itération est identique quelle que 
soit la charge, dors que les autres courbes présentent des performances légèrement 
inférieures pour des charges supérieures. 
La différence entre les performances prévues de la liaison descendante et celles 
de la liaison montante est le nombre d'itérations qui permettent d'atteindre la 
probabilité d'erreur minimale. Pour la Liaison descendante, on remarque que trois 
itérations sufFtsent alors que pour la liaison montante, au moins dans le cas d'une 
charge de 100 %, une quatrième itération est nécessaire pour atteindre les perfor- 
mances maximales. 
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Mais la principale remarque que suscitent ces trois courbes, que ce soit pour la li- 
aison descendante ou pour la liaison montante, concerne le faible nombre d'itérations 
requis (rappelons tout de même qu'il s'agit des performances prévues) pour at tein- 
dre les performances maximales. On observe en effet que dès la troisième itération 
ce maximum est atteint, pour la liaison descendante dans le cas d'un contrôle de 
puissance parfait. 
Enfin, on peut remarquer que la courbe de probabilité d'erreur correspondant au 
canal gaussien non codé se trouve à environ 0.5 dB en dessous de la courbe corre- 
spondant à la dernière itération et qui représente la performance prévue maximale 
de l'algorithme itératif. Cette difFérence est due au canal radiomobile, modélisé ici 
par la présence du deuxième écho. L'écart de 0.5 dB, dépend de l'atténuation de 
ce deuxième écho, qui est dans le cas de ces courbes de -4 dB. Si l'on fait tendre 
le coefficient correspondant à ce second écho vers O, le canal tend vers un canal 
gaussien et les performances prévues de l'algorithme itératif vers les performances 
du canal gaussien non codé. 
Finalement, même s'il ne s'agit pour l'instant que de performances prévues dans 
le cas d'un contrôle de puissance parfait, nous constatons qu'un très faible nombre 
d'itérations suffit à l'algorithme itératif du récepteur étudié dans ce travail pour at- 
teindre des performances maximales. Ces performances prévues maximales peuvent 
être évaluées en terme de charge acceptable en fonction du SNR, pour des proba- 
bilités d'erreur données. La fiewe 4.4 présente cette capacité prévue pour la liaison 
descendante après 3 itérations et pour la liaison montante après 4 itérations. 
4.5 Cas d'un contrôle de puissance imparfait 
On traite maintenant le cas d'un contrôle de puissance plus réaliste. D'une manière 
générale (c'est-à-dire même en l'absence de contrôle de puissance), le SNR de chaque 
usager peut s'écrire ezmK où K est une constante et où les x, sont distribués selon 
une loi gaussienne centrée de variance 6L. Il en résulte pour le SNR une distribution 
lognormale. La combinaison des mécanismes de contrôle de puissance permet de 
réduire cet écart type b jusqu'à une valeur comprise entre 1.5 et 2.5 dB [14]. Le 
contrôle de puissance parfait (utopique) traité précédemment correspond à un écart 
typeb=O. 
Les résultats de probabilité d'erreur obtenus pour la liaison descendante et une 
atténuation du deuxième écho de -4 dB sont présentés pour b = 1.5 dB sur la figure 
4.5 pour des charges de 50 % et 100 %. Les résultats de la liaison montante sont 
présentés sur la figure 4.6 pour des charges de 50 % et 100 %. 
On remarque que la dégradation des performances par rapport au cas d'un 
contrôle de puissance parfait est importante. La décroissance des courbes de prob- 
abilité d'erreur prévue avec le SNR est très faible en comparaison de celle de la 
courbe correspondant au canal gaussien non codé. À 15 dB, on arrive à une prob- 
abilité d'erreur d'environ 10-~ pour la liaison descendante ainsi que pour la liaison 
montante. Les probabilités d'erreur issues de simulations correspondantes à cette 
~onfi~guration ne sont pas nécessairement aussi mauvaises pour des raisons qui ont 
déjà été mentionnées. 
L'influence de la prise en compte d'un contrôle de puissance réaliste (6 = 1.5 
dB) est très importante pour les probabilités d'erreur prévues. Il est intéressant de 
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s'attarder un peu sur 1 ' ~ u e n c e  de cet écart-type sur les probabilités d'erreur. Les 
résultats obtenus pour la liaison descendante et une atténuation du deuxième écho 
de -4 dB sont présentés pour 6 = O dB sur la fi,we 4.7 pour des charges de 50 % et 
100 %. Les résultats de la liaison montante sont présentés sur la figure 4.8 pour des 
charges de 50 % et 100 %. 
On remarque que les performances prévues sont nettement meilleures que dans le 
cas de 6 = 1.5 dB, sans pour autant s'approcher de celles correspondant à lin contrôle 
de puissance parfait. En effet, la décroissance des courbes de probabilité d'erreur 
avec le SNR est plus marquée et les valeurs atteintes pour 15 dB sont inférieures à 
IO-'! Des observations similaires au cas du contrôle de puissance parfait peuvent 
être émises. La courbe correspondant aux performances maximales est sensiblement 
identique pour la liaison montante et pour la liaison descendante. 
Finalement, on constate que l'influence de la prise en compte d'un contrôle de 
puissance imparfait est très importante pour les probabilités d'erreur prévues. Une 
comparaison entre les performances prévues maximales dans le cas d'un contrôle de 
puissance parfait, celles avec 6 = O dB et celles avec 6 = 1.5 dB est présentée sur la 
figure 4.9 pour les liaisons descendante et montante. Entre le le cas d'un contrôle 
de puissance parfait et celui de 6 = O dB, pour 1s liaison descendante, on remarque 
une perte d'environ 4 dB pour une probabilité d'erreur de et d'environ 5 dB 
pour une probabilité d'erreur de En ce qui concerne la liaison montante, la 
différence entre le contrôle de puissance parfait et le cas 6 = O dB est d'un peu plus 
de 5 dB pour une probabilité d'erreur de 10-~ comme pour une probabilité d'erreur 
de 10-O. Entre le cas b = O dB et celui 6 = 1.5 dB, la perte est de plus de 2 dB pour 
une probabilité d'erreur de  IO-^, pour la liaison descendante comme pour la liaison 
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mont ante. 
Les simulations dont les résultats sont présentés au chapitre suivant ont été ef- 
fectuées pour un contrôle de puissance parfait pour des raisons de complexité. La 
quantification de la perte de performances entre le cas d'un contrôle de puissance 
parfait et celui d'une situation plus réaliste qui vient d'être présentée, permettra 
d'évaluer les performances du système dans un cas réaliste, à partir des résultats de 
simulation. 
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Figure 4.1: Performances prévues en contrôle de puissance parfait 
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Figure 4.2: Performances prévues en contrôle de puissance parfait 
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Figure 4.3: Performances prévues en contrôle de puissance parfait 
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Figure 4.4: Capacité prévue en contrôle de puissance parfait 
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Liaison descendante. charge - 50 %, att&IuatiOn 28me écho = - 4 dB. 
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Figure 4.5: Performances prévues avec b = 1.5 dB 
Z 




\ -. \. 
+t @vue 1- Wration 
4. prévue 28me itdation 
+ prévue 38me itdration - - canal gaussien non codé 
. -- -. 
5 . 
\ 
I 1 1 
CHAPITRE 4. PERFORMANCES "PRÉWES" 
Liaison montante. charge = 50 %. aiîénuation 28me écho = - 4 dB. 
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Figure 4.6: Performances prévues avec 6 = 1.5 dB 
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Figure 4.7: Performances prévues avec 6 = O dB 
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Figure 4.8: Performances prévues avec 6 = O dB 
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Fieme 4.9: Comparaison entre le contrôle de puissance parfait et imparfait 
CHAPITRE 5. RÉSULTATS DE SIMULATIONS 
Chapitre 5 
Résultats de simulations 
Après l'approche analytique du chapitre précédent, c'est une approche plus pratique 
qui est adoptée dans ce chapitre. Il s'agit d'évaluer les performances du système, 
grâce à des simulations informatiques. De tels résultats ont déjà été présentés dans 
[l], mais le cas considéré ici est ditférent. Le taux de transmission est élevé et 
les caractéristiques du canal correspondent à un environnement urbain avec vitesse 
de déplacement rapide. Différents seuils caractérisant le comportement des perfor- 
mances de ce récepteur sont mis en évidence. 
5.1 La complexité de l'algorithme du récepteur 
La complexité du simulateur dépend de la longueur de la séquence modulée. Si 
la trame de bits d'entrée a m e  taille npts, la longueur de la séquence modulée est 
de L.npts. Le temps de calcul de la première itération est de cinq fois inférieur 
au temps de calcul de chacune des itérations suivantes. En effet, l'estimation de 
l'interférence est coûteuse du point de vue compiexité et eue n'est pas effectuée à la 
première itération. Les machines utilisées pour les simulations dont les résultats sont 
Tableau 5.1: Durée approximative du calcul correspondant à la première itération 
pour une valeur de SNR et une valeur d'atténuation du deuxième écho (m: minutes, 
h: heures, j: jours) 
présentés dans ce mémoire sont des PC sous Windows 98 cadencés à 800 MHz avec 
256 Mo de W. Le simulateur est un programme écrit en C++ avec une interface 
Matlab. Dans ces conditions, le temps de calcul correspondant à une valeur de $ 
1 Lnpt 
3 
et une valeur d'atténuation du  deuxième écho est approximativement de , ( -32 ') 
secondes, pour la première itération. Des valeurs approximatives de cette durée 
convertie en minutes (s), heures (h) ou jours(j) sont présentées dans les tableaux 5.1 
et 5.2, respectivement pour la première itération et pour une itération suivante. La 
complexité de ce simulateur est donc en 0(n3) avec n la longueur de la séquence 
modulée. Pour chaque valeur de %, il convient de considérer la moyenne des perfor- 
mances pour plusieurs valeurs d'atténuation du deuxième écho, distribuées suivant 
une loi de Rayleigh dont on choisit la moyenne. Ainsi, les courbes présentées dans ce 
mémoire, qui représentent les performances du récepteur pour au moins 2 itérations 
et plusieurs valeurs de ont chacune été construites après plusieurs jours de calcul. 
Tableau 5.2: Durée approximative du calcul correspondant à l'itération I > 2 pour 
une valeur de SNR et une valeur d'atténuation du deuxième écho (m: minutes, h: 
heures, j: jours) 
5.2 Choix des paramètres 
Un certain nombre de choix ont déjà été évoqués précédemment, comme par exem- 
ple celui de dew échos au chapitre précédent. Toutefois certains doivent encore être 
présentés. Le premier de ceux-ci est l'écart entre les échos. 
5.2.1 L'écart entre les échos 
1 L 1 2 Mbps / 384 Kbps 1 144 Kbps 1 
Tableau 5.3: Nombre de chips séparant deux échos pour un écart de 2 ps 
L'écart temporel entre les différents échos est déterminant pour les performances 
du système. Ils sont le reflet de l'environnement dans lequel se trouve le mobile. La 
valeur choisie est de 2 ps et correspond selon [4] à une moyenne pour un environ- 
nement urbain dense. 
Le tableau 5.3 présente le nombre de symboles modulés ou chips qui séparent 
deux échos pour cet écart temporel de 2 ps, en fonction de l'expansion de largeur 
de bande L et la largeur de bande avant étalement TVo, qui correspond au taux de 
transmission binaire. Plus ce nombre de chips est grand, plus le récepteur aura de 
facilité à traiter les perturbations du canal. Mais l'on constate que ce nombre est 
grand lorsque la largeur de bande avant étalement et l'expansion de largeur de bande 
sont tous les deux grands. Or, la complexité du récepteur est fortement croissante 
lorsque chacun de ces deux paramètres augmente. Le paragraphe suivant traite 
justement du compromis nécessaire entre Wo et L. 
5.2.2 Compromis entre Wo et L 
La largeur de bande Wo occupée par les bits d'entrée de chaque usager est donc 
égale au taux de transmission. Un des principaux besoins actuels des communica- 
tions mobiles est un débit élevé. Il est par exemple intéressant de choisir un des 
débits les plus élevés prévus pour les systèmes de troisième génération européens 
UMTS: 384 Kbps. Dans le système étudié ici, ceci implique une largeur de bande 
importante (384 KHz) qui pour une expansion de largeur de bande de 8 conduit à 
une largeur de bande après étalement de plus de 3MHz. 
Les diaicultés du canal radiomobile, présentées au chapitre 1, rendent nécessaire 
une grande résolution du récepteur, permettant de séparer les différents échos qui 
sont très rapprochés dans le temps. Cette résolution, qui se concrétise par le nombre 
de chips entre deux échos, est fournie par la largeur de bande après étalement L Wo, 
comme le montre le tableau 5.3. Notons que dans la pratique, une grande largeur de 
bande après étalement va conduire à un nombre important d'échos. Dans le modèle 
utilisé pour ces simulations, le nombre d'échos est fixé à 2 quelque soit la résolution. 
Si l'on choisit un débit élevé, c'est-à-dire une largeur de bande avant étalement im- 
portante, on peut limiter l'expansion de largeur de bande. Ceci présente l'avantage 
de limiter grandement la complexité du récepteur. Toutefois, comme il est présenté 
au chapitre 3, le calcul d'interférence sur lequel se fonde l'annulation d'interférences 
qui intervient dès la seconde itération de l'algorithme, suppose l'hypothèse gaussi- 
enne vérifiée. Or, cette hypothèse s i o d e  en particulier que l'expansion de largeur 
de bande et le nombre d'usagers sont grands. 
Finalement, si l'on veut profiter de 17a.nnulation d'interférences, on ne peut pas 
éviter une expansion de largeur de bande élevée, ce qui entraîne une certaine com- 
plexité du récepteur. Si en revanche, le canal présente une configuration moins 
=cile, il se peut que l'annulation d'interférences ne soit pas nécessaire pour attein- 
dre les performances requises. Dans ce cas, on peut limiter l'expansion de largeur 
de bande tout en conservant un débit élevé, et la première itération de l'algorithme 
suffit. 
5.2.3 Résumé des choix de paramètres 
Le tableau 5.4 présente les principaux paramètres des simulations qui ont été ef- 




1 Largeur de bande 1 Wo 1 384 KHz 1 
2 
O et -4 dB 
Écarts temporels 2~ 
Nombre d'usagers 
1 Longueur des signatures / KITOU L3 1 
L 
1 Nombre d'itérations 1 1  2 1 
RECEPTEUR 
M 
Expansion de largeur de bande 
Tableau 5.4: Principaux paramètres des simulations effectuées 
2 
L 
valeurs de SNR choisies permettent d'observer l'évolution de la probabilité d'erreur 
sur un intervalle sufnsarnment grand. On Ilmite le nombre d'usagers à 2 pour dimin- 
uer la complexité, dans la mesure où on ne simule pas l'aspect de répartition des 
usagers dans la cellule. Si l'on voulait simuler cet aspect, il faudrait prendre en 
compte la distribution lognormale des SNR et des atténuations des échos, pour les 
différents usagers, comme il est fait pour les probabilités d'erreur prévues présentées 
au chapitre précédent. 
La longueur des signatures doit être supérieure à l'expansion de largeur de bande 
de façon à introduire de la diversité sous forme d'interférence intersymboles. Le 
cas K = L a tout de même été simulé pour permettre de constater l'amélioration 
qu'apporte cette diversité temporelle. Si la longueur des signatures est trop grande, 
chaque bit se dilue sur un trop grand nombre de symboles et les performances sont 
diminuées. Cela correspond à choisir un taux de codage de canal trop faible. Cet 
effet de seuil sera également observé. 
5.3 Évaluation de la qualité des signatures utilisées 
Dans son projet de £in d'études, Nicolas Hauswald [7] s'intéresse à une mesure de la 
qualité des signatures utilisées, qui appartiennent à la classe définie par récurrence 
au chapitre 2. La qualité des signatures est évaluée par rapport à deux critères: la 
corrélation et le partitionnement. Comme expliqué au chapitre 2, l'orthonormalité, 
qui est nécessaire à la modulation, est une corrélation faible et la complétude 
temporelle est nécessaire au partitionnement parfait, qui permet les estimations 
d'interférence calculées par le récepteur. Il est donc important que les signatures 
utilisées vérifient ces propriétés, autant que possible. La classe de signatures utiiisée 
pour ce travail présente l'avantage d'être aisément constructible à partir d'une rela- 
tion de récurrence. Mais elIe n'est pas unique et d'autres classes de signatures perme- 
ttent sans doute également à ce récepteur d'atteindre des performances intéressantes. 
Selon [7], l'orthonormaiité et la complétude temporelle sont vérifiées, mais la 
corrélation et le partitionnement parfait ne sont qu'approchés. Une évaluation de 
cette approximation est calculée et permet de conclure que les signatures de cette 
classe, au moins celles qui ont été utilisées pour les simulations, sont similaires. 
Ce résultat valide les comparaisons sur lesquelles se fondent l'analyse développée 
précédemment, puisqu'il confirme que les différences de performances de l'algorithme, 
constatées pour différents L et K, ne peuvent être le résultat de la qualité algébrique 
des signatures utilisées. 
CHAPITRE 5. E&SULTATS DE SDIULATIONS 
5.4 Résultats 
Les résultats des simulations correspondant à la liaison descendante sont présentés 
sur les fiemes 5.1 à 5.7. D'une manière générale, on constate que dans un certain 
domaine de Eb/& les performances prévues sont meilleures que les performances 
issues des simulations. Ce résultat est conforme à la théorie dans la mesure où les 
hypothèses sur lesquelles se fonde le calcul d'interférences du récepteur, et qui justi- 
fient le modèle analytique conduisant aux performances prévues, sont fortes. Il est 
donc tout à fait raisonnable que les situations qui ont été simulées ne vérifient pas ces 
hypothèses et conduisent à des performances moins bonnes. De plus, la deuxième 
constatation générale est le peu d'amélioration qu'apporte la deuxième itération. 
Cela n'est pas conforme à la théorie car l'estimation de l'interférence à partir de la 
première estimation des bits doit permettre d'améliorer la seconde estimation des 
bits de manière si-@ficative. Il se peut que le nombre de points de simulation choisi 
pour satisfaire les contraintes de complexité ne soit pas suflisant pour observer une 
probabilité d'erreur assez faible. Il se peut également qu'une erreur dans le cal- 
cul très complexe de l'interférence ou dans L'utilisation de celle-ci vienne fausser les 
résultats de la deuxième itération. Néanmoins, certains phénomènes peuvent être 
observés et analysés. 
5.4.1 Si L est trop faible, les performances sont médiocres 
Le premier phénomène observé est que lorsque L'expansion de largeur de bande est 
trop faible, les performances du récepteur sont médiocres. On constate en effet sur la 
figure 5.1 que pour une expansion de largeur de bande L = 2, la probabilité d'erreur 
des deux itérations est d'environ 0.4 pour Ea/No compris entre 5 et 10 dB. Cela peut 
s'expliquer par le fait que la sensibilité temporelle après étalement est insuffisante 
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Liaison descendante. M. W. atténuation 2ëme écho = 4 dB. 
Figure 5.1: Performances de la liaison descendante pour L = 2 et K = 8 
pour traiter le second écho introduit par le canal radiomobile. Pour améliorer les 
performances de l'algorithme tout en conservant l'expansion de largeur de bande 
L = 2, il faut au-menter la largeur de bande avant étalement, c'est-à-dire le taux 
de transmission . 
Pour une expansion de largeur de bande supérieure, les performances sont net- 
tement meilleures comme le montre la figure 5.3 pour L = 4 ou la figure 5.6 pour 
L = 8. On peut donc conclure qu'il existe un seuil de L à paxtir duquel les per- 
formances sont meilleures. Toutefois, il n'est pas aisé d'évaluer numériquement sa 
valeur car les comparaisons de performances pour des L différents sont délicates. 
En effet, si l'on veut conclure au rôle précis de L, il faut garder certains autres 
Liaisan descendante, U, W. auénuation 2éme écho = 4 dB. 
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Figure 5.2: Performances de la liaison descendante pour L = 4 et  K = 4 
104 
paramètres constants. Il serait absurde de conserver K constant, mais i1 faut donc 
choisir une valeur de K en fonction de L qui ne modifie pas le rôle de L sur les 
performances. Nous verrons plus loin quel K pourrait être choisi. 
5.4.2 Pour K > L, les performances sont meilleures que 
O 1 2 3 4 5 6 7 
E&No (dB) 
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Un second élément intéressant qui est observé à partir de ces résultats est l'amélioration 
apportée par l'introduction de diversité temporelle sous forme d'interférence inter- 
symboles. En effet, si l'on compare le cas K = L = 4 sur la figure 5.2 et le cas 
K = 16 > L = 4 sur la figure 5.3, on constate une amélioration de la probabilité 
: 
, 
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Figure 5.3: Performances de la liaison descendante pour L = 4 et K = 16 
d'erreur autant pour la première itération que pour la seconde. Pour le cas K = L, 
la première itération correspond au système DS-CDMA. Donc, l'utilisation de la di- 
versité temporelle permet au récepteur d'atteindre des performances meilleures que 
celles du système correspondant au DS-CDMA. 
5.4.3 Si 
Le troisième 
K est trop grand, les performances sont moins bonnes 
phénomène qui  est observé à partir des résultats de simulations est 
la dégradation des performances du récepteur lorsque K est trop grand. Plus K 
augmente, plus le nombre de symboles voisins avec lesquels sont "mélangés" les 
symboles correspondant à un bit, est important. Nous avons vu que l'introduction 
Liaison descendanl. M. b64. auénuation 28me écho = 4 dB. 
- 
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Figure 5.4: Performances de la liaison descendante pour L = 4 et K = 64 
de cette diversité temporelle permet une amélioration des performances, mais l'on 
constate également que lorsqu'elle est trop importante, les performances sont moins 
bonnes. En effet, les probabilités d'erreur de la figure 5.4 sont proches de 8.10-~ 
pour la première itération et de 7.10-~ pour la seconde et restent constantes pour 
&/No compris entre 5 et 10 dB. Ceci constitue des performances médiocres alors 
que les performances présentées sur la figure 5.3 sont bien meilleures. 
On peut donc conclure que lorsque L est constant, les probabilités d'erreur dimin- 
uent lorsque K dépasse L et il existe un seuil de K à partir duquel les performances 
sont moins bonnes. La figure 5.5 illustre ce phénomène dans le cas L = 4. Seulement 
trois points sont à notre disposition car la classe de signatures utilisée impose que 
Figure 5.5: Influence de K sur les performances (Pb) 
K soit une puissance de L. Même si l'on ne peut évaluer numériquement sa valeur, 
il existe un K pour lequel la probabilité d'erreur à L fixé, atteint un minimum. 
C'est précisément cette valeur de K pour laquelle la probabilité d'erreur atteint 
un minimum qui pourrait être choisie pour étudier plus précisément le rôle de L sur 
les performances du récepteur. 
5.4.4 Les meilleurs cas 
Après avoir analysé l'évolution des performances du récepteur en fonction de L et K, 
on peut maintenant s'intéresser aux cas où les performances sont les meilleures et qui 
sont présentés sur les figures 5.3, 5.6 et 5.7, respectivement pour (L, K) = (4,16), 
(8.64) et (32,1024). La première constatation est que les probabilités d'erreur cor- 
respondant aux deux itérations sont meilleures que les performances prévues, pour 
Liaison descendante. M. 1664, aaénuation 28me Bcho t 4 dB. 
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Fi,we 5.6: Performances rie la liaison descendante pour L = 8 et K = 64 
des &/No compris entre O et 3 dB dans le cas (L ,  K) = (4,16), au moins entre 
O et 7 dB dans le cas (L, K) = (8,64) et au moins entre O et 5 dB dans le cas 
(L, K) = (32,1024). Les performances prévues sont les performances résultant d'un 
calcul analytique qui sont utilisées par I'algorithme itératif présenté au chapitre 
3. Comme il avait été expliqué, ce calcul se fonde en particulier sur l'hypothèse 
gaussienne qui ne saurait être vérsée de manière rigoureuse dans les cas ci-dessus. 
Donc, ce n'est pas illogique que les probabilités d'erreur issues de simulations soient 
meiileures que les probabilités d'erreur prévues dans un nombre de cas relativement 
important. Notons également que la faible charge (2/32) dans le cas de la simulation 
effectuée pour (L, K) = (32,1024) explique que la deuxième itération n'apporte pas 
d'amélioration par rapport à la première. En effet, l'évaluation des performances 
Lwsan descendante, b32.161024. atténuation 28me écho = 4 dB. 
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Figure 5.7: Performances de la liaison descendante pour L = 32 et K = 1024 
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prévues permettaient de constater que plus la charge est faible, plus la différefice 
entre les itérations diminue et plus les performances maximales sont atteintes après 
un faible nombre d'itérations. 
. 
. 
La seconde constatation qui peut être faite à partir des résultats correspon- 
dant aux meilleurs cas est que les performances issues de simulations du récepteur, 
contrairement aux performances prévues, sont 
au canal gaussien non codé, pour des fi/& 
cas (L, K) = (8,64) et ( L , K )  = (32,1024). 
1 O= I I I 1 I 1 I t 1 
O O .S 1 1 .S 2 2 5  3 3.5 4 4.5 5 
EblNo (dB) 
+ simuhoon l&e it-on 
* simuhîjon 28- it6ration 
.e. l&e i tdran  
* - prévue 2ème ithîion - - canai gaussien non code 
meilleures que celles correspondant 
compris entre O et 4 dB dans les 
Ceci signifie que le codage induit 
.................................................................... 
............................................................... ..- 
par l'étalement de spectre et l'introduction de diversité temporelles sous forme 
d'interférence intersymboles est suffisamment efficace dans le canal radiomobile 
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(modélisé ici par un deuxième écho) pour conduire à des performances meiileures 
qu'un canal gaussien sans codage, pour des SNR faibles. 
5.4.5 Cas d'un contrôle de puissance imparfait 
Les simulations dont les résultats sont présentés et analysés ci-dessus concernent 
le cas d'un nombre d'usagers M = 2 pour des raisons de complexité. Donc elles 
ne peuvent prendre en compte l'influence d'un contrôle de puissance imparfait qui 
revient à prendre en compte la répartition des usagers dans la cellule. Toutefois, 
l'étude de cette influence sur les performances prévues, qui est présentée au chapitre 
précédent, permet de quantifier le rôle d'un contrôle de puissance imparfait sur les 
performances du récepteur. En particulier, pour le cas 6 = O dB ou celui de 6 = 1.5 
dB qui représente une situation réaliste, la perte en pedormances était respective- 
ment d'environ 5 dB et 7dB à probabilité d'erreur constante. Si l'on applique cette 
estimation aux performances issues de simulations, on obtient les courbes présentées 
sur les figures précédentes, avec un décalage de respectivement 5 dB et 7 dB en ab- 
scisses. On peut donc évaluer les performances du récepteur étudié dans ce travail, 
dans une situation réaliste. 
Conclusion 
Le récepteur multi-usagers à annulation d'interférences étudié dans ce travail utilise 
la diversité temporelle introduite sous forme d'interférence intersymboles par le 
Spread Signature CDMA. Cet te technique d'accès muit iple est une généralisation des 
techniques uscelles. La complexité importante du récepteur itératif s'ajoute à celle 
qui est introduite par le Spmad Signature CDMA. Cette complexité du récepteur 
est destinée à combattre les importantes perturbations du canal radiomobile. Une 
des questions sous-jacentes auxquelles ce travail permet d'apporter des éléments de 
réponse, sans toutefois permettre de conclure définitivement, est si le coct de cette 
complexité est acceptable en regard des améliorations de performances qu'elle ap- 
porte, par rapport aux systèmes classiques comme le DS-CDMA. 
L'évaluation par un calcul analytique des performances prévues permet de mon- 
trer que l'influence d'un contrôle de puissance imparfait est très importante. La 
quantification de cette influence permet de connaître les performances du récepteur 
dans une configuration réaliste, à partir des résultats de simulations, qui supposent 
un contrôle de puissance parfait. 
Les résultats de simulations ont permis d'étudier le comportement des perfor- 
mances du récepteur. Ce comportement est conforme à la théorie des cornmuni- 
cations et aux comportements des systèmes de téléphonie cellulaire traditionnels. 
L'existence de seuils de l'expansion de largeur de bande et de la longueur des signa- 
tures, qui caractérisent ce comportement, a été mise en évidence. 
Le taux de transmission considéré est 384 Kbps et les caractéristiques du canal 
utilisé correspondent à un environnement urbain avec vitesse de déplacement rapide. 
Il s'agit donc d'un exemple de contraintes telles que celles qui seront imposées aux 
systèmes de téléphonie cellulaire du futur. Dans cette configuration, les perfor- 
mances de ce récepteur sont meilleures que les performances prévues, meilleures que 
le canal gaussien non codé et meilleures que le cas où K=L qui correspond au CDMA 
classique. 
On peut regretter que l'analyse théorique concernant ce système, et qui est 
présentée dans ce mémoire, ne fournisse qu'une approximation sur la probabilité 
d'erreur et non une borne. En effet, l'information accessible par l'analyse n'indique 
pas si le système va conduire à des performances meilleures ou moins bonnes que 
l'approximation. De plus, la principale hypothèse sur laquelle se fonde l'analyse 
est l'hypothèse gaussienne, qui ne peut être vérifiée dans la réalité. Et il n'est pas 
aisé de prévoir la qualité des approximations issues de cette hypothèse par d'autres 
moyens que des simulations, le plus réalistes possibles. Or, principalement en raison 
de la complexité du récepteur, les simulations ne sont pas aisées. 
Pour ce qui a été observé au cours du travail présenté dans ce mémoire, le prin- 
cipal problème de ce récepteur reste sa complexité. C'est pour cette raison que 
l'optique d'une application à un système commercial ne semble pas très attrayante 
dans l'immédiat. Néanmoins, le principe d'exploitation d'une forme de diversité tem- 
porelle inhérente au système, par un algorithme itératif, paraît intéressant. Cette 
approche du problème posé par les communications mobiles, est récente et encore 
mal connue. Il est probable que dans l'avenir certaines simplifications du mécanisme 
du récepteur étudié dans ce mémoire, permettent une application ciblée compétitive. 
Voies de recherches futures 
Le travail présenté dans ce mémoire peut être prolongé en simulant le récepteur 
étudié dans un plus grand nombre de situations. On peut par exemple simuler 
un plus grand nombre d'usagers, de façon à étudier l'influence d'un contrôle de 
puissance imparfait sur les performances issues de simulations plutôt que sur les 
performances prévues simplement. La méthode de simulation peut également être 
modifiée. Sous certaines hypothèses, des parties de l'algorithme peuvent sans doute 
être remplacées par des blocs plus simples, permettant de diminuer la complexité 
des simulations. 
La recherche de nouvelles classes de signatures présentant des propriétés intéres- 
santes en ce qui concerne les performances du récepteur est un sujet qui me paraît 
très attrayant d'un point de vue théorique et qui peut s'avérer d'un grand secours 
sur le plan pratique. Une voie possible est de généraliser la méthode de génération 
des codes PN, utilisée pour le DS-CDMA et présentée dans [9]. Cela permettrait par 
exemple d'évaluer numériquement les différents seuils qui ont été mis en évidence. 
Il est peut être également envisageable d'utiliser le principe de ce récepteur et 
du Spread Signature CDMA en ajoutant la dimension de la diversité spatiale. En 
effet, des travaux très prometteurs s'intéressent aa codage spatio-temporel et l'on 
peut imaginer réunir ces deux types de systèmes. 
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