Existence of admissible solutions of logistic delay differential
  equations in biological sciences by Xu, Ling & Cao, Tingbin
ar
X
iv
:1
81
2.
11
54
5v
1 
 [m
ath
.C
V]
  3
0 D
ec
 20
18
EXISTENCE OF ADMISSIBLE SOLUTIONS OF LOGISTIC
DELAY DIFFERENTIAL EQUATIONS IN BIOLOGICAL
SCIENCES
LING XU AND TINGBIN CAO
Abstract. The main purpose of this paper is to study the existence of ad-
missible solutions of logistic delay differential equations in biological sciences
by making use of Nevanlinna theory in complex analysis.
1. Introduction and main results
There are various delay differential equations primarily taken from the biological
sciences literature such as population biology, physiology, epidemiology, and neural
networks. In 1838, Verhulst [19] investigated the growth of a single population and
proposed the famous logistic equation
w′(t) = w(t) [a− bw(t)] .
It assumes that population density negatively affects the per capita growth rate in
terms of w
′(t)
w(t) = a− bw(t) due to environmental degradation. In 1948, Hutchinson
[13] pointed out that negative effects that high population densities have on the en-
vironment influence birth rates at later times due to developmental and maturation
delays. This led him to propose the delayed logistic equation
w′(t) = w(t) [a− bw(t− r)]
where a, b, r > 0 and r is called the delay. In 1986, Lenhart and Travis [15] studied
the widely logistic model of population dynamics
w′(t) = w(t)
a0 − a1x(t)− k∑
j=1
bjw(t− rj)

where a0, a1, bj > 0 and rj are the distinct delays. It is known that both theory
and applications of delay differential equations require a bit more mathematical
maturity than its ordinary differential equations counterparts, in which primarily,
the theory of complex analysis plays a large role. For the background, we refer to
[17].
The logistic equation w′(z) = w(z) [b(z) + a(z)w(z)] with coefficients a, b mero-
morphic on the complex plane is just the special case of the Riccati differential
equation w′ = a0(z) + a1(z)w + a2w
2 which was investigated by H. Wittich [20] in
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1960 using the method of Nevanlinna theory. Later on, many mathematician deeply
studied more general differential equation of the Yosida-Malmquist type (see [1] or
[14]). Throughout this paper, a meromorphic function f means meromorphic in
the complex plane C. If no poles occur, then f reduces to an entire function. For
every real number x ≥ 0, we define log+ x := max{0, logx}. Assume that n(r, f)
counts the number of the poles of f in |z| ≤ r (counting multiplicity), if ignoring
multiplicity, then denote it by n(r, f). The Nevanlinna characteristic function of f
is defined by
T (r, f) := m(r, f) +N(r, f),
where N(r, f) :=
∫ r
0
n(t,f)−n(0,f)
t
dt+ n(0, f) log r is called the counting function of
poles of f and m(r, f) := 12pi
∫ 2pi
0
log+
∣∣f(reiθ)∣∣ dθ is called the proximity function
of f. The first main theorem in Nevanlinna theory states that
T (r,
1
f − a
) = T (r, f) + o(T (r, f))
holds for any value a ∈ C. For more notations and definitions of the Nevanlinna
theory, refer to [12]. We will introduce some other basic results of Nevanlinna
theory if necessary.
Recall that a meromorphic function g is said to be a “small” function with re-
spect to another given meromorphic function f, provided that T (r, g) = o(T (r, f)),
possibly outside of a set with finite logarithmic measure. We denote it by g ∈ S(f)
sometimes. For instances, constants are small with respect to nonconstant entire
or meromorphic functions, and polynomial (or rational) functions are small with
respect to transcendental entire (or meromorphic) functions; the entire function ez
is a small function with respect to the meromorphic function e
ez
z−1 .
We will study the logistic delay differential equations with coefficients meromor-
phic on the complex plane C of the form
(1) w′(z) = w(z)
a0(z) + a1(z)w(z) + k∑
j=1
bj(z)w(z − cj)

where the delays cj are distinct constants of C
∗ = C \ {0}, the coefficients a0, a1
and b1, . . . , bk are meromorphic functions, and each of b1, . . . , bk is not identically
equal to zero. If all of the coefficient functions are small functions with respect
to a nontrivial meromorphic function solution w of the equation (1) (or a more
general functional differential equation), then the solution w is called an admissible
solution.
Without loss of generality, we may assume that
• There does not exist one m ∈ {1, . . . , k} satisfies that either w(z − cm) ≡
α(z)w(z) or w(z − cm) ≡ α(z)w(z − cn), where T (r, α) = o(T (r, w)) and
n ∈ {1, . . . , k} \ {m}.
In fact, if this case happened, then the equation could be reduced to the logistic
delay differential equation of the form (1) with just fewer delays than k. We may
call the equation (1) with reduced form, provided that nontrivial solutions of (1)
satisfy this assumption. Firstly, we mainly focus on the logistic delay differential
equations (1) with reduced form, and obtain the following result.
3Theorem 1.1. Any admissible solution w of the logistic delay differential equation
(1) with reduced form can not be an entire function whose zeros are of uniformly
bounded multiplicities.
In other words, Theorem 1.1 shows that all admissible entire solutions w whose
zeros are of uniformly bounded multiplicities of the equation (1) must satisfy the
first order difference equations
w(z − cj) ≡ α(z)w(z)
or
w(z − cm) ≡ α(z)w(z − cn),
where j ∈ {1, . . . , k}, 1 ≤ m < n ≤ k, and α is small with respect to w. This leads
people to only need study the admissible entire solution of the difference equation
w(z − c) + a(z)w(z) = 0.
We note that this kind of first order difference equations has been investigated
deeply by Z. X. Chen [5, 6, 7] and others.
We remark that if all coefficients of the equation (1) are non-transcendental
meromorphic functions, then from the proof of Theorem 1.1, one can see that an
admissible entire function w must have at most finitely many zeros. Thus in this
case, we get the following result which does not need the condition that zeros of
admissible entire solutions are of uniformly bounded multiplicities (this condition
has ever appeared in [3]). The same conclusion is also true for Theorem 1.3 and
Corollary 1.5 below.
Theorem 1.2. Suppose that the logistic delay differential equation (1) with all
non-transcendental meromorphic function coefficients has reduced form. Then any
admissible solution w of (1) can not be an entire function.
Next, we consider the logistic delay equation
(2) w′(z) = w(z) [a(z) + b(z)w(z − c)]
whenever it is reduced form or not, we obtain that it does not have any admissible
entire solution. Furthermore, any admissible meromorphic solution w satisfies that
N(r, w) and T (r, w) have the same growth category. This result improves and
extends a recent result due to Song-Liu-Ma [18, Theorem 1.7].
Theorem 1.3. Let c ∈ C∗, let a and b(6≡ 0) be two meromorphic functions. Then
the logistic delay equation (2) does not have any admissible entire solution whose
zeros are of uniformly bounded multiplicities. If w is an admissible meromorphic
solution of (2), then N(r, w) and T (r, w) have the same growth category.
Example 1.4. [18, Example 1.8] It is easy to check that the meromorphic function
w(z) = 1
e2piiz+1 is an admissible solution of the logistic delay equation
w′(z) = w(z)(−2pii+ 2piiw(z + 1)),
and N(r, w) = T (r.w) = 2r + O(1). This shows that the conclusion for admissible
meromorphic solutions in Theorem 1.3 is true.
If equation (2) is not reduced form, then w(z − c) can be changed by α(z)w(z)
where α is a nonzero small function with respect to w. Thus, Theorem 1.3 and
its proof implies the following corollary. Since the meromorphic function w(z) =
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1
e2piiz+1 satisfies w(z) ≡ w(z + 1) in the above example, it is also an admissible
solution of the logistic equation
w′(z) = w(z)(−2pii + 2piiw(z)),
and thus also shows the conclusion for admissible meromorphic solutions in the
following result.
Corollary 1.5. Let c ∈ C∗, let a and b(6≡ 0) be two meromorphic functions. Then
the logistic equation
(3) w′(z) = w(z) [a(z) + b(z)w(z)]
does not have any admissible entire solution whose zeros are of uniformly bounded
multiplicities. If w is an admissible meromorphic solution of (3), then N(r, w) and
T (r, w) have the same growth category.
Very recently, Halburd-Korhonen [11, Theorem 1.2], Zhang-Huang [23, Theorem
1.2], and Liu-song [16, Therorems 4 and 5] studied transcendental solutions of
the logistic equation w(z + 1) − w(z − 1) + a(z)w
′(z)
w(z) = a1(z)w(z) + a0(z) with
rational function coefficients. In addition, motivated by the difference version of the
Yosida-Malmquist type differential equations, they considered the delay differential
equation
w(z + 1)− w(z − 1) + a(z)
w′(z)
w(z)
= R(z, w(z))
with rational function coefficients, where R(z, w(z)) is a rational function in w(z)
having rational coefficients in z, and gave necessary conditions to admit a tran-
scendental meromorphic solution for the equation. This motivated us to study
admissible solutions for a more general form of the logistic type delay differential
equation
w′(z) = w(z)
R(z, w(z)) + k∑
j=1
bj(z)w(z − cj)
(4)
= w(z)
P (z, w(z))
Q(z, w(z))
+
k∑
j=1
bj(z)w(z − cj)

with distinct delays c1, . . . , ck, and obtain the following result.
Theorem 1.6. Let {bj}
k
j=1 be meromorphic functions, and let w be an admissible
meromorphic solution of (4), where the two nonzero polynomials P (z, w(z)) and
Q(z, w(z)) in w with meromorphic coefficients are prime each other (that is, having
no common factors). If lim supr→∞
log T (r,w)
r
= 0, then
degw(R) ≤ k + 2,
where degw(R) = max{degw(P ), degw(Q)}. Furthermore,
(i). If Q(z, w(z)) has at least one non-zero root, then
degw(P ) = degw(Q) + 1 ≤ k + 2.
(ii). Under the assumption of (i), assume further that all roots of Q(z, w(z)) are
non-zero, then
degw(P ) = degw(Q) + 1 ≤ k + 1.
5(iii). If degw(Q) = 0 (that is, R(z, w(z)) is degenerated to a polynomial in w),
then
degw(P ) = degw(R) ≤ 1.
Notice that this result is an improvement and extension of [11, Theorem 1.2] for
k = 2 and [18, Theorem 1.2] for k = 1 with rational coefficients. We remark that
the conclusion (iii) shows that whenever R(z, w(z)) is degenerated to a polynomial
P (z, w(z)) = am(z)w
m(z) + am−1(z)w
m−1(z)+ . . .+ a1(z)w(z) + a0(z) with mero-
morphic coefficients, each admissible meromorphic solution of the general form of
equation (4) is generated to the admissible meromorphic solutions of the logistic
delay differential equation (1), and thus it comes back to get the conclusion of
Theorem 1.1.
Example 1.7. [18, Example 1.4] It is easy to check that the meromorphic function
w(z) = 1
ez+1 is an admissible solution of the equation
w′(z) = w(z)
(
w2(z) + 2e1−ew(z)−
e
1−e
w(z) + e1−e
− w(z + 1)
)
,
and degw(P ) = 2 = degw(Q) + 1. This shows the conclusion of (ii) in Theorem 1.6
is sharp.
Example 1.8. Let n ≥ 4. It is easy to check that the entire function w(z) = ee
z
is
an admissible solution of the equation
w′(z) = w(z) (ez + wn(z)− w(z + logn)) .
However, R(z, w(z)) = ez + wn(z) satisfies degw(R) = n > k + 2 = 3, and
lim supr→∞
log T (r,w)
r
= 1
pi
> 0, This shows the assumption lim supr→∞
log T (r,w)
r
=
0 of the growth of solutions in Theorem 1.6 is necessary.
2. Proof of Theorem 1.1
We first introduce two lemmas in complex analysis.
Lemma 2.1. [21, Theorem 1.50] Suppose that f1, f2, . . . , fn are meromorphic func-
tions and that g1, g2, . . . , gn are entire functions satisfying the following conditions.
(i)
∑n
j=1 fj(z)e
gj(z) ≡ 0;
(ii) gj(z)− gk(z) are not constants for 1 ≤ j < k ≤ n;
(iii) for 1 ≤ j ≤ n, 1 ≤ h < k ≤ n,
T (r, fj) = o(T (r, e
gh−gk)) (r →∞, r 6∈ E),
where E ⊂ (1,∞) is of finite linear measure or finite logarithmic measure.
Then fj(z) ≡ 0 for all j = 1, 2, . . . , n.
Lemma 2.2. [9, Theorem 1.6 of Charpter 2] Let f(z) be a meromorphic function,
and let f1 = f(az+ b), a 6= 0. Then f(z) and f1(z), as well as N(r, f) and N(r, f1)
are of the same growth category.
Proof of Theorem 1.1. Step 1. Obviously, an admissible solution of equation (1)
implies that it can not be a constant. Assume that w is a nonconstant polynomial
with degree degw = n ≥ 1, then w′ is a polynomial with degree n− 1. In this case,
the coefficient functions a0, a1 and b1, . . . , bk are constants, and not all identically
equal to zero. Then the right side of (1) is a polynomial with degree at least n.
This is a contradiction.
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Step 2. Now assume that an admissible solution w is a transcendental entire
function whose zeros are of uniformly bounded multiplicities. Suppose that z0 is a
zero of w with multiplicity s ≥ 1. Then z0 is a zero of w
′ with multiplicity s − 1,
and thus is a simple pole of
k(z) := a0(z) + a1(z)w(z) +
k∑
j=1
bj(z)w(z − cj)
according to (1). Since w is entire , it is obvious that z0 must be a pole of at
least one of the coefficients a0, a1 and b1, . . . , bk. If the solution w has infinitely
many zeros z0 such that N(r,
1
w
) 6= o(T (r, w)), then at least one coefficient function
c ∈ {a0, a1, b1, . . . , bk} must have infinitely many poles such that
T (r, c) ≥ N(r, c) ≥ N(r,
1
w
) = O(N(r,
1
w
)) 6= o(T (r, w)).
This is a contradiction with the condition that all coefficient functions a0, a1 and
b1, . . . , bk are small with respect to the admissible solution w. Hence we have the
claim that w must have either at most finitely many zeros, or infinitely many zeros
such that N(r, 1
w
) = o(T (r, w)).
Therefore, by the Weierstrass (Hadamard) factorization theorem of entire func-
tions (see for examples, [9, 21]), we may assume that
(5) w(z) = p(z)eg(z),
where p is either a nonzero polynomial function (thus, T (r, p) = o(T (r, w))), or the
canonical product of all infinitely many zeros of w such that
T (r, p) +O(1) = N(r,
1
p
) = N(r,
1
w
) = o(T (r, w)),
and g is a nonconstant entire function such that T (r, eg) = T (r, w). Thus eg and
w have the same growth category. Since g is not a constant, none of g(z − cj) is a
constant.
We claim that
(i). T (r, w(z)
w(z−cj)
) 6= o(T (r, w)) for all j = 1, . . . , k, and
(ii). T (r, w(z−cn)
w(z−cm)
) 6= o(T (r, w)) for any two distinct m,n of {1, . . . , k}.
Otherwise, there exists onem ∈ {1, . . . , k} satisfies that either w(z−cj) ≡ α(z)w(z)
or w(z−cm) ≡ α(z)w(z−cn), where T (r, α) = o(T (r, w)) and n ∈ {1, . . . , k}\{m}.
This contradicts the assumption that (1) has reduced form.
From the claim, we can see that all g(z−cj)−g(z) for 1 ≤ j ≤ k are not constant,
and that g(z − cm) − g(z − cn) are not constant for any {m,n} ⊂ {1, 2, . . . , k}.
Otherwise, there would exist a contradiction with the assumption (i) or (ii).
Submitting (5) into (1), we obtain
(6) [
a0(z)−
p′(z) + p(z)g′(z)
p(z)
]
e0 + a1(z)p(z)e
g(z) +
k∑
j=1
bj(z)p(z − cj)e
g(z−cj) ≡ 0.
It follows from Lemma 2.2 that both w(z) and w(z − cj), and thus both e
g(z) and
eg(z−cj) have the same growth category for all j ∈ {1, 2, . . . , k}. Denote gk+1 := 0,
7gk+2 := g(z), and gj := g(z− cj) for j = 1, . . . , k. Then for 1 ≤ j ≤ k, 1 ≤ h < n ≤
k + 2, we have
max
{
T
(
r, a0(z)−
p′(z) + p(z)g′(z)
p(z)
)
, T (r, a1(z)p(z)), T (r, bj(z)p(z − cj))
}
= o(T (r, egh−gn)).
Now it follows from Lemma 2.1 that
a0(z)−
p′(z) + p(z)g′(z)
p(z)
≡ a1(z)p(z) ≡ bj(z)p(z − cj) ≡ 0,
which implies
b1 ≡ · · · ≡ bk ≡ a1 ≡ 0.
This is a contradiction to the assumption that none of b1, . . . , bk is identically equal
to zero.

3. Proof of Theorem 1.3
The first lemma below is the well-known lemma of logarithmic derivative for
meromorphic functions.
Lemma 3.1. [12] Let f be a nonconstant meromorphic function. Then
m
(
r,
f ′(z)
f(z)
)
= O (log rT (r, f))
for all r 6∈ E, where E is a set with finite logarithmic measure E, i.e.,
lim sup
r→∞
∫
E∩[1,r]
dt
t
<∞.
Lemma 3.2. [9, Remark and proof of Theorem 1.6 in Charpter 2] Let f(z) be a
meromorphic function, and let a ∈ C ∪ {∞}. Then
T (r, f(z+b) = a) ≥ (1+o(1))T (r−|b|, f(z) = a) ≥ (1+o(1))T (r−2|b|, f(z+b) = a),
N(r, f(z+b) = a) ≥ (1+o(1))N(r−|b|, f(z) = a) ≥ (1+o(1))N(r−2|b|, f(z+b) = a).
Proof of Theorem 1.3. From the proof of Theorem 1.1, we only need consider the
case whenever an admissible solution w of (2) is a transcendental entire function
whose zeros are of uniformly bounded multiplicities. We get from the proof of
Theorem 1.1 that
w(z) = p(z)eg(z),
where p is a nonzero entire function satisfying T (r, p) = o(T (r, w)), and g is a
nonconstant entire function satisfying T (r, eg) = T (r, w). and that both w(z) and
w(z−c), and thus both eg(z) and eg(z−c) have the same growth category. Whenever
the equation (2) is reduced or not, now it can be written as
p′(z) + p(z)g′(z)
p(z)
− a(z) = b(z)p(z − c)eg(z−c).
Comparing with the growth of both sides of the above equation, we get that
b(z)p(z − c) should be identically equal to zero. However, neither b(z) nor p(z)
are identically equal to zero. We obtain a contradiction.
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Suppose w is an admissible meromorphic solution of (2). Then obviously, w is
not a constant. Equation (1) can be rewritten as
w(z − c) =
1
b(z)
[
w′(z)
w(z)
− a(z)
]
.(7)
By the logarithmic derivative lemma (Lemma 3.1 and (7), we get that
m(r, w(z − c)) ≤ m(r,
1
b(z)
) +m(r,
w′(z)
w(z)
) +m(m(r, a(z))) +O(1)
= o(T (r, w(z))).
for all r ∈ (1,+∞) possibly outside a set E with finite logarithmic measure. Hence
it follows from the first main theorem and Lemma 3.2 that
(1 + o(1))N(r + |c|, w(z)) ≥ N(r, w(z − c))
= T (r, w(z − c))−m(r, w(z − c))
= T (r, w(z − c)) + o(T (r, w))
≥ (1 + o(1))T (r − |c|, w(z)) + o(T (r, w))
for r 6∈ E. This implies that N(r, w) and T (r, w) have the same growth category. 
4. Proof of Theorem 1.6
The difference version of logarithmic derivative lemma was established by Halburd-
Korhonen[10] for hyperorder strictly less than one and Chiang-Feng [8] for finite
order, independently. Here we introduce an improvement due to Zheng and Ko-
rhone [22] recently, in which the growth of meromorphic function is extended to
lim supr→∞
log T (r,f)
r
= 0. The corresponding difference versions in several complex
variables and in tropical geometry were obtained by Cao-Xu [2] and Cao-Zheng [4],
respectively.
Lemma 4.1. [22, Lemma 2.1] Let T (r) be a nondecreasing positive function in
[1,+∞) and logarithmic convex with T (r)→ +∞(r → +∞). Assume that
(8) lim inf
r→∞
logT (r)
r
= 0.
Set φ(r) = max1≤t≤r{
t
log T (t)}. Then given a constant δ ∈ (0,
1
2 ), we have
T (r) ≤ T (r + φδ(r)) ≤
(
1 + 4φδ−
1
2 (r)
)
T (r), r 6∈ Eδ,
where Eδ is a subset of [1,+∞) with the zero lower density. And Eδ has the zero
upper density if (8) holds for lim sup .
Remark 4.2. Note that φδ(r) → ∞ and φδ−
1
2 (r) → 0 as r → ∞ in Lemma 3.1.
Then for sufficiently large r, we have φδ(r) ≥ h for any positive constant h. Hence,
T (r) ≤ T (r + h) ≤ T (r + φδ(r)) ≤ (1 + ε)T (r), r 6∈ E,
where E is a subset of [1,+∞) with the zero lower density.
Lemma 4.3 (Difference version of logarithmic derivative lemma). [22] Let f be a
nonconstant meromorphic function and let c ∈ C \ {0}. If
lim sup
r→∞
logT (r, f)
r
= 0,(9)
9then
m
(
r,
f(z + c)
f(z)
)
+m
(
r,
f(z)
f(z + c)
)
= o (T (r, f))
for all r 6∈ E, where E is a set with zero upper density measure E, i.e.,
densE = lim sup
r→∞
1
r
∫
E∩[1,r]
dt = 0.
The following lemma is due to Halburd and Korhonen [11, Lemma 2.1]. Origi-
nally, they considered transcendental meromorphic solutions of equation P (z, w) =
0 with rational coefficients. Here we consider admissible meromorphic solutions.
Since it need only modify the proof by making use of the improvement of differ-
ence version of logarithmic derivative lemma (Lemma 4.3), we omit the detail of
its proof.
Lemma 4.4. Let w be an admissible meromorphic solution of
P (z, w) = 0
where P (z, w) is a differential difference polynomial in w(z) with meromorphic co-
efficients small with respect to w. Let a1, . . . , ak be meromorphic functions small
with respect to w such that P (z, aj) 6≡ 0 for all j = 1, . . . , k. If there exist s > 0
and τ ∈ (0, 1) such that
k∑
j=1
n(r,
1
w − aj
) ≤ kτn(r + s, w) +O(1),
then lim supr→∞
log T (r,w)
r
> 0.
Proof of Theorem 1.6. Suppose that w is an admissible meromorphic solution of
equation (4) and satisfies lim supr→∞
log T (r,w)
r
= 0. Then by the first main theorem
and Lemma 3.1, it follows from (4) that
T (r, R(z, w(z)))
≤ T (r,
w′(z)
w(z)
) +
k∑
j=1
T (r, w(z − cj)) +
k∑
j=1
T (r, bj(z)) +O(1)
≤ N(r,
w′(z)
w(z)
) +
k∑
j=1
N(r, w(z − cj)) +
k∑
j=1
m(r, w(z − cj)) + o(T (r, w))
for all r 6∈ E1, where E1 is a set with finite logarithmic measure (obviously, zero
upper density measure). Noting that N(r, w
′(z)
w(z) ) ≤ N(r, w(z)) + N(r,
1
w(z) ), and
combing with Lemma 4.3. we then obtain
T (r, R(z, w(z)))
≤ N(r, w(z)) +N(r,
1
w(z)
) +
k∑
j=1
N(r, w(z − cj)) +
k∑
j=1
m(r,
w(z − cj)
w(z)
)
+m(r, w(z)) + o(T (r, w))
≤ N(r, w(z)) +N(r,
1
w(z)
) +
k∑
j=1
N(r, w(z − cj)) +m(r, w(z)) + o(T (r, w))
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for all r 6∈ E = E2 ∪ E1 where E2 is a set with zero upper density measure. This
together with Lemma 4.4 gives
T (r, R(z, w(z)))(10)
≤ N(r, w(z)) +N(r,
1
w(z)
) +
k∑
j=1
N(r + |cj |, w(z)) +m(r, w(z)) + o(T (r, w))
≤ N(r, w(z)) +N(r,
1
w(z)
) + kN(r, w(z)) +m(r, w(z)) + o(T (r, w))
≤ (k + 2)T (r, w(z)) + o(T (r, w))
for all r 6∈ E, where E is a set with densE = 0. On the other hand, we get from
the Valiron-Mohon’ko theorem (see for example in [14]) that
T (r, R(z, w(z))) = degw(R(z, w(z)))T (r, w(z)) + o(T (r, w)).
Hence (10) implies that
[degw(R(z, w(z)))− (k + 2)]T (r, w(z)) ≤ o(T (r, w))
for r 6∈ E. Hence degw(R(z, w(z))) ≤ k + 2.
(i). Since Q(z, w(z)) has at least one non-zero root, and has no common factors
with P (z, w(z)), we may suppose that Q(z, w(z)) has just n (degw(Q) ≥ n ≥ 1)
distinct non-zero roots but not roots of P (z, w(z)), say d1(z), . . . , dn(z), which
are meromorphic functions small with respect to w, such that the equation (4) is
rewritten as
w′(z)
w(z)
+
k∑
j=1
bj(z)w(z − cj)(11)
= R(z, w(z)) =
P (z, w(z))
Q˜(z, w(z))
∏n
j=1[w(z)− dj(z)]
lj
,
where (l1, . . . , ln) ∈ N
n, Q˜(z, w(z)) is an irreducible polynomial in w(z) having
no common factors with P (z, w(z)), d1, . . . , dn are not roots of P (z, w(z)) and
Q˜(z, w(z)). Obviously, degw(Q˜) +
∑n
j=1 lj = degw(Q). Then none of d1, . . . , dn is
an admissible solution of (11).
Assume that z0 ∈ C is a zero of w(z)− dj(z) (j ∈ {1, . . . , n}), say w(z)− d1(z),
with multiplicity t, but not a zero or a pole of any small meromorphic coefficients of
(11) and P (z0, w(z0)) 6= 0. This kind of points z0 are called generic roots of w− d1
with multiplicity t. Since the coefficients of (11) are all small with respect to w,
their counting functions are estimated into o(T (r, w)). Hence we may only consider
generic roots below.
By (11), we get that at least one of w(z− cj) (j ∈ {1, . . . , k}), say w(z− c1), has
a pole at z = z0 with multiplicity at least l1t. Shifting the equation (11) with −c1
gives
w′(z − c1)
w(z − c1)
+
k∑
j=1
bj(z − c1)w(z − cj − c1)(12)
=
P (z − c1, w(z − c1))
Q˜(z − c1, w(z − c1))
∏n
j=1 [w(z − c1)− dj(z − c1)]
lj
.
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Then z0 is a pole of
w′(z−c1)
w(z−c1)
with simple multiplicity.
Case 1. Assume that degw(P ) ≤ degw(Q). Then we discuss according to the
following steps.
Step 1. Then (12) implies that at least one of w(z − cj − c1) (j ∈ {1, . . . , k}),
say w(z − c2 − c1), has a pole at z = z0 with multiplicity at least one. This implies
c1 + c2 6= 0. Shifting the equation (12) with −c2 gives
w′(z − c2 − c1)
w(z − c2 − c1)
+
k∑
j=1
bj(z − c2 − c1)w(z − cj − c2 − c1)(13)
=
P (z − c2 − c1, w(z − c2 − c1))
Q˜(z − c2 − c1, w(z − c2 − c1))
∏n
j=1 [w(z − c2 − c1)− dj(z − c2 − c1)]
lj
.
This implies that z0 is a pole of
w′(z−c2−c1)
w(z−c2−c1)
with simple multiplicity.
Step 2. Firstly, assume that there exists one term m ∈ {1, 2, . . . , k} such that
cm + c2 = 0, and thus w(z − cm − c2 − c1) ≡ w(z − c1). Then we stop the process
and discuss as the following two subcases.
Subcase 1.1. Suppose that l1t > 1. Then by (13) we get that there exists at
least another term mˆ ∈ {1, . . . , k} \ {m} such that w(z − cmˆ − c2 − c1) has a pole
at z = z0 with multiplicity at least l1t. Hence, even though ljt > 1 holds for each
w(z)− dj(z) (j ∈ {1, . . . , n}), we obtain
n∑
j=1
n(r,
1
w − dj
) ≤ Kn(r + |cmˆ|+ |c2|+ |c1|, w) +O(1).(14)
where K := maxnj=1{
t
ljt+1+ljt
}.
Subcase 1.2. Suppose that l1t = 1. Then shifting the equation (13) with −cm
gives
w′(z − cm − c2 − c1)
w(z − cm − c2 − c1)
+
k∑
j=1
bj(z − cm − c2 − c1)w(z − cj − cm − c2 − c1)
=
1
Q˜(z − cm − c2 − c1, w(z − cm − c2 − c1))
×
P (z − cm − c2 − c1, w(z − cm − c2 − c1))∏n
j=1 [w(z − cm − c2 − c1)− dj(z − cm − c2 − c1)]
lj
.
This equation is just the equation (12), since cm + c2 = 0. We have obtained that
w(z − c2 − c1) has a pole at z = z0 with multiplicity at least l1t = 1. Hence, even
though ljt = 1 holds for each w(z)− dj(z) (j ∈ {1, . . . , n}), we obtain
n∑
j=1
n(r,
1
w − dj
) ≤
n
max
j=1
{
t
ljt+ 1
}n(r + |c2|+ |c1|, w) +O(1)(15)
=
1
2
n(r + |c2|+ |c1|, w) +O(1).
It may also possible that there exist some w(z) − dj(z) (j ∈ (1, . . . , n)) whose
zeros satisfy the Subcase 1.1 and others w(z)−dj(z) whose zeros satisfy the Subcase
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1.2. Any way, we get from (14) and (15) that
n∑
j=1
n(r,
1
w − dj
) ≤ max{K,
1
2
}n(r + |cmˆ|+ |c2|+ |c1|, w) +O(1).(16)
Secondly, assume that there does not exist any term m ∈ {1, 2, . . . , k} such that
cm + c2 = 0. Then we continue the process to the third step below.
Step 3. Now by (13), we get that at least one of w(z−cj−c2−c1) (j ∈ {1, . . . , k}),
say w(z − c3 − c2 − c1), has a pole at z = z0 with multiplicity at least one. This
implies c3 + c2 + c1 6= 0. Shifting the equation (13) with −c3 gives
w′(z − c3 − c2 − c1)
w(z − c3 − c2 − c1)
+
k∑
j=1
bj(z − c3 − c2 − c1)w(z − cj − c3 − c2 − c1)(17)
=
1
Q˜(z − c3 − c2 − c1, w(z − c3 − c2 − c1))
×
P (z − c3 − c2 − c1, w(z − c3 − c2 − c1))∏n
j=1 [w(z − c3 − c2 − c1)− dj(z − c3 − c2 − c1)]
lj
.
This implies that z0 is a pole of
w′(z−c3−c2−c1)
w(z−c3−c2−c1)
with simple multiplicity.
Now we give similar discussion as in the Step 2. Firstly, assume that there exists
one term m ∈ {1, 2, . . . , k} such that cm + c3 + c2 = 0, and thus w(z − cm − c3 −
c2 − c1) ≡ w(z − c1). Then we stop the process and discuss as the following two
subcases.
Subcase 1.1∗. Suppose that l1t > 1. Then by (17) we get that there exists at
least another term mˆ ∈ {1, . . . , k} \ {m} such that w(z − cmˆ − c3 − c2 − c1) has a
pole at z = z0 with multiplicity at least l1t. Hence,even though ljt > 1 holds for
each w(z)− dj(z) (j ∈ {1, . . . , n}), we obtain
n∑
j=1
n(r,
1
w − dj
) ≤ K∗n(r + |cmˆ|+ |c3|+ |c2|+ |c1|, w) +O(1).(18)
where K∗ := maxnj=1{
t
ljt+1+1+ljt
}.
Subcase 1.2∗. Suppose that l1t = 1. Then shifting the equation (17) with −cm
gives just the equation (12), since cm + c3 + c2 = 0. We have obtained that w(z −
c2 − c1) has a pole at z = z0 with multiplicity at least l1t = 1. Hence even though
ljt = 1 holds for each w(z)− dj(z) (j ∈ {1, . . . , n}), we obtain
n∑
j=1
n(r,
1
w − dj
) ≤
n
max
j=1
{
t
ljt+ 1
}n(r + |c2|+ |c1|, w) +O(1)(19)
=
1
2
n(r + |c2|+ |c1|, w) +O(1).
It may also possible that there exist some w(z) − dj(z) (j ∈ (1, . . . , n)) whose
zeros satisfy the Subcase 1.1∗ and others w(z) − dj(z) whose zeros satisfy the
Subcase 1.2∗. Any way, we get from (18) and (19) that
n∑
j=1
n(r,
1
w − dj
) ≤ max{K∗,
1
2
}n(r + |cmˆ|+ |c3|+ |c2|+ |c1|, w) + O(1).(20)
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Secondly, assume that there exists one termm ∈ {1, 2, . . . , k} such that cm+c3 =
0, and thus w(z − cm − c3 − c2 − c1) = w(z − c2 − c1). Then we stop the process
and discuss as follows. Shifting (17) with −cm gives just the equation (13). We
find that we come back the Step 2, and thus we obtained either one of (14), (15),
(16), (18) , (19) and (20), or continue the following discussion.
Now assume that there does not exist one termm ∈ {1, 2, . . . , k} such that either
cm+c3+c2 = 0 or cm+c3 = 0. Then we continue the process to the Step 4 similarly
as Step 3, and so on. By this way with finite steps, finally we can always get that
there exists one finite positive value s depending on |c1|, . . . , |ck|, such that
n∑
j=1
n(r,
1
w − dj
) ≤ (n · τ)n(r + s, w) +O(1),(21)
where τ ∈ (0, 1) in Lemma 4.4. Therefore, according to Lemma 4.4, it follows that
lim supr→∞
log T (r,w)
r
> 0, which contradicts to the growth assumption of w at the
beginning of the proof.
Case 2. Assume that degw(P ) > degw(Q). Thus
k + 2 ≥ degw(P ) > degw(Q) = degw(Q˜) +
n∑
j=1
lj ≥ 1.
Assume that degw(P )−degw(Q) ≥ 2. We have assumed that z0 ∈ C is a generic
root of w(z) − dj(z) (j ∈ {1, . . . , k}), say w(z) − d1(z), with multiplicity t. Then
again by (11) we get that at least one of w(z − cj) (j ∈ {1, . . . , k}), say w(z − c1),
has a pole at z = z0 with multiplicity at least l1t; again by (12) we get that z0 is a
pole of
P (z − c1, w(z − c1))
Q˜(z − c1, w(z − c1))
∏n
j=1 [w(z − c1)− dj(z − c1)]
lj
with multiplicity at least l1t(degw(P ) − degw(Q))(≥ 2l1t), and thus at least one
of w(z − cj − c1) (j ∈ {1, . . . , k}), say w(z − c2 − c1), has a pole at z = z0 with
multiplicity at least 2l1t; and again by (13) we get that z0 is a pole of
P (z − c2 − c1, w(z − c2 − c1))
Q˜(z − c2 − c1, w(z − c2 − c1))
∏n
j=1 [w(z − c2 − c1)− dj(z − c2 − c1)]
lj
with multiplicity at least 2l1t(degw(P ) − degw(Q))(≥ 4l1t), and thus at least one
of w(z − cj − c2 − c1) (j ∈ {1, . . . , k}), say w(z − c3 − c2 − c1), has a pole at z = z0
with multiplicity at least 4l1t. Again by (17), we get similarly that at least one of
w(z − cj − c3 − c2 − c1) (j ∈ {1, . . . , k}), say w(z − c4 − c3 − c2 − c1), has a pole at
z = z0 with multiplicity at least 8l1t. Now shifting (17) with −c4 gives
w′(z −
∑4
j=1 cj)
w(z −
∑4
j=1 cj)
+
k∑
j=1
bj(z −
4∑
j=1
cj)w(z −
4∑
j=1
cj)
=
P (z −
∑4
j=1 cj , w(z −
∑4
j=1 cj))
Q˜(z −
∑4
j=1 cj , w(z −
∑4
j=1 cj))
∏n
j=1
[
w(z −
∑4
j=1 cj)− dj(z −
∑4
j=1 cj)
]lj .
Then we get similarly that at least one of w(z−cj−c4−c3−c2−c1) (j ∈ {1, . . . , k}),
say w(z − c5 − c4 − c3 − c2 − c1), has a pole at z = z0 with multiplicity at least
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16l1t. And continue to discussion in this way. At last, for the finite positive value
s := |c1|+ . . .+ |ck|, we obtained that
n∑
j=1
n(r,
1
w − dj
) ≤
n
max
j=1
{
t
(1 + 2 + 4 + . . .+ 2k)ljt
}n(r + s, w) +O(1)(22)
= (n · τ)n(r + s, w) +O(1),
where τ ∈ (0, 1) in Lemma 4.4. Then we obtain again that lim supr→∞
log T (r,w)
r
> 0
by Lemma 4.4. This is a contradiction.
Therefore, we obtain that k + 2 ≥ degw(P ) = degw(Q) + 1.
(ii). Assume that Q(z, w(z)) has at least one non-zero root and all its roots
are non-zero. We only need modify the proof of (10). Notice that in this case,
it follow from (4) that all zeros of w(z) are not poles of R(z, w(z)), and thus
are not poles of w
′(z)
w(z) −
∑k
j=1 bj(z)w(z − cj). This implies that all the poles of
w′(z)
w(z) −
∑k
j=1 bj(z)w(z−cj) appear only at poles of w(z), or poles of {w(z−cj)}
k
j=1,
or poles of {bj(z)}
k
j=1. Note that T (r, bj(z)) = o(T (r, w(z))) for all j = 1, . . . , k.
Hence we have
N(r, R(z, w(z))) = N
r, w′(z)
w(z)
−
k∑
j=1
bj(z)w(z − cj)

≤ N(r, w(z)) +
k∑
j=1
N(r, w(z − cj)) + o(T (r, w)).
Thus it follows from the first main theorem, Lemma 3.1, Lemma 4.1 and Lemma
4.3 that
T (r, R(z, w(z))) = m(r, R(z, w(z))) +N(r, R(z, w(z)))
≤ m
r, w′(z)
w(z)
−
k∑
j=1
bj(z)w(z − cj)
+N(r, w(z)) + k∑
j=1
N(r, w(z − cj))
+o(T (r, w))
≤
k∑
j=1
m(r, w(z − cj)) +N(r, w(z)) +
k∑
j=1
N(r + |cj |, w(z)) + o(T (r, w))
≤ T (r, w(z)) +
k∑
j=1
(
m(r,
w(z − cj)
w(z)
) +m(r, w(z))
)
+
k∑
j=1
N(r, w(z))
+o(T (r, w))
≤ (k + 1)T (r, w(z)) + o(T (r, w))
for all r 6∈ E, where E is a set with zero upper density measure E. On the other
hand, we get from Valiron-Mohon’ko theorem (see for example in [14]) that
T (r, R(z, w(z))) = degw(R)T (r, w) + o(T (r, w)).
Therefore, degw(R) ≤ k + 1. Combining with the conclusion of (i), we have
degw(P ) = degw(Q) + 1 ≤ k + 1.
15
(iii). Suppose that degw(Q) = 0 and thus R(z, w(z)) is a polynomial. Without
loss of generality, we may assume that R(z, w(z)) is just P (z, w(z)), . Then we
rewrite (4) to be
w′(z)
w(z)
+
k∑
j=1
bj(z)w(z − cj) = P (z, w(z)).(23)
Suppose that degw(P ) ≥ 2. Then k + 2 ≥ degw(P ) ≥ 2.
Assume that w has infinitely many zeros or poles (or both) such that N(r, 1
w
) 6=
o(T (r, w)) or N(r, w) 6= o(T (r, w)) respectively. Without loss of generality, let z0 be
a generic pole (or a zero, respectively) of w(z) with multiplicity t, and thus should
be a simple pole of w
′(z)
w(z) . Then by (23), it follows that z0 is a pole (or a zero,
respectively) of P (z, w(z)) with multiplicity t degw(P )(≥ 2t), and thus at least one
term of w(z − cj), say w(z − c1), has a pole (or a zero, respectively) at z0 with
multiplicity at least t degw(P ). Then shifting (23) with −c1 gives
w′(z − c1)
w(z − c1)
+
k∑
j=1
bj(z − c1)w(z − cj − c1) = P (z − c1, w(z − c1)).(24)
It follows from (24) that z0 is a pole (or a zero, respectively) of P (z− c1, w(z− c1))
with multiplicity t deg2w(P )(≥ 2
2t), and thus at least one term of w(z − cj − c1),
for convenience we say w(z − 2c1), has a pole (or a zero, respectively) at z0 with
multiplicity at least t deg2w(P ). Then shifting (24) with −c1 gives
w′(z − 2c1)
w(z − 2c1)
+
k∑
j=1
bj(z − 2c1)w(z − cj − 2c1)(25)
= P (z − 2c1, w(z − 2c1)).
It follows from (25) that z0 is a pole (or a zero, respectively) of P (z−2c1, w(z−2c1))
with multiplicity t deg3w(P ), and thus at least one term of w(z − cj − 2c1), for
convenience we say w(z − 3c1), has a pole (or a zero, respectively) at z0 with
multiplicity at least t deg3w(P ). Continue to discuss by the way, at last we obtain
that either
(26) n(|z0|+ d|c1|, w) ≥ t deg
d
w(P )
or
(27) n(|z0|+ d|c1|,
1
w
) ≥ t degdw(P )
holds for all positive integer d. It follows from the above inequalities, say (26), that
lim sup
r→∞
logT (r, w)
r
≥ lim sup
r→∞
logN(r, w)
r
(28)
= lim sup
d→∞
logN(|z0|+ d|c1|, w)
|z0|+ d|c1|
≥ lim sup
d→∞
log
(
t degdw(P )
)
+ log log (|z0|+ d|c1|)
|z0|+ d|c1|
=
log degw(P )
|c1|
> 0.
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This contradicts to the assumption of the growth of w.
Therefore, w must have finite many zeros and poles, or have infinitely many zeros
and poles such that N(r, 1
w
) = o(T (r, w)) and N(r, w) = o(T (r, w)) respectively.
Then by the Weierstrass (Hadamard) factorization theorem of entire functions (see
for examples, [9, 21]), we may assume that
(29) w(z) = f(z)eg(z),
where f is a meromorphic function such that
T (r, f) +O(1) = max{N(r,
1
f
), N(r, f)} = o(T (r, w)),(30)
and g is a nonconstant entire function such that
T (r, eg) = T (r, w).(31)
Submitting (29) into (23), we get that[
f ′(z)
f(z)
+ g′(z)
]
+
k∑
j=1
bj(z)e
g(z−cj) = P (z, f(z)eg(z)),
and thus[
f ′(z)
f(z)
+ g′(z)
]
+
 k∑
j=1
bj(z)e
g(z−cj)−g(z)
 eg(z) = P (z, f(z)eg(z)).(32)
Now it follows from Lemma 3.1, Lemma 4.3, (30) and (31) that
max
T
(
r,
f ′(z)
f(z)
+ g′(z)
)
, T
r, k∑
j=1
bj(z)e
g(z−cj)−g(z)
 = o(T (r, w)).
Hence, by taking Nevanlinna characteristic from both sides of (32), we derive
degw(P )T (r, w) = T (r, P (z, f(z)e
g(z)) = T (r, w) + o(T (r, w)).
This contradicts to the assumption of degw(P ) ≥ 2.
Therefore, it should be degw(P ) ≤ 1.

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