Unitarity bound violation in holography and the Instability toward the
  Charge Density Wave by Song, Geunho et al.
MAY 31, 2019
Unitarity bound violation in holography and the
Instability toward the Charge Density Wave
Geunho Song,a Yunseok Seo,b and Sang-Jin Sina
aDepartment of Physics, Hanyang University, Seoul 133-791, Korea
bGIST College, Gwangju Institute of Science and Technology, Gwangju 61005, Korea
E-mail: sgh8774@gmail.com, yseo@gist.ac.kr, sangjin.sin@gmail.com
Abstract: We study the spectral function of holographic fermions with Pauli term
and find that when bulk mass goes beyond the unitarity bound there is an instability
with tachyonic dispersion relation. Based on the the linear density dependence of wave
vector involved, we suggest that the instability is toward the charge density wave(CDW)
whose wave vector can be read off from the position of the tip of k-gap. We point out the
similarity between the unitarity violation in this model and the ’Nesting’ as a mechanism
of CDW.
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1 Introduction
Instability of a theory is the indication that the physical system is not described by the
correct degrees of freedom in the parameter regime it happens. It also plays a role of
a messenger telling us that a new phase is ready there. The simplest example is the
interacting scalar theory with its potential term V [φ] = rφ2. For r < 0, the fluctuation
around φ = 0 is tachyonic one, leading to an instability. The system develops a new
vacuum and the prescription to the symptom is to add φ4 term to V [φ] by considering
higher interaction. In a conformally invariant system, one of the stability requirement is
the conformal unitarity bound. Often the unitarity violation is associated with the pres-
ence of the ‘tachyon’, signaling an instability, which is natural because unitarity violation
means that the degrees of freedom is sinking or emerging rather than being conserved.
In fact, whenever a phase transition happens, physics is described by a new degree of
freedom which is not given in the original hamiltonian. Also going from UV to IR fixed
point is not a unitary process as the c-theorem of CFT says. At the level of the effective
theory the old degrees of freedom were destroyed and new degrees of freedom were created
around the phase transition point, therefore in a sense unitarity is doubly violated there.
Therefore it is valuable to intentionally violate the unitarity bound to see what is going
beyond the regime and try to get information about the new phase. Often it gives us
useful information on the nature of the instability and the character of the new vacuum.
On the other hand, understanding the mechanism of CDW in strongly interacting
system attracted much attention[1–3] due to its appearance in the under-doped high Tc
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materials but most of the work were done by transport calculation. Therefore it would be
interesting to consider it in terms of of the spectrum of fermions, which is the most basic
information on the system analogous to the band structure of weakly interacting system,
where the mechanism of CDW instability is identified as the nesting, a phenomena that
happens when a finite fraction of the Fermi sea (FS) is mapped to another part of FS by a
single momentum vector Q. There, the back scattering is singular due to the divergently
effective scattering sources available at each point of nested region. As a consequence,
the original ground state becomes unstable and the system must move to a new ground
state.
In this paper we study the spectral function of fermions in the presence of the Pauli
term ψ¯ΓµνψFµν in the holographic context in the regime where the bulk mass m goes
beyond the unitarity bound |m| ≤ 1/2, and find out that there is k-gap phenomena where
the dispersion relation is that of tachyon. So here, violation of the unitarity bound is
associated with an instability. We suggest that such instability has strong similarity with
the appearance of the charge density wave (CDW) through the nesting mechanism. The
point is that the singularity in the scattering amplitude in the presence of the nesting
leads to the divergence of density of state which can be interpreted as the emergence of
new degrees of freedom not encoded in the original Hamiltonian and this is very similar
to going into the regime beyond the unitarity bound.
The unitarity violation can correspond to many different physical situations depending
on the interaction involved. The reason why the unitarity violation with Pauli term
interaction is associated with CDW instability are as follows:
1. Pauli term is based on the presence of the charge density described by At.
2. Pauli term together with bulk mass outside the unitarity bound generates the gap,
while the minimal interaction of At with the fermion does not for bulk mass.
3. More quantitatively, the location of the tip of the k-gap depends on the charge
density for low density and it matches with the experiment.
Previously, the CDW instability in the holographic setup has been discussed [2, 4] by
introducing the space dependent chemical potential at the boundary of AdS as an input.
The question was whether such input survive when it evolved into the core region of AdS.
Here what we search an indicator signalling the presence of the CDW without introducing
the inhomogeneity explicitly.
2 Spectral function : the setup and review
We consider the fermion action in the dual spacetime with the dipole interaction[5, 6]
SD =
∫
d4x
√−g i ψ¯ (ΓMDM −m− ipΓMNFMN)ψ + Sbd, (2.1)
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where the covariant derivative is
DM = ∂M + 1
4
ωabM Γ
ab − iqAM . (2.2)
For fermions, we can not fix the values of all the component at the boundary, and it is
necessary to introduce ‘Gibbons-Hawking term’ Sbd. The equation of motion which is
defined as
Sbd =
1
2
∫
ddx
√
h ψ¯ψ =
1
2
∫
ddx
√
h (ψ¯−ψ+ + ψ¯+ψ−), (2.3)
where h = −ggrr, ψ± are the spin-up and down components of the bulk spinors. The
former defines the standard quantization and the latter does the alternative quantization.
The background solution we will use is Reisner-Nordstrom black hole in asymptotic AdS4
spacetime,
ds2 = −r
2f(r)
L2
dt2 +
L2
r2f(r)
dr2 +
r2
L2
d~x2
f(r) = 1 +
Q2
r4
− M
r3
, A = µ
(
1− r0
r
)
, (2.4)
where L is AdS radius, r0 is the radius of the black hole and Q = r0 µ, M = r0(r
2
0 + µ
2).
The temperature of the boundary theory is given by T = f ′(r0)/4pi and it is related to r0
by r0 = (2piT +
√
(2piT )2 + 3µ2)/3.
Following [7], we now introduce φ± by
ψ± = (−ggrr)−
1
4 φ±, φ± =
(
y±
z±
)
, (2.5)
after Fourier transformation. Introducing the ξ± by ξ+ = iy−/z+, and ξ− = −iz−/y+,
the equations of motion can be given by√
gxx
grr
ξ′± = −2m
√
gxx ξ± + [u(r)− p√gxxA′t(r)∓ k] + [u(r) + p
√
gxxA
′
t(r)± k]ξ2±.(2.6)
and the Green functions for m < 1/2 can be written as
GR±(ω, k) = lim
r→∞
r2mξ±(r, ω, k). (2.7)
Notice that two components of the Green function are not independent: GR−(ω, k) =
GR+(ω,−k). Since GR for m < 0 case, can be also obtained by GR → −1/GR, G˜R, the
Green function for the alternative quantization for m > 0, is the same as that for −m in
the standard quantization:
G˜R±(ω, k;m) = −1/GR±(ω, k;m) = GR∓(ω, k;−m). (2.8)
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In the presence of the dipole interaction, we get
GR±(ω, k;m, p) = −1/GR±(ω,−k;−m,−p). (2.9)
The spectral function is defined as the imaginary part of the Green function. If we define
A±(ω, k) = Im[GR±(ω, k)] the spectral function is sum of them:
A = A+(ω, k) + A−(ω, k). (2.10)
It has been pointed out [8] that the high frequency behavior of the spectral function
diverges like ω−2m in alternative quantization which we take to maintain the positivity
of m in the interesting regime. For the regime within the unitarity bound |m| ≤ 1/2, we
studied the fermion spectral function [9] using the method developed in [7, 10–13] in a
holographic model [14, 15] to describe the Mott transition. The motivation of our previous
study was to find a model interpolating the free fermion [16, 17] and Mott insulator in
the holographic setup[5, 6]. There, we restricted the bulk mass m to |m| ≤ 1/2 for the
conformal unitarity and m ≥ 0 for the normalizability of the spectral function 1.
3 k-gap as an instability toward the charge density wave
Below, we will study fermion spectral function for m > 1/2 where conformal unitarity
is violated. In the non-interacting system, the dispersion relation is due to the spectral
function given by the a delta function. For interacting case, however, the spectral function
is a smoothed out, where the dispersion relation is indicated at most by the resonant peaks.
We may call it a fuzzy dispersion relation. It turns out that when the Pauli term is large
enough, the dispersion relation is given by
ω2 − v2k2 = M2, with M2 < 0, (3.1)
which is called as k-gap instead of the usual gap with M2 > 0. That is, the spectrum is
tachyonic, indicating the instability of the vacuum. We will see that this actually happens
in our model in the regime m > 1/2.
3.1 Appearance of k-gap and and instability
The m-evolution of the spectrum can be traced by the zero of C. First we consider p < 1.
For unitarity bound m < 1/2, it was shown that the system is in gapless phase [9]. Here
we ask for m > 1/2 and the results are shown in Figure 1(a-c). Notice that there is a
critical value mc ' 0.96 where that k-gap begins to appear. If k-gap shows up, there is
a window of k for which there is no value of ω. Figure 1(d) to shows the definition of
(kC , ωC) as the position of the tip of the hyperbola. Now we move to the case p > 1.
1 We stress that nothing change by taking standard quantization with negative m because A ∼ ω2m
and ∆ = d2 + m while in alternative quantization these formula changes to A ∼ ω−2m and ∆ = d2 −m.
We work in in alternative quantization just for the ease of the presentation using positive m.
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(a) m = 0.75 (b) m = 0.95 (c) m = 0.999 (d) m = 1.2
Figure 1. m-Evolution of the spectral density for p = 1/2. We have k-gap only if m > mc '
0.96. (d) also shows the definition of (kC , ωC) as the tip position.
Here it is most interesting to see the evolutions across the m = 1/2, which is drawn in
Figure 2. The key result is that k-gap appears whenever m is bigger than 1/2. That is, for
large enough Pauli term, unitarity violation always gives instability. This is the kind of
the phenomena expected in the regime where the unitarity bound is violated and indeed
it happens.
(a) m = 0.3 (b) m = 0.4 (c) m = 0.6 (d) m = 0.7
Figure 2. m-Evolution across the m = 1/2 with p = 2 fixed. k-gap appears for any m > 1/2.
Red dotted line denotes IR light cone. When m = 1/2, spectral density coincides with IR light
cone
Figure 3 collectively describes the evolution of the dispersion curve as we change
the m for p = 5. Starting from m = 0 which belongs to the gapped phase, it arrives
at the free fermion like phase at m = 1/2, and finally it runs into the k-gapped state
when m > 1/2. This is very analogous to of the phenomenon that appears in the recent
work[18, 19] describing a transition in transverse phonon dispersion from solid to liquids.
In drawing the Figure 3, we used the method locus of ReG−1 = 0, which will be described
in appendix.
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Figure 3. Mass evolution of spectral density at p = 5. Dashed line denotes free fermion
dispersion, ω = k + µ.
3.2 Fate of the vacuum and the Charge Density Wave
To see the nature of the instability, we calculated the density dependence of the position
of kC and found that there is a linear relation between them. See Figure 4(a). The strong
correlation between the charge density and the wave vector at the instability indicates that
the instability is associated to the charge density wave. The Figure 4(b)(c) is reproduced
m=0.55
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m=0.65
m=0.7
m=0.75
0 1 2 3 4
0
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(a) Density dependece of kc
displacements of the bilayer oxygens, similar to those
proposed for the soft phonon in YBa2Cu3O7 [20]. There
are small differences between the values of the modulation
periods for the a and b directions for all three compounds
(Table I) and in the patterns of atomic displacements,
showing that the influence of the chains on the planes is
also noticeable in o-VIII and o-III. If the two distortions
develop independently, one would expect a different TCDW
for modulations along each direction, with the postulated
two-q state forming at lower temperatures. To date, we
have no evidence for this, although observations in o-II
most clearly indicate a difference between the CDW order
in the a and b directions. The in-plane electronic anisot-
ropy in YBCO arises from the chains; thus, they must
ultimately be responsible for this difference between the
a and b directions. An obvious mechanism is through the
chain Fermi surface [21] with spanning vectors along b!,
which might encourage CDW formation. We note that
STM observations on the chain surface of optimally
doped YBCO [22] show such behavior, with a !2 " 0:3.
Furthermore, the alternating filled and empty chains create
an additional potential which would fold the Fermi surface
along a! and thereby change the band structure [21].
An important issue in the cuprates is the relationship of
the spin and charge correlations [1,2,9,10], where the
underlying antiferromagnetism (AFM) and charge density
have modulations characterised by wave vectors !spin and
!charge, respectively. In a simple stripe picture of inter-
twined spin and charge correlations [10], these yield spin
and charge peaks at positions "AFM # !spin and "lattice #
!charge, where !charge ¼ 2!spin . This simple relationship
appears to describe observations in La2% xBaxCuO4 (see
Fig. 4) and La1:6% xNd0:4SrxCuO4 [9,10]. In YBCO, the
low-frequency spin fluctuations are anisotropic [23,24],
with the strongest response for ! along a!. Indeed, lightly
doped YBa2Cu3Oy shows magnetic order [25] with !
along a!. Thus, in YBCO (see Fig. 4), not only are !spin
and !charge in different directions, but they show different
trends, and j!chargej ! 2j!spinj. These differences suggest
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FIG. 2 (color online). (a),(b) h and k scans, taken on o-II,
through (j n % !1 j , 0, 6.5) and (0, jn % !2 j, 6.5) with n ¼ 0, 2
and T " Tc. The k scans (filled red circles), showing lattice
modulation peaks at (0, !2, 6.5) and (0, 2 % !2, 6.5), are the
same as those displayed in Figs. 1(a) and 1(b). Equivalent
measurements in the (h, 0, ‘) plane (open black circles) reveal
no evidence for a lattice modulation at !1 " !2. Notice that the
lattice modulation peaks are 2 orders of magnitude weaker than
the reflections from the ortho-II structure.
FIG. 3 (color online). Out-of-plane momentum ‘, field, and
temperature dependences of the CDW modulation peaks found
in YBCO o-II (red symbols), o-VIII (blue symbols), and o-III
(black symbols). All intensities have been background sub-
tracted and normalized to IðTcÞ in a zero field. (a) ‘ dependence
of the peak height of k scans through (0, þ !2, ‘), with n ¼ 0
for o-II and o-VIII and with n ¼ 2 for o-III. All compounds
show a broad peak centered at ‘" 6:5 and a c-axis correlation
length #c comparable to that previously reported [2] in o-VIII at
T ¼ 2 K for ‘ ¼ 0:5. (b) Measurement in a separate cryostat of
the effect on CDW intensity in o-II of a magnetic field applied
with a component 11.5 T along the c axis of the crystal.
(c) Temperature dependence of peak intensities, measured at
the wave vectors indicated. The filled symbols are data taken in
a magnetic field.
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FIG. 4 (color online). (a) Spin and charge incommensurability
versus doping for YBCO and La2% xBaxCuO4 (LBCO). The spin
incommensurability of both YBCO [25] and La2% xBaxCuO4 [9]
increases with doping. In LBCO, the spin and charge incom-
mensurability are simply related: !c ) 2!s. In YBCO, the spin
and charge incommensurability have opposite trends with dop-
ing. (b) The charge incommensurability in YBCO, plotted on an
expanded scale. (c) In YBCO o-II, the dominant wave vectors of
the spin (!spin) and charge (!charge) modulations are along differ-
ent directions: the a and b axes, respectively.
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FIG. 5. (Color online) In-plane anisotropy of the
background-subtracted RXS signal in YBa2Cu3O6.86, YBa2Cu3O6.6,
YBa2Cu3O6.55, and YBa2Cu3O6.51 (Note that in this figure the overall
intensities between the samples have been rescaled for clarity). Full
and empty symbols stand for data taken along the (0,1,0) and (1,0,0)
directions, respectively.
of samples. In order to extract the peak width and position, the
data of Fig. 4 were fitted to Lorentzian profiles. Figure 6(a)
shows a summary plot of the doping dependence of the in-
commensurability determined in this way over the entire CDW
stability range. Both δa and δb decrease linearly with increasing
doping. This behavior contrasts markedly with the one in the
214 materials shown for comparison in Fig. 6(b), where δ first
increases with increasing p and then saturates for p ∼ 1/8.
Figure 7(a) displays the doping dependence of the
Lorentzian full width at half maximum (FWHM) of the
CDW peak at Tc in both directions. The correlation length
0.08 0.10 0.12 0.14 0.16
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δ = 0.25
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La1.8-xEu0.2SrxCuO4
δ C
DW
(r.
l.u
.)
hole concentration (p)
FIG. 6. (Color online) Doping dependence of the CDW wave
vector in YBa2Cu3O6+x compared to the wave vector characterizing
charge order in the “striped” state of La2−xBaxCuO4 (Ref. [6]) and
La1.8−xEu0.2BaxCuO4 (Ref. [5]).
ξ extracted from these data [Fig. 7(b)] reaches a maximum
of ∼75 ˚A (about 20 lattice spacings) for p ∼ 0.12, mirroring
the amplitude maximum inferred from the raw data in Fig. 3.
Near the end points of the CDW stability range, ξ ∼ 30 ˚A
(about 8 lattice spacings), comparable to the CDW correlation
lengths observed in Bi2Sr2CuO6+δ , Bi2Sr2CaCu2O8+δ , and
HgBa2CuO4+δ . For the samples with the largest ξ , the peak
widths in the h and k directions differ by up to ∼50%, which
translates into a highly anisotropic correlation volume in the
CuO2 planes.
C. Temperature dependence
The temperature dependence of the CDW peak intensity is
plotted in Fig. 8 for representative samples. In agreement with
prior work, we note that the intensity is maximal around Tc in
all samples except the one with x= 0.86, where the maximum
appears to be slightly below Tc. The superconductivity-
induced intensity reduction is most pronounced for p ∼ 0.12,
and it is less marked near the end points of the CDW stability
range. Figure 9 shows that the FWHM of the CDW peak
follows a related trend. The peaks first become narrower
upon cooling from high temperature, indicating progressive
expansion of the CDW correlation volume, and then broaden
again below Tc, reflecting the suppression of CDW order
by superconductivity. Once again, this behavior is most
pronounced for p ∼ 0.12.
054513-5
(c) en ing data
Figure 4. (a) Linear dependence of kC in µ, suggesting th t the inst bility is toward the
charge density wave (CDW). We choose p = 1.8 (upper panel) and = 0.6 (lower p nel). The
dots are the location of k∗C . (b,c) The doping dependence of CDW ve tor δ. The figure (b) is
re roduced from [20] and figure (c) is from [21].
from [20], where linear dependence of the charge density wave vector δ in the doping
which is comparable to our charge density Q, which is related to µ by Q = µr0 and
r0 = (2piT +
√
(2piT )2 + 3µ2)/3. Therefore for µ/T << 1, the density and the chemical
potential is also linear each other. Since the doping parameter should be interpreted
as the charge density the linear dependence of wave vector in the doping parameter is
consistent with our the ry at le st for the lo dopi g.
– 6 –
For higher doping or charge density, r0 ∼ µ so that Q ∼ µ2 as expected from the
dimensional analysis or the non-interacting Fermi gas theory. Therefore our theory shows
kC ∼
√
Q. Figure 4(c) shows the a bit more recent data which shows bending of the data,
which is consistent with our theory although the authors of the paper [21] tried to fit with
linear plot without success. Although we do not aim to detailed match of our theory with
the data, it is encouraging to see that the general trend of data vs theory is consistent.
This is our main result.
Notice that the linearity of doping and the wave vector is not a character of weakly
interacting system but that of a strongly interacting one. Also if we consider the charge
in our theory as the ’conserved’ spin, we would get the spin density wave instead of the
CDW.
What would be the physical mechanism to create such unitarity bound violation? In a
theory with Fermi surface(FS), CDW is associated with the nesting[1, 22], a phenomena
associated with a shape of FS where a single vector kQ connects large parallel regions
of a FS. In perturbation theory, it can lead to divergent scattering amplitude through∫
dk/(Ek − Ek+q) · · · for q = kQ and k ∈ {Nesting region}. In the situation where Pauli
principle is relaxed due to strong interaction so that the degrees of freedom relatively
deep inside the Fermi sea can be excited, the nesting mechanism can work even in the
absence of the Fermi surface. In more physical terms, such divergence can be rephrased
as the appearance of large degrees of freedom that can interact effectively at a special
momentum transfer q = kQ, which is very similar to the unitarity violation in our theory.
Therefore it is natural to identify the tip of the k-gap as the density wave vector: kC = kQ.
3.3 A measure of instability
When the tip is located at the Fermi level, the instability is most vivid because the Fermi
velocity diverges there. The degree of super-luminosity, vF − 1, can be used as a measure
of the instability:
Dins = vF − 1. (3.2)
When Dins = ∞, the instability can happen spontaneously, while the system is barely
unstable if Dins = 0. Figure 5(a) plot the trajectory of Dins = ∞ where spontaneous
k-gap generation appear in parameter space of (p,m, k∗C). Here k
∗
C is the value of k at
the tip of the k-gap and we interpret it as the wave vector of charge density wave. For
any desired criterion D0, Dins > D0 define a tubular neighborhood along the trajectory
where charge density wave is formed with easiness D0.
Figure 5(b) shows m-trajectory of the tip (kC , ωC) in the momentum space for a few
different values of p. In the figure, the arrow indicates the direction of increasing m.
There are three different classes of trajectories according to the range of p.
1. For p < 1.3, ωC is always negative and hence there is no spontaneous k-gap gener-
ation.
– 7 –
2. For 1.3 ≤ p ≤ 2.3, ωC > 0 if m ' 1/2. The tip moves down as m increases and
passes Fermi level where the Fermi velocity diverges. If we increase mass further,
then the tip position moves up and down so that the tip position pass ω = 0 line
three times in total.
3. For p > 2.3, the position of tip starts from ω > 0 region and pass ω = 0 line for
m ∼ 1.5.
-2
0
2
4
(a) Spontaneous CDW instability
p=1.2
p=1.4
p=1.8
p=2.5
0 2 4 6 8 10
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
kC
ω C
(b) m-trajectory of the tip position
Figure 5. (a) Trajectory of Spontaneous CDW: Dins =∞ along the dotted line. (b) Trajectory
of the tip (kC , ωC) drawn as a parametric plot as m move: Arrow indicates direction of increasing
mass.
Notice that in the regime p < 1,m < mc there is a region where k-gap or ghost
spectrum does not appear in spite of the unitarity violation. See the shaded region of
5(b). This may be the fermionic analogue of the phenomena found in ref. [23] where it
is shown for the scalar that there is a ghost free region in spite of the violation of the
stability bound.
4 Discussion
In this paper, we calculated the spectral density of probe fermion with Pauli term above
the unitarity limit and found a characteristic k-gap for most parameter regime which
indicate that the system has instability. To show that the toward the density wave, we
calculated the density dependence of the tip of the k-gap. It turns out that it agree with
the doping dependence the wave number for physical system with CDW instability. This
suggest that we can look for the spectrum and read off the wave number of the CDW by
looking at the position of the tip of the k-gap.
To discuss the physical mechanism for the unitarity violation causing the k-gap and
CDW, we point out that there is a similarity of unitarity bound violation and the nesting
phenomena: in both cases one can observe the appearance of large degrees of freedom
that can interact very effectively at a special momentum deliverance. We emphasize that
our method did not introduce explicit inhomogeneity.
– 8 –
We speculate that out of all possible fermion coupling Bµν···ψ¯Γµν···ψ with Bµν··· being
a linear function of At and its derivatives, Pauli term is the only one that can generate
the gap.
Note added After this work is uploaded to archive, we were informed that similar
related idea were discussed in recent papers [24–26], where low energy scaling dimension
was gravitationally calculated as a function of momentum and instability was identified
as breaking its reality.
Appendix
A Tracer of spectral function peak
We used locus of C = 0 method in drawing Figure 3. Here we want to describe it. If we
write the retarded Green’s function as G−1R = C − iD with real C and D,
A = ImGR = D/(C
2 +D2). (A.1)
For finite D, the spectral density has its maximum at C = 0. Therefore, one can easily
check peak of spectral density by looking zero of C. It depends on the value of D also.
When C = 0, the spectral density becomes A = 1/D, hence it is suppressed when D is
large. To test how useful this idea is, we calculate the zero of C for m < 1/2 and compare
with the spectral function. The comparison to the spectral density and the zero of C are
drawn in Figure 6, from which we can see that the two are well matched, although they
do not exactly overlap. Features of Figure 6 are described below.
1. Figure (a): At p = 0, the peak of spectral function is same as zero of C.
2. Figure (b): The interaction generate new band along the maximum of D, Out of
C = 0 line, C >> D so that A ∼ D/C2.
3. Figure (c): For m off 1/2, the original linear dispersion curve deform and the zero
of C follow it. peaks of both band are overlapped to the zero of C. But there is
another branch of zero of C, which is the middle band in the figure, which is not
realized as the peak of the spectral function. Along this band, D has maximum
value and the peak is suppressed since A ∼ 1/D.
In Figure 7, we give some other comparison to test the method. We compared the
spectral density and the locus of C = 0 for m-Evolution with p = 2 fixed. As one can
see, almost precise agreement is obtained between the two. Summarizing, the real part of
G−1, contains the essential information for the peak of spectral density.
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(a) m = 0.5, p = 0 (b) m = 0.5, p = 5 (c) m = 0.47, p = 5
Figure 6. The zero of C (red line) vs. the peak of spectral function. We use unsymmetrized
G2. (a) Here zero of C overlap with the pole of the Green function. (b) The new branch of
dispersion curve created by the interaction and it is not followed by the zero of C. (c) Decreasing
of m from 1/2 deforms the original dispersion curve is and the zero of C follows it, of but not
the new branch.
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-4 -3 -2 -1 0 1 2
-3
-2
-1
0
1
2
3
k
ω
(h) m = 0.7
Figure 7. Camparing the spectral density and locus of C = 0 for m-Evolution across the
m = 1/2 with p = 2 fixed. Precise agreement is obtained.
B Phase diagram
Once we know that the new vacuum has charge density wave, can we figure out more
details about the phases of the system after CDW transition happen? Since we know that
the instability will be resolved by developing a gap, our recipe of the system for the new
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(a) Phase diagram
Figure 8. Phase diagram for 0.5 < m < 1.0 with the unstable k-gapped band ignored. FL
means gapless Fermi liquid like phase.
phase is simply neglecting the k-gapped branch of the spectral density. Here we speculate
that we can classify the phases of the system with only other features in the spectral
function. The phase diagram with such scheme is drawn in Figure 8 for 0.5 < m < 1.0.
Dashed line implies that these ‘phases’ are smoothly interpolated. The truth fate of the
system should be calculated with explicit introduction of the non-homogeneity which will
be much heavier this this work.
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