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Abstract 
Active Internal antenna is a technology that recently has hit the forefront of 
wireless communication. At high frequency, however, the phenomenon of interference 
from internal antenna to other circuitries cannot be ignored. In order to avoid costly 
design cycles, a full wave electromagnetic analysis is necessary to give an accurate 
II 
prediction of the coupling behavior of active internal antenna. 
rf 
The thesis describes an Extended Finite Difference Time Domain (Extended 
FDTD) analysis of active internal antenna. Three Novel simulation techniques were 
proposed and demonstrated in this thesis. The stability problem of the SPICE-FDTD 
interface were solved and the simulation time is shortened. Finally, the improved 
Extended FDTD method was used to investigate two examples of active internal antenna, 
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With recent advances in wireless communication, the need for small RF modules has 
greatly increased. RF modules consist of electronic components and antennas. 
Electronic components have rapidly reduced in size due to the development of integrated 
circuits. Antennas have not changed much from the old and venerable monopole. In 
It 
recent years, however, a new type of antenna, called "Internal Antenna" or "Intenna", is 
gradually being accepted and designed into mobile phones, notably the ones by Nokia. 
Microstrip patch antenna is a common choice for internal antenna because the patch can 
be constructed with the same low cost board, or, in some cases, for the purpose of further 
size reduction, with ceramic thin film or high dielectric material wafers. 
The use of Internal Antenna may cause increased electromagnetic interference (EMI) 
between the internal antenna and the transceiver subsystems. When internal antenna is 
used, multiple systems operating at neighboring frequencies exists in close physical 
proximity (definitely within the near field), generating intermodulation and other 
undesirable signals that can find their way back to the transceiver system, ultimately 
affecting even the baseband circuits. 
In this research, a ftill-wave analysis technique "Extended Finite Difference Time 
Domain (Extended - FDTD) is used to model the active internal antenna. The Extended-
FDTD combines Berkeley SPICE 3.5 with Finite Difference Time Domain Method . 
Using this method, the AC analysis and Harmonic analysis are carried out. The Extended 
7 
FDTD is used to model various properties of active antennas that will affect the EMC 
properties of the circuit. Specifically, the surface wave conditions, both on board and 
radiation effect are analyzed. 
Chapter 2 discusses the background theories of Extended FDTD formulation. 
Chapter 3 discusses novel techniques developed in this thesis that improves on the 
Extended FDTD formulation, specifically the interface between FDTD and Berkeley 
SPICE. Without these novel techniques, the Extended FDTD method suffer from severe 
stability problems and cannot be used for real world components. Here, accuracy of the 
Extended FDTD code is verified by comparing with HP MDS simulation. In Chapter 4， 
practical design issues of the active internal antenna are presented. Chapter 5 concludes 
the research and points to future directions. 
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2 Background Theory 
2.1 Background history 
In 1966, Kane Yee [1] introduced a set of finite difference equations for the time-
dependent Maxwell's curl equation. According to his algorithm, the components of E-
and H-fields are positioned within an imaginary unit cell of a lattice structure (grids) in 
space as illustrated as Fig 3.1, where the electric field (E) component is surrounded by 
four circulating magnetic field (H) components and every H component is surrounded by 
four circulating E components. This provides a beautifully simple picture of three-
dimensional space being filled by an interlinked array of Faraday's Law and Ampere's 
Law contours. 
(i’j’k+l) (i’j+l’k+l) 
(i+l,j,k+l) ^ — — J — — ^ f f j ^ ； 
丨 ； • ——卜——7 
I Ez 丨 ； 
\ i 
\ Hx I Ez ！ 
y 
(i+l’j’k) (i+l，j+l’k) ^ ^ 
Figure2.1 Yee's lattice. 
Recently, active and passive device modeling has been developed successfully. [1,2]. To 
accurately analyze the active antenna that consists of the patch antenna and active 
element, it is necessary to simulate the entire structure in one computation. The FDTD 
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method show great promise in its flexibility in handling complicated circuit 
configurations. 
2.2 Finite Difference Time Domain Method 
2.2.1 Basic Formulation 
Consider a region of space that has no electric or magnetic current sources, time-
dependent Maxwell's equations are written in “ 
Faraday's Law: 
3 B — = V X E (2.1) o t 
Ampere's Law: 
— = VXH -J (2.2) dt 
In linear, isotropic materials, we can write 
B =juH ( 2 . 3 ) 
and D =eE (2.4) 
Also, permitting the possibility of electric and magnetic losses that can dissipate 
electromagnetic fields in materials, an equivalent electric current accounting for electric 
loss mechanisms is defined: 
J = crE (2.5) 
Combining the assumptions of (2.3) and (2.5) and substituting into Maxwell's curl 
equation (2.1) and (2.2) 
a n 1 
T = VXE (2.6) 
a t // 、乂 
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3E 1 a — = - V X H — (2.7) d t e e 
The vector components of (2.9) and (2.10) can be written into six scalar equations 
equivalent to Maxwell's curl equations in three-dimensional rectangular coordinate 
system: 
f = (2.8a) 
It 
兆 y \ ( d H ^ J ) 2 8 b 
dt e\ di dx )’」 
^ E ^ dH^ J ) (28c) 
dt fv dx dy ^ 
and 
dB^ dE^ dE ~ = (2.9a) 
dt dy dz 
- 孕 = 争 - 争 （2.9b) 
dt dz ox 
dB dE、 dE 
一 • 亡 f (2.9c) 
ot ax ay 
2.2.2 Finite Difference Expression: 
By applying the central-difference expressions for discretizing the first order 
partial differentiation with respect to space and with respect to time. In both instances we 
will use central difference scheme, where the values to be subtracted are on either side of 
the variable, such as 
f 1 \ / 1 \ r^n . , 1 • I T-'fl 1 • J ；)p E i + -,j,k - E I _—,j,k 
% = “ � 又 、 2 ” + 如 2 (2.10a) ax Ajc 
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i E 广 Z 2 ( , 小 小 小 义 ( 2 . 1 0 b ) 
dt At \ 
By deriving finite-difference expressions based on Yee's algorithm for (2.8) and (2.9), it 
can be written as 
- ( . . � , + U + + (2.11a) 
i � ~ ^ k ( “ i ’ … 1 ) -五； ( , ' + i ’ M ) ] (2.11b) 
- 抄 ( “ + , " ) ] (2.11c) 
r V i "， • [1 - ( / + ! j，众） 
_即十i，>/，欠J� 
+ + + (2.12a) 
尝 + “ （2.12b) 
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- 人 1、钟，(U + i，叫)-"，(“H，" + d (2.12c) 
2.2.3 Courant Stability Criterion 
The space step size is usually chosen to be about 1/10 to 1/20 of the minimum 
spatial wavelengths possible in the problem space. Note that this wavelength will be 
different from the free space c/f wavelength if one is in a dielectric. If the step size is too 
large in such cases, instability will result. In general, one chooses the minimum possible 
wavelength in the highest dielectric constant material in the domain at the highest 
possible frequency. 
To guarantee the numerical stability for FDTD, all time and space increment 
should be satisfied the Courant Stability Criterion. 
The upper bound on time increment A t follows 
(2.13) 
where c is the speed of light. 
2.3 Absorbing Boundary Condition (PML) 
In FDTD approach to solving electromagnetic wave problems, there is a suitable 
boundary condition on the outer perimeter of the domain must be used to simulate its 
extension to infinity. An early attempt at implementing such as absorbing material 
boundary condition was reported by Holland [1], who utilized a conventional lossy 
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dispersionless absorbing medium the difficulty with this tactic is that such as absorbing 
layer is matched only to normally incident plane waves. 
Since 1994，J-P.Berenger has published a novel ABC for FDTD meshes in two 
dimensions with orders of magnitude improved performance relative to any technique [2]. 
This approach, called perfectly matched layer (PML) of the absorption of electromagnetic 
waves" is based upon a splitting of electric or magnetic field components iti the absorbing 
boundary region with the possibility of assigning losses to the individual split filed 
components. 
2.3.1 Field -Splitting Modification of Maxwell's equation, TE case 
For the case of a TE polarization wave in 2-Dimension, i.e. Electric field is 
parallel to the plane while Magnetic field is perpendicular to the plane (only E^ Ey H. 
exists). We have, according to generalized Maxwell's Equation: 
" " 昏 + ( 争 ( 2 . 1 4 ) 
+ 滤 矿 （2.15) 
犯y r dH 
卞 + 浙 ) ’ = — f (2.16) 
where f � a n d / ^ � a r e the free-space permittivity and permeability, a and cr* are the 
electric conductivity and magnetic loss of the media. 
If the following condition is satisfied, 
cr a* 
• X (2.17) 
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the wave impedance of the lossy free-space medium equals that of lossless vacuum, and 
no reflection occurs when a plane wave propagates normally across an interface between 
true vacuum and the lossy free-space medium. 
The PML technique introduces a novel analytical device in specifying loss and 
impedance matching, by splitting H ^ into two subcomponents that Berenger denotes as 
H and H 乙y . The four field components for the TE case are written by the following 
II equations: 
站V . 氣 + 〜 ） 
+ 、.办 (2.18a) 
dEy diH^ ) 
五 广 」 a x 
dH dE 
(2.19a) 
“ � 1 + � ; � 脊 （2.19b) 
where the parameters cr^  and cr^ denote electric conductivities and the parameters cr* 
and (J* denote the magnetic losses. 
2.3.2 Propagation of a TE Plane Wave in a PML Medium 
The propagation of a sinusoidal plane wave in a PML medium is considered. Let 
the wave electric field vector have amplitude of E � a n d form an angle 0 with respect to 
y-axis. Then the four components of the field can be expressed as 
=一£。如0^加('„) (2.20a) 
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E、, = E(> cos (l)e 】、、.、'—"""-3y、 (2.20b) 
>’（'-"、.)-御 (2.21a) 
二 历 ’ ） (2.21b) 
where w is the pulsation of the wave, t is the time, a and p are complex constants, and 
H，知 and H — are the magnitudes of the split magnetic field components H ^  and H :、. 
respectively. By substituting the propagating field expressions of (2.20) and (2.21) into 
(2.18) and (2.19), the PML modification of Maxwell's equations is 
E . sin 中-j、E„s\xu^ = p [ h ’‘知 + H ‘:).�) (2.22a) 
e。E(>cos(/>-j4E。cos(l> = a、H 浏 + H (2.22b) 
0 u o - j — t i u o =他0識伞 (2.33a) 
CO 
a 
^o H 巧。-j+H^ =阳。sin 中 (2.33b) 
CO 
Taking H 浏 and H : � � f r o m (2.33) and substituting them respectively into (2.21) yields 
f , . V , o Bsmd … ， 
"人 = : + ^ . r (2.34a) 
I 肌J I mo Y - j c f J 零。 
f , . CTjc ^ 人 or cose) j3 sin 0 、 
Mo^ o l - y - f - cos(ff = a • * , +1 * / (2.34b) 
By forming the ratio of (2.34a) and (2.34b)， 
互=，.l 卞"肌。 (2.35) 
a COS0 \-iGjcoe。 
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and then obtaining a : from (2.34b) and(2.35), and /?-from (2.35) and(2.34a). This 
yields two sets (pc, 0) of opposite signs for two opposite directions of propagation. 
By choosing the positive sign, 
仅 二 1 - . 伞 (2.36a) 
G L 」 
where 
G = •yJcOx cos^(/> + a)^ sin2 0 (2.37a) 
1 - j a ^ Icoe,, \ — j(7�IcoEo � , = , ： / ('； � V = I f (2.37b) i-jcrJcoM^ \-jaJcoju„ 
Now designate if/ as any component of the field, y/^ its magnitude and c the speed of 
light. The modified (2.32)，(2.36) and (2.37), we can write as 
.(X cos^ +y cr cos (p cr). sin 0 ]w I ——- ^ -X V 
y/ = y/�e � e„cG e e„cG • (2.38) 
H • and H 明 can be obtained as functions of (2.33). Then enforcing the a and p 
values of (2.36) yields 
H议、=检*�X cos'中 (2.39a) 
H - (2.39b) 
By using (2.37)，and the sum of H 说,and H 聊 is then 
(2.40) 
and the ratio Z of the electric field magnitude over the magnetic one is 
17 
(2.41) V^o G 
Considering the possibility of requiring (cr^ . ,cr*) and (<7)’ ,cr* ) satisfy (3.17), 0)^，0)^  
and G is equal to unity at any frequency. Therefore the expression of the wave 
components of (2.38) and the wave impedance (2.41) become respectively, 
( X cos 0+y sill (J�cos cr�. sin(9 jw t ———-A- ^ y 





The first exponential in (2.42) shows that the wave propagates normally to the 
electric field with the speed of light in vacuum. The remaining two exponential indicate 
an exponential decrease of the wave magnitude along x and y. The wave impedance of 
the PML medium at equation (2.43) equals to that of vacuum regardless of the angle of 
propagation. We see that the impedance matching condition of (2.17) is a matching 
condition for the PML medium as well. Two couples of conductivity must satisfy (2.17) 
for PML matching. 
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2.3.3 Transmission of a wave through PML-PML Interfaces 
H ' Z x = � 
Fig2.2 Interface lying between two PML media 
Consider the case of two PML media separated by an interface normal to the x-
axis as illustrated as Fig 2.2. Let us denote and the angles of the incident and 
transmitted electric fields E. and E,，with respect to the interface plane. As noted from 
(2.42), if the media are matched ones 6 � a n d are also the angles that the phase 
propagation forms with the normal to the interface. As the (p angle of a PML medium 
was defined with respect to the y-axis, in the case of Fig 2.2 we have 6 = (p 'm each 
media. 
Assume the interface to be infinite and the incident wave to be plane. Then the reflected 
and transmitted waves must be plane too and the ratios of these waves over the incident 
one must be without variation when moving on the interface. Therefore for any 
component y/ of the incident and transmitted fields, and for two point A and B of the 
interface, the relation is 
19 
= ( 2 4 4 ) 
[B ) • 
Denoting as d the distance from A to B, and G, , G j as the quantities (2.37a) of each 
media, with (2.38): 
yf, [B )=…(A>sinMG,.si„","�rG,(2.45a) 
y / i [ B ) = y / , [ a Y ' ' sin 从 G2H<Xy2si„。2/。(、G2>" ( 2 . 4 5 a ) 
II 
Since (2.44) is true for any distance d, the exponential factors of (2.45a) and (2.45b) must 
be equal, thus 
1 - 7 — 1 - 7 — (2.46a) 
where 
For (k 二 1,2) (2.46b) 
The relation between the incident and transmitted angles is the Snell-Descartes law at an 
interface normal to x, lying between two PML media. 
Let us consider the incident, reflected and transmitted electric and magnetic fields E , 
E r E � H � H r and H 丨 . F r o m the continuity of the fields £、，and H 口 + H lying 
in the interface, it yields the following set of equations: 
五,cos6>�一五广 cos6>i =五，cos 6*2 (2.47a) 
+ H , (2.47b) 
Also, denoting as E … E ^ q , E,^, the magnitudes of setting x = 0 at the 
interface, with (2.38) and (2.40), we cab write 
五=£：,0厂sin"" ,��)—狄 (2 .48a) 
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E = E � ( ) ' ( � ' / j似 (2 48b) 
E, = E…e-j�sin",/ '•g.H.-./K,/ �))—•油 (2.48c) 
H , . =五 , / Z,， Hr=EjZ” H, =EJZ, (2.48d) 
As a consequence of the Snell-Descartes law (2.46), the three exponentials on space (2.48) 
are equal. Therefore reporting E., E" ’ H., H ^ and .from (2.48) into (2.47), 
the system becomes 
II 
E.^cosO^ -五rocos^i =£,oCOs6>2 (2.49a) 
(2.49b) 
Z 丨 1 z 2 
Defining the reflection factor as the ratio of the electric components lying in the interface, 
that is — cosOJE.q cos6*2 ’ and then solving (2.49) for the ratio, the reflection factor 
fp for the TE case is 
Z ) cos 9J - Z , cos 6, � Z ^ V ^ (2.50) Z 2 c o s 没2 + Z 1 COS 
The r^ factor is as at an interface lying between two usual media. With (2.41)，the factor 
can be written as 
_ G, cos cos^, 
~ G , c o s a , + G , 008/9, (2.51) 
where G, andG 2 are the functions of and 02. 
Let us consider an interface lying between media having same cr^ and cr* conductivities, 
that is a ,cr* ) and a ’cr:2，cr), ) media. Then the Snell-Descartes 
law (2.46a) becomes 
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sin 没， sin 
y = y (2.52) 
If the two media are matched ones, that is G, = 1, so (2.52) reduces to 
= 0 , (2.53) 
and the reflection factor (2.51) is 
厂 ( 2 . 5 4 ) 
So, at an interface normal to x lying between two matched PML media having the same 
CT), ,cr* )’ a plane wave is transmitted without reflection at any incidence angle and at 
any frequency. That is also true; if the first medium is a vacuum and the second one is a 
{(y, ,cr* ,0,0) medium, since a vacuum can be seen as a (0,0,0,0) medium. In the general 
case of unmatched media having the same (cr), ,cr* ), a simple formula can be obtained 
for the factor (2.51). Substituting (2.52) into (2.51) yields 
sin cos - sin cos <9, 
— i £ 2 门 
P sin6>i cos 6*2 + sin 6*2 cos6'i 
Then, squaring (2.52), replacing G, and G^ by (2.46b), and taking into account that 
� = ^ W y 2, we can deduce 
sin (9丨 cos = sin cos 6>, (2.56) 
By (2.55) and (2.56), 
p — / = (2.57) 
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Equation (2.57) shows that even if the media are not matched ones, the reflection does 
not depend on the incidence angle 6',. It depends only on the frequency through (2.37b). 
In the case of matched media co“ = co^ 2 and (2.57) reduces to zero. 
2.3.4 PML for FDTD in 2D domain 
“ 1 ’ � 1 � 2 ’ V ) ( � � � * ) ( � � � 2 ’ V ) 
、‘：丨丨：丨丨丨：:丨丨::::::丨：丨:::丨丨;^：丨：丨：:丨丨::::::丨：丨丨 ^ ‘t ！ I！ •！ •！ • 1 • ！ • ！ • ‘ • I ‘ I • I • I . ； . ； . ； . I . I ！ ； ！ • ！ ； ！ ； ！ ； ！ ； ！ • ！ 
C B 
Vacuum z � - � . � 
V�一力 7 *、 
D A 
. ^ m m m M m m m i ^ \ ^ 
X T ~ ^ P E C 
Fig 2.3 PML technique at 2-D domain 
The general frame of the PML is shown as Fig 2.3. The Maxwell equations are solved by 
FDTD inside the computational domain in which lies a source of outgoing waves. The 
computational domain is surrounded by PML absorbing layer. The domain is finally 
ended by perfectly conducting conditions (PEC). At both left and right sides of the 
computational domain, the absorbing layers are matched PML [a^ ,(7* ,0,o) m e d i a . -
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Therefore, at interfaces vacuum-layer AB and CD normal to x-axis, the reflection 
factor is theoretically null. Similarly, matched PML ( 0 ’ 0 , ( 7 、 ， , < 7 * ) media are used on 
both upper and lower sides of the computational domain so that the outgoing waves can 
propagate without reflection through the BC and DA interfaces normal to y. At the four 
comers of the domain, the absorbing layers are made of PML ，cr: ) media 
having conductivities equal to those have the adjacent (cr^ ,(7*,0,0)and (0,0,cr�’，cr” 
media. As a result, there is theoretically no reflection at interfaces lying between the side 
layers and comers layers. 
In the absorbing layer, the magnitude of a wave is ruled by the last two 
exponential factors of (2.38). In the side layers, which are, ((7^,cr*,0,o) and 
(0,0, o-y ,cr* ) media, one factor equals unity. Therefore the magnitude of an outgoing 
plane wave at a distance p o f any interface, can be written as 
= (2.58) 
where 6 is the incidence angle defined with respect to the interface. After crossing the 
layer, a wave is reflected by the PEC that ends the domain and reflected back to the 
computational domain. Therefore, for a layer of thickness S，an apparent reflection 
factor can be defined as 
i?((9) = e-2(�cos^r>5 (2.59) 
The layer has to be a few cells thick with conductivity increasing from zero at the 
vacuum layer interface to a value a ^ at the outer side of the layer. For the 




2.3.5 Extension to Three Dimension Case 
In three dimensions, all six Cartesian field vector components are split and the 
resulting PML modification of Maxwell's equation yields 12 equations [3J, as follows: 
It 
+ ^ (2.61b) 
凡 ¥ + � ’ � ( 2 . 6 1 C ) 
从 + 饥 ( 施 ） 
令 。 入 ( 2 , 2 b ) 
五 广 - \ ) ( 2 .62c ) 
+ 广 ( 綱 ） 
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� + = - \ : 3‘ 丨 (2.62e) 
' � f + � A = - dy (2 糊 
PML matching conditions and grid structure analogous to TE and TM cases utilized. 
Validation of 3-D PML was proven theoretically in [4]. 
It 
2.3.6 Obtaining S-parameters for General Microwave circuit [14] 
Scattering parameters are very frequently used in characterizing the performance 
of microwave circuits. For a multiport network with N connecting ports, the S-
parameters can be calculated as follows: 
c - 叱 ⑴ ) ⑶ 、 
� ” - W J F t ^ (2.63) 
where F is the notation for Fourier transform ’m，n = 1，2，.”N，andV„ (t) are the 
voltages at ports m and n. and Z � are the characteristic impedances of the 
transmission lines connected to ports m and n respectively. 
Port 2 
. ： 綱 
/ ^ / Portl ^ Reference plane 
Fig 2.4 A general two-port microwave circuit 
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For a typical two-port planar circuit as shown in Fig 3.4, the four S-parameters are 
(2.64a) 
= � , “ � ) 二 … ’ � ) . I Z Z (2.64b) 
where V. . ( t ) and 对(0 (/ = 1,2) are the incident and reflected voltages at each port 
and V • (r) is the transmitted voltage at port i in response to the incident signal at 
another port. Referring to Fig 2.4, the reference planes are defined at locations where the 
feeding transmission lines are connected to the circuit. However, it is a common practice 
to choose the observation point at some distances away from these reference planes to 
avoid the influence of any higher modes at the connecting discontinuities. It is thus 
necessary to transform the phases of the S-parameters obtained at the observation points 
to the reference planes as shown in Fig 2.4. This can easily done by the following 
relations: 
where and {v = are the complex propagation constants of the transmission 
lines connected to port 1 and 2 respectively. 
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FDTD method is a very powerful approach that can be used to calculate all above 
parameters for almost all types of antenna structures. For input impedance calculation, 
the antenna can simply be treated as a one-port circuit terminated by absorbing boundary 
condition at its outer boundaries. After the input return loss ( 5 , , ) is obtained, the 
complex input impedance can be calculated easily by the following relation: 
1 + S 
(2.66) 
where Z � i s the characteristic impedance of the antenna feed line. 
»» 
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2.4 Extended Finite Difference Time Domain Method 
High frequency microwave circuit consists of closely spaced elements, 
discontinuity structures, passive and active devices. Circuit design in higher frequency 
ranges for these complex circuits, especially for nonlinear active circuits in a packaging 
structure, encounters severe problem of electromagnetic coupling between different 
circuit elements. Most commercial design tools for such circuit are based on a circuit 
II 
approach, where the circuit is divided into,small elements and of the effect of each 
element is cascaded to obtain the overall system performance. Coupling effect between 
circuits of no apparent connection is therefore ignored. 
Successful design of these dense packed circuits requires the inclusion of such 
electromagnetic coupling effects. This requirement can be satisfied using an advanced 
full-wave approach, Extended Finite Difference Time Domain Method, which includes 
the effect by solving Maxwell's equations and taking into account interaction between 
electromagnetic waves and circuit elements comprehensively. This method has been 
developed as engineers noticed that the interaction between electromagnetic waves and 
active devices, especially nonlinear ones, affects the system performance significantly.. 
Extended Finite Difference Time Domain Method was initiated and developed by 
Sui et al. They suggested the extended formulation of the FDTD algorithm that included 
external lumped elements into their two-dimensional formulation. Later, Tsui et al. and 
May et al. extended Sui's algorithm to three-dimensional formulation. Dumey et al. also 
extended the FDTD algorithm to incorporate lumped elements connected across various 
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dielectrics. Thomas et al. [11] proposed a general approach that allowed direct links 
between FDTD algorithm and SPICE simulation with lumped circuit simulation through 
an equivalent current source. 
At present, SPICE software packages are the most popular tools for electric 
circuit analysis both in frequency and time domains. They provide extremely efficient 
means of simulating the processes in electronic devices of high complexity. The libraries, 
covering a large number of circuit elements, have been built and are maintained through a 
joint effort of manufacturers, software companies and universities all over the world. 
2.4.1 Direct Implementation of Lumped Elements 
The basic formulation for incorporating lumped linear and nonlinear circuit 
elements into the FDTD algorithm was proposed originally by Sui et al. for 2-D problems 
[1] and generalized to 3-D structures by Piket-May et al. [2]. It was shown that lumped 
circuit elements can be accounted for in Maxwell 's equation by adding a lumped electric 
current density, ，to the conduction and displacement currents. 
V X H = e — + a E + J^ ( 2 . 6 7 ) 
If we assume that the lumped element is x-oriented in the FDTD grid and placed on the 
edge of the (/，）’ 众）th Yee cell, where the electric field component E^(i,j,k) is located, 
the current density can be related to the total current flowing through that Yee cell, ，as 
(2.68) AjAz 
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Depending on the type of lumped elements, which can be a resistor, capacitor, inductor, 
diode and transistor, the element current, I乙 can be general nonlinear function of the 
electric potential V(/, j,k) = E^ (i, j , , developed across the ii,j,k) cell. Applying 
central difference to (2.1.1), the modified updating equation for E^{i,j,k) can be written 
as follows: 
E^ a, /，k) = (/，j, k) + % , •• , W a b A l U A 1+ j ^ f 
S H : , i , j + lk—H:,i,j,k、//广2(/’ j,k +1) - H;船(U j,k)] \ ^ J (2.69) 
WabdUe ‘ ‘ … 
2.4.2 Equivalent-Source Techniques 
In the previous section, the extension of FDTD has been stated. In such 
formulation, we can simulate circuit element, linear and nonlinear, in FDTD domain. 
Itoh et al. has introduced a voltage source [7] and a current source [8] approach to model 
the nonlinear active devices such as MESFET [8] and Gunn diode [9]. 
An active device in a microwave circuit is typically very small in size compared 
to a wavelength, and it can model by its equivalent lumped circuit with a very high 
degree of accuracy. In order to incorporate the elements into the FDTD analysis, the 
active device can be replaced by equivalent voltage sources or current sources in the 
active region if the sources satisfy the voltage-current relationship at the input/output 
ports and the scattering properties of the active device. One end of each equivalent 
source connects to the microstrip line and the other to a grounded via, which provides a 
voltage reference as well as the modeling of the vias at the source port. A number of 
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equivalent sources should be placed across the whole width of the microstrip line in order 
to avoid additional current discontinuity at the junction. 
2.4.2.1 Current-Source Approach [10] 
From the Norton equivalent circuit theorem, the excitation effect of the complete 
FDTD lattice provided to the circuit device can be modeled by the integration of four H-
field components. From Ampere's law, the total Norton current, /〜（？），is obtained from 
It 
these field components by implanting the closed contour integral, 
I ^ { t ) = ^ H d r (2.70) 
厂 
where the contour, F , bounds the area of the finite difference cell A, where the device is 
embedded. The 7 ^ ( 0 is equal to the sum of the displacement current I 出 叩 ! 議 邮 and the 
device current, I —(.它: 
I N、t) = I displacement (0 + ^ device (0 (2.71) 
From (2.72), the displacement current is calculated by the cell electric-field component, 
E^，that is perpendicular to the cell cross-section A and spans the device terminals. 
= JJ 恥 ) • " 力 = ( 2 . 7 2 ) ^^  [A J dt 
In the FDTD algorithm, the electric field is constant with position within the space cell. 
Therefore, voltage across the device terminal V i s 
K (2.73) A 
where A is the dimension of the lattice cell in the direction spanning the device terminals. 
By the relation of (2.73)，the displacement current I displacement is 
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EAdV, dV ^  . 
J — 1 device —广 device 1 A\ 
^ displacement — ~ ~ 一 ^ ~ ~ 
where C = sA/A is recognized as the equivalent capacitance of the FDTD cell. 
Finally, the equation (2.71) can be written as 
In = ,'.』+ /— it)] (2.75) 
at 
where ^device) is the known voltage-current characteristic of the device as obtained 
it 
as its terminals. The equation (2.75) is an ordinary differential equation for [t) that 
can be integrated in time with given initial condition, &咖^  (f�)； the driving function, 
In ( 0 ' and the device's current-voltage characteristic, I ^device) • Starting at time 
to and integrating to time t � + Ar 
丄 丄 ^ ( 0 - / - 上 J O f t ^ f (2.76) 
Numerical integration techniques are used to solve the equation (2.76). If desired, (2.76) 
can be performed by connecting to an external software package such as SPICE that is 
structured specifically to analyze complex, potentially nonlinear circuits [11]. 
The terminals of the lumped circuit device are confined to one FDTD cell as pervious 
derviation. However, H-field contour and surface integration .can be expanded into 
several cells in order to account for the physical size of the circuit device being greater 
than one space cell. Fig 2.4 shows the arrangement of the device currents for inclusion 
into the FDTD algorithm. The FDTD cells that include current sources are connected to 
vias in order to establish a voltage reference. 
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•AH-field .•A- ^ i integration 
“ ^ 7 
Microstnp / > Ajuivalent current / 
/ //T^^^^- source / ^ / 
! / Ground / “ 
1 / r Fig 2.4 the current sources for the equivalent current source 
formulation 
2.4.2.2 Voltage-Source Approach [7] 
Microstrip ^z i,jM\ 
A I � “ 
S u b s _ 
p 'I 
Equivalent y z “j’k 
Voltage sources ^ - t ^ 
V i a s ^ ^ ^ 
Ground 
Plane 
Fig 2.5 The replacement of the active device by equivalent device 
by equivalent voltage sources on the FDTD grid edges 
As shown the pervious part, the Norton equivalent circuit theorem. By duality, 
Thevenin equivalent circuit theorem is also combined with the circuit of device and the 
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resulting overall circuit is solved to incorporate the properties of the device into FDTD 
field solution. 
Consider an active device in a microstrip circuit. Fig. 2.5 shows the placement of 
the voltage sources at one port of the active device, each source is aligned to the FDTD 
grid edges beneath and perpendicular to the microstrip line with each ends connected to 
the microstrip line or a grounded via. Assume that the voltage sources lie in an active 
sheet parallel to the x-y plane. Without loss of generality, a voltage source is placed with 
its center denoted by (i, j+1/2, k), where two,FDTD meshes contribute to the current law 
flowing through the voltage source. For the right mesh, the integral form of Faraday's 
can be expressed in terms of circuit quantities as 
= (2.77) 
where Li is the space inductance of FDTD cells, V i � � p ’ i is the equivalent voltage obtained 
from that the loop integration of the E-field along the cell boundary other than the edge of 
the voltage source, and Imesh.i is the loop current that flows along the right-hand side of 
the active sheet through the cell width Az. A similar formulation can be derived for the 
left mesh to obtain a circuit equation for the loop current Imesh,2 which flows along the left 
hand side of the active sheet. The device current Idev flowing into the voltage source 





VtotalO Vdev Circuit 
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Figure 2.6 The equivalent circuit of the voltage source, as seen from' the device 
r 
In the case that there are N voltage sources placed across the entire width of the 
microstrip line, the device current Idev is the sum of all the loop currents. The governing 
equation is derived as � (2.71) dt where 2N y 
i ‘ L議 I 
2N 1 
A . . / = 1 / 1 - (2.72b) 
i M 
and Li is the space inductance of each mesh. The equivalent circuit of the governing 
equation is shown in Fig. 2.6. The voltage source/inductor pair is the equivalent circuit as 
seen form the device. Through this equivalent circuit, the field quantities in the device are 
modeled to describe the interaction between the device and electromagnetic fields. 
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2.5 EMC 
For the design of high frequency systems, electromagnetic field simulation is 
extremely important to predict and optimize system characteristics in advance. The 
design of microwave circuits involves not only the modeling of circuit elements but also 
the radiation or coupling between elements and circuits. These EMC/EMI issues are 
t* 
especially important in modem high-density circuits. Practical circuits consisting of 
active and nonlinear devices are so complicated that it is a challenge to engineers in terms 
of obtaining the most appropriate modeling and simulation of the entire system. 
In the past, engineers relied on experience and approximate knowledge to solve the 
EMC/EMI problem. Actually, FDTD [16] provides significant insight when experience 
cannot help. The capability of including packaging effects into active circuit simulations 
is a unique feature unavailable with current CAD tools and should find important 
applications in circuit design. 
In circuit design, electromagnetic interferences travel from their sources to a victim 
receptor by two primary processes, radiation and conduction. FDTD can provide the 
coupling path from the source to victim. On emission, many intentional EMC rules such 
as FCC and VDE have a set of restriction on emission level from the product. FDTD 
simulation can provide far-field simulation, which can provide the emission level from 
the product. 
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3 Novel Techniques for Extended FDTD Method 
3.1 Introduction 
The Extended FDTD as published on papers was implemented at Chinese 
University of Hong Kong. As can be expected, this existing solution is not without 
problems. Three novel techniques have been added to overcome weaknesses in the 
existing Extended FDTD method. • 
r 
First of all, a new FDTD-SPICE interface was developed. In [11]，the interface 
between FDTD and SPICE was developed using simple Ampere's law. The solution has 
difficulty converging when handling a non-linear bipolar transistor (Gummel-Poon 
model). In the improved solution as developed in this thesis, by using a second order 
Taylor's series extrapolation, the occurrence of non-convergence can be eliminated. 
Secondly, a DC excitation using a Gaussian rising function was employed to reduce 
the transient time and the discontinuities that happened at simulation. Thirdly, in order to 
reduce dc excitation setup time significantly, the bias resistor value was made to vary 
with time. With that, the dc excitation setup time is reduced from several days to a few 
hours. 
3.2 The Improved FDTD-SPICE Interface 
In [11], the circuit simulator SPICE was connected to Finite Difference Time Domain 
(FDTD). The method was successfully used to simulate a simplified VHF amplifier 
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circuit using the SPICE's default bipolar transistor (BJT) model (Ebers-moll model, fig 
3.2.1a).But it is failed to simulate amplifier using high gain BJT, in which a more 
complicated non-linear model (such as Gummel-Poon model, fig 3.2.1b) must be used. 
c Q 丨 .. 
b O " * " 
b 6 I 
Fig 3.2.1a Ebers-Moll model of NPN transistor 
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Fig 3.2.1b Large-signal Gummel-Poon model of NPN transistor 
The incorporation of SPICE and FDTD [11] depends on the modified Ampere's Law 
c | + / � V ) = / _ , • (3.2.1) 
where C is the equivalent capacitance of the FDTD cell; and are the current 
flowing into the device and the voltage across the device respectively. Fig 3.2.2 shows 
the schematics of bipolar transistor at SPICE for simulation. 
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I total ,r ( ) 
" P I CO 
、 " ^ ^ total,b 
Fig 3.2.2, the schematic of n-p-n bipolar transistor at SPICE for simulation. 
/,一，is kept constant 
for (n + l/2)Ar < r < (n + 3/2)A/ and 
is set to be a constant value 
at(« + l / 2 ) A r 
。 二 - A ( V X / / ) 广 2 (3.2.2) 
where A is the area of the finite difference cell. 
For {n + 3/2)At <t < (n + 5/2)At , I 瞻丨 changes to another constant value 
The total current is a staircase waveform. 
I device “ • + 
^ total © C - T - ^device 
Fig 3.2.3, The SPICE equivalent circuit for the modified Ampere's law. 
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Using the SPICE equivalent circuit of Fig 4.2.3., , V : , , � a n d I；；— are used to 
calculate the device voltage in Berkeley SPICE3.5. 
SPICE uses LU decomposition, forward elimination and backward substitiution to 
solve linear equations and Netwon-Raphson algorithm to solve nonlinear equations. 
Non-convergence often happened at the nonlinear solution algorithm and two common 
“ 
causes are as follows: 
r 
1) Rapid transitions 
Netwon-Raphson algorithm starts with an initial guess for every node voltage in 
nonlinear circuit and begins iterating. With each successive iteration, a new set of node 
voltages is predicted. The difference between iterative node voltage values is monitored 
and compared with a predefined error tolerance. When the difference between iterative 
voltage values is less than the error tolerance for every node of the circuit, SPICE 
terminates the iteration. In transient analysis, SPICE uses pervious time-step's voltage 
for initial guess. The Newton-Raphson algorithm converges quickly to a solution if the 
initial guess is close to the exact solution. 
The device equations of semiconductor device models such as BJT transistor and 
MOS transistor are divided into linear region and saturated region of operation. A 
discontinuity exists at the transition from the cutoff to linear regions. When SPICE 
calculation steps close to the discontinuities, the Newton-Raph son iterations may begin to 
oscillate around the discontinuity and fail to progress to the exact solution. 
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When the non-convergence problems arise at transient analysis, SPICE uses a 
dynamic time-step control algorithm to compute the solution [12J. The dynamic time-
step control algorithm changes the size of the time-step depending on the circuit activity. 
During periods of high circuit activity, with large voltage and current changes as shown 
in figure 3.2.4(a), the time-step control algorithm maintains a small time-step to increase 
accuracy and reduce non-convergence due to rapid voltage transitions'； If SPICE ever 
fails to converge at a time-point, the time-step control algorithm automatically discards 
the non-convergent time-point and reduces the time-step to 1/8 of the original time-step. 
By reducing the time-step, the voltage transition will not be changed rapidly. 
Voltage/ current 
A 
(b) I \ [ . … (a) J~•——•——•~t 
‘ > time nt^t {n + l)Ar 
Fig 3.2.4, the voltage or current waveform versus time, 
(a) If voltage/current change rapidly, the time-step will be reduced 
(b) Integration of Ampere's Law by [11] 
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If SPICE fails to converge, the time-step is cut by 1/8 again and again, until the 
solution converges. If the time-step is cut below the allowed minimum, SPICE gives the 
warning message "TIME-STEP too small" and aborts the simulation. The allowed 
minimum is 10'^ X maximum step where 
final time - initial time Maximum step = — (3.2.3) 
i> 
r 
Since the current integration of the modified Ampere's Law is the staircase 
waveform (3.2.4b), no matter how small the time-step is, the /"加,is constant within the 
time period. If the non-convergence happens due to the sharp change of current source, 
dynamic time-step cannot solve it and the simulation is bound to fail. 
2) Model discontinuities 
The staircase waveform is used in the Ebers-Moll model (Fig 3.2.1a) [11] for 
Extended FDTD successfully. When the Gummel-Poon model (Fig 3.2.1b) is used, the 
Netwon-Raphson iterations cannot converge. The difference between the two models is 
the nonlinear charge elements, or equivalently the voltage-dependent capacitances. 
These voltage-dependent capacitances are introduced in Gummel-Poon model to improve 
the accuracy of the transient analysis. 
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、F dV 距 F, t ‘ 中 E 、 
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� d V s c F , [ • 0c J 
“ 
C 乃(0 及 1 - J ： y < 0 
c,“o(i+f J 
where 
CJE is base emitter zero-bias depletion capacitance 
CJC is base collector zero-bias depletion capacitance 
CJS is collector-substrate zero bias capacitance. 
But y gc and V^s is a discontinuous function at the linear and cutoff region. 
These voltage-dependent capacitances give the device highly nonlinear characteristic 
region. Then SPICE reduces time step size to solve nonlinear equations. When some 
voltages or currents change faster than can be accommodated by the minimum step size, 
SPICE is unable to continue and aborts the simulation. 
To guarantee convergence the equations must be continuous. Although the device 
equations built into SPICE are continuous, the total current generated by FDTD 
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algorithm is not continuous. Therefore, smoothing the total current waveform can 
improve convergence. 
Taylor's series can be used to smooth the input current waveform of the Gummel-
Poon model. As shown in Equation (3.2.5), the function can be written as 
/⑴= ）々 （3.2.4a) 
= ••••.. (3.2.4b) 
Replacing (3.2.2) by a second order Taylor's series extrapolation, 
T n+l/2 _T n-\/2 
/ _ � ) = / _ , 广 2 — ^ * ( r - ( . + l /2)*Ar) 
J n+l/2 —J /I-1/2 T n'\/2 _ j n-3/2 
2 total 2 total total total 
+ ^ ^ * ( 卜 + 1 / 2)Aty (3.2.5) 
2M 
J \ _ r n+l/2 • ^ + 1 / 2 )八？ / n+l/2 _j ”-1/2、 
1 total V ) ~ ^ total "‘ ^ V total ^ total ) 
, , 、、2 (3.2.6) l( t - [n +l/2)Ar I / „+i/2 — I / , - 1 / 2 T "-3/2� 
十 ^ V total —LI total 1 十 7 total ) L \ At y 
This second-order Taylor's series extrapolation is a polynomial function. When the 
non-convergence happens in the Newton-Raphson equation and the time-step is reduced. 
This function allows voltage to transition smoothly. 
In SPICE, there are several current sources implemented in SPICE，s header 
ISCLOAD.c file such as SINE function, piecewise linear function and exponential 
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function. AND the Equation 3.2.2., Taylor's series second order exploration is 
implemented in SPICE's header ISRCLOAD file. 
LINE NUMBER 1 hit ISRCload(inModel, ckt) 
2 GWmodel *inModel; 
3 register CKTcircuit *ckt; 
/* actually load the current current value into the * sparse matrix previously 
provided 
*/ 
I 4 register ISRCmodel *mdel = (ISRQnodel*)inModel： 
5 register ISRCinstance *here： •‘ 
6 double value; 
7 double time; , 
8 /* loop through all the current source models */ 
9 for( ； model /- NULL： model = model->ISRCnextModel ) I 
10 loop through all the instances of the model *l 
11 for (here = model->ISRCinstances； here ！= NULL ； 
12 here=here->ISRCnextInstance) { 
13 ( (ckt->CKTmode & (MODEDCOP I MODEDCmANCURVE)) && 
14 here->ISRCdcGiven ) { 
15 /* load using DC value */ 
16 value = here->ISRCdcValue * ckt->CKTsrcFact; 
17 else { 
18 if(ckt->CKTniode & (MODEDC))( 
19 time = 0; 
20 ) else { 
21 time = ckt->CKTt ime； 
22 } 
23 I* use transient function *l 
24 sw i t ch(he re->ISRCfunc t i onType) { 
25 case PULSE: { 
80 case EXFDTD: { 
81 static int fdtdnumcount =0; 
82 : 
83 : 
Program 3.1., The brief description on the ISRCload.c program. 
The ISRCload.c header file reads the .cir file to indicate the location and size of the 
current source. LINE 24 switches the current sources to different types function such as 
pulse function (LINE 25) and modified Taylor's second order exploration (LINE 81). 
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When implemented the equivalent SPICE circuit Fig 3.2.3, it is invalid to simulate 
only current source and capacitor. The simulator SPICE gives warning messages on 
floating nodes. It is not uncommon to find circuits, which have floating nodes with no dc 
path to ground. These circuits do not have a unique solution. 
By solving this problem, a large value of resistor is added to the circuit as Figure 
3.2.5 to provide a dc patch. The value of resistor is 3000Mohms. This resistor will not 
change the circuit simulation result. 
Current source q ^ r 
Figure 3.2.5, The modified SPICE equivalent circuit for the modified Ampere's law 
3.3 The Improved DC Bias Source 
I' 
In FDTD simulation, a DC bias must be established before AC signal is imposed 
upon the input port. Typical DC excitation [13] employs an exponential rising function 
as shown in (3.3.1) to reduce the transient time and the discontinuity of the E-field. 
v{t)=V„ * ( l - e x p ( - n * A r ) ) (3.3.1) 
where V^ is the dc supply voltage. 
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In this thesis, a better source, namely the Gaussian function (3.3.2), is used as the DC 
bias source. 
1 � t h o 
where v is the static DC voltage. 
In order to prevent the occurrence of spurious solution, a pulse function with 
smooth transition in dc excitation setup must be used. The Gaussian pulse is most 
commonly used in FDTD simulation to''obtain wideband characteristic in a single 
simulation. In equation (3.3.2), t^ ^ specifies the time instant when the v (?) reaches 
maximum. After t„ ,v{t) keeps the v � D C voltage. 
Figure 3.3.1 shows that the smaller the value of T，the steeper the rise of the DC 
voltage. The smooth transition needs very little time to settle down. 
49 
The voltage source with Gaussian pulse against time 
41 i ！ — 1 1 1 I 
3 . 5 -
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Time x 1 0 ' 
Fig 3.3.1, the voltage source with Gaussian pulse rising with t � = 25000 
and T-2500 (solid line), t � = 25000 and T-2000 (dotted line). 
3.4 The Improved DC Biasing Component 
Since the actual circuit contains capacitors as matching and decoupling capacitors, 
the charging time is very long for establishment of dc bias condition. • If the time used 
for dc biasing can be reduced, the overall simulation time can be speed up. Originally, 
for example, as fig 4.4.1 shown, if Rs is 3000 Ohm and the decoupling capacitor is lOOpF, 
the charging time is 3RC (0.9jus ). This gives a lot of burden on FDTD simulation. It 
may take several days to complete dc excitation setup. 
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In [6], the corresponding E-field for the resistive voltage source: 
,1 她 ) r ^ 、 
A 丨 ' ’ " = 1 I 趟z El 丨'+ 1丨 A,Az 爾'’“ 
A? 
+ R.e^^x^y * 广 , 2 •. ( 3 . 4 . 1 ) 
1 + 
IR^e^Ax^y . 
where Rs is the resistance of dc excitation source. 
The source resistance of resistive voltage source is follows (3.4.2): 
1 K t h o 
where R^ is the source resistance. 
In this thesis, during the dc excitation setup time, the dc bias resistance value is a 
Gaussian rising function, which is the same as the Gaussian function of the DC source. 
At the start of the dc excitation period, the value of bias resistor is kept small. With this 
method, the capacitors in circuit are easily charged up. 
3.5 Example 
To illustrate these three novel techniques, an RF class-A amplifier designed for 
2.45 GHz is shown in this section. The RF class-A amplifier consists of a dc voltage 
source, resistors, capacitors, inductor and Agilent's HBFP-0450 BJT. Fig 3.5.2 shows 
the circuit layout, which is printed on an FR4 substrate (permittivity e^ = 4 . 4 ) with 
thickness of 0.8mm. The microstrips at the input and output ports have the width of 
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1.6mm and the length of 19.2mm. The die of BJT is modeled by Gummel-Poon model 
and its package is modeled by LC network with SPICE parameters as described in 
Aglient Technologies' HBFP-0450 datasheet shown as Figure 3.5.1a. 
^ ^ 
0.22nH 0-2nH 0.7 nH 。7nH 0.5 nH 0.2 nH 
B r n _ _ r ^ r n ^ j ^ 門 p ^ c 
0.8pF:L 0.05 pF 丄 丄 _ _ 
T T 0.1 pF “ T0.144pF 
0.04 pF 
^ ^ ^ -L 0.01 pF 去 去 
0.2 nH ^ _ _ 
0.1 pF 
H I ^ > 
0.1 nH 广 
^ 0.04 pF 
" H卜4 
0.15 n ^ 
E 
Figure 3.5.1a The model of the HBFP0450 transistor package. 
g I E I C 
I' ——• X 
. ^ 区 
Figure 3.5.1b, The top view of the package of the HBFP0450 BJT. 
(B=Base, C= Collector and E = emitter) 
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The package of the HBFP 0450 is shown as Figure 3.5.1b. The current sources are 
placed across the Base - Emitter junction and Collector - Emitter junction respectively 
and placed the horizontal direction respectively. This implementation is suitable to the 
practical situation. The Ampere's current integration is used magnetic field Hy and Hz to 
calculate the device current. 
Itotai = a, j,z) - — 1, j,z)) + Ax* {h^{i, j,Z - 1 ) - H^(/，j, z)) (4 .4 .3) 




Fig 3.5.2.，The layout of a Class-A RF amplifier which is simulated by Extended FDTD 
(The white point is a via hole shorted to ground) 
During the dc excitation setup, the input port is connected to a 50 Ohms matched 
load. After dc excitation, a resistive voltage source [15] with ac signal amplitude 0.5 V 
and frequency 2.45GHz is connected to the input port. Both source impedance and the 
terminated load impedance are set at 50 Ohms to match the microstrip lines. 
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The FDTD parameters are as follows: 
FDTD parameters 
Aj: ^y Az A/ Domain No of Resistive 
Size Time Step voltage source 
0.4 mm 0.4 mm 0.2667 mm 0.44Ips (107,105,10) 150000 Periodic ac 
Table 3.5.1 FDTD simulation parameters “ 
Fig 3.3.2 shows the voltage at the base of the transistor, V,^  and the voltage across the 
load resistor, V f o r 800MHz operation. The dc excitation setup time is discarded at 
Fig 3.3.2. and only ac signal is displayed. 
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Fig 3.3.2, voltages at the base ofBJT and the voltage across the load resistor, V _ for SOOMHz 
operation with HP_MDS (dotted lines) and the extended-FDTD (solid lines) 
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When the circuit is simulated at 800MHz, V^^^  and V丨��“ shows good agreement 
with MDS simulation. 
3.6 Program Architecture 
Flowchart 3.6.2 illustrates how the extended FDTD program is implemented. The 
Berkeley SPICE 3.5 is the circuit simulation engine. FDTD mesh is constructed to 
specify the geometry and the material properties of the media. The interaction between 
the electromagnetic field and circuit quantities depends on the integral form of Maxwell's 
equation. 
/ =^Hdl (3.4.1) 
L 
The extended FDTD time-marching scheme can be described as follows and shown as 
Fig 3.6.1: 
1) The electric fields , magnetic field H"^!，device voltage V；^咖 and device 
current are given, where the superscript denotes the time step. 
2) Using the integration (4.4.1)，the total current is calculated by the nearby 
magnetic fields, The 1 = / ' , I二 and I二� u s e s a second order Taylor's series 
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extrapolation (4.2.6) to calculate the /二 . Using the constant current source /二, 
SPICE calculates the device voltage . 
3) The electric fields E"+ =—亡 on the active sheet can be determined where h is the 
h 
height of the microstrip line. The electric field under microstrip line is evenly 
distributed. It is slightly different in [10], one layer of E-field is updated and 
connected vias to ground. ‘ 
4) The magnetic fields H"视 are updated from H"+饥 and by employing 
Faraday's law. 
SPICE Device 
current calculation voltage V„ 
source I,, ^ 
second order Procedure (3) 
Taylor's serie ； 
extrapolation f 
FDTD I ^ . \ 
Active sheet ^ calculation Active sheet 
H„+I/2 TN 
Fig 3.6.1，The description of the interface between FDTD and 
SPICE calculation. 56 
Load the circuit file (.cir) 
y 
Load the layout file 
y 









Integration of H-field for current source 
Figure 3.6.2, Flowchart of the main program 
3.7 Conclusion 
In this chapter, three novel techniques have been introduced. Second-order Taylor's 
series extrapolation method overcomes the non-convergence when the Gummel-Poon 
BJT model is used in simulation. The dc excitation period can be shortened by using a 
time-varied bias resistor. Finally, the Gaussian-rising function is used to replace the 
exponential rising function for the dc excitation. 
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4 Example Design 
4.1 Introduction 
In active antenna, antenna acts as radiator and part of the output tuning circuit. In 
this chapter, a Half-Wavelength common patch and a Quarter-Wavelength shorted patch 
were designed and analyzed. After that, a Class-A Power Amplifier was designed to 
match it. The resulting combination was then analyzed, fabricated and tested. As far as 
II 
technically feasible, experimental results were compared with both Extended FDTD and 
HP MDS simulation. 
4.2 Internal Antenna Design 
% 
4.2.1 Half-wavelength Patch 
The rectangular patch is the most widely used active antenna. It is easy to analyze 
using the transmission-line method. [18] 
Because of the fringing effects, electrically the patch of the microstrip antenna 
looks greater than its physical dimensions. For the principal E-plane, the dimension of 
the patch along its length have been extended on each end by a distance AL , which is a 
function of the effective dielectric constant and the function of width to height ratio 
(W/h). The approximate relation for the normalized extension of the length is 
A/ � + 0 . 3 ( ^ + 0.264' 
乂 = 0.412 ^ ( (4.2.1) 
h i^ eff - 0 . 2 5 8 ) ^ ^ + 0.8 
Therefore the effective length is 
Leff =L + 2M (4.2.2) 
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For the dominant T M � � mode, the resonant frequency of the microstrip antenna is a 
function of its length including the edge effects. 
c 
" _ = 2(L + 2 A L X / � " " A (4.2.3) 
Each radiating slot is represented by a parallel equivalent admittance Y (with 
conductance G and susceptance B) as shown Fig 4.2.1 
r ^ > 
% 
Fig 4.2.1 the equivalent circuit transmission model of rectangular microstrip patches. 
The equivalent admittance of slot 1 is 
Y, =G,+B, (4.2.4) 
where with a width W slot 
G, i - - L [ k J i y (4.2.4a) 1 120A„ 24 “ � 
B, 0.636 (4.2.4b) 
Since slot 2 is identical to slot 1, its equivalent admittance is the same. 
When two-slots separated by A/2 where A is the wavelength in the substrate, the 
transformed admittance of slot 2 becomes 
Y,=G,+jB,=G,-jB, (4.2.5) 
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Therefore the total resonant input admittance is real and is given by 
(4.2.6) 
R = — (4.2.7) 2G, 
The resonant input resistance, as calculated by (4.2.7), is referenced at slot 1. The 
resonant input resistance, as (4.2.7), can be modified which taking into account mutual 
effects between the slots: , 
「 會 』 2 
Sin — ^ ~ c o s 份 
2 丄 j A k M m 6 ) s m ' a i 6 (4.2.8) Yl^n J" cos 没 
— 」 % 
However, it has been shown that using an inset feed can change the resonant input 
resistance. Using modal expansion analysis, the input resistance for the inset-feed as Fig 
4.2.2 is 
li71 � G} B ^ . 2r^ � cos — + — ^ s i n — y � -
1 J V 2 1 " 
U "J _ 
where Y = . Since for most microstrips GjY^ « 1 an'd BjY^ « 1, 
(4.2.8) reduces to 
• Riniy = y J = ^ J y (4.2.10) 
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Fig 4.2.2 The inset feed microstrip patch 
The 2.45 GHz half-wavelength patch is designed. The patch is constructed by 
FR4 substrate and the dimension is shown as below: and the patch is simulated by FDTD 
method. The simulation parameters are shown as Table 4.2.1. � 
Length = 30.4mm 
Width = 30.8mm 
The inset feed of microstrip Feed (From the edge of antenna) =10.4 mm 
Height of substrate =0.9 mm 
� = 4 . 4 
FDTD parameters 
Ax Ay Az ISX Domain No of Resistive 
Size Time Step voltage source 
0.4 mm • 0 . 3 5 mm 0.3 mm 0.6598ps (166,108,14) 20000 Gaussian Pulse 
Table 4.2.1, FDTD simulation parameter on half-wave length patch 
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Measurement FDTD simulation Difference 
Resonant Frequency, GHz l 4 7 2.415 0.055 
Magnitude o f S l l , d B -20.72 -22.47 I J 5 
Bandwidth, MHz 41 47 6 
Table 4.2.2. The comparison between FDTD simulation and measurement 
at half-wavelength patch “ 
FDTD simulation result and measurement are compared in Table 4.2.2 and Figure 4.2.3. 
The resonant frequency of the patch is about 2.415GHz with at about -22.47 dB. 
Using - 1 0 dB as the reference for the bandwidth, the patch achieves about 1.92% � 
bandwidth at the resonant frequency of 2.415GHz. In measurement, the resonant 
frequency is 2.47GHz with S^ ^ at -20.72dB. And the measured bandwidth is about 
1.67%. Good agreement between FDTD analysis and measurement is achieved. 
t' 
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S11 of halfwavelength patch 
5 1 ！ 1 1 1 
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_ 3 o l I I 1 1 、 
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Frequency, GHz 
Fig 4.2.3 The measurement and FDTD simulation at 2.45GHz half-wavelength patch. 
Figure 4.2.3 shows that the measured resonant frequency of patch antenna is 
2.47GHz and the bandwidth is 40MHz. With FDTD simulation, the resonant frequency 
is 2.415GHz. 
4.2.2 Quarter-wavelength patch 
In half-wavelength patch, the maximum value of dominant electric field is at 
input edge and opposite end. The E-field at the center is zero. It can be placed a short 
circuit at the center and basic operation will not be affected. The nominal length 
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becomes about a quarter wavelength. This type of patch antenna is referred to as a short-
circuited quarter-wavelength patch. 
This type of patch is used in situations where there is not enough room for a 
standard half wavelength patch shown as Figure 4.2.4. The size of patch antenna is only 
half of a common half wavelength patch. The short-circuited patch has only one 
radiating edge. The cross-polarization radiation is increased. The shorting pins provide a 
short circuit. These appear as an inductive short rather than a pure short. The patch 
length must be adjusted to account for this added inductance. The equivalent circuit 
elements for this model are then used to determine end correction for the patch length. 
The change in patch lengths is given by [19] 
U | l n f 丄 ) 4 + 0601^1 (4.2.11) 、 
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Figure 4.2.4. Top view of quarter-wavelength long patch with shorting 
pins 
6 4 
Also Fig 4.2.4 shows the geometry of a short-circuited patch antenna and the 
mode profile for the TM (1,0) and TM (2,0) modes. The TM (2,0) mode electric fields 
peaks at the center of the common half-wavelength patch where the electric field of the 
TM (1,0) mode is at a null. Therefore, the (2,0) mode can be eliminated without affecting 
the TM (1,0) mode. If the shorting pins were added in the edge of quarter wavelength 
patch, TM (2,0) mode electric fields peaks is shorted. In a practical design, the operating 
frequency is chosen slightly away from the resonant frequency to avoid overly large input 
impedance. Then the second harmonic can fall near the resonance of the TM (2,0)mode. 
The dimension of the quarter wavelength patch is as follows: 
% 
Length = 12.8 mm 
Width = 30 mm 
No of shorting pins = 7 
The separation between pins =5mm 
The pins radius = 0.5mm 
Permittivity = 4.4 
II 
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Measured input impedance of quarter wavelength patch 
3501 1— 1 1 1 1 1 1 I I 
——real 
imag 
300 - " 
2 5 0 - ‘ 
Funda A 
200 - _ 
^ 150- 丨 •：； / Second _ 0) / c / haromonic 
rt .丨:： / ： 
0 - . … ： ：乂 . > - . . . . . . . . . .「 . . . ,… .‘.： ： ^ . . . . . : . . . . : : . . … -. . . . • 
• • • I • ].‘ 
••； • ： • • •: 
- 5 0 - :.:•: ： • :-•/•: 
• • • • • • • • . . 
： ：：: ： ： ； ： . • •• • • • 
- 1 0 0 - ； ： ： “ 
_15ol I 1 ^ 1 1 1 1 ‘ 1 � 
1 1.5 2 2 . 5 3 3 . 5 4 4 . 5 5 5 . 5 6 
Frequency, Hz ^ 10® 
Fig 4.2.5 Measured input impedance of the antenna shown in Fig 4.2.4 
As seen in Fig 4.2.5 the input impedance at the first resonance (2.45 GHz) is 
above 300^2. The impedance at the second harmonic at 4.9GHz is (4.4+62j) The 
real part of the second harmonic is close to zero. When designing the antenna part of the 
active antenna, the antenna should have input impedance that close to the optimum 
device impedance for the maximum power and is purely reactive at the harmonics. [21] 
It can be used matching networks to transform to the optimum load for maximum power. 
For instance, the PI lumped element circuit as shown as Fig 4.2.6 is used for matching, 
the input impedance is shown as Fig 4.2.4 
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LI =3.9nH 
Cl=1.5pF + + C2=1.5pF 
Fig 4.2.6 is used for antenna shown as Fig 4.2.4 
Measured input impedance of quarter wavelength patch with matching network 
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Fig 4.2.7a. Measured Input impedance of the patch antenna with lumped element matching. 
The measured input impedance of the quarter wavelength shorted patch with lumped 
element matching at resonant frequency (2.45GHz) is 80 (Fig 4.2.7b) and the 
impedance at second harmonic still is purely reactive (Fig 4.2.7a). 
The scattering parameter SI 1 of the quarter-wavelength with matching network is 
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-13.9dB, This S l l can be matched to the output of matching circuit with good 
performance. 
Measured input impedance of quarter wavelength patch with matching network n 1 [— 1 1 “ , I = r 
100 了 ‘ — — r e a l 
. . . . . . . . . . . . I imag 丨 
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Fig 4.2.7b. Measured input impedance of patch antenna with lumped element matching 
Due to the fact that only one radiating slot is left in the quarter-wavelength patch, 
the radiating efficiency is less than a half-wavelength patch. Comparing with the 
radiation pattern as in Fig 4.2.7, E-plane Gain is 4.58dB and H-plane Gain is 4.14dB 
below the half-wavelength patch's one. Quarter-wavelength patch is a good choice for 
short-distance communication with savings in the area of circuit board required. Note 
that the cross-polarization of this patch is larger than that of a conventional patch. The 
cross-polarization was also measured, as shown Fig 4.2.11. Cross-polarization was 6 dB 
down in both E and H planes. 
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It is because the cross-polarized radiation due to the magnetic current source located at 
the sides of the patch are more significant in this case than for the open-circuit patch 
since each side now consists only of a half-sine distribution. (Figure 4.2.8). In 
Ag / 2 open-circuit patch，there is a sine distribution standing Ez wave on the non-
radiating slots. Therefore the cross-polarization is not so significant. 
It 
Figure 4.2.8 The standing Ez distribution at the Ag / 2 open-circuit and Ag / 4 
short-circuit patches 
For the quarter wavelength patch, the beam-width of both planes are higher 
compared with half wavelength patch. The reason is that the quarter wavelength patch 
has only one radiating slot. 
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Fig 4.2.10a, Normalized measured co-polarization H plane radiation pattern of the half- � 
wavelength patch (Blue) and quarter-wavelength patch (Red) 
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Fig 4.2. 10b, Normalized measured co-polarization E plane radiation pattern of the half-
wavelength patch (Blue) and quarter-wavelength patch (Red) 
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Radiation pattern at E-plane 
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Fig 4.2.1 la, Normalized measured E plane radiation pattern of the co-polarization 
(Blue) and cross-polarization quarter-wavelength patch (Red) 
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Radiation pattern at H-plane 
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Fig 4.2.11b, Normalized measured H plane radiation pattern of the co-polarization 
(Blue) and cross-polarization quarter-wavelength patch (Red) 
4.3 RF Power Amplifier Circuit Design 
The Class A power amplifier is commonly used in the RF product design. In large signal 
class A operation introduces some non-linearities in the output signal. Hence the output 
signal contains harmonics of the fundamental signal. 
In order to design Class A amplifier, the voltage of collector is biased at Vmax/l to 
obtain maximum voltage swing. As shown in figure 4.3.1，to obtain maximum power, 
the output matching is made assuming the optimum load and conjugate matching is used 
for input matching. 
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/ Output 
I 叩 ut / matching 
matching 
Figure 4.3.1 The topology of amplifier 
The HBFP-0450 BJT is used to design the Class A amplifier. Using MDS, the optimum 
load for output matching is 4 0 Q . The circuit schematic and circuit board are shown as 
Fig 4.3.2 and Fig 4.3.6 respectively. MDS and Extended FDTD were used to simulate 
the circuit using the factory-provided HBFP-0450 BJT Gummel-Poon model. The circuit � 
was constructed on FR4 substrate with = 4.4 and thickness of 0.8 mm. Scattering 
coefficients were measured by using HP 8510 network analyzer. Two attenuators were 
used at measurement to give protection to the network analyzer. 
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Fig 4.3.2’ The schematics of Class A amplifier 
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Fig 4.3.3(a), The scattering coefficient S l l of the power 
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Fig 4.3.3 b, The scattering coefficient S21 of the power amplifier HBFP0450 
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Fig 4.3.3c, The scattering coefficient S12 of the power amplifier HBFP0450 
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Fig 4.3.3 (d)’ The scattering coefficient of the power amplifier HBFP0450 � 
MDS result and measurement are compared in Table 4.3.2. 
Scattering Parameters 1 Calculation I Measurement Difference 
(At 2.45GHz) by MDS 
Input return loss ( S l l ) - 5 . 2 d B - 8 . 5 dB 3.3 dB 
Transmission 
Coefficient S21 9.6 dB 9.85 dB 0.25dB 
S12 -15.5 dB -17.5 dB ‘ 2.0 dB 
Output return loss ( S 2 2 ) - 1 6 . 5 dB -19.1 dB 2MB 
Table 4.3.2. The comparison between MDS result and measurement 
As figure 4.3.3 shown, the power gain of amplifier is 8.63dB and the IdB 
compression point is 17.96 dBm. The A / 4 RF choke has been used as the collector of 
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transistor to suppress the second harmonic. However, when the input power is over P-
IdB, as figure 4.3.4，the power at second harmonic frequency is increased dramatically. 
When the input power is 11.86 dBm, the output power of second harmonic frequency is 
-7.9283dBm. As Fig 4.3.5, the output difference between overdriven class A amplifier at 
fundamental and second harmonic frequency is 25.87 dB. In most international EMC 
regulation, the output power of second harmonic is strictly controlled. 
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Fig 4.3.3. The l-dBcompression point of the HFBP 0405 amplifier 
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Fig 4.3.4 The measured power output at the fundamental and second harmonic frequency. � 
Fig 4.3.5. The power output of the Class A amplifier at the fundamental and second harmonic 
frequency when the input power is 11.86dBm 
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— 
Figure 4.3.6 The Class A Power Amplifier 
% 
Another Class A RF amplifier shown as Figure 4.3.7 is implemented and 
compared with Extended FDTD simulation. The X / 4 choke is changed to the 33nH 
inductor, which can reduce the domain size. FDTD parameters are shown in Table 4.3.3: 
FDTD parameters 
Ax A;y Az Ar Domain No of Resistive 
Size .. Time Step voltage source 
0.4 mm 0.4 mm 0.333mm 0.441 ps (90,100,20) 600000 Gaussian Pulse 
Table 4.3.3, FDTD simulation parameters on Class A power amplifier 
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Figure 4.3.7 Schematic of a Class A power amplifier 
Figure 4.3.7b Class A power amplifier 
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The DC excitation setup is simulated during the first 500,000 time steps and after 
which the DC level of each node is steadied. AC simulation is started after that. The 
resistive voltage source is placed 20 Ax away with the input port. In AC simulation, a 
Gaussian pulse will be excited. In the calculation of Scattering parameters, the DC 
excitation setup period (Time Step < 500000) is discarded and the following 100,000 
time steps are used to calculate the scattering parameters. AC responses are obtained by 
subtracting the time responses to those of pre-simulated DC-only excitation. Both results 
It 
of FDTD and experiment are plotted in Figure 4.3.8 for comparisons. The trend of the 
S21 at Extended FDTD and measurement is matched. To reduce the size of the domain, 
lumped element is used to design the RF choke and matching network. Table 4.3.3 
shows the difference between simulated and measured scattering parameters (taking 
2.45GHz as a reference), with the values at 6.0 and 5.5dB for SI 1 and S21 respectively. 
Parasitic effects of the lumped elements cause the difference between Extended FDTD 
and measurement. In the Extended FDTD simulation, the lumped elements are treated as 
ideal element. 
Scattering Parameters Simulation Measurement Difference, dB 
(At 2.45GHz) by FDTD 
Input return loss ( S l l ) -4.2 d B - 1 0 . 2 dB ^ 
Transmission Coefficient 
S21 5 dB 10.5 dB 5.5 
Table 4.3.3. The comparison between FDTD simulation and measurement. 
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Figure 4.3.8b, Scattering Parameter S21 of RF class A amplifier 
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Since time domain method is used, non-linear behavior can also be extracted from 
the AC information. One example is the dissipated power as calculated from the voltage 
across the loading resistor R^ (shown in Figure 4.3.9) using the definition 
份 ) = 宇 （4.3.1) 
K l 




Y \ / � 
^ ^ ^ ^ T 
Rs ^ ^ VL P i n @ � RL Power M amplifiq^^ 
• 去 
Figure 4.3.9. The circuit uses single-tone excitation of different power levels at nonlinear 
simulation. • 
The AC source and the source resistor (R^ ) are modeled by the resistive voltage 
source. The available power is supplied to the power amplifier circuit, which equals to 
half of Pin. Fig 4.3.10 illustrates the spectrum of the output power with different levels 
of the input power at 2.45GHz. 
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When the power amplifier operates below 1-dB compression point, the difference 
between Extended FDTD and experiment is about 3.3 dB as shown in Table 4.3.4. By 
measurement as shown in Figure 4.3.10，the 1-dB compression point of amplifier is at 
18.3dBm. Once the IdB compression point is exceeded; the output power at second 
harmonic frequency increases rapidly. In simulation, the second harmonic output power 
is matched when the output power is below 1-dB compression point. 
I I 
f 201 1 1 1 1 1 1 1 1 1 I I 
- - P i n = 1 3 d b m 
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Figure 4.3.10. The spectrum of the output power using single-tone excitation of different 
power levels at Extended FDTD. 
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Figure 4.4.11 The measured power output at the fundamental and 
second harmonic frequency. 
Pin Output Power (dBm), Fundamental Output power (dBm), Second 
(dBm) Experiment Extended FDTD Difference harmonic 
Experiment Extended FDTD Difference 
4 11.36 ^ -41.5 ^404 U 
^ ^ 8 15 I L ^ ^ ^ 3 
^ ^ 1 3 r ^ 16.34 ^ ^ ^ 1^5 
Table 4.3.4. The comparison between Extended FDTD and experiment on different 
power level at fundamental and second harmonic frequency. 
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Figure 4.3.12. The voltage at the input port at Extended FDTD simulation 
Figure 4.3.12 illustrates the voltage at the input port. Therefore the resistive voltage 
source is placed 20 Ax away the input port. There is a peak at the second harmonic. It is 
because the power at second harmonic output port is fed back to the input port. 
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4.4 Active Internal Antenna Design 
Two examples are demonstrated in this section, a half-wavelength patch antenna 
with power amplifier and a quarter-wavelength patch antenna with power amplifier. 
These two systems demonstrate the use of Extended FDTD in the modeling of various 
properties of active antennas that will affect the EMC properties of the circuit. 
Specifically, the harmonics and surface wave conditions, both on board and off the board 
(radiation effect), are analyzed. “ 
4.4.1 Design 
As mentioned at Section 4.3, when designing the antenna part of the active antenna, 
the antenna should have input impedance close to the optimum device impedance for 
maximum power and should be purely reactive at harmonic frequencies [21]. A quarter-
wavelength patch antenna with power amplifier provides short-circuit at even harmonics 
and provides the load for maximum power, as shown in Figure 4.5.2. The dimensions of 
the quarter-wavelength patch and half-wavelength patch are the same as the antenna 
described in Section 4.2. Both circuits operated at 2.45GHz. 
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• Figure 4.4.2 circuit layout of power amplifier integrated with Quarter-wavelength 
Patch 
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Figure 4.4.3b. The circuit layout of Power amplifier integrated with quarter wavelength patch 
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4.4.2 Surface Wave Analysis 一 Transient state analysis 
During DC excitation setup, most simulators can only point out the voltage of 
node. When the Extended FDTD is used, full wave analysis during DC transient state 
provides information about EMC at power up and power down. This is important for the 
analysis of interference or voltage fluctuation in switching circuits. 
II 
Figure 4.4.4a-d shows the surface wave during the DC transient setup period (The circuit 
is shown in Figure 4.4. L). Four figures are taken at time step equals to 16,100, 20,010, 
43,930 and 200,008 respectively. Figure 4.5.4a shows the rising DC voltage. The area 
that is deep blue color and with "holes", is perfect ground at simulation. The "holes" are 
� 
vias, shorted to the bottom ground layer. 
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Fig 4.4.4b 
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Fig 4.4.4d 
Fig 4.4.4 Surface wave of power amplifier integrated with half wavelength patch at 
different time steps (a-16100, b-20010, c-43930, d-200008) 
In Fig 4.4.4b, the DC source is increased until it reaches 3V. The DC bias resistor 
is not a fixed value but rather uses a Gaussian function as explained in Chapter 4. during 
the dc excitation setup period, the voltage can pass through the capacitor and reach the 
antenna. When time step reached 43,930, the resistor value was increased to 3000 Ohm. 
The base voltage would then dropped to a normal value of 0.91V, which was exactly the 
same as the experimental measured value of 0.91V. 
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4.4.3 Surface wave analysis -AC analysis 
To analyze the whole circuit as Figure 4.4.1 and Figure 4.4.2, Extended FDTD 
method was employed to simulate the whole circuit due to sinusoidal source with 
amplitude 1.412V (13dBm). 
The z polarized steady state standing wave magnitude of whole circuit (Figure 
4.4.1) is plotted as Figure 4.4.5. It can show that the Ez field concentrates on the two 
radiating slots and zero fields at the center. It can add shorting pins into the center of the 
half-wavelength patch to reduce the second harmonic radiation without affecting the 
fundamental response [21]. 
standing wave magnitude plot 
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Figure 4.4.5 Ez standing wave magnitude plot at Figure 4.4.1 circuit layout 
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The coupling between the circuit part and patch antenna is very small. Therefore 
the layout of active antenna can be kept small. It can save area in a RF module and 
reduces the simulation time too. 
This X and z polarized steady state standing wave magnitude of whole circuit near 
field are shown as Fig. 4.4.6 and Fig. 4.4.7 respectively. Seven shorted pins are added in 
radiation edge. The standing wave at quarter wavelength patch can be established. It 
II 
shows that the strong symmetrical co-polarized field concentration at the radiating edge. 
r 
As Fig 4.4.6，although the shorting pins are added in the non-radiating edge, there is a 
small amount of fringe field for radiation. It shows that not all energy is shorted into the 
ground. Therefore, more shorting pins needs to be added. As Figure 4.4.7，z-directed 
electric field concentrated on two non-radiating edges and it causes the cross-polarization 
radiation. And as Figure 4.4.8，there are cross-polarized fields on the two non-radiating 
edges. In the half-wavelength patch, the electric field is cancelled at far-field radiation. 
Also, Figure 4.4.8 points out the cross-polarized fields produced by the circuit part. This 
cross-polarized plot helps how the component is located. 
By observed Figure 4.4.7，as the circuit part, the standing E-field distribution 
shows that the ac signal is passed through the inductor 33nH at the base of transistor. It 
may need a larger value of inductor to be RF chokes. Also, from the near field plot of the 
active antenna, we also observed that the field strength at the collector is very strong. It 
figures out that the output matching between the amplifier and quarter wavelength 
antenna is needed to improve. 
96 
standing Wave Magnitude Plot Ex 
1 2 。 ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 2000 
1 1 5 0 0 
I 
I 
1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 0 
• y Fig 4.4.6 .Ex (co-polarization) " 
Standing Wave Magnitude Plot Ez 
• 9 � � � 
• 6000 
4 0 0 0 
又 . I ： 
• 1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 0 
^y Fig 4.4.7.EZ standing wave magnitude plot 
97 
Standing Wave Magnitude Plot Ey 
140 
圓‘。。。 
80 | | | | 2 � � � 
60 ^^ 15。。 
1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 0 、 
—— 
Fig 4.4.8.Ey cross-polarization 
Figure 4.4.9 shows the Ez standing wave magnitude at the non-radiating edges. 
The standing wave is established at the edge of non-radiating edges. The minimum is at 
the sides of shorting pin and maximum at sides of open end. 
I' 
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Fig 4.4.9 The Ez distribution (non-radiating edges) 
In cavity model, the four sidewalls are modeled as perfectly conducting magnetic walls. 
The four side slots are represented by equivalent magnetic current Ms and equivalent 
electric current h’ each represented by 
J s = n X H a 
i> 
Ms = -n X Ea 
Where Ha and Ea represent the magnetic and electric fields at the slots. The tangential 
magnetic fields along the edges of the patch are small，ideally to zero. Therefore the 
tangential magnetic fields are set to zero. 
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But as Extended FDTD simulation, both sides of tangential standing H-field are plotted. 
The tangential magnetic field Hx (figure 4.4.10a) at the shorted non-radiating edge is not 
zero. It is because some currents are flowing through the shorting pin. And two sides of 
Hx are symmetrical. 
standing wave magnitude plot Hx mm 
• t 
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Figure 4.4.10a.Standing Hx at the non-radiating slot (right side). 
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x-axis � Figure 4.4.10b.Standing Hx at the non-radiating slot (left side). 
4.4.4 Far Field Pattern 
Far field patterns of both half wave and quarter wave systems were measured. Fig 
4.4.11 shows the measurement setup used in the experiments. 
HP 83 SOB 
Signal • AUT — • HO^^fenna HP 8560 Generator HP3U5 Spectrum Analyzer 
Fig 4.4.11 .，Measurement setup for Far-field measurement 
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Using the HP 3115 horn antenna, the received voltage is measured. Equation (4.4.1) 
was used to calculate the received E-field magnitude: 
(E-field) dBmV/m =dBmV (measured) + antenna Factor (horn) 
+ Cable loss (dB) (4.4.1) 
II 
The manufacturer gives the antenna factor and k varies with frequency. The cable 
loss is also calibrated. 
The measured E and H plane radiation patterns of Quarter-Wavelength shorted 
% 
patch and power amplifier are shown as Figure 4.4.13. The second harmonic is 45dB and 
40dB below the fundamental frequency peak power for H-plane and E-plane respectively, 
as Fig 4.4.12 and Fig 4.4.13. The beam-widths of the radiation pattern in both planes are 
enlarged. The radiation pattern is omni-directional. 
On the other hand, the difference between the radiated power of fundamental frequency 
and second harmonic frequency on active antenna with half-wavelength patch (as shown 
in Figure 4.4.12) is 25dB, except at the null of the second harmonic at 
於=0° am/没=330° on H-plane and E-plane respectively. It is clearly seen that the 
quarter-wave shorted patch demonstrates at least 15 dB more suppression of the second 
harmonic frequency, compared to the half-wavelength patch 
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Figure 4.4,13a Measured E-planes co-polarization radiation for Fig 4.4.2 circuit when the 
input is 13dBm. � 
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Figure 4.4.13b Measured H-planes co-polarization radiation for Fig 4.4.2 circuit when the 
is 13 dBm. 
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At half wavelength patch,Blue is fundamental, Red is 2nd harmonic 
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Figure 4.4.12a Measured E-planes co-polarization radiation for Fig 4.4.1 circuit (half wavelength patch) 
when the input is 13 dBm . 
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Figure 4.4.12b Measured H-planes co-polarization radiation for Fig 4.4.1 circuit (half wavelength patch) 
when the input is 13 dBm . 
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amplifier integrated with quarter wavelength patch. 
4.5 Conclusion 
In this chapter, the active internal antennas were built and simulated using 
Extended FDTD. AC simulation and S-parameter simulation were carried out. Quarter-
wavelength short-circuited patch not only save area but also reduces the second harmonic 
of the active internal antenna circuit. The difference between fundamental and second 




This thesis proposed the use of Extended Finite Difference Time Domain method 
to analyze active internal antenna, which is becoming very popular for use in 2.5 G and 
3G mobile terminals. As a first step, some existing problems ofExFDTD were solved by 
introducing new interfaces and new pseudo components. Then the improved ExFDTD 
was used to design and analyze various active internal antennas. In most cases, 
It 
simulations of ExFDTD were compared with HP MDS and measurement data. Good 
agreements between them were in general achieved. 
First, for the part on novel techniques that overcome existing problems in ExFDTD, 
% 
a new FDTD-SPICE interface was developed using a second order Taylor's series 
extrapolation to eliminate all occurrences of non-convergence. Secondly, a DC 
excitation using a Gaussian rising ftinction was employed to reduce the transient time and 
the discontinuities that happened at simulation. Thirdly, in order to reduce dc excitation 
setup time significantly, the bias resistor value was made to vary with time. With that, 
the dc excitation setup time was reduced from several days to a few hours. 
Using this improved Extended FDTD method, two versions of active internal 
antennas were designed, simulated and measured. The performance of these two active 
antennas, a half wavelength active patch and a quarter wavelength active patch, was 
analyzed using the ExFDTD tool. A 40 dB difference between fundamental and second 
harmonic was observed in the best design. In addition to the surface wave excited by the 
active internal antenna was also simulated. 
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