In this paper, the parabolic partial differential equation u, = u rr + {\/r)u r -(v 2 /r 2 )u, where v S= 0 is a parameter, with Dirichlet, Neumann, and mixed boundary conditions is considered. The final state observability for such problems is investigated.
Introduction
In this paper, we consider the final state observation problem for the parabolic differential equation involving the Bessel differential operator of order c = 0or v E \\, 1], namely / denotes the time and r the spatial variable.
We understand a process to be a solution of a partial differential equation or, as in our case, a solution of an evolution equation in a Banach space. Therefore, let 5(0 be a strongly continuous semigroup of bounded operators defined on a reflexive Banach space X for f > 0. For M 0 E X we define M() E C[0, T; X] by u(t) = S(t)u 0 and call it the trajectory of u 0 . For such a trajectory the observation operator C: ^( C ) C X -» Y is defined by Cu o = HS()u 0 , u 0 £ ^(C), where H: X -» F is the observing operator. The 'final state' operator F: X -> A" is defined by /w 0 = S(T)u 0 , u Q £ X The final state observation problem consists of the question as to whether or not H^MOIIA-is bounded relative to ||CM 0 || r . The (2] Bessel differential operator 93 existence of a reconstruction operator G: Y -> X such that F = GC amounts to continuous constructibility of the final state from the observations HS()u 0 . As a concrete example, consider a physical model of small vibrations (diffusion) of a gas in a cylinder or the heat transfer in a solid cylinder, where the temperature at any point depends only upon the distance of that point from the axis of the cylinder. Then, the problem consists of determining the temperature distribution u(r, T) in the moment T > 0 by measuring the temperature u(6, t) at a fixed point 8 e [0,1] during the time 0 to T. Therefore, we ask whether it is possible to reconstruct the temperature distribution u(r,T) at the fixed time T > 0 if the initial condition is not known.
Dolecki [4] , [5] , Dolecki and Russel [6] , Mizel and Seidman [9] , [10] , Seidmann [15] and other authors have represented certain results concerning observability for systems governed by linear parabolic partial differential equations with various boundary conditions. However, only observability for special cases of regular operators (see [2] for more general definitions) is considered in these investigations.
The Bessel differential operator has a discontinuity at zero and hence is of a singular type. Thus, in particular, results reported in [4] , [15] , cannot be applied directly to this problem. For regular operators, considered in references [4] , [6] and [9] , the modulus of the eigenfunctions do not tend to zero, and the distances between any two successive zeros of the eigenfunctions are equal. These two properties are not valid for the case involving Bessel's differential operator. Nevertheless, similar results can be established via a different approach. This is the main aim of this paper.
In Section 2, we describe the system and specify the problem to be considered. Some important preparatory results are also given in Section 3, a known sufficient continuity criterion for the operator <j> $T is recalled briefly. This result is then used to prove another sufficient continuity criterion for <j> e T . Furthermore, an expression for the observation time is also stated. In Section 4, a Theorem on the a.e. existence of a continuous linear operator <j> g T is proved for a special case of the considered system. Using this result we show that the set of 6 £ [0,1] for which <t> g T does not exist (for a fixed T > 0) is dense in [0,1]. In the final Section 5, we extend the main result to the case in which the system is described by the Bessel differential operator of order v with v G \\, 1].
Problem statement and preparatory results
Let T be a fixed positive real number and consider for each v > { or v = 0 the linear parabolic partial differential equation where u 0 is an element in the Hilbert space H defined by
In this paper, we consider three types of problems. Each of them is formulated from equation ( where \ p j = /ij y denote the eigenvalues for each of the problems 1,2 and 3. For each problem, let {/" j(r)} be the sequence of the corresponding eigenfunctions which is orthonormal with respect to the natural norm in H. In application, we may choose X = H, the Hilbert space of the initial condi- In the case c = 0 w e get j^ y = p h j since J^(r) = -J x {,r). The validity of (2.10) and (2.12) follows then from (a). For a proof of the first inequality in (2.14) see [13, 
Werner [7] of real numbers such that a)
and there is an e> 0 so that b)
> r : Y -* Z is well-defined and bounded. Thus, we can find a subsequence {j n } of the sequence {j} so that, after multiplying withy,, 
Main theorem
We state our main result for the case v -0 in Next, we need a lemma which is related to the diophantine approximation theory. .7) is clear. On this basis, it follows from Lemma 4.3 that X(6) = 1.
For 6 e 0 , B jg is well-defined which together with (2.7) implies (4.8).
Let 6 G 0 , and T > 0. Then,
l n r ^p (^) + -J y 2 ./ " p x (using inequahty (4.6))
where N(0) is an integer and C(0) is a constant both depending on 6. The proof is complete.
We are now in a position to prove Theorem 4.1.
PROOF OF THEOREM 4.1. The eigenfunctions of each of the problems 1, 2 and 3 are represented by jj.(r) = / o (Mo,/) a n^ t n e corresponding eigenvalues are Xj = /4j, j -1,2, Furthermore, it is obvious that <£ 9 T is a linear operator. Thus, the result follows from Theorem 3.1 and Lemma 4.5.
This completes the proof. Combining (4.13a) and (4.14), the inequahty (4.11) is proved for v > {, v = 0 and 7 > 1. For (4.13b) observe that qn, ti <pp F n + qfi v , < P, <n (p + 1), where we used the fact n Oi < IT in the case of v = 0. Thus, the proof is complete. Since J x/1 (r) -J2/irr sin r, (see [7] , page 79, expression (1.4)), the concavity of w, /2 (/-) in the intervals (p 1/2J , P\/ij+\) = (jv,(j + 0^). j £ N o is clear.
The proof is complete. REMARK 
5.2.
From the series representation of /"(/•) for v s* 0 (see [7] , page 4, expression (2) The proof is complete.
With the same proof as for Lemma 4.2, by using the expression (2.12), we can show that the following remark is valid.
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