We will discuss a somewhat striking spectral property of finitely valued stationary processes on Z that says that if the spectral measure of the process has a gap then the process is periodic. We will give some extensions of this result and raise several related questions.
Introduction
One of the basic features of a complex valued stationary random process ξ : Z → C is its spectral measure ρ and its closed support, spt(ρ), called the spectrum of the process ξ. As is well known, the spectral measure is obtained in the following way. Assuming for simplicity of notation that ξ has zero mean, one first forms the covariance function r(m) = E[ξ(0)ξ(m)], and then observing that it is positive definite, defines the measure ρ on the unit circle T by r(m) = ρ(m), i.e., r is the Fourier transform of ρ. Any positive measure on T is a spectral measure of a stationary process obtained, for instance, by a familiar Gaussian construction. The case of finitely valued stationary processes is strikingly different. We will show that if ξ is a finitely valued stationary process on Z and the spectrum of ξ is not all of T, then ξ is periodic and therefore its spectrum is contained in {t : t N = 1}, where N is a period of ξ.
This result bears a close resemblance to a theorem of Szegő. Szegő's original version [6, Section 83] says that if a sequence of Taylor coefficients f n attains finitely many values and the sum of the Taylor series f (z) = n 0 f n z n can be analytically continued through an arc of the unit circle, then the sequence (f n ) is eventually periodic and f is a rational function with poles at the roots of unity. Helson's harmonic analysis version of Szegő's theorem [9, Section 6.4 ] says that if a sequence (f n ) n∈Z attains finitely many values and its Beurling's spectrum (defined below in Section 2.4) is not all of T, then the sequence (f n ) is periodic.
We will give two proofs of our result. They are short, not too far from each other, both use some ideas of Szegő and Helson, and each of these proofs will give us more than we have stated above.
For our first proof we will show the following general result. If ξ is a finite valued stationary ergodic process, the Beurling spectrum of almost every realization ξ(n)
coincides with the support of the spectral measure of the process. In addition we will give a new proof of Helson's result that gives an effective estimate for the size of the period in terms of the set of values of the process and the size of the gap in the spectrum.
The second proof exploits a relation to the polynomial approximation problem in the space L 2 (ρ). It allows us to replace the assumption that spt(ρ) = T by a much weaker condition, which in particular forbids ρ to have sufficiently deep exponential zeroes.
It would be very interesting to reveal more restrictions on the spectral measures of finitely valued stationary sequences. In this connection we mention that McMillan [11] described covariances of stationary processes that attain the values ±1, the proofs appeared later in the work of Shepp [14] . Unfortunately, it seems to be very difficult to apply this description. On the other hand, in the book by M. Queffélec [13] one can find a Zoo of various spectral measures of finitely valued stationary processes of dynamical origin.
Another intriguing question is to extend our main results to stationary processes
In the last section of this note we will turn to unimodular stationary processes on Z. Using a result of Eremenko and Ostrovskii [7] , we will show that if ξ is an ergodic process that takes the values from the unit circle and if the spectrum of ξ is contained in an arc of length less than π, then ξ(n) = ts n , n ∈ Z, with a unimodular constant s and a random variable t which has either a uniform distribution on the circle if s is an irrational rotation, or a uniform distribution on a cyclic group if s is a rational rotation.
* * *
We sadly dedicate this note to the memory of Victor Havin, a wonderful person, teacher, and mathematician. The interplay between harmonic and complex analysis and probability theory presented here, probably, would be close to his heart.
We thank Fedor Nazarov for several illuminating discussions of the material presented here, and especially for suggestion to use monic polynomials with small
norms.
Spectra of stationary random sequences
Some of our results deal with wide-sense stationary processes. Recall that the random process ξ : Z → C is called wide-sense stationary (a.k.a. weak stationary or second order stationary) if E|ξ(n)| 2 < ∞ for every n and E ξ(n) and E[ξ(n)ξ(n + m)] do not depend on n. Then the spectral measure ρ of ξ is defined in the same way as above so that the covariance function of ξ is the Fourier transform of ρ. As above, we will call the closed support of ρ, spt(ρ), the spectrum of ξ.
Spectrum of a single realization
Now, we define the spectrum of a single realization of a wide-sense stationary process ξ. First, we note that by the Borel-Cantelli lemma, almost surely, we have
. Hence, the sequence (ξ(n)) n∈Z generates the random distribution (or the random functional) F ξ on C ∞ (T) acting as follows:
We denote by σ(ξ) ⊂ T the support of this distribution, that is, the complement to the largest open set O ⊂ T on which F ξ vanishes (which means that F ξ (ϕ) = 0 for any smooth function ϕ whose closed support is contained in O).
We consider the Borel structure on the family of the compact subsets of the unit circle corresponding to the Hausdorff distance. Then the map ξ → σ(ξ) is measurable.
Indeed, we can take a countable collection of smooth functions {ϕ k } such that the complement of the support of σ(ξ) is determined by the set of k such that F ξ (ϕ k ) = 0.
With a natural Borel structure on the set of sequences that grow polynomially this is a measurable set for a fixed k. Finally, one can characterise the Hausdorff distance between two compact subsets of the unit circle in terms of the open arcs that constitute theirs complements.
Note that the random compact set σ(ξ) is invariant with respect to the translations of ξ, so if the translations act ergodically on ξ, the spectrum σ(ξ) is not random. We also note that σ(ξ) is invariant with respect to the flip ξ(n) → ξ(−n).
2.2 Spectrum of the process and spectra of its realizations Theorem 1. Suppose ξ : Z → C is a wide-sense stationary process with zero mean.
Let ρ be the spectral measure of ξ. Then,
Corollary 2. Let ξ be a stationary square integrable ergodic process on Z. Then, almost surely, σ(ξ) = spt(ρ).
Proof of Part (A)
Suppose that spt(ρ) = T and take an arbitrary function
Recall that there exists a linear isomorphism between the closure of the linear span of (ξ(n)) n∈Z in L 2 (P) and the space L 2 (ρ) that maps ξ(n) to t n , n ∈ Z. Therefore, almost surely,
that is, F ξ (φ) = 0. Since this holds for any ϕ as above, we conclude that almost surely
Proof of Part (B)
One simply needs to read the same lines in the reverse direction. Suppose that I T is an open arc such that almost surely I ∩ σ(ξ) = ∅. We take an arbitrary function (2) holds. By the same linear isomorphism, this yields (1), i.e., ϕ = 0 in L 2 (ρ). Since ϕ was arbitrary, we conclude that spt(ρ) ∩ I = ∅. ✷
Carleman spectrum
In some instances, it is helpful to combine Theorem 1 with another definition of the spectrum which is based on the analytic continuation and goes back at least to Carleman.
Let ξ : Z → Z be a sequence of subexponential growth, i.e., lim sup
Then the Carleman spectrum, σ C (ξ) is a minimal compact set σ ⊆ T such that the function
It is a classical fact of harmonic analysis that if the sequence ξ has at most polynomial growth (which is almost surely the case for realizations of a wide-sense stationary process), then σ C (ξ) = σ(ξ), i.e., both definitions of the spectrum of ξ coincide (see, for example, [10, VI.8] , where the proof is given for bounded functions on R).
Spectral sets of bounded sequences
It is worth to recall here that for bounded sequences ξ there is another equivalent definition of the spectrum that goes back to Beurling. The spectral set (a.k.a. Beurling's spectrum or weak-star spectrum), σ B (ξ), of a bounded sequence ξ is the set of t ∈ T such that the sequence (t n ) n∈Z belongs to the closure of the linear span of translates of ξ in the weak-star topology in ℓ ∞ (Z) as a dual to ℓ 1 (Z).
The Hahn-Banach theorem easily gives an equivalent definition: σ B (ξ) is the set of t ∈ T such that whenever ϕ ∈ ℓ 1 (Z) and ϕ * ξ = 0 identically, necessarily
It is not difficult to show that for any bounded sequence ξ, σ B (ξ) = σ(ξ) (see for instance [10, VI.6] , where the proof is given for bounded functions on R).
The advantage of the definition of the spectral set is that it can be transferred to bounded functions on locally compact abelian groups. This allows one without extra work to extend Theorem 1 to bounded stationary processes on arbitrary locally compact abelian groups with a countable base of open sets.
A random variation on the theme of Szegő and Helson
We call the wide-sense stationary random process ξ periodic, if there exists a positive integer N so that almost every realization (ξ(n)) n∈Z is N-periodic. In this case the spectrum of ξ is contained in the set of roots of unity of order N.
Theorem 3. Let X ⊂ C be a finite set, and let ξ : Z → X be a wide-sense stationary process with the spectral measure ρ. Suppose that spt(ρ) = T. Then the process ξ is periodic.
Theorem 3 is an immediate corollary to the following theorem combined with Theorem 1.
Helson's theorem
In the following theorem which is essentially due to Helson [9, Section 5.4] we have added the claim that the period N does not depend on the sequence ξ but only on the spectrum and the set X. Helson's proof used a compactness argument which doesn't give this and we have found a new proof of his theorem which does.
Theorem 4 (Helson).
Let X ⊂ C be a finite set. Then any sequence ξ : Z → X with σ(ξ) = T is N-periodic with N depending only on X and on σ(ξ). Moreover, N as a function of σ(ξ) is non-decreasing.
Two lemmas on polynomials on an arc of the circle
The proof of Theorem 4 uses the following lemma:
Lemma 1. Given a closed arc J T and δ > 0, there exists a polynomial P such that P (0) = 1 and P C(J) < δ.
Proof: By Runge's theorem, there exists a polynomial S so that
Next, we will need a version of the Bernstein inequality for polynomials on an arc which is due to V. S. Videnskii [3, Section 5.1.E19.c].
Lemma 2. Let J T be a closed arc. There exists a constant K(J) such that for any polynomial P of degree n, we have P
Note that any bound polynomial (or even subexponential) in n would suffice for our purposes.
The δ-prediction lemma
The next lemma (which can be traced to Szegő) is the main ingredient in the proof of Theorem 4. By ξ p we denote the weighted norm of ξ defined as
Lemma 3. Given δ, p, M > 0 and given an open arc J,J T, there exist n ∈ N and q 0 , . . . , q n−1 ∈ C such that for any sequence ξ : Z → C with ξ p M and σ(ξ) ⊂ J,
we have
Proof: It will be convenient to assume that J = {e iθ :
ε} and let ϕ : T → [0, 1] be a C ∞ -function such that ϕ = 1 on J and ϕ = 0 on
By Lemma 1, there exists a polynomial P such that P (0) = 1 and
Let ℓ ∈ N be a sufficiently large number to be chosen later, n = ℓ · deg P , and put
Next, we note that since the function 1 − ϕ vanishes on an open neighbourhood of the spectrum of ξ, we have F ξ (Q) = F ξ (Qϕ), and therefore,
Hence, by the Cauchy-Schwarz inequality, we have
that completes the proof. ✷
Proof of Theorem 4
We fix a finite set X ⊂ C and put δ X = inf |z − w| : z, w ∈ X, z = w . Applying the previous lemma with δ < uniquely determines the whole sequence ξ.
Observe that among |X| n + 1 tuples
at least two must coincide. If 0 k 1 < k 2 |X| n are the corresponding indices, after a minute reflection we conclude that the sequence ξ is periodic with period
More random variations on Szegő's theme
Here we will give another version of our main result, Theorem 3. Now we will assume that the random process ξ : Z → X is stationary in the usual sense and replace our previous assumption that the spectrum of ξ is not all of T by a much weaker condition imposed on the spectral measure ρ of ξ. We will also allow X to be a uniformly discrete subset of C.
Condition (Θ)
Given a positive measure ρ on T, we put
is the set of algebraic polynomials of degree at most n vanishing at the origin. We say that the measure ρ satisfies condition (Θ) if
Recall that by the classical Szegő theorem,
where m is the Lebesgue measure on T and ρ ′ = dρ dm . Note that by Lemma 1, e n (ρ) = O(e −cn ) provided that spt(ρ) = T, that is, condition (Θ) is essentially weaker than the condition that the support of ρ is not all of T. In Section 5 we will show that condition (Θ) forbids ρ to have certain exponentially deep zeroes.
In spite of the omnipresence of Szegő's theorem [8] (see also [1, 5, 15] for recent development) we are not aware of any results that in the case when the logarithmic integral of ρ ′ is divergent would relate the rate of decay of the sequence (e n (ρ)) with the properties of the measure ρ (the only exceptions are several results that relate the gaps in spt(ρ) with the exponential rate of decay of e n (ρ)'s).
Stationary processes on Z with uniformly discrete set of values
Recall that the set X ⊂ C is called uniformly discrete if
Theorem 5. Suppose X ⊂ C is a uniformly discrete set of values and ξ : Z → X is a stationary process with the spectral measure ρ satisfying condition (Θ). Then almost every realization (ξ(n)) n∈Z of the process ξ is periodic.
Corollary 6. Suppose that the stationary ergodic process ξ on Z attains values in a uniformly discrete subset of C and that its spectral measure ρ satisfies condition (Θ).
Then the process ξ is periodic.
This was proven in [2] under a stronger assumption that spt(ρ) = T. The proof given in [2] used a somewhat different approach.
Proof of Theorem 5
Applying the linear isomorphism between the closure of the linear span of (ξ(n)) n∈Z in L 2 (P) and the space L 2 (ρ) that maps ξ(n) to t n , we see that, given N ∈ N, there exist q 0 , . . . , q N −1 ∈ C so that
Thus, with probability at least 1 − 2), . . ., we see that the whole sequence (ξ(n)) is determined by the values ξ(0), . . . , ξ(N − 1) with probability at least
Recalling that the series of e n (ρ) 2 converges (and that the set X is countable), we conclude that, given ε > 0, there is a countable part Ω ′ of our probability space Ω with P{Ω ′ } > 1 − ε. Hence, we may assume that the whole probability space Ω is countable.
Since the process ξ is a stationary one, there exists a measure preserving transformation τ of (Ω, P). The only possibility for this is that Ω = j Ω j , each Ω j consists of finitely many atoms of equal probability and is τ -invariant. That is, τ acts as a permutation of elements of Ω j . Therefore, for each j, the restriction τ | Ω j is periodic.
✷

Integer-valued stationary processes
Here is another variation on the same theme taken from [2] :
Theorem 7. Suppose ξ : Z → Z is a stationary process with spt(ρ) = T. Then the process ξ is periodic.
Proof of Theorem 7
By Theorem 5, almost every realization ξ(n) is periodic with some period N. We need to show that the period N is non-random. For this, it suffices to see that it is bounded.
We have
where T is a polynomial with integer coefficients of degree at most N − 1. Since the ring Z[z] of polynomials over the integers is a unique factorization domain, we can write
where P, Q ∈ Z[z], have no common factors, and Q is monic and divides z N − 1.
First, we claim that P and Q have no common zeroes. Indeed, we decompose P = P 1 · . . . · P ℓ and Q = Q 1 · . . . · Q m in the product of monic polynomials irreducible on Z. By the Gauss lemma, these polynomials are also irreducible on Q. Since Q is there are R, S ∈ Q[z] so that P i R + Q j S = 1. Thus, P i and Q j have no common zeroes. Hence, P and Q have no common zeroes.
Next, let
be the cyclotomic polynomial of degree n. It belongs to Z[z] and is irreducible [16, § 8.4 ]. Therefore, we can factor
Since the rational function F + ξ does not have singularities on a fixed arc of T, there is a (non-random) integer n * so that n(k) n * . Thus, there is a (non-random) integer
That is, the period of the random sequence (ξ(n)) n∈Z is bounded by N * . ✷
Measures satisfying condition (Θ)
The following theorem yields that if a positive measure ρ on T has a deep exponential root, then it must satisfy condition (Θ), and if the exponential root is not deep enough, then ρ may not satisfy condition (Θ).
As before, we denote by m the normalized Lebesgue measure on T.
Theorem 8. Let ρ be a positive measure on T and let β be a positive parameter.
(A) There exists a positive numerical constant K such that if
(B) Suppose that dρ exp − β |θ| dm everywhere on T. Then e n (ρ) β n −β/(2π) .
We will deduce Theorem 8 from a more general estimate which in spite of its crudeness might be of an independent interest. We let W : T → [1, +∞] be an arbitrary measurable function, and for A > 0 we put W A = min(W, e A ). By
we denote the Poisson kernel for the unit disk.
Theorem 9. Let ρ be a positive measure on T, let β, M be positive parameters, and
and that
(B) Suppose that dρ W −β dm everywhere on T. Then, for n · m{W > e A } 1,
Proof of Theorem 9, Part (A)
Let F A be an outer function in the unit disk with the boundary values
everywhere in the unit disk D). Then, by (4),
Furthermore, |F A | e Aβ/(2M ) everywhere in D, and
Then, by Cauchy's inequalities,
and for n A 2 β/M we get
Therefore,
proving part (A). ✷
Proof of Theorem 9, Part (B)
To simplify notation, we denote here by C, c various positive numerical constant whose values are not important for our purposes. The values of these constants may vary from line to line.
Let P be a polynomial of degree n such that P (0) = 1 and
and by Nazarov's version of Turán's lemma [12] (for the reader's convenience, we will recall it after the proof):
by the choice of the polynomial P.
whence,
Here is the result of Nazarov used in the proof:
Theorem 10 (Nazarov). There exists a positive numerical constant A such that for any set Λ ⊂ Z of cardinality n + 1, any trigonometric polynomial
and any measurable set E ⊂ T of Lebesgue measure m(E)
We have used this theorem with Λ = {0, 1, . . . , n}.
Proof of Theorem 8
We apply Theorem 9 with
and m{W > e A } = (πA) −1 . Thus, choosing A ≃ n, we get
proving the lower bound.
To get the upper bound we need to check condition (4). This is straightforward but somewhat long. To simplify our writing, we put w A (θ) = min 1 |θ| , A and p r (θ) = P r (e iθ ) , −π θ π .
In this notation, we will show that
Since the function w A is even, we may assume that 0 θ π.
Using the estimate of the Poisson kernel
we get
It remains to estimate the integrals. We have
Let k be the minimal non-negative integer such that θ 2 k /A. Then
and, for k 2,
At last, we are left with two terms corresponding to j = k and j = k − 1 (the second term disappears when k = 0). Each of them is bounded by
This completes the proof of estimate (5), and hence of Theorem 8. ✷
Unimodular processes on Z
Here we are interested in spectral properties of unimodular stationary processes ξ : Z → T.
An example
We start with a simple example that shows that any probability measure on T can be realized as the spectral measure of a unimodular stationary process on Z.
Consider the product of two circles T × T, the first equipped with a probability measure ρ and the second with the normalized Lebesgue measure, and let P be the product of these measures on T × T. Let τ be the measure preserving transformation which is the identity on the first circle, and rotates the second by the first, i.e., τ (s, t) = (s, st), (s, t) ∈ T × T. Consider the process ξ defined by the function f (s, t) = t and the transformation τ , i.e., put ξ(n) = f (τ n ) = t · s n , n ∈ Z. It remains to note that 
A theorem
Curiously enough, it appears that if the spectrum of the unimodular stationary process is contained in an arc of length less than π, then the only possibility is given by the example we gave.
Theorem 11. Let ξ : Z → T be a unimodular wide-sense stationary process with the spectral measure ρ. Suppose that spt(ρ) is contained in an arc of length less than π.
Then almost every realization of ξ has the form
with some (random) t, s ∈ T.
Corollary 12. The only unimodular stationary ergodic process ξ on Z with the support of the spectral measure contained in an arc of length less than π is the process defined by (6) for some constant s ∈ T and for t ∈ T which is a random variable with either a uniform distribution on the circle if s is an irrational rotation, or a uniform distribution on a cyclic group if s is a rational rotation.
Indeed, the ergodicity of ξ yields that s ∈ T is a constant. Furthermore, the distribution of t ∈ T is invariant under multiplication by s and ergodic. ✷ It would be very interesting to reveal other restrictions on the spectral measures of unimodular ergodic processes on Z.
Eremenko-Ostrovskii theorem
The proof of Theorem 11 is based on the following deterministic result of Eremenko and Ostrovskii [7, Theorem 1 ′ ]:
Theorem 13 (Eremenko-Ostrovskii). Suppose that the Taylor series
f n z n with unimodular coefficients (f n ) n 0 ⊂ T has an analytic continuation onC \ J, where J ⊂ T is an arc of length less than π. Then f n = t · s n , n 0, with t, s ∈ T.
Proof of Theorem 11
Let (ξ(n)) n∈Z be a realization of the process ξ. By Theorem 1, the Fourier-Carleman transform F ξ is analytic onC \ J where J ⊂ T is an arc of length less than π. Then, applying Theorem 13 first to F + ξ and then to F − ξ , we conclude that (6) holds with some t, s ∈ T.
✷
