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ABSTRACT 
Four  algorithms for the computat ion of convergents of generalized continued fractions are defined 
and studied with respect o numerical effort, error propagation, and practical aspects. Some con- 
clusions f rom numerical tests are deduced. 
1. DEFINITIONS 
Let S be the set of all sequences with complex elements : 
S= {(a 1,a 2 .... ) [a  kEefork /> l} .  
Let n be a nonzero natural number. A generalized con- 
tinued fraction (GCF) of dimension  is an (n+l)-tuple 
of elements of S (called coefficient sequences), e.g. 
[a (1) ..... a(n),b] with a (i) (i= 1 ..... n) andb in S. 
We now define A (1), A (2) ..... A (n) and B in S in the 
following way : the.first (n+l) elements are given by 
[A~ )=~k, i , k= l  ..... n+l ; i= l  ..... n 
(1.1) 
[B k=0,k=l  ..... n;Bn+ 1=1;  
the others can be computed by applying the (n+l)-st 
order linear recurrence r lation 
Xk+n+l = bk + n) Xk+n-1 +aCt n-l/Xk+n_ 2 + 
+ a (1) X k " (1.2) 
for X = A (1) ..... A (n), B and k = 1, 2 . . . . .  
(1.2) is called the recurrence r lation associated with the 
GCF, and A (1) ..... A (n), B the canonical solutions. 
Since (1.2) is an (n+l)-st order recurrence r lation, the 
solutions of (1.2) form a (n+l)dimensional subspace in 
which {A (1) ..... A (n), B} is a basis [41. 
Now the N-th convergent of the GCF with coefficient- 
sequences a (1) ..... a (n) and b is the n-dimensional vector 
C N with components 
c!i ) -A~/+n+l  i= l  ..... n; Nt l  (1.3) 
N BN+n+I 
The GCF is said to be convergent if lira CP )'' = C (i) 
k~ K 
exists and is Finite for each, i, 1 ~ i <~ n. 
A GCF can be transformed into another one having pre- 
cisely the same convergents. Such an equivalent GCF 
can be obtained by an equivalence transformation [1,6]. 
If for k I> 1 
[ ~(i) _ a(i) i = 1, ..., n ak - k Pk Pk-1 ""Pk-n+i-l' (1.4) 
k = bk Pk 
(Pk = 1 for 1 -n~<k~0 and pk ~ 0 fork~> 1), 
then the GCF with element sequences ~ (i) and ~ has the 
same convergents a the GCF with element sequences 
a (i) and b. For the equivalent GCF it can be shown that 
f, ~)  = ~)  pl p2 "'" pk+n-1 (1.5) 
Bk = Bk Pl P2 "'" Pk+n-l: 
2. PRESENTATION OF THE ALGORITHMS 
2.1. Forward algorithm (FA) 
This is nothing else than the straightforward application 
of the relations (1.1), (1.2), (1.3). 
2.2. Backward algorithm (BA) [1, 2] 
Def'me r~ ) (N) i= 1 ..... n; k = 1 ..... N+I by 
r (1) ¢N~=.. .=r (n) (N)=0 
N+I" " N+I 
r~ 1) (N)= 
b k + r(knll (N) 
r$ ) (N) = i=  2, n 
bk + (n) ' ""' rk+ 1 (N) 
k = N, N- l ,  ..., 1 
(2.1) 
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then 
/i= 1,2,...,. 
Another form of this algorithm is : 
let 
s (1) (N)= (n-l) . . . .  (n) 1" (1) 
N+I "'" ----- SN+l U'~) - u; SN+ 1 (N) = , aN+ 1 ~ 0 
I a(1) 
s~l) (N) = a~2) q k+l 
(n) 
Sk+ 1 (N) 
0-1) 
(i) 0+1) Sk+ 1 (N) 
s k (N)=a k +_(n) 
Sk+ 1 (N) 
[s~ n) (N)= b k + s(;]l) (N) 
(n) 
Sk+ 1 (N) 
i = 2 ,  ..., n-1 
k = N, N-1 . . . .  , 1 
then 
(i-i) 
The relation between these algorithms i expressed by the 
relations 
r~l) (N) a(1) r~ ) s~ -1) (N) 
_ _ k  . i=  2 . . . . .  n .  
s~n) (N) ' (N)-- s~n) (N) 
In the sequel we will only consider the first form. 
2.3. Linearized algorithm (LA) [2] 
This method was derived by M. G. De Bruin as a general- 
ization of an algorithm by Miklos'ko [3] for ordinary con- 
tinued fractions. Later on we shall show that De Bruin's 
technique is in fact a linearization of BA, which explains 
the epithet "linearized" for the algorithm. 
Let tN(N ) = 1; tN+ 1 (N) = ... = tN+ n (N) = 0 
and for k = N - 1 .... ,0 
tk(N ) = bk+ 1 tk+ I(N) +a (kn:2 tk+ 2 (N) +... 
+a~l)+n+l tk+n+ 1 (Y), (2.2) 
then 
C~ ) = a~ i) t I (N)+...+a}l)ti (N) i=1  ..... n (2.3) 
t0(N ) 
Observe that (2.2) is the adjoint recursion of (1.2) [5]. 
2.4. Combined algorithm (CA) 
If we substitute in (2.1) 
(N)= k¢l k (2.4) 
r~ i) a(1) •(i) (N) 
¢?k:/1 (N) 
we get (supposing that a~ i)'' =# 0 Vk t> 1) : then 
n(i) = 0, i = 1 ..... n; r/(N1) (N) 1 N+I'N'k ) = 
~ (1) #~1) +a(1) ~/(kn:l(N) k-1 (N) = b k (N) k+l 
a~) ~?~ 1)(N) + a(1)k+l ~+11) (N) (2.5) 
~)  (N) = . (1) ' 
a k 
---- 2,...,n, k = N,...,1 
In this ~i) (N)-recursion k varies and N is fixed. How- 
ever, it is also possible to derive a recursion for ~*)': (V) 
in which k is fLxed and v varies :
#~i)(v)=b v-(i) 'v 1'+ (n) (i). _ .+ +a(X)~(i)(v-n-l) 
71k ~-  ) av ~k (v-z) ... v k 
k~v-n ;  i=1  ..... n (2.6) 
Observe that (2.6) is precisely the recursion (1.2) from 
FA. 
The convergents of the GCF can now be written as 
a(1) _(i) (N) 
C~) = r~i)(N) - ~1 )~N ) (2.7) 
Consequently, if for a certain N O K N - n and for 
j = 0,1 ..... n the values of 7701)'t (N0+J) and n~ ')'" (N O +j) 
are known, then (2.6) can he applied to obtain #~0i) (N) - -  
and nli) (N) and hence C~ ). 
To simplify the notation let 
E(i) = #~i) (v) 
P 
Thus E (i) and F satisfy the recursion 
Y P 
Y =b Y +a(n)Y + +a(i)Y (2.8) 
v v v-1 v v-2 "'" v v-n-l" 
Starting values can be computed as follows : 
FN0+J -- 
4" b0÷  ' 
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_ IIk=2No+J a(kl) = IIkO:J [bk+r(kn+i)" (N0+J)] 
N0+j r~l ) a(ll) 
IIk=l (N0+J) (2.9) 
,7(01) (No+J)r~i ) (No+j) 
E(i) = 77(li )
N0+ j (N0+J) = a(ll ) 
= FN0+j r~ i) (N0+J) (2.10) 
This means that we need the values of 
{r(~ ).. (N0+J); j = 0 ..... n, k = 1 ..... N0+J, i = 1 ..... n}, 
i.e. formula (2.1) has to be considered (n+l) times, 
namely for NO, N0+I ..... N0+n. 
The N-th convergent can be expressed as 
- FN (2.11) 
In summary we can say . . . .  (i) ,.,(i) are each mar ~N0 ..... t.N0+n 
computed by BA, and that the subsequent convergents 
can be obtained in a recursive manner using (2.8). 
Rern.ark 
(2.5) is a linearization of (2.17 and could also be used as 
an algorithm for the computation ofa convergent. How- 
ever, ff the second formula of (2.5) is substituted ~n-1) 
times in the first one, then we find a recurrence r lation 
for r/(k 1)' (N) which coincides with (2.2) ffr/~ 1)'" (N)is re- 
placed by t k (N). Repeated substitution of the second, 
formula of (2.5) in itself leads to an expression for ~/~) (N) 
in terms of t k (N), and this expression is precisely the 
numerator of (2.3). 
This shows that the use of (2.5) is equivalent to LA and 
hence that LA is a linearization of BA. 
3. DISCUSSION OF THE ALGORITHMS 
3.1. Computational effort 
Before counting the number of operations of each 
algorithm, the question ought o be asked for what pur- 
pose the algorithms are used. In general, the GCF's which 
are considered are convergent and one is interested in
the limit, not in a particular convergent. To approximate 
this limit, if it cannot be determined analytically, sub- 
sequent convergents are computed and the behaviour of 
this sequence with respect to convergence is studied. Con- 
sequently, most of the time the algorithms are not used 
to compute just one convergent, but a sequence of con- 
vergents. Therefore we shall compute the number of 
arithmetical operations needed for the detefmination f 
the sequence (CN1 ..... CN2 ) with N 1 ~< N 2. 
This policy will strongly influence the classification of 
the algorithms with respect to numerical effort. Indeed, 
if only one convergent has to be computed BA and LA 
are far more optimal than FA and CA, but for a sequence 
of convergents BA and LA must be repeated fully for 
each individual convergent, whereas in FA and CA just 
one further ecursive step has to be performed to obtain 
the next convergent. The Ftgures in table 1 confirm these 
considerations tin CA we took N O = N1) : we see that 
the computational effort for BA and LA is a quadratic 
function in N 1 and N2; for FA and CA this is a linear 
function. 
If we compare FA and CA, then it is easy to show that 
CA always requires more operations. With respect to 
BA and LA, it can be seen that BA is always cheaper 
than LA. 
Finally we remark that the results for FA, BA and LA 
with N 1 = N 2 agree with those from [2]. 
3.2..Error prop~ation 
We shall now discuss the influence of an equivalence 
transformation the error propagation i the diverse 
TABLE I. Number of operations for GCF-algorithms 
FA 
BA 
LA 
CA 
+ • / 
n(n+l) (2N2-n-2) 
n(NI+N2-2) (N2-NI+I) 
n(NI+N2-2) (N2-NI+I) 
n(n+l ) (2N2-n-2) 
(n+l)2 (2N2_n_2) 
(n+l) (N 1+N2-2 ) (N2-NI+I) 
(n+l) (2N1+3n-2) 
2 
+ (n+1)2 (N2-NI-n) 
n(N2-NI+I) 
n(NI+N 2) (N2-NI+I) 
n(N2-NI+I) 
n(n+l) (2Nl+n) 
2 
+n+l 
+ n (N2-NI +i ) 
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recurrence relations that appear in the algorithms. By 
error propagation we mean the effect of a single error 
injected into the recurrence relation at one point on sub- 
sequent values of the solution, assuming no further errors. 
First we shall study the recurrence relation (1.2). We 
assume that a relative error e is made on X£. The propa- 
gated absolute error 7? k can be regarded as a solution of 
(1.2) so that it must be a linear combination of the canon- 
ical solutions A (1) ..... A (n) and B : 
n 
r/k = £i=1 a(i) A~ ) +fl Bk" 
The coefficients a (i) and fl can be computed if the follow- 
ing initial conditions for r~ k are used : 
7£ = e Xl~, r~£_ 1 = 0, r/l~_2 = 0 ..... ~£-n = 0. 
These conditions lead to a system of linear equations in 
the unknowns a(1) ..... a(n), fl : 
A~ 1) a (1) +...  + A~ n) a (n) + B~ fl = eX~ 
~-1A(1) a(1) + "'" + Aj~_ l(n) a(n) +B~_ 1 fl = 0 
A (I) a (1)+ +A (n) a (n) 0 
l~-n "'" ~-n + B~-n fl = 
If an equivalence transformation is performed A~ ) and 
B k are multiplied by the same factor Pl P2 "' Pk+n-1 
(see (1.5)). Since X is a solution of (1.2), X k is a linear 
of A~ I)''.L ..... A~ n)-.. and B k and is therefore combination 
also multiplied by this factor. This implies that the solu- 
tion of the system of equations i invariant under an 
equivalence transformation. 
Consequently the propagated relative error is also in- 
variant, because the numerators and denominators of 
the fractions in the right-hand side of 
A~) B k ~k_  n a(i) +f l~  
X k ~i=1 X 7 
are again multiplied by the same factor. 
For (2.1) a full error analysis is given in [8]. There it was 
shown that in each step, the primary errors are multiplied 
by factors of the form 
r(kn+)l(N)/[bk+ r(kn:l(N)] or (i-1) . . . . . .  (i)+r(i-1),N, , rk+l Le~)/Lak k+l L )J. 
It can easily be shown by induction that these expressions 
are invariant under an equivalence transformation. 
For the treatment of (2.2) it is important to recall that 
(2.2) is the adjoint recursion of (1.2) [5]. 
Independent solutions ~(1) ..... ~(n) and ~0 for (2.2) can 
be obtained as follows [5] : let 
4~1 A(1) 
"'" k+n+l 
Tk= A(n) A (n) 
k+l "'" k+n+l 
Bk+ 1 ... Bk+n+ 1
then 
@(i)l~ = the cofactorofA +1 in T k 
det T k , i = 1 ..... n 
the cofactor of Bk+n+ 1 in T k 
~°k = det T k 
With these formulas it can be shown that an equivalence 
transformation multiplies ~Lkl)-_ and ~0 k by the factor 
1 
Pl P2 "'" Pk+2n " 
From now on we can proceed as for (1.2). The propagated 
absolute rror is a solution of (2.2) and hence it is a 
linear combination of @(1) ..... @(n) and ~0. The coefficients 
of that combination can be found by substituting initial 
values for the error, and they can be shown to be in- 
variant under an equivalence transformation. Consequent- 
ly the propagated relative error is also invariant since 
numerator and denominator are multiplied by the same 
factor. 
So far we have proved the invariancy of (1.2), (2.1) and 
(2.2). This implies that the error propagation i  FA, 
BA and LA is not influenced by an equivalence trans, 
formation. CA is based on (1.2) and (2.1) so that the 
same can be claimed for this algorithm. 
However, these observations do not mean that the 
accuracy of the four algorithms is equal for all equivalent 
forms of the GCF. Indeed, one equivalent form canpro- 
duce more or larger errors than another one (for 
example when the coefficients of one form cannot be 
represented exactly in the computer and those of an 
equivalent form can), and since the error propagation is
the same for both forms, the cumulative ffect of all 
rounding errors on the result will be larger for the one 
that produced the most errors. The conclusion of this 
reasoning is that, in order to produce accurate results, 
the GCF must be in such a form as to produce as less or 
as small errors as possible. Of course the occurrence of 
errors during the calculations cannot be predicted in 
advance. The only thing that can be done is to search for 
en equivalent form in which the elements of the GCF 
can be represented as accurately as possible. 
3.3. Practical problems 
The recursion (1.2) of FA is easily subject o overflow. 
This can be solved by the application of a scaling technique. 
If one of the values of +1 (i = 1 ..... n) or Bk+n+ 1
is becoming to large (so that overflow can he expected 
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within a few steps), the values of A~_ )(i (i = 1 ..... n) and 
BI~ for £ = k+l ..... k+n+l are dividedby a large power 
of 2 (so that the scalling can be done without any error). 
The convergents are not influenced by this scaling. 
Of course underflow can be avoided in the same way. 
In BA there is a problem when the denominator in (2.1) 
equal to zero, so that the values of r~)(N) are infmite 
(or undetermined) However the r! 0 (N)'s can then be 
computed in terms of the r~Ol(N~'-sl: 
r~l_!l(N)_ ak121 G -0  
- -  X - - ) .0  
bk-1 + x 
(2) +r(1) .... 
r~2_)l(N) = ~k-1 k t~; _ x-+0 
bk_ 1 + r~ n) (N) lim 
_ 
a~ n) + r (kn;11) (N) 
~(i) (i" 1)(N) 
r (i) (N) = ~k-l+rk 
k 1 bk_l +r(n)(Y)k_ 
a(i-1) (i-2) 
= k +rk+ 1 (N) 
i = 3 ..... n 
a (1) 
a (2) + k 
k-1 x 
a (n) +r(n-1)(N~ 
+ k x k+l v-/ bk_ 1 - 
= lim ~¢ 
x-.O _(n) +r(n-1),.~ 
b +~k k+l u'; 
k-1 x 
This formulas are valid if a~. )¢n + r~_~q_)(N)(n--1 =# 0. If this is 
not so, a similar technique must be applied to proceed 
with the recursion. 
Overflow or underflow can also occur in (2.27 of LA. 
This can be avDided by the same scaling technique as for 
(1.2). 
For CA overflow or underflow in (2.8 7 and zero division 
in (2.1) are to be treated as already indicated. 
Difficulties can also arise in the product of (2.9). Over- 
flow can be overcome by scaling :
if FN0+J and £(i)N0+J, i"= 1 . . . . .  n; j = 0 . . . . .  n are multiplied 
by the same factor the values of the convergents do not 
change. If b k +r(kn+) 1 (N0+J) = 0, then 
+ r~n)(N0+J) = ~, and the factor bk_ 1 
[b k + r(kn21 (No+J) l [bk_ 1 + r(k n) (No+J) l = 0... should 
be replaced by a~n) + r (kn;11) (N0+J). 
3.4. Case n = 1 
If n = 1, FA and BA become the forward and backward 
algorithm for continued fractions; LA becomes Mildo~o's 
algorithm [3], and CA is {7] " choose N O < N - 1 and 
perform BA for N = N o and N o + 1; determine E k and 
F k for k = N O ..... N by 
IINO+j 
k=l [bk+rk+l(No +j)]" 
FN0+J ---- a 1 
EN0+J = FN0+J rl(N0+J), j = 0, 1; 
for k~> (No+ 2) E k and F k satisfy 
Yk = bk Yk-1 + ak Yk-2; 
E N 
CN= FN " 
3.5. Numerical tests 
The four algorithms have been tested on six GCF's with 
dimensions between 2 and 4. Every GCF has a parameter 
in its coefficients and the algorithms have been run for 
four different values of this parameter, so that in fact 24 
different GCF's have been considered. For each GCF 
three sequences of convergents have been computed, 
namely (CN0 .... ,CN0+50) for N o = 50, 100, 150. For 
each convergent the difference between the computed 
and the exact value, i.e. the absolute rror, has been 
computed in order to compare the algorithms. These 
absolute rrors have been presented on graphs : one 
graph contains four curves, namely the errors for one 
component of the convergents (CN0 ..... CN0+50) of a 
specific GCF and for a specific N o E {50,100, 150}, 
obtained by the four algorithms. 
The figures 1 and 2, attended with a description of the 
used GCF's, can be found in section 5. For a complete 
description of the tests, see [9]. 
The computations were done on a PDP 11/45 computer• 
in single precision (mantissa of 24 bits). 
We give now a summary of our experiences. 
(i) If LA and BA are compared, then we see that some- 
times LA is better, but in all these cases the difference is 
negligible : BA is almost as good as LA. In most of the 
cases BA is better than LA and here the difference can 
be quite large. 
Since BA also requires less computations than LA, we 
can conclude that BA is to be preferred to LA. 
(ii) BA generally is more accurate then FA and the differ- 
ence can be very large. In the exceptional case that the 
situation is opposite we see that the difference is small. 
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However FA requires much less computations when a 
sequence of convergents i to be computed rather than a 
single convergent, so that the greater precision of BA is 
obtained at the cost of a lot of calculations. However, it 
is our experience that the accuracy of FA varies from 
very good to very bad and it is our opinion that this un- 
reliability is a more severe shortcoming than the large 
computational effort is for BA. Therefore we claim that 
BA is also to be preferred to FA. 
Remark 
If the coefficients of a GCF are such that during the 
execution of (1.2) no errors are committed (e.g. if the 
coefficients are integers then A~ i) and B k can be com- 
puted exactly if they do not become too large, since 
there are no divisions involved in (1.2)), then of course 
FA is preferable to BA. The same remark can be made 
on LA. 
(iii) For all GCF's it was seen that the error of BA in- 
creases very slowly so that, also regarding (i) and (ii), we 
can conclude that BA is a: fairly accurate algorithm. 
(iv) The figures 1 and 2 each illustrate a typical behaviour 
of CA : in both cases the first convergents are better than 
for FA but in fig. 2 this profit is lost rapidly whereas in 
fig. 1 CA remains betters than FA for all convergents. 
The reason why in the beginning CA is better is that the 
first (n+l) convergents are computed by BA and BA is 
better than FA (see (ii)). In CA the convergents from the 
(n+2)nd on are obtained by making use of the same 
linear recurrence relation as in FA (namely (1.2)), so one 
would expect hat CA remains better than FA for all 
further convergents, as in fig. 1. However, before the first 
recursive step with (1.2) in CA can be done, there have to 
be calculated (n+l) initial values for each of the solutions 
E(1),...,E(n), F using (2.9) and (2210). In (2.9) the pro- 
duct 
No+j 
[b k + r(kn:l (No+J)I I Ik= 1 
has to be evaluated, and it is our belief that the errors on 
the values b k + r(n)k+l !N0+J) can be strongly propagated 
so that, in spite of the fact that each of the factors may 
be quite accurate (remember that BA is an accurate algor- 
ithm), the error on the product is large. If the multiplica- 
tions in (2.9) are done in double precision, then the 
results do not change much, which proves that the large 
error is caused by propagation of errors Dn the factors, 
rather than by errors committed uring the multiplications etc. 
of these factors. 
It is clear now why the error in CA can increase so fast : 
the initial values for the linear recurrence relation may 
be inaccurate, and during the execution of (1.2) these 
errors are propagated so that the accuracy of further 
convergents becomes poorer and poorer. The conclusion 
of the foregoing is that the results of CA should become 
better when the initial values for (1.2) are computed with 
greater precision. Numerical tests have confirmed this : 
if the BA part of CA is done in double precision (and the 
rest in single precision) then the results are improved 
drastically, so that in this form CA is better than FA 
most of the time. However, we still recommend to take 
N2-N 1 not too large in order to prevent severe error 
propagation. 
(v) For some GCF's, the errors can oscillate strongly in 
the sense that e.g. the even convergents are far more 
accurate than the odd convergents. This oscillations can 
occur for FA, LA and CA. 
(vi) For some GCF's, the errors of the distinct compon- 
ents can be of different magnitude. This can occur for 
all of the four algorithms. For FA and CA this can be 
explained easily : the distinct components are computed 
from distinct solutions of the recurrence relation, which 
can be computed independently from each other. 
For BA and LA this phenomenon is rather surprising 
since in these algorithms the different components do 
influence each other, so that one would expect an equal 
accuracy for all components. 
(vii) In FA and CA the error curve can have several mini- 
ma and maxima. This is due to the fact that in order to 
obtain the value for the convergent, a final division 
((1.3) or (2.11)) of solutions of (1.2) has to be done, 
and this can cause a cancellation of errors which is un- 
predictable. 
4. CONCLUSIONS 
The most accurate algorithm is certainly BA. For each 
convergent the whole algorithm has to be repeated, which 
can be a disadvantage if many convergents have to be 
computed, e.g. if the GCF converges lowly. However we 
believe that the accuracy of BA is a stronger argument 
as the nonorecursiveness, hence we declare BA to be the 
preferable algorithm in all situations. 
CA can be useful if the BA part is done in double pre- 
cision and if N2-N 1 is not too large. If a long sequence 
of convergents i  to be computed, then BA and CA can 
be used alternately : 
compute CN1, ..., CNI+n by BA in double precision 
compute CNI+n+I  ..... CN2_1 by CA in single precision 
with N 2 - N 1 not too large. 
compute CN2, .... CN2+n by BA in double precision 
compute CN2+n+I ..... CN3_1 by CA in single precision 
with N 3 - N 2 not too large. 
5. FIGURES 
Fig. 1 contains the error evolution for the computation 
of C (1) C (1) for the 3-dimensional GCF with 
50 ..... 100 
a~ 1)= 1, a~ 2)= (1+x2) / x,a(k3) = 0, b~=-( l+x2) /x ,  (k/> 1) 
with x = 1.01. The convergents are : 
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t.A 
Fig. 1. 
x + x 3 - x k+3 - x 1-k 
C~ 1) = -2x2 + x k+4 + x -k 
l_2x + x k+3 + x 1-k 
[ "1 + x 4 - x k-l-4 - x -k 
=] -2x  2 + x k+4 + x -k 
Ck(2) 
-x - x 3 + x k+3 + x 1-k 
C~ 3)= -2x  2+x k÷4 +x-k 
1 + x 4 - x k+3 - x 1-k 
(k even) 
(k odd) 
(k even) 
(k odd) 
(k even) 
(k odd) 
The GCF of fig. 2 has dimension 2 and the coefficients 
are given by 
-3 
O. 9.9 x .,10 
8A 
Fig. 2. 
-h 
o.-'/.~ x -4_0 
4' 
X X 
1--8 
X ' - -1  
b k 1 4 
/>3 
(k-2) (k-l) 
(k+2) (k÷l) 
-3k(k-1) 
(k+2) (k+l) 
3k 
k+2 
and has convergents C~1)= x k, C~ 2)= k / (k+l ) (k~ 1). 
The graph shows the error evolution for the computation 
of C (2) C (2) for x = 1.1. 
50 .... ' 100 
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