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Abstract
Cardiac signals provide variety of information related to the patient's health. One of the
most important is for medical experts to diagnose the functionality of a patient’s heart. This
information helps the medical experts monitor heart disease such as atrial fibrillation and heart
failure. Atrial fibrillation (AF) is one of the most major diseases that are threatening patients’
health. Medical experts measure cardiac signals usng the Electrocardiogram (ECG or EKG), the
Photoplethysmogram (PPG), and more recently the Videoplethysmogram (VPG). Then they can
use these measurements to analyze the heart functionality to detect heart diseases. In this study,
these three major cardiac signals were used with different classification methodologies such as
Basic Thresholding Classifiers (BTC), Machine Learning (SVM) classifiers, and deep learning
classifiers based on Convolutional Neural Networks (CNN) to detect AF. To support the work,
cardiac signals were acquired from forty-six AF subjects scheduled for cardioversion who were
enrolled in a clinical study that was approved by the Internal Review Committees to protect human
subjects at the University of Rochester Medical Center (URMC, Rochester, NY), and the
Rochester Institute of Technology (RIT, Rochester, NY). The study included synchronized
measurements of 5 minutes and 30 seconds of ECG, PPG, VPG 180Hz (High-quality camera),
VPG 30 Hz (low quality webcam), taken before and after cardioversion of AF subjects receiving
treatment at the AF Clinic of URMC. These data are subjected to BTC, SVM, and CNN classifiers
to detect AF and compare the result for each classifier depending on the signal type. We propose
a deep learning approach that is applicable to different kinds of cardiac signals to detect AF in a
similar manner. By building this technique for different sensors we aim to provide a framework to
implement a technique that can be used for most devices, such as, phones, tablets, PCs, ECG
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devices, and wearable PPG sensors. This conversion of the different sensing platforms provides a
single AF detection classifier that can support a complete monitoring cycle that is referring to
screen the patient whether at a hospital or home. By using that, the risk factor of heart attack,
stroke, or other kind of heart complications can be reduced to a low level to prevent major dangers,
since increasing monitoring AF patients helps to predict the disease at an early stage as well as
track its progress. We show that the proposed approach provides around 99% accuracy for each
type of classifier on the test dataset, thereby helping generalize AF detection by simplifying
implementation using a sensor-agnostic deep learning model.
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1) Introduction
In recent decades, Atrial Fibrillation (AF) is the most common heart rhythm disorder, characterized
by rapid and irregular atrial activation that threatens patients’ health worldwide [1]. Previous
studies analyzed AF from different perspectives such as prevalence, incidence, mortality, and risk
factors by considering age, sex, year, socio-demographic index, and location [1]. According to
these studies, the results from the Global Burden of Disease Study 2017 showed that 37.57 million
prevalent cases and 3.05 million incident cases were caused by AF globally followed by 287,241
death cases in 2017. Also, previous studies showed that AF prevalence was increasing with
advanced age [7], and the prevalence of AF in the population is increasing significantly and
became a major problem for the population [5]. Additionally, another study shows the impact of
AF over death cases, that is 26.535 deaths caused by AF over 183,321 death certificates in 2019.
The researchers in [2, 6] showed that AF had a broad impact on public health especially because
of the risk of stroke and hospitalization. Also, the study, [2] showed that AF prevalence was always
higher for developed countries than developing countries.
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Figure 1: Age-specific counts and rates of prevalent cases (A), incident cases (B), and deaths (C) of atrial fibrillation by sex, 2017. Error
bars and shading represent 95% uncertainty intervals [1].

Figure 1 shows global prevalent, incident, and death cases of atrial fibrillation considering age and
sex in 2017. From the bar graphs, age has a major role in the causing for each case. The most
prevalent cases are happening around age 70-79. Incident cases show that most atrial fibrillation
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health risks start to show up around the age of 65-69. And, after age 70, atrial fibrillation deaths
incidents start to drastically increase.

AF is a type of heart condition that causes an irregular and often rapid heart rhythm. Structural
heart diseases such as rheumatic heart disease, hypertension, and heart failure are important risk
factors for the development of AF. That causes some health complications, systemic embolism,
hemodynamic disorder, tachycardia-related myopathy as well as symptoms such as heart
palpitations, lightheadedness, extreme fatigue, shortness of breath, and chest pain that reduce the
quality of life [3, 4].

In a healthy heart, the heart-rate is between 60 and 100 beats per minute. Healthy heart beats in a
constant (regular) rhythm which is called sinus rhythm. However, in AF, electrical signals are
faster and irregular (not constant). This condition causes the upper two chambers of the heart (the
atria) to vibrate. This is an element that reduces the performance and efficiency of the heart. Hence,
in the later stages of the disease, very serious health problems may occur such as paralysis [3].
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Figure 2: Electrical activity of a normal heart (left) and a heart with atrial fibrillation (right) [3]

Figure 2 represents the electrical activity of a healthy heart and a heart with AF disorder. Although
a normal heartbeat takes place in the same amount of time consecutive heart beats, the irregular
heartbeat takes place in a different amount of time consecutive heartbeat for AF. This shows the
difference between rhythmic and arrhythmic electrical activities for a healthy heartbeat and AF
heartbeat respectively.
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2) Background and Literature Review
Using the right tools to analyze cardiac signals is one of the most important parts for medical
diagnosis to detect AF. Hendriks et al. [8] showed that early detection and diagnosis of AF prevent
severe complications such as heart stroke, slow progression of the disease, reduce hospitalization,
improving survival possibilities. Also, the study showed that certain types of cardiac signals can
be measured from the human body to diagnose AF. In the early days, Electrocardiogram (ECG)
signal, which is nowadays known as the gold standard, has been used to analyze heart functionality
to detect heart disease [9-21]. After Photoplethysmography (PPG) was discovered, it becomes
more popular since PPG method is using more simplified techniques to measure cardiac signals
[22-33, 47, 54, 55]. In last decade, Video plethysmography (VPG) is used to measure heart
activities by using a camera sensor. Although the sole purpose of these techniques is the detection
of heart activity, there are some fundamental differences between these signals in terms of data
collection as well as signal pattern [34-42].

2.1 Electrocardiogram (ECG)
The ECG was initially made as a 3-lead electrocardiogram to detect heart disease in the 19th
century. Subsequently, in the 20th century, several innovations were made with a 12-lead
electrocardiogram to detect the irregular activities of the heart such as AF [9]. For detecting AF,
the most important thing is detecting the heart peaks accurately in the ECG signal. A commonly
used techniques to detect peaks are Pan – Tompkins or wavelet algorithms [11, 14].
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Figure 3: Raw ECG signal from a device 180Hz.

Figure 3 shows a raw ECG signal that is sampled at 180 Hz. The ECG signal contains high
frequencies that can be seen on the raw signal. Generally, special techniques, Pan Tompkins and
Wavelet algorithms need to be applied to the signal for analysis. Unlike PPG and VPG signals,
ECG signals have more dominant heartbeat peaks which can be seen on the figure.

Figure 4: The standard setup for Electrocardiogram settings at hospital. Image A shows a normal heart electrical activity. Electrode
patches are used on a patient chest, upper arms, and legs. Also, A nurse is checking the patient [4].

Figure 4 shows a standard setup for ECG measurement process in hospital settings. Electrode
patches can be seen on the patient skin that are used for the measurement. The image A on the
14

figure shows heart rate electrical activities that are shown as ECG signal. Also, a medical expert
observing the ECG signal to understand the patient heart activities.

Since ECG signal uses electrodes on the patient's skin to measure the electrical potential generated
in a patient's body, special equipment is needed. Thus, the ECG sensor is providing the best
accuracy that is known as the gold standard. [12]. However, this also brings in some limitations
such as the patient needs to be in contact with the ECG device. Therefore, in general,
hospitalization is required for measuring ECG signals since the devices are expensive and the
results of these devices need to be controlled by a medical expert.

The ECG sensor is invented for monitoring heart activities by reading the electrical activities
through the surface of the skin [17]. The sensor is connected to the patient’s body via the surface
of the skin by attaching the electrodes that have three or twelve leads. By using these electrodes,
the electrical activities of the patient heart consisting of the cardiac cycles can be obtained. Each
cardiac cycle indicates a heartbeat consisting of the P-QRS-T waveform as shown in figure 5 [11].
Heart activities can be obtained over a second by understanding the P-QRS-T wave [10]. For
understanding the P-QRS-T form, some signal processing techniques need to be applied to remove
power line noise and convert it to the signal in an understandable pattern [16]. Previous studies
showed that analyzing the P-QRS-T pattern provides a large amount of information regarding heart
functionality [9, 11, 14].
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Figure 5: A PQRST wave, the successive point on a curve that shows 1 heartbeat for ECG signal based on mathematical tradition [9].

2.2 Photoplethysmography (PPG)
As an alternative to ECG method, a PPG method was explored in the 1930s to obtain the cardiac
signal by using the light source [40]. It uses light-based sensing to detect the cardiac signal of the
heart activities by lighting the blood pressure inside of the arterials that are absorbed or reflected
by blood vessels under a patient's skin that can be seen in figure 6 [22, 23].

Figure 6: Electrical activity of a normal heart (left) and a heart with atrial fibrillation (right) [23]
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Figure 6 shows how the PPG sensor works. Conceptually, there are two different measurement
strategies for PPG sensors, both are used to measure the intensity of the blood pressure that flows
in the arterials. The view on the left side of the figure shows one of those strategies that is using
lightning to the skin and measuring blood pressure from the opposite side of the skin that light is
passing through. The other strategy that is shown on the right of the figure is used to measure the
reflection of the lightning on the blood pressure [23].

A PPG sensor is generally made as a piece of special equipment that is wearable as a pulse rate
sensor as shown in figure 7. As an alternative to ECG sensor, PPG sensor is preferable since the
cost of the PPG devices is less. Similar to ECG sensor, the patient should be in contact with the
device [22, 25].

Figure 7: PPG signal from wearable devices which has PPG sensor, with normal sinus rhythm, AF and Noise signals [24].

Figure 7 shows a signal from wearable PPG device that is a combination of normal sinusoidal
rhythm, AF, and noise.
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PPG devices are also useful to detect AF. The accuracy of detection AF is high since the device is
on the patient's skin. However, variety of factors may affect the signal quality such as the contact
force, the movement, and posture of the subject, and ambient temperature [23-26, 50, 53].
Therefore, the signal quality of the PPG might not be as high as ECG.

2.3 Video plethysmography (VPG)
VPG is a technique that uses the camera as a sensor that can be found in many devices such as
smartphones, tablets, and laptops. The VPG technique provides a way to measure a cardiac signal
by using an estimation approach of changing skin color due to heart activities [33, 34, 35, 38,
39]. Unlike ECG and PPG sensors, VPG sensors are not in contact with the patient. Therefore,
these kinds of sensors can be affected by different environmental factors such as light condition,
patient movements, sensor motion. However, since these devices are not needed to be in contact
with patients, the data can be collected easier than other sensors. Also, since the VPG technique
can be applied to any device that has a camera, it becomes popular in research field. Figure 8 shows
a classical and deep learning applications for detecting heart rate by using VPG signal from a video
stream.

Figure 8: A video pulse rate detection by using classical, deep learning [56].
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2.4 Heart Rate Variability
Heart rate variability (HRV) measures using RR intervals were traditionally used to infer the
presence of AF. The HRV can also be obtained by applying the same measures to the IBI’s
extracted from PPG and VPG sensing. Commonly used HRV features include Root Mean Square
of Successive Differences (RMSSD), pNN50, and Standard Deviation of NN-intervals (SDNN) to
detect heart failure by using HRV [11, 12, 36, 42, 44, 45, 46]. A classifier can use these features
with threshold value to detect AF. For example, if RMSSD is higher than 100 milliseconds, the
subject could be in AF. In this study, we used this traditional approach classifier as a reference for
evaluating performance and collectively refer to them as Binary Threshold Classifiers (BTC).

2.5 Feature Extraction
Feature extraction is a process of dimensionality reduction by which an initial set of raw data is
reduced to low dimension for processing. A characteristic of these large data sets are many
variables that require a lot of computing resources to process. Feature extraction is the name for
methods that select and /or combine variables into features, effectively reducing the amount of
data that must be processed, while still accurately and completely describing the original data set.

2.6 Benchmark for comparison
In machine learning and statistics, classification is a supervised learning approach that the
computer program learns from given data input and then uses that learning to classify new
observations [51]. These datasets can only be bi-class (like whether a person is male or female,
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determining whether an email is a spam or not) or multi-class. It could be a class. Some examples
of classification problems are voice recognition, handwriting recognition, biometric identification,
document classification, etc.

A newer set of existing classifiers are based on a machine learning approach. Some machine
learning approaches can be used for binary classification such as SVM, Random Forest [48, 52].
For using these kinds of classifiers, some features should be prepared to feed the used classifier by
using training data. After the trained classifier can be used to classify the given test data. More
information can be found in [13]. In this study, we only used an SVM classifier that can be used
to evaluate the performance of BTC and the proposed approach. Since SVM classifiers are needed
to feed some features, we extracted some features from the obtained NN intervals/IBI’s and used
these features to feed the SVM classifier.

2.6.1 Basic Thresholding Classifier (BTC)
Basic thresholding technique is used for binary classification, that are generally oppose to each
other by finding a threshold value from given feature as shown figure 9.

Figure 9: Illustration for TP, TN, FP, FN by using binary thresholding [57].
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In the figure, positive and negative classes are shown with blue and red colors respectively. On the
right image, the selected threshold aimed to separate these two classes by maximizing the
classification accuracy for both classes at the same time. However, the left image, is more focused
on the case of maximizing the classification accuracy of negative classes.

2.6.2 Support Vector Machine (SVM)
SVM is one of the supervised learning methods generally used in classification problems. It uses
support vectors to separate data points to classify them. Generally, training data is used to train
SVM to find sufficient vectors that are optimally used to separate the training data by the given
labels. Figure 10 shows some examples for SVM classification, where the classifier separates the
given two classes of data by using a vector that is one level lower than the feature space. Since
only two classes are used to be separated, this classification is called binary classification as well.
The red data points represent one of the classes and the green points represent the other class. For
the left figure, SVM used to find a line that separates classes in 2D space. On the right figure, SVM
used to find a vector that is a plane to separate classes on 3D space. The SVM is suitable for
complex but small to medium datasets [51]

Figure 10: Illustration for SVM classification on 2D and 3D hyperplane [57].

21

2.6.3 Deep Learning (CNN)
Deep learning is a subset of machine learning that refers to Neural Network. Deep learning
emerged while trying to understand the functioning of the human brain and the interaction of
neurons [49]. It can be used with different learning strategies, such as supervised, unsupervised,
or semi-supervised learning. A supervised strategy is used to train a deep learning model from
labeled data by feeding the system with features [18]. In this study, a supervised deep-learning
method was used for binary classification on ECG, PPG, and VPG signals to predict AF.

Figure 11: Illustration for Binary classification by using Convolutional Neural Layers and Full Connected Layers [59].

Figure 11 shows an example of Deep Learning Model for classification. The classification model
receives an input series, and by applying convolutional neural layers, the input goes through a
transformation. The output of convolutional neural layers is passing through a full connected layer
and from that point N output of fully connected layer converge to one output that is generally the
probability of the given classes.
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3) Problem Statement & Proposed Approach
This chapter provides a problem statement and proposed approach. In the proposed approach, we
talk about the limitation of the existing sensors and possible solutions. Finally, a generic deep
learning approach is introduced.

3.1 Problem Statement
AF is a major heart disease that can lead to heart stroke, heart failure or some heart complications.
AF patients are monitored at hospital by medical experts to keep their health condition under
control. After AF patients are monitored, they are going through some treatments such as
medication, therapy, or surgery. However, most of these treatments provide temporary solutions.
For that reason, AF patients should be monitored periodically at hospital to check if they might be
in a critical situation. As shown in Figure 12, patients can be monitored passively/actively while
at home. If they have any kind of heart complications regarding AF, they can be moved to hospital
and can actively be monitored by using ECG or PPG signals. When a patient gets treatment at a
hospital, the patient can be discharged from the hospital, and he/she can stay at home. By using
this technique, we are providing a solution for patients allowing them to be monitored
passively/actively at home or hospital. This treatment monitoring cycle will repeat if the patient
has a risk of AF.
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Figure 12: Treatment monitoring cycle for AF patients.

Although this process reduces the risk of AF, the process is time consuming, costly, and risky.
Therefore, an alternative method is required to reduce process time, cost, and risk. In this research,
we proposed a method that allows AF patients to be monitored at home. We explore the detection
of arrhythmia by using a sensor agnostic deep learning approach applied to ECG, PPG, and VPG
based cardiac data in hospital settings.

3.2 Proposed Approach
Previous studies have shown that the ECG cardiac signals can be used to detect AF by applying
different techniques such as BTC, Classical Machine Learning, and Deep Learning [8, 10, 17, 18].
Although ECG signals provide useful information for AF detection, it is difficult to collect since
it requires a dedicated device. On the other hand, PPG sensors can be more convenient to use since
the PPG devices are wearable and cheaper. Previous studies have shown wearable PPG devices
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can detect AF with high accuracy [24, 25, 27, 29]. While the PPG sensor is cost-effective, it still
requires human intervention for recording. Unlike ECG and PPG, a VPG sensor does not require
any dedicated device and it can measure contactless. Therefore, the VPG sensor is more applicable
than ECG and PPG sensors, but it is sensitive to motion and environment artifacts.

In this research, we aim to extend the monitoring period across multiple sensing modalities to
provide a more comprehensive view of patients’ conditions by using sensor agnostic deep learning
techniques. Since some similar techniques such as BTC, SVM, and CNN techniques can be used
on ECG, PPG, and VPG cardiac signals for detecting AF, there might be a generalized approach
to use on these different kinds of signals to detect AF correctly. By generalizing the approach,
monitoring the patient can be extended in different kinds of situations where ECG, PPG, or VPG
signals can be obtained. That helps medical fields to track symptoms and AF burden over the long
term. Also, by using different cardiac signals such as VPG the monitoring can be extended to
simple webcams, allowing to extend monitoring upon discharge from the hospital (cameras are
everywhere, ECG monitoring outside the hospital is difficult).

A sensor agnostic deep learning technique provides an unchallenging and efficient way to a
passive/active AF treatment cycle where a person can be monitored at home or hospital with any
device which has integrated ECG, PPG, or VPG sensors. This technique can be implemented with
less effort since it only requires a 25 second cardiac signal from the sensor to feed the system to
detect AF. Also, the sensor agnostic AF detection technique provides high and stabilized accuracy
for each sensor. From that, a reliable result can be obtained in a short time. Also, by using different
sensors, this technique can be applied more widely to most devices such as phones, tablets, PCs,
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ECG devices, and wearable PPG devices. Since the A sensor agnostic deep learning AF detection
technique can be used on common devices, that can be used at office or home to be
actively/passively being monitored. By using this way, AF patients can be monitored out of the
hospital to check if they need treatment. This study supports the following possible patient
monitoring flow. ECG monitoring at doctor's office (minutes), followed by ECG Holter
monitoring (days), followed by a high-end camera in hospital rooms (days, weeks), followed by
monitoring using webcams and personal devices (months, years) everyday life (months, years).
Also, this application can be used by people who are not recognized as AF yet, to predict if they
have signs of AF.

In summary, the generic method AF detection technique has the following benefits to provide such
an AF treatment cycle that is shown in Figure 9.

● Easy to implement: This technique only requires 25 seconds of raw data points from an
ECG, PPG, or VPG sensor to proceed with AF detection.
● High accuracy: By using this technique, all sensors provide high accuracy of AF detection
that is reliable to go for hospitalization
● Prediction: VPG sensors can be used to passively monitor people by using health
applications to detect if they have heart disease.

The proposed deep learning network that is using convolutional neural layers with fully connected
layers for AF detection is shown in Figure 13. Each raw signal consists of 25 seconds data blocks.
The data block size for each data type, ECG, PPG, VPG 180Hz, and VPG 30Hz consists of 4500,
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7500, 4500, and 750 data points respectively depending on frequency sampling rate. Different
preprocessing approaches are applied to the given data blocks depending on the data type that is
explained in the “Preprocessing” section.

Figure 13: Proposed Deep Learning Approach that is used on ECG, PPG, and VPG data.
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The result of preprocessing used as input to the network, that can be seen as the “Input Layer”,
which is a passive layer that receives 1D data for further processing by subsequent layers of
artificial neurons. Several CNN-1D layers are used in the process to weigh the given input with
different sizes as 10, 10, 7, 7 respectively. CNN-1D layer creates a convolution kernel that is
convolved with the given input over a single spatial (or temporal) dimension to produce a tensor
of outputs as was described in [58]. Dropout layers are used to avoid overfitting that can be seen
after consecutive CNN-1D layers. Also, Max Pooling layers are used to calculate the maximum
value for the result CNN-1D layer depending on pool-size to create a low dimension input for the
next layer. After the given data passing through convolutional neural layers, the result flattened
from 2D data to 1D data by using a Flatten Layer with 90 units. After flatting, the flattened input
goes through a fully connected layer that consists of 45 units. After applying a dropout with rate
of 0.25, a binary output obtained by using “binary_corressentropy” loss function with “adam”
optimizer that is learning rate is 0.0001 and beta_1 is 0.9 and amsgrad is false. The output results
can be 0 or 1 depending on the resulting probability to detect AF if the output is 1. On the other
hand, if the result is 0 that means, the patient has a healthy heart. Overall, the output result is used
on test data to determine the subject has AF or is healthy. Table 1 shows the configuration summary
for the Proposed Approach.
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Table 1: The configuration summary for the proposed approach with components.[58]

Component
25 seconds input data block
Preprocessing

Description
-

Input Layer

-

CNN-1D

-

CNN-1D

Dropout
MaxPooling
CNN-1D

CNN-1D

Dropout
MaxPooling
Flatten
Fully Connected Layer
Dropout
Output

-

Training

-

Consist of 4500(ECG), 7500(PPG), 4500(VPG 180Hz), or
750(VPG 30Hz) data points
Moving average with window size(fs/2) applied to the
data for PPG, VPG 180Hz, VPG 30 Hz depending to their
frequency sampling rate (fs)
Applied butter pandas filter with low-cut 40/60, high-cut
240/60 and order 4 to the 25 second data-block, and data
scaled to 0-1 range for all types of data.
Dimension of the input layer is 125x36, 125x60, 125x36,
or 125x6 depending on data type, ECG, PPG, VPG
180Hz, VPG 30Hz respectively.
The Filters size is 45.
Kernel Size is 10.
Kernel initializer is ‘random_normal’ [58].
Padding is ‘same’
Activation function is ‘relu’
The Filters size is 45.
Kernel Size is 10.
Padding is ‘same’
Activation function is ‘relu’
Dropout rate is 0.5
Pool size is 5
The Filters size is 45.
Kernel Size is 7.
Padding is ‘same’
Activation function is ‘relu’
The Filters size is 45.
Kernel Size is 7.
Padding is ‘same’
Activation function is ‘relu’
Dropout rate is 0.5
Pool size is 10
Flatten is a function used to transform 2D data to 1D. [58]
45 units with activation function ‘relu’
Dropout rate is 0.25
Adam algorithm used for optimization with parameters
’learning learning_rate=0.0001’, ‘beta_1=0.9’,
‘beta_2=0.999’, ‘amsgrad=False’.
‘binary_crossentropy’ loss function used to binarize the
probability to 0 or 1.
Metrics are found by using accuracy
Batch size set as 30 and 300 epochs are used for training
with cross-validation data.
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3.3 Preprocessing
Since the IBI’s the most important component of the cardiac signal to detect arrhythmia, some
preprocessing techniques were applied to the ECG, PPG, VPG180, and VPG30 data to find
accurate IBI’s for each cardiac signal. For doing that, the peaks should be found to find starting
and ending points for each IBI. For finding these peaks it is important to increase the dominance
of these peaks on the cardiac signal to be able to find each of them accurately. Although some
similar techniques were used for preparing each type of cardiac signal to find the peaks, some
different techniques were also used to arrange the signals for detecting IBI’s.

3.3.1 Splitting Data
Before preprocessing each type of cardiac signal, it is important to have enough short data to train
the model and test the trained model for arrhythmia detection. Also, having as short as possible
data is useful when using real-time applications that can analyze arrhythmia in a short time. On
the other hand, it is important to have enough long data since the accuracy of detecting arrhythmia
is dependent on the considered signal length. By using different lengths of the signals such as 10,
12, 15, 20, 25 seconds we found that 25 seconds give us the accurate result for detecting
arrhythmia. Therefore, before preprocessing, 5 minutes each arrhythmic and non- arrhythmic data
was separated as 25 seconds blocks for each type of cardiac signal. In the separation process, since
it is important to have as much as big data since the learning process of deep learning approaches
are significantly dependent to the amount of the data, the data was decomposed from each 5
minutes data to be 2684 in 25 seconds with 60% overlap as can be seen in Figure 3. However,
overlapping the data means the reduction of variety, which is beneficial for the learning process of
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the classifier. Therefore, the overlapping has been balanced to have enough data for training and
at the same time, having enough variety between the extracted blocks.

Figure 14: Splitting data as 25 seconds chunks before preprocessing.

Figure 14 shows how 5 minutes of ECG, PPG, VPG 180Hz, and VPG 30Hz an AF and a Non-AF
data are decomposed to 25 seconds blocks. After decomposing a block, only 60% of overlapped
data is used to merge to the next block to create another 25 seconds of data. This process is applied
from start to end of the raw signal to decompose it into a list of 25-second blocks.
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3.3.2 Preprocessing for SVM and BTC
Finding RR intervals for ECG
Since the ECG cardiac signal has the highest frequencies than the other signal, PPG and VPG, a
special preprocessing technique for the ECG signal, Pan Tompkins applied to the signal for finding
RR intervals that are used as peaks points for each heartbeat [11]. Before applying the Pan
Tompkins technique, some custom normalization techniques were applied to increase the
dominance of the peaks and also reduce some highest peaks that overshadow other peaks. While
investigating the ECG signal, it shows that most of the peaks lie between 2-4 standard deviations
range of the signal. Therefore, the values that lie outside of this range were replaced with their
square root to reduce their dominance on the signal. After this process, the Pan Tompkins
technique is applied to the signal as the following operation list.

1. Filtering with 5-15Hz bandpass filter
2. Differentiate the filtered signal
3. Squaring the differentiated signal
4. Applying data moving integration with 0.080 * 180

For finding the peaks from the resulting signal of the Pan Tompkins process the following
operation list is applied to the signal.

1. Applying a maximum filter to the result of the Pan Tomkins process.
2. Applying local mean to the result of the maximum with window size 180.
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3. Finding peaks where the result of the Pan Tomkins process is equal to the local maxima
data and the result is also higher than the local mean.

Figure 15: IBIs for an ECG sample that is normalized, filtered 5-15Hz, Differentiated, Squared, and moving integrated ECG data.

Figure 15 shows a raw ECG signal with their peaks that are found by applying ECG
preprocessing techniques mentioned above. As from the figure, we can see, peaks are found
accurately, except for both edges of the signal. But in general, RRs, which are the distance
between sequential peaks, are used as data to extract features for classifiers. Therefore, the edges
don’t affect the result since RRs lengths will not change without edge peaks.

Finding IBI for PPG, VPG 180Hz, VPG 30Hz
The following preprocessing steps are used common for PPG, VPG 180Hz, VPG 30Hz signals:
-

Butter bandpass cutoff =15Hz and order=4 (40bpm-240bpm)

-

Moving averaging with windows size 50, 30, 10 respectively.

-

Polynomial Detrending with order 15

-

Normalizing signal
-

(x-mean(x))/std(x)
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-

Window averaging with window sizes 50, 30, 5

-

Finding peaks (threshold and distance)

-

Calculate IBIs

Finding the right bandpass filter

Figure 16: Inspired bandpass filter that will help to find butter bandpass filter for PPG, VPG 180Hz, and VPG 30Hz signals since
they have different frequency sampling rate.

Figure 16 shows an inspired bandpass filter that is acquired by experimenting in the previous study
[35]. This bandpass filter considers the range of the heart rate to remove high and low frequencies
that are not related to the heartbeat.

A previous study found a successful bandpass filter by experimenting on VPG 30Hz cardiac signal
that can be used in the atrial fibrillation detection process to remove low/high frequencies [35]. In
this study, we inspired from this bandpass filter that is called "Inspired Bandpass Filter” in the
following text, to generate some bandpass filters to PPG, VPG 30Hz, and VPG180Hz cardiac
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signals. Butter filter is used for generating some bandpass filters that are based on the inspired
filter by using comparison.

Figure 17: Comparing Inspired bandpass filter with other butter bandpass filter by using different order number(N) for VPG 30Hz
signal by using low-cut 40/60 and high-cut 240/60.

Figure 17 shows the comparison between an Inspired bandpass filter and butter filter with different
order parameters to find a similar bandpass filter to the inspired bandpass filter that can be
generated for any frequency sampling rate.

Some similar signal processing techniques were used on these signals to find the IBI’s since PPG,
VPG 180 and VPG 30 signals have similarities regarding low and high frequencies. The following
process is applied to each type of signal PPG, VPG 180Hz, and VPG 30Hz to peaks.
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Since the PPG, VPG 180Hz, and VPG 30Hz raw signals have high frequencies that are of the range
of heart rate frequency, before starting to be preprocessing, we want to remove high frequencies
that are causing to have noise on the signal which makes finding the peak process hard by applying
a bandpass filter that is generated by using butter filter with the order 4 that can be seen on Figure
14. Bandpass filters were generated by using butter filters with order 4 applied for PPG, VPG
180Hz and VPG 30Hz signals by considering their sensor frequency sampling rates.

Figure 18: Butter bandpass filter with cutoff =15Hz and order=4 applied to VPG 30Hz signal to reduce the noise.

Figure 18 shows a bandpass filter for VPG 30Hz signal that is generated by using the butter
bandpass filter with order parameter as 4.

1. Appling bandpass filter that is generated from butter filter with order 4 and cutoff 40/60240/60.
2. Moving average windows with sizes 5, 30, and 50 applied to the result of bandpass filtered
PPG, VPG 180Hz, and VPG 30Hz signals respectively to remove some high frequencies.
3. The results of the moving average filter are detrended by applying polynomial detrending
with order 15.
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4. The detrended signals were normalized by applying the below formula
𝑥=

!"#$%&(!)

(1)

)*+(!)

5. The normalized signals averaged with windows with size 5, 30, and 50 for the PPG, VPG
180Hz, and VPG 30Hz signals respectively
6. IBIs’ are founded by using adaptively finding maxima data points by the given threshold
as 0.2 and the distances as the sensor frequency sampling rate * (40/60) for the PPG signal.

Extracting Features

Figure 19: Removing outliers from IBI’s by considering quartiles with applying mean and median.

Figure 19 shows the focused region on IBIs with their length by using mean and median to extract
features of the selected region.
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After obtaining IBI’s from each type of signal by applying the above processing techniques, the
IBI’s that are lower than fs*(60/240)) removed from the data since a human heartbeat can’t be
lower than this length. By using this IBI’s RMSSD and SDNN, PNN50, Standard Deviation
(STD), Interquartile Range (IQR), and Singular Value Decomposition Entropy (SVD) features
were extracted to use for classification. IBIs’ median and median absolute deviation (MAD) are
used to extract different regions from the IBIs’ distribution that are named as IBIMDC, IBIMDL, and
IBIMDR acquiring by using equation 2, 3, and 4 respectively. Also, in similar way, IBIs’ mean, and
standard deviation (STD) are used to extract different regions from the IBIs’ distribution that are
named as IBIMEC, IBIMEL, and IBIMER acquiring by using equation 2, 3, and 4 respectively

Table 2: Calculation for acquiring IBI distributions, IBIMDC, IBIMDL, IBIMDR, IBIMEC, IBIMEL, and IBIMER.

MDC

𝑀𝐸𝐷𝐼𝐴𝑁 − 2 ∗ 𝑀𝐴𝐷 < 𝐼𝐵𝐼𝑆 < 𝑀𝐸𝐷𝐼𝐴𝑁 + 2 ∗ 𝑀𝐴𝐷

(2)

Focusing IBI’s that their lengths are
lying on the center side of the IBIs’
median

MDL

𝑀𝐸𝐷𝐼𝐴𝑁 − 2 ∗ 𝑀𝐴𝐷 < 𝐼𝐵𝐼𝑆 < 𝑀𝐸𝐷𝐼𝐴𝑁 + 0.5 ∗ 𝑀𝐴𝐷

(3)

Focusing IBI’s that their lengths are
lying on the left side of the IBIs’
median

MDR

𝑀𝐸𝐷𝐼𝐴𝑁 − 0.5 ∗ 𝑀𝐴𝐷 < 𝐼𝐵𝐼𝑆 < 𝑀𝐸𝐷𝐼𝐴𝑁 + 2 ∗ 𝑀𝐴𝐷

(4)

Focusing IBI’s that their lengths are
lying on the right side of the IBIs’
median

MEC

𝑀𝐸𝐴𝑁 − 2 ∗ 𝑆𝑇𝐷 < 𝐼𝐵𝐼𝑆 < 𝑆𝑇𝐷 + 2 ∗ 𝑀𝐴𝐷

(5)

Focusing IBI’s that their lengths are
lying on the center side of the IBIs’
mean
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MEL

𝑀𝐸𝐴𝑁 − 2 ∗ 𝑆𝑇𝐷 < 𝐼𝐵𝐼𝑠 < 𝑆𝑇𝐷 + 0.5 ∗ 𝑀𝐴𝐷

(6)

Focusing IBI’s that their lengths are
lying on the left side of the IBIs’ mean

MER

𝑀𝐸𝐴𝑁– 0.5 ∗ 𝑆𝑇𝐷 < 𝐼𝐵𝐼𝑆 < 𝑆𝑇𝐷 + 2 ∗ 𝑀𝐴𝐷

(7)

Focusing IBI’s that their lengths are
lying on the right side of the IBIs’
mean

After these operations, STD, IQR, and SVD features were extracted from IBIMDC, IBIMDL, IBIMDR,
IBIMEC, IBIMEL, and IBIMER distributions. Also, the length of the IBI’s and the ratio between the
median and mean are used as other features. The summary for extracted features and their formulas
and descriptions can be seen in Table 2. Also, the combination of these features is used for
classification by applying SVM to classify the data, and the result can be seen in Table 4. Also, by
using the extracted features SDNN, RMSSD, PNN50 Interquartile Range (IQR), and Singular
Value Decomposition Entropy (SVD) from the different parts of the IBI’s by mean and median
that mention in the above, used SVM with combinations of these features to classify the data.

Table 3: Extracted features with how to formulate and describe.

SDNN
STD
RMSSD

The standard deviation of NN or IBI

!

!(#

𝐼𝐵𝐼𝑠(𝑖) − 𝑚𝑒𝑎𝑛)^2)/𝑛

"

∑

intervals
Root mean square of successive RR

(𝑑𝑖𝑓𝑓(𝐼𝐵𝐼𝑠) ∗∗ 2)
𝑁−1
N: Amount of IBI’s

or IBI interval differences
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(IBIs50 count) / N

PNN50

Percentage of successive RR or IBI

(IBIs50: the fraction of consecutive IBI that

intervals

differ by more than 50 milliseconds)
#

SVD-

#

SVD

𝜎(𝑖) ∗ 𝑙𝑜𝑔2<𝜎(𝑖)=)

"

Entropy

entropy

indicates

several

eigenvectors that are used to explain
the data set in a lower dimension.

Q3-Q1 = (3(n+1)/4) th term- ((n+1)/4) th term

IQR

The interquartile range (IQR) is the
difference between the 75th and 25th
percentile of the data

Table 3 represents the features that we extracted from IBIs with their formulation and description.
Also, the table shows MAD, MDC, MDL, MDR, MEC, MEL, MER that are the selected regions
of IBIs by using mean or median.

3.3.3 Preprocessing for Proposed Deep Learning Approach
Also, for applying CNN each type of the signals normalized by applying some different types of
filters to help the neural networks. For extracting the features, the following operation is applied
to the preprocessing phase.
-

ECG
o A butter bandpass filter with low-cut as 40/60Hz, high cut as 240/60Hz with
order=4 applied to the given 25 seconds ECG data-block

-

PPG 300Hz, VPG 180Hz and VPG 30Hz
o A butter bandpass filter with low-cut as 40/60Hz, high cut as 240/60Hz with
order=4 applied to the given 25 seconds data-block
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After the preprocessing, each type of cardiac signal is prepared as an input for the CNN that is
required to convert a 1-D signal to a 2-D tensor. Since each type of cardiac signal is separated for
25 seconds as mentioned in Section 3.1.1, in total 2684 amounts of data were acquired for each
type of cardiac signal. Table 4 shows the shape of each 25-second datum depending on the data
type, ECG, PPG, VPG 180Hz, VPG 30Hz. Also, the table shows the length of the 25 seconds data
with sensor sampling frequency. As the last column on the table shows, the tensor size for the
Proposed CNN Classifier is vertically the same dimension as 125. However, the horizontal
dimension for the tensor is dependent on the sensor frequency sampling rate.

Table 4: Length of each type of signal, ECG, PPG, VPG 180Hz, and VPG 130Hz with input dimensions CNN 2D
tensors that feed to the related preprocessing technique.

Signal Type

Sec.

fs

Length

CNN Tensor (2D)

ECG 180Hz

25

180

4500

(sec) x (fs/5) = 125 x 36

PPG 300Hz

25

300

7500

(sec) x (fs/5) = 125 x 60

VPG 180Hz

25

180

4500

(sec) x (fs/5) = 125 x 36

VPG 30 Hz

25

30

750

(sec) x (fs/5) = 125 x 6

Table 4 shows the information of each decomposed data for each kind of sensor that will be used
to feed the related CNN classifier. Although each decomposed data represents a 25 second block
of the signal, the length is different for each type of sensor because of frequency sampling rate.
Overall, by using length and frequency sampling, tensors dimensions are calculated for each sensor
with a constant row dimension that is 125.
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By using the extracted features, RMSSD, SDNN, and PNN50 from the IBI’s used for classification
by applying threshold technique to classify the data as the result can be seen t used for feeding the
classifier for 4 different signals, ECG, PPG, VPG 180Hz, and VPG 130Hz with their sampling
frequency.

Overall, three different techniques, Basic Thresholding Classifier (BTC), Support Vector Machine
(SVM), Convolutional Neural Network (CNN) are used to classify the data. The BTC approach
used the calculated RMSSD, PNN50, SDNN values for the classification. SVM used the
combination of the RMSSD, PNN50, and SDNN for the classification. SVM is also used on the
extracted STD, IQR, SVD features of the IBI’s and the other version of the IBI’s MDC, MDL,
MDR, MEC, MEL, MER to classify the data. Namely, SVM based on 24 hand-crafted features
extracted using SVD-Entropy, IQR and STD (“SVM-Handcrafted” curve), BTCs based on SDNN,
RMSSD and PNN50 (“BTC-SDNN”, “BTC-RMSSD” and “PNN50” respectively) and SVM
based on SDNN, RMSSD, and PNN50 as features. As the last approach, CNN was used for the
classification since previous research shows that deep learning techniques can be applied to
biological signals to detect arrhythmia successfully [22, 23]. For understanding the performance
of these classifications, precision (PR.), recall (RE.), F1 score (F1), and accuracy (ACC.) of the
result have shown in Table 5.
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4) Clinical Study
Forty-six AF subjects scheduled for cardioversion were enrolled in a clinical study approved by
the Internal Review Committees for Protecting Human Subjects at the University of Rochester
Medical Center (URMC, Rochester, NY) and the Rochester Institute of Technology (RIT,
Rochester, NY). A synchronized measurement of 5 minutes and 30 seconds of ECG, PPG, and
VPG sensing data was performed before and after cardioversion.

The measurement setup is described in Figure 20. The experiment was performed in one of the
URMC hospital's standard patient rooms illuminated by fluorescent ceiling lights. The ECG
signals were recorded using 10 ECG electrodes. The PPG signals were recorded using an earlobe
sensor placed on the left ear of the subject. Two cameras (high-quality and low-quality) were
placed in front of the subject approximately 1 meter away from the subject’s head.

An H12+ (Mortara Instruments, Milwaukee, MN) ECG Holter was used to capturing the ECG
signals with a 180 Hz sampling rate. (Binar, Poulsbo, WA) HeartSensor HRS-07UE (PPG sensor)
was used to obtain the PPG signal with a 300 Hz sampling rate. Two different types of cameras
were used to obtain the VPG signals: a Logitech Quickcam Pro 9000 (simple webcam, low-quality)
camera was used to capture a video with a 30Hz sampling rate, and a Basler ACE 1920-155uc
camera (high-quality) was used to simultaneously capture a second video with a 180 Hz sampling
rate [8].
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Figure 20: Schematic description of experimental setup.

Figure 20 shows how the experiment was conducted by using a schematic picture. ECG holder
used for measuring ECG signal. Earlobe PPG sensor used to measure PPG signal from the patient
via skin conductivity. Also, a high-quality camera is used with an 85 cm distance away from the
face to measure VPG with a 180 Hz sampling rate. Lastly, a PC camera sensor was used to measure
VPG with a 30Hz sampling rate.

All subjects were diagnosed with AF prior to cardioversion. This means that the first synchronized
measurement represents AF data. Except for four subjects, all subjects reverted to sinus rhythm
after cardioversion. The data captured from those four subjects were discarded. This means that
the second synchronized measurement represents non-AF data.
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5) Comparative Analysis & Discussion
In what follows, comparative analysis and discussion of results are presented. Performance
parameters were summarized. Thereafter, we showed classifiers confusion matrix and ROC curve
was presented individually for each classifier and data type. But we defer the discussion to the end
of the section where all classifiers for each type of data are compared to each other by using ROC
curves. Finally, a complete table of the results shows how to compare the performance of classifiers
including the data type.

5.1 Parameter Summary
● Accuracy is used to show what percentage accurately, AF patients are predicted correctly.
,-.,/

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ,/.,-.0/.0-

(8)

● Precision is used to show positive predictive value for AF.
,-

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ,-.0-

(9)

● The recall is used to show a positive predictive value for AF.
,-

𝑅𝑒𝑐𝑎𝑙𝑙 = ,-.0/

(10)

● F1 Score is used to find the harmonic mean of precision and sensitivity.
𝐹1 𝑆𝑐𝑜𝑟𝑒 =

1∗(3$4%55∗-6$47)78&)
(3$4%55.-6$47)78&)

(11)

● The threshold was used to find the optimal separation value for AF detection and shown
each individual ROC Curve figure.
𝑚𝑎𝑥 (𝐴𝑐𝑐. , = ([0.0 𝑡𝑜 1.00] 𝑖𝑛𝑐. 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑏𝑦 0.01, 𝑝𝑟𝑒𝑑𝑖𝑐𝑡 𝐴𝐹)
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(12)

5.2 Classification Process
After preprocessing the data that was obtained from clinical study for each data type, ECG, PPG,
VPG 180Hz, and VPG 30Hz, all classifiers, BTC, SVM, and CNN are trained and validated by
using different portions of the data. To acquire reliable results, the data was separated by using
different subjects for training and validation. For all classifiers, 21.9% of all subjects are dedicated
to the test dataset. Remaining 78.1% of the subjects were used for the training dataset.

In what follows, we present and compare the performance of the various classifiers described
above when applied to processed ECG, PPG, and VPG signals.

5.2.1 Classification on ECG

Figure 21: Accuracy and loss trends for ECG data using CNN to use cross-validation between training and validation data.

Figure 21 shows the loss between the accuracy of the training and validation data for the ECG
CNN classifier. Also, accuracy shows how close the accuracy of the validation data is to the
accuracy of the training data. As we can see from the loss graph, the loss for validation is learning
fast at the beginning but later it is not learning anymore and the learning gap training and validation
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data start to increase. After the 20th epoch, the accuracy for the validation data is not increasing
which means, the system is not learning anymore. Also, similar result can be interpreted from the
accuracy graph.

Figure 22: The resulting confusion matrixes and ROC curves of BTC classifiers after validation process on ECG data.

Figure 22 shows the confusion matrix and ROC curve for the CNN classifier that uses ECG data
to predict AF. An optimal threshold value is found by using equation 12 that finds the maximum
accuracy. The found optimal threshold specified on the ROC curve is 0.007 and the accuracy is
around 99% for AF and Non-AF detection.
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Figure 23: BTC-SDNN, BTC-RMSSD, BTC-PNN50, SVM-Classic, and SVM-Handcrafted ROC curves for detection of AF using
ECG.

Figure 23 depicts ROC curves obtained from ECG data. Each curve is drawn by varying the
threshold associated with the underlying classifier and evaluating the True Positive Rate (TPR)
and the False Positive Rate (FPR), aka Sensitivity and 1-Specificity respectively for each value of
the threshold. Threshold values for all ROC curves as “th” variable on the figure legend providing
the maximum accuracy. Each threshold is also marked by a vertical line corresponding to its
respective ROC curve.

For all ROC curves, we observe the typical knee-shaped behavior, where the tradeoff between FPR
and TPR can be resolved by selecting the appropriate threshold for maximum accuracy. The
poorest performance is obtained for the BTC classifiers BTC-SDNN and BTC-RMSSD. However,
BTC-PNN50 performs significantly better and is on par with the SVM-based classifiers. For the
three SVM classifiers, SVM-Classic using RMSSD, SDNN, and PNN50 as features performs the
poorest. The SVM-Handcrafted performs practically the best within the benchmark approaches,
corresponding to a TPR of 1 and FPR of 0.079. This means that these SVM classifiers detect all
AF instances, while falsely reporting 7.9% of sinus rhythm instances as AF. The proposed method
based on CNN provides PR., RE. F1., and AC. 99% accurately that can be seen in Table 5.

48

5.2.2 Classification on PPG

Figure 24: Accuracy and loss trends for PPG data using CNN to use cross-validation between training and validation data.

Figure 24 represents the loss and accuracy graph for the PPG CNN classifier. The left graph shows
that, at the beginning, the classifier, is learning the pattern well until reaching the limit around
250th epoch, and after that, the learning progress is almost declined.

Figure 25: The resulting confusion matrices and ROC curves of BTC classifiers after validation process on PPG data.

Figure 25 shows the confusion matrix and ROC curve for the CNN classifier that uses PPG data
to predict AF. The found optimal threshold specified on the ROC Curve as 0.011. The accuracy
for AF detection is around 98% and for Non-AF detection is around 99%.
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Figure 26: BTC-SDNN, BTC-RMSSD, BTC-PNN50, SVM-Classic, and SVM-Handcrafted ROC curves for detection of AF using PPG.

Figure 26 represents the ROC curves for PPG data. For all ROC curves, we observe typical kneeshaped behavior that is like the ECG data. Like ECG data, the poorest performance is obtained for
the BTC classifiers based on the thresholding of SDNN and RMSSD. PNN50 and SVM-based
classifiers show significantly better results. In addition, as for ECG, SVM-Classic performs poorer
than the other two SVM classifiers. The proposed CNN approach performs better than all
classifiers and provides similar high performance for both ECG and PPG. For example, the SVMHandcrafted classifier falsely reports SR instances as AF 7.9% and %11.6 of the time for ECG and
PPG respectively for the selected threshold. However, the proposed CNN approach reports 1-2%
SR as AF in both cases, making it sensor agnostic with respect to ECG and PPG.
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5.2.3 Classification on VPG 180Hz

Figure 27: Accuracy and loss trends for VPG 180HZ data using CNN to use cross-validation between training and validation data.

Figure 27 represents the loss and accuracy graph for VPG 180Hz CNN classifier. Similar to the
PPG CNN classifier, the VPG 180Hz CNN classifier learning progress is slowing down drastically
after the 250th epochs.

Figure 28: The resulting confusion matrixes and ROC curves of BTC classifiers after validation process on VPG 180Hz data.

Figure 28 shows the confusion matrix and ROC curve for the CNN classifier that uses VPG 180HZ
data to predict AF. The found optimal threshold specified on the ROC curve is 0.032. The accuracy
for Non-AF detecting on VPG 180Hz data is slightly lower than ECG and PPG data which is 97%.
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However, AF detection on VPG 180Hz is giving similar result as ECG and PPG AF detection that
is 99%.

Figure 29: BTC-SDNN, BTC-RMSSD, BTC-PNN50, SVM-Classic, and SVM-Handcrafted ROC curves for detection of AF using VPG
180Hz.

Figure 29 shows the ROC curves for the VPG (180 Hz) data. We observe the similar trends as in
figures 23 and 26. However, although BTC-PNN50 performs better than the other BTC classifiers,
it performs significantly poorer than the SVM classifiers. We conclude that for VPG (180 Hz)
data, the BTC classifiers should be avoided if a more sophisticated SVM or the proposed CNN
classifier can be implemented. As for ECG and PPG, the proposed CNN approach performs the
best and falsely reports 1% of SR instances as AF.
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5.2.4 Classification on VPG 30Hz

Figure 30: Accuracy and loss trends for VPG 30HZ data using CNN to use cross-validation between training and validation data.

Figure 30 represents the loss and accuracy graph for VPG 30Hz CNN classifier. This classifier
learning progress is improving slowly for each. Similar to the VPG 180Hz CNN classifier, this
classifier's learning progress is slowing down after the 250th epochs.

Figure 31: The resulting confusion matrixes and ROC curves of BTC classifiers after validation process on VPG 30Hz data.

Figure 31 shows the confusion matrix and ROC curve for the CNN classifier that uses VPG 30HZ
data to predict AF. The found optimal threshold specified on the ROC curve is similar to VPG
180Hz data that is 0.032. The Non-AF detection is giving the similar result as VPG 180Hz. But
for the AF detection, it gives slightly lower result that VPG 180Hz.
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Figure 32: BTC-SDNN, BTC-RMSSD, BTC-PNN50, SVM-Classic, and SVM-Handcrafted ROC curves for detection of AF using VPG
30Hz.

Figure 32 shows the ROC curves for VPG (30 Hz). In general, we observe the same trends as in
figures 23, 26, and 29. Note that the disparity in the performance of the different classifiers is the
greatest in this case. BTC-SDNN falsely reports 51% of SR instances as AF, which is similar to
guessing assuming a 50% probability for AF. BTC-RMSSD and BTC- PNN50 falsely report 36%
and 29% of SR instances as AF respectively. Both provide poorer results than the SVM classifiers.
Unlike all previous cases, SVM-Handcrafted provides a better result (FPR of 8.4%). Finally, the
proposed CNN approach provides the best result with 2% of SR vs AF instances.
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5.3 Performance Comparison for all classifiers
Table 5: The cross result of AF predictions for BTC-SDNN, BTC-RMSSD, BTC-PNN50, SVM-Classic, SVMHandcrafted, and Proposed Deep Learning Approach (CNN) for ECG, PPG, and VPG input data.
Method
ology
BTCSDNN
BTCRMSS
D
BTCPNN50
SVMClassic
SVMHandcr
afted
CNN

ECG

PPG

VPG (180 HZ)

VPG (30 HZ)

PR.
0.82

RE.
0.97

F1
0.89

AC
0.87

PR.
0.81

RE.
0.91

F1
0.86

AC
0.84

PR.
0.74

RE.
0.87

F1
0.80

AC
0.77

PR.
0.56

RE.
0.99

F1
0.72

AC
0.59

0.79

0.96

0.87

0.85

0.78

0.96

0.86

0.84

0.71

0.95

0.82

0.77

0.64

0.89

0.74

0.68

0.95

1.00

0.97

0.97

0.93

0.99

0.96

0.95

0.88

0.98

0.93

0.92

0.74

0.97

0.84

0.81

0.93

0.99

0.96

0.96

0.96

0.97

0.97

0.96

0.90

0.96

0.93

0.93

0.79

0.95

0.86

0.84

0.98

1.00

0.99

0.99

0.98

0.99

0.98

0.98

0.96

0.99

0.97

0.97

0.79

0.98

0.88

0.85

0.99

0.99

0.99

0.99

0.99

0.98

0.99

0.99

0.97

0.99

0.98

0.98

0.97

0.98

0.98

0.98

Table 5 represents Precision (PR), Recall (RE.), F1 Score(F1), and Accuracy (AC) [?] for ECG,
PPG, VPG (180 Hz), and VPG (30 Hz) for all the aforementioned classifiers. At first glance, we
can see that the PR, RE, F1, and ACC are increasing from the top to the bottom of the table. This
shows that using more advanced classification techniques improves the performance of classifying
AF correctly. However, using an advanced technique like SVM-Classic using the combination of
SDNN, RMSSD, PNN50 as features may have a negative impact on the classifying of AF. We can
see that using the BTC approach on PNN50 and after using SVM on the combination of the
features SDNN, RMSSD and PNN50 have a negative effect on the Recall which means that it
causes to miss detecting some of the AF measurements compared with BTC-PNN50. On the other
hand, applying SVM-Classic on the ECG data has a negative impact on the Precision which means
that it causes the SR measurements to miss detect SR measurements as AF. But, for general we
can see from the F1 score, the combination of miss detecting AF and SR is decreasing when the
used approach changes from BTC to SVM and from SVM to CNN.
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The most important property of classifying AF correctly can be extracted from Table 4 that is the
considerable high and stable accuracy of detecting AF and SR when the data type changes for the
same approach. It is important to have a high accuracy since our goal is to minimize the miss
detection of the AF and SR as much as possible. Also, the stability of the accuracy provides a
possibility to apply the same approach to the different biological signals to achieve a similar
accuracy without advanced data-specific knowledge.

We can see that in Table 4 the balance between PR, RE, F1, and ACC approaches similar values
between different kinds of data. For instance, the accuracy of detecting AF by applying BTC based
on PNN50 is 97%, 95%, 92%, and 89% respectively across all sensors. In addition, the accuracy
of the SVM classifiers varies greatly within 5%-10%. While RMSSD resulted in 85% percent
accuracy for the ECG data, it resulted in 77% percent for VPG 180 Hz. We can see that for the
classical BTC approach finding stable and high accuracy for all data types is almost impossible.
On the other hand, SVM-Classic helps to increase the accuracy 1-3% by using SDNN, RMSSD,
and PNN50 together. However, still, the accuracy is low as 96%, 96%, 93%, and 84% for ECG,
PPG, VPG (180 Hz), and VPG (30) respectively. Also, the difference in the accuracy between
ECG and VPG is still around 8% percent, which shows that the accuracy independent of the
biological signals is not sufficiently stabilized. SVM-Handcrafted significantly increase the
accuracy as 99%, 98%, 97%, and %85 respectively for ECG, PPG, VPG (180 Hz), VPG (30 Hz)
which mean it has higher accuracy compared to SVM-classic. Finally, the CNN classification
approach yields the most sufficient result that is 98-99% accuracy for all kinds of data, which
means it provides the most stabilized and high accuracy.
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6) Conclusion
We proposed a sensor-agnostic deep learning method that can help detect AF from various cardiac
sensing modalities such as ECG, PPG, and VPG. In traditional methods, different kinds of
biological signals, ECG, PPG, and VPG require different kinds of techniques to process the signal
to analyze the signal for detecting arrhythmia. Because of that, each kind of signal requires specific
knowledge regarding the measurement processing method. In contradistinction, the proposed
method resulted in a classifier that supports the full monitoring cycle of Home-Hospital-Home.

The proposed methods and classifiers were evaluated using data collected from a large clinical
trial with AF patients undergoing cardioversion in a hospital setting. Results demonstrated that
99% of AF diseases can be detected by using ECG, PPG, or VPG. This proved that we were able
to use a common approach for different kinds of cardiac signals and we were able to obtain high
accuracy for AF disease from each kind of biological signal. From this result, we can conclude
that it is possible to make a common approach that doesn’t require medical expert knowledge to
detect AF disease.

The proposed approach allows the following possible patient monitoring flow. ECG monitoring at
doctor's office (minutes), followed by ECG Holter monitoring (days), followed by a high-end
camera in hospital rooms (days, weeks), followed by monitoring using webcams and personal
devices (months, years) in everyday life (months, years). Also, this technique can be used for
common people with personal devices passively to detect if they have AF disease.
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7) Future Work
1. In this work, our experiment had been conducted in a controllable environment where the
disturbance of different kinds of noises, such as ambient light, movement, and skin
conductivity were limited. The measurement techniques for each sensor should be
improved, especially the VPG sensor, to support the ability for the subject to move freely
while being monitored.
2. In this work, the AF detection technique was made to be a sensor agnostic. However, when
the classifier is trained with any sensor, it can only be used for that sensor to detect AF. It
is possible to improve the technique to have the ability to switch between sensors while
continuing to be trained by the given data across sensors.
3. In this work, we trained the classifiers for an average patient by considering all data across
all subjects. The proposed method can be made to specialize to a specific subject to improve
the quality of the AF prediction.
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