This paper re-examines the empirical relationship between …nan-cial development and economic growth. It presents evidence based on an a variety of econometric methods and two standard measures of …nancial development: the level of liquid liabilities of the banking system and the amount of credit issued to the private sector by banks and other …nancial institutions. There are two main …ndings. First, cross section and panel data instrumental variables regressions reveal that …nancial development and economic growth are correlated but …-nancial development does not cause economic growth. Second, using a procedure appropriately designed to estimate long-run relationships in a panel with heterogeneous slope coe¢ cients, there is evidence that the …nance-growth relationship is quite heterogeneous across countries and no clear indication that …nance spurs economic growth.
Introduction
There is a fair amount of consensus in the growth literature that …nancial development and economic growth are strongly linked. Theoretical e¤orts at modelling growth and …nancial development include studies by Greenwood and Jovanovic (1990) , Bencivenga and Smith (1991) , King and Levine (1993) and Acemoglu and Zilibotti (1997) , to mention just a few. 1 The central prediction that emerges from this research is that …nance matters. In ameliorating market frictions, the …nancial system improves the allocation of savings and resources across time and space and hence fosters economic growth. A less clear cut prediction, however, is whether …nance causes economic growth. In King and Levine, a well-developed …nancial system is a prerequisite for economic growth, because it allows entrepreneurs to diversify the risk intrinsic in their pro…table activities and thus to undertake more productive investment. In Greenwood and Jovanovic, instead, there is a two-way casual relationship between …nancial development and growth. On the one hand …nancial intermediaries collect and analyze information in order to channel funds to the most productive uses. On the other hand, growth provides the means needed to sustain a costly …nancial structure.
The empirical literature argues that economic growth and …nancial development are robustly correlated and, more important, that …nancial deepening causes economic growth. King and Levine (1993) present OLS estimates on a cross-section of countries and do not only …nd a robust contemporaneous correlation between indicators of banking development and economic growth, but also a strong predictive component. Observing that the initial level of …nancial development is correlated with output growth over the next thirty years, they conclude that a more advanced …nancial sector causes higher economic growth. Even though the initial level of …nancial development may just be a leading indicator rather than a causal factor of growth, indications that …nancial development spurs economic growth can be found in more recent and elaborated analyses.
Levine, Loayza and Beck (2000) , for example, use the same cross-country growth regression approach as King and Levine, but attempt to solve the endogeneity problem of …nancial development by instrumental variables. Speci…cally, building on insights from the law and …nance literature (i.e. La Porta et al (1998) ) they use the origin of the legal system as an instrument for the level of …nancial development. They also report estimates based on a GMM dynamic panel estimator in an attempt to control for the potential bias induced by the omission of country-speci…c e¤ects and the endogeneity not just of the …nancial indicators but of all regressors. The main conclusion of Levine, Loayza and Beck (2000) is that the positive correlation between bank development and economic growth is not due to simultaneity bias, but rather that indicators of …nancial development exert a …rst-order e¤ect on long-run growth. 2 This paper takes the work of Levine, Loayza and Beck (2000) as starting point and re-examines the …nance growth relationship using cross-country and panel data analysis, and two standard measures of …nancial development: the level of liquid liabilities of the banking system and the amount of credit issued to the private sector by banks and other …nancial institutions. The main …ndings are that there is no clear evidence of causality running from …nancial deepening to GDP growth, and evidence that the …nance-growth nexus is highly heterogenous across countries.
The analysis consists of three parts. The …rst part relies on data from a cross-section of countries. OLS estimates suggest the correlation between …nance and growth is positive, sizeable and robust to outliers. However, when the likely endogeneity of …nancial development is addressed by instrumental variables regression, the OLS results are upset and the statistical signi…cance of …nancial development becomes tenuous. This result is in contrast with Levine, Loayza and Beck (2000) , even though I use the same set of instruments for …nancial development, namely the French, German and British origin of the legal system. Surprisingly, I am not able to replicate the results of Levine, Loayza and Beck (2000) even if the analysis is con…ned to the same set of countries and time periods as in their paper, or if I exclude from the sample countries where data on GDP or …nancial development may be more seriously a¤ected by measurement errors, namely African and Latin American countries.
The second part of the paper exploits the time series dimension of the data and employs a GMM panel data estimator that solves the issue of endogeneity using lagged levels of the regressors as suitable instruments. Di¤erently from Levine, Loayza and Beck (2000) , though, the estimates are not based on the two-step GMM estimator for dynamic panels. This estimator is known to be asymptotically e¢ cient in the presence of heteroskedastic errors, admittedly a common feature in cross-country regressions. However, as pointed out by Arellano and Bond (1991) , Blundell and Bond (1998) and Windmeijer (2005) , this estimator is highly inaccurate for inference purposes, since its standard errors are severely downward biased in …nite samples. For this reason, I follow the suggestion of Windmeijer (2005) and use a two-step GMM estimator with a …nite sample correction of the asymptotic variance. Estimates based on this more appropriate estimator reveal that the relationship between …nance and growth is, at best, weak. For most of the speci…cations considered, the contribution of …nancial development to growth is statistically insigni…cant. Moreover, the magnitude of the estimated e¤ects is very sensitive to di¤erent combinations of control variables and sample periods.
The third part of the paper goes beyond the issue of causality and reexamines the relationship between …nancial development and growth by allowing this relationship to be heterogenous across countries. Pesaran and Smith (1995) have shown that assuming parameter homogeneity, when the slope coe¢ cients are heterogenous, may produce inconsistent estimates of the average parameters in a dynamic panel. To examine the importance of slope heterogeneity, I use the Pooled Mean Group estimator of Pesaran, Smith and Shin (1999) , which allows intercepts, short-run slope coe¢ cients and short-run dynamics to vary across countries, whilst constraining the long-run coe¢ cients to be the same across groups. The results suggest that the e¤ects of …nancial development di¤er considerably across countries, with no obvious pattern related to geographic location, the level of economic development or institutional characteristics. Moreover, it appears that the level of …nancial development has ambiguous e¤ects on economic growth. The e¤ect is often imprecisely estimated and, when signi…cantly di¤erent from zero, the impact of …nancial development on growth is very small. Since the main requirement for implementing this empirical strategy is to use panel data with observations kept in annual format, it may be argued that high-frequency variations in the data and/or measurement errors are the driving forces of these …ndings. Yet, these …ndings are puzzlingly con…ned to the indicators of …nancial development while standard growth determinants (such as the level of human capital, the size of government, the degree of trade openness, and the level of in ‡ation) maintain their expected contribution to GDP growth.
Overall this paper contributes to the …nance and growth empirical literature in two ways. First, by showing that the casual link between …-nancial development and economic growth is hard to detect in cross-country and panel-data regressions, it suggests that instrumental variable regressions and panel estimation techniques are not a robust way to assess the order of causality between …nance and growth. This "non-result", however, does not imply that …nancial deepening plays no role in fostering GDP growth. The empirical literature has proposed alternative and more convincing identi…-cation schemes to establish a casual link between these two variables. Two notable examples are Jayaratne and Strahan (1996) , who adopt the "natural experiment"approach of banking deregulation across US states to study the e¤ects of such reforms on the quality of bank lending and a fortiori on state economic growth, and Rajan and Zingales (1997) who attempt to solve for the issue of causality by studying whether industries more dependent on external …nance grow faster in countries with more developed …nancial markets. By design, this paper has little to say about the validity of these alternative approaches.
The second contribution is to show that the …nance-growth relationship is quite heterogeneous across countries. As such, the conventional positive average e¤ect of …nance on growth, that arises in a typical cross-sectional regression, may be misleading. In this sense, this paper provides evidence that complements earlier work in the literature. Demetriades and Hussein (1996) , Arestis and Hussein (1997) , Luintel and Kahn (1999) and Calderon and Liu (2003) , for example, use time series analysis in both developing and developed countries and …nd not only evidence for bidirectional causality between …nance and growth, but also that this relationship varies substantially across countries.
The outline of the paper is as follows. Section 2 describes the data and presents some descriptive statistics. Sections 3 and 4 present cross-section and panel data estimates. Section 5 introduces the empirical strategy that allows slope parameters to vary across countries and discusses the empirical …ndings. Section 6 closes the paper with some concluding remarks.
Preliminaries

The Data
The data set refers to an unbalanced panel of roughly 87 countries observed from 1960 to 1998. With respect to Levine, Loayza and Beck (2000) there are two minor di¤erences. My dataset includes a slightly larger number of countries (there are 77 in their sample), observed for a slightly longer time period (their sample goes from 1960 to 1995). A detailed list of countries is presented in Table A1 . For the sake of comparison with Levine, Loayza and Beck (2000) the table highlights countries missing in their data set. Inspection reveals that the main di¤erence is due to the inclusion of more African countries. 3 The table also indicates countries that (due to data limitation for some control variables) are not included in some of the regressions performed in the rest of the paper.
Financial Variables
The focus will be on two indicators of …nancial development. The …rst, LLY, measures the amount of liquid liabilities of the …nancial system, including liabilities of banks, central banks and other …nancial intermediaries. This indicator is meant to capture the overall size of the …nancial sector and its ability to provide broad transaction services. The second measure, PCY, is de…ned as the value of loans made by deposit money banks and other …nan-cial institutions to the private sector. PCY is a better proxy for …nancial development since it only accounts for credit granted to the private sector, as opposed to credit issued to government and other non private institutions. It also excludes credit issued by the central bank and is thus a more accurate measure of the savings that …nancial intermediaries channel to the private sector. As in Levine, Loayza and Beck (2000) , both indicators are appropriately de ‡ated and expressed in percentage of real GDP. 4 The source of this data is the International Financial Statistics of the IMF (see Table  A2 for details). 5
Control Variables
In order to make the analysis comparable to that of Levine, Loayza and Beck (2000) the set of controls includes proxies for initial conditions, measures of 3 As shown in Sections 3.2.2 and 4.3.2 and 5.3.2 none of the results in this paper depend on the inclusion of these additional African countries. 4 Since LLY and PCY are measured at the end of the period and GDP is measured over the year, the two …nancial ratios are de ‡ated as:
where F is our meausure of …nancial development, P e and P a are end-of-period and average CP I; and GDP is nominal GDP:
5 Levine, Loayza and Beck (2000) consider a third measure of …nancial development, i.e. the ratio of commercial bank assets divided by commercial bank plus central bank assets. This measure is meant to capture the degree to which commercial banks versus the central bank allocate national's saving. In the analysis that follows, I disregard this additional variable since, in the same opinion of Levine, Loayza and Beck (2000) , it is not a very accurate indicator of …nancial development. None of my conclusions, however, depend on the omission of this variable from the analysis. To economize on space the results are not reported. macroeconomic stability and indicators of trade openness. Initial conditions are proxied by the level of real per capita GDP (Y0) and the average years of attainment in secondary and higher education (SEC). Indicators of external openness are the ratio of export plus import over GDP (OPEN) and the black market premium on foreign exchange transactions (BMP). Measures of macroeconomic instability are the ratio of government consumption to GDP (GOV) and the level of in ‡ation rate (INF) .
The data for real GDP, government expenditure and export plus imports is obtained from the Penn World Table 6 .1. Data for human capital is from Barro and Lee (2000) , the index for black market premium is taken from Easterly and Sewadeh (2002) and the CPI in ‡ation rate from the International Financial Statistics of the IMF. Table A2 contains a more detailed description of the data.
Summary statistics and some stylized facts
Before embarking on the estimation of the e¤ects of …nancial development on economic growth, it is worth presenting some properties of the data. Summary statistics for all variables used in this paper are given in Table 1 . These statistics refer to a panel with observations kept in yearly format. The table suggests that most of the variability in the data occurs between-countries, yet some variables including the two indicators of …nancial development also have large within-country variations. In a typical OECD country (i.e. France), the level of PCY varies, for example, from 44% to 102% over the 1960-1998 period; for a typical African economy (i.e. Chad), PCY oscillates between 6% and 48%.
To further highlight the time series and cross-sectional properties of the two indicators of …nancial development, Figures 1a and 1b plot the distribution of PCY and LLY for di¤erent groups of countries. The scattered dots refer to the dispersion of PCY and LLY over the whole sample, the upward sloping curves are group-speci…c time averages, and the horizontal line is the overall mean across time and units. The interesting feature of Figure 1 is that the two ratios vary a great deal across countries and also over time. In all cases, the distributions drift upward, re ‡ecting an increase in the size of the …nancial sector, though the trend is less pronounced for the poorest countries, i.e., those in Africa and Latin America. On average, the poorest countries are also the least …nancially developed, with a group mean below the cross sectional average. The size of the …nancial sector is largest for the OECD countries; for the Asian economies, both indicators exhibit a spectacular trend, to a large extent dominated by countries such as Thailand, Singapore, Malaysia and Korea, while the time pattern for the Middle Eastern countries is predominantly ‡at.
The correlations between the two measures of …nancial deepening and the level of economic development are illustrated in Figure 2 . In the attempt to isolate similar levels of economic and …nancial development, countries are again divided by geographical area; the series reported are also standardized, in order to facilitate the comparison. As shown there is a clear long-run relation among the series. Both …nancial variables, and PCY in particular, appear to share the same trend as real per capita GDP, indicating that as the economy develops, the size of the …nancial sector gets larger.
The pairwise correlations matrix for the variables of interest is reported in Table 2 , using both cross-section and panel data. All signs are as expected: the growth rate of GDP per capita is negatively correlated to government expenditure and positively correlated with the level of human capital, trade openness and both indicators of …nancial development; in addition, a higher level of in ‡ation appears to correlate negatively with the size of the …nancial sector.
3 Cross-Sectional Evidence I start the analysis by exploiting the cross-sectional variation in the data. The dependent variable is the log di¤erence of GDP per capita between 1960 and 1998 and the independent variables are period averages, except for lagged per capita GDP and educational attainment, measured at the beginning of the period. Table 3 shows the results. Column 1 refers to the benchmark speci…cation used in Levine, Loayza and Beck (2000) . In line with their …ndings, the level of …nancial development is positively and signi…cantly related to economic growth. The overall e¤ect on growth is also economically large. According to the coe¢ cient on PCY, Argentina, with an average PCY of 16%, had a growth disadvantage relative to the mean country (for which PCY is 34%) of around 0.75% per year (0:389 [ln(34) ln(16)] =39), during the period 1960-1998. This is a sizable number given that, over the same period, the average growth rate for the cross-section was 1.6%.
Basic results
To control for unobserved regional e¤ects, column 2 augments the speci…cations of column 1 with two continent dummies, AFRICA for sub-Saharan countries and LAC for Latin American and Caribbean countries. This modi…cation does not alter the positive and signi…cant correlation of PCY and LLY with GDP growth, although the size of the estimated coe¢ cients are reduced by roughly one half. Since the two dummies are signi…cantly di¤er-ent from zero, and their inclusion substantially increases the goodness of the …t, some regularities appear to be missing from the empirical model. This is an indication that there exists some degree of heterogeneity among the countries in the sample and that the cross-section estimates may be biased due to the omission of unobserved …xed e¤ects. This problem is addressed in Sections 4 and 5 using panel data methods.
As a …nal remark, it is worth noticing that the majority of control variables have the expected sign. The only exception is the positive (yet always insigni…cant) coe¢ cient for in ‡ation. This contrasts with conventional wisdom, but supports the …ndings, discussed in Fisher (1993) and Bruno and Easterly (1998) , among others, that the negative correlation between in ‡a-tion and growth is hard to detect with cross-sectional data.
Robustness checks
Although the OLS estimates are in line with the results reported in previous studies, it remains useful to assess their robustness. To this aim, I perform two experiments; namely, I control for outliers, and confront the issue of endogeneity for the two measures of …nancial development.
Outliers
Outliers may occur for several reasons: measurement errors, omitted variables or parameter heterogeneity -each of which is likely to arise in a crosssection of heterogenous countries. Following Temple (1998) , the in ‡uence of outliers is evaluated by running a re-weighted least squares (RWLS) regression. This is a standard OLS regression after re-weighting observations identi…ed as outliers through an iterative procedure assigning small weights to observations that are not representative of the rest of the sample (Huber, 1981) . This method disregards values of the explanatory variables which lie far away from the bulk of the data and is thus far less sensitive to deviant observations than OLS.
The results are shown in columns (3)-(4) in Table 3 , using the same speci…cations as in columns (1)-(2). A comparison with OLS estimates indicates that controlling for deviant observations has no material e¤ect on the estimated coe¢ cients for PCY and LLY. The point estimates and the statistical signi…cance are, by and large, of the same order of magnitude. 6
Reverse causality
OLS estimates may be plagued by problems of reverse causality. If economic development leads to a larger …nancial sector, the error term in the growth regression is positively correlated with PCY and LLY and the estimated coe¢ cients biased upward. A way of addressing this problem is to use initial values of PCY and LLY. This approach is taken by King and Levine (1993) to check whether the predetermined components of …nancial development are good predictors of long-run growth. My results (not reported) indicate that the initial values of PCY and LLY are signi…cant predictors of subsequent growth, regardless of the set of controls used and the sample of countries considered. This is not conclusive, however, since the fact that the initial level of …nancial development predicts growth does not imply that it causes growth.
A more appropriate way of addressing the same problem is to use instrumental variables. This approach is pursued by Levine, Loayza and Beck (2000) . I follow their analysis and use national legal origins as instrumental variables for the two indicators of …nancial development. In choosing these instruments, Levine, Loayza and Beck (2000) rely on the evidence of La Porta et al. (1998) who show that the origin of a country's legal system signi…cantly a¤ects the structure and development of its …nancial system. The instruments (indicators of legal origins) are dummy variables for countries whose legal system has roots in the French, German or English legal tradition. 7 To get a general idea of the relevance of these instruments, Table 4A presents regressions of the two indicators of …nancial development on the dummy variables for legal tradition. The results in the …rst two columns con…rm the …ndings of Levine (1998 Levine ( , 1999 and Levine, Loayza and Beck (2000) that countries with a German legal tradition have a larger banking sector, while French and English legal origin inhibits banking development. Moreover, as indicated by the F-test and the R 2 , these variables explain a signi…cant fraction of the cross-country variation in banking-sector. Columns 3 and 4, in the same table, add the initial level of GDP as an additional regres-sor to control for the overall level of economic development. Consistent with Levine, Loayza and Beck (2000), I …nd that countries with a German legal origin have better-developed banks, while the dummy variables for French and English legal origin are no longer signi…cantly di¤erent from zero. Table 4B summarizes the IV estimates and reports p-values for the F test of excluded instruments and the Hansen-Sargan (HS) test of overidentifying restrictions. The former has to be interpreted as a test for the presence of weak instruments. The latter is a test of instruments validity. 8 To compare the results with the corresponding OLS estimates, I use the same speci…cations as in Table 3 . Consider …rst column 1, which reports the baseline regressions. Compared with the OLS estimates, the coe¢ cients on PCY and LLY decrease by more than one half, with the t-statistics indicating that these variables are no longer signi…cantly related to GDP growth. For this speci…cation, the magnitude of the coe¢ cients for PCY and LLY falls to 0.170 and 0.243, respectively. To make the comparison with the OLS estimates of Table 3 , the drop in these coe¢ cients means that the contribution to growth for Argentina, if it had increased its average level of PCY towards the mean country, is now of only 0.33% per year (it was 0.75% according to the OLS estimates).
In column 2, after controlling for the two continent dummies, the size of the coe¢ cients for PCY and LLY are larger, though their statistical signi…cance remains fragile. Interestingly, the F -test and the HS test do not detect any problem with instrument validity, for any speci…cation, though the p-values of the F -test for PCY are only slightly within the region of acceptance. Moreover, the contribution to growth of Y0, SEC and GOV is of the same size and has the same statistical signi…cance as in the OLS estimates.
Since these results stand in contrast to those of Levine, Loayza and Beck (2000) , it is worth delving deeper into the data. For this purpose, Table 5 reports additional experiments. The …rst column considers the same countries and years as in Levine, Loayza and Beck (2000) . Column 2 includes three additional explanatory variables, i.e. indicators of coups and revolutions, political assassinations and ethnic diversity, which Levine, Loayza and Beck (2000) include in some of their regressions. 9 In both cases, the coe¢ cients for the indicators of …nancial development remain positive but not statistically di¤erent from zero. In columns 3 through 4, I confront the possibility that African or Latin American countries are responsible for the results. GDP and …nancial development in African countries may, in fact, be measured with large errors. In Latin American countries, instead, severe and repeated …nancial crisis may upset the …nance and growth link. However, the results that …nancial development does not signi…cantly cause economic growth continue to hold. 10 The speci…cation that excludes African countries from the regression also suggests that, with respect to Levine, Loayza and Beck (2000) , the di¤erence in the results are not driven by the inclusion of more African countries in my dataset. As a …nal robustness check, the last column reports estimates obtained after excluding countries that were detected to have a weight lower than 0.8 in the re-weighted least squares estimation of Table 3 . 11 Once again, the statistical signi…cance of PCY or LLY is rather weak, while the p-values associated with the Hansen-Sargan test continue to con…rm the validity of the instruments. 12
Summary of the cross-section results
The central message of the cross-sectional evidence is that the correlation between …nancial development and economic growth is positive, statistically signi…cant and robust to outliers. These results corroborate and reinforce the …ndings of King and Levine (1993) . However, if the problem of reverse causality is addressed using instrumental variables, the contribution of …-nancial development to economic growth seems weak. These …ndings are at odds with those of Levine, Loayza and Beck (2000) , despite the fact that the same set of instrumental variables and a similar (though not identical) data 1 0 Interestingly, though, for the speci…cation including PCY, the F-test indicates the presence of weak instruments. 1 1 Although this cuto¤ is arbitrary, it is also arbitraly high and set in order to be conservative enough in keeping only homogenous observations in the analysis. For the speci…cation with PCY, 14 countries were excluded, i.e. Bolivia, Switzerland, Haiti, Mauritania, Mauritius, Nepal, Portugal, Senegal, Singapore, Syria, Turkey, Tanzania, Venezuela, Zambia. Only 6 countries were, instead, excluded from the speci…cation with LLY, i.e. Switzerland, Korea, Nicaragua, Singapore, Tanzania, Zambia.
1 2 In an additional attempt, I used three alternative instruments for the indicators of …nancial development. Building again on La Porta et al. (1998), I considered an index of creditor rights, an index of law on contract enforcement, and an index of the comprehensiveness of the quality of company reports. Levine (1998 Levine ( , 1999 ) -but not Levine, Loayza and Beck (2000) -uses the same indexes for answering the question of whether the exogenous component …nancial development causes GDP growth. Data limitation, however, limits the sample to only 33 countries. For comparability, the results are not reported, but indicated a statistically signi…cant e¤ect of …nancial development on growth.
set is used. My conclusion is that there is no indication that the exogenous component of …nancial development encourages economic growth.
For some speci…cations, there is also evidence that country-speci…c characteristics have been omitted from the growth regression. The size and the t-statistics for the coe¢ cients of the two continental dummies are taken as evidence of mispeci…cations in this direction. In an attempt to control for this additional potential bias and correct for the endogeneity of all regressors, and not just of …nancial development, I now turn to the evidence from panel data methods.
Panel Data Evidence
Part of the analysis conducted by Levine, Loayza and Beck (2000) is based on a GMM estimator for panel data. This technique improves upon crosssectional estimates because it directly controls for the potential bias induced by the omission of country-speci…c e¤ects and the endogeneity of all regressors. Furthermore, it has the advantage of accounting for variation in …-nancial development within a country over time, which is neglected by the cross-section analysis.
The system GMM estimator
The GMM estimator used in Levine, Loayza and Beck (2000) is the system GMM estimator (SYS-GMM) of Arellano and Bover (1995) and Blundell and Bond (1998) .
Consider a standard growth regression
where y it is the logarithm of income per capita in country i in period t, x it is a vector of "fundamental"determinants of growth, F IN it is an indicator of …nancial development and v it is a general disturbance, including a country speci…c unobservable e¤ect, i ; a time speci…c factor t and an idiosyncratic disturbance it . Starting from (1) the unobserved …xed e¤ects i are …rst removed by taking …rst di¤erences:
Next, the right-hand side variables are instrumented using lagged values of the regressors, and the equations in …rst di¤erences (3) and in levels (1) are jointly estimated in a system of equations. Under the assumption that the error it is serially uncorrelated, and the regressors X it = (x it ; F IN it ) are endogenous, valid instruments for the equation in …rst di¤erence are levels of the series lagged two periods. In addition, assuming that (y it y it 1 ) and X it are uncorrelated with i ; valid instruments for the equation in levels are lagged …rst di¤erences of the series. 13 Finally, the validity of the instruments is tested using a standard Sargan test for over-identifying restrictions and a test for the absence of serial correlation of the residuals, since the moment conditions are valid if the error term is not serially correlated.
The last point worth mentioning is that the system GMM estimates can be based on either a one-step or a two-step estimator. In the one-step estimator, the error term it is assumed to be independent and homoskedastic across countries and time; in the two-step estimator, the residuals of the …rst step are used to consistently estimate the variance-covariance matrix of the residuals, relaxing the assumption of homoskedasticity. Although the two-step estimator is asymptotically more e¢ cient in the presence of heteroskedasticity of the error term it ; Monte Carlo simulations in Arellano and Bond (1991) , Blundell and Bond (1998) and Windmeijer (2005) show that standard errors associated with the two-step estimates can be severely downward biased in small samples. Inference based on the two-step estimator is thus highly inaccurate and a one-step GMM estimator with standard errors corrected for heteroskedasticity or a two-step GMM estimator with the …nite-sample correction of the asymptotic variance suggested by Windmeijer (2005) are to be preferred. It is worth stressing this point because the results of Levine, Loayza and Beck (2000) are based on the two-step GMM estimator. However, as will be shown below, the statistical signi…cance of the …nancial variables becomes rather weak in the growth regression, if one uses the two-step GMM estimator with the Windmeijer standard error correction or the one-step GMM estimator.
The GMM results
The SYS-GMM estimator is applied to a panel with annual observations divided into …ve-years intervals. The dependent variable is the growth rate of GDP per capita for each …ve-year period and the independent variables are averages over the same …ve-year intervals, except for the initial level of GDP and the level of school attainment, which are measured at the beginning of each sub-period. All variables are also expressed in deviations from crosssectional means, which eliminate the need for time dummies t .
The results are shown in Table 6 . Column 1 reports the two-step estimates, column 2 the two-step estimates with standard errors computed using the Windmeijer small sample correction bias, and column 3 the one-step estimates with heteroschedasticity consistent standard errors. The bottom part of the table includes p-values for the Sargan test and the m2 test for the absence of a second-order serial correlation of the residuals in the di¤er-enced regression, it , implying that the error term in the level regression, it , is not serially correlated. High p-values give support to the validity of the instruments and hence, the consistency of the GMM estimates.
The results for the two-step estimator of column 1 are, by and large, similar to those of Levine, Loayza and Beck (2000) . The estimates associated with the …nancial variables are positive and highly signi…cant, suggesting that the exogenous component of …nancial development accelerates economic growth. The remaining control variables also have the expected sign and are very tightly estimated. Moreover, the Sargan test and the m2 test do not detect any problem with instrument validity.
In column 2, however, the more reliable two-step estimator with the Windmeijer standard errors correction reveals that the statistical signi…-cance of some regressors is rather weak, including the two indicators of …nancial development. Although the point estimates are similar to those of column 1, the t-statistics suggest that PCY is not signi…cantly related to economic growth. Similar …ndings apply to LLY. The estimated impact on GDP growth from PCY is also in line with the corresponding IV regressions of the previous section: if bank credit in Argentina had been at the level of the mean country during the period 1960-98 (36%), instead of its actual level (16%), Argentina would have grown 0.50% faster per year. For consistency, column 3 reports the results based on the one-step GMM estimator, with standard errors corrected for heteroskedasticity. The overall picture remains identical. While the point estimates are similar to the two-step estimates in column 1, the standard errors of the estimates are 16 times larger.
Overall, in accordance with the IV cross-section estimates of the previous section, the two-step system GMM estimator with Windmeijer robust standard errors, and the one-step system GMM estimator, indicate that PCY and LLY are not signi…cantly related to GDP growth. Moreover, in line with the cross-section results, GOV and SEC remain important determinants of long-run economic growth. Worth noticing is the sign of the estimated coe¢ cients on INF: higher levels of in ‡ation, now, have harmful e¤ects on economic growth, in agreement with the panel evidence in the growth literature (Bruno and Easterly, 1998) and in contrast with the cross-section evidence of Section 3.
Robustness checks
4.3.1 Sub-sample stability and alternative panel estimators. Table 7 assesses the stability of the GMM estimates across sub-samples. Columns 1 and 2 considers the 1960-85 and 1980-98 sub-periods to account for the fact that the trend of …nancial innovation has been more pronounced in recent years. Column 3 considers the same sample of countries and years used in Levine, Loayza and Beck (2000) . As shown, the SYS-GMM estimator does not indicate any substantial di¤erences in the …nance-growth link over di¤erent intervals. The point estimates for PCY and LLY are very similar across samples, and in all cases are not signi…cantly di¤erent from zero. Table 8 reports the results of one additional experiment. It displays the estimated coe¢ cients for PCY and LLY using the Pooled OLS estimator (OLS) and the Fixed E¤ect (FE) estimator. Although it is well known that in a large N small T panel these estimators give a biased estimate of the autoregressive coe¢ cient, precise biases results have not yet been extended to the remaining parameters (i.e. and in equation (1)) when the regressors are endogenous. For this reason, it is instructive to compare the results across di¤erent estimators. For the sake of comparison with the SYS-GMM estimates these estimators are also used in the two sub-periods 1960-1985 and 1980-1998 as in Table 7 . As can be seen, there is some variation in the coe¢ cients for PCY and LLY across estimators. More importantly, however, …nancial development is signi…cantly related to economic growth only when the pooled OLS estimator is considered. 14 This is not surprising, as the pooled OLS estimator exploits only the between (as opposed to the within) variation in the data and does not account for the issue of reverse causality. In line with the panel estimates of Table 6 and 7, it seems that both measures of …nancial development are not strong predictors of economic growth.
As a …nal robustness check (not reported) I considered GMM estimates with di¤erent sets of covariates. In each case, I controlled for initial conditions and included INF, GOV and OPEN in di¤erent combinations. BMP was dropped because it was invariably insigni…cant. Overall, the two-step SYS-GMM with the Windmeijer correction suggested that PCY was never signi…cantly related to growth.
Summary of the panel data results
Altogether, the conclusion of these experiments is that the two measures of …nancial development, PCY and LLY, are not robustly related to longrun economic growth. Though this conclusion contrasts with the evidence reported in Levine, Loayza and Beck (2000) , the robustness checks presented above suggest that the main reason is not due to di¤erences in the set of countries, the sample period or the set of controls. Rather, it appears to be related to the use of the more appropriate two-step GMM estimator with …nite sample correction of the asymptotic variance.
Parameter heterogeneity
The purpose of this …nal section is to relax the assumption that the slope coe¢ cients in equation (1) are constant across units. There are several reasons for moving away from the standard framework.
First, although the assumption of common slope coe¢ cients is convenient, it is not tenable in a panel where countries di¤er along several dimensions. In principle, …nancial deepening may have growth-promoting e¤ects at all stages of economic development. In practice, a variety of relationships may arise. One may conjecture that at early stages of economic development, countries have no capital to invest and factors other than …nancial development are crucial for economic growth. Similarly, as the economy develops, but the quality of institutions supporting credit markets remains poor, it may be the case that only a few productive investments are undertaken so that the e¤ects of a larger banking sector for output performance LAC, as additional controls.
remains of secondary importance. Finally, it can be conjectured that as the system of …nancial intermediation becomes more sophisticated, other forms of …nancing become available outside the banking system; in this case, indicators of banking development are not very informative for evaluating the e¤ects of …nancial development on economic growth. Models of economic development emphasizing thresholds e¤ects (Azariadis and Drazen, 1990 ) are fully consistent with such heterogeneous patterns of development, as argued by Zilibotti (1997, 1999) in the …nance-growth context.
Second, in a multi-country panel setup, systematic distortions may be created by forcing parameters to be exactly equal in all units. In the empirical growth literature, this objection has been raised by Durlauf and Johnson (1996) , Lee et al. (1997) and Canova and Marcet (1998) , who document widespread heterogeneity in the context of convergence of per capita income across countries.
Third, the assumption of slope homogeneity in equation (1) has statistical shortcomings. If parameters are heterogenous but held constant across units, traditional dynamic panel estimators are inconsistent. The source of inconsistency is that slope heterogeneity causes the disturbances to be serially correlated as well as contemporaneously correlated with the included regressors. Consequently, the presence of a lagged dependent variable renders the estimates of ; and inconsistent, even in a panel with uncorrelated regressors and a su¢ ciently large number of countries and time series. The problems are aggravated if the regressors display serial correlation -as is likely for most of the variables of this paper. In these cases, estimation by GMM is no longer valid, since lagged values of serially correlated regressors cannot be used as instruments (see Smith, 1995 and Im, 1999) . A GMM estimate of the long-run e¤ects of …nancial development on output growth will be upward biased if the measure of …-nancial development is positively serially correlated and the slope parameter is heterogenous across units.
In what follows, the issue of parameter heterogeneity and the estimate of the average long-run e¤ect of …nance on GDP per capita is re-examined using the Pooled Mean Group (PMG) estimator of Pesaran, Shin and Smith (1999) , which is speci…cally designed to consistently estimate a dynamic panel in the presence of slope heterogeneity.
The Pooled Mean Group Estimator
Following Pesaran and Smith (1995) , I rewrite equation (1) in terms of an autoregressive distributed lag model of order (p; q:::; l), or simply ARDL(p; q; :::; l):
where y it , x it , F IN t ; i and t have the same interpretation as in (1), t is a linear time trend and the general lag structure is meant to control for di¤erent short-run output dynamics across countries.
To simplify the exposition, it is useful to assume that the model contains only one regressor, x it , and displays a simple dynamics with p = q = 1 :
In this case, stacking the time series observations for each country, equation (5) can be reparameterized in an error correction form (ECM) as follows:
where is the …rst di¤erence operator and i = (1 i ) is the countryspeci…c equilibrium correction parameter, i = ( 0i + 1i )= i the countryspeci…c long-run coe¢ cient, 1i the country-speci…c short-run coe¢ cient and i a stationary disturbance. Notice that in the special case of q = 0, 1i is zero and equation (6) is identical to (1). 15 There are two ways of estimating the long-run parameters, i ; in (6) when T and N are large. Pesaran and Smith (1995) propose the Mean Group estimator (MG), which is an unweighted average of country-speci…c long-run coe¢ cients E( i ). Although this estimator yields consistent estimates of E( i ); it is very sensitive to outliers. An alternative approach, due to Pesaran, Shin and Smith (1999) , is to use the Pooled Mean Group estimator (PMG), which can be thought of as a weighted average of individual group estimators, with weights proportional to the inverse of their variance. The PMG estimator allows for heterogenous short-run coe¢ cients, yet constraints long-run parameters to be the same across units i.e. i = . Therefore, it averages the short-run country parameters and pools the long-run parameters, exploiting the e¢ ciency of the pooled estimation while avoiding the inconsistency problem of pooling heterogenous dynamic relationships. For the analysis of this paper, the advantage of using the PMG estimator is that it allows for the level of …nancial development to have similar e¤ects across countries in the long run, while permitting heterogenous short-run adjustments across groups to changes in the level of …nancial development.
Caveats
Two caveats are worth discussing before estimating the model. First, the main requirement to implement the PMG estimator is to have a large N , large T panel. In contrast to most empirical studies in the growth literature, it is therefore necessary to use panel data with annual observations. This raises the question of how informative a growth analysis can be when long-run properties of the data are likely to be dominated by high frequency movements. The PMG estimator alleviate this concern as it allows the short-run output dynamics to di¤er across countries (see equation (4)). This is a convenient feature of the empirical strategy. In fact, even if the underlying economic theory relating fundamental variables to GDP growth is not well speci…ed at high frequency, the PMG estimator can still be used to draw inference on the long-run parameters, provided that an appropriate short-run speci…cation is imposed on each country to control for high frequency in ‡uences. 16 Second, in the general formulation of equation (4), the error term is assumed to be independently and identically distributed across countries and time, and uncorrelated with the regressors x it . Neither of these assumptions, however, is too restrictive for estimating the long-run parameters. As suggested by Pesaran, Smith and Shin (1999) , it is su¢ cient to take each variable in deviation from its cross sectional mean and appropriately increase the lag order of y it and x it to attenuate the dependence of the errors across units and time. Moreover, as shown in Pesaran (1997) and further discussed in Pesaran and Shin (1999) , if x it has a …nite order autoregressive representation, augmenting the ARDL speci…cation with an adequate number of lags makes the estimation of the long-run coe¢ cients immune to endogeneity problems, irrespective of whether the regressors are stationary.
Evidence with the PMG estimator
Baseline results
Estimates of the long-run coe¢ cients are displayed in Table 9 . Relative to the regressions in the previous sections, the set of controls excludes SEC and BMP, since data for these variables is either not available on a yearly basis or missing for many years in several countries. For each ARDL speci…cation, I include a country-speci…c linear trend to allow for possible heterogeneity in the rate of technology progress across countries. Moreover, to remove possible dependence of the error term v it = i + t + it across i -due, for example, to a common stochastic trend -each variable is demeaned using the corresponding cross-sectional mean for every period. The PMG estimates in the …rst column of Table 9 refer to an ARDL model that uses the Schwarz Bayesian information criterion (SB) to select, for each country, the maximum lag order of 2. At the bottom of the table, the p-values for the H-test refer to the null of the joint homogeneity restriction for all long-run parameters.
Starting with the non …nancial variables, the coe¢ cients for OPEN, GOV, and INF all have the predicted signs and are signi…cantly related to long-run growth. These results are broadly consistent with the evidence of the previous sections. The e¤ect of …nancial development on growth is instead ambiguous. The long-run coe¢ cients for PCY is close to zero and the one for LLY is surprisingly negative, though both are not signi…cantly di¤erent from zero. The quantitative e¤ects are also very small. For example, the long-run elasticity of GDP per capita to PCY indicates that a 1% increase in PCY has a positive e¤ect on long-run output of only 0.007%. The fact that these estimates are much lower than those of the previous sections is in line with the a priori expectation that in a dynamic panel with heterogenous units, assuming homogenous slope coe¢ cients yield upward biased estimates of the long-run coe¢ cients (see Pesaran and Smith, 1995) .
Indication that these …ndings are not due to mispeci…cation of the regressions comes from columns 2 and 3, where I impose, respectively, a lag structure of order one and three, for both the dependent and the independent variables, and where the lag order is again chosen according to the Schwarz Bayesian information criterion. 17 In all cases, the coe¢ cients for PCY are small and statistically insigni…cant, though there is now evidence that LLY is negatively and signi…cantly related to economic growth. Though, from a theoretical point of view, it is quite challenging to explain the negative impact of …nancial development on economic growth it is important to reiterate that the estimated mean e¤ects are indeed quite negligible.
To dig further into the country-speci…c relationships of …nance and growth, Table 10 presents the list of countries with positive and negative estimated long-run coe¢ cient for PCY and LLY, based on the two regressions of column 1 in Table 9 . The list indicates a substantial degree of heterogeneity, but no obvious pattern related to geographic location, i.e., the level of economic development. Moreover, some countries with a positive coe¢ cient for PCY tend to have a negative coe¢ cient for LLY, suggesting that the contribution of the two measures of …nancial development to growth varies considerably across and within countries. In the attempt to isolate countries with similar institutional characteristics, Table 10 also distinguishes among countries whose legal system has roots in the British (B), German (G), Scandinavian (S) and French legal tradition. The results do not seem to indicate a clear pattern for countries sharing a British, German or French legal system. An equal number of countries fall into the group with positive and negative estimated coe¢ cient of PCY and LLY.
Robustness checks
Control variables, sub-sample stability and outliers
The …rst three columns of Table 11 assess the robustness of the previous results to di¤erent sets of controls using the same model as in the …rst column of Table 9 . The general …nding is that the coe¢ cient on the …nancial variables is often imprecisely estimated and its size continues to be small. It is worth noting that all control variables have the expected sign and are very tightly estimated in each speci…cation; moreover, the H-test does not reject the null of homogeneity of the long-run coe¢ cients.
In line with the analysis of the previous section, I have also examined the sensitivity of the results across sub-samples. This additional exercise is also intended to evaluate the incidence of business cycle e¤ects on the parameter estimates. The results, reported in the last two columns of Table 11 , do not change the overall picture, and suggest that while the signs of the controls are consistently the same, the estimated e¤ects of …nancial development on growth are sensitive across subsamples. 18 Additional sensitivity analysis was performed to check if some outlying observations were responsible for the …ndings in Table 9 . In a …rst attempt, I dropped from the regressions of column 1 in Table 9 those countries for which the adjustment coe¢ cients i were not negative, i.e. countries for which no long-run relationship existed among the variables of interest. 19 The results were, however, not at all a¤ected by this additional experiment. In another attempt, I dropped countries whose long-run coe¢ cients for the …nancial variables were implausibly large and poorly estimated. 20 While there is no theoretical justi…cation for doing so, it is of practical interest to ensure that the PMG estimates are not distorted by a few deviant observations. None of the results in Table 9 were a¤ected by this additional modi…cation. 21
Summary of the PMG estimates
The most important result emerging from the PMG estimates is that the overall pattern remains ambiguous and not robust to alternative dynamic speci…cations, the variables included in the conditioning set, and the time period considered. Surprisingly, these results are con…ned to the measures of …nancial development and do not extend to standard determinants of economic growth, such as government consumption, trade openness and the in ‡ation rate. Overall, the estimated mean e¤ect of …nancial development on economic growth is small. There is also evidence that the parameters of interest are heterogenous and that for a number of countries, the importance of …nancial development depends on the indicator of …nancial depth, i.e. PCY rather than LLY.
A potential explanation for these results is that group-speci…c estimates may be biased due to measurement errors or omitted variables and that these biases do not average to zero when pooling the long-run coe¢ cients. Alternatively, the results may just be driven by the considerable heterogene-ity across countries. In this case, traditional growth regressions that ignore dynamics and slope heterogeneity may be misspeci…ed and tend to overestimate the importance of …nancial development as a determinant of GDP growth.
In closing, it is instructive to relate the PMG estimates of this section with the results of Loayza and Ranciere (2005), who also estimate growth regressions with the PMG estimator and …nd that …nancial development is positively correlated with long-run growth. The di¤erence in the results arise because Loayza and Ranciere estimate an ad hoc dynamic speci…cation of the growth regression. Speci…cally, they do not select the lag order of the ARDL through an appropriate statistical method (such as the Schwarz Bayesian criterion), rather they impose three lags for the growth rate of output, three lags for the indicators of …nancial development and one lag for the remaining control variables. The robustness checks performed above (in terms of di¤erent dynamic speci…cations, set of controls, and sample periods) cast, however, some doubt on the generality of their …ndings and thus make it di¢ cult to compare their …ndings with mine.
Concluding Remarks
This paper has re-examined the relationship between …nancial development and economic growth, using cross-country and panel data analysis. The results suggest that: (1) the exogenous component of …nancial development does not spur economic growth; and (2) if dynamic speci…cation and slope heterogeneity across countries are taken into account, the estimated e¤ect of …nancial development on GDP growth is small and, for some combination of controls and sample period, even negative.
The …rst result is best seen as a cautionary tale for the empirical growth literature that relies on cross-country regressions and panel estimation techniques. The empirical strategy adopted in this paper suggests that these techniques, though sophisticated, may not be able to deliver robust results.
The second result suggests that the conventional …nding that …nancial development is positively correlated with economic growth may be di¢ cult to interpret in a panel with heterogeneous countries. This conventional …nding is in fact based on average statistics, yet these statistics are biased if, as documented in this paper, the relationship between …nance and growth is quite diverse across time and space.
The additional …nding that, for some combination of controls and sample period, …nancial development and GDP growth are negatively correlated is surprising and suggests that standard indicators of the size of the …nan-cial sector may not be good proxies of …nancial development. As argued by Kaminsky, Lizondo and Reinhart (1998) and Kaminsky and Reinhart (1999) , indicators of the size of the …nancial sector are also good predictors of …nancial crises. Since …nancial and banking crises are often sources of prolonged and deep recessions it is not implausible that a larger banking sector is not associated with higher GDP growth. 
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