Abstract. In this paper, we introduce the paths space C gBm 0 which is consists of generalized Brownian motion path-valued continuous functions on [0, T ]. We next present several relevant examples of the paths space integral. We then establish the existence of the analytic Feynman integral over the paths space for certain bounded cylinder functionals on C gBm 0 .
Introduction
Let (B, ν) denote an abstract Wiener space and let C 0 (B) be the space of Bvalued continuous functions x which are defined on [0, T ] with x(0) = 0, see [39] . In [43] , Ryu improved several theories on C 0 (B) which are developed in classical and abstract Wiener spaces. Since then the concepts of the analytic Feynman integral and the analytic Fourier-Feynman transform, and related topics have been developed on the Wiener paths space C 0 (B) extensively; references include [7, 11, 12, 23, 37, 38] . In [43] , Ryu suggested a cylinder measure m B on the space C 0 (B) and constructed the general Wiener integration theorem: given a multi-dimensional tuple (t 1 , t 2 , . . . , t n ) ∈ R n with 0 = t 0 < t 1 < t 2 < · · · < t n ≤ T , and a Borel measurable function f : R n → C,
f (x(t 1 ), x(t 2 ), . . . , x(t n ))dm B (x)
in the sense that if either side exists, both sides exist and the equality holds. The concrete formulation of the cylinder measure m B and the applications to the theory of analytic Feynman integral, see [7, 11, 12, 23, 37, 38, 43] and the references cited therein.
On the other hand, in [13, 14, 15, 16, 18, 22, 24] , the authors defined the generalized analytic Feynman integral and the generalized analytic Fourier-Feynman transform on the function space C a,b [0, T ], and studied their properties with related topics. The function space C a,b [0, T ], induced by a generalized Brownian motion process (GBMP), was introduced by Yeh in [44] , and was used extensively in [17, 19, 20, 21, 25] . 1 A GBMP on a probability space (Ω, Σ, P ) and a time interval [0, T ] is a Gaussian process Y ≡ {Y t } t∈ [0,T ] such that Y 0 = c almost surely for some constant c ∈ R, and for any set of time moments 0 = t 0 < t 1 < · · · < t n ≤ T and any Borel set B ⊂ R n , the measure P (I t1,...,tn,B ) of the cylinder set I t1,...,tn,B of the form I t1,...,tn,B = ω ∈ Ω : (Y t1 (ω), . . . , Y tn (ω)) ∈ B is given by P (I t1,...,tn,B ) = B K n ( t, η)dη 1 · · · dη n where K n ( t, η) = (2π) . For more details, see [44, 45] . Note that when c = 0, a(t) ≡ 0 and b(t) = t on [0, T ], the GBMP reduces a standard Brownian motion (Wiener process).
We set c = a(0) = b(0) = 0. Then the function space C a,b [0, T ] induced by the GBMP Y determined by the a(·) and b(·) can be considered as the space of continuous sample paths of Y , see [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 24, 25] , and one can see that for each t ∈ [0, T ], e t (x) ∼ N a(t), b(t) , where e t : C a,b [0, T ] × [0, T ] → R is the coordinate evaluation map given by e t (x) = x(t) and N (m, σ 2 ) denotes the normal distribution with mean m and variance σ 2 . We are obliged to point out that a standard Brownian motion is stationary in time and is free of drift, whereas a GBMP is generally not stationary in time and is subject to a drift a(t).
In this paper, we thus first attempt to construct the paths space C . We next present several relevant examples of the paths space integral. As an application, we then establish the existence of the analytic paths space Feynman integral of bounded cylinder functionals F of the form
where ν is a complex Borel measure on R mn and (g, x(s)) ∼ denotes the PaleyWiener-Zygmund (PWZ) stochastic integral. In Section 2 below we present a more detailed survey of paths space and a motivation of the topic in this paper. 
T ] is a Brownian motion. Thus Wiener measure m w is a Gaussian measure on C 0 [0, T ] with mean zero and covariance function r(s, t) = min{s, t} in view of following illustration.
The Brownian motion (equivalently, Wiener process) on a probability space (Ω, Σ, P) and a time interval [0, T ] is a Gaussian process W ≡ {W t } t∈[0,T ] such that W 0 = 0 almost surely, and for any set of time moments 0 = t 0 < t 1 < · · · < t n ≤ T and any Borel set B ⊂ R n , the measure P(I t1,...,tn,B ) of the cylinder set I t1,...,tn,B of the form
is given by
is also a Brownian motion. Thus the Wiener space C 0 [0, T ] can be considered as the space of all sample paths of a Brownian motion. We observe that for any
where N (m, σ 2 ) denotes the normal distribution with mean m and variance σ 2 . Given the time moments 0 = t 0 < t 1 < · · · < t n ≤ T , define a function P (t1,...,tn) :
n by P (t1,...,tn) (x) = (x(t 1 ), . . . , x(t n )). Then the Wiener measure m w (I t1,...,tn,B ) of the cylinder set I t1,...,tn,B = {x ∈ C 0 [0, T ] : P (t1,...,tn) (x) ∈ B} with a Borel set B in R n is given by (2.1). Furthermore, the probability distribution m w • P 
with u 0 = 0. In fact, for any subset E of R n , E is Lebesgue measurable if and only if P −1 (t1,...,tn) (E) is Wiener measurable. For more details, see [10, 33] and references cited therein.
For each v ∈ L 2 [0, T ] and x ∈ C 0 [0, T ], we let v, x denote the Paley-WienerZygmund (PWZ) stochastic integral [34, 40, 41] . It is known that for each v ∈ L 2 [0, T ], the PWZ stochastic integral v, x exists for m w -a.s. x ∈ C 0 [0, T ] and it is a Gaussian random variable with mean 0 and variance v 2 2 . It is also known that for
The following Cameron-Martin space plays an important role in this paper. Let
is a real separable infinite dimensional Hilbert space with inner product
and equation (2.3) above can be rewritten as follows: for
Then the family of functions
Note that β t (s) = min{s, t}, the covariance function of the Brownian motion W discussed above. We also note that for each (
We will discuss the Wiener integral of three kinds of tame functions on C 0 [0, T ]. Given an n-tuple (t 1 , . . . , t n ) of time moments with 0 = t 0 < t 1 < · · · < t n ≤ T , let F : C 0 [0, T ] → C be a tame function given by
where f : R n → C is a Lebesgue measurable function. Then applying equation (2.2), it follows that (2.7)
, and α j , x = x(t j ) for each j ∈ {1, 2, . . . , n}.
Next we consider the second kind of tame function F on C 0 [0, T ] given by
For each j ∈ {1, 2, . . . , n}, let
Then X j 's form a set of independent Gaussian random variables such that X j ∼ N (0, t j − t j−1 ) for each j ∈ {1, 2, . . . , n}. Thus, by the change of variables theorem, it follows that (2.8)
Finally the third kind of tame function F we consider is given by
Then Y j 's form a set of i.i.d. Gaussian random variables. We note that for each j ∈ {1, 2, . . . , n}, Y j ∼ N (0, 1). Thus, by the change of variables theorem, it follows that
where ν G is the standard Gaussian measure on R n given by
In the last expression of (2.7), we consider the following transformation S :
Then it follows that v j = u j − u j−1 for all j ∈ {1, . . . , n} and
where J denotes the Jacobi symbol. In these setting, equation (2.7) can be rewritten by (2.11)
Next, in the last expression of (2.7), we consider the following transformation T : R n → R n given by (2.12)
Then it follows that w j = u j − u j−1 √ t j − t j−1 for each j ∈ {1, . . . , n} and
In these setting, equation (2.7) can also be rewritten by (2.13)
where ν G is the standard Gaussian measure given by (2.9).
Remark 2.1. One can see that the general Wiener integration theorem (1.1) for measurable functionals f on the Wiener paths space C 0 (B) is a natural extension of (2.13).
Preliminaries
In this section, we present the brief backgrounds which are needed in the following sections.
Let a(t) be an absolutely continuous real-valued function on [0, T ] with a(0) = 0 and a ′ (t) ∈ L 2 [0, T ], and let b(t) be a strictly increasing, continuously differentiable real-valued function with b(0) = 0 and b ′ (t) > 0 for each t ∈ [0, T ]. The GBMP Y determined by a(t) and b(t) is a Gaussian process with mean function a(t) and covariance function r(s, t) = min{b(s), b(t)}. For more details, see [16, 20, 22, 44, 45] . Applying [45, Theorem 14.2] , one can construct a probability measure We then complete this function space to obtain the complete probability measure space
Remark 3.1. The coordinate process e :
is also the GBMP determined by a(t) and b(t).
Since the space C a,b [0, T ] endowed with the uniform topology is separable, the Borel σ-field
. From this fact we see that 
is a separable Hilbert space with inner product defined by 
.
is also a separable Hilbert space. 
In this paper, in addition to the conditions put on a(t) above, we now add the condition
Then, the function a :
Under the condition (3.2), we observe that for each
∼ denote the PWZ stochastic integral [13, 25] . It is known that for each w ∈ C . It also follows that for
and that for
Thus the random variable (w, x)
∼ is normally distributed with
∼ equals the Riemann-Stieltjes integral
Note that for any s, t ∈ [1, 2], β t (s) = min{b(s), b(t)}, the covariance function associated with the generalized Brownian motion Y used in this paper. We also note that for each
Using the change of variable theorem, it follows the function space integration formula:
for every ρ > 0.
Motivation II Change of variables theorem on the function space
We shall discuss a change of variables theorem, such as (2.13), on the function
Given an n-tuple (t 1 , . . . , t n ) of time moments with 0 = t 0 < t
where f : R n → C is a Lebesgue measurable function. We consider the following transformation T : R n → R n given by
Then it follows that for each j ∈ {1, 2, . . . , n},
In this case, we see that
Using (2.1), (4.3) and (4.4), it follows that
where ν a; t G is the Gaussian measure on R n (with mean vector (a(t 1 ), a(t 2 ), ·, a(t n ))) given by
for B ∈ R n . In view of this observation we will construct a paths space associated with the GBMP determined by the continuous function a and b. [39] it follows that the class C gBm 0 is a real separable Banach space with the norm
The paths space
and the minimal σ-field making the mapping x → x(s) measurable is the Borel σ-field B(C ). We will introduce a concrete form of µ C gBm 0
. Let s = (s 1 , · · · , s n ) be given with 0 = s 0 < s 1 < · · · < s n ≤ T , and let
be the product measure on the can be extended uniquely to be a probability measure on the σ-field σ(I) generated by I. ). This measure space is called the space of GBMP paths (henceforth, GBMP paths space or paths space). Now, we introduce a paths space integration theorem on the paths space C gBm 0
. Theorem 5.6 (Paths Space Integration Theorem). Let s = (s 1 , · · · , s n ) be given with 0 = s 0 < s 1 < · · · < s n ≤ T and let F :
where * = means that if either side exists, both sides exist and equality holds.
Proof of the paths space integration theorem
In order to prove the paths space integration theorem, we need the following lemmas.
Lemma 6.1 ([27] ). Let T be a measurable transform from a measure space (X, S, µ) into a measurable space (Y, T ), and let g be an extended real valued measurable function on Y . Then
in the sense that if either integral exists, then both sides exist and they are equal. 
s (B) and hence P s (H s (x 1 , . . . , x n )) ∈ B. Thus, it follows that
Conversely, by the inverse image property of maps, it follows that for each B ∈ B(C Proof of Theorem 5.6. We may assume, without loss of generality, that F is a realvalued function. We first note that for any
Thus, by Lemma 6.7, F (x(s 1 ), . . . , x(s n )) is W(C 0 )-measurable, as a function of x. Next, using (5.4), (6.7), (5.5), (5.3), and (6.7) again, it follows that
This completes the proof of the theorem.
Examples
In this section we present interesting examples to which equation (5.6) can be applied. Our examples involves the PWZ stochastic integrals (w, x(s)) ∼ . Thus, in this section, we have to guarantee the existence of the PWZ stochastic integral (w, x(s))
∼ for x ∈ C gBm 0
. But, in view of Corollary 6.6, we obtain the following lemma. We now ready to present several examples to which equation (5.6) can be applied. . Then using this fact, (5.6) with n = 1, and (3.3) with x replaced with a, it follows that for each s ∈ (0, T ],
and
and let s 1 , s 2 ∈ (0, T ] with s 1 < s 2 . Then using (5.6) with n = 2, the Fubini theorem, (3.4), and (3.3), it follows that
In particular, taking s 1 , s 2 ∈ (0, T ] and t, t 1 , t 2 ∈ [0, T ], and using (3.6) and (3.5), we obtain that
and 
Example 7.5. Let s 1 , s 2 ∈ (0, T ] be given with s 1 < s 2 . Using (5.6) and the Fubini theorem, and applying (3.7), it follows that given any nonzero real number ρ and any functions w 1 and
By an induction argument, it follows that given any n-tuple s = (s 1 , . . . , s n ) with 0 = s 0 < s 1 < · · · < s n ≤ T and any set {w 1 , . . . , w n } of functions in
Analytic paths space Feynman integral
As an application of the paths space integral, we suggest an analytic paths space Feynman integral for functionals F on C is said to be scale-invariant measurable provided ρB is W(C)-measurable for all ρ > 0, and a scale-invariant measurable set N is said to be a scale-invariant null set provided µ C gBm 0 (ρN ) = 0 for all ρ > 0. A property that holds except on a scale-invariant null set is said to hold scale-invariant almost everywhere (s-a.e.). A functional F is said to be scale-invariant measurable provided F is defined on a scale-invariant measurable set and
Throughout this and next sections, for each λ ∈ C + , λ −1/2 is always chosen to have positive real part. Definition 8.1. Let F : C 0 → C be a scale-invariant measurable functional such that the paths space integral
exists as a finite number for all λ > 0. If there exists a function J * (λ) analytic in C + such that J * (λ) = J(λ) for all λ > 0, then J * (λ) is defined to be the analytic paths space integral of F over C gBm 0 with parameter λ, and for λ ∈ C + we write
Let q = 0 be a real number and let F be a functional such that
(x) exists for all λ ∈ C + . If the following limit exists, we call it the analytic paths space Feynman integral of F with parameter q and we write
where λ approaches −iq through values in C + .
Cylinder functionals in
where ψ is a complex-valued Borel measurable function on R k . It is easy to show that for given cylinder functional F of the form (8.2) there exists an orthonormal subset
where f is a complex Borel measurable function on R m . Thus we lose no generality in assuming that every cylinder functional on C a,b [0, T ] is of the form (8.3). Let
where ν is the Fourier transform of ν in M(R m ). Then F is a bounded cylinder functional since | ν( u)| ≤ ν < +∞. Let T Gm,s be the space of all functionals F on C gBm 0 having the form (8.5) . Note that F ∈ T Gm,s implies that F is scale-invariant measurable on C gBm 0 . We first show that the analytic paths space integral of the functional F given by equation (8.5) exists. Theorem 8.3. Let F ∈ T Gm,s be given by equation (8.5) . Then for each λ ∈ C + , the analytic paths space integral
(x) exists and is given by the formula (8.6)
Proof. By (8.5), (8.4), the Fubini theorem, (5.6) with n = 1, (3.7), and the fact that the set {g 1 , . . . , g m } is orthonormal in C ′ a,b [0, T ], we have that for all λ > 0,
Now let
for λ ∈ C + . Then J * (λ) = J(λ) for all λ > 0. We will use the Morera theorem to show that J * (λ) is analytic on C + . First, let
and Re(λ l ) = 0 for all l ∈ N. Thus we have that for each l ∈ N,
Since ν ∈ M(R m ), we see that 
is analytic on C + , and applying the Fubini theorem, it follows that
for all rectifiable simple closed curve △ lying C + . Thus by the Morera theorem, J * (λ) is analytic on C + . Therefore the analytic paths space integral
(x) exists and is given by equation (8.6).
The observation below will be very useful in the development of our results for the analytic paths space Feynman integral of functionals given by equation (8.5) .
If a(t) ≡ 0 on [0, T ], then for all F ∈ T Gm,s given by equation (8.5) , the analytic paths space Feynman integral
(x) will always exist for all real q = 0 and be given by the formula
However for a(t) as in Section 3, and proceeding formally using (8.6) and (8.1), we observe that
(x) will be given by equation (8.9) below if it exists.
But the integral on the right-hand side of (8.9) might not exist if the real part of
We emphasize that any functional F ∈ T Gm,s is bounded on C gBm 0 , because
However, there is a functional F in T Gm,s which is not analytic paths space Feynman integrable on C gBm 0
. In order to present an example of the functional F which is not analytic paths space Feynman integrable, we consider the class
where
Next we consider a measure α on R which is concentrated on the set of natural numbers N and is given by α({m}) = 1/m 2 for each m ∈ N. Then α is an element of M(R). Consider the functional F ∈ T G1,s given by
In this case, by equation (8.9) below, we have that for a positive real number q > 0,
Then, we have
< 0, then L > 1 and so, by the d'Alembert ratio test, we see that the series in the last expression of (8.7) diverges.
Consequently, in view of this example, we clearly need to impose additional restrictions on the functionals in T Gm,s to establish the existence of the analytic Feynman integral on C 
Proof. Let {λ l } ∞ l=1 be a sequence of complex numbers such that λ l → −iq through C + and for each l ∈ N, let
)| for every l ∈ N and there exists a sufficiently large k ∈ N such that |Im(λ
Thus, using the Cauchy-Schwartz inequality, it follows that for each l ≥ k,
|v j | and so, by condition (8.8),
Also, by condition (8.8), we have
Thus by the dominated convergence theorem, it follows equation (8.9). ν((g 1 , x(s 1 )) ∼
, where ν is an element of M(R mn ), the class of all complex-valued Borel measures on R mn with finite total variation, and ν denotes the FourierStieltjes transform of ν given by
Also, for a positive real number q 0 , we define a subclass T endequation But, using (8.12), the first and the second triple summations in the last expression of (8.13) can be rewritten by Next, let J * (λ) be given by the last expression of (8.16) for each λ ∈ C + . Then using the techniques similar to those used in the proof of Theorem 8.3, we can show that J * (λ) = J(λ) for all λ > 0 and J * (λ) is analytic on C + . This completes the proof.
Our next theorem follows quite readily from the techniques developed in the proof of Theorem 8.4. 
