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RE´SUME´
L’identification des bruits pulmonaires normaux et anormaux est une ope´ration impor-
tante pour le diagnostic me´dical des poumons. De nos jours, le ste´thoscope est l’outil le plus
utilise´ pour l’auscultation pulmonaire ; il permet aux spe´cialistes d’e´couter les sons respira-
toires du patient pour un usage comple´mentaire. En de´pit de ses avantages, l’interpre´tation
des sons fournis par le ste´thoscope repose sur la perception auditive et l’expertise du me´decin.
L’asthme est une maladie respiratoire caracte´rise´ par la pre´sence d’un son musical (sibilant)
superpose´ aux sons respiratoires normaux.
Dans la premie`re e´tape du projet, nous proposons une e´tude comparative des techniques
de classification les plus pertinentes : le k-plus proches voisins (k-NN), la machine a` vecteurs
de support (SVM) et le perceptron multicouche (MLP). Nous utilisons pour l’extraction des
caracte´ristiques des sons respiratoires : les coefficients cepstraux a` l’e´chelle de Mel (MFCC)
et la transforme´e par paquets d’ondelettes (WPT). Des e´tapes de pre´traitement ont e´te´ ap-
plique´es aux signaux respiratoires qui ont e´te´ e´chantillonne´s a` la fre´quence de 6000 Hz et
segmente´s en utilisant des feneˆtres de Hamming de 1024 e´chantillons.
Dans la deuxie`me e´tape, nous proposons d’imple´menter sur le circuit de re´seau de
portes logiques programmables (FPGA) un de´tecteur automatique des sibilants permettant
aux spe´cialistes de disposer d’une source d’information fiable qui peut les aider a` e´tablir un
diagnostic pertinent de la maladie d’asthme. L’architecture mate´rielle propose´e, base´e sur
la combinaison MFCC-SVM, a e´te´ imple´mente´e en utilisant l’outil de programmation haut-
niveau ge´ne´rateur syste`me de XILINX (XSG) et le kit de de´veloppement ML605 construit
autour du circuit FPGA Virtex-6 XC6VLX240T. La phase d’apprentissage du classificateur
SVM est faite sur le logiciel MATLAB alors que la phase de test est re´alise´e avec XSG.
Les re´sultats de classification des sons respiratoires fournis par l’outil XSG sont simi-
laires a` ceux produits par le logiciel MATLAB. Concernant l’e´tude comparative de techniques
de classifications, la combinaison MFCC-MLP a pre´sente´ le meilleur re´sultat de classifica-
tion avec un taux de reconnaissance de 86.2 %. L’e´valuation des diffe´rentes combinaisons est
re´alise´e avec les parame`tres de spe´cificite´ et de sensitivite´ issues de la matrice de confusion.
Mots cle´s : Sons respiratoires, MFCC, SVM, XSG, Classifications, Sibilants, FPGA,
k-NN, MLP, WPT.
xii
ABSTRACT
Identification of normal and abnormal lung sounds is an important operation for pul-
monary medical diagnosis. Nowadays, stethoscope is the most used tool for pulmonary aus-
cultation ; it allows experts to hear the patient’s respiratory sounds for complementary use.
Despite its advantages, the interpretation of sounds provided by the stethoscope is based on
the sense of hearing and the expertise of the doctor. Asthma is a respiratory disease charac-
terized by the presence of a musical sound (wheezing) superimposed on normal respiratory
sounds.
First, we propose a comparative study between the most relevant classification tech-
niques : k-Nearest Neighbor (k-NN), the Support Vector Machine (SVM) and the Multi-layer
perceptron (MLP). The feature extraction techniques used are : Mel-Frequency Cepstrum Co-
efficients (MFCC) and the Wavelet Packet Transform (WPT). Preprocessing steps have been
applied to the respiratory sounds that have been sampled at 6000 Hz and segmented using
Hamming window of 1024 samples.
In a second step, we propose to implement on the FPGA (Field Programmable Gate
Array) circuit an automatic wheezes detector, allowing specialists to have a reliable source
of information, which can help them to establish an accurate diagnosis of the asthma disease.
The proposed hardware architecture, based on MFCC-SVM combination, was implemented
using the high-level programming tool XSG (Xilinx System Generator) and the ML605 deve-
lopment kit build around the Virtex-6 XC6VLX240T FPGA chip. The learning phase of the
SVM classifier is made on the MATLAB software while the test phase is carried out using
XSG.
Classification results of the respiratory sounds provided by XSG are similar to those
produced by the MATLAB software. Regarding the comparative study of the classification
techniques, the combination MFCC-MLP presented the best classification result with a re-
cognition rate of 86.2 %. The evaluation of different combinations is carried out with the
specificity and sensitivity parameters, which present the outcome of confusion matrix.
Keywords : Respiratory sounds, MFCC, SVM, XSG, Classifiers, Wheezing, FPGA,
k-NN, MLP, WPT.
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INTRODUCTION GE´NE´RALE
0.1 E´tat de l’art
Les maladies respiratoires sont parmi les causes les plus fre´quentes de morbidite´ et de
mortalite´ a` travers le monde (Billionnet, 2012). D’apre`s les estimations de l’OMS (Organi-
sation Mondiale de Sante´), il y a plus 235 millions d’asthmatiques dans le monde (Boulet
et al., 2014). Cette maladie chronique se manifeste par des crises se´ve`res accompagne´es de
sensations de suffocation, d’essouﬄement et peut engendrer dans certains cas une perte de
controˆle. Ainsi, des travaux de recherche ont e´te´ consacre´s afin d’ame´liorer le diagnostic et la
surveillance de cette maladie par le de´veloppement des techniques de l’auscultation pulmo-
naire.
Au cours des dernie`res anne´es, les techniques de traitement de signal ont e´volue´ de
fac¸on tre`s rapide, que ce soit dans les domaines de reconnaissance de la parole, de la re-
connaissance de formes ou dans le domaine biome´dical comme l’analyse des sons respira-
toires et de l’e´lectrocardiographie (ECG). La combinaison entre l’auscultation pulmonaire,
les techniques de communication re´centes et les outils avance´es pour le traitement du signal
fournissent aux me´decins une source d’information supple´mentaire a` celle du ste´thoscope
traditionnel.
De nombreuses me´thodes ont e´te´ utilise´es par les chercheurs au cours des trois dernie`res
de´cennies pour traiter les sons respiratoires afin d’identifier les sons pathologiques (Shaha-
rum et al., 2012). Nous pouvons citer quelques combinaisons de techniques d’extraction de
caracte´ristiques et de classificateurs qui ont e´te´ documente´es dans la litte´rature : les coeffi-
cients cepstraux a` l’echelle de Mel (MFCC) combine´s avec la machine a` vecteurs de support
(SVM), le k-plus proches voisins (k-NN) (Palaniappan et al., 2014) et le mode`le de me´lange
de gaussiennes (GMM) (Bahoura and Pelletier, 2004). La transforme´e par paquets d’on-
2delettes (WPT) a e´te´ utilise´e avec le re´seau de neurones artificiels (ANN) (Kandaswamy
et al., 2004; Bahoura, 2009), ainsi que d’autres combinaisons ont e´te´ pre´sente´es dans la
litte´rature (Bahoura, 2009; Palaniappan et al., 2013). Parmi ces techniques, la combinaison
MFCC-SVM a e´te´ applique´e pour de´tecter les sibilants chez les patients asthmatiques ; elle a
de´montre´ une pre´cision supe´rieure a` 95 % (Mazic et al., 2015).
Le de´veloppement d’outils de reconnaissance ou de classification des sons respiratoires
conduit a` des techniques de traitement de plus en plus complexes. Le fonctionnement en
temps-re´el de ces algorithmes ne´cessite une imple´mentation mate´rielle sur circuits program-
mables de types DSP (Digital Signal Processor) ou FPGA (Field Programmable Gate Array).
Malgre´ que plusieurs achitectures mate´rielles a e´te´ propose´es dans la litte´rature pour les al-
gorithmes de reconnaissance/classification (Wang et al., 2002; Amudha and Venkataramani,
2009; EhKan et al., 2011; Mahmoodi et al., 2011; Manikandan and Venkataramani, 2011;
Ramos-Lara et al., 2013; Pan and Lan, 2014), nous trouvons un seul syste`me a` base de circuit
DSP (Alsmadi and Kahya, 2008) a e´te´ propose´ pour la classification des sons pulmonaire et
deux autres a` base de circuit FPGA pour la caracte´risation (Bahoura and Ezzaidi, 2013) et la
de´tection des sibilants (Lin and Yen, 2014).
0.2 Nomenclature et classification des sons respiratoires
Les sons respiratoires sont divise´s en deux classes : sons respiratoires normaux et sons
respiratoires pathologiques. Les sons respiratoires anormaux (adventices) sont re´partis en
deux sous-classes de sons : continus et discontinus.
0.2.1 Sons respiratoires normaux
Deux sons respiratoires symbolisent le passage normal de l’air ambiant inspire´ a` travers
le conduit respiratoire : les sons trache´o-bronchiques, entendus dans la trache´e du larynx ou
3sur les grandes voies ae´riennes, et les sons ve´siculaires, obtenus sur la surface thorique (Pel-
letier, 2006). Le premier son respiratoire normal est un son raˆpeux de grande intensite´ et
continu, entendu a` la fois lors de l’inspiration et de l’expiration, le second son respiratoire nor-
mal est un murmure continu, moelleux et de faible intensite´, entendu durant toute l’inspiration
et seulement au de´but de l’expiration (Laennec, 1819). La figure 0.1 est une repre´sentation
du son respiratoire normal dans le domaine temps et sous forme de spectrogramme.
Figure 0.1: Repre´sentation dans le domaine temps (haut) et sous forme de spectrogramme
(bas) d’un son respiratoire normal.
0.2.2 Sons respiratoires adventices (pathologiques)
Les sons respiratoires adventices (pathologiques) sont des sons surajoute´s aux sons
respiratoires normaux qui marquent un dysfonctionnement du syste`me respiratoire ou des
inflammations. Ils sont subdivise´s en deux classes selon leurs formes d’ondes : sons patholo-
giques continus et sons pathologiques discontinus. Nous nous inte´ressons dans ce projet a` la
classe des sons respiratoires pathologiques continus qui contient les sibilants et les ronchus. Il
4s’agit de sons a` caracte`re musical, ge´ne´ralement de forte amplitude, produits lors d’une obs-
truction se´ve`re provoquant des contacts entre les parois bronchiques. Selon CORSA (Com-
puterized Respiratory Sound Analysis), la dure´e de ces sons est supe´rieure a` 250 ms. Ils ont
une plage de fre´quence variable, la fre´quence dominante du sibilant est supe´rieure a` 400 Hz
alors que celle du ronchus ne de´passe pas 200 Hz (Pelletier, 2006).
La figure 0.2 est une repre´sentation dans le domaine temps et sous forme de spectro-
gramme de sons adventices continus (sibilants, ronchus).
Figure 0.2: Repre´sentation dans le domaine temps et sous forme de spectrogramme de sons
respiratoires adventices continus : a) sibilant et b) ronchus.
0.3 Proble´matique de recherche
En de´pit de ses avantages, l’analyse automatique des sons respiratoires n’a pas encore
e´volue´ pour atteindre a` son utilisation clinique. La complexite´ des sons respiratoires, la di-
5versification des syste`mes d’acquisition (sites de prise de son, type de capteur, fre´quences
de filtrage, etc.), et l’absence ou la non disponiblite´ de base de donne´es de re´ference rend
difficile la comparaison entre les me´thodes propose´es par les diffe´rents chercheurs.
D’autre part, l’imple´mentation mate´rielle des techniques de reconnaissance/classification
de sons respiratoires en vue d’un traitement temps-re´el constitue encore un grand de´fit pour
les chercheurs. La transcription des codes de´veloppe´s sous MATLAB en une architecture
imple´mentable sur un circuit FPGA ne´cessite ge´ne´ralement un re´ame´nagement (re´adaptation)
de ces codes.
La proble´matique du recherche consiste a` concevoir un outil d’identification en temps-
re´el des sibilants dans les sons respiratoires des patients asthmatiques. Ce syste`me peut aussi
servir comme un instrument a` usage domestique pour aider a` l’e´valuation et le suivi de l’e´tat
des patients a` moindres frais.
0.4 Objectifs
Ce projet de recherche a deux principaux objectifs :
1. E´laborer une e´tude comparative des techniques de reconnaissance/classification les plus
utilise´es pour la classification des sons respiratoires, afin d’identifier la me´thode la
mieux adapte´e a` la de´tection des sibliants.
2. Concevoir un syste`me de classification capable de discriminer en temps-re´el les sibilants
des sons respiratoires normaux.
0.5 Hypothe`ses
Pour atteindre les deux objectifs, notre de´marche se base sur les hypothe`ses suivants :
61. Parmi les techniques de reconnaissance/classification, il faut se limiter a` celles qui ont
fait leur preuve dans le domaine de la reconnaissance automatique de la parole. En fait,
les sons respiratoires ressemblent a` un certain niveau aux signaux de parole.
2. Comme solution mate´rielle, choisir les circuits FPGA qui combinent les performances
(paralle`lisme) des circuits ASIC (Application Specific Integrated Circuit) et la flexibilite´
de programmation des circuits DSP (Digital Signal Processor).
0.6 Me´thodologie
Afin d’atteindre les objectifs de cette recherche, nous utilisons des syste`mes de classi-
fication approprie´s pour l’e´tudes des sons respiratoires. Ces syste`mes fonctionnent en deux
phases : phase d’apprentissage et phase de test, comme le montre la figure 0.3. A` partir d’une
base de donne´es contenant des sons respiratoires normaux et pathologiques et en utilisant une
technique d’extraction des caracte´ristiques, chaque segment temporel des signaux a` analyser
sera repre´sente´ par quelques parame`tres dans l’espace des caracte´ristiques. Pendant la phase
d’apprentissage, ces donne´es permettent d’obtenir un mode`le pour chaque classe de sons.
Lors de la phase de test et apre`s extraction du vecteur de caracte´ristique du segment de test,
le classificateur prend la de´cision d’appartenance en se basant sur la ressemblance entre le
mode`le de la classe e´tabli au cours de l’apprentissage et le vecteur caracte´ristique du segment
teste´.
0.6.1 E´tude des diffe´rentes me´thodes d’identification des sibilants
L’extraction des caracte´ristiques d’un signal est un processus qui permet de re´duire la
dimension du signal tout en capturant l’information pertinente. Il peut eˆtre conside´re´ comme
7Figure 0.3: Principe de classification des sons respiratoires.
une projection dans l’espace de donne´es :
ϕ : RN → RK (N >> K) (0.1)
ou` N et K repre´sentent respectivement les dimensions de l’espace de donne´es avant et apre´s
l’extraction des caracte´ristiques. Cette transformation se base sur deux e´tapes. D’abord, le
signal est divise´ en segments temporels contenant un nombre d’e´chantillons correspondant
a` largeur du feneˆtre choisie pour le traitement du son. Ensuite, en appliquant la technique
d’extraction des caracte´ristiques, chaque segment temporel sera caracte´rise´ par un vecteur de
caracte´ristiques contenant l’information essentielle du signal.
Dans ce projet de recherche, nous proposons d’utiliser deux techniques pour l’extrac-
tion des caracte´ristiques :
— Coefficients cepstraux a` l’e´chelle de Mel (MFCC) ;
8— Transforme´e par paquets d’ondelettes (WPT).
Pour la phase de calssification, nous faisons appel aux techniques lie´es a` la proble´matique
de la reconnaissance des sons respiratoires. Parmi les algorithmes de classification les plus
pertinents, nous proposons de tester :
— Perceptron multicouche (MLP) ;
— Machine a` vecteurs de support (SVM) ;
— k-plus proches voisins (k-NN).
0.6.2 Imple´mentation mate`rielle d’un de´tecteur de sibilants
Les circuits FPGA se programment a` la base, a` l’aide d’un langage HDL (hardware
description language), tels que VHDL ou Verilog. Cepeandant, il existe des langages de pro-
grammation de haut-niveau d’abstraction qui permettent de sauver beaucoup de temps dans
la phase de de´veloppement. Dans ce projet, nous avons choisi d’utiliser l’outil de program-
mation XSG (Xilinx System Generator) qui nous permet de tirer profil de l’environement
de simulation de MATLAB/SIMULINK. L’outil XSG dispose d’une librairie SIMULINK
mode´lisant, au bit et au cycle pre`s, les fonctions arithme´tiques et logiques, les me´moires et
des fonctions de traitement de signal. Il inclut aussi un ge´ne´rateur de code HDL automatique
pour les circuits FPGA de XILINX.
L’architecture mate´rielle propose´e est une combinaison de la technique d’extraction
des caracte´ristiques par MFCC et de la technique de classification par SVM. Elle se base sur
les architectures mate´rielles propose´es pour le calcul des coefficients MFCC (Bahoura and
Ezzaidi, 2013) et l’utilisation de la machine SVM (Mahmoodi et al., 2011).
90.7 Contributions
La premie`re contribution de ce me´moire est l’e´tude compartive de plusieurs me´thodes
de classification des sons respiratoires en optimisant les parame`tres de chaque technique. Les
re´sultats (Article 1) seront soumis au moins a` une confe´rence.
La seconde contribution est l’architecture mate´rielle MFCC-SVM, imple´mente´e sur cir-
cuit FPGA. Une description de´taille´e (Article 2) sera tre`s prochainement soumise a` un journal
spe´cialise´. Une version abre´ge´e de son fonctionnement a e´te´ publie´e dans la 2e confe´rence
ATSIP :
— O. Boujelben and M. Bahoura, ”FPGA implementation of an automatic wheezes detector
based on MFCC and SVM,” 2016 2nd International Conference on Advanced Technolo-
gies for Signal and Image Processing (ATSIP), Monastir, 2016, pp. 647-650.
Ce syste`me peut mener a` un instrument embarque´ de te´le´-surveillance de la fonction
respiratoire chez les malades asthmatiques, permettant ainsi l’e´valuation et le suivi de l’e´tat
des patients en temps-re´el.
0.8 Organisation du me´moire
Ce me´moire en format d’articles comprend trois chapitres. Le premier chapitre pre´sente
une e´tude comparative des me´thodes de classification des sons respiratoires en utilisant diffe´rentes
combinaisons. Le deuxie`me chapitre concerne l’imple´mentation mate´rielle sur circuit FPGA
d’un syste`me de de´tection des sibilants base´ sur la combinaison MFCC-SVM. Le dernier
chapitre pre´sente la conclusion ge´ne´rale ainsi que les perspectives de recherche.
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ARTICLE 1
COMPARATIVE STUDY OF RESPIRATORY SOUNDS CLASSIFICATION USING
DIFFERENT LEARNING MACHINES
1.1 Re´sume´ en franc¸ais du premier article
Les machines a` apprentissage sont des outils performants de classification des formes,
particulie`rement dans le domaine de traitement de signal. Dans ce premier article, nous nous
inte´ressons a` l’e´tude et a` la comparaison de plusieurs machines a` apprentissage. Ces machines
sont obtenues par des combinaisons de me´thodes de caracte´risation et de classification afin
de reconnaıˆtre les sibilants dans les sons respiratoires.
Pour extraire les caracte´ristiques des sons respiratoires, nous proposons d’utiliser les
coefficients cepstraux a` l’e´chelle de Mel (MFCC) et la transforme´e par paquets d’ondelettes
(WPT). Nous utilisons la machine a` vecteurs de support (SVM), les k-plus proches voisins
(k-NN) et le perceptron multicouche (MLP) comme classificateurs. Les re´sultats des tests
re´ve`lent que le meilleur taux de reconnaissance de 86.2 % est obtenu par la combinaison
MFCC-MLP.
Ce premier article, intitule´ “E´tude comparative de la classification des sons respira-
toires utilisant diffe´rentes machines a` apprentissage”, fut core´dige´ par moi-meˆme ainsi que
par le professeur Mohammed Bahoura. En tant que premier auteur, ma contribution a` ce
travail fut l’essentiel de la recherche sur l’e´tat de l’art, le de´veloppement de la me´thode,
l’exe´cution des tests de performance et la re´daction de l’article. Le professeur Mohammed
Bahoura, second auteur, a fourni l’ide´e originale. Il a aide´ a` la recherche sur l’e´tat de l’art, au
de´veloppement de la me´thode ainsi qu’a` la re´vision de l’article.
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1.2 Abstract
A comparative study of different learning machines to classify respiratory sounds in two
categories (normal and wheezing) is presented. The lung sounds are described by two fea-
ture extraction techniques: Mel-frequency cepstral coefficients (MFCC) and wavelet packet
transform (WPT). As classifier, we use the k-nearest neighbor (k-NN), support vector ma-
chine (SVM) and multi-layer perceptron (MLP). In order to evaluate the performance of
these combinations, we use a database composed of 24 respiratory sounds records: 12 are
obtained from normal subjects and 12 records are obtained from asthmatic subjects. The test
results reveal that the highest recognition rate is obtained by the combination MLP-MFCC
with an accuracy of 86.2 %.
Key words: Respiratory Sounds, Classification, WPT, MFCC, Learning machine, k-
NN, MLP.
1.3 Introduction
Pulmonary auscultation is an inexpensive and noninvasive medical examination tech-
nique that allows physicians to diagnose various respiratory disorders. The acoustic stetho-
scope has been proposed in 1816 to listen to lung and heart sounds, where the first attempt
was realized by Dr. Rene´ Laennec who formed a notebook roller and apply one end on the
patient’s chest (Pasterkamp et al., 1997).
Lung sounds are divided into normal and adventitious classes. Adventitious (or patho-
logical) respiratory sounds are even divided into continuous and discontinuous. Normal
sounds present normal progression of the ambient air breathed across the respiratory tract.
Pathological respiratory sounds are added to the normal lung sounds, they usually mark a
dysfunction of the respiratory system or inflammation. These different respiratory sounds
are classified according to their temporel and spectral characteristics. As shown in Fig. 1.1,
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normal sounds are characterized by a dominant frequency ranging from 37.5 Hz to 1000 Hz
(Palaniappan et al., 2014). Wheezing sounds belong with continuous adventitious respira-
tory sounds, their duration is more than 250 ms and their frequency range is greater than 400
Hz (Sovijarvi et al., 2000). These sounds with musical character usually have high amplitude.
Figure 1.1: Normal (a) and wheezing (b) respiratory sounds and their associated spectrograms
(c) and (d), respectively.
Nowadays, researchers emphasize a great importance to classify respiratory sounds us-
ing new signal processing techniques. In fact, some scientists consider that the stethoscope is
an unreliable acoustic instrument, because it can amplify or attenuate sounds in the spectrum
range of scientific concern (Pasterkamp et al., 1997). Moreover, pulmonary auscultation is a
subjective process, it is based on the physician’s expertise, personal experience as well as on
his own hearing to distinguish the variety of sounds.
In pattern recognition field, the machine learning algorithms are widely used to clas-
sify different patterns database. Different feature extraction techniques and classifiers are
used in the literature. Linear predictive coding (LPC) (Sankur et al., 1994), Fourier trans-
form (FT) (Bahoura, 2009; Tocchetto et al., 2014), wavelet transform (WT) (Bahoura, 2009;
Tocchetto et al., 2014), and Mel-frequency cepstral coefficients (MFCC) (Mazic et al., 2015;
Palaniappan et al., 2014) techniques have been used for wheezing feature extraction, whereas
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k-nearest neighbor (k-NN) (Chen et al., 2015; Palaniappan et al., 2014), artificial neural net-
works (ANN) (Bahoura, 2009; Tocchetto et al., 2014) and gaussian mixture models (GMM) (Pel-
letier, 2006) have been used for respiratory sounds classification.
In this paper, we use two features extraction techniques: Mel-frequency cepstral coef-
ficients (MFCC) and the technique wavelet packet transform (WPT) using statistical features
for classification. As classifier, we use the k-nearest neighbor (k-NN), support vector ma-
chine (SVM) and multi-layer perceptron (MLP). Finally, we propose a comparative study of
different combinations of feature extraction techniques and machine learning classifiers.
1.4 Feature extraction
The feature extraction technique allows the selection of essential characteristic infor-
mation from the analysed sound, which also reduces its vectors’ dimension. In this research,
we use two feature extraction techniques to characterize respiratory sounds: Mel-frequency
cepstral coefficients (MFCC) and the wavelet packet transform (WPT) using statistical fea-
tures.
1.4.1 Mel-Frequency Cepstral Coefficients (MFCC)
Mel-frequency cepstral coefficients (MFCC) present the cepstral coefficients across the
Mel-scale. This feature extraction tool is extensively used in audio pattern recognition sys-
tems. The first step to obtain the MFCC coefficients is to segment the input signal s(n) into
successive frames of N samples using the following equation:
si(n) = s(n)wi(n) (1.1)
where wi is a window function, i is the frame index, and n is the time index within the frame.
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Figure 1.2: Block diagram for Mel-frequency cepstral coefficient (MFCC) feature extraction.
As shown in Fig. 1.2, the short-time Fourier transform (STFT) of the segmented signal
si(n) is calculated, then the energy spectrum |S i(k)|2 is computed. The energy spectrum is
filtered by a Mel-scaled triangular band-pass filters. The Mel-scale can be approximated to
the following equation:
Mel( f ) = 2595 log10(1 +
f
700
) (1.2)
A logarithm function is applied to the filter outputs Ei(l) in order to compress their
dynamic range. The output of the logarithmic function ei(l) is defined by Eq. 1.3.
ei(l) = log(Ei(l)) (1.3)
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The obtained MFCC coefficients are obtained by back-transformation in time domaine
using discrete cosine transform (DCT)
ci(n) =
P∑
l=1
ei(l)cos(n(l − 0.5)pi/P) (1.4)
where (n = 0, 1, ...,M − 1) is the index of the cepstral coefficient, M is the number of desired
MFCC coefficients and l present the index of the triangular band-pass filter (1 ≤ l ≤ P). In
this research we use 14 triangular band-pass filter (P = 14). Since the coefficients ci(0) and
ci(1) are often ignored because they represents the mean value of the input signal (Bahoura
and Ezzaidi, 2013), the feature extraction vector is composed by 12 coefficients.
For a given frame m, the feature vector constructed from the MFCC coefficients (Eq. 1.4) is
given by:
xm = [c(2), c(3), ..., c(13)]T (1.5)
1.4.2 Wavelet Packet Transform (WPT)
The wavelet transform (WT) is widely used in signal analysis, because it provides a
simultaneous time and frequency representation of signals. This decomposition conserves
the important characteristics of signal (Tocchetto et al., 2014). The wavelet packet trans-
form (WPT) provides a multichannel filtering analysis, where the number of filters and their
frequency-bands depends on the level tree (Bahoura, 2009). It can be seen as an extension of
the wavelet transform (WT). Fig. 1.3 presents a 2-level WPT decomposition tree for a signal
x(n) of length N.
The wavelet packet coefficients are defined by wik(n), where i is the level of decompo-
sition, k represents the frequency subband index and n = 0, ..., N2i − 1 is the time index. The
wavelet packet coefficients for even and odd subband k are given by equations (1.6) and (1.7),
respectively.
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Figure 1.3: Wavelet Packet Transform for a 2-level decomposition tree.
wi+12p (n) =
∑
m
h(m − 2n)wip(m) (1.6)
wi+12p+1(n) =
∑
m
g(m − 2n)wip(m) (1.7)
where p = 0, ..., 2i−1 represents the subband of level i, h and g are the low-pass and high-pass
filters, respectively.
In this study, the respiratory signals is uniformly divided into overlapped (50 %) seg-
ments, 1024 samples each. For each segment, the signal will be decomposed down to the
sixth level (i = 6) of the wavelet packet decomposition tree, which leads to 64 packets. For a
sampling frequency of 6000 Hz, the bandwidth of each node of the wavelet packet decompo-
sition tree is 46.875 Hz. Since the lung sounds frequency spectrum ranges from 50 to 1000
Hz (Kandaswamy et al., 2004), we select for the feature extraction vector from the 2nd node
to the 22th node of the wavelet decomposition, which correspond to the band 46.875-1031.25
Hz.
Different feature extraction functions have been proposed to reduce the dimensional-
ity of the transformed signal as mean, standard deviation (Tocchetto et al., 2014) and vari-
ance (Gabbanini et al., 2004). In this study, the three statistical functions are tested and the
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variance function is chosen as feature extraction technique. In this research, we propose to
use the variance feature extraction function based on the wavelet packet transform from the
2nd node to the 22th node so that the feature extraction vector is composed by 21 coefficients
(M = 21).
For a given frame m the feature extraction vector is defined by:
xm = [var(2), var(3), ..., var(22)]T (1.8)
1.5 Learning Machines
The learning machine belongs with the field of artificial intelligence (AI), it gives com-
puters the possibility to elaborate analytical model without being explicitly programmed.
This model can automatically learn to perform and change according to new data. Differ-
ent classifiers were proposed in the literature for respiratory sounds classification: support
vector machine (SVM) (Mazic et al., 2015; Palaniappan et al., 2014), k-nearest neighbor (k-
NN) (Chen et al., 2015; Palaniappan et al., 2014), artificial neural networks (ANN) (Bahoura,
2009; Tocchetto et al., 2014) and gaussian mixture models (GMM) (Pelletier, 2006). In this
research, we propose the use of three types of learning machine: k-nearest neighbor (k-NN),
support vector machine (SVM) and the multi-layer perceptron (MLP).
1.5.1 k-Nearest Neighbor (k-NN)
The k-nearest neighbor (k-NN) is a supervised learning machine that allows to map
a new observation x from the D-dimensional feature vectors space to its desired class from
[w1, ...,wK], where K is the number of classes (Kozak et al., 2006). The classification problem
in a supervised classifier is defined by a labeled training set of n observations as described in
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Eq. 1.9:
On = {(x1,w1), (x2,w2), ..., (xn,wn)} (1.9)
where xi are the feature vectors and wi the associated scalar labels. For a given query instance
x, the k-NN algorithm place a cell volume V around x to captures k prototypes. We denote
by k j the number of samples labeled w j captured by the cell, so the captured k prototypes can
be defined by the following equation:
k =
K∑
j=1
k j (1.10)
The joint probability can be calculated as (Bahoura and Simard, 2012) :
pn(x,w j) =
k j/V
k
(1.11)
The Eq. 1.11 is used to provide a reasonable estimate of the posterior probability
pn(w j|x) = pn(x,w j)∑K
j=1 pn(x,w j)
=
k j
k
(1.12)
To estimate the class w for a new feature vector x, the k-NN uses the majority of vote
among the k j objects neighboring the new data:
w = arg max
1≤ j≤K
{k j} (1.13)
In this study, the analyzed respiratory sound is segmented uniformly to M overlapped
frames so that the corresponding feature vectors sequence X = [x1, x2, ..., xM] is predicted
into the class w by the following equation:
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w = arg max
1≤ j≤K
{k¯ j} (1.14)
where the mean values k¯ j are computed over the M frames.
k¯ j =
1
M
M∑
i=1
ki, j (1.15)
In this research, the classification of unknown sound is made segment-by-segment
(M = 1).
1.5.2 Support Vector Machine (SVM)
Since the 1900s, the support vector machine (SVM) technique is used to solve classifi-
cation and regression problems (Vapnik, 1998). This learning algorithm is adopted for both
binary and multiclass data. The SVM technique separates new data based on a predicted
model which is generated during the training phase. Consider SVM for binary classification,
a labeled training set of n observations as mentioned in Eq. 1.16:
On = {(x1, y1), (x2, y2), ..., (xn, yn)} (1.16)
where xi are the feature vectors and yi ∈ {1,−1} the associated scalar labels. The SVM
classifier computes an hyperplane that separates the training data in two sets corresponding
to the desired classes. The optimal hyperplane is defined such that: all points labeled -1 are
on one side of the hyperplane and all points labeled 1 are on the other side and the distance
of the nearest vector of the hyperplane (both classes) is maximum.
This classifier is called support vector machine since the solution only depends on the
support vectors. As shown in Fig. 1.4, the instances of the training data the most closest
to canonical hyperplanes (H1, H2) are called support vectors (Ertekin, 2009). Where the
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Figure 1.4: Optimal separating hyperplane and support vectors.
parameters w is the normal vector to the hyperplane, b is the bias, || w || is the euclidean norm
of w and ξ is slack variables representing the data that fall into the margin (Mahmoodi et al.,
2011).
The maximum margin separating hyperplane can be constructed by solving the primal
optimization problem in Eq. 1.17 introduced by (Vapnik, 1998).
Minimize {τ(w, ξ)} = 1
2
|| w ||22 +C
n∑
i=1
ξi (1.17)
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subject to :
yi(wT xi + b) > 1 − ξi
ξi > 0
(1.18)
where w is a n-dimensional vector, ξi is a measure of distance between the misclassified point
and the hyperplane and C the misclassification penalty parameter dealing between maxi-
mization the margin and minimization the error. The first term is minimized to control the
margin, the aim of the second term is to keep under control the number of misclassified
points (Chapelle, 2004).
To classify an unknown data x, the decision for the linear SVM classifier is presented
by Eq. 1.19.
d(x) = sign(wT x + b) (1.19)
To determinate the parameters w and b, we should first resolve the following dual La-
grange problem. Note that the penalty function related to the slack variables is linear, which
disappears in the transformation into the dual formulation (Ertekin, 2009).
Maximize {Ld(α)} =
n∑
i=1
αi − 12
n∑
j,i=1
αiα jyiy jxTi x j (1.20)
subject to :
0 ≤ αi ≤ C
n∑
i=1
αiyi = 0
(1.21)
where αi are Lagrange multipliers, n is the number of samples. The Lagrange multipliers
αi are calculated by resolving the Lagrange equation 1.20. The parameters w and b can be
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determined using Eqs. 1.22 and 1.23 respectively:
w =
S∑
i=1
αiyixi (1.22)
b = yi − wT xi (1.23)
where xi represents the support vectors parameter with i = 1, ..., S and S is the number of
the support vectors. The number of the support vectors S presents the number of the training
instance that satisfy the primal optimization problem given by Eq.1.17. Geometrically, the
support vectors parameter are the closest to the optimal hyperplane H1 and H2 as shown in
Fig. 1.4.
The SVM technique is a kernel-based learning algorithm. In fact, the use of kernel
facilitates the classification of complex data since the concept is based on the research of the
similarity between linear and non-linear data according to linear separated data.
Figure 1.5: Kernel transform for two classes (Mahmoodi et al., 2011).
As shown in Fig. 1.5, the SVM technique uses kernel to maps input vectors into a richer
feature space containing non linear features and constructs the proper hyperplane for data
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separation. In this case the vector x is transformed into ϕ(x) and the kernel function is defined
by the following inner product:
k(xi, x) = ϕ(xi)T × ϕ(x) (1.24)
The decision function in the case of non linear data is defined by Eq. 1.25:
d(x) = sign(
S∑
i=1
αiyiK(xi, x) + b) (1.25)
where the parameter b is given by:
b = yi −
S∑
i=1
αiyiK(xi, x) (1.26)
To ensure that a kernel function actually corresponds to some feature space, it must be
symmetric (Nu´n˜ez et al., 2002):
K(xi, x) = ϕ(xi)T × ϕ(x) = ϕ(x) × ϕ(xi)T = K(x, xi) (1.27)
The kernel function constructs a different nonlinear decision hypersurface in an input
space (Huang et al., 2006). The most commonly used kernel functions are (Zanaty, 2012):
— Linear kernel:
K(xi, x) = xTi x (1.28)
— Polynomial kernel:
K(xi, x) = (1 + xxTi )
d (1.29)
where d is the polynomial degree.
— Radial basis function (RBF) kernel:
K(xi, x) = exp(−γ ‖ x − xi ‖2) (1.30)
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where γ is a positive parameter controlling the radius.
In this paper, we propose to test the performance of respiratory sounds classification of
linear, RBF and polynomial kernels. The accuracy of the classification for the RBF kernel
depends on the choice of two parameters ( C and γ). The experiment results reveals that the
highest accuracy is obtained for C = 1 and γ = 1. For the polynomial kernel, the order of the
polynomial kernel is fixed to d = 4 to get maximum accuracy, and for the linear kernel we
fix the parameter C = 1. To classify a new observations xn that is a D-dimensional feature
vector. The SVM solves the Eq. 1.25 and defines the decision of classification dn.
In this research, we classify respiratory sounds in two classes (K = 2), the respiratory
sound is segmented uniformly to M overlapped frame so that the corresponding sequence is
X = [x1, x2, ..., xM], after solving the Eq. 1.25 the actual output sequence d = [d1, d2, ..., dM]
is obtained. For each output k ∈ [normal,wheezing], the SVM gives a set of M values [d j,k],
j = 1, ...,M. The sound class is identified as the reference sound with the largest value of the
decision function:
k = arg max
1≤k≤K
{d¯k} (1.31)
where the mean values d¯k are computed over the M frames.
d¯k =
1
M
M∑
j=1
d j,k k = 1, ...,K (1.32)
In this research, the classification of unknown sound is made segment-by-segment
(M = 1).
1.5.3 Multi-layer perception (MLP)
Multi-layer perception (MLP) neural network is inspired from the biological neuron (Toc-
chetto et al., 2014). It is the most used type of feed-forward artificial neural network (ANN) (Sing-
hal and Wu, 1988). Fig. 1.6 presents an example of MLP network characterized by D inputs,
26
one hidden of N nodes, and K = 2 outputs.
Figure 1.6: Multi-Layer Perception network architecture.
Each node j, in the hidden layer, receives the output of each node i from the input layer
through a connection of weight whj,i. Eq.1.33 presents the output of the node j in the hidden
layer.
z j = fh(
D∑
i=0
whj,ixi), j = 1, ...,N (1.33)
where fh(.) is is the activation function, x0 = 1, and whj,0 is the bias of the j
th hidden neuron.
The output produced by the node j, in the output layer, is given by:
y j = fo(
N∑
i=0
woj,izi), j = 1, ...,K (1.34)
where fo(.) is the transfer function, woj,i is the connection weight, z0 = 1 and w
o
j,0 is the bias of
the jth output neuron.
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During the training phase, the connection weights w = [whj,i,w
o
j,i] are calculated using a
set of inputs for which the desired outputs are known On = [(x1, d1), (x2, d2), ..., (xn, dn)]. The
desired outputs dn is presented by K components which represent the number of the reference
classes. For each desired vector di, only one component, corresponding to the presented input
pattern xi, is set to 1 and the others are set to 0 (Bahoura, 2016). The training task is done by
using the backpropagation (BP) algorithm (Haykins, 1999). The process should be repeated
until an acceptable error rate is obtained or a certain number of iterations (Ni) are completed
using training examples (Bahoura, 2009).
In this research, the learning rate, the average squared error and the number of iterations
(epochs) are fixed to η = 0.01, Eav = 0.001 and Ni = 5000, respectively. As the connections
weights w j,i are initialized with random values, the learning and testing process is repeated 50
times and the average value is taken (Bahoura, 2009). Also, the feature vector is segmented
uniformly to M overlapped frame so that the corresponding X = [x1, x2, ..., xM].
To classify an unknown respiratory sounds, the feature vectors set X is presented to the
MLP neural network and produce the output sequence Y = [y1, y2, ..., yM]. For each output
k ∈ [normal,wheezing], the network provides a set of M values yi,k, i = 1, ...,M. An unknown
respiratory sounds is associated to the reference corresponds to the largest mean value of the
outputs:
k̂ = arg max
1≤k≤K
{y¯k} (1.35)
where the mean values y¯k are computed over the M frames.
y¯k =
1
M
M∑
i=1
yi,k, k = 1, ..,K (1.36)
In this paper, the classification of unknown sound is made segment-by-segment (M =
1).
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1.6 Methodology
As shown in Fig. 1.7, the process of classification is divided in two phases, training
and testing. During the training phase, a model is generated from the feature characteristics
vectors of the training data. In order to classify a new test set, the classifier uses both the
extracted feature vector and the trained models. Each classifier uses its proper method to
predict the class that data set belongs to.
Figure 1.7: Respiratory sounds classification method.
In this study, we suggest to compare possible combination of feature extraction tech-
niques (MFCC, WPT) and the selected machine learning classifiers ( k-NN, SVM, MLP).
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1.7 Results and discussion
In this section, we detail the experimentation protocol and the database used in this
research. The classification accuracy of the proposed combinations are also presented.
1.7.1 Experimentation Protocol
The confusion matrix is used to evaluate classification performance. We define the total
accuracy (T A) measurement, which can be calculated from the outcome of the confusion
matrix:
T A =
T N + T P
T N + FP + T P + FN
(1.37)
where T P (true positives), T N (true negatives), FP (false positives), FN (false negatives)
are the outcome of confusion matrix. We use also the evaluation parameters sensitivity and
speci f icity which represent the rate of identification of wheezing and normal sounds, respec-
tively. This two quantities are defined by Eqs. 1.38 and 1.39, respectively:
S ensitivity =
T P
T P + FN
(1.38)
S peci f icity =
T N
T N + FP
(1.39)
In this study, we use the method ”leave-one-out” method, it consists of testing all data sets
by using n − 1 records for training and the nth record for testing. This process is repeated to
all database. For example, when sounds N02-N12 and W02-W12 are used for training, the
combination N01-W01 is used for test.
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1.7.2 Database
In order to test the classifiers, we use a database composed of 24 records: 12 are ob-
tained from healthy subjects and 12 are obtained from asthmatic subjects. All respiratory
sounds are sampled at 6000 Hz, normalized in amplitude, accentuated and manually labeled.
The recording lung sounds are obtained from RALE database-CD, ASTRA database-CD and
some websites (Bahoura, 2009). Sounds are uniformly divided into overlapped (50 %) seg-
ments, 1024 samples each.
Table 1.1: Database characteristics for normal and wheezing sounds.
Normal respiratory sounds Wheezing respiratory sounds
File name Duration (s) Number of segments File name Duration (s) Number of segments
N01 15.68 183 W01 6.73 77
N02 17.14 199 W02 4.62 53
N03 32.39 378 W03 9.63 111
N04 10.10 117 W04 2.76 31
N05 16.84 196 W05 2.71 30
N06 17.77 207 W06 17.53 204
N07 7.68 88 W07 4.21 48
N08 8.22 94 W08 12.36 143
N09 6.84 179 W09 6.21 71
N10 7.24 183 W10 8.07 93
N11 9.16 106 W11 4.14 47
N12 7.91 91 W12 6.72 77
Total Normal 157.01 1822 Total Wheezes 85,71 985
1.7.3 Results and discussion
In this study, we test the influence of some parameters such as the kernel type for the
SVM classifier, the k values for k-NN classifier and the number of hidden neurons (HN) for
the MLP classifiers.
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Table 1.2, Table 1.3 and Table 1.4 present the confusion matrix of the k-NN classifier
with different k values, the SVM classifier with different kernel types and the MLP classifier
with different numbers of hidden neurons (HN), respectively. It can be noted that for MFCC-
MLP and the WPT-MLP methods, the learning and the testing process is repeated 50 times
to take the mean value for each tested record.
Table 1.2: Confusion matrix of k-NN classifier with different k values.
MFCC-kNN WPT-kNN
Assigned CLass
k = 1 k = 5 k = 9 k = 1 k = 5 k = 9
N W N W N W N W N W N W
True Class
N 1660 162 1687 135 1704 118 1637 185 1697 125 1711 111
W 241 744 277 708 292 693 315 670 336 649 362 623
Table 1.3: Confusion matrix of SVM classifier with different kernel types.
MFCC-SVM WPT-SVM
Assigned CLass
Linear RBF Polynomial Linear RBF Polynomial
N W N W N W N W N W N W
True Class
N 1602 220 1414 408 1570 252 1710 112 1742 80 1712 110
W 260 725 113 872 230 755 610 375 755 230 588 397
Table 1.4: Confusion matrix of MLP classifier with different numbers of hidden neurons
(HN).
MFCC-MLP WPT-MLP
Assigned CLass
HN = 13 HN = 30 HN = 50 HN = 13 HN = 30 HN = 50
N W N W N W N W N W N W
True Class
N 1630.4 191.6 1625.2 196.8 1630.6 191.4 1636.02 185.98 1626.94 195.06 1644.32 177.68
W 207.8 777.2 212.1 772.9 196.5 788.5 536.54 448.46 500.12 484.88 506.5 478.5
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Figure 1.8 shows the performances of classifiers in term of the sensitivity (SE), where
the highest performance was provided by the technique MFCC-SVM using the RBF kernel
(SE = 88.50%). For the WPT extraction technique, the highest sensitivity (SE = 68.0%) is
given when combined to the k-NN with (k = 1).
Figure 1.8: Sensitivity (SE) obtained with (a) k-Nearest Neighbor (k-NN), (b) Support Vec-
tor Machine (SVM) and (c) multi-layer perceptron (MLP) based classification for proposed
feature extraction methods.
The specificity results of the different combinations is shown in Fig. 1.9. For the feature
extraction technique MFCC, the highest specificity (SP = 93.50%) is given with the classi-
fier k-NN with (k = 9). For the WPT technique, the combination WPT-SVM give the highest
specificity (SP = 95.60%) with the RBF kernel.
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Figure 1.9: Specificity (SP) obtained with (a) k-Nearest Neighbor (k-NN), (b) Support Vec-
tor Machine (SVM) and (c) multi-layer perceptron (MLP) based classification for proposed
feature extraction methods.
As shown in Fig. 1.10, the MFCC feature extraction technique offers the highest perfor-
mance for the three classifiers. The combination MFCC-MLP gives the highest performance
with an accuracy of (TA=86.2%) using 50 neurons. The MFCC-kNN provide an accuracy of
(TA=85.6%) with one neighbor (k = 1). The combination MFCC-SVM provide an accuracy
of (TA=82.9%) with the polynomial kernel. For the WPT feature extraction the highest ac-
curacy is giving with the classifier k-NN for (k = 5) and gives an accuracy of (83.6%). The
combination WPT-ANN gives an accuracy of (TA=75.6%) using 50 neurons.
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Figure 1.10: Total accuracy (TA) obtained with (a) k-Nearest Neighbor (k-NN), (b) Support
Vector Machine (SVM) and (c) multi-layer perceptron (MLP) based classification for pro-
posed feature extraction methods.
1.8 conclusion
In this paper, we propose a comparative study of different learning machines for respi-
ratory sounds classification. The highest accuracy of 86.2% is obtained by the combination
MFCC-MLP. It can be noted that the MFCC feature extraction technique improves the per-
formance with the three classifiers.
As future work, we propose to test other combinations and increase the number of
classes of respiratory sounds.
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ARTICLE 2
FPGA IMPLEMENTATION OF AN AUTOMATIC WHEEZES DETECTOR BASED
ON THE COMBINATION OF MFCC AND SVM TECHNIQUES
2.1 Re´sume´ en franc¸ais du deuxie`me article
Dans cet article, nous proposons une imple´mentation mate´rielle d’un de´tecteur automa-
tique des sibilants dans les sons respiratoires. Nous avons se´lectionne´ un syste`me baˆti sur la
combinaison de la technique d’extraction des caracte´ristiques base´e sur les coefficients cep-
straux a` l’e´chelle de Mel (MFCC) et le classificateur a` base de machine a` vecteurs de support
(SVM). L’architecture propose´e est imple´mente´e sur circuit FPGA en utilisant l’outil de pro-
grammation XSG dans l’environnement MATLAB/SIMULINK et la carte de de´veloppement
ML605 a` base du circuit FPGA Virtex-6 XC6VLX240T. Nous proposons d’utiliser la librairie
LIBSVM avec le logiciel MATLAB pour extraire les parame`tres de SVM pendant la phase
d’apprentissage, tandis que la technique d’extraction des caracte´ristiques et la phase de test
sont effectue´es en temps-re´el sur FPGA. Pour la validation de l’architecture conc¸ue, nous util-
isons une base de donne´es compose´e de 24 sons respiratoires dont 12 sons respiratoires nor-
maux et 12 sons respiratoires contenant des sibilants. L’architecture propose´e est pre´sente´e
en de´tails dans ce document. Nous pre´sentons e´galement l’utilisation des ressources et la
fre´quence de fonctionnement maximale pour le circuit FPGA Virtex-6 XC6VLX240T. Les
performances de classification obtenues avec l’imple´mentation a` virgule fixe de XSG/FPGA
et l’imple´mentation la virgule flottante de MATLAB sont pre´sente´es et compare´es.
Ce deuxie`me article, intitule´ “Imple´mentation sur FPGA d’un syste`me de de´tection des
sibilants base´ sur la combinaison des techniques MFCC et SVM”, fut core´dige´ par moi-meˆme
ainsi que par le professeur Mohammed Bahoura. En tant que premier auteur, ma contribution
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a` ce travail fut l’essentiel de la recherche sur l’e´tat de l’art, le de´veloppement de la me´thode,
l’exe´cution des tests de performance et la re´daction de l’article. Le professeur Mohammed
Bahoura, second auteur, a fourni l’ide´e originale. Il a aide´ a` la recherche sur l’e´tat de l’art, au
de´veloppement de la me´thode ainsi qu’a` la re´vision de l’article. Une version abre´ge´e de cet
article a e´te´ pre´sente´e a` la confe´rence ”Conference on Advanced Technologies for Signal and
Image Processing, Monastir, (Tunisia) du 21 - 23 March 2016”.
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2.2 Abstract
In this paper, we propose a hardware implementation of an automatic wheezes detec-
tor in respiratory sounds. We have chosen a system build on the combination of the feature
extraction technique based on Mel-Frequency cepstral coefficients (MFCC) and the support
vector machine (SVM) classifier. The proposed architecture is implemented on field pro-
grammable gate array (FPGA) using and Xilinx System Generator (XSG) and ML605 de-
velopment board based on Virtex-6 XC6VLX240T FPGA chip. We propose to use the LIB-
SVM library in MATLAB environment to extract SVM parameters during the training phase,
while the feature extraction technique and the testing phase are performed in real-time on
FPGA chip. For the validation of the designed architecture, we use a database composed
by 24 records including 12 normal respiratory sounds and 12 respiratory sounds containing
wheezes. The implemented architecture is presented in details in this paper. We present also
the resource utilization and the maximum operating frequency of the Virtex-6 XC6VLX240T
FPGA Chip. The classification performances obtained the fixed-point XSG/FPGA and the
floating-point MATLAB implementations are presented and compared.
KEY WORDS: Respiratory sounds, Wheezes, Classification, FPGA, SVM, MFCC.
2.3 Introduction
Asthma is a chronic obstructive pulmonary disease (COPD), for which the number
of affected people is constantly increasing. This disease is characterized by the presence
of wheezing sounds in patient’s respiration. Wheezing sounds are superimposed to normal
respiratory sounds and characterized by a duration over 250 ms and a frequency range greater
than 400 Hz (Sovijarvi et al., 2000). These sounds with musical aspects, have high amplitude.
Computerized lung sound analysis (CLSA) provides objective evidence serving in the
diagnosis of the respiratory illnesses. Significant consideration to lung sounds recognition
40
problems is thoroughly studied by researchers, so that many techniques of signal processing
are developed in order to classify different lung sounds. Since 1980, scientists have tried to
automatically identify the presence of wheezing (Mazic et al., 2015). To classify respira-
tory sounds, different combinations of feature extraction and classifier techniques have been
documented in the literature: Mel-frequency cepstral coefficients (MFCC) combined with
Support vector machine (SVM) (Mazic et al., 2015), k-nearest neighbor (k-NN) (Palaniap-
pan et al., 2014) and Gaussian mixture models (GMM) (Bahoura and Pelletier, 2004). The
wavelet transform was used with artificial neural networks (ANN) (Kandaswamy et al., 2004;
Bahoura, 2009), and other combinations can be found in (Bahoura, 2009; Palaniappan et al.,
2013). Among these techniques, the combination MFCC-SVM based algorithms has been
effectively applied to detect wheezing episodes, it can achieve an accuracy for classifying
respiratory sounds higher than 95 % (Mazic et al., 2015).
In the last decades, researches have focused on the elaboration of new health care equip-
ment. An effective health care system should be portable, performing in real-time and adapt-
able to both clinical and domesticated applications. Despite its advantages, the automatic
respiratory sounds analysis cannot yet reach a level that can be used as a tool for clinical
environment. The elaboration of a real-time sound analysis system is a great challenge for
future investigation approaches. The field-programmable gate array (FPGA) is an integrated
circuit programmed by the user after fabrication. The hardware description language (HDL)
is used to configure FPGAs. The recent progress of these devices enables them to perform
different ASICs applications. FPGAs contains DSP slices that can ensure an additional flexi-
bility when programming these devices.
The literature review illustrates a significant use of FPGA approaches in signal process-
ing field, feature extraction technique (Staworko and Rawski, 2010) and classifiers (EhKan
et al., 2011; Gulzar et al., 2014). It can be noted that MFCC-based feature extraction tech-
nique (Schmidt et al., 2009; Bahoura and Ezzaidi, 2013) has been implemented on FPGA,
while the SVM classifier was implemented on FPGA for Persian handwritten digits recogni-
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tion (Mahmoodi et al., 2011).
In this paper, we propose an FPGA-based implementation of a real-time system to de-
tect wheezing episodes in respiratory sounds of asthmatic patients using Xilinx system gener-
ator (XSG). The proposed system is based on the combination of MFCC and SVM techniques
for feature extraction technique and classification tasks, respectively. The hardware design is
generated and verified in the MATLAB/SIMULINK environment.
This article is organized as following: Section 2 and 3 describes mathematical equa-
tions for both the MFCC-based feature extraction technique and the SVM-based classifier,
respectively. Section 4 presents the FPGA architecture design and discusses the details of the
different blocks. The experimental results are described in Section 5. Finally, conclusion and
potential for future works are provided in Section 6.
2.4 Feature Extraction
In this study, we propose to use the MFCC-based feature extraction technique, which
approximate the responses of human auditory system. This firmly describes the sound that
can be heard over the stethoscope (Mazic et al., 2015). The signal content owing to glottal
speech stimulation s(n) will be separated from the one owing to the vocal tract response
h(n) (Bahoura and Pelletier, 2004).
y(n) = s(n) ∗ h(n) (2.1)
As shown in Fig. 2.1, the computation of MFCC for a lung waveform input is com-
posed of different phases. Every state is described by mathematical operations, which will be
detailed in this section.
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Figure 2.1: Algorithm of the feature extraction technique MFCC.
2.4.1 Signal windowing
The lung sound sampled at 6000 Hz, is first segmented into frames of N samples, and
then multiplied by a Hamming window.
s(m, n) = s(n) ∗ w(n − mL) (2.2)
where m refers to the frame index, n represents the sample time index for the analyzed frame
and L is the shift-time step in samples (Bahoura and Ezzaidi, 2013).
2.4.2 Fast Fourier Transform
The spectrum X(m, k) of the windowed waveform is computed using the discrete Fourier
transform (DFT).
X(m, k) =
N−1∑
n=0
s(m, n)e− j2pink/N (2.3)
where N represents the number of discrete frequencies, j =
√−1, and k is the frequency
index (k = 0, ...,N − 1).
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2.4.3 Mel-Frequency Spectrum
In this step, the Mel-scale filter is applied to the energy spectrum. Fig. 2.2 presents
Mel-scale filter bank, which is composed of successive triangular band-pass filters.
Figure 2.2: A bank of 24 triangular band-pass filters with Mel-scale distribution.
The Mel-scale is linear for the frequencies below 1000 Hz and logarithmic above 1000
Hz (Ganchev et al., 2005). The Mel-filtered energy spectrum is defined by the following
equation
E(m, l) =
N−1∑
k=0
|X(m, k)|2Hl(k) (2.4)
where Hl(k) is the transfer function of the given filter (l = 1, ...,M) and |X(m, k)|2 presents the
energy spectrum.
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2.4.4 Logarithmic energy spectrum
The logarithmic energy output of the lth filter for the current frame m is defined as
e(m, l) = log(E(m, l)) (2.5)
2.4.5 Discret cosine transform
The MFCC coefficients are obtained by the discrete cosine transform (DCT)
c(m, n) =
M∑
l=1
e(m, l)cos(n(l − 0.5)pi/M) (2.6)
where (n = 0, ..., P − 1) is the index of the cepstral coefficient and (P ≤ M) is the needed
number of the MFCC. In this case, 15 MFCC coefficient was used: cm(2), cm(3), ..., cm(16).
The feature vector is constructed from the MFCC coefficients Eq. 2.6:
Xm = [cm(2), cm(3), ..., cm(16)] (2.7)
All equations and functions are designed using XSG blocks that are detailed in the
section 3.
2.5 Classifier
The support vector machine (SVM) technique has been applied in classification and re-
gression problems. It is a kernel-based learning algorithm that classifies binary or multiclass
data. The SVM operates in training and testing phases. During the training phase, the SVM
builds a pattern model from the training data and their corresponding class label values, then
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it uses this model to classify the test set.
Consider SVM for binary classification, a labeled training set of n observations as men-
tioned in Eq. 2.8:
On = {(x1, y1), (x2, y2), ..., (xn, yn)} (2.8)
where xi are the feature vectors and yi ∈ {1,−1} the associated scalar labels.
As shown in Fig. 2.3, the main purpose of SVM is to define a hyperplane such that: the
class labels of data {±1} are located on each side of the hyperplane and the distance of the
nearest vector of the hyperplane (both classes) is maximum.
Figure 2.3: Maximum margin hyperplane for an SVM trained with samples from two classes.
where w is a n-dimensional vector, b is the bias, || w || is the euclidean norm of w and ξ
is slack variables which represent the data that fall into the margin (Mahmoodi et al., 2011).
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To obtain the maximum margin separating hyperplane, (Vapnik, 1998) propose to solve
the primal optimization problem given by Eq. 2.9.
Minimize {τ(w, ξ)} = 1
2
|| w ||22 +C
n∑
i=1
ξi (2.9)
subject to :
yi(wT xi + b) > 1 − ξi
ξi > 0
(2.10)
where the parameter C is the misclassification penalty, which is a tradeoff between maximiza-
tion of the margin and minimization of the error. The primal optimization problem given by
Eq. 2.9 concerns the minimization of two quantities. The first term permits to control the
margin and the second term limits the number of misclassified points (Chapelle, 2004).
The decision of classification for the linear SVM classifier is presented by Eq. 2.11.
d(x) = sign(wT x + b) (2.11)
To determinate the parameters w and b, we should first compute the Lagrange multipliers αi
by solving the following dual Lagrange problem:
Maximize (Ld(α)) =
n∑
i=1
αi − 12
n∑
j,i=1
αiα jyiy jxTi x j (2.12)
subject to:
0 ≤ αi ≤ C
n∑
i=1
αiyi = 0
(2.13)
where αi are the Lagrange multipliers and n is the number of samples. The Lagrange multi-
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pliers αi are calculated by resolving the Lagrange equation 2.12, so we can obtain the w and
b coefficients by using the following equations:
w =
S∑
i=1
αiyixi (2.14)
b = yi − wT xi (2.15)
where xi represents the support vectors parameter with i = 1, ..., S and S is the number of
the support vectors. The number of the support vectors S presents the number of the training
instance that satisfy the primal optimization problem given by Eq. 2.9. Geometrically, the
support vectors parameter are the closest to the optimal hyperplane H1 and H2 as shown in
Fig. 2.3.
In the case of nonlinearly separated data, SVM maps data into a richer feature space
(H) including nonlinear features, then constructs an hyperplane in that space. In this case the
vector x is transformed into ϕ(x).
ϕ : Rn → H (2.16)
x→ ϕ(x) (2.17)
The Kernel function is defined by the following inner product:
k(xi, x) = ϕ(xi) × ϕ(x) (2.18)
The decision function in the context of non-linear data is defined by the following
equation:
d(x) = sign(wT × ϕ(x) + b) (2.19)
48
The software tests reveal that the linear SVM classifier gives the best classification
accuracy of 92.78 %. In this study, we used the linear function, because it was demonstrated
as quite efficient when classifying respiratory sounds. As mentioned previously, to classify a
feature vector x the classifier SVM uses the sign of the following equation:
d(x) = sign(wT x + b) (2.20)
By replacing the terms of the Eq. 2.14 in the Eq. 2.20 to classify a new data x is equiv-
alent to
d(x) = sign(
S∑
i=1
αiyixTi × x + b) (2.21)
In the following, the notation Xs is used to denote the support vectors parameter where
(1 < s < S ) and S is the number of the support vectors. For an unknown feature vector
extraction xm, in our case we use 15 coefficients of MFCC, the decision of classification for
each frame m is simplified to the sign of the following equation:
d(xm) = sign

[
xm,1 xm,2 · · · xm,15
]

X1,1 X1,2 · · · X1,15
X2,1 X2,2 · · · X2,15
...
...
. . .
...
XS ,1 XS ,2 · · · XS ,15

T 
yα1
yα2
...
yαS

+ b

(2.22)
where S is the number of the support vectors, yαi, Xs and b are the parameters obtained
during the training phase using LIBSVM library in MATLAB environment.
In this study, the implementation of the SVM technique is based on three essential
steps. We note that the multiplication of two matrix is based on the sum of products. At first,
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the support vectors (Xs) are stored in ROM blockset, then multiplicative and addition blocks
are used to ensure the multiplication of the MFCC-based feature vector xm and the support
vectors matrix (Xs). The third block concerns the multiplication of the yαi vector with the
output of the additional block, the result is accumulated and added to the b value. The sign
of the decision is identified with the threshold block, this process is then repeated for each
frame.
2.6 FPGA Architecture Design
In this study, we use the Xilinx system generator (XSG) in MATLAB/SIMULINK en-
vironment to design the hardware wheezes detector system. The use of this high-level pro-
gramming tool (XSG) ensures an easy and rapid prototyping of complex signal processing
algorithms. This model serves directly for the hardware implementation through the compi-
lation using the hardware co-simulation in XSG environment. In the current implementation,
we use Hamming window with a length of 1024 samples, 24 triangular mel-filters, and 15
DCT coefficients.
Beforehand, we performed the training phase of the SVM classifier in MATLAB using
LIBSVM library (Chang and Lin, 2011), which is available online. The extracted parameters
are used during the test phase on the hardware chip. The LIBSVM generates a modeltrain
that contains the needed parameters (XS , yα, b). Table 2.1 shows the training results of the
SVM classifier for the combination of test (Normal01-Wheeze01). The test reveals that the
highest accuracy is obtained with C = 1.
Table 2.2 shows the used hardware resources for the Virtex-6XC6VLX240T FPGA
device and the maximum operating frequency of the implemented architecture, as reported
by Xilinx ISE Design Suite 13.4.
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Table 2.1: Computed SVM parameters as reported by LIBSVM with C = 1 for the combina-
tion of test (Normal01-Wheeze01).
Class 1 & Class 2
Normal respiratory sounds Wheezing respiratory sounds
S 36 36
yα [yα1, yα2, ..., yα72]T
b 5.372
Table 2.2: Resource utilization and maximum operating frequency of the Virtex-6
XC6VLX240T Chip, as reported by Xilinx ISE Design Suite 13.4.
Resource utilization
Flip Flops (301,440) 15,207 (5%)
LUTs (150,720) 17,945 (11%)
Bonded IOBs (600) 20 (3%)
RAMB18E1s (832) 4 (1%)
DSP48E1s (768) 122 (15,0%)
Slice (37,680) 5,373 (14%)
Maximum Operating Frequency 27.684 MHz
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Figure 2.4: MFCC-SVM architecture based on Xilinx system generator (XSG) blockset for
the automatic wheezes detector.
Figure 2.4 represents the top-level block diagram of the proposed automatic wheezes
detector. The hardware architecture uses Xilinx System Generator (XSG) and the Virtex-6
FPGA ML605 evaluation kit.
Figure 2.5 represents the subsystem for feature extraction technique MFCC with block
details. Fig. 2.6 shows the block details of the linear-kernel SVM design and an optional
subsystem designed with SIMULINK blocks, which select one decision of classifications for
every frame. More details on the FPGA implementation of MFCC feature extraction tech-
nique and the SVM classifier can be found in (Bahoura and Ezzaidi, 2013) and (Mahmoodi
et al., 2011), respectively.
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Figure 2.5: MFCC feature extraction technique architecture based on Xilinx system generator
(XSG) blockset. The complete subsystem of the MFCC is given on the top followed by details
of the different subsystems.
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Figure 2.6: SVM classifier architecture based on Xilinx system generator (XSG) blockset for
wheezes classification. The complete subsystem of the SVM is given on the top followed by
details of the different subsystems.
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2.7 Results and Discussion
2.7.1 Database
To evaluate the proposed architecture, two classes of respiratory sounds (normal and
wheezing) are used for training and testing records. The recording lung sounds are obtained
from the RALE database-CD, ASTRA database-CD and some online websites. 12 records
from healty subjects and 12 others provided from asthmatic subjects, where some wheezing
sounds include monophonic and polyphonic wheezes. Each respiratory sound is sampled at
6000 Hz. The {±1} labels indicate the type of class that the tested segment belongs to.
Table 2.3: Database characteristics for normal respiratory sounds and asthmatics.
Normal respiratory sounds Wheezing respiratory sounds
File name Duration(s) Number of segment File name Duration(s) Number of segment
Normal01 5,24 30 Wheezes01 4.55 26
Normal02 3.68 21 Wheezes02 3.56 18
Normal03 3.85 22 Wheezes03 7.50 45
Normal04 6,89 40 Wheezes04 2.72 15
Normal05 7,67 44 Wheezes05 4.20 24
Normal06 6,83 40 Wheezes06 7.10 41
Normal07 6,66 39 Wheezes07 8.02 47
Normal08 3,75 22 Wheezes08 3,08 18
Normal09 4,5 26 Wheezes09 6.72 39
Normal10 4,72 27 Wheezes10 3.70 21
Normal11 9,15 53 Wheezes11 5.12 30
Normal12 7,90 46 Wheezes12 5.31 31
Total normal 70,84 410 Total wheezes 61,58 355
It can be noted that the wheezing database contains 6 mixed records (normal and wheez-
ing) so the total of normal segment is 483 and the total of wheezes segment is 282 segments.
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2.7.2 Protocol
Sampled at the frequency of 6000 Hz, the respiratory sounds used in this paper are man-
ually labeled into their corresponding classes. We named class 1 with label {+1} for normal
data and class 2 with label {−1} for wheezing data. As mentioned in the previous section, we
perform the training phase of the SVM technique off-line. However, the feature extraction
technique and the test phase are both performed on FPGA. For the training phase, we use
”leave-one-out” method, it consists of testing all data sets by using n − 1 records of data for
training and the nth record for testing. For example, when sounds Normal02-Normal12 and
Wheeze02-Wheeze12 are used for training, the combination Normal01-Wheeze01 is used for
test.
2.7.3 Simulation of XSG blocks
As shown in Fig. 2.7, a Hamming window is applied to the input signal s(n) to provide
non-overlapping frames sm(n). We observe a delay time of 2180 samples for the freq.index(k)
signal in the Fig. 2.7 (c). It represents the delay between the first sample sm(n) and the first
sample |S m(k)|2 corresponding to the FFT block delay. The power spectrum |S m(k)|2 of the
frequency components is computed and the third feature vector component is illustrated for
each frame in Fig. 2.7 (d).
Figure 2.7 (g) shows an additional delay of 1024 at the output addition block of Fig. 2.6.
So, the signal is delayed by 3204 = 2180 + 1024 caused by both MFCC and SVM classifier,
the first decision of classification is made in the next frame with a delay of two samples caused
by the decision block . Fig. 2.7 shows the simulation results of respiratory sounds containing
normal and wheezing episodes. The Fig. 2.8 represents the computation performance of
the feature extraction vectors based on MFCC technique using the fixed-point XSG and the
floating-point MATLAB implementation. Fig. 2.8 (a,c) presents the result of the MFCC-
based features using the floating-point MATLAB implementation for normal and wheezing
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Figure 2.7: Response signals obtained during the characterization/classification of respiratory
sounds. (a) input signal s(n); (b) windowed signal s(m,n); (c) frequency.index(k); (d) power
spectrum |S m(k)|2; (e) done signal; (f) third component of the feature vector cm(2); (g) output
of the addition block; (h) select; (i) recognized class.
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respiratory sounds, respectively, and the Fig. 2.8 (b,d) shows the associated MFCC-based
features using the fixed-point XSG for the same signals. The computation performance of
the feature extraction vectors based on MFCC represents equivalent results for both the fixed-
point XSG and the floating-point MATLAB implementation.
Figure 2.8: Feature extraction vectors based on MFCC technique. (a) MFCC-based features
Xm obtained with MATLAB implementation for normal respiratory sound; (b) MFCC-based
features Xm obtained with fixed-point XSG implementation for normal respiratory sound; (c)
MFCC-based features Xm obtained with MATLAB implementation for wheezing respira-
tory sound; (d) MFCC-based features Xm obtained with fixed-point XSG implementation for
wheezing respiratory sound.
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2.7.4 Hardware Co-Simulation
After the simulation test of the proposed design in the SIMULINK/XSG environment,
we are interested in a second step to generate the hardware model. In our study, we configure
the ML605 evaluation board in XSG to succeed the hardware co-simulation. In fact, the
maximum operating frequency of 27.684 MHz is inferior to the minimum clock frequency
target design in the ML605 evaluation kit. Fig. 2.9 presents the hardware co-simulation block
generated by the hardware co-simulation XSG compilation mode. As shown in this figure,
the input wave is provided from the multimedia file of the SIMULINK environment and sent
to Virtex-6 chip via the JTAG connection. The designed architecture is performed in FPGA
device and the cable ensures the recovery of classifications result on the other hand.
Figure 2.9: The hardware co-simulation of the MFCC-SVM classifier.
2.7.5 Classification Accuracy
In order to compare the performance provided by the floating-point MATLAB and the
fixed-point XSG implementations, we use confusion matrix to evaluate classification perfor-
mance. We define the total accuracy (T A) measurement, which can be calculated from the
outcome of the confusion matrix as such:
T A =
T N + T P
T N + FP + T P + FN
(2.23)
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where T P (True Positives), T N (True Nositives), FP (False Positives), FN (False Negatives)
are the outcome of confusion matrix.
2.7.6 Simulation results using XSG blockset and MATLAB
In this section, we presents the simulation results of the designed XSG-based architec-
ture, compared with those provided by MATLAB floating-point implementation.
The classification performances for the proposed architecture are presented in Table 2.4.
The fixed-point XSG implementation gives equivalent performance as the floating-point MAT-
LAB using the described database. Table 2.5 present the confusion matrix of the well clas-
sified sounds against the class recognizer provided with both the fixed-point XSG and the
floating-point MATLAB implementations of the MFCC/SVM based classifier.
The total accuracy of the floating-point MATLAB is 92.78 % whereas the accuracy
provided by XSG-based architecture is 93,24 %. The difference can be justified by the quan-
tization errors in XSG-based SVM classifier (Mahmoodi et al., 2011).
Table 2.4: Performances obtained with XSG and MATLAB based implementations.
Respiratory sounds
Total Accuracy %
XSG MATLAB
Normal 96.06 95.85
Wheezes 90.42 89.71
Total 93.24 92.78
As shown in Fig. 2.10, the designed architecture implemented with fixed-point XSG
provides equivalent performances than the floating-point MATLAB for both feature extrac-
tion technique MFCC and the classifier SVM. The results of feature extraction technique give
the same performance using MATLAB and XSG, so that he slight difference shown in Ta-
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Table 2.5: Confusion matrix of XSG and MATLAB based implementations.
True class
Assigned class (XSG) Assigned class (MATLAB)
Normal Wheezes Normal Wheezes
Normal 464 19 463 20
Wheezes 27 255 29 253
ble 2.4 and Table 2.5 is caused by the block of the classifier SVM, this difference is referred
to the quantization errors in XSG (Mahmoodi et al., 2011).
The classification results of normal and pure wheezing respiratory sounds are presented
in Fig. 2.10 (a,b) for both XSG-based architecture and MATLAB software. The respiratory
sound record presented in Fig. 2.10 (c) contains normal and wheezes sounds. In this case,
both architectures (XSG and MATLAB) can distinguish between the frame containing nor-
mal lung sounds from those that containing wheezes. Finally, the designed architecture im-
plemented with the fixed-point XSG gives equivalent accuracy than those obtained with the
floating-point MATLAB.
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Figure 2.10: Classification of normal (a) and wheezing (b and c) respiratory sounds into
normal {+1} and wheezing {−1} frames. Each subfigure includes the spectrogram of the tested
sound (top) and the classification results using fixed-point XSG (middle) and floating-point
MATLAB (bottom).
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2.8 Conclusion
In this paper, FPGA-based architecture of an automatic wheezes detector using MFCC
and SVM has been suggested. Based on the tested respiratory sound records, the classification
performances obtained with hardware fixed-point architecture are compared to those obtained
with the floating-point MATLAB implementation. The designed architecture can be applied
to other respiratory sound classes.
In future works, the implementation of other feature extraction techniques is recom-
mended to improve the identification accuracy.
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CONCLUSION GE´NE´RALE
Le travail pre´sente´ dans ce me´moire s’inscrit dans le domaine du traitement des sons
respiratoires. L’objectif de cette e´tude se re´sume dans l’e´tude et l’imple´mentation des diffe´rents
syste`mes de de´tection des sibilants dans les sons respiratoires enregistre´s sur des patients
asthmatiques dans le but d’un traitement en temps-re´el.
Les syste`mes de reconnaissance utilise´s dans cette recherche fonctionnent en deux
phases : apprentissage et test. La phase d’apprentissage consiste a` cre´er un mode`le pre´dictif a`
partir des vecteurs de caracte´ristiques issus de la technique d’extraction des caracte´ristiques
de la base de donne´es. Pendant la phase de test, le classificateur utilise le mode`le conc¸u ainsi
que des ope´rations et des me´thodes propres pour chaque classificateur pour de´finir la de´cision
de l’e´le´ment du test.
Dans la premie`re partie de ce projet, nous avons propose´ une e´tude comparative des
machines d’apprentissage les plus utilise´es pour la classification des sons respiratoires. Nous
avons choisi de tester trois classificateurs : k-NN, SVM et MLP. Nous proposons d’utiliser les
coefficients cepstraux a` l’e´chelle de Mel (MFCC) et la transforme´e par paquets d’ondelettes
(WPT). Le taux de pre´cision maximale de 86.2 % est obtenu par la combinaison MFCC-
MLP. Nous mentionnons que la technique d’extraction des caracte´ristiques MFCC donne de
bonnes performances avec les diffe´rents classificateurs, a` savoir avec un taux de reconnais-
sance supe´rieur a` 80 %. Concernant la technique WPT le meilleur taux de reconnaissance est
83.6 % et il est obtenu avec le classificateur k-NN.
La deuxie`me partie du projet propose de concevoir un syste`me de classification en
temps-re´el des sons respiratoires en deux cate´gories : normaux et sibilants. La combinaison
des techniques d’extraction des caracte´ristiques et de classification est imple´mente´e sur l’ou-
til Xilinx system generator (XSG) ope´rant dans l’environnement MATLAB/SIMULINK. Les
re´sultats des tests re´ve`lent que les performances de la classification obtenues avec l’imple´menta-
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tion mate´rielle sont semblables a` ceux obtenus avec le logiciel MATLAB. L’architecture
conc¸ue peut eˆtre ge´ne´ralise´e a` d’autres classes de sons respiratoires.
Comme futur travaux, nous proposons de tester d’autres combinaisons de techniques
d’extraction des caracte´ristiques ainsi que de classficateurs, nous proposons aussi d’augmen-
ter le nombre de classes de sons respiratoires comme les ronchus et les cre´pitants.
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