Results of a set of four regression models applied to recent survey data of farmers in eastern Nebraska suggest the causes that drive farmer intentions of using weather and climate information and forecasts in farming decisions. The model results quantify the relative importance of attitude, social norm, perceived behavioral control, and financial capability in explaining the influence of climate-conditions information and short-term and long-term forecasts on agronomic, crop insurance, and crop marketing decisions. Attitude, serving as a proxy for the utility gained from the use of such information, had the most profound positive influence on the outcome of all the decisions, followed by norms. The norms in the community, as a proxy for the utility gained from allowing oneself to be influenced by others, played a larger role in agronomic decisions than in insurance or marketing decisions. In addition, the interaction of controllability (accuracy, availability, reliability, timeliness of weather and climate information), self-efficacy (farmer ability and understanding), and general preference for control was shown to be a substantive cause. Yet control variables also have an economic side: The farm-sales variable as a measure of financial ability and motivation intensified and clarified the role of control while also enhancing the statistical robustness of the attitude and norms variables in better clarifying how they drive the influence. Overall, the integrated model of planned behavior from social psychology and derived demand from economics, that is, the "planned demand model," is more powerful than models based on either of these approaches alone. Taken together, these results suggest that the "human dimension" needs to be better recognized so as to improve effective use of climate and weather forecasts and information for farming decision making.
Introduction
Decision making involves applying principles and mechanisms weighing a range of factors in multiple dimensions surrounding a particular question or concern. For example, many factors contribute to the decision of planting a certain crop or buying a certain amount of federal crop insurance. Because climate is only one of the factors that decision makers may use to inform their decisions, the relationship of climate prediction to other factors and the role of climate information in the context of individuals' existing knowledge, beliefs, and values can help to explain decisions and other behavioral outcomes. As Hulme et al. (1992, p. 116 ) point out, "a forecast in isolation from other information is unlikely to improve on existing indigenous knowledge systems" and, thus, is unlikely to be the only basis for making decisions. Upon what, then, are decision makers basing their decisions? Though approaches taken by economists such as Sonka (e.g., Sonka et al. 2001 ) emphasize information relevant to personal profit maximization, others have argued that the decision-making context also consists of many "rules of thumb" based on past experience and is influenced by personal beliefs, community values and commitments, and economic capacity, among other factors that guide an individual's decision making (e.g., Nicholls 1999) .
How are these multiple influences weighed and used in a rational decision with climate forecasts and other forms of climate information? These questions can be addressed using tools and perspectives from the social sciences, and a number of social science theories and methods have already been applied to understand decisions and perceptions in the context of climate forecasts and natural resources (e.g., Wright and Ayton 1987; Taylor et al. 1988; Stewart et al. 1989 Stewart et al. , 2004 Stewart and Lusk 1994; Lynne et al. 1995; Nicholls 1999; Willock et al. 1999; Beedell and Rehman 1999, 2000; Cutforth et al. 2001; Trumbo and O'Keefe 2001) . Several of these theories come from the fields of behavioral economics, judgment and decision making, and theories of attitudes, including how attitudes influence behavior [for helpful overviews, see Kahneman et al. (1982) , Hammond et al. (1986) , Plous (1993) , Ajzen (1996) , Connolly et al. (2000) , Dawes and Hastie (2001) , Hastie (2001) , Gilovich et al. (2002) , and Kahneman (2003) ]. Such social scientific inquiries will augment the steps taken by meteorologists and climatologists to improve the use of forecasts. Knowledge from the disciplines of behavioral economics, judgment and decision making, and social psychology-in combination with research activities in agronomy, agricultural economics, cultural and physical geography, and the sciences of meteorology, climatology, and oceanography-can help to create new understanding of important decision behaviors and activities relating to use of climate forecasts. Furthermore, information discovered through such multidisciplinary and interdisciplinary investigations may guide new scientific knowledge at the interstices of these disciplines.
In a companion paper, Hu et al. (2006) clarify that the purpose of this research is to find a more solid, scientific basis for understanding and then improving farmer use of weather and climate information and forecasts in farming decisions. This capability becomes ever more important as farmers and others seek ways to adapt decisions to changing climatic conditions. Hu et al. (2006) focus on general statistical tendencies in the survey data, including analysis of ranges, means, and correlations. This paper goes beyond Hu et al. (2006) by shifting the focus to what actually motivates the use of weather and climate information and forecasts and, more important, what drives the influence of said information and forecasts on farmer decisions.
In particular, this article develops the capability 1) to predict the probability that weather and climate information and forecasts of various kinds will influence farmer decisions and 2), for those being influenced, to predict the degree of the influence. These predictions are related empirically to an integrated combination of variables suggested by theoretical considerations in social psychology and behavioral economics.
Theoretical and empirical models
Recall the theory of planned behavior (TPB; Ajzen 1985 Ajzen , 1991 in the companion paper by Hu et al. (2006) :
where A is action, I is intention, and f is a function of the causal factors on intention and action. Integrating Eq. (1) with the main ideas from the theory of derived demand gives the TPB even greater explanatory power (Lynne and Rola 1988) ; as noted in Hu et al. (2006) , the enhanced version of the theory is referred to as the theory of planned demand (TPD). The TPD integrates the effects of financial capability (after Lynne and Rola 1988) and geographical environment in Eq. (1) and has the general form A Ϸ I ϭ f ͑attitude, social norms, perceived control, financial capability, environment͒. ͑2͒
The TPB and TPD provide a useful framework for understanding farmer motivation and intentions to use or not to use the forecasts. In this paper, we focus attention on the actual behavior A, defined as the extent to which weather information and forecasts are having an influence, as perceived by farmer decision makers. Moving toward giving empirical meaning to the model in Eq. (2) and defining the extent and degree of influence in probability terms, we have
where ␤ 0 is a constant. The dependent variable on the left-hand side of Eq. (3) describes the probability of being influenced (represented by X ) rather than not being influenced (represented by 0) and, for those being influenced (X Ͼ 0), the magnitude of the influence. The first three independent variables on the righthand side (rhs) of Eq. (3) are suggested by the widely applied TPB. Ajzen (1985) first proposed the TPB, suggesting that intentions and actions can be explained by three variables: attitudes, social norms, and perceived behavioral control, each consisting of an expectancy SEPTEMBER 2006 multiplied by an evaluation. For example, an "attitude" is measured by a product of the belief or expectancy that an action will lead to an outcome (b j ) and the value of the outcome (e j ). Farmers who believe that the use of climate information has a high probability of helping them to increase their profits and who value increased profits should be more likely to use that climate information. Meanwhile, others who have less confidence in the utility of climate information or who value increased profits less should be less inclined to use forecasts, when other important factors are held constant.
The "social norm" component is a product of belief (n k ) that others view an action as appropriate and the value of complying with those views (m k ). Social norms in this model can also be thought of as a person's perception of the social pressure to perform the behavior. For example, if farmers think it is probable that many people want them to use climate information, and if they believe strongly that they should comply with others' wishes, then the felt social pressure to use climate information would be high.
Last, "perceived behavioral control" [PBC, the third term on the rhs in Eq. (3)] represents perceptions about the ease with which the action can be taken by the individual, including the idea of constraints imposed by others. Such control reflects an individual's various beliefs about personal access to or control over various resources and factors (c l ) and extent to which various factors will constrain or facilitate his/her ability to perform the action ( p l ). Ajzen (2002, p. 2) indicates that "vexing problems remain" with respect to this control variable, which we further address in the empirical analysis herein. Ajzen notes specifically the "conceptual and methodological ambiguities surrounding the concept of perceived behavioral control," because it includes both "perceived self-efficacy," which is a construct that deals largely with an individual's belief that he/she possesses skills and abilities necessary to perform a behavior (Bandura 1997 cited in Ajzen 2002 , and "perceived controllability," which refers to the extent to which one believes it is possible to control a situation at all regardless of one's skills and abilities. The control phenomenon is a highly debated topic in the literature, and a large number of articles explore the phenomena of controllability and self-efficacy. Terry and O'Leary (1995) suggest that these variables are empirically different and have distinct effects (see also Manstead and van Eekelen 1998) . Armitage and Conner (1999) tested the predictive validity of control components and supported Terry and O'Leary's findings. Sparks et al. (1997) also modified perceived control and suggested measuring it with "perceived difficulty" that would capture both self-efficacy and controllability. That is, these two measures are generally viewed as somehow independent but additive.
In our view, these two facets of PBC are interdependent. If a farmer has not only worked hard to enhance his abilities in using the forecasts (i.e., self-efficacy) but is also paying more attention to their accuracy, timeliness, and other characteristics (i.e., controllability), we would expect the forecast influence to be greater on him/her. This expectation is modeled by multiplying the two measures together, such that a small value of the index is associated with both low self-efficacy and low controllability, and a large value with both measures being high. Combinations of low self-efficacy/high controllability or high self-efficacy/low controllability will give midrange value of this index. We would expect that the smaller this index is the less likely it is that forecasts will influence decisions.
Another aspect of control, preference for control, is not well represented in Ajzen's PBC construct. It relates to the extent to which farmers want control over their farms. Some farmers, depending on their personality, may want more control while others may be more likely to "go with the flow." The desire for more control would likely complement one's perception of selfefficacy and controllability. Thus, a complete PBC construct will constitute the three control factors (controllability, self efficacy, and preference for control) multiplied together. This would increase the probability of decisions being influenced by weather and climate forecasts and information and, for those who are influenced, increase the degree to which they are influenced.
In this study, we also added an "actual control" variable represented in financial capability [R, the fourth term on the rhs of Eq. (3)]. As Lynne et al. (1995, p. 585) claim, "economic reasoning suggests the need to add actual financial control," a contention that is statistically supported in that paper. Including a financial variable also recognizes the motivation for more profits; applying weather information and forecasts needs to be at least somewhat profitable as well as to serve other motivations held by farmers. Farm sales serve as this variable in the regression modeling, with an expected positive affect on the probability of weather and climate influence.
A location variable L that indicates the farmers' geographic location and environment is also included in Eq. (3), because of the likely effects of spatial climate variability and resource availability. The latitude and longitude coordinates of farms were used to determine their locations. The expectation was that farmers located farther to the west in Nebraska, being closer to the more arid Great Plains area, would be more heavily dependent on weather and climate as the resources become scarce (e.g., forecasts of growing-season rainfall are more important to decisions in this location than are similar forecasts in wet regions). Those living farther north would perhaps have a similar dependence on weather and climate as those in the west, because climate variability increases as one moves north.
By including the financial and location influences on decision behavior, the TPD [Eq. (3)] extends the social psychology-based TPB approach to decision processes related to forecast use and provides a powerful tool for gaining understanding of those processes.
Data collection, variable measurement, and component selection a. Data collection
Data suggested within the context of the TPB and TPD for understanding social and economic influences on farming decisions related to use or nonuse of climate information were collected with the survey described in Hu et al. (2006) . Farmers from three counties in southeastern Nebraska were surveyed. The survey instrument was designed in autumn of 2002 using focus-group techniques and was administered in Fillmore, Otoe, and Seward Counties in Nebraska. Overall, 724 farmers, or 33% of those surveyed, responded. Of the 724 responding surveys, 26 were incomplete and were excluded. Analysis of the 698 valid surveys showed that the demographic characteristics and agricultural profile of the samples are within the 90% confidence interval in each county. In addition, correlations between survey items confirmed internal consistency of the survey questions and their answers (Hu et al. 2006) , suggesting that the respondents understood those questions correctly.
b. Dependent-variable measurement and component selection
As noted in Hu et al. (2006), we developed measures of farmer behavior for the dependent variables from answers to the survey inquiry: "Please rate the extent to which weather forecasts and information influenced each decision in 2002." The scale starts with "0 ϭ No, it did not influence my decision" and, then, ranges from "1 (A little)" to "6 (A great deal)" under the umbrella of "Yes, it did influence my decision." The listed five groups of farming decision behaviors, each measuring a different facet of behavior during a growing season, are agronomic decisions (determining crop type, seed variety, tillage, planting density, and date), purchasing crop insurance, summer growing-season decisions (determining amount and time of using pesticides, herbicides, fertilizer, and irrigation), harvest and postharvest decisions like autumn tillage, and crop marketing. The weather and climate information considered in the survey are grouped into three types: current and recentpast conditions (CRPC), short-term forecasts (STF), and long-term forecasts (LTF). The result is a 5 ϫ 3 matrix, that is, 15 different possible dependent variables, each reflecting a potentially different degree of influence. It was decided that it was not practical to work with so many different dependent variables (although the dataset is available for doing so such that further analysis can continue, looking at "each cell" in the matrix), and so some means was sought to delineate a smaller subset of component parts.
This was accomplished using principal component (PC) analysis (e.g., Kim and Mueller 1978) . This analysis finds the overlaps in the influences on farming decisions and, because the influences are associated with forecasts of different time scales in the survey, helps to point to the distinguishing differences in the role of such time-related forecasts. Results of the PC analysis, specifically from the Varimax with Kaiser normalization (Kim and Mueller 1978) , show significant loading in three distinctive areas of influence, suggesting three behavioral influence (dependent) variables (see the appendix): 1) influence on agronomic decisions, which include agronomic decisions through planting, summer growing-season decisions, and harvest/postharvest decisions, 2) influence on crop insurance decisions, and 3) influence on marketing decisions. It was also found that for the agronomic decisions the influence of the STF could be combined with the CRPC, whereas LTF needed to be kept separate, thus showing the need to consider two agronomic dependent variables to reflect the different time scales. The net result is four probability models (four unique dependent variables) composed of two agronomic models, each reflecting a different time dimension: one crop insurance model and one crop marketing model.
c. Independent-variable measurement
As described in some detail in Hu et al. (2006) , the first three independent variables on the rhs of Eq. (3) are expectancy-value measures in the standard "belief (expectancy) ϫ value (utility)" format. So, all three terms are also proxies for the subjective utility of the behavior, as defined in economics (Vodopivec 1992) , and measure what farmers perceive they are gaining from using weather information and forecasts as the overall payoff is produced by the subjective utility gained in each of these three dimensions.
Terms to measure each of the first three independent variables on the rhs of Eq. (3) were constructed following the general recommendations in Ajzen (1988) and Ajzen and Fishbein (1980) . As noted in Hu et al. (2006, see especially their appendix), the belief component in the first variable, b j , was evaluated on a scale from "0 ϭ extremely unlikely" to "6 ϭ extremely likely" with the additional option of responding "Does not apply" to the question, "In your experience, how likely is it that these weather forecasts and information are any good at producing the following outcomes?" The list of categories in which beliefs and values were elicited is shown in Table 1 (as well as in the appendix of Hu et al. 2006) . The value component for the attitude variable, e j , was measured on the scale from "0 ϭ outcome has a low value to me" to "6 ϭ outcome has a high value to me" and the option of "Does not apply" for the question, "How much do you value each of these outcomes?"
The same general approach was used to measure the social (subjective) norm variable, the second independent variable on the rhs in Eq. (3), by first constructing the variable n k from answers to the question, "How likely is it that each of these groups believes that weather forecasts and information should influence your crop-related decisions?" A total of 14 groups are listed (Table 2) : spouse/significant other, children and grandchildren, other relatives, friends and neighbors, landlord, banker or lending agency, chemical and fertilizer dealers, government agencies, data transmission network (DTN), crop consultants/local agronomists, university cooperative extension, Web sites, television and radio, and magazines and newspapers. Again, a scale was used to gauge the belief from "0 ϭ extremely unlikely" to "6 ϭ extremely likely" with the option of "Does not apply." The measure of motivation to comply with the other's view, m k in Eq. (3), was elicited from answers to the question, "How much do you value the views of these others on this matter?" between options of "0 ϭ low value" to "6 ϭ very high value" and "Does not apply." See Hu et al. (2006) for the description of how the scales for both of the first two variables on the rhs of Eq. (3) were converted into a 0-7 scale for statistical analyses.
As noted earlier, perceived behavioral control, the third variable on the rhs of Eq. (3), includes both the perceived controllability and self-efficacy. Self-efficacy is measured by farmers' estimates of how the influence of climate forecasts and weather information on their farming decision is limited by 1) "my ability to apply the forecasts and information" and 2) "my understanding of weather forecasts and weather information." Perceived controllability is measured by farmers' estimates of forecast limitations, such as the accuracy of forecasts, reliability of the sources making the forecasts, availability of forecasts for farming area, and the timeliness of the forecast information. Respondents scoring high on the 0-6 scale for these factors are likely to be those who are working hard to build self-efficacy, to understand the forecast better, and to enhance personal abilities in applying the forecast. Also, they are likely more aware of the accuracy, reliability, availability, and timeliness of the forecast and most likely are influenced by the TABLE 1. Bagozzi test results showing components of the overall view suggesting that forecasts influence decisions. The overall view, the general attitude toward weather information and forecasts serving as the global view variable in the Bagozzi test, is measured by the question, "In your experience, letting weather forecasts and information influence your crop-related decisions has been," with responses measured on two scales: "extremely useless" to "extremely useful" and "extremely bad" to "extremely good." The responses were added to form the global view variable (superscript "a" denotes significance level p Ͻ 0.10, superscript "b" denotes p Ͻ 0.05, and superscript "c" denotes p Ͻ 0.01). Here, a 3 is defined in Eq. (4) forecast and weather information. In effect, we are indirectly measuring the extent to which the farmers are putting effort into building their skills and are paying attention to such things as accuracy and reliability and, thus, expect a positive effect on both the probability and the intensity of use. In addition, farmers were asked "How important is it to you, personally, to have complete control over all your farming decisions?" (in contrast, e.g., to decisions being controlled by landlords, bankers and others, or by the natural system itself). Answers to this question, on the scale from "0 ϭ extremely unimportant to me" to "6 ϭ extremely important to me," would reflect a personal desire for control in the operation [drawing on the theoretical model of Lynne and Casey (1998) and Lynne (1999) ]. Thus, individuals scoring high on this question would also be more likely to be influenced by forecasts and, for those who are influenced, would likely be influenced to a greater degree. So, the PBC variable was developed by multiplying the controllability, self-efficacy, and importance variables to represent the same kind of expectancy-value, utility form used for the first two variables on the rhs of Eq. (3).
A measure of financial constraint, the R term in Eq. (3), is obtained from answers to the survey request, "Please indicate the category that best describes the level of your gross farm sales in a typical year." The category of farm sales ranges from "under $10,000" to "$1,000,000 or more," with several intermediate sales values. The midpoint of each sale category (e.g., $75,000 for sale category of $50,000-$99,999) was used as the quantitative estimate of the farmer's financial ability and, indirectly, the motivation to obtain more profits.
Farm latitude and longitude coordinates were used to represent L in Eq. (3). Farmers were asked to "Please place an X in the general area of the county in which most of the land you farmed in 2002 is located." Coordinates were then determined using the "3D TOPOQUADS V2.0" DeLorme proprietary geospatial software. The coordinates were then transformed into Albert's indices that indicate the farmers' location at the intersection of latitude (the "NORTHING" variable) and longitude (the "EASTING" variable).
A number of other demographic and physical descriptors of the farms also were elicited in the survey, including age, education, years in farming business, types of ownership, and marital status, as well as farmrelated attributes such as crop type, rotations, operated acres, and income-related items. These are not included in models, however, because of their likely mediation "through the various attitude, norm, and control variables" as well as the financial and location variables (Lynne et al. 1995, p. 590) .
d. Independent-variable component selection
For the first two independent variables on the rhs in Eq. (3), recall that there are several components to each one, as depicted in Tables 1 and 2 [and, for the case of the first variable in Table 1 , also see the appendix in Hu et al. (2006) ]. The Bagozzi (1984) test rather than PC analysis was used in selecting the salient components from these lists of components. The reason is that PC analysis groups components based on only the internal correlation among component parts and does not consider their external relation to the overall global view toward forecasts and weather information or toward being willing to be influenced by others or general community pressure as represented in social norms. This may be misleading because loadings of some real data variables can be meaningless. For example, in the PC results, crop planting, crop insurance, financial, and crop marketing decision components were expected to be grouped into agronomic and economic subsets but were not. As we will see, in contrast, the Bagozzi test results are more logical. Another important property of the Bagozzi test is that it is insensitive to the scales used in the survey questions and so its results have general or "global" applications beyond a specific survey (Lynne et al. 1995) . the overall norm suggesting forecasts and weather information should influence crop-related decisions. The overall norm serving as the global view variable was measured using the question, "Lots of people may advise you that weather forecasts and weather information should influence your crop-related decisions. Generally, following this advice from others is," with responses measured on two scales: "extremely useless" to "extremely useful" and "extremely bad" to "extremely good." The responses were added to specify the global view variable (superscript "a" denotes p Ͻ 0.10, superscript "b" denotes p Ͻ 0.05, and superscript "c" denotes p Ͻ 0.01). Here, a 3 is defined in Eq. (4) The Bagozzi test involves examining a linear relationship including the belief and value components as well as an anchor variable (interaction of belief and value for that dimension) in explaining the variation in the global view. The component is deemed a part of the global attitude or global norm if the coefficient a 3 in the following expression is significant:
Global attitudeրnorm ϭ a 0 ϩ a 1 ͑belief͒ ϩ a 2 ͑value͒ ϩ a 3 ͑belief ϫ value͒ ϩ , ͑4͒
where is the residual. The dependent variable in each case is developed from the question shown in the legend of Tables 1 and 2 .
The application of the Bagozzi test to the attitude data is demonstrated in Table 1 . The overall experience with forecasts and weather information is composed of the agronomic decisions represented in the first (planting the best crop) and third items (optimal time to fertilize), the right amount of crop insurance, maximizing crop revenue, and sharing irrigation water during droughts, for all three types of forecasts. A sum of these components was used to form the first independent variable on the rhs in Eq. (3), which explains 54%-64% of the variation in the global attitude described in the legend to Table 1 .
Results from applying the Bagozzi test to select the components of the social norms are given in Table 2 and suggest that friends and neighbors, banker or lending agency, chemical and fertilizer dealers, government agencies, university cooperative extension, television and radio, and magazines/newspapers/newsletters are the major factors, in descending importance, composing the norm variable. A sum of these salient components is used to form the second independent variable on the rhs in Eq. (3); this sum explains 87% of the variation in the global norm described in the legend to Table 2 .
e. Statistical model and tests for heteroskedasticity
Specifics of the data and use of the censored dependent variable required a careful consideration in selection of the statistical procedure. Ordinary least squares (OLS), ordinal "probit", single-limit "tobit" ("Tobin's probit"), and doubly censored tobit procedures were considered.
A review of the literature on the ordinal probit and doubly censored tobit procedures indicated that these two procedures usually result in similar attributes being significant and having the same sign (Boyle et al. 2001, pp. 441, 447; MacKenzie 1993) despite the fact that ordinal probit is best suited for the analysis of an ordered categorical model that assumes responses are cardinal (Roe et al. 1996; Stevens et al. 1997 ) and doubly censored tobit for censored regression analysis that assumes responses are continuous but censored (Greene 2002) . In this study, the dependent variable is doubly censored, and the focus is on both the significance of the attributes and the intensity of the influence, which ordinal probit does not provide. As a result, doubly censored tobit is preferred. In addition, the doubly censored tobit procedure [censored at both lower and upper bounds of the scale as described in Greene (2002) ] was selected to correct for censoring, to retain cardinal information between the upper and lower bounds of the scale or, in other words, to eliminate the possibility of predicted values of the dependent variable being either below the lower limit or above the upper limit or upper scale of forecast influence specified in the survey questionnaire.
Comparisons of OLS versus tobit procedures show that tobit is particularly suited for a censored form of the dependent variable like (0, X ) with 0 meaning the farmer was not influenced and X representing the extent to which an individual was influenced for that subset who were so influenced. That is, this procedure facilitates not only relating the same causal factors to the probability of 0 or X but also relates these causal factors to the degree of influence for those being influenced. According to McDonald and Moffitt (1980) , the tobit method generally produces more robust and consistent results on such censored data than does the OLS model [for details of the tobit model, see Maddala (1983) and Greene (2002) ].
Tobit differs from OLS in that its coefficients cannot be used directly to determine the change in behavior for a unit change in any of the independent variables. There are two ways to determine those changes. One is to apply the decomposition method of McDonald and Moffitt (1980) , which gives a measure of the marginal response to a unit change in the independent variable. For a demonstration of this approach readers are referred to Norris and Batie (1987) . The other way, which provides a more easily understood measure of response, is to focus on the elasticity represented in the response of the dependent variable as in 1) the percentage change in the probability that the weather and climate forecast information influences decisions at all and 2), for those who are being influenced, the percentage change in the degree of influence, in both cases the change being associated with a 1% change in the independent variable in question, that is, terms on the rhs of Eq. (3). These elasticity estimates are provided here.
Because the data were from three counties of somewhat different farming conditions, data from the survey results were examined and adjusted for heteroskedasticity using the statistical package "LIMDEP."
Results and discussion
The ranges, means, standard deviations and correlations for the various variables in (3) are presented and discussed in the companion paper by Hu et al. (2006) . The regression analysis herein focusing on causes of behavioral influence is presented in Tables 3-6 for the statistical (doubly censored tobit) version of Eq. (3):
where ␤ 0 is a constant and is the residual. In Eq. (5), "LOCATION" is represented by the EASTING and NORTHING variables described earlier. Results in Tables 3-6 indicate that attitudes ("ATTITUDES" variable), social norms ("NORMS" variable), perceived behavioral control ("PBC" variable), and the financial status ("FARMSALES" variable) all have significant (in the statistical sense) influence on use of weather information and forecasts in farmers' decision behavior. The influence does not vary significantly, however, with location (EASTING and NORTHING) of their farms. Among the significant parameters, ATTITUDE shows the highest statistical significance, consistently at p Ͻ 0.01, NORMS and PBC are significant at, respectively, p Ͻ 0.01 and p Ͻ 0.05 for agronomic decisions but are not significant for insurance and marketing decisions. FARMSALES is significant at p Ͻ 0.10 in the agronomic decision under the influence of current and recent-past weather information and short-term forecasts and at p Ͻ 0.01 in the insurance and marketing decisions. It is not significant for the agronomic decisions made under the influence of long-term forecasts. Assuring statistical significance is the essential first step before focusing on the substantive significance/effect and answering the question, "How much does each variable actually affect the influence, and thus the use, of climate information and forecasts?" The answer to this question is demonstrated in the elasticity estimates shown in Tables 3-6. To be specific, a 1% change in a farmer's attitude favoring the weather and climate information and forecasts in agronomic (from planting, to growing-season, to harvest and postharvest decisions), insurance, and marketing decisions will result in 0.66%, 0.69%, 1.10%, and 0.66% increases, respectively, in the probability that climate information and forecasts will influence those decisions. When further separating the farmers into two groups, one with farmers whose decisions are being influenced by forecasts and the other not being influenced, we found that farmers in the former group responded with 0.66%, 0.69%, 1.10%, and 0.66% increases, respectively, in the extent to which they are influenced by a 1% change in their attitude. It also becomes clear that it may be the easiest to increase the influence of forecasts on farming decisions by further enhancing farmer attitudes favoring such information. For example, the increase of using short-term forecasts in agronomic de-TABLE 3. Agronomic behavioral influence as it pertains to current and recent-past weather information and short-term forecasts.
[Superscript "a" denotes p Ͻ 0.10, superscript "b" denotes p Ͻ 0.05, and superscript "c" denotes p Ͻ 0.01. The normalized coefficient (coef) is calculated by dividing the regression by the standard error of the estimate. 
cisions resulting from a 1% change in PBC is only 0.05%, less than 1/10 of the 0.66% change resulting from a 1% change in attitude. Thus, it will be easier to increase the influence by changing attitudes than by changing PBC. A similarly weak effect also was found for the social norms. This comparison does not mean, however, that one should not pay attention to the variables other than attitude, because of the fact these do not play as large a role. Those variables affect development of an attitude, although such highly nonlinear effects cannot be explicitly resolved in the linear model represented in Eq. (3). It is interesting to note that the social norms are statistically significant in influencing use of both the shortterm and long-term forecasts in agronomic decisions. A 1% increase in social norms will lead to an increase in the probability of use of the forecasts by both the "new users" and by those already using forecasts by 0.13% for the short-term forecasts/current information and 0.10% for the long-term forecasts. These results suggest that farmers approach weather and climate forecasts by consulting with friends, neighbors, and others regarding such things as the crop type and planting date and density "to go with the flow," that is, to do what others do. On the other hand, the effect of perceived social norms disappears in the marketing and insurance decisions, indicating that the influence of climate information and forecasts is at best already internalized, and it appears that farmers are consulting others less about the use of forecasts and weather information for these decisions. The influence of others is minimal in these more profitoriented decisions.
Farmers see control as a limiting factor in agronomic decision making. According to Ajzen (2002) , controllability combined with self-efficacy can explain behavior well. Adding the general preference for control further enhances the controllability and self-efficacy aspect; those wanting more control will be more likely influ- enced and, for those being influenced, will be influenced to a larger extent. Analysis of the elasticity of PBC on the forecasts' use and influence reveals that farmers, however, are considerably less sensitive to PBC than to changes in attitude and social norms-the elasticity ranges from 0.006% to 0.09% for a 1% change in PBC. The largest response of 0.09% is associated with the influence of long-term forecasts in the agronomic decision (Table 4 ). The smallest, 0.006%, is for the insurance decision, indicating that farmers essentially will not respond to a change in the control variable in making such a decision (Table 5 ). The very act of buying crop insurance is to protect oneself from uncertain weather and climate when unsure of one's own abilities and environment, which likely explains the reason; that is, control is no longer an issue because one has bought protection against uncertain (uncontrollable) climate events. For marketing decisions, the response to PBC is also weak, at only 0.06% (Table 6 ). Again, as in insurance decisions, the dimension of control given by forecasts is not a factor. This suggests that in marketing decisions farmers perceive control for weather and climate information and forecasts as less important than for on-farm decisions like what crop to plant or when to irrigate. This seems reasonable because farmers worry less about the crop damage once it is harvested and stored in elevators, which ensure the crop is safe from an uncertain physical environment and do not require practicing skills or abilities unknown to experienced farmers. In other words, once the crop is "in the bin" the farmer has more or less complete control over it, so controllability is not an issue any more. It is still intriguing, however, how control over the marketing decision is so weakly related to forecast use, especially with the growing perception that both the regional and international long-term forecasts and weather information will affect crop prices and should play an important part in marketing the crops.
The financial variable adds realism to the TPB model, recognizing that farmers' behavior will likely be influenced by their financial capabilities and motivations. For each $10,000 in farm sales, the probability of the influence of forecast use on currently noninfluenced farmers will increase by 0.07%, 0.04%, 0.19%, and 0.18% in the two agronomic time frames, insurance, and marketing decisions, respectively (Tables 3-6 ). Similar changes are observed for farmers who are already using and being influenced by forecasts. Throughout the production cycle, farmers need to make short-term decisions like fertilizing, irrigating, or harvesting crops. Heavy rains may cause fertilizer to run off or may delay harvesting, and drought can stress the crop, resulting in a lower yield. Negligence of forecasts in such short-term decisions can be costly and can affect profits. Farmers are aware of these costs, which prompt them to keep forecasts in mind. On the other hand, insignificance of the financial variable in the agronomic decisions under the influence of long-term forecasts (the low elasticity at 0.04; Table 4 ) may relate to the fact that farmers are very sensitive to the forecast inaccuracy and lack of reliability and timeliness in the long-run forecast. As a result, the financial aspect of the forecast is so dominated by their concern with forecast accuracy as to become latent and of insignificant influence. Said somewhat differently, not gaining more control as a result of the inaccuracy of the long-term forecast overrides any concern for the financial implications. The magnitude of the PBC coefficient in Table 4 is larger than that in Table 3 , a result supporting such logic.
As in short-term agronomic and marketing decisions, negligence of forecasts will make insurance decisions costly. Because of the risk of losing crops, the potential costs in failed insurance decisions are very significant. Farmers tend to focus on their financial stability in making insurance decisions, especially those who perceive less control of their financial situation (Table 5) . Farmers seek profit, perhaps even maximum profits, with respect to insurance decisions. In marketing decisions, farmers are again seeking profits and may follow weather and climate forecasts in other regions that supply similar crops for that reason. Any adverse or overly favorable climatic changes in those regions will affect farmers' crop marketing decisions and profits. This orientation toward cost and profit considerations for these decisions likely explains the importance of the financial variable and, again, the little to no importance of the influence of others, in these decisions. 
Concluding remarks
This paper explores the human dimensions of the use and influence of weather and climate information and forecasts in farmer decision making. The highly significant attitude, social norm, and perceived behavioral control variables in explaining the influence of this information underline the importance of the human dimension in improving forecast use. This suggests that a focus on changing both the farmers' and their societies' beliefs and values and their perceptions of weather and climate forecasts will greatly affect their use and influence. The easiest way to improve the use and influence of weather and climate forecasts will come from changing the individual's attitude, although such change also depends on the collective "attitude" of his/her community (the social norms), for example, friends and neighbors, bankers, and university extension, toward the individual's use of climate forecasts. Working to help controllability, self-efficacy, and being responsive to the general preference for control also complements responses to changing attitudes and norms. This signals that the forecast makers should focus on changing the farmer's perception of forecast accuracy (if not the actual accuracy itself, assuming it is accurate enough; also see Hu et al. 2006 ) by making available easy-tounderstand forecasts through widely available and reliable media in a timely fashion. Thus, offering training programs to help farmers, as well as those who influence farmers, for example, crop consultants, and enhancing their understanding and ability in applying the forecasts will improve the sense of control. Anything that can be done to improve the financial viability of farms will also expand the demand for forecasts. Of interest is that finding a way for forecasts to become more influential can in itself also increase that financial capability. Because of the substantive role of control, financial and otherwise, weather information and climate forecasts will likely carry an ever more important role following the contemporary trend toward industrializing the farms, with the main goal in this trend to have more effective control of farming operations and productivity.
From a theoretical perspective, this test of the theory of planned behavior as modified by integrating it with constructs from the theory of derived demand in economics into the theory of planned demand was successful. Both the TPB construct and its extended and integrated TPD version are viable choices in understanding and predicting the influence of weather and climate forecasts. These frameworks are useful for designing ways to enhance the use and influence of climate forecasts in agricultural (and likely other kinds of) decision making. Note that this test is by no means an exhaustive one, in the sense that there remain possibilities that these models may need to be modified further. Identifying variations and the different elements affecting such variations will continuously enrich the TPB theory and its applications in decision making related to weather and climate forecasts.
