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Abstract
We provide a characterization of graphs of linear rankwidth at most 1
by minimal excluded vertex-minors.
1 Introduction
The definition and study of various width parameters of graphs has influenced
research on structural characterizations and exploring complexity and algorith-
mic properties of graph classes with bounded width. One of the first such
parameters was bandwidth, discussed for instance in papers by Monien and
Sudborough [8], Chinn et al [4], Assman et al [1]. The first modern width
parameter was treewidth defined by Robertson and Seymour [12], opening the
floodgates for various graph decomposition schemes that define other width pa-
rameters. These parameters have strong impact on complexity of many discrete
optimization problems.
Rankwidth was first defined by Oum and Seymour [11] with the goal of
efficient approximation of the cliquewidth of a graph. Oum showed that the
rankwidth cannot increase when taking vertex minors [9], and he further inves-
tigated the problem of obstruction set characterization of graphs with bounded
rankwidth. He proved that for given rankwidth k ≥ 0, the obstructions (de-
fined as minimal excluded vertex-minors) have bounded size. In the same paper,
he showed that a graph has rankwidth at most 1 if and only if it is distance-
hereditary. It then follows from results in [2] that the obstruction set for graphs
of rankwidth at most 1 simply consists of the 5-cycle C5. In [3], Bouchet deter-
mined the obstruction set characterizations for circle graphs.
The main theorem in this paper is a characterization of the class of all
graphs of linear rankwidth at most 1 by three excluded vertex-minors.
Theorem 1 Any graph G has linear rankwidth at most 1 if and only if G
contains none of the three graphs depicted in Figure 1 as a vertex-minor.
It is known that for every fixed integer k > 0, the set Ok of graphs that are
minimal excluded vertex-minors for linear rankwidth at most k is finite [10].
∗Institute for Computer Science, Goethe University Frankfurt, Germany
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Figure 1: The three obstructions for linear rankwidth at most 1: The 5-cycle
C5, the net graph N , and the half-cube Q.
Until now, no such set Ok was explicitly known. In this paper we determine
O1.
2 Preliminaries
For a set A we denote the power set of A by 2A. For two sets A and B let
A∆B := (A \ B) ∪ (B \ A) denote the symmetric difference of A and B. For
an integer n > 0 we let [n] := {1, . . . , n}. Let v¯ = v1, . . . , vn be an ordered
tuple. We say that a subtuple u¯ of v¯ is an interval of v¯, if v¯ can be written as
v¯ = x¯, u¯, y¯ for some (possibly empty) tuples x¯ and y¯.
Graphs are finite, simple and undirected. We denote the set of vertices
of G by V (G) and the set of edges of G by E(G), and every edge e ∈ E(G)
is a two-element subset of V (G). Let G be a graph. For a vertex v we let
NG(v) :=
{
u ∈ V (G)
∣
∣ {u, v} ∈ E(G)
}
be the neighborhood of v in G. The
degree of v ∈ V (G) is degG(v) := |NG(v)|. For two graph G and H, the
intersection of G and H is the graph G ∩H with V (G ∩H) := V (G) ∩ V (H)
and E(G ∩ H) = E(G) ∩ E(H). The union of G and H is the graph G ∪ H
with V (G ∩ H) := V (G) ∪ V (H) and E(G ∪ H) = E(G) ∪ E(H). A graph
H is a subgraph of G, if V (H) ⊆ V (G) and E(H) ⊆ E(G). For a subset
X ⊆ V (G), let G[X] be the subgraph of G induced by X, i.e. V
(
G[X]
)
= X
and E
(
G[X]
)
:= {e ∈ E(G) | e ⊆ X}. A graph H is an induced subgraph of
G, if H = G[X] for some subset X ⊆ V (G). For a subset Y ⊆ V (G) we let
G \ Y := G[V (G) \ Y ]. If Y = {y} is a singleton set, then we write G \ y
instead of G \ {y}. We say that a vertex v ∈ V (G) is a cut-vertex, if G \ v
has more connected components than G. A graph G is connected, if G 6= ∅
and any two vertices of G are connected by a path. A subset X ⊆ V (G) is
connected, if G[X] is connected. A graph G that is not connected is said to be
disconnected. A connected component of G is a maximal connected subgraph of
G. For an integer k ≥ 0, a graph G is k-connected if G cannot be disconnected
by removing fewer than k vertices. (Hence in particular, a k-connected graph
has at least k vertices.)
The length of a path is the number of its edges. The distance between two
vertices u and v of G, denoted by distG(u, v), is the minimum length of a path
in G connecting u and v (or infinity, if no such path exists). A tree T is an
acyclic connected graph. A leaf of a tree T is a vertex of degree one in T . We
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denote the set of leaves of T by L(T ). A vertex in V (T ) \ L(T ) is an internal
vertex. For an integer n ≥ 3 we let Cn denote the cycle with n vertices. A
complete bipartite graph is a graph G with a partition V (G) = X ∪˙Y such that
E(G) =
{
{x, y} | x ∈ X and y ∈ Y
}
.
Linear rankwidth For defining linear rankwidth, we introduce some nota-
tion. Let M(G) denote the adjacency matrix of a graph G, I.e. M(G) is the
V (G) × V (G) matrix where the columns and the rows are indexed by the ver-
tices of G, and M(G) has entries in {0, 1}, where an entry is 1 if and only if the
corresponding row vertex is incident to the corresponding column vertex. For
an A×B matrix M and subsets X ⊆ A and Y ⊆ B we let M [X,Y ] denote the
X × Y submatrix (mi,j)i∈X,j∈Y of M .
The cutrank function of a graph G is defined by cutrkG : 2
V (G) → N given
by
cutrkG(X) := rank
(
M(G)[X,V (G) \X]
)
,
where rank is the rank function over GF[2].
A tree is cubic, if it has at least two vertices and every internal vertex has
degree 3. A rank decomposition of a graph G is a pair (T, λ), where T is a cubic
tree and λ : L(T ) → V (G) is a bijection. For every edge e ∈ E(T ) the two
connected components of T \ e induce a partition (Xe, Ye) of L(T ). The width
of e is defined as cutrkG(λ(Xe)). The width of a rank decomposition (T, λ) is
the maximum width over all edges of T . The rankwidth of G is defined as
rw(G) := min{width of (T, λ) | (T, λ) rank decomposition of G}.
(If |V (G)| ≤ 1, then G has no rank decomposition and we let rw(G) := 0.)
A caterpillar is a tree T that contains a path such that every vertex of T
has distance at most 1 to some path vertex. A linear rank decomposition of
a graph G is a rank decomposition (T, λ) of G, where T is a caterpillar. The
linear rankwidth of G is defined as
lrw(G) := min{width of (T, λ) | (T, λ) linear rank decomposition of G}.
(Again, if |V (G)| ≤ 1, then G has no linear rank decomposition and we let
lrw(G) := 0.)
For example, it is easy to verify that cliques, caterpillars and complete
bipartite graphs have linear rankwidth at most 1, and that the disjoint union
G ∪˙H of two graphs G and H satisfies lrw(G ∪˙H) = max{lrw(G), lrw(H)}.
Example 2 The cycle C5 satisfies lrw(C5) = 2: In any linear rank decompo-
sition (T, λ) of C5 every edge in E(T ) between two internal vertices of T has
width 2, and every edge in E(T ) containing a leaf of T has width 1.
Remark 3 All graphs on four vertices have linear rankwidth at most 1.
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Vertex-minors, obstructions and distance-hereditary graphs Let G
be a graph and let v ∈ V (G). The graph obtained from G by a local comple-
mentation at v is the graph G ∗ v with V (G ∗ v) := V (G) and E(G ∗ v) :=
E(G)∆
{
{x, y} ⊆ NG(v)
∣
∣ x 6= y
}
. We say that two graphs G and H are locally
equivalent, G ∼ H, if H can be obtained from G by a sequence of local comple-
mentations. Note that this is indeed an equivalence relation. Figure 2 shows
all graphs that are locally equivalent to C5 (up to isomorphism).
Figure 2: The three graphs that are locally equivalent to C5.
A graph H is a vertex-minor of a graph G, denoted by H 4v G, if H can be
obtained from G by a sequence of local complementations and vertex deletions.
In particular, every induced subgraph of G is a vertex-minor of G. For a
fixed non-negative integer k ∈ N, the class of all graphs of rankwidth at most k
is closed under taking vertex-minors [9]. The following Lemma lists some basic
observations on linear rankwidth that are not hard to verify (cf. [9, Prop. 2.6]).
Lemma 4 Let G be a graph and let v ∈ V (G).
1. Every X ⊆ V (G) satisfies cutrkG(X) = cutrkG∗v(X),
2. lrw(G) = lrw(G ∗ v),
3. lrw(G \ v) ≤ lrw(G),
4. for fixed k ∈ N, the class of all graphs of linear rankwidth at most k is
closed under taking vertex-minors.
A graph G is distance-hereditary, if for every induced connected subgraph
H ⊆ G and every pair of vertices u, v ∈ V (H) we have distH(u, v) = distG(u, v).
Fact 5 ([2, 9]) For every graph G the following are equivalent:
1. G is distance-hereditary,
2. rw(G) ≤ 1, and
3. G does not contain C5 as a vertex-minor.
Let C be a class of graphs that is closed under taking vertex-minors, i.e. all
graphs G satisfy: if G ∈ C and H 4v G, then H ∈ C. We say that a graph G is
an obstruction for C, if every graph H with G ∼ H satisfies
• H /∈ C, and
• for every v ∈ V (H) the graph H \ v is in C.
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A set O of graphs is an obstruction set for C, if O is a set of pairwise locally
non-equivalent obstructions for C, such that for every graph G, G ∈ C if and
only if H 64v G for all H ∈ O. For example, {C5} is an obstruction set for
the class of distance-hereditary graphs, and for any vertex v ∈ V (C5), the set
{C5 ∗ v} is also an obstruction set for the class of distance-hereditary graphs.
Remark 6
1. Let G be an obstruction for the class of all graphs of linear rankwidth at
most 1. Then rw(G) ≤ lrw(G) ≤ 2.
2. The obstruction set for the class of all graphs of linear rankwidth at most 1
is finite.
Proof. For the first statement, let G be such an obstruction, and let v ∈ V (G).
Then lrw(G \ v) ≤ 1 by definition, and hence lrw(G) ≤ 2, because adding
a vertex can increase the cutrank function by at most one. But lrw(G) ≤ 2
implies rw(G) ≤ 2.
The second statement follows from the first statement, together with the
fact that if there is a fixed upper bound on the rankwidth of all graphs in an
obstruction set, then the obstruction set is finite [10]. 
A vertex of degree 1 in G is called a pendant vertex in G. We say that two
distinct vertices u, v ∈ V (G) are strong siblings, if NG(u) \ {v} = NG(v) \ {u}
and {u, v} ∈ E(G). Two distinct vertices u, v ∈ V (G) are weak siblings, if
NG(u) = NG(v) (and {u, v} /∈ E(G)). A split pair is a pair u, v of vertices of G
that are either strong or weak siblings. We will use the following fact.
Fact 7 ([2]) Every finite distance-hereditary graph G with at least four vertices
has either at least two disjoint split pairs, or a split pair and a pendant vertex,
or at least two pendant vertices.
3 Thread graphs
Thread graphs were introduced in [5] as an alternative characterization of
graphs of linear rankwidth at most 1. In this section we define thread graphs
and we exhibit some of their properties. We define thread graphs in a slightly
different way. It can be easily seen that our definition is indeed equivalent to
the original definition in [5].
A thread block is a tuple (G, (a, b), v¯,L), consisting of a graph G, distin-
guished edge {a, b} ∈ E(G), called the thread edge of G, an ordering v¯ =
v1, . . . , vn of V (G) with v1 = a and vn = b, called a thread ordering, and a
thread labeling L : V (G)→
{
{L}, {R}, {L,R}
}
of V (G), such that for all i, j ∈
{1, . . . , n}
• L(v1) = {R}, L(vn) = {L}, and
• for all 1 ≤ i < j ≤ n,
{vi, vj} ∈ E(G) if and only if R ∈ L(vi) and L ∈ L(vj).
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Figure 3: A graph G and a thread block (G, (a, b), a, a′ , v, u, b′, b,L).
Intuitively, every vertex u with L ∈ L(u) ‘sees’ all vertices v to its Left that
‘look’ to the right, i.e. that have R ∈ L(v). Symmetrically, every vertex v with
R ∈ L(v) ‘sees’ all vertices u to its Right that ‘look’ to the left, i.e. that have
L ∈ L(u).
Figure 3 shows a graphG with an edge {a, b} and an ordering v¯ = a, a′, v, u, b′, b
and a labeling L such that (G, (a, b), v¯,L) is a thread block.
Remark 8 Let (G, (a, b), v¯,L) be a thread block. Then the set of vertices
L−1({L,R}) ⊆ V (G) induces a complete graph in G.
Let (G, (a, b), v¯,L) be a thread block, with v¯ = v1, . . . , vn. For 1 ≤ i ≤ j ≤ n
let vi, . . . , vj be an interval of v¯. The interval vi, . . . , vj is called L-constant, if
every ℓ ∈ {i, . . . , j} satisfies L(vℓ) = L(vi).
Lemma 9 (Permuting thread orderings) Let (G, (a, b), v¯,L) be a thread
block. For 1 ≤ i ≤ j ≤ n let vi, . . . , vj be an L-constant interval of v¯.
For a permutation π(vi, . . . vj) of vi, . . . vj , let u¯ be the ordering of V (G) ob-
tained by replacing the interval vi, . . . , vj in v¯ by the interval π(vi, . . . vj). Then
(G, (u1, un), u¯,L) is a thread block as well.
Proof. Observe that any two vertices in an L-constant interval form a split pair,
and hence transposing them yields a thread ordering. Since any permutation
is a product of transpositions, this proves the lemma. 
A connected thread graph is a graph G that either consists of a single vertex
only, or is obtained from a sequence
(G1, (a1, b1), v¯
1,L1), . . . , (Gm, (am, bm), v¯
m,Lm)
of thread blocks (Gi, (ai, bi), v¯
i,Li), for i ∈ [m], by identifying bi with ai+1 for
all i ∈ [m − 1]. The path a1, . . . , bm in G of length m thus obtained is called
the thread of G. A thread graph is either the empty graph, or a disjoint union
of connected thread graphs.
The following theorem was proven in [5]. We give a brief proof here for
completeness.
Theorem 10 (Ganian [5]) A graph G has lrw(G) ≤ 1 if and only if G is a
thread graph.
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Proof. We may assume that G is connected and E(G) 6= ∅. We define
a thread ordering of a connected thread graph G to be the concatenation of
thread orderings of a sequence of thread blocks that yield G, identifying the
shared thread vertices and labeling them {L,R}. Other thread labels are as
determined for the thread blocks.
Assume lrw(G) ≤ 1, and let (T, λ) be a linear rank decomposition witness-
ing this. Consider a total ordering ≺ of the vertices of G that is consistent
with the linear structure of T yielding the linear rankwidth ≤ 1. We will prove
that this ordering is a thread ordering. Consider further a vertex v being pro-
cessed. There is a unique binary string expressing adjacencies between already
processed vertices u ≺ v and the vertices w, v  w.
We use e = 0∗ to represent the pattern of all 0’s, i.e., no adjacencies (“empty
neighborhood”). We use n = e1{0, 1}∗ to mean an arbitrary pattern of 0’s and
1’s, including at least one 1 and perhaps no 0’s.
Case 1 : The neighborhood of processed vertices is 1n. Since v is the first un-
processed vertex it is adjacent to the processed vertices. After v is processed, it
could either have no adjacencies to the remaining unprocessed vertices, in which
case we label it {L} in the corresponding thread ordering, or the neighborhood
could be the same as the neighborhood of other processed vertices, in which
case it is labeled {L,R} in the corresponding thread ordering.
Case 2 : The neighborhood of processed vertices is 1e. This identifies v as a
thread vertex. After processing, v has either an empty neighborhood, in which
case we label it {L}, or its adjacencies with unprocessed vertices are expressed
by n, in which case v is labeled {L,R} and is an internal thread vertex.
Case 3 : The neighborhood is 0n. After v is processed, it must have a
neighborhood n as do other processed vertices, in which case it is labeled {R}
in the thread ordering. This is a thread labeling proving that G is a thread
graph.
For the converse, assume that G is a thread graph with a given thread
ordering ≺ of V (G). We define a linear rank decomposition (T, λ) by mapping
the leaves of T to the vertices of G in such a way that the linear structure of
(T, λ) respects ≺. It is straightforward to verify that the width of (T, λ) is ≤ 1.

Remark 11 (Basic properties of thread graphs)
1. Let G be a connected thread graph with thread a1, . . . , am and let X ⊆
V (G) be the set of all cut-vertices of G. Then X ⊆ {a1, . . . am} and
{a2, . . . am−1} ⊆ X.
2. Let G be a 2-connected thread graph. Then every thread in G consists of
a single edge.
3. Let G be a connected thread graph obtained from the sequence
S := (G1, (a1, b1), v¯
1,L1), . . . , (Gm, (am, bm), v¯
m,Lm)
of thread blocks, where P = a1, . . . , bm is a thread in G. Then, for any
interval S′ of S, the thread graph G′ obtained from S′ is a connected
induced subgraph of G with thread P ′ := P ∩G′.
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4. Every thread in a connected thread graph G is an induced path in G.
Proof. The first statement is proved in [5], and it implies the second statement.
The last two statements follow from the definition of connected thread graphs.

Lemma 12 (Removing pendant vertices) Let G be a graph, let u ∈ V (G)
be a pendant vertex with unique neighbor c ∈ V (G), such that c is a cut-vertex
of G \ u. Then G is a thread graph if and only if G \ v is a thread graph.
Proof. If G is a thread graph, then, using the equivalence between thread
graphs and graphs of linear rankwidth at most 1 (Theorem 10), by Lemma 4.3
the graph G \ v is a thread graph.
Conversely, let G \ v be a thread graph. Since c is a cut-vertex in G \ v, c
lies on every thread. Choose a thread block of G containing c. Then c is either
the first or the last vertex in the thread ordering of that thread block. If c is
the first vertex, add u immediately after c to the thread ordering and label it
{L}. Symmetrically, if c is the last vertex, add u immediately before c to the
thread ordering and label it {R}. Hence G is a thread graph. 
Lemma 13 (Thread graphs with two ‘whiskers’) Let G be a thread graph.
Assume that G contains a 2-connected subgraph G0 ⊆ G and two vertices
u, v ∈ V (G) such that V (G) = V (G0)∪{u, v}, and u and v are pendant vertices
in G. Let a ∈ V (G0) be the neighbor of u and let b ∈ V (G0) be the neighbor
of v, and assume that a 6= b. Then {a, b} ∈ E(G) and there exists a thread
ordering v¯ of V (G) and a labeling L such that (G, (a, b), v¯,L) is a thread block.
Proof. Let P be a thread inG. Since a and b are cut vertices, by Remark 11.1, a
and b lie on P . By Remark 11.3, P ∩G0 is a thread for G0, and by Remark 11.2,
P ∩ G0 consists of a single edge e only. Since a, b ∈ V (G0) ∩ V (P ), e = {a, b}
and the lemma follows. 
4 The obstruction set for linear rankwidth at most 1
From now on, let C := {G graph | lrw(G) ≤ 1} denote the class of all graphs of
linear rankwidth at most 1. We first show that the graphs C5, N and Q shown
in Figure 1 are obstructions for C. The harder part will be to show that the set
{C5, N,Q} is the complete obstruction set.
Lemma 14 The three graphs C5, N and Q are obstructions for the class of all
graphs of linear rankwidth at most 1.
Proof sketch. We first have to show that none of the three graphs C5, N and Q
have linear rankwidth 1 (which, by Lemma 4.2, implies that no graph locally
equivalent to C5, N or Q has linear rankwidth 1). Second, for every graph H
that is locally equivalent to one of the three graphs C5, N and Q, and for every
v ∈ V (H), we have to show that lrw(H \ v) ≤ 1.
For the first part, we have already seen in Example 2 that lrw(C5) = 2.
Using Theorem 10, it suffices to show that neither N nor Q contains a thread.
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By Remark 11, every thread in N would contain the three cut-vertices, but the
cut-vertices do not lie on an induced path, which is necessary by Remark 11.4.
Similarly, the two cut-vertices of Q would have to lie on every thread, but
there is no path connecting them that only uses cut-vertices, which would be
necessary by Remark 11.1. Hence C5, N and Q are not thread graphs.
For the second part, using Theorem 10, for every graph H that is locally
equivalent to one of the three graphs C5, N and Q, and for every v ∈ V (H),
one has to exhibit a thread, a thread ordering and a corresponding labeling.
This is not hard to do and is left to the reader. Figures 2, 4, and 5 show the
classes of graphs that are locally equivalent to C5, N , and Q, respectively. 
Figure 4: The five graphs that are locally equivalent to the net graph N .
Figure 5: The five graphs that are locally equivalent to the half-cube Q.
Lemma 15 Every obstruction G for C is connected.
Proof. By contradiction. Suppose that G = G1 ∪˙G2, where G1 and G2
are non-empty unions of connected components of G. Let x1 ∈ V (G1) and
x2 ∈ V (G2). Since G is an obstruction, G \ x1 is a thread graph, implying G2
is a thread graph. Symmetrically, G \ x2 is a thread graph, implying G1 is a
thread graph. But the disjoint union of thread graphs is a thread graph, so G
is a thread graph as well, a contradiction. 
Lemma 16 If G is an obstruction for C, then G does not contain a cut-vertex
v ∈ V (G) such that G \ v has more than two components.
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Proof. By contradiction. Assume that G is an obstruction containing a cut-
vertex v such that G \ v has three components C1, C2 and C3. By Lemma 15,
G is connected, so every component Ci contains a neighbor xi of v in G, for
i ∈ [3].
Every component Ci contains at least two vertices. Otherwise, a component
Ci with one vertex xi would be a pendant vertex attached to v, and v is a cut-
vertex in G \xi, and since G is an obstruction, G \xi cannot be a thread graph
by Lemma 12.
Consequently, every component Ci of G\v contains a neighbor yi of xi. The
vertices v, xi, yi either induce a path of length two or a triangle K3 in G. If they
induce a K3 in G, then they induce a path of length two in G∗xi (see Figure 6).
Hence we may assume that for all i ∈ [3], the vertices v, xi, yi induce a path of
length two in G. But then
(
G[{v, x1, x2, x3, y1, y2, y3}] ∗ v
)
\ v s isomorphic to
the net graph N (see Figure 7), a contradiction to G being an obstruction. 
x1 y1
vy2 x2 x3 y3
∗x1
 
y1
x1
vy2 x2 x3 y3
Figure 6: Producing an induced path of length 2 in the proof of Lemma 16.
x1
x2 x3y2 y3
y1
v
Figure 7: The graph G[{v, x1, x2, x3, y1, y2, y3}] ∗ v in the proof of Lemma 16.
We will investigate the structure of obstructions by considering their block-
cut-vertex trees. We say that a graph is non-separable, if it is non-trivial, con-
nected and contains no cut-vertices. The non-separable graphs are K2 and all
2-connected graphs. A block in G is a subgraph of G that is non-separable and
maximal with respect to this property. Given a connected graph G, we define
a bipartite graph B(G) with vertex set V (B(G)) = X ∪˙Y , where X is the set
of all cut-vertices of G and Y is the set of all blocks in G and there is an edge
from x ∈ X to y ∈ Y if and only if x ∈ y. It is well-known that B(G) is a
tree [6]. The tree B(G) is called the block-cut-vertex tree of G. By Lemma 15
every obstruction G for C is connected, so G has a block-cut-vertex tree.
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Lemma 17 Let G be an obstruction and let B be a block in G. If degB(G)(B) ≥
3, then G is isomorphic to N .
Proof. Let degB(G)(B) ≥ 3, and let a1, a2, a3 be three neighbors of B in the
block-cut-vertex graph B(G). Then a1, a2, a3 are cut-vertices in G.
The vertices a1, a2, a3 are pairwise distinct: Otherwise, if, ai = aj for some
i, j ∈ [3] with i 6= j, then G \ ai has at least three connected components,
and by Lemma 16, G is not an obstruction. Since {a1, a2, a3} ⊆ V (B) we have
|V (B)| ≥ 3 and hence B is 2-connected. Since ai is a cut-vertex, for every i ∈ [3]
there exists a neighbor bi of ai, bi ∈ V (G) \ V (B). The graph G \ bi is a thread
graph, and by Lemma 13, the edge {aj , ak} is a thread in G[V (B) ∪ {bj , bk}]
for {j, k} = [3] \ {i}. In particular, {aj , ak} ∈ E(G) for all pairs j, k ∈ [3] with
j 6= k. Hence V (G) = {a1, a2, a3, b1, b2, b3} and G is isomorphic to N . 
Lemma 18 Let G be an obstruction and let v be a cut-vertex in G. Then one
of the connected components of G \ v is trivial.
Proof. By Lemma 16, G \ v has exactly two connected components. Towards
a contradiction, assume that both components C1 and C2 of G \ v contain at
least two vertices. Since G is connected, there exist vertices xi ∈ V (Ci) that
are neighbors of v in G, and let yi ∈ V (Ci) \ {xi} (for i ∈ [2]). Then G \ yi
is a thread graph with a thread Pi. Since v is a cut-vertex in G \ yi, v lies on
Pi by Remark 11.1. By Remark 11.3, P
′
i := Pi ∩ G[V (Ci) ∪ {v}] is a thread
in G[V (Ci) ∪ {v}] and v ∈ V (P
′
i ). But since Ci is connected, v is not a cut-
vertex in G[V (Ci) ∪ {v}], hence v is an end-vertex of P
′
i by Remark 11.1. But
V (P ′1)∩ V (P
′
2) = {v}, and we find that V (P
′
1)∩ V (P
′
2) is a thread for G, which
contradicts G being an obstruction. 
Theorem 19 (Classification) Let G be an obstruction for C. Then either
1. G is isomorphic to N , or
2. G is 2-connected.
3. G has a 2-connected subgraph G0 ⊆ G and a vertex u ∈ V (G) such that
V (G) = V (G0) ∪ {u} and u is a pendant vertices in G, or
4. G contains a 2-connected subgraph G0 ⊆ G and two vertices u, v ∈ V (G)
such that V (G) = V (G0) ∪ {u, v} and u and v are pendant vertices in G
with NG(u) ∩NG(v) = ∅, or
Proof. Lemma 14 proves Case 1. Let G be an obstruction for C and assume
that G is not isomorphic to N . Then, by Lemmas 16 and 17, the block-cut-
vertex tree B(G) is a path. By Remark 3, G has more than four vertices. By
Lemma 18, the path B(G) has length 0, 2 or 4. If B(G) has length 0, then G is
a block and hence G is two-connected, which is Case 2.
If B(G) has length 2, then B(G) has two blocks, and by Lemma 18, one
block of B(G) is isomorphic to K2. Then the other block has at least four
vertices, and hence is 2-connected. This is Case 3.
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If B(G) has length 4, then B(G) has three blocks. By Lemma 18, the two
blocks y1 and y2 of degree one in B(G) are both isomorphic to K2. Hence the
third block y3 contains at least three vertices, and therefore it is 2-connected.
By Lemma 16, the intersection V (y1) ∩ V (y2) = ∅ is empty. This is Case 4. 
Lemma 20 (Two ‘whiskers’ in obstructions) Let H be an obstruction for
C such that H 6∼ C5 and H 6∼ N . Then H is locally equivalent to an obstruction
G that contains a 2-connected subgraph G0 ⊆ G and two vertices u, v ∈ V (G)
such that V (G) = V (G0) ∪ {u, v} and u and v are pendant vertices in G with
NG(u) ∩NG(v) = ∅ (i.e. Case 4 in Theorem 19).
Proof. Let H be an obstruction for C such that H 6∼ C5 and H 6∼ N . Then C5
is not a vertex-minor of H, and H is distance-hereditary by Fact 5. Since every
graph on four vertices is a thread graph, we know that |V (H)| > 4. Therefore
we can apply Fact 7 to find that G has either at least two disjoint split pairs,
or a split pair and a pendant vertex, or at least two pendant vertices.
We show that any split pair u, v ∈ V (H) can be transformed into a pendant
vertex by applying local complementations. If u and v are strong siblings, then
a local complementation at u results in v being a pendant vertex. If u and v are
weak siblings, then, since H is connected, there is a vertex w ∈ NH(u)∩NH(v).
It is easy to see that a local complementation at w transforms u and v into
strong siblings in the locally equivalent graph.
Hence H is locally equivalent to a graph G with two pendant vertices. Since
H is an obstruction, by definition, G is an obstruction as well, so G must be of
the form of Case 4 in Theorem 19. 
We are now ready to prove the main result of this paper.
Proof of Theorem 1. By Lemma 14, C5, N and Q are obstructions for C.
We show that if G is an obstruction for C such that G 6∼ C5 and G 6∼ N , then
G ∼ Q. By Lemma 20 we may assume that G contains a 2-connected subgraph
G0 ⊆ G and two vertices a
′, b′ ∈ V (G) such that V (G) = V (G0) ∪ {a
′, b′} and
a′ and b′ are pendant vertices in G with NG(a
′)∩NG(b
′) = ∅. Let a ∈ V (G) be
the unique neighbor of a′ and let b ∈ V (G) be the unique neighbor of b′.
Since G is an obstruction, the graph G \ b′ is a thread graph. Since a is a
cut-vertex in G \ b′, vertex a lies on every thread of G \ b′ (by Remark 11.1).
Using Remark 11 and the fact that G0 is 2-connected, it is easy to see that
there is an edge {a, c} ∈ E(G \ b′), an ordering v¯ = v1, . . . , vn of V (G \ b
′) with
a = v1 and c = vn, and a labeling L such that (G \ b
′, (a, c), v¯,L) is a thread
block. Moreover, b 6= c, because otherwise G would be a thread graph. (To
see this, place b′ between vn−1 and vn and let L(b
′) := {R}.) Let us consider
different cases of the label L(b) in v¯.
Case 1. L(b) = {LR} (see Figure 8).
Case 1.1. There is a vertex y ∈ V (G \ b′) \ {a, a′, b, c} that comes after b in
v¯ and L(y) = {L}. Then G ∗ c is isomorphic to Q.
Case 1.2. Assume that there is a vertex y ∈ V (G \ b′) \ {a, a′, b, c} that
comes after b in v¯ with L(y) = {R}. Then the set {a, a′, b, b′, c, y} induces a
graph isomorphic to N in G, a contradiction to the assumptions.
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}
Figure 8: Cases 1.1, 1.2, and 1.3 of the proof of Theorem 1
Case 1.3. Every vertex y ∈ V (G\b′)\{a, a′, b, c} that comes after b in v¯ has
label L(y) = {L,R} Then the interval b, . . . , c of v¯ is L-constant, so by Lemma 9
we can exchange the positions of b and c in v¯, obtaining a new ordering w¯ of
V (G \ b′) witnessing that (G \ b′, (a, b), w¯,L) is a thread block. But then G is a
thread graph: To see this, place b′ between wn−1 and wn and let L(b
′) := {R}.
This contradicts G being an obstruction.
Case 2. L(b) = {L} (see Figure 9). Since G0 is 2-connected, there exists
a vertex x ∈ V (G \ b′) \ {a, a′, b, c} that comes before b in the ordering v¯ and
R ∈ L(x).
Case 2.1. There is a vertex y ∈ V (G \ b′) \ {a, a′, b, c, x} that comes after
b in v¯ and L(y) = {R}. If L /∈ L(x), then the set {a, b, b′, c, x, y} induces a
graph isomorphic to Q in G \ a′, a contradiction to G being an obstruction. If
L ∈ L(x), then {a, b, b′, c, x, y} induces a graph isomorphic to N in (G \ a′) ∗ x,
a contradiction to G being an obstruction.
Case 2.2. There is a vertex y ∈ V (G\b′)\{a, a′, b, c, x} that comes after b in
v¯ and L(y) = {L,R}. If L /∈ L(x), then the set {a, b, b′, c, x, y} induces a graph
isomorphic to N in ((G \ a′) ∗ c) ∗ a, a contradiction to G being an obstruction.
If L ∈ L(x) then the set {a, b, b′, c, x, y} induces a graph isomorphic to Q in
(G \ a′) ∗ c, a contradiction to G being an obstruction.
Case 2.3. Every vertex y ∈ V (G \ b′) \ {a, a′, b, c, x} that comes after b
in v¯ has label L(y) = {L}. Then the interval b, . . . , c of v¯ is L-constant, so
by Lemma 9 we can exchange the positions of b and c in v¯, obtaining a new
ordering w¯ of V (G \ b′) witnessing that (G \ b′, (a, b), w¯,L) is a thread block.
But then G is also a thread graph: To see this, place b′ between wn−1 and wn
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Figure 9: Cases 2.1, 2.2, and 2.3 of the proof of Theorem 1. The spiral indicates
that the edge may be present or not.
and let L(b′) := {R}.
This is a contradiction to G being an obstruction.
a′
{L}
a c
b
{R}
b′
y
{L}
a′
{L}
a c
b
{R}
b′
y
{L,R}
Figure 10: Cases 3.1, and 3.2 of the proof of Theorem 1
Case 3. L(b) = {R} (see Figure 10).
Since G0 is 2-connected, there exists a vertex y ∈ V (G \ b
′) \ {a, a′, b, c} that
comes after b in v¯ and L ∈ L(y).
Case 3.1. L(y) = {L}.
Then G is isomorphic to Q.
Case 3.2. L(y) = {L,R}.
ThenG∗c is isomorphic toN , henceG ∼ N , a contradiction to our assumptions.
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Hence, if G is an obstruction for C such that G 6∼ C5 and G 6∼ N , then only
Cases 1.1. and 3.1. can occur and G ∼ Q. 
5 Conclusion
The celebrated Robertson-Seymour Theorem shows the finiteness of the ob-
struction sets for classes of graphs that are closed under taking minors. How-
ever, the cardinality of such a set can be enormous. While it is an open ques-
tion, whether a similar theorem holds for classes of graphs that are closed under
taking vertex-minors, it is known that if the obstruction set has bounded rank-
width, then the obstruction set is finite. This implies that for every integer
k ≥ 0 the obstruction set for the class graphs of linear rank-width at most k is
finite. But until now, none of these sets were known explicitely. In this paper,
we have exhibited the finite set of minimal excluded vertex-minors for the class
of linear rankwidth at most 1. A natural next step would be to determine the
obstruction set for the graphs of linear rankwidth at most 2. Nevertheless, we
expect the number of obstructions to be large. While there are two minimal
excluded minors characterizing the class of graphs of path-width at most 1,
the class of graphs of path-width at most 2 is characterized by 110 minimal
excluded minors [7].
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