ABSTRACT
Introduction
Surveys often gets repeated on many occasions for estimating same characteristics at different points of time. The information collected on previous occasion may be used to study the change or the total value over occasion for the character and also in addition to study the average value for the most recent occasion. For example, in agricultural survey one may be interested in (i) estimating the average amount of yield per acre of an important crop (say wheat) in current season (ii) estimating the change in average amount of yield for a province (county) over two different seasons and (iii) estimating both parameters from (i) and (ii) simultaneously. The successive method of sampling consists of selecting sample units on different occasions such that some units are common with samples selected on previous occasions. If sampling on successive occasions is done according to a specific rule, with partial replacement of sampling units, it is known as successive sampling. A key issue is the extent to which elements sampled at a previous occasion should be retained in the sample selected at the current occasion; this is termed as optimum replacement policy.
The method of successive sampling was developed by Jessen [1] and extended by Patterson [2] , Eckler [3] , Rao and Graham [4] , Sen [5, 6, 7] , Cochran [8] , Gupta [9] , Singh et al. [10] , Feng and Zou [11] , Biradar and Singh [12] , Singh and Singh [13] , Singh [14] , Singh [15] , Singh and Priyanka [16, 17, 18, 19] and Singh and Karna [20, 21] among others.
Sometimes, information on several auxiliary variables may be readily available or may be made easily available by diverting a small amount of fund available for the survey. For instance, to study the case of public health and welfare of a state or country, several factors are available that can be treated as auxiliary variables, such as the number of beds, number of doctors and supporting staffs in different hospitals, the amount of funds available for medicine etc. may be known. Likewise, there may be several information available, which if efficiently utilized can improve the precision of estimates. Following the work of Singh and Priyanka [19] , the objective of the present work is to propose estimator for estimating the population mean at current occasion using information on several stable auxiliary variables available on both the occasions. Utilizing information on p stable auxiliary variables, chain-type multiple linear regressions in ratio estimator has been proposed. Relative comparison of efficiencies of the proposed estimator with the sample mean estimator, when there is no matching from the previous occasion and the natural successive sampling estimator, when no auxiliary information is used have been made. Empirical studies show the highly significant gains for the proposed estimator.
on the first and second occasions respectively, are readily available on the first as well as on the second occasion. A simple random sample (without replacement) of size n is drawn on the first occasion. A random sub-sample of size m = nλ is retained (matched) for its use on the second occasion, while a fresh simple random sample (without replacement) of size u = (n − m) = nµ is drawn on the second occasion from the entire population so that the sample size on the second occasion is also n. λ and µ ( λ+µ =1) are the fractions of the matched and fresh samples, respectively, at the current(second) occasion. 
Population mean square of x. S 2 y , S 2 zj : Population mean squares of y and z j (j = 1, 2, ..., p) respectively.
To estimate the population meanȲ on the current (second) occasion, utilizing information on p-stable auxiliary variables, two different estimators are suggested. One is a simple multiple linear regression estimator based on sample of size u = (nµ) drawn afresh on the current occasion and is given by
The second estimator is a chain-type multiple linear regressions in ratio estimator based on the sample of size m = (nλ) common with both the occasions and is defined as
.., p) are the sample regression coefficients between the variables shown in suffices and based on the sample sizes shown in braces. Considering the convex linear combination of the estimators T 1 and T 2 defined in equations (1) and (2), we have the final estimator T for estimating the population meanȲ on the current (second) occasion, which is defined as:
where φ is the unknown constant to be determined under certain criterion.
3 Properties of the Estimator T Since, T 1 and T 2 are simple multiple linear regression and chain-type multiple linear regressions in ratio estimator, they are biased for population meanȲ , therefore, the resulting estimator T defined in equation (3) is also biased estimator ofȲ . The bias B(.) and mean square error M (.) of the estimator T up-to the first order of approximations are derived under large sample approximations using the following transformations: 
Thus, we have the following theorems: Theorem 1: Bias of the estimator T to the first order of approximations is obtained as
where
The bias of the estimator T is given by
where B(
The bias of the estimators T 1 and T 2 are derived as follows:
Substituting the expression of the estimator T 1 from equation (4) and expanding it binomially, taking expectations and retaining the terms up-to the first order of approximations, we have the bias of the estimator T 1 as shown in equation (7). Similarly, with the help of expression (5) we get the bias of the estimator T 2 as shown in equation (8) . Now substituting the values of B(T 1 ) and B(T 2 ) in the equation (9), we get the bias of the estimator T as shown in equation (6) . Theorem 2: Mean square error of the estimator T to the first order of approximations is obtained as
Proof: It is obvious that mean square error of the estimator T is given by
The mean square errors of the estimators T 1 and T 2 are derived as follows:
Substituting the expression of the estimator T 1 from equation (4) and expanding it binomially, taking expectations and retaining the terms up-to the first order of approximations, we have the expression of M (T 1 ) as shown in equation (11) .
Similarly, with the help of expression (5) we get
Further, we consider ρ xzj = ρ yzj , (j = 1, 2, ..., p), which is an intuitive assumption, considered by Cochran [8] and Feng and Zou [11] . In the light of this assumption the above equation of M (T 2 ) takes the form as shown in equation (12) . The covariance type term between the estimators T 1 and T 2 is derived as
Substituting the expressions of T 1 and T 2 from the equations (4) and (5), expanding binomially, taking expectations and retaining the terms up-to order n −1 , we have the expression of C(T 1 , T 2 ) as shown in equation (13) . Now substituting the values of M (T 1 ), M (T 2 ) and C(T 1 , T 2 ) in the equation (14), we get the mean square error of the estimator T as it is given in equation (10). Remark 1: Results shown in equations (11) - (13) are derived under the assumption that the coefficients of variation of x, y and z are approximately equal.
Minimum Mean Square Error of the Estimator T
Since, the mean square error of the estimator T in equation (10) is a function of unknown constant φ , therefore, it is minimized with respect to φ and subsequently the optimum value of φ is obtained as
Now substituting the value of φ opt from equation (15) in equation (10), we get the optimum mean square error of the estimator T as
Further, substituting the values from equations (11) - (13) in equations (15) and (16), we get the simplified values of φ opt and M (T ) opt as:
and µ is the fraction of the fresh sample drawn on the current (second) occasion corresponding to the estimator T .
Optimum Replacement Policy
To determine the optimum value of µ so that population meanȲ may be estimated with the maximum precision, we minimize M (T ) opt in equation (18) with respect to µ, which result in quadratic equation in µ, which is shown as
Solving equation (19) for µ, the solutions are given as
The real values of µ opt exist, if (A 2 1 + A 1 A 2 ) ≥ 0. For any combinations of correlations, which satisfies this condition, two real values of µ opt are possible, hence, to choose a value of µ opt , it should be remembered that 0 ≤μ ≤ 1, all other values of µ opt are inadmissible. If both the values are admissible, the lower one is the best choice. Substituting the admissible values of µ opt say µ 0 from equation (20) in equation (18), we have the optimum value of the mean square error of the estimator T , which is shown as
Special Case
There may be several instances where the p-auxiliary variables are mutually uncorrelated but they are correlated to study variable. For example, in a survey of commercial products say the aim is to estimate the number of persons reading newspaper, then in that case the number of copies produced by different newspapers are different and the number of copies produced by a particular newspaper company is uncorrelated to the number of copies produced by another newspaper but both are correlated to the study variable, i.e., number of persons reading newspaper. Hence, for modeling such type of situations in the proposed estimator, we consider the case where the p-auxiliary variables are mutually uncorrelated, i.e., ρ zjzk = 0 ∀j ̸ = k = 1, 2, ..., p then the expression for the optimum value of µ and M (T 0 ) opt reduces to
Efficiency Comparison
The percent relative efficiencies of T with respect to (i) sample meanȳ n , when there is no matching and (ii)Ŷ = φ * ȳ u +(1−φ * )ȳ 
The percent relative efficiencies E 1 and E 2 of T (under optimal condition) with respect toȳ n andŶ respectively are given by
Empirical Study
The expressions of the optimum µ (i.e.µ 0 ) and the percent relative efficiencies E 1 and E 2 are in terms of population correlation coefficients. Therefore, the values of µ 0 , E 1 and E 2 have been computed for different choices of positive correlations while the value of f (sampling fraction) is chosen as 0. 
Substituting these values of A 1 and A 2 in equations (20) and (21), we have the values of optimum µ, M (T 0 ) opt , E 1 and E 2 . For different choices of correlations, Tables 1 -2 show the optimum values of µ i.e., µ 0 and percent relative efficiencies E 1 and E 2 of the estimator T (under optimal condition) with respect toȳ n andŶ respectively. Case 3: For p = 2 and assuming that the two auxiliary variables are uncorrelated i.e., ρ z1z2 = 0. The values of A * 1 and A * 2 are given by
. Using these values in equations (20) and (21), the optimum values of µ, E 1 and E 2 are shown in Table 3 . Case 4: For p = 3 and assuming that the two auxiliary variables are correlated i.e., ρ z1z2 ̸ = 0 ∀j ̸ = k = 1, 2, 3. In this case the values of A 1 and A 2 take the following form: Table 1 : Optimum values of µ and percent relative efficiencies of T with respect toȳ n andŶ for ρ yx = 0.7. Note: "**" indicates no gain. Table 2 : Optimum values of µ and percent relative efficiencies of T with respect toȳ n andŶ for ρ yx = 0.9. Table 3 : Optimum values of µ and percent relative efficiencies of T with respect toȳ n andŶ for ρ z1z2 = 0 . 
In this case there are seven different correlations. For few sets of these seven correlations optimum values of µ i.e., µ 0 and percent relative efficiencies E 1 and E 2 of the estimator T (under optimal condition) with respect toȳ n andŶ respectively have been computed and shown below: Set1: ρ yx = 0.3, ρ yz1 = 0.9, ρ yz2 = 0.9, ρ yz3 = 0.9, ρ z1z2 = 0. 
and
For few sets of above four correlations, the values of µ 0 , E 1 and E 2 are shown below: Set1: ρ yx = 0.3, ρ yz1 = 0.3, ρ yz2 = 0.5, ρ yz3 = 0.7 µ 0 = 0.2584, E 1 = 288.5298, E 2 = 281.1465 Set2: ρ yx = 0.3, ρ yz1 = 0.5, ρ yz2 = 0.5, ρ yz3 = 0.7 µ 0 = 0.0779, E 1 = 1424.9, E 2 = 1388.5 Set3: ρ yx = 0.5, ρ yz1 = 0.5, ρ yz2 = 0.5, ρ yz3 = 0.7 µ 0 = 0.0909, E 1 = 1666.7, E 2 = 1542.6 Set4: ρ yx = 0.7, ρ yz1 = 0.7, ρ yz2 = 0.7, ρ yz3 = 0.5 µ 0 = 0.1143, E 1 = 2106.3, E 2 = 1771.8 Set5: ρ yx = 0.9, ρ yz1 = 0.5, ρ yz2 = 0.5, ρ yz3 = 0.7 µ 0 = 0.1827, E 1 = 3414.2, E 2 = 2344. 2 
Conclusion
The following conclusions can be read out from the empirical studies: (1) From Tables 1 -2 (3) For p = 3 and when the three auxiliary variables are mutually correlated, we observed that no specific pattern is seen as for so many combinations of correlations the optimum values of µ do not exist. This behavior suggests that the correlation between the auxiliary variable do not play significant role in terms of proposed estimator. (4) For p = 3 and when the three auxiliary variables are uncorrelated then for fixed values of ρ yx , ρ z1z3 , ρ z2z3 , ρ z1z2 , ρ yz2 and ρ yz3 the values of µ 0 decrease, while E 1 and E 2 increase with the increasing values of ρ yz1 . Similar patterns are observed if the case for the increasing values of ρ yz2 or ρ yz3 is taken into account. (5) The results obtained for p = 1 and p = 2 are quite appreciable, while when the number of auxiliary variables increase, the expressions become complex due to increase in the number of correlations, hence, practically, it is more realistic to use two auxiliary variables out of several available auxiliary variables.
Thus it is clear that the use of the auxiliary variables are highly rewarding in terms of the proposed estimator. It is also clear that if highly correlated auxiliary variables are used, relatively only a smaller fraction of sample on the current (second) occasion is desired to be replaced by a fresh sample which reduces the cost of the survey. Hence it can be recommended for future use.
