Abstract-In this paper, the problem of content caching and transmission is studied for a wireless virtual reality (VR) network in which cellular-connected unmanned aerial vehicles (UAVs) capture videos on live games or sceneries and transmit them to small base stations (SBSs) that service the VR users. To meet the VR delay requirements, the UAVs can extract specific visible content (e.g., user field of view) from the original 360
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I. INTRODUCTION

D
EPLOYING virtual reality (VR) systems over wireless cellular networks will enable VR users to experience and interact with virtual and immersive environments without geographical or behavioral restrictions [2] . To build the immersive environments for VR users, a VR content must be 360
• that records a view in every direction and generated based on the users' movement such as eye and head movements. For each 360
• VR content transmission, the data rate requirement may exceed 50 Mbps per user [3] and the per-user delay requirement will be less than 15 ms. In consequence, existing cellular networks with limited backhaul capacity cannot readily support such VR content transmission especially for scenarios with dense VR users.
One promising approach to meet the low latency and high data rate needs of VR applications is to transmit the component of a 360
• content that is visible to a given user (e.g., in the user's field of view) and defined as a visible content to each user. Since the visible contents are extracted from the original 360
• contents based on the users' movements, the data size of a visible content will be much smaller than the data size of the original 360
• VR content. In consequence, transmitting the visible contents to the users can significantly reduce the backhaul load. To further alleviate the backhaul traffic, the network can also cache popular VR content at different base stations. However, visible content transmission and content caching in VR networks face many challenges such as effective visible content extraction, choice of the 360
• and visible contents to cache as well as the prediction of content popularity.
The existing literature has studied a number of problems related to caching and visible contents extraction and transmission in VR systems and cellular networks such as in [3] - [13] . In [3] , the authors introduced the challenges and benefits of caching in wireless VR networks. However, this work relies on simple toy examples and does not provide a rigorous analytical treatment of caching over wireless VR networks. The authors in [4] proposed content caching methods for three dimensional VR images. The authors in [5] , proposed a framework for mobile VR delivery by leveraging caching and computing capabilities of mobile VR devices in order to alleviate the 0090-6778 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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traffic burden over wireless networks. However, the works in [4] and [5] focus only on caching without considering the time that the VR controller needs to process the VR images which may significantly reduce the quality-ofexperience (QoE) of VR users. The works in [6] - [13] studied a number of problems related to the application of caching for wireless networks such as coded caching, cached content replacement, proactive caching, cache-enabled unmanned aerial vehicles (UAVs) [14] , and caching for millimeter wave communications. However, these existing works [6] - [13] focus on caching of the contents that have equal data size and do not consider joint caching of visible and 360
• contents to offload the backhaul traffic. Moreover, the works in [6] - [13] do not consider the limited computational resources that each small base station (SBS) can use for caching. In fact, in order to cache VR content, the SBSs need to first process it which can incur computational delays. In particular, for VR, if the SBSs want to store the visible content, they need to use enough computational resources to extract the visible contents from the original 360
• contents. We note that in [1] , we have studied the problem of content caching and transmission in VR networks. However, our work in [1] used a simplified solution approach that cannot be applied to jointly determine the user association, cached content set, cached content format, and content transmission format so as to optimize the users' reliability.
The main contribution of this paper is a novel framework for enabling caching and visible content transmission for wireless VR networks so as to reduce the traffic over the backhaul and enable VR users achieve their delay requirements. To our best knowledge, this is the first work that jointly considers visible and 360
• content caching, visible content transmission, and processing time used for visible content extraction. Hence, our key contributions include:
• We propose a novel VR model in which cellularconnected UAVs [15] are used to collect the contents that users request and send the collected contents to cacheenabled SBSs that can serve the VR users.
• For the considered VR applications, we analyze how the SBSs can make decisions related to caching and content transmission over the UAV-SBS backhaul [16] , while determining the format of both cached and transmitted content (360 • or visible content). We formulate this joint transmission and caching problem as an optimization problem whose goal is to maximize the reliability of VR users.
• To solve this problem, we propose a deep learning [17] algorithm that combines liquid state machine (LSM) [18] spiking neural networks with echo state networks (ESNs) [19] to determine the transmission and caching strategies by predicting the VR users' reliability. In contrast to existing algorithms that use LSM or ESN (e.g., [8] and [20] ), the proposed framework: a) can use historical information to find the relationship between the users' reliability, caching, and content transmission format, b) has a larger capacity memory to record network information such as users' content requests, and c) has lower complexity for training. In fact, since the proposed algorithm uses a deep architecture with both LSM and ESN, existing results on shallow neural networks [8] and [20] , cannot be directly applied.
• We perform fundamental analysis to find the optimal content transmission format and cached contents. The analytical results show that the cached contents of each SBS depend on the data rates of backhaul and the users, the number of users, the computational resources allocated to each user, and the cache storage size. Meanwhile, the content transmission format depends on the computational resources of each UAV and SBS, the data size of each content, and the number of users that request the same content.
• Simulation results show that the proposed algorithm can improve the VR users' reliability by up to 25.4% compared to Q-learning. The rest of this paper is organized as follows. The system model and problem formulation are described in Section II. The ESN and LSM based algorithm for reliability maximization is proposed in Section III. Simulation results are presented and analyzed in Section IV. Conclusions are drawn in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a cellular network, as shown in Fig. 1 , that encompasses a set V of V cellular-connected UAVs and a set B of B SBSs serving a set U of U wireless VR users. We consider a number of static UAVs 1 that are equipped with cameras and used to collect the VR contents that will be transmitted to the SBSs via wireless backhaul links. Each UAV k can provide a set C k of C k different contents for the VR users and the set of the contents that users can request is C = k∈V C k .
VR tracking information that consists of each users' position and orientation information is needed for visible content extraction. This tracking data is transmitted in the uplink from the users to the SBSs, then from the SBSs to the UAVs via cellular links. Here, the visible content consists of 120
• vertical images, while an original VR content with 360
• images is referred to as a 360 • content. VR users that request the same content will have the same 360 • contents but different visible contents. For each content that they transmit to the SBSs, the UAVs can select the appropriate content format (visible or 360
• content). The content request distribution of each user i is given by a vector q i = [q i1 , . . . , q iC k V ], where q ik represents the probability that user i requests content k. We also assume that all of the 360
• contents have equal data size and all of visible contents have equal data size. In this model, each SBS will be connected with all of the UAVs and each user will associate with only one SBS in uplink or downlink.
A. Caching Model
Caching at the SBSs, called SBS cache hereinafter, allows the SBSs to directly transmit their cached contents to VR users without any backhaul transmission. Each SBS cache can store up to S Mbits of data. We let S j be the set of contents that are stored at SBS j. Each content a requested by a user associated with SBS j can be stored in two formats: visible format or 360
• format. We let f ja be the format of cached content a. f ja ∈ {120
• , 360
• indicates that SBS j stores a 360
• content a, otherwise, f ja = 120
• indicates that SBS j stores a visible content a. The caching constraint of SBS j is:
where
G 120 • and G 360 • represent the data sizes of a visible content and a 360
• content (G 360 • > G 120 • ), respectively. U j is the number of users associated with SBS j. From (2), we can see that, if a given SBS needs to store content a for the associated users, it will have to store only one 360
• content a. In contrast, if SBS j stores visible contents, then it must store a specific visible content for each user associated with it (e.g., corresponding to the field of view of each user). This is due to the fact that if an SBS stores a 360
• content a, it can extract all possible visible contents from the stored 360
• contents.
B. Transmission Model
Contents can be sent from: a) UAVs to the SBSs, and then from the SBSs to the users, and b) SBS cache to the users. Next, we introduce the models for backhaul (UAVs-to-SBSs links) and SBSs-to-users links.
1) Backhaul Links: Downlink backhaul links are used for VR content transmission from the UAVs to SBSs. Since the UAVs need to transmit large-sized VR content and have high probability of building line-of-sight (LoS) links, millimeter wave (mmWave) with large bandwidth will be a good choice for the UAV-SBS backhaul links. However, the path loss between a UAV and a given ground user depends on the locations of the UAV and the ground user as well as the propagation environment and the UAVs may not have any additional information related to the environment such as the number of obstacles and the type of environment (e.g. rural, suburban, urban, highrise urban, etc.). In consequence, the randomness associated with the LoS and NLoS links must be considered and, hence, the standard log-normal shadowing model of [22] is used to model the mmWave propagation channel of the downlink backhaul links. The standard log-normal shadowing model can be used to model the LoS and non-line-of-sight (NLoS) links by choosing specific channel parameters. Thus, the LoS and NLoS path loss experienced by UAV k transmitting a content to SBS j is [22] (in dB):
where The LoS probability is given by [23] :
where X and Y are constants which depend on the environment (e.g., rural or urban) and φ = sin
is the elevation angle with h k being the altitude of UAV k. The average path loss from UAV k to SBS j is [23] :
where Pr l
. We assume that the bandwidth of the transmission link from UAV k to SBS j is B VD . For each user associated with SBS j, the average channel capacity between UAV k and SBS j will be given by:
where P V is the transmit power of UAV k which is assumed to be equal for all UAVs, N 0 is the noise power spectral density, and U j is the number of users associated with SBS j.
Uj implies that the bandwidth used for the content transmission between a UAV and SBS j is equally allocated to the transmissions of users associated with SBS j. Uplink backhaul links are used to transmit the tracking information of the users from SBSs to the UAVs. Since the sub-6 GHz band can provide a more reliable transmission and a smaller path loss compared to the mmWave channel [24] , we consider probabilistic LoS and NLoS links over the sub-6 GHz band for tracking information transmission. The LoS and NLoS path loss from SBS j to UAV k is [25] : where β is the path loss exponent. In our model, each SBS j uses a dedicated channel to transmit the tracking information and, hence, we ignore the interference between SBSs, over the backhaul. The LoS connection probability, the average path loss, and the average SNR of the link from SBS j to UAV k can be calculated using (5)- (7). For each SBS j, the bandwidth used for tracking information transmission is B VU . Hence, for each user associated with SBS j, the average channel capacity of the SBS-UAV link is:
2) SBSs-Users Links: For each SBS j, the total bandwidth used for content transmission from each SBS to its associated users is B SD . The channel capacity of the link from SBS j to user i can be given by:
where P B is the transmit power of each SBS j and
ij is the channel gain between SBS j and user i with g i being the Rayleigh fading channel gain. Similarly, the channel capacity of the link from user i to SBS j is:
where P U is the transmit power of each user and B SU is the total bandwidth used for tracking information transmission from the users to the SBSs.
3) Transmission Delay: In our model, the UAVs can select the appropriate transmission format (visible or 360
• format) for each content, as shown in Fig. 2 . The transmission format of each content that user i requests is defined as
• indicates that a UAV transmits 360
• content a to the SBS that associates with user i while g ia = 120
• implies that a UAV transmit visible content a to that SBS. For user i associated with SBS j, the time used for the transmissions of a content a and tracking information is given by:
where U j is the set of users associated with SBS j, A is the data size of tracking information which depends on the type of VR devices used, U ja is the number of users that request content a,
represent the time used for content transmission from UAVs to SBS j, and
represents the time used for content transmission from SBS j to user i. From (13), we can see that, the transmission delay depends on the user association U j , cached content set S j , and content transmission format vector g i . Due to the limited energy and processing ability of each UAV, the UAVs will individually transmit the visible content of each user even if the users have some sort of correlated content.
C. Computing Model
When a UAV wants to transmit a visible content to the SBSs, it must use the tracking information collected from the users to generate the visible content. For user i associated with SBS j, the size of the data that needs to be processed when a UAV extracts visible content from a 360
• content a is H ia (H ia = G 120 • ). The processing time that a UAV uses to generate visible content a is:
where 1 RU = ω ψ represents the time used for processing one bit data with ψ being the CPU clock frequency of a UAV and ω being the number of CPU cycles required for computing one bit data at the UAV. 1 {x} = 1 when x is true and 1 {x} = 0 otherwise. From (14), we can see that if a UAV wants to transmit a visible content a to the users, it must spend time to extract visible content from 360
• content a. To reduce the traffic load over SBS-users links, the SBSs will only transmit visible contents to the users. In consequence, when an SBS stores 360
• content a, it must use tracking information to generate the visible content then transmit the visible content to the users. The processing time that SBS j uses to generate visible content a of user i is given by:
where R S is the total number of computational resources allocated to each SBS and
Here, S j is the number of contents stored at SBS j and
• indicating that SBS j stores a visible content a and f ja = 360
• indicating that SBS j stores a 360
• content a. (15) shows that SBS j needs to spend time for the extraction of visible content a in two cases: a) 360
• content a is stored in the cache and b) content a is not stored in the cache and the UAVs transmit 360
• content a to SBS j. The total processing time of each user i can be given by:
D. Problem Formulation
Our goal is to develop an effective transmission strategy for UAVs as well as an effective caching strategy and user association scheme for SBSs so as to maximize the reliability of each VR user. The reliability of each user i is defined as follows:
where a it ∈ C is the content that user i requests at time t. T P it and T M it are, respectively, the processing time and transmission time of user i at time t. D is the delay requirement of each VR user. Note that, each user i may request different content during each time slot t. (17) actually captures the probability of user i's successful transmission which means that the total processing and transmission delays of user i meet the delay requirement. Based on (17), we formulate an optimization problem whose objective is to maximize the reliability of all users. This maximization problem involves determining the transmission format g i , user association policy U j , and set of cached contents S j as well as cached content format f j . Therefore, this problem can be formalized as follows:
where (18a) (18) also considers the fairness among users since the purpose of each SBS is to maximize the number of users whose individual delay is smaller than D. From (18), we can see that the reliability of each user È i g i , f j , U j , S j is optimized over T periods. As time slot t changes, the contents that the users request will change and, hence, the user association policy, cached content set, cached content format, and content transmission format should change so as to maximize the users' reliability. Moreover, from (18a) to (18c), we can see that the optimization valuables f ja and g ja are discrete. In consequence, we cannot differentiate the optimization function and, hence, the problem in (18) cannot be solved by conventional optimization algorithms. In addition, from (2), we can see that the user association (the number of users associated with each SBS), cached content set, and cached content format are coupled. Meanwhile, from (13), we can see that the transmission format, cached content set, user association, and cached content format are coupled. Thus, we cannot divide the optimization problem into three separate optimization [27] which have more activation states than the general neurons in FNNs. In consequence, compared to FNNs, a liquid model has a larger capacity to record the historical input information that will be used for the prediction of reliability. Hence, a liquid model-based RL algorithm can predict the reliability of each user more accurately compared to traditional deep RL algorithms. Meanwhile, since an ESN needs to only adjust its output weight matrix without calculating the gradients of all the neurons, its training complexity is lower than a traditional deep RL algorithm. In addition, ESNs are a type of recurrent neural networks which are effective in processing time-dependent data and are much more effective in that than FNNs [28] . In our work, the reliability of each user is time-dependent, as shown in (17) . Hence, the proposed algorithm can effectively estimate the reliability of each user so as to improve the convergence speed.
The key principle of the proposed ELSM algorithm is to find a relationship between actions, action selection policy of each SBS, and the reliability of each user. Then, this relationship can be used to pick optimal actions. For instance, at each time slot t, each SBS will select one action based on the action selection policy and implement the selected action to calculate the reliability of each user. Then, each SBS updates its learning algorithm and broadcasts the index of its action selection policy to other SBSs. As time elapses, each SBS can use the proposed ELSM algorithm to estimate the reliability of each user resulting from each action. In consequence, each SBS can find the optimal action so as to maximize the users' reliability. Finding the optimal action corresponds to finding the optimal user association, cached content set, cached content format, and content transmission format. Next, we first introduce the components of the proposed ELSM algorithm. Then, we explain the use of the ELSM algorithm to solve our problem in (18) .
A. ESLM Deep RL Algorithm Components
An ELSM based deep RL algorithm consists of eight components: a) agents, b) input of ELSM, c) liquid model, d) output of liquid model, e) input of ESN, f) ESN model, and g) output of ELSM, as shown in Fig. 3 . For each SBS j, the components of deep RL using ELSM are specifically defined as follows:
• Agents: The agents that implement the ELSM algorithm are the SBSs. Each SBS implements one ELSM algorithm for maximizing the reliability of its associated users.
• Input of ELSM: The input of the ELSM deep RL algorithm is a vector
T where x τ,jk represents the index of the policy that SBS k uses for action selection at a period τ consisting of N τ time slots. x τ,j is then used to estimate the ELSM output that captures the total reliability of the users associated with SBS j.
• Liquid Model: The liquid model for each SBS is used to store the ELSM input information. Then, an ESN can use the historical input information to estimate the users' reliability. The liquid model consists of
leaky integrate and fire neurons [27] that are arranged in a three dimensional-column. To define the neurons in the liquid model, we first introduce the neurons' states, which is given by: -Resting State: The resting state indicates that each neuron does not receive any input information from the connected neurons.
-Action Potential: The action potential indicates that for each neuron, the input information received from the connected neurons is over a given threshold. In consequence, this neuron will send input information to its connected neurons in the next layer. -Information State: The information state represents the total amount of information in a neuron. -Inhibitory/Excitatory State: The inhibitory (excitatory) state indicates that the information in a given neuron is decreasing (increasing) which, in turn, will decrease (increase) the opportunity that the neurons in the next layer reach action potential. -Refractory Period: When the information of a given neuron is below that of the resting state, this neuron will receive information so as to return to the resting state, which is defined as the refractory period. Based on the states defined previously, the liquid model typically has two categories of neurons: inhibitory neurons and excitatory neurons. An excitatory neuron will increase the information of the neurons in the next layer while an inhibitory neuron will decrease the information of the neurons in the next layer. The information state of each neuron n at each time slot t is v jn (t), which can be calculated using [18, Equation (13)].
where R is the neuron resistance, I (t − 1) is the input of the users' information, and ρ is the neuron time constant. The connections from the ELSM input to the liquid model are made with probability P IN . The probability of having a connection between neurons i and j in the liquid model can be given by
where ς ∈ {ς EE , ς EI , ς IE , ς II } is a constant that depends on the type of both neurons. In particular, ς EE denotes an excitatory-excitatory connection, ς EI is an excitatoryinhibitory connection, ς IE is an inhibitory-excitatory connection, and ς II is a inhibitory-inhibitory connection. ζ ij is the Euclidean distance between neurons i and j. λ influences how often neurons are connected.
• Output of Liquid Model (Input of ESN):
The output of the liquid model at period τ is a vector
with v jn (t) being the information state of neuron n at time slot t. In fact, the ELSM uses unique output of liquid model to represent each input information. We can also see that the size of the input vector is B while the size of the output vector is N τ N L . This implies that the liquid model can use its spiking neurons to extract and extend the dynamics of the input information. As shown in Fig. 3 ji (t) . Since the calculation of the reliability must be done over T time slots, each SBS must use the proposed ELSM algorithm to estimate the reliability of each user. To allow the ELSM algorithm to estimate the users' reliability, we need to calculate the successful transmission of users when SBS j uses action o ji (t) at time t. A transmission is said to be successful if the total processing and transmission delays of each user meet the delay requirements. The number of users that have successful transmission can be derived by the following theorem.
Theorem 1:
Given an action o ji (t) that determines user association, cached contents, and cached content format, the number of users that have successful transmissions is:
and o −j (t) is the action vector of all SBSs except SBS j.
Proof: See Appendix A. From Theorem 1, we can see that the content transmission format depends on the data rates of backhaul and users, the computational resources of each UAV and SBS, the content size, and the number of users that request the same content. From Theorem 1, we can also see that, as the number of users that request the same content increases, it will be better for the UAVs to transmit 360
• contents to the SBSs. From Theorem 1, we can also see that the optimal transmission format of each content can be only the visible or 360
• contents, which satisfies constraint (18c).
If each SBS j uses action o ji (t) for the implementation of the ELSM algorithm, the number of users that have successful transmissions at time t, which is given by the following theorem.
Theorem 2: Given an action o ji (t) that determines the user association and content transmission format, the number of users that have successful transmissions is given by:
Here,
Proof: See Appendix B.
From Theorem 2, we can see that the cached contents of each SBS j depend on the data rates of backhaul and users, the number of users associated with SBS j, the computational resources allocated to each user, and the cache storage size. Theorem 2 shows that, if the cache storage size is unlimited, storing each visible content for each user is better than storing a 360
• content. This is due to the fact that an SBS that stores visible contents can directly send its cached visible contents to its users without performing any backhaul transmission or visible content extraction. When the cache storage is limited, the SBSs may store 360
• contents to save cache storage. This, in turn, will increase the processing delay. In consequence, the SBSs need to balance the tradeoff between saving cache storage and increasing processing delay. Based on Theorem 2, each SBS j calculates the number of users that have successful transmission so as to calculate the users' reliability.
B. ELSM for Reliability Maximization
Next, we explain how each SBS j uses the ELSM algorithm to solve problem (18) . We first introduce the policy that each SBS j uses for action selection at each time slot t. Then, the use of ELSM algorithm for users' reliability estimation is specified.
1) Action Selection:
At each time slot t, the ELSM algorithm will implement one action chosen based on the Boltzmann policy, which is given by p j =
where A j is the set of actions of SBS j and κ is a constant that determines the probability distribution of the Boltzmann policy. For example, as κ → ∞, the Boltzmann policy will follow a uniform distribution. Using the Boltzmann policy, the proposed algorithm can adjust κ to balance the exploration and exploitation so as to balance the convergence speed and the reliability that the proposed algorithm can achieve. In our RL algorithm, exploration is used to enable each SBS to explore actions that determine the user association, cached content, cached content format, and transmission content format so as to find a better solution that can improve the users' reliability. Exploitation refers to the case in which each SBS will opportunistically use the action that can maximize the users' reliability during the current iteration. As κ → ∞, the Boltzmann policy will follow a uniform distribution. In this case, the probability of SBS j implementing any action is the same, which means that SBS j wants to explore more actions that can improve the users' reliability so as to find a better solution of the problem in (18) . Therefore, as κ → ∞, each SBS will emphasize exploration.
2) Learning Process:
At each period τ , the SBSs will update their policies and broadcast them to other SBSs. Then, the SBSs will use the policies of other SBSs as ELSM input. Using ESN, the ELSM algorithm can record the historical information related to the input of the ELSM. The information is recorded in the states of reservoir neurons which is:
where f (x) = e x −e −x e x +e −x is the tanh function and ϕ j (τ ) is the input of the ESN at each period τ . ϕ j (τ ) and W in j jointly determine the neuron states μ j (τ ).
From (24), we can see that, the reservoir neurons' states depend on the current input and historical states. Hence, the reservoir neurons' states can record historical information. Based on these reservoir states, the ELSM algorithm can predict the reliability of the users [29] :
is the predicted output of the ELSM algorithm. To predict the users' reliability, the ELSM algorithm must train its output weight matrix W out j (t) based on the gradient descent method [30] , as follows:
where λ α is the learning rate, È i (o ji (t)) is the reliability calculated based on Theorems 1 and 2. In fact, (26) is used to approximate the function i∈Uj È i (o ji (t)). From (26), we can see that the update of W out ji (t) depends on the action o ji (t), the neuron states μ j (τ ), the estimated reliability y j (o ji (t)), and the observed reliability È i (o ji (t)).
C. Implementation and Convergence of the ELSM Algorithm
The proposed learning algorithm is implemented in a distributed way, as shown in Table I . From Table I , we can see that, at each time slot t, each SBS j will select one action based on the action selection policy in (23) and implement the selected action to calculate the reliability of each user. Then, each SBS updates its learning algorithm and broadcasts the index of its action selection policy to other SBSs. As time elapses, each SBS can use the proposed learning algorithm to estimate the reliability of each user resulting from each action. In consequence, each SBS can find the optimal action so as to maximize the users' reliability. From Table I , we can also see that the only overhead of implementing the proposed learning algorithm is the transmission of the index of the action selection policy. However, compared to the size of VR content and tracking information, the size of the index of the action selection policy is very small (it can be represented by a packet of size less than 16 bits). Therefore, these interactions between SBSs are independent of the network size and, hence, they incur no notable overhead. Note that, compared to other learning algorithms that need a large amount of training data, the proposed ELSM algorithm does not need any training data. This is because the training process is performed during the algorithm's execution. In other words, the proposed algorithm will use the reliability resulting from the actions taken by the SBSs for training purposes.
To enable the ELSM algorithm to find the relationship between the actions, action selection policy, and reliability of each user, one must set the size of liquid model and the size of recurrent matrix in the ESN model. The liquid and ESN models jointly determine the size of the historical data that the proposed ELSM algorithm can record. As the size of the liquid and ESN models increases, the historical information that the proposed algorithm can record increases. However, as the size of the liquid and ESN models increases, the training complexity will also increase and, hence, the convergence speed decreases. In consequence, the SBSs need to balance the tradeoff between improving prediction accuracy and decreasing convergence speed. Based on our previous analysis on ESN in [31] , to guarantee that the ESN can predict the reliability, the size of the recurrent matrix of each ESN should be set to be larger than B.
With regards to the computational complexity, for each SBS, the worst-case to find the optimal action for maximizing the reliability is to traverse all actions. Therefore, the worst-case complexity of the proposed ELSM algorithm is O(N
where N A j denotes the total number of actions of each SBS j. However, the worst-case complexity only occurs when all SBSs choose their optimal actions after traversing all other actions. Moreover, the proposed ELSM algorithm uses a function approximation method to find the relationship between the actions, states, and utilities. In this context, the proposed algorithm can build this relationship without traversing all actions. In addition, the liquid model consists of spiking neurons which provide a large capacity to record historical input data. The ESN can use these recorded data to find the relationship between actions, states, and utilities so as to reduce the training complexity. Furthermore, compared to the existing deep RL algorithms that need to calculate the gradients of all neurons in the hidden and input layers, the proposed ELSM algorithm only needs to update the output weight matrix of an ESN, which will significantly reduce the training complexity. Note that, given that ESN and LSM use neural networks in their function approximation, finding an exact analytical expression for complexity is challenging and intractable.
For the proposed algorithm, we only need to train the output weight matrix of ESN. In consequence, we can directly use the result of [20, Theorem 2] which has proved that, for each action o ji , ESNs will converge to i∈Uj È i (o ji (t)) where A −j = k =j,k∈B A k is the set of actions other than the action of SBS j. To improve the value of i∈Uj È i (o ji (t)), the ELSM algorithm uses Boltzmann policy for action selection instead of the work in [20] that uses a greedy mechanism. We assume that the users' reliability resulting from the ELSM algorithm that uses a Boltzmann policy or a greedy mechanism for action selection are
given by the following theorem.
Theorem 3: Given the Boltzmann policy in (23) and the greedy mechanism in [20] , the relationship between
where o * j is the optimal action of each SBS j, p j o * j is the probability that action o * j will be implemented in the Boltzmann policy, and p ε j o * j is the probability that action o * j will be implemented in the greedy policy.
Proof: See Appendix C. From Theorem 3, we can see that the value at the convergence point stemming from the proposed algorithm depends on the action selection policy used by the learning algorithm. As κ in (23) increases, the proposed algorithm will use more iterations for exploration and the number of iterations for exploitation decreases. Hence, the system performance will decrease and the convergence speed increases. As κ decreases, the proposed learning algorithm will use more iterations for exploitation and less iterations for exploration, and, then, system performance (i.e., reliability) will increase while the convergence speed decreases. In consequence, we need to appropriately adjust κ to balance the exploration and exploitation so as to balance the convergence speed and the reliability that the proposed algorithm can achieve.
Since the proposed algorithm will converge to the utility values i∈Uj È i (o ji (t)), each SBS can find an optimal action to optimize its total reliability. However, each SBS can only optimize the reliability of its associated users but cannot optimize the reliability of all the users in the network. This is due to the fact that, in the proposed algorithm implemented by each SBS, both the actions and utility values are related only to the users associated with that SBS. In consequence, [33] the proposed algorithm can find an optimal action to optimize each SBS's total reliability but may not be able to find a global optimal solution for all of the users.
IV. SIMULATION RESULTS
For our simulations, we consider a circular network area having a radius r = 500 m, U = 20 uniformly distributed users, V = 5 uniformly distributed UAVs, and B = 5 uniformly distributed SBSs. The other parameters used in simulations are listed in Table II . For comparison purposes, we use two baselines: Q-learning in [32] and ESN based learning algorithm in [20] . Fig. 4 shows how the total (sum) reliability of all users changes as the number of SBSs varies. From Fig. 4 , we can see that the reliability of users increases as the number of SBSs increases. This is due to the fact that, as the number of SBSs increases, the users will have more choices to associate with SBSs and the number of contents stored in the cache per SBS increases. Fig. 4(a) shows that the proposed algorithm yields 14.8% and 25.4% gains in terms of total reliability compared to the ESN algorithm and Q-learning. This is because the ELSM algorithm uses approximation methods and a liquid model that consists of spiking neurons to record the historical information. In consequence, the ELSM algorithm can record more historical information for the prediction of the total reliability compared to the ESN algorithm and Q-learning. In consequence, the ELSM algorithm can accurately predict the reliability and find a better solution. Fig. 4(b) shows that the proposed algorithm can achieve 14.7% and 20.2% gains in terms of reliability compared to the ELSM algorithm with random caching and ESLM with random transmission format. These gains stem from the fact that the proposed algorithm can use Theorems 1 and 2 to find the optimal contents to cache for each SBS as well as the transmission format for each UAV. Fig. 4 (b) also shows that, as the number of SBSs increases, the reliability resulting from the ELSM algorithm with random transmission format is larger than the reliability of ELSM algorithm with random caching. This is due to the fact that, as the number of SBSs increases, the number of contents stored in the cache per SBS increases and, hence, the number of contents transmitted from the UAVs to SBSs decreases. 5 shows the number of iterations needed till convergence for the proposed ELSM algorithms with κ = 5 and κ = 1.25, the LSM algorithm in [18] , and the ESN algorithm. From this figure, we can see that, as time elapses, the reliability of users increases until convergence to their final values. Fig. 5 also shows that the ELSM algorithm with κ = 5 converges faster than the ELSM algorithm with κ = 1.25. Meanwhile, the reliability resulting from the ELSM algorithm with κ = 5 is lower than the reliability of the ELSM algorithm with κ = 1.25. This is due to the fact that, as κ increases, the ELSM algorithm uses more iterations for exploration and less iterations for exploitation. In Fig. 5 , we can also see that the ELSM approach with κ = 5 needs 2600 iterations to reach convergence and exhibits a considerable reduction of 16.1% less iterations compared to LSM algorithm. This is because the proposed algorithm uses an ESN as the output function and an ESN only needs to train the output weight matrix. Fig. 5 also shows that the proposed algorithm needs 13% more iterations to reach convergence compared to the ESN algorithm. Meanwhile, the proposed algorithm can achieve 12% gain in terms of reliability compared to the ESN algorithm. This stems from the fact that the ELSM algorithm uses a liquid model to record more historical information compared to ESN algorithm. Hence, the ELSM algorithm must use more iterations to record network information so as to accurately predict the reliability of users.
In Fig. 6 , we show how the total reliability of users changes as the backhaul bandwidth per SBS varies. From Fig. 6 , we can see that, as the backhaul bandwidth increases, the reliability resulting from all of the considered algorithms increases. This is due to the fact that, as the backhaul bandwidth increases, both the delay of transmitting contents from the UAVs to SBSs and the delay of transmitting tracking information from SBSs to the UAVs decrease. Fig. 6 also shows that, as the backhaul bandwidth increases, the gains of reliability achieved by the proposed ELSM algorithm compared to the ESN algorithm and Q-learning decrease. This is due to the fact that the UAVs have enough bandwidth for content and tracking information transmission. In consequence, the impact of caching and content transmission format on reliability decreases. Fig. 7 shows the cumulative distribution function (CDF) for the per user reliability resulting from all of the considered algorithms. From Fig. 7 , we can see that the ELSM algorithm improves the CDF of up to 30% and 48.8% gains at a reliability of 0.5. This is due to the fact that the ELSM algorithm can record more historical information related to the states of network and users compared to the ESN algorithm and Q-learning. Hence, the proposed algorithm can predict the reliability more accurately compared to the ESN algorithm and Q-learning and find a better solution for the reliability maximization.
In Fig. 8 , we show how the total reliability of all of the users changes as the number of users varies. In this figure, the deep Q-learning algorithm consists of a two layer perceptron neural network. From this figure, we can see that, as the number of users increases, the total reliability resulting from all of the considered algorithms increases. This is due to the fact, as the number of users increases, each SBS will service more users. Hence, the total reliability of all users increases, however, this increase is limited by the available bandwidth, as shown by the slow increase slope. From Fig. 8 , we can also see that the proposed ELSM algorithm can achieve up to 10%, 14.2%, 18.4% gains in terms of total reliability compared to ESN, deep Q-learning, and Q-learning algorithms, for a network with 35 VR users. These gains stem from the fact that the proposed ELSM algorithm can use spiking neurons to record more actions and their corresponding utility values so as to predict the reliability of each user accurately and find a better solution for the problem in (18) compared to other considered algorithms.
In Fig. 9 , we show how the number of 360
• and visible contents stored in the cache per SBS changes as the cache storage size varies. Fig. 9 shows that, as the cache storage size per SBS increases, both the number of cached 360
• and visible contents increases. Fig. 9 also shows that, as the cache storage size increases, the number of cached visible contents increases faster than the number of cached 360
• contents. This is because as each SBS has enough cache storage size, storing visible contents can reduce both the processing delay and the delay of transmitting contents from UAVs to SBSs. In contrast, storing 360
• contents can reduce only the delay of content transmission over UAV-SBS links. figure, we can see that, when the number of spiking neurons is equal to 0, the total reliability resulting from the ELSM algorithm will be similar to the total reliability resulting from the ESN algorithm. This is because, when the number of spiking neurons is equal to 0, the ELSM cannot use a liquid model to record the information related to the wireless network and it can only use an ESN to determine the user association, cached content, cached content format, and content transmission format. Moreover, it is clear from Fig. 10 , that having more spiking neurons can improve the predictions and, thus, the reliability of the users.
From Fig. 11 , we can see that, as the number of SBSs increases, the number of iterations needed for convergence resulting from all of the considered algorithms increases. This is due to the fact that, as the number of SBSs increases, the total number of states of each learning algorithm increases. Hence, the considered algorithms need more iterations to find the relationship between the action selection policies and reliabilities. From Fig. 11 , we can also see that the proposed algorithm can reduce 11.8% iterations to reach convergence compared to the LSM algorithm as the network with 11 SBSs. This is due to the fact that the proposed algorithm uses an ESN as the output function which only needs to train the output weight matrix. 
V. CONCLUSION
In this paper, we have developed a novel framework that uses cellular-connected UAVs to collect VR content for wireless transmission. In this model, the UAVs can transmit VR contents to ground SBSs, over wireless backhaul links. Meanwhile, the SBSs can decide on whether to request and store visible or 360
• content from the UAVs, so as to reduce backhaul traffic. We have formulated an optimization problem that jointly considers content caching, content transmission format, and processing delay for users' reliability maximization. To solve this problem, we have developed a novel deep learning algorithm that brings together LSM and ESNs. The proposed algorithm enables each SBS to predict the users' reliability so as to find the optimal contents to cache and content transmission format for each UAV. Simulation results have shown that the proposed approach yields significant improvements in the reliability of the VR users. Moreover, the results have also shown that the use of ESN along with LSM can significantly improve the convergence time of the learning scheme.
APPENDIX
A. Proof of Theorem 1
To calculate the number of users that have successful transmissions, we need to simplify the problem in (18) . Given a vector o ji (t), (18) , which are not related to the content transmission format g i . For each content a it that user i requests at time t, if g iait = 120
• and a it / ∈ S j , the total time used for transmission and processing can be given by: • and a it / ∈ S j , the total time used for transmission and processing is:
Since R U R S , then 
Based on (29) and (30), we can find the contents stored in the cache of SBS j and their storage formats to maximize I F (f jait ), which is given by S j , f j = argmax χ a (f ja ) ≤ S. This completes the proof.
C. Proof of Theorem 3
To prove Theorem 3, we first note that the greedy mechanism can be given by p 
