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ABSTRACT
Halo merger trees are constructed from ELUCID, a constrained N -body simulation in the Sloan
Digital Sky Survey (SDSS) volume. These merger trees are used to populate dark matter halos with
galaxies according to an empirical model of galaxy formation. Mock catalogs in the SDSS sky coverage
are constructed, which can be used to study the spatial distribution of galaxies in the low-z Universe.
These mock catalogs are used to quantify the cosmic variance in the galaxy stellar mass function
(GSMF) measured from the SDSS survey. The GSMF estimated from the SDSS magnitude-limited
sample can be affected significantly by the presence of the under-dense region at z < 0.03, so that the
low-mass end of the function can be underestimated significantly. Several existing methods designed
to deal with the effects of the cosmic variance in the estimate of GSMF are tested, and none is found to
be able to fully account for the cosmic variance. We propose a method based on the conditional stellar
mass functions in dark matter halos, which can provide an unbiased estimate of the global GSMF.
The application of the method to the SDSS data shows that the GSMF has a significant upturn at
M∗ < 109.5 h−1M, which has been missed in many earlier measurements of the local GSMF.
Subject headings: dark matter - large-scale structure of the universe - galaxies: halos - methods:
statistical
1. INTRODUCTION
The Universe contains prominent structures up to
∼ 100 Mpc, only reaching homogeneity on much large
scales (e.g. Peebles 1980; Davis et al. 1985). The proper-
ties of galaxies and other objects, which form and evolve
in the cosmic web, are expected to be affected by their
large-scale environments. Thus, astronomical observa-
tions, which are always made in limited volumes in the
Universe, can be affected by the cosmic variance (CV)
caused by spatial variations of the statistical properties
of cosmic objects, such as galaxies, due to the presence
of large scale structure. Because of CV, statistics ob-
tained from a sample that covers a specific volume in the
Universe may be different from those expected for the
Universe as a whole. Erroneous inferences would then
be made if such biased observational data were used to
constrain models.
Cosmic variance (CV) is a well known problem (e.g.
Somerville et al. 2004; Jha et al. 2007; Driver &
Robotham 2010; Moster et al. 2011; Marra et al. 2013;
Keenan et al. 2013; Wojtak et al. 2014; Whitbourn &
Shanks 2014, 2016), and various attempts have been
made to deal with it. One way is to analyze different
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(sub-)samples, e.g. obtained from the Jackknife sam-
pling of the observational data, and to use the varia-
tions among them to have some handle on the CV. How-
ever, this can only provide information about the vari-
ance within the total sample itself, but not that of the
total sample relative to a fair sample of the Universe.
Another way is to use the spatial distribution of bright
galaxies (a density-defining population), which can be
observed in a large volume, to quantify the CV expected
in sub-volumes (e.g. Driver & Robotham 2010), or to
re-scale (or correct) the number density of faint galax-
ies observed in a smaller volume, as was done by Baldry
et al. (2012) in their estimate of galaxy stellar mass func-
tions in the GAMA sample. However, this method relies
on the assumption that galaxies of different luminosi-
ties/masses have similar spatial distributions, which may
not be true. The same problem also exists in the maxi-
mal likelihood method (e.g. G. Efstathiou 1988), where
galaxy luminosity function is explicitly assumed to be
independent of environment. Yet another way is to esti-
mate the CV expected from a given sample using simple,
analytic models for the clustering properties of galaxies
on large scales. Along this line, Somerville et al. (2004)
tested the effects of the CV on different scales, and pro-
posed the use of either the two-point correlation function
of galaxies, or the combination of the linear density field
with halo bias models (e.g. Mo & White 1996; Sheth et al.
2001), to predict the CV of different surveys. Similarly,
Moster et al. (2011) carried out an investigation of the
CV expected in observations of the galaxy populations at
different redshifts, using the linear density field predicted
by the ΛCDM model combined with a bias model that
takes into account the dependence of galaxy distribution
on galaxy mass and redshift. Unfortunately, such an ap-
proach does not take into account observational selection
effects. More importantly, this approach only gives a sta-
tistical estimate of the CV but does not measure the de-
viation of a specific sample from a fair sample. Finally,
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one can also use a large number of mock galaxy samples,
either obtained directly from hydrodynamic simulations,
or from N-body simulation-based semi-analytic (SAM)
and empirical models, to quantify how the sample-to-
sample variation of the statistical measure in question
depends on sample volume. However, this needs a large
set of simulations for each model, analyzed in a way that
takes into account the observational selection effects in
the data, which in practice is costly and time consum-
ing. Furthermore, the same as the approach based on
galaxy clustering statistics, this approach can only pro-
vide a statistical statement of the expected CV, but does
not provide a way to correct the variance of a specific
sample.
Can one develop a systematic method to study the
cosmic variance, and to quantify and correct biases that
are present in observational data? The answer is yes, and
the key is to use constrained simulations. Indeed, if one
can accurately reconstruct the initial conditions for the
formation of the structures in which the observed galaxy
population reside, one can then carry out simulations
with such initial conditions in a sufficiently large box
that contains the constrained volume, so that the large
box can be used as a fair sample, while the constrained
region can be used to model the observational data. By
comparing the statistics obtained from the mock samples
with those obtained from the whole box, one can quantify
and correct the CV in the observational data.
In the past few years, the ELUCID collaboration has
embarked on the development of a method to accurately
reconstruct the initial conditions responsible for the den-
sity field in the low-z Universe (Wang et al. 2014). As
demonstrated by various tests (Wang et al. 2014, 2016),
the reconstruction method is much more accurate than
other methods that have been developed, and works re-
liably even in highly non-linear regimes. The initial con-
ditions in a 500h−1Mpc box that contains the main part
of the SDSS volume have already been obtained, and a
high resolution N -body simulation, run with (3072)3 par-
ticles, has been carried out with these initial conditions
in the current ΛCDM cosmology (Wang et al. 2016).
In the present paper, we use the dark matter halo
merger trees constructed from the ELUCID simulation
to populate simulated halos with model galaxies pre-
dicted by the empirical galaxy formation model devel-
oped by Lu et al. (2014a, 2015b, thereafter L14, L15).
The model galaxies in the constrained volume are then
used to construct mock catalogs that contain the same
CV as the real SDSS sample. We compare galaxy stellar
mass functions (GSMF) estimated from the mock cata-
logs with that obtained from the total simulation box to
quantify the CV within the SDSS volume. Finally, we
propose a method based on the conditional stellar mass
or luminosity distribution in dark matter halos to correct
for the CV in the observed GSMF. As we will see, the
CV can be very severe in the low-mass end of the GSMF
obtained from methods commonly adopted, and the low-
mass end slope of the true GSMF in the low-z Universe
may be significantly steeper than those published in the
literature.
The structure of the paper is as follows. In §2 we de-
scribe methods to implement Monte Carlo halo merger
trees in simulated merger trees, so as to extend all trees
down to a mass resolution sufficient for our purpose. In
§3 we populate simulated halos with galaxies using an
empirical model of galaxy formation, and construct a
number of mock catalogs to mimics the SDSS survey
both in spatial distribution and physical properties. In §4
we examine in detail the cosmic variance in the estimates
of the GSMF, and show how commonly adopted meth-
ods to measure the galaxy luminosity function (GLF)
and GSMF fail to account for the CV. We also propose
and test a new method to correct for CV in GLF and
GSMF, and apply it to the real SDSS data to obtain the
CV-corrected GLF and GSMF. Finally, a brief summary
of our main results is presented in §5.
Throughout the paper, we define the GSMF as
Φ(M∗) = dN/dV/d logM∗, which is the number of galax-
ies per unit volume per unit stellar mass in logarith-
mic space, and define the GLF in X-band as Φ(MX) =
dN/dV/d(MX − 5 log h), which is the number of galax-
ies per unit volume per unit magnitude. The magnitude
MX is k-corrected to redshift 0.1 without evolution cor-
rection, unless specified otherwise.
2. MERGER TREES OF DARK MATTER HALOS
FROM THE ELUCID SIMULATION
2.1. The simulation
We use the ELUCID simulation carried out by Wang
et al. (2016) to model the dark matter halo population,
their formation histories, and spatial distribution. This
is an N -body simulation that uses L-GADGET, a mem-
ory optimized version of GADGET-2 (Springel 2005),
to follow the evolution of 30723 dark matter particles
(each with a mass of 3.088 × 108 h−1M) in a peri-
odic cubic box with side length of 500h−1Mpc in co-
moving units. The cosmology used is the one based on
WMAP5 (Dunkley et al. 2009; Komatsu et al. 2009): a
flat Universe with ΩK = 0; a matter density parameter
Ωm,0 = 0.258; a cosmological constant ΩΛ,0 = 0.742;
a baryon density parameter ΩB,0 = 0.044; a Hubble
constant H0 = 100h km s
−1 Mpc−1 with h = 0.72;
and a Gaussian initial density field with power spectrum
P (k) ∝ kn, with n = 0.96 and with the amplitude spec-
ified by σ8 = 0.80. The simulation is run from redshift
z = 100 to z = 0, with outputs recorded at 100 snapshots
between z = 18.4 and z = 0.0.
The initial conditions (phases of Fourier modes) of the
density field are those obtained from the reconstruction
based on the halo-domain method of Wang et al. (2009)
and the Hamiltonian Markov Chain Monte Carlo (HMC)
method (Wang et al. 2013, 2014), constrained by the dis-
tributions of dark matter halos represented by galaxy
groups and clusters selected from the SDSS redshift sur-
vey (Yang et al. 2007, 2012). As shown in Wang et al.
(2016) with the use of mock catalogs, more than 95%
of the groups with masses above 1014 h−1M can be
matched with the simulated halos of similar masses, with
a distance error tolerance of ∼ 4h−1Mpc, and massive
structures such as the Coma cluster and the Sloan Great
Wall can be well reproduced in the reconstruction. Thus,
the use of the constrained simulation from ELUCID al-
lows us not only to model accurately the large-scale envi-
ronments within which observed galaxies reside, but also
to recover, at least partially, the formation histories of
the massive structures seen in the local Universe.
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2.2. The construction of halo merger trees
Halos and their sub-halos with more than 20 particles
are identified with the friend-of-friend (FOF) and SUB-
FIND algorithms (Springel et al. 2005). To be safe, we
only use halos identified in the simulation with masses
Mh ≥ Mth = 1010 h−1M. However, this mass resolu-
tion is not sufficient to resolve lower mass halos in which
star formation may still be significant, particularly at
high z. In order to trace the star formation histories in
halos to high redshifts, we need to reach a halo mass
of about 109 h−1M, below which star formation is ex-
pected to be unimportant due to photo-ionization heat-
ing (e.g. Babul & Rees 1992; Thoul & Weinberg 1996).
Here we adopt a Monte Carlo method to extend the
merger trees of the simulated halos down to a mass limit,
109 h−1M. Jiang & van den Bosch (2014) have tested
the performances of several different methods of gener-
ating Monte Carlo halo merger trees, and found that the
method of Parkinson et al. (2008, thereafter P08) consis-
tently provides the best match to the halo merging trees
obtained from N -body simulations. We therefore adopt
the P08 method.
We join the P08 Monte Carlo trees to the halo merger
trees obtained from the simulation through the following
steps:
(i) For each simulated halo merger tree T , we elimi-
nate halos that have masses below Mth = 10
10 h−1M
but have no progenitors more massive than Mth. The
purpose of the second condition is to preserve halos which
once had masses larger than Mth but have become less
massive later due to stripping and/or mass loss.
(ii) For each halo H that is not eliminated in T , we
generate a Monte Carlo tree t (down to 109 h−1M),
rooted from a halo h that has the same mass and the
same redshift as H, and eliminate all halos more massive
than 1010 h−1M in t.
(iii) We add t to H. The procedure is repeated for all
halos with masses above 1010 h−1M in all trees in the
ELUCID simulation, so that all such halos have merger
trees extended to 109 h−1M.
(iv) For halos with masses below 1010 h−1M at z = 0,
their merger trees are entirely generated with the Monte
Carlo method. Note that these halos are not identified
from the simulation, but can be used to model galaxies
in such low-mass halos when needed.
With these steps, we obtain ‘repaired’ halo merger
trees that have a mass resolution of 109 h−1M, with
halos more massive than 1010 h−1M sampled entirely
by the simulation, and the less massive ones modeled by
Monte-Carlo trees. Fig. 1 shows the conditional progen-
itor mass functions of dark matter halos, defined as the
fraction of mass in progenitors per logarithmic mass, for
merger trees rooted from different masses, and for pro-
genitors at different redshifts. Our results, obtained by
combining the simulated trees above the mass resolution
Mth with the Monte Carlo merging trees generated with
the P08 model below the mass limit, are shown by the
black solid lines, and compared with the merger trees
generated entirely with the P08 model. Overall, the pro-
genitor mass distributions we obtain match well those
obtained from the Monte Carlo method, indicating that
our merger trees are reliable.
Since galaxies form and evolve in dark matter halos,
our ‘repaired’ halo merger trees from the ELUCID simu-
lation provide the basis to link galaxy properties to dark
matter halos, and can be used in combinations with halo-
based methods of galaxy formation, such as abundance
matching, semi-analytic and other empirical models, to
populate halos with galaxies. The method can, in prin-
ciple, be applied to simulated halos with any mass res-
olution and with any cosmology, to extend halo merger
trees to a sufficiently low mass, as long as reliable Monte
Carlo trees can be generated. We note that our merger
trees do not include high order sub-halos, i.e. sub-halos
in sub-halos. In the next section, we apply the empirical
model, developed in L14 and L15, to follow galaxy for-
mation and evolution in dark matter halos, based on our
repaired halo merger trees.
3. POPULATING HALOS WITH GALAXIES
In this section, we describe the L14, L15 empirical
method, developed by Lu et al. (2014a, 2015b), to pop-
ulate galaxies in the halo merger trees described in the
previous section. Briefly, we assign a central galaxy to
each distinctive halo and give it an appropriate star for-
mation rate (SFR) according to the empirical model. We
then evolve all galaxies in the current snapshot to the
next, following the accretion of galaxies by dark matter
halos and the mergers of galaxies. The stellar masses for
both central and satellite galaxies are obtained by inte-
grating the stellar contents along their histories. Finally,
observable quantities, such as luminosity and apparent
magnitude, are obtained from a stellar population syn-
thesis model.
3.1. The empirical model of galaxy formation
In the model of L14 and L15, SFR of a central galaxy is
assumed to depend on the halo mass Mhalo and redshift
z as
SFR(Mhalo, z) =
ε
fBMhalo
τ0
(1 + z)κ(1 +X)α
(
X +R
X + 1
)β (
X
X +R
)γ
(1)
where τ0 = 1/(10H0), κ = 3/2. fB = ΩB,0/Ωm,0
is the cosmic baryon fraction, and ε and β are time-
independent model parameters. The parameters, α and
γ, are assumed to be time-dependent, given by
α = α0(1 + z)
α
′
(2)
and
γ =

γa if z < zc
(γa − γb)( z + 1
zc + 1
)γ
′
+ γb if z ≥ zc
(3)
where α0, α
′
, γa, γb and zc are time-independent model
parameters. In L14 and L15, both α and γ are chosen to
be time-dependent to make the model compatible with
the observed galaxy stellar mass functions (GSMFs) at
different redshifts and the composite conditional lumi-
nosity function of cluster galaxies at redshift z = 0 (see
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Fig. 1.— Conditional progenitor mass functions (mean fraction of mass in progenitors in per unit progenitor mass Mprog/Mz=0 bin in
logarithmic space) of dark matter halos from different kinds of merging trees, for different z = 0 halos of different masses (each column)
and for progenitors at different redshifts (each row). Black solid: halo merger trees obtained from ELUCID simulation repaired by Monte-
Carlo-based trees. Blue solid: P08 (Parkinson et al. 2008) Monte Carlo trees generated with the WMAP5 cosmology. Purple dashed:
Millennium (Springel 2005) FOF halo merger trees. Green dashed: P08 Monte Carlo trees with Millennium cosmology. The two vertical
solid lines show the 20 particles mass resolution of halos in ELUCID and Millennium simulations, respectively.
also Lim et al. 2017b). All the model parameters are
determined by fitting the model predictions to a set of
observational data (see the original papers for details).
Here we adopt the parameters listed in L14 (denoted
by ’Model III SMF+CGLF’ in this paper), which are
based on a cosmology consistent with the WMAP5 cos-
mology (Dunkley et al. 2009; Komatsu et al. 2009) used
here.
Once a dark matter halo hosting a galaxy is ac-
creted by a bigger halo, the central galaxy in it is as-
sumed to become a satellite galaxy, and thus experience
satellite-specific processes, such as tidal stripping and
ram-pressure stripping, which may reduce and quench
its star formation. L14 modelled the SFR in satellites as
SFR(M∗, z) = SFR(taccr) exp
[
− t− taccr
τ(M∗)
]
(4)
with
τ(M∗) = τ∗,0 exp(−M∗/M∗,c) . (5)
Here M∗ is the current mass of the satellite galaxy, τ∗,0
and M∗,c are time-independent model parameters, and
taccr is the cosmic time at which the host halo of the
galaxy is accreted. After accretion, the satellite halo and
the galaxies it hosts are expected to experience dynam-
ical friction, which causes them to move towards the in-
ner part of the new host halo. The satellites may then
merger with the central galaxy located near the center.
We follow L14 and use an empirical model to determine
the time when the merger occurs:
∆t = 0.216
Y 1.3
ln(1 + Y )
exp(1.9η)
rhalo
vhalo
, (6)
where Y = Mcen/Msat is the ratio of mass between the
central halo and the satellite halo at the time when the
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Fig. 2.— Galaxy stellar mass functions at redshift z = 0. Black
solid line: model galaxies based on our repaired trees. Purple solid
line: from Lu et al. 2014a, based on Monte Carlo halo merger
trees. Green dots with error bars: from observational result which
is used by L14 to calibrate the model.
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Fig. 3.— Conditional stellar mass functions in halos with differ-
ent mass Mh (as indicated in each panel) at redshift z = 0. Black
lines: model galaxies based on our repaired trees, for central galax-
ies (dashed) and satellite galaxies (solid). The error bars indicate
the standard deviations among 100 bootstrap resamplings. Purple
lines: from Lu et al. 2014a, based on Monte Carlo halo merger trees,
for central galaxies (dashed) and satellite galaxies (solid). Green
markers with error bars: from observational result of Yang et al.
2008, for central galaxies (circles) and satellite galaxies (triangles).
accretion occurs, and rhalo and vhalo are the virial ra-
dius and virial velocity of the central halo (e.g. Boylan-
Kolchin et al. 2008). The parameter, η, describes the
specific orbital angular momentum, and is assumed to
follow a probability distribution P (η) = η1.2(1 − η)1.2
(e.g. Zentner et al. 2005). After merger, a fraction of
fTS of the stellar mass of the satellite is added to the
central galaxy, with fTS a model parameter.
The ingredients given above can be used to predict the
stellar mass and SFR of both central and satellite galax-
ies. In order to make predictions for galaxy luminosities
in different bands, we also need the metallicities of stars.
We use the mean metallicity - stellar mass relation given
by Gallazzi et al. (2005) to assign metallicities to galax-
ies according to their masses. A simple stellar population
synthesis model, based on the Bruzual & Charlot (2003)
with a Chabrier initial mass function (Chabrier 2003),
is adopted to obtained the mass to light ratio of formed
star, and the mass loss due to stellar evolution.
We note that the L14 model, which is based on Monte-
Carlo merger trees, does not take into account some spe-
cial events that exist in numerical simulations. In sim-
ulated merger trees, some sub-halos were main halos at
some early times, accreted into other systems as satel-
lites later, and were eventually ejected and became main
halos again. For such cases, we treat the galaxy in the
sub-halo as a satellite galaxy even after the sub-halo is
ejected. The ejected sub-halos are then treated as new
main halos after ejection. This implementation does not
make much physical sense, but best mimic the Monte
Carlo merger trees in which sub-halos are never ejected,
and all halos at a given time are treated equally without
depending on whether or not they have gone through a
big halo. Such an implementation is necessary, as the
model parameters given by L14 are calibrated by using
Monte-Carlo merger trees.
Fig. 2 shows the galaxy stellar mass function (GSMF)
of model galaxies at redshift z = 0, in black solid line, in
comparison with the result of L14 (purple solid line). As
one can see, the L14 result is well reproduced over wide
ranges of stellar masses, which demonstrates that our im-
plementation of the L14 model with the ELUCID halo
merger trees are reliable, as long as the general galaxy
GSMF is concerned. For reference, we also include the
observational data points (green dots with error bars)
that were used in L14 to constrain their model parame-
ters.
As a more demanding test, we compare in Fig. 3 the
conditional galaxy stellar mass functions (CGSMFs) in
halos of different masses at redshift z = 0 obtained from
the ELUCID halo merger trees with those given by L14.
Here again we see a good agreement between the two.
Since the CGSMF gives the average number of galaxies
of a given stellar mass in a halo of a given mass, a good
match in CGSMFs also implies that the spatial clustering
of galaxies as a function of stellar mass is also reproduced.
3.2. Galaxy occupation in dark matter halos
To use our model galaxies to construct mock catalogs,
we need to assign spatial positions and peculiar velocities
to galaxies in each halo in the simulation according to the
halo occupation distributions (HODs) obtained from the
empirical model described above. Here we adopt a sub-
halo abundance matching method that links galaxies in
a halo to the sub-halos in it. As shown in Wang et al.
(2016), the sub-halo population can be identified reliably
from the ELUCID simulation for sub-halos with masses
down to ∼ 1010 h−1M. The abundance matching goes
as follows. For a given halo, we first rank galaxies in de-
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Fig. 4.— Spatial distribution of SDSS (left panel) and mock (right panel) galaxies. Selections are made for all galaxies with r ≤ 17.6 in
the redshift range [0.01, 0.12] in the Sloan NGC region. Only galaxies in a 4◦ declination slice are plotted.
scending order of stellar mass and sub-halos in descend-
ing order of halo mass. Here the mass of a sub-halo
is that at the time when the sub-halo was first accreted
into its host. Note that sub-halos both identified directly
from the simulation and added using Monte Carlo merger
trees (see §2.2) are used. For sub-halos identified in the
simulation, their positions and velocities are those given
by the SUNFIND. For the Monte Carlo sub-halos that
are joined to the simulated halos, on the other hand,
we assign random positions according to the NFW pro-
file (Navarro et al. 1997) with concentration parameters
given by Zhao et al. (2009), and their velocities are drawn
from a Gaussian distribution with dispersion appropri-
ate for the density profile assumed. For sub-halos that
are rooted from a z = 0 Monte Carlo halo, the galax-
ies hosted by them are usually too faint to be relevant;
they are only included for completeness, but actually are
not used in constructing the mock catalog. Finally, the
position and velocity of the sub-halo are assigned to the
galaxy that has the same rank. For those galaxies that
do not have sub-halo counter-parts, their positions and
velocities are assigned randomly according to the NFW
profile. This method can be used to construct volume
limited samples within the entire simulation box down
to stellar masses ∼ 108 h−1M, with full phase space in-
formation obtained from the simulated sub-halos. This
is sufficient for most of our purposes.
3.3. The SDSS mock catalog
With full information about the luminosities and phase
space coordinates for individual galaxies, it is straight-
forward to make mock catalogs using galaxies in the con-
strained volume and applying the same selection criteria
as in the observation. For each model galaxy in the sim-
ulation box, we assign to it a cosmological redsfhit, zcos,
according to its distance to a virtual observer, and the
observed redshift, zobs, is given by zcos together with its
line-of-sight (los) peculiar velocity, vlos:
zobs = zcos + (1 + zcos)
vlos
c
, (7)
with c the speed of light. Here the location of the virtual
observer and the coordinate system are determined by
the orientation of the SDSS volume in the simulation
box. SDSS apparent magnitudes in u, g, r, i, and z
are assigned to each galaxy according to its luminosities
in the corresponding bands. For our SDSS mock sample,
we select all galaxies in the SDSS Northern-Galactic-Cap
(NGC) region with redshifts 0.01 < z < 0.12 and with
magnitude r ≤ 17.6.
Fig. 4 shows the real SDSS galaxies (left) and the mock
galaxies (right) in the same slice in the SDSS sky cover-
age. It is clear that the distribution of the mock galaxies
is very similar to that of the real galaxies. The large scale
structures in the local Universe, such as the Sloan Great
Wall at redshift ≈ 0.08, are well reproduced. Thus, the
mock catalog can be used to investigate both the proper-
ties of the galaxy population in the cosmic web, and the
large scale clustering of galaxies. In particular, since all
galaxies above our mass resolution limit, which is about
108 h−1M, are modeled in the entire simulation box,
a comparison of the statistical properties between the
SDSS mock catalog and the whole simulation box car-
ries information about the CV of the SDSS sample.
4. COSMIC VARIANCE IN GALAXY STELLAR
MASS FUNCTIONS
The realistic model catalogs described above have
many applications, such as to study the relationships be-
tween galaxies and the the mass density field, and to in-
vestigate the galaxy population in different components
of the cosmic web. Here we use them to analyze and
quantify the cosmic variances (CV) in the measurements
of the galaxy stellar mass function (GSMF) and lumi-
nosity function (GLF). We first use model galaxies in
the whole simulation box to quantify the CV as a func-
tion of sample volume and galaxy mass. We then use the
SDSS mock catalog to examine the CV in the SDSS, and
to investigate different estimates of the GSMF/GLF in
their abilities to account for the CV. We propose and test
a new method that can best correct for the CV. Finally,
we apply our method to the SDSS catalog to obtain GLF
and GSMF that are free of the CV.
4.1. Cosmic variance as a function of sample volume
and galaxy mass
To quantify the effects of CV, we partition the whole
5003 h−3Mpc3 simulation box into sub-boxes, each with
a given size Ls, without overlap. For each sub-box i we
calculate the galaxy number density ng,i(M∗;Ls). Fig. 5
shows the GSMFs obtained for 100 sub-boxes with sizes
Ls = 25, 50, 100, and 250h
−1Mpc, respectively. The re-
sults of individual sub-boxes are shown by the green lines,
while the average and the 2σ variance (96%) among the
GSMFs are shown by the red curve and bars, respec-
tively. As expected, the scatter among the sub-boxes
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Fig. 5.— GSMFs at z = 0 in sub-boxes in the 500h−1Mpc box
of ELUCID simulation. For each sub-box size Lbox ≤ 100h−1Mpc,
100 sub-boxes without overlap are randomly chosen in the simu-
lation box, while for Lbox = 250h
−1Mpc, all the 8 sub-boxes are
used. The GSMFs of individual sub-boxes are shown by the green
curves in each panel. The average over the sub-boxes of the same
size is given by the red line in each panel. Error bars covering 96%
(2σ) range among different sub-boxes are also plotted.
decreases as the sub-box size increases. For instance,
the scatter for Ls = 50h
−1Mpc is about ≈ 0.3 dex over
almost the entire stellar mass range, while it is smaller
than 10% for Ls = 250h
−1Mpc.
Theoretically, the galaxy number density ng is related
to the mass density ρm by a stochastic bias relation:
δg = bδm +  , (8)
where δg = (ng/ng) − 1 and δm = (ρm/ρm) − 1, with
ng and ρm being the mean number density of galaxies
and the mean density of mass in the Universe. The co-
efficient, b, is the bias parameter, which characterizes
the deterministic part of the bias relation, and  is the
stochastic part. If the galaxy number density field is a
Poisson sampling of the mass density field, then the vari-
ance in the galaxy density can be written as
σ2t = σ
2
CV + σ
2
P, (9)
where σP = N
−1/2 is due to Poisson fluctuation. Assum-
ing linear bias, the deterministic part, which we refer to
as the cosmic variance (CV), can be written as:
σ2CV(M∗;Ls) = b
2(M∗)σ2m(Ls), (10)
where Ls is the characteristic size of the sample, and
σm(Ls) is the rms of the mass fluctuation on the scale of
Ls.
Motivated by this, we model σCV using the GSMF ob-
tained from simulated galaxies. The number density ng,i
of all sub-boxes are synthesized to give the mean value,
ng(M∗;Ls), and the variance, σ2t (M∗; Ls). We use ng
to estimate the expected Poisson variance, σ2P, and use
equation (9) to estimate σ2CV(M∗;Ls) by subtracting the
Poisson part from the total variance. Equation (10) is
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Fig. 6.— Upper panel: Cosmic variance σCV as a function of the
characteristic size of sample Ls and stellar mass M∗, as indicated
in the panel. Solid lines are σCV estimated from the mock sample,
while dashed lines are from the fitting formula. Lower panel: Ratio
of σCV between the mock sample and model prediction. The black
solid line indicates the ratio of 1.0.
then used to fit the dependence of CV on stellar mass
and the size of sub-box. We find that the Ls-dependence
can be well described by
log σm(x) = p0 + p1x+ p2x
2 + p3x
3 , (11)
where x = log(Ls/ h
−1Mpc), and p0 = 1.53, p1 = −2.02,
p2 = 0.92, and p3 = −0.25, while the M∗ dependence by
log b(y) = q0 + q1y + q2y
2 + q3y
3 , (12)
where y = log(M∗/ h−1M), and q0 = −16.04, q1 = 5.79,
q2 = −0.68, and q3 = 0.026.
Fig. 6 shows the comparison between σCV obtained di-
rect from the simulated galaxy sample and the model pre-
diction as a function of Ls for galaxies of different M∗, as
represented by different lines. The fitting formulae work
well over the range from 108 h−1M to 1011.6 h−1M in
M∗, and from 10h−1Mpc to 125h−1Mpc in Ls.
The above prescription also provides a model for the
covariance matrix of the cosmic variance. Consider the
covariance matrix, C, of the densities between galaxies of
masses M∗,1 and M∗,2. The bias model described above
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] = 109.1, 1010.3, 1011.5, respectively. The solid
curves are model predictions.
gives
C(M∗,1,M∗,2;Ls) = b(M∗,1)b(M∗,2)σ2m(Ls). (13)
Fig. 7 shows the ratio between the measured C and the
model predictions as a function of Ls for a number of
(M∗,1,M∗,2) pairs. Overall the model matches the mea-
surements well. Some discrepancies can be seen for mas-
sive galaxies and small Ls, where the model prediction
is slightly lower than that measured from the simulation
data.
We can compare the CV model calibrated above with
that obtained from SDSS data. To this end, we estimate
the total variance, the Poisson variance, and the cosmic
variance using sub-boxes of given Ls that are fully con-
tained by the SDSS volume, within which the sample
is complete for a given M∗. In order to estimate the
variance among sub-boxes reliably, we only present cases
where at least 10 sub-boxes are available. The results,
plotted in Fig. 8, show that the SDSS measurements fol-
low the model predictions for 10 < Ls < 75h
−1Mpc and
M∗ > 109 h−1M. Note that we did not fit the σCV
for M∗ > 1011.6 h−1M, but the extrapolation seems
to match the SDSS measurements well even for such
stellar masses. For M∗ < 109 h−1M, the variance ob-
tained from the SDSS becomes significantly lower than
the model prediction. As we will see below, this devia-
tion is caused by the fact that the local volume, within
which such galaxies can be observed, does not sample the
galaxy population fairly.
To summarize, the simple model presented above pro-
vides a useful way to estimate the level of CV expected in
the measurements of the GSMF. This variance, which is
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Fig. 8.— The model of cosmic variance compared with SDSS
data. Upper panel: Cosmic variance σCV of the GSMF as a func-
tion of the characteristic sample size Ls, for galaxies of different
stellar masses, M∗, as shown by different colors. Solid lines are σCV
estimated from the SDSS sample, while dashed lines are predictions
of the fitting model. Lower panel: The ratio of σCV between the
SDSS sample and the model. The black horizontal line indicates
the ratio of 1.0.
produced by the fluctuations of the cosmic density field,
should be combined with the Poisson variance from num-
ber counting to estimate the total variance in the uncer-
tainty in the GSMF. This is particularly the case where
the galaxy population is observed in a small volume and
the cosmic variance is large than the counting error. In
real applications, other types of uncertainties, such as er-
rors in photometry, redshift, and stellar mass estimate,
should also be modeled properly along with the CV de-
scribed here.
4.2. Cosmic variances in the SDSS volume
In this subsection we examine in detail the CV in the
SDSS using the mock samples constructed for the SDSS.
Here we only consider galaxies and model galaxies in the
SDSS Northern-Galactic-Cap (NGC) (thereafter, SDSS
sky coverage) with redshift 0.01 ≤ z ≤ 0.12 (thereafter,
SDSS volume). We construct four different types of sam-
ples
(i) SDSS sample: SDSS DR7 observed galaxies in the
SDSS volume, with r-band magnitude selection r ≤ 17.6.
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z in the Sloan sky coverage, from z = 0.01 to 0.12. Red lines are
for simulated halos (Solid: halos with Mh > 10
12 h−1M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×4.8). Purple lines are for SDSS galaxies (Solid: galaxies with
Mr < −20.5, offset by ×8.0; Dashed: −20.5 ≤ Mr ≤ −19.5, offset
by ×4.4). Horizontal lines are the mean number densities in the
corresponding volumes.
(ii) SDSS mock sample: model galaxies in the SDSS
volume, with r-band magnitude selection r ≤ 17.6.
(iii) SDSS magnitude-limited mock samples: model
galaxies, in the SDSS volume, that are brighter than a
given magnitude limit.
(iv) SDSS volume-limited mock sample: all model
galaxies in the SDSS volume. This sample is served as
the benchmark of the GSMF, since it is almost free of
cosmic variance, as compared with the entire simulation
box.
To investigate potential cosmic variance in the SDSS
volume, we first examine the galaxy number density, ng,
as a function of redshift z, in the SDSS volume-limited
mock sample. Model galaxies in a given stellar mass bin
are binned in redshift intervals with bin size δz = 0.005,
and the galaxy count in each bin is used to estimate the
galaxy number density. The results are shown in Fig. 9.
The redshift distribution of model galaxies in the SDSS
volume shows two peaks, one around z1 ≈ 0.03, due to
the presence of the large-scale structure known as the
CfA Great Wall (Geller & Huchra 1989), and the other
around z2 ≈ 0.075 due to the presence of the the Sloan
Great Wall (Gott III et al. 2005). Below z ≈ 0.03, the
number densities show a sharp decline as z decreases, and
the effect is stronger for massive galaxies, indicating the
presence of a local void (see also, for example Whitbourn
& Shanks 2014, 2016). For comparison, we also show the
redshift distribution of SDSS galaxies, obtained by using
sub-samples complete to given absolute magnitude lim-
its. We see that the observed distribution follows well
that in the mock sample, indicating our mock sample
can be used to study the CV in the SDSS sample. For
reference we also plot the number densities of simulated
dark matter halos in the SDSS volume versus redshift.
Here again we see structures similar to that seen in the
galaxy distribution. In particular, there is a marked de-
cline of halo density at z < 0.03, and the decline is more
prominent for more massive halos.
The presence of the local low-density region shown
above can have strong impact on the statistical prop-
erties of the galaxy population derived from the SDSS,
especially for faint galaxies which can be observed only
within the local volume in a magnitude limited sample.
Indeed, the measurement of the GSMF, which describes
the number density of galaxies as a function of galaxy
mass, can be biased if the local low-density region is not
properly accounted for.
As an illustration, Fig. 10 shows the GSMFs derived
from SDSS magnitude-limited mock samples with differ-
ent r-band magnitude limits, using the standard Vmax
method. For reference, we also plot the GSMF obtained
from the SDSS volume-limited mock sample (the thick
dashed line), which matches well the ‘global’ GSMF ob-
tained from the whole 5003 h−3Mpc3 simulation box.
As one can see, the GSMF can be significantly underes-
timated if the magnitude limit is shallow (corresponding
to a low value of the r-band magnitude limit, rlim). Only
a sample as deep as rlim = 20 can provide an unbiased
estimate of the GSMF down to M∗ ∼ 108 h−1M. For
the SDSS limit, rlim = 17.6, the measurement starts to
deviate from the global GSMF at M∗ ≈ 109 h−1M, and
the difference between them reaches a factor of about 5
at around 108 h−1M.
The underestimate of the GSMF at the low-mass end
is produced by the presence of the low-density region
at z < 0.03 in the SDSS volume. To show this more
clearly, we define a ‘break’ mass, M0.03(rlim), so that
galaxies with stellar masses M∗ = M0.03 is complete to
z = 0.03 for the given magnitude limit, rlim. Here we
have used the mean mass-to-light ratio, obtained from
the mock sample, to convert the stellar mass to an ab-
solute magnitude. As one can see, for each rlim, the
GSMF obtained from the sample starts to deviate from
the global benchmark at M0.03(rlim), shown by the ver-
tical line, and is substantially lower at M∗ < M0.03. All
these demonstrate that the faint-end of the GSMF can
be under-estimated significantly in the SDSS due to the
presence of the local low-density region at z < 0.03.
4.3. The correction of cosmic variance
4.3.1. Conventional methods
The results described above indicate that CV is a se-
rious issue in the measurements of the GSMF, even for
a sample as large as the SDSS. Corrections have to be
made in order to obtain an unbiased result that repre-
sents the true GSMF in the low-z Universe. In the liter-
ature, some estimators other than the standard V-max
method have been proposed, such as the maximum like-
lihood method (e.g. G. Efstathiou 1988; Blanton et al.
2001; Cole 2011; Whitbourn & Shanks 2016), and scal-
ing with bright galaxies (e.g. Baldry et al. 2012). These
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Fig. 10.— The galaxy stellar mass functions (GSMF), Φ(M∗), estimated using the V-max method from SDSS magnitude-limited mock
samples with different magnitude limits, rlim, as shown in the left panel. Right panel shows the absolute values of the GSMF, with the
benchmark shown by the black dashed line. The black solid shows the result for rlim = 17.6, the magnitude limit of the SDSS survey.
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Fig. 11.— The GSMFs estimated from the SDSS mock catalog
with different methods designed to account for the cosmic vari-
ance. Upper panel shows the GSMFs and lower panel shows the
ratio of each GSMF to the benchmark. Black solid line: the bench-
mark GSMF obtained from the SDSS volume-limited mock sample.
Black dashed line: the GSMF obtained with the V-max method,
with error bars calculated using 100 bootstrap samples. Purple
line: the GSMF obtained from the density scaling method of Baldry
et al. (2012). Green line: the GSMF obtained from the maximum
likelihood method assuming a triple-Schechter function form.
methods were designed, at least partly, to correct for the
effects of large-scale structure in the measurements of the
GSMF from an observational sample. Here we test their
performances using our SDSS mock samples.
In the maximum likelihood method, one starts with
an assumed functional form, either parametric or non-
parametric, for the GSMF, and then use a maximum
likelihood method to match the model prediction with
the data, thereby obtaining the parameters that specifies
the functional form of the GSMF. In our analysis here, we
choose a triple-Schechter function to model the GSMF,
Φ(M∗)d logM∗ =
3∑
k=1
Φ∗,k
(
M∗
µi
)αi+1
e−M∗/µid logM∗ ,
(14)
where Φ∗,i, µi, αi are the amplitude, the characteris-
tic mass, and the faint-end slope, of the i-th Schechter
component, respectively. This function is assumed to be
defined over the domain, [M∗,min, M∗,max]. For a galaxy,
‘i’, with stellar mass Mi at redshift zi in the sample, the
probability for it to be observed at this redshift is
Li = Φ(Mi)∫Mmax
Mi,min
Φ(M∗)d logM∗
. (15)
The total likelihood L that the GSMF takes the assumed
Φ is then given by
L =
N∏
i=1
Li , (16)
where N is the number of galaxies in the sample. The
model parameters can be adjusted so as to maximize the
likelihood L. In our application to the SDSS mock sam-
ple, we fit the GSMF obtained from the V-max method
with the Triple-Schechter function and use the param-
eters as the initial input of the maximization process.
Since the bright end is free of cosmic variance, we fix
the three parameters characterizing the Schechter com-
ponent at the brightest end, leaving the remaining six
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parameters to be constrained by the maximum likeli-
hood process. As the maximum likelihood method does
not provide information about the overall amplitude of
Φ(M∗), the bright end is also used to fix the amplitude of
Φ(M∗). The GSMF estimated in the way from the SDSS
mock sample is plotted in Fig. 11 as the green line, in
comparison with that estimated by the V-max method
(dashed line), and the benchmark GSMF (black line).
It is clear that the maximum likelihood method works
better than the V-max method, but it still underesti-
mates the GSMF at the low-mass end. The underlying
assumption of the maximum likelihood method is that
the relative distribution of galaxies with respect to M∗ is
everywhere the same. This in general is not true, given
that galaxy clustering depends on M∗. This explains the
failure of this method in correcting the CV.
In an attempt to control the cosmic variance in the
GAMA survey, Baldry et al. (2012) proposed to use the
number density of brighter galaxies estimated in a larger
volume to scale the number density of fainter galaxies
that are observed only in a smaller volume. This method
will be referred to as “density scaling” method. Our
implementation of this method is as follows.
(i) Choose a ‘cosmic-variance-free (CVF)’ sample, in-
cluding only bright galaxies that have zmax larger than
0.12. In our SDSS mock sample, this corresponds to se-
lect galaxies with M∗ > 3 × 1010 h−1M. This sample
will be used as the density tracer at different redshifts,
to scale the density at the fainter end.
(ii) Compute the cumulative number density of the
CVF sample, nCVF(< z), as a function of redshift z.
In practice, the cumulative number density is calculated
in the redshift range [0.01, z].
(iii) Compute the GSMF, ΦVmax(M∗), using the V-
max method
(iv) For each stellar mass bin of ΦVmax(M∗), find the
largest redshift, zmax(M∗), below which galaxies in this
bin can be observed in the sample.
(v) Obtain the corrected GSMF, Φsc, by scaling the
V-max estimate with a correction factor:
Φsc(M∗) = ΦVmax(M∗)
nCVF(< 0.12)
nCVF[< zmax(M∗)]
, (17)
where nCVF(< 0.12) is the number density of the CVF
sample in the full redshift range, [0.01, 0.12], and nCVF[<
zmax(M∗)] is that in the redshift range [0.01, zmax(M∗)].
The GSMF estimated in this way from the SDSS mock
sample is plotted in Fig. 11 as the purple line. This
method appears to work better than both the V-max
method and the maximum likelihood method in the
low-mass end, but the underestimation is still substan-
tial. Furthermore, this method leads to a dip around
M∗ = 109.8 h−1M, because of the density enhancement
associated with the CfA Great Wall. The failure of this
scaling method has an origin similar to that of the max-
imum likelihood method. The underlying assumption
here is that the bright galaxies can serve as a tracer of
the cosmic density field, and that the distributions of
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Fig. 12.— The conditional galaxy stellar mass functions
(CGSMFs) for halos of different masses, Mh, as indicated in the
figure. Solid lines represent the CGSMFs estimated from the SDSS
mock sample. Dotted lines are estimated from the SDSS volume-
limited mock sample.
bright and faint galaxies are both related to the underly-
ing density field by a similar bias factor. In general, this
assumption is not valid.
4.3.2. Methods based on the joint distribution of galaxies
and environment
Since galaxies form and reside in the cosmic density
field, the number density of galaxies is expected to de-
pend on the local environment of galaxies. Suppose the
local environment is specified by a quantity or a set of
quantities E . The joint distribution of galaxy mass and
E obtained from a given sample, ‘S’, can be written as
ΦS(M∗, E) = ΦS(M∗|E)PS(E), (18)
where ΦS(M∗|E) is the conditional distribution of galaxy
mass in a given environment estimated from sample
’S’, and PS(E) is the probability distribution function
of the environmental quantity given by the sample. If
galaxy formation and evolution is a local process so that
Φ(M∗|E) is independent of the galaxy sample, then the
CV in the stellar mass function derived from the sample
can all be attributed to the difference between PS(E) and
the global distribution function, P (E), expected from a
large sample where the distribution of E is sampled with-
out bias. An unbiased estimate of the GSMF Φ(M∗) is
then
Φ(M∗) =
∫
ΦS(M∗|E)P (E)dE . (19)
Thus, the unbiased GSMF is obtained from the condi-
tional distribution function, ΦS(M∗|E), derived from the
sample ‘S’, and the unbiased distribution P (E) of envi-
ronment variable.
The environmental quantity has to be chosen properly
so that it can be estimated from observation, while the
unbiased distribution function, P (E), can, in principle,
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Fig. 13.— The GSMFs obtained by applying different meth-
ods to the SDSS mock sample. Upper panel shows the GSMFs
while the lower panel shows the ratio of each GSMF to the bench-
mark. Black solid line shows the benchmark GSMF directly calcu-
lated from the SDSS volume-limited mock sample. Black dashed
line is the GSMF obtained by the method based on the CGSMFs
described in this paper. Black dotted line shows the GSMF de-
rived by using the V-max method. Green line shows the GSMF
obtained by combining the CGSMFs directly calculated from the
SDSS mock sample (which is incomplete for faint galaxies in mas-
sive groups). The purple solid and dashed lines are Φ1 and Φ2,
the contributions of halos with masses Mh ≥ 1012.5 h−1M and
Mh < 10
12.5 h−1M, respectively (see §4.3.2 for details). Error
bars are calculated from 100 bootstrap samples.
be obtained from large cosmological simulations. Here
we analyze a method which uses the masses of dark mat-
ter halos as the environmental quantity. In this case,
E is represented by halo mass, Mh, ΦS(M∗|Mh) is the
conditional galaxy stellar mass function(CGSMF), and
P (E) = n(Mh) is the halo mass function estimated di-
rectly from the constrained simulation (Yang et al. 2003).
The advantage here is that the unbiased estimates are
only needed for the conditional functions, Φ(M∗|Mh).
The disadvantage is that it is model dependent through
n(Mh), and that one has to identify galaxy systems to
represent dark matter halos.
Fig. 12 shows the conditional stellar mass functions, of
galaxies in halos of different masses, estimated from the
SDSS mock sample, in comparison with the benchmarks
obtained from the total SDSS volume-limited sample. As
one can see, for a given halo mass, the CGSMF obtained
from the SDSS mock sample matches the benchmark well
only in the massive end. This happens because of the
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Fig. 14.— The galaxy luminosity function (GLF) estimated
from the SDSS catalog by using our method, in comparison to the
results in the literature. The upper panel shows the GLFs, while
the lower panel shows the ratio of each GLF to that obtained with
the V-max method. The black solid line is the GLF obtained by
our method. The gray solid line at the faint end (first two data
points) are obtained by linear extrapolation. Black dashed line is
the GLF by the V-max method. The gray shaded band indicates
the cosmic variance of SDSS sample expected from Eq. 10. Purple
line is from Loveday et al. (2012) for GAMA survey. Green line is
from Whitbourn & Shanks (2016) using SDSS ’cmodel’ magnitude.
absence of massive halos at small distances in the local
under-dense region, so that their faint member galaxies
are not observed in the magnitude limited sample. The
total GSMF, obtained using Eq. (19), is shown in the
Fig. 13 by the green line, in comparison to the benchmark
of the total GSMF represented by the black solid line,
and to the GSMF obtained by the traditional V-max
method represented by the black dotted line. Here the
benchmark CGSMFs (dotted lines in Fig. 12) are used
for halos with Mh < 10
12 h−1M, while the CGSMFs
estimated from the magnitude-limted sample (solid lines
in Fig. 12) are used for less massive halos. This is to
mimic the fact that the total CGSMF for less massive
halos can be obtained by other means (see Eq. 21), while
the low-stellar-mass end of CMGSFs for massive halos
cannot be obtained directly from the SDSS spectroscopic
sample. Here again the stellar mass function at the low-
mass end is under-estimated, although the method works
substantially better than the V-max method. The reason
is clear from Fig. 12. The stellar mass function at the
low mass end is only sampled by low-mass halos because
of the absence of massive halos in the nearby volume,
while the low-mass end in the benchmark stellar mass
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Fig. 15.— The galaxy stellar mass function (GSMF) obtained
from the SDSS sample in this paper, in comparison with the re-
sults published earlier. Upper panel shows the GSMFs, while lower
panel shows the ratio of each GSMF to that given by the V-max
method. Black solid line is the GSMF obtained by our method.
Black dashed line is the GSMF by the V-max method for the SDSS
sample. The gray shaded band indicates the cosmic variance of
SDSS sample expected from Eq. 10. The gray solid piece at the
faint end indicates the slight change when the extrapolation of the
GLF is used. Green line: GSMF from Li & White (2009). Blue
line: GSMF from the GAMA survey (Baldry et al. 2012). Purple
line: GSMF from Bernardi et al. (2013), where the stellar masses of
bright galaxies are estimated from Se´rsic-Exponential fitting. The
red dashed line in the top of upper panel has a slope α = −1.5 (see
Eq. 14 for the definition of faint-end slope).
function is actually affected by the low-mass ends of the
conditional stellar mass functions of massive halos.
These results demonstrate an important point. If the
shape of the CGSMF depends significantly on halo mass,
then one needs to estimate all the conditional functions
reliably down to a given stellar mass limit, in order to
get an unbiased estimate of the total stellar mass function
down to the same mass limit. The SDSS redshift sample
is clearly insufficient to achieve this goal in the low-mass
end.
In a recent paper, Lan et al. (2016) showed that
the conditional functions of galaxies can be estimated
down to Mr ∼ −14 (corresponding to a stellar mass of
about 108M) for halos with mass Mh > 1012M by
cross correlating galaxy groups (halos) selected from the
SDSS spectroscopic sample with SDSS photometric data.
Thus, if we can estimate the contribution by halos with
lower masses to a similar magnitude, then the total func-
tion can be obtained. Here we test the feasibility of such
an approach using SDSS mock sample. First, we ob-
tain the CGSMFs down to a stellar mass of 108 h−1M
for halos with Mh ≥ M1 = 1012.5 h−1M directly from
the total simulation volume. This step is to mimic the
fact that such CGSMFs can be obtained, as in Lan et al.
(2016), from observational data. The GSMF contributed
by such halos is
Φ1(M∗) =
∫ ∞
M1
Φ(M∗|Mh)n(Mh)dMh , (20)
To maximally reduce possible uncertainties introduced
by this procedure, we estimate the total CGSMF Φ1 for
Mh ≥ M1 directly from a modified V-max method for
the high-stellar-mass end. Specifically, each galaxy is as-
signed a weight, nhalo,u/nhalo(Vmax), the ratio between
the number density of Mh ≥ M1 halos in the Universe
and that in Vmax. In practice, the weighted V-max has
little impact on the results, as the effect of cosmic vari-
ance for high-mass galaxies is small. The procedure is
included only for maintaining consistency. Eq. (20) is
then used only at the low-stellar-mass end where the V-
max method fails because of incompleteness. The result
for Φ1 obtained in this way is shown by the purple solid
curve in Fig 13.
To estimate the contribution by halos with Mh < M1
in a way that can be applied to real observation, we first
eliminate all galaxies that are contained in halos with
Mh ≥ M1. For the rest of the galaxies, we estimate the
function by a modified version of the V-max method
Φ2(M∗) =
∑ 1
Vmax
1
1 + bδ(Vmax)
, (21)
TABLE 1
Corrected galaxy luminosity and stellar mass function
Mr − 5 log h log Φ(Mr) logM∗ log Φ(M∗)
[h3Mpc−3mag−1] [h−1M] [h3Mpc−3dex−1]
−15.2 −1.179+0.043−0.047 8.1 −1.005 −0.941
−15.6 −1.296+0.027−0.028 8.3 −1.111 −1.111
−16.0 −1.395+0.022−0.023 8.5 −1.184+0.011−0.022
−16.4 −1.500+0.022−0.023 8.7 −1.272+0.003−0.008
−16.8 −1.536+0.015−0.016 8.9 −1.345+0.007−0.018
−17.2 −1.571+0.011−0.011 9.1 −1.417+0.001−0.015
−17.6 −1.659+0.009−0.009 9.3 −1.518+0.026−0.009
−18.0 −1.730+0.006−0.007 9.5 −1.576+0.002−0.003
−18.4 −1.802+0.006−0.006 9.7 −1.624+0.000−0.005
−18.8 −1.864+0.005−0.005 9.9 −1.678+0.026−0.013
−19.2 −1.919+0.004−0.004 10.1 −1.688+0.004−0.008
−19.6 −1.960+0.003−0.003 10.3 −1.770+0.000−0.005
−20.0 −2.019+0.002−0.002 10.5 −1.903+0.022−0.030
−20.4 −2.117+0.002−0.002 10.7 −2.163+0.010−0.007
−20.8 −2.244+0.002−0.002 10.9 −2.562+0.058−0.016
−21.2 −2.449+0.003−0.003 11.1 −3.053+0.049−0.012
−21.6 −2.743+0.004−0.004 11.3 −3.770+0.131−0.040
−22.0 −3.166+0.006−0.006
−22.4 −3.770+0.011−0.011
−22.8 −4.501+0.023−0.024
∗ Galaxy brighter than Mr − 5 log h = −15 is not sufficient to
calculate GSMF down to M∗ = 108.1, 108.3 h−1M. Extrap-
olation of GLF is used to solve this. Left column of Φ(M∗) is
without extrapolation, while right column is with extrapolation.
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where the summation is over individual galaxies, b =
0.6 is the bias factor which is considered to be constant
for low-mass halos (e.g. Sheth et al. 2001), δ(Vmax) =
ρ(Vmax)/ρu− 1 is the mean over density within Vmax, ρu
is the universal mass density, and ρ(Vmax) is the mean
mass density within Vmax. The function Φ2 so estimated
is shown as the purple dashed curve in Fig.13. Note that
small groups can only be seen in the very local region,
so the CGSMF estimated for halos in a small mass bin
can be very noisy. Our method intends to avoid this
uncertainty by calculating the total CGSMF for all halos
less massive than M1. The total GSMF, Φ = Φ1 + Φ2 is
shown by the black dashed line in Fig.13, which is very
close to the benchmark, indicating that our method can
indeed take care of the bias produced by the local under-
dense region. We have checked that the result depends
only weakly on the choice of the value of M1.
4.4. Applications to observational data
In this subsection, we apply the method described
above to the real SDSS sample. We first estimate
the galaxy luminosity function (GLF) using the proce-
dure based on the conditional distributions of galaxy lu-
minosity in dark matter halos, as described in §4.3.2.
Here the CLF, Φ1(Mr), for faint galaxies with magni-
tude Mr − 5 log h > −17.2 in halos more massive than
1012.5 h−1M are obtained from Lan et al. (2016), while
the CLF for brighter galaxies in these halos is estimated
directly from SDSS sample using the V-max method and
the group catalog of Yang et al. (2012) (see also Yang
et al. 2007). For halos with masses below 1012.5 h−1M
the CLF, Φ2(Mr), is obtained from the SDSS sample us-
ing the modified V-max method as described by Eq. (21).
The total galaxy luminosity function (GLF) is then ob-
tained by Φ(Mr) = Φ1(Mr) + Φ2(Mr). Fig. 14 shows
the result of the GLF so obtained in solid black line, in
comparison with that obtained from the traditional V-
max method. At the faint end, Mr − 5 log h ≈ −15, the
GLF is about twice as high as that given by the V-max
method, indicating that cosmic variance can have large
impact on the estimate of the GLF at the faint end. To
show this more clearly, we plot the cosmic variance ex-
pected from Eq. 10 as the shaded band in Fig. 14, where
the stellar mass is obtained from luminosity by using
mean mass-to-light ratio. The expected cosmic variance
is quite large at the faint end, indicating that cosmic
variance is an important issue in estimating the faint
end of GLF. The GLF in the local Universe has been
estimated by many authors using various samples (e.g.
Blanton et al. 2003; Yang et al. 2009; Loveday et al. 2012;
Jones et al. 2006; Driver et al. 2012; Whitbourn & Shanks
2016). For comparison, we plot the GLFs obtained by
Loveday et al. (2012) from the GAMA survey and by
Whitbourn & Shanks (2016), who applies a maximum
likelihood method to the SDSS to account for the cosmic
variance in their estimates. The result of Whitbourn
& Shanks (2016) matches ours over a wide range of lu-
minosity, but seems to still underestimate the GLF at
the faint end. The result of Loveday et al. (2012) has
a large discrepancy with our result, possibly due to the
cosmic variance in the small sky converage of the GAMA
sample used, which is 144 deg2. Since many of the faint
galaxies in the SDSS photometric data do not have re-
liable stellar mass estimates, conditional galaxy stellar
mass functions are not available at the low mass end.
Because of this, we cannot estimate the GSMF down to
the low-mass end directly from the data with the method
above. As an alternative, we use the Mr - M∗ relation
obtained from the SDSS spectroscopic sample to convert
the GLF obtained above to estimate a GSMF. We do
this through the following steps. (i) Construct a large
volume-limited Monte-Carlo sample of galaxies with ab-
solute magnitude distribution given by the GLF. (ii) Bin
these galaxies according to their absolute magnitudes.
(iii) For each Monte-Carlo galaxy, we randomly choose a
galaxy in the real SDSS spectroscopic sample in the same
absolute magnitude bin, and assign the stellar mass of
the real galaxy to the Monte Carlo galaxy. (iv) Compute
the GSMF of this volume-limited Monte-Carlo sample.
The GSMF obtained directly from the GLF in this
way is shown in Fig. 15 by the black solid curve. Since
the GLF is estimated only down to Mr − 5 log h ≈ −15,
the first two data points in the low-mass end of the
GSMF may be underestimated, as galaxies fainter than
Mr − 5 log h = −15 may contribute to these two stel-
lar mass bins. To test this, we extrapolate the faint
end of the GLF to Mr − 5 log h = −14.2, which is suf-
ficient to include all galaxies with stellar masses down
to 108 h−1M. This extrapolation is shown by the gray
extension of the black solid curve in Fig. 14. The GSMF
obtained from the extended GLF is shown by the gray
line in Fig.15. As one can see, the extension of the GLF
only slightly increases the GSMF at the lowest mass. The
GSMF estimated in this way is compared with that esti-
mated with the conventional V-max method. The gray
shaded band shows the expected cosmic variance given
by Eq. 10 for the SDSS sample. The effect of CV is quite
large at the low-stellar-mass end. The difference between
our result and that obtained from the V-max method is
even larger, indicating again that the local SDSS region
is an unusually under-dense region. The GSMF in the
low-z Universe has been estimated in numerous earlier
investigations using different samples and methods (e.g.
Li & White 2009; Yang et al. 2009; Baldry et al. 2012;
Bernardi et al. 2013; He et al. 2013; D’Souza et al. 2015).
Several of the earlier results are plotted in Fig. 15 for
comparison. The result of Li & White (2009), who mea-
sured the GSMF of SDSS sample directly from the stel-
lar masses estimated by Blanton & Roweis (2007) with a
Chabrier IMF (Chabrier 2003) and corrections for dust,
matches well our V-max result, and also misses the steep-
ening of the GSMF at M∗ < 109.5 h−1M. Our mea-
surement at M∗ > 1010.5 h−1M is significantly lower
than that from Bernardi et al. (2013), because they in-
cluded the light in the outer parts of massive galaxies
that may be missed in the SDSS NYU-VAGC used here
(see also He et al. 2013 for the discussion of this effect).
Such corrections do not affect the GSMF in the low-mass
end. The overall shape of our GSMF is similar to that of
Baldry et al. (2012) obtained from the GAMA sample,
but the amplitude of their function is about 50% lower.
GAMA has a small sky coverage, 144 deg2, although it
is deeper, to r ≈ 19.8. According to our test with mock
samples of a similar sky coverage and depth, the cosmic
variance in the GSMF estimated from such a sample can
be very large. The lower amplitude given by the GAMA
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sample may be produced by such cosmic variance.
In conclusion, when CV is carefully taken into account,
the low-stellar-mass end slope of the GSMF in the low-z
Universe, which is about −1.5 as indicated by the red
dashed line in Fig. 15, is significantly steeper than those
published in earlier studies. In particular, there is a sig-
nificant upturn at M∗ < 109.5 h−1M in the GSMF that
is missed in many of the earlier measurements. For ref-
erence, we list the GLF and GSMF estimated with our
method in Table 1.
5. SUMMARY AND DISCUSSION
In this paper, we use ELUCID simulation, a con-
strained N -body simulation in the Sloan Digital Sky Sur-
vey (SDSS) volume to study galaxy distribution in the
low-z Universe. Our main results can be summarized as
follows:
(i) Dark matter halos are selected from different snap-
shots of the simulation, and halo merger trees are con-
structed from the simulated halos down to a halo mass
of ∼ 1010 h−1M. A method is developed to extend all
the simulated halo merger trees to a mass resolution of
109 h−1M, which is needed to model galaxies down to
a stellar mass of 108 h−1M.
(ii) The merger trees are used to populate simulated
dark matter halos with galaxies according to an empirical
model of galaxy formation developed by Lu et al. (2014b,
2015a). The model galaxies follow the real galaxies in the
SDSS volume both in spatial distribution and in intrinsic
properties. The catalog of the model galaxies, therefore,
provide a unique way to study galaxy formation and evo-
lution in the cosmic web in the low-z Universe.
(iii) Mock catalogs in the SDSS sky coverage are con-
structed, which can be used to investigate the distribu-
tion of galaxies as measured from the real SDSS data
and its relation to the global distribution expected from
a fair sample of galaxies in the low-z Universe. These
mock catalogs can thus be used to quantify the cosmic
variances in the statistical properties of the low-z galaxy
population estimated from a survey like SDSS.
(iv) As an example, we use the mock catalogs so con-
structed to quantify the cosmic variance in the galaxy
stellar mass function (GSMF). Useful fitting formulae are
obtained to describe the cosmic variance and covariance
matrix of the GSMF as functions of stellar mass and
sample volume.
(v) We find that the GSMF estimated from the SDSS
magnitude-limited sample can be affected significantly
by the presence of the under-dense region at z < 0.03, so
that the low-mass end of the function can be underesti-
mated significantly.
(vi) We test several existing methods that are designed
to deal with the effects of the cosmic variance in the
estimate of GSMF, and find that none of them is able to
fully account for the cosmic variance effects.
(vii) We propose and test a method based on the
conditional stellar mass functions in dark matter halos,
which is found to provide an unbiased estimate of the
global GSMF.
(viii) We apply the method to the SDSS data and
find that the GSMF has a significant upturn at M∗ <
109.5 h−1M, which is missed in many earlier measure-
ments of the local GSMF.
Our results of the GSMF have important implications
for galaxy formation and evolution. The presence of an
upturn in the GSMF at M∗ < 109.5 h−1M suggests that
there is a characteristic mass scale, ∼ 109.5 h−1M, cor-
responding to a halo mass of ∼ 1011 h−1M (e.g. Lim
et al. 2017a), below which star formation may be affected
by processes that are different from those in galaxies
of higher masses. The stellar mass function of galax-
ies at low-z has been widely used to calibrate numerical
simulations and semi-analytic models of galaxy forma-
tion. The improved estimate of the GSMF presented
here clearly will provide more accurate constraints on
theoretical models.
The mock catalogs constructed here have other appli-
cations. For example, they can be used to analyze the
cosmic variance in the measurements of other statistical
properties of the galaxy population, such as the corre-
lation functions (Zehavi et al. 2005; Wang et al. 2007)
and peculiar velocities (e.g. Jing et al. 1998; Loveday
et al. 2018) of galaxies of different luminosities/masses.
Because of the presence of local large-scale structures,
such as the under-dense region at z < 0.03, the measure-
ments for faint galaxies can be affected. A comparison
between the results obtained from the mock sample and
that from the benchmark sample can then be used to
quantify the effects of cosmic variance. Another appli-
cation is to HI samples of galaxies. Current HI surveys,
such as HIPASS (Meyer et al. 2004) and ALFALFA (Gio-
vanelli et al. 2005), are shallow, typically to z ∼ 0.05, and
so the HI-mass functions and correlation functions esti-
mated from these surveys can be affected significantly
by the cosmic variance in the nearby Universe (e.g. Guo
et al. 2017). The same method as described here can
be used to construct mock catalogs for HI galaxies, and
to quantify cosmic variances in these measurements. We
will come back to some of these problems in the future.
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