I-IENN1NG HAAHR ANDERSEN
Believing in Lusztig's conjecture on the modular irreducible modules we show in section 3 how we may "invert" this conjecture to get a direct expression for the composition factors of Weyl modules. This "inverted" formula resembles Lusztig's inductive formula for his Q-polynomials somewhat. We introduce Q'-polynomials in such a way that the corresponding inductive formula for these coincides precisely with our "inverted" formula. Imitating the procedure in [12] we then show that our polynomials are equal to the above Qz,w'S.
An intriguing question is, How much of the structure of the Weyl modules can actually be derived from the Q'-polynomials? (Compare [-6] where the corresponding question is discussed for Verma modules.) We point out here that as a consequence of Lusztig's conjecture the dimensions of the Ext I between certain of the irreducible G-modules will be given in terms of the leading coefficients in the P-polynomials.
Another interesting question arises when we compare our polynomials to Lusztig's Q-polynomials. A certain cancellation effect occurs when we are close to a wall of the dominant chamber. How is this cancellation related to the failure of Bott's theorem in characteristic p (see [7, 8] )?
LUSZTIG'S CONJECTURE
Let G denote a simply connected almost simple algebraic group over an algebraically closed field k of characteristic p. We fix a maximal torus T and a Borel subgroup B containing T. In the root system R of G w.r.t. T we choose a set R + of positive roots such that B corresponds to -R +. We let 
X(T)
Now let p denote half the sum of the positive roots and for all ~ e R, n e 77, let H=,, denote the hyperplane in E= X(T)® ~ given by H=,.= {rEEl <~', v+p> =np}.
The connected components of E-[)~ ~ R+ H~,n are called alcoves. Following [12] we set /2 equal to the set of affine motions in E generated by the reflections a,, n in the hyperplanes H~,,. We regard/2 as acting on the right on E. This gives a simply transitive action of/2 on the set X of alcoves.
Still following [12] we let S be the set of/2-orbits in the set of faces of alcoves and if s ~ S and A is an alcove then we define sA to be the alcove ¢ A in X which has a common face of type s with A. The affine Weyl group Hip is now the group generated by all the maps A--+ sA. Clearly Wp's action on X is also simply transitive and it commutes with the action of/2.
Let A + denote the alcove determined by the two conditions -peA + and A+ +pC__X(T)+ ®~.
We set A-= woA +. In the following we assume that p ~> h (the Coxeter number of R) so that we may pick 2cA c~X(T). If A is any alcove then we let 2AeA denote the mirror image of 2_ The linkage principle [1] Here ~< denotes the partial order on X discussed in [12] : B ~< A if and only if there exists a sequence of alcoves B= Ao, A1,..-, An = A such that there is a unique hyperplane H~,,n ` separating Ai from Ai+l and Ai+ 1 is contained in the positive half-plane determined by H,i,n iWhen w e Hip we set w-2 = 2wA-. Lusztig's conjecture can then be formulated as follows (~o denotes the highest short root in R): Conjecture 1.4 (Lusztig [11] Suppose in the following that S u = { 1, s} for some s e S. Then we have
3) is exact for all y e Wp with y' 2 e X(T) + and y < sy,
y e Wp with y " 2 e X( T) + and y < sy. Now fix w e W e such that w'# e X( T)+ and such that sw < w. Define Q(w-2) and U(w.2) by the two short exact sequences
In this setup we have the following LEMMA 2.6. The first sequence in (2.5) gives us the long exact sequence
while from (2.3) we get .2)). Hence from the sequence (2.5) we find first
for i = 0, 1 and then
This proves (i). '2) , H°(y'2))), which is also zero by the induction hypothesis and we get (ii) in this case.
So we assume now that sy>y. Since T~L(w.2)=O we find (
2).) If l(w)-l(y) is odd then it follows from (2.9) and (ii) that Homc(U(w'2), H°(y'2))~Ext~(L(ws2), H°(y2))=0. If l(w)--l(y) is even it follows from (2.9) that Homo(U(w.2), H°(y-2)) "~ Ext~(L(sw-2), H°(y2)
)
ii) If sy < y <<, w then for i=-l(w) -l(y) (mod 2) we have the short
Here Ext~(L(sw" 2), H°(sy • 2)) should be replaced by
Ext~-l(L(sw.2),H°(y.2)) if sy-2¢X(T)+.
Proof Part (i) follows from Proposition 2.8(ii) by noting that L(y-2) c H°(y-2) with a quotient that does not have L(w.2) as a composition factor. Also (ii) is an easy consequence of Proposition 2.8(ii) (or rather of its proof; see (2.9)).
Q.E.D.
Remark 2.11. Proposition 2.8(ii) and Corollary 2.10 do not require the full force of Conjecture 2.7. Only the consequence that L(w. 2) is a direct summand of U(w-2) is needed. This is equivalent to the non-vanishing of Ext~(L(w" 2), L(sw-2)). Before we prove this result we introduce a symbol which will be used in the proof and will play a role in the next section as well. (2.14)
Proof of Proposition 2.12. Again we use induction on w. If w= 1 the formula is obvious. Suppose w > 1 and assume first that sy < y. The induction hypotheses together with Corollary 2.10 gives
and by Proposition 2.8(iii) we get for all z <<, sw, sz
. When we insert this in (2.15) and then compare with the inductive formula [-10, 2.2.c)] for Py,w we see that we have the proposition in this case.
If on the other hand y<sy then we have Ext~(L(w-2), H°(y,-2))_ ~ Ext~-l(L(w'2), H°(sy-2)). Comparing this with the above and with [i0, 2.3.g] we obtain the proposition in this case as well.
Q.E.D. To show the other implication we again argue by induction on w. There is no problem when w = 1 and to prove the induction step we first take y such that sy < y < w.
Then we note that the induction hypothesis shows that Proposition 2.10(ii) still holds. Hence we get (U(w' 2): H°(y-2)) = (-1) 'lw)-'/y) (Py,s~(1) + P~y.~w (1)) (note that P,y,~=Py,~w [,10, 2.3 .g] so that this formula is still valid for sy ' 2 $ X( T) + ) and dim HomG(U(w -2), H°(y 2)) =#(y, sw).
At the same time we have 
We have thus shown that (2.17) holds for all y ~< w (both numbers are 1 when y = w) and the theorem follows.
INVERTING LUSZTIG'S CONJECTURE
We preserve the notation from Section 2. In particular 2 ~ X(T)+ c~A and # • X(T) c~ A -such that S u = { 1, s }.
where the sum is extended over those z ~ Wp which satisfy z < sz, y < z <~ sw, and z. 2 
~ X(T) +.
Proof From the short exact sequence (2.3) relative to w (or sw) we find
where we sum over all z with sy <~ z <~ sw and z < sz (note that z-p = sz-It). By (2.1) and (2.2) we see that
and for the other term we have In the next sections we study the inverse Kazhdan-Lusztig polynomials and in particular we show that they satisfy a relation corresponding to the formula in this conjecture (see (8.5) ). Next we assume that sA is contained in U1. Then sAn=A.+ 1 for n even and sA. = An 1 for n odd. Hence for n even (resp. odd) we find n--1
ACTIONS OF THE HECKE

T~g.(A)=q"-lA-.+~+(q -1) Z q" ~-i(qA2i-.-2+(q-1)A2i-,,-~)
i=l
+qA,_2+(q--1)A, , =qg~ ~(A)+(q-1)g,,(A)
(resp. n--I
Tsg,(A)=q"A ~_~+q" l(q-1)A_,+(q-1) ~ q"-a-'A2~_,+A n
The same reasoning shows that if sA is contained in U_ l then
T~gn(A)= g,+i(A)
if n is even
=qg,_~(A)+(q-1)g,,(A)
if n is odd.
It follows that all the g,(A)'s belong to ~ and that the g[q, q-~]-submodule they generate is in fact an ~Vf-submodule of ~//. Since the gn(A)'s are obviously linearly independent we have (i).
(ii) We use induction on n. For n = 1 the statement reads 2fA i e X~, which is obvious. For n = 2 we have qfA_2 +f~0 = g2
(A)+ gl(A). For n > 2 we easily check the identity g,(A) -qgn_2(A) = q"-lfA_. + fAn-z-(qn--ZfA-,~+l + fao-3),
from which the induction step follows. Q.E.D.
INTERTWINING OPERATORS
First we need more terminology from El2]. We call v ~ E a special point if v is a 0-dimensional facet of an alcove such that the maximal number ( = cardinality of R + ) of hyperplanes H,,, pass through v. If v is a special point we set
cg+ = {e~E[ (~v, e-v) >0 for all ~R+} and cgj = {eEE[ (~, e--v) <0 for all ~eR+}.
We let A + (resp. A~-) be the alcove contained in cg+ (resp. cg~-) which has v in its closure. Note that in this language -p is a special point, cg+p is the dominant chamber, and A+o = A + Still following [12] we set
II~--{e~EI O< (av, e-v) <p for all simple roots ~}
and let ev denote the element ev= ~ A~J/g.
AEX yEA
The J(,~-submodule of ~' generated by all the eo's is denoted ,/go. We introduce ~,o_ in the same way; i.e., j#o_ is the ~,Vf-submodule of ~'_ generated by all elements e'~= ~ A~Jg For v a special point we let f2~ (resp. W,) denote the stabilizer in (resp. Wp) of v. Then f2v and W. are both isomorphic to the ordinary Weyl group of R. In particular we will identify ~2 p and W p by W.
Finally we shall need the "distance function" d on X introduced in 1.4 of [12] . We let 6 be the length function on X determined by
6(A) = d(A +, A).
We are now ready to prove a result which will enable us to carry over Lusztig's results in [12] Finally we get the analogue of Theorem 2.12 of [12] .
THEOREM 5.4. There is a unique 9~-antilinear map q)': ill °_ -+ lg °_ such that q)'(r(e~) ) = q-~(A+)r(e~)
for all special points v.
Proof Define ~' by q)'(m)= q/(mO~o) for all m 6///o-Q.E.D.
THE INVERSE KAZHDAN-LusZTIG POLYNOMIALS
As in [12] we let 2g be the set of formal 7/[q, q-a]-linear combinations ~A ~AA of alcoves such that the set of A for which ~A¢0 is bounded above, We define//2_ similarly.
By imitating the arguments in Section 7 of [12] we shall now show that ~b' extends to ~_.
Any element in ~ can be written uniquely in the form ~n~ A0 cBEB with cB~ 77 [q, q-a] . Here EB is defined as follows: Let v be the special point for which B_ H v and pick w ~ Wp such that B = w(A~ + ). Then EB = Twev.
From Proposition 5.1 it follows that r(EB) = (-1) l('°) qa(~+'AL)/2r(E~),
o9~ W,
where B '° = w(A+). Suppose now that B6X
and let v be the special point for which B~_H~. We then set E'a=T~e'~, where we Wp is determined such that w(A+)=B. It We are now ready to prove the result which corresponds to Theorem 2.15 (or 7.3) of [12] . 
(v) IfB<~A then ~'B,A is apolynomial in q ofdegree<~d(B, A). (vi) ~'B,A is uniquely determined by properties (i)-(iv).
Proof The only difference between the stated properties of ~,,~ and the corresponding statements for ~B,,~ occurs in the first case in (iii). It is, however, immediate to obtain this case from the relation &(T,A)= Tjl#'(A). The proofs of the other statements are the same as the proofs given in [12] for ~s,A.
Next we shall generalize Theorem 11.6 of [12] . The polynomials xEW Proof We shall prove that the right-hand side has properties similar to (i)-(iv) in Proposition 7.1. As far as the analogues of (i), (ii), and (iv) go this is contained in the proof of [12, Theorem 11.6] . That proof also gives (iii) except for the first case. To prove that case we have to establish the identity Proof According to [12, 11.8 
. ) (-1)t(w)-t(z) qt(z)-t(y)"
By 
AN INDUCTIVE FORMULA FOR THE ELEMENTS D~
In this section we prove a formula for D~ similar to the inductive formula for D C obtained in [12, 10.7] . To obtain D~ we thus have to know all #'(A, C')D~. Since #'(A, C ) = 0 unless A >~ Co9~ (see Remark 6.4(i)) we see that (8.5) does indeed give a finite algorithm for computing D~ in spite of the fact that the D'c'S are not translation invariant like the Dc's considered in [12] (see [12, Corollary 7.4] ). The three elements s1, $2, and s3 of S act on X as follows: sl reflects an alcove with respect to its shortest side, s2 reflects it with respect to its middle-sized side, and s3 reflects it with respect to its largest side. We write Ti= Ts,~ 0~. Then using (8. 
TABLES FOR D~
Below we give the patterns for some D~ in rank 2. First we give the patterns in the case where the special point v = -(p + l)p. We also include a two B2-patterns relative to a special point close to only one wall of the negatively dominant chamber. In each pattern we have marked the special point and the alcove C and we have entered the polynomial Q'A,c in the alcove A. The bold lines are the walls of the negatively dominant chamber. 
