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a b s t r a c t
This paper presents a pathwise approximation of scalar stochastic
differential equations by polynomial splines with free knots. The
pathwise distance between the solution and its approximation is
measured globally on the unit interval in the L∞-norm, and the
expectation of this distance is of concern here. We introduce an
approximation method Xk with k free knots which is based on
asymptotic optimal approximation of a scalar Brownian motion
by splines with free knots. For general stochastic differential
equations we establish an upper bound of order 1/
√
k with an
explicit asymptotic constant for the approximation error ofXk. In
the particular case of equationswith additive noise this asymptotic
upper bound is sharp.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We consider a scalar stochastic differential equation (SDE)
dX(t) = a(t, X(t))dt + σ(t, X(t))dW (t), t ∈ [0, 1] (1)
with initial value X(0). Here W = (W (t))t∈[0,1] denotes a one-dimensional Brownian motion on a
probability space (Ω,F , P). We assume that the drift and diffusion coefficients a, σ : [0, 1]×R→ R
satisfy standard smoothness conditions that in particular guarantee the existence and uniqueness of
a strong solution. Such a solution is explicitly known only in exceptional cases, so approximation
methods must be used in general. Our aim here is to find an approximationX that is pathwise close to
the whole corresponding trajectory of the solution X . For the pathwise error we consider the distance
in L∞-norm
∥X −X∥L∞[0,1] = sup
0≤t≤1
|X(t)−X(t)|,
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and we define the error eq(X) of the approximationX by averaging over all trajectories, i.e.,
eq(X) = (E∗∥X −X∥qL∞[0,1])1/q, 1 ≤ q <∞. (2)
Here we use the outer expectation value E∗ in order to avoid cumbersome measurability
considerations. The reader is referred to [15] for a detailed study of the outer integral and expectation.
In the following, for two sequences (ak)k∈N and (bk)k∈N of positive real numbers wewrite ak ≈ bk if
limk→∞ ak/bk = 1, and ak & bk if lim infk→∞ ak/bk ≥ 1. Additionally ak ≍ bk means C1 ≤ ak/bk ≤ C2
for all k ∈ N and some positive constants Ci.
Typically, piecewise linear functions are used to approximate the solution of SDEs globally on
a time interval, and approximations of this kind are considered in the present paper as particular
cases, too. The standard method for global approximation of X on [0, 1] is given by the Euler scheme
with a constant step size and with piecewise linear approximation, and we use X ek to denote this
approximation with step size 1/k. In [6] Faure has determined an upper bound
eq(X ek ) ≤ C · (ln k/k)1/2 (3)
with an unspecified constant C . In [12] Müller-Gronbach has determined the strong asymptotic
behaviour of eq(X ek )with an explicitly given constant, namely
eq(X ek ) ≈ C eq · (ln k/k)1/2
with
C eq = (E∥σ∥qL∞[0,1])1/q,
where ∥σ∥L∞[0,1] = supt∈[0,1] |σ(t, X(t))|. The question arises of whether a different kind of
approximation by piecewise linear functions yields faster convergence.
At first we note that this goal cannot be achieved by replacing the Euler scheme by an Ito–Taylor
scheme of higher order, like the Milstein or the Wagner–Platen scheme; see [8]. These schemes
achieve arbitrarily high orders of approximation at the discretization points i/k, but do not improve
the order of approximation globally on [0, 1]. This is most easily seen in the case a = 0 and σ = 1,
i.e., for X = W , since here the higher-order schemes coincide with the Euler scheme.
Secondly, we discuss approximations that are based on a sequential selection of the knots for
evaluation of W ; see [12] for a formal definition. Thereby we cover numerical methods that use a
so-called adaptive step size control. In [12] Müller-Gronbach shows that a proper sequential choice
of k knots leads to an approximationXak with
eq(Xak ) ≈ Caq · (ln k/k)1/2 (4)
and
Caq = (E∥σ∥q2)1/q,
where ∥σ∥2 = (
 1
0 (σ (t, X(t)))
2)1/2. Moreover, he establishes strong asymptotic optimality of the
sequenceXak , i.e., for every sequence of methodsXk that use k sequential observations ofW ,
eq(Xak ) & Caq · (ln k/k)1/2. (5)
Typically Caq < C
e
q and C
a
q > 0, so the order of convergence cannot be improved by sequential
observation ofW .
In the present paper we impose no restriction at all on the selection of the knots, i.e., we assume
that we have complete information about the individual paths ofW and of X .
For k ∈ N and r ∈ N0 we letΠr denote the set of polynomials of degree at most r , and we consider
the spaceΦk,r of polynomial splines ϕ of degree at most r with k− 1 free knots, i.e.,
ϕ =
k
j=1
1]tj−1,tj] · πj,
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where 0 = t0 < · · · < tk = 1 and π1, . . . , πk ∈ Πr . Then, any method of approximationXk by splines
with k− 1 free knots can be thought of as a mappingXk : Ω −→ Φk,r ,
and we denote this class of mappings by Nk,r . Note that the spline space Φk,r forms a nonlinear
manifold that consists of k-term linear combinations of functions of the form 1]t,1] ·π with 0 ≤ t < 1
andπ ∈ Πr .Therefore approximatingX bymappings fromNk,r is a so-callednonlinear approximation
problem. Nonlinear approximation for deterministic functions is extensively studied; see [5] for a
survey. In the context of stochastic processes much less is known, and we refer the reader to [1,2,4,9].
At first in [9] and thereafter in [4] approximation by splines with free knots is studied, while wavelet
methods are employed in [1,2].
In [4] Creutzig et al. show that
infXk eq(Xk) ≍ (1/k)1/2, (6)
so free knot spline approximation yields a better rate of convergence than (4) and (5). We add that
the same order of convergence is achieved using the average Kolmogorov widths; see [3,10,11], but
asymptotically optimal subspaces seem to be unknown.
In [4] the upper bound in (6) is proven non-constructively and the method of proof does not allow
one to control asymptotic constants. In the present paper we address these issues.
The approximationmethodX∗k provided in this paper combines a Milstein scheme on a coarse grid
with an optimal spline approximation of the Brownian motion W . For adaptive step size control a
similar idea has been used in [7]. We show that the error ofX∗k satisfies
eq(X∗k ) . (E(τ1,1))−1/2 · (E∥σ∥2qL∞[0,1])1/2q · (1/k)1/2,
where
τ1,1 = inf

t > 0 | inf
π∈Πr
∥W − π∥L∞[0,t] > 1

.
Hence the stopping time τ1,1 yields the maximal length of a subinterval [0, t] that permits best
approximation by polynomials of degree at most r with error at most 1.
In the particular case of SDEs with additive noise, i.e. σ(t, x) = σ(t), this asymptotic upper bound
is sharp, i.e.,
eq(X∗k ) ≈ (Eτ1,1)−1/2 · ∥σ∥L∞[0,1] · (1/k)1/2. (7)
Note 1. In the present construction the selection of the free knots does not depend on the local
smoothness of X , which is determined by |σ |(t, X(t)). In future work we intend to take into account
the local smoothness in order to improve the asymptotic constant and, if possible, to establish sharp
lower bounds for equations with multiplicative noise.
The paper is organized as follows. In Section 2webriefly recall somedefinitions and results from [4]
concerning the optimal approximation ofW by polynomial splines with free knots. Furthermore, we
introduce the approximationmethodX∗k andwe state themain result. Section 3 is devoted to the proof
of the main result.
2. The main result
Given ε > 0, we define a sequence of stopping times by τ0,ε = 0 and
τj,ε = τj,ε(W ) = inf

t > τj−1,ε | inf
π∈Πr
∥W − π∥L∞[τj−1,ε ,t] > ε

, j ≥ 1.
For j ∈ Nwe define
ξj,ε = τj,ε − τj−1,ε.
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These random variables yield the lengths of consecutive maximal subintervals that permit best
approximation from the space Πr with error at most ε. For every ε > 0 the random variables ξj,ε
form an i.i.d. sequence with
ξj,ε
d= ε2 · τ1,1 and E(τm1,1) <∞
for every m ∈ N; see [4]. Furthermore, we consider the pathwise minimal approximation error by
splines using k− 1 free knots
γk = γk(W ) = inf{ε > 0 | τk,ε ≥ 1}.
An asymptotically optimal spline approximation ofW on [0, 1]with k− 1 free knots is given by
Wk = k
j=1
1]τj−1,γk ,τj,γk ] · argminπ∈Πr ∥W − π∥L∞[τj−1,γk ,τj,γk ]. (8)
More precisely, from [4] we know that
∥W − Wk∥L∞[0,1] = γk ≈ (E(τ1,1) · k)−1/2 a.s. (9)
and
(E∗(∥W − Wk∥qL∞[0,1]))1/q ≈ (E(τ1,1) · k)−1/2. (10)
We assume that the drift and diffusion coefficient a, σ : [0, 1] ×R→ R and the initial value X(0)
have the following properties.
• (A) Both a and σ are differentiable with respect to the state variable. Moreover, there exists a
constant K > 0 such that f = a and f = σ satisfy
|f (t, x)− f (t, y)| ≤ K · |x− y|,
|f (s, x)− f (t, x)| ≤ K · (1+ |x|) · |s− t|,
|f (0,1)(t, x)− f (0,1)(t, y)| ≤ K · |x− y|
for all s, t ∈ [0, 1] and x, y ∈ R.
• (B) The initial value X(0) is independent ofW and
E(|X(0)|q) <∞ for all q ≥ 1.
Note that (A) yields the linear growth condition, i.e., there exists a constant c > 0 such that
|f (t, x)| ≤ c · (1+ |x|) (11)
for all t ∈ [0, 1] and x ∈ R.Moreover, f (0,1) is bounded and
|f (t, x)− f (t, y)− f (0,1)(t, y)(x− y)| ≤ c · (x− y)2.
Given the above properties, a pathwise unique strong solution of Eq. (1) with initial value X(0) exists.
In particular the conditions ensure that
E(∥X∥qL∞[0,1]) <∞ for all q ≥ 1. (12)
Next, we turn to the definition of the spline approximation schemeX∗k . Fix δ ∈ (1/2, 1) and for k ∈ N
take
nk = ⌊kδ⌋.
Note that
lim
k→∞
nk
k
= 0 and lim
k→∞
√
k · ln(nk)
nk
= 0. (13)
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We take the Milstein scheme to compute an approximation to X at the discrete points
tℓ = ℓnk , ℓ = 0, . . . , nk.
This scheme is defined by
Xˇ(t0) = X(0)
and
Xˇ(tℓ+1) = Xˇ(tℓ)+ a(tℓ, Xˇ(tℓ)) · (tℓ+1 − tℓ)+ σ(tℓ, Xˇ(tℓ)) · (W (tℓ+1)−W (tℓ))
+ 1/2 · (σ · σ (0,1))(tℓ, Xˇ(tℓ)) · ((W (tℓ+1)−W (tℓ))2 − (tℓ+1 − tℓ)), (14)
where σ (0,1) denotes the partial derivative of σ with respect to the second or state variable. For every
ℓ ∈ {0, 1, . . . , nk − 1}we consider the Brownian motionW ℓ, defined by
W ℓ(t) = W (t)−W (tℓ), t ∈ [tℓ, tℓ+1].
Put
mk = ⌊(k− nk)/nk⌋
and let W ℓmk denote the asymptotically optimal spline approximation of W ℓ on the interval [tℓ, tℓ+1]
withmk free knots; cf. (8). Now, the approximation methodX∗k is given byX∗k (t0) = X(0)
and X∗k (t) = Xˇ(tℓ)+ a(tℓ, Xˇ(tℓ)) · (t − tℓ)+ σ(tℓ, Xˇ(tℓ)) · W ℓmk(t), t ∈ ]tℓ, tℓ+1]. (15)
On the basis of above preparations the main result can now be stated.
Theorem 2. Assume that (A) and (B) hold for Eq. (1). Then we have for all q ≥ 1:
1. For general SDEs
eq(X∗k ) . E(τ1,1)− 12 · (E(∥σ∥2qL∞[0,1]))1/2q · (1/k)1/2. (16)
2. For SDEs with additive noise
eq(X∗k ) ≈ (E(τ1,1))−1/2 · ∥σ∥L∞[0,1] · (1/k)1/2. (17)
3. Proof of the main result
In order to prove the main result given in Theorem 2, we introduce processes Xm as follows. For
m ∈ N let
0 = t0 < t1 < · · · < tm = 1
be any deterministic discretization of [0, 1]. Now, the process Xm is given by Xm(0) = X(0) and for
t ∈ [tℓ, tℓ+1]
Xm(t) = Xm(tℓ)+ a(tℓ, Xm(tℓ)) · (t − tℓ)+ σ(tℓ, Xm(tℓ)) · (W (t)−W (tℓ))
+ 1/2 · (σ · σ (0,1))(tℓ, Xm(tℓ)) · ((W (t)−W (tℓ))2 − (t − tℓ)). (18)
Note that Xm coincides with the Milstein scheme (14) at the discretization points tℓ. An upper bound
for (E∥X − Xm∥qL∞[0,1])1/q is obtained in terms of
∆max = max
ℓ=0,...,m−1
∆ℓ,
where ∆ℓ = tℓ+1 − tℓ; see Proposition 3. We use this estimate in the analysis of the approximation
method (15). We note that the upper bound in Proposition 3 was first presented by Kloeden and
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Platen; see [8]. The proof presented here is completely different from their approach. Moreover, it
is based on weaker assumptions. In particular we do not need the existence of second derivatives
with respect to the state variable. The basic idea of the proof is the same as that of Proposition 1 in
[13, Appendix].
From now on let C denote unspecified positive constants, which depend on the constant K from
condition (A) as well as on a(0, 0), σ (0, 0) and E|X(0)|q.
Proposition 3. Let X be the solution of (1) and let Xm be the process given by (18). Then, for all 1 ≤ q <
∞ we have
(E∥X − Xm∥qL∞[0,1])1/q ≤ C ·∆max.
Proof. Put Uℓ = (tℓ, Xm(tℓ)). We define
A(t) =
 t
0
a(s, X(s))ds,
A(t) =  t
0
m−1
ℓ=0
a(Uℓ) · 1]tℓ,tℓ+1](s)ds,
B(t) =
 t
0
σ(s, X(s))dW (s),
as well as
B(t) =  t
0
m−1
ℓ=0
(σ (Uℓ)+ (σ · σ (0,1))(Uℓ) · (W (s)−W (tℓ))) · 1]tℓ,tℓ+1](s)dW (s).
Hence,
E sup
t∈[0,1]
|X(t)− Xm(t)|q ≤ C · E sup
t∈[0,1]
|A(t)−A(t)|q + C · E sup
t∈[0,1]
|B(t)−B(t)|q
≤ C ·
 t
0
m−1
ℓ=0
E|a(s, X(s))− a(Uℓ)|q · 1]tℓ,tℓ+1](s)ds
+ C · E|B(1)−B(1)|q,
since B−B is a continuous martingale.
Due to inequality (4) and Proposition 1 in the Appendix of [13] (for the one-dimensional case m =
d = 1), t
0
m−1
ℓ=0
E|a(s, X(s))− a(Uℓ)|q · 1]tℓ,tℓ+1](s)ds ≤ C ·∆max.
Due to inequality (5) and Proposition 1 in the Appendix of [13] (for the one-dimensional case m =
d = 1),
E|B(1)−B(1)|q ≤ C ·∆max.
This completes the proof. 
For the proof of Theorem 2 we need the following lemma.
For every ℓ = 0, . . . , nk − 1 we consider the pathwise minimal approximation error ofW ℓ:
γ ℓmk = γ ℓmk(W ℓ) = inf{ε > 0 | τ ℓmk,ε ≥ tℓ+1},
where (τ ℓj,ε)j∈N denotes the sequence of stopping times on [tℓ, tℓ+1], defined by
τ ℓ0,ε = tℓ
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and
τ ℓj,ε = τ ℓj,ε(W ℓ) = inf

t > τ ℓj−1,ε | inf
π∈Πr
∥W ℓ − π∥L∞[τℓj−1,ε ,t] > ε

, j ≥ 1.
So, we have
∥W ℓ − W ℓmk∥L∞[tℓ,tℓ+1] = γ ℓmk a.s. (19)
Renormalizing each interval [tℓ, tℓ+1] to [0, 1] it can easily be shown that theminimal errors γ ℓmk , ℓ ∈{0, . . . , nk − 1} are identically distributed random variables with
γ ℓmk
d= 1√
nk
· γmk . (20)
Lemma 4. For all 1 ≤ q <∞ we have
E max
0≤ℓ≤nk−1
(γ ℓmk)
q
1/q
. (E(τ1,1))−1/2 · (1/k)1/2.
Proof. Let ρ > 1, and put ak = 1(√nk·mk)q·(√µ/ρ)q and µ = E(τ1,1). Then,
E

max
0≤ℓ≤nk−1
(γ ℓmk)
q

=
 ∞
0
P

max
0≤ℓ≤nk−1
(γ ℓmk)
q > t

dt ≤ ak + I(k),
where
I(k) =
 ∞
ak
P

max
0≤ℓ≤nk−1
(γ ℓmk)
q > t

dt.
Firstly, we have
lim
k→∞(
√
k)q · ak = 1
(
√
µ/ρ)q
. (21)
Now, we divide the integral I(k) into two parts as follows:
I(k) = I1(k)+ I2(k),
where
I1(k) =
 nq/2k ·ak
ak
P

max
0≤ℓ≤nk−1
(γ ℓmk)
q > t

dt
and
I2(k) =
 ∞
nq/2k ·ak
P

max
0≤ℓ≤nk−1
(γ ℓmk)
q > t

dt.
Using (20) we get
I1(k) ≤ nk ·
 nq/2k ·ak
ak
P(γmk > t
1/q · √nk)dt.
We put
Sn =
n
j=1
ξj,1.
Using the fact that for all ε > 0
P(γmk ≤ ε) = P(Smk ≥ 1/ε2)
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and the random variables ξj,1 form an i.i.d. sequence (see [4]), it follows that
I1(k) ≤ nk ·
 nq/2k ·ak
ak
P

Smk
mk
<
1
t2/q ·mk · nk

dt
≤ nk
(
√
nk ·mk)q ·
q
2
 µ/ρ
µ/(ρ·nk)
t−(q/2+1) · P

Smk
mk
< t

dt.
For µ/(ρ.nk) ≤ t ≤ µ/ρ we use Höffding’s inequality to obtain
t−(q/2+1) · P

Smk
mk
< t

≤ t−(q/2+1) · P
Smkmk − µ
 > µ− µ/ρ
≤ (ρ · nk)
q/2+1
µq/2+1
· 2 exp(−2mk.(µ− µ/ρ)2).
This yields
lim
k→∞(
√
k)q · I1(k) = 0. (22)
For the second part of the sum we have
I2(k) ≤ nk ·
 ∞
nq/2k ·ak
P(γmk > t
1/q · √nk)dt
≤ nk ·
 ∞
nq/2k ·ak
P(τ1,1 <
1
t2/q · nk )
mkdt.
Note that for all η ≤ 1
P(τ1,1 ≤ η) ≤ exp(−C · η−1)
with some constant C > 0; see [4, Lemma 8]. Let k be sufficiently large that mknk · (µ/ρ) ≤ 1. Then, for
all t ≥ nq/2k · ak we have
1
t2/q · nk ≤ 1.
Hence, we get
I2(k) ≤ nk ·
 ∞
nq/2k ·ak
exp(−C ·mk · nk · t2/q)dt
= q
2
· nk · 1
(
√
nk ·mk)q
 ∞
nk
µ/ρ
tq/2−1 · exp(−C · t)dt
≤ q · µ
2 · ρ ·
1
(
√
nk ·mk)q
 ∞
nk
µ/ρ
tq/2 · exp(−C · t)dt,
which implies
lim
k→∞(
√
k)q · I2(k) = 0. (23)
Finally, combining (21)–(23), we obtain
lim sup
k→∞
√
k ·

E max
0≤ℓ≤nk−1
(γ ℓmk)
q
1/q
≤ (E(τ1,1))−1/2 · ρ1/2.
Letting ρ tend to 1 completes the proof. 
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Proof of Theorem 2. Let
tℓ = ℓnk , ℓ = 0, . . . , nk.
On the basis of this discretization we consider the process Xnk given by (18). Instead of estimating
X −X∗k directly, we consider X − Xnk as well as Xnk −X∗k separately. From Proposition 3 and (13) it
follows that
lim
k→∞
√
k · (E∥X − Xnk∥qL∞[0,1])1/q = 0,
and so (E∥Xnk −X∗k ∥qL∞[0,1])1/q is the dominating term asymptotically.
ad (1) Put Uℓ = (tℓ, Xnk(tℓ)); then for t ∈ [tℓ, tℓ+1]we have
|Xnk(t)−X∗k (t)| ≤ |σ(Uℓ)(W ℓ(t)− W ℓmk(t))|
+ |1/2 · (σ · σ (0,1))(Uℓ) · ((W ℓ(t))2 − (t − tℓ))|.
Thus
∥Xnk(t)−X∗k (t)∥L∞[0,1] ≤ max0≤ℓ≤nk−1

|σ(Uℓ)| · sup
tℓ≤t≤tℓ+1
|W ℓ(t)− W ℓmk(t)|

+ max
0≤ℓ≤nk−1

|1/2 · (σ · σ (0,1))(Uℓ)| · sup
tℓ≤t≤tℓ+1
|(W ℓ(t))2 − (t − tℓ)|

.
Minkowski’s inequality yields
(E∗∥Xnk(t)−X∗k (t)∥qL∞[0,1])1/q ≤ I(k)+ J(k),
where
I(k) =

E∗ max
0≤ℓ≤nk−1

|σ(Uℓ)|q · sup
tℓ≤t≤tℓ+1
|W ℓ(t)− W ℓmk(t)|q
1/q
and
J(k) =

E max
0≤ℓ≤nk−1
12 (σ · σ (0,1))(Uℓ)
q · sup
tℓ≤t≤tℓ+1
|(W ℓ(t))2 − (t − tℓ)|q
1/q
.
First, we have by Hölder’s inequality
J(k) ≤ 1/2 ·
E max
0≤ℓ≤nk−1
|(σ · σ (0,1))(Uℓ)|2q
1/2q
×

E max
0≤ℓ≤nk−1
sup
tℓ≤t≤tℓ+1
|(W ℓ(t))2 − (t − tℓ)|2q
1/2q .
By the Lipschitz Hypothesis (A) and Proposition 3 we get on the one hand
E max
0≤ℓ≤nk−1
|(σ · σ (0,1))(Uℓ)|2q
1/2q
≤ C · [1+ (E∥X − Xnk∥2qL∞[0,1])1/2q + (E∥X∥2qL∞[0,1])1/2q]
≤ C · [1+ 1/nk + (E∥X∥2qL∞[0,1])1/2q]. (24)
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On the other hand, using the fact that for all 1 ≤ q <∞
E max
0≤ℓ≤nk−1
sup
tℓ≤t≤tℓ+1
|W ℓ(t)|q
1/q
≍ (ln(nk)/nk)1/2 (25)
(see [14]), it follows that
E max
0≤ℓ≤nk−1
sup
tℓ≤t≤tℓ+1
|(W ℓ(t))2 − (t − tℓ)|2q
1/2q
≤ C · [ln(nk)/nk + 1/nk]. (26)
Hence, from (13), (24) and (26) we obtain
lim sup
k→∞
√
k · J(k) = 0. (27)
By Hölder and Minkowski’s inequality we have
I(k) ≤

E max
0≤ℓ≤nk−1
|σ(Uℓ)− σ(tℓ, X(tℓ))|2q
1/2q
+

E max
0≤ℓ≤nk−1
|σ(tℓ, X(tℓ))|2q
1/2q
×

E max
0≤ℓ≤nk−1
(γ ℓmk)
2q
1/2q
.
By (A) it follows on the one hand from Proposition 3 and Lemma 4 that
E max
0≤ℓ≤nk−1
|σ(Uℓ)− σ(tℓ, X(tℓ))|2q · E max
0≤ℓ≤nk−1
(γ ℓmk)
2q
1/2q
. C · (1/(nk ·
√
k)).
Thus
lim sup
k→∞
√
k

E max
0≤ℓ≤nk−1
|σ(Uℓ)− σ(tℓ, X(tℓ))|2q · E max
0≤ℓ≤nk−1
(γ ℓmk)
2q
1/2q
= 0. (28)
On the other hand, we have
P

lim
k→∞ max0≤ℓ≤nk−1
|σ(tℓ, X(tℓ))|q = ∥σ∥qL∞[0,1]

= 1
and from (A) and (12)
P(|σ(tℓ, X(tℓ))|q ≤ C · (1+ ∥X∥qL∞[0,1])) = 1 and E(1+ ∥X∥qL∞[0,1]) <∞.
Hence, Lebesgue’s theorem and Lemma 4 yield
lim sup
k→∞
√
k

E max
0≤ℓ≤nk−1
|σ(tℓ, X(tℓ))|2q · E max
0≤ℓ≤nk−1
(γ ℓmk)
2q
1/2q
≤ E(∥σ∥2qL∞[0,1])1/2q/

E(τ1,1). (29)
From this and (28) we obtain
lim sup
k→∞
√
k · I(k) ≤ E(∥σ∥2qL∞[0,1])1/2q/

E(τ1,1). (30)
Now, the statement (16) in Theorem 2 follows immediately from (27) and (30).
ad (2) The upper bound in (17) is a direct consequence from (16). For establishing the lower bound it
suffices to study the case q = 1. Put σℓ = σ(tℓ) and ∥σ∥∞ = ∥σ∥L∞[0,1].
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We use (26) and Proposition 3 to obtain
E∥X −X∗k ∥∞ ≥ E  max0≤ℓ≤nk−1 σℓ · γ ℓmk

− C · (ln(nk)/nk + 1/nk).
Since max0≤ℓ≤nk−1 σℓ → ∥σ∥∞ as k →∞, there exists for fixed ε ∈ (0, ∥σ∥∞) and all k sufficiently
large an ℓnk ∈ {0, . . . , nk − 1}with
σℓnk > ∥σ∥∞ − ε.
We put α = (∥σ∥∞−ε)2·µ∥σ∥2∞ . So, it follows that
E

max
0≤ℓ≤nk−1
σℓ · γ ℓmk

≥
 ∥σ∥∞√nk ·mk ·√µ
0
P

γmk > t ·
√
nk
∥σ∥∞ − ε

dt
=
 ∥σ∥∞√nk ·mk ·√µ
0
P

Smk
mk
≤ (∥σ∥∞ − ε)
2
mk · nk ·
1
t2

dt
= ∥σ∥∞ − ε√
nk ·mk
 ∞
α
1
2t3/2
P

Smk
mk
≤ t

dt.
Thanks to the weak law of large numbers, P(
Smk
mk
≤ t) tends to 1]µ,∞[(t) for every t ≠ µ. Hence, by
Lebesgue’s theorem
lim
k→∞
 ∞
α
1
2t3/2
P

Smk
mk
≤ t

dt = 1√
µ
,
which implies
lim inf
k→∞
√
k · E

max
0≤ℓ≤nk−1
σℓ · γ ℓmk

≥ ∥σ∥∞ − ε√
µ
.
Thus
lim inf
k→∞
√
k · E∥X −X∗k ∥∞ ≥ ∥σ∥∞ − ε√µ .
Letting ε→ 0, we obtain the lower bound in the assertion (17). 
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