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RESONANCES FOR HOMOCLINIC TRAPPED SETS
JEAN-FRANC¸OIS BONY, SETSURO FUJIIE´, THIERRY RAMOND, AND MAHER ZERZERI
Abstract. We study semiclassical resonances generated by homoclinic trapped sets. First,
under some general assumptions, we prove that there is no resonance in a region below
the real axis. Then, we obtain a quantization rule and the asymptotic expansion of the
resonances when there is a finite number of homoclinic trajectories. The same kind of
results is proved for homoclinic sets of maximal dimension. Next, we generalize to the
case of homoclinic/heteroclinic trajectories and we study the three bump case. In all these
settings, the resonances may either accumulate on curves or form clouds. We also describe
the corresponding resonant states.
1. Introduction
In this work, we are interested in quantum resonances, that is poles of the resolvent mero-
morphically extended through the real axis of self-adjoint operators P . Mostly, we consider
the semiclassical Schro¨dinger operator P = −h2∆+V on L2(Rn) for potentials V decaying at
infinity, but the discussion often applies to more general pseudodifferential operators provided
they are close enough to the Laplace operator −h2∆ out of a compact set.
In physics, the notion of quantum resonances goes back to the very beginnings of quantum
mechanics (see e.g. Gamow [42]). It was proposed to explain results in scattering experiments,
and it is associated to the notion of pseudo-particles with finite lifetime. To some extent, it
is reasonable to think of resonances as complex numbers which are generalized eigenvalues of
quantum observable. The imaginary part of a resonance is interpreted as the inverse of the
lifetime of the pseudo-particle it is associated to. Thus, the closer they are to the real axis,
the more meaningful they should be.
We consider here resonances that are close to the real axis, namely with imaginary part of
size O(h), in the semiclassical regime h → 0. It is well known that they are related to the
existence of bounded classical trajectories for the Hamiltonian vector field Hp on T
∗Rn. Here,
p denotes the classical observable corresponding to, or the symbol of the operator P . The set
K(E0) of bounded trajectories in p
−1(E0) is usually called the trapped set at energy E0 > 0.
For example, it has been proved by Martinez [71] in the C∞ setting that for a given real E0
such that the trapped set at energy E0 is empty, there are no resonance is any complex disk
of size h| lnh| around E0 (see also Va˘ınberg [91] in the classical case).
2000 Mathematics Subject Classification. 35B34,35P20,37C29,37C25,35C20,81Q20,35S10,35J10.
Key words and phrases. Resonances, semiclassical asymptotics, microlocal analysis, homoclinic and hetero-
clinic trajectories, Schro¨dinger operators.
Acknowledgments: This work was partially supported by the JSPS KAKENHI Grant 15K04971 and
the ANR project NOSEVOL 2011 BS 010119-01. The third and fourth authors would like to thank the
mathematical department of Ritsumeikan University for its kind hospitality.
1
2 J.-F. BONY, S. FUJIIE´, T. RAMOND, AND M. ZERZERI
As far as the asymptotic of resonances is concerned, trapped sets of different kinds, yet
relatively simple, have been considered. First of all, Helffer and Sjo¨strand [55] have studied
the so-called “well in the island” situation, where the potential V have the shape of a well
at energy E0. They have proved that the resonances near E0 are exponentially close to
the eigenvalues of a corresponding confining configuration, for example a suitable Dirichlet
realization PD of the differential operator P . Therefore, their imaginary part is exponentially
small. Moreover, in the case of a punctual well, that is when V has a non-degenerate local
minimum with critical value E0, they have given the asymptotic with respect to h of the
imaginary part of these resonances.
When the potential V has a general non-degenerate critical point with critical value E0,
Sjo¨strand [85] has obtained the asymptotic of the resonances close to E0. In particular, in
the case of a maximum, they satisfy
(1.1) z = E0 − ih
n∑
j=1
(
αj +
1
2
)
λj + o(h),
for some α ∈ Nn. Here, the λj’s are the positive eigenvalues of the linearized Hamiltonian
vector field Hp at the critical point. This result has also been proved by Briet, Combes and
Duclos [13, 14] (see [79] in dimension 1). The interested reader may find in [10] a precise
description of the spectral projection associated to these resonances.
Then, Ge´rard and Sjo¨strand [45] have studied the case where the trapped set at energy
E0 consists of a single closed orbit of hyperbolic type. They exhibit a Bohr–Sommerfeld
like quantization rule along the orbit, and show that there is a bijection between the set
of resonances and the set of roots of the quantization rule. Up to lower order terms, the
resonances in that case form a lattice at distance h of the real axis. Let us mention that
resonances for hyperbolic situations have also been studied in slightly different contexts.
They have been first investigated by Ikawa [61] and Ge´rard [43] in the case of scattering by
obstacles. There is also a wide related literature in general relativity (see e.g. Sa´ Barreto
and Zworski [83]) as well as for hyperbolic surfaces (see e.g. Dyatlov, Faure and Guillarmou
[35]). For weaker trappings, we would like to mention the results by Burq [17] for resonances
generated by a corner and by Alexandrova and Tamura [5] in the context of Aharonov–Bohm
effect.
1.1. Brief description of the results.
Here, we consider homoclinic situations. More precisely, we assume that the trapped set at
energy E0 consists of a hyperbolic fixed point, say 0 ∈ T ∗Rn, and homoclinic trajectories. We
recall that a non-constant integral curve of a vector field is called homoclinic when it converges
to a fixed point of the vector field as the time tends to both ±∞. Some configurations of this
kind have already been studied in dimension 1 by the second and third authors [40, 41], and
by Servat [84]. Let Λ± denote the incoming/outgoing Lagrangian manifolds associated to the
fixed point 0. The homoclinic set is thenH = Λ−∩Λ+\{0}. We also denote 0 < λ1 ≤ · · · ≤ λn
the positive eigenvalues of the linearization of the Hamiltonian vector field at 0.
We first obtain resonance free domains under fairly general assumptions. Besides their
intrinsic interest, these results should be seen as a preamble to the asymptotic of the reso-
nances. The domains depend on the λj ’s and on the nature of the contact between Λ− and
Λ+ along H. This last notion is more relevant than the dimension of the homoclinic set, as
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can be seen comparing previous results for other kinds of trappings. We distinguish between
two cases, the precise corresponding results being stated in Section 3. Note that, if we do not
add any hypothesis, there may exist resonances exponentially close to the real axis.
We assume first that the hyperbolic fixed point is anisotropic (i.e. λ1 < λn) or that Λ−
and Λ+ intersect transversally in at least one direction. In the last case, the dimension of
H is at most n − 1. In this weak trapping situation, we show that P has no resonance and
that its truncated resolvent has a polynomial estimate in a neighborhood of size h of the real
axis. Such results have already been obtained for hyperbolic trapping (see e.g. Ikawa [62],
Nonnenmacher and Zworski [74] or Petkov and Stoyanov [77]).
Second, we suppose that the n dimensional measure of H is not too large. In this situation
which allows strong trappings, we show that P has no resonance and that its truncated
resolvent has a polynomial estimate in a neighborhood of size h| ln h|−1 of the real axis. A
single homoclinic trajectory in dimension 1 enters into this setting.
We then give in Section 4 the asymptotic of the resonances in the most natural weak
trapping situation: we suppose that H consists of K trajectories along which Λ− and Λ+
intersect transversally. We form a K × K matrix Q(z, h), depending only on dynamical
quantities along H and near 0, which mixes the contributions of the different homoclinic
trajectories. In this case, the quantization rule reads
(1.2) 1 ∈ sp
(
h
∑
j≥2
λj
2λ1
−i
z−E0
λ1h Q(z, h)
)
,
where sp stands for spectrum of. Writing this in terms of the determinant leads to a scalar
equation, whose solutions are called pseudo-resonances. The first main theorem of the paper
states that the resonances are close to the pseudo-resonances. Notice that the quantization
rule is not necessarily exact. More precisely, we have
(1.3) distance
(
resonances of P,pseudo-resonances of P
)
= o
( h
| lnh|
)
,
in the region
(1.4) 0 ≥ Im z ≥ −
n∑
j=2
λj
2
h− C h| lnh| ,
for any C > 0. Combining (1.2) with (1.3), the asymptotic of the resonances z satisfying
Re z ≈ E0 + τh is given by
(1.5) z = E0 + 2qπλ1
h
| ln h| − ih
n∑
j=2
λj
2
+ i ln(µk(τ, h))λ1
h
| lnh| + o
( h
| lnh|
)
,
where q ∈ Z and the µk’s are the eigenvalues of Q(E0 + hτ − ih
∑
j≥2 λj/2, h). In particular,
the µk(τ, h)’s are continuous functions of τ, h. We also obtain a polynomial estimate of the
distorted resolvent at distance h| ln h|−1 from the resonances. Comparing (1.1) with (1.5), we
notice that the resonances are closer to the real axis here than for the barrier-top alone and
that there are way more resonances (typically at least | ln h| in domains of size h).
The main feature in (1.5) is that the resonances satisfy a two scale asymptotic, illustrated
in Figure 1. At the macroscopic scale h, they concentrate on continuous accumulation curves
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2
n∑
j=2
λjh
E0
2piλ1
h
| lnh|
h
| ln h|
h
Figure 1. The two scale asymptotic of the resonances.
given by
(1.6) Imσ = −i
n∑
j=2
λj
2
+ ln
(|µk(Re σ, h)|) λ1| ln h| ,
for k = 1, . . . ,K where σ = (z − E0)/h is the natural macroscopic parameter. Since some
of the µk’s can vanish, there may be less than K of these curves in the region (1.4). On the
other hand, at the microscopic scale h| ln h|−1, the resonances are regularly distributed on
horizontal lines. This particular distribution of the resonances has been observed in other
settings by physicists and quantum chemists (see e.g. Korsch [65] or Burghardt and Gaspard
[15]) and in numerical computations (see e.g. Barkhofen, Faure and Weich [7]). Moreover,
these accumulation curves enjoy remarkable properties that we study in Section 4.2. First,
they are quasi-periodical functions of h−1. We call this phenomenon vibration in the sequel.
We also describe their asymptotic behavior as Reσ → ±∞ and show that they are related
to the nature of the trapping for the energies above and below E0. In other words, (1.6)
may be seen as the transition between different types of trappings. Eventually, we prove that
(1.5) is stable under small perturbations of the homoclinic set H. As a curiosity, we provide
situations where the resonances move away from the real axis when the trapping increases.
We also study the distribution of resonances deeper in the complex. Typically, there is a
band of size h without resonances below the region (1.4), and then (n − 1)K accumulation
curves near the line
Im z ≈ −ih
n∑
j=2
λj
2
− ihλ1,
corresponding to the n− 1 transverse directions to the K homoclinic trajectories. Thus, the
situation seems similar to the one of hyperbolic trappings (see e.g. Ge´rard and Sjo¨strand
[45] or Faure and Tsujii [37]). Nevertheless, the mechanisms behind these phenomena differ.
Moreover, under additional assumptions, the asymptotic of resonances can be sharpened.
More precisely, there exists in this case a K ×K matrix Qtot(z, h) = Q(z, h) + o(1) such that
the remainder term o(h| ln h|−1) is replaced by O(h∞) in (1.3), if the pseudo-resonances are
defined by Qtot instead of Q in (1.2). Eventually, we obtain the repartition of the resonances
when Λ− and Λ+ have a tangential intersection of finite order along a finite number of
trajectories. The corresponding results are similar to (1.2)–(1.5) but the resonances are closer
to the real axis.
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Figure 2. The cloud of resonances.
In Section 6, we generalize the previous results to several maximums. We allow for a
finite number of hyperbolic fixed points and of transversal homoclinic/heteroclinic trajectories
between them. In this situation, we see the trapped set as a graph where the vertices are the
fixed points and the edges are the homoclinic/heteroclinic trajectories. To each cycle of this
graph, we associate its damping, a non-negative quantity measuring the dissipation of the
energy along this cycle. The resonances closest to the real axis are generated by the cycles
with the minimal damping, noted D0. More precisely, the pseudo-resonances are defined here
as the solutions of quantization rule
(1.7) 1 ∈ sp(Q(z, h)),
where the matrix Q(z, h) is given in terms of dynamical quantities. By comparison with (1.2),
the exponent of h depends on the coefficient and can no longer be factored out of Q. We
then prove that (1.3) holds true up to the zone Im z ≈ −D0h. The situation seems similar
to (1.2)–(1.5), but the asymptotic of resonances can be different. Namely, the resonances z
with Re z ≈ E0 + τh satisfy
(1.8) z = E0 + τh− iD0h+ Z h| ln h| + o
( h
| lnh|
)
,
where Z is a zero of some exponential sum fτ (·, h). Depending on the arithmetic properties
of the eigenvalues of the Hessian of V at the vertices, these resonances either concentrate on
accumulations curves as in Figure 1, or form a cloud as illustrated in Figure 2. Note that the
proof is the same in these two cases. Some of the phenomena of the two previous paragraphs
occur also in the present setting. As an application, we give the explicit asymptotic of the
resonances in the three bump case. In dimension 1, the asymptotic of the eigenvalues has
been obtained by Colin de Verdie`re and Parisse [26] under similar assumptions.
We provide in Section 5 the asymptotic of the resonances in the most natural strong
trapping situation. We assume that the hyperbolic fixed point is isotropic (i.e. λ1 = · · · =
λn =: λ). Let H∞ denote the compact set of the normalized asymptotic directions of H at
the barrier-top. Under some geometric assumptions, the pseudo-resonances are defined by
the quantization rule
(1.9) 1 ∈ sp (h−i z−E0λh T (z, h)).
Here, T is no longer a matrix but an operator on the space L2(H∞). Near the real axis, the
resonances are again approximated by the pseudo-resonances in the sense of (1.3). Moreover,
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the resonances z such that Re z ≈ E0 + τh verify the asymptotic
(1.10) z = E0 + 2qπλ
h
| ln h| + i ln(µk(τ, h))λ
h
| ln h| + o
( h
| lnh|
)
,
where q ∈ Z and the µk’s are the eigenvalues of T (E0 + hτ, h). Hence, the resonances
concentrate on accumulation curves enjoying properties similar to those of (1.6). There
can be an infinite number of such accumulation curves. No regularity hypothesis (except
compactness which always holds) is made on the set H∞, which can be a Cantor set for
instance. Lastly, one can formally recover (1.5) from (1.10), taking H small.
Finally, we give the asymptotic of the resonant states in Section 7. These results are stated
for a finite number of transversal homoclinic/heteroclinic trajectories. We prove that the
resonant states are Lagrangian distributions near each point of the homoclinic/heteroclinic
trajectories. Moreover, they are naturally associated to the eigenvectors of the quantiza-
tion operator Q corresponding to the eigenvalue 1 (see (1.3) and (1.7)). We also give some
examples showing that these functions can be unexpectedly distributed. For instance, we
sometimes observe the delocalization of the resonants states. By this, we mean that the res-
onances are generated by a part of the trapped set (i.e. the dynamical quantities appearing
in the asymptotic of the resonances are localized near this part), whereas the corresponding
resonant states are small near this part and large near another part of the trapped set.
1.2. General strategy for the proofs.
Let us now describe the approach we use throughout the paper. Let H be a closed operator
on some Banach space B having only discrete spectrum near z0 ∈ C. We want to show that
H has an eigenvalue close to z0. We proceed in two steps:
i) First, we show that H has no spectrum in the ring C (ε) := B(z0, ε0) \B(z0, ε) and that
the resolvent (H − z)−1 satisfies a nice estimate in this region, say
(1.11) ∀z ∈ C (ε), ∥∥(H − z)−1∥∥ ≤M.
Mostly, we obtain this inequality by a contradiction argument: if (1.11) does not hold true,
there exist u ∈ B and z ∈ C (ε) such that
(1.12) ‖(H − z)u‖ < M−1 and ‖u‖ = 1.
All the work consists then in proving that this is impossible.
ii) Second, we show that H has at least one eigenvalue in D(δ) := B(z0, δ), with ε < δ < ε0.
To this aim, we construct a test vector v ∈ B and we consider
(1.13) u(z˜) := (H − z˜)−1v,
for z˜ ∈ ∂D(δ). Since ∂D(δ) ⊂ C (ε), the resolvent estimate (1.11) yields that u(z˜) is well-
defined, holomorphic and bounded by M on ∂D(δ). Then we prove that
(1.14) U :=
∫
∂D(δ)
u(z˜) dz˜ =
∫
∂D(δ)
(H − z˜)−1v dz˜ 6= 0,
for a well chosen v. This is generally done computing first u(z˜), the solution of (H−z˜)u(z˜) = v.
IfH had no eigenvalue in D(δ), we would have U = 0. Therefore, H has at least one eigenvalue
in D(δ).
Summing up, the two previous points imply that
dist
(
sp(H), {z0}
)
< ε,
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in B(z0, ε0) (in the sense Definition 4.4), and that the resolvent of H has an nice upper
bound in C (ε). Note that to get an eigenvalue free domain, it is enough to prove the point
i). Moreover, to carry out ii), the first point must already have been verified. Eventually, to
refine the asymptotic of the spectrum, it is enough to refine i) (i.e. to take ε smaller). This
approach is not specific to the study of the eigenvalues of an operator. It can be used to give
the asymptotic of the characteristic values of holomorphic operator-valued functions (see e.g.
Gohberg and Leiterer [48]).
For the study of the semiclassical resonances, we take H = Pθ, the distorted operator of
angle θ defined in Section 2. For the type of problem considered in this paper, it is natural
to work with operators which are C∞ everywhere and analytic only at infinity (in order to
define the resonances). Thus, we will use the C∞ semiclassical microlocal calculus. It means
that the remainder terms will be of order O(h∞) (and not of order O(e−δ/h) as in the analytic
category). The same way, it is natural to consider M = h−N in (1.11). This choice is also
based on the belief that the resolvent of Pθ can not behave worse than h
−N away from the
resonances (there is no pseudo-spectrum). Then, (1.12) leads to equations of the form
(1.15) (Pθ − z)u = O(h∞),
with ‖u‖ = 1, whereas (1.13) writes
(1.16) (Pθ − z)u = v.
Note that (1.12) guaranties that the unique solution u of (1.16) satisfies ‖u‖ ≤ h−N , which
allows us to apply the C∞ microlocal analysis.
Using the ellipticity of Pθ at infinity, this type of equations can be reduced to some mi-
crolocal Cauchy problems near the trapped set:
(1.17)
{
(P − z)u = f microlocally near the trapped set,
u = g microlocally near the incoming region.
The problem is said to be homogeneous when f = 0, and g is called the initial data. These
microlocal Cauchy problems must be seen as usual evolution equations. But the propagation
must be understood in the spirit of Ho¨rmander and not using the time evolution eitP/h. The
intuition is that z is a resonance if and only if there is no uniqueness in the microlocal Cauchy
problem (1.17). This idea exists in the folklore of the theory of resonances. More precisely,
we show in Section 8 that the uniqueness in a quantitative sense in (1.17) implies that (1.15)
has no solution and then that z is not a resonance from i). On the other hand, we give the
asymptotic of the solution (existence) of the microlocal Cauchy problem (1.17) in order to
compute the solution of (1.16) and realize ii). Remark that it is generally enough to be able
to solve the homogeneous problem. It means that one may take v microlocalized outside the
(problematic part of the) trapped set.
Most of the previous arguments hold in the general setting of semiclassical resonances. To
the contrary, the way we solve (1.17) is specific to the geometry treated here. The idea is to
decompose (1.17) into small microlocal Cauchy problems near the hyperbolic fixed points or
along the homoclinic/heteroclinic trajectories. For the first ones, we use our previous work
[9]. For the second ones, we apply the usual propagation of singularities of Ho¨rmander. To
achieve this decomposition, the microlocal Cauchy problem near the fixed points must be well
posed. This is why we require that z avoids some discrete set Γ(h).
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The main advantage of our approach is the flexibility. We do not need to understand
precisely what happens at z0, since it is enough to work at respectable distance. Thus,
it is possible to consider complicated geometries such as trappings with different types of
trajectories, to concentrate the study near the to pertinent part of the trapped set, to treat
crossings of resonances, . . . In particular, the quantization rules of this paper approximate
the resonances only in very specific regions of C. By comparison with the Grushin method
(see e.g. Helffer and Sjo¨strand [55]), we do not have to construct quasimodes nor to inverse
the so called Grushin problem. Instead, we only have to solve the microlocal Cauchy problem
(1.17) for one data (f, g) of our choice. Moreover, we only have to show that U 6= 0 in
(1.14). Furthermore, using the standard propagation of singularities instead of conjugating
the operator P near the trapped set allows to consider easily C∞ operators instead of analytic
ones. Of course, it is possible to achieved the Grushin approach in the C∞ category (see e.g.
the work of Lahmar-Benbernou, Martinez and the second author [39]), as it is possible to work
in the analytic category with our method. This strategy also provides polynomial estimates
of the cut-off resolvent and the asymptotic of the resonant states on the base space. On
the other hand, the main weakness of our approach is that we only give the asymptotic of
the resonances as a set. In other words, we have no upper bound on the multiplicity. If we
were able to solve the general inhomogeneous microlocal Cauchy problem (1.17), it might be
possible to overcome this difficulty. Lastly, the Grushin method also provides a formula for
the resolvent even near the spectrum that we do not have obtained here.
For the reader’s convenience, we provide at the end of the paper an index of notations and
the table of contents.
2. General setting
In this paper, we consider the Schro¨dinger operator on Rn, n ≥ 1,
(2.1) P = −h2∆+ V (x),
where V is a smooth real-valued function and h is a positive number. We work in the
semiclassical regime h → 0. We denote by p(x, ξ) = ξ2 + V (x) the associated classical
Hamiltonian. The vector field
(2.2) Hp = ∂ξp · ∂x − ∂xp · ∂ξ = 2ξ · ∂x −∇V (x) · ∂ξ,
is the Hamiltonian vector field associated to p. Integral curves t 7→ exp(tHp)(x, ξ) of Hp are
called classical trajectories or bicharacteristic curves, and p is constant along such curves.
The trapped set at a real energy E for P is defined as
K(E) =
{
(x, ξ) ∈ p−1(E); exp(tHp)(x, ξ) 6→ ∞ as t→ ±∞
}
.
We shall suppose that V satisfies the following assumptions
(H1) V ∈ C∞(Rn;R) extends holomorphically in the sector
S = {x ∈ Cn; | Imx| ≤ δ〈x〉 and |x| ≥ C},
for some C, δ > 0. Moreover V (x)→ 0 as x→∞ in S.
Under the previous assumption, the operator P is self-adjoint with domain H2(Rn), and we
define the resonances of P as follows (see Aguilar and Combes [3], Hunziker [60] or Sjo¨strand
and Zworski [87] for an alternative approach). Let R0 > 0 be a large constant, and let
F : Rn → Rn be a smooth vector field, such that F (x) = 0 for |x| ≤ R0 and F (x) = x for
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Λ0+
(0, 0)
Λ0−
Figure 3. The incoming/outgoing manifolds Λ0±.
|x| ≥ R0+1. For µ ∈ R small enough, we denote Uµ : L2(Rn)→ L2(Rn) the unitary operator
defined by
(2.3) Uµϕ(x) =
∣∣ det(1 + µdF (x))∣∣1/2ϕ(x+ µF (x)),
for ϕ ∈ C∞0 (Rn). Then, the operator UµP (Uµ)−1 is a differential operator with analytic
coefficients with respect to µ, and can be analytically continued to small enough complex
values of µ. For θ ∈ R small enough, we denote
(2.4) Pθ = UiθP (Uiθ)
−1.
The spectrum of Pθ is discrete in Eθ = {z ∈ C; −2θ < arg z ≤ 0}, and the resonances of P
are by definition the eigenvalues of Pθ in Eθ. The resonances do not really depend on θ and
F , and we denote their set by Res(P ).
As a matter of fact, the resonances are also the poles of the meromorphic extension from
the upper complex half-plane of the resolvent (P − z)−1 : L2comp(Rn) → L2loc(Rn) (see e.g.
Helffer and Martinez [52]). Furthermore, if χ ∈ C∞0 (Rn) is supported outside of the complex
dilation, we have (see Sjo¨strand and Zworski [87])
(2.5) χ(P − z)−1χ = χ(Pθ − z)−1χ.
Moreover, Proposition D.1 shows that the truncated resolvent and the distorted resolvent
have essentially the same norm. We send the reader to Sjo¨strand [86] or Dyatlov and Zworski
[36] for more details on the theory of resonances.
We now make some assumptions on the geometry of the Hamiltonian flow.
(H2) V has a non-degenerate maximum at x = 0 and
V (x) = E0 −
n∑
j=1
λ2j
4
x2j +O(x3),
with E0 > 0 and 0 < λ1 ≤ λ2 ≤ · · · ≤ λn.
The linearization Fp at (0, 0) of the Hamilton vector field Hp is given by
Fp =
(
0 2Id
1
2 diag(λ
2
1, . . . , λ
2
n) 0
)
,
and has eigenvalues −λn, . . . ,−λ1, λ1, . . . , λn. Thus, (0, 0) is a hyperbolic fixed point for
Hp and the local stable/unstable manifold theorem gives the existence of a local incoming
Lagrangian manifold Λ0− and a local outgoing Lagrangian manifold Λ
0
+ characterized by
Λ0± =
{
(x, ξ) ∈ T ∗Rn near (0, 0); exp(tHp)(x, ξ)→ (0, 0)
as t→ ∓∞ and staying near (0, 0)} ⊂ p−1(E0).
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Moreover, there exist two smooth functions ϕ±, defined in a vicinity of 0, satisfying
(2.6) ϕ±(x) = ±
n∑
j=1
λj
4
x2j +O(x3),
and such that Λ0± = Λϕ± := {(x, ξ); ξ = ∇ϕ±(x)} near (0, 0). Since P is a Schro¨dinger
operator, we have ϕ− = −ϕ+. We also define the global incoming/outgoing Lagrangian
manifold Λ± by
Λ± =
⋃
t∈R
exp(tHp)(Λ
0
±),
which satisfy
(2.7) Λ± =
{
(x, ξ) ∈ T ∗Rn; exp(tHp)(x, ξ)→ (0, 0) as t→ ∓∞
}
.
We assume
(H3) The trapped set at energy E0 satisfies
K(E0) ⊂ Λ− ∩ Λ+.
We denote by H := Λ− ∩Λ+ \ {(0, 0)} the set of homoclinic curves. Recall that a homoclinic
curve is a non-constant bicharacteristic curve which converges to the fixed point (0, 0) as the
time goes to −∞ and to +∞.
For ρ ∈ Λ±, let (x(t), ξ(t)) = exp(tHp)(ρ) be the corresponding Hamiltonian curve. From
Helffer and Sjo¨strand [54, Equation (2.7)], we know that
(2.8) x(t) = g±(ρ)e
±λ1t + o
(
e±λ1t
)
,
as t → ∓∞ and for some g±(ρ) ∈ Rn. Therefore, g±(ρ) is the asymptotic direction of the
curve when this quantity does not vanish. Actually, from [9, 54], the functions g± are C
∞
on Λ0±, g±(ρ) ∈ Ker(Hess V (0) + λ21/2) and g± vanishes on a submanifold of Λ0± of dimension
card{j; λj 6= λ1}. In the sequel, we suppose
(H4) For all ρ, ρ˜ ∈ H, we have g−(ρ) · g+(ρ˜) 6= 0.
This hypothesis can be reformulate in a more symplectic way. Using Λ0± = Λϕ± , (2.6) and
(2.8), we deduce exp(tHp)(ρ) = ρ±e
±λ1t + o(e±λ1t) as t → ∓∞ for some ρ± ∈ T(0,0)(T ∗Rn)
with g±(ρ) = dπx(ρ±). Then, (H4) is equivalent to
σ(ρ−, ρ˜+) 6= 0,
for all ρ, ρ˜ ∈ H. In the previous equation, σ denotes the canonical 2–form on T ∗Rn.
The assumption (H4) has some geometric consequences which are described in Section B.1.
In particular, the manifolds Λ± can not be wound on themselves from Proposition B.3 (this
means that, in a neighborhood of exp(tHp)(ρ) with ρ ∈ Λ0±, the manifold Λ± coincides with
exp(tHp)(Λ
0
±)).
Remark 2.1. i) The results of this paper may remain valid for more general operators.
For example, one could consider metric perturbations, obstacles (see Example 3.11 below),
pseudodifferential operators (as in Example 4.9), . . . What is important is that the resonances
can be defined by complex distortion, that the semiclassical microlocal analysis can be used
and that the geometric setting induced by the assumptions (H2)–(H4) holds true. In this
direction, the framework of “black box” operators, due to Sjo¨strand and Zworski [87], can be
used to define the resonances in many situations.
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ii) It is also possible to add a damping potential of the form −iα(h)W (x) (or more general)
with h ≤ α(h) ≤ 1, W ∈ C∞0 (Rn) and W ≥ 0 to “remove” some part of the trapped set.
Indeed, if α is not too small, the contribution of the Hamiltonian curves passing trough W
vanishes. This allows to construct examples more easily. Note that the usual definition of the
resonances by complex distortion (see Hunziker [60]) can be adapted to this setting. Such an
idea has been developed by Royer [82] for the limiting absorption principle and by Datchev
and Vasy [29, Section 5.3] in a situation close to ours.
iii) Eventually, note that, thanks to Datchev and Vasy [28], some of the present results
can directly be extended to manifolds with more complicated ends.
3. Resonance free domains
In this section, we show the existence of resonance free zones below the real axis. We
distinguish between two regimes that we call weak and strong trapping. They give rise to
rather different zones. The corresponding proofs are gathered in Section 9 and Section 10
respectively.
3.1. Weak trapping.
In addition to the general hypotheses of the previous section, we make in this part the
following geometric assumption which, roughly speaking, means that the trapping induced
by the homoclinic curves is not very strong.
(H5) We assume that one of the two conditions below is fulfilled.
(a) Anisotropic case: λ1 < λn,
(b) Transversal case: ∀ρ ∈ H, TρΛ− 6= TρΛ+.
Note that, in dimension n = 1, this assumption implies that H = ∅ (i.e. the trapped set
reduces to the hyperbolic fixed point (0, 0)). Indeed, in the other case, Λ− and Λ+ (and then
their tangent space) will coincide along H. The following remark explains that the dimension
of the homoclinic set (in a particular sense) is not maximal if (H5) is verified.
Remark 3.1. From (H4), we have g±(ρ) 6= 0 for ρ ∈ H. Then, we can define
H±∞ =
{ g±(ρ)
|g±(ρ)| ; ρ ∈ H
}
⊂ Sn−1,
the asymptotic directions of H at the critical point (0, 0). Note that H+∞ = H−∞ since P is a
Schro¨dinger operator. If (H5)(a) is satisfied, H±∞ is a subset of {x ∈ Sn−1; xj = 0 if λj 6= λ1}
which is a submanifold of Sn−1 of dimension card{j; λj = λ1} ≤ n − 1. The same way, if
(H5)(b) holds true, H±∞ is locally contained in a hypersurface of Sn−1. Thus, (H5) implies
that the trapped set is not too big in the sense that the set of asymptotic directions H±∞ is
at most of dimension n− 1 (even if H can be of dimension n near some points).
Under the previous assumption, our main result is the following.
Theorem 3.2. Assume (H1)–(H4) and (H5). Then, there exists δ > 0 such that, for all
C > 0, P has no resonance in
(3.1) [E0 −Ch,E0 + Ch] + i[−δh, h],
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Im z = −δh
(3.1)
Figure 4. The resonance free zone given by Theorem 3.2.
for h small enough. Moreover, for all χ ∈ C∞0 (Rn), there exists M > 0 such that∥∥χ(P − z)−1χ∥∥ . h−M ,
uniformly for h small enough and z ∈ (3.1).
From Section 4.3 (A), it is not possible to hope a larger resonance free region under the
assumptions of Theorem 3.2. Using the semiclassical maximum principle of Tang and Zworski
[89, Lemma 2] (see also Burq [19, Lemma 4.7]), one can give a more accurate bound of the
truncated resolvent on the real axis. More precisely, it is proved in Appendix E that Theorem
3.2 implies
Corollary 3.3. Under the conditions of Theorem 3.2, there exists N > 0 such that∥∥χ(P − z)−1χ∥∥ . | lnh|
h
eN | Im z|| lnh|/h,
uniformly for h small enough and z ∈ (3.1).
For z on the real axis, one can also replace the cut-off χ ∈ C∞0 (Rn) by a weight 〈x〉−s, with
s > 1/2, as in the work of Robert and Tamura [81]. In this regard, if we are only interested
in estimating the weighted resolvent on the real axis, the analytic extension of the potential
stated in (H1) is not necessary. Assuming only that the potential is a symbol which decays
at infinity, one can use the original approach of Burq [18] (see also Castella and Jecko [21])
and modify the proof of Theorem 3.2 to obtain an upper bound for the weighted resolvent of
order h−N on the real axis.
Remark 3.4. i) The assumption (H5), which guaranties that the trapping is not too strong,
seems technical but the conclusions of Theorem 3.2 do not hold in general if this hypothesis
is removed. Indeed, Section 4.3 (B) provides an operator in dimension n = 1 which satisfies
(H1)–(H4) but not (H5) and whose resonances have an imaginary part of size h| ln h|−1.
ii) Nevertheless, (H5)(b) may be weakened. More precisely, the conclusions of Theorem
3.2 could probably be obtained under the hypothesis that Λ− and Λ+ have a contact of finite
order at each point of their intersection. This is done in Section 4.6 in dimension n = 2.
One can be more explicit about the constant δ in Theorem 3.2. Following the proof of this
result (more precisely, the estimates (9.7) and (9.8) which quantify the gain after a “turn”),
it seems possible to take δ arbitrary close to
(3.2) δ1 =
n∑
j=1
λj
2
− λ1
2
sup
ρ∈H
dim
(
TρΛ− ∩ TρΛ+
)
.
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V (x)
0
{V (x) = E0}
0
pix(H)
0
V1(x1)
E0
0
1
V2(x2)
Figure 5. The potential V (x) of Example 3.5, the base space projection of
H and the choice of V1 and V2.
Unfortunately, since (the uniqueness part of) Theorem A.2 is only valid for Im z > −δ0h for
some δ0 > 0, we have to restrict ourself to δ < min(δ0, δ1). Remark also that δ < δ1 is optimal
in the case H = ∅ (see Sjo¨strand [85]).
Finally, we give a typical example of operator P which satisfies the assumptions of Theorem
3.2.
Example 3.5. In dimension n = 2, we consider
V (x) = V1(x1)V2(x2),
where the functions V• ∈ C∞0 (R) are such as in Figure 5. In particular, they satisfy
V1(x1) = E0 − λ
2
1
2
x21 +O(x31) and V2(x2) = 1−
λ22
2E0
x22 +O(x32),
near 0. Then, (H1) and (H2) are verified. Moreover, K(E0) = {(0, 0)}∪H whereH ⊂ {x2 = 0}
consists of a unique homoclinic curve. Thus, the assumption (H3) holds true. For ρ ∈ H, we
have g±(ρ) = (1, 0) and (H4) follows (see Figure 5). Finally, one can verify that (H5)(a) is
satisfied.
Changing the form of the “croissant” in the forthcoming Example 3.9, it is also possible to
construct a potential V satisfying (H1)–(H4) and (H5)(b) but not (H5)(a).
3.2. Strong trapping.
In this part, we prove a smaller resonance free zone when the trapping is stronger. Since
the setting (H5)(a) has been treated in Theorem 3.2, we now assume that
(H6) We are in the isotropic case: λ1 = · · · = λn =: λ.
We next define an operator T0, acting on the classical quantities, which measures the
“decay” of the solutions of (P − z)u = 0 after a turn around the trapped set (through the
fixed point and along the homoclinic curves). The proof of the following assertions are given
in Section B.2. We set
Htang = {ρ ∈ H; TρΛ− = TρΛ+},
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ω
0
α(ω)
Figure 6. The definition of α(ω).
and
H±∞tang =
{ g±(ρ)
|g±(ρ)| ; ρ ∈ Htang
}
⊂ Sn−1,
the asymptotic directions of Htang at the critical point (0, 0). In some sense, H±∞tang is a
quotient of Htang by the Hamiltonian flow. The set H±∞tang is compact and, since we consider
a Schro¨dinger operator, we have H+∞tang = H−∞tang.
There exists a smooth function x+(t, α) : R× Sn−1 −→ Rn such that
x+(t, α) = e
λtα+ o
(
eλt
)
,
as t→ −∞, and such that, for all α ∈ Sn−1,
(3.3) t 7−→ (x+(t, α),∇ϕ+(x+(t, α))),
is a Hamiltonian curve. In particular, note that Λ+ \ {0} is the disjoint union over α ∈ Sn−1
of these curves.
For α ∈ H+∞tang, we define ω(α) ∈ H−∞tang as the normalized asymptotic direction of x+(t, α) as
t→ +∞. Then, ω(·) is a homeomorphism from H+∞tang onto H−∞tang and α(·) : H−∞tang −→ H+∞tang
denotes its inverse (see Figure 6).
For all α ∈ H+∞tang and 0 < ε ≤ ε0 (with ε0 independent of α), the characteristic curve
x+(t, α) meets Λ
0
± ∩ {|x| = ε} only once, at time tε±(α). Moreover, the Maslov determinant
(3.4) Mε(α) =
√∣∣∣det ∂x+(t,β)∂(t,β) |t=tε+(α), β=α∣∣∣√∣∣∣ det ∂x+(t,β)∂(t,β) |t=tε−(α), β=α∣∣∣ ,
is well-defined for all (ε, α) ∈]0, ε0]×H+∞tang. The limit
(3.5) M0(α) = lim
ε→0
Mε(α),
exists uniformly in α ∈ H+∞tang. Furthermore, the map (ε, α) 7−→ Mε(α) is continuous on
[0, ε0] × H+∞tang and there exists C > 0 such that 1/C ≤ Mε(α) ≤ C on this set. Roughly
speaking, M0 measures the amplification along the homoclinic curves.
Remark 3.6. In some sense, we have
(3.6) M0(α) =
√∣∣∣det ∂ω(α)
∂α
∣∣∣−1.
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(3.9)
E0E0 − Ch E0 + Ch
Im z
Re z
Im z = λ ln
(
A0
(
Re z−E0
h
))
h
| lnh|
Figure 7. The resonance free zone given by Theorem 3.8.
But, since H+∞tang is only a compact set, the right hand side in the previous expression has,
in general, no meaning. However, this formula holds true in the interior of H+∞tang. See the
discussion at the end of Appendix B.2 for more details.
We are now in position to define the limit operator which governs the geometry. For τ ∈ R,
T0(τ) denotes the operator on L∞(H−∞tang), endowed with the Lesbegue measure on Sn−1, with
kernel
(3.7) T0(τ)(ω, ω˜) := (2π)−n2M0(α(ω))
∣∣α(ω) · ω˜∣∣−n2 e−πτ2λ sgn(α(ω)·ω˜)∣∣∣Γ(n
2
− i τ
λ
)∣∣∣.
From (H4), the properties of M0 and the compactness of H±∞tang, this kernel is continuous on
H−∞tang×H−∞tang and T0(τ) is bounded. Measuring the decay after a turn around the trapped set
of the solutions of (P − z)u = 0 with Re z ≈ E0+ τh, this operator is essentially the modulus
of a quantization relation. Eventually, we define
(3.8) A0(τ) = spr(T0(τ)),
where
spr(T ) = lim
k→+∞
‖T k‖ 1k = max
µ∈sp(T )
|µ|,
is the spectral radius of an operator T on a Banach space. Recall that the spectral radius is
upper semicontinuous (i.e. if Tn → T in norm then lim supn→+∞ spr(Tn) ≤ spr(T )) but, in
general, not continuous (see the example of Kakutani in Halmos [50, Problem 87]). However
in our case, τ 7−→ A0(τ) is continuous on R from Proposition C.2. Note also that T0 is
a compact operator on all the Banach spaces Lq(H−∞tang) for 1 ≤ q ≤ +∞. Moreover, its
spectrum and its spectral radius are independent of q.
Remark 3.7. It may not be easy to compute A0 in the applications. Nevertheless, one can
easily estimate this quantity. Let
M0 := max
α∈H+∞tang
M0(α) and J0(τ) := max
α∈H+∞tang
∫
H−∞tang
e−
πτ
2λ
sgn(α·ω)|α · ω|−n2 dω.
which are bounded from the previous discussion. Then,
A0(τ) ≤
∥∥T0(τ)∥∥ ≤ (2π)−n2 ∣∣∣Γ(n
2
− i τ
λ
)∣∣∣M0J0(τ).
Under the previous assumptions, our main result is the following.
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V (x)
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Figure 8. The potential of Example 3.9 and the base space projection of H.
Theorem 3.8. Assume (H1)–(H4) and (H6). Then, for all C, δ > 0, P has no resonance in
the domain
(3.9)

E0 − Ch ≤ Re z ≤ E0 + Ch,(
λ ln
(
A0
(Re z − E0
h
))
+ δ
) h
| ln h| ≤ Im z ≤
h
| lnh| ,
for h small enough. Moreover, for all χ ∈ C∞0 (Rn), there exists M > 0 such that∥∥χ(P − z)−1χ∥∥ . h−M ,
uniformly for h small enough and z ∈ (3.9).
The domain (3.9) is drawn in Figure 7. We now give a typical example of an operator
illustrating Theorem 3.8.
Example 3.9. In dimension n = 2, let (r, θ) be the polar coordinates. We consider
V (x) = V0(r) + V1(r − a)ψ(θ),
where the V•(r)’s are even functions in C
∞
0 (R) satisfying rV
′
•(r) < 0 for r in the interior of
suppV•\{0} and E0 = V0(0) < V1(0). Moreover, V0 verifies (H2). The constant a > 0 is chosen
sufficiently large such that suppV0(r)∩ suppV1(r− a) = ∅. Eventually, ψ(θ) ∈ C∞0 ([−θ1, θ1])
is equal to 1 for |θ| ≤ θ0 and θψ′(θ) < 0 for θ0 < |θ| < θ1 for some 0 ≤ θ0 < θ1 ≤ π. The
setting is illustrated in Figure 8.
If θ1 < π/4, it can be checked that the conditions (H1)–(H4) and (H6) are all satisfied
and that H∞ = H±∞tang = [−θ0, θ0]. On the contrary, (H4) is clearly not verified for θ0 ≥ π/4.
Moreover, using the notations of Remark 3.7, we have
M0 = 1 and J0(τ) = e−
πτ
2λ ln tan
(
θ0 +
π
4
)
.
Thus, Theorem 3.8 provides an explicit resonance free zone in this example. Note also that
g− · g+ > 0 for all g± ∈ H±∞tang. The non-trapping potential V1(r− a)ψ(θ) has been considered
for the Helmholtz equation by Castella and Klak in [22, Section 1.3].
Remark 3.10. i) Since the kernel of T0(τ) is bounded from below by a positive constant,
A0 vanishes at some point if and only if mesSn−1(H−∞tang) = 0. In this case, A0 vanishes on the
whole real axis and the previous theorem must be read as follows: For all C > 0, P has no
resonance in the set
[E0 − Ch,E0 + Ch] + i
[
− C h| ln h| ,
h
| lnh|
]
,
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Figure 9. The obstacles of Example 3.11 and the corresponding homoclinic sets.
for h small enough. Moreover, the truncated resolvent of P satisfies a polynomial estimate in
this set. Note that the Lebesgue measure of H−∞tang is zero, in particular, when H is the union
of an at most countable number of Hamiltonian curves in dimension n ≥ 2. Example 3.11
provides an instance of such situation.
ii) On the contrary, the statement of the above theorem is empty in the region where
A0((Re z − E0)/h) ≥ 1. Section 4.3 (C) provides an example of such a situation. Remark
moreover that, in this example, the resonances have exponentially small imaginary part.
Thus, the assumptions of Theorem 3.8 are not enough to guarantee a resonance free zone of
size h| ln h|−1 in general.
Example 3.11. We construct here an example of operator P satisfying the assumptions
(H2)–(H4) and such that H = Htang is a countable set of homoclinic curves. It will not be
of the form (2.1), but, using Remark 2.1 and the propagation of singularities for boundary
value problems, one can hope to extend Theorem 3.8 to this case.
In dimension n = 2, let (r, θ) be the polar coordinates. First let V (r) be a smooth potential
as in Section B.3. We then consider
(3.10) P0 = −h2∆R2\O0 + V (r),
with Dirichlet condition at the boundary of the obstacle O0 which is a piece of a ring as
illustrated in Figure 9. As in Example 3.9, the homoclinic set at energy E0 consists of the
rays whose angle is in a certain sector. We now perturb O0 to obtain the required geometric
setting. Let O be the smooth non-trapping obstacle which coincides with O0 except that the
part of the boundary r = R0 is replaced by
r = R0 + F (θ),
where F ∈ C∞ is a well chosen function such that F (0) = 0 and F is a primitive of
(3.11) F ′(θ) =
(
sin
(1
θ
)
e−
1
θ2
)3
,
near 0 (see Figure 9). We then define
P = −h2∆R2\O + V (r).
Using Proposition B.12, one can prove that the trapped set of P at energy E0 verifies (H3)
and that the homoclinic set consists of the radial rays whose angle θ satisfies F ′(θ) = 0. Thus,
(3.11) implies that H is a countable set of homoclinic curves which accumulate only at θ = 0.
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In particular, mesSn−1(H±∞tang) = 0. Moreover, since F ′(θ) = 0 implies F ′′(θ) = 0, Λ− and Λ+
intersect transversally along each homoclinic curve. In other words, H = Htang.
As stated before, T0(τ)(ω, ω˜) is the modulus of the kernel of some “quantization operator”
T (τ) defined in (5.2). Under some additional assumptions, it is possible to use this operator,
to obtain sharp resonance free zones and even the asymptotic of the resonances in any vicinity
of size h| lnh|−1 of the real axis. This is done in Section 5.
Remark 3.12. Under the assumptions of Theorem 3.8, there is no hope to have in general
a resonance free zone of order greater than h| ln h|−1. Indeed, Section 4.3 (B) provides an
operator, satisfying the required hypotheses, which has resonances with imaginary part of
order h| ln h|−1. Moreover, using the computation of A0 made in (4.45), Theorem 3.8 shows
that this operator has no resonance z with(
− λ ln 2
2
+ δ
) h
| ln h| ≤ Im z ≤ 0,
and Re z = E0 + o(h) for any δ > 0. Otherwise, from (4.40), the resonances z in the set
B(E0, o(h)) satisfy
Im z = −λ ln 2
2
h
| lnh| + o
( h
| lnh|
)
.
Thus, the resonance free zone given by our result is sharp in this case.
As in Corollary 3.3, the behavior of the norm of the truncated resolvent can be specified
near the real axis.
Corollary 3.13. Assume that P has no resonance in
[a(h), b(h)] + i
[
− c h| ln h| ,
h
| lnh|
]
+B
(
0, d
h
| ln h|
)
,
with a(h) < b(h), c, d > 0 and that the norm of χ(P − z)−1χ satisfies a polynomial estimate
in this set. Then, there exists N > 0 such that
∀z ∈ [a(h), b(h)] + i
[
− c h| lnh| ,
h
| lnh|
]
,
∥∥χ(P − z)−1χ∥∥ . | lnh|2
h
eN | Im z|| lnh|
2/h,
for h small enough.
4. Asymptotic of the resonances generated by a finite number of homoclinic
trajectories
In this part, we give the precise localization of the resonances in the most natural case
where the homoclinic set consists in a finite number of trajectories. First, we state the main
results in Section 4.1. Their proofs can be found in Section 11. The rest of Section 4 is
devoted to the description of particular phenomena, additional results and examples. The
corresponding proofs are given in Section 12.
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4.1. Main results.
In addition to the assumptions of Section 2, we suppose that
(H7) The homoclinic set H consists of a finite number of trajectories on which Λ− and Λ+
intersect transversally.
Here, transversally means that Tρ(Λ− ∩ Λ+) = TρΛ− ∩ TρΛ+ (which coincides with RHp(ρ))
for all ρ ∈ H. Remark that the transversality of the intersection implies that the number of
homoclinic trajectories is finite. We denote by γk, k = 1, . . . ,K, these Hamiltonian curves.
To each of them, we associate its action
(4.1) Ak =
∫
γk
ξ · dx,
and the Maslov index νk of Λ+ along γk. Note that these two quantities are well-defined
(and finite) thanks to [4, Proposition C.1]. We also set the notations for the asymptotic
directions of γk. Let γk(t) = (xk(t), ξk(t)) be a parametrization of the Hamiltonian trajectory
γk. Following (2.8), the vectors g
k
± ∈ Rn are defined by
(4.2) xk(t) = g
k
±e
±λ1t + o
(
e±λ1t
)
,
as t → ∓∞. Eventually, we define the asymptotic Maslov determinants associated to these
curves. Let γk(t, y) = (xk(t, y), ξk(t, y)) : R×Rn−1 −→ T ∗Rn, defined from a neighborhood of
R× {0} to a neighborhood of γk, be a smooth parametrization of Λ+ by Hamiltonian curves
such that γk(t, 0) = γk(t). Then, the limits
(4.3)
M+k = lims→−∞
√∣∣∣ det ∂xk(t, y)
∂(t, y)
|t=s, y=0
∣∣∣e−s∑j λj/2,
M−k = lims→+∞
√∣∣∣ det ∂xk(t, y)
∂(t, y)
|t=s, y=0
∣∣∣e−s(∑j λj−2λ1)/2,
exist and belong to ]0,+∞[ (see [4, 9]). Remark that the present setting enters the framework
of Theorem 3.2 when the dimension is greater than 1.
As we will see below, the asymptotic of the resonances is governed by the K ×K matrix
Q whose entries are given by
(4.4) Qk,ℓ(z, h) = eiAk/hΓ
(
S(z, h)/λ1
)√λ1
2π
M+k
M−k
e−
π
2
(νk+
1
2
)i
∣∣gℓ−∣∣(iλ1gk+ · gℓ−)−S(z,h)/λ1 ,
with the convention (ia)b = |a|beiπ2 sgn(a)b for a ∈ R, b ∈ C and
(4.5) S(z, h) =
n∑
j=1
λj
2
− iz −E0
h
.
It is important to note that Q(z, h) can be written as
(4.6) Q(z, h) = Q˜(ρ, σ) =
K∑
k=1
ρkQ˜k(σ),
where ρ = (ρ1, . . . , ρK) ∈ CK and ρk = eiAk/h ∈ S1 is periodic with respect to h−1. The
matrix Q˜k is independent of h and depends meromorphically on z only through the rescaled
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spectral parameter
(4.7) σ =
z − E0
h
,
which will belong to some compact subset of C. Note that all the coefficients of the matrix
Q˜k are zero except those on the k-th line.
Remark 4.1. i) The quantitiesM±• and g•± may depend on the choice of the parametrization
of the curves γ•, but we prove in Section 12 that the eigenvalues (as well as their multiplicities)
of the matrix Q are independent of this choice.
ii) The matrix Q is not defined when the scalar product between incoming and outgoing
directions vanishes. This justifies (H4) and shows that this hypothesis is not technical. For
some related results (concerning the scattering amplitude) where (H4) is not supposed to
hold, we send the reader to [4].
iii) We could also have written the matrix Q as the operators T0,T in Section 3.2 and
Section 5, using the time delay T and geometric quantities which measure the amplification
(of a WKB solution for example) along the curves γ•. We did not in order to avoid the
introduction of some definitions which are useless for a finite number of curves.
We have defined all the quantities we need to give the approximate quantization rule for
resonances.
Definition 4.2 (Quantization rule). We say that z is a pseudo-resonance when
1 ∈ sp (hS(z,h)/λ1−1/2Q(z, h)).
The set of pseudo-resonances is denoted by Res0(P ).
Let us first describe the asymptotic of the pseudo-resonances. From the previous definition,
the spectrum of Q(z, h) plays a central role in this question. Thus, let µ1(τ, h), . . . , µK(τ, h)
denote, for τ ∈ R, the eigenvalues of
(4.8) Q̂(τ, h) := Q
(
E0 + hτ − ih
n∑
j=2
λj
2
, h
)
= Q˜
(
ρ, τ − i
n∑
j=2
λj
2
)
.
Since [−C,C]×]0, 1] ∋ (τ, h) 7→ Q̂(τ, h) is analytic, the perturbation theory in finite dimen-
sional spaces (see Chapter II of Kato [64]) ensures that, with an appropriate labeling of the
eigenvalues, (τ, h) 7→ µk(τ, h) are continuous and that, for h fixed, τ 7→ µk(τ, h) are analytic
functions with only algebraic singularities at some exceptional points. The pseudo-resonances
satisfy the following property.
Proposition 4.3 (Asymptotic of the pseudo-resonances). Assume (H1)–(H4), (H7). Let
C > 0 and let δ(h) be a function which goes to 0 as h→ 0. Then, uniformly for τ ∈ [−C,C],
the pseudo-resonances z in
(4.9) E0 + [−Ch,Ch] + i
[
−
n∑
j=2
λj
2
h− C h| lnh| , h
]
,
with Re z ∈ E0 + τh+ hδ(h)[−1, 1] satisfy
(4.10) z = zq,k(τ) + o
( h
| ln h|
)
,
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Figure 10. Two scale asymptotic of resonances of Theorem 4.5.
with
(4.11) zq,k(τ) = E0 + 2qπλ1
h
| ln h| − ih
n∑
j=2
λj
2
+ i ln(µk(τ, h))λ1
h
| ln h| ,
for some q ∈ Z and k ∈ {1, . . . ,K}. On the other hand, for each τ ∈ [−C,C], q ∈ Z and
k ∈ {1, . . . ,K} such that zq,k(τ) belongs to (4.9) with a real part lying in E0+τh+hδ(h)[−1, 1],
there exists a pseudo-resonance z satisfying (4.10) uniformly with respect to q, k, τ .
We do not need to specify the determination of the logarithm of µk(τ, h) in (4.11), since a
change of determination is balanced by a change of q ∈ Z. Note also that zq,k(τ) is in (4.9)
only for eigenvalues µk(τ, h) outside a vicinity of 0.
To compare the set of resonances and the set of pseudo-resonances, we will use the following
definition. Its flexibility avoids the problems which may occur at the boundary of the domain
of study.
Definition 4.4. Let A,B,C be subsets of C and ε ≥ 0. We say that
dist(A,B) ≤ ε in C,
if and only if
∀a ∈ A ∩ C, ∃b ∈ B, |a− b| ≤ ε,
and ∀b ∈ B ∩ C, ∃a ∈ A, |a− b| ≤ ε.
For a finite number of homoclinic trajectories, our main result is the following.
Theorem 4.5 (Asymptotic of resonances). Assume (H1)–(H4), (H7) and let C, δ > 0. In the
domain
(4.12) E0 + [−Ch,Ch] + i
[
−
n∑
j=2
λj
2
h− C h| ln h| , h
]
\ (Γ(h) +B(0, δh)),
we have
dist
(
Res(P ),Res0(P )
)
= o
( h
| lnh|
)
,
as h goes to 0. Moreover, for all χ ∈ C∞0 (Rn), there exists M > 0 such that∥∥χ(P − z)−1χ∥∥ . h−M ,
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uniformly for h small enough and z ∈ (4.12) with dist(z,Res0(P )) ≥ δh| ln h|−1.
The result above describes the semiclassical behavior of the resonances as a set. It shows
that the resonances are close to the pseudo-resonances and that there exists at least one
resonance near any pseudo-resonance. But it does not give the number of resonances that
are close to each pseudo-resonance, neither it specifies the multiplicity of these resonances.
This is not necessarily due to our general strategy (see Section 1.2) but is more likely a
consequence of the fact that only homogeneous Cauchy problem can be treated in Theorem
A.2. Nevertheless, it is possible to give a lower bound on the number of resonances close to
a pseudo-resonance by its multiplicity. More precisely,
Proposition 4.6 (Lower bound on the multiplicity). In the setting of Theorem 4.5, let s > 0
be small enough. Then, for any pseudo-resonance z in (4.12), we have
card
(
Res(P )∩B
(
z, 2s
h
| ln h|
))
≥ card
{
(q, k) ∈ Z×{1, . . . ,K}; zq,k(Re σ) ∈ B
(
z, s
h
| lnh|
)}
,
where σ and zq,k(·) are given by (4.7) and (4.11) respectively. In the previous expression, the
resonances are counted with their multiplicity.
4.2. Remarkable phenomena.
From the previous results, we deduce four important properties of the resonances generated
by homoclinic trajectories: they accumulate on curves, these curves vibrate with h, their large
behavior illustrates the transition of the trapping at the critical energy and they are stable
by small perturbations of the set of homoclinic trajectories.
4.2.1. Accumulation on curves. First, we show that the resonances generated by homoclinic
trajectories concentrate on curves. More precisely, Proposition 4.3 and Theorem 4.5 imply
Remark 4.7 (Two scale asymptotic). The resonances satisfy a two scale asymptotic in this
homoclinic setting. This phenomenon is illustrated in Figure 10.
At the macroscopic scale h, the resonances accumulate on the curves
(4.13) Imσ = −
n∑
j=2
λj
2
+ ln
(|µk(Reσ, h)|) λ1| lnh| ,
where k ∈ {1, . . . ,K} and
(4.14) σ =
z − E0
h
,
with Reσ ∈ [−C,C], is the associated rescaled spectral parameter. For h fixed, these curves
are continuous and analytic outside of their crossings. Note that this scale is the typical gap
between two resonances generated by a periodic trajectory of hyperbolic type (see Ge´rard
and Sjo¨strand [45]) and corresponds to an interval of size 1 in the non-semiclassical setting
(see Ikawa [61]).
However, at the microscopic scale h| ln h|−1 (at a matter of fact, any o(h) scale would give
the same picture), these accumulation curves become horizontal lines on which the packets
of resonances (see the discussion above Proposition 4.6) are regularly distributed and spaced
out by
2πλ1
h
| lnh| + o
( h
| lnh|
)
.
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−∑nj=2 λj2 h+ C0 h| lnh|
Figure 11. The accumulation curve generated by one homoclinic trajectory.
Nevertheless, some of this lines sometimes coincide and the distance between two consecutive
packets of resonances can be different (see Example 4.11).
The results of the previous section imply that there are at most K accumulation curves in
the set (4.9). In general, the number of these curves can be smaller since some of the µk may
vanish (see Section 4.4.2). It can even happen that the set of pseudo-resonances in (4.9) is
empty (see Example 4.23 (B)).
Note that two accumulation curves cross if and only if the modulus (and not the value) of
the corresponding eigenvalues of Q coincide. Thus, these curves tend to be more regular (i.e.
analytic with respect to τ, h) at their crossings than one may think.
We now apply our results to the simplest possible case: when H consists of a single trajec-
tory. More precisely, we replace (H7) in this discussion by
(H8) The homoclinic set H consists of a unique trajectory γ on which Λ− and Λ+ intersect
transversally.
Example 3.5 provides operators satisfying (H1)–(H4) and (H8). Under the assumption (H8),
we remove the subscript k = 1 which was used to indicate the number of the trajectory. Note
that the matrix Q is just a scalar in this case. Moreover, for Schro¨dinger operators, the usual
symmetry of the Hamiltonian trajectories (x(t), ξ(t)) 7−→ (x(−t),−ξ(−t)) and the uniqueness
of the homoclinic trajectory imply that g− and g+ are the same up to some positive constant.
From Proposition 4.3, we then deduce that
(4.15) zq(τ) = E0 − Aλ1| lnh| + 2qπλ1
h
| ln h| − ih
n∑
j=2
λj
2
+ i ln(µ(τ))λ1
h
| lnh| ,
with q ∈ Z and
(4.16) µ(τ) = Γ
(1
2
− i τ
λ1
)√λ1
2π
M+
M− e
−π
2
(ν+1)i|g−|
(
λ1|g+||g−|
)− 1
2
+i τ
λ1 e
− πτ
2λ1 .
Combining with Theorem 4.5, we deduce the localization of resonances under (H8). In par-
ticular, there is a unique accumulation curve in the sense of Remark 4.7. Using the formula
(4.17) ∀y ∈ R,
∣∣∣Γ(1
2
+ iy
)∣∣∣2 = π
cosh(πy)
,
(see [2, (6.1.30)]), the asymptotic behavior of this curve for large Reσ is as follows.
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(0, 0)
Hp−1(1)
Figure 12. The energy level p = 1 in Example 4.9.
Corollary 4.8. Under (H1)–(H4) and (H8), the accumulation curve given by (4.13) verifies
Imσ = −
n∑
j=2
λj
2
+
C0
| ln h| −
λ1
2| ln h| ln
(
e
2π
λ1
Reσ
+ 1
)
= −
n∑
j=2
λj
2
+
1
| ln h|
C0 +O
(
e
− 2π
λ1
|Reσ|)
as Reσ → −∞,
− πReσ + C0 +O
(
e
− 2π
λ1
|Reσ|)
as Reσ → +∞,
(4.18)
with the constant
(4.19) C0 = λ1 ln
(M+
M−
√
|g−|
|g+|
)
.
This result is summarized in Figure 11. From a formal point of view, the asymptotic of the
resonances obtained here can be understood as the combination of (1.1) and (4.39) at least
for potentials of product type as in Example 3.5. Indeed, the operator has a homoclinic orbit
on the x1-axis as in Section 4.3 (B), whereas it has a barrier-top in the other directions. The
difference is that C0 vanishes in dimension one and not necessarily in higher dimensions.
From (4.18), the unique accumulation curve is independent of h. Thus, the asymptotic of
the resonances is frozen at the macroscopic scale. The situation is different at the microscopic
scale. For τ fixed, (4.15) shows that the zq(τ)’s with real part close to E0 + τh verify
| lnh|
h
(
zq(τ)−
(
E0 + τh− ih
n∑
j=2
λj
2
))
= −Aλ1h−1 + 2qπλ1 − τ | lnh|+ i ln(µ(τ))λ1.
Hence, the resonances seem to “march past” from the right to the left as h goes to 0. This
phenomenon is an example of microscopic dynamic on the accumulations curves.
If we relax the assumption that P is a Schro¨dinger operator, it is possible to construct
pseudodifferential operators satisfying assumptions similar (as explained in Remark 2.1) to
(H1)–(H4) and (H8) and for which g− · g+ < 0. In this case, Reσ is replaced by −Reσ in
Corollary 4.8. This geometric setting can not occur for a Schro¨dinger operator −h2∆+ V (x)
since g−/|g−| = g+/|g+| in that case. This last property follows from the usual symmetry
of the Hamiltonian curves (x(t), ξ(t)) 7−→ (x(−t),−ξ(−t)) which holds for the Schro¨dinger
operators (and more generally if the symbol p(x, ξ) of P is even with respect to ξ). We now
give an example of such an operator.
Example 4.9. In dimension n = 1, we set
P = −h2∆+ χ(x)Op(V (x, ξ))χ(x),
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where
V (x, ξ) = e−x
2(
1− ξ2(ξ + 1/2))e−ξ4/5 ∈ S(1),
and χ ∈ C∞0 (R; [0, 1]) satisfies χ = 1 on a sufficiently large neighborhood of 0. The pseudo-
differential operator P does not satisfy the assumptions of the paper (it is not even of the
form (2.1)). Nevertheless, the results can be adapted to the present operator. In particular,
since the cut-off function χ guaranties that the perturbation is compactly supported, the
resonances of P can be defined using the abstract theory of resonances for operators of “black
box” type developed by Sjo¨strand and Zworski [87].
From the semiclassical pseudodifferential calculus, we have
P = Op(p(x, ξ)) + Ψ(h2),
where p(x, ξ) = ξ2(x)+χ2V (x, ξ). The energy level p = 1 is described in Figure 12. Moreover,
near (0, 0), we have
p(x, ξ) = 1 + ξ2/2− x2 +O((x, ξ)3).
Thus, (0, 0) is a hyperbolic fixed point. One can see in Figure 12 that the trapped set at
energy E0 = 1 satisfies (H3). Furthermore, (H4) and (H8) are automatically satisfied in
dimension n = 1, as explained in Section 4.3 (B). Nevertheless, g± ∈ R \ {0} have opposite
sign and so g− ·g+ < 0. Then, the accumulation curve of resonances is described by Corollary
4.8 with Reσ replaced by −Reσ. In this case, one can show that C0 = 0 which illustrates
the conservation of energy along H (as always for self-adjoint situations in dimension n = 1).
Eventually, we discuss the resonance free regions of Section 3 for this example. Using the
notation S0 = {−1, 1}, we have H−∞tang = {−1}, H+∞tang = {+1} and
(4.20) A0(τ) = e
π
2
τ
λ1√
2 cosh(πτ/λ1)
,
which can be compared with (4.45). In particular, (H6) holds true but not (H5), as always
for n = 1. Then, as in Section 4.3 (B), Theorem 3.8 (but not Theorem 3.2) can be apply to
give the resonance free zone
(4.21) Imσ ≥ −λ1
2
ln
(
e
− 2π
λ1
Reσ
+ 1
) 1
| lnh| + δ
1
| ln h| ,
below any interval Reσ ∈ [−C,C] with C > 0. Comparing with Corollary 4.8, we notice
that this example provides another situation where the resonance free zone of Theorem 3.8 is
optimal.
4.2.2. Vibration phenomena. Coming back to the general assumptions of Theorem 4.5, Propo-
sition 4.3 also shows that the accumulation curves of Remark 4.7 oscillate as h goes to 0. This
follows from the quasi-periodicity of h−1 7−→ Q̂(τ, h). More precisely,
Remark 4.10 (Vibration of the accumulation curves). The second main property verified by
the resonances is that the curves on which they accumulate (see Remark 4.7) depend on h.
Here, we do not refer to the factor | lnh|−1 in (4.13), but to the fact that even the shape of
these curves changes with h. Indeed the µk(τ, h)’s, the eigenvalues of Q̂(τ, h), may depend on
h. Formula (4.6) shows that this dependence only comes from the actions ρk = e
iAk/h. From
usual perturbation theory (see Chapter II.5.7 of [64] for instance), the accumulation curves
are continuous with respect to h and analytic outside of the crossings but can have rather
complicated singularities.
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Figure 13. The geometry of the potential V and the vibration of the accu-
mulation curves in Example 4.11.
If all the actions are equal, one can factor Q̂(τ, h) by eiA1/h = · · · = eiAK/h, so that
µk(τ, h) = e
iA1/he−iA1µk(τ, 1). Since only the modulus of the µk(τ, h)’s appears in (4.13), the
accumulation curves do not depend on h in this case. Of course, this assumption is satisfied
when H consists of an a single trajectory. In this particular setting, one can verify from
Corollary 4.8 that the unique accumulation curve does not move with h.
Assume now that the actions take exactly two different values, denoted A1 and A2. As
before, we can factor out Q̂(τ, h) by eiA1/h. Then the relevant matrix, as well as the |µk(τ, h)|,
depend on h through the quantity ei(A2−A1)/h. Thus, the accumulation curves are periodic as
functions of h−1 with period 2π|A2−A1|−1. Example 4.11 below provides an operator which
satisfies this condition.
Eventually, if there exist at least three actions Ak which are Z-independent, the accumu-
lation curves are no longer periodic with respect to h−1 but are smooth (at least continuous)
functions of ei(A2−A1)/h, . . . , ei(AK−A1)/h. This is the vibration phenomenon.
We now construct an example of operator for which the vibration phenomenon described
above occurs. It is a Schro¨dinger operator with two homoclinic trajectories with opposite
asymptotic directions.
Example 4.11. In dimension n = 2, we consider
V (x) = V0(x) + V1(x− x1) + V2(x− x2),
where V0 is as in Section B.3. For k = 1, 2, the potential Vk ∈ C∞0 (R2) is a radial function
satisfying x · ∇Vk(x) < 0 for x in the interior of suppVk \ {0} and E0 < Vk(0). One can
take V1 = V2. Eventually, the vectors xk ∈ R2 are chosen in such way that their norm is
sufficiently large and such that the angle (x1, x2) is close enough to π. The geometric setting
as well as the asymptotic of resonances are illustrated in Figure 13.
For this operator, the assumptions (H1)–(H3) are satisfied, λ1 = λ2 =: λ and the homoclinic
set H is the union of two radial curves γk whose base space projection is included in R+xk
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for k = 1, 2. To determine the trapped set, we remark that no Hamiltonian curve coming
from one of the “barriers” (say the support of V1(x− x1)) can touch the other “barrier” (the
support of V2(x−x2)). Since gk± is collinear to xk and x1 ·x2 6= 0, (H4) holds true. Moreover,
one can verify (H7) as in Example 3.5.
Then, we can apply Theorem 4.5 to obtain the asymptotic of the resonances. More precisely,
the operator Q is a 2×2 matrix in this case. We now use that the two eigenvalues of a general
2× 2 matrix
(4.22)
(
a b
c d
)
,
are given by
(4.23)
a+ d±√a2 − 2ad+ d2 + 4bc
2
.
Combining with the explicit form of Q defined in (4.4), we deduce the explicit form of the
leading term (4.11) of the pseudo-resonances as well as the accumulation curves (4.13). In
particular, we observe that these accumulation curves are periodic with respect to h−1. Fur-
thermore, the zq,k(τ)’s satisfy the asymptotic
(4.24) zq,k(τ) = E0 − Akλ| lnh| − i
λ
2
h+
(
2qπλ+ i ln(µk(τ))λ+O(τ−1)
) h
| lnh| ,
as τ → −∞ with
(4.25) µk(τ) = Γ
(1
2
− i τ
λ
)√ λ
2π
M+k
M−k
e−
π
2
(νk+1)i|gk−|
(
λ|gk+||gk−|
)− 1
2
+i τ
λ e−
πτ
2λ .
On the contrary, we have
(4.26)

zq,1(τ) = E0 − (A1 +A2)λ
2| ln h| − i
λ
2
h+
(
2qπλ+ i ln(µ1̂2(τ))λ+O(τ−1)
) h
| lnh| ,
zq,2(τ) = zq,1(τ) +
(
πλ+O(τ−1)) h| ln h| ,
as τ → +∞ with
µ1̂2(τ) = Γ
(1
2
− i τ
λ
)√ λ
2π
√
M+1M+2
M−1M−2
e−
π
4
(ν1+ν2)i
√
|g1−||g2−|
(
λ
√
|g1− · g2+||g2− · g1+|
)− 1
2
+i τ
λ
e
πτ
2λ .
Since (4.15) and (4.24) have the same behavior, we deduce that, in the limit τ goes to −∞,
the distribution of resonances is similar to the superposition of the resonances generated by
the two trajectories γk separately. On the contrary, as τ goes to +∞, the resonances seem to
be generated by a unique trajectory (as in Example 4.9) which could be some recombination
of the γk’s, except that the packets of resonances are now spaced by πλh| ln h|−1.
Moreover, mimicking Corollary 4.8, we deduce from (4.17), (4.24) and (4.26) that the two
accumulation curves (in the sense of Remark 4.7) verify
(4.27) Imσ = −λ
2
+
1
| lnh|
{
Ck +O
(|Reσ|−1) as Re σ → −∞,
C1̂2 +O
(|Reσ|−1) as Re σ → +∞,
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Figure 14. The microscopic dynamic of the resonances in the symmetric case.
with the constants
(4.28) Ck = λ ln
(M+k
M−k
√
|gk−|
|gk+|
)
and C1̂2 =
C1 + C2
2
+
λ
2
∣∣ ln | cos(x1, x2)|∣∣.
Note that we always have C1̂2 ≥ (C1 +C2)/2. It means that the (unique) right asymptote of
the accumulation curves is above the middle of the two left asymptotes (see Figure 13).
Moreover, if the two barriers are symmetric (i.e. V1 = V2 and x1 = −x2), a direct calculus
shows that the two accumulation curves coincide and satisfy
(4.29) Imσ = −λ
2
+
C0
| ln h| ,
where C0 := C1 = C2 = C1̂2 is given by (4.28). Thus, the asymptotic of the resonances is
particularly basic at the macroscopic scale. On the other hand, the asymptotic of the zq,k(τ)
stated above give in this symmetric case
zq,1(τ) = zq,2(τ) +
h
| lnh|
{
O(τ−1) as τ → −∞,
πλ+O(τ−1) as τ → +∞.
Then, for τ ≪ −1, the packets of resonances (see Remark 4.7) have multiplicity at least
2 from Proposition 4.6 and are spaced out by 2πλh| ln h|−1. On the contrary, for τ ≫ 1,
the packets of resonances have multiplicity at least 1 and are spaced out by πλh| ln h|−1.
Thus, the microscopic distribution of the resonances changes along the accumulation curves.
We call this phenomenon the dynamic on the accumulations curves. Such properties have
already been observed by Colin de Verdie`re and Parisse [25] for the eigenvalues in the presence
of a degenerated double-well potential in dimension n = 1. Finally, note that the trapped
set consists of two (resp. one) hyperbolic periodic trajectories for the energies below (resp.
above) E0.
4.2.3. Transition phenomena. The conclusions of Theorem 4.5 hold true for Re z ∈ [E0 −
Ch,E0+Ch] where C is any positive constant. Thus, it is natural to examine the asymptotic
of the accumulation curves given by (4.13) when Re σ goes to ±∞. In this manner, we can
hope to see the transition from the (non-)trapping situation below E0 to the (non-)trapping
situation above E0. Indeed, these two situations (as well as the homoclinic regime at energy
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E0) are completely different in general. This will be an illustration of the instability (which
occurs generally) of the homoclinic regime.
We first investigate the behavior of the accumulation curves above E0. From (H2), the
potential V (x) is a barrier of height E0 near x = 0. Thus, it can not stop the Hamiltonian
trajectories of energy higher than E0 and these trajectories can pass through the origin. In
other words, the transmission is favored in this case.
The simplest case for E > E0 is then when the transmission can not occur in H. Stated
another way, it means that gk+ · gℓ− > 0 for all k, ℓ ∈ {1, . . . ,K}. Since gk± is the asymptotic
directions of the base space projection of γk, we shall say that all the homoclinic trajectories
are “on the same side of 0” in this situation. Note that this is the case in Example 3.5,
Corollary 4.8, Example 4.14 and Section 4.3 (A). To explain the link between the hypothesis
g+ · g− > 0 and the fact the energies are non-trapped, we state a result on the classical
dynamic under an additional assumption. Its proof can be found in Section B.4.
Proposition 4.12. Assume (H1)–(H4), (H7), gk+ · gℓ− > 0 for all k, ℓ ∈ {1, . . . ,K} and
V (x) = E0−
∑
λ2jx
2
j/4 near 0. Then, there exists δ > 0 such that the energies in ]E0, E0+ δ]
are non-trapped.
On the other hand, if all the homoclinic trajectories are on the same side of 0, Theorem
4.5 together with (4.17) imply the following result on the distribution of resonances. This
resonance free region is the widest possible in view of (4.18).
Remark 4.13 (Transition to the non-trapping regime). Assume gk+ · gℓ− > 0 for all k, ℓ ∈
{1, . . . ,K}. Then, the accumulation curves given by (4.13) verify
(4.30) Imσ ≤ −
n∑
j=2
λj
2
− πReσ| lnh| +O
( 1
| ln h|
)
,
as Reσ → +∞.
Thus, the accumulation curves of resonances move away from the real axis. More precisely,
the resonance free zone increases linearly, with a universal rate, as Re σ goes to +∞. The
growth of this region is consistent with the localization of the resonances for the energies
higher than E0. Indeed, near non-trapped energies, the imaginary part of the resonances is
larger that h| ln h| from Martinez [71], whereas the imaginary part of the resonances provided
by Theorem 4.5 is of size h. Finally, note that the boundary of the region (4.30) coincides
with the curve B of [40, The´ore`me 0.1], outside of which there is no resonance in Example
6.9 in dimension n = 1.
If we now assume that all the trajectories are not on the same side of 0, the transmission
between incoming paths γℓ and outgoing paths γk such that g
k
+ ·gℓ− < 0 plays the central role.
Technically, it means that the main part of the coefficients of Q̂(τ, h) behaves like
(4.31)
∣∣∣Γ(1
2
− i τ
λ1
)(
iλ1g
k
+ · gℓ−
)− 1
2
+i τ
λ1
∣∣∣ ∼√ 2π
λ1|gk+ · gℓ−|
{
e
−πτ
λ1 if gk+ · gℓ− > 0,
1 if gk+ · gℓ− < 0,
as τ → +∞. Here, we have used again the formula (4.17). This implies that, for the
asymptotic behavior of the accumulation curves in the limit Re σ → +∞, one can neglect the
coefficients (k, ℓ) of Q̂ such that gk+ · gℓ− > 0.
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Thus, in (4.26) of Example 4.11, we have seen that the accumulation curves become hori-
zontal and coincide as Re σ → +∞. This is consistent with the localization of the resonances
for the energies higher than E0. Indeed, at least when x1 and x2 are collinear, one can verify
that the trapped set consists here of a hyperbolic periodic trajectory for the energies above
E0. For such a trapping, Ge´rard and Sjo¨strand [45] have proved that the resonances form a
lattice at distance h from the real axis. This explains that the first accumulation curves have
a horizontal asymptote as Reσ → +∞. That the two accumulation curves coincide could
be explained by the non-vanishing of the symbol of the resonant states on the curves γ• (see
(7.11)) which is typically a property that is true only for the first line of resonances generated
by hyperbolic trappings (see Theorem 4.1 iv) of [10] for barrier-top resonances).
We now investigate the behavior of the resonances below E0. Of course, the geometric
setting is opposite to the previous one. Indeed, for Hamiltonian trajectories of energy lower
than E0, the potential V (x) is an impassable barrier near x = 0. Thus, the reflexion is favored
in this case.
In particular, if the incoming directions and outgoing directions are always “on the opposite
side of 0” (i.e. gk+ · gℓ− < 0 for all k, ℓ ∈ {1, . . . ,K}), the accumulation curves of resonances
move away from the real axis as Re σ → −∞. More precisely, the conclusions of Remark 4.13
hold true with Reσ replaced by −Reσ. As explained before, the parity of the symbol p(x, ξ)
with respect to ξ for Schro¨dinger operators prevents the asymptotic directions from being
on the opposite side of 0, but in the setting of (1.1) where H = ∅. Nevertheless, Example
4.9 provides a pseudodifferential operator satisfying this hypothesis. Note eventually that the
energies below E0 are non-trapped in these examples. Again, the behavior of the accumulation
curves can be interpreted as a transition to a non-trapping situation.
If now some incoming directions and outgoing directions are on the same side of 0, we
expect a situation similar to the one of (4.31), mutatis mutandis. It means that the reflexion
between incoming paths γℓ and outgoing paths γk such that g
k
+ · gℓ− > 0 are dominant since
the main part of the coefficients of Q̂(τ, h) behaves like
(4.32)
∣∣∣Γ(1
2
− i τ
λ1
)(
iλ1g
k
+ · gℓ−
)− 1
2
+i τ
λ1
∣∣∣ ∼√ 2π
λ1|gk+ · gℓ−|
{
1 if gk+ · gℓ− > 0,
e
πτ
λ1 if gk+ · gℓ− < 0,
as τ → −∞.
The simplest situation with an incoming and an outgoing direction on the same side of
0 is given by Example 3.5 where H consists of a single trajectory. In this case, we have
proved in Corollary 4.8 that the accumulation curve of resonance has a horizontal asymptote
in the limit Re σ → −∞. Once more, this is in agreement with the nature of the trapped set
for energies below E0 which consists of a hyperbolic periodic trajectory. Indeed, as stated
before, Ge´rard and Sjo¨strand [45] have proved that the resonances have an imaginary part of
size h for such trappings. Formula (4.18) also shows that the accumulation curve reaches its
asymptotes exponentially fast.
In Example 4.11, the case of a unique trajectory on each side of 0 is considered. The asymp-
totic behavior as Re τ → −∞ of the resonances is given in (4.24) in this situation. Comparing
with (4.15), the set of resonances seems to be the union of the sets of resonances generated
by each homoclinic trajectory separately. This illustrates the fact that the potential is an
impassable barrier for energies below E0: the communication between the two trajectories is
impossible since they are on the opposite side of 0. Moreover, this phenomenon can also be
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Figure 15. The geometry of Example 4.14 and the accumulation curves in
the case of two symmetric trajectories.
explained by the structure of the trapped set for energies below E0. Indeed, it consists here
of two separated hyperbolic periodic trajectories.
Eventually, we discuss the transition phenomenon in an example of operator with several
homoclinic curves on the same side of 0.
Example 4.14. We construct here an example of operator P satisfying the hypotheses of
Theorem 4.5 with two or three trajectories on the same side of 0. As in Example 3.11, it will
not be of the form (2.1) but will enter in the setting of Remark 2.1.
In dimension n = 2, we consider the semiclassical operator
P = −h2∆R2\O + V (x),
with Dirichlet condition at the boundary of the obstacle O. Here, V (x) ∈ C∞0 (R2) is a
potential as in Section B.3 and O is a small non-trapping “croissant” far away from the origin
as illustrated in Figure 15. In particular, the hypotheses (H1) and (H2) are satisfied and
λ1 = λ2 =: λ.
On the other hand, Proposition B.12 implies that the trapped set of P at energy E0 satisfies
(H3) and that the base space projection of the homoclinic trajectories consists of the radial
rays which are normal to the boundary of O. Since O is small, (H4) holds true. Moreover,
(H7) is automatically satisfied if, for each point x ∈ ∂O ∩ πx(H), the curves ∂B(0, x) and
∂O have a contact of order 1. Thus, one can construct a situation with three homoclinic
trajectories on the same side of 0 as in Figure 15. It may be more tricky to provide an
example with only two homoclinic curves; but, as explained in Remark 2.1 ii), on can add
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a potential −ih| lnh|W (x) to P in order to “remove” a trajectory. Eventually, it should be
possible to replace O by a potential and to provide a Schro¨dinger version of this example.
Using (4.4), Proposition 4.4, Theorem 4.5 and (4.23), which gives the eigenvalues of a
generic 2 × 2 matrix, we immediately obtain the explicit form of the resonances when there
are two homoclinic trajectories. In particular, as stated in Remark 4.10, the accumulation
curves are periodic as function of h−1. Following the approach of Example 4.11, we will now
investigate the asymptotic of the accumulation curves in the limits Re σ → ±∞.
From (4.8), we can factor Q̂(τ, h) as
(4.33) Q̂(τ, h) = −i λ
i τ
λ√
2π
Γ
(1
2
− i τ
λ
)
e−
πτ
2λ Q˘(τ, h),
where the coefficients of the 2× 2 matrix Q˘(τ, h) are given by
Q˘k,ℓ(τ, h) = eiAk/h
M+k
M−k
e−iνk
π
2
∣∣gℓ−∣∣(gk+ · gℓ−)− 12+i τλ .
Recall that the accumulation curves only depend on the modulus of the eigenvalues of Q̂. As
in (4.31) and (4.32), the common factor satisfies
(4.34)
∣∣∣ λi τλ√
2π
Γ
(1
2
− i τ
λ
)
e−
πτ
2λ
∣∣∣ ∼ { e−πτλ as τ → −∞,
1 as τ → +∞.
For k = 1, 2, let µ˘k(τ, h) denote the eigenvalues of Q˘(τ, h). A direct computation shows that
|µ˘1(τ, h)||µ˘2(τ, h)| =
∣∣det Q˘(τ, h)∣∣ = M+1M+2M−1M−2
√
|g1−||g2−|
|g1+||g2+|
∣∣1− cos(x1, x2)−1+i 2τλ ∣∣ & 1,
since | cos(x1, x2)| < 1 (the two trajectories γ1 and γ2 are different). On the other hand, the
µ˘•(τ, h)’s are uniformly bounded since the matrix Q˘ is uniformly bounded. Combining these
estimates, there exists R > 1 such that
(4.35) R−1 ≤ |µ˘k(τ, h)| ≤ R,
for k = 1, 2, τ ∈ R and h ∈]0, 1].
From (4.13) and the relations (4.33) and (4.34), the two accumulation curves satisfy
Imσ = −λ
2
+
1
| lnh|
{
λ ln
(|µ˘k(Reσ, h)|) + o(1) as Re σ → −∞,
− πReσ + λ ln (|µ˘k(Re σ, h)|) + o(1) as Re σ → +∞,
where the logarithm of the modulus of the µ˘k’s is of order 1 from (4.35). Even if (4.23)
provides explicit formulas for the eigenvalues µ˘k, the expressions can be rather complicated.
Thus, we make an additional symmetry assumption in order to obtain simple formulas.
We assume further that the geometric quantities (A•, g
•
±, ν•, . . . ) are the same for the
two homoclinic trajectories. This can be achieved by taking O symmetric with respect to
x3 in Figure 15. In this case, we remove the subscript k (except for x1 and x2). Here, the
eigenvalues of Q˘ can easily be calculated and the asymptotic of the accumulation curves
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becomes
Imσ = −λ
2
+
1
| lnh|
C + λ ln
(∣∣1± cos(x1, x2)− 12+iReσλ ∣∣)+ o(1) as Re σ → −∞,
− πReσ + C + λ ln (∣∣1± cos(x1, x2)− 12+iReσλ ∣∣)+ o(1) as Re σ → +∞,
where, as in (4.19) or (4.28), the constant C is given by
C = λ ln
(M+
M−
√
|g−|
|g+|
)
.
Since all the trajectories are on the same side of 0, we observe again a transition to non-
trapping energies as Reσ → +∞. But we see here that the accumulation curves generally
do not have asymptote in the setting of Remark 4.13. On the contrary, as Re σ → −∞, the
accumulation curves do not escape to infinity neither tend to 0. Moreover, in the symmetric
case, these curves are (asymptotically) periodic with respect to Re σ. In some sense, every-
thing happens as if the two homoclinic trajectories form a stable system of interactions. Once
more, this example proves that the accumulation curves generally do not have asymptote as
Reσ → −∞.
One can also consider the case of three homoclinic trajectories. Using Cardano’s formula,
one can again give explicit expressions for the pseudo-resonances which are of course more
complicated. Nevertheless, one can verify that the accumulation curves satisfy similar prop-
erties.
Until now, we only have considered the transition phenomena at the macroscopic scale.
But such phenomena occur also at the microscopic scale. For instance, we have already
pointed out the dynamic of the resonances on the accumulation curves at the end of Example
4.11. Nevertheless, some transition properties do not occur in the intervals of size h. For
example, the space between packets of resonances under the assumption (H8) is always less
than 2πλ1h| ln h|−1 in the limit τ → +∞ (see (4.15)). On the other hand, the space between
resonances associated to hyperbolic trappings is of order h (see [45]). Thus, we do not observe
the expected increase in the size of the gaps which means that this transition does not hold in
intervals like [E0 − Ch,E0 + Ch]. This is not surprising since the eigenvalues for homoclinic
orbits in dimension n = 1 satisfy similar properties (see Lable´e [66]).
4.2.4. Stability phenomena. As we have seen in the previous part, the resonances are very
sensitive to the energy. Their imaginary part can change radically between E0 and E0 + ε.
In this sense, the resonances are unstable. Nevertheless, we will show that they are stable in
the class of homoclinic trapped set.
More precisely, let P0 be an operator satisfying (H1)–(H4), (H7). It will be our reference
operator. We denote by H0 = γ1 ∪ · · · ∪ γK0 the homoclinic set of P0. We now consider
another operator P satisfying also (H1)–(H4), (H7) and such that the symbol of P coincides
with the symbol of P0 in a neighborhood of H0. In particular, H0 ⊂ H = γ1 ∪ · · · ∪ γK
and the exceptional set Γ(h) is the same for P0 and P . This last operator can be seen as a
perturbation of P0. The following result shows that the resonances of P are close to those of
P0 if the perturbation (corresponding to the additional homoclinic trajectories γK0+1, . . . , γK)
is “small enough”. Section 12.1 collects the proofs of the results of this part.
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Figure 16. The stability of the resonances in Example 4.17.
Proposition 4.15 (Stability with respect to the trapped set). Let P0 be fixed as before and
let C, δ > 0 be any given positive numbers. There exists ε > 0 such that, if P is of the
previous form with
(4.36) max
k∈{K0+1,...,K}
M+k
M−k
√
|gk−|
|gk+|
≤ ε and min
k∈{K0+1,...,K}
ℓ∈{1,...,K}
∣∣ cos(gk+, gℓ−)∣∣ ≥ δ,
then, in the domain
E0 + [−Ch,Ch] + i
[
−
n∑
j=2
λj
2
h− C h| ln h| , h
]
\ (Γ(h) +B(0, δh)),
we have
(4.37) dist
(
Res(P ),Res(P0)
) ≤ δ h| ln h| ,
for h small enough.
Thus, the resonances of P near the real axis are close to those of P0. This phenomenon is
illustrated in Figure 16 for P0 and P as in Example 4.17. Note that the stability is not verified
below the line Im z = −h∑nj=2 λj/2−Ch| lnh|−1. This is natural since the resonances (just)
below this line are given by the logarithm of the small eigenvalues of Q which is unstable.
Note that the condition (4.36) is independent of the parametrization of the curves γ• (see the
proof of Remark 4.1 i)).
Remark 4.16. Proposition 4.15 still holds true if we do not assume that P coincides with
P0 microlocally near H0 but suppose that the first K0 homoclinic trajectories of P are “suf-
ficiently close” to the ones of P0. In particular, the classical action (4.1) for P0 and P must
be the same along these trajectories.
Example 4.17. We go back to Example 4.11. Consider
P0 = −h2∆+ V0(x) + V1(x− x1) and P = P0 + V2(x− x2),
where the potentials V• are as in Example 4.11. These operators satisfy (H1)–(H4) and (H7).
Moreover, H0 = γ1 and H = γ1 ∪ γ2. Since H0 consists of a unique trajectory, the asymptotic
of the resonances of P0 is given below Remark 4.7. On the other hand, Example 4.11 provides
the resonances of P .
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Figure 17. The accumulations curves of Remark 4.18.
We now explain how to construct V2 such that (4.36) holds true. The first idea is to consider
a well-chosen family of potentials V2 such that {V2(x) = E0} “goes to {0}”. This can be done
by taking V2(x) = (1 + ε)V˜2(x) where V˜2 is a non-degenerate bump of height V˜2(0) = E0.
In this case, one can prove that (4.36) is satisfied. This can be more easily done replacing
V2(x−x2) by a small obstacle contracting to x2 (one can take B(x2, ε) for instance). Another
approach is to add to P an absorbing potential ihW (x) supported on πx(γ2) in order to
“weaken the contribution” of γ2 (see Remark 2.1 ii)). Figure 16 summarizes the distribution
of resonances when (4.36) is verified.
In Proposition 4.15, the trapped set at energy E0 of P contains that of P0. In other words,
P is “more geometrically trapping” than P0. By Bohr’s correspondence principle, it is natural
to think that P will be “more quantum trapping” than P0, namely that the resonances will
be closer to the real axis. This definition of quantum trapping is justified for instance by
the resonance expansion of the propagator (see e.g. Lax and Phillips [69, Theorem III.5.4]).
Nevertheless, this intuition lead by the correspondence principle is inexact.
Remark 4.18 (More geometric trapping does not always imply more quantum trapping).
Let P0 be as in Example 4.17. For all δ > 0, there exist a < b, ν > 0, a perturbation P of P0
with K > K0 and a sequence of positive numbers h which converges to 0 such that P0 and P
satisfy the assumptions of Proposition 4.15 and
max
{
Im z; z ∈ Res(P ) with Re z ∈ E0 + [ah, bh]
}
< max
{
Im z; z ∈ Res(P0) with Re z ∈ E0 + [ah, bh]
} − ν h| lnh| ,
for h in this sequence (see Figure 17).
This property is the consequence of the vibration phenomena. Due to the presence of the
action factor eiAk/h in the expression of Q, the additional homoclinic trajectories H \ H0
increase or decrease (depending on h) the imaginary part of the resonances. Thus, in other
situations, more geometric trapping gives more quantum trapping (see e.g. (4.60)). More
generally, these phenomena show that the nature of the trapped set (i.e. the geometric
setting) is not enough to characterize the distribution of resonances and that some quantities
(i.e. the dynamical setting) are needed.
Remark 4.18 is stated in the setting of small perturbations. But this result also holds true
for perturbation of size of the original trapping (see e.g. Example 4.23 (B)). In this case,
the gap between the resonance of P0 and P can be even larger (since the stability given by
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Figure 18. The three possible situations in dimension 1 with the correspond-
ing trapped sets and distributions of resonances.
Proposition 4.15 is not verified). Eventually, note that a and b can be chosen arbitrarily in
Example 4.23 (B).
4.3. The one dimensional situation.
In this part, we apply the results obtained previously in Section 3 and Section 4 in dimension
n = 1. In this case, there exist only three possible geometric settings (modulo symmetries)
whose trapped set consists of homoclinic curves (i.e. that satisfy the assumptions (H1)–(H3)).
They are illustrated in Figure 18.
In case (A), the trapped set at energy E0 is reduced to the fixed point and then H = ∅. In
particular, the assumptions (H4) and (H7) are automatically satisfied and Theorem 4.5 can
be applied. As there is no homoclinic trajectory, Q is the trivial operator on C0 = {0} and
Theorem 4.5 implies that P has no resonance and a polynomial estimate of its resolvent in
the set (4.12). This is in agreement with the computation of the resonances at the barrier-top
made by Briet, Combes and Duclos [14], Sjo¨strand [85] and the third author [79]. In any
domain of the form B(E0, Ch) with C > 0, these resonances are simple and verify
zk = E0 − ihλ1
(1
2
+ k
)
+O(h2),
for k ∈ N and h small enough. See (1.1) in the general n dimensional case. Thus, the
resonances coincide with Γ0(h) up to lower order terms. This justifies that neighborhoods
of these points (or of Γ(h) for technical reasons) are removed from the set (4.12). Note also
that the polynomial resolvent estimate in the complex plane has already been obtained by
Michel and the first author [11, Theorem 6.4] and in a previous paper [10, Theorem 3.1]. Of
course, the discussions of Section 4.2 are pointless here since P has no accumulation curve.
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Finally, Theorem 3.2 and Theorem 3.8 (see also Remark 3.10 i)) can also be applied here
since (H5)(b) holds true.
In case (B), the homoclinic set consists of a single trajectory. In dimension 1, g± do not
vanish and are collinear to the unique spatial axis. Moreover, the intersection between Λ− and
Λ+ is automatically transversal since these manifolds are here curves. Then, (H4) and (H7)
always hold true in dimension 1. Hence, we can apply again Theorem 4.5 and also Corollary
4.8 since (H8) is verified here. As in that case, we remove the subscript k = 1 labeling the
trajectory. We first compute the geometric quantities M± defined in (4.3). Since (4.2) is
valid in the expandible sense (see (A.4)), we obtain
(4.38) M+ = lim
s→−∞
√∣∣∂sx1(s)∣∣e−sλ1/2 = lim
s→−∞
√
λ1|g+|esλ1e−sλ1/2 =
√
λ1|g+|,
and the same way M− = √λ1|g−|. Thus, the constant defined in (4.19) satisfies C0 = 0.
On the other hand, the Maslov’s index of γ is ν = −1. Combining the previous relations
with (4.15), the points zq(τ) of Proposition 4.3 which approximate the (pseudo-)resonances
modulo o(h| ln h|−1) are given by
(4.39) zq(τ) = E0 − Aλ1| lnh| + 2qπλ1
h
| ln h| + i ln(µ(τ))λ1
h
| ln h| ,
with
µ(τ) =
1√
2π
Γ
(1
2
− i τ
λ1
)
e
− πτ
2λ1
(
λ1|g+||g−|
)i τ
λ1 .
In particular, the imaginary part of the resonances is of size h| ln h|−1 whereas it is of size h
in dimension n ≥ 2.
We now consider the resonances in the window Re z = E0 + o(h). For that, we take τ = 0
in (4.39) and obtain
(4.40) zq(0) = E0 − Aλ1| lnh| + 2qπλ1
h
| ln h| − iλ1
ln 2
2
h
| lnh| .
This is consistent with the computation of the resonances made by the second and third au-
thors in dimension n = 1. Indeed, they have proved in [40, The´ore`me 0.7] that the resonances
in B(E0, Ch| ln h|−1) with C > 0 satisfy (4.40) modulo O(h| ln h|−2). As a matter of fact,
this result concerns the heteroclinic curves but, transposed to the case of homoclinic curves,
it gives the previous asymptotic. Note also that their theorem shows that P has no resonance
near Γ0(h).
On the other hand, Remark 4.7 provides a unique accumulation curve in this case. From
(4.17), (4.39) and Corollary 4.8, it satisfies
Imσ = − λ1
2| ln h| ln
(
e
2π
λ1
Reσ
+ 1
)
= − 1| lnh|

λ1
2
e
2π
λ1
Reσ
+O(e 4πλ1 Reσ) as Re σ → −∞,
πRe σ +O(e− 2πλ1 Reσ) as Re σ → +∞.(4.41)
As already stated in Section 4.2.3, the behavior of this curve as Reσ → +∞ can be explained
by the transition to non-trapping. The asymptotic behavior of the accumulation curve as
Reσ → −∞ is also consistent with the localization of the resonances for the energies lower
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than E0. Indeed, we are in a well in the island situation below E0. For such situations, the
imaginary part of the resonances satisfies
(4.42) Im z ≈ he−2Ag(Re z)/h.
where Ag(E) =
∫ √
(V (x)− E)+dx denotes the Agmon distance between the well and the sea.
We refer to Servat [84, The´ore`me 2.6] in this one dimensional case and to Helffer and Sjo¨strand
[55, The´ore`me 10.12] for punctual wells in any dimension. Thus, that the resonances are
exponentially small below E0 justifies that the accumulation curve (4.41) is asymptote to the
real axis as Re σ → −∞. Moreover, a direct computation gives Ag(Re z) ∼ −π(Re z−E0)/λ1
as Re z ր E0. So, if we formally apply (4.42) for Re z − E0 of size h, we obtain
(4.43) Imσ ≈ e 2πλ1 Reσ.
Thus, the exponential factors (which are of order 1 in the studied domain) of (4.41) and (4.43)
coincide. The additional factor | ln h|−1 in (4.41) may be perhaps related to the concentration
at the barrier-top of the eigenvalues generated by homoclinic orbits in dimension n = 1 (see
Colin de Verdie`re and Parisse [24, The´ore`me 20]). Eventually, The´ore`me 0.1 of [40] shows
that the operator P has no resonance at distance 1 of the curve B defined by
(4.44) Im z =

0 for Re z < E0,
π
Re z − E0
ln(Re z − E0) for Re z > E0,
up to lower order terms. If we consider this curve for z − E0 of order h, we obtain a good
approximation of the accumulation curve (4.41).
Finally, we discuss the assumptions of Section 3. In this particular geometric situation,
neither (H5)(a) (since there exists only one λ•) nor (H5)(b) (since Λ− and Λ+ coincide along
the homoclinic set) is true. So, Theorem 3.2 can not be applied here. Moreover, its conclusions
do not hold since the imaginary part of the resonances given in (4.39) is of order h| ln h|−1.
With the notations of Section 3.2, we have S0 = {−1, 1} and H±∞tang = {−1}. Thus, T0(τ) is a
linear operator on C and
A0(τ) = (2π)−
1
2
∣∣∣Γ(1
2
− i τ
λ1
)∣∣∣M0J0(τ),
from (3.7). Moreover, M0 = 1 and J0(τ) = e−
π
2λ1
τ
by definition. Combining with (4.17), it
yields
(4.45) A0(τ) = e
− π
2λ1
τ√
2 cosh(πτ/λ1)
.
Comparing with (4.41), we see that Theorem 3.8 provides in this setting the sharp resonance
free domain below any interval [E0 −Ch,E0 + Ch] with C > 0.
In case (C), the homoclinic set consists of two homoclinic trajectories which are not on
the same side of 0. As explained for the case (B), the assumptions (H4) and (H7) are always
satisfied in dimension n = 1. Then, Theorem 4.5 provides again the asymptotic of the
resonances. Furthermore, note that the present situation is the one dimensional version of
Example 4.11. Using the computation of the geometric quantities made in (4.38), the 2 × 2
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matrix Q̂ defined in (4.8) satisfies
G
1
2
−Q̂(τ , h)G
− 1
2
−
=
λ
i τ
λ1
1√
2π
Γ
(1
2
− i τ
λ1
)( e− πτ2λ1 eiA1/h(|g1+||g1−|)i τλ1 ie πτ2λ1 eiA1/h(|g1+||g2−|)i τλ1
ie
πτ
2λ1 eiA2/h
(|g2+||g1−|)i τλ1 e− πτ2λ1 eiA2/h(|g2+||g2−|)i τλ1
)
,(4.46)
with the 2 × 2 matrix G− = diag(|gk−|). Combining with Proposition 4.3, Theorem 4.5
and (4.23) which gives the eigenvalues of a generic 2 × 2 matrix, we can obtain the explicit
asymptotic of the resonances.
We now study the imaginary part of the resonances. We first claim that
(4.47) ∀τ ∈ R, ∀h ∈]0, 1], ∀k ∈ {1, 2}, |µk(τ, h)| = 1.
For that, we first consider a generic matrix of the form
(4.48) B =
(
xac iadx
i bcx xbd
)
,
with x ∈]0,+∞[ and a, b, c, d ∈ S1 ⊂ C. In particular, a direct calculus shows that
K :=
ac+ bd√
abcd
∈ [−2, 2]
Then, using (4.23), the two eigenvalues of B, denoted µ±(B) satisfies
4|µ±(B)|2 =
∣∣(ac+ bd)x±√(ac+ bd)2x2 − 4abcdx2 − 4abcdx−2∣∣2
=
∣∣Kx±√K2x2 − 4x2 − 4x−2∣∣2
= K2x2 + 4x2 + 4x−2 −K2x2
= 4x2 + 4x−2.(4.49)
Since the right hand side of (4.46) is of the form (4.48) modulo a scalar term, (4.49) together
with (4.17) give
|µk(τ, h)| = 1√
2π
∣∣∣Γ(1
2
− i τ
λ1
)∣∣√eπτλ1 + e−πτλ1 = 1,
and (4.47) is proved. From (4.11) and (4.47), we deduce that the imaginary part of the
resonances z given by Theorem 4.5 satisfies
(4.50) Im z = o
( h
| lnh|
)
.
In particular, the two accumulation curves defined in Remark 4.7 coincide with the real axis.
This is consistent with what is known about the resonances in this geometric setting. Indeed,
the case (C) can also be seen as a well in the island situation. Then, their imaginary part
is exponentially small from Helffer and Sjo¨strand [55, Proposition 9.6]. We obtain here the
weaker estimate (4.50) because we only consider the symbol of the operator on the homoclinic
trajectories and we do not consider the tunneling effect inside the island.
Thus, the macroscopic behavior of the resonances is very simple: they accumulate on the
real axis. The situation is similar to the symmetric case in Example 4.11 (even if the two
trajectories γ1 and γ2 can be different here). At the microscopic level, the distribution of the
resonances follows also the properties obtained in Example 4.11. As in (4.26), the packets of
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resonances are regularly spaced by πλ1h| ln h|−1 in the limit Reσ → +∞. On the contrary, as
Reσ → −∞, the distribution of resonances is given by (4.24) mutatis mutandis and seems to
be the reunion of two copies of the resonances generated in case (B). One can also verify that
the real part of the resonances coincide, up to lower order terms, to the eigenvalues computed
by Colin de Verdie`re and Parisse [25] in the case of the (symmetric) double-well potential.
As in (B), the assumption (H5) is not satisfied and Theorem 3.2 can not be applied. In
the present setting, we have S0 = H±∞tang = {−1, 1}. Thus, computing as in (4.45), T0(τ) can
be seen as the 2× 2 matrix
1√
2 cosh(πτ/λ1)
(
e
− πτ
2λ1 e
πτ
2λ1
e
πτ
2λ1 e
− πτ
2λ1
)
,
which satisfies
A0(τ) = spr(T0(τ)) = e
− πτ
2λ1 + e
πτ
2λ1√
2 cosh(πτ/λ1)
=
√
1 +
1
cosh(πτ/λ1)
> 1,
for all τ ∈ R. Note that A0(τ) exceeds 1 because the kernel of T0 is the modulus of the kernel
of the quantization operator. Then, Theorem 3.8 gives no resonance free region below any
interval. Of course, since the imaginary part of the resonances is exponentially small, there
is no hope to have a resonance free zone of size h| ln h|−1.
4.4. Resonances in deeper zones.
Theorem 4.5 provides the distribution of resonances up to the line Im z = −h∑nj=2 λj/2
and we investigate here what happens below this line. To that aim, we first consider for-
mally the quantization rule of Definition 4.2. In the region Im z < −h∑nj=2 λj/2, we have
|hS(z,h)/λ1−1/2| ≫ 1. Thus, it is possible to have a pseudo-resonance only at the complex num-
bers z such that 0 is close to sp(Q(z, h)). Then, we will first prove that P has no resonance if
0 /∈ sp(Q(z, h)). After that we will consider a general situation where 0 ∈ sp(Q(z, h)) for all
z ∈ C and investigate the distribution of resonance in this case. The proof of all the results
stated in the present Section 4.4 can be found in Section 12.
We note that 0 ∈ sp(Q(z, h)) if and only if detQ(z, h) = 0. Using (4.4), (4.6) and the
multilinearity of the determinant, we can write
(4.51)
∣∣det Q̂(τ, h)∣∣ = q̂(τ)∣∣ det Ẑ(τ)∣∣,
where the function
q̂(τ) :=
∣∣∣Γ(1
2
− i τ
λ1
)∣∣∣K(2π)−K2 K∏
k=1
M+k
M−k
√
|gk−|
|gk+|
,
satisfies 1 . q̂(τ) . 1 uniformly for τ ∈ [−C,C] and the coefficients of the K ×K matrix Ẑ
are given by
(4.52) Ẑk,ℓ(τ) :=
(
iĝk+ · ĝℓ−
)− 1
2
+i τ
λ1 .
Here, ĝ•± := g
•
±/|g•±| denotes the normalized asymptotic directions. From (H4), the function
q̂(τ) and the matrix Ẑ(τ) are analytic in [−C,C]. Thus, (4.51) implies that 0 ∈ sp(Q̂(τ, h))
if and only if det Ẑ(τ) = 0. In particular, the zeros of det Q̂(τ, h) are independent of h, but
we will see that the multiplicity of 0 as an eigenvalue of Q̂ may depend on h. Note also that
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E0 E0 + bhE0 + ah
−
n∑
j=2
λj
2
h
−
n∑
j=2
λj
2
h− αh
C
h
| ln h|
Figure 19. The region studied in Theorem 4.19.
Ẑ depends only on geometric quantities (the normalized asymptotic directions of H) and not
on dynamical quantities (like the constants M±• , the Maslov indices ν•, . . . ).
4.4.1. Resonance free domains when 0 /∈ sp(Q(z, h)). We now prove that, other than the reso-
nances given in Section 4.1, there is no resonance near the points z within a reasonable region
such that 0 /∈ sp(Q(z, h)). We first consider the situation near the line Im z = −h∑nj=2 λj/2
on which the accumulation curves of Theorem 4.5 concentrate. Let a < b and assume that
(H9) For all τ ∈ [a, b], we have det Ẑ(τ) 6= 0.
In this case, the K eigenvalues of Q̂(τ, h) avoid a neighborhood of 0 and all the pseudo-
resonances (given by Definition 4.2) below [E0 + ah,E0 + bh] belong to the set (4.12) for C
large enough. Under this hypothesis, we have the following result.
Theorem 4.19 (Resonance free domain below the first accumulation curves). Assume (H1)–
(H4), (H7) and (H9). There exists α > 0 such that, for all δ > 0, the conclusions of Theorem
4.5 hold true with (4.12) replaced by
(4.53) E0 + [ah, bh] + i
[
−
n∑
j=2
λj
2
h− αh, h
]
\ (Γ(h) +B(0, δh)).
In other words, comparing with Theorem 4.5, this result just adds that P has no resonance
and that its truncated resolvent has a polynomial estimate in the domain
(4.54) E0 + [ah, bh] − i
n∑
j=2
λj
2
h+ i
[
− αh,−C h| lnh|
]
\ (Γ(h) +B(0, δh)),
for C large enough and h small enough. The setting is illustrated in Figure 19. For example,
the assumption (H9) is satisfied for a single trajectory (see Corollary 4.8), in Example 4.11,
in Example 4.14 and in the three possible situations in dimension 1 (see Section 4.3).
The natural question is then what is the optimal depth of this resonance free domain (i.e.
α). It is actually limited for two reasons: that 0 ∈ sp(Q(z, h)) and because of the second
set of accumulation curves which concentrates near the line Im z = −h∑nj=2 λj/2− hλ1 (see
Section 4.4.4). Thus we have the following result in domains that avoid these limitations. For
σ ∈ C, let Z˜(σ) be the K ×K matrix given by
(4.55) Z˜k,ℓ(σ) :=
(
iĝk+ · ĝℓ−
)i σ
λ1
−
∑n
j=1
λj
2λ1 .
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In particular, as in (4.8), we have
Ẑ(τ) = Z˜
(
τ − i
n∑
j=2
λj
2
)
.
Let Ω be a compact subset of R− i∑nj=2 λj/2 + i]− λ1, 0[. We assume that
(H10) For all σ ∈ Ω, we have det Z˜(σ) 6= 0.
This assumption guaranties that Q(z, h) is invertible for z ∈ E0 + hΩ. Note that Ω is indeed
between the two first sets of accumulation curves.
Proposition 4.20. Assume (H1)–(H4), (H7) and (H10). For all δ > 0, P has no resonance
in E0+hΩ\ (Γ(h)+B(0, δh)) for h small enough. Moreover, for all χ ∈ C∞0 (Rn), there exists
M > 0 such that ∥∥χ(P − z)−1χ∥∥ . h−M ,
uniformly for h small enough and z ∈ E0 + hΩ \ (Γ(h) +B(0, δh)).
In the case of a single trajectory (i.e. under the assumption (H8)), this result implies
that the conclusions of Theorem 4.5 hold true in any region above the optimal line Im z =
−h∑nj=2 λj/2− hλ1 since the scalar function Z˜(σ) never vanishes on C. On the contrary, if
H has more than one trajectory, det Z˜(σ) = 0 at the point σ0 = −i
∑n
j=1 λj/2. Indeed, all
the coefficients of Z˜(σ0) are equal to 1. Note that σ0 ∈ Γ0(h) and that E0+ σ0h corresponds
to (the leading term in the asymptotic of) the first resonance generated by the barrier-top
without homoclinic trajectories (see (1.1)).
4.4.2. A general setting where 0 ∈ sp(Q(z, h)). We now consider situations where det Ẑ takes
the value 0. At a first sight, this case can seem to be artificial. But, we will see that det Ẑ
vanishes identically for a large class of operators.
Assume n ≥ 2 and λ1 < λ2. We denote by e1 := (1, 0, . . . , 0) ∈ Rn the first vector of the
canonical basis. From (2.8) and (H4), the non-zero asymptotic directions g•± are collinear to
e1 in this situation. In the sequel, we will say that two such vectors are “at the same side of 0”
if they are positively related. This definition is consistent with the one of Section 4.2.3. Thus,
if two incoming (or outgoing) asymptotic directions (say g1− and g
2
−) are at the same side of
0, the two first columns of Ẑ(τ) are the same for all τ ∈ R and its determinant necessarily
vanishes identically. More generally, det Z˜(σ) = 0 for all σ ∈ C.
Moreover, if all the asymptotic directions are at the same side of 0, one can verify that 0
is an eigenvalue of multiplicity K − 1 of Q̂(τ) and that the last eigenvalue (which can also be
0) is given by
µ(τ, h) := tr
(Q̂(τ, h))
=
K∑
k=1
eiAk/hΓ
(1
2
− i τ
λ1
)√λ1
2π
M+k
M−k
e−
π
2
(νk+1)i
∣∣gk−∣∣(λ1|gk+||gk−|)− 12+i τλ1 e− πτ2λ1 .(4.56)
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Under these hypotheses, Theorem 4.5 provides at most one accumulation curve in the set
(4.12). More precisely, it corresponds to the points
(4.57) zq(τ) = E0 + 2qπλ1
h
| lnh| − ih
n∑
j=2
λj
2
+ i ln(µ(τ, h))λ1
h
| lnh| ,
given by Proposition 4.3. Note also that the vibration phenomenon described in Remark 4.10
takes place explicitly here as soon as two of the actions A• are different.
Proposition 4.21. Assume (H1)–(H4), (H7), λ1 < λ2, that all the asymptotic directions are
at the same side of 0 and that µ(τ, h) avoids a neighborhood of 0 for all τ ∈ [a, b] and h small
enough. Then, there exists α > 0 such that, for all δ > 0, the conclusions of Theorem 4.5
hold true with (4.12) replaced by
(4.58) E0 + [ah, bh] + i
[
−
n∑
j=2
λj
2
h− αh, h
]
\ (Γ(h) +B(0, δh)).
In other words, the previous result provides a situation where there actually is only one
accumulation curve in (4.58) (given by Theorem 4.5) and a resonance free region below of
size h. On the other hand, H consists of K different homoclinic trajectories. Thus, there is in
general no equality between the number of accumulation curves of resonances and the number
K of homoclinic trajectories. To complete the exposition, we give an example of operator
satisfying the assumptions of Proposition 4.21 with more than one homoclinic trajectories.
Example 4.22. We adapt Example 4.14 in order that the new operator satisfies the hypothe-
ses of Proposition 4.21 and K ≥ 2. Note that it will not be of the form (2.1) but will enter
in the setting of Remark 2.1.
In dimension n = 2, we consider
P = −h2∆R2\O + V (x),
with Dirichlet condition at the boundary of the obstacle O. The potential V is of the form
V (x) = V1(x1)V2(x2),
where the functions V• ∈ C∞0 (R) are simple barriers (like the case (A) in Figure 18) with
V1(x1) = E0 − λ
2
1
2
x21 +O(x31) and V2(x2) = 1−
λ22
2E0
x22 +O(x32),
near 0 with λ1 < λ2. In particular, (H2) holds true.
On the other hand, O is a small enough obstacle near (a, 0) ∈ R2 with a > 0 fixed outside
of the support of V1. Using Lemma B.1, one can verify that no Hamiltonian trajectory of
energy E0 can start from the boundary of O, touch the support of V and then come back
to O. Thus, if O is as illustrated in Figure 20, the trapped set of P at energy E0 verifies
(H3) and H consists of bicharacteristic curves touching ∂O only one time. Furthermore,
their asymptotic directions are on the same side of 0. Moreover, as in Example 3.5, (H4) is
automatically satisfied and (H7) holds true under an assumption on the curvature of ∂O at
the points of ∂O ∩ πx(H). Figure 20 corresponds to K = 3. But, adding to P a potential
ih| ln h|W (x) with 0 ≤W ∈ C∞0 (R2) allows to “remove” a trajectory and to consider the case
K = 2.
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0
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x1
O
suppV
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pix(γ3)
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h = h1 h = h3 h = h4h = h2
Figure 20. The geometry of Example 4.22 and the corresponding accumula-
tion curve in the case K = 2, 3 without symmetry.
If now we add a potential of the form νhW˜ (x) with ν ∈ C and 0 ≤ W˜ ∈ C∞0 (R2) supported
on the trajectory γ1, then the usual transport equations show that the contribution of this
trajectory in (4.56) is multiplied by the constant e−iν
∫
R
W˜ (x1(t)) dt. In particular, we can adapt
ν so that this constant is any number of C \ {0}. Thus, it is easy to guaranty that µ(τ, h)
avoids a neighborhood of 0 for τ in a fixed interval.
Consider now the case K = 2. Combining (4.17), (4.56) and (4.57), the unique accumula-
tion curve given by (4.13) satisfies the following asymptotic
Imσ = −λ2
2
+
λ1
| ln h| ln
∣∣∣∣ 2∑
k=1
eiAk/h
M+k
M−k
√
|gk−|
|gk+|
e−iνk
π
2
(|gk+||gk−|)iRe σλ1 ∣∣∣∣
+
1
| lnh|
{
o(1) as Reσ → −∞,
− πReσ + o(1) as Reσ → +∞,(4.59)
The behavior as Reσ → +∞ is in agreement with Remark 4.13. Moreover, in the limit
Reσ → −∞, the accumulation curve is asymptotically periodic with respect to Reσ since
one can factorized by one term in the modulus of the sum. Such a phenomenon has already
been observed in Example 4.14.
Eventually, coming back to the general setting of Proposition 4.21, assume further that
all the trajectories have the same geometric quantities (A•, g
•
±, ν•, . . . ). In this setting, we
remove the subscript k. The case K = 2 can be realized by taking O symmetric in Example
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4.22. In this situation, the accumulation curve is given by
(4.60) Imσ = −λ2
2
+
C(K)
| ln h| −
λ1
2| ln h| ln
(
e
2π
λ1
Reσ
+ 1
)
,
where
(4.61) C(K) = λ1 ln
(
K
M+
M−
√
|g−|
|g+|
)
.
Comparing (4.18) with (4.60), we note that all happen as if there was only one homoclinic
trajectory except that C(K) = C0 + λ1 lnK. In particular, since C(K) > C(K˜) when
K > K˜, the accumulation curve is closer to the real axis as K increases. That several
identical trajectories are “more trapping” than one trajectory can explain this property.
4.4.3. An example of change of multiplicity. In the previous parts, we have only considered
situations where 0 has a fixed multiplicity as an eigenvalue of Q̂(τ, h): this multiplicity is 0
in Section 4.4.1 and K − 1 in Section 4.4.2. So far, we have not considered resonances (or
accumulation curves) leaving the set (4.12) where the conclusions of Theorem 4.5 are valid. In
this case, the relevant question is of course how far these resonances go down in the complex
plane. In particular, we can wonder if they reach to the second set of accumulation curves
described in the Section 4.4.4 below.
We study here a situation where the multiplicity of 0 as an eigenvalue of Q̂(τ, h) changes
and investigate the behavior of the resonances in deeper domains. For that, we come back to
the setting of Section 4.4.2. In this case, 0 is an eigenvalue of multiplicity (at least) K−1 and
the last one is given by (4.56). Thus, the points (τ, h) at which µ(τ, h) vanishes correspond
to the points where the multiplicity of 0 as an eigenvalue of Q̂ changes. By definition, µ(τ, h)
can be written
(4.62) µ(τ, h) = Γ
(1
2
− i τ
λ1
)
e
− πτ
2λ1
K∑
k=1
eiAk/hBke
iTkτ ,
for some Bk ∈ C \ {0} and Tk = ln(λ1|gk+||gk−|)/λ1 ∈ R. The following example shows that,
even in a simple situation, the changes of multiplicity can be rather complicated.
Example 4.23. Coming back to the setting of Example 4.22 and adding possibly some
potentials supported on the characteristic trajectories πx(γ•), we can realize the three different
situations described below. The corresponding distribution of resonances is illustrated in
Figure 21. There may also exist more complicated situations.
In case (A), we assume K = 2, B1 = B2 and T1 6= T2. In this situation, µ vanishes at the
points (τ, h) such that
(4.63) τ =
(2j + 1)π
T1 − T2 +
A2 −A1
(T1 − T2)h,
with j ∈ Z. In particular, these points form a discrete set for h fixed.
In case (B), we assume K = 2, B1 = B2, T1 = T2 and A1 6= A2. In this situation, the
vanishing points of µ are given by
(4.64) h =
A2 −A1
(2j + 1)π
,
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h = h1
h = h2
h = h1
h = h2
h 6= A2−A1
(2j+1)π
h = A2−A1
(2j+1)π
(C)(A) (B)
Figure 21. The accumulation curve in the three cases of Example 4.23 for
different values of h
with j ∈ Z. Then, for the values of h satisfying (4.64), τ 7→ µ(τ, h) vanishes identically and
there is no resonance (and a fortiori no accumulation curve) in the set (4.12). This shows
that Theorem 4.5 may sometimes provide not a single resonance. In the present setting,
one can even show that P has no resonance (outside Γ(h) + B(0, δh)) above the line Im z =
−h∑nj=2 λj/2−hα, for some α > 0. This is done in Lemma 12.1. On the contrary, if h avoid
the exceptional values (4.64), one could show that the conclusions of Proposition 4.21 hold
true.
In case (C), we assume K = 3, 2maxk=1,2,3 |Bk| ≤ |B1| + |B2| + |B3| (in other words,
there exists a unique (modulo symmetries) triangle whose sides are of length |B•|), T1/A1 =
T2/A2 = T3/A3 and that the A• are Z-independent. Then, for any non-empty interval I ⊂ R,
the function µ(τ, h) does not vanish for τ ∈ I and h small enough. Nevertheless, there exists
a sequence (τj, hj)j∈N ∈ I×]0, 1] such that hj → 0 and µ(τj, hj) → 0 as j → +∞. Thus,
the change of multiplicity never happens effectively but holds true in the asymptotic regime
h→ 0.
We will not treat all the situations described in the previous example. Instead, we will
concentrate our study on a significant setting. Note that τ 7→ µ(τ, h) is analytic on R. In
addition to the previous hypotheses, we assume
(H11) The eigenvalue µ(τ, h) does not depend on h and there exists τ0 ∈ R, ℓ ∈ N \ {0} and
α ∈ C \ {0} such that
µ(τ) = α(τ − τ0)ℓ +O
(
(τ − τ0)ℓ+1
)
near τ0.
This assumption is satisfied in Example 4.23 (A) if A1 = A2 and h is restricted to an appro-
priate sequence which goes to 0.
Under the assumption (H11), we still define the pseudo-resonances as in Definition 4.2.
Concretely, it means that z is a pseudo-resonance if and only if
hS(z,h)/λ1−1/2µ
(z −E0
h
+ i
n∑
j=2
λj
2
)
= 1.
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The asymptotic of the pseudo-resonances away from E0 + τ0h (more precisely, such that
|Re z − (E0 + τ0h)| ≥ εh with ε > 0) is again given by Proposition 4.3. But the pseudo-
resonances with real part close to E0 + τ0h satisfy a different asymptotic given by Lemma
4.24 below. In the sequel, the q-th branch of the Lambert function W (i.e. the multivalued
inverse of the complex function x 7→ xex) will be denoted byWq. We refer to Corless, Gonnet,
Hare, Jeffrey and Knuth [27] (see also [92, 8, 16]) for the precise definition and properties on
the Lambert function. In particular, the asymptotic behavior of Wq(A) for A → ∞ can be
found in [27, (4.20)] and some estimates are stated in Lemma 12.2 below.
Lemma 4.24. Assume (H1)–(H4) and (H11), let α > 0 be small enough and let ε(h) be a
function which goes to 0 as h→ 0. Then, the pseudo-resonances z in
(4.65) E0 + hτ0 + hε(h)[−1, 1] + ih
[
−
n∑
j=2
λj
2
− α, 1
]
,
satisfy uniformly
(4.66) z = zq,β + o
( h
| ln h|
)
,
with
(4.67) zq,β = E0 + hτ0 − ih
n∑
j=2
λj
2
− iℓλ1Wq
(
i
| lnh|
ℓλ1α1/ℓ
e
−i
τ0
ℓλ1
| lnh|
ei2πβ/ℓ
) h
| lnh| ,
for some q ∈ Z and β ∈ {0, . . . , ℓ − 1}. On the other hand, for each q ∈ Z and β ∈
{0, . . . , ℓ−1} such that zq,β(τ) belongs to (4.65), there exists a pseudo-resonances z satisfying
(4.66) uniformly with respect to q, β.
Eventually, as in Theorem 4.5, the resonances verify the following asymptotic.
Proposition 4.25. Assume (H1)–(H4) and (H11), let α, δ > 0 be small enough and let ε(h)
be a function which goes to 0 as h→ 0. In the domain
(4.68) E0 + hτ0 + hε(h)[−1, 1] + ih
[
−
n∑
j=2
λj
2
− α, 1
]
\ (Γ(h) +B(0, δh)),
we have
dist
(
Res(P ),Res0(P )
)
= o
( h
| lnh|
)
,
as h goes to 0. Moreover, the truncated resolvent of P satisfies a polynomial estimate at
distance h| ln h|−1 of Res0(P ) in (4.68).
The proof of these results can be found in Section 12.3. Note that Proposition 4.25 is
interesting only when E0 + hτ0 − ih
∑n
j=2 λj/2 /∈ Γ(h) + B(0, δh). This can be achieved
as explained in Example 4.23. In the rest of this part, we describe with more details the
asymptotic behavior of the (pseudo-)resonances and assume for simplicity that ℓ = 1. The
setting is illustrated in Figure 22. Using the rough estimate ImWq ∈ 2qπ + [−2π, 2π] (see
[27, (4.5)]), we deduce
(4.69) Re zq,0 ∈ E0 + hτ0 + 2qπλ1 h| ln h| + [−2π, 2π]λ1
h
| lnh| ,
48 J.-F. BONY, S. FUJIIE´, T. RAMOND, AND M. ZERZERI
−1
2
n∑
j=2
λjh
E0
h
| lnh|
ln
(
| lnh|
q
)
h ln | lnh|
| lnh|
E0 + hτ0 + 2qpiλ1
h
| lnh|
h
| lnh|
E0 + hτ0 + h
Figure 22. The resonances of Proposition 4.25 in the case ℓ = 1
Thus, the real part of the zq,0’s is regularly distributed on average. Comparing with (4.11),
we note that the resonances in the generic case satisfy also (4.69).
Let us now consider the asymptotic of the zq,0’s for q fixed, which correspond to the
resonances whose real part is the closest to E0 + hτ0 from the above discussion. Using the
asymptotic of Wq(A) for A large stated in [27, (4.20)] (see also Bachelot and Motet-Bachelot
[6, (IV.23)] for q = 0), (4.67) yields
(4.70) zq,0 = E0 + hτ0 − ih
n∑
j=2
λj
2
− iλ1
(
ln | lnh| − ln ln | lnh|+ 2qπi+ ch + o(1)
) h
| lnh| ,
with
ch := ln
( i
λ1α
e
−i
τ0
λ1
| lnh|
)
.
In the previous equations, “ln” denotes the principal branch of the logarithm (i.e. Im ln ∈
] − π, π]). In particular, ch is bounded with respect to h. This implies that the imaginary
part of the resonance below E0 + hτ0 satisfies
(4.71) Im zq,0 = −h
n∑
j=2
λj
2
− λ1h ln | lnh|| ln h| + λ1
h ln ln | ln h|
| lnh| +O
( h
| ln h|
)
,
whereas the zq,k(τ)’s given by (4.11) satisfy
(4.72) Im zq,k(τ) = −h
n∑
j=2
λj
2
+O
( h
| lnh|
)
.
Thus, the behavior of the imaginary parts is different from the generic one. That the reso-
nances are deeper in the complex plane here is in adequacy with Theorem 4.5.
More generally, Lemma 12.2 shows that
Im zq,0 ≥ −h
n∑
j=2
λj
2
− λ1h ln | lnh|| lnh| +O
( h
| lnh|
)
,
and ∣∣∣zq,0 − (E0 + hτ0 − ih n∑
j=2
λj
2
)∣∣∣ & h ln | lnh|| ln h| ,
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for all q ∈ Z such that zq,k ∈ (4.65). Eventually, for the large values of q, more precisely if
ln | lnh| ≪ |q| ≪ | lnh|, Lemma 12.2 yields
Im zq,0 = −h
n∑
j=2
λj
2
− λ1 h| lnh| ln
( | ln h|
q
)
+O
( h
| lnh|
)
= −h
n∑
j=2
λj
2
+ λ1
h
| lnh| ln
( |Re zq,0 − (E0 + hτ0)|
h
)
+O
( h
| ln h|
)
.(4.73)
Summing up, Proposition 4.25 (and more precisely (4.73)) can be interpreted as a micro-
scopic transitional regime. Corresponding to the small values of q ∈ Z, the resonances just
below E0+hτ0 are furthest away from the real axis (see (4.71)). Note that they belong in the
region where µ is the smallest. But when |q| increases, (4.73) shows that the resonances get
closer to the real axis. Eventually, if we formally apply (4.73) with q of order | lnh| (which
correspond to the resonances at a distance h from E0 + hτ0), we recognize (4.72).
4.4.4. Other subsets of resonances. In Proposition 4.20, we have shown that P has no reso-
nance below the ones described by Theorem 4.5 up to the line
(4.74) Im z = −h
n∑
j=2
λj
2
− hλ1,
if 0 is away from the spectrum of Q(z, h). In this last part of Section 4.4, we investigate
the distribution of resonances near and below this line. The idea is that the quantization
rule stated in Definition 4.2 only describes the “first set of accumulation curves” and that the
resonances near (4.74) are given by a new quantization rule. Roughly speaking, the resonances
near Im z = −h∑nj=2 λj/2 correspond to the K “values on the homoclinic trajectories”
whereas the resonances near (4.74) correspond to the (n − 1) × K “first derivatives on the
homoclinic trajectories”.
Let a < b and assume that
(H12) For all σ ∈ [a, b]− i(∑nj=2 λj/2 + λ1), we have det Z˜(σ) 6= 0.
Recall that Z˜ is defined in (4.55). This assumption guaranties that the possible resonances
coming from Definition 4.2 will not perturb the setting near the line (4.74).
Under the previous assumption, there exists a (n−1)K×(n−1)K matrixQ2(z, h) governing
the asymptotic of the resonances near the line (4.74) and satisfying the following properties.
As in (4.6), the matrix Q2 can be written as
(4.75) Q2(z, h) = Q˜2(ρ, σ) =
K∑
k=1
ρkQ˜2k(σ),
where ρk = e
iAk/h corresponds to the action Ak, σ is the rescaled spectral parameter given
by (4.7) and Q˜2k is independent of h and holomorphic in σ near Imσ = −
∑n
j=2 λj/2 − λ1.
Contrary to (4.4), we do not give an explicit expression for the matrixQ2 in terms of geometric
quantities. Its construction is explained in Section 12.4. In particular, the coefficients Q˜2k
only depend on the symbol of p(x, ξ) in a neighborhood of K(E0). Mimicking Definition 4.2,
the quantization rule for resonances near (4.74) is given by
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Figure 23. The region studied in Theorem 4.28.
Definition 4.26 (Quantization rule for the second set of resonances). We say that z is a
pseudo-resonance of the second kind if and only if
(4.76) 1 ∈ sp (hS(z,h)/λ1+1/2Q2(z, h)).
The set of pseudo-resonances of the second kind is denoted by Res20(P ).
As in Section 4.1, we express the behavior of the pseudo-resonances of the second kind in
terms of the spectrum of Q2. In the present context, let µ1(τ, h), . . . , µ(n−1)K(τ, h) denote
the eigenvalues of
Q2
(
E0 + hτ − ih
n∑
j=2
λj
2
− ihλ1, h
)
.
The pseudo-resonances of the second kind satisfy the following two scale asymptotic. We
omit the proof of this result since it is similar to the one of Proposition 4.3.
Proposition 4.27. Assume (H1)–(H4), (H7), (H12) and let C > 0. The pseudo-resonances
of the second kind z lying in
(4.77) E0 + [ah, bh]− ih
n∑
j=2
λj
2
− ihλ1 + i
[
− C h| ln h| , C
h
| lnh|
]
,
satisfy z = z2q,k(τ) + o(h| ln h|−1) in the sense of Proposition 4.3 with
z2q,k(τ) = E0 + 2qπλ1
h
| lnh| − ih
n∑
j=2
λj
2
− ihλ1 + i ln(µk(τ, h))λ1 h| lnh| ,
for some q ∈ Z and k ∈ {1, . . . , (n − 1)K}.
With the notation of Definition 4.4, the following result shows that the resonances near
(4.74) are close to the pseudo-resonances of the second kind. The setting is illustrated in
Figure 23.
Theorem 4.28 (Asymptotic of the second set of resonances). Assume (H1)–(H4), (H7),
(H12) and let C, δ > 0. In the domain
(4.78) E0 + [ah, bh] − ih
n∑
j=2
λj
2
− ihλ1 + i
[
− C h| ln h| , C
h
| lnh|
]
\ (Γ(h) +B(0, δh)),
we have
dist
(
Res(P ),Res20(P )
)
= o
( h
| lnh|
)
,
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as h goes to 0. Moreover, for all χ ∈ C∞0 (Rn), there exists M > 0 such that∥∥χ(P − z)−1χ∥∥ . h−M ,
uniformly for h small enough and z ∈ (4.78) with dist(z,Res20(P )) ≥ δh| ln h|−1.
Since Theorem 4.28 is similar to Theorem 4.5, the resonances lying in (4.78) verify some
of the phenomena described in Section 4.2. Thus, they satisfy a two scale asymptotic (see
Remark 4.7) with at most (n− 1)K accumulation curves which may vibrate as explained in
Remark 4.10. Roughly speaking, they correspond to the “second set of accumulation curves”.
Nevertheless, the transition and stability phenomena of Section 4.2.3 and Section 4.2.4 can
not directly be observed here since we do not have an explicit expression of Q2 in terms of
dynamical quantities. One may also consider settings where 0 ∈ sp(Q2(z, h)) as in Section
4.4, prove asymptotic modulo O(h∞) as in Section 4.5, . . .
As explained in the proof of Theorem 4.28, the resonances of the second kind are generated
by the n− 1 transversal directions to the K homoclinic trajectories. Indeed, the quantization
rule (12.61) is about the derivatives of order 1 in these directions. Moreover, it is explained
in Proposition 7.14 that the leading term of the associated resonant states vanishes at order
1 on the homoclinic trajectories. Thus, the situation seems to be similar to the case of
a hyperbolic trajectory treated by Ge´rard and Sjo¨strand [45] or the case of the harmonic
oscillator. Nevertheless, the mechanism is different here. Since the subprincipal term in the
stationary phase expansion (arising from the transition through the hyperbolic fixed point)
is given by a differential operator of order 2, the derivatives of order 1 and 2 have to appear
in the quantization rule (see (12.56) and (12.57)). But, thanks to some particular structure
explained in Lemma 12.6, the terms of order 2 disappear.
In the one dimensional case, the matrix Q2(z, h) is by definition the trivial matrix on
C(n−1)K = {0}. Then, the set of pseudo-resonances of the second kind is empty and Theorem
4.28 means that P has no resonance and a polynomial estimate of its truncated resolvent
in (4.78). More generally, the remark below shows that there is no resonance when n = 1
away from the ones given by Theorem 4.5, the zeros of det Z˜ and Γ(h). In some sense, it
completes the resonance free zone of Proposition 4.20. Note that this result is a consequence
[40, The´ore`me 0.7] for two heteroclinic trajectories. Recall that (H4) and (H7) are always
satisfied in dimension n = 1 (see Section 4.3).
Remark 4.29. Assume n = 1 and (H1)–(H3). Let δ > 0 and Ω be a compact subset of R+
i]−∞, 0[ such that det Z˜(σ) 6= 0 for all σ ∈ Ω. Then, for h small enough, P has no resonance
and a polynomial estimate of its truncated resolvent in the domain E0+hΩ\(Γ(h)+B(0, δh)).
Example 4.30. We now consider operators in dimension n ≥ 2 for which Theorem 4.28
actually provides resonances in the region (4.78). Let
V (x) = V1(x) + V2(x−Me1),
where e1 is the first vector of the canonical basis, M > 1 is large enough and V• ∈ C∞0 (Rn)
is a radial function satisfying x · ∇V•(x) < 0 for x in the interior of suppV• \ {0}. Moreover,
we assume that V1(x) = E0 − λ21x2/4 near 0 and V2(0) > E0. In this case, (H1)–(H4) are
satisfied and H ⊂ {x2 = · · · = xn = 0} consists of a single trajectory. Moreover, one can
verify that (H7) (and then (H8)) holds true. Eventually, as noted below Proposition 4.20,
(H12) is always verified under (H8). In dimension n = 2, the setting is close to the one of
Example 3.5. In this way, the first picture in Figure 5 represents such a potential.
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Figure 24. The accumulation curves of Example 4.30. The first one, of
multiplicity one, is given by Theorem 4.5. The second one, of multiplicity
n− 1 is given by Theorem 4.28.
In this symmetrical situation, the (n− 1)× (n− 1) matrix Q2 takes the form
(4.79) Q2(z, h) = q2(z, h)Id,
with q2(z, h) = eiA1/hq˜2(σ) and q˜2(σ) 6= 0 for Imσ = −∑nj=2 λj/2 − λ1. The proof of
this formula can be found in Section 12.4. Thus, the eigenvalues µ1(τ, h), . . . , µn−1(τ, h)
coincide and are away from 0. From Theorem 4.28, the resonances z of P in (4.78) with
Re z = E0 + τh+ hδ(h)[−1, 1] satisfy
z = z2q (τ) + o
( h
| lnh|
)
,
with q ∈ Z and
z2q (τ) = E0 −
A1λ1
| lnh| + 2qπλ1
h
| ln h| − ih
n∑
j=2
λj
2
− ihλ1 + i ln
(
q˜2
(
τ − i
n∑
j=2
λj
2
− iλ1
))
λ1
h
| lnh| .
This formula can be compared with (4.15) which gives the asymptotic of the pseudo-resonances
of the first kind (i.e. defined by Definition 4.2). Furthermore, Proposition 4.6, adapted to the
present setting, implies that there exist at least n− 1 resonances near each z2q (τ). In particu-
lar, the resonances in (4.78) concentrate on a unique accumulation curve (which formally has
multiplicity n− 1). It is given by
Imσ = −
n∑
j=2
λj
2
− λ1 + ln
∣∣∣q˜2(Re σ − i n∑
j=2
λj
2
− iλ1
)∣∣∣ λ1| lnh| .
Note that this curve does not vibrate since there is only one action (see Remark 4.10). The
distribution of the resonances is illustrated in Figure 24. To be precise, we have not yet
proved that P has no resonance in
E0 + [−Ch,Ch]− ih
n∑
j=2
λj
2
− ihλ1 + i
[
C
h
| ln h| ,
h
C
]
\ (Γ(h) +B(0, δh)).
Indeed, this region is not covered by Proposition 4.20 and Theorem 4.28. But it can be done
following the proof of Theorem 4.28.
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Remark 4.31. Assume n ≥ 2. Theorem 4.5 and Theorem 4.28 give the asymptotic of the
resonances near the lines
L1 :=
{
Im z = −h
n∑
j=2
λj
2
}
and L2 :=
{
Im z = −h
n∑
j=2
λj
2
− hλ1
}
.
Moreover, under some hypotheses, there is no resonance between L0 := R and L1 (from
Theorem 4.5) and between L1 and L2 (see Section 4.4.1). Using the methods developed in
this part, one can probably give the asymptotic of the resonances in deeper zones. It is
natural to imagine that most of them are close to some lines Lj (see Ge´rard and Sjo¨strand
[45], Dyatlov [34] or Faure and Tsujii [37] in the context of hyperbolic geometries).
Formally, the approach to obtain the asymptotic of resonances in deeper zones is simple:
one keeps more terms in the monodromy asymptotic (see Lemma 12.5), expresses the first
derivatives in the transversal directions in terms of higher derivatives (as in (12.55)) and
eventually gives the quantization rule (as in (12.56) and (12.57)). Unfortunately, some can-
cellations happen (see Lemma 12.6) and the computation becomes complicated. Thus, the
intuition that Lj should be defined by
Lj =
{
Im z = −h
n∑
j=2
λj
2
− (j − 1)hλ1
}
,
is probably inexact (the µk’s, defined at the end of Section A.1, should play some role).
As explained previously, this difficulty comes from the fact that the quantum monodromy
does not behave like a harmonic oscillator in the transversal directions (as in the hyperbolic
settings).
4.5. Asymptotic of higher order.
In Theorem 4.5 and more generally in the rest of Section 4, the localization of the resonances
is given modulo remainder terms of size o(h| ln h|−1). The aim of this part is to obtain more
accurate asymptotic and to give the localization of the resonances modulo O(h∞). This
question can be tricky to deal with when the eigenvalues of Q(z, h) cross. Indeed, as it
appears in Section 11 and Section 12.5, the behavior of the inverse of 1−hS(z,h)/λ1−1/2Q(z, h)
near the resonances (and then the behavior of the resolvent of Q near its eigenvalues) plays
a central role here. To avoid this difficulty, we will work in a simple situation.
We assume here that H consists of a unique trajectory (i.e. K = 1). More precisely, we
suppose (H8). In this case, the matrix Q is a scalar, the asymptotic of the pseudo-resonances
is given by (4.15) and Corollary 4.8 describes the accumulation curve of resonances.
There exists a function Qtot(z, h) governing the asymptotic of the resonances up to order
O(h∞) and satisfying the following properties. It is defined for z ∈ (4.9) and h small enough.
In this domain, Qtot verifies the asymptotic
(4.80) Qtot(z, h) ≃
+∞∑
a=0
Ba∑
b=0
Ca∑
c=0
Qa,b,c(z, h)
(
hS(z,h)/λ1−1/2
)b
(lnh)chµ̂a/λ1 ,
where Ba, Ca ∈ N, (µ̂a)a≥0 is the increasing sequence of the linear combinations over N of λ1
and λj − λ1, and Qa,b,c(z, h) can be written (as in (4.6))
(4.81) Qa,b,c(z, h) = eiA1/hQ˜a,b,c(σ),
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with σ = (z−E0)/h. For a = 0, we have Ba = Ca = 0 and Q0,0,0(z, h) = Q(z, h). Eventually,
Qtot as well as the Qa,b,c’s are holomorphic in the domain (4.9). Note that |hS(z,h)/λ1−1/2| . 1
for z ∈ (4.9).
As in (4.75), we do not give an explicit formula for Qtot and Qa,b,c. Their construction is
explained in Section 12.5. In particular, the coefficients Qa,b,c only depend on the symbol of
p(x, ξ) in a neighborhood of K(E0). Moreover, (4.80) implies
(4.82) Qtot(z, h) = Q(z, h) +O
(
(ln h)B1hµ̂1/λ1
)
.
Thus, the 1×1 matrixQtot is a precise version ofQ. Mimicking Definition 4.2, the quantization
rule modulo O(h∞) is given by
Definition 4.32. We say that z is a pseudo-resonance at infinite order if and only if
hS(z,h)/λ1−1/2Qtot(z, h) = 1.
The set of pseudo-resonances at infinite order is denoted by Res∞(P ).
Since Qtot is a perturbation of Q, the asymptotic of the pseudo-resonances at infinite order
is still given by Proposition 4.3. More precisely, we have the following result where zq(τ) is
given by (4.15).
Proposition 4.33. Assume (H1)–(H4), (H8), let C > 0 and let δ(h) be a function which
goes to 0 as h→ 0. Then, uniformly for τ ∈ [−C,C], the pseudo-resonances at infinite order
z in (4.9) with Re z ∈ E0 + τh+ hδ(h)[−1, 1] satisfy
(4.83) z = zq(τ) + o
( h
| ln h|
)
,
for some (unique) q ∈ Z.
On the other hand, for each τ ∈ [−C,C] and q ∈ Z such that zq(τ) belongs to (4.9) with
a real part lying in E0 + τh+ hδ(h)[−1, 1], there exists a unique pseudo-resonance at infinite
order z satisfying (4.83) uniformly with respect to q, τ .
Note that the remainder term in (4.83) is o(h| ln h|−1) and not O(h∞), as in (4.10). It
could be tough to give an explicit formula for the pseudo-resonances at infinite order modulo
O(h∞). Indeed, the asymptotic of the solutions of hσf(σ) = 1 is already typically in terms
of | lnh|−N , N ∈ N. We do not discuss this point. Nevertheless, Proposition 4.33 shows that
Res∞(P ) is in bijection with the zq(τ)’s. Finally, combining with Proposition 4.3, Proposition
4.33 yields
(4.84) dist
(
Res0(P ),Res∞(P )
)
= o
( h
| lnh|
)
,
in the domain (4.9).
Theorem 4.34 (Asymptotic of resonances modulo O(h∞)). Assume (H1)–(H4), (H8) and
let C, δ > 0. In the domain (4.12), we have
dist
(
Res(P ),Res∞(P )
)
= O(h∞),
as h goes to 0. Moreover, for all χ ∈ C∞0 (Rn), there exists M > 0 such that
(4.85)
∥∥χ(P − z)−1χ∥∥ . h−M ,
uniformly for h small enough and z ∈ (4.12) with dist(z,Res∞(P )) ≥ hC .
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Contrary to the Qa,b,c’s, the total 1 × 1 matrix Qtot is not unique. In fact, any Qtot
holomorphic in (4.9) and satisfying (4.80) will give the same set of pseudo-resonance at infinite
order modulo O(h∞). As consequence, the conclusions of Theorem 4.34 are independent of
this choice of Qtot.
Remark 4.35. The asymptotic of the resonances modulo O(h∞) is stated and proved un-
der the hypothesis that H consists of a single trajectory. As explained in the beginning of
the section, the general case seems difficult due to the possible presence of crossings of the
eigenvalues of Q. Nevertheless, the results of this part may be extended outside of these
crossings.
4.6. Tangential intersection of finite order.
Here, we relax (H7) and assume that the manifolds Λ− and Λ+ have an intersection of finite
order along a finite number of trajectories. The situation is then intermediate between the
transversal case treated in Theorem 4.5 and the fully tangential case treated in Theorem 5.3.
As explained in Remark 3.4 ii), one could prove that the resonances are at least at distance
of order h from the real axis in dimension n ≥ 2. The proof of the geometric assertions and
results stated below can be found in Section 12.6.
In the finite order intersection situation, the order of the contact between Λ− and Λ+ may
depend on the direction. It has no reason to be uniform. Thus, in large dimension, the
asymptotic of the resonances can be rather complicated. To avoid this problem, we work in
dimension n = 2 in the sequel. Then, near a point of the tangential intersection Λ−∩Λ+, one
direction of these 2 dimensional manifolds corresponds to the Hamiltonian vector field and
the order of contact is measured on the other ones. We assume that
(H13) The homoclinic set H consists of a finite number of trajectories on which Λ− and Λ+
have an intersection of finite order.
As in Section 4.1, we denote by γk, k = 1, . . . ,K, these Hamiltonian trajectories. To each of
theses curves, we associate its action Ak, its Maslov’s index νk and its asymptotic direction
gk± defined in (4.2).
For k ∈ {1, . . . ,K}, we make a linear change of coordinates such that gk− is (positively)
aligned with the base vector (1, 0). Let Λ1+ denote the evolution of Λ
0
+ by the Hamiltonian flow
after a turn along H. Then, the manifold Λ1+ projects nicely on the x-space near πx(γk ∩Λ0−).
Let ϕk+ ∈ C∞(Rn) be the unique generating function of Λ1+ (i.e. Λ1+ = {(x,∇ϕk+(x))}) defined
near πx(γk∩Λ0−) with the normalization ϕk+ = ϕ− on the curve πx(γk). The assumption (H13)
implies that, for all x1 > 0 small enough, one can write
(4.86) ϕk+(x1, x2)− ϕ−(x1, x2) = αk(x1)
(
x2 − xk2(x1)
)1+mk +O((x2 − xk2(x1))2+mk).
for some mk ∈ N \ {0} and αk(x1) 6= 0. Here, xk2(x1) is the second spatial coordinate of the
unique point of γk∩Λ0− with first spatial coordinate x1. Since Λ± are stable by the Hamiltonian
flow, mk is independent of x1. The fact that mk ≥ 1 follows from the normalization ϕk+ = ϕ−
on πx(γk) and from γk(t) = (xk(t),∇ϕ−(xk(t))) = (xk(t),∇ϕk+(xk(t))) ∈ Λ− ∩ Λ+. The
number mk is called the order of the intersection of Λ− and Λ+ along γk. In particular,
mk = 1 corresponds to a transversal intersection as in the assumption (H7). Contrary to mk,
the coefficient αk(x1) depends on x1. More precisely, if mk ≥ 2, we have
(4.87) αk(x1) = α
∞
k x
−(1+mk)λ2/λ1
1 + o
(
x
−(1+mk)λ2/λ1
1
)
,
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in the limit x1 goes to 0 for some α
∞
k 6= 0. That αk(x1) diverges when x1 goes to 0 can be
formally explained. Indeed, Lemma B.1 shows that the Hamiltonian trajectories in p−1(E0)
close but not in Λ− must escape in the orthogonal of their incoming direction (see Section
B.1). Thus, when x1 is small, Λ
1
+ “makes the transition” between γk which converges straight
to (0, 0) and trajectories orthogonal to γk. Roughly speaking, (4.87) quantifies this abrupt
transition.
We now defined a matrix of interaction similar to the matrix Q constructed in (4.4). We
assume that the homoclinic trajectories γk are labeled in such a way thatmk is non-increasing.
Let K1 ∈ {1, . . . ,K} be such that m1 = · · · = mK1 > mK1+1. Thus, the K1 first trajectories
γk are the curves along which Λ− and Λ+ are the “most tangential”. If m1 = 1, then K1 = K,
all the intersections are transversal (i.e. (H7) holds true) and the matrix Q(z, h) is given by
(4.4). If m1 > 1, then the entries of the K1 ×K1 matrix Q(z, h) are given by
Qk,ℓ(z, h) = eiAk/h|α∞k |−
1
1+m1
√
λ1λ2
π(1 +m1)
Γ
( 1
1 +m1
)
Γ
(
S(z, h)/λ1
)M+k
M−k
e−
π
2
(νk+1)i
× ∣∣gℓ−∣∣λ1+λ2λ1 (iλ1gk+ · gℓ−)−S(z,h)/λ1
 e
i π
2+2m1
sgn(α∞
k
)
for odd m1,
cos
( π
2 + 2m1
)
for even m1,
(4.88)
where M+k is defined in (4.3) and M−k is the limit
(4.89) M−k = lims→+∞
√∣∣∣det ∂xk(t, y)
∂(t, y)
|t=s, y=0
∣∣∣es∑j λj/2,
which belongs to ]0,+∞[. The notation xk(t, y) is defined above (4.3). Note that the “origi-
nal” M−k (i.e. the one given by (4.3)) vanishes in the present situation.
Mimicking Section 4.1, the quantization rule for the pseudo-resonances is given by
Definition 4.36. We say that z is a pseudo-resonance if and only if
1 ∈ sp (hS(z,h)/λ1− m11+m1Q(z, h)).
The set of pseudo-resonances is denoted by Res0(P ).
The factor hS(z,h)/λ1−1/2 appearing in Definition 4.2 is replaced by h
S(z,h)/λ1−
m1
1+m1 . This
is the crucial factor in the quantization rule because it determines the imaginary part of the
resonances at leading order. In the present context, let µ1(τ, h), . . . , µK1(τ, h) denote the
eigenvalues of
Q
(
E0 + hτ − ih
( 1−m1
2 + 2m1
λ1 +
λ2
2
)
, h
)
.
The pseudo-resonances satisfy the following two scale asymptotic. We omit the proof of this
result since it is similar to the one of Proposition 4.3.
Proposition 4.37. Assume n = 2, (H1)–(H4), (H13) and let C > 0. The pseudo-resonances
z lying in
(4.90) E0 + [−Ch,Ch] + i
[
−
( 1−m1
2 + 2m1
λ1 +
λ2
2
)
h− C h| lnh| , h
]
,
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satisfy z = zq,k(τ) + o(h| ln h|−1) in the sense of Proposition 4.3 with
zq,k(τ) = E0 + 2qπλ1
h
| lnh| − ih
( 1−m1
2 + 2m1
λ1 +
λ2
2
)
+ i ln(µk(τ, h))λ1
h
| lnh| ,
for some q ∈ Z and k ∈ {1, . . . ,K1}.
With the notation of Definition 4.4, the following result shows that the resonances are close
to the pseudo-resonances.
Theorem 4.38. Assume n = 2, (H1)–(H4), (H13) and let C, δ > 0. In the domain
(4.91) E0 + [−Ch,Ch] + i
[
−
( 1−m1
2 + 2m1
λ1 +
λ2
2
)
h− C h| lnh| , h
]
\ (Γ(h) +B(0, δh)),
we have
dist
(
Res(P ),Res0(P )
)
= o
( h
| lnh|
)
,
as h goes to 0. Moreover, for all χ ∈ C∞0 (Rn), there exists M > 0 such that∥∥χ(P − z)−1χ∥∥ . h−M ,
uniformly for h small enough and z ∈ (4.91) with dist(z,Res0(P )) ≥ δh| ln h|−1.
This result shows that the asymptotic of the resonances generated by tangential inter-
sections of finite order has the same structure than the one in the transversal setting (see
Theorem 4.5). Thus the resonances verify again the phenomena described in Section 4.2: ac-
cumulation on curves, vibration, transition and stability. We do not develop more this point
here.
Remark 4.39. i) At the leading order, the imaginary part of the resonances closest to the
real axis behaves like
(4.92) Im z ≈ −
( λ1
1 +m1
− λ1
2
+
λ2
2
)
h,
except under some special circumstances (see Example 4.23). Then, the resonances get closer
to the real axis when m1 increases. This is in agreement with the intuition that the more
tangential the intersection is, the more trapping the situation is. Letting m1 goes to +∞,
(4.92) becomes Im z ≈ (λ1 − λ2)h/2 which can be compared to (3.2).
ii) The same phenomena can be observed for m1 fixed. Assume for simplicity that K = 1
and m1 ≥ 2. Theorem 4.38 shows that resonances move away from the real axis when |α∞1 |
increases, the other parameters being fixed. This is natural since the intersections is less
tangential and then the trapping is weaker when |α∞1 | increases.
Only the K1 most tangential trajectories contribute to Q and then to the asymptotic of
the resonances. This is an illustration of the stability principle developed in Section 4.2.4.
Indeed, these K1 trajectories are the most trapped ones and the other K −K1 curves must
be seen as lower order perturbations. By comparison with Proposition 4.15, the difference of
strength of trapping is so high here that these K −K1 trajectories do not even contribute in
Q (whereas they give small terms in (4.37)). This phenomenon concerns the leading terms in
the asymptotic of the resonances, but probably not more precise asymptotics. It means that
a total quantization operator Qtot similar to the one of Section 4.5 should take into account
the contributions of all the K homoclinic trajectories.
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Figure 25. An example of operator satisfying (H13) with m1 > m2 and the
corresponding accumulation curve.
Remark 4.40. One can probably also deal with contacts of infinite order between Λ− and
Λ+. The result will then depend on the nature of the contact. If λ1 = λ2, the imaginary part
of the resonances should verify h| ln h|−1 ≪ Im z ≪ h. Indeed, the situation is intermediate
between the finite order case of Theorem 4.38 and the fully tangential case of Theorem 5.3.
One may ask why the coefficient α∞k appears in the present quantization operator (4.88)
and not in the one of the transversal case (4.4). In fact, for tangential intersection of finite
order, the nature of the contact between Λ0− and Λ
1
+ is mainly described by (4.86) where αk
is present. On the contrary, Proposition C.1 of [4] shows that the asymptotic (as x1 goes
to 0) of this contact is universal and uniformly transversal under the assumption (H7). In
other words, in the transversal case, the corresponding coefficient αk will only measure the
difference between Λ1+ and its asymptote which is transversal to Λ−. Thus, it is natural that
it does not appear at the principal order (i.e. in the matrix Q defined in (4.4)) but would
probably appear at lower orders (i.e. in the matrix Qtot defined in (4.80)).
When λ1 = λ2, the assumptions of Section 3.2 or Section 5.1 are satisfied and Htang =⋃
mk≥2
γk has Lebesgue measure zero in S
1. Then, we already known from Theorem 3.8 (or
Remark 3.10 i) to be more precise) that P has no resonance in the set [E0 −Ch,E0 +Ch] +
i[−Ch| lnh|−1, 0] for any C > 0. One can also compare the notations in the quantization
operators (3.7), (4.88) and (5.2) (see Remark 4.1 iii)). A direct computation shows
M+k
M−k
∣∣gℓ−∣∣λ1+λ2λ1 (iλ1gk+ · gℓ−)−S(z,h)/λ1
=M0(ĝk+)eiT (ĝ
k
+)
z−E0
h
(
iλ1ĝ
k
+ · ĝℓ−
)−S(z,h)/λ1 |gℓ−|λ1+λ22λ1 +i z−E0λ1h
|gk−|
λ1+λ2
2λ1
+i
z−E0
λ1h
,(4.93)
with ĝ•± := g
•
±/|g•±|. The last factor in the right hand side of (4.93) plays no role in the
asymptotic of the resonances and can formally be replaced by 1. Indeed, only the eigenvalues
of Q are relevant (see Remark 4.1 i)). Thus, this part of the quantization operators looks
quite similar. Nevertheless, the settings are rather different and this analogy can naturally not
be complete: the exponents of h in the quantization rules are not identical, some numerical
factors change and the terms containing m1 only appear in (4.88).
Example 4.41. We end this discussion by the construction of operators illustrating Theorem
4.38. As in previous examples, they will not be of the form (2.1) but will enter in the setting
of Remark 2.1.
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In dimension n = 2, we consider the semiclassical operator
P = −h2∆R2\O + V (x),
with Dirichlet condition at the boundary of the obstacle O. Here, V (x) ∈ C∞0 (R2) is a
potential which can be chosen as in Section B.3. In particular, we have λ1 = λ2 (for examples
with λ1 < λ2, one can consider potentials V as in Example 4.22). On the other hand, O is a
small non-trapping obstacle far away from the origin as illustrated in Figure 25.
As explained in Example 4.14, the assumptions (H1)–(H4) are satisfied and the homoclinic
trajectories are the radial rays which are normal to the boundary of ∂O. For x ∈ ∂O∩πx(H),
one can verify that the order of the contact of the manifolds Λ− and Λ+ along [0, x] coincides
with the order of contact of the curves ∂B(0, x) and ∂O at x. Thus, one can easily construct
operators satisfying (H13).
We precise the asymptotic of the resonances given by Theorem 4.38 in the simplest setting:
when γ1 is the unique homoclinic trajectory of order m1 (i.e. K1 = 1 or m1 > m2 if K ≥ 2).
Thus, the situation is similar to the one of the assumption (H8) and the distribution of
resonances will be quite close to (4.15). The symmetry of the Hamiltonian trajectories implies
that g1− and g
1
+ are the same up to some positive constant. Then, Proposition 4.37 gives
(4.94) zq,1(τ) = E0 − A1λ1| lnh| + 2qπλ1
h
| ln h| − ih
λ1
1 +m1
+ i ln(µ(τ))λ1
h
| lnh| ,
with q ∈ Z and
µ(τ) := |α∞1 |−
1
1+m1
λ1
π(1 +m1)
Γ
( 1
1 +m1
)
Γ
( m1
1 +m1
− i τ
λ1
)M+1
M−1
e−
π
2
(ν1+1)i
× ∣∣g1−∣∣2(iλ1|g1+||g1−|)− m11+m1+i τλ1
 e
i π
2+2m1
sgn(α∞1 ) for odd m1,
cos
( π
2 + 2m1
)
for even m1.
The localization of the resonances is then given by Theorem 4.38 in the domain (4.90). We
now study the unique corresponding accumulation curve in the sense of Remark 4.7. For any
fixed x ∈ R, [75, (5.11.9)] shows that
(4.95) |Γ(x+ iy)| ∼
√
2π|y|x− 12 e−π|y|2 .
as y goes to ∞. Combining with (4.94), the asymptotic behavior of the accumulation curve
for large Reσ satisfies
(4.96) Imσ = − λ1
1 +m1
+
1
| ln h|
{
A1 ln |Re σ|+A0 + o(1) as Reσ → −∞,
− πReσ +A1 ln |Re σ|+A0 + o(1) as Reσ → +∞,
with the constants A1 = λ1
m1−1
2+2m1
> 0, A0 = λ1 lnB0 and
B0 = |α∞1 |−
1
1+m1
√
2
π
λ
3−m1
2+2m1
1
1 +m1
Γ
( 1
1 +m1
)M+1
M−1
|g1−|
2+m1
1+m1
|g1+|
m1
1+m1

1 for odd m1,
cos
( π
2 + 2m1
)
for even m1.
By comparison with Corollary 4.8, the novelty is the term A1 ln |Re σ|. When Reσ → +∞,
this term is secondary and the accumulation curve behaves essentially as in (4.18), mutatis
mutandis. This is again an illustration of the transition to non-trapping principle described
in Section 4.2.3. Indeed, the energies above E0 seems “less trapping” than E0 (even if they
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can be trapping) since the asymptotic directions g1± are on the same side of 0. On the other
hand, when Reσ → −∞, the new term A1 ln |Re σ| is dominant. Thus, the accumulation
curve approaches slowly to the real axis. That the energies below E0 seems more trapping
than in the transversal case could explain this convergence. We send the reader to Section
4.2.3 for a general discussion on transition phenomena under the assumption (H7).
5. Asymptotic of the resonances generated by nappes of homoclinic
trajectories
5.1. Main results.
We now give the asymptotic of the resonances when the intersection between Λ− and Λ+ is
maximal. Since we want to consider a strong trapping situation (as in Theorem 3.8) and not a
weak trapping situation (as in Theorem 3.2 and Section 4), we come back to the assumptions
and notations of Section 3.2. Thus, we expect to see resonances at distance h| ln h|−1 from
the real axis.
We make the assumption (H6). This means that all the λj’s coincide and are denoted
by λ in the sequel. We send back the reader to Section 3.2 for the definition of the sets
Htang,H±∞tang and of the homeomorphisms α(·), ω(·). We also define Htrans = H \ Htang, the
set of homoclinic trajectories along which Λ− and Λ+ intersect transversally in at least one
direction.
In order to give the asymptotic of the resonances, we need to define some dynamical
quantities. The proofs of the following geometric assertions can be found in Section B.2. For
α ∈ H+∞tang, let γα denote the Hamiltonian trajectory given by (3.3). Recall that the quantity
M0(α), which measures the amplification along homoclinic trajectories, is defined in (3.5).
The action
A(α) =
∫
γα
ξ · dx,
and the Maslov’s index of Λ+ along the curve γα, noted ν(α), are well-defined. Moreover, A
is continuous on H+∞tang and ν is locally constant. Eventually, let T (α) denote the limit
(5.1) T (α) := lim
ε→0
(
tε−(α)− tε+(α)− 2| ln ε|/λ
)
,
which exists for all α ∈ H+∞tang (the tε±(α)’s are defined below (3.4)). In some sense, T (α) can
be seen as the time delay on the trajectory γα. This function is continuous on H+∞tang. In this
part, we assume
(H14) H+∞tang is the union of a finite number of isolated sets on which A and ν are constant.
This assumption holds true in many situations. Indeed, the action and the Maslov’s index
are constant on any smooth path in H+∞tang since Λ+ is a Lagrangian manifold. Thus, (H14) is
satisfied in Example 3.9, in dimension n = 1 (see Section 4.3) and in the examples of Section
5.2. One should be able to relax this hypothesis by assuming that (H14) holds outside a set
of measure zero.
We can now define the quantization operator which governs the localization of the reso-
nances in this strong trapping case. Let T denote the operator on L2(H−∞tang), endowed with
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the Lesbegue measure on Sn−1, with kernel
T (z, h)(ω, ω˜) = eiA(α(ω))/hΓ
(n
2
− iz − E0
λh
)( λ
2π
)n
2M0(α(ω))
× e−i(ν(α(ω))π2+nπ4−T (α(ω)) z−E0h )(iλα(ω) · ω˜)−n2+i z−E0λh .(5.2)
From (H4), the compactness of H−∞tang and the previous properties on the geometric quantities,
this kernel is continuous and then bounded on H−∞tang × H−∞tang. In particular, T (z, h) is a
compact operator. As noticed above Remark 3.7, we could have defined equivalently T on
any Lq(H−∞tang) with 1 ≤ q ≤ +∞. We rather work on L2(H−∞tang) in this part. From (H14),
the action A takes a finite number of values, say A1, . . . , AK . Thus, as the matrix Q in (4.6),
the operator T can be decomposed as
(5.3) T (z, h) = T˜ (ρ, σ) =
K∑
k=1
ρkT˜k(σ),
where ρ = (ρ1, . . . , ρK) with ρk = e
iAk/h and T˜k is independent of h and meromorphic on the
rescaled parameter σ defined in (4.7). In this strong trapping case, the pseudo-resonances are
defined by the
Definition 5.1 (Quantization rule). We say that z is a pseudo-resonance if and only if
1 ∈ sp (h−i z−E0λh T (z, h)).
The set of pseudo-resonances is denoted by Res0(P ).
This quantization rule looks similar to those of the transversal case (see Definition 4.2) and
of the tangential intersection of finite order (see Definition 4.36). Nevertheless, there are some
differences. First, the most important part, that is the power of h, changes. Second, some
coefficients of Q and T do not have the same structure (the Maslov determinantsM of (3.5)
and (4.3) for instance). Nevertheless, the two quantization rules are the same in dimension
n = 1 (see Lemma 13.8 for the proof). This is natural since the assumptions of Section 4 and
Section 5 are satisfied simultaneously when n = 1.
We now give the asymptotic of the pseudo-resonances which are implicitly defined. For all
τ ∈ R, the operator
T̂ (τ, h) := T (E0 + hτ, h),
is compact on L2(H−∞tang). Its kernel is given by
T̂ (τ, h)(ω, ω˜) = eiA(α(ω))/hΓ
(n
2
− i τ
λ
)( λ
2π
)n
2M0(α(ω))
× e−i(ν(α(ω))π2+nπ4−T (α(ω))τ)(iλα(ω) · ω˜)−n2+i τλ .
Let µ1(τ, h), µ2(τ, h), . . . denote the non-zero eigenvalues of T̂ (τ, h) counted with their multi-
plicity. Depending on the situation, they can be in finite or infinite number and their cardinal
may depend on τ, h. Since [−C,C]×]0, 1] ∋ (τ, h) 7→ T̂ (τ, h) is analytic, the general pertur-
bation theory (see Chapter VII of Kato [64]) shows that these non-zero eigenvalues (correctly
labeled) are locally continuous functions of τ, h and locally analytic functions on τ for h fixed
with only algebraic singularities at some exceptional points. Eventually, (5.2) yields that
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Figure 26. Two scale asymptotic of resonances of Theorem 5.3.
(τ, h) 7→ T̂ (τ, h) is a locally uniformly bounded function of Hilbert–Schmidt operators. This
means that
sup
(τ,h)∈[−C,C]×]0,1]
∥∥T̂ (τ, h)∥∥
HS
< +∞,
for all C, δ > 0. Combining with the Bienayme´–Tchebychev’s inequality, it ensures
(5.4) sup
(τ,h)∈[−C,C]×]0,1]
card{k; |µk(τ, h)| ≥ δ} < +∞,
for all C, δ > 0. The pseudo-resonances of Definition 5.1 verify an asymptotic similar to the
one of Proposition 4.3.
Proposition 5.2 (Asymptotic of the pseudo-resonances). Assume (H1)–(H4), (H6), (H14)
and let C > 0. The pseudo-resonances z lying in
(5.5) E0 + [−Ch,Ch] + i
[
− C h| lnh| ,
h
| lnh|
]
,
satisfy z = zq,k(τ) + o(h| ln h|−1) in the sense of Proposition 4.3 with
zq,k(τ) = E0 + 2qπλ
h
| ln h| + i ln(µk(τ, h))λ
h
| ln h| ,
for some q ∈ Z and k.
Note that only the eigenvalues µk(τ, h)’s with |µk(τ, h)| ≥ e−2C/λ provide pseudo-resonances
in the domain (5.5). From (5.4), the numbers of those eigenvalues is then uniformly bounded
with respect to τ, h. With Definition 4.4 in mind, the asymptotic of the resonances in this
strong trapping case is given by the following result.
Theorem 5.3 (Asymptotic of resonances). Assume (H1)–(H4), (H6), (H14) and let C, δ > 0.
In the domain (5.5), we have
dist
(
Res(P ),Res0(P )
)
= o
( h
| lnh|
)
,
as h goes to 0. Moreover, for all χ ∈ C∞0 (Rn), there exists M > 0 such that∥∥χ(P − z)−1χ∥∥ . h−M ,
uniformly for h small enough and z ∈ (5.5) with dist(z,Res0(P )) ≥ δh| ln h|−1.
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Thus, under the previous assumptions, the resonances are typically at distance h| ln h|−1
from the real axis. However, this is not always the case. For instance, the imaginary part of
the resonances can be exponential small in dimension n = 1 (see case (C) in Section 4.3 for
more details). On the contrary, there may be no resonance at distance h| lnh|−1 from the real
axis. We have already seen in Remark 3.10 i) that this is the case when mesSn−1(H±∞tang) = 0.
In this situation, Theorem 5.3 gives no additional information.
This theorem shows that the resonances are close to the pseudo-resonances, but gives no
information on the multiplicity. However, as in Proposition 4.6, it is possible to give a lower
bound for the number of resonances close to a pseudo-resonance by the multiplicity of this
pseudo-resonance.
The asymptotic of the resonances given by Proposition 5.2 and Theorem 5.3 is partially
implicit. Indeed, the eigenvalues of T̂ have to be computed. In the figures below, they are
calculated numerically by discretizing the kernel (5.2) on the compact H−∞tang. The situation
of Section 4 was slightly different since the eigenvalues of a K ×K matrix can be explicitly
computed (at least for K < 5 or in particular cases like Section 4.4.2). Roughly speaking,
Theorem 5.3 (but also Theorem 4.5) can be seen as the “quotient by the Hamiltonian flow”
of the resonance problem and the “reduction” to the asymptotic directions at the hyperbolic
fixed point of the homoclinic set.
In the results stated in Section 4, the spectral parameter must avoid a neighborhood of
size h of the exceptional set Γ(h). It is not the case in Theorem 5.3 where this exceptional
set does not appear. This is natural since Γ(h), being at at distance h of the real axis, does
not meet the domain (5.5).
From Theorem 5.3, the operator T gives the resonances in any neighborhood of size
h| ln h|−1 of the real axis. There is no hope to generalize this result to larger zone. For
instance, consider an operator satisfying the assumptions of Section 4 in dimension n ≥ 2 as
in Example 3.5, Example 4.11 or Example 4.41. In these cases, L2(H−∞tang) = {0}, T has no
eigenvalue and Definition 5.1 (even generalized to larger zone) provides no pseudo-resonance.
Nevertheless, Theorem 4.5 and Theorem 4.38 show that in these situations there are a lot of
resonances in neighborhoods of size h of the real axis. Thus, the small eigenvalues of T do
not provide, in general, the asymptotic of the resonances deeper in the complex plane. In
some sense, T contains only the “pertinent” dynamical informations for the asymptotic of the
resonances at distance h| ln h|−1 of the real axis. Understanding the distribution of resonances
in larger zones would require to take into account the nature of the contact between Λ− and
Λ+ along H. Under the present assumptions, this seems rather difficult.
Remark 5.4. i) The assumption (H14) is probably a technical hypothesis. In the proof, it
is used to estimate the resolvent of T and to invert the limits h → 0 and ε → 0 (see e.g.
(13.15)). Without (H14), the quantization operator T can still be defined by (5.2). It can no
longer be written like (5.3), but can be seen as a Fourier integral operator. In particular, it is
not clear that the pseudo-resonances defined by Definition 5.1 satisfy the asymptotic stated
in Proposition 5.2 and that they are close to the resonances.
ii) More generally, one may think to give the asymptotic of the resonances without any
assumption on the nature of the intersection of Λ− and Λ+. In particular, such result will
unify Section 4 and Section 5. The idea will be to defined an abstract quantization operator
whose kernel will be defined on all Sn−1. Its construction will be based on Theorem A.2
and on the monodromy in a neighborhood of H. Unfortunately, this classical operator is too
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Figure 27. A geometric setting where (H14) does not hold.
complicated to deal with, the crucial estimates on its resolvent can not be obtained and the
asymptotic of the resonances is therefore out of reach.
Figure 27 provides a geometric situation where (H14) is not satisfied. There are an infinite
number of Ij ⊂ H−∞tang with mesSn−1(Ij) > 0 on which the action Aj is constant and verifies
Aj 6= Ak for j 6= k. The corresponding operator can be rigorously constructed adapting the
forthcoming Example 5.8 (see also Example 5.11).
One can compare Theorem 5.3 with the resonance free domains obtained in Section 3.2.
Concerning the kernels, we have
(5.6) T0(τ)(ω, ω˜) =
∣∣T (E0 + hτ, h)(ω, ω˜)∣∣,
from the explicit formulas (3.7) and (5.2). This relation justifies the choice of T0 in Section
3.2. We will now study the resonance free domains given by Theorem 3.8 and Theorem 5.3.
As in (3.8), we define
(5.7) A(τ, h) = spr(T (E0 + hτ, h)),
the spectral radius of the operator T (E0 + hτ, h). Using (5.6), we deduce
(5.8) A(τ, h) ≤ A0(τ),
for all τ, h. The proof of this fact can be found at the end of Appendix C. On the other hand,
Theorem 5.3 implies that P has no resonance in the set
(5.9)

E0 − Ch ≤ Re z ≤ E0 + Ch,(
λ ln
(
A
(Re z − E0
h
, h
))
+ δ
) h
| lnh| ≤ Im z ≤
h
| ln h| ,
for all C, δ > 0 and then h small enough. Moreover, this resonance free domain is optimal
(at least when A does not vanish). From (5.8), the zone (5.9) is larger than (3.9), the
resonance free domain provided by Theorem 3.8. Thus, Theorem 5.3 is more precise under
the assumption (H14), whereas Theorem 3.8 holds without this hypothesis.
Since P is self-adjoint (except for some operators following Remark 2.1), the resonances
have a non-positive imaginary part. Using Proposition 5.2 and Theorem 5.3, it gives
|µk(τ, h)| ≤ 1 + oh→0(1).
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In other words, the spectral radius of T satisfies A(τ, h) ≤ 1 + oh→0(1) for all τ ∈ R and
h ∈]0, 1]. Moreover, A(τ, h) ≤ 1 if the action A is constant since |µk(τ, h)| does not depend
on h in that case. These estimates were not clear starting from (5.2). Such upper bounds are
not necessarily verified for the matrices Q of Section 4.
5.2. Applications and examples.
Since the asymptotic stated in Theorem 5.3 is similar to that of Theorem 4.5, the distri-
bution of resonances in this strong trapping case verify the phenomena described in Section
4.2. We follow the plan of this section and give examples corresponding to each phenomenon.
5.2.1. Accumulation on curves. From Theorem 5.3, the resonances satisfy a two scale asymp-
totic as in Remark 4.7. This is illustrated in Figure 26. At the macroscopic scale h, they
accumulate on the curves
(5.10) Imσ = ln
(|µk(Re σ, h)|) λ| ln h| ,
where k ∈ N and σ is the rescaled spectral parameter defined in (4.14). This expression is
analogous to (4.13) excepted that the leading term is now given by the eigenvalues of T̂ .
Note that the lower boundary of the region (5.9) is given by the equation of the accumulation
curve closest to the real axis. At the microscopic scale h| ln h|−1, the packets of resonances
(see Section 5.1 and the discussion above Proposition 4.6) are horizontally spaced out by
2πλ
h
| ln h| + o
( h
| ln h|
)
.
Example 5.5. We apply Theorem 5.3 in the simplest situation: the case of a single nappe.
More precisely, we come back to Example 3.9 with θ1 < π/4. The geometric setting is
described in Figure 8. We already know that (H1)–(H4) and (H6) hold true and that H±∞tang =
[−θ0, θ0], Htrans = ∅. Moreover, α(ω) = ω,M0(α) = 1 and ν(α) = −1. Eventually, the action
A and the time delay T are constant on H+∞tang. Thus, all the assumptions of Theorem 5.3 are
satisfied and T̂ takes the form
(5.11) T̂ (τ, h)(ω, ω˜) = eiA/h λ
2π
Γ
(
1− i τ
λ
)
eiT τ (iλω · ω˜)−1+i τλ = eiA/hT˜ (τ)(ω, ω˜),
where T˜ does not depend on h. Let µ˜1(τ), µ˜2(τ), . . . denote the non-zero eigenvalues of T˜ (τ)
counted with their multiplicity. Combining with Proposition 5.2, the zq,k’s which approximate
the (pseudo-)resonances can be written
(5.12) zq,k(τ) = E0 − Aλ| lnh| + 2qπλ
h
| lnh| + i ln(µ˜k(τ))λ
h
| ln h| .
This expression is similar to (4.15), which concerns the resonances generated by a unique
homoclinic trajectory. Nevertheless, the µ˜k(τ)’s are now implicit. Otherwise, we deduce from
(5.12) that the equations for the accumulation curves are given by
(5.13) Imσ = ln
(|µ˜k(Re σ)|) λ| ln h| .
Note that these curves do not depend on h (except by the explicit factor | lnh|−1). This is
natural since the action is constant on H+∞tang (see the discussion below this example). Remark
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Figure 28. The accumulations curves in Example 5.5. They are obtained
through (5.13) and a numerical computation of the eigenvalues of T˜ .
5.6 shows that the number of these accumulation curves is infinite near σ = 0 when θ0 > 0.
They are illustrated in Figure 28.
Finally, we study the distribution of the resonances when the “opening angle” (that is 2θ0)
is small. For that, we investigate the behavior of the spectrum of T̂ in the limit θ0 goes to 0.
For C > 0 fixed, it is proved in Section 13.3 that
(5.14) σ
(T̂ (τ, h)) = {µτ,h,θ0} ∪Rτ,h,θ0 ,
for τ ∈ [−C,C]. Here, µτ,h,θ0 is a simple eigenvalue satisfying
µτ,h,θ0 = e
iA/hqτθ0 + oθ0→0(θ0) with qτ = −
i
π
Γ
(
1− i τ
λ
)
eiT τ (iλ)i
τ
λ ,
and the rest of the spectrum verifies Rτ,h,θ0 ⊂ B(0, oθ0→0(θ0)). These properties hold true
uniformly with respect to τ ∈ [−C,C] and h ∈]0, 1]. Inserting these asymptotic in (5.12), we
deduce
(5.15) zq,1(τ) = E0 − Aλ| ln h| + 2qπλ
h
| ln h| − iλh
| ln θ0|
| ln h| + i ln(qτ )λ
h
| lnh| + oθ0→0(1)
h
| ln h| ,
whereas the other pseudo-resonances satisfy
(5.16) Im zq,k(τ) ≤ −λh | ln θ0|| ln h| − C
h
| lnh| ,
for k ≥ 2 and θ0 small enough. Note that, contrarily to (5.12), the expression for zq,1(τ) is
now explicit.
One can first deduce from (5.15) and (5.16) that the resonances go away from the real axis
when θ0 goes to 0. This is natural since the trapping “decays” in this regime (see Remark 5.7
for τ = 0). On the other hand, the distribution of the resonances looks like to that generated
by a unique transversal trajectory (see Corollary 4.8): there is an isolated accumulation curve
given by (5.15) and the rest of the resonances is below in the complex plane from (5.16). This
analogy can be specified. If we replace formally θ0 by an appropriate power of h in (5.15), we
fall back on (4.15) (or Proposition 4.37). Nevertheless, the constant qτ differs from µ(τ). This
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link with Section 4 can be formally explained: due to the uncertainty principle, a function
localized microlocally near some point of T ∗Rn is sometimes seen in quantum mechanic as
spread in a vicinity of size hc (for some appropriate c > 0) of this point. Thus, a transversal
intersection as in (H7) (or a tangential intersection of finite order as in (H13)) could be seen
as a tangential intersection whose opening angle is of size hc.
Since the quantization rule (see Definition 5.1) is implicit, it is not clear that P has actually
resonances in (5.5). We have already seen in (5.15) that there exist operators with at least
one accumulation curve. We now give conditions which guaranties an infinity of accumulation
curves.
Remark 5.6 (Infinity of accumulation curves). In addition to the assumptions of Theorem
5.3, suppose that n = 2, mesSn−1(H−∞tang) > 0, α ·ω > 0 for all (α, ω) ∈ H+∞tang×H−∞tang, α(ω) = ω
and that A, T ,M0, ν are constant on H+∞tang. Then, the non-zero eigenvalues of T̂ (0, h) are in
infinite number and their modulus is independent of h. As consequence, P has an infinity of
accumulation curves below τ = 0 and they do not depend on h. More precisely, the number
of accumulation curves in
E0 + [−h, h] + i
[
− C h| lnh| , 0
]
,
is finite for all C > 0 fixed (see the discussion below Proposition 5.2) and goes to infinity as
C → +∞.
The setting is different from that of Section 4.1. Indeed, the number of accumulation curves
is bounded by K in that case. Note that Example 5.5 satisfies the assumptions of Remark
5.6. Under these hypotheses, one can also prove that the resonances approach the real axis
when the trapping increases. More precisely,
Remark 5.7 (Increase of the trapping). Let P,Q be two operators satisfying the assumptions
of Remark 5.6 with λ(P ) = λ(Q), M0(P ) = M0(Q) and H±∞tang(P ) ⊂ H±∞tang(Q). Then, we
have
(5.17) spr
(T̂ (P )(0, h)) ≤ spr (T̂ (Q)(0, h)),
for all h ∈]0, 1]. In particular, the resonances of the first accumulation curve of Q are closest
to the real axis than the ones of P , at least near E0 and modulo o(h| ln h|−1).
This phenomenon is natural since Q is “more geometrically trapping” than P . Roughly
speaking, the situation is similar to (4.60) (where the contributions of the different trajectories
add) and not to Remark 4.18 (where the contributions of the different trajectories conflict).
On the other hand, it could be possible to adapt the result of Remark 4.18 to the setting of
Theorem 5.3.
Example 5.8. We now construct operators such that H±∞tang have a rough structure. In
particular, the asymptotic tangential directions can form a Cantor set. For that, we adapt
the constructions of Example 3.11. Thus, P will not be of the form (2.1), but will enter in
the setting of Remark 2.1.
In dimension n = 2, let (r, θ) be the polar coordinates. As in (3.10), we first consider
(5.18) P0 = −h2∆R2\O0 + V (r),
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Figure 29. The geometry of Example 5.8 and the associated accumulation curves.
with Dirichlet boundary conditions. Here, V and O0 are described in Example 3.11 (see also
Figure 9). We now perturb O0 to change the homoclinic set. Let O be the smooth non-
trapping obstacle which coincides with O0 except that the part of the boundary r = R0 is
replaced by
r = R0 + F (θ),
where F ∈ C∞ is a well chosen function such that F (θ) = F ′(θ) = F ′′(θ) = 0 for θ ∈ K
where K is some compact set, and that F ′′(θ) 6= 0 for all θ /∈ K with F ′(θ) = 0 (see Figure
29). It is possible to construct such a function F where K is a Cantor set localized near 0.
Indeed, one can choose F = F1 + F2 + · · · where the F•’s have disjoint support and remove
inductively some parts of the angular sector of the homoclinic trajectories of P0.
We then define
P = −h2∆R2\O + V (r).
Using Proposition B.12, one can prove that the trapped set of P at energy E0 verifies (H3)
and that the homoclinic set consists of the radial rays whose angle θ satisfies F ′(θ) = 0. Thus,
(H4) holds true. From the construction of F , H±∞tang = K and Htrans consists of the radial rays
whose angle θ /∈ K satisfies F ′(θ) = 0. Moreover, the quantities A, T are constant on H+∞tang,
M0(α) = 1, ν(α) = −1, α(ω) = ω and α · ω > 0 for all (α, ω) ∈ H+∞tang ×H−∞tang. In particular,
(H14) is verified.
Then, Proposition 5.2 and Theorem 5.3 provide the asymptotic of the resonances. The
kernel of the operator T̂ (τ, h) on L2(K) is given by (5.11). The zq,k’s satisfy (5.12) mutatis
mutandis. Moreover, Remark 3.10 i), Remark 5.6 and Remark 5.7 can be applied here. So,
P has an infinity of accumulation curves below E0 (that is for τ = 0) if mesSn−1(K) 6= 0, and
no resonance in (5.5) if mesSn−1(K) = 0. Since the action is constant on K, the accumulation
curves are independent of h. They are drawn in Figure 29 using a computer calculation of
the eigenvalues of T̂ . That K is irregular presents no difficulty for the numerical analysis.
Indeed, one can replace K by a finite union of intervals modulo lower order terms. This is a
consequence of the stability result stated in Remark 5.12 iii).
Example 5.9. Using an absorbing potential, it is possible to construct an operator where
H±∞tang is “formally” any given compact subset K of Sn−1 with sufficiently small diameter.
Indeed, consider first P0 the operator build in Example 3.11 (or the operator of Example 3.9)
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Figure 30. The geometry of Example 5.9.
but in dimension n ≥ 2. The asymptotic homoclinic directions of P0 form a sector K0 ⊂ Sn−1.
Let also F ∈ C∞(Sn−1; [0, 1]) be such that F (θ) = 0 for θ ∈ K and F (θ) > 0 for θ ∈ K0 \K.
The existence of such a function follows from the Whitney covering lemma. We set
P = P0 − ih| ln h|F (θ)G(r),
where G ∈ C∞0 (R; [0, 1]) is a cut-off function supported between the fixed point and the barrier
(see Figure 30). This operator enters in the setting of Remark 2.1.
In this situation, the principal symbol and the Hamiltonian trajectories of P are those of
P0. Thus, the set of asymptotic tangential directions of P is K0, as for P0. Nevertheless, the
homoclinic trajectories which touch the support of F (θ)G(r) play no role in the asymptotic
of the resonances of P . Indeed, the microlocal solutions of (P − z)u = 0 are absorbed in
this support. Then, the kernel of the quantization operator T is (5.2) restricted to K and
Theorem 5.3 provides the asymptotic of the resonances of P . In other words, the “effective”
set of asymptotic tangential directions is indeed K. Remark that the present operator satisfies
also the assumptions of Remark 5.6.
5.2.2. Vibration phenomena. Coming back to the general setting, the accumulation curves can
vibrate in the sense of Remark 4.10. It means that the shape of (5.10) can change with h. This
phenomenon occurs when the modulus of µk(Re σ, h) depends on h. More precisely, thanks to
(H14), the number of different actions A1, . . . , AK is finite. Thus, the accumulation curves in
the domain (5.5) are smooth (at least continuous) functions of ei(A2−A1)/h, . . . , ei(AK−A1)/h.
Moreover, the particular cases of Remark 4.10 still hold true. First, if the action is constant
on H+∞tang modulo a subset of measure zero, the accumulation curves do not depend on h.
Second, if there exist exactly two different actions, denoted A1 and A2, modulo a subset of
measure zero, the accumulation curves are periodic functions of h−1 with period 2π|A2−A1|−1.
We now construct an Schro¨dinger operator with different actions. It will be similar to the
one of Example 5.5 but with two “croissants”.
Example 5.10. In dimension n = 2, let (r, θ) be the polar coordinates. We consider
V (x) = V0(r) + V∞(r − a1)ψ1(θ) + V∞(r − a2)ψ2(Θ + θ),
where V0 is as in Section B.3. The potential V∞ ∈ C∞0 (R) is an even function satisfying
rV ′∞(r) < 0 for r in the interior of suppV∞ \ {0} and E0 < V∞(0). The constants a• > 0
are chosen sufficiently large (in particular, suppV0(r) ∩ suppV∞(r − a•) = ∅). Moreover,
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Figure 31. The geometry of Example 5.10 and the corresponding accumula-
tion curves of resonances for different values of h.
ψ•(θ) ∈ C∞0 ([−θ1•, θ1•]) is equal to 1 for |θ| ≤ θ0• and θψ′•(θ) < 0 for θ0• < |θ| < θ1• for some
0 ≤ θ0• < θ1• ≤ π. Eventually, Θ ∈ R is chosen near π. The geometric setting is illustrated in
Figure 31.
For θ1• small enough and Θ close enough to π, the assumptions (H1)–(H4), (H6) and (H14)
are all satisfied and H∞ = H±∞tang = [−θ01, θ01] ∪ [Θ − θ02,Θ + θ02]. In fact, to prove these
assertions, it is enough to process as in Example 3.9 and to remark that, from Lemma B.1
and Proposition B.12, no Hamiltonian curve coming from a “croissant” (say the support of
V∞(r − a1)ψ1(θ)) can touch the other “croissant” (the support of V∞(r − a2)ψ2(Θ + θ)).
Moreover, we have α(ω) = ω, M0(α) = 1 and ν(α) = −1 as in Example 5.5. Eventually,
there are two different actions (say A1, A2) and times delay (say T1, T2) when a1 6= a2.
The asymptotic of the resonances is then given by Theorem 5.3. Since there are two
different actions, the accumulation curves are periodic functions of h−1. They are drawn in
Figure 31 using a numerical computation of the eigenvalues of T . On the other hand, with
the notations of Remark 3.7, we have
M0 = 1 and J0(σ) = 2 cosh
(π
2
σ
)
ln tan
(
θ0 +
π
4
)
,
when θ0 := θ01 = θ
0
2 and Θ = π. This computation, Remark 3.7 and Theorem 3.8 give an
explicit resonance free zone which is non-empty but localized in a set where (Re z −E0)/h is
bounded. Note that all the energies in a neighborhood of E0 are trapped.
Furthermore, one can also consider the small “opening angle” limit as in (5.14)–(5.16).
Assume that θ01 and θ
0
2 are small and comparable. In the sequel, we suppose that θ
0
2 = αθ
0
1
with α 6= 0 to fix the ideas. For τ ∈ R, let Q̂(τ, h) denote the 2× 2 matrix with coefficients
(5.19) Q̂k,ℓ(τ, h) = eiAk/hλ
π
Γ
(
1− i τ
λ
)
eiTkτα
k+ℓ−2
2
{
(iλ)−1+i
τ
λ if k = ℓ,
(iλ cos Θ)−1+i
τ
λ if k 6= ℓ,
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Figure 32. The geometry of Example 5.11 and the corresponding accumula-
tion curves of resonances for different values of h.
and µ1(τ, h), µ2(τ, h) its two eigenvalues. Equation (4.23) provides an explicit formula for
these quantities. The zq,k(τ)’s of Proposition 5.2 verify
(5.20) zq,k(τ) = E0 + 2qπλ
h
| lnh| − iλh
| ln θ01|
| lnh| + i ln(µk(τ, h))λ
h
| ln h| + oθ01→0(1)
h
| ln h| ,
for k = 1, 2 and
(5.21) Im zq,k(τ) ≤ −λh | ln θ
0
1|
| ln h| − C
h
| lnh| ,
for k ≥ 3 and θ01 small enough. These relations hold uniformly for τ ∈ [−C,C] and h ∈]0, 1]
with C > 0 fixed. We omit the proof of (5.20)–(5.21) since it is the same as (5.15)–(5.16),
mutatis mutandis.
In some sense, the present setting has some analogies with Example 4.11. The two transver-
sal homoclinic trajectories “on the opposite size of 0” are replaced here by two nappes. Con-
cerning the resonances, similarities also occur: the two first accumulation curves of Figure 31
look like to the ones of Figure 13. In the small “opening angle” limit, this resemblance can
be proved using (5.20)–(5.21). Nevertheless, the matrices (4.8) and (5.19) are different.
One can also construct operators with two nappes “on the same side of 0” with different
actions.
Example 5.11. We adapt Example 5.8 and use its notations. Let P0 be the operator defined
in (5.18). As previously, let O be the obstacle O0 where the boundary r = R0 is replaced by
r = R0 + F (θ). We choose F ∈ C∞ as in Figure 32 such that O is non-trapping,
F (θ) =
{
a1 for θ ∈ I1,
a2 for θ ∈ I2,
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Figure 33. The resonance free zones for Reσ large given by (5.22).
for two intervals I1, I2 ⊂ K0 and F ′(θ) 6= 0 for θ ∈ K0 \ (I1 ∪ I2) where K0 is the set of
asymptotic homoclinic directions of P0. As usual, we set
P = −h2∆R2\O + V (r).
Like in the previous examples, (H1)–(H4), (H6) are satisfy. As explained in Example
5.8, the homoclinic trajectories correspond to the angles θ ∈ K0 such that F ′(θ) = 0. By
construction, we deduce H±∞tang = I1 ∪ I2 and Htrans = ∅. Moreover, we have α(ω) = ω,
M0(α) = 1 and ν(α) = −1. Eventually, there are two different actions (say A1, A2) and
times delay (say T1, T2) when a1 6= a2. Thus, (H14) holds true.
The distribution of the resonances is described in Theorem 5.3. The accumulation curves
are illustrated in Figure 32. They are periodic functions of h−1 since H±∞tang consists of two
nappes (I1 and I2) with different actions. The situation is somehow similar to Example 4.14.
As in Example 5.5 and Example 5.10, this analogy can be specified in the small “opening
angle” limit. This point is not developed here since it is similar to what has already been
made.
5.2.3. Transition phenomena. We now examine the behavior of the accumulation curves in the
limits Re σ → ±∞. It can be formally justified by the nature of the trapping below and above
E0, and illustrates the transitional nature of the homoclinic trappings. In the transversal
case, such questions have been treated in details in Section 4.2.3. By comparison, we have
not here the explicit form of the accumulation curves. Thus, we will mainly concentrate on
the resonance free domains and use the results of Section 3.2 rather than those of Section 5.1.
Figure 33 summarizes the results that will be obtained for large ±Re σ. If H±∞tang 6= ∅, three
different cases are possible:
(A) All the homoclinic trajectories are “on the same side of 0”. That is g− · g+ > 0 for all
g± ∈ H±∞tang. This condition is satisfied for instance in Example 3.11, Section 4.3 (B), Example
5.5, Example 5.8, Example 5.9 and Example 5.11. Under the condition (A), Remark 3.7 gives
A0(τ) . e−
πτ
2λ
∣∣∣Γ(n
2
− i τ
λ
)∣∣∣.
From Stirling’s formula [2, (6.1.37)], it implies
(5.22) A0(τ) .
 e
−π τ
λ |τ |n−12 for τ ≫ 1,
|τ |n−12 for τ ≪ −1.
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Then, Theorem 3.8 gives a resonance free zone for the energies greater than E0 of the form
(5.23)
(
− πRe σ + λn− 1
2
ln(Re σ) + C
) 1
| ln h| ≤ Imσ ≤ 0,
for Reσ ≫ 1 and some C > 0. Thus, the resonance free zone increases almost linearly, with
a universal rate, as Reσ goes to +∞. In the cited examples, the energies above E0 are non-
trapped and then at distance h| lnh| from the resonances. This can justify the phenomenon:
the growth of the resonance free domain is a transition to non-trapping. Remark that (5.23)
is analogous to Remark 4.13 and coincides exactly with (4.30) in the one dimensional case.
We consider the behavior of the accumulation curves for the energies below E0. Since
we do not have an explicit formula for the eigenvalues of T̂ , we only discuss the numerical
computations. In Figure 28, we see that all the accumulation curves converge to the real axis
in the limit Re σ → −∞. In particular, the number of these curves in [E0 − Ch,E0 + Ch] +
i[−h| ln h|−1, 0] seems to diverge as C → +∞. That the operator of Example 5.5 has a lot of
degenerate elliptic periodic trajectories for energies below E0 could explain this phenomenon.
It can be interpreted as a transition to a strong trapping situation. Example 5.8 and Example
5.11 confirm this description and its interpretation. In the one dimensional case (see Section
4.3 (B)), the unique accumulation curve is explicitly given by (4.41) and converges to the
real axis. Note that (5.22) gives no information in this case since |τ |n−12 > 1 for τ ≪ −1 in
dimension n ≥ 2.
(B) All the homoclinic trajectories are “on the opposite side of 0”. That is g− · g+ < 0 for
all g± ∈ H±∞tang. As explained after Corollary 4.8, the Schro¨dinger operators can not satisfy
this condition when H±∞tang 6= ∅. However, Example 4.9 provides an instance of operator
satisfying the condition (B). This one dimensional example could probably be generalized in
any dimension.
The situation under condition (B) is symmetric with respect to the case (A). We get a
widening resonance free zone (resp. the convergence of the accumulation curves to the real
axis) as Reσ goes to −∞ (resp. +∞). In particular, (5.23) holds true with Re σ replaced by
−Reσ. Note that, in Example 4.9, this is in agreement with the geometry of the trapped
set at the energies close to E0. Indeed, the energies below E0 are non-trapped whereas the
energies above E0 have a well in an island trapping.
(C) We have g− · g+ > 0 for some g± ∈ H±∞tang and g− · g+ < 0 for other g± ∈ H±∞tang.
This assumption is verified in Section 4.3 (C) and Example 5.10. Watching the numerical
computations of Figure 31, the set of the resonances for Reσ ≪ −1 seems to be the gathering
of the sets of the resonances generated by the nappes I1 and I2 separately (see Figure 28). As
noted in Section 4.2.3, this illustrates that the potential forms a barrier near 0 and that the
trapped set for energies below E0 consists of two separated components similar to Example
5.5 on each side of 0. On the contrary, the accumulation curves seem to combine two by two
and to have a regular structure. This can be explained by the nature of the trapped set for
energies higher than E0. Such facts have already been observed in the transversal situation
of Example 4.11.
Under the condition (C), Remark 3.7 gives
(5.24) A0(τ) .
 |τ |
n−1
2 for τ ≫ 1,
|τ |n−12 for τ ≪ −1.
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Figure 34. Three perturbations of Example 5.5 corresponding to the three
levels of stability described in Remark 5.12.
With these upper bounds, Theorem 3.8 gives no resonance free zone for Re σ large. This is
optimal in Section 4.3 (C) where no resonance free zone of size h| ln h|−1 is possible.
5.2.4. Stability phenomena. The first think to note is that the resonances described by The-
orem 5.3 are very sensitive to the action and the energy. For instance, it follows from (5.12)
that a small perturbation of the action A in example 5.5 will produce a variation of the char-
acteristic scale h| lnh|−1 of the resonances. Formally, one can even consider perturbations
of size h of A. Numerically, it shows that this quantity must be very carefully computed.
We have also seen in the previous Section 5.2.3 that the homoclinic situations are mostly
transition regimes in energy. For these reasons, the setting of Theorem 5.3 may be seen as
unstable.
Nevertheless, as in Section 4.2.4, the asymptotic of the resonances is stable with respect to
the homoclinic set. More precisely, we have
Remark 5.12 (Stability). i) The transversal homoclinic trajectories Htrans do not appear in
the definition of the quantization operator T . Thus, they play no role in the pseudo-resonances
and may contribute to the resonances only through the remainder term o(h| ln h|−1). In other
word, adding, removing or changing Htrans will have no impact on the (leading term of the)
asymptotic of the resonances. Nevertheless, following Section 4.5, it may be possible to see
the lower order contribution of Htrans.
ii) The resonances are stable by perturbations of measure zero of the homoclinic tangential
set. More precisely, let Q be another operator satisfying the assumptions of Theorem 5.3,
whose set of asymptotic directions H−∞tang(Q) coincides with H−∞tang(P ) modulo a set of measure
zero, and such that the dynamical quantities of P and Q are equal on H−∞tang(P ) ∩H−∞tang(Q).
Then, L2(H−∞tang(P )) = L2(H−∞tang(Q)), the operators T associated to P and Q are the same,
and the resonances of P and Q only differ by o(h| ln h|−1).
iii) Lastly, a small perturbation of the homoclinic set induces a small perturbation of the
resonances. In this direction, we state the following result which can be generalized: Let
C, δ > 0 and P be a fixed operator. We consider another operator Q and assume, for both
P and Q, that the assumptions of Theorem 5.3 are satisfied, α(ω) = ω, |g− · g+| > C−1 for
g± ∈ H+∞tang and that the geometric quantities A,T,M0, ν are constant on H+∞tang and do not
depend on the operator. Then, if
mesSn−1
(H+∞tang(P )∆H+∞tang(Q)),
is small enough, we have in the domain (5.5)
(5.25) dist
(
Res(P ),Res(Q)
) ≤ δ h| ln h| ,
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Figure 35. The graph (V ,E ) and the notations of Section 6.1.
for h small enough. Here, M∆N =M \N ∪N \M denotes the symmetric difference of two
sets M,N .
As corollary, Remark 5.12 iii) implies that the resonances depend continuously on the
opening angle θ0 in Example 5.5. It also shows that one can replace H−∞tang by a nicer compact
set in the numerical computations of the eigenvalues of T . Figure 34 provides an example for
each of the three stabilities of the previous remark.
6. Generalization to multiple barriers
In this part, the geometric setting of Section 2 is generalized. We allow for a finite number
of hyperbolic fixed points and heteroclinic orbits between them. A general result is stated in
Section 6.1 and applied in Section 6.2. The corresponding proofs are given in Section 14 and
Section 15.
6.1. General result.
As above, let P = −h2∆ + V (x) and E0 > 0. In order to define the resonances through
analytic distortion, we still assume (H1). However, we replace the assumption (H2) by
(H15) There exists a finite set V ⊂ Rn such that the potential V (x) has a non-degenerate
maximum at x = v with critical value E0 for all v ∈ V .
In particular, one can find local coordinates such that
V (x) = E0 −
n∑
j=1
(λvj )
2
4
(x− v)2j +O
(
(x− v)3) ,
near v ∈ V with 0 < λv1 ≤ λv2 ≤ · · · ≤ λvn. As in Section 2, (v, 0) is a hyperbolic fixed point of
the Hamiltonian vector field Hp. The corresponding incoming/outgoing Lagrangian manifold
is denoted by Λv±.
As in (H3), we assume
(H16) The trapped set at energy E0 satisfies
K(E0) ⊂
⋃
v,v˜∈V
Λv− ∩ Λv˜+.
Let E denote the set of non-constant Hamiltonian trajectories in K(E0). This means that a
bicharacteristic trajectory e belongs to E if and only if e ⊂ K(E0) and e 6= {(v, 0)} for all
v ∈ V . From (H16), any curve e ∈ E is either a homoclinic trajectory (if e ⊂ Λv− ∩ Λv+ for
some v ∈ V ) or a heteroclinic trajectory (if e ⊂ Λv− ∩ Λv˜+ for some v, v˜ ∈ V with v 6= v˜). The
setting is illustrated in Figure 35.
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The pair (V ,E ) can be regarded as a graph with vertices v ∈ V and edges e ∈ E . The
edges are oriented by the time evolution of the Hamiltonian flow. For an edge e, we write
e− ∈ V the origin of e and e+ ∈ V the terminus of e. It is allowed to have loops e with
e− = e+, which correspond to homoclinic trajectories. It is allowed that, for a pair of vertices
(v˜, v), there are more than one edge e satisfying e− = v˜ and e+ = v. Therefore the graph
(V ,E ) is a directed multigraph or pseudograph. At this stage, there is no assumption on the
cardinal of E which can be uncountable.
A finite sequence of edges (e1, . . . , ek) is called a path when e
+
ℓ = e
−
ℓ+1 for ℓ = 1, . . . , k − 1,
and a cycle when moreover e+k = e
−
1 . In the sequel, a cycle (e1, . . . , ek) is identified with
(e2, . . . , ek, e1) and so on. A cycle is called primitive if it does not contain any non-trivial
sub-cycle. In particular, a primitive cycle is either a single homoclinic trajectory or a sequence
of (at least two) heteroclinic trajectories. We shall see that the cycles play the main role in
the creation of resonances. To start with, we prove that P has few resonances if there is no
cycle. More precisely, let Γ(h) be the union over all the vertices in V of the exceptional sets
Γv(h) defined in Section A.2 and assume
(H17) There is no cycle in the graph (V ,E ).
Under the previous assumptions, the following fact holds.
Theorem 6.1. Assume (H1), (H15), (H16) and (H17). For any C, δ > 0, there is no resonance
in the domain
(6.1) E0 + [−Ch,Ch] + i[−Ch, 0] \
(
Γ(h) +B(0, δh)
)
,
for h small enough. Moreover, for all χ ∈ C∞0 (Rn), there exists M > 0 such that∥∥χ(P − z)−1χ∥∥ . h−M ,
uniformly for h small enough and z ∈ (6.1).
In the Schro¨dinger case, the assumptions of Theorem 6.1 imply that cardV ≤ 1 and
E = ∅ (see Lemma 15.1). In other words, the trapped set of P at energy E0 is either empty
or consist of a hyperbolic fixed point. In these situations and for analytic potentials, the
asymptotic of resonances has already been obtain by Helffer and Sjo¨strand [55], and Sjo¨strand
[85] respectively. Nevertheless, it is possible to construct more interesting geometries by
considering more general operators (see Remark 2.1).
Using the strategy developed in Section 1.2 and the test functions constructed in [10,
Section 4], one could show that P has at least one resonance near each element of Γ0(h), the
union over the vertices in V of the set Γ0,v(h) defined in (A.5). In this setting, one might
even prove that
dist
(
Res(P ),Γ0(h)
)
= o(h),
in the domain B(E0, Ch).
To the contrary of (H17), let us now suppose that
(H18) The graph (V ,E ) has at least one cycle.
We give the asymptotic of resonances under assumptions similar to those of Section 4.1.
Adapting the corresponding results from the homoclinic setting, we could have also considered
general resonance free domains, tangential intersections of finite order, nappes of heteroclinic
trajectories, . . . As in (H4), we suppose that
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(H19) For any e, e˜ ∈ E with e− = e˜+, one has ge+ · ge˜− 6= 0.
In the previous expression, the asymptotic directions ge± ∈ Rn of the trajectory e ∈ E are
defined by
πx(e(t)) = e
∓ + ge±e
±tλe
∓
1 + o
(
e±tλ
e∓
1
)
,
as t→ ∓∞ (see (2.8)). Eventually, we assume that
(H20) For any edge e ∈ E , the manifolds Λe−+ and Λe
+
− intersect transversally along e.
In particular, the graph (V ,E ) and the set of primitive cycles are finite.
We define a quantity which measures the importance of each cycle. For all v ∈ V , we set
αv =
1
2
n∑
j=2
λvj
λv1
and βv =
1
λv1
.
For a cycle γ, let V (γ) be the set of vertices belonging to an edge in γ. Then we denote
(6.2) α(γ) =
∑
v∈V (γ)
αv, β(γ) =
∑
v∈V (γ)
βv ,
and finally, we define the damping of the cycle γ to be
(6.3) D(γ) =
α(γ)
β(γ)
.
What we call damping truly measures the capacity of a cycle to dissipate the energy. Roughly
speaking, γ “tries” to create resonances satisfying Im z ≈ −D(γ)h. Indeed, the quantization
rule associated to γ would be hα(γ)−iβ(γ)
z−E0
h ≈ 1. Thus, the cycles with the smallest damping
play the main role in the asymptotic of the resonances closest to the real axis. We define the
real number
(6.4) D0 = min
γ cycle
D(γ).
That the infimum is attained is proved in Section 14.1. Moreover, it is enough to minimize
over the primitive cycles of the graph (V ,E ). A cycle γ is called minimal if D(γ) = D0. Note
that D(γ) = 0 if and only if n = 1. In particular, the notion of damping is relevant only in
dimension n ≥ 2.
In order to state the quantization rule, we define some dynamical quantities. For any e ∈ E ,
let Ae =
∫
e ξ · dx be its action and let νe be the Maslov index of Λe
−
+ along e. We also recall
the definition (4.3) for the Maslov determinant M±e . Then, for all e, e˜ ∈ E with e− = e˜+, we
set the scalar function
(6.5) Qe,e˜(z, h) = eiAe/hΓ
(Sv
λv1
)√λv1
2π
M+e
M−e
e−
π
2
(νe+
1
2
)i
∣∣ge˜−∣∣(iλv1ge+ · ge˜−)−Sv/λv1 ,
which encodes the transition from e˜ to e, where
Sv = Sv(z, h) =
n∑
j=1
λvj
2
− iz − E0
h
,
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is a new spectral parameter associated with the hyperbolic fixed point v = e−. As in (4.6),
this function can be written
(6.6) Qe,e˜(z, h) = ρeQ˜e,e˜(σ),
where ρe = e
iAe/h ∈ S1, the complex variable σ is given by (4.7) and Q˜e,e˜ is a meromorphic
function of σ independent of h. The asymptotic of the resonances is governed by the card E ×
card E matrix whose coefficients are
(6.7) Qe,e˜(z, h) =
{
hSv(z,h)/λ
v
1−1/2Qe,e˜(z, h) if e− = e˜+ =: v,
0 if e− 6= e˜+.
Under the previous assumptions, the set of pseudo-resonances is defined by
Definition 6.2 (Quantization rule). We say that z is a pseudo-resonance if and only if
1 ∈ sp(Q(z, h)).
The set of pseudo-resonances is denoted by Res0(P ).
This definition is similar to Definition 4.2. The main difference is that the quantity
hS(z,h)/λ1−1/2 depends now on the pair of edges (e, e˜) and can not be factored out. This
phenomenon changes drastically the asymptotic of the pseudo-resonances, which is not as
simple as in Proposition 4.3. We also define the matrix Qprin(z, h) whose entries are
(6.8) Qprine,e˜ (z, h) =

hSv(z,h)/λ
v
1−1/2Qe,e˜(z, h) if e− = e˜+ =: v and e˜, e
belong to minimal cycles,
0 otherwise.
Let F,F prin be the complex functions
F (z, h) = det(1−Q(z, h)) and F prin(z, h) = det(1−Qprin(z, h)).
By definition, the pseudo-resonances are the zeros of F . For τ ∈ R, let Z = Z(z, τ) be the
new spectral parameter defined by
(6.9) z = E0 + τh− iD0h+ Z h| lnh| .
Expanding the determinant, the functions F,F prin can be written as follows. The proof of
these identities and additional informations can be found in Section 14.2.
Remark 6.3. There exists a finite set F ⊂ [0,+∞[2 such that
(6.10) F (z, h) =
∑
(α,β)∈F
hαeiβZFα,β(τ, z, h).
For every (α, β) ∈ F , the number α (resp. β) is a finite sum of α(γ) −D0β(γ) (resp. β(γ))
for some primitive cycles γ. In particular, α = 0 if and only if all these cycles are minimal.
Moreover, Fα,β is a finite sum of finite products of ±h−iβvτQe,e˜(z, h). Thus, we have
(6.11) Fα,β(τ, z, h) = F˜α,β(κ, ρ, σ),
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where F˜α,β is independent of h and holomorphic in κ, ρ, σ for σ outside (Γ0(h)−E0)h−1 and
κ = (κv)v∈V ∈ CcardV with κv = h−iβvτ ∈ S1. In particular, F0,0(τ, z, h) = 1. On the other
hand, F prin is the sum of the leading terms in (6.10). More precisely, it means that
(6.12) F prin(z, h) =
∑
β∈B
eiβZF0,β(τ, z, h),
where B = {β; (0, β) ∈ F}.
Mimicking (4.8), we define
(6.13) fτ (Z, h) =
∑
β∈B
eiβZF0,β(τ,E0 + τh− iD0h, h) =
∑
β∈B
eiβZ F˜0,β(κ, ρ, τ − iD0),
the function F prin with the slow variable σ fixed at τ − iD0. For τ and h fixed, fτ (Z, h) is
an exponential sum which does not vanish identically. The distribution of the zeros of such
functions has been studied for a long time (see e.g. Langer [68] or the book of Bellman and
Cooke [8]). In particular, it is known that the number of zeros is uniformly bounded on
compact sets of given size. In our setting, we have the following estimates proved in Section
14.2. For C, δ > 0, there exists a constant N > 0 such that, for all τ ∈ [−C,C] and h ∈]0, 1]
with dist(E0 + τh− iD0h,Γ0(h)) ≥ δh, we have
(6.14)
{
Z ∈ R+ i[−C,+∞[; fτ (Z, h) = 0
} ⊂ R+ i[−C,N ],
and
(6.15) card
{
Z ∈ [−C,C] + i[−C,N ]; fτ (Z, h) = 0
} ≤ N.
In the previous expression, the zeros are counted with their multiplicity. Note that these zeros
are continuous with respect to τ, h thanks to Hurwitz’s theorem, and analytic except where
the multiplicity changes. Lastly, [8, Theorem 12.7] proves the existence of zeros of fτ (·, h)
and provides the asymptotic of their number for τ, h fixed under some natural assumptions.
Proposition 6.4 (Asymptotic of the pseudo-resonances). Assume (H1), (H15), (H16), (H18)–
(H20) and let C, δ > 0. Then, uniformly for τ ∈ [−C,C], the pseudo-resonances z in
(6.16) E0 + τh+
[
− C h| lnh| , C
h
| ln h|
]
+ i
[
−D0h− C h| ln h| , h
]
\ (Γ0(h) +B(0, δh)),
satisfy
(6.17) z = E0 + τh− iD0h+ Z h| ln h| + o
( h
| lnh|
)
,
where Z is a zero of fτ (·, h). Conversely, for each τ ∈ [−C,C] and Z ∈ [−C,C] + i[−C,+∞[
such that fτ (Z, h) = 0, there exists a pseudo-resonance z satisfying (6.17) uniformly with
respect to τ, Z.
This description is close to Definition 6.2 and still implicit. By comparison with the previous
asymptotic of the pseudo-resonances (see e.g. Proposition 4.3), the present result corresponds
to δ(h) = C| lnh|−1. It may perhaps be possible to consider larger zones since the zeros of
exponential sums like (6.13) enjoy nice properties (see e.g. [8, Chapter 12]). Note also that
the pseudo-resonances are not expressed in terms of the spectrum of an operator. Using
Definition 4.4, the resonances are given by the following theorem in the case of many critical
points.
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E0E0 − Ch E0 + Ch
−D0h
C h
| lnh|
Figure 36. The cloud of resonances of Theorem 6.5.
Theorem 6.5 (Asymptotic of resonances). Assume (H1), (H15), (H16), (H18)–(H20) and
let C, δ > 0. In the domain
(6.18) E0 + [−Ch,Ch] + i
[
−D0h−C h| lnh| , h
]
\ (Γ(h) +B(0, δh)),
we have
dist
(
Res(P ),Res0(P )
)
= o
( h
| lnh|
)
,
as h tends to 0. Moreover, for all χ ∈ C∞0 (Rn), there exists M > 0 such that∥∥χ(P − z)−1χ∥∥ . h−M ,
uniformly for h small enough and z ∈ (6.18) with dist(z,Res0(P )) ≥ δh| ln h|−1.
Theorem 6.5 implies that the typical size of the imaginary part of the resonances closest
to the real axis is −D0h. More precisely, combining this result with (6.14) and Proposition
6.4, we deduce that P has no resonance in the domain
(6.19) E0 + [−Ch,Ch] + i
[
−D0h+N h| lnh| , h
]
\ (Γ(h) +B(0, δh)),
for h small enough. On the other hand, Example 6.9, Example 6.12 and Section 6.2.5 below
show that there exist situations with (a lot of) resonances satisfying Im z ≈ −D0h.
Any operator P satisfying the assumptions of Theorem 4.5 also verifies those of Theorem
6.5. Thus, this part is a generalization of Section 4.1. Nevertheless, we have here neither the
lower bound on the multiplicity of the resonances of Proposition 4.6 nor the asymptotic of the
pseudo-resonances in large zones of Proposition 4.3. That we used slightly different proofs is
the reason for this. Furthermore, the other results of Section 4 (as the resonances in deeper
zones of Section 4.4 or the asymptotic of higher order of Section 4.5) will be more technical
and harder to understand in the present setting.
Note that D0 can be seen as the barycenter over any minimal cycle of the αvβ
−1
v ’s with the
weights βv. Moreover, we have already shown in Section 4.1 that the imaginary part of the
resonances is typical like −α0β−10 h when the potential has a unique non-degenerate maximum
at 0 (i.e. V = {0}). Thus, the leading term of the imaginary part of the present resonances
is the average of the corresponding quantity associated to each vertex.
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Remark 6.6 (Structure of the set of resonances). In some sense, the resonances described
in Proposition 6.4 and Theorem 6.5 still satisfy a two scale asymptotic as in Remark 4.7.
Roughly speaking, τ can be seen as the macroscopic variable, whereas Z plays the role of the
microscopic variable. But the situation can now be very different. The resonances do not
necessarily concentrate on accumulation curves but can form a “cloud” of resonances.
More precisely, if all the β ∈ B are Z-related, the function fτ (Z, h) defined in (6.13)
is polynomial in eiβ0Z for some β0 ∈ R \ {0}. Let (µk(τ, h)−1)k denote the zeros of this
polynomial. Then, the pseudo-resonances in (6.16) satisfy
(6.20) z = E0 + τh+ 2qπβ
−1
0
h
| lnh| − iD0h+ i ln(µk(τ, h))β
−1
0
h
| ln h| + o
( h
| lnh|
)
,
for some k and some q ∈ Z, in the sense of Proposition 4.3. This formula is similar to (4.11).
In particular, the resonances concentrate on accumulation curves. Section 4.1 and Section
6.2.1 below provide examples of such situations. There is a priori no link between the number
of accumulations curves and the number of cycles or edges.
On the other hand, if the elements of B are not Z-related, fτ (Z, h) is an exponential sum
of general form and its zeros have no periodic structure similar to (6.20). In this situation, we
say that the resonances form a cloud (see Figure 36). This is for instance the case in Example
6.13 below.
Even if the resonances do not accumulate on curves, the other phenomena of Section 4.2
still hold true in the presence of several barriers. First, the resonances oscillate with h.
More precisely, assume first that the actions Ae, with e ∈ E in a minimal cycle, coincide.
Then, fτ (·, h) and the parameter Z appearing in (6.17) are periodic with respect to h−1. In
the general case, these quantities are continuous functions of the eiAe/h’s. The same way,
the transition phenomena of Section 4.2.3 and the stability properties of Section 4.2.4 can
be adapted to the present setting. In fact, Theorem 6.5 is already a stability result where
the edges of the non-minimal cycles act as negligible perturbations. Indeed, Proposition 6.4
implies that these edges do not appear at the main order in the asymptotic of resonances.
Nevertheless, if we had a description of the resonances modulo O(h∞) (by adapting Section
4.5 for instance), we should see the influence of the non-minimal cycles. In some sense, the
situation is similar to the one of Section 4.6 (see the discussion below Remark 4.39).
6.2. Applications and examples.
Here, we give the asymptotic of the resonances in various situations using the results of
the previous part. The proof of these corollaries can be found in Section 15.
6.2.1. A unique minimal primitive cycle. In addition to the hypotheses of Theorem 6.5, we
assume here that there exists a unique minimal primitive cycle, denoted γ0 = (e1, . . . , eK) in
the sequel. This assumption is somehow generic. We have D0 = D(γ0) and we define
(6.21) µ(τ, h) =
K∏
k=1
Qek+1,ek(E0 + τh− iD0h, h),
with the convention eK+1 = e1. This quantity can be made explicit using (6.5). In this case,
Theorem 6.5 implies the following asymptotic.
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v1
v2v1
e1
e2
E0
V (x)
v2
Figure 37. The geometric setting of Example 6.9.
Corollary 6.7. In the present setting, let C, δ > 0. The resonances z lying in (6.18) satisfy,
in the sense of Proposition 6.4,
z = zq(τ) + o(h| ln h|−1),
for some q ∈ Z with
(6.22) zq(τ) = E0 +
2qπ
β(γ0)
h
| lnh| − iD0h+ i
ln(µ(τ, h))
β(γ0)
h
| ln h| .
This situation generalizes that of a unique homoclinic trajectory treated in Section 4.2.1.
Roughly speaking, the cycle γ0 counts as a single bicharacteristic curve and the quantization
rule becomes scalar (see (15.4)). In particular, (6.22) is similar to (4.15). Moreover, when γ0
is reduced to a single homoclinic trajectory, the quantization rule and the asymptotic of the
resonances coincide with those of Section 4.1.
This result implies that the resonances accumulate on the unique curve
(6.23) Imσ = −iD0 + ln(|µ(Re σ, h)|)
β(γ0)
1
| lnh| ,
where σ is given by (4.7). This is coherent with Remark 6.6 since B = {β(γ0)}. As explained
in the following remark, there is only few possible geometries for γ0 in the case of Schro¨dinger
operators.
Remark 6.8. In the Schro¨dinger case P = −h2∆+ V (x), the assumptions of Corollary 6.7
imply that the minimal primitive cycle consists either of
− a single homoclinic trajectory,
− a pair of conjugate heteroclinic trajectories.
The last point means that γ0 = (e, J(e)) where e ∈ E and J(x, ξ)(t) = (x(−t),−ξ(−t)) is the
usual symmetry. This is proved in Section 15. Thus, to produce other geometric situations,
one should relax the hypothesis that P is a Schro¨dinger operator and consider more general
operators as explained in Remark 2.1.
We end this part with a simple operator having a unique primitive cycle.
Example 6.9. Let V1, V2 ∈ C∞0 (Rn) be two radial barriers of height E0. It means that, for
k = 1, 2, the function Vk is radial, satisfies (H2) and x · ∇Vk(x) < 0 for x in the interior of
suppVk \ {0}. For instance, one can take the potentials constructed in Section B.3. We then
consider
(6.24) P = −h2∆+ V1(x− v1) + V2(x− v2),
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with v1, v2 ∈ Rn and |v1 − v2| large enough. See Figure 37 for a description of this potential.
This operator satisfies (H1) and (H15). Moreover, since the Vk’s are radial, we have
λvk1 = · · · = λvkn =: λk.
On the other hand, the trapped set at energy E0 is given by
(6.25) K(E0) =
{
(v1, 0), (v2, 0)
} ∪ e1 ∪ e2,
where e1 (resp. e2) is a heteroclinic trajectory from v1 to v2 (resp. from v2 to v1) whose base
space projection is the segment ]v1, v2[ in R
n. Besides, one can verify that (H16), (H19) and
(H20) hold true.
From (6.25), there exists a unique primitive cycle γ0 = (e1, e2) which is automatically
minimal. Since (H18) is also satisfied, we are in position to apply Corollary 6.7. The damping
is given by
D0 = D(γ0) =
αv1 + αv2
βv1 + βv2
= (n − 1) λ1λ2
λ1 + λ2
,
and
β(γ0) = βv1 + βv2 =
λ1 + λ2
λ1λ2
.
Moreover, using that the actions coincide (i.e. Ae1 = Ae2 =: A) and that the Maslov’s indices
vanish (i.e. νe1 = νe2 = 0), the function µ defined in (6.21) can be written
(6.26) µ(τ, h) = −iei2A/hΓ(S1)Γ(S2)
√
λ1λ2
2π
e−i
π
2
(S1+S2)
λS11 λ
S2
2
M+e1M+e2
M−e1M−e2
|ge1− |1−S2 |ge2− |1−S1
|ge1+ |S2 |ge2+ |S1
,
with the notation
Sk(τ) :=
n
2
− D0
λk
− i τ
λk
.
So, we obtain an explicit asymptotic of the resonances by inserting the previous identities in
(6.22). Using the asymptotic of the Gamma function stated in (4.95), the (unique) accumu-
lation curve (6.23) satisfies
(6.27) Imσ = −iD0 + 1| ln h|
{
C12 + o(1) as Reσ → −∞,
− πReσ + C12 + o(1) as Reσ → +∞,
with the constant
C12 =
λ1λ2
λ1 + λ2
ln
(
λ1λ2
λ
2S01
1 λ
2S02
2
M+e1M+e2
M−e1M−e2
|ge1− |1−S
0
2 |ge2− |1−S
0
1
|ge1+ |S02 |ge2+ |S01
)
,
and S0k = Sk(0). This equation can be compared with (4.18). As in Section 4.2.3, the nature
of the trapped set for energies below and above E0 justifies the change of behavior between
−∞ and +∞. The accumulation curve is similar to that illustrated in Figure 11.
Lastly, we consider the situation τ = 0 in dimension n = 1. In this case, we have D0 = 0,
S1 = S2 = 1/2, M−ek =
√
λ3−k|gek− | and M+ek =
√
λk|gek+ | (see (4.38) for the proof). Hence,
(6.26) becomes
µ(0, h) = −2−1ei2A/h,
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since Γ(1/2) =
√
π. Then, Corollary 6.7 implies that the resonances in B(E0, Ch| ln h|−1)
satisfy
(6.28) z = E0 − 2A− (2q + 1)πh + ih ln 2
β(γ0)| ln h| + o
( h
| lnh|
)
,
for some q ∈ Z. Note that this asymptotic was previously obtained by the second and third
authors (see [40, The´ore`me 0.7]). The remainder term in that paper is better than the present
one.
6.2.2. Identical barriers. We work under the assumptions of Theorem 6.5 and suppose that
the λvj ’s are the same for all the critical points v ∈ V . As consequence, the quantities αv, βv
and Sv are also independent of v ∈ V . In the sequel, we remove the subscript v. The simplest
way to construct operators satisfying this property is to consider identical bumps localized at
different places of Rn.
Let γ = (e1, . . . , eK) be a minimal cycle. Then,
(6.29) D0 = D(γ) =
α(γ)
β(γ)
=
Kα
Kβ
=
1
2
n∑
j=2
λj .
The matrix Q can be written
(6.30) Q(z, h) = hS(z,h)/λ1−1/2Q(z, h),
where Q is the matrix of the Qe,e˜. Mimicking (4.8), we define
(6.31) Q̂(τ, h) := Q(E0 + τh− iD0h, h),
for τ ∈ R, and µ1(τ, h), . . . , µcard E (τ, h) its eigenvalues. As below (4.8), these functions of
τ, h are continuous and analytic outside of their crossings.
Corollary 6.10. In the present setting, let C, δ > 0. The resonances z lying in (6.18) satisfy,
in the sense of Proposition 6.4,
z = zq,k(τ) + o(h| ln h|−1),
for some q ∈ Z and k ∈ {1, . . . , card E } with
(6.32) zq,k(τ) = E0 + 2qπλ1
h
| ln h| − ih
n∑
j=2
λj
2
+ i ln(µk(τ, h))λ1
h
| ln h| .
The asymptotic distribution of resonances is the same as in Proposition 4.3. This is natural
since the quantization rules Definition 4.2 and Definition 6.2 have the same structure thanks
to (6.30). Furthermore, Corollary 6.10 is a natural generalization of Theorem 4.5. Thus, the
examples of Section 4.2 can be seen as examples of the present situation.
On the other hand, it is possible to directly adapt the proof of Theorem 4.5 to the present
setting. As consequence, (6.32) holds true in the sense of Proposition 4.3 (i.e. we can relax
the restriction δ = C| lnh|−1 of Proposition 6.4) and we can give a lower bound for the
multiplicity of the resonances by the one of the eigenvalues of Q (as in Proposition 4.6).
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(V1, E1) (V2, E2) (V3, E3)
Figure 38. A decomposition of the graph (V ,E ) as explained in Section
6.2.3. The dashed objects belong to (V ,E ) but not to the (Vk,Ek)’s.
6.2.3. Disconnected graphs. In this section, we assume that the principal part of the graph
(V ,E ) can be decomposed into disjoint parts. More precisely, let V1, . . . ,VK be a finite
number of pairwise disjoint subsets of V . For k ∈ {1, . . . ,K}, we define
(6.33) Ek = {e ∈ E ; e− ∈ Vk and e+ ∈ Vk},
the set of edges of the original graph (V ,E ) between points of Vk. These sets are necessarily
pairwise disjoint. This setting is illustrated in Figure 38. We assume that any edge of any
minimal cycle of (V ,E ) lies in one of the Ek’s. It is equivalent to assume that any minimal
cycle of (V ,E ) lies in one of the graphs (Vk,Ek).
Let Pk be operators satisfying the assumptions of Theorem 6.5 and whose corresponding
graph is precisely (Vk,Ek). Moreover, we suppose that the symbol of Pk coincides with that
of P in a neighborhood of Kk(E0), the trapped set of Pk at energy E0. In this situation,
Theorem 6.5 leads to the following result.
Corollary 6.11. In the present setting, let C, δ > 0. We have
dist
(
Res(P ),
K⋃
k=1
Res(Pk)
)
= o
( h
| lnh|
)
,
as h tends to 0, in the domain (6.18).
Since any cycle in (Vk,Ek) is a cycle in (V ,E ), the minimal damping of Pk, denoted D
(k)
0 ,
satisfies
D
(k)
0 ≥ D0.
Moreover, there exists at least one k such that D
(k)
0 = D0. Nevertheless, it is possible that
D
(k)
0 > D0 for some other k. It happens when (Vk,Ek) contains no minimal cycle of (V ,E ).
In this case, Pk has no resonance in (6.18), the set Vk plays no role in Corollary 6.11 and can
be removed from the list of the V•’s.
In this result, the remainder term o(h| ln h|−1) is coherent with the asymptotic of resonances
provided by Theorem 6.5. In general, it is probably not possible to replace it by O(h∞).
Indeed, if the graph is not totally disconnected (that is if there exist edges joining the sub-
graphs (Vk,Ek)), one may imagine that the interaction between the sub-graphs generates some
lower order contributions.
It is not always possible to decompose the graph (V ,E ). This is for instance the case of all
the operators considered in Section 4. That the matrix Q of (4.4) mixes the contributions of
the different edges explains this phenomenon. Note also that we give no lower bound on the
multiplicity of the resonance of P in terms of the multiplicity of the resonances of the Pk’s.
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E0
v1
v1 v3v2
v3v2
V (x)
Figure 39. The potential and the graph decomposition in Example 6.12.
Example 6.12. In dimension n ≥ 2, we consider
P = −h2∆+ V (x),
where the potential V is the sum of five aligned radial bumps. The three central ones have
height E0 and the two extreme ones have height larger than E0. A description of the geometry
as well as some notations can be found in Figure 39. This operator verifies the hypotheses of
Theorem 6.5. We assume that the λvk1 = · · · = λvkn =: λk satisfy
(6.34) λ1 = λ3 < λ2.
The primitive cycles of the graph (V ,E ) are the two homoclinic trajectories with end point
v1 and v3, and the two pairs of heteroclinic trajectories between v1 and v2 and between v2
and v3. The damping of the two homoclinic trajectories is (n− 1)λ1/2, whereas the damping
of the two pairs of heteroclinic trajectories is (n−1)λ1λ2/(λ1+λ2). From (6.34), the minimal
primitive cycles are then the two homoclinic trajectories.
Now, we choose V− = {v1} and V+ = {v3}. Let E± denote the set of edges associated to V±
defined in (6.33). Then, E− (resp. E+) consists of the homoclinic trajectory with end point
v1 (resp. v3). We also define
P± = −h2∆+ V±(x),
where V− (resp. V+) is the sum of the two bumps on the left (resp. on the right). They verify
the hypotheses of Theorem 6.5 and their associated graph is precisely (V±,E±).
Summing up, we are in position to apply Corollary 6.11. Thus,
dist
(
Res(P ),Res(P−) ∪ Res(P+)
)
= o
( h
| lnh|
)
,
in the domain (6.18). On the other hand, the operators P± satisfy the assumptions of Theorem
4.5 and the asymptotic of their resonances has been computed in (4.15)–(4.19). Combining
these results, we obtain an explicit asymptotic of the resonances of P .
6.2.4. The one dimensional situation. In dimension n = 1, we have αv = 0 for all v ∈ V .
Thus, the damping of any cycle is null. Under (H18), it implies that
D0 = 0,
and that any cycle is minimal. In particular, Q = Qprin and F = F prin. Nevertheless, the
βv = (λ
v
1)
−1’s can be different and Z-independent. Note also that (6.5), which defines Q, can
somehow be simplified as in (6.26)–(6.28).
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v3
e1 e2
e3
e4
e5
v1 v2 v3
E0
V (x)
x
v1 v2
Figure 40. The potential of Example 6.13, the corresponding graph and the
resonances in a vicinity of size h| ln h|−1 of E0 for different values of h.
In compact situations, Colin de Verdie`re and Parisse [26, Section 8–12] have obtained
the semiclassical asymptotic of the eigenvalues under similar hypotheses. They have also
computed in [26, Section 13] the scattering matrix in two geometric situations. When E0 is
the maximum of the potential, the second author [38] has given the semiclassical behavior of
the scattering matrix in the present geometric setting and interpreted its leading term using
Feynman integrals.
Example 6.13. Let V be the potential given by Figure 40. Then,
P = −h2∆+ V (x),
verifies the assumptions of Theorem 6.5. Its trapped set at energy E0 consists of three
hyperbolic fixed points, one homoclinic trajectory and four heteroclinic trajectories. The
associated (minimal) primitive cycles are (e1), (e2, e3) and (e4, e5). Moreover, the matrix Q
writes
Q =

Qe1,e1 0 Qe1,e3 0 0
Qe2,e1 0 Qe2,e3 0 0
0 Qe3,e2 0 0 Qe3,e5
0 Qe4,e2 0 0 Qe4,e5
0 0 0 Qe5,e4 0
 .
Taking the determinant of 1 − Q and using a numerical computation of the zeros of the
exponential sum F (z, h), we obtain the leading term in the asymptotic of the resonances.
The result is drawn in Figure 40 for some Z-independent βv1 , βv2 , βv3 .
6.2.5. Three bumps. In this part, we consider operators P satisfying the assumptions of The-
orem 6.5 and such that V consists of three hyperbolic fixed points
V = {a, b, c},
and E of six heteroclinic trajectories between these points
E = {e1, e2, e3, e4, e5, e6},
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V (x)
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e2 e4
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b
Figure 41. The graph in the three bump case and the potential of Example 6.14.
as illustrated in Figure 41. In this case, there are five primitive cycles:
(e1, e2), (e3, e4), (e5, e6), (e1, e3, e5), (e2, e6, e4).
Moreover, the matrix Q takes the form
Q =

0 Qe1,e2 0 0 Qe1,e5 0
Qe2,e1 0 0 Qe2,e4 0 0
Qe3,e1 0 0 Qe3,e4 0 0
0 0 Qe4,e3 0 0 Qe4,e6
0 0 Qe5,e3 0 0 Qe5,e6
0 Qe6,e2 0 0 Qe6,e5 0
 .
We suppose for simplicity that the dimension is n = 2 and that the three vertices are isotropic,
that is
λa1 = λ
a
2 =: λa, λ
b
1 = λ
b
2 =: λb, λ
c
1 = λ
c
2 =: λc.
We first construct operators satisfying these assumptions.
Example 6.14. Consider three radial potentials V1, V2, V3 ∈ C∞0 (R2) as in Section B.3 with
large scattering angle. We then set
(6.35) V (x) = V1(x− a) + V2(x− b) + V3(x− c),
for a, b, c ∈ R2 (see Figure 41). If the points a, b, c are sufficiently spaced out (to avoid that
the potentials overlap) and all the angles of the triangle abc are acute (which ensures that
any Hamiltonian curve touches the support of at most two potentials from Proposition B.12),
one can show that the operator
P = −h2∆+ V (x),
satisfies the assumptions of this section.
On the other hand, putting three bumps at the angles of the triangle abc does not guaranty
that the dynamical hypotheses of this part hold. Indeed, consider the potential W ∈ C∞0 (R2)
constructed in Example B.13. It is a radial compactly supported function with a non-
degenerate maximum at x = 0 satisfying W (0) = E0 and such that x · ∇W (x) < 0 for x
in the interior of suppW \ {0}. As before, we define
(6.36) V (x) =W (x− a) +W (x− b) +W (x− c),
where abc is an equilateral triangle with sides of length L := |b − a| = |c − b| = |a − c| > 0.
This potential looks similar to (6.35), but the trapped set at energy E0 of
P = −h2∆+ V (x),
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Figure 42. The principal graph in the three different settings. Dashed edges
correspond to non-minimal cycles.
has a periodic bicharacteristic curve (touching successively the support of W (x−a), W (x−b)
and W (x − c)) for all L large enough. This follows from (B.41) and (B.42). Thus, this
operator does not enter into the setting considered here. This shows that an assumption on
the shape of the potential (being made of three bumps) does not imply a geometric property
of the trapped set (being constituted of three fixed points and six heteroclinic trajectories).
We have seen that any acute triangle can be realized with three bumps. The situation is
slightly different if one of the angle (say âbc for instance) is obtuse. It can happen that there
is no trajectory from a to c (if a, b, c are almost aligned for instance), or that there are two or
more trajectories from a to c (one whose base space projection is the segment [a, c] and other
trajectories passing through the support of V2). Nevertheless, in the last case, it is possible
to add an absorbing potential supported near these additional trajectories to “remove” their
contribution in the trapped set (see Remark 2.1). Of course, (H19) forbids to have a right
angle.
We now specify the asymptotic of the resonances using Theorem 6.5 and distinguishing
between the three possible cases (modulo symmetry) for the principal graph. They are illus-
trated in Figure 42.
In case (A), we assume that λa = λb = λc =: λ. Geometrically, this can achieved by taking
identical bumps in Example 6.14. We are then in the framework of Corollary 6.10. All the
cycles are minimal and D0 = λ/2 from (6.29). Moreover, the resonances are close to
(6.37) zq,k(τ) = E0 + 2qπλ
h
| ln h| − i
λ
2
h+ i ln(µk(τ, h))λ
h
| ln h| ,
where µk(τ, h) are the eigenvalues of the matrix Q̂(τ, h) defined by
(6.38) Q̂ =

0 Q̂e1,e2 0 0 Q̂e1,e5 0
Q̂e2,e1 0 0 Q̂e2,e4 0 0
Q̂e3,e1 0 0 Q̂e3,e4 0 0
0 0 Q̂e4,e3 0 0 Q̂e4,e6
0 0 Q̂e5,e3 0 0 Q̂e5,e6
0 Q̂e6,e2 0 0 Q̂e6,e5 0

,
with Q̂e,e˜(τ, h) = Qe,e˜(E0 + τh− iλh/2, h). Unfortunately, an explicit formula for the eigen-
values of a generic matrix of this form seems difficult to obtain.
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Let us give the asymptotic in the totally symmetric setting: we assume that the triangle
abc is equilateral and that the dynamical quantities are independent of the edge e ∈ E . This
can be produced by putting the same bump at the three corners of an equilateral triangle in
Example 6.14. In this setting, each element of Q̂(τ, h) can be written
Q̂e,e˜(τ, h) = Q∞(τ, h)
(
ĝe+ · ĝe˜−
)− 1
2
+i τ
λ ,
if e− = e˜+ where
(6.39) Q∞(τ, h) = eiA/hΓ
(1
2
− i τ
λ
) 1√
2π
M+
M−
√
|g−|
|g+|e
−π
2
(ν+1)i
(
iλ|g+||g−|
)i τ
λ ,
is independent of e, e˜ and ĝe± = g
e
±/|ge±|. Moreover, ĝe+ · ĝe˜− = 1 when e and e˜ are conjugate
(see Remark 6.8) and ĝe+ · ĝe˜− = cos(π/3) = 1/2 otherwise. Hence, the matrix Q̂ becomes
(6.40) Q̂ = Q∞

0 1 0 0 θ 0
1 0 0 θ 0 0
θ 0 0 1 0 0
0 0 1 0 0 θ
0 0 θ 0 0 1
0 θ 0 0 1 0
 ,
with
(6.41) θ(τ) = 2
1
2
−i τ
λ .
A direct computation shows that the eigenvalues of the last matrix are
(6.42)
µ1 = (θ + 1)Q∞, µ2 = (θ − 1)Q∞,
µ3 = µ4 =
−θ +√4− 3θ2
2
Q∞, µ5 = µ6 = −θ −
√
4− 3θ2
2
Q∞.
Inserting (6.42) with (6.39) and (6.41) in (6.37), we obtain a totally explicit formula for the
asymptotic of the resonances. As explained in Section 6.2.2, Proposition 4.6 holds true here.
Thus, P has at least two resonances in any neighborhood of size h| ln h|−1 of zq,3(τ) = zq,4(τ)
and zq,5(τ) = zq,6(τ). On the other hand, writing µk = µ̂kQ∞, we get
(6.43) zq,k(τ) = zq(τ) + i ln(µ̂k(τ))λ
h
| ln h| ,
where zq(τ), defined in (4.15), corresponds to the resonances generated by a unique homoclinic
trajectory. The six accumulation curves are described in Figure 43. The two central ones,
given by zq,3 = zq,4 and zq,5 = zq,6, have multiplicity two. In particular, the number of
accumulation curves counted with their multiplicity is equal to the number of edges and
bigger than the number of minimal primitive cycles. Since the actions are equal, these curves
do not depend on h. Lastly, (6.43) shows that they can be seen as the accumulation curve of
Corollary 4.8 plus periodic functions of τ ∈ R.
In case (B), we assume that λa = λc > λb. The minimum of the damping is then attained
by two primitive cycles (e1, e2) and (e3, e4). Moreover, (6.3) yields
(6.44) D0 =
2−1 + 2−1
λ−1a + λ
−1
b
=
λaλb
λa + λb
.
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Figure 43. The accumulations curves in the symmetric case.
In order to give the asymptotic of the resonances, we consider the 2× 2 matrix
(6.45) Q̂redu =
( Q̂e1,e2Q̂e2,e1 Q̂e1,e2Q̂e2,e4
Q̂e4,e3Q̂e3,e1 Q̂e4,e3Q̂e3,e4
)
,
where
(6.46) Q̂e,e˜(τ, h) = Qe,e˜
(
E0 + τh− i λaλb
λa + λb
h, h
)
.
Let µ1(τ, h), µ2(τ, h) denote the two eigenvalues of Q̂redu(τ, h). Then, in the sense of Propo-
sition 6.4, the resonances are close to
(6.47) zq,k(τ) = E0 + 2qπ
λaλb
λa + λb
h
| ln h| − i
λaλb
λa + λb
h+ i ln(µk(τ, h))
λaλb
λa + λb
h
| ln h| ,
for some q ∈ Z and k ∈ {1, 2}. This is proved in Section 15 using Theorem 6.5. In particular,
the resonances concentrate on two accumulation curves, periodic as function of h−1. Roughly
speaking, the two primitive cycles can be seen as two interacting homoclinic trajectories
around the vertex b. This is why the relevant matrix Q̂redu has dimension 2 and not 4. Thus,
the situation is similar to the one of Example 4.14 if the angle âbc is acute or of Example 4.11
if the angle âbc is obtuse. Nevertheless, the transition phenomenon is different from (4.27) in
the last case.
In case (C), we assume that λc > λa, λb. The minimum of the damping is attained by
the unique primitive cycle (e1, e2) and (6.44) still holds. Hence, we are in the situation of
Corollary 6.7 and the resonances are close to
(6.48) zq(τ) = E0 + 2qπ
λaλb
λa + λb
h
| lnh| − i
λaλb
λa + λb
h+ i ln(µ(τ, h))
λaλb
λa + λb
h
| lnh| ,
in the sense of Proposition 6.4 with
µ(τ, h) = Qe1,e2Qe2,e1
(
E0 + τh− i λaλb
λa + λb
h, h
)
.
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Note that µ is also given by (6.26) and the unique accumulation curve (independent of h)
satisfies (6.27). This is natural since the barrier c plays a negligible role in the asymptotic of
these resonances, and that we are exactly in the setting of Example 6.9 without this barrier
(Corollary 6.11 makes this argument rigorous).
7. Resonant states
In this section, we are interested in resonant states. Some of their basic properties can be
found in the appendix of Petkov and the first author [12]. These generalized eigenvectors play
an important role for the resonance expansion of the propagator (see e.g. Lax and Phillips
[69, Theorem III.5.4]) and for the (residue of the) scattering amplitude (see e.g. Lahmar-
Benbernou and Martinez [67]). With the notations of Section 2, they are defined by
Definition 7.1 (Resonant states). For z ∈ Eθ ∩ Res(P ) and 0 6= u ∈ H2(Rn), we say that u
is a resonant state of P associated to the resonance z if and only if (Pθ − z)u = 0.
This definition depends in an unessential way on the distortion angle θ and the function
F . Indeed, for a resonance z ∈ Eθ, the distorted and local resolvents can be written
(Pθ − λ)−1 =
Jθ∑
j=1
Πθj
(λ− z)j +Rθ(λ) and (P − λ)
−1 =
J∑
j=1
Πj
(λ− z)j +R(λ),
as operators on L2(Rn) and from L2comp(R
n) to L2loc(R
n), respectively. The Π•j ’s are finite rank
operators and the operator-valued functions R•(λ) are holomorphic near z. By definition, the
resonant states are the functions uθ ∈ ImΠθ1 such that (Pθ − z)uθ = 0. More generally, a
function uθ belongs to ImΠ
θ
1 if and only if (Pθ − z)Nuθ = 0 for some N ≥ 1. These functions
are called the generalized resonant states. We will only consider the resonant states in this
paper. Let χ ∈ C∞0 (Rn) be supported outside of the complex dilation and such that χ = 1
on a sufficiently large neighborhood of 0. In [12, Appendix], it is proved that for all θ, θ′
small enough and any resonant state uθ associated to a resonance z ∈ Eθ ∩ Eθ′ , there exist
unique functions u ∈ ImΠ1 and uθ′ ∈ ImΠθ′1 such that (P − z)u = (Pθ′ − z)uθ′ = 0 and
χuθ = χu = χuθ′ . Moreover, the next result shows that it is equivalent to normalize the
resonant states on the whole space Rn or on the compact subsets. Its proof can be found in
Appendix D. Note also that it is enough to describe the resonant states uθ near the trapped
set K(E0) since they satisfy (Pθ − z)uθ = 0 which can be seen as a propagation equation.
Remark 7.2. We assume (H1). Let θ = h| lnh|, R > 0 and χ ∈ C∞0 (Rn; [0, 1]) be such that
χ = 1 on a sufficiently large neighborhood of 0. We suppose that Pθ = P near the support
of χ. Then, there exists C > 0 such that, for any resonant state u associated to a resonance
z ∈ B(E0, Rh), we have
‖χu‖L2(Rn) ≤ ‖u‖L2(Rn) ≤ h−C‖χu‖L2(Rn),
for h small enough.
This result is in some sense similar to the resolvent estimates of Proposition D.1. As in
that case, if the distortion function F is well-chosen (that is Hp(F (x) · ξ) ≥ 0 on the whole
energy surface p−1(E0)) or if the distortion angle satisfies θ = O(h), it could be possible to
replace h−C by C in the remark.
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In the semiclassical regime, the asymptotic of the resonant states is already known for
shape and barrier-top resonances. In the well in a island situation, Helffer and Sjo¨strand [55,
Section 9] have proved that the generalized spectral projection Πθ1 associated to an isolated
resonance is exponentially close to the spectral projection of the operator restricted to the
well. So the resonant states are essentially localized in the well and Πθ1 is almost orthogonal.
On the other hand, we have obtained in a previous work [10, Section 4] the asymptotic of the
generalized spectral projection associated to isolated resonances generated by the maximum
of the potential. In particular, the resonant states are Lagrangian distributions carried by all
the manifold Λ+ and the norm of Π
θ
1 behaves like a negative power of h.
The main result of this part is stated under the assumptions of Section 4.1. The homoclinic
set is then the union of K trajectories γ1, . . . , γK along which Λ− and Λ+ intersect transver-
sally. Let us define some geometric quantities. We first fix a point ρk− = (x
k
−, ξ
k
−) = γk(t
k
−) on
each homoclinic curve γk. Let Λ
1
+ denote the evolution of Λ
0
+ by the Hamiltonian flow after a
turn along H. If tk− is chosen large enough, ρk− belongs to Λ1+ and this manifold projects nicely
on the x-space near ρk− (see Section 11.2). Then, there exists a unique generating function
ϕ1+ ∈ C∞(Rn) of Λ1+ (i.e. Λ1+ = {(x,∇ϕ1+(x))}) defined near xk− with the normalization
(7.1) ϕ1+(x
k
−) =
∫
γk(]−∞,t
k
−])
ξ · dx.
Recall that Ak andM−k have been defined in (4.1) and (4.3). Furthermore, with the notations
of (4.3), let
(7.2) Dk(t) =
√∣∣∣det ∂xk(s, y)
∂(s, y)
|s=t, y=0
∣∣∣,
be the Maslov determinant at time t. The resonant states satisfy the following asymptotic,
whose proof can be found in Section 16.
Theorem 7.3 (Behavior of the resonant states). Assume (H1)–(H4), (H7) and fix C, δ > 0.
Let v = v(h) be a family of normalized resonant states associated to a resonance z = z(h) ∈
(4.12). Then, we can find hM ≤ c(h) ≤ h−M for some M > 0, such that u = cv has the
following properties.
i) The microsupport of u is contained in {(0, 0)} ∪ Λ+.
ii) The function u is in I(Λ+, 1) microlocally near any point of H. We then write
(7.3) u(x, h) = e−iAk/hei
z−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h)e
iϕ1+(x)/h,
microlocally near ρk−, for some a
k
− ∈ S(1).
iii) Let A0(h) = (A
1
0 (h), . . . ,A
K
0 (h)) ∈ CK be defined by A k0 (h) = ak−(xk−, h). This
K-vector satisfies the equation
(7.4)
(
hS(z,h)/λ1−1/2Q(z, h) − 1)A0(h) = o(1),
as h goes to 0, with the normalization ‖A0(h)‖ℓ2 = 1.
In the previous result, ‖ · ‖ℓ2 denotes the Euclidean norm in CK . The first point of the
theorem implies that u vanishes microlocally near each point ρ ∈ T ∗Rn such that p(ρ) 6= E0,
ρ ∈ Λ− \ Λ+ or ρ in the incoming region (see Section 8.4). The normalization factor in
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(7.3) is natural and can be explained by the asymptotic of u at the barrier-top along the
characteristic πx(γk). More precisely, let b
k
− ∈ S(1) denote the symbol of u near γk([tk−,+∞[)
without normalization (i.e. u = bk−e
iϕ1+/h microlocally near each point of γk([t
k
−,+∞[)). Then,
we have
(7.5) bk−(xk(t), h) = e
−iAk/hA k0 (h)e
t
(
λ1
2
+iτ
)(
1 + ot→+∞(1)
)
+ oth→0(1),
where τ = (Re z−E0)/h and oth→0(1) is a function which tends to 0 as h goes to 0 for t fixed.
The proof of (7.5) can be found in Section 16. Without the normalization (7.3), the vector
of the bk−(x
k
−, h) would satisfy an equation similar to (7.4) with Q replaced by U−1QU for
some invertible diagonal matrix U . In some sense, our choice of normalization corresponds
formally to the computation of the different quantities at xk− = 0.
Remark 7.4. i) From Proposition 4.3 and Theorem 4.5, any resonance z ∈ (4.12) is close to
some zq,k(τ) given by (4.11) with q(h) ∈ Z, k(h) ∈ {1, . . . ,K} and Re z = E0 + τh+ o(h). In
this case, h−S(z,h)/λ1+1/2 = µk(τ, h) + o(1) and (7.4) gives
(7.6)
(Q̂(τ, h)− µk(τ, h))A0(h) = o(1).
ii) In particular, assume that µk(τ, h) is a isolated simple eigenvalue in the sense that
sp(Q̂(τ, h)) ∩ B(µk, ε) = {µk} for some constant ε > 0. Let fk(τ, h) denote a normalized
eigenvector of Q̂(τ, h) associated to the eigenvalue µk(τ, h). Then, there exists a complex
number α(z, h) with |α| = 1 such that
(7.7) A0 = αfk + o(1),
as h goes to 0. In the general situation, A0 can be approximated by a linear combination of
the generalized eigenvectors associated to the eigenvalues of Q̂ near µk.
iii) Conversely, let µk(τ, h) be an isolated simple eigenvalue of Q̂(τ, h) avoiding a vicinity
of 0 and let fk(τ, h) be an associated normalized eigenvector. Then, for all resonance z close
to zq,k(τ) (in the sense of Proposition 4.3), there exists a resonant state u associated to z,
normalized as in Theorem 7.3 iii), such that
(7.8) A0 = fk + o(1),
as h goes to 0.
Example 7.5. To illustrate the previous remark, we return to Example 4.11 and assume
that C1 6= C2 (see (4.28)). In the limit τ → −∞, the two eigenvalues µ1, µ2 of Q̂(τ, h) are
isolated and simple since their modulus satisfy
(7.9) |µk| = eCk/λ + oτ→−∞(1).
Moreover, there exists a basis of normalized eigenvectors f1, f2 of Q̂(τ, h) of the form
(7.10) f1 =
(
1
0
)
+ oτ→−∞(1) and f2 =
(
0
1
)
+ oτ→−∞(1),
uniformly with respect to h (see Section 16). Then, (7.7) implies that the resonant states
associated to the resonances close to zq,k(τ) are mainly localized on the characteristic curve
πx(γk). This means that their symbol is elliptic near this trajectory and oτ→−∞(1)+ o
τ
h→0(1)
on the other one. This phenomenon can be interpreted as in Section 4.2.3: for energies below
E0, the two homoclinic trajectories are “disconnected” and then the resonances as well as the
resonant states are given by each trajectory separately.
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On the contrary, when τ tends to +∞, the two eigenvalues µ1, µ2 satisfy
µ1 = −µ2 + oτ→+∞(1) and |µk| = eC1̂2/λ + oτ→+∞(1).
where C1̂2 is defined in (4.28). Moreover, there exists a basis of normalized eigenvectors g1, g2
of Q̂(τ, h) of the form
(7.11) g1 =
(
1
α
)
+ oτ→−∞(1) and g2 =
(
1
−α
)
+ oτ→−∞(1),
for some α = α(τ, h) which has a non-zero constant modulus. The explicit expression of α can
be found in (16.11). Thus, any resonant state “fills” the two homoclinic trajectories γ1, γ2.
This is in agreement with the intuition that these two trajectories recombine for energies
higher than E0 (see Section 4.2.3).
As this stage, the results already obtained allow us to recover the symbol ak− of the resonant
states in a neighborhood of πx(γk) up to o(1). This follows from the initial condition (7.7) and
Lemma 11.5 which give ak− in a vicinity of x
k
−, and from the evolution equation (Pθ − z)u =
0. Under some additional hypotheses, it is possible to describe the resonant states modulo
O(h∞). This question is intimately related to the asymptotic of the resonances modulo
O(h∞). Thus, we make the assumptions of Section 4.5. In particular, the homoclinic set H
is reduced to a single trajectory and we remove the subscript k. One can then improve the
preceding result as follows. Let v be as in Theorem 7.3. Multiplying c by a complex number
of modulus 1, we can always assume that A0 = 1. Then, the symbol a− satisfies the following
asymptotic
(7.12) a−(x, h) ≃
+∞∑
a=0
Ba∑
b=0
Ca∑
c=0
aa,b,c− (x, z, h)
(
hS(z,h)/λ1−1/2
)b
(lnh)chµ̂a/λ1 ,
near x−. The symbols a
a,b,c
− ∈ S(1) are not explicit but can formally be computed using
the values of p(x, ξ) in a neighborhood of K(E0) (see Section 12.5). In particular, they can
be written aa,b,c− (x, z, h) = e
iA/ha˜a,b,c− (x, σ) with a˜
a,b,c
− holomorphic in σ defined in (4.7) (see
also (4.81)). The asymptotic (7.12) is a direct consequence of (12.88). By propagation of
singularities, u can be computed modulo O(h∞) microlocally near any point of H.
Remark that Theorem 7.3 does not give the asymptotic of the resonant states near (0, 0)
and near Λ+ \ H. Nevertheless, if u is known modulo O(h∞) near xk−, [9, Theorem 5.1]
provides a formula for u in a vicinity of (0, 0). Then, the usual propagation of singularities
yields the asymptotic of u on all Λ+ and hence microlocally near each point of T
∗Rn. Note
that [4] gives some informations in the orthogonal of the gk−’s directions.
As shown in the following example, the resonant states can be unevenly distributed on the
homoclinic set.
Example 7.6. We consider again the geometric setting of Example 4.14 with three homoclinic
trajectories. We assume that γ1 and γ2 are symmetric with respect to γ3 as in Figure 15 and
that all the geometric quantities (A•, g
•
±, ν•, . . . ) are the same for γ1 and γ2. Then, it is
proved in Section 16 that f = t(1,−1, 0)/√2 is an eigenvector of Q̂(τ, h) for all τ ∈ [−C,C]
and h small enough. Let µ1(τ, h) denote the associated eigenvalue. The geometry can be
chosen such that µ1(τ, h) is simple, isolated and far away from 0 uniformly with respect to
τ, h. We consider the resonances close to zq,1(τ) ∈ (4.12).
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Then, Remark 7.4 iii) provides a family of resonant states u normalized as in Theorem 7.3
iii) satisfying A0 = f + o(1). In particular, u is a Lagrangian distribution microlocally near
any point of H and the leading term of its symbol vanishes on γ3. In other words, u “fills” the
trajectories γ1 and γ2 but not γ3. Nevertheless, it may happen that the symbol of u vanishes
only at the first order on γ3 (modulo o(1)).
Example 7.7. In the setting of Section 4.6, we assume that the homoclinic set consists of
two trajectories γ1, γ2 such that Λ− and Λ+ intersect tangentially of order m1 ≥ 2 along γ1
and transversally along γ2 (in other words, m2 = 1). The geometric situation is illustrated in
Figure 25. From Theorem 4.38, the resonances close to the real axis are generated by γ1 (see
(4.94)).
On the other hand, one can adapt Theorem 7.3 to the case of tangential intersection of
finite order. In fact, the role of the total homoclinic set H is played only by the homoclinic
trajectories of the highest order of tangency (that is γ1 in this example). In the proof, Lemma
11.5 is replaced by Lemma 12.9. Thus, any resonant state v can be polynomially normalized
on γ1. This means that there exists h
M ≤ c ≤ h−M for some M > 0 such that u = cv belongs
to I(Λ+, 1) microlocally near any point of γ1 and A 10 = 1. Furthermore, one can show that
u ∈ I(Λ+, 1) with an elliptic symbol microlocally near any point of γ2. This follows from
Lemma 12.9.
Summing up, the resonant states are of the same order on γ1 and γ2, whereas the corre-
sponding resonances are only provided by γ1. Thus, the size of the resonant states near a
homoclinic trajectory does not reflect the role of the latter in the asymptotic of the resonances.
We can also generalize the previous results to the setting of heteroclinic trajectories studied
in Section 6. With the notations of this part, the microsupport of any normalized resonant
state u is contained in the set
(7.13)
⋃
v∈V
{(v, 0)} ∪
⋃
e∈E
Λe
−
+ .
Moreover, u is a Lagrangian distribution with Lagrangian manifold Λe
−
+ near each point of
e ∈ E . Nevertheless, it is more difficult to adapt (7.4) in this situation since the order of these
Lagrangian distributions may no longer be uniform and may depend on the edge.
Remark 7.8 (Weird distribution of the resonant states). In the setting of Section 6, it may
happen that the resonant states are small and large at different edges of the same cycle. More
precisely, assume for simplicity that there is a unique minimal primitive cycle in (V ,E ) as in
Section 6.2.1. Then, the order of the resonant states as Lagrangian distribution may change
by a power of h between the edges of this cycle.
That the transition through a vertex amplifies or absorbs the resonant states explains this
phenomenon. This is why the proof of Theorem 6.5 uses weights (hNe and hNe←e˜) which
respect the graph structure (see Section 14.1). The setting here is different from Example
7.6. In this example, some resonant states are small along γ3 but this trajectory does not
contribute to the creation of the corresponding resonances (“removing” γ3 will only modify
these resonances by o(h| ln h|−1)). On the contrary, the resonances are generated by the
combination of all the edges of the unique minimal primitive cycle in Remark 7.8 (removing
any edge will destroy this cycle). The following example illustrates this remark.
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Example 7.9. We come back to Example 6.9 in dimension n ≥ 2 and use its notations. The
graph (V ,E ) consists of two vertices and two heteroclinic trajectories (see Figure 37). In
particular, the resonances are generated by the unique primitive cycle (e1, e2).
For k = 1, 2, we fix a point xk− ∈ πx(ek) close to v3−k. Then, for all family of normalized
resonant state v associated to a family of resonances z ∈ (6.18), there exists a (unique)
complex number hM ≤ c(h) ≤ h−M for some M > 0 such that u = cv satisfies
(7.14) u1− := u ∈ I(Λe
−
1
+ , 1) microlocally near each point of e1,
and
(7.15) u2− := u ∈ I
(
Λ
e−2
+ , h
(n−1)(λ2−λ1)
2λ1+2λ2
)
microlocally near each point of e2.
Moreover, if the symbol ak− of u
k
− is defined as in (7.3), we have
(7.16) a1−(x
1
−, h) = 1,
and
(7.17) a2−(x
2
−, h) ∼ eiA/hΓ(S2)
λ
1
2
−S2
2√
2π
e−i
π
2
(S2+
1
2
)M+e2
M−e2
|ge1− |1−S2
|ge2+ |S2
h
(n−1)(λ2−λ1)
2λ1+2λ2 ,
with the notations of (6.26). Equation (7.16) can be seen as a normalization relation which
guaranties the uniqueness of c. The two previous equations show that the symbols ak− are
elliptic near ρk−. Thus, the order of Lagrangian distributions in (7.14) and (7.15) is sharp.
Roughly speaking, the above discussion gives
u1− ≈ 1 and u2− ≈ hδ if λ1 < λ2,
u1− ≈ 1 and u2− ≈ 1 if λ1 = λ2,
u1− ≈ 1 and u2− ≈ h−δ if λ1 > λ2,
for some δ > 0. Thus, the resonant states can be of different order on the two edges, whereas
these conjugate trajectories play a symmetric role in the unique primitive cycle (e1, e2). On
the other hand, the edge where all the resonant states are the largest depends on the values
of the λk’s.
This last example works only in dimension n ≥ 2. In dimension n = 1, (7.14)–(7.17) imply
that any resonant state is at the same order on the two edges e1, e2. This is a general fact.
Indeed, assume that a one dimensional operator satisfying the hypotheses of Theorem 6.5 has
a unique primitive cycle (recall that all the cycles are minimal in dimension one), then the
order of any resonant state associated to any resonance in (6.18) is the same on all the edges
of this cycle. Note that the behavior near the vertices is not considered here.
The distribution of the resonant states can even be worse. One may think that they are
always of maximal order in the regions of the phase space which generate the corresponding
resonances and give their asymptotic (that is neighborhoods of the trajectories providing
the dynamical quantities appearing in the quantization rule). This intuition is correct for
punctual well in an island situations (see Helffer and Sjo¨strand [55, Section 9–10]) or barrier-
top resonances (see our previous work [10, Section 4]). Nevertheless, it is wrong in general.
There exist situations satisfying the assumptions of Section 6.1 where all the resonant states
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v1
e1
v2
e2
localization of the quantization rule
localization of the resonant states
Figure 44. The trapped set in Example 7.11.
are small near the cycles of (V ,E ) and large in irrelevant parts of the trapped set. More
precisely, we have the following statement.
Remark 7.10 (Delocalization of the resonant states). For C0 > 0, there exist operators P
satisfying the assumptions of Theorem 6.5 (but not of Schro¨dinger form) with resonances in
(6.18) and two disjoint compact subsets K1,K2 of K(E0) such that
i) All the vertices and edges of the cycles in (V ,E ) belong to K1. In particular, the asymp-
totic of the resonances (modulo o(h| ln h|−1)) is given by the symbol of P in any neighborhood
of K1 from Proposition 6.4 and Theorem 6.5.
ii) There exists ϕ1 ∈ C∞0 (T ∗Rn) with ϕ1 = 1 near K1 such that, for all ϕ2 ∈ C∞0 (T ∗Rn)
with ϕ2 = 1 near K2, we have
(7.18) ‖Op(ϕ1)u‖ ≤ hC0‖Op(ϕ2)u‖,
for h small enough and any resonant state u associated to any resonance in (6.18).
In this remark, the constant C0 depends on the operator P . In particular, it is not possible
to replace hC0 by O(h∞) in (7.18). Indeed, in that case, a normalized resonant state u would
satisfy u = 0 microlocally near each point of K(E0) thanks to Theorem A.2, which is impos-
sible from Proposition 8.6. However, there might be other types of trapped geometries whose
resonant states are O(h∞) near the region which generates the corresponding resonances. The
same way, there exists a constant M > 0 such that ‖Op(ϕ1)u‖ ≥ hM for h small enough and
any normalized resonant state u associated to any resonance in (6.18).
That a barrier-top may amplify functions in the kernel of P − z by a negative power of h
explains the delocalization. More precisely, Corollary A.3 shows that the order of a transversal
Lagrangian distribution (i.e. a Lagrangian distribution whose Lagrangian manifold intersects
transversally Λ− along a trajectory) is multiplied by
h(
∑
j≥2 λ
v
j /2−D0)/λ
v
1 ,
passing through the vertex v when Im z ≈ −D0h. Thus, the phenomenon in Remark 7.10 is
due to a non self-adjoint effect coming from the imaginary part of the spectral parameter z.
We now give examples of operators justifying Remark 7.10.
Example 7.11. In dimension n ≥ 2, we consider an operator satisfying the assumptions of
Theorem 6.5 and whose graph (V ,E ) is described in Figure 44. For simplicity, we assume
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(C)(B)(A)
Figure 45. Other geometries with the same pseudo-resonances as in Figure
44 but with different main localizations of the resonant states (in gray).
that both fixed points are isotropic
λ11 = · · · = λ1n =: λ1 and λ21 = · · · = λ2n =: λ2.
In this case, there is a unique primitive cycle (reduced to the homoclinic trajectory e1). Then,
Corollary 6.7 provides the distribution of the resonances. In particular, there are a lot of them
in (6.18). Their asymptotic is given by dynamical quantities defined in any neighborhood of
e1 ∪ {(v1, 0)} modulo o(h| ln h|−1). Adapting Section 4.5, one could perhaps replace this
remainder term by O(h∞).
We now explain how to realize such a trapped set. Of course, this is not possible for
Schro¨dinger operators due to the symmetry of the Hamiltonian curves (see above Example
4.9). The simplest way to realize Figure 44 is to consider three aligned radial bumps (one
higher than E0 and two of height E0) and then to add an absorbing potential on the het-
eroclinic trajectory from v2 to v1 (see Remark 2.1). The obtained operator is dissipative.
In Section B.6, we construct a self-adjoint pseudodifferential operator with such a trapped
set. Finally, it is perhaps also possible to realize such a geometric situation for a Schro¨dinger
operator with a magnetic potential.
We choose the compact subsets
(7.19) K1 = e1 ∪ {(v1, 0)} and K2 = {(v2, 0)}.
These sets are disjoint and Remark 7.10 i) is automatically satisfied. On the other hand, it
is proved in Section 16 that (7.18) holds true for λ2 > 0 small enough (depending on C0, λ1
and (6.18)).
Moreover, one may change the “tail” (i.e. v2 and e2) and consider other trapped set with
the same minimal primitive cycle (i.e. e1). For instance, one may consider the geometries
illustrated in Figure 45. These geometries can be achieved using absorbing potentials. In
case (B), we take two symmetric tails. In case (C), we assume that the cycle on the right is
not minimal. Since the unique minimal primitive cycle is the same in all these situations, the
resonances are the same modulo o(h| ln h|−1). Nevertheless, the region where the resonant
states are of maximal order is totally different (see Figure 45). This shows that the asymptotic
of resonances and the concentration of the resonant states are not correlated in general. In case
(C), we can adjust the geometry so that the homoclinic trajectory on the right is not minimal
but that any resonant state is larger here than near e1 ∪ {(v1, 0)}. Thus, the resonances can
be generated by one cycle and larger in another cycle.
As for Example 7.9, the conclusions of Remark 7.10 do not hold in dimension n = 1 without
change. Indeed, the imaginary part of the resonances is of order h| ln h|−1 in this case, and
a barrier-top does not change the order of transversal Lagrangian distributions when the
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spectral parameter is that close to the real axis (see Corollary A.3). Nevertheless, if we add a
complex valued damping potential of order h| ln h| on the homoclinic trajectory e1 in Example
7.11, one may artificially produce a delocalization of resonant states in dimension one.
In the setting of Remark 7.10, let µ be a semiclassical measure associated to a sequence of
resonant states normalized in a vicinity of the trapped set (to avoid eventual problems coming
from the distortion). The notion of semiclassical measure has been invented by Ge´rard [46]
and Tartar [90]. We send back the reader to Ge´rard [47, Section 3] for the definition and
basic properties. In particular, µ has mass one and (7.18) implies that µ = 0 near K1. This
shows that the support of the semiclassical measures is totally disjoint from the trajectories
creating the resonances. Thus, it is in general irrelevant to consider semiclassical measures
associated to resonant states. This also explains why we work with functions in the general
reduction of Section 8 and not with semiclassical measures like Burq in [18].
Coming back to the setting of Theorem 7.3, one can not distinguish at main order on H
the resonant states associated to two close resonances on the same accumulation curve. More
precisely, we have the following result.
Corollary 7.12. Under the assumptions of Theorem 7.3, let k0 ∈ {1, . . . ,K} and τ = τ(h) ∈
[−C,C] for some family of h such that µk0(τ, h) is an isolated simple eigenvalue of Q̂(τ, h) in
the sense of Remark 7.4 ii). Let z1, z2 ∈ (4.12) with Re z• = E0+τh+o(h) be two resonances
such that
(7.20) z• = zq•,k0(τ) + o
( h
| ln h|
)
,
where zq,k(τ) is given by Proposition 4.3. Then, for any resonant states u1, u2 associated to
z1, z2 normalized as in Theorem 7.3, there exists α(h) ∈ C with |α| = 1 such that
(7.21) u1 = αu2 + o(1) microlocally near each point of H,
as h goes to 0.
This result may seem to be strange since the knowledge of the resonant state u determines
the resonance z by the formula z = Pu/u. Moreover, it is precisely the leading term of u
near H that is used to compute the asymptotic of the resonances in the proof of Theorem
4.5 (see Section 11). That resonant states associated to different resonances have the same
asymptotic near H is a reason why we have not used Grushin problems in this paper. Such
phenomenon does not occur for punctual wells in the island situation (see [55, Section 10])
and also for barrier-top resonances (see [10, Theorem 4.1]).
Example 7.13. We come back to Section 4.3 (C) (see also Figure 18). This geometric
setting corresponds to a well in the island situation. Thus, for analytic potentials, Helffer and
Sjo¨strand [55, The´ore`me 9.9] have shown that the normalized resonant states are exponentially
close to the (sum of) eigenvectors of the operator P restricted to a small neighborhood of the
well with Dirichlet boundary condition. In particular, the resonant states are exponentially
small outside any neighborhood of the well and almost orthogonal to each other (at least when
the corresponding resonances are far away). Thus, two resonant states u1, u2 as in Corollary
7.12 with q1 6= q2 satisfy
(7.22) 〈u1, u2〉L2(Rn) = O(e−ε/h),
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for some ε > 0 (see Section 16). Hence, the resonant states are almost collinear near H from
(7.21) and almost orthogonal from (7.22). That u1 and u2 are different near the barrier-top
explains this paradox.
Moreover, from Colin de Verdie`re and Parisse [24, Section 5], the eigenvectors are mainly
localized at the top of the barrier, as the resonant states in our case. More precisely, their
results imply that
‖u‖L2([−ε,ε]) &
√
| lnh|,
for any ε > 0 and any resonant state u normalized as in Theorem 7.3. It is not clear that this
one dimensional behavior still holds true in higher dimensions.
Until now, we have only considered resonant states associated to resonances in (4.12). But,
one can also study the situation in deeper zone (see e.g. Section 4.4.3). Here, we focus on
the resonances of the second kind described in Section 4.4.4. Recall that the quantization
operator Q2 has been defined in (4.75).
Proposition 7.14 (Resonant states of the second kind). Assume (H1)–(H4), (H7), (H12)
and fix C, δ > 0. Let v = v(h) be a family of normalized resonant states associated to a
resonance z = z(h) ∈ (4.78). Then, we can find hM ≤ c(h) ≤ h−M for some M > 0, such
that u = cv has the following properties.
i) The microsupport of u is contained in {(0, 0)} ∪ Λ+.
ii) The function u is in I(Λ+, 1) microlocally near any point of H. We then write
u(x, h) = e−iAk/hei
z−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h)e
iϕ1+(x)/h,
microlocally near ρk−, for some a
k
− ∈ S(1).
iii) Let A0(h) be the K-vector of the a
k
−(x
k
−, h). Let also A1(h) be the (n− 1)K-vector of
the ∂yba
k
−(x
k
−, h) where ∂yb denotes the derivatives in the n−1 directions ofHk, the hyperplane
of Theorem A.2 associated to ρk−. Then, they satisfy A0(h) = O(h) and
(7.23)
(
hS(z,h)/λ1+1/2Q2(z, h) − 1)A1(h) = o(1),
as h goes to 0, with the normalization ‖A1(h)‖ℓ2 = 1.
By comparison with Theorem 7.3, the relevant quantities are now the derivatives of order
1 of ak− in the transversal directions of πx(γk), and not the value of a
k
− on this curve. The
situation is then similar to that of the harmonic oscillator −h2∆+ x2 (see also [55] for a well
in an island trapping and [10] for barrier-top resonances): the eigenvectors associated to the
first eigenvalue are elliptic at 0 whereas the eigenvectors associated to the second eigenvalue
vanish at order 1 at 0 modulo oh→0(1). Nevertheless, Section 12.4 shows that this analogy is
only formal.
One can be more precise on the description of resonant states of the second kind. Let A2
be the (n− 1)2K-vector of the ∂2b,cak−(xk−, h). Lemma 12.6 and (12.57) give A2 in terms of A1
modulo lower order quantities. Then, (12.55) provides an expression for A0 in terms of A1.
In order to show Proposition 7.14, it is enough to follows the proof of Theorem 7.3, replacing
Lemma 11.5 by Lemma 12.5 and using the reduction (12.53)–(12.58). We omit the details.
The results of this part can be extended to quasimodes. As usual, they are defined by
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Definition 7.15 (Quasimodes). Let u = u(h) ∈ H2(Rn) be a family of functions with
‖u‖L2(Rn) = 1 and z = z(h) ∈ Eθ. We say that u is a quasimode of P modulo O(h∞)
associated to the quasiresonance z if and only if (Pθ − z)u = O(h∞) as L2(Rn) function.
Usually, quasimodes play an important role in the proof of the asymptotic of the resonances
(see e.g. Ge´rard and Sigal [44], Tang and Zworski [89] or Popov and Vodev [78] in addition
to the papers already cited). This is not the case in the present paper since our strategy
use “test functions” (see Section 1.2). Nevertheless, the asymptotic of the resonances stated
in Theorem 4.5 automatically provides resonant states (and then exact quasimodes modulo
O(h∞)) which are described in Theorem 7.3. Note that Burq and Christianson [20] have con-
structed quasimodes modulo O(h2−ε) for unidimensional spectral pencils with two homoclinic
trajectories. In general, the quasimodes verify the following properties.
Proposition 7.16. Assume (H1)–(H4), (H7) and fix C, δ > 0. Let v be a quasimode modulo
O(h∞) associated to a quasiresonance z ∈ (4.12). Then,
i) The quasiresonance z is close to the resonances of P . More precisely,
dist
(
z,Res(P )
)
= o
( h
| lnh|
)
.
ii) The quasimode v satisfies the conclusions of Theorem 7.3.
In dimension n ≥ 2, this result and Theorem 3.2 imply that the quasimodes can not be
compactly supported uniformly with respect to h. Indeed, adapting [12, Theorem 1.7], any
quasimode u associated to a quasiresonance z with Im z . −h satisfies
‖χu‖ ≤ C∥∥1R≤|x|≤R+1u∥∥+O(h∞),
for χ ∈ C∞0 (Rn) and R large enough. If u is compactly supported, the previous formula
becomes ‖u‖ = O(h∞) which gives the contradiction with ‖u‖ = 1.
On the other hand, under the additional assumptions of Remark 7.4 ii), the quasimode
u = cv normalized as in Theorem 7.3 coincides modulo o(1) with a resonant state microlocally
near any point of H.
8. General reduction
8.1. The contradiction argument.
We explain here how to obtain a polynomial estimate of the distorted resolvent (Pθ − z)−1
for z in some region Ωh (see (2.4) for the definition of the distorted operator Pθ). The case of
the truncated resolvent χ(P − z)−1χ is reduced to that question from (2.5) with a complex
dilation which occurs outside of the support of χ ∈ C∞0 (Rn). We take θ = h| ln h| in the sequel,
but we could have chosen θ = Rh with R > 1 large enough. For C > 0, let Ωh ⊂ B(E0, Ch)
be a family of compact sets. With quantifiers, we want to prove
(8.1) ∃M > 0, ∃h0 > 0, ∀h < h0, ∀z ∈ Ωh,
∥∥(Pθ − z)−1∥∥ ≤ h−M .
We shall obtain (8.1) by a contradiction argument. This idea comes from Burq [18]. If (8.1)
did not hold, there would exist u = u(h) ∈ L2(Rn) and z = z(h) ∈ Ωh such that
(8.2)
{
(Pθ − z)u = O(h∞),
‖u‖L2(Rn) = 1.
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To be precise, (8.2) would occur only for a sequence (hj)j∈N of positive numbers which con-
verges to 0. But since this point plays no role in our study, we shall forget to mention the
sequence (hj)j in the following and we will do as if (8.2) holds for all h > 0 small enough.
In what follows, we suppose that u ∈ L2(Rn) satisfies (8.2), and we will prove that ‖u‖ =
O(h∞), a contradiction. In the rest of this section, we prove that it is sufficient to know
that u vanishes microlocally near the trapped set. This reduction has nothing to do with the
nature of the trapped set, and relies only on the assumption (H1). We refer to Appendix A
for the notations and some results of microlocal analysis we use.
8.2. Energy localization.
We show that u is concentrated in the energy surface p−1(E0). The main point is a standard
elliptic estimate which is a consequence of the ellipticity of Re(Pθ−z) ≈ p−z outside p−1(E0).
More precisely,
Lemma 8.1. For all ϕ ∈ C∞0 (R) with ϕ = 1 near E0, we have
u = Op(ϕ(p))u +OH2(h∞).
Proof. Let ϕ1, ϕ2, . . . in C
∞
0 (R) with 1{E0} ≺ · · · ≺ ϕ2 ≺ ϕ1 ≺ ϕ. The distorted operator Pθ
defined in (2.4) is a differential operator of order 2 whose symbol pθ ∈ S(〈ξ〉2) satisfies
pθ(x, ξ) = p
(
x+ iθF (x), (1 + iθt(dF (x)))−1ξ
)
+ S
(
θh〈ξ〉2)
= p(x, ξ)− iθHp(F (x) · ξ) + S
(
θ2〈ξ〉2).(8.3)
for h . θ . 1. In particular, we deduce (pθ − z)−1(1 − ϕ(p)) ∈ S(〈ξ〉−2). Then, the
pseudodifferential calculus implies
Op
(
(pθ − z)−1(1−ϕ(p))
)
(Pθ − z)
= Op(1− ϕ(p)) + Ψ(h〈ξ〉−1)Op(1− ϕ1(p)) + Ψ(h∞〈ξ〉−∞).
Combining this estimate with (8.2), we obtain
Op(1− ϕ(p))u = Ψ(h〈ξ〉−1)Op(1− ϕ1(p))u+OH2(h∞).
Iterating the previous argument, we get
Op(1− ϕ(p))u = Ψ(hN 〈ξ〉−N)Op(1− ϕN (p))u+OH2(h∞) = OH2(hN ),
and the lemma follows. 
8.3. Spatial localization.
Now, we show that it is enough to estimate u in a compact subset of the position space.
This follows from the fact that imaginary part of Pθ − z is elliptic at infinity thanks to the
complex distortion.
Lemma 8.2. For A > 0 large enough, we have
‖u‖ . ∥∥1{|x|≤A}u∥∥+O(h∞).
Proof. Let ϕ ∈ C∞0 (]0,+∞[) be such that ϕ = 1 near E0. Combining (8.2) and Lemma 8.1,
we obtain {
(Pθ − z)Op(ϕ(p))u = O(h∞),
‖Op(ϕ(p))u‖ . 1.
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Then, using (8.3), | Im z| . h and the pseudodifferential calculus, we get
O(h∞) = − Im 〈(Pθ − z)Op(ϕ(p))u,Op(ϕ(p))u〉
=
〈
Op
(
θ{p, F (x) · ξ}+ Im z)Op(ϕ(p))u,Op(ϕ(p))u〉 +O(θ2)‖u‖2
= θ
〈
Op
({p, F (x) · ξ}ϕ2(p))u, u〉+O(h)‖u‖2.(8.4)
Since F (x) = x for x large enough, we have, on p−1(supp(ϕ)),
(8.5) {p, F (x) · ξ} ≥
{
c > 0 for |x| ≥ A/2,
− C for |x| ≤ A/2,
for A > 0 large enough. Let χ ∈ C∞0 (Rn; [0, 1]) be such that 1{|x|≤A/2} ≺ χ ≺ 1{|x|≤A}. Thus,
(8.5) becomes
{p, F (x) · ξ}ϕ2(p) ≥ c(1− χ)2ϕ2(p)−Cχ2ϕ2(p).
Now G˚arding’s inequality implies
Op
({p, F (x) · ξ}ϕ2(p)) ≥ cOp ((1− χ)2ϕ2(p)) −C Op (χ2ϕ2(p)) −O(h)
≥ cOp ((1− χ)ϕ(p))2 − C Op (χϕ(p))2 −O(h).
Then, (8.4) together with Lemma 8.1 gives
O(h∞) ≥ cθ∥∥Op ((1− χ)ϕ(p))u∥∥2 − Cθ∥∥Op (χϕ(p))u∥∥2 +O(h)‖u‖2
= cθ
∥∥(1− χ)Op(ϕ(p))u∥∥2 − Cθ∥∥χOp(ϕ(p))u∥∥2 +O(h)‖u‖2
= cθ‖(1− χ)u‖2 − Cθ‖χu‖2 +O(h)‖u‖2 +O(h∞)
≥ cθ/2‖(1 − χ)u‖2 − 2Cθ‖χu‖2 +O(h∞),
since θ = h| ln h| ≫ h. This yields
‖u‖2 . ‖χu‖2 + ‖(1 − χ)u‖2 . ‖χu‖2 +O(h∞) ≤ ∥∥1{|x|≤A}u∥∥2 +O(h∞),
and the lemma follows. 
8.4. Vanishing in the incoming region.
We now show that u = 0 microlocally in the incoming region. This is in agreement with
the intuition that the quasimode u must be outgoing. Such a property will be used in the
following as an “initial condition” at infinity. For R > 0, ε > 0 and σ ∈ [−1, 1], we set
Γ±(R, ε, σ) =
{
(x, ξ) ∈ T ∗Rn; |x| > R, p(x, ξ) ∈ [E0 − ε,E0 + ε]
and ± cos(x, ξ) = ± x · ξ|x||ξ| > ±σ
}
.
Lemma 8.3. Let ε > 0, σ < 0 and then R > 0 be large enough. Let w ∈ S(1) be such that
supp(w) ⊂ Γ−(R, ε, σ). Then,
Op(w)u = O(h∞).
Proof. This follows from the proof of Theorem 2 of [11]. The unique difference is that the
left hand side of [11, (3.4)] must be replaced by O(h∞), which does not affect the rest of the
proof. As a matter of fact, only resonant states (i.e. function v such that (Pθ− z)v = 0) were
considered in [11]. 
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8.5. Propagation of singularities.
In this section, we prove that usual propagation of singularities holds for Pθ−z. This result
is not completely standard since Pθ is not self-adjoint. It rests crucially on the fact that the
imaginary part of Pθ is of size θ . h| ln h|.
Lemma 8.4. For ρ0 ∈ p−1(E0) and T ∈ R, denote ρT = exp(THp)(ρ0). If u = 0 microlocally
near ρ0, then u = 0 microlocally near ρT .
Proof. To show this result, one can follow the standard proof of the propagation of singularities
(see e.g. Martinez [70]) and check that each step works. Instead, we will reduce the problem
(Pθ − z)u = 0 to an equation of the type (P − E0)w = 0 and then apply the standard
propagation of singularities to the operator P − E0 which is self-adjoint.
We can assume that ρ0 6= ρT and then that p is of principal type (i.e. ∇p 6= 0) on the
Hamiltonian curve t 7→ exp(tHp)(ρ0). Let χ ∈ C∞0 (T ∗Rn) with χ = 1 in a neighborhood of
{exp(tHp)(ρ0); t ∈ [0, T ]}. For z ∈ Ωh, we can write z = E0 + hσ where σ is in a compact
set of C. From (8.3), the symbol pθ − z ∈ S(〈ξ〉2) of Pθ − z has the asymptotic in S(〈ξ〉2)
pθ − z ≃ (p −E0) +
∑
j+k≥1
pj,k(x, ξ)θ
jhk,
where the coefficients depend smoothly on σ (in fact, p0,1(x, ξ) = −σ is the unique coefficient
which depend on σ).
First we construct a weight G such that eG(P − E0)e−G ≈ (Pθ − z). Consider G = Op(g)
whose symbol g ∈ S(θh−1), supported in a neighborhood of suppχ, satisfies
(8.6) g(x, ξ, θ, h) ≃
∑
j+k≥1
gj,k(x, ξ)θ
jhk−1,
In particular, since θ = h| lnh|, we have g ∈ S(| lnh|). From [30, Section 4], the operator
(8.7) Q := eG(P − E0)e−G ≃
∑
ℓ≥0
1
ℓ!
adℓG(P − E0),
is a pseudodifferential operator of symbol q ∈ S(〈ξ〉2) satisfying
q(x, ξ, θ, h) ≃ (p − E0) +
∑
j+k≥1
qj,k(x, ξ)θ
jhk,
with, for all j + k ≥ 1,
(8.8) qj,k = i{p, gj,k}+ rj,k,
where rj,k depends only on p and on the gα,β ’s with α ≤ j, β ≤ k and (α, β) 6= (j, k). On
the other hand, since p is of principal type on the Hamiltonian curve t 7→ exp(tHp)(ρ0), for
all f ∈ C∞(T ∗Rn), one can find a g ∈ C∞(T ∗Rn) supported in a fixed neighborhood of
{exp(tHp)(ρ0); t ∈ [0, T ]} such that
{p, g} = f,
in a fixed neighborhood of {exp(tHp)(ρ0); t ∈ [0, T ]}. In fact, it is enough to integrate f
along the Hamiltonian curves of p (see [45, Appendix] for more details). This way, after a
possible shrinking of the support of χ, one can construct by induction gj,k supported in a
fixed neighborhood of suppχ such that
i{p, gj,k}+ rj,k = pj,k,
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near suppχ. Using Borel’s lemma, we can then find a symbol g ∈ S(| lnh|) compactly
supported and satisfying (8.6). With such a g, (8.7) gives
(8.9) eG(P − E0)e−GOp(χ) = (Pθ − E0)Op(χ) +O(h∞).
Now, define w = e−GOp(χ)u. Since g ∈ S(| ln h|), we have
(8.10) e±G ∈ Ψ(h−C),
for some C > 0 (see [30, Section 4]). Then, applying (8.9) to u and using (8.2), (8.10) and
the assumptions of the lemma, we get
(P −E0)w = 0 microlocally near {exp(tHp)(ρ0); t ∈ [0, T ]},
w = 0 microlocally near ρ0,
‖w‖H2 . h−C for some C > 0.
Then, the standard propagation of singularities for real-valued symbols of principal type
implies that w = 0 microlocally near ρT . Combining with (8.10), this yields that u = 0
microlocally near ρT . 
8.6. Microlocalization near the trapped set.
Combining the previous microlocalizations, we show that, to estimate globally u, it is
enough to control u microlocally near the trapped set. We begin with a lemma about the
classical trajectories which is probably standard.
Lemma 8.5. Let ρ ∈ p−1(E0) and ρ(t) = exp(tHp)(ρ) be the associated Hamiltonian trajec-
tory. The following alternative holds:
i) either ρ(t)→∞ as t→ −∞,
ii) or dist(ρ(t),K(E0))→ 0 as t→ −∞.
Proof. Assume that ii) does not hold. Then, there exit ε > 0 and a sequence of negative real
numbers (Tj)j∈N such that Tj < Tj−1 − 1 and
∀j ∈ N, dist(ρ(Tj),K(E0)) > 2ε.
Since Hp is bounded on p
−1(E0), ρ
′(t) is bounded. In particular, there exits 0 < δ < 1/2
such, that for all j ∈ N and t ∈ [Tj − δ, Tj + δ], we have
(8.11) dist(ρ(t),K(E0)) > ε.
On the other hand, [45, Appendix] provides an escape function G ∈ C∞(T ∗Rn) satisfying
Hp(G) ≥
{
0 on p−1(E0),
1 on p−1(E0) \ (K(E0) +B(0, ε)).
Therefore, since ∂tG(ρ(t)) = Hp(G)(ρ(t)) and ρ(t) ∈ p−1(E0), (8.11) implies that t 7→ G(ρ(t))
is a non-decreasing function and
G(ρ(Tj − δ)) ≤ G(ρ(Tj + δ))− 2δ.
Then,
G(ρ(Tj − δ)) ≤ G(ρ(T0))− 2jδ.
This implies that G(ρ(t))→ −∞ as t→ −∞. Since G is continuous, we must have ρ(t)→∞
as t→ −∞. 
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Figure 46. The general setting in the proof of Theorem 3.2.
Proposition 8.6. If u = 0 microlocally near each point of K(E0), then ‖u‖ = O(h∞).
Proof. Let A > 0 be given by Lemma 8.2 and let ρ ∈ p−1(E0) ∩ {|x| ≤ A}. As before, we
denote ρ(t) = exp(tHp)(ρ). According to Lemma 8.5, we have two different cases that we
treat separately.
Assume first ρ(t) → ∞ as t → −∞. Then, by a classical argument (see [45, Appendix]),
for T > 0 large enough, ρ(−T ) ∈ Γ−(R, ε, σ) with R, ε, σ as in the assumptions of Lemma
8.3. Therefore, u = 0 microlocally near ρ(−T ). Now, the propagation of singularities result
given in Lemma 8.4 shows that u = 0 microlocally near ρ.
Assume now dist(ρ(t),K(E0)) → 0 as t → −∞. Since K(E0) is compact, the hypothesis
of the proposition yields that u = 0 in a neighborhood U of K(E0), and ρ(−T ) ∈ U for any
T > 0 large enough. Thus, u = 0 microlocally near ρ(−T ). Again, u = 0 microlocally near ρ
by propagation of singularities (Lemma 8.4).
By compactness, we have obtained that u = 0 microlocally near p−1(E0)∩ {|x| ≤ A}. The
energy localization result stated in Lemma 8.1 implies that ‖1{|x|≤A}u‖ = O(h∞). Eventually,
the proposition follows from the spatial localization result (Lemma 8.2). 
Remark 8.7. It follows from the contradiction argument explained in Section 8.1 and Propo-
sition 8.6 that, if P is non-trapping at energy E0 (i.e. K(E0) = ∅), then P has no resonance
in Ωh := B(E0, Ch) for all C > 0, and∥∥χ(P − z)−1χ∥∥ . h−M ,
uniformly for h small enough and z ∈ Ωh. Note that, with a simpler approach, Martinez [71]
has proved this result with Ωh replaced by [E0 − ε,E0 + ε] + i[−Ch| ln h|, h] for some ε > 0
and all C > 0. Working more carefully, one can probably obtain this result in these larger
domains.
9. Proof of Theorem 3.2
From Proposition 8.6, the theorem will follow if we show that u satisfying (8.2) with
Ωh = (3.1) vanishes microlocally near each point of K(E0) = {(0, 0)}∪H. We will obtain this
property by a bootstrap argument using propagation of singularities along the homoclinic set.
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Figure 47. The geometry near (0, 0).
We can assume that Pθ = P near the base space projection of H. For ρ ∈ T ∗Rn and t ∈ R,
we will use in the sequel the notation ρ(t) = exp(tHp)(ρ).
Lemma 9.1. We have u = 0 microlocally near each point of Λ− \ (H ∪ {(0, 0)}).
Proof. Let ρ ∈ Λ− \ (H ∪ {(0, 0)}). Since ρ ∈ Λ−, ρ(t) is trapped as t → +∞. Therefore,
ρ(t) is not trapped as t → −∞ because ρ /∈ K(E0). Thus, ρ(t) → ∞ as t → −∞. Then,
from Lemma 8.3, u = 0 microlocally near ρ(−T ) for some T > 0 large enough. Eventually,
by Lemma 8.4, we get that u = 0 microlocally near ρ. 
Let Ωsing be a small neighborhood of (0, 0) and ε > 0 small enough be given by Theorem
A.2 with Ω = Ωsing. Denote S
ε
± = {(x, ξ) ∈ Λ0±; |x| = ε} and Hε± = Sε± ∩ H (see Figure
47). Let also V 0− (resp. W
0
−) be a small compact neighborhood of Hε− (resp. Sε− \ V 0− with
W 0− ∩Hε− = ∅). We define u− as the microlocal restriction of u to a neighborhood of V 0−. In
particular, (8.2) implies
(9.1) ‖u−‖ . 1.
Using (8.2) and Lemma 9.1, the setting is the following near Sε±:
(9.2)

(P − z)u = 0 microlocally near Ωsing,
u = u− microlocally near V
0
−,
u = 0 microlocally near W 0−,
and ‖u‖ . 1. From (H4), we know that g−(ρ−) 6= 0 and g−(ρ−) · g+(ρ+) 6= 0 for all
(ρ−, ρ+) ∈ Hε− ×Hε+. Then, Theorem A.2 gives the existence of a compact neighborhood V 0+
of Hε+ such that
u = J u− microlocally near V 0+.
As above, we define u+ as the microlocal restriction of u to a neighborhood of V
0
+. The
previous equation and (A.12) say that
(9.3) u+(x) = h
∑ λj−λ1
2λ1
−i
z−E0
λ1h
∫
Rn
ei(ϕ+(x)−ϕ−(y))/hd˜(x, y, z, h)u−(y) dy,
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Figure 48. The geometric setting near the homoclinic set and Λ1+.
microlocally near V 0+. Notice that the integrand is microlocalized inside V
0
− with respect to
y. Combining this equation with (9.1) and the fact that −δh ≤ Im z ≤ 0 for z ∈ (3.1), we
get, microlocally near V 0+,
(9.4) u+(x) = h
∑ λj−λ1
2λ1
− δ
λ1 a(x, h)eiϕ+(x)/h ∈ I(Λ0+, h−N ),
for some a ∈ S(1) and N ∈ R. See Section A.1 for the definition of I(·, ·), the set of
semiclassical Lagrangian distributions.
We will now use the standard propagation of singularities along the homoclinic curves
H to express u− in terms of u+. For all ρ− ∈ V 0− ∩ Λ0− ∩ H, there exists a unique time
t(ρ−) > 0 such that ρ−(−t(ρ−)) ∈ Hε+. Then, using that V 0− ∩ Λ0− ∩ H is a compact set
and that exp(t(ρ−)Hp)(V
0
+) is a neighborhood of ρ−, there exists a finite number of points
ρj− ∈ V 0− ∩ Λ0− ∩H, j = 1, . . . , J , such that
V 1+ :=
J⋃
j=1
exp(t(ρj−)Hp)(V
0
+),
is a compact neighborhood of V 0− ∩ Λ0− ∩ H. Let also Ωreg ⊂ T ∗Rn \ {(0, 0)} be a compact
neighborhood of the set{
exp(tHp)(ρ); ρ ∈ V 0+ and 0 ≤ t ≤ max
1≤j≤J
t(ρj−)
}
,
(see Figure 48). In this region of the homoclinic set, we will use the standard propagation of
singularities result since P is of principal type and Im z = O(h). Indeed, we know from (8.2)
and (9.4) that
(9.5)
{
(P − z)u = 0 microlocally near Ωreg,
u = u+ ∈ I(Λ0+, h−N ) microlocally near V 0+.
By usual propagation of Lagrangian distributions (see [72]), this implies that
(9.6) u = u− ∈ I(Λ1+, h−N ) microlocally near V 1+,
where Λ1+ is the evolution of Λ
0
+ by the Hamiltonian flow when it reaches V
1
+. More precisely,
let ρ− ∈ V 1+ and recall that ρ+ = ρ−(−t(ρ−)) ∈ Hε+. Then, locally near ρ−, Λ1+ is defined as
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exp(t(ρ−)Hp)(U) where U is a neighborhood of ρ+ in Λ
0
+ (see Figure 48). Note that V
1
+ only
depends on V 0+ and on the classical flow, and may be different from V
0
−.
Now, we insert the information (9.6) into (9.3) and use the assumptions (H5). But (9.6)
does not describe u− in the whole V
0
−. However, the restriction of u− to V
0
− \ V 1+ does not
contribute to u+ microlocally near V
0
+. Indeed, u− = 0 microlocally near each point of
V 0− ∩ Λ0− \ V 1+ from Lemma 9.1. Moreover, the values of u− outside Λ0− do not contribute
to (9.3) by a non stationary phase argument (since d˜(x, y, z, h)e−iϕ−(y)/h is microlocalized in
Λ0− with respect to y). In the anisotropic case (H5)(a), (9.3) immediately gives, microlocally
near V 0+,
(9.7) u+ ∈ I(Λ0+, h−N+α) with α =
n∑
j=1
λj − λ1
2λ1
− δ
λ1
> 0,
for δ > 0 small enough. In the transversal case (H5)(b), at each point of Λ0− ∩ Λ1+, these
manifolds intersect transversally along at least one direction. Therefore, using (9.6), perform-
ing a stationary phase expansion in this direction and integrating with respect to the other
variables, (9.3) gives, microlocally near V 0+,
(9.8) u+ ∈ I(Λ0+, h−N+α) with α =
1
2
− δ
λ1
> 0,
for δ > 0 small enough.
Iterating (9.5)–(9.8), we get
u− ∈ I(Λ1+, h−N+αk) microlocally near V 1+,
for all k ∈ N. This gives u− = 0 microlocally near V 1+ and (9.2) becomes{
(P − z)u = 0 microlocally near Ωsing,
u = 0 microlocally near Sε−.
Then, the uniqueness part in Theorem A.2 yields u = 0 microlocally near (0, 0). Eventually,
since all the trajectories in H enter any neighborhood of (0, 0),
(9.9) u = 0 microlocally near K(E0),
by standard propagation of singularities. This, together with Section 8.1 and Proposition 8.6,
finishes the proof of Theorem 3.2.
10. Proof of Theorem 3.8
10.1. Reduction to the tangential part.
The proof of Theorem 3.8 is similar to that of Theorem 3.2. The difference is that, at each
“turn” (around the fixed point and the homoclinic set), the considered function u only decays
by a small coefficient (typically ‖T0‖ < 1) and not a positive power of h as before. This is
due to the fact that the trapping is stronger in the present situation.
As in the previous section, to prove Theorem 3.8, it is enough to show that a function u
satisfying (8.2) with Ωh = (3.9) vanishes microlocally near each point of K(E0) = {(0, 0)}∪H
(see Proposition 8.6). Note also that Lemma 9.1 is still valid in the present setting. As in
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Figure 49. The subsets of Sε± and the choice of the supports of u
•
±.
Section 9, let ε > 0 be small enough, Sε± = {(x, ξ) ∈ Λ0±; |x| = ε} and Hε± = Sε± ∩ H. We
also define Hεtang,± = Sε± ∩Htang (see Figure 49).
We now decompose u± into its tangential and transversal trajectories contributions. As
above, we define u± as the microlocal restriction of u to a neighborhood of Hε±. Let V ε± ⊂
εSn−1 be small neighborhoods of πx(Hεtang,±) and let χε± ∈ C∞(εSn−1; [0, 1]) be such that
(10.1) 1πx(Hεtang,±) ≺ χε± ≺ 1V ε± .
Moreover, we can assume that every point of Hε−∩V ε−×Rn comes (for the Hamiltonian flow)
from a point of Hε+ ∩ {χε+ = 1} × Rn. We then define utang± as the solution of{
(P − z)utang± = 0 near εSn−1,
utang± = χ
ε
±u± on εS
n−1.
In particular, utang± is a microlocal restriction of u in a small neighborhood of Hεtang,±. We
also define the function utrans± = u±−utang± . So, u = utang± +utrans± microlocally near Hε±. The
setting is illustrated in Figure 49. From (8.2), we get
(10.2)
∥∥u•±∥∥ . 1.
As in (9.2), we have
(10.3)

(P − z)u = 0 microlocally near (0, 0),
u = utang− + u
trans
− microlocally near Hε−,
u = 0 microlocally near Sε− \ Hε−,
and ‖u‖ . 1. From (H4), we know that g−(ρ−) 6= 0 and g−(ρ−) · g+(ρ+) 6= 0 for all
(ρ−, ρ+) ∈ Hε− ×Hε+. Then, Theorem A.2 gives
utang+ = Jtang←tangutang− + Jtang←transutrans− ,(10.4)
utrans+ = Jtrans←tangutang− + Jtrans←transutrans− ,(10.5)
where the operators J•←⋆ are the restrictions of (A.12) to the microsupport of the corre-
sponding functions:
(10.6) J•←⋆u⋆−(x) = h−i
z−E0
hλ
∫
Rn
ei(ϕ+(x)−ϕ−(y))/hd˜•←⋆(x, y, z, h)u
⋆
−(y) dy,
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where d˜•←⋆ is the restriction of d˜ near the support of u
•
+ in x and near the support of u
⋆
− in
y. Note that since | Im z| . h| lnh|−1, we have
(10.7)
∣∣∣h−i z−E0hλ ∣∣∣ . 1.
Combining (10.2), (10.6) and (10.7), we get
(10.8) u•+ ∈ I(Λ0+, h−N
•
+),
for some N•+ ∈ R.
Now, as in the previous section, we will use the standard propagation of singularities along
the homoclinic curves H to estimate u•−. From (8.2) and (10.8), we get
(10.9)
{
(P − z)u = 0 microlocally near Htang,
u = utang+ ∈ I(Λ0+, h−N
tang
+ ) microlocally near Hεtang,+,
with ‖u‖ . 1 and Im z = O(h). Since the functions utang± have been defined according to the
discussion before (10.2) (see also Figure 49), the usual propagation of Lagrangian distributions
gives
(10.10) utang− ∈ I(Λ1+, h−N
tang
− ),
where Λ1+ is defined below (9.6) and
(10.11) N tang− = N
tang
+ .
On the other hand, we also have
(10.12)
{
(P − z)u = 0 microlocally near H,
u = utang+ + u
trans
+ microlocally near Hε+,
and ‖u‖ . 1. Then, using the definition of utrans− and the proof of (10.10), we get
(10.13) utrans− ∈ I(Λ1+, h−N
trans
− ),
where
(10.14) N trans− = max
(
N tang+ , N
trans
+
)
.
Note that one can also express the solutions of (10.9) and (10.12) in a more abstract
formalism as it as been done in (10.4) and (10.5). In fact, using an approach similar to the
one of Sjo¨strand and Zworski [88], the functions u•− can be written as
utang− =Mtang←tangutang+ ,(10.15)
utrans− =Mtrans←tangutang+ +Mtrans←transutrans+ ,(10.16)
where M•←⋆ are Fourier integral operators whose canonical relation is given by the Hamil-
tonian flow. Again, the fact that utang− does not depend on u
trans
+ is due to the choice of the
neighborhoods where u•± are defined (see Figure 49). We will not use this formalism since we
will need to compute explicitly the symbol of the Lagrangian distributions in the sequel.
The next result shows that to control all the functions u•±, it is enough to estimate N
tang
− .
Lemma 10.1. Assume that utang− ∈ I(Λ1+, h−N ) for some constant N ∈ R. Then, we can
take all the constants N•± appearing in (10.8), (10.10) and (10.13) equal to N .
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Proof. Assume that utang− ∈ I(Λ1+, h−N ). Using the formula (10.6) and the estimate (10.7)
which guaranties that the prefactor in (10.6) is of order O(1), we get
J•←tangutang− ∈ I(Λ0+, h−N ).
On the other hand, Λ1+ intersects transversally Λ
0
− at each point of the microsupport of u
trans
− .
Then, performing a stationary phase expansion in (10.6) as in (9.8) and using also (10.7), we
obtain
(10.17) J•←transutrans− ∈ I(Λ0+, h−N
trans
− +
1
2 ).
From the two last equations, one sees that it is possible to take
(10.18) N•+ = max
(
N,N trans− −
1
2
)
,
in (10.8).
Furthermore, we have already shown in (10.14) that it is possible to take
(10.19) N trans− = max
(
N tang+ , N
trans
+
)
.
Thus, performing a bootstrap argument in (10.18) and (10.19), one can choose N trans− = N
and eventually N•+ = N . 
10.2. Study of the tangential part.
In this part, we will prove that utang− = O(h∞). As before, we will show that utang− is
“smaller” after a turn around the fixed point and the homoclinic orbits. But, to the contrary
of Section 9, there is no hope to gain some power of h at each turn since Jtang←tang and
Mtang←tang are now of order 0 on the considered functions. Then, we will have to compute
the symbol of the Lagrangian distribution utang− ∈ I(Λ1+, h−N
tang
− ) (see (10.10)) and prove that
it decays after a turn.
We first note that, since Λ1+ and Λ
0
− have the same tangent space on Htang, the manifold
Λ1+ projects nicely on the x-space near the support of u
tang
− . Thus, we can write
utang− (y, h) = a−(y, h)h
−Ntang− eiϕ
1
+(y)/h,
where ϕ1+ parametrizes Λ
1
+ and a− ∈ S(1). The same way,
utang+ (x, h) = a+(x, h)h
−Ntang− eiϕ+(x)/h,
for some a+ ∈ S(1).
We now estimate a+ from a− using the propagation through the fixed point. Since the
geometric quantities which govern this transmission appear asymptotically at the fixed point,
we will take ε > 0 small enough (see the beginning of Section 10.1). Combining (10.4), (10.17)
and Lemma 10.1, we have
(10.20) utang+ = Jtang←tangutang− + I(Λ0+, h−N
tang
− +
1
2 ).
We will now apply Theorem A.2 to compute Jtang←tangutang− . But since we consider utang−
on εSn−1 = {|y| = ε} whereas the initial conditions in Theorem A.2 live on hyperplanes, we
will have to cut utang− into small pieces and straighten these parts to hypersurfaces. More
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pix(Hεtang,−)
εSn−1
B(yj , ν)yj
HjεS
n−1
Y (y)
Yy(t)
y
yj
Figure 50. The cutting of πx(Hεtang,−) and the straightening near yj.
precisely, let ν > 0 be small enough. There exist yj ∈ πx(Hεtang,−), with j = 1, . . . , J for some
J = J(ε, ν), such that
πx
(Hεtang,−) ⊂ ⋃
1≤j≤J
B(yj, ν),
where πx(y, η) = y is the base space projection (see Figure 50). Using this partition, one can
construct ϕj ∈ C∞0 (B(0, 2ν); [0, 1]) such that
(10.21)
∑
1≤j≤J
ϕj(y − yj) = 1 locally near πx
(Hεtang,−).
Note that ϕ1+ is well-defined and smooth on πx(Hεtang,−) + B(0, 2ν) for ν > 0 small enough.
For 1 ≤ j ≤ J , let
uj−(y, h) = a
j
−(y, h)h
−Ntang− eiϕ
1
+(y)/h,
be a WKB solution near εSn−1 of
(10.22)
{
(P − z)uj− = O(h∞),
uj−(y, h) = ϕj(y − yj)a−(y, h)h−N
tang
− eiϕ
1
+(y)/h for y ∈ εSn−1,
with aj− ∈ S(1). More precisely, it means that
(10.23) aj−(y, h) ≃
∑
k≥0
aj−,k(y, h)h
k ,
where the aj−,k ∈ S(1)’s satisfy the usual transport equations
2∇ϕ1+ · ∇aj−,0 +
(
∆ϕ1+ − iz/h
)
aj−,0 = 0,(10.24)
2∇ϕ1+ · ∇aj−,k +
(
∆ϕ1+ − iz/h
)
aj−,k = i∆a
j
−,k−1 for k ≥ 1,(10.25)
with initial conditions
aj−,0(y, h) = ϕj(y − yj)a−(y, h) for y ∈ εSn−1,(10.26)
aj−,k(y, h) = 0 for y ∈ εSn−1 and k ≥ 1.(10.27)
Thus, the functions uj− ∈ I(Λ1+, h−N
tang
− ) verify by construction
(10.28) utang− =
∑
1≤j≤J
uj− +O(h∞),
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and |a−(y, h)| =
∑
j |aj−(y, h)| on εSn−1.
Now, we compute uj− on the hypersurface Hj = {y · yj = ε2} which will be the surface of
the initial Cauchy data in Theorem A.2 (see Figure 50). Using the expansion (10.23), the
transport equation (10.24) and the initial condition (10.26), we get, for y ∈ Hj,
(10.29) aj−(y, h) = ϕj(Y (y)− yj)a−(Y (y), h)e−
∫ t(y)
0 (∆ϕ
1
+(Yy(s))−iz/h)ds + S(h).
Here, (Yy(t), Ey(t)) = exp(tHp)(y,∇ϕ1+(y)), the time t(y) is the unique (small) time such
that Yy(t) ∈ εSn−1 and Y (y) = Yy(t(y)). Since yj ∈ πx(Hεtang,−), we get that ∇ϕ1+(yj) =
∇ϕ−(yj) = −λyj/2 + O(ε2) is not orthogonal to yj. Then, applying the implicit function
theorem to (t, y) 7→ |Yy(t)|2 − ε2, we obtain that t(y) and Y (y) are C∞. In particular,
(10.30) t(y) = Oε(ν).
Here, Oα(1) means a function which is bounded by a constant which may depend on the
parameter α. On the other hand, since ∆ϕ1+(yj) = ∆ϕ−(yj) = −nλ/2 +O(ε), we get
(10.31) ∆ϕ1+(Yy(s))− iz/h = O(1),
uniformly for s ∈ [0, t(y)]. Using (10.30) and (10.31), (10.29) becomes
(10.32) aj−(y, h) = ϕj(Y (y)− yj)a−(Y (y), h)(1 +Oε(ν)) + S(h)
From (10.20) and (10.28), we have
utang+ =
∑
1≤j≤J
J juj− + I(Λ0+, h−N
tang
− +
1
2 ),
where J j is the operator of Theorem A.2 with initial data on the hypersurface Hj. Then,
modulo S(h
1
2 ), we have
(10.33) a+(x, h) =
∑
1≤j≤J
aj+(x, h),
where
aj+(x, h) = h
−i
z−E0
hλ
∫
Hj
ei(ϕ
1
+(y)−ϕ−(y))/hdj(x, y, z, h)aj−(y, h) dy.
From (10.7) and (A.10), we can replace in the previous equation dj by dj0 given in (A.11)
modulo S(hζ) for some 0 < ζ < 1/2. Thus, the previous equation yields
(10.34) |aj+(x, h)| ≤ h
Im z
hλ
∫
Hj
|dj0(x, y, z)||aj−(y, h)| dy +Oε,ν(hζ).
The asymptotic of dj0 is given by the following lemma. Its proof, which rests mainly on (A.11)
and on properties of the classical dynamic, is postponed to Section B.5. Equation (10.35) will
not be used here but in Section 13.
Lemma 10.2. We have
(10.35) dj0(x, y, z) = εe
−inπ
4
( λ
2π
)n
2 (
iλx ·Y (y))−n2+i z−E0λh Γ(n
2
− iz − E0
λh
)
+O(ε2−n)+Oε(ν),
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and
|dj0(x, y, z)| = ε(2π)−
n
2
∣∣(x · Y (y))∣∣−n2 e−π2 Re z−E0λh sgn(x·Y (y))∣∣∣Γ(n
2
− iRe z −E0
λh
)∣∣∣
+O(ε2−n) +Oε(ν) +Oε,ν
(| ln h|−1),(10.36)
uniformly for x ∈ εSn−1 ∩ suppa+ and y ∈ Hj ∩ supp aj−,0.
Remark 10.3. A priori the remainder terms in (10.32) and in Lemma 10.2 depend on j, but
following the proof of these results, one can see that they are uniform in j.
Thus, with (10.32) and (10.36) in mind, (10.34) becomes
|aj+(x, h)| ≤ h
Im z
hλ
∫
Hj
(
εf0(x, Y (y)) +O(ε2−n) +Oε(ν) +Oε,ν
(| ln h|−1))
× ϕj(Y (y)− yj)|a−(Y (y), h)| dy +Oε,ν(hζ),
where
(10.37) f0(x, Y ) = (2π)
−n
2
∣∣(x · Y )∣∣−n2 e−π2 Re z−E0λh sgn(x·Y )∣∣∣Γ(n
2
− iRe z − E0
λh
)∣∣∣.
Then, performing the change of variables Hj ∋ y 7→ Y = Y (y) ∈ εSn−1,
|aj+(x, h)| ≤ h
Im z
hλ
∫
εSn−1
(
εf0(x, Y ) +O(ε2−n) +Oε(ν) +Oε,ν
(| lnh|−1))
× ϕj(Y − yj)|a−(Y, h)| dY +Oε,ν(hζ),(10.38)
since dy = (1 +Oε(ν))dY . Summing over j, (10.21) and (10.33) imply
|a+(x, h)| ≤ h
Im z
hλ
∫
εSn−1
(
εf0(x, Y ) +O(ε2−n) +Oε(ν) +Oε,ν
(| lnh|−1))|a−(Y, h)| dY
+Oε,ν(hζ),
since the remainder terms are uniform with respect to j (see Remark 10.3). Taking ν small
enough depending on ε in the previous equation, where all the quantities are now on εSn−1
and not on small pieces redressed on Hj, we obtain
|a+(x, h)| ≤ h
Im z
hλ
∫
εSn−1
(
εf0(x, Y ) +O(ε2−n) +Oε
(| lnh|−1))|a−(Y, h)| dY +Oε(hζ)
= h
Im z
hλ
∫
V ε−
εf0(x, Y )|a−(Y, h)| dY
+
(O(ε) +Oε(| lnh|−1))‖a−(·, h)‖L∞(V ε−) +Oε(hζ).
We now want to replace the integration over V ε− by an integration over H−∞tang as it appear
in the definition of T0 (see (3.7)). First, taking V ε− sufficiently close (depending on ε) to the
compact set πx(Hεtang,−) (see Figure 49) and using (H4) and the regularity of the measure,
we obtain
|a+(x, h)| ≤ h
Im z
hλ
∫
πx(Hεtang,−)/ε
f0(ε
−1x, ω˜)|a−(εω˜, h)| dω˜
+
(O(ε) +Oε(| lnh|−1))‖a−(·, h)‖L∞(V ε−) +Oε(hζ).(10.39)
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Note that in the previous equation, πx(Hεtang,−)/ε ⊂ Sn−1 and the integrand is of order O(1)
from (H4) and x ∈ V ε+ ⊂ εSn−1. We will now use the
Lemma 10.4. We have
mesSn−1
(H−∞tang∆πx(Hεtang,−)/ε) = oε→0(1),
where oε→0(1) notes a function which tends to 0 as ε goes to 0, and A∆B = A \ B ∪ B \ A
denotes the symmetric difference of two sets A,B.
Proof. We first show the following assertion. Let A ⊂ Sn−1 be a compact set and let Gε be a
family of diffeomorphisms of Sn−1 such that
(10.40)
{
Gε(x) = x+ oε→0(1),
‖dGε(x)‖ ≤ C,
uniformly for x ∈ Sn−1 and ε > 0 small enough. Then,
(10.41) mesSn−1
(
A∆Gε(A)
)
= oε→0(1).
Indeed, let δ > 0. By the regularity of the Lebesgue measure, there exists an open neigh-
borhood U ⊂ Sn−1 of the compact set A with
(10.42) mesSn−1(D) ≤ δ,
where B = Sn−1 \ U and D = U \ A. Since A and B are disjoint compact sets, there exists
µ > 0 such that A+B(0, µ) ⊂ Sn−1 \B = A∪D. On the other hand, for ε > 0 small enough
and a ∈ A, (10.40) gives |Gε(a)− a| < µ. Then,
Gε(a) ∈ A+B(0, µ) ⊂ A ∪D.
Thus, for ε > 0 small enough, we have
Gε(A) ⊂ A ∪D,
and, by the same way,
Gε(B) ⊂ B ∪D.
In particular, Gε(A) \ A ⊂ D and (10.42) implies
(10.43) mesSn−1
(
Gε(A) \A
) ≤ δ.
On the other hand, we have
A = Sn−1 \ (B ∪D) ⊂ Sn−1 \Gε(B) = Gε(A) ∪Gε(D),
since Gε is a bijection. Combining with (10.40) and (10.42), we deduce
mesSn−1
(
A \Gε(A)
) ≤ mesSn−1(Gε(D)) = ∫ 1G−1ε (x)∈Ddx
≤
∫
1y∈D|dGε(y)|dy ≤ Cn−1mesSn−1(D) = Cn−1δ.(10.44)
Eventually, (10.41) is a consequence of (10.43) and (10.44).
Coming back to the proof of Lemma 10.4, we choose A = H−∞tang and Gε = F−1(ε, ·) where
F is defined and studied in Section B.2. It is proved in this appendix that F−1(ε, ·) is a
diffeomorphism of Sn−1 (see above Proposition B.6), that F−1(ε,H−∞tang) = πx(Hεtang,−)/ε by
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V ε−
xω
γ
V ε+
0
αω
εω
Figure 51. The geometric setting in (10.46).
construction and that (10.40) holds true thanks to (B.21). Then, Lemma 10.4 follows from
(10.41). 
Combining (10.39) with (H4), (10.7) and Lemma 10.4, we obtain
|a+(x, h)| ≤ h Im zhλ
∫
H−∞tang∩πx(H
ε
tang,−)/ε
f0(ε
−1x, ω˜)|a−(εω˜, h)| dω˜
+
(
oε→0(1) +Oε
(| lnh|−1))‖a−(·, h)‖L∞(V ε−) +Oε(hζ),(10.45)
for all x ∈ V ε+. At this point, we can not assume that the integration occurs on the whole
H−∞tang since a−(ε·, h) is a priori not defined on this set.
We now estimate a− from a+ using the propagation through the homoclinic curves H.
From (10.9), the usual propagation of the Lagrangian distributions (see [72]) and the choice
of the cut-off functions χε± (see Figure 49), we get that
utang− (εω, h) = a−(εω, h)h
−Ntang− eiϕ
1
+(εω)/h,
for εω ∈ V ε−, where a− ∈ S(1) satisfies
(10.46) a−(εω, h) = e
i(Aω−ϕ1+(εω))/he−iνω
π
2 eiTω(z−E0)/hMε(αω)χε−(εω)a+(xω, h) + S(h).
In the previous equation, xω is the unique point in V
ε
+ such that (xω,∇ϕ+(xω)) belongs to
the Hamiltonian curve γ(t) = (y(t), η(t)) = exp(tHp)(εω,∇ϕ1+(εω)) at time −Tω (see Figure
51). The quantity
Aω =
∫
γ([−Tω ,0])
η · dy,
denotes the action along the curve γ([−Tω, 0]) and νω its Maslov’s index. Eventually,
(10.47) αω =
Φ(xω)
|Φ(xω)| ,
is the asymptotic direction of the curve γ as t → −∞ and the Maslov determinant Mε is
defined in (3.4) (see also Section B.2 for some properties) for α in a neighborhood of H+∞tang.
In particular, for ω ∈ πx(Hεtang,−)/ε,
(10.48) αω = α(F (ε, ω)) and xω = εF
−1(ε, α(F (ε, ω))).
where F is defined in (B.20). Taking the modulus in (10.46), we get
|a−(εω, h)| ≤ e−Tω Im z/hMε(αω)|a+(xω, h)| +Oε(h)
=Mε(αω)|a+(xω, h)|+Oε
(| lnh|−1),(10.49)
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for all ω ∈ V ε−/ε. Here, we have used that Im z = O(h| ln h|−1) and that the continuous
function ω 7−→ Tω is bounded on V ε−/ε.
Combining (10.45) with (10.49), we obtain
|a−(εω, h)| ≤ h Im zhλ Mε(αω)
∫
H−∞tang∩πx(H
ε
tang,−)/ε
f0(ε
−1xω, ω˜)|a−(εω˜, h)| dω˜
+
(
oε→0(1) +Oε
(| ln h|−1))‖a−(·, h)‖L∞(V ε−) +Oε(hζ).(10.50)
Here, we have used that Mε(αω) is uniformly bounded with respect to ω ∈ V ε−/ε and ε if
V ε− is taken sufficiently close to πx(Hεtang,−). This follows from the fact thatMε is uniformly
bounded on H+∞tang by Proposition B.9. Let T˜ε be the operator on L∞(Sn−1) with kernel
(10.51) T˜ε(ω, ω˜) = h
Im z
hλ 1V ε−/ε
(ω)Mε(αω)f0(ε−1xω, ω˜)1H−∞tang∩πx(Hεtang,−)/ε(ω˜).
Estimate (10.50) can be written as
|a−(εω, h)| ≤ T˜ε|a−(ε·, h)|
+
(
oε→0(1) +Oε
(| lnh|−1))‖a−(·, h)‖L∞(V ε−) +Oε(hζ).(10.52)
Moreover, (H4), (10.7), (10.37) and the bound on Mε(αω) alluded to after (10.50) imply
(10.53)
∥∥T˜ε∥∥L∞(Sn−1)→L∞(Sn−1) = O(1),
uniformly in ε and h. Thus, iterating (10.52), this implies
|a−(εω, h)| ≤ T˜ k+1ε |a−(ε·, h)|
+
(
okε→0(1) +Oε,k
(| lnh|−1))‖a−(·, h)‖L∞(V ε−) +Oε,k(hζ),(10.54)
for all k ∈ N. The notation okε→0(1) means that the oε→0(1) may depend on k. We then
remark that
(10.55) T˜ 2ε = T˜ε1H−∞tang∩πx(Hεtang,−)/ε(ω)T˜ε.
Now, for ω ∈ H−∞tang∩πx(Hεtang,−)/ε, the functionM is well-defined on αω, α(ω) ∈ H+∞tang. Thus,
using (10.48), (B.20), the uniform continuity of ω 7→ α(ω) on the compact set H−∞tang from
Lemma B.10 and the uniform continuity of (ε, α) 7→ Mε(α) on the compact set [0, ε0]×H+∞tang
from Proposition B.9, we obtain
(10.56) Mε(αω) =M0(α(ω)) + oε→0(1),
uniformly for ω ∈ H−∞tang ∩πx(Hεtang,−)/ε. The same way, from (10.48), (B.20), (B.21) and the
uniform continuity of α on the compact set H−∞tang (see Lemma B.10)), we have
(10.57) f0(ε
−1xω, ω˜) = f0(α(ω), ω˜) + oε→0(1),
uniformly for ω, ω˜ ∈ H−∞tang ∩ πx(Hεtang,−)/ε. Combining (10.51), (10.53), (10.56) and (10.57),
(10.55) gives
(10.58) T˜ 2ε = T˜εTε + oε→0(1),
where Tε is the operator on L∞(Sn−1) with kernel
Tε(ω, ω˜) = h
Im z
hλ 1H−∞tang
(ω)M0(α(ω))f0(α(ω), ω˜)1H−∞tang∩πx(Hεtang,−)/ε(ω˜).
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Thus, (10.54) implies
|a−(εω, h)| ≤ T˜εT kε 1H−∞tang∩πx(Hεtang,−)/ε|a−(ε·, h)|
+
(
okε→0(1) +Oε,k
(| lnh|−1))‖a−(·, h)‖L∞(V ε−) +Oε,k(hζ).
Since the function |a−(·, h)| and the kernels of the operators T˜ε and Tε are non-negative, the
last estimate gives
|a−(εω, h)| ≤ T˜εT k1H−∞tang∩πx(Hεtang,−)/ε|a−(ε·, h)|
+
(
okε→0(1) +Oε,k
(| lnh|−1))‖a−(·, h)‖L∞(V ε−) +Oε,k(hζ).(10.59)
where T is the operator on L∞(H−∞tang) with kernel
T (ω, ω˜) = h Im zhλ M0(α(ω))f0(α(ω), ω˜).
Note that, by (10.37) and (3.7), we can write
(10.60) T = h Im zhλ T0
(Re z − E0
λh
)
.
Using (10.53) and (10.59), we have proved
Lemma 10.5. There exists a constant R > 0 independent of ε, k, h such that
‖a−(·, h)‖L∞(V ε−) ≤ R
∥∥T k∥∥
L∞(H−∞tang)→L
∞(H−∞tang)
‖a−(·, h)‖L∞(V ε−)
+
(
okε→0(1) +Oε,k
(| ln h|−1))‖a−(·, h)‖L∞(V ε−) +Oε,k(hζ).
The imaginary part of z ∈ (3.9) satisfies
Im z
| ln h|
λh
≥ ln
(
A0
(Re z − E0
λh
))
+ δ.
Combining with (3.8) and (10.60), we get
spr(T ) = h Im zhλ spr
(
T0
(Re z − E0
λh
))
≤ e−δ.
Then, by Proposition C.3, we have∥∥T k∥∥
L∞(H−∞tang)→L
∞(H−∞tang)
≤ e−k δ2 ,
for all k sufficiently large and z ∈ (3.9). Therefore, taking first k large enough, and then ε
small enough, Lemma 10.5 yields
‖a−(·, h)‖L∞(V ε−) ≤
1
2
‖a−(·, h)‖L∞(V ε−) +O(hζ),
for h small enough. Therefore,
‖a−(·, h)‖L∞(V ε−) = O(hζ).
Using now the transport equations (10.24)–(10.25) and the initial conditions (10.26)–(10.27),
the previous estimate gives
‖a−(·, h)‖L∞ = O(hζ).
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Since a− ∈ S(1), the Landau–Kolmogorov inequalities (see e.g. Ditzian [32]) imply a− ∈
S(h
ζ
2 ). In other words, we have proved that
utang− ∈ I(Λ1+, h−N
tang
− ) =⇒ utang− ∈ I(Λ1+, h−N
tang
− +
ζ
2 ).
Then, utang− = O(h∞) and, by Lemma 10.1,
(10.61) ‖u−‖ = O(h∞).
Now, as in the proof of Theorem 3.2 (see the end of Section 9), this implies
u = 0 microlocally near K(E0),
and this finishes the proof of Theorem 3.8 thanks to Section 8.1 and Proposition 8.6.
11. Proof of the asymptotic of the resonances for a finite number of
homoclinic curves
This section is devoted to the proof of Theorem 4.5 and, more generally, of all the results
stated in Section 4.1. For that, we follow the general strategy explained in Section 1.2. But
before developing this approach, we study the asymptotic behavior of the pseudo-resonances
(see Definition 4.2) and the spectral properties of Q defined in (4.4).
11.1. From the quantization rule to the asymptotic of the pseudo-resonances.
The aim of this part is to prove Proposition 4.3 and to obtain the estimate of the resolvent
of Q away from the pseudo-resonances stated in Lemma 11.3. We begin with an inequality
which strongly relies on the particular structure of the matrix Q(z, h) described in (4.6).
Lemma 11.1. Let α > 0 and K be a compact of C on which
(11.1) σ 7−→ Γ
( n∑
j=1
λj
2λ1
− i σ
λ1
)
,
is regular. Then, there exists M > 0 such that, for all ρ ∈ (S1)K , σ ∈ K and Λ ∈ C such that
dist(Λ, sp(Q˜(ρ, σ))) ≥ α, we have
(11.2)
∥∥(Q˜(ρ, σ)− Λ)−1∥∥ ≤M.
Proof. First, we remark that, since the function (11.1) is regular on K, the matrix Q˜(ρ, σ) is
uniformly bounded on (S1)K ×K. Thus, (11.2) holds true for Λ large enough. In the sequel,
we will thus assume that |Λ| ≤ N for some N > 0.
As before, from the definition of Q˜ and the regularity of the function (11.1) on K, the ap-
plication (ρ, σ) 7→ Q˜(ρ, σ) is continuous on (S1)K×K. As a consequence, (ρ, σ) 7→ sp(Q˜(ρ, σ))
is also continuous by the usual perturbation theory. Thus, the map
(11.3) (ρ, σ,Λ) 7−→ (Q˜(ρ, σ) − Λ)−1,
is continuous (as composition of continuous applications) on the compact set{
(ρ, σ,Λ) ∈ (S1)K ×K × C; dist (Λ, sp(Q˜(ρ, σ))) ≥ α and |Λ| ≤ N}.
Therefore, this map is bounded and the lemma follows. 
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Proof of Proposition 4.3. First, note that Q(z, h) is uniformly bounded on the set defined in
(4.9). Thus, for z in this set satisfying additionally
(11.4) Im z > −
n∑
j=2
λj
2
h+N
h
| lnh| ,
we get, for some c > 0,
(11.5)
∥∥hS(z,h)/λ1−1/2Q(z, h)∥∥ ≤ ch∑nj=1 λj2λ1+ Im zλ1h− 12 ≤ ce−N/λ1 ≤ 1/2,
for N large enough. This implies that no pseudo-resonance verifies (11.4). On the other hand,
using again that Q(z, h) is uniformly bounded, the eigenvalues µ1(τ, h), . . . , µK(τ, h) are also
uniformly bounded. Thus, zq,k(τ) never verifies (11.4). We will then restrict our study to the
complement of the domain (11.4).
We now show that every pseudo-resonance satisfies (4.10). We fix C, δ(h) as in Proposition
4.3. Let τ ∈ [−C,C] and z be a pseudo-resonance in the set
(11.6) E0 + [−Ch,Ch]− i
n∑
j=2
λj
2
h+ i
h
| ln h| [−C,N ],
satisfying Re z ∈ E0 + τh+ hδ(h)[−1, 1]. In particular,
σ =
z −E0
h
and σ˜ = τ − i
n∑
j=2
λj
2
,
verify σ = σ˜ + o(1) uniformly with respect to τ and z. Eventually, by Definition 4.2,
(11.7) h−S(z,h)/λ1+1/2 ∈ sp(Q(z, h)).
On the other hand, with the notations of (4.6), we can write Q(z, h) = Q˜(ρ(h), σ) =∑
ρk(h)Q˜k(σ) where ρk = eiAk/h and σ 7→ Q˜k(σ) is uniformly continuous (in fact, holomor-
phic) on the compact set
σ ∈ [−C,C] + i
[
−
n∑
j=2
λj
2
− ν, 1
]
,
for ν > 0 small enough. Combining with σ = σ˜ + o(1), it yields
(11.8) Q(z, h) = Q˜(ρ(h), σ˜) + o(1),
uniformly with respect to τ and z. Using in addition that Q(z, h) is uniformly bounded on
the set (11.6), the uniform continuity on bounded regions of the map which, at a K × K
matrix, associates its spectrum (see Theorem II.5.14 of Kato [64]) implies that
(11.9) dist
(
sp(Q(z, h)), sp(Q˜(ρ(h), σ˜))) = o(1).
Then, since the µk(τ, h) are precisely the eigenvalues of Q˜(ρ(h), σ˜), (11.7) and the previous
estimate prove that there exists k = k(τ, z, h) ∈ {1, . . . ,K} such that
(11.10) h−S(z,h)/λ1+1/2 = µk(τ, h) + o(1),
uniformly with respect to τ and z. Moreover, from Im z > −∑nj=2 λj2 h− C h| lnh| , we get∣∣h−S(z,h)/λ1+1/2∣∣ = h−∑nj=1 λj2λ1− Im zλ1h+ 12 ≥ e−C/λ1 > 0.
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Then, (11.10) can be written
(11.11) e
∑n
j=2
λj
2λ1
| lnh|−i
z−E0
λ1
| lnh|
h = h−S(z,h)/λ1+1/2 = µk(τ, h)(1 + o(1)) = e
ln(µk(τ,h))+o(1),
uniformly with respect to τ and z. This implies (4.10).
We now show that every complex number given by (4.11) is close to a pseudo-resonance.
More precisely, let C, δ(h) be as in Proposition 4.3. We have then to prove that
∀ε > 0, ∃h0 > 0, ∀h < h0, ∀τ ∈ [−C,C], ∀zq,k(τ) ∈ Ω(τ),
∃z ∈ Res0(P ), |z − zq,k(τ)| < ε h| ln h| ,(11.12)
with the notation
Ω(τ) = E0 + τh+ hδ(h)[−1, 1] − i
n∑
j=2
λj
2
h+ i
h
| ln h| [−C,N ].
Thus, let ε > 0, τ ∈ [−C,C] and zq,k(τ) ∈ Ω(τ). The idea is to show that the operator
(11.13) I :=
∫
∂D
(
1− hS(z,h)/λ1−1/2Q(z, h))−1dz,
satisfies I 6= 0 for a well-chosen domain D ⊂ C containing zq,k(τ) (uniformly for h small
enough, τ and zq,k(τ)). Indeed, it will imply that 1 − hS(z,h)/λ1−1/2Q(z, h) is not invertible
for all z in D and then that P has at least one pseudo-resonance in D. In the sequel, it will
be more convenient to use the rescaled spectral parameter
Λ = Λ(z, h) = h−S(z,h)/λ1+1/2,
which will be typically of size 1.
Lemma 11.2. There exists α > 0 such that, for all h small enough, τ ∈ [−C,C] and
zq,k(τ) ∈ Ω(τ), there exists β = β(h, τ, q, k) with α < β < ε and
z ∈ ∂B
(
zq,k(τ), β
h
| ln h|
)
=⇒ dist (Λ, sp(Q˜(ρ(h), σ˜))) ≥ 2α.
Proof. Indeed, for z = zq,k(τ) + r
h
| lnh| , we have
(11.14) Λ = µk(τ, h)e
−ir/λ1 = µk(τ, h) − irµk(τ, h)
λ1
+ or→0(r)|µk(τ, h)|.
On the other hand, zq,k(τ) ∈ Ω(τ) implies |µk(τ, h)| ≥ e−C/λ1 . Moreover, using one more time
that Q(z, h) is uniformly bounded on the set (4.9), there exists C˜ > 0 such that |µk(τ, h)| ≤ C˜.
Then, combining (11.14) with the previous estimates on µk, we can fix α > 0 and arrange
α < β < ε so that, for r ∈ ∂B(0, β), Λ stays at distance at least 2α of the K eigenvalues of
Q˜(ρ(h), σ˜). 
In (11.13), we choose the domain D = B(zq,k(τ), β h| lnh|) constructed in the previous lemma.
Working as in (11.8) and (11.9), we get
(11.15) Q(z, h) = Q˜(ρ(h), σ˜) + o(1),
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and
(11.16) dist
(
sp(Q(z, h)), sp(Q˜(ρ(h), σ˜))) = o(1),
uniformly in h small enough, τ , zq,k(τ) and z ∈ ∂D. Combining with Lemma 11.2, it yields
dist
(
Λ, sp(Q(z, h)) ∪ sp(Q˜(ρ(h), σ˜))) ≥ α.
for all z ∈ ∂D. Now Lemma 11.1 implies
(11.17)
∥∥(Λ−Q(z, h))−1∥∥+ ∥∥(Λ− Q˜(ρ(h), σ˜))−1∥∥ ≤ 2M,
for all z ∈ ∂D. In particular, combining with (11.15) and the resolvent identity, it gives(
Λ−Q(z, h))−1 = (Λ− Q˜(ρ(h), σ˜))−1
+
(
Λ−Q(z, h))−1(Q(z, h) − Q˜(ρ(h), σ˜))(Λ− Q˜(ρ(h), σ˜))−1
=
(
Λ− Q˜(ρ(h), σ˜))−1 + o(1).(11.18)
Then, since |∂D| is of size h| lnh|−1 and Λ is uniformly bounded on ∂D (see (11.14)), (11.13)
and (11.18) yield
I =
∫
∂D
Λ
(
Λ−Q(z, h))−1dz
=
∫
∂D
Λ
(
Λ− Q˜(ρ(h), σ˜))−1dz + o(h| ln h|−1).(11.19)
We now use the change of variable z 7→ Λ = Λ(z, h) which verifies
Λ dz = i
λ1h
| ln h|dΛ.
Then, (11.19) becomes
(11.20) I = i
λ1h
| ln h|
∫
Λ(∂D)
(
Λ− Q˜(ρ(h), σ˜))−1dΛ + o(h| lnh|−1),
Since Λ(∂D) is a simple loop around µk(τ, h) and Q˜(ρ(h), σ˜) has at least one eigenvalue
(namely µk(τ, h)) inside this loop, the Cauchy formula implies
‖I‖ ≥ 2πλ1 h| lnh| (1 + o(1)) ≥ πλ1
h
| lnh| 6= 0.
Here also, this estimate holds true uniformly for h small enough, τ ∈ [−C,C] and zq,k(τ) ∈
Ω(τ). In other words, there exists at least one pseudo-resonance in D ⊂ B(zq,k(τ), ε h| lnh|)
and (11.12) is verified. 
We finish this part with an estimate of the resolvent of Q away from the pseudo-resonances,
which will be used in the proof of the asymptotic of the resonances.
Lemma 11.3. Let β,C > 0. Then, there exists M > 0 such that, for all z in (4.9), we have
dist
(
z,Res0(P )
)
> β
h
| ln h| =⇒
∥∥(1− hS(z,h)/λ1−1/2Q(z, h))−1∥∥ ≤M.
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Proof. As already remarked in (11.4)–(11.5), we can assume that z belongs to (11.6) since the
required estimate is clear for z satisfying (11.4). Mimicking the previous proofs, we define
σ =
z − E0
h
, σ˜ = Re σ − i
n∑
j=2
λj
2
and Λ = h−S(z,h)/λ1+1/2.
We claim that there exists α > 0 such that, for all z ∈ (11.6), we have
(11.21) dist
(
z,Res0(P )
)
> β
h
| ln h| =⇒ dist
(
Λ, sp(Q˜(ρ(h), σ))) > α.
Indeed, assume that (11.21) does not hold true. Then, there exists a sequence of z = z(h) ∈
(11.6) with dist(z,Res0(P )) > βh| ln h|−1 and such that dist(Λ, sp(Q˜(ρ(h), σ))) = o(1). Using
σ = σ˜ + o(1), we conclude as in (11.8)–(11.11) that there exists k ∈ {1, . . . ,K} and q ∈ Z
(which may depend on h) such that
z = zq,k(Re σ) + o
( h
| lnh|
)
.
Applying the second part of Proposition 4.3, this yields dist(z,Res0(P )) = o(h| ln h|−1) which
is clearly in contradiction with the left hand side of (11.21). This proves (11.21) and the
lemma follows from Lemma 11.1. 
11.2. Resonance free zone and resolvent estimate.
Following the general strategy for the asymptotic of resonances explained in Section 1.2,
we first show that P has no resonance away from the pseudo-resonances. In this way, we
begin with the following proposition which is the half of Theorem 4.5. The rest of this part
is devoted to the proof of this result.
Proposition 11.4. Let C, δ > 0. For h small enough, P has no resonance in the domain
E0 + [−Ch,Ch] + i
[
−
n∑
j=2
λj
2
h− C h| ln h| , h
]
\ (Γ(h) +B(0, δh))⋃(Res0(P ) +B(0, δ h| ln h|)).(11.22)
Moreover, there exists M > 0 such that∥∥(Pθ − z)−1∥∥ . h−M ,
uniformly for h small enough and z ∈ (11.22).
In order to prove this result, we apply the general contradiction argument developed in
Section 8 with the domain Ωh = (11.22). Thus, to prove Proposition 11.4, it is enough to show
that every u satisfying (8.2) vanishes microlocally near each point of K(E0) = {(0, 0)} ∪ H.
As before, we can assume that Pθ = P near the base space projection of H. Since the
assumptions of Theorem 3.2 and Theorem 4.5 are quite similar, we will use the notations and
some results of Section 9.
Recall that Ωsing = Ω is a small neighborhood of (0, 0) and ε > 0 is a small enough constant
given by Theorem A.2. As before, we define Sε± = {(x, ξ) ∈ Λ0±; |x| = ε}. For k ∈ {1, . . . ,K},
we denote by ρk± = (x
k
±, ξ
k
±) the unique point in the intersection γk ∩Sε±. In particular, there
exists a unique time tk± ∈ R such that ρk± = γk(tk±). Let Uk+ be a restriction near ρk+ of the set
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Ωreg
Ωsing
0
u = uk+ near U
k
+
u = uk− near U
k
−
ρk+
ρk−
γk
Figure 52. The geometric setting in the proof of Proposition 11.4.
V 0+ constructed in Section 9. We then define U
k
− = exp((t
k
− − tk+)Hp)(Uk+), the neighborhood
of ρk− which corresponds to V
1
+ in the notations of Section 9. The geometric setting and the
previous definitions are illustrated in Figure 52.
Mimicking the previous sections, we define uk± as the microlocal restriction of u to a neigh-
borhood of Uk±. Since z ∈ (11.22) avoids Γ(h), we can apply Theorem A.2 and we obtain, as
in (9.4) and (9.6), that
(11.23) uk− ∈ I(Λ1+, h−N ) and uk+ ∈ I(Λ0+, h−N ),
for some N ∈ R. From (H7), Λ− and Λ+ intersect transversally along the Hamiltonian curve
γk. Then, Proposition C.1 of [4] states that Λ
1
+ projects nicely on the x-space near U
k
− (after
a possible shrinking of Uk− around ρ
k
−). Thus, let ϕ
1
+(x) be the unique generating function of
Λ1+ (i.e. Λ
1
+ = Λϕ1+ := {(x,∇ϕ1+(x))}) defined near πx(Uk− ∩ Λ1+) with the normalization
(11.24) ϕ1+(x
k
−) =
∫
γk(]−∞,t
k
−])
ξ · dx.
Then, there exist symbols ak± ∈ S(h−N ) defined near πx(Uk−∩Λ1+) and πx(Uk+∩Λ0+) such that
(11.25)
u
k
−(x) = e
−iAk/hei
z−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h)e
iϕ1+(x)/h,
uk+(x) = a
k
+(x, h)e
iϕ+(x)/h,
where, using the notations of (4.3),
(11.26) Dk(t) =
√∣∣∣det ∂xk(s, y)
∂(s, y)
|s=t, y=0
∣∣∣.
We have added the renormalization factor e−iAk/hei
z−E0
h
tk−M−k (Dk(tk−))−1 so that the quan-
tities calculated below will be expressed simply in terms of the matrix Q. We now compute
the symbol ak−(x, h) after a turn around the critical point and γk.
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Lemma 11.5. There exist ζ > 0 and symbols Pk,ℓ ∈ S(1) independent of u such that
(11.27) ak−(x, h) = h
S(z,h)/λ1−1/2
K∑
ℓ=1
Pk,ℓ(x, h)aℓ−(xℓ−, h) + S(h−N+ζ),
for all x near πx(U
k
− ∩ Λ1+). Moreover, Pk,ℓ(xk−, h) = Qk,ℓ(z, h) (see (4.4)).
Proof. From (8.2) and Lemma 9.1, the function u satisfies
(11.28)

(P − z)u = 0 microlocally near Ωsing,
u = uk− microlocally near U
k
−,
u = 0 microlocally near Sε− \
(
U1− ∪ · · · ∪ UK−
)
,
and ‖u‖ ≤ 1. By linearity, u is then the sum over ℓ of the solutions of the following microlocal
Cauchy problems 
(P − z)uℓ = 0 microlocally near Ωsing,
uℓ = uℓ− microlocally near U
ℓ
−,
uℓ = 0 microlocally near Sε− \ U ℓ−,
where uℓ− is the semiclassical Lagrangian distribution described in (11.25). Moreover, (H4)
implies that g+(ρ
k
+) · g−(ρℓ−) 6= 0 for all k ∈ {1, . . . ,K}. Thus, we can apply Corollary A.3 to
compute uℓ in the outgoing region and eventually obtain
ak+(x, h) = h
S(z,h)/λ1−1/2
K∑
ℓ=1
Rk,ℓ(x, h)e−iAℓ/hei
z−E0
h
tℓ−
M−ℓ
Dℓ(tℓ−)
aℓ−(x
ℓ
−, h) + S(h
−N+ζ),
for all x near πx(U
k
+ ∩Λ0+) and some 0 < ζ < 1. Moreover, the symbols Rk,ℓ ∈ S(1) are given
by (A.15) and satisfy, in particular,
Rk,ℓ(xk+, h) = eiAℓ/he−i
π
4
√
λ1
2π
Γ
(
S(z, h)/λ1
)∣∣g−(ρℓ−)∣∣(iλ1g+(ρk+) · g−(ρℓ−))−S(z,h)/λ1
× Dℓ(t
ℓ
−)
Dk(tk+)
lim
s→−∞
Dk(s + tk+)
es
∑
j λj/2
lim
s→+∞
es(
∑
j λj−2λ1)/2
Dℓ(s + tℓ−)
= eiAℓ/he−i
π
4
√
λ1
2π
Γ
(
S(z, h)/λ1
)∣∣gℓ−∣∣(iλ1gk+ · gℓ−)−S(z,h)/λ1
× ei z−E0h (tk+−tℓ−)Dℓ(t
ℓ
−)
Dk(tk+)
M+k
M−ℓ
,
see also (12.1). Then, it yields
(11.29) ak+(x, h) = h
S(z,h)/λ1−1/2
K∑
ℓ=1
R˜k,ℓ(x, h)aℓ−(xℓ−, h) + S(h−N+ζ),
where the symbols R˜k,ℓ ∈ S(1) satisfy
R˜k,ℓ(xk+, h) = e−i
π
4
√
λ1
2π
Γ
(
S(z, h)/λ1
)∣∣gℓ−∣∣(iλ1gk+ · gℓ−)−S(z,h)/λ1ei z−E0h tk+ M+kDk(tk+) .
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We now compute u along the curve γk. From (8.2), we have
(11.30)
{
(P − z)u = 0 microlocally near Ωreg,
u = uk+ microlocally near U
k
+,
where ‖u‖ ≤ 1 and uk+ is a semiclassical Lagrangian distribution given by (11.25) and (11.29).
The compact set Ωreg is as in Section 9. By propagation of Lagrangian distributions (see
[72]), the usual transport equations give
(11.31) e−iAk/hei
z−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h) = Sk(x, h)ak+(x˜(x), h) + S(h−N+1),
for all x near πx(U
k
− ∩ Λ1+). Here, x˜(x) = πx(exp((tk− − tk+)Hp)(x,∇ϕ1+(x))) ∈ πx(Uk+ ∩ Λ0+)
and Sk ∈ S(1) is a symbol which satisfies
Sk(xk−, h) = e−i
π
2
νkei
z−E0
h
(tk−−t
k
+)
Dk(tk+)
Dk(tk−)
.
Combining (11.29) and (11.31), we finally obtain
(11.32) ak−(x, h) = h
S(z,h)/λ1−1/2
K∑
ℓ=1
Pk,ℓ(x, h)aℓ−(xℓ−, h) + S(h−N+ζ),
for all x near πx(U
k
− ∩ Λ1+), where the symbols Pk,ℓ ∈ S(1) satisfy
Pk,ℓ(xk−, h) = eiAk/he−i
z−E0
h
tk−
Dk(tk−)
M−k
Sk(xk−, h)R˜k,ℓ(xk+, h)
= eiAk/hΓ
(
S(z, h)/λ1
)√λ1
2π
M+k
M−k
e−i
π
2
(νk+
1
2
)
∣∣gℓ−∣∣(iλ1gk+ · gℓ−)−S(z,h)/λ1
= Qk,ℓ(z, h).(11.33)
This shows the lemma. 
We come back to the proof of Proposition 11.4. Applying (11.27) with x = xk−, we get
(11.34)
(
1− hS(z,h)/λ1−1/2Q(z, h))a−(x−, h) = O(h−N+ζ),
where a−(x−, h) designs the K-column of the a
k
−(x
k
−, h). Using now that z ∈ (11.22) is at
distance h| ln h|−1 of the pseudo-resonances, the previous estimate and Lemma 11.3 give
∀k ∈ {1, . . . ,K}, ak−(xk−, h) = O(h−N+ζ).
Applying one more time (11.27) and using that |hS(z,h)/λ1−1/2| ≤ eC/λ1 . 1 for z ∈ (11.22),
we then deduce ak−(x, h) ∈ S(h−N+ζ) on πx(Uk− ∩Λ1+). In other words, starting from (11.23),
we have proved that
uk− ∈ I(Λ1+, h−N+ζ) and uk+ ∈ I(Λ0+, h−N+ζ).
Now, the standard bootstrap argument (see the end of Section 9 or (10.61)) implies that
uk± = O(h∞) and then
u = 0 microlocally near K(E0),
which finishes the proof of Proposition 11.4 thanks to Section 8.1 and Proposition 8.6.
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11.3. Existence of resonances near the pseudo-resonances.
As explained in Section 1.2, we now show that P has at least one resonance near each
pseudo-resonance. This is the aim of the following proposition. Note that Theorem 4.5 is a
direct consequence of Proposition 11.4 and of this result.
Proposition 11.6. Let C, δ, r > 0 and assume that h is small enough. For any pseudo-
resonance z in the set
(11.35) E0 + [−Ch,Ch] + i
[
−
n∑
j=2
λj
2
h− C h| ln h| , h
]
\ (Γ(h) +B(0, δh)),
the operator P has at least one resonance in B(z, rh| ln h|−1).
Remark 11.7. This result will be proved by a contradiction argument. Alternatively, we
could have given a direct proof using methods similar to Lemma 11.2. We do not follow this
path since the indirect proof is much simpler, especially in the continuous setting (see Section
13.2).
Writing Proposition 11.6 with quantifiers, we have to prove
∀r > 0, ∃h0 > 0, ∀h < h0,
∀z ∈ Res0(P ) ∩ (11.35), card
(
Res(P ) ∩B
(
z, 2r
h
| ln h|
))
≥ 1.(11.36)
If (11.36) does not hold true, then there exist r > 0, a (decreasing) sequence of h which goes
to 0 and a sequence of z = z(h) ∈ Res0(P ) ∩ (11.35) such that
(11.37) P has no resonance in B
(
z, 2r
h
| ln h|
)
.
We first reduce the problem using some compactness arguments. As in (4.7), we denote
σ =
z − E0
h
.
Remark that Proposition 4.3 and the fact that Q(z, h) is uniformly bounded imply that the
pseudo-resonances belong to
E0 + [−Ch,Ch]− i
n∑
j=2
λj
2
h+ i
h
| ln h| [−C,N ],
for some fixedN . This argument was already used in (11.4)–(11.5). Then, up to the extraction
of a subsequence, we can assume that
σ −→ σ0 = τ0 − i
n∑
j=2
λj
2
as h→ 0,
for some fixed τ0 ∈ [−C,C]. The same way, since ρ(h) = (eiA1/h, . . . , eiAK/h) belongs to the
compact set (S1)K , we can assume that ρ(h) = ρ0 + o(1) where ρ0 is independent of h. In
particular, (4.6) gives
(11.38) Q̂(τ0, h) = Q0 + o(1),
130 J.-F. BONY, S. FUJIIE´, T. RAMOND, AND M. ZERZERI
0
MS(vk)
MS(Op(χk)v̂k)
γk
ρk−
ρk+
Figure 53. The microsupports of Op(χk)v̂k and vk.
where Q0 = Q˜(ρ0, σ0). From the continuity of the map which, at a K ×K matrix, associates
its spectrum (see (11.9) for a similar argument), we obtain
(11.39) dist
(
sp(Q̂(τ0, h)), sp(Q0)
)
= o(1).
Then, Proposition 4.3 implies the existence of k = k(h) ∈ {1, . . . ,K} and q = q(h) ∈ Z such
that z = z0q,k + o(h| ln h|−1) where
z0q,k = E0 + 2qπλ1
h
| lnh| − ih
n∑
j=2
λj
2
+ i ln(µk)λ1
h
| lnh| ,
and the µk’s are the K eigenvalues of Q0. Since k is in a finite set, we can assume that k = k0
is a constant and we denote µ0 = µk0 . Summing up, there exists an eigenvalue µ0 of Q0 such
that z = z0q + o(h| ln h|−1) with
(11.40) z0q = E0 + 2qπλ1
h
| ln h| − ih
n∑
j=2
λj
2
+ i ln(µ0)λ1
h
| lnh| ,
and Re z = τ0 + o(h). Moreover, since z ∈ (11.35), we necessarily have
(11.41) µ0 6= 0.
In other words, we have fixed all the parameters of the sequence of pseudo-resonances z = z(h)
excepted q ∈ Z (which is however limited by the condition Re z0q = τ0h + o(h)). Of course,
(11.37) implies
(11.42) P has no resonance in B
(
z0q , r
h
| ln h|
)
.
We now construct a test function related to the previous reductions. For that, we use
the same notations Ωsing, Ωreg, ε, S
ε
±, ρ
k
± = (x
k
±, ξ
k
±), t
k
± and U
k
± as in Section 11.2. Let
w0 = (w
1
0, . . . , w
K
0 ) ∈ CK be a fixed (non-zero) eigenvector of Q0 associated to the eigenvalue
µ0. Let v˜k be a usual WKB solution of
(11.43)
{
(P − z˜)v˜k = 0 near xk−,
v˜k(x) = w
k
0e
iϕ1+(x)/h on |x| = ε near xk−,
holomorphic in z˜ ∈ B(E0, Rh) for some large R > 1. Then, v˜k(x) = a˜k(x, h)eiϕ1+(x)/h is a
Lagrangian distribution where the symbol a˜k ∈ S(1) has an asymptotic expansions a˜k(x, h) ≃
a˜0k(x) + a˜
1
k(x)h + · · · in S(1). Consider now cut-off functions χk, ψk ∈ C∞0 (T ∗Rn) such that
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χk = 1 near U
k
−, ψk = 1 near supp(∇χk) ∩ γk(] − ∞, tk−[) and such that χk and ψk are
supported in the region where v˜k is defined (see Figure 53). Then we set
(11.44) v̂k(x) = e
−iAk/hei
z˜−E0
h
tk−
M−k
Dk(tk−)
v˜k(x),
and eventually
(11.45) v =
K∑
k=1
vk with vk = Op(ψk)
[
P,Op(χk)
]
v̂k.
The function v will be our “test function”. Note that v is holomorphic with respect to z in
the set (11.35).
Let 0 < s < r be a small enough number which will be fixed in the sequel and denote
D = B(z0q , sh| lnh|−1). Thus, ∂D is a positively oriented path around z0q . Let u ∈ L2(Rn) be
the solution of
(11.46) (Pθ − z˜)u = v,
for z˜ ∈ ∂D. From (11.39), (11.40) and Proposition 4.3, ∂D is at distance h| ln h|−1 from the
pseudo-resonances for s > 0 fixed small enough. Then, Proposition 11.4 shows that u = (Pθ−
z˜)−1v is well-defined, holomorphic near ∂D and ‖u‖ . h−M uniformly for z˜ ∈ ∂D. We now
compute u following Section 8, Section 9 and Section 11.2. By construction, (11.45) implies
that v ∈ I(Λ1+, 1) with Λ1+ ⊂ Λ+ ⊂ p−1(E0). Then, the energy localization (Lemma 8.1), the
vanishing in the incoming region (Lemma 8.3), the propagation of singularities (Lemma 8.4
with the additional assumption exp([0, T ]Hp)(ρ0) ∩ supp(v) 6= ∅) and the vanishing outside
H (Lemma 9.1) still hold true uniformly for z˜ ∈ ∂D.
As usual, we define uk± as the microlocal restriction of u to a neighborhood of U
k
±. Since
the microsupport of v does not meet Ωsing, (11.46) gives
(11.47)

(P − z˜)u = 0 microlocally near Ωsing,
u = uk− microlocally near U
k
−,
u = 0 microlocally near Sε− \
(
U1− ∪ · · · ∪ UK−
)
,
and ‖u‖ . h−M . Note that this microlocal Cauchy problem is similar to (9.2) or (11.28).
Moreover, we remark that z˜ ∈ ∂D is at distance h of Γ(h) since z˜ = z + O(h| ln h|−1) with
z ∈ (11.35). Thus, we can apply Theorem A.2 to solve (11.47) and we obtain, as in (9.4) or
(11.23),
(11.48) u+k ∈ I(Λ0+, h−N ),
for some N ∈ R uniformly for z˜ ∈ ∂D.
On the other hand, along the regular part γk, u satisfies the microlocal Cauchy problem
(11.49)
{
(P − z˜)u = vk microlocally near Ωreg,
u = uk+ microlocally near U
k
+,
with ‖u‖ . h−M . By linearity, u is the sum of the solutions of
(11.50)
{
(P − z˜)ukusual = 0 microlocally near Ωreg,
ukusual = u
k
+ microlocally near U
k
+,
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and
(11.51)
{
(P − z˜)uktest = vk microlocally near Ωreg,
uktest = 0 microlocally near U
k
+.
Remark that (11.50) is similar to (9.5) and (11.30). In particular, as in (9.6) or (11.23), the
usual propagation of Lagrangian distribution yields
(11.52) ukusual ∈ I(Λ1+, h−N ) microlocally near Uk−,
uniformly for z˜ ∈ ∂D. Furthermore, one can check that
(11.53) uktest = Op(χk)v̂k ∈ I(Λ1+, 1),
is the explicit solution of (11.51) microlocally near Ωreg. Combining the two last equations,
we deduce
(11.54) uk− = u
k
usual + u
k
test ∈ I
(
Λ1+,max(1, h
−N )
)
,
uniformly for z˜ ∈ ∂D. Then, as in (11.25), there exist symbols ak± ∈ S(max(1, h−N )) defined
near πx(U
k
− ∩ Λ1+) and πx(Uk+ ∩ Λ0+) such that
(11.55)
u
k
−(x) = e
−iAk/hei
z˜−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h)e
iϕ1+(x)/h,
uk+(x) = a
k
+(x, h)e
iϕ+(x)/h.
Making a turn along H, these symbols satisfies the following relation.
Lemma 11.8. Uniformly for z˜ ∈ ∂D, we have
(11.56) ak−(x, h) = h
S(z˜/h)/λ1−1/2
K∑
ℓ=1
Pk,ℓ(x, h)aℓ−(xℓ−, h) + a˜k(x, h) + S(h−N+ζ),
where ζ > 0 and the symbols Pk,ℓ are those of Lemma 11.5.
Proof. This proof is similar to the one of Lemma 11.5 and we will use some of its estimates.
We first remark that the microlocal Cauchy problem (11.47) is exactly the same as (11.28).
Thus, we obtain
(11.57) ak+(x, h) = h
S(z˜/h)/λ1−1/2
K∑
ℓ=1
R˜k,ℓ(x, h)aℓ−(xℓ−, h) + S(h−N+ζ),
as in (11.29).
As explained previously, the microlocal Cauchy problem (11.49) can be decomposed in
(11.50) and (11.51). The microlocal Cauchy problem (11.50) is exactly (11.30). Thus, (11.31)
holds true for the symbol of the Lagrangian distribution ukusual. Moreover, u
k
test is given by
(11.53). Summing up and using that χk = 1 near U
k
−, it yields
e−iAk/hei
z˜−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h) = Sk(x, h)ak+(x˜(x), h)
+ e−iAk/hei
z˜−E0
h
tk−
M−k
Dk(tk−)
a˜k(x, h) + S(h
−N+1).(11.58)
The lemma follows from (11.57), (11.58) and the computation made in (11.33). 
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As in Section 11.1, we define
Λ = Λ(z˜, h) = h−S(z˜/h)/λ1+1/2,
which satisfies 1 . |Λ| = h−
∑n
j=2
λj
2λ1
− Im z˜
λ1h . 1 uniformly for z˜ ∈ ∂D. We now fix s such that
the new spectral parameter Λ avoids sp(Q0) \ {µ0} on ∂D.
Lemma 11.9. For 0 < s < r (fixed) small enough, Λ(∂D) is a simple loop around µ0, the
rest of the spectrum of Q0 is outside of Λ(D) and all the spectrum of Q0 is at distance larger
than some constant α > 0 of Λ(∂D).
Proof. This result is close to Lemma 11.2. For z˜ = z0q + ρs
h
| lnh| with |ρ| = 1, we have
Λ = µ0e
−iρs/λ1 = µ0 − iρsµ0
λ1
+ os→0(s),
and the lemma follows from (11.41) since the matrix Q0 has a discrete spectrum. 
We then prove that N = 0.
Lemma 11.10. We have
uk− ∈ I(Λ1+, 1) and uk+ ∈ I(Λ0+, 1),
uniformly for z˜ ∈ ∂D.
Proof. Indeed, applying (11.56) with x = xk−, we get
(11.59)
(
1− hS(z˜/h)/λ1−1/2Q(z˜, h))a−(x−, h) = w0 +O(h−N+ζ),
where a−(x−, h) designs the K-column of the a
k
−(x
k
−, h). Note here that a˜k(x
k
−, h) = w
k
0 by
construction (see (11.43)). Using Λ = O(1), this yields
(11.60) ‖a−(x−, h)‖ .
∥∥(Λ−Q(z˜, h))−1∥∥(O(1) +O(h−N+ζ)).
Since σ˜ := (z˜ − E0)/h = σ0 + o(1) and ρ = ρ0 + o(1), (4.6) gives
(11.61) Q(z˜, h) = Q0 + o(1).
Then, the continuity of the spectrum with respect to the K ×K matrix implies
dist
(
sp(Q(z˜, h)), sp(Q0)
)
= o(1).
Combining with Lemma 11.9, we deduce dist(Λ,Q(z˜, h)) ≥ α/2 for all z˜ ∈ ∂D and h small
enough. Then, Lemma 11.1 yields
(11.62)
∥∥(Λ−Q(z˜, h))−1∥∥ ≤M,
and (11.60) becomes
∀k ∈ {1, . . . ,K}, ak−(xk−, h) = O(1) +O(h−N+ζ),
uniformly for z˜ ∈ ∂D. Applying one more time (11.56), this estimate implies ak− ∈ S(h−N+ζ)+
S(1) starting from ak− ∈ S(h−N ). The lemma follows then by the usual bootstrap argument,
limited by the class of symbols S(1). 
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Lemma 11.11. We have
(11.63)
1
2iπ
∫
∂D
u(z˜) dz˜ = b(x, h)eiϕ
1
+(x)/h microlocally near Uk−,
where b ∈ S(h| ln h|−1) satisfies
b(xk−, h) = ie
−iAk/heiσ0t
k
−
λ1M−k
Dk(tk−)
wk0
h
| lnh| + o
( h
| lnh|
)
.
Proof. Formula (11.55) implies (11.63) with
(11.64) b(x, h) = e−iAk/h
M−k
Dk(tk−)
1
2iπ
∫
∂D
ei
z˜−E0
h
tk−ak−(x, h) dz˜,
near πx(U
k
− ∩ Λ1+). Since ak− ∈ S(1) uniformly for z˜ ∈ ∂D from Lemma 11.10 and |∂D| is of
size h| ln h|−1, we deduce b ∈ S(h| ln h|−1). It remains to compute b(xk−, h).
Using Lemma 11.10 and (11.62), (11.59) gives
(11.65) a−(x−, h) = Λ
(
Λ−Q(z˜, h))−1w0 +O(hζ),
uniformly for z˜ ∈ ∂D. On the other hand, Lemma 11.9 also implies
‖(Λ−Q0)−1‖ . 1,
uniformly for z˜ ∈ ∂D. Then, the resolvent identity and (11.61) give(
Λ−Q(z˜, h))−1 = (Λ−Q0)−1 + (Λ−Q(z˜, h))−1(Q(z˜, h)−Q0)(Λ−Q0)−1
= (Λ−Q0)−1 + o(1),
and (11.65) becomes
(11.66) a−(x−, h) = Λ(Λ−Q0)−1w0 + o(1).
Moreover, σ˜ = σ0 + o(1) shows
ei
z˜−E0
h
tk− = eiσ0t
k
− + o(1).
Thus, using the change of variable z˜ 7→ Λ which verifies dz˜ = iλ1h| lnh|ΛdΛ, (11.64) yields
b(xk−, h) = e
−iAk/h
M−k
Dk(tk−)
eiσ0t
k
−
1
2iπ
∫
∂D
[
Λ(Λ−Q0)−1w0
]
k
dz˜ + o
( h
| lnh|
)
= e−iAk/h
M−k
Dk(tk−)
eiσ0t
k
−
iλ1h
| lnh|
1
2iπ
[ ∫
Λ(∂D)
(Λ−Q0)−1w0 dΛ
]
k
+ o
( h
| lnh|
)
= e−iAk/h
M−k
Dk(tk−)
eiσ0t
k
−
iλ1h
| lnh|w
k
0 + o
( h
| lnh|
)
,(11.67)
since w0 is an eigenvector of Q0 associated to the eigenvalue µ0. Here, [y]k denotes the k-th
coordinate of y ∈ RK . This proves the lemma. 
Eventually, the last result allows us to conclude. Since v(z˜) is holomorphic in (11.35),
u = (Pθ − z˜)−1v and (11.42) imply that u(z˜) is holomorphic near D. In particular,
1
2iπ
∫
∂D
u(z˜) dz˜ = 0,
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which is in contradiction with Lemma 11.11. This implies Proposition 11.6.
11.4. Proof of Proposition 4.6.
In this part, we explain how to adapt the proof of Proposition 11.6 in order to obtain this
result. Since Proposition 4.6 implies Proposition 11.6, we could have directly shown the first
proposition. But, we have chosen this presentation for the sake of clarity.
As in (11.37), if Proposition 4.6 does not hold true, there exist s > 0, a sequence of h which
goes to 0 and a sequence of z = z(h) ∈ Res0(P ) ∩ (4.12) such that
card
(
Res(P )∩B
(
z, 2s
h
| ln h|
))
< card
{
(q, k) ∈ Z×{1, . . . ,K}; zq,k(Re σ) ∈ B
(
z, s
h
| lnh|
)}
.
Then we can fix the various parameters as in (11.42) and assume, up to the extraction of a
subsequence, that
card
(
Res(P ) ∩B
(
z0q , 2s
h
| ln h|
))
< card
{
(q̂, k) ∈ Z× {1, . . . ,K}; z0q̂,k ∈ B
(
z0q , rs
h
| lnh|
)}
.(11.68)
where z0q is defined in (11.40),
z0q̂,k = E0 + 2q̂πλ1
h
| lnh| − ih
n∑
j=2
λj
2
+ i ln(µk)λ1
h
| lnh| ,
with µk ∈ sp(Q0), and 1 < r < 2 is fixed such that ∂B(z0q , rsh| lnh|−1) avoids the z0q̂,k’s.
In particular, the right hand side of (11.68) is a constant, denoted N0 > 1 in the sequel.
Moreover, if s is small enough, there exists, for each k ∈ {1, . . . ,K}, at most one q̂ ∈ Z such
that z0q̂,k belongs to D := B(z0q , rsh| lnh|−1). Now, let
Πk = − 1
2iπ
∮
γk
(Q0 − z)−1dz,
where γk is a simple loop around µk, the spectral projection of Q0 associated to its eigenvalue
µk. We defined Π0 =
∑
k Πk where the sum is restricted to the k’s which contribute to the
right hand side of (11.68). Thus, RankΠ0 = N0. Let w0,ℓ ∈ RK , ℓ = 1, . . . , N0, be a basis of
ImΠ0.
Following (11.43)–(11.45), we construct a test function vℓ for all ℓ = 1, . . . , N0. Mimicking
(11.46), we then consider the problem
(11.69) (Pθ − z˜)uℓ = vℓ,
for z˜ ∈ ∂D. As in Lemma 11.11, we have
(11.70)
1
2iπ
∫
∂D
uℓ(z˜) dz˜ = bℓ(x, h)e
iϕ1+(x)/h microlocally near Uk−,
where bℓ ∈ S(h| ln h|−1) satisfies
bℓ(x
k
−, h) = ie
−iAk/heiσ0t
k
−
λ1M−k
Dk(tk−)
wk0,ℓ
h
| ln h| + o
( h
| lnh|
)
.
The proof of (11.70) is the same as the one of (11.63) except that w0,ℓ is now a generalized
eigenvector of Q0.
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From (11.70) and the independence of the w0,ℓ, we deduce that the N0 functions
1
2iπ
∫
∂D
uℓ(z˜) dz˜,
are independent in L2(Rn). On the other hand, since the vℓ’s are holomorphic, (11.69)
implies that the above functions belong to the image of the sum of the spectral projections
of Pθ associated to resonances lying in D. These two remarks yield
(11.71) card
(
Res(P ) ∩B
(
z0q , rs
h
| lnh|
))
≥ N0,
which is in contradiction with (11.68).
12. Proof of the other results of Section 4
This part is devoted to the demonstration of the statements and results of Section 4 which
are not proved in Section 11. We begin with the
Proof of Remark 4.1 i). Let γ̂k(t) = γk(t + tk) be a new time parametrization of γk. From
(4.2) and (4.3), we deduce ĝk± = g
k
±e
±λ1tk ,
(12.1) M̂+k =M+k etk
∑
j λj/2 and M̂−k =M−k etk(
∑
j λj−2λ1)/2.
Then, (4.4) implies
Q̂k,ℓ = e(λ1−S(z,h))tkQk,ℓe−(λ1−S(z,h))tℓ .
In other words, using the K × K matrix U = diag(e(λ1−S(z,h))tk), we have Q̂ = UQU−1.
Therefore, Q and Q̂ have the same eigenvalues. 
12.1. Proof of the stability results.
We prove here the assertions of Section 4.2.4.
Proof of Proposition 4.15. IfK = K0, this result follows directly from (4.4) (which shows that
Q• only depends on the values of the symbol of P• near H•), Proposition 4.3 and Theorem
4.5. We now assume K > K0. Using the K ×K matrix U = diag(|gk−|1/2), we set
(12.2) Q(τ, h) := UQ
(
E0 + hτ − ih
n∑
j=2
λj
2
, h
)
U−1.
The same way, we define the K0 ×K0 matrix Q0(τ, h). The spectrum of Q• coincides with
the spectrum of Q•. From Proposition 4.3 and Theorem 4.5, it is enough to show that, in the
domain {λ ∈ C; |λ| ≥ e−C/2λ1}, we have
(12.3) dist
(
sp
(Q(τ, h)), sp (Q0(τ, h))) = oε→0(1),
uniformly for τ ∈ [−C,C] and h small enough. Using the explicit form of the Q•’s (see (4.4))
and the “smallness of the perturbation” (i.e. (4.36)), we can write
Q(τ, h) =
( Q0(τ, h) O(1)
O(ε) O(ε)
)
=
( Q0(τ, h) O(1)
0 0
)
+O(ε).
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Moreover, we have
sp
( Q0(τ, h) O(1)
0 0
)
= sp
(Q0(τ, h)) ∪ {0}.
Then, (12.3) follows from the previous relations and the uniform continuity on bounded
regions of the map which, at a K ×K matrix, associates its spectrum. 
Proof of Remark 4.18. We come back to Example 4.17 with A2 ≥ A1 + 1 and
(12.4)
M+2
M−2
√
|g2−|
|g2+|
= ε.
Thus, P0 and P satisfy the assumptions of Proposition 4.15 for ε > 0 small enough. We define
Q0 and Q as in (12.2) and study their eigenvalues. The 2× 2 matrix Q takes the form (4.22)
with a, b = O(1) and c, d = O(ε). Using (4.23), the eigenvalue µ1(τ, h) of Q(τ, h) with the
largest modulus (which will provide the resonances closest to the real axis thanks to (4.11))
is given by
µ1(τ, h) =
a+ d+ a
√
1− 2da−1 + d2a−2 + 4bca−2
2
=
a+ d+ a− d+ 2bca−1 +O(ε2)
2
= a+ bca−1 +O(ε2),(12.5)
since a−1 = O(1). Of course, µ01(τ, h) = a is the (unique) eigenvalue of Q0. We deduce from
(4.4), (4.6), (12.4) and (12.5) that
µ01(τ, h) = e
iA1/hM(τ)
µ1(τ, h) = e
iA1/hM(τ) + eiA2/hεN(τ) +O(ε2),
where M and N do not vanish on R.
The previous equations yield
|µ1(τ, h)| ≤
∣∣M(τ) + ei(A2−A1)/hεN(τ)∣∣ +O(ε2)
≤ |M(τ)|+ ε|N(τ)| cos (θ(τ) + (A2 −A1)/h) +O(ε2),(12.6)
where θ(τ) is a continuous argument of N(τ)M(τ). We now take any interval [A,B] ⊂ R and
θ0 ∈ R such that |θ(τ) − θ0| ≤ 1/2 for all τ ∈ [A,B]. We now restrict h to a sequence of
positive numbers converging to 0 such that
dist
(
θ(τ) + (A2 −A1)/h, π + 2πZ
) ≤ 1/2,
for all τ ∈ [A,B] and h in this sequence. Then, (12.6) becomes
|µ1(τ, h)| ≤ |µ01(τ, h)| − εµ +O(ε2),
for some µ > 0 and all τ ∈ [A,B] and h in this sequence. Applying (4.11) and Theorem 4.5,
the conclusion of Remark 4.18 holds true in
E0 + [Ah,Bh] + i
[
−
n∑
j=2
λj
2
h− C h| ln h| , h
]
\ (Γ(h) +B(0, ηh)),
for any η > 0.
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Finally, we explain how to avoid Γ(h) + B(0, ηh). Since Γ(h) is uniformly bounded in
compact regions of size h, there exists R ∈ N such that
card
(
Γ(h) ∩ E0 + [Ah,Bh] + i
[
−
n∑
j=2
λj
2
h− C h| ln h| , h
])
≤ R,
for all h. We now decompose [A,B] in 2R+ 1 intervals
[A,B] =
2R+1⋃
j=1
Ij with Ij =
[
A+ (j − 1)B −A
2R + 1
, A+ j
B −A
2R+ 1
]
,
and fix η < (B −A)/(4R + 2). For all h in the sequence previously constructed, there exists
at least a j(h) ∈ {1, . . . , 2R + 1} such that
E0 + hIj(h) + i
[
−
n∑
j=2
λj
2
h− C h| ln h| , h
]⋂
Γ(h) +B(0, ηh) = ∅.
Then, up to the extraction of a subsequence, we can always assume that this j(h) is constant
and the conclusion of Remark 4.18 (without Γ(h)) holds true in the interval E0 + hIj . 
12.2. Resonance free domains below the accumulation curves.
The aim of this part is to demonstrate the results of Section 4.4.1 and 4.4.2, more precisely
Theorem 4.19, Proposition 4.20 and Proposition 4.21. For that, we use the general strategy
explained in Section 1.2 and developed in Section 11.2. But since we have already proved
Theorem 4.5, we only have to show that P has no resonance and that its truncated resolvent
has a polynomial estimate in some appropriate domains (as explained in (4.54)). Thus, we
follow Section 11.2. We do not recall here all the steps and detail only the new arguments.
The main difference with the proof of Proposition 11.4 is that the “spectral parameter”
hS(z/h)/λ1−1/2 is no longer bounded in the domain of study but rather verifies
(12.7)
∣∣hS(z/h)/λ1−1/2∣∣ . h−α/λ1 ,
for Im z ≥ −h∑nj=2 λj/2− hα.
Proof of Theorem 4.19. We show that the resolvent of P has a polynomial estimate in (4.54).
The beginning of the Section 11.2 can be applied without changes. In particular, we have
uk− ∈ I(Λ1+, h−N ) as in (11.23). Its symbol is defined as in (11.25). But, since (12.7) holds
true for z ∈ (4.54), (11.27) must be replaced by
(12.8) ak−(x, h) = h
S(z,h)/λ1−1/2
K∑
ℓ=1
Pk,ℓ(x, h)aℓ−(xℓ−, h) + S(h−N+ζ−
α
λ1 ),
for all x near πx(U
k
− ∩ Λ1+). The additional factor h−
α
λ1 in the remainder term comes from
the factor hS(z,h)/λ1−1/2 in Corollary A.3. Then, with the notations of (11.34) and assuming
that α is small enough, we deduce
(12.9)
(
1− hS(z,h)/λ1−1/2Q(z, h))a−(x−, h) = O(h−N+ ζ2 ).
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We write(
1− hS(z,h)/λ1−1/2Q(z, h))−1
= −h−S(z,h)/λ1+1/2Q(z, h)−1(1− h−S(z,h)/λ1+1/2Q(z, h)−1)−1.(12.10)
For z ∈ (4.54), we have
(12.11)
∣∣h−S(z,h)/λ1+1/2∣∣ = h−∑nj=1 λj2λ1− Im zλ1h+ 12 ≤ e−C/λ1 .
Moreover, (H9) and (4.51) assure that ‖Q(z, h)−1‖ . 1 uniformly for z ∈ (4.54). Then, if C
is chosen large enough, (12.10) implies
(12.12)
∥∥(1− hS(z,h)/λ1−1/2Q(z, h))−1∥∥ . ∣∣h−S(z,h)/λ1+1/2∣∣.
and then
a−(x−, h) = O
(
h−N+
ζ
2
∣∣h−S(z,h)/λ1+1/2∣∣),
from (12.9). Eventually, inserting this estimate in (12.8) gives
(12.13) uk− ∈ I(Λ1+, h−N+
ζ
2 ).
In other words, we have gained h
ζ
2 in the order of u−. Thus, the proof follows from the
bootstrap argument at the end of Section 9. 
Proof of Proposition 4.20. We have to prove here that the resolvent of P satisfies a polynomial
estimate in the domain E0 + hΩ \ (Γ(h) + B(0, δh)). We follow the strategy of the proof of
Theorem 4.19. Nevertheless, we can not use (12.8) here since this estimate is only valid for
Im z ≥ −h∑nj=2 λj/2 − hα with α > 0 small enough and not deeper in the complex plane.
Instead, we will used (A.14) which shows that
(12.14) ak−(x, h) = h
S(z,h)/λ1−1/2
K∑
ℓ=1
P˜k,ℓ(x, h)aℓ−(xℓ−, h) + S
(
h−N+1
∣∣hS(z,h)/λ1−1/2∣∣),
where P˜k,ℓ = Pk,ℓ + S(hζ). Taking x = xk− in the previous equation, we deduce(
1− hS(z,h)/λ1−1/2(Q(z, h) +O(hζ)))a−(x−, h) = O(h−N+1∣∣hS(z,h)/λ1−1/2∣∣).
As in (12.12), we have∥∥(1− hS(z,h)/λ1−1/2(Q(z, h) +O(hζ)))−1∥∥ . ∣∣h−S(z,h)/λ1+1/2∣∣,
and then
a−(x−, h) = O(h−N+1).
Combining this estimate with (12.14), we obtain
(12.15) ak− ∈ S
(
h−N+1
∣∣hS(z,h)/λ1−1/2∣∣).
By assumption, there exists ν > 0 such that Imσ ≥ −∑nj=2 λj/2 − λ1 + ν for all σ ∈ Ω.
Then, we get ∣∣hS(z,h)/λ1−1/2∣∣ = h∑nj=1 λj2λ1+ Im zλ1h− 12 ≤ h−1+ νλ1 ,
and (12.15) gives ak− ∈ S(h−N+
ν
λ1 ). Thus, we have gained h
ν
λ1 in the order of u−. The usual
bootstrap argument implies the proposition. 
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Proof of Proposition 4.21. From Theorem 4.5, we have to show again that the resolvent of
P admits a polynomial estimate in the set (4.54). Thus, this proof is similar to the one of
Theorem 4.19. The unique difference is that we can not write (12.10) since Q is no longer
invertible. In order to estimate the resolvent of Q, we write
(12.16)
(
1− hS(z,h)/λ1−1/2Q(z, h))−1 = h−S(z,h)/λ1+1/2(h−S(z,h)/λ1+1/2 −Q(z, h))−1.
From the hypotheses of Proposition 4.21, the eigenvalues of Q(z, h) are 0 with multiplicity
K − 1 and
µ
(z − E0
h
+ i
n∑
j=2
λj
2
, h
)
,
with multiplicity 1. Moreover, the coefficients of Q(z, h) are uniformly bounded in (4.54).
Using that the inverse of a matrix is the transpose of its cofactor matrix divided by its
determinant, (12.16) implies∥∥(1− hS(z,h)/λ1−1/2Q(z, h))−1∥∥ . ∣∣h−S(z,h)/λ1+1/2∣∣∣∣h−S(z,h)/λ1+1/2∣∣K−1∣∣h−S(z,h)/λ1+1/2 − µ∣∣ .
Since µ(τ, h) avoids a neighborhood of 0 and hS(z,h)/λ1−1/2 satisfies (12.7) and (12.11), the
last estimate becomes∥∥(1− hS(z,h)/λ1−1/2Q(z, h))−1∥∥ . h−αK/λ1∣∣h−S(z,h)/λ1+1/2∣∣ ≤ h− ζ4 ∣∣h−S(z,h)/λ1+1/2∣∣,
for α small enough and C large enough. Then, similarly to (12.13), we get uk− ∈ I(Λ1+, h−N+
ζ
4 )
and the proposition follows. 
Lemma 12.1. Consider the situation of Example 4.23 (B). There exists α > 0 such that, for
all C, δ > 0, P has no resonance in
(12.17) E0 + [−Ch,Ch] + i
[
−
n∑
j=2
λj
2
h− αh, h
]
\ (Γ(h) +B(0, δh)).
for h small enough in the sequence
(
A2−A1
(2j+1)π
)
j∈N
.
Proof. We show that the resolvent of P has a polynomial estimate in (12.17) following the
proof of Theorem 4.19. Formulas (12.8)–(12.9) are still valid in the present case, but the
resolvent estimate of Q stated in (12.12) can not be used here. Thanks to (4.62) and the
assumptions of the lemma, the function µ(τ, h) vanishes for all τ ∈ C (outside the singularities
−iλ1(N+1/2)) and h in the sequence
(
A2−A1
(2j+1)π
)
j∈N
. It implies that theK eigenvalues of Q(z, h)
are 0 for all z ∈ (12.17). In particular, the Cayley–Hamilton theorem implies that Q(z, h) is
nilpotent of order at most K (i.e. Q(z, h)K = 0). Then, its resolvent satisfies
(12.18)
(
1− hS(z,h)/λ1−1/2Q(z, h))−1 = K−1∑
k=0
(
hS(z,h)/λ1−1/2
)kQ(z, h)k.
On the other hand, we have ∣∣hS(z,h)/λ1−1/2∣∣ ≤ h− αλ1 ,
for z ∈ (12.17). Thus, (12.18) gives
(12.19)
∥∥(1− hS(z,h)/λ1−1/2Q(z, h))−1∥∥ . h−α(K−1)λ1 ≤ h− ζ4 ,
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for α > 0 small enough. Combining this estimate with (12.9), we deduce
a−(x−, h) = O
(
h−N+
ζ
4
)
.
Eventually, as in (12.13), we get uk− ∈ I(Λ1+, h−N+
ζ
4
− α
λ1 ) ⊂ I(Λ1+, h−N+
ζ
8 ), for α > 0 small
enough. It implies the lemma as in the previous proofs. 
12.3. Proof when a change of multiplicity occurs.
The aim of this part is to prove Proposition 4.25. As in Section 11.1, we start with the
asymptotic of the pseudo-resonances stated in Lemma 4.24.
Following (11.4)–(11.5), we first exclude some parts of the set (4.65) which give no contri-
bution to the distribution of resonances. Let
(12.20) ρ =
z −E0
h
+ i
n∑
j=2
λj
2
− τ0,
be the relevant rescaled spectral parameter and define the set
(12.21) E0 + hτ0 + hε(h)[−1, 1] − ih
n∑
j=2
λj
2
+ ih
[
−N ln | lnh|| lnh| ,
N
| ln h|
]
,
with N > 0 large enough. In particular,
(12.22) hS(z,h)/λ1−1/2µ
(z − E0
h
+ i
n∑
j=2
λj
2
)
= eiτ0| lnh|/λ1eiρ| lnh|/λ1µ(τ0 + ρ).
For z ∈ (4.65) \ (12.21), we have
Im ρ >
N
| lnh| or Im ρ < −N
ln | lnh|
| lnh| .
If Im ρ > N/| ln h|, we get, for some c > 0,
(12.23)
∣∣eiρ| lnh|/λ1µ(τ0 + ρ)∣∣ ≤ ce− Im ρ| lnh|/λ1 ≤ ce−N/λ1 ≤ 1/2,
for N large enough. If now Im ρ < −N ln | lnh|/| ln h|, we obtain the same way using also
(H11), for some new constant c > 0,
(12.24)
∣∣eiρ| lnh|/λ1µ(τ0 + ρ)∣∣ ≥ c lnℓ | lnh|| ln h|ℓ e− Im ρ| lnh|/λ1 ≥ lnℓ | ln h|| lnh|ℓ | ln h|N/λ1 ≥ 2,
for N large enough. Therefore, combining (12.22) with the estimates (12.23) and (12.24), we
obtain
(12.25)
∣∣∣∣(hS(z,h)/λ1−1/2µ(z − E0h + i
n∑
j=2
λj
2
)
− 1
)−1∣∣∣∣ ≤ 2,
for all z ∈ (4.65) \ (12.21). In particular, this set has no pseudo-resonance. In the sequel, we
will thus assume that z belongs to the set (12.21).
Before proving Lemma 4.24, we collect some properties on the Lambert function W , the
multivalued inverse of the complex function x 7→ xex. We follow the presentation of [27]. In
particular, Wq with q ∈ Z denotes the q-th branch of the Lambert function. We first give
estimates on Wq(A) for large A.
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Lemma 12.2. There exists C > 1 such that, for all x,A ∈ C with |A| > C and
xex = A,
we have
|x| > ln |A|
2
and ln |A| − ln |x| = Re x < ln |A|.
Proof. We first prove that |x| > ln |A|/2. If it was not the case, then
(12.26) |A| = |xex| ≤ ln |A|
2
eln |A|/2 =
√
|A| ln |A|/2,
which is impossible for |A| > C ≫ 1. In particular, taking C large enough, we can always
assume that |x| > lnC/2 > 1.
Now, taking again the modulus of xex = A, we deduce
ln |x|+Re x = ln |A|.
Using ln |x| > 0, it yields ln |A| − ln |x| = Rex < ln |A|. 
We also give an upper bound on the derivative of the Lambert function.
Lemma 12.3. There exists C > 1 such that, for all A ∈ C with |A| > C, we have
|W ′(A)| . 1|A| .
Proof. Differentiating the formula W (A)eW (A) = A, we obtain
AW ′(A)
(
1 +
1
W (A)
)
= 1.
Since Lemma 12.2 implies that |W (A)| > 2 for A large enough, the lemma follows. 
Proof of Lemma 4.24. As in the proof of Proposition 4.3, we first show that every pseudo-
resonance satisfies (4.66). So, we consider a pseudo-resonance z ∈ (4.65). From (12.25), we
have in fact z ∈ (12.21). Then, the rescaled spectral variable ρ, defined in (12.20), belongs to
(12.27) ε(h)[−1, 1] + i
[
−N ln | ln h|| lnh| ,
N
| lnh|
]
.
In particular, ρ = o(1). Using the assumption (H11) and (12.22), we deduce
αρℓ
(
1 +O(ρ))eiρ| lnh|/λ1 = e−iτ0| lnh|/λ1 .
Then, we can write
i
ρ| lnh|
ℓλ1
e
i
ρ| lnh|
ℓλ1 = i
| lnh|
ℓλ1α1/ℓ
e
−i
τ0
ℓλ1
| lnh|
ei2πβ/ℓ(1 + o(1)),
for some β ∈ {0, . . . , ℓ− 1}. By definition, it yields
ρ = −iℓλ1Wq′
(
i
| lnh|
ℓλ1α1/ℓ
e
−i
τ0
ℓλ1
| lnh|
ei2πβ/ℓ(1 + o(1))
) 1
| lnh| ,
for some q′ ∈ Z. Using now Lemma 12.3 and the mean value theorem, we obtain
(12.28) ρ = −iℓλ1Wq
(
i
| ln h|
ℓλ1α1/ℓ
e
−i
τ0
ℓλ1
| lnh|
ei2πβ/ℓ
) 1
| lnh| + o
( 1
| lnh|
)
,
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for some q ∈ q′ + {−1, 0, 1} (the branch of the Lambert function may change). Coming back
to the original spectral variable z, we obtain exactly (4.66).
We now prove that every complex number given by (4.67) is close to a pseudo-resonance.
Let q ∈ Z and β ∈ {0, . . . , ℓ− 1} be such that zq,β ∈ (4.65). As in (12.25), we first show that
zq,β ∈ (12.21) for N large enough. If it was not the case, we have
(12.29) Rew < −N or Rew > N ln | ln h|,
with
w =Wq
(
i
| lnh|
ℓλ1α1/ℓ
e
−i
τ0
ℓλ1
| lnh|
ei2πβ/ℓ
)
.
If Rew < −N , then
| ln h|
ℓλ1α1/ℓ
=
∣∣wew∣∣ = |w|eRew . e−N | lnh|,
since |w| . | lnh| for zq,β ∈ (4.65). This inequality is impossible for N large enough. If
Rew > N ln | ln h|, we have
| ln h|
ℓλ1α1/ℓ
=
∣∣wew∣∣ = |w|eRew & eN ln | lnh| ln | lnh| = | lnh|N ln | lnh|,
from Lemma 12.2. We get again a contradiction for N large enough. Thus, (12.29) does
not holds and zq,β ∈ (12.21). In order to find a pseudo-resonance z satisfying (4.66), it is
equivalent to find r = o(1) such that
(12.30) µ
(
τ0 + ρq,β +
r
| ln h|
)
eiτ0| lnh|/λ1eiρq,β | lnh|/λ1eir/λ1 = 1,
where
(12.31) ρq,β = −iℓλ1Wq
(
i
| lnh|
ℓλ1α1/ℓ
e
−i
τ0
ℓλ1
| lnh|
ei2πβ/ℓ
) 1
| ln h| .
Using (12.31) and eWq(x) = x/Wq(x), we have(
ρq,β +
r
| ln h|
)ℓ
eiρq,β | lnh|/λ1 = α−1e−iτ0| lnh|/λ1
(
1 +
r
ρq,β| lnh|
)ℓ
.
Combining with (H11), (12.30) becomes
(12.32)
(
1 +
r
ρq,β| lnh|
)ℓ(
1 + g
(
ρq,β +
r
| ln h|
))
eir/λ1 − 1 = 0,
for some function g holomorphic near 0 with g(0) = 0. The left hand side of (12.32) can be
written F (r, y) where y ∈ C3 is a shortcut for
(12.33) y =
(
ρq,β,
1
| ln h| ,
1
ρq,β| ln h|
)
,
F is holomorphic near 0, F (0, 0) = 0 and ∂rF (0, 0) = i/λ1. Note that y = o(1) thanks to
Lemma 12.2 and ρq,β ∈ (12.27). Then, the implicit function theorem provides a solution
r = r(y) = o(1) of F (r, y) = 0, and Lemma 4.24 follows. 
As in Lemma 11.3, we now show that the “inverse of the quantization rule” is uniformly
bounded away from the pseudo-resonances. Since the proof of this result is similar to the first
part of the proof of Lemma 4.24 (see (12.27)–(12.28)), we omit it.
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Lemma 12.4. Let δ > 0. Then, there exists M > 0 such that, for all z in (4.65), we have
dist
(
z,Res0(P )
)
> δ
h
| ln h| =⇒
∣∣∣∣(1− hS(z,h)/λ1−1/2µ(z − E0h + i
n∑
j=2
λj
2
))−1∣∣∣∣ ≤M.
Proof of Proposition 4.25. We use here the same strategy as for the proof of Theorem 4.5 and
we only explain the necessary changes. We first show that P has no resonance and that its
resolvent satisfies a polynomial estimate in the set
E0 + hτ0 + hε(h)[−1, 1] + ih
[
−
n∑
j=2
λj
2
− α, 1
]
\ (Γ(h) +B(0, δh))⋃(Res0(P ) +B(0, δ h| ln h|)).(12.34)
For that, we follow Section 11.2 and Section 12.2. As in (12.9) (see also (11.34)),
(12.35)
(
1− hS(z,h)/λ1−1/2Q(z, h))a−(x−, h) = O(h−N+ ζ2 ),
if α > 0 is small enough. For z ∈ (12.34), we have |hS(z,h)/λ1−1/2| . h−α/λ1 (see (12.7)) and
the eigenvalues of Q are 0 with multiplicity K − 1 and µ with multiplicity 1. Using that the
inverse a matrix is given by the transpose of its cofactor matrix divided by its determinant,
we deduce∥∥(1− hS(z,h)/λ1−1/2Q(z, h))−1∥∥ . h−α(K−1)/λ1|1− hS(z,h)/λ1−1/2µ|
. h−
ζ
4
∣∣∣∣(1− hS(z,h)/λ1−1/2µ(z − E0h + i
n∑
j=2
λj
2
))−1∣∣∣∣,(12.36)
for α > 0 is small enough. Combining this estimate with Lemma 12.4, (12.35) yields
a−(x−, h) = O(h−N+
ζ
4 ),
and thus ak−(x, h) ∈ S(h−N+
ζ
8 ) on πx(U
k
− ∩ Λ1+). Then, we conclude that u = O(h∞) and
that P has no resonance, together with a polynomial estimate of its resolvent in (12.34) by
the usual bootstrap argument developed at the end of Section 9.
We now prove the existence of resonances near the pseudo-resonances following the same
approach as in Section 11.3. We can no longer define appropriate test functions with τ
replaced by τ0 (see (11.38)) since µ(τ0) = 0 from (H11). Instead, we will use an explicit
eigenvector of Q(z, h). Let w0(z, h) = (w10, . . . , wK0 ) ∈ CK be the K-vector with entries
wk0 = e
iAk/hΓ
(
S(z, h)/λ1
)√λ1
2π
M+k
M−k
e−
π
2
(νk+
1
2
)i
∣∣gℓ−∣∣(iλ1|gk+|)−S(z,h)/λ1 .
Since λ1 < λ2 and all the asymptotic directions are at the same side of 0, the coefficients of
the matrix Q(z, h) have the product structure Qk,ℓ(z, h) = wk0 |gℓ−|−S(z,h)/λ1 . Thus, with the
notation of (4.56), we get
(12.37) Q(z, h)w0 = µ
(z − E0
h
+ i
n∑
j=2
λj
2
)
w0.
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Moreover, the vector w0 does not cancel (more precisely, 1 . ‖w0‖ . 1 where ‖·‖ is any norm
on CK) and z 7→ w0(z, h) is holomorphic by construction. We now build a test function v as
in (11.45) and consider the solution u of
(12.38) (Pθ − z˜)u = v,
where z˜ ∈ ∂D and D = B(zq,β, sh| ln h|−1) with s > 0 small enough and zq,β ∈ (4.68). Note
here that v is holomorphic in D. We now follows Section 11.3 and obtain, as in Lemma 11.8
and Lemma 11.10, that uk− ∈ I(Λ1+, 1),
uk−(x) = e
−iAk/hei
z˜−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h)e
iϕ1+(x)/h,
and
(12.39) ak−(x, h) = h
S(z˜/h)/λ1−1/2
K∑
ℓ=1
Pk,ℓ(x, h)aℓ−(xℓ−, h) + a˜k(x, h) + S(h
ζ
2 ),
where a˜k ∈ S(1) is the symbol of the WKB solution v˜k constructed as in (11.43). As usual,
we apply (12.39) with x = xk− and obtain(
1− hS(z˜/h)/λ1−1/2Q(z˜, h))a−(x−, h) = w0 +O(h ζ2 ),
Since z˜ ∈ ∂D is at distance h| ln h|−1 from the pseudo-resonances, (12.36) and Lemma 12.4
imply
a−(x−, h) =
(
1− hS(z˜/h)/λ1−1/2Q(z˜, h))−1w0 +O(h ζ4 )
=
(
1− hS(z˜,h)/λ1−1/2µ
( z˜ − E0
h
+ i
n∑
j=2
λj
2
))−1
w0 +O(h
ζ
4 ),(12.40)
thanks to (12.37). On the other hand, using (12.30)–(12.33), one can see that the holomorphic
function in D
1− hS(z˜,h)/λ1−1/2µ
( z˜ − E0
h
+ i
n∑
j=2
λj
2
)
= −F
(
(z˜ − zq,β) | ln h|
h
, y
)
,
makes a simple loop around 0 when z˜ goes around ∂D. Moreover, recall that ∂rF (0, 0) = i/λ1.
Then, (12.40) and the Cauchy formula give, as in Lemma 11.11,
(12.41)
1
2iπ
∫
∂D
u(z˜) dz˜ = b(x, h)eiϕ
1
+(x)/h microlocally near Uk−,
where b ∈ S(h| ln h|−1) satisfies
b(xk−, h) = ie
−iAk/he−iσ0t
k
−
λ1M−k
Dk(tk−)
wk0
h
| lnh| + o
( h
| ln h|
)
.
As in the end of Section 11.3, this implies that P has a resonance in D. Indeed, otherwise,
since u = (Pθ − z˜)−1v and v is holomorphic in D, we deduce
1
2iπ
∫
∂D
u(z˜) dz˜ = 0,
which is in contradiction with (12.41). 
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12.4. Proof of the other subsets of resonances.
The goal of this section is to prove the results stated in Section 4.4.4. We first explain how
the matrix Q2 is constructed. For that, we make Lemma 11.5 more precise. Recall that this
lemma gives a closed relation on the symbol of the restrictions uk− ∈ I(Λ1+, h−N ) of a solution
u of (8.2). We send back the reader to Section 9 and Section 11.2 for notations and some
preliminary results.
Lemma 12.5. There exist ζ > 0 and matrices P(•)k ∈ S(1) independent of u such that
ak−(x, h) = h
S(z,h)/λ1−1/2
(
(P(0)k (x, h) + S(hζ))A0
+ hP(1)k (x, h)A1 + hP(2)k (x, h)A2 + S(h−N+1+ζ)
)
,(12.42)
for all x near πx(U
k
−∩Λ1+). Here, A0 (resp. A1 and A2) is the K-vector (resp. (n−1)K-vector
and (n − 1)2K-vector) of the aℓ−(xℓ−, h) (resp. ∂yaaℓ−(xℓ−, h) and ∂2ya,ybaℓ−(xℓ−, h)) where ∂y•
denotes the derivatives in the n−1 directions of Hℓ, the hyperplane of Theorem A.2 associated
to ρℓ−. Moreover, the following properties are satisfied.
i) For all α ∈ Nn, the matrix ∂αxP(•)k (xk−, h) can be written ρkP˜α,(•)k (σ) with P˜α,(•)k inde-
pendent of h and holomorhic in σ near Imσ = −∑nj=2 λj/2− λ1.
ii) P(0)k (xk−, h) = Qk(z, h) where Qk is the k-th line of the matrix Q defined in (4.4).
iii) There exists a K × (n − 1)2K matrix L = L(z, h) independent of x and k such that
P(2)k (x, h) = P(0)k (x, h)L.
Proof. Let us follow the proof of Lemma 11.5. To simplify the exposition, we only study the
contribution of uℓ in the computation of uk. We start with the propagation through the fixed
point (0, 0). To solve the microlocal Cauchy problem (11.28), we apply Theorem A.2 instead
of Corollary A.3. Thus, (A.8) gives, modulo S(h∞),
ak+(x, h) = h
S(z,h)/λ1−n/2ei
z−E0
h
tℓ−
× M
−
ℓ
Dℓ(tℓ−)
∫
Hℓ
ei(ϕ
1
+−ϕ−−Aℓ)(y)/hd(x, y, z, h)aℓ−(y, h) dy.(12.43)
From (H7), the phase function ϕ1+ − ϕ− has a unique non-degenerate critical point at xℓ−.
Thus, performing a stationary phase expansion in (12.43) (see Proposition 5.2 of [31] for
instance), (11.29) is replaced by
(12.44) ak+(x, h) = h
S(z,h)/λ1−1/2(B0 + hB1 + S(h
−N+2)),
where the symbols Bj ∈ S(h−N ), j = 0, 1, have the form
Bj(x, h) =
(
Bℓj(∂y)d(x, y, z, h)a
ℓ
−(y, h)
)|y=xℓ− ,
and Bℓj are differential operator of order ≤ 2j independent of x and k. In particular, Bℓ0 is
the usual non-zero constant. On one hand, we have (by comparison with (11.29) or by an
application of Corollary A.3)
(12.45) B0(x, h) =
(R˜k,ℓ(x, h) + S(hζ))aℓ−(xℓ−, h),
and
(12.46) R˜k,ℓ(x, h) = Bℓ0d0(x, xℓ−, z),
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with R˜k,ℓ defined in (11.29) and some ζ > 0. On the other hand, a direct computation shows
B1(x, h) =
(
Bℓj(∂y)d0(x, y, z)a
ℓ
−(y, h)
)|y=xℓ− + S(h−N+ζ)
=
n−1∑
a,b=1
Ca,b(x, h)∂2ya,ybaℓ−(xℓ−, h) +
n−1∑
a=1
Ca(x, h)∂yaaℓ−(xℓ−, h)
+ C(x, h)aℓ−(xℓ−, h) + S(h−N+ζ),(12.47)
for some C• ∈ S(1). Moreover, (A.11) implies that these symbols, as well as their deriva-
tives, computed at x = xk+ can be written as functions of the rescaled parameter σ that are
independent of h, namely
(12.48) ∂αxC•(xk+, h) = C˜α• (σ).
Eventually, since Bℓ1 is a differential operator of order at most 2, we have
(12.49) Ca,b(x, h) = Ĉℓa,bd0(x, xℓ−, z),
for some constants Ĉℓa,b = Ĉℓa,b(z, h) independent of k. Combining (12.44) with (12.45) and
(12.47), we deduce
ak+(x, h) = h
S(z,h)/λ1−1/2
((R˜k,ℓ(x, h) + S(hζ))aℓ−(xℓ−, h)
+ h
n−1∑
a=1
Ca(x, h)∂yaaℓ−(xℓ−, h) + h
n−1∑
a,b=1
Ca,b(x, h)∂2ya,ybaℓ−(xℓ−, h) + S(h−N+1+ζ)
)
.(12.50)
The evolution equation satisfied by u along the Hamiltonian curve γk is given by the mi-
crolocal Cauchy problem (11.30). Taking into account that the initial condition verifies (12.50)
and the form of the usual transport equations, the propagation of Lagrangian distributions
implies
e−iAk/hei
z−E0
h
tk−
M−k
Dk(tk−)
ak−(x,h) = h
S(z,h)/λ1−1/2
((Sk(x, h)R˜k,ℓ(x˜(x), h) + S(hζ))aℓ−(xℓ−, h)
+ h
n−1∑
a=1
Sk(x, h)Ca(x˜(x), h)∂yaaℓ−(xℓ−, h)(12.51)
+ h
n−1∑
a,b=1
Sk(x, h)Ca,b(x˜(x), h)∂2ya,ybaℓ−(xℓ−, h) + S(h−N+1+ζ)
)
,
for all x near πx(U
k
− ∩ Λ1+). In the previous expression, x˜(x) and Sk are as in (11.31). The
previous equation yields (12.42) with
(12.52)

P(0)k (x, h) := Sk(x, h)R˜k,ℓ(x˜(x), h)eiAk/he−i
z−E0
h
tk−Dk(tk−)/M−k ,(P(1)k (x, h))a := Sk(x, h)Ca(x˜(x), h)eiAk/he−i z−E0h tk−Dk(tk−)/M−k ,(P(2)k (x, h))a,b := Sk(x, h)Ca,b(x˜(x), h)eiAk/he−i z−E0h tk−Dk(tk−)/M−k .
We now prove the properties on the matrices P(•)k stated in Lemma 12.5. The point i)
follows from (12.52), the form of R˜k,ℓ and Sk defined the proof of Lemma 11.5 and the
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definition (12.47) of Ca and Ca,b. On the other hand, (11.33) implies P(0)k (xk−, h) = Qk(z, h),
that is ii). Eventually, using (12.46), (12.49) and (12.52), we deduce(P(2)k (x))ℓ,a,b = (P(0)k (x))ℓĈℓa,b/Bℓ0,
and then P(2)k (x) = P(0)k (x)L where the K × (n − 1)2K matrix L, defined by L(ℓ′),(ℓ,a,b) =
Ĉℓa,b/Bℓ0δℓ′,ℓ, is independent of x and k. This shows iii). 
We assume that z ∈ (4.78). In particular, we have
(12.53) 1 . |hS(z,h)/λ1+1/2| . 1,
uniformly for z ∈ (4.78). Computing (12.42) at x = xk−, we deduce
A0 − hS(z,h)/λ1−1/2(P0 +O(hζ))A0
= hS(z,h)/λ1+1/2
(P1A1 + P2A2 +O(h−N+ζ)).(12.54)
In the previous expression, Pj = Pj(z, h) is the K × (n− 1)jK matrix of the P(j)k (xk−, h)’s for
j = 0, 1, 2. On the other hand, from (H12) and (an expression similar to) (4.51), P0(z, h) =
Q(z, h) is uniformly invertible in (4.78). Then, (12.53) and (12.54) give
A0 =
(
1− hS(z,h)/λ1−1/2P0 +O(h−1+ζ)
)−1
hS(z,h)/λ1+1/2(P1A1 + P2A2 +O(h−N+ζ))
= −hP−10 P1A1 − hP−10 P2A2 +O(h−N+1+ζ).(12.55)
In particular, this implies A0 = O(h−N+1).
Let P ′j (resp. P ′′j ) denote the (n− 1)K × (n− 1)jK (resp. (n− 1)2K × (n− 1)jK) matrix
of the ∂yaP(j)k (xk−, h) (resp. ∂2ya,ybP
(j)
k (x
k
−, h)) with k ∈ {1, . . . ,K} and a, b ∈ {1, . . . , n − 1}.
Differentiating (12.42) with respect to y and using (12.55), we deduce
A1 = h
S(z,h)/λ1+1/2(P ′1 − P ′0P−10 P1)A1
+ hS(z,h)/λ1+1/2(P ′2 − P ′0P−10 P2)A2 +O(h−N+ζ),(12.56)
A2 = h
S(z,h)/λ1+1/2(P ′′1 − P ′′0P−10 P1)A1
+ hS(z,h)/λ1+1/2(P ′′2 −P ′′0P−10 P2)A2 +O(h−N+ζ).(12.57)
At this point of the proof, it seems that both derivatives of order 1 and 2 contribute to the
resonances in the domain (4.78). But, the following result shows that the derivatives of order
2 play no role.
Lemma 12.6. We have
P ′2 − P ′0P−10 P2 = 0 and P ′′2 − P ′′0P−10 P2 = 0.
Proof. From Lemma 12.5 iii), we can write ∂αxP(2)k (xk−, h) = ∂αxP(0)k (xk−, h)L for all α ∈ Nn.
It yields the expressions
P2 = P0L, P ′2 = P ′0L and P ′′2 = P ′′0L.
They imply
P ′2 − P ′0P−10 P2 = P ′0L − P ′0P−10 P0L = 0.
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The relation P ′′2 − P ′′0P−10 P2 = 0 can be proved the same way. 
Equation (12.57) and Lemma 12.6 imply that A2 is an explicit function of A1. Moreover,
A2 disappears in (12.56) which becomes a closed relation on A1. The quantization matrix is
then defined as
(12.58) Q2(z, h) := P ′1 − P ′0P−10 P1.
It verifies
Lemma 12.7. The matrix Q2(z, h) takes the form (4.75).
Proof. Let R = diag(eiAk/h) and let R′ be the (n − 1)K × (n − 1)K diagonal matrix whose
(k, a)-th diagonal coefficient (with k ∈ {1, . . . ,K} and a ∈ {1, . . . n − 1}) is eiAk/h. From
Lemma 12.5 i), we can write
P⋆• = R⋆N ⋆• ,
where N ⋆• = N ⋆• (σ) is independent of h and holomorhic in σ near Imσ = −
∑n
j=2 λj/2 − λ1.
Moreover, N−10 (σ) is well-defined and holomorphic thanks to (H12). Then,
Q2(z, h) = R′N ′1 −R′N ′0N−10 R−1RN1 = R′
(N ′1 −N ′0N−10 N1),
which gives the lemma. 
As stated in Section 4.4.4, the particular form (4.75) of Q2(z, h) allows us to adapt the
proof of Proposition 4.3 in order to demonstrate Proposition 4.27. It remains to give the
Proof of Theorem 4.28. We follow the strategy of the proof of Theorem 4.5: we first show
that P has no resonance and a polynomial estimate of its resolvent away from the pseudo-
resonances of the second kind and then prove that P has a resonance near each pseudo-
resonance of the second kind.
Thus, we first prove that there exists M > 0 such that
(12.59)
∥∥(Pθ − z)−1∥∥ . h−M ,
uniformly for z ∈ (4.78) with dist(z,Res20(P )) ≥ δh| ln h|−1. From the general argument of
Section 8 and the strategy of Section 11.2, this problem reduces to the study of
(12.60)
{
(P − z)u = 0 microlocally near K(E0),
u = 0 microlocally near Λ− \ ({0} ∪ H),
with z ∈ (4.78), dist(z,Res20(P )) ≥ δh| ln h|−1 and ‖u‖L2(Rn) ≤ 1. Mimicking (11.23), one can
prove that
uk− ∈ I(Λ1+, h−N ),
for some N ∈ R. As usual, the symbol ak− ∈ S(h−N ) of uk− is defined by
uk−(x, h) = e
−iAk/hei
z−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h)e
iϕ1+(x)/h.
We now use the notations and the results of the beginning of this section. From (12.56),
Lemma 12.6 and the definition of Q2, we get
(12.61) A1 = h
S(z,h)/λ1+1/2Q2(z, h)A1 +O(h−N+ζ).
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Since z is supposed at distance h| lnh|−1 from the pseudo-resonances of the second kind (see
Definition 4.26), the previous estimate and the adaptation to the present setting of lemma
11.3 imply
(12.62) A1 =
(
1− hS(z,h)/λ1+1/2Q2(z, h))−1O(h−N+ζ) = O(h−N+ζ).
Combining (12.57), (12.62) with Lemma 12.6, we deduce A2 = O(h−N+ζ). Then, (12.55)
gives A0 = O(h−N+1+ζ). Eventually, the previous estimates on the A•, (12.42) and (12.53)
yield ak− ∈ S(h−N+ζ) for some universal constant ζ > 0. Consequently, u = O(h∞) and
(12.59) holds true by the bootstrap argument explained in Section 9.
It remains to show the existence of a resonance near each pseudo-resonance of the second
kind. More precisely, we have to prove
∀r > 0, ∃h0 > 0, ∀h < h0,
∀z ∈ Res20(P ) ∩ (4.78), card
(
Res(P ) ∩B
(
z, 2r
h
| ln h|
))
≥ 1.(12.63)
For that, we follow Section 11.3. The main difference is the choice of the “test function”. We
first reduce (12.63) using compactness arguments as in (11.36)–(11.42). If (12.63) does not
hold true, then there exist τ0 ∈ [a, b], ρ0 ∈ (S1)K and a non-zero eigenvalue µ0 of
Q20 =
K∑
k=1
ρ0,kQ˜2k
(
τ0 − i
n∑
j=2
λj
2
− iλ1
)
,
such that, for some sequence of h going to 0,
(12.64) P has no resonance in B
(
z2,0q , r
h
| ln h|
)
,
where ρ(h) = ρ0 + o(1),
z2,0q = E0 + 2qπλ1
h
| lnh| − ih
n∑
j=2
λj
2
− ihλ1 + i ln(µ0)λ1 h| lnh| ,
and q = q(h) ∈ Z is not fixed but satisfies Re z2,0q = τ0h+ o(h). Note that Q20 corresponds to
the matrix Q2 with all the parameters fixed (see (4.75)).
We now construct the “test function”. Let w0 = (w
k,a
0 )k,a ∈ C(n−1)K , for k ∈ {1, . . . ,K}
and a ∈ {1, . . . , n − 1}, be a fixed (non-zero) eigenvector of Q20 associated to the eigenvalue
µ0. We define
(12.65) wk0(y) =
n−1∑
a=1
wk,a0 ya,
where y denotes, as before, the n− 1 variables on Hk centered at xk−. Mimicking (11.43), let
v˜k = a˜ke
iϕ1+/h be a WKB solution of
(12.66)
{
(P − z˜)v˜k = 0 near xk−,
v˜k(x) = w
k
0(y(x))e
iϕ1+(x)/h for x ∈ Hk near xk−,
RESONANCES FOR HOMOCLINIC TRAPPED SETS 151
for z˜ ∈ B(E0, Rh) for some large R > 1. In particular, a˜k(x, h) = a˜0k(x) + a˜1k(x)h + · · · in
S(1) and
(12.67) a˜k(x, h) = w
k
0(y(x)),
for x ∈ Hk. Consider D = B(z2,0q , sh| lnh|−1) with 0 < s < r small enough. As in (11.46), we
define u ∈ L2(Rn) by
(12.68) (Pθ − z˜)u = v,
for z˜ ∈ ∂D and v constructed as in (11.45). Thanks to (12.59), u is well-defined, holomorphic
and polynomially bounded for z in a neighborhood of ∂D. As in (11.54) and (11.55), we get
uk−(x) = e
−iAk/hei
z˜−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h)e
iϕ1+(x)/h,
for some ak− ∈ S(h−N ) with N ≥ 0. Adapting Lemma 11.8 and Lemma 12.5, the solution u
of (12.68) satisfies
ak−(x, h) = h
S(z,h)/λ1−1/2
(
(P(0)k (x, h) + S(hζ))A0
+ hP(1)k (x, h)A1 + hP(2)k (x, h)A2 + S(h−N+1+ζ)
)
+ a˜k(x, h),(12.69)
for all x near πx(U
k
−∩Λ1+). Since a˜k(xk−, h) = 0 from (12.65) and (12.67), the proof of (12.55)
together with (12.69) give
(12.70) A0 = −hP−10 P1A1 − hP−10 P2A2 +O(h−N+1+ζ).
On the other hand, using Lemma 12.6 and the particular form of a˜k on Hk (see (12.65) and
(12.67)), the relations (12.56) and (12.57) are replaced by
A1 = h
S(z˜,h)/λ1+1/2Q2(z˜, h)A1 + w0 +O(h−N+ζ),(12.71)
A2 = h
S(z˜,h)/λ1+1/2(P ′′1 − P ′′0P−10 P1)A1 +O(h−N+ζ).(12.72)
Now the rest of the proof follows closely Section 11.3. The expressions (12.69)–(12.72) play
the role of (11.56) and (11.59) in the demonstration of Proposition 11.6. Since z˜ ∈ ∂D is
at distance h| ln h|−1 from Res20(P ), we can perform the bootstrap argument of (12.62) and
prove, as in Lemma 11.10, that N = 0. In other words, uk− ∈ I(Λ1+, 1) uniformly for z˜ ∈ ∂D.
Then, as in the proof of Lemma 11.11, (12.71) yields
A1 =
(
1− hS(z˜,h)/λ1+1/2Q20
)−1
w0 + o(1)
=
(
1− hS(z˜,h)/λ1+1/2µ0
)−1
w0 + o(1).
Thus, as in (11.63), we eventually obtain
1
2iπ
∫
∂D
u(z˜) dz˜ = b(x, h)eiϕ
1
+(x)/h,
with b ∈ S(h| ln h|−1) and
∂yb(x
k
−, h) = e
−iAk/h
M−k
Dk(tk−)
1
2iπ
∫
∂D
e−i
z˜−E0
h
tk−
[
A1(z˜)
]
k
dz˜
= ie−iAk/heiσ0t
k
−
λ1M−k
Dk(tk−)
wk0
h
| lnh| + o
( h
| lnh|
)
.(12.73)
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This is in contradiction with the holomorphy of the resolvent z˜ 7→ (Pθ − z˜)−1 inside D. That
is, there exists at least one resonance in D and (12.64) can not be satisfied. 
Proof of Remark 4.29. In the one dimensional case, the hypersurface Hk of Theorem A.2 is
a point and the integration in (12.43) is simply the value of integrand at xℓ−. Then, (12.42)
can be replaced by
(12.74) ak−(x, h) = h
−i
z−E0
λ1h Pk(x, h)A0 + S(h∞),
for all x near πx(U
k
− ∩ Λ1+). Here, Pk ∈ S(1) and
Pk(xk−, h) = Qk(z, h) +O(hζ),
where ζ > 0 and Qk is the k-th line of the matrix Q defined in (4.4).
We now apply the contradiction argument of Section 8. Let u be a solution of (12.60).
Applying (12.74) at x = xk−, we get
(12.75)
(
1− h−i
z−E0
λ1h
(Q(z, h) +O(hζ)))A0 = O(h∞).
Since Ω is a compact subset of R + i] − ∞, 0[, we have |h−i
z−E0
λ1h | ≥ h−ν for some ν > 0.
Moreover, ‖Q(z, h)−1‖ . 1 uniformly for z ∈ E0 + hΩ because det Z˜ 6= 0 on Ω. Then, we
have ∥∥∥(1− h−i z−E0λ1h (Q(z, h) +O(hζ)))−1∥∥∥ . 1.
This estimate is similar to (12.12). Combining with (12.75), it yields A0 = O(h∞) and then
ak− ∈ S(h∞) by (12.74). Making one more turn along K(E0), we eventually obtain that u = 0
microlocally near K(E0) which gives the remark thanks to Section 8. 
Proof of (4.79). We computeQ2(z, h) under the symmetry assumptions of Example 4.30. For
that, we follows the proof of Lemma 12.5 and give some formulas for the P⋆• ’s. We decompose
x = (x1, x
′) ∈ Rn. Along all this proof, we will use that a smooth function of x which is
stable by the rotations in the x′ variables is necessarily a smooth function of x1 and x
′2. By
assumption, V is an example of such a function.
We first consider the stationary phase expansion in (12.43). The symmetry of V and the
form of the Hamiltonian vector field imply, by the previous argument, that ϕ−(y) and ϕ
1
+(y)
are smooth functions of y1 and y
′2. Restricting on the hypersurface H = {x ∈ Rn; x1 = c1}
of Theorem A.2, it yields (
ϕ1+ − ϕ−
)
(c1, y
′) = A1 + αy
′2 +O(y′4),
for some α 6= 0 since (H7) holds true. Following the proof of [31, Lemma 5.1], there exists a
local diffeomorphism κ defined near 0 with
(12.76) κ(y′) = y′ +O(y′3),
and such that
(ϕ1+ − ϕ−) ◦ κ(y′) = A1 + αy′2.
Moreover, since V1(x) = E0 − λ21x2/4 near 0, we deduce from (A.11) that
(12.77) d0(x, y
′, z) = Cf(x2)g(y′2)(x · y)−S(z,h)/λ1 ,
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for some smooth functions f, g such that f(0) 6= 0 and g(0) 6= 0. Here and in the sequel,
C = C(z, h) designs a constant which may change from line to line such that 1 . |C(z, h)| . 1
uniformly for z ∈ (4.77) and h small enough. Using the diffeomorphism κ, (12.43) can be
written
a1+(x, h) = h
S(z,h)/λ1−n/2C
∫
Rn−1
eiαy
′2/hd(x, κ(y′), z, h)a1−(c1, κ(y
′), h)
∣∣∣∣∂κ(y′)∂y′
∣∣∣∣ dy′.
Since the phase is now a quadratic form, we can use the explicit formula for the stationary
phase method (see [31, Page 45]). In particular, the differential operator B11 is equal to ∆y′
modulo some non-zero multiplicative constant. The previous expression becomes
a1+(x, h) = h
S(z,h)/λ1−1/2
(
S(1)a1−(x
1
−, h)
+ hC∆y′
(
d(x, κ(y′), z, h)a1−(c1, κ(y
′), h)
∣∣∣∣∂κ(y′)∂y′
∣∣∣∣)∣∣∣y′=0 + S(h2)
)
.
Then, using (12.76), (12.77), (A.10) and the notations of (12.47), we obtain
(12.78) Ca(x, h) = Cxaf(x2)x−1−S(z,h)/λ11 ,
for a = 2, . . . , n. On the other hand, using again the symmetry of the potential V , the
functions x˜(x) and S1(x, h) defined in (11.31) can be written, for all x ∈ H,
(12.79) x˜(x) = x1+ + k(x
′2)x′ and S1(x, h) = S1(x1+, h) + x′2ℓ(x′2, h),
where k is a smooth n × (n − 1) matrix such that k(0) = βt(0, Id) with β 6= 0 and ℓ is a
smooth function.
Combining (12.52) with (12.78) and (12.79), the quantities P⋆1 defined at the beginning of
the section (see (12.54)–(12.57)) verify
P1 = 0 and P ′1 = CId.
Then, (12.58) implies that Q2(z, h) = q2(z, h)Id for some q2(z, h) satisfying 1 . |q2(z, h)| . 1
for z ∈ (4.77) and h small enough. Since Q2 also satisfies (4.75), the function q2(z, h) must
be as in (4.79). 
12.5. Proof of the asymptotic of higher order.
This part is devoted to the proof of the results stated in Section 4.5. Since there is only
one homoclinic trajectory from (H8), we remove the subscripts k, ℓ = 1 which were used in
the equations to indicate the number of the trajectory.
We explain how Qtot is constructed. The first step is to obtain the complete asymptotic
(i.e. up to order O(h∞)) in Lemma 11.5. Recall that this lemma gives a closed relation on
the symbol of the restriction u− ∈ I(Λ1+, h−N ) of a solution u of (8.2). We send back the
reader to Section 9 and Section 11.2 for notations and some preliminary results.
Lemma 12.8. There exist symbols P(α) ∈ S(h|α|/2) independent of u such that
(12.80) a−(x, h) ≃ hS(z,h)/λ1−1/2
∑
α∈Nn−1
P(α)(x, h)∂αy a−(x−, h),
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for all x near πx(U− ∩ Λ1+). Here, ∂y denote the derivatives in the n− 1 directions of H, the
hyperplane of Theorem A.2. Moreover, the symbols P(α) have the form
P(α)(x, h) ≃
∑
µ̂a≥|α|λ1/2
Ca∑
c=0
P(α)a,c (x, z, h)(ln h)chµ̂a/λ1 ,
with P(α)a,c (x, z, h) = eiA/hP˜(α)a,c (x, σ), P˜(α)a,c ∈ S(1) holomorphic with respect to σ and P(0) =
P + S((lnh)C1hµ̂1/λ1) where P is given in Lemma 11.5.
For shorter expressions, the dependence of P(α), a−, . . . in z is not made explicit in the
notations. Note that the leading term in (12.80) coincides with (11.27). As usual, (12.80)
means that the difference between a−(x, h) and the sum on the right hand side up to α belongs
to S(h
∑n
j=2
λj
2λ1
+ Im z
λ1h
+|α|/2−N
).
Proof. The proof of this result is similar to the one of Lemma 11.5 or Lemma 12.5. We
start with the propagation through the fixed point (0, 0). To solve the microlocal Cauchy
problem (11.28), we apply Theorem A.2 instead of Corollary A.3. Performing a stationary
phase expansion in (A.8), (11.29) is replaced by
(12.81) a+(x, h) ≃ hS(z,h)/λ1−1/2
∑
α∈Nn−1
R˜(α)(x, h)∂αy a−(x−, h),
in the same sense than (12.80). Here, R˜(α) ∈ S(h|α|/2) has the form
R˜(α)(x, h) ≃
∑
µ̂a≥|α|λ1/2
B
(α)
a∑
b=0
R˜(α)a,b (x, z, h)(ln h)bhµ̂a/λ1 ,
and R˜(α)a,b can be written R˜(α)a,b (x, z, h) = eiA/hR̂(α)a,b (x, σ) with R̂(α)a,b ∈ S(1). Eventually, Corol-
lary A.3 gives B
(0)
0 = 0 and R˜(0)0,0 = R˜ where R˜ is defined in (11.29).
We now consider the microlocal Cauchy problem (11.30) which describes the propagation
through the Hamiltonian trajectories H. As in (11.31), the usual propagation of Lagrangian
distributions gives
(12.82) e−iA/hei
z−E0
h
t− M−
D(t−)a−(x, h) ≃
∑
α∈Nn
S(α)(x, h)∂αx a+(x˜(x), h),
in the same sense than (12.80). The symbols S(α) ∈ S(h|α|/2) satisfy the asymptotic
S(α)(x, h) ≃
∑
a≥|α|/2
S(α)a (x, z, h)ha,
with S(α)a (x, z, h) = S˜(α)a (x, σ) and S˜(α)a ∈ S(1). Eventually, we have S(0)0 = S where S is
defined in (11.31).
Combining (12.81) and (12.82) with the computation (11.33), we deduce Lemma 12.8. 
We now construct the coefficients Qa,b,c of Qtot. The idea is to consider formally the
relation (12.80) and to transform it into a closed relation on a−(x−, h) only. Let A ∈ N \{0}.
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Keeping only the derivatives up to order A in (12.80) leads to
(12.83) a−(x, h) = h
S(z,h)/λ1−1/2
∑
0≤|α|≤A
P(α)(x, h)∂αy a−(x−, h) + S(hA/2−N ).
After derivation, this formula gives
∂βy a−(x−, h) = h
S(z,h)/λ1−1/2
∑
0≤|α|≤A
∂βyP(α)(x−, h)∂αy a−(x−, h) +O(hA/2−N ),
for all β ∈ Nn−1. In particular, we have
∂βy a−(x−, h) − hS(z,h)/λ1−1/2
∑
|α|=A
∂βyP(α)(x−, h)∂αy a−(x−, h)
= hS(z,h)/λ1−1/2
∑
0≤|α|≤A−1
∂βyP(α)(x−, h)∂αy a−(x−, h) +O(hA/2−N ),(12.84)
for all |β| = A. Since hS(z,h)/λ1−1/2∂βyP(α)(x−, h) = O(hA/2) for |α| = A, we can inverse the
previous equations and obtain
(12.85) ∂βy a−(x−, h) =
∑
0≤|α|≤A−1
R(α)A,β∂αy a−(x−, h) +O(hA/2−N ),
for all |β| = A. As in (4.80), R(α)A,β ∈ S(hA/2−ε), for all ε > 0, satisfy
(12.86) R(α)A,β(z, h) ≃
∑
µ̂a≥Aλ1/2
Ba∑
b=0
Ca∑
c=0
(R(α)A,β)a,b,c(z, h)
(
hS(z,h)/λ1−1/2
)b
(ln h)chµ̂a/λ1 ,
where (R(α)A,β)a,b,c has the form (4.81). Inserting (12.85) in (12.83), we have
(12.87) a−(x, h) = h
S(z,h)/λ1−1/2
∑
0≤|α|≤A−1
P̂(α)A (x, h)∂αy a−(x−, h) + S(hA/2−N ),
where P̂(α)A (x, h) is like (4.80) except that the coefficients Q˜a,b,c are symbols in x and that
the sum over a ∈ N is restricted to µ̂a ≥ |α|λ1/2. Iterating the process (12.83)–(12.87), we
eventually obtain
(12.88) a−(x, h) = h
S(z,h)/λ1−1/2P̂(0)A (x, h)a−(x−, h) + S(hA/2−N ),
for some new P̂(0)A satisfying the same properties as before. At this stage, we can no longer
inverse 1− hS(z,h)/λ1−1/2P̂(0)A (x−, h) as in (12.84), since P̂(0)A is of order 1.
Thus, we have constructed a function P̂(0)A (x−, h) which satisfies (4.80). A priori, it depends
on A. Nevertheless, thanks to (12.86), we have
P̂(0)A (x−, h) = P̂(0)B (x−, h) +O
(
hmin(A,B)/2
)
.
In other words, each coefficient in the asymptotic of P̂(0)A (x−, h) is independent of A for A
large enough. We call Qa,b,c(z, h) this coefficient. Using Borel’s lemma, we can finally find a
symbol Qtot satisfying the properties stated below (4.80). Note that it is not unique.
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Proof of Proposition 4.33. First, the pseudo-resonances at infinite order satisfy the asymp-
totic stated in Proposition 4.3. On can indeed adapt the proof of this result since Qtot(z, h)
is holomorphic in (4.9) and satisfies (4.82). We omit the details.
It remains to show that the pseudo-resonances at infinite order near any zq(τ) is unique.
Thus, taking into account the expression of the zq(τ)’s given in (4.15), it is enough to show
that
(12.89) ∃α > 0, ∀z1 6= z2 ∈ Res∞(P ) ∩ (4.9), |z1 − z2| ≥ α h| ln h| .
Assume that (12.89) does not hold true. Then, there exists a sequence of z1 6= z2 ∈ Res∞(P )∩
(4.9) such that z1−z2 = o(h| ln h|−1). As explained in the beginning of the proof of Proposition
4.3, we have in fact z1, z2 ∈ (11.6). We write
∂z
(
hS(z,h)/λ1−1/2Qtot(z, h)
)
= i
| ln h|
λ1h
hS(z,h)/λ1−1/2Qtot(z, h) + hS(z,h)/λ1−1/2∂zQtot(z, h).
From (4.80)–(4.81), we deduce ∂kzQtot(z, h) = O(h−k) for all k ∈ N. Moreover, (4.16) and
(4.82) imply |Qtot(z, h)| & 1. Eventually, as in Section 11.1, we have
1 .
∣∣hS(z,h)/λ1−1/2∣∣ = h∑nj=2 λj2λ1+ Im zλ1h . 1,
for all z ∈ (11.6). Then,
(12.90)
∣∣∂z(hS(z,h)/λ1−1/2Qtot(z, h))∣∣ ≥ β | lnh|
h
,
for some β > 0, h small enough and z ∈ (11.6). On the other hand,
(12.91) ∂kz
(
hS(z,h)/λ1−1/2Qtot(z, h)
)
= O
( | lnh|k
hk
)
,
for all k ∈ N and z ∈ (11.6). Using (12.90) and (12.91), the Taylor formula yields
0 =
∣∣hS(z1,h)/λ1−1/2Qtot(z1, h)− hS(z2,h)/λ1−1/2Qtot(z2, h)∣∣
≥ β | lnh|
h
|z1 − z2|+O
( | lnh|2
h2
)
|z1 − z2|2,(12.92)
and then
β = O
( | lnh|
h
)
|z1 − z2| = o
( | ln h|
h
h
| lnh|
)
= o(1),
which is absurd. Thus, we get (12.89) by contradiction and the proposition follows. 
Proof of Theorem 4.34. From Theorem 4.5 and (4.84), we already know that
dist
(
Res(P ),Res∞(P )
)
= o
( h
| lnh|
)
,
in the domain (4.12). Moreover, Proposition 4.33 implies that the distance between two
pseudo-resonances at infinite order is at least πλ1h| ln h|−1. Thus, to complete the proof of
Theorem 4.34, it is enough to show (4.85). Since a part of this estimate has already been
obtained in Theorem 4.5, it remains to show that (4.85) holds true if
(12.93) hC ≤ dist(z,Res∞(P )) ≤ ν h| lnh| ,
for some ν > 0.
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To prove this polynomial estimate, we follow the strategy of Section 11.2. If it does not
hold true, there exists a solution u of (8.2). Following the general reduction of Section 8 and
the first part of Section 11.2, the restriction u− ∈ I(Λ1+, h−N ) of u satisfies Lemma 12.8.
Let A ≥ 2C + 2. Using the computations made in (12.88), we deduce
a−(x−, h) = h
S(z,h)/λ1−1/2P̂(0)A (x−, h)a−(x−, h) +O(hA/2−N ).
By construction of Qtot, we have P̂(0)A (x−, h) = Qtot(z, h) + O(hA/2). The last equation
becomes
(12.94)
(
1− hS(z,h)/λ1−1/2Qtot(z, h)
)
a−(x−, h) = O(hA/2−N ).
From (12.93), there exists z˜ ∈ Res∞(P ) such that hC ≤ |z˜ − z| ≤ νh| lnh|−1. As in (12.92),
we have∣∣1− hS(z,h)/λ1−1/2Qtot(z, h)∣∣ = ∣∣hS(z˜,h)/λ1−1/2Qtot(z˜, h)− hS(z,h)/λ1−1/2Qtot(z, h)∣∣
≥ β | lnh|
h
|z˜ − z|+O
( | ln h|2
h2
)
|z˜ − z|2
≥ | lnh|
h
|z˜ − z|(β +O(ν)) ≥ β
2
| lnh|
h
|z˜ − z| & hC ,
for ν small enough. Then, (12.94) gives a−(x−, h) = O(hA/2−N−C ) = O(h−N+1). Applying
again (12.88), we obtain
u− ∈ I(Λ1+, h−N+1).
Thus, we have gained a factor h in the order of u−. The rest of the proof follows from the
usual bootstrap argument at the end of Section 9. 
12.6. Proof for tangential intersection of finite order.
This part is devoted to the proofs of the results of Section 4.6. We first demonstrate the
geometric statements of that section.
12.6.1. Proof of the geometric assertions. The manifold Λ1+ (the part of Λ+ after a turn
which is defined in (9.6)) projects nicely on the x-space near πx(γk ∩ Λ0−). This follows from
Proposition C.1 of [4] when Λ0− and Λ
1
+ intersect transversally along γk and from (2.6) when
Λ0− and Λ
1
+ are tangent along γk. Thus, the phase functions ϕ
k
+ are well-defined. Moreover,
the assumption (H13) implies (4.86). In the tangent case (i.e. when mk ≥ 2), we have
∆ϕk+ = ∆ϕ− on πx(γk) which implies that the limit (4.89) belongs in ]0,+∞[. We now show
the comparison formula (4.93).
Proof of (4.93). We use simultaneously the notations of Section 3.2, Section 4.6 and Section
5.1. Let Tk ∈ R be such that x+(t, ĝk+) = xk(t + Tk). By definition of tε+(ĝk+), we have
ε = |x+(tε+(ĝk+), ĝk+)| = |xk(tε+(ĝk+) + Tk)|. Then, (4.2) implies
(12.95) |gk+|eλ1(t
ε
+(ĝ
k
+)+Tk) = ε(1 + oε→0(1)).
The same way,
(12.96) |gk−|e−λ1(t
ε
−(ĝ
k
+)+Tk) = ε(1 + oε→0(1)).
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On the other hand, from (3.4) and (11.26), we get
Mε(ĝk+) =
Dk(tε+(ĝk+) + Tk)e−(t
ε
+(ĝ
k
+)+Tk)
∑
j λj/2
Dk(tε−(ĝk+) + Tk)e(t
ε
−(ĝ
k
+)+Tk)
∑
j λj/2
e(t
ε
+(ĝ
k
+)+t
ε
−(ĝ
k
+)+2Tk)
∑
j λj/2.
Then, the definitions of M±k and M0 give
(12.97)
M+k
M−k
=M0(ĝk+)e−(t
ε
+(ĝ
k
+)+t
ε
−(ĝ
k
+)+2Tk)
∑
j λj/2(1 + oε→0(1)).
Combining (12.95), (12.96) and (12.97) leads to
M+k
M−k
∣∣gℓ−∣∣λ1+λ2λ1 (iλ1gk+ · gℓ−)−S(z,h)/λ1
=M0(ĝk+)
(
iλ1ĝ
k
+ · ĝℓ−
)−S(z,h)/λ1 |gℓ−|λ1+λ22λ1 +i z−E0λ1h
|gk−|
λ1+λ2
2λ1
+i
z−E0
λ1h
ei(t
ε
−(ĝ
k
+)−t
ε
+(ĝ
k
+))
z−E0
h ε
2i
z−E0
λ1h (1 + oε→0(1)).
Remark that this quantity is independent of ε. Thus, taking the limit ε → 0 and using the
definition (5.1) of the time delay, we eventually obtain (4.93). 
It remains to give the
Proof of (4.87). Consider k ∈ {1, . . . ,K} such that mk ≥ 2. As in Section B.2, we project
the Hamiltonian flow Hp restricted to Λ
0
− onto R
2. Let
H−p = 2∇ϕ−(x) · ∂x,
be the Hamiltonian vector field restricted to Λ0−. This means that (x(t), ξ(t)) is a Hamiltonian
curve in Λ0− if and only if x(t) is an integral curve of H
−
p and ξ(t) = ∇ϕ−(x(t)). The
flow of H−p is contracting since 2∇ϕ−(x) = (−λ1x1,−λ2x2) + O(x2) from (2.6). Then, the
Hartman Theorem (see [76, Page 127]) provides a C1-diffeomorphism Φ : R2 → R2 defined in
a neighborhood of 0 such that Φ(0) = 0, dΦ(0) = IdR2 and
(12.98) Φ
(
exp(tH−p )(x)
)
= e−LtΦ(x),
with L = diag(λ1, λ2).
For t0 > 0 large enough, let δ
0 = (δ0x, δ
0
ξ ) ∈ Tγk(t0)Λ0− = Tγk(t0)Λ1+ be the tangent vector
defined by
(12.99) δ0x =
(
dΦ(xk(t0))
)−1
(0, 1) and δ0ξ = Hessϕ−(xk(t0))δ
0
x.
Let ρ0(s) : R→ Λ1+ be a smooth curve defined near 0 such that ρ0(0) = γk(t0) and ∂sρ0(0) =
δ0. Of course, this curve can not be a Hamiltonian trajectory since δ0 is almost orthogonal
to the Hamiltonian vector field. We now set, for t ≥ 0,
(12.100) ρ(t, s) = (x(t, s), ξ(t, s)) := exp(tHp)(ρ0(s)).
The idea is that the behavior of αk(x1) as x1 goes to 0 is given by the derivatives of ρ.
Since ρ(t, 0) = γk(t) is expandible from [54, Remark 3.10], the choice of coordinates and
the notations of (4.2) imply
(12.101) x(t, 0) =
(|gk−|e−λ1t0e−λ1t, 0)+O(e−(λ1+ε)t),
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for some ε > 0, and
(12.102) ∂tx(t, 0) = 2∇ϕ−(x(t, 0)) =
(− λ1|gk−|e−λ1t0e−λ1t, 0) + o(e−λ1t),
as t → +∞. We now study the large time behavior of the tangent vector ∂sρ(t, 0) ∈
Tγk(t+t0)Λ
1
+ = Tγk(t+t0)Λ
0
−. Using (12.98)–(12.100), we get
∂sx(t, 0) = dπxd exp(tHp)(δ
0) = dΦ−1e−LtdΦ(δ0x)
= dΦ−1e−Lt(0, 1) = (0, e−λ2t) + o(e−λ2t).(12.103)
In other words, (12.102) and (12.103) show that the derivatives ∂tx(t, 0) and ∂sx(t, 0) corre-
spond roughly speaking to the two base vectors (1, 0) and (0, 1) respectively.
We now compute the behavior of ϕk+(x(t, s)) − ϕ−(x(t, s)). For that, we construct new
symplectic coordinates as in [54, Lemma 2.1] or [4, Proposition C.1]. After the first symplec-
tic diffeomorphism F1 : (x, ξ) 7−→ (x, ξ −∇ϕ−(x)), the manifold Λ0+ becomes {(x,∇ϕ+(x)−
∇ϕ−(x))} = {(∇ψ+(ξ), ξ)} for some ψ+ ∈ C∞(Rn). We then define the symplectic diffeo-
morphism F2 : (x, ξ) 7−→ (x−∇ψ+(ξ), ξ) and introduce the new symplectic local coordinates
(y, η) = F2 ◦ F1(x, ξ). In particular,
(12.104) yj =
xj
2
− ξj
λj
+O((x, ξ)2) and ηj = ξj + λj
2
xj +O((x, ξ)2).
In these coordinates, Λ0− is given by ξ = 0 and Λ
0
+ is given by x = 0. Then, p(x, ξ) =
E0 + A(y, η)y · η where A ∈ C∞(R4) satisfies A(0, 0) = − diag(λ1, λ2). By construction, we
also have
(12.105) η(t, s) = ξ(t, s)−∇ϕ−(x(t, s)) = ∇ϕk+(x(t, s))−∇ϕ−(x(t, s)).
From (H13), the manifolds Λ0− and Λ
1
+ have an intersection of order mk along the trajectory
γk. From (12.105), it implies that η(t, s) vanishes at order mk on s = 0. It means that
(12.106) ∂αs η(t, 0) = 0,
for all 0 ≤ α ≤ mk − 1 and ∂mks η(t, 0) 6= 0. Combining with the particular form of p, it yields
∂t∂
mk
s η(t, 0) = ∂
mk
s ∂tη(t, 0)
= −∂mks (∂yp)(y(t, s), η(t, s))|s=0
= −∂mks
(
A(y, η)η + (∂yA)(y, η)y · η
)|s=0
= −A(γk(t))∂mks η(t, 0) − (∂yA)(γk(t))y(t, 0) · ∂mks η(t, 0),(12.107)
since γk(t) = (y(t, 0), 0) in the variables (y, η). Using ρ(t, s) ∈ Λ1+ ⊂ p−1(E0), we deduce(
A(y, η)y · η)(t, s) = 0,
for all t, s ∈ R. Differentiating mk times with respect to s and using (12.106), it yields
(12.108) A(γk(t))y(t, 0) · ∂mks η(t, 0) = 0.
Let (c1(t), c2(t)) := ∂
mk
s η(t, 0) denote the two coordinates of ∂
mk
s η(t, 0) ∈ R2. From (12.101),
(12.104) and ξ(t, 0) = ∇ϕ−(x(t, 0)), we get
y(t, 0) =
(|gk−|e−λ1t0e−λ1t, 0)+O(e−(λ1+ε)t),
for some ε > 0. Then, (12.108) gives
(12.109) c1(t) = O(e−εt)c2(t).
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Combining this equation with (12.107), we deduce
∂tc2(t) =
(
λ2 + r(t)
)
c2(t).
with r(t) = O(e−εt). It implies
(12.110) c2(t) = e
λ2te
∫ t
0 r(u) duc2(0) = e
λ2tβ +O(e(λ2−ε)t).
Since the contact between Λ0− and Λ
1
+ is of order mk, we have ∂
mk
s η(t, 0) 6= 0 and then
c2(t) 6= 0 from (12.109). It implies that β = e
∫+∞
0 r(u) duc2(0) 6= 0.
Define G(x1, x2) := ϕ
k
+(x1, x2) − ϕ−(x1, x2). From the assumption (H13), the manifolds
Λ0− and Λ
1
+ have an intersection of order mk along γk. It implies that G vanishes of order
1 +mk on the curve πx(γk). In particular,
(12.111) ∂αx1∂
β
x2G(xk(t)) = 0,
for all α, β ∈ N with α+ β ≤ mk. Derivating with respect to t yields
d∂αx1∂
β
x2G(xk(t))(∂tx(t, 0)) = 0.
From (12.102), it implies
∂1+αx1 ∂
β
x2G(xk(t)) = o
(
∂αx1∂
1+β
x2 G(xk(t))
)
.
By iteration, we deduce
(12.112) ∂1+αx1 ∂
β
x2G(xk(t)) = o
(
∂1+mkx2 G(xk(t))
)
,
for all α, β ∈ N with α+ β = mk.
Using (12.105), we can write η(t, s) = ∇G(x(t, s)). Differentiating mk times with respect
to s and using (12.111), we get
∂mks η(t, 0) = ∇dmkG(xk(t))
(
∂sx(t, 0), . . . , ∂sx(t, 0)
)
.
Considering the second coordinate in this equality leads to
c2(t) = e
−mkλ2t(1 + o(1))∂1+mkx2 G(xk(t)),
from (12.103) and (12.112). Combining with (12.101) and (12.110), it gives
∂1+mkx2 G(xk(t)) = βe
(1+mk)λ2t(1 + o(1)) = α∞k (1 +mk)!x
−(1+mk)λ2/λ1
1 (1 + o(1)),
with
α∞k :=
β
(1 +mk)!
(|gk−|e−λ1t0)(1+mk)λ2/λ1 6= 0.
Since G = ϕk+ − ϕ−, we have proved (4.87). 
12.6.2. Proof of Theorem 4.38. The proof of this result is similar to the one of Theorem 4.5.
The only thing which has to be changed is the computation of the quantum monodromy along
the trapped set K(E0). In other words, we must adapt Lemma 11.5 to the present setting.
With a new version of this lemma, the resonance free zone and the polynomial resolvent
estimate will follow as in Section 11.2. Moreover, considering “test functions” microlocalized
on the K1 first homoclinic curves (corresponding to the most tangential and thus the most
trapping trajectories), one can prove the existence of resonances near the pseudo-resonances
as in Section 11.3.
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We use the notations of Section 11.2. Let u be a solution of
(12.113)
{
(P − z)u = 0 microlocally near K(E0),
u = 0 microlocally near Λ− \ ({0} ∪ H),
with z ∈ (4.91) and ‖u‖L2(R2) ≤ 1. As in (11.23), one can show that
uk− ∈ I(Λ1+, h−N ) and uk+ ∈ I(Λ0+, h−N ),
for some N ∈ R. Following (11.25), the symbols ak± ∈ S(h−N ) are defined byu
k
−(x) = e
i
z−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h)e
iϕk+(x)/h,
uk+(x) = a
k
+(x, h)e
iϕ+(x)/h.
If m1 ≥ 2, Lemma 11.5 is replaced by
Lemma 12.9. There exist ζ > 0 and symbols Pk,ℓ ∈ S(1) independent of u such that
(12.114) ak−(x, h) = h
S(z,h)/λ1−
m1
1+m1
K1∑
ℓ=1
Pk,ℓ(x, h)aℓ−(xℓ−, h) + S(h−N+ζ),
for all k ∈ {1, . . . ,K} and x near πx(Uk− ∩ Λ1+). Moreover, Pk,ℓ(xk−, h) = Qk,ℓ(z, h) where Q
is given by (4.88) for k ∈ {1, . . . ,K1}.
Note that only the contributions of the K1 “most tangential” trajectories appear in the
leading term. The other contributions enter into the remainder term S(h−N+ζ).
Proof. As in the proof of Lemma 11.5, we begin with the propagation through the hyperbolic
fixed point (0, 0). The function u satisfies (11.28) and we can then apply Theorem A.2 to
compute u+. More precisely, u+ can be written as the sum over ℓ ∈ {1, . . . ,K} of the
contributions provided by (A.8). Thus, we have
ak+(x, h) = h
λ2−λ1
2λ1
−i
z−E0
λ1h
K∑
ℓ=1
∫
Hℓ
ei(ϕ
ℓ
+−ϕ−)(y)/hei
z−E0
h
tℓ−
M−ℓ
Dℓ(tℓ−)
d(x, y, z, h)aℓ−(y, h) dy,
where Hℓ = {x ∈ Rn; x1 = ε0} and ε0 > 0 denotes the first coordinate of xℓ−. Recall
that, in the previous expression, we have made a linear changes of coordinates adapted to
each trajectory γℓ (i.e. the y variables depend on ℓ). We now compute these integrals
by the method of the (degenerate) stationary phase. We note that the hyperplane Hℓ is
unidimensional and that the phase function ϕℓ+ − ϕ− has a zero of finite order 1 + mℓ at
xk2(y1) from (4.86). Then, applying (7.7.30) and (7.7.31) of Ho¨rmander [58] to compute these
previous oscillatory integrals, we obtain
ak+(x, h) = h
λ2−λ1
2λ1
−i
z−E0
λ1h
K∑
ℓ=1
h
1
1+mℓ |αℓ(xℓ−)|−
1
1+mℓ
2bℓ
1 +mℓ
Γ
( 1
1 +mℓ
) M−ℓ
Dℓ(tℓ−)
× ei z−E0h tℓ−d(x, xℓ−, z, h)aℓ−(xℓ−, h) + S
(
h
λ2−λ1
2λ1
−i z
λ1h
+ 2
1+mℓ
−N)
,
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with the notations αℓ(x1, x2) := αℓ(x1) and
bℓ =
 e
i π
2+2mℓ
sgn(α∞
ℓ
)
for odd mℓ,
cos
( π
2 + 2mℓ
)
for even mℓ.
Taking only the leading terms, it gives
(12.115) ak+(x, h) = h
S(z,h)/λ1−
m1
1+m1
K1∑
ℓ=1
R˜k,ℓ(x, h)aℓ−(xℓ−, h) + S(h−N+ζ),
with ζ > 0 and R˜k,ℓ ∈ S(1) defined by
R˜k,ℓ(x, h) = |αℓ(xℓ−)|−
1
1+m1
2bℓ
1 +m1
Γ
( 1
1 +m1
) M−ℓ
Dℓ(tℓ−)
ei
z−E0
h
tℓ−d0(x, x
ℓ
−, z).
We now explicit R˜k,ℓ in terms of geometric quantities. For that, we use the usual trick:
we obtain a formula of R˜k,ℓ in terms of a free parameter (concretely, the distance to 0 of
the hyperplane of integration), and we compute its asymptotic behavior when this parameter
diverges. Such a method has been used in [9, (6.26)] for instance. For 0 < ε ≤ ε0, let tε > 0
be such that the first coordinate of xℓ(tε) is ε. In particular, tε0 = t
ℓ
−, xℓ(tε0) = x
ℓ
− and
tε → +∞ as ε → 0. We remark that the symbol R˜k,ℓ is independent of the initial condition
aℓ−(x
ℓ
−, h). Thus, to compute R˜k,ℓ, we can always assume that N = 0, aℓ−(xℓ−, h) = 1 and
aℓ
′
−(x, h) = 0 for ℓ 6= ℓ′. The idea is to compute a− near xℓ(tε) using the usual propagation
of Lagrangian distributions and then to apply Theorem A.2 with initial condition on the
hyperplane {y1 = ε}. Since (P−z)u− = 0 microlocally near πx(γℓ∩Λ0−), the usual propagation
of WKB solutions gives
(12.116) a−(xℓ(tε), h) = a−(xℓ(tε0), h)
Dℓ(tε0)
Dℓ(tε) e
i
z−E0
h
(tε−tε0 ) + S(h−N+1).
We now compute a+(x, h) using Theorem A.2 with initial condition on {x1 = ε}. In other
words, applying (12.115) with ε0 replaced by ε, we deduce
ak+(x, h) = h
S(z,h)/λ1−
m1
1+m1 |αℓ(xℓ(tε))|−
1
1+m1
2bℓ
1 +m1
Γ
( 1
1 +m1
) M−ℓ
Dℓ(tε0)
× ei z−E0h tε0d0(x, xℓ(tε), z)aℓ−(xℓ(tε), h) + S(hζ).(12.117)
Combining (12.116) and (12.117) with the uniqueness of the solution of the microlocal Cauchy
problem (12.113), we get
(12.118) R˜k,ℓ(x, h) = |αℓ(xℓ(tε))|−
1
1+m1
2bℓ
1 +m1
Γ
( 1
1 +m1
) M−ℓ
Dℓ(tε)e
i
z−E0
h
tεd0(x, xℓ(tε), z),
for all 0 < ε ≤ ε0. We now compute the asymptotic as ε → 0 of this quantity which is
independent of ε. As in Lemma 10.2, the symbol d0 satisfies the following estimate. Its proof
is postponed at the end of the section.
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Lemma 12.10. We have
d0(x
k
+, xℓ(tε), z) =
√
λ1λ2
2π
e−i
π
2 Γ
(
S(z, h)/λ1
) M+k
Dk(tk+)
∣∣gℓ−∣∣(iλ1gk+ · gℓ−)−S(z,h)/λ1
× ei z−E0h tk+etεS(z,h)e−λ1tε(1 + oε→0(1)).(12.119)
On the other hand, (4.89) gives
(12.120) Dℓ(tε) =M−ℓ e−tε
∑
j λj/2(1 + oε→0(1)).
Eventually, (4.87) implies
(12.121) |αℓ(xℓ(tε))|−
1
1+m1 = |α∞k |−
1
1+m1 |gℓ−|λ2/λ1e−λ2tε(1 + oε→0(1)).
since xℓ(tε) = g
ℓ
−e
−λ1tε(1 + oε→0(1)) from (2.8). We now insert the asymptotics (12.119),
(12.120) and (12.121) in the formula (12.118). Using that R˜k,ℓ is equal to its limit as ε → 0
since it is independent of ε, it yields
R˜k,ℓ(xk+, h) = |α∞k |−
1
1+m1 bℓ
√
λ1λ2
π(1 +m1)
Γ
( 1
1 +m1
)
Γ
(
S(z, h)/λ1
) M+k
Dk(tk+)
e−i
π
2
× |gℓ−|
λ1+λ2
λ1
(
iλ1g
k
+ · gℓ−
)−S(z,h)/λ1ei z−E0h tk+ .(12.122)
We now express a− in terms of a+. From (12.113), the function u verifies the microlocal
Cauchy problem (11.30). Then, exactly as in (11.31), we have
(12.123) ei
z−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h) = Sk(x, h)ak+(x˜(x), h) + S(h−N+1),
where x˜(x) = πx(exp((t
k
− − tk+)Hp)(x,∇ϕ1+(x))) and Sk ∈ S(1) is a symbol satisfying
(12.124) Sk(xk−, h) = eiAk/he−i
π
2
νkei
z−E0
h
(tk−−t
k
+)
Dk(tk+)
Dk(tk−)
.
Combining (12.115) and (12.123), we obtain (12.114). Eventually, (12.122) and (12.124) give
Pk,ℓ(xk−, h) = e−i
z−E0
h
tk−
Dk(tk−)
M−k
Sk(xk−, h)R˜k,ℓ(xk+, h)
= eiAk/h|α∞k |−
1
1+m1 bℓ
√
λ1λ2
π(1 +m1)
Γ
( 1
1 +m1
)
Γ
(
S(z, h)/λ1
)M+k
M−k
× e−π2 (νk+1)i∣∣gℓ−∣∣λ1+λ2λ1 (iλ1gk+ · gℓ−)−S(z,h)/λ1
= Qk,ℓ(z, h),(12.125)
and Lemma 12.9 follows. 
Proof of Lemma 12.10. This result is similar to Lemma 10.2 and we used here some estimates
of its proof (see Section B.5). First, coming back to the definitions of tε and g
ℓ
−, we obtain
ε = |gℓ−|e−λ1tε(1 + oε→0(1)).
Moreover, with the notation of (2.8), we have
g−(γℓ(tε)) = g
ℓ
−e
−λ1tε and g+(ρ
k
+) = g
k
+e
λ1tk+ .
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Otherwise, as in (B.58) and (B.59), one can show∣∣det∇2y′,y′ϕ−(xℓ(tε))∣∣ 12 =√λ22 + oε→0(1) and ∣∣∂ξ1p(γℓ(tε))∣∣ 12 =√λ1ε(1 + oε→0(1)).
The Liouville formula ∂t lnDk(t) = ∆ϕ+(xk(t)) for t≪ −1 and (4.3) give
e
∫−∞
0 (∆ϕ+(x(s))−
∑
j λj/2) ds =
M+k
Dk(tk+)
et
k
+
∑
j λj/2,
with the notations of (A.11) in the left hand side. Eventually, we will prove that
(12.126) lim
t→+∞
e(
∑
j λj/2−λ1)t√∣∣∣ det ∂y(t,y′,η′)∂(t,y′) |η′=∂y′ϕ−(y)∣∣∣ =
√
2
λ1ε
(1 + oε→0(1)).
The previous estimates together with (A.11) imply the lemma.
It remains to show (12.126). Computing the derivative with respect to t as in (B.61) yields
(12.127)
∂y(t, y′, η′)
∂t
|η′=∂y′ϕ−(y) = −λ1εe−λ1t
(
1
0
)
+O(e−(λ1+ν)t),
for some ν > 0. We now compute the derivative of y(t, y′, η′) with respect to y′ at η′ =
∂y′ϕ−(y) as in (B.72). This estimate can not be directly applied here since we have not
assumed that λ1 = λ2. Note that y
′ = y2 since n = 2 in the present setting. As in (B.62), we
have to follow the evolution along the Hamiltonian flow of a tangent vector (δy, δη) of Λη′ . In
particular,
(12.128) δy(0) = (0, δy′(0)) and δη(0) =
(
∂y′f−(ε, y
′, η′) · δy′(0), 0
)
.
Let symplectic local coordinates (k, κ) ∈ T ∗R2 centered at (0, 0) such that Λ0− (resp. Λ0+) is
given by k = 0 (resp. κ = 0) with
(12.129) kj =
1√
λj
(
ηj +
λj
2
yj
)
+O((y, η)2) and κj = 1√
λj
(
ηj − λj
2
yj
)
+O((y, η)2).
Then, p(y, η) = E0+A(k, κ)k · κ with A(0, 0) = diag(λ1, λ2). In these coordinates, the initial
condition (12.128) becomes
δk(0) =
1
2
(
2λ
−1/2
1 ∂y′f−(ε, y
′, η′) · δy′(0), λ1/22 δy′(0)
)
+O(ε)|δy′ (0)|,(12.130)
δκ(0) =
1
2
(
2λ
−1/2
1 ∂y′f−(ε, y
′, η′) · δy′(0),−λ1/22 δy′(0)
)
+O(ε)|δy′(0)|.(12.131)
Moreover, as in (B.67), the evolution of the tangent vector (δk, δκ) verifies
(12.132)
d
dt
(
δk
δκ
)
=
(
diag(λ1, λ2) +O
(
εe−λ1t
)
0
O(εe−λ1t) − diag(λ1, λ2) +O(εe−λ1t)
)(
δk
δκ
)
.
From the first equation
(12.133) ∂tδk =
(
diag(λ1, λ2) +O
(
εe−λ1t
))
δk,
we deduce
(12.134) |δk(t)| = O(eλ2t)|δk(0)|.
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Thus, the second line of (12.133) can be written
∂tδk2 = λ2δk2 +O
(
εe(λ2−λ1)t
)|δk(0)|,
which implies ∂t(e
−λ2tδk2) = O(εe−λ1t)|δk(0)|. As consequence,
(12.135) δk2(t) = e
λ2tδk2(0) +O
(
εeλ2t
)|δk(0)|.
On the other hand, as in (B.69), [54, Lemma 5.6] gives δκ(t) = Oε(e−λ1t)δk(t) and then
(12.136) δκ(t) = Oε
(
e(λ2−λ1)t
)|δk(0)|,
from (12.134). Inverting the change of variables (12.129), the relations (12.134)–(12.136)
imply
(12.137) δy(t) =
eλ2t√
λ2
(O(1)|δk(0)|, δk2(0)) +Oε(e(λ2−λ1)t)|δk(0)| +O(εeλ2t)|δk(0)|.
As in (B.71), we have ∂y′f−(ε, y
′, ∂y′ϕ−(y)) = O(1) and (12.130) becomes
δk(0) =
√
λ2
2
(O(1)|δy′(0)|, δy′ (0)) +O(ε)|δy′ (0)|.
Thus, (12.137) can be written
δy(t) =
eλ2t
2
(O(1)|δy′(0)|, δy′ (0)) +Oε(e(λ2−λ1)t)|δy′(0)| +O(εeλ2t)|δy′(0)|.
In other words, we have proved
(12.138)
∂y(t, y′, η′)
∂y′
|η′=∂y′ϕ−(y) =
1
2
eλ2t
(O(1)
1
)
+Oε
(
e(λ2−λ1)t
)
+O(εeλ2t).
Combining (12.127) and (12.138), we get∣∣∣ det ∂y(t, y′, η′)
∂(t, y′)
|η′=∂y′ϕ−(y)
∣∣∣ = λ1ε
2
e(λ2−λ1)t +Oε
(
e(λ2−λ1−ν)t
)
+O(ε2e(λ2−λ1)t),
for some new ν > 0. Eventually, this gives (12.126). 
13. Proof of the asymptotic of the resonances for a nappe of homoclinic
curves
The proof of Theorem 5.3 is a combination of that of resonance free domains for strong
trapping (see Section 10) and that of the asymptotic of the resonances generated by transversal
homoclinic trajectories (see Section 11). This is done in Section 13.1 and Section 13.2. Lastly,
the proof of the other results of Section 5 can be found in Section 13.3.
The first step is to give the asymptotic of the pseudo-resonances and to obtain some useful
estimates on the classical quantization operator T . It is crucial to recall that, thanks to (H14),
the operator T can be written T (z, h) = T˜ (ρ, σ) (see (5.3)). Moreover, (ρ, σ) 7→ T˜ (ρ, σ) is
an analytic function on (S1)K × C (for Imσ > −nλ/2) with values in the set of compact
operators.
Proposition 5.2 is similar to Proposition 4.3. The difference is that T may be a compact
operator on an infinite dimensional space whereas Q is a matrix. Nevertheless, the proof of
Proposition 4.3 can be followed here since the number of eigenvalues of T playing a role in the
set (5.5) is uniformly bounded (see (5.4)) and since the perturbation theory for finite systems
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of eigenvalues works as in the case of finite dimension (see Chapter IV.5 of Kato [64]). We
omit the details. Moreover, one can obtain the following result adapting the proof of Lemma
11.3.
Lemma 13.1. Let β,C > 0. There exists M > 0 such that, for all z in (5.5),
dist
(
z,Res0(P )
)
> β
h
| lnh| =⇒
∥∥(1− h−i z−E0λh T (z, h))−1∥∥ ≤M.
13.1. Resonance free zone and resolvent estimate.
As in Section 11.2, we show that P has no resonance away from the pseudo-resonances and
that its resolvent satisfies a polynomial estimate. More precisely, we have
Proposition 13.2. Let C, δ > 0. For h small enough, P has no resonance in the domain
(13.1) E0 + [−Ch,Ch] + i
[
− C h| lnh| ,
h
| ln h|
]
\
(
Res0(P ) +B
(
0, δ
h
| ln h|
))
.
Moreover, there exists M > 0 such that∥∥(Pθ − z)−1∥∥ . h−M ,
uniformly for h small enough and z ∈ (13.1).
This result is proved in the rest of this part following the general contradiction argument
of Section 8, the strategy developed in Section 11.2 to deal with homoclinic trajectories and
the constructions of Section 10 made for the present strong trapping case.
Following Section 8, we consider a solution u of (8.2) with Ωh = (13.1) and show that it
vanishes microlocally near each point of K(E0) = {(0, 0)} ∪ H. This will prove Proposition
13.2. We assume that Pθ = P microlocally in a neighborhood of K(E0) and use the notations,
constructions and results of Section 10 (the hypotheses of Section 3.2 hold true here). Thus,
for ε > 0 be small enough, we set Sε± = {(x, ξ) ∈ Λ0±; |x| = ε}, Hε± = Sε± ∩H and Hεtang,± =
Sε± ∩Htang.
For β ∈ Sn−1, let F (ε, β) ∈ Sn−1 denote the normalized asymptotic direction of the Hamil-
tonian trajectory of Λ0− passing through εβ. This function is studied in Section B.2. To be
precise, F concerns initially the Hamiltonian trajectories of Λ0+ but can also be used on Λ
0
−
(see the paragraph after (B.22)). For ε small enough, F (ε, ·) is a diffeomorphism of Sn−1 and
the image of Hεtang,− is precisely H−∞tang. From (H14) and (B.21), there exists K disjoint open
subsets V1, . . . , VK of S
n−1 with
πx
(H−∞tang ∪Hεtang,−) ⊂ V := ⋃
1≤k≤K
Vk,
for ε small enough and such that the action A and the Maslov index ν are constant on each
Vk ∩ πx(H−∞tang ∪ Hεtang,−). We also consider V ε± ⊂ εSn−1 small neighborhoods of πx(Hεtang,±)
such that V ε− ⋐ εV
We construct the functions utang± , u
trans
± ∈ L2(Rn) as in the beginning of Section 10.1. In
particular, the microsupport of utang− intersected with εS
n−1 is a subset of V ε−. It has already
been proved in (10.8)–(10.13) that
(13.2) u•− ∈ I(Λ1+, h−N
•
−) and utang+ ∈ I(Λ0+, h−N
tang
− ),
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for some N•− ∈ R. Moreover, Lemma 10.1 implies that we always have
(13.3) N trans− ≤ N tang− .
In other words, the transversal part utrans− is controlled by the tangential part u
tang
− .
We now deal with the tangential part following Section 10.2. We set
utang− (y, h) = a−(y, h)e
−iAy/heiϕ
1
+(y)/h and utang+ (x, h) = a+(x, h)e
iϕ+(x)/h,
with a± ∈ S(h−N
tang
− ). The phase function ϕ1+ parametrizes Λ
1
+ with the same convention
mutatis mutandis as in (11.24). For y ∈ supp(a−) ⊂ V ε− ⊂ εV, there is a unique k ∈ {1, . . . ,K}
such that y ∈ Vk and the action term Ay is chosen equal to Ak. Since the Vk’s are disjoint, this
choice does not affect the regularity of a−. Note that these notations and the renormalization
factor e−iA
y/h are slightly different from those of Section 10.2 and (11.25).
We now obtain a closed equation on a− making a turn along the trapped set. The following
result corresponds to Lemma 11.5 (see also Lemma 12.5 and Lemma 12.8) in the strong
trapping case.
Lemma 13.3. There exist R, ζ > 0 independent of u such that, for ε small enough and V ε−
sufficiently close to πx(Hεtang,−), we have
(13.4) ‖a−(ε·, h)‖L∞(Sn−1) ≤ R‖a−(ε·, h)‖L2(H−∞tang) +Oε(h
−Ntang− +ζ),
and
a−(ε·, h) = h−i
z−E0
hλ T (z, h)a−(ε·, h) + oε→0(1)‖a−(ε·, h)‖L2(H−∞tang) +Oε(h
−Ntang− +ζ),(13.5)
as functions in L2(H−∞tang).
Proof. We first express a+ in terms of a−. For that, we follow the beginning of Section 10.2.
Equation (10.20) states that
utang+ = Jtang←tangutang− + I(Λ0+, h−N
tang
− +
1
2 ).
To compute Jtang←tangutang− , we decompose utang− into small parts as in Section 10.2. Thus,
for ν > 0 be small enough, we consider the partition of the unity constructed in (10.21). It
induces the decompositions (10.28) and (10.33)–(10.34) of a− and a+. That is
(13.6) a−(y, h) =
∑
1≤j≤J
aj−(y, h) + S(h
∞),
where aj−(y, h) = ϕj(y − yj)a−(y, h) for y ∈ εSn−1 and the ϕj ∈ C∞0 (Rn; [0, 1]) satisfy∑
1≤j≤J
ϕj(y − yj) = 1 locally near πx
(Hεtang,−).
Moreover, we have
(13.7) a+(x, h) =
∑
1≤j≤J
aj+(x, h) + S(h
∞),
with
aj+(x, h) = h
−i
z−E0
hλ
∫
Hj
ei(ϕ
1
+(y)−ϕ−(y))/hdj0(x, y, z)e
−iAy/haj−(y, h) dy + S(h
−Ntang− +ζ),
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for some 0 < ζ < 1/2. Applying (10.7), (10.35) which provides the asymptotic of dj0 and
(10.32) which express aj− on Hj in terms of a− on εS
n−1, the previous equation becomes
aj+(x, h) =
∫
Hj
(
εf(x, Y (y)) +O(ε2−n) +Oε(ν)
)
ϕj(Y (y)− yj)
× ei(ϕ1+(y)−ϕ−(y)−iAy)/ha−(Y (y), h) dy +Oε,ν(h−N
tang
− +ζ),
where
f(x, Y ) = h−i
z−E0
hλ e−in
π
4
( λ
2π
)n
2 (
iλx · Y )−n2+i z−E0λh Γ(n
2
− iz − E0
λh
)
.
Performing the change of variables Hj ∋ y 7→ Y = Y (y) ∈ εSn−1 as in (10.38), it yields
aj+(x, h) =
∫
εSn−1
(
εf(x, Y ) +O(ε2−n) +Oε(ν)
)
ϕj(Y − yj)
× ei(ϕ1+(y(Y ))−ϕ−(y(Y ))−Ay(Y ))/ha−(Y, h) dY +Oε,ν(h−N
tang
− +ζ).(13.8)
Note that the remainder terms are uniform with respect to j. Thus, summing over j, (13.6)–
(13.7) and (13.8) give
a+(x, h) =
∫
εSn−1
(
εf(x, Y ) +O(ε2−n) +Oε(ν)
)
ei(ϕ
1
+(y(Y ))−ϕ−(y(Y ))−A
y(Y ))/h
× a−(Y, h) dY +Oε,ν(h−N
tang
− +ζ).
Choosing now ν small enough depending on ε and using that a−(Y, h) = 0 for Y ∈ εSn−1 \V ε−
by construction, it yields
a+(x, h) =
∫
V ε−
(
εf(x, Y ) +O(ε2−n))ei(ϕ1+(y(Y ))−ϕ−(y(Y ))−Ay(Y ))/h
× a−(Y, h) dY +Oε(h−N
tang
− +ζ)
=
∫
V ε−
εf(x, Y )ei(ϕ
1
+(y(Y ))−ϕ−(y(Y ))−A
y(Y ))/ha−(Y, h) dY
+O(ε)‖a−(ε·, h)‖L2(Sn−1) +Oε(h−N
tang
− +ζ).
Thanks to the regularity of the measure, V ε− can be taken arbitrarily close to the compact
set πx(Hεtang,−). Moreover, for Y ∈ πx(Hεtang,−), the Hamiltonian curve γ(t) = (y(t), η(t)) =
exp(tHp)(y(Y ),∇ϕ1+(y(Y ))) lies both in Λ0− and Λ1+ and then
ϕ1+(y(Y ))− ϕ−(y(Y )) =
∫
γ(]−∞,0])
ξ · dx− ϕ−(0) +
∫
γ(]0,+∞])
ξ · dx = Ay(Y ).
Combining these arguments, the previous equation becomes
a+(x, h) =
∫
πx(Hεtang,−)/ε
ε2i
z−E0
λh f(ε−1x, ω˜)a−(εω˜, h) dω˜
+O(ε)‖a−(ε·, h)‖L2(Sn−1) +Oε(h−N
tang
− +ζ).
We now remark that |f(ε−1x, ω˜)| . 1 uniformly for x ∈ εSn−1 ∩ supp a+ and ω˜ ∈ Sn−1 ∩
supp a−(ε·, h). Thus, Lemma 10.4 and this estimate allow to replace πx(Hεtang,−)/ε by H−∞tang
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in the domain of integration. It yields
a+(x, h) =
∫
H−∞tang
ε2i
z−E0
λh f(ε−1x, ω˜)a−(εω˜, h) dω˜
+ oε→0(1)‖a−(ε·, h)‖L2(Sn−1) +Oε(h−N
tang
− +ζ).(13.9)
We now express a− in terms of a+ following the evolution of u along the homoclinic set H.
Here, we can directly apply (10.46) which says
(13.10) a−(εω, h) = e
iAεω/he−iνω
π
2 eiTω
z−E0
h Mε(αω)χε−(εω)a+(xω, h) + S(h−N
tang
− +1).
As explained below (10.50), the coefficient Mε(αω) is uniformly bounded with respect to
ω ∈ suppa−(ε·, h) and ε. Thus, (13.9) and (13.10) imply
(13.11) |a−(εω, h)| ≤ R‖a−(ε·, h)‖L2(H−∞tang) + oε→0(1)‖a−(ε·, h)‖L2(Sn−1) +Oε(h
−Ntang− +ζ),
uniformly for ω ∈ Sn−1. Taking the L2 norm leads to
(13.12) ‖a−(ε·, h)‖L2(Sn−1) ≤ R‖a−(ε·, h)‖L2(H−∞tang) +Oε(h
−Ntang− +ζ),
for ε small enough. Using again (13.11), we finally obtain (13.4).
We pass to the proof of (13.5). Combining (13.9), (13.10) and (13.12), we obtain
a−(εω,h) = 1πx(Hεtang,−)/εe
iAεω/he−iνω
π
2 ε2i
z−E0
λh eiTω
z−E0
h Mε(αω)
×
∫
H−∞tang
f(ε−1xω, ω˜)a−(εω˜, h) dω˜ + oε→0(1)‖a−(ε·, h)‖L2(H−∞tang) +Oε(h
−Ntang− +ζ),(13.13)
as functions in L2(H−∞tang). In the previous equation, we have used (10.1) and Lemma 10.4 in
order to replace χε−(ε·) by 1πx(Hεtang,−)/ε. Assume that ω ∈ H−∞tang∩πx(Hεtang,−)/ε. In this case,
the Hamiltonian trajectory γ(t) = exp(tHp)(εω,∇ϕ−(εω)) is homoclinic and its asymptotic
direction αω ∈ H+∞tang is given by (10.47). There is no reason for αω to be equal to α(ω) even
if (10.48), (B.20) and Lemma B.10 imply that
(13.14) αω = α(ω) + oε→0(1),
uniformly with respect to ω. In particular, we have
(13.15) eiA
εω/h = eiA(αω)/h = eiA(α(ω))/h,
for ε small enough, since the action is locally constant from (H14). This is why we make
this hypothesis. For the same reason, we have e−iνω
π
2 = e−iν(α(ω))
π
2 . On the other hand, the
uniform convergence of Mε(α) to M0(α) (see (3.5)) and (13.14) yield
Mε(αω) =M0(α(ω)) + oε→0(1).
It remains to deal with Tω. By definition, we have Tω = t
ε
−(αω) − tε+(αω). By Proposition
B.6 and Proposition B.7, we get
ε2i
z−E0
λh eiTω
z−E0
h = eiq(αω)
z−E0
h
+iε(r−m)(ε,αω)
z−E0
h ,
withm, r ∈ C0([−ε0, ε0]×H+∞tang). Moreover, q(α) = T (α) ∈ C0(H+∞tang) from (5.1). Combining
with (13.14), we obtain
ε2i
z−E0
λh eiTω
z−E0
h = eiT (α(ω))
z−E0
h + oε→0(1),
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uniformly with respect to ω. Lastly, using xω = εF
−1(ε, α(F (ε, ω))) (see (10.48)), (B.20) and
(B.21), we deduce xω = εα(ω) + oε→0(ε) uniformly with respect to ω. From the form of f , it
implies
f(ε−1xω, ω˜) = f(α(ω), ω˜) + oε→0(1),
uniformly with respect to ω, ω˜. Using the previous asymptotics together with (13.13), we
obtain
a−(εω, h) = 1πx(Hεtang,−)/εe
iA(α(ω))/he−iν(α(ω))
π
2 eiT (α(ω))
z−E0
λh M0(α(ω))
×
∫
H−∞tang
f(α(ω), ω˜)a−(εω˜, h) dω˜ + oε→0(1)‖a−(ε·, h)‖L2(H−∞tang) +Oε(h
−Ntang− +ζ),(13.16)
as functions in L2(H−∞tang). In this formula, we recognize the kernel of the operator T (z, h)
given in (5.2) and we get
a−(εω, h) = 1πx(Hεtang,−)/εh
−i
z−E0
hλ T (z, h)a−(ε·, h)
+ oε→0(1)‖a−(ε·, h)‖L2(H−∞tang) +Oε(h
−Ntang− +ζ).
Using (5.2), (10.1) and Lemma 10.4, we have∥∥(1− 1πx(Hεtang,−)/ε)T (z, h)(ω, ω˜)∥∥L2(H−∞tang×H−∞tang) = oε→0(1).
Then, we finally obtain
a−(ε·, h) = h−i
z−E0
hλ T (z, h)a−(ε·, h) + oε→0(1)‖a−(ε·, h)‖L2(H−∞tang) +Oε(h
−Ntang− +ζ),
as functions in L2(H−∞tang). This is precisely (13.5). 
From (13.5), we can write(
1− h−i z−E0hλ T (z, h))a−(ε·, h) = oε→0(1)‖a−(ε·, h)‖L2(H−∞tang) +Oε(h−Ntang− +ζ).
Using that z ∈ (13.1) is at distance h| ln h|−1 of the pseudo-resonances, Lemma 13.1 gives
‖a−(ε·, h)‖L2(H−∞tang) ≤ oε→0(1)‖a−(ε·, h)‖L2(H−∞tang) +Oε(h
−Ntang− +ζ)
≤ O(h−Ntang− +ζ),
for ε small enough. Applying (13.4), we have
(13.17) ‖a−(ε·, h)‖L∞(Sn−1) = O(h−N
tang
− +ζ).
Now the rest of the proof follows the end of Section 10.2. We successively show that the
L∞ norm of a−(·, h) is a O(h−N
tang
− +ζ) in a vicinity of εSn−1, that a− ∈ S(h−N
tang
− +
ζ
2 ) by
the Landau–Kolmogorov inequalities, that u− = O(h∞) by the standard bootstrap argument
and finally that u = O(h∞) thanks to Proposition 8.6. Thus, Proposition 13.2 follows from
the general strategy of Section 8.1.
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(
Op(χ)e−iA
y
v˜(y)
)
0
Htang
MS(v)
pix(Hεtang,−)
Figure 54. The microsupport of v.
13.2. Existence of resonances near the pseudo-resonances.
To prove Theorem 5.3, it remains to show that P has at least one resonance near each
pseudo-resonance. This is done in the following proposition.
Proposition 13.4. Let C, r > 0 and assume that h is small enough. For any pseudo-
resonance z in the set (5.5), the operator P has at least one resonance in B(z, rh| ln h|−1).
This result is the analogous to Proposition 11.6 in the present strong trapping geometry.
It will be proved the same way following Section 11.3. Note that Theorem 5.3 is a direct
consequence of Proposition 13.2 and Proposition 13.4.
As in the beginning of Section 11.3, we assume that Proposition 13.4 does not hold true.
The compactness argument of (11.42) can be adapted here. Thus, there exists a (decreasing)
sequence of h which goes to 0 such that
τ(h) = Re
z − E0
h
−→ τ0 ∈ [−C,C],
ρ(h) −→ ρ0 ∈ (S1)K and
(13.18) P has no resonance in B
(
z0q , r
h
| ln h|
)
,
where
z0q = E0 + 2qπλ
h
| ln h| + i ln(µ0)λ
h
| ln h| ∈ (5.5),
the complex number µ0 6= 0 is an eigenvalue of T0 := T˜ (ρ0, τ0) and q = q(h) ∈ Z is such that
Re z0q = τ0 + oh→0(1).
We now construct a test function as in (11.45). Let w0 ∈ L2(H−∞tang) be a normalized
eigenvector of T0 associated to the eigenvalue µ0. We extend w0 by 0 on the set Sn−1 \H−∞tang.
Since w0 is a priori non-regular, we consider w ∈ C∞(Sn−1) satisfying
(13.19) ‖w −w0‖L2(Sn−1) ≤ η,
for some small η > 0 which will be fixed in the sequel. Let v˜ be a WKB solution of{
(P − z˜)v˜ = 0 near εSn−1,
v˜(x) = χε−(x)w(x/ε)e
iϕ1+(x)/h on εSn−1,
holomorphic in z˜ ∈ B(E0, (C + 1)h). In particular, v˜(x) = a˜(x, h)eiϕ1+(x)/h is a Lagrangian
distribution whose symbol a˜ ∈ S(1) vanishes outside a small neighborhood of πx(Hεtang,−)
(near εSn−1) and has a classical expansion a˜(x, h) = a˜0(x) + a˜1(x)h + · · · in S(1). Consider
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now cut-off functions χ,ψ ∈ C∞0 (T ∗Rn) such that χ = 1 near V ε−, ψ = 1 near supp(∇χ) ∩
{exp(tHp)(x,∇ϕ1+(x)); t < 0 and x ∈ V ε−} and such that χ and ψ are supported in the region
where v˜ is defined (see Figure 54). Then, our test function is
(13.20) v = Op(ψ)
[
P,Op(χ)
]
e−iA
y/hv˜(y),
which is holomorphic in (5.5). Note that, the function Ay is smooth on the support of v˜
thanks to (13.19).
As in Section 11.3, we denote D = B(z0q , sh| lnh|−1) for some 0 < s < r fixed below. Let
u ∈ L2(Rn) be the solution of
(13.21) (Pθ − z˜)u = v,
for z˜ ∈ ∂D. The set ∂D is at distance h| ln h|−1 from the pseudo-resonances. From Proposition
13.2, u = (Pθ − z˜)−1v is well-defined, holomorphic near ∂D and ‖u‖ . h−M uniformly for
z˜ ∈ ∂D. We define utang− and utrans− as in Section 10.1. Following Section 10.2, we get
u•− ∈ I(Λ1+, h−N
•
−),
for some N•− ∈ R uniformly for z˜ ∈ ∂D. Furthermore, N trans− ≤ N tang− . As in the previous
part, we write
utang− (y, h) = a−(y, h)e
−iAy/heiϕ
1
+(y)/h,
for some a− ∈ S(h−N
tang
− ). Following Section 11.3 and Section 13.1, one can prove the
following result.
Lemma 13.5. There exist R, ζ > 0 such that, for ε small enough and V ε− sufficiently close
to πx(Hεtang,−), we have, uniformly for z˜ ∈ ∂D,
(13.22) ‖a−(ε·, h)‖L∞(Sn−1) ≤ R‖a−(ε·, h)‖L2(H−∞tang) +Oη(1) +Oε,η(h
−Ntang− +ζ),
and
a−(ε·, h) = h−i
z˜−E0
hλ T (z˜, h)a−(ε·, h) + a˜(ε·, h)
+ oε→0(1)‖a−(ε·, h)‖L2(H−∞tang) + o
η
ε→0(1) +Oε,η(h−N
tang
− +ζ),(13.23)
as functions in L2(H−∞tang). The notation oba→0(1) designs a function which tends to 0 as a goes
to 0 with b fixed.
Proof. This result is similar to Lemma 13.3 and we follow its proof. By construction, the
test function v does not affect the propagation of singularities through the fixed point. Thus,
(13.9) still holds true. Moreover, the propagation along Htang yields that (13.10) is replaced
by the equation
a−(εω, h) = e
iAεω/he−iνω
π
2 eiTω
z−E0
h Mε(αω)χε−(εω)a+(xω, h) + a˜(εω, h) + S(h−N
tang
− +1),
for ω ∈ Sn−1. This expression is analogous to (11.54). Since
‖a˜(εω, h)‖L∞(Sn−1) =
∥∥χε−(εω)w(ω)∥∥L∞(Sn−1) = Oη(1),
we obtain (13.22) as (13.4). On the other hand, (13.23) is proved as (13.5). The additional
term oηε→0(1) comes from the remainder term Oη(1) of (13.22). 
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We define the new spectral parameter
Λ = Λ(z˜, h) = hi
z˜−E0
hλ ,
which satisfies 1 . |Λ| . 1 uniformly for z˜ ∈ ∂D. We now fix s small enough such that Λ(∂D)
does not meet sp(T0) \{µ0}. Then, sp(T0)∩D = {µ0}, Λ(∂D) is a simple loop around µ0 and
the spectrum of T0 is at distance β > 0 of Λ(∂D). This can be proved as in Lemma 11.9. We
then obtain the
Lemma 13.6. For ε small enough and V ε− sufficiently close to πx(Hεtang,−), we have utang− ∈
I(Λ1+, h−c) for all c > 0 and
(13.24) ‖a−(ε·, h)‖L∞(Sn−1) = Oε,η(1),
uniformly for z˜ ∈ ∂D.
In other words, N tang− = c for any c > 0. In the sequel, we take c = ζ/2. This result
follows from Lemma 13.5 and the bootstrap argument at the end of Proposition 13.2. It is
limited by a˜(ε·, h) = Oη(1). The difference with Lemma 11.10 is that the Landau–Kolmogorov
inequalities do not allow to reach utang− ∈ I(Λ1+, 1) but only utang− ∈ I(Λ1+, h−c) for all c > 0.
Applying again Lemma 13.5, we deduce (13.24).
Lemma 13.7. For ε small enough and V ε− sufficiently close to πx(Hεtang,−), we have
(13.25)
1
2iπ
∫
∂D
u(z˜) dz˜ = b(x, h)eiϕ
1
+(x)/h microlocally near Hε−,
where b ∈ S(h1−ζ/2| lnh|−1). Moreover,
(13.26) b(ε·, h) = iλ
2π
h
| ln h|w0 +
h
| lnh|
(O(η) + oηε→0(1) + oε,ηh→0(1)),
as function in L2(H−∞tang).
Proof. That u is a holomorphic function in I(Λ1+, h−ζ/2) microlocally near Hε− implies (13.25).
Since T (z˜, h) = T0 + oh→0(1) uniformly for z˜ ∈ ∂D, we deduce
dist
(
sp(T (z˜, h)), sp(T0)
)
= oh→0(1).
Then, Lemma 13.1 and the paragraph above Lemma 13.6 imply
(13.27)
∥∥(Λ− T (z˜, h))−1∥∥+ ‖(Λ− T0)−1‖ . 1,
uniformly for z˜ ∈ ∂D. Combining with the resolvent identity, we get(
Λ− T (z˜, h))−1 = (Λ− T0)−1 + (Λ− T (z˜, h))−1(T (z˜, h)− T0)(Λ− T0)−1
= (Λ− T0)−1 + oh→0(1),
uniformly for z˜ ∈ ∂D. Then, (13.23) can be written
a−(ε·, h) = Λ
(
Λ− T (z˜, h))−1a˜(ε·, h)
+ oε→0(1)‖a−(ε·, h)‖L2(H−∞tang) + o
η
ε→0(1) +Oε,η(hζ/2)
= Λ
(
Λ− T0
)−1
a˜(ε·, h) + oηh→0(1)
+ oε→0(1)‖a−(ε·, h)‖L2(H−∞tang) + o
η
ε→0(1) +Oε,η(hζ/2),(13.28)
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as function in L2(H−∞tang). Taking the L2 norm and using (13.19), we get
‖a−(ε·, h)‖L2(H−∞tang) ≤M + oε→0(1)‖a−(ε·, h)‖L2(H−∞tang) + o
η
ε→0(1) + o
ε,η
h→0(1)
≤M + oηε→0(1) + oε,ηh→0(1),
for some M > 0 and ε small enough. Combining with Lemma 10.4, (13.28) becomes
a−(ε·, h) = Λ
(
Λ− T0
)−1
a˜(ε·, h) + oηε→0(1) + oε,ηh→0(1)
= Λ
(
Λ− T0
)−1
χε−(ε·)w(·) + oηε→0(1) + oε,ηh→0(1)
= Λ
(
Λ− T0
)−1
w + oηε→0(1) + o
ε,η
h→0(1),(13.29)
uniformly for z˜ ∈ ∂D. Integrating with respect to z˜, we get
b(ε·, h) = 1
2iπ
∫
∂D
Λ
(
Λ− T0
)−1
w dz˜ +
h
| lnh|
(
oηε→0(1) + o
ε,η
h→0(1)
)
=
λ
2π
h
| lnh|
∫
Λ(∂D)
(
Λ− T0
)−1
w dΛ+
h
| lnh|
(
oηε→0(1) + o
ε,η
h→0(1)
)
=
iλ
2π
h
| lnh|Π0w +
h
| lnh|
(
oηε→0(1) + o
ε,η
h→0(1)
)
=
iλ
2π
h
| lnh|w0 +
h
| lnh|
(O(η) + oηε→0(1) + oε,ηh→0(1)),
where Π0 is the spectral projection of T0 associated to the eigenvalue µ0. 
Eventually, we can end the proof of Proposition 13.4. The function v and the operator
(Pθ − z˜)−1 are holomorphic in z ∈ D (see (13.18)). Then,
1
2iπ
∫
∂D
u(z˜) dz˜ = 0,
which is in contradiction with Lemma 13.7, choosing η small enough, then ε small enough
and eventually h small enough.
13.3. Proof of the additional results of Section 5.
We first compare the quantization operators Q (Section 4) and T (Section 5) in dimension
n = 1. In this case, these two operators are square matrices whose size is the number of
homoclinic trajectories.
Lemma 13.8. In dimension n = 1, we have
Q(z, h) = U−1T (z, h)U with U = diag
(
|gk−|
1
2
+i
z−E0
λh
)
.
In particular, the pseudo-resonances of Definition 4.2 and Definition 5.1 coincide.
Proof. We use the indices k, ℓ ∈ {−1, 1} and not the parameters ω,α. We have already seen
in (4.38) and above (4.45) that M0 = 1 and M±k =
√
λ|gk±|. Moreover, from (2.8) and the
definition of tε±, we have (|gk±|+ oε→0(1))e±λtε± = ε.
Using (5.1) and taking the limit ε→ 0, it gives
(13.30) eλTk = |gk−||gk+|.
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Thus, (4.4) becomes
Qk,ℓ = eiAk/hΓ
(1
2
− iz − E0
λh
)( λ
2π
) 1
2
e−i(νk
π
2
+π
4
)
(
iλĝk+ · ĝℓ−
)− 1
2
+i
z−E0
λh
|gk+|i
z−E0
λh
|gk−|
1
2
|gℓ−|
1
2
+i
z−E0
λh
= eiAk/hΓ
(1
2
− iz − E0
λh
)( λ
2π
) 1
2
e−i(νk
π
2
+π
4
−Tk
z−E0
h
)
(
iλĝk+ · ĝℓ−
)− 1
2
+i
z−E0
λh
|gℓ−|
1
2
+i
z−E0
λh
|gk−|
1
2
+i
z−E0
λh
,
where ĝ•± := g
•
±/|g•±|. Comparing with (5.2), we eventually get Lemma 13.8. 
We then study the asymptotic behavior of the accumulation curves when the opening angle
is small.
Proof of (5.14). In this proof, we note T̂θ0 the operator T̂ (τ, h) with opening angle 2θ0 and
(13.31) k(x, y) = eiA/h
λ
2π
Γ
(
1− i τ
λ
)
eiT τ
(
iλ cos(x− y))−1+i τλ ,
the kernel defined for all x, y ∈ R with cos(x− y) 6= 0. Thus, the distribution kernel of T̂θ0 is
k restricted to [−θ0, θ0]2. Let also define
Vθ0 :
{
L2([−θ0, θ0]) −→ L2([−1, 1])
f(x)
√
θ0f(θ0x)
which is a unitary transform. Then, the eigenvalues of T̂θ0 are the eigenvalues of the operator
θ0Kθ0 := Vθ0 T̂θ0V −1θ0 acting on L2([−1, 1]). A direct computation shows that the kernel of Kθ0
is given by
(13.32) kθ0(x, y) = k(θ0x, θ0y),
for x, y ∈ [−1, 1]. From (13.31) (or more generally, from the properties stated in Section 5.1
on the quantities appearing in T ), k is a continuous function. Then, (13.32) gives
(13.33) kθ0(x, y) = k(0, 0) + oθ0→0(1) =
eiA/hqτ
2
+ oθ0→0(1),
uniformly for x, y ∈ [−1, 1], τ ∈ [−C,C] and h ∈]0, 1]. Let L be the operator on L2([−1, 1])
with kernel equal to 1. We now use that, for any operator M on L2([−1, 1]) with kernel
m(x, y), we have
‖M‖ ≤ ‖M‖HS = ‖m‖L2([−1,1]2).
Combining with (13.33), it gives
(13.34) Kθ0 =
eiA/hqτ
2
L+ oθ0→0(1) =
eiA/hqτ
2
(L+ oθ0→0(1)).
Since L can be written L = 1[−1,1](1[−1,1], ·), it is a self-adjoint bounded rank one operator.
Moreover, its non-zero eigenvalue is 2 and 1[−1,1] is an associated eigenfunction. From the
last equation and the perturbation theory, the spectrum of Kθ0 can be decomposed as
(13.35) σ(Kθ0) = {µ˜τ,h,θ0} ∪ R˜τ,h,θ0,
where µ˜τ,h,θ0 is a simple eigenvalue satisfying
µ˜τ,h,θ0 = e
iA/hqτ + oθ0→0(1),
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and R˜τ,h,θ0 ⊂ B(0, oθ0→0(1)). Note that the oθ0→0(1)’s appearing in the previous expressions
are uniform with respect to τ ∈ [−C,C] and h ∈]0, 1]. Since the eigenvalues of T̂ (τ, h) are
those of θ0Kθ0 , (13.35) implies (5.14). 
We now demonstrate some properties of the accumulation curves near E0 under the stronger
assumptions of Remark 5.6.
Proof of Remark 5.6. As in (5.11), we have
(13.36) T̂ (0, h)(ω, ω˜) = −ieiA/h λ
2π
M0e−iν π2 (iλω · ω˜)−1.
Then, in order to prove the remark, it is enough to show that the operator A defined on L2(X),
with kernel a(x, y) = cos(x−y)−1, has an infinity of non-zero eigenvalues. Here, X = H+∞tang is
seen as a real subset of length less than π/2. Since A is a compact and self-adjoint operator,
it is equivalent to show that its range, ImA, is of infinite dimension.
Assume that ImA is a finite dimensional vector space. In particular, ImA is closed. Let
Y =
{
x ∈ X; mesSn−1(X ∩ x+ [−ε, ε]) 6= 0 for all ε > 0
}
,
be the subset of charged points of X. Since mesSn−1(X) > 0, Y is infinite. For y0 ∈ Y and
ε > 0, we have
A(1y0+[−ε,ε]) =
(
cos(x− y0)−1 + oε→0(1)
)
mesSn−1(X ∩ y0 + [−ε, ε]).
Since ImA is closed, we deduce that cos(x − y0)−1 ∈ ImA for all y0 ∈ Y . We now claim
that (cos(x − y0)−1)y0∈Y is a free family in L2(X). If it was not the case, there would exist
y1, . . . , yK ∈ Y and a1, . . . , aK ∈ C \ {0} such that
(13.37)
K∑
k=1
ak cos(x− yk)−1 = 0,
in L2(X). In particular, (13.37) holds punctually almost everywhere on X. Using the mero-
morphy of cos(x − yk)−1 and mesSn−1(X) > 0, (13.37) holds true on all C. On the other
hand, since Y is a subset of length less than π/2, the singularities of cos(x − yk)−1 and
cos(x − yℓ)−1 are different for k 6= ℓ. It implies that (13.37) is not possible on C. Thus, the
family (cos(x− y0)−1)y0∈Y is free, ImA can not be a finite dimensional vector space and the
remark follows. 
Proof of Remark 5.7. By assumption, the kernel of T̂ (P )(0, h) (resp. T̂ (Q)(0, h)) is given by
(13.36) on B1 := H+∞tang(P ) (resp. B2 := H+∞tang(Q)). Then, as in the proof of Remark 5.6, it
is enough to show that
(13.38) spr(A1) ≤ spr(A2),
where A• is defined on L
2(B•) with kernel a(x, y) = cos(x− y)−1.
For u ∈ L2(B1), let u˜ ∈ L2(B2) denote its extension by 0. Since A1 and A2 have same
kernel on B1, we get A2u˜(x) = A1u(x) for all x ∈ B1. It yields
‖A1u‖L2(B1) ≤ ‖A2u˜‖L2(B2) ≤ ‖A2‖‖u˜‖L2(B2) = ‖A2‖‖u‖L2(B1).
We deduce ‖A1‖ ≤ ‖A2‖. Since A• is self-adjoint, spr(A•) = ‖A•‖. Then, (13.38) is verified
and the remark follows. 
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e˜ = c−
e = c+
c = (e, e˜)
Figure 55. The graph G = (V ,E ) in plain curves and the adjoint graph
G ∗ = (E ,C ) in dashed lines.
Lastly, we prove the stability phenomenon of Remark 5.12 iii).
Proof of (5.25). We follow the proof of Proposition 4.15 and set
ε = mesSn−1
(H+∞tang(P )∆H+∞tang(Q)).
From Proposition 5.2 and Theorem 5.3 and since the action is the same for P and Q, we only
have to show that, in the domain {z ∈ C; |z| ≥ e−2C/λ}, we have
(13.39) dist
(
sp
(T˜ (P )(τ)), sp (T˜ (Q)(τ))) = oε→0(1),
uniformly for Q and τ ∈ [−C,C]. Here, T˜ (τ) = e−iA/hT (τ, h) as in (5.3). Let T (P, τ) be the
operator defined on L2(Sn−1) with kernel
tP,τ (ω, ω˜) =
Γ
(n
2
− i τ
λ
)( λ
2π
)n
2M0e−i(ν π2+nπ4−Tτ)
(
iλω · ω˜)−n2+i τλ if ω, ω˜ ∈ H−∞tang(P ),
0 otherwise.
The operator T (Q, τ) is defined the same way. In particular, the non-zero eigenvalues of
T (τ) are those of T˜ (τ). By hypothesis, tP,τ (ω, ω˜) and tQ,τ (ω, ω˜) are uniformly bounded and
coincide for ω, ω˜ ∈ H−∞tang(P )∩H−∞tang(Q). Then, using ‖K‖ ≤ ‖K‖HS = ‖k‖L2 for any operator
K with kernel k, we deduce
(13.40) T (Q, τ) = T (P, τ) + oε→0(1).
uniformly for Q and τ ∈ [−C,C]. This estimate implies (13.39) by the perturbation theory
for finite systems of eigenvalues (see Chapter IV.5 of Kato [64]). 
14. Proof of the main results of Section 6
This part is devoted to the proof of Proposition 6.4 and Theorem 6.5, the proof of the other
results of Section 6 being postponed to Section 15. We follow the general strategy explained
in Section 1.2 and carried out in the previous sections. We begin with some notions specific
to the graph structure.
14.1. Notations and tools.
In Section 6.1, we have seen the trapped set K(E0) as the graph G = (V ,E ). But, the
pertinent quantum quantities live on the edges E and are transported to other edges (as the
function uk− of Section 11.2, for instance). Thus, we rather use the adjoint graph G
∗ = (E ,C )
of G . The vertex of G ∗ are the edges of G and the edges of G ∗ are the ways c ∈ C , that is
the pairs (e, e˜) ∈ E 2 with e− = e˜+. For a way c = (e, e˜), we define the starting edge c− = e˜,
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the ending edge c+ = e and the intermediate vertex v(c) = e− = e˜+ (see Figure 55). A finite
sequence of ways p = (c1, . . . , cJ) is a path in the adjoint graph G
∗ when c+j = c
−
j+1 for all
1 ≤ j ≤ J − 1, and a cycle when moreover c+J = c−1 . As usual, a cycle (c1, . . . , cJ ) is identified
with the cycle (c2, . . . , cJ , c1). Note that
(14.1)
{
cycles of G ∗ −→ cycles of G
(c1, . . . , cJ ) (c
−
1 , . . . , c
−
J )
provides a natural bijection between the cycles of G ∗ and G . We also import the notions of
primitive cycle and minimal cycle to G ∗. In the present section, we will only consider paths
and cycles in the adjoint graph G ∗ and not in G .
For a path p = (c1, . . . , cJ) of the adjoint graph G
∗, we define its starting edge p− = c−1 , its
ending edge p+ = c+J , its length ℓ(p) = J and its strength by
(14.2) G(p) = α(p)−D0β(p),
with
α(p) =
∑
1≤j≤J
αv(cj) and β(p) =
∑
c∈p
βv(c).
The previous definitions of α, β on G ∗ are coherent with that on G (see (6.2)) in the sense
that they are preserved by the bijection (14.1) for cycles. For any cycle p, we have G(p) ≥ 0
and G(p) = 0 if and only if p is minimal (see (6.4)).
We explain how to decompose a path into cycles. Let p be a path of the adjoint graph G ∗.
If p˜ is a cycle inside p, we write p = p˜ ⊕ (p \ p˜) where p \ p˜ is the path p without (a copy
of) the cycle p˜. Moreover, if there is a cycle inside p, then there is a primitive cycle inside p.
Then, iterating this procedure, we see that any path p can be decomposed as
(14.3) p = presi ⊕ p1 ⊕ · · · ⊕ pK ,
where p1, . . . , pK are primitive cycles, and the residual path presi has no cycle and same
starting and ending edges as p. This decomposition is not necessarily unique. From the
definition of the strength (14.2), we deduce
(14.4) G(p) = G(presi) +G(p1) + · · ·+G(pK).
Moreover, since presi has no cycle, ℓ(presi) < card E . Then, there exists a constant G0 ∈ R
independent of presi such that
(14.5) G(presi) ≥ −G0,
since the number of paths without cycle is finite. We now show that the infimum in (6.4) is
attained. Let p be a cycle of the adjoint graph G ∗. From (14.3), we can write
p = p1 ⊕ · · · ⊕ pK ,
where p1, . . . , pK are primitive cycles. There is no residual path here since p is a cycle. Let
k0 ∈ {1, . . . ,K} be such that
D(pk0) = min
k∈{1,...,K}
D(pk).
Then, we have
(14.6) D(p) =
∑
α(pk)∑
β(pk)
≥
∑
D(pk0)β(pk)∑
β(pk)
= D(pk0).
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Thus, it is enough to consider primitive cycles in (6.4). Since there is a finite number of such
cycles, the infimum is attained.
Since the vertices in V are not identical, we introduce weights that respect the dynamic
on G ∗. So, for e ∈ E , we define
(14.7) Ne = min
p path, p+=e
G(p).
Here we allow p = ∅ with the convention G(∅) = 0. In the previous formula, the infimum is
attained. Indeed, let p be a path in G ∗ with p+ = e. Using a decomposition (14.3) of p, the
formula (14.4) and G(p˜) ≥ 0 for all cycle p˜, we obtain
G(p) = G(presi) +G(p1) + · · ·+G(pK) ≥ G(presi),
with p+resi = e. Thus, it is enough to minimize in (14.7) over the finite set of the paths without
cycle. It implies that the infimum is actually a minimum. Moreover, since E is finite, there
exists N∞ ≥ 0 such that
(14.8) −N∞ ≤ Ne ≤ 0,
for all e ∈ E . The Ne are “coherent” in the following sense.
Lemma 14.1. For all e ∈ E , we have
Ne = min
e˜∈E , p path
p−=e˜, p+=e
(
G(p) +Ne˜
)
.
Proof. First, consider e˜ ∈ E and a path p with p− = e˜ and p+ = e. From (14.7), there exists
a path p˜ with p˜+ = e˜ and Ne˜ = G(p˜). Then, p˜ ∪ p is a path with ending edge e. Using again
(14.7) and the additivity of G, we get
G(p) +Ne˜ = G(p) +G(p˜) = G(p˜ ∪ p) ≥ Ne.
Taking the minimum of the left hand side, we obtain
(14.9) min
e˜∈E , p path
p−=e˜, p+=e
(
G(p) +Ne˜
) ≥ Ne.
On the other hand, taking the path p = ∅ from e to e leads to
(14.10) min
e˜∈E , p path
p−=e˜, p+=e
(
G(p) +Ne˜
) ≤ G(∅) +Ne = Ne.
The lemma follows from (14.9) and (14.10). 
Only half of Lemma 14.1 (more precisely (14.9)) is used in the sequel. Remark that Ne = 0
for all e ∈ E under the assumptions of Section 4.1. Thus, this construction is useful only
when the vertices are different.
We also define a quantity which measures the distance between two edges on the adjoint
graph G ∗. For e, e˜ ∈ E , we set
(14.11) Ne←e˜ = min
p path
p−=e˜, p+=e
G(p),
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with the convention that Ne←e˜ = +∞ if there is no path from e˜ to e. Here again, we allow
the path p = ∅ from e to e for all e ∈ E . As for (14.7), it is enough to minimize on the paths
without cycle. Then, this infimum is attained and
(14.12) Ne←e = 0,
for all e ∈ E (the unique path without cycle being ∅ in this case). Moreover, following the
proof of Lemma 14.1, we obtain the result below showing that these weights are coherent
with the graph structure.
Lemma 14.2. For all e, e˜ ∈ E , we have
Ne←e˜ = min
ê∈E , p path
p−=ê, p+=e
(
G(p) +Nê←e˜
)
.
14.2. Study of the classical system.
We prove here the assertions of Section 6.1 concerning the classical system, and we estimate
the resolvent of Q(z, h) away from the pseudo-resonances. This part is somehow similar to
Section 11.1. We first recall that the determinant of a N ×N matrix M = (Mj,k)j,k can be
computed using cycles. More precisely, we have
(14.13) det(M) =
∑
C
∏
p∈C
(−1)ℓ(p)−1
∏
c∈p
Mc,
where the sum is taken over all the sets of primitive cycles in {1, . . . , N} whose supports are
two by two disjoint and fill {1, . . . , N}. In this expression, we use the same definition of cycles
(i.e. finite sequence of consecutive ways) than at the beginning of Section 14.1. For c = (j, k),
Mc is a shortcut for Mj,k. Using this identity, we can give the
Proof of Remark 6.3. We compute F (z, h) = det(1 −Q(z, h)) applying (14.13). Consider a
primitive cycle p of {1, . . . , card E }. Then, ∏c∈p(1−Q)c 6= 0 only if p is a cycle of the adjoint
graph G ∗ or if p = ((e, e)) for some e ∈ E . In the first case and if p 6= ((e, e)), one can write∏
c∈p
(1−Q(z, h))c = (−1)ℓ(p)
∏
c∈p
Qc(z, h)
= h
∑
c∈p αv(c)−iβv(c)σ(−1)ℓ(p)
∏
c∈p
Qc(z, h)
= hG(p)eiβ(p)Zh−iβ(p)τ (−1)ℓ(p)
∏
c∈p
Qc(z, h).(14.14)
Here, we have used (6.8), (6.9), (14.2) and
Sv(z, h)/λ
v
1 − 1/2 = αv − iβvσ.
In the second case, we have∏
c∈p
(1−Q(z, h))c = 1 + (−1)ℓ(p)
∏
c∈p
Qc(z, h)
= 1 + hG(p)eiβ(p)Zh−iβ(p)τ (−1)ℓ(p)
∏
c∈p
Qc(z, h).(14.15)
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Combining (14.13) with (14.14) and (14.15), we obtain (6.10) with
F =
{
(α, β) ∈ R2; α =
∑
p∈C′
G(p) and β =
∑
p∈C′
β(p)
}
,
where C ′ goes through the sets of primitive cycles in G ∗ whose supports are two by two
disjoint. Let (α, β) ∈ F . The discussion below (14.2) implies α, β ≥ 0. Moreover, α = 0 if
and only if all the primitive cycles of the corresponding C ′ are minimal. Besides, (6.11) follows
from (6.6) and the previous equations. Lastly, the coefficient corresponding to α = β = 0 in
(6.10) is simply 1 from (14.13). In other words, F0,0(τ, z, h) = 1 for all τ, z, h.
In order to deal with F prin, we define C prin as the set of ways c = (e, e˜) ∈ C appearing in
a minimal cycle in G ∗ = (E ,C ). We claim that
(14.16) All the cycles in G ∗prin := (E ,C
prin) are minimal.
If it is not the case, there exists a cycle p = (c1, . . . , cJ) in (E ,C
prin) with G(p) > 0. Since
cj ∈ C prin, there exists a minimal cycle pj containing cj . We can write pj = {cj} ∪ pcj where
pcj is a path with starting edge c
+
j and ending edge c
−
j . Hence, p˜ = p
c
J ∪ · · · ∪ pc1 is a cycle.
The additivity of G gives
0 = G(p1) + · · · +G(pJ) = G(p) +G(p˜).
Thus, G(p˜) = −G(p) < 0 which is impossible. This shows (14.16).
Following the same strategy, one can show that
(14.17) (e, e˜) ∈ C prin if and only if e− = e˜+ and e˜, e belong to minimal cycles of G .
The direct sense follows from the definition of C prin and (14.1). Conversely, if e (resp. e˜)
belongs to a minimal cycle of the graph G , there exists a minimal cycle of the form γ = {e}∪γc
(resp. γ˜ = {e˜} ∪ γ˜c) in G . If moreover e− = e˜+, then γ̂ = {e˜} ∪ {e} ∪ γc ∪ γ˜c is a cycle in G
and
G(γ̂) = G(γ) +G(γ˜) = 0,
by additivity of G. Thus, γ̂ is minimal. Eventually, the inverse of the application (14.1)
provides a minimal cycle in G ∗ containing the way (e, e˜). This implies (e, e˜) ∈ C prin and
proves (14.17). Using (6.8) and (14.17), the matrix Qprin can be written
Qprine,e˜ (z, h) =
{
hSv(z,h)/λ
v
1−1/2Qe,e˜(z, h) if (e, e˜) ∈ C prin,
0 if (e, e˜) /∈ C prin.
We now compute F prin(z, h) = det(1 − Qprin(z, h)) using (14.13) and compare with the
corresponding expression for F (z, h). Let p be a primitive cycle in G ∗ with p 6= ((e, e)) for all
e ∈ E . If p is minimal (i.e. G(p) = 0), all its ways are in C prin and
(14.18)
∏
c∈p
(1−Qprin(z, h))c = (14.14).
Whereas if p is not minimal (i.e. G(p) 6= 0), at least one of its ways is not in C prin from
(14.16) and
(14.19)
∏
c∈p
(1−Qprin(z, h))c = 0.
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When p = ((e, e)), we have similar equations. From (14.13), it implies that F prin(z, h) satisfies
also (6.10) except that only the terms associated to (α, β) ∈ F with α = 0 appear. This is
exactly (6.12). 
We obtain some estimates on fτ (·, h) and study its zeros. The results proved here are
already known when τ, h are fixed (see Theorem 3 of Langer [68]). We begin with the proof
of (6.14) and define
Γ0 := (Γ0(h)− E0)h−1,
which is independent of h. From Remark 6.3, we have F0,0(τ, z, h) = 1 for all τ, z, h. Let
βmin = min
B\{0}
β > 0.
For all β ∈ B, the function F˜0,β(κ, ρ, τ−iD0) is continuous and then bounded on the compact
set (S1)card V +card E × [−C,C] \ (Γ0 + iD0 +B(0, δ)). Summing up, (6.12) gives
(14.20) fτ (Z, h) = 1 +O(e−βmin ImZ),
uniformly for τ ∈ [−C,C] \ (Γ0 + iD0 + B(0, δ)), h ∈]0, 1] and ImZ > 0. Thus, there exists
N > 0 such that fτ (·, h) does not vanish in R+ i[N,+∞[ and
(14.21)
∣∣fτ (Z, h)∣∣−1 ≤ 2,
for all τ ∈ [−C,C]\ (Γ0+ iD0+B(0, δ)), h ∈]0, 1] and Z ∈ R+ i[N,+∞[. This implies (6.14).
Working the same way, we can also prove that there exists (a new) N > 0 such that
(14.22) |F (z, h)|−1 ≤ 2 and ∣∣F prin(z, h)∣∣−1 ≤ 2,
for all h ∈]0, 1] and
(14.23) z ∈ [−Ch,Ch] + i
[
−D0h+N h| lnh| , h
]
\ (Γ0(h) +B(0, δh)).
Equations (14.21) and (14.22) will be used to exclude the presence of (pseudo-)resonances
near the real axis.
Let us now prove (6.15). From (6.13), we can write
(14.24) fτ (Z, h) = f˜(Z, λ),
where f˜ is independent of h and holomorphic in (Z, λ) for λ = (κ, ρ, τ) near the set
(14.25) (S1)card V +card E × [−C,C] \ (Γ0 + iD0 +B(0, δ)).
For λ0 ∈ (14.25) fixed, the holomorphic function Z 7→ f˜(Z, λ0) has a finite number of zeros
in [−C,C] + i[−C,N ]. Using the continuity of f˜ with respect to λ and the Rouche´ theorem,
we deduce
card
{
Z ∈ [−C,C] + i[− C,N ]; f˜(Z, λ) = 0}
≤ card{Z ∈ [−C,C] + i[−C,N ]; f˜(Z, λ0) = 0},
for λ in some neighborhood of λ0. By compactness of (14.25), there exists M > 0 such that
card
{
Z ∈ [−C,C] + i[−C,N ]; f˜(Z, λ) = 0} ≤M,
for all λ ∈ (14.25). Combining with (14.24), it yields (6.15).
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Let
(14.26) Λ(τ, h) = {Z ∈ C; fτ (Z, h) = 0},
denote the set of zeros of fτ (·, h). We have the following estimate outside Λ(τ, h) which is
equivalent to Lemma 11.1.
Lemma 14.3. Let C, δ, α > 0 and K be a compact of C. Then, there exists M > 0 such that∣∣fτ (Z, h)∣∣−1 ≤M,
for all Z ∈ K, τ ∈ [−C,C] \ (Γ0 + iD0 +B(0, δ)) and h ∈]0, 1] with dist(Z,Λ(τ, h)) ≥ α.
Proof. Mimicking (14.26) and using the notations of (14.24), we define
Λ˜(λ) = {Z ∈ C; f˜(Z, λ) = 0},
and
(14.27)
{
(Z, λ) ∈ K × (14.25); dist(Z, Λ˜(λ)) ≥ α}.
Since f˜(Z, λ) is continuous with respect to λ and does not vanish identically, the set of its
zeros Λ˜(λ) depends also continuously on λ. This implies that (14.27) is a compact set. Then,
the continuous function (Z, λ) 7→ f˜(Z, λ)−1 is bounded on this compact set. The lemma
follows from (14.24). 
Proof of Proposition 6.4. Thanks to (14.22), there is no pseudo-resonances in (14.23). The
same way, the zeros of fτ (·, h) belong to R+ i[−C,N ] from (6.14). Thus, it is enough to work
in the set
(14.28) E0 + τh− iD0h+
(
[−C,C] + i[−C,N ]) h| lnh| \ (Γ0(h) +B(0, δh)),
instead of (6.16) and to consider Z ∈ [−C,C] + i[−C,N ].
We now compare F (z, h) and fτ (Z, h). For z ∈ (14.28), we have σ = τ − iD0+O(| lnh|−1).
Using the analyticity of F˜0,β, we get
F˜0,β(κ, ρ, σ) = F˜0,β(κ, ρ, τ − iD0) +O
(| ln h|−1).
Then, (6.12) and (6.13) imply
F prin(z, h) = fτ (Z, h) +O
(| ln h|−1),
uniformly for z ∈ (14.28), τ ∈ [−C,C] with Z defined by (6.9). On the other hand, Remark
6.3 gives F (z, h) = F prin(z, h) +O(hζ) in (14.28), for some ζ > 0. Thus, we have
(14.29) F (z, h) = fτ (Z, h) +O
(| lnh|−1),
uniformly for z ∈ (14.28), τ ∈ [−C,C] with Z defined by (6.9).
Let α > 0 be small enough and Z ∈ [−C,C] + i[−C,N ] with dist(Z,Λ(τ, h)) ≥ α. Com-
bining Lemma 14.3 and (14.29), we get
(14.30) |F (z, h)| ≥ 1
M
+O
( 1
| ln h|
)
≥ 1
2M
,
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for h small enough. Thus, z is not a pseudo-resonance. Taking the contrapositive, we have
just proved that, for every pseudo-resonance z ∈ (6.16), there exists a zero Z of fτ (·, h) with
(14.31)
∣∣∣z − (E0 + τh− iD0h+ Z h| ln h|)∣∣∣ ≤ α h| ln h| .
On the other hand, let Z ∈ Λ(τ, h)∩ [−C,C] + i[−C,N ]. Using (6.15) (with C replaced by
C + 1), there exists α < r < 2αN such that dist(Z˜,Λ(τ, h)) ≥ α for all Z˜ ∈ ∂B(Z, r). Then
Lemma 14.3 shows that ∣∣fτ (Z˜, h)∣∣ ≥M−1,
for all Z˜ ∈ ∂B(Z, r). Together with (14.29) and the Rouche´ theorem, we deduce that F (z, h)
has a zero in
(14.32) E0 + τh− iD0h+B(Z, r) h| ln h| .
Proposition 6.4 follows from (14.31) and (14.32) since α > 0 can be taken arbitrarily small. 
Adapting Lemma 14.3 to the function F (z, h), we obtain
Lemma 14.4. Let C, δ, α > 0. Then, there exists M > 0 such that
|F (z, h)|−1 ≤M,
for all z ∈ (6.16) with dist(z,Res0(P )) ≥ αh| ln h|−1.
Proof. In the region (14.23), this estimate follows from (14.22). Assume now that z ∈ (14.28).
Let τ ∈ [−C,C] \ (Γ0+ iD0+B(0, δ)) and Z ∈ [−C,C] + i[−C,N ] such that (6.9) holds true.
Since dist(z,Res0(P )) ≥ αh| ln h|−1, Proposition 6.4 yields dist(Z,Λ(τ, h)) ≥ α/2 for h small
enough. Then, (14.30) provides the required inequality. 
This estimate controls the determinant of 1−Q(z, h), but not the inverse of this operator.
Indeed, the coefficients of its adjugate matrix may be polynomial in h−1 and then unbounded.
The situation was different in Lemma 11.3 where the adjugate matrix is always bounded. Let
M = (Mj,k)j,k be a general N ×N matrix. The (j, k) entry of the adjugate matrix, denoted
adj(M), is defined by
(14.33) adj(M)j,k = det
(
M̂k,j
)
,
where M̂k,j is the matrix M except that the entries on the line k and on the column j are 0
but the coefficient (k, j) is 1. As in Remark 6.3, the adjugate matrix of 1−Q satisfies
Lemma 14.5. For all e, e˜ ∈ E , there exists a finite set Fe,e˜ ⊂ [0,+∞[2 such that
(14.34) adj
(
1−Q(z, h))
e,e˜
= hNe←e˜
∑
(α,β)∈Fe,e˜
hαeiβZF e,e˜α,β(τ, z, h),
with the notations of (6.9). If there is no path from e˜ to e in the adjoint graph G ∗ and e 6= e˜
(i.e. if Ne←e˜ = +∞), this coefficient is null. The functions F e,e˜α,β can be written
(14.35) F e,e˜α,β(τ, z, h) = F˜
e,e˜
α,β(κ, ρ, σ),
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where F˜α,β is independent of h and holomorphic in κ, ρ, σ for σ outside Γ0. In particular, we
have
(14.36) adj
(
1−Q(z, h))
e,e˜
= O(hNe←e˜),
uniformly for z ∈ (6.16).
If there is a path from e˜ to e in the graph G ∗prin or if e = e˜, we have
(14.37) adj
(
1−Qprin(z, h))
e,e˜
= hNe←e˜
∑
(0,β)∈Fe,e˜
eiβZF e,e˜0,β(τ, z, h).
In particular, there exists ζ > 0 independent of e, e˜ such that
(14.38) adj
(
1−Qprin(z, h))
e,e˜
= adj
(
1−Q(z, h))
e,e˜
+O(hNe←e˜+ζ),
uniformly for z ∈ (6.16).
Proof. We begin with the first part of the lemma. From (14.33), we have to compute the
cofactor
det
(
̂(1−Q)e˜,e
)
.
For that, we use (14.13). Thus, let C be a set of primitive cycles in {1, . . . , card E } whose
supports are two by two disjoint and fill {1, . . . , card E }. If the quantity
(14.39)
∏
p∈C
(−1)ℓ(p)−1
∏
c∈p
(
̂(1−Q)e˜,e
)
c
,
is not zero (i.e. if the contribution of C in adj(1−Q)e,e˜ is not null), there exists one (and only
one) cycle p0 of C containing the way c0 = (e˜, e). Moreover, all the other ways appearing in
the cycles of C must be in the adjoint graph G ∗ or must be of the form (ê, ê) for some ê ∈ E .
Denote p˜0 = p0 \ {c0} which is necessarily a path of the adjoint graph with starting edge e˜
and ending edge e since p0 = {(e˜, e)} ∪ p˜0 is a cycle. Again, we use the convention p˜0 = ∅ as
a formal path from e˜ to e if e = e˜. In particular, if there is no path from e˜ to e in the adjoint
graph G ∗ and e 6= e˜, (14.39) = 0 for all C and eventually
(14.40) adj
(
1−Q(z, h))
e,e˜
= 0.
Assume now that there exists at least one path from e˜ to e in the adjoint graph G ∗ or that
e = e˜. Let p 6= p0 be a cycle of C. We have∏
c∈p
(
̂(1−Q)e˜,e
)
c
=
∏
c∈p
(1 −Q)c.
Using (14.14) or (14.15) to compute the right hand side, we obtain
(14.41)
∏
c∈p
(
̂(1−Q)e˜,e
)
c
= hG(p)eiβ(p)Zh−iβ(p)τ (−1)ℓ(p)
∏
c∈p
Qc(z, h) +
{
0 if p 6= ((ê, ê)),
1 if p = ((ê, ê)),
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with G(p) ≥ 0 since p is a cycle. On the other hand, for p = p0, we have as in (14.14)∏
c∈p0
(
̂(1−Q)e˜,e
)
c
= (−1)ℓ(p˜0)
∏
c∈p˜0
Qc
= hG(p˜0)eiβ(p˜0)Zh−iβ(p˜0)τ (−1)ℓ(p˜0)
∏
c∈p˜0
Qc(z, h)
= hNe←e˜hG(p˜0)−Ne←e˜eiβ(p˜0)Zh−iβ(p˜0)τ (−1)ℓ(p˜0)
∏
c∈p˜0
Qc(z, h),(14.42)
with G(p˜0) − Ne←e˜ ≥ 0 from (14.11). Combining (14.39) with (14.41) and (14.42), we get
(14.34). The particular form for F e,e˜α,β stated in (14.35) follows from (6.6). Lastly, (14.36) is a
consequence of (14.34) and ImZ ≥ −C for z ∈ (6.16).
We now prove the second part of the lemma and assume that there is a path from e˜ to e
in the graph G ∗prin or that e = e˜. We first show that
(14.43)
The paths p from e˜ to e in G ∗ such that
G(p) = Ne←e˜ are the paths from e˜ to e in G
∗
prin.
In the case e = e˜, the paths p from e to e (i.e. the cycles passing through e) in G ∗ such that
G(p) = Ne←e = 0 (see (14.12)) are by definition the minimal cycles. Thus, (14.43) follows
from the definition of G ∗prin in this case. Note also that the formal path p = ∅ from e to e
satisfies G(p) = Ne←e but is not in G
∗ and G ∗prin. Suppose now that e 6= e˜ and consider p
(resp. p̂) a path in G ∗prin (resp. G
∗) from e˜ to e. Such paths exist by assumption. Working as
below (14.16), we can construct a path p˜ in G ∗prin from e to e˜. Then, p ∪ p˜ and p̂ ∪ p˜ are two
cycles in G ∗ and p ∪ p˜ is minimal thanks to (14.16). The additivity of G gives
G(p) = G(p ∪ p˜)−G(p˜) ≤ G(p̂ ∪ p˜)−G(p˜) = G(p̂).
This implies that G(p) = Ne←e˜ for all paths p in G
∗
prin from e˜ to e. On the other hand, let p̂
be a path from e˜ to e in G ∗ such that G(p̂) = Ne←e˜. Consider a path p from e˜ to e in G
∗
prin
and let p˜ be as before. Then, we have
G(p̂ ∪ p˜) = G(p̂) +G(p˜) = Ne←e˜ +G(p˜) = G(p) +G(p˜) = G(p ∪ p˜) = 0.
Thus, p̂ ∪ p˜ is minimal and p̂ is in G ∗prin by definition. This finishes the proof of (14.43).
In order to show (14.37), we use again (14.13) and (14.33) which allows us to write adj(1−
Qprin)e,e˜ as a finite sum of terms like (14.39) mutatis mutandis. We then compare the resulting
expression with (14.34). As explained in (14.18)–(14.19), only the contributions from the
minimal cycles (i.e. the terms of order h0) of (14.41) appear in the expansion of adj(1 −
Qprin)e,e˜. The same way, (14.43) shows that the terms (14.42) appearing in the expansion of
adj(1 −Qprin)e,e˜ are those such that G(p˜0) −Ne←e˜ = 0. Then, adj(1 −Qprin)e,e˜ is given by
the sum of the terms in the right hand side of (14.34) corresponding to α = 0. This proves
(14.37). Finally, (14.38) follows from (14.34), (14.37) and ImZ ≥ −C for z ∈ (6.16). 
14.3. Resonance free zone and resolvent estimate.
Since the present setting has some similarities with that of Section 4.1, we use some con-
structions and intermediate results of Section 11. First we prove a resolvent estimate away
from pseudo-resonances. More precisely,
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Proposition 14.6. Let C, δ > 0. For h small enough, P has no resonance in the domain
(14.44)
E0 + [−Ch,Ch] + i
[
−D0h− C h| lnh| , h
]
\ (Γ(h) +B(0, δh))⋃(Res0(P ) +B(0, δ h| ln h|)).
Moreover, there exists M > 0 such that∥∥(Pθ − z)−1∥∥ . h−M ,
for h small enough and z ∈ (14.44).
In order to do this, we use the general contradiction argument of Section 8. So, it is enough
to show that every u satisfying (Pθ − z)u = O(h∞) and ‖u‖ = 1 vanishes microlocally near
each point of K(E0).
For each edge e ∈ E , we choose a point ρe± = (xe±, ξe±) ∈ e close to (e∓, 0). We define ue±
as the microlocal restriction of u to a neighborhood of ρe±. Contrary to Section 9 and Section
11.2, we do not specify the neighborhoods (i.e. U•±, V
•
±) where these functions are localized
since the present geometric setting is similar mutatis mutandis to that of these sections.
The first step is to express ue− in terms of the u
•
−’s using the propagation of singularities
through the vertex e− and along the trajectory e. We use an abstract formulation similar to
(10.4) and (10.15). From Lemma 9.1, u is a solution of the microlocal Cauchy problem
(14.45)

(P − z)u = 0 microlocally near e−,
u = ue˜− microlocally near ρ
e˜
− if e
− = e˜+,
u = 0 microlocally near each point of Λe
−
− \K(E0),
with ‖u‖ ≤ 1. As in (11.28), the unique solution of (14.45) can be seen as the sum over
e˜ (with e− = e˜+ =: v) of the solutions of the microlocal Cauchy problems with non-zero
initial data only on the curve e˜. Moreover, (H19) guaranties that g+(ρ
e
+) · g−(ρe˜−) 6= 0. Then,
applying Theorem A.2, we obtain
(14.46) ue+ =
∑
e−=e˜+
Je←e˜u
e˜
− microlocally near ρ
e
+,
where the operator Je←e˜ is given by (A.12) for the vertex e
− and restricted to microlocal
neighborhoods of ρe+ and ρ
e˜
− (see (10.6) for a similar situation). This means that
Je←e˜u
e˜
−(x) = h
Sv(z,h)/λv1−n/2
∫
Rn
ei(ϕ
v
+(x)−ϕ
v
−(y))/hd˜e←e˜(x, y, z, h)u
e˜
−(y) dy,
where ϕv± are generating function near v of the manifold Λ
v
± with ϕ
v
±(v) = 0, and d˜e←e˜ is the
symbol d˜ of (A.12) restricted to neighborhoods of x = xe+ and y = x
e˜
−. Using ‖u‖ ≤ 1 and
z ∈ (14.44), we deduce
(14.47) ue+ ∈ I(Λe
−
+ , h
−N ),
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for some N ∈ R independent of e. We now compute ue− from ue+ using the propagation of
singularities along e. Like in (9.5), u satisfies
(14.48)
{
(P − z)u = 0 microlocally near e,
u = ue+ microlocally near ρ
e
+,
and ‖u‖ ≤ 1. Microlocally near ρe−, the solution of this microlocal Cauchy problem is given
by e−ite(P−z)/hue+, where te ∈ R is such that exp(teHp)(ρe+) = ρe−. Thus, as explained below
(10.14), we have
(14.49) ue− = Meu
e
+ microlocally near ρ
e
−,
where Me is a Fourier integral operator of order 0 with canonical transformation exp(teHp).
In particular, combining with (14.47), we obtain
(14.50) ue− ∈ I(Λe
−
+ , h
−N ).
Contrary to the previous sections, we do not specify the part (i.e. Λ0+,Λ
1
+) of the Lagrangian
manifold Λe
−
+ appearing in (14.47) and (14.51). Using the coherent weights Ne ≥ 0 defined
in (14.7) and satisfying (14.8), we have a fortiori
(14.51) ue− ∈ I(Λe
−
+ , h
Ne−N ).
Combining (14.46) and (14.49), we can write
(14.52) ue− =
∑
e−=e˜+
Pe,e˜u
e˜
− + S(h
∞),
with Pe,e˜ = MeJe←e˜. We consider this equation at the level of the symbols of the u
e
−’s. As
in (11.25), we define the symbol ae−(x, h) ∈ S(hNe−N ) for e ∈ E by
(14.53) ue−(x, h) = e
−iAe/hei
z−E0
h
te−
M−e
De(te−)
ae−(x, h)e
iϕ1,e+ (x)/h.
Here, Ae,M−e are defined in Section 6, the time te− ∈ R is such that e(te−) = ρe−,
De(t) =
√∣∣∣det ∂xe(s, y)
∂(s, y)
|s=t, y=0
∣∣∣,
with the notation of (4.3) adapted to the present setting and ϕ1,e+ is the generating function
near xe− of the extension of the outgoing stable manifold associated with e
− and normalized
by
ϕ1,e+ (x
e
−) =
∫
e(]−∞,te−])
ξ · dx.
The symbols ae− satisfy the following identity.
Lemma 14.7. There exist ζ > 0 and symbols Pe,e˜ ∈ S(hαv−D0βv) independent of u, where v
is the intermediate vertex v((e, e˜)), such that
(14.54) ae−(x, h) =
∑
e−=e˜+
Pe,e˜(x, h)ae˜−(xe˜−, h) + S(hNe−N+ζ),
for e ∈ E and x near xe−. Moreover, Pe,e˜(xe−, h) = Qe,e˜(z, h).
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Proof. From (14.52), we only have to compute the symbol of Pe,e˜u
e˜
−, that is the contribution
of the way (e, e˜). This can be achieved as in Lemma 11.5 (see also Lemma 12.5, Lemma
12.9, . . . ) and we omit the details. We only mention that we apply Corollary A.3 instead of
Theorem A.2 in (14.46), that Pe,e˜ ∈ S(hαv−D0βv) follows from∣∣hSv(z,h)/λv1−1/2∣∣ ≤ hαv−D0βv ,
uniformly for z ∈ (6.18), and that the remainder terms are estimated using
(14.55) hαv−D0βvhNe˜−N+ζ = hG(p)hNe˜−N+ζ ≤ hNe−N+ζ ,
where p = ((e, e˜)) is a path from e˜ to e. The last inequality follows from Lemma 14.1. 
We can now finish the proof of Proposition 14.6. Let A be the card E -vector with entries
Ae = a
e
−(x
e
−, h). Applying (14.54) with x = x
e
−, we get
A = Q(z, h)A + R,
where R is a card E -vector satisfying Re = O(hNe−N+ζ). This identity can be written
A =
(
1−Q(z, h))−1R = 1
det
(
1−Q(z, h)) adj (1−Q(z, h))R.
Using Lemma 14.4 (to estimate the determinant) and (14.36) (to estimate the adjugate ma-
trix), it yields, for all e ∈ E ,
(14.56) Ae =
∑
e˜∈E
O(hNe←e˜)Re˜ =
∑
e˜∈E
O(hNe←e˜+Ne˜−N+ζ) = O(hNe−N+ζ),
uniformly for z ∈ (14.44). Here, we have used that Lemma 14.1 implies
G(p) +Ne˜ ≥ Ne,
for all path p from e˜ to e, and then
Ne←e˜ +Ne˜ ≥ Ne,
from (14.11). A new application of (14.54) gives
(14.57) ae− ∈
∑
e−=e˜+
S(hαv−D0βv+Ne˜−N+ζ) + S(hNe−N+ζ) ⊂ S(hNe−N+ζ),
from (14.55). In other words, starting with ae− ∈ S(hNe−N ) for all e ∈ E , we have obtained
ae− ∈ S(hNe−N+ζ) for all e ∈ E . Then, a bootstrap argument yields
(14.58) u = 0 microlocally near each point of e,
for all e ∈ E . The uniqueness part of Theorem A.2 implies
u = 0 microlocally near K(E0),
and Proposition 14.6 follows thanks to Section 8.
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14.4. Existence of resonances near the pseudo-resonances.
In order to prove Theorem 6.5, it remains to show the existence of a resonance near each
pseudo-resonance. This is done in the following proposition which is analogous to Proposition
11.6.
Proposition 14.8. Let C, δ, r > 0 and assume that h is small enough. For any pseudo-
resonance z ∈ (6.18), the operator P has at least one resonance in B(z, rh| ln h|−1).
We follow closely Section 11.3 and use the notations of the proof of Proposition 14.6. As
usual, this result is proved by a contradiction argument. If Proposition 14.8 is not satisfied,
there exist r > 0, a sequence of h which goes to 0 and a sequence z = z(h) ∈ Res0(P )∩ (6.18)
such that
(14.59) P has no resonance in B
(
z, 2r
h
| ln h|
)
.
As for (11.37), we use compactness arguments to reduce this problem. As in (4.7), we set
σ(h) = (z(h)− E0)/h which belongs to the compact set
[−C,C] + i[−D0 − 1, 1] \ (Γ0 +B(0, δ)).
Moreover, from (6.14) and Proposition 6.4, we have
(14.60) Im z(h) ⊂ −D0h+ [−C,N ] h| ln h| ,
and then Imσ(h) = −D0 + o(1) as h → 0. Then, up to the extraction of a subsequence, we
can assume that
σ(h) −→ τ0 − iD0 as h→ 0,
for some τ0 ∈ [−C,C] \ (Γ0 + iD0 +B(0, δ)). We set
τ(h) = Re σ(h) = Re
z(h)− E0
h
,
which verifies τ(h) = τ0 + o(1). Moreover, since
Z(h) = | lnh|
(z(h)− E0
h
− τ(h) + iD0
)
∈ i[−C,N ],
from (14.60), we can extract a subsequence of h such that
Z(h) −→ Z0 as h→ 0,
for some constant Z0 ∈ [−C,C] + i[−C,N ]. On the other hand, using that the parameter
κ(h) = (h−iβvτ(h))v∈V belongs to the compact set (S
1)card V , we can assume that κ(h) = κ0+
o(1) with κ0 ∈ (S1)cardV independent of h. The same way, since ρ(h) = (eiAe/h)e∈E belongs
to the compact set (S1)card E , we have, up to extraction of a subsequence, ρ(h) = ρ0 + o(1)
for some ρ0 ∈ (S1)card E independent of h. For Z ∈ C, we define
(14.61) F fix(Z) =
∑
β∈B
eiβZ F˜0,β(κ0, ρ0, τ0 − iD0),
with the notations of Remark 6.3. This function is holomorphic and independent of h. Since
F˜0,β is holomorphic, the previous limits and (6.13) yield
(14.62) F fix(Z) = fτ(h)(Z, h) + o(1),
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as h→ 0, uniformly for Z in a compact set of C. In particular,
F fix(Z0) = fτ(h)(Z(h), h) + o(1).
Moreover, we have
fτ(h)(Z(h), h) = F (z(h), h) +O
(| lnh|−1),
from (14.29). On the other hand, F (z(h), h) = 0 because z(h) is a pseudo-resonance. Sum-
ming up, F fix(Z0) = 0 + o(1) and then
(14.63) F fix(Z0) = 0,
because this quantity is independent of h. Moreover, adapting the proof of (14.20), one can
show that F fix(Z)→ 1 as ImZ → +∞. Thus, F fix does not vanish identically. Lastly, (14.59)
gives
(14.64) P has no resonance in E0 + τ(h)h − iD0h+ Z0 h| ln h| +B(0, r)
h
| ln h| .
Let Qfix(Z) be the card E × card E matrix with entries
Qfixe,e˜(Z) =

hαv−D0βveiβvZκ0,vρ0,eQ˜e,e˜(τ0 − iD0) if e− = e˜+ =: v
and (e˜, e) ∈ C prin,
0 otherwise,
where Q˜ is defined in (6.6). In some sense, Qfix(Z) is the matrix Qprin(z, h) with z given by
(6.9) and with κ, ρ, σ fixed at κ0, ρ0, τ0 − iD0 (see (6.8)). In particular, following the proof of
(6.12) and using (6.11) and (14.61), we deduce
F fix(Z) = det
(
1−Qfix(Z)).
The same way, since each coefficient of the adjugate matrix adj(M) is a finite sum of a finite
product of coefficients of the matrix M (see (14.13) and (14.33)), the adjugate matrix of
1−Qfix can be written
adj
(
1−Qfix(Z))
e,e˜
= hNe←e˜
∑
(0,β)∈Fe,e˜
eiβZ F˜ e,e˜0,β(κ0, ρ0, τ0 − iD0),
with F˜ e,e˜0,β given by (14.35). Since F
fix is not identically zero, the previous equations yield
(14.65)
(
1−Qfix)−1
e,e˜
(Z) =
1
det
(
1−Qfix(Z)) adj (1−Qfix(Z))e,e˜ = hNe←e˜Me,e˜(Z),
where the Me,e˜’s are meromorphic functions. From (14.63), 1 − Qfix(Z0) is not invertible.
Thus, there exists a pair of edges e1, e2, such that Me2,e1(Z) has a pole at Z = Z0. We can
write
(14.66) Me2,e1(Z) =
c0
(Z − Z0)m0 +
R(Z)
(Z − Z0)m0−1 ,
where m0 ≥ 1, c0 6= 0 and R(Z) is holomorphic near Z0.
For 0 < s < r, we define the domain
D = E0 + τ(h)h− iD0h+B(Z0, s) h| ln h| ,
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If s is fixed small enough, Z0 is the unique zero of F
fix in B(Z0, s) and F
fix(Z) is away from
zero for Z near ∂B(Z0, s). Then, Proposition 6.4 and (14.62) imply that, for h small enough,
∂D is at distance at least h| ln h|−1 from the pseudo-resonances of P . Applying Proposition
14.6, we deduce
(14.67)
∥∥(Pθ − z˜)−1∥∥ . h−M ,
uniformly for z˜ ∈ ∂D.
We construct a test function microsupported near the edge e1. Let v˜ be a WKB solution
of
(14.68)
{
(P − z˜)v˜ = 0 near xe1− ,
v˜(x) = eiϕ
1,e1
+ (x)/h on H near xe1− ,
holomorphic in z˜ ∈ B(E0, Rh) with R > 1 large enough. Here, H is a hyperplane transversal
to πx(e1) at x
e1
− . In particular, this Lagrangian distribution can be written
(14.69) v˜(x, h) = a˜(x, h)eiϕ
1,e1
+ (x)/h,
for some a˜ ∈ S(1) holomorphic in z˜ such that a˜(xe1− , h) = 1. Considering cut-off functions
χ,ψ ∈ C∞0 (T ∗Rn) as in (11.45), we define successively
v̂(x, h) = e−iAe1/hei
z˜−E0
h
t
e1
−
M−e1
De1(te1− )
v˜(x, h),
and
(14.70) v = Op(ψ)
[
P,Op(χ)
]
v̂.
Thus, the microsupport of v is close to e1(] − ∞, te1− − ν]) for some ν > 0 (see Figure 53).
Eventually, let u ∈ L2(Rn) be the solution of
(14.71) (Pθ − z˜)u = v,
for z˜ ∈ ∂D. Thanks to (14.67), u = (Pθ − z˜)−1v is a holomorphic function of z˜ ∈ ∂D
and satisfies ‖u‖ . h−M uniformly on ∂D. Let ue± be the microlocal restriction of u to a
neighborhood of ρe±. Following the proofs of Lemma 11.8 and Proposition 14.6, one can show
(14.72) ue− ∈ I(Λe
−
+ , h
−N ),
for some N ∈ R independent of e ∈ E . Moreover, (14.52) still holds true for e 6= e1, whereas
this equation is replaced by
(14.73) ue1− =
∑
e−1 =e˜
+
Pe1,e˜u
e˜
− + v˜ + S(h
∞),
for e = e1 because the microsupport of v is “before” ρ
e1
− on e1. Since we want to use the
weights Ne←e1 constructed in (14.11), we have to show the following result.
Lemma 14.9. For all e ∈ E such that Ne←e1 = +∞, we have
(14.74) ue− = O(h∞),
uniformly for z˜ ∈ ∂D.
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Proof. Let
E resi = {e ∈ E ; Ne←e1 = +∞},
be the set of edges e 6= e1 such that there is no path in G ∗ from e1 to e. We set
uresi,e− = u
e
−,
for e ∈ E resi. We remark that, for all e ∈ E resi and e˜ ∈ E such that e− = e˜+, we have e˜ ∈ E resi.
Then, (14.52) gives
(14.75) uresi,e− =
∑
e−=e˜+
Pe,e˜u
resi,e˜
− + S(h
∞),
for all e ∈ E resi. Roughly speaking, this means that E resi is a closed system. From (14.8)
and (14.72), we have uresi,e− ∈ I(Λe
−
+ , h
Ne−Nresi) for all e ∈ E resi with N resi = N . Let aresi,e− ∈
S(hNe−N
resi
) be the symbol of uresi,e− defined as in (14.53). From (14.75), they satisfy (14.54)
for e ∈ E resi. Thus, the card E -vector A resi defined by
A resie =
{
aresi,e− (x
e
−, h) if e ∈ E resi,
0 if e ∈ E \ E resi,
verifies the equation
A resi = Q(z˜, h)A resi + Rresi,
and then
(14.76) A resi =
(
1−Q(z˜, h))−1Rresi,
where the card E -vector Rresi is of the form
Rresie =
O(h
Ne−Nresi+ζ) if e ∈ E resi,
O(hN˜ ) if e ∈ E \ E resi,
for some N˜ ∈ R. By definition of 1 −Q and E resi, the matrix Q can be written, separating
the edges in E resi and those in E \ E resi,
1−Q =
(
1−Qresi 0
A B
)
,
for some matrices A,B. When this matrix is invertible, its inverse takes the form
(1−Q)−1 =
(
(1−Qresi)−1 0
−B−1A(1 −Qresi)−1 B−1
)
.
From (14.76), it implies that only the entries of Rresi corresponding to edges in E resi are
useful to estimate A resi. Since ∂D is at distance at least h| lnh|−1 of the pseudo-resonances,
we can work as for (14.57) and prove that A resie = O(hNe−N
resi+ζ) for all e ∈ E resi. Another
application of (14.54) show that
(14.77) aresi,e− ∈ S(hNe−N
resi+ζ),
for all e ∈ E resi. Then, a bootstrap argument yields (14.74). Note that the previous estimates
hold true uniformly for z˜ ∈ ∂D. 
194 J.-F. BONY, S. FUJIIE´, T. RAMOND, AND M. ZERZERI
From (14.72) and Lemma 14.9, there exists a new N ∈ R independent of e ∈ E such that
(14.78) ue− ∈ I(Λe
−
+ , h
Ne←e1−N ),
for all e ∈ E . Let ae− ∈ S(hNe←e1−N ) be the symbol of ue− defined as in (14.53). As in Lemma
11.8, they satisfy
Lemma 14.10. Let a˜e1 = a˜ and a˜e = 0 for e 6= e1. Uniformly for z˜ ∈ ∂D, we have
(14.79) ae−(x, h) =
∑
e−=e˜+
Pe,e˜(x, h)ae˜−(xe˜−, h) + a˜e(x, h) + S(hNe←e1−N+ζ),
where ζ > 0 and the symbols Pe,e˜ are the ones of Lemma 14.7.
Proof. This result can be proved as Lemma 14.7 and only few changes have to be made. The
ue−’s are linked by (14.73) instead of (14.52). Moreover, Lemma 14.1 is replaced by Lemma
14.2 which guaranties that the weights Ne←e1 are coherent. 
As in Section 14.3, let A (resp. A˜ ) be the card E -vector of the ae−(x
e
−, h) (resp. a˜e(x
e
−, h)).
Taking x = xe− in (14.79), we get
A = Q(z˜, h)A + A˜ + R,
with Re = O(hNe←e1−N+ζ). Hence, it yields
(14.80) A =
(
1−Q(z˜, h))−1A˜ + (1−Q(z˜, h))−1R.
Using that ∂D is at distance at least h| ln h|−1 of Res0(P ), we obtain as in (14.56)
Ae =
∑
e˜∈E
O(hNe←e˜)A˜e˜ +
∑
e˜∈E
O(hNe←e˜)Re˜
=
∑
e˜∈E
O(hNe←e˜+Ne˜←e1 ) +
∑
e˜∈E
O(hNe←e˜+Ne˜←e1−N+ζ),(14.81)
since A˜e˜ = O(hNe˜←e1 ). From Lemma 14.2, we have G(p)+Ne˜←e1 ≥ Ne←e1 for all path p from
e˜ to e. Minimizing over p leads to
Ne←e˜ +Ne˜←e1 ≥ Ne←e1,
from (14.11). Hence, (14.81) becomes
(14.82) Ae = O(hNe←e1 ) +O(hNe←e1−N+ζ).
Applying one more time (14.79) and Lemma 14.2, we deduce
ae− ∈ S(hNe←e1 ) + S(hNe←e1−N+ζ).
Then, the usual bootstrap argument gives
(14.83) ae− ∈ S(hNe←e1 ),
uniformly for z˜ ∈ ∂D (i.e. N = 0).
Computing the component on the edge e2 in (14.80) and estimating the remainder term as
in (14.82), we get
ae2− (x
e2
− , h) =
(
1−Q(z˜, h))−1
e2,e1
a˜e1(x
e1
− , h) +O(hNe2←e1+ζ)
=
(
1−Q(z˜, h))−1
e2,e1
+O(hNe2←e1+ζ),
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from (14.69). From (6.10), (6.12) and Lemma 14.4, we have
|F (z˜, h)|−1 + ∣∣F prin(z˜, h)∣∣−1 ≤ 3M,
for all z˜ ∈ ∂D. Together with (6.10), (6.12) and (14.38), it shows that one can replace Q by
Qprin in the previous equation. That is
ae2− (x
e2
− , h) =
(
1−Qprin(z˜, h))−1
e2,e1
+O(hNe2←e1+ζ).
The same way, since the quantities σ(h), τ(h), κ(h), ρ(h) converge to τ0 − iD0, τ0, κ0, ρ0 as
h → 0 (see (14.60)–(14.61)), one can replace Qprin by Qfix. More precisely, the previous
equation becomes
ae2− (x
e2
− , h) =
(
1−Qfix(Z˜))−1
e2,e1
+ o(hNe2←e1 )
= hNe2←e1Me2,e1(Z˜) + o(h
Ne2←e1 ),(14.84)
with the new variable
Z˜ = | lnh|
( z˜ − E0
h
− τ(h) + iD0
)
∈ ∂B(Z0, s).
The last equality of (14.84) follows from (14.65). We set
z0(h) = E0 + τ(h)h − iD0h+ Z0 h| lnh| .
From the choice of s, Z0 is the unique singularity ofMe2,e1 in B(Z0, s). Moreover, the behavior
of Me2,e1 at Z0 is described in (14.66). Combining with (14.84), the Cauchy formula and the
previous change of variables, we obtain
1
2iπ
∫
∂D
(z˜ − z0(h))m0−1ae2− (xe2− , h) dz˜
=
1
2iπ
hm0+Ne2←e1
| lnh|m0
∫
∂B(Z0,s)
(Z˜ − Z0)m0−1Me2,e1(Z˜) dZ˜ + o
(hm0+Ne2←e1
| ln h|m0
)
=
1
2iπ
hm0+Ne2←e1
| lnh|m0
∫
∂B(Z0,s)
c0
Z˜ − Z0
dZ˜ + o
(hm0+Ne2←e1
| ln h|m0
)
= c0
hm0+Ne2←e1
| lnh|m0 + o
(hm0+Ne2←e1
| ln h|m0
)
.(14.85)
Thus, the Lagrangian distribution
1
2iπ
∫
∂D
(z˜ − z0(h))m0−1ue2− (z˜) dz˜ ∈ I
(
Λ
e−2
+ ,
hm0+Ne2←e1
| lnh|m0
)
,
is elliptic at x = xe2− . On the other hand, (14.64) and the choice of v guaranty that u
e2
− (z˜) is
holomorphic in D. In particular,
1
2iπ
∫
∂D
(z˜ − z0(h))m0−1ue2− (z˜) dz˜ = 0.
It contradicts the ellipticity of this Lagrangian distribution. Then, Proposition 14.8 follows.
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15. Proofs of the other results of Section 6
Here, we show the results of Section 6 which have not been proved in Section 14. We first
deal with graphs without cycle.
Proof of Theorem 6.1. We follow the general strategy developed in Section 8. From Proposi-
tion 8.6, it is enough to show that if u(x, h) ∈ L2(Rn) with ‖u‖ ≤ 1 satisfies (Pθ−z)u = O(h∞)
for z in the domain Ωh = (6.1), then it is microlocally 0 near K(E0).
Using a contradiction argument, we now prove that
(15.1) u = 0 microlocally near each point of e,
for all e ∈ E . If it does not hold true, there exists at least one edge e1 such that u is not 0
microlocally near each point of e1. Let us examine the situation on the incoming manifold
Λ
e−1
− associated to e
−
1 . As in Lemma 9.1, u = 0 microlocally near each point of Λ
e−1
− \K(E0).
If in addiction u = 0 microlocally near each point of each edge e with e+ = e−1 , then the
uniqueness part in Theorem A.2 gives u = 0 microlocally near (e−1 , 0) and then near each
point of e1. This is impossible. Thus, there should be at least one edge e2 with e
+
2 = e
−
1 such
that u is not 0 microlocally near each point of e2. Repeating this procedure, we construct an
infinite sequence e1, e2, e3, . . . of successive edges (in the sense e
+
k+1 = e
−
k for all k ≥ 1) on
which u is not microlocally 0 near each point. Since the number of vertices is finite, there
should be a cycle in this infinite sequence and then in the graph (V ,E ). This contradicts
(H17) and (15.1) is verified.
Let v ∈ V . From Lemma 9.1 and (15.1), we get u = 0 microlocally near each point of Λv−.
Then, the uniqueness part in Theorem A.2 implies u = 0 microlocally near (v, 0). Summing
up, we have proved u = 0 microlocally near K(E0) and the theorem follows. 
We now show two geometric results specific to the Schro¨dinger operators.
Lemma 15.1. Let P be a Schro¨dinger operator satisfying the assumptions of Theorem 6.1.
Then, the following alternative holds:
i) P is non-trapping at energy E0,
ii) E0 is the global maximum of V attained at a single point v0 ∈ R.
Proof. Let C := {x ∈ Rn; V (x) ≥ E0}. We suppose that K(E0) 6= ∅ and that
(15.2) cardC ≥ 2.
From (H16), there exists at least one vertex x0 ∈ V , which is automatically an isolated
point of C. Let g : [t−, t+] −→ Rn be a geodesic from x0 to C \ {x0} for the Jacobi metric
(E0 − V (x))+dx2. From Jacobi’s theorem (see Abraham and Marsden [1, Theorem 3.7.7]), g
is the base space projection of a Hamiltonian trajectory γ :]−∞, t1[−→ p−1(E0), up to a new
time parametrization. We define
x1 = g(t+) = lim
t→t1
πx(γ(t)) ∈ C.
If t1 = +∞, we have x1 ∈ V and γ is a heteroclinic trajectory from x0 to x1. Using the
symmetry of the Hamiltonian trajectories (x(t), ξ(t)) 7−→ (x(−t),−ξ(−t)) for the Schro¨dinger
operators, we obtain an heteroclinic trajectory γ˜ from x1 to x0. Then, (γ, γ˜) is a cycle in the
graph (V ,E ).
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Assume now that t1 < +∞ and let γ(t) = (x(t), ξ(t)) be the components of γ. A direct
computation shows that
γ̂(t) =

γ(t) for t ∈]−∞, t1[,
(x1, 0) for t = t1,
(x(2t1 − t),−ξ(2t1 − t)) for t ∈]t1,+∞[,
defines a Hamiltonian trajectory because P is a Schro¨dinger operator. Since this curve is a
homoclinic trajectory (from x0 to x0), (γ̂) is a cycle in the graph (V ,E ).
In both cases, we have proved that (V ,E ) has a cycle. This is in contradiction with (H17).
Then, (15.2) does not hold and the lemma follows. 
Proof of Remark 6.8. Assume that γ0 is not reduced to a homoclinic trajectory. Then, as for
any primitive cycle, γ0 is a finite sequence of heteroclinic trajectories without sub-cycle. Let
e0 ∈ γ0 be such that
(15.3)
αe−0
+ αe+0
βe−0
+ βe+0
= min
e∈γ0
αe− + αe+
βe− + βe+
.
This quantity is the damping of the primitive cycle γ1 = (e0, J(e0)). Here, we have used that
J(e0) ∈ E since P is a Schro¨dinger operator. From (6.3) and (15.3), we get
D(γ0) =
2α(γ0)
2β(γ0)
=
∑
e∈γ0
αe− + αe+∑
e∈γ0
βe− + βe+
≥
∑
e∈γ0
D(γ1)(βe− + βe+)∑
e∈γ0
βe− + βe+
= D(γ1).
Then γ1 is also a minimal primitive cycle. By uniqueness, we finally deduce γ0 = γ1. 
It remains to prove the miscellaneous corollaries of Section 6.2.
Proof of Corollary 6.7. To prove this result, it is enough to remark that
Qprin =

0 Qe1,eK
Qe2,e1
. . .
. . .
. . .
QeK ,eK−1 0
0
 .
Taking the determinant of 1−Qprin, it yields
F prin(z, h) = 1−
K∏
k=1
Qek+1,ek(z, h)
= 1− eiβ(γ0)Zeiβ(γ0)τ | lnh|
K∏
k=1
Qek+1,ek(z, h).
Then, (6.13) gives
(15.4) fτ (Z, h) = 1− eiβ(γ0)Zeiβ(γ0)τ | lnh|µ(τ, h).
Its zeros are given by
Z = −τ | lnh|+ 2qπ
β(γ0)
+ i
ln(µ(τ, h))
β(γ0)
,
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for some q ∈ Z. Eventually, Corollary 6.7 is a consequence of (6.17), the previous formula
and Theorem 6.5. 
Proof of Corollary 6.10. As in (6.29), any cycle γ on (V ,E ) of length K verifies
α(γ)
β(γ)
=
Kα
Kβ
= D0.
Hence, α(γ) − D0β(γ) = 0 (i.e. all the cycles are minimal). Thus, all the coefficients α
appearing in (6.10) satisfy α = 0. Comparing (6.10) and (6.12), we deduce F = F prin. Then,
(6.13), (6.31) and hS(z,h)/λ1−1/2 = eiβZh−iβτ imply
(15.5) fτ (Z, h) = det
(
1− eiβZh−iβτ Q̂(τ, h)
)
.
In particular, Z ∈ [−C,C] + i[−C,+∞[ is a zeros of fτ (·, h) if and only if e−iβZhiβτ ∈
sp(Q̂(τ, h)) if and only if
Z = −τ | lnh|+ 2qπλ1 + i ln(µk(τ, h))λ1,
for some q ∈ Z and k ∈ {1, . . . , card E }. Finally, (6.32) is a direct consequence of Proposition
6.4 and Theorem 6.5. 
Proof of Corollary 6.11. As explained below Corollary 6.11, we can always assume that each
graph (Vk,Ek) contains a minimal cycle of (V ,E ). Using that the Vk’s are disjoint and (6.33),
we get Qprine,e˜ = 0 for all e ∈ Ek and e˜ ∈ Ek˜ with k 6= k˜. Then, the matrix Qprin can be written
Qprin =

Qprin1
. . .
QprinK
0
 ,
where Qprink is the principal matrix Q
prin associated to the operator Pk. Taking the determi-
nant, we deduce
F prin(z, h) =
K∏
k=1
F prink (z, h).
From (6.12) and (6.13), it implies
fτ (z, h) =
K∏
k=1
fkτ (z, h),
where fkτ is the function fτ associated to Pk. Eventually, the corollary is a consequence of
Proposition 6.4 and Theorem 6.5. 
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Proof of (6.47). Since the minimal primitive cycles are (e1, e2) and (e3, e4), the principal
matrix Qprin defined in (6.8) can be written
(15.6) Qprin =

0 Qe1,e2 0 0 0 0
Qe2,e1 0 0 Qe2,e4 0 0
Qe3,e1 0 0 Qe3,e4 0 0
0 0 Qe4,e3 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 .
Taking the determinant of 1−Qprin, we get
F prin = 1−Qe1,e2Qe2,e1 −Qe3,e4Qe4,e3 +Qe1,e2Qe2,e1Qe3,e4Qe4,e3 −Qe1,e2Qe2,e4Qe4,e3Qe3,e1 .
Now, (6.9), (6.13) and (6.46) give
fτ (Z, h) = 1− eiZ
λa+λb
λaλb h
−iτ
λa+λb
λaλb Q̂e1,e2Q̂e2,e1 − eiZ
λa+λb
λaλb h
−iτ
λa+λb
λaλb Q̂e3,e4Q̂e4,e3
+ e
2iZ
λa+λb
λaλb h
−2iτ
λa+λb
λaλb Q̂e1,e2Q̂e2,e1Q̂e3,e4Q̂e4,e3
− e2iZ
λa+λb
λaλb h
−2iτ
λa+λb
λaλb Q̂e1,e2Q̂e2,e4Q̂e4,e3Q̂e3,e1 ,
since
hSa(z,h)/λa−1/2hSb(z,h)/λb−1/2 = hSc(z,h)/λc−1/2hSb(z,h)/λb−1/2 = e
iZ
λa+λb
λaλb h
−iτ
λa+λb
λaλb .
Using this identity and (6.45), we deduce
(15.7) fτ (Z, h) = det
(
1− eiZ
λa+λb
λaλb h
−iτ
λa+λb
λaλb Q̂redu(τ, h)
)
.
Then, fτ (Z, h) = 0 if and only if
e
−iZ
λa+λb
λaλb h
iτ
λa+λb
λaλb = µk(τ, h),
for some k ∈ {1, 2}. This equation is equivalent to
(15.8) Z = −τ | lnh|+ 2qπ λaλb
λa + λb
+ i ln(µk(τ, h))
λaλb
λa + λb
,
for some q ∈ Z. Eventually, combining this formula with Proposition 6.4 and Theorem 6.5,
we obtain (6.47). 
16. Proofs of the asymptotic of the resonant states
This part is devoted to the proof of the results and assertions of Section 7. We begin
with the main result and its corollaries collecting arguments developed for the asymptotic of
resonances.
Proof of Theorem 7.3. Since the resonant states satisfies (8.2), we can apply the general re-
sults of Section 8. Moreover, we are in the same geometric setting as in Section 4.1. Thus,
we will use the notations and some technical lemmas of Section 11.2.
Let v(h) be a family of normalized resonant states associated to a resonance z(h) ∈ (4.12).
As in Section 11.2, we define vk± as the microlocal restriction of v to a neighborhood of U
k
±
(see Figure 52). These restrictions satisfy (11.23). In particular, there exist a constant N ∈ R
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such that vk− ∈ I(Λ1+, h−N ), for k = 1, . . . ,K. Hence, there exist symbols a˜k− ∈ S(h−N )
defined near πx(U
k
− ∩ Λ1+) and satisfying
(16.1) vk−(x, h) = e
−iAk/hei
z−E0
h
tk−
M−k
Dk(tk−)
a˜k−(x, h)e
iϕ1+(x)/h,
where the action Ak, the dynamical quantities Dk,M−k and the phase function ϕ1+ are de-
fined in Section 4.1 and Section 7. After a turn along the critical point and the homoclinic
trajectories H, Lemma 11.5 gives the following formula for the symbol a˜k−(x, h):
(16.2) a˜k−(x, h) = h
S(z,h)/λ1−1/2
K∑
ℓ=1
Pk,ℓ(x, h)a˜ℓ−(xℓ−, h) + S(h−N+ζ),
for all x near πx(U
k
− ∩ Λ1+). Here the constant ζ > 0 and the symbols Pk,ℓ ∈ S(1) are
independent of v and satisfy Pk,ℓ(xk−, h) = Qk,ℓ(z, h) (see (4.4)).
We set A˜0(h) = (a˜
1
−(x
1
−, h), . . . , a˜
K
− (x
K
− , h)), the K-vector associated to the resonant state
v. Now, we are ready to prove the following estimate:
(16.3) There exists M > 0 such that
∥∥A˜0(h)∥∥ℓ2 ∈ [hM , h−M ] for h small enough.
First, remembering that a˜k− ∈ S(h−N ) for k = 1, . . . ,K, we get ‖a˜−(h)‖ℓ2 ≤ h−M for h small
enough with M = N +1. For the second inequality, we use a contradiction argument. If it is
not satisfied, then ‖A˜0(h)‖ℓ2 = O(h∞) for a sequence of positive numbers h which converges
to 0. Then, (16.2) yields a˜k− ∈ S(h−N+ζ). Now, the standard bootstrap argument (see the
end of Section 9) implies that a˜k− ∈ S(h∞) and hence ‖v‖ = O(h∞). This is in contradiction
with ‖v‖ = 1. Thus, there exist h0,M > 0 such that for all 0 < h ≤ h0, ‖A˜0(h)‖ℓ2 ≥ hM .
Thus, (16.3) holds true.
Taking c(h) = ‖A˜0(h)‖−1ℓ2 , we define u = cv. By transcribing the qualitative/quantitative
properties of v, we will obtain the required properties for u. Lemma 9.1 and (16.3) imply
that the microsupport of u is contained in {(0, 0)} ∪Λ+. From (16.1) and (16.3), the symbol
ak− = ca˜
k
− ∈ S(h−N−M ) is such that
u(x, h) = e−iAk/hei
z−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h)e
iϕ1+(x)/h,
microlocally near ρk−. Moreover, the K-vector A0(h) defined in Theorem 7.3 iii) verifies
A0 = cA˜0. Thus, our choice of c guaranties that ‖A0(h)‖ℓ2 = 1. On the other hand, (16.2)
becomes
(16.4) ak−(x, h) = h
S(z,h)/λ1−1/2
K∑
ℓ=1
Pk,ℓ(x, h)A ℓ0 (h) + S(h−R+ζ),
if aℓ− ∈ S(h−R) for all ℓ. Combining the previous equation with |hS(z,h)/λ1−1/2| . 1 for
z ∈ (4.12) and ‖A0(h)‖ℓ2 = 1, we deduce
ak− ∈ S(1) + S(h−R+ζ),
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if aℓ− ∈ S(h−R) for all ℓ. Then, a bootstrap argument implies ak− ∈ S(1). Lastly, taking
x = xk− in (16.4) with R = 0, we get(
hS(z,h)/λ1−1/2Q(z, h) − 1)A0(h) = o(1),
as h goes to 0. This ends the proof of Theorem 7.3. 
Proof of (7.5). This formula relies on the propagation of Lagrangian distributions. Since u
satisfies (P − z)u = 0 and u(x, h) = bk−(x, h)eiϕ
1
+(x)/h microlocally near γk([t
k
−,+∞[), the
usual transport equations yield
bk−(xk(t), h) = e
i
z−E0
h
(t−tk−)
Dk(tk−)
Dk(t) b
k
−(xk(t
k
−), h) + o
t
h→0(1),
for all t > tk−. Using the normalization (7.3), the previous equation becomes
(16.5) bk−(xk(t), h) = e
−iAk/hei
z−E0
h
t M−k
Dk(t)A
k
0 (h) + o
t
h→0(1).
Since (4.3) can be written
Dk(t) = et
∑
λj−2λ1
2 M−k (1 + ot→+∞(1)),
(16.5) implies
(16.6) bk−(xk(t), h) = e
−iAk/hA k0 (h)e
t
(
i
z−E0
h
−
∑
λj−2λ1
2
)(
1 + ot→+∞(1)
)
+ oth→0(1).
We now use the asymptotic of the resonances. Combining Proposition 4.3 and Theorem 4.5,
we have
z −E0
h
= τ − i
(∑λj − λ1
2
)
+ o(1).
Then,
et
(
i
z−E0
h
−
∑
λj−2λ1
2
)
= et
(
λ1
2
+iτ+o(1)
)
= et
(
λ1
2
+iτ
)
+ oth→0(1).
Using this equation and ‖A0(h)‖ = 1, (16.6) becomes
bk−(xk(t), h) = e
−iAk/hA k0 (h)e
t
(
λ1
2
+iτ
)(
1 + ot→+∞(1)
)
+ oth→0(1).
which is (7.5). 
Proof of Remark 7.4. i) The regularity of Q with respect to the spectral parameter, the as-
ymptotic (4.11) of the resonance z and the definition (4.8) of Q̂ imply Q(z, h) = Q̂(τ, h)+o(1)
as h goes to 0. The same way, (4.5) and (4.11) lead to h−S(z,h)/λ1+1/2 = µk(τ, h)+o(1). More-
over, 1 . |µk(τ, h)| . 1 since z ∈ (4.12) (see the discussion after Proposition 4.3). Eventually,
(7.6) follows from the previous arguments and (7.4).
ii) We prove (7.7) using a perturbation argument standard in spectral theory (see e.g.
Helffer and Sjo¨strand [53, Proposition 2.5]). Let Π(τ, h) the spectral projection of Q̂(τ, h)
associated to the eigenvalue µk(τ, h). Since µk is simple and isolated, this operator can be
written
(16.7) Π = − 1
2iπ
∮
∂D
(Q̂ − s)−1ds,
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with D = B(µk, ε/2). Combining with the resolvent identity, (7.6) and Lemma 11.1, we get
ΠA0(h) −A0(h) = − 1
2iπ
∮
∂D
((Q̂ − s)−1 − (µk − s)−1)dsA0(h)
=
1
2iπ
∮
∂D
(Q̂ − s)−1(µk − s)−1ds(Q̂ − µk)A0(h)
= o(1),(16.8)
as h goes to 0.
On the other hand, we have ΠA0 ∈ ImΠ = Cfk since µk is simple. Thus, there exists
β(z, h) ∈ C such that
A0 = βfk + o(1).
Using that A0 and fk are both normalized, we deduce |β| = 1+o(1). Then, if we set α = β/|β|,
the previous equation yields
A0 = αfk + α(|β| − 1)fk + o(1) = αfk + o(1),
and (7.7) follows.
If µk is not isolated, the previous argument can be adapted. More precisely, we fix δ > 0
and remark that Q̂ has at most K different eigenvalues. Then, for all (τ, h), there exists
ε(τ, h) such that δ/2 < ε < δ and
dist
(
∂D, sp(Q̂(τ, h))) ≥ δ
4(K + 1)
,
with D = B(µk, ε). We define again Π using (16.7). This operator is now the sum of the
spectral projections of Q̂ associated to the eigenvalues in D. Following the proof of (16.8), we
obtain A0 = ΠA0 + o(1) which shows that A0 can be approximated by a linear combination
of generalized eigenvectors associated to the eigenvalues of Q̂ in B(µk, δ).
iii) Let v be a resonant state of P associated to z and normalized as in Theorem 7.3 iii).
Thanks to (7.7), there exists α of modulus 1 such that A0 = αfk + o(1). Then, u = v/α
satisfies the required properties. 
We now treat the different examples using techniques of linear algebra.
Proof of Example 7.5. (7.10) and (7.11) could have been shown applying perturbations argu-
ments. Instead, we will use explicit formulas for the eigenvectors of a generic 2 × 2 matrix
(4.22). When |d − a| & 1 and |b|, |c| ≪ 1, a direct calculus proves that (f1, f2) forms a basis
of eigenvectors of (4.22) where
(16.9) f1 =
(
1
−2c
d−a+
√
(d−a)2+4bc
)
, f2 =
(
2b
d−a+
√
(d−a)2+4bc
1
)
,
and
√
(d− a)2 + 4bc is the square root of (d − a)2 + 4bc close to d − a. On the other hand,
when |b|, |c| & 1 and |a|, |d| ≪ 1, (g1, g2) forms a basis of eigenvectors of (4.22) where
(16.10) g1 =
(
1
−2c
d−a+
√
(d−a)2+4bc
)
and g2 =
(
1
−2c
d−a−
√
(d−a)2+4bc
)
.
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Using the explicit expression for Q given in (4.4), we get
Q̂(τ, h) =
(
eiA1/hµ1(τ) 0
0 eiA2/hµ2(τ)
)
+ oτ→−∞(1),
where the µ•(τ) are given in (4.25). From (7.9), we can apply (16.9) and (7.10) follows. On
the other hand, in the limit τ → +∞, the definition (4.4) of Q leads to
Q̂(τ, h) =
(
0 eiA1/hµ˜1(τ)
eiA2/hµ˜2(τ) 0
)
+ oτ→−∞(1),
with
µ˜k(τ) = Γ
(1
2
− i τ
λ
)√ λ
2π
M+k
M−k
e−
π
2
νki|g3−k− |
(
λ|gk+ · g3−k− |
)− 1
2
+i τ
λ e
πτ
2λ .
Using (4.17), we get |µ˜k| & 1. Then, (16.10) implies (7.11) with
α(τ, h) = −
√
eiA2/hµ˜2(τ)
eiA1/hµ˜1(τ)
= −eiA2−A12h
√
M+2M−1
M−2M+1
e−
π
4
(ν2−ν1)i
√
|g1−|
|g2−|
( |g2+ · g1−|
|g1+ · g2−|
)− 1
4
+i τ
2λ
.(16.11)
In particular, α(τ, h) has a non-zero constant modulus. 
Proof of Example 7.6. Since γ1 and γ2 are symmetric with respect to γ3, the matrix Q̂(τ, h)
can be written
(16.12) Q̂ =
 a b db a d
c c e
 ,
where the coefficients are given by
a = eiA1/hΓ
(1
2
− i τ
λ
)√ λ
2π
M+1
M−1
e−
π
2
(ν1+1)i
∣∣g1−∣∣(λ|g1+||g1−|)− 12+i τλ e−πτ2λ ,
b = eiA1/hΓ
(1
2
− i τ
λ
)√ λ
2π
M+1
M−1
e−
π
2
(ν1+1)i
∣∣g1−∣∣(λg1+ · g2−)− 12+i τλ e−πτ2λ ,
c = eiA3/hΓ
(1
2
− i τ
λ
)√ λ
2π
M+3
M−3
e−
π
2
(ν3+1)i
∣∣g3−∣∣(λg3+ · g1−)− 12+i τλ e−πτ2λ ,
d = eiA1/hΓ
(1
2
− i τ
λ
)√ λ
2π
M+1
M−1
e−
π
2
(ν1+1)i
∣∣g1−∣∣(λg1+ · g3−)− 12+i τλ e−πτ2λ ,
e = eiA3/hΓ
(1
2
− i τ
λ
)√ λ
2π
M+3
M−3
e−
π
2
(ν3+1)i
∣∣g3−∣∣(λ|g3+||g3−|)− 12+i τλ e−πτ2λ .
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Computing the zeros of the characteristic polynomial of (16.12), one can verify that the
eigenvalues of Q̂ are given by
µ1 = a− b,
µ2 =
a+ b+ e
2
+
√
(a+ b− e)2 + 8cd
2
,
µ3 =
a+ b+ e
2
−
√
(a+ b− e)2 + 8cd
2
.
Moreover, f = t(1,−1, 0)/√2 is always a normalized eigenvector of Q̂ associated to the
eigenvalue µ1.
Since 0 < g1+ · g2− < |g1+||g1−|, there exists ε > 0 such that |µ1(τ, h)| ≥ ε for all τ ∈ [−C,C]
and h ∈]0, 1]. Thus, µ1 is far away from 0. We now choose the geometry in a such way that
the quantity
(16.13)
M+3
M−3
√
|g3−|
|g3+|
,
is small. Example 4.17 provides different methods to realize this property. For instance,
one can take the obstacle O in a such way that the radius of curvature of ∂O near x3 is
small. Moreover, we can always parametrize γ3 such that |g3−| = 1. In this setting, a, b, d are
independent of (16.13), and c, e go to 0 with (16.13). Thus, µ2 and µ3 are close to 0 and a+ b
for (16.13) small. Since a− b avoid these values, µ1 is simple and isolated. 
We now study the delocalization phenomenon.
Proof of Example 7.11. Here, we show that (7.18) holds true in Example 7.11 for λ2 small
enough. If it is not the case, there exists a (decreasing) sequence of h which goes to 0 and a
sequence of normalized resonant states u = u(h) associated to some resonances z = z(h) ∈
(6.18) such that
(16.14) ‖Op(ϕ1)u‖ > hC0‖Op(ϕ2)u‖,
for h small enough. In the previous inequality, 1Kj ≺ ϕj ∈ C∞0 (T ∗Rn) is supported in a small
neighborhood of Kj .
We use notations and results of Section 14.3. For k = 1, 2, let uk− be the microlocal
restriction of u near ρk− = (x
k
−, ξ
k
−) ∈ ek close to (vk, 0). As in (14.50), we have
(16.15) u1− ∈ I(Λv1+ , h−N ) and u2− ∈ I(Λv1+ , h−N ),
for some N ∈ R. Their symbols ak−(x, h) ∈ S(h−N ) are defined by
uk−(x, h) = e
−iAk/hei
z−E0
h
tk−
M−k
Dk(tk−)
ak−(x, h)e
iϕ1,k+ (x)/h.
(see (14.53)) and they satisfy
(16.16)
{
a1−(x, h) = P1,1(x, h)a1−(x1−, h) + S(h−N+ζ),
a2−(x, h) = P2,1(x, h)a1−(x1−, h) + S(h−N+ζ),
from Lemma 14.7.
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Mimicking (16.3), one can show that there exists M > 0 such that∣∣a1−(x1−, h)∣∣ ∈ [hM , h−M]
for h small enough. Then, after a renormalization, we can always assume that
(16.17) a1−(x
1
−, h) = 1,
N = 0 in (16.15)–(16.16) and ‖u‖ ≤ h−R for some R ∈ R. Theorem A.2 yields
u = O(h−N0) microlocally near (v1, 0),
where N0 depends only of λ1 and (6.18). Combining with (16.15), this gives
(16.18) ‖Op(ϕ1)u‖ . h−N0 .
On the other hand, (16.16) and the definition (6.5) of P2,1(x2−, h) = Q2,1(z, h) imply that
the symbol a2−(x, h) is elliptic near x
2
−. Let ρ ∈ Λv2+ close to (v2, 0) be such that
g+(ρ) · g2− 6= 0.
From Corollary A.3 and the ellipticity of a2−, we deduce that
u ∈ I
(
Λv1+ , h
n−1
2
−
D0
λ2
)
microlocally near ρ,
with an elliptic symbol. Since D0 = (n− 1)λ1/2, this equation becomes
u ∈ I
(
Λv1+ , h
−n−1
2
λ1−λ2
λ2
)
microlocally near ρ,
with an elliptic symbol. In particular,
(16.19) ‖Op(ϕ2)u‖ & h−
n−1
2
λ1−λ2
λ2 ≥ h−N0−C0−1,
for λ2 small enough. Eventually, (16.18) and (16.19) are in contradiction with (16.14). This
ends the proof of (7.18). 
Let us show that the resonant states are almost identical on H.
Proof of Corollary 7.12. Let fk0 ∈ CK be a normalized eigenvector of Q̂(τ, h) associated to
the simple eigenvalue µk0(τ, h). Let aj,Aj denote the symbols provided by Theorem 7.3 ii)
for the resonant state uj , j = 1, 2. That is
(16.20) uj(x, h) = e
−iAk/hei
zj−E0
h
tk−
M−k
Dk(tk−)
akj (x, h)e
iϕ1+(x)/h,
microlocally near ρk− and A
k
j (h) = a
k
j (x
k
−, h). From Remark 7.4 ii), there exists αj(h) ∈ C
with |αj | = 1 such that
Aj = αjfk0 + o(1),
as h goes to 0. We then define α = α1/α2 which satisfies |α| = 1. The last equation gives
(16.21) A1 = αA2 + o(1).
Now, let Pjk,ℓ ∈ S(1) denote the symbols of Lemma 11.5 computed at z = zj . From (11.27),
we have
(16.22) akj (x, h) = h
S(zj ,h)/λ1−1/2
K∑
ℓ=1
Pjk,ℓ(x, h)A kj (h) + S(hζ).
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V
E0
O Ω
Vout
Figure 56. The sets O,Ω and the potential Vout in the proof of (7.22).
Following the proof of Lemma 11.5 and using that z1 = z2 + o(h), one can verify that
(16.23) P1k,ℓ(x, h) = P2k,ℓ(x, h) + o(1),
uniformly for x near πx(U
k
− ∩ Λ1+). Moreover, (4.11) and (7.20) imply
z1 = z2 + 2π(q1 − q2)λ1 h| ln h| + o
( h
| lnh|
)
,
and then
(16.24) hS(z1,h)/λ1−1/2 = hS(z2,h)/λ1−1/2e
i(z1−z2)
| lnh|
λ1h = hS(z2,h)/λ1−1/2 + o(1),
since 1 . |hS(zj ,h)/λ1−1/2| . 1. Combining (16.22) with the estimates (16.21), (16.23) and
(16.24), we obtain
(16.25) ak1(x, h) = αa
k
2(x, h) + o(1),
uniformly for x near πx(U
k
−∩Λ1+). Using again z1 = z2+ o(h), we get ei
z1−E0
h
tk− = ei
z2−E0
h
tk−+
o(1). Then, (16.20) and (16.25) imply
(16.26) u1 = αu2 + o(1) microlocally near ρ
k
−.
Finally, the usual propagation of singularities along H and (P − z1)(u1 − αu2) = o(1) imply
that (16.26) holds true microlocally near each point of H. 
We now show that resonant states are almost orthogonal in the well in an island situation.
This result is essentially contained in [55]. We provide some details since our distortion is
slightly different from that of Helffer and Sjo¨strand.
Proof of (7.22). Let O ⋐ Ω be two small smooth neighborhoods of the well (the compact
component of {x; V (x) ≤ E0}). We construct two operator Pin and Pout as follows. First Pin is
the restriction of P in Ω with Dirichlet boundary condition. Secondly Pout = −h2∆+Vout(x) is
an operator P with the well filled up insideO (see Figure 56). Eventually, consider χ ∈ C∞0 (Ω)
such that χ = 1 near O.
From [55, The´ore`me 9.9], there exist two normalized functions w1, w2, which belong to the
sum of the eigenspaces of Pin associated to its eigenvalues close to z1, z2 respectively, such
that
(16.27) uj = wj +O(e−ε/h),
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inside Ω for some ε > 0 which may change from line to line. Moreover, if Pout,θ designs the
complex distortion of Pout, we can write
(Pout,θ − z)(1 − χ)uj = (Pθ − z)(1− χ)uj = (1− χ)(Pθ − z)uj − [P, χ]uj = −[P, χ]uj .
Since [P, χ] is localized outside the well, (16.27) and the standard properties of the eigenvectors
of Pin imply that [P, χ]uj = O(e−ε/h). Moreover, since Pout is non-trapping at energy E0,
[71] gives a polynomial estimate of the resolvent of Pout,θ. Thus, the last equation becomes
(16.28) (1− χ)uj = −(Pout,θ − z)−1[P, χ]uj = O(e−ε/h).
Summing up, (16.27) and (16.28) give
(16.29) uj = wj +O(e−ε/h),
in L2(Rn). On the other hand, the functions w1 and w2 are orthogonal in L
2(Ω) since
|z1 − z2| & h| ln h|−1. Then, (16.29) yields
〈u1, u2〉L2(Rn) = 〈w1, w2〉L2(Ω) +O(e−ε/h) = O(e−ε/h),
and (7.22) follows. 
Lastly, we consider the quasimodes and the quasiresonances.
Proof of Proposition 7.16. Assume that i) is not satisfied. Then, there exist δ > 0 and a
(decreasing) sequence of h which goes to 0 such that
dist
(
z,Res(P )
) ≥ δ h| ln h| ,
for h in this sequence. In particular, Theorem 4.5 and Proposition D.1 give ‖(Pθ − z)−1‖ .
h−M . Applying this estimate to (Pθ − z)v, we deduce
1 = ‖v‖ . h−M‖(Pθ − z)v‖ = O(h∞).
Thus, we get a contradiction and i) holds true. To obtain ii), it is enough to follow the proof
of Theorem 7.3. 
Appendix A. Review of semiclassical analysis
A.1. Microlocal terminology.
Basic notions of semiclassical microlocal analysis used throughout the paper are recalled in
this part. We send back the reader to the books of Dimassi and Sjo¨strand [31], Guillemin and
Sternberg [49], Martinez [70], Robert [80] and Zworski [93] for more details on this theory.
We say that m : Rd −→ [0,+∞[ is an order function if there exists C > 0 such that
m(x) ≤ C〈x− y〉Cm(y),
for all x, y ∈ Rd. If m(x) is an order function, we say that a smooth function a(x, h) is a
symbol of class S(m) when
∀α ∈ Nd, ∃C > 0, ∀h ∈]0, 1], |∂αx a(x, h)| ≤ Cm(x).
If f(h) is a function of h only, we write S(f(h)m) instead of f(h)S(m).
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Letm be an order function on T ∗Rn. If a(x, ξ, h) is a symbol of class S(m), the semiclassical
pseudodifferential operator Op(a) with symbol a is defined by
(A.1) (Op(a)u)(x) =
1
(2πh)n
∫∫
ei(x−y)·ξ/ha
(x+ y
2
, ξ
)
u(y) dy dξ,
for u ∈ S ′(Rn) in the sense of tempered distributions. Since we are interested in spectral
analysis and deal with self-adjoint operators, it is natural to use the Weyl quantization. We
denote by Ψ(m) the space of operators Op(S(m)).
A function u ∈ L2(Rn) is said to be polynomially bounded when ‖u‖ . h−C for some C > 0.
For such a function u and V ⊂ T ∗Rn bounded, we say that u = 0 microlocally near V if and
only if
‖Op(ψ)u‖L2 = O(h∞),
for some ψ ∈ C∞0 (T ∗Rn) with ψ = 1 near V .
We now recall the definition of the semiclassical Lagrangian distributions. For the general
theory in the classical setting, we refer to Ho¨rmander [57] or [59, Section 25.1]. In the present
semiclassical setting, this notion is developed in the book of Ivrii [63, Section 1.2], in the PhD
thesis of Dozias [33] and in the lecture notes of Colin de Verdie`re [23].
A manifold Λ ⊂ T ∗Rn is called a Lagrangian manifold when dξ ∧ dx|Λ = 0 and dimΛ = n.
Consider ϕ(x, θ) ∈ C∞(Ω) where Ω is an open set of Rn+r. We say that ϕ is a non-degenerate
phase function if and only if, for all (x, θ) ∈ Cϕ with
Cϕ = {(x, θ) ∈ Ω; ∂θϕ = 0},
the r differentials d∂θ1ϕ, . . . , d∂θrϕ are linearly independent. If ϕ is a non-degenerate phase
function, Cϕ is a manifold of dimension n and
jϕ :
{
Cϕ −→ T ∗Rn
(x, θ) (x, ∂xϕ)
is locally a diffeomorphism whose image Λϕ := jϕ(Cϕ) is a Lagrangian manifold.
Definition A.1. Let Λ be a Lagrangian manifold and let 0 ≤ m(h) ≤ h−N for some N > 0.
We say that u(x, h) ∈ L2(Rn) is a Lagrangian distribution of class I(Λ,m) if and only if u is
polynomially bounded and, for all ρ ∈ T ∗Rn, we have
(A.2) u(x) = h−
r
2
∫
Rr
eiϕ(x,θ)/ha(x, θ, h) dθ.
microlocally near ρ. Here, the symbol a ∈ S(m) is compactly supported in x, θ (uniformly
with respect to h), and the function ϕ is a non-degenerate phase function defined near the
support of a such that Λϕ ⊂ Λ.
In particular, u ∈ I(Λ,m) vanishes microlocally near each point ρ not in Λ. When Λ
projects nicely on the x-space near ρ, the Lagrangian distributions can be written more
simply. In this case, there exists a function ψ(x) ∈ C∞(Rn) defined near πx(ρ) such that
Λψ = {(x, ξ); ξ = ∇ψ(x)} coincides with Λ near ρ. Then, for all u ∈ I(Λ,m), there exists
a(x, h) ∈ S(m) supported near πx(ρ) such that
(A.3) u(x) = a(x, h)eiψ(x)/h,
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microlocally near ρ. The Lagrangian distributions considered in this paper are often of this
form.
Eventually, let (µk)k≥0 be the increasing sequence of linear combinations over N of the λj ’s
given by (H2). Following Helffer and Sjo¨strand [55], we say that a smooth function u(t, x) :
[0,+∞[×Rd −→ C is an expandible function when for all K ∈ N, ε > 0 and (α, β) ∈ N1+d, we
have
(A.4) ∂αt ∂
β
x
(
u(t, x)−
K∑
k=1
uk(t, x)e
−µkt
)
= O(e−(µK+1−ε)t),
for a sequence (uk)k∈N of smooth functions which are polynomials in t.
A.2. Propagation through a hyperbolic fixed point.
In this part, we recall the solution of the homogeneous microlocal Cauchy problem near
the hyperbolic fixed point (0, 0). In other words, we give the asymptotic of the function u
satisfying {
(P − z)u = 0 microlocally near (0, 0),
u = u− microlocally near Λ
0
−,
where u− is a given initial data. The results stated here come from our previous work
[9]. In dimension n = 1, this problem has also been considered by Helffer and Sjo¨strand
[56, Appendix B] in the analytic category and by Colin de Verdie`re and Parisse [24, 25] in
the present C∞ category. Since we work microlocally near (0, 0), we only assume (H2) in
this section. The results are given for the Schro¨dinger operators but hold true for general
pseudodifferential operators mutatis mutandis.
The classical dynamic near the fixed point is described in Section 2. We use here the
notations and the statements of this section. Furthermore, let (µ̂k)k≥0 denote the increasing
sequence of linear combinations over N of the (µj−µ1)’s with j ≥ 1. In particular, µ0 = µ̂0 =
0, µ1 = λ1 and µ̂1 = µ2 − λ1 > 0.
Summarizing Theorems 2.1, 2.5 and 2.6 of [9], we get the result below. We send back
the reader to this paper for more details, some remarks and the proofs. First, we define the
exceptional set
(A.5) Γ0(h) =
{
E0 − ih
n∑
j=1
λj
(1
2
+ αj
)
; α ∈ Nn
}
,
which approximates the set of resonances generated by a barrier-top. There exists a discrete
set Γ(h) ⊂ C containing Γ0(h) with card Γ(h) ∩ B(E0, Ch) uniformly bounded for all C > 0
and Γ(h) ⊂ {Im z < −δ0h} for some δ0 > 0, such that the following theorem holds.
Theorem A.2. Let Ω ⊂ T ∗Rn be a small enough neighborhood of (0, 0) and
Sε± = {(x, ξ) ∈ Λ0±; |x| = ε} ⊂ Ω,
with ε > 0 sufficiently small. Let also C, δ > 0, ρ− = (x−, ξ−) ∈ Sε− with g−(ρ−) 6= 0 and
U (resp. V ) be a small enough neighborhood of Sε− (resp. ρ−). Then, there exists an open
neighborhood W of (0, 0) containing Sε+ with the following property. For all z ∈ B(E0, Ch)
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Λ0+
(0, 0)
Ω
W
V
U
Sε−
ρ−
ρ+
X
Λ0−
Figure 57. The geometric setting of Theorem A.2.
with dist(z,Γ(h)) ≥ δh and all u− ∈ L2(Rn) with ‖u−‖L2 ≤ 1 such that{
(P − z)u− = 0 microlocally near U,
u− = 0 microlocally near U \ V,
the microlocal Cauchy problem
(A.6)
{
(P − z)u = 0 microlocally near Ω,
u = u− microlocally near U,
has a polynomially bounded solution u which is unique microlocally near W and satisfies
(A.7) ‖u‖L2 ≤ h−
C
λ1
+
∑
λj
λ1
−n
2
−2
.
Moreover, if ρ+ = (x+, ξ+) ∈ Λ0+ ∩W satisfies g−(ρ−) · g+(ρ+) 6= 0, then
(A.8) u(x) = J u−(x) = hS(z,h)/λ1−n/2
∫
H
ei(ϕ+(x)−ϕ−(y))/hd(x, y, z, h)u−(y) dy,
microlocally near X, a neighborhood of ρ+ independent of u−. In this formula,
(A.9) S(z, h) =
n∑
j=1
λj
2
− iz −E0
h
,
H ⊂ Rn is any hyperplane transversal to the base space projection of the Hamiltonian vector
field restricted to Λ0− at x−. In the sequel, we assume that H = {x ∈ Rn; x1 = c1} for some
c1 > 0. This is always the case modulo a rotation of the coordinates. The symbol d satisfies
the asymptotic
(A.10) d(x, y, z, h) ≃
∑
k≥0
dk(x, y, z, ln h)h
µ̂k/λ1 ,
in S(1) where dj is polynomial in lnh. The functions d and dj are holomorphic functions
of σ = (z − E0)/h for z ∈ B(E0, Ch) with dist(z,Γ0(h)) ≥ δh. Furthermore, the principal
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symbol d0 of d is independent of lnh and given by
d0(x, y, z) = (2π)
−n
2
√
λ1e
−inπ
4 Γ
(
S(z, h)/λ1
)(
iλ1g−(ρ
−
y ) · g+(ρ+x )
)−S(z,h)/λ1
× ∣∣g−(ρ−y )∣∣∣∣ det∇2y′,y′ϕ−(y)∣∣1/2∣∣∂ξ1p(ρ−y )∣∣1/2(A.11)
× e
∫−∞
0 (∆ϕ+(x(s))−
∑
j λj/2) ds lim
t→+∞
et(
∑
j λj/2−λ1)√∣∣∣ det ∂y(t,y′,η′)∂(t,y′) |η′=∂y′ϕ−(y)∣∣∣ ,
where ρ±x = (x,∇ϕ±(x)) and x(t) (resp. y(t, y′, η′)) denotes the base space projection of
the trajectory exp(tHp)(ρ
+
x ) (resp. exp(tHp)(c1, y
′, f−(c1, y
′, η′), η′)) with y = (c1, y
′) ∈ H
and f−(y, η
′) = −√E0 − η′2 − V (y). In particular, ρ±x± = ρ±. The limits of the two last
terms of (A.11) exist and are real positive numbers. Eventually, we use the convention
(ia)b = |a|beiπ2 sgn(a)b for a ∈ R, b ∈ C.
The geometric setting is illustrated in Figure 57. As explained in [9, Remark 2.7], it is
possible to replace the hyperplane H by a small neighborhood of x− in (A.8). More precisely,
we have
(A.12) u(x) = hS(z,h)/λ1−n/2
∫
Rn
ei(ϕ+(x)−ϕ−(y))/hd˜(x, y, z, h)u−(y) dy,
microlocally near X. The symbol d˜ verifies properties similar to those of d. Moreover, it is
supported in the y variables near x− (in any prescribed vicinity of πx(V )).
When the initial data u− is a Lagrangian distribution whose Lagrangian manifold is trans-
verse to Λ0−, Theorem A.2 takes the following form. This result follows from [9, Section 6]
(one can also make a stationary phase expansion in (A.8)).
Corollary A.3. In addition to the assumptions of Theorem A.2, let Λ be a Lagrangian
manifold that intersects Λ0− along the Hamiltonian curve exp(tHp)(ρ−) and such that Λ
projects nicely on the base space near exp(tHp)(ρ−) for all t ≥ 0. We suppose that
u−(x) = a−(x, h)e
iψ(x)/h,
microlocally near V , with Λ = {(x, ξ); ξ = ∇ψ(x)} and a− ∈ S(1). Then,
(A.13) u(x) = hS(z,h)/λ1−1/2a+(x, h)e
iϕ+(x)/h,
microlocally near X. The symbol a+(x, h) ∈ S(1) can be written
(A.14) a+(x, h) = J(x, h)a−(x−, h) + S(h),
with J(x, h) = J0(x, h) + S(h
µ̂1/2λ1) and
J0(x, h) = e
iA−/he−i
π
4
√
λ1
2π
Γ
(
S(z, h)/λ1
)∣∣g−(ρ−y )∣∣(iλ1g−(ρ−y ) · g+(ρ+x ))−S(z,h)/λ1
× D−(0)
D+(0, x)
lim
t→−∞
D+(t, x)
et
∑
j λj/2
lim
t→+∞
et(
∑
j λj−2λ1)/2
D−(t)
.(A.15)
Here, A− = ψ(x−)− ϕ−(x−) and the Maslov determinants are given by
D−(t) =
√∣∣∣det ∂x−(s, y)
∂(s, y)
|s=t, y=0
∣∣∣ and D+(t, x) =
√∣∣∣det ∂x+(s, x, y)
∂(s, y)
|s=t, y=0
∣∣∣.
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The function (x−(t, y), ξ−(t, y)) : R × Rn−1 −→ T ∗Rn, defined near R × {0}, is a smooth
parametrization of Λ by Hamiltonian curves such that x−(0, 0) = x− and ∂(t,y)x−(0, 0) is
invertible. The same way, (x+(t, x, y), ξ+(t, x, y)) : R×Rn×Rn−1 7−→ T ∗Rn, defined near R×
{x+}×{0}, is a smooth parametrization of Λ0+ by Hamiltonian curves such that x+(0, x, 0) = x
and ∂(t,y)x+(0, x, 0) is invertible. The two limits in (A.15) exist and provide real positive
numbers.
That Λ projects nicely on the base space near exp(tHp)(ρ−) for t large enough is in fact
a consequence of the transversality of the intersection and of Proposition C.1 of [4]. In the
previous results, we have not described the solution u near (0, 0) or in the orthogonal directions
of ρ− (that is microlocally near ρ+ ∈ Λ0+ such that g−(ρ−) · g+(ρ+) = 0). Some informations
concerning these questions can be found in [4, 9].
Appendix B. Some properties of the Hamiltonian flow
B.1. Consequences of the assumption (H4).
In this section, we give some properties of the classical flow. We begin with a perhaps stan-
dard result which, roughly speaking, says that the Hamiltonian curves in the energy surface
p−1(E0) close to (0, 0) have an outgoing direction orthogonal to their incoming direction. For
ρ ∈ T ∗Rn and t ∈ R, we will use in the sequel the notation ρ(t) = exp(tHp)(ρ).
Lemma B.1. Assume (H2). Let U be a small open neighborhood of (0, 0) and ρ± ∈ Λ0± ∩U
be such that
g−(ρ−) · g+(ρ+) 6= 0.
Then, there exist U± ⊂ U , neighborhood of ρ±, such that no piece of Hamiltonian curve in
U ∩ p−1(E0) starts in U− and ends in U+.
In other words, there exits no Hamiltonian curve ρ(t) ∈ p−1(E0) such that ρ(t±) ∈ U±
and ρ(t) ∈ U for all t ∈ [t−, t+]. The following remark gives a quantum proof of this lemma.
Below, we give a proof at the classical level using some constructions and results of [9].
Remark B.2. Lemma B.1 is in fact a corollary of Theorem A.2. Indeed, if this result did not
hold, there would exist a piece of Hamiltonian curve in U ∩ p−1(E0) which starts in U− and
ends in U+. Let u be a solution of (P −E0)u = 0 and assume that u only charges this piece of
Hamiltonian curve in U−. Then, by usual propagation of singularities along this curve, u 6= 0
microlocally near U+. However, since u = 0 microlocally near Λ− ∩ U−, u = 0 microlocally
near U+ by Theorem A.2.
Proof. Assume that Lemma B.1 does not hold. Then, there exist ρ± ∈ Λ0± ∩ U with
(B.1) g−(ρ−) · g+(ρ+) 6= 0,
a sequence of points (ρn)n∈N and a sequence of positive times (tn)n∈N such that
(B.2) ρn −→ ρ− and ρn(tn) −→ ρ+,
as n → +∞ (see Figure 58). Since the Hamiltonian flow is continuous and ρ−(t) → 0 as
t→ +∞, we necessarily have tn → +∞ as n→ +∞.
We now use the notations of [9, Section 5] and use that g−(ρ−) 6= 0. Setting ρ± = (x±, ξ±),
ρn = (xn, ξn) and using the notation y = (y1, y
′) with y1 ∈ R and y′ ∈ Rn−1 for y ∈ Rn, we
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U
(0, 0)
ρ−
ρn
ρn(tn)
U−
ρ+
U+
Figure 58. The geometric setting of Lemma B.1 and its proof.
can suppose that ρ− ∈ H− = {x1 = ε} and that the vector field Hp is transverse to H−×Rn
at ρ− (see [9, Page 98]). Then, there exists η
′
n ∈ Rn−1 with η′n → ξ′− as n → +∞ such that
(see [9, Lemma 5.5])
ρn ∈ Λψη′n =
{
(x, ξ) ∈ T ∗Rn; x near x− and ξ = ∇ψη′n(x)
}
,
where
(B.3)
{
p(x,∇ψη′) = E0,
ψη′(x) = x
′ · η′ for x ∈ H−.
As in [9, (5.22)], we note
Γη
′
0 =
{
(x, ξ) ∈ Λψη′ ; ψη′(x) = ψη′(x(η′))
}
,
where ρη′ = (x(η
′),∇ψη′(x(η′))) is the unique point in the intersection Λ−∩Λψη′ ∩H−. Using
(B.3) and the implicit function theorem, there exists εn → 0 as n→ +∞ such that
(B.4) ρn(εn) ∈ Γη
′
n
0 .
More precisely, let
f(t, ρ) = ψη′(ρ)(x(t, ρ)) − ψη′(ρ)(x(η′(ρ))),
where x(t, ρ) is the base space projection of ρ(t) and η′(ρ) is such that ρ ∈ Λψη′(ρ) . Then,
f(t, ρ) is C∞ near (0, ρ−). Moreover, we have f(0, ρ−) = 0 and
∂tf(0, ρ−) = ∂tx(0, ρ−) · ∇ψη′(ρ−)(x(0, ρ−)) = 2ξ(0, ρ−) · ξ(0, ρ−) = 2|ξ−|2 6= 0.
Thus, by the implicit function theorem, there exists a C∞ function t(ρ) with t(ρ−) = 0 such
that f(t(ρ), ρ) = 0. In particular, (B.4) holds with εn = t(ρn).
Then, by [9, (5.23) and (5.38)], ρn(t+ εn) ∈ Λη
′
n
t where, from [9, (5.44)–(5.45)],
(B.5) Λη
′
t =
{
(x, ξ); ξ = ∇xϕ(t, x, η′)
}
with ∂tϕ+ p(x,∇xϕ) = E0,
and, as expandible functions, (see [9, Lemma 5.10])
(B.6) ϕ(t, x, η′) ≃ ϕ+(x) + ψ˜(η′) +
∑
j≥1
e−µjtϕj(t, x, η
′),
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U+ ρ−
ρ+
ρn
ρn(t
−
n )
ρn(t
+
n )
∂W
(0, 0)
U−
Figure 59. The geometric setting of the proof of Proposition B.3.
where the ϕj(t, x, η
′) are polynomials in t. Moreover, ϕ1 does not depend on t and satisfies
(see [4, (7.29)])
(B.7) ϕ1(x, η
′) = −λ1g−(ρη′) · g+
(
(x,∇ϕ+(x))
)
.
Using p(ρn(tn)) = E0 and (B.5), we get ∂tϕ(tn − εn, xn(tn), η′n) = 0. Since εn → 0, (B.6) and
(B.7) imply
−λ1g−(ρη′n) · g+
(
(xn(tn),∇ϕ+(xn(tn)))
)
= ϕ1(xn(tn), η
′
n) = O
(
e−δtn
)
,
for some δ > 0. Taking the limit n→ +∞ in the previous equation and using the continuity
of ρ 7→ g±(ρ), and the limits ρη′n → ρ− and ρn(tn)→ ρ+, we eventually obtain
g−(ρ−) · g+(ρ+) = 0,
which is in contradiction with (B.1). 
We now recall the Hartman–Grobman theorem (see [76, Page 120]). There exists a home-
omorphism F from U onto V , two open neighborhoods of (0, 0), with the following property.
For all ρ ∈ U , there is an open interval 0 ∈ I ⊂ R containing zero such that
(B.8) ∀t ∈ I, F ( exp(tHp)(ρ)) = etLF (ρ),
where L = diag(λ1, . . . , λn,−λ1, . . . ,−λn).
Proposition B.3. Assume (H1)–(H4). There exists ε > 0 such that
ρ ∈ H and |ρ| ≤ ε =⇒ ρ ∈ Λ0− ∪ Λ0+.
Proof. We prove this result using a contradiction argument. Let δ > 0 be small enough such
that B(0, δ) ⊂ V and such that Lemma B.1 is true in a vicinity ofW = F−1(B(0, δ)). Assume
that Proposition B.3 does not hold. Then, there exists (ρn)n∈N ∈ H\ (Λ0− ∪Λ0+) with ρn → 0
as n→ +∞. For n large enough, we have ρn ∈W and we define
πn(t) = (yn(t), ηn(t)) = F (ρn(t)) = e
tLF (ρn) = e
tLπn = e
tL(yn, ηn).
In particular, πn → 0 as n→ +∞.
Since πn /∈ F (Λ0−) (resp. πn /∈ F (Λ0+)), πn(t) leaves B(0, δ) at some time t+n > 0 (resp.
t−n < 0). At this positive time, we have
|πn(t+n )| = δ and |ηn(t+n )| =
∣∣e−λt+n ηn∣∣ ≤ |ηn|,
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from (B.8). Then, ηn(t
+
n )→ 0 as n→ +∞. The same way, |πn(t−n )| = δ and |yn(t−n )| → 0 as
n→ +∞. Coming back to the original variables, this gives
(B.9) ρn(t
±
n ) ∈ H ∩ ∂W and dist(ρn(t±n ),Λ0±) −→ 0,
as n→ +∞ (see Figure 59).
Using thatW is bounded, we can always assume that, up to the extraction of a subsequence,
ρn(t
±
n ) → ρ± as n → +∞. Since ∂W ⊂ T ∗Rn \ {(0, 0)}, K(E0) and Λ0± ∩W are closed sets,
(B.9) yields
(B.10) ρ± ∈ Λ0± ∩H ∩W and ρ± 6= (0, 0).
Then, (H4) and Lemma B.1 provide U±, neighborhoods of ρ±, such that no piece of Hamilton-
ian curve in W ∩ p−1(E0) starts in U− and ends in U+. But, for n large enough, ρn(t±n ) ∈ U±
and ρn(t) ∈W for all t ∈ [t−n , t+n ]. This gives a contradiction. 
B.2. Proof of the assertions appearing before Theorem 3.8 and Theorem 5.3.
First, we obtain some properties on the Hamiltonian flow on Λ0+. Let
H+p = 2∇ϕ+(x) · ∂x,
be the Hamiltonian vector field restricted to Λ0+. This means that (x(t), ξ(t)) is a Hamiltonian
curve in Λ0+ if and only if x(t) is an integral curve of H
+
p and ξ(t) = ∇ϕ+(x(t)). Note that
(2.6) implies that 2∇ϕ+(x) = λx+O(x2). Then, from [54, Remark 3.10], we get that
(B.11) x+(t, x) := exp(tH+p )(x),
is expandible (as t→ −∞). We write
(B.12) x+(t, x) = eλtx+1 (t, x) + O˜(e2λt),
where x+1 is polynomial in t and C
∞ in x. Moreover, from [4, Proposition 6.11], we know
that x+1 does not depend on t. In the previous equation, f(t, x) = O˜(m(t)) means that, for
all (α, β) ∈ N1+n and ε > 0, we have∣∣∂αx∂βxf(t, x)∣∣ . eεtm(t),
uniformly with respect to t, x. On the other hand, since all the λj ’s are equal, there exists Φ,
a C∞ diffeomorphism between two neighborhoods of 0 ∈ Rn, such that
(B.13) Φ
(
exp(tH+p )(x)
)
= eλtΦ(x),
Φ(0) = 0 and dΦ(0) = IdRn (see e.g. [51, Theorem IX.12.1]). Then, (B.12) gives
eλtΦ(x) = Φ
(
eλtx+1 (x) + O˜(e2λt)
)
= eλtx+1 (x) + O˜(e2λt).
This implies that Φ = x+1 . Moreover, from the definition of g+, we have
(B.14) Φ(x) = g+(x,∇ϕ+(x)).
We will now use x+ to prove the assertions appearing before Theorem 3.8. For ε > 0 small
enough, all the curves of H pass through {|x| = ε} ∩ Λ0+. Then, using (B.14),
H±∞tang =
{ Φ(x)
|Φ(x)| ; x ∈ K
}
with K =
{
x ∈ Rn; |x| = ε and (x,∇ϕ+(x)) ∈ Htang
}
.
Now, since Φ is a local diffeomorphism near 0, Φ does not vanish on K which is a compact
set. This implies the following result.
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Proposition B.4. The set H±∞tang is a compact subset of Sn−1.
Let ε > 0 be small enough. For t ∈ R and α ∈ Sn−1, we set
(B.15) x+(t, α) = x
+
(
t− ln ε
λ
,Φ−1(εα)
)
,
and ρ+(t, α) = (x+(t, α), ξ+(t, α)) ∈ T ∗Rn the corresponding Hamiltonian curve. In fact,
x+(t, α) does not depend on ε.
Proposition B.5. The function x+(t, α) : R × Sn−1 → Rn is expandible (as t → −∞).
Moreover, we have
(B.16) x+(t, α) = e
λtα+ O˜(e2λt).
Eventually, the application
Ψ :
{
R× Sn−1 −→ Λ0+ \ {0}
(t, α) 7−→ (x+(t, α),∇ϕ+(x+(t, α)))
is a bijection from a neighborhood of {−∞}× Sn−1 to a pointed neighborhood of 0.
Proof. The fact that x+ is expandible follows directly from the corresponding property of x
+.
Moreover, from Φ = x+1 and (B.12), we have
x+(t, α) = x
+
(
t− ln ε
λ
,Φ−1(εα)
)
= eλ(t−
ln ε
λ
)x+1
(
Φ−1(εα)
)
+ O˜(e2λt)
= eλtα+ O˜(e2λt).
The fact that Ψ is injective follows from the previous equation. On the other hand, for all
Hamiltonian curve (x(t), ξ(t)) in Λ0+, (B.13) yields
(B.17) x(t) = x+(t, x(0)) = x+
(
t+
ln |Φ(x(0))|
λ
,
Φ(x(0))
|Φ(x(0))|
)
,
and the surjectivity follows. 
Let β ∈ Sn−1 and 0 < ε ≤ ε0, with ε0 > 0 small enough. As in (B.17), we have
(B.18) x+(t, εβ) = x+
(
t+
ln |Φ(εβ)|
λ
,
Φ(εβ)
|Φ(εβ)|
)
.
Since Φ is smooth near 0, we can write
Φ(εβ) = εβ + ε2f(ε, β),
with f ∈ C∞([−ε0, ε0]× Sn−1). In particular, for (ε, β) ∈]0, ε0]× Sn−1,
|Φ(εβ)| = |εβ + ε2f(ε, β)|
= ε
√(
β + εf(ε, β)
) · (β + εf(ε, β))
= ε
(
1 + εg(ε, β)
)
,(B.19)
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with g ∈ C∞([−ε0, ε0]× Sn−1). This implies that
(B.20) F (ε, β) :=
Φ(εβ)
|Φ(εβ)| = β + εk(ε, β),
with k ∈ C∞([−ε0, ε0]×Sn−1). Note that F (ε, β) is the normalized asymptotic direction of the
Hamiltonian curve of Λ0+ passing through εβ. From (B.20), β 7−→ F (ε, β) is a local diffeomor-
phism and is injective on Sn−1. Then, its image is closed (since it is the image of a compact
set by a continuous function) and open (since the application is a local diffeomorphism) of
the connected set Sn−1 if n ≥ 2. Therefore, for all ε ∈ [−ε0, ε0],
β 7−→ F (ε, β),
is a diffeomorphism from Sn−1 onto itself whose inverse F−1(ε, β) satisfies, from (B.20),
(B.21) F−1(ε, β) = β + εℓ(ε, β).
with ℓ ∈ C∞([−ε0, ε0]× Sn−1).
Proposition B.6. For all α ∈ Sn−1 and 0 < ε ≤ ε0, the characteristic curve x+(t, α)
intersects {|x| = ε} at a unique negative time tε+(α) which verifies
tε+(α) =
ln ε
λ
+ εm(ε, α),
with m ∈ C∞([−ε0, ε0]× Sn−1).
Proof. From (B.18), x+(t, α) belongs to {|x| = ε} with t < 0 if and only if there exists
β ∈ Sn−1 such that
α =
Φ(εβ)
|Φ(εβ)| and t =
ln |Φ(εβ)|
λ
,
which is equivalent to
β = F−1(ε, α) and t = tε+(α) :=
ln |Φ(εF−1(ε, α))|
λ
.
So, we have proved that the curve x+(t, α) meets the sphere of radius ε at a unique negative
time tε+(α) given by the previous formula. In particular, (ε, α) 7−→ tε+(α) ∈ C∞(]0, ε0]×Sn−1).
Moreover, (B.19) and (B.21) imply
(B.22) tε+(α) =
ln ε
λ
+ εm(ε, α),
with m ∈ C∞([−ε0, ε0]× Sn−1). 
In particular, the previous proposition directly implies that (ε, α) 7−→ tε+(α) is continuous
on ]0, ε0]×H+∞tang. We will now prove that the same thing holds for tε−(α). As before, we can
parametrize Λ0− by x−(t, ω), for t ∈ R and ω ∈ Sn−1, which satisfies mutatis mutandis (B.15)
and the properties stated in Proposition B.5. Moreover, since we consider a Schro¨dinger
operator, we have x−(t, ω) = x+(−t, ω). Then, Proposition B.6 implies that, for all ω ∈ Sn−1
and 0 < ε ≤ ε0, the characteristic curve x−(t, ω) intersects {|x| = ε} at a unique positive
time, namely at t = −tε+(ω). In particular, for all α ∈ H+∞tang and 0 < ε < ε0, the characteristic
curve x+(t, α) intersects {|x| = ε} at a unique positive time tε−(α).
Now, consider α0 ∈ H+∞tang. Since x+(t, α0) goes to 0 as t tends to +∞, there exists a positive
time Tα0 such that x+(Tα0 , α0) ∈ {|x| ≤ ε0/4}. Then, by continuity of the Hamiltonian flow,
218 J.-F. BONY, S. FUJIIE´, T. RAMOND, AND M. ZERZERI
for all α in a neighborhood in Sn−1 of α0, we have x+(Tα0 , α) ∈ {|x| ≤ ε0/2}. By Proposition
B.3 and the compactness of H+∞tang, it follows that there exists T > 0 such that
x+(T, α) ∈ {|x| ≤ ε0},
for all α ∈ H+∞tang. From (B.17), we then have
x+(t, α) = x
+(−t+ T, x+(T, α))
= x+
(
− t+ T + ln |Φ(x+(T, α))|
λ
,
Φ(x+(T, α))
|Φ(x+(T, α))|
)
.(B.23)
Hence, Proposition B.6 yields
tε−(α) = T +
ln |Φ(x+(T, α))|
λ
− tε+
( Φ(x+(T, α))
|Φ(x+(T, α))|
)
.
Using the continuity of α 7−→ x+(T, α) and Proposition B.6, we obtain the following propo-
sition.
Proposition B.7. For all α ∈ H+∞tang and 0 < ε ≤ ε0, the characteristic curve x+(t, α)
intersects {|x| = ε} at a unique positive time tε−(α) which verifies
tε−(α) = −
ln ε
λ
+ q(α) + εr(ε, α),
with q ∈ C0(H+∞tang) and r, t− ∈ C0([−ε0, ε0]×H+∞tang).
From Proposition B.6 and Proposition B.7, we deduce
Corollary B.8. For all α ∈ H+∞tang, the limit
T (α) = lim
ε→0
(
tε−(α)− tε+(α) − 2| ln ε|/λ
)
,
exists. Moreover, T ∈ C0(H+∞tang).
We now consider the Maslov’s determinant appearing in (3.4). From (B.16), α 7−→ x+(s, α)
is an immersion for s < 0 sufficiently large. Moreover, the Hamiltonian vector field Hp is
transverse to the manifold {(x+(s, α),∇ϕ+(x+(s, α))); α ∈ Sn−1}. Then, from the standard
theory (see e.g. the book of Maslov and Fedoriuk [72]), the Jacobian
J(t, α) = det
∂x+(t, α)
∂(t, α)
,
is a C∞ function which does not vanish near (s, α), α ∈ Sn−1. Moreover, assume that a part
of the evolution of Λ+ by the Hamiltonian flow projects nicely on the x-space near x+(t, α),
Λ+ = {(x,∇ψ(x)); x near x+(t, α)},
for some generating function ψ ∈ C∞(Rn) defined in a neighborhood of x+(t, α). Then, in
this case, J(t, α) does not vanish and
(B.24) ∂t ln |J(t, α)| = 2∆ψ(x+(t, α)).
Let now α ∈ H+∞tang. Near ρ+(t, α), with t ∈ [tε+(α), tε0+ (α)], ϕ+ is a generating function of
Λ+ = Λ
0
+. Then, (B.24) yields
(B.25) J(tε+(α), α) = J(t
ε0
+ (α), α)e
−2
∫ tε0+ (α)
tε
+
(α)
∆ϕ+(x+(s,α)) ds
,
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and J(tε+(α), α) does not vanish. On the other hand, since TρΛ− = TρΛ+ on each point
ρ ∈ Htang and since Λ− = Λ0− projects nicely on the x-space near 0, the evolution of Λ+
projects nicely on the x-space near each point ρ+(t, α) for t ∈ [tε0− (α), tε−(α)]. Moreover, if ψ
is a generating function of the evolution of Λ+, we have
∆ψ(x+(t, α)) = ∆ϕ−(x+(t, α)).
Therefore, (B.24) implies
(B.26) J(tε−(α), α) = J(t
ε0
− (α), α)e
2
∫ tε−(α)
t
ε0
− (α)
∆ϕ−(x+(s,α)) ds
,
and J(tε−(α), α) does not vanish. Then, using the notation of (3.4) and combining (B.25) and
(B.26), we get
Mε(α) =
√
J(tε+(α), α)√
J(tε−(α), α)
=
√
J(tε0+ (α), α)√
J(tε0− (α), α)
√
J(tε+(α), α)√
J(tε0+ (α), α)
√
J(tε0− (α), α)√
J(tε−(α), α)
=Mε0(α)e
−
∫ tε0+ (α)
tε+(α)
∆ϕ+(x+(s,α)) ds
e
−
∫ tε−(α)
t
ε0
− (α)
∆ϕ−(x+(s,α)) ds
=Mε0(α)e−G(ε,α),(B.27)
where
G(ε, α) =
∫ tε0+ (α)
tε+(α)
∆ϕ+(x+(s, α)) ds +
∫ tε−(α)
t
ε0
− (α)
∆ϕ−(x+(s, α)) ds,
which is continuous on ]0, ε0]×H+∞tang thanks to Proposition B.6 and Proposition B.7.
From (B.16) and (B.23), there exists C > 0 such that
|x+(t, α)| ≤ Ce−λ|t|,
for all t ∈ R and α ∈ H+∞tang. Then, the asymptotic expansions of t•± given in Proposition B.6
and Proposition B.7 and that of ϕ± given in (2.6) imply
G(ε, α) −G(ε˜, α) =
∫ tε˜+(α)
tε+(α)
∆ϕ+(x+(s, α)) ds +
∫ tε−(α)
tε˜−(α)
∆ϕ−(x+(s, α)) ds
=
nλ
2
(
tε˜+(α)− tε+(α)
)
+
∫ tε˜+(α)
tε+(α)
O(|x+(s, α)|) ds
− nλ
2
(
tε−(α)− tε˜−(α)
)
+
∫ tε−(α)
tε˜−(α)
O(|x+(s, α)|) ds
= O(ε) +O(ε˜) +
∫ tε˜+(α)
tε+(α)
O(e−λ|t|) ds +
∫ tε−(α)
tε˜−(α)
O(|e−λ|t|) ds
= O(ε) +O(ε˜),(B.28)
uniformly in 0 < ε, ε˜ ≤ ε0 and α ∈ H+∞tang. By the Cauchy criterion, G(ε, α) converges as
ε → 0, uniformly in α ∈ H+∞tang, to a function denoted by G(0, α). Moreover, since G(ε, α)
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is continuous for ε 6= 0, the application G(ε, α) is continuous, and then bounded, on the
compact set [0, ε0]×H+∞tang. Combining with (B.27), we eventually obtain
Proposition B.9. The mapMε(α) is well-defined on ]0, ε0]×H+∞tang and converges as ε→ 0,
uniformly in α ∈ H+∞tang, to a function M0(α). Moreover, the map
(ε, α) 7−→Mε(α),
is continuous and does not vanish on [0, ε0]×H+∞tang.
Recall that, for ω ∈ H−∞tang, α(ω) ∈ H+∞tang has been defined in Section 2 as the normalized
asymptotic direction of x−(t, ω) as t → −∞ (see Figure 6). From (B.20) and the definition
of H±∞tang, this application is well-defined. Furthermore, it satisfies
Lemma B.10. The map α : H−∞tang −→ H+∞tang is a homeomorphism.
Proof. By definition, α is a bijection from H−∞tang onto H+∞tang. Moreover, using the discussion
after (B.22) and also (B.23), we can write
α(ω) =
Φ(x+(T, ω))
|Φ(x+(T, ω))| .
Thus, α is continuous since Φ and x+ are smooth. Eventually, since we consider a Schro¨dinger
operator, α is an involution and the lemma follows. 
It remains to explain Remark 3.6. We consider the case where H+∞tang contains a neighbor-
hood of α0. Then, from (B.23),
x+(t, α) = x+
(− t+ T (α), ω(α)),
where
T (α) = T +
ln |Φ(x+(T, α))|
λ
and ω(α) =
Φ(x+(T, α))
|Φ(x+(T, α))| ,
are C∞ near α0. Using now (B.16) and the asymptotic of t
ε
+(α) given in Proposition B.6, we
obtain, in a neighborhood of α0,
∂x+(t, α)
∂t
∣∣
t=tε+(α)
= λεα+O(ε3/2),
∂x+(t, α)
∂α
∣∣
t=tε+(α)
= εIdTαSn−1 +O(ε3/2),
and 
∂x+(t, α)
∂t
∣∣
t=tε−(α)
= −λεω(α) +O(ε3/2),
∂x+(t, α)
∂α
∣∣
t=tε−(α)
= ε
∂ω(α)
∂α
+O(ε3/2).
So, taking the determinant and letting ε go to 0, we see that (3.6) holds in that case.
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θ(ρ)
ξ(+∞)
ξ(−∞)
pix(ρ(t))
Figure 60. The potential VN and the scattering angle θ(ρ).
B.3. Construction of potential bumps with large scattering angles.
In this part, we construct potential bumps with large scattering angle in dimension n = 2.
They are used to build some examples with specific geometries. The idea is to truncate
properly E0 − λ2x2/4.
Let χ ∈ C∞(R; [0, 1]) be a non-increasing function such that χ = 1 near ] − ∞,−1] and
χ = 0 near [0,+∞[. For N ≥ 1, the potential VN (x) is defined by
(B.29) VN (x) =
(
E0 − λ
2
4
x2
)
χ
(
N
(
λ2
4
x2 − E0
))
.
For N ≫ 1, VN ∈ C∞0 (R2; [0, E0]) is a radial function satisfying x · ∇VN (x) < 0 for x in the
interior of suppVN \ {0} and
VN (x) = E0 − λ
2
4
x2,
near 0 (see Figure 60). We also define pN = ξ
2+VN (x), the symbol of the Schro¨dinger operator
with potential VN . From (2.2), any Hamiltonian trajectory ρ(t) = (x(t), ξ(t)) ⊂ p−1N (E0)
satisfies
(B.30) ∂tx
2(t) = 4x(t) · ξ(t),
and
(B.31) ∂2t x
2(t) = 8ξ2(t)− 4x · ∇VN (x) ≥ 8ξ2(t),
since x · ∇VN (x) ≤ 0. In particular, x2(t) is strictly convex when ρ 6= (0, 0). Thus, any
bicharacteristic curve which is bounded for positive or negative times goes to (0, 0). So,
K(E0) = {(0, 0)},
and any Hamiltonian trajectory in p−1N (E0) \ (Λ− ∪ Λ+) diverges as t→ ±∞. Moreover, VN
satisfies the following estimate.
Lemma B.11. There exists C > 0 such that
|∇VN (x)| ≤ C,
for all x ∈ R2 and N ≥ 1.
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Proof. Indeed, a direct computation gives
|∇VN (x)| =
∣∣∣∣− λ22 xχ
(
N
(
λ2
4
x2 − E0
))
+
λ2
2
xN
(
E0 − λ
2
4
x2
)
χ′
(
N
(
λ2
4
x2 −E0
))∣∣∣∣
≤ λ
√
E0
(
1 + ‖χ′‖L∞
)
,
since |x| ≤ 2√E0/λ on the support of VN . 
Let ρ(t) = (x(t), ξ(t)) be a Hamiltonian trajectory in p−1N (E0) \ (Λ− ∪ Λ+). Since VN is
compactly supported and x(t) goes to∞ as t→ ±∞, ξ(t) is constant equal to ξ(±∞) ∈ √E0S1
for ±t large enough. The scattering angle of the curve ρ is then defined as
(B.32) θ(ρ) = angle(ξ(−∞), ξ(+∞)) ∈ [0, π],
as illustrated in Figure 60. The following result states that this scattering angle is essentially
always bigger than π/2 for N large enough.
Proposition B.12. For all ε > 0, there exists Nε ≥ 1 such that, for all N ≥ Nε, we have
θ(ρ) ≥ π
2
− ε,
for all Hamiltonian curve ρ ⊂ p−1N (E0) \ (Λ− ∪ Λ+).
Proof. We now decompose R2 in three regions:
D1 =
{
|x| ≤ 2
λ
√
E0 − 1
N
}
,
D2 =
{
2
λ
√
E0 − 1
N
≤ |x| ≤ 2
λ
√
E0
}
,
D3 =
{ 2
λ
√
E0 ≤ |x|
}
,
as illustrated in Figure 61. Of course, from (B.29), we have
VN (x) =
E0 −
λ2
4
x2 for x ∈ D1,
0 for x ∈ D3.
Since x2(t) is strictly convex (see (B.31) and below), one can show that there exists a
unique time, denoted by t0 in the following, such that ∂tx
2(t0) = 0. Then, after a symplectic
rotation, we can assume that
x(t0) =
(
0
α
)
and ξ(t0) =
(
β
0
)
,
for some α > 0 and β ∈ R. By symmetry, it is enough to consider the situation β ≥ 0 (see
Figure 61).
We first assume that x(t0) ∈ D1. Then, β = αλ/2. As long as x(t) stays in D1, we have
x(t) =
(
α sinh
(
λ(t− t0)
)
α cosh
(
λ(t− t0)
)) and ξ(t) =

λ
2
α cosh
(
λ(t− t0)
)
λ
2
α sinh
(
λ(t− t0)
)
 .
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Figure 61. The geometric setting of the proof of Proposition B.12.
In particular, there exists a first time t1 ≥ t0 such that x(t1) ∈ ∂D1. At this time, the previous
equations give x1(t1), x2(t1), ξ1(t1), ξ2(t1) ≥ 0 and
(B.33)
ξ2(t1)
ξ1(t1)
= tanh
(
λ(t1 − t0)
) ≤ 1.
Moreover, since x(t1) ∈ ∂D1 and pN (ρ(t1)) = E0, we have
(B.34) x2(t1) =
4
λ2
(
E0 − 1
N
)
and ξ2(t1) = E0 − 1
N
.
Combining with (B.33), it implies
(B.35) ξ21(t1) ≥
ξ2(t)
2
=
E0
2
− 1
2N
≥ E0
4
,
for N large enough.
We will now show that there exists t2 ≥ t1 close to t1 such that x(t) ∈ D3 for all t ≥ t2.
From Lemma B.11, we have
ξ(t1 + δ) = ξ(t1) +O(δ).
Here and in the following, the O’s are uniform with respect to N ≥ 1 and to the curve ρ.
Then, (B.31) yields
∂tx
2(t1 + δ) ≥ ∂tx2(t1) + 8ξ2(t1)δ +O(δ2).
Using (B.30) and the sign of the coordinates of ρ(t1) given above (B.33), we get ∂tx
2(t1) ≥ 0
and then
(B.36) ∂tx
2(t1 + δ) ≥ 8ξ2(t1)δ +O(δ2).
Integrating this estimate with respect to δ implies
x2(t1 + δ) ≥ x2(t1) + 4ξ2(t1)δ2 +O(δ3).
Using (B.34), we obtain
x2(t1 + δ) ≥ 4
λ2
E0 + 4E0δ
2 +O(N−1 + δ2N−1 + δ3).
If we take δ = N−1/3, we have proved
x2(t1 +N
− 1
3 ) ≥ 4
λ2
E0 + 4E0N
− 2
3 +O(N−1) > 4
λ2
E0,
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for N large enough. Thus, for N large enough, the theorem of the intermediate values provides
a (first) time t2 ∈]t1, t1 +N−1/3[ such that x(t2) ∈ ∂D3. Moreover, from (B.36) and (B.34),
we have
∂tx
2(t2) ≥ 0,
for N large enough. Since x2(t) is convex from (B.31), it implies x2(t) ≥ x2(t2) = 4E0/λ2
for all t ≥ t2. In other words, x(t) ∈ D3 for all t ≥ t2. Since the Hamiltonian trajectories
are uniform rectilinear in D3, we get ξ(+∞) = ξ(t2). Thus, combining with Lemma B.11, it
follows
(B.37) ξ(+∞) = ξ(t1) +O(|t2 − t1|) = ξ(t1) +O
(
N−
1
3
)
.
Summing up, we have
θ(ρ) = 2 angle
((
0
1
)
, ξ(+∞)
)
= π − 2 arctan
(ξ2(+∞)
ξ1(+∞)
)
= π − 2 arctan
(ξ2(t1)
ξ1(t1)
)
+O(N− 13 ),
from (B.35) and (B.37). Using now (B.33), we eventually obtain
(B.38) θ(ρ) ≥ π
2
+O(N− 13 ).
which finishes the proof if ρ(t0) ∈ D1.
If ρ(t0) ∈ D2, we can proceed as before. More precisely, taking t1 = t0, the proof is the
same except that (B.34) is replaced by
x2(t1) =
4
λ2
E0 +O
(
N−1
)
and ξ2(t1) = E0 +O
(
N−1
)
.
Finally, if ρ(t0) ∈ D3, we directly have θ(ρ) = π. 
We end this part by constructing a potential with a small scattering angle. It is used to
create a counterexample in Example 6.14.
Example B.13. Let F ∈ C∞0 (R2; [0,+∞[) be a radial function such that F (0) > E0 > 0 and
x · ∇F (x) < 0 for x in the interior of suppF \ {0}. Such potential is illustrated in Figure 62.
We define
q(x, ξ) = ξ2 + F (x),
the symbol of the Schro¨dinger operator with symbol F (x). The previous hypotheses imply
that q is non-trapping at energy E0 (x · ξ is an escape function).
Fix R > 0 large enough. For z ∈ R, let θ(z) be the scattering angle (see (B.32)) of the
Hamiltonian trajectory
t 7−→ exp(tHp)
(
z,−R, 0,
√
E0
)
.
The previous curve is the unique Hamiltonian trajectory of energy E0 with incoming direction
(0, 1) and impact parameter z ∈ R. For z > 0 large enough, we have θ(z) = π since F is
compactly supported. On the other hand, θ(0) = 0. Since θ is smooth and θ([0,+∞[) ⊂ [0, π],
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Figure 62. The potentials F,W and the impact parameters z±.
the mean value theorem implies that there exists z− ∈]0,+∞[ such that θ(z−) = π/3. In the
sequel, we note
ρ(t) = (x(t), ξ(t)) := exp(tHp)
(
z−,−R, 0,
√
E0
)
.
Assume that ξ(t0) = 0 for some t0 ∈ R. Then, the characteristic trajectory s 7→ x(t0 + s)
belongs to the half line x(t0)[0,+∞[ with x(t0) 6= 0 since F is radial. This is impossible
because the scattering angle of ρ is π/3 and not 0. Thus, we have ξ(t) 6= 0 for all t ∈ R.
Using |ξ(t)| = √E0 for |t| large enough, we deduce that
ε := inf
t∈R
|ξ(t)| > 0.
From ξ2(t) + F (x(t)) = E0, it yields
(B.39) F (x(t)) ≤ E0 − ε,
for all t ∈ R.
We now modify the function F outside F−1([0, E0 − ε]). Let W ∈ C∞0 (R2, [0, E0]) be a
radial function such that x · ∇W (x) < 0 for x in the interior of suppW \ {0} and
(B.40) W (x) =

F (x) near F−1([0, E0 − ε]),
E0 − λ
2
2
x2 near 0,
(see Figure 62). Here, λ is any given positive constant. By construction and (B.39), we have
W = F near the characteristic curve {x(t); t ∈ R}. This shows that ρ(t) is also a Hamiltonian
trajectory of p(x, ξ) = ξ2+W (x). In other words, we have found a reasonable bump W such
that
(B.41) p has a trajectory of scattering angle π/3 in the energy surface E0.
Finally, we compute the outgoing impact parameter of ρ(t) using a classical trick. We set
f(t) = x(t) · Jξ(t) with the matrix
J =
(
0 1
−1 0
)
.
For ±t > 0 large enough, f(t) = √E0z± where z+ (resp. z−) is the outgoing (resp. incoming)
impact parameter (see Figure 62). The Hamiltonian equations give
∂tf(t) = 2ξ(t) · Jξ(t)− x(t) · J∇W (x(t)) = 0,
since W (x) is radial. The previous properties imply
(B.42) z− = z+.
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E
−(TE)
Figure 63. The geometric setting of Section B.4.
B.4. Proof of Proposition 4.12.
In this section, we prove Proposition 4.12. By assumption, there exists ε > 0 such that
p(x, ξ) = E0 + ξ
2 −∑λ2jx2j/4 in B := B(0, ε) ⊂ T ∗Rn. Let (x(t), ξ(t)) be a Hamiltonian
trajectory in B. A classical computation gives
∂2t x
2 = 4∂t(x · ξ) = 8ξ2 + 2L2x · x,
where L = diag(λ1, . . . , λn). Thus, the function t 7→ x2(t) is strictly convex in B ∩ p−1(E) for
all E 6= E0. In particular, every Hamiltonian trajectory in p−1(E) with E 6= E0 which enters
in B must leave B.
We prove the proposition using a contradiction argument. So, assume that all the energies
just above E0 are not non-trapped. Then, there exist a decreasing sequence of E converging
to E0 and ρE ∈ K(E). From the previous discussion, we can always assume that ρE /∈ B.
On the other hand, K([E0, E0 + 1]) is bounded from (H1). Thus, up to the extraction of a
subsequence, ρE tends to ρE0 as E goes to E0. In particular, p(ρE0) = E0 and ρE0 6= 0 since
ρE0 /∈ B. Lastly, the continuity of the Hamiltonian flow implies that ρE0 ∈ K(E0).
For ρ ∈ T ∗Rn and t ∈ R, we note ρ(t) = exp(tHp)(ρ). Since K(E0) \ {(0, 0)} = H and
since every homoclinic trajectory goes to (0, 0) as t → +∞, there exists t− ≥ 0 such that
ρE0(t−) ∈ B∩Λ0−. We define ρE− = ρE(t−) which lies in B for E close enough to E0. Moreover,
from the first paragraph of this proof, the curve ρE−(t) leaves B for E 6= E0. Let TE > 0 be the
first time such that ρE−(TE) ∈ ∂B. Since ρE− = ρE0− + oE→E0(1) and ρE0− ∈ Λ0−, the continuity
of the Hamiltonian flow implies that
(B.43) TE −→ +∞,
as E goes to E0. We define ρ
E
+ = ρ
E
−(TE). Since ∂B is a compact set, we can always assume
up to the extraction of a subsequence that ρE+ tends to ρ
E0
+ as E goes to E0. As before,
ρE0+ ∈ H∩ ∂B. Furthermore, using one more time the continuity of the Hamiltonian flow, we
deduce that ρE0+ (t) ∈ B for all t ≤ 0. Then, Proposition B.3 gives ρE0+ ∈ Λ0+. The situation is
illustrated in Figure 63.
Let (x⋆•, ξ
⋆
•) denotes the coordinates of ρ
⋆
•. From (2.8), we have
xE0− (t) = g−(ρ
E0
− )e
−λ1t + ot→+∞(e
−λ1t),
xE0+ (−t) = g+(ρE0+ )e−λ1t + ot→+∞(e−λ1t),
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for t > 0. Then, the continuity of the Hamiltonian flow gives
xE−(t) = g−(ρ
E0
− )e
−λ1t + ot→+∞(e
−λ1t) + otE→E0(1),(B.44)
xE+(−t) = g+(ρE0+ )e−λ1t + ot→+∞(e−λ1t) + otE→E0(1).(B.45)
The notation otE→E0(1) designs a function which tends to 0 as E goes to E0 for t ≥ 0 fixed.
In particular,
(B.46) xE−(t) · xE+(−t) = g−(ρE0− ) · g+(ρE0+ )e−2λ1t + ot→+∞(e−2λ1t) + otE→E0(1).
We now define
ρt,E = (xt,E , ξt,E) := ρE−(t).
Since Λ0− is given by {(x, ξ); ξ = −Lx/2} and ρt,E = ρE0− (t) + otE→E0(1), we get
(B.47) xE−(t) = L
−1
(L
2
xt,E − ξt,E
)
+ otE→E0(1).
On the other hand, since V (x) = E0 −
∑
λ2jx
2
j/4 in B, the Hamiltonian flow is explicit and
we can write
xE+(−t) = xE−(TE − t) = xt,E(TE − 2t)
= L−1eL(TE−2t)
(L
2
xt,E + ξt,E
)
+ L−1e−L(TE−2t)
(L
2
xt,E − ξt,E
)
.(B.48)
From (B.43), we deduce
L−1e−L(TE−2t)
(L
2
xt,E − ξt,E
)
= otE→E0(1).
On the other hand, since the j-th coordinate of g+(ρ
E0
+ ) vanishes if λj > λ1, (B.45) and (B.48)
imply
λ−1j e
λj(TE−2t)
(λj
2
xt,E + ξt,E
)
j
= ot→+∞(e
−λ1t) + otE→E0(1),
if λj > λ1. Since TE − 2t ≥ 0 for E close to E0 (depending on t), the previous equation yields
λ−21 λje
λ1(TE−2t)
(λj
2
xt,E + ξt,E
)
j
= ot→+∞(e
−λ1t) + otE→E0(1),
if λj > λ1. Combining the previous formulas, (B.48) becomes
(B.49) xE+(−t) = λ−21 eλ1(TE−2t)L
(L
2
xt,E + ξt,E
)
+ ot→+∞(e
−λ1t) + otE→E0(1).
Making the scalar product between (B.47) and (B.49), we deduce
xE−(t) · xE+(−t) = λ−21 eλ1(TE−2t)
(L
2
xt,E − ξt,E
)
·
(L
2
xt,E + ξt,E
)
+ ot→+∞(e
−2λ1t) + otE→E0(1)
= λ−21 e
λ1(TE−2t)
(
E0 − p(ρt,E)
)
+ ot→+∞(e
−2λ1t) + otE→E0(1)
= λ−21 e
λ1(TE−2t)(E0 − E) + ot→+∞(e−2λ1t) + otE→E0(1)
≤ ot→+∞(e−2λ1t) + otE→E0(1),(B.50)
since E > E0. We have used here the explicit form of p in B.
Comparing (B.46) and (B.50), it comes
g−(ρ
E0
− ) · g+(ρE0+ ) ≤ ot→+∞(1) + otE→E0(1).
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Taking t large enough and then E close enough to E0, it gives
g−(ρ
E0
− ) · g+(ρE0+ ) ≤ 0,
since the left hand side of the above equation is independent of t, E. Eventually, this is in
contradiction with gk+ · gℓ− > 0 for all k, ℓ ∈ {1, . . . ,K}, and the proposition follows.
B.5. Proof of Lemma 10.2.
This proof relies on (A.11) and we use the definitions of Section 10.2. To keep the notations
of Theorem A.2, we assume in the sequel that yj = (ε, 0, . . . , 0) and Hj = {y1 = ε}. It can
always be done by a linear change of coordinates. First, we estimate the behavior of the
asymptotic directions. Let x ∈ εSn−1 ∩ suppa+. Then, from (B.14), g+(ρ+x ) = Φ(x) where
Φ ∈ C∞, Φ(0) = 0 and dΦ(0) = IdRn . In particular,
(B.51) g+(ρ
+
x ) = x+O(x2) = x+O(ε2).
Now, let y ∈ Hj ∩ suppaj−,0. From (10.29)–(10.30), we deduce
(B.52) y = Y (y) +Oε(ν).
Using the symmetry of the Hamiltonian curves (x(t), ξ(t)) 7−→ (x(−t),−ξ(−t)), we also have
g−(ρ
−
y ) = Φ(y). Therefore, we obtain as in (B.51)
(B.53) g−(ρ
−
y ) = y +O(y2) = Y (y) +O(ε2) +Oε(ν),
since |Y (y)| = ε. In particular, (B.51) and (B.53) imply
(B.54) |g−(ρ−y )| = ε+O(ε2) +Oε(ν) and |g+(ρ+x )| = ε+O(ε2),
whereas, thanks to (A.9),(
iλ(g+(ρ
+
x ) · g−(ρ−y ))
)−S(z,h)/λ
=
(
iλ(g+(ρ
+
x ) · g−(ρ−y ))
)−n
2
+i
z−E0
λh
=
(
iλx · Y (y))−n2+i z−E0λh +O(ε1−n) +Oε(ν).(B.55)
Note that, in the previous equation, the quantities (g+(ρ
+
x ) · g−(ρ−y )) and (x · Y (y)) do not
vanish from (H4) for V ε± sufficiently close to πx(Hεtang,±). Taking the modulus and using
Im z = O(h| ln h|−1), we get∣∣∣(iλ(g+(ρ+x ) · g−(ρ−y )))−S(z,h)/λ∣∣∣ = e−π2 Re z−E0λh sgn(x·Y (y))∣∣(λx · Y (y))∣∣−n2− Im zλh
+O(ε1−n) +Oε(ν)
= λ−
n
2 e−
π
2
Re z−E0
λh
sgn(x·Y (y))
∣∣(x · Y (y))∣∣−n2
+O(ε1−n) +Oε(ν) +Oε,ν
(| ln h|−1).(B.56)
Again, using that Im z = O(h| ln h|−1), we immediately obtain
(B.57)
∣∣Γ(S(z, h)/λ)∣∣ = ∣∣∣Γ(n
2
− iRe z − E0
λh
)∣∣∣+O(| lnh|−1).
Otherwise, (2.6) implies
(B.58)
∣∣det∇2y′,y′ϕ−(y)∣∣ 12 = ∣∣∣det(− λ2 IdRn−1 +O(y))∣∣∣ 12 = (λ2)n−12 +O(ε) +O(ν),
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since |y| = ε+O(ν). The same way, we obtain
(B.59)
∣∣∂ξ1p(ρ−y )∣∣ 12 =√2∣∣∂x1ϕ−(y)∣∣ =√λ|y1|+O(y2) = √λε+O(ε 32 ) +Oε(ν).
since y = yj +O(ν).
We now consider x(t) = πx(exp(tHp)(ρ
+
x )). Then, there exists C > 0 such that |x(t)| ≤
Ceλt|x| for t ≤ 0 (this follows from (B.13) for instance). Using (2.6), it yields
∆ϕ+(x(s)) − nλ/2 = O(eλsε).
Then, we get
(B.60) e
∫ −∞
0 (∆ϕ+(x(s))−nλ/2) ds = 1 +O(ε).
It remains to study the last term in (A.11). For that, we will follow the approach of [54,
Lemma 2.1] and [4, Proposition C.1]. First, using the notation (y(t), η(t)) = exp(tHp)(ρ
−
y ),
we have
∂y(t, y′, η′)
∂t
|η′=∂y′ϕ−(y) = 2η(t) = 2∇ϕ−(y(t)).
Combining with (2.6) and (2.8), this implies
∂y(t, y′, η′)
∂t
|η′=∂y′ϕ−(y) = −λy(t) +O(y(t)2) = −λg−(ρ−y )e−λt + ot→+∞(e−λt).
Eventually, g−(ρ
−
y ) = Φ(y) gives g−(ρ
−
y ) = y +O(y2) = yj +O(ε2 + ν) and then
(B.61)
∂y(t, y′, η′)
∂t
|η′=∂y′ϕ−(y) = −λ

ε
0
...
0
 e−λt +O(ε2 + ν)e−λt + ot→+∞(e−λt).
We now compute the derivative of y(t, y′, η′) with respect to y′ at η′ = ∂y′ϕ−(y). For that, it
is equivalent to compute the evolution of a tangent vector (δy, δη) of
Λη′ =
{
(ε, y′, f−(ε, y
′, η′), η′); y′ ∈ Rn−1},
along exp(tHp)(ρ
−
y ). Indeed, Λη′ is the space of the initial condition of y(t, y
′, η′) given in
Theorem A.2. From the definition of Λη′ , we have
(B.62) δy = (0, δy′) and δη =
(
∂y′f−(ε, y
′, η′) · δy′ , 0
)
.
We then follow the proof of [54, Lemma 2.1]. There exist symplectic local coordinates (k, κ) ∈
T ∗Rn centered at (0, 0) such that Λ0− (resp. Λ
0
+) is given by k = 0 (resp. κ = 0) and
k =
1√
λ
(
η +
λ
2
y
)
+O((y, η)2),(B.63)
κ =
1√
λ
(
η − λ
2
y
)
+O((y, η)2).(B.64)
Then, p(y, η) = E0+A(k, κ)k · κ with A(0, 0) = λIdRn . In these coordinates, (B.62) becomes
δk =
1
2
√
λ
(
2∂y′f−(ε, y
′, η′) · δy′ , λδy′
)
+O(ε+ ν)|δy′ |,(B.65)
δκ =
1
2
√
λ
(
2∂y′f−(ε, y
′, η′) · δy′ ,−λδy′
)
+O(ε+ ν)|δy′ |.(B.66)
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Moreover, the evolution of a tangent vector (δk, δκ) at exp(tHp)(ρ
−
y ) satisfies the following
equation
(B.67)
d
dt
(
δk
δκ
)
=
(
λ+O((ε+ ν)e−λt) 0
O((ε+ ν)e−λt) −λ+O((ε+ ν)e−λt)
)(
δk
δκ
)
.
The first equation
∂tδk =
(
λ+O((ε+ ν)e−λt))δk,
implies
(B.68) δk(t) = e
λtδk(0) +O(ε+ ν)eλt|δk(0)|,
by the usual theory of the ordinary differential equations. On the other hand, Λ− and Λη′
intersect transversally along a Hamiltonian curve from [9, Lemma 5.6]. Then, [54, Lemma
2.1] implies that, for (δk(0), δκ(0)) ∈ TΛη′ , we have
δκ(t) = B(t)δk(t),
where B(t) = Oε,ν(e−λt). Then, (B.68) gives
(B.69) δκ(t) = Oε,ν(1)|δk(0)|.
Inverting the change of variables (B.63)–(B.64), the expansions (B.68) and (B.69) yield
(B.70) δy(t) =
1√
λ
eλtδk(0) +O(ε+ ν)eλt|δk(0)|+Oε,ν(1)|δk(0)|.
We will now estimate ∂y′f−. By definition, we have
f−(ε, y
′, ∂y′ϕ−(y)) = ∂y1ϕ−(y) = −
λ
2
y1 +O(y2) = −λ
2
ε+O(ε2 + ν).
Furthermore, differentiating p(ε, y′, f−, η
′) = E0, we get
2f−(ε, y
′, ∂y′ϕ−(y))∂y′f−(ε, y
′, ∂y′ϕ−(y)) = −∂y′V (ε, y′) = λ
2
2
y′ +O((ε, y′)2) = O(ε+ ν).
The two last estimates imply
(B.71) ∂y′f−(ε, y
′, ∂y′ϕ−(y)) = O(1) +Oε(ν).
Then, (B.65), (B.70) and (B.71) give
δy(t) =
1
2λ
eλt
(
2∂y′f−(ε, y
′, η′) · δy′ , λδy′
)
+O(ε)eλt|δy′ |+Oε(ν)eλt|δy′ |+Oε,ν(1)|δy′ |.
In other words, we have proved
∂y(t, y′, η′)
∂y′
|η′=∂y′ϕ−(y) =
1
2λ
eλt
(
2∂y′f−(ε, y
′, ∂y′ϕ−(y))
λIdRn−1
)
+O(ε)eλt
+Oε(ν)eλt +Oε,ν(1).(B.72)
Combining (B.61), (B.71) and (B.72), we get∣∣∣ det ∂y(t, y′, η′)
∂(t, y′)
|η′=∂y′ϕ−(y)
∣∣∣ = λε
2n−1
e(n−2)λt +
(O(ε2) +Oε(ν) + oε,νt→+∞(1))e(n−2)λt,
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Figure 64. The functions f, g, k,W .
which finally implies
(B.73) lim
t→+∞
e
n−2
2
λt√∣∣∣det ∂y(t,y′,η′)∂(t,y′) |η′=∂y′ϕ−(y)∣∣∣ =
2
n−1
2√
λε
+O(√ε) +Oε(ν).
Eventually, (10.35) follows from (A.11) together with (B.54), (B.55), (B.58), (B.59), (B.60)
and (B.73). The same way, (10.36) is a consequence of the estimates (B.54), (B.56), (B.57),
(B.58), (B.59), (B.60) and (B.73).
B.6. A self-adjoint operator for Example 7.11.
We construct here a self-adjoint pseudodifferential operator satisfying the assumptions of
Example 7.11. For that, we use the symbol build in Example 4.9. Thus, we set
q1(x1, ξ1) = ψ(x1)e
−x21
(
1− ξ21(ξ1 + 1/2)
)
e−ξ
4
1/5 ∈ S(1),
where ψ ∈ C∞0 (R; [0, 1]) is equal to 1 on a sufficiently large neighborhood of 0. In particular,
there exists C1 > 0 such that
q1(x1, ξ1) + C1 > 0,
for all (x1, ξ1) ∈ T ∗R. Next, let
q2(x1, ξ1) =W (x1) + q1(x1, ξ1) + C1 ∈ S(1),
where the potential W ∈ C∞0 (R; [0, 1]) is a non-degenerate bump illustrated in Figure 64 and
satisfying
W (x1) = 1− λ
2
2
4
(x1 +R)
2 +O((x1 +R)3),
near −R for some R > 0 large enough. Here, λ2 > 0 can be chosen arbitrarily. Note that
q2(x1, ξ1) > 0 for all (x1, ξ1) ∈ T ∗R. We then define the energy E0 = 1 + C1 > 0 and the
symbol
(B.74) p0(x, ξ) = ξ
2 + q2(x1, ξ1)f(x1)g(x2k(x1)),
for (x, ξ) ∈ T ∗R2. The graph of the smooth functions f, g, k : R 7−→ R is drawn in Figure 64.
Moreover, we assume that g(y) = 1−y2+O(y3) near 0. The symbol p0 is real valued, belongs
to S(〈ξ〉2) and is classically elliptic in this class (this means p0(x, ξ) ≥ ξ2 − C). Moreover,
p0(x, ξ) = ξ
2 for x outside a compact set.
Lemma B.14. For all (x, ξ) ∈ K(E0), we have x2 = ξ2 = 0.
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Proof. Let ρ(t) = (x(t), ξ(t)) be a trapped Hamiltonian trajectory in p−10 (E0). From (B.74)
and the definition of the Hamiltonian vector field (2.2), we get
(B.75)
{
∂tx2 = ∂ξ2p0(x, ξ) = 2ξ2 has the sign of ξ2,
∂tξ2 = −∂x2p0(x, ξ) = −q2(x1, ξ1)f(x1)k(x1)g′(x2k(x1)) has the sign of x2.
We first assume that x2(0) > 0.
In addition, we suppose that ξ2(0) > 0. Then, (B.75) implies that x2(t) > 0 and ξ2(t) > 0
for all t ≥ 0. Another application of (B.75) gives ξ2(t) ≥ ξ2(0) and eventually x2(t) ≥ x2(0)+
tξ2(0) for all t ≥ 0. It implies that this trajectory is not trapped and gives a contradiction.
The same way, one can exclude the assertion ξ2(0) < 0 considering the limit t→ −∞. Thus,
we have ξ2(0) = 0. Assume that there exists s > 0 such that ξ2(s) 6= 0. Let
t = inf{s > 0; ξ2(s) 6= 0}.
From (B.75), we have x2(t) = x2(0) > 0. By continuity, there exists s > t (close to t) such
that x2(s) ≥ x2(0)/2 > 0 and ξ2(s) 6= 0. By the previous paragraph, this is impossible. This
shows that ξ2(t) = 0 for all t ≥ 0. Working symmetrically for t < 0, we obtain
(B.76) ξ2(t) = 0 and x2(t) = x2(0),
for all t ∈ R.
Combining (B.75) and (B.76), we get
0 = ∂tξ2(t) = −q2(x1, ξ1)f(x1)k(x1)g′(x2k(x1)),
for all t ∈ R. From the form of the functions f, g, k, q2, it yields
(B.77) f(x1) = 0 or g(x2k(x1)) = 0,
for all t ∈ R. On the other hand, the Hamiltonian equations (2.2) write
∂tx1 = ∂ξ1p0(x, ξ) = 2ξ1 + (∂ξ1q2)(x1, ξ1)f(x1)g(x2k(x1)),
and
∂tξ1 = −∂x1p0(x, ξ) = − (∂x1q2)(x1, ξ1)f(x1)g(x2k(x1))− q2(x1, ξ1)f ′(x1)g(x2k(x1))
− q2(x1, ξ1)f(x1)k′(x1)g′(x2k(x1)).
Since f(y) = 0 (resp. g(y) = 0) implies f ′(y) = 0 (resp. g′(y) = 0), (B.77) gives ∂tx1(t) =
2ξ1(t) and ∂tξ1(t) = 0 for all t ∈ R. Thus,
(B.78) ξ1(t) = ξ1(0) and x1(t) = x1(0) + tξ1(0),
for all t ∈ R. Lastly, (B.74), (B.76), (B.77) and (B.78) imply
0 < E0 = p0(x, ξ) = ξ
2 = ξ21(0).
and then ξ1(0) 6= 0. As consequence, (B.78) shows that the trajectory t 7−→ ρ(t) is non-
trapped which is impossible.
Starting from the assumption x2(0) > 0, we have just obtained a contradiction. Working
the same way if x2(0) < 0, we deduce x2(0) = 0 and then x2(t) = 0 for all t ∈ R. Eventually,
(2.2) yields
ξ2(t) = ∂tx2(t)/2 = 0,
and the lemma follows. 
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Figure 65. The energy surface p−10 (E0) restricted to x2 = ξ2 = 0.
The symbol p0 restricted to x2 = ξ2 = 0 takes the form
p0|x2=ξ2=0(x, ξ) = ξ
2
1 + q2(x1, ξ1)f(x1).
The energy surface p−10 (E0) restricted to x2 = ξ2 = 0 is illustrated in Figure 65. In particular,
the trapped set K(E0) consists of two fixed points (v1, 0) = (0, 0) and (v2, 0) = (−R, 0), a
homoclinic trajectory e1 around v1 (which is that of Example 4.9 drawn in Figure 12) and a
heteroclinic trajectory e2 from v1 to v2.
It remains to study the behavior of p0 in a vicinity of the critical points. Near (v1, 0) =
(0, 0), (B.74) gives
p0(x, ξ) = E0 + ξ
2
1/2 + ξ
2
2 − x21 − x22/2 +O
(
(x, ξ)3
)
.
Thus, applying the symplectic homothety (x, ξ) 7−→ (y, η) = (√2x1, x2, ξ1/
√
2, ξ2), we get
p0(x, ξ) = E0 + η
2 − y2/2 +O((y, η)3).
In other words, (v1, 0) is an isotropic fixed point with coefficient λ1 =
√
2. On the other hand,
we have near (v2, 0) = (−R, 0)
p0(x, ξ) = E0 + η
2 − λ
2
2
4
y2 +O((y, η)3).
with (y, η) = (x1 + R,x2, ξ1, ξ2). Thus, (v2, 0) is an isotropic fixed point with coefficient λ2
which can be chosen arbitrarily small.
Summing up, we define
(B.79) P = −(1− ϕ)(x)h2∆(1− ϕ)(x) + χ(x)Op(p0)χ(x),
where χ,ϕ ∈ C∞0 (R2; [0, 1]) are such that χ = 1 on a sufficiently large neighborhood of 0 and
χ2(x) + (1 − ϕ)2(x) = 1 for all x ∈ R2. From (B.74), this operator is a pseudodifferential
operator whose symbol p ∈ S(〈ξ〉2) is real, classically elliptic and verifies
p = p0 + S(h
2〈x〉−∞).
Thus, we have constructed a self-adjoint operator on H2(R2) satisfying the assumptions of
Example 7.11 and such that λ2 can be taken arbitrarily small. It is not a Schro¨dinger operator,
but it is within the scope of Remark 2.1. In particular, the resonances of P are well-defined
using the theory of Sjo¨strand and Zworski [87] since P coincides with −h2∆ outside a compact
set. Note also that the transversality hypothesis (H20) follows from the repulsive character
of p0 in the variable x2 (see the proof of Lemma B.14).
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Appendix C. Spectral radius of T0 and T
In this part, we show that τ 7−→ A0(τ) is continuous on R and that ‖T0(τ)k‖ 1k con-
verges uniformly to A0(τ) on the compact set in τ . In the sequel, we will assume that
mesSn−1(H−∞tang) > 0 since all the considered operators vanish in the other case (see Remark
3.10 i)).
We will first work on the vicinity of a point τ0 ∈ R. From (H4), (3.7) and Proposition B.9,
there exists C1 > 0 such that
(C.1) 1/C1 ≤ T0(τ)(ω, ω˜) ≤ C1,
for all |τ − τ0| ≤ 1 and ω, ω˜ ∈ H−∞tang. Moreover, from (3.7), there exists C2 > 0 such that
(C.2) T0(τ)(ω, ω˜) = T0(σ)(ω, ω˜) +R(τ, σ)(ω, ω˜),
with
(C.3)
∣∣R(τ, σ)(ω, ω˜)∣∣ ≤ C2|τ − σ|,
for all τ, σ ∈ τ0 + [−1, 1] and ω, ω˜ ∈ H−∞tang.
For an operator T with continuous kernel 0 ≤ T (ω, ω˜) ∈ L∞, we have
|T (f)(ω)| ≤ T (|f |)(ω),
for all f ∈ L∞ and ω ∈ H−∞tang. This implies
(C.4) ‖T‖L∞→L∞ = sup
‖f‖L∞=1, f≥0
‖T (f)‖L∞ .
Thus, let f ∈ L∞(H−∞tang) be such that ‖f‖L∞ = 1 and f ≥ 0.
Lemma C.1. We have
T k0 (τ)(f)(ω) ≤
(
1 + C1C2|τ − σ|
)kT k0 (σ)(f)(ω),
for all k ∈ N, τ, σ ∈ τ0 + [−1, 1] and ω ∈ H−∞tang.
Proof. We will prove this estimate by induction over k. It is clearly satisfied for k = 0.
Assume now that it holds true for some k ∈ N. From (C.2), we can write
(C.5) T k+10 (τ)(f)(ω) = T0(σ)T k0 (τ)(f)(ω) +R(τ, σ)T k0 (τ)(f)(ω).
Since T0(σ)(ω, ω˜) ≥ 0, the induction assumption implies
(C.6) T0(σ)T k0 (τ)(f)(ω) ≤
(
1 + C1C2|τ − σ|
)kT k+10 (σ)(f)(ω).
On the other hand, using (C.3) and T k0 (τ)(f)(ω) ≥ 0, we obtain
R(τ, σ)T k0 (τ)(f)(ω) ≤ C2|τ − σ|
∫
T k0 (τ)(f)(ω˜) dω˜.
Combining with (C.1) and (C.6), it yields
R(τ, σ)T k0 (τ)(f)(ω) ≤ C1C2|τ − σ|
∫
T0(σ)(ω, ω˜)T k0 (τ)(f)(ω˜) dω˜
= C1C2|τ − σ|T0(σ)T k0 (τ)(f)(ω)
≤ C1C2|τ − σ|
(
1 + C1C2|τ − σ|
)kT k+10 (σ)(f)(ω).(C.7)
Thus, (C.5), (C.6) and (C.7) give the required estimate for k + 1 and then for all k ∈ N. 
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From (C.4) and Lemma C.1, we obtain∥∥T k0 (τ)∥∥ ≤ (1 + C1C2|τ − σ|)k∥∥T k0 (σ)∥∥,
for all k ∈ N, τ, σ ∈ τ0 + [−1, 1]. Thus, we deduce
(C.8)
(
1 + C1C2|τ − τ0|
)−1∥∥T k0 (τ0)∥∥ 1k ≤ ∥∥T k0 (τ)∥∥ 1k ≤ (1 + C1C2|τ − τ0|)∥∥T k0 (τ0)∥∥ 1k ,
for all k ∈ N and |τ − τ0| ≤ 1. Taking the limit k → +∞, we get(
1 + C1C2|τ − τ0|
)−1A0(τ0) ≤ A0(τ) ≤ (1 + C1C2|τ − τ0|)A0(τ0),
and then
Proposition C.2. The function τ 7−→ A0(τ) is continuous on R.
Moreover, we have the following result used in Section 10.2.
Proposition C.3. Let ρ > 1 and K ⊂ R be a compact set. Then, there exists an integer
k0 ≥ 1 such that ∥∥T k0 (τ)∥∥ 1k ≤ ρA0(τ),
for all k ≥ k0 and τ ∈ K.
Proof. By compactness, it is enough to obtain this property near any point τ0 ∈ R. Let δ > 0.
Then, there exists an integer k0 ≥ 1 such that∣∣∣∥∥T k0 (τ0)∥∥ 1k −A0(τ0)∣∣∣ ≤ δ,
for all k ≥ k0. On the other hand, from (C.8), there exists c1 > 0 such that∣∣∣∥∥T k0 (τ)∥∥ 1k − ∥∥T k0 (τ0)∥∥ 1k ∣∣∣ ≤ δ,
for all |τ − τ0| ≤ c1 and k ≥ 1. Moreover, Proposition C.2 provides c2 > 0 such that
(C.9)
∣∣A0(τ)−A0(τ0)∣∣ ≤ δ,
for all |τ − τ0| ≤ c2. The three last estimates give
(C.10)
∥∥T k0 (τ)∥∥ 1k ≤ A0(τ) + 3δ,
for all |τ − τ0| ≤ min(c1, c2) and k ≥ k0.
From (C.9) and A0(τ0) > 0 (see Remark 3.10 i) and the beginning of this section), we also
have
A0(τ) ≥ A0(τ0)− δ ≥ A0(τ0)/2 > 0,
for all δ small enough and |τ − τ0| ≤ min(c1, c2). Thus, taking δ sufficiently small, (C.10)
yields ∥∥T k0 (τ)∥∥ 1k ≤ ρA0(τ),
for all |τ − τ0| ≤ min(c1, c2) and k ≥ k0. 
We finish this part by proving (5.8), that is
Lemma C.4. Under the assumptions of Section 5, we have
A(τ, h) ≤ A0(τ),
for all τ, h.
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Proof. For k ∈ N \ {0}, the kernel of T k• is given by
T k• (ω, ω˜) =
∫
(H−∞tang)
k−1
T•(ω, ω1) · · · T•(ωk−1, ω˜) dω1 · · · dωk−1.
Using (5.6), it yields ∣∣T k(ω, ω˜)∣∣ ≤ T k0 (ω, ω˜),
for all k ∈ N \ {0} and ω, ω˜ ∈ H−∞tang. It implies
(C.11)
∣∣T ku(ω)∣∣ ≤ ∫ ∣∣T k(ω, ω˜)u(ω˜)∣∣ dω˜ ≤ T k0 |u|(ω),
for all u ∈ L2(H−∞tang) and ω ∈ H−∞tang. In particular,∥∥T ku∥∥ ≤ ∥∥T k0 |u|∥∥ ≤ ∥∥T k0 ∥∥‖|u|‖ = ∥∥T k0 ∥∥‖u‖.
This gives ‖T k‖ ≤ ‖T k0 ‖ and the lemma follows from the definition of the spectral radius. 
Appendix D. Distorted and truncated estimates
In this part, we compare distorted and truncated quantities. The first result, which is
essentially in the folklore of the theory of resonances, shows the equivalence of the norms of
the resolvent.
Proposition D.1. Assume (H1) and let E0, R > 0, θ = h| ln h| and χ ∈ C∞0 (Rn; [0, 1]) be
such that χ = 1 on a sufficiently large neighborhood of 0. We also suppose that the distortion
(2.3) occurs outside the support of χ. Then, there exists C > 0 such that∥∥χ(P − z)−1χ∥∥ ≤ ∥∥(Pθ − z)−1∥∥ ≤ h−C∥∥χ(P − z)−1χ∥∥,
for h small enough and z ∈ B(E0, Rh) that is not a resonance.
In fact, if the distortion function F is well-chosen (that is Hp(F (x) · ξ) ≥ 0 on the entire
energy surface p−1(E0)) or if the distortion angle satisfies θ = O(h), it could be possible to
replace h−C by C in the previous inequality.
Proof. Using (2.5) and |χ| ≤ 1, we immediately obtain
(D.1)
∥∥χ(P − z)−1χ∥∥ ≤ ∥∥(Pθ − z)−1∥∥.
For the second inequality, we construct an operator Q which coincides with P outside a
compact set and which is non-trapping at energy E0. This idea comes back to Robert and
Tamura [81]. Let ϕ ∈ C∞0 (Rn; [0, 1]) be such that ϕ(x) = 1 if |x| ≤ 1. For r > 0, we set
(D.2) Q = −h2∆+ Vr(x) with Vr(x) = V (x)
(
1− ϕ
(x
r
))
.
Its symbol is q(x, ξ) = ξ2 + Vr(x). From (H1), we have ξ
2 > E0/2 on the energy surface
q−1(E0) for r large enough. Moreover, a direct computation gives
{q, x · ξ} = 2ξ2 − x · ∇V (x)
(
1− ϕ
(x
r
))
+
x
r
· ∇ϕ
(x
r
)
V (x).
The Cauchy formula and (H1) imply x · ∇V (x) = ox→+∞(1). Thus, the previous equation
becomes
(D.3) {q, x · ξ} ≥ E0 + ox→+∞(1)1|x|≥r ≥ E0/2,
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for r large enough and (x, ξ) ∈ q−1(E0). In particular, x · ξ is an escape function for q at
energy E0 and then Q is non-trapping at energy E0. In the sequel, we fix r large enough such
that the previous property holds true.
We now assume that χ = 1 near the support of ϕ(·/r). In particular, W = Wχ where
W = V − Vr ∈ C∞0 (Rn). Let Qθ be the operator Q distorted as in (2.4). From the resolvent
estimate in the non-trapping case proved by Martinez [71], there exists M > 0 such that
(D.4)
∥∥(Qθ − z)−1∥∥ . h−M ,
uniformly for h small enough and z ∈ B(E0, Rh). Using the resolvent identity and (2.5), we
can write
(Pθ − z)−1 = (Qθ − z)−1 − (Pθ − z)−1W (Qθ − z)−1
= (Qθ − z)−1 − (Qθ − z)−1W (Qθ − z)−1
+ (Qθ − z)−1W (Pθ − z)−1W (Qθ − z)−1
= (Qθ − z)−1 − (Qθ − z)−1W (Qθ − z)−1
+ (Qθ − z)−1Wχ(P − z)−1χW (Qθ − z)−1,(D.5)
for z not a resonance. Combining with (D.4), this yields
(D.6)
∥∥(Pθ − z)−1∥∥ . h−2M + h−2M∥∥χ(P − z)−1χ∥∥,
uniformly for z ∈ B(E0, Rh) not a resonance. On the other hand, from [12, Proposition 1.5]
of Petkov and the first author, we have∥∥χ(P − z)−1χ∥∥ & h−1,
uniformly for z ∈ B(E0, Rh) not a resonance. Then, (D.6) gives
(D.7)
∥∥(Pθ − z)−1∥∥ ≤ h−C∥∥χ(P − z)−1χ∥∥,
with C = 2M + 1 for h small enough and z ∈ B(E0, Rh) not a resonance. Summing up, the
proposition follows from (D.1) and (D.7).
If in addition the distortion function F is well-chosen or if θ = O(h) (see below the propo-
sition), one could adapt the proof of [71, Theorem 2.1] in order to obtain M = 1 in (D.4).
Moreover, using the commutator argument of [81, Pages 437-438] instead of the resolvent
identity (D.5), one may gain a factor h2 in (D.6). Thus, h−C could be replaced by C. 
We now prove the equivalence of the norms of the resonant states. Since Remark 7.2 is
analogous to Proposition D.1, we use similar arguments.
Proof of Remark 7.2. Let Q be the non-trapping operator build in the proof of Proposition
D.1. We consider ψ ∈ C∞0 (Rn) such that ϕ(·/r) ≺ ψ ≺ χ. By construction,
(Qθ − z)(1− ψ) = (Pθ − z)(1 − ψ) = (1− ψ)(Pθ − z)− [P,ψ].
In particular, if u is a resonant state associated to z, this gives
(D.8) (Qθ − z)(1 − ψ)u = −[P,ψ]u = −[P,ψ]χu.
Using (D.4) and the ellipticity of Qθ, we deduce∥∥(Qθ − z)−1∥∥H−2
h
→L2
. h−M ,
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uniformly for h small enough and z ∈ B(E0, Rh). Then, (D.8) gives
‖(1− χ)u‖ ≤ ‖(1− ψ)u‖
=
∥∥(Qθ − z)−1[P,ψ]χu∥∥
≤ ∥∥(Qθ − z)−1∥∥H−2
h
→L2
∥∥[P,ψ]∥∥
L2→H−1
h
‖χu‖
. h1−M‖χu‖,(D.9)
which implies the remark.
As in the end of the proof of Proposition D.1, one could obtain M = 1 in (D.8) and (D.9)
under the assumptions below Remark 7.2 (F well-chosen or θ = O(h)). Thus, h−C may be
replaced by C in the statement of the result. 
Appendix E. Semiclassical principle
This section is devoted to the proof of Corollary 3.3 and Corollary 3.13. We follow Tang and
Zworski [89, Lemma 2] in the general case, Nakamura, Stefanov and Zworski [73, Proposition
3.1] in the non-trapping case and Burq [19, Lemma 4.7] for hyperbolic trapping. The next
lemma is a simple adaptation of these references.
Lemma E.1. Let f(z, ε) be holomorphic in [−2ε, 2ε] + i[−ε, ε] such that
|f(z, ε)| ≤

ε−C for z ∈ [−2ε, 2ε] + i[−ε, ε],
1
| Im z| for Im z > 0,
for some C > 0 and ε small enough. Then, there exists N > 0, depending only on C, such
that
∀z ∈ i[−ε, ε], |f(z, ε)| ≤ N | ln ε|
ε
eN | Im z|| ln ε|/ε,
for ε small enough.
Proof. We consider
g(z, ε) = f(z, ε)e−Cz
2| ln ε|/ε2e−2Ciz| ln ε|/ε.
For z ∈ ±2ε+ i[−ε, ε], we have
|g(z, ε)| ≤ |f(z, ε)|e−C(4ε2−(Im z)2)| ln ε|/ε2e2C Im z| ln ε|/ε
≤ ε−Ce−3C| ln ε|e2C| ln ε| = 1.
The same way, for z ∈ [−2ε, 2ε] − iε, we get
|g(z, ε)| ≤ |f(z, ε)|e−C((Re z)2−ε2)| ln ε|/ε2e−2C| ln ε|
≤ ε−CeC| ln ε|e−2C| ln ε| = 1.
Eventually, for z ∈ [−2ε, 2ε] + iε/| ln ε|, we can estimate
|g(z, ε)| ≤ |f(z, ε)|e−C((Re z)2−ε2/| ln ε|2)| ln ε|/ε2e2C
≤ | ln ε|
ε
eC/| ln ε|e2C ≤ N | ln ε|
ε
.
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From the maximum principle for holomorphic functions, we deduce that |g(z, ε)| ≤ N | ln ε|/ε
for all z ∈ [−2ε, 2ε] + i[−ε, ε/| ln ε|]. In particular,
|f(z, ε)| ≤ N | ln ε|
ε
eC((Re z)
2−(Im z)2)| ln ε|/ε2e−2C Im z| ln ε|/ε ≤ N | ln ε|
ε
e−2C Im z| ln ε|/ε,
for all z ∈ i[−ε, ε/| ln ε|]. On the other hand, since the estimate is clear for z ∈ i[ε/| ln ε|, ε],
the lemma follows. 
To prove Corollary 3.3 from Theorem 3.2, it is enough to take ε = νh with ν > 0 small
enough in Lemma E.1. To prove Corollary 3.13 from Theorem 3.8, we choose ε = νh| lnh|−1
with ν > 0 small enough and use
| ln ε|
ε
=
| lnh|2
νh
(1 + oh→0(1)).
Eventually, remark that Lemma E.1 also gives the usual estimate∥∥χ(P − z)−1χ∥∥ . 1
h
eN | Im z|/h,
in the non-trapping case (such an estimate follows from Proposition 3.1 of [73]). Indeed, to
obtain this bound, it is enough to apply the result of Martinez [71] which provides a resonance
free region of size h| ln h| with a polynomial estimate of the resolvent, to take ε = νh| lnh|
with ν > 0 small enough in Lemma E.1 and to use
| ln ε|
ε
=
1
νh
(1 + oh→0(1)).
In other words, all these estimates (non-trapping case, hyperbolic trapping, Corollary 3.13)
follow from the same idea, provided one has a polynomial estimate of the resolvent at hand.
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Notations
Notation Description/definition Reference
≺ f ≺ g means that g = 1 near the support of f
∼ equivalent
≃ asymptotic expansion
≈ close, has no precise meaning
⊕ decomposition of a path Section 14.1
p1 ∪ p2 concatenation, the path p1 followed by p2 Section 14.2
A• spectral radius of T• (3.8), (5.7)
B(c, r) open ball of center c and radius r, {x; |x− c| < r}
D0 minimal damping (6.4)
ϕ± generating function of Λ
0
± (2.6)
ϕ1+ generating function of Λ
1
+ Section 10.2
g±(ρ) asymptotic direction of the characteristic (2.8)
trajectory starting from ρ ∈ Λ±
γk homoclinic trajectory, γk(t) = (xk(t), ξk(t)) Section 4.1
G = (V ,E ) graph whose V is the set of fixed points and E is Section 6.1
the set of homoclinic/heteroclinic trajectories
G ∗ = (E ,C ) adjoint graph of G Section 14.1
Γ0(h) leading term in the asymptotic of (A.5)
the resonances generated by a barrier-top
Γ(h) exceptional set where the microlocal Cauchy Section A.2
problem at the barrier-top is not well-posed
Hp Hamiltonian vector field (2.2)
H homoclinic set (H3)
Htang set of homoclinic trajectories along Section 3.2
which Λ± are tangent
Htrans H \Htang Section 5.1
H±∞tang normalized asymptotic directions of Htang Section 3.2
as t→ ∓∞
Hε•,± H• ∩ Λ0± ∩ {|x| = ε} Sections 9 and 10.1
I(Λ,m) space of semiclassical Lagrangian distributions Definition A.1
with manifold Λ and symbol of order m
K number of transversal homoclinic trajectories Section 4.1
K(E) trapped set at energy E Section 2
λj −λ2j/2 are the eigenvalues of HessV (0) (H2)
Λ± global incoming/outgoing Lagrangian manifold (2.7)
Λ0± local incoming/outgoing Lagrangian manifold near 0 Section 2
Λ1+ manifold Λ
0
+ after a turn along H (9.6)
n dimension of the space Section 2
N set of natural numbers, {0, 1, 2, . . .}
oab→c(1) function which goes to 0 as b→ c for a fixed
Oa(1) bounded function for a fixed
πx base space projection, πx(x, ξ) = x
Pθ distorted operator of angle θ (2.4)
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Q(z, h) K ×K quantization matrix in Section 4 (4.4)
Q˜, Q̂ rewritings of Q (4.6), (4.8)
Q2(z, h) quantization matrix for the second set of resonances (4.75)
Q(z, h) global quantization matrix for multiple barriers (6.7)
Res(P ) set of the resonances of P Section 2
Res0(P ) set of the pseudo-resonances of P which Definitions 4.2,
depends on the nature of the trapped set 4.36, 5.1 or 6.2
Res20(P ) set of the pseudo-resonances of the second kind of P Definition 4.26
Res∞(P ) set of the pseudo-resonances at infinite order of P Definition 4.32
σ rescaled spectral parameter, z−E0h (4.7)
sp(·) spectrum
spr(·) spectral radius (3.8)
Sε± Λ
0
± ∩ {|x| = ε} Section 9
S(m) space of symbols of order m Section A.1
S(z, h)
∑ λj
2 − iz−E0h (4.5) or (A.9)
τ Re z = E0 + τh+ o(h) Section 4.1
T ∗Rn cotangent bundle, T ∗Rn = R2n
T quantization operator in Section 5 (5.2)
T˜ , T̂ rewritings of T Section 5.1
T0 operator whose kernel is the modulus (3.7)
of that of T
zq,k(τ) asymptotic of the pseudo-resonances (4.11)
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