Abstract Supervised learning methods (eg. PLS-DA, SVM, etc.) have been widely used with laser-induced breakdown spectroscopy (LIBS) to classify materials; however, it may induce a low correct classification rate if a test sample type is not included in the training dataset. Unsupervised cluster analysis methods (hierarchical clustering analysis, K-means clustering analysis, and iterative self-organizing data analysis technique) are investigated in plastics classification based on the line intensities of LIBS emission in this paper. The results of hierarchical clustering analysis using four different similarity measuring methods (single linkage, complete linkage, unweighted pair-group average, and weighted pair-group average) are compared. In K-means clustering analysis, four kinds of choosing initial centers methods are applied in our case and their results are compared. The classification results of hierarchical clustering analysis, K-means clustering analysis, and ISODATA are analyzed. The experiment results demonstrated cluster analysis methods can be applied to plastics discrimination with LIBS.
Introduction
Laser-induced breakdown spectroscopy (LIBS) has been widely used in materials analysis since the term of "LIBS" was first used in 1981 [1, 2] . LIBS is an optical spectroscopic technique that uses a focused laser pulse, of the order of tens to hundreds of millijoules, to generate a micro plasma that subsequently vaporizes a small amount of the target sample. A dispersive spectrometer and detector is used to collect the light from the plasma in order to resolve the signatures of the excited atomic, ionic, and some molecular species [3] . Different atomic, ionic, and molecular species have different signatures in their spectra. The higher the concentration of species in the sample is, the stronger the spectra intensities are. LIBS has been widely used in many fields [4] . Supervised learning methods such as PLS-DA, SVM, and ANN with LIBS have been used to classify explosives [5−8] , alloy [9−11] , plastics [12−14] , coal [15, 16] , etc. Supervised learning is the machine learning task of inferring a function from labeled training data [17] . Partial least squares discriminant analysis is widely used in the literatures [18−21] . Despite the extreme attention paid to sample preparation, differences between training data and testing data may result in disagreements between model predictions and actual labels [22] . The reason is that sample types not included in the chemometric model may lead to a lower correct classification rate. For example, if we construct a model of explosive RDX and some plastics, the classification of PETN in the test dataset may be incorrect. Substrates not included in the training dataset may also induce a lower correct classification rate [23] . To the contrary unsupervised learning methods work on dataset without labels so there may be a method employed in unsupervised learning to solve the problem. Principal component analysis is also an algorithm of cluster analysis in unsupervised learning. However, PCA is useful for identifying similarities between sample types, not for classification [24] . This paper focuses on cluster analysis in unsupervised learning methods. Our destination is to classify samples automatically without training. We use plastics as experimental samples because their chemical compositions are similar and generally speaking plastics are relatively difficult to be classified [25] . If they can be classified correctly, cluster analysis' ability to classify materials will be demonstrated.
Experimental setup
The LIBS experimental setup used in this research is shown in Fig. 1 . A Q-switched Nd:YAG laser with 1064 nm wavelength, 13 ns pulse width, and approximate 70 mJ pulse energy is supplied as the excitation source. The laser beam is focused under the sample surface by a convex lens at a distance of 15 cm to generate plasma. Then the plasma emission is gathered by another convex lens to the optical fiber and transferred to a commercial spectrometer (AvaSpec 2048-2-USB2, resolution: 0.23-0.30 nm, wavelength range: 200-1100 nm, integration time: 1 ms). The sample is placed on the stage with no preparation. The laser pulse is focused under the sample's surface in order to reduce the probability of plasma breakdown and shielding in the air above the laser crater [26] . Each position of the sample is interrogated by 12 laser pulses. In order to clean the sample surface, the first two spectra of plasmas' emissions are not included in the data. The remaining 10 spectra are averaged to reduce shot-to-shot variability. 50 averaged LIBS spectra of each sample (200 spectra in all) are analyzed by software Matlab 2012a (K-Means Clustering Analysis) and Statistica 10.0 (Hierarchical Clustering Analysis, and Iterative Self-Organizing Data Analysis Technique). The spectra of the samples are shown in Fig. 3 . Every kind of plastic has its unique spectra. 3240 and FR-4 epoxy glass cloth have similar spectra and their spectra between 250 nm and 600 nm are rich. It may be related to their colorants. They do not have N in their chemical formula so the intensity of the N line is very weak in their spectra and mainly from air. Spectra of ABS are relatively simple, and there is no O in the ABS chemical formula, the intensity of O at 777 nm is mainly from air and relatively low. For the Nylon sample, we can find C, H, O, and N both in its chemical formula and spectra. We can also see CN and C 2 molecular lines in all these four spectra, which are primarily due to the recombination of C and N in the plasma. Normally for single pulse LIBS the nitrogen in CN is mainly from air [18] . Therefore we select line intensities of C, H, O, N, CN and C 2 as input variables for plastics classification. There are several lines for these species [23−27] , and we choose lines with a high signal to noise ratio as shown in Table 1 . For each line, after subtracting the average background signal, the integrated intensities are normalized to the total intensities of the whole spectrum. We get the average background signal by calculating the average intensities on both sides of the spectra peaks [28] . 3 Results and discussion
Hierarchical clustering analysis
In hierarchical clustering analysis N samples will be classified into several groups. Firstly samples are classified into N groups and each group has one sample. Secondly samples are classified into N − 1 groups by consolidating the two most similar groups and then N − 2 groups. . . If this procedure is continued, all samples will eventually be classified into one group [29] . Four kinds of plastic samples are analyzed by hierarchical clustering analysis. There are 50 spectra for each plastic sample and in total 200 spectra for 4 plastic samples. In hierarchical clustering analysis every spectrum is regarded as a sample. The results are shown in Fig. 4 .
In hierarchical clustering analysis, there are four different similarity measuring methods (single linkage, complete linkage, unweighted pair-group average, and weighted pair-group average) applied to measuring the similarity between clusters. By single linkage, the similarity of two arbitrary groups is measured by the shortest distance between the two groups. By complete linkage, the similarity of two arbitrary groups is measured by the farthest distance between the two groups. By unweighted pair-group average, the similarity of two arbitrary groups is measured by the average distance between the two groups. By weighted pair-group average, the similarity of two arbitrary groups is measured by the weighted average distance between the two groups. The weighting of the average is done by considering the cluster size, i.e., the number of samples in the cluster [30] .
From Fig. 4 we can see that similarity measuring methods have no influence on the result. Either way, the result is the same. All samples are classified into 199 groups at a relative low linkage distance and then 198 groups at a higher linkage distance. Gradually all samples are classified into fewer groups with the linkage distance increasing. Clearly if the linkage distance is set at a suitable value according to the demand of applications, all samples will be classified correctly by their similarity. For example, in this experiment by using (a) single linkage if the linkage distance is set at a value between 0.003 and 0.006, all samples will be classified into 4 groups with a 100% correct classification rate. 
K-means clustering analysis
If the number of groups is set to k, K-means clustering analysis finds k cluster centers by an initial cluster centers selection method and assign samples to the nearest cluster center. The sum of the squared error is calculated and samples are assigned to groups to make the sum of the squared error of groups the least. Then the centers are determined again and this procession is repeated until the sum of squared error stays the same (as shown in Fig.5 ) [31] .
Fig.5 Flow chart for K-means clustering analysis
In K-means clustering analysis, there are four kinds of initial cluster selection methods: (1) choosing initial cluster centers by experience, (2) choosing initial cluster centers to make sure distances between initial groups are the maximums, (3) choosing initial cluster centers by 'density' and (4) choosing the first few observations as initial cluster centers. The 200 samples are classified using these 4 kinds of methods to choose initial cluster centers as shown in Fig. 6 .
It can be seen from Fig. 6 that the initial cluster selection methods affect the cluster result seriously. The results of methods (1)- (3) are the same. The samples are well classified with a 100% correct classification rate. However, when method (4) is applied, unfortunately 3240 epoxy glass cloth and ABS cannot be distinguished and Nylon is classified into two groups. The reason could be because the initial centers are selected without considering the characteristics of samples in method (4). 
ISODATA
ISODATA is another method of data analysis and pattern classification. The flowchart of ISODATA is shown in Fig. 7 , the steps of ISODATA are as follows:
Step 1. Set the initial value of the parameters.
Step 2. Clustering according to samples to centers distances.
Step 3. Renew the center of every group and calculate sample-to-center's mean value, etc.
Step 4. If it is the last time of the iteration, the iteration ends. Otherwise it will judge if N c ≤ K/2, then jump it is true and will to step 6.
Step 5. If the current iteration time is an even number or N c ≥ 2K, jump to step 8.
Step 6. Judge if it meets the separation conditions. If not it jumps to step 8.
Step 7. Separate groups.
Step 8. Judge if it meets the consolidation conditions. If not it jumps to step 2.
Step 9. Consolidate groups and it jumps to step 2. Here, N c means the current number of groups. Before we do ISODATA, there are four parameters (K, Theta-N , Theta-S, and Theta-C) that need to be set. Here, K means the number of groups in the result which is expected. It should be noted that K does not mean the classification result has K groups, it is just an expectant value. Theta-N is the least number of samples in a group. If the number of samples in a group is smaller than theta-N , the group will be cancelled. Theta-S is the standard deviation of distribution distance in a group. Theta-C is the least distance between two arbitrary group centers. If the values of these 4 parameters are set inappropriately, we cannot obtain a correct result. Normally the appropriate value of these parameters is dependent on the characteristic of samples. In order to study the influence of different input samples on these parameters, we make several datasets as ISODATA's input variables. Dataset-1 includes the spectra of 3240, ABS, and FR-4. Dataset-2 includes the spectra of 3240, ABS, and Nylon. Dataset-3 includes the spectra of 3240, FR-4, and Nylon. Dataset-4 includes the spectra of ABS, FR-4, and Nylon. Dataset-5 includes the spectra of 3240, ABS, FR-4, and Nylon. First we test the parameters setting with dataset-1. If we set K> 5 or K> 8, the classification result is wrong (Fig. 8) . Fig. 8(a) shows the case for K > 5, 3240 and FR-4 epoxy glass cloth are incorrectly classified into 1 group. As Fig. 8(b) shows, if K > 8, ABS will be misclassified. Fig. 9 shows the case for Theta-N > 50, and 3240, FR-4, and ABS are classified into one group. 3240 and FR-4 are classified into one group when Theta-S > 0.0042 (Fig. 10) or Theta-C < 0.011 (Fig. 11) . Finally, we got a set of suitable parameters for dataset-1 (K=5, Theta-N =30, Theta-S=0.0042, and Theta-C=3), and all samples could be classified correctly. We use this set of parameters (K=5, Theta-N =30, Theta-S=0.0042, Theta-C=3) obtained from dataset-1 to classify dataset-2, dataset-3, dataset-4, and dataset-5; the results are shown in Fig. 12 . As we can see from Fig. 12 , all the other 4 datasets are classified correctly with the same parameters obtained from dataset-1. That means although the suitable value range of parameters may be different for different datasets, we can still find a common suitable set of parameters which can get a correct classification result for different input samples.
As mentioned above, the optimization of parameters is very important for ISODATA. In this paper we do the optimization by test if all samples are classified correctly. There are also some automatic optimization methods, such as the golden selection method [32] and self-adaption fuzzy ISODATA [33] . In future, we will study the automatic optimization method of parameters according to the characteristic of input samples.
It should be noted that although for ISODATA the parameters need to be optimized considering the input sample, this optimization is different from that of supervised learning methods, which are needed to build the training model. If a sample is not included in the training model, the correct classification rate for the supervised learning method will be lower. However, for ISODATA, the same set of parameters can be used to classify the different sample datasets.
Conclusions
The aptitude of cluster analysis for classification of LIBS spectra is evaluated. The results of our investigation demonstrate that cluster analysis with LIBS can be applied to discriminating plastics. Although hierarchical clustering analysis can classify plastics correctly, this method is complicated and if a sample is classified to a group, it cannot be adjusted to a more appropriate group. By K-means clustering analysis, initial cluster centers should be selected dispersively. So the methods: (1) choosing centers by experience, (2) choosing centers to make sure distances between initial groups are the maximums, and (3) choosing centers by 'density', are suitable for analysis. For K-means clustering analysis, the number of groups needs to be determined previously, which is suitable for the classification where we know the exact number of groups. For example, Kmeans can be used in toxicant detection by classifying samples into toxic and nontoxic groups. ISODATA can give an appropriate classification result without group number input, but it needs to determine several parameters previously. Fortunately it indicates that for a certain sample type (e.g. plastics) they have a common appropriate set of parameters, and we will not need to change the parameters value every time for different samples. Our target is classifying samples correctly and automatically without any training by unsupervised learning methods. We will study the automatic optimization method of parameters according to the characteristic of input samples and influence of input variables on the classification result in our future work.
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