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Модели нейронных сетей представляют собой попытки описать математически процес­
сы функционирования мозга. Искусственные нейронные сети (ИНС) могут послужить осно­
вой для создания нейрокомпьютеров функционирование которых будет основою не на про­
граммах, реализующих определенные алгоритмы, а на обучении и адаптации вычислитель­
ной системы для решения поставленной задачи.
В настоящее время существует большое разнообразие различных моделей ИНС, способ­
ных решать достаточно сложные задачи распознавания образов, управления роботами и т.д.
Наиболее перспективным считается направление сочетающее в себе методы ИНК, ге­
нетических алгоритмов и систем с нечетной логикой.
Почвы, как известно, представляют собой с точки зрения механики сплошных сред 
сложный объект исследования, описываемый различными моделями механики, в которых 
предпринимаются попытки учесть такие свойства как упругость, вязкость, пластичность и 
т.д. Учет реологии почвы осуществляется с помощью дифференциальных или интегральных 
операторов в определяющих соотношениях.
Задача идентификации модели среды заключается в том, чтобы на основании экспери­
ментов над образцами, в которых измеряются входные (деформации или напряжения) и вы­
ходные (напряжения или деформации) данные, определить определяющие соотношения. Как 
известно, это задача "черного ящика".
Наиболее простой является модель однородного изотропного линейного упругого тела, 
описываемого в рамках закона Гука. Если же тело является неоднородным, то задача значи­
тельно усложняется, т.к. выход в этом случае зависит интегрально от входа и конкретной 
реализации неоднородности среды. Схема идентификации представлена на рис. 1.
ВХОД N воздействия^ состояние почвы состояние почвы ^
на почву до  воздействия после воздействия
Рис. 1 *
ВЫХОД
Одномерная модель линейной неоднородной упругой среды при динамическом диффе­
ренцировании описывается уравнением:
д'^и \ d X d U  _  р[х) д^и  
дх^ Л dx дх Л(х) dt^
(1)
где Л = Л(х) -  коэффициент упругости слоисто-неоднородной ереды, причем в случае нор­
мального к слоям воздействия Л(х) = Е(х) (модуль Юнга), в случае касательного к слоям 
воздействия Л(х) -  р (х)  (модуль сдвига), и -  перемещение, р  -  плотность.
Если воздействие имеет периодическую зависимость от времени, то U{x, t) можно 
представить в виде
( /(х ,/)  = ( /(х У '^  (2)
где О) -  частота.
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Уравнение (1) запишем в виде
СІЮ
dx^
+ In Л, 1 dV со
Л dx
+ — f /= 0 .
'U)
Обычным образом можно перейти от уравнения (3) к уравнению вида
d^U
dx^
+ co ^Q ^ ,f= 0
(3)
(4)
где Q(x) зависит от Л{х), р { х ) .
Представим (2ад в виде
Q{x) = Qo + Q{x) (5)
где Qo характеризует упругость и плотность однородной среды, а функции, неоднород­
ности.
Тогда представляя
и{х) = Щ{х) + и{х)
получим систему уравнений [1]
d^U
dx.
°- + co^Q,U,=Q.
d^U'
dX')
+ co^ QqU ' =  - co^ Q'Uq.
Схема рис. 1 воздействия машин на почву может быть представлена в виде
(6)
(7)
Рис. 2
Решение уравнения (7) запишем в виде
и \ х )  = со  ^\G { x -  x)OXx)UQ{x)dx . (8)
Пусть идентификация свойств среды проводится на основе наблюдения распростране­
ния ультразвука в образцах почв, тогда в соотношении (8) измеряемой величиной является 
t / ' , а реализацию неоднородности почвы, Q(x) необходимо определить.
Эта задача некорректна, т.к. не имеет единственного устойчивого решения. Аналогич­
ная ситуация возникает в случае учета вязкоупругих свойств почвы.
Например, одномерная модель Максвелла описывается моделью рис. 3 и соотношением
- т ч
Рис. 3
de(t)  ^ , т] da{t)  
dt Q dt
где 7/ -  вязкость, e{t) -  деформация, сг(г) -  напряжение, Q -упругость.
(9)
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Из (9) получаем
<y{t)= \K { t- t )e {T )d r ( 10)
Q.где K { t - t )  = Q exp<-----\ -  релаксационный модуль Максвелла.I V J
В задаче идентификации по измерению сг(0 в (10) необходимо определить коэффици­
енты 7] VI Q модуля релаксации, что также представляет собой некорректную задачу.
Соответственно для модели Кельвина-Фойхта рис. 4 (параллельное соединение вязко­
сти и упругости) имеем
е
Л
Рис. 4
a{t) = Qe{t) + ri de{t)
dt
Из (11) аналогично (10) находим
e{t)= |Г (г  -  t)cr{t)d t
( И )
( 12)
где e{t) = -т) -  модуль (ядро) ползучести.
При решении задачи идентификации по измерению e{t) необходимо определить Q, rj, 
что также представляет собой некорректную задачу.
В общем случае можем записать для вязкоупругого теля определяющие соотношения в 
интегральной форме
t
e{t)+ \K{t-T)e{T)dTa it)  -  E  
e(t) = ^ a (t)+  \ F i t ~ t ) a { t ) d t
(13)
Решение задачи идентификации на основе уравнений (13) также не дает возможности 
получить единственное устойчивое решение.
Из рассмотренных примеров видно, что даже в случае линейных вязкоупругих одно­
родных или упругих неоднородных сред задача идентификации не имеет простого решения. 
Еще более сложная ситуация когда среда проявляет нелинейные свойства.
Рассмотрим некоторые модели нейронных сетей и их применение для решения задачи 
идентификации.
На рис.5 изображена модель нейрона
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Аналитическая запись модели Маккалока-Питса имеет вид
или
а также
y = f
f  ) 
En,Ui
Кі=0 J
(14)
/ ( х ) =
11, при л > 0 
[о, при JC < 0 (15)
f { x ) ^ 1
1 -Ь
при JC > 0 
при X < 0 (16)
' 1, при X > 1
f i x )  = ■-1 , при х < - 1 (17)
0, при |л|<1
В настоящее время широко используются сигмоидальная функция
f { x )  = - ^
\ + е -р х
>0
а также функция тангенса
f { x ) ^ t h ''акЛ \ - е
V ^ У 1 + е
>0
(18)
(19)
(15)
0,5 (18)
а У
(16)
•-1
Рис. 6
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Для того, чтобы нейронная сеть могла решать задачи, которые перед ней ставятся, 
нужно, чтобы нейрон изменял свои свойства в процессе функционирования, т.е. обладал 
адаптацией (обучаемостью). Простой моделью является адаптивный линейный взвешенный 
сумматор, схема которого представлена на рис.7.
У{п)
Две составляющие ALN (Adaptive Linear Neuron) : 1)линейный взвешенный сумматор с 
адаптивно корректируемыми весами: W^(n),...Wn  ( п ) 2) подсистема адаптивной коррекции 
весов. Согласно алгоритма LMS (Linear Mean Square) обучение (изменение весов) происхо­
дит в соответствии с алгоритмом
Wji(n + l) = Wji(n) + 7^Uj,(n) ^  ^d (n )-Y W kin )U k in )
к=\
k = l,2...N,
0<TJ<
(20)
(21)
Для решения достаточно сложных задач используются многослойные нейронные сети 
типа изображенных на рис.8.
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Элементы ЛД- называем нейронами, каждый из которых может быть системой типа 
ALN. В многослойных сетях применяются алгоритмы обратного распространения ошибки. 
Наиболее часто для обучения нейронных сетей применяется регулярный метод наименьших 
квадратов в той или иной форме.
Рассмотрим идентификацию модели вязкоупругой среды типа Фойхта-Кельвина в ин­
тегральной форме. Тогда в качестве входного сигнала берем вектор градиента деформации а 
выходного напряжения. Вид обучающего входного сигнала представлен на рис. 9.
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Вид обучающего выходного сигнала представлен рис. 10.
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Задача идентификации модели; по экспериментальным данным {ё, а )  требуется иден­
тифицировать параметры модели при заданном критерии качества.
Запишем связь между (11) между напряжением ст( )^ и скоростью деформации e{t) в
виде
(j{k )= 'Z  К{к -  і)ё{і)+р{к) (22)
(=1
Уравнение (22) описывает функционирование системы (среды). Идентификации под­
лежит АГ(А:-г), атакже погрешность (смешение) сети /3{к).
Качество идентификации зависит от вида критерия качества, который выберем в виде 
среднеквадратичной ошибке £{])
7=1
еО) = оО‘) - с і( ; )
где b{j) -  оценка выхода.
Для того, чтобы настроить сеть ее необходимо обучить в соответствии с требованием 
минимума из которого следуют алгоритмы обучения сети
К(к + 1}=К(к)+2а£(к) (24)
(23)
j3(k + l) = j9(k)+2a£(k) (25)
где а  -  параметр скорости настройки.
Проведем обучение на основе приведенных выше экспериментальных данных. На рис. 
11 приведем график ошибок обучения
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В результате обучения сеть может подгонять параметры модели так, что ошибка иден­
тификации была минимальна и практически стремилась к нулю. На рис. 12 изображена зави­
симость выхода a{t) от времени после обучения.
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Рассмотренная модель описывает реакцию на действие единичного импульса. 
Рассмотрим реакцию среды на действие серии импульсов типа изображенной на рис. 13
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Рис. 13
Выход (напряжение) предетавлен на рис. 14
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• Рис. 14
Функция ошибок обучения сети зависит от информативности обучающего материала. 
Рассмотрение базы данных экспериментов позволяет существенно увеличить скорость умень­
шения ошибки идентификации. На рис. 14 представлен график функции ошибок обучения
Рассмотрим применение методов нейронной сети для идентификации упругих коэффи­
циентов неоднородной среды. Перейдем от интегральной записи 
(8) к сумме, тогда алгоритм функционирования сети имеет вид
U \ j ) =  l .G { j-k 'p ę ,{k )X {k )  + l3{j) (26)
ы \
где P[j) погрешность (смещение) погрешность.
Требуется по измеренному U' (выход), известному 6/о (вход) оценить Л'(х).
За критерий качества идентификации берем среднеквадратичную ошибку
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^k=l
где U -  оценка выхода.
Для обучения сети получим алгоритм типа Видроу-Хоффа [ ]
Л'{к + \) = Л'{к)+2ае{к)
(27)
(28)
/3{k + \)^ j3{k)+ 2a£{k)  (29)
Обучение сети проводим на эталонных переменных состояния вход-выход. Если вход 
Uo представляет собой импульс, то выход U' также будет импульс, однако в зависимости от 
характера изменения коэффициента упругости по длине образца он будет испытывать ком­
прессию-декомпрессию ширины и уменьшение-увеличение высоты. Если жесткость среды в 
направлении прохождения импульса растет, то перемещение U убывает, а напряжение рас­
тет за счет компрессии импульса в ширину, в случае убывания жесткости за счет декомпрес­
сии импульса напряжение убывает, а перемещение растет по амплитуде. Если упругие свой­
ства (жесткость среды) меняется случайным образом, то в этом случае на вид выходного им­
пульса влияют стохастические свойства среды. Если среда статистически однородна, то ши­
рина импульса не меняется, а амплитуда уменьшается. Если среда не статистически одно­
родна, то вид выхода зависит от средней жесткости. Если она растет, то импульс напряжений 
растет, а перемещений убывает, если средняя жесткость убывает, то импульс перемещений 
растет, а напряжений убывает.
На рис. 16 а, Ь изображена последовательность обучающих входных-выходных им­
пульсов в случае линейно неоднородной среды: Л{х) = Л^(\ + х1 L), где / -  длина образца.
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Рис. 16 а, Ь
На рис. 15с, d изображена последовательность входных-выходных импульсов линейно 
неоднородной среды: Л{х) = -  {\ -  х ! L) + —
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На рис. 17 а изображена типичная реализация статистически однородной случайной 
среды Лд -< Л >
1
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Рис. 17 а
На рис. 17 Ь изображены обучающие входные-выходные импульсы.
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На рис. 17 с. изображена реализация идентификации статиетически однородной среды с
корреляционной функцией вида R(r) = Rq ^  радиуе корреляции).
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Отметим, что идентификацию по методу нейронных еетей можно еопоетавить с иден­
тификацией по методу линейной фильтрации Калмана-Бьюси [ 1 ].
Например, пусть состояние линейной системы опиеывается уравнением
x{t) = Fx{t) + G^{t) (30)
где интенеивноеть случайных воздействий в процессе функционирования. Наблюдение 
(выход) определяется соотношением
r{t) -  Hx(t) + n(t) (31)
где n(t) также случайная функция.
Пусть матрицы G и Н  известны, а матрица F  имеет вее или некоторые неизвестные эле­
менты, подлежащие определению еовмеетно е состоянием x(t).
Обозначим через р  вектор неизвеетных элементов в F , тогда, если оценку р  ищем 
среди постоянных величин, то можем записать
^  = 0 
dt
(32)
а если среди функций, то необходимо получить уравнения вида
dp
dt = f ( p d )
(33)
Расширяем вектор еостояния до вида
z =
P j
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и записываем (30), (32) (или (33)) в виде
^ Fx{t)\ ( g ^
о + vOyт -
Тогда соглаено методу фильтрации Калмана-Бьюси оптимальные оценки состояния и 
параметров ереды удовлетворяют уравнениям вида
І ( 0 - F ( ^ ) ^ ( 0  + V (0 Я ’(0Л^"' r { t ) - H { t ) m  , (34)
а погрешность оценивания -  V {t) удовлетворяет уравнению
у  it) = F{t)V + У {t)F'{t) + G{t)XG it) -  V {t) (35)
Для установившегося состояния Ў = 0 и из (35) получаем алгебраические соотношения 
относительно параметров оптимизации.
Условие Ў = 0 эквивалентно требованию минимума среднеквадратичной ошибки 0.{j). 
Условие V о позволяет найти j* -  линейное время обучения (адаптации) системы.
гО о)=г(уо+1) = - -  (36)
Выводы:
1. Применение алгоритмов нейронных сетей не требует полных знаний об объекте 
идентификации. Более того, некорректные задачи могут решаться без регуляризации и по­
лучения дополнительной информации.
2. Обучаюш,ие алгоритмы нейронной сети получаются из условия минимума средне­
квадратичной ошибки, что позволяет придать механический смысл условию типа вариаци­
онного.
3. Алгоритмы нейронных еетей могут быть обобщены на случай нелинейных сред.
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