Job-specific modules (JSMs) were used to collect information for expert retrospective exposure assessment in a community-based non-Hodgkins Lymphoma study in New South Wales, Australia. Using exposure assessment by a hygienist, artificial neural networks were developed to predict overall and intermittent benzene exposure among the module of tanker drivers. Even with a small data set (189 drivers), neural networks could assess benzene exposure with an average of 90% accuracy. By appropriate choice of cutoff (decision threshold), the neural networks could reliably reduce the expert's workload by $60% by identifying negative JSMs. The use of artificial neural networks shows promise in future applications to occupational assessment by JSMs and expert assessment.
INTRODUCTION
In occupational community-based case-control studies that investigate potential carcinogens and human cancers it is extremely important to determine accurately lifetime exposure to the putative carcinogen. Incorrect assignment of the degree of exposure introduces a bias that may either mask a true association or suggest one where there is actually none.
In occupational epidemiology, rare diseases, such as cancer, can only be studied in large numbers in case-control studies. The challenge in such studies is to assess chemical exposure for a wide range of jobs for which no measured values are available. The current best practice for exposure assessment is the use of an expert assessment method (Siemiatycki et al., 1981) , with job-specific modules or questionnaires (JSMs) (Stewart et al., 1998) . These modules contain a series of questions about the frequency and intensity of specific tasks. Each subject in the study provides a brief lifetime occupational history. For those jobs with potential to the occupational exposures of interest, further questions are asked using the JSMs.
Expert hygienists then review the answers and estimate the probability of exposure to the chemicals of interest, and the frequency, level and duration of such exposure (Siemiatycki, 1996; Siemiatycki et al., 1981) . For example, a subject might have been a truck driver all his life with one company. He would be allocated the driver JSM which asks detailed questions about his driving patterns, refuelling behaviours and so on. The expert reviews these answers to allocate whether the subject is exposed to benzene, and the level, frequency and duration of such exposure.
However, the step from questionnaire to assessment is time consuming and requires considerable expertise on the part of the expert. In addition, there are still subjective components to the assessment that can lead to substantial misclassification.
Artificial neural networks
Artificial neural networks have been successfully used to generalize the relationships between complex inputs and outputs in a large number of applications as diverse as industrial process control and handwriting recognition. We applied them to the problem of assessing occupational exposures in communitybased studies as there are complex patterns of answers *Author to whom correspondence should be addressed. Tel: +61-3-9342-8897; fax: +61-3-9342-7277; e-mail: jim.black@med.monash.edu.au to the JSM questions which lead to differing chemical exposure assessments. Neural networks offer a theoretical prospect of supplementing (or perhaps eventually even replacing) the expert assessor (Dayhoff and DeLeo, 2001 ).
An artificial neural network is a computer program that functions as a universal function approximator (Hornik, 1989) , able to build complex non-linear statistical models (Sarle, 1994) . Like the mammalian brains which were their original inspiration (Rosenblatt, 1958) , neural networks are composed of individual functional units (called neurons) arranged in interconnected functional layers. Each neuron in a layer receives inputs from all the neurons in the previous layer, calculates its own activation level, and passes this on as an input to the next layer (Hinton, 1992) . A set of inputs, in this case corresponding to the subject's answers to the driver JSM, leads to one or more outputs, corresponding here to the assessment of exposure to benzene. Figure 1 shows the structure of a typical feed-forward network. The input layer corresponds to the answers to the individual questions in the JSM, and the output layer corresponds to the benzene assessment. Figure 2 shows the structure of an individual neuron.
A key feature of these 'artificial neurons' is that they are innately non-linear because they use a nonlinear 'activation function' (commonly the logistic function, as in this study) to determine each neuron's final output. Equally importantly, and unlike parametric statistical techniques, the inner workings of neural networks make no assumptions about the frequency distribution or independence of the input variables (Geman et al., 1992) .
Another important feature of artificial neural networks is that the weighting given to each input is based on the network's previous experience of patterns with known outputs. An iterative 'training' process called 'back-propagation of errors' (Rumelhart, 1986 ) is used. The network begins with a randomly assigned set of weights and gradually refines the weights using the partial derivative of its own activation function and the difference between its output and the correct output. The back-propagation algorithm effectively determines in which direction each individual weight should be changed in order for the overall network accuracy to be improved. The actual size of the change for each weight is then calculated using the 'learning rate' term-a large learning rate means large changes. The use of an optional 'momentum' term means that each new weight adjustment is affected by the direction of the previous one. This often allows faster convergence on the solution. After many iterations through the whole training set, the network's outputs come to reflect accurately the known outputs in the training data.
Artificial neural networks can thus model quite complex relationships between inputs and outputs, without some of the restrictions inherent in parametric techniques. There is, however, a risk, also recognized with other statistical modelling techniques, of over-training the network (Astion et al., 1993) . Especially where the number of training examples is small, the model may come to fit the training data too well, and no longer be able to generalize to other unseen data. To avoid this, it is common to use a portion of the data set for validation during training. At regular intervals during the training process, the training is stopped and the current version of the network is tested against the reserved validation data (Rumelhart et al., 1994) . The final 'trained' network is the one giving the best result on the validation data, which is not necessarily the one giving the best fit to the training data. The final testing of each network model is done with another portion of the original data set, which was reserved before the training began and plays no part in the training or validation process.
This study assessed the possibility of using artificial neural networks to assess exposure to benzene in a JSM for drivers which was used in a communitybased study. An expert hygienist (G.B.) assessed benzene exposure using the answers to the JSM and his ratings were taken as the correct exposure assessments. Artificial neural networks were then used to model the patterns of answers which resulted in the given benzene exposure assessments.
MATERIALS AND METHODS
The New South Wales (NSW) Non-Hodgkin's Lymphoma (NHL) study was a collaborative community-based case-control study that recruited >650 cases and 650 controls matched by age and sex, to investigate immunological, infectious, occupational (e.g. benzene, solvents, metals, polychlorinated biphenols, pesticides and organic dusts) and environmental risk factors to NHL. Following completion of a self-administered questionnaire and job calendar, reported job histories were reviewed by the study hygienist (G.B.). The hygienist then allocated relevant JSMs to subjects. Subjects were interviewed using a computer-assisted telephone interview, which involved the use of up to five JSMs per subject.
A total of 44 JSMs were used in the NHL study, which were based on $80 modules originally developed for the National Cancer Institute, Bethesda, MD (Stewart et al., 1998) . The JSMs used in the NSW NHL study were modified for Australian industry and occupation conditions. The expert assessor (G.B.) assessed exposure using the answers to specific questions in the modules (particularly the type of fuel used and whether the driver transported fuel), and a number of resources. These resources included community-based job exposure matrices (JEMs), particularly FINJEM, a generic JEM developed in Finland (Kauppinen et al., 1998) , other exposure matrices developed for this project, published and unpublished literature, occupational/hygiene texts, and advice from a network of expert government, corporate and consultant hygienists. The temporal determinants of exposure were assessed where information was available via the literature, web searches and reference with experienced or retired occupational hygienists. (The questionnaire, exposure matrices, etc., are available from the authors.) Exposure to benzene was then assessed as 'no exposure' or 'probable exposure', with the assessor unaware of the drivers' status as cases or controls. A secondary assessment was made for drivers felt to have been exposed, to decide if the exposure was intermittent.
Training data
A total of 189 driver JSMs were assessed by one of the authors (G.B.) and the probability of occupational exposure to benzene determined. The questionnaire data from the driver JSM were processed before presentation to the neural network. Some of the free text questions were omitted. Most of the multiple choice and yes/no questions were converted to a series of binary inputs. Some, which had few differing responses, were converted to binary inputs. Numeric answers were standardized by subtracting the mean and dividing by the standard deviation. The final data set had 37 inputs.
Overall benzene exposure, expressed by the expert as 'none' or 'probable', and intermittent benzene exposure, expressed as true or false, were each represented by single variables.
Creating and training the neural networks
A commercial neural network program, NeuroShell2 Release 4 (Ward Systems Group Inc.), was used to train feed-forward networks with one hidden layer by the back-propagation of errors. In each case starting weights were randomly assigned between À0.3 and +0.3, the activation functions for the hidden and output layers were all logistic, and momentum and learning rate terms of 0.1 each were used.
A separate set of networks was created for each of the different outputs: overall benzene exposure and intermittent benzene exposure. In neural network parlance, the set of answers to the JSM of one subject about one job, combined with the expert's assessment of benzene exposure, is referred to as a 'pattern'. Because the number of patterns was small, the allocation of unusual cases to the validation or test sets might have a large effect on the test result, so five different networks were created for each output. Each used different random divisions of the data into 133 patterns used for training, 28 patterns used for validation and 28 patterns used for final testing. The number of hidden neurons (30) was calculated using a common rule of thumb [half the sum of inputs and outputs, plus the square root of the number of training patterns (Smith, 1999) ].
The training criterion was the mean squared error for the entire training set. (The mean squared error is calculated by presenting the network with a set of inputs for which the correct outputs are known. For each pattern in the data set, the difference between the correct output and the network's output is calculated. These are squared, summed over the whole data set and divided by the total number of comparisons, to give an overall measure of the accuracy of the network. The lower the mean squared error, the more accurately the network has 'learnt' the task.) As is common with the back-propagation training algorithm, training was stopped when 40 000 patterns 597 Artificial neural networks and job-specific modules had been presented to the network (i.e. the whole training set had been presented >200 times) without further improvement in the mean squared error for the validation set. To avoid over-training, the final 'trained' network was the version that had given the lowest mean squared error for the validation set.
Interpreting and testing the neural networks
Each network was tested by applying it to the reserved test set of 28 patterns. The output of this type of neural network is a continuous variable with a value between 0 and 1, and can be interpreted as the network's assessment of the probability that a given pattern should be classified as positive (i.e. should have a true value of 1). To compare with the all-or-nothing assignments given by the expert assessor, one approach is for the modeller to choose a cutoff point below which the network output will be interpreted as zero. (These values are more commonly called decision thresholds among the neural network community.) Values equal to or greater than the cutoff are considered to be 1. The percentage of correct assignments on the test set can then be used as one assessment of network accuracy. Where the prevalence of the positive state is low, it is valid to ask whether the neural network is better than a trivial model that simply predicts a zero for every case. (This 'default accuracy' equals one minus the prevalence of positives.) These were also assessed.
Rather than using an arbitrary cutoff (decision threshold) a more accurate assessment of a diagnostic test such as this can be made by plotting a receiveroperating characteristic (ROC) curve (DeLeo, 1993) . By plotting false negatives against false positives, this approach effectively considers a range of possible cutoff points; the greater the area under the ROC curve, the more accurate the test. ROC curves were plotted for each of the networks applied to the reserved test sets. ROC curves were plotted using SPSS (SPSS Inc., Chicago, IL).
A third way of assessing the network accuracy is to experiment with cutoff points (decision thresholds) in search of levels that give very good positive or negative predictive values. If the network is always correct when it assesses an exposure as negative, for example, then the expert assessor need only look at those questionnaires given positive or equivocal ratings by the network. This could lead to substantial savings in time and effort. Table 1 shows the overall accuracy of each set of neural networks when applied to the five different test sets of 28 reserved cases. For example, when the fourth network trained for overall benzene exposure was applied to its test set, 95% of the network's assessments agreed with the expert's original assessment. For overall benzene exposure, the mean number of accurate assessments was 25.2/28 or 90%. For intermittent benzene exposure, the average correct assignments was 26/28 (93%). If the optimum cutoff point was used for each network instead of the arbitrary choice of 0.5, the percentage correct improved slightly to 93% for benzene exposure (cutoffs 0.3, 0.4 or 0.5), and 94% for intermittent benzene exposure (cutoff 0.9). Tables 2 and 3 show the areas under ROC curves [and non-parametric 95% confidence intervals (CI)] for each of the networks applied to the reserved test sets. A perfect match would give an area of exactly 1; the mean area for the five networks assigning overall benzene exposure status was 0.93, and for intermittent benzene the mean was 0.82.
RESULTS
All the networks assessing overall benzene exposure performed better than the trivial 'zero-only' model. One of the networks assessing intermittent exposure performed less well, and the others had the same overall accuracy as the 'zero-only' model. Tables 4 and 5 show the sensitivity, specificity, positive and negative predictive values, and the percentage of cases correctly identified as negative. For a decision threshold (cutoff) of 0.3, all but one of the networks assigning overall benzene exposure gave a negative predictive value of 100%. The only false negatives in all the tests were two petrol-tanker drivers. Notably, there were only three tanker drivers in the whole data set, so the one poorly performing network had seen only one such example in its training set. These networks would have correctly identified between 54 and 71% of the drivers as not exposed to benzene. Similarly, for a threshold cutoff of 0.04 [reflecting the lower prevalence of the positive state in this data set (DeLeo, 1993) ], all the five networks assessing intermittent benzene exposure gave negative predictive values of 100%. These networks would have correctly identified between 43 and 61% of the drivers as not exposed.
DISCUSSION
This study shows that simple multi-layer feed-forward neural networks trained by back-propagation of errors can extract useful information from a standardized driver's JSM, and simulate an expert assessment of benzene exposure with relative accuracy. Even this preliminary study produced neural networks that could accurately and reliably say who had not been exposed to benzene, potentially decreasing the expert assessor's workload for future studies by as much as 60% for this JSM.
Although this finding is in keeping with results in other fields, we are not aware of other studies of this kind in occupational health. Claycamp et al. (2001) reported the use of neural networks in a study among the Mayak Production Association workers in Russia, but this did not involve exposure assessment. Earlier unpublished work by Claycamp et al. (1998) concluded that networks are useful as a complementary statistical tool to use in quantitative risk assessment.
A limitation with this study is the very small number of training examples available. There was considerable variation in overall network accuracy between the different random allocations to training, validation and test sets. This, and the tendency of one network to incorrectly assign tanker drivers to the 'unexposed' category, highlights the fact that the network training set must include multiple examples of every possible pattern if the network is to categorize similar patterns correctly in the future.
The neural networks trained for this study are not necessarily portable to other studies-if the questions in the modules were changed it would be necessary to train new networks. Use of the networks outside the original study is, however, feasible if the future study has the same exposures in the primary hypotheses.
Even this small study illustrates three potential uses of artificial neural networks together with JSMs to make the assessment of occupational chemical exposures more consistent, less subjective, quicker and less resource intensive (the last two provided the same JSMs are used in different studies, so that the same trained networks may be reapplied). Firstly, the expert may use the outputs of a trained network to check the consistency of his/her assessments. (The neural network, given the same data, always Division by zero-there were no positives in this test set. 599 Artificial neural networks and job-specific modules makes the same assessment, while a human assessor may not be 100% consistent.) Second, by setting the decision threshold cutoff to a level that gives a negative predictive value of 100%, the network could be used a filter, eliminating more than half of new records by reliably assessing them as negative. This could mean a substantial reduction in workload for the expert assessor. As our datasets increase, where the identical JSMs are used, with assessments being made by many experts, then the neural networks may well be more accurate than an individual expert.
Finally, with larger data sets for training, it should be possible to train networks to reproduce very accurately the human assessor's opinions for both positive and negative assessments. (Although the true accuracy of the network's assessment will never be greater than that of the human expert on whose assessments it was trained.)
We are optimistic that it should be possible to supplement and even replace some of the work of expert assessors with artificial neural networks trained to simulate the experts' own decision-making processes.
