Abstract-Which communication rates can be attained over an unknown channel where the relation between the input and output can be arbitrary? A channel where the output is any arbitrary (possibly stochastic) function of the input that may vary arbitrarily in time with no a-priori model? In this paper we provide an operational definition of a "capacity" (the maximal possible rate) for such an arbitrary infinite vector channel, which is similar in spirit to the finite-state compressibility of a sequence defined by Lempel and Ziv. This capacity is the highest rate achieved by a designer that knows the particular relation that indeed exists between input and output for all times, yet is constrained to use a fixed finite-length block communication scheme (i.e., use the same scheme over each block). In the case where the relation between input and output is constrained to be "modulo additive" that is the channel generates the output sequence by adding (modulo the channel alphabet) an arbitrary individual sequence to the input sequence, this capacity is upper bounded by 1 minus the finite state compressibilty of the noise sequence, multiplied by the logarithm of the alphabet size. We present a communication scheme with feedback that attains this rate universally without prior knowledge of the noise sequence.
I. INTRODUCTION
We consider the problem of communicating over a channel, where the (possibly stochastic) relation between the input and output is unknown to the transmitter and the receiver and may be, in general, non stationary. In particular, no assumption is made that the channel behavior up to a certain point in time indicates anything about its expected behavior from this time on. The key characteristic of such a channel is that the channel law cannot be learned, i.e. it is impossible, using an asymptotically short measurement period, to obtain the channel probability law and use it during the rest of the transmission.
Clearly, communication over such arbitrary channel is challenging. Furthermore, even the question what are the limits of such communication is not well posed. To emphasize the fact that the relation between input and output is a function of the entire sequences (or vectors) we term it a vector channel. When the (stochastic) relation, i.e., the conditional probability of the output vector given the input vector, is known, the analysis is not trivial but known. For example, the capacity of the general causal vector channel was given by Han and Verdú [1] . This capacity is the classical Shannon capacity, i.e. the maximum communication rate achievable with an arbitrarily small error probability, when the channel is known. However we would like to find a definition of an effective capacity that reflects information rates that could be achieved when the channel is not known a-priori, but adaptation is possible.
A simple example of such a channel, which was discussed by Shayevitz and Feder [2] is the modulo-additive channel y = x + z where x, y, z ∈ X n are n-length vectors, denoting the input, output and the noise sequence, the '+' denotes modulo addition, and the sequence z is arbitrary and unknown. When the alphabet size is |X | = 2 we refer to this channel as the binary additive channel.
The inherent difficulty of defining the maximal communication rates over arbitrary channels can be appreciated by considering even this simple example of a binary additive channel with an individual noise sequence. For every specific individual noise sequence, the capacity of this channel is 1 [bits/use]. On the other hand, if the noise sequence is arbitrary and unknown the arbitrarily-varying-channel capacity [3] is 0. It would initially seem that nothing much can be done, when the noise sequence is unknown; however it was shown [2] that using feedback and common randomness a communication rate of R = 1 − h b (ǫ) could be achieved, whereǫ is the empirical crossover probability (i.e. the average number of 1-s in the noise sequence) and h b is the binary entropy function.
What then would be a reasonable goal for the communication setup we consider? The known-channel capacity (1 in our example) is too optimistic, the compound channel capacity (0 in our example) may be too pessimistic. Another disturbing fact is that some arbitrariness exists in deciding on the rates to achieve per each channel: for example in the binary additive channel, given a sequence s, we could also achieve the rate 1 −Ĥ(z + s), whereĤ denotes the empirical entropy (the binary entropy of the relative number of '1'-s in the sequence), by adding the sequence s to the channel output and then applying Shayevitz and Feder's scheme [2] . Doing so, we will have a rate of 1 for the sequence z = s, where previously the rate was 1 −Ĥ(s), and a rate of 1 −Ĥ(s) for the noiseless case z = 0, so we may say we "favor" the noise sequence s over 0. This demonstrates the arbitrariness in determining which communication rates are possible. To remove this arbitrariness, we are looking for a reasonable criterion to decide which channels (noise sequences, in the example) to favor over others.
This issue bears significant resemblance to issues tackled in universal source coding (compression) and in universal prediction. In universal compression, one would like to set a target for the compression rate of an individual sequence. As in our problem, someone who knows the sequence can design an encoder which compresses it to 1 bit, whereas assuming the sequence is completely unknown and without favoring any sequence over another, no compression can be achieved. There are many possible fixed to variable encoders which are uniquely decodable, and the decision between them may seem arbitrary. One solution proposed by Lempel and Ziv was to set as a target the compression rates that are achievable by machines with limited capabilities, i.e. finite state machines (FSM). Lempel and Ziv [4] defined the notion of finite state compressibility for an infinite sequence, as the best compression rate that can be achieved by any information lossless FSM operating over the (infinite) sequence, and had shown that the LZ78 compression algorithm based on incremental parsing (defined there), achieves this compression rate universally for any sequence. This concept supplies a criterion to decide which sequences to favor over others, without assuming a probability law. A similar notion, i.e. that of comparing against the best machine out of a restricted class, is used in universal prediction (see [5] [6]).
Following this lead we define the iterated finite block capacity of an infinite vector channel C IF B , as the supremum of all rates which are achievable by fixed finite-length block encoders and decoders, i.e. by repeatedly performing the same encoding and decoding operations over blocks of any fixed length. This capacity value is smaller, in general, than the Shannon capacity of the vector channel. This definition has operational significance, since many practical communication systems use block encoding, and therefore universally attaining the C IF B means that one can design a system which, without any prior knowledge of the channel, is essentially at least as good as any system using block coding of any finite length.
At this point it worthwhile to note that while there are known universal source encoders and universal predictors, in the communication problem, the term "universality" had been used mainly with respect to decoders (competing against the maximum likelihood decoder in a compound channel). To our knowledge this is the first definition of a notion of universality with regards to the complete communication system.
The main results of this paper pertain to the modulo-additive channel with individual noise sequence. For this channel, we prove the upper bound C IF B ≤ (1 − ρ(z)) · log |X |, where ρ(z) is the finite state compressibility of z (as defined in [4] ). Assuming that common randomness exists and that there is a feedback link, which may be used for adaptation of the transmission rate and other parameters to the channel, we present a universal system employing feedback which asymptotically attains this rate universally without prior knowledge of the noise sequence. We note, however, that although achieving C IF B universally may be possible for classes of vector channels wider than the modulo-additive channel, it is not possible to attain this rate for general unknown vector channels, and a general characterization of universally achievable rates remains an open problem. This paper is organized as follows: in Section II we give a high level overview of the results regarding the moduloadditive channel. In Section III we give the detailed definitions and discuss them. Section IV discusses the modulo additive channel and includes the main results of the paper: the upper bound on C IF B and the universal system achieving this rate.
II. OVERVIEW OF THE MAIN RESULTS
This section includes an informal review of the main results and gives the proof outlines. The purpose is to provide an understanding of the results without diving into mathematical detail.
We begin with the upper bound on C IF B . Suppose a given encoder and decoder (the reference system) achieves rate R with a vanishing error probability over m blocks of size k (see Figure 2 ). During these m blocks, the reference system "sees" m different noise vectors of length k, namely z ik (i−1)k+1 , i = 1, . . . , m. Since the system is fixed during these m blocks, the situation is equivalent to operating over a stochastic channel, where the noise vectorZ is chosen uniformly from the set of these vectors, with probability 1 m for each. We term this random vector the "collapsed" noise sequence, and the channel generated from it the "collapsed" channel. The standard converse of the channel capacity theorem (without the assumption of a memoryless channel) can be applied to the collapsed channel (Figure 4) , and yields an upper bound on C IF B which is roughly log |X | − 1 k H(Z). The entropy H(Z) is lower bounded using the finite state compressibility of the sequence, since a finite state machine may achieve a compression rate close to the entropy by standard block-to-variable coding, where the code lengths are tuned to the statistics of the collapsed noise vector. Combining these bounds we obtain the result
Next, we demonstrate (in Theorem 2) a communication scheme that asymptotically attains the rate
where L(z) is the compression length of the sequence z by a given sequential source encoder, and n is the overall block length. The scheme is based on iterative application of rateless coding, sending K bits in each block. Each codeword in the codebook of exp(K) words is chosen independently and distributed uniformly over X n . The transmitter sends symbols from the codeword matching the K transmitted bits, until a termination condition occurs on the receiver side. Then, the receiver indicates the end of the block through the feedback link and a new block begins. The termination condition is based on feeding into the source encoder the sequence of noise which is known in high probability from previous blocks that had been decoded (since both channel input and channel output is known), and then, for each of the exp(K) hypotheses regarding the current block, continuing this sequence with the hypothetical noise sequence, to form an hypothesis for the noise sequence from the beginning of transmission to the end of the current blockẑ i 1 . For each hypothesis, we count the number of bits that reflect the compression of the noise sequence in the the current block, and terminate the block if for any codeword, this length is smaller than a threshold.
The proof of this scheme's performance is roughly as follows. Since most of the hypotheses (except the true one) yield random noise sequences, these sequences are incompressible, and therefore the number of bits representing the last block would be approximately log |X | times the number of symbols in the block. We show that setting the threshold slightly below this value (approximately K below it), guarantees a small probability of exceeding the threshold due to an incorrect codeword, and therefore a small probability of error. Another interpretation of the termination condition is that the value of
, representing the gap between the compressibility of the hypothetical noise sequence, and the compressibility of a random sequence, increased by at least K from the start of the current block. Since when the condition occurs, we begin a new block, there is a correspondence between the increase in N i and the number of blocks and bits that are transmitted, and the number of transmitted bits is approximately N n = n · log |X | − L(ẑ n 1 ). Since in high probabilityẑ n 1 = z n 1 , this proves the system achieves rate log |X | − 1 n L(z) for every sequence with a small probability of error.
To obtain the universal system attaining C IF B (Theorem 3) we simply apply the scheme above with the encoding lengths L(z) determined by the LZ78 source encoder, whose compression ratios asymptotically approach the finite state compressibility (asymptotically
III. CHANNEL MODEL AND DEFINITIONS
In this section we begin the formal presentation of the results, by presenting the channel model and the definitions of the capacity C IF B , and discussing their implications.
A. Notation
Vectors are denoted by boldface letters. Sub-vectors are defined by superscripts and subscripts:
and equals the empty string if k < j, and x k x k 1 . Exponents and logs are base 2. Random variables are distinguished from their sample values by capital letters. We use the following notation for empirical distributions: for a list or vector A = (x 1 , x 2 , x 3 , . . .),P (A = x) denotes the relative number of occurrences of x within A. For example,
B. Channel model and IFB capacity
Let P Y |X (y n |x n ) for n = 1, 2, ...∞ define an infinite length channel through the conditional distribution of the output in the input for every finite length n. This characterization of a channel as a sequence of finite dimensional conditional distributions as used by Han and Verdú [1] (and references therein), limits the scope to causal channels (since the distribution of y n can be computed without knowing x ∞ n+1 ), and is also limited in assuming the channel starts from a known state (at time 0). This definition is made mainly in order to make the formulation well defined mathematically. The capacity definitions below do not inherently assume the channel is causal, and can be applied with some modification to other channel models as well. Note that non causality that consists of bounded negative delays can always be compensated by applying a delay to the output. The following definitions lead to the definition of IFB capacity.
Definition 1 (Reference encoder and decoder).
A finite length encoder E with block length k and a rate R is a mapping
. . , M } from the set of output sequences to the set of messages. Figure 2 . The mean error probability is
Definition 2 (Mean error probability). The mean error probability in iterative mapping
* > 0 such that for any m > m * there exist an encoder E and a decoder D with block length k and rate R for which the mean error probability in iterative mapping of E, D to m blocks is at most ǫ.
Definition 4 (IFB capacity)
. The IFB capacity of the channel P Y |X is the supremum of the set of IFB achievable rates, and is denoted C IF B .
C. Universality
We now define the properties of the adaptive system with feedback, and IFB-universality. A randomized rate-adaptive block encoder and decoder pair for block length n with feedback is defined as follows. The encoder is presented with a message expressed by an infinite bit sequence. Following the reception of n symbols, the decoder announces the achieved rate R, and decodes the first ⌈nR⌉ bits. An error means any of these bits differs from the bits of the original message sequence. Both encoder and decoder have access to a random variable S (the common randomness) distributed over a chosen alphabet. In the proposed scheme, the feedback link is required to reliably convey 1 bit, from the decoder to the encoder, following each symbol sent over the forward link. The system is illustrated in Fig.3 . For formal definitions of adaptive rate encoders and decoders, refer to the definitions in [7] . The following definition states formally the notion of IFBuniversality for rate adaptive systems:
Definition 5 (IFB universality). With respect to a set of channels {P (θ)
Y |X }, θ ∈ Θ (not necessarily finite or countable), a rate-adaptive communication system (possibly using feedback and common randomness) is called IFB universal if for every channel in the family and any ǫ, δ > 0 there is n large enough so that when the system is operated over n channel uses, then in probability 1 − ǫ, the message is correctly decoded and the rate is at least C IF B (P Y |X ) − δ.
D. A discussion on IFB capacity and universality
Following we make some comments regarding IFB capacity and IFB universality. Note that the use of mean error probability over time and messages (expressed in the assumed uniform distribution) rather than maximum error probability (over time or messages) reduces the requirements from E, D and therefore increases C IF B .
As we noted, C IF B ≤ C, where C is the Shannon capacity [1] . However for fixed memoryless channels clearly C IF B = C. The difference between C and C IF B relates to the stability of the channel over time, and the ability to utilize channel structure which cannot be observed in finite time. Let us give two examples to sharpen this difference: Example 1. Consider the binary product channel y i = x i · z i , and let the sequence z alternate between 0 and 1, in blocks of ever growing size, but such that the overall frequency of 0 is 1 2 , and the length of each blocks is negligible compared to the total length of previous blocks. For example, set
The reason is that for every finite length encoder/decoder, ultimately as m → ∞ half the blocks will fall on bursts of z = 0 and be in error.
Example 2. Consider a channel with ever growing delay: Suppose that d i is a sequence of slowly growing delays. For example, d i = ⌊log i⌋, and the channel is y i = x di , where x, y are binary. The capacity of this channel is C = 1, whereas C IF B = 0. Here, the reason for the gap is the in-ability to utilize the channel structure with a finite block size.
Following these examples we may justify the choice of C IF B by two main reasons: one is its operational significance, i.e. that universally attaining C IF B , means competing with every static block coding system, and the other is the rejection of eccentric behaviors of the channel, such as the ones mentioned in the examples above.
An interesting question is whether for a general vector channel, C IF B can be universally attained. Unfortunately the answer is negative, and the reason is that since the input sequences used by the reference encoder and by the universal system are different, infinite memory in the channel may cause the channel to get "stuck" in an unfortunate state. We call this phenomenon a "password" channel, since it is similar to a situation where a password is required at the beginning of transmission, otherwise the channel becomes useless. In this case, a reference system knowing the password may succeed and a universal system, having only one attempt to find the password, is bound to fail. In other words, given an encoder, a channel can be structured such that it will identify the specific encoder's codebook, and fail if any deviation from this codebook is observed. Here is a simple example:
Example 3. Consider a family of only 2 binary channels. In the first channel, if x 1 = 0 then the channel will become clean i ≥ 2, i.e. ∀i ≥ 2 : y i = x i , but if x 1 = 1, then it becomes blocked, i.e. ∀i ≥ 2 : y i = 0. The second channel is the same, except the roles of 0, 1 are reversed. Clearly, for both channels C IF B = 1, since the only constraint required to avoid blocking is that the first symbol in each encoded block is constant 0 or 1, and therefore a rate of k−1 k can be obtained with block size k. On the other hand, no universal system can guarantee any rate with a vanishing error probability, since any choice of the first symbol will lead to blocking in one of the two channels.
The conclusion from the above is that the concept of iterated finite block capacity is not as strong as the concept of finite state compressibility, which is truly universally attainable. This problem relates to a fundamental difficulty in universal communication compared to universal compression: in universal compression the sequence is given, one can compare different encoders operating on the same sequence, and the major difficulty is dealing with the unknown future of the sequence. In universal communication there is an additional difficulty because our actions (the input symbols from the encoder) affect the channel behavior in an unexpected way. It stands to reason that the IFB-capacity of channels which are memoryless in the input, or that their memory can be constrained, can be universally attained.
IV. THE MODULO-ADDITIVE CHANNEL
In this section we present the main results of this paper, which pertain to the modulo-additive channel with an individual noise sequence. The modulo-additive channel is a relatively "easy" case because of two main reasons:
• It is memoryless in the input, and thus the "password" issue is avoided.
• There is a single input prior, the uniform i.i.d. prior, which attains capacity for any noise sequence (since it maximizes the output entropy), therefore no adaptation of the prior is needed.
A. A bound on the IFB capacity of the modulo-additive channel
In this section we prove the following Theorem:
The IFB-capacity of the modulo-additive channel y = x + z where x, y, z are infinite sequences denoting the channel input, output and noise sequence , satisfies
where ρ(z) is the finite state compressibility of z, defined in [4] .
For the sake of completeness we shortly repeat the definition of finite state compressibility. A finite state encoder F with s states is defined by a next state function g : ({1, . . . , s}, X ) → {1, . . . , s}, and an output function g : ({1, . . . , s},
The compression ratio of the best information lossless finite state encoder with at most s states is denoted:
And finally, the finite state compressibility of the infinite sequence z = z ∞ 1 is defined as:
Note that the order of limits is critical for this definition, since if we first take the number of states to infinity, any sequence can be compressed to 1 bit (by having the state machine "remember" and identify the particular sequence). The outer limit exists, since ρ E(s) is decreasing in s and bounded from below. Theorem 1 proof outline: DefineZ m,k as the random vector of length k formed by selecting one vector from the set of m vectors (z
, with uniform probability of 1 m for each. In other words, the probability distribution ofZ m,k equals the empirical distribution of the first m blocks of length k in z. Similarly define the random variablesX m,k andỸ m,k derived from the sequences x, y.
Suppose a given E, D achieve rate R and mean error probability ǫ over m blocks of size k. This is equivalent to saying they achieve error probability ǫ when operating on the stochastic channelỸ m,k =X m,k +Z m,k (Figure 4) . Therefore the standard converse of the channel capacity theorem implies that the rate R can be bounded by R
Then we relate the limit of 1 k H(Z m,k ) to the finite state compressibility ρ(z). The later relation is a variation of Theorem 3 in [4] , which shows the convergence of the sliding-window empirical entropy measured over increasing block lengths to the finite state compressibility (whereas here we have blockwise empirical entropy instead). The full proof is given in the appendix. Fig. 4 . A probabilistic equivalence to iterative mapping Note that the upper bound of Theorem 1 can sometimes be strict, i.e. there are examples of sequences z for which C IF B < (1 − ρ(z)) log |X |. We do not have an expression for the IFB capacity.
Example 4.
Consider for the binary additive channel, the sequence z which consists of blocks with ever increasing size. The first half of each block is 0, and the second half block is chosen randomly Z i ∼ Ber( 1 2 ). With high probability, the finite state compressibility of the sequence is 1 2 (which can be attained, for example, by block-to-variable encoding, using 1 bit to denote the sequence 0). However, the IFB capacity of the channel is 0 in high probability, since for any encoder and decoder with large block size, approximately half of the blocks will be received in error. Therefore there exist sequences for which the inequality is strict.
In [2] the rate 1 − h b (ǫ) was termed "empirical capacity" mainly based on the similarity to the expression for the binary symmetric channel capacity C = 1 − h b (ǫ) (where ǫ is the crossover probability). The term is not completely justified, since clearly this is not the maximum communication rate. The value C IF B seems to be a better candidate to describe this channel's "empirical capacity", although as we will see, other interesting definitions can be suggested. . On the other hand the relation 1−h b (ǫ) ≤ 1−ρ(z) always holds (can be shown by block to variable encoding to rate h b (ǫ i ), whereǫ i is the empirical probability of 1-s in the block, and the convexity of h b (·)), so the rates achieved by the scheme that will be described in the following are better than the previously achieved rates.
B. Universally attaining the IFB capacity over the moduloadditive channel
In this section we will present the results regarding a universal system for the modulo-additive channel with an unknown state sequence. The proof is done in the next subsections, in two stages. We first show that for a wide range of sequential source encoders, there is a communication scheme that asymptotically attains the rate log |X | − 1 n L(z), where L(z) is the compression length of the sequence z by the source encoder (the number of bits used to encode the sequence). This is stated an Theorem 2 and proven in Sections IV-C, IV-D. Next we substitute the compression length of the Lempel-Ziv (LZ78) algorithm, and use the universality of LZ78 with respect to the finite state compressibility, to show the universality of the communication system (Theorem 3).
We now define a class of sequential source encoders for which Theorem 2 applies. For each sequence z define L S (z) as the unterminated coding length of the sequence, i.e. the length of the output of the encoder after the input z has been fed, but the sequence has not been terminated (i.e. the encoder is expecting additional input), and L T (z) = L(z) as the terminated coding length, i.e. the length of the output when z is the complete sequence. The sequence z is uniquely decodable from the L T (z) bits of the terminated code, but not necessarily from the L S (z) bits of the unterminated one. The difference L T (z) − L S (z) ≥ 0 is the information stored in the encoder which has not been output yet. We require that:
1) The difference between the terminated and unterminated lengths is bounded by an asymptotically negligible value:
This can be considered an embodiment of the limitation to "sequential" encoders and precludes encoders that need to process the entire sequence in order to produce outputs.
2) The encoding length does not decrease when the sequence is extended:
Theorem 2. Given a sequential source coding scheme with input symbols from alphabet X that satisfies assumptions (1, 2) , and assigns a codeword length of L(z) to the sequence z ∈ X n , then for any ǫ > 0 there exists a sequence of adaptiverate encoders and decoders using common randomness and feedback, for increasing block lengths n over the channel y = x + z (x, y, z ∈ X n ), in which for any individual noise sequence z in probability at least 1−ǫ, the message is correctly decoded with rate of at least
where
and
A similar theorem is also shown in [8] . As we shall see, both assumptions are satisfied by Lempel-Ziv algorithms (LZ77 and LZ78). Note the similarity of the rate expression to capacity (attained with a uniform prior)
1 n L(z) can be considered a generalized empirical measure of the noise entropy. In this sense, Theorem 2 is a generalization of the result of [2] . This result can be considered as a special case of the framework presented in [7] [9] . The scheme achieving the claims of Theorem 2 is presented in Section IV-C.
In Section IV-E we will show that LZ78 satisfies the conditions, and prove the following result: Theorem 3. When the system of Theorem 2 is used in conjunction with LZ78 source encoder, over the modulo additive channel, then the following holds:
For every noise sequence z and every ǫ, δ > 0 there is n large enough so that when the system is operated over n channel uses, then in probability 1−ǫ, the message is correctly decoded and the rate is at least (1 − ρ(z)) log |X | − δ.
Corollary 3.1. The system defined above is IFB-universal.

Corollary 3.2. The system attains the Shannon capacity of every modulo-additive channel with an ergodic noise sequence.
With respect to Corollary 3.2, note there is an error in our paper [8] where it was claimed the system only attains the mutual information.
C. The adaptive communication scheme
To achieve the claims of the theorem we use a variant of the rate adaptive scheme of [7] , applying repeated "rateless" transmissions: we fix a value K of the number of bits per block. We generate a random codebook of exp(K) words chosen independently and distributed uniformly over X n which is known at the encoder and decoder (and comprises the common randomness). In each rateless block b = 1, 2, . . ., the encoder sends K bits to the decoder, by sending the respective symbols from codeword indexed by those K bits. Note that at each block different symbols from the codebook are sent. The block terminates when a termination condition is satisfied at the decoder. Then, the decoder stores the decoded bits and indicates this to the encoder, through the feedback link (a 0-1 feedback is sufficient), and a new block of K bits begins. The last block is potentially not decoded, if the termination condition is not satisfied at the last symbol.
We now specify the decoding and termination rule. Suppose that the current symbol number is k and the block number is b. The last symbol of the previous block (number b − 1) was sent at symbol j (we set j = 0 if b is the first block). Letx j 1 denote the transmit sequence that follows from the previous decisions made by the decoder (i.e. is composed of the symbols from the codebook matching the decoded bits at each previously decoded block), and let x k j+1 (m) denote the transmitted symbols matching codeword m (m = 1, . . . , exp(K)).ẑ k (m) defined below is the decoder's hypothesis on the noise sequence z k :
We takeẑ j = y j −x j 1 to be the j length prefix ofẑ k (m) (which is independent of m). The decoder calculates the following condition for all m = 1, . . . , exp(K):
It announces the end of the block and decodes the bits matching codeword index m if the termination condition is satisfied with respect to codeword m (where ties can be broken arbitrarily), and does not terminate the block if the condition fails for all codewords. Regarding the termination condition (9) note that the LHS starts from a negative value and increases linearly at a rate of log |X | bits per symbol, while the RHS starts from a nonnegative value, but for a compressible noise sequence, we expect it to increase at a rate slower than log |X | bits per symbol, therefore if the noise sequence is compressible and the block length n is large enough, the condition will eventually be met. The scheme suggested above differs from the scheme in [7] mainly in the fact the termination and decoding condition involves the entire past, rather than just the symbols in the current block. As a result, there is another difference in the claims that can be made: in [7] the decoding rate is achieved whether or not the message was received correctly, whereas here we only have a guaranteed rate when the message is correctly received (due to the dependence of the decoding process on previous decisions).
D. Proof of Theorem 2
In order to prove the theorem we show that the scheme above achieves an error probability of at most ǫ, and if an error does not occur, the number of bits decoded (determined by the number of blocks sent), approaches R emp for a suitable choice of K.
First we will show that this scheme has an error probability of at most ǫ. We calculate the probability that the decoder decides in favor of an incorrect codeword in any given symbol k (where again j denotes the end of the previous block). We begin by noting a property of the sequential encoder. Consider a sequence z k of length k which is inserted into the sequential source encoder in two stages: first, the first j symbols are inserted (and the encoder has emitted L S (z j ) bits), and then the rest k − j symbols are inserted and the encoding is terminated. Between the j-th and the k-th symbol, the encoder has emitted L T (z k ) − L S (z j ) additional bits, which can be used to uniquely decode z k j+1 when z j is given (since the entire encoded stream can be generated from the first L S (z j ) bits plus these additional bits, and used to decode z k ). Therefore the number of sequences z k j+1 for which
is upper bounded by exp(d) (since they are in effect encoded by d bits).
Since the codewords are independent, given the transmitted symbols, the other codewords in the codebook over the period of the current block are independent sequences uniformly drawn from X k−j . Therefore the hypothesized tail of the sequenceẐ 
, the probability that a particular sequence will satisfy the condition is at most
and therefore by the union bound, the probability that any of the competing sequences will satisfy the condition is at most
Substituting the value of d given by the termination condition
we have that the error probability per symbol is at most exp(− log n ǫ ) = ǫ n , therefore by the union bound over n symbols, the probability of any error occurring during the decoding process is at most
Next we analyze the rate achieved by the scheme. The analysis assumes no decoding errors occur. We denote the number of decoded blocks by B (so potentially there are B +1 blocks, if the last block is not decoded). The proof is based on bounding the value of L(z) based on the number of blocks. z denotes the true noise sequence.
Suppose a block was decoded in symbol k and the previous block ended at symbol j. By choosing K (or n) large enough we can make sure than decoding never happens at the first symbol of any block, therefore k > j + 1. By the assumption that no decoding errors occurred the sequenceẑ j is identical to z j . In symbol k − 1 the decoding condition was not met for any codeword, including the correct one, for whichẑ k (m) = z k . Therefore we may write, with respect to the true noise sequence:
This is an inverted version of condition (9) . Note that the floor operator ⌊·⌋ is not needed here since the LHS is an integer. Using monotonicity of L T and the bounded difference L T − L S we can lower bound the following telescopic series:
. By the same argument, this bound is true also for the undecoded block (with k − 1 = n). Taking j b (b = 1, . . . , B) to be the symbol in which block b ended, and adding j 0 = 0 and j B+1 = n we have the following bound by summing (13) over B + 1 blocks (including the undecoded one, which we just take as a block of length 0 if the last block is decoded):
The actual rate achieved by the scheme is
Extracting B from (14) and calculating R act we have:
We choose the value of K that minimizes the overhead term in the lower bound, using the following lemma:
Proof: It is easy to see by derivation that the minimizer over
Applying the lemma to the choice of K in (16) we have:
where by assumption (1) we have δ n −→ n→∞ 0.
E. Proof of Theorem 3
We now show that LZ77 and LZ78 fulfil the two requirements. Both algorithms operate by creating a dictionary from previous symbols in the string, compressing a new substring to a tuple containing its location in the dictionary, plus, possibly one additional symbol. In LZ77 the dictionary consists of all substrings that begin in a window of specified length before the first symbol that was not encoded yet. LZ78 parses the string z into phrases. Each phrase is a substring which is not a prefix of any previous phrase, but can be generated from concatenating a previous phrase with one additional symbol. The dictionary contains all phrases.
It is easy to make sure that L T is monotonous (requirement (2)). This depends on the way the last phrase in the string is treated (and does not affect the asymptotical performance), since this phrase may be an incomplete substring of a string in the dictionary, and therefore does not naturally terminate and produce a tuple. If, for example, the last phrase is sent without coding, then L T will not be monotonous (since adding more symbols to z that will terminate the phrase will result in a shorter compression). A simple treatment is to encode the last phrase similarly to other phrases -refer to one of the phrases in the dictionary which is a prefix of the remaining substring, and always give the length of the last substring (or the length of the block) at the end. This way the compression length associated with the last substring does not decrease when the substring is extended.
In order to bound L T (z) − L S (z) (requirement (1)), we need to bound the tuple which encodes the last phrase. In LZ78 this tuple carries an index to a previous phrase, plus a new symbol. The number of previous phrases is bounded by n (a coarse bound, but sufficient for our purpose), and therefore (see Lemma 13.5.1 in [10] ) its encoding will be of length log n + log log n + 1, and the length of the tuple will be log n + log log n + c (where c is a constant accounting also for rounding, encoding of the additional symbol, etc). Therefore, if we end the block with an indication of its length we have total ∆ max LZ78 (n) = ∆ LZ78 (n) ≤ 2 log n + 2 log log n + c. In LZ77 this tuple carries a pointer to the window and a length (i.e. two numbers bounded to {1, . . . , n}). Therefore after adding an indication of the length at the termination we would have ∆ max LZ77 (n) = ∆ LZ77 (n) ≤ 3 log n + 3 log log n + c. In both cases ∆ max LZ (n) = O(log n) and the requirement is satisfied. Therefore we may substitute the compression length L 78 (z) in Theorem 2. Theorem 2 in [4] (item ii) states that for every finite s
where δ s (n)−→ n→∞ 0. Since by Theorem 2 for any ǫ > 0, the system attains the rate
Fix a valueδ. Since lim n→∞ δ n = 0 we can find n * 1 large enough so that for any n > n * 1 , δ n <δ. Since ρ(z) = lim s→∞ lim sup n→∞ ρ F (s) (z n 1 ) for anyδ there is s large enough so that lim sup n→∞ ρ F (s) (z n 1 ) < ρ(z) +δ. For this s, since lim n→∞ δ s (n) = 0, we can find n * 2 large enough so that for any n > n * 2 , δ s (n) <δ. For the same s, we can find n > n *
Therefore for that n we will have ρ F (s) (z n 1 ) < ρ(z)+ 2δ (note that due to the lim sup this would not, in general, hold for any larger n). Writing (21) for these s, n we have:
Therefore we can satisfy the requirements of Theorem 3 by substitutingδ = (3 log |X | + 1) −1 δ. Proof of Corollary 3.1 The corollary follows directly from the definition, by application of Theorem 3 and Theorem 1.
Proof of Corollary 3.2 Suppose the sequence z is drawn by a stationary ergodic source. It was shown in [4] (Theorem 4) that the finite state compressibility equals the entropy rate of the source, with probability one. The proposed communication system we would asymptotically attain the communication rate log |X | − H(Z), without prior knowledge of the noise distribution. Since the mutual information rate is I(X; Y) = H(Y) − H(Y|X) ≤ log |X | − H(Z), the capacity is obtained by a uniform i.i.d. prior, which maximizes H(Y), and equals C = log |X | − H(Z), which is the rate achieved.
APPENDIX
A. Proof of Theorem 1
Suppose a given E, D achieve rate R and mean error probability ǫ over m blocks of size k. We adopt the definitions of X m,k ,Z m,k andỸ m,k from Section IV-A, and likewise define W andŴ to be random variables generated by selecting the block index uniformly over 1, . . . , m and taking the respective encoded/decoded (resp.) messages, i.e. W = W U ,Ŵ =Ŵ U , where U ∼ U {1, . . . , m}. Then
We now bound the rate R by the entropy ofZ m,k . By Fano inequality
Therefore by the information processing inequality 
Therefore
If R is an achievable rate then by Definition 3, for any ǫ > 0 there exist k > 0 such that (28) holds for this k and m large enough. Therefore we may take lim inf m→∞ on both sides and obtain:
We next relate H(Z m,k ) to the finite state compressibility. There exists a finite state machineF with s k = X k−1 ·k states that compresses the sequence z km 1 to at most m·(H(Z k,m )+1) bits. This state machine implements a block to variable encoder tuned to the empirical distribution and is structured as follows: its state space includes a counter from 1 to k which counts the index inside the block, and a memory of k − 1 input characters. When the counter reaches k the machine outputs an encoded string, and the counter returns to 1. In the other counter states the machine emits the empty string. The encoded string is generated by a simple block to variable encoder optimized to compress the random variable Z k,m to its minimum average length (e.g. a Huffman encoder, although a simple encoder using lengths ⌈Pr(Z k,m ) −1 ⌉ is sufficient for this purpose), and therefore its average encoded length for Z k,m is at most H(Z k,m ) + 1 (see [10] 
We may relax the condition n = mk and apply the inequality to any finite n, taking m = ⌊ n k ⌋ (since if the last block is unfinished it will not contribute to the length, and the normalization by n > mk will only decrease the LHS). 
Combining the above with (29) we have:
∀ǫ : ∃k :
Since the k obtaining the requirements of Definition 3 may be small, the factor 1 k on the RHS makes the bound loose.
To tighten the bound we use the following argument: we choose a number j > 0. If there exist E, D with block size k and mean error probability ǫ over m large enough which divides by j, then by treating at each consecutive j blocks as a new block (and forming the encoder and decoder with block size j · k by using j times the original encoder and decoder), then by the union bound if ǫ i denote the error probabilities over the blocks i ∈ {1, . . . , m}, the error probabilities of the aggregate encoder and decoder will satisfy ǫ ′ i ≤ j d=1 ǫ (i−1)j+d , and therefore the mean error probability will be
The conclusion is that if the requirements of Definition 3 are met for a certain ǫ, k, they are also met for j ·ǫ, j ·k. Therefore we have: ∀j, ǫ : ∃k :
By choosing for each j, ǫ = 1 j 2 , denoting k j as any k that satisfies (35) for this j, and taking the limit j → ∞ we obtain:
(1 − ρ(z)) log |X |+
which by Definition 4 proves the theorem.
