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Abstract
We establish a framework that allows to prove Gamma-converge of
functionals of Lagrangian form on spaces of trajectories based on conver-
gence of viscosity solutions of associated Hamilton-Jacobi equations.
Gamma convergence follows from a: equi-coercivity, b: Gamma con-
vergence of the projected functional at time 0, c: convergence of the
Hamiltonians that appear as Legendre transform of the Lagrangian in
the path-space functional.
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1 Introduction
When considering Gamma convergence, see [4, 13], of functionals Fn to F , it
is well known that helps to express the functionals Fn and F in terms of an
operator for which one can prove convergence.
Consider for example a Hilbert space H equipped with its weak topology and
self adjoint operators An, A satisfying 〈Ah, h〉 ≥ λ ||h||
2
and 〈Ah, h〉 ≥ λ ||h||2.
Then Gamma convergence of Fn to F where
Fn(h) := sup
h0∈D(An)
〈Anh0, 2h− h0〉, F (h) := sup
h0∈D(A)
〈Ah0, 2h− h0〉,
is equivalent to G-convergence, a notion related to convergence of the resolvents
of A. See Chapter 13 of [4].
Instead of considering Hilbert spaces, we will consider the context of trajectories
on some space X (thus, e.g. C(X)) and functionals In, I : C(X) → [0,∞] of
the type
In(γ) =
{
In0 (γ(0)) +
∫∞
0
Ln(γ(s), γ˙(s))ds if γ ∈ AC(X),
∞ otherwise,
(1.1)
∗Delft Institute of Applied Mathematics, Delft University of Technology, Van Mourik
Broekmanweg 6, 2628 XE Delft, The Netherlands. E-mail address: r.c.kraaij@tudelft.nl
1
where AC(X) is some space of absolutely continuous trajectories on X . Ln :
TX → [0,∞] is a ‘Lagrangian’ that could be some quadratic norm of the speed
γ˙(s) or a functional related to the entropy necessary to create the ‘speed’ γ˙(s)
at time s.
In this paper, we establish that the operator to look at in this context to obtain
Gamma convergence of In to I are related to the Hamiltonian Hn : T ∗X → R
obtained by taking the Legendre transforms of Ln. If one formally defines
Hnf(x) := Hn(x, df(x)) then our main result essentially states:
• Suppose that the functionals In are equi-coercive;
• Suppose that the functionals In0 Gamma converge to I0;
• Suppose that for each f ∈ D(H) there are fn ∈ D(Hn) such that fn → f
and Hnfn → f ;
• The Hamilton-Jacobi equation f − λHf = h is well posed for all λ > 0
and h ∈ Cb(X).
Then we have Gamma convergence of In to I.
Our result is stated for functionals In, I on a space of the type C(X) with the
compact-open topology. This setting introduces the need, and the possibility,
to use different techniques than on Hilbert spaces. One of the key advantages
of C(X) is its projective limit structure. Namely, if γn, γ are in some compact
set K ⊆ C(X), than γn → γ for the compact-open topology if and only if
γn(t)→ γ(t) for all times t ≥ 0.
As a consequence of this fact, the functionals In, I can be written in a projective
limit form:
In(γ) = sup
{0=t0<t1<···<tk}
In[t0, t1, . . . , tk](γ(t0), . . . , γ(tk))
= sup
{0=t0<t1<···<tk}
I0(γ(0)) +
k∑
i=1
Iti−ti−1(γ(ti) | γ(ti−1)),
where
It(y |x) = inf
γ∈AC
γ(0)=x,γ(t)=y
∫ t
0
Ln(γ(s), γ˙(s))ds.
Morally, given equi-coercivity of the sequence In, this allows one to reduce the
analysis of In and I to that of In0 , I0 and the conditional functionals I
n
t (· | ·) and
It(· | ·). Such a procedure is well known in the context of weak convergence and
large deviations of Markov processes and we refer to [9, 11] for two accounts of
these two topics. In both these contexts, the convergence or large deviations of
the finite dimensional distributions is reduced to the convergence of semigroups
and afterwards to that of ‘generators’. As weak convergence and large deviations
are special case of Gamma convergence, see [17], a similar method of proof can
be expected to work in the context of Gamma convergence and this is what this
paper establishes.
In the context of Gamma convergence, the conditional functionals can indeed
also be rewritten in terms of a semigroup. Namely
It(y |x) = sup
f∈Cb(X)
{f(y)− V (t)f(x)}
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where the semigroup V (t) is of the form
V (t)f(x) = sup
γ∈AC
γ(0)=x
{
f(γ(t))−
∫ t
0
Ln(γ(s), γ˙(s))ds
}
.
A formal derivative of V (t)f yields that its generator is indeedHf(x) = H(x,∇f(x)),
where H is the Legendre transform of L.
Thus, Gamma convergence of In0 to I0 and convergence of the Hamiltonians Hn
constructed from Ln to the Hamiltonian H constructed from L should yield
Gamma convergence of In to I.
Thus, a goal is to obtain convergence of the semigroups Vn(t) to V (t), arguing
via the Hamiltonians Hn and H . Convergence results in the context of non-
linear semigroups are technically challenging. One can use e.g. a combination
of Crandall-Liggett [6] and the Kurtz approximation procedure [16] to establish
that if generators converge, then their semigroups convergence. However, one
needs to establish the range condition: i.e. well posedness of the equation
f − λHf = h in the classical sense. For non-linear equations, this is difficult
and it was observed early on [8] that viscosity solutions can be used to replace
classical solutions. Thus instead of focussing on convergence of Hn to H , we
will focus on establishing that viscosity solutions to f − λHnf = h converge to
viscosity solutions of f − λHf = h. To do so, we work via a generalization [14]
of the semi-relaxed lim sup and lim inf procedure introduced by [2, 3] for which
we also need uniqueness of viscosity solutions to the Hamilton-Jacobi equation
f−λHf = h and some notion of control of the viscosity solutions and semigroups
as the space X might be non-compact.
The paper is organized as follows. In the next Section, 2, we state a simplified
version of our main result (2.2). In this version, technicalities have been reduced
to the bare minimum. We also give the main definitions on Gamma convergence,
equi-coercivity and convergence of Hamiltonians.
In Section 3, we proceed with a more general set-up. This more general set-up
allows for the extension of our main result to achieve the following:
• We can work with spaces of trajectories that allow for discontinuities. The
key property allowing such a generalization is that the topology is in some
sense determined by the finite dimensional projections.
• We can consider functionals In on spaces of paths that take their values on
a sequence of different spaces. This will allow for embeddings or settings
with e.g. homogenisation.
• We will work with pairs of Hamiltonians Hn,†, Hn,‡ that serve as an upper
and lower bound for Hn. This is natural for Hamilton-Jacobi equations in
infinite dimensional context in which it is hard to explicitly give Hn. See
e.g. [1, 7, 10, 12].
We give our extended main result in Section 4 and the proofs follow in Section
5.
3
2 A basic result on Gamma convergence
Before going to the most general version of the main result, we introduce a
basic variant in which versatility of the main result is reduced to obtain a easy
to understand statement.
In Section 2.1 we state this result without introducing various definitions. Most
essential definitions on Gamma-convergence, functionals and how they are deter-
mined by semigroups are stated immediately afterwards in Section 2.2. What
are viscosity solutions, Hamiltonians and pseudo-resolvents and how pseudo-
resolvents generate semigroups can be found in slightly more general context in
Appendix B.
First some general definitions. All spaces in this paper are assumed to be
completely regular spaces that have metrizable compact sets. Let X be a space
then we denote by Cb(X) the set of continuous and bounded functions into
R. We denote by Ba(X) the space of Baire measurable sets (the σ-algebra
generated by Cb(X).) ByM(X), we denote by set of Baire measurable functions
fromX into R := [−∞,∞]. Mb(X) denotes the set of bounded Baire measurable
functions. Denote
USCu(X) :=
{
f ∈M(X)
∣∣∣∣ f upper semi-continuous, sup
x
f(x) <∞
}
,
LSCl(X) :=
{
f ∈M(X)
∣∣∣ f lower semi-continuous, inf
x
f(x) >∞
}
.
For g ∈ M(X) denote by g∗, g∗ ∈ M(X) the upper and lower semi-continuous
regularizations of g.
Finally, we denote by CX(R
+) the space of continuous trajectories γ : R+ →
X and by DX(R
+), cf. [9], the Skorokhod space of trajectories that are right
continuous and have left limits.
2.1 Gamma convergence via convergence of Hamiltonians
Condition 2.1. There are operatorsHn ⊆ Cb(X)×Cb(X), contractive pseudo-
resolvents Rn(λ) : Cb(X) → Cb(X), λ > 0 and contractive semigroups Vn(t) :
Cb(X)→ Cb(X) generated by Rn(λ). These operators have the following prop-
erties:
(a) For each n ≥ 1, λ > 0 and h ∈ Cb(X) the function Rn(λ)h is a viscosity
solution to f − λHnf = h.
(b) We have local strict equi-continuity on bounded sets for the resolvents:
for all compact sets K ⊆ X , δ > 0 and λ0 > 0, there is a compact set
Kˆ = Kˆ(K, δ, λ0) such that for all n and h1, h2 ∈ Cb(X) and 0 < λ ≤ λ0
that
sup
y∈K
{Rn(λ)h1(y)−Rn(λ)h2(y)}
≤ δ sup
x∈X
{h1(x) − h2(x)} + sup
y∈Kˆ
{h1(y)− h2(y)} .
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(c) We have local strict equi-continuity on bounded sets for the semigroups:
for all compact sets K ⊆ X , δ > 0 and t0 > 0, there is a compact set
Kˆ = Kˆ(K, δ, λ0) such that for all n and h1, h2 ∈ Cb(X) and 0 ≤ t ≤ t0 that
sup
y∈K
{Vn(t)h1(y)− Vn(t)h2(y)}
≤ δ sup
x∈X
{h1(x) − h2(x)} + sup
y∈Kˆ
{h1(y)− h2(y)} .
Theorem 2.2. Suppose that we have coercive path-space functionals In : CX(R
+)→
[0,∞] and I : CX(R+)→ [0,∞] that are generated by semigroups Vn(t) and V (t)
with initial functionals In0 and I0.
(a) The functionals In are equi-coercive,
(b) The functionals In0 Gamma-converge to I0
(c) Condition 2.1 is satisfied.
(d) We have H ⊆ LIMHn;
(e) The comparison principle holds for the Hamilton-Jacobi equations f−λHf =
h for all h ∈ Cb(X) and λ > 0. Denote the unique solution by R(λ)h.
(f) For all h ∈ Cb(X) and λ > 0 It holds that R(λ)h buc converges to h (bounded
and uniform on compacts).
Then we have I = Γ− lim In.
This result will follow as a special case of a much more general result that we
will prove in the following sections. Generalizations include various steps
• We can consider functionals In : CXn(R
+) → [0,∞] on a sequence of
spaces Xn that are mapped into X by some maps ηn : Xn → X .
• Instead of considering the space of continuous functions on Xn and X , we
can consider more general path-spaces like the Skorokhod space.
• We will work with upper and lower bounds Hn,† and Hn,‡ for Hn, as well
as a natural upper and lower bound H† and H‡ for H . This way, we can
also relax H ⊆ ex − LIMHn by letting H† be a asymptotic upper bound
for Hn,† and H‡ a asymptotic upper bound.
2.2 Basic definitions
We state the basic definitions on coercivity and gamma convergence. Afterwards
we give the definition of a path-space functional determined by a semigroup.
Definition 2.3. Let X be some space and let I : X → [0,∞] and In : X →
[0,∞]. We say that
• I is lower semi-continuous if for each M ≥ 0, the set {x ∈ X | I(x) ≤M}
is closed.
• I is coercive if for every M the set {x ∈ X | I(x) ≤M} is compact.
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• the sequence of lower semi-continuous functionals In : X → [0,∞] is equi-
coercive if for every M ≥ 0 there exists a compact set such that for all
n ≥ 1, we have
{x ∈ X | In(x) ≤M} ⊆ K.
Definition 2.4. Let In : X → [0,∞] and I : X → [0,∞] be functionals.
(a) We say that the Gamma convergence lower bound holds, i.e. I ≤ Γ −
lim infn I
n if for all xn such that xn → x it holds that
I(x) ≤ lim inf
n
In(xn).
(b) We say that the Gamma convergence upper bound holds, i.e. I ≥ Γ −
lim supn I
n if for each x there are xn such that xn → x and
I(x) ≥ lim sup
n
In(xn).
(c) We say that In Gamma converges to I, i.e. I = Γ− lim In if the upper and
lower bound hold.
Dual to the notion of gamma convergence there is the notion of bounded and
uniform convergence on compacts.
Definition 2.5. Let fn, f ∈ Cb(X) we say that LIMn fn = f if supn ||fn|| <∞
and if fn converges to f uniformly on compacts.
For operators Hn ⊆ Cb(X) × Cb(X) and H ⊆ Cb(X) × Cb(X), we say that
H ⊆ ex − LIMHn if for all (f, g) ∈ H there are (fn, gn) ∈ Hn such that
LIM fn = f and LIM gn = g.
Definition 2.6 (Finite-dimensional determination of path-space functional).
We say that I : CX(R
+)→ [0,∞] is a path-space functional if it has projective
limit form:
I(γ) = sup
k≥0
sup
0=t0<t1<···<tk
I[t0, . . . , tk](γ(t0), . . . , γ(tk)), (2.1)
where
I[t0, . . . , tk](x0, . . . , xk) = inf
{
I(γ)
∣∣ γ ∈ CX(R+), ∀i ∈ {0, . . . , k} : γ(ti) = xi} .
(2.2)
Definition 2.7 (Path space functional determined by a semigroup). Let I :
CX(R
+) → [0,∞] be a path-space functional. Let V (t) be a non-linear semi-
group on X , i.e. V (t) : Cb(X) → Cb(X), where V (0) = 1, and V (s)V (t) =
V (t+s). We say that I is determined by the semigroup V and initial functional
I0 if
I[t0, . . . , tk](x0, . . . , xk) = I0(x0) +
k∑
i=1
Iti−ti−1(xi |xi−1). (2.3)
where
It(y |x) := sup
f∈Cb(X)
{f(y)− V (t)f(x)} .
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Example 2.8. As mentioned in the introduction, the main functionals of in-
terest are of the following type:
I(γ) =
{
I0(γ(0)) +
∫∞
0
L(γ(s), γ˙(s))ds if γ ∈ AC(X),
∞ otherwise,
Here I0 : R
d → [0,∞] is coercive and let L : Rd × Rd → [0,∞] is a Lagrangian,
i.e. v 7→ L(x, v) is convex and (x, v) 7→ L(x, v) is lower semi-continuous. AC(X)
is some space absolutely continuous trajectories.
The corresponding semigroup and resolvent are given by
V (t)f(x) = sup
γ∈AC
γ(0)=x
{
f(γ(t))−
∫ t
0
L(γ(s), γ˙(s))ds
}
,
R(λ)f(x) = sup
γ∈AC
γ(0)=x
{∫ ∞
0
λ−1e−λ
−1tdt
[
f(γ(t))−
∫ t
0
L(γ(s), γ˙(s))ds
]}
.
For a thorough analysis that connects viscosity solutions, resolvents, semigroups
and Hamiltonians, see [11, Chapter 8]. Note that establishing equi-coercivity in
this setting requires similar techniques to that of controlling the resolvent and
semigroup.
3 Preliminaries
We proceed with the preliminaries necessary to state the generalization of The-
orem 2.2. As an important ingredient, we will introduce ‘converging’ sequence
of spaces. In the sections below, we will adjust the notions of equi-coercivity,
Gamma convergence, LIM and that of path-spaces to the more general context.
We start by introducing the notion of a converging sequence of spaces.
3.1 A converging sequence of spaces
Definition 3.1 (Kuratowski convergence). Let {On}n≥1 be a sequence of sub-
sets in a space X . We define the limit superior and limit inferior of the sequence
as
lim sup
n→∞
On := {x ∈ X | ∀U ∈ Ux ∀N ≥ 1 ∃n ≥ N : On ∩ U 6= ∅} ,
lim inf
n→∞
On := {x ∈ X | ∀U ∈ Ux ∃N ≥ 1 ∀n ≥ N : On ∩ U 6= ∅} .
where Ux is the collection of open neighbourhoods of x inX . IfO := lim supnOn =
lim infnOn, we write O = limnOn and say that O is the Kuratowski limit of
the sequence {On}n≥1.
Assumption 3.2. Consider spaces Xn and X and continuous maps ηn : Xn →
X . There is a directed set Q (partially ordered set such that every two elements
have an upper bound). For each q ∈ Q, we have compact sets Kqn ⊆ Xn a
compact set Kq ⊆ X such that
(a) If q1 ≤ q2, we have Kq1 ⊆ Kq2 and for all n we have Kq1n ⊆ K
q2
n .
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(b) For all q ∈ Q we have
⋃
n ηn(K
q
n) ⊆ K
q.
(c) For each compact set K ⊆ X , there is a q ∈ Q such that
K ⊆ lim inf
n
ηn(K
q
n).
Remark 3.3. The author expects (b) can be relaxed to a statement related to
lim sup ηn(K
q
n):
For all q ∈ Q and each sequence xn ∈ Kqn, every subsequence of xn has a further
subsequence that is converging to a limit x ∈ Kq (that is: ηn(xn)→ x in X).
This version of assumption, leads to problems in the final estimate of Proposition
5.9 and is therefore omitted.
Remark 3.4. In [14], we work under a slightly more general set-up. There we
consider a larger space X in which all Xn and X are mapped using maps ηn
and η. The author expects the Gamma convergence results to extend to that
setting, but various results on Gamma-convergence need to be extended to that
context. These extensions are not the focus of this paper, and we therefore
restrict to this slightly simpler setting. Note that this is also the set-up of [11]
that is used in the context of large deviations.
Conditions (b) should be interpreted in the sense that Kq is larger than the
‘limit’ of the sequence Kn, whereas (c) should be interpreted in the sense that
each compact K in X is contained in a limit of that type.
We will say that a sequence xn ∈ Xn converges to x ∈ X in the sense that
ηn(xn) → x in X . Using this notion of convergence, we can extend our notion
of buc convergence.
Definition 3.5. Let Assumption 3.2 be satisfied. For each n let fn ∈Mb(Xn)
and f ∈Mb(X). We say that LIM fn = f if
• supn ||fn|| <∞,
• if for all q ∈ Q and xn ∈ Kqn converging to x ∈ K
q we have
lim
n→∞
|fn(xn)− f(x)| = 0.
Remark 3.6. Note that if f ∈ Cb(X) and fn ∈Mb(Xn), we have that LIM fn =
f if and only if
• supn ||fn|| <∞,
• if for all q ∈ Q
lim
n→∞
sup
x∈Kqn
|fn(x) − f(ηn(x))| = 0.
Remark 3.7. Note that for f ∈ Cb(X), we have fn := f ◦ ηn ∈ Cb(X) and
LIM fn = f .
Next, we extend our notions of equi-coercivity. This will be the notion of equi-
coercivity that will be referred to later on in the paper.
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Definition 3.8. Let {Xn}n≥1, X be a collection of spaces satisfying Assump-
tion 3.2. We say that a sequence of lower semi-continuous functionals In : Xn →
[0,∞] is equi-coercive if for every M ≥ 0 there exists q ∈ Q such that for all
n ≥ 1, we have
{x ∈ Xn | I
n(x) ≤M} ⊆ Kqn.
Remark 3.9. The notion of equi-coercivity of Definition 3.8 is stronger than
the one of Definition 2.3. Indeed, suppose that {In}n≥1 are equi-coercive in the
sense of Definition 3.8, then for every M ≥ 0 there exists q ∈ Q such that the
set ⋃
n≥1
{ηn(x) |x ∈ Xn, In(x) ≤M} ⊆ K
q,
and is, as a consequence, relatively compact in X . We conclude that the con-
tractions
Jn(y) = inf {In(x) | ηn(x) = y}
of In to ηn(Xn) are equi-coercive on X in the sense of Definition 2.3. There
are various contexts in which the two notions are equivalent. In particular this
happens if the maps ηn are proper and the sets K
q
n are defined as η
−1
n (K
q) and
the set Q is indexed by the compact sets in X .
Definition 3.10. Let {Xn}n≥1, X be a collection of spaces satisfying Condition
3.2. Let In : Xn → [0,∞] and I : X → [0,∞] be functionals.
(a) We say that the Gamma convergence lower bound holds, i.e. I ≤ Γ −
lim infn I
n if for all xn such that ηn(xn)→ x it holds that
I(x) ≤ lim inf
n
In(xn).
(b) We say that the Gamma convergence upper bound holds, i.e. I ≥ Γ −
lim supn I
n if for each x there are xn such that ηn(xn)→ x and
I(x) ≥ lim sup
n
In(xn).
(c) We say that In Gamma converges to I, i.e. I = Γ− lim In if the upper and
lower bound hold.
3.2 Path-spaces
In the theorem 2.2 we established a Gamma convergence result for the space
of continuous trajectories in X . As in the theory of large deviations and weak
convergence of Markov processes, however, it is possible to extend these results
to a more general context. Our result below is in some sense lacking, due to a
failure to properly construct a recovery sequence in the context of discontinuous
trajectories.
It should, however, be possible to prove a full result. To facilitate further study,
we single out the key properties of the space of continuous trajectories that are
needed to establish Gamma convergence via the finite-dimensional functionals.
We first establish the structure of the type of spaces of trajectories that we will
work with, afterwards we will fix topological properties that allow us to work
via a projective limit structure.
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Definition 3.11 (Path-space). We say that Ω is a path-space on X if Ω ⊆∏
t≥0X (here Ω is only considered as a set, not as a topological space), and if
(a) for γ ∈ Ω and T ≥ 0, the trajectory γT defined by γT (t) = γ(T + t) is in Ω,
(b) for any two paths γ, γˆ ∈ Ω and T1, T2 ≥ 0, if γ(T1) = γˆ(T2), then the
trajectory γ∗ defined by
γ∗(t) =
{
γ(t) for t ≤ T1,
γˆ(T2 + (t− T1)) for t ≥ T1,
is in Ω.
For γ ∈ Ω, we denote by ∆γ ⊆ R+ the set of points where γ : R+ → X is
discontinuous. We denote by pit : Ω→ X the map pit(x) = x(t).
Two main examples are given by the space of continuous trajectories CX(R
+)
and the Skorokhod space DX(R
+).
We now turn to the topology on the path-space. In both settings, the topology,
if restricted to compact sets is determined by the finite dimensional marginals.
For the Skorokhod space, the situation is slightly more involved as the trajec-
tories have discontinuities. In this context, one carefully needs to avoid the
points of discontinuity. In both contexts however, a combination of restricting
to compact sets and proving convergence for the finite dimensional marginals
is feasible. For example, in large deviation theory this allows one to prove re-
sults via a projective limit theorem and a inverse contraction principle. In weak
convergence theory for Markov processes similar results are known. Also in the
context of Gamma convergence a inverse contraction principle and projective
limit theorem are provable. We will not do so in this paper explicitly, but work
with their effective results.
We thus assume the following topological properties for our path-space.
Assumption 3.12. The topology on the path-space Ω satisfies:
(a) The compact subsets of Ω and X are metrizable.
(b) For every compact set K ⊆ Ω and T ≥ 0, there exists a compact set Kˆ ⊆ X
such that pit(K) ⊆ Kˆ for all t ≤ T .
(c) Let T0 be dense in [0,∞) and let γ ∈ Ω. For every open set U ⊂ Ω
containing γ and compact set K ⊆ Ω, there exist t1, . . . , tk ∈ T0 and an
open set U ′ ⊆ Xk containing (γ(t1), . . . , γ(tk)) such that
{y ∈ Ω | (y(t1), . . . , y(tk)) ∈ U
′} ∩K ⊆ U.
(d) For each finite collection of times t1, . . . , tk and points x1, . . . , xk ∈ X there
is a path γ ∈ Ω such that γ(ti) = yi for all i.
Lemma 3.13. Let X be a complete separable metric space. The space CX(R
+)
with the compact-open topology and the Skorokhod space DX(R
+) with the usual
Skorokhod topology, cf. [9], satisfy Assumption 3.12.
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Proof. We give references for the Skorokhod topology as the Skorokhod topology
restricted to CX(R
+) simplifies to the compact open topology. (a) is immediate
as X and DX(R
+) are equipped with a metric. (b) is proven in Theorem 3.6.3
in [9]. (c) is proven in Lemma 4.26 in [11].
Definition 3.14 (Finite-dimensional determination of path-space functional 2).
Let Ω be a path-space. We say that I : Ω→ [0,∞] is a path-space functional if
it has projective limit form:
I(γ) = sup
k≥0
sup
0=t0<t1<···<tk
ti /∈∆γ
I[t0, . . . , tk](γ(t0), . . . , γ(tk)), (3.1)
where
I[t0, . . . , tk](x0, . . . , xk) = inf {I(γ) | γ ∈ Ω, ∀i ∈ {0, . . . , k} : ti /∈ ∆γ , γ(ti) = xi} .
(3.2)
The definition of a path-space functional I determined by a semigroup V (t) and
initial functional I0 remains unchanged from Definition 2.7, that is, if if
I[t0, . . . , tk](x0, . . . , xk) = I0(x0) +
k∑
i=1
Iti−ti−1(xi |xi−1).
where
It(y |x) := sup
f∈Cb(X)
{f(y)− V (t)f(x)} .
4 Main results
4.1 From strong convergence of dual functionals to Gamma
convergence on the path space
Our main result is a Gamma convergence for functionals on a sequence of path-
spaces.
Let {Xn}n≥1 and X be a collection of spaces satisfying Assumption 3.2 and
let Ωn,Ω be path-spaces on these spaces. The maps ηn, η naturally induce
continuous maps ηn :
∏
t≥0Xn →
∏
t≥0X .
Assumption 4.1 (Main setting). Let {Xn}n≥1 and X be spaces satisfying
Assumption 3.2. Let {Ωn}n≥1 and Ω be the corresponding path-spaces satisfying
Assumption 3.12. Denote by ηn : Ωn → Ω the induced maps arising from
ηn : Xn → X .
We give two additional definitions that extend the notion of equi-coercivity
concerning the compactness of the level sets of path-space functionals.
Definition 4.2. Let Assumption 4.1 be satisfied. Let In : Ωn → [0,∞] and
I : Ω→ [0,∞] be path-space functionals.
(a) We say that the sequence {In}n≥1 satisfies the compact containment con-
dition if for all T ≥ 0 and M ≥ 0, there exists a q = q(T,M) ∈ Q such that
for any n it holds that if In(γ) ≤M , then γ(t) ∈ Kqn for all t ≤ T .
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(b) We say that the sequence {In}n≥1 is equi-coercive if for every M ≥ 0, the
set ⋃
n
{ηn(γ) | γ ∈ Ωn, I
n(γ) ≤M}
is relatively compact in Ω.
Note that (a) and (b) are both small adaptations of Definition 2.3. The first is
for the product topologies on Ωn and Ω arising from Xn and X , whereas (b) is
for the path-space topology.
A minor additional difference is the change of what compact sets to work with.
For (a) we work with specific compact sets on Xn arising from Q instead of
working with compact sets in the image space Ω (constructed from X). In the
cases that we can connect these two concepts, (b) implies (a). This does not
hold in general, so in later results we assume both properties.
Lemma 4.3. Let Assumption 4.1 be satisfied. In addition, suppose that for all
q ∈ Q we have that Kqn = η
−1
n (K
q). Let In : Ωn → [0,∞] and I : Ω → [0,∞]
be path-space functionals. Suppose that {In} are equi-coercive, then they satisfy
the compact containment condition.
We prove this Lemma in Section 5.1. We proceed with our main theorems on
Gamma-convergence.
Theorem 4.4. Let Assumption 4.1 be satisfied. Let In : Ωn → [0,∞] and
I : Ω → [0,∞] be path-space functionals determined by semigroups Vn(t) and
V (t) and initial functionals In0 and I0.
Suppose that
(a) The functionals In are equi-coercive and satisfy the compact containment
condition;
(b) Γ− lim In0 = I0;
(c) For all tn → t, f ∈ Cb(X) and fn ∈ Cb(Xn) such that LIM fn = f , we have
that
LIMVn(tn)fn = V (t)f ; (4.1)
then we have that Γ− lim In = I.
The result is based on Propositions 5.3 and 5.7 that state the upper and lower
bound separately. A Gamma-convergence results for the interval [0, T ] or [0, T )
instead of R+ can be obtained by using e.g. the contraction principle proven in
[17, Lemma 4.6] for the space Ωˆ and a time restricted version of Ωˆ. Alternatively,
one can use the methods developed below for a direct (but essentially the same)
proof.
4.2 From the convergence of generators to Gamma con-
vergence on path-spaces:preliminaries
We now use Theorem 4.4 to extend Theorem 2.2 to a more general setting on
the basis on the convergence of solutions of Hamilton-Jacobi equations in [14].
In the context of problems that involve homogenisation or slow-fast systems,
it often pays of to work with multi-valued Hamiltonians whose range naturally
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takes values in a space of functions with a domain that is larger. This larger
domain takes into account a variable that we homogenise over or the ‘fast’
variable.
Assumption 4.5. We have spaces Xn and X,Y and continuous maps ηn :
Xn → Xn, η̂n : Xn → Y and a continuous surjective map γ : Y → X such that
the following diagram commutes:
Y
Xn
X
η̂n
ηn
γ
There is a directed set Q (partially ordered set such that every two elements
have an upper bound). For each q ∈ Q, we have compact sets Kqn ⊆ Xn a
compact sets Kq ⊆ X and K̂q ⊆ Y such that
(a) If q1 ≤ q2, we haveKq1 ⊆ Kq2 , K̂q1 ⊆ K̂q2 and for all n we haveKq1n ⊆ K
q2
n .
(b) For all q ∈ Q we have
⋃
n η̂n(K
q
n) ⊆ K̂
q.
(c) For each compact set K ⊆ X , there is a q ∈ Q such that
K ⊆ lim inf
n
ηn(K
q
n).
(d) We have γ(K̂q) ⊆ Kq.
Note the subtle difference with Assumption 3.2 in the sense that here (b) is
written down in terms of convergence in Y , whereas (c) is still written down in
terms of convergence in X .
Remark 4.6. Note that Assumption 3.2 implies Assumption 3.2. Thus, in
the context of Assumption 4.5, we can use all notions, like e.g. LIM and equi-
coercivity and compact containment, of the previous sections.
Example 4.7 (Reduction of the dimension). Consider two spaces X and Z and
let Y := X × Z, Xn := X × Z with maps ηn(x, z) = x, ηˆn(x, z) = (x, z) and
γ(x, z) = x.
Assumption 4.5 is satisfied for example with Q the collection of pairs of compact
sets in X and Z:
{(K1,K2) | ∀K1 ⊆ X,K2 ⊆ Z compact} ,
and K
(K1,K2)
n = K1 ×K2, K(K1,K2) = K1 and K̂(K1,K2) = K1 ×K2.
We have LIM fn = f if and only if supn ||fn|| <∞ and for all compact K1 ⊆ X
and K2 ⊆ Z and sequences (xn, zn) ∈ K1 ×K2 and x ∈ KX such that xn → x,
we have fn(xn, zn)→ f(x).
Note that the dependence of fn on zn should vanish in the limit.
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A first notion of a limit of Hamiltonians is given by the notion of an extended
limit. This notion is essentially the extension of the convergence condition for
generators from the setting of the Trotter-Kato approximation theorem to a
more general context. The generalization is made to include operators defined
on different spaces, and is also applicable to non-linear operators as well. See
e.g. the works of Kurtz and co-authors [9, 11, 15, 16].
We define this notion for the setting in which X = Y .
Definition 4.8. Consider the setting of Assumption 3.2. Suppose that for
each n we have an operator Hn ⊆ Mb(Xn) × Mb(Xn). The extended limit
ex − LIMnHn is defined by the collection (f, g) ∈ Mb(X) ×Mb(X) such that
there exist (fn, gn) ∈ Hn with the property that LIMn fn = f and LIMn gn = g.
We aim to have a more flexible notion of convergence by replacing all operators
Hn and H by operators (Hn,†, Hn,‡, H†, H‡) that intuitively form natural upper
and lower bounds for Hn and H . We will also generalize by considering limiting
Hamiltonians that take values in the set of functions on Y instead of X .
Definition 4.9. Consider the setting of Assumption 4.5. Suppose that for
each n we have two operators Hn,† ⊆ LSCl(Xn) × USCu(Xn) and Hn,‡ ⊆
USCu(Xn)× LSCl(Xn).
(a) The extended sub-limit ex−subLIMnHn is defined by the collection (f, g) ∈
H† ⊆ LSCl(X)× USCu(Y ) such that there exist (fn, gn) ∈ Hn,† satisfying
LIM fn ∧ c = f ∧ c, ∀ c ∈ R, (4.2)
sup
n
sup
x∈Xn
gn(x) <∞, (4.3)
and if for any q ∈ Q and sequence zn(k) ∈ K
q
n(k) (with k 7→ n(k) strictly
increasing) such that limk η̂n(k)(zn(k)) = y in Y with limk fn(k)(zn(k)) =
f(γ(y)) <∞ we have
lim sup
k→∞
gn(k)(zn(k)) ≤ g(y). (4.4)
(b) The extended super-limit ex − superLIMnHn is defined by the collection
(f, g) ∈ H‡ ⊆ USCu(X) × LSCl(Y ) such that there exist (fn, gn) ∈ Hn,‡
satisfying
LIM fn ∨ c = f ∨ c, ∀ c ∈ R, (4.5)
inf
n
inf
x∈Xn
gn(x) > −∞, (4.6)
and if for any q ∈ Q and sequence zn(k) ∈ K
q
n(k) (with k 7→ n(k) strictly
increasing) such that limk η̂n(k)(zn(k)) = y in Y with limk fn(k)(zn(k)) =
f(γ(y)) > −∞ we have
lim inf
k→∞
gn(k)(zn(k)) ≥ g(y). (4.7)
Remark 4.10. The conditions in (4.3) and (4.4) are implied by LIMn gn ≤ g
and (4.6) and (4.7) are implied by LIMn gn ≥ g.
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4.3 From convergence of Hamiltonians to Gamma conver-
gence
We have now developed the machinery to state the main result of this paper.
Condition 4.11. Consider the setting of Assumption 4.5.
There are sets Bn such that Cb(Xn) ⊆ Bn ⊆ M(Xn), contractive pseudo-
resolvents Rn(λ) : Bn → Bn, λ > 0, with Rn(λ)Cb(Xn) ⊆ Cb(Xn) and contrac-
tive semigroups Vn(t) : Cb(Xn) → Cb(Xn) generated by Rn(λ). In addition,
suppose we have operators
Hn,† ⊆ (LSCl(Xn) ∩Bn)× (USCu(Xn) ∩Bn) ,
Hn,‡ ⊆ (USCu(Xn) ∩Bn)× (LSCl(Xn) ∩Bn) .
These spaces and operators have the following properties:
(a) For all n ≥ 1, λ > 0 and h ∈ Bn the function (Rn(λ)h)∗ is a viscosity sub-
solution to f −λHn,† = h. Similarly, (Rn(λ)h)∗ is a viscosity supersolution
to f − λHn,‡f = h.
(b) We have local strict equi-continuity on bounded sets for the resolvents: for
all q ∈ Q, δ > 0 and λ0 > 0, there is a qˆ ∈ Q such that for all n and
h1, h2 ∈ Bn and 0 < λ ≤ λ0 that
sup
y∈Kqn
{Rn(λ)h1(y)−Rn(λ)h2(y)}
≤ δ sup
x∈Xn
{h1(x)− h2(x)} + sup
y∈K qˆn
{h1(y)− h2(y)} .
(c) We have local strict equi-continuity on bounded sets for the semigroups:
for all q ∈ Q, δ > 0 and t0 > 0, there is a qˆ ∈ Q such that for all n and
h1, h2 ∈ Bn and 0 ≤ t ≤ t0 that
sup
y∈Kqn
{Vn(t)h1(y)− Vn(t)h2(y)}
≤ δ sup
x∈Xn
{h1(x)− h2(x)} + sup
y∈K qˆn
{h1(y)− h2(y)} .
The main corollary of this result is a generator version of Theorem 4.4 which
generalizes Theorem 2.2.
Theorem 4.12. Let Assumption 4.1 be satisfied. Let In : Ωn → [0,∞] and
I : Ω → [0,∞] be path-space functionals determined by semigroups Vn(t) and
V (t) and initial functionals In0 and I0.
Suppose that
(a) The functionals In are equi-coercive and satisfy the compact containment
condition;
(b) Γ− lim In0 = I0;
(c) Condition 4.11 is satisfied.
(d) H† ⊆ ex− subLIMHn,† and H‡ ⊆ ex− superLIMHn,‡;
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(e) Let D ⊆ Cb(X) be quasi-dense in Cb(X). Suppose that for each λ > 0 and
h ∈ D the comparison principle holds for
f − λH†f = h, f − λH‡f = h.
Denote the unique solution by R(λ)h.
(f) For all h ∈ D and λ > 0 It holds that R(λ)h buc converges to h (bounded
and uniform on compacts).
Then we have I = Γ− lim In.
Remark 4.13. For the Gamma lower bound, one does not need equi-coercivity
of In. It suffices that the compact containment condition holds or that for every
x ∈ X there is a q ∈ Q and xn ∈ Kqn such that ηn(xn)→ x.
5 Proofs of results in Section 4
In this section, we will prove the main results of this paper. We start with some
auxiliary results on equi-coercivity and the compact containment condition in
Section 5.1. We proceed with proofs of the lower and upper bound in Sections
5.2 and 5.3. In the final section 5.4 we establish the main results, Theorem 4.4
and 4.12.
5.1 Some remarks on equi-coercivity and compact con-
tainment
We start with the proof of Lemma 4.3
Proof of Lemma 4.3. Fix T ≥ 0 and M ≥ 0. By Assumption 3.12 (b) and the
equi-coercivity of the functionals In, there is a compact set K ⊆ X such that if
t ≤ T , γ ∈ Ωn such that In(γ) ≤M , then ηn(γ(t)) ∈ K. By Assumption 3.2 (b)
and (c), we find that there is some q such thatK ⊆ Kq. Thus, if Kqn = η
−1
n (K
q),
we indeed have that γ(t) ∈ Kqn
The proof of the following lemma is straightforward.
Lemma 5.1. Let X ,Y be two spaces and let I : X → [0,∞] be coercive and
lower semi-continuous. Let pi : X → Y be a map that is continuous on the
sublevel sets of I. Define
J (y) = inf {I(x) | x ∈ X , pi(x) = y} .
Then J is lower semi-continuous and coercive.
A variant of this lemma holds for equi-coercivity of a sequence of functionals.
We are interested in projection maps on the path-space. As we will be pro-
jecting on finite dimensional distributions, we it suffices to assume the compact
containment condition instead of equi-coercivity. Finally, we will work in the
context of sequences of compact sets based on the index set Q.
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Lemma 5.2. Let Assumption 3.2 be satisfied and let 0 = t0 < t1 < . . . tk, k ≥ 0
be a collection of times. Let pint0,...,tk : Ωn → X
k+1
n and pit0,...,tk : Ω → X
k+1 be
the projection maps
γ 7→ (γ(t0), . . . , t(γk)).
If the sequence {In}n≥1 satisfies the compact containment condition, then the
functionals
In[t0, . . . , tk](y0, . . . , yk) = inf {I
n(γ) | γ ∈ Ωn, pin(γ) = (y0, . . . , yk)}
are equi-coercive on Xk+1, i.e. there is some q ∈ Q such that for all n ≥ 1{
y ∈ Xk+1
∣∣ In[t0, . . . , tk](y0, . . . , yk) ≤M} ⊆ (Kqn)k+1.
5.2 Proof of the lower bound
In this section we assume Assumption 4.1. In addition throughout this Section
In : Ωn → [0,∞] and I : Ω → [0,∞] are path-space functionals determined by
semigroups Vn(t) and V (t) and initial functionals I
n
0 and I0.
Proposition 5.3 (The lower bound). Let D ⊆ Cb(X) be set that is bounded
from above and isolates points. Suppose that either (i) or (ii) holds:
(i) for all t ≥ 0, f ∈ D and sequences tn → t and fn ∈ Cb(Xn) such that
LIM fn = f , we have that
LIMVn(tn)fn = V (t)f.
(ii) for all 0 ≤ s ≤ t, f ∈ D and sequences fn ∈ Cb(Xn) such that LIM fn = f ,
we have that
LIMVn(t)fn = V (t)f.
Additionally, for each n and path γ ∈ Ωn such that I
n(γ) < ∞, we have
that ∆cγ = R
+.
Suppose that (a) or (b) holds:
(a) the compact containment holds for {In}n≥1,
(b) for all x ∈ X there is a q ∈ Q and xn ∈ Kqn such that ηn(xn)→ x.
If Γ− lim In0 ≥ I0, then we have for all γ ∈ Ω and sequences γn ∈ Ωn such that
ηn(γn)→ γ:
lim inf
n→∞
In(γn) ≥ I(γ).
The proposition will be derived from a similar result on the finite dimensional
functionals. Recall that Ok :=
{
(s0, . . . , sk) ∈ (R+)k+1
∣∣ 0 = s0 < s1 · · · < sk}.
Lemma 5.4 (The upper bound for the finite-dimensional functionals). Suppose
that D ⊆ Cb(X) is a set that is bounded from above and isolates points.
Suppose that for all f ∈ D t ≥ 0 and all sequences tn ≥ 0, fn ∈ Cb(Xn) such
that LIM fn = f and tn → t, we have that
LIMVn(tn)fn = V (t)f.
Finally, suppose that (a) or (b) holds:
17
(a) the compact containment holds for {In}n≥1,
(b) for all x ∈ X there is a q ∈ Q and xn ∈ Kqn such that ηn(xn)→ x.
Let (t0, . . . , tk) ∈ Ok and let (t0,n, . . . , tk,n) ∈ Ok be such that ti,n → ti.
If Γ− lim In0 ≤ I0, then we have Γ− lim I
n[t0,n, . . . , tk,n] ≤ I[t0, . . . , tk].
The lemma will proven using an induction step based on the following lemma.
In this lemma we establish a Gamma lower bound for the conditional functionals
It that appear in the representation (2.3).
Lemma 5.5. Fix x, y ∈ X. Suppose that D ⊆ Cb(X) is a set that is bounded
from above and isolates points. Let t ≥ 0 and let tn → t.
Suppose that for all f ∈ D and all sequences fn ∈ Cb(Xn) such that LIM fn = f ,
we have that
LIMVn(tn)fn = V (t)f. (5.1)
Consider sequences xn ∈ Xn and yn ∈ Xn and points x, y ∈ X such that
ηn(xn) → x and ηn(yn) → y with the property that there are q, q′ ∈ Q with
xn ∈ Kqn and yn ∈ K
q′
n for all n. Then we have:
lim inf
n→∞
Intn(yn |xn) ≥ It(y |x).
Proof. Fix x, y ∈ X and consider sequences xn ∈ Xn and yn ∈ Xn such that
ηn(xn) → x and ηn(yn) → y with the property that there are q, q′ ∈ Q with
xn ∈ Kqn and yn ∈ K
q′
n for all n. By Proposition A.5, we have
It(y |x) = sup
f∈D
f(y)− V (t)f(x).
First suppose that It(y |x) <∞. For each ε > 0, let f ∈ D be such that
It(y |x) ≤ f(y)− V (t)f(x) + ε.
By Remark 3.7, there is a sequence fn ∈ Cb(Xn) such that LIM fn = f . By
(5.1) and the existence of q, q′, we find that
It(y |x) ≤ lim
n→∞
fn(yn)− Vn(tn)fn(xn) + ε
≤ lim inf
n→∞
Intn(yn |xn) + ε.
As ε > 0 was arbitrary, this proves the case where It(y |x) <∞.
Now suppose that It(y |x) =∞. For each M > 0, let fM ∈ D be such that
M ≤ fM (y)− V (t)fM (x).
Again by (5.1), we can find for every ε and n sufficiently large a function fM,n ∈
Cb(Xn) such that
M − ε ≤ fM,n(yn)− Vn(tn)fM,n(xn) ≤ I
n
tn(yn |xn).
As ε and M are arbitrary, we conclude that lim infn→∞ I
n
tn(yn |xn) =∞.
Proof of Lemma 5.4. The result follows by a straightforward application of Lemma
5.5. The condition on the existence of a qi ∈ Q such that ti,n ∈ Kqin follows
either from Condition (b) or from the combination of Condition (a) and Lemma
5.2.
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We now turn to the proof of Proposition 5.3. The main challenge to
The following lemma is used to find times for which the time marginals converge.
Recall that Ok :=
{
(s0, . . . , sk) ∈ (R
+)k+1
∣∣ 0 = s0 < s1 · · · < sk}.
Lemma 5.6. Let Y be a completely regular space and let Ω′ be a path-space
satisfying Assumptions 3.12 (a) and (b): compact sets in Y and Ω′ are metriz-
able and for all T ≥ 0 and compact sets K ⊆ Ω′, there exists Kˆ ⊆ Y such that
pit(K) ⊆ Kˆ for all t ≤ T .
Suppose γn → γ in Ω
′ and fix times (t0, . . . , tk) ∈ Ok for some k ≥ 1. Then,
we can find times (t0,n, . . . tk,n) ∈ Ok ∩ (∆cγn)
k+1 such that ti,n → ti and a
subsequence n′ such that γn′(ti,n′)→ γ(ti) for all i.
For each n such that ∆cγn = R
+, we can take (t0,n, . . . tk,n) = (t0, . . . , tk).
Proof. By an elementary argument, we can find (t0,n, . . . tk,n) ∈ Ok ∩ (∆cγn)
k+1
such that ti,n → ti for all i. A subsequence n′ such that γn′(ti,n′) → γ(ti) can
be constructed via a diagonal argument using the compactness of Kˆ and the
metrizability of this set.
Proof of Proposition 5.3. Fix γ ∈ Ω and let γn be any sequence such that
ηn(γn)→ γ.
First suppose that I(γ) < ∞. Without loss of generality, we can restrict our-
selves to a subsequence n′ such that In′(γn′) <∞ for all n
′ and limn′ In′(γn′) =
lim infn In(γn). Fix ε > 0. By the representation of I in (2.1), we find
0 = t0 < t1 < · · · < tk in ∆cγ such that
I(γ) ≤ I0(γ(0)) +
k∑
i=1
Iti−1,ti(γ(ti) | γ(ti−1)) + ε. (5.2)
By Lemma 5.6, we find times (t0,n, . . . , tk,n) ∈ Ok ∩∆γn and a further subse-
quence n′′ such that γn′′(ti,n′′ ) → γ(ti). This puts us in a position to apply
Lemma 5.4 along the subsequence n′′:
I0(γ(0)) +
k∑
i=1
Iti−1,ti(γ(ti) | γ(ti−1))
≤ lim inf
n′′→∞
In
′′
0 (γn′′(0)) +
k∑
i=1
In
′′
ti−1,n′′ ,ti,n′′
(γn′′(ti,n′′ ) | γn′′(ti−1,n′′)). (5.3)
Combining (5.2), (5.3), and representation (2.1) for In
′′
, gives
I(γ) ≤ lim inf
n′′→∞
In
′′
0 (γn′′(0)) +
k∑
i=1
In
′′
ti−1,n′′ ,ti,n′′
(γn′′(ti,n′′ ) | γn′′(ti−1,n′′)) + ε
≤ lim inf
n′′→∞
In
′′
(γn′′) + ε.
Because n′′ was chosen to be a subsequence of a subsequence along which
lim infn I
n(γn) = limn′ I
n′(γn′), we conclude that I(γ) ≤ lim infn In(γn) + ε
for every ε > 0. As ε > 0 is arbitrary, the case that I(γ) <∞ is proven.
The proof for γ such that I(γ) = ∞ is similar but easier and is therefore
omitted.
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5.3 Proof of the upper bound
As in last section, we assume Assumption 4.1. In addition throughout this Sec-
tion In : Ωn → [0,∞] and I : Ω→ [0,∞] are path-space functionals determined
by semigroups Vn(t) and V (t) and initial functionals I
n
0 and I0.
Proposition 5.7 (The upper bound). Suppose that the functionals {In}n≥1 are
equi-coercive and satisfy the compact containment condition. Let D ⊆ Cb(X) be
set that is bounded from above and isolates points such that for all t ≥ 0, f ∈ D
and sequences fn ∈ Cb(Xn) tn ≥ 0 such that LIM fn = f and tn → t, we have
that
LIMVn(tn)fn = V (t)f.
Then, we can find for all γ ∈ Ω a sequence γn ∈ Ωn such that ηn(γn)→ γ and
lim sup
n→∞
In(γn) ≤ I(γ).
As for the lower bound, we start with the a upper bound for the finite-dimensional
functionals. Recall that Ok :=
{
(s0, . . . , sk) ∈ (R
+)k+1
∣∣ 0 = s0 < s1 · · · < sk}.
Lemma 5.8 (The upper bound for the finite-dimensional functionals). Suppose
that Assumption 4.1 is satisfied and that {In} satisfies the compact containment
condition. Let D ⊆ Cb(X) be a set that is bounded from above and isolates
points.
Suppose that for all f ∈ D, t ≥ 0 and all sequences tn ≥ 0, fn ∈ Cb(Xn) such
that LIM fn = f and tn → t, we have that
LIMVn(tn)fn = V (t)f.
Let (t0, . . . , tk) ∈ Ok and let (t0,n, . . . , tk,n) ∈ Ok be such that ti,n → ti. If
Γ− lim In0 ≤ I0, then we have Γ− lim I
n[t0,n, . . . , tk,n] ≤ I[t0, . . . , tk].
As for the lower bound, we first prove an abstract result that we can use to
prove a Gamma-convergence result via the conditional functionals that appear
in the representation in (2.3).
Proposition 5.9. Let {Xn}n≥1,X and {Yn}n≥1,Y be two collections of spaces
satisfying Assumption 3.2 with index sets QX and QY .
Suppose we have lower semi-continuous coercive functionals
In : Xn × Yn → [0,∞], I : X × Y → [0,∞],
of the form
In(x, y) = In0 (x) + J
n(y |x), I(x, y) = I0(x) + J (y |x),
where
In0 : Xn → [0,∞], I0 : X → [0,∞],
are lower semi-continuous and coercive and where we have maps Λn : Cb(Yn)→
Mb(Xn) and Λ : Cb(Y)→Mb(X ) such that
J n(y |x) = sup
f∈Cb(Yn)
f(y)− (Λnf)(x), J (y |x) = sup
f∈Cb(Y)
f(y)− (Λf)(x).
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Suppose that In are equi-coercive: for every M ≥ 0, there are q ∈ QX and
q′ ∈ QY such that
{(x, y) ∈ Xn × Yn | I
n(x, y) ≤M} ⊆ Kqn ×K
q′
n . (5.4)
Suppose that Γ− limn I
n
0 ≤ I0 and there is some set D ⊆ Cb(Y) that is bounded
from above and isolates points and that for all f ∈ D and fn ∈ Cb(Xn) such
that LIM fn = f we have
LIMΛnfn = Λf. (5.5)
Additionally suppose that for f ∈ D, we have Λf ∈ Cb(X ).
Then Γ− lim In ≤ I.
Proof. Fix x ∈ X , y ∈ Y. Without loss of generality, we assume I(x, y) <∞.
We have to find two sequences xn ∈ Xn and yn ∈ Yn that yield the upper
bound. The construction of xn is straightforward by using the Γ-upper bound
Γ−limn In0 ≤ I0, which implies we can choose a sequence xn such that ηn(xn)→
x and
lim sup
n→∞
In0 (xn) ≤ I0(x). (5.6)
Starting from this sequence, we work on the conditional functionals J n to con-
struct a sequence yn that works well in combination with the sequence xn and
such that lim supn J
n(yn |xn) ≤ J (y |x). To do so, we will first express J
in terms of Λfm for a conveniently chosen sequence of functions fm ∈ D, see
Lemma A.4. Thus, we first have to identify a suitable compact set.
Denote by c := supn I
n
0 (xn), which is finite by assumption, and let C be the
uniform upper bound for functions in D. Let q ∈ QX and q′ ∈ QY be such that
for all n
{(x, y) ∈ Xn × Yn | I
n(x, y) ≤ I(x, y) + c+ C + 1} ⊆ Kqn ×K
q′
n (5.7)
Denote K := Kq
′
. By assumption there is some metric d on K. Denote by
Br(z) ⊆ K the open(in the subspace topology on K) ball of radius r around
z ∈ K. By Lemma A.4 there are functions {fm}m≥1 in D with designated point
y and compact set K with the properties
(a) |fm(y)| ≤ m−1,
(b)
sup
z∈K
fm(z) ≤ 0. (5.8)
(c) supz∈K∩Bc
1/m
(y) fm(z) ≤ −m,
(d) J (y |x) = limm→∞−(Λfm)(x).
Fix ε > 0 (without loss of generality assume that 4ε ≤ 1) and let m = m(ε) ≥
ε−1 be large enough such that
(1) we have
sup
z∈K∩Bcε(y)
fm(z) ≤ −J (y |x)− 1, (5.9)
(2) we have
|J (y |x) + (Λfm)(x)| ≤ ε. (5.10)
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Define for all m,n the function fm,n = fm ◦ ηn ∈ Cb(Xn). By definition, we
have for each m that LIM fm,n = fm, see Remark 3.7. Now choose yn,ε ∈ Yn
such that
Λnfm,n(xn) = sup
z
fm,n(z)− J
n(z |xn)
≤ fm,n(yn,ε)− J
n(yn,ε |xn) + ε.
This implies
J n(yn,ε |xn) ≤ fm,n(yn,ε)− Λnfm,n(xn) + ε. (5.11)
An appropriate combination a diagonal argument, (5.11), (5.10) and (5.8),
LIM fm,n = fm and LIMΛnfm,n = Λfm. Will yield the final result. To make
this argument rigorous, we need to establish that the sequences yn,ε are in
appropriate compact sets and allow for an appropriate limit point y along a
diagonal.
Because LIM fm,n = fm, we obtain by (5.5) that LIMΛnfm,n = Λfm. As
xn ∈ Kqn and ηn(xn)→ x, we can choose N = N(ε,m(ε)) = N(ε) such that for
n ≥ N , we have (see also Remark 3.6)
|Λnfm,n(xn)− Λfm(x)| ≤ ε, (5.12)
sup
y′∈Kq
′
n
|fm,n(y
′)− fm(ηn(y
′))| ≤ ε. (5.13)
We now estimate J n(yn,ε |xn). This will show that (xn, yn) are in the sets
of (5.7), which allows us to carry out a diagonal argument. First, note that
fm,n ≤M uniformly in m and n. By (5.11), (5.12) and (5.10) we find that
J n(yn,ε |xn) ≤ fm,n(yn,ε)− Λnfm,n(xn) + ε
≤ −Λfm(x) + 2ε+ C
≤ J (y |x) + 3ε+ C
(5.14)
for n ≤ N . Because In(xn, yn,ε) ≤ c + J n(yn,ε |xn), this implies that yn,ε ∈
Kq
′
n . Note that because of this the bound in (5.14) can be improved by using
supz∈K fm(z) ≤ 0 obtained in (5.8) instead of supm fm ≤ C. Indeed by (5.13),
we find for n ≥ N that we can replace C by ε in the chain of inequalities of
(5.14) and obtain
J n(yn,ε |xn) ≤ J (y |x) + 4ε. (5.15)
We now extract a sequence yn by a diagonal argument. For ε taking values in
the sequence {1/k}k≥4, we find as above constants N(1/k) which we assume
without loss of generality to satisfy N(1/(k + 1)) ≥ N(1/k) + 1 making sure
that the sequence k 7→ N(1/k) diverges to infinity. Define yn := yn,εn , where
εn :=
{
1
4 if n ≤ N(1/4)
1
k if N
(
1
k
)
< n ≤ N
(
1
k+1
)
, k ≥ 4.
(5.16)
By (5.15)
lim sup
n→∞
J n(yn |xn) ≤ J (y |x),
so that by (5.6), we have
lim sup
n→∞
In(xn, yn) ≤ I(x, y).
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Thus, we are left to prove that yn converges to y.
As yn ∈ Kqn for all n, Assumption 3.2 (b) implies that ηn(yn) ∈ K.T Thus,
every subsequence of ηn(yn) contains a further subsequence that converges to a
limit in Kq
′
. Indeed let ηn′(yn′) be such a converging subsequence and denote
its limit by yˆ ∈ Kq
′
as n′ →∞. If for all these subsequences we have that yˆ = y
then it follows that yn converges to y by general arguments.
Without loss of generality, we assume that the sequence ηn(yn) itself converges
to yˆ. Fix n ≥ N(1/4). We prove that ηn(yn) ∈ Bεn(y). As εn → 0 ans
k 7→ N(1/k) diverges, this will establish that yˆ = y.
By (5.16), we have that n ≥ N(εn). Thus, we are in a situation that we can
apply all bounds from the first part of the proof. In the first part of the proof the
choice of m depended on an arbitrary ε and was chosen such that m(ε) ≥ ε−1.
We now make the choice of m dependent on εn and thus on n. Note, however,
that in the inequalities below, we work for fixed n. We obtain that
fm(ηn(yn)) ≥ fm,n(yn)− εn by (5.13)
= fm,n(yn,εn)− εn by (5.16)
≥ Λnfm,n(xn) + J
n(yn,εn |xn)− 2εn by (5.11)
≥ Λnfm,n(xn)− 2εn as J
n ≥ 0
≥ Λfm(x)− 3εn by (5.12)
≥ −J (y |x)− 4εn by (5.10)
As 4εn ≤ 1, we find by (5.9) that ηn(yn) ∈ Bεn ∩K. As this holds for all n, we
infer that yˆ = y.
Proof of Lemma 5.8. Fix y0, . . . , yk ∈ X . We show that there are y0,n, . . . , yk,n ∈
Xn such that ηn(yi,n)→ yi and
lim sup
n
In[t0,n, . . . , tk,n](y0,n, . . . , yk,n) ≥ I[t0, . . . , tk](y0, . . . , yk).
By Lemma 5.2, Proposition 5.9 taking X = Xj,Y = X and Λnfn := Vn(tj+1,n−
tj,n)fn, and induction on the dimension j, we find (y0,n, . . . , yk,n) such that
yi,n → yi for all i and
lim sup
n→∞
In[t0,n, . . . , tk,n](y0,n, . . . , yk,n) ≤ I[t0, . . . , tk](y0, . . . , yk).
Proof of Proposition 5.7. Fix γ∗ ∈ Ω. Without loss of generality assume that
I(γ∗) < ∞. We construct a sequence γn ∈ Ωn such that ηn(γn) → γ∗ and
lim supn I
n(γn) ≤ I(γ∗). Fix ε > 0.
Set
K := {γ∗} ∪ closure
⋃
n≥1
{ηn(γ) | γ ∈ Ωn, I
n(γ) ≤ I(γ∗) + 1} .
which is a compact set by the equi-coercivity of {In}n≥1. Let d be a metric on
K, which exists by Assumption 3.12 (a).
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By Assumption 3.12 (c), we find times 0 = t0 < t1 < · · · < tk in ∆cγ∗ and an
open set U ′ ⊆ Xˆk+1 containing (γ∗(t0), . . . , γ∗(tk)) such that
{y ∈ Ω | (y(t0), . . . , y(tk)) ∈ U
′} ∩K ⊆ Bε(γ
∗) ∩K. (5.17)
The representation of I in (3.1), using that (t0, . . . , tk) ∈ ∆cγ∗ , yields
I(γ∗) ≥ I[t0, . . . , tk](γ
∗(t0), . . . , γ
∗(tk)). (5.18)
By Lemma 5.8, taking (t0,n, . . . , tk,n) = (t0, . . . , tk) for each n, we find (y0,n, yk,n) ∈
Xkn such that ηn(yi,n)→ yi and
lim sup
n
In[t0, . . . , tk](y0,n, . . . , yk,n) ≤ I[t0, . . . , tk](γ
∗(t0), . . . , γ
∗(tk)). (5.19)
Thus, there is some N = N(ε) such that for n ≥ N , we have
(ηn(y0,n), . . . , ηn(yk,n)) ∈ U
′ (5.20)
In[t0, . . . , tk](y0,n, . . . , yk,n) ≤ I(γ
∗) + ε (5.21)
By (3.2), we can pick a curve γn,ε in K such that γn,ε(ti) = yn,i and ti ∈ ∆cγn,ε
for all i and
In(γn,ε) ≤ I
n[t1, . . . , tk](yn,0, . . . , yn,k) +
1
n
(5.22)
We will construct the recovery sequence by using a diagonal argument. First
note that by (5.17), (5.22) and (5.20) we have for n ≥ N(ε) that
In(γn,ε) ≤ I(γ
∗) +
1
n
+ ε, (5.23)
γn,ε ∈ Bε(γ
∗). (5.24)
We proceed by a diagonal argument. Without loss of generality, we can assume
that N(1/(m+ 1)) ≥ N(1/m) + 1. Define
m(n) :=
{
1 for n ≤ N(1)
m−1 for N
(
1
m
)
< n ≤ N
(
1
m+1
)
,m ≥ 1
and γn := γn,m(n). Note that as m 7→ N(1/m) diverges, we have that the
constant limnm(n)
−1 = 0. Thus, we infer from (5.24) that ηn(γn)→ γ∗ and by
(5.23) that
lim sup
n→∞
In(γn) ≤ I(γ
∗).
5.4 Proofs of Theorem 4.4 and 4.12
Proof of Theorem 4.4. The lower bound follows from Proposition B.6. The as-
sumptions of the theorem imply assumptions (i) and (a) of the proposition. The
upper bound follows from Proposition 5.7.
The following result is proven in Theorems 4.7 and 5.1 in [14]
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Theorem 5.10. Let Condition 4.11 be satisfied. Suppose that
H† ⊆ LSCl(X)× USCu(Y ), H‡ ⊆ USCu(X)× LSCl(Y ).
are two operators such that H† ⊆ ex−subLIMHn,† and H‡ ⊆ ex−superLIMHn,‡
Let D ⊆ Cb(X) be quasi-dense in Cb(X). Suppose that for each λ > 0 and
h ∈ D the comparison principle holds for
f − λH†f = h, f − λH‡f = h. (5.25)
Then there is a pseudo-resolvent R(λ) : Cb(X) → Cb(X) that is locally strictly
equi-continuous on bounded sets with the same choice of qˆ as in Condition 4.11
(b). For each h ∈ D and λ > 0 the function R(λ)h is the unique viscosity
solution to (5.25). Let V (t) the semigroup generated by R(λ) with generator
Ĥ :=
⋃
λ
{(
R(λ)h,
R(λ)h− h
λ
) ∣∣∣∣ h ∈ Cb(X)} . (5.26)
Denote by D and the quasi-closure of the uniform closure of D(Ĥ). Then
(a) We have Ĥ ⊆ ex−LIM Ĥn as in Definition 3.5. That is, for all (f, g) ∈ Ĥ
there are (fn, gn) ∈ Ĥn such that LIM fn = f and LIM gn = g.
(b) The semigroup V (t) extends to the quasi-closure D of D(Ĥ) on which it is
locally strictly equi-continuous on bounded sets.
(c) For each f ∈ D there are fn in the uniform closures of D(Ĥn) such that
LIM fn = f .
(d) If fn are in the uniform closures of D(Ĥn) and f ∈ D such that LIM fn = f
and tn → t then LIMVn(tn)fn = V (t)f .
Proof of Theorem 4.12. The result will follow from Theorem 4.4 if we can prove
convergence of semigroups. This, however, follows immediately from Theorem
5.10 d. Finally, by Assumption (f) of Theorem 4.12, we find D = Cb(X) in
Theorem 5.10 so that the semigroup v(t) is defined on the whole of Cb(X).
A Dual functionals
The proofs of the main results on Gamma convergence results will use con-
vergence of dual functionals. These results are somewhat standard and are
therefore included as an Appendix.
Definition A.1 (A dual functional). For J : X → [0,∞], define for every
measurable f the functional Λ(f) = supx f(x)− J(x).
By definition, it follows that J(x) ≥ supf∈Mb(X) {f(x)− Λ(f)}.
Definition A.2. We say that a collectionD ⊆Mb(X) is functional determining
if for any coercive lower semi-continuous functional J and dual functional Λ, we
have
J(x) = sup
f∈D
f(x)− Λ(f).
We say that D is bounded from above if supf∈D supx∈X f(x) <∞.
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We will consider the following class of functions that can be used to ‘isolate
points’ by a functions that are close to 0 in a neighbourhood of the point and
very small further away. These classes of functions will turn out to be functional
determining.
Definition A.3. A collection of functions D ⊆ Cb(X) is said to isolate points
if for all x ∈ X , constants m > 0, compact sets K ⊆ X and open sets U ⊆ X
with x ∈ U there is a function f ∈ D, such that
(a) |f(x)| ≤ m−1,
(b) supy∈K f(y) ≤ 0,
(c) supy∈K∩Uc f(y) ≤ −m.
We say that D is bounded above by M ∈ R if supf∈D supx∈X f(x) ≤M . We say
that D is bounded above if there is some M ∈ R such that D is bounded above
by M .
Lemma A.4. Let X be some space with metrizable compact subsets. Let J
be a coercive lower semi-continuous functional on X. Suppose D ⊆ Mb(X)
is bounded from above and isolates points. Let x ∈ X be a point such that
J(x) <∞ and let K be a compact set. Denote by dK a metric on K and denote
by Br(y) := {z ∈ K | dK(y, z) < r}.
Then, there is a metric dK a metric on K (denote by Br(y) := {z ∈ K | dK(y, z) <
r}) and functions fm ∈ D such that
(a) |fm(x)| ≤ m−1
(b) limm→∞ supy∈K fm(y) ≤ 0
(c)
sup
y∈Bc
1/m
(x)∩K
fm(y) ≤ −m.
and limm→∞ Λ(fm) = −J(x)
Proof. Suppose that J(x) = M1 < ∞ and suppose that M2 ≥ 0 is a global
upper bound for the set D. Let K1 := K ∪ {y ∈ X | J(y) ≤M1 +M2 + 2}. Let
d be some metric on K1 and denote by dK the restriction of d to K.
For m ≥ 1 let fm be a function satisfying (a)-(c) of Definition A.3 with compact
set K1, base-point x, and U any open set in X such that U ∩K1 = B1/m(x).
First of all,
Λ(fm) ≥ fm(x) − J(x) ≥ −
1
m
− J(x). (A.1)
Second of all, let xm be a point such that
Λ(fm) ≤ fm(xm)− J(xm) +
1
m
. (A.2)
We conclude that
J(xm) ≤ fm(xm)− Λ(fm) +
1
m
≤M2 + J(x) +
2
m
, (A.3)
which implies that xm ∈ K1.
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Additionally, by (A.1) and (A.2), we have
fm(xm) ≥ Λ(fm) + J(xm)−
1
m
≥ fm(x)− J(x) + J(xm)−
1
m
.
Using that fm(x) ≥ −
1
m and J(xm) ≥ 0, we find
fm(xm) ≥ −M1 −
2
m
≥ −M1 − 2.
By property (c) of Definition A.3, combined with the fact that xm ∈ K1, we find
that if m ≥M1 + 2, then xm ∈ B1/m(x). We conclude that limm→∞ xm = x.
By the lower semi-continuity of J we find that lim infm→∞ J(xm) ≥ J(x). On
the other hand,
J(x) ≥ fm(x)− Λ(fm)
≥ fm(x)− fm(xm) + J(xm)−
1
m
≥ J(xm)−
2
m
by our choice of fm. This yields that lim supm→∞ J(xm) ≤ J(x), which implies
that
lim
m
J(xm) = J(x). (A.4)
We will now prove that J(x) = − limm Λ(fm). By (A.1), we find J(x) ≥
lim supm−Λ(fm), whereas (A.2), combined with the fact that xm ∈ K implies
fm(xm) ≤ 0, yields
J(xm) ≤ −
1
m
− Λ(fm).
By (A.4) the limit of the left hand side exists and equals J(x), which gives
J(x) ≤ lim infm−Λ(fm). This proves the claim.
The following result is the analogue of Proposition 3.20 in [11].
Proposition A.5. Let D ⊆Mb(X) contain a set D0 that is bounded above and
isolating points. Then D is functional determining.
Note that Cb(X) always contains a set which isolates points and is bounded
above.
Proof of Proposition A.5. Let J be a coercive lower semi-continuous functional
on X and let Λ be its dual functional. Using the definition of Λ, we find
sup
f∈D
f(x)− Λ(f) = sup
f∈D
inf
y∈X
f(x)− f(y) + J(y) ≤ J(x)
by taking y = x. The converse inequality in the case that J(x) <∞ follows by
Lemma A.4.
Suppose now that J(x) = ∞. Let M2 be the uniform upper bound on the
functions in D0. Fix some constant m ≥ 1 and set K = {y | J(y) ≤ m}. By the
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lower semi-continuity of J , there is some open set U ⊆ X such that x ∈ U and
if y ∈ U , then J(y) ≥ m. Choose fm ∈ D0 as in Definition A.3 with point x,
constant m, compact set K and open set U . Then, we have the following three
results.
(a) By the uniform bound on f ∈ D0 and the bound for J on U , we have
sup
y∈U
fm(y)− J(y) ≤M2 −m.
(b) By choice of our function fm and the fact that J(x) ≥ 0, we find
sup
y∈Uc(x)∩K
fm(y)− J(y) ≤ −m ≤M2 −m.
(c) By our choice of the set K and the uniform bound on f ∈ D0, we have
sup
y∈Uc(x)∩Kc
fm(y)− J(y) ≤M2 −m.
We conclude from (a),(b) and (c) that
Λ(fm) = sup
y
fm(y)− J(y) ≤M2 −m.
Therefore,
I(x) ≥ lim sup
m→∞
fm(x)− Λ(fm)
≥ lim sup
m→∞
−m−1 +m−M2
=∞.
B Viscosity solutions, operators, the strict topol-
ogy and the convergence of spaces
We repeat some of the basic notions of [14] to support the generator approach
to the convergence of semigroups. All proofs can be found therein.
B.1 Viscosity solutions
Let X and Y be two spaces. Let γ : Y → X be continuous and surjective.
We consider operators A ⊆M(X)×C(Y ). If A is single valued and (f, g) ∈ A,
we write Af := g. We denote D(A) for the domain of A and R(A) for the range
of A.
Definition B.1. Let A† ⊆ LSCl(X) × USCu(Y ) and A‡ ⊆ USCu(X) ×
LSCl(Y ). Fix h1, h2 ∈M(X). Consider the equations
f −A†f = h1, (B.1)
f −A‡f = h2. (B.2)
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Classical solutions We say that u is a classical subsolution of equation (B.1)
if there is a g such that (u, g) ∈ A† and u − g ≤ h. We say that v is a
classical supersolution of equation (B.2) if there is g such that (v, g) ∈ A‡
and v − g ≥ h. We say that u is a classical solution if it is both a sub-
and a supersolution.
Viscosity subsolutions We say that u : X → R is a subsolution of equation
(B.1) if u ∈ USCu(X) and if, for all (f, g) ∈ A† such that supx u(x) −
f(x) <∞ there is a sequence yn ∈ Y such that
lim
n→∞
u(γ(yn))− f(γ(yn)) = sup
x
u(x)− f(x), (B.3)
and
lim sup
n→∞
u(γ(yn))− g(yn)− h1(γ(yn)) ≤ 0. (B.4)
Viscosity supersolution We say that v : X → R is a supersolution of equa-
tion (B.2) if v ∈ LSCl(X) and if, for all (f, g) ∈ A‡ such that infx v(x) −
f(x) > −∞ there is a sequence yn ∈ Y such that
lim
n→∞
v(γ(yn))− f(γ(yn)) = inf
x
v(x) − f(x), (B.5)
and
lim inf
n→∞
v(γ(yn))− g(yn)− h2(γ(yn)) ≥ 0. (B.6)
Viscosity solution We say that u is a solution of the pair of equations (B.1)
and (B.2) if it is both a subsolution for A† and a supersolution for A‡.
Comparison principle We say that (B.1) and (B.2) satisfy the comparison
principle if for every subsolution u to (B.1) and supersolution v to (B.2),
we have
sup
x
u(x)− v(x) ≤ sup
x
h1(x)− h2(x). (B.7)
If H = A† = A‡, we will say that the comparison principle holds for
f −λAf = h, if for any subsolution u for f −λAf = h1 and supersolution
v of f − λAf = h2 the estimate in (B.7) holds.
Usually, Y = X and γ(x) = x simplifying the definitions above. Y can be chosen
distinct from X for example in the setting that the operator A is obtained as a
limit from operators An for which there is a natural separation of time-scales.
B.2 Operators and the strict and buc topology
In addition to normed spaces, we consider bounded and uniform convergence
on compacts (buc-convergence). This notion of convergence for functions on
Cb(X) is more natural from an applications point of view. This is due to the
fact that it is the restriction of the locally convex strict topology restricted to
sequences, see e.g. [5, 18]. Indeed, it is the strict topology for which most well
known results generalize (under appropriate conditions on the topology, e.g. X
Polish): Stone-Weierstrass, Arzelà-Ascoli and the Riesz representation theorem.
We define both notions.
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Definition B.2 (buc convergence). Let fn ∈ Cb(X) and f ∈ Cb(X). We say
that fn converges bounded and uniformly on compacts (buc) if supn ||fn|| < ∞
and if for all compact K ⊆ X :
lim
n
sup
x∈K
|fn(x)− f(x)| = 0. (B.8)
Note (B.8) can be replaced by fn(xn) → f(x) for all sequences xn ∈ K that
converge to x ∈ K.
Definition B.3. The (sub) strict topology β on the space Cb(X) for a com-
pletely regular space X is generated by the collection of semi-norms
p(f) := sup
n
an sup
x∈Kn
|f(x)|
where Kn are compact sets in X and where an ≥ 0 and an → 0.
Remark B.4. The (sub)strict topology is the finest locally convex topology
that coincides with the compact open topology on bounded sets. Thus, a se-
quence converges strictly if and only if it converges buc.
In the literature on locally convex spaces, the strict topology is usually referred
to as the substrict topology, but on Polish spaces, amongst others, these topolo-
gies coincide, see [18].
Definition B.5. (a) Denote Br := {f ∈ Cb(X) | ||f || ≤ r}. We say that a set D
is quasi-closed if for all r ≥ 0 the set D∩Br is closed for the strict topology
(or equivalently for the compact open or buc topologies).
(b) We say that D̂ is the quasi-closure of D if D̂ =
⋃
r>0 D̂r, where D̂r is the
strict closure of D ∩Br.
(c) We say that D1 is quasi-dense in D2 if D1 ∩Br is strictly dense in D2 ∩Br
for all r ≥ 0.
Next, we consider operators with respect to a hierarchy of statements regarding
continuity involving the strict topology.
Proposition B.6. Let T : Cb(X)→ Cb(X). Consider
(a) T is strictly continuous.
(b) For all δ > 0, r > 0, and compact sets K there are C0(r), C1(δ, r) and a
compact set Kˆ(K, δ, r) such that
sup
x∈K
|Tf(x)− Tg(x)| ≤ δC0(r) + C1(δ, r) sup
x∈Kˆ(K,δ,r)
|f(x)− g(x)|
for all f, g ∈ Cb(X) such that ||f || ∨ ||g|| ≤ r.
(c) T is strictly continuous on bounded sets.
Then (a) implies (b) and (b) implies (c).
Remark B.7. There is not much room between properties (a) and (c). In the
case that X is Polish space, and T is linear then (a) and (c) are equivalent, see
e.g. [18, Corollary 3.2 and Theorem 9.1]. It is unclear to the author whether
(b) and (c) are equivalent in general.
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At various points in the paper, we will work with operators that are constructed
by taking closures on dense sets. To do so, we need continuity properties. Even
though working with (a) of B.6 would be the desirable from a functional analytic
point of view, (b) is much more explicit, and also suffices for our analysis.
The following result is proven in [11, Lemma A.11].
Lemma B.8. Suppose that an operator T : D ⊆ Cb(X) → Cb(X) satisfies (b)
of Proposition B.6. Then T has an extension to the quasi-closure D̂ of D that
also satisfies property (b) of Proposition B.6 (with the same choice of Kˆ).
B.3 Operators
For an operator A ⊆ M(X) ×M(Y ) and c ≥ 0 we write cA ⊆ M(X)×M(Y )
for the operator
c · A := {(f, c · g) | (f, g) ∈ A} .
Here we write c · g for the function
c · g(x) :=

cg(x) if g(x) ∈ R,
∞ if g(x) =∞,
−∞ if g(x) = −∞.
The next set of properties is mainly relevant in the setting that Y = X .
Definition B.9. Contractivity We say that T ⊆ M(X)×M(X) is contrac-
tive if for all f1, f2 ∈ D(T ):
sup
x
Tf1(x)− Tf2(x) ≤ sup
x
f1(x)− f2(x),
inf
x
Tf1(x)− Tf2(x) ≥ inf
x
f1(x)− f2(x).
If in addition T 0 = 0, contractivity implies that supx Tf(x) ≤ supx f(x)
and infx Tf(x) ≥ infx f(x).
Dissipativity We sayA ⊆M(X)×M(X) is dissipative if for all (f1, g1), (f2, g2) ∈
A and λ > 0 we have
||f1 − λg1 − (f2 − λg2)|| ≥ ||f1 − f2|| ;
The range condition We say A ⊆M(X)×M(X) satisfies the range condition
if for all λ > 0 we have: the uniform closure of D(A) is a subset of
R(1− λA).
The following theorem was proven in [6] for accretive operators but can be easily
translated into dissipative operators by changing A by −A.
Theorem B.10 (Crandall-Liggett [6]). Let A be an operator on a Banach space
E. Suppose that
(a) A is dissipative,
(b) A satisfies the range condition.
31
Denote by R(λ,A) = (1− λA)−1. Then there is a strongly continuous (for the
norm) contraction semigroup S(t) defined on the uniform closure of D(A) and
for all t ≥ 0 and f in the uniform closure of D(A)
lim
n
∣∣∣∣R ( tn , A)n f − S(t)f ∣∣∣∣ = 0.
In the context of this theorem, we say that the A generates the semigroup V (t).
B.4 Semigroups, resolvents and generators on the space
of continuous functions
Finally, we consider the Crandall-Liggett theorem in the context of Cb(X) and
M(X). We have seen that the natural topology is the strict topology, rather
than the supremum topology.
Definition B.11 (Pseudo-resolvents). Consider a space X and a subset B such
that Cb(X) ⊆ B ⊆M(X) on which we have a family of operatorsR(λ) : B → B,
for λ > 0. We say that this family is a pseudo-resolvent if R(λ)0 = 0 for λ > 0
and if for all α < β we have
R(β) = R(α)
(
R(β)− α
R(β)− 1
β
)
.
The next result is Proposition 3.10 in [14].
Proposition B.12. Consider a space X and a subset B such that Cb(X) ⊆
B ⊆M(X). Let R(λ) be a contractive pseudo-resolvent on B. Define
Ĥ :=
⋃
λ
{(
R(λ)h,
R(λ)h− h
λ
) ∣∣∣∣h ∈ Cb(Z)} .
Then Ĥ generates a semigroup V (t) as in the Crandall-Liggett theorem, Theo-
rem B.10: for all t ≥ 0 and f in the uniform closure of D(Ĥ)
lim
n
∣∣∣∣R ( tn)n f − V (t)f ∣∣∣∣ = 0.
Lemma B.13. Consider the setting of Proposition B.12. Suppose that
(a) for all h ∈ Cb(X) and λ > 0 we have R(λ)h converges strictly to h.
(b) The semigroup V (t) is locally strictly equi-continuous on bounded sets: for
all compact sets K ⊆ X, δ > 0 and t0 > 0, there is a compact set K̂ =
K̂(K, δ, t0) such that for all n and h1, h2 ∈ D(Ĥ) and 0 ≤ t ≤ t0 that
sup
y∈K
{Vn(t)h1(y)− Vn(t)h2(y)} ≤ δ sup
x∈X
{h1(x)− h2(x)}+sup
y∈K̂
{h1(y)− h2(y)} .
Then V (t) extends to a semigroup V (t) on Cb(X) that is locally strictly equi-
continuous on bounded sets semigroup.
Proof. By (a) the domain D(Ĥ) is strictly dense in Cb(X). Thus by (b) and
Lemma B.8 all operators V (t) obtained via the Crandall-Liggett theorem extend
to Cb(X).
32
In the context of Proposition B.12 and Lemma B.13 we will say that the resolvent
R(λ) generates the semigroup V (t).
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