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We provide a protocol for Hamiltonian parameter estimation which relies only on the Zeeman
effect. No time-dependent quantities need to be measured, it fully suffices to observe spectral
shifts induced by fields applied to local ‘markers’. We demonstrate the idea with a simple tight-
binding Hamiltonian and numerically show stability with respect to Gaussian noise on the spectral
measurements. Then we generalize the result to show applicability to a wide range of systems,
including quantum spin chains, networks of qubits, and coupled harmonic oscillators, and suggest
potential experimental implementations.
Introduction.— One of the most fundamental concepts
of Quantum Theory is the Hamiltonian as the generator
of dynamics. Hamiltonians play a paramount importance
in our understanding of matter and its properties, but
they can also do some work for us: in quantum technol-
ogy, they can trigger quantum simulations or even form
the basis of quantum computing. The current drive to-
wards high-fidelity quantum devices has kindled renewed
interest in Hamiltonian parameter estimation [1].
Hamiltonian parameter estimation is important but
costly in terms of resources used. It requires detailed
control and measurements, as well as extensive post-
processing of the measured data. In specific situations,
however, specialized protocols can ease the task. As such,
indirect estimation has recently been developed [2] to al-
low parameter estimation in systems with limited access.
The basic idea is to measure a free induction decay of the
type f(t) = 〈1| exp (−iHt)|1〉 = ∑k exp (−iekt)|〈1|ek〉|2
with respect to some reference state |1〉 representing a
‘local’ probe. Fourier transform then provides the spec-
trum {ek} and the coefficients |〈1|ek〉|, and it was shown
that for one-dimensional systems this limited data can
suffice to estimate the full system.
This initial work has been extended in several direc-
tions. It was shown [3], perhaps surprisingly, that for
certain systems the initialization in a reference state is
not necessary. If more than one probe can be used, the
method can be applied to arbitrary networks [4]. Other
physical systems, such as fermionic and bosonic networks
[5] and linear passive systems [6] were also found to be
indirectly estimable. It was found that additional control
of the probes helps to gain phase information [7] and a
description in terms of polynomial equations were devel-
oped in [8–10]. Graph structures occuring in biometric
systems were studied in [11] and the first NMR exper-
iment demonstrated feasibility of the method for small
systems [12, 13].
All these methods suffer from a major drawback: the
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FIG. 1. We estimate the parameters cn of a Hamiltonian H
given by Eq. (1) by actively modifying it to H ′, applying a
time-independent local field on the ‘Zeeman marker’ (orange).
Performing spectroscopy on H and H ′ yields two spectra {ek}
and {e′n}, from which we compute the cn through Eqs. (2),(3).
requirement to measure time-resolved dynamics and to
do so locally. This is hard, because the dynamics can be
very fast for strongly coupled system; because decoher-
ence limits the time period over which useful data can be
acquired, and because local measurements are difficult.
It is interesting to note, however, that half of the re-
quired data for the above schemes, namely the spectrum
{ek}, can be relatively easy to measure. The spectrum
is a global property of a many-body system and can be
measured by absorption or emission of electromagnetic
radiation, and many advanced methods for spectroscopy
in a plethora of experiments have been established. Gen-
erally spectroscopy does not require time-resolved mea-
surements and can work well in the presence of deco-
herence. Does the spectrum provide enough information
to perform Hamiltonian parameter estimation? As can
be seen from [2], one fixed spectrum can give rise to in-
finitely many different parameter choices (through fixing
〈1|ek〉). However, we show in here that two spectra do the
job: one being the original spectrum of H, and one being
the spectrum of a modified Hamiltonian H ′ which arrises
from applying a local field to a probe which we call ‘Zee-
man marker’. This probe does not have to be measured
locally and no time-dependent data is required. We first
demonstrate this idea with a simple (but common) tight
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2binding Hamiltonian, then analyze its stability, and fi-
nally generalize to spin Hamiltonians, free fermions and
bosons, and arbitrary networks.
Simple Model.— We consider a N−dimensional
Hilbert space with basis {|1〉, |2〉, . . . , |N〉} and a tight-
binding Hamiltonian given by
H =
N−1∑
n=1
cn|n〉〈n+ 1|+ c∗n|n+ 1〉〈n|. (1)
Although in general the parameters cn could be com-
plex, it suffices to consider the case cn > 0, because com-
plex phases eiφn can always be absorbed in the choice
of basis, {|2〉 → e−iφ1 |2〉, |3〉 → e−i(φ2+φ1)|3〉, · · · , |N〉 →
e−i(φN−1+φN−2)|N〉}. Our target is to estimate the pa-
rameters cn by measuring the spectrum of the system
only. In order to do so, let us apply a field f |1〉〈1| at site
1 (see Fig. 1. Thus, we have modified our Hamiltonian to
H ′ = H + f |1〉〈1|. Denoting the spectrum of the original
Hamiltonian H as {ek} and the one of H ′ as {e′n} we can
derive (see the appendix)
|〈ek|1〉|2 = (e′k − ek)/f
∏
m 6=k
(ek − e′m)
(ek − em) (2)
Without loss of generality we may choose the phases of
the eigenstates |ek〉 such that 〈ek|1〉 ≥ 0. This means
that the measurements of the spectra of H and H ′ reveal
〈ek|1〉. We remark that the value of f plays no significant
role and indeed can be unknown: the |〈ek|1〉|2 sum up
to 1 which implies that f can also be inferred from the
spectra.
From 〈ek|1〉 we can obtain the cn following [2, 8]: the
equation
N∑
k=1
emk |〈1|ek〉|2 = 〈1|Hm|1〉 (3)
provides iterative polynomial equations in the cn which
can be solved, e.g. for m = 2 we get c21, for m = 4
c21(c
2
1 + c
2
2), and so on. We remark that onsite terms
of the form bn|n〉〈n| can also be estimated [2]. A more
thorough analysis of such polynomials in terms of their
Gro¨bner basis was recently provided by [10].
Stability.— We numerically analyze the stability of
the algorithm with respect to errors in the spectroscopy.
Modelling the error as independent Gaussian noise, we
find that the error scales weakly with the chain length
up to a critical value, after which the estimation scheme
fails (see Fig. 2). For the chains considered, the spec-
trum is bounded by the interval [−2, 2] and the maxi-
mum eigenvalue is close to 2. Thus a standard deviation
in the Gaussian noise of 0.04 corresponds to a percent-
age of the range of eigenvalues measured. As we can see,
the errors must be below that order of magnitude to give
useful estimation results for chains of length range up to
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FIG. 2. Average error in the estimation of the cn in Eq. (1).
Shown is
∑N−1
n=1
(cn−cˆn)2/(N−1) averaged over 1000 samples
for chains of length N = 2, . . . , 20. The true couplings where
taken to be cn = 1 and the estimated couplings cˆn provided
by the tomography schemed described in the text. The field
parameter was chosen to be large (f = 10). The four lines
correspond to Gaussian noise in the spectral measurements of
standard deviations 0.01− 0.08.
N = 20. As a rough argument, the error must be smaller
than the smallest difference in eigenenergies, which scales
as 2/N2 for isotropic chains. The corresponding critical
values Nc = 5, 7, 10, 14 roughly match the numerical ob-
servations. Although in the general scheme the value of
the parameter f is not important, for stability it is clear
that we want f as large as possible to get a big spectral
difference between H and H ′. This is confirmed by nu-
merics, which scales best when f >> 1 (we found the
error saturates after approximately a = 10).
Generalizations.— The simple model discussed above
can easily be extended to other interesting cases. Firstly,
consider Heisenberg spin Hamiltonians of the form
H =
N∑
n=1
cn(XX + Y Y + ∆ZZ)n,n+1 +
N∑
n=1
bnZn. (4)
These models conserve the total number of excitations.
Considering the sector with one excitation, they become
equivalent to the tight-binding models discussed above.
If one can either initialize such a system in the first exci-
tation sector, or select the spectral lines corresponding to
the first excitation sector using the usual Zeeman effect,
then the above protocol becomes applicable.
Likewise, for quadratic Hamiltonians of the form
H =
N−1∑
n=1
An,n+1a
†
nan+1 +
1
2
N−1∑
n=1
(Bn,n+1a
†
na
†
m+1 + h.c.)
(5)
with A Hermitian and BT = −B for fermions ( = 1)
and bosons ( = −1) we can follow a similar protocol to
[5] by applying rank one perturbations fa†1a1 and ga
†
1a
†
1+
h.c. followed by spectroscopy.
3The finaly generalization is to arbitrary networks.
Because the derivation of Eq. (2) is not specific to
the choice of |1〉〈1| as a field we can consider us-
ing using different perturbations. In particular, apply-
ing |ψ〉〈ψ| followed by spectroscopy provides us with
|〈ek|ψ〉|2. We choose four different operations |ψ〉 =
|n〉, |m〉, (|n〉+|m〉)/√2, (|n〉+i|m〉)/√2 followed by spec-
troscopy. This provides us with |〈n|ek〉|2, |〈m|ek〉|2,
|〈n|ek〉|2 + |〈m|ek〉|2 + 〈n|ek〉〈ek|m〉 + 〈m|ek〉〈ek|n〉 and
|〈n|ek〉|2 + |〈m|ek〉|2− i〈n|ek〉〈ek|m〉+ i〈m|ek〉〈ek|n〉 from
which 〈ek|n〉 and 〈ej |m〉 can be estimated. Applying
these fields on all pairs (n,m) of the graph would there-
fore provide all eigenstates and thus the full Hamiltonian.
But we can do much better: we only need to apply the
fields on a subset of the full system, provided that they
form an ‘infecting set’ [4] (also known as ‘zero-forcing set’
in graph theory [14]) and provided that the couplings are
positive. Roughly speaking, it suffices to apply fields to
the ‘surface’ of the graph. Under those conditions, the
protocol provided in [4] combined with the above can be
applied to estimate all parameters. We can think of such
a set as ‘marker’ particles which respond to external per-
turbations with a Zeeman shift to provide the parameters
of the Hamiltonian.
Experimental implementations.— We now consider ex-
perimental systems where our Hamiltonian estimation
protocol with Zeeman markers can be realized, along with
potential applications.
Chains of ions trapped in rf-Paul traps [15] are a ver-
satile platform for quantum simulation [16]. Indeed one
can engineer Mølmer-Sørensen Hamiltonians [17] of the
type H =
∑
ij Jij(S
+
i S
−
j +h.c.), and retain only nearest-
neighbor interactions via Floquet Hamiltonian engineer-
ing [18] techniques, for instance using laser Stark-shift
gradients. Building a versatile quantum simulator relies
on a precise characterization of the Hamiltonian between
the ions of the chain, which to a good approximation is,
Jij ∝
∑
k
bki b
k
j
µ2−ω2
k
– a function of coupling bk to the collec-
tive phonon eigenmodes ωk that mediate the spin inter-
actions, and where µ is the laser detuning [19]. Measur-
ing the couplings accurately will allow one to experimen-
tally verify and benchmark this calculated expression and
identify correction terms given by residual phonon con-
tributions [21]. Overall such Hamiltonian identification
will enable the directed engineering of exotic Hamiltoni-
ans and ground states in an ion trap system [20]. The
protocol with Zeeman markers is especially suited since
one could prepare and manipulate end states of the chain
optically and perform spectroscopy [22].
The protocol might also find important application
in characterizing spin-based quantum chains, consist-
ing either of nuclear or electron spins. Such chains
have been proposed as test-beds for quantum simula-
tion and quantum transport, and as “wires” to link
distributed quantum registers [23]. Nuclear chains oc-
cur in a variety of natural systems, for example 19F
chains in solid crystals of Flouroapatite [24], and 13C
spins in certain alkane backbones [25]. In the latter,
the spins are coupled by electron-mediated J couplings,
which at zero-field intrinsically has the Heisenberg form,
H =
∑
j Jj
~Ij · ~Ij+1 + BIzj , where one assumes a weak
field B < Jj is applied [26]. Zeeman markers can be read-
ily applied if the ends of the chain are a different nuclear
species. Spectroscopy of the chain eigenmodes can be
achieved by preparing initial states that have support on
all the eigenstates – a simple example being a polarized
spin at particular location in an otherwise mixed spin
chain – and subsequent readout. Selective preparation of
such states can for instance be done via algorithmic cool-
ing [27] or targeted hyerpolarization techniques [28, 29].
Spectroscopic readout can be performed directly at zero-
field [30] or by field cycling to higher fields [31, 32], each
revealing spin transitions from which the Hamiltonian
eigenvalues can be reconstructed.
In addition, we envision complementary applications
for electron spin chains constructed out of Nitrogen-
Vacancy (NV) centers and P1 centers in diamond. Con-
trolled nitrogen-ion implantation allows the determin-
istic creation of such spin chains, with spacings under
40nm [33], and finite conversion efficiencies determine
the ratio of NV and P1 sites. The NV centers can be
optically polarized and readout, while P1 centers are not
directly addressable at the single spin level. Such chains
have found wide interest in quantum information [34, 35]
and in environment assisted quantum sensing [36], where
the P1 centers can act to amplify the magnetic field sensi-
tivity of the NV centers [37]. The sensitivity gains could
be significant – approaching close to the Heisenberg limit
in some protocols [36] – and allowing a plethora of ap-
plications in nanoscale magnetometry [38, 39]. However,
in practice the poor characterization of the couplings be-
tween “dark” P1 spins has been the major obstacle – a
problem that would be exactly addressed by our method.
Moreover, since the protocol reveals both the couplings
as well as on-site fields, it could enable arrayed quantum
sensing using an electron spin chain.
Conclusions.— The Hamiltonian parameter estima-
tion demonstrated above relies on the ability to actively
modify the system through the application of local fields.
These do not need to be time-dependent, nor do the mea-
surements need to resolve the dynamics. This paves the
way to a stable and general parameter estimation. In
some systems one might even get away without having
to apply local fields, by instead engineering two differ-
ent Hamiltonians H and H ′ which differ only locally, e.g.
by attaching a chemical ligand to a certain atom or by
adding/removing particles.
An important result from quantum computing [40]
shows that in principle, very hard (‘QMA-complete’)
problems can be encoded in spectral properties of simple
Hamiltonians. From a broader perspective, it is fascinat-
4ing to speculate which other dynamical properties can be
mapped into spectral ones?
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APPENDIX
The essential equation of this article is Eq. (2) which we
derive here. Its derivation is elementary but cumbersome
and follows standard arguments for Green’s functions of
rank one perturbations [41, Chapter 6] up to Eq. (12).
The remainder of the derivation is analogous to one of
Gladwell’s inverse problems in vibration [42, Section 4.5].
For completeness we provide a full derivation.
Consider an eigenvalue e′ and eigenvector of |e′〉 of H ′.
We have the eigenequation
H|e′〉+ f |1〉〈1|e′〉 = e′|e′〉. (6)
Express |e′〉 in the eigenbasis {|en〉} ofH with eigenvalues
en as
|e′〉 =
N∑
n=1
αn|en〉, (7)
which yields
f |1〉〈1|e′〉 =
N∑
n=1
(e′ − en)αn|en〉. (8)
Upon multiplication with 〈em| we obtain
αm =
f〈em|1〉〈1|e′〉
(e′ − em) (9)
where we assumed that the spectrum of H and H ′ have
no overlap (this is true for almost all values of f). From
Eq. (7) upon multiplication with 〈1| we arrive at
〈1|e′〉 =
N∑
n=1
f〈en|1〉〈1|e′〉
(e′ − en) 〈1|en〉. (10)
Since 〈1|e′〉 6= 0 [43], this is equivalent to
0 = 1−
N∑
n=1
f |〈en|1〉|2
(e′ − en) (11)
or through expansion with
∏N
m=1(e
′ − em)
0 =
∏
m(e
′ − em)−
∑
n f |〈en|1〉|2
∏
m 6=n(e
′ − em)∏
m(e
′ − em) .
(12)
This holds for any eigenvalue e′ of H ′. The polynomial
in x given by the numerator
P (x) =
N∏
m=1
(x− em)−
N∑
n=1
f |〈en|1〉|2
∏
m6=n
(x− em) (13)
and leading term xN must therefore factorise as
P (x) =
∏
n
(x− e′n), (14)
where e′n are the eigenvalues of H
′. We can thus write
1−
N∑
n=1
f |〈en|1〉|2
(x− en)
=
∏
m(x− em)−
∑
n f |〈en|1〉|2
∏
m6=n(x− em)∏
m(x− em)
=
∏
n(x− e′n)∏
m(x− em)
. (15)
Multiply with (x− ek) to obtain
(x− ek)−
N∑
n=1
f |〈en|1〉|2(x− ek)
(x− en) =
(x− ek)
∏
n(x− e′n)∏
m(x− em)
(16)
and perform the limit x→ ek such that
−f |〈ek|1〉|2 =
∏
n(ek − e′n)∏
m6=k(ek − em)
= (ek−e′k)
∏
m6=k
(ek − e′m)
(ek − em) .
(17)
Finally we arrive at
|〈ek|1〉|2 = (e′k − ek)/f
∏
m6=k
(ek − e′m)
(ek − em) (18)
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