We consider a simple symmetric random walk on a spider, that is a collection of half lines (we call them legs) joined at the origin. Our main question is the following: if the walker makes n steps how high can he go up on all legs. This problem is discussed in two different situations; when the number of legs are increasing, as n goes to infinity and when it is fixed. MSC: Primary: 60F05; 60F15; 60G50; secondary: 60J65; 60J10.
Introduction and main results
In 1978 Walsh [11] introduced a Brownian motion which lives on N -semiaxis joined at the origin. This motion loosely speaking performs regular Brownian motion on each semiaxis, and when it arrives to the origin it continues its motion on any of the N semiaxis with equal probability. This "definition" can be made precise with excursion theory or with the computation of the semigroup of this motion, see e.g. Barlow, Pitman and Yor [1] . This motion is called now Walsh's Brownian motion, or Brownian spider. In [6] the exit time from specific sets is investigated, and a generalized arc-sine law is introduced on the time spent on a specific semiaxis. This question is further investigated in the elegant paper of Vakeroudis and Yor (2012) [10] . In 2013 the second author of this paper introduced in his book [9] the discrete version of the above motion, and called it a random walk on a spider. His main interest however was to consider this spiderwalk where the number of legs of the spider goes to infinity. In this paper we consider the spiderwalk in both situations, with finite and increasing numbers of legs.
We start with the definitions, lifted form the book: Let SP(N) = (V N , E N ), where V N = v N (r, j) = r exp 2πij N r = 0, 1, ..., j = 1, ..., N and i = √ −1.
is the set of vertices of SP(N) and E N = {e N (r, j) = (v N (r, j), v N (r + 1, j) r = 0, 1, ..., j = 1, ..., N } is the set of edges of SP(N). We will call SP(N) a spider with N legs. The vertex
is called the body of the spider, while {v N (1, j), v N (2, j)...} is the j-th leg of the spider.
On SP(N) we consider a random walk {S n } ∞ n=0 starting from the body of spider S 0 = v N (0), with the following transition probabilities:
and for r = 1, ..., j = 1, ..., N
and define the events
Observe that the meaning of the event M (n, R) is that in n steps the walker climbs up to at least R on each legs. The special case M (n, 1) means that in n steps each leg is visited at least once. A(n, R, k) means that in n steps the walker visits each legs at height R at least k times.
We recall the main result from the book;
Theorem A: For the SP(N)
where Z is a standard normal random variable.
In this paper we ask what can we say about M (n, L). Our main result is
To formulate in words, the theorem above gives the limiting probability of the event that as N → ∞, in (cLN log N ) 2 steps the walker arrives at least at height L on each of the N legs at least once. The next two results are natural companions of the above one; 
log N , and any fixed integer k ≥ 1, and any sequence f (N ) ↑ ∞, we have for the SP(N) lim
In the above theorems the L ≤ N log N condition is a technical one, which should be eliminated. So we ask the following Question 1: Determine for each 0 ≤ p ≤ 1, the function g(N, L, p) such that for the SP(N)
In the second part of this paper we will consider the spider with K legs where K is a fixed integer. Of course the K = 2 case is the simple symmetric walk on the line. One of the natural questions to ask is how high does the walker go up on the legs of this spider. Using the the definitions above for K legs, denote
Clearly M K (n, j) is the highest point on leg j, where the walker arrives in n steps. The LIL for the simple random walk clearly implies that
as M K (n) is the same for SP(K) and for the simple symmetric walk. Similarly from the other LIL (see Lemma E in the next section) we also have that
However it is a much more interesting question to ask the maximal height which can be achieved on all legs simultaneously. To be more precise we ask what can we say about min 1≤j≤K M K (n, j). We will prove that Theorem 1.6 For the SP(K) we have
Preliminary Results
We will need the famous Erdős-Rényi [3] coupon collector theorem:
Theorem B: Suppose that there are N urns given, and that N log N + (m − 1)N log log N + N x balls are placed in these urns one after the other independently. Then for every real x the probability that each urn will contain at least m balls converges to
It is worthwhile to spell out the most important special case m = 1, as follows;
Theorem C: Suppose that there are N urns given, and that N log N + N x balls are placed in these urns one after the other independently. Then for every real x the probability that each urn will contain at least one ball converges to 2) as N → ∞.
We will also need Hoeffding [5] inequality;
We will use the above inequality in the following special case:
To see this, enough to observe that for j ≤ k we might take
Recall the famous other LIL of Chung for the simple symmetric random walk see e.g. in [8] (page 41)
Lemma E: For the the simple symmetric random walk
Then we have lim inf n→∞ log log n n
We will use the celebrated functional law of iterated logarithm of Strassen. Let S be the Strassen class of functions, i.e., S ⊂ C([0, 1], R) is the class of absolutely continuous functions (with respect to the Lebesgue measure) on [0, 1] for which f (0) = 0 and
Denote the continuous versions of the random walk process {S(nx); 0 ≤ x ≤ 1} ∞ n=1 defined by linear interpolation from the simple symmetric random walk {S n } ∞ n=0 . Theorem F [7] The sequence of random functions
as n → ∞, is almost surely relatively compact in the space C([0, 1]) and the set of its limit points is the class of functions S. Recall the following well-known lemma (see e.g. in [4] ) Lemma G: Let 
Equality holds iff g(t) ≡ f (t).
The next lemma is also well-known, an easy reference is [2] .
Lemma H: Let {A k } k≥1 be an arbitrary sequence of events such that we have P(A k i.o.) = 1. Let {B k } k≥1 be another arbitrary sequence of events that is independent of {A k } k≥1 an assume that
Proofs
Let {S n } ∞ n=0 be a simple symmetric one dimensional random walk and let
.. hits L before returning to 0},
Proof: Trivial.
for n big enough.
Proof: Let
we get for n big enough, that
We have for n big enough, that
2 exp(−9 log n)
where we applied Hoeffding inequality (2.4) with k = 2 n 1/2 (log n) 1/2 and x = 3 2 log n n
. ✷ Proof of Theorem 1.1. The proof follows the basic ideas of Theorem A. Suppose that the walker makes n = (cLN log N ) 2 steps on SP(N). This walk can be modeled in the following way. We consider the absolute value of a simple symmetric random walk on the line S n . Then we get excursions which we throw in N urns (the legs of the spider) with equal probability. We will use Lemma 3.2 to estimate the number of tall (at least L high) excursions, which are randomly placed in the N urn, and then apply Theorem C. To follow this plan, let
observe that by Theorem C, lim
Using Lemma 3.2 we have for n big enough that
where we used that the condition L log N ≤ N of the theorem ensures that
for large enough N. Consequently we have, that
Thus as ǫ → 0 lim
Again by Theorem C
and by Lemma 3.2 if n is big enough and L log N ≤ N we have using (3.4) again that
and similarly
Letting ǫ → 0, we finally get that
Proof of Theorem 1.2. We use the notations of the previous theorem, with the sole exception that now n = (f (N )LN log N ) 2 . Observe, that
and as above we know that lim
So we only have to show that lim
Now again by Lemma 3.2
Being L log N ≤ N and f (N ) → ∞, it is easy to see that
Thus the limit of the above probability is P(|Z| ≥ 0) = 1 which proves our theorem. ✷ Proof of Theorems 1.3. and 1.4. To prove these two theorems, it is enough to repeat the proof of Theorems 1.1 and 1.2 and apply Lemma B instead of Lemma C.
Proof of Theorem 1.5. Notations are the same as in Theorem 1.2, except that now f (N ) ↓ 0. During the proof we suppose that f (N )LN log N → ∞ otherwise there is nothing to prove. Observe that
As we know from Theorem B that lim N →∞ P(M (n, L)|B − n ) = 0, it is enough to prove that lim N →∞ P(B − n ) = 0. We show that lim N →∞ P(B − n ) = 1. Using Lemma 3.2 and the condition L log N ≤ N, we have
It is easy to see that as N → ∞,
f (N ) → +∞, while the fraction next to (1 − 2ǫ) goes to 0. Consequently lim
Proof of Theorem 1.6. Fix the integer K. The proof of this theorem will be given in three major steps. First we show that a simple symmetric walk S n almost surely has a subsequence S n k such that it has K excursions which are as high as the theorem states. Then we show that S n can't have at least K excursions which are all higher than it is stated. Finally we show that these imply our theorem for SP(K). Consider the following points
Now define the zigzag function f (x) on [0, 1] by connecting the consecutive P j points with line segments (linear interpolation). It is easy to see that this f (x) ∈ S, with 1 0ḟ
2 (x)dx = 1. Clearly |f (x)| has exactly K maximum points, and in between of any two of them f (x) crosses the xaxis. Applying now Theorem F we conclude that with probability one, there exists a sequence
Thus with probability one for any ǫ > 0, and for k big enough
and
These observations allow us to conclude that S n k almost surely has K excursions which are, roughly saying, 1 2K − 1 2n k log log n k tall, as the theorem claims. We will simply call these excursions tall. Now we want to show that it is impossible to construct a sequence n k such that the corresponding path should contain with probability one, at least K excursions all of which are taller than those ones above. By Strassen theorem we know that if there would exist such a subsequence, then it would contain a further subsequence, which with the above used normalization has to converge uniformly to a function g(x), 0 ≤ x ≤ 1, and this g(x) has to be an element of S. If such a g would exist within S, then by Lemma G if would need to be linear, so we are looking for a linear function with at least K absolute maximum points, all of which maxima have to be bigger than 1 2K−1 . Suppose that we could find such a linear function g(x) which has at least K absolute maxima all of which are at least α > 1 2K−1 . It is obvious that for minimizing I(g) the number of such maxima should be exactly K and the value of all the maxima should be exactly α. To get K excursions our zigzag linear function g(x) always has to return to zero between consecutive maximums. All what remains to show that to minimize I(g(x)) all the different sections of linearity of g(x) should be equally spaced as in the construction of our f (x). To see that, it is enough to consider that if the length of these consecutive intervals on the x-axis are x 1 , x 2 , ...x 2K−1 (with x i > 0 for all i) with a total length x 1 + x 2 + ...
So we have to solve the minimization problem . Thus to get the smallest I(g), a should be selected to be 1, and then selecting α = 1 2K−1 to have I(g) = 1, essentially gives back our f (x). The essentially words means here, that we can select 2 2K−1 zigzag functions with the given height by simply selecting which of the pikes should be on the positive side of the x-axis. So we proved that in (3.7) we actually have equality. Now returning to SP(K), we observe that to get a spiderwalk on SP(K) from an ordinary simple symmetric walk S n , we just have to consider the consecutive excursions of S n and put each excursion with equal probability to one of the K legs of our spider. We have shown above the almost sure existence of a subsequence S n k , which has K tall excursions. All what remains to show is, that such S n k has a further subsequence S n k j such that when the excursions are randomly placed to the K legs, all of its K tall excursions are on different legs. To see this, it is enough to observe, that every time when the tall excursions of S n k are randomly placed to the K legs, then with probability
they all fell on different legs. Applying now Lemma G proves the theorem. ✷
