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Abstract
A solution to the classical field equations in the massless (1+1)-dimensional
O(3) sigma model is found, which describes a multi-particle instanton-like tran-
sition at high energy. In the limit of small number of initial particles, the
number of final particles is shown to be also small, and the probability of the
transition is suppressed by exp(−2S0), where S0 is the instanton action. This
solution, however, does not correspond to the maximum transition probability
among all states with given number of incoming particles and energy. Unless
the limit g2ninitial → 0 is exponentially sensitive to the structure of the initial
state, our results imply that well above the sphaleron energy, the instanton-
induced cross section becomes again suppressed by the instanton exponent, and
the number of final paricles is again small.
1
1 Introduction
Despite considerable effort, the problem of the rate of instanton-like transitions at high
energies is still not well understood even in weakly coupled theories. The quantitative
study of this problem was initiated by the observation[1] (see also ref.[2]) that in
the leading order of the pertubation theory around the instanton, the partial cross
sections rapidly grow with energy, while the total cross section is exponential in energy
[3, 4, 5, 6] and naively violates the unitarity bound at the sphaleron energy scale.
Corrections to the leading order can be divided into three groups. The first group
of corrections is entirely due to final particles and is called soft-soft (the multiplicity in
the final state is large, and the momentum of final particles is low). These corrections
sum up into an exponent, exp[F (E/E0)/g
2], where E0 is the sphaleron energy, and
the function F contains contributions of tree graphs only[5, 7, 8]. Two other groups of
corrections, namely hard-hard (that involve only initial hard particles) and hard-soft
(that involve both initial and final particles) contain non-trivial contributions from
loops [9, 10] and are harder to deal with. There are, however, indications[10, 11] that
they also sum up to an exponent of the same form as the soft-soft corrections, so
one expects that the total cross section has the following form in the regime g → 0,
E/E0 = fixed,
σ = exp
[
1
g2
F
(
E
E0
)]
, (1)
The value of F/g2 at E = 0 is of course (−2S0) where S0 is the instanton action; the
behavior of F (E/E0) at E ≪ E0 is calculable by the perturbation theory around the
instanton in most models including the standard electroweak theory.
To evaluate the total cross section at energies comparable to the sphaleron energy,
one has to invent a new calculation technique. The exponential form of eq.(1) suggests
that there may exist semiclassical-type methods for calculating the total cross section
at all energies. Clearly, such methods should involve a special treatment of the non-
semiclassical initial state consisting of only two hard particles, as opposed to the
multiparticle final state whose semiclassical treatment may be natural.
One way to gain some insight into the problem of instanton transitions from
two particle initial state is to consider the transitions from multiparticle states with
n = ν/g2 initial particles, where ν is small enough but fixed in the limit g2 → 0
(and E/E0 also fixed)[12, 13]. In that case the problem of loop effects does not exist,
and the transition probability from a given initial state can be evaluated, at least in
principle, by entirely semiclassical technique outlined in refs.[12, 13, 14] (see Sect.2).
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This probability indeed has the exponential form, eq.(1), where the function F now
depends on the initial state and may be obtained by solving classical field equations
with certain boundary conditions on a particular contour in complex time plane. An
important issue in this procedure is the structure of singularities of the corresponding
solution in the complex time plane.
It may be quite natural that the exponent for the probability of the transition
from states with ν/g2 particles is smooth in the limit ν → 0 (after the limit g2 → 0
is taken) and that this limit is independent of the precise choice of the initial states
(e.g., of the distribution of energy E over ν/g2 particles). In that case the limiting
value F (E/E0, ν → 0) would provide an upper bound to, and may even coincide with,
the exponent for the two particle cross section.
This assumption of the independence from the limiting value F (ν → 0) on the
precise structure of initial states with ν/g2 particles, though plausible, is by no means
justified. It may be more reasonable, therefore, to consider the ”microcanonical”
probability[12, 13, 14], i.e., the probability of the transition from a microcanonical
ensemble at given center of mass energy E and the number of particles n = ν/g2.
Equivalently, one may study maximum transition probability among all initial states
of given energy and number of particles. This probability, which is also calculable by
semiclassical methods at finite ν, almost by definition gives upper bound for the two
particle cross section and is even more likely to coincide with the latter in the limit
ν → 0.
Substantial support to this line of reasoning has been recently provided by pertur-
bative calculations about the instanton to high orders ((E/E0)
16/3 in the electroweak
theory)[15]. The conclusion of ref.[15] is that in the perturbation theory about a
single instanton, the process of transition of n1 = ν1/g
2 left-moving and n2 = ν2/g
2
right-moving W-bosons into n W-bosons goes smoothly to the 2 → n process as
ν1, ν2 → 0.
To solve the relevant classical boundary value problem at generic values of E/E0
and ν = ng2, one almost certainly should make use of numerical methods. However,
it is desirable to find some analytic solutions that would provide benchmarks for
numerical calculations and also indicate some properties of the instanton-like cross
sections in limiting cases. At low energies, the approximation analogous to the dilute
instanton gas is valid, and the corresponding solution for 2d Abelian Higgs model is
given in ref.[14]. The main purpose of this paper is to present a solution in the 2d
massless O(3) sigma model that describes an instanton-like transition in this model.
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One may view this model as an extreme high energy limit, E/E0 ≫ 1, of a massive
sigma model[16, 17, 18], the latter sharing most of the relevant properties of the
standard electroweak theory.
A peculiar feature of the massless sigma model that made it possible to find
an interesting solution is its conformal symmetry. However, precisely this property
prevents us to make contact to the low energy limit, E/E0 ≪ 1, of the massive
theory where the transition rate is known from the perturbation theory about the
instanton[17, 18]. Furthermore, although our solution describes some instanton-like
process, it does not correspond to any maximum (or ”microcanonical”) probability
in the sense of refs.[12, 13]. So, the relevance of our solution to the two particle
instanton cross section relies on the assumption of the independence from the limit
of small number of initial particles on the precise structure of the initial state.
This paper is organized as follows. In Sect.2 we review the coherent state for-
malism in application to the study of multiparticle transitions at fixed energy. We
derive the corresponding boundary value problem for the evaluation of the exponent
for the total probability of a transition from a given initial state to all possible final
states. We show that the sum over final states is in fact saturated by a single coherent
state whose properties are determined by the classical solution. Inversely, for a given
solution to the field equations with appropriate singularity structure in complex time
plane, one can find the initial (and also final) state of the transition this solution
corresponds to. We also point out a specific property of solutions that is required for
their interpretation in terms of some ”microcanonical” probability.
Before turning to the actual solution, we discuss in Sect.3 the peculiarity of asymp-
totic states in (1+1) dimensional massless sigma model. Namely, asymptotic fields
moving along the light ”cone” x = t and x = −t are, in general, non-linear in terms of
the original variables. We describe the change of variables that linearizes the asymp-
totic fields (at least in the semiclassical approximation), thus making possible their
interpretation in terms of particles.
In Sect.4 we obtain the solution explicitly and show that it has the desired singu-
larity structure.
Sect.5 is devoted to the interpretation of the solution in terms of an instanton-
like process. Specifically, we consider the case of small number of initial particles,
ν = g2n ≪ 1. We find that the number of final particles is also small, g2nfinal ≪ 1
(but non-analytic in ν), and g2nfinal vanishes in the limit ν → 0. The transition
probability in this limit tends to the instanton value. Under the assumption of the
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independence from the limit of small number of initial particles on the structure of
initial state, this implies that the scattering at very high energies again becomes
suppressed precisely by the instanton exponent. We show, however, that our solution
cannot be interpreted as the configuration corresponding to the maximal transition
probability among initial states with given number of initial particles; this makes the
indication on the suppression of the instanton-like cross section at extremely high
energies by precisely the instanton exponent less clear.
Sect.6 contains concluding remarks.
2 Classical solutions and multiparticle scattering
at fixed energy
In the spirit of refs.[12, 13], let us consider a sum
σ({ak}) =
∑
b
| 〈{bk} | SPE | {ak}〉 |2, (2)
where PE is a projector onto a subspace of definite energy E, S is the instanton
S-matrix and | {ak}〉, | {bk}〉 are coherent states. This sum is the probability
of a transition at fixed energy E from some coherent state | {ak}〉 (projected onto
this energy) to all possible final states. We consider the system in its center of mass
frame and will not discuss in what follows the constraints due to the total spatial
momentum.
Making use of the functional integral representation for the S-matrix elements,
one writes the transition probability in the following integral form[19, 12]
σ =
∫
db∗
k
dbkdξdξ
′dφ(x)dφ′(x) exp (−
∫
dkb∗
k
bk − iE(ξ − ξ′)+
Bi(ake
iωkξ, φi) +Bf (b
∗
k
, φf) + iS(φ) +B
∗
i (a
∗
k
e−iωkξ
′
, φ′i) +B
∗
f(bk, φ
′
f)− iS(φ′)), (3)
where φ is the condensed notation for the (real) bosonic fields of the theory, S(φ) is
the action, Bi and Bf stand for boundary terms and are merely logarithms of the
wave functions of coherent states in the φ representation,
Bi(ak, φi) = −1
2
∫
dk aka−ke
−2iωkTi − 1
2
∫
dkωkφi(k)φi(−k)
+
∫
dk
√
2ωk e
−iωkTiakφi(k)
5
Bf(b
∗
k
, φf) = −1
2
∫
dk b∗
k
b∗−ke
2iωkTf − 1
2
∫
dkωkφf(k)φf(−k)
+
∫
dk
√
2ωke
iωkTf b∗
k
φf (−k) . (4)
In the above formulae, Ti and Tf are initial and final times, φi, φf = φ(Ti), φ(Tf) and
the limit Ti → −∞, Tf → +∞ is assumed.
At E ∼ 1/g2 and ak ∼ 1/g, that corresponds to the regime
g2 → 0 , ν = ng2 = fixed
discussed throughout this paper, the integral in eq.(3) can be evaluated in the saddle-
point approximation. Varying the exponent in eq.(3) with respect to φ, φ′ at Ti <
t < Tf , we obtain that the saddle point configuration for φ, φ
′ should be a solution
to the field equations δS/δφ = δS/δφ′ = 0, while variation with respect to b∗
k
, bk
and boundary values of φ and φ′ leads to six equations which relate the boundary
values of φ(x), φ′(x) and their time derivatives to ak, a
∗
k
, bk, b
∗
k
. In particular, the
integration over b, b∗, φf and φ
′
f results in the boundary conditions
φ′(x) = φ(x), φ˙′(x) = φ˙(x) (5)
at t→ +∞, and
iφ˙f(k)− ωkφf(k) +
√
2ωkb
∗
−ke
iωkTf = 0
− iφ˙f(k)− ωkφf (k) +
√
2ωkbke
−iωkTf = 0 (6)
Eq.(5) implies that
φ′(x) = φ(x)
everywhere in space-time, i.e., we are dealing with a single solution to the field equa-
tions. Eqs.(6) determine the saddle point values of the coherent state variables cor-
responding to the final state.
The saddle point equations at the initial time are
iφ˙i(k)− ωkφi(k) +
√
2ωka
∗
−ke
iωkTi−iωkξ
′
= 0
− iφ˙i(k)− ωkφi(k) +
√
2ωkake
−iωkTi+iωkξ = 0, (7)
Notice that we keep the initial state, i.e., the amplitudes ak and a
∗
k
, fixed, so that
eqs.(7) are to be considered as the boundary conditions for the field φ at large negative
time.
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Finally, the variation with respect to ξ and ξ′ ( in fact, the integral over (ξ+ ξ′) is
trivial due to the time translation symmetry ) relates the energy E to other parameters
of the solution. This relation is very simple and will be explicit later.
The above boundary conditions can be converted into more convenient form. First,
we assume that at the initial and final times Ti and Tf , the field φ becomes free and
can be written as a superposition of plane waves. In particular, at large positive time
φ(k, t) =
1√
2ωk
(gke
−iωkt + g¯−ke
iωkt), t→ +∞.
Substituting this asymptotics into eq.(6) we obtain
bk = gk, b
∗
k
= g¯k. (8)
Notice that at this point we cannot insist that the saddle point field is real, so in
general g¯k need not be complex conjugate to gk.
Second, the dependence of the integrand in eq.(3) on (ξ + ξ′) is trivial, so we can
set ξ′ = −ξ. Furthermore, the real part of the saddle point value of ξ can be removed
by the time translation, and we can choose
ξ = iT
Consider now the contour in complex time plane shown in fig.1. On this contour, the
field at early time,
t = iT + t′, t′ → −∞
has the following form,
φ(k, t) =
1√
2ωk
(fke
−iωkt
′
+ f¯−ke
iωkt
′
) (9)
where f¯k need not be complex conjugate to fk. The second of eqs.(7) gives then
fk = ak (10)
Analogously, the first boundary condition in eq.(7) is conveniently formulated at
Im t = −T , where the field is
φ(k, t′′) =
1√
2ωk
(hke
−iωkt
′′
+ h¯−ke
iωkt
′′
)
t = −iT + t′′, t′′ → −∞
7
The boundary condition reads
h¯k = a
∗
k
Since a∗
k
ans ak are complex conjugate to each other, the latter condition is equivalent
to the requirement that the solution φ(x) is real on the real (minkowskian) part of
the contour, C in fig.1, provided the solution is unique. This means, in particular,
that the saddle point values of b∗
k
and bk are complex conjugate to each other, i.e.,
the sum over final states in eq.(2) is saturated by a single coherent state.
To summarize, the transition probability σ({ak}) is determined, in the semiclassi-
cal approximation, by a solution to the classical field equations on the contour of fig.1,
obeying the following boundary conditions: (i) the field must be real in minkowskian
part of the contour; (ii) the negative frequency (”anti-Feynman”) part of the field at
large negative time (part A in fig.1) must be determined by the amplitudes ak via
eqs.(9),(10). The final state is then given by the asymptotics of the solution at large
positive time by eq.(8).
Finally, one can see that the saddle point value of T is determined by the require-
ment that the classical energy of the solution is equal to E.
A few remarks are in order. First, the solution need not be real on the euclidean
part and/or on the part (AB) of the contour of fig.1. Furthermore, the solutions
real everywhere on this contour do not correspond to the case when the number of
initial particles is small [19, 12]. So, most interesting solutions even in theories with
hermitean fields are complex. Second, interesting solutions, though smooth at our
contour, should have singularities in the complex time plane between the real axis
and the line (AB), otherwise they would correspond to classically allowed scattering.
Finally, instead of considering transitions from a given initial state, on may study
the ”microcanonical” probability[12, 13],
σE,D =
∑
i,f
| 〈f | SPEPD | i〉 |2 (11)
where the sum runs over all final and initial states and PD is the projector onto an
eigenspace of some operator
D =
∫
dk∆kA
†
k
Ak
with real ∆k (an obvious choice would be ∆k = 1 that would correspond to fixing the
number of initial particles). Here A†
k
and Ak are creation and annihilation operators
for initial particles. It follows from refs.[12, 13, 14] that the sum in eq.(11) is also
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saturated by a single initial state which therefore has the maximum transition prob-
ability among the states with given energy E and the value of D. Instead of eq.(10),
the boundary condition for the corresponding saddle point field would be
f ∗
k
= e−θ∆k f¯k (12)
in the region (A) of the contour of fig.1, where θ is some real constant and f ∗
k
is
complex conjugate to fk. Notice that in this case the ratio of positive (”Feynman”)
and negative (”anti-Feynman”) frequency parts of the saddle point field at t = iT +t′,
t′ → −∞, should be real and positive.
Let us now come back to the discussion of the transitions from a fixed initial
state. The above arguments show that every solution to the field equations, that
is real on real time axis and has an appropriate singularity structure in complex
time plane, corresponds to such a transition from some initial state. The amplitudes
characterising the initial state, {ak}, are determined by the negative frequency part
of the solution in the region A of the contour via eq.(10), while the most probable
final state is determined by the behavior of the solution at large real time by eq.(8).
There is, however, an apparent ambiguity in the determination of the initial state of
the process described by a given solution. Namely, one can shift the line AB of this
contour upwards or downwards (until this line reaches the singularity) thus changing
the asymptotics of the field along the contour at negative Re t. This would induce
a change in the amplitudes ak of the initial state. In other words, the choice of the
value of T for a given solution has apparent arbitrariness, that translates into the
apparent arbitrariness of the initial state.
Let us see that this ambiguity is in fact irrelevant. The key observation is that
the projections of the coherent states of the form | akeωkη〉 with various η onto the
subspace of the hamiltonian H with energy E differ only by normalization:
PE | akeωkη〉 =
∫
dtei(H−E)t | akeωkη〉 =
=
∫
dte−iEt | akeiωkt+ωkη〉 =
∫
dt′e−iE(t
′+iη) | akeiωkt′〉 = eEηPE | ak〉
Suppose now that there are no singularities of the field φ in the region T < Im t < T ′.
In this case the negative frequency components fk and f
′
k
of the solution on the lines
Im t = T and Im t = T ′, respectively, are related to each other as follows,
f ′
k
= fke
ωkη, η = T ′ − T
9
The same relation holds for the amplitudes characterising initial states, so their pro-
jections onto the subspace of fixed energy E are essentially the same.
To find the most convenient choice of the contour (i.e., the most convenient value
of the parameter T ), let us first fix T in an arbitrary way and calculate the average
of some bilinear operator
O =
∫
dkF (k)A†
k
Ak
over the state PE | ak〉 determined by the solution on the contour that starts at
Im t = T . We have
〈ak | PEOPE | ak〉 =∫
dtdt′e−iE(t−t
′)〈akeiωkt′ |
∫
dkF (k)A†
k
Ak | akeiωkt〉 =∫
dtdt′ exp
(
−iE(t − t′) +
∫
dkf ∗
k
fke
iωk(t−t
′)
) ∫
dkF (k)f ∗
k
fke
iωk(t−t
′). (13)
where f ∗
k
is complex conjugate to fk (notice that f
∗
k
are not equal to the positive
frequency components of the solution, f¯k). The integral can be evaluated in the
saddle-point approximation.The result is
〈O〉 =
∫
dkF (k)f ∗
k
fke
−ωT0 ,
where T0 is detrmined by the following relation,
E =
∫
dkωkf
∗
k
fke
−ωkT0, (14)
(the factor exp(ET0 +
∫
dkf ∗
k
fke
−ωT0) that appears in eq.(13) at the saddle-point is
merely the norm of the state PE | ak〉). If instead of ak = fk we used αk = fke−ωkT0/2
(so that PE | ak〉 and PE | αk〉 are the same states with different normalizations),
then the average of O would have a simple form,
〈O〉 =
∫
dkF (k)α∗
k
αk.
Note that the average energy of the coherent state | αk〉 is equal to E (eq.(14)). If
there are no singularities in the region T − T0/2 < Im t < T , the positive frequency
components of the solution calculated at t = i(T − T0/2) + t′, t′ → −∞ are exactly
equal to αk. So, in some cases it is possible to choose T in the most convenient way,
namely, to satisfy the condition
E =
∫
dkωkf
∗
k
fk.
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With this choice of the contour, the averages of operators over the initial state (say,
the number of particles) are expressed through (ak, a
∗
k
) = (fk, f
∗
k
) in a standard way.
So, every solution that is real on the real time axis and has correct singularity
structure in the complex time plane (so that one can really draw a contour of fig.1
at which the solution is non-singular) can be considered as a configuration that dom-
inates some process at fixed energy. The semiclassical probability of this process
can be found by substituing the saddle point values of the integration variables into
eq.(3) and dividing the result by the norm of the state PE | ak〉, which is equal to
exp(
∫
dka∗
k
ak) for the contour with ”correct” T . One obtains for the semiclassical
probability
σ = exp
(
2ET − 2Im S(φ) +
∫
dk(f¯k − f ∗k)fk
)
. (15)
If, furthermore, at large negative time (part A of the contour) positive and negative
frequency components for a given solution are complex conjugate to each other up to
a real and positive factor for all k, then this solution can be interpreted as describing
some microcanonical probability: indeed, in that case one can choose a suitable form
of ∆k to satisfy eq.(12). We shall see that this property is absent for the sigma model
solution of Sect.4.
To apply this formalism to the (1+1) dimensional sigma model we have, however,
to be able to describe its asymptotic states.
3 Asymptotic states in O(3) sigma model
Consider the massless non-linear O(3) sigma model with the action
S =
1
2g2
∫
d2x(∂µn)
2 =
2
g2
∫
d2x
∂µw¯∂µw
(1 + w¯w)2
,
n2 = 1
where w¯ and w are fields in the projective representation,
n1 =
w + w¯
1 + w¯w
, n2 =
1
i
w − w¯
1 + w¯w
, n3 =
1− w¯w
1 + w¯w
. (16)
A peculiar feature of this model is that the fields cannot be considered free in asymp-
totic regions t → ±∞. Indeed, any field configuration of the form w = w(x+) or
w = w(x−) where x+ = x+ t, x− = x− t, satisfies the field equations. Its amplitude
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need not be small, and the non-linearity persists even at large positive and/or nega-
tive t. The interpretation of classical solutions in terms of particles requires a change
of variables.
Let us consider only such solutions that in the limit t → ∞ split into two non-
linear wave packets moving along two parts of the light ”cone” x = t and x = −t,
w(x, t) = w+(x+) + w−(x−).
At large time the two wave packets do not interact, so it is natural that left moving
and right moving waves can be considered separately. Let, for example, w = w(x−)
be right moving quantum field. Let us examine the generator of the translation along
the x− direction,
P− =
4
g2
∫
d2x
∂−w¯∂−w
(1 + w¯w)2
,
It has the following property,
[P−, w(x−)] = i∂−w(x−),
[P−, w¯(x−)] = i∂−w¯(x−),
where we have used the notation ∂− = ∂/∂x−. Let us now define new fields Φ(x−) and
Φ¯(x−) by the following relations, which are unambiguous at least in the semiclassical
limit,
∂−Φ =
√
2
g
∂−w
1 + w¯w
, ∂−Φ¯ =
√
2
g
∂−w¯
1 + w¯w
, (17)
Then the generator P− becomes
P− = 2
∫
d2x∂−Φ¯∂−Φ,
while its commutators with Φ and Φ¯ have the same functional form as with w and w¯,
[P−,Φ(x−)] = i∂−Φ(x−),
[P−, Φ¯(x−)] = i∂−Φ¯(x−).
To ensure these commutation ralations, it is sufficient to require the following com-
mutation ralations for Φ and Φ¯,
[Φ(x−),Φ(y−)] = [Φ¯(x−), Φ¯(y−)] = 0,
[Φ(x−), Φ¯(y−)] =
i
4
ǫ(x− − y−). (18)
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In the Fourier representation,
Φ(x−) =
∫ ∞
0
dk√
2π
√
2k
(αˆke
ikx− + βˆ†ke
−ikx−),
Φ¯(x−) =
∫ ∞
0
dk√
2π
√
2k
(βˆke
ikx− + αˆ†ke
−ikx−),
the commutation relations (18) imply that the operators αˆk, αˆ
†
k, βˆk, βˆ
†
k can be inter-
preted as annihilation and creation operators for particles and anti-particles, respec-
tively,
[αˆk, αˆ
†
k′] = δ(k − k′), [βˆk, βˆ†k′] = δ(k − k′),
and other commutators vanish. Thus, the change of variables, eq.(17), enables us to
interprete the outgoing right moving fields in terms of particles and antiparticles of
spatial momentum k > 0. Quantizing the left-moving waves we describe particles and
antiparticles with negative momenta in the same way. Note that our interpretation
is essentially based on the separation of two wave packets in the asymptotic region
(eq.(3)).
Once we have defined annihilation and creation operators, we can construct co-
herent states in the standard way,
αˆk | αk〉 = αk | αk〉, βˆk | βk〉 = βk | βk〉,
and make use of the coherent-state formalism for calculating transition probabilities
at fixed energy in the sigma model.
4 The classical solution
Our approach to obtain the classical solutions that are real (in the sense that w¯ is
complex conjugate to w) in Minkowski time and have singularities in the complex
time plane is to start from euclidean space-time (x, τ) and search for real solutions
that have a turning point, ∂τw(x) = 0 for all x at τ = 0. The reality of the solutions
in the euclidean domain and the existence of the turning point then guarantee that
their analytical continuation to the complex time plane is real at Minkowski time.
Since we are interested only in a finite region of euclidean time, 0 < t < T , the
solutions may (and, in fact, should) have singularities outside this region.
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Since the action of the sigma model is conformally invariant, the field equations
do not change under the following conformal mapping,
z′ = x′ + iτ ′ =
z − i
z + i
=
x+ iτ − i
x+ iτ + i
, (19)
that tranforms the upper half-plane into a disc of unit radius, centered at z′ = 0, in
which we solve the field equations. [There is no intrinsic mass scale in the model at
the classical level, so we do not introduce a length scale into the solution. We will
be interested in dimensionless quantities only.] The existence of the turning point in
the original variables is equivalent, in terms of the new variables, to the boundary
condition that the normal derivative of w at the circle of unit radius that bounds the
disc, is equal to zero. If we introduce the polar coordinates ρ and ϕ on the z′-plane,
ρ =| z′ |=
(
x2 + (τ − 1)2
x2 + (τ + 1)2
)1/2
, eiϕ =
(
(x− i)2 + τ 2
(x+ i)2 + τ 2
)1/2
,
then the boundary condition becomes ∂ρw |ρ=1= 0.
We search for O(2) symmetric solutions,
w = f(ρ)eiϕ, w¯ = f(ρ)e−iϕ
The action for these configurations has the form
S =
4π
g2
∫ 1
0
ρdρ
1
(1 + f 2)2


(
∂f
∂ρ
)2
+
f 2
ρ2

 .
Making the change of variables[20] f = tan(ψ/4), ρ = exp(ζ) one obtains
S =
π
2g2
∫ ∞
0
dζ

1
2
(
∂ψ
∂ζ
)2
+ (1− cosψ)

 .
The problem is now reduced to the mechanical problem of a particle moving in the
sin-Gordon potential U(ζ) = −(1 − cosψ) with the initial condition ∂ψ/∂ζ = 0 at
ζ = 0 (Fig.2). There exists a set of solutions depending on a single parameter ψ0
which is the initial coordinate of the particle. It is obvious that the solution ψ(ζ) is
periodic. The oscillatory behavior of ψ(ζ) means that the point ρ = 0 (ζ = −∞) is an
essential singularity. In the initial z-plane this essential singularity appears at x = 0,
τ = 1. The existence of essential singularities in the euclidean time axis may, in fact,
have been expected for configurations describing processes in which the number of
initial and final particles are not equal to each other[14].
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The explicit form of the solution is
ψ = 2 arccos[−k0sn(ζ −K, k0)], (20)
where k0 = cos(ψ0/2), sn is the Jacobi elliptic sine, and
K =
∫ π/2
0
dx√
1− k20 sin2 x
,
is a quarter of the period of function ψ(ζ). The fields w and w¯ are then,
w =
(
1 + k0sn(ζ −K)
1− k0sn(ζ −K)
)1/2
eiϕ, w¯ =
(
1 + k0sn(ζ −K)
1− k0sn(ζ −K)
)1/2
e−iϕ, (21)
where ζ and ϕ must be understood as functions of x and τ ,
ζ = ln ρ =
1
2
ln
x2 + (τ + 1)2
x2 + (τ − 1)2 , ϕ =
i
2
ln
(x+ i)2 + τ 2
(x− i)2 + τ 2 . (22)
Now we can continue analytically the solution to complex time plane. This is
done by setting τ = −it where t will finally run along the contour of fig.1. Eq.(22)
transforms into
ζ(x, t) =
1
2
ln
x2 + (1− it)2
x2 + (1 + it)2
, ϕ =
i
2
ln
(x+ i)2 − t2
(x− i)2 − t2 . (23)
When t is complex, ϕ and ζ are, in general, also complex, so the fields w and w¯ are
not complex conjugate to each other.
Let us now turn to the discussion of the singularities of our solution in complex
time. There exist essential singularities at
t = ±x+ i
(we concentrate on the region Im t > 0). Their positions make a ”cross” in the three
dimensional space (Re t, Im t, x), as shown in fig.3. Clearly, we should choose T < 1
for the contour of fig.1 not to intersect this cross.
One can see that apart from these essential singularities, the fields w and w¯ have
poles at complex t. However, at these points the original fields n and other dynamical
variables (like energy density) are regular. Therefore, these poles have no physical
significance.
On the other hand, the fields n and other dynamical quantities are singular at the
points where
1 + w¯w = 0
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i.e., where the transformation (16) is singular. At these points the dynamical variables
have poles, and the positions of these poles, t = t(x), make (non-planar) curves in
the space (Re t, Im t, x), as shown schematically in fig.3.
We will be interested mostly in the case
ψ0 ≪ 1
which, as will be shown in Sect.5, corresponds to small number of initial particles.
Let us describe the positions of the physical singularities in that case. Making use of
the explicit form of the solution, we write
1 + w¯w =
2
1− k0sn(ζ −K) ,
which is zero when sn(ζ −K) is infinite, or ζ = (2n+ 1)K + (2m+ 1)iK ′, where
K ′ =
∫ π/2
0
dx√
1− k21 sin2 x
,
k21 = 1− k20 = sin2
ψ0
2
.
At small ψ0, the equation ζ(x, t) = (2n + 1)K + (2m + 1)iK
′, where ζ(x, t) is given
by eq.(23), has solutions only at m = −1 and n ≥ 0. The singularity curves
t = tn(x), n = 0, 1, 2, . . .
have Im t close to 1, and the larger is n, the closer is the curve t = tn(x) to the cross
t = ±x+ i (two of these curves are shown in fig.3; our solution is symmetric under the
transformation t→ −t, so there are also singularity curves at Re t > 0, not shown in
fig.3). Asymptotically, these curves run parallel to the light ”cone”, and the behavior
of tn(x) at large | x | is
tn = − | x | +i

1− 2
(
k1
4
)2(2n+1)
+ · · ·

 | x |→ ∞.
The integration contour of fig.1 can be imagined as a ladder step of height T in
the three-dimensional picture of fig.3. By varying T we can place the upper part of
the step, (Re t < 0, Im t = T ), above different number of the singularity curves. To
avoid crossing the singularities, one should in general consider curved surfaces, not
just ladder steps, but this is unnecessary in our case for the surfaces with exactly one
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singularity line under them. In what follows we will consider only such surfaces, i.e.,
we will choose
1− k21/8 < T (∞) < 1− k61/211.
This choice corresponds to one-instanton transitions, while surfaces with more than
one singularity curves under them would most likely correspond to multi-instanton
processes.
The solution is explicitly real (in the sense that w¯ is complex conjugate to w) in
Minkowski time. This is clear from the following equivalent form of the solution,
w =
(
dn(iζ, k1)− k0
dn(iζ, k1) + k0
)1/2
eiϕ, (24)
and the observation that at real t, the variables ζ and ϕ determined by eq.(23) are
pure imaginary and real, respectively.
To calculate the imaginary part of the action and the topological charge Q, we
notice that for every x, the integral
S(x) =
2
g2
∫
C
dt
∂µ ¯w(x, t)∂µw(x, t)
(1 + w¯(x, t)w(x, t))2
, (25)
on the integration contour of fig.1 is a sum of the same integral over the real time axis,
and the contribution from the pole 1 + w¯w = 0. On the real time axis the integral
is real, so the imaginary part comes from the pole. [The integral for the topological
charge over the real time axis is zero because of the invariance of the solution under
t→ −t.] Then the calculation is straightforward, and the result is
Im S =
∫
dxS(x) =
4π
g2
In the same way we find
Q = 1
Thus, the action is exactly equal to the instanton action for all ψ0, and our solution
indeed corresponds to a one-instanton transition.
At large | x | and fixed t, the fields tend to
w = w¯ = w0
where
w0 = tan(ψ0/4) (26)
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Therefore, our configuration is a fluctuation about a vacuum with non-vanishing
expectation values of w and w¯, i.e., about a vacuum with n 6= (0, 0, 1). It is convenient
to perform an O(3) rotation in the n-space so that the vacuum expectation value
becomes n = (0, 0, 1). In terms of the projective variables this rotation reads
w′ =
w − w0
1 + w0w
, w¯′ =
w¯ − w0
1 + w0w¯
. (27)
The fields w′ amd w¯′ are then the fluctuations about their zero vacuum expectation
values.
Let us discuss the solution in the case ψ0 ≪ 1 in more detail. In that case the
singularity line is near the plane Im t = 1. Well below this plane, we make use of the
following approximation for dn(iζ, k1) at small k1 [24],
dn(iζ, k1) = 1 +
k21
2
sinh2 ζ, (28)
so that to the leading order in ψ0 we have
w′ = −iw0
(
1
x+ t + i
+
1
x− t + i
)
,
w¯′ = iw0
(
1
x+ t− i +
1
x− t− i
)
, (29)
w0 =
1
4
ψ0
In the euclidean domain, t = iτ , this field configuration is that of widely separated
instanton and anti-instanton of sizes w0 ≪ 1, sitting at x = 0 and τ = +1 and
τ = −1, respectively. This property may have been expected on the basis of the
results of ref.[14]. At (1 − τ) ∼ w20 we cannot, however, use the approximation (28)
and the solution differs from the instanton - anti-instanton pair considerably.
To end up this section, let us point out that our solution is very similar to the
Lu¨scher-Schechter solution in (3+1) pure Yang-Mills theory[21, 22]. In fact, we could
generate more solutions in the sigma model by allowing the integration constant in
eq.(20) to be (−K + iζ0) instead of (−K). For any real ζ0 these configurations
are real in Minkowski time. In analogy to the Lu¨scher-Schechter solutions, they
possess a peculiar feature, discovered in ref.[23] for (3 + 1)d Yang-Mills theory, that
their topological number, evaluated in Minkowski time, is non-integer in the sense of
ref.[23]. We will not discuss this property in the present paper and concentrate on
the case ζ0 = 0.
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5 The semiclassical process
To interprete our solution in terms of a semiclassical process, we have to evaluate the
asymptotics of the fields Φ and Φ¯ which are constructed according to eq.(17) from
w′ and w¯′ defined by eq.(27). As discussed in Sect.2, their Fourier components at
t → +∞ are the amplitudes of the final coherent state, while their anti-Feynman
parts at t = iT + t′, t′ → −∞ determine the amplitudes of the initial coherent state.
We consider the case ψ0 ≪ 1 that corresponds to the small number of initial particles.
5.1 Final state
We begin with the discussion of the final state. To the leading order in ψ0 (or in w0,
see eq.(26)), the field at real time is given by eq.(29). At large t it is a sum of waves
moving left and right along the light ”cone”. This field is weak, and to the leading
order in w0
Φ =
√
2w′/g, Φ¯ =
√
2w¯′/g
The Fourier components are easy to calculate,
αk = α
∗
k = −
√
8π
g
w0
√
ke−k, βk = β
∗
k = 0, for k > 0,
αk = α
∗
k = 0, βk = β
∗
k = −
√
8π
g
w0
√
−kek, for k < 0. (30)
We see that the final state contains particles moving right and anti-particles moving
left. The energy and total number of particles are
E =
∫ ∞
−∞
dk | k | (α∗kαk + β∗kβk) =
4π
g2
w20, (31)
n =
∫ ∞
−∞
dk(α∗kαk + β
∗
kβk) =
4π
g2
w20. (32)
The typical momentum of a final particle is
kfinal ∼ 1 (33)
Of course, the latter estimate has no direct physical significance, but it will be useful
for the comparison to the typical momentum of initial particles.
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5.2 Initial state
The calculation of the Fourier components of the fields Φ and Φ¯ for the initial state
is less straightforward. At w0 ≪ 1, the fields w and w¯ are large for Im t close to 1.
So, we really have to use the formalism developed in Sect.3.
Let us consider the regime t = iT + t′, t′ → −∞ and concentrate on the left part
of the light cone where x is close to t′. In this region
ζ(x, t) = iϕ =
1
2
ln
x− − i
x− + i
where
x− = x− t′ − iT
At x− far from the singularity, we may still use the approximation (28) and obtain
w = w0
x−
x− + i
, w¯ = w0
x−
x− − i , (34)
Notice that at T 6= 0 the fields w and w¯ are not comlex-conjugate to each other.
However, the approximation (28) is not valid when ζ is close to the singularity
(K − iK ′) which happens if (1 − T ) is of order w20 or less and x− near −i. Let us
evaluate w and w¯ for these values of ζ . Since ζ is close to (K−iK ′), the most suitable
(and equivalent) form of the solution is as follows,
w =
(
1 + sn(ζ −K + iK ′, k0)
−1 + sn(ζ −K + iK ′, k0)
)1/2
eiϕ,
where we made use of the transfomation formulae for elliptic functions (see ref.[24]).
At small ψ0, the leading-order approximation for the elliptic sine is sn u = tanhu,
and we obtain
w =
−iw0
x− + i
, w¯ =
w0
2
, (35)
This is consistent with eq.(34) when x− is close to −i, which means that the ”naive”
formulae also work in the region near the singularity. However, to calculate Φ and Φ¯
we have to find the derivatives of w and w¯ with respect to x−. For ∂−w we can use
either eq.(34) or eq.(35), but the leading-order expression obtained from eq.(35) for
∂−w¯ vanishes, so we have to make use of the second-order approximation[24],
sn(u, k0) =
(
1 +
k21
4
)
tanh
[(
1− k
2
1
4
)
u
]
,
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from which we obtain for x− near −i,
w¯ =
w0
2
(
1 +
w20
2
ln
x− + i
−2i +
iw40
8
1
x− + i
+
i
2
(x− + i)
)
,
and
∂−w¯ =
iw0
4
(x− + i− iw20/2)2
(x− + i)2
.
These expressions do not coincide with eq.(34), so we have two approximate formulae
for ∂−w¯ in two different regions, x− + i ∼ w20 and | x− + i |≫ w20. One can construct
a function that approximates ∂−w¯ uniformly in the two regions, namely,
∂−w¯ = −iw0 (x− + i− iw
2
0/2)
2
(x− − i)2(x− + i)2 .
This expression can now be used for calculating Φ and Φ¯. After performing the
rotation, eq.(27), we get
∂−Φ =
√
2
g
∂−w
′
1 + w¯′w′
=
√
2
g
1 + w0w¯
1 + w0w
∂−w
1 + w¯w
=
i
√
2
g
w0
1
(x− + i− iw20/2)(x− + i− iw20)
,
∂−Φ¯ =
√
2
g
∂−w¯
′
1 + w¯′w′
=
(x− + i− iw20/2)(x− + i− iw20)
(x− − i)2(x− + i)2 ,
The calculation of the Fourier components is now straightforward. We find for
the anti-Feynman parts
αk = 0,
βk =
1
g
√
π
8
w50
1√
k
(
k − 3
w20
)
e−ǫk, (36)
and for the Feynman parts
α¯k = −
√
8π
g
w0
√
ke−(2−ǫ)k,
β¯k =
1
g
√
32π
1
w0
1√
k
(
e−(w
2
0
/2−ǫ)k − e−(w20−ǫ)k
)
(37)
where
ǫ = 1− T ≪ 1
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is yet an arbitrary parameter in the interval (w60/32, w
2
0/2). Eqs.(36),(37) are valid
for the right-moving waves (k > 0), the expressions for the left-moving waves (k < 0)
are completely analogous.
As pointed out in Sect.2, the contour in the complex time plane, i.e, the value of
the parameter ǫ, should be chosen in such a way that the initial coherent state has
the same average energy as the final one. In our case this means
∫ ∞
−∞
dk | k | (α∗kαk + β∗kβk) =
4π
g2
w20, (38)
Recall that α∗k and β
∗
k are complex congugate to αk and βk, respectively, and are not
equal to the Feynman parts of the field. Eq.(38) gives
ǫ = w
8/3
0 /4
Eq.(36) then implies that the typical momentum of an incoming particle is
kinitial ∼ w−8/30
which is much larger than the typical momentum of an outgoing particle, eq.(33).
The number of particles in the initial state is much smaller than the number of final
particles,
n =
∫ ∞
−∞
dk(α∗kαk + β
∗
kβk) =
π
g2
w
14/3
0 . (39)
Eq.(39) shows that the process with small number of incoming particles indeed cor-
responds to the limit w0 → 0. In this limit the number of outgoing particles is also
small, see eq.(32), so that
nfinal =
1
g2
(g2ninitial)
3/7 (40)
Notice that the number of final particles is non-analytic in ν = g2ninitial.
Finally, we note that our solution does not correspond to any ”microcanonical
process” in the sense of Sect.2. Indeed, the ratio β¯k/β
∗
k is not a positive definite
function of momentum, which would be necessary for the interpretation of the solution
in terms of the ”microcanonical” probability.
5.3 Transition probability
The probability of the process described by our solution is calculated according to
eq.(15). We have seen in Sect.4 that the imaginary part of the action for our con-
figuration is exactly equal to the instanton action. The parameter T at small w0
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is
T = 1 +O(w
8/3
0 )
and eqs.(31),(36),(37) and (39) give for various terms in the exponent
2ET =
8πw20
g2
∫
dk(α¯kαk + β¯kβk)initial = (1− 3 ln 2)4πw
2
0
g2
and
−
∫
dk(α∗kαk + β
∗
kβk)initial = O(w
14/3
0 )
So, we have for the transition probability
σ = exp
(
−8π
g2
+
12π(1− ln 2)
g2
w20 +O(w
14/3
0 )
)
Equivalently, the transition probability may be expressed through the number of the
incoming particles,
σ = exp

−8π
g2
+ 12(1− ln 2)
(
π
g2
)4/7
(ninitial)
3/7

 (41)
Clearly, at small ninitial, the transition probability is suppressed by the instanton
exponent.
6 Conclusions
In this paper we have found an analytic solution to the classical field equations in the
massless O(3) sigma model in (1 + 1) dimensions. This solution describes a multi-
particle instanton-like transition at high energy. Most properties of this solution agree
with the earlier expectations[14] concerning the structure of its singularities in the
complex time plane and the behavior in the euclidean domain in the limit of small
number of incoming particles. We have found, however, that this solution does not
correspond to the maximum transition probability among all initial states with given
number of paricles and given energy (or any ”microcanonical” probability in general).
Unless the limit ν = g2ninitial → 0 is very sensitive to the details of the structure
of the initial state (which seems rather unlikely), our results indicate that well above
the sphaleron, the instanton-induced cross section again becomes suppressed by the
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instanton exponent, and the number of outgoing particles is again much smaller than
const/g2. However, on the basis of these results one may anticipate, for 2 → any
process, the non-analiticity in g2 of both the number of outgoing particles and the
exponent for the total cross section. Indeed, if we naively set ninitial ∼ 1 in eqs.(40)
and (41), we would get
nfinal ∼ 1
g8/7
and
σ =
(
−8π
g2
+
const
g8/7
)
To obtain the solution analytically, we heavily made use of specific properties of
the massless theory, in particular, its conformal invariance. Therefore, we were unable
to make contact to the perturbative calculations about the instanton that are relevant
at low energies. Hopefully, the complete solution of this problem may be possible by
numerical methods.
The authors are indebted to E.Farhi, V.Khoze, L.McLerran, A.Mueller, A.Ring-
wald, M.Shaposhnikov, A.Vainshtein and M.Voloshin for discussions. P.T. thanks
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