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ABSTRACT
Anxiety disorder is one of the most prevalent mental health conditions, arising from complex
interactions of biological and environmental factors and severely interfering one’s ability to lead
normal life activities. Current methods for detecting anxiety heavily rely on in-person interviews.
Yet, such mental health assessments and surveys can be expensive, time consuming, and blocked
by social stigmas. In this work, we propose an alternative way to identify individuals with anxiety
and further estimate their levels of anxiety using private online activities histories from YouTube
and Google search engine, platforms that are used by millions of people daily. We ran a longitudinal
study and collected multiple rounds of anonymized YouTube and Google search log data from
volunteering participants, along with their clinically validated ground-truth anxiety assessment scores.
We then engineered explainable features that capture both the temporal and semantic aspects of
online behaviors. We managed to train models that not only identify individuals having anxiety
disorder but also can predict the level of anxiety comparable to the gold standard Generalized Anxiety
Disorder 7-item scores with a mean square error of 1.87 based on the ubiquitous individual-level
online engagements.
Keywords First keyword · Second keyword ·More
1 Introduction
According to the World Health Organization (WHO), 1 in 13 people suffers from anxiety globally, making it one of
the most prevalent mental health concerns. In the United States, it is the second leading cause of disability among all
psychiatric disorders [1]. Nearly 40 million people (age 18 and older) experienced an anxiety disorder in any given
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year, yet only 35.9% of those suffering received treatments 1. A study in 2017 reported that the level of anxiety among
young adolescents has been gradually increasing in recent years [2].
In particular, the population most vulnerable to anxiety disorder is the students in high school and early college years.
A report by the American College Health Association in 2018 stated that 63% of college students in the US felt
overwhelming anxiety during the last 12 months, and only 23% of these students were either diagnosed or treated
for an anxiety disorder by a professional mental healthcare provider [3]. During the early days of college, students
are separated from their traditional support system and find themselves in challenging social and academic settings
such as living with roommates, developing independent identities, making new friends, managing heavy workloads,
etc. All these experiences induce spikes in anxiety from time to time [4], and this psychological distress increases
during the first few semesters of college [5]. Furthermore, it has been reported that anxiety disorders are significantly
associated with other medical and psychiatric comorbidities [6] and can eventually cause a great financial burden on the
society, an expenditure estimated to exceed 42 to 47 billion dollars [1]. Despite such a high prevalence of anxiety in
young adolescents, current methods for detecting anxiety disorders consist of self-assessment surveys and in-person
interviews, which can be time-consuming, expensive, lack precision, and hampered by factors such as fear, concealing
information, and social stigma related with the mental health issue.
Engagements in online platforms are major components in the lives of young adults [7]. On average, an internet user
spent the equivalent of more than 100 days online during the last 12 months[8]. It has been reported that 81% of U.S
internet users aging between 15 to 25 use YouTube 2 frequently. Besides, an average internet user uses Google search at
least once a day, and many search dozens of times a day [9]. Extensive studies have been done trying to correlate mental
health issues with popular public social media data such as Facebook and Twitter, yet they may fail to cover people who
interact infrequently with social media or post false positive impressions publicly [10]. In contrast, individual level
search and YouTube logs are ubiquitous and private for each user and is less likely to be subject to self-censorship.
A group of researchers has shown that search logs can be used as a proxy for detecting both population [11, 12] and
individual level [13] mental health issues. We draw inspirations from prior works and hypothesize that private Google
search engine logs and YouTube histories can leave a detailed digital trace of the mental health states of users and be
used as a proxy to assess the level of anxiety for individuals.
In this work, we propose a framework that leverages individual level online activities logs, in particular, Google
search and YouTube activity histories, to identify individuals with an anxiety disorder and further predict their level of
anxiety. We ran a longitudinal study to gather two rounds of data, with 5 months in-between, from a college population.
During each round, participants shared their anonymized online histories along with their answers to a clinically
validated questionnaire for measuring Generalized Anxiety Disorder (GAD-7) [14]. We then engineered an explainable
low-dimensional vector representation that captures different aspects of one’s online activities. Using these feature
representations, we are able to accurately detect and predict the level of anxiety from online activities with simple
models. Unlike [13] who focused on detecting mental health issue such as self-esteem from Google search histories,
our data incorporates both Google search as well as YouTube activities history and our two rounds of data facilitate both
the detection and prediction task. Furthermore, we conduct our experiment with a setup that fits possible real-world
applications. We envision our work as an important step towards helping caregivers better understand and engage with
their patients without additional burden through ubiquitous computing methods.
In summary, this work is unique in that (i) we are the first to run a longitudinal study where individual level Google
search and YouTube histories along with gold-standard clinically validated anxiety assessment are gathered; (ii) we
present explainable features that capture various aspects of online activities (temporal, semantic, etc.); (iii) using these
features, we managed both detect and predict the anxiety level of a given individual with high performances, showing
that ubiquitous private online logs contains strong signals that can potentially be a proxy to assess mental health issues;
(iv) our pioneered two rounds of data and light-weight experiment setup has a strong societal implication and can
empower care providers to estimate the anxiety levels of patients remotely without having to visit the clinic.
2 Related Work
Public social media, blogs, and forums have become one of the most popular data sources employed by researchers
to study the prevalence of mental health conditions. For instance, [15] showed that the usage of social media sites
correlates with user depression and anxiety. Tweets, one of the most explored social media platform, has been used
to detect depressed individuals [16] and identify language related to depression and PTSD [17, 18, 19, 20, 21]. In
2015, Tsugawa et al. showed that Twitter activities contained signals for assessing the extent of depression [22]. Other
researchers have shown that Tweets contain significant signals for other mental health concerns such as insomnia [23],
1https://adaa.org/understanding-anxiety
2https://www.statista.com/statistics/296227/us-youtube-reach-age-gender/
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Figure 1: Obtaining data from an individual
suicidal ideations [24], etc. Besides Twitter, [25] have shown that Facebook status can be used to predict postpartum
depression. Schwartz et al. demonstrated that Facebook usage can be used to estimate continuous depression scores
[26]. Other researchers have leveraged data from Reddit to study mental distress among adolescents [27]. [24]
identified shifts in language may indicate future suicidal ideations. De Choudhury provides a comprehensive overview
of the role of social media in mental health researches [28] and evaluation methodologies [29]. Social media users
constitutes only a fraction of the general population, and a small number of them, with particular personalities or
demographics, typically acts out in social media that may reveal signs of mental health struggles. Hence, findings based
on social media platforms may not generalize to the majority of the population.
A large body of work on mental health leverages mobile phone sensors [30, 31, 32]. For example, depressions
[33, 34, 35, 36], anxiety [37, 38, 39], moods [40, 41, 42], stress [43, 44], schizophrenia [45, 46], etcare just to
name some. Many have proposed mobile apps for helping users manage stress and anxiety [47, 48, 49, 50] and
evoking positive emotions [51, 52]. [53, 54] provides an extensive overview on the usage of mobile applications
in psychotherapy and effective delivery methods for tackling mental health related phenomena through smartphones.
Smartphone applications for tackling mental health issues have several limitations: (i) not every mental health patient
have access to smartphones; (ii) any interventions delivered via apps is less likely to be as effective as face-to-face
sessions with a therapists [55]; (iii) the app may fail and require developers to constantly keep it updated, which is
costly and not sustainable.
An alternate data source that can capture in-the-moment thoughts/feelings of a broad range of people is probably
search engine logs which can help fill in the gap for continuous monitoring applications [56]. Researchers have used
population level search engine logs via the Google Trends platform to monitor depression and suicide related behaviors
[57, 58, 59, 60], demonstrate the effects of geographic location on depression [61], identify seasonality in seeking
mental health information [62], show heavy usage for detecting diseases [63] such as screening pancreatic cancer [64]
etc. A comprehensive review of usage of Google Trends in the healthcare domain has been provided by Nuti et al.
[65]. Unlike population level online engagement logs in Google Trends, individual level activity history from Google
Takeout, the data we leveraged in this study, is more likely to fit the fabric of one’s daily life experiences.
3 Data
The longitudinal data collected for this work consisted of individual level Google search logs, YouTube history, and
clinical survey responses that are very personal and sensitive in nature. Similar to Zaman et al. , we leveraged a cloud
based data collection process using Google Takeout3, a web interface that enables user of Google products to export
their Google search and YouTube activity history [13]. Our cloud based data collection pipeline, see Figure 1, has been
thoroughly reviewed by the Institutional Review Board (IRB) of our institution.
3.1 Study Recruitment Procedure
Participation was voluntary and one needed to be at least 18 years and have a Google account to qualify for the study.
The study spanned 5 months from August, 2019. The recruitment procedure was designed as an one-on-one interview.
During the recruitment, participants answered a series of questions that capture incidences of anxiety and recent stressful
life events in addition to their GPA, gender, demographics, and the level of social/academic engagements on campus.
3http://takeout.google.com/
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Figure 2: Timeline and participants for two rounds of data collection. There are in total 104 unique individuals
participated in the study, and 72 of them participated in both the first-round and the follow-up.
# participants, N = 104
Mean
Age 20.99
Gender Male
36
(34.6 %)
first
round
follow
up
Female 68(65.4 %)
# anxious
individuals 60 40
Race
White 46(44.2 %)
# not
anxious
individuals
44 32
Black/
African
American
46
(44.2 %)
total 104 72
Other 12(11.6 %) (b)
(a)
Table 1: Study population breakdown: (a) Gender and Race of the participants. (b) Distribution of subjects with/without
anxiety during the first and the follow-up rounds, computed based on the survey response via the GAD-7 questionnaire.
Following that, participants signed in to Google Takeout using their Google account and initiated the Google search
and YouTube activity history data download process. Before the data was shared with the research team, all sensitive
information such as name, email, phone number, physical/internet protocol (IP)/media access control (MAC) address,
social security, financial information (banking and credit card) etcwas redacted and anonymized using Google’s Data
Loss Prevention (DLP) API [66, 67, 68].
In total, we collected two rounds of data. The recruitment procedure mentioned above was performed twice during
both the rounds. In August, 2019, 104 college college students (all > 18 years old and used Google services in English)
participated in the first round. For the rest of the paper, we will refer this round of data as the first-round data.
Five months later, we followed up with 72 individuals and collected their Google and YouTube activity history again,
along with the survey responses for the second time. For the rest of the paper, we will refer to data collected in the
second round as the follow-up data. Therefore, there are in total 72 people participated in both rounds and 104−72 = 32
people participated only in the first-round. The overall recruitment timeline and participant statistics are shown in
Figure 2. All participants were compensated with $10 Amazon gift cards at the beginning during each round of
participation. About 34% of our participants are male and 68% female. Table 1 presents a comprehensive breakdown
of the demographics and anxiety labels of the study population.
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Figure 3: GAD-7 Anxiety score during the first-round and follow-up. Red lines represent an increase in anxiety score,
and green lines represent unchanged or decrease in anxiety score. Multiple lines originating from a score means that
there are more than one person having that anxiety score.
3.2 Ground Truth via Survey
The ground truth about one’s anxiety disorder was measured using the Generalized Anxiety Disorder (GAD-7) [14], a
clinically validated questionnaire (7 questions4) which has been reported to be quite accurate in accessing the severity
of anxiety [69]. The questions in GAD-7 were prefixed with a text for the temporal context, for example, Over the last
six months, how often have you been bothered by the following problems?. The responses were compiled to compute
an anxiety score. The 21 points scale GAD-7 is a commonly used in clinical diagnosis where score of 5, 10, and 15
are treated as cut-off for mild, moderate and severe anxiety levels, respectively. Further followup and evaluation are
recommended for someone with anxiety score greater than 9 [70], and we use the recommended score of 9 as a cut-off
to label individuals with anxiety disorder. For the rest of the paper, any individual with GAD-7 score > 9 is labelled
as Anxious and someone with score ≤ 9 is labelled as Not-anxious. Figure 3 shows the distribution and changes of
anxiety scores for all the participants who participated in both the first-round and the follow-up. We observed that the
anxiety score increased for 22 individuals, decreased for 32 people, and remain unchanged for 18 participants, shown in
Figure 3. It is worth noticing that, only 9 participants had a change in GAD-9 score which was clinically meaningful
(the absolute value of the change ≥ 5) during the 5 months of study.
3.3 YouTube & Google search History
For this study, we collect individual level online engagement logs from YouTube and Google search engine using
the Google Takeout interface. Google ties all online activities using the Gmail address associated to the person. The
Takeout platform aggregates user engagement logs from all different sources and make it available for easy accessibility.
This means that as long as someone is logged into his/her/their Google account in mobile phone, personal laptop,
and iPad, all engagements from these sources are aggregated under a unified email of that person. For every person,
the online activity history spanned (on average) over 5.7 years. In total there were 1, 966, 400 Google searches and
1, 055, 847 YouTube interactions were made by all the participants.
Every engagement on YouTube and Google search engine is timestamped along with the information whether it is
the result of watching or searching (the raw search query). For YouTube activity logs, we use the YouTube API to
extract meta-data about the videos that has been watched, which includes the title, category of the video, video length,
rating, number of likes, number of dislikes, etc. Any video living in the YouTube ecosystem has an associated category
4https://www.mdcalc.com/gad-7-general-anxiety-disorder-7
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Figure 4: Example online activities distribution from a participant over a week, including both Google search and
YouTube activities. Each row is a day, and each ‘|’ bar represents a single online activity. The bars on the right side
show the daily total online activities for each day. It is worth noticing the burstiness of daily online activities.
label to it, and this enables us to get more context about the video. For Google search activities, we label every search
query using the content classification feature of the Google Cloud NLP API 5. Given a query, the API returns one or
more possible category labels for the text along with a confidence score. When applicable, we select the category label
with the highest confidence. The API returns a hierarchical label for every query, and we consider the root level in the
hierarchy as the category label for the query. For instance, for a query q, if the label from the API is “/News/Sports”, we
consider “News” as the category for q. The comprehensive list of all the categories for both search queries and videos
are listed here [71, 72].
3.3.1 Justification for Using YouTube and Google NLP API:
We used YouTube and Google NLP API for labeling the queries and the videos because we wanted to maintain a unified
set of topics that could be applied to consistently label and compare online activities from all individuals. For instance,
consider two searches, ‘how to best marinade beef ’ and ‘homemade tender BBQ tips’, both the Google NLP and
YouTube API will classify them as Food whereas data-driven topic modeling may put these in two different clusters.
4 Online Data Feature Extraction
In this section, we explain how we extracted explainable features from online history logs for each individual. Individual
level online engagement logs from YouTube and Google search engine provides an unique opportunity to capture
what may be going through one’s mind at any given time. Since online activities are timestamped, one can investigate
attributes such as weekday/weekend activity frequency & variance, calculate the contextual and temporal variability of
these activities, and estimate daily sleeping/resting duration etc. For example, Figure 4 demonstrates the distribution
of activities on YouTube and Google search engine over a week for a specific individual in our dataset. We observe
the bursty nature of incidences of these activities which we will leverage to construct features later in the section.
On aggregating daily activities we found that there are higher number of interactions on these two platforms at the
beginning of the week, and, as the week progresses, the number decreases. One possible explanation for drops in
activities during weekends can be that people are probably spending less time interacting on internet and more time
relaxing, socializing, and connecting with people around them. Notice that each of the following feature is a scalar and
is calculated for each individual participant. In total we have explored five types of features, and each of them as a
number of variants, see Section 4.1 to 4.5.
4.1 Activity Mean and Variance
We define the activity mean and variance to measure the overall distribution of an individual’s online interactions on
YouTube and Google search engine. We calculate the daily and weekly mean and variance of number of activities on
YouTube and Google search for each participant separately, and take the normalized log of the mean and variance for
numerical stability.
4.2 Category Entropy CH
We define category entropy as a measure of how diverse an individual’s online activities are in terms of the categories.
This has been motivated by the concept of entropy (H) from information theory [73]. For an individual p, based on
5https://cloud.google.com/natural-language/docs/classifying-text
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his/her/their online data, we compute category entropy in the following way:
Hp(Category) = −
m∑
i=1
Pi × log(Pi) (1)
where 16 = total number of distinct categories in p’s online activities, and Pi is the percentage of activities that belong
to category i. A high entropy indicates that p interacts more uniformly across different categories online, whereas lower
entropy indicates larger inequality in the number of online activities across the categories. Considering that individuals
may have different habits during weekdays and weekends, we also calculated the category entropy for weekdays and
weekends separately. We include the total, weekday, and weekend category entropy as features for each individual. We
denote them as CweekdayH , C
weekend
H , and C
total
H .
4.3 Time Entropy TH
Similar as above, we define time entropy as a measure of how diverse an individual’s online activities are in terms of
the when it happen. We define the discrete bins for time entropy as the 24 hours of a day. For an individual, p, based on
his/her/their online data, we computed time entropy in the following way:
Hp(Time) = −
m∑
i=1
Pi × log(Pi) (2)
where m ∈ {0, ..., 23} is the set of 24 hour marks, and Pi is the percentage of activities that happen during hour i. A
high entropy indicates that p interacts with YouTube and Google search engine more uniformly across different times of
a day, whereas lower entropy indicates larger inequalities of numbers of online activities between different hours in a
day. Similar to Category Entropy, we obtain the time entropy for weekdays and weekends separately. We denote them
as TweekdayH , T
weekend
H , and T
total
H .
4.4 Online Activities Temporality {γ, α, β}
We observed that there is a bursty nature of online activities when plotted on the time axis, see Figure 4, which resulted
in clusters of online activities regardless of Google searches or YouTube histories. In other words, we can view the
incidences of online activities as a Temporal Point Process and investigate individual-level online behaviors from a
temporal point of view, such as the Interevent Times (IETs). Inspired by [13], instead of considering the online history
as a homogeneous Poisson process, we enrich our temporal feature by assuming dependencies between past activities
and the next activity. We envision that every occurrence of an online activity increases the probability of future online
activities, and the probability of the next activity decays with time. Hence, such process, called a self-exciting point
process, can be modeled by the Hawkes Process [74], and it has been widely used for modeling online data and social
media activities at a population level [75]. Specifically, we define a univariate Hawkes Process with a exponential
decay kernel as
λ(t) = γ +
∑
ti<t
αβ exp (−β(t− ti)) (3)
where λ(t) represents the probability (intensity) of an activity occurs at time t, γ is the background intensity of an
activity happens exogenously, α represents the infectivity factor which controls the average number of new activities
triggered by any past activity, and β is the decay rate where 1β represents how much time has passed by, on average,
between the previous event and the next event. By fitting the above Hawkes Process to each individual online history
log, we obtain a unique set of {γ, α, β} for each participant as features. We keep the notations as {γ, α, β} for this set
of features.
4.5 Inactivity Period I
It has been reported that YouTube is becoming the modern day classroom for students [76] and provides new ways to
consume contents for virtually every age groups [77]. However, spending too much time on any platform can lead to
internet addition [78], in particular the YouTube addiction [79] and the compulsive usage of YouTube [80], which are
quite prevalent among college population. These previous findings have inspired us consider feature that can be treated
as a proxy to capture the time away from internet of each participant, and we call it the inactivity period I.
We focus on periods of time when no Google search or YouTube activity was performed of each individual. Given
the online activity log of a participant and a duration threshold of k hours, we pick out all the inactive periods with
duration longer than k hours and investigate when did they happen mostly. Specifically, for all inactivity periods longer
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than k hours, we calculate the midpoint timestamp of each period and obtain the median and mode of the midpoints.
For example, for an 8-hour inactivity period starting at 11 P.M. and ending at 7 A.M., the midpoint time stamp is 3
A.M. We found that, for all our participants and k ∈ {8, 9, 10}, both the medians and modes fall in-between 5 to 7
A.M., which are most likely to be the middle of sleeping periods. Notice that for the inactivity defined here, we are
looking for when it occurs most frequently for each individual, and hence it may not be suitable to take the mean and
variance of inactivity midpoints. As the medians and modes lay close to each other in our case, we included the modes
of midpoints for thresholds k ∈ {8, 9, 10} for each individual as features. We denote, for threshold k ∈ {8, 9, 10}, the
inactivity mode features as I8, I9, and I10.
Overall, we achieved 16 features (including variants) form the online activities (YouTube and Google search engine)
of each individual: 2 from Activity Mean & Variance; 3 from each of the Category Entropy CH , Time Entropy TH ,
Online Activities Temporality {γ, α, β}, and Inactivity Periods I.
5 Modeling Anxiety
For this study, we recruited 104 individuals in the first-round in 2019 and followed up with 72 individuals after 5
months, see Figure 2. Following the clinical anxiety score cutoff threshold [14], participants with GAD-7 score ≥ 10
were labelled as anxious subjects and individuals with score ≤ 9 were labelled as non-anxious subjects. Overall,
there were 60 out of 104 subjects with anxiety conditions in the first-round and 40 out of 72 participants with anxiety
conditions during the follow-up. Given one’s YouTube and Google search activity history, we explore: (i) can we
identify individuals with anxiety condition through his/her/their online data? (ii) can we predict anxiety score based on
online activities and past anxiety levels?
5.1 Notations and Definitions
First, we introduce the notations for the rest of the paper. The feature vectors for the first-round are extracted using the
the most recent 12 months of data (the grey box in Figure 2) before the completion of the first-round survey. We denote
this by x1 ∈ R16. Unless mentioned specifically, x1 is the concatenation of all 16 scalar features in Section 4 in the
same order for each individual. The corresponding GAD-7 scores, gathered via the survey (the green box in Figure 2)
during the first-round, are denoted as y1. Similarly, for the follow-up round, the feature vectors are extracted solely
from the 5 months of online history data (the blue box in Figure 2) in-between the first-round and the follow-up, and
we denote it as x2 ∈ R16. The corresponding GAD-7 scores, provided in the follow-up survey, (the magenta box in
Figure 2), are denoted as y2. Therefore, there are in total 104 (x1, y1) pairs from first-round and 72 (x2, y2) pairs from
follow-up (see Figure 2 & Section 3.1).
5.2 Classifying Individuals with Anxiety
Here, we treat the problem as a binary classification task: given the online activity history, we aim to identify if
the subject has anxiety condition. Assuming online activity histories are independent for every person, we consider
104 + 72 = 176 segments (x1 and x2) of online history in total, regardless of which round or from whom they are
collected, as observation data with respective anxiety scores as labels. Formally, we are interested in P (y | x), where y
is the binary anxiety label we cutoff from the GAD-7 scores.
We trained logistic regression (LR), linear support vector machine (SVM), and random forest (RF) classifiers on this
task and performed stratified 5-fold cross-validations, respectively. Since the performances of LR and linear SVM
were comparable, we report the performance of LR. However, RF significantly outperformed the other two with an
average F1 score of 0.83± 0.09 and ROC AUC of 0.91± 0.06. The detailed precision, recall, and F1 scores for each
class/average are reported in Figure 6. In Figure 5, we present the average ROC curve with standard deviations of the
RF.
5.2.1 Data Dependency between Two Rounds
As mentioned in Section 3.1 and Figure 2, 72 participants are involved in both the first-round and the follow-up.
For these 72 people and their 2× 72 = 144 segments of online data from two rounds of collection, the dependency
between the data coming from the same person may not be negligible. It is possible that, for the same participant,
neither the online behavior nor the anxiety level changes significantly, i.e., x1 ≈ x2 and y1 ≈ y2 for the same subject.
Therefore, in order to make sure that the supervised model does not leverage such dependency trick to perform well, we
manually make sure that, for these 72 participants, all their 144 segments of data belongs to the training set, and the test
set is composed of single-time participants only. The stratified random data splits are then performed on single-time
participants, taking into account the class label distribution already existed in the 144 subjects.
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Figure 5: ROC curves for Random Forests to classify individuals with anxiety. We carried out a stratified 5-fold
cross-validation. The grey area represents ±1 standard deviation.
Figure 6: The metrics of RF and LR on the anxiety classification task. We carried out a stratified 5-fold cross-validation.
The values after the ± sign represent the standard deviations. Numbers inside () represents LR and <> represents RF.
5.3 Predicting Anxiety for Individuals
In this section, we consider the anxiety score prediction task: given the online data and the past anxiety level of
an individual, we aim to estimate the exact GAD-7 score for that individual. Concretely, given the two rounds of
data, we aim to predict the GAD-7 score in the follow-up round given the entire individual online history data and the
GAD-7 score from the first-round. Formally, this task is regarded as a regression problem, and we are interested in
P (y2 | x1,x2, y1).
Features for the regression task: for predicting anxiety scores y2 in the above setup, we only consider the week-
day/weekend Time & Category entropy {CweekdayH , CweekendH , TweekdayH , TweekendH }, the Temporality parameters{γ, α, β}, and the Inactivity Periods with thresholds of 9 and 10 hours {I9, I10} as input features. Thus, for the rest of
the section, x1,x2 ∈ R9 for all individuals.
We hypothesize that the change in online behaviors may preserve information about the change in one’s anxiety level,
and in order to leverage this in the anxiety prediction task, we define the following processed feature vectors for the
9
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regression models:
∆x = x1 − x2 ∈ R9 (4)
xgp = [η  x2, (1− η)∆x] ∈ R2×9 (5)
xreg = [η  x2, (1− η)∆x︸ ︷︷ ︸
xgp
, y1] ∈ R2×9+1 (6)
where the square bracket indicates concatenation, η ∈ [0, 1] is a hyperparameter, and  denotes an element-wise
multiplication. xgp is a trivial modification of xreg by slicing out the last entry y1 and keeping only the online data
features.
We chose η = 0.9 and fed the xreg as inputs. We first performed this task with two most common regression
models: Ordinary Least Squares regression (OLS) and Gradient Boosting regression (GB). The GB outperformed OLS
significantly. It achieved an average mean square error (MSE) of 2.29± 0.25 and coefficient of determination (R2) of
0.81± 0.06 in the GAD-7 anxiety scores predicted, see Table 2.
Instead of merely looking for the best prediction given by maximum likelihood estimations, it is crucial to access
the uncertainty over the model and take a Bayesian perspective, especially given we are working with healthcare
applications with limited sample size. Moreover, it would grant much flexibility if the regression is not limited to
parametric linear form but in a functional space with non-linearity, investigating the distribution of functions. Therefore,
we performed the regression task with a non-parametric Bayesian method, the Gaussian Process (GP) [81]. We define
our regression function as f(xreg), and it follows the GP below:
f(xreg) ∼ GP
(
m(xreg), k(xreg,x
′
reg)
)
(7)
m(xreg) = y1 (8)
k(xreg,x
′
reg) = exp
(
−‖xgp − x
′
gp‖2
2`
)
(9)
y2 = f(xreg) +  where  ∼ N (0, σ) (10)
where the mean function m(xreg) is a deterministic function that returns the corresponding previous anxiety score
y1 for each data point. The covariance matrix is obtained by an exponential quadratic kernel k over all pairs of pure
individual online data, (xgp,x′gp). It entails that, given any pair of individuals, the closer the distance between their
online activity features in the vector space, the greater the correlation between their anxiety scores y2 (close to 1),
and vice versa (close to 0). ` is a hyperparameter that controls the length scale between data points: the greater the `,
the smoother the function. We further assume that the true y2 equals to the function prediction plus an independent
unknown Gaussian noise , and σ is the hyperparameter for the noise distribution. The above GP gave us a prior belief
over the possible regression functions. The intuition is that, in the output space of our function f(xreg), the future
GAD-7 anxiety scores, y2, are normally distributed with a mean of the previous anxiety scores, y1, and the correlations
between different y2 values are determined by the similarities between online activities xgp from the input space.
In order to assess the performance of our GP over the held-out test set, we first obtained the predictive posterior:
P
(
f
(
xtestreg
) | f (xtrainreg ) ,xtrainreg ,xtestreg ) (11)
over all the regression functions conditioned on (after observing) the training set. This conditioning operation is in a
sense that, after generating functions from the GP prior, we filter out those that violate the training examples. It has
an efficient closed form solution given in [81], Chapter 2.2. After that, we sampled 100 functions (traces) from the
posterior from Equation 11 and used them to make predictions on the test set. We report the average MSE and R2
of the 100 functions, and such process is repeated for each fold of the cross-validation. We finally report the average
performance over the 5 folds in Table 2. Our GP achieved an average MSE of 1.87± 0.14 and R2 of 0.88± 0.05 in the
GAD-7 anxiety scores predicted.
Table 2 summarizes the average performances and standard deviations of the above models in the stratified 5-fold
cross-validation. Furthermore, as mentioned in Section 3.2, only 9 subjects had changes in GAD-7 anxiety scores (≥ 5)
that is clinically alarming. Thus, we conducted another 5-fold cross-validation but kept all these 9 subjects in the test
set. We observed a good flexibility of xreg in capturing such significant changes in GAD-7 since the performances are
comparable to the average scores for all models, see Table 2, the bottom sub-table.
6 Discussion
It has been reported that, every year, approximately 60% of all people with mental health conditions receive no treatment
[56]. The inability to identify patients in need of care and deliver treatments on-time are major failure points in the
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5-fold Cross-validation
Model MSE R2
OLS 9.13± 3.65 0.47± 0.25
GB 2.29± 0.25 0.81± 0.06
GP 1.87± 0.14 0.88± 0.05
Subjects w/ Significant Changes in GAD-7 (≥ 5)
Model MSE R2
OLS 9.27± 3.48 0.39± 0.28
GB 2.27± 0.23 0.79± 0.09
GP 1.86± 0.15 0.87± 0.07
Table 2: The performances of OLS, GB, and GP on the anxiety prediction task. We carried out a standard stratified
5-fold cross-validation first. We then conducted another 5-fold cross-validation but kept all the subjects with significant
changes in GAD-7 anxiety scores in the test set. The values after the ± sign represent the standard deviations.
current healthcare system. This is mainly because our current healthcare system entirely depends on people to self-report
and present themselves to clinics for treatments. Relying entirely on patients for detecting and delivering care in a
timely manner is quite challenging because patients may be experiencing lack of motivations, feeling helpless and
hopeless, fearing social stigmatization due to their condition, and concealing information, all of which may impair
their judgements to seek help. One way to address this is to employ passive and pervasive sensing of mental health
conditions through online engagements. An accurate anxiety sensing framework can help identify individuals in need
of treatment, accelerating access to care and providing experts ways to monitor patient functioning after and in-between
treatments/appointments without additional burden on both parties.
In this paper, we ran a novel longitudinal study that collected ubiquitous online activities logs along with gold-standard
clinically validated anxiety scores. Individual-level online activities history has been gathered from the YouTube and
Google search engine via the Google Takeout platform. We have engineered explainable features based on online
activities and shown that these features are strong signals to not only detect individuals with anxiety disorders but also
estimate the severity of anxiety given any segment of online activity history. One of the advantages of the engineered
features in this work is that they can be directly applied to any form of online data such as Tweets, posts from Facebook,
Instagram, etc. to extract temporal and contextual behaviors of individuals. However, it is important to note the people
are likely to self-censor when posting to social media [82]. To the best of our knowledge, we are the first to study and
demonstrate that it is feasible to identify whether one is experiencing anxiety and estimate his/her/their exact anxiety
score using individual level YouTube and Google search engine history logs. Finally, because of the longitudinal
study design, we had access to ground truth anxiety score at multiple time points and were able to compare our model
performances with gold standard clinical metrics.
Integration into Existing Healthcare Systems: the anxiety assessment framework presented in this paper can be
initially set up in clinical endpoints such as behavioral clinics. Therapists involved with patients suffering from various
mental health conditions can use the output of the model as additional information about their patients. The predicted
anxiety assessments can be leveraged to connect patients with the right counselor/expert. For example, someone may
come to the clinic for a drug addiction problem and, following his/her/their informed consents, the counselor runs
our model which outputs that the patient may have been experiencing severe anxiety during the last 4 week. In this
case, our anxiety classification setup from Section 5.2 may be applicable. The patient may be flagged for review
by designated members of the caregiver team who are specifically trained to handle patients with anxiety as well as
addiction problems.
Furthermore, our anxiety estimation setup from Section 5.3 can be used as a guideline to initiate specific treatment steps.
Most importantly, counselors can use the model on a weekly basis to monitor anxiety levels of their patients remotely
(based on their online engagements) in-between sessions/follow-up visits. This enables caregivers to note abnormal
spikes in the estimated level of anxiety comparing to the last visit. Healthcare providers can then either schedule an
immediate follow-up or use this information when engaging with the patient to uncover stressors and other issues
that may otherwise go unmentioned during the next appointment. For example, a therapist could bring up the online
behaviors of the patient during the past weekend, which were associated with high stress and anxiety symptoms, and
ask if the patient agreed with the assessment and, if so, what was happening in his/her/their lives at that time. Besides,
such anxiety estimation setup is not one-shot fixed: it can and should be compared with professional clinical measures,
as more patients came in, to help improve the future performance of the model.
The Curse of Variability: Inferring mental health conditions such as anxiety from online behavior is challenging
due to the wide array of subjective and external factors, such as seasonality, environment, etc., that add questionable
variability in assessing one’s level of anxiety. For example, some individuals may choose to not use any online platforms
while experiencing anxiety. Someone may be very concerned about his/her/their significant other’s anxiety disorder
and research on the web, which may result in a false positive image. Furthermore, one may not be near a computer
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or mobile device when he/she/they are experiencing anxiety, and hence a framework such as ours may miss out on
capturing signals that may be associated with anxiety. Besides, how people conduct searches on YouTube and Google
search engine is subjected to change over time. One possible way to address such high variability is to incorporate
longitudinal studies on large populations. However, such studies require time and can be expensive.
The Prevalence of Uncertainty: We acknowledge that any mental health sensing system, such as our anxiety as-
sessment framework, even under the most ideal circumstances, will likely have some degree of error and uncertainty.
The trade-off between accuracy and uncertainty should be considered prior to designing a mental health sensing
system. Lim et al. and Kay et al. have explored questions around how much uncertainty is acceptable, how much
accuracy is sufficient, and how to best mitigate the uncertainty [83, 84]. There are open questions such as the cost of
misclassification, how derived models around mental health indicators can be integrated in the current system need more
attentions. A clear guideline needs to be set through discussions among therapists, clinicians, and computer scientists
Privacy & Ethical Considerations: Building an anxiety monitoring system using individual-level YouTube and
Google search engine activity logs presents a series of concerns around privacy and personal safety. Due to the sensitive
nature of the data collected in this study, it is important that significant appropriate human subject protection protocols
are in place. Hence our study protocol has been rigorously reviewed and approved by the Institutional Review Board of
our institution to address these concerns. Despite these measures, we acknowledge that ethical challenges will arise if
and when applications based on our methods are deployed in the real world.
When someone uses platforms such as YouTube and Google search engine, he/she/they never intend the personal data to
be used by mental health assessment systems. Hence, some individuals may choose not to share their sensitive data and
refuse to participate. It is important to ensure that participants, at all times, have the choice and control over their data
and can choose to exclude themselves from such studies at will. Participants need to be explicitly informed about how
their online engagement logs will be de-identified and analyzed, what type of information it may reveal about the user,
and the accrued benefits to the patients and the therapists/care providers from mental health clinics. To address these
concerns, we employed an opt-in model for volunteering study participation. In addition, we conducted one-on-one
interviews for each participant during the recruitment procedure so that the research team can (a) take the time to clearly
explain the purpose and the outcome of the study and (b) explicitly inform the participants about the existence of such
sensitive data and how they reserve full control over the information shared such as limiting data access or deleting
data. Yet, one big limitation of employing opt-in model is that it may significantly limit the number of volunteering
participants for the study. Besides, the opt-in procedure may introduce participation bias in terms of study recruitment
and the awareness of subjects. To limit recruitment bias, we have adapted generic wordings, such as “help us learn
about mental health using online data”, in our study advertisements without specifically mentioning anxiety.
Another remaining issue is that whether and when it is ethical to intervene in the life of an individual on the basis of
online data signals associated with anxiety, which may not always be accurate. We believe that the ultimate decision
regarding intervention must be made by therapists, care providers, and experts who understand both anxiety and the
power and limitations of an automated anxiety assessment system.
Finally, we acknowledge that YouTube and Google search history logs are personal and sensitive information, and
many may feel reluctant to share such data for assessing anxiety. The strongest push back may come especially from
the population who have histories of mental health-related complications such as anxiety, depression, etc. However,
organizations such as Ascension, the second-largest health system in the United States, and Google have already begun
aggregating individual-level health records with online activities logs to build systems that help patients and healthcare
experts [85]. Therefore, it is imperative that strict measures are in place to ensure patient privacy, the possibility
and consequence of data breach, preventing harmful entities from misusing such personal information for monetary
benefit [86].
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