INTRODUCTION
Many important types of data, like text, sound, event logs, biological sequences, can be viewed as graphs connecting basic data elements. Networks provide a powerful tool for describing the dynamic behavior of systems in biology, computer science, information engineering. Networks and graphs are generally represented as very large nonnegative matrices describing either the network topology, quantifying certain attributes of nodes or exhibiting the correlation between certain node features. Among the challenging theoretical and computational problems with these matrices there are the balancing/scalability issues.
The Sinkhorn-Knopp (SKK) balancing problem can be stated as follows: Given a nonnegative matrix A ∈ R n×n (A ≥ 0), find if they exist two nonnegative diagonal matrices D 1 , D 2 ∈ R n×n such that S = D 1 AD 2 is doubly stochastic, i.e., 
The problem was raised in three different papers [1] [2] [3] that contain the well-known iteration for matrix balancing that bears their names. Several equilibration problems exist in which row or
In the symmetric case the SKK iteration reduces to
or, equivalently, by setting 1./z k = x k with the assumption 1/0 = +∞,
The SKK iterations (2),(3), (4) have been rediscovered several times in different applicative contexts. Related methods are the RAS method [4] in economics, the iterative proportional fitting procedure (IPFP) in statistics and Kruithof's projection scheme [9] in optimization.
A common drawback of all these iterative algorithms is the slow convergence behavior exhibited even in deceivingly simple cases. To explain this performance gap we observe that the equations in (2) can be combined to get
which can be expressed componentwise as
This means that (5) is equivalent to the fixed point iteration
3 for solving
where T is the nonlinear operator introduced by Menon in [11, 12] and according to those papers we write T x = T (x).
Our first contribution consists of a novel formulation of the fixed point problem (9) as a constrained nonlinear multiparameter eigenvalue problem of the form
where J T (z) denotes the Jacobian matrix of T evaluated at the point z. It follows that the local dynamics of the original SKK algorithm (5) can be described as a power method with perturbations [13] applied to the matrix J T (x) evaluated at the fixed point. Therefore the SKK iterations (2),(3), (4) inherit the pathologies of the power process in the case of clustered dominant eigenvalues of J T (x). Recently, acceleration methods using nonlinear solvers applied to equation (7) have been proposed (see [14] and the references given therein). Other optimization strategies and descending techniques were considered in [15, 16] . In this paper we pursue a different approach by exploiting the properties of the equivalent nonlinear multiparameter eigenvalue problem (8) . Krylov methods are the algorithms of choice for the computation of a few eigenvalues of largest magnitude of matrices. They have been efficiently used in information retrieval and web search engines for accelerating PageRank computations [17] . Inspired by this, we first propose to compute an approximation of the dominant eigenvector of of T by solving a possibly infinite sequence of linear matrix eigenvalue problems. Then we design fast eigensolvers, based on the power method and the Arnoldi process that are specifically tailored to solve these problems for large-scale matrices. Numerical results show that the resulting schemes can greatly improve the performance of the SKK iterations in the case of clustered dominant eigenvalues of J T (x).
The paper is organized as follows. In Section 2 after briefly recalling the properties of the SKK fixed point iteration (6) we exploit the eigenvalue connection by devising accelerated variants of (6) using power methods. The description and implementation of these variants together with numerical results are discussed in Section 3. Finally, in section 4 conclusion and some remarks on future work are given.
THEORETICAL SETUP
Let us denote by P, P 0 and P ∞ the subsets ofR n ,R = R ∪ {±∞}, defined by P = {x ∈ R n : x ≥ 0}, P 0 = {x ∈ R n : x > 0} and P ∞ = {x ∈R n : x ≥ 0}, respectively. For the sake of simplicity we assume that A ∈ R n×n is a matrix with all positive entries, that is, A > 0. Arithmetic operations are partially extended toR by setting
In this way it can be easily noticed that T is the same as the operator introduced in (6) and, therefore, the Sinkhorn-Knopp problem for the matrix A reduces to compute the fixed points of T , that is, the vectors x ∈ P ∞ such that
Summing up the results stated in [11, 12] we obtain the following theorem concerning the existence and the uniqueness of the desired fixed point.
Theorem 2.1
Let A ∈ R n×n be a matrix with all positive entries. Then ∀u ∈ P \ {0} we have sup{λ : T u ≥ λu} ≤ 1. Moreover, T has an eigenvalue equal to 1 with a corresponding eigenvector x ∈ P 0 .
Finally, if u ∈ P is an eigenvector of T associated with the eigenvalue 1 then u = ρx with ρ > 0.
The basic SKK algorithm proceeds to approximate the eigenvector x ∈ P 0 by means of the fixed point iteration
The iteration is shown to be globally convergent since T is a contraction for the Hilbert metric associated to the cone P. [18, 19] .
Theorem 2.2
For any
The convergence is linear and the rate depends on the second singular value of the doubly stochastic matrix P = D(Sx)AD(x). We have the following [6] .
Theorem 2.3
Let x ∈ P 0 denote the limit of the sequence {x (k) } k∈N generated according to (10) . Then the matrix
is doubly stochastic and, moreover, if σ 2 is the second largest singular value of P it holds
The convergence can be very slow in the case of nearly decomposable matrices. The following definition is provided in [20, 21] .
Definition 2.4
For a given ǫ > 0, the matrix A ∈ R n×n is ǫ-nearly decomposable if there exists a permutation matrix P such that P AP T =Â + ǫE whereÂ is block triangular with square diagonal blocks.
The relevance of nearly decomposable matrices for the study of dynamic systems in economics has been examined by Simon and Ando [22] . The role of near decomposability in queuing and computer system applications has been discussed in [23] . For a general overview of the properties of nearly decomposable graphs and networks with applications in data science and information retrieval one can see [24] . Table ( I) grows exponentially as epsilon becomes small. The local dynamics of (10) depend on the properties of the Jacobian matrix evaluated at the fixed point. By using the chain rule for the composite function we obtain that
The next result gives a lower bound for the spectral radius of J T (z) for z ∈ P 0 .
Theorem 2.6
For any given fixed z ∈ P 0 the spectral radius of
and, hence J T (z) and G · G T are similar. Now observe that
It follows that G 2 ≥ 1. By using the SVD of G it is found that σ 1 (G) ≥ 1 and therefore the spectral radius of J T (z) satisfies ρ(J T (z)) ≥ 1.
If x = T x, x ∈ P 0 , then it is worth noting that
and, hence,
A. ARISTODEMO, L. GEMIGNANI where P is introduced in Theorem 2.3. This means that J T (x) and F = P T P are similar and therefore the eigenvalues of J T (x) are the square of the singular values of P . Since A > 0 then it is irreducible and primitive and the same holds for P and a fortiori for F . By the Perron-Frobenius theorem it follows that the spectral radius of J T (x) satisfies ρ(J T (x)) = 1 and λ = 1 is a simple eigenvalue of J T (x) with a positive corresponding eigenvector.
A characterization of such an eigenvector can be derived by the following result.
Theorem 2.7
For each vector z ∈ P 0 it holds
This theorem implies that
and therefore the eigenvector of J T (x) corresponding with the eigenvalue 1 is exactly the desired solution of the SKK problem. Furthermore, the SKK iteration (10) can equivalently be written as
In principle one can accelerate the convergence of this iteration without improving the efficiency of the iterative method by replacing T = T 1 with T ℓ = T • T • · · · • T generated from the composition (ℓ times) of T for a certain ℓ ≥ 1. The linearized form of the resulting iteration is
This is the power method applied to the matrix J ℓ T (x) for the approximation of an eigenvector associated with the dominant eigenvalue λ = 1. A normalized variant of (13) can be more suited for 7 numerical computations
It is well known that under our assumptions (14) generates sequences such that
where 0 ≤ λ 2 = σ 2 2 < 1 is the second largest eigenvalue of J T (x) and σ 2 denotes the second largest singular value of P defined as in Theorem 2.3. For practical purposes we introduce the following modified adaptation of (14) called SKK ℓ iteration:
For ℓ = 1 SKK 1 reduces to the scaled customary SKK iteration. Under suitable assumptions we can show that SKK ℓ generates a sequence converging to the desired fixed point.
Theorem 2.8
Let {x (k) } k be the sequence generated by SKK ℓ from a given initial guess x (0) ∈ P 0 . Let x ∈ P 0 be such that x = T x and e T x = 1. Assume that:
Then we have lim
Proof Since ∞ k=0 E k 2 < ∞ from Theorem 4.1 in [13] we obtain that the matrix sequence
From Property 2 in view of the continuity of the norm it follows that z = 0 and this implies the convergence of {x (k) } k . About the rate of convergence we observe that
which says that x (k) approaches x as fast as P k tends to xz T . Again using Theorem 4.1 in [13] under our assumptions there follows that lim sup
which concludes the proof.
This theorem shows that in our model the speed of convergence increases as ℓ increases. Also, notice that the matrix J T (z), z ∈ P 0 , is primitive and irreducible and therefore by the PerronFrobenius theorem its spectral radius is a dominant eigenvalue with a corresponding positive eigenvector. From Theorem 2.6 this eigenvalue is greater than or equal to 1. These facts suggest to consider SKK ∞ as an effective method for approximating the limit vector x. The method performs as an inner-outer procedure. In the inner phase given the current approximation x (k) of x we apply
until convergence to find the new approximation x (k+1) . Numerically this latter vector solves
Ideally, θ k would converge from above to 1 as well as the corresponding positive eigenvector x (k+1)
would approach x; also, the convergence of the outer iteration should be superlinear. In the case of clustered eigenvalues the convergence of the inner iteration (power method) can be greatly improved by considering variants based on the Arnoldi method for approximating a few largest eigenvalues of the matrix. In the next section we report the results of numerical experiments confirming and supporting these claims.
EXPERIMENTAL SETUP
We have tested the algorithms presented above in a numerical environment using MatLab. The first method to be considered is the scaled SKK iteration implemented by Algorithm 1. The Power Method can be used to accelerate Algorithm 1. By complementing Algorithm 1 with Algorithm 2 we have derived the SKK ∞ iterative method. implemented by Algorithm 3 The performance of Algorithm 3 can be improved by approximating a few largest eigenvalues simultaneously based on Arnoldi methods. In particular, it has been noted that the orthogonalization of Arnoldi process achieves effective separation of eigenvectors [17] . The following Algorithm 4 implements the Arnoldi iteration with one additional step of re-orthogonalization. Algorithm 4 can be integrated in the SKK ∞ iteration by obtaining the following ArnoldiSKK iteration. The resulting Algorithm 5 is in the spirit of the Arnoldi-type accelerated power methods proposed in [17, 25] . Input: A ∈ R n×n , A ≥ 0 and given tolerances τ 1 , τ 2 > 0 Output: x such that x = T x, x ≥ 0, sum(x) = 1 1: Function PowerSKK(A, τ 1 , τ 2 ) 2: x = ones(n, 1)/n; 3: err = inf ; 4: while err > τ 2 do 5:
The first set of test problems consists of matrices of the form
where k is a small perturbative parameter. The reduction of the adjacency matrix of a graph in a block triangular form is related with the Dulmage-Mendelsohn decomposition [26] , which is a canonical decomposition of a bipartite graph based on the notion of matching. The SKK iteration applied to block triangular matrices can not converge. According to [6] we consider the perturbed matrix A for computing an approximate balancing of the initial block triangular component. In table 10 A. ARISTODEMO, L. GEMIGNANI
Algorithm 4 Arnoldi Method
Input: A ∈ R n×n , b ∈ R n , the number m of eigenvalues to be approximated and a threshold value tol for re-orthogonalization Output: H ∈ R (m+1)×m Hessenberg and Q ∈ R n×(m+1) with orthonormal columns such that for j = 1, . . . , k do 8:
10:
11:
for j = 1, . . . , k do 13:
14:
h j,k = h j,k + γ;
16:
17: However, when we increase the numbers of diagonal blocks in the matrix A we observe experimentally a progressive deterioration of the performance of Algorithm 5 which is not suited to deal with a large cluster of eigenvalues around 1. In that case a block variant of the Arnoldi iteration might be used. To experiment with this we consider the adjacency matrix A ∈ R 198×198 constructed from a collaboration network between Jazz musicians. Each node is a Jazz musician and an edge denotes that two musicians have played together in a band. The data was collected in 2003 [27] . The plot of the matrix is shown in Figure 2 . Algorithm 1 applied to the matrix A does not seem to converge. By perturbing A = A + 1.0e − 12ones(198) we find that the SKK iteration with tolerance τ = 1.0e − 12 converges in 72324 iterations. The resulting balanced matrix exhibits a cluster of about eleven eigenvalues around 1. For comparison we consider Algorithm 5 where we replace the call to the Arnoldi function with one call to the function ahbeigs [28] which implements a block Arnoldi method for computing a few eigenvalues of sparse matrices. By selecting m = 16 and τ 3 = 1.0e − 12 we find that the modified Algorithm 5 converges in 14 iterations by performing an overall number of about 14 × 100 matrix products vs. the 72324 employed by the SKK iteration. In Figure 3 we show the error behavior as well as the singular values of the balanced matrix (compare with Theorem 2.3). The MatLab command dmperm applied to the jazz matrix shown in Figure 2 
CONCLUSIONS AND FUTURE WORK
In this paper we have discussed some numerical techniques for accelerating the customary SKK iteration based on certain equivalent formulations of the fixed point problem as a matrix eigenvalue 2. Theoretical and computational results should be extended to nonnegative matrices under customary assumptions on their supports.
3. The efficiency of the balancing schemes depends on eigenvalue (singular value) clustering properties. Numerical experiments have revealed a close connection between the clustering of singular values of the balanced adjacency matrix and the clustering of nodes (community detection) in the corresponding graph. Relations with the block triangular form (BTF) form of adjacency matrices have also appeared. The possible use of balancing schemes for detecting the block structure of adjacency matrices is an ongoing research work.
4. Finally, we plan to study the numerical behavior of block Arnoldi based methods by performing extensive numerical experiments with large sparse and data-sparse matrices.
