Abstract: A survey of the main challenges in computational aeroelasticity is presented and recent ideas and developments are discussed. Advances over the past 25 years have to a large extent been paced by the required developments in computational fluid dynamics (CFD). The fluid-structure coupling problem remains of central importance and must be addressed in a rational manner in order to obtain accurate and reliable flutter solutions. In the direct Eulerian-Lagrangian computational scheme, a consistent and efficient fluid-structure coupling is obtained by modelling and integrating the fluid-structure system as a single dynamical system, without introducing normal or assumed modes, or an artificial 'virtual surface' at the boundary. This computational approach effectively eliminates the phase integration errors associated with classical methods, where the fluid and the structure are integrated sequentially using different schemes. Numerical results are presented to contrast the efficacy of the various schemes in non-linear aeroelastic and aeroservoelastic calculations.
Abstract: A survey of the main challenges in computational aeroelasticity is presented and recent ideas and developments are discussed. Advances over the past 25 years have to a large extent been paced by the required developments in computational fluid dynamics (CFD). The fluid-structure coupling problem remains of central importance and must be addressed in a rational manner in order to obtain accurate and reliable flutter solutions. In the direct Eulerian-Lagrangian computational scheme, a consistent and efficient fluid-structure coupling is obtained by modelling and integrating the fluid-structure system as a single dynamical system, without introducing normal or assumed modes, or an artificial 'virtual surface' at the boundary. This computational approach effectively eliminates the phase integration errors associated with classical methods, where the fluid and the structure are integrated sequentially using different schemes. Numerical results are presented to contrast the efficacy of the various schemes in non-linear aeroelastic and aeroservoelastic calculations.
Keywords: computational aeroelasticity, non-linear transonic flutter calculations NOTATION a speed of sound; also location of the elastic axis (EA) with respect to the midchord, positive when aft, non-dimensionalized with respect to b c airfoil or wing chord ¼ 2b; also wave speed C L , C M lift and moment coefficients respectively e total energy (fluid) E Young's modulus of elasticity E tot total energy (structure) ¼ T þ U g structural damping coefficient G shear modulus h plate thickness, non-dimensionalized w.r. conditions at upstream infinity
INTRODUCTION
In the classical approach to time-marching flutter calculations based on the Euler or Navier-Stokes equations (e.g. see references [1] to [7] ), the equations for the fluid and the structure are discretized and timemarched separately, typically using different schemes.
Because the fluid and the structure are in effect integrated sequentially during each time step, unknown phase and integration errors are introduced. It is known from previous studies [8, 9] that phase errors can seriously affect the predicted stability behaviour and may in some cases lead to an incorrect assessment of the flutter stability of the wing. Most aeroelastic codes are implemented along classical lines, using separate software modules for the fluid and structural domains. The codes are then coupled by imposing the kinematic boundary condition at the fluidstructure boundary. However, in order to enforce the boundary condition, the location and velocity of the fluid-structure boundary must first be determined, and this requires the solution of the entire system of equations for the structure at the new time step-a task that cannot be carried out until the current surface pressure is known. Thus, some form of approximation is required. If the pressure from the previous time step is used, an unavoidable time lag is introduced between the fluid and the structural domains.
Another inherent difficulty arises in modelling the deforming fluid-structure boundary in these types of flutter codes. Often this is accomplished in an approximate manner, by using spline or interpolation functions defined on an artificial or 'virtual' fluid-structure boundary. These approximations could violate the required consistency or conformity conditions between the fluid and solid elements at the fluid-structure boundary, which would lead to inconsistent load vectors and incorrect modelling of the energy exchange between the fluid and the structure.
In the direct Eulerian-Lagrangian method [10, 11 ] (see Fig. 1 ), this problem does not arise, because the finite element displacement shape functions that define the actual deformations of the wing surface are used to define the motion of the fluid-structure boundary, which is consistent with the finite element modelling assumptions. The time-lag problem is avoided by modelling and solving the fluid-structure system as a single continuum dynamics problem, at the element level, and is accomplished by formulating the equations of motion in mixed Eulerian-Lagrangian coordinates and switching from an Eulerian to a Lagrangian description at the fluidstructure boundary. The boundary conditions then become transparent and are satisfied as the conservation laws are integrated. In the direct method, no transformation to normal coordinates is necessary and the time integration can be carried out at the element level. The efficacy of this approach in aeroelastic calculations is closely related to its accurate modelling and capture of the energy exchange between the fluid and the structure at the fluid-structure boundary. This is perhaps the most important numerical consideration in aeroelastic stability calculations.
To date, implementation of the direct EulerianLagrangian computational scheme in general-purpose aeroelastic codes has been impeded by the relatively high level of difficulty associated with the coding and debugging steps. For this reason, the aircraft industry has generally favoured what has become known as 'loosely coupled' codes, based on classical coupling Fig. 1 The direct Eulerian-Lagrangian computational approach to fluid-structure interaction problems schemes that lack strict synchronization. Another apparent difficulty that is often cited in connection with direct numerical simulations is the large disparity in the wave speeds between the fluid and the solid, which might cause numerical difficulties in a direct or unified time-marching scheme. It will be shown that this is an apparent rather than a real limitation in most practical calculations involving realistic structures.
COMPUTATIONAL CHALLENGES

Current state-of-the-art
The advances in computational aeroelasticity over the past 25 years have to a large extent been paced by the required developments in computational fluid dynamics (CFD). On the structural side, the developments of the finite element (FE) method started earlier [12, 13] , gaining momentum with the introduction of digital computers in the 1950s. Finite element methods have by now reached an advanced state of development where large-scale commercial codes are available that can be used by engineers who are not necessarily experts on FE techniques. The CFD field is also sufficiently advanced that the central problems in computational aeroelasticity have shifted from the numerical solution of the unsteady flow to the more difficult problem of coupling CFD codes to FE codes, to produce accurate and reliable aeroelastic codes. The main difficulty arises from basic differences in the method of description and numerical schemes used in fluid dynamics and in structural dynamics. In computational fluid dynamics, finite difference or finite volume discretization procedures based on an Eulerian (spatial) description are firmly established, and finite elements are rarely used. In structural dynamics, on the other hand, finite element methods based on a Lagrangian (material) description represent the state-of-the-art, and finite difference methods are considered to be archaic. Thus, when considering coupled fluid-structure (aeroelastic) systems, there is a problem with trying to interface inherently incompatible computational schemes based on fundamentally different formulations.
Linear inviscid methods have proven remarkably capable of capturing, both qualitatively and quantitatively, the flutter behaviour of wings at low Mach numbers. In the author's opinion, this fact has had a considerable influence on further developments of the practical aspects of flutter calculations and may help to explain the continued dependence on 30 year old panel and doublet lattice methods in the aircraft industry. However, these methods are entirely inadequate for predicting the flutter behaviour of wings in transonic flows, and the aileron reversal and wing divergence speeds predicted by these codes are generally worthless to the designer of transonic wings. It is in the transonic region, therefore, that the potential benefits of computational aeroelasticity are most apparent.
A central question that has been addressed in numerous publications is the CFD code 'selection issue', i.e. potential versus Euler versus Navier-Stokes, etc. * In the author's opinion, this question must ultimately be settled by experiments, specifically designed to give reliable error bounds on the unsteady aerodynamic forces and all aeroelastic variables affecting stability. The NASA Benchmark Models Program [14] and the Deutsches Zentrum fu¨r Luft-und Raumfahrt (DLR) flutter tests on a two-dimensional wing section [15] represent important first steps. For previous reviews of computational aeroelasticity, see Fo¨rshing [16] and Edwards [17] ; see also the classic review of transonic aerodynamics by Tijdeman and Seebass [18] . For a discussion of an alternative approach to computational aeroelasticity and computational aerodynamics, see Dowell and Hall [19] . For a recent review of the entire field of aeroelasticity, consult Friedmann [20] .
Fluid-structure coupling
The importance of expressing the governing flow equations in conservation law form, in order to ensure that the fluxes cancel exactly at the interior element boundaries and the conservation laws are not violated, is well recognized in the CFD community. Long ago, Lax and Wendroff [21] pointed out the importance of this property in assuring that correct shock jump conditions are obtained. In computational aeroelasticity the principle must be extended to include the fluidstructure boundary, by considering the required compatibility conditions between the fluid and structural domains. Fluid-structure coupling schemes that violate the compatibility condition at the boundary will lead to aeroelastic codes that violate the basic conservation laws for momentum and energy, which will affect the shock strength and shock dynamics at the wing surface. In view of the important role played by the shock dynamics during flutter [22, 23] , proper fluid-structure coupling is an essential requirement for obtaining consistent and reliable aeroelastic codes.
The most difficult fluid-structure coupling problem occurs with non-linear inviscid codes, where the exact tangent flow boundary condition must be satisfied at the 
Here theê e i are unit vectors in the local ðx, z, ZÞ element coordinate directions (Fig. 2b) andû u is the local fluid velocity with componentsû u i ðx, z, Z, tÞ. At the fluidstructure boundary,B Bðx, z, Z, tÞ%ŵ wðx, z, tÞ À Z ¼ 0 and equation (1) reduces to
whereû u b i ðx, z, tÞ ¼û u i ðx, z, Z b , tÞ denote the fluid velocity components evaluated at the wing outer boundary. Note that the local coordinates ðx, z, ZÞ are considered inertial.
For a typical FE plate or shell element used to model the wing skin (Fig. 2) , the transverse displacement is represented in terms of shape functions N i ðx, zÞ as follows:
w wðx, z, tÞ ¼ which can be considered a compatibility condition between the interpolation fields for typical fluid and structural elements, in order to have full compatibility at the fluid-structure boundary. By compatibility it is meant that no gaps should form between the fluid and the structural boundaries as the wing moves and deforms; nor should the fluid penetrate the structural boundary.
If the wing skin is modelled with plate elements, whose natural interpolation functions are cubic in the local coordinates, equation (4) would require that the velocity componentû u 3 be a cubic function of the spatial coordinates ðx, zÞ, assuming linear interpolations for the velocity componentsû u 1 andû u 2 . Furthermore, for strict fluid-structure compatibility an interpolation would have to be used for the normal velocity that is two degrees higher than for the velocity components tangent to the wing surface. The need to use a non-isotropic (non-invariant) CFD element at the fluid-structure boundary hints at the coupling difficulty and of problems to follow. A CFD finite element (FE) or finite volume (FV) code based on linear interpolations for the velocity field cannot, therefore, be fully compatible with a structural FE code that uses plate or shell elements to model the skin of the wing. Because two inherently different approximation schemes are involved, it is not obvious how the compatibility or conformity requirement should be interpreted at the boundary between a solid finite element and a fluid finite volume element. Strict compatibility is not possible, unless the finite volume CFD scheme is at least third-order accurate in space and special matching conditions are enforced at the boundary. The most widely used finite volume CFD schemes are either cell centred, with the vector of unknowns constant over each cell and interpolated linearly between cell centres, or nodal with linear interpolation between nodes.
In reference [10] it was suggested that when coupling essentially incompatible structural and fluid codes, the concept of compatibility should be interpreted in terms of the basic conservation laws; i.e. mass, momentum and energy should be conserved or balanced at the fluidstructure boundary. Although the aeroelastic code cannot exactly satisfy the conservation laws at the boundary, the error should be of the order of the discretization error of the overall computational scheme.
Asymptotic compatibility
Because of the difficulty of formulating and implementing fully compatible fluid-structure coupling schemes, a common approach is to use a much finer mesh in the fluid domain than the corresponding structural mesh at the boundary. Figure 2c shows a case where three fluid elements border the structural element between the nth and ðn þ 1Þth nodes (the structural nodes need not coincide with nodes of the fluid mesh). As more fluid elements (say m) are added between the structural nodes n and ðn þ 1Þ, the approximate boundary defined by the fluid elements becomes a better and better approximation to the true boundary, as far as position and slope are concerned, and convergence can be expected in the limit as m??. The approximation for the curvature, however, does not improve or converge, and in the limit m?? the curvature is infinite 'almost everywhere'. This is of concern in the development of transonic codes, because Morawetz's theorem [24] regarding the existence of shock-free transonic flows over airfoils suggests that transonic flows are very sensitive to the curvature of the fluid-structure boundary.
It can be shown [9] that the above approximation is second-order accurate, provided that the fluid mesh nodes are properly coupled to the structure. On the structural mesh, where the characteristic mesh interval is l, the errors in the unsteady aerodynamic forces are Oðl 2 =m 2 Þ. As m?? these errors can be made arbitrarily small, and there is compatibility in an asymptotic sense. These error estimates do not apply to coupling methods where a virtual surface is used between the fluid and the structure or to any method where the surface nodes of the fluid mesh do not remain in contact with the actual structural boundary at all times, matching both displacement and instantaneous velocity at these fluidstructure nodes.
Virtual surface methods
As the name implies, virtual surface methods introduce a fictitious or virtual surface between the real fluid and structural boundaries. The virtual surface is then 'attached' to the structure at certain points, which may be the FE nodes, and similarly coupled to the CFD mesh at the boundary nodes, which generally do not coincide with the structural nodes. For correct implementation of the tangent flow boundary condition, it is essential that the fluid element nodes that are on the fluid-structure boundary remain on the structural boundary as the structure deforms. Otherwise, spurious violations of the conservation laws will occur, which will corrupt the fidelity of the aeroelastic code and render it at best only first-order accurate and at worst unable to simulate the correct stability behaviour of the system. This is one of the main problems with virtual surface methods, because there is no guarantee that the fluid nodes at the wing boundary have the correct position and velocity. As a result, both the CFD solution and the FE method structural solution may become corrupted with spurious numerical errors and violations of the conservation laws at the fluid-structure boundary. Strict compatibility is not possible; nor can asymptotic compatibility be assured without additional considerations. These methods become computationally very expensive for large-scale simulations and tend to run into serious numerical difficulties with higher-order modes. Figure 3 shows an example of the application of the direct Eulerian-Lagrangian computational scheme. The fluid-structure coupling is done at the element level, at the Gaussian integration points for the structural elements. At these points, the exact position and velocity are calculated using the finite element interpolation functions for the structural elements. The fluid pressures required to calculate the consistent generalized forces are obtained at these Gaussian integration points by using the corresponding interpolation functions for the fluid elements. Before the calculations start, a one-time mapping is performed to determine which fluid element contains a given Gaussian point and its position in area coordinates on the boundary surface of the corresponding element. The coupling is fast and accurate and can be used with finite element structural models containing a large number of degrees-of-freedom.
Direct coupling schemes
Time synchronization
One of the most difficult problems in time-marching flutter simulations is related to time synchronization of the CFD and structural codes. An aeroelastic system is fundamentally different from the corresponding aerodynamic system by itself, because of the different role played by the fluid-structure boundary. In steady or unsteady flow calculations where the structure is constrained or is forced to move in a kinematically defined manner, the future state of the fluid-structure boundary is known and the exact state (position and velocity) of the boundary during the next time step is also available. In aeroelastic calculations, on the other hand, the dynamical state of the boundary must be obtained as part of the aeroelastic solution, and the state during the next time step is not yet available. Conformity errors at the boundary as well as time integration errors affect the future state of the structure. The aeroelastic system acts as a feedback control system, where the numerical errors are continually fed back, and may be further amplified by the dynamics of the system. A theoretical analysis of the time synchronization problem has been presented in reference [9] , based on a typical section model. The governing equations for bending-torsion flutter are
where
The time lag between the fluid and structural domains is modelled by assuming that the unsteady aerodynamic lift and moment coefficients on the righthand side of equations (5) are out of step with the structural part (left-hand side) of the equations, by an amount Dt. Equations (5) are differential-difference equations or retarded functional differential equations [25] . Such equations are frequently encountered in biology (population dynamics and epidemiology) and also in feedback control systems with time delays.
The aeroelastic stability behaviour predicted by the lagged version of equations (5) for small but finite time lags Dt can-and often does-differ substantially from the corresponding dynamics for zero time lag. The mathematical reason for this can be understood by considering the changes in the characteristic equation when time lags are introduced. If h ¼ h 0 expð ptÞ and a ¼ a 0 expð ptÞ, the characteristic equation becomes an algebraic equation of the fourth degree in p, with coefficients depending on the time lag Dt through terms of the form e À pDt [9] . For zero time lag the characteristic equation has four roots, which occur as two complex conjugate pairs, corresponding to the bending and torsion branches, and the physical (real) eigenspace is two-dimensional. When a time delay is present, the characteristic equation changes from an algebraic equation to an equation of the form Pðz, wÞ ¼ Pðz, e z Þ ¼ 0, with z ¼ À pDt and w ¼ e z , after rescaling time to t Ã ¼ t=Dt. The characteristic equation now has an infinite set of complex roots:
Thus, the eigenspace changes from two-dimensional to infinite-dimensional when time lags are introduced. If the polynomial Pðz, wÞ has no principal term, then the equation Pðz, e z Þ ¼ 0 has an infinity of zeros with arbitrarily large real parts. The two systems are not dynamically equivalent, since the corresponding phase spaces are different for all cases where Dt 6 ¼ 0.
Exact synchronization ðDt ¼ 0Þ is impossible if a classical coupling scheme is used, but is possible in the direct Eulerian-Lagrangian scheme. Quantitative estimates of the effect of a given time lag on the flutter speed for a given typical section model can be obtained by using a program for finding complex zeros of analytic functions, such as the international mathematical and statistical library (IMSL) routine ZANLY. Calculations indicate that the error in the estimated flutter speed is model-dependent and increases with increasing mass ratio. Figure 4 shows the effect of time lag on the damping of the aeroelastic modes of two typical section models, with quasi-steady aerodynamics based on a retarded structural state (Fig. 4a ) and piston theory (Fig. 4b) respectively. The corresponding errors in the predicted flutter speeds are summarized in Table 1 . Also shown are additional results for the quasi-steady model in Fig. 4a at a high mass ratio, m ¼ 1000, to illustrate that sensitivity to the time lag increases with increasing mass ratios and for the Bisplinghoff-Ashley (BA) model studied in reference [26] . For Dt ¼ T a =1000, where T a ¼ 2p=o a is the period of the uncoupled torsion mode, errors in the range 1-5 per cent are typical at low mass ratios. At a high mass ratio, m ¼ 1000, errors as high as 20 per cent appear. The errors increase rapidly with increasing time lag, reaching 100 per cent at Dt ¼ T a =50, even at low mass ratios.
Convergence and the concept of dynamical equivalence
In time-marching aeroelastic simulations it is usually assumed (without proof) that the calculated aeroelastic response should qualitatively and quantitatively converge to the 'true' or 'exact' response, as the mesh is refined and the time step is reduced. However, since the exact governing equations cannot be solved analytically, a direct comparison of the errors is impossible. Experience shows that convergence of the aeroelastic solution as the mesh is refined and the time step is reduced is not a sufficient condition for the correctness of the solution. If the fluid-structure coupling is implemented in an inconsistent manner, it can cause the aeroelastic code to converge to an incorrect solution.
Worse still, different computational models may agree within the expected numerical error over a certain Mach number range, only to disagree completely over a different range of Mach numbers. One possible explanation for this phenomenon is that the aeroelastic boundary-initial-value problem is not well-posed, in the sense of Hadamard [27] , but a more 
plausible explanation is that the discrepancies are due to a loss of dynamical equivalence (or topological orbital equivalence [28] ) between the computational schemes in question. Two computational schemes are considered to be dynamically equivalent if they predict the same aeroelastic response, including the same static and dynamic stability behaviour, to within the expected numerical accuracy of the schemes. This requires that the numerical phase spaces associated with the two models contain qualitatively the same orbits; i.e. the same limit cycles and fixed points. Furthermore, convergence to the same quantitative orbits must occur as the mesh is refined and the time step is reduced. From a practical standpoint, the basic question is this: How small must Dt be in order to assure that the dominant aeroelastic solutions are qualitatively correct and converge to the quantitatively correct solutions as the mesh is refined and the time step approaches zero? Because Dt is linked to the time step in the aeroelastic solution scheme, the answer to this question is equivalent to specifying the rate at which the time step must approach zero as the characteristic mesh spacing h approaches zero, Dt*f ðhÞ. This is a dynamic consistency condition for the aeroelastic coupling scheme, necessary to preserve the topological structure of the phase space and assure convergence to the dynamically correct solution.
The standard CFD code requirements of consistency and numerical stability are necessary but not sufficient conditions to guarantee dynamical equivalence between different aeroelastic codes. These requirements are well known in numerical solutions of problems in steady and unsteady aerodynamics. If the boundary and initial conditions are known explicitly and only kinematic motion of the boundaries is involved, then stability and consistency are necessary and sufficient conditions to assure convergence of the numerical solution in the linear case, as assured by the Lax equivalence theorem [29] . However, in the non-linear case, sufficient conditions to ensure dynamical equivalence and convergence to the correct aeroelastic solution have not yet been established.
The practical consequences of this observation add a burden to the already difficult task of aeroelastic code development and validation, as the next example demonstrates. The test case is a typical section model of the NACA 0012 benchmark model tested at Langley [14] , with section parameters a ¼ x a ¼ 0, m ¼ 75, r 2 a ¼ 0:25 and o h =o a ¼ 0:6564. The first computational scheme is the 'classical' modal scheme of references [3] and [4] , with the fluid-structure boundary condition implemented along classical lines. The structural equations are integrated sequentially within each time step, using a very accurate structural integrator based on the Duhamel convolution integral solution for the forced vibration problem, after the fluid equations have been advanced to the next stage within the multistage RungeKutta scheme. The second computational scheme is based on the direct Eulerian-Lagrangian method introduced in reference [10] . The fluid-structure system is modelled as a single problem and the space-discretized equations for the fluid and the structure are integrated simultaneously, as a single system of conservation laws. In both codes, identical aerodynamic modules are used, consisting of a finite volume discretization of the unsteady Euler equations, with Jameson-type adaptive dissipation. The kinematic boundary condition of tangent flow is satisfied at the instantaneous locus of the airfoil boundary and non-reflecting boundary conditions are applied in the far field. In both schemes, the space-discretized system of non-linear equations for the fluid domain are time-marched using a five-stage Runge-Kutta scheme.
At Mach 0.85, the agreement between the two codes is excellent (see Fig. 5 ) and both predict a linear flutter boundary close to U=ðbo a Þ ¼ 3:2. The effect of changing the mesh from 144624 to 192632 is relatively small (Fig. 5b) , indicating that convergence has occurred. However, in the upper transonic region past the dip, the two codes completely disagree, both qualitatively and quantitatively (see Fig. 6 ). This breakdown is triggered by a mere 0.05 increase in Mach number, from 0.85 to 0.90. Lowering the Courant-Friedrichs-Lewy (CFL) number had no significant effect on the short-term aeroelastic response, even though the number of time steps per aeroelastic period increased from about 1860 to more than 5600. This example illustrates the inherent difficulties in code debugging and validation that can be caused by a loss of dynamical equivalence. The disagreement persists throughout the upper transonic Mach number range, 0:90 4 M&1, past the transonic dip. The direct Eulerian-Lagrangian code predicts strong flutter in a predominantly bending mode, while the classical code predicts no flutter whatsoever, for all reduced velocities up to the divergence boundary. Furthermore, the divergence speed predicted by the classical scheme is considerably below the correct value, by more than 30 per cent. In the post-dip Mach number region, the two computational models are obviously not dynamically equivalent.
The wave speed challenge
It has sometimes been stated that direct simulations using a unified numerical scheme throughout the fluidstructure domains is inefficient, or even impossible [6] , on account of the large disparity in the wave speeds between the fluid and the solid. This is not the case. The wave speed disparity is physical and cannot be solved by simply switching to classical modal methods. Modal computational schemes are not exempt from this problem either, and in fact can produce spatial modes or non-physical waves that travel at infinite speeds throughout the structural domain.
Fortunately
and the Courant condition would impose a timestepping limit given by cDt ¼ l, where l is the length of the smallest finite element. For aluminium alloys, this wave speed is about 5130 m/s, or about 15 times the speed of sound in air at sea level, standard day conditions. However, the mesh spacing near the leading edge and trailing edge is typically smaller than the smallest structural finite element by roughly this factor, for a properly 'matched' fluid-structure mesh. The flexural wave speed is considerably lower for element dimensions of practical interest in aeroleastic calculations. In the author's experience, the wave speed difference does not generally pose a limitation in typical wing flutter calculations, because the Courant-Friedrichs-Lewy condition [29] should give roughly the same time step limitation for the structure as for the fluid, on a well-matched fluidstructure mesh.
Implicit multigrid schemes
The execution speed of an aeroelastic code can often be increased by one to two orders of magnitude by using an implicit multigrid scheme based on integrations on two different timescales, with the physical time step set by accuracy requirements rather than by numerical stability conditions. This type of implicit multigrid scheme has by now become widely used in CFD codes [30] , including unsteady aerodynamic calculations, and in aeroelastic applications, both in research as well as in industrial aeroelastic codes. Because its dynamical validity has not been rigorously established, the use of such implicit schemes in aeroelastic stability calculations must be viewed with caution. It is not known, for example, to what extent the multigrid iterations using pseudo-time affect the dynamical equivalence property of the code. If dynamic equivalence is destroyed, problems of the type shown in Fig. 6 are likely to occur.
THE DIRECT EULERIAN-LAGRANGIAN METHOD
To illustrate the basic concepts involved in the method, as outlined in the flowchart in Fig. 1 , an application to a three-dimensional wing is considered next. This example will also serve as a basis for comparing the direct Eulerian-Lagrangian solution procedure to those of classical schemes.
Structural model
The aeroelastic model is based on a wing model construction that has been employed extensively in wind tunnel tests [31] . The structural part of the wing consists of a thin aluminium alloy plate of the same planform as the wing, which is then covered by balsa wood or lightweight plastic foam to form the desired airfoil shape. Triangular plate elements based on the Mindlin-Reissner theory are used to model the aluminium plate representing the wing structure. The basic element is an extension of the nine-degree-of-freedom discrete shear triangular (DST) element of Batoz and Lardeur [32] (Fig. 7) . Static and dynamic test calculations indicate that the element is free from shear locking and is relatively insensitive to mesh distortion and element aspect ratio. The global mesh is shown in Fig. 1 and consists of 96 triangles, resulting in a total of 168 structural degrees of freedom. In the Mindlin-Reissner plate theory, the KirchhoffLove assumptions are modified to reflect the effects of shear deformation; i.e. normals to the middle surface before deformation remain straight but not necessarily normal to the middle surface after deformation. The displacement field of the plate can be expressed as u ¼ zb x ðx, y, tÞ, v ¼ zb y ðx, y, tÞ, w ¼ wðx, y, tÞ ð9Þ
where the undeformed middle surface is defined by the xy plane, w is the transverse displacement and b x and b y denote the rotations of normals in the xz and yz planes respectively. The strain energy of an element can be considered as the sum of the strain energies contributed by the flexural strains and the transverse shear strains:
where A e is the element area and
Here, k is the shear correction factor (¼ 5/6 for isotropic plates) and the strains are given by e xx e yy g xy 2 6 4
In order to obtain an element free of shear locking, the equilibrium equations are used to solve for the transverse shear strains fgg, with the help of the constitutive equations. The stiffness matrix is then formulated using quadratic interpolation functions for the rotation fields:
where b x i and b y i are the nodal values at the corner nodes 1,2,3 and the mid-side nodes 4,5,6. After eliminating w , x and w , y at the corner nodes and b n and b s at the mid-side nodes, the number of unknowns is reduced to nine, the final number of degrees of freedom of the element:
Because the DST formulation does not introduce a set of interpolation functions for the transverse displace- Fig. 7 Triangular Mindlin-Reissner plate element ment, the cubic interpolation functions F i derived in reference [33] are used as a basis for deriving the consistent mass matrix and the generalized aerodynamic loads:
where p u and p l are the pressures on the upper and lower surfaces of the wing. The integrals in equations (18) and (19) are evaluated using Gaussian integration in natural (triangular) coordinates. Because the Gaussian integration points are fixed with respect to the fluid elements at the wing surface, this procedure leads to an efficient and accurate numerical evaluation of consistent generalized aerodynamic forces.
Aerodynamic model
In a modern computational approach, the CFD model is often based on a weak or integral form of the conservation laws:
where O is an element volume with boundary qO moving with velocity U, n ¼ n i e i is the outward unit normal to qO, e i are the unit vectors in the x i directions and
Here, r is the density, u is the material velocity and e is the total energy per unit mass. Furthermore, u j and U j are the Cartesian components of u and U respectively, s ij is the Cartesian stress tensor and F ¼ F j e j . In the inviscid (Euler) flow model, s ij ¼ À pd ij and the equation of state can be used to eliminate the pressure:
The vector W of the unknown, S, is approximated as
where W j are the nodal values of W and j j are shape (interpolation) functions. In this paper, tetrahedral elements are used with linear interpolation functions. The finite element discretization is carried out by substituting equation (23) into the Galerkin form of equation (20) and applying the divergence theorem:
The integrals are evaluated numerically, using Gaussian integration. The space-discretized nodal equations for the fluid domain then become
where i ¼ 1, 2, . . . , N (all nodes) and the summation on j extends over all nodes in the 'superelement' or control volume associated with node i, i.e. the union of all elements that meet at node i. Here, m ij is the consistent mass matrix, Q i is the flux vector from equation (24) and the dissipative fluxes D i are of the Jameson-Mavriplis type [34, 35] , as modified in references [36] and [37] . The total dissipative flux vector at node i is modelled as
where M is the total number of nodes adjacent to node i. The individual dissipation terms are expressed as a combination of second and fourth differences of the conserved flow quantities:
where H 2 is an undivided Laplacian operator and the scalar factors R ik depend on the mesh size and the flow state. The adaptive dissipation coefficients are determined by
where k 2 and k 4 are dissipation constants and n i is a pressure switch function of the form
In the vicinity of shocks, the large pressure gradient produces a significant e 2 and a negligible k 4 . By turning off k 4 , the instability sometimes induced by the fourthorder terms in the vicinity of shocks is avoided. In the smooth regions, the second-order terms are turned off. The values of the dissipative constants k 2 and k 4 are problem-dependent and must be determined from numerical experiments. Typical values used in the present paper are k 2 ¼ 0:18 and k 4 ¼ 0:022. An unstructured mesh of tetrahedral elements generated by the advancing front method is used in the fluid domain, as illustrated in Fig. 1 . The mesh for the ONERA M6 wing discussed in section 4 consists of 29 600 nodes, 294 041 triangles and 142 594 tetrahedra, with 7468 nodes and 14 670 triangles on the wing surface. The mesh is deformed smoothly from zero at the outer far-field boundary to the values dictated by the wing motion at the fluid-structure boundary.
Time-marching solution
The finite element aeroelastic equations for the wing can be written in the following nodal form:
where the sum (assembly) must be carried out over all elements that meet at node i. Here, Q E i are the elastic forces, Q Fig. 7 ) and are obtained through a local assembly at the ith node:
Structural damping is incorporated into the aeroelastic equations using a time domain generalization of the concept of hysteresis damping, proportional to the internal elastic stresses (forces) and in phase with velocity. The structural damping force for the jth degree of freedom is assumed of the form
where Q E j is the elastic force associated with the jth finite element coordinate q j . For the single-degree-of-freedom (SDOF) case, the damping coefficient g is related to the damping ratio z by g%2z, for small g.
A four-stage Runge-Kutta scheme is used to integrate the space-discretized system of non-linear equations forward in time. Time accuracy is maintained by ensuring that the fluid and structural finite element equations are time-marched simultaneously, within the same multistage Runge-Kutta execution loop. The numerical calculations start with the converged steady aeroelastic solution for the wing. A suitable initial velocity is then imparted to the model in bending or in torsion (or both), and the time-marching solution is initiated.
Fluid-structure boundary condition
In the direct Eulerian-Lagrangian scheme, both kinematic (tangent flow) and kinetic (force equilibrium) boundary conditions are imposed at the fluid-structure boundary. The kinematic boundary condition of tangent flow can be stated as
where Bðx, y, z, tÞ ¼ 0 defines the instantaneous locus of the wing surface. In order to guarantee that the fluid-structure coupling is consistent and does not lead to spurious momentum and energy production at the wing-fluid boundary, it is necessary that the state (position and velocity) of the surface used in the numerical implementation of equation (34) is the actual state of the physical wing surface, as defined by the finite element solution. In the direct EulerianLagrangian computational scheme, this is accomplished by working directly with the generalized coordinates and associated shape functions for the structural finite elements.
In the case of structural wind tunnel models of the type illustrated in Fig. 1 , where the structural part of the wing consists of a thin aluminium alloy plate of the same planform as the wing, which is then covered by balsa wood or lightweight plastic foam to form the desired airfoil shape, the surface displacements and velocities are calculated as follows. Firstly, the position of each surface mesh point is projected on to the undeformed wing (plate) middle surface (xy plane) and the corresponding structural element to which a given surface mesh point belongs is determined (see Fig. 3 ). At the same time, the location of the projected point is determined in terms of the local element coordinates for the corresponding structural element. These calculations need only be done once, during the pre-processing stage. During the time integration, the position and velocity of each surface mesh point can then be calculated from the instantaneous nodal values of w, b x , b y and _ w w, _ b x b x , _ b y b y of the corresponding structural element, using the same kinematic assumptions as in the formulation of the Mindlin-Reissner element [equation (9)].
NUMERICAL EXAMPLES
Typical section validation calculations
Experience has shown that low Mach number flutter cases often provide the most challenging accuracy tests to CFD-based aeroelastic codes. Because errors or inconsistencies in the codes and/or the coupling schemes tend to be magnified at low Mach numbers, no aeroelastic code should be considered validated unless it can satisfactorily reproduce the incompressible flutter boundary based on the exact Theodorsen theory [38] for a typical section model. As the incompressible limit is approached, however, the Euler equations become singular; hence the comparisons cannot be carried out at M ¼ 0 but must be done at a small non-zero Mach number, here taken to be M ¼ 0:1 or 0.2. By using a relatively thin and smooth airfoil in the comparison, the effects of thickness should be small and convergence to essentially the exact Theodorsen-Garrick results [39] should be expected, within the numerical error of the code. The small effect of compressibility at low Mach numbers can be estimated using the Theodorsen 
-Lagrangian computational scheme. Note the sharpness of the flutter boundary: at U U ¼ 2:20 ( Fig. 8a ) the model is clearly stable, whereas at U U ¼ 2:22 ( Fig. 8b) it is definitely unstable. At U U ¼ 2:2135, limit cycle bending-torsion flutter is observed with an amplitude of approximately 0.78 in torsion (Fig. 8c) . The incompressible flutter boundary according to the Theodorsen-Garrick calculations in reference [39] appears to be somewhere between U U ¼ 2:21 and U U ¼ 2:22, to the accuracy that a magnified version of the appropriate figure in reference [39] could be read. For comparison purposes, a more precise computer calculation of the incompressible boundary using double-precision arithmetic was carried out, resulting in an incompressible flutter speed of U U F ¼ 2:223 76 for this model. Figure 9 compares the effect of mesh size on the calculated aeroelastic response. Also plotted in Fig. 9c is the total energy E tot ¼ T þ U of the structure for the two cases corresponding to Figs 8a and b and the difference E tot À W (straight dashed line) between the total energy and the work done by the aerodynamic forces on the wing model. In the present example, this quantity should be a constant equal to the initial energy imparted on the wing model by the initial conditions at t ¼ 0. This is clearly the case, verifying that no spurious momentum or energy production has occurred at the fluid-structure boundary. Additional calculations were made for this model at Mach 0.10, and also using an airfoil of half the thickness (NACA 0003), to obtain estimates of the magnitudes of the Mach number and thickness effects on the flutter boundary, near the incompressible limit (see Table 2 ). As can be seen, thickness effects are slightly destabilizing. The effect of increasing the Mach number is also destabilizing, but less so than would be predicted by the Theodorsen-Garrick rule, especially in the case of the thinner NACA 0003 section. The differences D U U F between the calculated non-linear flutter boundaries using Euler-based aeodynamics and the linear Theodorsen results (Table 2 , last column) indicate that, whereas thickness and Mach number effects are slightly destabilizing, non-linear dynamics/amplitude effects are slightly stabilizing for this case.
Aeroelastic calculations for three-dimensional wings
Transonic aeroelastic and aeroservoelastic calculations for a class of wings (Table 3) of the ONERA M6 geometry [40] are presented in Figs 10 to 14. These wings have a leading-edge sweep of 308, a taper ratio of 0.562 and an aspect ratio of 3.8, with 10 per cent thick ONERA D airfoil sections. The structural mesh divides the wing into 96 discrete shear triangles (see Fig. 1 ). In some of the calculations, a coarser structural mesh consisting of 32 elements is used. Contour plots of the first four natural modes of wing B are shown in Fig. 10 . In the aeroelastic calculations, the full finite element model is used (60 or 168 DOF, depending on the model), and the following material properties are assumed: density r p ¼ 2700 kg=m 3 , Young's modulus E ¼ 7:102610 10 Pa and Poisson's ratio n ¼ 0:32. A comparison between the predicted pressure coefficient distribution and the experimental (wind tunnel) results published in reference [40] is shown in Fig. 11 , for the case of a rigid ONERA M6 wing operating at Mach 0.84 and an angle of attack of 3.068. Close to the tip ðZ ¼ y=y tip ¼ 0:90Þ, the shock is located close to the quarter chord, whereas on the inboard region, the main shock is located slightly behind midchord, on the upper surface of the wing. A leading edge shock at around 10 per cent of chord is also present on the inboard region of the wing.
Representative results from non-linear transonic flutter calculations for the various ONERA M6 wings are shown in Figs 12 to 14. At Mach 0.84, the calculations indicate that a plate thickness of 2.50 per cent of root chord is required to obtain neutrally stable oscillations (see Fig. 12 ). Reducing the thickness to 1.8 per cent of chord ðh ¼ 0:018Þ triggered strong, largeamplitude flutter (Fig. 13a) . Standard sea level atmospheric conditions are assumed in all calculations. In this and the remaining figures illustrating the aeroelastic response, the tip bending displacements at the leading and trailing edges, w LE and w TE , are plotted versus nondimensional time t. Displacements are non-dimensionalized with respect to the root chord c r of the wing and time with respect to the period of the first torsion mode in vacuum; i.e. t ¼ o 1T t=ð2pÞ.
The flutter mode is a coupled mode where bending dominates, which emerges very quickly, with a distinct frequency close to the bending frequency. Here, the frequency of the flutter mode is 10.21 Hz, while the frequencies of the first bending and the first torsion modes are 7.42 and 33.8 Hz respectively. In this calculation, the initial conditions are relatively large, to simulate a large gust disturbance, and consist of an initial velocity distribution corresponding to the first natural mode (first bending). To test the effect of initial conditions, a calculation was carried out with initial conditions corresponding to the second natural mode (first torsion) (see Fig. 13b ). After a very short transient period lasting only one flutter oscillation, the same strong predominantly bending flutter mode evolves. The shock motion is of the intermittent Tijdeman type B [18] . Transonic flutter calculations for two-dimensional typical section models have indicated that the flutter boundary is often quite sensitive to the mean (steady) angle of attack [2, 4] . In the present three-dimensional Euler calculations, it was found that the effect of the angle of attack is relatively small in the 0-38 range, but becomes definitely destabilizing when the angle of attack is increased to 68. In the latter case, the plate thickness h must be increased to 0.029 (þ16 per cent) in order to make the wing neutrally stable again (Fig. 14a) . The total energy E tot ¼ T þ U of the wing (Fig. 14b) , also reveals a remarkable sensitivity to angle of attack, with the energy oscillation amplitudes increasing rapidly as a ? is increased. Also shown (dashed lines) is the difference E tot À W between the total wing energy and the work done by the aerodynamic forces, which in the present model should be a constant equal to the initial energy at t ¼ 0. This is clearly the case, thus verifying that no spurious energy production at the fluidstructure boundary is corrupting the results. In cases where the mean steady (trim) angle of attack of the wing is non-zero, there is a strain energy contribution to the initial energy of the wing at t ¼ 0. For the zero trim angle cases, the initial energy consists of kinetic energy only; i.e. E 0 ¼ T 0 . Thus, although identical (velocity) initial conditions are used in all cases shown in Fig. 14 , the initial energy of the wing is still a function of a ? .
Aeroservoelastic calculations
Results from recent studies suggest that strain actuation, or the direct application of elastic control forces to the wing, is an effective alternative to conventional flap/ aileron control surfaces for the purpose of flutter control [41] [42] [43] [44] . Figure 15 illustrates the concepts behind a relaxed-stiffness wing with dynamic twist control, implemented on a swept wing representative of large transport aircraft. The twist control is applied to the wing at one or more wing sections as a torque, at stiff bulkhead ribs, via segmented torque tubes. The purpose of the torque tubes is to transmit the control torque to the flexible outboard section of the wing, while at the same time allowing the control torque to be reacted in the stiff inboard section of the wing.
The control torque or moment is scheduled so as to oppose the elastic twist of the wing:
where Dy ¼ y À y 0 is the elastic twist of the wing from the mean steady twist y 0 at a representative outboard station, say 80 per cent of span. The control moment M c is normalized with respect to the moment required to twist the wing section by 18 at the respective span location. In the twist control system, K c represents the gain associated with the wing twist feedback loop, and could be considered as a function of y.
The control moment in equation (35) can, of course, be generalized to include rate ð _ y yÞ feedback, thus adding damping to the torsional motion of the wing. However, since the addition of damping is often ineffective in suppressing flutter (and is sometimes destabilizing), it is not felt that rate feedback would improve much on the performance of the dynamic twist scheme. It should be emphasized that the objective here is not for the control system to extract energy from the wing by providing damping via the applied twist control moments; rather, the objective is to alter the aeroelastic mode, by suppressing its torsion component and allowing the strongly damped plunge motion to extract energy from the wing structure. The stabilization scheme explores the damping in plunge, an effect that is often ignored in aeroservoelastic studies that are based on simplified aerodynamics. In the case of swept wings, it is the pitching motion of chordwise sections in the streamwise direction that must be controlled.
Results of aeroservoelastic calculations for the ONERA M6 model are shown in Fig. 16 . The control torque is applied at the 80 per cent span location, oriented along the 30 per cent chord line (a representative location of the front spar in an actual wing structure) and scheduled to oppose the twist according to equation (35) . Recall that at Mach 0.84 and zero angle of attack, a plate thickness of 2.50 per cent of root chord ðh ¼ 0:025Þ is required to obtain neutrally stable oscillations (see Fig. 12 ). This wing is referred to as wing A in Table 2 . When the plate thickness is reduced to h ¼ 0.018, the model (wing B) exhibits strong flutter (see Fig. 13 ). Figure 16 shows the effect of applying dynamic twist control to wing B. The change in the effective damping due to the application of twist control is readily apparent from the corresponding energy plot (Fig. 16b) . By applying relatively modest structural twisting moments (Fig. 16c) , the damping ratio of the critical aeroelastic mode has been changed from the large negative open-loop value to positive values that represent good damping. Note that the effect of the twist control is to decrease the torsional component in the aeroelastic mode and at the same time to decrease the aeroelastic mode frequency and move it towards the first bending frequency.
The observed frequency decrease is surprising, since stiffness is in effect being added to the wing as the twist control moments are applied. The frequency decrease is an important reminder that this is a non-conservative aeroelastic system. It should be noted that wing B is strongly unstable without twist control and its structural thickness would have to be increased significantly, to h ¼ 0.025, in order to make it neutrally stable at M ¼ 0.84. This represents a structural weight increase of 38.9 per cent and a stiffness increase of 268 per cent.
In current wing designs, the torsional stiffness is relatively high, in order to meet flutter, divergence and control effectiveness constraints. If the outboard wing section can be designed with a relaxed stiffness in torsion, lower control torques would be required. Wing S in Table 3 is an example of such a wing. It has the same structural thickness as wing B over the inboard half of the wing span. Over the outboard half, 0:5 < Z 4 1, the plate modulus ðDÞ was reduced to 25 per cent of its inboard value, by reducing the thickness of the outboard plate elements to ffiffiffiffiffiffiffiffiffi 0:25 3 p h r ¼ 0:63h r . Figure 17 demonstrates that the relaxed-stiffness wing S can still be stabilized using dynamic twist control, with K c ¼ 3. The total energy E tot ¼ T þ U of the wing and the work W done by the aerodynamic forces on the wing, are shown in Fig. 17b . Note that the energy is decreasing and the difference E tot À W is constant and equal to the initial energy, verifying that the control moments do no net work on the wing. A comparison of the control moments for wings B and S is shown in Fig.  18c . This figure verifies that a significant reduction in the control moment has been achieved. Figure 18 shows the execution speed-up factor achieved in the flutter calculations on the IBM SP2 parallel computer system. The calculations use SIMD (single instruction, multiple data) strategy and the MPI (message passing interface) library as the communication interface. Each processor is assigned roughly the same number of fluid and solid nodes, n ¼ N=p, where N is the total number of nodes in the computational domain and p is the number of processors used. From  Fig. 18 , it is clear that the execution speed-up per added processor decreases as the number of processors increases. For example, the speed-up factor is 1.86 with two processors, but only 4.1 with 16 processors. The reason for this fall-off in relative performance is related to the high data communication requirements for time-accurate dynamic aeroelastic calculations. For steady calculations, the performance is somewhat better (4.6 for eight processors) because the mesh is stationary and it is not necessary to communicate between the processors except at the end of the fourth stage of the Runge-Kutta scheme. 
Parallel code performance
Transonic panel flutter calculations
The direct Eulerian-Lagrangian formulation has been used to obtain finite element aeroelastic models for thin flexible panels (Fig. 19) , which are then time-marched to determine panel stability. In the strongly non-linear transonic range, 0:95 4 M 4 1:2, the prevailing panel flutter mode is a travelling wave, in the generalized sense, and the panel motions at different chord locations are significantly out of phase, as shown in Fig. 19b . The strength of the instability is indicated by the fact that the limit cycle amplitude has been reached within one period of oscillation. Deflected shapes and the corresponding surface Mach numbers during a complete cycle of oscillation are presented in Figs 19c and d, and clearly show the travelling wave character of the flutter mode and the formation and movement of strong shocks on the panel surface. The flutter wave travels in the direction of flow, and the instantaneous shape of the wave continuously evolves during each oscillation period, in a non-harmonic manner. Further details of these calculations can be found in references [45] and [46] . Because the direct method of calculation is not based on normal or assumed modes, it places no a priori assumptions or constraints on the flutter mode. The travelling wave flutter mode evolves as part of the solution, in a natural way similar to what would happen in a wind tunnel test, in contrast to calculations using a set of normal or assumed (standing wave) modes.
THE FUTURE: LARGE-SCALE AEROELASTIC SIMULATIONS
A CFD-based aeroelastic simulation requires a large number of degrees of freedom in the computational domain occupied by the fluid, in order to obtain timeaccurate results of sufficient accuracy to determine the aeroelastic stability of the fluid-structure system. Even for chordwise rigid typical section models with only two structural DOF (bending and torsion), several thousand aerodynamic DOF are required (typically 10 000-30 000) for a representative Euler-based simulation. For a three-dimensional calculation, the required number of aerodynamic DOF is in the range of 250 000 to more than 1 million. One is justified in asking whether it makes sense to carry out aeroelastic calculations with only a handful of structural modes, say 6 or 12 or even 24, as is often done in aeroelastic calculations based on a modal method. This extreme asymmetry between the degrees of freedom assigned to the fluid and the structural domains cannot be justified from a scientific standpoint, because it suggests (incorrectly) that the fluid is much more important than the structure, or that its behaviour is much more complex and hence deserves 99.99 per cent of the degrees of freedom and computational effort. In order to obtain a realistic assessment of the internal stresses in a complex built-up structure such as a modern aircraft wing, a finite element model with several thousand degrees of freedom is required. Why not make use of this model in aeroelastic simulations? It seems that there is a commonly held belief in computational aeroelasticity that only a dozen or so structural modes are required to obtain convergence. This assumption may be justified in subsonic flutter calculations at low Mach numbers, for straight and clean wings, but its validity for transonic flutter calculations must be questioned. In transonic flow the shape of the wing becomes important, which means that the forcedeflection relations must be more accurate than is necessary in subsonic or incompressible flow. The problem is not that the higher-order modes will become unstable by themselves, but that they are needed in order to resolve the aeroelastic deformations or response of the structure, to the required accuracy.
