The frequency functions of certain spectral estimates are studied analytically and numerically. An approximation is obtained for the case of a Poisson weight function and compared to the true distribution. The eigenvalues of products of Toeplitz matrices play a crucial role in the sampling theory of quadratic forms; an approximation to their distribution is discussed and its accuracy studied numerically. This leads to approximate probability densities which are thought to be valid for moderate or even small sample sizes.
Summary.
The frequency functions of certain spectral estimates are studied analytically and numerically. An approximation is obtained for the case of a Poisson weight function and compared to the true distribution. The eigenvalues of products of Toeplitz matrices play a crucial role in the sampling theory of quadratic forms; an approximation to their distribution is discussed and its accuracy studied numerically. This leads to approximate probability densities which are thought to be valid for moderate or even small sample sizes.
Introduction.
Let xt be stationary Gaussian noise with the power spectral density /(X). The parameter t takes on integral values only, t = • • • -1, 0, 1, • • • . Given a finite sample xx , x2 , • ■ ■ , x" we want to estimate /(X), using a quadratic form Q of the type 1 n Q ~ -X w,-»x,xli ,
n Vifl=i where Wk = dX.
Here the weight function w;(X) defines the spectral window and satisfies 1) w(X) > 0
2) h /* w(x) dx = l-
If the sample size n is large, it is known that Q has an asymptotically Gaussian distribution with parameters that can be expressed simply in terms of /(X) and w(\); see Grenander and Rosenblatt (1957) , p. 134 [1] . On this basis a choice between various a priori possible estimates can be rationally made, in accordance with the well-known relation between the band-width and variance of a spectral estimate. A considerable number of particular weight functions has been suggested in the statistical literature. The usual procedure is to choose an even, periodic weight function tf(X), subject to the above conditions (3), and to form
where X0 is the frequency at which we want to determine /(X0). If the Fourier coefficients of v(\) are denoted by vk then clearly wk = vk cos k\a .
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We will be concerned with two particular cases. The first is the rectangular weight function It, I X I < h 1 (5) 0 , I X I > h.
It is of course desirable to keep the bandwidth parameter h small, but it must not be chosen so small that the variance becomes excessively large.
The other is the Poisson weight function
where values of p close to one correspond to narrow spectral windows. The Fourier coefficients vk are in the first case sin kh/kh and in the second pul. Both these windows are convenient to deal with and there are reasons to believe they have good sampling properties.
The distribution theory for spectral estimates is fairly complicated. It is true that one can write down immediately the characteristic function <p(z) of Q as 
The expression (7) is of little immediate practical use since (a) the eigenvalues are in general very difficult to obtain numerically and (b) it is very hard to get the frequency function g(x) of Q by numerical Fourier inversion. Therefore, one is almost forced to resort to approximations, of which the most widely discussed is the Gaussian one mentioned above.
Recently attention has been focused on the need for sharper approximations, valid for moderate sample sizes. One such approximation can be obtained by applying known results from the theory of Toeplitz forms. Indeed, one knows that the X" behave distribution wise approximately as the values of the function w(X) /(X), viz.
lim -{number of X,, < ju} = ^-meas {X [ /(X)w(X) < fi};
n Zir see Grenander and Szego (1958) , Chap. 8 [2] . This implies that we have approximately d\.
log "» ~-i± log(l -S -i £ 4 -' n Before entering into a discussion of how (11) can be used to determine the approximate frequency function of Q, one important observation will be made. It is clear that a spectral estimate will be useful only if it resolves the spectrum well enough so that w(\) is peaked around the frequency of interest X0 • If the spectral window is narrow, measured in terms of a typical frequency of the stochastic process, then the values of the distributions of the two functions /(X) w(x) and /(X0) w(X) are almost identical, so that little is changed in (11) if we substitute the second function for the first one.
Hence the stochastic variable Q//(X0) will have approximately the characteristic function
This distribution apparently does not depend upon the (unknown) spectral density /(X), so that we can use it to construct approximate confidence limits /* (X0) and /Ii(X0).
Indeed, /*(X0) = Q/x,-with
where p is the confidence coefficient and ga(x) is the frequency function corresponding to <pa(z).
A parallel investigation, Grenander, Pollak and Slepian (1959) [3] , discussed the approximation (11) for /(X) = 1. The approximation mentioned in the last paragraph does not seem to have been studied numerically in the literature. This will be done for a few cases in the following section.
2. Numerical studies. Let us introduce the eigenvalues X£ (k = 1, 2, • ■ • , n) of the matrix /(X0)IF; as mentioned above, these eigenvalues can be expected to have about the same distribution as \k . In studying this approximation numerically we are constrained by the limitations of our computing facilities. To avoid excessive computing effort, we have chosen n = 20. This number may not correspond to situations met frequently in practice, but it is hoped that the information gained will be of some general interest.
The spectral density was chosen as /(X) = 102 + 22 cos 2X + 20 cos 4X,
a graph of which is shown in Fig. 1(1) . The value of /(X) at X0 = 0 is /(0) = 144: the Poisson weight function (6) was used with p = .7, .9 and .95. The eigenvalues Xt and \'h are given in Table 1 . The statistical distribution of the noise-power estimates will depend mainly upon the largest eigenvalues and the table shows that the error in these is of the order of a few per cent. We have also computed the exact frequency function g(x) and compared it with the frequency function corresponding to the eigenvalues X£ ; see Figs. 2-4.
The frequency functions have been computed from the expression and the corresponding formula with the X" replaced by the . This expression was given by Slepian (1958) [4] , To eliminate singularities at the ends of the intervals of is effected and the resulting integrals are evaluated by a Newton-Coates five-point formula.
RW, p = .9
Because of the proximity of the eigenvalues, which is characteristic for matrices of this type, the classical iteration procedure broke down. Instead, the Jacobi diagonalisation method was modified to apply to (non-symmetric) matrices which are products of two symmetric matrices; see Kalker (1958) [5] . The computations were carried out on an IBM 650 computer and took of the order of a few hours for the determination of the eigenvalues and of each frequency function.
It is obvious from the graphs given below that the approximation works well for the narrow windows p = .95, .90, .70. If the weight function is flat one will not expect the approximation to be adequate and in the cases p = .5 and .3 we give only the \'k in Table  2 and the corresponding frequency functions in Figs. 5 and 6. This table may be of interest to a reader who wishes to investigate wide spectral windows. For the first three of these values we have Table 3 . 
I
While the approximation still seems adequate it is interesting to note that the relative errors of the largest eigenvalues are now somewhat larger than for the Poisson weight function. The explanation for this may be found in the local behavior of the spectral densities at the frequencies of interest.
The resulting frequency functions are represented in Figs. 7-9. We also give the values of \'k for h = 7r/8 and t/4., in Table 4 . 1 + p ~r(l -p) 2 p we get ^(2) = log 5 so that -ax/ 1 \m = -(~l} ZJfrc).
Xp
As a numerical test of the accuracy of this Toeplitz approximation we have plotted '(26) and the corresponding frequency functions of the exact distributions for p = .5 and p = .3 in Figs. 5 and 6. Because of the relatively small sample size used in the computations, the approximation (26) was thought to be adequate only for small values p (wide spectral windows); it turned out, however, to be surprisingly close, as seen in the figures, so that its validity may well extend to somewhat narrower windows than expected.
4. Discussion of the approximations. We have examined the behavior of the eigenvalues of the matrix product RW and compared it to that of f(\n)W. Because of the limited scope of this numerical study, our conclusions are necessarily of a tentative nature. It seems that the approximation is better the larger the sample size, the narrower "the spectral window and the flatter the spectral density. Obviously, the spectral window has to be taken narrow enough not to smooth out too much of the large scale structure of the spectrum. If the time constant corresponding to this spectral window is only a fraction of n we would expect this approximation to be satisfactory. The Toeplitz approximation (26) seems to be valid if the time constant p/1 -p is small compared to n.
