Abstract. This article is concerned with local solvability of the Cauchy problem for a quasilinear cubic wave equation in dimension d = 3. Here, we improve the index of regularity of the initial data compared to the one given by classical energy methods.
Introduction
This paper is devoted to the construction of local (in time) solutions of the Cauchy problem for a d-dimensional quasilinear wave equation of the type
where we set ∇u = (∂ 1 u, ∂ 2 u, ..., ∂ d u), ∂u = (∇u, ∂ t u) and
Quasilinear wave equations appear frequently in general relativity such as Einstein equations or relativistic elasticity, hydrodynamics, minimal surfaces etc. We consider the particular case where the d × d symmetric matrix G satisfies the following elliptic equation
where the (Q jk ) j,k are quadratic forms on R 1+d . This is known as the quasilinear cubic wave equation (see [3] ). We assume that the initial data (u, ∂ t u) |t=0 = (u 0 , u 1 ), (1.3) is in the standard Sobolev space H s × H s−1 .
Recall that using the energy method, one can prove the local well-posedness for the system (1.1)-(1.3) when s > To improve upon the above existence result, one can use the smoothing properties of equation (1.1). Notice that (1.1) is invariant with respect to the dimensionless scaling u(t, x) → u(λt, λx). This scaling preserves the Sobolev space of exponent s c = d 2 , which is then (heuristically) a lower bound for the range of permissible s. Hence, the above theorem seems to require an extra 1 2 derivative. The goal of this paper is to try to go as close as possible to the scaling invariant regularity. Some results in this direction were obtained, in particular, for the equations of the form 
Q is a quadratic form on R d , F ∈ D(R) and g is a given smooth function, vanishing at 0 and with values in K such that Id + K is a convex subset of positive symmetric matrices.
Recall that in the case of equation (1.4), the energy method allows us to prove the local well-posedness for initial data in H s × H s−1 with s > . Independently, D. Tataru obtained in [14] the same result. Shortly afterward, other improvements were obtained in [2] and in [15] . Later, D. Tataru provided in [16] and [17] a precise relationship between the smoothness of the metric and the corresponding loss in the Strichartz estimates. He pushed down the loss to 1 6 + . Moreover, in [12] , H. Smith-D.
Tataru showed that the 1 6 loss (in Strichartz estimates) is sharp in d = 3. In the case when the metric g itself solves an equation of the type (1.4), an important improvement (on the local well-posedness) over the 1 6 result was proved by S. Klainerman-I. Rodnianski (see [9] ). Recently, in regards to equations of the form (1.4), S. Klainerman-I. Rodnianski proved local existence for s > 2 for the Einstein vacuum equation in d = 3 (see [10] ). Moreover, in [13] , H. Smith-D. Tataru proved local existence for general equations of the form (1.4) for s > 
−1 is small enough. Then, there exist a positive time T and a unique solution u of (1.1)-(1.3) such that, for any small positive real number α we have
B σ p,q denotes the homogeneous Besov space (see Definition 2.1).
Note that the proof of Theorem 1.2 strongly depends on the space dimension; if d ≥ 5 then, by proving the Strichartz inequalities for solutions of the "linearized equation", the authors succeed in exhibiting a Banach space B containing the solution u and having the property that, if a ∈ L 2 T (B) then
In particular, this is crucial to get an energy estimate. However, if d = 4 the use of Strichartz estimates is not sufficient. To overcome this difficulty, they followed an idea of S. Klainerman and D. Tataru, [11] . They proved microlocal bilinear estimates in the variable coefficients case. Our goal is to show that, using an L q (L r ) version of the Strichartz inequalities, we can extend the Bahouri-Chemin result to the case d = 3, obtaining a better index than that given by the energy method. Before stating the result, we introduce the following notation. For all q ≥ 2, we define the loss of derivative ρ by
We also set
and for all real number r < d satisfying 2
we define
Our main result is the following. . There exists q > 6, r and σ r given by (1.7)-(1.8) such that: if the initial data (u 0 , u 1 ) ∈ H s (R 3 ) × H s−1 (R 3 ) and (∇u 0 , u 1 ) 3 2 −1 is small enough, then a non trivial time T and a unique solution u of (1.1)-(1.3) exist and they satisfy
Remark 1.4. In higher dimensions d ≥ 5, following the same proof given here, we can show the local well-posedness for initial data
and (∇u 0 , u 1 ) d 2 −1 is small enough. This turns out to be the result of [3] . Meanwhile, if d = 4 then we obtain a minimal loss of derivative ρ = 1 4 (which corresponds to the choice (q, r) = (
. This is of course not better than the Bahouri-Chemin result given by Theorem 1.2. To get a better result, they proved and used bilinear estimates in [3] . Remark 1.5. From the proof of Theorem 1.3 we can derive a lower bound of the time T ; writing s α := s 3 (6) + α = 
To prove Theorem 1.3, we follow the method used in [3] based on a construction of an inductive scheme. The crucial fact is the use of an L q (L r ) version of the microlocal Strichartz estimates for the linearized equation. (Note that by microlocal estimates we mean estimates satisfied on time intervals which depend on the size of the spatial frequency). This paper is organized as follows. In section 2, first we give a brief review of the Littlewood -Paley theory and we introduce some notation. Next, we explain the main idea of the result and point out the difficulty we observe to control ∂G L 1 T (L ∞ ) even if u is the solution of the free wave equation. Finally, we state the microlocal Strichartz inequalities we will use. Section 3 is devoted to study some of the properties of the operator ∇∆ −1 (a · b). Then using paradifferential calculus, we localize the equation at frequencies fixed in a ring and we derive good estimates of the remainder terms. In section 4 we prove Theorem 1.3. First, we establish an a priori energy estimate for the solutions of (1.1). Then using Tataru counting method, we deduce the local Strichartz estimates. These estimates and the smallness of the interval [0, T ] can be used to close the energy estimate. In section 5, we outline the proof of Theorem 2.7.
Notations and preliminary results
2.1. Some basic facts in Littlewood-Paley theory. In the following, we give a brief review of the Littlewood-Paley theory. We refer the reader to [4] for a thorough treatment. Denote by C 0 the ring defined by
and choose two non-negative radially symmetric functions χ ∈ D(B(0, 4/3)) and
Denote by
and define the operator ∆ k by, for all u ∈ S ′ (R d ), 
p then the closure in S ′ of the compactly supported and smooth functions with respect to this norm is a Banach space. Note thatḂ σ 2,2 is the homogeneous Sobolev spaceḢ σ . The above definition can be extended to the case p = q = ∞ whereḂ σ ∞,∞ is nothing but the homogeneous Hölder spaceĊ σ with the semi-norm
In all what follows, C denotes a universal constant which may change from line to line. We also make the convention that (c k (t)) k denotes a sequence which satisfies
Typically, we take c k (t) =
In the sequel, we set
For any real number 0 < α < 
. In the special case q = ∞ and B =Ḣ s , we simply denote
are adapted to the method we use. First, we localize in frequency by applying the projector ∆ k on the equation and then we take the time norm before summing with respect to k. In particular, in the case p = q = 2 and r = ∞, we simply denote by u˜ T,σ := u L∞ T (Ḃ σ 2,2 ) . Note that we have
Fix a cut-off function θ ∈ D(] − 1, 1[) whose value is 1 near 0. For any sufficiently smooth function v, we denote by G v,T the truncated metric given by
Main idea of the result.
Here we want to explain the choice of the parameters ρ, σ and q in any space dimension. The basic fact in the proof of Theorem 1.3 is the energy estimate. This requires the control of
First, we recall the following law of product inḂ s p,q (R d ).
Proposition 2.4. Let r ≥ 2 and
In the particular case where σ = 
is determined using Strichartz inequalities. In the constant coefficients case, they are given by the following proposition (see [6] ). Proposition 2.5. Let C 1 be an ring in R d and u(t, x) be a function such that, for a positive real number λ, the function F x u(t) is supported in the ring λC 1 . Then, for any two positive real numbers q and r satisfying (1.7) we have the following estimate
Let us first explain the idea how one can have a control of ∂G(∂u) L 1 T (L ∞ ) in the simple case where u is the solution of the free wave equation. We want to estimate
We have to estimate an expression of the type
Recall the Bony's decomposition (see [5] ).
where
and the remainder term is
Using Hölder inequality and Bernstein's Lemma, we have
On the other hand, applying Bernstein's Lemma and estimate (2.10) to the first factor in the above sum, we have
Setting ρ 0 (q) = 
The symmetric term can be treated exactly along the same lines. For the remainder term we have, for all r ≥ 2
Thanks to Strichartz inequalities (2.10) we can rewrite the above inequality as,
Applying Young's inequality (since moreover r < d), we obtain
Therefore,
. Remark 2.6. Observe that in the above setting, a loss of derivative ρ 0 = 0 corresponds to the choice q = 2. If d = 3, the pair (q, r) = (2, ∞) is not admissible and therefore it seems hard to reduce the regularity index to that given by scaling arguments using only Strichartz estimates. In our work, we prove an L q (L r ) version of local Strichartz estimates. The loss of derivative ρ(q) that we obtain is ρ(q) = ρ 0 (q) + 1/3q, where 1/3q is the loss due to the summation of the microlocal Strichartz estimates.
Strichartz inequalities.
Let G = (G Λ ) Λ≥Λo>0 be a family of smooth, matrix-valued functions defined on I Λ × R d where I Λ is a time interval containing 0. Denote by
and
and assume that G Λ L ∞ is small enough. Let P Λ be the operator
The Strichartz estimates that we will use are the following Theorem 2.7. Let ε 0 be a positive real number and C be a fixed ring in
, and consider a family G as above and such that for any l, G l is finite and G 0 is small enough i.e G 0 ≤ δ. Then, for any positive real number ε ≤ ε 0 , a constant C exists such that if v Λ is the solution of
and where f ∈ L 1 (I Λ , L 2 ) and γ ∈ L 2 are two functions for which the Fourier transform is included in C then v Λ satisfies the following estimate
This estimate is established by Bahouri-Chemin in [1] . The proof is based on a dispersive estimate satisfied by an approximate solution to (1.1). We shall outline the proof of Theorem 2.7 in Section 5.
Paradifferential calculus
In all what follows, we take d = 3. Along this work, we shall deal with quantities of the form ∆ −1 (a.b). In the sequel, we summarize some of their properties.
Moreover, if σ > 
Moreover, if 1 ≤ r < 3, then a constant C exists such that
Proof. The proof of this lemma is an easy application of the paradifferential calculus. We refer the reader to [4] for the proof of (3.15) and (3.17) . For the sake of completeness we shall prove (3.18) and (3.16). We apply Bony's decomposition
We begin by proving the following
, which clearly proves (3.18). Using Bernstein's lemma and the fact that R(a, b) has a Fourier transform supported in a ball, an integer N 0 ∈ N exists such that for all k ∈ Z,
Using Young's inequality for sequences and the fact that r < 3, we obtain
To conclude the proof of (3.18), it suffices to estimate the term ∆ k T a (b) L r and do the same for the symmetric term T b (a). Note that the Fourier transform of the function S j−1 (a)∆ j b is included in a ring of the type 2 jC . So
Moreover, applying Bernstein's Lemma and Young's inequality, there exists a sequence (d j ) satisfying d 2 j = 1 and such that
Taking the sum in l 1 (Z), we deduce (3.
The fact that σ > To establish an H s energy estimate for the solutions of (1.1) and for non integer values of s, we also use the paradifferential calculus. The problem is then to study the commutator between a multiplication and the pseudo-differential operator ∆ k . 
where F k = ∆ k F and the remainder term R k (∇u, ∂v) satisfies the following estimate
∂u(t, .)
Proof. Theorem 2.1 in [3] . We split the product G v,T ∇ 2 u into the two following terms.
As previously done, the first term
is easy to estimate since the Fourier transform of S j−1 (G v,T )∇ 2 u j is supported in the ring 2 jC . Hence, we have
Using the following estimate on the commutator (for more details see [4] or Lemma 8.2 in
we get
|k−j|≤5
Hence,
Similarly, applying Cauchy-Schwartz's inequality and using Bernstein's lemma we have
Note that since the number of l, l
Using Young's inequality, we get j,|k−j|≤5
Now we estimate the term R 2 . The Fourier transform of S j+2 (∇ 2 u)∆ j G v,T is included in a ball of the form B(0, C2 j ) then
Moreover, the following estimate
together with the fact that the spaceḂ
is continuously embedded inĊ
The above estimate and Lemma 3.1 show that ) ∂v(t)
Using Young's inequality for sequences, the proof of Lemma 3.2 is complete.
In the proof of Theorem 2.7, we need to localize equation (1.1) in such a way that the frequencies of the metric are much smaller than those of the solution. In fact, the pseudodifferential operator defined above does not have any symbolic calculus and therefore they do not allow the construction of a parametrix for the operator (2.13) in the spirit of Hadamard's method. In the following corollary, we prove a precise paralinearization. 
then for any δ ∈ [0, 1] , we have
Proof. Using Lemma 3.2 we can write
Hence it suffices to handle (
. On the other hand, thanks to Bernstein's lemma we have
. Noticing that 2 −kδ+(1−δ)ln 2 T = 2 −k (2 k T ) 1−δ , we obtain the desired estimate on the reminder term.
Proof of The main result
Recall that
To solve (1.1) with initial data (u 0 , u 1 ) ∈ H sα × H sα−1 with a small α > 0, we define the following iterative scheme. First, let u (0) be the solution of the free wave equation
and inductively for n = 0, 1, 2, ... define u (n+1) by
For simplicity, we shall define G n,T := G u (n) ,T . Then, all we need is to show that if T is small enough, the sequence (u (n) ) is bounded and is a Cauchy sequence in the space C([0, T ];Ḣ s−1 ). To do so, we introduce the following assertions which we prove by induction.
is small enough, then (P 1 ) is satisfied and (P n ) implies (P n+1 ). First, we point out that under the inductive hypothesis, we have the following a priori control of the metric. Lemma 4.1. Assume that (P n ) holds, then we have
Proof. This result is an immediate consequence of Lemma 3.1. In fact, (3.17) and (3.18) together with (P n ) imply (4.20) and (4.21) in the case where ∂ is a space derivative. However, the proof of (4.21) with ∂ = ∂ t is quite different. In fact, noticing that
and using the equation satisfied by u (n) , the term ∂ t G(∂ t u (n) ) could be developed as a sum of terms of the type ∆ −1 (∆u (n−1) · ∂u (n−1) ) and ∆ −1 (G n−1 ∇ 2 u (n−1) · ∂u (n−1) ). Obviously, ∆ −1 (∆u (n−1) · ∂u (n−1) ) can be estimated as in (3.18 ). On the other hand, using the following law of product
we deduce that G n−1 ∂u (n) ∈Ḃ 
Proof. Recall that according to Lemma 3.2, the sequence u
with the following estimate
Multiplying (4.24) by ∂ t u (n+1) k and integrating on R 3 , we obtain 1 2
The above estimate on R k (∇u (n+1) , ∂u (n) ) yields,
Multiplying by 2 2k(s−1) , summing and using (P n ) we obtain 1 2
where we set
Now, choosing γ d 2 −1 small enough such that for a constant 0 < c < 1, the following holds
Therefore, using Gronwall's lemma and the embeddingḂ σr r,2 (R 3 ) ֒→Ċ
The choice C γ 2
The following result enables us to obtain an a priori control of the remainder term for the precise paralinearization. 
Proof. Applying Corollary (3.3) with ∂u = ∂u (n+1) , ∂v = ∂v (n) and s = s α , we have
). Using (P n ), (4.20), (4.21) together with the energy estimate (4.23) we obtain
Thanks to (4.19), the proof is complete. Now, we are going to estimate ∂u (n+1)
. We split this study into the two cases of low and high frequencies. The following result deals with the low frequencies.
) ≤ C then, there exists a constant C such that under the hypothesis (P n ), we have
Proof. Using Bernstein's inequality, we have
T,sα−1 . Moreover, thanks to the energy estimate (4.23), we have
Choosing α small enough, summing and noticing that 
4.2.
Strichartz estimates and the end of the proof of Theorem 1.3. From the microlocal result (2.14) given in Theorem 2.7, we deduce the following local statement. Lemma 4.5. Let ε be a positive real number and G be a metric such that for a sufficiently small constant c 0 , we have k G and assume that the Fourier transform of γ k , f k (t, ·) and u k (t, ·) are supported in the ring 2 k C, then the solution u k of
Proof. Fix k big enough (this corresponds to the high frequencies case). Suppose that we can construct a finite partition of the interval [0, T ];
where I k,l = [t k,l , t k,l+1 ] and assume that, for every l = 0, 1, ...., N (k) (except probably for l = N (k)), the following property holds
Recall that δ is small enough and it is given by Theorem 2.7. Then we have the following consequences:
• A constant C δ exists such that the number N (k) of the sub-intervals I k,l is estimated by
In fact, denote by σ (j) (k) the set of all the l's such that the j th term in (4.27) is the biggest, and decompose
For every l ∈ σ (j) (k), the j th term in (4.27) has to be greater than or equal to δ 3 . Therefore we have
Now after l summation in (4.29) and (4.30), we obtain
respectively. On the other hand, from (4.31), we deduce that
Taking the square root of the above inequality and summing over the set σ (3) (k) we obtain
From (4.32), (4.33), (4.35) together with the hypothesis on the metric G, we deduce the desired estimate (4.28) on N (k).
• On each sub-interval I k,l , the solution u k satisfies the following microlocal estimate
Let us verify that the hypothesis of Theorem 2.7 are satisfied by v k on the microlocal interval J k,l := 2 k I k,l . First note that choosing Λ = (2 k T )
Second, it is clear that
In the last inequality we used the fact thatḠ k := S 
Integrating with respect to time we deduce that
For the last estimate, we have used (4.27 ). This shows the smallness of (H k ) 0 . Applying Theorem 2.7 and using the fact that
as desired.
• Estimate (4.26) is deduced from (4.36) by summation. Precisely,
Using the estimate (4.28) on the number of the sub-intervals we obtain +α γ s α−1 is small and the constant C 0 is large enough then, assertion (P n ) implies assertion (P n+1 ).
Proof. For 2 k T ≥ C, we use the Strichartz estimates (4.26). We have
. Observe that taking δ = 2 3 in Lemma 4.3, we have the following estimate on the remainder term
). Now, combining the energy estimate (4.23) and the inductive hypothesis (P n ) to the above estimate we obtain
).
On the other hand if 2 k T ≤ C, then Corollary 4.4 claims that
Finally, observe that T 2(
). This completes the proof of (P n+1 ).
Sketch of the proof of Theorem 2.7
Let's recall the following fundamental result due to H. Bahouri-J-Y. Chemin (see [3] and [1] ).
Theorem 5.1. Let P Λ be the operator given by (2.13) and denote by (v Λ ) Λ≥Λ 0 the family of solutions of
For any integer N , there exist two functions
and satisfying
Remark 5.2. The above result stays true if v Λ solves the wave equation with "conservative Laplacian" i.eP 
Interpolating the above inequality with the energy estimate we obtain, The proof of Theorem 2.7 can be achieved using a variation of the so called T T * method (described in [6] ), for non autonomous equations. In the sequel, we follow the idea of Klainerman [8] and Klainerman-Rodnianski [9] . Let P denotes the projection onto functions whose Fourier transform is supported in C.
For two real valued vector functions u := (u 0 , u 1 ) and v := (v 0 , v 1 ) in H we define
where we setG
For a space-time function Ψ(t, x), we denote by Ψ[0] := (Ψ(0), ∂ t Ψ(0)). Given u ∈ H, t and s two real numbers, denote by
where the function φ (uniquely) solves (5.41) with (φ(s, s, u), ∂ t φ(s, s, u)) = u. First we prove (2.14) for ∂ t v Λ . Set φ = v Λ , and define the operator A by
The goal is to show that A : H −→ X is bounded operator with an operator norm A H→X = M . It is clear that (2.14) can be derived from (5.42) with a large constant depending on Λ.
Using this as a bootstrap assumption we have to establish a uniform bound with respect to Λ. To do so, it is sufficient to exhibit the expression of AA * , prove that
is bounded and establish the relation between the norm operations
By definition of A * we have
Let Ψ solveP Λ Ψ = P f with (Ψ, ∂ t Ψ) t=T = 0. Integrating by parts (in time), we obtain Using the definition of A and Duhamel's formula, we can write
∂ t Φ(t, s, (0, P f (s)))ds, with F (s) = (0, P f (s)). Applying the dispersive inequality (5.42), we obtain P ∂ t Φ(t, s, (0, P f (s))) L r ≤ C |t − s| γ(r) P f (s) Lr .
The Hardy-Littlewood-Sobolev inequality implies that (5.43) as desired. Note that C is Λ independent constant. Now we estimate the term AR(f ). According to the bootstrap assumption, we have
On th other hand, using the definition of < u, R(f ) >, we have
Now observe thatP Λ ∂ t φ = ∂ tPΛ φ + ∂ j ∂ tG jk Λ ∂ k φ , and since φ solves (5.41) theñ
Therefore, after (a space) integration by part
Thanks to the energy estimate applied to φ, the L 1 (L ∞ ) bound on the metricG Λ and the fact that u H ≤ 1, we deduce that
The following Lemma enables us to estimate ∂ψ L ∞ (L 2 ) . To prove Lemma 5.3, we consider a time t ∈ [0, T ) and define φ to be the solution toP Λ φ = 0 with initial data φ(t) = u 0 , ∂ t φ(t) = u 1 , and u H ≤ 1.. Recall that ψ solvesP Λ ψ = P f with zero initial data at time t = T . MultiplyingP Λ φ by ∂ t ψ andP Λ ψ by ∂ t φ and we integrate in [t, T ] × R 3 to get the identity 
. From the bootstrap assumption, we know that P ∂ t φ L q ([t,T ],L r ) ≤ M u H ≤ M . Moreover, using the energy estimate ∂φ L ∞ (L 2 ) ≤ 2 u H ≤ 2, and therefore,
as desired. Now we use the above result to prove (2.14) for a space derivative ∂ j φ. Let f be a function in Lq(Lr). As before, we estimate
by introducing the function ψ solution toP Λ ψ = P f with data ψ(T ) = ∂ t ψ(T ) = 0. Hence integrating by parts,
∂ l φ(0)∂ t ψ(0) + ∂ l ψ(0)∂ t φ(0)dx.
CommutingP Λ and ∂ l as before we obtain
Also,
Applying the energy estimate we obtain
Moreover, Lemma 5.3 implies
with the bound M obtained in the previous step. In particular M does not depend on Λ. Therefore, thanks to the bound ∂G jk Λ L 1 (L ∞ ) , we deduce I ≤ CM ∂φ(0) L 2 f Lq(Lr) which proves that P ∂ l φ L q (L r ) ≤ CM ∂φ(0) L 2 as desired. The case of inhomogeneous equation can be deduced from the above result by a standard technique. We refer to [8] for more details.
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