A novel approach to obtaining series representations in the stochastic mean for weakly, and therefore mean square, continuous stochastic processes 1s presented. Two distinct orthogonal series representations are derived for the entire class of weakly continuous stochastic processes on any Lebesgue set of the real line, and a constructive procedure to obtain them explicitly is given. They include as particular cases all earlier representations. Also they are shown to converge almost surely in the norm of an L 2 space. Two general results, on which the development of this paper is based, are also presented.
INTRODUCTION
Series representations of stochastic processes are of considerable use in several problems of statistical commwication theory. If {x(t,w), teT} is a stochastic process of second order defined on the Lebesgue measurable set T of the real line, a general series representation is given by (1) where the convergence is usually in the stochastic mean. The significance of such a representation is in the fact that it decomposes the stochastic process into the random, time independent, part {n k (w) j and the time dependent deterministic part {'it(t)}, thus providing some insight into the structure of the stochastic process as well as a tool for the study of many particular problems. A second order, mean square continuous stochastic process {x(t,w), tE:I} on a compact interval of the real line, has the series representation [6, 8] 
where the convergence is in the stochastic mean uniformly on I. {f k (t)}k and {Ak}k are the corresponding eigenfunctions and nonzero eigenvalues of the operator on L 2 (I, B~....m) with kernel R(t,s), where R(t,s) is the autocorrelation function of x(t,w). {~k(w)}k is a set of random variables defined by (3) in the stochastic mean and satisfying E[~k~l]· \t5 kt • Representation (2) is known as the Karhunen-Loiave expansion and its great advantage is that both the time functions and the random variables are orthogonal.
The Karhunen-Lo~ve representation makes the minimum of assumptions on the process, but in general it is not valid over the entire real line or over non-compact intervals of the real line. A series representation similar to (2) and valid over a possibly infinite interval I" (a,b), _00 S a < b S +00, of the real line is given in [6] for the subclass of second order, mean square continuous stochastic processes {x(t,w), tel} whose autocorrelation functions satisfy
Equations (2) and (3) are valid in this case, the only difference being that the convergence in (2) is not in general uniform on I. If I is a compact interval, then (4) is satisfied and the convergence in (2) 1s uniform.
However, for any Lebesgue measurable set T of the real line, it is known that a second order stochastic process {x(t,w), teT} has a series representation of the form (1) 
{~(t)} and the random
The time functions and the random variables in the representation (1) , valid over the entire real line, have been obtained in [9] for the class of mean square continuous, wide sense stationary stochastic processes, and in [2] for the class of harmonizable stochastic processes.
A general way to obtain complete sets of random variables in the span H(x,T) of any weakly continuous stochastic process {x(t,w), t~T}, and therefore series representations of the form (1), is presented in Theorem .
Qr non-compact. In contrast, the representations of mean square continuous processes given in [6, 8] hold either only on compact subsets of the real line or on any Lebesgue set of the real line with the additional condition (4) and they are included in Theorem 6 as particular cases. Both representations given in Theorems 5 and 6 can be written in the form of the representations given in [9] for mean square continuous, wide sense stationary stochastic processes, and in [2] for harmonizable stochastic processes.
They also provide two absolutely convergent series representations for THEOREM I.
For every measurable, second order stochastic process {x(t,w), tET} there exists a finite, non-negative measure lJ. on (T, 8 1 ) such that
where R(t,s) is the autocorrelation function of x(t,w) • Proof: Define a function f on T by 1 for R(t,t) :S 1 f(t) . . Q.E.D.
Let us point out that if R(t,s) is uniformly bounded on TxT, then lJ. can be chosen to be any finite, non-negative measure on includes the cases where x is mean square continuous, wide sense stadonary or harmonizable. If R(t,t) is integrable over T, then lJ. can be chosen to be the Lebesgue measure tit on T.
If the measure v is chosen to be absolutely continuous l~ith respect to the Lebesgue measure m with Radon-Nikodym derivative ., then 1.I will have Radon-Nikodym derivative with respect to m:
dm (8) Since x(t,w) is of second order, it may be assumed that the set It should be pointed out that the measure 1.I of Theorem 1 is not uniquely determined. In the construction of 1.I given in the proof of Theorem 1, the choice of f is clearly not unique and v is an arbi trary finite measure; neither is this construction the only way to obtain a measure 1.I with the properties stated in Theorem 1. However, it should be emphasized that the considerable freedom in the choice of the measure 1.I with the properties stated in Theorem 1, far from being a drawback, represents an advantage to be appropriately exploited in every particular case.
This point is best illustrated by an example. Let T. [0, +CO) and R(t,s) • minCt,s). As it will become clear in subsequent ..,ections, the cons truction of a complete set in L 2 (T ,Bi ,ll) will frequently be needed.
For this purpose, an appropriate choice for f and~gives F(t). e-t and enables one to choose as complete set in L 2 (T,S;,ll) the Laguerre k polynomials or just the powers of t: {t, k • O,l,2, ... }.
THEOREM 2.
Let {x(t,w), t€T} be a measurable, second order stochastic process and let II be the measure introduced in Theorem 1. Then x(t,w) E:
Proof: The measurability of x and Fubini 's Theorem imply
Hence, by (9), x(t,w)E:L 2 (ll) a.8.
Q.E.D.
It should be pointed out that the applicability of the property proven in Theorem 2, i.e., of the fact that almost all sample functions of any measurable, second order process belong to some L 2 space, is far beyond its use in Section 4. For instance, this property can be used in generalizing a number of results established in the literature in the particular case of stochastic processes whose sample functions are almost surely square integrable with respect to the Lebesgue measure.
DERIVATION OF SERIES REPRESENTATIa-m
Throughout this and the next section, the following notation is used:
(i) {x(t,U), t«T} is a measurable, second order stochastic process defined on any Lebesgue measurable set T of the real line, and
(ii) 1.1 is a non-negative measure on (T ,ai> such that (6) Notice that in order to include in the subsequent study the case considered in [6] , i.e., 1.1. m, the assumption is not made that 1.1 is finite.
Our goal, as made clear in the introduction, is to find complete sets of random variables in the span H(x,T) of a second order stochastic process. Such a set of random variables can be used in obtaining series representations of the process x(t,U) and of linear operations on x(t,U).
A convenient set of random variables {rlk(U) }k is defined by (10) almost surely, where H k (t)}k is an arbitrary complete set of functions.
in L 2
(1.1).
JHeoREM 3.
The random variables {nk(U)}k defined by (10) To show (11) , it suffices to show that nk£H(x,T) for all k, or that if n k is orthogonal to x(t) for all t~T then E£/n k
Assume that n k is orthogonal to x(t) for all T£T. Then (12) for all t£T, and that H(n) may not contain the random variables x(t) corresponding to points of discontinuity of x of some kind, for instance discontinuity in the mean square sense; it also suggests that H(n) contains only the "smooth" part of x and therefore in order to have H(n). H(xtT) the process x has to be "smooth" in some sense. A continuity ("smoothness") condition on x which implies H(x t T) • H(n) is given in the next theorem. Let us note that a stochastic process {x(ttll)t t£T} is called weakly continuous on T if for every tET and every~EB(xtT) ,
If {x(t,II), tET} is weakly continuous on T, then
Proof: In view of (11) , it suffices to show H(x,T)£H(n), or (14) equivalently tbatif~EH(x,T) is orthogonal to n k for all k then [m], and since F(t) r/: 0 on T a.e.
[m], it follows that f(t)· 0 on T a.e. [m] . We further note that f(t) is a continuous function since x is weakly continuous. Consequently, f(t). 0 for all tE:T so that r;(II) is orthogonal to the set {x(t,II), tET}, i.e., to H(x,T). Thus
Q.E.D. 
THEOREM 5.
Every stochastic process {x(t,w), tE:~} weakly continuous on T admits the representation
where the convergence is in the stochas tic mean on T. The random variabIes {~(w)}k are derived from {n k 
i.e., the set {bk(t)}k is biorthogonal to the set {8tt(t)}k.
In the case where p is a finite measure, as a complete set of func- follows. tboose f as in (7): f(t) .. 1 for 0 s t S 1, and • t for 1 < t < +00. Choose~in (8) by:
-t
• te for 1 < t < +00. Then by (8),
-t (t) • e for 0 S t S 1, and
As a complete set one can choosẽ
Then the functions {bk(t)}k and {~(t)}k in (18) and (19) are given by
.. (27) t-o where y and r are the incomplete ganuna functions [4] , and the coef- in the stochastic mean, where the~k t S are given by (30) and
Also \~(t). E[x(t)t~] • (Rfk)(t) = Ak~(t) for all k and t€T.
Hence (29) follows from (32).
Q.E.D.
An example of a representation (29) valid over an infinite interval of the real line is now given.
Example 2: Consider the same stochastic process as in example 1. In order to obtain the representation (29) explicitly it suffices to find the fk's, i.e., the eigenfunctions of the integral equation
For reasons that will become clear in the sequel we ahoose, in a way similar to that of Example 1, 1.1 such that Remark 7: It should be noted that for the results of this section the measurability of the process x(t,w) is not essential, provided R(t,s) is measurable and "smooth" in the sense specified in the sequel. If the measurability of R(t,s) is assumed, but not that of x(t,w), then the random variables {nk(w)}k cannot be defined by (10) almost surely anymore. Let us note that the functions {</>k(t)}k can always be chosen continuous on T J as for instance in (23). Then, if R(t,s) is such that the integrals fTf T R(tJs)~~(t)~k(s)~(dt)~(ds), which always exist and are finite in the Lebesgue sense, exist also in the Riemann sense, the integrals (10) can be defined in the usual stochastic mean sense [8] .
This is clearly possible if x is mean square continuous on T. It should be noted in conclusion that whenever both integrals exist, their values are almost surely equal and that the almost sure integrals are more convenient from a practical point of view, since they can be calculated from realizations of the process.
SAr1'LE Ft.NcrlON REpRESENTATIOO
In this section, the process x and the measure II are defined as in the beginning of Section 3.
The fact that almost all sample functions of the process x belong to L 2 (1l), shown in Theorem 2 of Section 2, implies in a straightforward way the following.
THEOREM 7.
If {lPk(t)}k is an arbitrary complete set of orthonormal functions in L 2
(ll) , then x admits the representation (39) where the convergence is in L 2 (ll) almost surely, and the random variables {n k (w)}k are given almost surely by (40) The remark which follows Theorem 5 on how the functions {lP k (t) }k can be found in all cases undeT consideration, applies here also.
It follows from (39), Parceva1 's relationship and the monotone convergence theorem that Q.E.D.
