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We explore the behavior of charged systems, such as electrolytes and salts, in the vicinity of
metallic confining surfaces — a situation relevant to many applications in energy, electrochemistry,
etc. While existing molecular simulation strategies consider perfect metal or insulator surfaces, we
develop here an effective approach that allows dealing with any real metal between these asymptotes.
Building on the Thomas–Fermi (TF) formalism for electronic screening, electrostatic interactions in
the metal are described through the behavior of a ‘virtual’ Thomas-Fermi fluid of charged particles,
whose Debye length sets the TF screening length λ in the metal. This easy-to-implement molecular
method captures the electrostatic interaction decay upon varying λ from insulator to perfect metal
conditions. By applying this strategy to a nanoconfined ionic liquid, an unprecedented wetting
transition is found upon switching the confining medium from insulating to metallic.
The fluid/solid interface as encountered in confined liq-
uids is the locus of a broad spectrum of microscopic phe-
nomena such as molecular adsorption, chemical reaction,
and interfacial slippage [1]. These molecular mechanisms
are key to nanotechnologies where the fluid/solid interac-
tion specificities are harnessed for energy storage, catal-
ysis, lubrication, depollution, etc. From a fundamen-
tal viewpoint, the behavior of nanoconfined fluids often
challenges existing frameworks even when simple liquids
are considered. Ionic systems, either in their liquid or
solid state, between charged or neutral surfaces lead to
additional ion adsorption, crowding/overscreening, sur-
face transition, and chemical phenomena that are crucial
in electrokinetics (e.g. electrowetting) and electrochem-
istry (e.g. supercapacitors/batteries) [2]. Theoretical de-
scriptions of nanoconfined fluids — except rare contribu-
tions [3–7] — assume either perfectly metallic or insulat-
ing confining surfaces but these asymptotic limits do not
fully reflect real materials as they display an intermediate
imperfect metal/insulator behavior (only few metals be-
have perfectly and all insulators are semi-conducting to
some extent). Yet, the electrostatic boundary condition
imposed by the surrounding medium strongly impacts
confined dipolar and, even more, charged systems [8–10].
For instance, confinement-induced shift in the freezing of
an ionic liquid was found to drastically depend on the
surface metallic/insulating nature [11].
Formally, the electronic screening occurring in the con-
fining metallic walls can be accounted for using the mi-
croscopic Thomas–Fermi (TF) model [11, 12]. This semi-
classical formalism allows considering any real metal —
from perfect metal to insulator — through the Thomas–
Fermi screening length λ. The latter is defined in terms
of the electronic density of state of the metal at the Fermi
level D(EF) according to λ = ε/e2D(EF) (ε is the dielec-
tric constant and e the elementary charge); the Fermi
energy is directly related to the free electron density
n0 as EF = ~2(3pi2n0)2/3/(2me) where me is the elec-
tron mass and ~ = h/2pi the Planck constant, see Sup-
plemental Material. Despite this available framework,
the development of classical molecular simulation meth-
ods to understand the microscopic behavior of classical
fluids in contact with imperfect metals is only nascent.
While insulators are treated using solid atoms with con-
stant charge, metals must be described using an effec-
tive screening approach. The charge image concept can
be used for perfectly metallic and planar surfaces (e.g.
Ref. [13]) but refined strategies must be implemented for
non-planar surfaces such as a variational [14, 15] or Gauss
law [16–18] approaches to model the induced charge dis-
tribution in the metal. A recent proposal [4] builds on
our TF framework [3] to propose a computational ap-
proach based on variational localized surface charges that
accounts for electrostatic interactions close to imperfect
metals.
Here, we develop an effective yet robust atom-scale
simulation approach which allows considering the con-
finement of dipolar or charged fluids between metallic
surfaces of any geometry and any TF electronic screen-
ing length. Following Torrie and Valleau’s work for elec-
trolyte interfaces [19], the electronic screening in the im-
perfect confining metal is accounted for through the re-
sponse of a high temperature virtual Thomas–Fermi fluid
made up of light charged particles. Due to its very fast
response, this effective TF fluid mimics metal induction
within the confining surfaces upon sampling the confined
system configurations using Monte Carlo or molecular
dynamics simulations. After straightforward implemen-
tation in existing simulation packages, this strategy pro-
vides a mean to impose an effective electronic TF screen-
ing length that is directly linked to the equivalent vir-
tual fluid Debye length. This model correctly captures
electrostatic screening within the confined system upon
varying the confining host from perfect metal to insula-
tor conditions. Using this novel method, by considering
an ionic liquid between two parallel planes, we unravel a
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2continuous wetting transition as the surfaces are tuned
from insulating (non-wetting) to metallic (wetting).
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FIG. 1. (a) Ionic liquid (IL) in an insulating medium α
close to an imperfect metal β having a Thomas–Fermi length
λ. (b) One and two-body interactions for two point charges
i, j at distances zi and zj from the surface and separated by
in-plane distance Rij . The induced charge distribution ρ
I
k(r)
for k = i, j (denoted by half-ellipsoids) within the metal is of
opposite sign and decays over λ. The colored arrows show the
different energy contributions given in Eq. (1).
Interaction at Thomas–Fermi metal interfaces —
Fig. 1(a) depicts point charges in an insulating medium
α of relative dielectric constant εα close to a metal β of
TF length λ. As shown in the Supplemental Material, the
electrostatic energy of two charges i and j at distances
zi and zj from the dielectric/metal interface and sepa-
rated by rij = [R
2
ij + (zi − zj)2]1/2 with Rij the in-plane
distance reads:
Uλ(zi, zj , Rij) = U
CC(rij) + U
CI
λ (zi, zj , Rij)
+ U IIλ (zi, zj , Rij). (1)
where the superscripts C and I refer to the physical
charges in the dielectric medium and induced charges
within the metal, respectively. As shown in Fig. 1(b),
UCC is the Coulomb interaction energy between the
charges i and j while U IIλ is the interaction energy be-
tween the charge densities ρIi and ρ
I
j induced in the metal
by these two charges. For each ion i, its interaction en-
ergy UCIλ with the metal decomposes into a one-body
contribution UCI
•
λ (zi) — corresponding to the interaction
with its image in the metal — and two-body contribu-
tions UCI
◦
λ (zi, zj , Rij) — corresponding to the interaction
with the induced charges due to all other charges j. An-
alytical expressions exist for UCI
•
λ and U
CI◦
λ [3, 5] but U
II
λ
must be estimated numerically from the energy density,
i.e. U IIλ =
∫
drΨβi (r)ρ
I
j(r)+Ψ
β
j (r)ρ
I
i(r), where Ψ
β
k and ρ
I
k
are the electrostatic potential and induced charge density
in the metal due to the point charge k = i, j. All details
are given in the Supplemental Material.
Effective molecular simulation approach — Except for
the usual Coulomb energy CC, formal expressions for
the CI and II energies cannot be implemented in molec-
ular simulation due to their complexity. In particular,
U IIλ requires expensive integration on the fly as analyt-
ical treatment for imperfect metals is only available in
closed forms in asymptotic limits [3, 7]. Here we model
the resulting complex electrostatic interactions between
the ions of the liquid thanks to a ‘virtual Thomas–Fermi
fluid’ located within the confining solids, see Fig. 2(a).
Our approach builds on the direct analogy between the
Thomas–Fermi screening of electrons and the Debye–
Hu¨ckel equation for electrolyte solutions. In the linear
Thomas–Fermi formalism, the induced electronic charge
density in the metal writes: qTFρ
I(r) = −ε0εβk2TFΨβ(r)
where ε0 is the vacuum permittivity, εβ the relative di-
electric constant, kTF = [e
2D(EF)/ε0εβ ]1/2 the Thomas–
Fermi wave-vector, and D(EF) the density of states at the
Fermi level (see Supplemental Material). Combined with
Poisson equation this leads to the Helmholtz equation for
TF screening, ∇2ΨII = k2TFΨII, which indeed resembles
the Debye–Hu¨ckel equation for electrolyte solutions. Ac-
cordingly, one can simulate the imperfect metal using a
system of virtual (classical) charged particles of charge
qTF and mass mTF, with density ρTF and temperature
TTF. The analogous TF screening length λ = k
−1
TF can
be identified as the equivalent Debye length λD:
λ ∼ λD =
√
εβε0kBTTF
ρTFq2TF
. (2)
Hence, by considering the dynamics of these light ions
located in the confining solid, any screening length λ be-
tween 0 (perfect metal) and ∞ (insulator) can be effi-
ciently mimicked depending on qTF, ρTF, and TTF. This
virtual system allows simulating properly the complex
electrostatic interactions within the ionic liquid in the
vicinity of an imperfect metal.
Eq. (2) shows that mapping the fluid of mobile charges
onto the TF model only requires to set ρTFq
2
TF/TTF
(fixing εβ = 1). In our molecular dynamics approach,
to ensure that the particles in this effective Thomas–
Fermi fluid relax fast, their mass/temperature are cho-
sen much smaller/larger than their counterpart in the
confined system; typically mTF ∼ 0.01m and TTF ∼ 10T
(requiring typical integration steps of 0.1 fs and 1 fs, re-
spectively). In practice, as shown in Fig. 2(a), the ef-
fective simulation strategy consists of sandwiching the
charged or dipolar system between two metallic media
separated by dw = 20 nm. The confining media with
length dTF = 10 nm are filled with the Thomas–Fermi
fluid having a density ρTF = 57.5 nm
−3. Periodic bound-
ary conditions are used in all dimensions and reflective
walls are used at each metal/dielectric interface to pre-
vent the Thomas–Fermi fluid/charged system to migrate
to the pore space/confining media. Once ρTF and TTF
are set, λ is varied by tuning qTF according to Eq. (2);
from qTF = 0 (λ → ∞) for an insulator to qTF = 1
(λ = 0.03 nm) for a nearly perfect metal. All simulations
are carried out using LAMMPS [20] with electrostatic in-
3teractions calculated using the PPPM method. To pre-
vent opposite charge overlap in the Thomas–Fermi fluid,
a power-law repulsion ∼ 1/rn is used but we checked
that our results are independent of the detailed interac-
tion (details are provided in the Supplemental Material).
(a)
d
dw
2a
(b)
dTF/2 dTF/2
FIG. 2. (a) 2D ionic crystal (blue/green charges) at
a distance d = 0.22 nm from a medium in which electro-
static screening is modeled using a Thomas–Fermi fluid (yel-
low/pink charges). The crystal layer is confined in a pore
of width dW while the Thomas–Fermi fluid occupies a region
width dTF. (b) Top view of the 2D ionic crystal (lattice con-
stant a) illustrating the periodic boundary conditions. (c)-
(d) Top/side views of the induced charge density ρI(d, r) in a
Thomas–Fermi fluid as obtained from Eq. (3) for the system in
(a). (e)-(f) Same as (c)-(d) but using our simulation approach.
The screening length as defined in Eq. (2) is λ = 0.25 nm.
2D crystal at metallic interfaces — To validate our
effective approach, we consider a 2D square crystal of
lattice constant a = 1.475 nm made up of charges ±1 e
and located at a distance d from a metal (Fig. 2). Due to
the periodic boundary conditions, a second pore/metal
interface is present at a distance dw = 20 nm. Yet, as
shown in the Supplemental Material, this second interface
does not affect the electrostatic energy as dw is large
enough. In the Thomas–Fermi framework, the charge
density ρI at a position r in the metal induced by a charge
q located in (0, 0, d) reads (see Supplemental Material):
ρI(d, z,R) = −
∞∫
0
dKKJ0(KR)
εβk
2
TFqe
−Kd
2pi (εαK + εβκ)
eκz,
(3)
where R = [x2 + y2]1/2 is the lateral distance to the
charge q, J0 is Bessel function of the first kind, and
κ2 = K2 + k2TF. Fig. 2(c,d) shows the induced charge
density ρI(d, r) as obtained by summing Eq. (3) for the
2D crystal when d = 0.22 nm and λ = k−1TF = 0.25 nm
(as discussed in the Supplemental Material, Eq. (3) must
be summed over all crystal periodic images but it was
found that the sum converges quickly). For comparison,
Fig. 2(e,f) shows ρI(d, r) as obtained using our effective
approach from the local charge density in the metal, i.e.
ρI = e(ρ+TF−ρ−TF). In contrast to ρI(d, r) in the Thomas–
Fermi model, due to their finite size, the fluid charges
in the simulation cannot approach arbitrarily close to
the metal/pore surface. For consistency, the analyti-
cal/simulation data were compared by defining z = 0 in
the simulation as the position where the Thomas–Fermi
fluid density becomes non-zero. Fig. 2 shows that the
effective molecular simulation qualitatively captures the
predicted density distribution induced in the metal. Each
physical charge in the 2D crystal induces in the metal a
diffuse charge distribution of opposite sign. Moreover,
as expected from the Thomas–Fermi framework, the in-
duced charge distribution in the effective simulation de-
cays over the typical length λ.
FIG. 3. Electrostatic energy Uλ(d) between a 2D ionic crystal
and a Thomas–Fermi metal separated by a distance d for dif-
ferent λ. For each λ, the symbols correspond to the effective
simulation while the solid line shows the linear Thomas–Fermi
predictions.
Our effective approach was assessed quantitatively by
probing the energy of the 2D ionic crystal as a function of
its distance d to the metal surface for different screening
lengths λ. The simulated electrostatic energy Uλ(d) con-
sists of all ion pair contributions in Eq. (1) as discussed
in the Supplemental Material. Figure 3 compares the to-
tal energy Uλ as a function of the distance d with the
numerically evaluated prediction of the Thomas–Fermi
model in Eq. (1). As expected theoretically, the overall
energy decays with decreasing λ between boundaries for
an insulator (λ → ∞) and a perfect metal (λ → 0).As
shown in Fig. 3, our effective approach captures quanti-
tatively the screening behavior of the confining medium
assuming a screening length λ? = c0 + c1λ + c2λ
2 (λ is
the ion gas Debye length, c0 = 0.23 nm, c1 = 0.64 and
c2 = 1.78 nm
−1 in our system). Such parameters, which
4were fitted to match the simulated and theoretical ener-
gies at small d, account for the following effects in the
screening fluid used in the simulation: c0 accounts for
the finite size σ of the Thomas–Fermi ions which pre-
vents reaching screening λ ≤ σ (in line with the fact that
c0 ∼ σ); c1 . 1 arises from the non-ideal behavior of
the effective Thomas–Fermi fluid which screens less ef-
ficiently than an ideal gas having the same density ρTF
(c1 = 1 corresponds to the ideal behavior); c2 6= 0 in-
dicates non-linear effects in electrostatic screening which
go beyond the linear approximation used in the Thomas–
Fermi framework.
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FIG. 4. (a) Density profile for a molten salt confined
between metal surfaces with different screening lengths λ.
The Thomas–Fermi fluid within the metal (right) and the
molten salt (left) are separated by a reflective wall of thick-
ness e = 0.2 nm. The average salt density is ρl = 27 nm
−3.
(b) Surface tension difference ∆γ = γgm − γlm normalized by
the gas/liquid surface tension γgl as a function of λ. Sym-
bols indicate different liquid densities ρl: 27 nm
−3 (circles),
25 nm−3 (squares) and 23 nm−3 (triangles). The inset shows
the change in the surface tension difference ∆(∆γ(λ)) between
an insulator and the Thomas–Fermi fluid at a given λ. The
characteristic length ` converts the volume energy to a surface
energy. Symbols correspond to the same densities as in the
main figure, color coding denotes different λ as in (a).
Wetting transition — Having assessed our effective
simulation strategy, we now turn to the thermody-
namically relevant case of the wetting of an ionic liq-
uid at metal surfaces. Molten NaCl is modeled using
charged particles ±1e that interact via a Born—Mayer—
Huggins potential [21] (details can be found in the Sup-
plemental Material). To prevent mixing of the Thomas–
Fermi fluid/charged system, a reflective wall of thick-
ness e = 0.2 nm is positioned between the two subsys-
tems. Fig. 4(a) shows the density profiles ρ(z) for the
salt and Thomas–Fermi fluid for different λ (which is
modified by tuning qTF). A crossover is observed upon
decreasing λ; while the salt is depleted at the insulat-
ing interface, a marked ion density peak appears under
metallic conditions (in contrast, the density profile for
the Thomas–Fermi fluid is nearly unaffected by λ). This
behavior suggests that the system undergoes a wetting
transition upon changing the dielectric/metallic nature
of the confining medium (perfect wetting/non-wetting for
metal/insulator, respectively).
The observed wetting transition was characterized by
measuring the surface tension of the liquid salt confined
at a constant density within surfaces made of a metal-
lic medium with a screening length λ via the Irving-
Kirkwood formula: γ(λ) = Lz/2〈PN − PT〉 where the
terms in bracket are the average normal and tangential
pressures, Lz is the box length in the z direction and
the factor 2 accounts for the two interfaces in the slit
geometry. We considered the salt in its liquid (l) and
gas (g) states in contact with the metal (m) and esti-
mated for various λ the surface tension difference nor-
malized to the gas-liquid surface tension, ∆γ(λ)/γgl =
[γgm(λ) − γlm(λ)]/γgl. In practice, γlg was assumed to
correspond to the liquid-wall surface at the insulating
surface, i.e. γlg ∼ γlw(∞) (this approximation does not
affect the discussion below as γlg is used for normaliza-
tion only). As shown in Fig. 4(b), upon switching the
surfaces from insulating to metallic, the confined salt
undergoes a continuous transition from non-wetting or
partially wetting [∆γ(λ)/γgl ≤ 1] to perfectly wetting
[∆γ(λ)/γgl > 1]. For imperfect metals with λ & 0.1 nm,
the spreading parameter S = γgm − γlm − γlg < 0 and
the contact angle θ can be inferred from Young equa-
tion ∆γ/γlg = cos θ (with cos θ < 0 and > 0 for non-
wetting and partially wetting, respectively). For metals
with λ . 0.1 nm, S ≥ 0 so that the system becomes per-
fectly wetting with a liquid film spreading over the metal
surface. As shown in the inset of Fig. 4(b), the change
in ∆γ between the insulator and metal is found to scale
with the liquid/gas density contrast:
∆(∆γ(λ)) = ∆γ(λ)−∆γ(∞) ∼ (ρl − ρg)α(λ) ∼ ρlα(λ)
(4)
where ρl  ρg was assumed in the second equality. As
expected from the Thomas–Fermi model, the inset in
Fig. 4(b) shows that α(λ) ∼ UCIλ as the charge inter-
action with the induced density distributions (including
the charge image) is dominating the surface energy ex-
cess. This important finding provides a microscopic pic-
ture for recent experimental results in which capillary
5freezing and wetting of an ionic liquid was found to be
promoted by metal surfaces [11, 22]. In particular, these
authors showed that the freezing point shift upon varying
λ could be rationalized by assuming that the difference
between the liquid/wall and crystal/wall surface tensions
scales with the density difference between the crystal and
liquid [11].
In this Letter, we developed a classical molecular sim-
ulation strategy that allows considering the confinement
within any material ranging from perfect metal to insu-
lator. This approach, which does not require to input
any given geometry/molecular structure for the confin-
ing material, describes in an effective fashion electrostatic
screening within confined/vicinal fluids. After straight-
forward integration into an existing simulation package,
this method offers a useful framework to investigate the
behavior of dipolar and charged fluids in porous materials
made up of any material with imperfect dielectric/metal
properties. Beyond practical implications, we also un-
raveled a non-wetting/wetting crossover in nanoconfined
liquids as the confining surfaces vary from insulator to
perfect metal. This raises new challenging questions on
the complex behavior of charged systems in the vicinity
or confined within surfaces with important applications
such as electrowetting/switching for energy storage, lu-
brication, catalysis, etc.
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I. ELECTROSTATIC INTERACTIONS CLOSE TO A THOMAS–FERMI SUBSTRATE
A. Thomas Fermi screening
In classical electrostatic theory, a point charge brought in front of a conducting solid is treated by
considering an ideal metal where the induced electric field is perfectly screened in an infinitesimally
∗ alexander.schlaich@univ-grenoble-alpes.fr
† benoit.coasne@univ-grenoble-alpes.fr
2small surface layer [1]. The corresponding interaction potential of the point charge with the metal
can then be obtained using, as a purely mathematical tool, the method of image charges (i.e.
the potential of an equal charge of opposite sign mirrored by the surface). At the molecular scale,
this macroscopic description of perfect screening breaks down as the quantum mechanical nature of
electrons leads to delocalization [2]. More in detail, the latter implies that the screening lengthscale
cannot be infinitesimally small, but rather the interactions are screened over a typical lengthscale
λ.
The simplest theory to describe screening at a finite wavevector kTF = λ
−1 was introduced
independently by Thomas [3] and Fermi [4] who treated the electrons as a non-interacting homo-
geneous gas. The latter approximation neglects the correlations of electronic wavefunctions using
a mean-field treatment. In this case, the chemical potential µ of the electrons equals (in the zero
temperature limit) the Fermi energy EF and is directly related to the electron density n0 inside
the metal (see e.g. Ref. [5] for a derivation),
µ = EF = ~
2
2me
(
3pi2n0
)2/3
, (S1)
where ~ is the reduced Planck constant and me the electron mass.
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Figure S1. Electrostatic interactions at a metal/dielectric interface. (a) A single point charge qi in the
dielectric medium α induces a charge distribution ρI inside the metal β (but located close to the interface).
(b) Decomposition of the total energy Uλ for two charges i and j into one- and two-body terms.
Let us now consider an interfacial system consisting of a dielectric medium (denoted by α) in
contact with a metal (denoted by β), see Fig. S1(a). Any charge brought close to the metal will
disturb the local density distribution n0(r) by generating an electrostatic potential, Ψβ, within the
metal. The induced charge density inside the metal, ρI(r), results from a competition between
(1) the energy reduction due to the screening of the electrostatic potential Ψβ generated by the
external charge and (2) the energy cost of localizing the induced charge ρI [6],
ρI(r) = −e [n0(µ− eΨβ(r))− n0(µ)] . (S2)
3Equation (S2) is the non-linear Thomas–Fermi (TF) equation and an expansion to the first order
yields the linearized TF equation,
ρI(r) = −e2∂n0
∂µ
Ψβ(r). (S3)
As showN in Section VI, in analogy to the linear dielectric theory, it is convenient to define the
proportionality factor as the Thomas–Fermi wavevector,
k2TF =
e2
ε0
∂n0
∂µ
. (S4)
For temperatures small compared to the Fermi temperature, i.e. T  TF = EF/kB, ∂n0/∂µ is
directly given by the density of states D(EF) at the Fermi level EF of the material β [7]. Taking
into account polarization effects via εβ, the TF wavevector thus follows as
kTF = λ
−1 =
e2
εβε0
D(EF) = e
2
εβε0
1
2pi2
=
√
mee2kF/(εβε0~2pi2), (S5)
where kF =
(D(EF)/(3pi2))1/3 is the Fermi wave vector and
D(EF) = 1
2pi2
(
2m
~2
)3/2√
EF (S6)
is the density of states of a Fermi gas at the Fermi energy EF = ~2(3pi2n0)2/3/(2me). Within the
nearly free electron model, the charge density is roughly equal to the number density of atoms in
the metal n0 ∼ 10-100 nm−3. Thus, at room temperature, the relation T  TF ∼ 105-106 K is fully
justified. kTF is a quantity that characterizes the strength of the screening (see Section VI) which,
according to Eq. (S5), increases with D(EF). An increased density of states permits the electron
density to vary more with a lesser effect on the chemical potential of the local Fermi liquid. This
reduces the cost of screening the external potential and, thus, results in a smaller screening length
λ.
B. Green function of a charge close to a Thomas–Fermi interface
The Green function of a charge qi at a distance zi from a TF interface allows obtaining the
potential energy [Fig. S1(a)]. Due to the symmetry, we define Ψ(r) = Ψ(z,R) in cylindrical
coordinates. The derivation presented below largely follows the steps presented in Ref. [8]. The
charge qi is located inside an insulator (εα 6= 1) or vacuum (εα = 1) at a position ri with a
coordinate zi along the z-direction normal to the surface and a radial position Ri = 0 in the
xy-plane, while the TF substrate is located in the half-space z < 0, see Fig. S1(a).
4The Green function for the upper half-space z > 0 is obtained from Poisson equation,
∇2Ψα(r) = ρ(r)
ε0εα
= −qiδ(r− ri)
ε0εα
(S7)
→ ∇2Ψα(z,R) = −qiδ(z − zi)δ(R)
2piε0εαR
, (S8)
where we have used the Dirac function in cylindrical coordinates, δ(r − ri) = δ(R − Ri)/2piR.
Inserting Eq. (S4) into Eq. (S3) and using Poisson equation given in Eq. (S7), the linearized TF
equation can be recast as
∇2Ψβ(z,R)− k2TFΨβ(z,R) = 0. (S9)
Equations (S8) and (S9) describe the electrostatic potential Ψ in the insulator α and the metal
β, respectively. The Green function in Eqs. (S8) and (S9) can be solved for via Hankel integral
transformation of first order [9]: Ψ(z,K) =
∫
dRRJ0(KR)Ψ(z,R) where R is the radial component
along the surface [see Fig. S1(a)], K is the corresponding radial wavevector and J0 is the Bessel
function of first kind. Hankel transformation applied to Eqs. (S8) and (S9) yields
(
∂zz −K2
)
Ψα = −q1δ(z − zi)
2piε0εα
(S10)(
∂zz − κ2
)
Ψβ = 0, (S11)
where we have used κ2TF = K
2 + k2TF to simplify notation.
Using that the potential must vanish in all directions at infinity and the boundary condition
at the surface given by the continuity of the potential Ψα(zi; z = 0+) = Ψβ(zi; z = 0−) and the
electric displacement field εα[∂zΨα](zi; z = 0+) = εβ[∂zΨβ](zi; z = 0−), the Green functions read
(as derived e.g. in Refs. [10–13])
Ψ>α (zi; z > zi,K) =
q1
4piε0εαK
[
e+Kzi +
εαK − εβκTF
εαK + εβκTF
e−Kzi
]
e−Kz
Ψ<α (zi; z < zi,K) =
q1
4piε0εαK
[
e+Kz +
εαK − εβκTF
εαK + εβκTF
e−Kz
]
e−Kzi
(S12)
Ψβ(zi; z,K) =
q1e
−Kzi
2piε0
eκTFz
εαK + εβκTF
. (S13)
The first term inside the brackets of Eq. (S12) is the potential generated by the point charge qi,
whereas the second term corresponds to the potential generated by the induced charge in the TF
substrate. We explicitly kept in Eqs. (S12) and (S13) the parametric dependence on the distance
zi.
5C. One-body interaction: A single point charge close to a Thomas–Fermi interface
Let us consider an isolated point charge i at a distance zi from a TF metal, see Fig. S1(a). For an
ideal metal λ→∞, the electrostatic energy can be obtained using the method of image charges as
UCI
•
∞ = −q2i /(16piε0εαzi), which is equal to half of the energy that a real pair of interacting charges
would have [14]. We recall that the symbol • refers to the interaction of a charge with its image in
the metal, see main text. For a TF metal characterized by a finite screening length λ, we follow the
derivation in Ref. [8] and compute the electrostatic energy via the volume integral of the product
of the charge density and the potential, UCI
•
λ =
∫
drρ(r)Ψ(r). The latter integral has to be taken
over the full space in z and thus the corresponding solutions Ψα and Ψβ in Eqs. (S12) and (S13)
have to been taken for z > 0 and z < 0, respectively. The total charge density ρ(r) = ρ•(r) + ρI(r)
follows from the sum of the point charge, ρ•(r) = qiδ(r− ri) and the induced charge density ρI(r).
By combining Eqs. (S3), (S4) and (S13), the induced charge density ρI as derived from the TF
equation is proportional to the electrostatic potential in the metal,
ρI(zi; z,K) = −ε0εβk2TFΨβ(zi; z,K) = −
εβk
2
TFq1e
−Kzi
2pi (εαK + εβκTF)
eκTFz. (S14)
Note that Eqs. (S13) and (S14) are defined only in the lower half-space z < 0. Upon applying
the Plancherel theorem and the inverse Hankel transform Ψ(z,R) =
∫
dKKJ0(KR)Ψ(z,K), the
one-body energy reads [8]
UCI
•
λ (zi) =
1
2
∫ ∞
−∞
dz
∫ ∞
0
2piRdR
[
ρI(zi; z,R)Ψβ(zi; z,R) + ρ
•(zi; z,R)Ψα(zi; z,R)
]
= pi
∫ ∞
−∞
dz
∫ ∞
0
dKK
[
ρI(zi; z,K)Ψβ(zi; z,K) + ρ
•(zi; z,K)Ψα(zi; z,K)
]
=: UCI
•
I (zi) + U
CI•
• (zi), (S15)
The first term defined by the right hand side of Eq. (S15) is the potential energy UCI
•
I of the
induced charge, i.e. the energy needed to induce the charge density ρI in the metal. The second
term is the potential energy UCI
•
• of the point charge in front of the Thomas–Fermi substrate.
Inserting Eq. (S14) and using that the induced charge ρI is only defined in the half-space z < 0,
one obtains
UCI
•
I (zi) = −piε0εβk2TF
∫ 0
−∞
dz
∫ ∞
0
dKK [Ψβ(zi; z,K)]
2
= − q
2
i
8piε0εβ
k2TF
∫ ∞
0
dKK
e−2Kzi(
(εα/εβ)K +
√
K2 + k2TF
)2√
K2 + k2TF
. (S16)
6By substituting the integration variable with the dimensionless variable ξ = Kzi, the latter can be
brought into a slightly more familiar form [8],
UCI
•
I (zi) = −
q21
16piε0εβ
∫ ∞
0
dξ
2(kTFzi)
2ξe−2ξ(
(εα/εβ)ξ +
√
ξ2 + (kTFzi)2
)2√
ξ2 + (kTFzi)2
=: − q
2
1
16piε0εβ
II(zi, kTF), (S17)
where the right hand side defines the integral II.
We now consider the second term in Eq. (S15). In cylindrical coordinates, the charge density
located on the axis R = 0 reads as ρ•(z) = qiδ(z−zi)/(2pi). Therefore, the two cases Ψ>α and Ψ<α in
Eq. (S12) are equal upon integration in z of ρ•Ψα in Eq. (S15). For instance, using the expression
Ψ>α one obtains
UCI
•
• (zi) = pi
∫ ∞
−∞
dz
∫ ∞
0
dKK
q1δ(z − zi)
2pi
q1
4piε0εαK
[
e+Kzi +
εαK − εβκTF
εαK + εβκTF
e−Kzi
]
e−Kz
=
q21
8piε0εα
∫ ∞
0
dK
1− εβ
√
K2 + k2TF − εαK
εβ
√
K2 + k2TF + εαK
e−2Kzi
 (S18)
The first term corresponds to the diverging self-energy of any point charge. In line with the
treatment in classical electrostatics [1], we omit this static part in the following, as it simply
corresponds to a constant self-contribution. Again, substituting the integration variable by ξ = Kzi
yields
UCI
•
• (zi) =
q21
8piε0εαzi
∫ ∞
0
dξ
√
ξ2 + (kTFzi)2 − (εα/εβ)ξ√
ξ2 + (kTFzi)2 + (εα/εβ)ξ
e−2ξ
=
q21
16piε0εαzi
[∫ ∞
0
dξ
4(εα/εβ)ξ√
ξ2 + (kTFzi)2 + εα/εβξ
e−2ξ − 1
]
=: − q
2
1
16piε0εαzi
[1− I•(zi, kTF)] . (S19)
The integrals II and I• defined above can be obtained numerically with high accuracy using
common routines such as QUADPACK. In practice, we employ the latter through Python’s scipy.
integrate.quad interface to obtain the numerical resuslts such as those shown in Fig. S2(a).
Asymptotic analysis reveals that II vanishes both in the ideal metal and insulator limits, kTF =
1/λ → ∞ and kTF → 0, respectively. I• vanishes in the ideal metal limit and goes to unity
for the perfect insulator, εβ = εα = 1. This directly reveals that, without dielectric contrast, as
expected, the energy of a single point charge at a perfect metal interface is half of the equivalent
energy at an insulator surface. Figure S2(b) shows as an example the resulting energy UCI
•
and its
710−3 10−2 10−1 100 101 102 103
–=d
10−3
10−2
10−1
100
I[
·]
perfect metal insulator
(a)
I•
II
10−1 100 101
zi [nm]
102
103
104
−U
=k
B
T
[K
]
(b)
UCI
•
•
UCI
•
I`
UCI
•
I
+ UCI
•
•
´
UCI
•
ideal
Figure S2. Numerical results for the one-body energy: (a) Dependence of the integrals I on the dimensionless
screening length λ/zi = kTFzi. (b) One-body electrostatic energy −UCI•λ and its contributions according to
Eqs. (S17) and (S19) for a fixed screening length λ = 1 nm. The dashed black line shows the perfect metal
limit.
contributions for λ = 1 nm compared to the ideal metal, UCI
•
∞ = q21/(16piε0εαzi). As the implicit
dielectric constants in our simulations are εβ = εα = 1, we fix this ratio for all data reported here.
Note that for numerical reasons the unit of the inverse length ξ = Kzi in Eqs. (S17) and (S19)
should be chosen such that λ/zi ∼ 1
D. Two-body interaction: Two point charges close to a Thomas–Fermi interface
Let us now consider two point charges i and j in front of a TF substrate as depicted in Fig. S1(b).
As discussed in the main text, we decompose the total energy into the following contributions,
Uλ(zi, zj , Rij) = U
CC(rij) + U
CI
λ (zi, zj , Rij) + U
II
λ (zi, zj , Rij), (S20)
where zi and zj are the distances normal to the surface, Rij is the in-plane separation and rij =√
R2ij + (zi − zj)2 is the distance between the charges. In the following, we discuss the individual
contributions and the numerical solution procedures employed.
Direct Coulomb interaction: UCC denotes the direct Coulomb charge–charge interaction
between the point charges, UCC = qiqj/(4piε0εαrij). In the general case of a fluid consisting of N
charges, the corresponding Coulomb energy of the charge i reads as
UCCi =
qi
8piε0εα
N∑
j 6=i
qj
rij
, (S21)
8where the additional factor 1/2 stems from the fact that the energy UCC contributes to both
particles i and j. To simplify notation, in the following, we skip the index i for the total energy
of particle i and refer to the sum j 6= i whenever no indices (ij) are specified. This approach is
equivalent to considering the statistical average of a particle in a fluid, UCC =
〈
UCCi
〉
N
.
A special case emerges when a periodic crystal of point charges qi = −qj = q is considered. In
this case, Eq. (S21) can be recast in terms of the Madelung constant M,
UCC = − q
2
8piε0εαa0
M. (S22)
Here, a0 is the nearest neighbor distance (which corresponds to half of the crystal unit cell) and
M depends on the dimension of the crystal as M = 2ln2 in one dimension, M ≈ 1.61554 in two
dimensions [15] and M≈ 1.747564594 in three dimensions [16].
Charge–image interaction UCIλ : We decompose the charge–image interaction of particle i
interacting with particle j at the TF interface according to UCIλ = U
CI•
λ (zi) + U
CI◦
λ (zi, zj , Rij),
where UCI
•
λ is the one-body term given by Eq. (S15) and U
CI◦
λ the electrostatic energy of charge
i interacting with the induced charge density ρI(zj ; z,R) due to the charge j. Making use of
symmetry, the only relevant variable in the R-direction is the projected particle distance Rij , see
Fig. S1(b). UCI
◦
λ is obtained from the convolution of the induced charge of j and the electrostatic
potential Ψβ due to charge i in the metal, i.e. U
CI◦
λ =
∫
drΨβ(ri; r)ρ
I(rj ; r). This leads to
UCI
◦
λ (zi, zj , Rij) =
∫ 0
−∞
dz
∫ ∞
0
2piRijdRijΨβ(zi; z,Rij)ρ
I(zj ; z,Rij)
= 2pi
∫ 0
−∞
dz
∫ ∞
0
dKKJ0(KRij)Ψβ(zi; z,K)ρ
I(zj ; z,K). (S23)
Using Eqs. (S13) and (S14), this yields
UCI
◦
λ (zi, zj , Rij) = −
qiqj
2piε0
∫ 0
−∞
dz
∫ ∞
0
dKKJ0(KRij)
εβk
2
TF
(εαK + εβκTF)
2 e
−K(zi+zj)e2κTFz
= − qiqj
4piε0
∫ ∞
0
dKJ0(KRij)
Kεβk
2
TF√
K2 + k2TF
(
εαK + εβ
√
K2 + k2TF
)2 e−K(zi+zj).
(S24)
Equation (S24) can be integrated numerically as discussed above.
Image–image interaction UIIλ : The resulting expressions for the image–image interactions
are more involved. The general expression for the energy of the image charge of particle i in the
electrostatic potential induced by particle j follows from the convolution
U IIλ (ri, rj) =
∫
drρI(ri; r)Ψβ(rj ; r). (S25)
9Due to the spatial extension of the induced charges, the volume integral cannot be transformed into
cylindrical coordinates conveniently. We thus use cartesian coordinates and, to simplify notation,
we locate the charge i at the origin, ri = (0, 0, zi) and the charge j at distance Rij on the x-axis,
rj = (Rij , 0, zj),
U IIλ (zi, zj , Rij) =
1
2
∫
dxdydzρI(zi;x, y, z)Ψβ(zj , Rij ;x, y, z). (S26)
This allows us to use the previously derived expression for the induced charge given in Eq. (S14),
which upon inverse Hankel transform reads
ρI(zi;x, y, z) = −εβk
2
TFqi
2pi
∫ ∞
0
dKJ0(Kr‖)
e−Kzi
εαK + εβ
√
K2 + k2TF
e
√
K2+k2TFz, (S27)
where r‖ =
√
x2 + y2. Similarly, upon introducing R‖ =
√
(x−Rij)2 + y2, the electrostatic
potential follows from Eq. (S13) as
Ψβ(zj , Rij ;x, y, z) =
qj
2piε0
∫ ∞
0
dKJ0(KR‖)
e−Kzj
εαK + εβ
√
K2 + k2TF
e
√
K2+k2TFz. (S28)
Performing the volume integral in Eq. (S26) is a daunting task. We thus employ a numerical
integration in r. Figure S3(a) shows the potential Ψβ for a point charge qi = 1 e located at a
distance zi = 1 nm from a Thomas–Fermi metal characterized by a screening length λ = 1 nm.
As expected, one observes that the potential and the corresponding induced charge density in
Fig. S3(b) extend over a characteristic length ∼ 1 nm. Contrary, for λ = 0.05 nm, the potential
is screened on ∼ 0.05 nm in Fig. S3(c) and the induced charge density in Fig. S3(d) approaches a
point-like distribution as expected for a good metal.
Having assessed the numerical solution of Eqs. (S27) and (S28), we obtain the electrostatic en-
ergy by calculating the product uIIλ = ρ
I(ri; r)Ψβ(rj ; r) in Eq. (S26) on a mesh as shown in Fig. S4.
Due to the approximately exponential decay, we employ a mesh of logarithmically increasing spac-
ing with increasing distance to the position of the induced charges as indicated by the red lines
in Fig. S4. We limit the integration to a distance from the charges of 10λ in the lateral direction
and 8λ in the direction normal to the surface. The total image–image energy U IIλ =
∫
druIIλ is then
obtained by numerical integration using the corresponding volume element of each grid element.
We explicitly checked that increasing the domain size does not alter the obtained energy as uIIλ ∼ 0
at the boundary of the integration volume. Furthermore, due to the logarithmic grid employed,
the integral converges well with the grid resolution as shown in Fig. S5. We characterize the mesh-
ing by a parameter m, which corresponds to the number of elements employed in the z-direction.
10
0 1 2 3
r‖ [nm]
−2:0
−1:5
−1:0
−0:5
0:0
z
[n
m
]
(a)
0:0 0:2 0:4 0:6
r‖ [nm]
−0:3
−0:2
−0:1
0:0
z
[n
m
]
(b)
0 1 2 3
r‖ [nm]
−2:0
−1:5
−1:0
−0:5
0:0
z
[n
m
]
(c)
0:00 0:25 0:50 0:75 1:00
r‖ [nm]
−0:8
−0:6
−0:4
−0:2
0:0
z
[n
m
]
(d)
0:2
0:4
0:6
0:8
Ψ
˛
[V
]
2
4
6
Ψ
˛
[V
]
−0:04
−0:02

I
[e
=n
m
3
]
−150
−100
−50
0

I
[e
=n
m
3
]
Figure S3. Electrostatic potential Ψβ and charge density ρ
I induced by a point charge qi = 1e in front
of a TF interface. (a) Electrostatic potential in the y = 0 plane for zi = 1 nm and λ = 1 nm. (c) shows
the corresponding induced charge density ρI. (b) and (d) show corresponding results for zi = 0.1 nm and
λ = 0.05 nm.
Figure S5 reports the convergence of ∆U IIm = U
II
m/U
II
m=50, where we consider m = 50 as a reference.
In practice, we find that m = 30, corresponding to a number of grid elements Ngrid ∼ 105, yields
accurate results.
II. THOMAS–FERMI ENERGY FOR A TWO-DIMENSIONAL IONIC CRYSTAL
Let us consider the total energy of a charge i interacting with all other charges j in the system,
U iλ =
∑
i 6=j U
ij
λ . Taking the average over N particles, Uλ = 〈U iλ〉N , we obtain the total electrostatic
energy divided by the number of particles. For a two-dimensional square ionic crystal, the energy
only depends on the distance d from the TF substrate and the crystal lattice spacing a0. The
expression corresponding to Eq. (S20) is thus given by
Uλ = U
CC(a0) + U
CI•(d) + UCI
◦
λ (d, a0) + U
II
λ (d, a0). (S29)
The direct Coulomb interaction, which is independent of the TF substrate, only depends on the
crystal lattice spacing a0. U
CC(a0) is thus conveniently expressed in terms of a Madelung constant
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Figure S4. Energy density of the image–image interaction uIIλ inside the TF substrate. The point charges
qi = −qj = 1 e are located at ri = (0, 0, 1 nm) and rj = (1 nm, 0, 1 nm), respectively. The TF substrate is
characterized by a screening length λ = 1 nm. Results are shown for (a) the z=0 plane and (b) the y = 0
plane. Red lines indicate the logarithmic mesh employed.
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Figure S5. Convergence of the numerical integration of the image–image interaction energy with the resolu-
tion of the spatial grid (see Fig. S4). The mesh parameter m corresponds to the number of elements in the
z-direction. The corresponding total number of elements Ngrid is shown as dashed lines (right axis). For
illustration, data are shown for two point charges at zi = zj = 1 nm, Rij = 2 nm using λ = 1 nm (blue lines)
and zi = zj = 0.1 nm, Rij = 2 nm, Rij = 2 nm using λ = 0.05 nm (red lines).
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as discussed in Section I D. The one-body contribution UCI
•
(d), which only depends on d, is
discussed in Section I C. Contrary, UCI
◦
λ and U
II
λ explicitly depend on the electrostatic screening
characterized by λ and, thus, cannot be expressed in terms of a general Madelung constant. We
explicitly perform the sum over all neighbors in the x, y-plane,
U
CI◦/II
λ (d, a0) =
∞∑
j,k=−∞
k 6=j
U
CI◦/II
λ
(
zi = d, z2 = d,Rij = a0
√
j2 + k2
)∣∣∣
qj=(−1)j+k
. (S30)
In practice, we cut the infinite sum in Eq. (S30) at a finite number of neighbors Nneigh. We find
that Nneigh ∼ 10 yields reasonable accuracy which we monitor by fitting the energy of the form
U(Nneigh) = U(∞) + U◦/Nneigh. Figure S6 shows UCI◦λ (Nneigh) for λ = 1.1 nm, d = 0.8 nm and
a0 = 1.475 nm as employed in Fig. 3 of the main text. We perform a bootstrapping analysis
discarding one data point each time during the fit to obtain the family of fitting parameters shown
as lines in Fig. S6(a) and from which we obtain confidence intervals for Nneigh → ∞. To obtain
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Figure S6. (a) Extrapolation of the neighbor sum for UCI
◦
as defined by Eq. (S30). Fits of the form
U(∞) + U◦/Nneigh are performed leaving out one data point each and shown as lines. (b) The resulting
values UCI
◦
(N → ∞) at varying distance for given λ are interpolated using a weighted smoothing spline.
The inset shows the estimated numerical error from the fits in (a) which, in practice, is negligible. The same
procedure is employed to obtain U II.
U
CI◦/II
λ (d, a0), we interpolate the values obtained at a set of distances d using a weighted smoothing
spline as shown in Fig. S6(b). The extrapolated numerical error estimate shown in the inset of
Fig. S6(b) is, in all cases, negligible compared to the total charge–induced energy UCI shown in
Fig. 3(a) of the main text.
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Table S1. Simulation parameters for the BMH potential employed
for the salt–salt interactiona.
A [kcal/mol] σ [A˚] B [A˚] C [kcal/mol/A˚
6
] D [kcal/mol/A˚
8
]
Na–Na 6.0811 2.340 0.317 24.1807 11.5146
Cl–Cl 3.6487 3.170 0.317 1669.6786 3353.6227
Na–Cl 4.8639 2.755 0.317 161.2044 200.0662
a Parameters taken from Ref. [18].
III. SIMULATION DETAILS
All our simulations are carried out using the LAMMPS simulation package [17] (stable release
7 Aug 2019) with periodic boundary conditions (PBC) in all dimensions. Electrostatic interac-
tions are calculated using the PPPM method with an accuracy of at least 10−5 and a real-space
cut-off rc = 12.5 A˚. The non-electrostatic interactions are cut and shifted to zero at rc. The
non-electrostatic part of the salt–salt interactions are described using the Born-Meyer-Huggins
potential,
UBMH(r) = A exp
(
σ − r
B
)
− C
r6
− D
r8
, (S31)
with parameters given in Table S1.
For the TF–TF interaction, we chose to employ a purely repulsive power law of the form
U(r) = E/rn to avoid numerical infinities when particles overlap. For our results shown in the main
text, we use n = 8 and E = 103 kcal/mol/A˚
8
. The positive and negative TF particles differ only in
their partial charge ±qTF and only interact electrostatically with the salt. To prevent mixing of the
Thomas–Fermi fluid and the salt, a reflective wall of thickness e = 0.2 nm is positioned between
the two subsystems. The latter implies that, if an atom moves through the wall in a timestep by
a distance δ, its position is set back to −δ away from the wall and the sign of the corresponding
component of its velocity is flipped.
For the simulations of the TF and the salt in contact with an insulating/vacuum interface,
the interactions between periodic images are not screened and we thus employ the slab correction
by Yeh and Berkowitz [19] with a vacuum layer of three times the simulation cell height. Time
integration is performed using a Verlet scheme with a timestep of 0.1 fs to allow for fast relaxation
of the TF liquid of mass 0.1 amu. The mass of the Na and Cl atoms is set to 22.9898 and 35.446
amu, respectively. Temperature coupling for the TF at 12000 K and the salt at 2000 K is performed
using separate Nose–Hoover thermostats with a characteristic time of 100 timesteps.
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IV. INFLUENCE OF INTERACTION POTENTIALS, SALT SLAB WIDTH AND
THOMAS–FERMI LAYER WIDTH
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Figure S7. Influence of the TF–TF interaction potential (via the power n) and wall–wall separation dw on
the resulting energy Uλ. All values are shown for λ
? = 0.5 nm (see main text). The solid line denotes the
numerical solution of the TF model.
To justify our choice of parameters n = 8, dw = 10 nm and dTF = 20 nm, we here fix λ
? = 0.5 nm
and explicitely vary these parameters. Figure S7 shows the data from Fig. 3 in the main text (blue
circles) together with the numerical solution of the TF model (solid black line). When varying
the repulsive power law exponent to n = 12, the resulting energies (green triangles in Fig. S7)
are in perfect agreement with n = 8. Upon increasing the distance between the two Thomas–
Fermi interfaces to dw = 40 nm (red squares), the energies close to the surface (small d) agree
well. However, for d & 0.2 nm the energy is slightly smaller and in better agreement with the TF
model prediction for a single interface (shown as solid black line in Fig. S7), hinting to possible
interactions with the second interface.
In Fig. S8 we assess robustness of our results with respect to the influence of different TF layer
thickness dTF. Similar to dw, an increase of dTF enhances the agreement of Uλ with the TF model in
Fig. S8(a). For our analysis provided in the main text, dTF = 10 nm was used (shown as red squares
in Fig. S8(a)). The energy of the TF fluid UTFλ converges exponentially with dTF with a decay
length of about 5 nm, see Fig. S8 (b), where we show ∆uTFλ = u
TF
λ (dTF)− uTFλ (∞) normalized by
the extrapolated value at infinite layer thickness dTF. To conclude, increasing dw and dTF slightly
increases the agreement with the TF model of a single interface at the cost of significantly increased
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Figure S8. (a) Influence of dTF on the electrostatic energy Uλ at fixed effective Thomas–Fermi length
λ? = 0.5 nm (see main text). n = 8 and dw = 20 nm correspond to the values used for Fig. 3 of the main
text, where dTF = 10 nm was used. The solid line denotes the numerical solution of the TF model as
discussed in the main text. (b) The disjoining energy of the Thomas–Fermi fluid decays exponentially with
a decay length of ∼ 5 nm (solid line).
simulation effort (due to both an increase of the number of particles [∼ dTF] and the number of
grid points necessary for the same accuracy using the PPPM method [∼ dTF + dw]). Contrary, it
is important to note that our simulation approach can deal with a finite thickness of the metallic
substrate dTF.
V. ENERGY DECOMPOSITION FROM SIMULATION RERUNS
As discussed in the main text, the simulated electrostatic energy U˜λ(d) consists of all ion pair
contributions in Eq. (S20) and a contribution UTFλ corresponding to the self Thomas–Fermi fluid
energy in the absence of the confined system. The total electrostatic energy between two charges
i and j as measured in the molecular simulations thus reads:
U˜λ(rij) = U˜
CC(zi, zj , Rij) + U˜
CI
λ (zi, zj , Rij) + U˜
II
λ (zi, zj , Rij) + U˜
TF
λ (dTF). (S32)
The latter contribution U˜TFλ can be seen as the ground-level energy of the Thomas–Fermi fluid in
the simulation; the interaction between induced charges U˜ IIλ correspond accordingly to the change
in its energy with respect to this reference. To compare the simulation/theoretical energies, U˜TFλ
must be removed from U˜λ(d) obtained in the simulation (since U˜
TF
λ is set to zero by definition in
the Thomas–Fermi theory). The individual terms can be accessed from reruns of the simulation
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trajectory. In detail, using configurations obtained for q = 1 and qTF 6= 0, we re-evaluate the
electrostatic energy with either the salt charge q or the charge of the TF fluid qTF set to zero. To
compensate for the absence of screening between the periodic images, two-dimensional boundary
conditions [19] are employed. The resulting energies read as
U˜λ(rij)
∣∣∣
qTF=0
= U˜CC(zi, zj , Rij) and (S33)
U˜λ(rij)
∣∣∣
q=0
= U˜ IIλ (zi, zj , Rij) + U˜
TF
λ (dTF). (S34)
Figure S9. Energy UCIλ (d) between a 2D ionic crystal and a Thomas–Fermi metal separated by a distance d
for different λ. For each λ, the symbols correspond to the effective simulation while the dashed line shows
the Thomas–Fermi model (the dotted line is the one-body contribution UCI
•
λ to U
CI
λ ). The black dash-dotted
line shows the energy at a perfect metal surface UCIλ (d) = U
CI•
λ (d) ∼ 1/d. The black dashed line UCIλ (d) = 0
corresponds to data for an insulating surface.
Subtracting Eqs. (S33) and (S34) from Eq. (S32) yields the contribution U˜CIλ
U˜λ(rij)− U˜λ(rij)
∣∣∣
qTF=0
− U˜λ(rij)
∣∣∣
q=0
= U˜CIλ (zi, zj , Rij). (S35)
Fig. S9 shows UCIλ as a function of d for different λ. U
CI
λ decays with d and, more importantly,
varies between the values for an insulator [UCIλ (d) = 0 ∀d] and a perfect metal [UCIλ (d) = UCI
•
λ (d) =
e2/(16piεαε0d), i.e. the charge image model].
To decompose U˜ IIλ and U˜
TF
λ , we perform a separate set of simulations with the TF fluid confined
between two reflecting walls and using the slab correction of Ref. [19] to mimic an insulating
vacuum.
In Figure S10, we show U II obtained from Eq. (S25) and using the extrapolation of the neighbor
sum described in Section II. In general, U II is small compared to UCI shown in Fig. 3(a) of the
main text. Upon decreasing λ (better metal), the induced charge density is more localized and the
17
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Figure S10. Electrostatic energy due to the induced charge densities, U IIλ , for the systems discussed in
Fig. 2 of the main text. Data points show the simulated values obtained according to Eq. (S34), lines show
the results from numerical integration of Eq. (S25) and extrapolating the neighbor sum as described in
Section II.
potential gets screened on shorter distances. Consequently, this term decays to zero in the perfect
metal limit. As discussed in the main text, our simulations (data in Fig. S10) show the opposite
behavior due to the imperfect nature of the TF fluid. The configuration of lowest energy for a
system of point charges is the homogeneous distribution and localizing any charge distribution to
form ρI necessarily increases this energy. This differs from the ideal electron gas behavior in the
TF model, which has zero energy in the homogeneous case, where by inducing a charge density the
resulting energy will become negative (lines in Fig. S10). Note that this deviation from ideality is
captured in the rescaling of the effective screening λ˜ introduced in the main text.
VI. GENERAL CONNECTION TO SCREENING IN LINEAR DIELECTRIC MEDIA
To obtain an explicit expression for the screened potential Ψβ, we follow the basic equations
of classical theory of electric polarization [1]. We consider a perturbing charge distribution ρext(r)
located inside the metal, see Fig. S11. According to Poisson equation, ρext creates a potential
−∇2Ψext(r) = ρext(r)/ε0εβ, which in turn induces a charge density ρI. Denoting the full charge
density ρ(r) = ρext(r) + ρI(r), the full physical potential is −∇2Ψ(r) = ρ(r)/ε0εβ. In analogy to
linear dielectric media, a linear relation between Ψ and Ψext yields
Ψext(r) =
∫
dr′ε(r, r′)Ψ(r′)., (S36)
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Figure S11. Illustration of a perturbing charge distribution ρext and the induced charge density ρI inside
the metal β, respectively.
where we have introduced the non-local dielectric response function ε(r, r′). For a spatially uniform
electron gas translational invariance can be used, i.e. ε(r, r′) = ε(|r−r′|). Equation (S36) can solved
for Ψβ using Fourier transform and the convolution theorem [20]
Ψ(k) =
1
ε(k)
Ψext(k). (S37)
Equation (S37) shows that, for each wavevector k, the total electrostatic potential Ψ is given by
the external potential Ψext at the same k but screened by a factor 1/ε(k), the Thomas–Fermi
dielectric constant [6].
We now use a linear relation between the (Fourier transformed) induced charge density and
the electrostatic potential, ρI(k) = −χ(k)Ψ(k), where χ(k) is the dielectric susceptibility and
ε(k) = (1 + χ(k))ε0. Comparison with Eq. (S3) yields the TF dielectric susceptibility [6],
χTF(k) = e
2∂n0
∂µ
. (S38)
Thus, it is convenient to define the TF wavevector as given in Eq. (S4)
k2TF =
e2
ε0
∂n0
∂µ
, (S39)
from which the Thomas–Fermi dielectric constant follows as
ε(k) = 1 +
k2TF
k2
. (S40)
To shed light on the significance of λ, we now consider the case of a point charge ρext(r) =
qδ(r− r′) as defined in Fig. S1(b). Using r− r′ = r, the external potential of the point charge and
its Fourier transform directly follow from Poisson equation as
Ψext(r) =
q
4piε0r
and Ψext(k) =
q
ε0k2
. (S41)
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Using Eqs. (S37) and (S40), the total potential in the metal is given by
Ψ(k) =
1
ε(k)
Ψext(k) =
q
ε0
(
k2 + k2TF
) , (S42)
which, upon inverse Fourier transformation, yields
Ψ(r) =
∫
dk
(2pi)3
eikr
q
ε0
(
k2 + k2TF
) = q
4piε0r
e−kTFr. (S43)
Equation (S43) has the form of a screened Coulomb potential and λ = k−1TF is analogous to the Debye
screening length λD obtained for electrolyte solutions [21]. This analogy forms the motivation for
the explicit TF fluid screening approach in the present work.
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