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FRIEDRICHS’ EXTENSION LEMMA WITH
BOUNDARY VALUES AND APPLICATIONS IN
COMPLEX ANALYSIS
J. RUPPENTHAL
Abstract. Let Q be a first-order differential operator on a com-
pact, smooth oriented Riemannian manifold with smooth bound-
ary. Then, Friedrichs’ extension lemma states that the minimal
closed extension Qmin (the closure of the graph) and the maximal
closed extension Qmax (in the sense of distributions) of Q in L
p-
spaces (1 ≤ p < ∞) coincide. In the present paper, we show that
the same is true for boundary values with respect to Qmin and
Qmax. This gives a useful characterization of weak boundary val-
ues, particularly for Q = ∂ the Cauchy-Riemannn operator. As an
application, we derive the Bochner-Martinelli-Koppelman formula
for Lp-forms with weak ∂-boundary values.
1. Introduction
Let D be a relatively compact domain in a Hermitian complex man-
ifold and ∂ : C∞∗ (D) → C
∞
∗ (D) the Cauchy-Riemann operator on
smooth forms. For 1 ≤ p < ∞, this operator can be considered as a
densely defined graph-closable operator on Lp-forms:
∂ : dom(∂) = C∞∗ (D) ⊂ L
p
∗(D)→ L
p
∗(D)
Now then, the ∂-operator has various closed extensions. The two most
important are the minimal closed extension ∂min given by the closure of
the graph and the maximal closed extension ∂max, i.e. the ∂-operator
in the sense of distributions. Whereas the two extensions coincide
on smoothly bounded domains by Friedrichs’ extension lemma (see
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[F], [H3]), one has to be very careful when considering non-smooth
domains. Especially on regular sets in singular complex spaces, it is
crucial to distinguish the different closed extensions of the ∂-operator
for they lead to different Dolbeault cohomology groups (see e.g. [BS],
[P], [PS1] or [PS2]). It was realized that investigating the relation
between the various extensions is an essential and very fruitful (maybe
even indispensable) step in understanding the ∂-equation on singular
complex spaces which has to be pursued (see also [R2]). Clearly, the
difference between the closed extensions occurs at the boundary of the
domain. So, a first step is to study the boundary behavior of ∂min and
∂max on domains with smooth boundary which we do in the present
paper by deriving a Friedrichs’ extension lemma with boundary values.
Let D ⊂⊂ Cn be a bounded domain with smooth boundary bD,
and let f ∈ Lp0,q(D) with ∂f ∈ L
p
0,q+1(D) in the sense of distributions
for 1 ≤ p < ∞. Then, we say that f has weak ∂-boundary values
fb ∈ L
p
q(bD) in the sense of distributions if∫
D
∂f ∧ φ+ (−1)q
∫
f ∧ ∂φ =
∫
bD
fb ∧ ι
∗(φ) (1)
for all φ ∈ C∞n,n−q−1(D), where ι : bD →֒ C
n is the embedding of the
boundary. Weak ∂-boundary values in the sense of distributions are
a classical subject of complex analysis (see Theorem 4.2, for example)
and closely related to the investigation of the so-called Hardy spaces
(cf. [S]). Starting from results of Skoda [S], Harvey and Polking [HP],
Schuldenzucker [SCH] and Hefer [H1], there has been a considerable
progress in the understanding of weak ∂-boundary values by Hefer in
[H2], where boundary values in the sense of distributions are compared
to boundary values which arise naturally in the application of integral
operators. This is interesting because boundary values defined by re-
stricting the kernel of an integral operator can often be estimated by
direct methods, whereas the abstractly given distributional boundary
values are less tractable but analytically interesting objects linked to
the form on the interior of a domain.
However, in applications the definition of weak ∂-boundary values by
means of the Stokes’ formula (1) turns out to be a bit unhandy and it is
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more convenient to have boundary values in the sense of approximation
by smooth forms. In fact, let f ∈ dom(∂max) ⊂ L
p
0,q(D) with weak
boundary values fb ∈ L
p
q(bD) according to definition (1), and let r ∈
C∞(Cn) be a smooth defining function for D. Then we will show that
there exists a sequence fj ∈ C
∞
0,q(D) such that
fj → f in L
p
0,q(D) , ∂fj → ∂f in L
p
0,q+1(D) (2)
(the classical Friedrichs’ extension lemma) and moreover
fj ∧ ∂r → fb ∧ ∂r on bD in L
p
q(bD), (3)
i.e. f has ∂-boundary values in the sense of approximation (Theorem
4.4).
This phenomenon is not restricted to the Cauchy-Riemann operator,
but holds for arbitrary differential operators of first order with smooth
coefficients. So, it is more convenient to adopt a more general point
of view. Let M be a smooth, compact Riemannian manifold with
smooth boundary, E and F Hermitian vector bundles over M , and
Q : C∞(M,E) → C∞(M,F ) a differential operator of first order. Let
1 ≤ p < ∞ and f ∈ Lp(M,E). We say that f ∈ dom(Qpmin) if there
exists a sequence {fj} ⊂ C
∞(M,E) and a section g ∈ Lp(M,F ) such
that
fj → f in L
p(M,E) , Qfj → g in L
p(M,F ),
and define Qpminf := g. The well-defined operator Q
p
min is called the
minimal extension of Q because it is the closed extension of Q to an op-
erator
Lp(M,E) → Lp(M,F ) with minimal domain of definition. Its graph
is simply the closure of the graph of Q : C∞(M,E) → C∞(M,F ) in
Lp(M,E) × Lp(M,F ). Let σQ be the principal symbol of Q, ν the
outward pointing unit normal to bM , and ν♭ the dual cotangent vec-
tor. Then, we say that f has boundary values with respect to Qpmin
if there exists a sequence {fj} in C
∞(M,E) such that limj→∞ fj = f
in Lp(M,E), limj→∞Qfj = Q
p
minf in L
p(M,F ), and a section fb ∈
Lp(bM,E|bM) such that
lim
j→∞
σQ(·, ν
♭(·))fj|bM = σQ(·, ν
♭(·))fb in L
p(bM, F |bM).
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In this case, we call fb weak Q-boundary values of f with respect to
Qpmin (i.e. in the sense of approximation).
Now, we draw our attention to the maximal closed extension of Q,
that is the extension of Q in the sense of distributions. We say that
f ∈ dom(Qpmax) if Qf = u ∈ L
p(M,F ) in the sense of distributions,
and set Qpmaxf := u in that case. Here again, we can define weak
Q-boundary values with respect to Qpmax. We say that f has weak Q-
boundary values fb ∈ L
p(bM,E|bM ) with respect to Q
p
max (in the sense
of distributions), if fb satisfies the generalized Green-Stokes formula
(cf. Theorem 2.1)
(Qu, φ)M − (u,Q
∗φ)M =
1
i
∫
bM
〈σQ(x, ν
♭)ub, φ〉Fx dS(x)
for all φ ∈ C∞(M,F ).
The main objective of the present paper is to compare both notions of
Q-boundary values. It is easy to see that dom(Qpmin) ⊂ dom(Q
p
max) ⊂
Lp(M,E), and that Qpmin is the restriction of Q
p
max to dom(Q
p
min).
Moreover, it is also clear that weak Q-boundary values in the sense of
approximation are weak Q-boundary values in the sense of distributions
as well. It is well-known that in fact Qpmin = Q
p
max on smooth, com-
pact manifolds with smooth boundary. This result, due to Friedrichs
(see [F], [H3]), is usually called Friedrichs’ extension lemma (Theorem
3.1). In this paper, we observe that the two notions of boundary val-
ues coincide as well (Theorem 3.3). One might call this Friedrichs’
extension lemma with boundary values. In the particular case of the
Cauchy-Riemann operator Q = ∂, we obtain (2), (3).
The present paper is organized as follows: in the next section, we re-
call the notion of weak Q-boundary values in the sense of distributions
(Definition 2.2) which makes sense in view of the generalized Green-
Stokes formula Theorem 2.1. In section 3, we recall the proof of the
classical Friedrichs’ extension lemma as it is presented in [LM] (relying
on [H3] which in turn cites [F] and [LP]) and prove Friedrichs’ extension
lemma with boundary values by a sophisticated choice of an approxi-
mating identitiy. In section 4, we return to the Cauchy-Riemann oper-
ator by translating the results into the language of complex analysis in
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the particular case of the differential operator Q = ∂. In the last sec-
tion, we show how boundary values in the sense of approximation can
be used in applications by deriving the Bochner-Martinelli-Koppelman
formula for forms with weak ∂-boundary values.
2. Weak Boundary Values
Let M be a smooth, compact Riemannian manifold with smooth
boundary, E and F Hermitian vector bundles over M , and
Q : C∞(M,E)→ C∞(M,F )
a differential operator of first order. Let σQ be the principal symbol of
Q, and
Q∗ : C∞(M,F )→ C∞(M,E)
its formal adjoint operator given by
(Qu, v)M =
∫
M
〈Qu, v〉F dVM =
∫
M
〈u,Q∗v〉E dVM = (u,Q
∗v)M ,
where one of the two sections u ∈ C∞(M,E), v ∈ C∞(M,F ) has
compact support in the interior of M . Let dS be the induced volume
element on the boundary bM , ν the outward pointing unit normal to
bM , and ν♭ the dual cotangent vector. Then, the generalized Green-
Stokes formula reads as (see [T], Prop. 9.1):
Theorem 2.1. LetM be a smooth, compact Riemannian manifold with
smooth boundary, and Q a first-order differential operator (acting on
sections of Hermitian vector bundles). Then
(Qu, v)M − (u,Q
∗v)M =
1
i
∫
bM
〈σQ(x, ν
♭)u, v〉Fx dS(x)
for all sections u ∈ C∞(M,E), v ∈ C∞(M,F ).
Now, let u ∈ L1(M,E) and f ∈ L1(M,F ). Then we say that Qu = f
in the sense of distributions if
(u,Q∗φ)M = (f, φ)M
for all φ ∈ C∞(M,F ) with compact support in the interior of M . We
can now give the definition of weak boundary values with respect to
the first-order differential operator Q:
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Definition 2.2. In the situation of Theorem 2.1, let u ∈ L1(M,E)
with Qu ∈ L1(M,F ). Then u has weak Q-boundary values ub ∈
Lp(bM,E|bM) if
(Qu, φ)M − (u,Q
∗φ)M =
1
i
∫
bM
〈σQ(x, ν
♭)ub, v〉Fx dS(x) (4)
for all φ ∈ C∞(M,F ).
This generalizes the notion of weak boundary values of functions in
the Sobolev space H1,p(M): Let Q = d : C∞(M,C) → C∞(M,C ⊗
T ∗M) be the exterior derivative. Then, for all 1 ≤ p ≤ ∞, there is a
unique continuous trace operator
T : H1,p(M) = {u ∈ Lp(M,C) : du ∈ Lp(M,C⊗ T ∗M)} → Lp(bM,C)
such that Tu satisfies (4) (cf. [A], A 6.6). In general, weak Q-boundary
values do not necessarily exist.
3. Friedrichs’ Extension Lemma
Again, let M be a smooth, compact Riemannian manifold with
smooth boundary, E and F Hermitian vector bundles over M , and
Q : C∞(M,E)→ C∞(M,F ) a differential operator of first order (with
C1 coefficients). Let 1 ≤ p < ∞. Then, for f ∈ Lp(M,E), we say
that f ∈ dom(Qpmin) if there exists a sequence {fj} ⊂ C
∞(M,E) and
g ∈ Lp(M,F ) such that
fj → f in L
p(M,E) , Qfj → g in L
p(M,F ),
and define Qpminf := g. The operator Q
p
min is uniquely defined, because
(g, h)M = lim
j→∞
(Qfj , h)M = lim
j→∞
(fj, Q
∗h)M = (f,Q
∗h)M
for all h ∈ C∞(M,F ) with compact support in the interior of M .
Moreover, we say that f ∈ dom(Qpmax), if Qf = u ∈ L
p(M,F ) in the
sense of distributions, and set Qpmaxf := u in that case. It is easy to
see that
dom(Qpmin) ⊂ dom(Q
p
max) ⊂ L
p(M,E),
andQpmin is the restriction of Q
p
max to dom(Q
p
min). But, in our situation,
also the converse is true (cf. [LM], Theorem V.2.6):
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Theorem 3.1. (Friedrichs’ Extension Lemma) LetM be a smooth,
compact Riemannian manifold with smooth boundary, and Q : C∞(M,E)→
C∞(M,F ) a first-order differential operator (acting on sections of Her-
mitian vector bundles), and 1 ≤ p <∞. Then for any f ∈ dom(Qpmax)
there exists a sequence {fǫ} in C
∞(M,E) such that limǫ→0 fǫ = f and
limǫ→0Qfǫ = Q
p
maxf with respect to L
p-norms. Shortly this means that
Qpmin = Q
p
max.
Let us recall the principles of the proof. Using a partition of unity,
it is enough to consider U ⊂⊂ Rn open with smooth boundary and
Q : C∞(U) → C∞(U). So, let f ∈ Lp(U) and Qf = Qpmaxf ∈ L
p(U).
Again, by the partition of unity argument, one has to consider the
following two cases:
1. supp(f) ⊂⊂ U , or
2. U = {x ∈ Rn : x1 < 0} and supp(f) ⊂⊂ U .
For the first case, let φ ∈ C∞cpt(B1(0)) with φ ≥ 0 and
∫
φdx = 1, where
dx is the Euclidean volume element. We call φǫ(x) := ǫ
−nφ(x/ǫ) a
Dirac sequence, and
fǫ := f ∗ φǫ
the convolution of f with a Dirac sequence. It is well known that
fǫ → f in L
p(U) for ǫ→ 0+. But the crucial observation is
Lemma 3.2.
‖Qfǫ − (Qf) ∗ φǫ‖Lp(U) . ‖f‖Lp(U).
It is now easy to complete the first case: Let δ > 0 and ψ ∈ C∞cpt(U)
such that
‖f − ψ‖Lp(U) < δ.
Applying Lemma 3.2 to f − ψ yields:
‖Qfǫ − (Qf) ∗ φǫ‖Lp(U) . δ + ‖Qψǫ − (Qψ) ∗ φǫ‖Lp(U).
Choosing δ and ǫ arbitrarily small finishes this part of the proof. The
second case is treated by exactly the same procedure. One only has
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to be a little careful when choosing the Dirac sequence φǫ. Here, let
φ ∈ C∞cpt(B1(0)) such that
supp(φ) ⊂⊂ {x ∈ B1(0) : x1 > 0}.
Then fǫ is well defined on U , Lemma 3.2 is still true and everything
goes through as before. That completes the proof of Theorem 3.1 as it
is given in [LM].
We are now interested in the behavior of the sequence {fǫ} on the
boundary bM . It is possible to extend Theorem 3.1 to Friedrichs’ ex-
tension lemma with boundary values:
Theorem 3.3. In the situation of Theorem 3.1, assume that f ∈
dom(Qpmax) has weak Q-boundary values fb ∈ L
p(bM,E|bM) in the
sense of Definition 2.2. Then there exists a sequence {fǫ} in C
∞(M,E)
such that limǫ→0 fǫ = f in L
p(M,E), limǫ→0Qfǫ = Q
p
maxf in L
p(M,F )
and
lim
ǫ→0
σQ(·, ν
♭(·))fǫ|bM = σQ(·, ν
♭(·))fb in L
p(bM, F |bM).
Proof. We copy the proof of Theorem 3.1. One has to be even more
careful when choosing the Dirac sequence. We only have to take a closer
look at the second case. So, let U = {x ∈ Rn : x1 < 0}, supp(f) ⊂⊂ U
and
supp(fb) ⊂⊂ bU = {x ∈ R
n : x1 = 0}.
Then
Q =
n∑
j=1
aj(x)
∂
∂xj
+ b(x) , Q∗ = −
n∑
j=1
(
aj(x)
∂
∂xj
+
∂aj
∂xj
(x)
)
+ b(x),
and∫
U
(Qf)Φdx−
∫
U
f(Q∗Φ)dx =
∫
bU
a1(0, x
′)fb(x
′)Φ(0, x′)dx′ (5)
for all Φ ∈ C∞cpt(U) according to Definition 2.2 with x
′ = (x2, ..., xn).
We will use the decomposition
Q∗ = −a1(x)
∂
∂x1
+Q′. (6)
Now, let us choose the right Dirac sequence for our purposes. Let B′1(0)
be the unit ball in Rn−1 and ψ ∈ C∞cpt(B
′
1(0)) with ψ ≥ 0 and
∫
ψdx′ =
FRIEDRICHS’ EXTENSION LEMMA WITH BOUNDARY VALUES 9
1, where dx′ is the Euclidean volume element in Rn−1, x′ = (x2, ..., xn).
For ǫ > 0 set
ψǫ := ǫ
−(n−1)ψ(x′/ǫ).
Therefore, it follows that
lim
ǫ→0
(
a1(0, ·)fb
)
∗ ψǫ = a1(0, ·)fb in L
p(bU). (7)
Moreover, let h : R→ [0, 1] be a smooth function such that
h(x1) =
{
0, for x1 ≤ 1,
1, for x1 ≥ 2.
For τ > 0, set hτ (x1) = h(x1/τ). Now, we define a Dirac sequence in
Rn:
φǫ(x) := ψǫ(x
′)
∂hτ(ǫ)
∂x1
(x1),
where τ(ǫ) will be chosen later. At this point, we only require that
τ(ǫ) ≤ ǫ. Note that supp(φǫ) ⊂⊂ {x1 > 0}. Let
fǫ := f ∗ φǫ.
Then fǫ → f and Qfǫ → Qf as in the proof of Theorem 3.1. Because
of (7), we only have to prove that
lim
ǫ→0
a1(0, ·)fǫ|bU = lim
ǫ→0
(
a1(0, ·)fb
)
∗ ψǫ in L
p(bU). (8)
For (0, x′) ∈ bU , we calculate:
(
a1(0, ·)fb
)
∗ ψǫ(x
′) =
∫
bU
a1(0, t
′)fb(t
′)ψǫ(x
′ − t′)dt′
=
∫
bU
a1(0, t
′)fb(t
′)ψǫ(x
′ − t′)
(
1− hτ(ǫ)(0)
)
dt′
=
∫
U
(
Qf
)
Φǫx′dt−
∫
U
f
(
Q∗Φǫx′
)
dt,
if we let
Φǫx′(t) := ψǫ(x
′ − t′)
(
1− hτ(ǫ)(−t1)
)
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and apply the Green-Stokes formula (5). By the use of the decomposi-
tion (6), it follows that
(
a1(0, ·)fb
)
∗ ψǫ(x
′) =
∫
U
(
Qf
)
Φǫx′dt−
∫
U
f
(
Q′Φǫx′
)
dt
+
∫
U
f(t)a1(t)φǫ(x− t)dt
with x = (0, x′). We will now show that the first two terms turn to 0
in Lp(bU) if we let ǫ→ 0.
So, consider:∫
bU
∣∣∣∣
∫
U
(
Qf
)
Φǫx′dt
∣∣∣∣
p
dx′ ≤
∫
bU
∫
U
|Qf |p(Φǫx′)
pdtdx′
≤
∫
U
|Qf |p(1− hτ(ǫ)(−t1))
∫
bU
ψǫ(x
′ − t′)dx′dt
=
∫
U
|Qf |p(1− hτ(ǫ)(−t1))dt
Here, |Qf |p(1−hτ(ǫ)(−t1)) ≤ |Qf |
p (which is in L1(U)), and converges
to 0 point-wise. Hence, the whole expression turns to 0 by Lebesgue’s
Theorem. For the second term, note that
|Q′tΦ
ǫ
x′| =
∣∣(1− hτ(ǫ)(−t1))Q′tψǫ(x′ − ·)∣∣ . ǫ−n (1− hτ(ǫ)(−t1)) .
Hence, we conclude:∫
bU
∣∣∣∣
∫
U
f
(
Q′Φǫx′
)
dt
∣∣∣∣
p
dx′ ≤
∫
U
|f |p
(∫
bU
|Q′Φǫx′ |
pdx′
)
dt
=
∫
U
|f |p
(∫
B′
ǫ
(t′)
|Q′Φǫx′ |
pdx′
)
dt
.
1
ǫ
∫
U
|f |p
(
1− hτ(ǫ)(−t1)
)
dt.
Here now, for fixed ǫ > 0, ǫ−1|f |p ∈ L1(U),
1
ǫ
|f |p
(
1− hτ (−t1)
)
≤
1
ǫ
|f |p,
and the left-hand side converges to 0 point-wise for τ → 0. So, by the
Theorem of Lebesgue, there exists τ(ǫ) such that
1
ǫ
∫
U
|f |p
(
1− hτ(ǫ)(−t1)
)
dt ≤ ǫ.
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This is our choice of τ(ǫ) which has been left open before. So, we have
just seen that
lim
ǫ→0
(
a1(0, ·)fb
)
∗ ψǫ(x
′) = lim
ǫ→0
∫
U
f(t)a1(t)φǫ(x− t)dt
in Lp(bU). Recall that we had reduced the problem to showing (8). So,
only
lim
ǫ→0
∫
U
f(t)
(
a1(t)− a1(x)
)
φǫ(x− t)dt = 0
in Lp(bU) remains to show. But, due to compactness, there exists a
constant C > 0 such that |a1(t) − a1(x)| ≤ Cǫ if |t − x| ≤ ǫ. Since
f ∈ Lp(U) and |φǫ| ≤ 1, the proof is finished easily. 
We remark that the assumptions on the regularity of the boundary
bM could be relaxed considerably.
4. Boundary Values for the ∂-Operator
In this section, we will apply Friedrichs’ extension lemma with bound-
ary values, Theorem 3.3, to the ∂-operator. Recall the following defi-
nition of ∂-boundary values that is common in complex analysis:
Definition 4.1. Let D ⊂⊂ Cn be a bounded domain with smooth
boundary bD, and f ∈ Lp0,q(D) with ∂f ∈ L
p
0,q+1(D) in the sense of
distributions for 1 ≤ p <∞. Then, we say that f has weak ∂-boundary
values fb ∈ L
p
q(bD) if∫
D
∂f ∧ φ+ (−1)q
∫
f ∧ ∂φ =
∫
bD
fb ∧ ι
∗(φ) (9)
for all φ ∈ C∞n,n−q−1(D), where ι : bD →֒ C
n is the embedding of the
boundary.
In fact, the left hand side of (9) depends only on the pull-back ι∗(φ)
of φ to bD, and so it defines a current on bD. Generally, this current
is called the weak ∂-boundary value of f , and we say that f has got
boundary values in Lp, if this current can be represented by an Lp-form
as in Definition 4.1. See [H1] for a more detailed treatment of that
topic. Boundary values as in Definition 4.1 are not uniquely defined.
The reason is as follows: Let r ∈ C∞(Cn) be a defining function for D.
12 J. RUPPENTHAL
So, D = {z ∈ Cn : r(z) < 0} and we may assume that ‖dr‖ ≡ 1 on bD.
Then ι∗(dr) = 0 implies ι∗(∂r) = −ι∗(∂r). Note that φ ∈ C∞n,n−q−1(D)
contains ∂r necessarily. Hence, ι∗(∂r) ∧ ι∗(φ) = 0 on bD for all φ ∈
C∞n,n−q−1(D). One should mention an example where weak ∂-boundary
values occur:
Theorem 4.2. (Harvey-Polking [HP]) Let r be the strictly plurisub-
harmonic defining function of a strictly pseudoconvex domain D ⊂⊂
Cn, and ω ∈ L10,1(D) with ∂ω = 0 and |r|
−1/2∂r ∧ ω ∈ L10,2(D). Then
there exists f ∈ L1(D) with weak ∂-boundary values fb ∈ L
1(bD) such
that ∂f = ω.
We will now show that Definition 4.1 is actually equivalent to Defini-
tion 2.2 if we make the right choices. So, letM = D with the underlying
Riemannian structure on Cn, E = Λ0,qT ∗M , F = Λ0,q+1T ∗M , and
Q := ∂ : C∞0,q(M) = C
∞(M,E) −→ C∞0,q+1(M) = C
∞(M,F ).
Note that Q∗ = − ∗ ∂∗. For u, v ∈ C∞0,q(D):
(u, v)M =
∫
M
〈u, v〉EdVCn =
∫
M
u ∧ ∗v.
In order to reformulate (9), let g := (−1)q+1 ∗ φ ∈ C∞0,q+1(D). Then
φ = ∗g. So,∫
D
∂f ∧ φ =
∫
D
∂f ∧ ∗g =
∫
M
〈∂f, g〉F dVM = (Qf, g)M ,
and∫
D
f ∧ ∂φ = −
∫
D
f ∧ ∗ ∗ ∂ ∗ ∗φ =
∫
D
f ∧ ∗Q∗ ∗ φ
= (−1)q+1
∫
M
〈f,Q∗g〉E dVCn = (−1)
q+1(f,Q∗g)M .
Hence, in the notation of Definition 2.2, the left hand side of (9) reads
exactly as (Qf, g)M − (f,Q
∗, g)M . For the right hand side, recall that
we have chosen the defining function r such that ‖dr‖ ≡ 1 on bD.
That implies dSbD = ι
∗(∗dr). Note that there is a (0, q)-form f ′b ∈
C∞(bD,Λ0,qT ∗Cn|bD) such that ι
∗(f ′b) = fb. Sine ι
∗dr = 0 and dr∧φ =
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∂r ∧ φ, we compute
fb ∧ ι
∗(φ) = ι∗(f ′b ∧ φ) = ι
∗
(
(∗[dr ∧ f ′b ∧ φ]) ∗ dr
)
=
(
∗ [∂r ∧ f ′b ∧ φ]
)
dSbD
=
(
∗ [∂r ∧ f ′b ∧ ∗g]
)
dSbD = 〈∂r ∧ f
′
b, g〉F dSbM
= 〈Q(rf ′b), g〉F dSbM =
1
i
〈σQ(·, ν
♭)f ′b, g〉F dSbM .
So, we have∫
bD
fb ∧ ι
∗(φ) =
1
i
∫
bM
〈σQ(x, ν
♭)f ′b, g〉Fx dSbM(x) ,
and recognize therefore:
Lemma 4.3. f ∈ Lp0,q(D) with ∂f ∈ L
p
0,q+1(D) has weak ∂-boundary
values fb ∈ L
p
q(bD) according to Definition 4.1 exactly if it has ∂-
boundary values
f ′b ∈ L
p(bD,Λ0,qT ∗Cn|bD) according to Definition 2.2.
So, we are now in the position to translate Theorem 3.3 into the
Friedrichs’ extension lemma with boundary values for the ∂-operator:
Theorem 4.4. Let D ⊂⊂ Cn be a bounded domain with smooth bound-
ary bD, and f ∈ Lp0,q(D) with ∂f ∈ L
p
0,q+1(D) in the sense of distribu-
tions for 1 ≤ p <∞. Then f has weak ∂-boundary values fb ∈ L
p
q(bD)
according to Definition 4.1 exactly if there is a sequence {fǫ} in C
∞
0,q(D)
such that limǫ→0 fǫ = f in L
p
0,q(D), limǫ→0 ∂fǫ = ∂f in L
p
0,q+1(D), and
lim
ǫ→0
ι∗(fǫ ∧ φ) = fb ∧ ι
∗(φ) in Lp2n−1(bD)
for all φ ∈ C∞n,n−q−1(D). If r ∈ C
∞(Cn) is a defining function for D,
i.e.
D = {z ∈ Cn : r(z) < 0} and dr 6= 0 on bD, then the last condi-
tion is equivalent to
lim
ǫ→0
ι∗(fǫ ∧ ∂r) = fb ∧ ι
∗(∂r) in Lpq+1(bD).
If q = 0, then this in turn is equivalent to
lim
ǫ→0
ι∗(fǫ) = fb in L
p(bD).
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5. Regularity of the BMK Formula
The characterization of weak ∂-boundary values by approximation
is a quite useful tool because it allows us to simply work in the C∞-
category in many situations. As an application, we will derive the
Bochner-Martinelli-Koppelman formula for Lp-forms with weak ∂-boundary
values. Before doing that, we present another technical but useful re-
sult. For convenience of the reader, let us recall shortly the Bochner-
Martinelli-Koppelman formula.
Definition 5.1. Let 0 ≤ q ≤ n. The Bochner-Martinelli-Koppelman
kernel Bnq in C
n is then given as
Bnq(ζ, z) =
(n− 1)!
2q+1πn
1
‖ζ − z‖2n
∑
j,J,
|L|=q+1
ǫLjJ(ζj − zj)(∗dζ
L) ∧ dzJ ,
where
ǫAB :=
{
sign π , if A = B as sets and π is a permutation with B = πA,
0 , if A 6= B.
Moreover, let Bn,−1 ≡ 0.
Now, let D ⊂⊂ Cn be a bounded domain with C1-smooth boundary
bD. If g is a measurable (0, q + 1)-form on D, let
BDq g(z) :=
∫
D
g(ζ) ∧ Bnq(ζ, z),
and if f is a measurable q-form on bD, let
BbDq f(z) :=
∫
bD
f(ζ) ∧Bnq(ζ, z),
provided, the integrals do exist. Then:
Theorem 5.2. (BMK formula [K]) Let D ⊂⊂ Cn be a bounded
domain with C1-smooth boundary bD, 1 ≤ q ≤ n, and f ∈ C10,q(D).
Then:
f(z) = BbDq f(z)−B
D
q (∂f)(z)− ∂zB
D
q−1f(z), (10)
where BDq−1f ∈ C
1
0,q−1(D).
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In the following, we will show that (10) is still valid under the as-
sumption that f ∈ L10,q(D) with ∂f ∈ L
1
0,q+1(D) has weak ∂-boundary
values fb ∈ L
1
q(bD). It is well-known that
Lemma 5.3. Let D ⊂⊂ Cn be a bounded domain. Then, BDq defines
a bounded linear operator
Lp0,q+1(D)→ L
r
0,q(D)
for all 1 ≤ p, r ≤ ∞ such that 1/r > 1/p− 1/(2n).
This is a direct consequence of ‖Bnq(ζ, z)‖ . ‖ζ−z‖
2n−1 and Young’s
inequality, which is usually used for estimating integral operators (cf.
for example [LM], Proposition III.5.35). In order to estimate the BMK
boundary operator BbDq , we need a more general version of such an
inequality. So, we will make use of the following technical result. The
proof can be found in [R1], Theorem 3.3.4:
Theorem 5.4. Let 1 ≤ t ≤ s < ∞ and 1 ≤ a, b ≤ ∞ be fixed, (X, µ)
and (Y, ν) measure spaces with µ(X) < ∞ and ν(Y ) < ∞, and K a
µ× ν-measurable function on X × Y such that∫
X
|K(x, y)|tdµ(x) ≤ g(y) for almost all y ∈ Y, (11)∫
Y
|K(x, y)|sdν(y) ≤ h(x) for almost all x ∈ X, (12)
where g ∈ La(Y ) and h ∈ Lb(X). Then:
I. The linear operator f 7→ Tf which is given by
Tf(y) =
∫
X
K(x, y)f(x)dµ(x)
for almost all y ∈ Y defines a bounded operator T : Lp(X) → Lr(Y )
for all 1 ≤ p, r ≤ ∞ satisfying
p ≥
{
t
t−1
, if t > 1,
∞ , if t = 1,
(13)
and
r ≤ at.
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II. The mapping f 7→ Tf is bounded as an operator T : Lp(X) →
L1(Y ) for 1 ≤ p <∞ with
p ≥
{
sb
sb−1
, if 1 < sb <∞,
1 , if b =∞.
(14)
III. If (14) is satisfied and sb 6= t, then f 7→ Tf defines a bounded
operator T : Lp(X)→ Lr(Y ) for all 1 ≤ r ≤ ∞ with
1
r
=
(
sb
sb− t
)(
1
p
+
1
t
− 1
)
(15)
and
r ≤ t
(
a
s− t
s
+ 1
)
. (16)
We have made the following conventions: In (15), let 1/r = 0 if r =∞.
If b =∞, then (15) has to be interpreted as 1
r
= 1
p
+ 1
t
− 1. If a =∞,
then (16) reads as r ≤ ∞.
It is now easy to deduce:
Lemma 5.5. Let D ⊂⊂ Cn be a bounded domain with C1-smooth
boundary bD. Then, BbDq is bounded as an operator
Lpq(bD)→ L
p
0,q(D)
for all 1 ≤ p <∞.
Proof. We will apply Theorem 5.4 to the operatorBbDq . So, letX = bD,
Y = D and
|K(x, y)| = |Bnq(x, y)| ≤
A
|x− y|2n−1
,
where A > 0 is a constant that depends only on D, q and n. We choose
t = 1. It is not hard to prove that there are constants C0(D) > 0 and
C1(D) > 0 such that∫
X
|K(x, y)|tdµ(x) ≤ C0(D) + C1(D)| log δ(y)| =: g(y),
where
δ(y) := dist(y, bD).
For a proof, we refer to [R1], Lemma 3.3.1. It is easy to see that |g|a is
integrable over Y = D for all powers 1 ≤ a < ∞. So, we remark that
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g ∈ La(Y ) for all 1 ≤ a < ∞ (cf. [R1], Lemma 3.3.3). Now, choose
s > 1 such that
1 = t < s <
2n
2n− 1
.
Then
h(x) :=
∫
Y
|K(x, y)|sdν(y)
is uniformly bounded (independent of x ∈ X). Hence h ∈ L∞(X).
So, the assumptions of Theorem 5.4 are fulfilled for X = bD, Y = D,
T = BbDq , 1 = t < s, h ∈ L
∞(X), i.e. b = ∞, and g ∈ La(Y ) for all
1 ≤ a < ∞. We conclude that BbDq defines a bounded linear operator
BbDq : L
p
q(bD)→ L
r
0,q(D) for all 1 ≤ p, r <∞ such that
1
r
=
1
p
+
1
t
− 1 =
1
p
.

We have now provided all the tools that are needed to derive the
Bochner-Martinelli-Koppelman formula for Lp-forms with weak ∂-boundary
values as an application of Friedrichs’ extension theorem with boundary
values. So, let
D ⊂⊂ Cn be a bounded domain with smooth boundary, 1 ≤ r, p <∞,
f ∈ Lp0,q(D) with ∂f ∈ L
r
0,q+1(D) in the sense of distributions and
assume that f has weak ∂-boundary values fb ∈ L
p
q(bD) according to
Definition 4.1.
Then, by Theorem 4.4, it follows that there exists a sequence {fǫ}
in C∞0,q(D) such that
lim
ǫ→0
fǫ = f in L
1
0,q(D),
lim
ǫ→0
∂fǫ = ∂f in L
1
0,q+1(D),
and
lim
ǫ→0
fǫ|bD ∧ ι
∗(φ) = lim
ǫ→0
ι∗(fǫ ∧ φ) = fb ∧ ι
∗(φ) in L12n−1(bD) (17)
for all φ ∈ C∞n,n−q−1(D), where ι : bD → C
n denotes the embedding. In
the following, we will simply write fǫ instead of fǫ|bD.
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Now, the classical BMK formula, Theorem 5.2, implies:
fǫ(z) = B
bD
q fǫ(z)−B
D
q (∂fǫ)(z)− ∂zB
D
q−1fǫ(z)
for all z ∈ D, which we permute to:
∂zB
D
q−1fǫ(z) = B
bD
q fǫ(z)−B
D
q (∂fǫ)(z)− fǫ(z). (18)
By Lemma 5.3 and Lemma 5.5, we know that the applications
BbDq : L
1
q(bD) → L
1
0,q(D),
BDq : L
1
0,q+1(D) → L
1
0,q(D)
are continuous. Hence, the right hand side of (18) converges in L10,q(D)
to a form
G = BbDq fb −B
D
q (∂f)− f ∈ L
1
0,q(D). (19)
To see this, note that the Bochner-Martinelli-Koppelman kernel Bnq(ζ, z)
is a (n, n− q − 1)-form in ζ . So, (17) can be used.
Since
lim
ǫ→0
BDq−1fǫ = B
D
q−1f in L
1
0,q−1(D),
lim
ǫ→0
∂zB
D
q−1fǫ = G in L
1
0,q(D),
it follows that G actually is the ∂-derivate in the sense of distributions:
G = ∂zB
D
q−1f.
Applying Lemma 5.3 and Lemma 5.5 again, we observe that
BbDq fb ∈ L
p
0,q(D),
BDq (∂f) ∈ L
r
0,q(D).
So, the right hand side of (19), and therefore G, is in Lr0,q(D)∩L
p
0,q(D).
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We summarize:
Theorem 5.6. (BMK formula for Lp-forms) Let D ⊂⊂ Cn be a
bounded domain with smooth boundary and 0 ≤ q ≤ n. Moreover, let
1 ≤ r, p < ∞ and f ∈ Lp0,q(D) with ∂f ∈ L
r
0,q+1(D), such that f has
weak ∂-boundary values fb ∈ L
p
q(bD). Then
BbDq fb ∈ L
p
0,q(D),
BDq (∂f) ∈ L
r
0,q(D),
BDq−1f ∈ L
p
0,q−1(D) ∩Dom(∂),
∂BDq−1f ∈ L
r
0,q(D) ∩ L
p
0,q(D),
and
f(z) = BbDq fb(z)−B
D
q (∂f)(z)− ∂zB
D
q−1f(z)
for almost all z ∈ D.
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