Abstract-Energy consumption is an important design parameter for embedded and portable systems. Software-controlled (or dynamic) power management (DPM) has emerged as an attractive alternative to inflexible hardware solutions. However, DPM via I/O device scheduling for real-time systems has not been considered before. We present an online I/O device scheduler, which we call lowenergy device scheduler (LEDES), for hard real-time systems that reduces the energy consumption of I/O devices. LEDES takes as inputs a predetermined task schedule and a device-usage list for each task and it generates a sequence of sleep/working states for each device such that the energy consumption of the device is minimized. It also guarantees that real-time constraints are not violated. We then present a more general I/O device scheduler, which we call multistate constrained low-energy scheduler (MUSCLES), for handling I/O devices with multiple power states. MUSCLES generates a sequence of power states for each I/O device while guaranteeing that real-time constraints are not violated. We present several realistic case studies to show that LEDES and MUSCLES reduce energy consumption significantly for hard real-time systems.
I. INTRODUCTION

C
OMPUTING systems can be broadly classified into two distinct categories: general purpose and embedded. Embedded systems are usually intended for a specific application. Such systems tend to be I/O intensive, and many of them require real-time guarantees during operation. Examples of embedded systems include remote sensors, digital cellular phones, audio and video disc players, sonar, radar, magnetic resonance imaging medical systems, video telephones, and missile systems.
Power consumption is an important design issue in embedded systems. The power consumption, and the corresponding energy consumption, of the various components of an embedded system directly influence battery lifetime and, hence, the lifetime of the system. Therefore, system lifetime can be extended by reducing energy consumption in an embedded system. Decreased power consumption also results in higher component reliability. Many embedded systems tend to be situated at remote locations; the cost of replacing battery packs is high when the batteries that power these systems fail.
Power-reduction techniques can be viewed as being static or dynamic. Power can be reduced statically by applying compile-time optimizations to generate restructured, power-conscious machine code. Static techniques can also be applied at design time to synthesize power-optimized hardware. Dynamic power-reduction techniques are used during run-time to take advantage of variations in workload.
It is easy to see that the use of static power-reduction techniques causes the system to be relatively inflexible to changes in the operating environment. Although static techniques result in significant energy savings, recent research has focused on dynamic power-management techniques. These techniques usually take advantage of the features provided by the underlying hardware to obtain greater energy savings.
Dynamic power management (DPM) refers to the methodology in which power-management decisions are made at run-time to take advantage of variations in system workload and resources. Modern hardware designs provide several features to support DPM. These features include multiple power states in I/O devices and variable-voltage processors. Given these features, a DPM scheme can make decisions on changing the operating voltage of a processor [also called dynamic voltage scaling (DVS)], and switching devices to low-power sleep states during periods of inactivity. DVS makes use of the fact that energy consumption of the CPU is quadratically proportional to its operating voltage. I/O-centric DPM techniques identify time intervals where I/O devices are not being used and switch these devices to low-power modes during these periods. Such techniques can be implemented at both the hardware and software levels.
More recently, DPM at the operating system (OS) level has gained importance due to its flexibility and ease of use. The OS, having a global view of system resources and workload, can make more intelligent power-management decisions and can, therefore, provide greater energy savings than hardware-based DPM alone. The Advanced Configuration and Power Interface (ACPI) standard, introduced in 1997, allows hardware-power states to be controlled by the OS through system calls, effectively transferring the power reduction responsibility from the hardware (BIOS) to the software (OS) [1] .
A number of embedded systems are designed for real-time use. These systems must be designed to meet both functional and timing requirements [4] . Thus, the correct behavior of these systems depends not only on the accuracy of computations but also on their timeliness. Systems in which the violation of these 0278-0070/03$17.00 © 2003 IEEE timing requirements results in catastrophic consequences are termed hard real-time systems. Any real-time scheduling algorithm must guarantee timeliness and schedule tasks such that the deadline of every task is met. Energy minimization adds a new dimension to these design issues.
In modern computer systems, the CPU and the I/O subsystem are two significant consumers of power. While reducing CPU power results in significant energy savings, the I/O subsystem is also a potential candidate to target for power reduction in systems that are I/O intensive. However, switching between device-power states has associated time and power penalties, i.e., a device takes a certain amount of time and power to transition between its power states. In real-time systems where tasks have associated deadlines, this switching must be performed with great caution to avoid the consequences of tasks missing their deadlines. Current-day practice involves keeping devices in hard real-time systems powered up during the entirety of system operation; the critical nature of I/O devices operating in real-time prohibits the shutting down of devices during run-time in order to avoid the catastrophic consequences of missed task deadlines.
In this paper, we present two online device-scheduling algorithms for hard real-time systems to reduce the energy consumption of the I/O devices in the system. Our algorithms guarantee that no task deadline is missed. These algorithms can be easily implemented along with the task scheduler using a tick-driven scheduling implementation as described in [11] . We present case studies to show that energy savings of over 50% can be realized for real-life task sets. To the best of our knowledge, this is one of the first attempts at minimizing the energy consumption of I/O devices for real-time systems.
The rest of the paper is organized as follows. We first briefly review related prior work on DPM techniques for the CPU and I/O subsystem in Section II. In Section III, we motivate the need for deterministic device scheduling in real-time systems. We also explain in greater detail the problem we attempt to solve and we clarify our assumptions. We then explain the I/O device-scheduling algorithm, which we term LEDES. In Section IV, we present a more general I/O device-scheduling algorithm along with the underlying theory. In Section V, we present our experimental results. Finally, in Section VI, we summarize the paper and conclude with directions for future research.
II. RELATED PRIOR WORK
The past decade has seen a significant body of research on low-power design methodologies. This research has focused primarily on reducing the power consumption of the CPU and I/O devices. We first review DPM methods for the CPU. In [25] , a minimum-energy, offline preemptive task scheduling algorithm is presented. This method identifies critical intervals (intervals in which groups of tasks must run at a constant maximum voltage in any optimal schedule) in an iterative fashion. These tasks are then scheduled using the earliest deadline first scheduling policy [14] . An online scheduling algorithm using a preemptive task model is presented in [8] . It also accepts aperiodic tasks whose deadlines are guaranteed to be met. The guarantee is provided by an acceptance test. In [21] , an online DVS algorithm based on the well-known rate-monotonic algorithm is presented. This approach uses the fixed-priority implementation model described in [11] . In [19] , a near-optimal offline fixedpriority scheduling scheme is presented. This work is extended in [20] to generate optimal solutions for the DVS problem.
Almost all prior work on DPM techniques for I/O devices has focused primarily on scheduling devices in a nonreal-time environment. I/O-centric DPM methods broadly fall into three categories: timeout-based, predictive, and stochastic. Timeoutbased DPM schemes shut down I/O devices when they have been idle for a specified threshold interval [7] . The next request generated by a task for a device that has been shut down wakes it up. The device then proceeds to service the request. Predictive schemes are more readily adaptable to changing workloads than timeout-based schemes. Predictive schemes such as the one described in [9] attempt to predict the length of the next idle period based on the past observation of requests. In [18] , a device-utilization matrix keeps track of device usage and a processor-utilization matrix keeps track of processor usage of a given task. When the utilization of a device falls below a threshold, the device is put into the sleep state. In [5] , devices with multiple sleep states are considered. Here too, the authors use a predictive scheme based on adaptive learning trees to shut down devices. Stochastic methods usually involve modeling device requests through different probabilistic distributions and solving stochastic models (Markov chains and their variants) to obtain device switching times [3] , [22] . In [10] , a theoretical approach based on the notion of competitive ratio is developed to compare different DPM strategies. The authors also present a probabilistic DPM strategy where the length of the idle period is determined through a known probabilistic distribution.
An important observation to make here is that none of the above I/O DPM methods are viable candidates for use in real-time systems. Due to their inherently probabilistic nature, the applicability of the above methods to real-time systems falls short in one important aspect-real-time temporal guarantees cannot be provided. Shutting down a device at the wrong time can result in a task missing its deadline. The above methods have been shown to provide significant savings in energy for nonreal-time systems. They also differ from their real-time counterparts in that they attempt to minimize task response times rather than attempting to meet task deadlines. Such methods perform efficiently for interactive systems where user waiting time is an important design parameter. In real-time systems, minimizing mean response time of a task does not guarantee that its deadline will be met. It, thus, becomes apparent that new algorithms that operate in a deterministic manner are needed in order to guarantee real-time behavior.
A recent approach for I/O device scheduling for real-time systems relies on the notion of a mode dependency graph (MDG) for multiple processors and I/O devices [13] . An algorithm based on topological sorting is used to generate a set of valid mode combinations. A second algorithm then determines a sequence of modes for each resource such that all timing constraints are met and max-power requirements are satisfied for a given task set. In contrast to [13] , we are interested here in minimizing energy instead of satisfying max-power constraints. A schedule generated in [13] is not necessarily an energy-optimal schedule for the task set. Furthermore, the work in [13] does not distinguish between I/O devices and processors. On the other hand, the model we assume here is that of a set of periodic tasks executing on a single processor.
Minimizing communication power in multiprocessor systems has also been considered [16] . The authors assume a multiprocessor system, with each node having a voltage-scalable processor, and a communication channel. The network interface at each node can transmit and receive at different speeds, with corresponding power levels. The problem addressed in [16] is to identify a communication speed and a processor speed for each node such that the global energy consumption is minimized.
In the next section, we present our problem statement and describe the assumptions we make.
III. LOW-ENERGY I/O DEVICE SCHEDULING FOR TWO-STATE I/O DEVICES
In this section, we present an I/O device-scheduling algorithm termed LEDES for two-state I/O devices. We assume that each device has two power states-a high-power working state and a low-power sleep state. In Section IV, we will extend the problem to that of scheduling I/O devices with more than two power states.
A. Problem Statement
We are given a task set of tasks. Associated with each task are the following parameters: • release (or arrival) time ; • period ; • deadline ; • worst case execution time ;
• device usage list , consisting of all the devices used by task . The hyperperiod of the task set is defined as the least common multiple of the periods of all tasks. We assume that the deadline of each task is equal to its period, i.e., . The system also uses a set of I/O devices. Each device has the following parameters:
• two power states-a low-power sleep state and a high-power working state ; • a transition time from to represented by ; • a transition time from to represented by ; • power consumed during wake-up ; • power consumed during shutdown ; • power consumed in the working state ; • power consumed in the sleep state . Requests can be processed by the devices only in the working state. All I/O devices used by a task must be powered-up before the task starts execution. Since an online device scheduler must be fast and efficient, we assume that device-scheduling decisions are made only at task starts and completions. The timer capabilities that are present in the operating system can potentially be used to switch device-power states at any time instant. However, interrupt processing incurs a service-time penalty which is architecture-dependent. This service-time penalty, and, therefore, its inclusion in our task model and device-scheduling algorithms, requires special handling; forcing all device switching to be performed only at task starts and completions is a simple approach with no significant impact on energy savings.
We assume that the power consumed in the sleep state is less than the power consumed in the working state, i.e., . Without loss of generality, we assume that for a given device , and . The energy consumed by device is , where is the total number of state transitions for , is the total time spent by device in the working state, and is the total time spent in the sleep state.
Incorrectly switching power states can cause increased, rather than decreased, energy consumption for an I/O device. This leads to the concept of breakeven time, which is the time interval for which a device in the powered-up state consumes an energy exactly equal to the energy consumed in shutting a device down, leaving it in the sleep state and then waking it up [9] . Fig. 1 illustrates this concept. If any idle time interval for a device is greater than the breakeven time , energy is saved by shutting a device down. For idle time periods that are less than the breakeven time, energy is saved by keeping it in the powered-up state.
We further assume that the start time for each job is known a priori. Several commercial real-time operating systems support tick-driven scheduling and embedded systems which are mission-critical require a scheduling mechanism that is inherently deterministic [15] .
We now provide a simple problem statement.
• : Given the start times for a real-time task set that uses a set of I/O devices, determine a sequence of sleep/working states for each I/O device such that the total energy consumed by the set of I/O devices is minimized and all tasks meet their deadlines. In the following sections, we describe the conditions under which device-state transitions can be made while guaranteeing the timely completion of tasks. These conditions are different for different scenarios, the scenarios being dependent on the execution times of the tasks that comprise the task set and the number of sleep states present in a device. We first start by assuming that all task execution times are greater than the transition time of all devices and all devices have a single sleep state. We then show that when devices have multiple power states, guaranteeing timeliness becomes more complex.
One notable advantage of online I/O device scheduling is that online DPM decision-making can further exploit underlying hardware features such as buffered reads and writes. A device schedule constructed offline and stored as a table in memory precludes the use of such features owing to its timer-driven approach.
In the next section, we motivate the need for deterministic I/O device-scheduling policies with an example. We then introduce some additional concepts that will be used later.
B. Motivation for Deterministic I/O Device Scheduling
Before we describe the LEDES algorithm, we first use a simple example to motivate the need for deterministic I/O device-scheduling methods. Table I describes a simple three-task real-time task set. The task schedule using the rate-monotonic algorithm is shown in Fig. 2 .
For the sake of simplicity, but without loss of generality, we have assumed that these tasks use independent devices. We have assumed, also for the sake of simplicity, that the device characteristics are the same for all devices. We assume a working power of 60 units, a transition power of 30 units and a sleep power of 10 units for both devices. Assuming that the transition time is 10 units, the breakeven time for the devices is calculated to be 10 units.
Let us focus on the first 100 time units. At , all devices are powered up. At this point, decisions must be made to power-down certain devices in order to reduce energy consumption. We can easily see that device cannot be shut down because it is used immediately by task . Assuming that we have no knowledge of future task requests, we cannot deterministically identify (at this point) whether any of the devices can be shut down and yet be powered up in time for future device requests. Thus, all devices stay powered up at . At , when task completes its execution, is scheduled to run. At this point, let us assume a timeout-based policy is used to shut down devices, and that the timeout value is 10 units. Now, devices and have not been used for 10 units of time. Therefore, they are both candidates for shutdown. However, is used by task and cannot be powered-down. Since is not used by , it is powered down and placed in the sleep state.
When completes execution at , task is ready to run. However, device has to be woken up before can run. Since the transition time for is 10 units, waits for 10 units until is powered up and then starts its execution, effectively at . It is now easy to see that task will miss its deadline due to the latency involved in powering up device . Thus, it is not possible to guarantee timely completion of tasks without a priori knowledge of future device requests. A naive, probabilistic algorithm cannot be used for real-time task sets. This introduces the notion of lookahead, which is a bound on the number of tasks whose device-usage lists must be examined before making a state transition decision, in order to guarantee that no future task deadline will be missed.
The need for the assumption that scheduling points always lie at task start or completion times also follows from the above example. A direct effect of flexible device scheduling is that it introduces additional context switches for device scheduling. These additional context switches may push the limits of a tightly constrained task set. Rather than introducing this additional overhead, we choose instead to schedule devices only at task starts and completions, where context switches are inevitable. Performing device scheduling in this manner does not create any additional context-switching overhead.
Next, we present the LEDES for online scheduling of I/O devices with two power states.
C. LEDES Algorithm
The LEDES algorithm makes the assumption that the execution times of all tasks are greater than the transition times of the devices they use. Under this assumption, the amount of lookahead required while making wake-up decisions to guarantee timeliness is bounded. We derive this result by proving the following theorem.
Theorem 1: Given a task schedule for a set of tasks with completion times , the device utilization for each task, and an I/O device , it is necessary and sufficient to look ahead as only tasks to guarantee timeliness, where is the smallest integer such that . Proof: First, we prove necessity. Let us assume that at some scheduling instant , task is scheduled for execution, and uses device . Also, suppose task , , uses device , , and . Further, is powered up and is in the sleep state. We can easily see that Table I. without lookahead, at , is not powered up and cannot serve requests for . This means that must be powered up before can start. This results in . Moreover, if , the device will not have enough time to wake up before . Hence, we need to look ahead tasks such that . We prove sufficiency as follows. As long as there is a lookahead of , we can guarantee that there is at least one valid scheduling instant between the start times of two tasks that require different devices. This leads to the conclusion that with a lookahead of , there is sufficient time to wake a device up before the start time of a task requesting it. This completes the proof of the theorem.
In most practical cases, the completion times of all tasks in the taskset are greater than the transition times of device . This leads to the following corollary to Theorem 1.
Corollary 1: Given a task schedule for a set of tasks with completion times , the device utilization for each task, and an I/O device , it is necessary and sufficient to look ahead one task to guarantee timeliness if the completion times of all tasks is greater than the transition time of device .
The LEDES algorithm in pseudocode form is shown in Fig. 3 . The algorithm operates as follows. At the start time of task (Line 1), all devices not used by the next "immediate" tasks and are put in the sleep state (Lines 3 and 4). The difference between the start time of and the end of 's execution (in the worst case) is checked (Line 7). If this time interval is sufficient to wake device up at 's finish time, then the device is shutdown, since its wake-up can be guaranteed at 's finish time. If device is powered down, then a wake-up decision must be made (Line 11). A device must be woken up at if its wake-up cannot be deferred to 's finish time. This check is performed in Line 12 and the device is woken up if needed.
If the scheduling instant at which LEDES is invoked is the completion time of (Line 15) and is powered up (Line 17), it can be shut down only if it can fully enter the powered down state before (there may be a need for it to be woken up again). If is in the sleep state (Line 21) and it is used by , it must be woken up to guarantee the timely start of . These checks are performed on a per device basis and the entire process continues in a periodic manner. Although there is no mention of the breakeven time in Fig. 3 , an implicit check to ensure that the idle period for a given device is always greater than the breakeven time. A simple extension to LEDES can effectively handle devices that possess both multiple speed states and the ability to switch from any low-power state directly to the working state. Although the transition times from the powered-up state to the sleep states may be different, LEDES can easily identify the correct sleep state to switch a device to by simply performing a series of transition time checks to verify that if the device were to be switched to the chosen sleep state, there is sufficient time to wake it up before the start of the task that uses it next. However, LEDES cannot make full use of the available sleep states for devices which possess multiple sleep states, but do not possess the ability to jump to any sleep state from the powered-up state. We next present a more general I/O-centric power management algorithm for hard real-time systems. We refer to the proposed algorithm as the MUSCLES. MUSCLES can also handle devices which do not have the ability to jump from the powered-up state to any sleep state. This is explained in further detail next.
For a given, predetermined task schedule, MUSCLES generates a sequence of device states for each device such that the energy consumed by the I/O subsystem is minimized. Like LEDES, MUSCLES guarantees that no task deadlines are missed. Each device has power states and the powered-up state. As in LEDES, we assume that device scheduling occurs only at the start and completion of a task.
Devices which possess multiple power states and the ability to jump directly from any low-power state to the powered-up state can be viewed as a device with only two power states. As stated earlier, LEDES can efficiently schedule these types of devices for low-power. Although not explicitly mentioned in the algorithm of Fig. 3 , LEDES can identify the deepest possible state to switch a device to without violating any temporal constraints (deadlines) by checking the transition time to each state and ensuring that enough time exists to wake the device up before the start time of the next task that uses it. However, in the case of MUSCLES, we assume that at a device-scheduling instant, a device may be switched from one power state to the next higher-or lower-power state, i.e., only a single transition is possible at any scheduling instant.
In the next section, we describe the MUSCLES algorithm in greater detail.
IV. LOW-ENERGY I/O DEVICE SCHEDULING FOR MULTISTATE I/O DEVICES
In this section, we describe the MUSCLES scheduling algorithm. MUSCLES is a more powerful scheduling algorithm than LEDES because it efficiently schedules devices with multiple power states. It can also handle devices which can switch from a given state to either the next higher or lower power state. In the next subsection, we introduce some additional terminology as well as the underlying theory.
A. Terminology and Theoretical Background
The assumptions regarding the properties of a real-time periodic task remain unchanged from Section III-A. However, I/O device properties now include parameters describing the different power states. In order to provide conditions under which devices can be shut down and powered up, we first define a few important terms.
The intertask time for task is the time interval between the start of task and completion of task , i.e., . There are two scheduling instants associated with a task . These correspond to the start and completion time of , respectively. For minimum-energy device scheduling under real-time constraints, it is not always possible to schedule devices at all scheduling instants. This is formalized using the notion of a valid scheduling instant.
The completion time of is defined to be a valid scheduling instant for device if . In other words, the completion time of is a valid scheduling instant if and only if
. The start time of is always a valid scheduling instant. Thus, a task can have either one or two scheduling instants, depending on the magnitude of relative to the transition time of a device . Valid scheduling instants are important for energy minimization. Wake-ups can be scheduled at these points such that energy is minimized while at the same time guaranteeing that real-time requirements are met. Consider the example shown in Fig. 4 . This figure shows two tasks and with the intertask time . Assume that device (first used by task ) is in state at 's completion time . If a device were to be woken up at , it would complete its transition to state only in the middle of 's execution and would be in the higher powered state for the rest of 's execution, i.e., until the next scheduling instant. If the device were to be woken up at , we can still guarantee that the device will be awake before task starts (with the assumption that ). However, the device will be in the lower powered state until , resulting in greater energy savings (note that is not a valid scheduling instant). Hence, we see that wake-ups at valid scheduling instants always result in greater energy savings. It is always preferable to wake a device up as late as possible in order to further conserve energy.
In Section III-B, we have shown that a lookahead of one task is sufficient for the case where the completion time of every task is greater than the transition time . However, this lookahead is insufficient when devices have multiple sleep states. This is clarified using the example shown in Fig. 5 . Fig. 5 shows the execution of three tasks , , and . The start time of corresponds to the current scheduling instant. Tasks and do not use device , which is in sleep state at time . An algorithm using a lookahead of one task, i.e., looking ahead only to task , would erroneously decide that there is no need to wake up at time . The same situation arises at scheduling instant . At 's start time , looking ahead to task , is switched to state . At 's completion time, looking ahead one task to , is switched again to the powered-up state . However, if the intertask time is less that , will not have sufficient time to wake up. This results in missing its deadline.
From the above example, we note that lookahead represented as the number of future tasks to be considered is not adequate for the multiple state low-energy scheduling problem. For the case where devices have multiple states, lookahead must be represented as the number of valid scheduling instants between tasks. In fact, the notion of lookahead changes slightly when considering multiple-state I/O devices. Lookahead now represents the number of future tasks that do not use a given device when making scheduling decisions for that device. Scheduling complexity, thus, increases with increasing lookahead. Hence, minimizing lookahead makes the scheduler more efficient.
We now provide an upper bound on the lookahead necessary to guarantee timeliness while making shut down decisions for a device.
Theorem 2: Consider an ordered set of tasks that have been scheduled a priori. Let be the set of I/O devices used by the tasks in . In order to decide whether to switch a device from state to at task 's start or completion time, it is necessary and sufficient to look ahead tasks, where is the smallest integer such that the total number of valid scheduling instants associated with the sequence of tasks excluding the current scheduling instant is at least equal to . The device can be switched down from to if no task , , uses device .
Proof: We first prove necessity. Suppose that at each valid scheduling instant, device can transition from a low-power state to the next higher powered state. At the th valid scheduling instant, can move from state to . Let us assume that device is in the th power state and there exist only , , valid scheduling instants before is used again. In this situation, at the th valid scheduling instant, will switch from state to , which is not the powered-up state. Hence, we see that it is necessary to lookahead scheduling instants from the current scheduling instant to guarantee real-time behavior. We prove sufficiency as follows. Suppose we use the amount of lookahead specified by Theorem 2. As long as there is a lookahead of valid scheduling instants, we can guarantee that a device in the th state has sufficient time to be woken up before the next task that it uses requests the device. This completes the proof of the theorem.
If the intertask times of all tasks are less than the transition time for device , Theorem 2 yields the following corollary.
Corollary 2: Suppose the intertask time transition time for every task . In order for a device to be switched down from state to at the start or completion time of task , it is necessary and sufficient to look ahead tasks to guarantee timeliness. Moreover, no task , , must use device . On the other hand, if the intertask times for all tasks is greater than or equal to the transition time , Theorem 2 leads to the following corollary.
Corollary 3: Suppose the intertask time transition time for every task . In order for a device to be switched down from state to at the start or completion time of task , it is necessary and sufficient to lookahead tasks to guarantee timeliness. Moreover, device must not be used by any task , . An interesting point to note here is that the amount of lookahead increases as the depth of the sleep-state increases.
We next provide an upper bound on lookahead for making wake-up decisions. The proof is omitted since it is similar to that for Theorem 2.
Theorem 3: Consider an ordered set of tasks and a set of devices used by the tasks in . Suppose the first task after that uses device is . The device must be switched up from state to at the start or completion time of task if and only if the total number of valid scheduling instants including the current scheduling instant associated with the tasks is exactly equal to , where is the lookahead from the current scheduling instant.
We next present and describe the MUSCLES scheduling algorithm.
B. MUSCLES Algorithm
MUSCLES takes as inputs a precomputed task schedule and a per task device-usage list and generates a sequence of power states for every device such that energy is minimized. It also guarantees that the deadlines for every task are met. Fig. 6 describes the algorithm in pseudocode form. It operates as follows. Let device be in state at scheduling instant . MUSCLES first finds the next task that uses the device (Line 1). Then, a check is performed to determine whether the device can be switched down. This is done by ensuring that there are at least valid scheduling instants between the current scheduling instant (excluding it) and 's start time. If there exist valid scheduling instants, the algorithm switches device from state to (Line 3). If valid scheduling instants do not exist, the algorithm then checks to see if the device must be switched up. If there exist exactly instants, then the device must be switched up in order to guarantee timeliness (Line 4). At the completion of a task , the same process is repeated. However, an additional check is performed to see if the current scheduling instant is a valid scheduling instant. This is done to minimize energy consumption. If the current scheduling instant is not a valid scheduling instant, the device is left in the same state until a valid scheduling instant (Line 10). MUSCLES guarantees that no task ever misses its deadline. MUSCLES has a worst case complexity of , where is the number of I/O devices used in the system and is the number of tasks that execute. On the other hand, LEDES has a worst case complexity of . This is due to the fact that in LEDES, the lookahead is constant. For devices with multiple power states, the amount of lookahead depends on the current power state. The complexity increases because the lookahead for each device has to be computed before the state of the device is changed. Nevertheless, the relatively low complexity of MUSCLES makes online scheduling for low energy and real-time execution feasible.
In the next section, we show that using LEDES and MUS-CLES results in energy savings of over 50% for several test cases.
V. EXPERIMENTAL RESULTS
We first evaluate LEDES and MUSCLES with several randomly generated task sets with varying utilizations. The task sets consist of six tasks with varying hyperperiods and randomly generated device-usage lists. These task sets are shown in Table II . Since jobs may be preempted, we consider each preempted slice of a job as multiple jobs with identical device usage lists. As a result, the number of jobs in each taskset in Table II is referred to as approximate. Each task in the taskset uses one or more out of three I/O devices. The power values for each of these devices, shown in Table III , were obtained from real devices that are currently deployed in embedded systems. Each of these tasksets is scheduled using the rate-monotonic algorithm. The utilization each of these tasksets is varied from 10% to 90%, in an effort to characterize the impact of the slack time present in the hyperperiod on the energy consumption of the I/O devices.
While evaluating LEDES, we assume that the low-power sleep state for a device corresponds to the highest-powered sleep state of the device. The energy consumptions at different utilizations for each of the three tasksets at varying utilizations are shown in Figs. 7-9. Fig. 10 illustrates the savings in energy (represented as a percentage) for each of the tasksets obtained from the LEDES algorithm.
We observe from Figs. 7-9 that the energy consumption using LEDES and MUSCLES increases with increasing utilization. This is because of the fact that devices are kept powered up for longer periods of time within the hyperperiod. The resulting decrease in sleep time causes this increased energy consumption. However, we see that energy savings of over 40% can be obtained for tasksets with low utilization and over 35% for tasksets with high utilization. No job deadlines are missed in a taskset at any utilization value.
Another important observation that can be made from the graphs is that the savings in energy obtained from MUSCLES over LEDES decreases with increasing utilization. This is because the number of valid scheduling instants decreases with in -TABLE IV  CNC TASKSET   TABLE V  INS TASKSET   TABLE VI  GAP TASKSET creasing utilization and, therefore, MUSCLES is unable to place devices in deep sleep states as often for high-utilization tasksets as it can with low-utilization tasksets.
We also evaluated LEDES and MUSCLES on three real-life tasksets. These tasksets are a computer numerical control (CNC) taskset [12] , an instrument navigation system (INS) taskset [11] , and a generic aviation platform (GAP) taskset [17] , respectively. These tasksets are reproduced in Tables IV-VI. We assume that these tasksets pseudorandomly use some of the devices described in Table III . For example, task 2 in the GAP taskset is a communication task that uses the network interface controller. Task 7 is a status update task that performs occasional reads and writes and, therefore, uses a hard disk. The device usages for the tasksets have been inferred from their functionality. Table VII presents the energy consumptions for these tasksets using LEDES and MUSCLES. The energy values here are expressed in units of joules, and they correspond to the energy consumption of the I/O devices over the duration of a We finally compare the energy consumptions of LEDES and MUSCLES with an optimal scheduling algorithm from [23] and a simple timeout-based shutdown scheme. These results are presented in Table VIII . We assume a timeout value of two units, i.e., if any device is not used for two units of time, it is a candidate for shutdown. Furthermore, in order to maintain a consistent basis for comparison, we assume that device transitions in the timeout-based scheme are performed only at task starts and completions. This is not the case for the optimal scheduling algorithm, where device transitions are completely flexible. For the sake of simplicity, we use a simple two-task task set (which results in 17 jobs) with a hyperperiod of 45 units. The device-usage lists were assigned arbitrarily.
VI. CONCLUSION
Energy consumption is an important design parameter for embedded computing systems that operate under stringent battery lifetime constraints. In many embedded systems, the I/O subsystem is a viable candidate to target for energy reduction. In this paper, we have described in detail two low-energy I/O device-scheduling algorithms. The first algorithm, called LEDES, assumes that the devices present in the system possess two power states-a high-powered working state and a low-powered sleep state. Even under this somewhat restrictive assumption, our experimental results show that energy savings of over 40% can be obtained. LEDES can also handle devices with the ability to switch from the working state to any of several sleep states, if this feature is supported by the device. We have also presented a more general device-scheduling method called MUSCLES that handles devices with more than two power states. MUSCLES extends LEDES by handling devices with multiple power states that can switch from a given state to only either the next higher-or lower-powered state. We show that both these algorithms can be implemented in an efficient manner by deriving upper bounds on the amount of lookahead required to guarantee that no real-time task deadline will be missed due to device wake-up latencies. We have also presented case studies for real-life tasksets to show that energy savings of over 50% can be obtained by targeting the I/O subsystem for power-reduction techniques. We observe that the amount of energy that can be saved decreases with increasing taskset utilization. However, even for high-utilization tasksets, we obtain savings of over 40% with our device-scheduling algorithms.
We are currently developing algorithms that generate provably optimal device schedules for given tasksets. The task schedules that are generated using these techniques can then be combined with existing online dynamic voltage scaling algorithms to further reduce energy consumption. In this way, two major consumers of energy in embedded systems-the CPU and I/O subsystem-can be efficiently targeted for energy reduction.
