Abstract-Neutron/Gamma pulse shape discrimination (PSD) was measured using stilbene and EJ-299-34 plastic scintillators with readout by silicon photomultipliers (SiPMs). The SiPM pulses were digitized and processed for energy and pulse shape information using a digital technique performing numerical weighted integrations on each pulse. A genetic algorithm (GA) was developed to optimize the weighting vectors used for the pulse shape discrimination. Efficient PSD was obtained down to an electron-equivalent energy of 127 keV with stilbene and 391 keV with the EJ-299-34 PSD plastic. Separation at lower energies was possible at reduced detection efficiency, down to 78 keV and 186 keV at 50% efficiency. The detectors were used to measure separated gamma and neutron spectra from an Americium-Beryllium neutron source and from a Na-22 gamma source. The GA-optimized weighted integration was compared with digital charge comparison (DCC). The GA exhibited slightly improved performance with a 400 MSps digitization rate and showed a significant advantage at sample rates below 100 MSps.
We are investigating the application of silicon photomultipliers to fast neutron detection [6] , [7] . Organic scintillator detectors are widely used for the online detection of fast neutrons, using scintillations produced by proton recoil [8] . Organic scintillators are also sensitive to gamma radiation, so gamma-ray induced scintillations may present a background that limits the effective measurement of fast neutron flux.
In some types of organic crystal, liquid and plastic scintillators, the temporal profile of the scintillation photon emission depends on the linear energy transfer (LET) of the ionizing particle [8] . The scintillation time profile (pulse-shape) may be used to determine the type of incoming ionizing particle. This technique is known as pulse shape discrimination (PSD). One common use of PSD is for the separated measurement of mixed neutron/ gamma fields, by discriminating scintillations from high-energy electrons produced in collisions with gamma-rays from those due to neutron-scattered recoil-nuclei (heavy charged particles).
Traditionally photomultiplier tubes (PMTs) are used for PSD, being well suited for the measurement of the scintillation time profiles. However, their inherent large size, cost, sensitivity to magnetic fields and high voltage requirements limit the wider application of the PSD technique. Some of those difficulties have been compensated by using flat-panel PMTs [9] . Using an SiPM for the optical readout of the scintillations makes a detector better fitted for use in hand-held instruments and in applications using large, granular detector arrays. However, the SiPM exhibits some characteristics that present a challenge for precise electronic readout. These include a longer single-photon response duration and noise contributions from dark pulses, afterpulsing and crosstalk.
The single-photon response (SPR) describes the pulse shape produced by a photo-detector following the detection of a single photon. In a PMT, the SPR can be relatively narrow; the shape arises primarily from the spread in transit times of electrons travelling through the tube, and the subsequent discharge of the anode through the external load [10] . For a timing PMT and suitable signal chain, the SPR may exhibit a FWHM of a few ns. Conversely, the charge generated by the Geiger avalanche in an SiPM micro-pixel must flow through the passive network formed by the SiPM and analogue front-end [11] , [12] . Depending on the design of the SiPM and the readout circuit, a typical single photon response exhibits a 1-20 ns rising edge and a slower 10-100 ns falling edge with one or more characteristic time constants. SiPM dark pulses are thermally triggered pulses, identical in shape to those generated by the detection of a photon. These dark pulses are produced at rates between and counts per second (cps) per mm of active area, compared to cps per mm for a modern PMT. Dark pulses are a persistent source of baseline disturbance, piling-up with scintillation events and other dark pulses. Example dark pulses, measured from a mm SensL SPMMicro1100 SiPM, are shown in Fig. 1 . The SiPM anode was connected to the input of a FEMTO HVA-500M-20-B amplifier with voltage gain. The dark pulses exhibit the SPR characteristics of the SiPM.
Crosstalk and after-pulsing are a function of the SiPM design and multiply the response of signals from some triggered pixels (both thermally and optically triggered), contributing another source of excess noise [13] . Crosstalk is due to the emission of optical photons during avalanche, with some photons triggering neighboring micro-pixels. After-pulsing is due to the trapping and eventual release of avalanche carriers, sometimes re-triggering the recharging micro-pixel. Fig. 2 shows pulse height spectra measured from a fast-neutron detector comprising of the abovementioned SPMMicro1100 SiPM coupled to a cm cm cm EJ-204 plastic scintillator. The amplifier output was digitized, with the pulse heights processed in software. The fast-neutron spectrum was collected with the detector exposed to 14 MeV neutrons from a deuterium-tritium (DT) fusion source, while the dark noise spectrum was measured in the absence of a radiation source. The first peak in both spectra corresponds to the pulse height due to a single micro-pixel firing, while the subsequent peaks are due to multiple micro-pixels firing near-synchronously. The DT spectrum includes scintillations produced by neutron-recoiled protons. The limited scintillation signal is attributed to the small SiPM area relative to the scintillator dimensions. Dark pulses dominate low-energy region of both spectra. Due to cross-talk a significant proportion of dark pulses ( ) have pulse heights above that of a single triggered micro-pixel.
Despite the noise associated with SiPMs, they have successfully been applied to performing PSD with a liquid scintillator [14] . They have also been used to discriminate the triton and alpha products (due to neutron capture) from electrons (due to gammas) in CLYC inorganic crystals [15] , [16] . Current PSD methods have been designed for the processing of PMT signals that in large part lack the features associated with SiPMs. We are developing digital pulse processing (DPP) techniques and hardware for the measurement of PSD using SiPM readout [7] . With this processing tailored for use with SiPMs, it is anticipated that SiPM-based PSD detectors may approach the performance of those based on PMT readout.
II. DIGITAL METHODS FOR PULSE SHAPE DISCRIMINATION
The organic scintillators used for PSD include organic crystals, liquid scintillators [17] and recently developed plastic scintillators [18] . In these scintillators the proportion of fast ( ns and ns) components to the slower ( ns) components of the scintillation decay is reduced for high LET particles. Most PSD processing techniques derive some parameter , indicating the shape of each pulse. Gamma and neutron events produce pulses with differing values and so the scintillations may be classified by placing cuts on .
The PSD figure of merit (FOM) is used to quantify the performance of a PSD setup at a given energy. This FOM is commonly assessed from the full-width-half-maximum (FWHM) and mean ( ) of the neutron (n) and gamma ( ) peaks in the histogram for a chosen energy range [17] (1)
The FOM indicates the relative overlap between the distributions measured from each particle type. Higher figures of merit allow a greater proportion of pulses to be correctly classified. With many PSD techniques, the distributions are approximately Gaussian. In this case the expected rate of pulses being misclassified may be calculated using the FOM, relative distribution widths and cut thresholds [19] . A FOM above 1.27 has been used to indicate efficient PSD [18] . This is the FOM where the means of two Gaussian peaks are separated by the sum of their standard deviations ( ). PSD pulse processing was initially performed using analogue signal chains, with techniques based on linear filtering [20] , zero-crossing [17] and charge comparison [21] . PSD processing may also be implemented in the digital domain, where the detector or preamplifier signals are directly sampled using an analogue-to-digital convertor (ADC). The digital representation of the signals is then processed using a microprocessor or field programmable gate array (FPGA), often alongside energy and timing information. Digital pulse processing (DPP) solutions typically offer superior flexibility, as the processing algorithms may be tuned or altered without changes to the hardware.
DPP algorithms for PSD measurements have been developed with varying degrees of sophistication and computing complexity. Some techniques include correlation of pulses with standard pulse shapes [22] , parameterized fitting [23] , comparing sample heights at the pulse peak and on the trailing edge [24] , utilizing artificial neural networks [25] , and the analysis of pulses in the frequency domain using wavelet transforms [26] , [27] and Fourier transforms [28] .
A. Digital Pulse Processing using Weighted Integration
The digital pulse processing implemented in this work relies on weighted numerical integrations of each pulse for determining both energy and pulse shape : (2) where the samples of each digitized pulse are multiplied by corresponding coefficients in a weighting vector aligned with the pulse and accumulated to give the measured result. By balancing , such that the sum of the coefficients is zero, the integration is made insensitive to DC shifts in the signal baseline. In the following measurements, represents the voltage over time produced by the SiPM with its anode connected to a load resistor. However, the technique may just as easily be applied to the output of a preamplifier or shaping electronics [29] .
For PSD, needs to be set so best characterizes the scintillation time profile. Because is also proportional to the amplitude of the pulse, it is normalized using the measured energy . The weighted integral presents a generalization of a number of already developed PSD algorithms. Digital Charge Comparison (DCC) is a commonly used technique that may be implemented as a weighted integration using rectangular coefficients with an integration window that is shorter or delayed with respect to the energy integration [30] .
If the photo-detector SPR is short compared to the scintillation decay times the optimum for PSD may be calculated analytically using average pulse shapes arising from neutrons and gammas [20] . This calculation has been adjusted to take account of background noise sources [31] , and for the case where the pulse is charge-integrated before being sampled [29] .
When using an SiPM rather than a PMT, the signal from the device less faithfully represents the time profile of the scintillation. Rather, the scintillation profile is convolved with the relatively slow SiPM SPR, shaping the output signal. For example, the SPR of the MicroFB-60035 SiPM used in this work had a 280 ns FWHM. In addition, there are the contributions due to dark pulses, crosstalk and after-pulsing. These factors complicate the analytical calculation of optimum pulse weights. The approach taken in this work was to use numerical optimization methods to estimate the optimum weighting coefficients for each SiPM-scintillator pairing. A genetic algorithm was developed for this purpose.
B. Genetic Algorithm for the Optimization of Weighting Vectors
The genetic algorithm (GA) is a search heuristic inspired by evolutionary 'survival of the fittest' models in nature and is based on combining and mutating generations of provisional solutions [32] [33] [34] . It is well suited to problems such as the search for an optimal set of weights; where the search space is large, not necessarily differentiable and may contain multiple local minima.
The GA works with a population of potential solutions typically referred to, by analogy with the biological world, as chromosomes. Each chromosome contains the set of parameters (genes) to be optimized, in this case the elements of the weighting vector . The first generation of solutions is randomly generated. The chromosomes are judged against performance criteria and awarded a fitness rating. Pairs of chromosomes (parents) are then selected to combine and produce daughter chromosomes in a process called crossover. The selection of parents for combination is done stochastically, with chromosomes of higher fitness given a higher probability of being chosen. The next generation is populated by these newly generated daughter chromosomes, which undergo some random mutation before the process repeats.
In the canonical GA [32] , the mutation and cross-over operations directly manipulate the binary bit strings representing the chromosome parameters. Mutations flip bits while crossover produces offspring by truncating and splicing the parents at a random position in the bit string. The GA developed for this work instead manipulates the integer encoding of the genomes [35] , with the integer range of the weights being user-adjustable. The real-coded approach was taken so that the balancing constraint on the weighting vectors could be readily enforced.
The genetic algorithm was implemented as a MATLAB (Mathworks, MA, USA) script, with a population size of 100. To optimize the PSD for a particular detector, a training set of gamma and neutron pulses (previously identified with a traditional method, such as DCC) were fed to the GA. Each prospective in the population was used to integrate the training pulses, producing a set of neutron and gamma values. The mean and standard deviation of the values were used to estimate the FOM measured with the training pulses. The assessed FOM was used to indicate the fitness of each for the selection and cross-over process.
Selection was accomplished using a roulette wheel method, with the probability of selection inversely proportional to the vector's rank in fitness [36] . Flat crossover was used for recombination, with each weight of the daughter randomly chosen from the interval defined by the corresponding weights of the parents [37] . Mutation was implemented by adding randomly chosen values to random weights on each vector. Each weight had a 1% chance of undergoing mutation, with the mutating value sampled from a discrete Gaussian distribution with zero mean and standard deviation equal to 5% the configured integer range. Modifications to a weight exceeding the allowed range saturated. Elitism allowed the best performing individual of each population to continue unaltered to the next generation [34] , preventing the loss of the best performing up to that point. Four randomly generated chromosomes were introduced to each generation in an effort to maintain genetic diversity. After each new generation was produced, the balancing constraint was imposed by incrementing (or decrementing as necessary) random weights until each chromosome was balanced. The GA cycle subsequently started over with the new generation.
III. DETECTOR MATERIALS, CONSTRUCTION AND READOUT
A primary motivation for this work was to investigate a compact neutron/gamma discriminating detector suitable for handheld use. For this purpose, two types of PSD scintillator were obtained: cm cm cylindrical stilbene single crystals from ScintiTech (MA, USA) and EJ-299-34 PSD plastic scintillators from Eljen Technology (TX, USA). The EJ-299-34 was a developmental-prototype based on the PSD plastic invented at Lawrence Livermore National Laboratory [18] and being commercialized by Eljen Technology [38] . The plastic was diamond milled into cm cm cm bars. Both the stilbene and the EJ-299-34 produce scintillation photons with wavelengths peaked around nm. SiPMs with a p-on-n structure have their peak PDE in the blue region of the spectrum and were best matched for the scintillations. Two commercially available p-on-n SiPMs were selected, a Hamamatsu S10985-050C and a SensL MicroFB-60035 (abbreviated as FB60035). Both SiPM types had a total active area of mm . The stilbene crystals were coupled to the photo-detectors using GE RTV615 silicone. As the RTV615 failed to cure while in contact with the EJ-299-34, the EJ-299-34 detectors were coupled using an EJ-560 silicone pad instead. The scintillators were wrapped with 3M Vikuiti Enhanced Specular Reflector. Teflon tape was used to cover small gaps in the reflector. Example detectors using the FB60035 SiPMs are shown in Fig 3. Printed circuit boards (PCBs) were made to reliably interface with the 5 pin ceramic package of the S10985-050C and the 4 pad surface-mount package of the FB60035. The PCBs included a decoupling network to provide a stiff bias voltage. This consisted of a k series resistor followed by a pair of capacitors ( F and 100 nF) to ground. The scintillator side of the PCB was painted with titanium dioxide white paint to form part of the reflector. The SiPMs were operated in a grounded tin-plated steel enclosure, with the anode signals and bias connected to BNC bulkhead sockets.
The S10985-050C SiPMs were operated at 71.34 V and 71.65 V, as specified by Hamamatsu in their test sheets. The FB60035 SiPMs were biased at 27 V, corresponding to 2.5 V above breakdown. All measurements were made at ambient temperature, which varied between 20 and 22 .
The signals were sampled at 400 MSps with 14 bit resolution using a Signatec PX14400D2 digitizer with a DC-180 MHz analogue front-end. The SiPM anode signals were connected to the input of the digitizer using an RG-58 coaxial cable. The digitizer was set to collect traces of 2048 sample length, triggered by the rising edge of each pulse, and recorded them to the hard drive for later processing in software.
To compare the performance of the SiPM-based detectors with those using PMT readout, the scintillators were also coupled to a Photonis XP2262 PMT. The PMT anode was connected to a custom preamplifier providing s RC shaping. Shaping provides a method to overcome the dynamic range limits of ADCs used for digital PSD techniques [29] , [39] . The preamplifier output signals were digitized and processed alongside the SiPM data.
IV. MEASUREMENT
The detectors were used to measure fast-neutrons from an Americium-241 Beryllium (AmBe) radio-isotope neutron source. The AmBe source produces a broad spectrum of fast neutrons with energies up to 10 MeV [40] and a gamma spectrum with peaks up to 4.4 MeV [41] . An additional gamma background was expected, produced in neutron interactions with the surrounding environment. As the collection of gamma and neutron pulses in a broad range energy range was desired for FOM assessment, no attempt was made to shield the detectors from gammas. The distance between each detector and source was adjusted to keep the count-rate below 1 kcps, limiting pulse pile-up.
The detectors were also used to measure a Na-22 source. Organic scintillators exhibit different light yield responses to electrons and protons [42] . The 341 keV and 1057 keV Compton edges in the Na-22 gamma spectrum, arising from the 511 keV and 1275 keV gamma-rays emitted by the source, were used to calibrate the energy scale in units of electron-equivalent eV (eV ). The position of each Compton edge was estimated at half-height.
The digitized pulses were processed using a MATLAB script. Each pulse was aligned according to the sample that first exceeded 50% of the relative height above baseline. The energy and PSD weighted integrations were performed by taking the dot product of the aligned pulse with each weighting vector. The energy was integrated for s, with a s baseline window preceding the pulse to balance the weighting vector. 
A. Genetic Algorithm and DCC Optimization
The values were initially calculated using a non-optimized set of DCC weights, integrating the pulse in a time window shorter than the energy measurement. The arbitrary DCC scheme provided sufficient PSD to reliably separate neutron and gamma events at keV and above. AmBe scintillations between keV and keV , identified as either gamma or neutron pulses, were used to form a training set for the GA. Each training set had at least five thousand gamma and neutron pulses.
The GA was used to generate optimum weighting vectors for each detector setup. Fig. 4 shows the best figures of merit measured over 10 thousand generations for three independent runs of the GA using the stilbene FB60035 training sets. After a thousand generations, the various independent runs are near convergence. Using ten thousand pulses in each training bank, the GA took 21 minutes to complete 1000 generations for 2048 sample pulses and 4 minutes for 256 sample pulses on a standard desktop computer (Intel i5-2400 processor). The generated vectors showed some statistical fluctuations, so the results from multiple GA runs were averaged to reduce these. There was no measurable change in PSD performance between the original and averaged vectors.
An example is shown in Fig. 5 . The GA-optimized vectors for each detector had similar characteristics, the dominant trait being a region of positive weights covering the first ns of the pulse. The underlying neutron and gamma scintillation profiles, normalised using the s integration, exhibit the greatest disparity in this time period. The analytically derived optimum vectors for charge-integrated pulses share a similar feature [29] . The preceding weights, aligned with the baseline, act to balance the vector.
The training banks were also used to determine the optimum DCC window for each detector. The baseline window was locked to the same s window as used for the energy measurement. A 2-parameter scan, changing the DCC window start and stop times, was performed. The optimized DCC window approximated the GA-generated weights by placing a short window towards the beginning of the pulse. The optimum DCC window durations for the various detectors were between 15 ns and 50 ns. The optimal DCC and GA-optimized weighting vectors were then used to re-process the AmBe and Na-22 datasets for the assessment of PSD performance and neutron/gamma separation. The subset of pulses used for GA training was excluded from each dataset during the FOM evaluation.
B. PSD Performance
A MATLAB script was written to evaluate the PSD figures of merit as measured by each detector in the energy range between keV and MeV . The script took keV wide energy slices of the data and generated a histogram of the values. The histograms were fitted with a sum of two Gaussian curves using a weighted least-squares, constrained, nonlinear minimization. The model was found to provide a good description of the data. The FOM was then calculated using the FWHM and mean of the fitted curves. The evaluation was performed using the AmBe data. Consequently, the figures of merit shown in Fig. 6 and Fig. 7 reflect the performance of the system with the digitizer input range suitable for capturing scintillations of energies up to MeV . With each detector the GA-optimized weights provided figures of merit slightly higher than those with DCC processing. The small difference between the figures of merit suggests that DCC makes a reasonable approximation for the optimal weights with these detectors and digitization. This is consistent with previous measurements and simulations, where DCC provided performance near that of the analytically-derived optimum weights [30] , [39] .
The XP2262 PMT provided the best figures of merit for both scintillators, followed by the FB60035 and finally the S10985-050C. The reason behind the reduced performance of the SiPMdetectors may require a detailed study of the excess noise characteristics and PDE of each SiPM type. With the FB60035-based detectors, efficient PSD was possible down to keV with stilbene and keV using the EJ-299-34. This is compared with keV and keV using the XP2262 PMT. The rest of this paper focuses on subsequent measurements made with the FB60035 detectors.
C. Neutron-Gamma Discrimination
In order to produce separate neutron and gamma spectra, thresholds were set to classify each scintillation event as a neutron or gamma, or reject pulses where the measured shape was ambiguous. Rejecting pulses reduces the effective detection efficiency of the detector. The acceptance ratio describes the proportion of processed pulses classified as a neutron or gamma at a given energy. Meanwhile, the misclassification rate describes the proportion of pulses being incorrectly classified, i.e. a neutron being identified as a gamma or vice-versa. Setting the thresholds involves making a balance between the acceptance ratio and the misclassification rate.
The parameters of the Gaussian fits, used previously for FOM assessment, were used to set gamma and neutron cuts as a function of energy. The cuts were set according to the boundaries of the respective neutron and gamma distributions. The conditions for a scintillation to be classified as a neutron were: (3) and (4) Likewise, for the pulse to be classified as a gamma: (5) and (6) The calculated boundaries for the FB60035 stilbene detector are shown in Fig. 8 .
The adjacent neutron and gamma boundaries intersect when the FOM equals 1.27, the indicative threshold for efficient PSD. At higher energies, where , the distributions are adequately separated so that (3) and (5) are solely responsible for classifying pulses and the acceptance ratio should be . At lower energies, where , (4) and (6) act to limit the rate of misclassified pulses to . In this case, a greater proportion of pulses are rejected due to their ambiguous shape and the acceptance ratio is expected to fall.
Separated Na-22 and AmBe spectra measured with the EJ-299-34 FB60035 detector are shown in Fig. 9 and Fig. 10 . The Na-22 gamma spectrum shows the 341 keV and 1057 keV Compton edges as well as some natural background at higher energies. The Na-22 neutron spectrum is made up of gamma events incorrectly classified as neutrons. The misclassification rate in each energy bin was below 0.1%, as intended. The rejected spectra contain the pulses whose value fell outside the specified cuts. These rejected counts become significant at low energies due to the falling FOM. In-house Monte Carlo neutron transport code, SCIRESP, was used to approximate the plastic scintillator response to the AmBe source. SCIRESP simulates neutron interactions with hydrogen and carbon, the primary mechanisms for fast-neutron detection with organic scintillators. The physics model was based on O5R code [43] , and the neutron cross-sections drawn from ENDF/B-VI [44] . The ISO 8529-1 reference AmBe neutron spectrum was used for the simulated source [40] . The energy deposited by each interaction was converted into an electron-equivalent light yield, depending on the types of charged particles produced, with NE-213 liquid scintillator data used as the surrogate light yield function [45] . The total light yield with each emitted neutron was tallied to give the expected spectrum in . The scaled simulated spectrum, overlaid in Fig. 10 , showed reasonable agreement with the measured spectrum. The energy scale of the simulation was adjusted by 5%. Discrepancies between the spectra may be due to differences in the light yield functions from EJ-299-34 and NE-213. Furthermore, neutron scattering in the surrounding environment was not included in the simulation. The gamma spectrum includes both gammas emitted by the AmBe source and those due to neutron interactions with the surroundings.
The AmBe data from both detectors was used to assess the acceptance ratio using the defined cuts. The acceptance ratios, shown in Fig. 11 , started to degrade once the FOM dropped below 1.27. The acceptance fell to 50% at keV using stilbene and keV with EJ-299-34. 
D. PSD Performance at Reduced Digitization Rates
System performance at lower digitization rates is relevant for developing embedded readout using low-cost hardware. The data sets were decimated to 100 MSps and 50 MSps sampling rates. The original traces were first filtered with a 2nd order Butterworth low-pass filter, the cut-off frequency corresponding to the new sampling frequency. The trace was then downsampled at the reduced rate. The down-sampled data sets were reprocessed using the techniques described above, repeating the pulse alignment, DCC and GA optimization and FOM assessment. The assessed figures of merit at reduced sample rate are shown in Fig. 12 and Fig. 13 .
At 50 MSps DCC produced significantly reduced figures of merit, while the GA-optimized maintained performance similar to that measured with the 100 MSps and 400 MSps data. The coarse selection of window width available at low sampling rates limits the approximation of the optimum vector with the flat DCC weights. At 50 MSps the DCC window for both detectors covered two samples. While the GA also gave positive weight to these two samples, the relative values of the weights were considerably different.
V. CONCLUSIONS AND FUTURE WORK
It was found that organic scintillator detectors with SiPM readout may provide effective discrimination between fast neutron and gamma radiation using digital PSD techniques. The FB60035 SiPM-based detectors provided efficient discrimination down to keV using a stilbene single crystal and keV using an EJ-299-34 developmental PSD plastic scintillator. This was compared with keV and keV measured with an XP2262 PMT. While the SiPM performance was below that measured with a PMT, in many cases the practical and cost benefits of SiPM readout will outweigh the reduced detection efficiency below these energies. A similar argument can be made with the choice of scintillator; whereby stilbene provided superior separation, while the PSD plastic promises to be significantly less expensive, easier to handle, and does not exhibit the significant response anisotropy associated with stilbene [8] .
The use of a general purpose digitizer to capture and store detector pulses for later processing in software allowed development and comparison of digital PSD techniques based on weighted integration. A genetic algorithm provided a straightforward approach to optimizing the parameters used for pulse shape measurement. At lower 50 MSps sample rates the GA provided a significant performance advantage over the conventional DCC technique. Meanwhile, DCC delivered near-optimal results when using sample rates at 100 MSps and above. As digital pulse processors capable of DCC are available from a number of manufacturers, DCC provides an attractive off-theshelf option for performing PSD using SiPM-based detectors.
The respective capabilities of the tested SiPM detectors present an opportunity to apply PSD to a range of new applications where it had not previously been feasible, such as for portable instrumentation and in granular detector-arrays for neutron imaging. To further pursue this notion, we are developing a low-cost and compact digital pulse processor [46] . The pulse detection, timing, and weighted integration are performed in real-time by a digital signal processor. As the system utilizes a 50 MSps ADC, the GA is used to maximize the PSD performance possible with the hardware.
The EJ-299-34 scintillator, with FB60035 readout and digital pulse processor has been demonstrated as an on-line monitor for pulsed fast-neutron sources used in industry [46] . Another application being explored is the design of a lightweight and portable detector for mixed-field survey and dosimetry. Proton-recoil organic scintillators are relatively efficient at detecting fast neutrons, without the significant mass associated with conventional designs based on the moderation and subsequent capture of neutrons. The plastic detector could be used alone for efficient measurement of fast-neutron fields, like the hand-held survey meter developed by Yoshida et al. [47] . Alternatively it could be used in conjunction with a conventional detector, augmenting the detection efficiency for fast-neutrons and reducing the mass of moderator necessary for the desired energy response [48] . The separated fast neutron and gamma spectra may be of additional use in characterizing an unknown radiation field.
