Risks originating from the random nature of yield have a significant impact on farmers' production and marketing decisions (Goodwin and Ker 2002) . A better understanding of crop yield distributions is important both for crop producers and for the crop insurance industry, where contract payout patterns are sensitive to distribution tails. There is a longestablished literature on how inputs affect mean and variance of crop yield distributions while much less is known about how inputs affect yield skewness. A positive skew indicates that the tail on the right side is longer than that on the left side and the bulk of the values lie to the left of the mean.
The best known early work on crop yield skewness was by Day (1965) , whose intuition suggested positive skewness (p. 714 and p. 735) . His rationale for the hypothesis of positive skewness reveals much about his views on the crop production process during the middle years of the 20 th century (p. 714):
"That field crop yields should conform to such a pattern seems plausible. Excellent weather condition (sic) throughout the entire growing season (particularly during the germination, flowering, heading, and harvesting season) must prevail if high yields are to be obtained. Such crop years do occur and phenomenally high yields are recorded. These pull average yields up. On the other hand, bad weather -too much or too little rain or heat -during any one of several critical periods is sufficient to reduce yields drastically, even though ideal weather is the rule during the preceding and succeeding parts of the season. Thus, common sense suggests that less than average yields are more likely than greater than average yields."
We interpret the emphasis on critical periods as a general belief that a law of the minimum production technology applies in the sense of, e.g., Paris (1992) . It is noteworthy that Day explored data from Mississippi, far outside the main crop growing areas of the United States with soil and climate limitations that suggest that 'ideal'
conditions are not to be expected throughout the growing season. 1 In addition, many have argued that improved understanding of crop nutrient needs, pest control inputs (Gardner 2002) and seed genetics (Yu and Babcock 2010) have likely removed many of the factors that might constrain yield in a typical year. This is our view. We suggest further that activities intended to remove stochastic production constraints, such as increased use of nitrogen, should generally act to render skewness less positive or more negative.
Day found mixed evidence on the direction of skewness. Despite some controversy in regard to the relevance of central limit theorems and concerns about methodologies used to draw inferences from aggregated data (Just and Weninger 1999; Khoundouri and Kourogenis 2010) , the preponderance of evidence since then has pointed to negative yield skewness for crops grown in the Corn Belt. See Hennessy (2009 Hennessy ( , 2010 for recent reviews. Much of the analysis has been on aggregated data, where input use is unknown.
We take Day's approach in scrutinizing input-controlled crop trial data and were inspired by some of his findings. For Mississippi cotton and corn experimental farm crop trial data at seven different nitrogen levels, he found a positive Pearson statistic for skewness. In the case of cotton, skewness tended to become less positive at higher nitrogen levels while no discernable pattern emerged for corn. Oats had positive skewness at the zero nitrogen level but negative and generally declining skewness at the higher levels. In conclusion, Day used these empirical regularities to conjecture (p. 739) that skewness decreases with increased nitrogen up to a critical level.
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For estimation of input effects on the crop yield distribution, one widely applied model is by Just and Pope (1978; 1979) . These authors develop a stochastic production function specification that allows explicit estimation of the effect of independent moisture can substitute in for later water deficiencies or heat-induced water stress. 2 He does not provide any formal logical argument on why this might be so and appears to have been taken aback by them (p. 735). As we have just argued, perhaps his reasoning on why positive skewness was to be expected in mid-20 th century crop production should have led him to a theoretical foundation consistent with the empirical regularities.
variables, e.g., fertilizer, on the mean and variance of the yield distribution. The 1978 paper proposes a maximum likelihood estimation (MLE) procedure while the 1979 proposes a three-step feasible generalized least square (FGLS) approach to estimate the first and second moments of stochastic yield responses. But the model does not address yield skewness. Antle (1987) introduces a moment-based non-parametric model, which is able to express skewness as a function of inputs. But complexity and lack of efficiency limit its practical application (Yatchew 1998) . More recently, Antle (2010) has proposed and implemented a partial moment regression system approach to studying the role of inputs on skewness. For real-farm potato production data in Ecuador's Northern Highland region, he finds that fertilizer use likely decreases skewness, consistent with Day's findings but in a very different context. He finds that fungicide and labor use likely increase skewness and suggests that partial moment analysis is needed to understand subtleties in how inputs affect distribution tails. Employing a two-stage MLE procedure, Nelson and Preckel (1989) propose the conditional beta distribution for crop yield.
Weaknesses in their method include that (i) estimation efficiency is conditioned on the pre-imposed beta density, and that (ii) standard errors-of-moment elasticities are highly nonlinear and difficult to obtain.
The general theme of the current study is that one should expect a relaxation of production constraints to decrease yield skewness. In addition, no further effect on skewness should be expected when the input is sufficiently large that it is unlikely to constrain. We develop a theoretical framework to illustrate how more of an input should affect yield skewness and then use two approaches to investigate empirically the impact of applied nitrogen rates on skewness. In the first approach we extend the Just-Pope model to accommodate skewness. The model is then applied to several crop trial experimental datasets. Two datasets are applied to corn in Iowa, one to corn in Minnesota, and one to cotton in Texas. We conduct inference within a Bayesian framework, employing Monte Carlo Markov Chain methods. The second empirical method involves quantile regression models to estimate skewness shifts induced by nitrogen application across different portions of yield distribution.
In general, we find that corn yield skewness is positive at nitrogen levels below about 25 lb/ac, but negative at higher levels. In addition, nitrogen levels above about 75-100 lb/ac have little effect on skewness. In short, we find strong evidence in favor of Day's conjecture. For cotton, where the least observations are available, we find limited evidence of positive skewness and no evidence in favor or against Day's conjecture.
After developing our theoretical model, the two empirical approaches are outlined. Then the data are explained, estimations are run and discussed, and some concluding comments are offered.
Theoretical Model
The intent of this section is to find technical conditions under which Day's conjecture applies. We will then argue that, on the whole, one should probably expect these conditions to apply. The skewness concept we adopt in this section is Pearson's standard moment-based concept, as employed in Day (1965) . Start with a result due to van Zwet's (1964) .
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Fact 1: For  random, if ( ) h  is increasing and convex and the skewness statistics exist, then random variable ( ) h  is more positively skewed than is  .
With ( )
S  as the skewness statistic, the fact can be expressed as 3 Theorem 2.1.1, page 10.
(1)
In Appendix A, the following is demonstrated. Following Berck and Helfand (1990) , Paris (1992) , Chambers and Lichtenberg (1996) , and Berck, Geoghegan and Stohs (2000) , the production technology is modeled as of the von-Liebig type:
where x is a representative input and  might be viewed as a carry-over soil endowment of that input. Variable  is a spatial production constraint, such as the availability of alternative nutrients in the soil, organic matter or a measure of soil compaction. Random
a b across the unit of analysis, where the density exists over the entire support and where  is independent of  . For future reference we write the survival function as (
Our interest is in mean, or aggregate, yield over the entire unit of analysis, i.e., integrate over space: 
for an increasing and convex transformation, and also to show that the inequality is reversed for an increasing and concave transformation.
 . An alternative way of stating it is to write (
The log of the survival function needs to be convex; this attribute is often referred to as the log-convex survival function property. Bagnoli and Bergstrom (2005) in their Theorem 4 and Table 3 have this to be true for the Weibull, Pareto and Gamma distributions under certain shape parameter conditions. In that case, an increase in nitrogen use would make skewness more positive.
A third way of characterizing (6) is that hazard ratio (
To explain a decreasing hazard rate in our context, consider the ratio's numerator and
can be viewed as the probability that an additional unit of input x is marginal, i.e., will have no effect on production. Denominator ( )
conditions the distribution to provide the probability that factor x   is marginal in the sense that this factor has limited yield. Thus a decreasing hazard ratio increases the probability that an additional unit of the input is effective in increasing production given that lower levels have been effective. 5 This seems to be rather unreasonable.
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Condition (5) is reversed, i.e., an increasing and concave transformation applies,
or the survival function is log-concave. This is true whenever (
The condition applies whenever the density function is concave. More generally, it applies whenever the density function is log-concave, or economists . 7 We consider this more likely than a log-convex survival function 5 Given the productivity interpretation just provided, a comment on (5) may prove helpful. It is apparent from (5) that the matter at issue is relative curvature where the best-known application in economics is attributable to Pratt (1964) . There, the topic was the effect on degree of risk aversion as wealth moves along a utility function. Here, the topic is the effect on input expected productivity as the input level moves along the survival function that depicts how effective the input is in expectation. 6 The analogy in the actuarial science or reliability statistics literatures would be that the probability of living to birthday 86 given that one has lived to birthday 85 is larger than the probability of living to birthday 85 conditional on having lived to birthday 84. 7 The statistics literature on log-concave densities, distributions and survival functions is very large. We refer the reader to Dharmadhikari and Joag-dev (1988) for an extensive as it requires the conditional probability the input is effective at the margin to be declining in the amount of input.
In conclusion, we can state Richard Day's conjecture as follows:
Proposition 1: If the survival function for the mass distribution of spatial endowment factor  is log-concave, or (8) applies, then an increase in input x makes average production over the unit of analysis less positively or more negatively skewed. If the survival function is log-convex, or (7) applies, then the reverse is true.
Of course, if market input x has price 0 w  and this price increases, then the law of factor demand would have an increase in input use (p. 131 in Chambers 1988) . Under (8), the result would be a more negative skew on the yield distribution.
Corollary 1: Suppose (i) the survival function for spatial endowment factor  is logconcave and (ii) the standard law of factor demand applies. Then, ceteris paribus, a decrease in the price of the market input will lead to a less positive or more negative skew on average production over the unit of analysis. If, instead, the survival function is log-convex, then the reverse is true.
A comment is in order in regard to simulations in table 1 of Hennessy (2009)   . There, an increase in the mean of one might increase or decrease the skewness of the output distribution. The unit of analysis there is at one spatial point.
Integrating out over one of the random variables, when considering aggregate yield but dated review.
where one variable is viewed as having a mass density over space, smoothes the skewness statistic so that a uniformly monotone effect can be identified under certain regularity conditions. These are conditions (7) and (8).
From an economic perspective, our general reading of the proposition and corollary is as follows. The real price of crop nutrients has in the main decreased dramatically over the past century (Gardner 2002; Federico 2005) . All else fixed, our result identifies conditions under which this should affect the nature of skewness in a definite way. In what follows we will test for how inputs have affected skewness.
Empirical Analysis
We will use two distinct approaches to provide evidence on how inputs affect yield skewness. The first extends the Just-Pope specification to account for skewness and uses Bayesian methods to implement the approach. The second method invokes a quantile regression to study how the quantile gaps stretch or contract as the input changes.
Bayesian analysis of a skewness measure
Let experimental plot crop yield be given by
where z is an input, e.g., nitrogen. Here  is random and ( ) f  , ( ) g  and ( ) h  are functions to be parameterized and estimated. To be consistent with Just-Pope method applications, let
The moments for crop yield are
Eqn. (11) implies that (i) skewness is determined by 0 1 ( , )
  only, (ii) scale (and so yield variance) is determined by 0 1 0 1 ( , , , )
    so that scale can change with the level of z independent of skewness, and (iii) location (and so yield mean) is determined by
      so that location can change with z independent of yield variance and skewness. In summary, the stochastic production function in Eqn. (9) is mean, variance and skewness flexible.
We estimate the stochastic production technology using crop nitrogen trial data.
Given the discrete and limited number of nitrogen levels applied in such trials, we Inference here is conducted within a Bayesian framework. One important advantage of adopting the Bayesian approach is that it is relatively easy to incorporate inequality constraints on parameters into the estimation procedure. The inequality constraint is to ensure that parameter estimates are consistent with relationships implied by the underlying distribution assumption, which is
. Furthermore, the Bayesian estimation procedure is particularly suitable as the model specified in Eqn. (12) 
Quantile regression analysis of skewness shifts
Quantile-based measures can be used to describe shape-shifts of a distribution including 
(1 ) (0.5) 1985, 1986, 1987, 1988, and 1989, one dummy 6  for the CC rotation, and fourteen dummy variables for farm locations ( 7 1 4 ,..., 
Bayesian analysis of a skewness measure
The Gibbs sampler is fully documented in Appendix B and is coded in Matlab. We run the posterior simulator for 10,000 simulations and discard the first 5,000 simulations as burn-in. Estimation results on generated data experiments revealed that the Bayesian algorithm is able to recover parameters of the data generation process well. The priors of the model parameters are set to be reasonably non-informative as follows: 0~( 10,10) Although not significant in general, the impacts in dataset C are not consistent across different portions of the yield population, which may be because of the relatively smaller sample size. For the middle 50% and 90% of the yield population, the effect of high nitrogen application is negative, i.e., reducing right-skewness, but the effect changes to positive for 95% and 97.5% of the population. A positive and small effect of nitrogen on cotton yield skewness is found in dataset D, indicating that a more right-skewed yield distribution is associated with higher levels of nitrogen.
Conclusion
Working with the law of the minimum technology, we provide a modeling framework in which to interpret Day's (1965) observations that more nitrogen tends to make skewness less positive or more negative, but only up to a point. This framework allows us to find reasonable conditions on the distribution of a competing constraint (e.g., soil characteristics) such that aggregate skewness decreases with more of a (possibly) constraining input. We develop two approaches to assess the role of nitrogen in determining yield skewness. One is a generalization of the Just-Pope technology, implemented with Bayesian methods, while the other is a quantile regression approach.
Experimental plot datasets allow us to address the typical concerns of temporal and spatial aggregation in yield modeling. For corn yields, estimation results from both methods provide strong evidence that negative skewness is associated with non-zero nitrogen rates. In addition, more negative skewness is associated with more nitrogen, and some evidence is provided that a ceiling nitrogen level exists above which skewness does not change. There is weaker evidence for positively skewed cotton yield, and we found no discernable skewness pattern as nitrogen levels change.
In conclusion, we think that development of a fuller theory on how input constraints affect yield skewness will have to await empirical regularities emerging from studies on diverse crops grown in different production environments. Although perhaps most convenient to work with, nitrogen is not the only management practice that can be varied in a controlled manner. For example, controlled experimental data on conservation tillage practices are available (e.g., DeVuyst and Halvorson 2004) . To the extent that conservation tillage promotes soil water storage, one might expect an effect on yield skewness in water-constrained cropping areas. Data on irrigation effects are also available (e.g., Eck 1984; Kim et al. 2008) , where one would expect that an increase in availability of irrigation water will act to make yield skewness less positive or more negative. 
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The first implication follows from the fact that
The final inequality follows from direct substitution in which how 
