Abstract-In this paper, we investigate how the category of a Twitter user can be used to better predict and optimize the popularity of tweets. The contributions of this paper are threefold. First, we compare the influence of content features on the popularity of tweets for different user categories. Second, we present a regression model to predict the popularity of tweets given the content features as input. To construct this model, we interpolate a generic regression model, which is trained on all data, and a category-specific model, which is only trained on tweets from users of the same category as the user of the given tweet. In this way we can combine the advantage of the robustness of a generic model, with the ability of categoryspecific models to pick up on category-specific influence of content features. The third contribution is the investigation of the feasibility of boosting the popularity of a tweet by setting up an experiment in which we proactively adapt content features in order to optimize the popularity of tweets. Based on this research, we conclude that the introduction of user categories leads to a more precise analysis and better predictions. In the hands-on experiment, we observed a gain in popularity by proactively adapting content features.
I. INTRODUCTION
Twitter is one of the most used and powerful social media. Nowadays, over 500 million people are registered on Twitter, of which 302 million are active users 1 . This makes Twitter a useful medium for companies to inform users about their products and services. Users, however, are often flooded with Twitter messages, with the consequence that many tweets are read by almost nobody. This can lead to a drop in popularity and even sales of the company.
Therefore, it is important to determine the optimal content of Twitter posts so that they are read, retweeted and replied by many users. For instance, the responses to the tweets typically rise when they contain links to the blog of the company [1] . In addition, the subject of the tweet, the used hashtags, the attached media-such as images, vines, URLs,. . . -will affect the number of responses [2] , [3] , [4] , [5] , [6] , [7] , [8] . We will study the influence of the content features on a tweet's popularity, as these are most easily adaptable in comparison to other kinds of features. The analysis about this influence, and the prediction of popularity 1 https://about.twitter.com/nl/company using these content features, distinguishes itself from other research by categorizing the Twitter users who post the tweets. We express the popularity in terms of the number of retweets or favorites a tweet receives.
The remainder of this paper is structured as follows. We start with a review of related work in Section II. Next, in Section III, details about the data gathering for analysis and prediction is explained. Section IV describes the analysis of the influence of content features on the popularity of tweets for each considered user category. We build a model to predict the popularity of tweets in Section V. Section VI treats a hands-on experiment in which content features are pro-actively optimized in order to boost popularity. Finally, Section VII concludes this paper.
II. RELATED WORK It has been found that the popularity of a tweet is influenced by some of the tweet's properties [2] . We distinguish a number of feature families. The first ones are the social factors, e.g. the number of followers the user who post the tweet has or the fact if the user is verified or not [3] . Another kind of features are those related to the user history, e.g. the number of tweets placed by the user that were favorited, retweeted or replied to [4] . Next are the timing features, such as the local time of the tweet or the temporal activity of the community [5] . Finally, content features were considered, which include the sentiment value of the tweet [6] , hashtags [7] , URLs [1] , pictures [8] and user mentions [4] . As the content features can most easily adapted for popularity optimization, we will focus on these features in the rest of this paper.
III. DATA GATHERING AND PREPROCESSING We make use of the user categories defined by Socialbakers, a social media analytics company. 2 They consider 8 user categories and select the users with the most followers in each category. The first two columnn of Table I gives an overview of the categories along with its top user, i.e. the user that has the most followers in that category. From each category, we consider the 500 users that have most followers. For each user, we crawl the 1000 most recent tweetsor less, if the user has not posted 1000 tweets yet. This gathering process was performed on April 2, 2015 which resulted in 3.8 million tweets. The total number of collected tweets per category are presented in the last column of Table I . The average number of favorites and retweets for each category are shown in Table II . For each tweet, we retrieve five content features, of which 4 can directly be obtained through the Twitter API. These are the number of user mentions, the number of hashtags, the number of URLs and the number of pictures in the tweet. The fifth feature comprises the sentiment of the tweet, which is expressed with a value between 0 and 1; 0 being neutral and 1 being extremely positive or negative. The sentiment of a tweet is calculated as the average of the sentiment values of its words. These word sentiment values are determined based on the LabMT word list, which contains over 10 000 words that were labeled through Amazon's Mechanical Turk [9] .
IV. ANALYSIS OF THE INFLUENCE OF CONTENT FEATURES ON THE POPULARITY OF TWEETS
In this section, we determine the influence of content features on the popularity of tweets, and how this differs between tweets of different user categories. In particular, for each user category, we want to rank the content features based on their predictive importance towards the tweet popularity. This is performed using LASSO with least angle regression [10] . LASSO is a shrinkage and selection method for linear regression. It minimizes the sum of squared errors, with a bound on the sum of the absolute values of the coefficients. By decreasing the bound, features will be removed from the model as their coefficients take zero values. The later the feature is removed from the model, the bigger its predictive importance. The sequence of being removed from the model can thus be used to rank the content features based on their predictive value. The results when retweets or favorites are considered as tweet popularity measure are listed in Table III and Table IV, respectively. Several conclusions can be drawn from these results. First of all, the sentiment feature has one of the least predictive value of the considered features, as this is consistently ranked fourth or fifth. There are differences between the favorites and the retweets, for instance the user mentions are ranked first or second for the favorites, but obtain for most categories a lower ranking for the retweets. This is because users are more likely to favorite a tweet in which they are mentioned, than to retweet it. We see some different rankings among the user categories, which confirms our presumption that introducing user categories would lead to a more precise analysis. For instance, in case of the retweets, the presence of pictures is ranked first for communities, whereas the presence of a URL is ranked first for the media category. This could be due to the fact that most of the considered communities post funny facts, jokes and memes. For those posts, having a picture in the tweet has a high impact on its popularity. The media mainly contains Twitter accounts of newspapers and other news channels. The most popular tweets that they post contain headlines including a link to their website where the whole article is available to read, leading to a high predictive value of the URL feature. V. PREDICTING THE POPULARITY OF TWEETS After analyzing the importance of each content feature to predict the popularity of a tweet, we tackle the problem of predicting the popularity of a tweet, given its features. Therefore, we construct regression models consisting of a generic model and a category-specific model. The models are trained using a training set, containing 50% of the tweets of each user, optimized using the validation set, containing 25% of the data, and evaluated using the test set, containing the remaining data. To express performance, the Mean Squared Logarithmic Error (MSLE) is used, which is defined as
with n the number of tweets in the test set, x i the observed values for the features of tweet i, g(x i ) the actual number of retweets (resp. favorites) of tweet i, andĝ(x i ) the predicted number of retweets (resp. favorites). Note that we also consider the number of follower as a feature in this section, as this feature is a very good predictor of a tweet's popularity [3] . Our approach is explained in more detail in the rest of this section.
A. Generic Model
The generic model is trained on all data in the training set, without taking into account the user categories. We consider this generic model as the baseline. The validation set is used to test several regression methods, as shown for retweets in Table V . Multivariate adaptive regression splines (MARS) [11] performs best as it has the lowest MSLE of all methods. This regression method is considered in the rest of this paper. We present the obtained MSLE values for the prediction on the test set in Table VI. Notice that the prediction errors vary highly: the communities category only has a MSLE of 5.285 for the retweets, while the brands category has a MSLE of 15.136 for the retweets. For all but the brands category, the prediction error in number of retweets is smaller than for the number of favorites.
B. Category-specific Model
For each considered user category, we constructed a MARS model which is only trained on tweets which are posted by a user of the category. For each tweet in the test set, we first decide to which category it belongs, and then use the corresponding model to predict the number of retweets (resp. favorites). The resulting MSLE values are shown in Table VII . The easiest way to interpret these results is to compare them to the results of the generic baseline model. The improvement of the predictions on the test set of the category-specific models versus the generic model is expressed in Table VIII .
Comparing the MSLE values with the generic model, the category-specific models perform on average better than the generic model. We see that especially the favorites benefit from the introduction of user categories. In a few cases, the category-specific models does not outperform the generic model. A possible explanation could be that the training set is not big enough-the generic model uses a training set 8 times as large-which can result in overfitting the data. 
C. Smoothed Model
As neither the category-specific models or the generic model perform best in all categories, a logical next step is to create a new model per category that contains best elements of both: the large training set of the generic model and the specificity of the category-specific model. This is realized through smoothing, in which a weighted version of the category-specific model and the generic model is taken into consideration. If we denote P as a prediction, the final prediction P f inal can be expressed as:
where P generic denotes the prediction by the generic model, P category denotes the prediction by the category-specific model and α ∈ [0; 1] the smoothing parameter. The smoothing parameter α is optimized per category on the validation set. The resulting mean squared logarithmic error on the test set are shown in Table IX , along with the smoothing parameters used to obtain these values. To easier interpret these values, we compare the performance of the smoothed models with the generic baseline model in Table X. On average, in comparison with the generic baseline model, the predictions of the smoothed model improve with almost 30% for the retweets and 40% for the favorites. We can distinguish a number of categories which benefit from a large improvement. For instance, an improvement of about 60% is obtained for the brands and media category, both for number of retweets and favorites. The improvement is limited for categories such as celebrities, communities and entertainment. One of the reasons is that the tweets of these categories receives on average a lot of retweets and favorites, as shown in Table II . For those tweets, it is harder to improve the mean squared logarithmic error.
In general, we can conclude based on our experiments that the introduction of user categories lead to better popularity predictions.
VI. PROACTIVELY OPTIMIZING THE POPULARITY OF TWEETS
As stated above, we focus on content features as these can most easily be adapted to improve the popularity of tweets. To confirm this hypothesis, we investigate to what extent it is possible to boost the popularity of a tweet by proactively changing its content features. For each considered user category, two Twitter accounts are set up. The baseline accounts post tweets with plain text, and the extended accounts post the same text, but with improved content features such as hashtags and pictures. The tweets that are posted, are based on existing Twitter messages that other users already posted. In each category, one user is picked from whom tweets is used in this experiment, these are shown in Table XI .
Firstly, a baseline tweet without any optimized content features is composed from the original tweet. This is done by stripping the tweet of all its entities, such as hashtags, pictures and user mentions. The next step is to construct an optimized version of this baseline tweet. This accomplished by actively optimizing content features, i.e. enriching the baseline tweet with media and entities. For instance, hashtags and pictures are added to enlarge the probability of our tweet being noticed. Both the baseline and the optimized tweet are tweeted by the two different accounts. We illustrate this approach with an example. Figure 1 depicts an original tweet by cnnbrk, Figure 2 shows the baseline tweet based on this tweet and Figure 3 displays the extended tweet.
This experiment was performed between February 2 and March 7, 2015. The total response each category received on the baseline and extended account is listed in respectively Table XII and Table XIII . From these tables, it can be seen that the extended accounts generally receive more interaction, although the differences are small. The advantage of our approach is that the outcome is comparable, since all accounts start without any followers and post the same, slightly adjusted, tweets. A disadvantage is that because the accounts have no followers, the overall response is small. It might be interesting for the future to conduct this experiment within an actual existing and popular accounts, such as cnnbrk. This would probably result in more interaction and gives us a more realistic view of how content features can be adapted to improve the popularity of tweets. Naturally, this would mean that the account needs to agree with the experiment.
VII. CONCLUSION
We investigated the impact of considering the user category of a tweet to better predict and optimize its popularity. We focused on content features of the tweet, as these are most easily adaptable to improve the popularity of a tweet. For this analysis, we selected users from 8 categories such as brands, celebrities and media. The tweets of these users were first used to compare the impact of content features on the popularity of tweets for the different user categories. Using a method based on LASSO, we concluded that the most important content features differ for different user categories. Second, we constructed a regression method to demonstrate how user categories can be used to improve the prediction of tweet's popularity. Finally, we have conducted an on-hands experiment on Twitter in which we proactively changed content features of a tweet in order to optimize it's popularity. The result of this experiment seems encouraging at this step. Based on this research, we can conclude that making use of user categories is advantageous for analyzing, predicting and optimizing the popularity of tweets. In future work, we will construct a method which first automatically estimates the category of a given user. This will result in a dataset with much more categories and users, and a method that can be used for all Twitter users, even when their categories are unknown.
