Abstract-
Various tools have been used to evaluate improved aeronautical communications systems. Khanna et al. [1] created the FASTE-CNS traffic analysis and capacity planning tool for communications. Kitaori et al. [2] used the OPNET simulator to compare the ACARS and VDL Mode 2 communication performance. Gomez and Ortiz [3] used ns2 to evaluate CPDLC over VDL Mode 2. The L-band Digital Aeronautical Communication System (LDACS) was evaluated by Ayaz et al. [4] using OMNeT++ as described by Hoffmann et al. [5] .
It is a common feature of these simulators that they arebarring basic model-view-controller separation -monolithic interactive tools. Monolithic tools are inherently complex and difficult to maintain. In addition, monolithic simulators make it hard to generate and store intermediate results for later re-use and analysis. In order to overcome the limitations of monolithic simulation tools the German aerospace center created the Framework for Aeronautical Communication System evaluation 2 (FACTS2) on the basis of experience gained with a previous simulator [5] . FACTS2 is a simulation framework based on modern, service oriented software architecture: Distributed simulations organized in a parallelized toolchain of loosely coupled software services split by the separation of concerns. FACTS2 has been successfully employed to simulate continental-scale air traffic [6] , however, up to now the focus has been on software architecture and validation of air traffic simulation results [7] .
This work describes the extension of the FACTS2 simulation framework by a communication load simulation suitable to feed aeronautical communication technology evaluations. To demonstrate our method we apply it to an air traffic management communication demand analysis of the continental European airspace.
II. DEFINITIONS
In this paper we follow Hürsch and Lopes [8] in the definition of separation of concerns: Separation of concerns separates the basic algorithm from special purpose concerns, allowing the locality of different kinds of information in the programs, making them easier to write, understand, reuse, and modify.
In the definition of service oriented computing we follow Papazoglou [9] : Service-oriented computing is the computing paradigm that utilizes services as fundamental elements for developing applications/solutions. Services are self-describing, 978-1-5386-0365-9/17/$31.00 ©2017 IEEE platform-agnostic computational elements that support rapid, low-cost composition of distributed applications.
We define service oriented architectures according to the same author [9] : Service oriented architecture is a way of reorganizing software applications and infrastructure into a set of interacting services.
III. METHODS
The FACTS2 simulation framework is a service oriented simulation framework. Particular simulations are implemented as toolchains of simulation services implementing partial simulations of the overall simulation problem. The simulation services employed in the air traffic management communication demand analysis of the European airspace and the mechanisms for their inter-connection are discussed in this section.
A. Software Architecture
The software architecture of FACTS2 is based on the concept of service oriented simulation [10] , which is the application of service oriented computing to computer simulation problems.
The notion of service oriented computing is based on the loose coupling of self-contained services; each service contributing its specific capabilities to create an overall solution. A benefits chain leading to the ultimate solution is being built by the information flow from service to service independently from the underlying implementation. In FACTS2 the information flow between services is realized through XML files and the UNIX pipe interface, and services are invoked by the Portable Batch System (PBS). PBS is software for job scheduling on UNIX computing grids. It takes care of interdependencies between services and tries to utilize the hardware as efficiently as possible by the parallel invocation of asynchronous service instances.
The application of service oriented computing to simulation problems results in a number of benefits: Due to the distribution of the workload each service or tool has to deal with one particular aspect of the simulation only, making the overall solution less constrained by computational limitations and thus more scalable; parallelization is often easily achievable on service level. The decomposition of the simulation problem into self-contained services results in less complex software units split by the separation of concerns that are easier to develop and maintain. The flexible combination of existing services enables the quick formulation of new solutions reusing existing implementations.
B. Service Interface
The service interface is of major concern in service oriented computing. Conventional service oriented architectures exchange XML encoded data over the network to achieve location transparency [9] .
Contrary to conventional service oriented architectures the service oriented simulation approach of FACTS2 does not use a network transparent interface as this is problematic in supercomputing environments. The simulation uses compressed XML encoded files as interface. This means that the service oriented simulation approach does not fulfil all requirements of [9] : The services are technology-neutral and loosely coupled, however, the absence of location transparency implies that the service oriented simulation approach presented in this paper does not fully qualify as service oriented architecture as defined by Papazoglou. A fully service-oriented variant of the simulation approach discussed in this paper is described in [11] . It is, however, not suitable for super computing environments.
Using XML encoded files as interface gives us also the opportunity to connect simulation services using the UNIX pipe interface. In this case simulation services read and write uncompressed XML from the standard input and the standard output interface.
This approach allows constructing simulation toolchains of moderate complexity directly on the command line for rapidprototyping and testing, or as building blocks for more complex toolchains. will simulate one hour of air traffic and data traffic from 13:00 to 14:00 for the year 2020 according to EUROCONTROL growth scenario C ("ScC", discussed below) and random seed 1234. The simulated flight trajectories are merged into one stream augmented with data traffic, and cropped in time and geography to one day (0 to 86,400 seconds) and Germany. Finally a statistical report is generated and further output to standard out is suppressed ("--nooutput"). A combination of similar commands and the PBS qsub command have been used to implement the toolchain for the communication demand analysis as illustrated in Fig. 1 .
C. Interface Format
Efficient encoding of the information flow between services in the toolchain is critical for the performance of service oriented simulation. State changes of flights resulting in communication activity are comparatively rare; for FACTS2 it is thus more beneficial to encode changes of simulation state rather than simulation state directly.
FACTS2 encodes changes of the simulation state, formally the derivative of the simulation state, in XML format. If ( ) denotes the simulation state at time t, FACTS2 encodes its derivative where it is not zero as
Simulation state can thus be inferred by each simulation service by decoding XML( ) and integrating over the non-zero simulation events under the assumption ( ) = 0 if no simulation event has been encoded. This is implemented in the FACTS2 core library 1 . We will revisit this concept in more detail in equation (8) . If the UNIX pipe interface is not used and the XML output needs to be stored on disk, it is compressed with the deflate algorithm and saved in .xml.gz format.
The simulation services employed in the air traffic management communication demand analysis of the European airspace are described in the following sections. On the highest level they can be grouped into services concerned with air traffic simulation, and services concerned with data traffic simulation.
D. Air Traffic Simulation
The simulation is implemented as a service oriented simulation of five interacting services connected as indicated in Fig.  1 : Scheduled flight database analysis, retro-grade trajectory simulation, trajectory merging, and trajectory cropping to the area of interest. The fifth service, data load simulation, is discussed separately below.
1) Database Analysis
The first service in the overall simulation is the analysis of an For each hour of the reference day Hoffmann used the number of on-going flights between any two European airports as basis for the calculation of the hourly aircraft generation rate ( , ) for each pair of source and destination airports and , where , , and is the set of airports in the flight plan database.
{ , … , } represents the 24 hours of the reference day.
The number of IFR flights scheduled in the IATA database and the number of IFR flights reported by EUROCONTROL for 2007 in [13] do not match exactly. To compensate for this mismatch a correction factor -the ratio of IATA flights to EUROCONTROL flights -of 0.946 has been applied to the hourly flight generation rates. ( , ) denotes therefore the corrected hourly aircraft generation rate in the remainder of this paper.
1 For increased robustness against truncated files FACTS2 encodes simulation events with the simulation state before the event and the simulation state after the event. The state change is derived transparently from this encoding by the FACTS2 core library. Since the second part of each encoded event can be reused as first part of the encoding of the following event, no overhead is added. 2 The International Air Transport Association (IATA) is a trade association of the world's airlines.
2) Asynchronous Retro-Grade Trajectory Simulation
On the basis of Hoffmann's 2007 flight generation rates we simulated a reference day of average European air traffic for the years 2007, and four forecast scenarios of this reference day for the years 2020 to 2035, each.
Flights are simulated individually. It is therefore possible to perform these simulations asynchronously in parallel to speed up the overall simulation. The simulation of each flight trajectory is implemented as a time-stepped simulation. (1), (2) and (3). These flights are then augmented with the data communication load, merged, and cropped to a reference day and the ESRA08 area of interest as discussed in equations (4) to (8) (1) where is the state vector of the flight at time . is the start time of the flight, is the end time of the flight. comprises the position, altitude, air traffic control sector, and domain of the flight and is calculated as described below.
Flight trajectories are simulated in reverse (retro-grade) time order, because the data load simulation is simplified when information on future events is available e.g. the time a flight will remain in its current sector or domain. To this end we simulate individual flight trajectories with where t converges to from above. Note that the simulation result is, however, provided in normal (ante-grade) time order at the service interface.
The current air traffic control sector of a flight is inferred from its current position and an air traffic control sector database.
In the spatial domain all flights follow great-circle routes from departure to destination airport and have simplified trapezoidal altitude profiles. The combination of great-circle routes and simplified altitude profiles is deemed to provide sufficient fidelity for continental-scale communication demand analysis.
The flight domain is calculated from the current altitude 3 of the flight. Flights below FL50
4 are considered to be in the airport domain (APT). Flights below FL245 are in the Terminal Maneuvering Area (TMA), and flights above this threshold are in the en-route (ENR) domain. The only deviation from this mechanism is applied when the flight is not within any ATC sector. In this case the domain is assumed to be Oceanic, Remote, or Polar (ORP).
In the APT domain it is assumed that the flight enters the simulation 30 minutes before takeoff. After landing the flight remains additional 15 minutes in the simulation at the airport.
All other parameters of the flight are uniformly randomly distributed ±10% around a configurable average value: Climb/descent angle (15°/3°), speed during climb (75 m/s), cruise speed (260 m/s) speed during descent (65 m/s), and cruise altitude (FL360).
An illustration of the flight state vector of as a function of time is displayed in Fig. 2. 
3) Air Traffic Growth
The IATA database used in the first step contains only the scheduled passenger and cargo IFR flights of 2007 and 2008. In order to obtain air traffic scenarios for later years the number of flights has thus to be extrapolated.
The number of IFR flights is extrapolated by applying growth factors to the air traffic generation rates . EUROCONTROL published per-country growth factors in 3 These altitude levels correspond to the altitude levels assumed in [22] . 4 1 Flight Leve (FL) = 100 ft altitude. [13] fig. 29 and [14] fig. 38 . These growth factors were applied to all flights departing from the same country. That is, we let
in (4) and (5) below where , is the per-country growth factor for the year , and s is an airport in country c. , is calculated from the ratio of forecast number of IFR flights for country c and the year of interest to the reference year 2007
for each country in the area of interest. Note that EURCONTROL published forecast numbers for scheduled IFR flights for four growth scenarios for the years 2020 to 2035: Scenario A (highest growth), Scenario C, Scenario C', and Scenario D (lowest growth).
The growth factor for IFR flights arriving and departing from European air space [14] fig. 34 was applied to flights entering from outside of Europe in a similar way to the percountry growth factors.
If non-IFR flights shall also be taken into account, an additional correction factor of 1.4 is required as reported by Rokitansky [15] .
4) Trajectory Merging
The flight trajectories are simulated individually and have thus to be merged. For each hour of the reference day individual flights are generated such that the time between flight start times is exponentially distributed according to the flight generation rate extracted from the flight plan database. The flight generation rate is 1/(inter-arrival time) according to Hoffmann et al. [5] . Flights are thus generated with exponentially distributed inter-arrival times such that Exp ( ( , )) for all , . Flight generation is thus a stationary Poisson process within each hour T. 
with , and { , … , }. Note that flights need not end during the given time period , that is, they may continue on the day after the reference day.
Some flights starting on the day before the reference day continue into the reference day and have thus to be taken into account. The set of flights of the last four hours of the day before the reference day merged with the flights of the reference day is
for = , … , , … , and , .
No flights of or earlier ended after midnight.
Note that all operations up to now, but the union operation in equation (5), can be performed asynchronously in parallel.
5) Trajectory Cropping
So far the simulated flights extend into the last hours of the day before the reference day and the first hours of the day after the reference day.
Cropping the flight trajectories to the reference day we get the set of state vectors of the flights of the reference day ( ) as function of time
In addition to cropping to the reference day in the time domain, the simulation result is also cropped in the space domain to the geographical area of interest. The area of interest for the communication capacity analysis of the European airspace is the European Statistical Reference Area (ESRA08 5 ) as defined in [13] and visible in Fig. 3 and Fig. 4. ( ) = { ( )| and ( ) in ESRA08} (7)
E. Data Traffic Simulation
The FACTS2 data load generation is based on the Communications Operating Concept and Requirements for the Future Radio System (COCR) report [16] . COCR has been produced in a joint effort of EUROCONTROL and the Federal Aviation Administration to identify concepts for future air traffic management communication. Its intended use is to help determining if candidate aeronautical communication technologies can meet the requirements of air traffic management.
COCR considers two phases of air traffic management communication. Phase I is based on existing data communica- tion services and is considered to last until 2020. Phase II considers data communication as the primary means of air-ground communication supporting increased automation with new data link applications. Furthermore, COCR consider two types of data link applications: Addressed and broadcast applications. The broadcast services are surveillance services and direct airto-air services that are typically not in the focus of air-ground data links.
The communication demand analysis of this paper focuses on addressed phase II data link applications 6 , because FACTS2 is mainly targeted at supporting the development of air-ground data links for the next decades, COCR provides detailed descriptions for each data link application. The number and size of the messages to be exchanged between aircraft and ground is specified. In addition, it is also specified whether the application is used periodically or triggered by events related to the progress of the flight.
Periodic applications are simulated by inserting the given number of data packets into the simulation result with the specified periodicity for each flight.
Event triggered applications are triggered by a change of air traffic control sector, a change of domain, a change of airport ramp position, or a change of flight phase as illustrated in Fig.  2 . Trigger events thus correspond to changes in the flight state vector ( ) = . The input to the simulation of these data link applications are therefore state changes of the flight state vector i.e. its derivative ( ). The data load simulation requires therefore the set of trigger events as input, which is
Note that is communicated through the simulation service interface as indicated by equation (0). The implementation of the data load simulation can thus be reduced to an event driven simulation on the basis of the trigger events received through the simulation toolchain interface: On the reception of each simulation event the number of data packets specified in COCR for this event are added to the simulation output. Data packets are separated in time by the specified 95% percentile latency requirement of the application. Some event triggered applications need to be invoked several times until the flight changes its state again. For the uniform distribution of such communication exchanges it is necessary to know how long the flight will remain in the relevant state. This information is available through the retro-grade simulation of the flight trajectories.
In the FACTS2 toolchain for the air traffic management communication demand analysis of Europe the data load simulation service has been inserted before the last merging operation to benefit from parallelization gains (cf. Fig. 1 ).
IV. RESULTS
TABLE I. show the number IFR flights | | in the simulated reference day of the investigated air traffic growth scenarios in the ESRA08 area. The expected average number of daily IFR flights rises from approximately 27,000 in 2007 to between 31,000 and 47,000 in 2035 depending on the air traffic growth scenario. The table shows the 95% confidence intervals of the mean result for 10 simulation runs with different random seeds. TABLE II. and TABLE III . show the 95% percentile (i.e. the peak level) of the expected air traffic management communication load according to COCR in kbps. The communication load has been calculated on the basis of 1 s intervals: The sum of the data packets generated within this interval is deemed the total load for this duration. This approach had to be taken, since packet generation events have no time duration themselves and can be interpreted as the maximum allowed queuing time. Note that different summation intervals may yield different results. Both tables show the 95% confidence intervals of the mean result for 10 simulation runs with different random seeds. TABLE II. provides simulation results for air traffic management communication from the aircraft to the ground i.e. from crew to air traffic controllers or airline operations centers. The expected 95% percentile of the total communication load in the ESRA08 area is below 642 kbps. Fig. 3 displays the geographic distribution of the average air-to-ground communication load at a resolution of 0.5° ×0.5° degrees in bps in the ESRA08 area. TABLE III. shows simulation results for air traffic management communications from the ground to the aircraft. The expected 95% percentile of the total communication load in the ESRA08 area is below 2,651 kbps. Fig. 4 illustrates the geographic distribution of the average ground-to-air communicaAir-to-ground data load (bps/0.5°2) Fig. 3 . Average air-to-ground data traffic load for 2035 growth scenario A for each 0.5°×0.5° degrees area in bps, 1 s summation interval, ESRA08 area.
Ground-to-air data load (bps/0.5°2) Fig. 4 . Average ground-to-air data traffic load for 2035 growth scenario A for each 0.5°×0.5° degrees area in bps, 1 s summation interval, ESRA08 area. tion load at a resolution of 0.5° ×0.5° degrees in bps in the ESRA08 area.
V. DISCUSSION
Our results indicate that the expected air traffic management communication load for continental Europe (the ESRA08 area) is below 3,000 kbps in the ground-to-air direction and less than 1,000 kbps in the air-to ground direction until 2035.
These results are in good agreement with previously published results, if the different areas of interest are taken into account. The extrapolated number of IFR flights is in agreement with EUROCONTROL forecasts [6] (cf. Appendix A). Allaix reports approximately 4,000 kbps in the ground-to-air direction and 1,200 kbps in the air-to-ground direction for 2025 [17] for the European Civil Aviation Conference (ECAC) area, which is significantly larger than the ESRA08 area and contains oceanic remote and polar areas not considered in this paper. Similarly, Morlet [18] and Rokitansky [19] report an expected load of up to 4,500 kbps ground-to-air and less than 1,000 kbps air-to-ground for the ECAC area in the years 2020 to 2030.
Our results show that the communication demand is clustered around the areas with the densest air traffic in Europe (cf. Fig.3 and Fig. 4) . The geographic distribution of the communication load may be used as input for deployment considerations of future terrestrial and satellite aeronautical communication systems.
The raw result of our simulation -essentially a time based sequence of aircraft positions and data packets -may provide the base for future simulation campaigns. A possible application could be to use these results as input for the simulation of proposed air-ground communication networks such as LDACS [20] or Iris [21] to obtain performance results such as latency and availability.
VI. CONCLUSION
The objective of this paper was to describe the extension of the FACTS2 simulation framework with a communication load simulation suitable to feed aeronautical communication technology evaluations. To this end we created a simulation toolchain from existing FACTS2 simulation services and one new data load simulation. The simulation modules were interconnected using XML and the UNIX pipe interface in a service oriented simulation approach.
We demonstrated our extension with the air traffic management communication demand analysis of the continental European airspace. Our results indicate that the expected air traffic management communication load for the ESRA08 area is below 3,000 kbps in the ground-to-air direction and less than 1,000 kbps in the air-to ground direction until 2035.
APPENDIX A TABLE IV. show the error of the FACTS2 air traffic against the EUROCONTROL air traffic forecasts [13] and [14] . The table shows the 95% confidence intervals of the mean error for 10 simulation runs with different random seeds. 
