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Recurrent neural networks (RNNs), such as the ones generally used to model cortical circuits, are complex dynamical systems expected to display a rich repertoire of dynamical behaviors. However, designing networks capable of generating dynamics useful for temporal computation has proven to be surprisingly difficult.
A generically important example of temporal computation is the production of specific smooth temporal sequences of moderate dimensionality, such as the set of muscle activations giving rise to movements. In this issue of Neuron, Hennequin et al. (2014) provide a new and elegant solution to this problem, which also introduces new ideas about stabilization of network activity and about the nature of evoked and spontaneous network activity.
Most early work on recurrent networks focused on static phenomena, such as fixed-point or line attractors or the generation of different types of selectivity to sensory inputs. Over the last 10 years or so, research on how RNNs could be used to generate interesting time-varying activity has flourished. Interest in this question has been motivated in part by recent results suggesting that the temporal dynamics of neural activity in motor and premotor areas might be key to understanding how movement is generated (Shenoy et al., 2013) .
Recurrent networks can be broadly construed as selective amplifiers, which constantly amplify or suppress spatiotemporal activity patterns, either externally driven or internally generated. RNNs display a tradeoff between amplification and stability, because loops of excitatory and inhibitory pathways within the network can be a source of positive feedback. In general, the potential for selective amplification increases with the magnitude of the synaptic connections in the network, but large synaptic weights also increase the potential for runaway excitation and other forms of instability. When the typical magnitude of the synaptic interactions in randomly connected networks goes beyond a certain value, the resulting instability turns these networks chaotic. In the chaotic state, networks are extremely sensitive, and minute perturbations get amplified leading to wildly diverging patterns of network activity.
Recent studies have used chaotic states as the starting point for generating structured time-varying activity patterns, a connection that has been most thoroughly established in networks of firingrate units. In seminal studies, it was shown that chaos in these networks can be suppressed by temporally structured external input (Rajan et al., 2010) and that this feature can be exploited by supervised learning algorithms to train RNNs to produce nonchaotic patterns of activity, which can be linearly read out to produce a wide variety of desired timevarying outputs (Sussillo and Abbott, 2009; Laje and Buonomano, 2013) . In these studies, chaotic ongoing activity in the RNN was stabilized, leading to temporally structured ongoing activity. The activity of single neurons after learning becomes more reliable, but it is otherwise similar as before learning, with strong sustained temporal fluctuations of similar magnitude. This is in contrast to what we typically think of as an evoked response, which is transient. For instance, the magnitude of the temporal fluctuations in short-term firing rate in a movementresponsive neuron is expected to increase during movement compared to baseline. How can these transient timevarying patterns be generated?
In answering this question, Hennequin et al. (2014) started from the same point as previous studies: a randomly connected recurrent network of firing-rate units that, due to the large magnitude of its synaptic connections, operates in the chaotic regime. In fact, they considered connection matrices obeying Dale's law (in which each neuron only excites or only inhibits, but not both), an element of biological realism with important dynamical consequences. However, instead of trying to stabilize the network in a strongly fluctuating pattern of ongoing time-varying activity, they attempted to modify the connectivity in the network in order to stabilize a state in which all neurons fired at low and constant firing rates. States where neurons fire tonically at low rates are typically produced by conventional balanced networks of excitatory and inhibitory neurons during spontaneous activity (van Vreeswijk and Sompolinsky, 1996; Ostojic, 2014) and have been shown to share similarities with states of spontaneous activity in cortical circuits during periods of cortical activation (Renart et al., 2010) .
Using tools from control theory (Vanbiervliet et al., 2009), they implemented a learning rule that optimizes synaptic weights for stability. After learning, the resulting network has very strong connectivity coexisting with a stable stationary spontaneous activity state. Hennequin et al. (2014) decided to implement this plasticity rule only on inhibitory synapses. One important role for inhibition is to stabilize neural activity through negative feedback. A necessary condition for the stationary activity state to be stable is that the overall amount of inhibition be sufficiently stronger than the overall amount of excitation, for instance, at the level of the mean magnitude of each connection type. This so-called inhibition-dominated regime favors stability of the population-averaged network activity. But if the random excitatory weights are strong enough, strong but random inhibition is not sufficient for stability, and small specific perturbations to the stationary state will not be suppressed. To prevent this, the learning rule used by Hennequin et al. (2014) adjusts the microscopic pattern of inhibition onto every cell to optimize the network for stability, so that any small perturbation to the stationary state is suppressed by the dynamics.
The resulting network has several remarkable properties. Chiefly, it can produce temporally structured highdimensional transients. If the network is initialized from some particular activity patterns fairly close to the stable stationary state and then let to evolve freely in the absence of input, the result is a large transient during which single neurons display large-amplitude multiphasic responses very similar to those observed in motor and premotor cortex during movement. This resemblance is not purely cosmetic: an intriguing ''rotational'' population structure observed in the data (Shenoy et al., 2013 ) is also present in the model (as an aside, the network was not designed for generating movement, only high-dimensional transients. It will be interesting to investigate what the functional relevance of the observed rotational structure is in the context of movement generation). The responses generated by the model are truly transient, as the spontaneous state is in these conditions the only stable state and thus bound to be the asymptotic endpoint of any evoked response. They are also stereotyped, as the network is not in a chaotic state, at least as long as the initial condition is close to the stable state.
We typically think of fast-evoked, or event-locked, responses as resulting from a transient input to the neurons (for instance, a transient thalamic input in the case of sensory neurons). In this network, however, the fast and strong transients are purely internally generated, provided the network is initialized properly in one of its ''sweet spots.'' The sweet spots are a property of the connectivity of the network and can be obtained from it in a straightforward way. How does the network reach one of these special initial conditions? Remarkably, starting from the baseline state, slow ramping inputs could put the neurons into one of the sweet spots, from which the network produced a large transient once the input was quickly removed. This shows that the sweet spots are dynamically stable in the presence of a weak external biasing input but unstable when the input is removed. Hennequin et al. (2014) naturally connected this pretransient period with movement preparation. Neural activity during movement preparation is highly structured at the level of the population, intimately related to the upcoming movement, but fairly stationary in time, exactly as required from a slow biasing signal setting the appropriate initial condition. This framework had been hypothesized to be a good description of experimental observations on motor-related activity, but no specific proposal on how to design a dynamical system with the required properties had been advanced.
What mechanisms allow the network to behave this way? After learning, the network uses what has been termed nonnormal amplification to generate strong transients. Amplification in RNNs has traditionally been intimately related to the concept of integration. Classical models amplify certain patterns of activity by approximately integrating across timespecific patterns of input. This ''normal'' form of amplification is characteristic of networks with a symmetric effective connection matrix. When the effective connectivity is asymmetric-for instance, any connection matrix respecting Dale's law-it necessarily contains hidden feedforward structures, and these enable a different ''nonnormal'' form of amplification, which does not rely on integration (see, e.g., Ganguli and Latham, 2009 ). Murphy and Miller (2009) showed that networks in the balanced regime naturally use this kind of amplification. In a simple Excitation-Inhibition two-population balanced network, the sweet spot is an activity pattern where the balance between excitation and inhibition is perturbed. Starting from this initial state, the network shows a large transient increase in its global activity. The network of Hennequin et al. (2014) does not use the same mechanism, as the mean network activity is approximately constant through the transient but shares with it the fact that the overall excitatory and inhibitory synaptic input to the neurons are negatively correlated in the sweet spots and become positively correlated as the transient unfolds. The authors report no systematic relationship between the population patterns constituting the sweet spots (preparatory activity) and activity during the transients (movement-related activity). Further work should elucidate whether and under which conditions a relationship between these two types of activity exists.
The network also shows interesting properties during the spontaneous state.
To mimic short-term firing-rate fluctuations during spontaneous activity, a weak noisy input is applied independently to every neuron. These fluctuations are amplified by the connectivity, leading to relatively large fluctuations in the activity of single neurons. Since the network is inhibition dominated, however, the mean activity of the network does not fluctuate strongly. This is equivalent to saying that histogram of correlations across pairs during spontaneous activity is wide. A similar correlation structure, although with a less wide histogram, is also observed in standard randomly connected balanced networks (Renart et al., 2010) . In these networks, negligible population-averaged correlations are made possible despite the dense connectivity by a tracking of the instantaneous rate of the excitatory and inhibitory populations. In the network of Hennequin et al. (2014) , this tracking is also present, but it is of a different kind. In their network, the overall excitatory and inhibitory drives onto each single neuron are more strongly correlated than onto different cells, whereas in random balanced networks there is no specific cancellation of excitation and inhibition onto every neuron: the moment-to-moment cancellation occurs statistically at the level of the whole network. The precise arrangement of inhibitory connections onto every neuron necessary for network stability is responsible for this microscopic moment-tomoment balance. Testing this model prediction directly might be difficult, as it is hard to isolate excitatory and inhibitory inputs onto a single neuron simultaneously. However, the observed arrangement makes the prediction that the magnitude of temporal fluctuations in membrane potential measured at the reversal of either excitation or inhibition should be much larger than those measured at normal operating potentials, which can be tested (Tan et al., 2013) .
In the last part of their work, Hennequin et al. (2014) investigate how to replicate their findings in a network of spiking neurons. Their strategy is to unfold each firing-rate unit into a small group of spiking neurons. The instantaneous firing rate of each of these groups should play the role of the activity of each unit in the firing-rate model. To proceed, afferent connections were split into two halves. For one half, the presynaptic partner was randomly chosen as in a standard balanced network and synapses were fast (AMPA-like). For the second, synapses were slow (NMDA-like) and the connectivity reflected a structure equivalent to that in the firing-rate model. The random connectivity structure sets up an asynchronous state where firing rates are well defined so that the slower, structured connectivity can do its job. As a result, the properties of the firing-rate model were all essentially preserved in the spiking network. In fact, the mean activity of each small group of ''replicate'' units could be accurately predicted from a firing-rate model with the same structured connectivity.
As in previous work (Litwin-Kumar and Doiron, 2012), such a network uses a dynamic instability at the level of spike times (Monteforte and Wolf, 2012) to generate slower dynamics at the level of firing rates. Unlike previous work, the dynamics at the level of firing rates is optimized for stability, not for chaos.
Despite the many advances presented in this work, several issues remain open. For instance, the learning rule used by Hennequin et al. (2014) , although elegant, is not biologically plausible. Further work should clarify whether local learning rules can approximate the performance of the rule used in the present work. Another concern is that, although the spiking implementation presented works, it still resorts to the trick of generating effectively replicate neurons whose activity will be averaged (and a somewhat artificial separation of synaptic timescales). Cortical recordings typically display extreme heterogeneity, especially in the temporal profile of neural activation, and no convincing evidence exists of ''replicate'' neurons. Interestingly, in a different context, a recent model has revealed an equivalence between the dynamics of a recurrent network at the level of spiking activity and firing rates, without the need of invoking averaging across cells (Ostojic, 2014) . Finally, an important issue that will need to be carefully explored concerns the flexibility of the relationship between the network's sweet spots and the corresponding transients. Recent work shows that, although the relationship between preparatory and movement-related neural activity is subtle, a particular movement can be performed even if neural activity does not go through the corresponding preparatory state (Ames et al., 2014) . This seems like quite a fundamental issue, but it is unclear whether such flexibility is present in the model. Fortunately, as recordings of the simultaneous activity of large populations of neurons become more established, new quantitative constraints describing the dynamics of these populations in general, and the relationship between preparatory and movement-related activity in motor areas in particular, are continually identified. The worth of the proposed theory will ultimately be measured against its success in accommodating these constraints, but for the moment, it stands as a highly original and exciting contribution.
