Abstract-We consider a directed acyclic network with three sources and three terminals such that each source independently generates one symbol from a given field F and each terminal wants to receive the sum (over F ) of the source symbols. Each link is error-free, delay-free and can carry one symbol from the field in each use. We call such a network a 3-source 3-terminal (3s/3t) sum-network. We give a necessary and sufficient condition for a 3s/3t sum-network to be solvable over any field. Some lemmas provide interesting simpler sufficient conditions for the same. We show that linear codes, and in most cases XOR codes, are sufficient for this problem for 3s/3t though they are known to be insufficient for arbitrary number of sources and terminals. We also prove a recent conjecture that the capacity of a 3s/3t sum-network is either 0, 2/3 or ≥ 1.
I. INTRODUCTION
Network coding [1] , [2] , [3] allows mixing/coding of incoming information at the intermediate nodes. In this paper, we consider the problem of communicating the sum of messages at some sources to a set of terminals in a directed acyclic network of unit-capacity edges. The problem is a subclass of the problem of distributed computation over a network. Before network coding acquired its recent level of maturity, the problem of distributed function computation was addressed in a rigorous way by information theorists only for small or simple networks. The techniques of network coding were used in some recent efforts to get some results of elementary nature for larger networks [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] . Our present work is along this line.
In many different approaches to distributed computation, the particular function "sum" received special interest [12] , [13] , [14] , [4] , [5] , [6] , [7] , [8] because (i) it is a simple illustrative example function which is easier to work with, and (ii) it can reveal the intricacies and techniques for addressing the problem for more general functions [13] or other network coding problems [15] . In particular, linear multicast coding and linear coding for computing "sum" at one terminal are equivalent problems [6] , [15] , [16] . Both "modulo sum" as in a finite field, and "arithmetic sum" as in a characteristic-0 field are of interest. We consider the function "modulo-sum" in this paper. Arithmetic sum, though important for many practical applications, is more difficult to analyze because of the unbounded alphabet size. However, the techniques for modulo-sum has also been found useful for getting bounds for the capacity of computing arithmetic-sum [11] .
A. Standard definitions and review of known results
Our network is represented by a directed acyclic multigraph N = (V, E). The network has multiple source nodes {s 1 , s 2 , s 3 , . . . , s l } ⊂ V and terminal nodes {t 1 , t 2 , t 3 , . . . , t j } ⊂ V . Source s i independently generates an i.i.d. random process (x it ) t of symbols over an alphabet finite field F . Each terminal wants to recover the sum l i=1 x it , defined over F , for every t. The edges are assumed to carry one symbol from the alphabet per use without delay or error, i.e., they are delay-free, error-free and unit-capacity. Such a network is called a sum-network with l sources and j terminals. A 3-source 3-terminal sum-network will be called a 3s/3t sum-network in short.
A sum-network where there is a path from every source to every terminal will be called a connected sum-network. For a sum-network, the reverse network [6] , [15] is the network obtained by reversing the direction of every edge, and interchanging the roles of the sources and the terminals.
If for a sum-network N , all the terminals can recover one sum (for one t) over a finite field F using each edge of N once, we say that N is solvable over F . If a linear network code over F is sufficient for this purpose, we say that N is linearly solvable over F . We say that N is solvable if it is solvable over at least one field. If N is not solvable over any field, we say that N is nonsolvable. In terms of another wellknown term, solvability here refers to scalar solvability, i.e., solvability using a scalar network code [17] .
We now define a simple form of linear network code. A scalar linear network code is called an XOR network code if all the nodes in the network, including the terminal nodes, require to perform only addition and subtraction. In other words, all the local coding coefficients [17] are ±1. For the binary alphabet, this means that the nodes only need to perform XOR operation. A network which is solvable by an XOR network code is said to be XOR solvable. Such a network code is computationally much simpler. Further note that, if a sumnetwork is XOR solvable then only the group structure in the alphabet is relevant, and the multiplicative structure in the alphabet field is not relevant. Thus it can be checked that whenever a network is XOR solvable over all fields, it is also XOR solvable over any abelian group.
A (k, n) fractional network code [17] allows the terminals to satisfy their demand (specifically to get the sum of the source symbols in a sum-network) for k consecutive symbols of the sources by using all the edges n times. The rate r is said to be achievable if there exists a (k, n) fractional (possibly non-linear) network code such that k/n ≥ r. The supremum of all achievable rates is called the capacity of the network. Clearly the capacity of a solvable sum-network is ≥ 1. It can be easily argued that the minimum of the min-cuts for all source-terminal pairs is an upper bound on the capacity of a sum-network [8] .
For the most part of the paper, we will consider the question of solvability of a sum-network, and so will consider a single symbol interval and a single usage of the network. So, we will omit the index t in x it and use x i to mean the symbol generated by the ith source in one representative symbolinterval.
In the following, we list some results known till date which are related to our present work.
• Ramamoorthy [4] showed that when there are at most two sources or at most two terminals, a sum-network is solvable over any field iff every source-terminal pair is connected. The source-terminal connectivity condition is known to be insufficient when both the number of sources and the number of terminals are more than two [5] , [7] . On examining a variety of 3s/3t sum-networks, it was conjectured in [8] that the capacity of any nonsolvable but connected 3s/3t sum-network is 2/3. This conjecture is proved in this work.
• It was proved in [7] that a 3s/3t sum-network which has two edge-disjoint paths from every source to every terminal is solvable over fields of odd characteristic.
• It was shown in [6] that a sum-network has a (k, n) fractional linear code if and only if the reverse network has a (k, n) fractional linear code. This implies that the linear coding capacity of a sum-network is the same as that of its reverse network [8] . Since linear codes achieve capacity of a multicast network, this gives that the capacity of a one-terminal sumnetwork is the minimum of the min-cuts between the sourceterminal pairs [8] .
• The problem of communicating the sum was shown to be equivalent to the problem of multiple unicasts and more generally the arbitrary network communication problem by showing explicit constructions in [15] . This implied several interesting consequences like (i) existence of a solvably equivalent sumnetwork for every system of integer polynomial equations, (ii) unachievability of capacity of some sum-networks, and (iii) insufficiency of linear network coding for sum-networks.
B. Our contribution
The contribution of this paper is the following. 1. We find a set of necessary and sufficient conditions for solvability of a 3-source 3-terminal sum-network over any field F (Theorems 1 and 2).
2. We prove a conjecture made in [8] that the capacity of any nonsolvable connected 3s/3t sum-network is 2/3.
3. The proof of the necessary and sufficient conditions also lead us to some interesting results and insights like sufficiency of linear codes. We also identify a significant class of solvable networks (κ = 2, 3 in Lemma 3) which are XOR solvable over any field. In particular, it implies that networks with κ = 0 (equivalently, where every source-terminal pair is twoconnected) are XOR solvable over any field, thus significantly strengthening the result of [7] . In contrast, it was shown in [15] that linear codes are not sufficient in general for sum-networks with arbitrary number of sources and terminals.
4. As intermediate results, we prove some lemmas which give simpler sufficient conditions for solvability of a 3s/3t sum-network.
The paper is organized as follows. In Section II, we introduce some notations and define some new terminology which will be used in this paper. We present our new results in Section III and prove some of them in Section IV. The paper is concluded in Section V.
II. NOTATIONS AND NEW DEFINITIONS
Clearly, for solvability of a sum-network, it is necessary that every source-terminal pair is connected. Hence we consider only connected 3s/3t sum-networks in this paper.
For any edge e = (v i , v j ) ∈ E, the node v j is called its head and the node v i its tail and are denoted as h (e) and t (e) respectively. A path 
For a connected sum-network N the maximum number of source-terminal pairs that can be disconnected by removing a single edge is called the maximumdisconnectivity of the network and denoted by κ(N ). We call any edge whose removal disconnects κ(N ) sourceterminal pairs as a maximum-disconnecting edge. All edges are maximum-disconnecting edges if κ(N ) = 0.
We classify the set of all maximum-disconnecting edges into the following three sets:
A : the set of all maximum-disconnecting edges such that there is a path from its head to only one terminal.
B : the set of all maximum-disconnecting edges such that there is a path from only one source to its tail.
C : the set of all maximum-disconnecting edges such that there is a path from at least two sources to its tail and to at least two terminals from its head.
Clearly, C is disjoint from A and B. But for κ(N ) = 0 or 1, a maximum-disconnecting edge may belong to both A and B, however A and B are disjoint if κ(N ) ≥ 2.
III. RESULTS
In this section, first we present our main results as theorems, and then we present some lemmas which are used to prove the theorems and which also provide simpler sufficient conditions for solvability. Recall that a sum-network is said to be nonsolvable if it is not solvable over any field. Figs. 1(a) ( [5] , [7] ) and 1(b) ( [8] ) show two networks which are nonsolvable. It can be verified that for the given labeling of sources, terminals and edges, they satisfy Theorem 1.
In [8] it was conjectured that the capacity of a 3s/3t sumnetwork is either 0, 2/3 or ≥ 1. Theorem 1 part D states that the capacity of a nonsolvable connected 3s/3t sum-network is 2/3 and thus proves this conjecture.
A network that does not satisfy the conditions in Theorem 1 is solvable over all fields except possibly F 2 . So the conditions in Theorem 1 are necessary and sufficient for nonsolvability over any field other than F 2 . For F 2 , the violation of these conditions does not imply solvability. For example, Fig. 1(c) shows a network which does not satisfy the hypothesis of Theorem 1, but which is not solvable over F 2 as was shown in [6] . Theorem 2 below identifies the conditions under which a 3s/3t network is solvable over any field except F 2 . Lemma 1 below is applicable to sum-networks with arbitrary number of sources and terminals, and may be of independent interest for sum-networks in general. The next two lemmas are specific for 3s/3t.
Lemma 1: A connected l-source j-terminal sum-network N with κ(N ) = k, k > 0, and C = φ is linearly solvable (respectively XOR solvable) over a field F if all l-source j-terminal sum-networks with κ < k are linearly solvable (respectively XOR solvable) over F .
Lemma 2: A connected 3s/3t sum-network where there is no edge which is connected to at least two sources and at least two terminals is XOR solvable over any field. 
IV. PROOFS
We start by presenting some known results which will be used in the proofs of our results.
Lemma 4:
[4] A sum-network for which either the number of sources or the number of terminals is at most two is solvable if and only if the network is connected. Moreover, such a connected network is XOR solvable over any field.
Lemma 5: [6, Theorem 5] If a sum-network N is linearly solvable over a field F , then so is its reverse sum-network. Further, if N has an XOR solution over F , then so does the reverse network. The second parts of the above lemmas were not explicitly mentioned in [4] , [6] , but can be easily seen to follow from the code construction proposed therein.
In [18] , a simple necessary and sufficient condition was given for a "double-unicast" network to support two simultaneous unicasts. In this problem setting, there are two sourceterminal pairs (s 1 , t 1 ) and (s 2 , t 2 ), and each terminal wants to recover the symbol generated at the corresponding source over a directed acyclic network with unit capacity edges. The following lemma follows from Case IIB of [18 The next lemma follows by minor modification to the coding scheme for the previous lemma given in [18, Proof of Theorem 1], and is available in the full version of this paper [19] .
Lemma 7: Suppose in a double-unicast network with connected source terminal pairs (s 1 , t 1 ) and (s 2 , t 2 ) , removing all the edges of any (s 1 , t 1 ) path disconnects (s 2 , t 2 ) and there is no single edge in the network whose removal disconnects both (s 1 , t 1 ) and (s 2 , t 2 ) . Then there exists an XOR code which allows the communication of x 1 to t 1 and x 1 + x 2 to t 2 .
Lemmas 6 and 7 are crucial in the necessity part 1 of the proofs of both Theorems 1 and 2. This further underlines the strong connection that multiple unicast networks have with sum-networks as was established in [15] .
Proof of Lemma 1: Consider the new network N * formed by adding an edge e * i in parallel with the edge e i for each edge e i ∈ A ∪ B (Adding e * i in parallel with e i means that the head and the tail of e * i are the same as those of e i ). Clearly κ(N * ) < k, and so by the hypothesis of the lemma, N * is linearly solvable over F. But in any linear code for N * , for every edge in B, the edge and its added parallel edge carry essentially the same data since there is a path from only one source to the tail of these edges. So we can remove the edges we added in parallel to the edges of B and the new resulting network N * * will still be linearly solvable over F . Then by Lemma 5 its reverse network is also linearly solvable over F . But by the same argument, this reverse network remains linearly solvable over F even after removing the remaining extra edges in parallel to the edges in A . So, again by Lemma 5, the original network N itself is linearly solvable over F . The above arguments also hold word by word if "linearly solvable" is replaced by "XOR solvable". This completes the proof.
Proof of Lemma 2: First communicate x 1 + x 2 + x 3 to t 1 , t 2 by XOR coding, which is possible by Lemma 4. Let N 1 be the sub-network used for this code. Now let P 1 , P 2 , P 3 be some (s 1 , t 3 ), (s 2 , t 3 ), (s 3 , t 3 ) paths respectively and let N 2 be the sub-network consisting of them. We can simultaneously communicate x 1 + x 2 + x 3 to t 3 by XOR coding over N 2 for the following reason. Any edge e ∈ N 1 ∩ N 2 has paths to at least two terminals: t 3 and at least one of t 1 , t 2 . By the hypothesis of the lemma, there is a path from exactly one source, say s 1 (w.l.o.g.), to t (e) . Thus e essentially carries only x 1 in the coding scheme over N 1 , as well as in the coding scheme over N 2 . Hence there is no conflict between the coding schemes over N 1 and N 2 and both the codes can be simultaneously implemented. Thus the network is linearly solvable over any field in this case.
Proof of Theorem 1: The proof of Theorem 1 is in two parts. In the Sufficiency part, we show that once conditions 1-6 in part A are satisfied by two edges in a connected network, the network has capacity 2/3 and is thus not solvable. This proves part D of the theorem as well. The necessity part of the proof, which shows that if a pair of edges satisfying conditions 1-6 in part A does not exist, then the network is linearly solvable, is omitted for space constraints and is available in the full version [19] . Parts B and C are also proved in parallel in the omitted necessity part.
Sufficiency: The reader may find it useful to keep Figs. 1(a),1(b) in mind while going through the proof.
It was proved in [8, Theorem 4] using time-sharing arguments that the coding capacity of any connected 3s/3t network is at least 2/3. Hence we only need to prove that the capacity of a network N satisfying conditions 1 − 6 of Theorem 1 is ≤ 2/3. The idea of this proof is similar to that of [8, Theorem 6] . Suppose there is a (k, n) fractional coding solution for the network. That is, the messages at the sources are x 1 , x 2 , x 3 ∈ F k , the terminals recover the sum x 3 ) is a 1-1 function of x 3 for a fixed value of x 1 and a 1-1 function of x 1 for a fixed value of x 3 .
(ii) ψ(x 2 , x 3 ) is a 1-1 function of x 2 for a fixed value of x 3 and a 1-1 function of x 3 for a fixed value of x 2 . Proof: We only prove the first part of (i). The proof of the other parts is similar.
Since t 1 can recover x 1 + x 2 + x 3 , for any fixed values of x 1 and x 2 , the set of messages received by the terminal t 1 is a 1-1 function of x 3 as x 1 + x 2 + x 3 is a 1-1 function of x 3 for fixed x 1 and x 2 . But by condition 2 of Theorem 1, all (s 3 , t 1 ) paths pass through e 1 . Hence φ(x 1 , x 3 ) is a 1-1 (x 1 , x 3 ) and g(x 2 , x 3 ) respectively.
Claim 2: x 3 ) is a 1-1 function of x 3 for a fixed value of x 1 and a 1-1 function of x 1 for a fixed value of x 3 .
(ii) g(x 2 , x 3 ) is a 1-1 function of x 2 for a fixed value of x 3 and a 1-1 function of x 3 for a fixed value of x 2 . Proof: The proof is the same as the one given for Claim 1.
If N is solvable over
It is easy to verify that all such functions can be represented by polynomials of the form αx 1 + βx 3 + γx 1 x 3 + δ for α, β, γ, δ ∈ F 2 . It is also easy to argue that the only such functions that satisfy Claim 2(i) are of the form x 1 + x 3 + δ for δ ∈ F 2 . Hence w.l.o.g., we assume that f = x 1 + x 3 . Similarly we assume g = x 2 + x 3 .
By conditions (1-3) of Theorem 2, {e 1 , e 2 } is a cut between {s 1 , s 2 , s 3 } and t 3 . So t 3 can obtain 3 . Now, substituting x 1 = x 2 = x 3 = 0 in this equation gives δ = 0 while substituting x 1 = x 2 = x 3 = 1 gives δ = 1 -a contradiction. Thus N is not solvable over F 2 .
Part 2: Solvability of N over all other fields. For this part let F be any field except F 2 . Let α ∈ F \{0, 1}, β = (1−α) −1 and γ = 1−α −1 . Since e 1 does not disconnect (s 1 , t 1 ) and e 2 does not disconnect (s 2 , t 2 ), let Q 1 be a (s 1 , t 1 ) path not containing e 1 , Q 2 be a (s 2 , t 2 ) path not containing e 2 . Let R 1 be a (s 1 , t 2 ) path and R 2 be a (s 2 , t 1 ) path.
Consider the sub-network N * formed by considering the paths Q 1 , Q 2 , R 1 and R 2 . It can be easily argued by using the conditions 1,2, and 4 that there exists a sub-network shown in Fig. 2(a) wherein N * does not contain e 1 , e 2 or nodes from the (s 3 , t (e1) ), (s 3 , t (e2) ), (h (e1) , t 3 ) or (h (e2) , t 3 ) path segments; and further, in N * , {s 1 , s 2 } → {t 1 , t 2 }. (The shaded circular region means that Q 1 , Q 2 , R 1 , R 2 may share edges.) So using the edges in N * , and by pre-multiplying x 1 by γ at s 1 , we can communicate x 2 + γx 1 to t 1 and t 2 by Lemma 4. Then in N we can simultaneously transmit x 1 +αx 3 on e 1 and x 3 +βx 2 on e 2 . This is shown in Fig. 2(b) . Now it is easy to verify that all the terminals can recover x 1 + x 2 + x 3 as respectively (x 2 + γx 1 ) + α −1 (x 1 + αx 3 ), γ −1 (x 2 +γx 1 )+(x 3 +βx 2 ), and (x 1 +αx 3 )+β −1 (x 3 +βx 2 ).
V. CONCLUSION
We presented a set of necessary and sufficient conditions for solvability of a 3-source 3-terminal sum-network over any field F . The conditions present full insight into the case of 3-sources and 3-terminals -the smallest sum-networks with non-trivial characterization. 
