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ABSTRAK 
Generalized linear mixed model (GLMM) merupakan kombinasi dari General Linear Model (GLM) dan 
linear mixed model (LMM). Sebagai pengembangan dari GLM, GLMM menggabungkan efek acak ke 
dalam prediktor linear. Sebagai pengembangan dari LMM, GLMM mengandung paling sedikit satu efek 
tetap dan paling sedikit satu efek acak. GLMM merupakan salah satu alternatif yang digunakan untuk 
analisis data longitudinal. Data longitudinal merupakan gabungan dari data cross section dan data time 
series sehingga dapat dikatakan data longitudinal merupakan data yang menggambarkan hubungan antara 
perubahan subjek penelitian terhadap waktu. Estimasi maximum Likelihood digunakan untuk mendapatkan 
parameter regresi dari model GLMM dengan memperhitungkan distribusi dari efek acak. Tetapi, 
penambahan efek acak akan menyebabkan proses estimasi yang rumit sehingga digunakan metode Gauss-
Hermite Quadrature untuk mengatasi masalah tersebut. Pada penelitian ini digunakan data pemanfaatan 
perawatan kesehatan yang berdistribusi poisson. Hasil yang diperoleh menunjukkan bahwa peningkatan 
jumlah kunjungan subjek ke pusat kesehatan dipengaruhi oleh faktor jenis kelamin dan status penyakit 
kronik.  
Kata Kunci :  Data Longitudinal, Estimasi Maximum Likelihood, Gauss-Hermite Quadrature, 
Generalized Linear Mixed Model. 
1. Pendahuluan  
`Studi tentang data longitudinal sangat berperan penting dalam kehidupan sehari-hari khususnya dalam 
ilmu kedokteran, sosial, dan sains. Data longitudinal merupakan gabungan dari data cross section dan data 
time series. Data cross section adalah data yang terdiri dari satu subjek namun memerlukan sub objek-objek 
lainnya yang berkaitan pada satu waktu. Sedangkan data time series adalah data yang terdiri dari beberapa 
waktu periode, seperti harian, bulanan, dan tahunan sehingga, dapat dikatakan data longitudinal merupakan 
data yang menggambarkan hubungan antara perubahan subjek penelitian terhadap waktu. 
Ada beberapa analisis yang digunakan untuk  menggambarkan pola hubungan diantaranya adalah 
analisis regresi. Analisis regresi adalah analisis yang  digunakan untuk melihat suatu hubungan atau 
pengaruh antara variabel independen terhadap dengan variabel dependen. Analisis regresi juga sering 
digunakan untuk melakukan prediksi atau ramalan. Analisis regresi klasik mengasumsikan bahwa variabel 
dependen merupakan variabel kontinu dan mengikuti distribusi normal. Apabila variabel dependen tidak 
lagi kontinu melainkan diskret maka analisis ini tidak dapat digunakan. Salah satu fenomena dengan 
variabel dependen diskret adalah fenomena banyaknya kejadian yang jarang terjadi seperti banyaknya 
kecelakaan mobil setiap bulan, banyaknya hujan badai setiap tahun, banyaknya barang cacat dalam suatu 
produksi tertentu. Data yang diperoleh berupa cacahan biasa dikenal dengan data hitung (count data) 
(Megawati, 2011). Analisis regresi yang digunakan jika variabel dependen berasal dari data hitung (count 
data) adalah regresi poisson. 
Menurut Tirta (2008), salah satu perkembangan pesat yang terjadi dalam bidang statistika adalah analisis 
regresi atau model linear. Model ini telah mengalami perkembangan pesat di antaranya adalah  model linear 
klasik, model linear campuran, general linear model (GLM), generalized linear mixed model (GLMM), 
dan generalized estimating equation (GEE). 
Model linear klasik mengasumsikan bahwa variabel dependen berdistribusi normal dan saling 
bebas dengan varians konstan yang hanya mengandung efek tetap saja. Namun, dalam penggunaanya 
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terdapat variabel dependen yang tidak berdistribusi normal sehingga model linear klasik tidak dapat 
diterapkan. Salah satu solusi yang digunakan jika variabel dependen tidak berdistribusi normal adalah 
dengan cara mentransformasi data. Selain itu, untuk mengatasi masalah tersebut dikembangkan sebuah 
model yaitu general linear model  (GLM).  
Dalam penggunaannya unit cross section dalam data longitudinal biasanya berkorelasi. Korelasi antara 
pengamatan di dalam unit yang sama pada data longitudinal menyebabkan GLM tidak dapat diterapkan. 
Oleh karena itu kita menggunakan sebuah pengembangan dari GLM untuk mengatasi adanya korelasi 
tersebut. Cara ini disebut juga dengan generalized linear mixed models (GLMM). 
Generalized linear mixed models merupakan kombinasi dari GLM dan linear mixed model (LMM). 
Sebagai pengembangan dari GLM, GLMM menggabungkan efek acak ke dalam prediktor linear. Sebagai 
pengembangan dari LMM, GLMM mengandung paling sedikit satu efek tetap dan paling sedikit satu efek 
acak (E.Gbar, et al., 2012). Variabel dependen yang diterapkan pada GLMM tidak harus berdistribusi 
normal. GLMM dapat digunakan untuk variabel dependen yang berdistribusi golongan keluarga 
eksponensial. 
Penelitian tentang  GLMM pada data longitudinal telah dilakukan beberapa peneliti sebelumya. 
Salah satu peneliti adalah Ahmad dan Rasha (2012). Ahmad dan Rasha  menerapkan metode GLMM hanya 
pada data longitudinal dengan variabel dependen berbentuk biner saja dengan menggunakan algoritma  
Monte Carlo EM (MCEM) untuk menyelesaikan persamaan likelihood. Sedangkan GLMM juga dapat 
diterapkan pada data longitudinal dengan variabel dependen berbentuk data hitung yang biasa berdistribusi 
Poisson. Oleh karena itu, peneliti tertarik untuk mengkaji penerapan GLMM pada regresi Poisson dengan 
menggunakan Gauss-Hermite Quadrature sebagai metode untuk menyelesaikan persamaan likelihood yang 
rumit. Berdasarkan pembahasan di atas maka dalam tugas akhir ini akan dibahas tentang; “Estimasi 
Parameter Generalized Linear Mixed Models pada Data Longitudinal dengan Metode Gauss-Hermite 
Quadrature”. 
2. Tinjauan Pustaka 
2.1. Konsep Data Longitudinal 
Studi longitudinal sebagai suatu studi terhadap unit eksperimen dengan respon yang diamati dalam 
dua atau lebih dalam selang tertentu. Data longitudinal merupakan data yang dihimpun dari suatu 
pengamatan atau pengukuran  atas  sejumlah  subjek  yang  dilakukan  berulang  dari  waktu  ke waktu. 
Data longitudinal adalah data yang menggabungkan  data time series dan data cross section, yaitu data 
dari masing-masing individu diamati t kali waktu (Adityaningrum, 2014). Pada penelitian dimana 
banyaknya unit waktu untuk setiap unit cross-section sama disebut data longitudinal seimbang (Greene, 
2002).  
Model regresi data longitudinal secara umum dapat dinyatakan pada persamaan berikut : 
𝑦𝑖𝑗 = 𝛽0 +  𝛽𝑥𝑖𝑗 + 𝜀𝑖𝑗         𝑖 = 1, … , 𝑚       𝑗 = 1, … , 𝑛       (2.1) 
dengan : 
𝑦𝑖𝑗 : Variabel dependen untuk unit cross section ke-𝑖 dan  
periode waktu ke-𝑗, 
𝛽0 :  Konstanta intersep, 
𝑥𝑖𝑗 : Variabel independen untuk unit cross section ke-𝑖 dan  
periode waktu ke-𝑗, 
𝛽   : Konstanta slope, 
𝜀𝑖𝑗 :  eror regresi untuk unit cross section ke-𝑖 dan periode waktu ke 𝑗, 
 
2.2 Regresi Poisson   
  Analisis regresi adalah analisis yang  digunakan untuk melihat suatu hubungan atau pengaruh antara 
variabel independen terhadap variabel dependen. Model tersebut menghubungkan variabel independen 
dan dependen melalui parameter yang dinamakan. Variabel dependen dalam regresi poisson berasal dari 
data hitung yang diharapkan jarang terjadi (Setiawan, 2015). 
Universitas Hasanuddin 
 
3 
 
Jika 𝜇𝑖 adalah rata-rata banyaknya sukses terjadi dalam selang waktu tertentu dan diasumsikan 𝜇𝑖 
tidak berubah dari data point yang satu ke data point yang lain secara independen maka 𝜇𝑖 dapat 
dimodelkan sebagai fungsi dari 𝑘 variabel prediktor (Myers, 1990). Dalam GLM terdapat sebuah fungsi 
g yang menghubungkan rata-rata dari variabel dependennya dengan sebuah prediktor linier, yaitu: 
𝑔(𝜇𝑖𝑗) =  𝜂𝑖𝑗 =  𝛽0 +  𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + … +  𝛽𝑝𝑥𝑖𝑗 + 𝑒𝑖𝑗  ,        (2.2) 
fungsi  g disebut fungsi penghubung. 
Pada model regresi poisson, fungsi penghubung yang digunakan adalah fungsi penghubung 𝑙𝑜𝑔 
karena fungsi 𝑙𝑜𝑔 menjamin bahwa nilai variabel yang diharapkan dari variabel dependennya akan 
bernilai non-negatif. Berikut ini adalah fungsi penghubung yang digunakan untuk model regresi 
poisson (Sundari, 2012). 
ln 𝐸(𝑦|𝑥) = ln(𝜇𝑖𝑗) = ?̂?0 +  ?̂?1𝑥𝑖1 +  ?̂?2𝑥𝑖2 +  … +  ?̂?𝑝𝑥𝑖𝑗  
  𝜇𝑖𝑗 = exp( ?̂?0 + ?̂?1𝑥𝑖1 + ?̂?2𝑥𝑖2 + … +  ?̂?𝑝𝑥𝑖𝑗).                 (2.3) 
2.3 Generalized Linear Mixed Model 
Generalized Linear Mixed Models merupakan  pengembangan  dari  GLM  dimana 
prediktor linear mengandung efek random dan efek tetap. Generalized Linear Mixed Models  
dapat dirumuskan sebagai berikut: 
𝒚(𝑛 ×1) = 𝑥(𝑛 ×𝑝)𝜷(𝑝 ×1) + 𝑧(𝑛 ×𝑞)𝒖(𝑞 ×1) + 𝜺(𝑛 × 1) .                (2.4) 
 Efek acak 𝒖 diasumsikan berdistribusi normal dengan mean 0 dan varians 𝜎𝑢
2, sehingga 
dapat dituliskan 𝒖 ~ 𝑵(𝟎, 𝜎𝑢
2). 
2.3.1 Prediktor Linear 
Menurut Masjkur (2008), dalam GLMM efek acak dan efek tetap digabungkan untuk membentuk 
prediktor linear sebagai berikut : 
𝜂 = 𝑥𝜷 + 𝑧𝒖.        (2.5) 
Model untuk vektor pengamatan 𝑦 diperoleh dengan menambahkan vektor 𝜀, sebagai berikut: 
𝑦 =  𝜂 + 𝜀 =  𝑥𝜷 + 𝑧𝒖 + 𝜺.  
2.3.2 Fungsi Hubung 
Fungsi penghubung  ( 𝑔(. ) ) merupakan fungsi yang menghubungkan mean 𝜇𝑖𝑗 dengan prediktor 
linear 𝜂𝑖𝑗. 
Tabel 1.2  Fungsi Hubung dan fungsi varian dari beberapa distribusi 
Distribusi Link function 𝒈−𝟏 𝝊 (𝝁) 
Normal Identitas 𝜂 1 
Binomial Logit  𝑒𝜂 = (1 + 𝑒𝜂) 𝜇(1 − 𝜇)/𝑛 
 Probit Φ(𝜂)  
Poisson Log 𝑒𝜂 𝜇 
Gamma Inverse 1
𝜂
 
 
𝜇2 
 Log 𝑒𝜂  
Sumber : Masjkur, 2008. 
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2.3.3 Distribusi Bersyarat 
 Langkah awal untuk menentukan model adalah menentukan distribusi bersyarat 𝑦𝑖|𝑢. Vektor 
variabel dependen y biasanya diasumsikan terdiri dari unsur-unsur kondisional independen , masing-
masing dengan distribusi dengan kepadatan dari keluarga eksponensial atau mirip dengan keluarga 
eksponensial. 
𝑦𝑖|𝑢 ~ 𝑖𝑛𝑑𝑒𝑝. 𝑓𝑌𝑖|𝑢(𝑦𝑖|𝑢 ) 
𝑓𝑌𝑖|𝑢(𝑦𝑖|𝑢 ) = exp{[𝑦𝑖𝛾𝑖 − 𝑏(𝛾𝑖)]/𝜏
2 − 𝑐(𝑦𝑖 , 𝜏)}          (2.6) 
2.4 Estimasi Maksimum Likelihood 
Persamaan likelihood dapat dituliskan sebagai berikut. 
𝐿 = ∫ ∏ 𝑓𝑌|𝑢(𝑦𝑖|𝑢)𝑓𝑈(𝑢)𝑑𝑢𝑖       (2.7) 
 
2.5 Gauss-Hermite Quadrature 
Gauss-Hermite quadrature sering digunakan untuk penaksiran numerik pada integral dari bentuk 
Gaussian karnel.  Persamaan Gaussian karnel dapat ditulis sebagai berikut: 
𝐺(𝑥; 𝜎) =
1
√2𝜋𝜎
exp (−
𝑥2
2𝜎2
) .       (2.8) 
Gauss-Hermite quadrature  didefinisikan dalam bentuk integrasi sebagai berikut: 
∫ 𝑓(𝑥) exp(−𝑥2) 𝑑𝑥
∞
−∞
       (2.9)  
yang dapat didekati dengan, 
 ∑ 𝑤𝑘𝑓(𝑥𝑘)
𝑚
𝑘=1 .        (2.10) 
2.6 Newton-Rapshon 
Menurut Rahayu (2009), metode newton raphson adalah metode pendekatan yang menggunakan satu 
titik awal dan mendekatinya dengan memperhatikan slope atau gradient pada titik tersebut. Titik 
pendekatan ke 𝑛 + 1 dituliskan dengan : 
𝑋𝑛+1 = 𝑋𝑛 − 
𝑓(𝑥)
𝑓′(𝑥)
     (2.11) 
2.7 Uji Chi-Square 
Uji Chi-Square dapat digunakan untuk variable acak diskrit maupun kontinu, uji ini didasarkan atas 
perbandingan fungsi kepadatan probabilitas dari fungsi kepadatan kumulatif (Setiawan, 2015). Adapun 
langkah-langkahnya sebagai berikut : 
1. Perumusan hipotesis : 
𝐻0 ∶ 𝐷𝑎ta Berdistribusi Poisson 
𝐻1 ∶ 𝐷𝑎ta Tidak Berdistribusi Poisson 
2. Tentukan nilai signifikansi α 
3. Statistik Uji : 
𝜒2 =  ∑
(𝑓0−𝑓𝑒)
2
𝑓𝑒
𝑘
𝑖=1  ;  𝑑𝑓 = 𝑘 − 1 − 𝑐.    (2.12)   
3  Metode Penelitian 
3.1 Sumber Data 
Data yang digunakan pada penelitian ini merupakan data sekunder yang diperoleh dari Sutradhar,B.C 
(2011). Data longitudinal yang digunakan ialah data longitudinal seimbang yaitu setiap unit cross-section 
diamati pada waktu yang sama dan  merupakan data pemanfaatan perawatan kesehatan yang dikumpulkan 
oleh Ilmu Kesehatan Center, Memorial University, St. John , Kanada.  
 
 
 
Universitas Hasanuddin 
 
5 
 
3.2 Identifikasi Variabel 
Variabel dependen (𝑦) dalam penelitian ini adalah banyaknya kunjungan ke pusat ilmu kesehatan yang 
diambil selama 4 tahun yaitu sejak 1985 sampai 1988 dan variabel independen (𝑥) yaitu Jenis Kelamin, 
Status Penyakit Kronik, dan Usia. 
 
3.3 Prosedur Kerja 
Adapun langkah-langkah yang akan dilakukan dalam penelitian ini adalah : 
1. Mengidentifikasi distribusi data dengan melakukan uji Chi-Square dengan membandingkan nilai 𝜒2 
dengan 𝜒2𝛼,𝑑𝑓 atau membandingkan nilai p-value dengan nilai alpha.  Jika 𝜒
2 < 𝜒2𝛼,𝑑𝑓  atau p-value 
>0,05 maka 𝐻0 diterima dan sebaliknya  jika 𝜒
2 > 𝜒2𝛼,𝑑𝑓 atau p-value < 0,05 maka 𝐻0  ditolak 
(Wachidah, 2009) 
2. Melakukan Eksplorasi data untuk mengidentifikasi struktur rata-rata, struktur variansi, dan adanya 
korelasi antar pengamatan dalam unit cross-section yang sama. 
3. Analisis dengan menggunakan GLMM ; 
a. Menentukan distribusi bersyarat 𝑦𝑖|𝑢. 
b. Mengestimasi parameter dengan menggunakan penduga parameter Maximum Likelihood 
Estimation (MLE) , Gauss Hermite Quadrature (GHQ) dan Newton Rapshon. 
4. Membentuk model regresi berdasarkan hasil estimasi parameter pada data pemanfaatan perawatan 
kesehatan. 
5. Menarik kesimpulan. 
4.  Hasil dan Pembahasan 
4.1. Distribusi Bersyarat 𝒚  
Langkah awal untuk menentukan model adalah menetukan distribusi bersyarat 𝑦𝑖|𝑢. Data yang 
digunakan dalam penelitian ini adalah data longitudinal berdistribusi poisson dengan sebagai berikut: 
  𝑓(𝑦𝑖|𝑢) =
𝑒−𝜇𝜇𝑦𝑖
𝑦𝑖 !
 , 𝑖 = 0,1,2,3, … , 𝑛                (4.1) 
diketahui fungsi hubung untuk data dependen berditribusi poisson adalah log dengan basis bilangan 
natural atau ln sehingga, dapat ditulis sebagai berikut :  
 ln μ = 𝑥𝜷 + 𝑧𝒖                         (4.2) 
jadi, 
         𝜇 = exp{ 𝑥𝜷 + 𝑧𝒖}                                               (4.3) 
dengan  mensubsitusikan Persamaan (4.2) ke dalam Persamaan (4.1), maka didapatkan fungsi kepadatan 
peluang (fkp)  adalah 
 𝑓(𝑦𝑖|𝑢) =
exp{− exp{𝑥𝜷+𝑧𝒖}} ∙(exp{𝑥𝜷+𝑧𝒖})𝑦𝑖
𝑦𝑖 !
 
=
exp {− exp{𝑥𝜷+𝑧𝒖}+{𝑦𝑖𝑥𝜷+𝑦𝑖𝑧𝒖}
𝑦𝑖!
                                     (4.4) 
4.2. Mean dari 𝒚 
Mean dari y dapat diturunkan dengan menggunakan  iterasi ekspektasi, sehingga dapat dituliskan 
sebagai berikut 
      𝐸[𝑦𝑖] = 𝐸[𝐸[𝑦𝑖|𝑢]] 
                        = 𝐸[𝜇𝑖] 
                        = 𝐸[𝑔−1(𝑥𝑖 𝜷 + 𝑧𝑖 𝒖)]           (4.5) 
untuk distribusi poisson diketahui 𝑔(𝜇) = ln 𝜇 sehingga, 
𝑔−1(𝜇) = exp(𝜇) 
maka Persamaan (4.5) dapat ditulis sebagai berikut; 
 𝐸[𝑦𝑖]  = 𝐸[𝜇𝑖] 
                         = 𝐸[exp{𝑥𝑖 𝜷 + 𝑧𝑖 𝒖}] 
                         = exp{𝑥𝑖 𝜷} 𝐸[exp{𝑧𝑖 𝒖}] 
                         = exp{𝑥𝑖 𝜷} 𝑀𝑢(𝑧𝑖)                     (4.6) 
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untuk 𝑢𝑖  ~ 𝑁(0, 𝜎𝑢
2) dan 𝑧 merupakan vektor berukuran 1 maka, 
 𝑀𝑢(𝑧𝑖)  = exp{𝜇 𝑧𝑖 +
𝜎𝑢
2(𝑧𝑖)
2
2
} 
  = exp {0 +
𝜎𝑢
2
2
}  
  = exp{
𝜎𝑢
2
2
}  
Berdasarkan uraian diatas maka Persamaan (4.5) dapat dituliskan sebagai berikut: 
 𝐸[𝑦𝑖] = exp (𝑥𝑖 𝜷 +  
𝜎𝑢
2
2
)     (4.7) 
4.3. Varians dari 𝒚 
𝑣𝑎𝑟 (𝑦𝑖)    = 𝑣𝑎𝑟 (𝜇𝑖) + 𝐸[𝜇𝑖] 
                  = 𝑣𝑎𝑟 (exp{𝑥𝑖 𝜷 + 𝑧𝑖 𝒖} + 𝐸[exp{𝑥𝑖 𝜷 + 𝑧𝑖 𝒖} 
                  = 𝐸[(exp{2 (𝑥𝑖 𝜷 + 𝑧𝑖 𝒖)}] − (𝐸[exp{𝑥𝑖 𝜷 +   𝑧𝑖 𝒖}])
2
+      𝐸[exp{𝑥𝑖 𝜷 + 𝑧𝑖 𝒖}]  
                            = exp{2𝑥𝑖 𝜷} (𝑀𝑢(2𝑧𝑖) − (𝑀𝑢(𝑧𝑖))
2
+ exp{−𝑥𝑖 𝜷} 𝑀𝑢(𝑧𝑖))                             (4.8)  
𝑣𝑎𝑟 (𝑦𝑖)    = 𝐸[𝑦𝑖] (exp{𝑥𝑖 𝜷} (exp {
3𝜎𝑢
2
2
} − exp {
𝜎𝑢
2
2
}) + 1)                  (4.9)  
4.4. Estimasi Parameter 
4.4.1. Persamaan Likelihood 
Setelah didapatkan fungsi pdf dari distribusi 𝑦 bersyarat 𝑢𝑖 (𝑦|𝑢𝑖) pada Persamaan (4.4) dan 
distribusi dari efek  acak 𝑢 pada Persamaan (4.11) akan ditentukan penaksir dari masing-masing 
parameter dengan menggunakan Metode Maximum Likelihood Estimastion (MLE). 
       𝐿 = ∫ ∏ 𝑓𝑌𝑖|𝑢(𝑦𝑖|𝑢)𝑓𝑈(𝑢) 𝑑𝑢𝑖   
          = ∏ ∫
∏ 𝜇𝑖𝑗
𝑦𝑖𝑗𝑒
− ∑ 𝜇𝑖𝑗
𝑛
𝑗=1𝑛
𝑗=1
∏ 𝑦𝑖𝑗!
𝑛
𝑗=1
∞
−∞
𝑚
𝑖=1
1
√2𝜋𝜎2
exp [−
1
2𝜎2
𝒖𝒊
2]  𝑑𝑢𝑖  
      =
exp[∑ ∑ 𝑦𝑖𝑗𝑥𝑖𝑗 𝜷
𝑛
𝑗=1
𝑚
𝑖=1 ]
∏ 𝑦𝑖𝑗!
𝑛
𝑗=1
∫ exp [∑ ∑ 𝑦𝑖𝒖𝒊
𝑛
𝑗=1
𝑚
𝑖=1
∞
−∞
− exp [∑ 𝑥𝑖𝑗 𝜷 + 𝒖𝒊
𝑛
𝑗=1
]]
1
√2𝜋𝜎2
exp [−
1
2𝜎2
𝑢𝑖
2]  𝑑𝑢𝑖 
ln 𝐿 = ln
exp[∑ ∑ 𝑦𝑖𝑗𝑥𝑖𝑗 𝜷
𝑛
𝑗=1
𝑚
𝑖=1 ]
∏ 𝑦𝑖𝑗!
𝑛
𝑗=1
∫ exp[∑ ∑ 𝑦𝑖𝒖𝒊 − exp[∑ 𝑥𝑖𝑗 𝜷 +
𝑛
𝑗=1
𝑛
𝑗=1
𝑚
𝑖=1
∞
−∞
𝒖𝒊]]
1
√2𝜋𝜎2
exp [−
1
2𝜎2
𝒖𝒊
2]  𝑑𝑢𝑖   
 = 𝑦′𝑥𝜷 − ∑ ln 𝑦𝑖! + ∑ ln ∫ exp[𝑦𝑖𝒖𝒊 − ∑ exp 𝑥𝑖𝑗 𝜷 +𝑗
∞
−∞
𝑚
𝑖=1𝑖𝑗
𝒖𝒊]
1
√2𝜋𝜎2
exp [−
1
2𝜎2
𝒖𝒊
2]  𝑑𝑢𝑖       (4.11) 
Namun dalam penyelesaian estimasi parameter dengan menggunakan Estimasi maksimum 
likelihood (MLE) akan diperoleh persamaan yang tidak dapat disederhanakan, sehingga tidak dapat 
dievaluasi lebih lanjut. Oleh karena itu, untuk menyelesaikan permasalahan tersebut akan digunakan 
suatu metode numerik  Gauss Hermite Quadrature (GHQ). 
4.5. Gauss-Hermite Quadrature 
Persamaan 4.12 belum berbentuk seperti Persamaan 2.9 maka terlebih dahulu kita mengkonstruksi 
persamaan tersebut. Persamaan 4.14 yang mengandung integrasi yaitu, 
                   ∑ ln ∫ exp[𝑦𝑖𝒖𝑖 − ∑ exp 𝑥𝑖𝑗 𝜷 + 𝒖𝒊𝑗 ]
1
√2𝜋𝜎2
exp [−
1
2𝜎2
𝒖𝒊
2]  𝑑𝑢𝑖
∞
−∞
𝑚
𝑖=1    (4.12) 
dengan memisalkan,  
(4.10) 
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𝒖 = √2𝜎2𝑣  dan 𝑣 =  
𝒖
√2𝜎2
 
maka didapatkan   
∑ ln ∫ exp[𝑦𝑖√2𝜎𝑣 − ∑ exp[𝑥𝑖𝑗 𝜷 + √2𝜎𝑣]𝑗 ]
1
√𝜋
exp[−𝑣2] 𝑑𝑣
∞
−∞
𝑚
𝑖=1  (4.13) 
  Langkah awal yang dilakukan untuk menyelesaikan Persamaan tersebut dengan menggunakan GHQ 
adalah menentukan point, semakin besar nilai point yang kita pilih maka hasil estimasi parameternya 
akan semakin baik. Namun, dalam penulisan tugas akhir ini penulis hanya memilih point yaitu 3. Tabel 
titik dan bobot untuk beberapa nilai 𝑘. Nilai titik dan bobot dapat diperoleh pada tabel Gauss-Hermite 
Quadrature. 
Tabel 4.1 Titik dan bobot dari Gauss Hermite Quadrature 
𝑘 𝑥𝑘 𝑤𝑘 
1 -1,224 0.295 
2 0 1.181 
3 1.224 0.295 
Setelah menentukan point, kita subsitusi nilai 𝑥𝑘 dan 𝑤𝑘 ke dalam Persamaan (4.15) sebagai berikut; 
∫ 𝑓(𝑣) exp(−𝑣2) 𝑑𝑥 = ∑ 𝑤𝑘𝑓(𝑣𝑘)
𝑚
𝑘=1
∞
−∞
 
untuk 𝑘 = 3 
   = ∑ 𝑤𝑘𝑓(𝑣𝑘)
3
𝑘=1  
   =  𝑤1𝑓(𝑣1) +  𝑤2𝑓(𝑣2) + 𝑤3𝑓(𝑣3) 
=  0.295 exp[𝑦𝑖√2𝜎(−1,224) − ∑ exp[𝑥𝑖𝑗 𝜷 + √2𝜎(−1,224)]
𝑛
𝑗 ] + 1.181 exp[− ∑ exp 𝑥𝑖𝑗 𝜷
𝑛
𝑗 ] +
 0.295 exp[𝑦𝑖√2𝜎(1.224) − ∑ exp[𝑥𝑖𝑗 𝜷 + √2𝜎(1.224)]
𝑛
𝑗 ]       (4.14) 
Subsitusi Persamaan (4.14) ke dalam Persamaan (4.13) untuk menyelesaikan persamaan yang 
mengandung integral  sehingga Persamaan (4.11) menjadi, 
 
=  ∑ ln (
1
√𝜋
 ( 0.295 exp[(−1,224)𝑦𝑖√2𝜎 − ∑ exp[𝑥𝑖𝑗 𝜷 +
𝑛
𝑗
𝑚
𝑖=1
(−1,2249)√2𝜎]] + 1.181 exp[− ∑ exp 𝑥𝑖𝑗 𝜷
𝑛
𝑗 ] +  0.295 exp[(1.224)𝑦𝑖√2𝜎  − ∑ [exp 𝑥𝑖𝑗 𝜷 +
𝑛
𝑗
(1.224) √2𝜎]] ))              (4.15) 
Setelah mendapatkan persamaan yang tidak mengandung integral, maka kita dapat menyelesaikan estimasi 
parameter menggunakan MLE. Sebelumnya telah ditentukan persamaan likelihood dan membentuk 
persamaan log likelihood. Langkah selanjutnya yaitu mensubsitusi Persamaan (4.15) ke dalam  Persamaan 
(4.11). Kemudian mencari nilai parameter masing-masing. Setelah diturunkan mendapatkan hasil seperti 
berikut; 
𝑥𝑖𝑗
′ ∑ ∑ exp[𝑥𝑖𝑗 𝜷]
𝑛
𝑖=1
𝑚
𝑖=1 =  𝑥′𝑦     (4.16) 
Persamaan (4.16) menghasilkan estimator yang implisit sehingga dalam pengaplikasian pada data 
dibutuhkan solusi numerik. Solusi numerik yang akan digunakan yaitu metode Newton Raphson.  
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4.6 Aplikasi pada Data Longitudinal 
4.6.1 Mengidentifikasi Distribusi Data 
  Dengan menggunakan software SPSS 22 akan dilakukan uji Chi-square. Adapun  hipotesisnya 
sebagai berikut: 
𝐻0  :   Data mengikuti distribusi Poisson 
 𝐻1 :   Data tidak mengikuti distribusi Poisson 
Setelah dilakukan uji Chi-square  didapatkan hasil output SPSS diperoleh  nilai p-value 0,267. Sesuai 
dengan kriteria pengujian dimana nilai p-value > 0,05 maka kita menerima  𝐻0 dan dapat disimpulkan 
bahwa data mengikuti distribusi Poisson. 
4.6.2 Eksplorasi data 
1. Individual Profile 
Eksprolasi ini bertujuan untuk menggambarkan perubahan subjek  terhadap waktu pada setiap 
subjek yang diamati. Gambar berikut menunjukkan perubahan 20 subjek dalam hal ini yaitu 
pengunjung pusat kesehatan yang diamati selama 4 tahun. 
 
Gambar 4.1 :  Individual Profile Data Pemanfaatan Perawatan Kesehatan  
2. Struktur Rata-Rata 
Eksplorasi yang kedua yaitu struktur rata-rata. Hasil dari eksplorasi ini akan berguna untuk memilih 
struktur efek tetap pada GLMM. 
 
 
 
 
 
 
 
 Gambar 4.2 Struktur Rata-rata Data Pemanfaatan Perawatan   Kesehatan 
3. Struktur Variansi 
Eksplorasi ini bertujuan untuk menggambarkan perubahan variansi subjek  dari waktu ke waktu. 
 
Gambar 4.3 Variance Structure Data Pemanfaatan Perawatan Kesehatan 
4. Struktur Korelasi 
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Struktur korelasi menggambarkan pengukuran di dalam subjek berkorelasi. 
 
 
Gambar 4.4 Correlation structure  Data Pemanfaatan Perawatan Kesehatan 
4.6.3 Model Regresi Poisson 
Setelah  kondisi  konvergen telah terpenuhi, maka langkah selanjutnya yaitu mencari nilai 
estimasi berdasarkan nilai parameter yang diperoleh melalui metode iterasi Newton Rapshon. 
Setelah diperoleh nilai estimasi parameter maka didapatkan gabungan sebagai berikut. 
𝜇𝑖𝑗 = exp( −0.0058 + 0.5486𝑥𝑖𝑗1 + 0.1821𝑥𝑖𝑗2 − 0.0018𝑥𝑖𝑗3) 
Dari model di atas dapat dilihat bahwa jenis kelamin mempengaruhi jumlah kunjungan 
yaitu sebesar exp(0.5486) yang berarti bahwa subjek yang berjenis kelamin perempuan lebih 
antusias melakukan kunjungan ke pusat kesehatan. Selain jenis kelamin, tingkat kekronikan 
penyakit dan usia  mempengaruhi jumlah kunjungan. Semakin tinggi tingkat kekronikan 
penyakit subjek maka akan meningkatkan exp(0.1821) kunjungan subjek ke pusat kesehatan. 
Semakin tinggi usia seorang subjek akan menyebabkan penurunan jumlah kunjungan yaitu 
sebesar exp(−0.0018). 
5. Kesimpulan  
Berdasarkan hasil dan pembahasan  maka dapat disimpulkan bahwa: 
1. Estimasi parameter pada data longitudinal berdistribusi poisson dengan menggunakan metode 
estimasi MLE menghasilkan persamaan yang implisit yaitu 𝑥𝑖𝑗
′ ∑ ∑ exp[𝑥𝑖𝑗 𝛽]
𝑛
𝑖=1
𝑚
𝑖=1 =  𝑦
′𝑥, 
sehingga diperlukan prosedur iteratif yaitu metode iterasi Newton Rapshon. 
2. Model regresi poisson data pemanfaatan perawatan kesehatan secara umum  adalah sebagai berikut. 
𝜇𝑖𝑗 = exp( −0.0058 + 0.5486𝑥𝑖𝑗1 + 0.1821𝑥𝑖𝑗2 − 0.0018𝑥𝑖𝑗3) 
Berdasarkan persamaan di atas dapat menunjukkan bahwa faktor-faktor yang mempengerahui 
peningkatan jumlah kunjungan subjek ke pusat kesehatan adalah faktor jenis kelamin dan status 
penyakit kronik. 
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