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Abstract In this paper, we show an interesting connection between a quan-
tum sampling technique and quantum uncertainty. Namely, we use the quan-
tum sampling technique, introduced by Bouman and Fehr, to derive a novel
entropic uncertainty relation based on smooth min entropy, the binary Shan-
non entropy of an observed outcome, and the probability of failure of a classical
sampling strategy. We then show two applications of our new relation. First,
we use it to develop a simple proof of a version of the Maassen and Uffink un-
certainty relation. Second, we show how it may be applied to quantum random
number generation.
1 Introduction
In this paper, we revisit a famous entropic uncertainty relation proven by
Maassen and Uffink in [1] (which followed a conjecture by Kraus in [2] and
was also an improvement of an entropic uncertainty relation first proposed
by Deutsch [3]). Given a quantum system ρ and two projective measurements
(PMs) {Mx} and {Nx} (where Mx = |µx〉 〈µx| and Ny = |νy〉 〈νy| for some
orthonormal bases {|µx〉} and {|νy〉}), then one cannot necessarily be certain
of the outcome of both measurements. More specifically, the relation states:
H(M) +H(N) ≥ − log2 c, (1)
where c is a function of the two measurements, namely:
c = max
x,y
| 〈µx|νy〉 |2. (2)
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2 Walter O. Krawec
This relation, and numerous others like it ([4,5,6,7] just to list a very few), are
not only interesting in and of themselves, but also have numerous other appli-
cations throughout quantum information science and quantum cryptography.
For a general survey of entropic uncertainty relations, the reader is referred to
[8,9,10].
In this paper, using a quantum sampling technique introduced in [11], we
derive a novel entropic uncertainty relation based on smooth quantum min
entropy with a direct connection to classical sampling strategies. We use this
to derive a novel, and in our opinion simpler, proof of Equation 1 for projective
measurements over two-dimensional systems. We also show how our new bound
can be applied to cryptographic applications. To our knowledge, this sampling
technique has not seen application to more broad areas of quantum information
before our paper.
Our new entropic uncertain bound utilizes smooth min entropy and has a
direct connection to sampling strategies. It is also applicable for states which
are not necessarily i.i.d.; that is, our result is applicable to arbitrary states
and we do not need to assume the given state is i.i.d. This is very useful for
cryptographic applications as non i.i.d. states arise when an adversary has the
ability to perform an arbitrary general attack on a quantum state; thus the
ability for our bound to handle such arbitrary systems means it can be used to
prove security for some protocols against general coherent attacks. This new
relation, informally, states that, except with small probability (determined by
the user and the dimension of the system), measuring a portion of a system
in one basis resulting in outcome q implies the smooth min-entropy in the
remaining portion, after measuring in a second basis, can be lower-bounded
by the binary Shannon entropy of the Hamming weight of q and the maxi-
mal overlap of the two basis measurements, up to some error induced by the
sampling technique. This new relation, which to our knowledge has not been
discovered before, may hold interesting applications in quantum cryptography
as we discuss later. Furthermore, the techniques we used to derive and prove
this new relation may be useful in further extending the quantum sampling
technique to other application domains.
There are several contributions in this work. First, we discover a novel
entropic uncertainty bound (involving smooth min entropy and applicable to
arbitrary, non-i.i.d. states) directly related to sampling strategies and which
may have interesting applications to quantum cryptography and information
theory. We show a rather interesting connection between quantum sampling
and quantum uncertainty and use this to derive a much simpler proof of a
particular case of Equation 1. We also discuss how our methods can be used
to analyze certain cryptographic protocols, in particular, quantum random
number generators. Finally, the techniques we use in this paper may find ap-
plication to other areas of quantum information science and may eventually
lead to better bounds for quantum cryptography in the finite key setting.
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1.1 Notation and Definitions
Let A be a finite alphabet of size d. Then if q ∈ An and τ = {τ1, · · · , τk} ⊂
{1, · · · , n}, we write qτ to mean the sub-string of q indexed by τ , namely
qτ = (qτ1 , · · · , qτk). We write q−τ to mean the sub-string of q indexed by the
complement of τ .
If A = {0, 1}, the Hamming weight of the string q is defined to be the
number of non-zero elements in q. For arbitrary A and for any a ∈ A, we
define the relative a-Hamming weight, which we denote by wa(q), to be the
number of letters in q not equal to a and that quantity divided by the length
of q. Namely: wa(q) = |{i | qi 6= a}|/|q|, where |q| denotes the length of the
string q.
A density operator acting on Hilbert space H is a Hermitian positive semi-
definite operator of unit trace. Given |ψ〉 ∈ H we write [ψ] to mean |ψ〉 〈ψ|.
We define a Projective Measurement or PM over a d-dimensional Hilbert space
H to be a set of projectors N = {[φ1], · · · , [φd]}, where {|φi〉}di=1 form an or-
thonormal basis ofH. It is not difficult to see that we may treat a measurement
outcome of |φj1〉⊗· · ·⊗|φjn〉 as the classical string j = j1 · · · jn. We often write
Hd to mean a d-dimensional Hilbert space.
We denote H(X) to be the Shannon entropy of random variable X. If ρ
is a density operator acting on Hilbert space H and if N is a PM over H, we
write H(N)ρ to mean the Shannon entropy of the random variable induced
by measuring ρ using PM N . Similarly, if |ψ〉 is a pure state in H we write
H(N)ψ to mean the entropy of the result of measuring [ψ] using PM N . For
technical reasons later, we define an extended binary entropy function, denoted
H¯(x) which is defined to be H(x, 1 − x) if x ∈ [0, 1/2]; otherwise, if x < 0,
H¯(x) = 0 and if x > 1/2, then H¯(x) = 1.
Given a density operator ρAE , acting on some Hilbert space HA⊗HB , the
conditional quantum min entropy [12], denoted H∞(A|E)ρ, is defined to be:
H∞(A|E)ρ = sup
σE
max{λ ∈ R | 2−λIA ⊗ σE − ρAE ≥ 0}. (3)
Here, IA is the identity operator on HA and the notation X ≥ 0, for some
operator X, implies that X is positive semi-definite.
To attempt to gain some insight into what, exactly, the above definition
means, first consider the case where the E system is trivial. In this case we
may write H∞(A)ρ and it holds that:
H∞(A)ρ = − log λmax(ρ),
where λmax(ρ) is the maximal eigenvalue of ρ (note that all logarithms in
this paper are base 2 unless otherwise stated). For classical states, this has a
very clear meaning. Let ρA =
∑
i pi[i] for some orthonormal basis {|i〉}. Then
H∞(A)ρ is simply − log maxi pi. A comparison to von Neumann entropy for
the two dimensional case is shown in Figure 1.
The more general, conditional min-entropy is more difficult to understand
conceptually using only Equation 3. Instead, it is more intuitive to think of
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Fig. 1 Comparing Shannon entropy (solid) with min entropy of a classical state (dashed)
in the two-dimensional case.
min entropy in terms of guessing probabilities (at least, for classical-quantum
(cq) states). If we have a cq-state of the form ρAE =
∑
i pi[i] ⊗ ρ(i)E , then it
was shown in [13] that:
H∞(A|E)ρ = − logPguess(ρAE),
where:
Pguess(ρAE) = max{Mi}
∑
i
pitr(Miρ(i)E ),
and the maximum is over all POVM operators on HE . Thus, for cq-states at
least, one can think of min-entropy in terms of “guessing games.” This will
not be important to our discussion, however it helps to give a clearer picture
of what, exactly, min-entropy is measuring.
Quantum min-entropy has many applications in quantum cryptography,
especially in finite-key scenarios. In particular, given a cq-state ρAE (perhaps
derived from some quantum cryptographic protocol), where the A register is
correlated with the E register in some way. One may apply privacy amplifi-
cation to attempt to establish a uniform random string independent of E’s
quantum register. Let σKE′ be the resulting cq-state after processing ρAE
through privacy amplification (essentially, publicly choosing a random two-
universal hash function, and applying it to the A register). The K register is
of size ` bits and the E′ register contains E’s original information plus the
hash function used. In [12], it was shown that:∣∣∣∣σKE′ − IK/2` ⊗ σE′ ∣∣∣∣ ≤ 2− 12 (H∞(A|E)ρ−`). (4)
Thus, deriving bounds on min-entropy is highly useful as they lead directly to
bounds on how large a random string may be distilled from a given cq-state
(they also may be used for quantum key distribution, though there one must
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also take into account the information leaked during error correction). We will
return to this in a later section.
For notation, if N is a PM on H and ρ is a density operator on H⊗n, then
we use H∞(N)ρ to mean the min entropy of the resulting state following the
measurement of each of the n sub-spaces ρ acts on using PM N . If p(j) is
the probability of observing outcome j = j1 · · · jn (i.e., after measuring, one
observes the quantum state |φj1〉 ⊗ · · · ⊗ |φjn〉) it is not difficult to see that:
H∞(N)ρ = − log maxj p(j).
Given a density operator ρAC acting on HA ⊗ HC , where the C portion
is classical (namely, we may write ρAC =
∑
c pcσ
(c)
A ⊗ [c], where {|c〉} is an
orthonormal basis of HC and each σ(c)AB is an arbitrary density operator acting
on HA) then the conditional min entropy H∞(A|C)ρ is:
H∞(A|C)ρ ≥ inf
c
H∞(A)σ(c) , (5)
The above can be proven from Lemma 3.1.8 in [12] and the definition of
conditional min entropy.
Finally, the -smooth min entropy, denoted H∞(ρ) is defined to be:
H∞(ρ) = sup
σ∈Γ(ρ)
H∞(σ), (6)
where Γ(ρ) is the set of all density operators  close to ρ as measured by the
trace distance; i.e.,
Γ(ρ) = {σ | ||σ − ρ|| ≤ }, (7)
and ||A|| is the trace distance ofA. We defineH∞(N)ρ similarly toH∞(N)ρ de-
scribed earlier wheneverN is a PM. The conditional smooth entropy,H∞(A|B)
is defined similarly. Note that there is a version of privacy amplification (Equa-
tion 4) for smooth min entropy, proven in [12], which we will use later:∣∣∣∣σKE′ − IK/2` ⊗ σE′ ∣∣∣∣ ≤ 2− 12 (H∞(A|E)ρ−`) + 2. (8)
An important result, which we will use later, was proven in [11] (based on a
Lemma in [12]) and allows one to compute the min entropy of a superposition
of states:
Lemma 1 (From [11]): Let H be a d-dimensional Hilbert space with orthonor-
mal basis {|i〉}di=1 and let HE be an arbitrary finite dimensional Hilbert space.
Then, for any pure state |ψ〉 = ∑i∈J αi |i〉 ⊗ |φi〉E ∈ H ⊗HE, if we define:
ρ =
∑
i∈J
|αi|2[i]⊗ [φi]E ,
it holds that for any PM N on H:
H∞(N |E)ψ ≥ H∞(N |E)ρ − log2 |J |. (9)
The above lemma will allow us to bound the min entropy of a superposition
of states, by computing, instead, the min entropy in a suitable mixed state.
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2 Quantum Sampling
Since our proof relies on the quantum sampling technique introduced in [11],
we now review this subject here. All information in this section is derived
from [11] (we make only a few changes in notation and some generality) and
is meant only as a review of this material for completeness.
Let A be a finite alphabet of size d, and let a ∈ A, and k ∈ N. We assume
d, a, and k are arbitrary, but fixed. A sampling strategy is a pair Σ = (P kT ,Fka )
where P kT is a distribution over all subsets of {1, · · · , n} of size k and Fka is a
function which, given a subset of a sample q ∈ An (i.e., given qτ ), will output
a guess of the value wa(q−τ ). That is, given a randomly chosen sample qτ
(where τ was drawn according to P kT ), Fka will estimate the value of wa in
the remaining portion of q. When it is clear, we will often forgo writing the
superscript, and simply write Fa.
Define Bδτ,a(Σ) to be the set of all words in An such that the estimate
provided by Fa is δ close to the actual value given a fixed subset τ ⊂ {1, · · · , n}
of size k. That is, let:
Bδτ,a(Σ) = {q ∈ An | |Fa(qτ )− wa(q−τ )| ≤ δ}.
Informally, if we have a fixed subset τ with |τ | = k, then the set Bδτ,a(Σ) defines
the set of all “good” strings; i.e., strings for which the sampling strategy Σ
provides an accurate estimate of wa, up to an error of δ assuming τ was the
chosen subset.
From this, the error probability of Σ is defined to be:
clδ = max
q∈An
Pr(q 6∈ BδT,a(Σ)). (10)
where the probability is over all subsets τ chosen according to P kT (i.e., we
treat BδT,a as a random variable induced by choosing subsets τ according to
P kT ). From this definition, it is clear that for any word q ∈ An, the estimated
value of wa, given by the sampling strategy Σ, is δ close to the real value in
the remainder of the string (i.e., in the portion of the string that was not used
in the test set τ), except with probability clδ . Note the superscript “cl” is used
to show this is the error probability of a classical sampling strategy.
One important sampling strategy we will make use of is the following: Let
P kT be the uniform distribution over all subsets τ ⊂ {1, · · · , N} with |τ | = k;
i.e., Pr(P kT = τ) = 1/
(
N
k
)
. Then, given a string q ∈ AN , the function F is
defined simply to be: Fa(qτ ) = wa(qτ ). That is, the sampling strategy is to
choose a random subset, uniformly at random, evaluate wa on that subset, and
output, as an estimate of the value wa(q−τ ), the value wa(qτ ). The following
Lemma was proven in [11] (see Appendix B in the extended, online version, of
that reference):
Lemma 2 (From [11]): Let δ > 0 be given and Σ be as described above in the
text. If |τ | = k ≤ N/2 then for any d and a, it holds that:
clδ ≤ 2 exp
(
− δ
2kN
N + 2
)
. (11)
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These notions can be extended to the quantum domain [11]. Consider an
orthonormal basis {|a〉 | a ∈ A} and let HA be the d-dimensional Hilbert
space spanned by this basis. Let U be a unitary operator acting on HA. Then,
we may define an orthonormal basis:
B = {U⊗n |b1 · · · bn〉 = U |b1〉 ⊗ · · · ⊗ U |bn〉 | bi ∈ A},
of the Hilbert space H⊗nA . Then, given a state |ψ〉 ∈ H⊗nA ⊗ HE , it is said
to have relative a-Hamming weight β in A with respect to basis B, if we can
write |ψ〉 = U⊗n |b1 · · · bn〉 ⊗ |φ〉E with wa(b) = β. Note that we are allowed
an additional, arbitrary, system in some Hilbert space HE (this may be the
trivial space if it is not needed). Also, notice that this definition is dependent
on the choice of basis.
By abusing notation slightly, we may also define span(Bδτ,a) to be:
span
({U⊗n |q〉 | q ∈ An and |wa(qτ )− wa(q−τ )| ≤ δ})
Note that if |ψ〉 ∈ span(Bδt,a)⊗HE then, if sampling is done by measuring in the
B basis on subset τ , it is guaranteed that the state collapses to a superposition
of states which are δ close to the observed a-Hamming weight (with respect to
basis B). Also note we will drop the δ superscript when the context is clear.
Using the above definitions, the main result from [11] is as follows:
Theorem 1 (From [11], though reworded for our application in this paper and
our specific sampling strategy): Let k ≤ n/2 be given and consider sampling
strategy Σ as described above. Then, for every pure state |ψ〉 ∈ H⊗nA ⊗ HE,
there exists a collection of “ideal states” {|φτ 〉} where the index is over all
subsets τ of size k and each |φτ 〉 ∈ span (Bδτ,a)⊗HE such that:∣∣∣∣∣
∣∣∣∣∣ 1T ∑
τ
[τ ]⊗ [ψ]− 1
T
∑
τ
[τ ]⊗ [φτ ]
∣∣∣∣∣
∣∣∣∣∣ ≤
√
clδ ,
where T =
(
n
k
)
and the sum is over all subsets of size k. Note that we prepend
an auxiliary system spanned by orthonormal basis {|τ〉} for all appropriate
subsets τ .
The above result states that, on average over the choice of subset τ , the
real system |ψ〉 is -close to an ideal state, where the ideal state is defined to
be one where the sampling strategy always works (i.e., where, after sampling,
regardless of the subset choice, the state collapses to one which is a superpo-
sition of states δ close to the estimate). Furthermore,  can be computed from
the classical error probability.
3 Main Result
We are now in a position to state, and prove, our new entropic uncertainty
relation.
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Theorem 2 Let ˆ ≥  > 0, a ∈ {0, 1}, 0 < β < 1/2, and ρ a density
operator acting on Hilbert space H⊗(m+n)2 with m ≤ n be given. Also, let
M = {[µ0], [µ1]} and N = {[ν0], [ν1]}, be two projective measurements. If a
subset t of size m of ρ is measured using M resulting in outcome q we denote
by ρ(t, q) to be the post measurement state (this is well defined given ρ). Then
it holds that:
Pr
[
H2+2
β
∞ (N)ρ(t,q) + nH¯(wa(q + δ)) ≥ −n log c)
]
≥ 1− ˆ1−2β
where the probability is over all choice of subsets and resulting measurement
outcomes. Above, c is defined in Equation 2 and:
δ =
√
(m+ n+ 2) ln(2/2)
m(m+ n)
. (12)
Proof We first consider the case when ρ is pure; that is, ρ = [ψ] for some
|ψ〉 ∈ H⊗(m+n)2 . Then, applying Theorem 1 to ρ, using the sampling strategy
described in the previous section for a sample subset size of m, it follows that
there exists an “ideal” state σ of the form: σ = 1T
∑
t [t]⊗
[
φt
]
, where T is the
number of possible subsets (i.e., T =
(
n+m
m
)
); the summation is over all possible
subsets t of {1, · · · , n + m} which are of size m (we expand the underlying
Hilbert space to include this auxiliary subspace HT spanned by orthonormal
basis {|t〉 | t ⊂ {1, · · · , n+m}, |t| = m}; and, finally, each |φt〉 ∈ span (Bδt,a).
This ideal state satisfies the following:∣∣∣∣∣
∣∣∣∣∣σ − 1T ∑
t
[t]⊗ [ψ]
∣∣∣∣∣
∣∣∣∣∣ ≤
√
clδ .
Given δ as in Equation 12, and also given Lemma 2, it holds that
√
clδ = .
Consider the following experiment: First, run the sampling strategy, choos-
ing a random subset t (which is chosen by measuring the auxiliary HT sub-
space) and performing a measurement in the M basis resulting in outcome
q (note that q depends on the subset chosen and the intrinsic randomness of
the measurement itself). Let ρ(t, q) be the post-measurement state if this ex-
periment is performed on the true state ρ = [ψ]. Likewise, let σ(t, q) be the
post measurement state if this experiment is performed on the ideal state σ.
Both post-measurement states are well defined given both t and q (though, of
course, the post-measurement state may be a superposition, they are, however,
exactly defined pure states, conditioning on the outcome of t and q).
We first show:
H∞(N)σ(t,q) ≥ −n log c− nH¯(wa(q) + δ). (13)
That is, with certainty, for any subset t and observed value q, Equation 13
holds in the ideal case.
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Let t be the chosen subset, thus the measurement in basis M is performed
on the pure state |φt〉. Since |φt〉 ∈ span (Bδt,a), it follows that the post mea-
surement state, after observing value q, collapses to a superposition of the
form:
|φ′〉 =
∑
i∈J
αi |µi1 , · · · , µin〉 , (14)
where J ⊂ I = {i ∈ {0, 1}n | |wa(i)− wa(q)| ≤ δ} and normalization requires∑
i |αi|2 = 1. Of course σ(t, q) = [φ′].
Now, consider the mixed state:
χ =
∑
i∈J
|αi|2[µi1 · · · , µin ].
By applying Lemma 1, we have:
H∞(N)σ(t,q) = H∞(N)φ′ ≥ H∞(N)χ − log |J |. (15)
We now compute H∞(N)χ. Let χN be the result of measuring χ using PM N .
It is not difficult to see that this state is simply:
χN =
∑
i∈J
|αi|2
 ∑
j∈{0,1}n
p(j|i)[νj1 , · · · , νjn ]

=
∑
j∈{0,1}n
p(j)[νj1 , · · · , νjn ],
where we define p(j|i) = p(j1 · · · jn|i1 · · · in) to be the probability of ob-
serving |νj1 · · · νjn〉 if given an input state of |µi1 · · ·µin〉. We define p(j) =∑
i∈J |αi|2p(j|i). It is straight-forward to compute p(j|i):
p(j|i) = p(j1 · · · jn|i1 · · · in) =
n∏
l=1
| 〈νjl |µil〉 |2 (16)
Since χN is a classical system, we have:
H∞(N)χ = − log max
j
p(j) = − log max
j
[∑
i∈J
|αi|2p(j|i)
]
.
Let p∗ = maxi,j p(j|i) (where the maximum is over all i ∈ J and j ∈ {0, 1}n).
Then it is clear that:
max
j
p(j) = max
j
[∑
i∈J
|αi|2p(j|i)
]
≤ p∗,
(recall that
∑
i |αi|2 = 1) and thus:
H∞(N)χ = − log max
j
p(j) ≥ − log p∗.
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Finally, we compute a bound on p∗ as:
p∗ = max
j∈{0,1}n
i∈J
n∏
l=1
| 〈νjl |µil〉 |2 ≤ cn,
where c = maxx,y | 〈νx|µy〉 |2. Thus:
H∞(N)χ ≥ − log p∗ ≥ −n log c. (17)
It is clear that J ⊂ {i ∈ {0, 1}n | wa(i) ≤ wa(q) + δ} and so using the well-
known bound on the volume of a Hamming ball we have |J | ≤ 2nH¯(wa(q)+δ)
(note we are using our “extended” version H¯ here to avoid the issue when
wa(q) + δ > 1/2; indeed, if that is the case then H¯(·) = 1 and so the bound
holds trivially), we may combine this with Equations 15 and 17 to derive:
H∞(N)σ(t,q) ≥ −n log c− nH¯(wa(q) + δ).
Of course, the above analysis only considered the ideal state from which
we are guaranteed that the sampling strategy was successful. We now consider
the “real” state ρ = [ψ].
Consider the real state 1T
∑
t [t]⊗ [ψ]. The process of choosing a subset t,
measuring, and observing q (resulting in post-measurement state ρ(t, q)) may
be described, entirely, by the mixed state: ρTQR =
1
T
∑
t [t]
∑
q p(q|t)[q] ⊗
ρ(t, q), where p(q|t) is the probability of observing outcome q given sub-
set t was sampled; here we use “R” to denote the “remainder” - that is
the portion of the state not yet measured. Likewise, the ideal state, after
performing this experiment, may be written as the mixed state: σTQR =
1
T
∑
t [t]
∑
q p˜(q|t)[q]⊗σ(t, q). Since quantum operations cannot increase trace
distance, we have ||ρTQR − σTQR|| ≤ . By basic properties of trace distance:
 ≥ 1
T
∑
t
∑
q
||p(q|t)ρ(t, q)− p˜(q|t)σ(t, q)||. (18)
Of course, it holds that 1T
∑
t
∑
q |p(q|t) − p˜(q|t)| ≤  (this follows by tracing
out the unmeasured portion “R” of ρTQR and σTQR and again realizing that
quantum operations, such as partial trace, do not increase trace distance). Let
p˜(q|t) = p(q|t) + q,t where q,t may be positive or negative. Then, the above
inequality of course implies 1T
∑
t
∑
q |q,t| ≤ .
Returning to Equation 18 we then find:
 ≥ 1
T
∑
t
∑
q
||p(q|t)(ρ(t, q)− σ(t, q))− q,tσ(t, q)||
≥
∑
t
∑
q
p(q ∧ t)2 ·∆q,t − , (19)
where we define ∆q,t =
1
2 ||ρ(t, q)−σ(t, q)|| ≤ 1. Note that, above, we made use
of the reverse triangle inequality and the fact that ||σ(t, q)|| = trσ(t, q) = 1
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since σ(t, q) is a positive operator of unit trace. We also used the fact that
p(q ∧ t) = p(q|t)p(t) = p(q|t) · 1T (here, p(q ∧ t) is the probability of sampling
subset t and observing q). Of course, the above implies:∑
t,q
p(q ∧ t)∆q,t ≤ . (20)
Now, let us consider ∆q,t as a random variable over the choice of all subsets
t and measurement outcomes on that subset q. The expected value is easily
seen to be E(∆q,t) = µ ≤ . We also compute the variance V 2:
V 2 =
∑
q,t
p(q ∧ t)∆2q,t − µ2 ≤
∑
q,t
p(q ∧ t)∆q,t − µ2
= µ(1− µ) ≤ µ ≤ ,
where, above, we used the fact that ∆q,t ≤ 1 and so ∆2q,t ≤ ∆q,t.
Now, by Chebyshev’s inequality, we have:
Pr
(|∆q,t − µ| ≥ β) ≤ V 2
2β
≤ 1−2β ≤ ˆ1−2β , (21)
(the last inequality follows since β < 1/2); note that this probability is over all
subsets t and measurement outcomes q. Thus, except with probability at most
ˆ1−2β , after choosing t and observing q, it holds that |∆q,t−µ| ≤ β which, of
course, implies:
1
2
||ρ(t, q)− σ(t, q)|| = ∆t,q ≤ µ+ β ≤ + β .
Since, in this case we have σ(t, q) ∈ Γ2+2β (ρ(t, q)), it holds:
H2+2
β
∞ (N)ρ(t,q) ≥ H∞(N)σ(t,q) ≥ −n log c− H¯(wa(q) + δ),
completing the proof when the case ρ is pure.
Now consider the case when ρ is not pure. In this case, let |ψ〉HC be a
purification of ρ, where the H portion is the original H⊗(m+n)2 space and the
C portion lives in an extra Hilbert space (HC) needed to purify ρ. As before,
using quantum sampling, there exists an ideal state σ where, now, each of the
|φt〉 ∈ span (Bδt,a)⊗HC .
Let us consider running the same experiment as before on this ideal state
(where, now, the experiment consists only of measuring the H portion, not
the C portion). Let t be the chosen subset and q the observed value. Then, in
the ideal case, the state collapses to a pure state of the form:
|φ′〉HC =
∑
i∈J
αi |µi1 , · · · , µin〉 ⊗ |Ci〉 ,
where J is defined as before and the states |Ci〉 are arbitrary (not necessarily
orthogonal) states in HC . Let χHC =
∑
i∈J |αi|2[µi1 , · · · , µin ] ⊗ [Ci]. From
Lemma 1, we have:
H∞(N |C)φ′ ≥ H∞(N |C)χ − log |J |.
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We add an additional system I spanned by orthonormal basis {|Ii〉}i∈J and
define the following state:
χHCI =
∑
i∈J
|αi|2[µi1 , · · · , µin ]⊗ [Ci]⊗ [Ii]
Measuring this state using PM N yields:
χNCI =
∑
i∈J
|αi|2[Ii]⊗ [Ci]⊗
∑
j∈{0,1}n
p(j|i)[νj1 , · · · , νjn ],
where p(j|i) is defined as before in Equation 16 (also, note that we permuted
the ordering of the sub-spaces above only for clarity). Define the states χN,i
as:
χN,i =
∑
j∈{0,1}n
p(j|i)[νj1 , · · · , νjn ].
from which we may write χNCI =
∑
i∈J |αi|2[Ii,Ci]⊗ χN,i.
Thinking of the CI system jointly, the above state is classical on this joint
CI system; thus, from Equation 5, we have:
H∞(N |CI)χ ≥ inf
i∈J
H∞(N)χN,i
= inf
i
(− log max
j
p(j|i))
≥ − log p∗ ≥ −n log c.
Finally, from the strong subadditivity of min entropy [12]:
H∞(N)φ′ ≥ H(N |C)φ′ ≥ H∞(N |C)χ − log |J |
≥ H∞(N |CI)χ − log |J |
≥ −n log c− log |J |
≥ −n log c− nH¯(wa(q) + δ),
The above analysis only utilized the ideal state from which sampling is
guaranteed to succeed. However, the analysis of the real state follows identi-
cally as earlier (when we considered an initial pure state), thus completing the
proof.
4 Applications
Our Theorem 2 gives us an interesting entropic uncertainty bound in terms of
smooth entropy and also in terms of the success of a classical sampling strategy.
Beyond its independent interest, we show two applications of our new entropic
uncertainty result. First, it gives us a new proof of the Maassen and Uffink
entropy relation. Second, we can apply it to the analysis of source-independent
quantum random number generation protocols against adversarial, but mem-
oryless, sources.
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4.1 Application One: Maassen and Uffink Entropic Uncertainty
As a simple corollary, our Theorem 2 gives us the usual Maassen and Uffink
entropic relation.
Corollary 1 Let M and N be two PMs and ρ a qubit density operator. Then,
except with arbitrarily small probability, it holds that:
H(M)ρ +H(N)ρ ≥ − log c.
Proof Let ρ be a density operator on H2 and consider the state ρ′ = ρ⊗2n.
Let a = maxx tr([µx] ·ρ); in particular, if measuring ρ using M the probability
of observing |µa〉 is no less than 1/2. Note that this “a” need not be known
to users making the measurement, however it clearly exists. Since ρ′ is i.i.d.,
for any subset t of size n and any measurement outcome q on that subset, the
post-measurement state is simply ρ⊗n.
Fix ˆ > 0 and 0 < β < 1/2. Then, for any n and  ≤ ˆ, Theorem 2 implies
that, except with probability at most ˆ1−2β , the following inequality holds:
1
n
H2+2
β
∞ (N)ρ⊗n + H¯(wa(q) + δ) ≥ − log c, (22)
where q is the observed value after measuring using M and:
δ =
√
(n+ 1) ln(2/2)
n2
.
(We used m = n when applying the theorem.) By the asymptotic equipartition
property [14], we have lim→0 limn→∞ 1nH
2+2β
∞ (N)ρ⊗n = H(N)ρ. By the law
of large numbers, we have limn→∞ wa(q) = p1−a. Note that by definition of
a, we have p1−a ≤ 1/2 thus allowing us to replace H¯(·) with H(p1−a, pa) =
H(M)ρ. Finally, δ → 0 as n → ∞. Given fixed ˆ the above holds; of course ˆ
may be made arbitrarily small, thus yielding the result.
4.2 Second Application: Random Number Generation
We show in this section an interesting application of our new entropic uncer-
tainty relation derived in Theorem 2 to quantum random number generation
in the source independent model. The goal of a quantum random number gen-
erator (QRNG) is to utilize quantum physical properties (e.g., random mea-
surement outcomes) to produce true randomness useful for numerous other
tasks (including for cryptography). Several security models exist ranging from
the very weak fully-trusted scenario to the very strong device independent
(DI) model [15,16] (which, though having strong security guarantees, is slow
to implement in practice [17,18]). In between is the source independent (SI)
model whereby only the source is untrusted, but the measurement devices are
characterized [19,20,21,22]. See [23] for a general survey of QRNGs and their
security models.
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We show that our new entropic uncertainty relation, proven in Theorem 2,
has applications to this cryptographic protocol. This is only preliminary work
to show the potential usefulness of quantum sampling applied to broader quan-
tum information science and cryptography and, so, the model we consider is a
memory-less adversarial source. This source, controlled by an adversary, pre-
pares a general N qubit state and sends it to user A. An honest source should
prepare the state |+〉⊗N but an adversarial source may prepare anything - we
do not require any assumptions on the overall structure of this state beyond
that it consists of N qubits and it may even be non -i.i.d. This user chooses a
random sample of size m (this requires some initial private randomness, thus
the QRNG must actually extend this initial seed randomness and it’s usage
must be taken into account) and measures in a test basis (for our sake, we use
the X = {|+〉 , |−〉} basis) observing outcome q (as a bitstring - if there is no
noise and the source is honest, q = 0m). The remaining n = N − m qubits
are measured in the Z = {|0〉 , |1〉} basis. Following this, privacy amplification
may be run to distill an `-bit random string. Using privacy amplification (see
Equation 8 but the E system is trivial here as we consider a memory-less
adversary), we have:∣∣∣∣ρR − IR/2`∣∣∣∣ ≤ 2′ + 2− 12 (H′∞(A)−`) = PA. (23)
Above, ρA is the state of the n measurement results in the Z basis before
privacy amplification and ρR is the state after privacy amplification (trans-
forming the A register of size n to the R register of size `). Thus, if we want
the trace distance to be no greater than a given PA (giving us an PA-random
string), we have:
` = H
′
∞(A|E)ρ − 2 log
(
1
PA − 2′
)
.
(Note we require PA > 2
′, where ′ is whatever smoothening parameter is
used.) Interestingly, while the choice of the random hash function used for
privacy amplification must be random, it was proven in [24] that once chosen
it can be fixed and so we do not need to use additional randomness to choose
a hash function (it could be chosen randomly once and then hard-coded into
A’s device - see [24] for more details).
If the adversary prepares N qubit states, unentangled with any quantum
memory, then we may immediately use our Theorem 2 to compute `. Indeed,
let  > 0 and β ∈ (0, 1/2) be given. Let PA = 5+4β . Then, using the Z and
X basis, where c = 1/2, we have, except with a failure probability of 1−2β ,
after privacy amplification the size of the final random string is:
`QRNG = n(1− H¯(w(q) + δ)))− log 1

.
where q is the observed bit string on the m test qubits (measured in the X
basis), and where δ is given in Equation 12. Note that the choice of β factors
into PA (which determines how close the output is to uniform randomness)
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Fig. 2 Showing the random bit generation rate we derived using our entropic uncertainty
relation (Solid line), namely `QRNG/N as the number of signals N = n+m increases. We
assume a high source noise level of 20% here (namely, w(q) = .2). We use m = 0.07n in
this graph and β = .33. Neither settings were optimized, so the result could potentially be
improved further. Also showing the theoretical, asymptotic upper bound (dashed line) for
this same noise level. We note that, as N increases beyond the plotted 106, our lower-bound
numerically tends to approach the theoretical maximum.
and the failure probability of the entire protocol. Of course both terms may
be made arbitrarily small, but note that, for fixed , as β decreases, the failure
probability decreases, while PA increases. This choice of β is something users
may optimize over.
Of course, we must also take into account the randomness used to choose
a random subset of size m. This requires log
(
N
m
)
bits. Thus, the total size of
the final random string, after sacrificing these initial seed bits, is:
`QRNG = n(1− H¯(w(q) + δ)))− log 1

− log
(
N
m
)
. (24)
The random bit generation rate is simply `QRNG/N = `QRNG/(n+m).
We set  = 10−36 and β = .33 (we did not optimize β and so a better choice
can lead to more optimistic settings for our bound). With these settings, the
protocol fails with probability less than 1−2β = 10−12 while PA < 5× 10−12.
A graph of the random generation rate of this protocol using our new entropic
uncertainty bound is shown in Figure 2.
Note that, in the original quantum sampling paper [11], their method was
applied to the security proof of BB84 [25]. However, their proof relied on many
internal symmetries within BB84 which we did not need for our proof here -
instead, our entropic uncertainty bound applied immediately to the QRNG
protocol without requiring any additional reductions. We believe that with
further refinements to our method, along with an extension to adversaries with
quantum memories, this technique of utilizing quantum sampling, augmented
with the analysis framework we introduced in our proof of Theorem 2, can lead
to a powerful mechanism for proving security of cryptographic protocols in
finite key settings.
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5 Closing Remarks
In this paper we showed an interesting connection between quantum sampling
and quantum uncertainty. We used the quantum sampling technique intro-
duced in [11] to derive and prove a new entropic uncertainty relation based on
smooth min entropy, the Shannon entropy of an observed outcome, and the
probability of failure of a classical sampling strategy. Our result is applicable
to arbitrary, finite, states that are not necessarily i.i.d. From this we were able
to derive an alternative, and simple, proof for the Maassen and Uffink bound
first proven in [1]. We also showed how our result can be used to derive bit
generation rates for quantum random number generators where the source is
controlled by a memory-less adversary. To our knowledge, this is the first time
quantum sampling has been extended to general quantum information theory
and our method of proving Theorem 2 may hold broad application in future
research. Note that, though we only proved the qubit case of the Maassen and
Uffink entropic uncertainty relation, we strongly suspect this technique can be
used to prove the higher dimensional case also. It would also be interesting to
see if quantum sampling can yield a simple proof for the conditional version
of the uncertainty relation, namely H(M |B) + H(N |E) ≥ − log c [8,26]. We
are currently investigating this, also, as future work. Finally, investigating our
method’s application to other cryptographic protocols is another interesting
line of investigation.
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