The thickness of the diffuse front between a sedimenting dilute suspension and the clear fluid above grows linearly in time due to polydispersity in the size of the particles and due to a hydrodynamic effect in which randomly heavy clusters fall out of the front leaving it depleted. Experiments and simplified point-particle numerical simulations agree that these two effects are not simply linearly additive.
I. INTRODUCTION
The settling of particles in a viscous fluid is a phenomenon extensively studied because it is found in a variety of natural or biological situations, such as the flow of sediment in rivers or the flow of red blood cells, and in industrial processes where it is commonly used to separate particles of different sizes or densities. The mean sedimentation velocity of a suspension can be predicted theoretically at low particle volume fraction 1 and by using sophisticated computer simulations at larger volume fractions, but the individual movement of particles due to long-range hydrodynamic interactions gives rise to velocity fluctuations that are still not completely understood. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] Lately, the study of the spreading of the sedimentation front has regained interest 12, 13 as it has been advocated that a small vertical stratification due to the broadening of this front can change the characteristics of the velocity fluctuations. [10] [11] [12] One can find a few experimental investigations of the spreading of this front in the literature showing the importance of different effects, such as hydrodynamic dispersion, polydispersity of the particles, and hindered settling. Davis and Hassen 14 were the first to demonstrate that the observed spreading of the front could not be explained by the sole effect of polydispersity but should also be attributed to hydrodynamic dispersion. For more concentrated suspensions, the self-sharpening effect strongly reduces the sedimentation interface. Lee et al. 15 established that dispersion and selfsharpening must be taken into account simultaneously to describe the front spreading and infer the variation of the dispersion coefficient as a function of particle volume fraction. Martin et al. 16 showed that when hydrodynamic dispersion and self-sharpening effects are both included, the sedimentation front profile has a stationary shape propagating with a constant velocity.
To summarize the experimental results, the front spreading seems to be controlled by hydrodynamic dispersion at early times causing the front to grow diffusively with the square root of time. Later, the front grows linearly in time due to the effect of polydispersity. Hindered settling effects can then lead to an equilibrium thickness. In recent experiments at low volume fraction, Bergougnoux et al. 13 found that the sedimentation front grows linearly in time. They were able to explain 75% of this spreading by polydispersity but the other 25% remained not completely elucidated. It was found difficult to deconvolve the simultaneous actions of polydispersity and other small effects such as hydrodynamic dispersion and flux enhancement due to density fluctuations. This last effect is new and has not been studied before. The initial mixing of the suspension creates density fluctuations, also called "blobs," on all length-scales ͑from container size down to the mean interparticle spacing͒, which give rise to convection currents, also called "swirls," on all length-scales. The heavy blobs fall faster and leave behind the interface region depleted of particles, thus increasing the spreading of the front.
Computer simulations can easily suppress the experimental complication of polydispersity as well as the hindered settling effects by simplifying the hydrodynamic interactions between the particles. 12, 13 However, it is still unclear how the front will grow with time. Two models have been proposed. The first model 13 considers heavy blobs of the scale of the mean interparticle spacing falling faster and emptying the interface, which produces a linear growth of the thickness of the front with time. The second model 12 considers a nonlinear hydrodynamic dispersion due to swirls, the size of which is limited by stratification, and leads to a thickness of the front growing in time as t 5/7 . The simulation data were unable to distinguish between these two models.
In this paper, we examine both by experiments and numerical simulations the effect of container size, polydispersity, and volume fraction on the spreading of the sedimentation front. The aim of the study is to discriminate between the different effects of polydispersity, hydrodynamic dispersion, and flux enhancement due to density fluctuations.
II. EXPERIMENTAL TECHNIQUES
Five different batches of glass spheres, supplied by Cataphote Inc. and Potters Industries, were used to perform the experiments. The particle size distributions were measured using a CCD digital camera attached to a microscope and the public domain Java image processing program IMAGEJ. therefore well represented by a mean radius ͗a͘ and a standard deviation a ͑see Table I͒. The particle density p was determined by measuring the volume variation when a weighted amount of particles were introduced into a known volume of distilled water in a graduated vessel and is also indicated in Table I . The fluid used was silicone oil 47V1000, supplied by Rhodia, which had a viscosity = 10.0Ϯ 0.3 P and a density f = 0.965Ϯ 0.007 g cm −3 at the air-conditioned room temperature of 25Ϯ 1°C. The particle characteristics, the Stokes velocity of an isolated sphere V S , and the sphere Reynolds number Re p = V S ͗a͘ f / are listed in Table I . The Péclet number was always very large for these combinations of particles and fluid.
Experiments were performed in glass-wall vessels of different cross sections ͑20ϫ 20 cm 2 , 10ϫ 10 cm 2 , and 4 ϫ 10 cm 2 ͒ but filled with the same fluid height of 40 cm. A CCD digital camera ͑Basler A102f͒ with a wide-angle lens was positioned on a rail in front of the sedimentation vessel and imaged the whole cell. The cell was backlit by two neon tubes. Tracing papers were placed on the back face of the vessel to homogenize the illumination. Lateral walls were covered with sheets of black paper in order to avoid lateral sources of light.
The above setup was used to measure the light attenuation produced by the sedimenting suspension, following the same approach as Bergougnoux et al. 13 First, the calibration law giving the light attenuation as a function of the mean particle volume fraction 0 was determined. The light attenuation averaged on each pixel horizontal line, i.e., I 0 ͑͒, along the suspension height was measured through pure fluid; i.e. for zero volume fraction. The same measurement was performed with a well-mixed suspension at a given volume fraction 0 yielding the intensity I͑ , 0 ͒ for each horizontal line. The relative light attenuation averaged over the whole height of the cell defined as ͗I / I 0 ͑͘ 0 ͒ was found to be a monotonically decreasing function of 0 . Using this calibration curve, the time variation of the volume fraction ͑t , ͒ was then determined at different horizontal pixel lines located at the different heights . In fact, as the intensity signal is noisy because the particle images are of the order of one pixel, we performed a moving average over ten horizontal pixel lines, which smooths the concentration measurement.
Each experiment consisted of first mixing the suspension and then recording the whole image of the sedimenting suspension every 40 s until the upper front reached the bottom of the cell. For achieving a homogeneous suspension, a small propeller fixed to a drill motor was used. The mixing process lasted for several minutes until a homogeneous suspension was observed through the whole height. The mixing procedure was the same for all the experiments. The starting time ͑t =0͒ was defined as the cessation of mixing.
Three different types of experiments were performed to characterize the spreading of the front. First, we examine the influence of the cell size and shape using particles of batch C at 0 = 0.3%. Secondly, we considered the effect of polydispersity using the different batches of particles while keeping the volume fraction constant at 0 = 0.3% and using the same cell of square cross section 10ϫ 10 cm 2 . Thirdly, the effect of concentration was studied using particles of batch B in the cell of square cross section 10ϫ 10 cm 2 . The concentration was varied from 0.1% to 0.8% by steps of 0.1%.
III. EXPERIMENTAL RESULTS
The spreading of the front was measured using the approach of Davis and Hassen 14 revisited by Bergougnoux et al. 13 The curves ͑t , ͒ obtained by the light attenuation technique explained in the preceding section II are used to determine the interface median, first, and third quartile times, t 1/2 , t 1/4 , and t 3/4 , respectively, corresponding to the time taken by the isoconcentration planes at ͑t͒ / 0 = 
The experimental data can be compared to predictions of polydispersity neglecting concentration effects. We consider that the light attenuation technique probes the surfaces of the particles. From the measured particle-radius distribution, we can infer the distributions of the square of the radius a. The accumulated distributions of the square of the radius for all batches are shown in Fig. 2 . We can then deduce the median, first, and third quartile radii; i.e., a 1/2 , a 1/4 , and a 3/4 , respectively. The median, first, and third quartile velocities, i.e., w 1/2 p , w 1/4 p , and w 3/4 p , due to polydispersity are simply given by the Stokes velocity computed for the median, first, and third quartile radii, respectively. The interface thickness due to polydispersity is simply given by ␦
Additionally, the half-widths ␦ 1/2−1/4 front at the initial moment is due to difficulties in making the suspension homogeneous to the very top while avoiding entraining air bubbles by the mixing device. Table II͒ . When the polydispersity is large, most of the spreading can be explained by polydispersity. Conversely, for the most monodisperse particles, the polydispersity can only explain half of the experimental spreading. A more refined examination of this effect can be obtained by comparing the experimental isoconcentration velocities with those predicted by polydispersity in Table II . In the case of the most polydisperse particles, the velocities w 1/4 and w 3/4 are equally spaced around w 1/2 . On the contrary, for monodisperse particles, the velocity w 1/2 is much closer to w 1/4 . This can also be seen in Figs. 1͑a͒ and 1͑b͒. In the most polydisperse case, see The effect of concentration on interface spreading is examined in Fig. 6 ͑see also Table III͒ . The spreading increases with increasing 0 for small 0 , reaches a maximum at Ϸ0.5%, and then decreases. The initial increase with increasing 0 can be well fitted by a 2 quadratic function, as seen in the Fig. 6 .
Finally, we have examined whether an universal profile of concentration in the front can be found. Figure 7 presents the concentration profile of the front as a function of ͑ − h ͒ / ␦, where h is the height of the / 0 = 1 2 concentration. The data for different times collapse onto the same master curve. This is observed in Fig. 7 for the most monodisperse particles at low volume fraction, but is also seen for more polydisperse particles and at larger volume fractions, though the data are more scattered between the 
IV. COMPUTER SIMULATIONS
Computer simulations have been made with the method of Bergougnoux et al. 13 adapted to polydisperse particles. The hydrodynamic interactions are calculated treating the particles as point-particles which exert a force equal to their weight compensated for buoyancy. The induced Stokes flow TABLE II. Dimensionless isoconcentration velocities and relative interface thicknesses deduced from the experiments and from predictions accounting solely for polydispersity for the different particle batches at 0 = 0.3%. The experimental data correspond to averages over three experimental runs. The solid curve represents a quadratic fit to the first five concentration values. The dotted curve is explained in the conclusion.
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is represented by a finite sum of Fourier modes. Each Fourier mode satisfied boundary conditions of no flow normal through the boundaries and no tangential stress; these modes being simpler than those satisfying no-slip boundary conditions ͑see Bergougnoux et al. 13 for detailed expressions for the modes͒. The spatial distribution of the point-forces exerted by the distributed particles is thus broken down into appropriate Fourier modes of force which then drive the Fourier modes of the flow. This flow is evaluated at each particle in order to move the particles.
The simulations were conducted in a box of width L, depth L, and height 4L; the same geometry as in the majority of the experiments. The number of Fourier modes used was n F in each horizontal direction and 4n F in the vertical direction. Thus the smallest length resolved was L / n F . In most of the simulations, the number of particles N was set equal to the total number of Fourier modes; i.e., 4n F 3 . This means that the flow was well resolved for length-scales from the size of the box ͑L͒ down to the interparticle separation L͑4 / N͒ 1/3 . Smaller length-scales, down to the particle diameter, were not resolved at all.
As a result of the limited spatial resolution, a single particle does not sediment at its correct Stokes settling velocity F / 6a, but instead on average at 0.15Fn F / L, where F is the force on the particle, the viscosity of the fluid, and a the radius of the spherical particle. In order to have the particles sediment at their correct velocity, it is therefore necessary to add a correction of F / 6a − 0.15Fn F / L to the hydrodynamically induced flow from the limited number of Fourier modes. This correction introduces the parameter a, the "radius" of the particle. Although the "radius" exists in the expression above, it is elsewhere ignored so that the hydrodynamic interactions are calculated for point-particles, and also no effects of excluded volume are included. While the fluid does not cross the boundaries, the particles move vertically relative to the fluid due to the above sedimentation correction and thus pass through the bottom boundary. When this happens, they are immediately repositioned just above the bottom boundary.
Polydispersity in the size of the particles is introduced by assigning to each particle a random radius
where the parameter ␣ is the measure of the polydispersity and "rand" is a random number uniformly distributed on
͔ , and hence has zero mean and variance 1 12 . Associated with this radius, the force that the particle exerts is proportional to its volume, so
with the same random number as in the radius. The correction to the sedimentation velocity is then
The numerical simulations are nondimensionalized by scaling lengths on L, velocities on F 0 / L, and thus time on L 2 / F 0 . The nondimensional sedimentation velocity then becomes
While this is clearly the ratio of the size of the box to the size of the particles, we are ignoring the size of the particles except in this sedimentation velocity. In the simulations, we therefore set values of V 0 as well as the ͑nondimensional͒ polydispersity parameter ␣.
The simulations use a small number of Fourier modes, with n F = 5, 7, 10, and 14, and corresponding number of particles N = 500, 1372, 4000, and 10 976. Typical values of the nondimensional sedimentation velocity were V 0 = 1 to 6. The degree of polydispersity was up to ␣ = 0.35. For each set of these parameters, eight independent runs were made, quantities for each run being averaged over 320, 80, 20, or 10 independent realizations according to whether n F =5, 7, 10, or 14. One realization involved uniformly distributing the initial positions of the particles in the box and allocating the 
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Spreading fronts in sedimentation Phys. Fluids 20, 023302 ͑2008͒ random radii. From the statistical scatter among the eight runs, an estimate could be made of the likely error in any reported averaged quantity. Initial tests were made to demonstrate that ͑i͒ the results were unchanged when the nondimensional time-step ⌬t was less than 2.5ϫ 10 −3 , ͑ii͒ the initial mean settling speed was the imposed value V 0 , and ͑iii͒ when the hydrodynamic interactions were turned off, the initial rms velocity fluctuation was the imposed ͑1 / ͱ 3͒V 0 ␣ ͱ 1+␣ 2 / 60.
V. NUMERICAL RESULTS
At regular intervals of time, the vertical concentration profiles in the simulations were found by binning the vertical position of the particles in boxes of height 1 / ͑2n F ͒. Accumulating over the different realizations, there were typically 1000 particles in each box, so the statistical fluctuations are around 3%. The concentrations are plotted normalized by the initial uniform concentration. Figure 8 shows the concentration profiles at five different times during a typical simulation. At early times, there is a uniform concentration away from the top and bottom, with statistical fluctuations of a few percent. During the evolution, a sediment collects at the bottom and at the top a front descends and spreads. By t = 0.5, the front has descended a height 1.5 corresponding to the imposed mean sedimentation velocity of 3.0. The front has spread to a thickness of around 1.0, although the leading edge of the front has just reached the sediment. Hence, the simulation was terminated at this time.
For each concentration profile, the heights were determined where the concentration was A best linear fit to c͑z͒ was made to those concentrations within 10% of the quartile value, and from this linear fit the height at which the concentration passed through the quartile was found. At very early times there were sometimes no boxes where the concentrations was within 10% of the quartile, and thus the height of the quartile could not then be determined. Figure 9 plots the heights of the three quartiles as a function of time for a typical simulation. Each concentration quartile descends fairly linearly in time. One can see more clearly in this figure that by t = 0.5 the front has descended at height 1.5 and has a thickness of around 1.0. Because the concentration profile in Fig. 8 Fig. 8.   FIG. 10 . Growth of thickness of the front in time for the same monodisperse simulation as Fig. 8 . Also plotted are the best linear fit ͑solid line͒ and the best t 5/7 fit ͑dotted curve͒.
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which yields a nonlinear diffusion equation with a diffusive growth of the front proportional to t 5/7 . A best fit of the form ␦ Ϸ at 5/7 + b is also plotted in Fig. 10 . The data from the numerical simulations seem to lack the curvature of the t 5/7 variation, agreeing better with the linear variation in time.
For the rest of this paper, only the linear growth rate ␦ will be considered. The values of the growth rate reported below will be the mean of eight independent runs, each run having a number of independent realizations. The different results between the runs allows error bars to be attached to the reported mean values.
In our earlier paper, 13 the rate of growth of the front, i.e., ␦, was found to scale inversely with the interparticle separation; i.e., ᐉ = ͑4 / N͒ 1/3 . In that paper, we gave the following speculation on the origin of this scaling, using dimensional variables for the remainder of this paragraph. A cluster or blob of size l would contain nl 3 The largest contribution to this flux enhancement comes from the smallest possible blobs; i.e., those with a size equal to the mean particle separation n −1/3 . The flux enhancement depletes the front, so leading to its spreading at a rate
1/3 , reverting to our nondimensional variables. When the number of Fourier modes 4n F 3 is set equal to the number of particles N, as in most of the simulations, the interparticle separation ᐉ is precisely equal to 1 / n F . A number of monodisperse simulations have therefore been conducted in which the number of particles and number of Fourier modes were varied independently. Results for the growth rate multiplied by the interparticle separation ␦ᐉ are plotted in Fig. 11 as a function of the numerical resolution as given by the ratio of the interparticle separation divided by the smallest length resolved by the finest Fourier mode, as a function of ᐉn F . Once there are sufficient Fourier modes to resolve the interparticle separation, 1 / n F Ͻ ᐉ, the growth rate does not depend on the number of Fourier modes used. The growth rate is then given by ␦ = ͑0.141 Ϯ 0.003͒/ᐉ, independent of the number of particles used in the simulation. In our earlier paper 13 with fewer realizations to average over, we gave the growth rate as 0.12/ ᐉ. As we noted previously, this scaling of the growth rate corresponds to heavierthan-average clusters falling faster, leaving the front depleted of particles, with the smallest clusters of size ᐉ contributing most to this enhanced flux. The scaling ␦ = 0.14ᐉ −1 t is inconsistent with the nonlinear diffusion equation of Mucha et al., 12 which has ␦ ϰ ᐉ −3/7 t 5/7 . Having demonstrated that our results are independent of the number of particles and number of Fourier modes used, we now consider the effects of polydispersity on the growth of the front. With the sedimentation velocity of the polydisperse particles being uniformly distributed between V 0 ͑1 Ϯ ␣͒, the difference in velocities between the 3 4 and 1 4 of the population is V 0 ␣, which should be the rate of growth of the front as defined in this paper. On the other hand, the front in a monodisperse simulation growths at a rate of 0.14/ ᐉ.
Hence, in Fig. 12͑a͒ , the scaled rate of growth ␦ᐉ is plotted against the similarly scaled polydispersity V 0 ␣ᐉ. The results plotted in this form do not depend on the number of particles used in the simulations from N = 500 to 10 976. In addition, different degrees of polydispersity, i.e., 2.5% and 5%, with different sedimentation velocities from V 0 = 0 to 8.0 give the same results for equal V 0 ␣ᐉ. When the polydispersity is small, i.e., V 0 ␣ᐉ Ͻ 0.1, it has little effect on the rate of growth of the front; i.e., ␦ Ϸ 0.14/ ᐉ. On the other hand, once the polydispersity would give just a little more growth of the front than the monodisperse case, i.e., V 0 ␣ᐉ Ͼ 0.2, then the hydrodynamic interactions increase the growth little beyond the polydisperse growth alone; i.e., ␦ Ϸ V 0 ␣.
In Fig. 12͑b͒ , the rates of growth of the separate quartiles of the front are plotted as a function of the polydispersity. The thinner 
VI. CONCLUSION
Both in experiments and in simulations, the thickness of the front was seen to grow linearly in time and not like t 5/7 , as predicted by a proposed nonlinear diffusion equation. 12 The growth rate was the same in three experimental cells with different cross sections. Similarly, the growth rate in the 
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simulations was independent of the number of Fourier modes once they were sufficient to resolve the interparticle separation. This linear growth comes both from polydispersity in the size of the particles and from an enhanced flux with heavy blobs falling out of the front, a new effect revealed in the experiments and the simulations. In neither the experiments nor the simulations is there sufficient resolution to identify the hypothesized blobs. However, the front cannot become depleted unless heavier regions or blobs fall out of the front. These blobs may or may not have a long-time coherence. For monodisperse suspensions, the simulations have rate of growth of the front in dimensionless form ␦ = ͑0.141 Ϯ 0.003͒/ᐉ, which translates into the dimensional form
At a concentration of = 0.3%, this gives 0.24V S . The experiments, however, at = 0.3% with the most monodisperse particles ͑batch B͒ found 0.14V S , a different value but similar magnitude. Moreover, the experiments with particle B did not see a 1/3 dependence, but rather an increase to a maximum at an unexpectedly low = 0.5%, before a decrease due to an hindered settling. A similar maximum in the rate of spreading was found by Davis and Hassen, 14 but at higher concentrations.
The effects on the spreading of the front from the polydispersity and from the enhanced flux were found not to be simply additive in both the experiments and simulations. Rather, the smaller of the two mechanisms had very little effect. Thus at V 0 ␣ᐉ = 0.08, the polydispersity contributes only 7% to the final spreading, whereas it would have contributed 31% if the effects were simply additive. Similarly at V 0 ␣ᐉ = 0.20 the enhanced flux contributes only 13%, whereas it would have contributed 41% if the effects were simply additive.
In both the experiments and the simulations, the This fails to approximate the experimentally observed dependence on concentration for batch B particles. However, if the coefficient 1.57 is reduced to 1.0 and ␣ is taken to be the measured 0.06, a reasonable prediction is obtained for the experimental results, as given by the dotted curve in Fig. 6 . Finally, the concentration profiles seem to adopt a universal form when viewed in a frame descending with the mean settling velocity and with distance scaled with the thickness of the front.
In summary, we have been able to quantify the effect of polydispersity and flux enhancement on the sedimentation front. Despite the gross simplification of the point-particle approach, we find a qualitative agreement between the simulations and the experiments.
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