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Abstract— The needs for cross domain technologies
called mecatronics have increased in the recent years and
examples of mechanical tools directed by computers are
now widely available. This paper gives an example of
information fusion in the context of a video conference
room and exposes two axes of the research. First it shows
how to fuse information provided by several sources
to locate a speaker. To do this, the system fuses data
produced by video cameras and their associated image
processing algorithm, with information resulting from
signal processing algorithms applied on several micro-
phones. Second, this article describes the distributed
information fusion system (DIFS) used and the algorithm
which decides where the speaker is located in order to
allow focus on him. The whole application is managed
by a new control system specifically developed for DIFSs.
Some key points of the theoretical model on which the
control is based are also given. This project has been
realized thanks to an international cooperation between
the Kagawa University in Japan and the University of
Savoie in France.
KEYWORDS distributed system, image and signal
processing, information fusion.
INTRODUCTION
The present work deals with identification and lo-
calization of people in the context of a video confer-
ence room. Several information sources with different
properties and several computation resources are used
together for this application. A typical disposition of
our video conference room is shown in Figure 1. Due
to there specific properties, a sound sensing system
and a video capture system are involved. Each one
provides partial information about people in the room
and information fusion (or aggregation) between the
two systems allows us to control a video camera
tracking the identified speaker (the speaker’s name is
written on the picture) for remote participants.
The sound system first locates the direction of the
sound source and computes the sound characteristics of
the user who is speaking in the group of people. These
characteristics allow identification of the speaker using
a comparison algorithm.
Fig. 1. Video conference room experiment overview. The video
system (B) and the sound system (A) provide the locations of
the users and the identity of the speaker. The computer C fuses
the information and provides speaker’s location. Finally a camera
focuses on the speaker and sends the video to the computer D.
At the same time an optical motion capture system
gives the precise location of the users by tracking re-
flective markers attached to their heads. Then dedicated
functions group the markers by couple and compute the
centre of gravity of each head.
Information produced by each source is then incom-
plete. The video based 3D acquisition system gives the
precise location of the users but it is not able to identify
who is speaking. Following the work of [FKI+04],
the sound system is able to provide the direction of
the sound source and can identify the speaker”s voice
signature, but it cannot distinguish between a user and
a loudspeaker. Moreover, since the various functions
of the system run on different computers, we are
indeed faced to the design and the implementation of
a Distributed - Information Fusion System (D-IFS).
Information fusion is the process of computing
“higher level” or/and a “better” information from sev-
eral orginal information sources. Evaluation of the
information level refers to the scale from the hardware
level to the Artificial Intelligence level. For what
concern comparison of information quality, it should
Fig. 2. Information Fusion System for the Video Conference Room
be defined through adapted and computable criteria
like precision, certainty, etc. Designing an effective
D-IFS first requires to describe the fusion process
and then to solve the deployment problem, i.e. how
and where to run the components of the system in a
distributed environment. In this paper, we anlayze these
different steps and we present our solution based on
OSGi [Kno], [OSG] frameworks running on each com-
puter. This software architecture allows us to control
the execution of the fusion process (fusion functions
and communications among them).
The paper is organized as follows. Section I ad-
dresses the description of the information fusion sys-
tem used in the project. In Section II, we describe the
algorithms for image processing and Section III details
the sound signal processing before fusing informa-
tion. Section IV explains the proposed fusion method
used in the experiments presented in Section V.We
summarize our results and present futur works in the
conclusion.
I. INFORMATION FUSION SYSTEM
As in our previous work [BHMP07] on IFS, we
describe an IFS as a discrete data-flow (directed) graph.
Each node of the graph is a fusion function. Such a
function consumes information source(s) on data input
port(s), produces information on data output port(s)
depending on parameters defined through parameter
input port(s). The IFS is then fully defined by the set
of its fusion functions F = {fi | i ∈ IF } and links
between output ports, input ports and parameter input
ports of the (fi).
Figure 2 gives the compact description of the IFS
we have developed for the video conference room (PCi
and gray dashed lines will be explained in section V).
The two capture functions are connected to the sensors.
The output of the sound capture is (id, {(αj , θj) | j ∈
Jd}), where id is the template identified by the sound
system and (αj , θj) are the sound direction angles for
directions set Jd. To avoid wrong selection as in the
case of an echo, the sound system provides the list of
all the possible sound directions detected.
The output of the video capture is a set of marker
3D coordinates C = {ci | i ∈ Ic} where Ic is the
set of markers. The head location function groups the
markers by couple and computes the centre of gravity
of each user’s head as explained in Section II. The
translation function translates the location of the users
from video capture referential to global 3D coordinates
in order to allow aggregation. It provides a set of user
coordinates G = {gi | i ∈ Ig} where Ig is the set of
users.
An accurateness degree denoted by AD is assigned
to the information provided by each source. The AD
function should provide a real number between 0
(low quality) and 1 (high quality). Such functions are
frequently used in IFS to tune aggregation algorithms.
They may be based on probabilistic or possibilistic or
fuzzy approaches. In our context, we define AD as
follows in a deterministic way:
sound system : ∀(αj , θj),AD j = sin(αj) ∗ sin(θj).
video system : ∀gi, AD i = minj 6=i{d(gi,gj)}maxj∈I{d(gi,gj}
where d is the Euclidian distance. This definition
implies that AD equals 1 when the speaker is in front
of the sound system, and for the tuples of coordinates,
AD is near 0 when the users are grouped and near 1
when the users are far from each other.
The final step, aggregation of the fusion process,
detailed in Section IV, aggregates locations of the users
and direction of the speaker.
II. IMAGE PROCESSING
In our project, two reflective markers are fixed to
each user’s head. The system imports from the motion
capture system a set of frames made of the marker
locations and then groups the markers by couple in
order to compute the Centre Of Gravity (COG) of each
head.
To measure the 3D location of a speaker, an optical
motion capture system connected to a capture soft-
ware [KH07] tracks in real time markers through two
high-speed cameras with an image resolution of 640 x
480 pixels and the ability of capturing 120 frames per
second.
Based on the 3D position of each marker, algo-
rithm 1 computes the COG of each user to determine
Algorithm 1: Grouping algorithm
Data : C = {ci | i ∈ Ic} the set of marker
coordinates.
Result: G = {gi | i ∈ Ig} the set of COG
coordinates.
foreach (i, j) ∈ I2c do
Dmi,j = d(ci,cj);
end
foreach k ∈ Ig, (i, j) ∈ I2c , j 6= i do
Dmi,min = min{Dmi,k}∀k 6=i;
if free(cj) and Dmi,j = Dmi,min then
lock(cj);
gk =
cj+ci
2
end
end
return(G);
Fig. 3. Borderline cases of the grouping algorithm. The limit case
of frame 3 should not append according to where the markers are
fixed. Even after such case the system will provide the right marker
couples as in frame 4
where each user is located in the room. This algorithm
groups the markers according to the minimal distances
among each couple of markers to avoid wrong position
result. The sub-algorithm free checks if a marker is not
already assigned to prevent the affectation of a marker
to two users. As shown in Figure 3 the algorithm has to
deal with two borderline cases. The first one (shown if
frame 3) occurs when the distance between the markers
of one user is equal to the distance between this user
and is neighbour. This case is resolved by disposing
the markers on a user’s head such that their distance is
negligible comparing to the distance between this user
and his nearest neighbour. In the second case (shown in
Fig. 4. The centre microphone is used to compute the sound
characteristic parameters. The other four microphones are used for
the sound source localisation
frame 4), the algorithm should not group the markers
as shown in left side of the figure. To prevent such
groups the algorithm always assign two markers in the
same couple according to the smallest distance.
III. SOUND SIGNAL PROCESSING
The system shown in Figure 4 has been developed
by Sawada laboratory to track a 3D location of a sound
source and also to identify a speaker. This identification
is based on sound characteristics and the sound source
location is estimated by using the phase difference and
sound pressure difference among the five microphones
of the system [TKTH04].
Mel-cepstrum coefficients are used for the sound
identification since they present the sound characteris-
tics. In this system, sound parameters such as spectral
features, time differences, amplitudes and fundamental
frequencies are extracted from the sound signals in-
putted from the five microphones, and used as sound
feature boxes in the system.
To prevent mistakes due to the selection of only one
position between several ones such as in the case of
an echo, the microphone node provides a set of sound
directions (α, θ). The accurateness degree is linked to
the speaker direction from the sensor. The more in front
of the system the speaker is, the righter his direction
is.
IV. AGGREGATION METHOD
The aggregation step is the final one of the process-
ing chain. The fusion stage takes place after compu-
tation of all coordinates in the same referential and
after attribution of an accurateness degree to each
proposition produced by the sensors. The result of the
aggregation is a sequence of user’s positions, ordered
with decreasing speaker indicator values (AD ′) which
are also given. In the present fusion function, we have
chosen to select a subset of the coordinates produced
by the video system because these values are accurate
regarding to the value of the sound direction. In case
both sources provide unaccurate values, the algorithm
should be modified in order to choose a computed
intermediate position and not an effective one.
Input data of the fusion function are the following:
D = {(αj , θj ,ADj) | j ∈ Jd} (sound system)
G = {(xg, yg, zg,ADg) | g ∈ Ig} (video system)
Fig. 5. All information in the same referential. The system translates
the positions provided by the video system into a global referential
to compare the direction of the speaker with the users ones
Fig. 6. Tangent values comparison: the sound source direction
(red) (it is possible to have several ones); the effective positions of
the users (green)
The two angles produced by the sound system rep-
resent the direction of the sound source as shown
in Figure 5. The coordinates received by the fusion
function are those of the COG of each user’s head - a
translation to the global referential having been already
applied. Note that the aggregation process is required
only to know the speaker’s position, not his identity
(given by the microphone system). However, another
source of identification such as motion recognition
could also be involved to increase the quality of this
functionality.
The aggregation function needs parameters below to
fuse input information:
(xM , yM , zM ) (the microphone system position)
Dp, Ap ∈ N
nr ∈ N
The microphone system’s position, expressed in the
global referential, may be updated/modified due to
physical move of the microphone. The two parameters
Dp and Ap modify the impact of the effective distance
on the quality indicator in the ordering algorithm. The
number nr of results produced may be changed. This
could be useful when an error is detected after having
moved the video camera - i.e. nobody in front of the
camera. By increasing the number of solutions, the
system allows the camera to move to the next possible
position. Modifications/updates of these parameters are
taken into account in real-time by our IFS implemen-
tation.
The fusion function first computes the equations
of the straight lines passing through the microphone
system and through each user as shown in Figure 5.
2D space projections of these straight lines are then
obtened as proj (α, θ) = (tan(α), tan(θ)).
The fusion function then computes the selection
distances SD between the speaker (S) and each po-
sition ((xg, yg, zg)) and sorts them in the increasing
order. The selection distance SD(g) between (αS , θS)
and (αg, θg)) takes into account the effective distance
∆S,g between the two directions and the accurateness
degrees AD :
SD(g) = (∆S,g)
Dp ∗ (ADS ∗ADg)
Ip .
The final selection of the fusion function is the SD -
ordered sequence Cs of the nr coordinates with highest
selection distance. The fusion function also produces
the accurateness degree AD ′g = ADS ∗ADg for each
element of Cs. Hence, the result provided by the ag-
gregation function is the ordered set {(cg,AD ′g) | cg ∈
Cs} representing the possible speaker’s positions. This
result feeds a control system moving a video camera
to focus on the speaker.
V. EXPERIMENTS AND IMPLEMENTATION
We conducted three experiments to validate our
video conference smart room IFS and its software
implementation. Physical infrastructure of the IFS
comprises four personal computers (PC1 to PC4 on
Figure 2). The IFS functions are implemented as
indicated by grey dashed lines on Figure 2. Distribution
of these functions among computers are mainly con-
strained by sensor dedicated software and the amount
of data exchanged between the sensors and their cap-
ture functions. Moreover, since this work is also a case
study for our distributed IFS implementation, we run
conversion and aggregation functions on a dedicated
computer (PC3): the sound system is controled by PC1.
The video camera is connected to PC2, a computer
dedicated to video conferencing software. Finally, PC4
drives the camera moves. These four computers are
linked together through a TCP/IP LAN. Effective cam-
era move control (final stage of the IFS, on PC4) was
not implemented since it depends only on the quality
of the aggreagtion result.
A. Experiments
The first experiment allows us to check if the sound
system (A in Figure 1) correctly updates the direction
of the sound source when this one moves. We have
checked that the import function is able to read infor-
mation produced by the signal processing algorithm of
the sound capture system, up to 5 times per second.
The IFS system could accept a higher refresh rate but
this will be useless due to the slow moving rate of the
speaker. Tests simply dump sound direction and user’s
identity into a file.
The second experiment validates the video system
(B in Figure 1) in the same way as the sound system.
PC2 has to import data, apply the grouping algorithm
and compute the COG of user’s heads up to 5 times per
second. The same remark holds for what concerns the
refresh rate. We noted that the coordinates of markers
are correctly imported and that the algorithms give
correct positions for the COG of each head, even when
the number of users changes (we only suppose that
each user’s head is equipped of two markers).
The third experiment checks information produced
by the aggregation function and verifies that the result
is updated when the speaker moves. In contrast with
the two previous cases, this experiment involves the
three computers and the LAN (see below for imple-
mentation details). We checked that data communi-
cations between A, B and C are correctly synchro-
nized without data loss or bad interpretation. We also
checked that speaker’s moves generate a new selection
sequence with data correctly reflecting these moves.
Finally, on the fly modifications of the fusion function
parameters (either Dp, Ip or nr) are effectively taken
into account by the running IFS and produce expected
variation of the fusion result.
B. Implementation
Our implementation of the video conference room
IFS is a first step in design and implementation of
a generic adaptable and controlled distributed IFS
(ACDIFS). In a previous work [BHMP07], we im-
plemented an IFS on top of Global Sensor Network
(GSN) [AHS07]. However, restricted capabilities of
GSN with respect to run-time adaptation for fusion
functions parameters and modification of the fusion
functions network lead us to develop a new system
based on interconnected OSGi [OSG] plateforms. An
OSGi plateform is a Java based middleware hosting
services grouped into bundles. Bundles may be in-
serted/removed in the plateform at run-time and ser-
vices related to the moved bundle may be notified.
In our ACDIFS, fusion functions are implemented
as Java classes. Interconnections of the fusion graph
and parameters of the fusion functions are defined
in XML files (at least one per computer running a
part of the IFS). In the initial phase, the set of OSGi
plateforms are first started. Then, bundles of the fusion
functions are installed by the plateforms using the
XML IFS description files. Finally, the fusion functions
are started by each OSGi plateform. Updating function
parameters in the XML files generates method calls
in the Java fusion classes to update corresponding
internal variables. Details of our implementation will
be presented in a forthcomming report.
VI. CONCLUSION
We have presented a video conference room system
design and implementation. It is based on two capture
systems, respectively for sound signal processing and
for image processing. The sound system manages
directions and recognition of the speaker whereas the
video system isolates his position from those of the
participants. These two kinds of information are fused
to control a tarcking video camera. The quality of the
fusion functions are controlled by parameters set at
run-time.
This system is analyzed and designed as an In-
formation Fusion System (IFS). Our approach is first
to describe the IFS as a data-flow graph where each
node represents a fusion function. Fusion functions are
connected through 3 groups of ports. In a second step,
we map fusion fucntions and links between functions
to software units. In this paper, we have developped a
mapping on interconnected OSGi frameworks.
The resulting system behaves as expected. Due to
slow movements of people, low sampling rates of the
sound and the video systems may be used.
Future work will follows two directions. The first
one relates to the fusion algorithms for the sound and
the video systems. We plan for instance to introduce
several possible speakers and not only one.
The second direction will study applications and
extensions of our Distributed IFS. On one hand, we
will apply our framework to other D-IFS, like power
systems, building management, etc. On another hand,
we will introduce automated control of reconfiguration
of a running D-IFS, in contrast to present operator or
designer based reconfiguration.
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