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Abstract
The notion of vertex separability by partial edges for a simple hypergraph is introduced and
the related structural properties of the hypergraph are analyzed in terms of maximal (with respect
to set-theoretic inclusion) compacts and of dividers, where a compact is a vertex set in which
every two vertices are separated by no partial edge, and a divider is a partial edge X for which
there exists a pair of vertices that are separated by X and by no proper subset of X . It is proven
that, given a hypergraph H , the hypergraph (called the compaction of H) made up of maximal
compacts of H is acyclic and coincides with H if and only if H is acyclic; furthermore, it has
the same dividers as H , and can be characterized as being the unique acyclic hypergraph that
has the same compacts as H . Polynomial algorithms for nding maximal compacts and dividers
of a given hypergraph are provided. Finally, an application to the problem of computing the
maximum-entropy extension of a system of marginals over a hypergraph is discussed. c© 2000
Elsevier Science B.V. All rights reserved.
Keywords: Separator; Decomposition; Acyclicity; Compaction
1. Introduction
In graph theory a separator of a connected graph is a set of vertices whose removal
disconnects the graph, and special types of separator have deserved to be thoroughly
studied [6, 7, 10, 14]. Each notion of separator leads to a decomposition of a graph into
its nonseparable components. In practice, graph decomposition is often used to solve
a graph problem with the divide-and-conquer tecnique: rst the problem is solved
independently on each nonseparable component of the graph and then the resulting
solutions are combined to obtain a global solution to the original problem.
The notion of a separator naturally extends to hypergraphs [3]. In this paper, we
consider hypergraphs and focus on those separators that are included in edges; the
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corresponding notion of vertex separability leads to a way of decomposing a hyper-
graph into nonseparable components which has been applied to the problem of query
optimization in a relational database [13] and has lead to an algorithm which is more
ecient than those previously appeared in literature.
The paper is organized as follows. In Section 2 we provide basic denitions and
introduce the notions of partial-edge separator, compact and divider. In Section 3 we
state some basic properties of dividers. In Section 4 we characterize dividers and
maximal compacts of acyclic hypergraphs. In Section 5 we state a number of properties
of the hypergraph having as its edges maximal the compacts of a given hypergraph.
Section 6 contains a polynomial algorithm to compute maximal compacts and dividers
of a given hypergraph. Finally, in Section 7 we compare the notion of an partial-edge
separator for hypergraphs with other kinds of separators studied in the graph theory.
In Section 8 we consider an application to entropy maximization with a system of
marginals over a hypergraph.
2. Basic denitions
In what follows, we assume that we are given a simple and connected hypergraph
H . Recall that H = fe1; : : : ; emg is simple if the condition ei ej implies i= j [3]. By
V (H) we denote the vertex set of H .
A partial edge of H is any nonempty subset of some edge of H [2]. If fu; vg is a
partial edge of H then the vertices u and v are said to be adjacent in H .
Let H be a hypergraph and X a subset of V (H); by hX iH we denote the sub-
hypergraph of H induced by X [3], that is, the simple hypergraph whose vertex
set is X and whose edges are maximal (with respect to set-theoretic inclusion) sets
in fe\X j e2Hg; we write hX i instead of hX iH when there is no ambiguity. Let
X =V (H)− X ; an X -component of H is a connected component of hX i.
Fact 1. Let H be a hypergraph and let X and X 0 be two subsets of V (H) such that
X X 0. For every X 0-component C0 of H there is exactly one X -component C of H
such that V (C0)V (C).
A proper subset X of V (H) is a separator of H if hX i is not connected; if this is
the case, then two vertices in distinct X -components of H are said to be separated by
X in H . A useful characterization of separators is based on the notion of a path in a
hypergraph. A path in H from vertex u to vertex v is a sequence of edges (e1; : : : ; ek),
k>1, such that u2 e1, v2 ek and, if k>1, eh \ eh+1 6= ; for h=1; : : : ; k−1; furthermore,
we say that this path passes through a subset X of V (H) if eh \ eh+1 is a subset of
X for some h<k.
Then, it is easily seen that two vertices u and v are separated in H by a subset X
of V (H) if and only if
(1) u =2X and v =2X ,
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Fig. 1.
Table 1
fu; vg Partial edges separating u and v
f1; 4g f2; 3g
f1; 5g f3g, f2; 3g, f2; 3; 4g
f1; 6g f3g, f5g, f2; 3g, f3; 5g, f2; 3; 4g
f2; 5g f3g, f1; 3g, f3; 4g
f2; 6g f3g, f5g, f1; 3g, f3; 4g, f3; 5g
f3; 6g f5g
f4; 5g f3g, f1; 3g, f2; 3g, f1; 2; 3g
f4; 6g f3g, f5g, f1; 3g, f2; 3g, f3; 5g,f1; 2; 3g
(2) fu; vg is not a partial edge of H , and
(3) every path from u to v passes through X .
From Fact 1 it easily follows that, if u and v are separated by X , then they are also
separated by every superset of X having an empty intersection with fu; vg; otherwise,
they are not separated by any subset of X .
Special separators are given by borders dened as follows. Let H be a hypergraph
and C a connected induced subhypergraph of H . The boundary of C in H , denoted
by @HC (we omit H when there is no ambiguity), is the set of vertices that do not
belong to V (C) and are adjacent to some vertex of C; the closure of C in H , denoted
by [C]H (we omit H when there is no ambiguity), is the subhypergraph of H induced
by V (C)[ @HC. A border is a separator of H that is the boundary of an e-component
of H for some edge e of H .
A partial edge of H which is a separator is called a partial-edge separator of H .
A partial-edge separator X of H is a divider if there exist two vertices u and v of H
that are separated by X but by no proper subset of X .
We say that two vertices of H are tightly connected in H if they are separated in
H by no partial edge of H . Moreover, by a compact of H we mean a set of pairwise
tightly connected vertices of H .
Example 1. Consider the hypergraph H shown in Fig. 1. Table 1 reports for each pair
fu; vg of vertices that are not tightly connected, the partial edges separating u and v.
So, the dividers of H are f3g, f5g, f2; 3g. Moreover, the compacts of H coincide
with its partial edges.
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3. Dividers
In this section, we state the following three basic properties of dividers of an arbitrary
hypergraph.
(1) Every divider is a border.
(2) A partial-edge separator X is a divider if and only if there exist two vertices that
are tightly connected with each vertex in X .
(3) For every divider X there exist two vertices u and v that are separated by all and
the only partial edges that are supersets of X and contain neither u nor v.
The rst property will be used in Section 5 to work out a simple algorithm for nd-
ing all dividers of a given hypergraph. The second one is a proper characterization
of dividers. As to the third property, notice that given a vertex pair fu; vg that is
not tightly connected there may exist one or more minimal (with respect to set in-
clusion) partial edges that separate u and v (see Example 1); but, if X is a divider,
then two vertices u and v exist such that X is the unique minimal partial edge sep-
arating u and v. To achieve them, we need the following facts which can be easily
proven.
Fact 2. Let H be a hypergraph; X a proper subset of V (H) and C an X -component
of H . An edge of H containing a vertex of C is also an edge of [C].
Fact 3. Let H be a hypergraph and X a proper subset of V (H). The boundary of
every X -component of H is a subset of X .
Since a border is a boundary of an e-component of H for some edge e of H , Fact 3
implies that every border is a partial-edge separator.
The following lemma characterizes the vertices that are separated by a border.
Lemma 1. Let H be a hypergraph; X a separator of H; C an X -component of H
and u a vertex of C. The boundary of C separates vertices u and v if and only if v
belongs to V (H)− V ([C]).
Proof. (Only if ) Trivial.
(If ) Let v be a vertex in V (H)− V ([C]); observe that u and v cannot be adjacent
and neither u nor v belongs to @C. We show that u and v are separated by @C. Let
p=(e1; : : : ; ek) (with k>1) be any path from v to u, and let i denote the greatest
index of an edge in p that contains a vertex in V (H)− V ([C]). Since u2 ek and, by
Fact 2, ek V ([C]), one has that i<k. We show that ei \ ei+1 @C. Since ei contains
a vertex in V (H)−V ([C]), by Fact 2, one has ei \V (C)= ;, i.e., eiV (H)−V (C);
on the other hand, by hypothesis, ei+1V ([C]) and, hence,
ei \ ei+1 (V (H)− V (C))\V ([C])= @C:
F.M. Malvestuto, M. Moscarini / Theoretical Computer Science 237 (2000) 57{79 61
Therefore, p passes through @C. Since the path p from v to u has been chosen arbi-
trarily, we can conclude that @C separates u and v.
Corollary 1. Let H be a hypergraph and X a proper subset of V (H). If C is an
X -component of H; then C is also a @C-component of H .
Proof. If [C] =H , then X V ([C]) and hence, since X and V (C) are disjoint, @C =X .
If [C] does not coincide with H then, by Lemma 1, @C is a separator. Since, by
Fact 3, @C is a subset of X , by Fact 1 there exists a @C-component C0 of H such that
V (C)V (C0); we show that V (C)=V (C0). Suppose, by contradiction, that V (C0)−
V (C) be a nonempty set and let u be a vertex in V (C0)−V (C). Since u is a vertex of
C0 and C0 is a @C-component of H , u would not be in @C; therefore, u would belong
to V (H)− V ([C]). Let now v be any vertex of C; since V (C)V (C0), v is a vertex
of C0. By Lemma 1, @C would separate u and v; but this contradicts the fact that u
and v should be in the same @C-component (C0) of H .
The following result states that every partial-edge separator includes a border; from
which it will follow easily that every divider is a border (see property 1 above).
Lemma 2. Let H be a hypergraph and X a partial edge of H . If two vertices of H
are separated by X; then they are separated by a border included in X .
Proof. Let e be an edge of H such that X  e and let u and v be two vertices separated
by X . Then, u and v cannot be both in e; so, we can assume that u is not in e. Let C
be the e-component containing u; of course, v cannot be a vertex of C for, otherwise,
u and v would be in the same e-component and, hence, by Fact 1 hey would be in the
same X -component. Now, let us distinguish two cases:
Case 1. v is in e. First of all, we show that @C X . Suppose, by contradiction, that
there is a vertex w in @C − X ; then w would be adjacent to v (in fact, by Fact 3, w
would be in e) and to some vertex w0 of C and, hence, the vertices v, w and w0 would
be in the same X -component. Furthermore, since X  e, by Fact 1, w0 and u would be
in the same X -component and, hence, v and u would be in the same X -component,
which contradicts the hypothesis that X separates u and v. This proves that @C X
which entails that v is in V (H)− V ([C]) and hence, by Lemma 1, that @C separates
u and v.
Case 2. v is not in e. Let C0 be the e-component containing v. We show that, if @C
is not a subset of X , then @C0 is a subset of X . In fact, let w be a vertex in @C − X .
Suppose, by contradiction, that there exists a vertex w0 belonging to @C0 − X ; then
{ w and w0 are adjacent (in fact, by Fact 3, they belong to e) and, hence, they are in
the same X -component;
{ w is adjacent to some vertex of C and, hence, by Fact 1, w and u are in the same
X -component;
{ w0 is adjacent to some vertex of C0 and, hence, by Fact 1, w0 and v are in the same
X -component.
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Fig. 2.
Therefore, u and v would be in the same X -component, which is in contrast with the
hypothesis that u and v are separated by X . So, we can conclude that @C0X . Since
u is in V (H)− V ([C0]), by Lemma 1, @C0 separates u and v.
Finally, we can prove the rst property of dividers stated at the beginning of this
section.
Theorem 1. Each divider of a hypergraph is a border.
Proof. Let X be a divider and let u and v be two vertices that are separated by X
and by no subset of X . By Lemma 2 , there is a border X 0, X 0X , such that u and
v are separated by X 0. Since no proper subset of X separates u and v, one has that
X =X 0.
The converse statement does not hold (see the following example); however, as
proven in Section 3, the converse holds in any acyclic hypergraph.
Example 2. Consider the hypergraph shown in Fig. 2. It contains exactly three vertex
pairs that are not tightly connected, namely, f1; 5g, f2; 5g and f3; 5g. Moreover, there
are three borders, namely, f2; 4g, f3; 4g and f4g, but only f4g is a divider.
Now, we turn to the second and third properties claimed above. The following lemma
relates to each other.
Lemma 3. Let H be a hypergraph; fu;vg a vertex pair that is not tightly connected
in H and X a partial edge separating u and v. X is included in any other partial
edge separating u and v if and only if in H both u and v are tightly connected with
each vertex in X .
Proof. (If ) Let X be a partial edge separating u and v, and let C and C0 be the X -
components of H containing u and v, respectively. Assume that both u and v are tightly
connected with each vertex in X . Let now Y be any partial edge of H such that Y does
not include X , u =2Y and v =2Y , and let w be a vertex in X −Y . Since fu; wg is tightly
connected, there exists a path (e1; : : : ; eh) from u to w which does not pass through Y ;
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similarly, since fv; wg is tightly connected, there exists a path (e01; : : : ; e0k) from w to v
that does not pass through Y . Since w2 eh \ e01, the path (e1; : : : ; eh; e01; : : : ; e0k) from u
to v does not pass through Y and, hence, Y does not separate u and v. It follows that
every partial edge of H separating u and v is a superset of X .
(Only if ) Let fu; vg be a vertex pair for which there exists exactly one minimal
partial edge X separating u and v. Assume by contradiction that at least one of these
two vertices, say u, is not tightly connected with some vertex in X , say w. Let Y
be a partial edge of H separating u and w. Notice that, since w =2Y , Y is not a
superset of X . Now, any path from u to any vertex in X must pass through Y for,
otherwise, u and w would not be separated by Y . So, Y would separate u and v
(contradiction).
Some technical lemmas are now stated to prove Properties (1) and (2) of dividers.
Lemma 4. Let H be a hypergraph; X a proper subset of V (H) and C an X -component
of H . If two vertices of [C] are separated in H by a vertex set Y of H; then
Y \V (C) 6= ;.
Proof. Assume by contradiction that Y \V (C)= ;. Let (e01; : : : ; e0k) be a path in C and
(e1; : : : ; ek) a path in H such that e0i  ei, for all i. If k>1, then e0i \ e0i+1 ei \ ei+1
and e0i \ e0i+1V (C) for all i=1; : : : ; k−1; therefore, since Y \V (C)= ;, the sequence
(e1−Y; : : : ; ek−Y ) is a path in hY i. Consequently, every two vertices of C are connected
in hY i; furthermore, every vertex in @C−Y is adjacent to some vertex of C in hY i. So,
Y would separate no pairs of vertices of H that belong to V ([C])− Y (contradiction).
Lemma 5. Let H be a hypergraph; X a partial edge of H and C an X -component
of H . Two vertices of [C] are separated by Y in H and Y is a partial edge of H; if
and only if they are separated by Y in [C] and Y is a partial edge of [C].
Proof. (Only if ) By Lemma 4, Y \V (C) 6= ;; therefore, if e is an edge of H that
includes Y then, by Fact 2, eV ([C]) so that Y is a partial edge of [C]. Let (e01; : : : ; e0k)
be a path in C between two vertices u and v separated by Y in H , and let (e1; : : : ; ek)
be a path in H such that e0i  ei, for all i. Since Y separates u and v in H , there is an
integer i such that ei \ ei+1Y ; therefore, e0i \ e0i+1 ei \ ei+1Y and, hence, Y is a
partial-edge separator of [C] which separates u and v.
(If ) Let u and v be two vertices that in [C] are separated by a partial edge Y of
[C]. Since [C] is an induced subhypergraph of H; Y is a partial edge of H . Assume,
by contradiction, that u and v be not separated by Y in H ; then, there would exist in
H a path p=(e1; : : : ; ek) from u to v such that for every i (i=1; : : : ; k − 1) ei \ ei+1
contains a vertex that does not belong to Y . We will show that the existence of such
a path would imply the existence of a path p0 from u to v in [C] that does not pass
through Y . But, the existence of p0 contradicts the fact that u and v are separated by
Y in [C]. Now, if each edge in p is an edge of [C] then we simply take p0 equal
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to p. Otherwise, we construct p0 in the way specied below. First of all, observe
that:
{ u2V (C) or v2V (C) (otherwise, u and v would be tightly connected in [C]);
{ there is an edge e of [C] including @C (since, by Fact 3, @C is a subset of X which
is a partial edge of H , and [C] is an induced subhypergraph of H).
Let us assume, without loss of generality, that u2V (C) and distinguish two cases:
Case 1. v2V (C). By Fact 2, both e1 and ek are edges of [C]. Let j be the great-
est index such that for each i (i=1; : : : ; j) ei is an edge of [C] and let h be the
least index such that for each i (i= h; : : : ; k) ei is an edge of [C]. Take p0 equal to
(e1; : : : ; ej; e; eh; : : : ; ek). Since ej+1 \V (C)= ; (for, otherwise, by Fact 2, ej+1 would be
an edge of [C]) and ej V ([C]), one has ej \ ej+1 @C. On the other hand, @C e;
therefore, we have ej \ ej+1 ej \ e. Hence, since ej \ ej+1 contains a vertex that does
not belong to Y , ej \ e also contains a vertex that does not belong to Y . Analogously,
we prove that e\ eh contains a vertex that does not belong to Y . Hence, p0 does not
pass through Y .
Case 2. v =2V (C). In this case we have v2 @C e. Let j be as in case 1 and let
p0=(e1; : : : ; ej; e). The proof that p0 does not pass through Y is analogous.
Theorem 2. Let H be a hypergraph. A partial edge X of H is a divider of H if
and only if there exists a vertex pair fu; vg such that in H both u and v are tightly
connected with each vertex in X .
Proof. (Suciency) By Lemma 3, X is a minimal partial edge separating u and v; so,
X is a divider of H .
(Necessity) Assume that X is a divider of H and let u and v be two vertices such
that fu; vg is not tightly connected in H and they are separated by X and by no proper
subset of X . Let C and C0 be the X -components of H containing u and v, respectively.
By Fact 3, @C is a subset of X ; so, since by Lemma 1 @C separates u and v and no
proper subset of X does so, one has that X = @C. Analogously, one can prove that
X = @C0. Finally, we prove that there exists a vertex u0 of C and a vertex v0 of C0
each of which is tightly connected with each vertex in X . Let C1 =C and let u1 be
a vertex of C1. If there exists a vertex v1 belonging to @HC1 such that u1 and v1 are
separated in H by a partial edge Y1, then put H1 = [C1]H . We show that there exists
an induced subhypergraph H2 of H1 such that:
{ u1 =2V (H2),
{ V (C1)\V (H2) 6= ; and
{ @HC1V (H2).
Let C2 be the Y1-component of H containing v1. By Lemma 1, @H1C2 separates u1
and v1 in H1 and, hence, by Lemma 5 in H . Therefore, by Lemma 4, @H1C2 contains
a vertex u2 of C1. Let H2 = [C2]H1 ; we have that u1 =2V (H2), u2 2V (C1)\V (H2) 6= ;
and @HC1V (H2) (in fact, every vertex of @HC1 is a vertex H1 and is adjacent to
v1). By repeating the same argument, we can prove that, if there exists a vertex v2
in @HC1 such that fu2; v2g is not tightly connected in H , then there exists an induced
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subhypergraph H3 of H2 such that:
{ u2 =2V (H3),
{ V (C1)\V (H3) 6= ; and
{ @HC1V (H3).
Since this line of reasoning can be repeated at most jV (C1)j−1 times, there must exist
a vertex of C1 which is tightly connected with each vertex belonging to @HC1 and,
hence, to X .
Corollary 2. Let H be a hypergraph. A partial edge X of H is a divider of H if and
only if there exists a vertex pair fu; vg for which X is the unique minimal partial
edge separating u and v.
Proof. By Theorem 2 and Lemma 3.
4. Acyclic hypergraphs
In this section we focus on acyclic hypergraphs [2] and state specic properties of
maximal compacts and dividers for such hypergraphs. Let H be a simple hypergraph.
An articulation set [2] of H is a separator of H which is the intersection of two distinct
edges of H . A block [2] of H is a connected induced subhypergraph of H with no
articulation sets. So, since every articulation set of H is a partial-edge separator of H ,
the subhypergraph of H induced by every compact of H is a block. However, a block
need not be induced by a compact. For example, the hypergraph shown in Fig. 3 is a
block but contains three partial-edge separators, namely f2; 3g, f3; 4g and f2; 3; 4g.
A hypergraph is acyclic if each block consists of one edge [2]. Several conditions
equivalent to acyclicity exist [2, 9]. The following is of use for our purpose. Let G(H)
be the two-section of H ; that is, G(H) is the undirected graph having the same vertices
as H and an edge for each pair of vertices adjacent in H . H is acyclic if and only if
H is conformal (every clique in G(H) is a partial edge of H) and G(H) is chordal
(everycycle with at least four distinct vertices has a chord, that is, an edge connecting
two non-consecutive vertices of the cycle). Consequently, every induced subhypergraph
of an acyclic hypergraph is acyclic, too. We now state two basic properties of acyclic
hypergraphs related to the vertex separability by partial edges: one states that the
dividers of an acyclic hypergraph coincide with its borders; the other states that the
compacts of an acyclic hypergraph coincide with its partial edges.
Lemma 6. In an acyclic hypergraph every border is an articulation set.
Proof. Let e be an edge of an acyclic hypergraph H and C an e-component of H .
Let v1; : : : ; vk be any ordering of vertices in @C. We show by induction on i, 16i6k,
that there exists an edge e0 of [C] (and, hence, of H distinct from e) that includes
fv1; : : : ; vi; : : : ; vkg.
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Fig. 3. A hypergraph with no articulation sets
Basis (i=1). Trivially by the denition of boundary and by Fact 2, there is an edge
of [C] containing v1.
Induction Step. Let e00 be an edge of [C] that includes fv1; : : : ; vi−1g and let u be
a vertex in e00 − e. Let us distinguish two cases depending on whether u is or is not
adjacent to vi in G(H).
Case 1. If u is adjacent to vi in G(H), then fv1; : : : ; vi; ug is a clique of G(H) and,
hence, since H is conformal, there is an edge of H that includes fv1; : : : ; vi; ug. By
Fact 2, such an edge is also an edge of [C].
Case 2. If u is not adjacent to vi in G(H), then consider an induced (chordless)
path from u to vi in G(H), say (u= u1; u2; : : : ; uh= vi), such that h>2 and for each
j<h, uj belongs to V (C). Let j be any value between 1 and i − 1. Consider the
cycle (u1; u2; : : : ; uh−1; vi; vj; u1) in G. It is easily seen that, since G(H) is chordal,
vj must be adjacent to uh−1; therefore, in G(H) the vertex uh−1 is adjacent to each
vertex in fv1; : : : ; vig. Since H is conformal, there exists an edge e0 of H that includes
fv1; : : : ; vi; uh−1g. By Fact 2, e0 is an edge of [C].
Theorem 3. In an acyclic hypergraph every divider is a border and vice versa.
Proof. By Theorem 1, it is sucient to prove that in an acyclic hypergraph every
border is a divider. Let e be an edge of H and C an e-component of H such that
@C is a border; by Lemma 6, there exists an edge e0 of [C] such that @C = e\ e0.
Let u be in e − e0 and v in e0 − e. By Lemma 1, @C separates u and v; moreover,
since both u and v are tightly connected with each vertex in @C, by Lemma 3 @C is a
divider.
Theorem 4. The maximal compacts of an acyclic hypergraph coincide with its edges.
Proof. If H consists of one edge, then the statement is trivially true. Otherwise, let
fu; vg be a tightly connected pair of vertices of an acyclic hypergraph H and let X be
an articulation set. Since the vertex pair fu; vg is tightly connected, u and v are in the
same X -component H 0 of H . Furthermore, since X is the intersection of two edges of
H , there is at least one edge e of H such that X  e and e\V (H 0)= ;. Therefore,
jH 0j<jH j. Since H 0 is an induced subhypergraph of H , H 0 is acyclic. By repeating
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the above argument starting from H 0 we can prove in at most jH j− 1 steps that u and
v are adjacent.
5. The compaction of a hypergraph
Maximal compacts of a hypergraph H form a hypergraph on V (H), which we call
the compaction of H and denote by H^ .
Example 3. Consider the hypergraph shown in Fig. 4(a); Fig. 4(b) shows its com-
paction.
In this section, we state some nice properties of the compaction of any hypergraph.
In particular, we show that H^ is the unique acyclic hypergraph on V (H) that has the
same structural characteristics as H related to vertex separability by partial edges, in
the sense that H and H^ have the same compacts and the same dividers.
Theorem 5. The compaction of every hypergraph is acyclic.
Proof. Let H be a hypergraph and H^ its compaction. Two vertices that are adjacent in
G(H^) are so in H^ and, hence, tightly connected in H . Therefore, a clique of G(H^) is a
compact of H and, hence, a partial edge of H^ . This proves that H^ is conformal. Let us
now suppose by contradiction that G(H^) is not chordal and let c=(v1; v2; : : : ; vk ; v1),
k>3, be a chordless cycle in G(H^). Consider two vertices vi and vj that are not
consecutive in c; without loss of generality, assume i<j. Let X be any partial edge of
H such that X \fvi; vjg= ;; since c is chordless, if X \fvi+1; vi+2; : : : ; vj−1g 6= ;, then
X \fv1; : : : ; vi−1; vj+1; : : : ; vkg= ;. Therefore, vi and vj are in the same X -component of
G(H^) and, hence, in the same X -component of H^ . Since X has been chosen arbitrarily,
we can conclude that the vertex pair fvi; vjg is tightly connected in H . Therefore,
fvi; vjg is a partial edge of H^ and, hence, is an edge of G(H^), which contradicts the
assumption that c is chordless.
A consequence of Theorem 5 is that the property stated in Theorem 4 is a proper
characterization of acyclic hypergraphs.
Corollary 3. A hypergraph is acyclic if and only if it coincides with its compaction.
Proof. By Theorems 4 and 5.
The following is a characterization of the compaction of a hypergraph, which states
that, given a hypergraph H , among all the acyclic hypergraphs with vertex set V (H),
the compaction of H is the unique hypergraph having the same compacts as H .
Theorem 6. The compaction of a hypergraph H is the unique acyclic hypergraph
having the same compacts as H .
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Proof. By Theorems 4 and 5, a subset of V (H) is a compact of H^ if and only if it
is a partial edge of H^ , that is, if and only if it is a compact of H . On the other hand,
let K be an acyclic hypergraph with V (K)=V (H) having the same compacts as H . It
follows that each maximal compact of H is a maximal compact of K ; therefore, each
partial edge of H^ is a partial edge of K^ . Analogously, one can prove that each partial
edge of K^ is a partial edge of H^ . So, since H^ and K^ are simple, H^ = K^ (e.g., see
[3]). Finally, since K is acyclic, by Corollary 3, K = K^ and, hence, H^ =K .
Theorem 6 stated that H and H^ share compacts. We now prove that H and H^ also
have the same dividers. To achieve this, we need the following technical lemma.
Lemma 7. Let H be a hypergraph; H^ the compaction of H and X a partial edge
of H . Two vertices are separated in H by X if and only if they are separated by X
in H^ .
Proof. (If) Let u and v be two vertices separated by X in H^ . Let us suppose, by
contradiction, that u and v are not separated by X in H , that is, u and v are in the
same X -component C of H . Thus, there is a path p in C from u and v; since each
edge in p is a partial edge of H , it is also a partial edge of H^ ; then, u and v are in the
same X -component of H^ and, hence, they are not separated by X in H^ (contradiction).
(Only if) Let u and v be two vertices of H that are separated by a partial edge X
of H . Since the vertex pair fu; vg is not tightly connected in H , u and v cannot be
adjacent in H^ . Let us suppose, by contradiction, that there exists a path (e01; e
0
2; : : : ; e
0
k)
(with k>1) from u to v in H^ that does not pass through X , that is, such that for every
i=1; : : : ; k − 1, e0i \ e0i+1 contains a vertex wi which does not belong to X . Let w0 = u
and wk = v, and, for every i=1; : : : ; k, let pi be a path in H from wi−1 to wi. We have
that p=(p1; p2; : : : ; pk) is a path from w0 to wk in H . Since for every i=1; : : : ; k,
the vertices wi−1 and wi are contained in an edge of H^ , the vertex pair fwi−1; wig
is tightly connected in H ; therefore, for every i=1; : : : ; k, the intersection of every
two consecutive edges in pi is not included in X . So, p is a path from u to v in H
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such that the intersection of every two consecutive edges in p is not included in X ;
therefore, u and v are not separated by X in H (contradiction).
Theorem 7. Every divider of a hypergraph is a divider of its compaction and vice
versa.
Proof. First, we prove that, if X is a divider of H , then X is a divider of H^ . Let u
and v be two vertices that are separated in H by X and by no proper subset of X . By
Lemma 7, X separates u and v in H^ . Furthermore, if a proper subset of X separated u
and v in H^ then, by Lemma 7, it would separate u and v in H and, hence, X would
not be a minimal partial edge separating u and v in H . So, X is a divider of H^ .
Now we prove that each divider of H^ is a divider of H . Let X be a divider of H^ ;
by Theorem 2, there exists a vertex pair fu; vg such that fu; vg\X = ; and in H^ both
u and v are tightly connected with each vertex in X . By Lemma 3, each partial edge
of H^ separating u and v in H^ is a superset of X . By Theorem 6, the vertex pair fu; vg
is not tightly connected in H . Let Y be a minimal partial edge of H separating u and
v in H ; by Lemma 7, Y separates u and v in H^ and, hence, Y must be a superset
of X . On the other hand, since X Y , X is a partial edge of H and, by Lemma 7, X
separates u and v in H . Since Y is a minimal partial edge separating u and v in H ,
X cannot be a proper subset of Y ; so, X coincides with Y and, hence, is a divider of
H , too.
Before closing this section, we notice that H^ is not the unique acyclic hypergraph
whose dividers coincide with dividers of H . In fact, consider the two acyclic hyper-
graphs H = ff1; 2g; f1; 3g; f1; 4gg and K = ff1; 2; 3g; f1; 4gg; it is trivial to see that K
has the same dividers as H , but does not coincide with the compaction of H .
6. Computing maximal compacts and dividers
In this section we state polynomial procedures to nd maximal compacts and dividers
of a given hypergraph. The following polynomial algorithm determines the compaction
of a given hypergraph and, hence, its maximal compacts. Next, by exploiting the fact
that the compaction of a hypergraph H has the same dividers as H (see Theorem 7)
and is acyclic (see Theorem 5), and that the dividers of an acyclic hypergraph coincide
with its borders (see Theorem 3), one can easily determine the dividers of H .
Algorithm COMPACT.
input a connected hypergraph H ;
output the compaction H^ of H ;
begin
H := fHg;
H^ := ;;
70 F.M. Malvestuto, M. Moscarini / Theoretical Computer Science 237 (2000) 57{79
for every e2H do
begin
let He be the hypergraph in H containing e;
if e is a separator of He or contains a vertex of He having degree one
then
begin
H :=HnfHeg[ ffegg;
for every e-component C of He do
begin
H :=H[f[C]Heg;
if e is a subset of V ([C]He) then
H :=Hnffegg
end
end
end;
for every H 0 2H do H^ := H^ [fV (H 0)g
end
Let jH j=m and let e1; : : : ; em be the order in which the algorithm examines the
edges of H . In what follows, we denote by H0 the initial value of the variable H
(i.e.,H0 = fHg) and byHi, 16i6m, the value ofH after examining ei. Accordingly,
by Hei we denote the hypergraph in Hi−1 containing ei.
Fact 4. (a) For every i; 16i6m; either Hi=Hi−1 or Hi is obtained from Hi−1
by replacing Hei with two or more induced subhypergraphs of Hei whose vertex sets
cover V (Hei).
(b) Let u and v be two vertices of H . If no hypergraph in Hi−1; 16i6m; contains
both u and v; then no hypergraph in Hi contains both u and v.
(c) For every i; 16i6m; and for every pair of hypergraphs H 0 and H 00 in Hi ;
V (H 0) is not a subset of V (H 00).
Example 3 (Continued). Consider again the hypergraph H shown in Fig. 4(a). Let
e1 = f1; 2g, e2 = f1; 3g, e3 = f2; 3g, e4 = f2; 4; 5g and e5 = f3; 5; 6g. Initially, H= fHg.
Step 1. Edge e1 is examined. The hypergraph in H containing e1 is H . Since e1
is not a separator of H nor contains a vertex of H having degree one, H does not
change.
Step 2. Edge e2 is examined. The hypergraph in H containing e2 is H . Since e2
is not a separator of H nor contains a vertex of H having degree one, H does not
change.
Step 3. Edge e3 is examined. The hypergraph in H containing e3 is H . Edge e3 is
a separator of H and H has two e3-components C1 and C2 with V ([C1]H )= f1; 2; 3g
and V ([C2]H )= f2; 3; 4; 5; 6g. Moreover, since e3 is a subset of V ([C1]H ), H changes
to fH1 = [C1]Hg; H2 = [C2]Hg (see Fig. 5).
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Step 4. Edge e4 is examined. The hypergraph in H containing e4 is H2 and edge
e4 contains vertex 4 having degree one in H2. Moreover, H2 has one e4-component
C3 with V ([C3]H2 ) = f2; 3; 5; 6g. Therefore, since e4 is not a subset of V ([C3]H2 ), H
changes to fH1 = [C1]H ; H3 = [C3]H2 ; H4 = fe4gg (see Fig. 6).
Step 5. Edge e5 is examined. The hypergraph in H containing e5 is H3 and edge
e5 contains vertex 6 having degree one in H3. Moreover, H3 has one e5-component C4
with V ([C4]H3 ) = f2; 3; 5g. Therefore, since e5 is not a subset of V ([C4]H3 ),H changes
to fH1 = [C1]H ; H4 = fe4g; H5 = [C4]H3 ; H6 = fe5gg (see Fig. 7).
Step 6. Since all edges of H have been examined, the vertex sets f1; 2; 3g, f2; 4; 5g,
f2; 3; 5g and f3; 5; 6g of the four hypergraphs in H give the edges of the compaction
of H as shown in Fig. 4(b).
In order to prove the correctness of the algorithm COMPACT, we rst show that
the hypergraph He as used in the algorithm is uniquely determined.
Lemma 8. For every i; 16i6m; and for every j; 06j6i − 1; there exists exactly
one hypergraph in Hj having ei in its edge set.
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Proof. The statement is proved by induction on j.
Basis. For j=0, the statement is trivially true.
Induction step. Let 16j<i. If Hj =Hj−1 then, by the inductive hypothesis, the
statement is trivially true. If Hj 6=Hj−1, the algorithm replaces the hypergraph H 0 in
Hj−1 containing ej with a family of hypergraphs such as fejg or [C]H 0 where C is
an ej-component of H 0. By Fact 2, every edge of H 0 distinct from ej is contained in
exactly one hypergraph in this family. Therefore, if ei is in one hypergraph from Hj−1
then it is in one hypergraph from Hj.
A further technical lemma is needed to prove the correctness of the algorithm
COMPACT.
Lemma 9. Let fu; vg be a vertex pair that is not tightly connected in H and let
i; 16i6m; be the smallest index such that ei includes a partial edge of H separating
u and v. If 16j6i − 1; then there is a unique hypergraph H 0 in Hj such that
fu; vgV (H 0). Furthermore; H 0 satises the following conditions:
(i) ei 2H 0;
(ii) if X is a subset of ei separating u and v in H; then X separates u and v in H 0;
(iii) if eh belongs to H 0 and 16h6i−1; then eh contains no partial edges separating
u and v in H 0.
Proof. The statement is proven by induction on j.
Basis. For j=0, the statement is trivially true.
Induction step. Let us assume that the statement is true for j−1; we show that it is
true for j. Let 16j6i−1 and let K be the unique hypergraph in Hj−1 such that both
u and v are in V (K). If K is in Hj then, by Fact 4(a), K is also the unique hypergraph
in Hj such that both u and v are in V (K); furthermore, by the inductive hypothesis, K
satises conditions (i){(iii). If K is not in Hj then, by Fact 4(a), K =Hej . As fu; vg
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is not tightly connected in H , u and v cannot be both in ej. Assume that u is not in ej
and let C be the ej-component of Hej containing u. One has that v must be a vertex
of [C]Hej for, otherwise, by Lemma 1 @Hej C would separate u and v in Hej ; but, since
j<i, by the inductive hypothesis ej cannot include any partial edge separating u and v
in Hej . Therefore, both u and v are in the same hypergraph [C]Hej of Hj. Since u can
be in only one ej-component of Hej , [C]Hej is the unique hypergraph in Hj containing
both u and v. Let H 0= [C]Hej ; we prove that H
0 satises conditions (i){(iii).
H 0 satises (i). First of all, we show that there is path from u to v in H 0 such
that the intersection of every pair of consecutive edges in p contains a vertex of C. If
every path from u to v in H 0 passed through @Hej C, then u and v would be separated
by @Hej C in H
0 and, by Lemma 5, in Hej , which contradicts the inductive hypothesis.
Therefore, there exists a path p from u to v in H 0 that does not pass through @Hej C,
that is, such that the intersection of every pair of consecutive edges in p contains a
vertex that is not in @Hej C and, hence, is a vertex of C. We now show that ei includes
the intersection of two consecutive edges in p; as a consequence, by the fact proven
above, ei contains a vertex of C and, by Fact 2, ei is an edge of H 0. In fact, since
u and v are separated in H by a partial edge of H included in ei and (by Fact 4(a))
H 0 is an induced subhypergraph of H , for every path from u to v in H 0 there are two
consecutive edges whose intersection is included in ei. Then, in partiular, ei includes
the intersection of two consecutive edges of p.
H 0 satises (ii). Since by the inductive hypothesis every partial edge included in ei
that separates u and v in H also separates u and v in Hej , by Lemma 5, every partial
edge included in ei that separates u and v in H also separates u and v in H 0.
H 0 satises (iii). By Lemma 5, if a subset Y of eh (16h6i − 1) were a partial
edge of H 0 separating u and v, then Y would be a partial edge of Hej separating u and
v (which contradicts the inductive hypothesis).
Theorem 8. The algorithm COMPACT correctly determines the compaction of a
hypergraph.
Proof. Let H be the input of the algorithm COMPACT and K its output. We prove
that K is exactly the compaction of H . First of all, notice that by Fact 4(a), every
vertex of H belongs to some edge of K . Now, we prove that a vertex set is a compact
of H if and only if it is a partial edge of K . Consequently, by Fact 4(c) edges of K
will turn out to coincide with maximal compacts of H , which proves that K is the
compaction of H .
{ If X is not a compact of H; then X is not a partial edge of K . If X is not a
compact of H then X contains two vertices u and v that are separated by some
partial edges of H . We shall show that no hypergraph in Hm contains both u and v
and, hence, X cannot be a partial edge of K . Let i, 16i6m, be the smallest index
such that ei includes a partial edge of H separating u and v. By Lemma 9, there is a
unique hypergraph in Hi−1 which contains both u and v; furthermore, by Lemma 8
and property (i) of Lemma 9, this hypergraph is exactly Hei and, by property (ii)
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of Lemma 9, u and v belong to two distinct ei-components of Hei . Therefore, no
hypergraph in Hi contains both u and v. Finally, by Fact 4(b), no hypergraph in
Hm contains both u and v, which proves that X is not a partial edge of K .
{ If X is a compact of H; then X is a partial edge of K . The following denition
will be used in the proof.
A vertex set X is a compact of Hi if there exists a hypergraph in Hi whose vertex
set includes X and, in addition, X is a compact of every hypergraph in Hi whose
vertex set includes X .
Let us assume that X is a compact of H ; thus, X is a compact of H0. We now
show that X is a compact of Hm which proves that X is a partial edge of K . To
achieve this, it is sucient to prove that if X is a compact of Hi−1 then X is so in
Hi (16i6m). Thus, assume that X is a compact of Hi−1 and let H 0 be a hypergraph
in Hi−1 whose vertex set includes X . Now, if H 0 is in Hi, the statement is trivially
true; otherwise, by Fact 4(a), H 0=Hei . Two cases arise:
Case 1. X  ei. Since every hypergraph in Hi is an induced subhypergraph of a
hypergraph in Hi−1, in every hypergraph in Hi whose vertex set includes X , there is
an edge including X . This proves the statement.
Case 2. X is not a subset of ei. Let u be a vertex in X−ei and C the ei-component of
Hei containing u. Let v be any vertex in X ; v must belong to V ([C]Hei ) for, otherwise,
by Lemma 1 @Hei C would separate u and v in Hei ; hence, both u and v are vertices
of [C]Hei . As v was chosen arbitrarily, we have X V ([C]Hei ) and, hence, there is a
hypergraph in Hi containing both u and v. Moreover, since X is a compact of Hei , by
Lemma 5, every vertex pair included in X is a compact of [C]Hei and, hence, X is a
compact of [C]Hei .
From a complexity-theoretic point of view, the algorithm COMPACT requires an
O(jH j3 jV (H)j) time. This easily follows from the fact that each edge e of H is
examined exactly once and that decomposing a subhypergraph He of H into the family
f[C]jC is an e-component of Heg requires a time quadratic in the size of H , that is,
O(jH j2 jV (H)j).
Theorem 9. The problem of determining dividers of hypergraph H can be solved in
O(jH j3 jV (H)j) time.
Proof. By Theorem 7, the dividers of H are the same as the dividers of H^ . Moreover,
since H^ is acyclic, by Theorem 3 the dividers of H^ are exactly the borders of H^ .
Thus, by examining each edge of H^ one can determine borders of H^ and, hence,
dividers of H . Finally, since the cardinality of H^ is O(jH j) [13], the time needed is
O(jH j3 jV (H)j).
7. Related work
Firstly, we compare the notion of separability by partial edges with the notions of
separability by cut-points (or cut-vertices or articulation points or separation vertices)
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[6, 7] and by clique separators [10, 14] in a connected graph G. A cut-vertex is a
separator of size one, and a clique separator is a separator that is also a clique.
It is easily seen that:
{ two vertices of G are separated by a partial edge of G if and only if they are
separated by a vertex or by an edge of G;
{ if two vertices of G are separated by a partial edge, then they are separated by a
clique of G.
Therefore, each maximal set of vertices that are not separable in G by cut-points is a
subset of one maximal compact of G, and each maximal compact of G is a subset of
one maximal prime set of G [10].
Example 4. Consider the connected graph shown in Fig. 8(a); Figs. 8(b){(d) show
the acyclic hypergraphs made up of the maximal sets of vertices that are not separable
by cut-points, of the maximal compacts and by the maximal prime sets.
Now, we compare the notion of separability by partial edges of a connected hyper-
graph H with that of clique-separability in the two-section G(H) of H . Of course, if
H contains a vertex pair fu; vg that is not tightly connected, then G(H) contains a
clique separator that separates u and v. The converse does not hold in general. In fact,
consider the hypergraph H shown in Fig. 8(a) which coincides with its two-section
G(H); the vertices 3 and 5 are tightly connected in H but are separated by the clique
f4; 9; 10g of G(H). However, if a hypergraph is conformal, then each clique separator
of its two-section is a partial edge; consequently, the concepts of separability by partial
edges in a conformal hypergraph and of separability by cliques in its two-section are
equivalent.
8. An application
In this section we show that the notion of compaction of a hypergraph is useful for
optimally decomposing a computational problem involving probability distributions,
which has applications to Markov elds, Gibbs states and contingency tables [5].
Let V be a nite set of discrete variables; a V -tuple is an assignment of values,
one for each variable in V . A probability distribution of V , p(V ), is a normalized
nonnegative function dened in the set of V -tuples. The entropy of p(V ) is taken to
be the nonnegative functional
−Pp(v) logp(v);
where the summation is extended over all V -tuples v with p(v)>0. For a nonempty
subset X of V , p(X ) denotes the marginal of p(V ) on X , that is, the probability
distribution of X such that for each X -tuple x one has
p(x)=
P
p(v)
where the summation is extended over all the V -tuples v that agree with x on X .
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Let H be a simple hypergraph on V ; a set P of probability distributions of edges
of H is a system of marginals over H if a probability distribution p(V ) exists such
that each probability distribution in P is a marginal of p(V ). If this is the case, then a
probability distribution such as p(V ) is called an extension of P. Given a system P of
marginals over H , the maximum-entropy extension of P is the probability distribution
of V which among all extensions of P maximizes entropy. It is well-known that the
maximum-entropy extension of a system of marginals can be explicitly computed using
a classical algorithm, called the Iterative Proportional Fitting Procedure (IPFP) [4],
which computes better and better approximations to the maximum-entropy extension
and where a single iteration requires computing as many probability distributions of V
as edges of H exist.
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Example 7. Let us consider the hypergraph H = fab; ac; cdg with V (H)= fa; b; c; dg
and any system of marginals over H , say P= fp1(ab); p2(ac); p3(cd)g, where a, b,
c and d are binary variables. The maximum-entropy extension p(abcd) of P is the
limit distribution of the IPFP, which takes as zero-order approximation p(0)(abcd) the
uniform distribution (that is, the probability of each V -tuple is 1=16) and proceeds to
generate higher-order approximations to p(abcd) by tting each marginal in turn; more
precisely, the kth iteration (k =0; 1; 2; : : :) of the IPFP consists of the following three
steps
p(3k+1)(abcd) :=p(3k)(abcd)p1(ab)=p(3k)(ab);
p(3k+2)(abcd) :=p(3k+1)(abcd)p2(ac)=p(3k+1)(ac);
p(3k+3)(abcd) :=p(3k+2)(abcd)p3(cd)=p(3k+2)(cd):
However, the resort to the IPFP is unnecessary when the hypergraph H is acyclic
since in this case the maximum-entropy extension admits a closed-form expression
[4, 8, 11]. In our terminology, if D is the set of dividers of H , then
p(V )=
Q
e2H p(e)Q
d2D p(d)d
;
where d is the dierence between the numbers of connected components of H − d
and of H . Thus, in order to get the maximum-entropy extension of P it is sucient to
compute the probability distribution of each divider d of H and the corresponding d.
Example 7 (Continued). The maximum-entropy extension p(abcd) has the following
closed-form expression, which avoids the resort to IPFP:
p(abcd)=
p1(ab)p2(ac)p3(cd)
p1(a)p2(c) :
When H is cyclic, a technique for reducing the time needed to compute maximum-
entropy extension consists in decomposing the problem as follows [11]:
(1) decompose H into induced subhypergraphs H1; H2; : : : ; Hn of H whose vertex sets
recover V ;
(2) for each Hi, determine the \projection" Pi of P onto Hi;
(3) compute the maximum-entropy extension of Pi;
(4) compute the maximum-entropy extension of the system of marginals given by the
maximum-entropy extensions of the Pi’s.
Thus, given H = fe1; e2; : : : ; emg and a system of marginals P= fp1(e1); p2(e2); : : : ;
pm(em)g, if Hi= fe01; e02; : : : ; e0kg and Vi=V (Hi) then we rst compute the maximum-
entropy extension qi(Vi) of the system of marginals Pi= fph1 (e01); ph2 (e02); : : : ; phk (e0k)g,
where hj (16hj6m) is such that e0j  ehj . Next, we compute the maximum-entropy
extension q(V ) of the system of marginals Q= fq1(V1); q2(V2); : : : ; qn(Vn)g. Naturally,
this procedure is correct if and only if q(V ) coincides with the maximum-entropy
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extension p(V ) of P. A necessary (but not sucient) condition for this is that the
marginal of p(V ) on Vi is qi(Vi), for each i. This condition is satised if and only if,
for each i, H is collapsible onto Vi [1], that is, if the boundaries of the Vi-components
of H are all partial edges of H . Thus, if K = fV1; V2; : : : ; Vng fullls the condition
of collapsibility, then p(V ) is denitely an extension of Q. If this is the case, then
in order that p(V ) coincide with the maximum-entropy extension of Q, it is neces-
sary and sucient that H is ner than K , i.e., each edge of H is a partial edge of
K [12].
To sum up, in order to decompose H we may use any hypergraph K on V such
that
(i) if e is an edge of K then H is collapsible onto e, and
(ii) H is ner than K .
In what follows, we call a hypergraph K that meets requirements (i) and (ii) a
decomposition scheme for H . Notice that H is itself a decomposition scheme for H ;
thus, to obtain a real computational gain we require that K be acyclic. Notice that
the hypergraph fVg is an acyclic decomposition scheme for H . Finally, an acyclic
decomposition scheme for H is optimal if it is ner than any acyclic decomposition
scheme for H . Theorem 10 below shows that the optimal decomposition scheme exists
and is unique, and concides with the compaction of H .
Lemma 10. Let H and K be two hypergraphs where H is ner than K . If for each
edge e of K; H is collapsible onto e; then every compact of H is a compact of K .
Proof. We show that if u and v are two nodes that are not tightly connected in K ,
then they are not tightly connected in H . Let e be an edge of K containing u and
let C0 be the e-component of K containing v. By Lemma 1, the nodes u and v are
separated by (@C0)K in K . Furthermore, since H is ner than K , one has easily that
{ u and v are separated by (@C0)K in H ,
{ if C is the e-component of H containing v, then V (C) is a subset of V (C0),
{ (@C)H is a subset of (@C0)K .
It follows that u does not belong to (@C)H . By Lemma 1, u and v are separated in
H by (@C)H . Finally, by the hypothesis of collapsibility, (@C)H is a partial edge of H
and we can conclude that u and v are not tightly connected in H , which proves the
statement.
Theorem 10. The compaction of a hypergraph H is the optimal decomposition scheme
for H .
Proof. Firstly we show that H^ is an acyclic decomposition scheme for H . We know
that H is ner than H^ and, by Theorem 5, H^ is acyclic. Furthermore, by Theorem 3,
if e is an edge of H^ then the boundaries of the e-components of H^ are dividers of
H^ and, by Theorem 7, are also dividers and, hence, partial edges of H . So, H^ is an
acyclic decomposition scheme for H .
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Let now K be any acyclic decomposition scheme for H . By Lemma 10, every
compact of H is a compact of K and, hence, H^ is ner than K^ . On the other hand,
K is acyclic so that, by Corollary 3, K^ =K , which implies H^ is ner than K .
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