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Preface
Our primary goal in this monograph is to develop new results on global existence and con-
vergence of Yang-Mills gradient flow over closed, smooth Riemannian manifolds of arbitrary
dimension. Our secondary goal is to develop general methods for analyzing global existence and
convergence questions for gradient-like flows on Banach spaces, so they can apply equally well
to the many different gradient (or gradient-like) flows arising in geometric analysis, mathemati-
cal physics, and applied mathematics — including Chern-Simons flow, harmonic map flow, knot
energy flow, mean curvature flow, Ricci flow, and Yamabe scalar curvature flow in geometric
analysis and many other examples in mathematical physics and applied mathematics.
Given T > 0, a Banach space X , a smooth function E : X → R, and a point u0 ∈ X , a
smooth map, u : [0, T ) → X , is called a gradient flow for E if it is a solution to the Cauchy
problem for the gradient system,
u˙(t) = −E ′(u(t)), for all t ∈ [0, T ), u(0) = u0,
as an identity in X ∗ (the continuous dual space of X ), where we abbreviate u˙ = dt/dt. The
best known examples of gradient flows occurring in geometric analysis include pure and coupled
Yang-Mills flows, harmonic map flow, and Yamabe scalar curvature flow. The relatively recent
discovery that Ricci flow can be viewed (after some manipulation) as a gradient flow is due to
Perelman [286]. More generally, u : [0, T ) → X , is called a gradient-like flow for E if it is a
solution to the Cauchy problem for the gradient-like system,
u˙(t) = −E ′(u(t)) +R(t), for all t ∈ [0, T ), u(0) = u0,
where R : [0,∞)→ X ∗ is a smooth map such that R(t) converges to zero as t→∞.
Our monograph is partly inspired by Leon Simon’s landmark article [320] on asymptotic
analysis for a certain class of nonlinear evolution equations and thus is written with applications
to geometric analysis in mind. However, the methods discussed in this book are not limited
to geometric analysis. At the time of writing, over 250 articles cite Simon’s ideas [320] and
collectively they address a very broad spectrum of global existence and convergence problems
arising in all areas of geometric analysis, mathematical physics, and applied mathematics.
Simon’s approach relies on his celebrated generalization to infinite dimensions of the  Lojasiewicz
gradient inequality to a specific class of analytic energy functionals on C2,α Ho¨lder spaces of sec-
tions of a vector bundle over a closed, smooth Riemannian manifold. Over the intervening years,
this  Lojasiewicz-Simon gradient inequality has since been generalized by many authors — see
Feehan and Maridakis [137] and references cited therein. For example, if X is continuously
embedded in a Hilbert space H and E is analytic and x∞ ∈ X is a critical point such that the
Hessian operator, E ′′(x∞) : X → X ∗, is Fredholm with index zero, then there exist constants
c ∈ [1,∞), σ ∈ (0, 1], and θ ∈ [1/2, 1) such that gradient map obeys [137, Theorem 1]
‖E ′(x)‖X ∗ ≥ c|E (x)− E (x∞)|θ, for all x ∈ X such that ‖x− x∞‖X < σ.
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However, in applications of the concepts in [320], many authors proceed by adapting Simon’s
proofs or results on convergence to their particular setting without developing a more general
theory in an abstract setting with universal applicability. The monograph of Huang [190] is a
notable exception, but we found his abstract hypotheses on gradient-like flow difficult to verify
in practice and, in particular, were unable to verify them in the case of Yang-Mills gradient flow.
Fortunately, Johan R˚ade discovered in his beautiful analysis [293] of Yang-Mills gradient flow over
manifolds of dimension two or three that the following a priori interior length estimate (which we
abstract here from the specific setting of [293, Lemma 7.3] in Yang-Mills gauge theory) is the key
property required to apply the  Lojasiewicz-Simon gradient inequality to establish convergence,
convergence rates, global existence, and stability properties for gradient flows,∫ T
δ
‖u˙(t)‖X dt ≤ C
∫ T
0
‖u˙(t)‖H ,
where C = C(δ) ∈ [1,∞). While a priori estimates for solutions to quasilinear, second-order,
parabolic partial differential equations are certainly employed in [320], this length estimate itself
is not explicitly stated. Thus, one goal of our monograph is to reformulate the analysis by
Huang [190] for abstract gradient-like flows by replacing his hypotheses by a hypothesis that
R˚ade’s length estimate holds along with hypotheses on short-time behavior of solutions that are
typically known or easily checked in applications.
These alternative hypotheses are very convenient because it is relatively easy to prove that
R˚ade’s length estimate holds for a gradient flow if the induced evolution equation for v(t) = u˙(t),
u¨(t) = −E ′′(u(t))u˙(t), for all t ∈ [0, T ),
has the form of a linear evolution equation [316],
v˙(t) +Av(t) = f(t), for all t ∈ [0, T ),
where A is a (positive) sectorial operator on a Banach space V and hence the generator of an
analytic semigroup on V. Typically, the function f : [0, T ) → W, which depends on u, is a
Lipschitz map into a Banach space W. It is interesting to note that u(t) itself does not need to
obey a nonlinear evolution equation of the above form with f(t) replaced by F(t, u(t)) and, in
the case of Yang-Mills gradient flow, one sees a nice example of this phenomenon. Indeed, it is
well-known that certain flows — such as mean curvature flow, Ricci flow, or Yang-Mills gradient
flow — only become solutions to quasilinear, second-order, parabolic partial differential equations
after applying a version of the DeTurck trick [107] with a suitably-chosen time-varying family
of diffeomorphisms or gauge transformations. However, it is not always desirable to apply the
DeTurck trick and R˚ade does not require it for his analysis in [293]. In the case of Ricci flow,
short-time existence of solutions can be obtained either by application of the DeTurck trick [107]
or the Nash-Moser Implicit Function Theorem [167, 166, 263, 262, 270] and it is likely that
the same should hold for Yang-Mills gradient flow.
A gradient system for u : [0, T )→ X often has the form,
u˙(t) +Au(t) = F(t, u(t)), for all t ∈ [0, T ),
where F : [0,∞)×V2β →W is a Lipschitz map into a Banach spaceW and V2β , for β ∈ [0, 1), is a
fractional power of the domain V2 = D(A) of an unbounded linear operator A : D(A) ⊂ W →W.
For example, the equation for harmonic map gradient flow has this form and, after an application
of the DeTurck trick, so do the equations for Ricci flow and Yang-Mills gradient flow.
The development of a priori estimates, short-time existence, and regularity for mild solutions
to such nonlinear evolution equations has been established in considerable generality — see, for
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example, the wonderful exposition by Sell and You [316] — and this can frequently eliminate the
need for such analysis to be repeated in specific applications. In our monograph, we lean heav-
ily on the development in [316] and extend their analysis in directions suitable for application
to gradient systems with properties frequently encountered in differential geometry. The gen-
eral approach to nonlinear evolution equations in [316] and elsewhere using analytic semigroups
effectively reduces the analysis to one of showing that the relevant elliptic differential or pseudo-
differential operators are sectorial on a desired Banach space, generalizing the important resolvent
estimates due to Agmon [7]. This analysis requires a careful treatment of existence, uniqueness,
regularity, and a priori estimates for solutions to elliptic systems, whether for sections of vector
bundles over closed, smooth manifolds or domains in Euclidean space. In the case of scalar elliptic
or parabolic partial differential equations, Gilbarg and Trudinger [149], Krylov [220, 221], and
Lieberman [231] provide excellent, self-contained references. By contrast, well-known references
such as Agmon [7], Ladyzˇenskaja, Solonnikov, and Ural′ceva [224] or Morrey [261] notwithstand-
ing, a sufficiently general analysis for elliptic or parabolic systems required in applications is very
difficult to find in the literature and results, when they can be found, are widely scattered among
many references. Therefore, we give a largely self-contained development of the results we need
for elliptic systems, including the key resolvent (Agmon) estimates required to show that elliptic
systems on Sobolev spaces define sectorial operators in a wide variety of settings. While we re-
strict our attention to partial differential operators rather than pseudo-differential operators more
generally, recent applications (see Blatt [42] and references cited therein) to gradient flows for
knot energy functionals may point to a growth in the role of elliptic pseudo-differential operators
in geometric analysis.
The  Lojasiewicz-Simon gradient inequality can be used to analyze convergence, convergence
rates, global existence, and stability of gradient flows started near a critical point of an analytic
potential function E and thus provides most information when that critical point is a local
minimum. When a geometric gradient flow is started at a point that is not close to a critical
point, then such flows often acquire singularities, at finite or infinite time. In the case of Yang-
Mills gradient flow over four-dimensional manifolds, we give a self-contained, careful treatment of
the energy bubbling phenomenon and the formation of singularities at finitely distinct points in
the base four-dimensional manifold. As observed by Struwe [330, 332], the bubbling phenomenon
for harmonic map gradient flow is similar in many (though not all) respects.
As we noted at the beginning of our preface, our primary goal in this monograph is to develop
new results on global existence and convergence of solutions to the gradient flow equation for the
Yang-Mills energy functional on a principal G-bundle, P , over a closed, Riemannian, smooth
manifold, X, where G is a compact Lie group. Much of our analysis allows X to have arbitrary
dimension, but ultimately we focus on the case where X has dimension four. The study of
this gradient flow had been initiated by Atiyah and Bott [18] in the case where X is a closed
Riemann surface. The first major results in (real) dimension four are due to Donaldson [111],
who proved global existence for Yang-Mills gradient flow on a Hermitian vector bundle, E, over
a compact, Ka¨hler surface, X, when the initial connection, A0, on E is unitary with curvature
of type (1, 1) and in addition subsequential convergence, modulo gauge transformations, to a
Hermitian Yang-Mills connection on E if the holomorphic bundle, (E, ∂¯A0), is also stable.
The challenge ever since Donaldson’s celebrated article [111] has been to understand to what
extent his global existence and convergence results continue to hold when X is allowed to be any
closed, four-dimensional, Riemannian, smooth manifold and there are no assumptions of stability
for P . In this monograph, we prove the following:
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(1) When the initial connection, A0, on P is close enough to a local minimum of the Yang-
Mills energy functional, the Yang-Mills gradient flow exists for all time and converges to
a Yang-Mills connection on P as time tends to infinity.
(2) If the initial connection, A0, is allowed to have arbitrary energy but we restrict to
the setting of a Hermitian vector bundle over a compact, complex, Hermitian (but not
necessarily Ka¨hler) surface and A0 has curvature of type (1, 1), then the Yang-Mills
gradient flow exists for all time, though bubble singularities may (and in certain cases
must) occur in the limit as time tends to infinity.
In order to better understand some the shared properties and the differences in as broad a
class of nonlinear evolutionary equations as possible, our development in this monograph pro-
ceeds from the very general to the specific: nonlinear evolutionary equations in Banach spaces,
abstract gradient and gradient-like systems in Banach spaces, Yang-Mills gradient flow over closed,
Riemannian manifolds of arbitrary dimension d ≥ 2, Yang-Mills gradient flow over closed, four-
dimensional Riemannian manifolds, and finally Yang-Mills gradient flow over complex surfaces.
We hope that our monograph will be of interest to researchers in all areas of geometric analysis,
mathematical physics, and applied mathematics who are concerned with questions of global ex-
istence and convergence of solutions to nonlinear evolutionary equations that can be analyzed as
gradient or gradient-like flows.
Acknowledgments
We became interested in the questions of global existence and convergence of Yang-Mills
gradient flow while participating in the workshop Geometry and topology of smooth 4-manifolds,
at the Max Planck Institute for Mathematics, Bonn, June 3–7, 2013. Our approach in this
monograph to these questions was described in one half of our research proposal submitted in
October 2013 to the Analysis program of the Division of Mathematical Sciences at the National
Science Foundation.
We are very grateful to Professor Peter Teichner and the staff of the Max Planck Institute for
Mathematics, Bonn, for their generous hospitality during our visit in Summer 2013. Much our
research was conducted while a visiting scholar in the Department of Mathematics at Columbia
University, New York, and we warmly thank Professor Ioannis Karatzas and his staff for their
kind hospitality. We would like to thank Professor Ari Laptev and the staff of the Institut
Mittag-Leffler, Stockholm, for a very useful visit in January 2014. We are most grateful to
Professors Michael Struwe and Tristan Rivie`re and the Forschungsinstitut fu¨r Mathematik at
ETH Zu¨rich and Professor Nigel Hitchin at the Mathematical Institute, University of Oxford, for
much appreciated visits in May and June 2014, respectively, and early opportunities to present
the main results of our monograph in their seminars. Part of our research was completed while
visiting the Isaac Newton Institute for Mathematical Sciences, Cambridge, during June and July
2014, for their program, Free Boundary Problems and Related Topics; we are extremely grateful
to Professor Henrik Shahgholian for his invitation and the staff of the Newton Institute for
their support. We warmly thank Professor Herbert Koch and staff of the Hausdorff Research
Institute for Mathematics, Bonn, for an opportunity to participate in July and August 2014
in their trimester program, Harmonic Analysis and Partial Differential Equations, and present
our research. We thank Professor Jørgen Andersen and the Center for Quantum Geometry of
Moduli Spaces at A˚rhus University, Denmark, for their generous hospitality during our visit in
August 2014. Lastly, we thank Professors Helmut Hofer and Thomas Spencer at the Institute for
Advanced Study, Princeton for facilitating our visit to Institute for Advanced Study during the
academic year 2015-16 and Professor Simon Thomas for facilitating our competitive fellowship
leave from Rutgers University.
Since we commenced work on this monograph, many mathematicians kindly responded to our
questions about their articles or related research. In that regard, we are most grateful to Simon
Brendle, Piermarco Cannarsa, Huai-Dong Cao, David Groisser, Robert Haslhofer, Adam Jacob,
Sergiu Klainerman, John Lott, Andre Neves, Johan R˚ade, Lorenzo Sadun, Andreas Schlatter,
Peter Takac, Peter Topping, and Michael Weinstein. We are especially grateful to our colleagues
at Rutgers, Natasa Sesum and Shadi Tahvildar-Zadeh, for explanations of their articles and
related research. We are indebted to Richard Wentworth for his invaluable help in clarifying
several important points and his patient explanations.
We are very grateful to the mathematicians who provided us with additional opportunities
to present our results in their seminars commencing in Spring 2014, including Huai-Dong Cao at
xix
xx ACKNOWLEDGMENTS
Lehigh University, Adam Levine and Rafael Montezuma at Princeton University, Tian-Jun Li and
Camelia Pop at the University of Minnesota, Cle´ment Mouhot at the University of Cambridge,
Thomas Parker at Michigan State University, Brendan Owens at the University of Glasgow,
Christian Saemann at Heriot-Watt University and Antony Maciocia at the University of Edin-
burgh, Rafe Mazzeo at Stanford University, Benjamin Sharpe and Richard Thomas at Imperial
College London, Daniela De Silva at Columbia University, and Jeffrey Streets at the University
of California at Irvine.
Many of the participants in our seminar lectures provided invaluable assistance by way of
thoughtful questions and feedback; we would especially like to thank Sir Michael Atiyah, Sir Simon
Donaldson, Richard Hamilton, Nigel Hitchin, Dominic Joyce, Duong Phong, and Michael Struwe.
We are very grateful to Manousos Maridakis for a very helpful collaboration to understand the
abstract  Lojasiewicz-Simon gradient inequality and its applications to coupled Yang-Mills energy
functionals. We thank Peter Taka´cˇ for many helpful conversations regarding the  Lojasiewicz-
Simon gradient inequality, for explaining his proof of [141, Proposition 6.1] and how it can be
generalized, and for his kindness when hosting his visit to the Universita¨t Ro¨stock in July 2015.
Work on our monograph consumed an ever increasing proportion of our time since June
2013 and we gratefully acknowledge the patience and tolerance of our collaborators on unrelated
projects during this period, including Ruoting Gong, Camelia Pop, Jian V. Song and especially
Tom Leness.
We are most grateful for the longstanding encouragement of Ronald Fintushel, Peter Kron-
heimer, Tom Mrowka, Duong Phong, and Cliff Taubes for our research in gauge theory and to
Karen Uhlenbeck for her interest in our work and engaging conversations on Yang-Mills theory.
We were partially supported by National Science Foundation grant DMS-1510064 and the
Oswald Veblen Fund and Fund for Mathematics (Institute for Advanced Study, Princeton) during
the preparation of this monograph.
October 14, 2016
New Brunswick, New Jersey
CHAPTER 1
Introduction
1. Introduction to Yang-Mills gradient flow
Let G be a compact Lie group and P a principal G-bundle over a closed, connected, smooth
manifold, X, with Riemannian metric, g. The quotient B(P ) = A (P )/G (P ) of the affine space,
A (P ), of connections on P , modulo the action of the group G (P ) = AutP of gauge trans-
formations of P , has fundamental significance in algebraic geometry, low-dimensional topology,
classification of four-dimensional, smooth manifolds, and high-energy physics.
Given a connection A on P , we denote its curvature by FA ∈ Ω2(X; adP ) ≡ C∞(X,Λ2⊗adP )
and consider the associated Yang-Mills energy functional,
(1.1) Eg(A) :=
1
2
∫
X
|FA|2 d volg .
Atiyah and Bott [18] had proposed that the gradient flow of this energy functional with respect to
the natural L2 Riemannian metric on B(P ) would prove to be of vital importance in understand-
ing the topology of B(P ) via an infinite-dimensional Morse theory and explored this approach
in the case where X is a Riemann surface.
The following conjecture essentially goes back to Atiyah and Bott [18], Sedlacek [315], Taubes
[341, 343, 344], and Uhlenbeck [363, 364]; it appears explicitly in an article by Schlatter,
Struwe, and Tahvildar-Zadeh [308, p. 118] and elsewhere.
Conjecture 1.1 (Global existence and convergence of Yang-Mills gradient flow over closed
four-dimensional manifolds). Let G be a compact Lie group and P a principal G-bundle over a
closed, connected, four-dimensional, smooth manifold, X, with Riemannian metric, g. If A0 is
a smooth connection on P , then there is a smooth solution, A(t) for t ∈ [0,∞), to the gradient
flow,
∂A
∂t
= −d∗gA(t)FA(t),(1.2)
A(0) = A0,(1.3)
for the Yang-Mills energy functional with respect to the L2 Riemannian metric on the affine
space of connections on P . Moreover, as t → ∞, the flow, A(t), converges to a smooth Yang-
Mills connection, A∞, on P .
The importance of the question embodied in Conjecture 1.1 had begun to gain further recog-
nition in the early mathematical approaches to Yang-Mills gauge theory in [20, 50, 51, 364, 363]
(during the period 1978 to 1982) and more specifically in [18, 111, 341, 343, 344] (during the
period 1982 to 1989).
As we shall explain, four is the critical dimension for the base manifold, X, and the focus of
this monograph. When X has dimension two or three, much more is known. The initial energy
E (A0), Lie group G, topology of P and X, Riemannian metric g on X and possible local or global
symmetries in the flow all bear on the questions of long-time existence and convergence, so we
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must allow refinements to Conjecture 1.1. A connection, A, is a critical point of E if and only if
it obeys the Yang-Mills equation,
(1.4) d∗,gA FA = 0 on X,
since d∗,gA FA = E
′
g(A) when the gradient of E is defined by the L
2 metric.
The first major advance towards Conjecture 1.1 was due to Donaldson [111] in the case of a
Hermitian vector bundle, E, over a complex projective algebraic surface, X, later generalized in
[115] to the case of a Ka¨hler surface; see Theorem 11 for a statement of (a special case of) his
results on global existence and subsequential convergence modulo gauge transformations.
Donaldson’s results in [111] established the existence of anti-self-dual connections on stable,
holomorphic vector bundles over complex algebraic surfaces. Those results marked the first
significant extensions of earlier results due to Taubes [340, 342] on the existence of anti-self-
dual connections over closed Riemannian four-manifolds; taken together, they led to enormous
advances in our understanding of the smooth classification of four-manifolds [115, 147, 219].
Daskalopoulos and Wentworth [99, 101] proved certain extensions of Donaldson’s results for
Yang-Mills gradient flow on a Hermitian vector bundle, E, over a Ka¨hler surface, X, when the
stability condition assumed by Donaldson is relaxed. In particular, it follows from results of
Daskalopoulos and Wentworth in [99, 101] that one can construct examples of unstable holo-
morphic vector bundles, E, and initial connections, A0, such that the Yang-Mills gradient flow
necessarily develops bubble singularities at T = ∞; see Section 2.6 for a discussion of one such
example. On the other hand, even when the stability condition employed by Donaldson is re-
laxed, they show that the Yang-Mills gradient flow cannot develop bubble singularities in finite
time, T <∞. Hong and Tian [186] independently established related results on the asymptotic
behavior of Yang-Mills gradient flow, relying more on analytical methods.
When X instead has dimension two or three, R˚ade [293, Theorems 1, 1′, and 2] has shown
that Conjecture 1.1 is true. Daskalopoulos [98] proved a similar result when X has dimension
two, namely global existence and convergence modulo gauge transformations.
Struwe [331, Theorem 2.3] established existence and uniqueness of solutions to the Yang-Mills
gradient flow (1.2), up to a finite time T1 > 0 characterized by the first occurrence of bubble
singularities and conjectured the long-time existence and uniqueness of the gradient flow [331,
Theorem 2.4], modulo blow-ups and bundle topology changes at finitely many times, 0 < T1 <
· · · < TK ≤ ∞, a result later proved by his Ph.D. student, Schlatter [307, Theorems 1.2 and 1.3].
Similar results were proved independently by Kozono, Maeda, and Naito [215]; see also results
of Chen and Shen [79, 80, 81, 82].
Using methods of stochastic analysis, Pulemotov [289] has established long-time existence
for the Yang-Mills gradient flow over the unit ball, B ⊂ R4, when FA(t) has suitable boundary
conditions and the initial energy, E (A0), is sufficiently small.
Kozono, Maeda, and Naito [215, Corollary 5.7] established the global existence in Conjecture
1.1 when P is a product bundle, X × G, and the initial energy, E (A0), is sufficiently small.
Schlatter [306, Theorem 1.6] claimed to extend the preceding results for E (A0) small and P =
X × G to the case of a principal SU(2)-bundle P over S4, with c2(E) = 1 and ‖F+A0‖L2(S4)
small and S4 having its standard, round metric of radius one. Schlatter’s proof-by-contradiction
argument tries to adapt the proof of a related result for harmonic maps due to Struwe [332].
His argument hinges on there being a positive lower bound for the energy of a connection on a
principal SU(2)-bundle P˜ → S4 that he builds in his construction [306, Section 5]. However, a
close examination of his proof reveals that he does not use the hypothesis that A(t) is Yang-Mills
gradient flow and, after examining his construction of P˜ , one discovers that P˜ ∼= S4 × SU(2).
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Schlatter, Struwe, and Tahvildar-Zadeh [308, Theorem 3.1] have established long-time exis-
tence for the SO(4)-equivariant Yang-Mills gradient flow on the product SU(2)-bundle over the
unit ball, B ⊂ R4, for any finite initial energy, E (A0), and boundary condition on ∂B. In contrast,
Grotowski [159] has shown that for the product bundle, Rd × SO(d) with d ≥ 5, Yang-Mills gra-
dient flow develops singularities in finite time for a class of SO(d)-equivariant initial connections,
A0.
When d = 4, the Yang-Mills energy functional is invariant with respect to conformal changes
of the Riemannian metric on X. Using the fact that the Yang-Mills energy functional is not
conformally invariant when d ≥ 5, one can employ rescaling to obtain connections with arbitrarily
small energy on nontrivial principal bundles over the d-dimensional sphere, Sd, with its standard,
round metric of radius one. Naito [268, Theorem 1.3] exploited this property to show that if
G ⊂ SO(d), for d ≥ 5, and P is a nontrivial principal G-bundle over Sd (with its standard,
round metric of radius one), there is a positive constant, ε1, such that if ‖FA0‖L2(S4) < ε1, then
a solution to (1.2) and (1.3) blows up in finite time.
Related finite-time blow-up results for S1-equivariant harmonic map gradient flow, from B ⊂
R
2 to S2 ⊂ R3, were established by Chang, Ding, and Ye [76].
Waldron [372, 373] has recently established several significant results concerning Conjecture
1.1 by methods that are entirely different from those employed in our monograph.
Chen and Zhang [84] and Kelleher and Streets have an ongoing programs to study the im-
portant problem of singularity formulation in Yang-Mills gradient flow over base manifolds of
dimension four and higher [206, 207].
2. Main results
In this section, we highlight some of our main results in this monograph for abstract gradient
flow on Banach spaces and Yang-Mills gradient flow in particular.
2.1. Convergence, global existence, and stability for solutions to abstract gradient
systems on Banach spaces. For the convenience of the reader, we shall summarize in this
section some of the main results for abstract gradient systems on Banach spaces that are stated
in more generality in Sections 24 and 29 for gradient and gradient-like systems, respectively. (See
Palais [279] or Mawhin and Willem [249, Section 4] for the related concept of pseudo-gradient
system due to Palais.) Our results could easily be stated for gradient systems on Banach manifolds
but, as the results are ‘local’ in nature, we may confine our attention to gradient flow on Banach
spaces without loss of generality. The conclusions of our results resemble those of a) Simon in
[320], for a certain class of parabolic, quasi-linear, second-order partial differential equations or
systems on a closed, finite-dimensional, smooth Riemannian manifold, and R˚ade [293], for Yang-
Mills gradient flow over a closed, smooth Riemannian manifold of dimension two or three, but
hold in far greater generality, and b) Huang in [190], but replace hypotheses that are exceedingly
difficult to verify by ones that are relatively straightforward to confirm. The collection of results
in this section comprise a ‘toolkit’ that may be directly and easily applied to analyze a wide range
of gradient systems in geometric analysis — including harmonic map gradient flow, knot energy
flow, mean curvature flow, Ricci flow, Yamabe flow, and (coupled and pure) Yang-Mills flow, as
well as numerous other gradient systems in applied mathematics and mathematical physics —
without the need to reprove analogues for those applications of the original results due to Simon
or R˚ade.
Hypothesis 2.1 (A priori interior estimate for a trajectory). (Compare Hypothesis 24.10.)
Let X be a Banach space that is continuously embedded in a Hilbert space H . If δ ∈ (0,∞) is a
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constant, then there is a constant C1 = C1(δ) ∈ [1,∞) with the following significance. If S, T ∈ R
are constants obeying S + δ ≤ T and u ∈ C∞([S, T );X ), we say that u˙ ∈ C∞([S, T );X ) obeys
an a priori interior estimate on (0, T ] if
(2.1)
∫ T
S+δ
‖u˙(t)‖X dt ≤ C1
∫ T
S
‖u˙(t)‖H dt.
In applications, u ∈ C∞([S, T );X ) in Hypothesis 2.1 will often be a solution to a quasi-linear
parabolic partial differential system, from which an a priori estimate (2.1) may be deduced. For
example, Hypothesis 3.2 can be verified by Lemma 17.12 for a nonlinear evolution equation on a
Banach space V of the form (see Caps [73], Henry [182], Pazy [285], Sell and You [316], Tanabe
[336, 337] or Yagi [382])
(2.2)
du
dt
+Au = F(t, u(t)), t ≥ 0, u(0) = u0,
where A is a positive, sectorial, unbounded operator on a Banach space,W, with domain V2 ⊂ W
and the nonlinearity, F , has suitable properties.
For example, given a compatible connection, ∇, on a finite-rank, Riemannian vector bundle
over a closed, smooth, Riemannian manifold (X, g), and a choice of Banach space W = Lp(X;V )
for p ∈ (1,∞), one can choose V2α, for α ≥ 0, to be the domain W 2α,p(X;R) of the fractional
powers, (∇∗g∇+ 1)α, of the unbounded operator, A = ∇∗g∇+ 1 : Lp(X;V )→ Lp(X;V ). When
p = 2 and H = L2(X;V ), one can choose V2α, for α ∈ R, to be the domain H2α(X;V ) of the
fractional powers, (∇∗g∇ + 1)α, of the unbounded operator, ∇∗g∇ + 1 : L2(M ;R) → L2(M ;R).
(See Kre˘ın, Petun¯ın, and Seme¨nov [216] for a discussion of such scales of Banach spaces.)
Harmonic map gradient flow (as a quasi-linear parabolic partial differential system) may
be placed in the form (2.2) directly (for suitable choices of Banach spaces) whereas the non-
parabolic Ricci or Yang-Mills gradient flows acquire this form after application of a version of the
DeTurck trick [107], by choosing a suitable path of diffeomorphisms of the base manifold or the
automorphisms of the principal G-bundle, respectively,
Remark 2.2 (Regularity and a priori interior estimates for solutions to Yang-Mills gradient
flow). The Hypothesis 3.2 is verified for nonlinear evolution equations on Banach spaces by
Lemma 17.12 and for solutions to Yang-Mills gradient flow in Lemmata 26.2, 26.7, 26.8, and
Corollary 26.10.
We recall our
Theorem 2.3 ( Lojasiewicz-Simon gradient inequality for analytic functions on Banach spaces).
[137, Theorem 1], [190, Theorem 2.4.5] Let X be a Banach space that is continuously embedded
in a Hilbert space H . Let U ⊂ X be an open subset, E : U → R be an analytic function, and
ϕ ∈ U be a critical point of E , that is, E ′(ϕ) = 0. Assume that E ′′(ϕ) : X → X ′ is a Fredholm
operator with index zero. Then there are constants, c ∈ [1,∞), and σ ∈ (0, 1], and θ ∈ [1/2, 1)
such that
(2.3) ‖E ′(u)‖X ′ ≥ c|E (u)− E (ϕ)|θ, ∀u ∈ U such that ‖u− ϕ‖X < σ.
We have the following analogue of Huang [190, Theorems 3.3.3 and 3.3.6] and abstract ana-
logue of Simon [320, Corollary 2].
Theorem 1 (Convergence of a subsequence implies convergence for a smooth solution to a
gradient system). (Compare Theorem 24.14.) Let U be an open subset of a real Banach space,
X , that is continuously embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R be an
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analytic function with gradient map E ′ : U ⊂ X → H . Assume that ϕ ∈ U is a critical point
of E , that is E ′(ϕ) = 0. If u ∈ C∞([0,∞);X ) is a solution to the gradient system,
(2.4) u˙(t) = −E ′(u(t)), t ∈ (0,∞),
and the orbit O(u) = {u(t) : t ≥ 0} ⊂ X is precompact1, and ϕ is a cluster point of O(u), then
u(t) converges to ϕ as t→∞ in the sense that
lim
t→∞ ‖u(t)− ϕ‖X = 0 and
∫ ∞
0
‖u˙‖H dt <∞.
Furthermore, if u satisfies Hypothesis 2.1 on (0,∞), then∫ ∞
1
‖u˙‖X dt <∞.
We next have the following abstract analogue of R˚ade’s [293, Proposition 7.4], in turn a
variant the Simon Alternative, namely [320, Theorem 2].
Theorem 2 (Simon Alternative for convergence for a smooth solution to a gradient system).
(Compare Theorem 24.17.) Let U be an open subset of a real Banach space, X , that is contin-
uously embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R be an analytic function
with gradient map E ′ : U ⊂ X → H . Assume that
(1) ϕ ∈ U is a critical point of E , that is E ′(ϕ) = 0; and
(2) Given positive constants b, η, and τ , there is a constant δ = δ(η, τ, b) ∈ (0, τ ] such that
if v is a smooth solution to (2.4) on [t0, t0 + τ) with t0 ∈ R and ‖v(t0)‖X ≤ b, then
(2.5) sup
t∈[t0,t0+δ]
‖v(t)− v(t0)‖X < η.
If (c, σ, θ) are the  Lojasiewicz-Simon constants for (E , ϕ), then there is a constant
ε = ε(c, C1, δ, θ, ρ, σ, τ, ϕ) ∈ (0, σ/4)
with the following significance. If u : [0,∞) → U is a smooth solution to (2.4) that satisfies
Hypothesis 2.1 on (0,∞) and there is a constant T ≥ 0 such that
(2.6) ‖u(T )− ϕ‖X < ε,
then either
(1) E (u(t)) < E (ϕ) for some t > T , or
(2) u(t) converges in X to a limit u∞ ∈ X as t→∞ in the sense that
lim
t→∞ ‖u(t)− u∞‖X = 0 and
∫ ∞
1
‖u˙‖X dt <∞.
If ϕ is a cluster point of the orbit O(u) = {u(t) : t ≥ 0}, then u∞ = ϕ.
In applications, the short-time estimate (2.5) for v ∈ C∞([t0, t0 + τ);X ) will usually follow
from the fact that v is a solution to a quasi-linear parabolic partial differential system, from which
(2.5) may be deduced. We have the following enhancement of Huang [190, Theorem 3.4.8].
1Recall that precompact (or relatively compact) subspace Y of a topological space X is a subset whose closure
is compact. If the topology on X is metrizable, then a subspace Z ⊂ X is compact if and only if Z is sequentially
compact [266, Theorem 28.2], that is, every infinite sequence in Z has a convergent subsequence in Z [266,
Definition, p. 179].
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Theorem 3 (Convergence rate under the validity of a  Lojasiewicz-Simon gradient inequal-
ity). (Compare Theorem 24.21.) Let U be an open subset of a real Banach space, X , that is
continuously embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R be an analytic
function with gradient map E ′ : U ⊂ X → H . Let u : [0,∞) → X be a smooth solution to the
gradient system (2.4) and assume that O(u) ⊂ Uσ ⊂ U , where (c, σ, θ) are the  Lojasiewicz-Simon
constants for (E , ϕ) and Uσ := {x ∈ X : ‖x− ϕ‖X < σ}. Then there exists u∞ ∈ H such that
(2.7) ‖u(t) − u∞‖H ≤ Ψ(t), t ≥ 0,
where
(2.8) Ψ(t) :=

1
c(1 − θ)
(
c2(2θ − 1)t+ (γ − a)1−2θ
)−(1−θ)/(2θ−1)
, 1/2 < θ < 1,
2
c
√
γ − a exp(−c2t/2), θ = 1/2,
and a, γ are constants such that γ > a and
a ≤ E (v) ≤ γ, ∀ v ∈ U .
If in addition u obeys Hypothesis 2.1, then u∞ ∈ X and
(2.9) ‖u(t+ 1)− u∞‖X ≤ 2C1Ψ(t), t ≥ 0,
where C1 ∈ [1,∞) is the constant in Hypothesis 2.1 for δ = 1.
One calls a critical point ϕ ∈ U of E a ground state if E attains its minimum value on U at
this point, that is,
E (ϕ) = inf
u∈U
E (u).
We have the following analogue of Huang [190, Theorem 5.1.1].
Theorem 4 (Existence and convergence of a global solution to a gradient system near a local
minimum). (Compare Theorem 24.22.) Let U be an open subset of a real Banach space, X , that
is continuously embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R be an analytic
function with gradient map E ′ : U ⊂ X → H . Let ϕ ∈ U be a ground state of E on U and
suppose that (c, σ, θ) are the  Lojasiewicz-Simon constants for (E , ϕ). Assume that
(1) For each u0 ∈ U , there exists a unique smooth solution to the Cauchy problem (2.4)
with u(0) = u0, on a time interval [0, τ) for some positive constant, τ ;
(2) Hypothesis 2.1 holds for smooth solutions to the gradient system (2.4); and
(3) Given positive constants b and η, there is a constant δ = δ(η, τ, b) ∈ (0, τ ] such that if v
is a smooth solution to the gradient system (2.4) on [0, τ) with ‖v(0)‖X ≤ b, then
(2.10) sup
t∈[0,δ]
‖v(t) − v(0)|X < η.
Then there is a constant ε = ε(c, C1, δ, θ, ρ, σ, τ, ϕ) ∈ (0, σ/4) with the following significance.
For each u0 ∈ Uε, the Cauchy problem (2.4) with u(0) = u0 admits a global smooth solution,
u : [0,∞) → Uσ/2, that converges to a limit u∞ ∈ X as t → ∞ with respect to the X norm in
the sense that
lim
t→∞ ‖u(t)− u∞‖X = 0 and
∫ ∞
1
‖u˙(t)‖X dt <∞.
Finally, we have the following analogue of Huang [190, Theorem 5.1.2].
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Theorem 5 (Convergence to a critical point and stability of a ground state). (Compare
Theorem 24.30.) Assume the hypotheses of Theorem 4. Then, for each u0 ∈ Uε, the Cauchy
problem (2.4) with u(0) = u0 admits a global smooth solution u : [0,∞)→ Uσ/2 that converges in
X as t→∞ to some critical point u∞ ∈ Uσ. The critical point, u∞, satisfies E (u∞) = E (ϕ). As
an equilibrium of (2.4) , the point ϕ is Lyapunov stable (see Definition 24.29). If ϕ is isolated or
a cluster point of the orbit O(u), then ϕ is uniformly asymptotically stable (see Definition 24.29).
It is appropriate at this point to recall an important existence result for critical points of
functions on Banach spaces. We first review the well-known
Definition 2.4 (Palais-Smale Condition). [249, Section 4] Let E be a real-valued C1 function
on a Banach space, X . If {xn}n∈N ⊂ X is a sequence such that {E (xn)}n∈N is bounded and
E ′(xn)→ 0 as n→∞, then {xn}n∈N contains a convergent subsequence (whose limit is a critical
point of E ).
Here, E ′(x) ∈ X ′ denotes the Fre´chet derivative of E at x ∈ X . The Palais-Smale Condition
is closely related to the Condition (C) of Palais and Smale:
Definition 2.5 (Condition C of Palais and Smale). [249, Section 4] Let E be a real-valued
C1 function on a Banach space, X . If S ⊂ X is a non-empty subset on which E is bounded but
‖E ′(·)‖X ′ is not bounded away from zero, then the closure of S contains a critical point of E .
The results of Section 2.1 apply regardless of whether the function E : U ⊂ X → R
obeys the Palais-Smale Condition. For example, the Yang-Mills L2-energy functional (when the
base manifold has dimension four or greater) and harmonic map L2-energy functional (when the
source manifold has dimension two or greater) famously do not obey the Palais-Smale Condition.
However, when the Palais-Smale Condition does hold, one has the celebrated Mountain Pass
Theorem due to Ambrosetti and Rabinowitz.
Theorem 2.6 (Mountain Pass Theorem). [12], [249, Theorem 3] Let E be a real-valued C1
function on a Banach space, X , that obeys the Palais-Smale Condition and assume there exist
x, y ∈ X and R > 0 and b ∈ R such that
0 < R < ‖x− y‖X ,
E (w) ≥ b > max{E (x),E (y)}, ∀w ∈ X such that ‖w − y‖X = R.
If
Γ := {g ∈ C([0, 1];X ) : g(0) = x, g(1) = y},
then
c = inf
g∈Γ
sup
t∈[0,1]
E (g(t)) ≥ b
is a critical value of E .
2.2. Preliminaries required for statements of main results on Yang-Mills gradient
flow. Let adP denote the real vector bundle associated to P by the adjoint representation of G.
Given a fixed C∞ reference connection, A1, on a principal G-bundle, P , over a closed, connected,
smooth manifold, X, of dimension d ≥ 2 and Riemannian metric, g, we have covariant derivative
operators, for any integer i ≥ 0,
∇A1 : Ωi(X; adP )→ Ωi+1(X; adP ),
defined by the connection, A1, on P and Levi-Civita connection on TX for the Riemannian metric
g, where Ωi(X; adP ) := C∞(X; Λi ⊗ adP ) and we abbreviate the wedge product, Λi(T ∗X), by
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Λi for any i ≥ 1, so Λ1(T ∗X) = T ∗X. For each p ∈ [1,∞] and integer k ≥ 0, we define Sobolev
spaces, W k,pA1 (X; Λ
i ⊗ adP ), as completions of Ωi(X; adP ) with respect to the norms,
‖a‖
W k,pA1
(X)
:=
 k∑
j=0
∫
X
|∇jA1a|p d volg
1/p , for 1 ≤ p <∞,
and
‖a‖
W k,∞A1
(X)
:=
k∑
j=0
ess sup
X
|∇jA1a|, for p =∞,
while for p ∈ (1,∞) and integer k < 0, one uses Banach-space duality to define
W−k,pA1 (X; Λ
i ⊗ adP ) :=
(
W k,pA1 (X; Λ
i ⊗ adP )
)′
.
More generally, one defines the Sobolev spaces, W s,pA1 (X; Λ
i ⊗ adP ) for s ∈ R and p ∈ (1,∞) via
the fractional powers, (∇∗A1∇A1 + 1)s when s ≥ 0 and duality when s < 0. When p = 2 and
s ∈ R, we denote
HsA1(X; Λ
i ⊗ adP ) := W s,2A1 (X; Λi ⊗ adP ).
Because the Yang-Mills gradient flow equation (1.2) is not parabolic and has a nonlinearity
which is critical in dimension four, questions surrounding its solution are highly sensitive to the
regularity of the initial data. Thus, for the sake of clarity and simplicity, we state our main
results for Yang-Mills gradient flow in our Introduction in the case of an initial connection, A0,
of class C∞ and defer the corresponding statements for an initial connection in a Sobolev class
to the indicated sections in our monograph, such as Section 27. As we shall see in Section 2.3, we
recover the previous results on Yang-Mills gradient flow due to Daskalopoulos [98] when d = 2
and to R˚ade [293] when d = 2, 3, by different methods.
2.3. Yang-Mills gradient flow near critical points: base manifolds of arbitrary
dimension. We describe the key results for Yang-Mills gradient flow started near a local min-
imum, Amin, for the Yang-Mills energy functional and then describe convergence properties for
Yang-Mills gradient flow near an arbitrary critical point, Aym, that is known to be a cluster point
of a Yang-Mills gradient flow line, {A(t) : t ≥ 0}, whose existence is already established. When X
has dimension four, absolute minima for the Yang-Mills energy functional are provided by g-anti-
self-dual connections when P has non-positive Pontrjagin numbers and g-self-dual connections
when P has non-negative Pontrjagin numbers (see Section 10 for a discussion of the classification
of principal G-bundles and absolute minima of the Yang-Mills energy functional in dimension
four). Because the signs of the Pontrjagin numbers are simply reversed when one reverses the
orientation of X, there is no loss in generality if we restrict, as we shall henceforth when X has
dimension four, our attention to principal G-bundles with non-positive Pontrjagin numbers and
absolute minima of the Yang-Mills energy functional correspond to g-anti-self-dual connections.
The results in this subsection slightly specialize those in Section 27. If A is a connection on P ,
we let [A] denote its gauge-equivalence class in the quotient space, B(P ). Recall that AutP , the
group of C∞ automorphisms (or gauge transformations) of P may be equivalently viewed as the
group of C∞ sections of AdP under fiberwise multiplication [146, Section 3.1].
Theorem 6 (Global existence and convergence of Yang-Mills gradient flow near a local min-
imum). Let G be a compact Lie group and P a principal G-bundle over a closed, connected,
oriented, smooth manifold, X, of dimension d ≥ 2 and with Riemannian metric, g. Let A1 and
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Amin be C
∞ connections on P , with Amin being a local minimum, and let a) k = 1 and p = 2 if
2 ≤ d ≤ 4, or b) k = 2 and p > d/2 if d ≥ 5. Then there are constants2 c ∈ [1,∞), and σ ∈ (0, 1],
and θ ∈ [1/2, 1), depending on (A1, Amin, g, p), with the following significance.
(1) Global existence: There is a constant ε ∈ (0, σ/4), depending on (A1, Amin, g, p), with
the following significance. If A0 is a C
∞ connection on P such that
‖A0 −Amin‖W k,pA1 (X) < ε,
then there exists a solution, A(t) = A0 + a(t) for t ∈ [0,∞), with
a ∈ C∞([0,∞) ×X; Λ1 ⊗ adP ),
to the Yang-Mills gradient flow (1.2) with initial data, A(0) = A0, and
‖A(t) −Amin‖W k,pA1 (X) < σ/2, ∀ t ∈ [0,∞).
(2) Dependence on initial data: The solution, A(t) for t ∈ [0,∞), varies continuously
with respect to A0 in the Cloc([0,∞);W k,pA1 (X; Λ1 ⊗ adP )) topology and, more gener-
ally, smoothly for all non-negative integers, l,m, in the C lloc([0,∞);HmA1(X; Λ1 ⊗ adP ))
topology.
(3) Convergence: As t → ∞, the flow, A(t), converges strongly with respect to the norm
on W k,pA1 (X; Λ
1 ⊗ adP ) to a Yang-Mills connection, A∞, of class C∞ on P , and the
gradient-flow line has finite length in the sense that∫ ∞
0
∥∥∥∥∂A∂t
∥∥∥∥
W k,pA1
(X)
dt <∞.
If Amin is a cluster point of the orbit, O(A) = {A(t) : t ≥ 0}, then A∞ = Amin.
(4) Convergence rate: For all t ≥ 1,
(2.11) ‖A(t) −A∞‖W k,pA1 (X)
≤

1
c(1− θ)
(
c2(2θ − 1)(t− 1) + (E (A0)− E (A∞))1−2θ
)−(1−θ)/(2θ−1)
, 1/2 < θ < 1,
2
c
√
E (A0)− E (A∞) exp(−c2(t− 1)/2), θ = 1/2.
(5) Stability: As an equilibrium of the Yang-Mills gradient flow (1.2), the point A∞ is
Lyapunov stable; if A∞ is isolated or a cluster point of the orbit O(A), then A∞ is
uniformly asymptotically stable.
(6) Uniqueness: Any two solutions are equivalent modulo a path of gauge transformations,
u ∈ C∞([0,∞) ×X; AdP ), u(0) = idP .
Remark 2.7 (On the role of the C∞ reference connection in Theorem 6). While the C∞
connections A1 (used to define Sobolev norms) and Amin (the critical point) play very distinct roles
in the statement of Theorem 6, one could simplify the statement slightly by choosing A1 = Amin
with little loss of generality. While we have assumed that the connection, A0 on P , defining the
initial data for the Yang-Mills gradient flow is C∞, one could allow the initial data, A0, more
generally to belong to a Sobolev class, as we do in the body of our monograph.
It is worth noting that Theorem 6 does not contradict an important result due to Naito:
2These are the  Lojasiewicz-Simon constants for the Yang-Mills energy functional — see Theorem 27.2.
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Theorem 2.8 (Finite-time blow-up for Yang-Mills gradient flow over a sphere of dimension
greater than or equal to five). [268, Theorem 1.3] Let G ⊂ SO(n) be a compact Lie group and P
a non-trivial principal G-bundle over the sphere, Sd, of dimension d ≥ 5 and with its standard
round Riemannian metric of radius one. Then there is a constant ε1 ∈ (0, 1] with the following
significance. If A0 is a C
∞ connection on P such that ‖FA0‖L2(Sd) < ε1, then the solution A(t)
to Yang-Mills gradient flow (1.2) with initial data, A(0) = A0, blows up in finite time.
Since P in Theorem 2.8 is a non-trivial bundle over Sd, it does not support a product
connection (the only flat connection on P since the base manifold is simply connected). On the
other hand, by an energy gap result due to Nakajima [269, Corollary 1.2] (compare [130, Theorem
1]), for small enough ε0 ∈ (0, 1], if Aym is a Yang-Mills connection on P with ‖FAym‖L2(Sd) < ε0,
then Aym is necessarily flat and therefore is the product connection, which is impossible when
P is non-trivial. Hence, Theorem 6 does not apply in the setting of Theorem 2.8 since it is not
possible to choose a Yang-Mills connection, Amin, on a non-trivial G-bundle P over S
d and initial
data, A0, such that both ‖A0−Amin‖W k,pA1 (Sd) and ‖FA0‖L2(Sd) are small because this would force‖FAmin‖L2(Sd) to also be small, and thus force Amin to be the product connection.
In view of the crucial role played by local minima of the Yang-Mills energy functional in The-
orem 1, it is important to review some results regarding their non-existence due to Bourguignon,
Lawson, and Simons [50, 51]; in Section 11, we survey some of the results regarding existence of
non-minimal Yang-Mills connections. A Yang-Mills connection Aym is weakly stable if the Hessian
E ′′(Aym) of the Yang-Mills L2-energy functional is a non-negative operator [50, Equation (1.1)].
Theorem 2.9. [50, Theorem A] Let G be a compact Lie group, Sd be the sphere of dimension
d with its standard round metric of radius one, and P a principal G-bundle over Sd. If d ≥ 5,
then there are no weakly stable Yang-Mills connections on P .
Theorem 2.10. [50, Theorem B] Let G = SU(2), SU(3), or U(2), and S4 be the four-
dimensional sphere with its standard round metric of radius one, and P a principal G-bundle
over S4. If A is a weakly stable Yang-Mills connection on P , then A is anti-self-dual, self-dual,
or Abelian.
Theorem 2.11. [50, Theorem B′] Let G = SU(2), and X be a closed, four-dimensional,
homogenous, orientable, Riemannian manifold, and P a principal G-bundle over X. If A is a
weakly stable Yang-Mills connection on P , then A is anti-self-dual, self-dual, or Abelian.
A Yang-Mills connection Aym is strictly stable if the Hessian E
′′(Aym) of the Yang-Mills L2-
energy functional is a strictly positive operator on restriction to a Coulomb-gauge slice through
Aym [50, p. 190]. If S
d/Γ, for d ≥ 4, is a non-trivial quotient (for example, real projective space),
then there exist strictly stable Yang-Mills connections on principal G-bundles over Sd/Γ [50, p.
190 and Section 9].
Further information regarding the behavior of Yang-Mills gradient flow near an arbitrary
critical point can sometimes be deduced from the following analogue of Theorem 2.
Theorem 7 (Convergence of a subsequence implies convergence for a solution to Yang-Mills
gradient flow). Let G be a compact Lie group and P a principal G-bundle over a closed, connected,
oriented, smooth manifold, X, of dimension d ≥ 2 and with Riemannian metric, g. Let A1 and
Aym be C
∞ connections on P , with Aym being a Yang-Mills connection, and let a) k = 1 and
p = 2 if 2 ≤ d ≤ 4, or b) k = 2 and p > d/2 if d ≥ 5. If A(t) = A1 + a(t), for t ∈ [0,∞), with
a ∈ C∞([0,∞);W k,pA1 (X; Λ1 ⊗ adP )), is a solution to Yang-Mills gradient flow (1.2) and [Aym]
is a cluster point of the orbit O([A]) = {[A(t)] : t ≥ 0}, in the sense that there exist sequences
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of times, {tm}m∈N ⊂ [0,∞) with tm → ∞ as m → ∞, and W k+1,p gauge transformations,
{Φm}m∈N ⊂ Aut(P ), such that
Φ∗mA(tm)→ Aym in W k,pA1 (X; Λ1 ⊗ adP ) as m→∞,
then there exists a W k+1,p gauge transformation, Φ ∈ Aut(P ), such that A(t) converges to A˜ym =
Φ∗Aym as t→∞ in the sense that
lim
t→∞ ‖A(t) − A˜ym‖W k,pA1 (X) = 0 and
∫ ∞
0
‖A˙‖
W k,pA1
(X)
dt <∞.
2.4. Yang-Mills gradient flow for an initial connection with almost minimal en-
ergy: four-dimensional base manifolds. It is more useful in applications if one can recast
Theorem 6 in the context of an initial connection, A0, which is close to a minimum in an energy
rather than a norm sense. Recall that, when X has dimension four, one may define (see [115,
Sections 1.1.5 and 2.1.3]) the g-self-dual and g-anti-self-dual components,
F±,gA =
1
2
(1± ∗g)FA ∈ Ω±(X; adP ),
of the curvature, FA, of a connection, A, on P ,
FA ∈ Ω2(X; adP ) = Ω+(X; adP )⊕ Ω−(X; adP ).
Let d+A denote the composition of the covariant exterior derivative, dA : Ω
1(X; adP )→ Ω2(X; adP ),
with the projection Ω2(X; adP ) → Ω+(X; adP ), so d+A = 12(1 ± ∗)dA. The second-order partial
differential operator, d+Ad
+,∗
A on Ω
+(X; adP ), is self-adjoint and is well-known to be elliptic (see,
for example, [20, 115, 144, 340]), with a discrete spectrum of non-negative, real eigenvalues.
Let µ(A) denote the least eigenvalue of the Laplace operator, d+Ad
+,∗
A on Ω
+(X; adP ).
If G(·, ·) denotes the Green kernel of the Laplace operator, d∗d, on Ω2(X), we define (see
Section 15.1 for further details),
‖v‖L♯(X) := sup
x∈X
∫
X
G(x, y)|v|(y) d volg(y),
‖v‖L♯,2(X) := ‖v‖L♯(X) + ‖v‖L2(X), ∀ v ∈ Ω2(X; adP ).
We recall that G(x, y) has a singularity comparable with distg(x, y)−2, when x, y ∈ X are close
[77]. The norm ‖v‖L2(X) is conformally invariant and ‖v‖L♯(X) is scale invariant. One can show
that ‖v‖L♯(X) ≤ cp‖v‖Lp(X) for every p > 2, where cp depends at most on p and the Riemannian
metric, g, on X. See [133] or [348] and references cited therein for further discussion of this
‘critical-exponent’ norm.
Corollary 8 (Global existence and convergence of Yang-Mills gradient flow for an initial
connection with almost minimal energy and positive eigenvalue). Let G be a compact Lie group,
P a principal G-bundle over a closed, connected, four-dimensional, oriented, smooth manifold,
X, with Riemannian metric, g, and E0, µ0 ∈ (0,∞) constants. Then there are constants, C0 =
C0(E0, g, µ0) ∈ (0,∞) and η = η(E0, g, µ0) ∈ (0, 1], with the following significance. If A0 is a C∞
connection on P such that
µ(A0) ≥ µ0,(2.12a)
‖F+A0‖L♯,2(X) ≤ η,(2.12b)
‖FA0‖L2(X) ≤ E0,(2.12c)
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then there is a g-anti-self-dual connection, Aasd on P , of class C
∞ such that
‖Aasd −A0‖H1A0 (X) ≤ C0‖F
+
A0
‖L♯,2(X),
and the following holds. Let c > 0, σ > 0, and θ ∈ [1/2, 1) be the constants in Theorem 6
defined by ([A1], [Aasd], g). For any C
∞ connection, A′0 on P , there is a constant ε ∈ (0, σ/4),
depending on ([A1], [Aasd], ‖A′0 − A1‖H1A1 (X), g), such that the conclusions of Theorem 6 hold for
the Yang-Mills gradient flow (1.2) with initial data, A(0) = A′0, and where Amin = Aasd.
Remark 2.12 (Selection of the g-anti-self-dual connection in Corollary 8). The g-anti-self-
dual connection, Aasd on P in Corollary 8, may be constructed as the unique solution, Aasd =
A0 + d
+,∗
A0
v, to the g-anti-self-dual equation, F+,g(A0 + d
+,∗
A0
v) = 0 on X, with v ∈ Ω+(X; adP )
obeying
‖v‖H2A0 (X) + ‖v‖C(X) ≤ C0‖F
+
A0
‖L♯,2(X).
See Theorem 35.1 in the sequel.
Corollary 8 is a consequence of Theorem 6 and existence of solutions to the anti-self-dual
equation (Theorem 35.1). The hypothesis3 µ(A0) > 0 in Corollary 8 is easily achieved in many
situations of practical interest. To describe those, we recall some facts concerning ‘positive’ or
‘generic’ metrics, respectively.
Definition 2.13 (Good Riemannian metric). Let G be a compact Lie group, X a closed,
connected, four-dimensional, oriented, smooth manifold, and η ∈ H2(X;π1(G)) an obstruction
class. We say that a Riemannian metric, g, on X is good if for every principal G-bundle, P , over
X with η(P ) = η and non-positive Pontrjagin vector, κ(P ), and every connection, A, on P of
class H1 with F+,gA = 0, then Coker d
+,g
A = 0.
We refer the reader to Section 10 for the classification of principal G-bundles, in terms of
Pontrjagin vectors and obstruction classes, over closed, connected, four-dimensional manifolds.
A Riemannian metric, g, on X is good in the sense of Definition 2.13 if a) G is an arbitrary
compact Lie group and g is positive in the sense of (35.12) (see Lemma 35.22 in the sequel) or,
b) G is SU(2) or SO(3) and g is generic in the sense of Freed and Uhlenbeck (see, for example,
Theorem 35.23 in the sequel). In particular, Corollary 8 yields the following
Corollary 9 (Global existence and convergence of Yang-Mills gradient flow for an initial
connection with almost minimal energy and a good Riemannian metric). Let G be a compact
Lie group, P a principal G-bundle over a closed, connected, four-dimensional, oriented, smooth
manifold, X, with good Riemannian metric, g, in the sense of Definition 2.13, and K ∈ (0,∞)
and p ∈ (2, 4) constants, and A1 a C∞ reference connection on P . Then there are constants,
δ = δ(g, p) ∈ (0, 1] and η = η([A1], g,K, P, p) ∈ (0, 1], with the following significance. If A0 is a
C∞ connection on P such that
‖F+A0‖Lp(X) ≤ η,(2.13a)
‖FA0‖Lp(X) ≤ K,(2.13b)
and
(2.14) ‖A0 −A1‖W 1,4A0 (X) ≤ δ,
then the conclusions of Theorem 6 hold for the Yang-Mills gradient flow (1.2) with initial data,
A(0) = A0.
3This is equivalent to Coker d+,gA0 = 0, where Coker d
+,g
A0
:= Ω+(X; adP )/Ran d+,gA0 .
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Remark 2.14 (Discreteness of critical values implied by the  Lojasiewicz-Simon gradient in-
equality and anti-self-duality of the limiting Yang-Mills connection). The  Lojasiewicz-Simon gra-
dient inequality for the Yang-Mills energy functional (Theorem 23.17) implies that there are
constants c ∈ (0,∞), σ ∈ (0, 1], and θ ∈ [1/2, 1), depending on the triple ([A∞], g, P ), with the
following significance: If A is an H1 connection on P such that ‖A−A∞‖H1A∞ (X) < σ, then
‖E ′(A)‖L2(X) ≥ c|E (A)− E (A∞)|θ.
In particular, if there is a g-anti-self-dual connection Aasd on P such that ‖Aasd−A∞‖H1A∞ (X) < σ,
then we can apply the preceding gradient inequality with A = Aasd to conclude that E (A∞) =
E (Aasd), so the energy E (A∞) is minimal and A∞ is also g-anti-self-dual.
Remark 2.15 (Anti-self-duality of the limiting Yang-Mills connection for a positive Riemann-
ian metric). Our hypothesis (2.13a) that ‖F+A0‖Lp(X) ≤ η and Lemma 30.16, which implies
‖F+A(t)‖L2(X) ≤
√
2‖F+A0‖L2(X), ∀ t ≥ 0,
ensures that ‖F+A∞‖L2(X) <
√
2cpη. Hence, the L
2-isolation theorem of Min-Oo [254, Theorem
2] also yields the conclusion that the limit, A∞, is g-anti-self-dual when g is positive.
It is possible to relax the hypothesis, ‖F+A0‖Lp(X) ≤ η, in Corollary 9, to the scale invariant
condition, ‖F+A0‖L♯,2(X) ≤ η, together with a cumbersome auxiliary hypothesis.
Corollary 10 (Global existence and convergence of Yang-Mills gradient flow for an initial
connection with almost minimal energy and a good Riemannian metric). Assume the hypotheses
of Corollary 9, except replace the hypothesis (2.13a) by
‖F+A0‖L♯,2(X) ≤ η,(2.15a)
‖F (Aasd)‖Lp(X) ≤ K,(2.15b)
where Aasd = A0+d
+,∗
A0
v is the unique solution to the g-anti-self-dual equation, F+,g(A0+d
+,∗
A0
v) =
0, with v ∈ Ω+(X; adP ) obeying
‖v‖H2A0 (X) + ‖v‖C(X) ≤ C0‖F
+
A0
‖L♯,2(X).
Then the conclusions of Corollary 9 continue to hold.
Remark 2.16 (Dependence of  Lojasiewicz-Simon constants on the critical point). Corollary
10 should hold without the auxiliary hypothesis (2.15b). The inclusion of the condition (2.15b)
originates from the facts that a) the moduli space, M(P, g), of g-anti-self-dual connections is
(except in rare cases) non-compact (as a topological space equipped with its usual Uhlenbeck
topology); and b) the triple of  Lojasiewicz-Simon constants (namely, the proportionality constant,
c > 0, exponent, θ ∈ (1/2, 1], and radius, σ > 0) depend on the critical point, [Aasd] ∈ M(P, g).
The hypotheses (2.13a) in Corollary 9 or (2.15b) in Corollary 10 allow us to select a precompact
open subset of M(P, g), depending only on (g,K,P, p).
In addition to R˚ade in [293, 292], the second early application of the  Lojasiewicz-Simon
gradient inequality in a gauge-theory setting is due to Morgan, Mrowka, and Ruberman [258],
in the context of the Chern-Simons functional on the affine space of connections on a principal
G-bundle, Q, over a closed, smooth three-dimensional manifold, Y , and the question of depen-
dence of the  Lojasiewicz-Simon constants on the critical points also arises in their application.
However, the critical points of the Chern-Simons functional are flat connections and the moduli
space, M(Q), of flat connections on Q is compact. Thus, it suffices to cover M(Q) by finitely
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many ‘Simon coordinate patches’ (see [258, Definition 4.3.2]) defined in turn by finitely many
gauge-equivalence classes of flat connections, with their associated triples of  Lojasiewicz-Simon
constants.
The proof of the  Lojasiewicz-Simon gradient inequality (Theorem 23.17) for the Yang-Mills
energy functional, E (A), requires a splitting of E into a finite and infinite-dimensional part using
L2-orthogonal projection onto the kernel of the Hodge Laplace operator, ∆A = d
∗
AdA + dAd
∗
A
on Ω1(X; adP ), and its orthogonal complement, with the infinite-dimensional gradient inequality
then being deduced from the finite-dimensional version due to  Lojasiewicz [238, 239, 240, 322]).
(For example, see the direct proofs due to R˚ade of his [293, Proposition 7.2] whenX has dimension
2 or 3.) This splitting is reminiscent of the method employed by Kuranishi [222] in his analysis
of complex structures and adapted by Taubes in [342, 343], Donaldson [112], and Donaldson
and Kronheimer [115] in their construction of open neighborhoods of points in the Uhlenbeck
boundary, ∂M(P, g) = M¯(P, g)\M(P, g). The behavior of the eigenvalues of ∆A as [A] converges
to a point in ∂M(P, g) is analyzed by Taubes in [343].
It is not unreasonable to expect that M(P, g) has a finite cover by suitably defined Simon
coordinate patches, as in [258]. Some evidence for this is provided by Corollary 33.13, which
specializes Theorem 23.17 to a manifold, X, of dimension four and where we observe that the
 Lojasiewicz-Simon radius, σ, and exponent, θ, depend only on the conformal equivalence class,
[g], of the Riemannian metric on X. In Corollary 33.14, we further specialize Theorem 23.17 to
the case of S4 with its standard round metric of radius one and note that if c is the  Lojasiewicz-
Simon proportionality constant for a Yang-Mills connection, Aym, with scale one in the sense of
[132, Equation (3.10)] or [343, p. 343], then cλ is the  Lojasiewicz-Simon proportionality constant
for the Yang-Mills connection, f∗λAym, with scale λ > 0, where fλ is the conformal diffeomorphism
of S4 defined by the rescaling map R4 ∋ x 7→ x/λ ∈ R4.
2.5. Yang-Mills gradient flow for an initial connection with arbitrary energy:
complex surfaces. Finally, when we relax the condition that the initial data, A0, have suitably
small F+A0 , we retain global existence but may no longer have convergence without energy loss at
t =∞. To set our own results and ensuing remarks in context, we first describe a special case of
the global existence and convergence results due to Donaldson [111, 113, 115]. We recall [115,
Section 6.1.4] that a unitary connection, A, on a Hermitian vector bundle, E, over a compact,
complex, Hermitian surface, (X,h), is Hermitian Yang-Mills if
(2.16) iF̂A = λidE ,
where F̂A := 〈FA, ω〉 (pointwise inner product), and degE := 〈c1(E) ⌣ ω, [X]〉, and ω denotes
the Ka¨hler form on X, and
(2.17) λ :=
2π
Volh(X)
degE
rankCE
.
See, for example, Kobayashi [210] or Lu¨bke and Teleman [243] for additional information on Her-
mitian Yang-Mills connections. That understood, for the sake of consistency with the remainder
of our monograph, which focuses on Yang-Mills rather than Hermitian Yang-Mills connections
more generally, we shall only describe Donaldson’s results for the case where E is a complex rank
two, Hermitian vector bundle of degree zero (so G = SU(2)) and X is a compact, Ka¨hler surface;
we refer to Section 34.1 for definitions and notation in this context, which closely follows those
of [115]. We recall that [115, Definition 6.1.3] a holomorphic SL(2,C) bundle E over a compact,
Hermitian surface, X, is stable if for each holomorphic line bundle L over X for which there is
a non-trivial holomorphic map E → L we have degL > 0; see also [115, Section 6.1.4]. Recall
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that in [111, 115], the group of C∞ bundle automorphisms of E preserving the Hermitian metric
on E is denoted by GE and that gE is the real vector bundle of skew-adjoint endomorphisms of
E. Throughout our monograph, N denotes the set of non-negative integers.
Theorem 11 (Global existence and subsequential convergence modulo gauge transformations
of Yang-Mills gradient flow for an initial connection of type (1, 1) over a Ka¨hler surface). [111],
[115, Propositions 6.1.10, 6.2.7 and 6.2.14, Sections 6.2.5 and 6.2.6] Let E be a complex rank two,
Hermitian vector bundle with c1(E) = 0 over a compact, complex, Hermitian surface, X, and A0
a C∞ unitary connection on E with curvature, FA0 , of type (1, 1). Then the following hold.
(1) Global existence: If the Hermitian metric on X is Ka¨hler, then there exists a solution,
A(t) = A0 + a(t) for t ∈ [0,∞), with
a ∈ C∞([0,∞) ×X; Λ1 ⊗ gE),
to the Yang-Mills gradient flow (1.2) with initial data, A(0) = A0, and FA(t) is of type
(1, 1) for all t ≥ 0;
(2) Subsequential convergence: If in addition (E, ∂¯A0) is a stable holomorphic vector bundle,
then there are
(a) a sequence of times, {tm}m∈N ⊂ (0,∞) with tm →∞ as m→∞;
(b) an irreducible C∞ anti-self-dual connection, A∞, on E; and
(c) a sequence of gauge transformations, {Φm}m∈N ⊂ GE,
such that the sequence, {Φ∗mA(tm)}m∈N, converges strongly to A∞ over X as m→∞ in
the sense of H2A0(X; Λ
1 ⊗ gE).
(3) Uniqueness of the limit: The limit, A∞, is unique up to the action of an element of GE.
It is natural to ask whether the convergence statement in Theorem 11 can be strengthened to
full convergence, Φ(t)∗A(t)→∞ as t→∞, for a C∞ path of C∞ unitary gauge transformations,
Φ(t) ∈ GE for t ∈ [0,∞), or even if A(t)→ A∞ as t→∞, where convergence is again in the sense
of H2A0(X; Λ
1 ⊗ gE). One approach is to follow the example of R˚ade [293, Section 7], for Yang-
Mills gradient flow over a closed Riemannian manifold, X, of dimension d = 2 or 3, and appeal
to our results on the  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy functional.
Indeed, by exact analogy with R˚ade’s proof of his [293, Theorem 2] via [293, Proposition 7.4],
we can combine Theorem 11 with our Theorem 27.2 to give
Corollary 12 (Convergence of Yang-Mills gradient flow for an initial connection of type
(1, 1) over a Ka¨hler surface). Assume the hypotheses of Theorem 11, with (E, ∂¯A0) a stable holo-
morphic vector bundle over a compact, Ka¨hler surface, X. Then A(t) → A∞ as t → ∞ in the
sense of H1A0(X; Λ
1 ⊗ gE).
Remark 2.17 (Convergence modulo gauge transformations of Yang-Mills gradient flow for
an initial connection of type (1, 1) over a Ka¨hler surface). It is possible to prove a weaker version
of Corollary 12 without appealing to the  Lojasiewicz-Simon gradient inequality, namely that
Φ(t)∗A(t)→ A∞ as t→∞ in the sense of H2A0(X; Λ1 ⊗ gE), for a C∞ path of C∞ unitary gauge
transformations, Φ(t) ∈ GE for t ∈ [0,∞). To see this, one can exploit the fact that the limit,
A∞, is unique up to the action of GE and the concept is explained more fully in Section 34.4; we
are grateful to Richard Wentworth for this idea and helpful discussions.
Theorem 13 (Global existence and weak convergence of Yang-Mills gradient flow for an
initial connection of type (1, 1) over a complex, Hermitian surface). Let E be a Hermitian vector
bundle over a compact, complex, Hermitian surface, X, and A0 a C
∞ unitary connection on E
with curvature, FA0 , of type (1, 1). Then the following hold.
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(1) Global existence: There exists a solution, A(t) = A0 + a(t) for t ∈ [0,∞), with
a ∈ C∞([0,∞) ×X; Λ1 ⊗ gE),
to the Yang-Mills gradient flow (1.2) with initial data, A(0) = A0.
(2) Dependence on initial data: The solution, A(t) for t ∈ [0,∞), varies continuously with
respect to A0 in the Cloc([0,∞);H1A0(X; Λ1⊗gE)) topology and, more generally, smoothly
for all non-negative integers, k, l, in the C lloc([0,∞);HkA0(X; Λ1 ⊗ gE)) topology.
(3) Uniqueness: Any two solutions are equivalent modulo a C∞ path of unitary gauge trans-
formations, {u(t)}t≥0 ⊂ GE, with u(0) = idE.
(4) Weak convergence: There are
(a) a sequence of times, {tm}m∈N ⊂ (0,∞) with tm →∞ as m→∞;
(b) a finite (possibly empty) subset of points, Σ := {x1 . . . , xL} ⊂ X;
(c) a C∞ Yang-Mills connection, A∞, on a Hermitian vector bundle, E∞, over X; and
(d) a sequence of H3loc isomorphisms of Hermitian vector bundles, Φm : E∞ ↾ Σ→ E ↾
Σ,
such that the sequence, {Φ∗mA(tm)}m∈N, converges to A∞ over X \Σ as m→∞ weakly
in the sense of H2A0,loc(X\Σ;Λ1⊗gE) and strongly in the sense of W
1,p
A0,loc
(X\Σ;Λ1⊗gE)
for any p ∈ [2, 4).
In addition, the set, Σ, is uniquely determined by the initial data.
Theorem 1 in [101], where it is assumed in addition that X is Ka¨hler, suggests that A∞
in Theorem 13 may be unique up to the action of GE and that certain integer multiplicities
associated with the points xi ∈ Σ are uniquely determined by the flow, A(t). As explained in
[101, Section 2], these integers have both an algebraic, sheaf-theoretic interpretation and an
analytic interpretation in terms of weights associated with delta measures arising in limits of
curvature densities, |FA(tm)|2, as m→∞. The integer multiplicities have a third interpretation
as characteristic numbers of the bundles arising in bubble-tree limits of A(t) associated with each
singular point, as explained by our Theorem 31.6 and a partial analogue of the Daskalopoulos-
Wentworth characterization of those multiplicities is developed in Lemma 34.15 in the sequel.
The fact that A(t) will generally have bubble-tree limits — requiring a finite rather than a
single level of rescaling to converge (modulo gauge transformations and after passing to subse-
quences) without further energy loss — appears to have been overlooked in [215, 307].
We expect that Theorem 13 should admit generalizations. In the following remarks, we
describe some of the possible extensions that we will explore elsewhere, together with known
limitations due to Daskalopoulos and Wentworth (see Section 2.6) which prevent the convergence
given in Theorem 11 or Corollary 12 when (E, ∂¯A0) is an unstable holomorphic vector bundle.
Remark 2.18 (More general Lie groups). In Theorem 13, we restricted our attention to
G = U(n) for convenience, but the proof should extend, with minor modifications, to the case of
any compact Lie structure group using the framework of Ramanathan and Subramanian [290].
Remark 2.19 (Uniqueness of A∞ and uniqueness of Σ with multiplicity). With the additional
hypothesis that the metric, h, on X is Ka¨hler, Daskalopoulos and Wentworth showed (see their
[101, Theorem 1]) that the set of bubble points, Σ = {x1, . . . , xL} ⊂ X, and certain associated
integers (the analytic multiplicities) are uniquely determined by the initial data, A0. Moreover,
they showed that the limit, A∞, is also unique (up to the action of GE) and may be precisely
identified in terms of A0 and E [99, Theorem 1]. It seems likely that their results would extend to
the case where h is merely Hermitian. Analogues of these uniqueness results for harmonic heat flow
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have been established by Irwin [194], Kwon [223, Theorem 1.16], and Topping [354, 357], albeit
under restrictive hypotheses. In the case of harmonic heat flow, versions of the  Lojasiewicz-Simon
gradient inequality are employed by Irwin, Kwon, and Topping to establish their main results,
so it is possible that our version of the  Lojasiewicz-Simon gradient inequality for the Yang-Mills
energy functional (Theorem 27.2) may play a similar role, just as it does in the simpler setting
of our proof of Corollary 12. Moreover, the  Lojasiewicz-Simon gradient inequality may point
to generalizations of the main theorems of Daskalopoulos and Wentworth in [99, 101] from the
setting of Ka¨hler surfaces to Riemannian four-manifolds. Our proof of Theorem 13 suggests that
the main theorems of [99, 101] may extend to the case of compact, complex, Hermitian surfaces,
without appealing to the  Lojasiewicz-Simon gradient inequality.
Remark 2.20 (Convergence of A(t) as t → ∞ to an anti-self-dual connection A∞ on E).
Given global existence, it is natural to ask whether our approach using Yang-Mills gradient-like
flow can also give convergence, with T = ∞ in (34.15), when (E, ∂¯A0) is further assumed to be
a stable holomorphic vector bundle. When X is Ka¨hler and A(t) is pure Yang-Mills gradient
flow, the proof of convergence is presented in [115, Sections 6.1.3, 6.1,4, and 6.2.3–6]. The proof
of [115, Proposition 6.2.14] relies on [115, Corollary 6.2.12] for pure Yang-Mills gradient flow
(our replacement, Corollary 34.4, for Yang-Mills gradient-like flow is not immediately applicable
for that purpose). However, the role of [115, Proposition 6.2.14, page 222] is to show that the
limiting connection, A∞, if it exists is Yang-Mills on a bundle E∞ over X and this we know for
an arbitrary closed, Riemannian, smooth four-dimensional manifold by Theorem 31.3. The result
[115, Corollary 6.2.12] is again used in the proof of [115, Proposition 6.2.14, page 225] to show
that either a) F̂A∞ = 0 and A∞ is anti-self-dual by [115, Proposition 2.1.59], or b) F̂A∞ is non-
zero and A∞ is a reducible connection on a holomorphic bundle, L ⊕L −1 (when n = 2), induced
from a constant curvature connection on L with degL > 0. It may be possible to localize the
proof of [115, Proposition 6.2.14, page 225] for our application of Yang-Mills gradient-like flow.
Lastly, for our application of Yang-Mills gradient-like flow, it may be possible to localize the
argument in [115, Sections 6.2.5 and 6.2.6], where it is shown that A∞ is anti-self-dual on E∞
and E∞ ∼= E, so no bubbling occurs as t → ∞. Again, it is not obvious that all of the required
arguments in [115, Section 6.2] will extend, though there are reasons for optimism.
Jacob [195] has shown that Donaldson’s heat flow [111] exhibits both global existence and
convergence when X is a compact, complex surface with a Gauduchon metric (which always
exists) and (E, ∂¯A0) is stable, but Donaldson’s heat flow does not necessarily coincide with Yang-
Mills gradient flow when X is non-Ka¨hler. McNamara and Zhao [251] extend Jacob’s results in
[195] to the case where (E, ∂¯A0) is unstable, by analogy with the articles of Daskalopoulos and
Wentworth [99, 101] when X is Ka¨hler.
Remark 2.21 (Global existence for solutions to pure Yang-Mills gradient flow in the case of
initial data with small F 0,2A0 ). Rather than assume that A0 has curvature FA0 of type (1, 1) over
X, it may suffice to assume that the component F 0,2A0 is suitably small over X, keeping in mind
the identification F 0,2A0 = ∂¯
2
A0
in (34.2) and the fact that F 2,0A0 = −(F
0,2
A0
)∗ when A is unitary. We
recall from [115, Lemma 2.1.57] that
F+A = F
2,0
A + 〈FA, ω〉ω + F 0,2A and F−A = F 1,1A − 〈FA, ω〉ω,
where |ω| = 1 and ω is a (1, 1) form defined by the almost complex structure and Riemannian
metric on X, and Ωp,q(X) denotes the usual decomposition of Ωr(X), for p+ q = r, on a complex
manifold, and F p,qA the corresponding components of the curvature, FA ∈ Ω2(X; gE), of a unitary
connection, A, on E.
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Remark 2.22 (Global existence for solutions to pure Yang-Mills gradient flow in the case
of an almost complex, four-dimensional, Riemannian manifold). Because we use a perturbation
argument it is possible, though certainly not obvious, that our proof of global existence for solu-
tions to pure Yang-Mills gradient flow whenX is a compact, complex, possibly non-Ka¨hler surface
may extend to the case when X is a symplectic or even an almost complex, four-dimensional,
Riemannian smooth manifold, at least if ∂¯2 is suitably small over X, even if not identically zero.
It is worth noting that by the decompositions (34.3) of Ω2(X; gE), we can define a connection A
on E to have curvature of type (1, 1) in this setting by requiring that
F+A ∈ Ω0(X; gE)ω,
where ω is a (1, 1) form defined by the almost complex structure and Riemannian metric on X.
Remark 2.23 (Previous results on existence of Yang-Mills connections on Hermitian vector
bundles over complex surfaces). When E has complex rank n and c1(E) = 0 (so the concepts of
Yang-Mills and Hermitian Yang-Mills connections coincide [115, Section 6.1.4]) and E is stable,
then existence of an irreducible Yang-Mills connection on E when X is Ka¨hler follows from
more general results (proved without using Yang-Mills gradient flow) by Uhlenbeck and Yau
[366, 367] and Ramanathan and Subramanian [290]. When X is more generally a compact,
complex Hermitian, possibly non-Ka¨hler surface, then existence of an irreducible Yang-Mills
connection on E follows from more general results of Buchdahl [63] by adapting Donaldson’s
approach in [110] for vector bundles over Riemann surfaces (and again proved without using
Yang-Mills gradient flow).
2.6. Counterexamples to convergence of Yang-Mills gradient flow without bub-
bling. That bubble singularities can — and in certain examples will — occur at T = ∞ in
Theorem 13, even when X is Ka¨hler, is illustrated by results of Daskalopoulos and Wentworth
[99, 100, 101] when (E, ∂¯A0) is an unstable holomorphic vector bundle over a compact, Ka¨hler
surface, X. We are indebted to Richard Wentworth for his explanations of their results.
Theorem 1 in [101] extends Theorem 11 to the case where (E, ∂¯A0) is unstable. The weak
limit, A∞, is a (uniquely identified) Yang-Mills connection on a Hermitian vector bundle E∞,
with E∞ ↾ Σ ∼= E ↾ Σ and possibly non-empty singular set, Σ, just as in Theorem 13.
That Σ can be non-empty is illustrated by the following example kindly provided to us by
Wentworth. Consider nontrivial extensions of coherent sheaves on CP2,
(2.18) 0 −→ OCP2 −→ E −→ IΣ −→ 0,
where IΣ is the ideal sheaf of a zero-dimensional subscheme. It suffices to take Σ to be a collection
of distinct points. By Friedman [145, p. 38, Example], there are choices Σ 6= ∅ so that E is
locally free. Since I ∗∗Σ = OCP2 , we have c1(E ) = 0 and c2(E ) = ℓ(OCP2/IΣ), where ℓ denotes
the length of the torsion sheaf. In the simple case where Σ is a collection of distinct points each
with multiplicity one, then c2(E ) is just the cardinality of Σ.
Now it is easy to show that E is strictly semistable (with respect the natural polarization on
CP
2, say). In fact, the Seshadri filtration of E is exactly OCP2 ⊂ E , since OCP2 is the maximal
destabilizing saturated subsheaf. The associated graded of the filtration is Gr(E ) = OCP2 ⊕IΣ,
Gr(E )∗∗ = O⊕2
CP2
.
We choose the Fubini-Study Ka¨hler metric ω on CP2, a Hermitian metric H on E , and let
A0 be the Chern connection, that is, the unique unitary connection on E that is compatible
with the holomorphic structure on E (see [192, Proposition 4.2.14]. By the results of [99], any
Uhlenbeck limit of Yang-Mills gradient flow, A(t), with initial condition A0 (and with respect to
the metrics ω and H) must coincide with the Yang-Mills connection on Gr(E )∗∗; in this case,
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a trivial connection. Consequently, there must be bubbling, since c2(E ) 6= 0. In fact, [101,
Theorem 1] says the bubbling occurs precisely at Σ (with multiplicities).
Examples like (2.18) were the original motivation for [101, Theorem 1]. Notice that away
from Σ the metric gives a smooth splitting of (2.18) with respect to which the ∂¯-operator has the
form
∂¯E =
(
∂¯O
CP2
β
0 ∂¯IΣ
)
,
and the connection looks like
dE =
(
dO
CP2
β
−β∗ dIΣ
)
.
The philosophy is that along the flow, A(t), the second fundamental form, β(t), converges to zero.
This is indeed the case but near Σ, the form β(t) acquires singularities and estimates are difficult
to obtain. The splitting above no longer makes sense, and one expects this to be reflected in the
analysis.
2.7. R˚ade’s results on global existence and convergence of Yang-Mills gradient
flow over base manifolds of dimensions two or three. When the base manifold, X, has
dimension two or three, we obtain the following improvement of Theorem 6 due to R˚ade [293].
In place of R˚ade’s rather complicated proof of global existence of the flow (see the proof of [293,
Theorems 1 and 1′] in [293, Sections 4, 5, and 6]), we shall instead observe that global existence
can be deduced almost immediately from a simple adaption of Struwe’s analysis of the Yang-Mills
gradient flow over four-dimensional base manifold [331].
Theorem 14 (Global existence and convergence of Yang-Mills gradient flow over base mani-
folds of dimensions two or three). (See [293, Theorems 1 and 2].) Let G be a compact Lie group
and P a principal G-bundle over a closed, connected, oriented, smooth manifold, X, of dimen-
sion 2 or 3 and with Riemannian metric, g. Let A1 be a C
∞ connection on P . Then there are
constants c ∈ [1,∞), and σ ∈ (0, 1], and θ ∈ [1/2, 1), depending on A1, G, g, with the following
significance.
(1) Global existence: There is a constant ε ∈ (0, σ/4), depending on (A1, G, g), with the
following significance. If A0 is a C
∞ connection on P , then there exists a solution,
A(t) = A0 + a(t) for t ∈ [0,∞), with
a ∈ C∞([0,∞) ×X; Λ1 ⊗ adP ),
to the Yang-Mills gradient flow (1.2) with initial data, A(0) = A0.
(2) Dependence on initial data: The solution, A(t) for t ∈ [0,∞), varies continuously
with respect to A0 in the Cloc([0,∞);H1A1(X; Λ1 ⊗ adP )) topology and, more gener-
ally, smoothly for all non-negative integers, l,m, in the C lloc([0,∞);HmA1(X; Λ1 ⊗ adP ))
topology.
(3) Convergence: As t → ∞, the flow, A(t), converges strongly with respect to the norm
on H1A1(X; Λ
1 ⊗ adP ) to a Yang-Mills connection, A∞, of class C∞ on P , and the
gradient-flow line has finite length in the sense that∫ ∞
0
∥∥∥∥∂A∂t
∥∥∥∥
H1A1
(X)
dt <∞.
If Aym is a cluster point of the orbit, O(A) = {A(t) : t ≥ 0}, then A∞ = Aym.
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(4) Convergence rate: For all t ≥ 1,
(2.19) ‖A(t) −A∞‖H1A1 (X)
≤

1
c(1− θ)
(
c2(2θ − 1)(t− 1) + (E (A0)− E (A∞))1−2θ
)−(1−θ)/(2θ−1)
, 1/2 < θ < 1,
2
c
√
E (A0)− E (A∞) exp(−c2(t− 1)/2), θ = 1/2.
(5) Stability: If the critical point, A∞, is a local minimum then, as an equilibrium of the
Yang-Mills gradient flow (1.2), the point A∞ is Lyapunov stable; if A∞ is isolated or a
cluster point of the orbit O(A), then A∞ is uniformly asymptotically stable.
(6) Uniqueness: Any two solutions are equivalent modulo a path of gauge transformations,
u ∈ C∞([0,∞) ×X; AdP ), u(0) = idP .
Remark 2.24 (Comparison of Theorem 14 with results of R˚ade). Items (5) is not explicitly
proved by R˚ade in [293], but this assertion can be derived with the aid of the  Lojasiewicz-Simon
gradient inequality, just as in the proof of [190, Theorem 5.1.2]. R˚ade establishes a more general
version of Theorem 14, in that he allows initial data, A0, of class H
1 and a weaker concept of
solution to Yang-Mills gradient flow (1.2) [293, Definition, p. 127]. Finally, if d = 2 and G = U(n)
and A∞ is irreducible, then R˚ade obtains θ = 1/2, yielding exponential convergence in (2.19).
2.8. Harmonic map gradient flow near critical points. The results of this section are
essentially due to Simon [320, 321] (compare Theorem 4.1), but the specific statements we give
here and their justifications are difficult to find in the literature. However, as in the more difficult
case of Yang-Mills gradient flow, the results of this section may be obtained as direct consequences
of the general methods that we develop in this monograph and thus have self-contained proofs.
For an introduction to harmonic maps and harmonic map gradient flow, we refer to Eells and
Sampson [123], Eells and Lemaire [122], Hamilton [165], He´lein [181], Jost [203, 204], Lin and
Wang [232], Simon [322], Struwe [330, 332, 333], and references cited therein. For a selection
of more recent articles on harmonic map gradient flow, see Li and Zhu [230], Luo [246], and
Topping [357, 358]. Biernat [38], Bizon´ and Wasserman [41], Boling, Kelleher, and Streets [45],
Fan [129] and Zhang [391] have results on singularity formulation in harmonic map gradient flow
for source manifolds of dimension two and higher.
We begin by recalling a consequence of Theorem 2.3 for the harmonic map L2-energy func-
tional.
Definition 2.25 (Harmonic map energy functional). Let (M,g) and (N,h) be a pair of
closed, Riemannian, smooth manifolds. One defines the harmonic map L2-energy functional by
(2.20) Eg,h(f) :=
1
2
∫
M
|df |2g,h d volg,
for smooth maps, f :M → N , where df : TM → TN is the differential map.
When clear from the context, we omit explicit mention of the Riemannian metrics g onM and
h on N and write E = Eg,h. Although initially defined for smooth maps, the energy functional E
in Definition 2.25, extends to the case of Sobolev maps of class W 1,2. To define the gradient of
the energy functional E in (2.20) with respect to the L2 metric on C∞(M ;N), we first choose an
isometric embedding, (N,h) →֒ Rn for a sufficiently large n (courtesy of the isometric embedding
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theorem due to Nash [270]), and recall that by [204, Equations (8.1.10) and (8.1.13)] we have(
E
′(f), u
)
L2(M,g)
:=
d
dt
E (expf (tu))
∣∣∣∣
t=0
= (∆gf, u)L2(M,g)
= (Πh(f)∆gf, u)L2(M,g) ,
for all u ∈ C∞(M ; f∗TN), where Πh(y) : Rn → TyN is orthogonal projection and expy : TyN →
N is the exponential map, so expy(0) = y ∈ N , for all y ∈ N . (Note that one could alternatively
define (
E
′(f), u
)
L2(M,g)
=
d
dt
E (π(f + tu))
∣∣∣∣
t=0
as implied by [322, Equations (2.2)(i) and (ii)], where π is the nearest point projection onto N
from a normal tubular neighborhood.) Thus, viewing the gradient as an operator and applying
[181, Lemma 1.2.4],
(2.21) E ′(f) = Πh(f)∆g = ∆gf −Ah(df, df),
as in [322, Equations (2.2)(iii) and (iv)]. Here, Ah denotes the second fundamental form of the
isometric embedding, (N,h) ⊂ Rn and
(2.22) ∆g := − divg gradg = d∗,gd = −
1√
det g
∂
∂xβ
(√
det g
∂f
∂xα
)
denotes the Laplace-Beltrami operator for (M,g) (with the opposite sign convention to that of
[77, Equations (1.14) and (1.33)]) acting on the scalar components f i of f = (f1, . . . , fn) and
{xα} denote local coordinates on M . As usual, the gradient vector field, gradg f i ∈ C∞(TM), is
defined by 〈gradg f i, ξ〉g := df i(ξ) for all ξ ∈ C∞(TM) and 1 ≤ i ≤ n and the divergence function,
divg ξ ∈ C∞(M ;R), by the pointwise trace, divg ξ := tr(η 7→ ∇gξη), for all η ∈ C∞(TM).
One says that a smooth map f :M → N is harmonic if it is a critical point of the L2 energy
functional (2.20), that is
E
′(f) = ∆gf −Ah(df, df) = 0.
Given a smooth map f : M → N , an isometric embedding (N,h) →֒ Rn, a non-negative integer
k, and p ∈ [1,∞), we define the Sobolev norms,
‖f‖W k,p(M) :=
(
n∑
i=1
‖f i‖p
W k,p(M)
)1/p
,
with
‖f i‖W k,p(M) :=
 k∑
j=0
∫
M
|(∇g)jf i|p d volg
1/p ,
where ∇g denotes the Levi-Civita connection on TM and all associated bundles (that is, T ∗M
and their tensor products), and if p =∞, we define
‖f‖W k,∞(M) = ‖f‖Ck(M) :=
n∑
i=1
k∑
j=0
ess sup
M
|(∇g)jf i|.
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If k = 0, then we denote ‖f‖W 0,p(M) = ‖f‖Lp(M). For p ∈ [1,∞) and nonnegative integers k,
we use [5, Theorem 3.12] (applied to W k,p(M ;Rn) and noting that M is a closed manifold) and
Banach space duality to define
W−k,p
′
(M ;Rn) :=
(
W k,p(M ;Rn)
)∗
,
where p′ ∈ (1,∞] is the dual exponent defined by 1/p + 1/p′ = 1. Elements of the Banach space
dual (W k,p(M ;Rn))∗ may be characterized via [5, Section 3.10] as distributions in the Schwartz
space D ′(M ;Rn) [5, Section 1.57].
In particular, when p = 1 and p′ =∞ and k is a non-negative integer, we have
W−k,∞(M ;Rn) :=
(
W k,1(M ;Rn)
)∗
.
Lastly, we note that if (N,h) is real analytic, then the isometric embedding (N,h) →֒ Rn may
also be chosen to be analytic by the analytic isometric embedding theorem due to Nash [271],
with a simplified proof due to Greene and Jacobowitz [153]).
The statement of the forthcoming Theorem 2.26 includes the most delicate dimension for the
source Riemannian manifold, (M,g), namely the case whereM has dimension d = 2 and allows a
Sobolev norm for the definition of the  Lojasiewicz-Simon neighborhood of a harmonic map that
appears to be optimal for that case, namely, W 2,1(M ;N), as well as the suboptimal W 1,p(M ;N)
with p > 2. Following the landmark articles by Sacks and Uhlenbeck [297, 298], the case where
the domain manifold M has dimension two is well-known to be critical.
Theorem 2.26 ( Lojasiewicz-Simon gradient inequality for the energy functional for maps
between pairs of Riemannian manifolds). [137, Theorem 4] Let d ≥ 2 and k ≥ 1 be integers and
p ∈ [1,∞) be such that
kp > d or k = d and p = 1.
Let (M,g) and (N,h) be closed, Riemannian, smooth manifolds, with M of dimension d. If (N,h)
is real analytic (respectively, C∞) and f ∈W k,p(M ;N), then the gradient map4
E
′(f) : TfW k,p(M ;N)→ T ∗fW k,p(M ;N),
is a real analytic (respectively, C∞) map of Banach spaces. If f∞ ∈ W k,p(M ;N) is a harmonic
map, then there are positive constants c ∈ [1,∞), σ ∈ (0, 1], and θ ∈ [1/2, 1), depending on
f∞, g, h, k, p, M , and N with the following significance. If f ∈ W k,p(M ;N) obeys the W k,p
 Lojasiewicz-Simon neighborhood condition,
(2.23) ‖f − f∞‖W k,p(M) < σ,
then the harmonic map energy functional (2.20) obeys the  Lojasiewicz-Simon gradient inequality,
(2.24) ‖E ′(f)‖W−k,p′(M) ≥ c|E (f)− E (f∞)|θ.
Remark 2.27 (Previous versions of the  Lojasiewicz-Simon gradient inequality for the har-
monic map energy functional). Topping [355, Lemma 1] proved a  Lojasiewicz-type gradient
inequality for maps, f : S2 → S2, with small L2 energy, with the latter criterion replacing the
usual small C2,α(M ;Rn) norm criterion of Simon for the difference between a map and a criti-
cal point [320, Theorem 3]. Simon uses a C2(M ;Rn) norm to measure distance between maps,
f :M → N , in [321, Equation (4.27)]. Topping’s result is generalized by Liu and Yang in [236,
Lemma 3.3]. Kwon [223, Theorem 4.2] obtains a  Lojasiewicz-type gradient inequality for maps,
4Thus T ∗fW
k,p(M ;N) is the dual of the tangent space TfW
k,p(M ;N) of the Banach manifold W k,p(M ;N) at
the point f .
2. MAIN RESULTS 23
f : S2 → N , that are W 2,p(S2;Rn)-close to a harmonic map, with 1 < p ≤ 2. However, her proof
explicitly uses the fact that p > 1.
We now turn to questions of convergence, global existence, and stability of solutions to har-
monic map gradient flow. We begin by recalling the following result due to Eells and Sampson
on the existence of minima for the harmonic map energy functional.
Theorem 2.28 (Existence of harmonic maps whose energy is absolutely minimizing in a
homotopy class). [123, Corollary, p. 158] Let (M,g) and (N,h) be a pair of closed, Riemannian,
smooth manifolds and assume that (N,h) has non-positive sectional curvature. If f0 ∈ C(M ;N)
is a continuous map, then there exists a C∞ harmonic map fmin that is homotopic to f0 and
which is absolutely energy minimizing in the homotopy class [f0].
The curvature hypothesis in Theorem 2.28 was relaxed by Sacks and Uhlenbeck in their
celebrated
Theorem 2.29 (Existence of harmonic maps whose energy is absolutely minimizing in a
homotopy class). [297, Theorem 5.1] Let (M,g) and (N,h) be a pair of closed, Riemannian,
smooth manifolds and assume that π2(N) = 0. If f0 ∈ C(M ;N) is a continuous map, then there
exists a C∞ harmonic map fmin that is homotopic to f0 and which is absolutely energy minimizing
in the homotopy class [f0].
The proof of Theorem 2.28 relies on fundamental results for harmonic map gradient flow due
to Eells and Sampson [123, Theorem, p. 156]; the version of their results that we state below
appears as [232, Theorem 5.3.1].
Theorem 2.30 (Global existence and convergence of harmonic map gradient flow into a
closed, Riemannian, smooth manifold with non-positive sectional curvature). [123, Theorem,
p. 156], [232, Theorem 5.3.1] Let (M,g) and (N,h) be a pair of closed, Riemannian, smooth
manifolds and assume that (N,h) has non-positive sectional curvature. If f0 ∈ C∞(M ;N), then
there exists a unique solution, f ∈ C∞([0,∞) × M ;N), to the harmonic map gradient flow
equation,
(2.25) f˙(t) = −E ′(f), f(0) = f0,
a harmonic map, f∞ ∈ C∞(M ;N), and an unbounded sequence {tm}∞m=0 ⊂ [0,∞) such that
E (f∞) ≤ E (f0) and
‖f(tm)− f∞‖C2(M ;Rn) → 0, as m→∞.
If in addition to the hypotheses of Theorem 2.30, we assume that (N,h) is real analytic, it
then follows from Theorem 2.30 and [320, Corollary 2] that
‖f(t)− f∞‖C2(M ;Rn) → 0, as t→∞.
For a recent exposition of the proof of Theorem 2.30 and certain generalizations, we refer the
reader to Lin and Wang [232, Section 5.3]. Short-time existence, uniqueness, and regularity of
solutions to the harmonic map gradient flow equation (2.25) can be established either by appealing
to general results for nonlinear parabolic systems developed in this monograph or by appealing
to previous expositions or original results due to Eells and Sampson [123], Lin and Wang [232],
Simon [322], or Struwe [330]. Lastly, in order to apply our results for abstract gradient flows, we
need to verify Hypothesis 2.1 with the following analogue of Corollary 26.10 for the Yang-Mills
L2-energy functional.
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Lemma 2.31 (A priori L1-in-time-W 1,p-in-space interior estimate for a solution to harmonic
map gradient flow). Let (M,g) and (N,h) be closed, Riemannian, smooth manifolds, with M
of dimension d ≥ 2, and f∞ ∈ C∞(M ;N), and p ∈ (2 ∨ d/2,∞). Then there are positive
constants, C = C(d, f∞, g, h, p) ∈ [1,∞) and ε1 = ε1(d, f∞, g, h, p) ∈ (0, 1], such that if f ∈
C∞((S, T ) ×M ;N) is a solution to harmonic map gradient flow (2.25) on an interval (S, T ),
where S ∈ R and δ > 0 and T obey S + 2δ ≤ T ≤ ∞, and
(2.26) ‖f(t)− f∞‖W 1,p(M) ≤ ε1, ∀ t ∈ (S, T ),
then there is an integer n = n(d, p) ≥ 1 such that
(2.27)
∫ T
S+δ
‖f˙(t)‖W 1,p(M) dt ≤ C
(
1 + δ−n
) ∫ T
S
‖f˙(t)‖L2(M) dt.
In applications of Lemma 2.31, the map f∞ ∈ C∞(M ;N) will be harmonic, but that is not
a hypothesis of Lemma 2.31. We omit the proof of Lemma 2.31 as the ideas are very similar to
those employed in the proof of Corollary 26.10 and it again relies on the abstract Lemma 17.12.
Consequently, by virtue of Theorem 2.26 together with Theorems 3, 4, and 5, we obtain the
following analogue of Theorem 6.
Theorem 15 (Global existence and convergence of harmonic map flow near a local minimum).
Let (M,g) and (N,h) be closed, Riemannian, smooth manifolds, with M of dimension d ≥ 2 and
(N,h) real analytic. If fmin ∈ C∞(M ;N) is a local minimum for the harmonic map energy
functional E and c ∈ [1,∞), and σ ∈ (0, 1], and θ ∈ [1/2, 1) are the  Lojasiewicz-Simon constants
for (E , fmin) given by Theorem 2.26, and p ∈ (2 ∨ d/2,∞), then there is a constant ε ∈ (0, σ/4)
such that the following hold:
(1) Global existence and uniqueness: If f0 ∈ C∞(M ;N) obeys
‖f0 − fmin‖W 1,p(M) < ε,
then there exists a unique solution, f ∈ C∞([0,∞) × M ;N), to the harmonic map
gradient flow equation (2.25) with initial data, f(0) = f0, and
‖f(t)− fmin‖W 1,p(M) < σ/2, ∀ t ∈ [0,∞).
(2) Dependence on initial data: The solution, f(t) for t ∈ [0,∞), varies continuously with
respect to f0 in the Cloc([0,∞);W 1,p(M ;N)) topology and, more generally, smoothly for
all integers k ≥ 1 and l ≥ 0 in the C lloc([0,∞);W k,p(M ;N)) topology.
(3) Convergence: As t→∞, the flow, f(t), converges strongly with respect to the norm on
W 1,p(M ;N) to a harmonic map, f∞ ∈ C∞(M ;N), and the gradient-flow line has finite
length in the sense that ∫ ∞
0
‖f˙(t)‖W 1,p(M) dt <∞.
If fmin is a cluster point of the orbit, O(f) = {f(t) : t ≥ 0}, then f∞ = fmin.
(4) Convergence rate: For all t ≥ 1,
‖f(t)− f∞‖W 1,p(M)
≤

1
c(1 − θ)
(
c2(2θ − 1)(t − 1) + (E (f0)− E (f∞))1−2θ
)−(1−θ)/(2θ−1)
, 1/2 < θ < 1,
2
c
√
E (f0)− E (f∞) exp(−c2(t− 1)/2), θ = 1/2.
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(5) Stability: As an equilibrium of the harmonic map gradient flow (2.25), the point f∞
is Lyapunov stable; if f∞ is isolated or a cluster point of the orbit O(f), then f∞ is
uniformly asymptotically stable.
WhenM = N = S2 (with its standard round metric of radius one) and E∞ := limt→∞ E (u(t)),
Topping [357, Theorem 1.7] has shown that
|E (u(t)) − E∞| ≤ C0 exp(−t/C0), ∀ t ≥ 0,
for a positive constant, C0; he allows that u(t) may bubble at finitely many points in S
2 as t→∞.
It is worth noting that Theorem 15 does not contradict the example, due to Chang, Ding,
and Ye [76], of finite-time blow-up for harmonic map gradient flow for maps from S2 to S2 and
initial data f0 of sufficiently high energy.
Further information regarding the behavior of harmonic map flow near an arbitrary critical
point can sometimes be deduced from the following consequence of Theorem 2 and analogue of
Theorem 7 for Yang-Mills gradient flow.
Theorem 16 (Convergence of a subsequence implies convergence for a solution to harmonic
map gradient flow). Let (M,g) and (N,h) be closed, Riemannian, smooth manifolds, with M
of dimension d ≥ 2 and (N,h) real analytic, f∞ ∈ C∞(M ;N) be a harmonic map, and p ∈
(2∨d/2,∞). If f ∈ C∞([0,∞)×M ;N) is a solution to the harmonic map gradient flow equation
(2.25) and f∞ is a cluster point of the orbit O(f) = {f(t) : t ≥ 0}, in the sense that there exists
a sequence of times, {tm}m∈N ⊂ [0,∞) with tm →∞ as m→∞, such that
f(tm)→ f∞ in W 1,p(M ;Rn) as m→∞,
then f(t) converges to f∞ as t→∞ in the sense that
lim
t→∞ ‖f(t)− f∞‖W 1,p(M) = 0 and
∫ ∞
0
‖f˙‖W 1,p(M) dt <∞.
3. Summary
For the benefit of the reader, we outline the remainder of our monograph.
In order to highlight methods which may have application to Yang-Mills gradient flow (and
vice versa), Chapter 2 surveys other nonlinear evolution equations in geometric analysis and
mathematical physics, including a) harmonic map gradient flow from Riemann surfaces into a
target Riemannian manifold (see Section 4), and b) conformal Yamabe scalar curvature heat flow
(see Section 5). We also briefly mention (see Section 7) Chern-Simons gradient flow, Donaldson’s
heat flow, Ginzburg-Landau energy gradient flow, knot energy gradient flow, Lagrangian mean
curvature flow, mean curvature flow, Ricci curvature flow, Taubes’ anti-self-dual curvature flow,
and other gradient or gradient-like flows in applied mathematics and fluid dynamics, pointing the
reader to more detailed references in each case.
In Chapter 3, we gather a number of preliminary definitions and facts that we shall need
throughout the course of our monograph. In Section 8, we define different concepts of classical
solution different concepts of weak solution to Yang-Mills gradient flow. Section 9 surveys the
origins and philosophy of the heat equation method from the perspective of solving an elliptic
equation. Section 10 reviews the classification of principal G-bundles, the Chern-Weil formula,
and characterization of minima of the Yang-Mills energy functional in dimension four. In Section
11, we briefly review what is known about minimal and non-minimal critical points of the Yang-
Mills energy functional over a base manifold of dimension four, together with consequences for
Yang-Mills gradient flow.
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Chapter 4 provides a development of linear and nonlinear evolutionary equations in Banach
spaces from the perspective of analytic semigroups defined by positive, sectorial operators on
Banach spaces. Much of this chapter closely follows the presentation due to Sell and You [316],
but we extend their local well-posedness results for nonlinear evolutionary equations by a) con-
sidering polynomial nonlinearities; b) allowing initial data of lower regularity than that assumed
[316] using Banach spaces with temporal weights; and c) deriving explicit lower bounds for the
minimal lifetimes of solutions to nonlinear evolutionary equations in Banach spaces. Section 12
summarizes the linear theory required from [316]. Section 13 summarizes the nonlinear theory
required from [316] and develops the aforementioned extensions.
In Chapter 5, we consider elliptic differential systems on domains in Rd and on vector bundles
over closed manifolds, develop a priori estimates, existence and uniqueness results, resolvent (or
Agmon) estimates, and consequently show that these elliptic differential systems define analytic
semigroups on standard Lp, C0, and L1 Banach spaces in Section 14 and certain critical-exponent
Banach spaces in Section 15. While there are many references for elliptic and parabolic scalar
differential operators (such as Gilbarg and Trudinger [149] and Krylov [221]) the available refer-
ences which discuss elliptic and parabolic differential systems (such as Agmon [7], Chen and Wu
[83], Ladyzˇenskaja, Solonnikov and Ural′ceva [225, 224], and Morrey [261]) do not develop the
results we need for our application, so Chapter 5 provides an essentially self-contained treatment.
The Yang-Mills heat equation — a quasilinear parabolic equation defined by a choice of
reference connection, as distinct from the non-parabolic Yang-Mills gradient flow equation —
takes the form,
(3.1)
∂a
∂t
+ d∗AFA + dAd
∗
Aa = 0,
where A(t) = A1+ a(t), and A1 is a fixed C
∞ reference connection on P , and a(t) = A(t)−A1 ∈
Ω1(X; adP ) for t ∈ [0, τ). The questions of local existence, uniqueness, and regularity of solutions
to the Yang-Mills heat equation are developed from many different points of view in Chapter 6 and
for initial data of different regularities. While the question of local well-posedness for quasilinear
parabolic equations is often dismissed as ‘standard’, it is difficult to find a standard reference,
so we establish all of the results one might need in detail and in as much generality as possible.
The elegant approach due to Struwe [331], particular to a base manifold of dimension less than
or equal to four, requires a package of existence, uniqueness, and regularity results for a solution
a(t) ∈ Ω1(X; adP ), for t ∈ [0,∞), to the linear heat equation,
∂a
∂t
+
(
d∗A1dA1 + dA1d
∗
A1
)
a = f, a(0) = a0,
or more simply,
(3.2)
∂a
∂t
+∇∗A1∇A1a = f, a(0) = a0,
and those are developed in Section 16.
Section 17 develops the required local posedness results for the Yang-Mills heat equation when
the initial data is assumed to be of sufficient regularity that more standard versions of the theory
of analytic semigroups and nonlinear evolution equations in Banach spaces [316] are applicable.
In addition, we derive lower bounds for the minimal lifetime of a solution in terms of suitable
norms of the initial data and an a priori estimate for the length of the trajectory defined by a
solution.
In Section 18, we construct a family of critical-exponent parabolic Sobolev spaces, over a base
manifold X of arbitrary dimension d ≥ 2, by analogy with the families of critical-exponent elliptic
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Sobolev spaces frequently employed by Taubes [341, 343, 344, 346, 348] and developed further
by the author in [133] when X has dimension d = 4. We then develop an a priori estimate
for a linear parabolic operator on sections of a vector bundle over a closed, Riemannian, smooth
manifold, X, of dimension d ≥ 2.
Section 19 develops local well-posedness for the Yang-Mills heat equation with initial data of
minimal regularity, based partly on ideas of Kozono, Maeda, and Naito [215], using the theory
of analytic semigroups and nonlinear evolution equations in Banach spaces [316], when X has
dimension d ≥ 2, and partly on ideas of Struwe [331], when X has dimension d ≤ 4. Our version
of Struwe’s approach [331] employs the Contraction Mapping Principle, based on existence of
strong solutions,
a ∈ L2(0, T ;H2A1(X; Λ1 ⊗ adP )) ∩H1(0, T ;L2(X; Λ1 ⊗ adP )),
to the linear heat equation (3.2).
Finally, in Section 20, we establish local existence, uniqueness, and regularity for solutions
to Yang-Mills gradient flow, employing the Donaldson-DeTurck trick [111, 115] to pass from a
solution to the Yang-Mills heat equation to the Yang-Mills gradient flow equation. The question of
uniqueness of a solution to the Yang-Mills gradient flow equation can be approached either via the
method of Kozono, Maeda, and Naito [215] or that of Struwe [331], who derives a complementary,
but essentially stronger result by a different method. We describe both approaches and add detail
to selected calculations.
All of these approaches rely on Donaldson’s version [111], [115, Equation (6.3.3)] of the
DeTurck Trick for Ricci flow [107] to convert the Yang-Mills gradient flow equation in Ω1(X; Λ1⊗
adP ),
(3.3)
∂A
∂t
+ d∗AFA = 0,
with initial data A(0) = A0 ∈ Ω1(X; adP ), to the Yang-Mills heat equation (3.1). For a(t), with
t ∈ (0, τ), solving (3.1), one defines a family of gauge transformations, u(t) ∈ AutP , by solving
(3.4) u(t)−1 ◦ ∂u(t)
∂t
= −d∗A(t)a(t), ∀ t ∈ (0, τ), u(0) = idP ,
and discovers that A˜(t) = u(t)∗A(t) solves the Yang-Mills gradient flow equation (3.3).
Chapter 7 comprises our development of the  Lojasiewicz-Simon gradient inequality, conver-
gence, and stability for (pure) abstract gradient systems in Banach spaces, together with a
derivation of two versions of the  Lojasiewicz-Simon gradient inequality for the Yang-Mills en-
ergy functional over a base manifold, X, of dimension in the range d ≥ 2. While our approach to
convergence and stability for abstract gradient (and later gradient-like) systems is inspired by that
of Huang [190], we employ a fundamentally different paradigm (a generalization of R˚ade’s [293,
Lemma 7.3]) that, we hope, lends itself to a much wider range of applications than permitted by
the approach of Huang [190].
By way of introduction to the infinite-dimensional  Lojasiewicz-Simon gradient inequality and
its application to gradient systems, we recall the
Theorem 3.1 (Long-time existence and convergence of a solution to a gradient system in
R
n). [238], [240, Theorem 1] Let f be an analytic, non-negative function on a neighborhood of
the origin in Rn such that f(0) = 0. Then there exists a neighborhood, U , of the origin such that
each trajectory, yx0(t), with yx0(0) = x0, of the system,
dy
dt
= −(grad f)(y(t)),
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is defined on [0,∞), has finite length, and converges uniformly to a point in Z := {x ∈ U :
∇f(x) = 0} as t→∞.
To prove his result,  Lojasiewicz uses the following version of his gradient inequality [239]: If
F is an analytic function on a neighborhood of the origin in Rn such that F (0) = 0, then there
exists a constant, θ ∈ (0, 1), and a neighborhood, U , of the origin such that
| gradF (x)| ≥ |F (x)|θ, ∀x ∈ U.
In [320], Simon developed an infinite-dimensional version of the finite-dimensional gradient in-
equality due to  Lojasiewicz. Simon used his gradient inequality to establish global existence
and convergence of smooth solutions to a certain class of gradient-like (or pseudo-gradient) flow
equations arising in geometric analysis, including harmonic map gradient flow when the target
Riemannian manifold is real analytic. However, in the form developed in [320], Simon’s results
are not applicable to the gradient flow for the Yang-Mills energy functional.
Since the publication of Simon’s seminal article [320], there have been many attempts to
generalize his gradient inequality to abstract gradient inequalities for functionals defined on open
subsets of Hilbert or Banach spaces, including work of Chill, Huang, and Takac and many others
cited in [190]. One variant of the  Lojasiewicz-Simon gradient inequality, developed specifically
for the Yang-Mills energy functional in his Ph.D. thesis [292] for a base manifold of dimension two
or three, is due to R˚ade [293], though his version appears not well known. Section 22 reviews
one of the most general, abstract versions of the  Lojasiewicz-Simon gradient inequality ([190,
Theorem 2.4.2 (i)]) following the presentation due to Huang [190, Chapter 2]. In Section 23, we
then use this to generalize R˚ade’s gradient inequality for the Yang-Mills energy functional when
X has dimensions d = 2, 3 and also extend it to the case of d ≥ 4.
Suppose that E : U ⊂ X → R is a functional on an open subset, U , of a real, reflexive
Banach space, X , that is in turn continuously embedded and dense in a real Hilbert space, H ,
with analytic gradient map, E ′ : U ⊂ X → H . Since X →֒ H is a continuous embedding, we
also have H ∼= H ′ →֒ X ′, where X ′ denotes the Banach-space dual of X and the isometric
isomorphism between H and H ′ is given by the canonical identification. One requires, in
addition, that E obeys certain technical properties listed in Hypothesis 22.6. If ϕ ∈ U is a
critical point of E , that is, E ′(ϕ) = 0, then there are positive constants, c, σ, and θ ∈ [1/2, 1)
such that
(3.5) ‖E ′(u)‖H ≥ c|E (u)− E (ϕ)|θ , ∀u ∈ U such that ‖u− ϕ‖X < σ.
We refer the reader to Theorem 22.7 for the precise statement. Our Theorems 23.1 and 23.17
specialize Theorem 22.7 to the case of the Yang-Mills energy functional with
H = L2(X; Λ1 ⊗ adP ),
and different choices of Sobolev space for the Banach space, X . When X = H1A1(X; Λ
1 ⊗ adP )
and d = 4, where A1 a C
∞ reference connection on P , then our Theorem 23.17 provides the
desired result: If A∞ is a C∞ Yang-Mills connection on P , then there are positive constants c,
σ, and θ ∈ [1/2, 1), depending on A1, g, and P such that
(3.6) ‖E ′(A)‖L2(X) ≥ c|E (A)− E (A∞)|θ,
for all connections, A, of class H2 on P such that
(3.7) ‖A−Aym‖H1A1 (X) < σ,
recalling that E (A) = 12‖FA‖2L2(X) and E ′(A) = d∗AFA.
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Section 24 returns to the abstract setting of Section 22 and develops convergence, global
existence, and stability results for strong solutions, u(t) ∈ X for t ≥ 0 with u˙(t) ∈ H for a.e.
t > 0, to the Cauchy problem for a gradient system,
(3.8) u˙(t) = −E ′(u(t)) (in H , for a.e. t > 0), u(0) = u0.
While our development formally mirrors that of Huang [190], we replace his hypotheses (either
[190, Equation (3.10)] for gradient-like flow or [190, Equation (3.10′)] for gradient flow) with
the following abstract hypothesis modeled on R˚ade’s a priori estimate [293, Lemma 7.3] for the
length of a Yang-Mills gradient flow trajectory.
Hypothesis 3.2 (A priori interior estimate for a trajectory). Let C and µ be positive con-
stants and let T ∈ (0,∞]. Given an open subset, U ⊂ X , let u : [0, T )→ U and u˙ : [0, T )→ H
be continuous. We say that u˙ obeys an a priori interior estimate on (0, T ] if, for every S ≥ 0
and δ > 0 obeying S + δ ≤ T , the map u˙ : [S + δ, T )→ X is Bochner integrable and there holds
(3.9)
∫ T
S+δ
‖u˙(t)‖X dt ≤ C(1 + δ−µ)
∫ T
S
‖u˙(t)‖H dt.
See Hypothesis 24.10 for a slightly more general statement, with weaker regularity require-
ments on the path, u(t). The abstract a priori estimate (3.9) is realized for a solution to Yang-
Mills gradient flow by our Lemmata 17.12, 26.2, and 26.7. For example, Lemma 26.2 yields the
estimate (3.9) with X = H1A1(X; Λ
1 ⊗ adP ) and H = L2(X; Λ1 ⊗ adP ) and µ = 1/2, when X
has dimension d in the range 2 ≤ d ≤ 5 and A(t) is a strong solution to Yang-Mills gradient flow
that obeys
‖A(t)−A1‖H1A1 (X) < ε1 ∀ t ∈ (S, T ),
for a small enough positive constant, ε1, depending on the C
∞ reference connection, A1, d, and
the Riemannian metric, g, on X, so∫ T
S+δ
‖A˙(t)‖H1A1 (X) dt ≤ C(1 + δ
−1/2)
∫ T
S
‖A˙(t)‖L2(X) dt,
where C depends at most on A1, d, and g.
Given Hypothesis 3.2, we then obtain an abstract version (Lemma 24.15) of Simon’s [320,
Lemma 1] and a replacement of Huang’s [190, Lemma 3.3.4], giving an estimate for the integral,∫ T
0
‖u˙(t)‖H dt ≤
∫
E (u(0))
E (u(T ))
1
c|s− E (ϕ)|θ ds,
and hence an estimate for the integral, ∫ T
δ
‖u˙(t)‖X dt,
when u is a solution to a gradient system obeying a  Lojasiewicz-Simon gradient inequality along
the trajectory, u(t) for t ∈ [0, T ), and c > 0, and θ ∈ [1/2, 1) and σ > 0 are the  Lojasiewicz-
Simon constants. These estimates are the key ingredient which allow us to obtain Theorem
24.17, an abstract version of R˚ade’s [293, Proposition 7.4], Simon’s [320, Theorem 2] and a
replacement for Huang’s [190, Theorem 3.3.6], giving a convergence alternative for a global
solution, u : [0,∞) → X , with initial data, u(0) = u0, sufficiently close to a critical point, ϕ, of
E . Furthermore, the rate of convergence of the solution, u(t), to a limit, u∞ ∈ X , as t→∞ can
be estimated using our enhancement (Theorem 24.21) of Huang’s [190, Theorem 3.4.8].
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One calls a critical point ϕ ∈ U of E a ground state if E attains its minimum on U at this
point, that is,
E (ϕ) = inf
u∈U
E (u).
When u0 is sufficiently close to a ground state, ϕ, our version, Theorem 24.22, of Huang’s [190,
Theorem 5.1.1] yields global existence of a solution, u : [0,∞)→ X , to the Cauchy problem (3.8)
for an abstract gradient system obeying a  Lojasiewicz-Simon gradient inequality, together with
convergence of u(t) to a limit, u∞ ∈ X , as t→∞ in the sense that
lim
t→∞ ‖u(t)− u∞‖X = 0 and
∫ ∞
1
‖u˙(t)‖X dt <∞.
Moreover, our analogue, Theorem 24.30, of [190, Theorem 5.1.2] yields Lyapunov stability for a
ground state, ϕ; if ϕ is isolated or a cluster point of the path, {u(t) : t ≥ 0}, then ϕ is uniformly
asymptotically stable.
Chapter 8 establishes global existence and convergence for Yang-Mills gradient flow near a
local minimum. Section 25 establishes certain key a priori estimates for a variational solution
to a linear heat equation generalizing those of R˚ade [293] and Simon [320]. In Section 26,
we establish the required a priori estimates for lengths of Yang-Mills gradient-like flow lines
and justify Hypothesis 3.2 in the setting of Yang-Mills gradient and gradient-like flow, whose
applications we discuss further in the sequel. Finally, in Section 27 we complete the proof of
Theorem 6.
In Chapter 9, we commence our examination of the problems of global existence and con-
vergence of smooth solutions to Yang-Mills gradient flow when the energy, E (A0), of the initial
connection is arbitrary. For this purpose, we revert once more to the abstract setting of Section
24 and in Section 29 we generalize those results from the case of gradient to gradient-like systems.
In particular, we introduce a modification of the pure gradient flow for E modeled on that of
Simon’s [320, Equations (0.1) or (3.1)].
As in Definition 29.1, let E ′ : U ⊂ X → H be a gradient map associated with a C1
functional, E : U → R, where U is an open subset of a real, reflexive Banach space, X , that is
continuously embedded and dense in a Hilbert space, H , and let R : [0, T )→ H be a continuous
map for some 0 < T ≤ ∞. We call a trajectory, u : [0, T ) → U ⊂ X a strong solution of a
pseudogradient or gradient-like system for E if
(3.10) u˙(t) = −E ′(u(t)) +R(t), a.e. t ∈ (0, T ), u(0) = u0 ∈ U ,
as an equation in H . As one might expect from the more concrete situation considered [320],
the perturbation, R(t), must obey certain estimates in order to allow us to again draw any
conclusions regarding convergence or global existence and these are described in Hypothesis 29.2,
which requires R to be such that
(−E ′(u(t)), u˙(t))H ≥ ‖E ′(u(t))‖H ‖u˙(t)‖H + F ′(t),(3.11a)
‖E ′(u(t))‖H ≥ ‖u˙(t)‖H +G′(t), for a.e. t ≥ 0,(3.11b)
where the functions F,G : [0,∞) → [0,∞) are absolutely continuous, non-increasing (non-
negative) functions satisfying
lim
t→∞F (t) +G(t) = 0,(3.12a) ∫ ∞
0
φ(F (t)) dt <∞,(3.12b)
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where φ(x) := c|x − a|θ, x ∈ R, for constants c > 0 and a ∈ R and θ ∈ [1/2, 1). For the
gradient-like system (3.10), one can choose
F (t) =
1
2
∫ ∞
t
‖R(s)‖2H ds,(3.13a)
G(t) =
∫ ∞
t
‖R(s)‖H ds, ∀ t ≥ 0.(3.13b)
We then generalize our results from gradient to gradient-like systems, albeit with more compli-
cated statements and proofs, including: a) a growth estimate for a solution to a gradient-like
system; b) convergence of gradient-like flow near a local minimum; c) convergence rate near a
critical point; and d) global existence and convergence of a solution to a gradient-like system
started near a local minimum.
In order to try to apply our results for abstract gradient-like flow to Yang-Mills gradient flow
we must carefully examine the nature of the singularities that can potentially occur in Yang-Mills
gradient flow, whether in finite or infinite time. Consequently, in Section 30 we review and in
some cases extend the local a priori estimates for Yang-Mills heat and gradient flows developed
by Kozono, Maeda, and Naito [215], Schlatter [307], and Struwe [331]. A local version, Lemma
30.32, of the continuous extension Lemma 30.21 of Struwe plays a particularly important role in
our analysis in the sequel and this is proved in Section 30.5.
As we noted earlier, the possibility of bubble-tree limits appears to have been overlooked in
previous treatments [215, 307] of the limiting behavior of Yang-Mills gradient flow near bubble
points, so we devote Section 31 to a detailed analysis of Uhlenbeck and bubble-tree limits for
solutions to Yang-Mills gradient flow over four-dimensional manifolds, building on the local a
priori estimates reviewed in Section 30.
Given a Riemannian metric, g, on X, and a solution, A(t), to Yang-Mills gradient flow on a
principal G-bundle, P , over X with initial data, A0, it is natural to compare A(t) with a solution,
A¯(t), to Yang-Mills gradient flow on P for a nearby Riemannian metric, g¯, and the same initial
data, A0. Thus, in Section 32, we examine continuity and stability of solutions to the Yang-Mills
heat equation with respect to variations in the Riemannian metric.
In Chapter 10, we consider Yang-Mills gradient-like flow over four-dimensional manifolds and
applications, motivated by the results of our analysis of Uhlenbeck limits for Yang-Mills gradient
flow in Section 31. Section 33 develops a selection of results for Yang-Mills gradient-like flow over
the four-dimensional sphere, S4, with its standard round metric of radius one. In Section 34, we
consider Yang-Mills gradient-like flow over compact Ka¨hler surfaces and apply our analysis to
complete the proof of Theorem 13. We conclude Section 34 with a proof Corollary 12.
Finally, in Chapter 11, we develop a series of results related to the problem of solving the
anti-self-dual equation,
F+,g(A+ a) = 0,
for a perturbation, a ∈ Ω1(X; adP ), such that the connection A + a is exactly g-anti-self-dual,
given an approximately g-anti-self-dual connection, A, on a principal G-bundle, P , over a closed,
four-dimensional, oriented, smooth manifold, X, with Riemannian metric, g. Our analysis in
Section 35 builds on previous results of the author and Leness in [134], Sedlacek [315], and
especially Taubes [340, 341, 342, 343, 344]. In Section 36, we combine the results of Section
35 and Theorem 6 to establish Corollaries 8, 9, and 10.

CHAPTER 2
Comparison of global existence and convergence results for
gradient and heat flows in geometric analysis
Difficulties in the analysis of Yang-Mills gradient flow also arise in other nonlinear evolution
equations in geometric analysis. We cannot hope in this short survey to provide anything remotely
approaching a comprehensive survey of the main results on global existence and convergence for
nonlinear evolution equations in geometric analysis and mathematical physics. Instead, we focus
on a few well-known results for some of the gradient flows whose behavior appears to most closely
emulate that of Yang-Mills gradient flow in dimension four, including harmonic map gradient flow
for Riemann surfaces and Yamabe scalar curvature heat flow. We shall mainly concentrate on
harmonic map gradient flow for Riemann surfaces, indicate some parallel results for Yamabe scalar
curvature flow, and briefly mention results for a few other geometric flows. Our purpose is solely
to try to help us understand why one gradient flow might exhibit global existence or convergence
and another while an apparently similar gradient flow might not possess those properties.
4. Gradient flow for the harmonic map energy functional
The harmonic map energy functional is conformally invariant when the source manifold has
dimension two, like the Yang-Mills energy functional in dimension four, in the case of maps
from a Riemann surface, M , into a Riemannian manifold of dimension d ≥ 2. Therefore it is
especially interesting to try to understand similarities and differences between their respective
gradient flows. Indeed, a comparison between harmonic map gradient flow in dimension two and
the Yang-Mills gradient flow in dimension four was undertaken by Grotowski and Shatah in [160]
for precisely this reason.
4.1. Comparison between the harmonic map and Yang-Mills L2-energy function-
als. Modulo an application of the Donaldson-DeTurck trick in the case of Yang-Mills gradient
flow, the harmonic map and Yang-Mills gradient flow equations are both quasilinear parabolic but
the nonlinearity in the case of the harmonic map gradient flow appears slightly less well behaved
and that may account for the sharp distinction between the finite-time blow up behaviors in the
presence of rotational symmetry exhibited by Chang, Ding, and Ye in [76] and Schlatter, Struwe,
and Tahvildar-Zadeh [308].
To try to better understand the reasons for the differences between the harmonic map and
Yang-Mills gradient flows, let us examine some differences between the nonlinearities appearing
in the respective L2-energy functionals. By comparing the gradient of the harmonic map energy
functional (2.21) with that of the Yang-Mills energy functional, it is interesting to note that, in
the latter case, the nonlinearity is less severe, as one encounters terms of the form a× a× a and
a×∇A1a, but not ∇A1a×∇A1a or even a×∇A1a×∇A1a. In calculations involving the gradient
flows of these functionals, the L2 norms of the gradients, ‖E ′(f)‖L2(M) and ‖E ′(A)‖L2(X), play a
significant role and so these differences are important.
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4.2. The  Lojasiewicz-Simon gradient inequality and Simon’s results on harmonic
map gradient flow. Simon applied his  Lojasiewicz-Simon gradient inequality [320] to obtain
the following global existence and convergence result1 for harmonic map gradient flow in [321].
Theorem 4.1 (Global existence and convergence for harmonic map gradient flow). [320, 321]
Let M and N be closed, Riemannian, smooth manifolds. Suppose f : M × [0,∞) → N is
a smooth solution to harmonic map gradient flow such that there exist a sequence of times,
{tm}m∈N ⊂ [0,∞) with tm → ∞ as m → ∞, and a smooth harmonic map, f∞ : M → N , such
that limm→∞ ‖f(tm) − f∞‖Ck(M) = 0, for any k ∈ N. If either the target N is real analytic
or f∞ is integrable (in the sense of [321]), then limt→∞ ‖f(t) − f∞‖Ck(M) = 0, for any k ∈ N.
Furthermore, if the initial map, f0, is sufficiently close to a locally energy minimizing map (in the
Ck(M) topology for suitably large k), then a solution, f(t), exists for all time and asymptotically
converges to a smooth, locally energy minimizing map, f∞.
Versions of the  Lojasiewicz-Simon gradient inequality were subsequently used by Irwin [194]
and Kwon [223], both former Ph.D. students of Simon, as well as by Liu and Yang [236] and
Topping [354, 355].
4.3. Finite-time blow up for S1-equivariant harmonic map gradient flow from a
two-dimensional disk into S2. In the context of harmonic maps from a Riemann surface,
there are the following well-known results of Chang, Ding, and Ye [76]. Let
D := {x = (x1, x2, 0) ∈ R3 : |x|2 < 1} and S2 := {x ∈ R3 : |x|2 = 1}.
Given u0 ∈ C1(D¯, S2), they consider the initial-boundary value problem for the harmonic map
gradient flow equation,
(4.1)
∂u
∂t
= ∆u+ |∇u|2u,
{
u(0, x) = u0(x), x ∈ D¯,
u(t, x) = u0(x), x ∈ ∂D.
It is well known that (4.1) admits a unique classical solution, u, that solves the problem on
[0,T )× D¯, where T ≡ T (u0) ∈ (0,∞] is the maximal existence time for u. If T <∞, one says
that the solution, u, blows up in finite time. In [75], it is shown that if the initial map, u0, has
the following symmetric form,
(4.2) u0(x) =
(
x
|x| sinh0(|x|), cos h0(|x|)
)
, x ∈ D¯,
then the solution of (4.2) has the form,
u(t, x) =
(
x
|x| sinh(t, |x|), cos h(t, |x|)
)
, (t, x) ∈ [0,T )× D¯.
In particular, from [76] the study of S1-equivariant harmonic map gradient flow for maps u :
D¯ → S2 reduces to the study of the following initial-boundary value problem for a nonlinear,
1Our summary of Simon’s results is taken from [223, Theorem 1.15].
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singular ordinary differential equation [76, Equation (3)],
∂h
∂t
=
∂2h
∂r2
+
1
r
∂h
∂r
− 1
r2
cos h sinh,(4.3a) 
h(0, r) = h0(r), 0 < r < 1,
h(t, 0) = h0(0) = 0, t ≥ 0,
h(t, 1) = h0(1) = b, t ≥ 0,
(4.3b)
where b ∈ R and h0 ∈ C1([0, 1];R). If |h0| ≤ π on [0, 1, Chang and Ding [75] showed that the
solution, h of (4.3) exists for all t ≥ 0 and consequently the solution u of (4.1) with initial map,
u0, given by (4.2) is a global solution. However, if |h0(1)| > π, Chang, Ding, and Ye [76] showed
that the solution, h of (4.3) blows up in finite time and consequently the same is true for the
solution u ∈ C1(D¯, S2) of (4.1) with initial map, u0, given by (4.2).
In [76, pp. 514–515], the authors show how to extend their finite-time blow up result to the
case of maps u ∈ C1(S2, S2) with sufficiently large initial energy.
4.4. No finite-time blow up for SO(4)-equivariant Yang-Mills gradient flow. In
[308], motivated by the results of Chang, Ding, and Ye [76], Schlatter, Struwe, and Tahvildar-
Zadeh show that the study of SO(4)-equivariant Yang-Mills gradient flow over the closed unit
ball, B¯ ⊂ R4, reduces to the study of the following initial-boundary value problem for a nonlinear,
singular ordinary differential equation [308, Equations (4), (5), and (6)],
∂f
∂t
=
∂2f
∂r2
+
1
r
∂f
∂r
− 2
r2
f(1− f)(2− f),(4.4a) 
f(0, r) = f0(r), 0 < r < 1,
f(t, 0) = f0(0) = 0, t ≥ 0,
f(t, 1) = f0(1) = b, t ≥ 0,
(4.4b)
where b ∈ R is arbitrary and f0 ∈ H1loc(0, 1;R). The condition that A0 is a finite-energy, SO(4)-
equivariant Yang-Mills connection on B ×G is equivalent to f0 obeying f0(0) = 0 and
E (f) :=
∫ 1
0
e(f0)r dr <∞,
where
e(f0) :=
∣∣∣∣∂f∂r
∣∣∣∣2 + f2(2− f)22r2 .
Their principal result, [308, Theorem 1], is that (4.4) admits a unique, global smooth solution.
Consequently, there is no finite-time blow up for SO(4)-equivariant Yang-Mills gradient flow on
B¯ ⊂ R4.
5. Conformal Yamabe scalar curvature heat flow
There is an extensive literature on questions related to Yamabe scalar curvature heat flow.
We shall only focus our attention on results of Brendle [53, 54, 56, 57], Carlotto, Chodosh, and
Rubinstein [74], Schwetlick and Struwe [314], and Ye [386]. In our brief account here we rely
on the survey articles by Brendle [56, 57]; we refer the reader to those articles for additional
background omitted here. We begin by recalling the celebrated
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Conjecture 5.1 (Yamabe Conjecture). (See Yamabe [383].) Let X be a closed manifold of
dimension d ≥ 3, and let g0 be a Riemannian metric on X. Then there exists a metric g on X
which is conformally equivalent to g0 and has constant scalar curvature.
Conjecture 5.1 was proved by Trudinger [362], Aubin [21], and Schoen [309]. Using earlier
analysis developed by Trudinger, Aubin proved Conjecture 5.1 when d ≥ 6 and (X, g0) is not
locally conformally flat. Schoen completed the proof of Conjecture 5.1 using the Positive Mass
Theorem to settle the rest of cases. Bahri [24, 25] provided a different proof of Conjecture 5.1
when g0 is locally conformally flat. Bahri’s approach does not rely on the Positive Mass Theorem.
Hamilton pioneered the gradient flow approach to the Yamabe problem, which we now outline.
Let g(t), for t ≥ 0, be a C∞ path of C∞ Riemannian metrics on X. One says that g(t) solves the
unnormalized Yamabe flow if
(5.1)
∂g
∂t
= −Rg(t)g(t).
We use Rg(t) to denote the scalar curvature of the metric g(t). One says that g(t) solves the
normalized Yamabe flow if
(5.2)
∂g
∂t
= − (Rg(t) − rg(t)) g(t).
In the preceding equation, rg(t) is the mean value of the scalar curvature of the metric, g(t) and
is thus defined by
rg(t) :=
∫
X
Rg(t) d volg(t)
Volg(t)(X)
.
Equations (5.1) and (5.2) are regarded as equivalent because any solution of the equation (5.1)
can be transformed into a solution of (5.2) using rescaling. Following Brendle in this summary,
we restrict our attention to the normalized Yamabe flow (5.2). We observe that
(5.3)
∂Rg
∂t
= (d− 1)∆g(t)Rg(t) −Rg(t)
(
Rg(t) − rg(t)
)
,
when g(t) solves (5.2).
The Yamabe flow preserves the conformal class of a Riemannian metric and this observation
allows one to write
g(t) = u(t)4/(d−2)g0,
with respect to one fixed metric, g0. The scalar curvature of the metric g(t) in the preceding
equation is then found to be
Rg(t) = u(t)
(d+2)/(d−2)
(
−4(n − 1)
n− 2 ∆g0u(t) +Rg0u(t)
)
.
Therefore, Equation (5.2) for the metric g(t) reduces to an equation for the scalar conformal
factor, namely
(5.4)
∂
∂t
(
u(t)(d+2)/(d−2)
)
=
d+ 2
4
(
4(d− 1)
d− 2 ∆g0u(t)−Rg0u(t) + rg(t)u(t)
(d+2)/(d−2)
)
,
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which is a nonlinear parabolic partial differential equation. One can interpret the Yamabe flow
as the gradient flow for the Yamabe energy function given by
Eg0(u) =
∫
X
(
4(d − 1)
d− 2 |du|
2
g0 +Rg0u
2
)
d volg0(∫
X
u2d/(d−2) d volg0
)(d−2)/d .
For any positive u ∈ C∞(X), one can show that
Eg0(u) =
∫
X
Rg d volg
(Volg(X))
(d−2)/d ,
where we write g = u4/(d−2)g0. Hence the Yamabe function, Eg0 , arises as the restriction of the
normalized Einstein-Hilbert action to the conformal class of the Riemannian g0.
As usual, one is interested in the longtime behavior of the Yamabe flow, so we recall the
Theorem 5.2 (Hamilton (circa 1989, unpublished)). Let X be a closed manifold of dimension
d ≥ 3. Given any initial metric g0 on X, the Yamabe flow (5.2) admits a solution which is defined
for all t ≥ 0.
Given Theorem 5.2, which asserts global existence of g(t) for 0 ≤ t < ∞, it is natural to
consider the asymptotic behavior of g(t) as t→∞ and in this context, one has the
Conjecture 5.3 (Hamilton). Let (X, g0) be a closed Riemannian manifold of dimension
d ≥ 3, and let g(t) be the unique solution of the Yamabe flow with initial metric, g0. Then g(t)
converges to a metric of constant scalar curvature as t→∞.
Chow [91] proved a special case of Conjecture 5.3: If (X, g0) is locally conformally flat and has
positive Ricci curvature, then the Yamabe flow, g(t), with initial data, g0, converges to a metric
of constant scalar curvature. Ye [386] obtained the following improvement of Chow’s result.
Theorem 5.4 (Ye, [386]). Let (X, g0) be a closed Riemannian manifold of dimension d ≥ 3,
and let g(t) be the unique solution of the Yamabe flow with initial metric g0. If (X, g0) is locally
conformally flat, then g(t) converges to a metric of constant scalar curvature as t→∞.
Schwetlick and Struwe [314] in turn refined Theorem 5.4 by replacing the assumption that
(X, g0) is locally conformally flat with a weaker assumption on the energy of the initial data.
Theorem 5.5 (Schwetlick and Struwe, [314]). Let (X, g0) be a closed Riemannian manifold
of dimension d, where 3 ≤ d ≤ 5. Moreover, let g(t) be the unique solution to the Yamabe flow
with initial metric g0. If the Yamabe energy of g0 is less than[
Y (X, g0)
d/2 + Y (Sd)d/2
]2/d
,
then g(t) converges to a metric of constant scalar curvature as t→∞.
In Theorem 5.5, we use Y (Sd) to denote the infimum of the Yamabe energy function on the
sphere, Sd, with its standard round metric of radius one and Y (X, g0) is the infimum of the
Yamabe energy function on (X, g0). Brendle further improved Theorem 5.5 using an argument
that allowed him to omit the hypothesis on the Yamabe energy of g0, and obtain convergence of
the Yamabe flow for any initial data, g0:
38 2. COMPARISON OF GLOBAL EXISTENCE AND CONVERGENCE RESULTS
Theorem 5.6 (Brendle, [53]). Let (X, g0) be a closed Riemannian manifold of dimension d.
We assume that either 3 ≤ d ≤ 5 or d ≥ 3 and (X, g0) is locally conformally flat. Moreover,
let g(t), for t ≥ 0, be the unique solution to the Yamabe flow with initial metric g0. Then g(t)
converges to a metric of constant scalar curvature as t→∞.
It is interesting to recall Brendle’s summary of his main ideas involved in the proofs of
Theorems 5.5 and 5.6. Brendle writes g(t) = u(t)4/(d−2)g0, for u(t) ∈ C∞(X) obeying u(t) > 0
on X and t ≥ 0. If u(t) is uniformly bounded from above, convergence of g(t) follows from the
asymptotic analysis of gradient flows developed by Simon [320]. Therefore, it is enough to prove
that u(t) is uniformly bounded from above. To achieve this goal, Brendle employs a blow-up
analysis common in energy bubbling problems. Hence, he assumes that supX u(tk) → ∞ for a
sequence {tk}k≥1 ⊂ (0,∞) with tk →∞. Brendle then applies a theorem due to Struwe [329] to
prove that g(t) develops bubble singularities for at most finite number of times.
In Theorem 5.5, the hypothesis on the energy of the initial metric g0 ensures that g(t) develops
at most one bubble. Schwetlick and Struwe excluded the latter possibility by appealing to the
Positive Mass Theorem due to Schoen and Yau [311]. When g0 has higher initial energy, the
problem is much more difficult, as one might expect from our experience with harmonic map or
Yang-Mills gradient flows. The difficulty is due to the fact that g(t) could form multiple bubbles.
Brendle excludes the possibility of multiple bubbles by again applying the Positive Mass Theorem.
Finally, we describe another convergence result due to Brendle for the Yamabe flow in di-
mension d ≥ 6. Suppose that (X, g0) is a closed Riemannian manifold of dimension d ≥ 6.
Define
Z :=
{
p ∈ X
∣∣∣∣lim sup
x→p
distg0(p, x)
[(d−6)/2] |Wg0(x)| = 0
}
,
where Wg0 is the Weyl curvature of g0 and distg0(·, ·) is the Riemannian distance function. One
can show that Z depends at most on the conformal class of the metric g0.
Theorem 5.7 (Brendle, [54]). Let (X, g0) be a closed Riemannian manifold of dimension
d ≥ 6. Assume that either X is spin or Z = ∅. Moreover, let g(t), for t ≥ 0, be the unique
solution to the Yamabe flow with initial metric g0. Then g(t) converges to a metric of constant
scalar curvature as t→∞.
The limiting metric provided by Theorem 5.7 need not be a global minimum of the Yamabe
energy function.
The previously cited articles do not explicitly use the  Lojasiewicz-Simon gradient inequality,
but in his proof of Theorem 5.6, Brendle appeals to Simon’s convergence result in [320], as he
notes in [57]. Moreover, Brendle’s [53, Lemma 6.5] (see [53, Equation (100)]) relies on a (finite-
dimensional) version of the  Lojasiewicz gradient inequality. More recently, Carlotto, Chodosh,
and Rubinstein [74] have used the (infinite-dimensional)  Lojasiewicz-Simon gradient inequality to
characterize the rate of convergence of a converging volume-normalized Yamabe flow in terms of
Morse theoretic properties of the limiting metric. The authors appeal to the abstract formulation
of the  Lojasiewicz-Simon gradient inequality due to Chill [85].
6. Ricci flow
In this section, we comment on how our results in Section 2.1 for abstract gradient flow might
be applied to study properties of Ricci flow.
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6.1. Ricci flow as a gradient flow. Let M be a closed, smooth Riemannian manifold.
Following Perelman [286], we recall that Hamilton’s Ricci flow,
∂g
∂t
= −2Ric(g(t)),(6.1)
g(0) = g0,(6.2)
is equivalent, modulo a C∞ family of time-varying diffeomorphisms of M , to the gradient flow of
the functional
(6.3) λ(g) = inf
f∈C∞(M)∫
M e
−f d volg=1
∫
M
(
Scal(g) + |df |2g
)
e−f d volg .
The functional, λ, is nondecreasing under the Ricci flow and the critical points of λ are precisely
the Ricci-flat metrics [208, 286]. Recall that Ricci-flat metrics were already known to be critical
points (but not extrema) of the Einstein-Hilbert functional and fixed points of the Ricci flow
[167].
For further discussion of Ricci curvature flow and its applications, we refer the reader to
the original articles by Hamilton [167, 168] and Perelman [286, 288, 287], together with the
numerous expositions for detailed discussions of the relevant analysis, including those of Cao and
Zhu [71, 72, 70], Chow et al. [94, 95, 92, 93], Kleiner and Lott [208], Morgan and Fong [255],
Morgan and Tian [259], Mu¨ller [265], notes by Tao [338, 339], and Topping [359].
6.2.  Lojasiewicz-Simon gradient inequality for Perelman’s λ functional. A  Lojasiewicz-
Simon gradient inequality for λ has been established, by directly adapting the proof due to Simon
of his [320, Theorem 3], by several researchers, including Ache [3], Haslhofer [177], Haslhofer
and Mu¨ller [178], and Sun and Wang [334]; see also Kro¨ncke [218, 217]. The statement below
is taken from Haslhofer [177] and Haslhofer and Mu¨ller [178].
Theorem 6.1 ( Lojasiewicz-Simon gradient inequality for Perelman’s λ functional). [3, Ap-
pendix A] [177, Theorem 3], [178, Theorem 3], [334, Lemma 3.1] Let gRF be a Ricci-flat Rie-
mannian metric on a closed, smooth manifold, M . Then there exist constants c ∈ [1,∞), and
σ ∈ (0, 1], and θ ∈ [1/2, 1) such that, for all g in the space of Riemannian metrics on M obeying
‖g − gRF‖C2,αgRF (M) < σ,
one has
(6.4) ‖Ric(g) + Hessg(fg)‖L2(M,e−fg d volg) ≥ c|λ(g)|θ ,
where fg is the minimizer in (6.3) realizing λ(g). If gRF is integrable, then θ = 1/2.
Recall that a Ricci-flat Riemannian metric, gRF, is integrable if for every symmetric two-tensor
h in the kernel of the linearization of Ric, one can find a curve of Ricci-flat metrics with initial
velocity h; see [36, Section 12] and [177, Sections 1 and 3] for further details.
The overall strategy of the proof of Theorem 6.1 is originally due to R˚ade [293] in the
context of the Yang-Mills L2-energy functional on a principal G-bundle P over a closed manifold
of dimension two or three. Namely, one must first restrict the functional to a slice for the action of
group of diffeomorphisms of M (automorphisms of the G-bundle P in [293]) and, in this setting,
one appeals to the slice theorem due to Ebin [120, 121] and Palais [278] for the quotient space
of Riemannian metrics on M modulo diffeomorphisms of M . The group of C2,α diffeomorphisms,
Diff(M), acts on the open subspace of C2,α Riemannian metrics, Met(M), of the Banach space,
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C2,α(Sym2(T ∗M)), by pullback. For a given Riemannian metric, g ∈ Met(M), we have an L2-
orthogonal decomposition,
C2,αg (Sym
2(T ∗M)) = Ker divg ⊕Randiv∗g .
One then has the
Theorem 6.2 (Ebin-Palais slice theorem). [120, 121], [278] Let M be a closed, smooth
manifold and α ∈ (0, 1). If g0 ∈ Met(M), then there exists a constant ε = ε(g0, α0) ∈ (0, 1] with
the following significance. If
‖g − g0‖C2,αg0 (M) < ε,
then there exists a C2,α diffeomorphism, ϕ ∈ Diff(M), such that g = ϕ∗gˆ, where
‖gˆ − g0‖C2,αg0 (M) < ε and divg0(gˆ − g0) = 0.
Ebin employs Ho¨lder spaces in his version of the slice theorem (as customary in the study of
Ricci flow), whereas Palais employs Sobolev spaces; both are valid choices. Rather than establish
Theorem 6.1 by arguing that it can be justified by adapting Simon’s proof of his [320, Theorem 3]
(as done in the cited references), we show here that it can instead be easily derived as a corollary
of our abstract  Lojasiewicz-Simon gradient inequality Theorem 2.3.
Proof of Theorem 6.1 using Theorem 2.3. The gradient of λ at g ∈ Met(M) is given
by the Perelman first variation formula (for example, [177, Equation (1.5)]),
(6.5) λ′(g)[h] = −
∫
M
〈Ric(g) + Hessg(fg), h〉ge−fg d volg, ∀h ∈ C2,αg (Sym2(T ∗M)).
The Hessian of λ at a Ricci-flat metric, gRF ∈ Met(M) (thus λ(gRF) = 0 and λ′(gRF) = 0), is
given by the Cao-Hamilton-Ilmanen second variation formula [69, Theorem 1.1], [177, Equations
(1.3) and (2.13)],
(6.6) λ′′(gRF)[h, h] =
1
2 volgRF(M)
∫
M
〈LLgRFh, h〉gRFe−fgRF d volgRF , ∀h ∈ Ker divgRF ,
where Lg is the Lichnerowicz Laplacian,
Lghαβ := ∆ghαβ + 2Rαµβν(g)hµν , ∀h ∈ Sym2(T ∗X),
and λ′′(gRF)[h, h] = 0 for h ∈ Randiv∗gRF . The general expression for λ′′(gRF)[h, k], for possibly
distinct h, k ∈ C2,αgRF(Sym2(T ∗M)), can be obtained from the expression for λ′′(gRF)[h, h] by
polarization, noting that the Hessian operator is symmetric.
Given a Ricci-flat metric, gRF ∈ Met(M), we choose X = X (gRF) and H = H (gRF) in the
statement of Theorem 2.3 by setting
X := Ker
{
divgRF : C
2,α
gRF
(Sym2(T ∗M))→ C1,αgRF(Sym2(T ∗M))
}
,
H := L2(Sym2(T ∗M), e−fgRF d volgRF),
and observe that X ⊂ H is a continuous embedding (in fact, dense). The functional λ :
Met(M)→ R is analytic [177], [178], [334] and thus its restriction, λ : X → R, to a slice is also
analytic. Moreover, the elliptic differential operator,
LgRF : C
2,α
gRF
(Sym2(T ∗M))→ CαgRF(Sym2(T ∗M)),
is Fredholm by Lemma 42.1 and has index zero since Lg is a compact perturbation of the Laplace
operator, ∆g. It follows that the Hessian, λ
′′(gRF) : X → X ∗, is Fredholm with index zero.
Because X ⊂ H is a continuous, dense embedding, then H ⊂ X ∗ is a continuous embedding
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with norm κ ∈ [1,∞) and Theorem 2.3 provides constants c ∈ [1,∞), σ ∈ (0, 1], and θ ∈ [1/2, 1)
such that
κ‖λ′(g)‖H ≥ ‖λ′(g)‖X ∗ ≥ c|λ(g) − λ(gRF)|θ = c|λ(g)|θ .
The conclusion is now immediate from the expression for λ′(g) and by relabelling c. 
6.3. Ricci flow as a gradient system. Given g ∈ Met(M) ⊂ C∞(Sym2(T ∗M)), one
defines an inner product on the tangent space TgC
∞(Sym2(T ∗M)) = C∞(Sym2(T ∗M)) by setting
(6.7) (h, k)L2(M,e−fg d volg) :=
∫
M
〈h, k〉ge−fg d volg, ∀h, k ∈ C∞(Sym2(T ∗M)),
where fg is the corresponding minimizer in (6.3). We denote Hg := L
2(Sym2(T ∗M), e−fg d volg).
Suppose that g˜(t) ∈ C∞(Sym2(T ∗M)) is a C∞ function of t ∈ (0, T ) and that fg˜(t) is the
corresponding minimizer in (6.3) for each t ∈ (0, T ). It is known (for example, [177], [178]) that
fg˜(t) ≡ fg˜(t) ∈ C∞(M) and is a C∞ function of t ∈ (0, T ). The gradient system for the functional
−2λ : Met(M)→ R defined by the time-varying inner product (6.7) determined by g˜(t) is(
∂g˜
∂t
, h
)
Hg˜(t)
= 2λ′(g˜(t))[h], ∀h ∈ C∞(Sym2(T ∗M)).
From (6.5), this gradient system is∫
M
〈
∂g˜
∂t
, h
〉
g˜(t)
e−fg˜(t) d volg˜(t)
= −2
∫
M
〈
Ric(g˜(t) + Hessg˜(t)(fg˜(t)(t)), h
〉
g(t)
e−fg˜(t) d volg˜(t), ∀h ∈ C∞(Sym2(T ∗M)),
or equivalently,∫
M
∂g˜
∂t
(η) e−fg˜(t) d volg˜(t)
= −2
∫
M
(
Ric(g˜(t)) + Hessg˜(t)(fg˜(t))
)
(η) e−fg˜(t) d volg˜(t), ∀ η ∈ C∞(Sym2(TM)).
Therefore, the gradient flow for the functional −2λ : Met(M) → R with respect to the time-
varying bilinear pairing,
C∞(Sym2(T ∗M))× C∞(Sym2(TM)) ∋ (h, η) 7→
∫
M
h(η) e−fg˜(t) d volg˜(t),
is given
(6.8)
∂g˜
∂t
(t) = −2Ric(g˜(t))− 2Hessg˜(t)(fg˜(t)), ∀ t ∈ (0, T ).
This is called modified Ricci flow and it is known to be equivalent to (pure) Ricci flow (6.1)
modulo pullback by a C∞ family of diffeomorphisms of M . While it is likely that our results for
abstract gradient flow summarized in Section 2.1 can be applied to (6.8), the application is not
immediate because the inner product (6.7) on Hg˜(t) is time-varying. We refer the reader to [177],
[178] for results — obtained via the  Lojasiewicz-Simon gradient inequality for the Perelman λ-
functional — on convergence and stability of Ricci flow near a Ricci-flat connection that is a local
maximum for λ.
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6.4. Alternative approach to interpreting Ricci flow as a gradient system. The
approach taken in Section 6.3 to interpreting modified Ricci flow as a gradient system has the
unattractive feature that one must allow a family of Hilbert spaces with time-varying inner
products. There is an alternative approach to interpreting a (possibly different) modified Ricci
flow as a gradient flow, but this comes at the cost of now defining f(t) ∈ C∞(M) as the solution
to a backward heat equation, so we cannot prescribe initial data at time t = 0 but only terminal
data at some time T > 0, given a solution g(t) to Ricci flow (6.1) on (0, T ). This alternative
approach (and the attendant difficulties) are described by Andrews and Hopper [14, Chapter 10],
Kleiner and Lott [208, Sections 6 and 10], Mu¨ller [265], Tao [339], and Topping [359, Section
6.4].
Following Topping [359, Section 6.4], we suppose that we are given a solution g(t), for t ∈
[0, T ), to Ricci flow (6.1) with initial data g(0) = g0. For some choice fT ∈ C∞(M) of terminal
data, one solves the backward heat equation2
(6.9)
∂f
∂t
= ∆g(t)f(t)− |df |2g(t) − Scal(g(t)), t ∈ (0, T ),
with terminal data f(T ) = fT . Modulo pullback by a C
∞ family of diffeomorphisms of M , the
system (6.1), (6.9) is equivalent to the system,
∂gˆ
∂t
(t) = −2Ric(gˆ(t)) − 2Hessgˆ(t)(fˆ(t)),(6.10)
∂fˆ
∂t
= ∆gˆ(t)fˆ(t)− Scal(gˆ(t)), t ∈ (0, T ).(6.11)
Naturally, this process of demonstrating equivalence works in reverse and in the cited references,
one starts with system (6.10), (6.11), following the observation that given a C∞ function gˆ(t) ∈
Met(M) of t ∈ (0, T ), the equation (6.11) is equivalent to the constraint that the measure (for
example, see Topping [359, Equation (6.4.4)]),
(6.12) dm := e−fˆ d volgˆ,
is constant with respect to time. Given a static measure dm on M , one defines
(6.13) Fm(gˆ, fˆ) :=
∫
M
(
Scal(gˆ) + |dfˆ |2gˆ
)
dm, ∀ (gˆ, fˆ) ∈ Met(M)× C∞(M).
The gradient system for the functional Met(M) ∋ gˆ 7→ −2Fm(gˆ, fˆ) ∈ R (with fˆ determined by
gˆ and ω via (6.12)) is∫
M
∂gˆ
∂t
(η) dm = 2F ′m(gˆ(t))[η], ∀ η ∈ C∞(Sym2(TM)).
More explicitly, using (6.5), this is∫
M
∂gˆ
∂t
(η) dm = −2
∫
M
(
Ric(gˆ(t)) + Hessgˆ(t)(fˆ(t))
)
(η) dm, ∀ η ∈ C∞(Sym2(TM)),
and this in turn yields (6.10).
2We adhere to the geometer’s sign convention for the Laplace operator, ∆g = d
∗gd on C∞(M), opposite to
the analyst’s sign convention employed by Topping in [359, Equation (6.4.6)].
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6.5. Applications of the  Lojasiewicz-Simon gradient inequality to convergence,
global existence, and stability for Ricci flow. Given Theorem 6.1, one should be able
to apply our abstract results in Section 2.1 for convergence, global existence, and stability for
gradient flows to Ricci flow. We briefly outline how this program could be implemented in order
to recover and perhaps extend results due to Ache [3], Haslhofer [177], Haslhofer and Mu¨ller
[178], Sesum [317], and others.
While the Ricci flow equation (6.1) is not parabolic, it can be modified in a standard way to
yield a parabolic, quasi-linear, second-order partial differential system (the Ricci-DeTurck flow)
via the DeTurck trick (see [107, Section 3] for M of dimension d = 3 and [107, Section 4] for M
of dimension d ≥ 4) via the pull back action on a path of Riemannian metrics, g(t), by a suitable
C∞ family of diffeomorphisms, ϕ(t) ∈ Diff(M), just as we describe elsewhere in this monograph
for Yang-Mills gradient flow. The abstract Hypothesis 3.2 can then be verified for the resulting
Ricci-DeTurck flow, g˜(t), by Lemma 17.12 for a solution to a nonlinear evolution equation on a
Banach space V of the form
du
dt
+Au = F(t, u(t)), t ≥ 0, u(0) = u0,
where A is a positive, sectorial, unbounded operator on W with domain V2 ⊂ W and the
nonlinearity, F , has suitable properties.
The main technical difficulty in making this program precise is that if one interprets Ricci flow
as a gradient system using the approach of Section 6.3, one must extend the abstract results in
Section 2.1 to the setting of a time-varying family of Hilbert spaces Ht depending on the solution
u(t). On the other hand, if one interprets Ricci flow as a gradient system using the approach of
Section 6.4, one must address the fact that one (generally) cannot solve (6.11) forward in time for
fˆ(t), given an arbitrary initial condition fˆ(0) = fˆ0 ∈ C∞(M), unlike the pure Ricci flow equation
(6.1) for g(t), given an arbitrary initial condition g(0) = g0 ∈ Met(M).
7. Other gradient flows
We briefly mention here some of the many related geometric flows to which the  Lojasiewicz-
Simon gradient inequality and techniques developed in this monograph are applicable, together
with selected previous results and further references for those flows.
7.1. Anti-self-dual curvature flow over four-dimensional manifolds. In [341, 344],
Taubes established global existence and convergence for anti-self-dual curvature flow. Because we
review some of his results in Section 35.1, we defer a discussion of that flow to our review in that
section. This flow may be viewed as a solution to a gradient system for an energy functional, but
Taubes does not use the  Lojasiewicz-Simon gradient inequality to obtain his results – although
there appears to be no impediment to such an analysis.
7.2. Chern-Simons gradient flow over three-dimensional manifolds. Suppose X is
a closed, four-dimensional, Riemannian, smooth manifold with an end isometric to Y × [0,∞),
where Y is a closed, three-dimensional, Riemannian, smooth manifold. A finite-energy solution
to the anti-self-dual equation for a connection on a principal G-bundle over X may be inter-
preted, over the infinite tube, as the solution to Chern-Simons gradient flow on the product
G-bundle over Y . As discussed by Morgan, Mrowka, and Ruberman in [258], the  Lojasiewicz-
Simon gradient inequality for the Chern-Simons functional plays an essential role in analyzing the
asymptotic behavior of a finite-energy anti-self-dual connection, A(·, t), as t → ∞, where (y, t)
denote coordinates on Y × [0,∞).
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7.3. Donaldson heat flow. For expositions of the Donaldson heat flow of Hermitian met-
rics3 on a complex vector bundle, E, over a complex, Hermitian manifold, X, we refer the reader
to Donaldson’s article [111] and the discussions by Jacob [195] and Jost [202]. Donaldson does
not use the  Lojasiewicz-Simon gradient inequality to obtain his results, although there appears
to be no impediment to such an analysis, but rather cleverly exploits special features of the flow
that are particular to Ka¨hler surfaces.
7.4. Fluid dynamics. For applications of the  Lojasiewicz-Simon gradient inequality to fluid
dynamics, see the articles by Feireisl, Laurenc¸ot, and Petzeltova´ [139], Frigeri, Grasselli, and
Krejcˇ´ı [148], Grasselli and Wu [151], and Wu and Xu [380].
7.5. Knot energy gradient flows. OHara [274, 275, 276] invented a family of knot
energies (compare also the knot energy functional proposed by Buck and Orloff [64]). Blatt
and his collaborators consider the gradient flow of the O’Hara and related energy functionals in
[43, 44, 42]. In [42], Blatt studies the gradient flow of the sum of one of the O’Hara energies
and a positive multiple of the length. He shows that the gradients of these knot energies can
be written as the normal part of a quasilinear operator, derived short-time existence results for
these flows, and applies the  Lojasiewicz-Simon gradient inequality to prove long-time existence
and convergence to critical points.
7.6. Lagrangian mean curvature flow. For a survey of results on global existence and
convergence results and characterizations of first-time singularities in Lagrangian mean curvature
flow, we refer to the articles by Neves [273], Wang [374], and references cited therein for further
details and applications of the  Lojasiewicz-Simon gradient inequality.
7.7. Mean curvature flow. For a discussion of applications of a version of the  Lojasiewicz-
Simon gradient inequality to mean curvature flow, we refer to the articles by Colding and Mini-
cozzi [96], Schulze [313], and references cited therein for further details and applications of the
 Lojasiewicz-Simon gradient inequality.
For interpretations of mean curvature flow as a gradient system, we refer the reader to Bel-
lettini [29], Ilmanen [193], Mantegazza [247], Smoczyk [323], and Zaal [388] and references
contained therein. For applications of the DeTurck trick [107] to convert mean curvature flow
to a nonlinear parabolic partial differential equation and establish short-time existence, we refer
to Andrews and Baker [13], Baker [26], Leng, Zhao, and Zhao [228], and references contained
therein. As in the case of Ricci flow, the interpretation of mean curvature flow as a gradient
system leads to the introduction a time-varying family of Hilbert spaces — a family of L2 spaces
defined by a measure that depends on the time-varying family of immersions [247, Section 1.2,
page 7].
7.8. Seiberg-Witten gradient flow. The Seiberg-Witten gradient flow is the gradient flow
for the Seiberg-Witten action functional, and thus a type of coupled Yang-Mills gradient flow —
see Feehan and Maridakis [138] and Hong and Schabrun [185] and references cited therein for
further details and applications of the  Lojasiewicz-Simon gradient inequality.
3This flow is only equivalent to the Yang-Mills gradient flow of connections of type (1, 1) on E when the
Hermitian metric on X is Ka¨hler.
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7.9. Yang-Mills gradient flow over cylindrical-end manifolds. Duncan [119] has stud-
ied the over four-dimensional manifolds with finitely many cylindrical ends, paving the way for
extensions of the ideas in this monograph to complete, non-compact manifolds. While Duncan
does not use the  Lojasiewicz-Simon gradient inequality in [119], there does not appear to be any
impediment to its application to extend the results of [119] to higher energies, given the now
well-established analytical framework for Yang-Mills gauge theory on manifolds with cylindrical
ends — see Morgan, Mrowka, and Ruberman [258], Mrowka [264], and Taubes [345, 347], based
on the framework established by Lockhart and McOwen [237].
7.10. Yang-Mills-Higgs gradient flow over Ka¨hler surfaces. The Yang-Mills-Higgs
gradient flow over Ka¨hler surfaces has been explored by Li and Zhang [229] and Wang and
Zhang [375], extending earlier similar results for Yang-Mills gradient flow over Ka¨hler surfaces
due to Daskalopoulos and Wentworth [99, 101]. In [379], Wilkin has extended the results of
Daskalopoulos [98] and R˚ade [293] for Yang-Mills gradient flow to the case of Yang-Mills-Higgs
gradient flow on a Hermitian vector bundle over a closed Riemann surface; those results are
extended to the case of a principal G-bundle over a closed Riemann surface by Biswas and Wilkin
in [40]. The Yang-Mills-Higgs gradient flow is a type of coupled Yang-Mills gradient flow — see
Feehan and Maridakis [138] and references cited therein for further details for further details and
applications of the  Lojasiewicz-Simon gradient inequality.
7.11. Additional gradient flows in mathematical physics and applied mathemat-
ics: Cahn-Hilliard, Ginzburg-Landau, Kirchoff-Carrier and related energy function-
als. For applications of the  Lojasiewicz-Simon gradient inequality to proofs of global existence,
convergence, convergence rate, and stability of nonlinear evolution equations arising in other areas
of mathematical physics (including the Cahn-Hilliard, Ginzburg-Landau, Kirchoff-Carrier, porous
medium, reaction-diffusion, and semi-linear heat and wave equations), we refer to the monograph
by Huang [190] for a comprehensive introduction and to the articles by Chill [85, 86], Chill
and Fiorenza [87], Chill, Haraux, and Jendoubi [88], Chill and Jendoubi [89, 90], Feireisl and
Simondon [140], Feireisl and Taka´cˇ [141], Grasselli, Wu, and Zheng [152], Haraux [169], Haraux
and Jendoubi [170, 171, 172], Haraux, Jendoubi, and Kavian [173], Huang and Taka´cˇ [191],
Jendoubi [201], Rybka and Hoffmann [295, 296], Simon [320], and Taka´cˇ [335].

CHAPTER 3
Preliminaries
8. Classical and weak solutions to the Yang-Mills gradient flow equation
We assume throughout this section that G be a compact Lie group and P a principal G-bundle
over a closed, compact, connected, Riemannian, smooth dimensional manifold, X, of dimension
d ≥ 2. We begin with the
Definition 8.1 (Classical solution to the Cauchy problem for Yang-Mills gradient flow). Let
G be a compact Lie group and P be a principal G-bundle over a closed, Riemannian, smooth
manifold, X of dimension d ≥ 2 and T ∈ (0,∞]. If A0 is a connection on P of class C∞, we
call A(t), for t ∈ [0, T ), a classical solution, with smoothly attained initial data, to the Cauchy
problem for Yang-Mills gradient flow if
A−A0 ∈ C∞([0, T ) ×X; Λ1 ⊗ adP ),
and
∂A
∂t
+ d∗AFA = 0 on (0, T )×X,(8.1)
A(0) = A0.(8.2)
If A0 is a connection on P of class W
s,p, for s ≥ 1 and p ≥ 2, we call A(t), for t ∈ [0, T ), a
classical solution, with continuously attained initial data, to the Cauchy problem for Yang-Mills
gradient flow if
A−A0 ∈ C([0, T );W s,pA1 (X; Λ1 ⊗ adP )) ∩ C∞((0, T ) ×X; Λ1 ⊗ adP ),
for some fixed C∞ reference connection A1 on P and (8.1) and (8.2) hold.
By a wide margin, when A0 is C
∞, Definition 8.1 provides the simplest solution concept for
the Cauchy problem for Yang-Mills gradient flow.
There are several variants of the concept of ‘weak’ solution for an evolution equation as well
as different terminologies and that can create some confusion. For Yang-Mills gradient flow,
we provide four equivalent formulations in Definition 8.4 based on the corresponding definitions
for a first-order linear evolution equation in a Banach space V [318, Proposition III.2.1], [389,
Section 30.1], where H is a Hilbert space with continuous and dense embedding, V →֒ H, so
V →֒ H →֒ V ′ forms an evolution triple in the sense of [389, Section 30.1] and V ′ denotes the
dual of V .
Given a C∞ connection, A1, on P , we define H1A1(X; Λ
1 ⊗ adP ) =W 1,2A1 (X; Λ1 ⊗ adP ) in the
usual way via the covariant derivative associated with A1. In order that the energy, E (A(t)) =
1
2‖FA(t)‖2L2(X), of a solution to Yang-Mills gradient flow be well-defined for a.e. t ∈ [0, T ), it is
natural to choose
V := H1A1(X; Λ
1 ⊗ adP ) and H := L2(X; Λ1 ⊗ adP ),
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where A1 is a fixed C
∞ reference connection on P , and thus
V ′ = H−1A1 (X; Λ
1 ⊗ adP ).
Concepts of solution to Yang-Mills gradient flow with regularities intermediate between that of
‘weak’ and classical solution will be defined as needed throughout our monograph and we shall
work with solutions of greatest regularity whenever possible. The concept of weak solution,
however, provide a useful framework in which to analyze uniqueness of solutions to Yang-Mills
gradient flow. Prior to introducing this concept, we review some useful preliminaries.
By analogy with the definition of W2(0, T ;V,H) in [318, p. 105], we define the Hilbert space,
(8.3) WA1;2(0, T ; Λ
1 ⊗ adP )
:= {a ∈ L2(0, T ;H1A1(X; Λ1 ⊗ adP )) : a˙ ∈ L2(0, T ;H−1A1 (X; Λ1 ⊗ adP ))},
with norm
‖a‖L2(0,T ;H1A1(X)) + ‖a˙‖L2(0,T ;H−1A1 (X)).
We have the following convenient analogues of [318, Proposition III.1.2 and Corollary III.1.1].
Proposition 8.2 (Continuous embedding a Hilbert space into a Banach space of continuous
maps). There is a continuous embedding,
WA1;2(0, T ; Λ
1 ⊗ adP ) →֒ C([0, T ] : L2(X; Λ1 ⊗ adP )),
and, for a ∈ WA1;2(0, T ; Λ1 ⊗ adP ), the function ‖a(·)‖2L2(X) is absolutely continuous on [0, T ],
with
d
dt
‖a(t)‖2L2(X) = (a˙(t), a(t))L2(X), a.e. t ∈ (0, T ).
Corollary 8.3 (Absolute continuity of pairings of time-dependent maps). If a, b ∈WA1;2(0, T ; Λ1⊗
adP ), then the function (a(·), b(·))L2(X) is absolutely continuous on [0, T ], with
d
dt
(a(t), b(t))L2(X) = (a˙(t), b(t))L2(X) + (a(t), b˙(t))L2(X), a.e. t ∈ (0, T ).
We can now provide the
Definition 8.4 (Weak solution to the Cauchy problem for Yang-Mills gradient flow). Let G
be a compact Lie group, P be a principal G-bundle over a closed, Riemannian, smooth manifold,
X, of dimension d ≥ 2 and T ∈ (0,∞] and A0 a connection on P of class H1 and A1 a fixed C∞
reference connection on P . Denote XT = (0, T ) × X and a0 := A0 − A1 ∈ H1A1(X; Λ1 ⊗ adP ).
We call a family of connections, A(t) = A1 + a(t) for t ∈ [0, T ), a weak solution to the Cauchy
problem for Yang-Mills gradient flow if it satisfies one of the following formulations:
(1) Weak type 1 : One has a ∈WA1;2(0, T ; Λ1 ⊗ adP ) with a(0) = a0 and
(8.4) a˙(t) + d∗AFA(t) = 0 in H
−1
A1
(X; Λ1 ⊗ adP ), a.e. t ∈ (0, T ).
The identity in (8.4) means
(8.5) (a˙(t), b)L2(X) + (d
∗
AFA(t), b)L2(X) = 0, a.e. t ∈ (0, T ), ∀ b ∈ H1A1(X; Λ1 ⊗ adP ).
This formulation follows [389, Equations (30.1) and (30.2)].
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(2) Weak type 2 : One has a ∈ L2(0, T ;H1A1(X; Λ1 ⊗ adP )) and a˙ ∈ (L2(0, T ;H1A1(X; Λ1 ⊗
adP )))′ with a(0) = a0 and
(8.6) a˙+ d∗AFA = 0 in (L
2(0, T ;H1A1(X; Λ
1 ⊗ adP )))′.
The identity in (8.6) means
(8.7) (a˙, b)L2(XT ) + (d
∗
AFA, b)L2(XT ) = 0, ∀ b ∈ L2(0, T ;H1A1(X; Λ1 ⊗ adP )).
This formulation follows [318, Proposition III.2.1 (a)], [389, Equation (30.7)].
(3) Weak type 3 : One has a ∈WA1;2(0, T ; Λ1 ⊗ adP ) and
(8.8) − (a, b˙)L2(XT ) + (d∗AFA, b)L2(XT ) = (a0, b(0))L2(X),
∀ b ∈WA1;2(0, T ; Λ1 ⊗ adP ) with b(T ) = 0.
This formulation follows [318, Proposition III.2.1 (b)].
(4) Weak type 4 : One has a ∈WA1;2(0, T ; Λ1 ⊗ adP ) with a(0) = a0 and
(8.9) (a˙, b)L2(X) + (d
∗
AFA, b)L2(X) = 0 in D
∗(0, T ), ∀ b ∈ H1A1(X; Λ1 ⊗ adP ).
The identity in (8.9) means
(8.10) −
∫ T
0
(a(t), b)L2(X)ϕ˙(t) dt+
∫ T
0
(d∗AFA(t), b)L2(X)ϕ(t) dt = 0,
∀ b ∈ H1A1(X; Λ1 ⊗ adP ), ϕ ∈ C∞0 (0, T ).
This formulation follows [318, Proposition III.2.1 (c)], [389, Equation (30.4)].
Remark 8.5 (On the interpretation of d∗AFA in Definition 8.4). We observe that, for any
b ∈ L2(0, T ;H1A1(X; Λ1 ⊗ adP )),
(d∗AFA, b)L2(XT ) =
∫ T
0
(d∗AFA(t), b(t))L2(X) dt
=
∫ T
0
(FA(t), d
∗
Ab(t))L2(X) dt
= (FA, dAb)L2(XT )
= (FA1 + dA1a+ [a, a], dAb)L2(XT ),
and so this inner product is well-defined in Definition 8.4 by the (implicit) interpretation of d∗AFA
as an element of L2(0, T ;H−1A1 (X; Λ
1 ⊗ adP )). A similar comment applies to (d∗AFA(t), b)L2(X)
when b ∈ H1A1(X; Λ1 ⊗ adP ).
The formulation (1) in Definition 8.4 agrees with the [190, Definitions 1.1 and 1.3 (ii)] due
to Huang for a weak solution to the Cauchy problem for a gradient system. The formulation (3)
in Definition 8.4 agrees with the [215, Definition, p. 94 (ii)] due to Kozono, Maeda, and Naito
for a weak solution to the Cauchy problem for Yang-Mills gradient flow.
Unfortunately, it is unclear how to prove existence, even for sufficiently short time intervals, of
weak solutions to the Cauchy problem for Yang-Mills gradient flow in the sense of Definition 8.4.
As the discussion in Struwe [332, Section 4.4] illustrates, the difficulty is due to a combination of
the minimal regularity assumption on the initial data and the fact that the Yang-Mills gradient
flow equation is not parabolic, thus lacking the smoothing behavior of solutions to homogeneous
parabolic equations. A similar point is made by R˚ade in [293, p. 125]. We shall return to this
fundamental issue in our discussion of the ‘Donaldson-DeTurck trick’ in Section 20.1.
50 3. PRELIMINARIES
The solution whose existence is established by Kozono, Maeda, and Naito in their [215,
Theorem A] is actually a strong solution to their [215, Equation (1.3)], the parabolic initial
value problem obtained by applying the Donaldson-DeTurck trick, and not a solution (weak or
strong) to their [215, Equations (1.1) and (1.2)], the Cauchy problem for Yang-Mills gradient
flow. When the initial data, A0, is of class W
s+1,p with s ≥ 1 and p ∈ [2,∞] obeying sp > d
(for a base manifold of dimension d ≥ 2), one can readily show (as we review in Section 20.1)
that the Donaldson-DeTurck trick yields a ‘strong’ and thus also a weak solution in the sense of
Definition 8.4. However, that argument encounters fundamental difficulties when sp ≤ d.
For these reasons, Struwe employs a different concept of weak solution. Our formulation
in Definition 8.6 below is stronger than that in his [331, Definition 2.1], but agrees with the
formulation in his [331, Theorem 2.3 (i) and Section 4.4].
Definition 8.6 (Struwe weak solution to the Cauchy problem for Yang-Mills gradient flow).
[331, Theorem 2.3 (i)] Let G be a compact Lie group, P be a principal G-bundle over a closed,
Riemannian, smooth manifold, X, of dimension d ≥ 2 and T ∈ (0,∞] and A0 a connection on P of
classH1 and A1 a fixed C
∞ reference connection on P . Denote a0 := A0−A1 ∈ H1A1(X; Λ1⊗adP ).
We call A(t) = A1+ a(t), for t ∈ [0, T ), a Struwe weak solution to the Cauchy problem for Yang-
Mills gradient flow if a(0) = a0 and
a ∈ C([0, T );L2(X; Λ1 ⊗ adP )) ∩H1(0, T ;L2(X; Λ1 ⊗ adP )),(8.11a)
FA ∈ C([0, T );L2(X; Λ1 ⊗ adP )),(8.11b)
−(a, b˙)L2(XT ) + (FA, dAb)L2(XT ) = 0, ∀ b ∈ C∞0 ((0, T ) ×X; Λ1 ⊗ adP ).(8.11c)
As comparison with [331, Definition 2.1] shows, other variants of Definition 8.6 are possible.
It is important to note that Definition 8.6 does not require
a ∈ L2(0, T ;H1A1(X; Λ1 ⊗ adP )),
and this is the key difference with Definition 8.4. Ambiguity in the concept of ‘weak’ solution, at
least in the sense of Definition 8.4, is removed by the
Proposition 8.7 (Equivalence of formulations of weak solution). The formulations in Defi-
nition 8.4 of weak solution to the Cauchy problem for Yang-Mills gradient flow are equivalent.
Proof. The corresponding equivalence for any first-order linear evolution equation, defined
with the aid of an evolution triple V →֒ H →֒ V ′, is given in [318, Proposition III.2.1], [389,
Section 30.1]. For the sake of completeness, we provide the proof of the desired equivalence for
Yang-Mills gradient flow.
Proposition 8.2 implies that any a ∈WA1;2(0, T ; Λ1 ⊗ adP )) satisfies
(8.12) a ∈ C([0, T ];L2(X; Λ1 ⊗ adP )),
and so an initial condition a(0) = a0 is well-defined (as an identity in L
2(X; Λ1⊗adP )). Moreover,
Corollary 8.3 implies, given a, b ∈WA1;2(0, T ; Λ1 ⊗ adP )), that the function,
(8.13) [0, T ] ∋ t 7→ (a(t), b(t))L2(X) ∈ R,
is absolutely continuous.
Weak type 2 =⇒ 3. Suppose that A = A1 + a is a weak solution in the sense of Item (2) in
Definition 8.4 and b ∈WA1;2(0, T ; Λ1 ⊗ adP ) with b(T ) = 0. Since
a˙ ∈ (L2(0, T ;H1A1(X; Λ1 ⊗ adP )))′
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and
(L2(0, T ;H1A1(X; Λ
1 ⊗ adP )))′ ∼= L2(0, T ;H−1A1 (X; Λ1 ⊗ adP )) (by [318, Theorem III.1.5]),
and a ∈ L2(0, T ;H1A1(X; Λ1 ⊗ adP )), then the regularity hypothesis on a(t) is equivalent to
a ∈WA1;2(0, T ; Λ1 ⊗ adP )) by (8.3). By the absolute continuity of (8.13), we have
d
dt
(a(t), b(t))L2(X) = (a˙(t), b(t))L2(X) + (a(t), b˙(t))L2(X), a.e. t ∈ (0, T ),
and, integrating over [0, T ],
(a(T ), b(T ))L2(X) − (a(0), b(0))L2(X)
=
∫ T
0
d
dt
(a(t), b(t))L2(X) dt
=
∫ T
0
(a˙(t), b(t))L2(X) dt+
∫ T
0
(a(t), b˙(t))L2(X) dt (by Corollary 8.3),
and thus, substituting (8.7), namely,
(a˙(t), b(t))L2(X) + (FA(t), dA(t)b(t))L2(X) = 0, a.e. t ∈ (0, T ),
into the first integral in the last equality, we obtain
(8.14)
(a(T ), b(T ))L2(X) − (a(0), b(0))L2(X)
= −
∫ T
0
(FA(t), dA(t)b(t))L2(X) dt+
∫ T
0
(a(t), b˙(t))L2(X) dt (by (8.7)),
Consequently, A = A1 + a obeys (8.8) since a(0) = a0 and b(T ) = 0. Hence, A is a weak solution
in the sense of Item (3) in Definition 8.4.
Weak type 3 =⇒ 4. AssumeA = A1+a is a weak solution in the sense of Item (3) in Definition
8.4. Substituting b(t) = bϕ(t) into (8.8), with b ∈ H1A1(X; Λ1⊗ adP ) and ϕ ∈ C∞0 (0, T ;R), yields
−
∫ T
0
(a(t), b)L2(X)ϕ˙(t) dt+
∫ T
0
(FA(t), dA(t)b)L2(X)ϕ(t) dt = 0,
for all such b and ϕ. Thus, (8.10) holds. On the other hand, substituting b(t) = bϕ(t) into (8.8),
with b ∈ H1A1(X; Λ1 ⊗ adP ) and ϕ ∈ C∞0 ([0, T ;R), yields
−
∫ T
0
(a(t), b)L2(X)ϕ˙(t) dt+
∫ T
0
(FA(t), dA(t)b)L2(X)ϕ(t) dt = (a0, b)L2(X),
and, integrating by parts with respect to time,∫ T
0
(a˙(t), b)L2(X)ϕ(t) dt+
∫ T
0
(FA(t), dA(t)b)L2(X)ϕ(t) dt + (a(0), b)L2(X) = (a0, b)L2(X).
Consequently, (a(0), b)L2(X) = (a0, b)L2(X) for all b ∈ H1A1(X; Λ1 ⊗ adP ) and so a(0) = a0. Thus,
A = A1 + a is a weak solution in the sense of Item (4) in Definition 8.4.
Weak type 4 =⇒ 1. Assume A = A1 + a is a weak solution in the sense of Item (4) in
Definition 8.4. Integration by parts with respect to time in (8.10) yields∫ T
0
(a˙(t), b)L2(X)ϕ(t) dt+
∫ T
0
(FA(t), dA(t)b)L2(X)ϕ(t) dt = 0,
∀ b ∈ H1A1(X; Λ1 ⊗ adP ), ϕ ∈ C∞0 (0, T ),
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and so
(a˙(t), b)L2(X) + (FA(t), dA(t)b)L2(X) = 0, a.e. t ∈ (0, T ), ∀, b ∈ H1A1(X; Λ1 ⊗ adP ),
that is, A obeys (8.5). Hence, A = A1+a is a weak solution in the sense of Item (1) in Definition
8.4.
Weak type 1 =⇒ 2. Assume that A = A1 + a is a weak solution in the sense of Item (1) in
Definition 8.4. The regularity hypothesis on a(t) is equivalent to a ∈ L2(0, T ;H1A1(X; Λ1⊗ adP ))
and a˙ ∈ (L2(0, T ;H1A1(X; Λ1 ⊗ adP )))′. For any b ∈ L2(0, T ;H1A1(X; Λ1 ⊗ adP )) we have b(t) ∈
H1A1(X; Λ
1 ⊗ adP ) for a.e. t ∈ (0, T ) and so integrating (8.5) over [0, T ] yields∫ T
0
(a˙(t), b(t))L2(XT ) dt+
∫ T
0
(d∗AFA(t), b(t))L2(XT ) dt = 0,
∀ b ∈ L2(0, T ;H1A1(X; Λ1 ⊗ adP )),
that is, (8.7) holds and A = A1 + a is a weak solution in the sense of Item (2) in Definition
8.4. 
9. On the heat equation method
According to R˚ade [293, page 124], the proof of the Hodge Theorem for de Rham cohomology
by Milgram and Rosenbloom was one of the first applications of the heat equation method in
geometric analysis [253, 253]. Conceptual expositions of the heat equation method have appeared
elsewhere (see Atiyah and Bott [18] and Donaldson and Kronheimer [115, Section 6.1.2], but a
few additional, informal comments may be worthwhile.
Suppose first that we wish to solve the nonhomogeneous Hodge Laplace equation on Ω1(X; adP ),
namely,
∆Aa = f,
where ∆A = d
∗
AdA + dAd
∗
A and a, f ∈ Ωp(X; adP ) and X is a closed, Riemannian, smooth
manifold. There will in general be a finite-dimensional cokernel obstruction to solving such an
equation and, because ∆A is (formally) self-adjoint, that is equivalent to ∆A having a non-zero
kernel. Suppose we instead consider the corresponding nonhomogeneous heat equation, namely,
∂a
∂t
+∆Aa = f, a(0) = a0,
for some choice of initial data, a0 ∈ Ωp(X; adP ). Now choose a large enough positive constant,
µ, that ensures that the operator, ∆A + µ, is positive and consider the related nonhomogeneous
heat equation,
∂a
∂t
+ (∆A + µ)a = f + µa, a(0) = a0.
To avoid having the term µa appear on the right-hand side, we may apply the familiar exponential-
shift trick, set b(t) = e−µta(t), and observe that b0 = b(0) = a(0) = a0 and
∂b
∂t
= e−µt
∂a
∂t
− µe−µta
= e−µt(−∆Aa+ f)− µe−µta
= −(∆A + µ)b+ g,
where we set g(t) = e−µtf(t). Thus,
∂b
∂t
+ (∆A + µ)b = g, b(0) = b0.
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Proceeding formally, we may write the solution as
b(t) = e−(∆A+µ)tb0 +
∫ t
0
e−(∆A+µ)(t−s)g(s) ds, t ≥ 0.
10. Classification of principal G-bundles, the Chern-Weil formula, and absolute
minima of the Yang-Mills energy functional
In this section, we extend the discussion in [115, Sections 2.1.3 and 2.1.4] to the case of
compact Lie groups and also establish certain conventions for calculations involving the curvature
of a connection.
LetG be a Lie group and P be a principalG-bundle over a closed, connected, four-dimensional,
smooth manifold, X. We shall need to appeal to the classification of principal G-bundles, P , for
compact Lie groups, so we recall the facts we shall require from [315, Appendix], [340, Appendix].
If G is a compact, connected Lie group and G˜ is its universal covering group, then
G˜ ∼= Rm ×G1 × · · · ×Gl,
where the Gi are compact, simple, simply-connected Lie groups and consequently the real vector
bundle,
(10.1) adP := P ×ad g
associated to G by the adjoint representation, Ad : G ∋ u→ Adu ∈ Aut g, splits
adP = Rm × adiP ⊕ · · · ⊕ adlP,
where adiP := P ×ad gi, for i = 1 . . . , l and Rm := X × Rm (see [315, Appendix]). The simple
Lie algebras, gi, are the Lie algebras of the Lie groups, Gi. We shall henceforth further restrict
our attention to semisimple Lie groups, G, and so we may omit the factor, Rm, which arises
from a torus in G (and corresponding Abelian Lie algebra with trivial Killing form). The gi are
nontrivial ideals comprising the semisimple Lie algebra, g, of G.
Assume now that X is oriented. Given a connection, A, on P , Chern-Weil theory provides
representatives for the first Pontrjagin classes of the vector bundles, adP and adiP , namely [340,
Equation (A.7)]
(10.2)
p1(P ) ≡ p1(adP ) = − 1
4π2
trg(FA ∧ FA) ∈ H4deRham(X),
pi1(P ) ≡ p1(adiP ) = −
1
4π2
trgi(FA ∧ FA) ∈ H4deRham(X), 1 ≤ i ≤ l,
and hence scalar and vector Pontrjagin numbers [340, Equation (A.7)] (compare [215, page 121]),
(10.3)
p1(P )[X] ≡ p1(adP )[X] = − 1
4π2
∫
X
trg(FA ∧ FA),
pi1(P )[X] ≡ p1(adiP )[X] = −
1
4π2
∫
X
trgi(FA ∧ FA), 1 ≤ i ≤ l.
Principal G-bundles, P , are classified [315, Appendix], [340, Propositions A.1 and A.2] by a
cohomology class η(P ) ∈ H2(X;π1(G)) and the vector Pontrjagin degree [340, Equation (A.6)],
(10.4) κ(P ) ≡ (κ1(P ), . . . , κl(P )) :=
(
1
rg1
p11(adP )[X], . . . ,
1
rgl
pl1(adP )[X]
)
∈ Zl,
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where the positive integers, rgi , depend on the Lie groups, Gi [340, Equation (A.5)]; for example,
if G = SU(n), then rg = 4n. The Pontrjagin degree of P is defined by
(10.5) κ(P ) :=
l∑
i=1
κi(P ) = − 1
4π2
l∑
i=1
1
rgi
∫
X
trgi(FA ∧ FA).
For G = O(n) or SO(n), then η(P ) = w2(P ) ∈ H2(X;Z/2Z), where w2(P ) ≡ w2(V ) and
V = P ×O(n) Rn or P ×SO(n) Rn is the real vector bundle associated to P via the standard
representation, O(n) →֒ GL(n;R) or SO(n) →֒ GL(n;R); for G = U(n), then η(P ) = c1(P ) ∈
H2(X;Z), where c1(P ) ≡ c1(E) and E = P ×U(n) Cn is the complex vector bundle associated
to P via the standard representation, U(n) →֒ GL(n;C) [315, Theorem 2.4]. The topological
invariant, η ∈ H2(X;π1(G)), is the obstruction to the existence of a principal G-bundle, P over
X, with a specified vector Pontrjagin number.
Assume in addition that X has a Riemannian metric. To relate the Chern-Weil formulae
(10.3) to the L2(X)-norms of F±A , we need to recall some facts concerning the Killing form [209].
Every element ξ of a Lie algebra g over a field K defines an adjoint endomorphism, ad ξ ∈ EndK g,
with the help of the Lie bracket via (ad ξ)(ζ) := [ξ, ζ], for all ζ ∈ g. For a finite-dimensional Lie
algebra, g, its Killing form is the symmetric bilinear form,
(10.6) B(ξ, ζ) := tr(ad ξ ◦ ad ζ), ∀ξ, ζ ∈ g,
with values in K. Since we restrict to compact Lie groups, their Lie algebras are real. The Lie
algebra, g, is semisimple (according to the Cartan criterion) if and only if its Killing form is
non-degenerate. If a Lie algebra, g, is a direct sum of its ideals, g1 . . . , gl, then the Killing form
of g is the direct sum of the Killing forms of the individual summands, gi. The Killing form
of a semisimple Lie algebra is negative definite. For example, if G = SU(n), then B(M,N) =
2n tr(MN) for matrices M,N ∈ Cn×n, while if G = SO(n), then B(M,N) = (n− 2) tr(MN) for
matrices M,N ∈ Rn×n. In particular, if Bgi is the Killing form on gi, then it defines an inner
product on gi via 〈·, ·〉gi = −Bgi(·, ·) and thus a norm | · |gi on gi. But
FA = F
+
A ⊕ F−A ∈ Ω2(X; adP ) = Ω+(X; adP )⊕Ω−(X; adP ),
corresponding to the positive and negative eigenspaces of ∗ : Λ2 → Λ2, so
F±A =
1
2
(1± ∗)FA ∈ Ω±(X; adP ),
and
FA ∧ FA = (F+A ⊕ F−A ) ∧ (F+A ⊕ F−A ) = F+A ∧ ∗F+A − F−A ∧ ∗F−A .
Hence, for i = 1, . . . , l,
trgi(FA ∧ FA) = trgi(F+A ∧ ∗F+A )− trgi(F−A ∧ ∗F−A ) =
(|F+A |2gi − |F−A |2gi) d vol .
The components of the vector Pontrjagin degree may thus be computed by
κi(P ) =
1
4π2rgi
∫
X
(|F+A |2gi − |F−A |2gi) d vol, 1 ≤ i ≤ l.
If A is self-dual, then F−A ≡ 0 over X and
κi(P ) =
1
4π2rgi
∫
X
|FA|2gi d vol ≥ 0, 1 ≤ i ≤ l,
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while if A is anti-self-dual, then F+A ≡ 0 over X and
κi(P ) = − 1
4π2rgi
∫
X
|FA|2gi d vol ≤ 0, 1 ≤ i ≤ l.
Consequently, if P admits a self-dual connection, then κ(P ) ≤ 0 while if P admits an anti-self-
dual connection, then κ(P ) ≥ 0, where we use κ(P ) ≤ 0 (≥ 0) as an abbreviation for κi(P ) ≤ 0
(≥ 0) for 1 ≤ i ≤ l.
On the other hand, as the pointwise norm |FA|g over X of FA ∈ Ω2(X; adP ) is defined by
|FA|2g = −
l∑
i=1
1
rgi
trgi(FA ∧ FA) =
l∑
i=1
1
rgi
|FA|2gi ,
then ∫
X
|FA|2g d vol =
l∑
i=1
1
rgi
∫
X
(|F+A |2gi + |F−A |2gi) d vol
≥
∣∣∣∣∣
l∑
i=1
1
rgi
∫
X
(|F+A |2gi − |F−A |2gi) d vol
∣∣∣∣∣
= 4π2|κ(P )|.
Hence, 4π2|κ(P )| represents a topological lower bound for the Yang-Mills energy functional,
2E (A) =
∫
X
|FA|2g d vol .
If κ(P ) ≥ 0, then 2E (A) achieves its lower bound,
l∑
i=1
1
rgi
∫
X
(|F+A |2gi − |F−A |2gi) d vol = 4π2|κ(P )|,
if and only if
l∑
i=1
1
rgi
∫
X
(|F+A |2gi + |F−A |2gi) d vol = l∑
i=1
1
rgi
∫
X
(|F+A |2gi − |F−A |2gi) d vol,
that is, if and only if ∫
X
|F−A |2g d vol = 0,
in other words, if and only if F−A ≡ 0 over X and A is self-dual. Similarly, if κ(P ) ≤ 0, then
2E (A) achieves its lower bound −4π2|κ(P )| if and only if F+A ≡ 0 over X and A is anti-self-dual.
11. Critical points of the Yang-Mills energy functional and asymptotic limits of
Yang-Mills gradient flow
It is well-known that there are topological obstructions to the existence of absolute minima,
or anti-self-dual connections, on a principal G-bundle, P , over a closed, oriented, Riemannian,
smooth four-dimensional manifold, X, for reasons evident from Donaldson and Kronheimer [115],
Freed and Uhlenbeck [144], and Taubes [340, 342]. (The question of existence of self-dual
connections is symmetric, by reversing the orientation of X, and so we may confine our discussion,
without loss of generality, to the question of existence of anti-self-dual connections.) The nature
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of those topological obstructions can be inferred from Taubes’ proofs of existence of anti-self-
dual connections in [340, 342], the generic metrics theorem of Freed and Uhlenbeck [144], and
discussions concerning the dimension of the moduli space of anti-self-dual connections in [115].
Min-Oo’s L2-isolation result [254] for Yang-Mills connections asserts that, if the curvature of
the Riemannian metric on X is pointwise positive over X in the sense of (35.12), then there is a
positive constant, ε, such that if A is a Yang-Mills connection on P with the property that
(11.1) ‖F+,gA ‖L2(X,g) < ε,
then A is necessarily anti-self-dual. (The positivity condition (35.12) on the Riemannian metric
is the same as that exploited by Atiyah, Hitchin, and Singer [20] and by Taubes in [340].)
Therefore, when this curvature condition is obeyed, one can start the Yang-Mills gradient flow
at an approximately anti-self-dual connection, A0, produced by splicing onto X an exact anti-
self-dual connection from S4 in the manner of [340], and such that F+,gA0 obeys the L
2 bound
(11.1). It can be shown that the L2-norm of the self-dual curvature is non-increasing with time
(see Lemma 30.16 in the sequel). Thus, if the gradient flow converges to a Yang-Mills connection,
A∞, on P , this limit must necessarily be anti-self-dual. However, the existence of anti-self-dual
connections in this setting is already known from work of Taubes [340], whose results establish
existence not only when the geometric conditions of Min-Oo or Atiyah, Hitchin, and Singer are
obeyed but also under the much weaker, purely topological condition that b+(X) = 0, whenever
existence is also known on a principal G-bundle over S4 with the same Pontrjagin number.
It is more interesting to ask what happens when the Riemannian metric g on X does not
obey the positivity condition of [20, 254] (which is always satisfied by the standard round metric
on S4) or even when X does not obey the topological condition b+(X) = 0 exploited by Taubes
in [340]. When b+(X) > 0, Taubes still gives existence of anti-self-dual connections [342] when
G is SU(2) or SO(3), but only when the Pontrjagin number is sufficiently large. Taubes’ results
were extended by Graham [349] to allow for G = SO(n), for all integers n ≥ 4. Such results, at
least when G is SU(2) or SO(3), are consistent with the generic metrics theorem of Freed and
Uhlenbeck [144], which asserts that the moduli space of anti-self-dual connections is a smooth
(open) manifold, away from finitely points representing gauge-equivalence classes of reducible
connections when b+(X) ≥ 0, and a smooth (open) manifold when b+(X) > 0, provided g is
suitably generic. Thus, when the Pontrjagin number is such that the moduli space of anti-self-
dual connections has positive expected dimension by the moduli space dimension formulas given,
for example, in [20, 115, 144, 146, 226], it is possible that the limiting Yang-Mills connection,
A∞, produced by Yang-Mills gradient flow starting at an initial connection, A0, with sufficiently
small ‖F+,gA0 ‖L2(X,g) is also an absolute minimum of the Yang-Mills energy functional, or an anti-
self-dual connection, in other words. However, there is no guarantee that A∞ is anything other
than a non-minimal Yang-Mills connection unless the Riemannian metric, g, obeys the positivity
condition described in [20, 254, 340]. As we know from work of Sibner, Sibner, and Uhlenbeck
[319], with many further extensions developed by Bor and Montgomery [46, 47] and Sadun and
Segert [301, 302, 303, 304, 300], non-minimal Yang-Mills connections exist on S4 and thus one
can not rule out their existence on arbitrary four-dimensional manifolds, X. (We remark that
geometric questions concerning non-minimal Yang-Mills connections have also been explored by
Stern [325].) We can conclude that, when the Riemannian metric, g, on X does not obey the
positivity condition positivity condition (35.12) but is generic in the Freed-Uhlenbeck sense, the
group G is SU(2) or SO(3), and the Pontrjagin number of P is such that the moduli space of
anti-self-dual connections has negative expected dimension, then no matter how small the value
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of ‖F+,gA0 ‖L2(X,g) for the initial connection, A0, on P , the limiting connection, A∞, produced by
Yang-Mills gradient flow must necessarily be a non-minimal Yang-Mills connection.

CHAPTER 4
Linear and nonlinear evolutionary equations in Banach spaces
12. Linear evolutionary equations in Banach spaces
In this section, we shall review the a priori estimates and existence, uniqueness, and regularity
results which we shall need for linear evolutionary equations in Banach and Hilbert spaces [316,
Section 4.2]. In a later section, we apply this framework to deduce the corresponding results
for the heat equation defined by the connection Laplace operator (14.130) on Sobolev spaces of
sections of a vector bundle over a closed, Riemannian, smooth manifold, generalizing results for
linear scalar parabolic equations described by Evans in [128, Section 7.1] or for linear parabolic
systems described by Ladyzˇenskaja, Solonnikov, and Ural′ceva in [224, Chapter 8].
12.1. Analytic semigroups and sectorial operators. We review some of the key con-
cepts concerning analytic semigroups and sectorial operators, closely following [316, Section 3.6].
A special class of C0-semigroups (see [316, Section 3.1]), namely, the analytic semigroups, plays
a fundamental role in the study of the dynamics of infinite-dimensional systems. There are two
principal reasons why analytic semigroups are important in the study of systems of nonlinear
parabolic partial differential equations.
The first reason is owing to the good information one has on the behavior of solutions as time
t ց 0. It is known that, under reasonable conditions, a C0-semigroup, (eAt,A), on a Banach
space, W, is an analytic semigroup if and only if there are constants, M0 ≥ 1 and M1 > 0, and
a ∈ R, such that
‖eAtw‖W ≤M0eat‖w‖W and ‖AeAtw‖W ≤M1t−1eat‖w‖W
for all w ∈ W and t > 0. Since the nonlinear evolutionary equations we consider are perturbations
of a linear equation, by having good information about the behavior of solutions of the linear
problem, as t ց 0, one can use this to study the initial value problem for related nonlinear
problems.
The second reason for the importance of analytic semigroups is given in Theorem 12.5 below.
A vector-valued function, f : D → W, where D is an open subset of the complex plane, C, and
W is a Banach space, is said to be analytic if, for any z0 ∈ D, the strong limit
lim
z→0
1
z
(f(z0 + z)− f(z0))
exists in W. Recall the
Definition 12.1 (Resolvent set). [294, Section 13.26], [387, Section 8.1] Let ρ(A) ⊂ C
denote the resolvent set for A, that is, the set of all λ ∈ C such that λ−A : D(A) ⊂ W →W is a
one-to-one map with dense range Ran(λ−A) ⊂ W and bounded inverse, R(λ,A) := (λ−A)−1,
the resolvent operator on W.
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Given a ∈ R and δ, σ ∈ (0, π), one defines sectors in the complex plane, C, by [316, p. 77]
∆δ(a) := {z ∈ C : | arg(z − a)| < δ and z 6= a},(12.1)
Σσ(a) := {z ∈ C : | arg(z − a)| > σ and z 6= a}.(12.2)
When a = 0, we abbreviate ∆δ(0) = ∆δ and Σσ(0) = Σσ. Note that ∆δ(−a) = −Σσ(a), provided
that δ = π − σ (see [316, Figure 3.1]). As a result one has,
(12.3) ρ(A) ⊃ Σσ(a) ⇐⇒ ρ(−A) ⊃ ∆δ(−a), where δ = π − σ,
for any linear operator A : D(A) ⊂ W, where D(A) is dense in W.
Definition 12.2 (Analytic semigroup). [316, p. 77] Let (T (t),A) be a C0-semigroup on W.
One says say that (T (t),A) is an analytic semigroup if there exists an extension of T (t) to a
mapping T (z) defined for z in some sector ∆δ ∪ {0} and satisfying the following conditions:
(1) The mapping z 7→ T (z) is a mapping of ∆δ ∪ {0} into L (W), the Banach space of
bounded linear operators on W.
(2) T (z1 + z2) = T (z1)T (z2) for all z1 and z2 in ∆δ ∪ {0}.
(3) For each w ∈ W, one has T (z)w → w, as z → 0 in ∆δ ∪ {0}.
(4) For each w ∈ W, the function z 7→ T (z)w is an analytic mapping from ∆δ ∪{0} into W.
There remains the key question of determining which properties on the infinitesimal generator,
A, will guarantee that a given C0-semigroup is an analytic semigroup. This prompts the following
Definition 12.3 (Sectorial operator). [316, p. 78] A linear operator, A : D(A) ⊂ W →W,
is sectorial if it obeys the following two conditions:
(1) A is densely defined and closed;
(2) There exist real numbers a ∈ R, σ ∈ (0, π/2), and M ≥ 1, such that one has Σσ(a) ⊂
ρ(A), and
(12.4) ‖R(λ,A)‖ ≤ M|λ− a| , ∀λ ∈ Σσ(a),
or equivalently by (12.3), that ∆δ(−a) ⊂ ρ(−A) where δ = π − σ, and
(12.5) ‖R(λ,−A)‖ ≤ M|λ+ a| , ∀λ ∈ ∆δ(−a),
A sectorial operator, A, is said to be positive if it satisfies (12.4) for some a > 0.
See Haase [163] for a comprehensive treatment of sectorial operators.
12.2. Fractional powers and interpolation spaces. We review several key concepts and
results from [316, Section 3.7].
Let I be an interval in R. Following [316, p. 93], a family of Banach spaces Vα with norms
‖·‖α, defined for α ∈ I, is said to be a family of interpolation spaces on I if the following property
holds: For α, β ∈ I with α ≥ β, one has Vα →֒ Vβ, and Vα is dense in Vβ . Moreover, for every
θ ∈ [0, 1], there is a constant, C = C(α, β, θ), such that
‖v‖γ ≤ C‖v‖θα‖v‖1−θβ , ∀ v ∈ V α,
where γ = θα+ (1− θ)β.
Let W denote a given Banach space and let A be a positive, sectorial operator on W. For
any α > 0, one defines [316, Equation (37.8)]
(12.6) A−α := 1
Γ(α)
∫ ∞
0
tα−1e−At dt,
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where e−At is the analytic semigroup generated by −A, and Γ(α) is the Gamma function.
The fractional power Aα of the operator A is defined to be
A−α := (A−α)−1 , ∀α > 0,
and the domain is given by D(Aα) := Ran(A−α). Also one defines A0 := I, the identity on W.
For α > 0, the domain D(Aα) becomes a Banach space with respect to the graph norm,
(12.7) ‖u‖α := ‖Aαu‖W , ∀u ∈ D(Aα).
Note that ‖u‖0 = ‖u‖W , for all u ∈ W. The interpolation space of order 2α is defined to be
V2α := D(Aα), where D(Aα) has the graph norm.
Lemma 12.4 (Basic properties of fractional power spaces defined by positive, sectorial oper-
ators). [316, Lemma 37.4] Let A be a positive, sectorial operator on a Banach space W, and let
e−At denote the analytic semigroup on W generated by −A. Then for α, β ≥ 0, the following
properties are valid:
(1) The operator Aα is a densely defined, closed linear operator.
(2) For α ≥ β, one has D(Aα) →֒ D(Aβ), in terms of the graph norms on these spaces, and
D(Aα) is dense in D(Aβ).
(3) If in addition, A has compact resolvent, then one has D(Aα) →֒ D(Aβ), whenever α > β.
(4) One has AαAβ = AβAα = Aα+β on D(Aγ), for any α, β ∈ R, where γ := max{α, β, α+
β}.
(5) One has Aαe−Atu = e−AtAαu, for all u ∈ D(Aα) and t ≥ 0. Furthermore, e−At is an
analytic semigroup on Vα, for each α ∈ R.
(6) The mapping,
[0,∞) × V2α ∋ (t, u) 7→ e−Atu ∈ V2α,
is continuous, for every α ∈ R.
Theorem 12.5 (Fundamental theorem on sectorial operators). [316, Theorem 37.5] Let A be
a positive, sectorial operator on a Banach space W, and let T (t) = e−At be the analytic semigroup
generated by −A. Then the following statements hold:
(1) For any r ≥ 0 and t > 0, the semigroup e−At maps W into D(Ar), and it is strongly
continuous in t > 0.
(2) For any r ≥ 0, there is a constant Mr > 0 such that
(12.8) ‖e−At‖L (W ,D(Ar)) = ‖Are−At‖L (W) ≤Mrt−re−at, ∀ t > 0,
where a > 0 is given by (12.4).
(3) For 0 < α ≤ 1, there is a constant Kα > 0 such that
(12.9) ‖e−Atw − w‖W ≤ Kαtα‖Aαw‖W , ∀ t ≥ 0 and w ∈ D(Aα).
(4) The functions e−Atw are Lipschitz continuous in t, for t > 0 and w ∈ W. More precisely,
for every r ≥ 0, there is a constant Cr > 0 such that
(12.10)
∥∥∥Ar (e−A(t+h)w − e−Atw)∥∥∥
W
≤ Cr|h|t−(1+r)‖w‖W ,
for all t > 0 and w ∈ W.
(5) For w ∈ W, one has
e−Atw ∈ C([0,∞);W) ∩C((0,∞;V2r),
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for all r ≥ 0. If in addition, one has w ∈ V2ρ, for some ρ > 0, then
(12.11) e−Atw ∈ C([0,∞);V2ρ) ∩ C0,ρ−αloc ([0,∞);V2α) ∩C0,1loc ((0,∞);V2r),
for all r ≥ 0, and all α with 0 ≤ α < ρ.
(6) If in addition, the sectorial operator A has compact resolvent, then the analytic semigroup
e−Atw is compact, for t > 0.
12.3. Solution concepts and the variation of constants formula. We recall the
Hypothesis 12.6 (Standing Hypothesis A). [316, Standing Hypothesis A, p. 141] Let A
be a positive, sectorial operator on a Banach space W with associated analytic semigroup e−At.
Let V2α be the family of interpolation spaces generated by the fractional powers of A, where
V2α = D(Aα), for α ≥ 0. Let ‖Aαu‖W = ‖u‖V2α denote the norm on V2α. See Lemma 12.4 for
more information.
Hypothesis 12.7 (Standing Hypothesis B). [316, Standing Hypothesis B, p. 142] The op-
erator A is a positive, self-adjoint, linear operator, with compact resolvent, on a Hilbert space
H. Consequently, A satisfies the Hypothesis 12.6. Moreover, the fractional power spaces Vα are
defined for all α ∈ R and [316, Equation (37.2)] defines the Hilbert space structure on each Vα.
Also the semigroup e−At is compact, for t > 0. See [316, Theorem 37.2] for more information.
We will focus first on the linear inhomogeneous evolution equation on a Banach space W and
initial condition,
∂u
∂t
+ (Au)(t) = f(t) in W, for t > 0,(12.12)
u(0) = u0 ∈ W.(12.13)
We assume that −A is the infinitesimal generator of an analytic semigroup, e−At, and that
f ∈ Lloc([0, T );W), where 0 < T ≤ ∞. We call the expression
(12.14) u(t) := e−Atu0 +
∫ t
0
e−A(t−s)f(s) ds, t ∈ [0, T ).
the variation of constants formula, where the integral is in the Bochner sense and represents a
point in W for each t > 0 [316, Appendix C].
12.4. Solutions via analytic semigroup theory. The Newton-Leibnitz formula in the
space W takes the form,
(12.15)
d
dt
∫ t
0
e−A(t−s)f(s) ds = −A
∫ t
0
e−A(t−s)f(s) ds+ f(t), a.e t > 0.
We recall the following result, which yields further information on the regularity of mild solutions,
when p > 1.
Lemma 12.8 (Regularity of mild solutions to a linear evolution equation). [316, Lemma 42.7]
Let f ∈ Lploc([0, T );W) and let the Hypothesis 12.6 hold, where 1 ≤ p ≤ ∞ and 0 < T ≤ ∞. Then
the following are valid:
(1) The implications
(12.16)
classical solution in V2α =⇒ strong solution in V2α
=⇒ mild solution in V2α
for a solution u, are valid for any α with α ≥ 0.
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(2) Assume that p > 1. Let u0 ∈ W be fixed and let u satisfy (12.14) in W on [0, T ). Then
u is a mild solution of equation (12.12) in W and
(12.17) u ∈ C([0, T );W) ∩C0,θ((0, T );V2r),
for every r with 0 ≤ r < 1− 1/p, where 0 < θ0 < 1− 1/p − r.
(3) Assume that p > 1 and u0 ∈ V2ρ, where 0 < ρ < 1 − 1/p. Then u is a mild solution of
equation (12.12) in V2α and
(12.18) u ∈ C([0, T );V2α) ∩C0,θ1((0, T );V2r) ∩C0,θ2((0, T );V2σ),
for every α, r, and σ with 0 ≤ α ≤ ρ, and 0 ≤ r < ρ, and ρ ≤ σ < 1 − 1/p, where
θ1 = θ1(r) and θ2 = θ2(r) are positive.
Theorem 12.9 (Existence of mild and strong solutions to a linear evolution equation). [316,
Theorem 42.9] Assume that Hypothesis 12.6 is satisfied and
(12.19) f ∈ Lploc([0, T );W) ∩C0,θ((0, T );W),
where 1 ≤ p ≤ ∞ and θ ∈ (0, 1) and 0 < T ≤ ∞. For any u0 ∈ W, define u by the variation of
constants formula (12.14). Then u is mild solution of equation (12.12) in W that satisfies
(12.20) u ∈ C([0, T );W) ∩ C0,1−r((0, T );V2r) ∩ C((0, T );D(A)).
for every r ∈ [0, 1). In addition, the Newton-Leibnitz Formula (12.15) is valid in W, and u is
a strong solution in W, for 0 ≤ t < T . Moreover, if u0 ∈ V2ρ, for some ρ ∈ (0, 1], then u is a
strong solution in V2ρ on [0, T ).
In the next result we show that by assuming additional spatial regularity for the forcing
function f , one obtains a significant improvement in the spatial regularity of the mild solutions.
Theorem 12.10 (Higher spatial regularity of mild solutions). [316, Theorem 42.10] In addi-
tion to Hypothesis 12.6, let
(12.21) f ∈ Lploc([0, T );V2ν), where p > 1 and 1 < νp ≤ ∞.
Let β satisfy 0 ≤ β < ν− 1/p. Assume that u0 ∈ V2µ, where 0 < µ ≤ 1+β, and let u be the mild
solution of equation (12.12) in W on [0, T ). Then u is a strong solution to equation (12.12) in
V2µ on [0, T ), and u satisfies
(12.22) u ∈ C([0, T );V2µ) ∩ C0,θ0loc ([0, T );V2ρ) ∩ C0,θ1loc ((0, T );V2+2β),
where 0 ≤ ρ < µ and 0 ≤ β < ν − 1/p and θ0 and θ1 are positive. Assume instead that (12.21) is
replaced by the condition
(12.23) f ∈ L1loc([0, T );W) ∩ Lploc((0, T );V2ν), where p > 1 and 1 < νp ≤ ∞.
and that u0 ∈ W. Then for every τ ∈ (0, T ), the translate uτ := u(· + τ) [316, Section 2.1.3]
satisfies (12.22), where the interval [0, T ) is replaced by [0, T − τ). Furthermore, uτ is a strong
solution to equation (12.22) in V2ν on [0, T − τ), for every µ with 0 ≤ µ ≤ 1 + β.
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12.5. Weak solutions to evolutionary linear equations in Hilbert spaces. We assume
that Hypothesis 12.7 (‘Standing Hypothesis B’) is satisfied. We review a fourth solution concept,
that of a weak solution, and describe its relationship to the other solution concepts given in
Section 13.1 (for evolutionary nonlinear equations on Banach spaces — see [316, Section 4.2] for
linear equations), namely mild, strong, and classical. In particular, given α ∈ R, one says that a
function u = u(t) is a weak solution of the linear evolution equation (12.12) in the space Vα, on
the interval [0, T ), where 0 < T ≤ ∞, provided that u(0) = u0 ∈ Vα and f ∈ L2loc([0, T );Vα−1),
and that the following properties are satisfied:
(1) one has
(12.24) u ∈ L∞loc([0, T );Vα) ∩ L2loc([0, T );Vα+1);
(2) the function u has a time derivative ∂tu ∈ Lploc([0, T );Vα−1), for some p with 1 ≤ p <∞,
such that the equation
(12.25) u(t)− u(t0) =
∫ t
t0
∂u
∂t
(s) ds holds in Vα−1, ∀ t0, t ∈ [0, T );
(3) one has
(12.26) ‖u(t)‖Vα +
∫ t
t0
‖A 12u(s)‖2Vα ds ≤ ‖u(t0)‖Vα +
∫ t
t0
‖A− 12 f(s)‖2Vα ds,
for almost all t0 and t with 0 ≤ t0 ≤ t < T ; and
(4) the function u satisfies the weak-integrated form of Equation (12.12),
(A− 12 (u(t)− u(t0)),A
1
2 v)Vα +
∫ t
t0
(A 12u(s),A 12 v(s))Vα ds
=
∫ t
t0
(A− 12 f(s),A 12 v(s))Vα ds,
(12.27)
for all v ∈ Vα+1 and all t0 and t with 0 ≤ t0 ≤ t < T .
There are several properties inherited by every weak solution of Equation (12.12). In partic-
ular, one has the following result.
Lemma 12.11 (Properties of weak solutions). [316, Lemma 42.11] In addition to the Hypoth-
esis 12.7, let u = u(t) be a weak solution of Equation (12.12) in Vα, on the interval [0, T ), where
0 < T ≤ ∞, and
u0 ∈ Vα and f ∈ Lploc([0, T );Vα−1), for 2 ≤ p ≤ ∞.
Then the following properties are valid:
(1) The time derivative satisfies ∂tu ∈ L2loc([0, T );Vα−1) and u satisfies
u ∈ C([0, T );Vα) ∩ C0,
1
2
loc ([0, T );Vα−1).
(2) One has ∂ut + Au = f a.e. on (0, T ) in the space Vα−1, and u is a mild solution of
Equation (12.12) in Vβ , for each β < α+ (p− 2)p−1.
The next result provides existence of weak solutions and the connection between these solu-
tions and mild solutions. One uses the inequality λ1‖v‖2Vα ≤ ‖A
1
2 v‖2Vα , where λ1 > 0 is the first
eigenvalue of the positive, self-adjoint operator A.
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Theorem 12.12 (Existence, uniqueness, and regularity of weak solutions to a linear evolu-
tionary equation in a Hilbert space). [316, Theorem 42.12] In addition to the Hypothesis 12.7,
let
u0 ∈ Vα, and f ∈ Lploc([0, T );Vα−1), for 2 ≤ p ≤ ∞.
Then the following properties hold:
(1) There is a unique weak solution u = u(t) of Equation (12.12), in the space Vα, on the
interval [0, T ), with u(0) = u0,
(12.28)
∂u
∂t
∈ L2loc([0, T );Vα−1), and
u ∈ C([0, T );Vβ) ∩ C0,θ1loc ([0, T );Vσ) ∩ L2loc([0, T );Vα+1),
for each β and σ, where β ≤ α, and σ < α, and θ1 = θ1(σ) > 0. Furthermore, u is a
mild solution of Equation (12.12) in Vβ , for each β < α+ (p− 2)p−1.
(2) For 0 ≤ t < T , the following inequalities are valid in the space Vα:
‖u(t)‖2Vα ≤ e−λ1t‖u0‖2Vα +
∫ t
0
e−λ1(t−s)‖A− 12 f(s)‖2Vα ds,(12.29a) ∫ t
0
‖A 12u(s)‖2Vα ds ≤ ‖u0‖2Vα +
∫ t
0
‖A− 12 f(s)‖2Vα ds,(12.29b) ∫ t
0
‖A− 12 ∂tu(s)‖2Vα ds ≤ 2‖u0‖2Vα + 4
∫ t
0
‖A− 12 f(s)‖2Vα ds.(12.29c)
(3) If p > 2, then u is a mild solution of Equation (12.12) in Vα, and in addition to (12.28),
one has
(12.30) C0,θ2loc ((0, T );Vσ),
for each σ, where α ≤ σ < α+ 1− 2/p and θ2 = θ2(σ) > 0.
Theorem 12.12 can used as a part of a bootstrap argument, where one has u0 ∈ Vα+1 and
f ∈ Lploc([0, T );Vα), for some p with 2 ≤ p ≤ ∞. Since one has the embeddings,
u0 ∈ Vα+1 →֒ Vα and f ∈ Lploc([0, T );Vα+1) →֒ Lploc([0, T );Vα),
then Theorem 12.12 is applicable for both α and α+1. Furthermore, the uniqueness of the weak
solutions implies that the weak solution u = u(t) in Vα is, in fact, a weak solution in Vα+1.
Hence, it is a mild solution in Vβ, for β < α + 1 + (p − 2)p−1 by Theorem 12.12. As a result,
inequalities (12.29) are valid, where α is replaced by α+ 1; and from (12.28), one has
(12.31) u ∈ C([0, T );Vβ) ∩ C0,θ1loc ([0, T );Vσ) ∩ L2loc([0, T );Vα+2),
for β ≤ α + 1 and σ < α + 1, where θ1 = θ1(σ) > 0. If in addition, p > 2, then (12.30) implies
that for some θ2 = θ2(σ) > 0, one has
(12.32) u ∈ C0,θ1loc ((0, T );Vσ) for α+ 1 ≤ σ < α+ 2−
2
p
.
Moreover, in this setting, one can also apply [316, Theorem 42.10], which leads to valuable
information about the strong solutions of Equation (12.12).
Corollary 12.13 (Regularity of weak solutions). [316, Corollary 42.13] In addition to the
Hypothesis 12.7, let u0 ∈ Vα and let f ∈ Lploc([0, T );Vα), for some p with 2 ≤ p ≤ ∞. Then the
following statements are valid:
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(1) The weak solution u of Equation (12.12) in Vα on [0, T ) is a strong solution to equation
(12.12) in Vα on [0, T ), and u satisfies
(12.33) u ∈ C([0, T );Vα) ∩ C0,θ0loc ([0, T );Vσ) ∩ C0,θ1loc ((0, T );Vα+1+2β),
for every σ and β with σ < α and 0 ≤ β < 1 − 1/p, where θ0 = θ0(σ) and θ1 = θ1(β)
are positive.
(2) For every τ ∈ (0, T ), one has u(τ) ∈ Vα+1, and the conclusions in Items (1)–(3) in
Theorem 12.12 are valid on the interval τ ≤ t < T , with α replaced by α + 1 and u0
replaced by u(τ). In addition, (12.31) and (12.32) are valid for the translate uτ := u(·+τ)
[316, Section 2.1.3], where the interval [0, T ) is replaced by [0, T − τ). Furthermore, the
following inequalities are valid, for 0 < τ < t < T :
‖u(t)‖2Vα+1 ≤ e−λ1(t−τ)‖u(τ)‖2Vα+1 +
∫ t
τ
e−λ1(t−s)‖f(s)‖2Vα ds,(12.34a) ∫ t
τ
‖A 12u(s)‖2Vα+1 ds ≤ ‖u(τ)‖2Vα+1 +
∫ t
τ
‖f(s)‖2Vα ds,(12.34b) ∫ t
τ
‖A− 12 ∂tu(s)‖2Vα+1 ds ≤ 2‖u(τ)‖2Vα+1 + 4
∫ t
τ
‖f(s)‖2Vα ds.(12.34c)
If the source function f has additional temporal regularity, the mild solution u to (12.12)
acquires additional spatial regularity.
Theorem 12.14 (Spatial regularity implied by temporal regularity of the source function and
spatial regularity of the initial data). [316, Theorem 42.14] In addition to the Hypothesis 12.7,
let
f ∈ C([0, T );Vα) ∩W 1,p([0, T );Vα−1),
for some p with 2 ≤ p ≤ ∞, and let g = ∂tf . Let u0 ∈ Vα+2 and define v0 := f(0) −Au0 ∈ Vα.
Let u = u(t) be the weak solution to Equation (12.12) in the space Vα, with u(0) = u0. Then the
following properties hold:
(1) u is a mild solution of Equation (12.12) in Vσ, for each σ < α + 2, and u is a strong
solution in Vβ, for each β ≤ α. Moreover, one has
(12.35) u ∈ C1([0, T );Vβ) ∩C([0, T );Vν) ∩ C0,θ1loc ([0, T );Vσ),
for all β, ν, and σ with β ≤ α, and ν ≤ α+ 2, and σ < α+ 2, where θ1 = θ1(σ) > 0.
(2) The function v := ∂tu satisfies
(12.36) v(t) = e−Atv0 +
∫ t
0
e−A(t−r)g(r) dr, for t ≥ 0,
in any space Vβ, with β < α, and v is a weak solution of ∂tv + Av = g(t) in the space
Vα with
(12.37) v ∈ C([0, T );Vβ) ∩ L2loc([0, T );Vα+1) ∩ C0,θ2([0, T );Vσ),
for all β and σ with β ≤ α and σ < α, where θ2 = θ2(σ) > O.
Finally, we turn to an issue raised in Theorem 12.14, which shows that if u0 ∈ Vα+2, then u
satisfies property (12.35). One can ask what happens with other mild solutions, where u0 ∈ Vα,
but u0 /∈ Vα+2? An answer to this question is provided by
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Theorem 12.15 (Spatial regularity implied by temporal regularity of the source function).
[316, Theorem 42.15] In addition to the Hypothesis 12.7, let
f ∈ C([0, T );Vα) ∩W 1,2([0, T );Vα−1).
For any u0 ∈ Vα, let u = u(t) denote the weak solution of Equation (12.12) in Vα on [0, T ). Then
the following hold:
(1) u is a strong solution in Vα, and it satisfies (12.28), (12.30), and (12.33), with p =∞.
(2) u is a mild solution in Vβ , for each β < α+ 1.
(3) u satisfies
(12.38) u ∈ C1((0, T );Vβ) ∩C((0, T );Vν) ∩ C0,θ4loc ((0, T );Vσ),
for every β, ν, and σ with β ≤ α, ν ≤ α+ 2, and σ < α+ 2, where θ4 = θ4(σ) > O.
(4) For every τ ∈ (0, T ), the translate uτ is a strong solution to (12.12), where f is replaced
by fτ ∈ Vα+1 on [0, T − τ).
13. Local existence for a nonlinear evolution equation in a Banach space
In this section, we develop an approach based on semigroup theory to the question of local
existence and uniqueness of a solutions to a nonlinear evolution equation in a Banach space.
The results we discuss both review and further develop those described by Sell and You in [316,
Chapter 4].
13.1. Local existence and uniqueness results for mild solutions. We assume that we
are in the setting of Hypothesis 12.6 (the ‘Standing Hypothesis A’ of Sell and You).
Definition 13.1 (Maps in CLip([0,∞)×V;W)). [316, p. 221] For Banach spaces, V andW,
let CLip([0,∞) × V;W) denote the set of continuous, locally bounded, Lipschitz maps,
F : [0,∞)× V → W,
such that for any bounded set B ⊂ V, there are positive constants K0 = K0(B) and K1 = K1(B)
with the properties that
‖F(t, v)‖W ≤ K0, ∀ t ≥ 0 and v ∈ B,(13.1)
‖F(t, v1)−F(t, v2)‖W ≤ K1‖v1 − v2‖V , ∀ t ≥ 0 and v1, v2 ∈ B.(13.2)
Let V and W be Banach spaces and, for β ∈ [0, 1), require that
F : [0,∞) × V2β →W
belong to CLip([0,∞) × V2β;W), the set of continuous, locally bounded, Lipschitz maps, such
that for each bounded set B ⊂ V2β , there are positive constants K0 = K0(B) and K1 = K1(B)
such that,
‖F(t, v)‖W ≤ K0, ∀ t ≥ 0 and v ∈ B,(13.3)
‖F(t, v1)−F(t, v2)‖W ≤ K1‖v1 − v2‖V2β , ∀ t ≥ 0 and v1, v2 ∈ B.(13.4)
Let I = [t0, t0 + τ) be an interval in [0,∞), where τ > 0, and let ρ ≥ 0. A pair (u, I) is called a
mild solution of
(13.5) u˙(t) +Au(t) = F(t, u(t)), for u(t0) = u0 ∈ W and all t ≥ t0 ≥ 0,
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in the space V2ρ on I if u ∈ C(I;V2ρ) and is a solution of the integral equation in V2ρ,
(13.6) u(t) = e−(t−t0)Au0 +
∫ t
t0
e−(t−s)AF(s, u(s)) ds, for all t ∈ I.
Note that the initial condition obeys u(t0) = u0 ∈ V2ρ.
A pair (u, I), where u ∈ C(I;V2ρ) and satisfies u(t0) = u0, is (strongly) differentiable almost
everywhere with u˙ and Au in L1loc(I,W), and satisfies the differential equation in W,
(13.7) u˙(t) +Au(t) = F(t, u(t)), for a.e. t ∈ (t0, t0 + τ),
is called a strong solution of (13.5) in the space V2ρ on I. If in addition, one has u˙ ∈ C(I,V2ρ)
and the differential equation in (13.7) is satisfied for all t ∈ (t0, t0 + τ) , then (u, I) is called a
classical solution of (13.5) in the space V2ρ on I.
Notice that (u, I) is a mild solution of (13.5) if and only if v(t) := u(t) is a mild solution of
the linear inhomogeneous problem,
v˙(t) +Av(t) = F(t, u(t)), for v(t0) = u0 ∈ V2ρ and all t ≥ t0 ≥ 0.
Consequently, [316, Lemma 42.1] implies that a classical solution, or a strong solution, if it exists,
must be a mild solution. We begin by recalling the following local existence and uniqueness result
for mild solutions of (13.5) (compare [316, Theorem 46.1]).
Theorem 13.2 (Existence and uniqueness of mild solutions to a nonlinear evolution equation
in a Banach space). [316, Lemma 47.1] Assume the setup of the preceding paragraphs and that,
for some β ∈ [0, 1),
(13.8) F ∈ CLip([0,∞) × V2β ;W).
Given b > 0, there exists a positive constant,
τ = τ (b,K0,K1,M0,Mβ , β) ,
with the following significance. For every u0 ∈ V2β obeying ‖u0‖V2β ≤ b and every t0 ≥ 0, the
initial value problem (13.5) has a unique, mild solution in V2β on an interval [t0, t0 + τ), and
(13.9) u ∈ C([t0, t0 + τ);V2β) ∩ C0,θ1loc ([t0, t0 + τ);V2α) ∩ C0,θloc ((t0, t0 + τ);V2r),
for all α and r with 0 ≤ α < r and 0 ≤ r < 1, where θ1 > 0 and θ > 0.
Lemma 13.6 below provides an explicit formula for τ and an a priori estimate for u in Theorem
13.2 in terms of known constants.
By imposing more explicit polynomial growth and Lipschitz conditions on the nonlinearity,
F , we obtain more a precise lower bound, τ , on the lifetime of the mild solution, u, to (13.5) as
well as a more precise a priori estimate for u on the interval [t0, t0+ τ ]. In particular, we replace
(13.3) and (13.4) with following more precise growth and Lipschitz conditions, for some n ≥ 1
and positive constants κ0, κ1:
‖F(t, v)‖W ≤ κ0
(
1 + ‖v‖nV2β
)
, ∀ t ≥ 0 and v ∈ V2β ,(13.10)
‖F(t, v1)−F(t, v2)‖W ≤ κ1
(
1 + ‖v1‖n−1V2β + ‖v2‖n−1V2β
) ‖v1 − v2‖V2β ,(13.11)
∀ t ≥ 0 and v1, v2 ∈ V2β .
In the case of the nonlinearity defined by the Yang-Mills heat equation (17.5), we have n = 3 but
in general n need not be an integer.
This yields the following improvement on Theorem 13.2; we include a detailed proof, since
the proof that u in Theorem 13.2 belongs to C([t0, t0 + τ);V2β) is omitted in [316].
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Theorem 13.3 (Existence and uniqueness of mild solutions to a nonlinear evolution equation
in a Banach space). Assume the setup of the paragraphs preceding Theorem 13.2 and that, for
some β ∈ [0, 1) and n ≥ 1, the nonlinearity,
(13.12) F ∈ CLip([0,∞) × V2β ;W),
obeys (13.10) and (13.11). Given b > 0, there exists a positive constant1,
τ = τ (b,M0,Mβ , n, β, κ0, κ1) ,
with the following significance. For every u0 ∈ V2β obeying ‖u0‖V2β ≤ b and every t0 ≥ 0, the
initial value problem (13.5) has a unique, mild solution in V2β on an interval [t0, t0 + τ), which
obeys
(13.13) u ∈ C([t0, t0 + τ ];V2β) ∩ C0,θ1loc ([t0, t0 + τ);V2α) ∩ C0,θloc ((t0, t0 + τ);V2r),
for all α and r with 0 ≤ α < r and 0 ≤ r < 1, where θ1 > 0 and θ > 0. Moreover, the solution u
obeys the a priori estimate,
(13.14) ‖u(t)‖V2β ≤M0‖u0‖V2β +
2Mβκ0
1− β (1 +M0b)
n (t− t0)1−β , ∀ t ∈ [t0, t0 + τ ].
If v0 ∈ V2β obeys ‖v0‖V2β ≤ b and v is the unique, mild solution to (13.5) in V2β on [t0, t0 + τ ]
with v(0) = v0 and satisfying (13.13), then
(13.15) sup
t∈[t0,t0+τ ]
‖u(t)− v(t)‖V2β ≤ 2M0‖u0 − v0‖V2β .
Proof. We employ a contraction mapping argument based on the Banach space,
(13.16)
V := C([t0, t0 + τ ];V2β) with norm
‖v‖V ≡ ‖v‖Cγ ([t0,t0+τ ];V2β) := sup
t∈[t0,t0+τ ]
‖v(t)‖V2β ,
just like Sell and You in their proof of [316, Lemma 47.1] (recalled in our monograph as Theorem
13.2). Remember that ‖v‖V2β ≡ ‖Aβv‖W . We set
(13.17) R :=M0b+ 1,
and, noting that β < 1 by hypothesis, choose τ > 0 to be the largest constant such that
Mβκ0 (1 +R
n)
τ1−β
1− β ≤ 1,(13.18a)
Mβκ1
(
1 + 2Rn−1
) τ1−β
1− β ≤
1
2
.(13.18b)
We define F := {v ∈ V : ‖v‖V ≤ R}, a closed ball in V. We shall seek a fixed point of a map
T : F→ F defined by
(13.19) uˆ(t) ≡ T u(t) := e−Atu0 +
∫ t
t0
e−A(t−s)F(s, u(s)) ds, ∀ t ∈ [t0, t0 + τ ],
regarding which we need to show that a) ‖uˆ(t)‖V2β ≤ R, for all t ∈ [t0, t0 + τ ], and b) uˆ(t) is
continuous with respect to t ∈ [t0, t0+τ ], so uˆ ∈ F, and c) T is a contraction map. It is convenient
to divide the proof of existence and uniqueness of u into three corresponding steps.
1This constant τ is given explicitly via (13.18).
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Step 1 (Boundedness of uˆ(t) in V2β for t0 ≤ t ≤ t0 + τ). Let u ∈ F and define uˆ by (13.19).
We calculate that, for t0 ≤ t ≤ t0 + τ ,
‖Aβuˆ(t)‖W ≤ ‖e−A(t−t0)Aβu0‖W +
∫ t
t0
‖e−A(t−s)AβF(s, u(s))‖W ds
=M0e
−a(t−t0)‖u0‖V2β +Mβ
∫ t
t0
(t− s)−βe−a(t−s)‖F(s, u(s))‖W ds (by (12.8))
≤M0‖u0‖V2β +Mβκ0
∫ t
t0
(t− s)−β (1 + ‖u(s)‖nV2β) ds (by (13.10) and a ≥ 0)
≤M0‖u0‖V2β +Mβκ0 (1 + ‖u‖nV)
∫ t
t0
(t− s)−β ds (by (13.16))
=M0‖u0‖V2β +Mβκ0 (1 + ‖u‖nV)
(t− t0)1−β
1− β (as β < 1).
Therefore, because ‖u‖V ≤ R for u ∈ F,
(13.20) ‖Aβuˆ(t)‖W ≤M0‖u0‖V2β +
Mβκ0
1− β (1 +R
n)(t− t0)1−β, ∀ t ∈ [t0, t0 + τ ].
By definition of R in (13.17) and as τ obeys (13.18a), we obtain
‖Aβuˆ(t)‖W ≤ R, ∀ t ∈ [t0, t0 + τ ],
and hence uˆ(t) ∈ B¯ := {v ∈ V2β : ‖v‖V2β ≤ R} for all t ∈ [t0, t0 + τ ]. This completes Step 1.
Step 2 (Continuity of uˆ(t) for t0 ≤ t ≤ t0 + τ). The proof that [t0, t0 + τ ] ∋ t 7→ uˆ(t) ∈ V2β
is a continuous mapping is similar to the proof of the corresponding fact in [316, Theorem 46.1].
We note that
Aβuˆ(t+ h)−Aβuˆ(t) = E1(t, h) + E2(t, h) + E3(t, h),
where
E1(t, h) := e
−A(t+h−t0)Aβu0 − e−A(t−t0)Aβu0,
E2(t, h) :=

∫ t
t0
(
Aβe−A(t+h−s)F(s, u(s))−Aβe−A(t−s)F(s, u(s))
)
ds, for h ≥ 0,∫ t+h
t0
(
Aβe−A(t+h−s)F(s, u(s)) −Aβe−A(t−s)F(s, u(s))
)
ds, for h < 0,
E3(t, h) :=

∫ t+h
t
Aβe−A(t+h−s)F(s, u(s)) ds, for h ≥ 0,
−
∫ t
t+h
Aβe−A(t−s)F(s, u(s)) ds, for h < 0.
Without loss of generality, we assume that |h| ≤ 1. If t = t0, we further restrict h to satisfy
0 ≤ h ≤ 1. For t > t0, we have
‖E1(t, h)‖W ≤ Cβ|h|(t− t0)−1‖u0‖V2β (by [316, Equation (37.13)]).
Thus, ‖E1(t, h)‖W → 0, as h → 0, when t > t0. For the case t = t0, we have h ≥ 0 and observe
that Aβu0 ∈ W and
‖E1(t, h)‖W = ‖e−AhAβu0 −Aβu0‖W → 0 as h ↓ 0 by [316, Lemma 31.2].
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For the term E2, our calculations in Step 1 for the estimate of ‖Aβuˆ(t)‖W show that
‖E2(t, h)‖W ≤

Mβ
∫ t
t0
(t− s)−β‖e−AhF(s, u(s)) −F(s, u(s))‖W ds, for h ≥ 0,
Mβ
∫ t
t0
(t+ h− s)−β‖F(s, u(s)) − eAhF(s, u(s))‖W ds, for h < 0.
Again, [316, Lemma 31.2] implies that
‖e−A|h|F(s, u(s)) −F(s, u(s))‖W → 0 as h→ 0 by [316, Lemma 31.2].
Therefore, ‖E2(t, h)‖W → 0, as h→ 0, for each t ∈ [t0, t0+ τ ] and the Lebesgue Dominated Con-
vergence Theorem for Bochner integrals [316, Theorem C.4 (4)]. By (13.10) and our calculations
in Step 1 for the estimate of ‖Aβuˆ(t)‖W , the term E3 satisfies, for all t ∈ [t0, t0 + τ ],
‖E3(t, h)‖W ≤

M0Mβκ0
(
1 + sup
s∈[t,t+h]
‖u(s)‖nV2β
)
|h|1−β
1− β , for h ≥ 0,
Mβκ0
(
1 + sup
s∈[t,t+h]
‖u(s)‖nV2β
)
|h|1−β
1− β , for h < 0,
so ‖E3(t, h)‖W → 0, as h→ 0, for all t ∈ [t0, t0 + τ ], recalling that β < 1. (In the case h ≥ 0, we
also use the fact that ‖e−Ah‖L (W) ≤ M0 by [316, Equation (37.11)] with r = 0, where M0 ≥ 1
.) Thus, uˆ ∈ C([t0, t0 + τ ];V2β) ≡ V and this completes Step 2.
Step 3 (Contraction mapping property of T ). Next we show that for τ obeying (13.18b), the
mapping T is a contraction on F with contraction coefficient less than or equal to 1/2. Indeed,
let u1, u2 ∈ F and set uˆi := T ui for i = 1, 2. Then, for t0 ≤ t ≤ t0 + τ , we have
‖Aβ(uˆ1(t)− uˆ2(t))‖W
≤
∫ t
t0
‖e−A(t−s)Aβ(F(s, u1(s))−F(s, u2(s)))‖W ds
≤Mβ
∫ t
t0
(t− s)−βe−a(t−s)‖F(s, u1(s))−F(s, u2(s))‖W ds (by (12.8))
≤Mβκ1
∫ t
t0
(t− s)−β (1 + ‖u1(s)‖n−1V2β + ‖u2(s)‖n−1V2β ) ‖u1(s)− u2(s)‖V2β ds (by (13.11))
≤Mβκ1
(
1 + ‖u1‖n−1V + ‖u2‖n−1V
) ‖u1 − u2‖V ∫ t
t0
(t− s)−β ds (by (13.16))
≤Mβκ1
(
1 + 2Rn−1
) ‖u1 − u2‖V τ1−β
1− β (as β < 1 and ‖ui‖V ≤ R for ui ∈ F).
Therefore, by (13.16) and (13.18b) we obtain
(13.21) ‖uˆ1 − uˆ2‖V ≤ 1
2
‖u1 − u2‖V,
and as a result, the map T has a unique fixed point u ∈ F. This fixed point is the mild solution of
(13.5) on [t0, t0+τ ], and because of the contraction property, this solution is uniquely determined.
This completes Step 3.
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Step 4 (A priori and continuity estimates). From (13.20), the definition (13.17) of R, and
the fact that uˆ = u, we obtain (13.14). If u, v are the unique mild solutions in V2β on [t0, t0 + τ ]
to (13.5) with initial data u0, v0 ∈ V2β, respectively, then a slight modification of the derivation
of the contraction mapping property (13.21) (simply observe that u0 − v0 may be nonzero) for
T : F → F now yields, noting that uˆ = T u = u and vˆ = T v = v and recalling the definition of
V in (13.16),
‖u− v‖V ≤M0‖u0 − v0‖V2β +
1
2
‖u− v‖V,
and rearrangement gives the continuity estimate (13.15).
Step 5 (Regularity). Then [316, Lemma 42.7], with p =∞, implies that (13.13) holds.
This completes the proof of Theorem 13.3. 
In the proof of [316, Lemma 47.1] provided by Sell and You, they give an explicit formula
for the positive constant, τ , in the statement of Theorem 13.2 and an a priori estimate for
the solution, u. We record this formula and a priori estimate in Lemma 13.6, but in order
to introduce them and define all the relevant constants, we require a digression on semigroups
and, for convenience, we shall closely follow [316, Section 36.2]. A special class of C0-semigroups,
namely the analytic semigroups, plays a fundamental role in the study of the dynamics of infinite-
dimensional systems. There are two principal reasons why analytic semigroups are important in
the study of systems of nonlinear parabolic partial differential equations. The first reason is owing
to the good information one has on the behavior of solutions as time t ↓ 0. In particular, under
reasonable conditions, a C0-semigroup, (eAt,A), on a Banach space, W, is an analytic semigroup
if and only if there are constants M0 ≥ 1 and M1 > 0 and a constant a ∈ R such that
‖eAt‖ ≤M0e−at‖w‖ and ‖AeAt‖ ≤M1t−1e−at‖w‖,
for all w ∈ W and t > 0. Since the nonlinear evolutionary equations under discussion are
perturbations of a linear equation, by having good information about the behavior of solutions
of the linear problem, as t ↓ 0, one can use this to study the initial value problem for related
nonlinear problems. The second reason for the importance of analytic semigroups is given in the
Fundamental Theorem on Sectorial Operators (Theorem 12.5).
We now recall a fundamental characterization of the generator of an analytic semigroup; for
additional details on analytic semigroups, see Hille and Phillips [184, Chapter 17], Kato [205,
Section 9.1.6], or Yosida [387, Section 9.9]. In [285, Theorem 1.7.7], Pazy provides a sufficient
condition for an operator to be the generator of a uniformly bounded C0 semigroup, while [285,
Theorem 2.5.2] provides several equivalent characterizations for the generator of an analytic
semigroup. The characterization in Theorem 13.4 below given in Renardy and Rogers [291] will
be most convenient for our application and is a stronger result than its nearest equivalent [285,
Theorem 2.5.2 (c)] provided by Pazy or [316, Theorem 36.2 (3) and Equation (36.3)] provided
by Sell and You.
Theorem 13.4 (Generator of an analytic semigroup). [291, Theorem 12.31] A closed, densely
defined operator A on a Banach space W is the generator of an analytic semigroup if and only if
there exists λ0 ∈ R such that the resolvent set contains a half-plane,
ρ(A) ⊃ {z ∈ C : Re z > λ0} ≡ ∆π/2(λ0),
and, moreover, there is a positive constant C such that
(13.22) ‖R(λ,A)‖L (W) ≤
C
|λ− λ0| , ∀λ ∈ ∆π/2(λ0).
13. LOCAL EXISTENCE FOR A NONLINEAR EVOLUTION EQUATION IN A BANACH SPACE 73
If this is the case, then actually the resolvent set contains a sector,
ρ(A) ⊃ ∆π/2+ε(λ0),
for some ε ∈ (0, π/2), and a resolvent estimate analogous to (13.22) holds in this sector. Moreover,
the semigroup is represented by
(13.23) eAt =
1
2πi
∮
Γ
eλtR(λ,−A) dλ, t ≥ 0,
where Γ ⊂ C is any curve from e−iφ∞ to eiφ∞ such that Γ lies entirely in the closed sector
∆¯φ(λ0) = {λ ∈ C : arg(λ− λ0) ≤ φ}, where φ is any angle such that π/2 < φ < π/2 + ε.
Remark 13.5 (Sectorial operators and generators of analytic semigroups). If A is a sectorial
operator on a Banach space W with sector ∆π/2(λ0) for some λ0 ∈ R in the sense of Definition
12.3, then A satisfies the hypotheses of Theorem 13.4.
Recall from the Fundamental Theorem on Sectorial Operators (Theorem 12.5) that for any
r ≥ 0, there is a positive constant, Mr, such that the inequality (12.8) holds, where e−At is the
analytic semigroup generated by −A and a is given by (12.4). This completes our digression on
semigroups and we can now review the promised a priori estimate and formula for the existence
time of the mild solution, u, provided in the proof (see [316, pp. 234–235]) of Theorem 13.2.
Lemma 13.6 (An a priori estimate and a positive lower bound for the existence time of a
mild solution). Assume the hypotheses of Theorem 13.2. Then the solution, u, obeys
(13.24) ‖u(t)‖V2β ≤M0b+
MβK0
(1− β) (t− t0)
1−β, ∀ t ∈ [t0, t0 + τ ],
where M0 is given by (12.8), and τ is given by
(13.25) τ1−β = min
{
M0(1− β)
2MβK0
,
1− β
2MβK1
}
,
where K0 = K0(B) is given by (13.3) with
(13.26) B := {v ∈ V2β : ‖v‖V2β < M0(b+ 1)},
and K1 = K1(B) is given by (13.4), and Mβ is given by (12.8).
Remark 13.7 (On the significance of the formula (13.25) for τ). One can gain further intuition
for the meaning of (13.25) by noting that the positive constants, K0,K1, pertain to properties
of the nonlinearity, F(t, v), whereas the positive constants, M0,Mβ , pertain to properties of the
linear operator, A. If in fact F ≡ 0, then one could take K0 = K1 = 0 in (13.25), giving τ =∞,
just as we would expect from linear theory. It is important to also note that τ depends on the
upper bound b on the norm of initial data, u0 ∈ V2β , through the dependence of the constants,
K0(B) and K1(B), on the radius, M0(b+ 1), of the ball, B.
13.2. Strong solutions. Suppose that V and W are two Banach spaces and θ ∈ (0, 1].
Recall from [316, Equation (46.6) or p. 658] that F ∈ CLip;θ([0,∞)×V;W) if F ∈ CLip([0,∞)×
V;W) (in the sense of (13.3) and (13.4)) and, for every bounded set B ⊂ V and compact set
J ⊂ [0,∞), there is a nonnegative constant, K2 = K2(B, J), such that
(13.27) ‖F(t1, v1)−F(t2, v2)‖W ≤ K2
(
‖v1 − v2‖V + |t1 − t2|θ
)
, ∀ t1, t2 ∈ J and v1, v2 ∈ B.
By imposing an additional regularity condition of this kind on the nonlinearity F(t, u), one can
show that the mild solution is a strong solution (compare [316, Theorem 46.2]). Recall that
V2 = D(A).
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Theorem 13.8. [316, Lemma 47.2] Assume the setup in Section 13.1 and that, for some
β ∈ [0, 1) and θ ∈ (0, 1],
(13.28) F ∈ CLip;θ([0,∞) × V2β ;W).
If u0 ∈ V2β and u is a mild solution of Equation (13.5) in V2β on an interval [0, T ) for some
T > 0, then u is a strong solution in V2β on the interval [0, T ), and it satisfies
(13.29) u ∈ C([0, T );V2α) ∩ C0,1−rloc ((0, T );V2r) ∩C((0, T );D(A)),
for all α and r with 0 ≤ α ≤ β and 0 ≤ r < 1.
Remark 13.9 (Regularity and the lower bound for the lifetime of the solution). The original
statement of [316, Lemma 47.2] only asserts that T > 0 exists but it is clear from its proof in
[316] that the stronger conclusion follows. This observation explains our phrasing of Theorem
13.8.
13.3. Maximally defined solutions. Let (u1, I1) and (u2, I2) be two mild solutions of
(13.5), where Ii = [t0, t0 + τi), for i = 1, 2, and τ1 ≤ τ2. Owing to the uniqueness of solutions,
one must have u1(t) = u2(t), for t ∈ I1. Hence, (u2, I2) is an extension of (u1, I1). When τ1 < τ2,
calls (u2, I2) a proper extension of (u1, I1). A solution (u, I) of (13.5) is said to be a maximally
defined solution if (u, I) has no proper extension. We recall that (compare [316, Theorem 46.3])
Theorem 13.10. [316, Lemma 47.4] Assume the setup in Section 13.1 and let F obey (13.8)
for some β ∈ [0, 1). Then for every u0 ∈ V2β and t0 ≥ 0, there is a unique, maximally defined,
mild solution (u, I) of (13.5) in V2β, where I = [t0, t0 + T ). Furthermore, either T =∞, or
(13.30) lim
t↑T
‖Aβu(t)‖W =∞.
Recall that ‖Aβv‖W = ‖v‖V2β .
13.4. Continuous dependence of solutions. We continue the setup in Section 13.1. For
β ∈ [0, 1) and any F ∈ CLip([0,∞) × V2β;W) and u0 ∈ V2β, we let φ(u0,F , t) denote the
maximally defined, mild solution of (13.5) in V2β, with t0 = 0, that satisfies φ(u0,F , 0) = u0,
and let I = [0, T ) denote the interval of definition of φ(u0,F , t), where T = T (u0,F) satisfies
0 < T ≤ ∞. Next define
(13.31) Ξ := {(u0,F , t) ∈ V2β × CLip([0,∞) × V2β ;W)× [0,∞) : 0 ≤ t < T (u0,F)}.
We equip Ξ with the topologies T 0A or Tbo = T
0
bo [316, p. 222]. We recall the (compare [316,
Theorem 46.4])
Theorem 13.11. [316, Theorem 47.5] Assume the setup in Section 13.1, let F obey (13.8)
for some β ∈ [0, 1), and let Ξ be given by (13.31). Then the following hold:
(1) The mapping (u0,F , t) 7→ φ(u0,F , t) of (Ξ,T 0A ) or (Ξ,T 0bo) into V2β is continuous, and
φ(u0,F , t) is locally Lipschitz continuous in F and u0;
(2) The set Ξ is open in V2β × CLip([0,∞) × V2β;W) × [0,∞);
(3) If τ ∈ [0, T (u0,F)) and t ∈ [0, T (φ(u0,F , τ)),Fτ )), then τ + t ∈ [0, T (u0,F)) and one
has
(13.32) φ(φ(u0,F , τ),Fτ , t) = φ(u0,F , τ + t),
where Fτ (u, t) := F(u, τ + t). In particular, if F ∈ CLip(V2β ;W) is time-independent,
then Fτ = F , for all t ≥ 0, and
(13.33) φ(φ(u0,F , τ),F , t) = φ(u0,F , τ + t).
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13.5. A standard result for long time existence. In order to highlight the nonstandard
nature of the question of long-time existence of a solution to the Yang-Mills heat equation (17.5),
it is useful to recall a standard sufficient criterion for long time existence to (13.5). We shall later
explain why simple criteria of this kind fail for the Yang-Mills heat equation (17.5).
Theorem 13.12. [316, Theorem 47.7] Assume the setup in Section 13.1 and let F obey (13.8)
for some β ∈ [0, 1). Then a sufficient condition for T (u0,F) =∞, for all u0 ∈ V2β , is that there
are nonnegative constants C0 and C1 such that
(13.34) ‖F(t, v)‖W ≤ C0 + C1‖Aβv‖W , ∀ (t, v) ∈ [0,∞) × V2β.
13.6. Regularity in space and time. For θ ∈ (0, 1] and T > 0 and, temporarily assuming
that V,W are Banach spaces, we recall that C0,θloc ([0, T );V) is the vector subspace of functions
v ∈ C([0, T );V) such that, for each compact subset J ⊂ [0, T ), there is a nonnegative constant
K(J) with
‖v(t1)− v(t2)‖V ≤ K|t1 − t2|, ∀ t1, t2 ∈ J,
and the vector space C0,θloc ((0, T );V) is similarly defined [316, Appendix B.1 and p. 658]. More-
over, we recall that C1F ([0, T ) × V;W) is the vector space of continuously Fre´chet-differentiable
functions [316, Appendix C.3 and p. 655].
Theorem 13.13. [316, Theorem 48.5] Assume that Hypothesis 12.7 holds for a Hilbert space
H and, for some β ∈ [0, 1), that F obeys
(13.35) F ∈ CLip([0,∞) × V2β ;H) ∩C1F ([0,∞) × V2β;H).
Assume further that there is a p ∈ [2,∞] such that if v : [0, T )→ V2β is continuous and strongly
differentiable for 0 < t < T , then f(t) := F(t, v(t)) satisfies
(13.36) f ∈ C([0, T );H) ∩W 1,ploc ([0, T ;V−1).
Let f˙ = ∂uF u˙ + ∂tF , where ∂tF and ∂uF are the (partial) Fre´chet derivatives of F . Let u0 ∈
D(A) = V2 and define v0 := F(0, u0)−Au0 ∈ H. Let u = u(t) = φ(u0,F , t) denote the maximally
defined mild solution of (13.5) in V2β on the interval [0, T ), where 0 < T ≤ ∞. Then u satisfies
the following properties:
(1) The function u is a strong solution to (13.5) in V2β . Moreover, for each r ∈ [0, 1), there
is a θ = θ(r) > 0 such that one has
u ∈ C1([0, T );H) ∩ C([0, T );V2) ∩ C0,θloc ([0, T );V2r).
(2) Set g := ∂uF u˙+ ∂tF . Then, for each α < 0, the function v := u˙ satisfies
v(t) = e−tAv0 +
∫ t
0
e−(t−s)Ag(s) ds, ∀ t ≥ 0.
Also v is a mild solution of v˙ +Av = g in Vα, and it is a weak solution in H with
v ∈ C([0, T );H) ∩ L2loc([0, T );V1) ∩ C0,θ1loc ([0, T );V2α),
where θ1 = θ1(α) > 0.
(3) If instead, one has u0 ∈ V2β , then u = u(t) = φ(u0,F , t) satisfies
(13.37) u ∈ C1([0, T );V2β) ∩ C((0, T );V2(1+β)) ∩ C0,θ2loc ([0, T );V2r),
where θ2 = θ2(r) > 0, for r ∈ [0, 1 + β). Furthermore, for each such r, the function u is
a strong solution to (13.5) in V2r on [t1, T ), for any t1 with 0 < t1 < T .
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13.7. Existence and uniqueness of mild solutions to a nonlinear evolution equation
in a Banach space with initial data of minimal regularity I. Theorem 13.2 and Theorem
13.3 provide useful existence and uniqueness results for mild solutions, in V2β on [t0, t0 + τ ], to
the nonlinear evolution equation (13.5), but they lack the flexibility we would like to have with
u(t) ∈ V2β for t > 0 but a more relaxed requirement on the regularity of the initial data than
u0 ∈ V2β . For the linear evolution equation (12.12), we have seen a statement of this kind in
Theorem 12.15 and in this subsection, we establish an analogue of this statement for (13.5).
The results [215, Theorem 3.1 and Lemma 3.4] of Kozono, Maeda, and Naito, together with
their proofs, suggest that the introduction of time-weighted function spaces will allow the greatest
flexibility and we employ such ideas in our proof of Theorem 13.14.
We shall need to replace (13.10) and (13.11) with following more refined growth and Lipschitz
conditions, for some n ≥ 1 (for the Yang-Mills heat equation (17.5), we have n = 3) and α, γ ∈
[0, 1), and positive constants κ2, κ3:
‖A−γF(t, v)‖W ≤ κ2
(
1 + ‖v‖nV2α
)
, ∀ t ≥ 0 and v ∈ V2α,(13.38)
‖A−γF(t, v1)−F(t, v2)‖W ≤ κ3
(
1 + ‖v1‖n−1V2α + ‖v2‖n−1V2α
) ‖v1 − v2‖V2α ,(13.39)
∀ t ≥ 0 and v1, v2 ∈ V2α.
Again, in the case of the nonlinearity defined by the Yang-Mills heat equation (17.5), we have
n = 3 but in general n need not be an integer. Our Theorem 13.14 extends [215, Theorem
3.1 and Lemma 3.4], who restrict their attention to the Yang-Mills heat equation (17.5), taking
W = Lp(X; Λ1⊗adP ) and V =W 2,pA1 (X; Λ1⊗adP ) with p = dimX. Our proof of Theorem 13.14
employs many of the ideas developed by Kozono, Maeda, and Naito in [215], but we abstract
their result and simplify their argument. We prove a stronger version of their result as Theorem
13.16 in Section 13.8.
To prove existence and uniqueness of a solution u to (13.5) in the space (13.42), given u0 ∈ W,
we shall employ a contraction mapping argument for the map T in (13.19), based on the choice
of Banach subspace, V, of functions v ∈ C([t0, t0 + τ ];W) ∩ C((0, T );V2β) with finite norm
(13.40) ‖v‖V := sup
t∈[t0,t0+τ ]
δ∈{0,α,β}
(t− t0)δ‖v(t)‖V2δ .
Our choice of V is motivated by [215, Equation (3.9)].
Theorem 13.14 (Existence and uniqueness of mild solutions to a nonlinear evolution equation
in a Banach space). Assume the setup of the paragraphs preceding Theorem 13.2 and that, for
some β ∈ [0, 1), the nonlinearity,
(13.41) F ∈ CLip([0,∞) × V2β ;W),
obeys (13.38) and (13.39) for some n ≥ 1, and α, γ ∈ [0, 1) obeying γ + nα < 1 and β + γ < 1,
and positive constants κ2, κ3. Given b > 0, there exists a positive constant
2
τ = τ (b,M0,Mα,Mβ ,Mγ ,Mα+γ ,Mβ+γ , n, α, β, γ, κ2, κ3) > 0,
with the following significance. For every u0 ∈ W obeying ‖u0‖W ≤ b and every t0 ≥ 0, the initial
value problem (13.5) has a unique, mild solution in W, on the interval [t0, t0 + τ ], which obeys
(13.42) u ∈ C([t0, t0 + τ ];W) ∩ C((t0, t0 + τ);V2β).
2The constant τ is given explicitly via (13.46).
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Moreover, for δ = 0, α, β, the solution u obeys the a priori estimate,
(13.43) (t− t0)δ‖u(t)‖V2δ ≤Mδ‖u0‖W +Mδ+γB(1− nα, 1− δ − γ)κ2
× (τnα + (M¯b+ 1)n) (t− t0)1−γ−nα, ∀ t ∈ [t0, t0 + τ ],
where M¯ := maxδ=0,α,β Mδ and B(x, y) is Euler’s Beta integral [277, Section 5.12]; if v0 ∈ W
obeys ‖v0‖W ≤ b and v is the unique, mild solution to (13.5) in W on [t0, t0 + τ ] with v(0) = v0
and and satisfying (13.42), then
(13.44) ‖u− v‖V ≤ 2M¯‖u0 − v0‖W .
Remark 13.15 (Application to the Yang-Mills heat equation). While we include Theorem
13.14 for the sake of completeness, it appears difficult to usefully apply the result to the Yang-
Mills heat equation (17.1) because of the relatively high degree (n = 3) of the Yang-Mills heat
equation polynomial nonlinearity (17.7).
Proof of Theorem 13.14. We proceed as in the proof of Theorem 13.3, but set
(13.45) R :=
(
max
δ=0,α,β
Mδ
)
b+ 1,
and, noting that γ + nα < 1 by hypothesis, choose τ > 0 to be the largest constant such that
max
δ=0,α,β
Mδ+γB(1− nα, 1− δ − γ)κ2(τnα +Rn)τ1−γ−nα ≤ 1,(13.46a)
max
δ=0,α,β
Mδ+γB(1− nα, 1− δ − γ)κ3(τ (n−1)α +Rn−1)τ1−γ−nα ≤ 1
2
.(13.46b)
It is convenient to divide the proof of existence and uniqueness of u into three steps.
Step 1 (Boundedness of the map T ). We define F := {v ∈ V : ‖v‖V ≤ R}, a closed ball in
V, and now show that T in maps F into itself. Let u ∈ F and set uˆ = T u. For t0 ≤ t ≤ t0 + τ ,
‖Aβ uˆ(t)‖W
≤ ‖Aβe−A(t−t0)u0‖W +
∫ t
t0
‖Aβ+γe−A(t−s)A−γF(s, u(s))‖W ds
≤Mβ(t− t0)−βe−a(t−t0)‖u0‖W +Mβ+γ
∫ t
t0
(t− s)−β−γe−a(t−s)‖A−γF(s, u(s))‖W ds
(by (12.8))
≤Mβ(t− t0)−β‖u0‖W +Mβ+γκ2
∫ t
t0
(t− s)−β−γ (1 + ‖u(s)‖nV2α) ds (by (13.38) and a ≥ 0)
=Mβ(t− t0)−β‖u0‖W
+Mβ+γκ2
∫ t
t0
(t− s)−β−γ(s− t0)−nα
(
(s − t0)nα + (s− t0)nα‖u(s)‖nV2α
)
ds
≤Mβ(t− t0)−β‖u0‖W +Mβ+γκ2
(
(t− t0)nα + sup
s∈[t0,t]
(s− t0)nα‖u(s)‖nV2α
)
×
∫ t
t0
(t− s)−β−γ(s− t0)−nα ds.
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The integral on the right-hand side in the preceding inequality may be calculated via Euler’s Beta
integral [277, Section 5.12]:
∫ t
t0
(t− s)−β−γ(s− t0)−nα ds
=
∫ t−t0
0
(t− t0 − r)−β−γr−nα dr
= (t− t0)1−β−γ−nα
∫ 1
0
q(1−nα)−1(1− q)(1−β−γ)−1 dq
= (t− t0)1−β−γ−nαB(1− nα, 1 − β − γ)
= (t− t0)1−β−γ−nαΓ(1− nα)Γ(1− β − γ)
Γ(2− nα− β − γ) (by [277, Equation 5.12.1]),
provided nα < 1 and β + γ < 1, as assured by our hypotheses. Therefore, when δ = β,
(13.47) (t− t0)δ‖Aδuˆ(t)‖W ≤Mδ‖u0‖W +Mδ+γB(1− nα, 1− δ − γ)κ2(t− t0)1−γ−nα
×
(
τnα + sup
s∈[t0,t0+τ ]
((s − t0)α‖u(s)‖V2α)n
)
, ∀ t ∈ [t0, t0 + τ ],
where we recall that γ + nα < 1 by hypothesis; naturally, one can repeat the same calculation
with β replaced by 0 or α to conclude that (13.47) holds for δ = 0, α, β and δ+ γ < 1. Therefore,
by definition of V in (13.40), and R in (13.45), the facts that ‖u0‖W ≤ b by hypothesis, τ obeys
(13.46a), and u ∈ F so ‖u‖V ≤ R, we obtain
‖(t− t0)δAδuˆ(t)‖W ≤ R, ∀ t ∈ [t0, t0 + τ ], δ = 0, α, β,
and thus,
‖T u‖V ≡ ‖uˆ‖V ≤ R, ∀u ∈ F.
This completes Step 1.
Step 2 (Contraction mapping property of T ). Next we show that for τ obeying (13.46b), the
mapping T is a contraction on F with contraction coefficient less than or equal to 1/2. We defer
the proof that uˆ ∈ C([t0, t0 + τ ];W), when u ∈ F, to Step 3. Let u1, u2 ∈ F and set uˆi := T ui
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for i = 1, 2. For t0 ≤ t ≤ t0 + τ , we have
‖Aβ(uˆ1(t)− uˆ2(t))‖W
≤
∫ t
t0
‖Aβe−A(t−s)(F(s, u1(s))−F(s, u2(s)))‖W ds
=
∫ t
t0
‖Aβ+γe−A(t−s)A−γ(F(s, u1(s))−F(s, u2(s)))‖W ds
≤Mβ+γ
∫ t
t0
(t− s)−β−γe−a(t−s)‖A−γ(F(s, u1(s))−F(s, u2(s)))‖W ds (by (12.8))
≤Mβ+γκ3
∫ t
t0
(t− s)−β−γ (1 + ‖u1(s)‖n−1V2α + ‖u2(s)‖n−1V2α ) ‖u1(s)− u2(s)‖V2α ds
(by (13.39) and a ≥ 0)
=Mβ+γκ3
∫ t
t0
(t− s)−β−γ(s− t0)−nα(s− t0)α‖u1(s)− u2(s)‖V2α
×
(
(s− t0)(n−1)α + (s− t0)(n−1)α‖u1(s)‖n−1V2α + (s− t0)(n−1)α‖u2(s)‖n−1V2α
)
ds
≤Mβ+γκ3 sup
s∈[t0,t]
(s− t0)α‖u1(s)− u2(s)‖V2α
∫ t
t0
(t− s)−β−γ(s− t0)−nα ds
×
(t− t0)(n−1)α + sup
s∈[t0,t]
i=1,2
((s− t0)α‖ui(s)‖V2α)n−1
 .
Thus, applying [277, Equation 5.12.1] as before and recalling the definition (13.40) of V and that
‖ui‖V ≤ R for i = 1, 2, we obtain, when δ = β,
(13.48) (t− t0)δ‖Aδ(uˆ1(t)− uˆ2(t))‖W ≤Mδ+γκ3τ1−γ−nαB(1− nα, 1− δ − γ)
×
(
τ (n−1)α +Rn−1
)
sup
s∈[t0,t0+τ ]
(s− t0)α‖u1(s)− u2(s)‖V2α , ∀ t ∈ [t0, t0 + τ ],
and that by repeating the preceding argument with β replaced by 0 or α, the inequality (13.48)
also holds when δ = 0 or α. Therefore, by the fact that τ obeys (13.46b), the definition (13.40)
of V, and the fact that ui ∈ F implies ‖ui‖V ≤ R, we see that
‖T u1 −T u2‖V ≡ ‖uˆ1 − uˆ2‖V ≤ 1
2
‖u1 − u2‖V, ∀u1, u2 ∈ F.
This completes Step 2.
Step 3 (Continuity of uˆ(t) for t0 ≤ t ≤ t0 + τ and existence and uniqueness of the solution).
By Theorem 13.3, we know already that a mild solution to (13.5) exists, belongs to (13.42)
(because, a fortiori , it already has greater regularity (13.13)) and is unique when u0 ∈ V2β, so
we may employ an approximation argument (similar to the proof of [149, Theorem 8.30]) when it
is only known that u0 ∈ W to prove that uˆ has the claimed C([t0, t0+ τ ];W)-continuity property.
Recall that V2β is dense in W, by the definition V 2β := D(Aβ) in [316, p. 96] and the fact
that D(Aβ) is dense in W for any β ≥ 0 by [316, Lemma 34.7 (1)] since A is a positive, sectorial
operator on the Banach space W by the Hypothesis 12.6. Hence, given u0 ∈ W with ‖u0‖W ≤ b,
we may choose a sequence {um0 }m∈N ⊂ V2β such that um0 → u0 in W as m→∞ and ‖um0 ‖W ≤ b
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for all m ∈ N. Let {um}m∈N denote the corresponding sequence of mild solutions in V 2β to (13.5)
on [t0, t0 + τ ] and u
m(0) = um0 that are produced by Theorem 13.3. From Step 1, we have the a
priori estimates,
‖um‖V ≤ R, ∀m ∈ N,
and thus from the derivation of (13.47) and (13.48) and noting that uˆm ≡ T um = um for all
m ∈ N, we obtain the following estimate for all k, l ∈ N:
‖uk − ul‖V ≤
(
max
δ=0,α,β
Mδ
)
‖uk0 − ul0‖W
+ max
δ=0,α,β
Mδ+γκ3τ
1−γ−nαB(1− nα, 1− δ − γ)
(
τ (n−1)α +Rn−1
)
‖uk − ul‖V.
In particular, by the fact that τ obeys (13.46b), we have
‖uk − ul‖V ≤
(
max
δ=0,α,β
Mδ
)
‖uk0 − ul0‖W +
1
2
‖uk − ul‖V,
and so rearrangement yields,
(13.49) ‖uk − ul‖V ≤ 2
(
max
δ=0,α,β
Mδ
)
‖uk0 − ul0‖W , ∀ k, l ∈ N.
Therefore, {um}m∈N is Cauchy in V, so um → u˜ in V as m → ∞, for some u˜ ∈ V. Taking the
limit of um = T um as m → ∞ gives u˜ = T u˜, that is, u˜ solves (13.6) and obeys ‖u˜‖V ≤ R, by
taking the limit of our a priori estimate for the sequence {um}m∈N. The estimate (13.49) remains
valid when uk is replaced by uˆ and ul is replaced by u˜ and uk0 and u
l
0 are replaced by u0. Thus,
we must have u˜ = uˆ. Since {um}m∈N is Cauchy in C([t0, t0 + τ ];W) (because, a fortiori , it is
Cauchy in V), we necessarily also have u˜ = uˆ ∈ C([t0, t0 + τ ];W).
From Step 1, we have ‖T u‖V ≤ R for all u ∈ F and thus, T u ∈ F for all u ∈ F since we now
know in addition that T u ≡ uˆ ∈ C([t0, t0 + τ ];W). Because T : F→ F is a contraction by Step
2, the map T has a unique fixed point u ∈ F. This fixed point is the mild solution of (13.5) in
W on [t0, t0 + τ ], and because T is a contraction, it is unique. This completes Step 3.
Our proof of continuity of T u(t) with respect to t ∈ [t0, t0 + τ ] also yields the regularity
result,
u ∈ C([0, τ ];W) ∩ C((0, τ ];V2β),
that is, u obeys (13.42).
Step 4 (A priori and continuity estimates). The a priori estimate (13.43) for u follows from
(13.47), the definition (13.40) of V, the definition (13.45) of R, and the facts that uˆ = u and
‖u‖V ≤ R since u ∈ F. The continuity estimate (13.44) follows from (13.49) by replacing uk by
u and ul by v.
This completes the proof of Theorem 13.14. 
Of course, when t > 0, the unique mild solution provided by Theorem 13.14 has the same
regularity properties as discovered in our results originating with Theorem 13.2.
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13.8. Existence and uniqueness of mild solutions to a nonlinear evolution equation
in a Banach space with initial data of minimal regularity II. In Section 13.7, we proved
existence and uniqueness of mild solutions to a nonlinear evolution equation in a Banach space
V2α on an interval (0, τ), given initial data in W, when α obeys γ+nα < 1, for some α, γ ∈ [0, 1)
and n ≥ 1 and the nonlinearity, F(t, v), obeys the structural conditions defined by n, α, γ andA in
(13.38) and (13.39), for all (t, v) ∈ [0,V2α). However, for later applications to the Yang-Mills heat
equation (17.5), the constraint γ + nα < 1 is too strong. Indeed, keeping in mind [215, Lemma
3.3] and the cubic polynomial structure of the (time-homogeneous) Yang-Mills heat equation
nonlinearity (17.7), we would like to choose n = 3 and α = γ = 14 and have F ∈ CLip(V;W) obey
the following bounds, for some positive constants, µ1, µ2, µ3,
f0 ∈ W,(13.50a)
‖F1(v)‖W ≤ µ1‖v‖W(13.50b)
‖A− 14F2(v)‖W ≤ µ2‖A
1
2 v‖W‖A
1
4 v‖W(13.50c)
= µ2‖v‖V‖v‖V 12 ,
‖A− 14F3(v)‖W ≤ µ3‖A
1
4 v‖3W(13.50d)
= µ3‖v‖3V 12 , ∀ v ∈ V,
and where the nonlinearity has the structure,
(13.51) F(v) = f0 + F1(v) + F2(v) +F3(v), ∀ v ∈ V,
and A obeys Hypothesis 12.6.
Kozono, Maeda, and Naito choose W = Ld(X; Λ1 ⊗ adP ) in [215, pp. 100-101], so V2 =
W 2,dA1 (X; Λ
1 ⊗ adP ), the domain of A2 : D(A2) ⊂ Ld(X; Λ1 ⊗ adP ) → Ld(X; Λ1 ⊗ adP ), when
A = A2 is the realization of A = ∇∗A1∇A1 + 1, the (augmented) connection Laplace operator
(14.130) on C∞(X; Λ1⊗adP ). The Sobolev Embedding Theorem [5, Theorem 4.12] ensures that
W 2δ,d(X) ⊂ C(X) and that W 2δ,d(X) is a Banach algebra when δ > 12 .
Again keeping in mind [215, Lemma 3.3], we shall also require that F obey the following
Lipschitz continuity conditions, for some positive constants, η1, η2, and v1, v2 ∈ V,
‖A− 14 (F2(v1)−F2(v2))‖W ≤ η2
(
‖A 12 v1‖W + ‖A
1
2 v2‖W
)
‖A 14 (v1 − v2)‖W(13.52a)
+ η2
(
‖A 14 v1‖W + ‖A
1
4 v2‖W
)
‖A 12 (v1 − v2)‖W
= η2 (‖v1‖V + ‖v2‖V) ‖v1 − v2‖V 12
+ η2
(
‖v1‖V 12 + ‖v2‖V 12
)
‖v1 − v2‖V ,
‖A− 14 (F3(v1)−F3(v2))‖W ≤ η3
(
‖A 14 v1‖2W + ‖A
1
4 v2‖2W
)
‖A 14 (v1 − v2)‖W(13.52b)
= η3
(
‖v1‖2V 12 + ‖v2‖
2
V 12
)
‖v1 − v2‖V 12 .
These inequalities are, of course, motivated by the structure of the Yang-Mills heat equation
nonlinearity (17.7).
One should realize that our Theorem 13.14 above is both stronger than [215, Lemma 3.4], in
the sense that it also asserts uniqueness of the mild solution, but also weaker in that its hypothesis,
γ + nα < 1, excludes the important case n = 3 and α = γ = 14 . The lack of uniqueness in [215,
Lemma 3.4] can perhaps be interpreted as the result of an appeal to the Schauder Fixed-point
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Theorem [149, Theorem 11.1 or Corollary 11.2] rather than the Banach Contraction Mapping
Theorem.
To prove existence and uniqueness of a solution u to (13.5) in the space (13.55), given u0 ∈ W
and a positive constant τ , we shall again employ a contraction mapping argument for a certain
map T , based on the choice of Banach subspace, V, of functions v ∈ C([0, τ ];W) ∩ C((0, τ ];V)
with finite norm, by analogy with (13.40) but now defined as
(13.53) ‖v‖V := sup
t∈[0,τ ]
δ∈{0, 1
4
, 1
2
}
tδ‖v(t)‖V2δ ≡ sup
t∈[0,τ ]
δ∈{0, 1
4
, 1
2
}
tδ‖Aδv(t)‖W .
Basic properties of the fractional power spaces, V2α = D(Aα), are given by Lemma 12.4 and
[316, Theorems 37.6 and 37.7], together with a key example in [316, Lemma 37.8].
We can now state the following significant improvement of both our Theorem 13.14 and [215,
Lemma 3.4], in that we now obtain both existence and uniqueness. Moreover, our proof of
Theorem 13.16 is considerably simpler than the proof of [215, Lemma 3.4].
Theorem 13.16 (Existence and uniqueness of mild solutions to a nonlinear evolution equation
in a Banach space). Assume that Hypothesis 12.6 holds and
(13.54) F ∈ CLip(V;W),
obeys (13.50), (13.51), and (13.52) for f0 ∈ W and some positive constants, µ1, µ2, µ3, η2, η3.
Given δ0 ∈ [12 , 34 ) and u0 ∈ W, there are positive constants3
τ = τ (u0,A, ‖f0‖W , δ0, µ1, µ2, µ3, η2, η3) and C0 = C0(A, δ0, η2, η3),
with the following significance. The initial value problem (13.5) has a unique, mild solution in
W, on the interval [0, τ ], which obeys
(13.55) u ∈ C([0, τ ];W) ∩C((0, τ ];V2δ0).
Moreover, for every δ ∈ [0, δ0], the solution u obeys the a priori estimate,
(13.56) tδ‖u(t)‖V2δ ≤ C0, ∀ t ∈ (0, τ ].
Remark 13.17 (Initial data in Theorem 13.16 and well-posedness). It is important to re-
alize that while Theorem 13.16 asserts existence and uniqueness of a solution, u, satisfying the
regularity property (13.55), it does not assert well-posedness in the sense that u also depends
continuously on the initial data u0 ∈ W. The reason is that our method of proof (this is also
true of the proof of [215, Lemma 3.4]) requires us to choose an approximation in W of u0 ∈ W
by u˜0 ∈ V2 (or at least in V2δ0) and the minimum lifetime, τ , of the solution u depends on the
V-norm of u˜0 and not just the W-norm of u0. Note the contrast with Theorem 13.14, which
asserts existence, uniqueness, and continuity with respect to the initial data.
Proof of Theorem 13.16. We again follow the strategy of the proof of Theorem 13.3, but
now choose R to be the largest positive constant such that
(13.57) (2η2R+ η3R
2)× max
δ∈[0,δ0]
Mδ+ 1
4
B
(
3
4 − δ, 14
)
=
1
16
,
where Mδ+ 1
4
is the positive constant associated with A via Theorem 12.5.
Our proof of Theorem 13.14 did not take advantage of the more refined structure of the
nonlinearity F in (13.51) but instead relied on the condition γ+nα < 1 to guarantee that (13.59)
3The constant τ is given explicitly via (13.59) and C0 is equal to the solution R to (13.57).
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holds. In the present case, we shall adapt an idea partially used, but not fully exploited in the
proof of [215, Lemma 3.4] and decompose the variation of constants formula to define the map
T : F → F. Recall that V2α is dense in W, by the definition V2α := D(Aα) in [316, p. 96] and
the fact that D(Aα) is dense in W for any α ≥ 0 by [316, Lemma 34.7 (1)] since A is a positive,
sectorial operator on the Banach space W by the Hypothesis 12.6. Therefore, we may choose
u˜0 ∈ V2 (depending on ε) such that
(13.58) ‖u˜0 − u0‖W × max
δ∈[0,δ0]
Mδ ≤ R
2
,
where again Mδ is the positive constant associated with A via Theorem 12.5.
Next, noting that M is the constant in (13.63) and depending at most on A, we choose τ to
be the largest positive constant such that
(13.59a) (‖f0‖W + µ1M‖u˜0‖W)× max
δ∈[0,δ0]
Mδτ
1−δ
1− δ +
(
τ
3
4µ2M
2‖u˜0‖V‖u˜0‖V 12 + τ
3
4µ3M
3‖u˜0‖3V 12
+ µ1τ
3
4R+ η2τ
1
2RM‖u˜0‖V + η2τ
1
4RM‖u˜0‖V 12 + η3τ
1
2RM2‖u˜0‖2V 12
)
× max
δ∈[0,δ0]
Mδ+ 1
4
B
(
3
4 − δ, 14
) ≤ R
4
,
(13.59b)
(
µ1τ
3
4 + 2η2τ
1
2M‖u˜0‖V + 2η2τ
1
4M‖u˜0‖V 12 + 4η3τ
1
2M2‖u˜0‖2V 12
)
× max
δ∈[0,δ0]
Mδ+ 1
4
B
(
3
4 − δ, 14
) ≤ 1
4
.
We divide the proof of existence and uniqueness of u into several steps.
We define F := {v ∈ V : ‖v‖V ≤ R}, a closed ball in V. Our goal is to apply the Banach
Contraction Mapping Theorem to a map T : F → F suggested by the the nonlinear integral
equation (compare (13.6)),
(13.60) u(t) = e−Atu0 +
∫ t
0
e−A(t−s)F(u(s)) ds, ∀ t ∈ [0, τ ],
but our choice will not be the same as (13.19) because of the lower spatial regularity of u0.
Recalling that u˜0 ∈ V was chosen to satisfy (13.58), we set
u1(t) = e
−Atu˜0, ∀ t ∈ [0,∞),
and observe that u1 ∈ C([0,∞);V) by Theorem 12.5. It is now natural to seek a solution,
u = u1 + v, to the nonlinear integral equation (13.60) with the aid of a small perturbation,
v ∈ C([0, τ ];W) ∩ C((0, τ ];V2β) for a suitable τ > 0, that solves
u1(t) + v(t) = e
−At(u0 − u˜0) + u1(t) +
∫ t
0
e−A(t−s)F(u1(s)) ds
+
∫ t
0
e−A(t−s)[F(u1(s) + v(s))−F(u1(s))] ds, ∀ t ∈ [0, τ ],
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that is, for v solving
v(t) = e−At(u0 − u˜0) +
∫ t
0
e−A(t−s)F(u1(s)) ds
+
∫ t
0
e−A(t−s)[F(u1(s) + v(s))−F(u1(s))] ds, ∀ t ∈ [0, τ ].
A related device is used, for similar reasons, by Kozono, Maeda, and Naito in [215, pp. 105–106]
and by Struwe in [331, p. 135]. We therefore define
(13.61) vˆ(t) := (T v)(t) ≡ e−At(u0 − u˜0) +
∫ t
0
e−A(t−s)F(u1(s)) ds
+
∫ t
0
e−A(t−s)[F(u1(s) + v(s))−F(u1(s))] ds, ∀ t ∈ [0, τ ], v ∈ V.
As usual, we aim to show that the preceding formal expression for T defines a contraction
mapping on the closed ball F ⊂ V.
Step 1 (Boundedness of the map T ). Observe that, for all δ ∈ [0, 34) and t ∈ (0, τ ] and
v ∈ V, the expressions (13.51) for F and (13.61) for vˆ yield
‖Aδ vˆ(t)‖W ≤ ‖Aδe−At(u0 − u˜0)‖W
+
∫ t
0
‖Aδe−A(t−s)F(u1(s))‖W ds+
∫ t
0
‖Aδ+ 14 e−A(t−s)A− 14F1(v(s))‖W ds
+
∫ t
0
‖Aδ+ 14 e−A(t−s)A− 14 [F2(u1(s) + v(s))−F2(u1(s))]‖W ds
+
∫ t
0
‖Aδ+ 14 e−A(t−s)A− 14 [F3(u1(s) + v(s))−F3(u1(s))]‖W ds
≤Mδt−δ‖u0 − u˜0‖W +Mδ
∫ t
0
(t− s)−δ (‖f0‖W + µ1‖u1(s)‖W) ds
+Mδ+ 1
4
∫ t
0
(t− s)−δ− 14
[
µ2‖u1(s)‖V‖u1(s)‖V 12 + µ3‖u1(s)‖
3
V 12
+ µ1‖v(s)‖W + η2 (‖u1(s)‖V + ‖v(s)‖V) ‖v(s)‖V 12
+ η2
(
‖u1(s)‖V 12 + ‖v(s)‖V 12
)
‖v(s)‖V
+ η3
(
‖u1(s)‖2V 12 + ‖v(s)‖
2
V 12
)‖v(s)‖V 12
)]
ds,
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where, in obtaining the second inequality, we again used the decomposition of F in (13.51), the
inequalities in (13.50) and (13.52), and appealed to Theorem 12.5 to estimate,∫ t
0
‖Aδe−A(t−s)F(u1(s))‖W ds ≤
∫ t
0
‖Aδe−A(t−s)(f0 + F1(u1(s)))‖W ds
+
∫ t
0
‖Aδ+ 14 e−A(t−s)A− 14 (F2(u1(s)) + F3(u1(s)))‖W ds
≤Mδ
∫ t
0
(t− s)−δ‖f0 + F1(u1(s))‖W ds
+Mδ+ 1
4
∫ t
0
(t− s)−δ− 14 ‖A− 14 (F2(u1(s)) + F3(u1(s)))‖W ds.
Therefore, for all δ ∈ [0, 34) and t ∈ (0, τ ] and v ∈ V,
‖Aδ vˆ(t)‖W
≤Mδt−δ‖u0 − u˜0‖W +
(
‖f0‖W + µ1 sup
s∈(0,τ)
‖u1(s)‖W
)
Mδ
∫ t
0
(t− r)−δ dr
+ sup
s∈(0,τ)
[
µ2‖s
1
2u1(s)‖V‖s
1
4u1(s)‖V 12 + µ3‖s
1
4u1(s)‖3V 12
+ µ1‖s
3
4 v(s)‖W + η2
(
‖s 12u1(s)‖V + ‖s
1
2 v(s)‖V
)
‖s 14 v(s)‖V 12
+ η2
(
‖s 14u1(s)‖V 12 + ‖s
1
4 v(s)‖V 12
)
‖s 12 v(s)‖V
+ η3
(
‖s 14u1(s)‖2V 12 + ‖s
1
4 v(s)‖2
V 12
)
‖s 14 v(s)‖V 12
]
Mδ+ 1
4
∫ t
0
(t− r)−δ− 14 r− 34 dr.
We now use the facts that [277, Section 5.12]∫ t
0
(t− r)−δ− 14 r− 34 dr = t−δB (34 − δ, 14) , ∀ t > 0,
and u1 ∈ C([0,∞;V)∩C([0,∞;V 12 ) = C([0,∞;V). Hence, keeping in mind the definition (13.53)
of the Banach space, V, we see that, for all δ ∈ [0, 34 ) and t ∈ (0, τ ] and v ∈ V,
‖Aδ vˆ(t)‖W
≤Mδt−δ‖u0 − u˜0‖W + Mδt
1−δ
1− δ
(‖f0‖W + µ1‖u1‖C[0,τ ];W))
+ t−δτ
3
4
(
µ2‖u1‖C([0,τ ];V)‖u1‖C([0,τ ];V 12 ) + µ3‖u1‖
3
C([0,τ ];V 12 )
)
Mδ+ 1
4
B
(
3
4 − δ, 14
)
+ t−δ
(
µ1τ
3
4‖v‖V + η2τ
1
2‖u1‖C([0,τ ];V)‖v‖V + η2τ
1
4‖u1‖
C([0,τ ];V 12 )‖v‖V + 2η2‖v‖
2
V
+ η3τ
1
2 ‖u1‖2
C([0,τ ];V 12 )
‖v‖V + η3‖v‖3V
)
Mδ+ 1
4
B
(
3
4 − δ, 14
)
,
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and thus,
sup
t∈(0,τ)
tδ‖Aδ vˆ(t)‖W ≤Mδ‖u0 − u˜0‖W + Mδt
1−δ
1− δ
(‖f0‖W + µ1‖u1‖C[0,τ ];W))
+ τ
3
4
(
µ2‖u1‖C([0,τ ];V)‖u1‖C([0,τ ];V 12 ) + µ3‖u1‖
3
C([0,τ ];V 12 )
)
Mδ+ 1
4
B
(
3
4 − δ, 14
)
+
(
µ1τ
3
4‖v‖V + η2τ
1
2 ‖u1‖C([0,τ ];V)‖v‖V + η2τ
1
4 ‖u1‖
C([0,τ ];V 12 )‖v‖V + 2η2‖v‖
2
V
+ η3τ
1
2 ‖u1‖2
C([0,τ ];V 12 )
‖v‖V + η3‖v‖3V
)
Mδ+ 1
4
B
(
3
4 − δ, 14
)
.
In particular, we may choose δ ∈ {0, 14 , 12} and hence
(13.62) ‖T v‖V ≤ max
δ∈[0,δ0]
Mδ‖u0 − u˜0‖W + max
δ∈[0,δ0]
Mδτ
1−δ
1− δ
(‖f0‖W + µ1‖u1‖C[0,τ ];W))
+
[
τ
3
4
(
µ2‖u1‖C([0,τ ];V)‖u1‖C([0,τ ];V 12 ) + µ3‖u1‖
3
C([0,τ ];V 12 )
)
+ µ1τ
3
4‖v‖V + η2τ
1
2‖u1‖C([0,τ ];V)‖v‖V + η2τ
1
4‖u1‖
C([0,τ ];V 12 )‖v‖V
+ 2η2‖v‖2V + η3τ
1
2 ‖u1‖2
C([0,τ ];V 12 )
‖v‖V + η3‖v‖3V
]
max
δ∈[0,δ0]
Mδ+ 1
4
B
(
3
4 − δ, 14
)
.
Therefore, by definition of V in (13.53), and R in (13.57), the fact that u0 and u˜0 obey (13.58),
and τ obeys (13.59a), and v ∈ F if and only if ‖v‖V ≤ R, we obtain
‖T v‖V ≡ ‖vˆ‖V ≤ R
2
+
R
16
+
R
4
≤ R, ∀ v ∈ F.
Note that R now depends on u0 ∈ W and not just an upper bound on ‖u0‖W , since we needed
to choose u˜0 ∈ V satisfying (13.58), and using
(13.63) ‖u1‖C([0,T ];V2δ) = sup
t∈[0,T ]
‖e−Atu˜0‖V2δ ≤M‖u˜0‖V2δ , ∀ δ ∈ {0, 14 , 12} and T > 0,
where M ≥ 1 is a constant (depending only on A) and the inequalities follow from Lemma 12.4
and Theorem 12.5, since e−At is an analytic semigroup on Vα for any α ≥ 0. Consequently,
aside from the term Mδ‖u0− u˜0‖W , the remainder of the right-hand side of the inequality (13.62)
obeys, for δ ∈ [0, δ0],
Mδτ
1−δ
1− δ (‖f0‖W + µ1M‖u˜0‖W) +
[
τ
3
4
(
µ2M
2‖u˜0‖V‖u˜0‖V 12 + µ3M
3‖u˜0‖3V 12
)
+ µ1τ
3
4R+ η2τ
1
2RM‖u˜0‖V + η2τ
1
4RM‖u˜0‖V 14 + η3τ
1
2RM2‖u˜0‖2V 12
+
(
2η2R
2 + η3R
3
)]
Mδ+ 1
4
B
(
3
4 − δ, 14
)
,
and this explains our choice of R in (13.57) and τ in (13.59a). This completes Step 1.
Step 2 (Contraction mapping property of T ). For any v1, v2 ∈ V, we set vˆi = T vi for
i = 1, 2 and observe that the definition of T in (13.61) yields
vˆ1(t)− vˆ2(t) =
∫ t
0
e−A(t−s)[F(u1(s) + v1(s))−F(u1(s) + v2(s))] ds, ∀ t ∈ [0, τ ].
13. LOCAL EXISTENCE FOR A NONLINEAR EVOLUTION EQUATION IN A BANACH SPACE 87
The expression (13.51) for F gives
F(u1(s) + v1(s))−F(u1(s) + v2(s))
= F1(v1(s)− v2(s)) + F2(u1(s) + v1(s))−F2(u1(s) + v2(s))
+ F3(u1(s) + v1(s))−F3(u1(s) + v2(s)).
Therefore, applying the Lipschitz inequalities (13.50b) and (13.52) yields, for all δ ∈ [0, 34) and
t ∈ (0, τ ] and v1, v2 ∈ V,
‖Aδ(vˆ1(t)− vˆ2(t))‖W ≤Mδ+ 1
4
∫ t
0
(t− s)−δ− 14 [µ1‖v1(s)− v2(s)‖W
+ η2 (‖u1(s) + v1(s)‖V + ‖u1(s) + v2(s)‖V) ‖v1(s)− v2(s)‖V 12
+ η2
(
‖u1(s) + v1(s)‖V 12 + ‖u1(s) + v2(s)‖V 12
)
‖v1(s)− v2(s)‖V
+ η3
(
‖u1(s) + v1(s)‖2V 12 + ‖u1(s) + v2(s)‖
2
V 12
)
‖v1(s)− v2(s)‖V 12
]
ds.
Consequently, by again inserting appropriate powers of s ∈ [0, t] in each of the integral factors,
we find that, for all δ ∈ [0, 34 ) and t ∈ (0, τ ] and v1, v2 ∈ V,
‖Aδ(vˆ1(t)− vˆ2(t))‖W
≤ sup
s∈[0,t]
[
µ1s
3
4‖v1(s)− v2(s)‖W
+ η2
(
2s
1
2 ‖u1(s)|V + s
1
2 ‖v1(s)‖V + s
1
2‖v2(s)‖V
)
s
1
4 ‖v1(s)− v2(s)‖V 12
+ η2
(
2s
1
4 ‖u1(s)‖V 12 + s
1
4 ‖v1(s)‖V 12 + s
1
4‖v2(s)‖V 12
)
s
1
2‖v1(s)− v2(s)‖V
+ η3
((
s
1
4‖u1(s) + v1(s)‖V 12
)2
+
(
s
1
4 ‖u1(s) + v2(s)‖V 12
)2)
s
1
4‖v1(s)− v2(s)‖V 12
]
× t−δMδ+ 1
4
B
(
3
4 − δ, 14
)
.
By again appealing to the fact that u1 ∈ C([0,∞;V) ∩ C([0,∞;V 12 ) and applying the definition
(13.53) of the norm on V, we discover that, for all δ ∈ [0, 34 ) and t ∈ (0, τ ] and v1, v2 ∈ V,
tδ‖Aδ(vˆ1(t)− vˆ2(t))‖W ≤
[
µ1τ
3
4 + η2
(
2τ
1
2‖u1‖C([0,∞;V) + ‖v1‖V + ‖v2‖V
)
+ η2
(
2τ
1
4‖u1‖
C([0,∞;V 12 ) + ‖v1‖V + ‖v2‖V
)
+ 2η3
(
2τ
1
2‖u1‖2
C([0,∞;V 12 )
+ ‖v1‖2V + ‖v2‖2V
)]
×Mδ+ 1
4
B
(
3
4 − δ, 14
) ‖v1 − v2‖V.
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In particular, we may choose δ ∈ {0, 14 , 12} and, recalling that vˆi = T vi for i = 1, 2 and the
definition (13.53) of the norm on V, we obtain
(13.64) ‖T v1 −T v2‖V ≤
[
µ1τ
3
4 + η2
(
2τ
1
2 ‖u1‖C([0,∞;V) + ‖v1‖V + ‖v2‖V
)
+ η2
(
2τ
1
4 ‖u1‖
C([0,∞;V 12 ) + ‖v1‖V + ‖v2‖V
)
+ 2η3
(
2τ
1
2‖u1‖2
C([0,∞;V 12 )
+ ‖v1‖2V + ‖v2‖2V
)]
× max
δ∈[0,δ0]
Mδ+ 1
4
B
(
3
4 − δ, 14
) ‖v1 − v2‖V.
Therefore, by definition of R in (13.57), the bounds on u1 in (13.63), the fact that τ obeys (13.59b)
and v1, v2 ∈ F if and only if ‖vi‖V ≤ R for i = 1, 2, we see that
‖T v1 −T v2‖V ≤
(
1
4
+
1
4
)
‖v1 − v2‖V = 1
2
‖v1 − v2‖V, ∀ v1, v2 ∈ F,
as desired for our application of the Banach Contraction Mapping Theorem.
Step 3 (Continuity of vˆ(t) for 0 ≤ t ≤ τ and existence and uniqueness of the solution).
The proof of continuity of continuity of vˆ(t) with respect to t ∈ [0, τ ] follows the pattern of
Step 3 in the proof of Theorem 13.14, mutatis mutandis, except that we now choose a sequence,
{u˜m0 }m∈N ⊂ V2, such that u˜m0 → u˜0 in V2 as m → ∞. As in the proof of Theorem 13.14, we
now obtain existence and uniqueness of a solution v ∈ V by the Banach Contraction Mapping
Theorem and the proof of continuity of vˆ(t) with respect to t ∈ [0, τ ] also yields the regularity
result,
v ∈ C([0, τ ];W) ∩ C((0, τ ];V2δ0).
Since u = e−cAtu˜0 + v and u˜0 ∈ V2δ0 , we see that u has the same regularity as v, that is, u obeys
(13.55).
Step 4 (A priori estimate). The a priori estimate (13.56) follows immediately from our
derivation of (13.62) by taking C0 = R and noting that v = T v because the solution v is a fixed
point of the mapping T : F→ F and recalling that u = e−cAtu˜0 + v.
This completes the proof of Theorem 13.16. 
CHAPTER 5
A priori estimates, existence, uniqueness, and regularity for
elliptic and parabolic partial differential systems on manifolds
14. Elliptic partial differential systems and analytic semigroups on Lp, C0, and L1
Banach spaces
In order to bring the abstract theory of evolution equations in Banach spaces which we have
discussed thus far to bear on the Yang-Mills heat equation (17.5) or its linearization, we will need
show that the Laplace operator, ∆A on Ω
1(X; adP ), appearing in those parabolic equations has
realizations in various useful (and not necessarily standard) Sobolev spaces which are sectorial
in the sense of Definition 12.3 and hence determine infinitesimal generators, −∆A, of analytic
semigroups, e−∆At, by Theorem 13.4.
While there are several well-known treatments of a priori Lp estimates and existence, unique-
ness, and regularity results for elliptic partial differential systems, none are entirely suited to our
applications in this monograph or as comprehensive and well-developed as their counterparts
for scalar, second-order elliptic partial differential operators on open subsets of Rd, such as can
be found in the references due to Gilbarg and Trudinger [149] or Krylov [221]. When one in
addition requires results for elliptic partial differential operators on vector bundles over closed
manifolds and resolvent estimates and analytic semigroup generation results on Lp, C0, and L1
spaces, then suitable references become even harder to locate. For this reason, we shall provide
in this section a largely self-contained review together with our own further development of the
results we shall need in this monograph for elliptic partial differential systems, building on rel-
atively recent articles due to Cannarsa, Terreni, and Vespri [67] and Denk, Haller-Dintelmann,
Heck, Hieber, Pru¨ss, and Stavrakidis [106, 164, 180]. In addition, when this can be done easily
in a self-contained manner, we extend existing a priori Lp estimates and existence, uniqueness,
and regularity results described by Krylov [221] for scalar elliptic partial differential operators
on open subsets of Rd to the case of certain elliptic partial differential systems. Our review and
development builds on references such as those of Agmon [7, Section 6], Agmon, Douglis, and
Nirenberg [9] Chen and Wu [83, Part II], Ladyzhenskaya and Ural′tseva [225, Chapter 7], and
Morrey [261, Chapter 6].
For resolvent estimates and results on analytic semigroup generation on Lp, C0, and L1 spaces
determined by elliptic partial differential operators, the theory is by far most well-developed in
the case of scalar elliptic partial differential operators of order m ≥ 1 on open subsets of Rd,
beginning with early work of Browder [62] when m = 2 and p = 2, Agmon for even m ≥ 2
and 1 < p < ∞ [6], and Stewart [326, 327] even m ≥ 2 and p = ∞ via the Stewart-Masuda
method. Expositions of their and related further results are due to Jacob [196, 197, 198], Pazy
[285, Section 7.3], Sell and You [316, Section 3.8.2], and Tanabe [336, 337]. Grubb [161] and
Jacob [196, 197, 198] provide resolvent estimates and analytic semigroup generation results for
pseudo-differential operators.
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Although the a priori Lp estimates and existence, uniqueness, and regularity results for
elliptic partial differential operators which we describe in this section provide the analytical
foundation for our monograph, our treatment is developed with the goal of proving the existence
of analytic semigroups on useful Banach spaces, with infinitesimal generators given by elliptic
partial differential operators. Expositions of the abstract treatment of sectorial operators and
analytic semigroups can be found in references due to Banasiak and Arlotti [27], Engel and Nagel
[125, 126], Jacob [196, 197, 198], Lorenzi and Bertoldi [242], [244], Pazy [285], Sell and You
[316], Tanabe [336, 337], and Vrabie [371].
Our development in this section focuses on elliptic partial differential operators acting on
standard Sobolev spaces but, as we shall see in Section 15, we shall be able to extend the theory
in this section in a natural way there to provide a priori estimates, existence and uniqueness
regularity results, resolvent estimates, and analytic semigroup generation results for second-order
elliptic partial differential operators, with scalar principal symbol, acting on certain Banach spaces
— whose definitions are inspired by ideas of Taubes — of sections of vector bundles over closed
manifolds.
14.1. Sobolev embedding and multiplication theorems for real derivative expo-
nents. Suppose we take W = Lp(X;R) and A = ∆ + 1, where X is a closed, Riemannian,
smooth dimensional manifold and ∆ = d∗d : C∞(X) → C∞(X) is the Laplace operator (on
scalar functions) defined by the Riemannian metric, in which case V = D(A) = W 2,p(X) and
Vs =W s,p(X), where the Sobolev spaces W s,p(X), for 1 < p <∞ and s ∈ R, may be defined as
in [352, Section 13.6].
We now review several different cases of the ‘Sobolev multiplication theorems’ described by
Freed and Uhlenbeck [144, pp. 95–96] and Palais [280, Section 9]. We shall state all Sobolev
embedding and multiplication results for the case real or complex-valued functions on a closed,
Riemannian, smooth manifold and so, for example, Lp(X) may denote Lp(X;R) or Lp(X;C), but
all of these results extend to the case of sections of real Riemannian or complex Hermitian vector
bundles over X, with pointwise scalar multiplication, (u1, u2) 7→ u1u2, replaced by pointwise
tensor product, (u1, u2) 7→ u1 ⊗ u2.
Lemma 14.1 (Sobolev multiplication theorem for nonnegative integer derivative exponents
and neither factor in continuous range). [144, Equation (6.34)], [280, Section 9] Let X be a
closed, Riemannian, smooth manifold of dimension d ≥ 2. If k, k1, k2 and p, p1, p2 satisfy
(14.1)
k, k1, k2 ∈ N with k1, k2 ≥ k, p1, p2 > 1, 1 ≤ p <∞, p1k1, p1k2 < d,
and k1 − d
p1
+ k2 − d
p2
≥ k − d
p
,
then the following multiplication map is defined and continuous,
(14.2) W k1,p1(X)×W k2,p2(X)→W k,p(X).
Clearly, extensions of Lemma 14.1 to arbitrarily many multiplicative factors or nonnegative
real derivative exponents are possible, just as in [280, Section 9]. However, the following extension
will be especially useful and illustrates the method of proof of more general results along these
lines.
Lemma 14.2 (Sobolev multiplication theorem for three factors, nonnegative integer derivative
exponents, and no factor in continuous range). Let X be a closed, Riemannian, smooth manifold
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of dimension d ≥ 2. If k, ki ∈ Z and p, pi ≥ 1, for i = 1, 2, 3, satisfy
(14.3)
ki ≥ k ≥ 0, pi > 1, p <∞, piki < d for i = 1, 2, 3,
and k1 − d
p1
+ k2 − d
p2
+ k3 − d
p3
≥ k − d
p
,
then the following multiplication map is defined and continuous,
(14.4) W k1,p1(X)×W k2,p2(X)×W k3,p3(X)→W k,p(X).
Proof. Set mi := ki−k for i = 1, 2, 3, so the mi are non-negative integers by our hypotheses
on k and the ki. We shall first consider the case k = 0. Our hypothesis (14.3) ensures that
mipi < d, when k = 0, and as pi > 1, for i = 1, 2, 3, the Sobolev Embedding Theorem [5,
Theorem 4.12] gives
(14.5) Wmi,pi(X) →֒ Lqi(X), for qi := dpi
d−mipi and i = 1, 2, 3.
Assume temporarily that the qi obey
(14.6)
1
q1
+
1
q2
+
1
q3
≤ 1
p
.
Then the generalized Ho¨lder inequality [149, Equation (7.11)] yields a continuous multiplication
map,
Lq1(X)× Lq2(X) × Lq3(X)→ Lp(X).
Composing the preceding continuous multiplication map with the Sobolev embeddings (14.5)
gives a continuous Sobolev multiplication map,
(14.7) Wm1,p1(X) ×Wm2,p2(X)×Wm3,p3(X)→ Lp(X),
and this is just the map (14.4) when k = 0.
To complete our proof of (14.4) when k = 0, it remains to verify that the qi obey (14.6) for
i = 1, 2, 3. Using d/qi = d/pi −mi for i = 1, 2, 3, the main inequality in (14.3) for ki and pi can
be rewritten as
k1 −m1 − d
q1
+ k2 −m2 − d
q2
+ k3 −m3 − d
q3
≥ k − d
p
,
and thus, again because ki −mi = 0 for i = 1, 2, 3 when k = 0, this inequality is equivalent to
− d
q1
− d
q2
− d
q3
≥ −d
p
,
and this is in turn equivalent to (14.6).
Continuity of the Sobolev multiplication map (14.4) for arbitrary integer k ≥ 0 follows by ap-
plying (14.7) to the derivative expressions, ∇j(f1f2f3), for 0 ≤ j ≤ k, where fi ∈W k+mi,pi(X) =
W ki,pi(X) for i = 1, 2, 3. 
Recall from [5, Section 3.7] that, given s ∈ R with s ≥ 0 (Adams and Fournier assume s ∈ N)
and p ∈ (1,∞) and for dual exponent p′ ∈ (1,∞) given by 1 = 1/p + 1/p′, one defines
(14.8) W−s,p
′
(X) := (W s,p(X))′,
where (W s,p(X))′ denotes the Banach-space dual of W s,p(X), and one finds that (see [5, Section
3.14] when s ∈ N) the norm on W−s,p′(X) may be characterized by
(14.9) ‖u‖W−s,p′ (X) = sup
v∈W s,p(X)
‖v‖Ws,p(X)≤1
(u, v)L2(X).
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The relation (14.2) extends by duality to give
Lemma 14.3 (Sobolev multiplication theorem for one negative and one non-negative integer
derivative exponent). [144, p. 96], [280, Section 9] Let X be a closed, Riemannian, smooth
manifold of dimension d ≥ 2. The multiplication map (14.2) is defined and continuous for
k, k1, k2 and p, p1, p2 if and only if following multiplication map is defined and continuous, where
p′ and p′2 are dual exponents obeying 1/p + 1/p
′ = 1 and 1/p2 + 1/p′2 = 1,
(14.10) W k1,p1(X)×W−k,p(X)→W−k2,p′2(X).
The multiplication theorems simplify in the continuous range, kp > d.
Lemma 14.4 (Sobolev multiplication theorem for non-negative integer derivative exponents
and two factors in continuous range). [5, Theorem 4.39], [144, p. 96], [280, Corollary 9.7] Let
X be a closed, Riemannian, smooth manifold of dimension d ≥ 2. If k and p obey
(14.11) k ∈ N and kp > d,
then W k,p(X) is an algebra, that is, the following multiplication map is defined and continuous,
(14.12) W k,p(X)×W k,p(X)→W k,p(X).
Lemma 14.5 (Sobolev multiplication theorem for non-negative integer derivative exponents
and one factor in continuous range). [144, p. 96], [280, Corollary 9.7] Let X be a closed,
Riemannian, smooth manifold of dimension d ≥ 2. If k, k1 and p obey
(14.13) k1, k ∈ N with k1 ≥ k, 1 ≤ p <∞, k1p > d,
then W k,p(X) is a W k1,p(X)-module, that is, the following multiplication map is defined and
continuous,
(14.14) W k1,p(X) ×W k,p(X)→W k,p(X).
These multiplication results are consequences of the Ho¨lder inequality and the standard
Sobolev Embedding Theorem (for integer k) [5, Theorem 4.12]. The latter result may be ex-
tended to non-integral s ∈ R. Indeed, we recall the
Proposition 14.6 (Sobolev embedding theorem for real derivative exponents). [65], [280,
Theorems 9.1 and 9.2], [352, Propositions 13.6.3 and 13.6.4] Let X be a closed, Riemannian,
smooth manifold of dimension d ≥ 2. If p ∈ (1,∞) and s ∈ R, then the following embeddings are
continuous,
(14.15) W s,p(X) →֒
{
Ldp/(d−sp)(X), for 0 ≤ sp < d,
C(X), for sp > d.
Palais provides Sobolev multiplication results [280, Theorems 9.4–9.6] for the Sobolev spaces
W s,p(X) for non-integral s ∈ R, obtaining those from the case of integral k ∈ Z by interpolation
theory. We shall instead derive the few special cases we shall need from the Sobolev embedding
(14.15) and the previous Sobolev multiplication results for integer k ∈ Z.
Lemma 14.7 (Sobolev multiplication theorem for nonnegative real derivative exponents and
neither factor in continuous range). Let X be a closed, Riemannian, smooth manifold of dimension
d ≥ 2. If s, s1, s2 and p, p1, p2 satisfy
(14.16)
s, s1, s2 ∈ R with s1, s2 ≥ s ≥ 0, p1, p2 > 1, 1 ≤ p <∞, p1s1, p1s2 < d,
and s1 − d
p1
+ s2 − d
p2
≥ s− d
p
,
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then the following multiplication map is defined and continuous,
(14.17) W s1,p1(X)×W s2,p2(X)→W s,p(X).
Proof. First, writing s = k + α, where k ∈ N is the largest integer with k ≤ s and α :=
s− k ∈ [0, 1), we find that
(14.18) W s,p(X) =W k+α,p(X) →֒W k,q(X),
by (14.15) with q := dp/(d − αp) ∈ [p,∞). To see this, recall that for p ∈ (1,∞) and s ∈ R (by
[352, Equation (13.6.1) and Proposition 13.6.1] and [351, Section 4.1])
(14.19) W s,p(X) := (∆ + 1)−s/2Lp(X),
and so the composition,
W s,p(X) =W k+α,p(X)
(∆+1)k/2−−−−−−→Wα,p(X) (by (14.15))−−−−−−−→ Lq(X) (∆+1)
−k/2
−−−−−−−→W k,q(X),
is a continuous map for q = dp/(d − αp). Indeed, by hypothesis, we have (k + α) = sp < d and
k ≥ 0 (since s ≥ 0 by hypothesis) and hence αp < d, so the preceding application of Proposition
14.6 is valid.
For i = 1, 2 and writing si = ki + αi, where ki ∈ N are the largest integers with ki ≤ si and
αi := si − ki ∈ [0, 1), we see that (14.18) yields
(14.20) W si,pi(X) =W ki+αi,pi(X) →֒ W ki,qi(X),
for qi := dpi/(d− αipi) ∈ [pi,∞).
Given s ∈ R with s ≥ 0 and p ∈ (1,∞), we define k ∈ N as the smallest integer with k ≥ s
and β := k − s ∈ [0, 1) and define q ∈ (1,∞) by p = dq/(d − βq), and find that
(14.21) W k,q(X) =W s+β,q(X) →֒W s,p(X).
To see this, observe that
W k,q(X) =W s+β,q(X)
(∆+1)s/2−−−−−−→ W β,q(X) (by (14.15))−−−−−−−→ Lp(X) (∆+1)
−s/2
−−−−−−−→W s,p(X),
is a continuous map, as desired.
We now claim that the k, k1, k2 and q, q1, q2 obey the hypotheses in (14.1). Indeed, k, k1, k2 ∈
N by construction and the hypothesis s1, s2 ≥ s implies k1, k2 ≥ k. By construction, the q, q1, q2
obey qi ≥ pi > 1 for i = 1, 2 and q < ∞ and because sipi = (ki + αi)pi < d for i = 1, 2 by the
hypothesis (14.16), they also obey kiqi < d for i = 1, 2. Lastly, using our definitions of q, q1, q2
via
1
qi
=
1
pi
− αi
d
for i = 1, 2 and
1
p
=
1
q
− β
d
,
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and our definitions of k, k1, k2 and α,α1, α2, we see that
k1 − d
q1
+ k2 − d
q2
= s1 − α1 − d
p1
+ α1 + s2 − α2 − d
p2
+ α2
= s1 − d
p1
+ s2 − d
p2
≥ s− d
p
(by (14.16))
= k − β − d
q
+ β
= k − d
q
,
as claimed. Therefore, by composing the continuous maps (14.2), (14.20), and (14.21), we have
W s1,p1(X) ×W s2,p2(X) =W k1+α1,p1(X)×W k2+α2,p2(X)
→֒ W k1,q1(X) ×W k1,q1(X) (by (14.20))
→ W k,q(X) (by (14.2))
=W s+β,q(X)
→֒ W s,p(X) (by (14.21)).
This yields (14.17), as desired. 
Note that the multiplication map (14.17) is just the map (14.2) with k, k1, k2 ∈ N replaced
by s, s1, s2 ∈ R with s, s1, s2 ≥ 0. The following elementary extension of will also be useful.
Lemma 14.8 (Sobolev multiplication theorem for three factors, nonnegative real derivative
exponents, and no factor in continuous range). Let X be a closed, Riemannian, smooth manifold
of dimension d ≥ 2. If s, si ∈ R and p, pi ≥ 1, for i = 1, 2, 3, satisfy
(14.22)
si ≥ s ≥ 0, pi > 1, p <∞, pisi < d for i = 1, 2, 3,
and s1 − d
p1
+ s2 − d
p2
+ s3 − d
p3
≥ s− d
p
,
then the following multiplication map is defined and continuous,
(14.23) W s1,p1(X)×W s2,p2(X)×W s3,p3(X)→W s,p(X).
Proof. The result may be proved by repeating the proof of Lemma 14.7, replacing role of
Lemma 14.1 (a quadratic multiplication map with nonnegative integer derivative exponents) by
Lemma 14.2 (a cubic multiplication map with nonnegative integer derivative exponents), mutatis
mutandis. 
Given Lemma 14.7, the proof of Lemma 14.3 via duality and the proofs of Lemmata 14.4 and
14.5 now extend to give
Lemma 14.9 (Sobolev multiplication theorem for one negative and one non-negative integer
derivative exponent). Let X be a closed, Riemannian, smooth manifold of dimension d ≥ 2.
The multiplication map (14.17) is defined and continuous for s, s1, s2 and p, p1, p2 if and only
if following multiplication map is defined and continuous, where p′ and p′2 are dual exponents
obeying 1/p + 1/p′ = 1 and 1/p2 + 1/p′2 = 1,
(14.24) W s1,p1(X)×W−s,p(X)→W−s2,p′2(X).
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Lemma 14.10 (Sobolev multiplication theorem for non-negative real derivative exponents and
two factors in continuous range). [280, Corollary 9.7] Let X be a closed, Riemannian, smooth
manifold of dimension d ≥ 2. If s and p obey
(14.25) s ∈ R and sp > d,
then W s,p(X) is an algebra, that is, the following multiplication map is defined and continuous,
(14.26) W s,p(X)×W s,p(X)→W s,p(X).
Lemma 14.11 (Sobolev multiplication theorem for non-negative real derivative exponents
and one factor in continuous range). [280, Corollary 9.7] Let X be a closed, Riemannian, smooth
manifold of dimension d ≥ 2. If s, s1 and p obey
(14.27) s1, s ∈ R with s1 ≥ s ≥ 0, 1 ≤ p <∞, s1p > d,
then W s,p(X) is a W s1,p(X)-module, that is, the following multiplication map is defined and
continuous,
(14.28) W s1,p(X)×W s,p(X)→W s,p(X).
More generally, suppose we are given a C∞ complex Hermitian (real Riemannian) vector
bundle E with C∞ Hermitian (Riemannian) connection A and a covariant derivative, ∇A :
C∞(X;E) → C∞(X; Λ1 ⊗ E). For 1 < p < ∞ and s ∈ R, we may define the Sobolev space
W s,pA (X;E) with the aid of the (augmented) connection Laplace operator (14.130), that is,
∇∗A∇A+1 : C∞(X;E)→ C∞(X;E). When p = 2 and s ∈ R, we write HsA(X;E) :=W s,2A (X;E)
for brevity.
All of the preceding embedding and pointwise multiplication results for real or complex val-
ued functions on X then extend, mutatis mutandis, to the case of sections of smooth complex
Hermitian (real Riemannian) vector bundles Ei, for i = 1, 2, 3, and pointwise tensor-product mul-
tiplication. Indeed, this is the situation considered by Freed and Uhlenbeck in [144, pp. 95–96]
and Palais in [280, Chapter 9].
14.2. Lp theory for scalar elliptic partial differential and pseudo-differential oper-
ators on Rd and applications to elliptic systems. In this subsection, we derive an a priori
Lp estimate and unique solvability result (Theorem 14.15) for an elliptic partial differential system
with a diagonal principal symbol from corresponding results for a scalar elliptic partial differen-
tial equation. Because of our focus in this monograph on elliptic partial differential operators
on sections of vector bundles over closed manifolds, it will suffice here to consider elliptic partial
differential systems on Rd.
While our main goal in this subsection is to prove Theorem 14.15, it is convenient to introduce
the relevant background by first recalling the corresponding results for scalar elliptic partial
differential operators. Suppose first that a = (aij) is a constant, real, symmetric matrix obeying
(14.29) κ−1 ≤ aijξiξj ≤ κ, ∀ ξ ∈ Rd with |ξ| = 1,
for some constant κ > 0, and consider the elliptic, homogeneous, scalar, second-order partial
differential operator as in [221, Equation (4.0.1)], albeit with the opposite sign convention,
(14.30) A := −aij ∂
2
∂xi∂xj
.
Given p ∈ (1,∞), and f ∈ Lp(Rd), and λ > 0, unique solvability of the scalar equation,
(14.31) (A + λ)u = f a.e. on Rd for u ∈W 2,p(Rd),
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is provided by [221, Theorem 4.3.8 (ii)]. The a priori estimate,
(14.32) λ‖u‖Lp(Rd) + λ1/2‖Du‖Lp(Rd) + ‖D2u‖Lp(Rd) ≤ C‖(A + λ)u‖Lp(Rd),
∀u ∈W 2,p(Rd),
with C = C(d, p, κ) is also provided by [221, Theorem 4.3.8 (ii)] with the aid of the interpolation
inequality [221, Theorem 1.5.1],
‖Du‖Lp(Rd) ≤ ‖u‖1/2Lp(Rd)‖D2u‖
1/2
Lp(Rd)
, ∀u ∈W 2,p(Rd).
When p = 2, unique solvability of (14.31) is obtained by the Fourier transform in the shape of
[221, Theorem 1.3.16]. The proof for general case p ∈ (1,∞) follows from the case p = 2, the a
priori estimate (14.32), and the fact that (∆ + λ)C∞0 (R
d) is dense in Lp(Rd) by [221, Theorem
1.1.6], for any p ∈ [1,∞). Here, we denote A = ∆ when aij = δij in (14.30), again opposite to
the sign convention in [221].
Definition 14.12 (Strongly elliptic scalar partial differential operator with complex constant
coefficients). [221, Definition 12.2.1] Let m ≥ 1 and aα ∈ C, for multi-indices α ∈ Nd with
|α| ≤ m, and denote1 D = −i(∂x1 , . . . , ∂xd), with i =
√−1, and Dα = (−i∂x1)α1 · · · (−i∂xd)αd .
The operator,
A := a(D) =
∑
|α|≤m
aαD
α,
is called a scalar partial differential operator of order m ≥ 1 with complex constant coefficients
and strongly elliptic if
(14.33)
a˚(ξ) :=
∑
|α|=m
aαξ
α 6= 0, ∀ ξ ∈ Rd \ {0}, and
a(ξ) :=
∑
|α|≤m
aαξ
α 6= 0, ∀ ξ ∈ Rd,
where a˚(ξ) and a(ξ) are the principal symbol and symbol of A , respectively.
For example, whenm = 2, the operator A = ∆+1 is strongly elliptic in the sense of Definition
14.12 since it has symbol a(ξ) = |ξ|2 + 1. It will be useful to recall the
Definition 14.13 (Scalar elliptic symbol and scalar pseudo-differential operator). [189,
Definitions 7.8.1 and 18.1.1], [221, Definitions 12.4.1 and 12.4.7] Given µ ∈ R, a function
a ∈ C∞(Rd × Rd;C) is a symbol of order µ if, for each pair of multi-indices α, β ∈ Nd, there
is a positive constant, Cα,β , such that
(14.34) |∂αξ ∂βxa(x, ξ)| ≤ Cα,β(1 + |ξ|2)(µ−|α|)/2, ∀x, ξ ∈ Rd.
If in addition there is a positive constant, κ, such that
(14.35) |a(x, ξ)| ≥ κ(1 + |ξ|2)µ/2, ∀x, ξ ∈ Rd,
then the symbol, a, is elliptic, with constant of ellipticity κ. The operator, P : S → S , on
the Schwartz space, S , of rapidly decaying functions [221, Definition 12.2.1] defined by the
composition,
Pu := F−1(aF (u)), ∀u ∈ S ,
1Krylov denotes D = (∂x1 , . . . , ∂xd), but we include the ‘−i’ in D and exclude the i
|α| factor in the definition
of strong ellipticity for the sake of consistency with [106, 164, 180].
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where
F (u)(ξ) :=
1
(2π)d/2
∫
Rd
e−ix·ξu(x) dx
denotes the Fourier transform, is called a pseudo-differential operator of order µ with symbol a.
The pseudo-differential operator,
(∆ + 1)µ/2,
obtained in Definition 14.13 with symbol
a(x, ξ) := (|ξ|2 + 1)µ/2, ∀x, ξ ∈ Rd,
is a strongly elliptic pseudo-differential operator of order µ ∈ R and agrees with the naive defini-
tion of (∆ + 1)µ/2 when µ = 2n and n ≥ 0 is an integer [221, Example 12.4.10].
For s ∈ R and p ∈ (1,∞), we recall that the Banach space of Bessel potentials is given by
[221, Definition 13.3.1]
(14.36) Hs,p(Rd) := (∆ + 1)−s/2Lp(Rd),
with norm
(14.37) ‖u‖Hs,p(Rd) := ‖(∆ + 1)s/2u‖Lp(Rd).
By [221, Theorem 13.3.7 (ii)], we are assured that C∞0 (R
d) is dense in Hs,p(Rd). When m ∈ N,
then [221, Theorem 13.3.12] implies that
Hm,p(Rd) =Wm,p(Rd).
When P is a pseudo-differential operator of order µ ∈ R in the sense of Definition 14.13, then
[221, Theorem 13.3.10] asserts that P defines a bounded map from Hs+µ,p(Rd) into Hs,p(Rd),
(14.38) ‖Pu‖Hs,p(Rd) ≤ C‖u‖Hs+µ,p(Rd), ∀u ∈ Hs+µ,p(Rd).
If P is strongly elliptic in the sense of [221, Definitions 12.4.1 and 7], then [221, Theorem 13.3.10]
also asserts that P defines a bounded, one-to-one map from Hs+µ,p(Rd) onto Hs,p(Rd), with a
priori estimate,
(14.39) ‖u‖Hs+µ,p(Rd) ≤ C‖Pu‖Hs,p(Rd), ∀u ∈ Hs+µ,p(Rd).
For s ∈ R, then [221, Theorem 13.3.7 (iii)] provides a result that is simpler than [221, Theorem
13.3.10], but whose systems analogue is adequate for our applications in this monograph: The
operator (∆+1)µ/2 is an isometric isomorphism from the Banach spaceHs+µ,p(Rd) ontoHs,p(Rd).
In the case µ = 1 (the Cauchy operator), the latter result is given by [221, Theorem 12.9.3].
Definition 14.14 (Uniformly strongly elliptic scalar partial differential operator). [221, Sec-
tion 13.4] If m ≥ 1 is an integer and aα : Rd → C is a collection of measurable functions, for
multi-indices α ∈ Nd with |α| ≤ m, and κ is a positive constant such that the symbol,
a(x, ξ) :=
∑
|α|≤m
aα(x)ξ
α, ∀ ξ ∈ Rd and a.e. x ∈ Rd,
obeys
κ−1(1 + |ξ|m) ≥ |a(x, ξ)| ≥ κ(1 + |ξ|m), ∀ ξ ∈ Rd and a.e. x ∈ Rd,
then the scalar partial differential operator of order m ≥ 1,
A := a(x,D),
is called uniformly strongly elliptic.
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Given A as in Definition 14.14 and λ ≥ 0, one defines (compare [221, p. 328])
(14.40) Aλ :=
∑
|α|≤m
λ1−|α|/maα(x)Dα,
and given a collection of functions, bα ∈ L∞(Rd) for |α| ≤ m− 1 such that
(14.41) |bα| ≤ K a.e. on Rd, ∀α ∈ Nd with |α| ≤ m− 1,
one defines [221, p. 329]
B :=
∑
|α|≤m−1
bα(x)Dα.
Suppose in addition that the coefficients, aα, satisfy the following continuity property: There is
an increasing function, ω : [0,∞) → R, such that ω(t) → 0 as t ↓ 0 and for all α ∈ Nd with
|α| ≤ m,
(14.42) |aα(x)− aα(y)| ≤ ω(|x− y|), ∀x, y ∈ Rd.
For p ∈ (1,∞) and f ∈ Lp(Rd) and λ ∈ [λ0,∞) for a sufficiently large positive constant λ0,
unique solvability of the equation,
(14.43) (Aλ +B)u = f a.e. on R
d for u ∈Wm,p(Rd),
is provided by [221, Theorem 13.4.5], with a priori estimate given by [221, Lemma 13.4.4],
(14.44)
∑
|α|≤m
λ1−|α|/m‖Dαu‖Lp(Rd) ≤ C‖(Aλ +B)u‖Lp(Rd),
∀λ ∈ [λ0,∞) and u ∈Wm,p(Rd),
for C = C(d,K,m, p, κ, ω).
General results for suitably-defined elliptic partial differential systems can be found, for ex-
ample, in work of Agmon, Douglis, and Nirenberg [9]. However, when combined later with the
method of continuity [149, Theorem 5.2] and a priori Lp estimates in [106, 164] for elliptic
partial differential operators with non-diagonal, matrix-valued principal symbols, the following
consequence of [221, Theorem 13.4.5] will be very useful, notwithstanding the simplicity of its
proof.
Theorem 14.15 (Unique solvability and a priori Lp estimate for a system of uniformly
strongly elliptic partial differential equations on Rd). Let N ≥ 1 and for n ∈ {1, . . . , N}, let
anα ∈ Cb(Rd;C), for all α ∈ Nd with |α| = m, and assume that the homogeneous partial differential
operators,
∑
|α|=m a
n
α(x)D
α, of order m are uniformly strongly elliptic in the sense of Definition
14.14, for 1 ≤ n ≤ N . Let bα ∈ L∞(Rd;CN×N ) obey (14.41), for all α ∈ Nd with |α| ≤
m− 1. Suppose p ∈ (1,∞). Then there are positive constants, C and λ0, depending at most on
d,K,N, p, κ, ω, with the following significance. Let aα := diag(a
1
α, . . . , a
N
α ) ∈ Cb(Rd;CN×N ) and
(14.45) A :=
∑
|α|=m
aα(x)D
α +
∑
|α|≤m−1
bα(x)Dα.
Then the following inequality holds,
(14.46)
∑
|α|≤m
λ1−|α|/m‖Dαu‖Lp(Rd) ≤ C‖(A + λ)u‖Lp(Rd),
∀λ ∈ [λ0,∞) and u ∈Wm,p(Rd).
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Moreover, for each f ∈ Lp(Rd;CN ) and λ ∈ [λ0,∞), there exists a unique solution u ∈Wm,p(Rd;CN )
to
(14.47) (A + λ)u = f a.e. on Rd.
Proof. Writing A n :=
∑
|α|=m a
n
α(x)D
α for 1 ≤ n ≤ N and u = (u1, . . . , un), the inequality
(14.44) yields∑
|α|≤m
λ1−|α|/m‖Dαun‖Lp(Rd) ≤ C‖(A n + λ)un‖Lp(Rd), 1 ≤ n ≤ N, ∀u ∈Wm,p(Rd),
for all λ ∈ [λ0,∞). For sufficiently large λ0, one then obtains (14.46) (see, for example, the proof
of Theorem 14.43 below).
When bα ≡ 0 on Rd, for all α ∈ Nd with |α| ≤ m − 1, then existence and uniqueness of a
solution u ∈ Wm,p(Rd;CN ) to (14.47) follows immediately from [221, Theorem 13.4.5]. For the
general case, where the lower-order coefficients bα may be non-zero, the conclusion follows by the
method of continuity exactly as in the proof of [221, Theorem 13.4.5]. 
For a homogeneous elliptic partial differential operator with a non-diagonal principal symbol
which is complex-matrix or even Banach-space operator valued, one may use a Caldero´n-Zygmund
theory for vector-valued functions to derive a priori estimates such as (14.46) — see, for example,
[106, 164, 350] and the references contained therein — by analogy with the development for
scalar-valued functions as in [149, Chapter 9] or [221].
14.3. Analytic semigroups on Lp(Ω;R), C0(Ω¯;R), and L
1(Ω;R) defined by scalar, el-
liptic partial differential operators on bounded open subsets of Euclidean space with
a homogeneous Dirichlet boundary condition. In preparation for our subsequent develop-
ment of existence and uniqueness results, a priori estimates, resolvent estimates, and analytic
semigroup generation results for elliptic systems on open subsets Ω j Rd, with homogeneous
Dirichlet boundary conditions, we first provide an overview of the simpler and well-documented
theory of analytic semigroups on Lp(Ω;R), C0(Ω¯;R), and L
1(Ω;R) defined by scalar, second-order,
elliptic partial differential operators with C∞ coefficients and Dirichlet boundary conditions on
bounded open subsets Ω ⋐ Rd. We largely follow the outline due to Pazy in [285, Section 7.3];
the far easier case where p = 2, is described, for example, by Pazy in [285, Section 7.2]. In
later subsections, we give extensions of these analytic semigroup generation results to the case of
elliptic partial differential systems of order m ≥ 1 on open subsets Ω j Rd, with homogeneous
Dirichlet boundary conditions, together with the supporting existence and uniqueness results, a
priori estimates, resolvent estimates, and their detailed proofs in many cases.
We suppose first that 1 < p < ∞ and Ω ⊂ Rd is a bounded domain with C∞ boundary ∂Ω
and that [285, Equations (7.2.1) or (7.3.1)]
(14.48) A (x,D)u :=
∑
|α|≤2m
aα(x)D
αu, x ∈ Ω,
is a partial differential operator of order 2m, with m ≥ 1, where the coefficients aα belong to
C∞(Ω¯;C), and strongly elliptic [285, Definition 7.2.1], that is, that there is a positive constant κ
such that
(14.49)
∑
|α|≤2m
aα(x)ξ
α ≥ κ|ξ|2m, ∀ ξ ∈ Rd, x ∈ Ω,
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recalling that we define D = −i∂ and ∂ = (∂x1 , . . . , ∂xd). The following fundamental a priori
estimate is well-known (see, for example, [149, Theorem 9.13] when m = 2 and A has real
coefficients).
Theorem 14.16 (A priori estimate). [8], [285, Theorem 7.3.1] Let A (x,D) as in (14.48) be
strongly elliptic partial differential operator of order 2m, for m ≥ 1, in the sense of (14.49) on
a bounded open subset Ω ⊂ Rd with C∞ boundary ∂Ω and 1 < p < ∞. Then there is a positive
constant, C, such that
(14.50) ‖u‖W 2m,p(Ω) ≤ C
(‖A u‖Lp(Ω) + ‖u‖Lp(Ω)) , ∀u ∈W 2m,p(Ω;C) ∩Wm,p0 (Ω;C).
Using this a priori estimate together with an argument of Agmon one proves the following
theorem; see Agmon [6, Equation (2.3)] and his proof of [6, Theorem 2.1].
Theorem 14.17 (Agmon estimate). [6, Theorem 2.1 and Equation (2.3)], [7], [285, Theorem
7.3.2] Assume the hypotheses of Theorem 14.16. Then there are constants, C > 0 and λ0 ≥ 0
and ϑ ∈ (π/2, π), such that
(14.51) |λ|‖u‖Lp(Ω) ≤ C‖(A + λ)u‖Lp(Ω),
∀λ ∈ ∆ϑ such that |λ| ≥ λ0, u ∈W 2m,p(Ω;C) ∩Wm,p0 (Ω;C).
Given a strongly elliptic operator A (x,D) of order 2m, we associate a linear, unbounded
operator Ap on L
p(Ω;C) as follows:
Definition 14.18 (Domain of a partial differential operator on Lp(Ω;C)). [285, Definition
7.3.3] Assume the setup of Theorem 14.16. Let
D(Ap) :=W
2m,p(Ω;C) ∩Wm,p0 (Ω;C),(14.52)
Apu := A (x,D)u, ∀u ∈ D(Ap).(14.53)
The domain D(Ap) contains C
∞
0 (Ω;C) and is therefore dense in L
p(Ω;C). Moreover, from
Theorem 14.16 it follows readily (see Remark 14.36) that Ap is a closed operator on L
p(Ω;C).
From Theorems 14.16 and 14.17 one deduces the
Theorem 14.19 (Generator of an analytic semigroup on Lp(Ω;C)). [285, Theorem 7.3.5],
Assume the hypotheses of Theorem 14.16. If Ap is the operator associated with A (x,D) by
Definition 14.18, then −Ap is the infinitesimal generator of an analytic semigroup on Lp(Ω;C).
See [285, Theorem 7.3.5] or [316, Theorem 38.2] for proofs of Theorems 14.17 and 14.19
when m = 2 and A can be expressed in divergence form without lower-order coefficients. We
turn now to the cases p = 1 and p = ∞ and start with p = ∞. We have the following analogue
of Definition 14.18.
Definition 14.20 (Domain of a partial differential operator on L∞(Ω;C)). [285, Equations
(7.3.20) and (7.3.21)] Assume the setup of Theorem 14.16. Let
D(A∞) := {u ∈ L∞(Ω;C) : u ∈W 2m,p(Ω;C),∀ p > d,
A (x,D)u ∈ L∞(Ω;C), u = 0 on ∂Ω},(14.54)
A∞u = A (x,D)u, ∀u ∈ D(A∞).(14.55)
By the Sobolev Embedding Theorem [5, Theorem 4.12] it follows that D(A∞) ⊂ C(Ω¯;C)
and therefore the condition u = 0 on ∂Ω makes sense. Moreover, from the definition (14.54) of
D(A∞), it follows that D(A∞) ⊂ W 2m,p(Ω;R) ∩ Wm,p0 (Ω;R) = D(Ap) for every p > d. The
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Stewart-Masuda argument [326] leads to the Agmon estimate, for constants C > 0 and λ0 ≥ 0
and ϑ ∈ (π/2, π), such that
(14.56) |λ|‖u‖L∞(Ω) ≤ C‖(A + λ)u‖L∞(Ω), ∀λ ∈ ∆ϑ such that |λ| ≥ λ0, u ∈ D(A∞).
The estimate (14.56) follows immediately from Theorem 14.27 below, as do the facts that A + λ
is injective and has closed range for all λ ∈ ∆ϑ such that |λ| ≥ λ0.
However, A∞ cannot be the infinitesimal generator of even a C0 semigroup on L∞(Ω;C)
because D(A∞) is never dense in L∞(Ω;C). Indeed, we have noted earlier that D(A∞) ⊂ C(Ω¯;C)
and therefore the closure of D(A∞) in L∞(Ω;C) is also contained in C(Ω¯;C). But C(Ω¯;C) is not
dense in L∞(Ω;C) and thus D(A∞) cannot be dense in L∞(Ω;C). To overcome this difficulty
one restricts to spaces of continuous functions on Ω, as in the following analogue of Definition
14.18.
Definition 14.21 (Domain of a partial differential operator on C0(Ω¯;C)). [285, Equations
(7.3.23) and (7.3.24)] Assume the setup of Theorem 14.16. Let
D(Ac) := {u ∈ D(A∞) : A (x,D)u ∈ C0(Ω¯;C)},(14.57)
Acu = A (x,D)u, u ∈ D(Ac),(14.58)
where C0(Ω¯;C) := {u ∈ C(Ω¯;C) : u = 0 on ∂Ω}.
One now has the
Theorem 14.22 (Generator of an analytic semigroup on C0(Ω¯;C)). [285, Theorem 7.3.7]
Assume the hypotheses of Theorem 14.16. If Ac is the operator associated with A (x,D) by
Definition 14.21, then −Ac is the infinitesimal generator of an analytic semigroup on C0(Ω¯;C).
The proof of Theorem 14.22 is based on the a priori L∞ estimate (14.65) in Theorem 14.27
below. The a priori estimate (14.50) in Theorem 14.16 is not known to hold when p = 1, but
an analytic semigroup generation result for this case can nonetheless be derived by exploiting a
duality between continuous functions and L1 functions on Ω. We start with the2
Lemma 14.23 (Reverse Ho¨lder inequality for p = 1). [59, Exercise 4.26 (1)], [285, Lemma
7.3.8] Let Ω j Rd be an open subset3. If u ∈ L1(Ω;C), then
(14.59) ‖u‖L1(Ω) = sup
ϕ∈C∞0 (Ω;C)
‖ϕ‖L∞(Ω)≤1
(u, ϕ)L2(Ω).
From [59, Exercise 4.26 (1)], one may replace C∞0 (Ω) by C0(Ω) in (14.59).
Recall that (L1(Ω;C))′ = L∞(Ω;C) by [59, Theorem 4.14], but (L∞(Ω;C))′ 6= L1(Ω;C).
However, if M (Ω¯) denotes the space of Radon measures on a bounded open subset Ω ⊂ Rd [59,
pp. 114–115], then M (Ω¯) = (C(Ω¯;C))′ by [59, Theorem 4.31] while M (Ω) = (C0(Ω¯;C))′.
We turn now to the definition of the operator A1, associated with the strongly elliptic operator
A (x,D) given by (14.48), on the space L1(Ω;C). We replace4 [285, Definition 3.9] (see the
discussion in Remark 14.36 below) by our
2One can also deduce this result from [5, Lemma 2.7], noting that the proof of [5, Lemma 2.7] is valid when
p = 1.
3We note that from the proof of [285, Lemma 7.3.8] or statement of [59, Exercise 4.26] that Ω ⊂ Rd may be
any open subset, not necessarily a bounded domain as assumed in [285, Lemma 7.3.8].
4Pazy defines D(A1) to be the set of all u ∈ W
2m−1,1(Ω;C) ∩Wm,10 (Ω;C) such that A (x,D) ∈ L
1(Ω;C), but
this does not appear justifiable in view of the precise characterizations of D(A1) given, for example, by Guidetti
in [162, Theorem 3.3] and Tanabe in [337, Theorem 5.8].
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Definition 14.24 (Domain of a partial differential operator on L1(Ω;C)). Assume the setup
of Theorem 14.16. Let
(14.60) D(A1) ⊂ L1(Ω;C),
be the domain of the smallest closed extension of A : C∞0 (Ω;C) ⊂ L1(Ω;C) → L1(Ω;C). The
operator A1 is defined by
(14.61) A1 = A (x,D)u, ∀u ∈ D(A1).
One then has the
Theorem 14.25 (Generator of an analytic semigroup on L1(Ω;C)). [285, Theorem 7.3.10]
Assume the hypotheses of Theorem 14.16. If A1 is the operator associated with A (x,D) by
Definition 14.24, then −A1 is the infinitesimal generator of an analytic semigroup on L1(Ω;C).
The proof of Theorem 14.25 employs Lemma 14.23 and Theorem 14.27.
Remark 14.26 (Alternative proofs of Theorem 14.25 and further related results). See Amann
[10, p. 226], Angiuli, Pallara, and Paronetto [15, Proposition 2.5], Cannarsa and Vespri [68] (for
Ω = Rd), Di Blasio [108], and Lunardi and Metafune [245] for proofs of Theorem 14.25 and
extensions as well as additional related results, including consideration of boundary conditions
other than the homogeneous Dirichlet boundary condition assumed in Theorem 14.25.
As we noted earlier, the proofs of Theorems 14.22 and 14.25 are based on fundamental results
of Stewart [326, 327]. Because of the important role played by the Stewart-Masuda method in
our article and for the sake of comparison with later results, we now review the main result of
[326]. For a possibly unbounded open subset Ω j Rd, one denotes [326, p. 144]
(14.62) C0(Ω¯) := {u ∈ C(Ω¯) : u = 0 on ∂Ω and |u(x)| → 0 as |x| → ∞}.
Following Jacob [196, p. xiv], we also find it convenient to denote
(14.63) C∞(Ω) := {u ∈ C(Ω) : |u(x)| → 0 as |x| → ∞},
so that C0(Ω¯) = C∞(Rd) when Ω = Rd.
Theorem 14.27 (A priori estimate for a uniformly strongly elliptic partial differential oper-
ator). [326, Theorems 1 and 2], [327, Theorem 1] Let d ≥ 2 and m ≥ 1 be integers, K, L, q > d,
and κ be positive constants, and ω be a modulus of continuity. Let Ω j Rd be an open subset
with boundary, ∂Ω, which is uniformly regular of class C2m in the sense of [5, Section 4.10], with
overlap constant K and coordinate chart and chart inverse derivative bound L. Then there are
positive constants, C and r0 and ϑ ∈ (π/2, π) and λ0, with the following significance. Let A
be a scalar, uniformly strongly elliptic partial differential operator of order 2m in the sense of
Definition 14.14 with aα ∈ C(Ω¯) having modulus of continuity ω when |α| = 2m, and aα ∈ L∞(Ω)
when |α| < 2m. If
u ∈ {v ∈W 2m,qloc (Ω¯) ∩ C0(Ω¯) : A v ∈ C0(Ω¯),
Dαv = 0 on ∂Ω, for all α ∈ Nd with |α| < m}
and λ ∈ ∆¯ϑ with |λ| ≥ λ0, then
(14.64)
∑
|α|<2m
|λ|1−|α|/2m‖Dαu‖C(Ω¯) +
∑
|α|=2m
|λ|d/2mq sup
x0∈Ω
‖Dαu‖Lq(Ω∩B(x0,r0|λ|−1/2m))
≤ C sup
x0∈Rd
‖(A + λ)u‖Lq(Ω∩B(x0,r0|λ|−1/2m)),
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and
(14.65)
∑
|α|<2m
|λ|1−|α|/2m‖Dαu‖C(Ω¯) +
∑
|α|=2m
|λ|d/2mq sup
x0∈Rd
‖Dαu‖Lq(Ω∩B(x0,r0|λ|−1/2m))
≤ C‖(A + λ)u‖C(Ω¯).
While the a priori estimate (14.65) follows from the a priori estimate (14.64), we include
both estimates for the sake of comparison with Theorem 14.48.
14.4. Existence, uniqueness, a priori estimates, and analytic semigroups on Lp(Ω;CN ),
and C0(Ω¯;C
N ), and L1(Ω;CN ) defined by second-order, elliptic partial differential sys-
tems and a homogeneous Dirichlet boundary condition. In this subsection, we review the
existence and uniqueness results and a priori estimates for a second-order, elliptic partial differen-
tial system on a bounded open subset of Rd and a homogeneous Dirichlet boundary condition, due
to Cannarsa, Terreni, and Vespri [67], together with their consequences for resolvent estimates
and analytic semigroup generation results on Lp(Ω;CN ), and C0(Ω¯;C
N ), and L1(Ω;CN ).
Let Ω ⊂ Rd be bounded open subset, with boundary of class C2, and consider the second-order
differential operator5,
(14.66) A (x,D)u :=
∑
|α|≤2
aα(x)D
αu, ∀u ∈ C∞(Ω;CN ).
Here, the coefficients aα, for α ∈ Nd with |α| ≤ 2, are complex matrix-valued functions such that
aα ∈ C(Ω¯;CN×N ), for |α| = 2,(14.67)
aα ∈ L∞(Ω;CN×N ), for |α| ≤ 1.(14.68)
We then make the
Definition 14.28 (Second-order, strictly elliptic partial differential operator). One says that
A as in (14.66) is (strictly) elliptic if there is a positive constant, κ, such that
(14.69)
∑
|α|=2
Re〈aαη, η〉ξα > κ|ξ|2|η|2, ∀x ∈ Ω, ξ ∈ Rd, η ∈ CN .
The main results we require due to Cannarsa, Terreni, and Vespri [67] are as follows.
Theorem 14.29 (Existence, uniqueness, and a priori estimate for a solution to a second-order
elliptic system on W 2,p(Ω;CN ) when 2 ≤ p < ∞). [67, Theorem 6.7] Let Ω ⊂ Rd be bounded
domain, with boundary of class C2, and A as in (14.66) with coefficients obeying (14.67), (14.68),
and (14.69). Then there are a constant ω1 ≥ 0 and, given6 2 ≤ p < ∞, a constant C > 0 with
the following significance. For all λ ∈ C obeying Reλ > ω1 and f ∈ Lp(Ω;CN ), there is a unique
solution u ∈W 2,p(Ω;CN ) ∩W 1,p0 (Ω;CN ) to
(14.70) (A + λ)u = f a.e. on Ω,
and, moreover, u obeys
(14.71) (|λ| − ω1)‖u‖Lp(Ω) + (|λ| − ω1)1/2‖u‖W 1,p(Ω) + ‖u‖W 2,p(Ω) ≤ C‖f‖Lp(Ω).
5Remember that we denote ∂ := (∂x1 , . . . , ∂xd) and D := −i∂, so ∂
α := ∂α1x1 · · · ∂
αd
xd and D :=
(−i∂x1)
α1 · · · (−i∂xd)
αd , for all α = (α1, . . . , αd) ∈ N
d.
6As Piermarco Cannarsa points out [66], there a misprint in the statement of [67, Theorem 6.7]: the range
allowed for p should read 2 ≤ p < +∞ and does not include the case p = +∞, as is also clear from the proof in
[67, pp. 91–93].
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For the case p =∞, Cannarsa, Terreni, and Vespri provide the
Theorem 14.30 (Existence, uniqueness, and a priori estimate for a solution to a second-order
elliptic system on W 1,∞(Ω;CN )). [67, Theorem 6.1] Let Ω ⊂ Rd be bounded domain, with bound-
ary of class C2, and A as in (14.66) with coefficients obeying (14.67), (14.68), and (14.69). Then
there are constants, C > 0 and ω1 ≥ 0, with the following significance. For all λ ∈ C obeying
Reλ > ω1 and f ∈ L∞(Ω;CN ), there is a unique solution u ∈ W 2,2(Ω;CN ) ∩W 1,∞(Ω;CN ) ∩
W 1,20 (Ω;C
N ) to (14.70) and, moreover, u obeys
(14.72) (|λ| − ω1)‖u‖L∞(Ω) + (|λ| − ω1)1/2‖u‖W 1,∞(Ω) ≤ C‖f‖L∞(Ω).
The a priori estimate (14.72) in Theorem 14.30 can be augmented with an a priori estimate
of the second-order derivatives of u, to give an a priori estimate (albeit using L2,µ Morrey spaces)
analogous to that of Stewart in [326, Equation (1.1)] (who uses Lq spaces) as described in the
following remark.
Remark 14.31 (Supplementary a priori estimate for the second-order derivatives of the
solution u in Theorem 14.30). [67, Remark 6.4] Assume the hypotheses of Theorem 14.30. If
µ ∈ (d− 2, d) (see [67, Lemma 6.2] for this restriction on µ), then
(14.73) (|λ| − ω1)(d−µ)/2 sup
x∈Ω¯
∑
|α|=2
‖Dαu‖L2,µ(Ω∩B(x,r/2)) ≤ C‖f‖L∞(Ω),
with r = K(|λ| − ω1)−1/2 as in [67, Equation (6.11)], where K is a positive constant. Here, the
Morrey space L2,µ(Ω;CN ), for µ ∈ (0, d), is defined via the norm [67, pp. 59–60]
(14.74) ‖u‖2L2,µ(Ω) := sup
x∈Ω
0<̺≤diam(Ω)
̺−µ‖u‖2L2(Ω∩B(x,̺)).
See Troianiello [361, Section 1.4] for an introduction to the Morrey, John-Nirenberg (BMO), and
Campanato spaces, L2,µ(Ω;CN ), with 0 < µ < d, and µ = d, and d < µ ≤ d+2, respectively. We
recall from [361, Section 1.4.2], that a) L2,ν(Ω;CN ) →֒ L2,µ(Ω;CN ) if 0 ≤ µ < ν ≤ d + 2; and
b) L2,0(Ω;CN ) ∼= L2,ν(Ω;CN ) (as a Banach space); and c) Lp(Ω;CN ) →֒ L2,µ(Ω;CN ) if p > 2 and
µ = d(p − 2)p; and d) L2,µ(Ω;CN ) ∼= C0,δ(Ω¯;CN ) (as a Banach space), when d < µ ≤ d+ 2 and
δ = (µ− d)/2 [361, Theorem 1.17].
Remark 14.32 (Regularity of the solution u in Theorem 14.30). The Sobolev Embedding
Theorem [5, Theorem 4.12] implies that W 1,∞(Ω;CN ) →֒ C(Ω¯;CN ) and so we may write more
simply in Theorem 14.30 that u ∈ H2(Ω;CN ) ∩W 1,∞0 (Ω;CN ). Moreover, there is a continuous
embedding L∞(Ω;CN ) →֒ L2,µ(Ω¯;CN ) for any µ ∈ [0, d) by [67, Remark 2.2 and pp. 87–88].
Therefore, the function f in Theorem 14.30 belongs also to L2,µ(Ω¯;CN ) and (see the discussion
in [67, p. 87]) therefore u belongs to W 2(µ)(Ω;C
N ) by [67, Theorem 5.1]. Recall from [67,
Theorem 2.1 and p. 61]) that W 2,2(µ)(Ω;C
N ) is the subspace of functions u ∈ W 2,2(Ω;CN ) such
that Dαu ∈ L2,µ(Ω¯;CN ) (when 0 ≤ µ < d) for all α ∈ Nd with |α| = 2.
Following the suggestion in [67, Remark 6.8], we now extend Theorem 14.29 to allow for
1 < p < 2 as well.
Theorem 14.33 (Existence, uniqueness, and a priori estimate for a solution to a second-order
elliptic system on W 2,p(Ω;CN ) when 1 < p < 2). [67, Remark 6.8] Assume the hypotheses of
14. ELLIPTIC PARTIAL DIFFERENTIAL SYSTEMS AND ANALYTIC SEMIGROUPS 105
Theorem 14.29 and in addition7 that the coefficients aα of A in (14.66) belong to C
2(Ω¯;CN ) for
α ∈ Nd with |α| ≤ 2. Then there are a constant ω1 ≥ 0 and, given 1 < p < 2, a constant C > 0
with the following significance. For all λ ∈ C obeying Reλ > ω1 and f ∈ Lp(Ω;CN ), there is a
unique solution u ∈ W 2,p(Ω;CN ) ∩W 1,p0 (Ω;CN ) to (14.70) and, moreover, u obeys the a priori
estimate (14.71).
(14.75) (|λ| − ω1)‖u‖Lp(Ω) + (|λ| − ω1)1/2‖Du‖Lp(Ω) +
∑
|α|=2
‖Dαu‖Lp(Ω) ≤ C‖f‖Lp(Ω).
Proof. We proceed by analogy with the proof of the Caldero´n-Zygmund Inequality for the
case 1 < p < 2 via duality (see, for example, step (v) in the proof of [149, Theorem 9.9]).
Let q ∈ (2,∞) be the Sobolev exponent dual to p, so 1/p + 1/q = 1. Suppose α ∈ Nd with
|α| ≤ 2 and recall that (see, for example, [5, Lemma 2.7]),
(14.76) ‖Dαu‖Lp(Ω) = sup
ϕ∈C∞0 (Ω;CN )
‖ϕ‖Lq(Ω)≤1
(Dαu, ϕ)L2(Ω).
We begin by verifying the a priori estimate (14.71) with right-hand side f = (A + λ)u and
λ ∈ C with Reλ > ω1 and note that, by continuity, it suffices to establish (14.71) when
u ∈ C∞0 (Ω;CN ), and hence f ∈ C∞0 (Ω;CN ), which we shall now assume. Thus, noting that
C∞0 (Ω;C
N ) ⊂ Lp(Ω;CN ), we calculate8
(Dαu, ϕ)L2(Ω) = (D
α(Ap + λ)
−1f, ϕ)L2(Ω)
= (f, (Dα(Ap + λ)
−1)∗ϕ)L2(Ω)
= (f, (A ∗q + λ)
−1Dαϕ)L2(Ω)
= (f,Dα(A ∗q + λ)
−1ϕ)L2(Ω).
To understand the origin of the last equality, we may suppose that the action of the integral
operator, (A ∗q + λ)−1 on Lq(Ω;CN ), is represented by a kernel, Kλ ∈ C2(Ω × Ω −∆Ω;CN×N ),
where we denote ∆Ω := diag(Ω × Ω); see, for example, [337, Theorem 5.7] for the case N = 1.
Therefore,
(A ∗q + λ)
−1Dαϕ(x) =
∫
Ω
Kλ(x, y)D
αϕ(y) dy
=
∫
Ω
DαKλ(x, y)ϕ(y) dy (integration by parts)
= Dα(A ∗q + λ)
−1ϕ(x), a.e. x ∈ Ω.
Consequently,
(|λ| − ω1)1−|α|/2|(Dαu, ϕ)L2(Ω)| ≤ ‖f‖Lp(Ω)(|λ| − ω1)1−|α|/2‖Dα(A ∗q + λ)−1ϕ‖Lq(Ω)
≤ C‖f‖Lp(Ω)‖ϕ‖Lq(Ω) (by Theorem 14.29 and (14.71))
≤ C‖f‖Lp(Ω).
7This additional hypothesis is omitted in [67, Remark 6.8] but such an assumption, or at least that the aα
belong to W 2,∞(Ω) for α ∈ Nd with |α| ≤ 2, appears to be necessary when we rely an argument involving the
formal adjoint, A ∗, of A .
8More precisely, if we temporarily use A ′ to denote the formal adjoint of A and A∗ to denote the abstract
Banach-space adjoint of an operator A, then we are implicitly asserting that (Ap)
∗ = A ′q ; see the proof of this
equality in [337, Equation (5.68)] for the case N = 1.
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Therefore, for α ∈ Nd with |α| ≤ 2, we see that
(14.77) (|λ| − ω1)1−|α|/2‖Dαu‖Lp(Ω) ≤ C‖f‖Lp(Ω),
and this yields the desired a priori estimate (14.70) when 1 < p < 2.
For existence (and uniqueness) of a solution u ∈W 2,p(Ω;CN )∩W 1,p0 (Ω;CN ) to (A +λ)u = f ,
observe that if f˜ ∈ C∞0 (Ω), then f˜ ∈ L2(Ω;CN ) and so Theorem 14.29 implies that there exists a
(unique) u˜ ∈W 2,2(Ω;CN )∩W 1,20 (Ω;CN ) satisfying (A +λ)u˜ = f˜ a.e. on Ω, for λ ∈ C with Reλ >
ω1. Clearly, since Ω is bounded and 1 < p < 2, we also have u˜ ∈ W 2,p(Ω;CN ) ∩W 1,p0 (Ω;CN ).
Because C∞0 (Ω) is dense in L
p(Ω;CN ), we see that range of the operator,
(14.78) A + λ :W 2,p(Ω;CN ) ∩W 1,p0 (Ω;CN )→ Lp(Ω;CN ),
is dense in Lp(Ω;CN ) for λ ∈ C with Reλ > ω1.
The operator A +λ in (14.78) is clearly continuous but also the a priori estimate (14.70) means
that it is bounded below in the sense of [2, Definition 2.1] and so has closed range by [2, Theorem
2.5]. In particular, the operator (14.78) is surjective and one-to-one by [2, Lemma 2.8]. In other
words, given f ∈ Lp(Ω;CN ), there exists a unique solution u ∈ W 2,p(Ω;CN ) ∩W 1,p0 (Ω;CN ) to
(A + λ)u = f a.e. on Ω and this completes the proof. 
Because neither Theorem 14.29 nor Theorem 14.30 provide a W 2,∞ a priori estimate or
solvability of (14.70) for u ∈ W 2,∞(Ω;CN ) ∩W 1,∞0 (Ω;CN ) given f ∈ L∞(Ω;CN ), the proof of
Theorem 14.33 for 1 < p < 2 does not entirely extend to the case p = 1 as well. However, we
can still extract a partial analogue of Theorem 14.33 for p = 1 which is enough for the purpose
of generation of analytic semigroups. First, we note that the proof of Lemma 14.23 extends with
minimal change to give9
Lemma 14.34 (Reverse Ho¨lder inequality for p = 1). Let Ω j Rd be an open subset and N ≥ 1
an integer. If u ∈ L1(Ω;CN ), then
(14.79) ‖u‖L1(Ω) = sup
ϕ∈C∞0 (Ω;CN )
‖ϕ‖L∞(Ω)≤1
(u, ϕ)L2(Ω).
The following result may be compared with [15, Theorem 2.4] (scalar, second-order elliptic
operator), [162, Theorem 3.3] (elliptic system of order 2m with m ≥ 1), and [337, Theorem 5.8]
(scalar elliptic operator of order m ≥ 1).
Theorem 14.35 (Existence, uniqueness, and a priori L1 estimate and domain for an elliptic
system). Assume the hypotheses of Theorem 14.29 for the case 1 < p < 2. Then the operator,
A : C2(Ω¯;CN ) ∩ C0(Ω¯;CN ) ⊂ L1(Ω;CN )→ L1(Ω;CN ),
is closable and, if A1 denotes the smallest closed extension, one has
(14.80) D(A1) ⊂ {u ∈ L1(Ω;CN ) : A u ∈ L1(Ω;CN )}.
Moreover, there are constants C > 0 and ω1 ≥ 0 with the following significance. If λ ∈ C obeys
Reλ > ω1 and u ∈ D(A1), then
(14.81) (|λ| − ω1)‖u‖L1(Ω) + (|λ| − ω1)1/2‖Du‖L1(Ω) ≤ C‖(A1 + λ)‖L1(Ω).
Finally, for all λ ∈ C with Reλ > ω1 and f ∈ L1(Ω;CN ), there exists a unique solution u ∈ D(A1)
to (14.70).
9The result may also be extracted as a special case of Lemma 15.10, whose proof we do include.
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Proof. The fact that A : C2(Ω¯;CN ) ∩ C0(Ω¯;CN ) ⊂ L1(Ω;CN ) → L1(Ω;CN ) is closable
follows, mutatis mutandis, from the proof for the example in [387, Section 2.6]; compare the
proofs of [10, Lemma 9.1] and [15, Lemma 2.3]. The fact that (14.80) holds is immediate from
the definition of the smallest closed extension.
Consider λ ∈ C with Reλ > ω1, where ω1 is as in Theorem 14.30. Suppose first that
u ∈ C∞0 (Ω;CN ) and set f = (A + λ)u ∈ C∞0 (Ω;CN ). When the multi-index α ∈ Nd obeys
|α| = 0 or 1, then the proof of the a priori estimate (14.75) provided by Theorem 14.33 extends
to give the a priori estimate (14.81) by making the following changes:
(1) The role of the reverse Ho¨lder inequality (14.76) when 1 < p < 2 is replaced by that of
(14.79) when p = 1 in Lemma 14.34;
(2) The role of the a priori estimate (14.71) in Theorem 14.29 is replaced by that of (14.72)
in Theorem 14.30.
The fact that the a priori estimate (14.81) continues to hold for u ∈ D(A1) follows by continuity,
the definition of D(A1), and the fact that C
∞
0 (Ω;C
N ) is dense in D(A1).
For existence (and uniqueness) of a solution u ∈ D(A1) to (A +λ)u = f , given f ∈ L1(Ω;CN ),
observe that if f˜ ∈ C∞0 (Ω), then f˜ ∈ L2(Ω;CN ) and so Theorem 14.29 implies that there exists
a (unique) u˜ ∈ W 2,2(Ω;CN ) ∩W 1,20 (Ω;CN ) satisfying (A + λ)u˜ = f˜ a.e. on Ω, for λ ∈ C with
Reλ > ω1. Clearly, since Ω is bounded, we also have u˜ ∈ L1(Ω;CN ) and, by definition of D(A1),
we see that u˜ belongs to D(A1). Because C
∞
0 (Ω) is dense in L
1(Ω;CN ), we see that range of the
operator,
(14.82) A1 + λ : D(A1)→ L1(Ω;CN ),
is dense in L1(Ω;CN ) for λ ∈ C with Reλ > ω1.
By construction, the operator A1 and thus also A1 + λ have closed range. In particular, the
operator A1 + λ is surjective since its range is closed and dense in L
1(Ω;CN ) and thus is equal
to L1(Ω;CN ) for λ ∈ C with Reλ > ω1. The a priori estimate (14.81) ensures that A1 + λ is
one-to-one for λ ∈ C with Reλ > ω1. In other words, given f ∈ L1(Ω;CN ), there exists a unique
solution u ∈ D(A1) to (A + λ)u = f a.e. on Ω and this completes the proof. 
Remark 14.36 (On the domain of an elliptic partial differential operator on L1(Ω;CN )). A
linear operator A : D(A) ⊂ W → V, where W and V are Banach spaces, is said to be closed
[387, Section 2.6] if
(14.83) {wn}n∈N ⊂ D(A) and wn W−→ w ∈ W and Awn V−→ v ∈ V
=⇒ w ∈ D(W) and Aw = v,
that is, if and only if the graph G(A) := {(w,Aw) : w ∈ W} is a closed subspace of W × V. A
linear operator A : D(A) ⊂ W → V is called closable or pre-closed if the closure in W × V of
the graph G(A) is the graph of a linear operator, say B : D(B) ⊂ W → V [387, Section 2.6].
We recall from [387, Proposition 2.6.2] and its proof that a linear operator A : D(A) ⊂ W → V
closable if and only if the following condition is satisfied:
(14.84) {wn}n∈N ⊂ D(A) and wn W−→ 0 and Awn V−→ v ∈ V =⇒ v = 0.
108 5. ELLIPTIC AND PARABOLIC PARTIAL DIFFERENTIAL SYSTEMS ON MANIFOLDS
If A obeys (14.84), then the smallest closed extension of A is the linear operator B : D(B) ⊂
W → V defined by
(14.85) w ∈ D(B) ⇐⇒ ∃{wn}n∈N ⊂ D(A) with wn W−→ w and Awn V−→ v ∈ V,
in which case Bw := v.
The condition (14.84) ensures that the value v = Bw in (14.85) is defined uniquely by w ∈ D(B).
A second-order partial differential operator A as in (14.66), with coefficients in C2(Ω;CN×N ),
is closable in L2(Ω;CN ) by [387, Section 2.6] and more generally, by an identical argument, in
Lp(Ω;CN ) when 1 < p < ∞. In that situation, the a priori estimate (14.71) identifies the
domain of the smallest closed extension Ap of A : C
∞
0 (Ω;C
N ) ⊂ Lp(Ω;CN ) → Lp(Ω;CN ) as
D(Ap) :=W
2,p(Ω;CN )∩W 1,p0 (Ω;CN ). The same argument gives closability of partial differential
operators with order m ≥ 1 and coefficients in Cm(Ω;CN×N ), just as in [387, Section 2.6].
In the absence of an a priori estimate such as (14.71) when p = 1, various alternative char-
acterizations of D(A1) in the case N = 1 (scalar elliptic partial differential operator ) have been
provided by Amann [10, Equation (9.1)], Angiuli, Pallara, and Paronetto [15, p. 259], Di Blasio
[108] (order m = 2), Lunardi and Metafune [245], Pazy [285, Definition 7.3.9] (order 2m with
m ≥ 1), Tanabe [337, Theorem 5.8] (order m ≥ 1), Vespri [369, p. 103] (order m = 2) and by
Guidetti [162, Theorem 3.3] in the case N ≥ 1 (elliptic system of order 2m with m ≥ 1); the
most refined characterizations of D(A1) are provided by Tanabe [337, Theorem 5.8] and Guidetti
[162, Theorem 3.3].
Remark 14.37 (A priori L1 estimates). We note that a priori L1 estimates related to (14.81)
are also provided by Amann [10, Proposition 9.2], Angiuli, Pallara, and Paronetto [15, Theo-
rem 3.5](2010), Brezis and Strauss [61, Theorem 8], Cannarsa and Vespri [68, Lemma 4.3 and
Theorem 4.4], Tanabe (implicitly) [337, Theorem 5.8], and Vespri [369, Remark 1 on page 103].
By analogy with Definition 14.18 for the case N = 1, we define, for 1 < p <∞,
D(Ap) :=W
2,p(Ω;CN ) ∩W 1,p0 (Ω;CN ) ⊂ Lp(Ω;CN ),(14.86)
Apu := A (x,D)u, ∀u ∈ D(Ap).(14.87)
For the case p =∞, by analogy with Definition 14.20 for the case N = 1, we set
(14.88) D(A∞) := {u ∈W 1,∞0 (Ω;CN ) : Dαu ∈ L2,µ(Ω;CN ),
∀µ ∈ [0, d) and α ∈ Nd with |α| = 2, and A (x,D)u ∈ L∞(Ω;CN )},
and
(14.89) A∞u := A (x,D)u, ∀u ∈ D(A∞).
See Remark 14.31 for a discussion of the Morrey spaces, L2,µ(Ω;CN ).
As suggested by Cannarsa, Terreni, and Vespri in [67], Theorems 14.29, 14.30, and 14.33
quickly lead to the following results on the generation of analytic semigroups. A result similar to
Corollary 14.38 below in the case p = 1 has been obtained by Guidetti [162, Theorem 3.3].
Corollary 14.38 (Resolvent estimate for a second-order elliptic system when 1 ≤ p ≤ ∞
and sectorial property and generation of an analytic semigroup on Lp(Ω;CN ) when 1 ≤ p <∞).
Assume the hypotheses of Theorem 14.29 and, in addition when 1 ≤ p < 2, that the coefficients
aα of A in (14.66) belong to C
2(Ω¯;CN ) for α ∈ Nd with |α| ≤ 2. Suppose 1 ≤ p ≤ ∞. Then
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there are constants, C > 0 and ω0 ≥ 0 and ϑ ∈ (π/2, π), such that ρ(−Ap) ⊃ ∆ϑ(ω0) and
(14.90) ‖(Ap + λ)−1‖L (Lp(Ω;CN )) ≤
C
|λ− ω0| , ∀λ ∈ ∆ϑ(ω0).
Moreover, restricting to the case 1 ≤ p <∞, we have that Ap is a sectorial operator on Lp(Ω;CN )
in the sense of Definition 12.3 and −Ap generates an analytic semigroup, e−Apt, on Lp(Ω;CN ).
Proof. By Remarks 14.31 and 14.32 and the definition (14.88) of D(A∞), we see that the a
priori estimate (14.72) holds for all u ∈ D(A∞).
As a consequence of Theorems 14.29, 14.30, 14.33, and 14.35 one obtains, for 1 ≤ p ≤ ∞ and
all λ ∈ C obeying Reλ > ω1, that
(14.91) ‖u‖Lp(Ω) ≤
C
|λ| − ω1 ‖(Ap + λ)u‖Lp(Ω), ∀u ∈ D(Ap).
Suppose furthermore that λ ∈ C obeys Reλ > 3ω1. Using |λ − 3ω1| ≤ |λ| + 3ω1 and thus
|λ| ≥ |λ− 3ω1| − 3ω1, we see that
|λ| − 3ω1 ≥ |λ− 3ω1| − 6ω1 > |λ− 3ω1| − 2|λ|,
where we use |λ| > 3ω1, since Reλ > 3ω1, to obtain the second inequality. Therefore,
3(|λ| − ω1) > |λ− 3ω1|, Reλ > 3ω1,
that is,
|λ| − ω1 > 1
3
|λ− 3ω1|, ∀λ ∈ C such that Reλ > 3ω1.
Hence, by combining the preceding inequality with (14.91), we find that, for 1 ≤ p ≤ ∞,
(14.92) ‖u‖Lp(Ω) ≤
3C
|λ− 3ω1|‖(Ap + λ)u‖Lp(Ω), ∀λ ∈ ∆π/2(3ω1) and u ∈ D(Ap),
where we recall from (12.1) that ∆π/2(3ω1) = {λ ∈ C : Reλ > 3ω1}. From Theorems 14.29,
14.30, 14.33, and 14.35, we obtain that, for any λ ∈ ∆π/2(3ω1), the operators,
Ap + λ : W
2,p(Ω;CN ) ∩W 1,p0 (Ω;CN )→ Lp(Ω;CN ), 1 ≤ p ≤ ∞,
are surjective (and necessarily one-to-one by (14.92)) and the a priori estimate (14.92) yields the
estimate,
(14.93) ‖(Ap + λ)−1‖L (Lp(Ω)) ≤
3C
|λ− 3ω1| , ∀λ ∈ ∆π/2(3ω1).
In particular, for λ ∈ ∆π/2(3ω1), the operators
(Ap + λ)
−1 : Lp(Ω;CN )→ Lp(Ω;CN ), 1 ≤ p ≤ ∞,
are bounded and so
∆π/2(3ω1) ⊂ ρ(−Ap), 1 ≤ p ≤ ∞,
where ρ(−Ap) is the resolvent set of −Ap (Definition 12.1).
Restricting now to the case 1 ≤ p < ∞, we observe that the domain D(Ap) is dense in
Lp(Ω;CN ) when 1 ≤ p <∞. Therefore, Theorem 13.4 implies that the resolvent set ρ(−Ap) thus
actually contains a larger sector, ∆π/2+ε(3ω1), for some ε > 0, and that Ap is a sectorial operator
on Lp(Ω;CN ) in the sense of Definition 12.3, with constants a = −3ω1, M := max{1, 3C}, and
δ = π/2 + ε, and that −Ap is the generator of an analytic semigroup, e−Apt, on Lp(Ω;CN ). 
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For the case of an analytic semigroup on C0(Ω¯;C
N ) := {u ∈ C(Ω¯;CN ) : u = 0 on ∂Ω}, by
analogy with Definition 14.21 for the case N = 1, we set
(14.94) D(Ac) := {u ∈ D(A∞) : A (x,D)u ∈ C0(Ω¯;CN )},
and observe that D(Ac) is dense in C0(Ω¯;C
N ) by the Sobolev Embedding Theorem [5, Theorem
4.12].
Corollary 14.39 (Sectorial property of a second-order elliptic system and generation of an
analytic semigroup on C0(Ω¯;C
N )). Assume the hypotheses of Theorem 14.29. Then there are
constants, C > 0 and ω0 ≥ 0 and ϑ ∈ (π/2, π), such that ρ(−Ac) ⊃ ∆ϑ(ω0) and
(14.95) ‖(Ac + λ)−1‖L (C0(Ω¯;CN )) ≤
C
|λ− ω0| , ∀λ ∈ ∆ϑ(ω0).
Moreover, Ac is a sectorial operator on C0(Ω¯;C
N ) in the sense of Definition 12.3 and −Ac
generates an analytic semigroup, e−Act, on C0(Ω¯;CN ).
Proof. The conclusion follows from Corollary 14.38 applying to the case p =∞ and Theorem
13.4, given the additional fact that D(Ac) is dense in C0(Ω¯;C
N ). 
14.5. Existence, uniqueness, a priori Lp estimates, and analytic semigroups on
Lp(Rd;CN ) defined by elliptic partial differential systems of order m ≥ 1. In this subsec-
tion, we review the existence and uniqueness results and a priori Lp estimates, when 1 < p <∞,
for a parameter-elliptic partial differential system of orderm ≥ 1 on Rd, due to Haller-Dintelmann,
Heck, and Hieber [164], together with their consequences for resolvent estimates and analytic
semigroup generation results on Lp(Rd;CN ). The coefficients of the principal symbol of the
partial differential system are allowed to belong to L∞(Rd;CN×N ) ∩ VMO(Rd;CN×N ). Closely
related results are due to Denk, and Hieber, and Pru¨ss [106].
We consider systems of differential operators of the form,
(14.96) A :=
∑
|α|≤m
aα(x)D
α,
where D = −i(∂x1 , . . . , ∂xd) and α = (α1, . . . , αd) is a multi-index and aα ∈ L∞(Rd;CN×N ).
Definition 14.40 (Parameter-elliptic partial differential operator). [164, p. 720], [180, p.
301] The differential operator A in (14.96) is (M , θ) parameter-elliptic on Rd if there are constants
M > 0 and θ ∈ [0, π) such that the principal symbol, a˚(x, ξ) := ∑|α|=m aα(x)ξα ∈ CN×N for
ξ ∈ Rd, obeys
σ(˚a(x, ξ)) ⊂ ∆¯θ,(14.97)
‖˚a(x, ξ)−1‖ ≤ M , ∀ ξ ∈ Rd such that |ξ| = 1, and a.e. x ∈ Rd,(14.98)
where ∆θ is as in (12.1) and σ(B) denotes the spectrum of a matrix B ∈ CN×N .
For example, if the principal symbol, a˚(x, ξ), is real scalar multiple of the N × N identity
matrix for a.e. x ∈ Rd and all ξ ∈ Rd with |ξ| = 1, then σ(˚a(x, ξ)) ⊂ (κ,K ), for some positive
constants, κ and K , and A will be parameter-elliptic with M ≤ κ−1 and θ = 0. Similarly, if
m = 2 and the principal symbol, a˚(x, ξ), is strictly elliptic in the sense of Definition 14.28 with
constant of ellipticity, κ, then A will be parameter-elliptic with M ≤ κ−1 and θ = π/2.
Given a ∈ L1loc(Rd;CN × CN ), denote [164, p. 721], for any bounded open subset G ⊂ Rd,
aG :=
1
|G|
∫
G
a(x) dx,
14. ELLIPTIC PARTIAL DIFFERENTIAL SYSTEMS AND ANALYTIC SEMIGROUPS 111
where |G| denotes the Lebesgue measure of G, and define
(14.99) ‖a‖∗ := sup
x0∈Rd,r>0
1
|Br(x0)|
∫
Br(x0)
|a(x)− aBr(x0)| dx,
where Br(x0) := {x ∈ Rd : |x − x0| < r}. One says that a function a ∈ L1loc(Rd;CN × CN )
has bounded mean oscillation (BMO), or a ∈ BMO(Rd;CN × CN ), if ‖a‖∗ < ∞. For r > 0 and
a ∈ BMO(Rd;CN ×CN ), define
(14.100) ηa(r) := sup
x0∈Rd
1
|Br(x0)|
∫
Br(x0)
|a(x)− aBr(x0)| dx.
One says that a function a ∈ BMO(Rd;CN × CN ) has vanishing mean oscillation (VMO), or
a ∈ VMO(Rd;CN × CN ), if
lim
r↓0
ηa(r) = 0.
Suppose now that a ∈ C(R¯d;CN ×CN ) with modulus of continuity ω, so
(14.101) |a(x)− a(y)| ≤ ω(|x− y|), ∀x, y ∈ Rd.
Then, for any x0 ∈ Rd,
|aBr(x0) − a(x0)| =
∣∣∣∣∣ 1|Br(x0)|
∫
Br(x0)
(a(x) − a(x0)) dx
∣∣∣∣∣ ≤ ω(r), ∀ r > 0,
and so the definition (14.100) of ηa yields
(14.102) ηa(r) ≤ ω(r), ∀ r > 0,
and clearly a ∈ VMO(Rd;CN × CN ).
We next recall the main results of Haller-Dintelmann, Heck, and Hieber [164] for the genera-
tion of an analytic semigroup on Lp(Rd;CN ) when 1 < p <∞. We include Theorem 14.41 below
for the sake of completeness, though it plays no essential role in the sequel.
Theorem 14.41 (Resolvent estimate for a parametric-elliptic operator on Lp(Rd;CN ) when
1 < p < ∞). [164, Theorem 3.1 and Remark 3.3] Let d ≥ 2 and N ≥ 1 be integers, M > 0,
p ∈ (1,∞), θ0 ∈ (0, π), and θ ∈ [0, θ0). Let A in (14.96) be an (M , π − θ0)-parameter elliptic
partial differential operator of order m ≥ 1 with aα ∈ L∞(Rd;CN×N ) ∩ VMO(Rd;CN×N ) when
|α| = m, and aα ∈ L∞(Rd;CN×N ) when |α| < m. Then there are non-negative constants, C and
λ0, such that ρ(−Ap) ⊃ ∆θ(λ0) and
(14.103) ‖(Ap + λ)−1‖L (Lp(Rd;CN )) ≤
C
|λ− λ0| , ∀λ ∈ ∆θ(λ0),
where ∆θ(λ0) ⊂ C is as in (12.1) and the realization Ap : D(Ap) ⊂ Lp(Rd;CN )→ Lp(Rd;CN ) is
defined by [164, Equation (2.2)],
D(Ap) := W
m,p(Rd;CN ) and Apu = A (x,D)u, ∀u ∈ D(Ap).
The proof of Theorem 14.41 is driven by the following a priori estimate due to Haller-
Dintelmann, Heck, and Hieber.
Theorem 14.42 (A priori estimate when 1 < p < ∞ for a homogeneous parameter-elliptic
partial differential operator). [164, Theorem 5.1 and Remark 3.3], [179, Theorem 6.6] Assume
the hypotheses of Theorem 14.41 with θ0 ∈ (0, π) and, in addition, that A is homogeneous of
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degree m. Then there are constants C > 0, λ1 ≥ 0, and η > 0 with the following significance. If
the coefficients aα obey
(14.104) max
|α|=m
‖aα‖∗ ≤ η,
then for all u ∈Wm,ploc (Rd;CN ) and λ ∈ ∆θ with |λ| > λ1,
(14.105)
∑
|α|≤m
|λ|1−|α|/m‖Dαu‖Lp(Rd) ≤ C‖(A + λ)u‖Lp(Rd).
In our application, we shall need to relax the requirements in Theorem 14.42 that a) A be
homogeneous of order m, b) that the coefficients aα obey (14.104), and c) replace the condition
λ ∈ ∆θ with |λ| > λ1 by λ ∈ ∆θ(λ3) to give the generalizations in Theorem 14.43 of the a
priori estimate (14.46) in Theorem 14.15. One can use a localization procedure (see [164, p.
735]) to obtain (14.106) without the restriction (14.104) imposed in Theorem 14.42; we provide
a simplified version of that argument under the assumption that the coefficients of the principal
symbol are uniformly continuous on Rd.
Theorem 14.43 (A priori estimate when 1 < p < ∞). Assume the hypotheses of Theorem
14.41 and, in addition, that the coefficients aα of the principal symbol of A in (14.96) for α ∈ Nd
with |α| = m belong to C(R¯d;CN×N ), with modulus of continuity ω. Then there are constants
C > 0, λ2 ≥ 0, and λ3 ≥ 0 with the following significance.
(1) If λ ∈ ∆θ and |λ| ≥ λ2, then
(14.106)
∑
|α|≤m
|λ|1−|α|/m‖Dαu‖Lp(Rd) ≤ C‖(A + λ)u‖Lp(Rd), ∀u ∈Wm,p(Rd;CN ).
(2) If λ ∈ ∆θ(λ3), then
(14.107)
∑
|α|≤m
|λ− λ3|1−|α|/m‖Dαu‖Lp(Rd) ≤ C‖(A + λ)u‖Lp(Rd), ∀u ∈Wm,p(Rd;CN ).
Proof. We divide the proof into steps corresponding to the three issues described in the
paragraph preceding the statement of Theorem 14.43.
Step 1 (Relaxing the condition that A be homogeneous of order m). For A as in (14.96),
the operator A −∑|α|<m aαDα = ∑|α|=m aαDα is homogeneous of degree m and so Theorem
14.42 yields, for all ∈ ∆θ with |λ| > λ1,∑
|α|≤m
|λ|1−|α|/m‖Dαu‖Lp(Rd) ≤ C
∥∥∥∥∥∥
A + λ− ∑
|α|<m
aαD
α
u
∥∥∥∥∥∥
Lp(Rd)
≤ C‖(A + λ)u‖Lp(Rd) +
∑
|α|<m
C‖Dαu‖Lp(Rd)
≤ C‖(A + λ)u‖Lp(Rd) +
1
2
∑
|α|<m
|λ|1−|α|/m‖Dαu‖Lp(Rd),
provided |λ|1−k/m ≥ 2C for k = 0, . . . ,m− 1. The a priori estimate (14.106), still assuming that
the coefficients aα obey (14.104) when |α| = m, now follows by choosing λ2 ≥ max{1, λ1} and
λ2 ≥ (2C)m/(m−k) for k = 0, . . . ,m− 1, where C and λ1 are as in Theorem 14.42.
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Step 2 (Relaxing the condition that the coefficients aα obey (14.104) when |α| = m). By the
definition (14.99) of ‖aα‖∗ and the inequality (14.102), we know that ‖aα‖∗ = 0 if aα is constant
on Rd, in which case the inequality (14.102) is obviously obeyed. Thus, it suffices to use a version
of the method of freezing the coefficients (see, for example, the proofs of [149, Theorem 6.2] or
[221, Lemma 1.6.2]).
We fix a cut-off function ζ ∈ C∞0 (Rd) such that ζ = 1 on the hypercube Q1 and supp ζ ⊂ Q2
and 0 ≤ ζ ≤ 1 on Rd, where we denote
Qr(x0) := {x ∈ Rd : |x− x0| < r}, for x0 ∈ Rd and r > 0,
and Qr(x0) = Qr if x0 is the origin in R
d. Furthermore, we may suppose that for each integer
m ≥ 1, there are positive constants Km such that
|Dαζ| ≤ Km, ∀α ∈ Nd with |α| = m.
Note that Qr(x0) := {x ∈ Rd : |x − x0| < r} ⊂ Br√d(x0), for any x0 ∈ Rd and r > 0. For a
positive constant r > 0 to be determined further below, we now express Rd as a union, over all
n ∈ N, of closed hypercubes, Q¯r(xn), centered at grid points, xn ∈ rZd ⊂ Rd, such that the open
hypercubes Qr(x
n1) and Qr(x
n2) are disjoint for all n1 6= n2. We define a corresponding sequence
of cut-off functions, {ζn}n∈N ⊂ C∞0 (Rd), by setting
ζn(x) := ζ((x− xn)/r), ∀x ∈ Rd.
Thus, supp ζn ⊂ Q2r(xn) and ζn = 1 on Qr(xn) and
(14.108) |Dαζn| ≤ rmKm, ∀α ∈ Nd with |α| ≤ m.
We now define the partial differential operator A(n) with constant principal symbol coefficients
aα(xn) for all α ∈ Nd when |α| = m and the same coefficients aα as those of A in (14.96) when
|α| < m. The operator A(n) is (M , π − θ0) parameter-elliptic in the sense of Definition 14.40.
The a priori estimate (14.106), under the assumption that (14.104) holds, can thus be applied
with the operator A(n), to give, for λ ∈ ∆θ and |λ| ≥ λ2 and u ∈Wm,p(Rd;CN ),
(14.109)
∑
|α|≤m
|λ|1−|α|/m‖Dα(ζnu)‖Lp(Rd) ≤ C‖(A(n) + λ)(ζnu)‖Lp(Rd).
Noting that the coefficients aα have modulus of continuity ω when |α| = m,
‖(A(n) + λ)(ζnu)‖Lp(Rd) ≤ ‖(A + λ)(ζnu)‖Lp(Rd) + ‖(A −A(n))(ζnu)‖Lp(Rd)
≤ ‖(A + λ)(ζnu)‖Lp(Rd) +
∑
|α|=m
‖(aα − aα(xn))Dα(ζnu)‖Lp(Rd)
≤ ‖(A + λ)(ζnu)‖Lp(Rd) +
∑
|α|=m
ω(r
√
d)‖Dα(ζnu)‖Lp(Rd),
and so, choosing r > 0 small enough that Cω(r
√
d) ≤ 1/2 and supposing without loss of generality
that λ2 ≥ 1 we obtain, via rearrangement, that
(14.110)
∑
|α|≤m
|λ|1−|α|/m‖Dα(ζnu)‖Lp(Rd) ≤ C‖(A + λ)(ζnu)‖Lp(Rd).
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We now estimate the left-hand side of the inequality (14.106) with
∑
|α|≤m
|λ|1−|α|/m‖Dαu‖Lp(Rd) =
∑
|α|≤m
|λ|1−|α|/m
(∑
n∈N
‖Dαu‖pLp(Qr(xn))
)1/p
≤
∑
|α|≤m
|λ|1−|α|/m
(∑
n∈N
‖Dα(ζnu)‖pLp(Qr(xn))
)1/p
=
∑
|α|≤m
(∑
n∈N
|λ|p(1−|α|/m)‖Dα(ζnu)‖pLp(Qr(xn))
)1/p
≤ C
(∑
n∈N
‖(A + λ)(ζnu)‖pLp(Rd)
)1/p
(by (14.110))
≤ C
(∑
n∈N
(
‖ζn(A + λ)u‖Lp(Rd) + ‖[A , ζn]u‖Lp(Rd)
)p)1/p
≤ C
(∑
n∈N
(
‖ζn(A + λ)u‖pLp(Rd) + ‖[A , ζn]u‖
p
Lp(Rd)
))1/p
(using (x+ y)p ≤ 2p−1(xp + yp) for all x, y ≥ 0 [5, Lemma 2.2])
≤ C
∑
n∈N
‖(A + λ)u‖pLp(Q2r(xn)) +
∑
|α|≤m−1
∑
n∈N
‖Dαu‖pLp(Q2r(xn))
1/p
(since [A , ζn] has order m− 1 and applying (14.108))
≤ C
‖(A + λ)u‖p
Lp(Rd)
+
∑
|α|≤m−1
‖Dαu‖p
Lp(Rd)
1/p .
Therefore, noting that (
∑
i y
p
i )
1/p ≤∑i yi for all yi ≥ 0 and p > 1 by [174, Inequality (1.4.1) or
Theorem 19],∑
|α|≤m
|λ|1−|α|/m‖Dαu‖Lp(Rd) ≤ C‖(A + λ)u‖Lp(Rd) + C
∑
|α|≤m−1
‖Dαu‖Lp(Rd).
Hence, for large enough λ2 (depending on C), we can use rearrangement in the preceding inequal-
ity to give (14.106) without the restriction (14.104), as desired.
Step 3 (Replacing the condition λ ∈ ∆θ with |λ| > λ2 by λ ∈ ∆θ(λ3)). Suppose λ3 obeys
λ3 ≥ λ2, where λ2 is as in Item (1), and consider λ ∈ C \ {λ3} such that | arg(λ − λ3)| < θ,
where θ is as in Theorem 14.41. We write λ−λ3 = Reiϕ with |ϕ| < θ and examine the two cases,
a) 0 ≤ |ϕ| < π/2, and b) π/2 ≤ |ϕ| < θ. We observe that
|λ− λ3| ≤ |λ|+ λ3 < 2|λ|, ∀λ ∈ C with |λ| > λ3.
If |ϕ| < π/2, then Reλ > λ3 and so
|λ| > λ3 and |λ− λ3| < 2|λ|, ∀λ ∈ ∆θ(λ3) with | arg(λ− λ3)| ∈ [0, π/2),
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and for this case, it suffices to choose λ3 = λ2. The inequality (14.106) thus gives
(14.111)
∑
|α|≤m
|λ− λ3|1−|α|/m‖Dαu‖Lp(Rd) ≤ C‖(A + λ)u‖Lp(Rd).
∀u ∈Wm,p(Rd;CN ) and λ ∈ ∆θ(λ3) with | arg(λ− λ3)| ∈ [0, π/2).
If π/2 ≤ |ϕ| < θ < π, then Reλ = λ3 + |λ− λ3| cosϕ with 0 ≤ | cosϕ| < | cos θ| < 1 and so
λ3 < |Reλ|+ |λ− λ3|| cos θ|,
which gives
|λ− λ3| ≤ |λ|+ λ3 < 2|λ|+ |λ− λ3|| cos θ|,
and therefore,
|λ− λ3| < 2
1− | cos θ| |λ|, ∀λ ∈ ∆θ(λ3) with | arg(λ− λ3)| ∈ [π/2, θ).
Consequently, we also have
λ3 < |λ|+ 2| cos θ|
1− | cos θ| |λ| =
1 + | cos θ|
1− | cos θ| |λ|, ∀λ ∈ ∆θ(λ3) with | arg(λ− λ3)| ∈ [π/2, θ).
and thus,
|λ| > 1− | cos θ|
1 + | cos θ|λ3, ∀λ ∈ ∆θ(λ3) with | arg(λ− λ3)| ∈ [π/2, θ).
Hence, if we require λ3 = λ3(λ2, θ) to be large enough that
1− | cos θ|
1 + | cos θ|λ3 ≥ λ2,
then we obtain |λ| > λ2 in this case too. Therefore, for a possibly larger constant C, the inequality
(14.106) gives
(14.112)
∑
|α|≤m
|λ− λ3|1−|α|/m‖Dαu‖Lp(Rd) ≤ C‖(A + λ)u‖Lp(Rd).
∀u ∈Wm,p(Rd;CN ) and λ ∈ ∆θ(λ3) with | arg(λ− λ3)| ∈ [π/2, θ),
and the combination of (14.111) and (14.112) yields (14.107).
This completes the proof of Theorem 14.43. 
The following result is essentially [164, Corollary 3.2 and Remark 3.3], but our hypotheses
are slightly stronger and we include a proof which is omitted in [164].
Theorem 14.44 (Sectorial property of a parameter-elliptic system and generation of an ana-
lytic semigroup on Lp(Rd;CN ) when 1 < p <∞). Assume the hypotheses of Theorem 14.41 and,
in addition, that θ0 > π/2, the coefficients aα of the principal symbol of A in (14.96) for α ∈ Nd
with |α| = m belong to C(R¯d;CN×N ), and one of the following holds:
(1) m = 2n for an integer n ≥ 1, or
(2) The coefficients aα of A in (14.96) belong to C
m
b (R
d;CN×N ) for all α ∈ Nd with |α| ≤ m.
Then ρ(−Ap) ⊃ ∆θ(λ0) and the resolvent estimate (14.103) holds for λ0, θ, and C as in Theorem
14.41, Ap is a sectorial operator on L
p(Rd;CN ) in the sense of Definition 12.3, and −Ap generates
an analytic semigroup e−Apt on Lp(Rd;CN ).
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Proof. Let us first check that the resolvent estimate (14.103) follows from Theorem 14.43,
since the details were omitted in [164]. We note that the a priori estimate (14.107) in Theorem
14.43, if we choose λ0 = λ3, gives
(14.113) |λ− λ0|‖u‖Lp(Rd) ≤ C‖(A + λ)u‖Lp(Rd), ∀u ∈ D(Ap) and λ ∈ ∆θ(λ0).
Clearly, D(Ap) = W
m,p(Rd;CN ) is dense in Lp(Rd;CN ), since D(Ap) contains C
∞
0 (R
d;CN ) and
C∞0 (R
d;CN ) is dense in Lp(Rd;CN ). The inequality (14.113) implies that Ap + λ is one-to-one
on D(Ap) for all λ ∈ ∆θ(λ0).
The a priori estimate (14.105) (thanks to Corollary 14.43) means that it is bounded below
in the sense of [2, Definition 2.1] and so has closed range by [2, Theorem 2.5].
To show that in fact Ran(Ap + λ) = L
p(Rd;CN ), we consider cases corresponding to our two
alternative hypotheses.
Case 1 (m = 2n for an integer n ≥ 1). We consider the one-parameter family of partial
differential operators,
A (t) := (1− t)(∆ + 1)m/2 + tA , t ∈ [0, 1],
where ∆ := −∑di=1 ∂xixi is the Laplace operator, κ is a positive constant, and we recall that
m = 2n, for an integer n ≥ 1, by hypothesis. Then, for a possibly larger M than in our
hypotheses, the partial differential operator A (t) is (M , θ) parameter-elliptic in the sense of
Definition 14.40 for all t ∈ [0, 1] and so the a priori estimate (14.113) holds with A replaced by
A (t). But the operator (∆+1)m/2 : Wm,p(Rd;CN )→ Lp(Rd;CN ) is onto by Theorem 14.15 and
so A : Wm,p(Rd;CN ) → Lp(Rd;CN ) is onto by the method of continuity [149, Theorem 5.3].
This concludes consideration of Case 1.
Case 2 (aα ∈ Cmb (Rd;CN×N ) for all α ∈ Nd with |α| ≤ m). The range, Ran(Ap+λ), is closed
in Lp(Rd;CN ) since Ap is closed and to show that Ap+ λ maps onto L
p(Rd;CN ) for λ ∈ ∆θ(λ0),
it suffices to show that the range, Ran(Ap + λ), is dense in L
p(Rd;CN ). For this purpose, we
adapt the proof of [316, Theorem 38.2] (in particular, see [316, pp. 109–110]). Let q ∈ (1,∞) be
the dual exponent to p, so 1/p + 1/q = 1. Suppose there is a v ∈ Wm,q(Rd;CN ) which belongs
to the L2-orthogonal complement of Ran(Ap + λ), that is, such that
(14.114) ((Ap + λ)u, v)L2(Rd) = 0, ∀u ∈ D(Ap).
Because the coefficients aα of A belong to C
m
b (R
d;CN×N ), we can integrate by parts in (14.114)
to give
(14.115) (u, (A ∗q + λ¯)v)L2(Rd) = 0, ∀u ∈ D(Ap),
whereA ∗ is the formal adjoint [7, Equation (6.2)] of A defined by (A u,w)L2(Rd) = (u,A ∗w)L2(Rd)
for all u,w ∈ C∞0 (Rd;CN ), that is,
(14.116) A ∗w =
∑
|α|≤m
Dα(a¯αw), ∀w ∈ C∞0 (Rd;CN ),
where we recall from the definition (14.96) of A that D = −i(∂x1 , . . . , ∂xd), and let A ∗q denotes its
realization with D(A ∗q ) =Wm,q(Rd;CN ). Since D(Ap) =Wm,p(Rd;CN ) is dense in Lp(Rd;CN ),
the relation (14.115) implies that v belongs to the kernel of the bounded operator A ∗ + λ¯ :
Wm,q(Rd;CN ) → Lq(Rd;CN ). But λ ∈ ∆θ(λ0) if and only if λ¯ ∈ ∆θ(λ0) and our proof that
Ap + λ : W
m,p(Rd;CN ) → Lp(Rd;CN ) is one-to-one if λ ∈ ∆θ(λ0) applies equally well to show
that A ∗q + λ¯ : Wm,q(Rd;CN ) → Lq(Rd;CN ) is one-to-one if λ¯ ∈ ∆θ(λ0) and therefore v =
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0. Consequently, the identity (14.114) implies that Ran(Ap + λ) is dense in L
p(Rd;CN ), as
desired. Thus, we again obtain that A : Wm,p(Rd;CN ) → Lp(Rd;CN ) is onto. This concludes
consideration of Case 2.
The a priori estimate (14.113) or the Open Mapping Theorem (see, for example, [387, Section
2.5]) ensures that the inverse,
(Ap + λ)
−1 : Lp(Rd;CN )→ Lp(Rd;CN ),
exists as a bounded, linear operator for all λ ∈ ∆θ(λ0), and thus
ρ(−Ap) ⊃ ∆θ(λ0),
and the resolvent estimate (14.103) now follows from the a priori estimate (14.113).
Therefore, Ap is a sectorial operator on L
p(Rd;CN ) in the sense of Definition 12.3, with
constants a = −λ0, M := max{1, C}, and δ = θ, where θ0 > π/2 and θ ∈ (π/2, θ0). Thus, −Ap
is the generator of an analytic semigroup, e−Apt, on Lp(Rd;CN ) by Theorem 13.4. 
Higher-order a priori estimates and regularity may be obtained by adapting the proofs of the
corresponding results in [149, Chapters 6 and 9] to give
Theorem 14.45 (Higher-order a priori Lp estimate for a parameter-elliptic system). Assume
the hypotheses of Theorem 14.43 and, in addition, that k ≥ 0 is an integer and that the coefficients
aα of A in (14.96) belong to C
k(R¯d;CN×N ) for all α ∈ Nd when |α| = m and W k,∞(Rd;CN×N )
when |α| < m. Then there are constants C0 > 0, λ4 ≥ 0, and λ5 ≥ 0 with the following
significance.
(1) If λ ∈ ∆θ with |λ| ≥ λ4 and u ∈W k+m,p(Rd;CN ), then
(14.117)
∑
|α|≤m
|β|≤k
|λ|1−|α|/m‖Dα+βu‖Lp(Rd) ≤ C0‖(A + λ)u‖W k,p(Rd).
(2) If λ ∈ ∆θ(λ5) and u ∈W k+m,p(Rd;CN ), then
(14.118)
∑
|α|≤m
|β|≤k
|λ− λ5|1−|α|/m‖Dα+βu‖Lp(Rd) ≤ C0‖(A + λ)u‖W k,p(Rd).
Proof. Notice that when k = 0 the a priori estimate (14.117) is given by the inequality
(14.106) in Theorem 14.43 and so without loss of generality we may assume that k ≥ 1. Suppose
β ∈ Nd with |β| ≤ k and consider u ∈W k+m,p(Rd;CN ). The inequality (14.106) yields∑
|α|≤m
|λ|1−|α|/m‖DαDβu‖Lp(Rd) ≤ C‖(A + λ)Dβu‖Lp(Rd), ∀λ ∈ ∆θ with |λ| ≥ λ2.
Observe that
(A + λ)Dβu = Dβ(A + λ)u+ [A ,Dβ]u,
where the commutator [A ,Dβ] is a partial differential operator of order m − 1 with coefficients
in L∞(Rd;CN×N ). Thus,
‖(A + λ)Dβu‖Lp(Rd) ≤ ‖Dβ(A + λ)u‖Lp(Rd) + ‖[A ,Dβ]u‖Lp(Rd)
≤ ‖(A + λ)u‖W k,p(Rd) + C
∑
|γ|≤k−1
‖Dγu‖Lp(Rd).
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Hence, for a large enough positive constant λ4 ≥ λ2, the terms ‖Dγu‖Lp(Rd) on the right-hand
side of the preceding inequality with |γ| ≤ k − 1 may be absorbed into the left-hand side of the
inequality (14.117) and this completes the proof that (14.117) holds for k ≥ 1.
The a priori estimate (14.118) follows from (14.117) just as in the proof of Theorem 14.43. 
Theorem 14.46 (Higher-order regularity for a parameter-elliptic system). Assume the hy-
potheses of Theorem 14.43 and, in addition, that k ≥ 0 is an integer and that the coefficients aα
of A in (14.96) belong to Ck(R¯d;CN×N ) for all α ∈ Nd when |α| = m and W k,∞(Rd;CN×N )
when |α| < m. Then there are constants λ4 ≥ 0 and λ5 ≥ 0 with the following significance. If
λ ∈ ∆θ with |λ| ≥ λ4 or λ ∈ ∆θ(λ5) and u ∈Wm,p(Rd;CN ) obey
(A + λ)u ∈W k,p(Rd;CN ),
then u ∈W k+m,p(Rd;CN ).
Proof. To prove first that u ∈Wm+1,p(Rd;CN ), we can adapt the finite-difference quotient
method of proof of [149, Theorems 6.17, 6.19 and 9.19], which concern the higher-order regularity
of solutions to an elliptic, linear, scalar, second-order partial differential equation on an open
subset Ω ⊂ Rd. The required technical results on finite-difference quotients are given by [149,
Lemmata 7.23 and 7.24]. The role played by the a priori interior Schauder estimate [149,
Corollary 6.3] in the proof of [149, Theorem 6.17] is replaced by that of the a priori global
Sobolev estimates in Theorem 14.43. The situation here is simpler than in the proof of [149,
Theorem 6.17] due to the absence of a domain boundary and the proof of [149, Theorem 6.17]
now carries over without significant further change to show that u ∈ Wm+1,p(Rd;CN ). The
conclusion u ∈ W k+m,p(Rd;CN ) when k ≥ 2 follows by induction on k, just as in the proof of
[149, Theorem 6.17]. 
14.6. Existence, uniqueness, a priori L∞ estimates, and analytic semigroups on
C∞(Rd;CN ) defined by elliptic partial differential systems of order m ≥ 1. In this subsec-
tion, we review the existence and uniqueness results and a priori L∞ estimates for a parameter-
elliptic partial differential system of order m ≥ 1 on Rd, due to Heck, Hieber, and Stavrakidis
[180], together with their consequences for resolvent estimates and analytic semigroup generation
results on C∞(Rd;CN ). The coefficients of the principal symbol of the partial differential system
are allowed to belong to L∞(Rd;CN×N ) ∩ VMO(Rd;CN×N ). Closely related results are due to
Denk and Dreher [105].
For the case p =∞, one defines [180, p. 301]
(14.119) D(A∞) :=
u ∈ ⋂
p≥1
Wm,ploc (R
d;CN ) : u, A u ∈ L∞(Rd;CN )
 .
Note that an asymptotic boundary condition, such as |u(x)| → ∞ as |x| → ∞, is not incorporated
by Heck, Hieber, and Stavrakidis in their definition (14.119) of D(A∞). We include Theorem
14.47 below for the sake of completeness, though it plays no role in the sequel.
Theorem 14.47 (Existence, uniqueness, and resolvent estimate for an elliptic partial differen-
tial system on Wm−1,∞(Rd;CN )). [180, Theorem 1.1] Assume the hypotheses of Theorem 14.41.
Then there are constants, C > 0 and λ0 ≥ 0, with the following significance. If f ∈ L∞(Rd;CN )
and λ ∈ ∆θ(λ0), then there is a unique u ∈ D(A∞) such that (A + λ)u = f a.e. on Rd and
(14.120) ‖(A∞ + λ)−1‖L (L∞(Rd;CN )) ≤
C
|λ| .
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The proof of Theorem 14.47 depends heavily on the following a priori estimate due to Heck,
Hieber, and Stavrakidis and which generalizes Theorem 14.27, due to Stewart, for the case N = 1
and with coefficients of the principal symbol belonging to Cb(R
d).
Theorem 14.48 (A priori estimate for a parameter-elliptic partial differential operator).
[180, Lemma 3.2] Assume the hypotheses of Theorem 14.41 and, in addition, that q > d. Then
there are constants, Kq ≥ 0 and ωq ≥ 0, with the following significance. If u ∈ Cm−1(Rd;CN ) ∩
Wm,qloc (R
d;CN ) and λ ∈ C with Reλ ≥ min{1, ωq}, then10
(14.121)
∑
|α|<m
|λ|1−|α|/m‖Dαu‖L∞(Rd) +
∑
|α|=m
|λ|d/mq sup
x0∈Rd
‖Dαu‖Lq(B(x0,|λ|−1/m)
≤ Kq|λ|d/mq sup
x0∈Rd
‖(A + λ)u‖Lq(B(x0,|λ|−1/m).
In particular, if A u ∈ L∞(Rd;CN ), then
(14.122)
∑
|α|<m
|λ|1−|α|/m‖Dαu‖L∞(Rd) +
∑
|α|=m
|λ|d/mq sup
x0∈Rd
‖Dαu‖Lq(B(x0,|λ|−1/m)
≤ Kqγ1/qd ‖(A + λ)u‖L∞(Rd),
where γd is the volume of the unit ball in R
d.
To simplify our proof of Theorem 14.49 — which we include since this is omitted [180] —
we restrict our statement to the case of partial differential operators A in (14.96) with smooth
coefficients aα. In addition, we modify the definition (14.119) of D(A∞) in order to include an
asymptotic boundary condition as |x| → ∞ for x ∈ Rd, by analogy with (14.86) in the case of a
bounded open subset, Ω ⊂ Rd,
(14.119′) D(A∞) :=
u ∈ ⋂
p≥1
Wm,ploc (R
d;CN ) : u ∈ C∞(Rd;CN ) and A u ∈ L∞(Rd;CN )
 ,
where C∞(Rd;CN ) := {u ∈ C(Rd;CN ) : |u(x)| → 0 as |x| → ∞}. By analogy with (14.94) and
[326, p. 144] (Stewart addresses the scalar case N = 1), we define
(14.123) D(Ac) := {u ∈ D(A∞) : A (x,D)u ∈ C∞(Rd;CN )}.
We then have the
Theorem 14.49 (Sectorial property of a parameter-elliptic system and generation of an ana-
lytic semigroup on C∞(Rd;CN )). Let d ≥ 2, M > 0, N ≥ 1, and θ0 ∈ (0, π). Let A in (14.96) be
an (M , π − θ0)-parameter elliptic partial differential operator of order m ≥ 1 whose coefficients
aα belong to C
∞(R¯d;CN×N ) for all α ∈ Nd with |α| ≤ m. If θ0 > π/2, then there are constants,
C > 0 and λ0 ≥ 0 and ϑ ∈ (π/2, θ0), such that ρ(−Ac) ⊃ ∆ϑ(λ0) and
(14.124) ‖(Ac + λ)−1‖L (C∞(Rd;CN )) ≤
C
|λ− λ0| , ∀λ ∈ ∆ϑ(λ0).
Moreover, Ac is a sectorial operator on C∞(Rd;CN ) in the sense of Definition 12.3 and −Ac
generates an analytic semigroup, e−Act, on C∞(Rd;CN ).
10There appears to be a typographical error in [180, Equation (9)] and the first displayed inequality in [180,
Lemma 3.2], where the term λ − A should be replaced by λ + A : compare with [180, Proposition 2.1] and the
resolvent estimate in [180, Theorem 1.1] and its derivation via [180, Equation (9)] in [180, p. 307].
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Proof. Let us first check that (14.124) follows from Theorem 14.48. Fix q > d, choose
λ0 := min{1, ωq} and θ = π/2, and observe that Theorem 14.48 implies
(14.125) |λ|‖u‖L∞(Rd) ≤ C‖(Ac + λ)u‖L∞(Rd), ∀u ∈ D(Ac) and λ ∈ C with Reλ > λ0.
Observe that D(Ac), defined by (14.119
′) and (14.123), is a dense subset of C∞(Rd;CN ), since
D(Ac) contains C
∞
0 (R
d;CN ) and C∞0 (R
d;CN ) is dense in C∞(Rd;CN ).
The inequality (14.125) implies that Ac + λ is one-to-one on D(Ac) for all λ ∈ C with
Reλ > λ0.
Note that C∞(Rd;CN ) is a Banach subspace of L∞(Rd;CN ). If {un}∞n=1 ⊂ D(Ac) is a
sequence such that {Acun}∞n=1 ⊂ C∞(Rd;CN ) converges in L∞(Rd;CN ) to u ∈ L∞(Rd;CN ) and
v ∈ C∞(Rd;CN ), respectively, as n→∞, then the a priori estimate (14.122) also implies that,
‖ul − un‖Wm−1,∞(Rd) → 0, as min{l, n} → ∞,
and, for any q > d,∑
|α|=m
sup
x0∈Rd
‖Dα(ul − un)‖Lq(B(x0,|λ|−1/m) → 0 as min{l, n} → ∞.
Consequently, the sequence {un}∞n=1 converges to a limit in D(A∞) by its definition in (14.119′),
that is, we must have u ∈ D(A∞). Moreover, we have A∞un → A∞u in Lqloc(Rd;CN ) as n→∞,
and so v = A∞u a.e. on Rd and as v ∈ C∞(Rd;CN ), then we must have u ∈ D(Ac) and v = Acu
on Rd. Thus, Ac has closed range. We now make the
Claim 14.50. If λ ∈ C with Reλ > λ0, then Ran(Ac + λ) is dense in C∞(Rd;CN )
Proof of Claim 14.50. Noting that C∞0 (R
d;CN ) is dense in C∞(Rd;CN ), choose f ∈
C∞0 (R
d;CN ). Theorem 14.44 implies that there exists a (unique) u ∈ Wm,q(Rd;CN ) such that
(A + λ)u = f a.e. on Rd. Theorem 14.46 implies that u belongs to ∩k≥0W k+m,q(Rd;CN ) and
hence u ∈ C∞(Rd;CN ) by the Sobolev Embedding Theorem [5, Theorem 4.12], noting that
Wm,q(Rd;CN ) = Wm,q0 (R
d;CN ) by [5, Corollary 3.23] and recalling that Wm,q0 (R
d;CN ) is the
completion of C∞0 (R
d;CN ) by [5, Section 3.2]. In particular, u belongs to D(A∞) in (14.119′)
and furthermore, since f ∈ C∞(Rd;CN ) (because, a fortiori , f ∈ C∞0 (Rd;CN )), we obtain that
u ∈ D(Ac) by its definition in (14.123). Hence, f ∈ Ran(Ac + λ) and the conclusion follows. 
Therefore, because Ran(Ac+λ) is closed and dense in C∞(Rd;CN ), we see that Ran(Ac+λ) =
C∞(Rd;CN ). Furthermore, D(Ac+λ) is contained in C∞(Rd;CN ) (as a dense subset) and so the
a priori estimates in Theorem 14.48 or the Open Mapping Theorem [387, Section 2.5] ensures
that the inverse,
(Ac + λ)
−1 : C∞(Rd;CN )→ C∞(Rd;CN ),
exists as a bounded, linear operator for all λ ∈ C with Reλ > λ0 and so
ρ(−Ac) ⊃ {λ ∈ C : Reλ > λ0}.
Moreover, if λ ∈ C with Reλ > λ0, then
|λ− λ0| ≤ |λ|+ λ0 < 2|λ|,
and (14.125) thus yields, after replacing 2C by C,
(14.126) ‖(Ac + λ)−1‖L∞(Rd;CN ) ≤
C
|λ− λ0| ,
∀λ ∈ C \ {λ0} with 0 ≤ | arg(λ− λ0)| < π/2.
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It remains to show that ρ(−Ac) actually contains a sector, ∆ϑ(λ0), for some ϑ ∈ (π/2, θ0) and
that (14.126) continues to hold for λ ∈ ∆ϑ(λ0).
Consider λ ∈ C\{λ0} such that | arg(λ−λ0)| < θ0. We write λ−λ0 = Reiϕ with |ϕ| < θ0 and
note that it suffices to consider the remaining case, π/2 ≤ |ϕ| < θ0. Choose any φ ∈ (−π/2, π/2),
write
Ac + λ = Ac + (λ0 +Re
iφ) +R(eiϕ − eiφ),
observe that (14.124) (for the already established case of z = λ0+Re
iφ ∈ C \ {λ0} with | arg(z−
λ0)| < π/2) yields
‖(Ac + λ0 +Reiφ)−1‖L (C∞(Rd;CN )) ≤
C
R
,
and require (just as in the proof of [291, Theorem 12.31]) that ϕ obeys
R(eiϕ − eiφ) < R
C
≤ 1/‖(Ac + λ0 +Reiφ)−1‖L (C∞(Rd;CN )),
that is, ϕ obeys11 |eiϕ − eiφ| < 1/C. Therefore,
‖(Ac + λ0 +Reiφ)− (Ac + λ)‖L (C∞(Rd;CN )) = |R(eiϕ − eiφ)|
< 1/‖(Ac + λ0 +Reiφ)−1‖L (C∞(Rd;CN )),
and so the Neumann series [2, Theorem 6.3] for (Ac + λ)
−1 converges. In particular, we may
choose ϑ ∈ (π/2, θ0) such that |eiϑ − eiφ| < 1/C when φ ∈ (0, π/2) and |e−iϑ − eiφ| < 1/C when
φ ∈ (−π/2, 0), provided |φ| is close enough to π/2. We thus find that
ρ(−Ac) ⊃ {λ ∈ C \ {λ0} : π/2 ≤ | arg(λ− λ0)| < ϑ},
and
(14.127) ‖(Ac + λ)−1‖L (C∞(Rd;CN )) ≤
C
|λ− λ0| ,
∀λ ∈ C \ {λ0} with π/2 ≤ | arg(λ− λ0)| < ϑ.
By combining (14.126) and (14.127), we see that ρ(−Ac) ⊃ ∆ϑ(λ0) and the resolvent estimate
(14.124) holds.
Observe that D(Ac) is dense in C∞(Rd;CN ) by the Sobolev Embedding Theorem [5, Theorem
4.12]. Therefore, Ac is a sectorial operator on C∞(Rd;CN ) in the sense of Definition 12.3, with
constants a = −λ0, M := max{1, C}, and δ = ϑ, and −Ac is the generator of an analytic
semigroup, e−Act, on C∞(Rd;CN ) by Theorem 13.4. 
Remark 14.51 (Sectorial property of a parameter-elliptic system and generation of an analytic
semigroup on L1(Rd;CN )). Theorems 14.48 and 14.49 do not immediately yield the analogous
results on L1(Rd;CN ) by duality, by analogy with our proof of Theorem 14.35 (where m = 2).
This is because our proof of Theorem 14.35 does not extend from bounded Ω ⋐ Ω to the case
Ω = Rd since we used the fact that Wm,2(Ω;CN ) ⊂ Wm,p(Ω;CN ), for 1 ≤ p < 2, when Ω
is bounded. However, such a consequence should follows using weighted Sobolev spaces and a
strategy in that spirit is used by Cannarsa and Vespri [68] in their proofs of existence, uniqueness,
a priori estimates, sectoriality, and generation of analytic semigroups on L1(Rd).
11There is a minor typographical error in the proof of [291, Theorem 12.31].
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14.7. Existence, uniqueness, a priori Lp estimates, and analytic semigroups de-
fined by elliptic partial differential operators of order m ≥ 1 on the Banach space
Lp(X;E) of sections of a complex vector bundle over a closed manifold. We now adapt
the results of Section 14.5 to the case of a elliptic partial differential operator of order m ≥ 1,
A :Wm,p(X;E) → Lp(X;E),
where 1 < p < ∞ and E is a C∞ complex vector bundle of rank N ≥ 1 over a closed, smooth
manifold, X, of dimension d ≥ 2, andW s,p(X;E), for s ∈ R, is the Sobolev space ofW s,p sections
of E.
We shall adopt the following definition of partial differential operator on a vector bundle and
parameter-ellipticity, by analogy with the usual definition of a pseudo-differential operator on a
vector bundle over a manifold and ellipticity [150, Section 1.3], [189, Definitions 18.1.20 and
18.1.32].
Definition 14.52 (Partial differential operator on a vector bundle over a manifold and pa-
rameter-ellipticity). Let E and F be C∞ complex vector bundles of rank N ≥ 1 over a smooth
manifold, X, of dimension d ≥ 2. A continuous linear map, A : C∞(X;E) → C∞(X;F ), is a
partial differential operator of order m ≥ 1 (with C∞ coefficients) if for every coordinate chart,
ϕ : X ⊃ U ∼= ϕ(U) ⊂ Rd, and pair of vector bundle trivializations, ς : E ↾ U ∼= U × CN and
τ : F ↾ U ∼= U × CN , the induced operator,
(14.128) ϕ∗τA ς−1ϕ∗ : C∞(ϕ(U);CN )→ C∞(ϕ(U);CN ),
is a partial differential operator of order m ≥ 1 (with C∞ coefficients) on ϕ(U) ⊂ Rd in the sense
of (14.96), with Rd replaced by the open subset, ϕ(U). We say that A is (M , θ) parameter-elliptic
if the local differential operator (14.128) is (M , θ) parameter-elliptic in the sense of Definition
14.40.
Remark 14.53 (Other concepts of elliptic operator on a vector bundle over a manifold).
By replacing the role of the local Definition 14.40 in Definition 14.52, one could define A , mu-
tatis mutandis, to be a a) elliptic pseudo-differential operator using the local Definition 14.13,
b) uniformly strongly elliptic scalar partial differential operator using the local Definition 14.14,
c) second-order, strictly elliptic partial differential operator using the local Definition 14.28 when
m = 2.
In view of our later applications, we shall assume that X is endowed with a C∞ Riemannian
metric, that E is a complex (respectively, real) Hermitian (respectively, Riemannian) vector
bundle endowed with Hermitian (respectively, orthogonal) C∞ connection (see, for example,
[210, 211, 212]), and that F = E in Definition 14.52. We denote the associated covariant
derivative by ∇ : C∞(X;E) → C∞(X;E ⊗ T ∗X) and let ∇∗ : C∞(X;E ⊗ T ∗X) → C∞(X;E)
denote the L2-adjoint of ∇ defined by the metrics on X and E via
(14.129) (∇∗ξu, v)L2(X) = (u,∇ξv)L2(X), ∀ ξ ∈ C∞(TX), u, v ∈ C∞(X;E).
The principal symbol of the connection Laplacian [227, Section 2.8],
(14.130) ∇∗∇ : C∞(X;E)→ C∞(X;E)
is expressed in terms of the Riemannian metric on X, namely g ∈ S2(T ∗X) (the space of sym-
metric two-tensors on X) by [227, Equation (2.8.4)]
(14.131) Symbol(∇∗∇) = −idE ⊗ g ∈ C∞(X; EndC(E)⊗ S2(T ∗X)).
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Thus, with respect to a local coordinate chart on X and a local trivialization of E, the principal
coefficients in (14.66) are given by
aij = g
ij idCN , 1 ≤ i, j ≤ d,
where idCN ∈ CN×N is the identity matrix, and so ∇∗∇ is elliptic in the sense of Cannarsa,
Terreni, and Vespri in Definition 14.28 and thus (M , θ) parameter-elliptic in the sense of Haller-
Dintelmann, Heck, and Hieber in Definition 14.40 with M = 1/κ and θ = 0.
Hence, we may define the Sobolev spaces, W s,p(X;E) and their norms, either via
W s,p(X;E) := (∇∗∇+ 1)−s/2Lp(X;E), s ∈ R, 1 < p <∞,
or by transferring the usual definition12 (14.36) (for 1 < p <∞) of W s,p(Rd;CN ) to W s,p(X;E)
via the patching constructions in [150, Section 1.3], [189, Section 18.1], including the case 1 ≤
p ≤ ∞ when s = k ∈ N.
The goal of this section is then to prove the following analogue of Theorems 14.29 and 14.33
(for 1 < p <∞) and Theorem 14.44.
Theorem 14.54 (Resolvent estimate and generation of an analytic semigroup on Lp(X;E)
when 1 < p < ∞). Let M > 0, and p ∈ (1,∞), and θ0 ∈ (0, π), and θ ∈ [0, θ0). Let E be a C∞
Hermitian vector bundle of complex rank N ≥ 1 with C∞ Hermitian connection over a closed,
Riemannian, C∞ manifold, X, of dimension d ≥ 2, and let A : C∞(X;E) → C∞(X;E) be an
(M , π − θ0) parameter-elliptic partial differential operator of order m ≥ 1 with C∞ coefficients,
as in Definition 14.52. Then there are constants, C > 0 and λ0 ≥ 0, such that
(14.132) ‖(Ap + λ)−1‖L (Lp(X;E)) ≤
C
|λ− λ0| , ∀λ ∈ ∆θ(λ0),
where the realization Ap : D(Ap) ⊂ Lp(X;E) → Lp(X;E) is defined by
D(Ap) :=W
m,p(X;E).
If θ0 > π/2, then −Ap generates an analytic semigroup, e−Apt, on Lp(X;E).
To prove Theorem 14.54, we shall adapt the proof of [221, Theorem 8.5.3], which employs a
standard, universal patching argument (credited by Krylov in [221, p. 172] to F. Browder) valid
for elliptic partial differential equations or systems, on domains in Euclidean space, manifolds, or
vector bundles over manifolds. Given an elliptic scalar second-order differential operator, A , and
real λ ≥ λ, for a large enough constant λ0 ≥ 0, Krylov uses this patching argument to establish
unique solvability of (A + λ)u = f for u ∈ W 2,p(Ω) ∩W 1,p0 (Ω) on a domain Ω ⊂ Rd with C2
boundary ∂Ω, given unique solvability and a priori estimates when Ω = Rd or Ω = Rd−1 × R+
(see [221, Theorem 8.5.3]), together with general a priori estimates for u (see [221, Theorem
8.3.7, Lemma 8.5.2, and Theorem 8.5.6]). Krylov applies a similar patching argument to establish
unique solvability of (A + λ)u = f for u ∈ C2,α0 (Ω¯) (see [220, Theorem 6.5.3]).
Note that our sign convention for A is opposite to that of Krylov for his elliptic scalar second-
order differential operator L in [220, p. 157], so in adapting his equations and estimates in [221,
Chapter 8], we replace L by −A .
Before proceeding to the proofs of a series of auxiliary results and ultimately Theorem 14.54
itself, we begin with the preliminary setup we shall need. We fix a covering of X by coordinate
12Henceforth, we drop the distinction between Hs,p(Rd;CN ) and W s,p(Rd;CN ).
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neighborhoods, Ui ⊂ X for i = 1, . . . , n, local coordinate charts on X, and local trivializations of
E,
(14.133)
ψi : X ⊃ Ui ∼= ψi(B) ⊂ Rd,
τi : E ↾ Ui ∼= Ui × CN , for i = 1, . . . , n.
To apply the local results from Section 14.5, we must choose a C∞ partition of unity, {ζi}ni=1,
subordinate to the covering, {Ui}ni=1, and C∞ functions, {ηi}ni=1, such that (compare [221, pp.
166, 168, and 171–172]),
0 ≤ ζi, ηi ≤ 1 on X, supp ζi, ηi ⋐ Ui, ηi = 1 on supp ζi for 1 ≤ i ≤ n,(14.134a)
and
n∑
i=1
ζ2i = 1.(14.134b)
Thus, given u ∈ W k,p(X;E), for 0 ≤ k ≤ m, then ψi,∗(ηiu) := ηiu ◦ ψ−1i ∈ W k,p(Rd;E) and
τiψi,∗(ηiu) ∈ W k,p(Rd;CN ). Conversely, given w ∈ W k,p(Rd;CN ), we have ηiψ∗iw := ηiw ◦ ψi ∈
W k,p(X;CN ) and τ−1i ηiψ
∗
iw ∈W k,p(X;E).
By analogy with [221, p. 169 and p. 172], we define
Aiw := ψi,∗τiA τ−1i ψ
∗
iw, ∀w ∈Wm,p(ψi(Ui);CN ),(14.135)
R(λ,−Ai) := (Ai + λ)−1 : Lp(Rd;CN )→Wm,p(Rd;CN ), ∀λ ∈ ∆θ(λ0),(14.136)
Ri(λ,−A )v := τ−1i ψ∗i R(λ,−Ai)ψi,∗τi(ηiv), ∀ v ∈Wm,p(X;E), for i = 1, . . . , n,(14.137)
where θ ∈ (θ0, π), θ0 ∈ (π/2, π), and λ0 ≥ 0 are the constants in Theorem 14.44, for an elliptic
partial differential operator Ai on C
∞(Rd;CN ) of order m as in (14.96), for i = 1, . . . , n.
In our definition (14.136), we assume throughout this subsection that the ψi and τi in (14.133)
are defined on slightly larger coordinate neighborhoods, Vi ⋑ Ui, and that the coefficients of Ai
are smoothly extended from ψi(Ui) to R
d, by patching over ψ(Vi \Ui), so that the following holds.
Lemma 14.55. For i = 1, . . . , n, the extended differential operator, Ai on C
∞(Rd;CN ),
obtained from (14.135) obeys the hypotheses of Theorem 14.44, with constants C ≥ 0, and
θ0 ∈ (π/2, π), and θ ∈ (θ0, π), and λ0 ≥ 0.
We now develop a series of technical results leading to the proof of Theorem 14.54, beginning
with the following analogue of [221, Lemma 8.4.1].
Lemma 14.56. Assume the hypotheses of Theorem 14.54. Let f ∈ Lp(X;E) and λ ∈ ∆θ(λ0).
If u ∈Wm,p(X;E) is a solution to
(14.138) (A + λ)u = f a.e. on X,
then u is also a solution to
(14.139) u =
∑
i
ζiRi(λ,−A )(ζif + [A , ζi]u),
where [A , ζi]u ≡ A (ζiu)− ζiA u.
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Proof. Calculating, we find that∑
i
ζiRi(λ,−A )(ζif + [A , ζi]u)
=
∑
i
ζiRi(λ,−A )(ζiA u+ [A , ζi]u+ λζiu)
=
∑
i
ζiRi(λ,−A )(A ζiu+ λζiu)
=
∑
i
ζiψ
∗
i τ
−1
i R(λ,−Ai)τiψi,∗(ηi(A u+ λ)(ζiu)) (by (14.137))
=
∑
i
ζiψ
∗
i τ
−1
i (Ai + λ)
−1τiψi,∗(A u+ λ)(ζiu) (by (14.134a) and (14.136))
=
∑
i
ζiψ
∗
i τ
−1
i (Ai + λ)
−1(Ai + λ)τiψi,∗(ζiu) (by (14.135))
=
∑
i
ζiψ
∗
i τ
−1
i τiψi,∗(ζiu) =
∑
i
ζ2i u = u (by (14.134b)),
and thus u solves (14.139). This completes the proof of Lemma 14.56. 
We have the following analogue of [221, Definition 8.4.2].
Definition 14.57 (Regularizer of A + λ on Wm,p(X;E)). Assume the setup in Theorem
14.54. The regularizer of the operator A + λ : Wm,p(X;E)→ Lp(X;E) is given by
(14.140) R(λ,−A )f :=
∑
i
ζiRi(λ,−A )ζif, ∀ f ∈ Lp(X;E).
Clearly, the regularizer R(λ,−A ) of A + λ is obtained by omitting the commutator term
on the right-hand side of (14.139) and should be viewed as an approximation to the inverse,
R(λ,−A ) = (A + λ)−1 : Lp(X;E) → Wm,p(X;E), whose existence need to establish, for λ in
a suitable sector in C. By contrast with Lemma 14.56, the proof of the following converse and
analogue of [221, Lemma 8.5.1] is more involved.
Lemma 14.58. Assume the hypotheses of Theorem 14.54. Then there is a constant λ1 ≥ λ0
with the following significance. If f ∈ Lp(X;E) and λ ∈ ∆θ(λ0) and u ∈ Wm−1,p(X;E) is a
solution to (14.139), then
(1) u ∈Wm,p(X;E), and
(2) If |λ| ≥ λ1, then u is also a solution to (14.138).
Proof. By hypothesis we have f ∈ Lp(X;E) and because the commutators, [A , ζi], are
differential operators of order m − 1, we also have [A , ζi]u ∈ Lp(X;E) for i = 1, . . . , n. By the
definition of Ri(λ,−A ) through (14.136) and (14.137), we must have (compare [221, Exercise
8.3.9]) ∑
i
ζiRi(λ,−A )(ζif + [A , ζi]u) ∈Wm,p(X;E),
and because u solves (14.139), we see that u ∈Wm,p(X;E).
Next, denote g := (A +λ)u ∈ Lp(X;E). Lemma 14.56 implies that the equality (14.139) holds
with g in place of f , and to finish the proof, we need only show that if |λ| ≥ λ1, for λ1 sufficiently
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large, then g = f . This is equivalent to showing that if h ∈ Lp(X;E) and R(λ,−A )h = 0 a.e.
on X, then h = 0 a.e. on X. Indeed, because∑
i
ζiRi(λ,−A )(ζif + [A , ζi]u) = u =
∑
i
ζiRi(λ,−A )(ζig + [A , ζi]u),
the Definition 14.57 of R(λ,−A ) implies that R(λ,−A )f = R(λ,−A )g. Observe that (compare
[221, Exercise 8.3.9])
(A + λ)Ri(λ,−A )(ζih) = (A + λ)τ−1i ψ∗i R(λ,−Ai)ψi,∗τi(ηiζih) (by (14.137))
= τ−1i ψ
∗
i (Ai + λ)R(λ,−Ai)ψi,∗τi(ηiζih) (by (14.135))
= ηiζih (by Definition 12.1 of a resolvent)
and so, because ηi = 1 on supp ζi by (14.134a),
(14.141) (A + λ)Ri(λ,−A )(ζih) = ζih, ∀h ∈ Lp(X;E).
Therefore, since R(λ,−A )h = 0 a.e. on X, we discover that
0 = (A + λ)R(λ,−A )h =
n∑
i=1
(A + λ)ζiRi(λ,−A )(ζih) (by (14.140))
=
n∑
i=1
ζi(A + λ)Ri(λ,−A )(ζih) +
n∑
i=1
[A , ζi]Ri(λ,−A )(ζih)
=
n∑
i=1
ζ2i h+
n∑
i=1
[A , ζi]Ri(λ,−A )(ζih) (by (14.141))
= h−Tλh,
recalling that
∑n
i=1 ζ
2
i = 1 on X by (14.134a) and where we have defined
Tλh := −
n∑
i=1
[A , ζi]Ri(λ,−A )(ζih).
To finish the proof it suffices to show that for all λ ∈ ∆θ with |λ| > λ1 and λ1 sufficiently large,
Tλ is a contraction operator on L
p(X;E). We calculate that
‖Tλh‖Lp(X) ≤
n∑
i=1
‖[A , ζi]Ri(λ,−A )(ζih)‖Lp(X)
≤ C‖Ri(λ,−A )(ζih)‖Wm−1,p(X) (because [A , ζi] has order m− 1)
=
n∑
i=1
C‖τ−1i ψ∗i R(λ,−Ai)ψi,∗τi(ηiζih)‖Wm−1,p(X) (by (14.137))
≤
n∑
i=1
∑
|α|≤m−1
C‖DαR(λ,−Ai)ψi,∗τi(ζih)‖Lp(Rd) (by (14.134a))
≤
n∑
i=1
C
(
m−1∑
k=0
|λ|k/m−1
)
‖ψi,∗τi(ζih)‖Lp(Rd) (by Theorem 14.43 and Lemma 14.55)
≤ C
(
m−1∑
k=0
|λ|k/m−1
)
‖h‖Lp(X).
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Since the constant C is independent of λ, we may choose λ1 > 0 large enough that
C
m−1∑
k=0
λ
k/m−1
1 ≤
1
2
,
and thus, for any λ ∈ ∆θ obeying |λ| > λ1, the same inequality holds with λ1 replaced by |λ|.
In particular, this yields ‖Tλh‖Lp(X) ≤ (1/2)‖h‖Lp(X) for |λ| > λ1 and completes the proof of
Lemma 14.58. 
We proceed to establish the following analogue of [221, Lemma 8.5.2].
Lemma 14.59. Assume the hypotheses of Theorem 14.54. Then there are constants, C > 0
and λ2 ≥ 0, with the following significance. If f ∈ Lp(X;E) and λ ∈ ∆θ(λ0) with |λ| ≥ λ2, then
there is a unique solution u ∈Wm−1,p(X;E) to (14.139) and
(14.142)
m−1∑
k=0
|λ|1−k/m‖∇ku‖Lp(X) ≤ C‖f‖Lp(X).
Proof. We use the contraction mapping principle in Wm−1,p(X;E). Accordingly, to prove
Lemma 14.59, it suffices to show that, for sufficiently large λ2, and all f ∈ Lp(X;E) and v ∈
Wm−1,p(X;E) and λ ∈ ∆θ(λ2) and (compare (14.139))
(14.143) u :=
∑
i
ζiRi(λ,−A )(ζif + [A , ζi]v),
we have u ∈Wm−1,p(X;E) and
(14.144)
m−1∑
k=0
|λ|1−k/m‖∇ku‖Lp(X) ≤ C
(‖f‖Lp(X) + ‖v‖Wm−1,p(X)) .
We know from the proof of Lemma 14.58 that u ∈Wm−1,p(X;E). Next, notice that
m−1∑
k=0
|λ|1−k/m‖∇ku‖Lp(X)
≤
m−1∑
k=0
|λ|1−k/m
∑
i
(
‖∇kζiRi(λ,−A )(ζif)‖Lp(X) + ‖∇kζiRi(λ,−A )[A , ζi]v‖Lp(X)
)
(by (14.143))
≤
∑
|α|≤m−1
|λ|1−|α|/m
∑
i
(
‖DαR(λ,−Ai)ψi,∗τi(ζif)‖Lp(Rd) + ‖DαR(λ,−Ai)ψi,∗τi[A , ζi]v‖Lp(Rd)
)
(by (14.137) and (14.134a) and assuming |λ| ≥ 1)
≤
∑
i
C
(
‖ψi,∗τi(ζif)‖Lp(Rd) + ‖ψi,∗τi[A , ζi]v‖Lp(Rd)
)
(by Theorem 14.43 with |λ| > λ1 and Lemma 14.55)
≤ C (‖f‖Lp(X) + ‖v‖Wm−1,p(X)) (since [A , ζi] has order m− 1).
Therefore, (14.142) holds. Given v ∈ Wm−1,p(X;E), define u := Tλv ∈ Wm−1,p(X;E) by the
right-hand side of (14.143) and observe that, for v1, v2 ∈ Wm−1,p(X;E), the estimate (14.142)
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yields
m−1∑
k=0
|λ|1−k/m‖∇k(Tλv1 −Tλv2)‖Lp(X) ≤ C‖v1 − v2‖Wm−1,p(X),
and thus, choosing λ2 ≥ max{1, λ1} large enough that
m−1∑
k=0
λ
1−k/m
2 ≤
1
2
,
we obtain, for λ ∈ ∆θ(λ0) with |λ| > λ2,
‖Tλv1 −Tλv2‖Wm−1,p(X) ≤ ‖v1 − v2‖Wm−1,p(X),
and this completes the proof of Lemma 14.59. 
Lemmata 14.58 and 14.59 thus give the following analogue of [221, Theorem 8.5.3].
Theorem 14.60. Assume the hypotheses of Theorem 14.54. Then there are constants, C > 0
and λ3 ≥ 0, with the following significance. If f ∈ Lp(X;E) and λ ∈ ∆θ(λ0) with |λ| ≥ λ3, then
there is a unique solution, u ∈Wm,p(X;E), to (A + λ)u = f a.e. on X and
(14.145)
m∑
k=0
|λ|1−k/m‖∇ku‖Lp(X) ≤ C‖f‖Lp(X).
Proof. Choose λ3 := max{λ1, λ2}, where λ1 and λ2 are the constants in Lemmata 14.58
and 14.59, respectively. Then Lemma 14.59 provides a unique solution, u ∈ Wm−1,p(X;E),
to (14.139) and Lemma 14.58 ensures that this u actually belongs to Wm,p(X;E) and solves
(14.138).
The bounds on the terms |λ|1−k/m‖∇ku‖Lp(X) in (14.145), for 0 ≤ k ≤ m − 1, are given by
Lemma 14.59. To estimate the term ‖∇mu‖Lp(X), we again proceed as in the proof of Lemma
14.59 to give
‖∇mu‖Lp(X) ≤
∑
i
(‖∇mζiRi(λ,−A )(ζif)‖Lp(X) + ‖∇mζiRi(λ,−A )[A , ζi]u‖Lp(X))
≤
∑
i
(
‖R(λ,−Ai)ψi,∗τi(ζif)‖Wm,p(Rd) + ‖R(λ,−Ai)ψi,∗τi[A , ζi]u‖Wm,p(Rd)
)
≤
∑
i
C
(
‖ψi,∗τi(ζif)‖Lp(Rd) + ‖ψi,∗τi[A , ζi]u‖Lp(Rd)
)
(by Theorem 14.43 with |λ| > max{1, λ1} and Lemma 14.55)
≤ C (‖f‖Lp(X) + ‖u‖Wm−1,p(X)) (since [A , ζi] has order m− 1)
≤ C‖f‖Lp(X) +
1
2
m−1∑
k=0
|λ|1−k/m‖∇ku‖Lp(X),
where the last inequality follows if |λ| ≥ λ3 and we choose λ3 large enough that 2C ≤ λ1−k/m3 for
0 ≤ k ≤ m− 1. Rearrangement yields (14.145) and completes the proof of Theorem 14.60. 
Finally, we can apply Theorem 14.60 to complete the
14. ELLIPTIC PARTIAL DIFFERENTIAL SYSTEMS AND ANALYTIC SEMIGROUPS 129
Proof of Theorem 14.54. It remains only to establish the resolvent estimate. From the
inequality (14.145) with f = (A + λ)u, we obtain
|λ|‖u‖Lp(X) ≤ C‖(A + λ)u‖Lp(X),
and, just as in the proof of the a priori estimate (14.107) in Theorem 14.43, this gives (14.132)
by increasing λ0 if necessary.
Observe that D(Ap) = W
m,p(X;E) is dense in Lp(X;E). Consequently, if θ > π/2, then
Ap is a sectorial operator on L
p(X;E), with constants a = −λ0, M := max{1, C}, and δ = θ
in Definition 12.3, and the generator of an analytic semigroup, e−Apt, on Lp(X;E) by Theorem
13.4. 
Remark 14.61 (Alternative proofs of Theorems 14.60 and 14.54 when m = 2). When m = 2
and A is a second-order, strictly elliptic partial differential operator on W 2,p(X;E) with C∞
coefficients, generalizing the local definition on Ω j Rd for such an operator in Definition 14.28,
then Theorem 14.60 could also be deduced by a) replacing the role of Theorem 14.43 with that
of Theorem 14.29 when 2 ≤ p < ∞ and Theorem 14.33 when 1 < p < 2, b) replacing the role of
Theorem 14.44 by that of Corollary 14.38 (restricted to 1 < p <∞).
14.8. Existence, uniqueness, a priori L∞ and L1 estimates, and analytic semi-
groups on C(X;E) and L1(X;E) defined by elliptic partial differential operators of
order m ≥ 1 on a complex vector bundle over a closed manifold. Given a complex (or
real) C∞ vector bundle E of rank N ≥ 1 over a closed, Riemannian, smooth manifold, X, of
dimension d ≥ 2, we next proceed to adapt the results of Sections 14.4 and 14.6 to the case of
realizations of a parameter-elliptic partial differential operator A of order m ≥ 1, as in Definition
14.52, acting on sections of E over X,
A∞ : D(A∞) ⊂ L∞(X;E)→ L∞(X;E),
Ac : D(Ac) ⊂ C(X;E)→ C(X;E),
A1 : D(A1) ⊂ L1(X;E)→ L1(X;E),
where we define, by analogy with (14.54), (14.57), and (14.60), respectively,
D(A∞) :=
u ∈ ⋂
p>d
Wm,p(X;E) : u,A (x,D)u ∈ L∞(X;E)
 ,(14.146)
D(Ac) := {u ∈ D(A∞) : A u ∈ C(X;E)},(14.147)
D(A1) ⊂Wm−1,1(X;E), where A1 is the smallest closed extension of
A : C∞(X;E) ⊂ L1(X;E)→ L1(X;E).(14.148)
We recall from Remark 14.36 that the partial differential operator A : C∞(X;E) ⊂ L1(X;E)→
L1(X;E) is indeed closable in L1(X;E). We then have the following vector bundle and manifold
version of Theorem 14.48.
Theorem 14.62 (A priori estimate for a parameter-elliptic partial differential operator on
Wm−1,∞(X;E)). Assume the hypotheses of Theorem 14.54 and, in addition, that q > d. Then
there are constants, Cq > 0 and ωq ≥ 0, with the following significance. If u ∈ Cm−1(X;E) ∩
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Wm,q(X;E) and λ ∈ C with Reλ ≥ min{1, ωq}, then
(14.149)
m−1∑
k=0
|λ|1−k/m‖∇ku‖L∞(X) + |λ|d/mq sup
x0∈X
‖∇mu‖Lq(B(x0,|λ|−1/m)
≤ Cq|λ|d/mq sup
x0∈X
‖(A + λ)u‖Lq(B(x0,|λ|−1/m).
In particular, if A u ∈ L∞(X;E), then
(14.150)
m−1∑
k=0
|λ|1−k/m‖∇ku‖L∞(X) + |λ|d/mq sup
x0∈X
‖∇mu‖Lq(B(x0,|λ|−1/m)
≤ Cq‖(A + λ)u‖L∞(X).
Proof. The global a priori estimates (14.149) and (14.150) on X follow from their analogues
(14.121) and (14.122) on Rd in Theorem 14.48 by the method of proof of the a priori estimate
(14.142) in Lemma 14.59 or the a priori estimate (14.145) in Theorem 14.60, mutatis mutandis,
except that the role played by Theorem 14.43 (1) is replaced by that of Theorem 14.48. 
We next have the following L∞ version of Theorem 14.60.
Theorem 14.63 (Existence and uniqueness for an elliptic system on D(A∞) ⊂ L∞(X;E)).
Assume the hypotheses of Theorem 14.54. Then there are constants, Kq > 0 and ωq ≥ 0, with the
following significance. If f ∈ L∞(X;E) and λ ∈ ∆θ(λ0) with Reλ ≥ min{1, ωq}, then there is a
unique solution, u ∈Wm,∞(X;E), to (A + λ)u = f a.e. on X and u obeys the a priori estimate
(14.150).
Proof. The proof follows the same pattern as that of Theorem 14.60, mutatis mutandis,
with the following observations:
(1) Lemma 14.55 continues to hold with p = ∞, with the role of Theorem 14.43 in its
hypothesis replaced by that of Theorem 14.48;
(2) Lemma 14.56 continues to hold with p =∞;
(3) The Definition 14.57 of the regularizer is valid with p =∞;
(4) Lemma 14.58 and Lemma 14.59 continue to hold with p = ∞, where the role in their
proofs played by Theorem 14.43 (1) is replaced by that of Theorem 14.48;
This completes the proof. 
Remark 14.64 (Alternative proof of Theorem 14.63 when m = 2). When m = 2 and A is
a second-order, strictly elliptic partial differential operator on W 2,p(X;E) with C∞ coefficients,
generalizing the local definition on Ω j Rd for such an operator in Definition 14.28, then Theorem
14.63 could also be deduced by replacing the roles of the a priori estimates in Theorem 14.43 by
those of Theorem 14.30 and Remark 14.31.
We obtain the following L∞ version of Theorem 14.54 and vector bundle and manifold ana-
logue of Theorem 14.49.
Theorem 14.65 (Sectorial property of a parameter-elliptic operator and generation of an
analytic semigroup on C(X;E)). Assume the hypotheses of Theorem 14.54. If θ0 > π/2, then
there are constants, C > 0 and λ0 ≥ 0 and ϑ ∈ (π/2, θ0), such that ρ(−Ac) ⊃ ∆ϑ(λ0) and
(14.151) ‖(Ac + λ)−1‖L (C(X;E)) ≤
C
|λ− λ0| , ∀λ ∈ ∆ϑ(λ0).
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Moreover, Ac is a sectorial operator on C(X;E) in the sense of Definition 12.3 and −Ac generates
an analytic semigroup, e−Act, on C(X;E).
Proof. The proof follows the same pattern as that of Theorem 14.49, mutatis mutandis,
with the following observations:
(1) The role of the a priori estimate (14.122) in Theorem 14.48 is replaced by that of the a
priori estimate (14.150) in Theorem 14.62;
(2) The role of Theorem 14.44 is replaced by that of Theorem 14.54.
Note finally that D(Ac) is dense in C(X;E) since D(Ac) contains C
∞(X;E) and C∞(X;E) is
dense in C∞(X;E). This completes the proof. 
The proof of Lemma 14.23 extends without change to give13
Lemma 14.66 (Reverse Ho¨lder inequality for p = 1). Let E be a complex Hermitian (or
real Riemannian) C∞ vector bundle over a C∞, orientable, Riemannian manifold, X. If u ∈
L1(X;E), then
(14.152) ‖u‖L1(X) = sup
ϕ∈C∞(X;E)
‖ϕ‖L∞(X)≤1
(u, ϕ)L2(X).
We have the following analogue of Theorem 14.35 for parameter-elliptic partial differential
operators of order m ≥ 1 acting on sections of a Hermitian smooth vector bundle with Hermitian
connection over a closed, Riemannian, smooth manifold .
Theorem 14.67 (Existence, uniqueness, and a priori L1 estimate and domain for a param-
eter-elliptic partial differential operator). Assume the hypotheses of Theorem 14.54. Then the
operator,
A : Cm(X;E) ⊂ L1(X;E)→ L1(X;E),
is closable and, if A1 denotes the smallest closed extension, one has
(14.153) D(A1) ⊂ {u ∈ L1(X;E) : A u ∈ L1(X;E)}.
Moreover, there are constants C > 0 and ω1 ≥ 0 with the following significance. If λ ∈ C obeys
Reλ > ω1 and u ∈ D(A1), then
(14.154)
m−1∑
k=0
|λ|1−k/m‖∇ku‖L1(X) ≤ C‖(A1 + λ)u‖L1(X).
Finally, for all λ ∈ C with Reλ > ω1 and f ∈ L1(X;E), there exists a unique solution u ∈ D(A1)
to
(14.155) (A + λ)u = f a.e. on X.
Proof. The proof by duality follows the same pattern as that of Theorem 14.33 (when
1 < p < 2) and especially Theorem 14.35 (when p = 1), mutatis mutandis, with the following
changes:
(1) The role of Theorem 14.29 (providing existence of solutions when f ∈ L2(Ω;CN )) is
replaced by that of Theorem 14.60 (providing existence of solutions when f ∈ L2(X;E));
13The result may also be extracted as a special case of Lemma 14.66, whose proof we do include.
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(2) The role of Theorem 14.30 (providing a W 1,∞(Ω;CN ) a priori estimate (14.72) for a
solution u in terms of f = (A + λ)u ∈ L∞(Ω;CN )) is replaced by that of Theorem
14.62 (providing a Wm−1,∞(X;E) a priori estimate (14.150) for a solution u in terms
of f = (A + λ)u ∈ L∞(X;E));
(3) The role of Lemma 14.34 (the reverse Holder inequality (14.79) for u ∈ L1(Ω;CN )) is
replaced by that of Lemma 14.66 (the reverse Holder inequality 14.152 for u ∈ L1(X;E)).
This completes the proof. 
In particular, we obtain the
Corollary 14.68 (Resolvent estimate for a parameter-elliptic partial differential operator,
sectorial property, and generation of an analytic semigroup on L1(X;E)). Assume the hypotheses
of Theorem 14.67. Then there are constants, C > 0 and λ0 ≥ 0 and ϑ ∈ (π/2, π), such that
ρ(−A1) ⊃ ∆ϑ(λ0) and
(14.156) ‖(A1 + λ)−1‖L (L1(X;E)) ≤
C
|λ− λ0| , ∀λ ∈ ∆ϑ(λ0).
Moreover, A1 is a sectorial operator on L
1(X;E) in the sense of Definition 12.3 and −A1 gen-
erates an analytic semigroup, e−A1t, on L1(X;E).
Proof. The proof follows the same pattern as that of Corollary 14.38 (restricted to p = 1),
mutatis mutandis, with the role of Theorem 14.35 replaced by that of Theorem 14.67. This
completes the proof. 
14.9. A priori interior L2 and Lp estimates for a solution to the linear heat equa-
tion. Throughout this monograph, when we need to localize an a priori global estimate, we shall
almost always do this with the aid of an explicit (and often carefully chosen) cut-off function and
then estimate the resulting commutator terms over the support of the gradient of the cut-off
function. However, it can still be useful to have at hand a genuine a priori interior estimate
in the customary sense (for example, of Gilbarg and Trudinger [149] or Krylov [220, 221]). In
this section, we point out that one can easily adapt, to the case of elliptic or parabolic systems
over closed Riemannian manifolds, an elegant construction described by Krylov [220, 221] for
deriving an a priori interior estimate from a global estimate for a solution to a scalar elliptic or
parabolic partial differential equation on an open subset of Rd. The method described by Krylov
cleverly uses an infinite sequence of cut-off functions and is arguably simpler than the weighted
function space approach described by Gilbarg and Trudinger [149, Section 6.1].
Let X be a C∞ closed manifold. By analogy with [221, page 60], given a time t0 ∈ R and a
point x0 ∈ X, we define the ‘parabolic cylinder’,
Qr(t0, x0) := (t0, t0 + r
2)×Br(x0) ⊂ R×X.
The following a priori L2 interior estimate is an analogue of [221, Lemma 2.4.4] for the scalar
parabolic equation [221, Equation (2.3.1)] on open subsets of Rd+1. The interior estimate in
[221, Lemma 2.4.4] follows from the corresponding global estimates in [221, Theorems 2.3.1,
2.3.2, or Corollary 2.3.3] for a solution over (−∞, T )× Rd, where T ∈ (−∞,∞].
Lemma 14.69. Let X be a C∞ closed manifold of dimension d ≥ 2 with Riemannian metric
g, and E a complex Hermitian (real Riemannian) vector bundle over X, and A a C∞ Hermitian
(Riemannian) connection on E. Then there exists a positive constant, C, with the following
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significance. If (t0, x0) ∈ R×X and 0 < r < R <∞ and µ ≥ 0 and u ∈ C∞(X;E), then
(14.157) µ‖u‖L2(Qr(t0,x0)) + ‖∇Au‖L2(Qr(t0,x0)) + ‖∇2Au‖L2(Qr(t0,x0)) + ‖∂tu‖L2(Qr(t0,x0))
≤ C (‖(LA + µ)u‖L2(QR(t0,x0)) + (1 + (R − r)−2) ‖u‖L2(QR(t0,x0))) ,
where LA = ∂t +∇∗A∇A.
The following a priori Lp interior estimate is an analogue of [221, Theorem 5.2.5] for the
scalar parabolic equation [221, Equation (5.2.1)] on open subsets of Rd+1 and is derived from the
corresponding global a priori estimate in [221, Theorem 4.3.8].
Theorem 14.70. Let k ≥ 0 be an integer, p ∈ (1,∞), and r,R ∈ (0,∞) with r < R, and X be
a C∞ closed manifold of dimension d ≥ 2 with Riemannian metric g, and E a complex Hermitian
(real Riemannian) vector bundle over X, and A a C∞ Hermitian (Riemannian) connection on
E. Then there exists a positive constant, C, with the following significance. If (t0, x0) ∈ R ×X
and µ ≥ 0 and u ∈ C∞(X;E), then,
(14.158)
k∑
j=0
(
µ‖∇jAu‖Lp(Qr(t0,x0)) + ‖∇j+1A u‖Lp(Qr(t0,x0))
+ ‖∇j+2A u‖Lp(Qr(t0,x0)) + ‖∇jA∂tu‖Lp(Qr(t0,x0))
)
≤ C
 k∑
j=0
‖∇jA(LA + µ)u‖Lp(QR(t0,x0)) + ‖u‖Lp(QR(t0,x0))
 ,
where LA = ∂t +∇∗A∇A.
Remark 14.71 (On the derivation of a priori interior Schauder estimates in Ho¨lder spaces
for a solution to the linear heat equation). One could also easily adapt the method described by
Krylov for deducing an interior a priori estimate from a global estimate over Rd in the elliptic
case [220, Theorem 7.1.1] or (−∞, T ) × Rd in the parabolic case [220, Theorems 8.11.1 and
8.12.1].
15. Elliptic partial differential systems and analytic semigroups on
critical-exponent Sobolev spaces
In Section 14, we established that a parameter-elliptic partial differential operator, A , of
order m ≥ 1 — acting on sections of a complex vector bundle, E, of rank N over a closed,
Riemannian, smooth manifold, X, of dimension d ≥ 2 — had realizations Ap, Ac, and A1 as
sectorial operators on Lp(X;E) (for 1 < p < ∞), C(X;E), and L1(X;E), respectively, and
hence that −Ap, −Ac, and −A1 are generators of analytic semigroups on Lp(X;E), C(X;E),
and L1(X;E), respectively.
In this section, in order to obtain the optimal results later in our monograph we wish to
extend that analysis further and show, when d = 4, that the realization, A♯, of the parameter-
elliptic partial differential operator A on a certain Banach space — defined first by Taubes and
explored further by the author in [133] — is also a sectorial operator and hence the generator of
analytic semigroup on that Banach space. Thus, in Section 15.1 we recall the definition of these
Banach spaces and some fundamental a priori estimates from [133, Sections 4 and 5], while in
Section 15.2 we show that the proof of Corollary 14.68 readily extends to give the desired sectorial
operator property of A♯.
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15.1. Critical exponent elliptic Sobolev spaces and a priori estimates. We now
describe the basic properties of the critical-exponent norms and corresponding Banach spaces
introduced by Taubes in [341, 343, 344, 346, 348]. In particular, we give the basic embedding,
multiplication, and composition lemmata which we can expect from our experience with the
analogous results for standard Sobolev spaces. We shall make frequent use of the pointwise Kato
Inequality (26.18), that is, |d|v|| ≤ |∇Av| for v ∈ Ω0(E), so that the norms of the embedding and
multiplication maps depend at most on the Riemannian manifold (X, g). Moreover, for simplicity,
we confine our attention to the case of closed four-manifolds: there are obvious analogues of the
Sobolev lemmata described here for any d-manifold, with d > 2. Similarly, extensions are possible
to the case of complete manifolds bounded geometry (bounded curvature and injectivity radius
uniformly bounded from below)—see [5], [22] for further details for Sobolev embedding results in
those situations and for the construction of Green kernels. We refer the reader to the monograph
of Adams and Fournier [5] for a comprehensive treatment of Sobolev spaces and to that of Stein
[324] for a treatment based on potential functions.
Throughout this section, A, B denote C∞ orthogonal connections on Riemannian vector
bundles E, F over X with C∞ sections u, v, respectively. We first have the following analogues
of the L2 and L4 norms [133, Equation (4.1)],
(15.1)
‖u‖L♯(X) = sup
x∈X
‖dist−2(x, ·)|u|‖L1(X),
‖u‖L2♯(X) = sup
x∈X
‖dist−1(x, ·)|u|‖L2(X),
where dist(x, y) denotes the geodesic distance between points x and y in X defined by the metric
g; these norms have the same behavior as the L2 and L4 norms with respect to constant rescalings
of the metric g—the L♯ norm on two-forms and the L2♯ norm on one-forms are scale invariant .
Indeed, one sees this by noting that if g 7→ g˜ = λ−2g, then distg˜(x, y) = λ−1 distg(x, y) and
dVg˜ = λ
−4dVg, while for any a ∈ Ω1(E) and v ∈ Ω2(E), we have |a|g˜ = λ|a|g, and |v|g˜ = λ2|v|g.
Next, we define analogues of the L21 and L
2
2 norms
‖u‖L21,A(X) = ‖∇Au‖L2(X) + ‖u‖L2(X),
‖u‖L22,A(X) = ‖∇
2
Au‖L2(X) + ‖∇Au‖L2(X) + ‖u‖L2(X),
and set [133, Equation (4.2)]
‖u‖
L♯1,A(X)
= ‖∇Au‖L♯(X) + ‖u‖L2♯(X) + ‖u‖L♯(X),(15.2a)
‖u‖
L♯2,A(X)
= ‖∇∗A∇Au‖L♯(X) + ‖u‖L♯(X),(15.2b)
where ∇∗A = − ∗∇A∗ : Ω1(E)→ Ω0(E) is the L2-adjoint of the map ∇A : Ω0(E)→ Ω1(E).
Finally, we define analogues of the C0 ∩ L22 norm
‖u‖C0∩L22,A(X) = ‖u‖C0(X) + ‖u‖L22,A(X),
and set [133, Equation (4.3)]
‖u‖L♯,2(X) = ‖u‖L♯∩L2(X) = ‖u‖L♯(X) + ‖u‖L2(X),(15.3a)
‖u‖L2♯,4(X) = ‖u‖L2♯∩L4(X) = ‖u‖L2♯(X) + ‖u‖L4(X),(15.3b)
‖u‖
L♯,21,A(X)
= ‖u‖
L♯1,A∩L21,A(X)
= ‖u‖
L♯1,A(X)
+ ‖u‖L21,A(X),(15.3c)
‖u‖
L♯,22,A(X)
= ‖u‖
L♯2,A∩L22,A(X)
= ‖u‖
L♯2,A(X)
+ ‖u‖L22,A(X).(15.3d)
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It might have appeared, at first glance, a little more natural to continue the obvious pattern and
instead define ‖u‖
L♯2,A(X)
using ‖∇2Au‖L♯(X): as we shall below, though, the given definition is
most useful in practice. For related reasons, if u ∈ Ω1(E) = Ω0(Λ1⊗E), it is convenient to define
the norm ‖u‖
L♯1,A(X)
by [133, Equation (4.4)]
(15.4) ‖u‖
L♯1,A(X)
= ‖∇∗Au‖L♯(X) + ‖u‖L2♯(X) + ‖u‖L♯(X).
Let L♯(X) be the Banach space completion of C∞(X) with respect to the norm ‖ · ‖L♯ and
similarly define the remaining Banach spaces above.
We have the following extensions of the standard Sobolev embedding theorem [144], [280]:
their proofs are given in [133, Section 5]. See also [114], [283], [341], [343, Section 6], [344,
Equation (3.4) and Section 5], and [346, Lemma 4.7].
Lemma 15.1. [133, Lemma 4.1] The following are continuous embeddings:
(1) Lpk(E) ⊂ L♯k(E), for k = 0, 1, 2 and all p > 2;
(2) Lq(E) ⊂ L2♯(E), for all q > 4;
(3) L21(E) ⊂ L2♯(E).
In the reverse direction we have:
Lemma 15.2. [133, Lemma 4.2] The following are continuous embeddings:
(1) L♯(E) ⊂ L1(E) and L2♯(E) ⊂ L2(E);
(2) L♯2(E) ⊂ C0 ∩ L21(E);
We next consider the extension of the standard Sobolev multiplication lemma [144], [280].
While there is no continuous multiplication map L22 × L22 → L22, it is worth observing that there
is a continuous bilinear map C0∩L22(E)×C0∩L22(F )→ C0∩L22(E⊗F ) given by (u, v) 7→ u⊗ v.
Note that for u ∈ Ω0(E) and v ∈ Ω0(F ) we have [133, Equation (4.5)]
(15.5)
∇2A⊗B(u⊗ v) = (∇2Au)⊗ v + 2∇Au⊗∇Bv + u⊗∇2Bv,
∇∗A⊗B∇A⊗B(u⊗ v) = (∇∗A∇Au)⊗ v + ∗((∗∇Au) ∧∇Bv)
− ∗(∇Au ∧ ∗∇Bv) + u⊗∇∗B∇Bv.
Similarly, for u ∈ Ω0(Λ1 ⊗ E) and v ∈ Ω0(F ), we have [133, Equation (4.6)]
(15.6) ∇∗A⊗B(u⊗ v) = (∇∗Au)⊗ v + ∗(∗u ∧∇Bv)
In particular, we see that if u, v ∈ Ω0(gl(E)), then [133, Equation (4.7)]
(15.7)
∇∗A∇A(uv) = (∇∗A∇Au)v + ∗((∗∇Au) ∧ ∇Av)
− ∗(∇Au ∧ (∗∇Av)) + u(∇∗A∇Av),
an identity we will need in the next section.
Lemma 15.3. [133, Lemma 4.3] Let Ω0(E)×Ω0(F )→ Ω0(E⊗F ) be given by (u, v) 7→ u⊗ v.
Then the following hold.
(1) The map C0(E)⊗ L♯(F )→ L♯(E ⊗ F ) is continuous;
(2) The map L2♯(E)⊗ L2♯(F )→ L♯(E ⊗ F ) is continuous;
(3) The spaces L♯1(F ), L
2
1(F ), and L
♯
2(F ) are L
♯
2(E)-modules;
(4) The spaces L21(F ), L
♯,2
1 (F ), and L
♯,2
2 (F ) are L
♯,2
2 (E)-modules;
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The conclusions continue to hold for Ω1(E) in place of Ω0(E) and the norms on L♯1(Λ
1⊗E) and
L♯,21 (Λ
1 ⊗ E) defined via (15.4).
We continue the notation and assumptions of the preceding paragraphs. The estimates which
we collect here are due to Taubes and they arise, in a variety of contexts, in the proofs of [283,
Lemma 5.4], [341, Equation (2.14) and Lemmata 3.5, 3.6, and A.3], [343, Equation (3.4b) and
Lemma 6.2], [344, Lemma 5.6], and [346, Sections 4 (c), (d), and (e)].
Let G(x, y) be the kernel function for the Green’s operator (d∗d+1)−1 of the Laplace operator
d∗d+ 1 on C∞(X). The kernel G(x, y) of (d∗d+ 1)−1 behaves like dist−2(x, y) as dist(x, y)→ 0
(see [346, Lemma 4.7] and [344, Section 5]):
Lemma 15.4. [133, Lemma 5.1] The kernel G(x, y) is a positive C∞ function away from the
diagonal in X ×X and as dist(x, y)→ 0,
G(x, y) =
1
4π2 dist2(x, y)
+ o(dist−2(x, y)).
Lemma 15.4 implies that there is a constant c depending at most on g such that for all x 6= y
in X,
(15.8) c−1 dist−2(x, y) ≤ G(x, y) ≤ cdist−2(x, y).
Consequently, for all u ∈ Ω0(E), we have
(15.9) c−1‖u‖L♯(X) ≤ ‖G|u|‖C0(X) ≤ c‖u‖L♯(X).
An inequality similar to that in Lemma 15.5 below is given by [344, Equation (3.4)]; see [283,
Lemma 5.4(a)] for a related result on R3.
Lemma 15.5. [133, Lemma 5.2] For all f ∈ L21(R4), where R4 has its standard metric,
sup
x∈R4
‖dist−1(x, ·)f‖L2(R4) ≤
1
2
‖∇f‖L2(R4).
Suppose X be a closed, oriented, Riemannian four-manifold. Then there is a positive constant c
such that for all f ∈ L21(X),
sup
x∈X
‖dist−1(x, ·)f‖L2(X) ≤ c‖f‖L21(X).
The key estimates (1) and (2) in Lemma 15.6 below and the estimates (1), (2), and (3) in
Lemma 15.7 are essentially those of [343, Lemma 6.2], except that the dependence of the constant
on ‖FA‖L2 is made explicit, but the argument is the same as that in [343].
Lemma 15.6. [133, Lemma 5.3] Let X be a closed, oriented four-manifold with metric g. Then
there is a constant c with the following significance. Let E be a Riemannian vector bundle over
X and let A be an orthogonal L22 connection on E with curvature FA. Then L
♯
2(E) ⊂ C0 ∩L21(E)
and the following estimates hold:
‖∇Au‖L2♯(X) + ‖u‖C0(X) ≤ c‖∇∗A∇Au‖L♯(X) + ‖u‖L♯(X),(1)
‖∇Au‖L2♯(X) + ‖u‖C0(X) ≤ c‖∇∗A∇Au‖L♯(X) + ‖u‖L2(X),(2)
‖u‖L1(X) ≤ c‖u‖L♯(X),(3)
‖u‖L2(X) ≤ c‖u‖L2♯(X),(4)
‖∇Au‖L2(X) ≤ c‖∇Au‖L2♯(X).(5)
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Lemma 15.7. [133, Lemma 5.4] Continue the hypotheses of Lemma 15.6. Then for any
u ∈ (C0 ∩ L22)(E), we have
‖∇2Au‖L2(X) ≤ ‖∇∗A∇Au‖L2(X) + c‖FA‖1/2L2(X)‖∇Au‖L4(X)(1)
+ ‖FA‖L2(X)‖u‖C0(X),
‖∇Au‖L4(X) ≤ ‖u‖1/2C0(X)
(‖∇∗A∇Au‖L2(X) + 2‖∇2Au‖L2(X))1/2 ,(2)
‖∇2Au‖L2(X) ≤ 2‖∇∗A∇Au‖L2(X) + c‖FA‖L2(X)‖u‖C0(X).(3)
Lemma 15.8. [133, Lemma 5.5] Continue the hypotheses of Lemma 15.6. Then for any
u ∈ L♯,22 (E), we have:
‖u‖L22,A(X) + ‖u‖C0(X) ≤ c(1 + ‖FA‖L2(X))
(
‖∇∗A∇Au‖L♯,2(X) + ‖u‖L2(X)
)
.
15.2. Sectorial property of an elliptic operator and generation of an analytic
semigroup on Taubes spaces. By analogy with the definition of standard Sobolev spaces [5,
Section 3.2], we make the
Definition 15.9 (Taubes domain and range spaces). Let E be a complex Hermitian (or
real Riemannian) C∞ vector bundle with C∞ Hermitian (or orthogonal) connection ∇ over a
C∞, closed, four-dimensional, orientable, Riemannian manifold, X. The Taubes domain space,
W 2,2+♯(X;E), is the completion of C∞(X;E) with respect to the norm,
(15.10) ‖u‖W 2,2+♯(X) := ‖u‖C(X) + ‖∇u‖L2(X) + ‖∇2u‖L2(X) + ‖∇∗∇u‖L♯(X).
The Taubes range space, L2,♯(X;E), is the completion of C∞(X;E) with respect to the norm,
(15.11) ‖u‖L2,♯(X) := ‖u‖L2(X) + ‖u‖L♯(X).
We know from [133] that W 2,2+♯(X;E) and L2,♯(X;E) are indeed Banach spaces. We know
also from [133, Lemmata 4.1, 5.3, and 5.4] that the norm in (15.10) has many equivalent variants
(remembering that X is compact), including
‖u‖′W 2,2+♯(X) := ‖u‖C(X) + ‖∇u‖L2,♯(X) + ‖∇2u‖L2(X) + ‖∇∗∇u‖L♯(X),(15.10′)
‖u‖′′W 2,2+♯(X) := ‖u‖L2(X) + ‖∇∗∇u‖L2,♯(X),(15.10′′)
‖u‖′′′W 2,2+♯(X) := ‖u‖L♯(X) + ‖∇∗∇u‖L2,♯(X),(15.10′′′)
We select the choice (15.10), rather than its equivalent variants, merely as a matter of convenience
for a norm defining W 2,2+♯(X;E).
Our goal in this section is prove Theorem 15.11, which establishes an a priori estimate, exis-
tence, and uniqueness for a solution u ∈W 2;♯,2(X;E) to (A + λ)u = f a.e. on X, given f ∈ and
λ ∈ C with Reλ > λ0, for some constant λ0 ≥ 0, and hence Corollary 15.12, which establishes the
sectorial property of the realization, A♯,2, of a second-order, elliptic partial differential operator,
A , with principal symbol given by the Riemannian metric on X, and hence the fact that −A♯,2
is the infinitesimal generator of an analytic semigroup on L♯,2(X;E).
Our definition (15.1) of the Banach space L♯(X;E) and of the Banach spaces L2,♯(X;E) and
W 2;2,♯(X;E) in Definition 15.9 suggest that we should model our proof on the corresponding
result, Corollary 14.68, for the Banach spaces L1(X;E) and W 2,1(X;E), respectively.
For any x ∈ X, let µx be the measure defined on Borel subsets B ⊂ X by
(15.12) µx(B) :=
∫
B
dist−2g (x, ·) d volg,
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where we recall that dist−2g (x, ·) is the weight function, defined by the Riemannian metric g on
X, appearing in the definition (15.1) of the Banach space L♯(X). (We assume throughout our
monograph, as will normally be the case in all our applications, that X is orientable but, if not,
one can simply replace the Riemannian volume form, d volg, by the Riemannian volume density
|d volg |.) The density, dist−2g (x, ·) d volg, in (15.12) is determined by a weight, dist−2g (x, ·) ∈
C∞(X \ {x}), which is only defined almost everywhere on X and, in particular, is not C1 on
X as assumed in standard expositions of the integration theory needed to define Lp spaces on
manifolds (for example, [34, Proposition 1.23], [143, Section 11.4], [188, Section 6.3]), but clearly
this does not effect the definition of the integral. We now have the following slight extension of
Lemma 14.66, where the Riemannian volume form is replaced by an arbitrary Borel measure, µ,
allowing us to include examples such as (15.12).
Lemma 15.10 (Reverse Ho¨lder inequality for p = 1). Let E be a complex Hermitian (or real
Riemannian) C∞ vector bundle over a C∞, orientable, Riemannian manifold, X, and let µ be a
Borel measure on X. If u ∈ L1(X,µ;E), then
(15.13) ‖u‖L1(X,µ) = sup
ϕ∈C∞(X;E)
‖ϕ‖L∞(X)≤1
(u, ϕ)L2(X,µ).
Proof. We directly adapt, mutatis mutandis, the proof of [285, Lemma 7.3.8] (whose state-
ment is recorded in this monograph as Lemma 14.23) but we shall include the details for the sake
of completeness and because of its importance. For every ϕ ∈ C∞(X;E) satisfying ‖ϕ‖L∞(X) ≤ 1
we have ∣∣(u, ϕ)L2(X,µ)∣∣ ≤ ‖u‖L1(X,µ)‖ϕ‖L∞(X) ≤ ‖u‖L1(X,µ),
and so the supremum on the right-hand side of (15.13) is less than or equal to ‖u‖L1(X,µ).
Since C∞(X;E) is dense in L1(X,µ;E) it suffices to prove the result for u ∈ C∞(X;E). Let
{pn}n∈N ⊂ C∞(X; EndC(E)) be a sequence with the properties that, for each n ∈ N,
pn(0) = 0 and |pn(z)| ≤ 1 ∀ z ∈ C, and
pn(z) =
z¯
|z| ∀x ∈ X and z ∈ Ex
∼= CN with |z| ≥ 1
n+ 1
,
where the ‘0’ in the expression pn(0) denotes the zero element of EndC(Ex) for any x ∈ X. Then
pn ◦ u ∈ C∞(X;E) and ‖pn ◦ u‖L∞(X) ≤ 1 for all n ∈ N. The Lebesgue Dominated Convergence
Theorem yields
lim
n→∞(u, pn ◦ u)L2(X,µ) =
∫
X
|u| dµ = ‖u‖L1(X,µ),
and hence the supremum on the right-hand side of (15.13) is greater than or equal to ‖u‖L1(X,µ).

For ease of language, we shall restrict our attention to the case of Hermitian connections on
complex Hermitian vector bundles, with the case of orthogonal connections on (real) Riemannian
vector bundles following mutatis mutandis. Recall from (14.131) that the connection Laplacian,
∇∗∇, has principal symbol −idE ⊗ g ∈ C∞(X; EndC(E)⊗ S2(T ∗X)) and clearly obeys
(15.14) σ(idE ⊗ g(x; ξ)) ⊂ (κ,K ), ∀x ∈ X and ξ ∈ (TX)x,
for some positive constants, κ and K , where σ(B) denotes the spectrum of a linear operator
B ∈ EndC(Ex). With respect to a local chart, {x1, . . . , x4}, on a coordinate neighborhood in X
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we have g =
∑4
i,j=1 g
ijdxi ⊗ dxj and ξ =∑4i=1 ξi∂/∂xi and
g(x; ξ) =
4∑
i,j=1
gij(x)ξiξj.
Therefore, ∇∗∇ is (M , θ)-parameter elliptic onX in the sense of Definition 14.52, with parameters
M ≤ κ−1 and θ = 0, and also strictly elliptic with ellipticity constant κ in the sense of Remark
14.53 because, a fortiori , it is (M , θ)-parameter elliptic with parameters M ≤ κ−1 and θ = 0.
Our proof of Theorem 15.11 with the aid of a duality argument and weighted L1-spaces has
a precedent in the work of Cannarsa and Vespri [68] in their proofs of existence, uniqueness, a
priori estimates, sectoriality, and generation of analytic semigroups on L1(Rd) — see their [68,
Remark 3.7 and Theorem 4.4].
Theorem 15.11 (Existence, uniqueness, and a priori estimate for a second-order elliptic
partial differential operator on W 2,2+♯(X;E) with scalar principal symbol). Let E be a C∞,
complex Hermitian vector bundle with Hermitian connection ∇ over a C∞, orientable, four-
dimensional manifold, X, with Riemannian metric g. Let A be a second-order partial differential
operator on C∞(X;E) with C∞ coefficients in the sense of Definition 14.52 and has principal
symbol given by the negative of the Riemannian metric, namely −idE ⊗ g ∈ C∞(X; EndC(E) ⊗
S2(T ∗X)). Then there are constants, C > 0 and λ0 ≥ 0, with the following significance. For all
λ ∈ C with Reλ > λ0 and u ∈W 2,2+♯(X;E), one has
(15.15) |λ|‖u‖L2,♯(X) + |λ|1/2‖∇u‖L2(X) + ‖u‖C(X) + ‖∇2u‖L2(X) + ‖∇∗∇u‖L♯(X)
≤ C‖(A + λ)u‖L2,♯(X).
Moreover, given f ∈ L2,♯(X;E), there is a unique solution u ∈W 2,2+♯(X;E) to
(15.16) (A + λ)u = f a.e. on X.
Proof. In establishing the a priori estimate (15.15), it suffices by continuity to assume that
u ∈ C∞(X;E). Suppose first that A = ∇∗∇ and recall that ∇∗∇ is (M , θ)-parameter elliptic
in the sense of Definition 14.40, with parameters M = κ−1 and θ = 0, for a positive constant of
ellipticity, κ, depending only on the Riemannian metric, g, on X. For any θ ∈ (0, π), Theorem
14.60 (taking p = 2) then implies that there are constants, λ0 ≥ 0 and C > 0, such that
(15.17) |λ|‖u‖L2(X) + |λ|1/2‖∇u‖L2(X) + ‖∇2u‖L2(X) ≤ C‖(∇∗∇+ λ)u‖L2(X),
∀λ ∈ ∆θ(λ0) and u ∈ C∞(X;E).
On the other hand, the a priori estimate (14.150) in Theorem 14.62 (specialized tom = 2) implies
that, for possibly larger constants, λ0 ≥ 0 and C > 0,
|λ|‖u‖C(X) ≤ C‖(∇∗∇+ λ)u‖C(X), ∀λ ∈ ∆π/2(λ0) and u ∈ C∞(X;E).
Choosing µ = µx = dist
−2
g (·, x) in the definition (15.12) (for any x ∈ X) of a Borel measure on X
and also in Lemma 15.10 yields, using duality just as in the derivation of the a priori estimate
(14.77) in the proof of Theorem 14.33,
|λ|‖u‖L1(X,µx) ≤ C‖(∇∗∇+ λ)u‖L1(X,µx), ∀λ ∈ ∆π/2(λ0) and u ∈ C∞(X;E).
Taking the supremum over all x ∈ X and applying the definition (15.1) of the norm ‖ · ‖L♯(X)
gives
(15.18) |λ|‖u‖L♯(X) ≤ C‖(∇∗∇+ λ)u‖L♯(X), ∀λ ∈ ∆π/2(λ0) and u ∈ C∞(X;E).
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Assembling what we have achieved in (15.17) (and now restricting to θ ∈ [π/2, π)) and (15.18)
produces the bound,
(15.19) |λ|‖u‖L2,♯(X) + |λ|1/2‖∇u‖L2(X) + ‖∇2u‖L2(X) ≤ C‖(∇∗∇+ λ)u‖L2,♯(X),
∀λ ∈ ∆π/2(λ0) and u ∈ C∞(X;E).
To complete the proof of the a priori estimate (15.15) for A = ∇∗∇, it remains to show that
we can include in (15.19) the terms ‖u‖C(X) and ‖∇∗∇u‖L♯(X) appearing in the left-hand side of
(15.15). But Lemma 15.6 provides the inequality,
‖u‖C(X) ≤ C
(
‖∇∗∇u‖L♯(X) + ‖u‖L♯(X)
)
, ∀u ∈ C∞(X;E),
and, for λ0 ≥ C/2, we can absorb the term ‖u‖L♯(X) in the right-hand side of the preceding in-
equality into the term |λ|‖u‖L♯(X) in the left-hand side of the a priori estimate (15.15). Similarly,
we can include ‖∇∗∇u‖L♯(X) in the left-hand side of (15.15) using the elementary inequality,
‖∇∗∇u‖L♯(X) ≤ ‖(∇∗∇+ λ)u‖L♯(X) + |λ|‖u‖L♯(X), ∀λ ∈ C and u ∈ C∞(X;E),
and applying the estimate (15.18) to bound |λ|‖u‖L♯(X) in terms of ‖(∇∗∇+λ)u‖L♯(X). Combining
the preceding two observations with the inequality (15.19) yields the a priori estimate (15.15)
when A = ∇∗∇.
Now suppose that A is as allowed more generally in the hypotheses of our theorem. The
principal symbols of ∇∗∇ and A are equal and thus
‖(∇∗∇+ λ)u‖L2,♯(X)) ≤ ‖(A + λ)u‖L2,♯(X) + C
(
‖u‖L2,♯(X) + ‖∇u‖L2,♯(X)
)
,
∀λ ∈ C and u ∈ C∞(X;E),
where C may depend on the Riemannian metric on X and the Hermitian connection and fiber
metric on E. By choosing the constant λ0 ≥ 0 sufficiently large (for example, greater than C/2),
the terms ‖u‖L2,♯(X) and ‖∇u‖L2(X) on the right-hand side of the preceding inequality maybe
absorbed into the left-hand side of the a priori estimate (15.15), noting that the latter estimate
is valid whenever λ ∈ C obeys Reλ > λ0. Finally, we observe that, for any constant ε > 0,
‖∇u‖L♯(X) ≤ C‖∇u‖L8/3(X) (by Lemma 15.1)
≤ C (ε−1‖∇u‖L2(X) + ε‖∇u‖L4(X)) (by [149, Equation (7.10)])
≤ C (ε−1‖∇u‖L2(X) + ε‖∇2u‖L2(X)) ,
where the final inequality follows from the Sobolev embeddingW 1,2(X;E) →֒ L4(X;E) [5, Theo-
rem 4.12]. To obtain the second inequality above, we use the interpolation inequality [149, Equa-
tion (7.10)] with interpolation parameter θ = 1/2 and exponents p = 2, q = 8/3, and r = 4 obey-
ing p ≤ q ≤ r and related by 1/q = θ/p+(1−θ)/r, so 1/q = 1/4+1/8 = 3/8, while µ in [149, Equa-
tion (7.10)] is given by µ = (1/p−1/q)/(1/q−1/r) = (1/2−3/8)/(3/8−1/4) = (1/8)/(1/8) = 1.
Hence, after relabeling the constant ε, we obtain the interpolation inequality,
‖∇u‖L♯(X) ≤ Cε−1‖∇u‖L2(X) + ε‖∇2u‖L2(X), ∀ ε > 0 and u ∈ C∞(X;E).
We now choose ε > 0 small enough that the term Cε‖∇2u‖L2(X) can be absorbed into the
left-hand side of the inequality (15.15). We then choose λ0 ≥ 0 large enough that the terms
C‖u‖L2,♯(X) and Cε−1‖∇u‖L2(X) can also be absorbed into the left-hand side of (15.15). This
completes the proof of the a priori estimate (15.15).
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To establish existence and uniqueness of a solution u ∈ W 2,2+♯(X;E) to (15.16), given f ∈
L2,♯(X;E), recall first that Lemma 15.1 provides an embedding Lp(X;E) →֒ L2,♯(X;E), for any
p > 2, with dense range. For f˜ ∈ Lp(X;E) and λ ∈ C with Reλ > λ0, Theorem 14.60 provides
a unique solution u˜ ∈ W 2,p(X;E) to (15.16) and because Lemma 15.1 gives an embedding
W 2,p(X;E) →֒W 2,2+♯(X;E), we see that u˜ ∈W 2,2+♯(X;E). Hence, the operator
(15.20) A + λ :W 2,2+♯(X;E)→ L2,♯(X;E),
has dense range for λ ∈ C with Reλ > λ0.
The operator A + λ in (15.20) is clearly continuous but also the a priori estimate (15.15)
means that it is bounded below in the sense of [2, Definition 2.1] and so has closed range by [2,
Theorem 2.5]. In particular, the operator (15.20) is surjective and one-to-one by [2, Lemma 2.8].
Hence, given f ∈ L2,♯(X;E), there exists a unique solution u ∈W 2,2+♯(X;E) to (15.16) and this
completes the proof of the theorem. 
Let A be as in the hypotheses of Theorem 15.11 and, by analogy with Definition 14.18, set
D(A2,♯) := W
2;2,♯(X;E),(15.21)
A2,♯u := A (x,D)u, ∀u ∈ D(A2,♯).(15.22)
We then have the
Corollary 15.12 (Sectorial property of a second-order elliptic partial differential operator
with scalar principal symbol and generation of an analytic semigroup on L2,♯(X;E)). Assume
the hypotheses of Theorem 15.11. Then there are constants, C > 0 and λ0 ≥ 0 and ϑ ∈ (π/2, π),
such that ρ(−A2,♯) ⊃ ∆ϑ(λ0) and
(15.23) ‖(A2,♯ + λ)−1‖L (L2,♯(X;E)) ≤
C
|λ− λ0| , ∀λ ∈ ∆ϑ(λ0).
Moreover, A2,♯ is a sectorial operator on L
2,♯(X;E) in the sense of Definition 12.3 and −A2,♯
generates an analytic semigroup, e−A2,♯t, on L2,♯(X;E).
Proof. The proof follows the same pattern as that of Corollary 14.38, mutatis mutandis,
with the following observations:
(1) The roles of Theorem 14.29 (or Theorems 14.33 or 14.35) are replaced by those of
Theorem 15.11;
(2) The domain D(A2,♯) = W
2;2,♯(X;E) is dense in L2,♯(X;E) since W 2;2,♯(X;E) contains
C∞(X;E) and because C∞(X;E) is dense in L2,♯(X;E).
We note that the a priori estimate (15.15) in Theorem 15.11 yields
|λ|‖u‖L2,♯(X) ≤ C‖(A + λ)u‖L2,♯(X), ∀λ ∈ ∆π/2(λ0) and u ∈W 2,2+♯(X;E).
But |λ− λ0| ≤ |λ|+ |λ0| ≤ 2|λ| for all λ ∈ C with Reλ > λ0 and thus
|λ− λ0|‖u‖L2,♯(X) ≤ 2C‖(A + λ)u‖L2,♯(X), ∀λ ∈ ∆π/2(λ0) and u ∈W 2,2+♯(X;E).
The remainder of the proof now follows just as in the proof of Corollary 14.38. 
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15.3. Well-posedness for the linear heat equation in critical-exponent elliptic
Sobolev spaces. Suppose that A is a C∞ connection on a principal G-bundle P over a C∞
closed, four-dimensional, Riemannian manifold X. One can now specialize the abstract develop-
ment by Sell and You in [316, Section 4.2] and summarized in our monograph in Section 12 by
taking
A = ∇∗A∇A + 1,(15.24a)
W = L2+♯(X; Λ1 ⊗ adP ),(15.24b)
V ≡ D(A) =W 2,2+♯(X; Λ1 ⊗ adP ).(15.24c)
According to Corollary 15.12, the operator A in (15.24a) is sectorial on W = L2+♯(X; Λ1⊗ adP )
and the generator of analytic semigroup on L2+♯(X; Λ1⊗adP ). Clearly, the operator A in (15.24a)
is also positive and hence fulfills Hypothesis 12.6 with V ≡ D(A) =W 2,2+♯(X; Λ1⊗ adP ), noting
that the domain D(A) of the smallest closed extension of (15.24a) of A is identified by the a
priori estimate (15.15) in Theorem 15.11. Consequently, depending on our choice of temporal
regularity and any additional choice of spatial regularity for f in equation (17.6) and whether
or not any additional regularity condition is imposed on the initial data a0, the conclusions of
the abstract Theorems 12.9 and 12.10 on existence, uniqueness, and regularity of solutions to the
linear heat equation (17.6) now hold for the choice of setup in (15.24).
CHAPTER 6
Existence, uniqueness, and regularity of solutions to the
Yang-Mills heat equation
16. Weak solutions to the heat equation on Sobolev spaces of sections of a vector
bundle
In this section, we wish to apply the results of Section 12.5 to the heat equation,
(16.1)
∂v
∂t
+∇∗A∇Av = h,
where A is a connection on a principle G-bundle, P , over a closed, Riemannian, smooth manifold,
X, of dimension d ≥ 2 and ∇A is the covariant derivative on an associated Riemannian vector
bundle, V = P ×ρV, defined by a representation ρ : G→ EndV for a compact Lie group, G, and
v ∈ C∞((0, T ) ×X;V ) while f ∈ C∞((0, T ) ×X;V ) is a given source function.
16.1. Existence, uniqueness, and a priori estimates for weak solutions to the heat
equation. The connection Laplace operator, ∇∗A∇A, is self-adjoint on L2(X; Λ1 ⊗ adP ) but not
positive, so we instead consider the augmented connection Laplace operator, A := ∇∗A∇A + 1,
and note that, setting v(t) =: etu(t) for t ≥ 0, Equation (16.1) for v is equivalent to the following
equation
(16.2)
∂u
∂t
+ (∇∗A∇A + 1)u = f,
for u, where f(t) := e−th(t) for t ≥ 0. We set H := L2(X;V ) and V2 := H2A(X;V ) =
D(∇∗A∇A+1), so that ‖v‖HsA(X) = ‖(∇∗A∇A+1)s/2v‖L2(X), for all v ∈ HsA(X;V ) and s ∈ R. We
obtain the following special cases of Lemma 12.11 with α = 0 and 1, respectively.
Lemma 16.1 (Properties of weak solutions in the space L2(X;V )). Let u = u(t) be a weak
solution of equation (16.2) in L2(X;V ), on the interval [0, T ), where 0 < T ≤ ∞, and
u0 ∈ L2(X;V ) and f ∈ Lploc([0, T );H−1A (X;V )), for 2 ≤ p ≤ ∞.
Then the following properties are valid:
(1) The time derivative satisfies ∂tu ∈ L2loc([0, T );H−1A (X;V )) and u satisfies
u ∈ C([0, T );L2(X;V )) ∩ C0,
1
2
loc ([0, T );H
−1
A (X;V )).
(2) u obeys Equation (16.2) a.e. on (0, T ) in the space H−1A (X;V ), and u is a mild solution
of Equation (16.2) in HβA(X;V ), for each β < (p− 2)p−1.
Lemma 16.2 (Properties of weak solutions in the space H1A(X;V )). Let u = u(t) be a weak
solution of equation (16.2) in H1A(X;V ), on the interval [0, T ), where 0 < T ≤ ∞, and
u0 ∈ H1A(X;V ) and f ∈ Lploc([0, T );L2(X;V )), for 2 ≤ p ≤ ∞.
Then the following properties are valid:
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(1) The time derivative satisfies ∂tu ∈ L2loc([0, T );L2(X;V )) and u satisfies
u ∈ C([0, T );H1A(X;V )) ∩ C
0, 1
2
loc ([0, T );L
2(X;V )).
(2) u obeys Equation (16.2) a.e. on (0, T ) in the space L2(X;V ), and u is a mild solution
of Equation (16.2) in HβA(X;V ), for each β < 1 + (p− 2)p−1.
Although Lemmata 16.1 and 16.2 comprise the cases we shall appeal to most frequently, it is
useful for later reference, to record the general case of arbitrary α ∈ R.
Lemma 16.3 (Properties of weak solutions in the space HαA(X;V ) for α ∈ R). For α ∈ R,
let u = u(t) be a weak solution of Equation (16.2) in HαA(X;V ) on the interval [0, T ), where
0 < T ≤ ∞, and
u0 ∈ HαA(X;V ) and f ∈ Lploc([0, T );Hα−1A (X;V )), for 2 ≤ p ≤ ∞.
Then the following properties are valid:
(1) The time derivative satisfies ∂tu ∈ L2loc([0, T );Hα−1A (X;V )) and u satisfies
u ∈ C([0, T );HαA(X;V )) ∩ C
0, 1
2
loc ([0, T );H
α−1
A (X;V )).
(2) One has ∂ut+Au = f a.e. on (0, T ) in the space Hα−1A (X;V ), and u is a mild solution
of Equation (12.12) in HβA(X;V ), for each β < α+ (p− 2)p−1.
Proofs of Lemmata 16.1,16.2, and 16.3. We apply Lemma 12.11 to Equation (16.2) with
A := ∇∗A∇A + 1, and α = 0 or 1 or arbitrary α ∈ R, respectively. 
For α = 0 or 1 or arbitrary α ∈ R, respectively, Theorem 12.12 also specializes to
Theorem 16.4 (Existence, uniqueness, and regularity of weak solutions to the heat equation
in the space L2(X;V )). Let
u0 ∈ L2(X;V ) and f ∈ Lploc([0, T );H−1A (X;V )), for 2 ≤ p ≤ ∞.
Then the following properties hold:
(1) There is a unique weak solution u = u(t) of Equation (16.2), in the space L2(X;V ), on
the interval [0, T ), with u(0) = u0,
(16.3)
∂u
∂t
∈ L2loc([0, T );H−1A (X;V )), and
u ∈ C([0, T );HβA(X;V )) ∩C0,θ1loc ([0, T );HσA(X;V )) ∩ L2loc([0, T );H1A(X;V )),
for each β and σ, where β ≤ 0, and σ < 0, and θ1 = θ1(σ) > 0. Furthermore, u is a
mild solution of Equation (12.12) in HβA(X;V ), for each β < (p − 2)p−1.
(2) For 0 ≤ t < T , the following inequalities are valid in the space L2(X;V ):
‖u(t)‖2L2(X) ≤ ‖u0‖2L2(X) +
∫ t
0
‖f(s)‖2
H−1A (X)
ds,(16.4a) ∫ t
0
e−2s‖u(s)‖2H1A(X) ds ≤ ‖u0‖
2
L2(X) +
∫ t
0
e−2s‖f(s)‖2
H−1A (X)
ds,(16.4b) ∫ t
0
‖e−2s∂tu(s)‖2H−1A (X) ds ≤ 4‖u0‖
2
L2(X) + 8
∫ t
0
e−2s‖f(s)‖2
H−1A (X)
ds(16.4c)
+ 2
∫ t
0
e−2s‖u(s)‖2
H−1A (X)
ds.
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(3) If p > 2, then u is a mild solution of Equation (12.12) in L2(X;V ), and in addition to
(16.3), one has
(16.5) C0,θ2loc ((0, T );H
σ
A(X;V )),
for each σ, where 0 ≤ σ < 1− 2/p and θ2 = θ2(σ) > 0.
Theorem 16.5 (Existence, uniqueness, and regularity of weak solutions to the heat equation
in the space H1A(X;V )). Let
u0 ∈ H1A(X;V ) and f ∈ Lploc([0, T );L2(X;V )), for 2 ≤ p ≤ ∞.
Then the following properties hold:
(1) There is a unique weak solution u = u(t) of Equation (16.2), in the space H1A(X;V ), on
the interval [0, T ), with u(0) = u0,
(16.6)
∂u
∂t
∈ L2loc([0, T );L2(X;V )), and
u ∈ C([0, T );HβA(X;V )) ∩C0,θ1loc ([0, T );HσA(X;V )) ∩ L2loc([0, T );H2A(X;V )),
for each β and σ, where β ≤ 1, and σ < 1, and θ1 = θ1(σ) > 0. Furthermore, u is a
mild solution of Equation (12.12) in HβA(X;V ), for each β < 1 + (p− 2)p−1.
(2) For 0 ≤ t < T , the following inequalities are valid in the space H1A(X;V ):
‖u(t)‖2H1A(X) ≤ ‖u0‖
2
H1A(X)
+
∫ t
0
‖f(s)‖2L2(X) ds,(16.7a) ∫ t
0
e−2s‖u(s)‖2H2A(X) ds ≤ ‖u0‖
2
H1A(X)
+
∫ t
0
e−2s‖f(s)‖2L2(X) ds,(16.7b) ∫ t
0
‖e−2s∂tu(s)‖2L2(X) ds ≤ 4‖u0‖2H1A(X) + 8
∫ t
0
e−2s‖f(s)‖2L2(X) ds(16.7c)
+ 2
∫ t
0
e−2s‖u(s)‖2L2(X;V ) ds.
(3) If p > 2, then u is a mild solution of Equation (12.12) in H1A(X;V ), and in addition to
(16.3), one has
(16.8) C0,θ2loc ((0, T );H
σ
A(X;V )),
for each σ, where 1 ≤ σ < 2− 2/p and θ2 = θ2(σ) > 0.
Theorem 16.6 (Existence, uniqueness, and regularity of weak solutions to a linear evolution-
ary equation in the space HαA(X;V ) for α ∈ R). For α ∈ R, let
u0 ∈ HαA(X;V ), and f ∈ Lploc([0, T );Hα−1A (X;V )), for 2 ≤ p ≤ ∞.
Then the following properties hold:
(1) There is a unique weak solution u = u(t) of Equation (16.2), in the space HαA(X;V ), on
the interval [0, T ), with u(0) = u0,
(16.9)
∂u
∂t
∈ L2loc([0, T );Hα−1A (X;V )), and
u ∈ C([0, T );HβA(X;V )) ∩C0,θ1loc ([0, T );HσA(X;V )) ∩ L2loc([0, T );Hα+1A (X;V )),
for each β and σ, where β ≤ α, and σ < α, and θ1 = θ1(σ) > 0. Furthermore, u is a
mild solution of Equation (16.2) in HβA(X;V ), for each β < α+ (p − 2)p−1.
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(2) For 0 ≤ t < T , the following inequalities are valid in the space HαA(X;V ):
‖u(t)‖2HαA(X) ≤ e
−λ1t‖u0‖2HαA(X) +
∫ t
0
e−λ1(t−s)‖f(s)‖2
Hα−1A (X)
ds,(16.10a) ∫ t
0
‖u(s)‖2
Hα+1A (X)
ds ≤ ‖u0‖2HαA(X) +
∫ t
0
‖f(s)‖2
Hα−1A (X)
ds,(16.10b) ∫ t
0
‖∂tu(s)‖2Hα−1A (X) ds ≤ 2‖u0‖
2
HαA(X)
+ 4
∫ t
0
‖f(s)‖2
Hα−1A (X)
ds.(16.10c)
(3) If p > 2, then u is a mild solution of Equation (16.2) in HαA(X), and in addition to
(16.9), one has
(16.11) C0,θ2loc ((0, T );H
σ
A(X)),
for each σ, where α ≤ σ < α+ 1− 2/p and θ2 = θ2(σ) > 0.
Proof of Theorems 16.4, 16.5, and 16.6. It suffices to consider the case α = 1 as the
cases α = 0 and α ∈ R arbitrary are similar. We apply Theorem 12.12 to Equation (16.2) with
A := ∇∗A∇A + 1, and α = 1 and note the fact that ‖w‖HsA(X) = ‖(∇∗A∇A + 1)s/2w‖L2(X), for all
w ∈ HsA(X;V ) and s ∈ R. The inequalities (12.29a) and (12.29b) (with α = 1 and λ1 = 1) yield
‖v(t)‖2H1A(X;V ) ≤ e
−t‖v0‖2H1A(X;V ) +
∫ t
0
e−(t−s)‖f1(s)‖2L2(X;V ) ds,∫ t
0
‖v(s)‖2H2A(X;V ) ds ≤ ‖v0‖
2
H1A(X;V )
+
∫ t
0
‖f1(s)‖2L2(X;V ) ds.
We now substitute v(t) = e−tu(t) and f1(t) = e−tf(t) in the preceding inequalities to give (16.7a)
and (16.7b).
The inequality (12.29c) (with α = 1 and λ1 = 1) implies that∫ t
0
‖∂tv(s)‖2L2(X;V ) ds ≤ 2‖v0‖2H1A(X;V ) + 4
∫ t
0
‖f1(s)‖2L2(X;V ) ds.
Using ∂tv = e
−t(∂tu− u) = e−t∂tu− v and
e−t‖∂tu(t)‖L2(X;V ) ≤ ‖∂tv(t)‖L2(X;V ) + ‖v(t)‖L2(X;V ),
so that
e−2t‖∂tu(t)‖2L2(X;V ) ≤ 2‖∂tv(t)‖2L2(X;V ) + 2‖v(t)‖2L2(X;V ).
Combining the preceding inequalities gives (16.7c). 
Theorems 16.4, 16.5, and 16.6 give the following useful a priori estimates which one can also
derive by other methods that we shall describe in the sequel.
Corollary 16.7 (A priori estimates for weak solutions to the heat equation in the space
L2(X;V )). Let u0 ∈ L2(X;V ) and f ∈ L2(0, T ;H−1A (X;V )) and u = u(t) be a weak solution of
Equation (16.2), in the space L2(X;V ), on the interval [0, T ), with u(0) = u0. Then the following
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a priori estimates hold:
‖u‖L∞(0,T ;L2(X)) ≤ ‖u0‖L2(X) + ‖f‖L2(0,T ;H−1A (X)),(16.12a)
‖e−2tu‖L2(0,T ;H1A(X)) ≤ ‖u0‖L2(X) + ‖e
−2tf‖L2(0,T ;H−1A (X)),(16.12b)
‖e−2t∂tu‖L2(0,T ;H−1A (X)) ≤ 2‖u0‖L2(X) + 2
√
2‖e−2tf‖L2(0,T ;H−1A (X))(16.12c)
+
√
2‖e−2tu‖L2(0,T ;H−1A (X)),
and, for T <∞,
(16.13) ‖∂tu‖L2(0,T ;H−1A (X)) ≤
(
2 +
√
2T
)
e2T ‖u0‖L2(X) +
(
2
√
2 +
√
2T
)
e2T ‖f‖L2(0,T ;H−1A (X)).
Corollary 16.8 (A priori estimates for weak solutions to the heat equation in the space
H1A(X;V )). Let u0 ∈ H1A(X;V ) and f ∈ L2(0, T ;L2(X;V )) and u = u(t) be a weak solution
of Equation (16.2), in the space H1A(X;V ), on the interval [0, T ), with u(0) = u0. Then the
following a priori estimates hold:
‖u‖L∞(0,T ;H1A(X)) ≤ ‖u0‖H1A(X) + ‖f‖L2(0,T ;L2(X)),(16.14a)
‖e−2tu‖L2(0,T ;H2A(X)) ≤ ‖u0‖H1A(X) + ‖e
−2tf‖L2(0,T ;L2(X)),(16.14b)
‖e−2t∂tu‖L2(0,T ;L2(X)) ≤ 2‖u0‖H1A(X) + 2
√
2‖e−2tf‖L2(0,T ;L2(X))(16.14c)
+
√
2‖e−2tu‖L2(0,T ;L2(X)),
and, for T <∞,
(16.15) ‖∂tu‖L2(0,T ;L2(X)) ≤
(
2 +
√
2T
)
e2T ‖u0‖H1A(X) +
(
2
√
2 +
√
2T
)
e2T ‖f‖L2(0,T ;L2(X)).
Corollary 16.9 (A priori estimates for weak solutions to the heat equation in the space
HαA(X;V ) for α ∈ R). For α ∈ R, let u0 ∈ HαA(X;V ) and f ∈ L2(0, T ;Hα−1A (X;V )) and
u = u(t) be a weak solution of Equation (16.2), in the space HαA(X;V ), on the interval [0, T ),
with u(0) = u0. Then the following a priori estimates hold:
‖u‖L∞(0,T ;HαA(X)) ≤ ‖u0‖HαA(X) + ‖f‖L2(0,T ;Hα−1A (X)),(16.16a)
‖e−2tu‖L2(0,T ;Hα+1A (X)) ≤ ‖u0‖HαA(X) + ‖e
−2tf‖L2(0,T ;Hα−1A (X)),(16.16b)
‖e−2t∂tu‖L2(0,T ;Hα−1A (X)) ≤ 2‖u0‖HαA(X) + 2
√
2‖e−2tf‖L2(0,T ;Hα−1A (X))(16.16c)
+
√
2‖e−2tu‖L2(0,T ;Hα−1A (X)),
and, for T <∞,
(16.17) ‖∂tu‖L2(0,T ;Hα−1A (X))
≤
(
2 +
√
2T
)
e2T ‖u0‖HαA(X) +
(
2
√
2 +
√
2T
)
e2T ‖f‖L2(0,T ;Hα−1A (X)).
Proofs of Corollaries 16.7, 16.8, and 16.9. It suffices to consider the case α = 1, since
the discussion is identical for the cases α = 0 or arbitrary α ∈ R. The inequalities (16.14a),
(16.14b), and (16.14c) simply rewrite those in (16.7) in more compact form. As in the proof of
[316, Theorem 37.6], the spectral theory for positive self-adjoint operators on a Hilbert space
[294] yields, for all s ∈ R,
(1 +∇∗A∇A)sv =
∫ ∞
0
(1 + λ)s dE(λ)v, ∀ v ∈ D ((1 +∇∗A∇A)s) ,
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and, for s1 ≤ s2 and v ∈ D ((1 +∇∗A∇A)s2),
‖v‖2
H
s1
A (X)
=
∫ ∞
0
(1 + λ)2s1 ‖dE(λ)v‖2L2(X) ≤
∫ ∞
0
(1 + λ)2s2 ‖dE(λ)v‖2L2(X) = ‖v‖2Hs2A (X),
that is,
(16.18) ‖v‖Hs1A (X) ≤ ‖v‖Hs2A (X), ∀ s1 ≤ s2 and v ∈ D ((1 +∇
∗
A∇A)s2) .
We then observe that
‖e−2tu‖L2(0,T ;L2(X)) ≤
√
T‖u‖L∞(0,T ;L2(X))
≤
√
T
(
‖u0‖L2(X) + ‖f‖L2(0,T ;H−1A (X))
)
(by (16.12a))
≤
√
T
(‖u0‖L2(X) + ‖f‖L2(0,T ;L2(X))) (by (16.18)).
Combining the preceding inequality with (16.14c) and
e−2T ‖∂tu‖L2(0,T ;L2(X)) ≤ ‖e−2t∂tu‖L2(0,T ;L2(X))
yields (16.15). 
Remark 16.10 (On the constants in the a priori estimates in Corollaries 16.7, 16.8, and 16.9).
The fact that the constants appearing in the a priori estimates in Corollaries 16.7, 16.8, and 16.9
have simple, universal values is due to our choice of norms for the Hilbert spaces, HsA(X;V ),
namely ‖v‖HsA(X;V ) = ‖(1 +∇∗A∇A)sv‖L2(X) for real s ≥ 0 and the norm on ‖v‖HsA(X;V ) defined
by duality, HsA(X;V ) = (H
−s
A (X;V ))
′, for real s < 0. If the norm on HkA(X;V ) is defined in the
usual way for integer k ≥ 0,
‖v‖HkA(X;V ) =
 k∑
j=0
∫
X
|∇jAv|2 d volg
1/2 ,
then the constants appearing in the a priori estimates in Corollaries 16.7 and 16.8 may acquire
dependencies on the reference connection, A, and Riemannian metric, g.
16.2. Regularity of weak solutions to the heat equation. We have the following ana-
logue of the regularity result, Corollary 12.13, for the heat equation (16.2).
Corollary 16.11 (Regularity of weak solutions). For α ∈ R, let u0 ∈ HαA(X;V ) and let
f ∈ Lploc([0, T );HαA(X;V )), for some p with 2 ≤ p ≤ ∞. Then the following statements are valid:
(1) The weak solution u of Equation (16.2) in HαA(X;V ) on [0, T ) is a strong solution to
Equation (16.2) in HαA(X;V ) on [0, T ), and u satisfies
(16.19) u ∈ C([0, T );HαA(X;V )) ∩ C0,θ0loc ([0, T );HσA(X;V )) ∩ C0,θ1loc ((0, T );Hα+1+2βA (X;V )),
for every σ and β with σ < α and 0 ≤ β < 1 − 1/p, where θ0 = θ0(σ) and θ1 = θ1(β)
are positive.
(2) For every τ ∈ (0, T ), one has u(τ) ∈ Hα+1A (X;V ), and the conclusions in Items (1)
– (3) in Theorem 16.6 are valid on the interval τ ≤ t < T , with α replaced by α + 1
and u0 replaced by u(τ). In addition, the following regularity properties are valid for
the translate uτ := u(·+ τ) [316, Section 2.1.3], where the interval [0, T ) is replaced by
[0, T − τ):
(16.20) uτ ∈ C([0, T );HβA(X;V )) ∩ C0,θ1loc ([0, T );HσA(X;V )) ∩ L2loc([0, T );Hα+2A (X;V )),
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for β ≤ α+ 1 and σ < α+ 1, where θ1 = θ1(σ) > 0. If in addition, p > 2, then (16.11)
implies that for some θ2 = θ2(σ) > 0, one has
(16.21) uτ ∈ C0,θ1loc ((0, T );HσA(X;V )) for α+ 1 ≤ σ < α+ 2−
2
p
.
Furthermore, the following inequalities are valid, for 0 < τ < t < T :
‖u(t)‖2
Hα+1A (X)
≤ e−λ1(t−τ)‖u(τ)‖2
Hα+1A (X)
+
∫ t
τ
e−λ1(t−s)‖f(s)‖2HαA(X) ds,(16.22a) ∫ t
τ
‖u(s)‖2
Hα+2A (X)
ds ≤ ‖u(τ)‖2
Hα+1A (X)
+
∫ t
τ
‖f(s)‖2HαA(X) ds,(16.22b) ∫ t
τ
‖∂tu(s)‖2HαA(X) ds ≤ 2‖u(τ)‖
2
Hα+1A (X)
+ 4
∫ t
τ
‖f(s)‖2HαA(X) ds.(16.22c)
Next, we have the following analogue of the regularity result, Theorem 12.14, for the heat
equation (16.2).
Theorem 16.12 (Spatial regularity implied by temporal regularity of the source function and
spatial regularity of the initial data). For α ∈ R, let
f ∈ C([0, T );HαA(X;V )) ∩W 1,p([0, T );Hα−1A (X;V )),
for some p with 2 ≤ p ≤ ∞, and let g = ∂tf . Let u0 ∈ Hα+2A (X;V ) and, for A := ∇∗A∇A + 1,
define
v0 := f(0)−A u0 ∈ HαA(X;V ).
Let u = u(t) be the weak solution to Equation (16.2) in the space HαA(X;V ), with u(0) = u0.
Then the following properties hold:
(1) u is a mild solution of Equation (16.2) in HσA(X;V ), for each σ < α + 2, and u is a
strong solution in HβA(X;V ), for each β ≤ α. Moreover, one has
(16.23) u ∈ C1([0, T );HβA(X;V )) ∩ C([0, T );HνA(X;V )) ∩ C0,θ1loc ([0, T );HσA(X;V )),
for all β, ν, and σ with β ≤ α, and ν ≤ α+ 2, and σ < α+ 2, where θ1 = θ1(σ) > 0.
(2) The function v := ∂tu satisfies
(16.24) v(t) = e−A tv0 +
∫ t
0
e−A (t−r)g(r) dr, for t ≥ 0,
in any space HβA(X;V ), with β < α, and v is a weak solution of ∂tv +A v = g(t) in the
space HαA(X;V ) with
(16.25) v ∈ C([0, T );HβA(X;V )) ∩ L2loc([0, T );Hα+1A (X;V )) ∩ C0,θ2([0, T );HσA(X;V )),
for all β and σ with β ≤ α and σ < α, where θ2 = θ2(σ) > O.
Theorem 16.12 leads to the familiar result that C∞ spatial and temporal smoothness of the
source function and C∞ spatial smoothness of the initial data imply C∞ smoothness of a solution
to the heat equation for t ≥ 0, namely
Corollary 16.13 (C∞ smoothness of a solution implied by C∞ spatial and temporal smooth-
ness of the source function and C∞ spatial regularity of the initial data). Let
f ∈ C∞([0, T ) ×X;V ) and u0 ∈ C∞(X;V ).
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If u = u(t) is a the weak solution to Equation (16.2) in the space Hα0A (X;V ), for some α0 ∈ R,
with u(0) = u0, then
u ∈ C∞([0, T ) ×X;V )
and u is a classical solution to Equation (16.2) on [0, T )×X.
Proof. The conclusion follows by repeated application of Theorem 16.12 to Equation (16.2)
and its derivatives with respect to time, for all α ≥ α0. 
Lastly, we have the following analogue of the regularity result, Theorem 12.15, for the heat
equation (16.2).
Theorem 16.14 (Spatial regularity implied by temporal regularity of the source function).
For α ∈ R, let
f ∈ C([0, T );HαA(X;V )) ∩W 1,2([0, T );Hα−1A (X;V )).
For any u0 ∈ HαA(X;V ), let u = u(t) denote the weak solution of Equation (16.2) in HαA(X;V )
on [0, T ). Then the following hold:
(1) u is a strong solution in HαA(X;V ), and it satisfies (16.3), (16.11), and (16.19), with
p =∞.
(2) u is a mild solution in HβA(X;V ), for each β < α+ 1.
(3) u satisfies
(16.26) u ∈ C1((0, T );HβA(X;V )) ∩ C((0, T );HνA(X;V )) ∩ C0,θ4loc ((0, T );HσA(X;V )),
for every β, ν, and σ with β ≤ α, ν ≤ α+ 2, and σ < α+ 2, where θ4 = θ4(σ) > O.
(4) For every τ ∈ (0, T ), the translate uτ is a strong solution to (16.2), where f is replaced
by fτ ∈ Hα+1A (X;V ) on [0, T − τ).
Theorem 16.14 also leads to the usual result that C∞ spatial and temporal smoothness of the
source function C∞ smoothness of a solution to the heat equation for t > 0, namely
Corollary 16.15 (C∞ smoothness of a solution implied by C∞ spatial and temporal smooth-
ness of the source function). Let α0 ∈ R and
f ∈ C∞([0, T ) ×X;V ) and u0 ∈ Hα0A (X;V ).
If u = u(t) is a the weak solution to Equation (16.2) in the space Hα0A (X;V ), then
u ∈ C∞((0, T )×X;V ) ∩ C([0, T );Hα0A (X;V )),
and u is a classical solution to Equation (16.2) on (0, T )×X.
Proof. The conclusion follows by repeated application of Theorem 16.14 to Equation (16.2)
and its derivatives with respect to time, for all α ≥ α0. 
16.3. Application to the heat equation defined by the Hodge Laplace operator.
One can relate the a priori estimates described in this section involving the augmented connection
Laplacian, ∇∗A∇A + 1 on C∞(X; Λp ⊗ adP ) = Ωp(X; adP ) in (14.130), and the Hodge Laplace
operator, for any integer p ≥ 1,
(16.27) ∆A := d
∗
AdA + dAd
∗
A on Ω
p(X; adP ),
via the Bochner-Weitzenbo¨ck formulae [48, 49], [144, Appendix C], [226, Appendix II] and
[381]. From [226, Corollaries II.2 and II.3], respectively, one has
∆Aa = ∇∗A∇Aa+ {Ricg, a}+ {FA, a}, ∀ a ∈ Ω1(X; adP ),(16.28)
∆Av = ∇∗A∇Av + {Ricg, v}+ {Riemg, v}+ {FA, v}, ∀ v ∈ Ω2(X; adP ),(16.29)
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where Ricg and Riemg denote the Ricci and Riemann curvature tensors of the Riemannian metric g
on the manifoldX of dimension d ≥ 2 and {, } denotes universal bilinear expressions (independent
of the Riemannian metric onX) and which we also may write using ‘×’ for brevity. In applications
of (16.29), we often combine the terms Ricg ×v and Riemg ×v and simply write Riemg ×v instead
of Ricg ×v +Riemg ×v in (16.29).
17. Local well-posedness for the Yang-Mills heat equation
We now return to the setting described in the Introduction to our monograph. Let G be a
compact Lie group and P a principal G-bundle with C∞ connection, A1, over a closed, connected,
oriented, smooth manifold, X, of dimension d ≥ 2 and Riemannian metric g. While our ultimate
goal is to develop existence, uniqueness, and regularity theory for a family of connections, A(t) =
A1 + a(t) on P for t ≥ 0, solving the nonlinear Yang-Mills gradient flow equation,
(17.1)
∂a
∂t
+ d∗A(t)FA(t) = 0 in Ω
1(X; Λ1 ⊗ adP ), for t > 0,
with initial data,
(17.2) a(0) = a0 ∈ Ω1(X; adP ),
we shall first consider the closely related nonlinear Yang-Mills heat equation,
(17.3)
∂a
∂t
+ d∗A(t)FA(t) + dA(t)d
∗
A(t)a(t) = 0 in Ω
1(X; Λ1 ⊗ adP ), for t > 0,
As we explain in more detail in Section 17.3, this is a nonlinear parabolic equation for
a(t) ∈ Ω1(X; adP ), ∀ t > 0,
unlike the nonlinear Yang-Mills gradient flow equation (17.1). Consequently, we can apply the
abstract theory for linear and nonlinear evolution equations developed in Sections 12 and 13,
respectively, coupled with the existence, uniqueness, and regularity theory for elliptic systems
and associated semigroup theory developed in Section 14.
References for the existence, uniqueness, and regularity theory for parabolic systems include
Amann [11], Koshelev [214], Ladyzˇenskaja, Solonnikov, and Ural′ceva [224], while references for
scalar parabolic equations include Krylov [220, 221], Ladyzˇenskaja, Solonnikov, and Ural′ceva
[224], and Lieberman [231]. However, it will be rarely, if ever, possible in our monograph to
appeal to any specific result in those references which one can apply directly to the Yang-Mills
heat equation or related linear parabolic equations. For that reason, we shall develop the theory
we need in this monograph for these equations from basic principles.
17.1. The Yang-Mills heat equation. We continue the notation and setup of the Intro-
duction to this section. Recall that the Laplace operator, ∆A1 on Ω
1(X; adP ), is defined by the
exterior covariant derivative,
dA1 : Ω
l(X; adP )→ Ωl+1(X; adP ),
and its formal adjoint with respect to the Riemannian metric,
d∗A1 : Ω
l(X; adP )→ Ωl−1(X; adP ),
namely [115, 144, 146, 226, 227],
(17.4) ∆A1 = d
∗
A1dA1 + dA1d
∗
A1 .
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By writing the nonlinear Yang-Mills heat equation (17.3) as a perturbation,
(17.5)
∂a
∂t
+ (∇∗A1∇A1 + 1)a(t) = F (a(t)), ∀ t > 0,
of the linear heat equation defined by the augmented connection Laplacian, ∇∗A1∇A1 +1, that is,
(17.6)
∂a
∂t
+ (∇∗A1∇A1 + 1)a(t) = f(t) in Ω1(X; Λ1 ⊗ adP ), for t > 0,
with f(t) := F (a(t)), we obtain the following schematic expression for the Yang-Mills heat
equation nonlinearity,
(17.7) −F (a) := d∗A1FA1 + (FA1 − 1)× a+Ricg ×a+∇A1a× a+ a× a× a,
∀ a ∈ Ω1(X; adP ).
Here, we have applied the Bochner-Weitzenbo¨ck formula (16.28) to express the Laplace operator
∆A1 in terms of the connection Laplace operator ∇∗A1∇A1 plus zeroth-order terms and used the
definition of the curvature, FA, to write [115, 144, 146, 226, 227]
(17.8) FA1+a = FA1 + dA1a+ [a, a] ∈ Ω2(X; adP ).
Rather than keep precise track of universal but otherwise unimportant constants or C∞ coeffi-
cients depending at most on the Riemannian metric, g, or Lie group, G, we shall instead use
schematic expressions such as
FA1+a = FA1 + dA1a+ a× a.
This convention explains the origin of the relatively simple form of the schematic expression for
the nonlinearity (17.7).
17.2. ‘Standing Hypothesis A’ and the augmented connection Laplacian. We con-
tinue the notation and setup of the preceding subsection. For p ∈ (1,∞), we choose
W = Lp(X; Λ1 ⊗ adP ),(17.9a)
A = ∇∗A1∇A1 + 1,(17.9b)
V = D(Ap) =W 2,pA1 (X; Λ1 ⊗ adP ).(17.9c)
Here, the domain, D(Ap), is defined with respect to the range, L
p(X; Λ1 ⊗ adP ), as the smallest
closed extension of the realization, Ap, of the partial differential operator, A , on L
p(X; Λ1⊗adP ),
Ap : D(Ap) ⊂ Lp(X; Λ1 ⊗ adP )→ Lp(X; Λ1 ⊗ adP ).
We shall employ the fractional powers,
V2α =W 2α,pA1 (X; Λ1 ⊗ adP ),
for α ∈ R with α ≥ 0, recalling that V0 =W [316, Section 3.7].
To simplify notation, we shall not distinguish between the partial differential operator, ∇∗A1∇A1+
1 in (17.9b) on C∞(X; Λ1⊗adP ), and its realization on Lp(X; Λ1⊗adP ). According to Theorem
14.54, the realization Ap is sectorial on L
p(X; Λ1 ⊗ adP ) and −Ap is the infinitesimal generator
of an analytic semigroup on Lp(X; Λ1 ⊗ adP ). Our choice of A in (17.9b) also defines a positive
realization, Ap, on L
p(X; Λ1⊗ adP ) and hence fulfills Hypothesis 12.6 (‘Standing Hypothesis A’)
with V ≡ D(Ap) = W 2,p(X; Λ1 ⊗ adP ), noting that the domain, D(Ap), of the smallest closed
extension of Ap is identified by the a priori estimate (14.145) in Theorem 14.60. Consequently,
depending on the spatial and temporal regularity for the source function, f , in equation (17.6)
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and the regularity of the initial data, a0, the conclusions of the abstract Theorems 12.9 and 12.10
on existence, uniqueness, and regularity of solutions to the linear heat equation (17.6) will hold
for the choice of setup in (17.9).
Naturally, the same conclusions in the abstract Theorems 12.9 and 12.10 would also hold if we
had instead selected A = ∆A1 + λ0, where λ0 ≥ 0 is a constant chosen large enough (depending
on the curvatures of the connection A1 on P and the Riemannian metric g on X) to ensure that
∆A1 + λ0 defines a sectorial operator on L
p(X; Λ1 ⊗ adP ) and, in place of (17.6), consider
(17.10)
∂a
∂t
+ (∆A1 + λ0)a(t) = f(t) in W
2,p(X; Λ1 ⊗ adP ), for t > 0.
Alternatively, when f ≡ 0, one could employ perturbation theory for analytic semigroups as in
[316, Section 4.4] and write (17.10) as a perturbed equation,
(17.11)
∂a
∂t
+Apa(t) = Bpa(t) in W
2,p(X; Λ1 ⊗ adP ), for t > 0,
where A = ∇∗A1∇A1 + 1 and B = ∇∗A1∇A1 + 1 − ∆A1 , a zeroth-order operator thanks to the
Bochner-Weitzenbo¨ck formula (16.28). However, because such a linear perturbation can be viewed
as just a special case of the more general nonlinear perturbations allowed in our treatment of the
nonlinear Yang-Mills heat equation (17.5), based in part on [316, Section 4.7], so we can restrict
our attention to the simpler linear heat equation (17.6) rather than (17.10) or (17.11).
17.3. Sobolev embedding and multiplication theorems for real derivative expo-
nents and the Yang-Mills heat equation nonlinearity. We continue the notation and setup
of the preceding subsection. When choosing suitable Sobolev spaces to represent W, and thus
V, and the exponent, β, defining the fractional power, V2β , the structure of the Yang-Mills heat
equation nonlinearity (17.7) suggests that there are two cases to consider for p ∈ (1,∞) and
β ∈ (0, 1):
(1) p and β obey
(17.12) β ≥ 1
2
and 2βp > d,
soW 2β,pA1 (X; Λ
1⊗adP ) →֒W 1,pA1 (X; Λ1⊗adP ) andW
2β,p
A1
(X; Λ1⊗adP ) →֒ C(X; Λ1⊗adP )
and W 2β,p(X) is a Banach algebra by Lemma 14.10; or
(2) p and β obey
(17.13) 0 < 2βp < d,
and one must appeal to the Sobolev multiplication result Lemma 14.7.
Clearly, Case (1) will mean that handling the Yang-Mills heat equation nonlinearity will be
straightforward but imposes a stronger requirement on the regularity of the initial data a0 ∈
W 2β,pA1 (X; Λ
1 ⊗ adP ) when we appeal to Theorem 13.2. The constraint β ≥ 1/2 is included in
(17.12) to ensure that product terms such as ∇A1a × a belong to W 2β,pA1 (X; Λ1 ⊗ adP ) when
a ∈W 2β,pA1 (X; Λ1 ⊗ adP ).
The constraint (17.12) means that
d
2p
< β < 1,
and thus also requires p > d/2 to ensure that some choice of β is possible.
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We now consider the more complicated Case (2), where p ∈ (1,∞) and β ∈ (0, 1) obey
0 < 2βp < d. From Lemma 14.7, we have continuous Sobolev multiplication maps,
W s1,p(X)×W s2,p(X)→ Lp(X),(17.14)
W s1,p(X) ×W s2,p(X)×W s3,p(X)→ Lp(X),(17.15)
where we choose the minimal s1 ≥ 0, s2 = s1 + 1, and s3 ≥ 0, respectively, such that(
s1 − d
p
)
+
(
s2 − d
p
)
≥ −d
p
, with s1p, s2p < d,(
s1 − d
p
)
+
(
s2 − d
p
)
+
(
s3 − d
p
)
≥ −d
p
, with s1p, s2p, s3p < d,
In the map (17.14), we choose (keeping in mind the term ∇A1a×a in the Yang-Mills heat equation
nonlinearity)
(17.16) s1 =
d
2p
− 1
2
and s2 = s1 + 1 =
d
2p
+
1
2
, with p < d,
noting that s1 ≡ d/2p − 1/2 ≥ 0 ⇐⇒ p ≤ d and s2p ≡ d/2 + p/2 < d ⇐⇒ p < d. In the
map (17.15), we choose (keeping in mind that our optimal selections in (17.16) restrict further
freedom of choice),
(17.17) s1 = s2 =
d
2p
+
1
2
and s3 =
d
p
− 1, with p < d.
Consequently, we obtain the Sobolev multiplication maps
W
d
2p
− 1
2
,p
(X)×W d2p+ 12 ,p(X)→ Lp(X),(17.18)
W
d
2p
+ 1
2
,p
(X)×W d2p+ 12 ,p(X)×W dp−1,p(X)→ Lp(X).(17.19)
Note that
d
p
− 1 ≤ d
2p
+
1
2
⇐⇒ p ≥ d
3
,
and, without loss of generality, we may further restrict p ∈ (1, d) to p ∈ [d/3, d) when d ≥ 4 or
p ∈ (1, d) when d = 3 to guarantee the embedding,
(17.20) W
d
2p
+ 1
2
,p
(X) →֒W dp−1,p(X), for d ≥ 3 and p ≥ d/3.
The constraint 0 < 2βp < d in Case (2) already restricts our choice of β to β ∈ (0, d/2p). We
now aim to select β to ensure that the following embedding holds,
V2β →֒ W d2p+ 12 ,p(X; Λ1 ⊗ adP ),
so 2β ≥ d/2p + 1/2 and thus
(17.21) β ≥ d
4p
+
1
4
, for d ≥ 3 and d
3
< p < d.
A minimal choice of β = 2/4p+1/4 satisfies β ∈ (1/2, 1). A choice of p = d/3 would force β ≥ 1,
so we must restrict to p > d/3, while the fact that p < d ensures d/2p > 1/2 and guarantees that
some choice of β ∈ (1/2, d/2p) is possible via (17.21).
In developing the higher-order regularity of a strong solution to the Yang-Mills heat equation,
we shall need analogues of the quadratic and cubic maps (17.18) and (17.19) with Lp(X) on the
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right-hand side replaced by W s,p(X) for s ≥ 0. However, by applying Lemma 14.7 for s ≥ 0 such
that
(17.22)
(
s+
d
2p
+
1
2
)
p < d,
so the hypothesis (14.16) of Lemma 14.7 is obeyed, we see that the following Sobolev multiplica-
tion maps,
W s+
d
2p
− 1
2
,p(X)×W s+ d2p+ 12 ,p(X)→W s,p(X),(17.23)
W s+
d
2p
+ 1
2
,p(X)×W s+ d2p+ 12 ,p(X)×W s+ dp−1,p(X)→W s,p(X),(17.24)
are defined and continuous. Of course, when s > 0 is large enough that(
s+
d
2p
+
1
2
)
p > d,
then W s+
d
2p
− 1
2
,p(X) is a Banach algebra by Lemma 14.10. In this situation, we may choose
W =W s,p(X; Λ1 ⊗ adP ),
and β ∈ (0, 1) large enough to ensure
V2β →֒W s+ d2p+ 12 ,p(X; Λ1 ⊗ adP ),
so 2β ≥ s+ d/2p + 1/2, that is,
(17.25)
s
2
+
d
4p
+
1
4
≤ β < 1,
for d ≥ 2 and p ∈ (1,∞) obeying (17.22). We shall apply these Sobolev multiplication results in
the next subsection.
17.4. Local well-posedness for a strong solution to the Yang-Mills heat equation
in W 2β,p given initial data in W 2β,p. We continue the notation and setup of the preceding
subsection. We now apply Theorems 13.2 and 13.8 to establish existence and uniqueness of a
mild solution in Lp(X; Λ1 ⊗ adP ) and a solution in W 2β,pA1 p(X; Λ1 ⊗ adP ), respectively, on an
interval [0, τ) for some τ > 0. We shall give the precise dependencies of τ in a later subsection.
Theorem 17.1 (Existence and uniqueness of mild solutions to the Yang-Mills heat equation
inW 2β,p with initial data inW 2β,p over a manifold of dimension d). Let G be a compact Lie group
and P a principal G-bundle over a closed, connected, orientable, Riemannian, smooth manifold,
X, of dimension d ≥ 2. Let A1 be a reference connection of class C∞ on P . Let d ≥ 2 and
p ∈ (1,∞) and β ∈ (0, 1) obey one of the following conditions: 1
d ≥ 3 and p > d
2
and β ≥ 1
2
and
d
2p
< β < 1, or(17.26)
d ≥ 3 and d
3
< p < d and
d
4p
+
1
4
≤ β < d
2p
.(17.27)
1Taking β = d/4p+ 1/4 in (17.27) ensures that 1/2 < β < d/2p, using the fact that p < d for this case.
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Then for every a0 ∈ W 2β,pA1 (X; Λ1 ⊗ adP ), there is a unique mild solution A = A1 + a to the
Yang-Mills heat equation (17.5) in W 2β,pA1 (X; Λ
1 ⊗ adP ) with A(0) = A1 + a0 and
(17.28) a ∈ C([0, τ ];W 2β,pA1 (X; Λ1 ⊗ adP )) ∩ C
0,θ1
loc ([0, τ);W
2α,p
A1
(X; Λ1 ⊗ adP ))
∩C0,θloc ((0, τ);W 2r,pA1 (X; Λ1 ⊗ adP )),
for some τ > 0 and all α and r with 0 ≤ α < r and 0 ≤ r < 1, where θ1 > 0 and θ > 0.
Remark 17.2 (Application of Theorem 17.1 when X has dimension four). When d = 4, the
choice p = 2 and β = 1 is not possible in Theorem 17.1, so this result does not yield an analogue,
for mild solutions, of the local well-posedness result for strong solutions in H2A1(X; Λ
1⊗ adP ), as
described in [331, Section 4.3], with initial data in H1A1(X; Λ
1 ⊗ adP ). However, when d = 4, we
can choose a) p > 2 and β ∈ (2/p, 1), or b) 4/3 < p ≤ 2 and β = 1/p + 1/4 ∈ (3/4, 1).
Proof of Theorem 17.1. We shall apply Theorem 13.2 with W = Lp(X; Λ1 ⊗ adP ) and
V =W 2,pA1 (X; Λ1⊗adP ), for p ∈ (1,∞) and, noting that V2β =W
2β,p
A1
(X; Λ1⊗adP ), for β ∈ [0, 1).
We need only consider the more difficult case, where β and p obey (17.27). The case where β and
p obey (17.26) follows by the same argument, except we can now use the fact that W 2β,p(X) is
a Banach algebra by Lemma 14.10 in applications of the Sobolev multiplication theorems.
It remains to verify, for p and β obeying (17.27), that the Yang-Mills heat equation non-
linearity F in (17.7) obeys the hypothesis (13.8), namely that F ∈ CLip([0,∞) × V2β ;W) in
the sense that F obeys (13.1) and (13.2) (equivalently, (13.3) and (13.4)), for suitable constants
K0 = K0(B) and K1 = K1(B), given any bounded set B ⊂ V.
For this purpose, we shall use our Sobolev multiplication results to estimate the different
terms in the expression (17.7) for the Yang-Mills heat equation nonlinearity, F (t, a), and the
difference, F (t, a1)−F (t, a2), when
a, a1, a2 ∈W 2β,pA1 (X; Λ1 ⊗ adP ).
We begin with the
Step 1 (Boundedness of the Yang-Mills nonlinearity in Lp(X)). The quadratic and cubic
terms obey (for simplicity, we suppress denoting the dependency on A1 in our notation for norms
on the Sobolev spaces W s,pA1 (X; Λ
1 ⊗ adP ))
(17.29)
‖∇A1a× a‖Lp(X) ≤ C‖∇A1a‖
W
d
2p−
1
2 ,p(X)
‖a‖
W
d
2p+
1
2 ,p(X)
(by (17.18))
≤ C‖a‖2
W
d
2p+
1
2 ,p(X)
,
‖a× a× a‖Lp(X) ≤ C‖a‖
W
d
p−1,p(X)
‖a‖2
W
d
2p+
1
2 ,p(X)
(by (17.19))
≤ C‖a‖3
W
d
2p+
1
2 ,p(X)
(by (17.20)),
while affine term obeys
(17.30)
‖d∗A1FA1 +Ricg ×a+ (FA1 − 1)× a‖Lp(X)
≤ ‖d∗A1FA1‖Lp(X) + C
(‖Ricg ‖L∞(X) + ‖FA1‖L∞(X) + 1) ‖a‖Lp(X)
≤ ‖d∗A1FA1‖Lp(X) + C
(‖Ricg ‖L∞(X) + ‖FA1‖L∞(X) + 1) ‖a‖
W
d
2p+
1
2 ,p(X)
.
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We now combine (17.29) and (17.30) with our expression (17.7) for F (t, a) to give
(17.31) ‖F (t, a)‖Lp(X) ≤ ‖d∗A1FA1‖Lp(X) + C
(‖Ricg ‖L∞(X) + ‖FA1‖L∞(X) + 1) ‖a‖
W
d
2p+
1
2 ,p(X)
+ C
(
‖a‖2
W
d
2p+
1
2 ,p(X)
+ ‖a‖3
W
d
2p+
1
2 ,p(X)
)
,
∀ (t, a) ∈ [0,∞) ×W 2β,pA1 (X; Λ1 ⊗ adP ).
Therefore, F obeys (13.3), as required for this step.
Step 2 (Lipschitz property the Yang-Mills nonlinearity in Lp(X)). We first observe that
∇A1a1 × a1 −∇A1a2 × a2 = ∇A1(a1 − a2)× a1 +∇A1a2 × (a1 − a2),
Thus,
‖∇A1a1 × a1 −∇A1a2 × a2‖Lp(X)
≤ ‖∇A1(a1 − a2)× a1‖Lp(X) + ‖∇A1a2 × (a1 − a2)‖Lp(X)
≤ c‖∇A1(a1 − a2)‖
W
d
2p−
1
2 ,p(X)
‖a1‖
W
d
2p+
1
2 ,p(X)
+ c‖∇A1a2‖
W
d
2p−
1
2 ,p(X)
‖a1 − a2‖
W
d
2p+
1
2 ,p(X)
(by (17.18))
≤ c
(
‖a1‖
W
d
2p+
1
2 ,p(X)
+ ‖a2‖
W
d
2p+
1
2 ,p(X)
)
‖a1 − a2‖
W
d
2p+
1
2 ,p(X)
(by (17.20)),
where c depends at most on d, p, and the Riemannian metric g on X.
For the cubic term, we observe that
a1 × a1 × a1 − a2 × a2 × a2
= (a1 − a2)× a1 × a1 + a2 × (a1 − a2)× a1 + a2 × a2 × (a1 − a2).
Thus,
‖a1 × a1 × a1 − a2 × a2 × a2‖Lp(X)
≤ ‖(a1 − a2)× a1 × a1‖Lp(X) + ‖a2 × (a1 − a2)× a1‖Lp(X) + ‖a2 × a2 × (a1 − a2)‖Lp(X)
≤ c‖a1 − a2‖
W
d
2p−
1
2 ,p(X)
‖a1‖2
W
d
2p+
1
2 ,p(X)
+ c‖a2‖
W
d
2p+
1
2 ,p(X)
‖a1 − a2‖
W
d
2p−
1
2 ,p(X)
‖a1‖
W
d
2p+
1
2 ,p(X)
+ c‖a2‖2
W
d
2p+
1
2 ,p(X)
‖a1 − a2‖
W
d
2p−
1
2 ,p(X)
(by (17.19))
≤ c
(
‖a1‖2
W
d
2p+
1
2 ,p(X)
+ ‖a2‖2
W
d
2p+
1
2 ,p(X)
)
‖a1 − a2‖
W
d
2p−
1
2 ,p(X)
(by (17.20)),
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using 2xy ≤ x2+y2 to obtain the last inequality. Therefore, combining the preceding inequalities
with our expression (17.7) for F (t, a1) and F (t, a2) yields
(17.32) ‖F (t, a1)−F (t, a2)‖Lp(X)
≤ C
(
‖a1‖
W
d
2p+
1
2 ,p(X)
+ ‖a2‖
W
d
2p+
1
2 ,p(X)
+ ‖a1‖2
W
d
2p+
1
2 ,p(X)
+ ‖a2‖2
W
d
2p+
1
2 ,p(X)
)
× ‖a1 − a2‖
W
d
2p+
1
2 ,p(X)
+ C
(‖Ricg ‖L∞(X) + ‖FA1‖L∞(X) + 1) ‖a1 − a2‖
W
d
2p+
1
2 ,p(X)
,
∀ t ∈ [0,∞) and a1, a2 ∈W 2β,pA1 (X; Λ1 ⊗ adP ).
Therefore, F obeys (13.4), as required for this step.
The conclusions now follows immediately from Theorem 13.2. 
The proof of Theorem 17.1 actually yields more, as we see next.
Theorem 17.3 (Strong solutions and regularity of mild solutions to the Yang-Mills heat equa-
tion in W 2β,p with initial data in W 2β,p over a manifold of dimension d). Assume the hypotheses
of Theorem 17.1. If a0 ∈W 2β,pA1 (X; Λ1 ⊗ adP ) and a(t) is a mild solution of the Yang-Mills heat
equation (17.5) in the Banach space W 2β,pA1 (X; Λ
1 ⊗ adP ) on an interval [0, T ) for some T > 0,
then a(t) is a strong solution in W 2β,pA1 (X; Λ
1 ⊗ adP ) on the interval [0, T ), and it satisfies
(17.33) a ∈ C([0, T );W 2α,pA1 (X; Λ1 ⊗ adP )) ∩C
0,1−r
loc ((0, T );W
2r,p
A1
(X; Λ1 ⊗ adP ))
∩ C((0, T );W 2,pA1 (X; Λ1 ⊗ adP )),
for all α and r with 0 ≤ α ≤ β and 0 ≤ r < 1.
Proof. It suffices to observe that Yang-Mills heat equation nonlinearity F in (17.7) obeys
the hypothesis (13.28) in Theorem 13.8. Indeed, forW = Lp(X; Λ1⊗adP ) and V =W 1,pA1 (X; Λ1⊗
adP ), we have
F ∈ CLip([0,∞) × V2β ;W),
by the Definition 13.1 of CLip([0,∞) × V2β ;W) and as we showed that F obeys (17.31) and
(17.32) in the proof of Theorem 17.1. (These two properties were established in detail for the
case 2βp < d, but the proof for the case 2βp > d is considerably simpler; note also that T > 0
did not need to be sufficiently small for these properties to hold.) Because F (t, v) = F (v) for
all t ∈ [0,∞) and v ∈ W 2β,pA1 (X; Λ1 ⊗ adP ), then F automatically satisfies (13.27) with θ = 1.
The conclusion now follows immediately from Theorem 13.8. 
17.5. Higher-order spatial and temporal regularity of a strong solution to the
Yang-Mills heat equation in W 2β,p. As we can see from Theorem 17.3, the strong solution,
a(t), has greater spatial regularity than the initial data, a0, for any t > 0. We can thus iterate
Theorem 17.3 to give C∞ spatial and temporal regularity for t ∈ (0, T ) and appeal to the
regularity result in Theorem 12.10 for a linear evolution equation to give C∞ spatial and temporal
regularity for t ∈ [0, T ).
Theorem 17.4 (Classical solutions and C∞ regularity of mild solutions for positive time to
the Yang-Mills heat equation with initial data in W 2β,p over a manifold of dimension d). Assume
the hypotheses of Theorem 17.1. If a0 ∈ W 2β,pA1 (X; Λ1 ⊗ adP ) and a(t) is a mild solution of the
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Yang-Mills heat equation (17.5) in W 2β,pA1 (X; Λ
1 ⊗ adP ) on an interval [0, T ) for some T > 0,
then a(t) is a classical C∞ solution on the interval (0, T ), and it satisfies
(17.34) a ∈ C([0, T );W 2β,pA1 (X; Λ1 ⊗ adP )) ∩ C∞((0, T ) ×X; Λ1 ⊗ adP )).
If in addition, a0 ∈W 2,pA1 (X; Λ1 ⊗ adP ), then a(t) also satisfies
(17.35) a ∈ C1([0, T );Lp(X; Λ1 ⊗ adP )).
Proof. We divide the proof of the regularity property (17.34) into the two cases correspond-
ing to the two alternative hypotheses for β and p in Theorem 17.1.
Case 1 (2βp > d). The case where β and p obey (17.26) is easier because we can now
use the fact that W 2β,p(X) is a Banach algebra by Lemma 14.10 in applications of the Sobolev
multiplication theorem. Theorem 17.3 yields
(17.36) a ∈ C([0, T );W 2β,pA1 (X; Λ1 ⊗ adP )) ∩C((0, T );W
2,p
A1
(X; Λ1 ⊗ adP )).
But W 2,p(X) is a Banach algebra because, a fortiori , this is true of W 2β,p(X) for this case, and
as the Yang-Mills heat equation nonlinearity F (a(t)) in (17.7) is a cubic polynomial in a(t), we
have
(17.37) F (a) ∈ C([0, T );W 2β,pA1 (X; Λ1 ⊗ adP )) ∩ C((0, T );W
2,p
A1
(X; Λ1 ⊗ adP )).
We can now apply Theorem 12.10, with source function
f(a(t)) := F (a(t)), t ∈ [0, T ).
Because (17.37) gives, for any t0 ∈ (0, T ),
f ∈ C([t0, T );W 2,pA1 (X; Λ1 ⊗ adP )),
we may take ν = 1 in the hypothesis (12.21) of Theorem 12.10. Noting that a(t0) ∈W 2,pA1 (X; Λ1⊗
adP ) by (17.36) and hence choosing µ = 1 + β in the hypotheses of Theorem 12.10 (applied to
the interval [t0, T ) rather than [0, T ), we obtain from (12.22) that
a ∈ C([t0, T );W 2+2β,pA1 (X; Λ1 ⊗ adP )),
recalling that V =W 2,pA1 (X; Λ1 ⊗ adP ) and so
V2µ = V2+2β =W 2+2β,pA1 (X; Λ1 ⊗ adP ).
Since t0 ∈ (0, T ) was arbitrary, we obtain
a ∈ C((0, T );W 2+2β,pA1 (X; Λ1 ⊗ adP )).
We may assume without loss of generality that β ≥ 1/2 and so, in particular, we have
a ∈ C((0, T );W 3,pA1 (X; Λ1 ⊗ adP )).
According to Lemma 12.4, we have that e−At is an analytic semigroup on Vα, for each α ∈ R,
if A is a positive, sectorial operator on a Banach space W and V = D(A). We can therefore
repeat the preceding application of Theorem 12.10 on the interval [t0, T ), this time with a(t0) ∈
W 3,pA1 (X; Λ
1 ⊗ adP ) and W =W 1,pA1 (X; Λ1 ⊗ adP )) and V =W
3,p
A1
(X; Λ1 ⊗ adP )), to give
a ∈ C((0, T );W 3+3β,pA1 (X; Λ1 ⊗ adP )).
By iterating in this way, we find that
a ∈ C((0, T );W k+2,pA1 (X; Λ1 ⊗ adP )), ∀ k ∈ N,
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and applying the Sobolev Embedding Theorem [5, Theorem 4.12], we obtain
a ∈ C((0, T );C l(X; Λ1 ⊗ adP )), ∀ l ∈ N.
But a(t) is a strong solution in W k+2,pA1 (X; Λ
1 ⊗ adP ), for all k ≥ N, to the equation,
∂a
∂t
+ (∇∗A1∇A1 + 1)a(t) = F (a(t)), a.e. t ∈ (0, T ).
Therefore,
∂a
∂t
= −(∇∗A1∇A1 + 1)a+F (a) ∈ C((0, T );C l(X; Λ1 ⊗ adP )), ∀ l ∈ N,
and by iterating the preceding argument, noting that F (a(t)) is a cubic polynomial in a(t), we
obtain
∂ma
∂tm
∈ C((0, T );C l(X; Λ1 ⊗ adP )), ∀ l,m ∈ N,
that is
a ∈ Cm((0, T );C l(X; Λ1 ⊗ adP )), ∀ l,m ∈ N,
and the first conclusion (17.34) follows in this case.
Case 2 (2βp < d). We now consider the more difficult case, where β and p obey (17.27).
However, in this situation we again note that, for initial data a0 ∈ W 2β,pA1 (X; Λ1 ⊗ adP ) and
β ∈ (0, 1) as in the hypotheses of Theorem 17.1 for the case 2βp < d, Theorem 17.3 still yields
the spatial regularity improvement (17.36) for t > 0.
If 2p > d, then we could have chosen β ∈ (0, 1) so that 2βp > d. Thus, we may suppose
without loss of generality that 2p < d and so we may choose s > 0 satisfying (17.22), that is,
s+
d
2p
+
1
2
< 2 and
(
s+
d
2p
+
1
2
)
p < d.
The quadratic and cubic Sobolev multiplication maps (17.23) and (17.24) are defined and con-
tinuous for this s and may be used in place of (17.18) and (17.19) when estimating the W s,pA1 (X)
norm of F (a(t)) since
a(t) ∈W 2,pA1 (X; Λ1 ⊗ adP ) →֒W
s+ d
2p
+ 1
2
,p
A1
(X; Λ1 ⊗ adP ), ∀ t ∈ (0, T ).
We can repeatedly apply the regularity result in Theorem 12.10, just as in the case 2βp > d, with
W =W s,pA1 (X; Λ1 ⊗ adP ) and V =W
s+ d
2p
+ 1
2
,p
A1
(X; Λ1 ⊗ adP ),
until we reach the continuous spatial range,
a ∈ C((0, T );C(X; Λ1 ⊗ adP )),
and then the argument in the case 2βp > d yields the first conclusion (17.34) for this case too.
We now verify the C1 property (17.35) of a(t) for t ∈ [0, 1). The continuity property of F (a)
in (17.37) when 2βp > d and the polynomial estimate (17.31) when 2βp < d gives in particular
that
F (a) ∈
{
C([0, T );W 2β,pA1 (X; Λ
1 ⊗ adP )), if 2βp > d,
C([0, T );Lp(X; Λ1 ⊗ adP )), if 2βp < d,
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and so the hypothesis (12.21) of Theorem 12.10 is obeyed with source function f(t) = F (a(t)),
for t ∈ [0, T ), and the choices p =∞ and ν = 1 and V =W 2,pA1 (X; Λ1 ⊗ adP ). We can take µ = 1
in Theorem 12.10, since we are now given a0 ∈W 2,pA1 (X; Λ1⊗adP ), so its conclusion (12.22) gives
a ∈ C([0, T );W 2,pA1 (X; Λ1 ⊗ adP )).
Combining the preceding observations yields the inclusions
(∇∗A1∇A1 + 1)a, F (a) ∈ C([0, T );Lp(X; Λ1 ⊗ adP )),
and thus also
∂a
∂t
= −(∇∗A1∇A1 + 1)a+F (a) ∈ C([0, T );Lp(X; Λ1 ⊗ adP )).
Therefore, the second conclusion (17.35) follows. 
It remains to examine the higher-order regularity of the strong solution a(t) up to time t = 0,
given initial data a0 with suitable regularity.
Theorem 17.5 (Classical solutions and C∞ regularity of mild solutions up to the initial time
for the Yang-Mills heat equation with C∞ initial data over a manifold of dimension d). Assume
the hypotheses of Theorem 17.1. If a0 ∈ C∞(X; Λ1 ⊗ adP ) and a(t) is a mild solution of the
Yang-Mills heat equation (17.5) in W 2β,pA1 (X; Λ
1 ⊗ adP ) on an interval [0, T ) for some T > 0,
then a(t) is a classical solution on [0, T ) and
(17.38) a ∈ C∞([0, T ) ×X; Λ1 ⊗ adP ).
Proof. It suffices to observe that instead of taking
W = Lp(X; Λ1 ⊗ adP ) and V =W 2,pA1 (X; Λ1 ⊗ adP ),
with A = ∇∗A1∇A1+1, as usual, in the proofs of Theorems 17.1 and 17.3, we may instead choose,
for any k ∈ N,
W =W k,pA1 (X; Λ1 ⊗ adP ) and V =W
k+2,p
A1
(X; Λ1 ⊗ adP ).
In particular, it suffices to restrict our attention to k large enough that (k + 2)p > d and so
W k+2,p(X) is a Banach algebra by Lemma 14.4.
For a0 ∈ W k+2,pA1 (X; Λ1 ⊗ adP ), the proof of Theorem 17.4 in the case 2βp > d and k = 0
yields, mutatis mutandis,
a ∈ C([0, T );W k+2,pA1 (X; Λ1 ⊗ adP ))
(∇∗A1∇A1 + 1)a ∈ C([0, T );W k,pA1 (X; Λ1 ⊗ adP )),
F (a) ∈ C([0, T );W k+2,pA1 (X; Λ1 ⊗ adP )),
and thus also
∂a
∂t
= −(∇∗A1∇A1 + 1)a+F (a) ∈ C([0, T );W k,p(X; Λ1 ⊗ adP )).
Therefore,
a ∈ C1([0, T );W k,pA1 (X; Λ1 ⊗ adP )).
But a˙ = ∂a/∂t is a strong solution to the time derivative of the Yang-Mills heat equation (17.5),
∂a˙
∂t
+ (∇∗A1∇A1 + 1)a˙(t) =
∂
∂t
F (a(t)), a.e. t ∈ (0, T ),
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with initial data
a˙(0) ∈W k,pA1 (X; Λ1 ⊗ adP ),
and source function with regularity
∂
∂t
F (a(t)) ∈ C([0, T );W k,pA1 (X; Λ1 ⊗ adP )).
The regularity result (12.22) in Theorem 12.10 now ensures that
a˙ ∈ C([0, T );W k+2,pA1 (X; Λ1 ⊗ adP )),
and thus
∂a˙
∂t
= −(∇∗A1∇A1 + 1)a˙+
∂
∂t
F (a) ∈ C([0, T );W k,pA1 (X; Λ1 ⊗ adP )).
Therefore,
a ∈ C2([0, T );W k,pA1 (X; Λ1 ⊗ adP )).
The preceding argument may be repeated, for all m ∈ N and k ∈ N with (k + 2)p > d, to give
a ∈ Cm([0, T );W k,pA1 (X; Λ1 ⊗ adP )),
and hence obtain the conclusion (17.38). 
Remark 17.6 (Regularity of the initial data in Theorem 17.3 and the result of Kozono,
Maeda, and Naito). Given a0 ∈ Ld(X; Λ1⊗adP ), Kozono, Maeda, and Naito [215, Theorem 3.1]
establish the local existence of a strong solution a(t) to (17.5) with the properties that
a ∈ C([0, T );Ld(X; Λ1 ⊗ adP ) ∩ C((0, T );W 2,dA1 (X; Λ1 ⊗ adP ) ∩C1((0, T );Ld(X; Λ1 ⊗ adP ).
Their application of semigroup theory to achieve this conclusion is different from ours and this
explains the discrepancy between their strong solution regularity result and that of our Theorem
17.3, which requires a0 ∈W 2β,pA1 (X; Λ1 ⊗ adP ).
17.6. A priori estimate for the W 2β,p norm and minimum lifetime of mild or
strong solution to the Yang-Mills heat equation in W 2β,p given initial data in W 2β,p.
We continue the notation and setup of the preceding subsection. We have seen that, with only the
hypotheses for the structure of an abstract nonlinearity, F , as assumed in the abstract Theorem
13.2, the abstract Lemma 13.6 already provides a lower bound (13.25) on the lifetime, τ , and
upper bound (13.24) in the V2β-norm (for β ∈ (0, 1)) of the mild solution, u(t) for t ∈ [0, τ),
and hence the lifetime of the strong solution via Theorem 13.8, since the constant, τ , does not
change in the passage from mild to strong, as is evident from the proof Theorem 13.8. However,
because the Yang-Mills heat equation nonlinearity (17.7) is a cubic polynomial (with respect
to suitable choices of Sobolev spaces), these two bounds can be sharpened, as we have already
demonstrated. Indeed, the abstract Theorem 13.3, which assumes aW-norm estimate for F(t, v)
which is polynomial in the V2β-norm of v, yields the lower bound (13.18) for the lifetime and
V2β-norm bound (13.14) for the solution.
Although we shall state main result of this subsection only for mild solutions to the Yang-Mills
heat equation (17.5), the a priori estimate and lower bound for the lifetime of course continue to
hold for strong or classical solutions.
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Theorem 17.7 (A priori estimate and lifetime of a mild solution to the Yang-Mills heat
equation in W 2β,p given initial data in W 2β,p). Assume the hypotheses of Theorem 17.1. Given
b > 0, there exists a positive constant2,
τ = τ (b,M0,Mβ , n, β, κ0, κ1) ,
with the following significance. For every a0 ∈W 2β,pA1 (X; Λ1 ⊗ adP ) obeying
‖a0‖W 2β,pA1 (X) ≤ b,
the Yang-Mills heat equation (17.5) with initial data a(0) = a0 has a unique, mild solution a(t)
in W 2β,pA1 (X; Λ
1 ⊗ adP ) on an interval [0, τ), with the regularity property (17.28). Moreover, the
solution a(t) obeys the a priori estimate,
(17.39) ‖a(t)‖
W 2β,pA1
(X)
≤M0‖a0‖W 2β,pA1 (X) +
2Mβκ0
1− β (1 +M0b)
n t1−β, ∀ t ∈ [0, τ ].
If in addition aˆ0 ∈W 2β,pA1 (X; Λ1 ⊗ adP ) obeys
‖aˆ0‖W 2β,pA1 (X) ≤ b,
and aˆ is the unique, mild solution to (13.5) in W 2β,pA1 (X; Λ
1 ⊗ adP ) on [0, τ ] with initial data
aˆ(0) = aˆ0, then
(17.40) sup
t∈[0,τ ]
‖a(t)− aˆ(t)‖
W 2β,pA1
(X)
≤ 2M0‖a0 − aˆ0‖W 2β,pA1 (X).
Proof. We just need to verify that the Yang-Mills heat equation nonlinearity (17.7) obeys
the hypotheses of Theorem 13.3. We recall from the proof of Theorem 17.1 that, for either the
case 2βp > d or 2βd < d, the estimate (17.31) implies that F obeys the inequality (13.10) with
n = 3. Similarly, for either the case 2βp > d or 2βd < d, the estimate (17.32) ensures that F
obeys the inequality (13.11) with n = 3. The conclusions now follow from Theorem 13.3, keeping
track of the dependencies of the constants. 
17.7. Maximally defined solutions to the Yang-Mills heat equation. Theorem 13.10
implies that the maximal interval [0, T ) of definition for the solution a(t) ∈ H4(X,Λ1 ⊗ adP ) to
(20.9) is characterized by (13.30), that is,
(17.41) lim
t↑T
‖a(t)‖H1(X) =∞.
We wish to show that this is equivalent to the characterization by Struwe in [331, Theorem 2.3],
in which case we will have completed our alternative proof of [331, Theorem 2.3].
Clearly, if T is characterized by [331, Theorem 2.3 (iii) and Equation (5)], then (17.41) holds.
To establish the reverse implication, we argue by contradiction, much as in [331, Section 7].
Suppose that a(t) ∈ H4(X,Λ1 ⊗ adP ) and T obey (17.41), but that there is an R ∈ (0, 1] such
that [331, Equation (15)] holds, namely
sup
x0∈X
t∈[0,T )
‖FA(t)‖L2(B(x0,R)) < δ,
where δ > 0 is as in Lemma 30.17. Then Lemma 30.21 implies that
A(t)→ A(T ) in H1(X,Λ1 ⊗ adP ), as t ↑ T,
2This constant τ is given explicitly via (13.18).
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for some A(T ) = A0 + a(T ) with a(T ) ∈ H1(X,Λ1 ⊗ adP ), and so
lim
t↑T
‖a(t)‖H1(X) = ‖a(T )‖H1(X) <∞,
which contradicts (17.41).
17.8. Global L1-in-time a priori estimates for a solution to a nonlinear evolution
equation. In this subsection, we develop abstract global a priori estimates which complement
[293, Lemma 7.3] (whose generalization to a closed, smooth Riemannian manifold X of dimension
d with 2 ≤ d ≤ 4 is stated as the forthcoming Lemma 26.2) by allowing far greater flexibility
with regard to the choice of spatial regularity.
Lemma 17.8 (A global L1-in-time a priori estimate for a mild solution to a nonlinear evolution
equation). Assume that Hypothesis 12.6 holds. Let β ∈ [0, 1), and let ε be a positive constant
such that
εa1+βMβΓ(1− β) ≤ 1
2
,
where the constants a > 0 and Mβ > 0 are as in Theorem 12.5, and K ∈ [1,∞). Suppose t0 ∈ R
and T is such that t0 < T ≤ ∞ and that F ∈ CLip([t0, T )× V2β ;W) obeys
F(t, v) = f0(t) +F1(t, v) + F2(t, v), ∀ (t, v) ∈ [t0, T )× V2β ,
with f0 ∈ CLip([t0, T );W) and F1,F2 ∈ CLip([t0, T )× V2β;W) and
‖F1(t, v)‖W ≤ K‖v‖W ,
‖F2(t, v)‖W ≤ ε‖v‖V2β , ∀ (t, v) ∈ [t0, T )× V2β.
If u is a mild solution to the nonlinear evolution equation (13.5) on [t0, T ) defined by A and F ,
with u ∈ C([t0, T );W) ∩ C((t0, T );V2β), then
(17.42)
∫ T
t0
‖u(t)‖V2β dt
≤ a1+βMβΓ(1− β)
(
‖u0‖W +
∫ T
t0
‖f0(t)‖W dt+K
∫ T
t0
‖u(t)‖W dt
)
.
Proof. From (13.6), we have
u(t) = e−A(t−t0)u0 +
∫ t
t0
e−A(t−s)F(s, u(s)) ds, ∀ t ∈ [t0, T ).
Thus, in the usual way, we see that for t ∈ [t0, T ],
‖Aβu(t)‖W ≤ ‖Aβe−A(t−t0)u0‖W +
∫ t
t0
‖Aβe−A(t−s)F(s, u(s))‖W ds
≤Mβ(t− t0)−βe−a(t−t0)‖u0‖W +Mβ
∫ t
t0
(t− s)−βe−a(t−s)‖F(s, u(s))‖W ds
(by Theorem 12.5)
≤Mβ(t− t0)−βe−a(t−t0)‖u0‖L2(X)
+Mβ
∫ t
t0
(t− s)−βe−a(t−s) (‖f0(s)‖W +K‖u(s)‖W + ε‖u(s)‖V2β ) ds,
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where we applied the hypotheses on F to obtain the last inequality. Recall that the gamma and
incomplete gamma functions are given by [277, Sections 5.2 (i) and 8.1],
γ(α, z) =
∫ z
0
tα−1e−t dt and Γ(α) =
∫ ∞
0
tα−1e−t dt,
for α ∈ C with Reα > 0 and z ∈ C, and so∫ t
t0
(t− s)−βe−a(t−s) ds = a1+β
∫ a(t−t0)
0
r(1−β)−1e−r dr
= a1+βγ(1− β, a(t− t0)),
and thus,
(17.43)
∫ t
t0
(t− s)−βe−a(t−s) ds ≤ a1+βΓ(1− β), ∀ t ≥ t0.
Note also that ∫ T
s
(t− s)−βe−a(t−s) dt = a1+β
∫ a(T−s)
0
r(1−β)−1e−r dr
= a1+βγ(1− β, a(T − s))
≤ a1+βΓ(1− β), ∀T ≥ s.
By integrating with respect to t ∈ [t0, T ], we see that∫ T
t0
‖Aβu(t)‖W dt ≤Mβ‖u0‖W
∫ T
t0
(t− t0)−βe−a(t−t0) dt
+Mβ
∫ T
t0
∫ t
t0
(t− s)−βe−a(t−s) (‖f0(s)‖W +K‖u(s)‖W + ε‖u(s)‖V2β ) ds dt
=Mβa
1+βγ(1− β, a(T − t0))‖u0‖W
+Mβ
∫ T
t0
(‖f0(s)‖W +K‖u(s)‖W + ε‖u(s)‖V2β )
∫ T
s
(t− s)−βe−a(t−s) dt ds
(by Fubini’s Theorem)
= a1+βMβγ(1− β, a(T − t0))‖u0‖W
+Mβ
∫ T
t0
(‖f0(s)‖W +K‖u(s)‖W + ε‖u(s)‖V2β ) a1+βγ(1− β, a(T − s)) ds,
and thus∫ T
t0
‖Aβu(t)‖W dt ≤ a1+βMβΓ(1− β)‖u0‖W
+ a1+βMβΓ(1− β)
∫ T
t0
(‖f0(s)‖W +K‖u(s)‖W + ε‖u(s)‖V2β ) ds.
The conclusion follows by rearrangement, noting that ‖Aβu(t)‖W = ‖u(t)‖V2β for all t ∈ [t0, T ].

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Remark 17.9 (Inequalities). The inequality (17.43) is useful when t ≫ t0 and we seek an
estimate of the integral which is independent of t− t0 ≫ 1; when t− t0 is small and positive, then
the following simpler inequality∫ t
t0
(t− s)−βe−a(t−s) ds ≤
∫ t
t0
(t− s)−β ds = (t− t0)
1−β
1− β ,
usually suffices.
We have the following corollary of Lemma 17.8.
Lemma 17.10 (A global L1-in-time a priori estimate for the time derivative of a solution to
a nonlinear evolution equation). Assume that Hypothesis 12.6 holds. Let β ∈ [0, 1) and ε ∈ (0, 1]
be such that
εa1+βMβΓ(1− β) ≤ 1
2
,
where the constants a > 0 and Mβ > 0 are as in Theorem 12.5, and K ∈ [1,∞). Let F ∈
CLip([t0, T ) × V2β ;W) for t0 ∈ R and T obeying t0 < T ≤ ∞. Let u ∈ C([t0, T );W) ∩
C((t0, T );V2β) be a mild solution to the nonlinear evolution equation (13.5) on [t0, T ) defined
by A and F ,
du
dt
(t) +Au(t) = F(t, u(t)).
Furthermore, suppose that u˙ ∈ C([t0, T );W)∩C((t0, T );V2β) and that u˙ is a mild solution to the
nonlinear evolution equation on [t0, T ),
(17.44)
du˙
dt
(t) +Au˙(t) = G(t, u˙(t)),
where
G(t, u˙(t)) := d
∂t
F(t, u(t))
can be expressed as
G(t, v) = g0(t) + G1(t, v) + G2(t, v), ∀ (t, v) ∈ [t0, T )× V2β,
with g0 = f˙0 ∈ CLip([t0, T );W) and G1,G2 ∈ CLip([t0, T )× V2β ;W) and
‖G1(t, v)‖W ≤ K‖v‖W ,
‖G2(t, v)‖W ≤ ε‖v‖V2β , ∀ (t, v) ∈ [t0, T )× V2β .
Then
(17.45)
∫ T
t0
‖u˙(t)‖V2β dt ≤ a1+βMβΓ(1− β)
(
‖u˙0‖W +
∫ T
t0
‖f˙0(t)‖W dt+K
∫ T
t0
‖u˙(t)‖W dt
)
.
Proof. The conclusion follows by applying Lemma 17.8 to the nonlinear evolution equation
(17.44) with G(t, v) in place of F(t, v). 
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17.9. Interior L1-in-time a priori estimates for a solution to a nonlinear evolution
equation. In this subsection, we establish abstract interior a priori estimates which complement
the global estimates in Section 17.8; these estimates are especially useful when we have limited
information regarding initial data.
Lemma 17.11 (An interior L1-in-time a priori estimate for a strong solution to a nonlinear
evolution equation). Assume the hypotheses of Lemma 17.8. If δ is a constant obeying t0+2δ ≤ T
and u is a strong solution to the nonlinear evolution equation (13.5), then
(17.46)
∫ T
t0+δ
‖u(t)‖V2β dt ≤ a1+βMβΓ(1− β)
(∫ T
t0
‖f0(t)‖W dt+K(1 + δ−1)
∫ T
t0
‖u(t)‖W dt
)
.
Proof. We define a smooth cutoff function, ζ ∈ C∞(R; [0, 1]), such that
ζ(t) = 1 ∀ t ≥ t0 + δ and ζ(t) = 0 ∀ t ≤ t0.
We may construct ζ by setting
ζ(t) := κ
(
δ−1(t− t0)
)
(m ≥ 0),
where κ ∈ C∞(R; [0, 1]) obeys κ(t) = 0 for t ≤ 0 and κ(t) = 1 for t ≥ 1. We observe that
|ζ˙(t)| ≤ Nδ−1, ∀ t ∈ R,
where N ≥ 1 is a universal constant (depending at most on the choice of κ). Because u is a
strong solution to (13.5) on (t0, T ), we see that ζu is a strong solution to the following nonlinear
evolution equation on (t0, T ),
d(ζu)
dt
+A(ζu) = ζF(t, u) + ζ˙u.
Denote
H(t, ζu) := ζF(t, u) + ζ˙u,
and write
H(t, ζu) := h0(t) +H1(t, ζu) +H2(t, ζu)
where
h0(t) := ζf0(t), H1(t, ζu) := ζF1(t, u) + ζ˙u, H1(t, ζu) := ζF2(t, u).
By the hypotheses in Lemma 17.8 on F , we obtain
‖H1(t, ζv)‖W ≤ K‖ζv‖W + |ζ˙|‖v‖W
≤ K‖ζv‖W +Nδ−1‖v‖W ,
‖H2(t, ζv)‖W ≤ ε‖ζv‖V2β , ∀ (t, v) ∈ (t0, T )× V2β .
Consequently, the method of proof of the a priori estimate (17.42) in the Lemma 17.8 applied
mutatis mutandis to the mild solution ζu on (t0, T ) now yields∫ T
t0
‖ζ(t)u(t)‖V2β dt ≤ a1+βMβΓ(1− β)
(∫ T
t0
‖f0(t)‖W dt+
(
K +Nδ−1
) ∫ T
t0
‖ζ(t)u(t)‖W dt
)
.
The conclusion thus follows from the fact that ζ = 1 on (t0 + δ, T ). 
Similarly, it will be useful to have an a priori interior estimate analogue of Lemma 17.10.
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Lemma 17.12 (An interior L1-in-time a priori estimate for the time derivative of a solution
to a nonlinear evolution equation). Assume the hypotheses of Lemma 17.10. If δ is a constant
obeying t0 + 2δ ≤ T and u˙ is a strong solution to the nonlinear evolution equation (17.44), then
(17.47)
∫ T
t0+δ
‖u˙(t)‖V2β dt ≤ a1+βMβΓ(1− β)
(∫ T
t0
‖f˙0(t)‖W dt+K(1 + δ−1)
∫ T
t0
‖u˙(t)‖W dt
)
.
Proof. The conclusion follows by replacing the role of Lemma 17.8 by that of Lemma 17.10
in the proof of Lemma 17.11. 
18. Critical-exponent parabolic Sobolev spaces and linear parabolic operators on
sections of vector bundles over compact manifolds
In this section, we shall adapt our development in [133, Sections 4 and 5] of critical-exponent
Sobolev spaces for elliptic operators on sections of vector bundles over closed four-dimensional
manifolds, which is based on ideas of Taubes [341, 343, 344, 346, 348], to the case of parabolic
operators.
We let X be a closed, oriented, Riemannian manifold of dimension d ≥ 2 and let K(t, x, y)
denote the heat kernel, that is, the fundamental solution for the (augmented) heat operator
[32, 77, 102, 155],
(18.1) L :=
∂
∂t
+∆+ 2 on C∞((0,∞) ×X),
where ∆ = d∗d is the Laplace operator on C∞(X). See [77, Definition 6.1] for a precise definition
of the heat kernel. We recall that the heat kernel for ∂t +∆ on C
∞((0,∞) × Rd) is given by
1
(4πt)d/2
e−|x−y|
2/4t, ∀ (t, x, y) ∈ (0,∞) × Rd × Rd.
As a consequence, for example, of the parametrix construction ofK(t, x, y) on (0,∞)×X×X when
X is a closed, Riemannian manifold [77, Section 6.4], one finds that the heat kernel, K(t, x, y),
is comparable to
1
(4πt)d/2
e− dist
2
g(x,y)/4t,
for t > 0, when x, y ∈ X and distg(x, y) is small relative to the injectivity radius of (X, g). By
analogy with our definitions (15.1) of the L♯ and L2♯ norms of u ∈ C∞(X;E), we define, for
u ∈ C∞([0, T ] ×X;E) and 0 < T ≤ ∞,
‖u‖L♦((0,T )×X;E) := sup
(t,x)∈(0,T )×X
∫ t
0
∫
X
K(t− s, x, y)|u|(s, y) d volg(y) ds,(18.2a)
‖u‖L2♦((0,T )×X;E) := sup
(t,x)∈(0,T )×X
(∫ t
0
∫
X
K(t− s, x, y)|u(s, y)|2 d volg(y) ds
)1/2
.(18.2b)
Of course, the preceding two norms are related by
‖u‖L2♦((0,T )×X;E) =
(
‖|u|2‖L♦((0,T )×X)
)1/2
.
We define the (augmented) heat operator on C∞(X;E) by
(18.3) LA :=
∂
∂t
+∇∗A∇A + 1 on C∞((0,∞) ×X;E),
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and give a parabolic analogue of Lemma 15.6. For brevity, we denote Kt,x = K(t, x, ·), for all
(t, x) ∈ (0, T ) ×X.
The well-known pointwise identity [144, Equation (6.18)],
(18.4) |∇Au|2 + 1
2
∆|u|2 = 〈∇∗A∇Au, u〉 a.e. on X,
provides the key technical ingredient in the following lemma.
Lemma 18.1. Let X be a C∞ closed, oriented manifold of dimension d ≥ 2 with Riemannian
metric g, and E a complex Hermitian (or real Riemannian) vector bundle over X, and A a C∞
Hermitian (Riemannian) connection on E with curvature FA. If u ∈ C∞(X;E), then
(18.5)
1
2
‖∇Au‖L2♦((0,T )×X;E) +
1
4
‖u‖C([0,T ]×X;E)
≤ 2‖LAu‖L♦((0,T )×X) +
1√
2
sup
(t,x)∈(0,T )×X
‖u(0, ·)‖L2(X,Kt,x;E).
Proof. The identity (18.4) gives
|∇Au|2 + 1
2
(
∂
∂t
+∆+ 2
)
|u|2 = 1
2
∂
∂t
|u|2 + 〈∇∗A∇Au, u〉+ |u|2
=
〈
∂u
∂t
+∇∗A∇Au+ u, u
〉
a.e. on X,
that is,
|∇Au|2 + 1
2
L(|u|2) = 〈LAu, u〉 a.e. on X.
The variation of constants formula [77, Equation (6)], [316, Equation (42.3)] is
u(t, x) = e−(∆+2)tu(0, x) +
∫ t
0
e−(∆+2)(t−s)Lu(s, x) ds
=
∫
X
K(t, x, y)u(0, y) d volg(y) +
∫ t
0
∫
X
K(t− s, x, y)Lu(s, y) d volg(y) ds, ∀ t ≥ 0, x ∈ X,
where the action of the semigroup, e−(∆+2)t, on C∞(X), is represented by the heat kernel,
K(t, x, y). By combining the preceding identities, we obtain∫ t
0
∫
X
K(t− s, x, y)|∇Au(y)|2 d volg(y) + 1
2
∫ t
0
∫
X
K(t, x, y)(L|u|2)(s, y) d volg(y) ds
=
∫ t
0
∫
X
K(t− s, x, y)|∇Au(y)|2 d volg(y) + 1
2
|u(t, x)|2 − 1
2
∫
X
K(t, x, y)|u(0, y)|2 d volg(y)
=
∫ t
0
∫
X
K(t− s, x, y)〈LAu, u〉(s, y) d volg(y) ds, ∀ t ≥ 0, x ∈ X.
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Therefore, for any T > 0,
sup
(t,x)∈(0,T )×X
∫ t
0
∫
X
K(t− s, x, y)|∇Au(y)|2 d volg(y) + 1
2
sup
(t,x)∈(0,T )×X
|u(t, x)|2
≤ sup
(t,x)∈(0,T )×X
∫ t
0
∫
X
K(t− s, x, y)|LAu(s, y)||u(s, y)| d volg(y) ds
+
1
2
sup
(t,x)∈(0,T )
∫
X
K(t, x, y)|u(0, y)|2 d volg(y)
≤
(
sup
(t,x)∈(0,T )×X
∫ t
0
∫
X
K(t− s, x, y)|LAu(s, y)| d volg(y) ds
)(
sup
(s,y)∈(0,T )×X
|u(s, y)|
)
+
1
2
sup
(t,x)∈(0,T )
∫
X
K(t, x, y)|u(0, y)|2 d volg(y).
Consequently, using ab ≤ εa2 + ε−1b2, for any a, b ≥ 0 and ε > 0 [149, Equation (7.6)] with
ε = 1/4 and rearrangement, we see that
sup
(t,x)∈(0,T )×X
∫ t
0
∫
X
K(t− s, x, y)|∇Au(y)|2 d volg(y) + 1
4
sup
(t,x)∈(0,T )×X
|u(t, x)|2
≤ sup
(t,x)∈(0,T )×X
4
(∫ t
0
∫
X
K(t− s, x, y)|LAu(s, y)| d volg(y) ds
)2
+
1
2
sup
(t,x)∈(0,T )
∫
X
K(t, x, y)|u(0, y)|2 d volg(y).
Taking square roots and using (a+ b)/2 ≤ (a2 + b2)1/2 and (a2 + b2)1/2 ≤ a+ b, for any a, b ≥ 0,
now yields the conclusion. 
We recall the following standard a priori estimate (16.7) from Theorem 16.5,
(18.6) ‖u‖C([0,T ];H1A(X;E)) + ‖u‖L2(0,T ;H2A(X;E) + ‖∂tu‖L2(0,T ;L2(X;E))
≤ 4‖u(0, ·)‖H1A(X;E) + 6‖LAu‖L2(0,T ;L2(X;E)).
In view of Lemma 18.1 and the the preceding standard a priori estimate, we obtain the following
strengthened a priori estimate, valid on X of any dimension d ≥ 2,
(18.7) ‖u‖C([0,T ];C(X;E)) + ‖u‖C([0,T ];H1A(X;E))
+ ‖∇Au‖L2♦((0,T )×X) + ‖u‖L2(0,T ;H2A(X;E)) + ‖∂tu‖L2(0,T ;L2(X;E))
≤ 8‖LAu‖L2(0,T ;L2(X;E)) + 8‖LAu‖L♦((0,T )×X;E)
+ 4‖u(0, ·)‖H1A(X;E) + sup
(t,x)∈(0,T )×X
4‖u(0, ·)‖L2(X,Kt,x;E).
We now define the following parabolic analogues of our replacements for L2(X;E) andH2A(X;E) ≡
W 2,2A (X;E) by the Banach spaces L
2+♯(X;E) andW 2,2+♯A (X;E). We let W and V denote the Ba-
nach spaces obtained by completing C∞([0, T ]×X;E) with respect to the hybrid critical-exponent
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parabolic Sobolev space norms,
‖w‖W = ‖w‖L2(0,T ;L2(X;E)) + ‖w‖L♦((0,T )×X;E)(18.8a)
‖v‖V = ‖u‖C([0,T ];C(X;E)) + ‖u‖C([0,T ];H1A(X;E)) + ‖∇Au‖L2♦((0,T )×X;E)(18.8b)
+ ‖LAu‖L2(0,T ;L2(X;E)) + ‖LAu‖L♦((0,T )×X;E).
We recall that the heat kernel, K, belongs to C∞((0,∞) ×X ×X) and is everywhere positive,
K(t, x, y) > 0 for all (t, x, y) ∈ (0,∞) ×X ×X, by [102, Theorem 5.2.1], so the terms involving
K on the right-hand side in (18.8) themselves define norms. Our a priori estimate (18.7) now
takes the more compact form,
(18.9) ‖u‖V ≤ 8‖LAu‖W + 4‖u(0, ·)‖H1A(X;E) + sup
(t,x)∈(0,T )×X
4‖u(0, ·)‖L2(X,Kt,x;E).
We recall from [102, Theorem 5.2.6] that e−∆t1 = 1 on X for all t ≥ 0 (the ‘conservation of
probability’), while e−(∆+2)t = e−2te−∆t on C(X) or Lp(X), where 1 ≤ p < ∞. In particular,
e−(∆+2)t1 = e−2t on X. If K0(t, x, y) is the kernel for e−∆t, then K(t, x, y) = e−2tK0(t, x, y) and∫
X
K(t, x, y) d volg(y) = e
−2t
∫
X
K0(t, x, y) d volg(y) = e
−2t, ∀ t ≥ 0 and x ∈ X.
These observations leads to useful inequalities for the norms in (18.2), which are direct conse-
quences of their definitions. We calculate
‖u‖L♦((0,T )×X;E) ≤ sup
(t,x)∈(0,T )×X
(∫ t
0
∫
X
K(t− s, x, y) d volg(y) ds
)
‖u‖C([0,T ]×X;E)
= sup
t∈(0,T )
(∫ t
0
es−t ds
)
‖u‖C([0,T ]×X;E),
‖u‖L2♦((0,T )×X;E) ≤ sup
(t,x)∈(0,T )×X
(∫ t
0
∫
X
K(t− s, x, y) d volg(y)
)1/2
‖u‖C([0,T ]×X;E)
= sup
t∈(0,T )
(∫ t
0
es−t ds
)1/2
‖u‖C([0,T ]×X;E),
and therefore,
‖u‖L♦((0,T )×X;E) ≤ T‖u‖C([0,T ]×X;E),(18.10a)
‖u‖L2♦((0,T )×X;E) ≤
√
T‖u‖C([0,T ]×X;E).(18.10b)
The norm on the initial data u(0, ·) = u0 on X in the a priori estimate (18.7) can be bounded
by its C0 norm as follows:
sup
(t,x)∈(0,T )×X
‖u0‖L2(X,Kt,x;E) ≡ sup
(t,x)∈(0,T )×X
(∫
X
K(t, x, y)|u0(y)|2 d volg(y)
)1/2
≤ sup
(t,x)∈(0,T )×X
(∫
X
K(t, x, y) d volg(y)
)1/2
‖u0‖C(X;E)
= e−2T ‖u0‖C(X;E),
that is,
(18.11) sup
(t,x)∈(0,T )×X
‖u0‖L2(X,Kt,x;E) ≤ e−2T ‖u0‖C(X;E).
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Recall from [5, Theorem 4.12] thatW 2β,p(X) →֒ C(X) when 2βp > d, where d ≥ 2 and 1 < p <∞
and β ∈ (0, 1). Therefore,
‖u‖L♦((0,T )×X;E) = sup
(t,x)∈(0,T )×X
∫ t
0
e(∆+2)(t−s)|u|(s, x) ds
≤ sup
t∈(0,T )
∫ t
0
‖e(∆+2)(t−s)|u|(s, ·)‖L∞(X) ds
≤ sup
t∈(0,T )
Cp
∫ t
0
‖e(∆+2)(t−s)|u|(s, ·)‖W 2β,p(X) ds
≤ sup
t∈(0,T )
Cp
∫ t
0
‖(∆ + 2)βe(∆+2)(t−s)|u|(s, ·)‖Lp(X) ds
≤ sup
t∈(0,T )
Cp,β
∫ t
0
(t− s)−βe2(t−s)‖u(s, ·)‖Lp(X;E) ds (by Theorem 12.5)
≤ Cp,βT
β
1− β supt∈(0,T )
‖u(t, ·)‖Lp(X;E),
with a similar calculation for the L2♦ norm. We conclude that, for all p ∈ (1,∞) and β ∈ (0, 1)
with 2βp > d, we have
‖u‖L♦((0,T )×X;E) ≤
Cp,βT
β
1− β ‖u‖C([0,T ];Lp(X;E)),(18.12)
‖u‖L2♦((0,T )×X;E) ≤
(
Cp,βT
β
1− β
)1/2
‖u‖C([0,T ];L2p(X;E)).(18.13)
Note that, because β ∈ (0, 1), we must select p > d/2 for these estimates to be valid.
19. Local well-posedness for the Yang-Mills heat equation with initial data of
minimal regularity
In Section 17, we obtained well-posedness for strong solutions in W 2β,p(X; Λ1 ⊗ adP ) to the
Yang-Mills heat equation (17.5) over a closed Riemannian manifold, X, of arbitrary dimension
d ≥ 2 by appealing to the abstract theory of nonlinear evolution equations and semigroup theory
via the fractional-order Banach spaces, V2β , for β ∈ (0, 1) described, for example, by Sell and
You in [316, Sections 4.6 and 4.8]. Kozono, Maeda, and Naito [215] also use semigroup theory,
but we obtain our results more easily by relying on the more developed treatment in [316],
although our more abstract treatment leads to the requirement that the initial data, a0, belong
to W 2β,p(X; Λ1 ⊗ adP ) rather than Ld(X; Λ1 ⊗ adP ) as in [215]. For example, when V =
W 2,p(X; Λ1 ⊗ adP ), then Theorems 17.1 and 17.3 require us to choose β ∈ [1/2, 1) when p > d
or β ∈ (1/2, 1) when p < d.
An alternative and arguably more elementary approach, which does not require semigroup
theory but is still flexible enough to handle the Yang-Mills heat equation nonlinearity (17.7),
can also be based on the Lp theory for linear parabolic equations and the contraction mapping
principle to handle the nonlinearity. Existence, uniqueness, and a priori Lp estimates are provided
in modern sources such as those of Maugeri, Palagachev, and Softova [248], for parabolic scalar
equations, or Dong and Kim [117, 116] for parabolic scalar systems, all in the case of domains
Ω j Rd, while Ladyzˇenskaja, Solonnikov, and Ural′ceva [224] provides a classic, if older source.
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For example, [248, Theorem 2.5.1] gives (we temporarily adopt the notation of [248] for ease of
reference)
(19.1) ‖u‖
W 2,1p (QT )
≤ C
(
‖Pu‖Lp(QT ) + ‖Bu‖W 1−1/p,1/2−1/2pp (ST ) + ‖I u‖W 2−2/pp (Ω)
)
,
where p ∈ (1,∞) and QT = (0, T ) × Ω and Ω ⋐ Rd is bounded domain with C1,1 boundary and
lateral boundary ST = (0, T ) × ∂Ω, and W 2,1p (QT ) denotes the parabolic Sobolev space [248,
Equation (2.90)]
‖u‖W 2,1p (QT ) := ‖u‖Lp(ΩT ) + ‖∂tu‖Lp(ΩT ) +
d∑
i=1
‖uxi‖Lp(ΩT ) +
d∑
i,j=1
‖uxixj‖Lp(ΩT ),
and scalar, uniformly and strictly elliptic, symmetric coefficients aij ∈ VMO(QT ) and coefficients
ℓi ∈ Lip(S¯T ) determine the operators [248, Equations (2.89), (2.91), and (2.92)]
Pu :=
∂u
∂t
−
d∑
i,j=1
aijuxixj ,
Bu :=
d∑
i=1
ℓiuxi ,
I u := u(0, ·).
The oblique derivative boundary and initial data, Bu and I u, belong to the (fractional deriva-
tive) Besov spaces, W
1−1/p,1/2−1/2p
p (ST ) and W
2−2/p
p (Ω), respectively [248, Section 2.5]. When
p = 2, then the a priori estimate (19.1) is similar to the standard a priori estimate [128, Equation
(7.46)] in [128, Theorem 7.1.5] for a strong solution to a scalar parabolic equation (in divergence
form), given homogeneous Dirichlet data on ST and initial data u(·, 0) in H10 (Ω).
However, as we shall explain, when X has dimension four, an a priori estimate such as (19.1)
with p = 2 or [128, Equation (7.46)] just falls short of what is required to prove existence of a
strong solution
a ∈ L2(0, τ ;H2A1(X; Λ1 ⊗ adP )) ∩ L∞(0, τ ;H1A1(X; Λ1 ⊗ adP ))
∩H1(0, τ ;L2(X; Λ1 ⊗ adP )).
to the Yang-Mills heat equation (17.5), for initial data a0 ∈ H1A1(X; Λ1⊗adP ) and (small enough)
τ > 0, contrary to the assertion by Struwe [331, Section 4.3]. This failure is linked to the criticality
of the Yang-Mills heat equation nonlinearity (17.7) in dimension four. If the initial data is assumed
to be more regular than supposed in [331, Section 4], for example a0 ∈ H2A1(X; Λ1 ⊗ adP ), we
shall find that the contraction mapping argument then succeeds, as we can then appeal to an
analogue of the more powerful a priori estimate [128, Equation (7.47)] in [128, Theorem 7.1.5]
for a strong solution
a ∈ L∞(0, τ ;H2A1(X; Λ1 ⊗ adP )) ∩H1(0, τ ;H1A1(X; Λ1 ⊗ adP ))
∩W 1,∞(0, τ ;L2(X; Λ1 ⊗ adP )) ∩H2(0, τ ;H−1A1 (X; Λ1 ⊗ adP )).
We shall describe an intermediate approach, based on our treatment for the model linear parabolic
equation in Section 18 using critical-exponent parabolic Sobolev norms, with a condition on the
regularity of the initial data which lies in between the assumption a0 ∈ H1A1(X; Λ1 ⊗ adP ) of
Struwe and the stronger assumption a0 ∈ H2A1(X; Λ1 ⊗ adP ).
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See [316, p. 159] and [353] for a discussion of the potentially singular behavior of mild and
strong solutions to linear and semilinear evolution equations at t = 0, due to mismatches between
the regularity of the initial data and the desired regularity for positive time.
We also provide a modified version of Struwe’s argument, yielding a slightly more regular
solution (though at the cost of more regular initial data) using our system of critical-exponent
parabolic Sobolev norms developed in Section 18 or temporal weighting as in Section 19.7.
19.1. L2(0, T ;L2(X)) estimates for quadratic and cubic terms arising in the Yang-
Mills heat equation. We develop some preliminary estimates that we shall need in Section 19.2
and in the sequel. We adopt the notation and conventions of [331, Section 4.3]. We use a fixed
C∞ reference connection, A1 on P , in defining Sobolev spaces of sections of the vector bundle
Λ1 ⊗ adP over a closed, Riemannian manifold, X, of dimension d ≥ 2. Following [331, p. 129],
we consider the Hilbert space,
(19.2) V := L2(0, T ;H2A1(X; Λ
1 ⊗ adP )) ∩H1(0, T ;L2(X; Λ1 ⊗ adP )),
and recall [331, p. 130] that there is a continuous embedding,
(19.3) V →֒ C([0, T ];H1A1(X; Λ1 ⊗ adP )),
with a universal embedding constant given by [331, Equation (9)],
(19.4) ‖a‖2C([0,T ];H1A1 (X)) ≤ ‖a(0)‖
2
H1A1
(X) + 2‖a‖2V .
Thus, it is convenient to consider the Banach space,
(19.5) V := L2(0, T ;H2A1(X; Λ
1 ⊗ adP )) ∩H1(0, T ;L2(X; Λ1 ⊗ adP ))
∩ C([0, T ];H1A1(X; Λ1 ⊗ adP )).
We first estimate the quadratic terms appearing in [331, p. 137], such as Struwe’s terms VI and
VII. For clarity, we write Struwe’s L2,2 in full as L2(0, T ;L2(X)), namely
‖f‖2L2(0,T ;L2(X)) =
∫ T
0
‖f(t)‖2L2(X) dt =
∫ T
0
∫
X
|f(t, x)|2 dx dt.
For a quadratic term like Struwe’s term VI, we have
‖∇A1a1 × a2‖2L2(0,T ;L2(X)) =
∫ T
0
‖∇A1a1(t)× a2(t)‖2L2(X) dt
≤ c
∫ T
0
‖∇A1a1(t)‖2L4(X)‖a2(t)‖2L4(X) dt
≤ c
(
sup
t∈(0,T )
‖a2(t)‖2L4(X)
)∫ T
0
‖∇A1a1(t)‖2L4(X) dt,
≤ c
(
sup
t∈(0,T )
‖a2(t)‖2L4(X)
)∫ T
0
‖a1(t)‖2W 1,4A1 (X)
dt,
that is, taking square roots,
(19.6) ‖∇A1a1 × a2‖L2(0,T ;L2(X)) ≤ c‖a2‖L∞(0,T ;L4(X))‖a1‖L2(0,T ;W 1,4A1 (X)), for d ≥ 2.
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For d ≤ 4, we have a Sobolev embedding H1(X) →֒ L4(X) [5, Theorem 4.12] and so the Kato
Inequality (26.18) gives
(19.7) ‖∇A1a1 × a2‖L2(0,T ;L2(X)) ≤ c‖a2‖L∞(0,T ;H1A1(X))‖a1‖L2(0,T ;H2A1 (X)), for 2 ≤ d ≤ 4,
and thus,
‖∇A1a1 × a2‖L2(0,T ;L2(X)) ≤ c‖a1‖V‖a2‖V, for 2 ≤ d ≤ 4,
where c is a universal positive constant, depending at most on the Riemannian metric.
For quadratic term like Struwe’s term VII, we have
‖a1 × a2‖2L2(0,T ;L4(X)) =
∫ T
0
‖a1(t)× a2(t)‖2L4(X) dt
≤ c
∫ T
0
‖a1(t)× a2(t)‖2H1A1 (X) dt
≤ c
∫ T
0
(
‖∇A1(a1(t)× a2(t))‖2L2(X) + ‖a1(t)× a2(t)‖2L2(X)
)
dt
≤ c
∫ T
0
(
‖∇A1a1(t)× a2(t))‖2L2(X) + ‖a1(t)×∇A1a2(t))‖2L2(X)
+ ‖a1(t)× a2(t)‖2L2(X)
)
dt,
and thus,
‖a1 × a2‖2L2(0,T ;L4(X))
≤ c
∫ T
0
(
‖∇A1a1(t)‖2L4(X)‖a2(t)‖2L4(X) + ‖a1(t)‖2L4(X)‖∇A1a2(t)‖2L4(X)
+ ‖a1(t)‖2L4(X)‖a2(t)‖2L4(X)
)
dt
≤ c
(
sup
t∈(0,T )
‖a1(t)‖2L4(X)
)∫ T
0
(
‖∇A1a2(t)‖2L4(X) + ‖a2(t)‖2L4(X)
)
dt
+ c
(
sup
t∈(0,T )
‖a2(t)‖2L4(X)
)∫ T
0
‖∇A1a1(t)‖2L4(X) dt
≤ c
(
sup
t∈(0,T )
‖a1(t)‖2L4(X)
)∫ T
0
‖a2(t)‖2W 1,4A1 (X)
dt
+ c
(
sup
t∈(0,T )
‖a2(t)‖2L4(X)
)∫ T
0
‖a1(t)‖2W 1,4A1 (X)
dt
that is, taking square roots, for any d ≥ 2,
(19.8) ‖a1 × a2‖L2(0,T ;L4(X))
≤ c
(
‖a1‖L∞(0,T ;L4(X))‖a2‖L2(0,T ;W 1,4A1 (X)) + ‖a2‖L∞(0,T ;L4(X))‖a1‖L2(0,T ;W 1,4A1 (X))
)
,
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and hence, using H1(X) →֒ L4(X) and the Kato Inequality, for 2 ≤ d ≤ 4,
(19.9) ‖a1 × a2‖L2(0,T ;L4(X))
≤ c
(
‖a1‖L∞(0,T ;H1A1(X))‖a2‖L2(0,T ;H2A1 (X)) + ‖a2‖L∞(0,T ;H1A1(X))‖a1‖L2(0,T ;H2A1 (X))
)
,
and thus,
‖a1 × a2‖L2(0,T ;L4(X)) ≤ c‖a1‖V‖a2‖V, for 2 ≤ d ≤ 4,
where c is a universal positive constant, depending at most on the Riemannian metric.
Next we consider the estimate for a cubic term like Struwe’s term VIII appearing in [331, p.
137]. We have
‖a1 × a2 × a3‖2L2(0,T ;L2(X)) =
∫ T
0
‖a1(t)× a2(t)× a3(t)‖2L2(X) dt
≤ c
∫ T
0
‖a1(t)× a2(t)‖2L4(X)‖a3(t)‖2L4(X) dt
≤ c
(
sup
t∈(0,T )
‖a3(t)‖2L4(X)
)∫ T
0
‖a1(t)× a2(t)‖2L4(X) dt,
that is, taking square roots,
‖a1 × a2 × a3‖L2(0,T ;L2(X)) ≤ c‖a3‖L∞(0,T ;L4(X))‖a1 × a2‖L2(0,T ;L4(X)).
Therefore, by combining the preceding inequality with the bound (19.8), we have
(19.10) ‖a1 × a2 × a3‖L2(0,T ;L2(X))
≤ c‖a3‖L∞(0,T ;L4(X))
(
‖a1‖L∞(0,T ;L4(X))‖a2‖L2(0,T ;W 1,4A1 (X))
+ ‖a2‖L∞(0,T ;L4(X))‖a1‖L2(0,T ;W 1,4A1 (X))
)
, for d ≥ 2,
and hence, using H1(X) →֒ L4(X) and the Kato Inequality,
(19.11) ‖a1 × a2 × a3‖L2(0,T ;L2(X))
≤ c‖a3‖L∞(0,T ;H1A1(X))
(
‖a1‖L∞(0,T ;H1A1(X))‖a2‖L2(0,T ;H2A1 (X))
+ ‖a2‖L∞(0,T ;H1A1(X))‖a1‖L2(0,T ;H2A1(X))
)
, for 2 ≤ d ≤ 4,
and thus,
‖a1 × a2 × a3‖L2(0,T ;L2(X)) ≤ c‖a1‖V‖a2‖V‖a3‖V, for 2 ≤ d ≤ 4,
where c is a universal positive constant, depending at most on the Riemannian metric.
19.2. Local existence of solutions to the Yang-Mills heat equation over a closed
manifold with dimension less than or equal to four and small initial data in H1.
In this subsection, we describe a simple and elegant approach due to Struwe [331, Section 4.3]
for establishing local existence of solutions for the Yang-Mills heat equation with initial data
in H1A1(X; Λ
1 ⊗ adP ) when the dimension of X is less than or equal to four. While we follow
Struwe’s idea, we simplify his development using our observation that it is not necessary to
employ a time-varying family of reference connections for regularity reasons; instead, a fixed C∞
reference connection, A1 on P , will do when the initial data, a0 = A0 −A1 ∈ H1A1(X; Λ1 ⊗ adP ),
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has small norm, ‖a0‖H1A1 (X). In Section 19.3, we remove the small ‖a0‖H1A1 (X) constraint using
Struwe’s idea in [331, Section 4.2], but emphasize that we do not appeal to it for the regularity
reasons described in [331, Section 4.1]. Struwe’s goal, as is ours, was to treat the case when X
has dimension d = 4 but here we make the simple observation that of course his method applies
when 2 ≤ d ≤ 4.
The goal is to solve the Yang-Mills heat equation (17.5) by a contraction mapping in the
Banach space V given by (19.5), with τ in place of T and for small enough τ > 0.
Given any τ > 0 and
a0 ∈ H1A1(X; Λ1 ⊗ adP ) and f ∈ L2(0, τ ;L2(X; Λ1 ⊗ adP )),
then Theorem 16.5 and Corollary 16.11 imply that there is a unique strong solution a ∈ V to
(17.6) with initial data a(0) = a0, that is,
∂a
∂t
+ (∇∗A1∇A1 + 1)a = f a.e. on (0, τ), a(0) = a0.
As suggested by Struwe [331, p. 137], we shall use a contraction mapping approach to solving
(17.5) in V. With that in mind, we claim that, for any w ∈ V,
(19.12) f := F (w) ∈ L2(0, τ ;L2(X; Λ1 ⊗ adP )).
We now verify the claim (19.12). Proceeding as in [331, p. 137] and appealing to our expression
(17.7) for F (w) and applying the inequalities (19.7) and (19.11) to bound the quadratic and
cubic terms, we have
‖F (w)‖L2(0,τ ;L2(X))
≤ ‖d∗A1FA1‖L2(0,τ ;L2(X)) + ‖Ricg ×w‖L2(0,τ ;L2(X)) + ‖(FA1 − 1)× w‖L2(0,τ ;L2(X))
+ ‖∇A1w × w‖L2(0,τ ;L2(X)) + ‖w × w ×w‖L2(0,τ ;L2(X))
≤ τ‖d∗A1FA1‖L2(X) + c
(
1 + ‖Ricg ‖C(X) + ‖FA1‖C(X)
) ‖w‖L2(0,τ ;L2(X))
+ c‖w‖L∞(0,T ;H1A1 (X))‖w‖L2(0,T ;H2A1(X)) + c‖w‖
2
L∞(0,T ;H1A1
(X))‖w‖L2(0,T ;H2A1 (X))
≤ τ‖d∗A1FA1‖L2(X) + c
√
τ
(
1 + ‖Ricg ‖C(X) + ‖FA1‖C(X)
) ‖w‖L∞(0,τ ;L2(X))
+ c‖w‖L∞(0,T ;H1A1 (X))‖w‖L2(0,T ;H2A1(X)) + c‖w‖
2
L∞(0,T ;H1A1
(X))‖w‖L2(0,T ;H2A1 (X)),
where the positive constant, c, depends at most on the Riemannian metric, g, onX. The preceding
bound verifies the claim (19.12) and, by our definition (19.5) of the Banach space, V, yields the
inequality,
(19.13) ‖F (w)‖L2(0,τ ;L2(X)) ≤ C0τ + C0
√
τ‖w‖V + c0‖w‖2V + c0‖w‖3V, ∀w ∈ V,
where the positive constant, c0, depends at most on g and C0 depends at most on A1 and g. For
each w ∈ V, we can thus let
(19.14) a := Φ(w) ∈ V
be the unique solution to (17.6), with initial data a(0) = a0, provided by Theorem 16.5, therefore
defining a map Φ : V→ V thanks to (19.12).
We could now appeal to Corollary 16.8 to bound ‖a‖V in terms of ‖(∂t+∇∗A1∇A1)a‖L2(0,τ ;L2(X))
but, as we are using the traditional gauge-theoretic definition of Sobolev spaces via covariant
derivatives, the constants in the a priori estimates in Corollary 16.8 (whose Sobolev norms are
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defined via spectral theory) would acquire a non-explicit dependence on A1, as we noted in Re-
mark 16.10. We shall instead digress to record an alternative due to Struwe [331, Lemma 3.2],
where it is possible to more easily trace the dependence on A1 in the a priori estimate constant.
Lemma 19.1 (A priori estimate for the connection Laplace operator). [331, Lemma 3.1] Let
G be a compact Lie group and P be a principal G-bundle over a closed, smooth manifold, X, of
dimension d ≥ 2, with Riemannian metric, g, and A1 a fixed reference connection of class C∞
on P . Then there is a positive constant, C1 = C1(A1, g), with the following significance. If l ∈ N
and a ∈ H2A1(X; Λl ⊗ adP ), then
(19.15) ‖a‖H2A1 (X) ≤ C1
(‖∇∗A1∇A1a‖L2(X) + ‖a‖L2(X)) .
Remark 19.2 (On the dependencies of the constant in Lemma 19.1). We recall from our
Lemma 15.8 that, when d = 4, it is possible to write C1 = c(1+ ‖FA1‖L2(X)), where c depends at
most on g, provided the term ‖∇∗A1∇A1a‖L2(X) on the right-hand side of the inequality (19.15)
is replaced by ‖∇∗A1∇A1a‖L2,♯(X). Improvements of this kind are easier when d = 2 or 3.
Lemma 19.3 (A priori estimate for the connection heat operator). [331, Lemma 3.2] Let G
be a compact Lie group and P be a principal G-bundle over a closed, smooth manifold, X, of
dimension d ≥ 2, with Riemannian metric, g, and A1 a fixed reference connection of class C∞
on P . Then there are positive constants, C2 = C2(A1, g) ≥ 1 and τ = τ(A1, g) ∈ (0, 1], with the
following significance. If
a ∈ L2(0, τ ;H2A1(X; Λ1 ⊗ adP )) ∩H1(0, τ ;L2(X; Λ1 ⊗ adP )),
then
(19.16) ‖a‖L2(0,τ ;H2A1 (X)) + ‖a‖H1(0,τ ;L2(X))
≤ C2
(∥∥(∂t +∇∗A1∇A1) a∥∥L2(0,τ ;L2(X)) + ‖a(0)‖H1A1 (X))) .
Moreover, for any T > 0, there is a positive constant, C ′2 = C
′
2(A1, g, T ) ≥ 1 such that
(19.17) ‖a‖L2(0,T ;H2A1 (X)) + ‖a‖H1(0,T ;L2(X))
≤ C ′2
(∥∥(∂t +∇∗A1∇A1)a∥∥L2(0,T ;L2(X)) + ‖a(0)‖H1A1 (X))) .
Proof. The inequality (19.16) is provided by [331, Lemma 3.2]. To prove (19.17), it suffices
to partition [0, T into small subintervals and then use the methods of proof of the a priori estimate
(25.4) in Lemma 25.1 or the a priori estimate (26.4) in Lemma 26.2 to extend (19.16) from a
small time interval, [0, τ ], to an arbitrary finite time interval, [0, T ]. 
Remark 19.4 (On relating a priori estimates involving the connection and Hodge Laplace
operators). Struwe’s [331, Lemmata 3.1 and 3.2] use the Hodge Laplace operator (16.27) rather
than the simpler connection Laplace operator which suffices for our development. Of course, the
two styles of a priori estimates may be related by Bochner-Weitzenbo¨ck formulae such as (16.28).
Remark 19.5 (On the dependencies of the constant in Lemma 19.3). When d = 4, we recall
from our Lemma 18.1 that, provided one is willing to employ a stronger system of Sobolev norms
than those appearing in the a priori estimate (19.17), it is possible to replace C1 = C1(A1, g) by
a universal numerical constant, independent of A1 or g.
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By combining (19.4) and (19.16), we see that (after absorbing a factor of
√
2 in C2),
(19.18) ‖a‖L2(0,τ ;H2A1 (X)) + ‖a‖L∞(0,τ ;H1A1(X)) + ‖a‖H1(0,τ ;L2(X))
≤ C2
(∥∥(∂t +∇∗A1∇A1) a∥∥L2(0,τ ;L2(X)) + ‖a(0)‖H1A1 (X))) ,
and of course we can similarly extend (19.17).
To check the boundedness property of the map Φ in (19.14), we apply the a priori estimate
(19.18). Letting a := Φ(w) be the unique solution to (17.6) with f := F (w) for w ∈ V, and
initial data a(0) = a0 ∈ H1A1(X; Λ1 ⊗ adP ), we discover that
‖Φ(w)‖V = ‖a‖V
≤ C2
(∥∥(∂t +∇∗A1∇A1) a∥∥L2(0,τ ;L2(X)) + ‖a0‖H1A1 (X)) (by (19.5) and (19.18))
= C2
(
‖F (w)‖L2(0,τ ;L2(X)) + ‖a0‖H1A1 (X)
)
(by (17.6))
≤ C2
(
C0τ + C0
√
τ‖w‖V + c0‖w‖2V + c0‖w‖3V + ‖a0‖H1A1 (X)
)
(by (19.13)).
Now suppose that ‖a0‖H1A1 (X) ≤ ε, where ε ∈ (0, 1] is a constant to be determined, so the
preceding inequality gives
‖Φ(w)‖V ≤ C2ε+ C0C2τ + C2C0
√
τ‖w‖V + c0C2 (1 + ‖w‖V) ‖w‖2V.
Setting R = 2C2ε and assuming that ‖w‖V ≤ R, we have
c0C2‖w‖V (1 + ‖w‖V) ≤ 2εc0C22 (1 + 2C2ε) ≤ 2εc0C22(1 + 2C2).
Now choose ε = ε(c0, C2) ∈ (0, 1] small enough that 2εc0C22 (1 + 2C2) ≤ 1/6, that is
(19.19) 0 < ε ≤ 1
12c0C22 (1 + 2C2)
.
Next choose τ = τ(ε, C0, C2) = τ(c0, C0, C2) ∈ (0, 1] small enough that C0C2τ ≤ 2C2ε/6, that is,
C0τ ≤ ε/3, and C0C2
√
τ ≤ 1/6, that is, C20C22τ ≤ 1/36, and so
(19.20) 0 < τ ≤ min
{
ε
3C0
,
1
36C20C
2
2
}
.
Denote BR := {v ∈ V : ‖v‖V ≤ R}. By assembling the preceding inequalities, we see that
‖Φ(w)‖V ≤ C2ε+ 2C2ε
6
+
2C2ε
6
+
2C2ε
6
= 2C2ε = R, ∀w ∈ BR,
and consequently, Φ is a well-defined map of the closed ball, BR, to itself.
To check the contraction-mapping property of the map Φ in (19.14), we apply the a priori
estimate (19.18), keeping in mind our definition (19.5) of V. Letting ai := Φ(wi) be the unique
solution to (17.6) with fi := F (wi) for wi ∈ V, with i = 1, 2, and initial data a1(0) = a2(0) =
a0 ∈ H1A1(X; Λ1 ⊗ adP ), we find that
‖Φ(w1)− Φ(w2)‖V = ‖a1 − a2‖V
≤ C2
∥∥(∂t +∇∗A1∇A1) (a1 − a2)∥∥L2(0,τ ;L2(X)) (by (19.5) and (19.18))
= C2‖F (w1)−F (w2)‖L2(0,τ ;L2(X)) (by (17.6)).
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To bound the term F (w1) − F (w2), we observe that the schematic expression (17.7) for the
nonlinearity, F , yields
(19.21)
F (w1)−F (w2)
= (FA1 − 1)× (w1 − w2) + Ricg ×(w1 − w2)
+∇A1(w1 − w2)× w1 +∇A1w2 × (w1 −w2)
+ (w1 − w2)×w1 × w1 + w2 × (w1 − w2)× w1 + w2 × w2 × (w1 − w2).
Therefore, applying (19.7) and (19.11) to bound the quadratic and cubic terms,
‖F (w1)−F (w2)‖L2(0,τ ;L2(X))
≤ c (1 + ‖FA1‖C(X) + ‖Ricg ‖C(X)) ‖w1 − w2‖L2(0,τ ;L2(X))
+ c‖w1 − w2‖L2(0,T ;H2A1(X))‖w1‖L∞(0,T ;H1A1(X))
+ c‖w2‖L2(0,T ;H2A1 (X))‖w1 − w2‖L∞(0,T ;H1A1(X))
+ c
(
‖w1‖2L∞(0,T ;H1A1(X)) + ‖w2‖
2
L∞(0,T ;H1A1
(X))
)
‖w1 − w2‖L2(0,T ;H2A1(X)),
where c is a positive constant which depends at most on the Riemannian metric, g. But
‖w1 − w2‖L2(0,τ ;L2(X)) ≤
√
τ‖w1 − w2‖L∞(0,τ ;L2(X)) ≤
√
τ‖w1 − w2‖L∞(0,τ ;H1A1 (X)).
Thus, by definition (19.5) of V and by combining the preceding inequalities, we obtain,
‖F (w1)−F (w2)‖L2(0,τ ;L2(X))
≤ C3
√
τ‖w1 − w2‖V + c1
(‖w1‖V + ‖w2‖V + ‖w1‖2V + ‖w2‖2V) ‖w1 − w2‖V,
where C3 is a positive constant which depends at most on A1 and g, while c1 depends at most
on g. Therefore,
‖Φ(w1)−Φ(w2)‖L2(0,τ ;L2(X))
≤ C2C3
√
τ‖w1 − w2‖V + c1C2
(‖w1‖V + ‖w2‖V + ‖w1‖2V + ‖w2‖2V) ‖w1 − w2‖V.
We now further constrain ε and τ to ensure that Φ is a contraction mapping. For w1, w2 ∈ BR,
we have
c1C2
(‖w1‖V + ‖w2‖V + ‖w1‖2V + ‖w2‖2V) ≤ 2c1C2R(1 +R).
Recall that R = 2C2ε and observe that 2c1C2R(1 +R) = 4εc1C
2
2 (1 + 2εC2) ≤ 4εc1C22 (1 + 2C2).
Choose ε = ε(c1, C1, C2) ∈ (0, 1] small enough that 4εc1C22 (1 + 2C2) ≤ 1/4, that is,
(19.22) 0 < ε ≤ 1
16c1C22 (1 + 2C2)
,
and ε = ε(c0, C2) continues to obey (19.19). Choose τ = τ(C2, C3) ∈ (0, 1] small enough that
C2C3
√
τ ≤ 1/4, namely,
(19.23) 0 < τ ≤ 1
16C22C
2
3
,
and τ = τ(c0, C0, C2) ∈ (0, 1] continues to obey (19.20). Consequently, for w1, w2 ∈ BR, we see
that,
‖Φ(w1)− Φ(w2)‖L2(0,τ ;L2(X)) ≤
1
2
‖w1 − w2‖V, ∀w1, w2 ∈ BR.
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The Banach Contraction Mapping Theorem now implies that the map Φ : BR → BR has a unique
fixed point, a ∈ V obeying ‖a‖V ≤ R = 2C2ε, and thus a unique solution to the Yang-Mills heat
equation (17.5) which obeys the a priori estimate (19.39) below with C = 2C2. If a1, a2 are
the unique solutions to (17.5) corresponding to initial data a1(0) and a2(0), then the continuity
estimate (19.26) below with C = 2C2 follows from the inequality (19.18), the definition (19.5)
of V, the Yang-Mills heat equation (17.5), the contraction mapping property for Φ, and the fact
that Φ(a) = a. In summary, we have proved
Theorem 19.6 (Local well-posedness for the Yang-Mills heat equation over a closed manifold
with small initial data in H1). [331, Section 4.3] Let G be a compact Lie group and P a principal
G-bundle over a closed, connected smooth manifold, X, of dimension 2 ≤ d ≤ 4 and Riemannian
metric, g. If A1 is a reference connection of class C
∞ on P , then there are positive constants
C = C(A1, g) ≥ 1 and ε = ε(A1, g) ∈ (0, 1] and τ = τ(A1, g) ∈ (0, 1], with the following
significance. If
a0 := A0 −A1 ∈ H1A1(X; Λ1 ⊗ adP ),
obeys
(19.24) ‖a0‖H1A1 (X) ≤ ε,
then there is a unique strong solution a(t) in V to the Yang-Mills heat equation (17.5) on the
interval (0, τ) with initial data a(0) = a0, where V is the Banach space (19.5). Moreover, the
solution a(t) obeys the a priori estimate,
(19.25) ‖a‖V ≤ Cε.
If a1, a2 are the unique solutions corresponding to initial data a1(0) and a2(0), respectively, then
(19.26) ‖a1 − a2‖V ≤ C‖a1(0) − a2(0)‖H1A1 (X).
Local well-posedness results similar to that of Theorem 19.6 can be established by other
methods, but apparently only at the cost of assuming greater regularity for the initial data,
a0, or by relaxing our requirement of local well-posedness for the Yang-Mills heat equation to
local existence and uniqueness, that is, by dropping the requirement that the solution depend
continuously on the initial data. For example:
(1) a0 ∈ HαA1(X; Λ1 ⊗ adP ) with α > 1 in our application of Theorem 12.12, so Vα+1 =
Hα+1A1 (X; Λ
1 ⊗ adP ) and Hα+1(X) is a Banach algebra when d = 4; or
(2) a0 ∈ H1A1(X; Λ1⊗ adP )∩C(X; Λ1⊗ adP ) in our application of our results in Section 18
to hybrid or pure critical-exponent parabolic Sobolev spaces; or
(3) a0 ∈ Ld(X; Λ1 ⊗ adP ) and we seek a solution in a Banach space defined via temporal
weighting, essentially following the idea of Kozono, Maeda, and Naito [215].
In the remainder of this section we shall develop these alternative approaches.
Remark 19.7 (On the constraint in Theorem 19.6 on the norm of the initial data). Because
the Fre´chet affine space of connections of class C∞ is dense in the Banach affine space of con-
nections of class H1, there is no significant loss of generality in the constraint that A0 obey
‖A0 −A1‖H1A1 (X) ≤ ε, with ε ∈ (0, 1] sufficiently small, where a0 = A0−A1 ∈ H
1
A1
(X; Λ1 ⊗ adP )
serves as initial data for the Yang-Mills heat equation (17.5). However, as we shall see in Sections
19.5, 19.6, and 19.7, the alternative approaches we listed in the preceding comments do not carry
this restriction on the norm of the initial data. Moreover, the restriction on the norm of the initial
data required for the proof of Theorem 19.6 can be removed by using Struwe’s idea [331, Section
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4.2] of constructing the solution to the Yang-Mills heat equation (17.5) as a small perturbation
of a solution to suitably chosen linear heat equation. We shall develop this approach in Section
19.3.
19.3. Local existence of solutions to the Yang-Mills heat equation over a closed
manifold with dimension less than or equal to four and arbitrary initial data in H1.
In order to remove the small-norm constraint on the initial data, a0 ∈ H1A1(X; Λ1 ⊗ adP ), in
Theorem 19.6 we may instead consider the solution, a(t), to the Yang-Mills heat equation (17.5)
to be a small perturbation, a(t) = α(t)+ ξ(t) of the solution, α(t), to a linear heat equation with
smooth initial data,
(19.27)
∂α
∂t
+ (∇∗A1∇A1 + 1)α = 0 on (0,∞)×X, α(0) = α0 ∈ Ω1(X; adP ).
Indeed, Theorem 16.5 and Corollary 16.13 provide a unique classical solution, α ∈ C∞([0,∞) ×
X; Λ1 ⊗ adP ), to the linear Cauchy problem (19.27).
We shall now write
(19.28) A0 = A1 + a0 = A1 + α0 + ξ0,
where α0 ∈ Ω1(X; adP ) = C∞(X; Λ1 ⊗ adP ) may have norm, ‖α0‖H1A1 (X) of arbitrary size, but
ξ0 = A0 −A1 − α0 ∈ H1A1(X; Λ1 ⊗ adP ) will have small norm,
(19.29) ‖ξ0‖H1A1 (X) ≤ ε,
with measure of smallness ε ∈ (0, 1] to be determined. We shall seek a solution to the Yang-Mills
heat equation (17.5) of the form
A(t) = A1 + a(t) = A1 + α(t) + ξ(t), t ∈ [0, τ),
where α(t) ∈ Ω1(X; adP ) for t ≥ 0 is the unique solution to the linear Cauchy problem (19.27)
and ξ(t) ∈ H1A1(X; Λ1 ⊗ adP ) for t ∈ [0, τ) is a perturbation with initial data,
(19.30) ξ(0) = ξ0 ∈ H1A1(X; Λ1 ⊗ adP ),
required to solve the Yang-Mills heat equation (17.5).
By substituting a(t) = A1+α(t) + ξ(t) into the Yang-Mills heat equation (17.5) with nonlin-
earity (17.7), we see that a(t) solves (17.5) if and only if ξ(t) solves, a.e. on (0, τ) ×X,
∂α
∂t
+
(∇A1∇∗A1 + 1)α+ ∂ξ∂t + (∇A1∇∗A1 + 1) ξ
+ d∗A1FA1 + (FA1 − 1)× α+Ricg ×α+ (FA1 − 1)× ξ +Ricg ×ξ
+∇A1α× α+∇A1α× ξ +∇A1ξ × α+∇A1ξ × ξ
+ α× α× α+ α× α× ξ + α× ξ × ξ + ξ × ξ × ξ = 0.
Using the fact that α(t) solves the linear Cauchy problem (19.27), we see that a(t) solves the
Yang-Mills heat equation (17.5) with initial condition a(0) = a0 if and only if ξ(t) solves the
residual quasi-linear parabolic equation,
(19.31)
∂ξ
∂t
+
(∇A1∇∗A1 + 1) ξ + d∗A1FA1 + (FA1 − 1)× α+Ricg ×α+∇A1α× α+ α× α× α
+Ricg ×ξ + (FA1 − 1)× ξ +∇A1α× ξ + α×∇A1ξ + α× α× ξ
+∇A1ξ × ξ + α× ξ × ξ + ξ × ξ × ξ = 0 a.e. on (0, τ)×X,
with initial condition ξ(0) = ξ0.
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Because the initial data, α(0) = α0, is C
∞, the solution, α(t), to the linear Cauchy problem
(19.27) defining the source term and coefficients of the quasi-linear parabolic equation (19.31) for
ξ(t) is bounded via the a priori estimates (16.16) and (16.17) provided by Corollary 16.9,
(19.32) ‖α‖L2(0,τ ;Hk+2A1 (X)) + ‖α‖L∞(0,τ ;Hk+1A1 (X)) + ‖α‖H1(0,τ ;HkA1(X)) ≤ C¯2‖α0‖Hk+1A1 (X)),
where k ∈ N and C¯2 = C¯2(A1, g, k) and we have used the fact that τ ∈ (0, 1]. Because X has
dimension 2 ≤ d ≤ 4, there are Sobolev embeddings, Hk(X) →֒ Ck−3(X) for all integers k ≥ 3,
by [5, Theorem 4.12]. Consequently, there are embeddings,
(19.33) HkA1(X; Λ
1 ⊗ adP ) →֒ Ck−3A1 (X; Λ1 ⊗ adP ), ∀ k ≥ 3,
with embedding constants depending at most on the connection, A1, the integer, k, and the
Riemannian metric, g, on X. Thus,
(19.34) ‖α‖
L∞(0,τ ;W∞,k−3A1
(X))
≤ C‖α‖L∞(0,τ ;HkA1(X)), ∀ k ≥ 3,
for a positive constant, C = C(A1, g, k). This concludes our development of the a priori estimates
we shall need for the coefficients, α(t), for t ∈ [0, τ ].
The quasi-linear parabolic equation (19.31) for ξ(t) has the same structure as that of the
Yang-Mills heat equation (17.5) for a(t) considered in Theorem 19.6, aside from the harmless
addition of a quadratic term, α×ξ×ξ, and the presence of time-varying coefficients, α(t). Hence,
for the proof of Theorem 19.6 to apply to (19.31) in place of (17.5), it suffices to check that the
additional terms involving α(t) do not cause any new difficulties. By appealing to the Sobolev
embedding H1(X) →֒ L4(X) [5, Theorem 4.12] and the Kato Inequality (26.18) as needed, we
find that the new inhomogeneous terms are bounded via:
‖∇A1α× α‖L2(0,τ ;L2(X)) ≤ c
√
τ‖α‖L∞(0,τ ;H1A1(X))‖α‖L∞(0,τ ;C(X)),
‖α× α× α‖L2(0,τ ;L2(X)) ≤ c
√
τ‖α‖3L∞(0,τ ;C(X)).
The new linear terms are bounded via:
‖∇A1α× ξ‖L2(0,τ ;L2(X)) ≤ c
√
τ‖∇A1α‖L∞(0,τ ;L4(X))‖ξ‖L∞(0,τ ;L4(X))
≤ c√τ‖α‖L∞(0,τ ;H2A1 (X))‖ξ‖L∞(0,τ ;H1A1 (X)),
‖α×∇A1ξ‖L2(0,τ ;L2(X)) ≤ c
√
τ‖α‖L∞(0,τ ;C(X))‖ξ‖L∞(0,τ ;H1A1 (X)),
‖α× α× ξ‖L2(0,τ ;L2(X)) ≤ c
√
τ‖α‖2L∞(0,τ ;C(X))‖ξ‖L∞(0,τ ;L2(X)).
Finally, the new quadratic term is bounded via:
‖α × ξ × ξ‖L2(0,τ ;L2(X)) ≤ c
√
τ‖α‖L∞(0,τ ;C(X))‖ξ‖2L∞(0,τ ;L4(X))
≤ c√τ‖α‖L∞(0,τ ;C(X))‖ξ‖2L∞(0,τ ;H1A1 (X)).
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By definition (19.5) of the Banach space, V, and the preceding estimates for the coefficients α
appearing in (19.31), we see that
(19.35)
‖∇A1α× w‖L2(0,τ ;L2(X)) ≤ C5
√
τ‖w‖V,
‖α×∇A1w‖L2(0,τ ;L2(X)) ≤ C5
√
τ‖w‖V,
‖α× α× w‖L2(0,τ ;L2(X)) ≤ C5
√
τ‖w‖V,
‖α× w × w‖L2(0,τ ;L2(X)) ≤ C5
√
τ‖w‖2V,
‖∇A1α× α‖L2(0,τ ;L2(X)) ≤ C5
√
τ ,
‖α× α× α‖L2(0,τ ;L2(X)) ≤ C5
√
τ ,
for a positive constant C5 = C5(A1, g, ‖α0‖H4A1 (X)) ≥ 1.
Given w ∈ V, we shall now define ξ := Ψ(w) ∈ V to be the unique strong solution to the
linear Cauchy problem provided by Theorem 16.5 and Corollary 16.11,
(19.36)
∂ξ
∂t
+∇A1∇∗A1ξ = fα a.e. on (0, τ) ×X, ξ(0) = ξ0,
where
fα(t) := Fα(t, w(t)), a.e. t ∈ (0, τ),
and the nonlinearity is defined through (19.31) by
(19.37)
−Fα(t, w(t)) := d∗A1FA1 +∇A1α(t)× α(t) + α(t)× α(t) × α(t)
+ (FA1 − 1)× w(t) + Ricg ×w(t)
+∇A1α(t) × w(t) + α(t)×∇A1w(t) + α(t) × α(t)× w(t)
+∇A1w(t) × w(t) + α×w(t) × w(t) + w(t)× w(t)× w(t).
The verification that
fα = Fα(·, w) ∈ L2(0, τ ;L2(X; Λ1 ⊗ adP ))
follows just as in the case of (19.12). We thus aim to solve the quasi-linear parabolic equation
(19.31) for ξ, with initial condition ξ(0) = ξ0, as the fixed point of a map, Ψ : BR → BR,
for a suitably chosen radius, R = R(A1, g, ‖α0‖H4A1 (X)) ∈ (0, 1]. The new dependency of R on‖α0‖H4A1 (X) arises from the estimates of the coefficients, α, in (19.35).
Given the estimates in (19.35) for the terms in the residual nonlinearity (19.37) involving the
coefficients α(t), which were not present in the nonlinearity (17.7), the proof of Theorem 19.6 now
applies to give a unique solution, ξ ∈ V, to (19.31) for ξ0 obeying (19.29) and possibly smaller
constants,
ε = ε(A1, g) ∈ (0, 1] and τ = τ(A0, A1, α0, g) ∈ (0, 1],
and possibly larger constant C = C(A1, g) ≥ 1, with
(19.38) ‖ξ‖V ≤ Cε.
Because a = α+ ξ on [0, τ) ×X, we find that, for C¯2 = C¯2(A1, g),
‖a‖V ≤ ‖α‖V + ‖ξ‖V
≤ C¯2‖α0‖H1A1 (X) + Cε (by (19.38), (19.32) with k = 0, and definition (19.5) of V)
≤ C¯2‖a0‖H1A1 (X) + C¯2‖ξ0‖H1A1 (X) + Cε (by (19.28))
≤ C¯2‖a0‖H1A1 (X) + (C¯2 + C)ε (by (19.29)),
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which gives the desired a priori estimate in Theorem 19.8 below.
To verify the continuity of the solution, a(t), with respect to the initial data, a0, as asserted
by Theorem 19.8, suppose we are given A0,i = A1+a0,i for a0,i ∈ H1A1(X; Λ1⊗adP ), with i = 1, 2.
Then, following (19.28), we write
A0,i = A1 + a0,i = A1 + α0 + ξ0,i, for i = 1, 2,
where α0 ∈ Ω1(X; adP ) is chosen so that the ξ0,i ∈ H1A1(X; Λ1 ⊗ adP ) obey (19.29) for i = 1, 2.
Let ξi, for i = 1, 2, be the unique solutions to (19.31), with initial conditions ξi(0) = ξi,0, produced
by the preceding analysis. Let ai = α+ ξi, for i = 1, 2, be the corresponding unique solutions to
(17.5), with initial conditions ai(0) = ai,0. Then,
‖a1 − a2‖V = ‖ξ1 − ξ2‖V
≤ C‖ξ1(0) − ξ2(0)‖H1A1 (X) (by (19.26))
= C‖a1(0)− a2(0)‖H1A1 (X),
where C = C(A1, g). In summary, we have proved
Theorem 19.8 (Local well-posedness for the Yang-Mills heat equation over a closed manifold
with arbitrary initial data in H1). Let G be a compact Lie group and P a principal G-bundle over
a closed, connected smooth manifold, X, of dimension 2 ≤ d ≤ 4 and Riemannian metric, g. If
A1 is a reference connection of class C
∞ on P and A0 is a connection of class H1 on P , then
there are positive constants, C = C(A1, g) ≥ 1 and ε = ε(A1, g) ∈ (0, 1], and if α0 ∈ Ω1(X; adP )
is such that
‖A0 −A1 − α0‖H1A1 (X) < ε,
there is a positive constant, τ = τ(A0, A1, α0, g) ∈ (0, 1], with the following significance. If
a0 := A0 −A1 ∈ H1A1(X; Λ1 ⊗ adP ),
then there is a unique strong solution, a(t) in V, to the Yang-Mills heat equation (17.5) on the
interval (0, τ) with initial data a(0) = a0, where V is the Banach space (19.5). Moreover, the
solution a(t) obeys the a priori estimate,
(19.39) ‖a‖V ≤ C
(
‖a0‖H1A1 (X) + ε
)
.
If a1, a2 are the unique solutions to (17.5) with initial data a1(0) and a2(0), respectively, and
‖a1(0) − a2(0)‖H1A1 (X) ≤
ε
2
,
then a1 − a2 obeys the continuity estimate (19.26).
19.4. Regularity of solutions to the Yang-Mills heat equation over a closed man-
ifold with dimension less than or equal to four and initial data in H1. We recall from
Section 19.2 that — given a ∈ V, where V is the Banach space defined in (19.5) — the nonlinear-
ity F (a) in (17.7) belongs to L2(0, τ ;L2(X; Λ1 ⊗ adP )) by (19.12). Consequently, the question
of regularity of the unique solution, a(t), to the Yang-Mills heat equation (17.6) provided by
Theorem 19.8 is more subtle, at least when X has dimension d = 4, then in the case of the linear
heat equation since there is no improvement in the regularity of source function, in this case
F (a), on intervals [t0, τ) with 0 < t0 < τ .
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To circumvent this problem, we first appeal to Corollary 16.11, with p = 2, α = 1, and
β ∈ [0, 1/2), to conclude from (16.19) that
a ∈ C([0, τ);H1A1(X; Λ1 ⊗ adP )) ∩ C((0, τ);H
2(1+β)
A1
(X; Λ1 ⊗ adP )).
(A stronger assertion, involving Ho¨lder regularity with respect to t ∈ [0, τ) is also possible, as
evident from (16.19), but we shall not need this property.) By restricting to β ∈ (0, 1/2), we
recover the fact that H2(1+β)(X) is a Banach algebra [5, Theorem 4.39] when 2 ≤ d ≤ 4 and
hence
F (a) ∈ C((0, τ);H2(1+β)A1 (X; Λ1 ⊗ adP )).
To obtain higher-order temporal regularity for t > 0, we observe that the expression (17.7) for
F (a) yields
− ∂F (a)
∂t
= (FA1 − 1)× a˙+Ricg ×a˙+∇A1 a˙× a+∇A1a× a˙
+ a˙× a× a+ a× a˙× a+ a× a× a˙.
Theorem 19.8 already ensures that (by definition (19.5) of V)
a˙ ∈ L2(0, τ ;L2(X; Λ1 ⊗ adP )),
and so, using the fact that H2(1+β)(X) is a Banach algebra and L2(X) is a H2(1+β)(X)-module,
we discover that
∂F (a)
∂t
∈ L2loc(0, τ ;L2(X; Λ1 ⊗ adP )),
and thus
F (a) ∈ H1loc(0, τ ;L2(X; Λ1 ⊗ adP )).
In particular, for any t0 ∈ (0, τ), we have
F (a) ∈ C([t0, τ);H1A1(X; Λ1 ⊗ adP )) ∩H1(t0, τ ;L2(X; Λ1 ⊗ adP )).
(In fact, we also have F (a) ∈ C([t0, τ);H2(1+β)A1 (X; Λ1 ⊗ adP )).) Therefore, applying Theorem
16.14 with interval [t0, τ), initial data a(t0) ∈ H1A1(X; Λ1⊗adP ) (in fact, a(t0) ∈ H
2(1+β)
A1
(X; Λ1⊗
adP )), source function f = F (a), and α = 1 yields
a ∈ C1((t0, τ);H1A1(X; Λ1 ⊗ adP )) ∩ C((t0, τ);H3A1(X; Λ1 ⊗ adP )).
It is now routine to iterate the preceding argument to obtain any desired spatial and temporal
regularity for the solution, a(t) for t ∈ (0, τ), and conclude with the
Theorem 19.9 (Higher-order spatial and temporal regularity for a solution to the Yang-Mills
heat equation over a closed manifold with arbitrary initial data in H1). Assume the hypotheses
of Theorem 19.8. If a0 := A1 − A0 ∈ H1A1(X; Λ1 ⊗ adP ) and a ∈ V is a strong solution to the
Yang-Mills heat equation (17.6), where V is as in (19.5), then a(t) is a classical solution and
obeys
a ∈ C([0, τ);H1A1(X; Λ1 ⊗ adP )) ∩C∞((0, τ) ×X; Λ1 ⊗ adP )).
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19.5. Local well-posedness for the Yang-Mills heat equation in hybrid critical-
exponent parabolic Sobolev spaces. Our goal in this subsection is prove the following version
of the local well-posedness for the Yang-Mills heat equation (17.5) with initial data inH1A1(X; Λ
1⊗
adP )∩L2♦(X; Λ1 ⊗ adP ). See Brezis and Nirenberg [60] for an early discussion in the literature
of critical-exponent Sobolev problems and some of the difficulties therein.
Theorem 19.10 (Local well-posedness for the Yang-Mills heat equation in hybrid critical–
exponent parabolic Sobolev spaces over a closed manifold). Let G be a compact Lie group and
P a principal G-bundle over a closed, connected, orientable, smooth manifold, X, of dimension
d ≥ 2 and Riemannian metric, g. If A1 is a reference connection of class C∞ on P , then there
is a positive constant C and, if b is a positive constant, then there is also a constant, τ ∈ (0, 1],
with the following significance. If
a0 ∈ H1A1(X; Λ1 ⊗ adP ) ∩ C(X; Λ1 ⊗ adP ),
obeys
(19.40) ‖a0‖H1A1 (X) + sup(t,x)∈(0,τ)×X
‖a0‖L2(X,Kt,x) ≤ b,
then there is a unique strong solution a(t) in V to the Yang-Mills heat equation (17.5) on the
interval (0, τ) with initial data a(0) = a0, where V is the Banach space completion of C
∞([0, τ ]×
X; Λ1 ⊗ adP )) with respect to the norm (18.8b). Moreover, the solution a(t) obeys the a priori
estimate,
(19.41) ‖a‖V ≤ 32
√
τ‖d∗A1FA1‖C(X) + 8‖a0‖H1A1 (X) + sup(t,x)∈(0,τ)×X
8‖a0‖L2(X,Kt,x),
and the minimal lifetime, τ , is given by
(19.42) τ = Cb
(‖d∗A1FA1‖C(X) + (‖Ricg ‖C(X) + ‖FA1‖C(X) + 1) (1 + b3))−2 .
If a1, a2 are the unique solutions corresponding to initial data a1(0) and a2(0), respectively, then
(19.43) ‖a1 − a2‖V ≤ 8‖a1(0)− a2(0)‖H1A1 (X) + sup(t,x)∈(0,τ)×X
8‖a1(0)− a2(0)‖L2(X,Kt,x).
Remark 19.11 (Validity of Theorem 19.10 for manifolds of dimension d ≥ 2). While Theorem
19.10 is of most interest when d = 4, it is valid for a manifold X of any dimension d ≥ 2, since
we do not need to appeal to the Sobolev Embedding Theorem [5, Theorem 4.12] explicitly or
implicitly in its proof.
Remark 19.12 (Norms for the initial data). By the inequality (18.11), we could replace the
norms sup(t,x)∈(0,τ)×X ‖ · ‖L2(X,Kt,x) in the statement of Theorem 19.10 by the simpler ‖ · ‖C(X;E)
norms when referring to bounds involving initial data.
Proof of Theorem 19.10. For completeness, we shall include some of the steps already
verified in Section 19.2, but now making use of the stronger system of norms to simplify the
estimate of the Yang-Mills heat equation nonlinearity (17.7).
Step 1 (Estimates in L2(0, τ ;L2(X; Λ1⊗adP )) and L♦((0, τ)×X; Λ1⊗adP ) for the quadratic
term in the Yang-Mills heat equation nonlinearity). We observe that
‖∇A1w × w‖L2(0,τ ;L2(X)) ≤ c‖∇A1w‖L2(0,τ ;L2(X))‖w‖C([0,τ ];C(X))
≤ c‖w‖L2(0,τ ;H1A1 (X))‖w‖C([0,τ ]×X),
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and thus,
(19.44) ‖∇A1w × w‖L2(0,τ ;L2(X)) ≤ c
√
τ‖w‖C([0,τ ];H1A1 (X))‖w‖C([0,τ ]×X).
Similarly, the Ho¨lder inequality and the definitions (18.2) of the L♦ and L2♦ norms gives
‖∇A1w × w‖L♦((0,τ)×X) ≤ c‖∇A1w‖L2♦((0,τ)×X)‖w‖L2♦((0,τ)×X),
and so, by (18.10b),
(19.45) ‖∇A1w × w‖L♦((0,τ)×X) ≤ c
√
τ‖∇A1w‖L2♦((0,τ)×X)‖w‖C([0,τ ]×X).
Combining (19.44) and (19.45) yields
(19.46) ‖∇A1w × w‖L2(0,τ ;L2(X)) + ‖∇A1w × w‖L♦((0,τ)×X)
≤ c√τ
(
‖w‖L2(0,τ ;H1A1 (X)) + ‖∇A1w‖L2♦((0,τ)×X)
)
‖w‖C([0,τ ]×X).
The constant c in the inequality (19.46) depends at most on the Riemannian metric g on X but
is independent of the connection A1 on P . This completes our estimate for the quadratic term
in the Yang-Mills nonlinearity (17.7).
Step 2 (Estimates in L2(0, τ ;L2(X; Λ1 ⊗ adP )) and L♦((0, τ) ×X; Λ1 ⊗ adP ) for the cubic
term in the Yang-Mills nonlinearity). We can partially repair the argument in [331, Section 4.3]
by instead availing of the system of critical-exponent parabolic Sobolev norms that we described
in Section 18 to estimate
‖w × w × w‖L2(0,τ ;L2(X)) ≤ c
√
τ‖w × w × w‖C([0,τ ];C(X))
and thus,
(19.47) ‖w × w × w‖L2(0,τ ;L2(X)) ≤ c
√
τ‖w‖3C([0,τ ]×X).
Similarly, by the definition (18.2a) of the L♦ norm,
‖w ×w × w‖L♦((0,τ)×X) ≤ c‖w‖L♦((0,τ)×X)‖w × w‖C([0,τ ]×X)
≤ cτ‖w‖C([0,τ ]×X)‖w × w‖C([0,τ ]×X) (by (18.10a)),
and thus,
(19.48) ‖w × w ×w‖L♦((0,τ)×X) ≤ cτ‖w‖3C([0,τ ]×X).
Combining (19.47) and (19.48) yields
(19.49) ‖w × w × w‖L2(0,τ ;L2(X)) + ‖w × w × w‖L♦((0,τ)×X) ≤ c(
√
τ + τ)‖w‖3C([0,τ ]×X).
The constant c in the inequality (19.49) depends at most on the Riemannian metric g on X but
is independent of the connection A1 on P . This completes our estimate for the cubic term in the
Yang-Mills nonlinearity (17.7).
Consequently, we can now hope to apply a contraction mapping argument to solve the Yang-
Mills heat equation (17.5) in the Banach space V defined by the norm (18.8b). We note that
W = L2(0, τ ;L2(X; Λ1 ⊗ adP )) ∩ L♦((0, τ) ×X; Λ1 ⊗ adP ),(19.50a)
V ⊂ C([0, τ ]×X; Λ1 ⊗ adP ) ∩H1(0, τ ;L2(X; Λ1 ⊗ adP ))(19.50b)
∩ C([0, τ ];H1A(X; Λ1 ⊗ adP )) ∩ L2(0, τ ;H2A(X; Λ1 ⊗ adP )),
with the norms defining W and V given by (18.8).
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Step 3 (Boundedness of the Yang-Mills nonlinearity in W). Given w ∈ V, we first estimate
the L2(0, τ ;L2(X; Λ1 ⊗ adP ))-norm of the nonlinearity F (w) defined by (17.7) to give
‖F (w)‖L2(0,τ ;L2(X))
≤ ‖d∗A1FA1‖L2(0,τ ;L2(X)) + ‖Ricg ×w‖L2(0,τ ;L2(X)) + ‖(FA1 − 1)× w‖L2(0,τ ;L2(X))
+ ‖∇A1w × w‖L2(0,τ ;L2(X)) + ‖w × w × w‖L2(0,τ ;L2(X))
≤ √τ‖d∗A1FA1‖L2(X) + c
√
τ
(‖Ricg ‖L2(X) + ‖FA1‖L2(X) + 1) ‖w‖C([0,τ ]×X)
+ c
√
τ‖w‖C([0,τ ];H1A1 (X))‖w‖C([0,τ ]×X)
+ c
√
τ‖w‖3C([0,τ ]×X) (by (19.44) and (19.47)),
where the constant c depends on the Riemannian metric g on X but is independent of the
connection A1 on P . By applying our definition (18.8b) of the Banach space norm on V in the
preceding inequality for ‖F (w)‖L2(0,τ ;L2(X)), we obtain
(19.51) ‖F (w)‖L2(0,τ ;L2(X)) ≤ c
√
τ
(‖Ricg ‖L2(X) + ‖FA1‖L2(X) + 1) ‖w‖V
+
√
τ‖d∗A1FA1‖L2(X) + c
√
τ
(‖w‖2V + ‖w‖3V) ,
where the constant c depends on the Riemannian metric g on X but is independent of the
connection A1 on P . Similarly,
‖F (w)‖L♦((0,τ)×X)
≤ ‖d∗A1FA1‖L♦((0,τ)×X) + ‖Ricg ×w‖L♦((0,τ)×X) + ‖(FA1 − 1)× w‖L♦((0,τ)×X)
+ ‖∇A1w × w‖L♦((0,τ)×X) + ‖w × w × w‖L♦((0,τ)×X)
≤ τ‖d∗A1FA1‖C(X) + cτ
(‖Ricg ‖C(X) + ‖FA1‖C(X) + 1) ‖w‖C([0,τ ]×X)
+ c
√
τ‖∇A1w‖L2♦((0,τ)×X)‖w‖C([0,τ ]×X)
+ cτ‖w‖3C([0,τ ]×X) (by (18.10a), (19.45), and (19.48)),
where the constant c depends on the Riemannian metric g on X but is independent of the
connection A1 on P . By applying our definition (18.8b) of the Banach space norm on V in the
preceding inequality for ‖F (w)‖L♦((0,τ)×X), we obtain
(19.52) ‖F (w)‖L♦((0,τ)×X) ≤ τ‖d∗A1FA1‖C(X) + cτ
(‖Ricg ‖C(X) + ‖FA1‖C(X) + 1) ‖w‖V
+ c
(√
τ‖w‖2V + τ‖w‖3V
)
,
where the constant c depends on the Riemannian metric g on X but is independent of the
connection A1 on P . Combining (19.51) and (19.52) and recalling our definition of the norm
(18.8a) on W yields
(19.53) ‖F (w)‖W ≤ (
√
τ + τ)‖d∗A1FA1‖C(X)
+ C0(
√
τ + τ)
(‖Ricg ‖C(X) + ‖FA1‖C(X) + 1) ‖w‖V
+ C0
√
τ
(‖w‖2V + (1 +√τ)‖w‖3V) ,
where the constant C0 depends on the Riemannian metric g on X but is independent of the con-
nection A1 on P . This completes our verification of boundedness for the Yang-Mills nonlinearity
(17.7).
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Step 4 (Lipschitz property the Yang-Mills nonlinearity in W). Second, given w1, w2 ∈ V, we
can estimate the expression F (w1)−F (w2) defined by the nonlinearity (17.7) to give
‖F (w1)−F (w2)‖L2(0,τ ;L2(X))
≤ ‖Ricg ×(w1 − w2)‖L2(0,τ ;L2(X)) + ‖(FA1 − 1)× (w1 − w2)‖L2(0,τ ;L2(X))
+ ‖∇A1(w1 − w2)× w1‖L2(0,τ ;L2(X)) + ‖∇A1w2 × (w1 − w2)‖L2(0,τ ;L2(X))
+ ‖(w1 − w2)× w1 × w1‖L2(0,τ ;L2(X)) + ‖w2 × (w1 − w2)× w1‖L2(0,τ ;L2(X))
+ ‖w2 × w2 × (w1 − w2)‖L2(0,τ ;L2(X))
≤ c (‖Ricg ‖L2(0,τ ;L2(X)) + ‖FA1‖L2(0,τ ;L2(X)) + 1) ‖w1 − w2‖C([0,τ ]×X)
+ c‖∇A1(w1 − w2)‖L2(0,τ ;L2(X))‖w1‖C([0,τ ]×X)
+ c‖∇A1w2‖L2(0,τ ;L2(X))‖w1 − w2‖C([0,τ ]×X)
+ c‖w1 − w2‖L2(0,τ ;L2(X))‖w1‖2C([0,τ ]×X)
+ c‖w1 − w2‖L2(0,τ ;L2(X))‖w1‖C([0,τ ]×X)‖w2‖C([0,τ ]×X)
+ c‖w1 − w2‖L2(0,τ ;L2(X))‖w2‖2C([0,τ ]×X),
by the same reasoning as that which led to the estimates (19.44) and (19.47) in L2(0, τ ;L2(X)) for
the quadratic and cubic terms, respectively. The constant c depends on the Riemannian metric
g on X but is independent of the connection A1 on P . Therefore,
‖F (w1)−F (w2)‖L2(0,τ ;L2(X))
≤ c√τ (‖Ricg ‖L2(X) + ‖FA1‖L2(X) + 1) ‖w1 − w2‖C([0,τ ]×X)
+ c
√
τ‖w1 − w2‖C([0,τ ];H1A1 (X))‖w1‖C([0,τ ]×X)
+ c
√
τ‖w2‖C([0,τ ];H1A1(X))‖w1 − w2‖C([0,τ ]×X)
+ c
√
τ‖w1 − w2‖C([0,τ ];L2(X))‖w1‖2C([0,τ ]×X)
+ c
√
τ‖w1 − w2‖C([0,τ ];L2(X))‖w1‖C([0,τ ]×X)‖w2‖C([0,τ ]×X)
+ c
√
τ‖w1 − w2‖C([0,τ ];L2(X))‖w2‖2C([0,τ ]×X).
Applying our definition (18.8b) of the Banach space norm on V in the preceding inequality, we
see that
(19.54) ‖F (w1)−F (w2)‖L2(0,τ ;L2(X))
≤ c√τ (‖Ricg ‖L2(X) + ‖FA1‖L2(X) + 1) ‖w1 −w2‖V
+ c
√
τ
(‖w1‖V + ‖w2‖V + ‖w1‖2V + ‖w2‖2V) ‖w1 − w2‖V,
where the constant c depends on the Riemannian metric g on X but is independent of the
connection A1 on P .
Similarly, by the reasoning which led to the estimates (19.45) and (19.48) in L♦((0, τ) ×
X; Λ1 ⊗ adP ) for the quadratic and cubic terms, respectively, the derivations of the inequalities
(19.52) and (19.54) lead, mutatis mutandis, to
(19.55) ‖F (w1)−F (w2)‖L♦((0,τ)×X) ≤ cτ
(‖Ricg ‖C(X) + ‖FA1‖C(X) + 1) ‖w1 − w2‖V
+ c
√
τ
(‖w1‖V + ‖w2‖V +√τ‖w1‖2V +√τ‖w2‖2V) ‖w1 − w2‖V,
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where the constant c depends on the Riemannian metric g on X but is independent of the
connection A1 on P . Combining (19.54) and (19.55) yields
(19.56)
‖F (w1)−F (w2)‖W
≤ C1(
√
τ + τ)
(‖Ricg ‖C(X) + ‖FA1‖C(X) + 1) ‖w1 − w2‖V
+ C1
√
τ
(‖w1‖V + ‖w2‖V + (1 +√τ)‖w1‖2V + (1 +√τ)‖w2‖2V) ‖w1 − w2‖V,
where the constant C1 depends on the Riemannian metric g on X but is independent of the
connection A1 on P . This completes our verification of the Lipschitz property for the Yang-Mills
nonlinearity (17.7).
Step 5 (Contraction mapping). We now proceed by analogy with the proofs of [316, Theorem
46.1 and Lemma 47.1]. Given
w ∈ {v ∈ V : ‖v‖V ≤ R},
with R a positive constant to be determined, we wish to define a := Φ(w) ∈ V by solving the
linear heat equation, that is,
LA1a ≡
∂a
∂t
+ (∇∗A1∇A1 + 1)a = f on (0, τ), a(0) = a0,
with source function f = F (w). By the inequality (19.53), we have F (w) ∈W, for any choice of
τ ∈ (0,∞). Because C∞([0, τ ]×X; Λ1⊗adP ) is dense inW, by the definition of this Banach space
by completion with respect to the norm (18.8a) and because of the a priori estimate (18.9), the
preceding linear heat equation has a unique strong solution a ∈ V, given f ≡ F (w) (for example,
by Corollary 12.13 with α = 1 and V = H1A1(X; Λ1adP )), which also obeys,
‖Φ(w)‖V = ‖a‖V ≤ 8‖LAa‖W + 4‖a0‖H1A1 (X) + sup(t,x)∈(0,τ)×X
4‖a0‖L2(X,Kt,x)
= 8‖F (w)‖W + 4‖a0‖H1A1 (X) + sup(t,x)∈(0,τ)×X
4‖a0‖L2(X,Kt,x),
Thus, by (19.53),
(19.57)
‖Φ(w)‖V ≤ 8(
√
τ + τ)‖d∗A1FA1‖C(X)
+ 8C0(
√
τ + τ)
(‖Ricg ‖C(X) + ‖FA1‖C(X) + 1) ‖w‖V
+ 8C0
√
τ
(‖w‖2V + (1 +√τ)‖w‖3V)
+ 4‖a0‖H1A1 (X) + sup(t,x)∈(0,τ)×X
4‖a0‖L2(X,Kt,x).
Recalling the bound on the initial data in terms of b given by (19.40), if we set
(19.58) R := 8b,
then we obtain ‖Φ(w)‖V ≤ R provided ‖w‖V ≤ R and, supposing without loss of generality that
0 < τ ≤ 1 and so τ ≤ √τ , the constant τ ∈ (0, 1] is chosen small enough that
(19.59) 2
√
τ‖d∗A1FA1‖C(X)
+ 2C0
√
τ
(‖Ricg ‖C(X) + ‖FA1‖C(X) + 1)R+ C0√τ (R2 + 2R3) ≤ b.
Thus, for such τ > 0, we have ‖Φ(w)‖V ≤ R for all w ∈ V obeying ‖w‖V ≤ R.
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Similarly, the a priori estimates (18.9) and (19.56) yield a bound for a1−a2 = Φ(w1)−Φ(w2),
(19.60) ‖a1 − a2‖V ≤ 8C1(
√
τ + τ)
(‖Ricg ‖C(X) + ‖FA1‖C(X) + 1) ‖w1 − w2‖V
+ 8C1
√
τ
(‖w1‖V + ‖w2‖V + (1 +√τ)‖w1‖2V + (1 +√τ)‖w2‖2V) ‖w1 − w2‖V.
Therefore, Φ is a contraction map on {w ∈ V : ‖w‖V ≤ R} with contraction coefficient less than
or equal to 1/2 provided τ ∈ (0, 1] is also chosen small enough that
(19.61) 16C1
√
τ
(‖Ricg ‖C(X) + ‖FA1‖C(X) + 1)+ 16C1√τ (R+ 2R2) ≤ 12 .
An application of the contraction mapping principle now completes the proof of existence and
uniqueness in Theorem 19.10, completing this step.
The proof of the last step also provides the a priori estimate for the solution and lower bound
for τ . Indeed, the inequality (19.57) and the fact that a = Φ(a) yields
‖a‖V ≤ 8(
√
τ + τ)‖d∗A1FA1‖C(X)
+ 8C0(
√
τ + τ)
(‖Ricg ‖C(X) + ‖FA1‖C(X) + 1) ‖a‖V
+ 8C0
√
τ
(‖a‖2V + (1 +√τ)‖a‖3V)
+ 4‖a0‖H1A1 (X) + sup(t,x)∈(0,τ)×X
4‖a0‖L2(X,Kt,x).
We may further choose τ ∈ (0, 1] small enough that it also obeys
(19.62) 16C0
√
τ
(‖Ricg ‖C(X) + ‖FA1‖C(X) + 1) + 8C0√τ (R+ 2R2) ≤ 12 .
Therefore,
‖a‖V ≤ 8(
√
τ + τ)‖d∗A1FA1‖C(X) + 4‖a0‖H1A1 (X) + sup(t,x)∈(0,τ)×X
4‖a0‖L2(X,Kt,x) +
1
2
‖a‖V,
and this yields the desired a priori estimate (19.41).
If a1, a2 are the unique solutions corresponding to initial data a1(0) and a2(0, respectively,
then the derivation of the contraction mapping inequality (19.60) and the contraction mapping
coefficient condition (19.61) and the fact that ai = Φ(ai) for i = 1, 2 yield
‖a1 − a2‖V ≤ 1
2
‖a1 − a2‖V
+ 4‖a1(0)− a2(0)‖H1A1 (X) + sup(t,x)∈(0,τ)×X
4‖a1(0)− a2(0)‖L2(X,Kt,x),
and this yields the desired continuity estimate (19.43).
To obtain a positive lower bound for the lifetime of the solution, it suffices to notice that we
can choose τ ∈ (0, 1] to be the largest constant obeying (19.59), (19.61), and (19.62). Combining
the preceding observation with our definition (19.58) of R yields the desired minimal value of τ
in (19.42). 
We can now apply a bootstrapping argument to obtain higher-order regularity for the solution
a(t) obtained in Theorem 19.10 when t > 0. This can be done for a manifold of any dimension
d ≥ 2, in various ways, but we shall defer the proof of higher-order regularity until the end of
Section 19.7, where the desired smoothness follows more easily from the results of that section.
The new regularity feature in Corollary 19.13 is the fact that C∞((0, T ) × X; Λ1 ⊗ adP )); the
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remaining regularity property of the solution is implicit in the definition of the Banach space V
and the a priori estimate (18.7).
Corollary 19.13 (Higher-order regularity for a solution to the Yang-Mills heat equation
in a hybrid critical-exponent parabolic Sobolev space). Let G be a compact Lie group and P
a principal G-bundle over a closed, connected, orientable, smooth manifold, X, of dimension
d ≥ 2 and Riemannian metric, g. Let A1 be a reference connection of class C∞ on P . If
a0 ∈ H1A1(X; Λ1 ⊗ adP ) ∩ C(X; Λ1 ⊗ adP ) and a(t) is a strong solution in V to the Yang-Mills
heat equation (17.5) on an interval (0, T ) with initial data a(0) = a0, for some T > 0, where V
is the Banach space completion of C∞([0, T ] ×X; Λ1 ⊗ adP )) with respect to the norm (18.8b),
then
a ∈ C([0, T );C(X; Λ1 ⊗ adP )) ∩ C([0, T );H1A1(X; Λ1 ⊗ adP ))
∩ L2(0, T ;H2A1(X; Λ1 ⊗ adP )) ∩H1(0, T ;L2(X; Λ1 ⊗ adP ))∩
∩ C∞((0, T ) ×X; Λ1 ⊗ adP )),
and a(t) is a classical solution on (0, T ). Furthermore, if a0 ∈ C∞(X; Λ1 ⊗ adP ), then
a ∈ C∞([0, T ) ×X; Λ1 ⊗ adP )).
19.6. Local well-posedness for the Yang-Mills heat equation in pure critical-
exponent parabolic Sobolev spaces. Although we introduced our hybrid critical-exponent
parabolic Sobolev spaces as a way of repairing the argument of Struwe in [331, Section 4.3], it
is easier to use pure critical-exponent parabolic Sobolev spaces to obtain what appears to be an
optimal result in terms of keeping the regularity requirement on the initial data, a0, to the mini-
mum needed to guarantee local well-posedness for the Yang-Mills heat equation (17.5). Indeed,
this is the approach taken by Taubes when solving elliptic quasilinear partial differential systems
arising in the study of anti-self-dual conformal metrics or anti-self-dual connections [348].
Given a solution in a pure critical-exponent parabolic Sobolev space, we will be able to
appeal to results on embeddings for pure critical-exponent parabolic Sobolev spaces into standard
Sobolev spaces which become available when t ≥ t0 > 0 and obtain regularity for our solution in
standard Sobolev spaces when t > 0. For example, the definitions of the L♦ and L2♦ norms in
(18.2) for u ∈ C∞((0, T )×X;E) and the norm on u(0, ·) ∈ C∞(X;E) in (18.5) and the fact that
by Benjamini, Chavel, and Feldman [30, Theorem 2]3,
(19.63) c−10 t
−d/2e−c¯1 dist
2
g(x,y)/t ≤ K(t, x, y), ∀ (t, x, y) ∈ [t0,∞)×X ×X,
and, in particular,
c−10 T
−d/2e−c1/t0 ≤ K(t, x, y), ∀ (t, x, y) ∈ [t0, T ]×X ×X,
3Their result is stated for non-compact Riemannian manifolds of dimension d ≥ 2 with bounded geometry.
Related results for compact Riemannian manifolds may be extracted from Berger, Gauduchon, Mazet [32], Chavel
[77], Davies [102], and Grigor’yan [155], although not in the simple Gaussian form we need as far as the author
can determine. For t ∈ [0, T ] with T <∞, the pointwise Gaussian lower bound (19.63) follows from [77, Equation
(6.45)], with constants c0 = c0(g, T ) and c¯1 = 1/4.
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for positive constants c0, c1, and c¯1 = c1/diam
2
g(X) depending at most on the Riemannian metric,
g, on X, yield the inequalities,
‖u‖L1((t0,T )×X;E) ≤ c0T d/2ec1/t0‖u‖L♦((0,T )×X;E),(19.64a)
‖u‖L2((t0,T )×X;E) ≤ c0T d/4ec1/2t0‖u‖L2♦((0,T )×X;E),(19.64b)
‖u0‖L2(X;E)) ≤ c0T d/4ec1/2t0 sup
(t,x)∈(t0 ,T )×X
‖u0‖L2(X,Kt,x;E),(19.64c)
analogous to the elliptic embedding results in Lemma 15.2. By combining the Sobolev embeddings
(19.64) with the a priori estimate (18.5) we see that
(19.65) ‖∇Au‖L2((t0,T )×X;E) + ‖u‖C([t0,T ]×X;E)
≤ c0T d/2ec1/t0‖LAu‖L♦((0,T )×X;E) + c0T d/4ec1/2t0 sup
(t,x)∈(0,T )×X
‖u(0, ·)‖L2(X,Kt,x;E)).
We now replace our previous choices forW andV defined by the hybrid critical-exponent parabolic
Sobolev space norms in (18.8) with Banach spaces defined by completing C∞([0, T ]×X;E) with
respect to the pure critical-exponent parabolic Sobolev space norms,
‖w‖W = ‖w‖L♦((0,T )×X;E)(19.66a)
‖v‖V = ‖u‖C([0,T ]×X) + ‖∇Au‖L2♦((0,T )×X;E) + ‖LAu‖L♦((0,T )×X;E),(19.66b)
where we recall from (18.3) that LA ≡ ∂t +∇∗A∇A +1. We can use the a priori estimate (19.65)
to convert a solution in the pure critical-exponent parabolic Sobolev space, V in (19.66b), to the
Yang-Mills heat equation (17.5) on (0, T ) × X into a classical solution on (t0, T ) × X for any
t0 > 0.
Minor changes in our proof of Theorem 19.10, but now using the choices in (19.66) for W and
V instead of those in (18.8), yield the proof of
Theorem 19.14 (Local well-posedness for the Yang-Mills heat equation in pure critical-ex-
ponent parabolic Sobolev spaces over a closed manifold). Let G be a compact Lie group and P a
principal G-bundle over a closed, connected, orientable, smooth manifold, X, of dimension d ≥ 2
and Riemannian metric, g. Then there is a positive constant C = C(d, g) and, if b is a positive
constant, there is a positive constant,
τ = τ(b,A1, d, g) ∈ (0, 1],
with the following significance. If A1 is a reference connection of class C
∞ on P and
a0 ∈ C(X; Λ1 ⊗ adP )
obeys
(19.67) sup
(t,x)∈(0,τ)×X
‖a0‖L2(X,Kt,x) ≤ b,
then there is a unique strong solution a(t) in V to the Yang-Mills heat equation (17.5) on the
interval (0, τ) with initial data a(0) = a0, where V is the Banach space completion of C
∞([0, τ ]×
X; Λ1 ⊗ adP )) with respect to the norm (19.66b). Moreover, the solution a(t) obeys the a priori
estimate,
(19.68) ‖a‖V ≤ 16
√
τ‖d∗A1FA1‖C(X) + sup
(t,x)∈(0,τ)×X
8‖a0‖L2(X,Kt,x),
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and the minimal lifetime, τ , is given by
(19.69) τ = Cb
(‖d∗A1FA1‖C(X) + (‖Ricg ‖C(X) + ‖FA1‖C(X) + 1) (1 + b3))−2 .
If a1, a2 are the unique solutions corresponding to initial data a1(0) and a2(0), respectively, then
(19.70) ‖a1 − a2‖V ≤ sup
(t,x)∈(0,T )×X
8‖a1(0) − a2(0)‖L2(X,Kt,x).
While Theorem 19.14 has greatest value when d = 4, it is worth noting that, like Theorem
19.10, it is valid for a manifold X of any dimension d ≥ 2, since we do not need to appeal to the
Sobolev Embedding Theorem [5, Theorem 4.12] explicitly or implicitly in its proof.
We shall again defer the proof of the higher-order regularity property of the solution, a(t),
produced by Theorem 19.14 until the end of Section 19.7, where the desired smoothness for t > 0
follows more easily from the results of that section.
Corollary 19.15 (Higher-order regularity for a solution to the Yang-Mills heat equation in a
pure critical-exponent parabolic Sobolev space). Let G be a compact Lie group and P a principal
G-bundle over a closed, connected, orientable, smooth manifold, X, of dimension d ≥ 2 and
Riemannian metric, g. Let A1 be a reference connection of class C
∞ on P . If a0 ∈ C(X; Λ1 ⊗
adP ) and a(t) is a strong solution in V to the Yang-Mills heat equation (17.5) on an interval
(0, T ) with initial data a(0) = a0, for some T > 0, where V is the Banach space completion of
C∞([0, T ] ×X; Λ1 ⊗ adP )) with respect to the norm (19.66b), then
a ∈ C([0, T );C(X; Λ1 ⊗ adP )) ∩ C∞((0, T ) ×X; Λ1 ⊗ adP )),
and a(t) is a classical solution on (0, T ). Furthermore, if a0 ∈ C∞(X; Λ1 ⊗ adP ), then
a ∈ C∞([0, T ) ×X; Λ1 ⊗ adP )).
19.7. Local existence and uniqueness of solutions to the Yang-Mills heat equation
with initial data in Ld. Our abstract Theorem 13.16 gives another approach to local existence
and uniqueness of a solution, a(t) for t ∈ [0, τ), to the Yang-Mills heat equation over a closed
manifold of dimension d ≥ 2 and initial data a0 in Ld(X; Λ1⊗adP ). However, as we explained in
Remark 13.17, that result does not yield local well-posedness since the solution need not depend
continuously on initial data, a0, with only that regularity.
Theorem 19.16 (Local existence and uniqueness of mild solutions to the Yang-Mills heat
equation with initial data in Ld). Let G be a compact Lie group and P a principal G-bundle over
a closed, connected, orientable, smooth manifold, X, of dimension d ≥ 2 and Riemannian metric,
g. If A1 is a reference connection of class C
∞ on P and a0 ∈ Ld(X; Λ1 ⊗ adP ) and δ0 ∈ [12 , 34),
then there are positive constants,
τ = τ (a0, A1, d, g, δ0) and C0 = C0(A1, d, g, δ0),
with the following significance. There is a unique mild solution,
(19.71) a ∈ C([0, τ ];Ld(X; Λ1 ⊗ adP ) ∩ C((0, τ ];W 2δ0,dA1 (X; Λ1 ⊗ adP )),
to the Yang-Mills heat equation (17.5) on the interval [0, τ) with initial data a(0) = a0. Moreover,
for every δ ∈ [0, δ0], the solution u obeys the a priori estimate,
(19.72) sup
t∈(0,τ)
tδ‖a(t)‖
W 2δ,dA1
(X)
≤ C0.
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Remark 19.17 (On the choice of W in Theorem 13.16 in the proof of Theorem 19.16).
Because of the Sobolev embeddingW 1,d/2(X) →֒ Ld(X) [5, Theorem 4.12], one might be tempted
to choose W = W 1,d/2A1 (X; Λ1 ⊗ adP ) in our application proof of Theorem 13.16 to the proof of
Theorem 19.16. Unfortunately, as is clear from the Sobolev multiplication result [215, Lemma
3.2], one cannot expect the inequalities (13.50) and (13.52) for the nonlinearity F assumed in the
hypotheses of Theorem 13.16 to hold when choosing W =W 1,d/2A1 (X; Λ1 ⊗ adP ) and F to be the
Yang-Mills heat equation nonlinearity (17.7).
Theorem 19.16 will follow almost immediately from Theorem 13.16 and the following Sobolev
multiplication lemma, due to Kozono, Maeda, and Naito, but whose proof we include for com-
pleteness and the fact that (because of the critical dimension) it does not follow from standard
Sobolev multiplication results, such as those in [144, pp. 95–96]. Let A = Ad be the realization
of the augmented connection Laplace operator, A = ∇∗A1∇A1 +1, on D(Ad) ⊂ Ld(X; Λ1⊗adP ),
and recall that A satisfies Hypothesis 12.6 by the discussion in Section 17.2.
Lemma 19.18 (Estimates for the quadratic and cubic terms in the Yang-Mills heat equation
nonlinearity). [215, Lemma 3.3] Let G be a compact Lie group and P a principal G-bundle over
a closed, connected, orientable, Riemannian, smooth manifold, X, of dimension d ≥ 2. If A1 is a
connection of class C∞ on P , then there is a positive constant, C, with the following significance.
If a,a1, a2 ∈W 1,d(X; Λ1 ⊗ adP ), then
‖A− 14 (∇A1a× a)‖Ld(X) ≤ C‖A
1
2 a‖Ld(X)‖A
1
4a‖Ld(X),(19.73a)
‖A− 14 (a× a× a)‖Ld(X) ≤ C‖A
1
4 a‖3Ld(X),(19.73b)
and
(19.74a) ‖A− 14 (∇A1a1 × a1 −∇A1a2 × a2)‖Ld(X)
≤ C‖A 14a1‖Ld(X)‖A
1
2 (a1 − a2)‖Ld(X) + C‖A
1
2a2‖Ld(X)‖A
1
4 (a1 − a2)‖Ld(X),
(19.74b) ‖A− 14 (a1 × a1 × a1 − a2 × a2 × a2)‖Ld(X)
≤ C
(
‖A 14 a1‖2Ld(X) + ‖A
1
4 a2‖2Ld(X)
)
‖A 14 (a1 − a2)‖Ld(X).
Proof. By the reverse Ho¨lder inequality (duality) [5, Lemma 2.7] and letting d′ ∈ (1, 2]
denote the dual exponent to d ≥ 2, so 1 = 1/d+1/d′, we have (writing Ld′(X) for Ld′(X; Λ1⊗adP )
in subscripts for brevity)
‖A− 14 (∇A1a× a)‖Ld(X) = sup
b∈Ld′ (X),
‖b‖
Ld
′
(X)
≤1
(A− 14 (∇A1a× a), b)L2(X)
= sup
‖b‖
Ld
′
(X)
≤1
(∇A1a× a,A−
1
4 b)L2(X)
≤ sup
‖b‖
Ld
′
(X)
≤1
‖∇A1a× a‖Lq′ (X)‖A−
1
4 b‖Lq(X),
for q ∈ (1,∞) and dual exponent q′, defined via 1 = 1/q + 1/q′, still to be chosen.
The Sobolev Embedding Theorem yields W s,p(X) →֒ Lq(X) for s ≥ 0 and p ≥ 1 obeying
sp < d and p ≤ q ≤ dp/(d − sp) by [5, Theorem 4.12]. Setting p = d′ = d/(d − 1) and s = 1/2
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allows us to choose
q =
dp
d− sp =
dd′
d− d′/2 =
d2/(d − 1)
d− d/2(d − 1) =
d2
d2 − d− d/2 =
d
d− 3/2 .
Therefore, by the embedding W
1
2
,d′(X) →֒ Ld/(d−3/2)(X) and our choice q = d/(d− 3/2),
‖A− 14 b‖Lq(X) = ‖A−
1
4 b‖Ld/(d−3/2)(X) ≤ C‖A−
1
4 b‖
W
1/2,d′
A1
(X)
≤ C‖b‖Ld′(X) ≤ C,
using the fact that A− 14 : Ld′(X; Λ1 ⊗ adP )→W 1/2,d′A1 (X; Λ1 ⊗ adP ) is a bounded operator. The
dual exponent, q′, is given by
q′ =
q
q − 1 =
d/(d− 3/2)
d/(d − 3/2) − 1 =
2d
3
.
Thus, substituting q = d/(d− 3/2) and q′ = 2d/3,
‖A− 14 (∇A1a× a)‖Ld(X) ≤ sup
‖b‖
Ld
′
(X)
≤1
‖∇A1a× a‖L2d/3(X)‖A−
1
4 b‖Ld/(d−3/2)(X)
≤ C‖∇A1a× a‖L2d/3(X)
≤ C‖∇A1a‖Ld(X)‖a‖L2d(X),
≤ C‖∇A1a‖Ld(X)‖a‖W 1/2,dA1 (X)
,
≤ C‖A 12a‖Ld(X)‖A
1
4 a‖Ld(X),
where we used 3/2d = 1/d+1/2d and the associated Ho¨lder inequality, together with the Sobolev
embedding, W
1
2
,d(X) →֒ L2d(X), from [5, Theorem 4.12], and the fact that
‖a‖
W
1/2,d
A1
(X)
= ‖A 14a‖Ld(X).
This establishes the inequality (19.73a). Similarly, using 3/2d = 1/2d + 1/2d + 1/2d and the
associated Ho¨lder inequality, we find that
‖A−1/4(a× a× a)‖Ld(X) ≤ C‖a× a× a‖L2d/3(X)
≤ C‖a‖3L2d(X)
≤ C‖a‖3
W
1/2,d
A1
(X)
= C‖A 14a‖3Ld(X),
which gives the inequality (19.73b).
For the Lipschitz inequalities, we write
∇A1a1 × a1 −∇A1a2 × a2 = ∇A1(a1 − a2)× a1 +∇A1a2 × (a1 − a2)
a1 × a1 × a1 − a2 × a2 × a2 = (a1 − a2)× a1 × a1 + a2 × (a1 − a2)× a1
+ a2 × a2 × (a1 − a2),
and now estimate each product term, just as before, to obtain (19.74). 
We are now ready to complete the
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Proof of Theorem 19.16. Lemma 19.18 ensures that the Yang-Mills heat equation non-
linearity F in (17.7) satisfies the hypotheses (13.50), (13.51), and (13.52) of Theorem 13.16, with
f0 = d
∗
A1
FA1 ∈ C∞(X; Λ1 ⊗ adP )) and taking W to be Ld(X; Λ1 ⊗ adP ). Hence, Theorem 13.16
now provides a unique mild solution, a(t), to the Yang-Mills heat equation (17.5) on an interval
[0, τ) with initial data a(0) = a0 and the regularity (19.71). 
Corollary 19.19 (Strong solutions and higher-order regularity for mild solutions to the
Yang-Mills heat equation with initial data in Ld). Let d ≥ 2. Then there is a constant β =
β(d) ∈ [12 , 34) with the following significance. Let G be a compact Lie group and P a principal G-
bundle over a closed, connected, orientable, smooth manifold, X, of dimension d and Riemannian
metric, g. Let A1 be a reference connection of class C
∞ on P . If a0 ∈ Ld(X; Λ1 ⊗ adP ) and
a ∈ C([0, T );Ld(X; Λ1 ⊗ adP ) ∩ C((0, T );W 2β,dA1 (X; Λ1 ⊗ adP )),
is a mild solution to the Yang-Mills heat equation (17.5) on an interval [0, T ) with initial data
a(0) = a0, for some T > 0, then
a ∈ C([0, T );Ld(X; Λ1 ⊗ adP )) ∩ C∞((0, T ) ×X; Λ1 ⊗ adP )),
and a(t) is a classical solution on (0, T ). Furthermore, if a0 ∈ C∞(X; Λ1 ⊗ adP ), then
a ∈ C∞([0, T ) ×X; Λ1 ⊗ adP )).
Proof. Set β = 5/8 and choose p so that the hypotheses of Theorems 17.1 and 17.3 are
obeyed: i) d ≥ 3 and p > d/2 and d/2p < 5/8, that is, p > 8d/10, for example, p = 9d/10;
or ii) d ≥ 2 and d/3 < p < d and d/4p + 1/4 ≤ 5/8 < d/2p, that is, p obeys d/4p ≤ 3/8 and
p < 8d/10, namely p obeys 8d/12 ≤ p < 8d/10, for example, p = 2d/3.
Theorem 17.3 now ensures that, on an interval [t0, T ) for any t0 ∈ (0, T ), the function a(t)
is a strong solution to the Yang-Mills heat equation (17.5) with the regularity 17.33 on [t0, T ).
Furthermore, Theorem 17.4 implies that a ∈ C∞((t0, T ) × X; Λ1 ⊗ adP )) and since t0 ∈ (0, T )
was arbitrary, we have a ∈ C∞((0, T ) ×X; Λ1 ⊗ adP )).
If a0 ∈ C∞(X; Λ1 ⊗ adP ), then C∞ regularity on [0, T ) ×X follows from Theorem 17.5. 
We can now conclude the
Proof of Corollaries 19.13 and 19.15. Since a0 ∈ C(X; Λ1⊗adP ) by hypothesis, then
a0 ∈ Ld(X; Λ1 ⊗ adP ) and the conclusions follow from Corollary 19.19. 
20. Local existence and uniqueness for Yang-Mills gradient flow
We begin in Section 20.1 by reviewing Donaldson’s version [111] of the DeTurck trick [107]
(for Ricci flow) used to relate solutions of the Yang-Mills gradient flow and Yang-Mills heat
equations. In Section 20.2, we recall Struwe’s proof of existence of a weak solution to the Cauchy
problem for a gauge-equivalent version of Yang-Mills gradient flow that obeys a Coulomb gauge
condition. We digress in Section 20.2.1 to discuss irreducible connections, as required for Struwe’s
approach, while Section 20.2.2 reviews the main existence result (Proposition 20.9). In Section
20.3, we describe Struwe’s uniqueness result (Proposition 20.11) for weak solutions the Cauchy
problem for a gauge-equivalent version of Yang-Mills gradient flow coupled with a Coulomb gauge
equation. We conclude in Section 20.4 by presenting an alternative approach, due to Kozono,
Maeda, and Naito [215], for uniqueness modulo gauge transformations of a solution to the Cauchy
problem for Yang-Mills gradient flow.
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20.1. Gauge transformations and the Donaldson-DeTurck trick for Yang-Mills
gradient flow. The adaptation of the DeTurck trick [107] (for the Ricci flow of a Riemannian
metric on a three-dimensional manifold) to establish the gauge-equivalence of a solution to the
Yang-Mills gradient flow and a solution to the modified Yang-Mills gradient flow (in the termi-
nology of [215, p. 96]) or Yang-Mills heat equation4 (as we call it here) is due to Donaldson
[111]. We shall review Struwe’s treatment of the DeTurck trick here in order to confirm the min-
imum regularity required for the initial data, A0, and path A(t), for t ∈ [0, T ), and motivate our
development of the regularity theory for the Yang-Mills gradient flow. As Struwe notes in [331,
Section 4.1], the DeTurck trick imposes a regularity requirement on a path A(t) and initial data
which is more subtle than it might appear at first glance; introductory descriptions (for example,
[115, Section 6.3.1]) assume for simplicity that A0 is smooth and A(t) are smooth with respect to
the spatial variables and that A(t) is smooth with respect to t ∈ [0, T ), but that obscures issues
which will be important in our application.
Let P be a principal G-bundle a closed, Riemannian, smooth manifold, X, of dimension
d ≥ 2. Recall that the group of (continuous or smooth) gauge transformations (automorphisms)
of P may be interpreted as the group of sections of the bundle AdP over X with fiberwise
multiplication, that is, AutP ∼= C∞(X; AdP ) by [146, Section 3.1]. To define Sobolev gauge
transformations of P , we follow Uhlenbeck [364, Section 1]; see also Freed and Uhlenbeck [144,
Appendix A] and Struwe [331, Section 1.3]. One considers a representation ρ : G ⊂ SO(n), where
the metric on G is induced by that on SO(n), and views SO(n) ⊂ Rn×n and AdP ⊂ EndV , where
V = P ×ρ Rn → X is a real, Riemannian vector bundle of rank n. For s ≥ 1 and p ≥ 2 obeying
sp > d, there is a Sobolev embedding W s,p(X) →֒ C(X) [5, Theorem 4.12] and W s,p(X) is a
Banach algebra [5, Theorem 4.39]. For s ≥ 1 and p ≥ 2 obeying sp > d, one defines the set of
gauge transformations of P of class W s,p by the inclusion
W s,p(X; AdP ) ⊂W s,p(X; EndV ),
and, when p = 2 and s > d/2, abbreviate Hs(X; AdP ) =W s,2(X; AdP ), so that
Hs(X; AdP ) ⊂ Hs(X; End V ).
According to [144, Proposition A.2], one has that W s,p(X; AdP ) (respectively, Hs(X; AdP )) is a
Banach (respectively, Hilbert) Lie group with Lie algebraW s,p(X; adP ) (respectively, Hs(X; adP )).
(The statement and proof of [144, Proposition A.2] assume that d = 4 and s is integer and
G = SU(2), but extensions to more general situations present no new difficulties.) Bethuel [37]
provides a careful discussion of Sobolev spaces of maps between manifolds relevant to the defini-
tion of W s,p(X; AdP ).
To apply the DeTurck trick [107] to the Yang-Mills gradient flow equation (17.1), following
Donaldson [111, p. 7] or Donaldson and Kronheimer [115, Section 6.3.1], one must solve a certain
ordinary differential equation for a one-parameter family of gauge transformations, u(t) ∈ AutP
for t ∈ [0,∞). The required result is proved by Nagasawa [267].
Lemma 20.1 (Existence and uniqueness of a family of gauge transformations). [215, Lemma
6.2], [267, Theorem 3.2.1 and p. 514] Let G be a compact Lie group and P be a principal G-bundle
over a closed, Riemannian, smooth manifold, X, of dimension d ≥ 2.
(1) If 0 < T ≤ ∞ and
ζ ∈ L∞loc([0, T );L∞(X; adP )),
4Our terminology differs from that of R˚ade [293, p. 123], who applies the term to the Yang-Mills gradient
flow equation itself, although that equation is not parabolic.
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then there exists a unique family of gauge transformations,
u ∈ C([0, T );L∞(X; AdP )) ∩ C1((0, T );L∞(X; AdP )),
such that
(20.1) u−1
∂u
∂t
(t) = ζ(t) ∀ t ∈ (0, T ) and a.e. on X, u(0) = idP .
(2) If A1 is a C
∞ reference connection on P and s ∈ R and p ∈ [1,∞] obey sp > d and
ζ ∈ L∞loc([0, T );W s,pA1 (X; AdP )),
then
u ∈ C([0, T );W s,pA1 (X; AdP )) ∩ C1((0, T );W
s,p
A1
(X; AdP )).
(3) If
ζ ∈ C([0, T )×X; adP ) ∩ C∞((0, T ) ×X; adP ) (respectively, C∞([0, T ) ×X; adP )),
then
u ∈ C([0, T ) ×X; AdP ) ∩C∞((0, T )×X; AdP ) (respectively, C∞([0, T )×X; AdP )).
Remark 20.2 (On the regularity of the gauge transformations in Lemma 20.1). Assertion
1 of Lemma 20.1 is proved by Nagasawa as [267, Theorem 3.2.1]. Assertion 3 (essentially in
this form) is stated in [267, p. 514] and this, together with Assertion 2, follow by standard
results for regularity and continuous dependence on parameters of solutions to ordinary differential
equations.
Before proceeding to review the more difficult case where A0 is a connection of class H
1 on
P , due to Struwe in [331, Section 4.4], let us first combine Lemma 20.1 with the main result of
the analysis due to Donaldson and Kronheimer in [115, Section 6.3.1] in the simpler case when
A0 is of class W
s+1,p with sp > d.
Lemma 20.3 (Gauge equivalence of a solution to the Yang-Mills heat and gradient flows for
an initial connection of class W s+1,p with sp > d). [111, p. 7], [115, Section 6.3.1] (See also
[213, Section 2], [215, Equations (1.3) and (3.1)], [202, Section 4.1], and [331, Section 4.2])
Let G be a compact Lie group and P be a principal G-bundle over a closed, Riemannian, smooth
manifold, X, of dimension d ≥ 2. Let A0 be a connection of class W s+1,p on P such that s ≥ 1
and p ≥ 2 obey sp > d and T ∈ (0,∞]. Assume that A = A1 + a is a strong solution to the
Cauchy problem for the Yang-Mills heat equation,
∂A
∂t
+ d∗AFA + dAd
∗
Aa = 0 on (0, T ) ×X,(20.2a)
A(0) = A0,(20.2b)
such that
(20.3) a ∈ C([0, T );W s+1,p(X; Λ1 ⊗ adP )) ∩ C1((0, T );W s+1,p(X; Λ1 ⊗ adP )).
Then there is a unique solution, u ∈ C([0, T );W s,p(X; Λ1 ⊗ AdP )) ∩ C1((0, T );W s,p(X; Λ1 ⊗
AdP )), to the ordinary differential equation,
(20.4) u−1
∂u
∂t
= −d∗Aa on (0, T ) ×X, u(0) = idP ,
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with the following significance. If5
(20.5) A˜ := (u−1)∗A,
then A˜ is a strong solution to the Cauchy problem for the Yang-Mills gradient flow equation,
∂A˜
∂t
+ d∗
A˜
FA˜ = 0 on (0, T ) ×X,(20.6a)
A˜(0) = A0,(20.6b)
such that
(20.7) a˜ := A˜−A1 ∈ C([0, T );W s−1,p(X; Λ1 ⊗ adP )) ∩ C1((0, T );W s−1,p(X; Λ1 ⊗ adP )).
Conversely, if A˜ is a solution to the Yang-Mills gradient flow equation (20.6) with regularity
(20.3), then A = u∗A˜ is a solution to the Yang-Mills heat equation (20.2) with regularity (20.7).
A solution, A − A1, belongs to C([0, T ) ×X; Λ1 ⊗ adP ) ∩ C∞((0, T ) ×X; Λ1 ⊗ adP ) if and
only if the same holds for A˜−A1. If A0 is a connection of class C∞ on P , then A−A1 belongs
to C∞([0, T ) ×X; Λ1 ⊗ adP ) if and only if the same holds for A˜−A1.
Remark 20.4 (Variants of Lemma 20.3). It should be possible to state and prove other
versions of Lemma 20.3 (the ‘Donaldson-DeTurck trick’) involving different solution concepts
(weak, strong, or classical) or different combinations of spatial or temporal regularities. However,
in our applications, we shall generally only need Lemma 20.3 in the simplest setting where A−A1
(or A˜−A1) belongs to C([0, T )×X; Λ1⊗adP )∩C∞((0, T )×X; Λ1⊗adP ) or C∞([0, T )×X; Λ1⊗
adP ).
Proof. Let us first note that the source term, d∗Aa, in the ordinary differential equation
(20.4) belongs to C([0, T );W s,p(X; Λ1 ⊗AdP )) by hypothesis on A and so a unique solution, u,
to (20.4) exists by Lemma 20.1. Since u(0) = idP , then A obeys the initial condition (20.2b) if
and only if A˜ obeys the initial condition (20.6b). To see that A˜ = (u−1)∗A is a solution to (20.6a)
if and only if A = u∗A˜ is a solution to (20.2a), we recall that u acts on A˜ = A1 + a˜ by
u∗A˜ = A1 + u−1a˜u+ u−1dA1u.
Compare [144, proof of Proposition A.3]. Note also that
dA1
(
u−1
∂u
∂t
)
= −u−1(dA1u)u−1
∂u
∂t
+ u−1dA1
∂u
∂t
.
5We apply the DeTurck trick in order to convert a solution of the Yang-Mills heat equation to a solution to
the Yang-Mills gradient flow, which is the opposite direction to the application in [331, Section 4].
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Thus,
∂u∗A˜
∂t
= −u−1∂u
∂t
u−1a˜u+ u−1
∂a˜
∂t
u+ u−1a˜
∂u
∂t
− u−1∂u
∂t
u−1dA1u+ u
−1dA1
∂u
∂t
= u−1
∂a˜
∂t
u+ u−1dA1
∂u
∂t
+
[
u−1a˜u, u−1
∂u
∂t
]
− u−1∂u
∂t
u−1dA1u
= u−1
∂a˜
∂t
u+ u−1dA1
∂u
∂t
+
[
u−1a˜u, u−1
∂u
∂t
]
+
[
u−1dA1u, u
−1 ∂u
∂t
]
− u−1(dA1u)u−1
∂u
∂t
= u−1
∂a˜
∂t
u+ dA1
(
u−1
∂u
∂t
)
+
[
u−1a˜u, u−1
∂u
∂t
]
+
[
u−1dA1u, u
−1 ∂u
∂t
]
= u−1
∂a˜
∂t
u+ dA1+u−1a˜u+u−1dA1u
(
u−1
∂u
∂t
)
= u−1
∂a˜
∂t
u+ du∗A˜
(
u−1
∂u
∂t
)
.
Therefore, A = u∗A˜ obeys (compare [331, Equation (16)])
(20.8)
∂A
∂t
= u−1
∂A˜
∂t
u+ dA
(
u−1
∂u
∂t
)
,
and hence,
∂A
∂t
= u−1
∂A˜
∂t
u− dAd∗Aa (by (20.4))
= u−1
(
−d∗
A˜
FA˜
)
u− dAd∗Aa (by (20.6a))
= −d∗AFA − dAd∗Aa (by (20.5)),
which is (20.2a). The preceding steps are clearly reversible, so A is a solution to (20.2a) if and
only if A˜ is a solution to (20.6a). The regularity of A˜ is implied by that of A and the gauge
transformation, u. 
The significance of Lemma 20.3 is that one can now expand (20.2a) around the linear heat
equation defined by a C∞ connection, A1, to give the following equation for a = A−A1, expressed
in schematic form,
(20.9)
∂a
∂t
+∆A1a+ d
∗
A1FA1 + FA1 × a+∇A1a× a+ a× a× a = 0 a.e. on (0, T )×X.
Observe that (20.9) is nonlinear parabolic equation for a(t) with coefficients and source function
which are C∞ in space and independent of time t ≥ 0 when A1 is a fixed connection of class C∞
on P .
As one might expect, that existence problem becomes more delicate when A0 is of classW
s+1,p
with s ≥ 1 and p ≥ 2 such that sp ≤ d and it is no longer possible to assure the existence of
continuous gauge transformations due to the lack of a Sobolev embedding W s,p(X) →֒ C(X) for
this range of s and p. This is the issue addressed by Struwe in [331, Section 4.4], where it is
assumed only that A0 is a connection of class H
1 on P .
Lemma 20.5 (Gauge equivalence of a solution to Yang-Mills heat flow to that of Yang-Mills
gradient flow for an initial connection of class H1 over a manifold of dimension at most four).
[331, Sections 4.2 and 4.4] Let G be a compact Lie group and P be a principal G-bundle over
a closed, Riemannian, smooth manifold, X, of dimension 2 ≤ d ≤ 4. Suppose that T ∈ (0,∞]
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and A0 is a connection on P of class H
1 and A(t), for t ∈ [0, T ), is a classical solution to the
Yang-Mills heat equation (20.2) in the sense that, for any fixed C∞ reference connection, A1, on
P ,
A−A1 ∈ C([0, T );H1A1(X; Λ1 ⊗ adP )) ∩ C∞((0, T ) ×X; Λ1 ⊗ adP ).
Let {tk}k∈N ⊂ (0, T ] be a sequence such that tk ց 0 as k → ∞ and let {uk}k∈N ⊂ C∞([0, T ) ×
X; AdP ) be a sequence of gauge transformations defined by solving (20.4) on [tk, T ) with initial
condition u(tk) = idP and setting uk(t) := idP for t ∈ [0, tk), for each k ∈ N. Define
Ak := u
∗
kA on [0, T ) × P, ∀ k ∈ N.
Then {Ak}k∈N converges to a Struwe weak solution, A˜, to the Cauchy problem for the Yang-Mills
gradient flow equation (20.6) in the sense of Definition 8.6 with, as k →∞,
Ak → A˜ ∈ C([0, T );L2(X; Λ1 ⊗ adP )),
FAk → FA˜ ∈ C([0, T );L2(X; Λ2 ⊗ adP )).
Furthermore, the energy, E (A˜(t)) = (1/2)‖FA˜(t)‖2L2(X), obeys
(20.10) E (A˜(0)) =
∫ t
0
‖d∗
A˜
FA˜(s)‖2L2(X) ds+ E (A˜(t)), ∀ t ∈ [0, T ).
The following useful property of a solution to a Yang-Mills gradient flow equation was noted
by Donaldson in [111, p. 7] and explained further by Jost in [202, Section 4.1].
Lemma 20.6 (Energy-decreasing property of a solution to modified Yang-Mills gradient flow).
[111, p. 7], [202, Section 4.1] Let G be a compact Lie group and P be a principal G-bundle over
a closed, Riemannian, smooth manifold, X, of dimension d ≥ 2. Suppose that T ∈ (0,∞] and
ζ ∈ L2loc(0, T ;H1A1(X; Λ1 ⊗ adP )).
If A(t), for t ∈ [0, T ), is a strong solution to the modified Yang-Mills gradient flow equation,
(20.11)
∂A
∂t
= −d∗AFA + dAζ,
in the sense that, for any fixed C∞ reference connection, A1, on P ,
A−A1 ∈ L2loc(0, T ;H2A1(X; Λ1 ⊗ adP )) ∩H1loc(0, T ;L2(X; Λ1 ⊗ adP )),
then A(t) obeys
(20.12)
∂
∂t
‖FA‖2L2(X) = −2‖d∗AFA‖2L2(X) a.e. on (0, T ) ×X,
and so the energy, E (A(t)) = (1/2)‖FA(t)‖2L2(X), is non-increasing on [0, T ).
In particular, Lemma 20.6 shows that passage from pure Yang-Mills gradient flow (20.6a) to
the Yang-Mills heat equation (20.2a) via the Donaldson-DeTurck trick in Lemma 20.3 preserves
the non-increasing energy property of Yang-Mills gradient flow.
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20.2. Gauge normalization for weak solutions to the Cauchy problem for Yang-
Mills gradient flow. Next we review the question of uniqueness of solutions to Yang-Mills
gradient flow. There are two approaches to this problem. In the first, due to Struwe [331,
Sections 5 and 6], one appends a Coulomb gauge condition to the Yang-Mills gradient flow and
considers the uniqueness of the gauge transformation used to pass between Yang-Mills gradient
and heat flows via the Donaldson-DeTurck trick. In the second, due to Kozono, Maeda, and
Naito [215, Section 6], one shows that any two solutions of Yang-Mills gradient flow must be
gauge equivalent.
We first review the main results of [331, Section 5]. For the proof of uniqueness of solutions
to Yang-Mills gradient flow, we follow Struwe and consider the gauge-equivalent version (20.8) of
the Yang-Mills gradient flow (20.6a). For that purpose, one needs to specify a gauge condition.
Before getting into details, observe that uniqueness of s(t) ∈ Ω0(X; adP ), for t ∈ [0, T ), and
hence of the time-varying family gauge transformations, S(t) ∈ AutP , determined by (20.4) can
only hold if the operators,
dA(t) : Ω
0(X; adP )→ Ω1(X; adP ), for t ∈ [0, T ),
are invertible. For smooth A(t), this condition is equivalent to a topological condition on the
connection.
See Propositions 20.9 and 20.11 for Struwe’s construction of a unique solution, A¯(t) = A1 +
α(t) + (¯t), to a gauge-equivalent version of Yang-Mills gradient flow augmented with Coulomb
gauge condition, d∗¯
A
a¯ = 0 a.e. on (0, T ) × X, as an alternative to his construction of a strong
solution to the Yang-Mills heat equation.
20.2.1. Irreducible connections. We briefly review the definition of an irreducible connection
from [115, Section 4.2.2], essentially following the abbreviated discussion in [331, Section 5.1].
Given a Lie group G and a smooth connection A on a principal G-bundle P , we let
(20.13) ΓA := {u ∈ AutP : u∗A = A}
denote the isotropy subgroup of A and recall that ΓA ⊂ G is a closed Lie subgroup with Lie
algebra,
γA := {ζ ∈ Ω0(X; adP ) : dAζ = 0}.
Recall that ΓA always contains the center, C(G), of G [115, p. 132]. By the customary abuse of
terminology [115, pp. 132–133], we shall a connection A irreducible if
ΓA = C(G),
where C(G) is the center of G. We recall the holonomy definition of reducible connection in
Remark below and the fact that, when G = SU(2) or SO(3), the two definitions of ‘irreducible’
agree [115, p. 133].
Remark 20.7. A smooth connection A on a principle G-bundle, P → X, is reducible if for
each point x ∈ X, the holonomy maps, Tℓ, of all loops ℓ based at x lie in some proper subgroup
of the automorphism group, AutPx ∼= G [115, Section 4.2.2]. If the base space, X is connected
one can restrict attention to a single fibre, Px0 , and obtain a holonomy group, HA ⊂ G, or more
precisely a conjugacy class of subgroups. It can be shown that HA is a closed Lie subgroup of
G and, when X is connected, that ΓA is isomorphic to the centralizer of HA in G [115, Lemma
4.2.8].
For a connection A of class H1 on P , we shall require irreducibility in the sense that [331,
Equation (26)],
(20.14) ‖ζ‖H1A(X) ≤ C‖dAζ‖L2(X), ∀ ζ ∈ H
1
A(X; adP ),
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for some positive constant, C = C(A, g). The following lemma asserts that this constant, C, can
be chosen locally uniformly.
Lemma 20.8 (Openness of the irreducibility condition). [331, Lemma 5.1] Suppose a connec-
tion A0 of class H
1 on P satisfies (20.14) with constant C0 = C(A0, g). Then there exists an
open neighborhood U of the origin in H1A0(X; Λ
1 ⊗ adP ) and a positive constant, C, such that
any A ∈ A0 +U is irreducible in the sense that
‖ζ‖H1A(X) ≤ C‖dAζ‖L2(X), ∀ ζ ∈ H
1
A(X; adP ).
20.2.2. Gauge-fixing for a weak solution to the Cauchy problem for Yang-Mills gradient flow.
We next recall Struwe’s global analogue of Uhlenbeck’s theorem [363, Theorem 2.1 and Corollary
2.2] on the existence of local Coulomb gauges, depending smoothly on the connection.
Proposition 20.9 (Gauge-fixing for a weak solution to the Cauchy problem for Yang-Mills
gradient flow). (Compare [331, Proposition 5.2 and Equations (29), (30), (31), and (32)].) Let
G be a compact Lie group and P a principal G-bundle over a closed, connected smooth manifold,
X, of dimension 2 ≤ d ≤ 4 and Riemannian metric, g. If A1 is a reference connection of class
C∞ on P and A0 is a connection of class H1 on P that is irreducible in the sense of (20.14),
then there is a constant, ε0 = ε0(A1, g) ∈ (0, 1] and, if α0 ∈ Ω1(X; adP ) is such that
a0 := A0 −A1 − α0 ∈ H1A1(X; Λ1 ⊗ adP )
obeys
‖a0‖H1A1 (X) < ε0,
there are a constant, τ0 = τ0(A0, A1, α0, g) ∈ (0, 1], and a sequence of gauge transformations,
{uk}k∈N ⊂ C∞([0, τ0)×X; AdP ),
with the following significance.
Let α ∈ C∞([0,∞)×X; Λ1⊗ adP ) be a solution to the Cauchy problem (19.27) for the linear
heat equation with initial data α(0) = α0. Let A = A1 + a be a weak solution (in the sense of
Definition 8.6) to the Cauchy problem (20.6) on [0, τ0) × P for Yang-Mills gradient flow with
initial data A(0) = A0. If
Ak := u
∗
kA and ak := Ak −A1 − α, ∀ k ∈ N,
then
ak → a¯ in L∞(0, τ0;L2(X; Λ1 ⊗ adP )) ∩H1(0, τ0;L2(X; Λ1 ⊗ adP )), as k → N,
u−1k
∂uk
∂t
→ ζ in L2(0, τ0;H1A1(X; Λ1 ⊗ adP )), as k → N,
and A¯ := A1 + α+ a¯ and ζ obey
a¯ ∈ L∞(0, τ0;H1A1(X; Λ1 ⊗ adP )) ∩H1(0, τ0;L2(X; Λ1 ⊗ adP )),
a¯(t)→ a0 in H1A1(X; Λ1 ⊗ adP ) as tց 0,
d∗¯Aa¯ = 0 a.e. on (0, τ0)×X,
and A¯ is a weak solution (in the variational sense of Equation (8.11c)) to the Cauchy problem,
∂A¯
∂t
= −d∗¯AFA¯ + dA¯ζ, A¯(0) = A0.
Remark 20.10 (On the hypotheses and statement of Proposition 20.9). Our version of Propo-
sition 20.9 differs in several respects from [331, Proposition 5.2].
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(1) Dimension of the base manifold. In keeping with our desire to provide a framework that
includes R˚ade’s results when X has dimension two or three [293], we allow X to have
dimension d with 2 ≤ d ≤ 4; naturally, the proof of Proposition 20.9 simplifies when
d < 4.
(2) Gauge transformations. Struwe allows the gauge transformation, u, to belong to the
H1A1([0, τ0) × X; AdP )-closure of C∞([0, τ0) × X; AdP ), the family of smooth gauge
transformations of P varying smoothly with t ∈ [0, τ0). Because gauge transformations
of class W s,p with s ≥ 1 and p ≥ 2 obeying sp ≤ d need not be continuous (see
the discussion in [144, Appendix A]), we prefer to state Proposition 20.9 in terms of
sequences of smooth families of gauge transformations, {uk}k∈N ⊂ C∞([0, τ0)×X; AdP ),
as in Struwe’s proof of his [331, Proposition 5.2].
(3) Reference connection and initial data. In [331, Section 5.2], Struwe continues his choice
of a time-varying family of background connections, with (after translation to our nota-
tion) Abg(t) = A1 + abg(t) for t ∈ [0,∞), where A1 is a fixed C∞ reference connection
and
abg ∈ C([0,∞);H1A1(X; Λ1 ⊗ adP )) ∩ C∞((0,∞) ×X; Λ1 ⊗ adP )
is determined as the classical solution to a Cauchy problem for the linear heat equation
[331, Equation (19)],
∂abg
∂t
+∆A1abg = 0 on (0,∞) ×X, abg(0) = A0 −A1,
and thus Abg(0) = A0, the initial data of class H
1, while ‖A0 − A1‖H1A1 (X) < ε and
ε ∈ (0, 1] is arbitrarily small. Our choice of time-varying family, α(t), with initial data
α(0) = α0 of arbitrary norm ‖α0‖H1A1 (X) removes the need for A1 to be arbitrarily
H1A1(X)-close to A0, albeit at the cost of introducing the additional dependency on
α0. This also serves to explain the fact that our family, a¯(t), has non-zero initial data,
a¯(0) = A0 −A1 − α0, unlike in [331, Proposition 5.2].
(4) Estimates for gauge transformations. A priori estimates for the sequence of gauge
transformations, {uk}k∈N, and the limit ζ ∈ H1A1(X; adP ) of u−1k ∂tuk can be extracted
from Struwe’s [331, Lemma 5.3].
The proof of Proposition 20.9 follows Struwe’s proof of [331, Proposition 5.2] mutatis mutandis
just as the methods of Sections 19.2 and 19.3 adapt those of Struwe in [331, Section 4.4].
20.3. Uniqueness of a solution to the Cauchy problem for Yang-Mills gradient
flow. We review the main result of [331, Section 6]. We continue the setup of Section 20.2.2,
namely, G is a compact Lie group, P is a principal G-bundle over a closed, connected smooth
manifold, X, of dimension 2 ≤ d ≤ 4 and Riemannian metric, g, and A1 is a reference connection
of class C∞ on P , and A0 is a connection of class H1 on P that is irreducible in the sense of
(20.14).
Suppose that T > 0 and A = A1 + a, with
a ∈ C([0, T );L2(X; Λ1 ⊗ adP )) ∩H1(0, T ;L2(X; Λ1 ⊗ adP )),
is a weak solution (in the sense of Definition 8.6) to the Cauchy problem for Yang-Mills gradient
flow on P with initial data A(0) = A0. Let A¯(t) = A1 + α(t) + a¯(t), for t ∈ [0, τ0), be the
corresponding family of normalized connections produced by Proposition 20.9. The family A¯ is
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a weak solution to the initial-value problem,
∂A¯
∂t
= −d∗¯AFA¯ + dA¯ζ a.e. on (0, τ0)×X,(20.15a)
d∗¯Aa¯ = 0 a.e. on (0, τ0)×X,(20.15b)
a¯(0) = A0 −A1 − α0,(20.15c)
where (20.15a) is obeyed in variational sense of Equation (8.11c) and
(20.16)
a¯ ∈ L∞(0, τ0;H1A1(X; Λ1 ⊗ adP )) ∩H1(0, τ0;L2(X; Λ1 ⊗ adP )),
FA¯ ∈ C([0, τ0];L2(X; Λ2 ⊗ adP )),
ζ ∈ L2(0, τ0;H1A1(X; adP )),
and in (20.15c) the solution, a¯, attains its initial value in the sense of H10 (0, τ0;L
2(X; Λ1⊗adP )).
The following result shows that the solution, A¯, to (20.15) is unique when A0 is irreducible in the
sense of (20.14).
Proposition 20.11. [331, Proposition 6.1] Let G be a compact Lie group and P a principal
G-bundle over a closed, connected smooth manifold, X, of dimension 2 ≤ d ≤ 4 and Riemannian
metric, g. If A1 is a reference connection of class C
∞ on P and A0 is a connection of class H1
on P that is irreducible in the sense of (20.14), then there is a constant, ε0 = ε0(A1, g) ∈ (0, 1]
and, if α0 ∈ Ω1(X; adP ) is such that
a0 := A0 −A1 − α0 ∈ H1A1(X; Λ1 ⊗ adP )
obeys
‖a0‖H1A1 (X) < ε0,
there is a constant, τ0 = τ0(A0, A1, α0, g) ∈ (0, 1], with the following significance. There exists a
unique solution, (a¯, ζ), to (20.15) on [0, τ0) satisfying (20.16). In addition,
a¯ ∈ L2(0, τ0;H2A1(X; Λ1 ⊗ adP )) ∩ C∞((0, τ0)×X; Λ1 ⊗ adP ),
ζ ∈ C∞((0, τ0)×X; adP ).
If A0 is of class C
∞, then
a ∈ C∞([0, τ0)×X; Λ1 ⊗ adP ) and ζ ∈ C∞([0, τ0)×X; adP ).
Again, there are small differences between our version of Proposition 20.11 and Struwe’s [331,
Proposition 6.1]; those differences follow the pattern described in Remark 20.10, comparing our
Proposition 20.9 and Struwe’s [331, Proposition 5.2].
20.4. Uniqueness modulo gauge transformations of a solution to the Cauchy prob-
lem for Yang-Mills gradient flow. Before we proceed to discuss the approach of Kozono,
Maeda, and Naito [215, Section 6] to uniqueness of solutions to the Cauchy problem for Yang-
Mills gradient flow, we digress to review why the question of irreducibility of the initial data, A0,
does not arise in R˚ade’s approach to that problem when X has dimension two or three. Rather
than apply the Donaldson-DeTurck trick to convert the non-parabolic Yang-Mills gradient flow
equation on (0, T )×P to a parabolic Yang-Mills heat equation, he instead notes that if A(t) is a
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solution to the Yang-Mills gradient flow equation, then (A(t),Ω(t)) = (A(t), FA(t)) is a solution
to the system [293, Equation (4.4)],
(20.17)
∂A
∂t
+ d∗AΩ = 0, A(0) = A0,
∂Ω
∂t
+∆AΩ = 0, Ω(0) = FA0 ,
where ∆A := d
∗
AdA + dAd
∗
A is the Hodge Laplace operator (16.27). The system (20.17) is strong
enough to give uniqueness without appeal to the Donaldson-DeTurck trick and hence no need to
appeal to irreducibility of A0.
The following uniqueness result, due to Kozono, Maeda, and Naito, complements Struwe’s
[331, Theorem 6.1] and does not require A0 to be irreducible. However, it imposes a stronger
regularity requirement on the solutions and thus, implicitly, a stronger regularity requirement on
the initial data than is explicitly stated in Theorem 20.12.
Theorem 20.12 (Uniqueness up to gauge transformation for weak solutions to the Cauchy
problem for Yang-Mills gradient flow). [215, Theorem 6.1] Let G be a compact Lie group and P
a principal G-bundle over a closed, connected smooth manifold, X, of dimension 2 ≤ d ≤ 4 and
Riemannian metric, g, and A1 a reference connection of class C
∞ on P and A0 a connection of
class H1 on P , and T ∈ (0,∞]. Let Ai(t) = A1 + ai(t) be two weak solutions (in the sense of
Definition 8.4) to the Cauchy problem for Yang-Mills gradient flow with initial data, Ai(0) = A0
for i = 1, 2. If in addition,
ai ∈ Lq(0, T ;Lr(X; Λ1 ⊗ adP )), i = 1, 2,
for q ≥ 2 and r > 4 with 2/q + 4/r ≤ 1 and
d∗A1ai ∈ L∞(0, T ;W 1,∞A1 (X; adP )), i = 1, 2,
then there exist gauge transformations,
ui ∈ Cb([0, T );W 1,∞A1 (X; AdP )) ∩ C1((0, T );W
1,∞
A1
(X; AdP )), i = 1, 2,
solving
u−1i
∂ui
∂t
= d∗A1ai on (0, T ) ×X, ui(0) = idP for i = 1, 2,
such that
u∗1A
1 = u∗2A
2 a.e. on (0, T )× P.
Remark 20.13 (On the hypotheses and statement of Theorem 20.12). Our version of Theorem
20.12 differs slightly from that of [215, Theorem 6.1]. We clarify what appear to be ambiguities
in the statements of regularity for the terms d∗A1ai and gauge transformations ui for i = 1, 2. The
regularity of the gauge transformations in Theorem 20.12 follows from Lemma 20.1, which is due
to Nagasawa [267, Theorem 3.2.1 and p. 514].
The [215, Theorem 6.1] is stated and proved for the case d = 4 but, as usual, the proof
simplifies when d < 4. The statement of the Cauchy problems for the gauge transformations, ui,
is given in the [215, proof of Theorem 6.1].
CHAPTER 7
The  Lojasiewicz-Simon gradient inequality, stability, and
convergence for gradient systems
21.  Lojasiewicz gradient inequality and finite-dimensional dynamical systems
While the application of the infinite-dimensional  Lojasiewicz-Simon gradient inequality to
prove global existence and convergence of solutions to gradient systems can appear rather tech-
nical at first glance (for example, see Simon [320]), one can gain a useful understanding of the
fundamental ideas by restricting attention to the far simpler setting of finite-dimensional gradient
systems. Thus, by way of introduction to this chapter, we shall review an elementary result due to
 Lojasiewicz (namely, Theorem 21.1 below), keeping in mind that this appeared around the same
time as Simon’s development of his infinite-dimensional gradient inequality and its application to
certain infinite-dimensional gradient systems in geometric analysis in [320].
Theorem 21.1 (Global existence and convergence of a solution to a gradient system in Rn).
[240, Theorem 1] [241, p. 1592] Let E be an analytic, non-negative function on a neighborhood of
the origin in Rn such that E (0) = 0. Then there exists a neighborhood, U = {x ∈ Rn : |x| < σ},
of the origin such that each trajectory, ux0(t), with ux0(0) = x0 ∈ U , of the system,
(21.1) u˙(t) = −E ′(u(t)),
is defined on [0,∞), has finite length, and converges uniformly to a point ux0(∞) ∈ Z := {z ∈
U : E ′(z) = 0} as t→∞. For a constant θ ∈ (0, 1) depending only on E , one has
|ux0(t)− x0| ≤
∫ t
0
|u˙x0(s)| ds ≤
E (x0)
1−θ
1− θ ,
|ux0(∞)− ux0(t)| ≤
∫ ∞
t
|u˙x0(s)| ds ≤
(1 + t)θ−1
1− θ , for 0 ≤ t <∞.
Note that because E (x) ≥ 0 for all x in its domain and E (0) = 0, then E achieves its absolute
minimum at x = 0 and thus E ′(0) = 0, so 0 ∈ Z. Assuming global existence of a solution, u(t) for
t ∈ [0,∞), to (21.1), the convergence assertion in Theorem 21.1 (though not the convergence rate)
is also proved by Chill and Jendoubi as [89, Theorem 2.2], in the abstract, infinite-dimensional
setting. The convergence rate estimate asserted by Theorem 21.1 can be improved and, indeed,
we shall pursue such improvements when we consider its infinite-dimensional analogues.
To prove Theorem 21.1,  Lojasiewicz applied the following version of his gradient inequality
[239]:
Theorem 21.2 (Finite-dimensional  Lojasiewicz and Simon gradient inequalities). [190, The-
orem 2.3.1] 1 Let U ⊂ Rn be an open subset, z ∈ U , and let E : U → R be a real-valued function.
1There is a typographical error in the statement of [190, Theorem 2.3.1 (i)], as Huang omits the hypothesis
that E ′(z) = 0; also our statement differs slightly from that of [190, Theorem 2.3.1 (i)], but is based on original
sources.
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(1) If E is real analytic on a neighborhood of z and E ′(z) = 0, then there exist constants
θ ∈ (0, 1) and σ > 0 such that
(21.2) |E ′(x)| ≥ |E (x)− E (z)|θ, ∀x ∈ Rn, |x− z| < σ.
(2) Assume that E is a C2 function and E ′(z) = 0. If the connected component, C, of the
critical point set, {x ∈ U : E ′(x) = 0}, that contains z has the same dimension as the
kernel of the Hessian matrix HessE (z) of E at z locally near z, and z lies in the interior
of the component, C, then there are positive constants, c and σ, such that
(21.3) |E ′(x)| ≥ c|E (x)− E (z)|1/2, ∀x ∈ Rn, |x− z| < σ.
Theorem 21.2 (1) is well known and was stated by  Lojasiewicz in [238] and proved by him
as [239, Proposition 1, p. 92] and Bierstone and Milman as [39, Proposition 6.8]; see also the
statements by Chill and Jendoubi [89, Proposition 5.1 (i)] and by  Lojasiewicz [241, p. 1592].
Theorem 21.2 (2) was proved by Simon as [322, Lemma 1, p. 80] and Haraux and Jendoubi
as [171, Theorem 2.1]; see also the statement by Chill and Jendoubi [89, Proposition 5.1 (ii)].
 Lojasiewicz used methods of semi-analytic sets [239] to prove Theorem 21.2 (1). For the
inequality (21.2), unlike (21.3), the constant, c, is equal to one while θ ∈ (0, 1). In general, so
long as c is positive, its actual value is irrelevant to applications; the value of θ in the infinite-
dimensional setting [190, Theorem 2.4.2 (i)], at least, is restricted to the range [1/2, 1) and
θ = 1/2 is optimal [190, Theorem 2.7.1].
We recall the following well-known local existence and uniqueness results from the classical
theory of ordinary differential equations [176].
Theorem 21.3 (Peano existence). [176, Theorem II.2.1] Let t0 ∈ R, a > 0, b > 0, x0 ∈ Rn
(for n ≥ 1) and
R¯ := {(t, x) ∈ R× Rn : t0 ≤ t ≤ t0 + a, |x− x0| ≤ b}.
Let f : R¯ → Rn be continuous and α := min{a, b/M}, where M > 0 is a constant such that
|f | ≤M on R¯. Then there exists a solution, u(t) for t ∈ [t0, t0 + α], to the initial value problem,
(21.4) u˙(t) = f(t, u(t)), u(t0) = x0.
Theorem 21.4 (Picard-Lindelo¨f existence and uniqueness). [176, Theorem II.1.1] Assume
the hypotheses of Theorem 21.3 and, in addition, that f is uniformly Lipschitz continuous with
respect to x, that is,
|f(t, x1)− f(t, x2)| ≤ K|x1 − x2|, ∀ (t, x1), (t, x2) ∈ R¯.
Then there exists a unique solution, u(t) for t ∈ [t0, t0 + α], to the initial value problem (21.4).
We now turn to the proof of Theorem 21.1 following [240], but provide a few additional
details.
Proof of Theorem 21.1. Let G ⊂ Rd (an open subset) be the domain of E and let [0, τx0)
be the maximal interval of existence for a solution ux0(t) to (21.1), for each x0 ∈ G. The existence
of solution, ux0(t) with t ∈ [0, τx0), for some τx0 > 0 is ensured by Theorem 21.3 and, in addition,
uniqueness is assured by Theorem 21.4, since E is analytic.
Thanks to uniqueness, one has the alternative,
ux0 ≡ x0 or ux0(t) ∈ G \ Z, ∀ t ∈ [0, τx0),
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according to whether x0 ∈ Z = {z ∈ G : E ′(z) = 0} or x0 ∈ G\Z. From the  Lojasiewicz gradient
inequality (21.2), the continuity of E , and the facts that E ≥ 0 on G and E (0) = 0, there is an
open neighborhood of the origin, Q ⊂ G, such that
(21.5) 0 ≤ E (x) < 1 and |E ′(x)| ≥ |E (x)|θ, ∀x ∈ Q.
Define
(21.6) Hx(t) := E (ux(t)), ∀ (t, x) ∈ [0, τx)×G.
One therefore has, by (21.1),
(21.7) H˙x0(t) = 〈E ′(ux0(t)), u˙x0(t)〉 = −|u˙x0(t)||E ′(ux0(t))| = −|E ′(ux0(t))|2, ∀x0 ∈ G,
and
(21.8) Hx0(t) = 0 or 0 < Hx0(t) < 1, ∀ t ∈ [0, τx0),
according to whether x0 ∈ Z or Q \ Z.
To prove Theorem 21.1, it suffices to show that there exists an open neighborhood, U ⊂ Q, of
the origin such that if x0 ∈ U \ Z, then one has
τx0 =∞ and ux0([0,∞)) ⊂ Q,(21.9)
|ux0(t1)− ux0(t0)| ≤
∫ t1
t0
|u˙x0(s)| ds ≤
Hx0(t0)
1−θ
1− θ , for 0 ≤ t0 ≤ t1 <∞,(21.10)
Hx0(t) ≤ (1 + t)−1, for 0 ≤ t <∞.(21.11)
Properties (21.9), (21.10), and (21.11), hold trivially for x0 ∈ Z.
Let us first prove (21.10) under the hypothesis that ux0([t0, t1]) ⊂ Q (where x0 ∈ Q \ Z and
0 ≤ t0 ≤ t1 < τx0). One has, for t ∈ (t0, t1),
|u˙x0(t)| = −
H˙x0(t)
|E ′(ux0(t))|
(by (21.7))
≤ − H˙x0(t)
E (ux0(t))
θ
by (21.5)
= − H˙x0(t)
Hx0(t)
θ
(by (21.6))
= −
(
Hx0(t)
1−θ)′
1− θ (as Hx0(t) > 0 by (21.8)).
In particular, (Hx0(t)
1−θ)′ ≤ 0 on (t0, t1) and Hx0(t)1−θ is decreasing function of t ∈ [t0, t1] and
we obtain the inequality (21.10), since∫ t1
t0
|u˙x0(t)| dt ≤ −
1
1− θ
∫ t1
t0
(
Hx0(t)
1−θ
)′
dt
= − 1
1− θ
(
Hx0(t1)
1−θ −Hx0(t0)1−θ
)
=
1
1− θ
(
Hx0(t0)
1−θ −Hx0(t1)1−θ
)
≤ 1
1− θHx0(t0)
1−θ.
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Choose ε > 0 small enough that Bε(0) ⊂ Q. We have
(21.12) 0 ≤ E (x)
1−θ
1− θ <
ε
2
,
for all x ∈ U := Bσ(0) and small enough σ with 0 < σ < ε/2, since E (0) = 0 and E is continuous
and non-negative on its domain, G.
Let us prove that (21.9) holds for this open set, U , and which then implies (21.10) in the
general case — without the temporary restriction that ux0([t0, t1]) ⊂ Q. Property (21.9) holds
because, if x0 ∈ U \ Z, we find that
(21.13) ux0([0, t]) ⊂ Q for 0 < t < τx0 =⇒ ux0([0, t]) ⊂ Bε(0),
since, if 0 ≤ s ≤ t, we have
|ux0(s)| ≤ |ux0(s)− ux0(0)|+ |ux0(0)|
= |ux0(s)− ux0(0)|+ |x0| (as ux0(0) = x0)
≤ Hx0(0)
1−θ
1− θ + |x0| (by (21.10) when ux0([0, s]) ⊂ Q)
=
E (x0)
1−θ
1− θ + |x0| (by (21.6))
<
ε
2
+
ε
2
= ε (by (21.12) and x0 ∈ Bσ(0) with σ < ε/2),
and thus
ux0(s) ∈ Q ∀ s ∈ [0, t] =⇒ |ux0(s)| < ε ∀ s ∈ [0, t].
This verifies the claim (21.13) and this in turn leads to (21.9).
To better understand why (21.9), namely the assertion that τx0 = ∞, indeed follows from
(21.13), suppose τˆx0 ∈ (0, τx0) is the smallest (finite) time such that
ux0(s) ∈ Q ∀ s ∈ [0, τˆx0 ] and |ux0(t)| < ε ∀ t ∈ [0, τˆx0),
but |ux0(τˆx0)| ≥ ε.
But property (21.13) implies that |ux0(τˆx0)| < ε, a contradiction, so we must have τˆx0 = ∞ and
thus τx0 =∞.
Regarding (21.11), let x0 ∈ U \ Z. One has
H˙x0 ≤ −H2θx0 ≤ −H2x0 (as 0 < Hx0 < 1 by (21.8)),
which gives H˙x0/H
2
x0 ≤ −1 and
(1/Hx0 − t)′ = −H˙x0/H2x0 − 1 ≥ 0
and
1/Hx0 − t ≥ 1,
which is equivalent to (21.11).
We can now reinterpret (21.10) and (21.11) in terms of the length of the trajectory, {u(t) :
0 ≤ t < ∞}, distance between the point ux0(t) and the initial data x0, and energy decay along
the trajectory. Setting t0 = 0 and t1 = t in (21.10) and recalling that ux0(0) = x0 and Hx0(t) =
E (ux0(t)) by (21.6) yields
|ux0(t)− x0| ≤
∫ t
0
|u˙x0(s)| ds ≤
E (x0)
1−θ
1− θ , for 0 ≤ t <∞.
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Similarly, setting t0 = t and t1 =∞ in (21.10) yields
|ux0(∞)− ux0(t)| ≤
∫ ∞
t
|u˙x0(s)| ds ≤
E (ux0(t))
1−θ
1− θ , for 0 ≤ t <∞,
and hence the convergence rate estimate, since (21.11) gives
E (ux0(t)) ≤ (1 + t)−1, for 0 ≤ t <∞.
This completes the proof of Theorem 21.1. 
22. Abstract gradient inequalities
In this section, we review abstract gradient inequalities for functions on Banach spaces and,
in particular, the infinite-dimensional  Lojasiewicz-Simon gradient inequality. The monograph of
Huang [190] provides a comprehensive introduction to gradient inequalities and we refer to it for
further details and background — see, in particular, [190, Chapter 2].
22.1. Basic properties of gradient maps. We refer to [190, Section 2.1].
22.1.1. Differentiable and analytic maps. We refer to [190, Section 2.1A]; see also [31, Section
2.3]. Let X ,Y be two Banach spaces and L (X ,Y ) denote the Banach space of bounded, linear
operators from X to Y . Let U ⊂ X be an open subset and F : U → Y be a map. Recall that
F is Gaˆteaux differentiable at a point u ∈ U with a Gaˆteaux derivative, F ′(u) ∈ L (X ,Y ), if
lim
t→0
1
t
‖F (u + tv)−F (u) −F ′(u)tv‖Y = 0, ∀ v ∈ X .
Furthermore, if F is Gaˆteaux differentiable at u ∈ U and
lim
v→0
1
‖v‖X ‖F (u + v)−F (u) −F
′(u)v‖Y = 0,
then F is said to be Fre´chet differentiable at u ∈ U . If F is Gaˆteaux differentiable near u and
the Gaˆteaux derivative is continuous at u, then F is Fre´chet differentiable at u [104, Proposition
2.7.5].
Recall that F is (real) analytic at u ∈ U if there exists a constant r > 0 and a sequence of
continuous symmetric n-linear forms, Ln : X × · · · ×X → Y , such that
∑
n≥1 ‖Ln‖rn <∞ and
there is a positive constant ε = ε(u) such that
F (u+ v) = F (v) +
∑
n≥1
Ln(v
n), ‖v‖X < ε,
where vn ≡ (v, . . . , v) ∈ X × · · · × X (n-fold product). If F is differentiable (respectively,
analytic) at every point u ∈ U , then F is differentiable (respectively, analytic) on U .
22.1.2. Smooth and analytic inverse and implicit function theorems for maps on Banach
spaces. Statements and proofs of the Inverse Function Theorem for Ck maps of Banach spaces
are provided by Abraham, Marsden, and Ratiu [1, Theorem 2.5.2], Deimling [104, Theorem
4.15.2], Zeidler [390, Theorem 4.F]; statements and proofs of the Inverse Function Theorem for
analytic maps of Banach spaces are provided by Berger [31, Corollary 3.3.2] (complex), Deimling
[104, Theorem 4.15.3] (real or complex), and Zeidler [390, Corollary 4.37] (real or complex).
The corresponding Ck or Analytic Implicit Function Theorems are proved in the standard way
as corollaries, for example [1, Theorem 2.5.7] and [390, Theorem 4.H].
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22.1.3. Gradient maps. We refer to [190, Section 2.1B]; see also [31, Section 2.5]. Let X be
a Banach space with norm ‖ · ‖X and let Y be a linear subspace of the dual space X ′ which
becomes a Banach space under its own norm ‖ · ‖Y , so the embedding Y →֒ X ′ is continuous.
Definition 22.1 (Gradient map). [190, Definition 2.1.1] Let U ⊂ X be an open subset of
a Banach space, X , and let Y be a Banach space with continuous embedding, Y →֒ X ′. A
continuous map, M : U → Y , is called a gradient map if there exists a C1 function, E : U → R,
such that M (u) = E ′(u) for all u ∈ U in the sense that,
E
′(u)h = 〈M (u), h〉X ′×X , ∀u ∈ U , h ∈ X ,
where 〈·, ·〉X ′×X is the canonical bilinear form on X ′×X . The real-valued function, E , is called
a potential for the map M .
We shall ultimately choose Y to be a Hilbert space and denote Y ≡ H . We recall the
following basic facts concerning gradient maps.
Proposition 22.2 (Properties of gradient maps). [190, Proposition 2.1.2] Let U ⊂ X be
an open subset of a Banach space, X , and let M : U → Y ⊂ X ′ be a continuous map. Then
the following hold.
(1) If M is of class C1, then M is a gradient map if and only if all of its Fre´chet derivatives,
M ′(u) for u ∈ U , are symmetric in the sense that
〈M ′(u)v,w〉X ′×X = 〈M ′(u)w, v〉X ′×X , ∀u, v, w ∈ U .
(2) A bounded linear operator A : X → X ′ is a gradient operator if and only if A is
symmetric, in which case a potential for A is given by E (u) = 12〈A u, u〉X ′×X , for
u ∈ X .
(3) If M is an analytic gradient map, then any potential E : U → R such that M = E ′ is
analytic as well.
22.2. Gradient inequalities. The goal of this section is to describe analogues of Theo-
rem 21.2 (1) for analytic functionals on open subsets of Banach spaces. We closely follow the
development in [190, Section 2.2].
Definition 22.3 ( Lojasiewicz-Simon gradient inequality). [190, Definition 2.2.2 (ii)] Let
M : U → Y be a gradient map in the sense of Definition 22.1. The map M satisfies a
 Lojasiewicz-Simon gradient inequality near a given point ϕ ∈ U if it has the form,
(22.1) ‖E ′(u)‖Y ≥ c|E (u)− E (ϕ)|θ, ∀u ∈ U , ‖u− ϕ‖X < σ,
for some positive constants c, σ, and θ ∈ [1/2, 1).
Remark 22.4 (Generalized gradient inequalities). More generally, given a subset V ⊂ U ,
one says (see [190, Definitions 2.2.1 and 2.2.2 (i)]) that M satisfies a gradient inequality in V if
there exists a Lebesgue-measurable function φ : R→ [0,∞) such that 1/φ ∈ L1loc(R) and
‖M (v)‖Y ≥ φ(E (v)), ∀ v ∈ V .
Accordingly, one says that M satisfies a gradient inequality near a given point in U if it satisfies
a gradient inequality in an open neighborhood of that point. One obtains a  Lojasiewicz-Simon
gradient inequality near a point ϕ ∈ U when φ(x) = c|x − E (ϕ)|θ, for x ∈ R, and V is the set
of v ∈ X such that ‖v − ϕ‖X < σ, for some positive constants c, σ, and θ ∈ [1/2, 1). (One may
write E ′(v) or M (v) in the gradient inequality.) As explained in [190, Chapters 3, 4, and 5],
many of the convergence and stability results one can deduce from the  Lojasiewicz-Simon gradient
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inequality also follow from more general gradient inequalities. We shall restrict our attention to
the  Lojasiewicz-Simon gradient inequality and its application in this article since more general
gradient inequalities are not necessarily easier to prove.
Recall that the set of critical points of E is defined by
(22.2) S := {ϕ ∈ U : E ′(ϕ) = 0} = {ϕ ∈ U : M (ϕ) = 0},
while points in U \S are called regular. We note the useful
Lemma 22.5 (Discreteness of critical values). [190, p. 25] If a gradient map satisfies a
 Lojasiewicz-Simon gradient inequality near a critical point ϕ, then there is only one critical value,
E (ϕ), in some neighborhood of ϕ, that is, we must have E (ϕ1) = E (ϕ) for any critical point ϕ1
that is sufficiently near ϕ.
Proof. If ‖ϕ1 − ϕ‖X < σ, then (22.1) implies that c|E (ϕ1) − E (ϕ)|θ ≤ ‖M (ϕ1)‖Y and so
E (ϕ1) = E (ϕ), since M (ϕ1) = 0 because ϕ1 is a critical point. 
22.3. Abstract  Lojasiewicz-Simon gradient inequalities. The  Lojasiewicz gradient in-
equality [238, The´ore`me 4], [239, Proposition 1, p. 92] in finite dimensions was extended by
Simon [320, Theorem 3] to an infinite-dimensional setting, where the Banach and Hilbert spaces
in Theorem 22.7, respectively, are C2,α Ho¨lder and L2 spaces of sections of a Riemannian vec-
tor bundle over a closed, finite-dimensional Riemannian manifold. However, that setting is too
restrictive for the analysis of the Yang-Mills energy functional. Rather than directly adapt Si-
mon’s proof of [320, Theorem 3], as carried out, for example, in [258, 293, 292, 384, 379], we
shall instead derive our versions of the  Lojasiewicz-Simon gradient inequality for the Yang-Mills
energy functional from generalizations of [320, Theorem 3] to the setting of abstract Banach
and Hilbert spaces that we review in this subsection. Bierstone and Milman [39] provide a more
recent exposition of the difficult proof of the finite-dimensional  Lojasiewicz gradient inequality.
An application to gradient flow in finite dimensions was given by  Lojasiewicz in [240].
We shall first describe the hypotheses for Theorem 22.7.
Hypothesis 22.6 (Hypotheses for the abstract  Lojasiewicz-Simon gradient inequality with
Hilbert space gradient norm). Assume the following conditions.
(1) Let H be a Hilbert space, A : D(A ) ⊂ H → H a linear, positive definite, self-adjoint
operator, and HA := (D(A ), (·, ·)A ) be the Hilbert space with inner product,
(u, v)A := (A u,A v)H , ∀u, v ∈ D(A ),
where (·, ·)H is the inner product on H .
(2) Let X ⊂ X˜ be Banach spaces such the following embeddings are continuous,
X →֒ HA , X˜ →֒ H .
(3) Let E : X → R be a function with an analytic gradient map, M ≡ E ′ : U ⊂ X → X˜ ,
where U ⊂ X is an open subset, and having the following properties:
(a) M is a Fredholm map of index zero, that is, for each u ∈ X , the bounded linear
operator,
M
′(u) : X → X˜ ,
is a Fredholm operator of index zero.
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(b) For each u ∈ U , the bounded, linear operator,
M
′(u) : X → X˜ ,
has an extension
M1(u) : HA → H
which is symmetric2 and also a Fredholm operator of index zero and such that the
map
U ∋ u 7→ M1(u) ∈ L (HA ,H ) is continuous,
or, equivalently, the map U ∋ u 7→ M1(u)A −1 ∈ L (H ) is continuous.
Recall that to say P ∈ L (X , X˜ ) is a Fredholm operator of index zero means that P has
closed range, finite-dimensional kernel and cokernel, and dimKerP = dimCokerP .
Under the preceding conditions, we consider a critical point ϕ ∈ U of E . Without loss of
generality we may assume ϕ = 0 and thus M (0) = 0 when convenient; indeed, E has critical
point ϕ if and only if Eϕ := E (· − ϕ) has critical point zero.
Theorem 22.7 (Abstract  Lojasiewicz-Simon gradient inequality with Hilbert space gradient
norm). [190, Theorem 2.4.2 (i)] Assume Hypothesis 22.6 on E , M , M1, H , U , X , and X˜ .
If ϕ ∈ U is a critical point of E , that is, M (ϕ) = 0, then there are constants, c ∈ (0, ,∞) and
σ ∈ (0, 1] and θ ∈ [1/2, 1), such that
(22.3) ‖E ′(u)‖H ≥ c|E (u)− E (ϕ)|θ, ∀u ∈ U such that ‖u− ϕ‖X < σ.
Remark 22.8 (Related results). Related results are due to Chill [85, Theorem 3.10], Chill,
Haraux, and Jendoubi [88], and Jendoubi [201, Proposition 1.3]. Haraux provides a recent
review in [169]. Huang notes [190, p. 41] that the original result of Simon [320, Theorem
3] was improved by Feireisl and Simondon [140, Proposition 6.1], Rybka and Hoffmann [295,
Theorem 3.2], [296, Theorem 3.2], and Takac [335, Proposition 8.1] by replacing the L2(X)
norm used by Simon with dual Sobolev norms, such as H−1(X) ≡ W−1,2(X), and replacing the
C2,α Ho¨lder norm used by Simon to define the neighborhood of the critical point with a Sobolev
H1(X) ≡ W 1,2(X) norm. However, as far as we can tell, R˚ade [293, 292] was the first to make
such an improvement of Simon’s result, though R˚ade’s work does not appear to be well-known
among the broader applied mathematics and mathematical physics communities. Jendoubi [201]
gives a simplified approach to Simon’s method and proves gradient inequalities for gradient maps
of the semilinear form, M (u) = Au+ f(x, u), for x ∈ Ω ⊂ Rd.
The following result will be more useful, however, in our application to the Yang-Mills energy
functional.
Theorem 22.9 (Abstract  Lojasiewicz-Simon gradient inequality with dual Banach space gra-
dient norm). [137, Theorem 1], [190, Theorem 2.4.5] Let X be a Banach space that is continu-
ously embedded in a Hilbert space H . Let U ⊂ X be an open subset, E : U → R be an analytic
function, and ϕ ∈ U be a critical point of E , that is, E ′(ϕ) = 0. Assume that E ′′(ϕ) : X → X ′
is a Fredholm operator with index zero. Then there are constants, c ∈ (0, ,∞) and σ ∈ (0, 1] and
θ ∈ [1/2, 1), such that
(22.4) ‖E ′(u)‖X ′ ≥ c|E (u)− E (ϕ)|θ, ∀u ∈ U such that ‖u− ϕ‖X < σ.
2See [59, Section 7.4], [205, Section 5.3.3], or [387, Section 7.3].
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Remark 22.10 (History and related results). Theorem 22.9 was stated by Huang as [190,
Theorem 2.4.5], but not proved and its hypotheses do not match those of the cited [191, Proposi-
tion 3.3], where it is assumed that X is a Hilbert space — see Feehan and Maridakis [137] for a
detailed discussion and more general statements. See also Haraux, and Jendoubi [171, Theorem
2.1] and, in particular, [172, Theorem 4.1] for a result due to Haraux and Jendoubi which is
similar to Theorem 22.9 and which they argue is optimal based on examples that they discuss in
[172, Section 3]. Additional related results include those of Haraux, Jendoubi, and Kavian [173,
Proposition 1.1 and Theorem 2.1], Huang and Takac, [191, Proposition 3.3] and Takac [335,
Proposition 8.1].
Remark 22.11 (Applications of abstract  Lojasiewicz-Simon gradient inequalities). Applica-
tions of abstract  Lojasiewicz-Simon gradient inequalities to asymptotic convergence questions are
described by Chill and Fiorenza, and Jendoubi [87], Chill and Jendoubi [89, 90], Feireisl and
Simondon [140], Huang and Takac [191], Jendoubi [200], Rybka and Hoffmann [295, 296], and
many other authors.
One sufficient condition for the gradient inequality to hold with the optimal exponent, θ = 1/2,
is given by
Proposition 22.12 (Optimal exponent in the abstract  Lojasiewicz-Simon gradient inequal-
ity). [190, Proposition 2.7.1] Let H be a real Hilbert space, E : U ⊂ H → H be a C2 functional,
and ϕ ∈ U be a critical point of E . If the self-adjoint operator E ′′(ϕ) is invertible, then there are
positive constants c and σ such that (22.3) holds with θ = 1/2.
We have the following slight generalization of Theorem 22.7.
Corollary 22.13 (Abstract  Lojasiewicz-Simon gradient inequality with Hilbert space gradi-
ent norm). Assume the hypotheses of Theorem 22.7, except that now the operators M ′(u) : X →
X˜ and M1(u) : HA → H are only required to be Fredholm of index zero at u = ϕ rather than
all u ∈ U . Then the conclusions of Theorem 22.7 continue to hold.
Proof. We shall describe the minor modifications required to Huang’s [190, Proof of Propo-
sition 2.4.1, pp. 35–41] (Lyapunov-Schmidt reduction) and [190, Proof of Theorem 2.4.2 (i),
pp. 41-41] ( Lojasiewicz-Simon gradient inequality). As in [190], we may assume without loss
of generality that ϕ = 0 by replacing E : U → R by F : U0 → R, where F := E (· + ϕ) and
U0 := U − ϕ ⊂ X .
For the definition of the operators [190, Equation (2.4.2a) and (2.4.3a)],
G := M1(0) ∈ L (HA ,H ) and L := M (0) ∈ L (X , X˜ ),
the proof of [190, Proposition 2.4.1] requires only that M1(u) ∈ L (HA ,H ) and M (u) ∈
L (X , X˜ ) be Fredholm operators with index zero when u = 0. Following [190], we denote
N(L) := Ker(L : X → X˜ ) and R(L) := {Lu : ∀u ∈ X } together with N(G) := Ker(G : HA →
H ) and R(G) := {Gh : ∀h ∈ H }. As in [190, Equation (2.4.4a)], we have
X = N(L)⊕ (X ∩R(G)) and X˜ = N(L)⊕R(L),
direct sums of Banach subspaces of X ⊂ H and X˜ ⊂ H , respectively, that are H -orthogonal.
Also as in [190, Equation (2.4.4c)], we define the finite-rank projection operator, Π : X → X˜ ,
by
(22.5) Πu :=
{
u, ∀u ∈ N(L),
0, ∀u ∈ X ∩R(G),
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The map defined in [190, Equation (2.4.5a)],
N ≡ Π+M : U → X˜ ,
is real analytic by Hypothesis 22.6 and N ′(0) = Π + M ′(0) : X → X˜ is an isomorphism of
Banach spaces. As in [190, p. 36], the Inverse Function Theorem for real analytic maps of Banach
spaces (see Section 22.1.2) yields convex neighborhoods of the origin, B1 ⊂ X and B2 ⊂ X˜ , and
a real analytic map, Ψ : B2 → B1, such that [190, Equation (2.4.5b)] holds, namely
Ψ(N (u)) = u, ∀u ∈ B1,
N (Ψ(v)) = v, ∀ v ∈ B2.
The remainder of the proof of [190, Theorem 2.4.2 (i)] remain unchanged. This completes the
proof of Corollary 22.13. 
23.  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy functional
In this section, we shall apply the  Lojasiewicz-Simon gradient inequalities provided by The-
orems 22.7 and 22.9 for an analytic potential function on an open subset of an abstract Banach
space, E : U ⊂ X → R, to the Yang-Mills energy functional,
E : B∗(P, g)→ R, [A] 7→ 1
2
∫
X
|FA|2g d volg,
where G is a compact Lie group and P is a principal G-bundle over a closed, smooth manifold,
X, of dimension d ≥ 2 with Riemannian metric g, and B∗(P, g) is the Banach manifold of W k,q
connections, A, modulo the action of the Banach Lie group AutP of W k+1,q automorphisms, u,
of the bundle, P , where (k + 1)q > d, so W k+1,q(X) →֒ C(X). To obtain our first version of
the  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy functional, Theorem 23.1,
we apply Theorem 22.7 with H = L2(X; Λ1 ⊗ adP ) and X = W 2,pA1 (X; Λ1 ⊗ adP ) ∩ Ker d∗A1 , a
slice for the action of the Banach Lie group AutP of W 3,p bundle automorphisms, where d ≥ 2
and p ∈ [2,∞) obeys p > d/3 and A1 is a C∞ reference connection on P .
To derive our second version of the  Lojasiewicz-Simon gradient inequality for the Yang-
Mills energy functional, Theorem 23.17, we apply Theorem 22.9, which allows us to use a much
weaker system of norms on spaces of connections when 2 ≤ d ≤ 4, as we can then choose
X = H1A1(X; Λ
1 ⊗ adP ) ∩Ker d∗A1 , so X ′ = H−1A1 (X; Λ1 ⊗ adP ) ∩Ker d∗A1 .
Consequently, by appealing to Theorem 23.17 one finds that the  Lojasiewicz-Simon gradi-
ent inequality for the Yang-Mills energy functional, when d = 4, holds for connections A in a
neighborhood of a Yang-Mills connection of the form,
‖A−A∞‖H1A1 (X) < σ,
rather than,
‖A−A∞‖H2A1 (X) < σ,
resulting from an application of Theorem 23.1. If A already obeys d∗A∞(A − A∞) = 0 and A∞
is of class C∞, one can choose A to be of class H1 in Theorem 23.17 rather than of class H2 as
would be required by Theorem 23.1.
The  Lojasiewicz-Simon gradient inequality was first introduced in Yang-Mills gauge theory
by Morgan, Mrowka, and Ruberman in their adaptation of the proof of [320, Theorem 3] (see
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[258, Proposition 4.2.1 and Corollary 4.2.3]) to the Chern-Simons functional [258, Section 2.1],
(23.1) CS(A) :=
∫
X
tr
(
2a ∧ FΓ + a ∧ dΓa+ 2
3
a ∧ a ∧ a
)
,
for connections on a principal G-bundle, P , over a closed, Riemannian, smooth, three-manifold,
X, where A = Γ + a and Γ is a fixed C∞ reference connection on P , so a ∈ Ω1(X; adP ). The
critical points of the Chern-Simons functional are flat connections on P . It is important to note
that in the statement of the original of the  Lojasiewicz-Simon gradient inequality due to Leon
Simon (see [320, Theorem 3]), he takes H = L2(X;V ) and X = C2,α(X;V ) (for α ∈ (0, 1)),
where V is a Riemannian vector bundle over a closed, Riemannian, smooth manifold, X, of
dimension d ≥ 2. Hence, there is slightly more work involved in the translation of the proof
of [320, Theorem 3] than perhaps might be evident in the short argument in [258, pp. 62-63]
establishing [258, Proposition 4.2.1], where H = L2(X; Λ1⊗ adP ) and X =W 2,kΓ (X; Λ1⊗ adP )
(for suitable k ≥ 1) because, for example, the analyticity of the functional (23.1) depends on the
choice of X .
In his doctoral dissertation [293, 292], R˚ade also adapted the proof of the  Lojasiewicz-Simon
gradient inequality in [320, Theorem 3] to derive gradient inequalities [293, Proposition 7.2
and Equation (9.1)] for the Yang-Mills energy functional, yielding Theorem 23.17 when X has
dimension d = 2, 3, with H = L2(X; Λ1 ⊗ adP ) and X = H1A1(X; Λ1 ⊗ adP ).
Wilkin adapted the proof of the  Lojasiewicz-Simon gradient inequality in [320, Theorem
3] to derive gradient inequalities for the Yang-Mills-Higgs functional over a Riemann surface
[379, Proposition 3.5 and Theorem 3.19], with choices of H and X for Sobolev spaces of pairs
analogous to those of R˚ade in [293, Proposition 7.2 and Equation (9.1)] for Sobolev spaces of
connections. B. Yang established a version of the  Lojasiewicz-Simon gradient inequality for the
Yang-Mills energy functional on a principal G-bundle over a four-dimensional manifold [384,
Lemma 12]. However, Yang’s result is a direct analogue of [320, Theorem 3] in that H =
L2(X; Λ1 ⊗ adP ) and X = C2,α(X; Λ1 ⊗ adP ) and so cannot be used in our application to
establish global existence of smooth solutions to the gradient flow for the Yang-Mills energy
functional.
23.1. A W 2,p  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy
functional. Suppose G is a compact Lie group and that X is a closed, Riemannian, smooth
manifold of dimension d ≥ 2. According to [363, Corollary 1.4], when p ≥ d/2, we may choose
local trivializations of a principal G-bundle P such that the local representatives of a W 2,p Yang-
Mills connection, A∞, are C∞, that is, A∞ is a connection of class C∞ on P . Thus, when 2p ≥ d
in Theorems 23.1 or 23.17, we may choose A1 = A∞ as the C∞ reference connection.
We use the C∞ reference connection, A1, on P to define Sobolev spaces, W
s,p
A1
(X; Λ1 ⊗ adP ),
and their norms, ‖·‖W s,pA1 (X). When no confusion can arise we may suppress A1 from our notation,
but we caution the reader that Sobolev embedding and multiplication constants will generally
depend on A1, though this dependence may not always be explicitly noted.
As a consequence of Theorem 22.7, we obtain our first version of [293, Proposition 7.2],
without the restriction on the dimension, d, of X that d = 2, 3 but with the H1-norm replaced
by the W 2,p-norm.
Theorem 23.1 (A W 2,p  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy
functional and L2 gradient norm). Let X be a closed, Riemannian, smooth manifold of dimension
d, let G be a compact Lie group, and assume that
(1) d ≥ 2 and p ∈ [2,∞) obeys p > d/2, or
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(2) 2 ≤ d ≤ 5 and p = 2.
If A1 is a connection of class C
∞ and A∞ is a Yang-Mills connection of class W 2,p on a principal
G-bundle P over X, then there are constants, c ∈ (0,∞) and σ ∈ (0, 1] and θ ∈ [1/2, 1) depending
on A1, A∞, g, G, and p, with the following significance. If A is a connection of class W 2,p on P
and
(23.2) ‖A−A∞‖W 2,pA1 (X) < σ,
then
(23.3) ‖d∗AFA‖L2(X) ≥ c|E (A)− E (A∞)|θ,
where
(23.4) E (A) :=
1
2
‖FA‖2L2(X).
Proof. The inequality (23.3) is gauge-invariant, that is, if u ∈ AutP is a gauge transfor-
mation of class W 3,p (and thus continuous under our hypotheses on d and p), then (23.3) is
equivalent to
‖d∗u(A)Fu(A)‖L2(X) ≥ c|E (u(A))− E (u(A∞))|θ.
When d = 4 and k ≥ 2, the Slice Theorem3 for the quotient space of W k,2 connections modulo
W k+1,2 gauge transformations [115, Proposition 4.2.9], [144, Theorem 3.2], [226, Theorem 2.10.4]
yields constants ε0 = ε0(A1, A∞, g,G, k) ∈ (0, 1] and C0 = C0(A1, A∞, g,G, k) ∈ [1,∞) and a
W k+1,2 gauge transformation u ∈ AutP such that
d∗A∞(u(A)−A1) = 0 if ‖A−A∞‖W k,2A1 (X) < ε0,
‖u(A) −A∞‖W k,2A1 (X) ≤ C0‖A−A∞‖W k,2A1 (X).
The proof of the preceding gauge-fixing result is a consequence of the Implicit Function Theorem
for maps of Banach manifolds and depends on the dimension, d, of the base manifold, X, only
insofar as that the gauge transformations u ∈ AutP should be continuous; in particular, it
continues to hold under the hypotheses of Theorem 23.1 on d and p for W 2,p connections and
W 3,p gauge transformations to give, for constants ε0 = ε0(A1, A∞, g,G, p) ∈ (0, 1] and C0 =
C0(A1, A∞, g,G, p) ∈ [1,∞), a W 3,p gauge transformation u ∈ AutP such that
d∗A1(u(A)−A∞) = 0 if ‖A−A∞‖W 2,pA1 (X) < ε0,(23.5)
‖u(A) −A∞‖W 2,pA1 (X) ≤ C0‖A−A∞‖W 2,pA1 (X).(23.6)
We divide the remainder of the proof of Theorem 23.1 into the two cases suggested by the
hypotheses.
Case 1 (d ≥ 2 and p > d/2). For this case, the embedding W 2,p(X) →֒ C(X) is continuous
and W 2,p(X) is a Banach algebra [5, Theorem 4.39], [144, p. 96]; in particular, the following
embedding is continuous,
(23.7) W 2,pA1 (X; Λ
1 ⊗ adP ) →֒ C(X; Λ1 ⊗ adP ), for d ≥ 2 and p > d/2.
3More refined versions of the Slice Theorem in dimension four are provided by [133, Theorem 1.1], where the
neighborhood of the reference connection, A1, is shown to depend at most on ‖FA1‖L2(X) and the least positive
eigenvalue of the Laplace operator d∗A1dA1 on C
∞(X; adP ), and in arbitrary dimensions by [138, Theorem 10].
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We assume first that A∞ is C∞ and remove that restriction in the forthcoming Lemma 23.8 at
the end of our discussion of Case 1. We shall apply Corollary 22.13 with the linear, positive,
self-adjoint operator,
A := ∆A∞ + 1 = d
∗
A∞dA∞ + dA∞d
∗
A∞ + 1 : D(A ) ⊂ H → H ,
where
D(A ) ≡ HA ∼= Ker d∗A∞ ∩H2A1(X; Λ1 ⊗ adP ),
H := Ker d∗A∞ ∩ L2(X; Λ1 ⊗ adP ),
with Banach spaces and continuous embeddings (when p ≥ 2),
X := Ker d∗A∞ ∩W 2,pA1 (X; Λ1 ⊗ adP ) →֒ HA ,
X˜ := Ker d∗A∞ ∩ Lp(X; Λ1 ⊗ adP ) →֒ H .
We choose U = X and define E : A∞+X → R according to (23.4). For all a, b ∈W 2,pA1 (X; Λ1⊗
adP ), the differential, Hessian, pre-gradient, and pre-Hessian operators are given by
E
′(A)a = (FA, dAa)L2(X) = (d
∗
AFA, a)L2(X) =: (M˜ (A), a)L2(X),(23.8)
E
′′(A)(a, b) = (dAa, dAb)L2(X) + (FA, a ∧ b+ b ∧ a)L2(X) =: (M˜ ′(A)a, b)L2(X).(23.9)
For k ∈ Z and p ∈ (1,∞), denote the L2-orthogonal projection onto the Coulomb-gauge slice
through A∞ by
(23.10) ΠA∞ : W
k,p
A1
(X; Λ1 ⊗ adP )→ Ker d∗A∞ ∩W k,pA1 (X; Λ1 ⊗ adP ).
Let GA∞ denote the Green’s operator for d
∗
A∞
dA∞ : C
∞(X; adP )→ C∞(X; adP ). Because
W k,pA1 (X; Λ
1 ⊗ adP ) = Ker d∗A∞ ∩W k,pA1 (X; Λ1 ⊗ adP )
⊕Ran
(
dA∞ : W
k+1,p
A1
(X; adP )→W k,pA1 (X; Λ1 ⊗ adP )
)
is an L2-orthogonal direct sum, we see that
(23.11) ΠA∞ = id− dA∞GA∞d∗A∞ .
The corresponding gradient and Hessian maps,
M :A∞ +Ker d∗A∞ ∩W 2,pA1 (X; Λ1 ⊗ adP ) ∋ A
7→ M (A) ∈ Ker d∗A∞ ∩ Lp(X; Λ1 ⊗ adP ),
(23.12)
M
′ :A∞ +Ker d∗A∞ ∩W 2,pA1 (X; Λ1 ⊗ adP ) ∋ A
7→ M ′(A) ∈ L
(
Ker d∗A∞ ∩W 2,pA1 (X; Λ1 ⊗ adP ),Ker d∗A∞ ∩ Lp(X; Λ1 ⊗ adP )
)
,
(23.13)
are given formally by
E
′(A)a = (M (A), a)L2(X), ∀ a ∈ Ker d∗A∞ ∩W 2,pA1 (X; Λ1 ⊗ adP ),(23.14)
E
′′(A)(a, b) = (M ′(A)a, b)L2(X), ∀ a, b ∈ Ker d∗A∞ ∩W 2,pA1 (X; Λ1 ⊗ adP ),(23.15)
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we obtain, for all A ∈ A∞ +Ker d∗A∞ ∩W
2,p
A1
(X; Λ1 ⊗ adP ),
M (A) = ΠA∞M˜ (A) = ΠA∞d
∗
AFA,(23.16)
M
′(A)b = ΠA∞M˜
′(A) = ΠA∞(d
∗
AdAb+ FA × b),
∀ b ∈ Ker d∗A∞ ∩W 2,pA1 (X; Λ1 ⊗ adP ).
(23.17)
We recall from R˚ade [293, p. 148] that
d∗AM˜ (A) = 0,
d∗AM˜
′(A)a = 0, ∀ a ∈W 2,pA1 (X; Λ1 ⊗ adP ),
M˜
′(A)dAξ = 0, ∀ ξ ∈W 3,pA1 (X; adP ),
as a consequence of the fact that E (u(A)) = E (A), for all W 2,p connections A and W 3,p gauge
transformations u ∈ AutP . In particular, we have
M
′(A∞) = ΠA∞M˜
′(A∞) = M˜ ′(A∞).
We now use the formal expressions (23.16) and (23.17) to verify that the maps (23.12) and (23.13)
have the desired properties for suitable p. By defining
(23.18) ∆A := d
∗
AdA + dAd
∗
A,
and writing A = A1 + a to give formal expressions,
FA = FA1 + dA1a+ a× a, ∀ a ∈W 2,pA1 (X; Λ1 ⊗ adP ),
d∗AdAb = d
∗
A1dA1b+ a×∇A1b+∇A1a× b+ a× a× b, ∀ b ∈W 2,pA1 (X; Λ1 ⊗ adP ).
If b ∈ Ker d∗A∞ , then ∆A∞b = d∗AdAb and this motivates the formal expression,
(23.19)
M˜
′(A)b = ∆A∞b+ (∆A1 −∆A∞)b+ a×∇A1b+ FA1 × b+∇A1a× b+ a× a× b,
∀ b ∈W 2,pA1 (X; Λ1 ⊗ adP ).
Clearly, ∆A∞ defines a bounded linear operator,
(23.20) ∆A∞ :W
2,p
A1
(X; Λ1 ⊗ adP )→ Lp(X; Λ1 ⊗ adP ),
while ∆A1−∆A∞ is a first-order partial differential operator with C∞ coefficients and thus defines
a bounded operator,
∆A1 −∆A∞ : W 2,pA1 (X; Λ1 ⊗ adP )→ W
1,p
A1
(X; Λ1 ⊗ adP ).
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We can estimate the remaining terms in the expression (23.19) by
(23.21)
‖a×∇A1b‖Lp(X) ≤ ‖a‖C(X)‖∇A1b‖Lp(X)
≤ C‖a‖W 2,pA1 (X)‖b‖W 1,pA1 (X) (by (23.7)),
‖FA1 × b‖Lp(X) ≤ ‖FA1‖Lp(X)‖b‖C(X)
≤ C‖FA1‖Lp(X)‖b‖W 2,pA1 (X) (by (23.7)),
‖∇A1a× b‖Lp(X) ≤ ‖∇A1a‖Lp(X)‖b‖C(X)
≤ C‖a‖W 1,pA1 (X)‖b‖W 2,pA1 (X) (by (23.7)),
‖a× a× b‖Lp(X) ≤ ‖a‖2C(X)‖b‖Lp(X)
≤ C‖a‖2
W 2,pA1
(X)
‖b‖W 2,pA1 (X) (by (23.7)).
Hence, the formal expression (23.17) for M˜ ′(A) defines a bounded linear operator,
(23.22) M˜ ′(A) :W 2,pA1 (X; Λ
1 ⊗ adP )→ Lp(X; Λ1 ⊗ adP ).
We now make the
Claim 23.2 (Bounded operator and extension). Assume the hypotheses of Theorem 23.1 but
require that A∞ be C∞ and p > d/2. Then the Hessian map operator,
(23.23) M ′(A) : Ker d∗A∞ ∩W 2,pA1 (X; Λ1 ⊗ adP )→ Ker d∗A∞ ∩ Lp(X; Λ1 ⊗ adP ),
is bounded and has an extension as a bounded, linear operator,
(23.24) M1(A) : Ker
∗
A∞ ∩H2A1(X; Λ1 ⊗ adP )→ Ker∗A∞ ∩L2(X; Λ1 ⊗ adP ).
For this purpose, we shall need the
Lemma 23.3 (Continuous Sobolev multiplication maps). Let (X, g) be a closed, Riemann-
ian, smooth manifold of dimension d ≥ 2. Then the following Sobolev multiplication maps are
continuous:
W 1,p(X)×H1(X)→ L2(X), if d ≥ 2 and p ≥ d/2,(23.25)
H1(X)×H1(X)→ L2(X), if 2 ≤ d ≤ 4.(23.26)
Proof of Claim 23.2. Boundedness of the operator M ′(A) = ΠA∞M˜ ′(A) in (23.23) fol-
lows from boundedness of the operator M˜ ′(A) in (23.22) and boundedness of the L2-orthogonal
projection ΠA∞ in (23.10).
The Laplace operator, ∆A∞ : H
2
A1
(X; Λ1 ⊗ adP ) → L2(X; Λ1 ⊗ adP ), is clearly bounded,
while ∆A1 −∆A∞ defines a bounded operator,
∆A1 −∆A∞ : H2A1(X; Λ1 ⊗ adP )→ H1A1(X; Λ1 ⊗ adP ).
Furthermore, the following operator is bounded,
(23.27) M˜ ′(A)−∆1 : H1A1(X; Λ1 ⊗ adP )→ Ker d∗A∞ ∩ L2(X; Λ1 ⊗ adP ),
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because, recalling the expression (23.19) for M˜ ′(A), we have
(23.28)
‖a×∇A1b‖L2(X) ≤ ‖a‖C(X)‖∇A1b‖L2(X)
≤ C‖a‖
W 2,pA1
(X)
‖b‖H1A1 (X) (by (23.7)),
‖FA1 × b‖L2(X) ≤ ‖FA1‖C(X)‖b‖L2(X),
‖∇A1a× b‖L2(X) ≤ C‖∇A1a‖W 1,p(X)‖b‖H1A1 (X) (by (23.25))
≤ C‖a‖W 2,pA1 (X)‖b‖H1A1 (X),
‖a× a× b‖L2(X) ≤ ‖a‖2C(X)‖b‖L2(X)
≤ C‖a‖2
W 2,pA1
(X)
‖b‖L2(X) (by (23.7)).
Boundedness of the operator M1(A) in (23.24) follows from boundedness of the operator M˜
′(A)
in (23.22) (with p = 2) and boundedness of the L2-orthogonal projection ΠA∞ in (23.10) (with
p = 2). This completes the proof of Claim 23.2. 
We now turn to the
Proof of Lemma 23.3. We recall by [144, Equation (6.34)] that (23.25) is continuous when
(1− d/p) + (s− d/2) ≥ −d/2 and s ≥ 0 and max{2s, p} < d,
that is, when p ≥ d/(1+ s) and s ≥ 0 and max{2s, p} < d. For d > 2, we can take s = 1 and this
yields (23.25) when p ≥ d/2.
Ho¨lder’s inequality yields a continuous map L4(X)× L4(X)→ L2(X) and so, for 2 ≤ d ≤ 4,
there are continuous embeddings a) H1(X) →֒ Lq(X) for d = 2 and 2 ≤ q < ∞ by [5, Theorem
4.12, Part I (B)], b) H1(X) →֒ L6(X) for d = 3 by [5, Theorem 4.12, Part I (C)], and c) H1(X) →֒
L4(X) for d = 4 by [5, Theorem 4.12, Part I (C)]. In particular, there is a continuous embedding
H1(X) →֒ L4(X), so (23.26) holds when 2 ≤ d ≤ 4. This completes the proof of Lemma 23.3. 
Proposition 23.4 (Continuity of the extended Hessian operator map for the Yang-Mills
energy functional on W 2,p when p > d/2). Assume the hypotheses of Theorem 23.1 but require
that A∞ is C∞ and p > d/2. Then the following map is continuous,
(23.29) A∞ +Ker d∗A∞ ∩W 2,pA1 (X; Λ1 ⊗ adP ) ∋ A
7→ M1(A) ∈ L
(
Ker d∗A∞ ∩H2A1(X; Λ1 ⊗ adP ),Ker d∗A∞ ∩ L2(X; Λ1 ⊗ adP )
)
.
Proof. The fact that each linear operator,
M˜
′(A) : H2A1(X; Λ
1 ⊗ adP )→ L2(X; Λ1 ⊗ adP ),
is a bounded follows from Claim 23.2.
By (23.19) and writing A = A1 + a1, we see that for all a, a1 ∈ W 2,pA1 (X; Λ1 ⊗ adP ) and
b ∈ H2(X; Λ1 ⊗ adP ) we have
M˜
′(A+ a)b = ∆A1b+ (a1 + a)×∇A1b+ FA1 × b+∇A1(a1 + a)× b+ (a1 + a)× (a1 + a)× b,
which gives
(23.30) M˜ ′(A+ a)b− M˜ ′(A)b = a×∇A1b+∇A1a× b+ (a1 + a)× a× b.
23.  LOJASIEWICZ-SIMON GRADIENT INEQUALITY FOR THE YANG-MILLS ENERGY FUNCTIONAL 225
Therefore,
‖(M˜ ′(A+ a)− M˜ ′(A))b‖L2(X)
≤ ‖a×∇A1b‖L2(X) + ‖∇A1a× b‖L2(X) + ‖(a1 + a)× a× b‖L2(X)
≤ C‖a‖
W 1,pA1
(X)
‖∇A1b‖H1A1 (X) + C‖∇A1a‖W 1,pA1 (X)‖b‖H1A1 (X)
+ ‖a1 + a‖C(X)‖a‖C(X)‖b‖L2(X) (by (23.25))
≤ C
(
1 + ‖a1‖W 2,pA1 (X) + ‖a‖W 2,pA1 (X)
)
‖a‖W 2,pA1 (X)‖b‖H2A1 (X) (by (23.7)).
Hence, the pre-gradient map,
M˜ : A∞ +W
2,p
A1
(X; Λ1 ⊗ adP ) ∋ A 7→ M˜ (A) ∈ Lp(X; Λ1 ⊗ adP ),
is Lipschitz continuous. Boundedness of the L2-orthogonal projection ΠA∞ in (23.10) implies
that the map,
A 7→ M1(A) = ΠA∞M˜ ′(A),
in (23.29) is also Lipschitz continuous. This completes the proof of Proposition 23.4. 
Next, we verify that the gradient map is real analytic.
Proposition 23.5 (Real analyticity of the gradient map for the Yang-Mills energy functional
on W 2,p when p > d/2). Assume the hypotheses of Theorem 23.1 but require that A∞ is C∞ and
p > d/2. Then the gradient map M in (23.12) is real analytic.
Proof. By the expression (23.8) for M˜ (A), we see that
M˜ (A1 + a) = d
∗
A1+aFA1+a
= d∗A1dA1a+ FA1 × a+∇A1a× a+ a× a× a+ d∗A1FA1 ,
for all a ∈W 2,pA1 (X; Λ1 ⊗ adP ), and so, restricting to a ∈W
2,p
A1
(X; Λ1 ⊗ adP ) ∩Ker d∗A1 ,
(23.31)
M˜ (A1 + a1 + a)− M˜ (A1 + a1) = d∗A1dA1a+ FA1 × a
+ a×∇A1a+∇A1a1 × a+ a1 ×∇A1a
+ a× a× a+ a1 × a× a+ a1 × a1 × a.
Note that it is immaterial whether we include the term dA1d
∗
A1
a or not when we restrict to
Ker d∗A1 . Using the embedding (23.7), the fact that W
2,p(X) is a Banach algebra when p > d/2,
226 7.  LOJASIEWICZ-SIMON INEQUALITY AND CONVERGENCE FOR GRADIENT SYSTEMS
and writing A = A1 + a1, we see that, for all a1, a ∈W 2,pA1 (X; Λ1 ⊗ adP ),
‖M˜ (A+ a)− M˜ (A)‖Lp(X)
= ‖M˜ (A1 + a1 + a)− M˜ (A1 + a1)‖Lp(X)
≤ ‖d∗A1dA1a‖Lp(X) + ‖FA1 × a‖Lp(X)
+ ‖∇A1a× a‖Lp(X) + ‖∇A1a1 × a‖Lp(X) + ‖a1 ×∇A1a‖Lp(X)
+ ‖a× a× a‖Lp(X) + ‖a1 × a× a‖Lp(X) + ‖a1 × a1 × a‖Lp(X)
≤ ‖d∗A1dA1a‖Lp(X) + ‖FA1‖Lp(X)‖a‖C(X)
+ ‖∇A1a‖Lp(X)‖a‖C(X) + ‖∇A1a1‖Lp(X)‖a‖C(X) + ‖a1‖C(X)‖∇A1a‖Lp(X)
+ ‖a‖Lp(X)‖a‖2C(X) + ‖a1‖Lp(X)‖a‖2C(X) + ‖a1‖2C(X)‖a‖Lp(X)
≤ C
(
1 + ‖FA1‖Lp(X) + ‖a1‖W 2,pA1 (X) + ‖a‖W 2,pA1 (X) + ‖a1‖
2
W 2,pA1
(X)
+ ‖a‖2
W 2,pA1
(X)
)
‖a‖W 2,pA1 (X).
Hence, the pre-gradient map,
M˜ : A∞ +W
2,p
A1
(X; Λ1 ⊗ adP ) ∋ A 7→ M˜ (A) ∈ Lp(X; Λ1 ⊗ adP ),
is Lipschitz continuous and thus real analytic since the function M˜ (A1 + a) is a polynomial of
degree three in a ∈W 2,pA1 (X; Λ1 ⊗ adP ).
Boundedness of the L2-orthogonal projection ΠA∞ in (23.10) and the expression (23.16) for
M (A) = ΠA∞M˜ (A) thus imply that the gradient map M in (23.12) is real analytic. This
completes the proof of Proposition 23.5. 
Finally, we establish the required Fredholm and index zero properties for the Hessian operator,
M ′(A∞), and its extension, M1(A∞).
Lemma 23.6 (Fredholm and index zero properties of the Hessian operator for the Yang-Mills
L2-energy functional on a Coulomb-gauge slice). Let (X, g) be a closed, Riemannian, smooth
manifold of dimension d ≥ 2, and G a compact Lie group, P a smooth principal G-bundle over
X, and A1 a C
∞ reference connection on P . If A∞ is a C∞ connection on P and 1 < p < ∞,
then the following operator is Fredholm with index zero,
M
′(A∞) : Ker d∗A∞ ∩W 2,pA1 (X; Λ1 ⊗ adP )→ Ker d∗A∞ ∩ Lp(X; Λ1 ⊗ adP ).
Proof. Lemma 41.1 implies that the operator,
M
′(A∞) :W
2,p
A1
(X; Λ1 ⊗ adP )→ Lp(X; Λ1 ⊗ adP ),
is Fredholm with index zero. The argument of R˚ade [293, p. 148] for the case p = 2 (and d = 2, 3)
now adapts to prove that the restriction of the preceding operator to a slice domain (with slice
range) is also Fredholm with index zero. (See the proof of [138, Proposition 3.6] for details.) 
Just as with M ′(A) in (23.23), the operator M1(A) in (23.24) is symmetric (in fact, L2-self-
adjoint). The Fredholm and index zero properties for the extension, M1(A∞), of M ′(A∞),
M1(A∞) : Ker d∗A∞ ∩H2A1(X; Λ1 ⊗ adP )→ Ker d∗A∞ ∩ L2(X; Λ1 ⊗ adP ).
are an immediate consequence of Lemma 23.6 with p = 2.
Lemma 23.7 (Completion of the proof of the gradient inequality (23.3) when A∞ is C∞ and
A is in Coulomb gauge relative to A∞). Assume the hypotheses of Theorem 23.1 but require that
A∞ is C∞ and p > d/2 and d∗A∞(A−A∞) = 0. Then the gradient inequality (23.3) holds.
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Proof. Proposition 23.4 guarantees that the map, A∞+X ∋ A 7→ M1(A) ∈ L (HA ,H ), is
continuous. Proposition 23.5 ensures that the gradient map, M : A∞+X → X˜ , is real analytic.
Lemma 23.6 implies that M ′(A∞) ∈ L (X , X˜ ) and M1(A∞) ∈ L (HA ,H ) are Fredholm with
index zero. Hence, Corollary 22.13 yields the gradient inequality (23.3). 
Lemma 23.8 (Completion of the proof of the gradient inequality (23.3) when A is in Coulomb
gauge relative to A∞). Assume the hypotheses of Theorem 23.1 but require that p > d/2 and
d∗A∞(A−A∞) = 0. Then the gradient inequality (23.3) holds.
Proof. By hypothesis, A∞ is a W 2,p connection that is a critical point for the functional E
in (1.1). When p ≥ d/2, the regularity result [363, Corollary 1.4] implies that there exists a W 3,p
gauge transformation, u∞ ∈ AutP , such that u∞(A∞) is a C∞ connection. Moreover, u∞(A)
is in Coulomb gauge relative to u∞(A∞) and (for example, see [138, Lemma 3.10]), there is a
constant, C1 = C1(A1, A∞, g,G, p) ∈ [1,∞) such that
‖u∞(A)− u∞(A∞)‖W 2,pA1 (X) ≤ C1‖A−A∞‖W 2,pA1 (X).
For σ2 = σ1/C1 ∈ (0, 1] and constant σ1 ∈ (0, 1] given by Lemma 23.7, the condition
‖A−A∞‖W 2,pA1 (X) < σ2
ensures that
‖u∞(A)− u∞(A∞)‖W 2,pA1 (X) < σ1.
Lemma 23.7 now yields, with A and A∞ replaced by u∞(A) and u∞(A∞), respectively,
‖d∗u∞(A)Fu∞(A)‖L2(X) ≥ c|E (u∞(A))− E (u∞(A∞))|θ,
By gauge invariance, the preceding inequality is equivalent to (23.3). 
Lemma 23.9 (Completion of the proof of the gradient inequality (23.3) when A∞ is W 2,p and
A is not in Coulomb gauge relative to A∞). Assume the hypotheses of Theorem 23.1 but require
that p > d/2. Then the gradient inequality (23.3) holds.
Proof. By the remarks at the beginning of the proof of Theorem 23.1, there are constants
ε0 = ε0(A1, A∞, g,G, p) ∈ (0, 1] and C0 = C0(A1, A∞, g,G, p) ∈ [1,∞) and a W 3,p gauge trans-
formation u ∈ AutP such that
d∗A∞(u(A) −A∞) = 0 if ‖A−A∞‖W 2,pA1 (X) < ε0,
‖u(A) −A∞‖W 2,pA1 (X) ≤ C0‖A−A∞‖W 2,pA1 (X).
By choosing σ in the hypotheses of Theorem 23.1 small enough that σ = σ2/C0 ∈ (0, 1] obeys
σ ≤ ε0 (for constant σ2 given by Lemma 23.8), then
‖u(A)−A∞‖W 2,pA1 (X) < σ2.
Lemma 23.8, with A replaced by u(A), thus yields
‖d∗u(A)Fu(A)‖L2(X) ≥ c|E (u(A)) − E (A∞)|θ.
By gauge invariance, the preceding inequality is equivalent to (23.3). 
This completes the proof of Theorem 23.1 for Case 1.
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Case 2 (2 ≤ d ≤ 5 and p = 2). The only difference from Case 1 is that we choose
X := Ker d∗A∞ ∩H2A1(X; Λ1 ⊗ adP ) = HA ,
X˜ := Ker d∗A∞ ∩ L2(X; Λ1 ⊗ adP ) = H .
We shall again apply Corollary 22.13, but before proceeding to verify its hypotheses, we need
to establish continuity of certain Sobolev multiplication maps. The failure of the embedding
H2(X) →֒ C(X) when d = 4 indicates that care is needed in the case of a critical exponent when
establishing continuity of related Sobolev multiplication maps. However, we have the
Lemma 23.10 (Continuous Sobolev multiplication map). Let X be a closed, Riemannian,
smooth manifold of dimension d ≥ 2. Then the following Sobolev multiplication map is continu-
ous:
(23.32) H2(X)×H2(X)→ H1(X), if 2 ≤ d ≤ 6.
Proof. From [144, Equation (6.34)], one knows that (23.32) holds when d obeys (2−d/2)+
(2− d/2) ≥ 1− d/2 and d > 4, that is, when d = 5, 6. To see that (23.32) also holds when d = 4,
consider f1, f2 ∈ H2(X) and observe that
‖f1f2‖L2(X) ≤ ‖f1‖L4(X)‖f2‖L4(X)
≤ ‖f1‖H1(X)‖f2‖H1(X) (when d = 4)
≤ ‖f1‖H1(X)‖f2‖H2(X),
and
‖∇(f1f2)‖L2(X) = ‖(∇f1)f2 + f1∇f2‖L2(X)
≤ ‖∇f1‖L4(X)‖f2‖L4(X) + ‖f1‖L4(X)‖∇f2‖L4(X)
≤ C‖∇f1‖H1(X)‖f2‖H1(X) + C‖f1‖H1(X)‖∇f2‖H1(X) (when d = 4)
≤ C‖f1‖H2(X)‖f2‖H2(X),
and this yields the desired continuity of the Sobolev multiplication map (23.32) for the case d = 4.
If d = 2, 3, then H2(X) is a Banach algebra and so (23.32) holds in this case as well. 
Lemma 23.11 (Continuous Sobolev multiplication maps). Let X be a closed, Riemannian,
smooth manifold of dimension d ≥ 2. Then the following Sobolev multiplication maps are contin-
uous:
H2(X)×Hs(X)→ L2(X), if d ≥ 2 and max{0, d/2 − 2} ≤ s < d/2,(23.33)
H1(X)×Hs(X)→ L2(X), if d ≥ 2 and max{0, d/2 − 1} ≤ s < d/2,(23.34)
H1(X) ×H2(X)→ L2(X), if 2 ≤ d ≤ 6.(23.35)
Proof. We recall by [144, Equation (6.34)] that (23.33) is continuous when
(2− d/2) + (s− d/2) ≥ −d/2 and s ≥ 0 and 2s < d,
that is, when s ≥ d/2− 2 and 0 ≤ s < d/2, and this yields (23.33).
By [144, Equation (6.34)], the Sobolev multiplication map (23.34) is continuous when (1 −
d/2)+(s−d/2) ≥ −d/2 and s ≥ 0 and max{2, 2s} < d, that is, when max{0, d/2−1} ≤ s < d/2.
The continuity of the Sobolev multiplication map (23.35) is implied by (23.34) when s = 2
and d = 5, 6 and by (23.26) and the embedding H2(X) →֒ H1(X) when 2 ≤ d ≤ 4. 
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The embedding H2(X) →֒ Hs(X) is compact for any d ≥ 2 and s < 2 by [5, Theorem 6.3].
Thus, choosing s = 1/2 in (23.33), we obtain a compact embedding H2(X) →֒ H3/2(X) and a
continuous Sobolev multiplication map,
(23.36) H2(X) ×H1/2(X)→ L2(X), for 2 ≤ d ≤ 5.
Choosing s = 3/2 in (23.34) gives a continuous Sobolev multiplication map when d = 4, 5, for
s = 1/2 when d = 3, and for s = 0 when d = 2. Therefore, we obtain a continuous Sobolev
multiplication map,
(23.37) H1(X) ×H3/2(X)→ L2(X), for 2 ≤ d ≤ 5.
In the case d = 3, the map (23.37) is obtained by composing (23.34) for s = 1/2 with the
embedding H3/2(X) →֒ H1/2(X); in the case d = 2, the map (23.37) is obtained by composing
(23.34) for s = 0 with the embedding H3/2(X) →֒ L2(X).
Claim 23.12 (Bounded operator). Assume the hypotheses of Theorem 23.1 but require that
A∞ be C∞ and 2 ≤ d ≤ 5 with p = 2. Then the following linear operator is bounded,
(23.38) M˜ ′(A) : H2A1(X; Λ
1 ⊗ adP )→ L2(X; Λ1 ⊗ adP ).
Proof. From the expression (23.19) for M˜ ′(A), we observe that
‖a×∇A1b‖L2(X) ≤ C‖a‖H2A1 (X)‖∇A1b‖H1/2(X) (by (23.36))
≤ C‖a‖H2A1 (X)‖b‖H3/2A1 (X)
,
‖FA1 × b‖L2(X) ≤ ‖FA1‖C(X)‖b‖L2(X),
‖∇A1a× b‖L2(X) ≤ C‖∇A1a‖H1A1 (X)‖b‖H3/2A1 (X)
(by (23.37))
≤ C‖a‖H2A1 (X)‖b‖H3/2A1 (X)
,
‖a× a× b‖L2(X) ≤ C‖a× a‖H1A1 (X)‖b‖H3/2A1 (X)
(by (23.37))
≤ C‖a‖2H2A1 (X)‖b‖H3/2A1 (X)
(by (23.32)).
Consequently, the following operator is bounded,
M
′(A)−∆A1 : H2A1(X; Λ1 ⊗ adP )→ L2(X; Λ1 ⊗ adP ).
Clearly, the operator ∆A1 : H
2
A1
(X; Λ1 ⊗ adP ) → L2(X; Λ1 ⊗ adP ) is bounded and combining
these observations yields the conclusion. This completes the proof of Claim 23.12. 
Proposition 23.13 (Continuity of the extended Hessian operator map for the Yang-Mills
energy functional on H2 when 2 ≤ d ≤ 6). Assume the hypotheses of Theorem 23.1 but require
that A∞ be C∞ and 2 ≤ d ≤ 6 with p = 2. Then the following map is continuous,
(23.39) A∞ +Ker d∗A∞ ∩H2A1(X; Λ1 ⊗ adP ) ∋ A 7→ M ′(A) ≡ M1(A)
∈ L (Ker d∗A∞ ∩H2A1(X; Λ1 ⊗ adP ),Ker d∗A∞ ∩ L2(X; Λ1 ⊗ adP )) .
Proof. The fact that the linear operator,
M˜
′(A) : H2A1(X; Λ
1 ⊗ adP )→ L2(X; Λ1 ⊗ adP ),
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is a bounded follows from Claim 23.12. The expression (23.30), for a, a1, b ∈ H2A1(X; Λ1 ⊗ adP )
and writing A = A1 + a1, gives
‖(M˜ ′(A+ a)− M˜ ′(A))b‖L2(X)
≤ ‖a×∇A1b‖L2(X) + ‖∇A1a× b‖L2(X) + ‖(a1 + a)× a× b‖L2(X)
≤ C‖a‖H2A1 (X)‖∇A1b‖H1A1 (X) + C‖∇A1a‖H1A1 (X)‖b‖H2A1 (X)
+ ‖(a1 + a)× a‖H1A1 (X)‖b‖H2A1 (X) (by (23.35) for 2 ≤ d ≤ 6)
≤ C
(
1 + ‖a1‖H2A1 (X) + ‖a‖H2A1 (X)
)
‖a‖H2A1 (X)‖b‖H2A1 (X) (by (23.32)).
Hence, the pre-gradient map,
M˜ : A∞ +H2A1(X; Λ
1 ⊗ adP ) ∋ A 7→ M˜ (A) ∈ L2(X; Λ1 ⊗ adP ),
is Lipschitz continuous. Boundedness of the L2-orthogonal projection ΠA∞ in (23.10) implies
that the map,
A 7→ M ′(A) ≡ M1(A) = ΠA∞M˜ ′(A),
in (23.39) is also Lipschitz continuous. 
It remains to verify real analyticity of the gradient map.
Proposition 23.14 (Real analyticity of the gradient map for the Yang-Mills energy functional
on H2 when 2 ≤ d ≤ 6). Assume the hypotheses of Theorem 23.1 but require that A∞ be C∞ and
2 ≤ d ≤ 6 with p = 2. Then the gradient map M in (23.12) is real analytic.
Proof. By the expression (23.8) for M˜ (A) and writing A = A1 + a1 we see that, for all
a1, a ∈ H2A1(X; Λ1 ⊗ adP ),
‖M˜ (A+ a)− M˜ (A)‖L2(X)
= ‖M˜ (A1 + a1 + a)− M˜ (A1 + a1)‖L2(X)
≤ ‖d∗A1dA1a‖L2(X) + ‖FA1 × a‖L2(X)
+ ‖∇A1a× a‖L2(X) + ‖∇A1a1 × a‖L2(X) + ‖a1 ×∇A1a‖L2(X)
+ ‖a× a× a‖L2(X) + ‖a1 × a× a‖L2(X) + ‖a1 × a1 × a‖L2(X)
≤ C
(
‖a‖H2A1 (X) + ‖FA1‖H1A1 (X)‖a‖H2A1 (X)
+ ‖∇A1a‖H1A1 (X)‖a‖H2A1 (X) + ‖∇A1a1‖H1A1 (X)‖a‖H2A1 (X) + ‖a1‖H2A1 (X)‖∇A1a‖H1A1 (X)
+ ‖a× a‖H1A1 (X)‖a‖H2A1 (X) + ‖a1‖H2A1 (X)‖a× a‖H1A1 (X) + ‖a1 × a1‖H1A1 (X)‖a‖H2A1 (X)
)
,
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where we applied (23.35) to obtain the last inequality. Thus,
‖M˜ (A+ a)− M˜ (A)‖L2(X)
≤ C
(
‖a‖H2A1 (X) + ‖FA1‖H1A1 (X)‖a‖H2A1 (X)
+ ‖a‖2H2A1 (X) + ‖a1‖H2A1 (X)‖a‖H2A1 (X) + ‖a1‖H2A1 (X)‖a‖H2A1 (X)
+ ‖a‖3H2A1 (X) + ‖a1‖H2A1 (X)‖a‖
2
H1A1
(X) + ‖a1‖2H2A1 (X)‖a‖H2A1 (X)
)
(by (23.32))
≤ C
(
1 + ‖FA1‖H1A1 (X) + ‖a1‖H2A1 (X) + ‖a‖H2A1 (X) + ‖a1‖
2
H2A1
(X) + ‖a‖2H2A1 (X)
)
‖a‖H2A1 (X).
Hence, the pre-gradient map,
M˜ : A∞ +H2A1(X; Λ
1 ⊗ adP ) ∋ A 7→ M˜ (A) ∈ L2(X; Λ1 ⊗ adP ),
is Lipschitz continuous and thus real analytic since the function M˜ (A1 + a) is a polynomial of
degree three in a ∈ H2A1(X; Λ1 ⊗ adP ).
Boundedness of the L2-orthogonal projection ΠA∞ in (23.10) and the expression (23.16) for
M (A) = ΠA∞M˜ (A) thus imply that the gradient map M in (23.12) is real analytic when
2 ≤ d ≤ 6 and p = 2. This completes the proof of Proposition 23.14. 
Lemma 23.15 (Completion of the proof of the gradient inequality (23.3) when A∞ is C∞ and
A is in Coulomb gauge relative to A∞). Assume the hypotheses of Theorem 23.1 but require that
A∞ be C∞ and 2 ≤ d ≤ 5 with p = 2 and d∗A∞(A−A∞) = 0. Then the gradient inequality (23.3)
holds.
Proof. Just as in Case 1, Proposition 23.4 guarantees that the map, A∞ + X ∋ A 7→
M1(A) ∈ L (HA ,H ), is continuous. Proposition 23.14 ensures that the gradient map, M :
A∞ +X → X˜ , is real analytic. Lemma 23.6 implies that M ′(A∞) ∈ L (X , X˜ ) = L (HA ,H )
is Fredholm with index zero. Hence, Corollary 22.13 yields the gradient inequality (23.3). 
The additional technical conditions in the hypothesis of Lemma 23.15 (that A∞ is C∞ and
d∗A∞(A − A∞) = 0) are removed exactly as in Case 1, so this completes the proof of Theorem
23.1 for Case 2.
Combining Cases 1 and 2 concludes the proof of Theorem 23.1. 
Remark 23.16 (Generalization to the case d ≥ 2 and p ∈ [2,∞) obeying p ≥ d/3). It should
be possible to adapt the arguments of Feehan and Maridakis [138] to prove a refinement of
Theorem 23.1 that holds for all d ≥ 2 and p ∈ [2,∞) obeying p ≥ d/3, with A and A∞ of class
W 2,q and q > d/3.
23.2. A W 1,2  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy
functional. We now use Theorem 22.9 to obtain our second version of [293, Proposition 7.2],
with the restriction on the dimension, d, of X that d = 2, 3 relaxed to 2 ≤ d ≤ 4.
We digress in order to identify a dual space arising in the proof of Theorem 23.17 below. If
W is a subspace of a Banach space, V , with dual space, V ′, one denotes W⊥ := {ℓ ∈ V ′ : ℓ(W ) =
{0}} ⊂W ′. If V is reflexive, so V ′′ = V , then (W⊥)⊥ =W . The map
V ′/W⊥ ∼=W ′
induced by ℓ 7→ ℓ ↾W is an isometric isomorphism.
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Given a bounded, linear operator Q : V1 → V2 between Banach spaces V1 and V2, then
Q∗ : V ′2 → V ′1 is defined by Q∗ℓ2(v1) = ℓ2(Qv1) for all v1 ∈ V1 and ℓ2 ∈ V ′2 . In particular,
KerQ∗ = (ImQ)⊥ since
ℓ2 ∈ KerQ∗ ⇐⇒ Q∗ℓ2(v1) = ℓ2(Qv1) = 0 ∀ v1 ∈ V1.
Applying the preceding observation to Q∗ : V ′2 → V ′1 yields KerQ∗ = KerQ∗∗ = (ImQ∗)⊥. If
W := KerQ ⊂ V1 and V1 is reflexive, then W⊥ = (KerQ)⊥ = ((ImQ∗)⊥)⊥ = ImQ∗ and
(KerQ)′ ∼= V ′1/(KerQ)⊥ = V ′1/ ImQ∗.
As a consequence of Theorem 22.9, we obtain the following version of [293, Proposition 7.2],
including R˚ade’s stronger assertion [293, Equation (9.1)] analogous to (22.4), but with the re-
striction on the dimension, d, of X relaxed from d = 2, 3 relaxed to 2 ≤ d ≤ 4 when p = 2.
Theorem 23.17 (An H1  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy
functional with H−1 gradient norm). Let (X, g) be a closed, Riemannian, smooth manifold of
dimension d, and G a compact Lie group, A1 a connection of class C
∞, and A∞ a Yang-Mills
connection of class W 1,q, with q > d/2, on a principal G-bundle P over X. If 2 ≤ d ≤ 4 and
p = 2, then there are constants, c ∈ (0,∞) and σ ∈ (0, 1] and θ ∈ [1/2, 1) depending on A1, A∞,
g, G, and p, with the following significance. If A is a connection of class W 1,q on P and
(23.40) ‖A−A∞‖H1A1 (X) < σ,
then
(23.41) ‖d∗AFA‖H−1A1 (X) ≥ c|E (A)− E (A∞)|
θ.
where E (A) is given by (23.4).
Proof. The inequality (23.41) is gauge-invariant, that is, if u ∈ AutP is a gauge transfor-
mation of class W 2,q (and thus continuous under our hypotheses on d and q), then (23.41) is
equivalent to
‖d∗u(A)Fu(A)‖W−1,p′
u(A1)
(X)
≥ c|E (u(A)) − E (u(A∞))|θ.
By analogy with the proof of Theorem 23.1, we shall first apply a W 2,q gauge transformation
u ∈ AutP to yield a global Coulomb gauge condition, d∗A∞(u(A)−A∞) = 0, when A isW
1,p
A1
-close
to A∞. Because we allow p = 2 when d = 4 (the critical exponent), the question of existence
of the gauge transformation is more delicate. In particular, it does not follow from standard
references as in the proof of Theorem 23.1. However, we can apply our [138, Theorem 10] to
give, for constants ε0 = ε0(A1, A∞, g, p, q) ∈ (0, 1] and C0 = C0(A1, A∞, g, p, q) ∈ [1,∞), a W 2,q
gauge transformation u ∈ AutP such that
d∗A∞(u(A) −A∞) = 0 if ‖A−A∞‖W 1,pA1 (X) < ε0,(23.42)
‖u(A) −A∞‖W 1,pA1 (X) ≤ C0‖A−A∞‖W 1,pA1 (X),(23.43)
where u is W 2,qA1 -close to the identity automorphism of P and p obeys d/2 ≤ p ≤ q.
We shall apply Theorem 22.9 with
X := Ker d∗A∞ ∩H1A1(X; Λ1 ⊗ adP ) and H := Ker d∗A∞ ∩ L2(X; Λ1 ⊗ adP ).
From the digression preceding the statement of Theorem 23.17, we see that
X
′ = H−1A1 (X; Λ
1 ⊗ adP )/ Im dA1 ,
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by choosing V1 := H
1
A1
(X; Λ1 ⊗ adP ) and V2 = L2(X; Λ1 ⊗ adP ) and
Q := d∗A∞ : H
1
A1(X; Λ
1 ⊗ adP )→ L2(X; Λ1 ⊗ adP ),
so that
Q∗ = d∗∗A∞ = dA1 : L
2(X; Λ1 ⊗ adP )→ H−1A1 (X; Λ1 ⊗ adP ).
But H−1A1 (X; Λ
1 ⊗ adP )/ Im dA∞ = Ker d∗A∞ ∩ H−1A1 (X; Λ1 ⊗ adP ), where d∗A∞ : H−1A1 (X; Λ1 ⊗
adP )→ H−2A1 (X; Λ1 ⊗ adP ) is a bounded operator. Therefore, we also have
X
′ = Ker d∗A∞ ∩H−1A1 (X; Λ1 ⊗ adP ).
The formal expressions for the differential map and Hessian operator,
(23.44) E ′ : A∞ +Ker d∗A∞ ∩H1A1(X; Λ1 ⊗ adP ) ∋ A
7→ E ′(A) ∈ Ker d∗A∞ ∩H−1A1 (X; Λ1 ⊗ adP ),
(23.45) E ′′(A∞) : Ker d∗A∞ ∩H1A1(X; Λ1 ⊗ adP ) ∋ a
7→ E ′′(A∞)a ∈ Ker d∗A∞ ∩H−1A1 (X; Λ1 ⊗ adP ),
are given by (23.8) and (23.9). We now establish the required Fredholm and index zero properties
for the Hessian, E ′′(A∞).
Lemma 23.18 (Fredholm and index zero properties of the Hessian on H1 for the Yang-Mills
L2-energy functional on a Coulomb-gauge slice). Let (X, g) be a closed, Riemannian, smooth
manifold of dimension d ≥ 2, and G a compact Lie group, P a smooth principal G-bundle over
X, and A1 a C
∞ reference connection on P . If A∞ is a C∞ connection on P , then the following
operator is Fredholm with index zero,
E
′′(A∞) : Ker d∗A∞ ∩H1A1(X; Λ1 ⊗ adP )→ Ker d∗A∞ ∩H−1A1 (X; Λ1 ⊗ adP ).
Proof. By Ho¨rmander [189, Theorem 19.2.1], the operator,
E
′′(A∞) : H1A1(X; Λ
1 ⊗ adP )→ H−1A1 (X; Λ1 ⊗ adP ),
is Fredholm with index zero. The argument of R˚ade [293, p. 148] for the case p = 2 (and d = 2, 3)
again adapts to prove that the restriction of the preceding operator to a slice domain (with slice
range) is also Fredholm with index zero. (See the proof of [138, Proposition 3.6] for details.) 
It remains to verify that the potential function E is analytic.
Proposition 23.19 (Real analyticity of the Yang-Mills energy functional onH1 when 2 ≤ d ≤ 4).
Assume the hypotheses of Theorem 23.17 but require that A∞ be C∞. Then the following potential
function is real analytic,
(23.46) E : A∞ +Ker d∗A∞ ∩H1A1(X; Λ1 ⊗ adP ) ∋ A 7→ E (A) ∈ R.
Proof. Writing A = A1 + a1 and using FA+a = FA + dAa+ a× a and
2E (A+ a) = ‖FA+a‖2L2(X)
= ‖FA‖2L2(X) + ‖dAa‖2L2(X) + ‖a× a‖2L2(X)
+ 2(FA, dAa)L2(X) + 2(FA, a× a)L2(X) + 2(dAa, a× a)L2(X),
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we see that, for all a1, a ∈ H1A1(X; Λ1 ⊗ adP ),
2E (A+ a)− 2E (A)
= 2E (A1 + a1 + a)− 2E (A1 + a1)
= ‖dA1(a1 + a)‖2L2(X) + ‖(a1 + a)× (a1 + a)‖2L2(X) + 2(FA1 , dA1(a1 + a))L2(X)
+ 2(FA1 , (a1 + a)× (a1 + a))L2(X) + 2(dA1(a1 + a), (a1 + a)× (a1 + a))L2(X)
− ‖dA1a1‖2L2(X) − ‖a1 × a1‖2L2(X) − 2(FA1 , dA1a1)L2(X)
− 2(FA1 , a1 × a1)L2(X) − 2(dA1a1, a1 × a1)L2(X)
= ‖dA1a‖2L2(X) + 2(dA1a1, dA1a)L2(X) + ‖a× a‖2L2(X) + 2‖a1 × a‖2L2(X)
+ 2(FA1 , dA1a)L2(X) + 2(FA1 , a× a)L2(X) + 4(FA1 , a1 × a)L2(X)
+ 2(dA1a, (a1 + a)× (a1 + a))L2(X)
+ 2(dA1a1, a× a)L2(X) + 2(dA1a1, a× a1)L2(X) + 2(dA1a1, a1 × a)L2(X),
and therefore, employing (23.26) for 2 ≤ d ≤ 4,
|E (A+ a)− E (A)|
≤ C
(
‖a‖2H1A1 (X) + ‖a1‖H1A1 (X)‖a‖H1A1 (X) + ‖a‖
4
H1A1
(X) + ‖a1‖2H1A1 (X)‖a‖
2
H1A1
(X)
+ ‖FA1‖L2(X)‖a‖H1A1 (X) + ‖FA1‖L2(X)‖a‖
2
H1A1
(X) + ‖FA1‖L2(X)‖a1‖H1A1 (X)‖a‖H1A1 (X)
+ ‖a‖3H1A1 (X) + ‖a1‖H1A1 (X)‖a‖
2
H1A1
(X) + ‖a1‖2H1A1 (X)‖a‖H1A1 (X)
)
.
Consequently, the function,
E : A∞ +H1A1(X; Λ
1 ⊗ adP ) ∋ A 7→ E (A) ∈ H−1A1 (X; Λ1 ⊗ adP ),
is Lipschitz continuous and thus real analytic since the function E (A1 + a) is a polynomial of
degree four in a ∈ H1A1(X; Λ1 ⊗ adP ). Hence, the potential function (23.46) is real analytic, as it
is obtained by restriction from H1A1(X; Λ
1⊗ adP ) to the closed subspace Ker d∗A∞ ∩H1A1(X; Λ1⊗
adP ). 
Lemma 23.20 (Completion of the proof of the gradient inequality (23.41) when A∞ is C∞
and A is in Coulomb gauge relative to A∞). Assume the hypotheses of Theorem 23.1 but require
that A∞ be C∞ and d∗A∞(A−A∞) = 0. Then the gradient inequality (23.41) holds.
Proof. Proposition 23.19 ensures that the potential function, E : A∞ + X → R, is real
analytic. Lemma 23.18 implies that the Hessian, E ′′(A∞) ∈ L (X ,X ∗), is Fredholm with index
zero. Hence, Theorem 22.9 yields the gradient inequality (23.41). 
The additional technical conditions in the hypothesis of Lemma 23.20 (that A∞ is C∞ and
d∗A∞(A−A∞) = 0) are removed exactly as in Case 1 of the proof of Theorem 23.1. This completes
the proof of Theorem 23.17. 
Feehan and Maridakis have established a generalization of Theorem 23.17 for arbitrary d ≥ 2
and coupled Yang-Mills energy functionals. We record a special case of their result in the following
Theorem 23.21 (A W 1,p  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy
functional with W−1,p gradient norm). (See [138, Theorem 4].) Let (X, g) be a closed, Riemann-
ian, smooth manifold of dimension d ≥ 2, and G be a compact Lie group, and P be a smooth
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principal G-bundle over X. Let A1 be a C
∞ reference connection on P , and A∞ a Yang-Mills
connection on P for g of class W 1,q, with q ∈ [2,∞) obeying q > d/2. If p ∈ [2,∞) obeys
d/2 ≤ p ≤ q, then there are constants c ∈ (0,∞), and σ ∈ (0, 1], and θ ∈ [1/2, 1), depending on
A1, A∞, g, G, p, and q with the following significance. If A is a W 1,q connection on P obeying
the  Lojasiewicz-Simon neighborhood condition,
(23.47) ‖A−A∞‖W 1,pA1 (X) < σ,
then the Yang-Mills energy functional (1.1) obeys the  Lojasiewicz-Simon gradient inequality
(23.48) ‖d∗AFA‖W−1,pA1 (X) ≥ c|E (A)− E (A∞)|
θ.
Remark 23.22 (Range of d in Theorem 23.21 allowing replacement of W−1,p by L2). While
Theorem 23.21 is valid for arbitrary d ≥ 2, our application to Yang-Mills gradient flow requires
an inequality of the form
(23.49) ‖d∗AFA‖L2(X) ≥ c|E (A)− E (A∞)|θ,
and thus a continuous embedding, L2(X) ⊂ W−1,p(X), or equivalently, W 1,p′(X) ⊂ L2(X),
where p′ = p/(p − 1) ∈ (1, 2] is the Ho¨lder exponent dual to p ∈ [2,∞). The largest possible
value of p′ is attained with the smallest allowable value of p, namely, p = 2 for d = 2, 3 and
p = d/2 for d ≥ 4; in the latter case, we obtain p′ = (d/2)/((d/2) − 1) = d/(d − 2) < d.
According to [5, Theorem 4.12], when p′ < d, the embedding, W 1,p′(X) ⊂ L2(X), is continuous
if (p′)∗ = dp′/(d− p′) = dp/(d(p− 1)− p) ≥ 2 and substituting p = d/2, this yields the constraint
d2/2 ≥ 2(d2/2− 3d/2),
or d ≥ 2d − 6, that is, d ≤ 6. In other words, Theorem 23.21 implies that the inequality (23.49)
holds for 2 ≤ d ≤ 6.
23.3. R˚ade’s proof of the  Lojasiewicz-Simon gradient inequality for the Yang-
Mills energy functional in dimensions two and three. R˚ade gives two proofs of his [293,
Proposition 7.2] when dimX = 2 or 3; more precisely, he proves (23.41) when p = 2 and dimX = 2
or 3 in [293, Section 9] while he proves (23.3) when G = U(n) and dimX = 2 in [293, Section
10], with θ = 1/2 when A∞ is irreducible and θ = 3/4 when A∞ is reducible.
R˚ade’s first proof of [293, Proposition 7.2] in [293, Section 9] is modeled closely on that of
Simon’s proof of [320, Theorem 3], as R˚ade notes in [293, p. 146]. His proof primarily depends
on the dimension of X through an appeal to the Sobolev multiplication map [293, p. 147],
(23.50) H1(X)×H−1(X)→ H−2(X).
To understand for which dimensions (23.50) is continuous, we recall from [144, p. 96], with
k1 = k = 1, k2 = 2, and p1 = q = q2 = 2, that (23.50) is continuous if and only if the same is true
for [144, Equation (6.34)] with p2 = p = 2 and so 1 = 1/p+ 1/q and 1 = 1/p2 + 1/q2, that is,
(23.51) H1(X)×H2(X)→ H1(X).
The difficulty here is that, when d = 2 or 3, one has d > 4 and hence H2(X) →֒ C(X) by [5,
Theorem 4.12, Part I (A)], but when d = 4 one only has H2(X) →֒ Lq(X) for all q < ∞ by [5,
Theorem 4.12, Part I (B)]. Restricting temporarily to d = 2 or 3, we see that
‖f1f2‖L2(X) ≤ ‖f1‖L4(X)‖f2‖L4(X)
≤ ‖f1‖H1(X)‖f2‖H1(X) (when d ≤ 4)
≤ ‖f1‖H1(X)‖f2‖H2(X),
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and
‖∇(f1f2)‖L2(X) = ‖(∇f1)f2 + f1∇f2‖L2(X)
≤ ‖∇f1‖L2(X)‖f2‖L∞(X) + ‖f1‖L4(X)‖∇f2‖L4(X)
≤ C‖f1‖H1(X)‖f2‖H2(X) +C‖f1‖H1(X)‖∇f2‖H1(X) (when d = 2, 3)
≤ C‖f1‖H1(X)‖f2‖H2(X),
and so we obtain (23.51). To derive (23.50), we observe that
‖f1f2‖H−2(X) = sup
f∈H2(X),
‖f‖H2(X)≤1
(f1f2, f)L2(X)
≤ sup
f∈H2(X),
‖f‖H2(X)≤1
‖f1f‖H1(X)‖f2‖H−1(X) (by duality)
≤ sup
f∈H2(X),
‖f‖H2(X)≤1
‖f1‖H1(X)‖f‖H2(X)‖f2‖H−1(X) (by (23.51))
≤ ‖f1‖H1(X)‖f2‖H−1(X),
as desired. However, when d = 4, the preceding argument breaks down due to the failure of the
embedding H2(X) →֒ C(X) when d = 4. Indeed, by (23.32), one only has the embedding
H2(X)×H2(X)→ H1(X).
Of course, one could envisage replacing the Sobolev multiplication map (23.32), and thus mod-
ifying R˚ade’s proof of (23.41) in [293, Section 9], by exploiting the critical-exponent Sobolev
embeddings and norms introduced by Taubes in [343, 344, 346]. (See also [133] for an appli-
cation due to the author of Taubes’ norms to the development of refined slice theorems for the
quotient space of connections.) However, we shall see that Theorem 23.17 may instead be quickly
deduced from the abstract Theorem 22.9.
While R˚ade’s proof [293, Section 10] of (23.3) also makes use of a dimension-dependent
Sobolev embedding [293, p. 151], namely H1(X) →֒ L4(X), that holds when dimX = 2, 3, 4
although not dimX ≥ 5 (see [5, Theorem 4.12, Part I (C)]. However, the argument in [293, p.
153] makes explicit use of the assumption that dimX = 2 (and G = U(n)).
24. Convergence and stability for abstract gradient systems
The broad outline of our proofs of the abstract convergence and stability theorems follows
the scheme described by Huang in [190, Sections 3.3 and 5.1], but we simplify his treatment by
a) occasionally assuming greater regularity for the flow, u(t), since this is normally a consequence
of regularity for solutions to nonlinear, parabolic, quasilinear equations, b) restricting our atten-
tion initially to pure gradient flow, in particular F ≡ 0 and G ≡ 0 in [190, Equation (3.10a)],
and only later considering gradient-like (or pseudogradient) flow as needed, c) replacing Huang’s
rather strong growth condition [190, Equation (3.10a)] with a simpler ‘energy’ counterpart such
as [320, Equation (3.5)], where X is a real, reflexive Banach space that is continuously embedded
and dense in a Hilbert space, H , and (following [190, p. 76]) we choose Y = H , so Y ′ = H ′,
and we identify H ′ ∼= H in [190, Section 3.3], and d) Assuming a priori interior estimates for
‖u˙‖L1((S+δ,T );X ) in terms of ‖u˙‖L1((S,T );H ) with δ > 0 and S ≥ 0 and T ≤ ∞ obeying S + δ ≤ T .
The alternative framework we develop is still quite general but closer in spirit to our applications
to Yang-Mills gradient and gradient-like flows.
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24.1. Abstract gradient systems. Let X be a real, reflexive Banach space that is con-
tinuously embedded and dense in a Hilbert space, H , and identify H ∼= H ′ by the Riesz map,
so that X →֒ H →֒ X ′ with
(24.1) 〈ρ, v〉X ′×X = 〈ρ, v〉H ×H , ∀ ρ ∈ H ⊂ X ′ and v ∈ X .
Let U denote an open subset of X . We begin with a notion of trajectory which specializes that
of [190, Definition 3.1.1] by taking Y = H ∼= H ′ = Y ′.
Definition 24.1 (Trajectory). By a trajectory in U we mean a map u : [0, T ) → U , for
0 < T ≤ ∞, obeying the following conditions:
(1) (Strong continuity) The map u : [0, T ) → U is continuous with respect to the norm of
X ;
(2) (Weak-star differentiability) There is a (weakly measurable4) map, u˙ : [0, T ) → H ,
called the weak-star derivative of u, such that for each ρ ∈ H , the function [0, T ) ∋ t→
〈ρ, u˙(t)〉X ′×X is continuous and such that
(24.2) 〈ρ, u(a) − u(b)〉X ′×X =
∫ b
a
〈ρ, u˙(t)〉X ′×X dt, ∀ a, b ∈ [0, T ) and ρ ∈ H .
In the sequel, we use
O(u) := {u(t) : t ∈ [0, T )},
to denote the orbit of the trajectory u : [0, T )→ U .
The weak-star continuity of the derivative, u˙ : [0, T ) → H , implies that for each compact
subset, K ⊂ [0, T ),
sup
t∈K
|〈ρ, u˙(t)〉X ′×X | <∞, ∀ ρ ∈ H .
An application of the classical Resonance Theorem [387, Corollary 2.1.1] ensures that the norms
‖u˙(t)‖H are uniformly bounded on K. It follows that the function [0, T ) ∋ t→ ‖u˙(t)‖H is lower
semicontinuous. Note that since the map [0, T ] ∋ t 7→ ‖u˙(t)‖H ∈ R is lower semicontinuous, then
it is also Lebesgue measurable [183, Definition 2.7.20 and Corollary 3.11.5].
Since X is reflexive, the canonical map ϕ : X ∼= X ′′ given by x 7→ ϕ(x), where ϕ(x)ρ := ρ(x)
for all ρ ∈ X ′, is an isometric isomorphism and thus
ρ(u(a) − u(b)) ≡ 〈ρ, u(a) − u(b)〉X ′×X ≡ 〈ρ, ϕ(u(a) − u(b))〉X ′×X ′′ , ∀ ρ ∈ X ′.
Moreover, X ′ is necessarily reflexive as well and so by James’ Theorem [252, p. 120], there exists
a ρ0 ∈ X ′ such that ‖ρ0‖X ′ ≤ 1 and
〈ρ0, ϕ(u(a) − u(b))〉X ′×X ′′ = ‖ϕ(u(a) − u(b))‖X ′′ ,
Therefore, since ϕ : X ∼= X ′′ is an isometry,
〈ρ0, u(a) − u(b)〉X ′×X = ‖u(a) − u(b)‖X ,
and hence (24.2) implies that, if we further assume u˙ : [0, T ) → X is Bochner integrable [316,
Appendix C.1],
(24.3) ‖u(a)− u(b)‖X ≤
∫ b
a
‖u˙(t)‖X dt, ∀ a, b ∈ [0, T ),
noting that 〈ρ, u˙(t)〉X ′×X ≤ ‖ρ‖X ′‖u˙(t)‖X for all ρ ∈ X ′.
4See [316, Appendix C.1]
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Remark 24.2 (Absolutely continuous paths in Banach spaces). Following [318, p. 104], we
let W 1,p(0, T ;X ) be the set of functions u : [0, T ]→ X such that for some v ∈ Lp(0, T ;X ),
u(t) = u(0) +
∫ t
0
v(s) ds, ∀ t ∈ [0, T ],
where Lp(S;X ), for (S,Σ, µ) a measure space and 1 ≤ p ≤ ∞, is the Banach space of (equivalence
classes of) measurable functions v : S → X such that ‖v(·)‖X ∈ Lp(S;R), with norm
‖v‖Lp(S;X ) :=

(∫
S
‖v(s)‖X dµ
)1/p
, 1 ≤ p <∞,
ess sup
s∈S
‖v(s)‖X , p =∞.
If u ∈ W 1,1(0, T ;X ), for 0 < T ≤ ∞, then u is strongly differentiable a.e. on (0, T ) with
u˙(t) = v(t) for a.e. t ∈ (0, T ) [318, Theorem III.1.6] and
‖u(b)− u(a)‖X ≤
∫ b
a
‖u˙(t)‖X dt, ∀ a, b ∈ [0, T ],
so u : [0, T ] → X is absolutely continuous and, in particular, continuous. Conversely, if X is
reflexive and u : [0, T ] → X is absolutely continuous, then u is strongly differentiable a.e. on
(0, T ), u˙ ∈ L1(0, T ;X ) and u(t) = u(0) + ∫ t0 u˙(s) ds for 0 ≤ t ≤ T [318, Theorem III.1.7].
Recall the
Proposition 24.3 (Differentiability of an energy functional along a trajectory). [190, Propo-
sition 3.1.2] Let E ′ : U ⊂ X → H be a gradient map associated with a C1 functional,
E : U → R, where U is an open subset of a real, reflexive Banach space, X , that is continuously
embedded and dense in a Hilbert space, H . If u : [0, T ) → U is a trajectory in U in the sense
of Definition 24.1, then the function [0, T ) ∋ t 7→ E (u(t)) ∈ R is continuously differentiable and
d
dt
E (u(t)) = 〈E ′(u(t)), u˙(t)〉X ′×X , ∀ t ∈ [0, T ).
We have the following notions of solution to a gradient system.
Definition 24.4 (Strong solution). Let U be an open subset of a real Banach space, X ,
that is continuously embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R be a
C1 functional with gradient map E ′ : U ⊂ X → H in the sense of Definition 22.1. We call a
trajectory, u : [0, T )→ U , a strong solution of the gradient system for E if
(24.4) u˙(t) = −E ′(u(t)), a.e. t ∈ (0, T ), u(0) = u0 ∈ U ,
as an equation in H .
Compare (24.4) with [190, Equations (3.4A*) or (3.28a)]. We have the following specialization
of [190, Definition 3.1.3] (compare [318, Proposition III.2.1 and p. 108]).
Definition 24.5 (Mild and weak solutions). Let U be an open subset of a real Banach space,
X , which is continuously embedded and dense in a Hilbert space, H .
(1) A continuous map u : [0, T ) → U ⊂ X is called a mild solution of (24.4) if u is a
solution to the integral equation in H ,
(24.5) u(t) = u0 −
∫ t
0
E
′(u(s)) ds, ∀ t ∈ [0, T ).
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(2) A map u : [0, T )→ U ⊂ X is called a weak solution of (24.4) if u is a trajectory in U
in the sense of Definition 24.1 and obeys
(24.6) 〈u˙(t), v〉H ×H = 〈−E ′(u(t)), v〉X ′×X , ∀ t ∈ [0, T ), ∀ v ∈ X .
Note that a strong solution to (24.4) is also a mild solution and a mild solution is also a weak
solution [190, p. 61]. If u is a weak solution, then
(24.7) 〈u(t)− u0, v〉H ×H = −
∫ t
0
〈E ′(u(t)), v〉X ′×X , ∀ t ∈ [0, T ) and v ∈ H ,
where the canonical pairing 〈·, ·〉X ×X ′ may be replaced in the preceding discussion by the inner
product 〈·, ·〉H ×H using (24.1).
Consider a strong solution, u : [0, T ) → U , of (24.4). It follows from Proposition 24.3 that
the function [0, T ) ∋ t 7→ E (u(t)) ∈ R is differentiable and
(24.8)
d
dt
E (u(t)) = 〈E ′(u(t)), u˙(t)〉H ×H = −‖E ′(u(t))‖2H , ∀ t ∈ [0, T ],
where we use (24.4) to obtain the second equality. The function E (u(t)) is called the energy of
the solution, u.
24.2. Huang’s three technical lemmata. We review three useful technical lemmata de-
scribed by Huang in [190, Section 3.2].
Lemma 24.6. [190, Lemma 3.2.1] For −∞ < t0 < t1 <∞, let H : [t0, t1]→ R be an absolutely
continuous, monotone function.5 Let Φ : [H(t0) ∧ H(t1),H(t0) ∨ H(t1)] → R be an absolutely
continuous function. Then the composition G := Φ ◦H defined by G(t) = Φ(H(t)) for t ∈ [t0, t1]
is also absolutely continuous and obeys
G′(t) = Φ′(H(t))H ′(t), a.e. t ∈ [t0, t1].
Lemma 24.7 below will not directly be used in the sequel, but is included for completeness.
Lemma 24.7. [190, Lemma 3.2.2] Let h : [0,∞) → R be an absolutely continuous, bounded,
monotone function. Assume that the following inequality holds,
(24.9) φ(h(t)) ≤
√
|h′(t)|+ g(t), ∀ t ∈ Λ,
where Λ ⊂ [0,∞) is a measurable subset and g ∈ L1(0,∞;R) is non-negative and φ : R→ [0,∞)
is a (non-negative) measurable function with 1/φ ∈ L1loc(R). Then
√
h′ ∈ L1(Λ;R) and∫
Λ
√
h′(t) dt ≤ ‖g‖L1(0,∞) +
∣∣∣∣∣
∫ h(∞)
h(0)
ds
φ(s)
∣∣∣∣∣ .
where h(∞) := limt→∞ h(t). As a consequence, if f ∈ L2(0,∞;R) is non-negative and obeys
(24.9′) φ
(∫ ∞
t
f2(s) ds
)
≤ f(t) + g(t), ∀ t ∈ Λ,
then f ∈ L1(Λ;R) and ∫
Λ
f(t) dt ≤ ‖g‖L1(0,∞) +
∫ ‖f‖2
L2(0,∞)
0
ds
φ(s)
.
5Hence, H ′ ∈ L1(t0, t1;R).
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Recall that a subset O of a Banach space X is precompact if every sequence in O has a
subsequence which converges to a limit in X [128, Section D.5]. If O ⊂ X is bounded and
X is reflexive, then every sequence in O contains a weakly convergent subsequence in X [128,
Theorem D.3]. If O ⊂ X is bounded and X →֒ Y is a compact embedding of X in a Banach
space Y , then every sequence in O contains a convergent subsequence in Y [128, Section D.5].
One says that ϕ ∈ X is a cluster point of the orbit O(u) = {u(t) : t ≥ 0} of a trajectory
u : [0,∞)→ X [190, p. 65] if there exists an unbounded sequence {tn}n≥1 ⊂ [0,∞) such that
(24.10) ‖ϕ(tn)− ϕ‖X → 0 as n→∞.
We have the following simpler version of [190, Lemma 3.2.3], obtained by choosing Y = H and
Y ′ ∼= H .
Lemma 24.8 (Convergence of trajectories). Let X be a real Banach space, X , that is con-
tinuously embedded and dense in a Hilbert space, H , and let u be a trajectory in the sense of
Definition 24.1 whose orbit, O(u), is precompact in X . Moreover, assume that there exists a
cluster point ϕ ∈ X of O(u) and a constant σ > 0 such that∫
W
‖u˙‖H dt <∞,(24.11a)
where W := {t ≥ 0 : ‖u(t)− ϕ‖X < σ},(24.11b)
with u˙ : [0,∞)→ H locally Bochner integrable. Then u(t) converges to ϕ as t→∞ in the sense
that
(24.11c) lim
t→∞ ‖u(t)− ϕ‖X = 0 and
∫ ∞
0
‖u˙‖H dt <∞.
Proof. By continuity of the trajectory u : [0,∞) → X , the set W ⊂ [0,∞) in (24.11b) is
open and also non-empty since ϕ is a cluster point of O(u). We choose an unbounded sequence
{tn}n≥1 ⊂W such that
(24.12) ‖u(tn)− ϕ‖X → 0 as n→∞.
For each tn, we let
t˜n := sup{t ≥ tn : [tn, t] ⊂W}.
We claim that there exists some integer N ∈ N such that t˜N = ∞. We give an argument by
contradiction. Suppose that for each n ∈ N we have t˜n < ∞. Then [tn, t˜n) ⊂ W , but the point
t˜n is located in the boundary of W , that is,
(24.13) ‖u(t˜n)− ϕ‖X = σ, ∀n ∈ N.
By hypothesis, u˙ : [0,∞) → H is locally Bochner integrable and the Newton-Leibnitz formula
(Theorem 24.24, with X replaced by H ) gives
‖u(t˜n)− u(tn)‖H ≤
∫ t˜n
tn
‖u˙(t)‖H dt,
and thus
‖u(t˜n)− ϕ‖H ≤ ‖u(tn)− ϕ‖H +
∫ t˜n
tn
‖u˙(t)‖H dt, ∀n ∈ N.
By (24.11a) we have
∞∑
n=1
∫ t˜n
tn
‖u˙(t)‖H dt ≤
∫
W
‖u˙(t)‖H dt <∞,
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and so ∫ t˜n
tn
‖u˙(t)‖H dt→ 0 as n→∞,
and (24.12) therefore yields,
(24.14) lim
t→∞ ‖u(t˜n)− ϕ‖H = 0.
This implies that if ϕ˜ ∈ X is any cluster point of the precompact sequence {u(t˜n)}n∈N ⊂ O(u),
then we must have ‖ϕ˜− ϕ‖H = 0 and thus ϕ˜ = ϕ. Hence, ϕ ∈ X is the unique cluster point of
the precompact sequence {u(t˜n)}n∈N in X and thus
‖u(t˜n)− ϕ‖X → 0 as n→∞,
contradicting (24.13).
Hence, there must be some N ∈ N such that t˜N = ∞, that is, [tN ,∞) ⊂ W and so (24.11a)
implies that ∫ ∞
tN
‖u˙(t)‖H dt <∞.
This yields the integral convergence in (24.11c), since∫ ∞
0
‖u˙(t)‖H dt =
∫ tN
0
‖u˙(t)‖H dt+
∫ ∞
tN
‖u˙(t)‖H dt <∞,
where the finiteness of the integral
∫ tN
0 ‖u˙(t)‖H dt is assured by our hypothesis that u˙ : [0,∞)→
H is locally Bochner integrable and the fact that tN < ∞. As a consequence, we also have
‖u(t)− ϕ‖H → 0 as t→∞.
Moreover, if ϕˆ ∈ X is any cluster point of the precompact orbit O(u) ⊂ X , then we must
have ‖u(t)− ϕˆ‖H → 0 as t→∞ and consequently ‖ϕˆ− ϕ‖H = 0 and so ϕˆ = ϕ. Hence, ϕ ∈ X
is the unique cluster point of the precompact orbit O(u) ⊂ X and thus
‖u(t)− ϕ‖X → 0 as n→∞,
yielding the desired convergence in the norm of X in (24.11c). 
Lemma 24.9 below will not directly be used in the sequel, but is included for completeness.
Lemma 24.9 (Convergence of trajectories). Let X be a real Banach space, X , that is con-
tinuously embedded and dense in a Hilbert space, H , and let u be a trajectory in the sense of
Definition 24.1 whose orbit, O(u), is precompact in X . Moreover, assume that there exists a
cluster point ϕ ∈ X of O(u) and a constant σ > 0 such that∫
W
‖u˙‖X dt <∞,(24.15a)
where W := {t ≥ 0 : ‖u(t)− ϕ‖X < σ},(24.15b)
with u˙ : (0,∞)→ X locally Bochner integrable. Then u(t) converges to ϕ as t→∞ in the sense
that
(24.15c) lim
t→∞ ‖u(t)− ϕ‖X = 0 and
∫ ∞
1
‖u˙‖X dt <∞.
Proof. The proof is a trivial modification of that of Lemma 24.8. Indeed, in the statement
of [190, Lemma 3.2.3], the two results are essentially combined. 
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24.3. Convergence in abstract gradient systems. We simplify [190, Section 3.3], re-
stricting our attention to gradient systems defined by energy functionals obeying the  Lojasiewicz-
Simon gradient inequality. We assume that U is an open subset of a Banach space X that is
continuously, dense embedding, X →֒ H , in a Hilbert space, H , and thus H ∼= H ′ →֒ X ′,
where we identify H with H ′ by the Riesz map (24.1). We also assume that E : U → R is a C1
functional and that the gradient map, E ′ : U → H , is continuous. We wish to study the conver-
gence of gradient trajectories u : [0,∞) → U , with respect to the gradient map, E ′ : U → H ,
which locate themselves in a neighborhood of the set of stationary points (22.2). We shall need
the following technical hypothesis to allow us to relate convergence of u(t) in the Hilbert space
H to the stronger convergence of u(t) in the Banach space X as t→∞.
Hypothesis 24.10 (Regularity and a priori interior estimate for a trajectory). Let C1 and
ρ be positive constants and let T ∈ (0,∞]. Given a trajectory u : [0, T ) → U , in the sense of
Definition 24.1, we say that u˙ : [0, T ) → H obeys an a priori interior estimate on (0, T ] if, for
every S ≥ 0 and δ > 0 obeying S + δ ≤ T , the map u˙ : [S+ δ, T )→ X is Bochner integrable and
there holds
(24.16)
∫ T
S+δ
‖u˙(t)‖X dt ≤ C1(1 + δ−ρ)
∫ T
S
‖u˙(t)‖H dt.
Remark 24.11 (Regularity and a priori interior estimates for solutions to Yang-Mills gradient
flow). The Hypothesis 24.10 is verified for nonlinear evolution equations on Banach spaces by
Lemma 17.12 and for solutions to Yang-Mills gradient flow with H = L2(X; Λ1⊗adP ) in Lemma
26.2, where X = H1A1(X; Λ
1⊗ adP ) and ρ = 1/2 and X has dimension d in the range 2 ≤ d ≤ 4,
in Lemma 26.7, where X = H2βA1(X; Λ
1⊗adP ) with β ∈ [1/4+d/8, 1) when 2 ≤ d ≤ 5 and ρ = 1,
in Lemma 26.8, where X = W 2β,rA1 (X; Λ
1 ⊗ adP ) for suitable β ∈ (1/2, 1) and r ∈ (1,∞) when
d ≥ 2 and ρ = 1, and in Corollary 26.10, where X = W 1,pA1 (X; Λ1 ⊗ adP ) for p ∈ (2 ∨ d/2,∞)
when d ≥ 2 and ρ = 1.
We then have the following simpler version of [190, Proposition 3.3.2], which we include for
completeness though it is not explicitly used in the sequel.
Proposition 24.12 (Convergence under the validity of the  Lojasiewicz-Simon gradient in-
equality). Let U be an open subset of a real Banach space, X , that is continuously embedded
and dense in a Hilbert space, H . Let E : U ⊂ X → R be a C1 functional on an open subset U
of a Banach space X with gradient map E ′ : U ⊂ X → H and let u : [0,∞) → U be a strong
solution to (24.4) in the sense of Definition 24.4 such that6
(24.17) inf{|E (u(t))| : t ≥ 0} > −∞.
If the gradient map E ′ satisfies a  Lojasiewicz-Simon gradient inequality (22.3) in the orbit O(u),
that is,
(24.18) ‖E ′(u(t))‖H ≥ c|E (u(t))− E (ϕ)|θ , ∀ t ≥ 0,
for positive constants c and θ ∈ [1/2, 1), then
(24.19)
∫ ∞
0
‖u˙(t)‖H dt ≤
∫
E (u(0))
E∞
1
c|s − E (ϕ)|θ ds <∞,
6We correct a small typographical error in the statement of [190, Proposition 3.3.2], where a supremum is
indicated rather than the required infimum in [190, Equation (3.14)]
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where E∞ := limt→∞ E (u(t)). If u obeys Hypothesis 24.10, then, for all δ > 0,
(24.20)
∫ ∞
δ
‖u˙‖X dt ≤ C1(1 + δ−ρ)
∫
E (u(0))
E∞
1
c|s − E (ϕ)|θ ds <∞.
If in addition u˙ : [0,∞)→ X is locally Bochner integrable on [0,∞), then∫ ∞
0
‖u˙‖X dt <∞.
Proof. The function [0,∞) ∋ t 7→ E (u(t)) ∈ R is C1 by Proposition 24.3 and obeys
− d
dt
E (u(t)) = 〈−E ′(u(t)), u˙(t)〉X ′×X (by Proposition 24.3)
= (−E ′(u(t)), u˙(t))H (by (24.1))
= ‖E ′(u(t))‖H ‖u˙(t)‖H , ∀ t ∈ [0,∞) (by (24.4)).
Hence, E (u(t)) is a nonincreasing and uniformly bounded function of t ∈ [0,∞) by (24.17), so
a ≡ E∞ = limt→∞ E (u(t)) exists, as asserted by the proposition. Set H(t) := E (u(t)), for all
t ∈ [0,∞), and observe that H(t) is monotone and absolutely continuous on [0,∞) and obeys,
by the preceding equality,
(24.21) − d
dt
H(t) = ‖E ′(u(t))‖H ‖u˙(t)‖H , ∀ t ∈ [0,∞).
Let φ : R → R be the function defined by φ(s) = c|s − E (ϕ)|θ , for all s ∈ R, and let Φ : R → R
be the absolutely continuous function given by
Φ(x) :=
∫ x
a
1
φ(s)
ds =
∫ x
a
1
c|s − E (ϕ)|θ ds, ∀x ∈ R,
where the limit a := limt→∞H(t) = E∞ > −∞ exists. The function Φ is differentiable a.e. on
R with Φ′(x) = 1/φ(x) for a.e. x ∈ R. According to Lemma 24.6, the composition Φ ◦ H is
absolutely continuous on [0,∞) and there holds
(24.22)
d
dt
Φ(H(t)) =
H ′(t)
φ(H(t))
, ∀ t ∈ Λ,
where Λ ⊂ [0,∞) is such that the complement, [0,∞) \ Λ, has zero Lebesgue measure.
For any t ∈ Λ, we have two possibilities: either i) ‖E ′(u(t))‖H = 0, or ii) ‖E ′(u(t))‖H > 0.
For Case (ii), we observe that the  Lojasiewicz-Simon gradient inequality (24.18) takes the shape,
(24.23) φ(H(t)) = c|E (u(t))− E (ϕ)|θ ≤ ‖E ′(u(t))‖H ,
and so
− d
dt
Φ(H(t)) = − H
′(t)
φ(H(t))
(by (24.22))
=
‖E ′(u(t))‖H ‖u˙(t)‖H
φ(H(t))
(by (24.21))
≥ ‖E
′(u(t))‖H ‖u˙(t)‖H
‖E ′(u(t))‖H (by (24.23))
= ‖u˙(t)‖H ,
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that is,
(24.24) − d
dt
Φ(H(t)) ≥ ‖u˙(t)‖H .
Therefore, by the non-negativity of the function −dΦ(H(t))/dt, combined with the fact that
[0,∞) \ Λ has Lebesgue measure zero, we obtain the estimate,
(24.25) − d
dt
Φ(H(t)) ≥ ‖u˙(t)‖H , a.e. t ∈ [0,∞),
for both Cases (i) and (ii). Integration and the fact that limt→∞H(t) = a yields∫ ∞
0
‖u˙(t)‖H dt ≤ Φ(H(0)) − lim
t→∞Φ(H(t)) = Φ(H(0)) − Φ(a) = Φ(H(0)).
By the definitions of Φ(x) and H(t), this is (24.19), since
Φ(H(0)) =
∫ H(0)
a
1
φ(s)
ds =
∫
E (u(0))
E∞
1
c|s− E (ϕ)|θ ds.
Furthermore, for any δ > 0 we have∫ ∞
δ
‖u˙(t)‖X dt ≤ C1(1 + δ−ρ)
∫ ∞
0
‖u˙(t)‖H dt (by (24.16)),
and combining the preceding inequality with (24.19) yields (24.20). Finiteness of the integrals∫ δ
0 ‖u˙(t)‖X dt and
∫∞
0 ‖u˙(t)‖X dt follow from the local Bochner integrability condition. 
Remark 24.13 (Evaluation of the integral in (24.19) and (24.20)). We note that E∞−E (ϕ) ≤
E (u(0)) − E (ϕ), since E (u(t)) is a non-increasing function of t ∈ [0,∞), and separately consider
each of the cases: i) E∞ − E (ϕ) ≥ 0; ii) E (u(0)) − E (ϕ) ≥ 0 ≥ E∞ − E (ϕ); and iii) 0 ≥
E (u(0)) − E (ϕ). The integral on the right-hand side of the inequality (24.19) is∫
E (u(0))
E∞
1
c|s− E (ϕ)|θ ds =
∫
E (u(0))−E (ϕ)
E∞−E (ϕ)
1
c|r|θ dr.
Integration then yields∫
E (u(0))
E∞
1
c|s− E (ϕ)|θ ds
=
1
c(1− θ) ×

|E (u(0)) − E (ϕ)|1−θ − |E∞ − E (ϕ)|1−θ, if E∞ − E (ϕ) ≥ 0,
|E (u(0)) − E (ϕ)|1−θ + |E∞ − E (ϕ)|1−θ, if E (u(0)) − E (ϕ) ≥ 0 ≥ E∞ − E (ϕ),
|E∞ − E (ϕ)|1−θ − |E (u(0)) − E (ϕ)|1−θ, if 0 ≥ E (u(0)) − E (ϕ).
Naturally, the calculation simplifies when it is known that E (u(t)) ≥ E (ϕ) for all t ∈ [0,∞).
24.4. An abstract generalization of Simon’s theorem on convergence of a subse-
quence implying convergence. We have the following analogue of [190, Theorems 3.3.3 and
3.3.6], [320, Corollary 2].
Theorem 24.14 (Convergence of a subsequence implies convergence for a strong solution to
a gradient system under the validity of the  Lojasiewicz-Simon gradient inequality). Let U be an
open subset of a real Banach space, X , that is continuously embedded and dense in a Hilbert
space, H . Let E : U ⊂ X → R be a C1 functional with gradient map E ′ : U ⊂ X → H .
Assume that ϕ ∈ U is a critical point of E , that is E ′(ϕ) = 0, and that the gradient map E ′ :
Uσ ⊂ X → X ′ satisfies a  Lojasiewicz-Simon gradient inequality (22.3), for positive constants
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c, σ, and θ ∈ [1/2, 1). If u : [0,∞)→ U is a strong solution to (24.4) in the sense of Definition
24.4, the orbit O(u) = {u(t) : t ≥ 0} ⊂ X is precompact7, and ϕ is a cluster point of O(u), then
the trajectory u(t) converges to ϕ as t→∞ in the sense that
lim
t→∞ ‖u(t)− ϕ‖X = 0 and
∫ ∞
0
‖u˙‖H dt <∞.
Furthermore, if u satisfies Hypothesis 24.10 on (0,∞), then∫ ∞
1
‖u˙‖X dt <∞.
Proof. We shall adapt the proofs of [190, Theorems 3.3.3 and 3.3.6]. Let H : [0,∞) → R
and Φ : R→ R be as in the proof of Proposition 24.12. Note that the validity of the differential
inequality (24.24) follows by the application of the  Lojasiewicz-Simon gradient inequality (24.23)
at u(t). Here, we assume that the  Lojasiewicz-Simon gradient inequality holds at u(t) for all t in
the set
W := {t ≥ 0 : ‖u(t)− ϕ‖X < σ} .
Therefore, we have
− d
dt
Φ(H(t)) ≥ ‖u˙(t)‖X , a.e. t ∈W.
Integrating the preceding differential inequality yields∫
W
‖u˙(t)‖X dt ≤ Φ(H(0))− lim
t→∞Φ(H(t)) = Φ(H(0)) <∞,
where we use the facts that H(t) = E (u(t)) ≤ E (u(0)) = H(0) (since the energy E (u(t)) is non-
increasing when u(t) is a solution to the gradient flow for E ) and limt→∞Φ(H(t)) = Φ(a) = 0,
by definition of Φ(x) and a = limt→∞H(t). We can now apply Lemma 24.8 to show that the
trajectory u(t) converges to ϕ as t→∞ in the sense that
lim
t→∞ ‖u(t) − ϕ‖X = 0 and
∫ ∞
0
‖u˙‖H dt <∞.
Finally, under Hypothesis 24.10 on (0,∞), we obtain∫ ∞
1
‖u˙‖X dt <∞,
as desired. 
24.5. Convergence for a solution to an abstract gradient system under the validity
of the  Lojasiewicz-Simon gradient inequality. We have the following simpler version of
[190, Lemma 3.3.4]; the result may be viewed as an abstract version of [320, Lemma 1].
Lemma 24.15 (Growth estimate for a strong solution to a gradient system under the validity
of the  Lojasiewicz-Simon gradient inequality). Let U be an open subset of a real Banach space,
X , that is continuously embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R be a
C1 functional with gradient map E ′ : U ⊂ X → H . Assume that the gradient map E ′ satisfies
a  Lojasiewicz-Simon gradient inequality (22.3) with positive constants c, σ, and θ ∈ [1/2, 1), and
critical point ϕ ∈ U . If T > 0 and u ∈ C([0, T ];U ) is a strong solution to the Cauchy problem
7Recall that precompact (or relatively compact) subspace Y of a topological space X is a subset whose closure
is compact. If the topology on X is metrizable, then a subspace Z ⊂ X is compact if and only if Z is sequentially
compact [266, Theorem 28.2], that is, every infinite sequence in Z has a convergent subsequence in Z [266,
Definition, p. 179].
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(24.4) in the sense of Definition 24.4 and the gradient map E ′ satisfies the  Lojasiewicz-Simon
gradient inequality in the orbit O(u) as in (24.18), then
‖u˙(t)‖H ≤ − d
dt
∫
E (u(t))
E (u(T ))
1
c|s− E (ϕ)|θ ds, a.e. t ∈ (0, T ),(24.26a) ∫ T
0
‖u˙(t)‖H dt ≤
∫
E (u(0))
E (u(T ))
1
c|s − E (ϕ)|θ ds.(24.26b)
If in addition u obeys Hypothesis 24.10, then, for all δ ∈ (0, T ],
(24.27)
∫ T
δ
‖u˙(t)‖X ≤ C1(1 + δ−ρ)
∫
E (u(0))
E (u(T ))
1
c|s− E (ϕ)|θ ds.
Proof. The proof is the same as that of Proposition 24.12, the only difference being the
assumption that 0 < T < ∞ and replacement of the role played by a = E∞ by that of E (u(T )).
The inequality (24.26a) follows from the inequality (24.25) and the definitions of Φ(x) and H(t)
in the proof of Proposition 24.12. 
An immediate consequence of Lemma 24.15 is a simpler version of [190, Theorem 3.3.5] which
we again include for completeness, though it is not used in the sequel. Theorem 24.16 gives a
simple convergence result for a solution u under the strong hypothesis that the orbit O(u) belongs
to a  Lojasiewicz-Simon neighborhood.
Theorem 24.16 (Convergence for a strong solution to a gradient system under the validity
of the  Lojasiewicz-Simon gradient inequality). Let U be an open subset of a real Banach space,
X , that is continuously embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R be a
C1 functional with gradient map E ′ : U ⊂ X → H and u : [0,∞) → U be a strong solution
to the gradient system (24.4) in the sense of Definition 24.4. If the gradient map E ′ satisfies
a  Lojasiewicz-Simon gradient inequality (22.3) in the orbit O(u), then u(t) converges in H as
t→∞ in the sense that ∫ ∞
0
‖u˙(t)‖H dt <∞.
If in addition u obeys Hypothesis 24.10, then u(t) converges in X as t→∞ in the sense that∫ ∞
1
‖u˙(t)‖X dt <∞.
24.6. Simon Alternative and convergence for an abstract gradient system. We
next have the following abstract analogue of R˚ade’s [293, Proposition 7.4], in turn a variant the
Simon Alternative, namely [320, Theorem 2].
Theorem 24.17 (Simon Alternative for convergence for a strong solution to a gradient sys-
tem). Let U be an open subset of a real Banach space, X , that is continuously embedded and
dense in a Hilbert space, H . Let E : U ⊂ X → R be a C1 functional with gradient map
E ′ : U ⊂ X → H . Assume that
(1) ϕ ∈ U is a critical point of E , that is E ′(ϕ) = 0, and that the gradient map E ′ : Uσ ⊂
X → X ′ satisfies a  Lojasiewicz-Simon gradient inequality (22.3), for positive constants
c, σ, and θ ∈ [1/2, 1);
(2) Given positive constants b, η, and τ , there is a constant δ = δ(η, τ, b) ∈ (0, τ ] such that
if v is a solution to the gradient system (24.4) on [t0, t0 + τ) with ‖v(t0)‖X ≤ b, then
(24.28) sup
t∈[t0,t0+δ]
‖v(t)− v(t0)‖X < η.
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Then there is a constant ε = ε(c, C1, δ, θ, ρ, σ, τ, ϕ) ∈ (0, σ/4) with the following significance.
If u : [0,∞) → U is a strong solution to (24.4) in the sense of Definition 24.4 that satisfies
Hypothesis 24.10 on (0,∞) and there is a T ≥ 0 such that
(24.29) ‖u(T )− ϕ‖X < ε,
then either
(1) E (u(t)) < E (ϕ) for some t > T , or
(2) the trajectory u(t) converges in X to a limit u∞ ∈ X as t→∞ in the sense that
lim
t→∞ ‖u(t)− u∞‖X = 0 and
∫ ∞
1
‖u˙‖X dt <∞.
If ϕ is a cluster point of the orbit O(u) = {u(t) : t ≥ 0}, then u∞ = ϕ.
Remark 24.18 (On the role of the constant τ). In our applications, the constant, τ , in the
hypotheses of Theorem 24.17 will depend on u(t0) through at most an upper bound, b > 0, for
‖u(t0)‖X . In the present situation, we have ‖u(T )‖X ≤ ‖u(T ) − ϕ‖X + ‖ϕ‖X < ε + ‖ϕ‖X <
σ/4 + ‖ϕ‖X , where we use the fact that the positive constant, ε, in Theorem 24.17 belongs to
(0, σ/4).
Remark 24.19 (Application to Yang-Mills gradient flow over a closed manifold of dimension
two or three). In the context of Yang-Mills gradient flow A(t) on a principal G-bundle P over
a closed manifold X of dimension two or three, Theorem 24.14 is useful because one can ap-
peal to Uhlenbeck convergence without bubbling and the theory of parabolic partial differential
equations, as in R˚ade’s [293, Proposition 7.1] and its proof, to obtain precompactness modulo
gauge transformations and thus an analogue of (24.29) in R˚ade’s [293, Proposition 7.4]. Indeed,
given any unbounded sequence, {tm}∞m=0 ⊂ [0,∞), there is subsequence relabelled as {tm}∞m=0,
a sequence of gauge transformations, {Φm}∞m=0 of P , of Sobolev class H2, and a C∞ Yang-Mills
connection A∞ on P , such that tm → ∞ and Φ∗mA(tm) → A∞ strongly in the H1 topology as
m→∞. Hence, for large enough m and T := tm, we have
‖A(T )− A˜∞‖H1A1 (X) < ε,
where A˜∞ := (Φ−1m )∗A∞ and A1 is a C∞ reference connection on P .
Proof of Theorem 24.17. We shall assume that E (u(t)) ≥ E (ϕ) for all t ∈ [T,∞) and
thus aim to establish the Alternative (2) in the statement of the proposition. Recall that E :
U ⊂ X → R is C1 map and that ϕ is a critical point of E . Consequently, by definition of the
Fre´chet derivative,
E (v) = E (ϕ) + 〈E ′(ϕ), v − ϕ〉X ′×X + o(‖v − ϕ‖X )
= E (ϕ) + o(‖v − ϕ‖X ), ∀ v ∈ U ,
and so, for a small enough positive constant εϕ, we have
8
(24.30) |E (v)− E (ϕ)| ≤ ‖v − ϕ‖X , ∀ v ∈ X such that ‖v − ϕ‖X < εϕ.
We make the
8If we assume that E is C2, then we can apply the Taylor formula with explicit form of the remainder [31,
Proposition 2.1.33] to write o(‖v − ϕ‖X ) =M‖v − ϕ‖
2
X , where M := sups∈[0,1] ‖E
′′((1− s)ϕ+ sv)‖.
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Claim 24.20 (Confinement of solution to a  Lojasiewicz-Simon gradient inequality neighbor-
hood). There is a constant ε = ε(c, C1, δ, θ, ρ, σ, τ, ϕ) ∈ (0, σ/4) in (24.29) such that
(24.31) ‖u(t) − ϕ‖X < σ
2
, ∀ t ∈ [T,∞).
Proof of Claim 24.20. We suppose the opposite and obtain a contradiction. Let T̂ > T
be the smallest number such that
(24.32) ‖u(t)− ϕ‖X < σ
2
∀ t ∈ [T, T̂ ), but ‖u(T̂ )− ϕ‖X ≥ σ
2
.
By (24.28) with t0 = T and η = σ/4, we may choose δ = δ(σ, τ, ‖ϕ‖X ) ∈ (0, τ ] so that
(24.33) sup
t∈[T,T+δ]
‖u(t)− u(T )‖X < σ
4
,
and, in particular,
‖u(T + δ) − u(T )‖X < σ
4
.
By hypothesis (24.29) and the fact that we seek ε ∈ (0, σ/4), we also have
‖u(T )− ϕ‖X < σ
4
,
and combining this inequality with (24.33) gives
sup
t∈[T,T+δ]
‖u(t)− ϕ‖X < σ
2
.
Therefore, by definition of T̂ in (24.32), we must have
T > T + δ.
Inequality (24.26a), with [0, T ] replaced by [T, T̂ ], gives
‖u˙(t)‖H ≤ − d
dt
1
c(1− θ)(E (u(t)) − E (ϕ))
1−θ , a.e. t ∈ [T, T̂ ].
Integrating this inequality yields (24.26b), with [0, T ] replaced by [T, T̂ ],
(24.34)
∫ T̂
T
‖u˙(t)‖H dt ≤ 1
c(1 − θ)
(
(E (u(T ))− E (ϕ))1−θ − (E (u(T̂ ))− E (ϕ))1−θ
)
.
Therefore, discarding the negative term on the right-hand side of the preceding inequality,∫ T̂
T
‖u˙(t)‖H dt ≤ 1
c(1 − θ) (E (u(T ))− E (ϕ))
1−θ
≤ 1
c(1 − θ)‖u(T )− ϕ‖
1−θ
X
(applying (24.30) with v = u(T )),
and thus, by (24.29) and ε ≤ εϕ,
(24.35)
∫ T̂
T
‖u˙(t)‖H dt ≤ ε
1−θ
c(1− θ) .
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On the other hand, noting that T + δ < T̂ ,∫ T̂
T+δ
‖u˙(t)‖X dt ≥ ‖u(T̂ )− u(T + δ)‖X
≥ ‖u(T̂ )− ϕ‖X − ‖u(T + δ) − u(T )‖X − ‖u(T )− ϕ‖X
>
σ
2
− σ
4
− ε (by (24.29), (24.32), and (24.33)).
The preceding inequality implies that
σ
4
− ε <
∫ T̂
T+δ
‖u˙(t)‖X dt
≤ C1(1 + δ−ρ)
∫ T̂
T
‖u˙(t)‖H dt (by (24.16))
≤ C1(1 + δ
−ρ)
c(1− θ) ε
1−θ (by (24.35)).
Choosing ε = ε(c, C1, δ, θ, ρ, σ, τ, ϕ) ∈ (0, σ/4) small enough that ε+(C1(1+ δ−ρ)/c(1−θ))ε1−θ <
σ/4 leads to a contradiction and this completes the proof of Claim 24.20. 
Therefore, because we may now set T̂ = ∞ in (24.34) and discard the negative term, we
obtain the inequality,
(24.36)
∫ ∞
T
‖u˙(t)‖H dt ≤ 1
c(1 − θ) (E (u(T )) − E (ϕ))
1−θ .
From the a priori estimate (24.16), we have
(24.37)
∫ ∞
T+1
‖u˙(t)‖X dt ≤ 2C1
∫ ∞
T
‖u˙(t)‖H dt.
Combining (24.36) and (24.37) yields
(24.38)
∫ ∞
T+1
‖u˙(t)‖X dt ≤ 2C1
c(1 − θ) (E (u(T )) − E (ϕ))
1−θ .
In particular, ∫ ∞
T+1
‖u˙(t)‖X dt <∞.
Therefore, u(t) converges in X to a limit u∞ ∈ X as t→∞. Indeed, for ε > 0 and any sequence
of times {tn}∞n=1 ⊂ [0,∞) with tn →∞ as n→∞, we have
‖u(tn)− u(tm)‖X ≤
∫ tm∨tn
tm∧tn
‖u˙(t)‖X dt
≤
∫ ∞
tm∧tn
‖u˙(t)‖X dt < ε, ∀n,m ≥ N,
for some N = N(ε). Hence, the sequence {u(tn)}∞n=1 is Cauchy in X and converges to a limit
u∞ ∈ X as n→∞. Consequently,
‖u(t) − u∞‖X ≤
∫ ∞
t
‖u˙(t)‖X dt, ∀ t ≥ 0,
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and so u(t) → u∞ in X as t → ∞. If ϕ is a cluster point of O(u), then there is an unbounded
sequence {sn}n≥0 ⊂ [0,∞) such that u(sn)→ ϕ in X as n→∞ and therefore u∞ = ϕ. 
24.7. Convergence rate. We essentially follow [190, Section 3.4C], with one enhancement
to provide a convergence rate in X as well as in H . We consider the gradient system,
(24.39) u˙(t) = −E ′(u(t)),
for u : [0,∞) → X , where X is a Banach space and H a Hilbert space with continuous
embeddings, X →֒ H →֒ X ′. We assume that U ⊂ X is an open subset and a, γ are constants
such that γ > a and
(24.40) a ≤ E (v) ≤ γ, ∀ v ∈ U .
Moreover, we assume that E satisfies a  Lojasiewicz-Simon gradient inequality (22.3) in U with
positive constants c and θ ∈ [1/2, 1). For example, this holds when E : U → R is analytic (by
Theorem 22.7 or 22.9) and ϕ ∈ U = Uσ is a critical point with critical value a, that is, E ′(ϕ) = 0
and E (ϕ) = a. It follows that (compare [190, Example 3.4.9], where a = 0)∫ γ
x
ds
c2(s− a)2θ =

1
c2(2θ − 1)
(
(x− a)1−2θ − (γ − a)1−2θ
)
, 1/2 < θ ≤ 1,
1
c2
(ln(γ − a)− ln(x− a)), θ = 1/2,
defines a strictly decreasing function of x ∈ (a, γ]. When 1/2 < θ ≤ 1, solving
t =
1
c2(2θ − 1)
(
(x− a)1−2θ − (γ − a)1−2θ
)
for x = g(t) yields
(24.41) g(t) = a+
(
c2(2θ − 1)t+ (γ − a)1−2θ
)−1/(2θ−1)
, t ∈ [0,∞).
When θ = 1/2, solving
t =
1
c2
(ln(γ − a)− ln(x− a))
for x = g(t) yields g(t) = a+ exp(ln(γ − a)− c2t), that is,
(24.42) g(t) = a+ (γ − a) exp(−c2t), t ∈ [0,∞).
Observe that, for either case, g(0) = γ and g(t)→ a as t→∞. For 1/2 ≤ θ < 1, let
(24.43) Φ(x) :=
∫ x
a
ds
c(s− a)θ =
(x− a)1−θ
c(1− θ) , x ∈ [a,∞).
This defines a strictly increasing function of x ≥ a.
We have the following enhancement of [190, Theorem 3.4.8].
Theorem 24.21 (Convergence rate under the validity of a  Lojasiewicz-Simon gradient in-
equality). Let U be an open subset of a real Banach space, X , that is continuously embedded
and dense in a Hilbert space, H . Let E : U ⊂ X → R be a C1 functional with gradient map
E ′ : U ⊂ X → H and suppose that E ′ obeys a  Lojasiewicz-Simon gradient inequality (22.3)
with positive constants c, σ, and θ ∈ [1/2, 1). Let u : [0,∞) → X be a strong solution to the
gradient system (24.39), in the sense of Definition 24.4, and assume that O(u) ⊂ Uσ ⊂ U . Then
there exists a u∞ ∈ H such that
(24.44) ‖u(t) − u∞‖H ≤ Φ(g(t)), t ≥ 0,
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where
(24.45) Φ(g(t)) =

1
c(1− θ)
(
c2(2θ − 1)t+ (γ − a)1−2θ
)−(1−θ)/(2θ−1)
, 1/2 < θ < 1,
2
c
√
γ − a exp(−c2t/2), θ = 1/2.
If in addition u obeys Hypothesis 24.10, then u∞ ∈ X and
(24.46) ‖u(t+ 1)− u∞‖X ≤ 2C1Φ(g(t)), t ≥ 0,
where Φ(g(t)) is as in (24.45) and C1 is the positive constant in (24.16).
Proof. The existence of u∞ ∈ H and validity of the estimate (24.44) is given by [190,
Theorem 3.4.8]. The a priori estimate (24.16) asserts that, for δ = 1, S = t, and T =∞,∫ ∞
t+1
‖u˙(s)‖X ds ≤ 2C1
∫ ∞
t
‖u˙(s)‖H ds, t ≥ 0,
while [190, Inequality (3.46c)] and the penultimate line of the proof of [190, Theorem 3.4.8] gives∫ ∞
t
‖u˙(s)‖H ds ≤ Φ(g(t)), t ≥ 0.
Combining the preceding two inequalities yields∫ ∞
t+1
‖u˙(s)‖X ds ≤ 2C1Φ(g(t)), t ≥ 0.
As in the proof of [190, Theorem 3.4.8], finiteness of the integral
∫∞
0 ‖u˙(s)‖H ds implies that
‖u(t)−u∞‖H → 0 as t→∞, for some u∞ ∈ H . Similarly, finiteness of the integral
∫∞
0 ‖u˙(s)‖X ds
implies that ‖u(t) − v∞‖X → 0 as t → ∞, for some v∞ ∈ X . Since X →֒ H , we must have
u∞ = v∞ and so u∞ ∈ X . Moreover,
‖u(t+ 1)− u∞‖X ≤
∫ ∞
t+1
‖u˙(s)‖X ds, t ≥ 0,
and combining the preceding inequalities gives (24.46). 
24.8. Existence and convergence of a global solution to an abstract gradient sys-
tem started near a local minimum. In this subsection, we present a simplification of the
first part of [190, Section 5.1], concerning existence and convergence of global solutions to an
abstract gradient system. We restrict our attention to the case of a C1 potential function,
E : U ⊂ X → R, which obeys a  Lojasiewicz-Simon gradient inequality rather than the more
general gradient inequalities allowed by Huang in [190]. We also present a modification of Huang’s
treatment that will be important in our application to Yang-Mills gradient flow and its pertur-
bations. Rather than consider the gradient system [190, Equation (5.1a)],
u˙(t) = −N (t, u(t)), t > 0, u(0) = u0,
for a solution u : [0, T ) → X , where X is a real Banach space and N : [0,∞) × X → X is
a continuous map that obeys a local Lipschitz property [190, Equation (5.1b)] and local growth
conditions specified by [190, Equation (5.3) and (5.5)], we shall instead consider the pure gradient
flow equation,
u˙(t) = −E ′(u(t)), t > 0, u(0) = u0,
and assume that any solution obeys a suitable a priori estimate. This modification is important
since the growth condition [190, Equation (5.3)] appears to us to be rather difficult to verify in
practice whereas, in the case of the Yang-Mills gradient flow, we shall obtain suitable a priori
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estimates in the sequel in Lemmata 26.2 and 26.7. In the sequel, we shall also consider a situation
where u is a solution to a small perturbation of the abstract pure gradient flow equation and then
apply those abstract results to the case of a small perturbation of the Yang-Mills gradient flow
equation.
Our interest in [190, Section 5.1] is due to the fact that [190, Theorems 5.1.1 and 5.1.2]
provide global existence, Lyapunov stability, and asymptotic convergence to ground states under
certain hypotheses. These provide the abstract results closest to those obtained by R˚ade [293]
for the Yang-Mills gradient flow over a closed, Riemannian, smooth manifold of dimension two
or three.
Recall that S in (22.2) is the set of critical points of E . We call a critical point ϕ ∈ U of E
a ground state if E attains its minimum on U at this point, that is,
(24.47) E (ϕ) = inf
u∈U
E (u).
For r > 0, we define an open neighborhood of a critical point, ϕ, by
(24.48) Ur := {u ∈ X : ‖u− ϕ‖X < r}.
We have the following analogue of [190, Theorem 5.1.1]; our proof is similar to that of Theorem
24.17.
Theorem 24.22 (Existence and convergence of a global solution to a gradient system near
a local minimum). Let U be an open subset of a real Banach space, X , that is continuously
embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R be a C1 functional with
gradient map E ′ : U ⊂ X → H . Let ϕ ∈ U be a ground state of E on U and suppose that E ′
obeys a  Lojasiewicz-Simon gradient inequality (22.3) with positive constants c, σ, and θ ∈ [1/2, 1).
Assume that
(1) For each u0 ∈ U , there exists a unique strong solution to the Cauchy problem (24.4), in
the sense of Definition 24.4, on a time interval [0, τ) for some positive constant, τ ;
(2) Hypothesis 24.10 holds with positive constants C1 and ρ for strong solutions to the gra-
dient system (24.4); and
(3) Given positive constants b and η, there is a constant δ = δ(η, τ, b) ∈ (0, τ ] such that if v
is a solution to the gradient system (24.4) on [0, τ) with ‖v0‖X ≤ b, then
(24.49) sup
t∈[0,δ]
‖v(t) − v0‖X < η.
Then there is a constant ε = ε(c, C1, δ, θ, ρ, σ, τ, ϕ) ∈ (0, σ/4) with the following significance. For
each u0 ∈ Uε, the Cauchy problem (24.4) admits a global strong solution, u : [0,∞)→ Uσ/2, that
converges to a limit u∞ ∈ X as t→∞ with respect to the X norm in the sense that
lim
t→∞ ‖u(t)− u∞‖X = 0 and
∫ ∞
1
‖u˙(t)‖X dt <∞.
Remark 24.23 (On the role of the minimal lifetime, τ , of a solution with initial data, u0).
In our applications, the minimal lifetime, τ , of a solution u to the gradient system (24.4) will
depend on u0 through at most an upper bound, b > 0, for ‖u0‖X . In the present situation, we
have ‖u0‖X ≤ ‖u0 − ϕ‖X + ‖ϕ‖X < ε + ‖ϕ‖X < σ/4 + ‖ϕ‖X , where we use the fact that the
positive constant, ε, in Theorem 24.22 belongs to (0, σ/4).
It will be useful at this point to recall a special case of the general properties of vector-
valued Sobolev spaces of functions and vector-valued absolutely continuous functions on bounded
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intervals (a, b) ⊂ R [316, Appendix C], with proofs provided in [28], for example. Closely related
results are provided in [318, Section 3.1] — see Remark 24.2.
Theorem 24.24 (Vector-valued Sobolev spaces of functions and vector-valued absolutely
continuous functions on bounded intervals). Let X be a Banach space and (a, b) ⊂ R a bounded
interval. Then u ∈ W 1,1(a, b;X ) if and only if there is an absolutely continuous function v ∈
C([a, b];X ) such that v˙ ∈ L1(a, b;X ) and u = v a.e. on [a, b]. Moreover, if u ∈ W 1,1(a, b;X ),
then9 the Newton-Leibnitz formula holds, that is,
(24.50) u(t) = u(a) +
∫ t
a
u˙(s) ds, ∀ t ∈ [a, b].
Proof. The first assertion is provided by [316, Theorem C.9] with m = 1 and p = 1. The
second assertion is provided by [316, Lemma C.5]. 
We will need the following version of a well-known idea used in the proof, for example, of
[272, Theorem 4.1]. Compare also Theorem 13.10.
Lemma 24.25 (Global existence of a strong solution to a gradient flow equation). Let U be
an open subset of a real Banach space, X , that is continuously embedded and dense in a Hilbert
space, H . Let E : U ⊂ X → R be a C1 functional with gradient map E ′ : U ⊂ X → H .
Assume that for each v0 ∈ U , there is a maximal time, T (v0), such that there exists a strong
solution, v, to (24.4), in the sense of Definition 24.4, on the interval, [0, T (v0)). Let u0 ∈ U and
let u be a strong solution to (24.4) on [0, T (u0)). If there is an open subset V ⊂ U such that
V¯ ⊂ U and
{u(t) : t ∈ [0, T (u0))} ⊂ V ,
and u is uniformly continuous on [0, T (u0)), then T (u0) =∞.
Proof. Suppose T := T (u0) < ∞. By hypothesis, u is uniformly continuous on [0, T ) and
thus has a unique extension to a continuous function, also denoted u, belonging to C([0, T ];X )
with u(T ) := limt→T− u(t) ∈ V¯ ⊂ U . Also by our hypothesis, there is a strong solution, v, on a
time interval [T, T1), for some T1 := T1(u(T )) > T , to the Cauchy problem,
v˙(t) = −E (v(t)), a.e. t ∈ [T, T1), v(T ) = u(T ).
Now define w : [0, T1)→ X by setting
w(t) =
{
u(t) if 0 ≤ t < T,
v(t) if T ≤ t < T1,
and observe that w is a strong solution to the Cauchy problem,
w˙(t) = −E (w(t)), a.e. t ∈ [0, T1), w(0) = u0.
But this contradicts the maximality of T , since T1 > T , and so we must have T =∞. 
Corollary 24.26 (Global existence of a strong solution to a gradient flow equation). Assume
the hypotheses of Lemma 24.25, except for the uniform continuity of u on [0, T (v0)). If there is
a positive constant δ(u0) such that u ∈W 1,1(δ(u0), T (u0)), then T (u0) =∞.
Proof. Suppose T := T (u0) < ∞ and denote δ = δ(u0). Because u ∈ W 1,1(δ, T ), Theorem
24.24 implies that u ∈ C([δ, T ];X ) and the result now follows from Lemma 24.25. 
We can now turn to the
9After identifying u and v on [a, b].
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Proof of Theorem 24.22. By hypothesis, for ε > 0 still to be determined and any u0 ∈ Uε,
the Cauchy problem (24.4) admits a strong solution, u : [0, T˜ ) → X , where we let T˜ denote its
maximal lifetime. Clearly, T˜ ≥ τ , where τ > 0 is the minimal lifetime of u provided by our
hypotheses.
Claim 24.27 (Confinement of solution to a  Lojasiewicz-Simon gradient inequality neighbor-
hood). There is a constant ε = ε(c, C1, δ, θ, ρ, σ, τ, ϕ) ∈ (0, σ/4) such that, for any u0 ∈ Uε and
solution, u : [0, T˜ )→ X , to (24.4), there holds
(24.51) ‖u(t)− ϕ‖X < σ
2
, ∀ t ∈ [0, T˜ ).
Proof of Claim 24.27. We provide an argument by contradiction. Suppose there exists
T ∈ (0, T˜ ) such that
(24.52) ‖u(t)− ϕ‖X < σ
2
, ∀ t ∈ [0, T ), but ‖u(T )− ϕ‖X ≥ σ
2
.
By the inequality (24.49) with η = σ/8, we may choose δ = δ(σ, τ, ‖ϕ‖X ) ∈ (0, T˜ ) small enough
that
(24.53) sup
t∈[0,δ]
‖u(t) − u0‖X < σ
8
,
and, in particular,
‖u(δ) − u0‖X < σ
8
.
Note also that, as we can see by comparing (24.52) and (24.53), we must have
T > δ.
We can thus apply the growth estimate (24.27) in Lemma 24.15 for the interval [0, T ) to provide∫ T
δ
‖u˙(t)‖X dt ≤ C1(1 + δ−ρ)
∫
E (u0)
E (u(T ))
1
c|s− E (ϕ)|θ ds
=
C1(1 + δ
−ρ)
c(1 − θ)
(
(E (u0)− E (ϕ))1−θ − (E (u(T ))− E (ϕ))1−θ
)
,
where to obtain the equality we use the fact that E (v) ≥ E (ϕ) for all v ∈ U by our hypothesis
that ϕ is a ground state for E on U and, in particular, E (u0) ≥ E (u(T )) ≥ E (ϕ). By discarding
the negative term in the preceding inequality and recalling that (24.30) yields, for ‖u0−ϕ‖X < εϕ
and using the fact that E : U → R is C1,
|E (u0)− E (ϕ)| ≤ ‖u0 − ϕ‖X ,
we obtain ∫ T
δ
‖u˙(t)‖X dt ≤ C1(1 + δ
−ρ)
c(1 − θ) ‖u0 − ϕ‖
1−θ
X
<
C1(1 + δ
−ρ)
c(1 − θ) ε
1−θ,
where, to obtain the last inequality, we apply our hypothesis that u0 ∈ Uε and the definition
(24.48) of Uε. Hence, for ε = ε(c, C1, δ, θ, ρ, σ, τ, ϕ) ∈ (0, σ/4) small enough that ε ≤ εϕ and
C1(1 + δ
−ρ)
c(1− θ) ε
1−θ ≤ σ
8
,
we find that ∫ T
δ
‖u˙(t)‖X dt < σ
8
,
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and thus,
(24.54) ‖u(T )− u(δ)‖X < σ
8
.
Combining the inequalities (24.53) and (24.54) gives
‖u(T ) − u0‖X ≤ ‖u(δ) − u0‖X + ‖u(T )− u(δ)‖X < σ
8
+
σ
8
=
σ
4
,
that is,
(24.55) ‖u0 − u(T )‖X < σ
4
,
and thus10,
ε > ‖u0 − ϕ‖X (by definition (24.48) of Uε and the fact that u0 ∈ Uε)
≥ ‖u(T )− ϕ‖X − ‖u0 − u(T )‖X
>
σ
2
− σ
4
=
σ
4
(by (24.52) and (24.55)),
contradicting the choice of ε ∈ (0, σ/4) in the hypotheses of Theorem 24.22. This completes the
proof of Claim 24.27. 
By virtue of Claim 24.27, we can apply the growth estimate (24.27) in Lemma 24.15 for the
maximal interval [0, T˜ ) to provide∫ T˜
δ
‖u˙(t)‖X dt ≤ C1(1 + δ
−ρ)
c(1 − θ) (E (u0)− E (ϕ))
1−θ <∞,
and so u ∈ W 1,1(δ, T˜ ;X ). Corollary 24.26 now implies that T˜ =∞ and so the solution u exists
globally on [0,∞) and (24.51) holds with T˜ =∞, that is,
‖u(t)− ϕ‖X < σ
2
, ∀ t ∈ [0,∞).
The orbit O(u) = {u(t) : t ≥ 0} is contained in the open set Uσ (actually, Uσ/2 by (24.51)
because T˜ = ∞) and by hypothesis the  Lojasiewicz-Simon gradient inequality (22.3) holds on
Uσ. Therefore, Theorem 24.17 ensures the convergence of the integral
∫∞
1 ‖u˙(t)‖X dt and the
convergence of u(t) in the norm of X to a limit u∞ ∈ X . 
24.9. Stability of ground states in abstract gradient systems. In this subsection,
we provide a simplification of the second part of [190, Section 5.1], concerning the question of
stability of ground states of an abstract gradient system.
We digress to discuss concepts of stability [316]. LetW denote a complete metric space. The
distance between two points u and v in W will be denoted by d(u, v) = dW (u, v), where d = dW
is a metric on W ; recall that if W is a Banach space, then the standard metric on W is given by
d(u, v) = ‖u− v‖W , where ‖ · ‖W is the norm on W [316, p. 12].
Definition 24.28 (Semiflow). [316, Section 2.1] Let M be a subset of a complete metric
space W . A mapping [0,∞)×M ∋ (t, u) 7→ σ(t, u) ∈M is called a semiflow on M , provided the
following hold:
(1) σ(0, w) = w, for all w ∈M ;
10Here, we correct a small typographical error in Huang’s proof of [190, Theorem 5.1.1], where [190, Inequality
(5.6)] only yields ε > 0 in the last displayed equation in [190, p. 164] and not ε > σ/2 as required to yield the
desired contradiction.
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(2) The semigroup property holds, that is,
(24.56) σ(t,σ(s,w)) = σ(s+ t, w), ∀w ∈M and s, t ∈ R+.
(3) The mapping σ : (0,∞)×M →M is continuous.
If in addition, the mapping σ : [0,∞) ×M → M is continuous, we will say that the semiflow σ
is continuous at t = 0.
Recall that a set K ⊂M is said to be positively invariant if S(t)K ⊂ K, for all t ≥ 0, and K
is said to be an invariant set if S(t)K = K, for all t ≥ 0 [316, Section 2.1.1].
Definition 24.29 (Lyapunov and uniform asymptotic stability). [316, Section 2.3.3] Let σ
be a semiflow on W and let A ⊂W . The set A is said to be Lyapunov stable provided that A is
positively invariant and for every T > 0 and every open neighborhood V of A, there is an open
neighborhood U of A such that
(24.57) S(t)U ⊂ V, ∀ t ≥ T.
The set A is said to be uniformly asymptotically stable if it is Lyapunov stable and there is a
neighborhood U0 of A such that A attracts U0, that is,
(24.58) d(S(t)U0, A)→ 0, as t→∞.
Suppose we are in the setting of Hypothesis 12.6 (‘Standing Hypothesis A’) with F ∈
CLip(V2β ,W), where 0 ≤ β < 1 and W and V are Banach spaces with V = D(A) and that
u is a solution to (13.5), that is,
(24.59)
∂u
∂t
+Au = F(u(t)), u(0) = u0 ∈ V2β .
In this setting, we define
M ≡M(F) := {u0 ∈ V2β : T (u0,F) =∞},
and for u0 ∈M , we set
(24.60) S(t)u0 ≡ σ(t, u0) := φ(t, u0,F).
According to [316, Sections 4.6.4 and 4.7.5], σ is a semiflow on M .
An equilibrium point (or stationary solution) for the evolutionary equation (24.59) is a point
u0 ∈ D(A), with the property that Au0 = F(u0), that is, ∂u/∂t = 0 and on (0,∞) when u solves
(24.59). See [316, Section 7.1] for further discussion of the local dynamics of an evolutionary
equation near an equilibrium point.
We now end the digression and return to the setting of solutions to gradient systems, keeping
in mind that, in our application to the Yang-Mills gradient flow, our gradient systems can be
given the structure of an evolutionary equation (24.59). We have the following analogue of [190,
Theorem 5.1.2].
Theorem 24.30 (Convergence to a critical point and stability of a ground state). Assume
the hypotheses of Theorem 24.22. Then, for each u0 ∈ Uε, the autonomous Cauchy problem
(24.4) admits a global strong solution u : [0,∞) → Uσ/2, in the sense of Definition 24.4, that
converges in X as t → ∞ to some critical point u∞ ∈ Uσ. The critical point, u∞, satisfies
E (u∞) = E (ϕ). As an equilibrium of (24.4), the point ϕ is Lyapunov stable (see Definition
24.29). If ϕ is isolated or a cluster point of the orbit O(u), then ϕ is uniformly asymptotically
stable (see Definition 24.29).
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Proof. The existence of a global strong solution, u : [0,∞)→ Uσ/2, for each u0 ∈ Uσ follows
from Theorem 24.22.
The fact that a solution u converges to a limit u∞ ∈ X in the sense that ‖u(t)− u∞‖X → 0
as t→∞ and ∫∞1 ‖u˙(t)‖X dt <∞ is also implied Theorem 24.22.
The fact that u∞ is a critical point of E is due to Lemma 27.1.11
The  Lojasiewicz-Simon gradient inequality (Theorem 22.7) and the facts that E ′(ϕ) = 0 and
u∞ ∈ Uσ (in fact, Uσ/2) imply that E (u∞) = E (ϕ).
To prove the Lyapunov stability of ϕ, it suffices to apply Theorem 24.22 for each fixed
ς ∈ (0, σ). Thus, for each ς ∈ (0, σ) Theorem 24.22 implies that there is an ε = ες =
ε(c, C1, T, ϕ, ς, θ) ∈ (0, ς/4) such that for each u0 ∈ Uες , the gradient system (24.4) has a global
solution u such that
‖u(t)− ϕ‖X < ς
2
, ∀ t ≥ 0.
This proves the desired Lyapunov stability of ϕ in the sense of Definition 24.29.
If ϕ is isolated, then u∞ = ϕ; alternatively, if ϕ is a cluster point of O(u), then u∞ = ϕ
just as in the proof of the final assertion of Theorem 24.17. When u∞ = ϕ, uniform asymptotic
stability of ϕ follows from the convergence rate estimate (24.46) for u(t) to u∞, as t→∞, given
in Theorem 24.21. Indeed, the inequality (24.46) and the expression (24.45) for Φ(g(t)) yield
‖u(t) − u∞‖X → 0 as t→∞,
and so ϕ is uniformly asymptotic stable by Definition 24.29. 
Remark 24.31 (On hypotheses for uniform asymptotic stability of ϕ in Theorem 24.30). It
is worth mentioning that, in the setting of the Yang-Mills gradient flow, critical points are rarely
known to be isolated. Huang obtains uniform asymptotic stability of ϕ in his [190, Theorem
5.1.2] under the conditions that, for all sufficiently small r > 0,
inf{‖E ′(u)‖X ′ : u ∈ Uσ and E (u) = r} > 0,(24.61a)
1
α
‖E ′(u)‖X ≥ ‖E ′(u)‖X ′ ≥ α‖E ′(u)‖X , ∀u ∈ U .(24.61b)
However, it is unclear that these conditions can be verified when E is the Yang-Mills energy
functional even when the Banach space, X , in (24.61) is replaced by a Hilbert space, H , so
H ′ ∼= H .
11Compare [272, Theorem 4.2].

CHAPTER 8
Global existence and convergence for Yang-Mills gradient flow
near a local minimum
In this chapter, we derive several consequences of our results thus far when considering the
asymptotic behavior of solutions to Yang-Mills gradient flow near a local minimum of the Yang-
Mills energy functional. These consequences will follow in a straightforward manner from the
general analytical theory that we have established for gradient flow and Yang-Mills gradient flow,
in particular. In a later chapter, we shall consider the extensions of these results that can be
achieved with the aid of an analysis of solutions to a pseudogradient flow, that is, gradient flow plus
a suitably small, time-varying perturbation. In keeping with the pattern of our previous analysis,
we first describe results that are valid for Yang-Mills gradient flow over a closed, Riemannian,
smooth manifold, X, of any dimension d ≥ 2 and then specialize, as needed, to the case of d = 4.
The simplest case to consider is when the Yang-Mills gradient flow, A(t), is started at a
connection, A0, on P that is sufficiently close, in the sense of the usual norm on H
1
A1
(X; Λ1 ⊗
adP ), to a local minimum, say A1, of the Yang-Mills energy functional. In this situation, our
conclusions for global existence, convergence, convergence rate, and stability of solutions to Yang-
Mills gradient flow will follow quickly from the results of Sections 24.7, 24.8, and 24.9. More
complex situations specific to dimension four, involving initial data, A0, with small ‖F+A0‖Lp(X)
or even initial data, A0, with arbitrary energy, E (A0) =
1
2‖FA0‖2L2(X), are treated in later chapters.
25. Energy inequalities and a priori estimates for a variational solution to a linear
heat equation
In order to extend the proof of [293, Lemma 7.3] to the case where dimX = 4 (rather than
2 or 3 as in [293]), we shall require certain a priori estimates for variational solutions to a linear
heat equation. The estimates we require are essentially identified by Simon in [320, pp. 543–544].
We also include some useful extensions due to R˚ade [293]. Estimates for a nonlinear, second-
order, parabolic system are given by Simon in [320, p. 545]. The estimates in Lemmata 25.1 and
25.4 complement those obtained by semigroup methods in Corollary 16.7.
We begin with the following basic energy estimate (compare, for example, [320, p. 543] but
note that our sign convention for the Laplace operator is opposite to Simon’s choice).
Lemma 25.1 (A priori estimate for a solution to a variational solution to a linear heat
equation). Let V be a finite-rank, Riemannian, smooth vector bundle with Riemannian smooth
covariant derivative, ∇, over a closed, Riemannian, smooth manifold, X, of dimension d ≥ 2.
For −∞ < t1 < t2 ≤ ∞, let f1 ∈ L2(t1, t2;H−1(X;V )), and f2 ∈ L1(t1, t2;L2(X;V )). If
u ∈ L2(t1, t2;H1(X;V )) with u˙ ∈ L2(t1, t2;H−1(X;V )),
obeys
(25.1)
(u˙(t), v(t))L2(X;V ) + (∇u(t),∇v(t))L2(X;V )
= (f1(t), v(t))L2(X;V ) + (f2(t), v(t))L2(X;V ), a.e. t ∈ (t1, t2),
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for all v ∈ L2(t1, t2;H1(X;V )), then u satisfies
(25.2)
1
2
√
2
‖u‖L∞(t1,t2;L2(X;V )) +
1
2
‖u‖L2(t1,t2;H1(X;V ))
≤ ‖u(t1)‖L2(X;V ) +
√
2‖u‖L2(t1,t2;L2(X;V ))
+ ‖f1‖L2(t1,t2;H−1(X;V )) +
√
2‖f2‖L1(t1,t2;L2(X;V )).
If |t2 − t1| ≤ 1/8, then
(25.3)
1
4
‖u‖L∞(t1,t2;L2(X;V )) +
1
2
‖u‖L2(t1,t2;H1(X;V ))
≤ ‖u(t1)‖L2(X;V ) + ‖f1‖L2(t1,t2;H−1(X;V )) +
√
2‖f2‖L1(t1,t2;L2(X;V )).
If |t2 − t1| <∞, then there is a positive constant, C = C(t2 − t1), such that
(25.4)
‖u‖L∞(t1,t2;L2(X;V )) + ‖u‖L2(t1,t2;H1(X;V ))
≤ C (‖u(t1)‖L2(X;V ) + ‖f1‖L2(t1,t2;H−1(X;V )) + ‖f2‖L1(t1,t2;L2(X;V ))) .
Proof. By analogy with [128, Theorem 5.9.3] in the scalar case, we have u ∈ C([t1, t2];L2(X;V )).
By choosing v = u and substituting (by analogy with [128, Theorem 5.9.3] in the scalar case),
d
dt
‖u(t)‖2L2(X;V ) = 2(u(t), u˙(t))L2(X;V ), a.e. t ∈ (t1, t2),
into (25.1) to give
d
dt
‖u(t)‖2L2(X;V ) + 2‖∇u(t)‖2L2(X;V ) = 2(f1(t), u(t))L2(X;V ) + 2(f2(t), u(t))L2(X;V ),
and integrating over [t1, τ ], where τ ∈ [t1, t2], one finds that (compare [320, p. 543])
‖u(τ)‖2L2(X;V ) − ‖u(t1)‖2L2(X;V ) + 2
∫ τ
t1
‖∇u(t)‖2L2(X;V ) dt
= 2
∫ τ
t1
(f1(t), u(t))L2(X;V ) dt+ 2
∫ τ
t1
(f2(t), u(t))L2(X;V ) dt
≤ 2
∫ t2
t1
‖f1(t)‖H−1(X;V )‖u(t)‖H1(X;V ) dt+ 2 sup
t∈[t1,t2]
‖u(t)‖L2(X;V )
∫ t2
t1
‖f2(t)‖L2(X;V ) dt
≤
∫ t2
t1
‖f1(t)‖2H−1(X;V ) dt+
∫ t2
t1
‖u(t)‖2H1(X;V ) dt+
1
2
sup
t∈[t1,t2]
‖u(t)‖2L2(X;V )
+ 2
(∫ t2
t1
‖f2(t)‖L2(X;V ) dt
)2
, ∀ τ ∈ [t1, t2].
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Thus, using ‖u(t)‖2H1(X;V ) = ‖u(t)‖2L2(X;V )+‖∇u(t)‖2L2(X;V ), taking the supremum over τ ∈ [t1, t2]
on the left-hand side, and rearranging, we see that
1
2
sup
t∈[t1,t2]
‖u(t)‖2L2(X;V ) +
∫ t2
t1
‖∇u(t)‖2L2(X;V ) dt
≤ ‖u(t1)‖2L2(X;V ) +
∫ t2
t1
‖f1(t)‖2H−1(X;V ) dt+
∫ t2
t1
‖u(t)‖2L2(X;V ) dt
+ 2
(∫ t2
t1
‖f2(t)‖L2(X;V ) dt
)2
.
Therefore, adding
∫ t2
t1
‖u(t)‖2L2(X;V ) dt to both sides yields the inequality,
(25.5)
1
2
sup
t∈[t1,t2]
‖u(t)‖2L2(X;V ) +
∫ t2
t1
‖u(t)‖2H1(X;V ) dt
≤ ‖u(t1)‖2L2(X;V ) + 2
∫ t2
t1
‖u(t)‖2L2(X;V ) dt
+
∫ t2
t1
‖f1(t)‖2H−1(X;V ) dt+ 2
(∫ t2
t1
‖f2(t)‖L2(X;V ) dt
)2
.
By taking square roots and using 12(a + b) ≤ (a2 + b2)1/2 ≤ a + b (for a, b ≥ 0), we obtain the
desired inequality (25.2) from (25.5).
Provided |t2 − t1| ≤ 1/8, we have∫ t2
t1
‖u(t)‖2L2(X;V ) dt ≤
1
8
sup
t∈[t1,t2]
‖u(t)‖2L2(X;V ),
and we obtain the following extension of [320, Equation (4.1)],
(25.6)
1
4
sup
t∈[t1,t2]
‖u(t)‖2L2(X;V ) +
∫ t2
t1
‖u(t)‖2H1(X;V ) dt
≤ ‖u(t1)‖2L2(X;V ) +
∫ t2
t1
‖f1(t)‖2H−1(X;V ) dt+ 2
(∫ t2
t1
‖f2(t)‖L2(X;V ) dt
)2
.
By writing the a priori estimate (25.6) more succinctly,
1
4
‖u‖2L∞(t1,t2;L2(X;V )) + ‖u‖2L2(t1,t2;H1(X;V ))
≤ ‖u(t1)‖2L2(X;V ) + ‖f1‖2L2(t1,t2;H−1(X;V )) + 2‖f2‖2L1(t1,t2;L2(X;V )),
and taking square roots and using 12(a + b) ≤ (a2 + b2)1/2 ≤ a + b (for a, b ≥ 0), we obtain the
desired inequality (25.3).
More generally, provided only |t2 − t1| <∞ and partitioning the interval [t1, t2] into k subin-
tervals [sj , sj+1] of length at most 1/8, for 1 ≤ j ≤ k, where t1 = s1 < s2 < · · · < sk < sk+1 = t2,
and using
(25.7)
1
k
(a1 + · · · + ak) ≤ (a21 + · · ·+ a2k)1/2 ≤ a1 + · · ·+ ak (with aj ≥ 0 for 1 ≤ j ≤ k),
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we see that, via [t1, t2] = ∪kj=1[sj, sj+1] = [s1, sk+1],
1
4
‖u‖L∞(t1,t2;L2(X;V )) +
1
2
‖u‖L2(t1,t2;H1(X;V ))
≤
k∑
j=1
(
1
4
‖u‖L∞(sj ,sj+1;L2(X;V )) +
1
2
‖u‖L2(sj ,sj+1;H1(X;V ))
)
≤
k∑
j=1
(
‖u(sj)‖L2(X;V ) + ‖f1‖L2(sj ,sj+1;H−1(X;V )) +
√
2‖f2‖L1(sj ,sj+1;L2(X;V ))
)
≤ k‖f1‖L2(s1,sk+1;H−1(X;V )) +
√
2‖f2‖L1(s1,sk+1;L2(X;V )) +
k∑
j=1
‖u(sj)‖L2(X;V ),
and so
(25.8)
1
4
‖u‖L∞(t1,t2;L2(X;V )) +
1
2
‖u‖L2(t1,t2;H1(X;V ))
≤ k‖f1‖L2(t1,t2;H−1(X;V )) +
√
2‖f2‖L1(s1,sk+1;L2(X;V )) +
k∑
j=1
‖u(sj)‖L2(X;V ).
On the other hand, for 2 ≤ j ≤ k, the inequality (25.3) gives
‖u(sj)‖L2(X;V ) ≤ ‖u‖L∞(sj−1,sj ;L2(X;V ))
≤ 4
(
‖u(sj−1)‖L2(X;V ) + ‖f1‖L2(sj−1,sj ;H−1(X;V )) +
√
2‖f2‖L1(sj−1,sj ;L2(X;V ))
)
,
and thus, by induction on j ≥ 2 and using
j∑
i=2
‖f1‖L2(si−1,si;H−1(X;V )) ≤ (j − 1)‖f1‖L2(s1,sj ;H−1(X;V )),
we obtain
‖u(sj)‖L2(X;V ) ≤ 4j−1
(
‖u(s1)‖L2(X;V ) + (j − 1)‖f1‖L2(s1,sj ;H−1(X;V ))
+
√
2‖f2‖L1(s1,sj ;L2(X;V ))
)
, 2 ≤ j ≤ k.
Thus,
k∑
j=2
‖u(sj)‖L2(X;V ) ≤ 4k−1(k − 1)
(‖u(s1)‖L2(X;V ) + (k − 1)‖f1‖L2(s1,sk;H−1(X;V ))
+
√
2‖f2‖L1(s1,sk;L2(X;V ))
)
.
Combining the preceding bound with (25.8) gives
1
4
‖u‖L∞(t1,t2;L2(X;V )) +
1
2
‖u‖L2(t1,t2;H1(X;V ))
≤
(
k + 4k−1(k − 1)2
)
‖f1‖L2(s1,sk+1;H−1(X;V ))
+
√
2
(
1 + 4k−1(k − 1)
)
‖f2‖L1(s1,sk+1;L2(X;V )) +
(
1 + 4k−1(k − 1)
)
‖u(s1)‖L2(X;V ).
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But [t1, t2] = ∪kj=1[sj , sj+1] and we may assume without loss of generality that |sj+1−sj| = 1/8 for
1 ≤ j ≤ k, so |t2−t1| = k/8 and the conclusion (25.4) follows for some constant C = C(t2−t1). 
Remark 25.2 (Alternative proofs of Lemma 25.1 and related results). When f2 = 0, the a
priori estimate (25.4) can be compared with that provided by [128, Theorem 7.1.2 and Equation
(7.1.20)] for the scalar parabolic equation over a bounded cylinder, (t1, t2)×U with U ⊂ Rd, and
proved using the differential form of Gronwall’s Inequality [127, Appendix B.2 (j)].
When f2 = 0, the inequalities (25.3) and (25.4) also follow (with different constants) from
the a priori estimates (16.12a) and (16.12b) in Corollary 16.7, though the latter inequalities
are stronger since they hold for an unbounded time interval and universal numerical constants
independent of the interval length.
Remark 25.3 (Application of Lemma 25.1). We shall use the a priori estimate (25.3) in
place of R˚ade’s [293, Inequalities (11.3) and (11.4)] in our proof of our version, Lemma 26.2 (for
dimX = 4) in the sequel, of his [293, Lemma 7.3] (for dimX = 2 or 3).
Lemma 25.4 (A priori estimate for the time derivative of a variational solution to a linear
heat equation). Assume the hypotheses of Lemma 25.1, except for the conditions on t1, t2 and
f1, f2. Then the following hold.
(1) If −∞ ≤ t1 < t2 ≤ ∞ and f1 ∈ L1(t1, t2;H−1(X;V )) and f2 ∈ L1(t1, t2;L2(X;V )), then
(25.9) ‖u˙‖L1(t1,t2;H−1(X;V )) ≤ ‖u‖L1(t1,t2;H1(X;V )) + ‖f1‖L1(t1,t2;H−1(X;V ))
+ ‖f2‖L1(t1,t2;L2(X;V )).
(2) If −∞ ≤ t1 < t2 ≤ ∞ and f1 ∈ L2(t1, t2;H−1(X;V )) and f2 ∈ L2(t1, t2;L2(X;V )), then
(25.10)
1√
3
‖u˙‖L2(t1,t2;H−1(X;V )) ≤ ‖u‖L2(t1,t2;H1(X;V )) + ‖f1‖L2(t1,t2;H−1(X;V ))
+ ‖f2‖L2(t1,t2;L2(X;V )).
(3) If |t2 − t1| <∞ and f1 ∈ L2(t1, t2;H−1(X;V )) and f2 ∈ L1(t1, t2;L2(X;V )), then there
is a positive constant, C = C(t2 − t1), such that
(25.11) ‖u˙‖L1(t1,t2;H−1(X;V ))
≤ C (‖u(t1)‖L2(X;V ) + ‖f1‖L2(t1,t2;H−1(X;V )) + ‖f2‖L1(t1,t2;L2(X;V ))) .
Proof. Returning to (25.1) and choosing v to be constant on [t1, t2] with ‖v‖H1(X;V ) ≤ 1,
we obtain, for a.e. t ∈ (t1, t2),∣∣(u˙(t), v)L2(X;V )∣∣ ≤ ‖∇u(t)‖L2(X;V )‖∇v‖L2(X;V ) + ‖f1(t)‖H−1(X;V ))‖v‖H1(X;V ))
+ ‖f2(t)‖L2(X;V )‖v‖L2(X;V ),
and thus
(25.12) ‖u˙(t)‖H−1(X;V ) ≤ ‖u(t)‖H1(X;V ) + ‖f1(t)‖H−1(X;V )) + ‖f2(t)‖L2(X;V ).
Integration over [t1, t2] yields (25.9). If |t2 − t1| <∞, then
‖u‖L1(t1,t2;H1(X;V )) ≤ |t2 − t1|1/2‖u‖L2(t1,t2;H1(X;V )),
‖f1‖L1(t1,t2;H−1(X;V )) ≤ |t2 − t1|1/2‖f1‖L2(t1,t2;H−1(X;V )).
Combining the preceding inequalities with (25.4) yields (25.11).
When f1 ∈ L2(t1, t2;H−1(X;V )) and f2 ∈ L2(t1, t2;L2(X;V )), then (25.12) also leads to
(25.10) using (25.7). 
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Remark 25.5 (Alternative proofs of Lemma 25.4 and related results). When f2 = 0, the a
priori estimate (25.11) corresponds to [128, Equation (7.1.20)] in the case of a scalar parabolic
equation over a bounded cylinder, (t1, t2) × U with U ⊂ Rd, and proved using the differential
form of Gronwall’s Inequality [127, Appendix B.2 (j)]. When f2 = 0, the inequality (25.11) also
follows (with different constants) from the a priori estimate (16.13) in Corollary 16.7.
Remark 25.6 (Differential form of Gronwall’s inequality). It is convenient at this point
to recall the differential form of Gronwall’s Inequality [128, Appendix B.2 (j)]. Let η(t) be
a nonnegative, absolutely continuous function on [0, T ], which satisfies for a.e. t ∈ (0, T ) the
differential inequality
(25.13) η˙(t) ≤ φ(t)η(t) + ψ(t),
where φ(t) and ψ(t) are nonnegative, summable functions on [0, T ]. Then
(25.14) η(t) ≤
(
η(0) +
∫ t
0
ψ(s) ds
)
exp
(∫ t
0
φ(s) ds
)
,
for all 0 < t < T .
26. A priori estimates for lengths of Yang-Mills gradient-like flow lines
In this section, we develop two extensions to R˚ade’s key a priori L1-in-time interior estimate
for a solution to Yang-Mills gradient flow [293, Lemma 7.3], by relaxing the conditions on both
the dimension, d, of the base manifold, X, and the spatial regularity of the solution. We develop
a similar generalization of R˚ade’s [293, Lemma 8.1].
26.1. A generalization of R˚ade’s Lemma 7.3. In this subsection, we shall prove a gen-
eralization of [293, Lemma 7.3], when X has dimension d obeying 2 ≤ d ≤ 4 rather than d = 2 or
3, and extending from consideration of Yang-Mills gradient flow to Yang-Mills gradient-like flow
by allowing a possibly non-zero perturbation term, R(t), on the right-hand side.
In preparation for the proof of Lemma 26.2, it is useful to recall the following fact noted in
[115, p. 235], reminiscent of the better-known identities, dAdA = FA [115, Equation (2.1.3)]
or dAFA = 0 [115, Equation (2.1.21)], when A is a connection on a principal G-bundle with
curvature FA.
Lemma 26.1. [115, p. 235] [281, p. 577] Let G be a Lie group and P a principal G-bundle
over a Riemannian, smooth manifold, X, of dimension d with d ≥ 2. If A is a C∞ connection
on P with curvature FA ∈ Ω2(X; adP ), then
(26.1) d∗Ad
∗
AFA = 0.
Proof. We include the proof provided in [115, p. 235] for the sake of completeness. (See
also [281, p. 577].) We have
d∗Ad
∗
AFA = (dAdA)
∗FA = F ∗AFA = {FA, FA},
where {, } denotes the tensor product of the symmetric inner product on two-forms and the
skew symmetric bracket on the Lie algebra of G. Thus, {·, ·} is skew symmetric and therefore
d∗Ad
∗
AFA = 0. 
Lemma 26.2 (An a priori L1-in-time interior estimate for a solution to Yang-Mills gradien-
t-like flow). Let G be a compact Lie group and P a principal G-bundle over a closed, connected,
orientable, smooth manifold, X, of dimension d with 2 ≤ d ≤ 4 and Riemannian metric, g. Let A1
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be a reference connection of class1 C∞ on P . Then there are positive constants, C = C(A1, d, g)
and ε1 = ε1(A1, d, g) ∈ (0, 1], such that if A(t) is a strong solution to the Yang-Mills gradient-like
flow on P over an interval (S, T ),
(26.2) A˙ = −d∗AFA +R a.e. on (S, T )×X,
for a source term, R, satisfying
R ∈ L1loc(S, T ;L∞(X; Λ1 ⊗ adP )) ∩ L1loc(S, T ;H2A1(X; Λ1 ⊗ adP ))
∩W 1,1loc (S, T ;L2(X; Λ1 ⊗ adP )),
and regularity,
A−A1 ∈ L1loc(S, T ;H4A1(X; Λ1 ⊗ adP )) ∩W 1,2loc (S, T ;H1A1(X; Λ1 ⊗ adP ))
∩W 1,1loc (S, T ;H2A1(X; Λ1 ⊗ adP )) ∩W 2,1loc (S, T ;L2(X; Λ1 ⊗ adP )),
where S ∈ R and δ ∈ (0, 1/16] and T obey S + 2δ ≤ T ≤ ∞, and
(26.3) ‖A(t)−A1‖H1A1 (X) ≤ ε1 ∀ t ∈ (S, T ),
then
(26.4)
∫ T
S+δ
‖A˙(t)‖H1A1 (X) dt ≤ C(1 + δ
−1/2)
∫ T
S
‖A˙(t)‖L2(X) dt
+C
√
δ
∫ T
S+δ/2
(
‖R(t)‖H2A1 (X) + ‖R(t)‖L∞(X) + ‖R˙‖L2(X)
)
dt.
Remark 26.3 (On the choice of connection, A1, in Lemma 26.2). In R˚ade’s statement of
his [293, Lemma 7.3], he assumes that the connection A1 in the expression A(t) − A1 in (26.3)
(denoted A∞ in [293, Lemma 7.3]) is Yang-Mills but an examination of his proof reveals that
this hypothesis is never used. We may choose any C∞ connection, A∞, to define a difference,
a(t) = A(t) − A∞, in the proof of Lemma 26.2 and a different C∞ connection, A1, to define a
norm for the Sobolev space, H1A1(X; Λ
1 ⊗ adP ) (that choice is suppressed in the statement of
[293, Lemma 7.3]). R˚ade’s assumption that his connection, A∞, is Yang-Mills is made only for
the sake of notational consistency with the statement of his version [293, Proposition 7.2] of the
 Lojasiewicz-Simon inequality, which does require a Yang-Mills connection. In our application of
Lemma 26.2, just as in [293], we will need to assume that the hypothesis (26.3) holds when A1 in
the expression A(t)−A1 in (26.3) is a Yang-Mills connection, although the Sobolev norms defined
by A1 appearing in Lemma 26.2 could be replaced by equivalent norms defined by a different C
∞
reference connection, Aref.
Proof. We may assume without loss of generality that S = 0. The solution, A(t) to the Yang-
Mills gradient-like flow (26.2) satisfies the estimate (26.3) on for all t ∈ [0, T ] and in particular
for all t ∈ [0, 2t0], for any t0 obeying 0 < 2t0 ≤ T and t0 ≥ δ, that is,
(26.5) ‖A(t)−A1‖H1A1 (X) ≤ ε1 ∀ t ∈ [0, 2t0].
For the remainder of the proof, we assume without loss of generality that t0 = δ.
For A(t) obeying (26.2), we have
∂FA
∂t
= dAA˙ = −dAd∗AFA + dAR (by (26.2)),
1This regularity assumption for A1 is stronger than necessary but simplifies the discussion.
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and so, by the Bianchi identity (30.1), one obtains a gradient-like analogue of the familiar [293,
Equation (4.2)],
(26.6)
∂FA
∂t
= −∆AFA + dAR
where ∆A = dAd
∗
A + d
∗
AdA is the Hodge Laplace operator (16.27) on Ω
2(X; adP ). We seek a
similar parabolic equation for A˙, that is, an equality between ∂A˙/∂t + ∆AA˙ and a source term
involving R˙, spatial derivatives of R, and lower-order spatial derivatives of A˙.
Recalling that (due to [376, Equation (6.2)]),
(26.7) d∗A = (−1)−d(p+1)+1 ∗ dA ∗ on Ωp(X; adP ),
we see that b(t) := A˙(t) obeys the partial differential equation,
b˙ =
∂A˙
∂t
=
∂
∂t
(−d∗AFA +R) (by (26.2))
= −d∗A
∂FA
∂t
− (−1)−3d+1 ∗
[
∂A
∂t
, ∗FA
]
+ R˙
= −d∗AdAA˙+ (−1)−3d ∗ [A˙, ∗FA] + R˙,
and thus, as b = A˙,
(26.8) b˙ = −d∗AdAb+ (−1)−3d ∗ [b, ∗FA] + R˙.
Recalling that ∆A = d
∗
AdA + dAd
∗
A denotes the covariant Hodge Laplace operator (16.27) on
Ω1(X, adP ), we have
∆Ab = (d
∗
AdA + dAd
∗
A)b
= d∗AdAb+ dAd
∗
A(−d∗AFA +R) (by (26.2))
= d∗AdAb− dAd∗Ad∗AFA + dAd∗AR
= d∗AdAb+ dAd
∗
AR (by (26.1)),
and so
d∗AdAb = ∆Ab− dAd∗AR.
By combining the preceding identity with (26.8), we see that b obeys the parabolic equation,
b˙ = −∆Ab+ (−1)−3d ∗ [b, ∗FA] + dAd∗AR+ R˙ on (0, T ) ×X,
It follows from the Bochner-Weitzenbo¨ck formula (16.28) (compare [293, Equation (2.3)]) and by
absorbing negative signs into the implied definitions of the bilinear operations, ×, that
(26.9) b˙+∇∗A∇Ab = FA × b+Ricg ×b+ dAd∗AR+ R˙ on (0, T ) ×X.
Writing A(t) = A1 + a(t) on (0, T ) ×X and FA = FA1 + dA1a + [a, a], we can formally expand
this equation on (0, T )×X as2
(26.10) b˙+∇∗A1∇A1b = a×∇A1b+∇A1a× b+ a× a× b+ FA1 × b+Ricg ×b
+∇2A1R+ a×∇A1R+∇A1a×R+ a× a×R+ R˙.
2Compare R˚ade’s equation for ∂G/dt+∇∗A∞∇A∞G in [293, page 156], where G = A˙.
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Let η ∈ C∞(R) be a cut-off function with η = 0 on (−∞, t0/2] and η = 1 on [t0,∞) and 0 ≤ η ≤ 1
on R. Then, on (0, T ) ×X,
(26.11)
∂(ηb)
∂t
+∇∗A1∇A1(ηb) = a×∇A1(ηb) +∇A1a× ηb+ a× a× ηb+ FA1 × ηb+Ricg ×ηb
+ η˙b+∇2A1ηR + a×∇A1ηR+∇A1a× ηR+ a× a× ηR + ηR˙.
It follows from (25.3), for t0 ≤ 1/16 (this is permissible because t0 = δ by assumption and
δ ∈ (0, 1/16] by hypothesis) that
(26.12)
‖ηb‖L2(0,2t0;H1A1(X)) ≤ 2
(
‖a×∇A1(ηb)‖L2(0,2t0;H−1A1 (X)) + ‖∇A1a× ηb‖L2(0,2t0;H−1A1 (X))
+ ‖a× a× ηb‖L2(0,2t0;H−1A1 (X))
)
+ 2
√
2
(‖FA1 × ηb‖L1(0,2t0;L2(X))
+ ‖Ricg ×ηb‖L1(0,2t0;L2(X)) + ‖η˙b‖L1(0,2t0;L2(X))
+ ‖∇2A1ηR‖L1(0,2t0;L2(X)) + ‖a×∇A1ηR‖L1(0,2t0;L2(X))
+ ‖∇A1a× ηR‖L1(0,2t0;L2(X)) + ‖a× a× ηR‖L1(0,2t0;L2(X))
+ ‖ηR˙‖L1(0,2t0;L2(X))
)
.
Recall from Lemma 14.3, with k = 0, k1 = k2 = 1, p = p1 = p2 = 2, and 2 ≤ d ≤ 4, that the
following Sobolev multiplication map is continuous, in the case of pointwise multiplication of real
or complex-valued functions,
(26.13) H1(X)× L2(X)→ H−1(X),
and similarly in the case of pointwise tensor product of sections of vector bundles. For the first
term on the right-hand side of (26.12), the Sobolev multiplication result (26.13) (see also the
[293, Appendix]) with Sobolev multiplication constant, C > 0, for 2 ≤ d ≤ 4, implies that
‖a×∇A1(ηb)‖L2(0,2t0;H−1A1 (X)) ≤ C‖a‖L∞(0,2t0;H1A1(X))‖∇A1(ηb)‖L2(0,2t0;L2(X))
≤ Cε1‖ηb‖L2(0,2t0;H1A1(X)) (by (26.5)).
For the second term on the right-hand side of (26.12), we have
‖∇A1a× ηb‖L2(0,2t0;H−1A1 (X)) ≤ C‖∇A1a‖L∞(0,2t0;L2(X))‖ηb‖L2(0,2t0;H1A1(X))
≤ Cε1‖ηb‖L2(0,2t0;H1A1(X)) (by (26.5)).
For the third term on the right-hand side of (26.12), applying in addition the Kato Inequality
(26.18) and the Sobolev embedding [5, Theorem 4.12], H1(X) →֒ L4(X) for 2 ≤ d ≤ 4, we obtain
‖a× a× ηb‖L2(0,2t0;H−1A1 (X)) ≤ C‖a× a‖L∞(0,2t0;L2(X))‖ηb‖L2(0,2t0;H1A1 (X))
≤ C‖a‖2L∞(0,2t0;L4(X))‖ηb‖L2(0,2t0;H1A1 (X))
≤ C‖a‖2L∞(0,2t0;H1A1(X))‖ηb‖L2(0,2t0;H1A1 (X))
≤ Cε21‖ηb‖L2(0,2t0;H1A1(X)) (by (26.5)).
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For the fourth term on the right-hand side of (26.12), we see that
‖FA1 × ηb‖L1(0,2t0;L2(X)) ≤ C‖FA1‖L∞(X)‖ηb‖L1(0,2t0;L2(X))
≤ C‖ηb‖L1(0,2t0;L2(X)),
where C depends on FA1 and g, and similarly for the fifth term on the right-hand side of (26.12),
we find that
‖Ricg ×ηb‖L1(0,2t0;L2(X)) ≤ C‖Ricg ‖L∞(X)‖ηb‖L1(0,2t0;L2(X))
≤ C‖ηb‖L1(0,2t0;L2(X)),
where C depends on g.
For the seventh through tenth terms on the right-hand side of (26.12), we can again exploit
the a priori bound (26.5) and our assumption that 0 < ε1 ≤ 1 to give
‖∇2A1ηR‖L1(0,2t0;L2(X)) + ‖a×∇A1ηR‖L1(0,2t0;L2(X)) + ‖∇A1a× ηR‖L1(0,2t0;L2(X))
+ ‖a× a× ηR‖L1(0,2t0;L2(X))
≤ C (‖∇2A1ηR‖L1(0,2t0;L2(X)) + ‖a‖L∞(0,2t0;L4(X))‖∇A1ηR‖L1(0,2t0;L4(X))
+ ‖∇A1a‖L∞(0,2t0;L2(X))‖ηR‖L1(0,2t0;L∞(X)) + ‖a‖2L∞(0,2t0;L4(X))‖ηR‖L1(0,2t0;L∞(X))
)
≤ C
(
‖ηR‖L1(0,2t0;H2A1(X)) + ‖ηR‖L1(0,2t0;L∞(X))
)
.
By combining the preceding inequalities with (26.12), we obtain
‖ηb‖L2(0,2t0;H1A1(X)) ≤ Cε1‖ηb‖L2(0,2t0;H1A1(X)) + 2
√
2‖η˙b‖L1(0,2t0;L2(X)) + C‖ηb‖L1(0,2t0;L2(X))
+ C
(
‖ηR‖L1(0,2t0;H2A1(X)) + ‖ηR‖L1(0,2t0;L∞(X)) + ‖ηR˙‖L1(0,2t0;L2(X))
)
.
For 0 < ε1 ≤ 1/(2C), rearrangement in the preceding inequality yields
‖ηb‖L2(0,2t0;H1A1(X)) ≤ 4
√
2‖η˙b‖L1(0,2t0;L2(X)) + 2C‖ηb‖L1(0,2t0;L2(X))
+ 2C
(
‖ηR‖L1(0,2t0;H2A1(X)) + ‖ηR‖L1(0,2t0;L∞(X)) + ‖ηR˙‖L1(0,2t0;L2(X))
)
.
We conclude, for |η˙| ≤ 4t−10 on R, that
‖b‖L2(t0,2t0;H1A1(X)) ≤ ‖ηb‖L2(0,2t0;H1A1(X))
≤ 4
√
2‖η˙b‖L1(0,2t0;L2(X)) + 2C‖ηb‖L1(0,2t0;L2(X))
+ 2C
(
‖ηR‖L1(0,2t0;H2A1(X)) + ‖ηR‖L1(0,2t0;L∞(X)) + ‖ηR˙‖L1(0,2t0;L2(X))
)
≤
(
16
√
2 t−10 + 2C
)
‖b‖L1(0,2t0;L2(X))
+ 2C
(
‖R‖L1(t0/2,2t0;H2A1(X)) + ‖R‖L1(t0/2,2t0;L∞(X)) + ‖R˙‖L1(t0/2,2t0;L2(X))
)
.
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Consequently, assuming without loss of generality that 0 < t0 ≤ 1, we have
‖b‖L1(t0,2t0;H1A1(X))
≤ t1/20 ‖b‖L2(t0,2t0;H1A1(X))
≤
(
16
√
2 t
−1/2
0 + 2Ct
1/2
0
)
‖b‖L1(0,2t0;L2(X))
+ 2t
1/2
0 C
(
‖R‖L1(t0/2,2t0;H2A1 (X)) + ‖R‖L1(t0/2,2t0;L∞(X)) + ‖R˙‖L1(t0/2,2t0;L2(X))
)
≤
(
16
√
2 t
−1/2
0 + 2C
)
‖b‖L1(0,2t0;L2(X))
+ 2t
1/2
0 C
(
‖R‖L1(t0/2,2t0;H2A1 (X)) + ‖R‖L1(t0/2,2t0;L∞(X)) + ‖R˙‖L1(t0/2,2t0;L2(X))
)
.
To finish the proof of Lemma 26.2, we divide the interval, [0, T ], into (possibly infinitely many)
subintervals of length t0, and we apply the last inequality on each pair of consecutive subintervals.
In writing the interior a priori estimate (26.4), we recall our assumption that t0 = δ. 
26.2. A generalization of R˚ade’s Lemma 8.1. Next we observe that a slight modification
of the argument in [293], for dimX = 2 or 3 (using a different Sobolev embedding) yields the
following version of [293, Lemma 8.1], with a weaker conclusion valid when dimX = 4 (though
not dimX ≥ 5). R˚ade noted in [293] that estimates similar to that in his [293, Lemma 8.1]
had been obtained by Sadun (for example, see [299, Section 6.2]). We include the details of the
proof for completeness since Lemma 26.4 enhances [293, Lemma 8.1] in several ways. A similar
analysis was outlined in [115, p. 221], but not pursued, presumably due to the much weaker
conclusion one can obtain in general when dimX = 4 has dimension four relative to the case of
dimX = 2 or 3.
To motivate our Lemma 26.4, suppose first that v ∈ C∞([0,∞) ×X; Λ2 ⊗ adP ) is a solution
to a homogeneous linear second-order parabolic equation,
(26.14)
∂v
∂t
+∆A1v = 0 on (0,∞) ×X,
analogous to the a nonlinear second-order parabolic equation (26.21) for FA(t), arising in the
proof of Lemma 26.4, and where A1 is a fixed, C
∞ reference connection on P . The standard a
priori estimates in [128, Theorems 7.1.2 and 7.1.5] for a solution v to a linear, scalar second-
order parabolic equation on a bounded open subset U ⊂ Rd with C∞ boundary, ∂U , and a
homogeneous Dirichlet boundary condition along ∂U , suggests that v should obey the a priori
estimates,
‖v‖L∞(0,T ;L2(X)) + ‖v‖L2(0,T ;H1A1 (X)) + ‖v˙‖L2(0,T ;H−1(X)) ≤ C‖v‖L2(X),(26.15)
‖v‖L∞(0,T ;H1A1(X)) + ‖v‖L2(0,T ;H2A1 (X)) + ‖v˙‖L2(0,T ;L2(X)) ≤ C‖v‖H1A1 (X),(26.16)
‖v‖L∞(0,T ;H2A1 (X)) + ‖v˙‖L2(0,T ;H1A1(X)) + ‖v˙‖L∞(0,T ;L2(X)) ≤ C‖v‖H2A1 (X),(26.17)
for a positive constant C depending on the Riemannian metric g, the time interval length, 0 < T <
∞, and, possibly, the connection, A1, respectively for v with the following minimal regularities,
v ∈ L2(0, T ;H1A1(X; Λ2 ⊗ adP )) ∩ C([0, T ];L2(X; Λ2 ⊗ adP )), v˙ ∈ L2(0, T ;H−1A1 (X; Λ2 ⊗ adP )),
v ∈ L2(0, T ;H2A1(X; Λ2 ⊗ adP )) ∩ C([0, T ;H1A1(X; Λ2 ⊗ adP )) v˙ ∈ L2(0, T ;L2(X; Λ2 ⊗ adP )),
v ∈ C([0, T ];H2A1(X; Λ2 ⊗ adP )), v˙ ∈ L2(0, T ;H1A1(X; Λ2 ⊗ adP )) ∩ C([0, T ;L2(X; Λ2 ⊗ adP )).
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Provided T is sufficiently small, as determined by ‖FA(0)‖L2(X), we shall see in Lemma 26.4
that this is indeed the type of a priori estimate obeyed by FA(t), but with positive constant
C depending only on the Riemannian metric g and independent of A(t) or any fixed reference
connection, A1, on P . We shall use the well-known pointwise Kato Inequality [144, Equation
(6.20)],
(26.18) |d|v|| ≤ |∇v| a.e. on X,
for a section v ∈W 1,p(X;E) of a Hermitian or Riemannian vector bundle, E, over a Riemannian
manifold, X, of dimension d ≥ 2 and covariant derivative, ∇, defined by a compatible connection.
Lemma 26.4 (A priori estimate for the curvature of a solution to Yang-Mills gradient flow).
Let G be a compact Lie group and P a principal G-bundle over a closed, connected, orientable,
smooth manifold, X, of dimension d with 2 ≤ d ≤ 4 and Riemannian metric, g. Then there is a
positive constant, c = c(d, g), such that if A(t) is a solution to the Yang-Mills gradient flow on
(0, T ), in the sense that
A−A1 ∈ L2loc(0, T ;H3A1(X; Λ1 ⊗ adP )),
for a C∞ reference connection, A1, on P , then, for d = 4,
(26.19)
∫ T
0
∫
X
|∇A(t)FA(t)|2 d volg dt
≤ cT
(∫
X
|FA(0)|2 d volg
)3/2
+ c
(∫
X
|FA(0)|2 d volg
)1/2 ∫ T
0
∫
X
|∇A(t)FA(t)|2 d volg dt,
and3, for d = 2 or 3,
(26.20)
∫ T
0
∫
X
|∇A(t)FA(t)|2 d volg dt ≤ cT
((∫
X
|FA(0)|2 d volg
)3
+
∫
X
|FA(0)|2 d volg
)
.
Remark 26.5 (Alternative proofs of Lemma 26.4). The a priori estimates (26.19) and (26.20)
could also be deduced as a consequence of the a priori estimate (25.3) (and its proof) or the a
priori estimates (12.29a) and (12.29b) (and their proofs) in Theorem 12.12 by taking α = 0,
together with the Bochner-Weitzenbo¨ck formula (16.29).
Proof of Lemma 26.4. Recall that ‖FA(t)‖2L2(X) is a non-increasing function of t ≥ 0 when
A(t) is a solution to Yang-Mills gradient flow. (This a general property of gradient flow — see
the proof of Proposition 24.12.) The curvature, FA, satisfies [293, Equation (4.3)] (see also [115,
p. 221] or [331, Equation (11)]), namely
(26.21)
∂FA
∂t
+∆AFA = 0, a.e. on (0, T ) ×X,
where we denote ∆A = dAd
∗
A + d
∗
AdA on Ω
2(X, adP ) here. Using the Bochner-Weitzenbo¨ck
formula (16.29) (compare [293, Equation (2.3)]), the preceding equation can be written
(26.22)
∂FA
∂t
+∇∗A∇AFA = −FA × FA − Riemg ×FA, a.e. on (0, T ) ×X.
3There is a typographical error in R˚ade’s application of the Sobolev embeddingW 1,2(X) →֒ L6(X) when d = 2
or 3, which we correct here, and that explains the discrepancy between the bound (26.20) and that in [293, Lemma
8.1]
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We take the L2 inner product of the preceding equation with FA to give∫ T
0
∫
X
〈
∂FA
∂t
, FA
〉
d volg dt+
∫ T
0
∫
X
〈∇∗A∇AFA, FA〉 d volg dt
= −
∫ T
0
∫
X
〈FA × FA, FA〉 d volg dt−
∫ T
0
∫
X
〈Riemg ×FA, FA〉 d volg dt.
We now integrate by parts over X and use the pointwise identity〈
∂FA
∂t
, FA
〉
=
1
2
∂
∂t
|FA|2, a.e. on (0, T ) ×X,
to get
1
2
∫ T
0
∫
X
∂
∂t
|FA|2 d volg dt+
∫ T
0
∫
X
|∇AFA|2 d volg dt
= −
∫ T
0
∫
X
〈FA × FA, FA〉 d volg dt−
∫ T
0
∫
X
〈Riemg ×FA, FA〉 d volg dt,
and therefore, with c0 denoting a positive constant depending at most on the Riemannian metric,
g, on X,
1
2
∫
X
|FA(T )|2 d volg −1
2
∫
X
|FA(0)|2 d volg +
∫ T
0
∫
X
|∇AFA|2 d volg dt
≤ c0
∫ T
0
∫
X
(|FA|3 + |Riemg ||FA|2) d volg dt.
Thus,∫ T
0
∫
X
|∇AFA|2 d volg dt ≤ 1
2
∫
X
|FA(0)|2 d volg −1
2
∫
X
|FA(T )|2 d volg
+ c0
∫ T
0
∫
X
(|FA|3 + |Riemg ||FA|2) d volg dt
≤ 1
2
∫
X
|FA(0)|2 d volg +c0
∫ T
0
∫
X
(|FA|3 + |Riemg ||FA|2) d volg dt.
Again since
∫
X |FA(t)|2 d volg is a non-increasing function of t ≥ 0, we have∫ T
0
∫
X
|Riemg ||FA|2 d volg dt ≤ c1T
∫
X
|FA(0)|2 d volg,
where c1 is a positive constant depending at most on the Riemannian metric, g, on X.
We estimate the cubic term by applying the Cauchy-Schwarz inequality to |FA|3 = |FA||FA|2
and the Kato Inequality (26.18) to give |∇|FA|| ≤ |∇AFA| (a.e. on X). Suppose first that d = 4,
so the Sobolev embedding W 1,2(X;R) →֒ L4(X;R) [5, Theorem 4.12] with Sobolev embedding
constant c2, depending at most on the Riemannian metric, g, on X, yields(∫
X
|f |4 d volg
)1/4
≤ c2
(∫
X
(|∇f |2 + |f |2) d volg
)1/2
, ∀ f ∈W 1,2(X;R).
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Then we get∫ T
0
∫
X
|FA|3 d volg dt
≤
∫ T
0
(∫
X
|FA|2 d volg
)1/2(∫
X
|FA|4 d volg
)1/2
dt
≤ c22
∫ T
0
(∫
X
|FA|2 d volg
)1/2(∫
X
(|FA|2 + |∇|FA||2) d volg) dt
≤ c22
(∫
X
|FA(0)|2 d volg
)1/2(
T
∫
X
|FA(0)|2 d volg +
∫ T
0
∫
X
|∇AFA|2 d volg dt
)
= c22T
(∫
X
|FA(0)|2 d volg
)3/2
+ c22
(∫
X
|FA(0)|2 d volg
)1/2 ∫ T
0
∫
X
|∇AFA|2 d volg dt.
For d = 4, the conclusion now follows by combining the preceding inequalities.
For the case d = 2 or 3, we may use the Sobolev embedding W 1,2(X;R) →֒ L6(X;R) [5,
Theorem 4.12] with Sobolev embedding constant c3, depending at most on the Riemannian metric,
g, on X, to give(∫
X
|f |6 d volg
)1/6
≤ c3
(∫
X
(|∇f |2 + |f |2) d volg
)1/2
, ∀ f ∈W 1,2(X;R).
Then, applying the Ho¨lder inequality with exponents p = 4/3 and q = 4 to |FA|3 = |FA|3/2|FA|3/2,∫
X
|FA|3/2|FA|3/2 d volg ≤
(∫
X
|FA|2 d volg
)3/4(∫
X
|FA|6 d volg
)1/4
,
we get ∫ T
0
∫
X
|FA|3 d volg dt ≤
∫ T
0
(∫
X
|FA|2 d volg
)3/4(∫
X
|FA|6 d volg
)1/4
dt.
We now apply Young’s Inequality [149, Equation (7.5)], ab ≤ ap/p + bq/q with a, b > 0 and
1/p + 1/q = 1, thus q = 4/3 and p = 4, to give(∫
X
|FA|2 d volg
)3/4 (∫
X
|FA|6 d volg
)1/4
≤ 1
4ε4
(∫
X
|FA|2 d volg
)3
+
3ε4/3
4
(∫
X
|FA|6 d volg
)1/3
.
Hence,∫ T
0
∫
X
|FA|3 d volg dt
≤ 1
4ε4
∫ T
0
(∫
X
|FA|2 d volg
)3
dt+
3ε4/3
4
∫ T
0
(∫
X
|FA|6 d volg
)1/3
dt
≤ 1
4ε4
∫ T
0
(∫
X
|FA|2 d volg
)3
dt+
3ε4/3
4
∫ T
0
(|FA|2 + |∇|FA||2) d volg dt
≤ 1
4ε4
T
(∫
X
|FA(0|2 d volg
)3
+
3ε4/3
4
(
T
∫
X
|FA(0|2 d volg +
∫ T
0
∫
X
|∇AFA|2 d volg dt
)
.
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For d = 2 or 3, the conclusion now follows by combining the preceding inequalities and rearrange-
ment. 
Lemma 26.4 provides a good illustration of the impact of the dimension, d, of the base
manifold, X, on the available strength of integral-norm bounds on the curvature, FA(t), for a
solution, A(t), to Yang-Mills gradient flow. For example, when d = 2 or 3, the a priori estimate
(26.23) below can be used to show that bubbling cannot occur, irrespective of the energy of the
initial connection, A(0), whereas when d = 4, the a priori estimate (26.24) below can only be
used to show that bubbling cannot occur when the energy of the initial connection, A(0), is
sufficiently small.
Corollary 26.6 (A priori estimate for the curvature of a solution to Yang-Mills gradient
flow). Assume the hypotheses of Lemma 26.4. If d = 2 or 3, then there is a positive constant c,
depending at most on the Riemannian metric, g, on X, such that
(26.23) ‖FA‖L2(0,T ;L6(X)) ≤ c
√
T
(
‖FA(0)‖3L2(X) + ‖FA(0)‖L2(X)
)
.
If d = 4, then there are positive constants c and ε, depending at most on the Riemannian metric,
g, on X, with the following significance: If ‖FA(0)‖L2(X) < ε, then
(26.24) ‖FA‖L2(0,T ;L4(X)) ≤ c
√
T‖FA(0)‖3/2L2(X).
Proof. The estimate (26.23) follows from (26.20) in Lemma 26.4, the Kato Inequality, and
the Sobolev embeddingW 1,2(X;R) →֒ L6(X). Similarly, the estimate (26.24) follows from (26.19)
in Lemma 26.4, the Kato Inequality, and the Sobolev embedding W 1,2(X;R) →֒ L4(X). 
26.3. An alternative to Lemma 26.2 via Lemma 17.8. By employing Sobolev spaces
with fractional derivative index, we can apply Lemma 17.8 to give a result which complements
Lemma 26.2; see Remark 26.3 for a discussion of the two roles played by the connection, A1, in
the statement of Lemma 26.7.
Lemma 26.7 (An a priori L1-in-time interior estimate for a solution to Yang-Mills gradien-
t-like flow). Let G be a compact Lie group and P a principal G-bundle over a closed, connected,
orientable, smooth manifold, X, of dimension d with 2 ≤ d ≤ 5 and Riemannian metric, g. Let
A1 be a reference connection of class C
∞ on P and β ∈ [1/4 + d/8, 1). Then there are positive
constants, C = C(A1, d, g, β) and ε1 = ε1(A1, d, g, β), such that if A(t) is a strong solution to a
Yang-Mills gradient-like flow (26.2) on P over an interval (S, T ), with regularity,
A−A1 ∈ C((S, T );H1A1(X; Λ1 ⊗ adP )) ∩W 1,1loc (S, T ;H2βA1(X; Λ1 ⊗ adP )),
where S ∈ R and δ > 0 and T obey S + 2δ ≤ T ≤ ∞, and
(26.25) ‖A(t)−A1‖H2βA1 (X) ≤ ε1 ∀ t ∈ (S, T ),
then
(26.26)
∫ T
S+δ
‖A˙‖
H2βA1
(X)
dt ≤ C(1 + δ−1)
∫ T
S
‖A˙‖L2(X) dt
+ C
∫ T
S+δ/2
(
‖R(t)‖H2A1 (X) + ‖R(t)‖L∞(X) + ‖R˙(t)‖L2(X)
)
dt.
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Proof. Write a(t) = A(t)−A1 and b(t) = A˙(t) as in the proof of Lemma 26.2. Adding b to
both sides of the evolution equation (26.10) yields the following identity on (S, T )×X,
(26.27) b˙+
(∇∗A1∇A1 + 1) b
= a×∇A1b+∇A1a× b+ a× a× b+ FA1 × b+Ricg ×b+ b
+∇2A1R+ a×∇A1R+∇A1a×R+ a× a×R+ R˙.
Recall that the realization A = A2 of A = ∇∗A1∇A1 + 1 on W = L2(X; Λ1 ⊗ adP ) is a positive,
sectorial operator, that is, A satisfies Hypothesis 12.6 by the discussion in Section 17.2 and that
V2 = H2A1(X; Λ1 ⊗ adP ).
We aim first to apply Lemma 17.8 to the nonlinear evolution equation (26.27) for b, so we
check its hypotheses for the nonlinearity, that is
(26.28) F(a; b) := a×∇A1b+∇A1a× b+ a× a× b+ FA1 × b+Ricg ×b+ b
+∇2A1R+ a×∇A1R+∇A1a×R+ a× a×R+ R˙.
so that, in the notation of Lemma 17.8,
f0 = ∇2A1R+ a×∇A1R+∇A1a×R+ a× a×R+ R˙,(26.29a)
F1(b) = FA1 × b+Ricg ×b+ b,(26.29b)
F2(a; b) = a×∇A1b+∇A1a× b+ a× a× b.(26.29c)
We observe that Lemma 14.7 yields a continuous Sobolev multiplication map,
H2β−1(X) ×H2β(X)→ L2(X),
provided 2β − 1 ≥ 0, that is, β ≥ 1/2, and 2β < d, and
(2β − 1− d/2) + (2β − d/2) ≥ 0− d/2,
and thus, 4β ≥ 1+d/2, that is, β ≥ 1/4+d/8; in other words, noting that d ≥ 2, we must restrict
to β ∈ [1/4 + d/8, 1). Similarly, Lemma 14.8 yields a continuous Sobolev multiplication map
H2β(X) ×H2β(X)×H2β(X)→ L2(X),
provided β ≥ 0 and 2β < d, and
(2β − d/2) + (2β − d/2) + (2β − d/2) ≥ 0− d/2,
and thus, 6β ≥ d, that is, β ≥ d/6; in other words, we must restrict to β ∈ [d/6, 1). Consequently,
for both quadratic and cubic Sobolev multiplication maps to be continuous, β and d must obey
1/4 + d/8 ≤ β < 1, with 2 ≤ d ≤ 5,
since 1/4 + d/8 ≥ d/6 for 2 ≤ d ≤ 6 and we must already restrict β ∈ [1/2, 1).
With those conditions on β and d understood, we have
‖∇A1a× b‖L2(X) ≤ C‖∇A1a‖H2β−1A1 (X)‖b‖H2βA1 (X)
≤ C‖a‖
H2βA1
(X)
‖b‖
H2βA1
(X)
,
and
‖a×∇A1b‖L2(X) ≤ C‖a‖H2βA1 (X)‖∇A1b‖H2β−1A1 (X)
≤ C‖a‖
H2βA1
(X)
‖b‖
H2βA1
(X)
,
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and
‖a× a× b‖L2(X) ≤ C‖a‖2H2βA1 (X)
‖b‖
H2βA1
(X)
.
By definition of F1(b) we have,
‖F1(b)‖L2(X) ≤ K‖b‖L2(X), for b ∈ L2(X; Λ1 ⊗ adP ),
where
K := c
(
1 + ‖FA1‖C(X) + ‖Ricg ‖C(X)
)
,
and similarly, by definition of F2(a; b), we see that
‖F2(a; b)‖L2(X) ≤ c‖a‖H2βA1 (X)
(
1 + ‖a‖
H2βA1
(X)
)
‖b‖
H2βA1
(X)
, for b ∈ H2βA1(X; Λ1 ⊗ adP ).
Consequently, if we choose ε1 > 0 small enough to ensure that cε1(1 + ε1) ≤ ε, where ε > 0 is
the constant in the hypotheses of Lemma 17.8, the a priori estimate,
(26.30)
∫ T
S
‖b(t)‖
H2βA1
(X)
dt ≤ C
(
‖b(S)‖L2(X) +
∫ T
S
‖f0(t)‖L2(X) dt+
∫ T
S
‖b(t)‖L2(X) dt
)
.
follows from the abstract version (17.42) withW = L2(X; Λ1⊗adP ) and V2 = H2A1(X; Λ1⊗adP ).
(It is clear from the proof of Lemma 17.8 that the regularity requirement on the mild solution u
in its hypotheses can be relaxed.)
In order to remove the dependency on the initial data, b(S), and convert (26.30) to an a
priori interior estimate, we proceed similarly to the proof of Lemma 26.2, and introduce a cut-off
function, η ∈ C∞(R) with η = 0 on (−∞, δ/2] and η = 1 on [δ,∞) and 0 ≤ η ≤ 1 on R and
|η˙| ≤ 4/δ on R. We now consider the augmented version of the nonlinear evolution equation
(26.11) on (S, T )×X, namely,
(26.31)
∂(ηb)
∂t
+
(∇∗A1∇A1 + 1) (ηb)
= a×∇A1(ηb) +∇A1a× ηb+ a× a× ηb
+ FA1 × ηb+Ricg ×ηb+ ηb+ η˙b
+∇2A1ηR + a×∇A1ηR+∇A1a× ηR+ a× a× ηR + ηR˙.
Proceeding exactly as in the case of the nonlinear evolution equation (26.27) for b, we have
‖F1(ηb) + η˙b‖L2(X) ≤
(
K + δ−1
) ‖b‖L2(X),
‖F2(a; ηb)‖L2(X) ≤ ε‖ηb‖H2βA1 (X).
Therefore,∫ T
S+δ
‖b(t)‖
H2βA1
(X)
dt ≤
∫ T
S
‖ηb(t)‖
H2βA1
(X)
dt
≤ C(1 + δ−1)
∫ T
S
‖b(t)‖L2(X) dt+ C
∫ T
S
‖ηf0(t)‖L2(X) dt (by Lemma 17.8).
It remains to bound ‖f0(t)‖L2(X) in terms of norms of R. From the expression (26.29a) for f0, our
hypothesis (26.25) that ‖a(t)‖
H2βA1
(X)
≤ ε1 for all t ∈ (S, T ), with ε1 ∈ (0, 1] and β ∈ [1/4+d/8, 1)
276 8. YANG-MILLS GRADIENT FLOW NEAR A LOCAL MINIMUM
and so 2β ≥ 1, and the Kato Inequality (26.18), we have
‖f0(t)‖L2(X) ≤ C
(‖∇2A1R(t)‖L2(X) + ‖a(t)‖L4(X)‖∇A1R(t)‖L4(X)
+ ‖∇A1a(t)‖L2(X)‖R(t)‖L∞(X) + ‖a(t)‖2L4(X)‖R(t)‖L∞(X) + ‖R˙(t)‖L2(X)
)
≤ C
(
‖R(t)‖H2A1 (X) + ‖R(t)‖L∞(X) + ‖R˙(t)‖L2(X)
)
,
where C is a positive constant depending at most on A1 and g. Combining the preceding in-
equalities yields (26.26), recalling that b = A˙ and η(t) = 0 for all t ∈ [S, S + δ/2]. 
26.4. Higher-order a priori estimates for lengths of Yang-Mills gradient flow
lines over manifolds of arbitrary dimension. In Section 26.1, we established Lemma 26.2, a
generalization of R˚ade’s key a priori L1-in-time interior estimate [293, Lemma 7.3] for a solution
to Yang-Mills gradient flow [293, Lemma 7.3] from the case of manifolds of dimension d = 2
or 3 to allow d = 4 and Yang-Mills gradient-like rather than pure gradient flow. Section 26.3
contained a further generalization, Lemma 26.7, now allowing d = 5 and replacing the Sobolev
space H1A1(X; Λ
1 ⊗ adP ) by H2βA1(X; Λ1 ⊗ adP ), with β ∈ [1/4 + d/8, 1) (the implicit constraint
on d here allows 2 ≤ d ≤ 5 but not d ≥ 6). However, to remove the constraint d ≤ 5, we need to
replace H1A1(X; Λ
1 ⊗ adP ) by W 1,pA1 (X; Λ1 ⊗ adP ) for suitably large p depending on d ≥ 2.
The proof of Lemma 26.7 relied the abstract Lemma 17.8 and we now apply Lemma 17.8,
together with finite Moser iteration and the Sobolev Embedding Theorem, to obtain a priori
estimates for lengths of Yang-Mills gradient flow lines over manifolds of arbitrary dimension
d ≥ 2. When d = 4, Lemma 26.2 provides a stronger conclusion than those in Lemma 26.8 or
Corollary 26.10 because in the latter statements we cannot choose p = 2 (as we do in Lemma
26.2) but must restrict to p > 2. See Remark 26.3 for a discussion of the two roles played by the
connection, A1, in the statement of Lemma 26.7.
Lemma 26.8 (A priori L1-in-time-W 2β,r-in-space interior estimate for a solution to Yang-Mills
gradient flow over base manifolds of arbitrary dimension). Let G be a compact Lie group and P a
principal G-bundle over a closed, connected, orientable, smooth manifold, X, of dimension d ≥ 2
and Riemannian metric, g. Let A1 be a reference connection of class C
∞ on P , and p ∈ (d/2,∞),
and r ∈ (1,∞), and β ∈ (1/2, 1) obey one of the following conditions:
r ≤ p and (2β − 1)r ≥ d, or(26.32a)
r < p and β ≥ d/4p + 1/2 and (2β − 1)r < d.(26.32b)
Then there are positive constants, C = C(A1, d, g, p, r, β) ∈ [1,∞) and ε1 = ε1(A1, d, g, p, r, β) ∈
(0, 1], such that if A(t) is a strong solution to the Yang-Mills gradient flow (1.2) on P over an
interval (S, T ) with regularity,
A−A1 ∈ L∞(S, T ;W 1,pA1 (X; Λ1 ⊗ adP )) ∩W
1,1
loc (S, T ;W
2β,r
A1
(X; Λ1 ⊗ adP )),
where S ∈ R and δ > 0 and T obey S + 2δ ≤ T ≤ ∞, and
(26.33) ‖A(t)−A1‖W 1,pA1 (X) ≤ ε1, a.e. t ∈ (S, T ),
then
(26.34)
∫ T
S+δ
‖A˙(t)‖
W 2β,rA1
(X)
dt ≤ C (1 + δ−1) ∫ T
S
‖A˙(t)‖Lr(X) dt.
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If in addition,
p > 2,(26.35a)
2βp ≥ d,(26.35b)
then there is an integer n = n(d, r, β) ≥ 1 such that, for a possibly larger C ∈ [1,∞),
(26.36)
∫ T
S+δ
‖A˙(t)‖
W 2β,rA1
(X)
dt ≤ C (1 + δ−n) ∫ T
S
‖A˙(t)‖L2(X) dt,
and, in particular, for a possibly larger C ∈ [1,∞),
(26.37)
∫ T
S+δ
‖A˙(t)‖
W 1,pA1
(X)
dt ≤ C (1 + δ−n) ∫ T
S
‖A˙(t)‖L2(X) dt.
Proof. We shall adapt and extend the proof4 of Lemma 26.7, by first replacing the choices
V2 = H2A1(X; Λ1⊗ adP ) and W = L2(X; Λ1⊗ adP ) (which had limited the admissible dimension
of X to 2 ≤ d ≤ 5), with V2 =W 2,rA1 (X; Λ1⊗adP ) andW = Lr(X; Λ1⊗adP ) to give (26.34), then
applying finite Moser iteration to obtain (26.36), and finally appealing to the Sobolev Embedding
to deduce (26.37). Observe that V2β =W 2β,rA1 (X; Λ1 ⊗ adP ).
We first prove (26.34). Write a(t) = A(t) − A1 and b(t) = A˙(t) as in the proof of Lemma
26.7 and observe that, to extend that proof, we shall need to verify the bounds on nonlinearities
asserted in the following
Claim 26.9 (Lr bounds on nonlinearities). Given the hypotheses of Lemma 26.8, excluding
(26.35b), there is a constant C = C(A1, g,G, r, β) ∈ [1,∞) such that
‖a×∇A1b‖Lr(X) ≤ Cε1‖b‖W 2β,rA1 (X)(26.38a)
‖∇A1a× b‖Lr(X) ≤ Cε1‖b‖W 2β,rA1 (X),(26.38b)
‖a× a× b‖Lr(X) ≤ Cε1‖b‖W 2β,rA1 (X).(26.38c)
Proof of Claim 26.9. For 1 < r ≤ p < ∞, we define q ∈ (r, 2p] by 1/r = 1/2p + 1/q, so
that by [5, Theorem 4.12] we have
(26.39) W 2β−1,r(X) ⊂

Lr
∗
(X), if 0 ≤ (2β − 1)r < d and r∗ = dr/(d− (2β − 1)r),
Lu(X), if (2β − 1)r = d and 1 ≤ u <∞,
L∞(X), if (2β − 1)r > d.
It will be convenient to separately consider the two cases in (26.32).
Case 1 (r and β obey (26.32a)). We apply the Ho¨lder inequalities defined by 1/r = 1/2p+1/q
and 1/r = 1/p + 1/s determining s ∈ (r,∞], so that
‖a×∇A1b‖Lr(X) ≤ c‖a‖L2p(X)‖∇A1b‖Lq(X) ≤ C‖a‖W 1,pA1 (X)‖∇A1b‖W 2β−1,rA1 (X),
‖∇A1a× b‖Lr(X) ≤ c‖∇A1a‖Lp(X)‖b‖Ls(X) ≤ C‖∇A1a‖Lp(X)‖b‖W 2β,rA1 (X),
‖a× a× b‖Lr(X) ≤ c‖a‖2L2p(X)‖b‖Ls(X) ≤ C‖a‖2W 1,pA1 (X)
‖b‖
W 2β,rA1
(X)
,
4While we have assumed that R ≡ 0 for simplicity, the argument could easily be extended to allow for non-zero
R and gradient-like flow.
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where we appeal to [5, Theorem 4.12] for continuity of the Sobolev embeddings, W 1,p(X) ⊂
L2p(X) (for any p ≥ d/2) and W 2β,r(X) ⊂ L∞(X) (using the fact that because (2β − 1)r ≥
d, we clearly have 2βr > d) and appeal to (26.39) for continuity of the Sobolev embedding,
W 2β−1,r(X) ⊂ Lq(X) (noting that (2β − 1)r ≥ d by hypothesis (26.32a)).
Case 2 (r and β obey (26.32b)). Considering the first nonlinear term, a×∇A1b, we observe
that q ≤ r∗ = dr/(d− (2β − 1)r) if and only if
1
q
=
1
r
− 1
2p
≥ 1
r∗
=
1
r
− (2β − 1)
d
,
namely, (2β−1)/d ≥ 1/2p or 2β ≥ d/2p+1 or β ≥ d/4p+1/2 (as assured by hypothesis (26.32b)).
When p > d/2, as we assume in the hypotheses of Lemma 26.8, then d/4p < 1/2 and we may
choose β ∈ [d/4p + 1/2, 1). Therefore, we have
‖a×∇A1b‖Lr(X) ≤ c‖a‖L2p(X)‖∇A1b‖Lq(X)
≤ C‖a‖W 1,pA1 (X)‖∇A1b‖W 2β−1,rA1 (X) (by (26.39))
≤ C‖a‖
W 1,pA1
(X)
‖b‖
W 2β,rA1
(X)
.
For the second nonlinear term, ∇A1a× b, we use 1/r = 1/p + 1/s and W 2β,r(X) ⊂ Ls(X) when
s ≤ r∗ = dr/(d− 2βr) by [5, Theorem 4.12], that is,
1
s
=
1
r
− 1
p
≥ 1
r∗
=
1
r
− 2β
d
,
namely, 2β/d ≥ 1/p or β ≥ d/2p. When p > d/2, as we suppose, then d/2p < 1 and we may
choose β ∈ [d/2p, 1). Therefore, we have
‖∇A1a× b‖Lr(X) ≤ c‖∇A1a‖Lp(X)‖b‖Ls(X)
≤ C‖a‖W 1,pA1 (X)‖b‖W 2β,rA1 (X),
as desired. Note that d/2p = d/4p + d/4p < d/4p + 1/2 and so a choice of β ∈ [d/4p + 1/2, 1) is
valid for both the first and second nonlinear terms.
For the third nonlinear term, a× a× b, using 1/r = 1/p+1/s = 1/2p+1/2p+1/s, for s and
β chosen as in our analysis of the second term, we have
‖a× a× b‖Lr(X) ≤ c‖a‖2L2p(X)‖b‖Ls(X)
≤ C‖a‖2
W 1,pA1
(X)
‖b‖
W 2β,rA1
(X)
,
as desired.
This completes the proof of Claim 26.9. 
The inequality (26.34) follows from Lemma 17.8, by adapting mutatis mutandis the proof of
Lemma 26.7, for r obeying either of the two cases in (26.32).
We now apply a finite Moser iteration argument to deduce the inequality (26.36) from (26.34).
It is convenient to consider three separate cases, i) 1 < r ≤ 2, ii) 1 < r < ∞ and 4β ≥ d,
iii) 1 < r <∞ and 4β < d, where r, β also satisfy one of the conditions in (26.32).
Case 1 (1 < r ≤ 2). In this situation, the inequality (26.36) (with n = 2) follows immediately
from (26.34).
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Case 2 (2 < r <∞ and 4β ≥ d). Because β < 1, this case can only occur when d = 2 or 3.
Continuity of the Sobolev embedding W 2β,2(X) ⊂ Lr(X) from [5, Theorem 4.12] ensures that∫ T
S+δ
‖A˙(t)‖
W 2β,rA1
(X)
dt ≤ C (1 + (δ/2)−1) ∫ T
S+δ/2
‖A˙(t)‖Lr(X) dt (by (26.34))
≤ C (1 + (δ/2)−1) ∫ T
S+δ/2
‖A˙(t)‖
W 2β,2A1
(X)
dt (by [5, Theorem 4.12])
≤ C (1 + (δ/2)−1)2 ∫ T
S
‖A˙(t)‖L2(X) dt (by (26.34)),
where in the last inequality we apply (26.34) with r replaced by r0 = 2 and observe that for
a given triple d, p, β and p > 2 by (26.35a), any choice of r ∈ (1, p) will obey one of the two
conditions in (26.32). Hence, we obtain (26.36) with n = 2 for this case.
Case 3 (2 < r < ∞ and 4β < d). Recall again that for a given triple d, p, β and p > 2 by
(26.35a), any choice of r ∈ (1, p) will obey one of the two conditions in (26.32). Set r0 = 2 and
observe that (26.36) holds with r replaced by r0 by Case 1, so∫ T
S+δ0
‖A˙(t)‖
W
2β,r0
A1
(X)
dt ≤ C0
(
1 + δ−10
) ∫ T
S
‖A˙(t)‖L2(X) dt,
for δ0 = δ/2 and C0 ∈ [1,∞). We observe that 2βr0 < d by the assumptions for this case and
now define a (finite) sequence {ri} ⊂ [2, d/2β) by induction using
ri+1 := r
∗
i =
dri
d− 2βri =
ri(d− 2βri) + 2βr2i
d− 2βri = ri +
2βr2i
d− 2βri , i = 0, 1, 2, . . .
so that, for δi := δ/2
i+1 and each i ≥ 0,∫ T
S+δi+δi+1
‖A˙(t)‖
W
2β,ri+1
A1
(X)
dt ≤ Ci+1
(
1 + δ−1i+1
) ∫ T
S+δi
‖A˙(t)‖Lri+1 (X) dt (by (26.34))
≤ κi+1Ci+1
(
1 + δ−1i+1
) ∫ T
S+δi
‖A˙(t)‖
W
2β,ri
A1
(X)
dt,
where κi+1 ∈ [1,∞) is the norm of the continuous Sobolev embedding W 2β,ri(X) ⊂ Lri+1(X)
provided by [5, Theorem 4.12], and thus
(26.40)
∫ T
S+∆i
‖A˙(t)‖
W
2β,ri
A1
(X)
dt ≤ Ki
(
1 + δ−1
)i+1 ∫ T
S
‖A˙(t)‖L2(X) dt,
where ∆i := (δ/2)
∑i
j=0 2
−j ∈ (0, δ) and Ki ∈ [1,∞).
But h(r) := 2βr2/(d− 2βr) is a strictly increasing function of r ∈ (1, d/2β) and h(r)ր∞ as
r ր d/2β and thus, after finitely many steps, we obtain an index m and a large enough exponent
rm ∈ (1, d/2β) such that rm+1 ∈ (rm,∞) obeys 2βrm+1 ≥ d. Choose rˆm+1 = rm+1 ∧ p, noting
that 2βp ≥ d by hypothesis (26.35b). By [5, Theorem 4.12], we have W 2β,rˆm+1(X) ⊂ Lq(X), for
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2βrˆm+1 = d and 1 ≤ q <∞, and W 2β,rˆm+1(X) ⊂ L∞(X), for 2βrˆm+1 > d. Therefore,∫ T
S+δ
‖A˙(t)‖
W 2β,rA1
(X)
dt ≤ C (1 + (δ/2)−1) ∫ T
S+δ/2
‖A˙(t)‖Lr(X) dt (by (26.34))
≤ C (1 + (δ/2)−1) ∫ T
S+δ/2
‖A˙(t)‖
W
2β,rˆm+1
A1
(X)
dt
(as r <∞ by hypothesis and applying [5, Theorem 4.12])
≤ C (1 + (δ/2)−1) ∫ T
S+∆m+1
‖A˙(t)‖
W
2β,rˆm+1
A1
(X)
dt (by ∆m+1 < δ/2)
≤ C (1 + δ−1)m+2 ∫ T
S
‖A˙(t)‖L2(X) dt
(because rˆm+1 obeys (26.32a) and applying (26.40))
which yields (26.36) with n = m+ 2.
We may choose r = p in (26.36) and note that because β ≥ 1/2, we necessarily have a
continuous Sobolev embedding, W 2β,r(X) ⊂ W 1,p(X), and this yields (26.37). This completes
the proof of Lemma 26.8. 
It will be convenient to isolate the following special case of Lemma 26.8 and one that we shall
most often use.
Corollary 26.10 (A priori L1-in-time-W 1,p-in-space interior estimate for a solution to
Yang-Mills gradient flow over base manifolds of arbitrary dimension). Let G be a compact Lie
group and P a principal G-bundle over a closed, connected, orientable, smooth manifold, X, of
dimension d ≥ 2 and Riemannian metric, g. Let A1 be a reference connection of class C∞ on P ,
and p ∈ (d/2,∞) obey p > 2. Then there are positive constants, C = C(A1, d, g, p) ∈ [1,∞) and
ε1 = ε1(A1, d, g, p) ∈ (0, 1], such that if A(t) is a strong solution to the Yang-Mills gradient flow
(1.2) on P over an interval (S, T ) with regularity,
A−A1 ∈ L∞(S, T ;W 1,pA1 (X; Λ1 ⊗ adP )) ∩W
1,1
loc (S, T ;W
2,p
A1
(X; Λ1 ⊗ adP )),
where S ∈ R and δ > 0 and T obey S + 2δ ≤ T ≤ ∞, and
(26.41) ‖A(t)−A1‖W 1,pA1 (X) ≤ ε1, a.e. t ∈ (S, T ),
then there is an integer n = n(d, p) ≥ 1 such that
(26.42)
∫ T
S+δ
‖A˙(t)‖W 1,pA1 (X) dt ≤ C
(
1 + δ−n
) ∫ T
S
‖A˙(t)‖L2(X) dt.
We next establish two simple extensions of Corollary 26.10 from the case of an L1-in-time-
W 1,p-in-space a priori estimate to those of L1-in-time-W k,q-in-space and L1-in-time-C l,α-in-space
a priori interior estimates for arbitrary q ∈ (1,∞) and α ∈ (0, 1) and integers k ≥ 1 and l ≥ 0.
Corollary 26.11 (A priori L1-in-time-W k,q-in-space interior estimate for a solution to
Yang-Mills gradient flow over base manifolds of arbitrary dimension). Let G be a compact Lie
group and P a principal G-bundle over a closed, connected, orientable, smooth manifold, X, of
dimension d ≥ 2 and Riemannian metric, g. Let A1 be a reference connection of class C∞ on
P , and k ≥ 1 an integer, and q ∈ (1,∞) such that kq > d. Then there are positive constants,
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C = C(A1, d, g, k, q) ∈ [1,∞) and ε1 = ε1(A1, d, g, k, q) ∈ (0, 1], such that if A(t) is a strong
solution to the Yang-Mills gradient flow (1.2) on P over an interval (S, T ) with regularity,
A−A1 ∈ L∞(S, T ;W k,qA1 (X; Λ1 ⊗ adP )) ∩W
1,1
loc (S, T ;W
k+2,q
A1
(X; Λ1 ⊗ adP )),
where S ∈ R and δ > 0 and T obey S + 2δ ≤ T ≤ ∞, and
(26.43) ‖A(t)−A1‖W k,qA1 (X) ≤ ε1, a.e. t ∈ (S, T ),
then there is an integer n = n(d, k, q) ≥ 1 such that
(26.44)
∫ T
S+δ
‖A˙(t)‖
W k,qA1
(X)
dt ≤ C (1 + δ−n) ∫ T
S
‖A˙(t)‖L2(X) dt.
Proof. We proceed exactly as in the proof of Lemma 26.7, but we now apply Lemma 17.8
withW =W k−1,qA1 (X; Λ1⊗adP ) and V2 =W
k+1,q
A1
(X; Λ1⊗adP ) and exploit the fact that because
W k,q(X) is a Banach algebra by our hypothesis on (k, q), all calculations involving nonlinearities
in the proof of Lemma 26.7 simplify considerably and yield, for β ∈ [0, 1),∫ T
S+δ
‖A˙(t)‖
W k−1+2β,qA1
(X)
dt ≤ C (1 + δ−n) ∫ T
S
‖A˙(t)‖
W k−1,qA1
(X)
dt.
Thus, in particular we obtain (taking β = 1/2),∫ T
S+δ
‖A˙(t)‖
W k,qA1
(X)
dt ≤ C (1 + δ−n) ∫ T
S
‖A˙(t)‖
W k−1,qA1
(X)
dt.
We now take W = W k−j,qA1 (X; Λ1 ⊗ adP ) and V2 = W
k+2−j,q
A1
(X; Λ1 ⊗ adP ) for each j obeying
1 ≤ j ≤ k to give (for possibly larger C and n)∫ T
S+δ
‖A˙(t)‖
W k+1−j,qA1
(X)
dt ≤ C (1 + δ−n) ∫ T
S
‖A˙(t)‖
W k−j,qA1
(X)
dt, for 1 ≤ j ≤ k.
Combining the estimates for 1 ≤ j ≤ k by replacing (S + δ, T ) by (S + jδ/k, T ) on the left-hand
side and replacing (S, T ) by (S + (j − 1)δ/k, T ) on the right-hand side yields (for possibly larger
C and n) ∫ T
S+δ
‖A˙(t)‖
W k,qA1
(X)
dt ≤ C (1 + δ−n) ∫ T
S
‖A˙(t)‖Lq(X) dt.
Combining the preceding inequality with Corollary 26.10 and p ∈ (2∨d/2,∞) chosen large enough
that W 1,p(X) ⊂ Lq(X) yields the desired conclusion. 
By choosing a large enough integer k = k(d, l, p, α) ≥ 1 to obtain a continuous Sobolev
embedding W k,p(X) ⊂ C l,α assured by [5, Theorem 4.12], Corollary 26.11 immediately yields
Corollary 26.12 (A priori L1-in-time-C l,α-in-space interior estimate for a solution to Yang-Mills
gradient flow over base manifolds of arbitrary dimension). Let G be a compact Lie group and P a
principal G-bundle over a closed, connected, orientable, smooth manifold, X, of dimension d ≥ 2
and Riemannian metric, g. Let l ≥ 0 be an integer and α ∈ (0, 1). Then there are positive
constants, C = C(d, g, l, α) ∈ [1,∞) and ε1 = ε1(d, g, l, α) ∈ (0, 1], such that if A(t) is a C∞
classical solution to the Yang-Mills gradient flow (1.2) on P over an interval (S, T ), where S ∈ R
and δ > 0 and T obey S + 2δ ≤ T ≤ ∞, and
(26.45) ‖A(t)−A1‖Cl,α(X) ≤ ε1, ∀ t ∈ (S, T ),
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then there is an integer n = n(d, l, α) ≥ 1 such that
(26.46)
∫ T
S+δ
‖A˙(t)‖Cl,α(X) dt ≤ C
(
1 + δ−n
) ∫ T
S
‖A˙(t)‖L2(X) dt.
27. Application to the Yang-Mills gradient system and proofs of main results for
Yang-Mills gradient flow near a minimum
In this section, we shall apply to the Yang-Mills gradient system our results for an abstract
gradient system defined by a potential function obeying a  Lojasiewicz-Simon gradient inequality
and bearing on convergence and convergence rates together with global existence and stability of
solutions started near a local minimum. Collectively, the results of this section prove Theorem 6.
As we shall see in this section, Theorem 6 is a consequence of short-time existence results for
Yang-Mills gradient flow (1.2), which are valid for a base manifold, X, of any dimension d ≥ 2,
and the results we have developed for an abstract gradient system defined by a potential function
obeying a  Lojasiewicz-Simon gradient inequality.
27.1. Short-time well-posedness, a priori estimate, regularity, and minimal life-
time of a solution to the Yang-Mills heat equation. Short-time existence, uniqueness, an
a priori estimate, and regularity of a solution, A(t) for t ∈ [0, τ) with minimal lifetime τ ∈ (0,∞],
to the Yang-Mills heat equation (17.3), and continuity with respect to the initial data are pro-
vided by many different methods in Sections 17 and 19, depending in part on the dimension, d,
of the manifold, X:
• Theorems 17.3, 17.4 and 17.5, for any d ≥ 2;
• Theorems 19.8 and 19.9, for d ≤ d ≤ 4;
• Theorem 19.10 and Corollary 19.13, for any d ≥ 2;
• Theorem 19.14 and Corollary 19.15, for any d ≥ 2;
• Theorem 19.16 and Corollary 19.19, for any d ≥ 2.
The preceding results each allow initial connections, A0, of different regularity while others
(namely, Theorems 19.8 and 19.9) restrict the dimension d of X to the range 2 ≤ d ≤ 4 and
so they are not all equivalent. However, when the initial data, A0, is a C
∞ connection on P , as
assumed in Section 2.3, each of these methods yield a classical solution, A(t) = A0 + a(t), with
the property that
a ∈ C∞([0,∞) ×X; Λ1 ⊗ adP ),
together with solutions with different initial regularities,
a ∈ C([0,∞);W s,pA1 (X; Λ1 ⊗ adP ) ∩ C∞((0,∞) ×X; Λ1 ⊗ adP ),
when A0 is a connection of class W
s,p, for suitable s ≥ 0 and p > 1.
27.2. Short-time existence, regularity, and minimal lifetime of a solution to Yang-
Mills gradient flow. Short-time existence, an a priori estimate, minimal lifetime, and regularity
of a solution, A(t) for t ∈ [0, τ) and minimal lifetime τ ∈ (0,∞], to the Yang-Mills gradient flow
(1.2) follows from Lemma 20.3 (the Donaldson DeTurck trick), in conjunction with any of the
results in Section 27.1 providing short-time existence and regularity of a solution to the Yang-
Mills heat equation for initial data, A0, of class W
s+1,p with sp > d, for a manifold, X, of any
dimension d ≥ 2.
A weaker result, again for X with dimension d in the range 2 ≤ d ≤ 4 but when A0 is only of
class H1, is provided by Lemma 20.5.
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27.3.  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy functional.
Theorems 23.1 and 23.17 provide  Lojasiewicz-Simon gradient inequalities for the Yang-Mills en-
ergy functional for d ≥ 2, with Theorem 23.17 applied to the proof of Theorem 6 for 2 ≤ d ≤ 4
and Theorem 23.1 for d ≥ 5.
27.4. A priori estimates for lengths of gradient flow lines. The crucial Hypothesis
24.10 for abstract gradient flow, required for Theorems 24.17, 24.21, 24.22, and 24.30, is verified
for Yang-Mills gradient flow (1.2) by Lemma 26.2 for X with dimension d in the range 2 ≤ d ≤ 4
by Lemma 26.7 and by Corollary 26.11 for d ≥ 5.
27.5. Convergence alternative for a global solution to Yang-Mills gradient flow
near a critical point. Before proceeding to apply Theorem 24.17, we provide the following
characterization of the limit point in the that result. R˚ade observes that it follows as in the proof
of his [293, Proposition 7.1] that the limit point in his [293, Proposition 7.4] is Yang-Mills. We
give a simpler and more general proof here, which neither requires the estimate [293, Proposition
8.1] nor an appeal to Uhlenbeck’s compactness theorem [363].
Lemma 27.1 (Criterion for an orbit cluster point to be a critical point). Let H be a real Hilbert
space and let X →֒ H be a subspace that becomes a Banach space under its own norm (as in the
introduction to [190, Section 3.4] and setup for [190, Equation (3.27a)]), so X →֒ H →֒ X ′,
where we identify H ′ ∼= H . Suppose that u : [0,∞)→ X is a weak solution to the gradient flow
for a C1 potential function, E : X → R, namely
〈u˙(t), v〉 = −〈E ′(u(t)), v〉, ∀ v ∈ X , t ≥ 0,
where 〈·, ·〉 : X ′×X → R is the canonical bilinear pairing. If u(t) converges to ϕ ∈ X as t→∞
in the sense that [190, Equation (3.9c)]
lim
t→∞ ‖u(t)− ϕ‖X = 0 and
∫ ∞
0
‖u˙‖X dt <∞,
then ϕ is a critical point of E , namely, E ′(ϕ) = 0.
Proof. Since
∫∞
0 ‖u˙(t)‖X dt <∞, it follows that lim inft→∞ ‖u˙(t)‖X = 0 and hence there is
an unbounded sequence {tn}∞n=1 ⊂ [0,∞) such that ‖u˙(tn)‖X → 0 as n→∞, that is, u˙(tn)→ 0
in X as n→∞, while u(tn)→ ϕ in X as n→∞ by Lemma 24.8. But
〈u˙(tn), v〉 = −〈E ′(u(tn)), v〉, ∀ v ∈ X ,
and taking the limit as n→∞ yields
lim
n→∞〈E
′(u(tn)), v〉 = 0, ∀ v ∈ X .
But E ′ : X → X ′ is continuous and so
〈E ′(ϕ), v〉 = lim
n→∞〈E
′(u(tn)), v〉 = 0, ∀ v ∈ X .
Thus, E ′(ϕ) = 0, as claimed. 
By virtue of the preceding results, we can now apply Theorem 24.17, our convergence result
for an abstract gradient system obeying a  Lojasiewicz-Simon inequality, to Yang-Mills gradient
flow (1.2) to give the following analogue of the convergence alternative R˚ade’s [293, Proposition
7.4] and Simon’s [320, Theorem 2]:
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Theorem 27.2 (Convergence alternative for a global solution to Yang-Mills gradient flow
near a critical point). Let G be a compact Lie group, P a principal G-bundle over a closed,
Riemannian, smooth manifold, X, of dimension d ≥ 2, and A1 a C∞ reference connection on P ,
and Aym a C
∞ Yang-Mills connection on P . If σ > 0 is the  Lojasiewicz-Simon constant, then
there is a constant ε ∈ (0, σ/4) with the following significance. If A(t) is a strong solution to the
Yang-Mills gradient flow (1.2) over [0,∞)×X and there is a T ≥ 0 such that
‖A(T )−Aym‖H1A1 (X) < ε, for 2 ≤ d ≤ 4, or(27.1a)
‖A(T )−Aym‖W 2,pA1 (X) < ε, for d ≥ 5,(27.1b)
where p ∈ (d/2,∞) and ε ∈ (0, 1] depends in addition on p in this case, then either
(1) E (A(t)) < E (Aym) for some t > T , or
(2) the trajectory A(t) converges in H1A1(X; Λ
1 ⊗ adP ), for 2 ≤ d ≤ 4, to a limit, A∞ on P ,
as t→∞ in the sense that
lim
t→∞ ‖A(t)−A∞‖H1A1 (X) = 0 and
∫ ∞
1
‖A˙‖H1A1 (X) dt <∞;
if d ≥ 5, then the analogous convergence results hold with the norm on H1A1(X; Λ1⊗adP )
replaced by that on W 2,pA1 (X; Λ
1 ⊗ adP ). The connection, A∞, is Yang-Mills and has
energy E (A∞) = E (Aym). If Aym is a cluster point of the orbit, O(A) = {A(t) : t ≥ 0},
then A∞ = Aym.
Corollary 27.3 (Convergence for a global solution to Yang-Mills gradient flow near a local
minimum). Assume the hypotheses of Theorem 27.2. If A∞ in Theorem 27.2 is a local minimum
for the Yang-Mills energy functional, then the second alternative in Theorem 27.2 necessarily
holds.
27.6. Convergence rate for solution to the Yang-Mills gradient system. Again by
virtue of the preceding results, we can apply Theorem 24.21, our enhancement of Huang’s [190,
Theorem 3.4.8], to give the following analogue of the convergence rate results in R˚ade’s [293,
Proposition 7.4] and Simon’s [320, Theorem 2]:
Theorem 27.4 (Convergence rate for a global solution to Yang-Mills gradient flow near a
critical point). Assume the hypotheses of Theorem 27.2 and, in addition, that the second alter-
native holds. If c, σ, and θ ∈ [1/2, 1) denote the  Lojasiewicz-Simon constants for the Yang-Mills
energy functional in Theorem 27.2 then, for 2 ≤ d ≤ 4 and all t ≥ T + 1,
(27.2) ‖A(t) −A∞‖H1A1 (X)
≤

1
c(1− θ)
(
c2(2θ − 1)(t− T − 1) + (ET − E∞)1−2θ
)−(1−θ)/(2θ−1)
, 1/2 < θ < 1,
2
c
√
ET − E∞ exp(−c2(t− T − 1)/2), θ = 1/2,
where ET := E (A(T )) and E∞ := E (A∞); if d ≥ 5, then (27.2) holds with the norm on
H1A1(X; Λ
1 ⊗ adP ) replaced by that on W 2,pA1 (X; Λ1 ⊗ adP ) with p ∈ (d/2,∞).
Remark 27.5. Our convergence rate estimate (27.2) is similar, though not identical, to R˚ade’s
estimate in his [293, Proposition 7.4]:
‖A(t)−A∞‖H1A1 (X) ≤
{
C(t− T )−(1−θ)/(2θ−1), if 1/2 < θ < 1,
Ce−k(t−T )/2, if θ = 1/2,
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for positive constants, C and k.
27.7. Global existence of a solution to Yang-Mills gradient flow near a local min-
imum. We now proceed to apply Theorem 24.22, our version of Huang’s [190, Theorem 5.1.1],
giving the following analogue of Simon’s [320, Corollary 1].
Theorem 27.6 (Existence and convergence of a global solution to Yang-Mills gradient flow
near a local minimum). Let G be a compact Lie group, P a principal G-bundle over a closed,
Riemannian, smooth manifold, X, of dimension d ≥ 2, and A1 a C∞ reference connection on P ,
and Amin a C
∞ connection on P that is a local minimum for the Yang-Mills energy functional. If
σ > 0 is the  Lojasiewicz-Simon constant, then there is a constant ε ∈ (0, σ/4) with the following
significance. If A0 is a connection of class W
s+1,q on P such that s ≥ 1 and q ≥ 2 obey sq > d
and satisfies
‖A0 −Amin‖H1A1 (X) < ε, for 2 ≤ d ≤ 4, or(27.3a)
‖A0 −Amin‖W 2,pA1 (X) < ε, for d ≥ 5,(27.3b)
where p ∈ (d/2,∞) and ε ∈ (0, 1] depends in addition on p in this case, then there exists a global
strong solution, A(t), to the Yang-Mills gradient flow (1.2) over [0,∞) × X such that, for all
t ∈ [0,∞),
‖A(t)−Amin‖H1A1 (X) < σ/2, for 2 ≤ d ≤ 4, or(27.4a)
‖A(t) −Amin‖W 2,pA1 (X) < σ/2, for d ≥ 5,(27.4b)
and A(t) converges to a Yang-Mills connection, A∞ on P , as t → ∞ in the sense that, for
2 ≤ d ≤ 4,
lim
t→∞ ‖A(t) −A∞‖H1A1 (X) = 0 and
∫ ∞
1
‖A˙(t)‖H1A1 (X) dt <∞,
and for d ≥ 5, then the preceding convergence results hold with the norm on H1A1(X; Λ1 ⊗ adP )
replaced by that on W 2,pA1 (X; Λ
1 ⊗ adP ).
27.8. Stability of a solution to Yang-Mills gradient flow. Furthermore, we can apply
Theorem 24.30, our version of Huang’s [190, Theorem 5.1.2], on convergence to a critical point
and stability of a local minimum, to the Yang-Mills energy functional and obtain the
Theorem 27.7 (Convergence to a Yang-Mills connection and stability of a local minimum).
Assume the hypotheses of Theorem 27.6. Then, for each connection A0 on P obeying (27.3),
there exists a global strong solution, A(t), to the Yang-Mills gradient flow (1.2) over [0,∞) ×X
that obeys (27.4) and converges as t→∞ to a Yang-Mills connection, A∞ on P , satisfying
‖A∞ −Amin‖H1A1 (X) < σ, for 2 ≤ d ≤ 4, or(27.5a)
‖A∞ −Amin‖W 2,pA1 (X) < σ, for d ≥ 5,(27.5b)
where p ∈ (d/2,∞). The Yang-Mills connection, A∞, satisfies E (A∞) = E (Amin). As an equi-
librium of the Yang-Mills gradient flow (1.2), the point A∞ is Lyapunov stable (see Definition
24.29). If A∞ is isolated or a cluster point of the orbit O(A) = {A(t) : t ≥ 0}, then A∞ is
uniformly asymptotically stable (see Definition 24.29).
Remark 27.8 (Dynamical systems that are Lyapunov but not asymptotically stable). For
some examples of dynamical systems that are stable in the sense of Lyapunov but not asymptot-
ically stable, we refer the reader to [156, 157, 377].
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27.9. Uniqueness of solutions to Yang-Mills gradient flow. Uniqueness of the solution
modulo a C∞ path of C∞ gauge transformations is provided by Theorem 20.12 when d = 4.
28. Proofs of R˚ade’s results on global existence and convergence of Yang-Mills
gradient flow over base manifolds of dimensions two or three
In this section, we provide a proof of Item (1) in Theorem 14 that is far simpler than R˚ade’s
argument in [293, Sections 4, 5, and 6]. R˚ade’s idea is to observe that if A(t) is any C∞ path of
connections, so A− A0 ∈ C∞((0, T ) ×X; Λ1 ⊗ adP ), then FA obeys [293, Equation (4.1)], that
is,
dFA
dt
= dA
(
dA
dt
)
, t > 0,
and thus, if A(t) is a solution to (1.2), then FA obeys [293, Equation (4.2)], that is,
dFA
dt
+ dAd
∗
AFA = 0, t > 0.
As usual, the Bianchi identity (30.1) implies that FA ∈ C∞((0, T ) × X; Λ2 ⊗ adP ) solves the
parabolic equation [293, Equation (4.3)], namely
dFA
dt
+∆AFA = 0, t > 0,
where ∆A = dAd
∗
A + d
∗
AdA is the Hodge Laplace operator (16.27). R˚ade’s strategy is to view
(A,FA) as a solution (A,Ω) ∈ C∞((0, T ) × X; (Λ1 ⊕ Ω2) ⊗ adP ) to the parabolic system [293,
Equation (4.4)],
dA
dt
+ d∗AΩ = 0,
dΩ
dt
+∆AΩ = 0, t > 0,
with initial data, (A(0),Ω(0)) = (A0, FA0), and prove global existence for this system. However,
the argument is lengthy and technical.
Proof of Theorem 14. Consider Item (1). We have proved regularity and short-time ex-
istence of solutions to the Yang-Mills heat equation (17.3) by several methods, for low dimension
d = 2, 3, 4 and for arbitrary dimension d ≥ 2, as part of the proof of Theorem 6; those results are
summarized in Section 27.1. We have also proved regularity and short-time existence of solutions
to the Yang-Mills gradient system (1.2) by several methods, for arbitrary dimension d ≥ 2, again
as part of the proof of Theorem 6; those methods are summarized in Section 27.2.
Hence, there exists T1 ∈ (0,∞] such that A(t) = A0 + a(t) for t ∈ [0, T1), with
a ∈ C∞([0,∞) ×X; Λ1 ⊗ adP ),
is a solution to the Yang-Mills gradient flow (1.2) with initial data, A(0) = A0. If T1 = ∞, we
are done, so we suppose that T1 <∞. Because A is a solution to the Yang-Mills gradient system
(1.2), then Lemma 30.5 yields
sup
t∈[0,T1)
‖FA(t)‖L2(X) = ‖FA(0)‖L2(X).
We now apply the argument used in the proof of Theorem 31.2, where X has dimension four, to
the present situation where X has dimension two or three. Since (X, g) is a closed Riemannian
manifold, for every constant r ∈ (0, 1 ∧ Inj(X, g)) there exists a finite integer N = N(g, r) such
that X is covered by the union of at most N geodesic balls, Br(xi) ⊂ X.
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For d = 2 or 3 and any p ∈ [d2 , 2), with q ∈ [2d/(4 − d),∞) defined by 1/p = 1/2 + 1/q, we
have
‖FA(t)‖Lp(Br(x0)) ≤ ‖FA(t)‖L2(Br(x0))‖1‖Lq(Br(x0))
= crd/q‖FA(t)‖L2(Br(x0))
≤ crd/q‖FA(t)‖L2(X),
for c = c(d, g) ∈ [1,∞) and all t ∈ [0, T1). Given ε ∈ (0, 1], then for small enough r = r(d, g, ε) ∈
(0, 1 ∧ Inj(X, g)), we obtain
‖FA(t)‖Ld/2(Br(x0)) ≤ crd/q‖FA(t)‖L2(X)
≤ crd/q‖FA(0)‖L2(X)
≤ ε, ∀ t ∈ [0, T1).
But X is covered by the union of N = N(g, r) geodesic balls, Br(xi) ⊂ X, with no exceptional
points. Hence, the proof of Theorem 31.2 implies that the solution, A(t), to (1.2) extends to
t ∈ [0, T2) for some T2 > T1, contradicting the maximality of T1. Hence, A(t) exists for all
t ∈ [0,∞). This completes the proof of Item (1).
R˚ade already gives a concise proof of Item (3) in [293, Section 7] using the  Lojasiewicz-Simon
gradient inequality and Uhlenbeck compactness [363]. In particular, by combining Uhlenbeck
compactness in the form of his [293, Proposition 7.1] and Theorem 7, we obtain Item (3). The
remaining assertions of Theorem 14 are provided by Theorem 6. This completes the proof of
Theorem 14. 

CHAPTER 9
Global existence and convergence of smooth solutions to
Yang-Mills gradient flow with arbitrary initial energy
29. Convergence and stability for abstract gradient-like systems
We return to the abstract setting considered in Section 24, but now develop growth estimates
for ‘pseudogradient’ or ‘gradient-like’ systems, rather than the pure gradient systems discussed in
Section 24. The generality we allow lies somewhere between that of Section 24 and that considered
by Huang in [190, Section 3.3] as results in the latter source, in our view, require hypotheses
which appear to us more difficult to apply in practice than those required in this section.
29.1. Gradient-like flow. We introduce a modification of the pure gradient flow for E
previously considered and modeled on that of [320, Equations (0.1) or (3.1)].
Definition 29.1 (Strong solution to a gradient-like system). Let E ′ : U ⊂ X → H be a
gradient map associated with a C1 functional, E : U → R, where U is an open subset of a real,
reflexive Banach space, X , that is continuously embedded and dense in a Hilbert space, H , and
let R : [0, T )→ H be a continuous map for some 0 < T ≤ ∞. We call a trajectory, u : [0, T )→ U
(in the sense of Definition 24.1), a strong solution of a pseudogradient or gradient-like system for
E if
(29.1) u˙(t) = −E ′(u(t)) +R(t), a.e. t ∈ (0, T ), u(0) = u0 ∈ U ,
as an equation in H .
Our Definition 24.5 of mild and weak solutions to the Cauchy problem (29.1) for a pure
gradient system easily extend to those of mild and weak solutions to the gradient-like system
(29.1), but, as with pure gradient systems, we shall make little use of those solution concepts.
Naturally, one requires conditions on the perturbation, R(t), in (29.1) in order to develop
properties of the flow. However, we shall not require that the autonomous term, R(t), obey
the exponential decay condition in [320, Equation (0.1)] or the inequality constraint in [320,
Equation (3.1)], but rather more relaxed conditions consistent with our Hypothesis 29.2 below
and which are simpler versions of those given by Huang in [190, Equations (3.10a) and (3.10b)
or (3.10b′)], [190, Equations (3.27a) and (3.27b) or (3.27b′)], or [190, (5.3) and (5.5)].
Hypothesis 29.2 (Conditions on the perturbation in a gradient-like system). The perturba-
tion, R ∈ C([0, T );H ), in Definition 29.1 is such that
(−E ′(u(t)), u˙(t))H ≥ ‖E ′(u(t))‖H ‖u˙(t)‖H + F ′(t),(29.2a)
‖E ′(u(t))‖H ≥ ‖u˙(t)‖H +G′(t), for a.e. t ≥ 0,(29.2b)
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where the functions F,G : [0,∞) → [0,∞) are absolutely continuous, non-increasing (non-
negative) functions satisfying
lim
t→∞F (t) +G(t) = 0,(29.3a) ∫ ∞
0
|F (t)|θ dt <∞,(29.3b)
where φ(x) := c|x− a|θ, x ∈ R, for constants c > 0 and a ∈ R and θ ∈ [1/2, 1).
See Section 29.6 for a discussion of generalizations and variants of the conditions on F , G,
and (implicitly, R) in Hypothesis 29.2.
To give some examples of constraints on R(t) that are sufficient to ensure that conditions
(29.3a) and (29.3b) or (29.3b′) are satisfied, we proceed as in the proof of [320, Lemma 1] and
expand
‖R(t)‖2H = ‖u˙(t) + E ′(u(t))‖2H = ‖u˙(t)‖2H + 2(E ′(u(t)), u˙(t))H + ‖E ′(u(t))‖2H ,
to give
(−E ′(u(t)), u˙(t))H = 1
2
(‖u˙(t)‖2H + ‖E ′(u(t))‖2H )− 12‖R(t)‖2H ,
≥ ‖u˙(t)‖H ‖E ′(u(t))‖H − 1
2
‖R(t)‖2H ,
while
‖E ′(u(t))‖H ≥ ‖u˙(t)‖H − ‖R(t)‖H .
Thus, we identify
F˙ (t) = −1
2
‖R(t)‖2H ,(29.4a)
G˙(t) = −‖R(t)‖H , for a.e. t > 0.(29.4b)
and hence
F (t) = F (0)− 1
2
∫ t
0
‖R(s)‖2H ds and G(t) = G(0) −
∫ t
0
‖R(s)‖H ds, ∀ t ≥ 0.
The condition (29.3) implies that
F (0) =
1
2
∫ ∞
0
‖R(s)‖2H ds and G(0) =
∫ ∞
0
‖R(s)‖H ds,
and this also ensures that F and G are non-negative on [0,∞). We can thus write,
F (t) =
1
2
∫ ∞
t
‖R(s)‖2H ds,(29.5a)
G(t) =
∫ ∞
t
‖R(s)‖H ds, ∀ t ≥ 0.(29.5b)
We illustrate that the conditions on F and G can be obeyed with an example of a decay condition
for ‖R(t)‖H as t∞, reminiscent of an explicit assumption by Simon in his [320, Theorem 2].
Example 29.3 (Exponential decay for the perturbation term in a gradient-like system). If
‖R(t)‖H ≤ Ct−β, for some C > 0 and β > 1 as t→∞, then
G(t) =
∫ ∞
t
‖R(s)‖H ds ≤ C
∫ ∞
t
s−β ds =
Ct1−β
β − 1 <∞,
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for all t ≥ 0, while
F (t) =
1
2
∫ ∞
t
‖R(s)‖2H ds ≤
C2
2
∫ ∞
t
s−2β ds =
C2t1−2β
2(2β − 1) <∞.
Hence, ∫ ∞
1
√
F (t) dt ≤ C√
4β − 2
∫ ∞
1
t1/2−β dt <∞,
provided β > 3/2; finiteness of the integral
∫ 1
0
√
F (t) dt is assured by the fact that F is (abso-
lutely) continuous on [0,∞). Therefore, it will suffice to show that the autonomous term, R(t),
in (29.1) obeys
(29.6) ‖R(t)‖H ≤ Ct−β, t ≥ T,
for positive constants C, T , and β > 3/2.
We shall also consider situations where it is only known a priori that 0 < T < ∞ in (29.1)
and so the solution, u(t), and perturbation, R(t), are only defined a priori for t ∈ [0, T ). In that
case, it is natural to choose
F (t) =
1
2
∫ T
t
‖R(s)‖2H ds,(29.7a)
G(t) =
∫ T
t
‖R(s)‖H ds, ∀ t ∈ [0, T ).(29.7b)
The functions F and G defined in (29.7) also obey the conditions in Hypothesis 29.2, but with
T =∞ replaced by T <∞.
29.2. Convergence in abstract gradient-like systems. We have the following version
of [190, Lemma 3.3.4], an extension of our Lemma 24.15 to the case of a gradient-like system.
Lemma 29.4 (Growth estimate in H for a strong solution to a gradient-like system under the
validity of the  Lojasiewicz-Simon gradient inequality). Let U be an open subset of a real Banach
space, X , that is continuously embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R
be a C1 functional with gradient map E ′ : U ⊂ X → H , and T > 0, and R ∈ C([0, T ];H ).
Assume that the gradient map E ′ satisfies a  Lojasiewicz-Simon gradient inequality (22.3) with
positive constants c, σ, and θ ∈ [1/2, 1), and critical point ϕ ∈ U , and that the perturbation,
R, obeys Hypothesis 29.2. If u ∈ C([0, T ];U ) is a strong solution to the Cauchy problem (29.1)
in the sense of Definition 29.1 and the gradient map E ′ satisfies the  Lojasiewicz-Simon gradient
inequality in the orbit O(u) as in (24.18), then,
‖u˙(t)‖H ≤ − d
dt
Φ(H(t)) + |F (t)|θ −G′(t), a.e. t ∈ [0, T ],(29.8a) ∫ T
0
‖u˙(t)‖H dt ≤
∫ H(0)
H(T )
1
φ(s)
ds+G(0) +
∫ T
0
|F (t)|θ dt,(29.8b)
where
H(t) := E (u(t)) + F (t), ∀ t ∈ [0, T ],(29.9a)
Φ(x) :=
∫ x
0
ds
φ(s)
, ∀x ∈ R,(29.9b)
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and, following (22.3),
(29.10) φ(x) := c|x− E (ϕ)|θ , ∀x ∈ R.
Proof. We adapt the proof of [190, Lemma 3.3.4] and our Lemma 24.15. The function
[0,∞) ∋ t 7→ E (u(t)) ∈ R is C1 by Proposition 24.3 and therefore H(t) obeys
−H ′(t) = 〈−E ′(u(t)), u˙(t)〉X ′×X − F ′(t) (by Proposition 24.3 and (29.9a))
= (−E ′(u(t)), u˙(t))H − F ′(t) (by (24.1)),
and thus it follows from (29.2a) that
(29.11) −H ′(t) ≥ ‖u˙(t)‖H ‖E ′(u(t))‖H , a.e. t ∈ [0, T ].
Hence, the absolutely continuous function, H, is non-increasing. Therefore, an application of
Lemma 24.6 shows that the composition Φ ◦H of H with the absolutely continuous function Φ
defined by (29.9b) is again absolutely continuous and
d
dt
Φ(H(t)) = Φ′(H(t))H ′(t) =
H ′(t)
φ(H(t))
, a.e. t ∈ [0, T ].
(The arguments in the remainder of the proof show that the preceding ratio is well-defined a.e.
on [0, T ].) To estimate φ(H(t)), we can use the elementary inequality (see Remark 29.5), for
p ∈ [0, 1],
(29.12) (x+ y)p ≤ xp + yp, ∀x, y ≥ 0,
noting that, if x < 0 and y ≥ 0, then we also have
|x+ y|p ≤ | − x+ y|p ≤ (−x)p + yp.
Therefore,
(29.13) |x+ y|p ≤ |x|p + |y|p, ∀x, y ∈ R.
It follows that, by our definition φ(x) = c|x− E (ϕ)|θ, for x ∈ R, and noting that θ ∈ [1/2, 1) by
hypothesis,
φ(H(t)) = φ(E (u(t)) + F (t))
= c|E (u(t))− E (ϕ) + F (t)|θ
≤ c|E (u(t))− E (ϕ)|θ + |F (t)|θ
= φ(E (u(t))) + |F (t)|θ, ∀ t ∈ [0, T ].
(The preceding inequality replaces the alternative bound for φ(H(t)) given in [190, p. 72], which
in turn relies on [190, Definition 2.2.1].) Combining the preceding inequality with (29.11) yields
− d
dt
Φ(H(t)) ≥ ‖u˙(t)‖H ‖E
′(u(t))‖H
φ(E (u(t))) + |F (t)|θ ,
and thus, by the  Lojasiewicz-Simon gradient inequality (22.3),
(29.14) − d
dt
Φ(H(t)) ≥ ‖u˙(t)‖H ‖E
′(u(t))‖H
‖E ′(u(t))‖H + |F (t)|θ
, a.e. t ∈ [0, T ].
Hence,
− d
dt
Φ(H(t)) ≥ ‖u˙(t)‖H − |F (t)|
θ‖u˙(t)‖H
‖E ′(u(t))‖H + |F (t)|θ ,
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which can be further estimated as, for a.e. t ∈ [0, T ],
(29.15) ‖u˙(t)‖H ≤ − d
dt
Φ(H(t)) + |F (t)|θ ‖u˙(t)‖H‖E ′(u(t))‖H + |F (t)|θ .
To estimate the second term in the right-hand side of (29.15), we use the inequality (29.2b),
‖u˙(t)‖H
‖E ′(u(t))‖H + |F (t)|θ
≤ ‖E
′(u(t))‖H −G′(t)
‖E ′(u(t))‖H + |F (t)|θ
,
and thus, noting that −G′(t) ≥ 0 for a.e. t ∈ [0, T ] (because G is non-increasing on [0, T ]), we
find that
(29.16)
‖u˙(t)‖H
‖E ′(u(t))‖H + |F (t)|θ ≤ 1−
G′(t)
|F (t)|θ , a.e. t ∈ [0, T ].
Combining (29.15) and (29.16) gives
‖u˙(t)‖H ≤ − d
dt
Φ(H(t)) + |F (t)|θ −G′(t), a.e. t ∈ [0, T ],
which is the desired estimate (29.8a).
Integrating (29.8a) over [0, T ] gives∫ T
0
‖u˙(t)‖H dt ≤ Φ(H(0)) − Φ(H(T )) +
∫ T
0
|F (t)|θ dt+G(0) −G(T ).
Noting that G(T ) ≥ 0 by Hypothesis 29.2 and recalling the definition (29.9b) of Φ yields the
estimate (29.8b). 
Remark 29.5 (Proof of Inequality (29.12)). First observe that it suffices to assume x+ y = 1
because, if the Inequality (29.12) is true under that constraint then, in general, we have
(x+ y)p =
(
x
x+ y
+
y
x+ y
)p
(x+ y)p ≤
(
x
x+ y
)p
(x+ y)p +
(
y
x+ y
)p
(x+ y)p = xp + yp,
assuming that one of x or y is positive. Thus, assuming x+ y = 1, we have 0 ≤ x, y ≤ 1 and
(x+ y)p = 1 = x+ y ≤ xp + yp,
noting that 0 ≤ p ≤ 1, and this completes the proof.
In the case of a strong solution, u : [0, T )→ X , to a pure gradient system (24.4), one makes
frequent use of the fact that the energy, E (u(t)), is a non-increasing function of t ∈ [0, T ). For a
gradient-like system, we have the following corollary of the proof of Lemma 29.4.
Corollary 29.6 (Approximate monotonicity of the energy of a strong solution to a gra-
dient-like system). Assume the hypotheses and notation of Lemma 29.4. Then the function,
H(t) = E (u(t)) + F (t) for t ∈ [0, T ), in (29.9a) is absolutely continuous and non-increasing on
[0, T ).
We shall need a technical hypothesis to allow us to relate convergence of u(t) in the Hilbert
space H to the stronger convergence of u(t) in the Banach space X as t → ∞, extending
our previous Hypothesis 24.10 appropriate for a solution to a pure gradient system (24.4) to
one appropriate for a solution to a gradient-like system such as (29.1). The shape of that a
priori estimate will depend on how (29.1) is expressed in the form of a parabolic equation —
for example, Yang-Mills gradient-like flow together with a Coulomb gauge condition and how the
Coulomb gauge condition is introduced.
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In practice, gradient-like systems such as (29.1) arise because of the application of simple
operations to a pure gradient system (24.4) — for example, application of a cut off function or
changing a Riemannian metric on a base manifold — and thus we can make use of the a priori
estimate obeyed by solutions to the original pure gradient system (24.4), after allowing for a small
error. With that background in mind, we introduce the
Hypothesis 29.7 (Regularity and a priori interior estimate for a trajectory). Let C1 and
µ be positive constants and let T ∈ (0,∞]. Given a trajectory u : [0, T ) → U , in the sense of
Definition 24.1, and a positive constant ε0, we say that u˙ : [0, T )→ H obeys an a priori interior
estimate on (0, T ] if, for every S ≥ 0 and δ > 0 obeying S + δ ≤ T , the map u˙ : [S + δ, T ) → X
is Bochner integrable and there holds
(29.17)
∫ T
S+δ
‖u˙(t)‖X dt ≤ C1(1 + δ−µ)
∫ T
S
‖u˙(t)‖H dt+ ε0.
Often it will suffice that the constant, ε0, in (29.17) is merely finite but occasionally we shall
also require that ε0 be small. An immediate consequence of Lemma 29.4 and Hypothesis 29.7 is
the following refined growth estimate.
Corollary 29.8 (Growth estimate in X for a strong solution to a gradient-like system under
the validity of the  Lojasiewicz-Simon gradient inequality). Assume the hypotheses of Lemma 29.4
and, in addition, that u satisfies Hypothesis 29.7 with R ∈ W 1,1(0, T ;H ) in (29.1). Then, for
every δ ∈ (0, T ], the solution u obeys
(29.18)
∫ T
δ
‖u˙(t)‖X dt ≤ C1(1 + δ−µ)
(∫ H(T )
H(0)
1
φ(s)
ds+G(0) +
∫ T
0
|F (t)|θ dt
)
+ ε0.
In addition, we obtain convergence for a strong solution to a gradient-like system, analogous
to [190, Theorem 3.3.5], and extending the previous convergence result for a strong solution to
a gradient system in Theorem 24.16.
Theorem 29.9 (Convergence for a strong solution to a gradient-like system under the validity
of the  Lojasiewicz-Simon gradient inequality). Let U be an open subset of a real Banach space,
X , that is continuously embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R be a
C1 functional with gradient map E ′ : U ⊂ X → H and u : [0,∞) → U be a strong solution to
the gradient-like system (29.1) in the sense of Definition 29.1. If the gradient map E ′ satisfies
a  Lojasiewicz-Simon gradient inequality (22.3) in the orbit O(u), then u(t) converges in H as
t→∞ in the sense that ∫ ∞
0
‖u˙(t)‖H dt <∞.
If in addition u obeys Hypothesis 29.7, then u(t) converges in X as t→∞ in the sense that∫ ∞
1
‖u˙(t)‖X dt <∞.
29.3. Simon Alternative and convergence for an abstract gradient-like system.
We next have the following abstract, gradient-like analogue of R˚ade’s [293, Proposition 7.4], in
turn a variant the Simon Alternative, namely [320, Theorem 2]. Theorem 29.10 below extends
our previous Theorem 24.17 from the context of gradient to gradient-like systems.
Theorem 29.10 (Simon Alternative for convergence for a strong solution to a gradient sys-
tem). Let U be an open subset of a real Banach space, X , that is continuously embedded and
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dense in a Hilbert space, H . Let E : U ⊂ X → R be a C1 functional with gradient map
E ′ : U ⊂ X → H . Assume that
(1) ϕ ∈ U is a critical point of E , that is E ′(ϕ) = 0, and that the gradient map E ′ : Uσ ⊂
X → X ′ satisfies a  Lojasiewicz-Simon gradient inequality (22.3), for positive constants
c, σ, and θ ∈ [1/2, 1);
(2) Given positive constants b, η, and τ , there is a constant δ = δ(η, τ, b) ∈ (0, τ ] such that
if v is a solution to the gradient-like system (29.1) on [t0, t0 + τ) with ‖v(t0)‖X ≤ b,
then
(29.19) sup
t∈[t0,t0+δ]
‖v(t)− v(t0)‖X < η.
Then there is a constant ε = ε(c, C1, δ, θ, µ, σ, τ, ϕ) ∈ (0, σ/4) with the following significance.
If u : [0,∞) → U is a strong solution to (29.1) in the sense of Definition 29.1 that satisfies
Hypothesis 29.7 on (0,∞) and there is a T ≥ 0 such that
(29.20) ‖u(T )− ϕ‖X < ε,
and, denoting φ(x) = c|x− E (ϕ)|θ as in (29.10), for all x ∈ R,
F (T ) < ε,(29.21a)
G(T ) +
∫ ∞
T
|F (t)|θ dt < ε,(29.21b)
ε0 < ε,(29.21c)
where F and G are as in Hypothesis 29.2 and ε0 is the positive constant in Hypothesis 29.7, then
either
(1) E (u(t)) ≤ E (ϕ)− ε for some t > T , or
(2) the trajectory u(t) converges in X to a limit u∞ ∈ X in the sense that
lim
t→∞ ‖u(t)− u∞‖X = 0 and
∫ ∞
1
‖u˙‖X dt <∞.
If ϕ is a cluster point of the orbit O(u) = {u(t) : t ≥ 0}, then u∞ = ϕ.
Remark 29.11 (Comparison between Theorem 29.10 and Huang’s Theorems 3.3.6 and 3.3.7
in [190]). In his [190, Theorem 3.3.6 and 3.3.7], Huang also asserts strong convergence in X of
u(t) as t→∞ but (in his more general setting) he hypothesizes that ϕ is a cluster point of O(u)
in X and that either i) the orbit O(u) is precompact in X ; or ii) Y = X ′, and thus Y ′ = X ′′,
and the operator γ appearing in his [190, Equation (3.10a)] is a homeomorphism on Y ′. An
essential difference between Theorem 29.10 and [190, Theorems 3.3.6 or 3.3.7] is that we do not
assume that ϕ is a cluster point of the orbit O(u) or that the orbit O(u) is precompact in X .
Indeed, our Theorem 29.10 is closer in spirit to Simon’s [320, Theorem 2].
Proof of Theorem 29.10. We shall apply an argument similar to the one we used to prove
Theorem 24.17. We assume that Alternative (1) does not occur and thus,
(29.22) E (u(t)) > E (ϕ)− ε, ∀ t ≥ T.
Note also that limt→∞ E (u(t)) ≥ E (ϕ) − ε, where the limit exists because the function H(t) =
E (u(t)) + F (t) is non-increasing by the proof of Lemma 29.4. We seek to establish Alternative 2
and begin with the following analogue of Claim 24.20.
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Claim 29.12 (Confinement of solution to a  Lojasiewicz-Simon gradient inequality neighbor-
hood). There is a constant ε = ε(c, C1, δ, θ, µ, σ, τ, ϕ) ∈ (0, σ/4) in (29.20) such that
(29.23) ‖u(t) − ϕ‖X < σ
2
, ∀ t ∈ [T,∞).
Proof of Claim 29.12. We adapt the proof of Claim 24.20. We suppose the conclusion is
false and obtain a contradiction. Let T̂ > T be the smallest number such that
(29.24) ‖u(t)− ϕ‖X < σ
2
∀ t ∈ [T, T̂ ), but ‖u(T̂ )− ϕ‖X ≥ σ
2
.
By (29.19) with t0 = T and η = σ/4, we may choose δ = δ(σ, τ, ‖ϕ‖X ) ∈ (0, τ ] so that
(29.25) sup
t∈[T,T+δ]
‖u(t)− u(T )‖X < σ
4
,
and, in particular,
‖u(T + δ) − u(T )‖X < σ
4
.
By hypothesis (29.20) and the fact that we seek ε ∈ (0, σ/4), we also have
‖u(T )− ϕ‖X < σ
4
,
and combining this inequality with (29.25) gives
sup
t∈[T,T+δ]
‖u(t)− ϕ‖X < σ
2
.
Therefore, by definition of T̂ in (29.24), we must have
T > T + δ.
Inequality (29.8a), with [0, T ] replaced by [T, T̂ ], gives
‖u˙(t)‖H ≤ − d
dt
Φ(H(t)) + |F (t)|θ −G′(t), a.e. t ∈ [T, T̂ ],
where H(t) = E (u(t))+F (t) from (29.9a) and Φ is defined by (29.9b). Integrating this inequality
over [T, T̂ ], noting that − ∫[T,T̂ ]G′(t) dt = G(T )−G(T̂ ) and discarding the term −G(T̂ ) ≤ 0 (the
function G(t) is non-negative and non-increasing by Hypothesis 29.2), yields
(29.26)
∫ T̂
T
‖u˙(t)‖H dt ≤
∫ H(T )
H(T̂ )
1
φ(s)
ds+G(T ) +
∫ T̂
T
|F (t)|θ dt.
Here, we note that
H(T ) = E (u(T )) + F (T ) and φ(s) = c|s − E (ϕ)|θ ,
The terms G(T ) and
∫ T̂
T |F (t)|θ dt may be assumed as small as desired for large enough T ≥ 0
by (29.3a). To examine the first integral term on the right-hand side of (29.26), recall from the
proof of Lemma 29.4 that H(t) = E (u(t)) + F (t) is continuous and non-increasing and so there
are times t∗ and t∗∗ such that T ≤ t∗ ≤ t∗∗ ≤ T̂ with H(t) ≥ E (ϕ) on [T, t∗], and H(t) = E (ϕ)
on [t∗, t∗∗], and H(t) ≤ E (ϕ) on [t∗∗, T̂ ]. (By the assumption of the second alternative in our
hypotheses and the fact that limt→∞ F (t) = 0 by (29.3a), we have limt→∞H(t) ≥ E (ϕ) − ε.)
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Therefore, keeping in mind the possibility that t∗∗ = T or t∗ = T̂ (compare the proof of [320,
Lemma 1]),∫ H(T )
H(T̂ )
1
φ(s)
ds = 1{t∗∗<T̂}
∫ H(t∗∗)
H(T̂ )
1
c(E (ϕ)− s)θ ds + 1{t∗>T}
∫ H(T )
H(t∗)
1
c(s − E (ϕ))θ ds
=
1
c(1 − θ)
(
(E (ϕ)−H(T̂ ))1−θ − (E (ϕ)−H(t∗∗))1−θ
)
1{t∗∗<T̂}
+
1
c(1 − θ)
(
(H(T )− E (ϕ))1−θ − (H(t∗)− E (ϕ))1−θ
)
1{t∗>T}
=
1
c(1 − θ)
(
1{t∗>T}(H(T )− E (ϕ))1−θ + 1{t∗∗<T̂}(E (ϕ) −H(T̂ ))
1−θ
)
,
noting that H(t∗) = E (ϕ) = H(t∗∗). Thus, using H(T ) = E (u(T )) + F (T ), the fact that F ≥ 0
on [0,∞) by Hypothesis 29.2, the condition (29.22) on E (u(t)), and
H(T̂ ) = E (u(T̂ )) + F (T̂ ) ≥ E (u(T̂ )) > E (ϕ)− ε,
we find that
(29.27)
∫ H(T )
H(T̂ )
1
φ(s)
ds ≤ 1
c(1− θ) |E (u(T )) + F (T )− E (ϕ)|
1−θ +
ε1−θ
c(1− θ) .
The term F (T ) may be assumed as small as desired for large enough T ≥ 0 by (29.3a), while
(24.30) with v = u(T ) and ‖u(T )− ϕ‖X < εϕ (assured by (29.20) with ε ≤ εϕ) gives
|E (ϕ)− E (u(T ))| ≤ ‖u(T )− ϕ‖X .
Therefore, applying the inequality (29.12) to give
|E (u(T )) + F (T )− E (ϕ)|1−θ ≤ |E (u(T ))− E (ϕ)|1−θ + (F (T ))1−θ,
and combining the preceding observations with (29.26) and (29.27) yields
(29.28)
∫ T̂
T
‖u˙(t)‖H dt ≤ 1
c(1 − θ)
(
‖u(T ) − ϕ‖1−θ
X
+ (F (T ))1−θ
)
+
ε1−θ
c(1− θ)
+G(T ) +
∫ ∞
T
|F (t)|θ dt.
Thus, by (29.20) and choosing ε ≤ εϕ (given in (24.30)), and supposing that T is large enough
that (29.21a) and (29.21b) hold, we obtain
(29.29)
∫ T̂
T
‖u˙(t)‖H dt ≤ 3ε
1−θ
c(1− θ) + ε.
On the other hand, noting that T + δ < T̂ ,∫ T̂
T+δ
‖u˙(t)‖X dt ≥ ‖u(T̂ )− u(T + δ)‖X
≥ ‖u(T̂ )− ϕ‖X − ‖u(T + δ) − u(T )‖X − ‖u(T )− ϕ‖X
>
σ
2
− σ
4
− ε (by (29.20), (29.24), and (29.25)).
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The preceding inequality implies that
σ
4
− ε <
∫ T̂
T+δ
‖u˙(t)‖X dt
≤ C1(1 + δ−µ)
∫ T̂
T
‖u˙(t)‖H dt+ ε0 (by (29.1) and (29.17))
≤ C1(1 + δ−µ)
(
3ε1−θ
c(1 − θ) + ε
)
+ ε0 (by (29.29)),
and because (29.21c) holds, that is, ε0 < ε, we obtain
(29.30)
σ
4
− ε < C1(1 + δ−µ)
(
3ε1−θ
c(1 − θ) + ε
)
+ ε.
But choosing ε = ε(c, C1, δ, θ, µ, σ, τ, ϕ) ∈ (0, σ/4) small enough (and also requiring T ≥ 0 large
enough for (29.21) to hold) that
(29.31) C1(1 + δ
−µ)
(
3ε1−θ
c(1− θ) + ε
)
+ 2ε <
σ
4
,
contradicts (29.30), and this completes the proof of Claim 29.12. 
Therefore, because we may now set T̂ =∞ in (29.26) and (29.27), we obtain the inequality,
(29.32)
∫ ∞
T
‖u˙(t)‖H dt ≤ 1
c(1− θ) |E (u(T )) + F (T )− E (ϕ)|
1−θ +
ε1−θ
c(1− θ)
+G(T ) +
∫ ∞
T
|F (t)|θ dt.
From (29.1) and the a priori estimate (29.17), we have
(29.33)
∫ ∞
T+1
‖u˙(t)‖X dt ≤ 2C1
∫ ∞
T
‖u˙(t)‖H dt+ ε0.
Combining (29.32) and (29.33) yields
(29.34)
∫ ∞
T+1
‖u˙(t)‖X dt ≤ 2C1
c(1− θ) |E (u(T )) + F (T )− E (ϕ)|
1−θ +
2C1ε
1−θ
c(1− θ)
+ 2C1G(T ) + 2C1
∫ ∞
T
|F (t)|θ dt+ ε0.
In particular, ∫ ∞
T+1
‖u˙(t)‖X dt <∞.
The remainder of the proof is the same as that of Theorem 24.17. 
29.4. Existence and convergence of global solutions to abstract gradient-like sys-
tems started near a local minimum. In this subsection, we extend our previous results in
Section 24.8 on existence and convergence of global solutions from abstract gradient to gradient-
like systems. We have the following analogue of [190, Theorem 5.1.1]. Theorem 29.13 below
extends our previous Theorem 24.22 from the context of gradient to gradient-like systems.
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Theorem 29.13 (Existence and convergence of a global solution to a gradient-like system
near a local minimum). Let U be an open subset of a real Banach space, X , that is continuously
embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R be a C1 functional with gradient
map E ′ : U ⊂ X → H . Let ϕ ∈ U be a ground state of E on U and suppose that E ′ obeys
a  Lojasiewicz-Simon gradient inequality (22.3) with positive constants c, σ, and θ ∈ [1/2, 1).
Assume that
(1) For each u0 ∈ U , there exists a unique strong solution to the Cauchy problem (29.1), in
the sense of Definition 29.1, on a time interval [0, τ) for some positive constant, τ ;
(2) Hypothesis 29.7 holds with positive constants C1 and µ for strong solutions to the gradient-
like system (29.1); and
(3) Given positive constants b and η, there is a constant δ = δ(η, τ, b) ∈ (0, τ ] such that if v
is a solution to the gradient-like system (29.1) on [0, τ) with ‖v0‖X ≤ b, then
(29.35) sup
t∈[0,δ]
‖v(t) − v0‖X < η.
Then there is a constant ε = ε(c, C1, δ, θ, µ, σ, τ, ϕ) ∈ (0, σ/4) with the following significance. If
F and G in Hypothesis 29.2 and the positive constant ε0 in Hypothesis 29.7 obey
F (0) < ε,(29.36a)
G(0) +
∫ ∞
0
|F (t)|θ dt < ε,(29.36b)
ε0 < ε,(29.36c)
where φ(x) = c|x−E (ϕ)|θ as in (29.10), for all x ∈ R, then, for each u0 ∈ Uε, the Cauchy problem
(29.1) admits a global strong solution, u : [0,∞) → Uσ/2, that converges to a limit u∞ ∈ X as
t→∞ with respect to the X norm in the sense that
lim
t→∞ ‖u(t)− u∞‖X = 0 and
∫ ∞
1
‖u˙(t)‖X dt <∞.
Proof. We adapt the proof of Theorem 24.22. By hypothesis, for ε > 0 still to be determined
and any u0 ∈ Uε, the Cauchy problem (29.1) admits a strong solution, u : [0, T˜ ) → X , where
we let T˜ denote its maximal lifetime. Clearly, T˜ ≥ τ , where τ > 0 is the minimal lifetime of u
provided by our hypotheses. We make the
Claim 29.14 (Confinement of solution to a  Lojasiewicz-Simon gradient inequality neighbor-
hood). There is a constant ε = ε(c, C1, δ, θ, µ, σ, τ, ϕ) ∈ (0, σ/4) such that, for any u0 ∈ Uε and
solution, u : [0, T˜ )→ X , to (29.1), there holds
(29.37) ‖u(t)− ϕ‖X < σ
2
, ∀ t ∈ [0, T˜ ).
Proof of Claim 29.14. We provide an argument by contradiction. Suppose there exists
T ∈ (0, T˜ ) such that
(29.38) ‖u(t)− ϕ‖X < σ
2
, ∀ t ∈ [0, T ), but ‖u(T )− ϕ‖X ≥ σ
2
.
By the inequality (29.35) with η = σ/8, we may choose δ = δ(σ, τ, ‖ϕ‖X ) ∈ (0, T˜ ) small enough
that
(29.39) sup
t∈[0,δ]
‖u(t) − u0‖X < σ
8
,
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and, in particular,
‖u(δ) − u0‖X < σ
8
.
Note also that, as we can see by comparing (29.38) and (29.39), we must have
T > δ.
We can thus apply the growth estimate (29.8b) in Lemma 29.4 on the interval [0, T ) to provide∫ T
0
‖u˙(t)‖H dt ≤
∫ H(0)
H(T )
1
φ(s)
ds+G(0) +
∫ T
0
|F (t)|θ dt
where H(t) = E (u(t)) + F (t) by (29.9a) and φ(s) = c|s− E (ϕ)|θ by (29.10), with F and G as in
Hypothesis 29.2. Combining the preceding inequality with the a priori interior estimate (29.17)
in Hypothesis 29.7 for a solution u to (29.1) yields∫ T
δ
‖u˙(t)‖X dt ≤ C1(1 + δ−µ)
(∫
E (u0)+F (0)
E (u(T ))+F (T )
1
c(s − E (ϕ))θ ds+G(0) +
∫ T
0
|F (t)|θ dt
)
+ ε0
=
C1(1 + δ
−µ)
c(1 − θ)
(
(E (u0)− E (ϕ) + F (0))1−θ − (E (u(T )) − E (ϕ) + F (T ))1−θ
+ G(0) +
∫ T
0
|F (t)|θ dt
)
+ ε0,
where to obtain the equality we use the fact that E (v) ≥ E (ϕ) for all v ∈ U by our hypothesis
that ϕ is a ground state for E on U and, in particular, E (u0) ≥ E (u(T )) ≥ E (ϕ). By discarding
the negative term in the preceding inequality and recalling that (24.30) yields, for ‖u0−ϕ‖X < εϕ
and using the fact that E : U → R is C1,
|E (u0)− E (ϕ)| ≤ ‖u0 − ϕ‖X ,
we obtain∫ T
δ
‖u˙(t)‖X dt ≤ C1(1 + δ
−µ)
c(1− θ)
(
(‖u0 − ϕ‖X + F (0))1−θ +G(0) +
∫ T
0
|F (t)|θ dt
)
+ ε0
<
C1(1 + δ
−µ)
c(1− θ) (2ε
1−θ + ε) + ε,
where, to obtain the last inequality, we apply our hypothesis that u0 ∈ Uε, the definition (24.48)
of Uε, the algebraic inequality (29.12), and our hypotheses (29.36) on F (0), and G(0) and |F (t)|θ,
and ε0. Hence, for ε = ε(c, C1, δ, θ, µ, σ, τ, ϕ) ∈ (0, σ/4) small enough that ε ≤ εϕ and
C1(1 + δ
−µ)
c(1 − θ) (2ε
1−θ + ε) + ε ≤ σ
8
,
we find that ∫ T
δ
‖u˙(t)‖X dt < σ
8
,
and thus,
(29.40) ‖u(T )− u(δ)‖X < σ
8
.
Combining the inequalities (29.39) and (29.40) gives
‖u(T ) − u0‖X ≤ ‖u(δ) − u0‖X + ‖u(T )− u(δ)‖X < σ
8
+
σ
8
=
σ
4
,
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that is,
(29.41) ‖u0 − u(T )‖X < σ
4
,
and thus1,
ε > ‖u0 − ϕ‖X (by definition (24.48) of Uε and the fact that u0 ∈ Uε)
≥ ‖u(T )− ϕ‖X − ‖u0 − u(T )‖X
>
σ
2
− σ
4
=
σ
4
(by (29.38) and (29.41)),
contradicting the choice of ε ∈ (0, σ/4) in the hypotheses of Theorem 29.13. This completes the
proof of Claim 29.14. 
By virtue of Claim 29.14, we can apply the growth estimate (29.8b) in Lemma 29.4 on the
maximal interval [0, T˜ ) to provide (just as in the proof of Claim 29.14)∫ T˜
δ
‖u˙(t)‖X dt ≤ C1(1 + δ
−µ)
c(1− θ)
(
(E (u0)− E (ϕ) + F (0))1−θ +G(0) +
∫ T˜
0
|F (t)|θ dt
)
+ ε0
<∞,
and so u ∈ W 1,1(δ, T˜ ;X ). Corollary 24.26 now implies that T˜ =∞ and so the solution u exists
globally on [0,∞) and (29.37) holds with T˜ =∞, that is,
‖u(t)− ϕ‖X < σ
2
, ∀ t ∈ [0,∞).
The orbit O(u) = {u(t) : t ≥ 0} is contained in the open set Uσ (actually, Uσ/2 by (29.37)
because T˜ = ∞) and by hypothesis the  Lojasiewicz-Simon gradient inequality (22.3) holds on
Uσ. Therefore, noting that the hypotheses (29.36) required by Theorem 29.13 imply those of
(29.21) in Theorem 29.10, we see that Theorem 29.10 provides the convergence of the integral∫∞
1 ‖u˙(t)‖X dt and the convergence of u(t) in the norm of X to a limit u∞ ∈ X . 
For the sake of clarity in the statement and proof of Theorem 29.13, and consistency with
[190, Theorem 5.1.1], we assumed that the critical point, ϕ ∈ X , was a minimum of E on the
open neighborhood U ⊂ X of ϕ. However, as we saw in the statement and proof of Theorem
29.10, it one can draw useful conclusions when ϕ is only an ‘approximate local minimum’ for a
solution u(t) on a maximal interval, [0, T˜ ), essentially as allowed by Simon in his [320, Theorem
2]. The following result, a corollary of the proofs of Theorems 29.10 and 29.13, provides such an
extension.
Corollary 29.15 (Existence and convergence of a global solution to a gradient-like system
near a critical point that is an approximate local minimum). Assume the hypotheses of Theorem
29.13, but relax the requirement that ϕ ∈ X is a ground state for E on the open neighborhood
U ⊂ X of ϕ to the requirement that ϕ ∈ X is a critical point for E on U . For each u0 ∈ Uε,
the following alternative holds. If T˜ > 0 is the maximal lifetime of a strong solution, u, to the
Cauchy problem (29.1) with u(0) = u0, then either
(1) E (u(t)) ≤ E (ϕ)− ε for some t ∈ [0, T˜ ), or
1Here again we correct a small typographical error in Huang’s proof of [190, Theorem 5.1.1], where [190,
Inequality (5.6)] only yields ε > 0 in the last displayed equation in [190, p. 164] and not ε > σ/2 as required to
yield the desired contradiction.
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(2) T˜ =∞ and the trajectory u(t) converges in X to a limit u∞ ∈ X in the sense that
lim
t→∞ ‖u(t)− u∞‖X = 0 and
∫ ∞
1
‖u˙‖X dt <∞.
If ϕ is a cluster point of the orbit O(u) = {u(t) : t ≥ 0}, then u∞ = ϕ.
Proof. We just indicate the changes to the proof of Theorem 29.13. We assume that Alter-
native (1) does not occur and thus,
(29.42) E (u(t)) > E (ϕ) − ε, ∀ t ∈ [0, T˜ ).
The proof of Claim 29.14 for u on [0, T˜ ), under the hypotheses of Corollary 29.15 rather than
Theorem 29.13, is identical to that of Claim 29.12 on [T,∞) in the proof of Theorem 29.10,
except that the roles of T and t =∞ are replaced by those of t = 0 and t = T˜ , respectively. The
remainder of the proof of Corollary 29.15 is now identical to that of Theorem 29.13. 
29.5. Uniform continuity of solutions to abstract gradient-like systems. Corollary
29.15 is close to the type of result we seek in connection with our application to the Yang-Mills
gradient flow over closed four-dimensional manifolds, but its hypotheses on the perturbation
term, R, and F and G (which are typically defined in terms of R as discussed in Section 29.1),
are slightly stronger than we would ideally like since they are assumed — through the hypotheses
of Theorem 29.13 — to obey certain conditions on [0,∞).
In our application, the perturbation term, R, and hence also F and G, are only known to
be defined a priori on [0, T˜ ), where T˜ is the maximal, but possibly finite lifetime of a strong
solution, u, to the gradient-like system (29.1), in which case the expressions (29.5) for F and G
in terms of R on [0,∞) would be replaced by the expressions (29.7) (with T replaced by T˜ ) in
terms of R on [0, T˜ ).
On the other hand, as we know from Sections 24.8 and 29.4, a crucial ingredient in our proofs
of global existence for solutions to gradient or gradient-like systems, is to show that the solution
u is continuous on [0, T˜ ], not just [0, T˜ ), as continuity of u(t) at t = T˜ allows to continue the
flow for t > T˜ via short-time existence of solutions to the gradient or gradient-like system. In
other words, we can conclude that u(t) is defined for t ∈ [0,∞) and u ∈ C([0,∞);X ). Therefore,
keeping in mind the preceding remarks, we have the following refinement of Corollary 29.15.
Theorem 29.16 (Uniform continuity of solutions to gradient-like systems near a critical point
that is an approximate local minimum). Let U be an open subset of a real Banach space, X ,
that is continuously embedded and dense in a Hilbert space, H . Let E : U ⊂ X → R be a C1
functional with gradient map E ′ : U ⊂ X → H , let ϕ ∈ U be a critical point of E , and suppose
that E ′ obeys a  Lojasiewicz-Simon gradient inequality (22.3) with positive constants c, σ, and
θ ∈ [1/2, 1). Assume that
(1) For each u0 ∈ U , there exists a unique strong solution to the Cauchy problem (29.1), in
the sense of Definition 29.1, on a time interval [0, τ) for some positive constant, τ ;
(2) Hypothesis 29.7 holds with positive constants C1 and µ for solutions to the gradient-like
system (29.1); and
(3) Given positive constants b and η, there is a constant δ = δ(η, τ, b) ∈ (0, τ ] such that if v
is a solution to the gradient-like system (29.1) on [0, τ) with ‖v0‖X ≤ b, then
(29.43) sup
t∈[0,δ]
‖v(t) − v0‖X < η.
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Then there is a constant ε = ε(c, C1, δ, θ, µ, σ, τ, ϕ) ∈ (0, σ/4) with the following significance. If
u0 ∈ Uε and u(t), for t ∈ [0, T˜ ), is a strong solution to the Cauchy problem (29.1) with u(0) = u0
and
(29.44) E (u(t)) > E (ϕ) − ε, ∀ t ∈ [0, T˜ ),
and F and G in Hypothesis 29.2 and ε0 in Hypothesis 29.7 are defined on [0, T˜ ) and obey
F (0) < ε,(29.45a)
G(0) +
∫ T˜
0
|F (t)|θ dt < ε,(29.45b)
ε0 < ε,(29.45c)
where φ(x) = c|x− E (ϕ)|θ as in (29.10), for all x ∈ R, then
sup
t∈[0,T˜ )
‖u(t)− ϕ‖X < σ
2
and u ∈ C([0, T˜ ];X ).
Proof. It is enough to observe that the proof of Corollary 29.15 only requires the conditions
(29.45b) and (29.45c), for F , G, and ε0 on [0, T˜ ), respectively, rather than the conditions (29.36b)
and (29.36c), for F , G, and ε0 on [0,∞). More specifically, see the proof of Theorem 29.13,
especially Claim 29.14, in the case that ϕ is a ground state and, more generally when ϕ is
a critical point that is only an approximate minimum in the sense of (29.44), see the proof of
Corollary 29.15, especially Claim 29.12, but for the interval [0, T˜ ) rather than [T,∞). The proof of
Corollary 29.15 then shows that u satisfies supt∈[0,T˜ ) ‖u(t)−ϕ‖X < σ/2 and u ∈W 1,1(0, T˜ );X ),
and hence u ∈ C([0, T˜ ];X ) by Theorem 24.24. 
29.6. Further refinements. The results of Sections 29.1, 29.2, 29.4, and 29.5 may be ex-
tended with very minor modifications to their proofs and statements by replacing the hypotheses
with one or more of the following variants.
In Hypothesis 29.2, the conditions (29.2) may be replaced by the variants
(−E ′(u(t)), u˙(t))H ≥ α0‖E ′(u(t))‖H ‖u˙(t)‖H + F ′(t),(29.2a′)
‖E ′(u(t))‖H ≥ α1‖u˙(t)‖H +G′(t), for a.e. t ≥ 0,(29.2b′)
for positive constants α0 and α1; compare [190, Equation (3.10a)].
Furthermore, in Hypothesis 29.2, it is possible to replace the condition (29.3b) by the weaker
variant,
(29.3b′)
∫ ∞
0
(
1
ρ(t)
+ ρ(t)|F ′(t)|
)
dt <∞,
for some increasing, positive function, ρ : [0,∞) → (0,∞). See, for example, [190, Theorem
3.3.7].
The convergence and stability results in [190, Sections 3.3 and 5.1] follow not only from
the  Lojasiewicz-Simon gradient inequality (22.3), but more generally from a far weaker gradient
inequality of the form,
(29.47) ‖E ′(v)‖H ≥ φ(E (v)), ∀ v ∈ U ,
where φ is a function φ belonging to the class G (see [190, Definition 2.2.1]), that is, φ : R→ [0,∞)
is a Lebesgue-measurable function such that 1/φ ∈ L1loc(R) — see [190, Propositions 3.3.1 and
3.3.2 and Theorems 3.3.3 and 5.1.2]. The key results in [190, Sections 3.3 and 5.1] require in
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addition that φ belong to the class Gk for some constant k ≥ 1 (see [190, Definition 2.2.1 (i)]),
that is φ ∈ G and satisfies the inequality,
(29.48) φ(x+ y) ≤ φ(x) + k|y|1/2, ∀x, y ∈ R.
See [190, Lemma 3.3.4 and Theorems 3.3.5, 3.3.6, and 5.1.1] for results of this kind. We could
also have derived the results in Sections 29.1, 29.2, 29.4, and 29.5 in a setting of this generality;
the required modifications to the statements and proofs of these results are again very minor.
30. Local a priori estimates for Yang-Mills heat and gradient flows
In order to apply the results of Section 29 to a Yang-Mills gradient-like flow, we shall require a
priori estimates for solutions to the Yang-Mills heat and gradient flow equations over an annulus
in the base four-dimensional manifold, X, when the energy (or the L2 norm of the curvature) of
the flow, restricted to that annulus, is sufficiently small. These local-in-space estimates will be
used to show that the perturbation, R(t), of pure Yang-Mills gradient flow over S4, that arises
when cutting off a pure Yang-Mills gradient flow over an annulus in X and then transferring
the resulting flow (over the annulus and the ball it encloses) to S4 (with its standard round
metric of radius one) obeys conditions similar to those in Hypothesis 29.2. Fortunately, a priori
estimates of this kind were developed independently by Kozono, Maeda, and Naito in [215] and
by Schlatter in [307], based in part on predictions of Struwe in [331]. (Some of these estimates
may be viewed as local-in-space analogues of the global-in-space a priori estimate in Lemma
26.4.) There are related results due to Chen and Shen in [80], though they assume that the
dimension, d, of X is greater than four. In this section, we review the results we shall need from
[215, 307] and then develop some additional useful consequences. Many of the local a priori
estimates in [215, Section 4] which we review here are analogues of earlier results due to Struwe
[330, Section 3] for a harmonic map evolution equation [330, Equation (1.7)], a gradient-like flow
equation for the energy functional [330, Equations (1.1) and (1.2)] associated to a map from a
Riemann surface into a Riemannian manifold. In the context of the anti-self-dual equation over a
long tube, Y × [0,∞) where Y is a closed, three-dimensional manifold, results of this kind are due
to Morgan, Mrowka, and Ruberman [258] and Taubes [347], keeping in mind that a solution to
the anti-self-dual equation over Y × [0,∞) with bounded energy may be viewed as the gradient
flow for the Chern-Simons functional.
30.1. Fundamental inequalities. In this subsection, we review several fundamental a pri-
ori estimates either proved or identified by Kozono, Maeda, and Naito and which appear inspired
in turn by results of Struwe [330, Section 3], based on embedding theorems for parabolic Sobolev
spaces due to Ladyzˇenskaja, Solonnikov, and Ural′ceva [224]. Throughout this subsection, X
will denote a closed, connected smooth manifold of dimension d ≥ 2, Riemannian metric, g,
and covariant derivative ∇ : C∞(TX)→ C∞(TX ⊗ T ∗X) defined by the Levi-Civita connection
associated to g.
Proposition 30.1. [215, Proposition 2.1] Let (X, g) be a closed, Riemannian, smooth man-
ifold of dimension d ≥ 2. Then there exist positive constants C and R0 such that, for any
u, v ∈W 1,2(X) and r ∈ (0, R0], we have∫
X
|u||v|2 d volg ≤ C sup
x∈X
(∫
Br(x)
|u|2 d volg
)1/2(∫
X
|∇v|2 d volg +r−2
∫
X
|v|2 d volg
)
.
As noted by Kozono, Maeda, and Naito, Proposition 30.1 follows in part from the following
local version.
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Lemma 30.2. [215, Lemma 2.2] Let (X, g) be a closed, Riemannian, smooth manifold of
dimension d ≥ 2. Then there exist positive constants C and R0 such that, for any u, v ∈W 1,2(X)
and r ∈ (0, R0] and non-increasing, non-negative function ϕ ∈ C∞(R) such that ϕ(s) = 0 for
s ≥ 1, we have∫
X
|u||v|2ϕ(distg(·, x)/r) d volg
≤ C
(∫
Br(x)
|u|2 d volg
)1/2 ∫
X
(|∇v|2 + r−2|v|2)ϕ(distg(·, x)/r) d volg .
Proposition 30.1 is derived from Lemma 30.2 via the following lemma proved by Struwe in
[330].
Lemma 30.3 (Covering lemma). [215, Lemma 2.3], [330, Lemma 3.3] Let (X, g) be a closed,
Riemannian, smooth manifold of dimension d ≥ 2. Then there exist positive constants K and R0,
depending only on (X, g), such that for any r ∈ (0, R0], there exists a covering of X by geodesic
balls Br/2(xi) such that, for any point x ∈ X, at most K of the balls Br(xi) contain x.
We record the following useful pointwise inequalities for the curvature FA(t) of a family of
smooth connections A(t) on a principal G-bundle P over X and which depend smoothly on t ∈ R.
We begin with the following lemma, whose proof we include since we use a different Bochner-
Weitzenbo¨ck formula than that of [215] and so our pointwise equalities and inequalities contain
extra terms due to our inclusion of the Riemann curvature tensor, Riemg. The Bianchi identity
[144, Equation (2.16)],
(30.1) dAFA = 0 on X,
valid for any connection A on a principal G bundle P over a manifold X of any dimension d ≥ 2,
is frequently employed (at least implicitly) in the proof of Lemma 30.4 below.
Lemma 30.4 (Equalities and inequalities for smooth solutions to Yang-Mills gradient flow).
[215, Lemma 2.4] Let (X, g) be a closed, Riemannian, smooth manifold of dimension d ≥ 2. Then
there is a positive constant C and, given a non-negative integer k, a constant Ck with the following
significance. Let P be a principal G-bundle over X, let t1, t2 ∈ R obey −∞ ≤ t1 < t2 ≤ ∞, and
let A(t) be a solution to the Yang-Mills gradient flow equation (17.1) over X that is C∞ in time
and space, namely,
∂A
∂t
(t) = −d∗A(t)FA(t), ∀ t ∈ (t1, t2) ⊂ R.
Then the following pointwise equalities and inequalities hold on (t1, t2)×X:
∂FA
∂t
= −∆AFA,(30.2)
∂FA
∂t
= −∇∗A∇AFA − Riemg ×FA − FA × FA,(30.3)
∂|FA|
∂t
≤ ∆|FA|+ C(|FA|+ |FA|2) a.e. on (t1, t2)×X,(30.4)
∂|∇kAFA|
∂t
≤ ∆|∇kAFA|+ Ck
k∑
j=0
(
|∇jAFA|+ |∇jg Riemg |
)
|∇k−jA FA| a.e. on (t1, t2)×X,(30.5)
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where ∆A = d
∗
AdA + dAd
∗
A is the Hodge Laplace operator (16.27) on Ω
2(X; adP ) defined by a
connection A on P and Riemannian g on X, and ∆ = d∗d is the Laplace operator on C∞(X)
defined by the Riemannian g on X.
Proof. Equation (30.2) is well-known [115, 215, 293, 331] and follows from the Equation
(17.1) for Yang-Mills gradient flow and the Bianchi identity (30.1). We have modified the ex-
pressions on the right-hand side of [215, Equations (2.5), (2.6), and (2.7)] since the terms in the
Bochner-Weitzenbo¨ck formula (16.29) involving Riemann curvature tensor, Riemg, are omitted
in [215]. Formula (16.29) and Equation (30.2) immediately yield Equation (30.3), while the
second-order Kato Inequality [144, Equation (6.21)],
(30.6) 〈∇∗∇v, v〉 ≥ |v|∆|v| a.e. on X,
for any v ∈ C2(X;E) and Riemannian or Hermitian vector bundle E over X and compatible
covariant derivative, ∇, gives
〈∇∗A∇AFA, FA〉 ≥ |FA|∆|FA| a.e. on (0, T )×X,
and thus (30.3) implies (compare [115, page 21])
|FA|∂|FA|
∂t
=
1
2
∂|FA|2
∂t
=
〈
∂FA
∂t
, FA
〉
≤ |FA||∆|FA||+ C(|FA|2 + |FA|3) a.e. on (t1, t2)×X.
Therefore, on the complement of the set, |FA| = 0 in (t1, t2)×X, we obtain the Inequality (30.4).
Next, we have
∂∇AFA
∂t
= ∇A∂FA
∂t
+ A˙× FA
= ∇A∂FA
∂t
− d∗AFA × FA (by (17.1))
= −∇A∇∗A∇AFA −∇A(Riemg ×FA)−∇A(FA × FA)− d∗AFA × FA (by (30.3))
= −∇∗A∇A∇AFA −∇g Riemg ×FA − Riemg ×∇AFA −∇AFA × FA.
By iterating once again and substituting the preceding expression for ∂∇AFA/∂t and the expres-
sion for ∂A/∂t given by Yang-Mills gradient flow (17.1), we obtain
∂∇2AFA
∂t
= ∇A∂∇AFA
∂t
+ A˙×∇AFA
= −∇∗A∇A∇2AFA −∇2g Riemg ×FA −∇g Riemg ×∇AFA − Riemg ×∇2AFA
−∇2AFA × FA −∇AFA ×∇AFA.
By iteration, we see that for any integer k ≥ 0,
(30.7)
∂∇kAFA
∂t
= −∇∗A∇A∇kAFA +
k∑
j=0
∇jAFA ×∇k−jA FA +
k∑
j=0
∇jg Riemg ×∇k−jA FA,
where we have absorbed all signs (except for the term involving the connection Laplacian, ∇∗A∇A)
into the definition of ‘×’ in the preceding expression. It is now straightforward to verify the pre-
ceding formula by induction on k. Note that our Equation (30.7) slightly from the corresponding
[215, Equation (2.8)] since Kozono, Maeda, and Naito omit the ‘Riemg’ term in their version of
the Bochner-Weitzenbo¨ck formula.
Finally, the inequality (30.5) follows from (30.7) by same argument which gave the inequality
(30.4) as a consequence of (30.3). 
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30.2. Local a priori estimates for a solution to the Yang-Mills gradient flow
equation over a ball. In this subsection, we review the results due to Kozono, Maeda, and
Naito [215, Section 4] which we shall need in our application. Again, it is worth mentioning that
many of these ideas owe their origin in part to earlier work of Struwe on solutions to harmonic-map
gradient-like flow of a map from a Riemann surface into a Riemannian manifold [330, Section 3]
and of Uhlenbeck in the case of solutions to the Yang-Mills equation [363, 364].
Lemma 30.5 (Energy decreasing property for a solution to Yang-Mills gradient flow). [215,
Lemma 4.1] Let P be a principal G-bundle over a closed, Riemannian, smooth manifold of dimen-
sion d ≥ 2, let t1, t2 ∈ R obey −∞ ≤ t1 < t2 ≤ ∞, and let A(t) be a solution to the Yang-Mills
gradient flow equation (17.1) over X. Then the energy function,
(30.8) E (A(t)) :=
1
2
∫
X
|FA(t)|2 d volg,
is non-increasing the function of time t ∈ (t1, t2).
Proof. This is a general property of a solution to a gradient flow equation — see the proof
of [190, Proposition 3.2]. 
By analogy2 with [215, Equation (4.1)] and [330, page 571], for any point x ∈ X and positive
constant, r, less than the injectivity radius of (X, g) at x, we define a measure of the energy of
family of connections, A(t) on a principal G-bundle P ↾ Br(x) ⊂ X, uniform with respect to
t ∈ [0, T ),
(30.9) ε(r, x) = sup
t∈[0,T )
∫
Br(x)
|FA(t)|2 d volg .
We note that
ε(r, x) = ε(r, x;A,T ) = sup
t∈[0,T )
Er(A(t);x),
where
Er(A;x) :=
∫
Br(x)
|FA|2 d volg
is the local energy of a connection, A on P ↾ Br(x), defined by analogy with the definition of the
local energy of a map from a Riemann surface into a Riemannian manifold in [330, page 561].
In the sequel, we review the local-in-space a priori estimates due to Kozono, Maeda, and
Naito for norms of a solution, A(t) for t ∈ [0, T ), to Yang-Mills gradient flow on P in terms of
the initial energy, E (A0), T and ε1. Here, ε1 is a positive constant depending only on (X, g) and
which will be determined in Lemmata 30.6 through 30.13; we will set ε1 to be the smallest of the
positive constants labeled ε1 appearing in these lemmata. Lemmata 30.7 through 30.13 may be
compared with their analogues for a solution to harmonic-map gradient-like flow of a map from
a Riemann surface into a Riemannian manifold [330, Lemmata 3.7′ – 3.10′]. We begin with the
Lemma 30.6 (Local-in-space a priori estimate for the curvature of a solution to Yang-Mills
gradient flow). [215, Lemma 4.2], [307, Lemma 2.2] Let P be a principal G-bundle over a closed,
four-dimensional, Riemannian, smooth manifold, X. Then there exist positive constants, C and
ε1, with the following significance. Let R0 be as in Proposition 30.1. If A(t) is a smooth solution
2We omit the square root for convenience and also for the sake of prioritizing consistency with the proof of
[215, Lemma 5.2 and Theorem 5.4], which conflicts with the same authors’ usage elsewhere in [215, Sections 4
and 5].
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to the Yang-Mills gradient flow equation (17.1) over (0, T )×X with initial value A0 of class H1,
and r ∈ (0, R0] and x0 ∈ X obey
ε(r, x0) < ε1,
then
(30.10)
∫ T
0
∫
Br/2(x0)
|∇AFA(t)|2 d volg dt ≤ C(1 + r−2T )E (A0).
Lemma 30.6 is a local analogue of Lemma 26.4 when X has dimension four.
Lemma 30.7 (Local-in-space a priori estimate for the curvature of a solution to Yang-Mills
gradient flow). [215, Lemma 4.3] Let P be a principal G-bundle over a closed, four-dimensional,
Riemannian, smooth manifold, X. Then there exists a positive constant, ε1, with the following
significance. Given E0 > 0, and R0 be as in Proposition 30.1, and r ∈ (0, R0], and T > 0, and
δ ∈ (0, T ), there exists a positive constant, C, such that the following holds. If A(t) is a smooth
solution to the Yang-Mills gradient flow equation (17.1) over (0, T ) ×X with initial value A0 of
class H1 and E (A0) ≤ E0, and r ∈ (0, R0] and x0 ∈ X obey
ε(r, x0) < ε1,
then
(30.11) sup
δ<t<T
x∈Br/2(x0)
|FA(t, x)| ≤ C.
Lemma 30.8 (Local-in-space a priori estimate for the curvature of a solution to Yang-Mills
gradient flow). [215, Lemma 4.4] Assume the hypotheses of Lemma 30.7. Then
(30.12) sup
δ<t<T
x∈Br/2(x0)
|∇AFA(t, x)| ≤ C.
Lemma 30.9 (Local-in-space a priori estimate for the curvature of a solution to Yang-Mills
gradient flow). [215, Lemma 4.5] Assume the hypotheses of Lemma 30.7 and, in addition, that
k ≥ 2 is an integer. Then ∫ T
δ
∫
Br/2(x0)
|∇kAFA(t)|2 d volg dt ≤ C,
where C has the same dependencies as those in Lemma 30.7 but now depends in addition on k
and ‖FA(δ)‖W k,2(Br(x0)).
Lemma 30.10 (Local-in-space a priori estimate for the curvature of a solution to Yang-Mills
gradient flow). [215, Lemma 4.6] Assume the hypotheses of Lemma 30.7 and, in addition, that
k ≥ 2 is an integer. Then
sup
δ<t<T
x∈Br/2(x0)
|∇kAFA(t, x)| ≤ C,
where C has the same dependencies as those in Lemma 30.9.
Lemma 30.11 (Local-in-space a priori estimate for a solution to Yang-Mills gradient flow).
[215, Lemma 4.7] Assume the hypotheses of Lemma 30.7 and, in addition, that p ≥ 2. Then
sup
δ<t<T
∫
Br/2(x0)
|A(t)− Γ|p d volg ≤ C,
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where C has the same dependencies as those in Lemma 30.7 but now depends in addition on p and3
‖FA(δ)‖W 1,p(Br(x0)) and ‖A(δ)−Γ‖Lp(Br/2(x0)), where Γ is the product connection on Br/2(x0)×G.
Lemma 30.12 (Local-in-space a priori estimate for a solution to Yang-Mills gradient flow).
[215, Lemma 4.8] Assume the hypotheses of Lemma 30.7 and, in addition, that k ≥ 2 is an
integer and p ≥ 2. Then
sup
δ<t<T
∫
Br/2(x0)
|∇kΓ(A(t)− Γ)|p d volg ≤ C,
where C has the same dependencies as those in Lemma 30.7 but now depends in addition on k
and p and ‖FA(δ)‖W k+1,2(Br(x0)) and ‖A(δ) − Γ‖Lp(Br/2(x0)).
Lemma 30.13 (Local-in-space a priori estimate for a solution to Yang-Mills gradient flow).
[215, Lemma 4.9] Assume the hypotheses of Lemma 30.7 and, in addition, that p ≥ 2. Then
sup
δ<t<T
∫
Br/2(x0)
∣∣∣∣∂A∂t
∣∣∣∣p d volg ≤ C,
where C has the same dependencies as those in Lemma 30.7 but now depends in addition on k
and p and ‖FA(δ)‖W 2,2(Br(x0)) and ‖A(δ) − Γ‖Lp(Br/2(x0)).
An important hypothesis underpinning all of the local-in-space a priori estimates reviewed
thus far in this section is that the local energy for the Yang-Mills gradient flow,∫
Br(x0)
|FA(t)|2 d volg, 0 ≤ t < T,
can be controlled. With that in mind, we have the following version of the [215, Lemma 4.10] due
to Kozono, Maeda, Naito and the [307, Lemma 2.2] due to Struwe [330, Equation (13)]; those
lemmata are analogous to a result of Struwe [330, Lemma 3.6] for a harmonic-map gradient-like
flow equation [330, Equation (1.7)].
Lemma 30.14 (Local-in-space a priori estimate for a solution to Yang-Mills gradient flow).
Let P be a principal G-bundle over a closed, four-dimensional, Riemannian, smooth manifold, X.
Then there is a positive constant, c, with the following significance. Let R0 be as in Proposition
30.1. If A(t) is a smooth solution to the Yang-Mills gradient flow equation (17.1) over (0, T )×X
with initial value A0 of class H
1, and r ∈ (0, R0] and x0 ∈ X, then∫ t
0
∫
Br/2(x0)
∣∣∣∣∂A∂s (s)
∣∣∣∣2 d volg ds+ ∫
Br/2(x0)
|FA(t)|2 d volg
≤
∫
Br(x0)
|FA(0)|2 d volg +cr−2tE (A0), ∀ t ∈ [0, T ).
Proof. We add details to explain the origin of the inequality immediately preceding [215,
Equation (4.22)] in the proof of [215, Lemma 4.10] and also strengthen the inequality via the
addition of the L2 time and space integral of A˙ on the left-hand side. (The outline of the proof
of [307, Lemma 2.2] due to Schlatter appears incomplete.)
We begin by fixing a C∞ cut-off function κ : R→ [0, 1] such that κ(t) = 0 for t ≥ 1 and κ(t) =
1 for t ≤ 1/2. Now define a C∞ cut-off function χ : X → [0, 1] by setting χ(x) := κ(distg(x, x0)/r)
3We correct a typographical error in the statement of [215, Lemma 4.7]: as is clear from the proof, the
dependency is on ‖FA(δ)‖W1,p(Br(x0)) and not ‖FA(δ)‖W2,n(Br(x0)).
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for x ∈ X and observe that χ = 1 on Br/2(x0) and χ = 0 on X \Br(x0). Hence, there is a positive
constant, c, depending at most on the Riemannian metric g on X and a (universal) pointwise
bound for ∇κ on R such that |∇χ| ≤ cr−1 on X.
By multiplying the Yang-Mills gradient flow equation, ∂tA = −d∗AFA on (0, T ) × X, by χ,
squaring both sides, and integrating over X, we find that∫
X
χ2|∂tA|2 d volg
=
∫
X
χ2〈d∗AFA, d∗AFA〉 d volg
=
∫
X
χ2〈dAd∗AFA, FA〉 d volg +
∫
X
〈2χdχ ∧ d∗AFA, FA〉 d volg
=
∫
X
χ2〈∆AFA, FA〉 d volg −
∫
X
〈2χdχ ∧ ∂tA,FA〉 d volg (by (16.27) and (30.1))
= −
∫
X
χ2〈∂tFA, FA〉 d volg −
∫
X
〈2χdχ ∧ ∂tA,FA〉 d volg (by (30.2))
= −1
2
∫
X
χ2∂t|FA|2 d volg −
∫
X
〈2χdχ ∧ ∂tA,FA〉 d volg
≤ −1
2
∫
X
χ2∂t|FA|2 d volg +2 sup
X
|dχ|
(∫
X
χ2|∂tA|2 d volg
)1/2 (∫
supp dχ
|FA|2 d volg
)1/2
Therefore,∫
X
χ2|∂tA|2 d volg +1
2
∫
X
χ2∂t|FA|2 d volg ≤ 1
2
∫
X
χ2|∂tA|2 d volg +cr−2
∫
X
|FA|2 d volg,
and so,
1
2
∫
X
χ2|∂tA|2 d volg +1
2
d
dt
∫
X
χ2|FA|2 d volg ≤ cr−2
∫
X
|FA|2 d volg
≤ cr−2
∫
X
|FA(0)|2 d volg (by Lemma 30.5).
Integrating with respect to time over [0, t] yields∫ t
0
∫
X
χ2|∂sA(s)|2 d volg ds+
∫
X
χ2|FA(t)|2 d volg −
∫
X
χ2|FA(0)|2 d volg
≤ 2cr−2t
∫
X
|FA(0)|2 d volg .
The conclusion now follows. 
Of course, by taking χ ≡ 1 on X in the proof of Lemma 30.14, we obtain a familiar global
version and simple analogue of the a priori estimate [330, Lemma 3.4], [332, Lemma 1.1] for
harmonic map gradient-like flow and [215, Lemma 4.1], [331, Equation (12)] for Yang-Mills
gradient flow.
Corollary 30.15 (Energy estimate for a solution to Yang-Mills gradient flow). [331, Equa-
tion (12)] Let P be a principal G-bundle over a closed, four-dimensional, Riemannian, smooth
manifold, X. Then there is a positive constant, c, with the following significance. If A(t) is a
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smooth solution to the Yang-Mills gradient flow equation (17.1) over (0, T )×X with initial value
A0 of class H
1, then
∫ t
0
∫
X
∣∣∣∣∂A∂s (s)
∣∣∣∣2 d volg ds + ∫
X
|FA(t)|2 d volg ≤
∫
X
|FA(0)|2 d volg, ∀ t ∈ [0, T ).
This completes our review of the local-in-space a priori estimates for the curvature of a
solution to Yang-Mills gradient flow equation from [215, Section 4].
30.3. Evolution of anti-self-dual curvature in Yang-Mills gradient flow. The Chern-
Weil formula yields the following useful refinement of Lemma 30.5, showing that not only is the
energy E (A(t)) = 12‖FA(t)‖2L2(X) a non-increasing function of time, t ≥ 0, but so also are the of
the anti-self-dual and self-dual curvature components, E ±(A(t)) := 12‖F±A (t)‖2L2(X).
Lemma 30.16 (Evolution of anti-self-dual and self-dual curvatures in Yang-Mills gradient
flow). Let G be a compact Lie group and P a principal G-bundle over a closed, connected, four-
dimensional, oriented, smooth manifold, X, with Riemannian metric, g, and T ∈ (0,∞]. If A(t),
for t ∈ [0, T ), is a solution to Yang-Mills gradient flow (1.2) on P , then
∫
X
|F±A (t)|2g d volg ≤
∫
X
|F±A (0)|2g d volg, ∀ t ∈ [0, T ).
Proof. We recall from Section 10 that, for any connection A on P , we have
∫
X
|FA|2g d volg =
l∑
i=1
1
rgi
∫
X
(|F+A |2gi + |F−A |2gi) d volg,
and
(30.13) 4π2|κ(P )| =
l∑
i=1
1
rgi
∫
X
(|F+A |2gi − |F−A |2gi) d volg,
where |κ(P )| :=∑li=1 κi(P ), and thus
4π2|κ(P )|+
l∑
i=1
1
rgi
∫
X
|F−A |2gi d volg =
l∑
i=1
1
rgi
∫
X
|F+A |2gi d volg .
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To analyze the evolution of the ‘self-dual energy’, we apply the identity (30.13) and resulting
equality to A(t) yields
l∑
i=1
1
rgi
∫
X
|F+A (t)|2gi d volg
=
l∑
i=1
1
rgi
∫
X
|FA(t)|2gi d volg −
l∑
i=1
1
rgi
∫
X
|F−A (t)|2gi d volg
≤
l∑
i=1
1
rgi
∫
X
|FA(0)|2gi d volg −
l∑
i=1
1
rgi
∫
X
|F−A (t)|2gi d volg (by Lemma 30.5)
=
l∑
i=1
1
rgi
∫
X
|F+A (0)|2gi d volg +
l∑
i=1
1
rgi
∫
X
|F−A (0)|2gi d volg −
l∑
i=1
1
rgi
∫
X
|F−A (t)|2gi d volg
= 2
l∑
i=1
1
rgi
∫
X
|F+A (0)|2gi d volg −4π2|κ(P )| −
l∑
i=1
1
rgi
∫
X
|F−A (t)|2gi d volg (by (30.13))
= 2
l∑
i=1
1
rgi
∫
X
|F+A (0)|2gi d volg −
l∑
i=1
1
rgi
∫
X
|F+A (t)|2gi d volg (by (30.13)),
yields the desired inequality by combining terms.
For the evolution of the anti-self-dual curvature component, one argues in the same way. We
include the details for completeness. Applying the identity (30.13) and the resulting equality
4π2|κ(P )| −
l∑
i=1
1
rgi
∫
X
|F+A |2gi d volg = −
l∑
i=1
1
rgi
∫
X
|F−A |2gi d volg,
to A(t) yields
l∑
i=1
1
rgi
∫
X
|F−A (t)|2gi d volg
=
l∑
i=1
1
rgi
∫
X
|FA(t)|2gi d volg −
l∑
i=1
1
rgi
∫
X
|F+A (t)|2gi d volg
≤
l∑
i=1
1
rgi
∫
X
|FA(0)|2gi d volg −
l∑
i=1
1
rgi
∫
X
|F+A (t)|2gi d volg (by Lemma 30.5)
=
l∑
i=1
1
rgi
∫
X
|F+A (0)|2gi d volg +
l∑
i=1
1
rgi
∫
X
|F−A (0)|2gi d volg −
l∑
i=1
1
rgi
∫
X
|F+A (t)|2gi d volg
= 2
l∑
i=1
1
rgi
∫
X
|F−A (0)|2gi d volg +4π2|κ(P )| −
l∑
i=1
1
rgi
∫
X
|F+A (t)|2gi d volg (by (30.13))
= 2
l∑
i=1
1
rgi
∫
X
|F+A (0)|2gi d volg −
l∑
i=1
1
rgi
∫
X
|F−A (t)|2gi d volg (by (30.13)),
again yields the desired inequality by combining terms. 
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30.4. Local a priori estimates due to Schlatter, Struwe, and Uhlenbeck. We recall
some of the key a priori estimates employed by Schlatter, Struwe, and Uhlenbeck in Schlatter’s
proof of [307, Theorem 1.2]. We sometimes include proofs since some the statements in [307]
lack a degree of precision that we shall later require. For consistency with Section 30.2, we let
ε1 denote the smallest of the positive constants labeled ε1 appearing in this section and Section
30.2 and for convenience we continue to assume that solutions, A(t), to the Yang-Mills gradient
flow equation (1.2) are classical, unless specified otherwise, that is smooth for t > 0 and if the
initial condition is involved, continuous for t ≥ 0.
We begin with the following refinement of [307, Lemma 2.3], [331, Lemma 3.3].
Lemma 30.17. [307, Lemma 2.3], [331, Lemma 3.3] Let G be a compact Lie group and P
be a principal G-bundle over a closed, four-dimensional, smooth manifold, X, with Riemannian
metric, g. Then there are positive constants, ε1 and C, with the following significance. Let A be
a connection of class H1 on P such that
(30.14) sup
x∈X
∫
Br(x)
|FA|2 d volg < ε1 for some r ∈ (0, 1].
If a ∈ H1A(X; Λp ⊗ adP ), for an integer p ≥ 0, then
‖a‖2L4(X) + ‖∇Aa‖2L2(X) ≤ C
(
‖d∗Aa‖2L2(X) + ‖dAa‖2L2(X)
)
+ Cr−2‖a‖2L2(X).
Moreover, the constants ε1 and r depend on the metric g through the quantities,
‖Riem(g)‖L4(X,g), ‖g − g0‖C(X), and Inj(X, g0),
where g0 is any fixed reference metric on X, and this dependence is continuous.
Remark 30.18 (Dependence of the injectivity radius on the Riemannian metric). By com-
paring the sectional curvatures of a pair of Riemannian metrics, g1 and g2, on a closed, smooth
manifold X of dimension d ≥ 2, it is possible to compare their injectivity radii, Inj(X, g1) and
Inj(X, g2), through the Rauch Comparison Theorems [78, Chapter 1.10]. Continuity properties of
the injectivity radius as a function of the metric, g, are developed in [124, 305]. The dependence
of the injectivity radius, Inj(X, g), on curvature of the Riemannian metric, g, which can be traced
back to fundamental properties of geodesics [22, Chapter 1], suggests continuous dependence on
g ∈ Met(X), the space of all Riemannian metrics on X, when equipped with the C2 topology.
Proof of Lemma 30.17. The only difference between the statement of Lemma 30.17 and
that in the cited references is in our clarification of the dependence of the constants on the
Riemannian metric, g. The proof is otherwise identical.
The first occurrence of constants depending on g is at the top of [331, p. 132], through the
use of the Sobolev embedding H1(X, g) →֒ L4(X, g) with estimate [5, Theorem 4.12],
‖f‖L4(X,g) ≤ c1(g)‖f‖H1(X,g) and ‖f‖H1(X,g) =
(∫
X
(
f2 + |df |2g
)
d volg
)1/2
,
for all f ∈ C∞(X). Plainly, c1(g) depends continuously on g with respect to the C0(X) topology
on the space of Riemannian metrics on X. As usual, when this Sobolev estimate is converted to
one for a ∈ Ωp(X; adP ), with covariant derivative on Λp(T ∗X)⊗ adP induced by the Levi-Civita
connection on TX and connection A on P with the aid of the Kato Inequality (26.18), namely
|d|a|| ≤ |∇Aa|, the constant c1(g) remains unchanged.
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The second occurrence of constants depending on g is near the top of [331, p. 132], through
the use of the Bochner-Weitzenbo¨ck formula (16.28) (this version is stated for one-forms but the
formula holds more generally with Ricg replaced by Riemg). Rather than estimate
({Riemg, a}, a)L2(X,g) ≤ c0‖Riemg ‖C(X,g)‖a‖2L2(X,g),
as in [331] (with universal constant c0 independent of g), we may use
({Riemg, a}, a)L2(X,g) ≤ c0‖Riemg ‖L4(X,g)‖a‖L4(X,g)‖a‖L2(X,g)
≤ c0
2
‖Riemg ‖L4(X,g)
(
ζ‖a‖2L4(X,g) + ζ−1‖a‖2L2(X,g)
)
,
for arbitrary ζ > 0. With a choice of ζ such that
c0ζ
2
‖Riemg ‖L4(X,g) =
1
2c1
,
observing that the Sobolev embedding constant, c1, is denoted by C(η) in [331, p. 132], one can
use rearrangement and Struwe’s proof of [331, Lemma 3.3] then continues without change.
The third apparent occurrence of constants depending on g is through Struwe’s use of the
Sobolev embedding H1(BR(x0), g) →֒ L4(BR(x0), g) with estimate,
‖f‖L4(BR(x0),g) ≤ c2(g,R)‖f‖H1(BR(x0),g), ∀x0 ∈ X,
where R ∈ (0, Inj(X, g)] and c2(g,R) is potentially different from c1(g). However, one could
instead use a covering of X by balls BR/2(x0) and fix, once and for all, a cut-off function χ ∈
C∞0 (B1(0)) with B1(0) ⊂ R4 having 0 ≤ χ ≤ 1 on R4 and χ = 1 on B1/2(0) and |dχ| ≤ 4. We
then define χR := χ(distg(·, x0)/R) ∈ C∞0 (BR(x0)) and observe that |dχR|g ≤ c(g)R−2. The
constant, c(g), may be absorbed into a possibly larger Sobolev constant, c1(g), and this is how
Struwe obtains his stated estimate for ({FA, a}, a)L2(X,g) (in our notation).
The last occurrence of constants depending on g is through Struwe’s choice of a radius R0 ∈
(0, Inj(X, g)] and number L independent of (X, g) such that, if {BR(xi)} is a cover of X with
R ∈ (0, R0], then at most L balls intersect at each point x ∈ X.
Finally, as we noted in Remark 30.18, the dependence of the injectivity radius, Inj(X, g), on
the Riemannian g can be studied with the aid of C0 curvature bounds, implying C2 control over
g. However, the term
({FA, a}, a)L2(X,g),
depends continuously on g ∈ Met(X), the space of all Riemannian metrics on X, when equipped
with the C0 topology. Thus, if g0 is a reference Riemannian metric on X, there is a small enough
constant, η = η(g0) ∈ (0, 1], such that if ‖g − g0‖C(X) ≤ η, then
1
2
({FA, a}, a)L2(X,g0) ≤ ({FA, a}, a)L2(X,g) ≤ 2({FA, a}, a)L2(X,g0),
for all C∞ connections A on P and a ∈ Ωp(X; adP ). Thus, for the constants ε1 and r appearing
in (30.14), they may be assumed to depend on the injectivity radius of Inj(X, g0) and ‖g−g0‖C(X)
rather than Inj(X, g). This completes the proof. 
Our Corollary 26.6 can be viewed as a variant of the following result due to Struwe [331].
Lemma 30.19. [331, Lemma 3.4] Let G be a compact Lie group and P be a principal G-
bundle over a closed, four-dimensional, Riemannian, smooth manifold, X. Then there are positive
constants, ε1 and C, with the following significance. If A1 is a fixed reference connection of class
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C∞ on P and T > 0 and A(t) = A1 + a(t) for t ∈ [0, T ) is a classical solution to the Yang-Mills
gradient flow (1.2) on P such that A(t), for t ∈ [0, T ), obeys
(30.15) sup
(t,x)∈(0,T )×X
∫
Br(x)
|FA(t)|2 d volg < ε1 for some r ∈ (0, 1],
then FA ∈ L3(0, T ;L3(X; Λ2 ⊗ adP )) and obeys
‖FA‖2L3(0,T ;L3(X)) ≤ C
(
1 + r−2T
)
E (A(0)).
Lemma 30.19 has the following useful consequence, which in turn leads to the important
Lemma 30.22.
Lemma 30.20. [331, Lemma 3.5] Assume the hypotheses of Lemma 30.19. Then FA obeys
d∗AFA ∈ L2loc((0, T ];L4(X; Λ1 ⊗ adP )),
∂FA
∂t
∈ L2loc((0, T ];L2(X; Λ2 ⊗ adP )).
Lemma 30.21. [307, Lemma 2.4], [331, Lemma 3.6] Let G be a compact Lie group and P be
a principal G-bundle over a closed, four-dimensional, Riemannian, smooth manifold, X. If A1
is a fixed reference connection of class C∞ on P and A(t) = A1 + a(t) for t ∈ [0, T ) and T > 0
is a classical solution to the Yang-Mills gradient flow (1.2) on P such that A(t), for t ∈ [0, T ),
obeys (30.15), then A(t) extends from [0, T ) to [0, T ] in the sense that
a ∈ Cloc([0, T ];H1A1(X; Λ1 ⊗ adP )).
In the sequel, we state and prove a local version, Lemma 30.32, of Lemma 30.21 that we shall
find useful in our analysis of Uhlenbeck limits. Lemma 30.22 below may be viewed as a local
version of the global estimate Lemma 30.17.
Lemma 30.22. [307, Lemma 2.6] There is a positive constant, ε1, and, if ρ > 0, there is a
positive constant C = C(ρ) with the following significance. Let G be a compact Lie group and A
be a connection of class H2 on B1 ×G, where Br ⊂ R4 is the ball of radius r > 0 centered at the
origin. If ∫
B1
|FA|2 d4x ≤ ε1,
then
‖FA‖H1A(Bρ) ≤ C
(‖d∗AFA‖L2(B1) + ‖FA‖L2(B1)) .
Lemma 30.23. [307, Lemma 2.7] There are positive constants, ε ∈ (0, 1] and K and, if ρ > 0,
there is a positive constant C = C(K, ρ) with the following significance. Let G be a compact Lie
group and A be a connection of class H2 on B1 × G, where Br ⊂ R4 is the ball of radius r > 0
centered at the origin. If
(1) ‖A− Γ‖H1Γ(B1) ≤ ε;
(2) d∗Γ(A− Γ) = 0 over B1;
(3) ‖FA‖H1Γ(B1) ≤ K;
where Γ denotes the product connection on B1 ×G, then
‖A− Γ‖H2Γ(Bρ) ≤ C.
The following bound on local gauge transformations may be compared with [363, Corollary
3.3 and Lemma 3.5].
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Lemma 30.24. [307, Lemma 2.8] Let G be a compact Lie group. Then there are positive
constants, C and ε, with the following significance. For i = 1, 2, let B1(yi) be two open balls in
R
4 with radius one and centers, yi, and non-empty overlap, and Ai be connections on B1(yi)×G
such that Ai − Γ ∈ H2Γ(B1(yi); Λ1 ⊗ g), where Γ is the product connection R4 × G, and ‖Ai −
Γ‖H1Γ(B1(yi)) ≤ ε. If there is a local gauge transformation, ϕ ∈ H
3
Γ(U ;G), such that ϕ
∗A1 = A2
a.e. on U := B1(y1) ∩B1(y2), then
‖ϕ‖H3Γ(U ;G) ≤ C.
We next recall some fundamental results due to Uhlenbeck.
Theorem 30.25 (Construction of a W 2,p transformation to Coulomb gauge). [363, Theorem
1.3] There are positive constants, c and ε1, with the following significance. Let G be a compact
Lie group and A = Γ + a be a connection on B1 ×G, where B1 ⊂ R4 is the unit ball centered at
the origin, such that a ∈W 1,p(B1; Λ1 ⊗ g) and p ≥ 2. If∫
B1
|FA|2 d4x ≤ ε1,
then there is a W 2,p gauge transformation, ϕ : B1 → G, such that the gauge-transformed connec-
tion, A˜ = ϕ∗A = Γ + a˜ given by
a˜ := ϕ−1aϕ+ ϕ−1dϕ,
obeys
d∗Γ(A˜− Γ) = 0 a.e. on B1,(30.16a)
‖A˜− Γ‖W 1,pΓ (B1) ≤ c‖FA‖Lp(B1).(30.16b)
Remark 30.26 (Construction of aW k+1,p transformation to Coulomb gauge). We note that if
A is of class W k,p, for an integer k ≥ 1 and p ≥ 2, then the gauge transformation, ϕ, in Theorem
30.25 is of class W k+1,p; see [363, page 32], the proof of [363, Lemma 2.7] via the Implicit
Function Theorem for smooth functions on Banach spaces, and our proof of [133, Theorem 1.1]
— a global version of Theorem 30.25.
Remark 30.27 (Equivalent scale invariant version of the a priori estimate (30.16b)). We re-
call from the Sobolev Embedding Theorem [5, Theorem 4.12] in dimension four thatW 1,p(B1) →֒
Lq(B1), for p ∈ [2, 4) and q ∈ [4,∞) defined by 1/p = 1/4 + 1/q. With that in mind, it is often
useful to replace the a priori estimate (30.16b) in Theorem 30.25 by an equivalent scale invariant
version,
(30.17) ‖A˜− Γ‖Lq(B1) + ‖∇Γ(A˜− Γ)‖Lp(B1) ≤ c‖FA‖Lp(B1).
Uhlenbeck has two versions of her Removable Singularities Theorem, one for finite-energy
Yang-Mills connections of class W 1,p (with p > 2) over a punctured ball in R4 and a more
delicate version for finite-energy Sobolev connections of class H1 over a punctured ball in Rd
with d ≥ 2. We shall have occasion to use both in dimension four.
Theorem 30.28 (Removability of singularities for finite-energy Yang-Mills connections).
[364, Theorem 4.1] Let G be a compact Lie group and A be a Yang-Mills connection, of class
W 1,p with p > 2, on a principal G-bundle over B1 \ {0}, where B1 ⊂ R4 is the unit ball centered
at the origin, such that ∫
B1
|FA|2 d4x <∞,
30. LOCAL A PRIORI ESTIMATES FOR YANG-MILLS HEAT AND GRADIENT FLOWS 317
Then there is a W 2,p gauge transformation, ϕ : P ↾ B1 \ {0} → P ↾ B1 \ {0}, such that the
gauge-transformed connection, ϕ∗A, extends to a W 1,p Yang-Mills connection, A¯, on a principal
G-bundle P¯ over B1.
Remark 30.29 (On the regularity of the connections in Uhlenbeck’s Removable Singularities
Theorem). Uhlenbeck assumes that the given connection, A, in [364, Theorem 4.1] is C∞. This
assumption implies no loss of generality and reduces notational clutter in the statement and proof
of her theorem. Nevertheless, as we wish to keep track of the regularity of all connections and
gauge transformations, we include the minimal regularity in both the Yang-Mills and non-Yang-
Mills assertions in Theorem 30.28.
We shall only need the case d = 4 of [365, Theorem 2.1], which we record below.
Theorem 30.30 (Removability of singularities for finite-energy Sobolev connections). [365,
Theorems 2.1 and 4.5 and Corollary 4.6] Let G be a compact Lie group. Then there are positive
constants, c and ε1, with the following significance. If A is a connection of class H
1 on the
product bundle, G×B1 \ {0}, where B1 ⊂ R4 is the unit ball centered at the origin, such that∫
B1
|FA|2 d4x ≤ ε1,
then there is a gauge transformation, ϕ ∈ H2Γ,loc(B1 \ {0};G), such that the gauge-transformed
connection, ϕ∗A, obeys
d∗Γ(ϕ
∗A− Γ) = 0 a.e. on B1,(30.18a)
ϕ∗A− Γ ∈ H1Γ(B1; Λ1 ⊗ g),(30.18b)
‖ϕ∗A− Γ‖H1Γ(B1) ≤ c‖FA‖L2(B1).(30.18c)
If the Coulomb gauge condition is omitted, then the gauge transformation, ϕ, may be chosen to
be C∞ on {x ∈ R4 : ρ ≤ |x| ≤ 1− ρ, for ρ ∈ (0, 1/2).
Remark 30.31 (Construction of aW k+1,p transformation to Coulomb gauge and removability
of singularities). As in the case of Theorem 30.28, the proof of Theorem 30.30 relies on the
Implicit Function Theorem for smooth functions on Banach spaces to construct the required
gauge transformation. If A is of class W k,p, for an integer k ≥ 1 and p ≥ 2, one may rework the
proof of Theorem 30.30 to show that the gauge transformation, ϕ, in Theorem 30.30 is of class
W k+1,p.
Just as we noted in Remark 30.27, we may replace (30.18c) by
(30.19) ‖A˜− Γ‖L4(B1) + ‖∇Γ(A˜− Γ)‖L2(B1) ≤ c‖FA‖L2(B1),
an equivalent scale invariant version that is often useful in the sequel.
30.5. A local version of the continuous extension Lemma 30.21 of Struwe. We
shall need a local version of Lemma 30.21.
Lemma 30.32. Let G be a compact Lie group and P be a principal G-bundle over a closed, four-
dimensional, Riemannian, smooth manifold, X. Let ε1 and R0 be the smaller of the corresponding
pair of constants in Section 30.2. Suppose that A1 is a fixed reference connection of class C
∞
on P and U ⊂ X is an open subset and A(t) = A1 + a(t) for t ∈ [0, T ) with 0 < T < ∞, is a
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classical solution to the Yang-Mills gradient flow equation (1.2) on P ↾ U . If U ′ ⋐ U is an open
subset and4 d0 := dist(U
′, ∂U) and A(t) obeys
(30.20) sup
(t,x)∈(0,T )×U ′
∫
Br(x)
|FA(t)|2 d volg < ε1 for some r ∈ (0, d0 ∧R0],
then the solution A(t) extends continuously from (0, T ) to (0, T ] over U ′ in the sense that
a ∈ Cloc((0, T ];H1A1(U ′; Λ1 ⊗ adP )).
Remark 30.33 (On the dependence of the constants in Lemma 30.32 on the Riemannian
metric). If g¯ is another Riemannian metric on X which is C2 equivalent to the given Riemannian
metric g on X in the sense that ‖g− g¯‖C2(X,g) ≤ K, for some positive constant, K, that is uniform
with respect to ‖g − g¯‖C0(X,g) ∈ (0, 1], then C0 norms of curvatures, distances between pairs of
points in X, injectivity radii, tensor norms, volumes of open subsets, and the positive constants
ε¯1 and R¯0 defined by g¯ will be comparable to the corresponding quantities defined by g, with
comparison constants depending on g and K.
In the metric g¯ is not C2 equivalent to g, then we note that the weaker equivalence described
in Lemma 30.17 carries over mutatis mutandis to the statement and proof of Lemma 30.32.
Proof of Lemma 30.32. We shall adapt Struwe’s proof of his [331, Lemma 3.6]. Since U¯ ′
is a compact subset of U , it suffices to consider a ball Br(x) ⊂ U , for a point x ∈ U ′ and radius
r ∈ (0, R0], where R0 is the positive constant appearing in Section 30.2. For any δ ∈ (0, T ),
Lemma 30.13 provides a positive constant, C, such that
(30.21) sup
t∈(δ,T )
∥∥∥∥∂a∂t (t)
∥∥∥∥
L4(Br/2(x))
≤ C.
Therefore, because −∞ < δ < T < ∞, we obtain a ∈ C([δ, T ];L4(Br/2(x); Λ1 ⊗ adP )). (The
dependencies of C include ‖FA(δ)‖W 2,2Γ (Br(x)) and ‖a(δ)‖L4(Br/2(x)).) Recalling that FA1+a =
FA1 + dA1a+ [a, a], we obtain
∂dA1a
∂t
=
∂FA
∂t
+
[
∂a
∂t
, a
]
+
[
a,
∂a
∂t
]
.
Also, Lemma 30.11 provides a positive constant, C, such that
(30.22) sup
t∈(δ,T )
‖a(t)‖L4(Br/2(x)) ≤ C,
where the dependencies of C include ‖FA(δ)‖W 1,4Γ (Br(x)) and ‖a(δ)‖L4(Br/2(x)). Because
∂a
∂t
∈ L∞(δ, T ;L4(Br/2(x); Λ1 ⊗ adP )) (by (30.21)) and
a ∈ L∞(δ, T ;L4(Br/2(x); Λ1 ⊗ adP )) (by (30.22)),
we see that [
∂a
∂t
, a
]
+
[
a,
∂a
∂t
]
∈ L∞(δ, T ;L2(Br/2(x); Λ1 ⊗ adP )).
4If U = X, then d0 =∞ and so Lemma 30.32 generalizes Lemma 30.21.
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Moreover, as
FA ∈ L∞(δ, T ;L∞(Br/2(x); Λ1 ⊗ adP )) (by Lemma 30.7),(30.23)
∇AFA ∈ L2(δ, T ;L2(Br/2(x); Λ1 ⊗ adP )) (by Lemma 30.6),(30.24)
∇2AFA ∈ L2(δ, T ;L2(Br/2(x); Λ1 ⊗ adP )) (by Lemma 30.9),(30.25)
and recalling from (30.3) that
∂FA
∂t
= −∇∗A∇AFA − Riemg ×FA − FA × FA,
we obtain
∂FA
∂t
∈ L2(δ, T ;L2(Br/2(x); Λ1 ⊗ adP )).
Therefore, by combining the preceding observations, we find that
∂dA1a
∂t
∈ L2(δ, T ;L2(Br/2(x); Λ1 ⊗ adP )),
and so, because [δ, T ] is a finite-length interval,
dA1a ∈ C([δ, T ];L2(Br/2(x); Λ1 ⊗ adP )).
Furthermore,
∂d∗A1a
∂t
= d∗A1
∂A
∂t
= −d∗A1d∗AFA (by (1.2))
= −d∗Ad∗AFA − ∗[a, ∗d∗AFA] (because A = A1 + a)
= (d2A)
∗FA − ∗[a, ∗d∗AFA]
= F ∗AFA − ∗[a, ∗d∗AFA].
For any b ∈ Ω1(Bρ; g), where Bρ ⊂ R4 is the ball of radius ρ > 0 and center at the origin, define
b˜ ∈ Ω1(B1; g) by b(ρy) = b˜(y), for y ∈ B1, and for the connection, A1 on Bρ × G, we similarly
define A˜1 on B1 ×G. Then, by the scaling behavior of the L4 norm on one-forms and L2 norm
on two-forms,
‖b‖L4(Bρ) = ‖b˜‖L4(B1) ≤ c
(
‖∇
A˜1
b˜‖L2(B1) + ‖b˜‖L2(B1)
)
,
by the Sobolev embedding H1(X;R) →֒ L4(X;R) [5, Theorem 4.12] and the Kato Inequality
(26.18), and so
(30.26) ‖b‖L4(Bρ) ≤ c
(‖∇A1b‖L2(Bρ) + ρ−1‖b‖L2(Bρ)) ,
where c is a universal positive constant. Applying the Ho¨lder inequality, we discover that
‖[a, ∗d∗AFA]‖L2(Br/2(x))
≤ c‖a‖L4(Br/2(x))‖d∗AFA‖L4(Br/2(x))
≤ c‖a‖L4(Br/2(x))
(
‖d∗AFA‖L2(Br/2(x)) + r−1‖∇Ad∗AFA‖L2(Br/2(x))
)
(by (30.26))
≤ c‖a‖L4(Br/2(x))
(
‖∇AFA‖L2(Br/2(x)) + r−1‖∇2AFA‖L2(Br/2(x))
)
,
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where c is a positive constant depending at most on the Riemannian metric on X. Thus, by
(30.22), (30.23), (30.24), and (30.25), we obtain
∂d∗A1a
∂t
∈ L2(δ, T ;L2(Br/2(x); Λ1 ⊗ adP )),
and therefore
d∗A1a ∈ C([δ, T ];L2(Br/2(x); Λ1 ⊗ adP )).
Let χ ∈ C∞(X) be a cut-off function such that 0 ≤ χ ≤ 1 on X with suppχ ⊂ Br/2(x) and χ = 1
on Br/4(x). We then observe that, for all t ∈ (δ, T ) and writing a = a(t),
‖∇A1(χa)‖2L2(X) = (∇∗A1∇A1(χa), χa)L2(X)
= ((d∗A1dA1 + dA1d
∗
A1)(χa), χa)L2(X) + (FA1 × χa, χa)L2(X)
+ (Ricg ×χa, χa)L2(X) (by (16.28))
= ‖dA1(χa)‖2L2(X) + ‖d∗A1(χa)‖2L2(X) + (FA1 × χa, χa)L2(X)
+ (Ricg ×χa, χa)L2(X).
Hence, there is a positive constant, c, depending at most on the Riemannian metric on X such
that, for all t ∈ (δ, T ) and writing a = a(t),
‖∇A1(χa)‖L2(X) ≤ c
(
‖dA1a‖L2(Br/2(x)) + ‖d∗A1a‖L2(Br/2(x))
+ ‖dχ‖L∞(X)‖a‖L2(Br/2(x)) + ‖FA1‖
1/2
L∞(X)‖a‖L2(Br/2(x))
+ ‖Ricg ‖1/2L∞(X)‖a‖L2(Br/2(x))
)
.
Thus, χa ∈ C([δ, T ];H1A1(Br/2(x); Λ1 ⊗ adP )) and so a ∈ C([δ, T ];H1A1(Br/4(x); Λ1 ⊗ adP )), as
desired. The conclusion now follows. 
It is clear from the proof of Lemma 30.32 that under its hypotheses one should expect higher-
order continuity results of the form (30.27) for any integer k ≥ 1 or p ≥ 2. It will suffice for our
application to consider the case of k = 2 and p = 2 or k = 1 and p > 2 since, for that situation,
one hasW k+1,p(X;R) →֒ C(X) by the Sobolev Embedding Theorem [5, Theorem 4.12]. We leave
further extensions to the reader.
Lemma 30.34. Assume the hypotheses of Lemma 30.32. Then for every precompact open
subset U ′ ⋐ U , the solution A(t) extends continuously from (0, T ) to (0, T ] over U ′ in the sense
that, k = 2 and p = 2 or k = 1 and 2 ≤ p <∞,
(30.27) a ∈ Cloc((0, T ];W k,pA1 (U ′; Λ1 ⊗ adP )).
Proof. Suppose first that k = 1 and p ≥ 2. Since A(t) = A1 + a(t), we observe that
∂∇A1a
∂t
= ∇A1
∂a
∂t
= ∇A∂a
∂t
+ a⊗ ∂a
∂t
= −∇Ad∗AFA + a⊗
∂a
∂t
(by (1.2)).
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But for any integer l ≥ 0, the curvature FA(t) (of the classical solution, A(t)) satisfies
(30.28) ∇lAFA ∈ L∞(δ, T ;L∞(Br/2(x); (T ∗X)⊗(l+1) ⊗ adP ))
(by Lemmata 30.7, 30.8, and 30.10),
and so (30.28) implies that
∇Ad∗AFA ∈ L∞(δ, T ;L∞(Br/2(x); (T ∗X)⊗2 ⊗ adP )).
On the other hand, for any q ∈ [2,∞), the terms a(t) and ∂a/∂t satisfy
a ∈ L∞(δ, T ;Lq(Br/2(x); Λ1 ⊗ adP )) (by Lemma 30.11),(30.29)
∂a
∂t
∈ L∞(δ, T ;Lq(Br/2(x); Λ1 ⊗ adP )) (by Lemma 30.13),(30.30)
and so, choosing q = 2p, we see that
a⊗ ∂a
∂t
∈ L∞(δ, T ;Lp(Br/2(x); (T ∗X)⊗2 ⊗ adP )).
By combining the preceding observations, we discover that
(30.31)
∂∇A1a
∂t
∈ L∞(δ, T ;Lp(Br/2(x); (T ∗X)⊗2 ⊗ adP )).
Therefore, by (30.30) and (30.31), we see that
∂a
∂t
∈ L∞(δ, T ;W 1,pA1 (Br/2(x); (T ∗X)⊗2 ⊗ adP )),
and because [δ, T ] is a finite-length interval, we have
a ∈ C([δ, T ];W 1,pA1 (Br/2(x); Λ1 ⊗ adP )),
which gives (30.27) for the case k = 1 and p ≥ 2.
If k = 1 and p = 2, we similarly observe that
∂∇2A1a
∂t
= ∇2A1
∂a
∂t
= ∇2A
∂a
∂t
+∇A1a×
∂a
∂t
+ a×∇A1
∂a
∂t
+ a× a× ∂a
∂t
= −∇2Ad∗AFA +∇A1a×
∂a
∂t
+ a× ∂∇A1a
∂t
+ a× a× ∂a
∂t
(by (1.2)).
By applying (30.28) (with l = 3), (30.29), (30.30), and (30.31) to the preceding identity, we
discover that
(30.32)
∂∇2A1a
∂t
∈ L∞(δ, T ;L2(Br/2(x); (T ∗X)⊗2 ⊗ adP )).
Therefore, by (30.30), (30.31), and (30.32), we see that
∂a
∂t
∈ L∞(δ, T ;H2A1(Br/2(x); (T ∗X)⊗2 ⊗ adP )),
and because [δ, T ] is a finite-length interval, we have
a ∈ C([δ, T ];H2A1(Br/2(x); Λ1 ⊗ adP )),
which gives (30.27) for the case k = 2 and p = 2. 
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30.6. An extension of the Lemma 4.2 of Kozono, Maeda, and Naito and analogue
of the Lemma 8.1 of R˚ade. As we know from the statement of Lemma 26.4, a direct attempt
to derive an four-dimensional analogue of R˚ade’s [293, Lemma 8.1] (which holds when X has
dimension two or three) only yields a conclusion which is useful when the initial curvature, FA(0),
is L2(X)-small and that condition is usually impossible to satisfy. However, the proof of Lemma
26.4 did suggest that a local analogue should hold and, indeed, such a result was established
by Kozono, Maeda, and Naito in their [215, Lemma 4.2], which we recall in our monograph as
Lemma 30.6.
In this section, we establish a simple extension of Lemma 30.6 which will serve as a replacement
for Lemma 26.4 when X has dimension four but the initial curvature, FA(0), is not L
2(X)-small.
Lemma 30.35 (A priori estimate for the curvature of a solution to Yang-Mills gradient flow).
Let P be a principal G-bundle over a closed, four-dimensional, Riemannian, smooth manifold,
X. Then there exist positive constants, c and ε1, with the following significance. Let R0 be as
in Proposition 30.1. If A(t) is a smooth solution to the Yang-Mills gradient flow equation (17.1)
over (0, T ) × X with initial value A0 of class H1, and r ∈ (0, R0] and U ⋐ V ⋐ X are open
subsets obeying
sup
x∈U
ε(r, x;A,T ) < ε1,(30.33a)
distg(∂U, ∂V ) ≥ r,(30.33b)
where ε(r, x) = ε(r, x;A,T ) is as defined in (30.9), and
K := inf
{
n ∈ N : ∃{x1, . . . , xn} ⊂ U such that U ⋐
n⋃
i=1
Br/2(xi) ⋐ V
}
,
then
(30.34)
∫ T
0
∫
U
|∇AFA(t)|2 d volg dt ≤ cK(1 + r−2T )E (A0).
Proof. The conclusion is an immediate consequence of Lemma 30.6 and the given properties
of U and V and the definition of the covering number, K. 
30.7. Estimate of the contribution of a non-flat Riemannian metric to the size
of the perturbation in Yang-Mills gradient-like flow. In the preceding subsections, we
have reviewed or developed a priori estimates for Yang-Mills gradient flow, that are local in time
and space, which allow us to estimate the size of the error term, R(t), in Yang-Mills gradient-
like flow resulting from cutting off Yang-Mills gradient over a small annulus, where the energy
of the connections, A(t), is sufficiently small though the annulus may enclose a ball where the
energy of A(t) is becoming large. However, when we graft the gradient flow over a small ball
in X to a gradient-like flow over S4, we also introduce an error due to the fact the Riemannian
metric, g, is not necessarily flat near the center of the ball, x0 ∈ X. When we choose geodesic
normal coordinates, the components of the metric obey [22, Definition 1.24, Proposition 1.25,
and Corollary 1.32]
(30.35) Γγαβ(x0) = 0, Γ
γ
αβ(x) = O(r), and gµν(x) = δµν +O(r
2),
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where r := distg(x, x0). If g0 denotes the flat metric near x0 ∈ X and g is the given metric, then5
d
∗g
A FA = − ∗g dA ∗g FA.
Therefore, over an neighborhood of x0 ∈ X,
d
∗g
A FA − d
∗g0
A FA = − ∗g dA ∗g FA + ∗g0dA ∗g0 FA
= − ∗g dA(∗g − ∗g0)FA + (∗g0 − ∗g)dA ∗g0 FA,
and so, using c to denote a constant depending at most on the Riemannian metric, g, on X,
the following pointwise inequality holds on a ball Bρ(x0), for a positive constant ρ less than the
injectivity radius of g on X,
|d∗gA FA − d
∗g0
A FA| ≤ c‖g − g0‖C2(B¯ρ(x0))
(
r|FA|+ r2|∇AFA|+ r2|dA ∗g0 FA|
)
≤ c‖Riemg ‖C(B¯ρ(x0))
(
r|FA|+ r2|∇AFA|+ r2|d∗g0A FA|
)
.
and thus,
(30.36) |d∗gA FA − d
∗g0
A FA| ≤ c‖Riemg ‖C(B¯ρ(x0))
(
r|FA|+ r2|∇AFA|+ r2|d∗g0A FA|
)
on X.
Therefore, we obtain an estimate for the L2 norm of the difference between the Yang-Mills energy
functional gradients for the metrics g and g0 on Bρ(x0),
(30.37) ‖d∗gA FA − d
∗g0
A FA‖L2(Bρ(x0)) ≤ c‖Riemg ‖C(B¯ρ(x0))
(
ρ‖FA‖L2(Bρ(x0))
+ ρ2‖∇AFA‖L2(Bρ(x0)) + ρ2‖d
∗g0
A FA‖L2(Bρ(x0))
)
.
Unfortunately, Lemma 30.35 cannot be used to estimate∫ T
0
‖∇A(t)FA(t)‖2L2(Bρ(x0)) dt,
when A(t) is a solution to Yang-Mills gradient flow, since the hypothesis (30.33a) may fail at
x0. Instead, we shall circumvent the problem of estimating (30.37), when A is replaced with
Yang-Mills gradient flow, A(t), by assuming that g is locally conformally flat near x0 and proving
that flow would bubble at a point x0 for the given Riemannian metric on X at time T < ∞ if
and only if that is true for the flow defined by a small perturbation of the Riemannian metric.
31. Uhlenbeck and bubble-tree limits for Yang-Mills gradient flow over a
four-dimensional manifold
In Section 31.2, we summarize the weak global existence results of Kozono, Maeda, and Naito
[215], Schlatter [307], and Struwe [331], with particular emphasis on the behavior of the solution
to Yang-Mills gradient flow approaching a time T ∈ (0,∞] where energy bubbling may occur. In
Section 31.3, we describe the bubble-tree limit process for a solution to Yang-Mills gradient flow
over a closed, four-dimensional, Riemannian manifold.
The bubble-tree convergence possibility was first noted by Sacks and Uhlenbeck [297, p. 3] in
the context of sequences of harmonic maps from S2, even before further development by Taubes
in the context of sequences of Yang-Mills connections in dimension four [343, Section 5], Parker
5To obtain the correct sign, it is helpful to recall the definition of the adjoint of the exterior derivative,
d : Ωp(X)→ Ωp+1(X), in terms of the Hodge-star operator, ∗g : Ω
p(X)→ Ωd−p(X), for integers 0 ≤ p ≤ d, giving
d∗g : Ωp(X)→ Ωp−1(X) as d∗g = (−1)−d(p+1)+1 ∗g d∗g .
324 9. YANG-MILLS GRADIENT FLOW WITH ARBITRARY INITIAL ENERGY
and Wolfson in the context of sequences of harmonic maps from Riemann surfaces [282, 284],
and the author in the context of sequences of anti-self-dual connections [132].
31.1. Condition (C) of Palais and Smale. For a base manifold, X, it is known from re-
search of Daskalopoulos [98] when X has dimension two and R˚ade [293] when X has dimension
two or three, that the Yang-Mills energy functional obeys a gauge-equivariant version the condi-
tion (C) of Palais and Smale [98, 293]. This is a consequence of Uhlenbeck’s Weak Compactness
Theorem [363, Theorems 1.5 and 3.6] for a sequence of connections with bounded L2-energy.
Proposition 31.1 (Palais-Smale Condition C for the Yang-Mills energy functional in dimen-
sions two and three). [98, Proposition 4.1], [293, Proposition 7.1] Let G be a compact Lie group
and P be a principal G-bundle with C∞ reference connection, A1, over a closed, Riemannian
manifold of dimension 2 or 3. Let {Am}m∈N be a sequence of H2-connections on P with
sup
m∈N
E (Am) <∞ and d∗AmFAm → 0 as m→∞.
Then there is a sequence of H3-gauge transformations, {ϕm}m∈N ⊂ AutP , and a C∞ critical
point, A∞ on P , such that, after passing to a subsequence,
ϕ∗mAm → A∞ strongly in H1A1(X) as m→∞.
When X has the critical dimension four, of course, Proposition 31.1 no longer holds. However,
following Taubes [343], one can instead try to exploit the underlying reason for the failure of the
Palais-Smale Condition C. We begin by examining the nature of the failure of the Palais-Smale
Condition C in the following subsections.
31.2. Uhlenbeck limits for Yang-Mills gradient flow over a four-dimensional man-
ifold. In this section, we review the results of Kozono, Maeda, and Naito [215, Theorems 5.1,
5.3, 5.4, and 5.6], Schlatter [307, Theorems 1.2 and 1.3], and Struwe [331, Theorem 2.3]. The
[307, Theorems 1.2 and 1.3] due to Schlatter were conjectured earlier by Struwe as [331, Theorem
2.4] and are based in turn on Struwe’s results for harmonic-map gradient-like flow for maps of a
Riemann surface into a closed Riemannian manifold [330, Theorems 4.1, 4.2, and 4.3].
Let T = T (A0) be the maximal existence time for a strong solution to the Yang-Mills gradient
flow equation (17.1) with initial condition (17.2) defined by a connection, A0 on P , of class W
1,p
with p ≥ 1. Kozono, Maeda, and Naito, Schlatter, and Struwe all allow A0 to be of class H1.
Theorems 31.2 and 31.3 below may be viewed as analogues of Sedlacek’s [315, Theorem 3.1]
and Taubes’ [341, Proposition 4.5]. See [341, Appendix] for a careful and detailed analysis of
the convergence of a Palais-Smale sequence of gauge-equivalence classes connections, taking into
account the important distinction between sequences of gauge transformations of class H3 and
class H2 which, in dimension four, may be discontinuous.
Theorem 31.2 (Characterization of the maximal lifetime and formation of bubble singulari-
ties for a solution to the Yang-Mills gradient flow over X). [215, Theorem 5.1], [331, Theorem
2.3] Let (X, g) be a closed, four-dimensional, Riemannian, smooth manifold. Then there is a
positive constant ε1 with the following significance. Let A0 be a connection of class H
1 on a
principal G-bundle P over X and let A be a classical solution to the Yang-Mills gradient flow
equation (17.1) on a maximal interval (0, T ) with initial condition (17.2) defined by A0. Then
the following hold:
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(1) The maximal lifetime, T = T (A0), is characterized by
6
lim sup
tրT
sup
x∈X
∫
Br(x)
|FA(t)|2 d volg ≥ ε1, ∀ r ∈ (0, R0],
where the positive constants ε1 and R0 are as in Section 30.2.
(2) If T < ∞, then the solution, A(t), is smooth on X × (0, T ] except for a finite set of
points, ΣT := {(xl, T ) : 1 ≤ l ≤ L}.
(3) A singular point, (xl, T ), is characterized by
lim sup
tրT
∫
Br(xl)
|FA(t)|2 d volg ≥ ε1, ∀ r ∈ (0, R0].
(4) The energy, E (A(t)), is a non-increasing function of t ∈ [0, T ].
Proof. We include selected details from the proofs provided by Kozono, Maeda, and Naito
[215, Theorem 5.1] and Struwe [331, Theorem 2.3] since we shall need to exploit those details
in the sequel. As in [331, Section 7], we argue by contradiction and suppose that there exists
a constant r ∈ (0, 1] such that (30.15) holds (see Lemma 30.19). But then, for any fixed C∞
reference connection A1 on P and writing A(t) = A1+a(t) for t ∈ [0, T ), we note that Lemma 30.21
implies a ∈ Cloc((0, T ];H1A1(X; Λ1⊗ adP )) and, in particular, limt→T a(t) = a(T ) ∈ H1A1(X; Λ1⊗
adP ). Consequently, for t0 ∈ (0, T ] sufficiently large, there exists a solution A˘(t) for t ∈ [t0, t1)
to the Yang-Mills heat equation (17.5) with initial data, A˘(t0) = A(T ) and t1 > T . Hence,
by Donaldson’s version of the DeTurck trick (see Section 20.1), there exists a family of gauge
transformations, Φ(t) ∈ AutP for t ∈ (t0, t1), such that and limt→t0 Φ(t) = idP and A¯(t) =
Φ(t)∗A˘(t) for t ∈ (t0, t1) is a solution to the Yang-Mills gradient flow equation (17.1) with initial
data A¯(t0) = A(t0), contradicting the maximality of T .
The fact that the number, L, of bubble points xl ∈ ΣT is finite follows from [215, Lemma 5.2],
whose proof is based in turn on the proof of the corresponding result for the evolution equation
for harmonic maps [330, page 577]. 
It is interesting to compare Theorem 31.3 below with the description [115, Section 4.4] due to
Donaldson and Kronheimer for the Uhlenbeck compactification of the moduli space of anti-self-
dual connections on a principal SU(2)-bundle P over X and of Taubes for the limiting behavior
of good sequences of connections (in the sense of [341, Definition 4.1]) on a principal G-bundle P
with bounded energy and L2-small self-dual curvature [341, Propositions 4.4 and 4.5], [341, 343,
Proposition 5.1]. Recall that a sequence of connections, {Aj}j∈N, on P is good in the sense of
[341, Definition 4.1], [341, Proposition 5.1] if
sup
j∈N
E (Aj) <∞ and ‖E ′(Aj)‖ → 0 as j →∞,
6We omit the square root appearing in the corresponding expression appearing in [215, Theorem 5.1] since we
also omit the square root in our redefinition (30.9) of ε(x, r) in [215, Equation (4.1)].
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where we regard the gradient of E at Aj as an element E
′(Aj) ∈ H−1Aj (X; Λ1 ⊗ adP ) and so its
norm7 is given by [343, pages 340–341]
‖E ′(Aj)‖ = ‖E ′(Aj)‖H−1Aj (X) = supb∈HAj (X;Λ1⊗adP )
‖b‖
H1
Aj
(X)
≤1
|E ′(Aj)(b)|
‖b‖H1Aj (X)
,
where, as usual,
‖b‖H1Aj (X) =
(
‖∇Ajb‖2L2(X) + ‖b‖2L2(X)
)1/2
.
See Section 10 for the classification of principal G-bundles, P over X, where G is a compact,
connected, semi-simple Lie group, together with related Chern-Weil formulae. If K is a compact
Hausdorff space, then (C(K;R))′, the dual space of C(K;R), may be identified with the space of
Radon measures on (K,B(K)), where B(K) is sigma algebra of Borel sets in K.
Theorem 31.3 (Uhlenbeck convergence over X for a solution to the Yang-Mills gradient
flow approaching a singularity at time T < ∞). [215, Theorems A, 5.3, 5.6, and 7.1], [307,
Theorem 1.2], and [331, Theorem 2.4] Assume the hypotheses of Theorem 31.2 and, in addition,
that T <∞. Then there exists a principal G-bundle P ♭ over X, a connection, A♭, on P ♭ of class
H2, and constants, E1, . . . ,EL satisfying
8
ε1 ≤ El ≤
∫
X
|FA(0)|2 d volg, 1 ≤ l ≤ L,
and defined by the limit suprema,
(31.1) El := lim
r→0
lim sup
tրT
∫
Br(xl)
|FA(t)|2 d volg, 1 ≤ l ≤ L,
such that the following hold:
(1) For any fixed C∞ reference connection, A1, on P and k = 2, p = 2 or k = 1, p ∈ [2,∞),
one has A(t)→ A♭ strongly in W k,pA1,loc(X \ΣT ; Λ1 ⊗ adP ) as tր T ;
(2) The principal G-bundle obstruction is preserved, η(P ♭) = η(P );
(3) The positive constants, El, are computed by the limits
(31.2) El = lim
r→0
lim
tրT
∫
Br(xl)
|FA(t)|2 d volg, 1 ≤ l ≤ L;
(4) |FA(t)|2 ⇀ |FA♭ |2 +
∑L
l=1 El δxl in (C(X;R))
′ as t ր T , where δxl denotes the Dirac
delta measure with unit mass centered at the point xl ∈ X.
Proof. The proof is omitted in [215, 331] and only briefly described in [307], so we include
additional details here since we shall need them in the sequel.
Consider Item (1). Following Schlatter in his proof of [307, Theorem 1.2], let U ⋐ X \ ΣT
be a precompact open subset. Theorem 31.2 implies that there are constants, r1 ∈ (0, R0] and
7There is a typographical error in the definition [341, Equation (2.10)] of the dual space norm — the infimum
should be replaced by a supremum.
8To be consistent with our definition (1.1) of the energy of a connection, it would be logical to include a factor
of 1/2 in the definition of the multiplicities but we omit that in favor of notational simplicity.
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T0 ∈ (0, T ) (depending on U), such that (see, for example, the proof of Lemma 30.35 by a covering
argument)
(31.3) sup
(t,x)∈(T0,T )×U
∫
Br(x)
|FA(t)|2 d volg < ε1, ∀ r ∈ (0, r1].
According to Lemma 30.32, we then have
A ∈ Cloc((0, T ];H1A1(U ; Λ1 ⊗ adP )).
In particular, this ensures that A(t) ↾ U → A(T ) ↾ U in H1A1(U ; Λ1 ⊗ adP ) as t ր T . Since
U ⋐ X \ ΣT was arbitrary, this yields
(31.4) A(t)→ A(T ) strongly in H1A1,loc(X \ΣT ; Λ1 ⊗ adP ) as tր T.
To obtain the indicated stronger convergence of A(t) to A(T ) over precompact subsets U ⋐ X\ΣT
as tր T , we apply Lemma 30.34.
Uhlenbeck’s Removable Singularity Theorem for finite-energy Sobolev connections, Theorem
30.30, and Remark 30.31 ensure the existence of a principal G-bundle, P ♭, over X and a principal
G-bundle isomorphism, Φ : P ♭ ↾ X \ΣT ∼= P ↾ X \ΣT of class H3, and a connection, A♭, of class
H2 on P ♭ such that Φ∗A(T ) = A♭ on P ♭ ↾ X \ΣT . This completes the proof of Item (1).
Consider Item (2). It follows from [315, Theorem 5.5], or more precisely its proof, that
η(P ♭) = η(P ). The only relevant difference between our setting and that of [315, Section 5]
is that the limiting connection, A♭, need not be Yang-Mills (when T < ∞), but that fact is
only used in Sedlacek’s application of Uhlenbeck’s Removable Singularity Theorem for Yang-
Mills connections, which we replace here by her Removable Singularity Theorem for finite-energy
Sobolev connections. This completes the proof of Item (2).
Consider Items (3) and (4). As a consequence of the definition (31.1) of the constants, El,
there is a sequence, {tm}m∈N ⊂ (0, T ), such that tm → T as m→∞ and
(31.5) El = lim
r→0
lim
m→∞
∫
Br(xl)
|FA(tm)|2 d volg, 1 ≤ l ≤ L.
In order to prove the stronger assertion (31.2) we need, of course, to show that the limits on the
right-hand side of (31.5) are equal to El for any choice of sequence {tm}m∈N ⊂ (0, T ) such that
tm ր T .
By the expression (31.5) for El, we may fix m0 large enough and ρ0 ∈ (0, R0] small enough
such that
(31.6)
∣∣∣∣∣El −
∫
Bρ(xl)
|FA(tm)|2 d volg
∣∣∣∣∣ < ε8L, ∀m ≥ m0, ρ ∈ (0, ρ0].
Suppose f ∈ C(X) and ε > 0. Fix a positive constant, ζ, such that
(31.7) ζ
∫
X
|FA(0)|2 d volg < ε
4
.
We may decrease the size of ρ0, if necessary, to also ensure that
(31.8) max
1≤l≤L
‖f − f(xl)‖C(B¯ρ(xl)) < ζ, ∀ ρ ∈ (0, ρ0].
Writing
(31.9)
∫
X
f |FA(t)|2 d volg =
∫
X\∪Ll=1Bρ(xl)
f |FA(t)|2 d volg +
L∑
l=1
∫
Bρ(xl)
f |FA(t)|2 d volg,
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we wish to compare the right-hand side of the preceding identity with∫
X
f |FA♭ |2 d volg +
L∑
l=1
Elf(xl),
as tր T .
For the first term on the right-hand side of (31.9), the convergence in Item (1) implies that∫
X\∪Ll=1Bρ(xl)
f |FA(t)|2 d volg →
∫
X\∪Ll=1Bρ(xl)
f |FA♭ |2 d volg, as t→ T,
and so there is a large enough T0 ∈ (0, T ) such that
(31.10)
∣∣∣∣∣
∫
X\∪Ll=1Bρ(xl)
f
(|FA(t)|2 − |FA♭ |2) d volg
∣∣∣∣∣ < ε4 , ∀ t ∈ [T0, T ).
For the second term on the right-hand side of (31.9), we have
sup
t∈(0,T )
∣∣∣∣∣
L∑
l=1
∫
Bρ(xl)
(f − f(xl))|FA(t)|2 d volg
∣∣∣∣∣ < ζ supt∈(T0,T )
L∑
l=1
∫
Bρ(xl)
|FA(t)|2 d volg
≤ ζ sup
t∈(0,T )
∫
X
|FA(t)|2 d volg
= ζ
∫
X
|FA(0)|2 d volg (by Lemma 30.5).
Therefore, by our choice of ζ in (31.7), we obtain
(31.11) sup
t∈(0,T )
∣∣∣∣∣
L∑
l=1
∫
Bρ(xl)
(f − f(xl))|FA(t)|2 d volg
∣∣∣∣∣ < ε4 .
We may further decrease the size of ρ0 ∈ (0, R0] (depending at least on A♭, f , L, and the points
xl ∈ X), if necessary, to ensure that
(31.12)
L∑
l=1
∫
Bρ(xl)
|f ||FA♭ |2 d volg <
ε
4
, ∀ ρ ∈ (0, ρ0], 1 ≤ l ≤ L.
In order to prove that the following terms become suitably close as tր T and then ρց 0,∫
Bρ(xl)
f(xl)|FA(t)|2 d volg and Elf(xl), for 1 ≤ l ≤ L,
it obviously suffices to prove that (31.2) holds. We begin by recalling that (just as in the proof
of Lemma 30.5),
1
2
d
dt
∫
X
|FA(t)|2 d volg =
∫
X
〈
∂FA
∂t
(t), FA(t)
〉
d volg
= −
∫
X
〈∆AFA(t), FA(t)〉 d volg
= −
∫
X
〈dAd∗AFA(t), FA(t)〉 d volg
= −
∫
X
|d∗AFA(t)|2 d volg ≤ 0,
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and thus E (A(t)) is a non-increasing function of t ∈ [0, T ). Fix a C∞ cut-off function κ : R→ [0, 1]
such that κ(s) = 0 for s ≥ 2 and κ(s) = 1 for s ≤ 1. Now define C∞ cut-off functions,
χl,ρ : X → [0, 1], depending on the points xl ∈ X and the small parameter ρ ∈ (0, R0], to be
further constrained later, by setting
χl,ρ(x) := κ(distg(x, xl)/ρ), ∀x ∈ X, 1 ≤ l ≤ L.
From the proof of Lemma 33.5 (see Remark 33.6), there is a positive constant, c, depending at
most on the Riemannian metric, g, on X such that
(31.13) ‖∇χl,ρ‖L4(X) ≤ c, ∀ ρ ∈ (0, R0], 1 ≤ l ≤ L.
Denote Ω(xl; ρ, 2ρ) := B2ρ(xl) \ B¯ρ(xl). From the convergence given by Item (1), we have
(31.14) lim
tրT
∫
Ω(xl;ρ,2ρ)
|FA(t)|2 d volg =
∫
Ω(xl;ρ,2ρ)
|FA♭ |2 d volg, 1 ≤ l ≤ L.
In particular, given a small positive constant, η, to be determined later, there are a small enough
constant, ρ ∈ (0, ρ0] (where ρ0 is as in (31.6)) depending at least on A♭ and η, such that∫
Ω(xl;ρ,2ρ)
|FA♭ |2 d volg <
η
2
, 1 ≤ l ≤ L,
and a large enough constant, T0 ∈ (0, T ) depending at least on ρ ∈ (0, ρ0], such that
sup
t∈(T0,T )
∫
Ω(xl;ρ,2ρ)
∣∣|FA(t)|2 − |FA♭ |2∣∣ d volg < η2 , 1 ≤ l ≤ L,
and hence,
(31.15) sup
t∈(T0,T )
∫
Ω(xl;ρ,2ρ)
|FA(t)|2 d volg < η, 1 ≤ l ≤ L.
Again from the convergence given by Item (1), there are a possibly larger constant, T0 ∈ (0, T )
depending at least on ρ ∈ (0, ρ0], and a positive constant, C, depending at least on A♭ but
independent of ρ ∈ (0, ρ0] or T0 ∈ (0, T ), such that
(31.16) sup
t∈(T0,T )
(‖FA(t)‖L∞(Ω(xl;ρ,2ρ)) + ‖∇AFA(t)‖L∞(Ω(xl;ρ,2ρ))) ≤ C, 1 ≤ l ≤ L.
From the expression (26.7) for d∗A, we see that
1
2
d
dt
∫
X
χ2ρ|FA(t)|2 d volg = −
∫
X
〈dAd∗AFA(t), χ2ρFA(t)〉 d volg
= −
∫
X
χ2ρ|d∗AFA(t)|2 d volg +2
∫
X
〈d∗AFA(t), ∗(dχρ ∧ ∗FA(t))〉 d volg .
To further examine the second term on the right-hand side of the preceding identity, observe that∣∣∣∣∫
X
〈d∗AFA(t), ∗(dχρ ∧ ∗FA(t))〉 d volg
∣∣∣∣
≤ ‖d∗AFA(t)‖L4(Ω(xl;ρ,2ρ))‖dχρ‖L4(X)‖FA(t)‖L2(Ω(xl;ρ,2ρ))
≤ C√η, ∀ t ∈ [T0, T ) (by (31.13), (31.15), and (31.16)).
Hence, by combining the preceding inequalities,
d
dt
∫
X
χ2ρ|FA(t)|2 d volg ≤ 4C
√
η, ∀ t ∈ [T0, T ),
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and so, for any t′, t′′ ∈ [T0, T ) such that t′ ≤ t′′, we have∫
X
χ2ρ|FA(t′′)|2 d volg ≤
∫
X
χ2ρ|FA(t′)|2 d volg +4C
√
η(t′′ − t′).
Consequently, by definition of χρ, we obtain the approximate monotonicity relationship,∫
Bρ(xl)
|FA(t′′)|2 d volg ≤
∫
Bρ(xl)
|FA(t′)|2 d volg +
∫
Ω(xl;ρ,2ρ))
|FA(t′′)|2 d volg +4C√η(t′′ − t′),
and combining this with the energy bound (31.15) yields,
(31.17)
∫
Bρ(xl)
|FA(t′′)|2 d volg ≤
∫
Bρ(xl)
|FA(t′)|2 d volg +η + 4C√η(t′′ − t′),
T0 ≤ t′ ≤ t′′ < T, 1 ≤ l ≤ L.
Hence, for any t ∈ [tm0 , T ) (where m0 is as in (31.6)),∫
Bρ(xl)
|FA(t)|2 d volg ≤
∫
Bρ(xl)
|FA(tm0)|2 d volg +η + 4C
√
η(t− tm0) (by (31.17))
< El +
ε
8L
+ η + 4C
√
η(t− tm0), 1 ≤ l ≤ L (by (31.6)).
Let us now choose η = η(C,L, T, ε) > 0 small enough that,
(31.18) η + 4C
√
η T <
ε
8L
,
and thus, by the preceding inequality,∫
Bρ(xl)
|FA(t)|2 d volg < El + ε
4L
, ∀ t ∈ [tm0 , T ), 1 ≤ l ≤ L.
On the other hand, for any t ∈ [tm0 , T ), we may choose m1 ≥ m0 large enough that tm1 ∈ [t, T )
and then we observe that∫
Bρ(xl)
|FA(t)|2 d volg ≥
∫
Bρ(xl)
|FA(tm1)|2 d volg −η − 4C
√
η(tm1 − t) (by (31.17))
> El − ε
8L
− η − 4C√η(tm1 − t) (by (31.6))
> El − ε
4L
, ∀ t ∈ [tm0 , T ) (by (31.18)).
Assembling the preceding upper and lower bounds gives,
(31.19) max
1≤l≤L
∣∣∣∣∣El −
∫
Bρ(xl)
|FA(t)|2 d volg
∣∣∣∣∣ < ε4L, ∀ t ∈ [tm0 , T ).
This yields the desired strong characterization (31.2) of the positive constants, El for 1 ≤ l ≤ L,
and completes the proof of Item (3).
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Finally, by combining (31.10), (31.11), (31.12), and (31.19), we discover that∣∣∣∣∣
∫
X
f |FA(t)|2 d volg −
∫
X
f |FA♭ |2 d volg −
L∑
l=1
Elf(xl)
∣∣∣∣∣
≤
∫
X\∪Ll=1Bρ(xl)
|f | ∣∣|FA(t)|2 − |FA♭ |2∣∣ d volg
+
L∑
l=1
∫
Bρ(xl)
|f − f(xl)||FA(t)|2 d volg
+
L∑
l=1
|f(xl)|
∣∣∣∣∣
∫
Bρ(xl)
|FA(t)|2 d volg −El
∣∣∣∣∣+
L∑
l=1
∫
Bρ(xl)
|f ||FA♭ |2 d volg
< ε, ∀ t ∈ [T0 ∨ tm0 , T ).
The preceding inequality completes our verification of Item (4) and the proof of Theorem 31.3. 
When T =∞, then the conclusions of Theorem 31.3 take the following weaker form because we
can no longer rely on Lemmata 30.32 or 30.34 to give continuity of ‖A(t)‖H1A1 (U) or ‖A(t)‖W 1,pA1 (U)
as tր T , for U ⋐ X \ ΣT , when T <∞.
Theorem 31.4 (Uhlenbeck convergence over X for a solution to the Yang-Mills gradient flow
approaching a singularity at time T =∞). [215, Theorems A, 5.6, and 7.1, and Remark following
Theorem 5.3], [307, Theorems 1.2 and 1.3], and [331, Theorem 2.4] Assume the hypotheses of
Theorem 31.2 and, in addition, that T = ∞. Then there exists a principal G-bundle, P ♭∞ over
X, a sequence of times, {tm}m∈N ⊂ [0,∞), such that tm →∞ as m→∞, a sequence of bundle
isomorphisms, Φm : P
♭ ↾ X \ Σ∞ ∼= P ↾ X \ Σ∞, of class H3, a smooth Yang-Mills connection,
A♭∞ on P ♭∞, and constants, E1, . . . ,EL, satisfying
ε1 ≤ El ≤
∫
X
|FA(0)|2 d volg, 1 ≤ l ≤ L,
and defined by the limit suprema,
(31.20) El := lim
r→0
lim sup
t→∞
∫
Br(xl)
|FA(t)|2 d volg, 1 ≤ l ≤ L,
such that the following hold:
(1) For any fixed C∞ reference connection, A1, on P and p ∈ [2, 4), one has
Φ∗mA(tm)⇀ A
♭
∞ weakly in H
2
A1,loc(X \Σ∞; Λ1 ⊗ adP ),(31.21a)
Φ∗mA(tm)→ A♭∞ strongly in W 1,pA1,loc(X \ Σ∞; Λ1 ⊗ adP ), as m→∞.(31.21b)
(2) The principal G-bundle obstruction is preserved, η(P ♭∞) = η(P );
(3) The positive constants, El, are computed by the limas,
(31.22) El = lim
r→0
lim
m→∞
∫
Br(xl)
|FA(tm)|2 d volg, 1 ≤ l ≤ L;
(4) |FA(tm)|2 ⇀ |FA♭∞ |2 +
∑L
l=1 El δxl in (C(X;R))
′ as m→∞.
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Proof. Item (3) is a consequence the definition (31.20) of the constants, El. In our proof
of Item (1), we shall pass to subsequences, with relabeling, of the choice of sequence {tm}m∈N ⊂
[0,∞) used to compute the limits (31.22).
Consider Item (1). Let {Brn(x∗n)}n∈N be a countable open cover of X \ Σ∞ by open balls in
X \Σ∞ such that {Brn/4(x∗n)}n∈N is a countable subcover. For any such ball, Br(x∗) ⊂ X \Σ∞,
we may suppose by Theorem 31.2 that r ∈ (0, R0] is small enough and t0 ∈ (0,∞) is large enough
that
(31.23) sup
t∈(t0,∞)
∫
Br(x∗)
|FA(t)|2 d volg < ε1.
Theorem 30.25 and Remarks 30.26 and 30.27 imply that there are a positive constant c (depending
at most on the Riemannian metric on X) and a family of local sections, σ(t) : Br(x∗) → P ↾
Br(x∗) for t ∈ (t0,∞), such that σ(t)∗A(t) ∈ H2Γ(Br(x∗); Λ1 ⊗ adP ) and obeys a Coulomb
gauge condition and a spatially scale-invariant estimate, for p ∈ [2, 4) and q ∈ [4,∞) defined by
1/p = 1/4 + 1/q,
d∗Γσ(t)
∗A(t) = 0 on Br(x∗),(31.24a)
‖σ(t)∗A(t)‖Lq(Br(x∗) + ‖∇Γσ(t)∗A(t)‖Lp(Br(x∗) ≤ c‖FA(t)‖Lp(Br(x∗), ∀ t ∈ (t0,∞),(31.24b)
where Γ is the product connection on Br(x∗)×G.
We would like to apply Lemmata 30.7 and 30.8 in order to control the spatial L∞ norms
of FA(t) and ∇AFA(t), on the balls Br(x∗), uniformly for all t ≥ t0 and therefore use (31.24)
to obtain a stronger Sobolev bound on the local connection one-forms, σ(t)∗A(t), than that
given in (31.24b). However, the estimate constant, C, in those lemmata depend explicitly on
a finite time, T , to parlay a small energy bound for A(t) over Br(x∗), uniform with respect
to t ∈ (0, T ), into stronger Sobolev estimates for FA(t) over Br/2(x∗), uniform with respect to
t ∈ (δ, T ), for 0 < δ < T . Thus, we instead consider the sequence of intervals, (tk, tk + 2) with
tk := t0 + k for k ∈ N, over which we have a uniformly small energy bound for A(t) over Br(x∗)
by (31.23) and obtain stronger Sobolev estimates for FA(t) over Br/2(x∗), uniform with respect
to t ∈ (tk + 1, tk + 2), for all k ∈ N, with estimate constant, C, independent of k ∈ N.
With the preceding remarks understood, Lemmata 30.7 and 30.8 provide a positive constant,
C, such that
(31.25) sup
t∈(t0+1,∞)
(
‖FA(t)‖L∞(Br/2(x∗)) + ‖∇AFA(t)‖L∞(Br/2(x∗))
)
≤ C.
Therefore, Lemma 30.23 yields a (possibly larger) positive constant, C, and the bound,
‖σ(t)∗A(t)‖H2Γ(Br/4(x∗)) ≤ C, ∀ t ∈ (t0 + 1,∞).
Hence, passing to a subsequence and relabeling, there are a sequence of times, {tm} ⊂ (t0+1,∞),
and a local connection one-form, a∞ ∈ H2Γ(Br/4(x∗); Λ1 ⊗ adP ), such that tm → ∞ as m → ∞
and
σ(tm)
∗A(tm)⇀ a∞ weakly in H2Γ(Br/4(x∗); Λ
1 ⊗ adP ),(31.26a)
σ(tm)
∗A(tm)→ a∞ strongly in W 1,pΓ (Br/4(x∗); Λ1 ⊗ adP ), as m→∞,(31.26b)
where 2 ≤ p < 4. A standard diagonal subsequence and patching argument (see Step 9 in the
proof of Theorem 31.6) now applies mutatis mutandis to give a (relabeled) subsequence of times
{tm} ⊂ (0,∞), a sequence of gauge transformations, {Φm}m∈N ⊂ Aut(P ↾ X \ Σ∞) of class H3,
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and a finite-energy connection, A∞, of class H2 on P ↾ X \ Σ∞ such that tm → ∞ as m → ∞
and
Φ∗mA(tm)⇀ A∞ weakly in H
2
A1,loc(X \ Σ∞; Λ1 ⊗ adP ),(31.27a)
Φ∗mA(tm)→ A∞ strongly in W 1,pA1,loc(X \Σ∞; Λ1 ⊗ adP ), as m→∞.(31.27b)
Uhlenbeck’s Removable Singularity Theorem for finite-energy Sobolev connections, Theorem
30.30, and Remark 30.31 ensure the existence of a principal G-bundle, P ♭, over X and a principal
G-bundle isomorphism, Φ : P ♭ ↾ X \ Σ∞ ∼= P ↾ X \ Σ∞ of class H3, and a connection, A♭∞, of
class H2 on P ♭ such that Φ∗A∞ = A♭∞ on P ♭ ↾ X \Σ∞. The conclusions of Item (1) are obtained
by composing these bundle isomorphisms.
Item (2) is given by [315, Theorem 5.5]. Item (4) is a simple consequence of Items (1) and
(3). This completes the proof of Theorem 31.4. 
The proof of Theorem 31.4 yields the following useful
Corollary 31.5 (A priori estimates away from bubble points for a solution to the Yang-Mills
gradient flow approaching a singularity at time T =∞). Assume the hypotheses of Theorem 31.4
for a solution, A(t), to Yang-Mills gradient flow for t ∈ [T0,∞) and some T0 ∈ (0,∞). If
U ⋐ X \ Σ∞ is a precompact open subset, then there are constants, t0 = t0(g, T0, U) ∈ (T0,∞)
and C = C(A1, g, t0, U), such that
(31.28) ‖FA(t)‖L∞(U) + ‖∇AFA(t)‖L∞(U) ≤ C, ∀ t ≥ t0 + 1,
and a family of gauge transformations, Φ(t) ∈ Aut(P ↾ U) for t ∈ (t0,∞), with the same regularity
with respect to t as that of A(t) and of class H3loc in the spatial variables, such that
(31.29) ‖A(t) −A1‖H2A1 (U) ≤ C, ∀ t ≥ t0 + 1.
The set, Σ∞, is uniquely determined by the Yang-Mills gradient flow, A(t), for t ∈ [T0,∞).
Our next result, Theorem 31.6, is an analogue of the [215, Theorem 5.4], due to Kozono,
Maeda, and Naito, and [307, Theorem 1.2], due to Schlatter. We provide a considerably more
detailed statement and proof than that provided in [215] or [307] for several reasons. For example,
in the application of their [215, Lemma 4.2] in the proof of [215, Theorem 5.4], an explanation
of how to verify the hypothesis on the smallness of the energy measure, ε(x, r;A,T ), is omitted.
Most significantly, however, we provide further details based on Taubes [341, Section 4], [343,
Section 5] and the author [132, Section 4.2] regarding the rescaling process: the proofs and
original statements of [215, Theorem 5.4] and [307, Theorem 1.2] appear to suggest that, after
one level of rescaling, no additional bubbling can occur on S4 — that is, there are no non-
trivial bubble-tree limits. However, based on results for harmonic map gradient-like flow, one
expects that non-trivial bubble-tree limits may occur in Yang-Mills gradient flow and the proofs
due to Kozono, Maeda, and Naito for [215, Theorem 5.4] and Schlatter for [307, Theorem 1.2]
apparently overlook that possibility. We refer the reader to Section 31.3 for additional discussion
of bubble-tree limits in harmonic heat flow and for sequences of connections with bounded energy.
If Ω is a locally compact Hausdorff space, then (C0(Ω;R))
′, the dual space of C0(Ω;R), may
be identified with the space of Radon measures on (Ω,B(Ω)). The behavior of the Yang-Mills
gradient flow, A(t), near the flow singularities, {(xl, T ) : 1 ≤ l ≤ L}, is elucidated in the following
(compare [132, Section 4.2])
Theorem 31.6 (Uhlenbeck convergence over S4 for a rescaled solution to the Yang-Mills
gradient flow approaching a singularity at time T ≤ ∞). [215, Theorem 5.4], [307, Theorem
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1.2], and [331, Theorem 2.4] Assume the hypotheses of Theorem 31.2 and that L ≥ 1 with
ΣT := {xl : 1 ≤ l ≤ L} denoting a set of singular points for the Yang-Mills gradient flow on
the principal G-bundle P over X, for a time T ∈ (0,∞]. Let g denote the smooth Riemannian
metric on X and ρ ∈ (0, 1] and R ≥ 1 be constants obeying the conditions (31.39) and (31.50) in
the sequel and, for 1 ≤ l ≤ L, choose g-orthonormal frames, fl, for the tangent spaces, (TX)xl ,
and points pl ∈ Pxl. For 1 ≤ l ≤ L, there exist
• A geodesic normal coordinate chart, ϕl : R4 ⊃ B8Rρ(0) ∼= B8Rρ(xl) ⊂ X with ϕl(0) = xl,
defined by the frame, fl;
• Times, {tm}m∈N ⊂ (0, T ), such that tm ր T as m→∞;
• Mass centers, {xl,m}m∈N ⊂ X, such that xl,m → xl as m→∞;
• Scales, {λl,m}m∈N ⊂ (0, R0], such that λl,m ց 0 as m→∞;
• Sequences of geodesic normal coordinate charts, ϕl,m : R4 ⊃ B2ρ(0) ∼= B2ρ(xl,m) ⊂ X
with ϕl,m(0) = xl,m, defined by the g-orthonormal frame fl,m for (TX)xl,m obtained by
parallel translation of fl along the geodesic joining xl to xl,m;
• Sequences of local sections, σl,m : B2ρ(xl,m) → P ↾ B2ρ(xl,m), constructed via parallel
translation, with respect to the connections, A(tm) on P , of the point pl ∈ Pxl to a point
pl,m ∈ Pxl,m along the geodesic joining xl to xl,m, followed by parallel translation along
radial geodesics emanating from xl,m ∈ X;
• Times, {sl,m}m∈N ⊂ (−ε, 0), for some constant ε ∈ (0, 1];
• Sequences of H3 isomorphisms of principal G-bundles, Φl,m : P ↾ S4 \ {∞} ∼= G× R4.
For 1 ≤ l ≤ L, define a sequence of flows, {Al,m}m∈N, on a sequence of product G-bundles,
Ql,m ×G ⊂ R5 ×G, by setting
(31.30)
Al,m := Γ + al,m and
al,m(s, y) := ϕ
∗
l,mσ
∗
l,mA(tm + λ
2
l,ms, λl,my), ∀ (s, y) ∈ Ul,m, m ∈ N,
where Γ denotes the product connection on R4 × G and the sequence of increasing open subsets,
Ql,m ⊂ R5, is defined by
(31.31) {(s, y) ∈ R5 : t := tm + λ2l,ms ∈ (0, T ) and x := λl,my ∈ Bρ(0)}.
For 1 ≤ l ≤ L, define a sequence of smooth Riemannian metrics, {gl,m}m∈N, on a sequence of
increasing open balls in R4 with center at the origin, by setting
(31.32) gl,m(y) := ϕ
∗
l,mg(λl,my), ∀ y ∈ Bρ/λl,m(0).
Then the following hold for 1 ≤ l ≤ L:
(1) If δ denotes the standard Euclidean metric on R4, then gl,m → δ in C∞loc(R4) as m→∞;
(2) The family of connections, Al,m(s), obeys the Yang-Mills gradient flow equation (17.1)
over Ql,m ⊂ R5 with respect to the metric gl,m;
(3) There is a smooth Yang-Mills connection, Al,∞, on a principal G-bundle, Pl, over S4
with its standard round metric of radius one, an integer Jl ≥ 0 and, if Jl ≥ 1, a set of
points, ΣT ;l := {yl,j}Jlj=1 ⊂ R4 \ {∞} such that for any p ∈ [2, 4),
Φ∗l,mAl,m(sl,m)⇀ Al,∞ weakly in H
2
Γ,loc(R
4 \ ΣT ;l; Λ1 ⊗ g),(31.33a)
Φ∗l,mAl,m(sl,m)→ Al,∞ strongly in W 1,pΓ,loc(R4 \ ΣT ;l; Λ1 ⊗ g), as m→∞.(31.33b)
(4) If Jl ≥ 1, there is a set of constants, El,j, given by the limits,
(31.34) El,j = lim
r→0
lim
m→∞
∫
Br(yl,j)
|FAl,m(sl,m)|2 d4y, 1 ≤ j ≤ Jl,
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such that
ε1 ≤ El,j ≤ El, 1 ≤ j ≤ Jl,
and |FAl,m(sl,m)|2 ⇀ |FAl,∞ |2 +
∑Jl
j=1 El,j δyl,j in (C0(R
4;R))′ as m → ∞. The ideal
limit, (Al,∞,ΣT ;l) is non-trivial for in the sense that either Jl ≥ 1 or, if Jl = 0,∫
R4
|FAl,∞ |2 d4y ≥
ε1
2
.
(5) When T < ∞, the positive constants, El, in Theorem 31.3 may be computed by the
alternative formula,
(31.35) El = lim
ζ→0
lim
m→∞
∫
Bζ/λl,m(0)
|FAl,m(sl,m, y)|2 d4y.
Proof. Item (1) is a consequence (compare [132, Lemma 3.12]) of the definition (31.32) and
more refined C0 and C1 convergence rate estimates follow from standard properties (30.35) of
geodesic normal coordinates.
Because the radii of all geodesic balls in X encountered in our proof of Theorem 31.6 will
be small relative to the injectivity radius of the Riemannian metric, g, on X (see (31.39) in the
sequel), to reduce notational clutter in the remainder of the proof we shall suppose without loss of
generality that the Riemannian metric, g, is flat in small balls around the points xl ∈ ΣT . Given
the choice of an orthonormal frame, fl, for (TX)xl and corresponding geodesic normal coordinate
chart, ϕl, we have an identification ϕl : R
4 ⊃ Bζ(0) ∼= Bζ(xl) ⊂ X of geodesic balls, for any
ζ > 0 less than the injectivity radius of (X, g). In the sequel, we shall therefore identify the balls,
Bζ(xl) = Bζ(0), and the volume elements, d volg = d
4x, where xµ (for µ = 1, . . . , 4) denote the
standard Euclidean coordinates on R4. Of course, this simplifying assumption of flatness for the
metric g near the points xl is not essential and indeed in our construction in [132, Section 4.2],
we treat the case of a Riemannian metric that is not necessarily flat near bubble points, xl ∈ X,
in the context of bubbling sequences of g-anti-self-dual connections.
Step 1 (Definitions of the sequences of mass centers, scales, and times). We recall from
Theorem 31.2 that a singular point xl ∈ ΣT is characterized by
(31.36) lim sup
tրT
∫
Br(xl)
|FA(t)|2 d volg ≥ ε1, ∀ r ∈ (0, R0].
Of course, for each l ∈ {1, . . . , L}, since∫
Br(xl)
|FA(t)|2 d volg ≤
∫
X
|FA(t)|2 d volg ≤
∫
X
|FA(0)|2 d volg, ∀ t ∈ [0, T ),
the limit in (31.36) is finite. By virtue of (31.36), there is a monotone increasing sequences of
times, {tm}m∈N ⊂ [0, T ), such that (compare [132, Equation (4.3)])
(31.37) Exl := limr→0
lim
m→∞
∫
Br(xl)
|FA(tm)|2 d volg ≥ ε1, 1 ≤ l ≤ L.
For a sufficiently large positive constant,
(31.38) R = R(ε1,Ex1 , . . . ,ExL) ≥ 1,
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to be determined in the sequel (see (31.50)), let ρ ∈ (0, 1] be small enough that
(31.39)
distg(xi, xj) ≥ 8ρR ∀ i, j ∈ {1, . . . , L} such that i 6= j,
8ρR≪ Injectivity radius of (X, g),
8ρR ≤ R0,
where R0 is the (small) positive constant appearing in Section 30.2 and
(31.40)
∫
B8ρR(xl)
|FA♭ |2 d volg ≤
ε1
16
.
To analyze the behavior of the flow, A(t), near the set of points ΣT = {x1, . . . , xL}, it suffices
to focus on each point individually. Therefore, to simplify notation during the remainder of the
proof, we denote that singular point by x0 ∈ ΣT and suppress the explicit dependence on the
singular point label l ∈ {1 . . . , L}.
We now define sequences of relative mass centers, scales, and times by adapting our construc-
tion in [132, Section 4.2]. Theorem 31.3 implies that
(31.41) FA(t) → FA♭ strongly in L2loc(Bρ(x0) \ {x0}), as tր T,
and thus we also have (compare [132, Equation (4.5)])
(31.42) Ex0 = limm→∞
∫
Bρ(x0)
(|FA(tm)|2 − |FA♭ |2) d volg
= lim
r→0
lim
m→∞
∫
Br(x0)
(|FA(tm)|2 − |FA♭ |2) d volg .
By virtue of (31.42) we may also assume, by taking large enough m and then relabeling the
sequence if needed, that (compare [132, Equations (4.9) and (4.10)])
(31.43)
7
8
Ex0 ≤
∫
Bρ(x0)
∣∣|FA(tm)|2 − |FA♭ |2∣∣ d volg ≤ 98Ex0 , ∀m ∈ N.
We define a sequence of relative mass centers, {xm}m∈N ⊂ B9ρ/8(x0), with coordinates (compare
[132, Equation (4.6)])
(31.44) xµm :=
1
Ex0
∫
Bρ(x0)
xµ
(|FA(tm)|2 − |FA♭ |2) d volg, 1 ≤ µ ≤ 4, ∀m ∈ N,
and scales, {λm}m∈N ⊂ (0, 3ρ/(2
√
2)) (compare [132, Equation (4.7)]),
(31.45) λ2m :=
1
Ex0
∫
Bρ(x0)
distg(x, xm)
2
∣∣|FA(tm)|2 − |FA♭ |2∣∣ d volg, ∀m ∈ N,
noting that distg(x, xm) = |x − xm| (Euclidean distance function on R4) by our simplifying
assumption that the Riemannian metric is flat on B8ρR(x0). (The upper bound, 3ρ/(2
√
2), on
the size of the scales, λm, is due to the upper bound 9Ex0/8 in (31.43).)
Equation (31.45) leads to the following Chebychev-type inequality (compare [132, Equation
(4.8)]) for all R ≥ 1,
(31.46)
∫
Bρ(x0)\BλmR(xm)
∣∣|FA(tm)|2 − |FA♭ |2∣∣ d volg ≤ R−2Ex0 , ∀m ∈ N.
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To see this, we recall that for any measure space, (Ω,Σ, ν), and measurable function f : Ω →
[−∞,∞], then the classical Chebychev inequality [142, Section 5.7] asserts that
(31.47)
∫
{ω∈Ω:|f(ω)|≥r2}
dν ≤ 1
r2
∫
Ω
f2 dν.
Applying (31.47) with Ω = Bρ(x0) and r = λmR and f(x) = distg(x, xm) for x ∈ Bρ(x0) and
dν =
∣∣|FA(tm)|2 − |FA♭ |2∣∣ d volg,
yields, for all m ∈ N,∫
Bρ(x0)\BλmR(xm)
∣∣|FA(tm)|2 − |FA♭ |2∣∣ d volg
≤ 1
λ2mR
2
∫
Bρ(x0)
distg(x, xm)
2
∣∣|FA(tm)|2 − |FA♭ |2∣∣ d volg (by (31.47))
= R−2Ex0 (by (31.45)),
which is (31.46), as claimed.
We also assert that our definitions (31.44) and (31.45) of the mass centers and scales ensure
that they have the properties described in Claim 31.7 below.
Claim 31.7 (Convergence of mass centers and scales and absence of bubbling over Bρ(x0)\BλmR(xm)).
Continue the notation of Step 1. Then,
xm → x0,(31.48)
λm → 0, as m→∞.(31.49)
If in addition the constant R ≥ 1 is large enough that
(31.50) R−2Ex0 ≤
ε1
2
, ∀x0 ∈ ΣT ,
then no bubbling can occur for the sequence A(tm) over Bρ(x0) \BλmR(xm) as m→∞.
Proof of Claim 31.7. The final assertion that the sequence A(tm) cannot bubble over
Bρ(x0) \BλmR(xm) as m→∞ follows from inequalities (31.46) and (31.50) and Lemma 30.7.
To verify (31.48), let δ > 0 and note that
|xµm| ≤
1
Ex0
∫
Bρ(x0)
|xµ| ∣∣|FA(tm)|2 − |FA♭ |2∣∣ d volg (by (31.44))
=
1
Ex0
∫
Bρ(x0)\Bδ(x0)
|xµ| ∣∣|FA(tm)|2 − |FA♭ |2∣∣ d volg
+
1
Ex0
∫
Bδ(x0)
|xµ| ∣∣|FA(tm)|2 − |FA♭ |2∣∣ d volg
≤ ρ
Ex0
∫
Bρ(x0)\Bδ(x0)
∣∣|FA(tm)|2 − |FA♭ |2∣∣ d volg +9δ8 (by (31.43)).
The integral term on the right-hand side of the preceding inequality tends to zero as m→∞ by
(31.41) and as δ > 0 is arbitrary, we find that xm → x0 as m → ∞. The verification of (31.49)
follows by the same argument, using (31.45) in place of (31.44). This completes the proof of
Claim 31.7. 
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(We remark that in the proofs of [215, Theorem 5.4] or [307, Theorem 1.2], it is simply
asserted that there are sequences of points in X converging to x0 and radii converging to zero, as
m → ∞, using which one can perform rescaling; however, the existence alone of such sequences
is insufficient to guarantee a bubble-tree limit.) This completes Step 1 and our definition of
the sequences of times, {tm}m∈N, mass centers, {xm}m∈N, and scales, {λm}m∈N, along with a
development of their basic properties.
Step 2 (Good small balls in four-dimensional Euclidean space after rescaling). Because the
spatial scale invariance of the L2 norm on covariant two-tensors in dimension four yields9∫
BλmR(xm)
|FA(tm, x)|2 d4x =
∫
BR(0)
|FA(tm, y)|2 d4y, ∀m ∈ N,
and the fact that (31.37) at most gives,
(31.51) lim sup
m→∞
∫
BλmR(xm)
|FA(tm, x)|2 d4x ≤ Ex0 ,
we cannot a priori eliminate the possibility of additional bubbling for the sequence A(tm), after
rescaling by λm, over the ball BR(0) ⊂ R4 if Ex0 is sufficiently large relative to the constant ε1
appearing in Theorem 31.2. We shall return to the question of possible additional bubbling in
Step 8. For now, we consider a point y∗ ∈ R4 such that there are an integer m∗ = m∗(y∗) with
the property that
y∗ ∈ Bρ/λm(0), ∀m ≥ m∗,
and then a small enough positive constant, r∗ ∈ (0, R0], whose dependencies include y∗ and ε1,
such that
Br∗(y∗) ⊂ Bρ/λm(0), ∀m ≥ m∗,
and the following energy inequality is obeyed,∫
Br∗(y∗)
|FA(tm, y)|2 d4y ≤ ε1, ∀m ≥ m∗.
By decreasing r∗ further, if necessary, and relabeling the sequence, if necessary, we shall require
in addition that a good small ball in R4 obeys the stronger energy inequality10,
(31.52) Br∗(y∗) ⊂ Bρ/λm(0) \ ΞT and sup
t∈[0,tm]
∫
Br∗(y∗)
|FA(t, y)|2 d4y ≤ 7ε1
8
, ∀m ∈ N.
We recall from Step 1 that xm ∈ B9ρ/8(x0), for all m ∈ N. Setting
(31.53) x∗m := xm + λmy∗, ∀m ∈ N,
and applying the spatial scale invariance of the L2 norm on covariant two-tensors in dimension
four, we see that the characterization (31.52) of a good small ball in R4 is equivalent to the
following characterization of a sequence of good very small balls in Bρ(xm),
(31.54) Bλmr∗(x
∗
m) ⊂ Bρ(xm) and sup
t∈[0,tm]
∫
Bλmr∗(x
∗
m)
|FA(t, x)|2 d4x ≤ 7ε1
8
, ∀m ∈ N.
This concludes Step 2.
9We abuse notation slightly by not explicitly denoting the composition with spatial translation and rescaling
and writing, for example, FAˆ(tm, y) = FA(tm, x), when x = xm + λmy.
10We include the factor of 7/8 in the inequality for convenience later in the proof.
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Step 3 (Lower bounds for the energy of the Yang-Mills gradient flow over sequences of balls
enclosing mass centers). We first observe that∫
BλmR(xm)
|FA(tm)|2 d4x
=
∫
Bρ(x0)
|FA(tm)|2 d4x−
∫
Bρ(x0)\BλmR(xm)
|FA(tm)|2 d4x
=
∫
Bρ(x0)
(|FA(tm)|2 − |FA♭ |2) d4x− ∫
Bρ(x0)\BλmR(xm)
(|FA(tm)|2 − |FA♭ |2) d4x
−
∫
BλmR(xm)
|FA♭ |2 d4x
≥ 7Ex0
8
−R−2Ex0 −
∫
B8ρR(x0)
|FA♭ |2 d4x (by (31.43) and (31.46))
≥ 7Ex0
8
−R−2Ex0 −
ε1
16
(by (31.40)),
where to obtain the second last inequality we also used the fact that BλmR(xm) ⊂ B8ρR(x0) since
λm ∈ (0, 3ρ/2) and xm ∈ B9ρ/8(x0) from Step 1, for all m ∈ N. Choosing R ≥ 4 and noting that
Ex0 ≥ ε1 by (31.37), we obtain (compare [307, Equation (22)])
(31.55)
∫
BλmR(xm)
|FA(tm)|2 d4x ≥ 3ε1
4
, ∀m ∈ N.
By Lemma 30.14, denoting the constant on the right-hand side by C1 and recalling that 8ρR ≤ R0
by (31.39) (and thus also 2λmR ≤ R0 for all m ∈ N), for ε ∈ (0, 1] to be determined and any
t ∈ [tm − λ2mε, tm] we have∫
BλmR(xm)
|FA(tm)|2 d4x ≤
∫
B2λmR(xm)
|FA(t)|2 d4x+ C1(2λmR)−2(tm − t)E (A(t))
≤
∫
B2λmR(xm)
|FA(t)|2 d4x+ C1(2λmR)−2(λ2mε)E (A(0))
=
∫
B2λmR(xm)
|FA(t)|2 d4x+ 4C1R−2εE (A(0)),
where we use the fact that E (A(t)) ≤ E (A(0)) by Lemma 30.5 when t ≥ 0. Thus, recalling that
R ≥ 4 from the choice leading to (31.55) and choosing ε ∈ (0, 1] such that
4C1R
−2εE (A(0)) ≤ 4C1εE (A(0))/16 = C1εE (A(0))/4 ≤ ε1/8,
that is,
(31.56) 0 < ε ≤ ε1
2C1E (A(0))
,
and combining the preceding energy inequality with the energy inequality (31.55), we see that
(31.57)
∫
B2λmR(xm)
|FA(t)|2 d4x ≥ 5ε1
8
, ∀ t ∈ [tm − λ2mε, tm] and m ∈ N.
This concludes Step 3 and our derivation of a lower bound for the energy of the flow, A(t), in a
sequence of balls enclosing mass center points.
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Step 4 (Upper bounds for the energy of the Yang-Mills gradient flow over a sequence of good
very small balls). Suppose now, as in Step 2, that
Bλmr∗(x
∗
m) ⊂ Bρ(xm), ∀m ∈ N,
is a sequence of good very small balls in X corresponding to a good small ball in R4, namely
Br∗(y∗) ⊂ Bρ/λm(0), ∀m ∈ N,
where x∗m = xm+ λmy∗. Again as in Step 2, we assume without loss of generality that the above
inclusions hold for all m ∈ N by considering m ≥ m∗ = m∗(y∗) for some large enough m∗ ≥ 1
and then relabeling the sequence. We recall from (31.52) and (31.54) that
(31.58)
∫
Bλmr∗(x
∗
m)
|FA(t, x)|2 d4x =
∫
Br∗ (y
∗)
|FA(t, y)|2 d4y ≤ 7ε1
8
, ∀m ∈ N and t ∈ [0, tm].
By Lemma 30.14 and again denoting the constant on the right-hand side by C1, for any t ∈
[tm − λ2mε, tm] and noting that tm − λ2mε ≥ 0 (for large enough m ∈ N) we have∫
Bλmr∗/2(x
∗
m)
|FA(t, x)|2 d4x ≤
∫
Bλmr∗(x
∗
m)
|FA(tm − λ2mε, x)|2 d4x
+ C1(λmr∗)−2(t− (tm − λ2mε))E (A(tm − λ2mε))
≤
∫
Bλmr∗(x
∗
m)
|FA(tm − λ2mε, x)|2 d4x+ C1r−2∗ εE (A(0)) (by Lemma 30.5)
≤ 7ε1
8
+ C1r
−2
∗ εE (A(0)) by (31.58).
By further decreasing the size of ε ∈ (0, 1] chosen to obey (31.56), if necessary, we can assume
that
(31.59) ε = ε(C1,E (A(0)), r∗, ε1)
obeys C1r
−2∗ εE (A(0)) ≤ ε1/8, namely
(31.60) 0 < ε ≤ ε1r
2∗
8C1E (A(0))
.
Hence, the preceding energy inequality gives
(31.61)
∫
Bλmr∗/2(x
∗
m)
|FA(t, x)|2 d4x ≤ ε1, ∀ t ∈ [tm − λ2mε, tm].
The small-energy bound (31.61) ensures that the a priori estimates in Sections 30.2 and 30.4 are
applicable on Bλmr∗/2(x
∗
m). This concludes Step 4.
Step 5 (Definition of the sequence of rescaled Yang-Mills gradient flows over subsets of R4
and convergence in L2 of the limit of their time derivatives). Keeping in mind the hypotheses
of Theorem 31.6, we now define a sequence of rescaled flows of connections, {Am(s)}m∈N, over a
sequence of increasing nested subsets of R× R4, by setting
(31.62) Am(s, y) := Γ + am(s, y), with am(s, y) := a(tm + λ
2
ms, xm + λmy) ∀m ∈ N,
where Γ is the product connection on R4 ×G, and (s, y) ∈ R× R4 satisfies
(31.63) t := tm + λ
2
ms ∈ [0, T ) and x := xm + λmy ∈ Bρ(0),
where we identify X ⊃ Bρ(x0) ∼= Bρ(0) ⊂ R4. The rescaled flows of connections, Am(s), are
strong solutions to the Yang-Mills gradient flow equation (17.1) with respect to the standard
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Euclidean metric on R4 (because of our simplifying assumption that g is flat near x0 ∈ X), for
all m ∈ N,
(31.64)
∂Am
∂s
(s, y) = −d∗AmFAm(s, y),
for a.e. (s, y) ∈ [−tm/λ2m, (T − tm)/λ2m)×Bρ/λm(−λ−1m xm) ⊂ R× R4.
This proves Item (2). We observe that, for all m ∈ N,∫ 0
−ε
∫
|y+λ−1m xm|<ρ/λm
∣∣∣∣∂Am∂s (s, y)
∣∣∣∣2 d4y ds = ∫ tm
tm−λ2mε
∫
Bρ(x0)
∣∣∣∣∂A∂t (t, x)
∣∣∣∣2 d4x dt
≤
∫ T
0
∫
X
∣∣∣∣∂A∂t
∣∣∣∣2 d volg dt
≤
∫
X
|FA(0)|2 d volg (by Corollary 30.15)
= 2E (A(0)) <∞,
and therefore,
lim
m→∞
∫ 0
−ε
∫
|y+λ−1m xm|<ρ/λm
|∂sAm(s, y)|2 d4y ds = 0.
By the Mean Value Theorem for integrals, there is a sequence {sm}m∈N ⊂ (−ε, 0) such that∫
|y+λ−1m xm|<ρ/λm
|∂sAm(sm, y)|2 d4y = 1
ε
∫ 0
−ε
∫
|y+λ−1m xm|<ρ/λm
|∂sAm(s, y)|2 d4y ds, ∀m ∈ N,
and hence,
(31.65) lim
m→∞
∫
|y+λ−1m xm|<ρ/λm
|∂sAm(sm, y)|2 d4y = 0.
Therefore,
(31.66)
∂Am
∂s
(sm)→ 0 strongly in L2loc(R4; Λ1 ⊗ g), as m→∞.
It is important to note that each sm inherits the dependencies of the positive constant, ε, from
(31.59) and thus
(31.67) sm = sm(C1,E (A(0)), r∗, ε1), ∀m ∈ N.
This concludes Step 5.
Step 6 (Local integral-norm bounds on the curvatures of the sequence of rescaled connections
and local convergence of a sequence of connections in Coulomb gauge over a good small ball).
Because the rescaled flows of connections, Am(s), obey the Yang-Mills gradient flow equation
(31.64) for all m ∈ N, we also obtain from (31.65) that
(31.68) lim
m→∞
∫
|y+λ−1m xm|<ρ/λm
|d∗AmFAm(sm, y)|2 d4y = 0.
Setting τm := tm − λ2msm ∈ (tm − λ2mε, tm) for m ∈ N, the energy inequality (31.61) obeyed over
a good very small ball, Bλmr∗(x
∗
m) ⊂ Bρ(x0), and scale invariance of the L2-norms of covariant
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two-tensors on four-dimensional Riemannian manifolds implies that
(31.69)
∫
Br∗/2(y∗)
|FAm(sm, y)|2 d4y =
∫
Bλmr∗/2(x
∗
m)
|FA(τm, x)|2 d4x ≤ ε1, ∀m ∈ N.
Therefore, thanks to (31.68) and (31.69), Lemma 30.22 yields the a priori estimate,
(31.70) ‖FAm(sm)‖L2(B3r∗/8(y∗)) + ‖∇AmFAm(sm)‖L2(B3r∗/8(y∗)) ≤ C, ∀m ∈ N,
for a positive constant, C = C(r∗). By the Sobolev embeddingH1(B3r∗/8(0);R) →֒ L4(B3r∗/8(0);R)
[5, Theorem 4.12] with constant c2 = c2(r∗) and the Kato Inequality (26.18), we obtain the bound
(31.71) ‖FAm(sm)‖L4(B3r∗/8(y∗)) ≤ c2C, ∀m ∈ N.
To proceed further, however, we need more control over the sequence of connections on the
product bundle, B3r∗/8(y∗)×G.
Because Am(sm) is at least of class W
1,p for 2 ≤ p ≤ 4 and as the positive constant ε1
in (31.69) may be assumed without loss of generality to be sufficiently small, Theorem 30.25
provides a universal positive constant, c1, and a sequence of W
2,4 gauge transformations, ϕm :
B3r∗/8(y∗) → G (depending of course on the point y∗ ∈ R4), such that the gauge-transformed
sequence of connections, A˜m(sm) := ϕ
∗
mAm(sm), obeys for all m ∈ N,
(31.72) d∗Γ(A˜m(sm)− Γ) = 0 a.e. on B3r∗/8(y∗),
and
(31.73) ‖A˜m(sm)− Γ‖L4(B3r∗/8(y∗)) + ‖∇Γ(A˜m(sm)− Γ)‖L2(B3r∗/8(y∗))
≤ c1‖FAm(sm)‖L2(B3r∗/8(y∗)), ∀m ∈ N.
Since Am(sm) is actually at least of class H
2, the sequence of gauge transformations, ϕm :
B3r∗/8(y∗)→ G, can be assumed by Remark 30.26 to be at least of class H3, and thus continuous
by the Sobolev embedding, H3(B3r∗/8(0);R) →֒ C(B¯3r∗/8(0);R) [5, Theorem 4.12].
By writing a˜m(sm) = A˜m(sm)−Γ and ∇Γ for the covariant derivative defined by the product
connection on R4 × G and standard Euclidean metric on R4, we discover that, for a universal
positive constant, c0, and remaining constants as above,
‖∇ΓFA˜m(sm)‖L2(B3r∗/8(y∗))
= ‖∇ΓFA˜m(sm) + [a˜m, FA˜m(sm)]‖L2(B3r∗/8(y∗))
≤ ‖∇
A˜m
F
A˜m
(sm)‖L2(B3r∗/8(y∗)) + c0‖FA˜m(sm)‖L4(B3r∗/8(y∗))‖a˜m(sm)‖L4(B3r∗/8(y∗))
≤ ‖∇
A˜m
F
A˜m
(sm)‖L2(B3r∗/8(y∗)) + c0c1c2C‖FA˜m(sm)‖L2(Br∗/2(y∗)) (by (31.71) and (31.73))
≤ ‖∇A˜mFA˜m(sm)‖L2(B3r∗/8(y∗)) + c0c1c2C
√
ε1 (by (31.69))
≤ C (1 + c0c1c2√ε1) (by (31.70)).
Therefore, setting K := C
(
1 + c0c1c2
√
ε1
)
+
√
ε1, the preceding inequality and (31.69) yields
(31.74) ‖FA˜m(sm)‖H1Γ(B3r∗/8(y∗)) ≤ K, ∀m ∈ N.
Hence, by virtue of the combination of the estimates (31.69) and (31.73) for small enough ε1,
the Coulomb gauge condition (31.72), and the H1Γ curvature bound (31.74), the a priori estimate
provided by Lemma 30.23 supplies a positive constant, C2 = C2(K, r∗), such that
(31.75) ‖A˜m(sm)− Γ‖H2Γ(Br∗/4(y∗)) ≤ C2, ∀m ∈ N.
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By the Banach-Alaoglu Theorem, after passing to a subsequence, we obtain a weak limit, a∞ ∈
H2Γ(Br∗/4(y∗); Λ
1 ⊗ g) and connection A∞ := Γ + a∞ on Br∗/4(y∗)×G of class H2, such that
(31.76) A˜m(sm)⇀ A∞ weakly in H2Γ(Br∗/4(y∗); Λ
1 ⊗ g), as m→∞.
The Rellich-Kondrachov Embedding Theorem [5, Theorem 6.3] now ensures that, for any 1 ≤
q < 4,
(31.77) A˜m(sm)→ A∞ strongly in W q,1Γ (Br∗/4(y∗); Λ1 ⊗ g), as m→∞.
This concludes Step 6.
Step 7 (Limit of the sequence of rescaled connections over a good small ball is Yang-Mills
with respect to the standard Euclidean metric). For any b ∈ L2loc(R4; Λ1⊗ g) and good small ball
Br∗/4(y∗) ⊂ R4, we discover that
(d∗A∞FA∞ , b)L2(Br∗/4(y∗)) = limm→∞(d
∗
AmFAm(sm), b)L2(Br∗/4(y∗)) (by (31.76))
= lim
m→∞(∂sAm(sm), b)L2(Br∗/4(y∗)) (by (31.64))
= 0 (by (31.66)),
and thus, as b was arbitrary,
(31.78) d∗A∞FA∞ = 0 a.e. on Br∗/4(y∗),
and so A∞ is a Yang-Mills connection on Br∗/4(y∗) with respect to the standard Euclidean metric
on R4. This concludes Step 7.
Step 8 (Bad small balls in four-dimensional Euclidean space after rescaling). Theorem 31.2,
or more precisely its proof applied to the sequence of connections Am(sm) on R
4 × G, implies
that there is an at most finite (and possibly empty) subset ΞT ≡ {y1, . . . , yJ} ⊂ BR(0) ⊂ R4 of
descendant bubble points characterized by the following analogue of (31.36),
(31.79) lim sup
m→∞
∫
Br(yj)
|FAm(sm, y)|2 d4y ≥ ε1, ∀ r ∈ (0, R0].
The set of descendant bubble points, ΞT ≡ {y1, . . . , yJ} ⊂ BR(0) ⊂ R4, is associated to the
parent bubble point x0 ∈ ΣT ⊂ X. (If we temporarily restored the label l for the points xl ∈
ΣT ≡ {x1, . . . , xL} ⊂ X, we would write ΣT ;l ≡ {yl,1, . . . , yl,Ll} ⊂ BR(0) ⊂ R4 for the set of
descendant bubble points associated with the parent bubble point xl ∈ ΣT ⊂ X.)
We again recall from Step 1 that xm ∈ B9ρ/8(x0), for all m ∈ N. It is convenient to define,
by analogy with the scaling and translation rule (31.53),
(31.80) xj,m := xm + λmyj, ∀ j ∈ {1, . . . , J} and m ∈ N.
Consequently, by the spatial scale invariance of the L2 norm on covariant two-tensors in dimension
four, the characterization (31.79) of the bad small balls, Br(yj) ⊂ BR(0), is equivalent to the
following characterization of a sequence of bad very small balls, Bλmr(xj,m) ⊂ BλmR(xm),
(31.81) lim sup
m→∞
∫
Bλmr(xj,m)
|FA(τm, x)|2 d4x ≥ ε1, ∀ r ∈ (0, R0] and j ∈ {1, . . . , J},
where we recall that τm = tm + λ
2
msm.
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Returning to the primary characterization (31.79), after passing to a subsequence, we may
assume that the following limits exist and define the positive constants (relabelled El,j) appearing
in (31.34),
(31.82) Eyj = lim
r→0
lim
m→∞
∫
Br(yj)
|FAm(sm)|2 d4y, 1 ≤ j ≤ J.
This concludes Step 8.
Step 9 (Global ideal limit of the sequence of rescaled connections over R4). We now seek to
globalize the conclusions of Step 6 with the aid of Uhlenbeck patching arguments. The patching
arguments comprising this step are standard and described in detail, in the case of sequences
of anti-self-dual connections for example, by Donaldson and Kronheimer in [115, Section 4.4.2],
by Schlatter in the present context in the proof of his [307, Proposition 3.2], and of course by
Uhlenbeck in [363, Section 3] for sequences of connections with an Lp bound on their curvatures.
We shall just indicate the necessary changes required to adapt the version of the patching argu-
ment described in [115, Section 4.4.2] (for sequences of anti-self-dual connections) to the present
situation and supply a few details to augment the proof of [307, Proposition 3.2].
We choose countable dense set of points {y∗n}n∈N ⊂ R4 \ ΞT , where ΞT is the finite set of
bubble points identified in Step 8, and a sequence of radii, {r∗n}n∈N ⊂ (0, R0], such that
R
4 \ ΞT =
⋃
m∈N
Br∗n/4(y
∗
n) =
⋃
m∈N
Br∗n(y
∗
n),
and each small ball Br∗n/2(y
∗
n) ⊂ R4 \ ΞT is good in the sense that the energy inequality (31.69)
holds for all m ≥ m∗(n), where the possible dependence of m∗(n) on n originates with its
dependence on y∗n and the (mild) dependence of sm in (31.67) on r∗n.
For each good small ball, Br∗n/2(y
∗
n) ⊂ R4\ΞT , Step 6 provides a sequence of local gauge trans-
formations, {ϕm;n}m∈N ⊂ H3Γ(Br∗n/4(y∗n);G), and a connection, A∞;n, of class H2 on Br∗n/4(y∗n)×G
such that
ϕ∗m;nAm(sm)⇀ A∞;n weakly in H
2
Γ(Br∗n/4(y
∗
n); Λ
1 ⊗ g),(31.83a)
ϕ∗m;nAm(sm)→ A∞;n strongly in W 1,qΓ,loc(Br∗n/4(y∗n); Λ1 ⊗ g), as m→∞.(31.83b)
By passing to a diagonal subsequence, we may arrange that the preceding convergence holds
simultaneously for all n ∈ N, asm→∞. Lemma 30.24 implies that, after passing to a subsequence
again, we obtain convergence on each overlap Un,n′ := Br∗n/4(y
∗
n) ∩Br∗n/4(y∗n′) as m→∞ for the
induced transition functions,
φm;n,n′ := ϕm,n ◦ ϕ−1m,n′ ∈ H3Γ(Un,n′ ;G),
in the sense that,
φm;n,n′ ⇀ φ∞;n,n′ weakly in H3Γ(Un,n′ ;G),(31.84a)
φm;n,n′ → φ∞;n,n′ strongly in W 2,qΓ (Un,n′ ;G),(31.84b)
φm;n,n′ → φ∞;n,n′ strongly in C(U¯n,n′ ;G), as m→∞,(31.84c)
where the strong convergence in C0 follows from the Sobolev embedding W 2,q(Un,n′ ;R) →֒
C(U¯n,n′ ;R) [5, Theorem 4.12].
With the mild exception of Donaldson and Kronheimer’s statement of the Uhlenbeck Remov-
able Singularity Theorem for a finite-energy anti-self-dual connection over a punctured ball (see
[115, Theorem 4.4.12], the patching argument clearly described in [115, Section 4.4.2] applies to
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any sequence of G connections of class H2 or W 1,p with p > 2 (rather than C∞) and compact
Lie group, G, rather than the unitary group, U(r). More precisely, the argument in [115, Section
4.4.2] applies as follows:
(1) In [115, Lemma 4.4.5 (page 159) and Lemma 4.4.6 (page 160)], ‘convergence’ of a se-
quence of connections can be taken to mean strong convergence inW 1,pΓ,loc(Ω), with p > 2,
rather than C∞(Ω), for any open subset Ω j R4 \ ΞT .
(2) In [115, Lemma 4.4.6 (page 160)], we choose {Ωi}i∈N to be an exhaustion of an open
subset Ω j R4 \ ΞT by an increasing sequence of precompact open subsets,
Ω1 ⋐ · · · ⋐ Ωi ⋐ Ωi+1 ⋐ · · ·Ω and
⋃
i∈N
Ωi = Ω.
(3) In [115, Lemma 4.4.7], the sequences of connections and gauge transformations over the
union of a pair of overlapping open subsets of R4 can be taken to be of class W 1,p and
W 2,p, respectively, for p > 2, rather than C∞(Ω).
(4) In [115, Corollary 4.4.8], the sequence of connections on P ↾ Ω and global gauge trans-
formations on P ↾ Ω can be taken to be of class W 1,p and W 2,p, respectively, for p > 2,
rather than C∞(Ω), for an open subset Ω j R4 \ ΞT .
(5) In place of [115, Proposition 4.4.9], we note that [115, Corollary 4.4.8] and Uhlenbeck’s
local Coulomb gauge-fixing result, namely Theorem 30.25 and Remark 30.26 instead
of [115, Theorem 2.3.9], and the scale invariance of the L2 norm on covariant two-
tensors and L4 norm on one-forms in dimension four yield the following analogue of
[115, Proposition 4.4.9]: If for each point y∗ ∈ Ω j R4 \ΞT , there is a small enough ball
Br∗(y∗) ⊂ Ω such that,∫
Br∗/2(y∗)
|FAm(sm)|2 d4y ≤ ε1, ∀m ≥ m∗ = m∗(y∗),
where ε1 is the small positive constant in Theorem 30.25. Taking Ω = R
4 \ΞT and pass-
ing to a diagonal subsequence, the local convergence (31.83) and (31.84) over sequences
of good small balls yields a sequence of global gauge transformations, {Φm}m∈N ⊂
H3Γ,loc(Ω;G), and a connection, A∞, of class H
2 on Ω×G such that
Φ∗mAm(sm)⇀ A∞ weakly in H
2
Γ,loc(Ω;Λ
1 ⊗ g),(31.85a)
Φ∗mAm(sm)→ A∞ strongly in W 1,qΓ,loc(Ω;Λ1 ⊗ g), as m→∞.(31.85b)
The connection, A∞ on Ω × G, is Yang-Mills with respect to the standard Euclidean
metric on R4 by Step 7. This proves Item (3).
(6) In place of [115, Theorem 4.4.12], we apply Uhlenbeck’s removable singularity result
for finite-energy Yang-Mills connections, namely Theorem 30.28, to provide a gauge
transformation, Φ : Ω ×G → Ω ×G, and an extension of the gauge-transformed Yang-
Mills connection, Φ∗A∞ on the product bundle, Ω × G, over the punctured sphere,
Ω = S4 \ {y1, . . . , yK ,∞} ∼= R4 \ ΞT , to a Yang-Mills connection, A¯∞ on a principal
G-bundle, P¯∞, over S4.
In the sequel, we denote A¯∞ on P¯ simply by A∞ on P . This concludes Step 9.
Step 10 (Convergence of measures on compact subsets of R4). Item (4) — aside from non-
triviality of the ideal limit, (A∞, {yl,1, . . . , yl,Jl}), and which is proved in Step 11 — follows mutatis
mutandis from the proofs of Theorems 31.2 and 31.4, recalling that the set of descendant bubble
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points, {yl,1, . . . , yl,Jl} ⊂ BR(0) ⊂ R4, is characterized by (31.79) and thus El,j ≥ ε1 for all l, j.
The inequalities, El,j ≤ El for all l, j, are provided by (31.51).
Step 11 (Non-triviality of the ideal limit of the sequence of rescaled connections). Lastly,
we observe that the ideal limit, (A∞, {y1, . . . , yL1}), is non-trivial in the sense that at least one
of the following must hold: a) A∞ is not a flat connection on P∞, or b) L1 ≥ 1. The first
possibility above implies that A∞ is gauge equivalent to the product connection on P∞ ∼= S4×G.
(We emphasize that it is incorrect, as assumed in [307, Lemma 3.1], that A∞ cannot be a flat
connection: neither the proofs of [215, Theorem 5.4] and [307, Theorem 1.2] nor the more
detailed argument we have presented here exclude the possibility that A∞ is a flat connection on
a principal G-bundle P∞ over S4.) Denoting the (positive) multiplicities of the points yj by Eyj
as in (31.82) for 1 ≤ j ≤ L1, the inequality (31.57) and fact that τm = tm+λ2msm ∈ [tm−λ2mε, tm]
for all m ∈ N and the scale invariance of L2-norms of covariant two-tensors in dimension four
yield, ∫
B2R(0)
|FA∞(y)|2 d4y +
∑
yj∈B2R(0)
Eyj = limm→∞
∫
B2R(0)
|FAm(sm, y)|2 d4y
= lim
m→∞
∫
B2λmR(xm)
|FA(τm, x)|2 d4x
≥ 5ε1
8
.
Hence, the ideal limit, (A∞, {y1, . . . , yL1}), is non-trivial. This completes the proof of the remain-
ing part of Item (4) and concludes Step 11.
Step 12 (Computation of the positive constants, El, when T < ∞ via the curvatures of the
sequence of connections, Am, over an exhaustion of R
4). We now verify the limit formula (31.35)
in Item (5) which, in our simplified notation, becomes
(31.86) Ex0 = lim
ζ→0
lim
m→∞
∫
Bζ/λm (0)
|FAm(sm, y)|2 d4y.
By Lemma 30.14, recalling that τm ≡ tm + λ2msm ∈ [tm − λ2mε, tm] and sm ∈ (−ε, 0), we have∫
Bζ/λm (0)
|FAm(sm, y)|2 d4y =
∫
Bζ(xm)
|FA(τm, x)|2 d4x
≥
∫
Bζ/2(xm)
|FA(tm, x)|2 d4x− c(ζ/2)−2(tm − τm)E (A(τm))
≥
∫
Bζ/2(xm)
|FA(tm, x)|2 d4x− 4cζ−2λ2mεE (A(0)),
where we again use the fact that E (A(τm)) ≤ E (A(0)) by Lemma 30.5 when t ≥ 0. On the other
hand, for any large enough integer k = k(m) ≥ 0 such that tm ≤ τm+k ≡ tm+k + λ2m+ksm+k,
where again sm+k ∈ (−ε, 0), we have∫
Bζ(xm)
|FA(τm+k, x)|2 d4x ≤
∫
B2ζ(xm)
|FA(tm, x)|2 d4x+ c(ζ/2)−2(τm+k − tm)E (A(tm))
≤
∫
B2ζ(xm)
|FA(tm, x)|2 d4x+ 4cζ−2(tm+k − tm − λ2m+kε)E (A(0)).
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Hence, for 0 < T < ∞, we have tm − λm+k(m) → 0 as m → ∞, since tm ր T as m → ∞, and
because λm ց 0 as m →∞, we obtain, for any fixed ζ > 0 (less than one half of the injectivity
radius of (X, g)),
lim sup
m→∞
∫
Bζ/λm (0)
|FAm(sm, y)|2 d4y ≤ lim sup
m→∞
∫
B2ζ(xm)
|FA(tm, x)|2 d4x,
lim inf
m→∞
∫
Bζ/λm (0)
|FAm(sm, y)|2 d4y ≥ lim infm→∞
∫
Bζ/2(xm)
|FA(tm, x)|2 d4x.
The conclusion (31.86), for 0 < T <∞, now follows from the definition (31.37) of Ex0 .
This completes the proof of Theorem 31.6. 
31.3. Bubble-tree limits for Yang-Mills gradient flow over a four-dimensional
manifold. In this section, we describe the bubble-tree limit process for a solution to Yang-
Mills gradient flow over a closed, four-dimensional, Riemannian manifold, building on our prior
results [132] for the bubble-tree compactification of the moduli space of anti-self-dual connec-
tions and which is in turn inspired by work of Parker and Wolfson [282, 284] on the bubble-tree
limit process for sequences of harmonic maps of Riemann surfaces into a Riemannian manifold
and Taubes [341, 343] on the bubble-tree limit process for Yang-Mills connections over a closed,
four-dimensional, Riemannian manifold.
In general, when starting from arbitrary initial energy, we only know that the bubble connec-
tions on principal G-bundles over S4 converge (after rescaling) to centered Yang-Mills connections
with Pontrjagin numbers ki ≥ 1 (for suitable G). If ki ≥ 2, these S4 connections may either bub-
ble further (to two or more or S4 connections with instanton numbers 1 ≤ kij < ki) or, like the
case ki = 1, converge (after rescaling) to smooth Yang-Mills connections over S
4. Note that if we
have a bubble-tree limit, then we may need to consider a nested sequence of gradient-like flows
until, at the top of the tree, we have convergence to smooth Yang-Mills limits over S4, show these
gradient-like flows converge, and then successively step down the tree and inductively establish
gradient-like convergence as we move down each level to the tree base.
See the proof of our [136, Lemma 4.21] and references contained therein, including Donaldson
and Kronheimer [115], Friedman and Morgan [146], Schlatter [306, 307], Struwe [331] (and
researchers from Japan with contemporaneous papers), and Taubes [341, 343].
It is important to note that the results of Kozono, Maeda, Naito [215], Schlatter [307], and
Struwe [331] do not eliminate the possibility that, in the case of gradient flow, there may be
‘bubbles on bubbles’.
Topping [356, Theorem 3] leaves open the possibility of bubble tree occurring at T < ∞
for harmonic maps S2 →֒ (M,g) but shows can occur when T = ∞; Struwe [330] leaves open
possibility of bubble tree occurring at T < ∞; van der Hout [368] uses symmetry to rule out
bubble trees when T < ∞. For further results on bubble trees in harmonic map gradient flow,
we refer the reader to Bertsch, van der Hout, and Hulshof [35] and Topping [357].
32. Continuity and stability of solutions to the Yang-Mills heat equation with
respect to variations in the Riemannian metric
To motivate this section, it is useful to recall Taubes’ construction (see, for example, [340,
Section 8]) of a family of almost g-anti-self-dual connections, A′, on a principal G-bundle P → X,
where X is assumed to be oriented for the purpose of this introduction. The error, ‖F+,gA′ ‖Lp(X)
for p ∈ [1,∞), arising in this construction is small enough to allow one to perturb A′ to a
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nearby g-anti-self-dual connection, A′ + a, by solving the first-order anti-self-dual equation for
a ∈ Ω1(X; adP ),
F+,gA′+a = 0 over X.
There are two reasons for the fact that the error, ‖F+,gA′ ‖Lp(X), is non-zero. One is because of
the cut-off function, χ = χN,λ, required to splice a family of anti-self-dual connections, A1, on a
principal G-bundle P1 → S4 with the product connection, Γ, on X ×G, where the splicing takes
place over a small annulus11,
Ω(x0;λ/N, λ/2) := Bλ/2(x0) \ B¯λ/N (x0) ⊂ X,
for some large auxiliary parameter, N ≥ 4, and where the parameter, λ ∈ (0, λ0], is used to
rescale the family of anti-self-dual connections, A1, over S
4 and λ0 is a positive constant that is
small relative to the injectivity radius of (X, g). This cut-off function error is supported in Ω.
The second source of error, supported in Bλ/2(x0), arises whenever the given Riemannian metric,
g, is not conformally flat near the point x0 ∈ X whereas, of course, the standard round metric
on S4 \ {s} is conformally flat. However, a choice of geodesic normal coordinates, {xµ}4µ=1, near
x0 ∈ X in the splicing construction ensures that one can regard g as almost flat on Bλ/2(x0) and
this metric error can also be easily estimated in a useful way via Taubes’ analysis [340, Section
8].
In the setting of Yang-Mills gradient or heat flow, A(t) on P → X, we shall have occasion
to graft A(t) in the reverse direction and create an approximation solution, Â(t), to the Yang-
Mills gradient or heat flow equations on P̂ → S4 defined by the standard round metric on S4.
Equivalently, we shall create a solution to the Yang-Mills gradient-like flow equation on P̂ → S4,
∂Â(t)
∂t
= −d∗
Â(t)
F
Â(t)
+R(t) over S4.
The error, R(t) = Rχ(t) +Rg(t), is again non-zero because of cut-off function and metric errors,
Rχ(t) and Rg(t), respectively. The cut-off function error in this reverse grafting operation, Rχ(t),
is supported in Ω and can be easily controlled. The metric error, Rg(t), is supported in the ball,
Bλ/2(x0), and this unfortunately causes far greater difficulties than in [340, Section 8]. These
difficulties are due, in part, to the fact that the Yang-Mills gradient (and heat) flow equation is a
second-order in the spatial directions, whereas the anti-self-dual equation is first-order. A more
detailed explanation of the difficulty is explained in Section 33. It is not apparent to the author
how to show that the combined error, R(t) = Rχ(t) + Rg(t), is small enough for Â(t) to be a
Yang-Mills gradient-like flow in the sense of Section 29.1.
To circumvent this difficulty, we recall that the motivation for our analysis of Yang-Mills
gradient-like flow over S4 was to show that the Yang-Mills gradient flow over X does not acquire
bubble singularities in finite time. Suppose that bubbling occurs in a solution, A(t), to the Yang-
Mills heat equation, for the given Riemannian metric g and initial data, A0, at a finite time
T ∈ (0,∞). Let Σ = {x1, . . . , xL} ⊂ X denote the set of bubble points for the solution, A(t),
at time T . Now consider a Riemannian metric, g¯, obtained from g by ‘flattening’ g on small
balls, Bρ(xl), around the bubble points, xl ∈ Σ. Let A¯(t) be the solution to the Yang-Mills heat
equation for the Riemannian metric g¯ and initial data A0 and note that ‖g − g¯‖C1(X) is small,
so it is reasonable to expect (as we shall indeed show) that A¯(t) remains suitably close to A(t)
for t ∈ [0, T ). Our goal in this section is to show that A¯(t) would necessarily bubble in at least
one ball, Bλ/N (xl) ⊂ Bρ(xl), leading to a contradiction, since we can independently show that
11Our usage of the scale parameter, λ, differs from that of Taubes in [340, Section 8].
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a Yang-Mills gradient-like flow, Â(t) over S4, cannot bubble in finite time when the error term,
Rg(t), is zero.
32.1. Overview. We begin in Section 32.2 by recalling the Lp a priori global estimate for
a solution to the Cauchy problem for the linear heat equation defined by a connection Laplace
operator for a smooth reference connection on vector bundle over a closed, Riemannian, smooth
manifold, X. In our application in Section 32, we shall only need the case p = 2 (see Theorem
32.2), but we include the statement for p ∈ (1,∞) (see Theorem 32.6) for the sake of completeness.
Section 32.3 contains a preparatory description of the nonlinearities in the Yang-Mills heat and
gradient flow equations which we shall need in our subsequent analysis. Section 32.4 contains our
first major result, Theorem 32.9, providing an a priori estimate for the difference between two
solutions, A(t) and A¯(t), to the Yang-Mills heat equations defined by two nearby Riemannian
metrics, g and g¯, on X with common initial data, A0, together with a strict lower bound for the
maximal lifetime, T¯ , of the solution, A¯(t), in terms of data associated with the solution, A(t),
and the pair of Riemannian metrics. In Section 32.5, we localize the argument in Section 32.4
and establish a local version, Theorem 32.12, of Theorem 32.9, which we will ultimately apply to
an open subset, U ⊂ X, given by the complement of a collection of small balls centered at points
in X where A(t) develops bubble singularities as t ր T . In Section 32.6, we show (Theorem
32.16) that bubbling in A(t) as tր T implies for a given Riemannian metric, g, implies bubbling
in A¯(t) as t ր T for a nearby Riemannian metric, g¯. Finally, in Section 32.7, we specialize the
results of Sections 32.5 and 32.6 to the case of a Riemannian metric, g¯, obtained by flattening g
near the bubble points for the flow, A(t), as exemplified in Corollaries 32.21 and 32.23.
32.2. The a priori global L2 and Lp estimates for a solution to the linear heat
equation. We take X to be a C∞ closed manifold of dimension d ≥ 2 with Riemannian metric
g, and E a complex Hermitian (real Riemannian) vector bundle over X, and A a C∞ Hermit-
ian (Riemannian) connection on E with covariant derivative denoted by ∇A. We define the
corresponding heat operator on C∞(R ×X;E) by
(32.1) LA :=
∂
∂t
+∇∗A∇A on C∞(R×X;E),
The following a priori global L2 estimate is an analogue of [221, Theorems 2.3.1, 2.3.2, and 2.5.2]
for the scalar parabolic equation [221, Equation (2.3.1)] on (−∞, T ) × Rd, where T ∈ (−∞,∞]
(compare [221, pages 46 and 68]).
Theorem 32.1 (Global a priori L2 estimate for the linear heat operator over a closed Rie-
mannian manifold). Let X be a C∞ closed manifold of dimension d ≥ 2 with Riemannian metric
g, and E a complex Hermitian (real Riemannian) vector bundle over X, and A a C∞ Her-
mitian (Riemannian) connection on E. Then there exist a constant µ0 ≥ 1 and, given an
integer k ≥ 0, a positive constant, C, with the following significance. If T ∈ (−∞,∞] and
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u ∈ C∞0 ((−∞, T ]×X;E) and µ ≥ µ0, then
(32.2)
k∑
j=0
(
µ‖∇jAu‖L2((−∞,T )×X) +
√
µ‖∇j+1A u‖L2((−∞,T )×X)
+ ‖∇j+2A u‖L2((−∞,T )×X) + ‖∇jA∂tu‖L2((−∞,T )×X)
)
≤ C
k∑
j=0
‖∇jA(LA + µ)u‖L2((−∞,T )×X).
Of course, by approximation, the estimate (32.2) continues to hold for u belonging to the
Sobolev space of sections of E over (−∞, T ) × X for which the left-hand side is defined. The
a priori global L2 estimate for a solution to the Cauchy problem is provided by the following
analogue of [221, Theorem 2.5.2] for the scalar parabolic equation [221, Equation (2.3.1)] on
(0, T ) ×Rd, where T ∈ (−∞,∞] in the case k = 0.
Theorem 32.2 (Global a priori L2 estimate for the Cauchy problem for a linear heat operator
over a closed Riemannian manifold). Let X be a C∞ closed manifold of dimension d ≥ 2 with
Riemannian metric g, and E a complex Hermitian (real Riemannian) vector bundle over X, and
A a C∞ Hermitian (Riemannian) connection on E. Then there exist a constant µ0 ≥ 1 and,
given an integer k ≥ 0, a positive constant, C, with the following significance. If T ∈ (−∞,∞]
and u ∈ C∞0 ([0, T ] ×X;E) and µ ≥ µ0, then
(32.3)
k∑
j=0
(
µ‖∇jAu‖L2((0,T )×X) +
√
µ‖∇j+1A u‖L2((0,T )×X)
+ ‖∇j+2A u‖L2((0,T )×X) + ‖∇jA∂tu‖L2((0,T )×X)
)
≤ C
k∑
j=0
‖∇jA(LA + µ)u‖L2((0,T )×X) + C‖u(0)‖Hk+2A (X).
Again, by approximation, the estimate (32.3) continues to hold for u belonging to the Sobolev
space of sections of E over (0, T ) × X for which the left-hand side is defined and initial data,
u(0), which is acquired in the Sobolev sense.
Remark 32.3 (On the proofs of Theorems 32.1 and 32.2). We shall only need the case of k = 0
in our application of Theorem 32.2 in our application to the question of continuity of the solution,
A(t), to the Yang-Mills heat equation (32.6) with respect to variations in the Riemannian metric,
g, on X and that a priori estimate is well known — see, for example, Corollary 16.8 or Lemma
19.3 when µ = 1. The argument for the cases k ≥ 1 follows in a standard way by mimicking the
proof of [221, Theorem 2.3.2]; alternatively, one can appeal to Corollary 16.9 when α = k (and
µ = 1).
Remark 32.4 (On the regularity of the initial data in Theorem 32.2). The norm, ‖u(0)‖Hk+2A (X),
of the initial data, u(0), in the a priori estimate (32.3) is what one expects from first deriving
the a priori estimate for homogeneous initial data, u(0) = 0, which is primary case we shall
need. However, when k = 0, one can improve (32.3) and replace ‖u(0)‖H2A(X) by ‖u(0)‖H1A(X) by
adapting Evan’s proof of his [128, Theorem 7.1.5 (i)] and, when k ≥ 1, replace ‖u(0)‖Hk+2A (X) by‖u(0)‖Hk+1A (X) by adapting his proof of [128, Theorem 7.1.6].
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The following a priori global Lp estimate is an analogue of [221, Theorems 5.2.1 and 5.2.2]
for the scalar parabolic equation [221, Equation (5.2.1)] on Rd+1.
Theorem 32.5 (Global a priori Lp estimate for a linear heat operator over a closed Rie-
mannian manifold). Let p ∈ (1,∞), and X be a C∞ closed manifold of dimension d ≥ 2 with
Riemannian metric g, and E a complex Hermitian (real Riemannian) vector bundle over X, and
A a C∞ Hermitian (Riemannian) connection on E. Then there exist a constant µ0 ≥ 1 and,
given an integer k ≥ 0, a positive constant, C, with the following significance. If T ∈ (−∞,∞]
and u ∈ C∞0 ((−∞, T ]×X;E) and µ ≥ µ0, then
(32.4)
k∑
j=0
(
µ‖∇jAu‖Lp((−∞,T )×X) +
√
µ‖∇j+1A u‖Lp((−∞,T )×X)
+ ‖∇j+2A u‖Lp((−∞,T )×X) + ‖∇jA∂tu‖Lp((−∞,T )×X)
)
≤ C
k∑
j=0
‖∇jA(LA + µ)u‖Lp((−∞,T )×X).
The a priori global Lp estimate for a solution to the Cauchy problem is provided by the
following analogue of [221, Theorem 5.2.10] for the scalar parabolic equation [221, Equation
(2.3.1)] on (0, T ) × Rd, where T ∈ (−∞,∞] in the case k = 0.
Theorem 32.6 (Global a priori Lp estimate for the Cauchy problem for a linear heat operator
over a closed Riemannian manifold). Let p ∈ (1,∞), and X be a C∞ closed manifold of dimension
d ≥ 2 with Riemannian metric g, and E a complex Hermitian (real Riemannian) vector bundle
over X, and A a C∞ Hermitian (Riemannian) connection on E. Then there exist a constant
µ0 ≥ 1 and, given an integer k ≥ 0, a positive constant, C, with the following significance. If
T ∈ (−∞,∞] and u ∈ C∞0 ([0, T ] ×X;E) and µ ≥ µ0, then
(32.5)
k∑
j=0
(
µ‖∇jAu‖Lp((−∞,T )×X)) +
√
µ‖∇j+1A u‖Lp((−∞,T )×X))
+ ‖∇j+2A u‖Lp((−∞,T )×X)) + ‖∇jA∂tu‖Lp((−∞,T )×X))
)
≤ C
k∑
j=0
‖∇jA(LA + µ)u‖Lp((−∞,T )×X)) + C‖u(0)‖W k+2,pA ((−∞,T )×X)).
As usual, by approximation, the estimates (32.4) and (32.5) continue to hold for u belonging
to the Sobolev space of sections of E over (0, T )×X for which the left-hand sides are defined or
initial data, u(0), which is acquired in the Sobolev sense.
Remark 32.7 (On the proof of Theorem 32.5). We include the statement of Theorem 32.5
for completeness; the simpler Theorem 32.1 will suffice for our application. Theorem 32.5 may
be established by adapting Krylov’s proofs of his [221, Theorems 5.2.1 and 5.2.2] with the aid of
the vector-valued Caldero´n-Zygmund inequality — see, for example, Taylor [350].
32.3. The Yang-Mills heat and gradient flow equations revisited. Recall that A(t) =
A1 + a(t) solves the nonlinear Yang-Mills heat equation, viewed as a perturbation,
(32.6)
∂a
∂t
+∇∗A1∇A1a(t) +F (a(t)) = 0, ∀ t > 0,
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of the linear heat equation defined by the connection Laplacian, ∇∗A1∇A1 , that is,
(32.7)
∂a
∂t
+∇∗A1∇A1a(t) = f(t) in Ω1(X; Λ1 ⊗ adP ), for t > 0,
with f(t) := −F (a(t)), we obtain the following schematic expression for the Yang-Mills heat
equation non linearity,
(32.8) F (a) := d∗A1FA1 + FA1 × a+Ric(g) × a+∇A1a× a+ a× a× a,
∀ a ∈ Ω1(X; adP ),
where we recall that Ric(g) denotes the Ricci curvature tensor of a Riemannian metric, g, on X.
We shall be comparing solutions to Yang-Mills heat equations defined by metrics g and g˚ that
are C1(X) close but that may not be C2(X) close and for which it may not be true that Ric(g)
and Ric(˚g) are C0(X)-close, although they may be Lq(X)-close for any q ∈ [1,∞). We shall need
a more explicit expression for the nonlinearity, F (a), and one that makes the role of the Hodge
star operator clear.
Therefore, we shall first view the Yang-Mills heat equation as a perturbation of the linear
heat equation defined by the Hodge Laplace operator (16.27) on Ω1(X; adP ). Namely, writing
A(t) = A1 + a(t) and writing the Yang-Mills heat equation as in [115, Equation (6.3.3)],
(32.9)
∂A
∂t
+ d∗AFA + dAd
∗
Aa = 0,
we expand the elliptic part of (32.9) as
d∗AFA + dAd
∗
Aa = d
∗
A1+aFA1+a + dA1+ad
∗
A1+aa
= d∗A1+a(FA1 + dA1a+ [a, a]) + dA1+a(d
∗
A1a− ∗[a, ∗a])
= d∗A1FA1 + d
∗
A1dA1a+ d
∗
A1([a, a])− ∗[a, ∗FA1 ]− ∗[a, ∗dA1a]− ∗[a, ∗[a, a]]
+ dA1d
∗
A1a− dA1(∗[a, ∗a]) + [a, d∗A1a]− ∗[a, ∗[a, a]]
= (d∗A1dA1 + dA1d
∗
A1)a+ G (a)
= ∆∗A1a+ G (a),
where the induced nonlinearity is defined by the expression,
G (a) := d∗A1FA1 + d
∗
A1([a, a]) − ∗[a, ∗FA1 ]− ∗[a, ∗dA1a]− 2 ∗ [a, ∗[a, a]]
− dA1(∗[a, ∗a]) + [a, d∗A1a].
While the signs and values of universal constants (factors of 2 or 1/2 and so on) appearing in
the expression for G (a) are unimportant, we do need to keep track of the presence of the Hodge
∗-operators. We have
(32.10)
∂a
∂t
+∆∗A1a+ G (a) = 0.
The Bochner-Weitzenbo¨ck formula (16.28) allows us to further refine our expression for the Yang-
Mills heat equation as
(32.11)
∂a
∂t
+∇∗A1∇A1a+F (a) = 0,
32. YANG-MILLS HEAT EQUATION AND VARIATIONS IN THE RIEMANNIAN METRIC 353
where
(32.12) F (a) := d∗A1FA1 + d
∗
A1([a, a]) − ∗[a, ∗FA1 ]− ∗[a, ∗dA1a]− 2 ∗ [a, ∗[a, a]]
− dA1(∗[a, ∗a]) + [a, d∗A1a] + {Ric(g), a} + {FA1 , a}
where we recall that {, } denotes a universal bilinear expression (independent of the Riemannian
metric on X).
Remark 32.8. See [115, page 235] for the identity d∗Ad
∗
AFA = {FA, FA} ≡ 0. See [115, Sec-
tion 6.3.1] for a detailed explanation of the Donaldson-DeTurck trick and the role of irreducibility
of the connections, A(t), for t ∈ [0, T ).
32.4. Global comparison estimate for two solutions to the Yang-Mills heat equa-
tions defined by two nearby Riemannian metrics. We wish to compare the pair of solutions,
A(t) and A¯(t), to the Yang-Mills heat equation (32.6) defined by two close Riemannian metrics, g
and g¯, and common initial data, A0. Our eventual goal is to consider the case where g¯ is obtained
by flattening g on small balls around the bubble points in the set Σ = {x1, . . . , xL} ⊂ X, when
A(t) acquires bubble singularities at time T . However, it will prove very useful to first consider
the simpler case where
A−A1 ∈ C([0, T ];H1A1(X; Λ1 ⊗ adP )),
and so the solution, A(t), exists for t ∈ [0, T + δ) and some positive constant, δ. For this simpler
case, our aim is to show that if g¯ is close enough to g, then
A¯−A1 ∈ C([0, T ];H1A1(X; Λ1 ⊗ adP )),
and so A¯(t) also exists for t ∈ [0, T + δ¯) and some positive constant, δ¯, and remains close to A(t)
for t ∈ [0, T ]. In fact, even the assumption that A − A1 ∈ C([0, T ];H1A1(X; Λ1 ⊗ adP )) can be
relaxed and still yield the conclusion, A¯−A1 ∈ C([0, T ];H1A1(X; Λ1⊗adP )), as the statement and
proof of Theorem 32.9 below illustrates. Recall that Riem(g) ≡ Riemg denotes the full Riemann
curvature tensor of a Riemannian metric, g, on X. In Theorem 32.9 below and in the sequel,
we regard g as the reference Riemannian metric and use that in our definitions of Ho¨lder and
Sobolev norms; in Corollary 32.11, we draw the same conclusion, with additional work, for a pair
of metrics that are close in a coarser topology.
Theorem 32.9 (Global a priori estimate for the difference between solutions to the Yang-Mills
heat equations defined by two close Riemannian metrics and common initial data). Let G be a
compact Lie group, P a principal G-bundle over a closed, four-dimensional, smooth manifold with
Riemannian metric g, and A1 a fixed reference connection of class C
∞ on P , and K and T posi-
tive constants. Then there are a small enough constant η = η(A1, g,K, T ) ∈ (0, 1], a large enough
constant µ0 = µ0(A1, g,K) ∈ [1,∞), and a positive constant z1 = z1(g,K) with the following
significance. Let g¯ be a Riemannian metric on X such that12
‖Riem(g¯)‖C(X) ≤ K,(32.13)
‖g − g¯‖C1(X) + ‖g − g¯‖W 2,4(X) ≤ η,(32.14)
‖g − g¯‖C2(X) ≤ K.(32.15)
12The Sobolev Embedding Theorem [5, Theorem 4.12] with n = 4, j = 0, m = 2, and p = 4 gives W 2,4(X) →֒
Cα(X), for any α ∈ [0, 1).
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Let A(t), for t ∈ [0, T ), and A¯(t), for t ∈ [0, T¯ ) with maximal lifetime T¯ ∈ (0,∞], be strong
solutions to the Yang-Mills heat equation (32.6) on P for the Riemannian metrics, g and g¯,
respectively, and common initial data, A0. Suppose that A(t) obeys
(32.16) ‖A−A1‖L∞(0,T ;H2A1(X)) ≤ K,
and that A1 obeys
(32.17) ‖FA1‖C(X)) ≤ K.
Then A¯−A1 ∈ C([0, T ];H1A1(X; Λ1 ⊗ adP )) and T¯ > T and A¯(t) obeys
(32.18) ‖A− A¯‖L2(0,T ;H2A1(X)) + ‖∂t(A− A¯)‖L2(0,T ;L2(X)) + ‖A− A¯‖L∞(0,T ;H1A1 (X))
≤ z1eµ0T
(‖g − g¯‖C1(X) + ‖g − g¯‖W 2,4(X)) .
Proof. We find it convenient to write the pair of solutions as A(t) = A1 + a(t) and A¯(t) =
A1 + a¯(t), with common initial data expressed as a(0) = a0 = a¯(0), where a0 = A0 − A1. For
the metric g¯ (and connection A1), we then write the Hodge star operator, connection Laplace
operator, exterior covariant derivative adjoint, and Yang-Mills heat equation nonlinearity as ∗¯,
and ∇¯∗A1∇A1 , and d¯∗A1 , and F¯ (a¯), respectively.
Step 1 (Derivation of the quasilinear parabolic equation for a− a¯). Beginning with the pair
of Cauchy problems for Yang-Mills heat equations (32.6) defined by the metrics g and g¯,
∂a
∂t
+∇∗A1∇A1a+F (a) = 0 a.e. on (0, T )×X, a(0) = a0,
∂a¯
∂t
+ ∇¯∗A1∇A1 a¯+ F¯ (a¯) = 0 a.e. on (0, T¯ )×X, a¯(0) = a0,
we consider the induced quasilinear Cauchy problem for a− a¯,
(32.19)
∂
∂t
(a− a¯) +∇∗A1∇A1a− ∇¯∗A1∇A1 a¯+F (a)− F¯ (a¯) = 0 a.e. on (0, T1)×X,
(a− a¯)(0) = 0,
where T1 > 0 obeys T1 < T¯ and T1 ≤ T .
To proceed further, we shall need to express the nonlinearity, F (a)− F¯ (a¯), as one in powers
of a− a¯, with coefficients involving powers of a(t), and also make its dependence on g− g¯ explicit.
We shall do this in several stages, first writing the (linear) difference between the connection
Laplace operators as
∇∗A1∇A1a− ∇¯∗A1∇A1 a¯ = ∇¯∗A1∇A1(a− a¯) +
(∇∗A1∇A1 − ∇¯∗A1∇A1) a,
and writing the nonlinearity as
F (a)− F¯ (a¯) = −∗ [a, ∗FA1 ] + ∗¯[a¯, ∗¯FA1 ] + {FA1 , a− a¯}+ {Ric(g)−Ric(g¯), a}+ {Ric(g¯), a− a¯}
+ d∗A1([a, a]) − d¯∗A1([a¯, a¯])− ∗[a, ∗dA1a] + ∗¯[a¯, ∗¯dA1 a¯]
− dA1(∗[a, ∗a]) + dA1(∗¯[a¯, ∗¯a¯]) + [a, d∗A1a]− [a¯, d¯∗A1 a¯]
− 2 ∗ [a, ∗[a, a]] + 2∗¯[a¯, ∗¯[a¯, a¯]].
32. YANG-MILLS HEAT EQUATION AND VARIATIONS IN THE RIEMANNIAN METRIC 355
We wish to write our quasilinear parabolic equation (32.19) for a− a¯ in the form,
∂
∂t
(a− a¯) + ∇¯∗A1∇A1(a− a¯) = Sum of powers of a− a¯
+ Sum of powers of a with small g − g¯ coefficients.
To accomplish this, we expand the difference terms appearing in the preceding expression for
F (a) − F¯ (a¯). The first difference term is
Term 1 := ∗ [a, ∗FA1 ]− ∗¯[a¯, ∗¯FA1 ]
= (∗ − ∗¯)[a, ∗FA1 ] + ∗¯([a, ∗FA1 ]− [a¯, ∗¯FA1 ])
= (∗ − ∗¯)[a, ∗FA1 ] + ∗¯([a, (∗ − ∗¯)FA1 ] + [a− a¯, ∗¯FA1 ]).
The second difference term is
Term 2 := d∗A1([a, a]) − d¯∗A1([a¯, a¯])
= (d∗A1 − d¯∗A1)([a, a]) + d¯∗A1([a, a]− [a¯, a¯])
= (d∗A1 − d¯∗A1)([a, a]) + d¯∗A1([a, a− a¯] + [a− a¯, a¯])
= (d∗A1 − d¯∗A1)([a, a]) + d¯∗A1([a, a− a¯] + [a− a¯, a¯− a] + [a− a¯, a]).
The third difference term is
Term 3 := ∗ [a, ∗dA1a]− ∗¯[a¯, ∗¯dA1 a¯]
= (∗ − ∗¯)[a, ∗dA1a] + ∗¯([a, ∗dA1a]− [a¯, ∗¯dA1 a¯])
= (∗ − ∗¯)[a, ∗dA1a] + ∗¯([a− a¯, ∗dA1a] + [a¯, ∗dA1a− ∗¯dA1 a¯])
= (∗ − ∗¯)[a, ∗dA1a] + ∗¯([a− a¯, ∗dA1a] + [a, ∗dA1a− ∗¯dA1 a¯]) + [a¯− a, ∗dA1a− ∗¯dA1 a¯])
= (∗ − ∗¯)[a, ∗dA1a] + ∗¯([a− a¯, ∗dA1a] + [a, (∗ − ∗¯)dA1a]) + [a, ∗¯dA1(a− a¯)])
+ [a¯− a, (∗ − ∗¯)dA1a]) + [a¯− a, ∗¯dA1(a− a¯)]).
The fourth difference term is
Term 4 := dA1(∗[a, ∗a]) − dA1(∗¯[a¯, ∗¯a¯])
= dA1((∗ − ∗¯)[a, ∗a]) + dA1(∗¯([a, ∗a] − [a¯, ∗¯a¯]))
= dA1((∗ − ∗¯)[a, ∗a]) + dA1(∗¯[a, ∗a − ∗¯a¯]) + dA1(∗¯[a− a¯, ∗¯a¯])
= dA1((∗ − ∗¯)[a, ∗a]) + dA1(∗¯[a, (∗ − ∗¯)a]) + dA1(∗¯[a, ∗¯(a− a¯)]) + dA1(∗¯[a− a¯, ∗¯a¯])
= dA1((∗ − ∗¯)[a, ∗a]) + dA1(∗¯[a, (∗ − ∗¯)a]) + dA1(∗¯[a, ∗¯(a− a¯)]) + dA1(∗¯[a− a¯, ∗¯a])
+ dA1(∗¯[a− a¯, ∗¯(a¯− a)]).
The fifth difference term is
Term 5 := [a, d∗A1a]− [a¯, d¯∗A1 a¯]
= [a, (d∗A1a− d¯∗A1 a¯)] + [a− a¯, d¯∗A1 a¯]
= [a, (d∗A1 − d¯∗A1)a] + [a, d¯∗A1(a− a¯)] + [a− a¯, d¯∗A1 a¯]
= [a, (d∗A1 − d¯∗A1)a] + [a, d¯∗A1(a− a¯)] + [a− a¯, d¯∗A1a] + [a− a¯, d¯∗A1(a¯− a)].
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The sixth difference term is
Term 6 := ∗ [a, ∗[a, a]] − ∗¯[a¯, ∗¯[a¯, a¯]]
= (∗ − ∗¯)[a, ∗[a, a]] + ∗¯([a, ∗[a, a]] − [a¯, ∗¯[a¯, a¯]])
= (∗ − ∗¯)[a, ∗[a, a]] + ∗¯[a− a¯, ∗[a, a]] + ∗¯[a¯, ∗[a, a] − ∗¯[a¯, a¯]]
= (∗ − ∗¯)[a, ∗[a, a]] + ∗¯[a− a¯, ∗[a, a]] + ∗¯[a¯, (∗ − ∗¯)[a, a]] + ∗¯[a¯, ∗¯([a, a] − [a¯, a¯])]
= (∗ − ∗¯)[a, ∗[a, a]] + ∗¯[a− a¯, ∗[a, a]] + ∗¯[a¯, (∗ − ∗¯)[a, a]]
+ ∗¯[a¯, ∗¯[a, a− a¯]] + ∗¯[a¯, ∗¯[a− a¯, a¯]]
= (∗ − ∗¯)[a, ∗[a, a]] + ∗¯[a− a¯, ∗[a, a]] + ∗¯[a, (∗ − ∗¯)[a, a]] + ∗¯[a¯− a, (∗ − ∗¯)[a, a]]
+ ∗¯[a, ∗¯[a, a− a¯]] + ∗¯[a¯− a, ∗¯[a, a− a¯]] + ∗¯[a, ∗¯[a− a¯, a¯]] + ∗¯[a¯− a, ∗¯[a− a¯, a¯]]
= (∗ − ∗¯)[a, ∗[a, a]] + ∗¯[a− a¯, ∗[a, a]] + ∗¯[a, (∗ − ∗¯)[a, a]] + ∗¯[a¯− a, (∗ − ∗¯)[a, a]]
+ ∗¯[a, ∗¯[a, a− a¯]] + ∗¯[a¯− a, ∗¯[a, a− a¯]] + ∗¯[a, ∗¯[a− a¯, a]] + ∗¯[a, ∗¯[a− a¯, a¯− a]]
+ ∗¯[a¯− a, ∗¯[a− a¯, a]] + ∗¯[a¯− a, ∗¯[a− a¯, a¯− a]].
With the aid of the formula (32.12) for F (a) (and thus also F¯ (a¯)), the quasilinear parabolic
equation (32.19) for a− a¯ takes the following schematic form,
(32.20)
∂
∂t
(a− a¯) + ∇¯∗A1∇A1(a− a¯) + {FA1 , a− a¯}+ {Ric(g¯), a− a¯}
= − (∇∗A1∇A1 − ∇¯∗A1∇A1) a− {Ric(g)− Ric(g¯), a}+ Sum of Terms 1 through 6.
When expressed schematically, the Terms 1 through 6 which we have identified simplify as follows:
Term 1 = (∗ − ∗¯)FA1 × a+ FA1 × (a− a¯);
and
Term 2 = a× (∇∗A1 − ∇¯∗A1)a+ (a− a¯)× ∇¯∗A1a+ a× ∇¯∗A1(a− a¯)
+ (a− a¯)× (a− a¯) + a× (a− a¯);
and
Term 3 = (∗ − ∗¯)a×∇A1a+ (a− a¯)×∇A1a+ a×∇A1(a− a¯)
+ (a− a¯)×∇A1(a− a¯);
and
Term 4 = (∇(∗ − ∗¯))a× a+ (∗ − ∗¯)a×∇A1a+ a×∇A1(a− a¯)
+ (a− a¯)×∇A1a+ (a− a¯)×∇A1(a− a¯);
and
Term 5 = a× (∇∗A1 − ∇¯∗A1)a+ a× ∇¯∗A1(a− a¯)
+ (a− a¯)× ∇¯∗A1a+ (a− a¯)× ∇¯∗A1(a− a¯);
and
Term 6 = (∗ − ∗¯)a× a× a+ a× a× (a− a¯) + a× (a− a¯)× (a− a¯)
+ (a− a¯)× (a− a¯)× (a− a¯).
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We can now reorganize our expression (32.20) for the quasilinear parabolic equation for a− a¯ in
order to better focus on its essential structure:
(32.21)
∂
∂t
(a− a¯) + ∇¯∗A1∇A1(a− a¯) + Ric(g¯)× (a− a¯) + FA1 × (a− a¯)
+ (a− a¯)×∇A1a+ a× (a− a¯) + a×∇A1(a− a¯) + a× a× (a− a¯)
= − (∇∗A1∇A1 − ∇¯∗A1∇A1) a− (Ric(g)− Ric(g¯))× a
+ (∗ − ∗¯)FA1 × a+ a× (∇∗A1 − ∇¯∗A1)a+ (∗ − ∗¯)a×∇A1a+ (∇(∗ − ∗¯))a× a
+ (∗ − ∗¯)a× a× a
+ (a− a¯)× (a− a¯) + (a− a¯)×∇A1(a− a¯) + a× (a− a¯)× (a− a¯)
+ (a− a¯)× (a− a¯)× (a− a¯) a.e. on (0, T1)×X.
This concludes Step 1.
Step 2 (Passage to an equivalent exponentially shifted quasilinear parabolic equation for
b − b¯). It is useful at this stage to digress briefly and recall the exponential shift trick in the
present context. For convenience, define XT := (0, T ) × X. Given f ∈ Ω1(XT ; adP ), suppose
u ∈ Ω1(XT ; adP ) obeys
∂u
∂t
+∇∗A1∇A1u = f on XT .
If u =: eµtv for a constant µ ≥ 0, then ∂tu = eµt(µv + ∂tv) and thus v ∈ Ω1(XT ; adP ) obeys
∂v
∂t
+
(∇∗A1∇A1 + µ) v = f˜ on XT ,
where f˜ := e−µtf . For a quasilinear parabolic equation with nonlinearity, K ,
∂u
∂t
+∇∗A1∇A1u+K (t, u) = 0 on XT ,
we obtain
∂v
∂t
+
(∇∗A1∇A1 + µ) v + K˜ (t, v) = 0 on XT ,
where K˜ (t, v) := e−µtK (t, eµtv). Hence, even in the case of quasilinear parabolic equation, the
corresponding exponentially-shifted version is entirely equivalent for t ∈ [0, T ) when T <∞. We
end this digression and return to our quasilinear parabolic equation.
By applying the exponential shift trick to (32.21) by writing a(t) =: eµtb(t) and a¯(t) =: eµtb¯(t),
for µ ≥ µ0 and µ0 ≥ 1 to be determined in the sequel, we see that b− b¯ obeys
(32.22)
∂
∂t
(b− b¯) + (∇¯∗A1∇A1 + µ) (b− b¯) + Ric(g¯)× (b− b¯) + FA1 × (b− b¯)
+ eµt
[
(b− b¯)×∇A1b+ b× (b− b¯) + b×∇A1(b− b¯)
]
+ e2µtb× b× (b− b¯)
= − (∇∗A1∇A1 − ∇¯∗A1∇A1) b− (Ric(g)− Ric(g¯))× b
+ (∗ − ∗¯)FA1 × b+ eµt
[
b× (∇∗A1 − ∇¯∗A1)b+ (∗ − ∗¯)b×∇A1b+ (∇(∗ − ∗¯))b× b
]
+ (∗ − ∗¯)e2µtb× b× b
+ eµt
[
(b− b¯)× (b− b¯) + (b− b¯)×∇A1(b− b¯)
]
+ e2µtb× (b− b¯)× (b− b¯)
+ e2µt(b− b¯)× (b− b¯)× (b− b¯) a.e. on (0, T1)×X.
This concludes Step 2.
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Step 3 (A priori estimate for b− b¯). From Theorem 32.1, we have the a priori estimate
(32.23) µ‖b− b¯‖L2(XT1 ) +
√
µ‖∇A1(b− b¯)‖L2(XT1 ) + ‖∇
2
A1(b− b¯)‖L2(XT1 ) + ‖∂t(b− b¯)‖L2(XT1 )
≤ C1‖(LA1 + µ)(b− b¯)‖L2(XT1 ),
where C1 = C(A1, g).
On the other hand, from the quasilinear parabolic equation (32.22) for b− b¯ we see that13
(32.24)
‖(LA1 + µ)(b− b¯)‖L2(XT1 )
≤ c (‖Ric(g¯)‖C(X) + ‖FA1‖C(X)) ‖b− b¯‖L2(XT1 )
+ c
(‖eµtb‖L∞(0,T ;L4(X)) + c‖eµt∇A1b‖L∞(0,T ;L4(X))) ‖b− b¯‖L2(0,T1;L4(X))
+ c‖e2µtb× b‖L∞(0,T ;L4(X))‖b− b¯‖L2(0,T1;L4(X))
+ c‖eµtb‖L∞(0,T ;L6(X))‖∇A1(b− b¯)‖L2(0,T1;L3(X))
+ ‖ (∇∗A1∇A1 − ∇¯∗A1∇A1) b‖L2(XT ) + c‖(∗ − ∗¯)FA1‖C(X)‖b‖L2(XT )
+ c‖Ric(g) −Ric(g¯)‖L4(X)‖b‖L2(0,T ;L4(X))
+ c‖eµtb‖L∞(0,T ;L4(X))‖(∇∗A1 − ∇¯∗A1)b‖L2(0,T ;L4(X))
+ c‖(∗ − ∗¯)eµtb‖L∞(0,T ;L4(X))‖∇A1b‖L2(0,T ;L4(X))
+ c‖(∇(∗ − ∗¯))eµtb‖L∞(0,T ;L4(X))‖b‖L2(0,T ;L4(X))
+ c‖(∗ − ∗¯)eµtb‖L∞(0,T ;L4(X))‖eµtb‖L∞(0,T ;H1A1 (X))‖b‖L2(0,T ;H2A1 (X)) (by (19.10))
+ eµT ‖(b− b¯)× (b− b¯)‖L2(XT1 ) + e
µT ‖(b− b¯)×∇A1(b− b¯)‖L2(XT1 )
+ ce2µT ‖b‖L∞(0,T ;L4(X))‖(b− b¯)× (b− b¯)‖L2(0,T1;L4(X))
+ e2µT ‖(b− b¯)× (b− b¯)× (b− b¯)‖L2(XT1 ).
In deriving the preceding estimate, we used Ho¨lder inequalities such as,
‖fh‖L2(XT ) ≤ ‖f‖L∞(0,T ;L4(X))‖h‖L2(0,T ;L4(X)),
‖fh‖L2(XT ) ≤ ‖f‖L∞(0,T ;L6(X))‖h‖L2(0,T ;L3(X)).
Terms such as ‖eµtb(t)‖L6(X) may be estimated using the Sobolev embeddings W 1,
12
5 (X) →֒
L6(X) (where k = 1 and p = 12/5)) and H1(X) →֒ L4(X) [5, Theorem 4.12] and the Kato
Inequality (26.18) to give,
‖eµtb(t)‖L6(X) ≤ c‖eµtb(t)‖
W
1, 125
A1
(X)
≤ c‖eµtb(t)‖W 1,4A1 (X) ≤ c‖e
µtb(t)‖H2A1 (X).
13It is worth taking note of the occurrence of the term ‖eµt∇A1b‖L∞(0,T ;L4(X)) on the right-hand side of (32.24),
as this motivates our hypothesis of the bound (32.16) for ‖a‖L∞(0,T ;H2
A1
(X)) and thus ‖∇A1a‖L∞(0,T ;L4(X)).
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For the g − g¯ terms in the bound (32.24) for ‖(LA1 + µ)(b− b¯)‖L2(XT1 ), we see that
(32.25)
‖ (∇∗A1∇A1 − ∇¯∗A1∇A1) b‖L2(XT ) ≤ c‖g − g¯‖C(X)‖∇2A1b‖L2(XT )
+ c‖g − g¯‖C1(X)‖∇A1b‖L2(XT ),
‖(∗ − ∗¯)FA1‖C(X) ≤ c‖g − g¯‖C(X)‖FA1‖C(X),
‖Ric(g)− Ric(g¯)‖L4(X) ≤ c‖g − g¯‖W 2,4(X),
‖(∇∗A1 − ∇¯∗A1)b‖L2(0,T ;L4(X)) ≤ c‖g − g¯‖C(X)‖∇A1b‖L2(0,T ;L4(X))
+ c‖g − g¯‖C1(X)‖b‖L2(0,T ;L4(X)),
‖(∗ − ∗¯)eµtb‖L∞(0,T ;L4(X)) ≤ c‖g − g¯‖C(X)‖eµtb‖L∞(0,T ;L4(X)),
‖(∇(∗ − ∗¯))eµtb‖L∞(0,T ;L4(X)) ≤ c‖g − g¯‖C1(X)‖eµtb‖L∞(0,T ;L4(X)).
By applying the Sobolev embedding H1(X) →֒ L4(X) [5, Theorem 4.12] and the Kato Inequality
(26.18), we also obtain
‖e2µtb× b‖L∞(0,T ;L4(X)) ≤ c‖eµtb× eµtb‖L∞(0,T ;H1A1 (X))
≤ c‖eµtb× eµtb‖L∞(0,T ;L2(X)) + c‖∇A1(eµtb× eµtb)‖L∞(0,T ;L2(X))
≤ c‖eµtb‖2L∞(0,T ;L4(X)) + c‖eµtb‖L∞(0,T ;L4(X))‖eµt∇A1b‖L∞(0,T ;L4(X))
≤ c‖eµtb‖2L∞(0,T ;H2A1 (X)).
We estimate the quadratic and cubic powers of b− b¯ in the right-hand side of the bound (32.24)
for ‖(LA1 + µ)(b− b¯)‖L2(XT1 ),
‖(b− b¯)× (b− b¯)‖L2(XT1 ) ≤ c‖b− b¯‖L∞(0,T1;L4(X))‖b− b¯‖L2(0,T1;L4(X))(32.26)
≤ c‖b− b¯‖L∞(0,T1;H1A1(X))‖b− b¯‖L2(0,T1;H1A1(X)),
‖(b− b¯)×∇A1(b− b¯)‖L2(XT1 ) ≤ c‖b− b¯‖L∞(0,T1;L4(X))‖∇A1(b− b¯)‖L2(0,T1;L4(X))(32.27)
≤ c‖b− b¯‖L∞(0,T1;H1A1(X))‖b− b¯‖L2(0,T1;H2A1(X)),
‖(b− b¯)× (b− b¯)‖L2(0,T1;L4(X)) ≤ c‖b− b¯‖L∞(0,T1;H1A1(X))‖b− b¯‖L2(0,T1;H2A1(X)),(32.28)
where (32.28) follows from (19.9), and
(32.29)
‖(b− b¯)× (b− b¯)× (b− b¯)‖L2(XT1 )
≤ c‖b− b¯‖L∞(0,T1;L4(X))‖(b− b¯)× (b− b¯)‖L2(0,T1;L4(X))
≤ c‖b− b¯‖2L∞(0,T1;H1A1 (X))‖b− b¯‖L2(0,T1;H2A1(X)).
Note that (b− b¯)(0) = 0, by definition of the solutions A(t) and A¯(t), and so the estimate (19.4)
yields
‖b− b¯‖L∞(0,T1;H1A1 (X)) ≤
√
2
(
‖b− b¯‖L2(0,T1;H2A1(X)) + ‖∂t(b− b¯)‖L2(0,T1;L2(X))
)
.
We now substitute the preceding inequalities together with the hypotheses (32.13), (32.16),
(32.17), the bounds (32.25), (32.26), (32.27) (32.28), (32.29), and the Sobolev embeddingH1(X) →֒
L4(X) [5, Theorem 4.12] and Kato Inequality (26.18) into our bound (32.24) for ‖(LA1 + µ)(b−
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b¯)‖L2(XT1 ) to give
(32.30)
‖(LA1 + µ)(b− b¯)‖L2(XT1 )
≤ C2
(
‖b− b¯‖L2(XT1 ) + ‖∇A1(b− b¯)‖L2(XT1 )
)
+ C2‖∇A1(b− b¯)‖L2(0,T1;L3(X))
+ C2‖g − g¯‖C1(X) + c‖g − g¯‖W 2,4(X)
+ ceµT ‖b− b¯‖L∞(0,T1;H1A1 (X))‖b− b¯‖L2(0,T1;H1A1 (X))
+ ceµT ‖b− b¯‖L∞(0,T1;H1A1 (X))‖b− b¯‖L2(0,T1;H2A1 (X))
+ C2e
2µT ‖b− b¯‖L∞(0,T1;H1A1(X))‖b− b¯‖L2(0,T1;H2A1(X))
+ ce2µT ‖b− b¯‖2L∞(0,T1;H1A1(X))‖b− b¯‖L2(0,T1;H2A1 (X)),
where c = c(g) and C2 = C2(K, g) are positive constants. The term ‖∇A1(b − b¯)‖L2(0,T1;L3(X))
may be estimated with the aid of the interpolation inequality [149, Equation (7.10)], for any
ε ∈ (0, 1],
‖∇A1(b− b¯)‖L2(0,T1;L3(X)) ≤ ε‖∇A1(b− b¯)‖L2(0,T1;L4(X)) + ε−2‖∇A1(b− b¯)‖L2(0,T1;L2(X))
≤ cε‖∇A1(b− b¯)‖L2(0,T1;H1A1(X)) + ε
−2‖∇A1(b− b¯)‖L2(0,T1;L2(X))
≤ cε‖∇2A1(b− b¯)‖L2(0,T1;L2(X)) + (ε−2 + cε)‖∇A1(b− b¯)‖L2(0,T1;L2(X)),
where the second inequality follows from the Sobolev embedding H1(X) →֒ L4(X) [5, Theorem
4.12] and the Kato Inequality (26.18). We now choose ε = ε(C1, C2, g) = ε(C1,K, g) ∈ (0, 1] small
enough that cC2ε ≤ C1/2, where we use C1 to label the constant appearing on the right-hand
side of the a priori estimate (32.23) for b − b¯. We can thus combine our estimate (32.30) for
‖(LA1 + µ)(b− b¯)‖L2(XT1 ) with the a priori estimate (32.23) and absorb the resulting right-hand
side term, cC2ε‖∇2A1(b− b¯)‖L2(0,T1;L2(X)), into the left-hand side of the inequality to give
µ‖b− b¯‖L2(XT1 ) +
√
µ‖∇A1(b− b¯)‖L2(XT1 ) + ‖∇
2
A1(b− b¯)‖L2(XT1 ) + ‖∂t(b− b¯)‖L2(XT1 )
≤ 2C2‖b− b¯‖L2(XT1 ) + C3‖∇A1(b− b¯)‖L2(XT1 )
+ 2C2‖g − g¯‖C1(X) + 2c‖g − g¯‖W 2,4(X)
+ 4ceµT ‖b− b¯‖L∞(0,T1;H1A1(X))‖b− b¯‖L2(0,T1;H2A1 (X))
+ 2C2e
2µT ‖b− b¯‖L∞(0,T1;H1A1(X))‖b− b¯‖L2(0,T1;H2A1(X))
+ 2ce2µT ‖b− b¯‖2L∞(0,T1;H1A1(X))‖b− b¯‖L2(0,T1;H2A1(X)),
where C3 = C3(C1, C2, g) = C3(C1,K, g). We therefore choose µ0 = µ(C2, C3, g) = µ(C1,K, g) ≥
1 large enough that
2C2 ≤ µ0
2
and C3 ≤
√
µ0
2
,
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and obtain
µ‖b− b¯‖L2(XT1 ) +
√
µ‖∇A1(b− b¯)‖L2(XT1 ) + ‖∇
2
A1(b− b¯)‖L2(XT1 ) + ‖∂t(b− b¯)‖L2(XT1 )
≤ 4C2‖g − g¯‖C1(X) + 4c‖g − g¯‖W 2,4(X)
+ 8ceµT ‖b− b¯‖L∞(0,T1;H1A1(X))‖b− b¯‖L2(0,T1;H2A1 (X))
+ 4C2e
2µT ‖b− b¯‖L∞(0,T1;H1A1(X))‖b− b¯‖L2(0,T1;H2A1(X))
+ 4c2e2µT ‖b− b¯‖2L∞(0,T1;H1A1 (X))‖b− b¯‖L2(0,T1;H2A1(X)), ∀µ ≥ µ0,
where we may allow that c ≥ 1 without loss of generality when writing the final term in the
preceding inequality. We now fix µ = µ0 for the remainder of the proof. If we further suppose
that ‖b− b¯‖L∞(0,T1;H1A1(X)) is small enough that(
8ceµ0T + 4C2e
2µ0T
) ‖b− b¯‖L∞(0,T1;H1A1 (X)) ≤ 1/4
that is,
(32.31) ‖b− b¯‖L∞(0,T1;H1A1 (X)) ≤ σ :=
1
16 (2ceµ0T + C2e2µ0T )
,
so σ = σ(C2, g, µ0, T ) = σ(C1, g,K, T ) (recall that C1 = C1(A1, g) was defined in Step 3), then
we discover the inequality,
µ0‖b− b¯‖L2(XT1 ) +
√
µ0‖∇A1(b− b¯)‖L2(XT1 ) + ‖∇
2
A1(b− b¯)‖L2(XT1 ) + ‖∂t(b− b¯)‖L2(XT1 )
≤ 4C2‖g − g¯‖C1(X) + 4c‖g − g¯‖W 2,4(X) +
9
16
‖b− b¯‖L2(0,T1;H2A1(X)).
Hence, noting that µ0 ≥ 1, we find that
‖b− b¯‖L2(XT1 ) + ‖∇A1(b− b¯)‖L2(XT1 ) + ‖∇
2
A1(b− b¯)‖L2(XT1 ) + ‖∂t(b− b¯)‖L2(XT1 )
+ ‖b− b¯‖L∞(0,T1;H1A1(X)) ≤ 16C2‖g − g¯‖C1(X) + 16c‖g − g¯‖W 2,4(X).
that is, after relabeling the constant 16max{c, C2} as C2,
(32.32) ‖b− b¯‖L2(0,T1;H2A1 (X)) + ‖∂t(b− b¯)‖L2(0,T1;L2(X)) + ‖b− b¯‖L∞(0,T1;H1A1(X))
≤ C2
(‖g − g¯‖C1(X) + ‖g − g¯‖W 2,4(X)) .
This concludes Step 3.
Step 4 (Norm criterion for continuous temporal extension of A¯(t)). We next establish the
following key
Claim 32.10 (Norm criterion for continuous temporal extension of A¯(t)). There is a positive
constant, ζ = ζ(A1, g,K, T ) ∈ (0, 1] with the following significance. If T2 ∈ (0, T ] has the property
that A¯−A1 ∈ Cloc([0, T2);H1A1(X; Λ1 ⊗ adP )) and
(32.33) ‖b(t)− b¯(t)‖H1A1 (X) < ζ, ∀ t ∈ [0, T2),
then A¯−A1 ∈ C([0, T2];H1A1(X; Λ1 ⊗ adP )).
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Proof of Claim 32.10. Observe that, for any positive constant, r ≤ Inj(X, g), and point
x ∈ X,
‖FA¯(t)‖L2(Br(x)) ≤ ‖FA(t)‖L2(Br(x)) + ‖FA(t)− FA¯(t)‖L2(Br(x))
≤ ‖FA(t)‖L2(Br(x)) + ‖FA(t)− FA¯(t)‖L2(X), ∀ t ∈ [0, T2),
where Br(xl) := {x ∈ X : distg(x, xl) < r}, and thus,
(32.34) sup
x∈X
‖FA¯(t)‖L2(Br(x)) ≤ sup
x∈X
‖FA‖L2(Br(x)) + ‖FA − FA¯‖L2(X), ∀ t ∈ [0, T2).
Writing FA(t) = FA1 + dA1a(t) + [a(t), a(t)] and FA¯(t) = FA1 + dA1 a¯(t) + [a¯(t), a¯(t)], we obtain
FA(t)− FA¯(t) = dA1(a(t)− a¯(t)) + [a(t)− a¯(t), a(t)] + [a¯(t), a(t) − a¯(t)]
= dA1(a(t)− a¯(t)) + [a(t)− a¯(t), a(t)] + [a(t), a(t) − a¯(t)]
+ [a¯(t)− a(t), a(t)− a¯(t)],
and hence,
‖FA(t)− FA¯(t)‖L2(X) ≤ c‖∇A1(a(t)− a¯(t))‖L2(X) + c‖a(t)‖L4(X)‖a(t)− a¯(t)‖L4(X)
+ c‖a(t)− a¯(t)‖2L4(X), ∀ t ∈ [0, T2),
where c is a positive constant depending at most on g. Therefore, recalling that a(t) = eµ0tb(t)
and a¯(t) = eµ0tb¯(t),
‖FA(t)− FA¯(t)‖L2(X) ≤ eµ0T ‖∇A1(b− b¯)(t)‖L2(X)
+ ceµ0T ‖eµ0tb(t)‖L4(X)‖(b− b¯)(t)‖L4(X)
+ ce2µ0T ‖(b− b¯)(t)‖2L4(X), ∀ t ∈ [0, T2).
The Sobolev embedding, H1(X) →֒ L4(X) [5, Theorem 4.12], and the Kato Inequality (26.18)
yield,
(32.35) ‖FA(t)− FA¯(t)‖L2(X)
≤ c1(1 +K)eµ0T ‖(b− b¯)(t)‖H1A1 (X) + c1e
2µ0T ‖(b − b¯)(t)‖2H1A1 (X), ∀ t ∈ [0, T2),
where c1 is a positive constant depending at most on g. Provided
‖b− b¯‖L∞(0,T2;H1A1(X)) ≤ 1,
which will be assured by our hypothesis (32.33) (since ζ ∈ (0, 1]), we thus obtain,
‖FA(t)− FA¯(t)‖L2(X) ≤ c1
(
1 +K + eµ0T
)
eµ0T ‖b− b¯‖L∞(0,T2;H1A1(X)), ∀ t ∈ [0, T2).
Let ε¯1 = ε¯1(g¯) ∈ (0, 1] and r¯1 = r¯1(g¯) ∈ (0, 1] be the positive constants in Equation (30.15) and
Lemma 30.32 and which we shall apply to the flow, A¯(t) for the metric, g¯, and initial data, A0.
By Remark 30.33 and the fact that g and g¯ are related by (32.14) and (32.15), the dependence
of ε¯1 and r¯1 on g¯ have the following equivalents,
(32.36) ε¯1(g¯) = ε¯1(g,K) and r¯1(g¯) = r¯1(g,K).
Recalling that µ0 = µ0(A1, g,K), we define ζ ∈ (0, 1] by
(32.37) ζ ≡ ζ(A1, g,K, T ) :=
√
ε¯1
4c1 (1 +K + eµ0T ) eµ0T
.
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Therefore, provided b− b¯ obeys the inequality (32.33), we discover that
(32.38) ‖FA(t)− FA¯(t)‖L2(X) <
√
ε¯1
4
, ∀ t ∈ [0, T2).
Next observe that, for any x ∈ X and r ∈ (0, 1 ∨ Inj(X, g)], and writing FA(t) = FA1 + dA1a(t) +
[a(t), a(t)] over X,
‖FA(t)‖L2(Br(x)) ≤ ‖FA1‖L2(Br(x)) + ‖dA1a(t)‖L2(Br(x)) + c‖[a(t), a(t)]‖L2(Br(x))
≤ (Volg(Br(x)))1/2 ‖FA1‖C(X) + (Volg(Br(x)))1/4 ‖dA1a(t)‖L4(X)
+ c (Volg(Br(x)))
1/4 ‖a(t)‖2L4(X)
≤ c(Kr2 +Kr +K2r) (by (32.16) and (32.17)),
where c is a positive constant depending at most on the Riemannian metric, g, on X and we apply
the Sobolev embedding H1(X) →֒ L4(X) [5, Theorem 4.12] and the Kato Inequality (26.18) in
the usual way. Thus (for a possibly larger c),
sup
x∈X
‖FA(t)‖L2(Br(x)) ≤ c(1 +K)Kr, 0 < r ≤ 1 ∨ Inj(X, g).
Therefore, provided r0 = r0(g,K, ε¯1) = r0(g,K) ∈ (0, 1 ∨ Inj(X, g)] is small enough that
c(1 +K)Kr0 <
√
ε¯1
4
,
where we recall that ε¯1 = ε¯1(g,K) ∈ (0, 1], then
sup
x∈X
‖FA(t)‖L2(Br(x)) <
√
ε¯1
4
, ∀ t ∈ [0, T ) and 0 < r ≤ r0.
Combining the preceding inequality with the bounds (32.34) and (32.38), yields
sup
x∈X
‖FA¯‖L2(Br(x)) <
√
ε¯1
2
, ∀ t ∈ [0, T2) and 0 < r0 ∨ r¯1.
But Lemma 30.21 now implies that A¯ extends continuously from [0, T2) to [0, T2], that is, A¯−A1 ∈
C([0, T2];H
1
A1
(X; Λ1 ⊗ adP )). This completes the proof of Claim 32.10. 
This concludes Step 4.
Step 5 (Conclusion that the maximal lifetime T¯ of A¯ is greater than T ). We claim that
(32.39) ‖(b− b¯)(t)‖H1A1 (X) < min{ζ, σ}, ∀ t ∈ [0, T ),
and thus A¯−A1 ∈ C([0, T ];H1A1(X; Λ1 ⊗ adP )) and T¯ > T , where ζ is the positive constant in
Claim 32.10 and σ is the positive constant in (32.31).
Suppose the claim is false. Then there must be a large enough time, T1 ∈ (0, T ), such that
‖(b− b¯)(t)‖H1A1 (X) < min{ζ, σ}, ∀ t ∈ [0, T1), but(32.40a)
‖(b− b¯)(T1)‖H1A1 (X) ≥ min{ζ, σ}.(32.40b)
For if not, then the strict inequality (32.39) would hold and Claim 32.10 (with T2 = T ) would
imply that A¯−A1 ∈ C([0, T ];H1A1(X; Λ1 ⊗ adP )) and T¯ > T .
We now choose the positive constant, η, in the hypotheses of Theorem 32.9 by setting
(32.41) η ≡ η(A1, g,K, T ) ≤ min{ζ, σ}
4C2
,
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where C2 is the constant on the right-hand side of the a priori estimate (32.32), and so
C2
(‖g − g¯‖C1(X) + ‖g − g¯‖W 2,4(X)) ≤ C2η ≤ 14 min{ζ, σ}.
Since the condition (32.31) is satisfied, the a priori estimate (32.32) thus yields
‖(b− b¯)(t)‖H1A1 (X) ≤
1
4
min{ζ, σ}, ∀ t ∈ [0, T1),
and ensures that (32.33) holds with T2 = T1. Consequently, Claim 32.10 (with T2 = T1) implies
that A¯−A1 ∈ C([0, T1];H1A1(X; Λ1 ⊗ adP )) and
‖(b− b¯)(t)‖H1A1 (X) ≤
1
4
min{ζ, σ}, ∀ t ∈ [0, T1],
which contradicts (32.40b). Hence, the strict inequality (32.39) holds and consequently A¯−A1 ∈
C([0, T ];H1A1(X; Λ
1 ⊗ adP )) and T¯ > T . This concludes Step 5.
By virtue of Step 5, the condition (32.31) and a priori estimate (32.32) hold with T1 = T . The
a priori estimate (32.18) now follows from (32.32), after setting T1 = T , relabeling the constant
C2, and recalling that b(t) − b¯(t) = e−µ0t(A(t) − A¯(t)). This completes the proof of Theorem
32.9. 
When we introduce the cut-off functions, χl, we can choose them in such a way that dχl is
supported in the interior of where g¯ is flat and we know that both A(t) and A¯(t) do not bubble
there and so have good control over the connection one-forms.
The hypotheses (32.13), (32.14), and (32.15) on g¯ in Theorem 32.9 can be relaxed and this is
useful in situations where we know that g¯ can be chosen C0 close as desired to g, but not neces-
sarily C1-close as desired to g, while Riem(g¯) remains uniformly L4 bounded but not necessarily
uniformly C0 bounded.
Corollary 32.11 (Global a priori estimate for the difference between solutions to the
Yang-Mills heat equations defined by two weakly close Riemannian metrics and common initial
data). Assume the hypotheses of Theorem 32.9, except replace the hypotheses (32.13), (32.14),
and (32.15) on g¯ by the following:
‖Riem(g¯)‖L4(X) ≤ K,(32.42)
‖g − g¯‖W 2,4(X) ≤ η.(32.43)
Then the conclusions of Theorem 32.9 continue to hold.
Proof. We only need to slightly modify the proof of Theorem 32.9 by employing different
combinations of bounds for the g − g¯ terms in the collection of estimates (32.25) arising in Step
3. We indicate below the terms that require changes:
(32.44)
‖ (∇∗A1∇A1 − ∇¯∗A1∇A1) b‖L2(XT ) ≤ c‖g − g¯‖C(X)‖∇2A1b‖L2(XT )
+ c‖g − g¯‖W 1,4(X)‖∇A1b‖L2(0,T ;L4(X)),
‖(∇∗A1 − ∇¯∗A1)b‖L2(0,T ;L4(X)) ≤ c‖g − g¯‖C(X)‖∇A1b‖L2(0,T ;L4(X))
+ c‖g − g¯‖W 1,8(X)‖b‖L2(0,T ;L8(X)),
‖(∇(∗ − ∗¯))eµtb‖L∞(0,T ;L4(X)) ≤ c‖g − g¯‖W 1,8(X)‖eµtb‖L∞(0,T ;L8(X)).
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Noting that a(t) = eµtb(t) (see Step 2 in the proof of Theorem 32.9) and W 1,8/3(X) →֒ L8(X) by
[5, Theorem 4.12] and applying the Kato Inequality (26.18), we have
‖a(t)‖L8(X) ≤ c(g)‖a(t)‖W 1,8/3A1 (X)
≤ c(g)‖a(t)‖W 2,4A1 (X),
‖b(t)‖L8(X) ≤ c(g)‖b(t)‖W 2,4A1 (X), ∀ t ∈ [0, T ),
while, noting that W 1,q(X) →֒ C(X) for any q > 4 by [5, Theorem 4.12],
‖g − g¯‖C(X) ≤ c(g)‖g − g¯‖W 1,8(X),
‖g − g¯‖W 1,8(X) ≤ c(g)‖g − g¯‖W 2,8/3(X) ≤ c(g)‖g − g¯‖W 2,4(X).
In Step 4 (see Equation (32.36) in the proof of Claim 32.10), we appealed to Remark 30.33 to note
that C0 norms of the curvature, Riem(g¯), distances between pairs of points inX, distg¯(x0, x1), the
injectivity radius Inj(X, g¯), tensor norms, volumes of open subsets, and the positive constants ε¯1
and R¯0 defined by g¯ in Lemma 30.32 will be comparable to the corresponding quantities defined
by g, with comparison constants depending on g and K. However, just as in Lemma 30.17, those
quantities depend on the metric g only through
‖Riem(g)‖L4(X,g), ‖g − g0‖C(X), and Inj(X, g0),
where g0 is any fixed reference metric on X, and this dependence is continuous. In particular, the
positive constants ε¯1 and R¯0 defined by g¯ in Lemma 30.32 will be comparable to the corresponding
quantities defined by g, but with comparison constants depending on g and
‖Riem(g¯)‖L4(X,g), ‖g¯ − g‖C(X), and Inj(X, g),
and this dependence is continuous. The remainder of the proof of Theorem 32.9 is unaffected by
the change in the hypotheses, so this completes the proof of Corollary 32.11. 
32.5. Local comparison estimate for two solutions to the Yang-Mills heat equa-
tions defined by two nearby Riemannian metrics. Ultimately we wish to compare the pair
of solutions, A(t) and A¯(t), to the Yang-Mills heat equation (32.6) defined by two close Riemann-
ian metrics, g and g¯, and common initial data, A0, over a precompact open subset U ⋐ X \ Σ,
where Σ = {x1, . . . , xL} is a finite set of points. In our application, Σ will be a set of points where
the flow, A(t), acquires bubble singularities as t ր T . In Theorem 32.12 below, we provide a
slightly more general statement that yields the result we need.
Theorem 32.12 (Local a priori estimate for the difference between solutions to the Yang-Mills
heat equations defined by two close Riemannian metrics and common initial data). Let G, P , X,
g, A1, K, T be as in the hypotheses of Theorem 32.9 and µ0 and z1 as in the assertions of Theorem
32.9. Then there are a positive constant, z2 = z2(g), and a small enough positive constants,
ε = ε(A1, g,K, T ) ∈ (0, 1] and η = η(A1, g,K, T ) ∈ (0, 1], with the following significance. Let g¯ be
a Riemannian metric on X obeying (32.13), (32.14), and (32.15). Furthermore, let U ′ ⋐ U ⊂ X
be open subsets and χ ∈ C∞0 (U) a cut-off function such that 0 ≤ χ ≤ 1 on X with suppχ ⊂ U
and χ = 1 on U ′ and Ω := U \ U¯ ′ obeying
Volg(Ω) ≤ ε,(32.45a)
‖∇χ‖L4(X) + ‖∇2χ‖L2(X) ≤ ε,(32.45b)
Let A(t), for t ∈ [0, T ), and A¯(t), for t ∈ [0, T¯U ) with maximal lifetime T¯U ∈ (0,∞], be strong
solutions to the Yang-Mills heat equation (32.6) on P ↾ U for the Riemannian metrics, g and g¯,
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respectively, and common initial data, A0. Suppose that A(t) and A¯(t) obey
‖A−A1‖L∞(0,T ;L∞(U)) + ‖∇A1(A−A1)‖L∞(0,T ;L4(U))(32.46a)
+‖∇2A1(A−A1)‖L∞(0,T ;L2(U)) ≤ K,
‖A¯−A1‖L∞(0,T ;L∞(Ω)) + ‖∇A1(A¯−A1)‖L∞(0,T ;L4(Ω)) ≤ K,(32.46b)
and that A1 obeys (32.17). Then A¯−A1 ∈ C([0, T ];H1A1(U ′; Λ1 ⊗ adP )), so T¯U ′ > T , where T¯U ′
is the maximal lifetime of A¯ on P ↾ U ′, and A¯(t) obeys
(32.47) ‖A− A¯‖L2(0,T ;H2A1(U ′)) + ‖∂t(A− A¯)‖L2(0,T ;L2(U ′))
+ ‖A− A¯‖L∞(0,T ;L4(U ′)) + ‖A− A¯‖L∞(0,T ;H1A1 (U ′))
≤ z1eµ0T
(‖g − g¯‖C1(X) + ‖g − g¯‖W 2,4(X))+ z2ε1/4K√T .
Proof. We proceed by modifying the proof of Theorem 32.9 at the appropriate stages and
continue the notation adopted there.
Step 1 (Derivation of the quasilinear parabolic equation for b − b¯). Consider T1 > 0 such
that T1 ≤ T and T1 < T¯U . We begin by multiplying the quasilinear parabolic equation (32.22)
for b − b¯ by the cut-off function, χ, and commuting it with the differential operators acting on
b− b¯ and the quadratic and cubic b− b¯ terms in that equation to give, a.e. on (0, T1)×X,
(32.48)
∂
∂t
χ(b− b¯) + (∇¯∗A1∇A1 + µ)χ(b− b¯) + Ric(g¯)× χ(b− b¯) + FA1 × χ(b− b¯)
+ eµt
[
χ(b− b¯)×∇A1b+ b× χ(b− b¯) + b×∇A1χ(b− b¯)
]
+ e2µtb× b× χ(b− b¯)
= −χ (∇∗A1∇A1 − ∇¯∗A1∇A1) b− (Ric(g)− Ric(g¯))× χb
+ (∗ − ∗¯)FA1 × χb+ eµt
[
χb× (∇∗A1 − ∇¯∗A1)b+ (∗ − ∗¯)χb×∇A1b+ χ(∇(∗ − ∗¯))b× b
]
+ (∗ − ∗¯)e2µtχb× b× b
+ eµt
[
χ(b− b¯)× χ(b− b¯) + χ(b− b¯)×∇A1χ(b− b¯)
]
+ e2µtb× χ(b− b¯)× χ(b− b¯)
+ e2µtχ(b− b¯)× χ(b− b¯)× χ(b− b¯)
+ Sum of commutator terms,
where
(32.49)
Sum of commutator terms
= −∇χ×∇A1(b− b¯)−∇2χ× (b− b¯)− eµtb×∇χ× (b− b¯)
− eµtχ(b− b¯)× [(χ− 1)(b− b¯) + (χ− 1)∇A1(b− b¯) +∇χ× (b− b¯)]
− e2µtb× χ(b− b¯)× (χ− 1)(b− b¯)
− e2µtχ(b− b¯)× [(χ− 1)(b − b¯)× (b− b¯) + χ(b− b¯)× (χ− 1)(b − b¯)] .
This concludes Step 1.
Observe that, aside from the ‘sum of commutator terms’ — which we shall treat as a non-zero
source, the quasilinear parabolic equation (32.48) for χ(b− b¯) has exactly the same structure as
the equation (32.22) for b− b¯.
Step 2 (Estimates for the terms in (32.48) excluding the sum of commutators). We modify
our development of our estimates for the corresponding terms in (32.22) in order to make use of
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the stronger hypotheses on a = A − A1 on U , noting that suppχ ⊂ U and continuing to write
XT := (0, T ) ×X and similarly for UT or XT1 . Thus, in place of the estimate (32.24), we have
the slightly simpler bound,
(32.50)
‖(LA1 + µ)χ(b− b¯)‖L2(XT1 )
≤ c (‖Ric(g¯)‖C(X) + ‖FA1‖C(X)) ‖χ(b− b¯)‖L2(XT1 )
+ c
(‖eµtb‖L∞(0,T ;L4(U)) + c‖eµt∇A1b‖L∞(0,T ;L4(U))) ‖χ(b− b¯)‖L2(0,T1;L4(X))
+ c‖eµtb‖2L∞(UT )‖χ(b− b¯)‖L2(XT1 ) + c‖e
µtb‖L∞(UT )‖∇A1χ(b− b¯)‖L2(XT1 )
+ ‖χ (∇∗A1∇A1 − ∇¯∗A1∇A1) b‖L2(XT ) + c‖(∗ − ∗¯)FA1‖C(X)‖χb‖L2(XT )
+ c‖Ric(g) − Ric(g¯)‖L4(X)‖χb‖L2(0,T ;L4(X))
+ c‖eµtb‖L∞(0,T ;L4(U))‖χ(∇∗A1 − ∇¯∗A1)b‖L2(0,T ;L4(X))
+ c‖(∗ − ∗¯)eµtb‖L∞(0,T ;L4(U))‖χ∇A1b‖L2(0,T ;L4(X))
+ c‖(∇(∗ − ∗¯))eµtb‖L∞(0,T ;L4(U))‖χb‖L2(0,T ;L4(X))
+ c‖(∗ − ∗¯)eµtb‖L∞(UT )‖eµtb‖L∞(UT )‖χb‖L2(XT )
+ eµT ‖χ(b− b¯)× χ(b− b¯)‖L2(XT1 ) + e
µT ‖χ(b− b¯)×∇A1χ(b− b¯)‖L2(XT1 )
+ ce2µT ‖b‖L∞(UT )‖χ(b− b¯)× χ(b− b¯)‖L2(XT1 )
+ e2µT ‖χ(b− b¯)× χ(b− b¯)× χ(b− b¯)‖L2(XT1 )
+ ‖Sum of commutator terms‖L2(XT ).
By appealing to our hypothesis (32.46a) for a(t) = A(t)−A1 on UT , and thus b(t) = e−µta(t) on
UT , we can now repeat our proof of the a priori estimate (32.32) for b− b¯ mutatis mutandis to
give the following a priori estimate for χ(b− b¯), valid for µ ≥ µ0,
(32.51) ‖χ(b− b¯)‖L2(0,T1;H2A1(X)) + ‖∂tχ(b− b¯)‖L2(0,T1;L2(X))
+ ‖χ(b− b¯)‖L∞(0,T1;L4(X)) + ‖χ(b− b¯)‖L∞(0,T1;H1A1 (X))
≤ C2‖g − g¯‖C1(X) + c‖g − g¯‖W 2,4(X)
+ ‖Sum of commutator terms‖L2(XT ),
and provided χ(b− b¯) obeys the following analogue of the condition (32.31), namely
(32.52) ‖χ(b− b¯)‖L∞(0,T1;H1A1 (X)) ≤ σ,
where σ = σ(A1, g,K, T ) is as defined in (32.31). In writing (32.51), keeping in mind an applica-
tion in the sequel, we have explicitly added the term, ‖χ(b − b¯)‖L∞(0,T1;L4(X)), even though this
is of course bounded by c‖χ(b − b¯)‖L∞(0,T1;H1A1 (X)), for some positive constant, c = c(g). This
concludes Step 2.
Step 3 (Estimate for the sum of commutator terms in (32.48)). The additional commutator
terms (not present in (32.22)) arise because we have used the fact that the commutator of the
connection Laplace operator and χ is given by
∇¯∗A1∇A1χ(b− b¯) = −∗¯∇¯A1 ∗¯
(
χ∇A1(b− b¯) + dχ ∧ (b− b¯)
)
= χ∇¯∗A1∇A1(b− b¯) +∇χ×∇A1(b− b¯) +∇2χ× (b− b¯),
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and the commutators for the quadratic and cubic b− b¯ terms and χ are given by
b×∇A1χ(b− b¯) = b× χ∇A1(b− b¯) + b×∇χ× (b− b¯),
χ(b− b¯)× χ(b− b¯) = χ(b− b¯)× (b− b¯) + χ(b− b¯)× (χ− 1)(b− b¯),
χ(b− b¯)×∇A1χ(b− b¯) = χ(b− b¯)×∇A1(b− b¯) + χ(b− b¯)× (χ− 1)∇A1(b− b¯)
+ χ(b− b¯)×∇χ× (b− b¯),
χ(b− b¯)× χ(b− b¯)× χ(b− b¯) = χ(b− b¯)× (b− b¯)× (b− b¯)
+ χ(b− b¯)× (χ− 1)(b− b¯)× (b− b¯)
+ χ(b− b¯)× χ(b− b¯)× (χ− 1)(b − b¯).
We now fix µ = µ0, where µ0 ∈ [1,∞) is as in Theorem 32.9, and make the
Claim 32.13. There is a positive constant, z2 = z2(g), such that the sum of commutator
terms (32.49) obeys
(32.53) ‖Sum of commutator terms‖L2(XT ) ≤ z2ε1/4K
√
T ,
where ε and K are the constants in the hypotheses of Theorem 32.12.
Proof of Claim 32.13. Using our hypothesis (32.45b) on ∇χ and ∇2χ as needed and the
hypotheses (32.46a) and (32.46b) for the norms of a and a¯ on Ω, respectively, we estimate the
L2(XT ; Λ
1 ⊗ adP ) norms of the commutator terms via
‖∇χ×∇A1(b− b¯)‖L2(XT ) ≤ c‖∇χ‖L4(X)‖∇A1(b− b¯)‖L2(0,T ;L4(Ω))
≤ cε‖e−µt∇A1(a− a¯)‖L2(0,T ;L4(Ω))
≤ 2cεK,
and
‖∇2χ× (b− b¯)‖L2(XT ) ≤ c‖∇2χ‖L2(X)‖b− b¯‖L2(0,T ;L∞(Ω))
≤ cε‖e−µt(a− a¯)‖L2(0,T ;L∞(Ω))
≤ 2cεK
√
T ,
and
‖eµtb×∇χ× (b− b¯)‖L2(XT ) ≤ c‖∇χ‖L4(X)‖eµtb× (b− b¯)‖L2(0,T ;L4(Ω))
≤ c‖∇χ‖L4(X)‖b− b¯‖L∞(0,T ;L4(Ω))‖eµtb‖L2(0,T ;L∞(Ω))
= cε‖e−µt(a− a¯)‖L∞(0,T ;L4(Ω))‖a‖L2(0,T ;L∞(Ω))
≤ 2cεK
√
T (Volg(Ω))
1/4
≤ 2cε5/4K
√
T ,
where the last inequality follows from the hypothesis (32.45a) on Volg(Ω), and
‖eµtχ(b− b¯)×∇χ× (b− b¯)‖L2(XT ) ≤ c‖∇χ‖L4(X)‖eµt(b− b¯)× (b− b¯)‖L2(0,T ;L4(Ω))
≤ cε‖eµt(b− b¯)‖L∞(0,T ;L4(Ω))‖b− b¯‖L2(0,T ;L∞(Ω))
= cε‖a− a¯‖L∞(0,T ;L4(Ω))‖e−µt(a− a¯)‖L2(0,T ;L∞(Ω))
≤ 2cε5/4K
√
T .
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The remaining quadratic commutator terms are estimated by
‖eµtχ(b− b¯)× (χ− 1)(b− b¯)‖L2(XT ) ≤ c‖eµt(b− b¯)‖L∞(0,T ;L∞(Ω))‖b− b¯‖L2(0,T ;L2(Ω))
= c‖a− a¯‖L∞(0,T ;L∞(Ω))‖e−µt(a− a¯)‖L2(0,T ;L2(Ω))
≤ 2cε1/2K
√
T ,
and
‖eµtχ(b− b¯)× (χ− 1)∇A1(b− b¯)‖L2(XT )
≤ c‖eµt(b− b¯)‖L2(0,T ;L4(Ω))‖∇A1(b− b¯)‖L∞(0,T ;L4(Ω))
= c‖a− a¯‖L2(0,T ;L4(Ω))‖e−µt∇A1(a− a¯)‖L∞(0,T ;L4(Ω))
≤ 2cε1/4K
√
T ,
and the cubic commutator terms are estimated by
‖e2µtb× χ(b− b¯)× (χ− 1)(b − b¯)‖L2(XT )
≤ c‖eµtb‖L∞(0,T ;L∞(Ω))‖eµt(b− b¯)‖L∞(0,T ;L∞(Ω))‖b− b¯‖L2(0,T ;L2(Ω))
= c‖a‖L∞(0,T ;L∞(Ω))‖a− a¯‖L∞(0,T ;L∞(Ω))‖e−µt(a− a¯)‖L2(0,T ;L2(Ω))
≤ 2cε1/2K
√
T ,
and
‖e2µtχ(b− b¯)× (χ− 1)(b− b¯)× (b− b¯)‖L2(XT )
≤ c‖eµt(b− b¯)‖2L∞(0,T ;L∞(Ω))‖b− b¯‖L2(0,T ;L2(Ω))
= c‖a− a¯‖2L∞(0,T ;L∞(Ω))‖e−µt(a− a¯)‖L2(0,T ;L2(Ω))
≤ 2cε1/2K
√
T .
The conclusion (32.53) now follows by combining the preceding estimates. This completes the
proof of Claim 32.13. 
This concludes Step 3.
Step 4 (A priori estimate for χ(b− b¯)). The a priori estimate (32.51) and Claim 32.13 now
imply that if χ(b− b¯) obeys the condition (32.52), then
(32.54) ‖χ(b− b¯)‖L2(0,T1;H2A1(X)) + ‖∂tχ(b− b¯)‖L2(0,T1;L2(X))
+ ‖χ(b− b¯)‖L∞(0,T1;L4(X)) + ‖χ(b− b¯)‖L∞(0,T1;H1A1 (X))
≤ C2
(‖g − g¯‖C1(X) + ‖g − g¯‖W 2,4(X))+ z2ε1/4K√T ,
where C2 = C2(g,K) is as in (32.32) and we have fixed µ = µ0. This concludes Step 4.
Step 5 (Norm criterion for continuous temporal extension of A¯(t) over U ′). We next establish
the following local analogue of Claim 32.10 from the proof of Theorem 32.9.
Claim 32.14 (Norm criterion for continuous temporal extension of A¯(t) over U ′). There is a
positive constant, ζ = ζ(A1, g,K, T ) ∈ (0, 1] with the following significance. If T2 ∈ (0, T ] has the
property that A¯−A1 ∈ Cloc([0, T2);H1A1(U ; Λ1 ⊗ adP )) and
(32.55) ‖b(t)− b¯(t)‖L4(U) + ‖∇A1(b(t)− b¯(t))‖L2(U) < ζ, ∀ t ∈ [0, T2),
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then A¯−A1 ∈ C([0, T2];H1A1(U ′; Λ1 ⊗ adP )) and T¯U ′ > T2, where T¯U ′ is the maximal lifetime of
A¯ on P ↾ U ′.
Proof of Claim 32.14. Although the argument is formally similar to that used to establish
Claim 32.10, there differences. With subsequent applications in mind, it will be very important
to be aware of any dependency, if present, of the constant, ζ = ζ(A1, g,K, T ), in the hypotheses
of Claim 32.10 on the open subsets, U ′ or U . For that reason, we shall include the details of the
argument in order to check whether such dependencies arise.
Let ε¯1 = ε¯1(g¯) = ε¯1(g,K) ∈ (0, 1] and r¯1 = r¯1(g¯) = r¯1(g,K) ∈ (0, 1] be the positive constants
described in (32.36). It will be convenient to define the separation constant,
δ := distg(U
′, ∂U).
Observe that, for any positive constant, r ∈ (0, δ ∨ Inj(X, g)], and any point x ∈ U ′,
‖FA¯(t)‖L2(Br(x)) ≤ ‖FA(t)‖L2(Br(x)) + ‖FA(t)− FA¯(t)‖L2(Br(x))
≤ ‖FA(t)‖L2(Br(x)) + ‖FA(t)− FA¯(t)‖L2(U), ∀ t ∈ [0, T2),
and thus,
(32.56) sup
x∈U ′
‖FA¯(t)‖L2(Br(x)) ≤ sup
x∈U ′
‖FA‖L2(Br(x)) + ‖FA(t)− FA¯(t)‖L2(U), ∀ t ∈ [0, T2).
Exactly as in the proof of Claim 32.10, we discover that
(32.57) ‖FA(t)− FA¯(t)‖L2(U)
≤ c1eµ0T ‖∇A1(b− b¯)(t)‖L2(U) + c1eµ0T ‖eµ0tb(t)‖L4(U)‖(b− b¯)(t)‖L4(U)
+ c1e
2µ0T ‖(b− b¯)(t)‖2L4(U), ∀ t ∈ [0, T2),
where c1 ∈ [1,∞) is a positive constant depending at most on g. Provided
‖b− b¯‖L∞(0,T2;L4(U)) ≤ 1,
which will be assured by our hypothesis (32.55) (since ζ ∈ (0, 1])) and recalling that, by (32.46a)
and the fact that a(t) = eµ0tb(t),
‖eµ0tb(t)‖L4(U) = ‖a(t)‖L4(U) ≤ K, ∀ t ∈ [0, T ),
we thus obtain from (32.57) that,
‖FA(t)− FA¯(t)‖L2(U)
≤ c1
(
1 +K + eµ0T
)
eµ0T
(‖∇A1(b− b¯)(t)‖L2(U) + ‖(b− b¯)(t)‖L4(U)) , ∀ t ∈ [0, T2).
Recalling that µ0 = µ0(A1, g,K), we define ζ ∈ (0, 1] by
(32.58) ζ ≡ ζ(A1, g,K, T ) :=
√
ε¯1
4c1 (1 +K + eµ0T ) eµ0T
.
Therefore, provided b− b¯ obeys the hypothesis (32.55), we discover that
(32.59) ‖FA(t)− FA¯(t)‖L2(U) <
√
ε¯1
4
, ∀ t ∈ [0, T2).
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Next observe that, for any x ∈ U ′ and r ∈ (0, 1 ∨ δ ∨ Inj(X, g)], and writing FA(t) = FA1 +
dA1a(t) + [a(t), a(t)] over U ,
‖FA(t)‖L2(Br(x)) ≤ ‖FA1‖L2(Br(x)) + ‖dA1a(t)‖L2(Br(x)) + c‖[a(t), a(t)]‖L2(Br(x))
≤ (Volg(Br(x)))1/2 ‖FA1‖C(B¯r(x)) + (Volg(Br(x)))1/4 ‖dA1a(t)‖L4(Br(x))
+ c (Volg(Br(x)))
1/2 ‖a(t)‖2C(B¯r(x))
≤ c(Kr2 +Kr +K2r2), (by (32.17) and (32.46a))
where c is a positive constant depending at most on the Riemannian metric, g, on X, and thus
(for a possibly larger c),
sup
x∈U ′
‖FA(t)‖L2(Br(x)) ≤ c(1 +K)Kr, 0 < r ≤ 1 ∨ δ ∨ Inj(X, g).
Therefore, provided r0 = r0(g,K, ε¯1) = r0(g,K) ∈ (0, 1 ∨ Inj(X, g)] is small enough that
c(1 +K)Kr0 <
√
ε¯1
4
,
where we recall that ε¯1 = ε¯1(g,K) ∈ (0, 1], then
sup
x∈U ′
‖FA(t)‖L2(Br(x)) <
√
ε¯1
4
, ∀ t ∈ [0, T ) and 0 < r ≤ r0 ∨ δ.
Combining the preceding inequality with the bounds (32.56) and (32.59) yields,
sup
x∈U ′
‖FA¯‖L2(Br(x)) <
√
ε¯1
2
, ∀ t ∈ [0, T2) and 0 < r ≤ r0 ∨ r¯1 ∨ δ.
But Lemma 30.32 now implies that A¯ extends continuously from [0, T2) to [0, T2], that is, A¯−A1 ∈
C([0, T2];H
1
A1
(U ′; Λ1 ⊗ adP )) and T¯U ′ > T2. This completes the proof of Claim 32.14. 
This concludes Step 5.
Step 6 (Conclusion that the maximal lifetime of A¯ on U ′ is greater than T ). We claim that
(32.60) ‖(b− b¯)(t)‖L4(U) + ‖∇A1(b− b¯)(t)‖L2(U) < min{ζ, σ/N}, ∀ t ∈ [0, T ),
and T¯U ′ > T , where ζ is the positive constant in Claim 32.14 and σ is the positive constant in
(32.31) and N := (1 + Volg(X))
1/4.
Suppose the claim is false. Then there must be a large enough time, T1 ∈ (0, T ), such that
‖(b− b¯)(t)‖L4(U) + ‖∇A1(b− b¯)(t)‖L2(U) < min{ζ, σ/N}, ∀ t ∈ [0, T1), but(32.61a)
‖(b− b¯)(t)‖L4(U) + ‖∇A1(b− b¯)(t)‖L2(U) ≥ min{ζ, σ/N}.(32.61b)
For if not, then the strict inequality (32.60) would hold and Claim 32.14 (with T2 = T ) would
imply that A¯−A1 ∈ C([0, T ];H1A1(U ′; Λ1 ⊗ adP )) and T¯U ′ > T .
We choose the positive constant, η ∈ (0, 1], in the hypothesis of Theorem 32.12, small enough
that
(32.62) η ≡ η(A1, g,K, T ) ≤ min{ζ, σ/N}
8(1 + κ)C2
,
372 9. YANG-MILLS GRADIENT FLOW WITH ARBITRARY INITIAL ENERGY
where C2 is the constant on the right-hand side of the a priori estimate (32.54) and κ = κ(g) is
the Sobolev constant for the embedding H1(X) →֒ L4(X). We also choose the positive constant,
ε ∈ (0, 1], in the hypotheses of Theorem 32.12 by requiring that
(32.63) ε1/4 ≡ ε1/4(A1, g,K, T ) ≤ min{ζ, σ/N}
8(1 + κ)z2K
√
T
,
where z2 is the constant on the right-hand side of the a priori estimate (32.54). Therefore, by
(32.14), (32.62), and (32.63), we see that
(32.64) C2
(‖g − g¯‖C1(X) + ‖g − g¯‖W 2,4(X))+ z2ε1/4K√T
≤ C2η + z2ε1/4K
√
T =
min{ζ, σ/N}
4(1 + κ)
.
Next, we observe that
‖χ(b− b¯)(t)‖H1A1 (X) ≤ ‖χ(b− b¯)(t)‖L2(X) + ‖∇A1χ(b− b¯)(t)‖L2(X)
≤ (Volg(X))1/4 ‖(b− b¯)(t)‖L4(U) + ‖∇A1(b− b¯)(t)‖L2(U)
+ ‖∇χ‖L4(X)‖(b− b¯)(t)‖L4(Ω)
≤ (1 + Volg(X))1/4 ‖(b− b¯)(t)‖L4(U) + ‖∇A1(b− b¯)(t)‖L2(U),
where the last inequality follows from our hypothesis (32.45b) that ‖∇χ‖L4(X) ≤ ε, for some
ε ∈ (0, 1]. Consequently, as N = (1 + Volg(X))1/4, the preceding inequality yields
‖χ(b− b¯)‖L∞(0,T1;H1A1(X)) ≤ N
(‖(b− b¯)(t)‖L4(U) + ‖∇A1(b− b¯)(t)‖L2(U))
≤ σ (by (32.61a)).
Hence, the condition (32.52) is satisfied and so the a priori estimate (32.54) and the bound
(32.64) on its right-hand side yield,
‖χ(b− b¯)(t)‖H1A1 (X) ≤
min{ζ, σ/N}
4(1 + κ)
, ∀ t ∈ [0, T1),
and ensures that, applying the Sobolev embedding H1(X) →֒ L4(X) [5, Theorem 4.12] and the
Kato Inequality (26.18) in the usual way,
‖(b− b¯)(t)‖L4(U ′) + ‖∇A1(b− b¯)(t)‖L2(U ′)
≤ ‖χ(b− b¯)(t)‖L4(X) + ‖∇A1χ(b− b¯)(t)‖L2(X)
≤ κ (‖χ(b− b¯)(t)‖L2(X) + ‖∇A1χ(b− b¯)(t)‖L2(X))+ ‖∇A1χ(b− b¯)(t)‖L2(X)
≤ 2(1 + κ)‖χ(b − b¯)(t)‖H1A1 (X).
Therefore, by combining the preceding two inequalities, we obtain
(32.65) ‖(b− b¯)(t)‖H1A1 (U ′) ≤
1
2
min{ζ, σ/N}, ∀ t ∈ [0, T1).
On the other hand, for the annulus, Ω, we have
‖(b− b¯)(t)‖H1A1 (Ω) ≤ ‖(b− b¯)(t)‖L2(Ω) + ‖∇A1(b− b¯)(t)‖L2(Ω)
≤ (Volg(Ω))1/2 ‖(b− b¯)(t)‖L∞(Ω) + (Volg(Ω))1/4 ‖∇A1(b− b¯)(t)‖L4(Ω)
≤ 2ε1/4K, ∀ t ∈ [0, T1] (by (32.45a) and (32.46a)).
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By decreasing the size constant of the constant ε ∈ (0, 1] in (32.63), if necessary, we may further
suppose that ε is chosen small enough that
(32.66) 2ε1/4K ≤ 1
2
min{ζ, σ/N},
and therefore we also have
(32.67) ‖(b− b¯)(t)‖H1A1 (Ω) ≤
1
2
min{ζ, σ/N}, ∀ t ∈ [0, T1].
By combining (32.65) and (32.67), we obtain
‖(b− b¯)(t)‖H1A1 (U) ≤ ‖(b− b¯)(t)‖H1A1 (U ′) + ‖(b− b¯)(t)‖H1A1 (Ω)
≤ 1
2
min{ζ, σ/N}, ∀ t ∈ [0, T1).
Therefore, the condition (32.55) holds with T2 = T1. Consequently, Claim 32.14 (with T2 = T1)
implies that A¯−A1 ∈ C([0, T1];H1A1(U ′; Λ1 ⊗ adP )) and
(32.68) ‖(b− b¯)(t)‖H1A1 (U ′) ≤
1
2
min{ζ, σ/N}, ∀ t ∈ [0, T1].
Thus, by combining (32.67) and (32.68), we obtain
‖(b− b¯)(t)‖H1A1 (U) ≤
1
2
min{ζ, σ/N}, ∀ t ∈ [0, T1],
which contradicts (32.61b). Hence, the strict inequality (32.60) holds and T¯U ′ > T . This con-
cludes Step 6.
By virtue of Step 6, the condition (32.52) and a priori estimate (32.54) hold with T1 = T . The
a priori estimate (32.47) now follows from (32.54), after setting T1 = T , relabeling the constant
C2, and recalling that b(t) − b¯(t) = e−µ0t(A(t) − A¯(t)). This completes the proof of Theorem
32.12. 
Just as in Corollary 32.11, the hypotheses (32.13), (32.14), and (32.15) on g¯ in Theorem 32.9
can be relaxed to give the following corollary of the proof of Theorem 32.12
Corollary 32.15 (Local a priori estimate for the difference between solutions to the Yang-Mills
heat equations defined by two weakly close Riemannian metrics and common initial data). As-
sume the hypotheses of Theorem 32.12, except replace the hypotheses (32.13), (32.14), and (32.15)
on g¯ by (32.42) and (32.43). Then the conclusions of Theorem 32.12 continue to hold.
32.6. Bubbling for a given Riemannian metric implies bubbling for a nearby
Riemannian metric. We have seen in Section 32.5 that if a solution, A(t), to the Yang-Mills
heat equation for a Riemannian metric, g, and initial data, A0, does not bubble in an open
subset U ⊂ X for t ∈ [0, T ], then a solution, A¯(t), to the Yang-Mills heat equation for a nearby
Riemannian metric, g¯, and initial data, A0, does not bubble in an open subset U
′ ⋐ U for t ∈
[0, T ]. In this section, we prove that if A(t) does bubble at every point in a set Σ = {x1, . . . , xL} ⊂
X and g¯ is sufficiently close to g, then also A¯(t) does bubble in a small neighborhood of at least
one point in Σ. More precisely, we have the
Theorem 32.16 (Bubble singularities for a given metric imply at least one bubble singularity
for a close metric). Let G be a compact Lie group, P a principal G-bundle over a closed, four-
dimensional, smooth manifold and A1 a fixed reference connection of class C
∞ on P , and K and
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T and δ positive constants. Let g be a Riemannian metric on X such that
(32.69) ‖Riem(g)‖C(X) ≤ K.
Then there are a large enough constant µ0 = µ0(A1, g,K) ∈ [1,∞) and small enough con-
stants η = η(A1, g,K, T ) ∈ (0, 1] and ε = ε(A1, g,K, T ) ∈ (0, 1] with the following significance.
Given η ∈ (0, 1] and a connection, A0, of class C∞ on P , there is a small enough constant
r = r(A0, g, T, δ, η) ∈ (0, δ ∧ Inj(X, g)] such that the following holds. Let Σ := {x1, . . . , xL} ⊂ X
with L ≥ 1 and distg(xi, xj) ≥ 2δ for all i 6= j and define U := X \ ∪Ll=1B¯r(xl), where
Br(xl) := {x ∈ X : distg(x, xl) < r}. Let U ′ ⋐ U and Ω := U \ U¯ ′ satisfy the conditions
(32.45) for some cut-off function, χ ∈ C∞0 (U).
Let g¯ be a Riemannian metric on X obeying (32.13), (32.14), and (32.15). Let A(t) and
A¯(t), for t ∈ [0, T ), be strong solutions to the Yang-Mills heat equation (32.6) on P ↾ U for the
Riemannian metrics, g and g¯, respectively, and common initial data, A0. Assume that A1 obeys
(32.17), A(t) and A¯(t) obey (32.46). Let ε1 = ε1(g) ∈ (0, 1] and R0 = R0(g) ∈ (0, Inj(X, g)]
denote the positive constants in Section 30.2, Lemma 30.21, and Theorem 31.2.
If A(t) develops a bubble singularity as tր T at every point in the set Σ in the sense that
(32.70) lim sup
tրT
∫
B̺(xl)
|FA(t)|2 d volg ≥ ε1, ∀ ̺ ∈ (0, R0] and 1 ≤ l ≤ L,
then A¯(t) develops a bubble singularity in at least one ball Br(xl), for some l ∈ {1, . . . , L}.
Proof. We shall argue by contradiction and suppose that A¯(t) does not develop a bubble
singularity in any g-ball, Br(xl), for 1 ≤ l ≤ L and t ∈ [0, T ]. Consequently, there is a small
enough positive constant, r¯0 = r¯0(A0, g, g¯, L, T, δ) = r¯0(A0, g, L, T, δ, η) ≤ δ ∧ Inj(X, g), such that
(32.71)
∫
B̺(xl)
|FA¯(t)|2 d volg ≤
ε¯1
8L
, ∀ ̺ ∈ (0, r¯0] and t ∈ [0, T ] and 1 ≤ l ≤ L,
where ε¯1 = ε¯1(g¯) = ε¯1(g,K) is the positive constant in Lemma 30.21 for the flow, A¯(t), and
Riemannian metric, g¯. For our definition of U = X \⋃Ll=1 B¯r(xl), we now fix r ∈ (0, r¯0 ∧ R0] in
the hypotheses by setting r = r¯0 ∧R0.
By combining our hypothesis (32.46b) on A¯(t) over Ω and (32.17) for A1 over X, we also have∫
Ω
|FA¯(t)|2 d volg ≤ cK2ε, ∀ t ∈ [0, T ],
for some positive constant, c, depending at most on the Riemannian metric, g. We may choose
ε ∈ (0, 1] in the hypotheses small enough that cK2ε ≤ ε1/4 and so
(32.72)
∫
Ω
|FA¯(t)|2 d volg ≤
ε¯1
8
, ∀ t ∈ [0, T ].
Theorem 32.12 implies that A¯−A1 ∈ C([0, T ];H1A1(U ′; Λ1⊗adP )). More specifically, the a priori
estimate (32.47) for A− A¯ coupled with the hypothesis (32.46a) on A yield a positive constant,
C0 = C0(A1, g,K, T ), such that
‖FA¯‖L∞(0,T ;L4(U ′)) ≤ C0,
and hence, for positive constant, C1 = C1(A1, g,K, T ),∫
B̺(x)∩U ′
|FA¯(t)|2 d volg ≤ C1̺2, ∀x ∈ X and ̺ ∈ (0, Inj(X, g)].
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Hence, choosing r¯1 = r¯1(A1, g, g¯,K, T ) = r¯1(A1, g,K, T ) ∈ (0, Inj(X, g)] small enough that C1r¯21 ≤
ε¯1/8 yields
(32.73)
∫
B̺(x)∩U ′
|FA¯(t)|2 d volg ≤
ε¯1
8
, ∀x ∈ X and ̺ ∈ (0, r¯1] and t ∈ [0, T ].
Therefore, by writing∫
B̺(x)
|FA¯(t)|2 d volg =
∫
B̺(x)∩U ′
|FA¯(t)|2 d volg +
∫
B̺(x)∩Ω
|FA¯(t)|2 d volg
+
L∑
l=1
∫
B̺(x)∩Br(xl)
|FA¯(t)|2 d volg,
the combination of inequalities (32.71), (32.72), and (32.73) gives,∫
B̺(x)
|FA¯(t)|2 d volg ≤
3ε¯1
8
, ∀x ∈ X and ̺ ∈ (0, r¯0 ∧ r¯1 ∧R0] and t ∈ [0, T ].
But g¯ is C1-close to g by hypothesis (32.14) and so the preceding inequality gives (for small
enough η ∈ (0, 1]),∫
B̺(x;g¯)
|FA¯(t)|2 d volg¯ ≤
ε¯1
2
, ∀x ∈ X and 0 < ̺ ≤ 1
2
r¯0 ∧ r¯1 ∧R0 and t ∈ [0, T ],
where B̺(x; g¯) := {x ∈ X : distg¯(x, xl) < ̺}. Thus, Lemma 30.21 implies that
(32.74) A¯−A1 ∈ C([0, T ];H1A1(X; Λ1 ⊗ adP )),
and T¯ > T , where T¯ is the maximal lifetime of A¯ over X. Our regularity theory (Section
19.4) for solutions to the Yang-Mills gradient flow ensures that A¯ obeys the following analogue
of (32.16), when A(0) −A1 ∈ H2A1(X; Λ1 ⊗ adP ), namely14
‖A¯−A1‖L∞(0,T ;H2A1,g¯(X,g¯)) ≤ K¯,
for some finite, positive constant K¯. But then Theorem 32.9, by interchanging the roles of (A, g)
and (A¯, g¯) — which is possible because of the symmetry between the roles of g and g¯ by virtue of
the pair of conditions (32.13) and (32.69) and the conditions (32.14) and (32.15) — ensures that
A−A1 ∈ C([0, T ];H1A1(X; Λ1 ⊗ adP )),
and A has maximal lifetime greater then T , contradicting our hypothesis that A(t) bubbles at
each of the points in Σ as tր T . 
Just as in Corollaries 32.11 and 32.15, the hypotheses (32.13), (32.14), and (32.15) on g¯ in
Theorem 32.9 and (32.69) on g in Theorem 32.16 can be relaxed to give the following corollary
of the proof of Theorem 32.16.
Corollary 32.17 (Bubble singularities for a given metric imply at least one bubble sin-
gularity for a weakly close metric). Assume the hypotheses of Theorem 32.16, except replace the
hypotheses (32.13), (32.14), (32.15) on g¯ by (32.42) and (32.43) and replace the hypothesis (32.69)
on g by
(32.75) ‖Riem(g)‖L4(X) ≤ K.
14One can either assume initial data, A0, of class at least H
2
A1
(X) or (we assume A0 is C
∞, which is unneces-
sary), without loss of generality, restrict attention to an interval (t0, T ), for some t0 ∈ (0, T ), and take advantage
of the smoothing property of the Yang-Mills heat equation in order to achieve this bound.
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Then the conclusions of Theorem 32.16 continue to hold.
32.7. Continuity and stability of Yang-Mills heat flow with respect to flattening a
given Riemannian metric over finitely many small balls. We now turn to applications of
Theorems 32.12 and 32.16 to the case where the Riemannian metric, g¯, is constructed explicitly
by a ‘local flattening’ procedure.
We begin by defining a Riemannian metric, g¯, which is flat near each one of a finite set of
points in X.
Definition 32.18 (Riemannian metric flattened over a finite collection of small balls). Let
X be a closed, smooth manifold with Riemannian metric g and dimension d ≥ 2 and Σ :=
{x1, . . . , xL} ⊂ X a finite set of points and ρ ∈ (0, Inj(X, g)) a parameter, where Inj(X, g) denotes
the injectivity radius of (X, g). Let fl be an orthonormal frame for (TX)xl , for 1 ≤ l ≤ L, and
ϕ−1l : X ⊃ Br(xl) ∼= Br(0) ⊂ Rd
the corresponding geodesic normal coordinate chart for any r ∈ (0, Inj(X, g)), and δ the standard
Euclidean metric on Rd. Let χ0 : R → [0, 1] be a C∞ cut-off function such that χ0(r) = 1 for
r ≤ 1/2 and χ0(r) = 0 for r ≥ 1. The locally flattened Riemannian metric corresponding to g for
the data ρ, {fl}Ll=1, and χ0 is defined by
(32.76) g¯ :=

g over X \ ∪Ll=1Bρ(xl),
(1− χ0(distg(·, xl)/ρ))g
+χ0(distg(·, xl)/ρ)(ϕ−1l )∗δ over Bρ(xl) \Bρ/2(xl), 1 ≤ l ≤ L,
(ϕ−1l )
∗δ over Bρ/2(xl), 1 ≤ l ≤ L.
Remark 32.19 (On the construction of a Riemannian metric flattened over a finite collection
of small balls). The set of positive definite, symmetric matrices is a convex cone and therefore
the matrices, (g¯µν(x)) for x ∈ Bρ(xl), defined by the expression (32.76) are positive definite and
symmetric, so g¯ is a well-defined Riemannian metric for all ρ ∈ (0, Inj(X, g)).
A measure of closeness between g and g¯ is provided by the
Lemma 32.20 (Bound for the difference between the given Riemannian metric, g, and a locally
flattened version). Let X be a closed, smooth manifold with Riemannian metric g and dimension
d ≥ 2. Then there is a positive constant, c0, with the following significance. If ρ ∈ (0, Inj(X, g)),
and Σ ⊂ X, and g¯ are as in Definition 32.18 and p ∈ [1,∞), then
‖g − g¯‖C(X) ≤ c0ρ2,(32.77)
‖g − g¯‖C1(X) ≤ c0ρ,(32.78)
‖g − g¯‖W 2,p(X) ≤ c0Lρd/p,(32.79)
‖g − g¯‖C2(X) ≤ c0,(32.80)
‖Riem(g¯)‖C(X) ≤ c0.(32.81)
Proof. The estimates follow easily from the pointwise estimates for the components, gµν ,
of the metric, g, with respect to the geodesic normal coordinate system, {xµ}dµ=1, described in
Section 30.7. 
Lemma 32.20 provides an example of a Riemannian metric, g¯, fulfilling the hypotheses of
Theorems 32.9 and 32.12.
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Corollary 32.21 (Continuity and stability of Yang-Mills heat flow with respect to flattening
of a given Riemannian metric over finitely many small balls). Let G be a compact Lie group, P a
principal G-bundle over a closed, four-dimensional, smooth manifold with Riemannian metric g,
and A1 a fixed reference connection of class C
∞ on P , and K and T positive constants and L a
positive integer. Then there are small enough constants r = r(A1, g,K,L, T ) ∈ (0, Inj(X, g)] and
ρ = ρ(A1, g,K,L, T ) ∈ (0, Inj(X, g)], large enough constants N = N(A1, g,K,L, T ) ∈ [4,∞) and
µ0 = µ0(A1, g,K) ∈ [1,∞), and positive constants z1 = z1(g,K) and z2 = z2(g) with the following
significance. Let Σ = {x1, . . . , xL} ⊂ X and g¯ be the Riemannian metric on X constructed as in
Definition 32.18 corresponding to g, ρ, and Σ. Define
(32.82)
U ≡ Ur/N := X \
L⋃
l=1
B¯r/N (xl), U
′ ≡ Ur/2 := X \
L⋃
l=1
B¯r/2(xl),
and Ω := U \ U¯ ′ =
L⋃
l=1
Ω(xl; r/N, r/2),
where Ω(xl; r/N, r/2) := Br/2(xl) \ B¯r/N (xl) for 1 ≤ l ≤ L. Let A(t), for t ∈ [0, T ), and A¯(t),
for t ∈ [0, T¯U ) with maximal lifetime T¯U ∈ (0,∞], be strong solutions to the Yang-Mills heat
equation (32.6) on P ↾ U for the Riemannian metrics, g and g¯, respectively, and common initial
data, A0. Assume that A1 obeys (32.17) and A(t) and A¯(t) obey (32.46). Then A¯ − A1 ∈
C([0, T ];H1A1(U
′; Λ1 ⊗ adP )) and T¯U ′ > T , where T¯U ′ is the maximal lifetime of A¯ on P ↾ U ′,
and A¯(t) obeys the a priori estimate (32.47).
Remark 32.22 (On the choice of the radii r and ρ in Corollary 32.21). In our applications
of Corollary 32.21, we shall usually choose r ∈ (0, ρ], but that is not a requirement, as is evident
from the proof.
Proof of Corollary 32.21. First, Lemma 32.20 assures us that g¯ obeys the conditions
(32.13) and (32.15) and, for ρ ∈ (0, Inj(X, g)] small enough that
c0(1 + L)ρ ≤ η,
where η ∈ (0, 1] is the constant in the hypotheses of Theorem 32.12, then g¯ also obeys (32.14).
Second, we define a cut-off function, χ ≡ χN,r,Σ ∈ C∞(X), following the recipe described in
Remark 33.6 in a neighborhood of each point xl ∈ Σ, so
χ :=
{
1 on Ur/2,
0 on ∪Ll=1 Br/N (xl).
We observe that suppχ ⊂ U¯r/N and (also for future reference),
supp∇χ ⊂
L⋃
l=1
Ω¯(xl; r/N, r/2).
Then Lemma 33.5 assures us that χ,U ′, U have the properties specified in (32.45) by choosing
r ∈ (0, Inj(X, g)] small enough to ensure that
Volg(Ω) ≤
L∑
l=1
Volg(Br/2(xl)) ≤ cLr4 ≤ ε,
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where c is a positive constant depending at most on the Riemannian metric, g, and ε ∈ (0, 1] is the
constant in the hypotheses of Theorem 32.12, and N ≥ 4 is a large enough constant (independent
of r) such that
‖∇χ‖L4(X) + ‖∇2χ‖L2(X) ≤ cL
(
(logN)−3/4 + (logN)−1/2
)
≤ ε.
The conclusions now follow from Theorem 32.12. 
Similarly, combining Corollary 32.21 and Theorem 32.16 leads to the following useful
Corollary 32.23 (Bubble singularities for a given metric imply at least one bubble sin-
gularity for a nearby metric flattened over finitely many small balls). Assume the hypotheses of
Corollary 32.21 and, in addition, that the constant, r = (A0, A1, g,K,L, T, δ, ρ) ∈ (0, δ∧Inj(X, g)],
is chosen small enough to also satisfy the hypotheses of Theorem 32.16. If A(t) develops a bubble
singularity as t ր T at every point in the set Σ in the sense of (32.70), then A¯(t) develops a
bubble singularity in at least one ball Br/N (xl), for some l ∈ {1, . . . , L}.
Proof. We recall from the hypothesis (32.82) of Corollary 32.21 that
U := X \
L⋃
l=1
B¯r/N (xl), U
′ := X \
L⋃
l=1
B¯r/2(xl), and Ω :=
L⋃
l=1
Br/2(xl) \ B¯r/N (xl).
It now suffices to observe that, exactly as in the proof of Corollary 32.21, we can make the
constants ε ∈ (0, 1] and η ∈ (0, 1] sufficiently small in the hypotheses of Theorem 32.16 by
choosing ρ ∈ (0, Inj(X, g)] sufficiently small and N ∈ [4,∞) sufficiently large. The conclusion
thus follows from Theorem 32.16, for a constant ρ = ρ(A1, g,K,L, T ) ∈ (0, Inj(X, g)] chosen small
enough and constants N = N(A1, g,K,L, T ) ∈ [4,∞) and µ0 = µ0(A1, g,K) ∈ [1,∞) chosen large
enough to ensure that the hypotheses of Theorem 32.16 are obeyed with small enough constants
ε ∈ (0, 1] and η ∈ (0, 1], exactly as in the proof of Corollary 32.21. 
32.8. Continuity and stability of Yang-Mills heat flow with respect to weakly
flattening a given Riemannian metric over finitely many small balls. In this section, we
rederive the results of Section 32.7 using a weaker notion of ‘locally flattened’ Riemannian metric,
one that is appropriate for the case of a Riemannian metric induced by a Hermitian, non-Ka¨hler
metric on a complex manifold.
Lemma 32.20 allows us, given a Riemannian metric, g, on X, to construct a Riemannian
metric, g¯, on X where ‖g − g¯‖C1(X,g) can be made as small as desired while ‖g − g¯‖C2(X,g)
remains uniformly bounded. However, that splicing construction relies on (real) geodesic normal
coordinates, which are only available for real Riemannian manifolds. For complex manifolds with
a Hermitian metric, the analogous assumption regarding properties of local coordinates would
imply that the Hermitian metric is Ka¨hler, the very hypothesis we aim to relax. There, we shall
introduce a weaker version of Lemma 32.20 that will nonetheless suffice for our application to
Hermitian, but non-Ka¨hler complex manifolds. Note that Lemma 32.20 applies to a smooth
manifold of any (real) dimension d ≥ 2 whereas Lemma 32.24 is specific to (real) dimension four.
Lemma 32.24 (Bound for the difference between the given Riemannian metric, g, and a weakly
locally flattened version). Let X be a closed, four-dimensional, smooth manifold with Riemannian
metric g. Then there are a positive constant, c, and, if α ∈ [0, 1), a positive constant, cα with the
following significance. Let ρ ∈ (0, Inj(X, g)), and Σ ⊂ X, and g¯ be as in Definition 32.18, except
that
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(1) The local coordinates, {xµ}, around each point xi ∈ Σ are only assumed to obey gµν(xi) =
δµν , and are not assumed to be geodesic normal coordinates;
(2) The cut-off function χ0 and annuli Ω(xi; ρ/2, ρ) are replaced by the cut-off function χ =
1−χN,ρ, where N ≥ 4 and χN,ρ is as in Remark 33.6, and Ω(xi; ρ/N, ρ/2), respectively,
for each xi ∈ Σ.
Then the following hold:
‖g − g¯‖Cα(X,g) ≤ cα
(
ρ+ (logN)−3/4
)
,(32.83)
‖g − g¯‖W 2,4(X,g) ≤ c
(
ρ+ (logN)−3/4
)
,(32.84)
‖Riem(g¯)‖L4(X,g) ≤ c.(32.85)
Proof. It is enough to consider one of the points, x0 ∈ Σ. We observe that, for any real
local coordinates, {xµ}, such that gµν(x0) = δµν , we have
|gµν(x)− δµν | ≤ c1(g) distg(x, x0),
by Taylor’s formula, where c1(g) is a positive constant depending at most on
max
µ,ν,λ
(
‖gµν − δµν‖C(Bρ(x0),g) +
∥∥∥∥∂gµν∂xλ
∥∥∥∥
C(Bρ(x0),g)
)
.
We interpolate between g on X \Bρ(x0) and δ on Bρ/N (x0) just as in Definition 32.18, but with
ρ/2 replaced by ρ/N and ρ replaced by ρ). We identify Bρ(x0) ⊂ X with Bρ(0) ⊂ R4 and employ
the cut-off function χ = 1− χN,ρ provided by Remark 33.6, so χ ∈ C∞0 (X) with
χ =
{
1 on Bρ/N (x0),
0 on Ω(x0; ρ/2, ρ).
Then, on Bρ/2(x0) we have
g¯µν = (1− χ)gµν + χδµν
= gµν + χ (δµν − gµν) ,
∂g¯µν
∂xλ
= (1− χ)∂gµν
∂xλ
+
∂χ
∂xλ
(δµν − gµν),
∂2g¯µν
∂xλ∂xξ
= (1− χ) ∂
2gµν
∂xλ∂xξ
− ∂χ
∂xξ
∂gµν
∂xλ
− ∂χ
∂xλ
∂gµν
∂xξ
+
∂2χ
∂xλ∂xξ
(δµν − gµν),
and although we no longer assume that (∂gµν/∂x
λ)(x0) = 0, we still have
g¯µν = gµν on Ω¯(x0; ρ/2, ρ).
We recall from Equation (33.14) in Remark 33.6 that, denoting r = distg(x, x0),
|∇χN,ρ(x)| ≤ c0
r logN
and |∇2χN,ρ(x)| ≤ c0
r2 logN
, ∀x ∈ Bρ(x0),
where c0(g) is a positive constant depending at most on
max
µ,ν
‖gµν − δµν‖C(Bρ(x0),g),
and, unless a different Riemannian metric is explicitly noted, we use
Bρ(x0) = {x ∈ X : distg(x, x0) < ρ} ,
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with ρ ∈ (0, Inj(X, g)]. Consequently, Taylor’s formula and Remark 33.6 yield the following
pointwise estimates, for r = distg(x, x0) and all x ∈ Bρ(x0),
|g¯µν − gµν | ≤ c1(g)r 1{r≤ρ/2},∣∣∣∣∂g¯µν∂xλ (x)− ∂gµν∂xλ (x)
∣∣∣∣ ≤ χ ∥∥∥∥∂gµν∂xλ
∥∥∥∥
C(Bρ(x0),g)
+
c0(g)
logN
1{ρ/N≤r≤ρ/2},∣∣∣∣ ∂2g¯µν∂xλ∂xξ (x)− ∂2gµν∂xλ∂xξ (x)
∣∣∣∣ ≤ χ ∥∥∥∥ ∂2gµν∂xλ∂xξ
∥∥∥∥
C(Bρ(x0),g)
+
c0(g)
r logN
1{ρ/N≤r≤ρ/2}
4∑
λ=1
(
1 +
∥∥∥∥∂gµν∂xλ
∥∥∥∥
C(Bρ(x0),g)
)
,
where c0(g) and c1(g) are as above. Thus,
‖g¯µν − gµν‖C(Bρ(x0),g) ≤ c1(g)ρ,
‖g¯µν − gµν‖Lq(Bρ(x0),g) ≤ c1(g)ρ1+4/q , ∀ q ≥ 4,∥∥∥∥∂g¯µν∂xλ − ∂gµν∂xλ
∥∥∥∥
Lq(Bρ(x0),g)
≤ c1(g)ρ4/q
(
1 + (logN)−1
)
, ∀ q ≥ 4,∥∥∥∥ ∂2g¯µν∂xλ∂xξ − ∂2gµν∂xλ∂xξ
∥∥∥∥
L4(Bρ(x0),g)
≤ c2(g)
(
ρ+ (logN)−3/4
)
,
where c2(g) is a positive constant depending at most on
max
µ,ν,λξ
(
‖gµν − δµν‖C(Bρ(x0),g) +
∥∥∥∥∂gµν∂xλ
∥∥∥∥
C(Bρ(x0),g)
+
∥∥∥∥ ∂2gµν∂xλ∂xξ
∥∥∥∥
C(Bρ(x0),g)
)
.
The estimate for the second-order partial derivatives of gµν − g¯µν is obtained using(∫
Ω(x0;ρ/N,ρ/2)
c41
r4(logN)4
d volg
)1/4
≤ c1
logN
(∫
S3
∫ ρ/2
ρ/N
1
r
dr dθ
)1/4
= c1Vol(S
3)
(logN − log 2)1/4
logN
.
Consequently, using W k,p(X, g) to denote the Sobolev space defined by the Riemannian metric,
g, on X and Levi-Civita connection for g on TX and associated vector bundles, we have
‖g − g¯‖W 2,4(X,g) ≤ c(g)
(
ρ+ (logN)−3/4
)
,
for all ρ ∈ (0, 1 ∧ Inj(X, g)] and N ≥ 4, which gives (32.84). The Sobolev Embedding Theorem
[5, Theorem 4.12] with n = 4, j = 0, m = 2, and p = 4 gives W 2,4(X, g) →֒ Cα(X, g), for any
α ∈ [0, 1), and thus
‖g − g¯‖Cα(X,g) ≤ cα(g)
(
ρ+ (logN)−3/4
)
,
which gives (32.83). The bound (32.85) follows from (32.84), noting that c(g) is allowed to depend
on ‖Riem(g)‖C0(X). This completes the proof of Lemma 32.24. 
Lemma 32.24 provides an example of a Riemannian metric, g¯, fulfilling the hypotheses of
Corollaries 32.11 and 32.15. Consequently, we obtain the following analogues of Corollaries 32.21
and 32.23.
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Corollary 32.25 (Continuity and stability of Yang-Mills heat flow with respect to weakly
flattening a given Riemannian metric over finitely many small balls). Assume the hypotheses of
Corollary 32.21, except that g¯ is the Riemannian metric on X constructed as in Lemma 32.24
corresponding to g, ρ, Σ, and a constant N1 ≥ 4. With the additional hypothesis of a large enough
constant N1 = N1(A1, g,K,L, T ) ∈ [4,∞), the conclusions of Corollary 32.21 continue to hold.
Corollary 32.26 (Bubble singularities for a given metric imply at least one bubble singular-
ity for a weakly close metric flattened over finitely many small balls). Assume the hypotheses of
Corollary 32.25 and, in addition, that the constant, r = (A0, A1, g,K,L, T, δ, ρ) ∈ (0, δ∧Inj(X, g)],
is chosen small enough to also satisfy the hypotheses of Theorem 32.16 and Corollary 32.17. Then
the conclusions of Corollary 32.25 continue to hold.

CHAPTER 10
Yang-Mills gradient-like flow over four-dimensional manifolds
and applications
Our analysis thus far of the asymptotic behavior of Yang-Mills gradient flow, A(t), over a four-
dimensional manifold, X, suggests that it may be profitable to try isolate the balls, Bρ(xi) ⊂ X,
where the energy density of the flow, |FA(t)|2, is becoming unbounded as tր T , where T ∈ (0,∞].
Indeed, Theorems 31.2, 31.3 (for T < ∞), and 31.4 (for T = ∞), Corollary 31.5, and Theorem
31.6 provide precise information about the flow, both on the balls Bρ(xi) and on their complement,
X \∪Li=1Bρ(xi). Thus, a natural strategy is to cut-off the flow over small annuli near each bubble
point, xi, and consider the resulting Yang-Mills gradient-like flows on standard, conformally
flat manifolds, such as S4 when X is a real four-dimensional manifold or CP1 × CP1 when X
is a complex surface, as well as the residual background flow over X. Of course, even if the
Riemannian metrics match exactly, any such cutting off procedure introduces a cut-off function
error over the annuli and the success or otherwise of this strategy depends on whether those
errors are sufficiently small or, at the very least, bounded as tր T . In [320, Theorem 2], Simon
assumes that the source term, f ∈ C∞([0,∞) × X), in his gradient-like flow equation (namely,
[320, Equation (0.1)]) obeys
‖f(t)‖Hl(X) + ‖f˙(t)‖Hl(X) + ‖f¨(t)‖L2(X) ≤ δe−εt, ∀ t ∈ [0,∞),
for positive constants ε and δ and an integer l chosen large enough to ensure that1 H l−1(X) →֒
C2(X). Unfortunately, it appears quite difficult to achieve this kind of exponential decay through
a cutting off procedure.
Given the preceding caveat, we shall describe in this chapter some results that can obtained
using the methods developed in this monograph, together with some applications. Section 33
explores properties of Yang-Mills gradient-like flow over the four-dimensional sphere while Section
34 develops more refined properties of Yang-Mills gradient-like flow over Ka¨hler surfaces (such as
CP
1 × CP1 with its product Fubini-Study metric).
33. Yang-Mills gradient-like flow over the four-dimensional sphere
A basic construction underlying much of Taubes’ work in gauge theory concerns cutting off
and splicing connections [340, 341, 342, 343, 344]. We describe such a construction here, using
the notation and conventions of [134, Section 3.3].
Definition 33.1 (Construction of a principal G-bundle and a spliced connection over the
sphere). Let P be a principal G-bundle over a closed, oriented, smooth manifold of dimension
d ≥ 2 with Riemannian metric, g. Assume we are given a point x0 ∈ X; a positive constant, ρ,
obeying
ρ ≤ max{1, ρ0},
1In [320, Equation (1.27)], the Sobolev embedding should be reversed.
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where ρ0 < r0 and r0 = r0(x0) is the injectivity radius of (X, g) at x0; an orthonormal frame f0
for the tangent space (TX)x0 and corresponding geodesic normal coordinate chart,
ϕ−10 : X ⊃ Bρ(x0) ∼= Bρ(0) ⊂ Rd ∼= (TX)x0 ,
for the ball Bρ(x0) ⊂ X and defined via the exponential map,
ϕ0 ≡ expf0 : (TX)x0 ⊃ Bρ(0) ∼= Bρ(x0) ⊂ X;
an orthonormal frame fn for the tangent space (TS
d)n over the north pole n ∈ Sd ∼= Rd ∪ {∞}
(identified with the origin in Rd) and corresponding coordinate chart,
ϕn : R
d ∼= Sd \ {s},
that is inverse to a stereographic projection from the south pole s ∈ Sd ⊂ Rd+1 (identified with
the point at infinity in Rd ∪ {∞}); a C∞ reference connection A1 on P ; a point p0 in the fiber
Px0 and a W
k+1,p section,
σ0 ≡ σ0(A1, p0) : Bρ(x0)→ P ↾ Bρ(x0),
defined by parallel transport via the connection, A1, along geodesics emanating from x0; a trivi-
alization,
τ0 : P ↾ Bρ(x0) ∼= Bρ(x0)×G,
defined by the section σ0 via τ
−1
0 (x, u) = σ0(x)u for all (x, u) ∈ Bρ(x0) × G; a constant N ≥ 4
and a C∞ cut-off function β = βN,ρ : R→ [0, 1] such that β(r) = 1 for r ≤ ρ/N and β(r) = 0 for
r ≥ ρ/2. Define a principal G-bundle, P̂ , over Sd by setting
(33.1) P̂ :=
{
(ϕ0 ◦ ϕ−1n )∗P on Bρ(n),(
Sd \Bρ/2(n)
)×G on Sd \Bρ/2(n).
If A is a connection on P of class W k,p for an integer k ≥ 1 and 1 ≤ p ≤ ∞, define a connection,
Â, on P̂ of class W k,p by setting
(33.2) Â :=

(ϕ0 ◦ ϕ−1n )∗A over ϕn
(
Bρ/N (0)
)
,
Γ + (ϕ0 ◦ ϕ−1n )∗ (χσ∗0A) over ϕn
(
Bρ/2(0) \Bρ/N (0)
)
,
Γ over ϕn
(
Bρ/2(0)
)
,
where χ : X → [0, 1] is the C∞ cut-off function defined by
(33.3) χ = χN,ρ,g,x0 := βN,ρ(distg(·, x0)),
and Γ is the product connection on (Sd \ {n}) ×G.
Remark 33.2 (Topology of the principal G-bundle P̂ ). The Pontrjagin classes of the bundle
P̂ can be determined from the connection Â in (33.2) (see, for example, [365]) constructed in
Definition 33.1 or by the transition function for P̂ implied by the construction (33.1). See Section
10 for a discussion of the classification of principal G-bundles when G is a compact, connected,
semi-simple Lie group.
The splicing procedure prescribed in Definition 33.1 can be applied to a solution, A(t), to
Yang-Mills gradient flow on a principal G-bundle P over a Riemannian, smooth manifold to create
a solution, Â(t), to Yang-Mills gradient-like flow on a principal G-bundle P̂ over Sd.
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Definition 33.3 (Splicing construction of a Yang-Mills gradient-like flow over the sphere).
Assume the notation and set-up of Definition 33.1. Let A(t), for t ∈ [0, T ), be a solution2 to the
Yang-Mills gradient flow equation (17.1) on P with initial condition (17.2). Define a family of
connections Â(t), for t ∈ [0, T ), on a principal G-bundle P̂ over Sd by the cutting off procedure
prescribed in Definition 33.1. Let g1 denote the standard round metric of radius one on S
d.
Define the perturbation, R(t), for t ∈ [0, T ), in (29.1) by
(33.4)
∂Â
∂t
= −d∗,g1
Â(t)
F
Â(t)
+R(t), ∀ t ∈ (0, T ),
with
(33.5) R(t) =

−d∗,gA(t)FA(t) + d∗,g1A(t)FA(t) over ϕn
(
Bρ/N (0)
)
,
d∗,g1
Â(t)
F
Â
(t)− χd∗,gA(t)FA(t) over ϕn
(
Bρ/2(0) \Bρ/N (0)
)
,
0 over Sd \ ϕn
(
Bρ/2(0)
)
, ∀ t ∈ (0, T ),
where, abusing notation, we let g and A(t) denote the pull-backs of the given Riemannian metric
and Yang-Mills gradient flow connections from Bρ(x0) ⊂ X to ϕn(Bρ(0)) ⊂ Sd. The initial
condition for (33.4) is given by
(33.6) Â(0) = Â0,
where A0 is the initial connection for the Yang-Mills gradient flow equation (17.1) on P and Â0
is produced by the cutting off procedure prescribed in Definition 33.1.
To understand the origin of the expression forR(t) in (33.5) over the annulus ϕn
(
Bρ/2(0) \Bρ/N (0)
)
,
observe that the definition of Â(t) over Sd in (33.2) yields
∂Â
∂t
= χ
∂A
∂t
(by (33.2))
= −χd∗,gA(t)FA(t) (by (17.1))
= −d∗,g1
Â(t)
FÂ(t) +
(
d∗,g1
Â(t)
FÂ(t)− χd∗,gA(t)FA(t)
)
.
Next, we compute an L2(Sd) estimate for the perturbation term, R(t), in (33.5). Given positive
constants r1 < r2, with r2 less than one half the injectivity radius, r0(x0), of the Riemannian
metric g at a point x0 ∈ X, it will be convenient denote the open annulus in X with radii r1 and
r2 and center x0 by
(33.7) Ω(x0, r1, r2) := Br2(x0) \ B¯r1(x0) ⊂ X,
and similarly let ϕn(Ω(0, r1, r2)) ⊂ S4 denote the open annulus in S4 with center at the north pole
n ∈ S4, where Ω(0, r1, r2) = Br2(0) \ B¯r1(0) ⊂ R4 is the open annulus in R4 with radii r1 and r2
and center at the origin. We identify Ω(x0, r1, r2) ∼= ϕn(Ω(0, r1, r2)) via the orientation-preserving
diffeomorphism ϕn ◦ ϕ−10 in the setting of Definition 33.1.
Proposition 33.4 (L2 a priori estimate for the perturbation term in Yang-Mills gradient-like
flow over the four-dimensional sphere). Let K be a positive constant, P be a principal G-bundle
over a closed, smooth four-dimensional manifold, X, with Riemannian metric, g, and T > 0,
2When the precise sense of what we mean by ‘solution’ — such as strong, classical, and so on — is unimportant
for the discussion at hand, we shall leave that sense unspecified.
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and A1 be a C
∞ reference connection on P , and A(t) = A1 + a(t) be a strong solution to the
Yang-Mills gradient flow equation (17.1) over (0, T )×X with
a(t) ∈ L∞(X; Λ1 ⊗ adP ) ∩H2A1(X; Λ1 ⊗ adP ), a.e. t ∈ (0, T ).
Given a point x0 ∈ X and constant ρ ∈ (0, ρ0], suppose that g is locally conformally flat near x0
in the sense that
(33.8) (ϕ0 ◦ ϕ−1n )∗g = g1 on Bρ/2(x0),
where g1 is the standard round metric of radius one on S
4 and ρ0, ϕ0, and ϕn are as in Definition
33.1. Suppose further that a(t) obeys, for a constant N ≥ 4,
‖a(t)‖W 1,∞A1 (Ω) ≤ K, ∀ t ∈ [0, T ),(33.9a)
‖A1 − Γ‖W 1,∞Γ (Ω) ≤ K,(33.9b)
where Ω = Ω(x0, ρ/N, ρ/2) and Γ is the product connection on (Bρ(x0) \ {x0}) × G ∼= P ↾
(Bρ(x0) \ {x0}) arising in Definition 33.1. Define a flow Â(t) for t ∈ [0, T ) on a principal G-
bundle P̂ over S4 by the cutting off procedure prescribed in Definitions 33.1 and 33.3. Then the
resulting perturbation term, R(t), in (33.5) obeys, for all t ∈ [0, T ),
(33.10) ‖R(t)‖L2(S4) ≤ c
(
ρ2 + (logN)−1/2
)
K(1 +K2),
where c depends at most on the Riemannian metric, g, on X.
Before we commence the proof of Proposition 33.4, it is useful to recall the following elemen-
tary lemma from [134], which is turn a simple extension of [115, Lemma 7.2.10].
Lemma 33.5 (Integral bounds on the derivatives of a radial cut-off function). [134, Lemma
5.8] There is a positive constant, c, with the following significance. For any constants N ≥ 4 and
ρ > 0, there is a C∞ cut-off function χ ≡ χN,ρ on R4 such that
χ(x) =
{
1 if |x| ≥ ρ/2,
0 if |x| ≤ ρ/N,
and satisfying the following estimates,
‖∇χ‖L2(R4) ≤ cρ(logN)−1,(33.11a)
‖∇χ‖L4(R4) ≤ c(logN)−3/4,(33.11b)
‖∇2χ‖L2(R4) ≤ c(logN)−1/2.(33.11c)
Remark 33.6 (On the construction of the cut-off function, χN,ρ). It will be useful to recall
from [134] the construction of the cut-off function χN,ρ in Lemma 33.5. We begin by fixing a
C∞ cut-off function κ : R→ [0, 1] such that κ(t) = 1 for t ≥ 1 and κ(t) = 0 for t ≤ 0. Now define
a C∞ cut-off function αN : R→ [0, 1], depending on the parameter N , by setting
αN (t) := κ
(
logN + t
logN − log 2
)
.
Finally, define C∞ cut-off functions β = βN,ρ : R → [0, 1] and χ = χN,ρ : R4 → [0, 1], depending
on the parameters N and ρ, by setting
βN,ρ(s) := αN (log s− log ρ), s ∈ R,(33.12)
χN,ρ(x) := βN,ρ(|x|), x ∈ R4.(33.13)
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From the proof of [134, Lemma 5.8], we recall that the derivatives of χN,ρ obey the following
pointwise bounds on R4,
(33.14) |∇χN,ρ(x)| ≤ c|x| logN and |∇
2χN,ρ(x)| ≤ c|x|2 logN , ∀x ∈ R
4 \ {0},
where c is a universal positive constant (that is, depending only on our initial choice of cut-off
function, κ).
Of course, the construction of χ = χN,ρ in (33.13) transfers easily to any Riemannian manifold,
(X, g), given a point x0 ∈ X and requirement that ρ is less than the injectivity radius of (X, g),
just as in (33.3). The resulting C∞ cut-off function, χ = χN,ρ,g,x0 : X → [0, 1], again satisfies the
integral-norm bounds in Lemma 33.5 and the pointwise bounds (33.14) from which they follow,
albeit now with a positive constant, c, which depends on the Riemannian metric on g (but not
the point x0, since we always assume that X is closed).
Given Lemma 33.5, we can proceed with the
Proof of Proposition 33.4. The fact that perturbation term, R(t), in the Yang-Mills
gradient-like flow equation (33.4) is non-zero is due, in general, to two sources of error, namely
the effect of a) the difference between the standard round metric of radius one, g1, over S
4 and
the pull back, via the orientation-preserving diffeomorphism, ϕ0 ◦ ϕ−1n , of the given Riemannian
metric, g, on the ball, Bρ/2(x0) ⊂ X; and b) the cut-off function, χ(distg(·, x0)/ρ), over the
annulus ϕn(Bρ/2(0) \ Bρ/N (0)) in the construction of Â(t) in Definition 33.3, together with the
difference between the metrics g and g1. Thus, it is natural to write the perturbation term, R(t),
in equation (33.5) as
R(t) =

Rg(t) over ϕn(Bρ/N (0)),
Rχ(t) over ϕn(Bρ/2(0) \Bρ/N (0)),
0 over S4 \ ϕn(Bρ/2(0), ∀ t ∈ [0, T ),
where
Rg(t) := −d∗,gA(t)FA(t) + d∗,g1A(t)FA(t) over ϕn(Bρ/N (0)),(33.15)
Rχ(t) := d
∗,g1
Â(t)
F
Â
(t)− χd∗,g
A(t)
FA(t) over ϕn(Bρ/2(0) \Bρ/N (0)), ∀ t ∈ [0, T ).(33.16)
Because Â(t) ≡ Γ and FÂ(t) ≡ 0 over Sd \ ϕn(Bρ/2(0)) for all t ∈ [0, T ), the cut-off flow, Â(t), is
a (trivial) solution to the Yang-Mills gradient flow equation over S4 \ ϕn(Bρ/2(0)), with respect
to the Riemannian metric, g1.
By hypothesis (33.8) on g, the term Rg is identically zero on the ball ϕn(Bρ/2(0)) and the
term Rχ is non-zero solely due to the presence of the cut-off function, χ.
Thus, we need only estimate Rχ(t). To minimize clutter, we suppress the explicit notation
for the diffeomorphism ϕn ◦ϕ−10 defined by the coordinate charts and write A(t) = Γ+ a1+ a(t),
and A1 = Γ + a1, and Â(t) = Γ + aˆ(t) with aˆ(t) := χ(a1 + a(t)) as in equation (33.2), where Γ
denotes the product connection on (Bρ(x0) \ {x0}) ×G. Consequently, writing b(t) := a1 + a(t)
and Ω = ϕn(Bρ/2(0) \ B¯ρ/N (0)) ∼= Ω(x0, ρ/N, ρ/2) for brevity, we have
Â(t) = Γ + χb(t) over Ω,
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and so our expression (33.16) for Rχ(t) becomes
Rχ(t) = d
∗,g1
Â(t)
FÂ(t)− χd
∗,g
A(t)FA(t)
= d∗,g
Â(t)
FÂ(t)− χd
∗,g
A(t)FA(t) (by (33.8))
= d∗,gΓ+χb(t)FΓ+χb(t)− χd
∗,g
Γ+b(t)FΓ+b(t)
= d∗,gΓ (dΓ(χb(t)) + [χb(t), χb(t)]) − ∗g [χb(t), ∗gdΓ(χb(t)) + ∗g[χb(t), χb(t)]]
− χd∗,gΓ (dΓb(t) + [b(t), b(t)]) − ∗g [b(t), ∗gdΓb(t) + ∗g[b(t), b(t)]] .
Formally expanding the preceding expression for Rχ(t), combining like terms, and dropping the
distinction between χ and 1− χ yields
(33.17) Rχ(t) = ∇χ×∇Γb(t) +∇2χ× b(t)
+ χ∇Γb(t)× χb(t) +∇χ× b(t)× χb(t) + χb(t)× χb(t)× χb(t).
Therefore, applying the Ho¨lder inequality we obtain
‖Rχ(t)‖L2(Ω) ≤ c‖∇χ‖L4(Ω)‖∇Γb(t)‖L4(Ω) + c‖∇2χ‖L2(Ω)‖b(t)‖L∞(Ω)
+ c‖∇Γb(t)‖L4(Ω)‖b(t)‖L4(Ω) + c‖∇χ‖L4(Ω)‖b(t)‖L4(Ω)‖b(t)‖L∞(Ω)
+ c‖b(t)‖2L4(Ω)‖b(t)‖L∞(Ω),
where c depends at most on the Riemannian metric, g, on X.
For any integer k ≥ 1, the construction of χ given in Remark 33.6 yields the following
pointwise bounds,
(33.18) |∇kχ(x)| ≤
{
ck,N/ρ
k, x ∈ Ω,
0, x ∈ X \Ω,
where ck,N depends at most on the Riemannian metric, g, on X and k ≥ 1 and N ≥ 4. However,
the more precise pointwise bounds given in (33.14) result in the following useful integral-norm
bounds provided by Lemma 33.5 (when X has dimension four),
‖∇χ‖L4(Ω) ≤
c
(logN)3/4
and ‖∇2χ‖L2(Ω) ≤
c
(logN)1/2
,
where c depends at most on the Riemannian metric, g, on X. Hence, applying the preceding
estimates and combining terms,
‖Rχ(t)‖L2(Ω) ≤ c
(
(logN)−3/4 + ‖b(t)‖L4(Ω)
)
‖∇Γb(t)‖L4(Ω)
+ c
(
(logN)−1/2 + (logN)−3/4‖b(t)‖L4(Ω) + ‖b(t)‖2L4(Ω)
)
‖b(t)‖L∞(Ω),
where c depends at most on the Riemannian metric, g, on X. By our hypothesis (33.9a) on
A(t) = A1 + a(t) over the annulus Ω ∼= Ω(x0, ρ/N, ρ/2) for t ∈ [0, T ),
‖a(t)‖W 1,∞A1 (Ω) ≤ K, ∀ t ∈ [0, T ),
and as b(t) = a1 + a(t) on Bρ(x0) \ {x0}, we have
‖b(t)‖W 1,∞A1 (Ω) ≤ K + ‖a1‖W 1,∞A1 (Ω), ∀ t ∈ [0, T ),
where also our hypothesis (33.9b) on A1 = Γ + a1 gives
‖a1‖W 1,∞Γ (Ω) ≤ K.
33. YANG-MILLS GRADIENT-LIKE FLOW OVER THE FOUR-DIMENSIONAL SPHERE 389
Thus, noting that 0 < ρ ≤ 1 and N ≥ 4 and A1 = Γ + a1 on B4ρ(x0) \ {x0}, and
∇A1b(t) = ∇Γb(t) + [a1, b(t)],
we obtain
‖Rχ(t)‖L2(Ω) ≤ c
(
(logN)−3/4 +Kρ
)
Kρ+ c
(
(logN)−1/2 + (logN)−3/4Kρ+K2ρ2
)
K
and thus, simplifying slightly to give a more manageable bound,
(33.19) ‖Rχ(t)‖L2(Ω) ≤ c
(
ρ2 + (logN)−1/2
)
K(1 +K2), ∀ t ∈ [0, T ),
where c depends at most on the Riemannian metric, g, on X and this yields the desired inequality
(33.10). 
We now verify that the Yang-Mills gradient-like flow, Â(t), on the principal G-bundle P̂ over
Sd satisfies a priori estimates of the form (29.17) given in Hypothesis 29.7. It is useful at this
point to define a metric on Sd which agrees with the metric g on X, after identifying the ball
Bρ(x0) ⊂ X with the ball ϕn(Bρ(0)) ⊂ Sd via the coordinate charts.
Definition 33.7 (Splicing construction of an almost round Riemannian metric on the sphere).
Assume the notation and set-up of Definition 33.1. Let g1 denote the standard round metric of
radius one on Sd and let g1,ρ denote the almost round metric with radius approximately equal to
one obtained by pulling back the given Riemannian metric, g, on Bρ(x0) ⊂ X via the specified
coordinate charts,
(33.20) g1,ρ :=

(ϕ0 ◦ ϕ−1n )∗g over ϕn
(
Bρ/2(0)
)
,
(1− χ(distg(·, x0)/(2ρ)) g1
+(ϕ0 ◦ ϕ−1n )∗(χg) over ϕn
(
Bρ(0) \Bρ/2(0)
)
,
g1 over ϕn (Bρ(0)) .
where χ = χN,ρ,g,x0 is as in (33.3) and may be regarded as a C
∞ cut-off function on X or Sd via
the identifications implied by the local coordinate charts in Definition 33.7.
With the aid of the Riemannian metric on Sd in Definition (33.7), we can derive an a priori
estimate for a Yang-Mills gradient-like flow over Sd where the only perturbation source term that
appears is due to the effect of the cut-off function, χ.
Lemma 33.8 (Higher-order a priori estimates for the cut-off function perturbation term in
Yang-Mills gradient-like flow over the four-dimensional sphere). Assume the hypotheses of Propo-
sition 33.4, but strengthen the conditions (33.9) to
‖a(t)‖
W 4,∞Γ (Ω)
≤ K,(33.21a)
‖a˙(t)‖
W 2,∞Γ (Ω)
≤ K, ∀ t ∈ [0, T ),(33.21b)
‖A1 − Γ‖W 4,∞Γ (Ω) ≤ K,(33.21c)
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where Ω = Ω(x0, ρ/N, ρ/2) and Γ is the product connection on (Bρ(x0) \ {x0}) × G ∼= P ↾
(Bρ(x0) \ {x0}) arising in Definition 33.1. Then the perturbation term, Rχ(t), in (33.16) obeys
‖Rχ(t)‖H2Γ(Ω) ≤ C(1 + ρ
−2)K(1 +K2),(33.22)
‖Rχ‖L∞(Ω) ≤ C(1 + ρ−2)K(1 +K2),(33.23)
‖Rχ(t)‖H2A1 (Ω) ≤ C(1 + ρ
−2)K(1 +K4),(33.24)
‖R˙χ(t)‖L2(Ω) ≤ cK(1 +K2), ∀ t ∈ [0, T ),(33.25)
where the positive constant, c, depends at most on the Riemannian metric, g, on X and the
positive constant, C, depends at most on g and N .
Proof. We keep the notation of the proof of Proposition 33.4 and note that the pointwise
estimates (33.18) for ∇kχ on Ω = Ω(x0, ρ/N, ρ/2) ∼= ϕn(Ω(0, ρ/N, ρ/2)) imply the L2 bounds,
(33.26) ‖∇kχ‖L2(Ω) ≤ ck,Nρ2−k,
where ck,N depends at most on the integer k ≥ 1, parameter N , and the Riemannian metric, g,
on X. By repeatedly applying the Ho¨lder inequality to the expression (33.17) for Rχ and its first
and second covariant derivatives with respect to Γ, we obtain
‖Rχ‖L∞(Ω) ≤ ‖∇2Γb‖L∞(Ω) +
C
ρ
‖∇Γb‖L∞(Ω) +
C
ρ2
‖b‖L∞(Ω) + C‖b‖L∞(Ω)‖∇Γb‖L∞(Ω)
+
C
ρ
‖b‖2L∞(Ω) + C‖b‖3L∞(Ω) + ‖χd∗,gA(t)FA(t)‖L∞(Ω),
and
‖∇ΓRχ‖L2(Ω) ≤ ‖∇3Γb‖L2(Ω) +
C
ρ
‖∇2Γb‖L2(Ω) +
C
ρ2
‖∇Γb‖L2(Ω) +
C
ρ3
‖b‖L2(Ω)
+
C
ρ
‖∇Γb‖L4(Ω)‖b‖L4(Ω) + C‖∇2Γb‖L4(Ω)‖b‖L4(Ω) + C‖∇Γb‖2L4(Ω)
+
C
ρ2
‖b‖2L4(Ω) +
C
ρ
‖b‖2L4(Ω)‖b‖L∞(Ω) + C‖∇Γb‖L4(Ω)‖b‖L4(Ω)‖b‖L∞(Ω)
+ ‖∇Γ(χd∗,gA(t)FA(t))‖L2(Ω),
and
‖∇2ΓRχ‖L2(Ω) ≤ ‖∇4Γb‖L2(Ω) +
C
ρ
‖∇3Γb‖L2(Ω) +
C
ρ2
‖∇2Γb‖L2(Ω) +
C
ρ3
‖∇Γb‖L2(Ω)
+
C
ρ4
‖b‖L2(Ω) +
C
ρ2
‖∇Γb‖L4(Ω)‖b‖L4(Ω) +
C
ρ
‖∇2Γb‖L4(Ω)‖b‖L4(Ω)
+
C
ρ
‖∇Γb‖2L4(Ω) + C‖∇3Γb‖L4(Ω)‖b‖L4(Ω) + C‖∇2Γb‖L4(Ω)‖∇Γb‖L4(Ω)
+
C
ρ3
‖b‖2L4(Ω) +
C
ρ2
‖b‖2L4(Ω)‖b‖L∞(Ω) +
C
ρ
‖∇Γb‖L4(Ω)‖b‖L4(Ω)‖b‖L∞(Ω)
+ C‖∇Γb‖2L4(Ω)‖b‖L∞(Ω) + C‖∇2Γb‖L4(Ω)‖b‖L4(Ω)‖b‖L∞(Ω)
+ ‖∇2Γ(χd∗,gA(t)FA(t))‖L2(Ω),
where C depends at most on the Riemannian metric, g, on X, and parameter N . Because
b(t) = a1 + a(t), the bound (33.21a) for a(t) and bound (33.21c) for a1 allow us to simplify the
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preceding estimates and give
‖Rχ‖L∞(Ω) ≤ C
(
K +
K
ρ
+
K
ρ2
+K2 +
K2
ρ
+K3
)
+ ‖χd∗,gA(t)FA(t)‖L∞(Ω),
and
‖∇ΓRχ‖L2(Ω) ≤ C
(
Kρ2 +Kρ+K +
K
ρ
+K2ρ+K2ρ2 +K2 +K3ρ+K3ρ2
)
+ ‖∇Γ(χd∗,gA(t)FA(t))‖L2(Ω),
and
‖∇2ΓRχ‖L2(Ω)
≤ C
(
Kρ2 +Kρ+K +
K
ρ
+
K
ρ2
+K2 +K2ρ+K2ρ2 +
K2
ρ
+K3 +K3ρ+K3ρ2
)
+ ‖∇2Γ(χd∗,gA(t)FA(t))‖L2(Ω)
where C depends at most on the Riemannian metric, g, on X, and parameter N . Noting that
0 < ρ ≤ 1 by hypothesis, the preceding bounds simplify to give
‖Rχ‖L∞(Ω) ≤ CK(1 +K2)(1 + ρ−2) + ‖χd∗,gA(t)FA(t)‖L∞(Ω),
‖∇ΓRχ‖L2(Ω) ≤ CK(1 +K2)(1 + ρ−1) + ‖∇Γ(χd∗,gA(t)FA(t))‖L2(Ω),
‖∇2ΓRχ‖L2(Ω) ≤ CK(1 +K2)(1 + ρ−2) + ‖∇2Γ(χd∗,gA(t)FA(t))‖L2(Ω),
where C depends at most on the Riemannian metric, g, on X, and parameter N .
Next, we estimate the indicated norms of χd∗,gA(t)FA(t). Recall that A(t) = A1 + a(t) =
Γ+ a1 + a(t) = Γ + b(t) over Ω and so, writing FA(t) = dΓb(t) + [b(t), b(t)], we obtain the formal
expressions,
d∗,gA FA = ∇2Γb+ b×∇Γb+ b× b× b,
and
∇Γ(χd∗,gA FA) = χ
(∇3Γb+∇Γb×∇Γb+ b×∇2Γb+∇Γb× b× b)
+∇χ× (∇2Γb+ b×∇Γb+ b× b× b) ,
and
∇2Γ(χd∗,gA FA) = χ
(∇4Γb+∇2Γb×∇Γb+ b×∇3Γb+∇2Γb× b× b+∇Γb×∇Γb× b)
+∇χ× (∇3Γb+∇Γb×∇Γb+ b×∇2Γb+∇Γb× b× b)
+∇2χ× (∇2Γb+ b×∇Γb+ b× b× b) .
Consequently, by repeatedly applying the Ho¨lder inequality, the bounds in Lemma 33.5 for the
L4 norm of ∇χ and L2 norm of ∇2χ, and the bounds (33.21) for the W 4,∞Γ (Ω) norms of a(t) and
a1, we obtain the estimates,
‖χd∗,gA FA‖L2(Ω) ≤ cρ2K(1 +K2),
‖χd∗,gA FA‖L∞(Ω) ≤ cK(1 +K2),
‖∇Γ(χd∗,gA FA)‖L2(Ω) ≤ cρ(ρ+ (logN)−3/4)K(1 +K2),
‖∇2Γ(χd∗,gA FA)‖L2(Ω) ≤ cρ(ρ+ (logN)−3/4 + (logN)−1/2)K(1 +K2),
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where the positive constant, c, depends at most on the Riemannian metric, g, on X. In particular,
noting that 0 < ρ ≤ 1 and N ≥ 4 by hypothesis, we see that
‖χd∗,gA(t)FA(t)‖H2Γ(Ω) ≤ cρ(ρ+ (logN)
−1/2)K(1 +K2), ∀ t ∈ [0, T ).
Combining the preceding inequalities with the L2(Ω) estimate (33.19) for Rχ(t) obtained in the
proof of Proposition 33.4 yields the following H2Γ(Ω) estimate for Rχ(t),
‖Rχ(t)‖H2Γ(Ω) ≤ C(1 + ρ
−2)K(1 +K2), ∀ t ∈ [0, T ),
where the positive constant, C, depends at most on the Riemannian metric, g, on X, and pa-
rameter N ; this is the desired H2Γ(Ω) estimate (33.22) for Rχ(t).
Similarly, gathering the L∞(Ω) estimates in the preceding inequalities yields
‖Rχ‖L∞(Ω) ≤ C(1 + ρ−2)K(1 +K2), ∀ t ∈ [0, T ),
where the positive constant, C, depends at most on the Riemannian metric, g, on X, and pa-
rameter N ; this is the desired L∞(Ω) estimate (33.23) for Rχ(t).
The bound (33.21) for the W 4,∞Γ (Ω) norm of a1 ensures that the derivation of the preceding
estimate can be repeated, mutatis mutandis, with ∇Γ replaced by ∇A1 to give a bound with
respect to the H2A1(Ω) norm,
‖Rχ(t)‖H2A1 (Ω) ≤ C(1 + ρ
−2)K(1 +K4), ∀ t ∈ [0, T ),
where C depends at most on the Riemannian metric, g, on X, and parameter N ; this is the
desired H2A1(Ω) estimate (33.24) for Rχ(t).
By taking the time derivative of the expression (33.17) for Rχ(t), the derivation leading to
the L2(Ω) bound (33.19) for Rχ now gives, again keeping in mind the bounds (33.21),
‖R˙χ(t)‖L2(Ω) ≤ cK(1 +K2) + ‖∂t(d∗,gA(t)FA(t))‖L2(Ω), ∀ t ∈ [0, T ),
where c depends at most on the Riemannian metric, g, on X. Expanding ∂t(d
∗,g
A(t)FA(t)) schemat-
ically yields,
∂
∂t
(d∗,gA(t)FA(t)) = ∇2Γb˙(t) + b(t)×∇Γb˙(t) + b˙(t)×∇Γb(t) + b(t)× b(t)× b˙(t).
By applying the bounds (33.21) once again, we see that
‖∂t(d∗,gA(t)FA(t))‖L2(Ω) ≤ cK(1 +K2), ∀ t ∈ [0, T ),
where c depends at most on the Riemannian metric, g, on X. Combining the preceding inequal-
ities yields the desired L2(Ω) estimate (33.25) for R˙χ(t). 
We then have the
Proposition 33.9 (A priori estimates for Yang-Mills gradient-like flow over the four-dimen-
sional sphere). Assume the hypotheses of Proposition 33.4 and, in addition, that Â1 is a C
∞
reference connection on P̂ such that3
Â1 =
{
Γ on P̂ ↾ S4 \ ϕn(Bρ(0)),
A1 on P̂ ↾ ϕn(Bρ/2(0)),
3The connection, Â1, can be constructed explicitly using the splicing procedure in Definition 33.1.
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where Γ is the product connection on P̂ ↾ S4 \ {n} ∼= (S4 \ {n}) × G. Then there are positive
constants, C = C(A1, g) and ε1 = ε1(A1, g) ∈ (0, 1], and, given β ∈ [3/4, 1), positive constants,
C = C(A1, g, β) and ε1 = ε1(A1, g, β) ∈ (0, 1], with the following significance.
(1) If the Yang-Mills gradient-like flow, Â(t), obeys
(33.27) ‖Â(t)− Â1‖H1
Â1
(S4) ≤ ε1 ∀ t ∈ (S, T ),
then
(33.28)
∫ T
S+δ
‖∂tÂ‖H1
Â1
(S4) dt ≤ C(1 + δ−1/2)
∫ T
S
‖∂tÂ‖L2(S4) dt
+ C
√
δ(T − S)(1 + ρ−2)K(1 +K2).
(2) If β ∈ [3/4, 1) and the Yang-Mills gradient-like flow, Â(t), obeys
(33.29) ‖Â(t)− Â1‖H2β
Â1
(S4)
≤ ε1 ∀ t ∈ (S, T ),
then
(33.30)
∫ T
S+δ
‖∂tÂ‖H2β
Â1
(S4)
dt ≤ C(1 + δ−1)
∫ T
S
‖∂tÂ‖L2(S4) dt
+ C(T − S)(1 + ρ−2)K(1 +K2).
Remark 33.10 (On the role of the connection Â1 in Proposition 33.9). The proof of Proposi-
tion relies on Lemmata 26.3 and 26.7 and those lemmata in turn hypothesize that the conditions
(33.27) and (33.29), respectively, hold when Â1 is replaced by a Yang-Mills connection. See
Remark 26.3 for additional discussion.
Proof of Proposition 33.9. By appealing to the construction in Definition 33.7 of the
Riemannian metric, g1,ρ, on S
4, we can consider Â to be a solution to the Yang-Mills gradient-
like flow equation where the full perturbation, R(t), is replaced by the local-in-space perturbation
term, Rχ(t), which is identically zero outside the annulus, Ω = ϕn(Bρ/2(0) \ B¯ρ/N (0)) ⊂ S4,
(33.31)
∂Â
∂t
= −d∗,g1,ρ
Â
F
Â
+Rχ a.e. over (S, T )× S4,
and Â(t) = Γ is a (trivial solution) to the Yang-Mills gradient flow equation over S4\ϕn(Bρ/2(0)).
We first apply Lemma 26.2 to the Yang-Mills gradient-like flow equation (33.31) and observe
that the a priori estimate (26.4) gives∫ T
S+δ
‖∂tÂ‖H1
Â1
(S4) dt ≤ C(1 + δ−1/2)
∫ T
S
‖∂tÂ‖L2(S4) dt
+ C
√
δ
∫ T
S+δ/2
(
‖Rχ(t)‖H2
Â1
(S4) + ‖Rχ(t)‖L∞(S4) + ‖∂tRχ‖L2(S4)
)
dt.
We now apply Lemma 33.8, substituting our H2A1(S
4) ∩ L∞(S4) bounds (33.22) and (33.23) for
Rχ and L
2(S4) bound (33.25) for ∂tRχ into the preceding inequality to give the estimate (33.28).
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Next, we apply Lemma 26.7 to the Yang-Mills gradient-like flow equation (33.31) and observe
that the a priori estimate (26.26) gives∫ T
S+δ
‖∂tÂ‖H2β
Â1
(X)
dt ≤ C(1 + δ−1)
∫ T
S
‖∂tÂ‖L2(S4) dt
+ C
∫ T
S+δ/2
(
‖Rχ(t)‖H2
Â1
(S4) + ‖Rχ(t)‖L∞(S4) + ‖∂tRχ(t)‖L2(S4)
)
dt.
Again applying Lemma 33.8 yields the estimate (33.30). This completes the proof. 
Remark 33.11 (Application of Propositions 33.4 and 33.9). If the bounds provided by Propo-
sitions 33.4 and 33.9 could be further sharpened, they might be used to verify the hypotheses of
Theorem 29.16 for abstract gradient-like flows and hence provide continuity in t ∈ [0, T ] for the
Yang-Mills gradient-like flow, Â(t), and thus a ‘no bubbling in finite time’ result for Yang-Mills
gradient flow. A measure of the sharpness of the estimates required is evident from Section 33.1,
where we discuss the dependence on the Riemannian metric of the constants in the  Lojasiewicz-
Simon gradient inequality for the Yang-Mills energy functional in dimension four and the effect
of rescaling.
Remark 33.12 (On eliminating the possibility of bubbling at T = ∞). In order to further
refine the potential application described in Remark 33.11 to give no bubbling at T = ∞, one
would need to show that the perturbation, R(t), converges to zero sufficiently fast as t → ∞
with respect to the L2(S4), H2A1(S
4), and L∞(S4) spatial norms and that the time derivative,
R˙(t), also converges to zero sufficiently fast as t→∞ with respect to the L2(S4) spatial norms.
For example, in [320, Theorem 2], Simon assumes exponential-in-time decay for R(t) to zero
as t → ∞, although with different choices of spatial norms. When θ = 1/2 in the  Lojasiewicz-
Simon gradient inequality (22.3) with positive constants c, σ, and θ ∈ [1/2, 1), then our abstract
convergence-rate result, Theorem 24.21, yields exponential-in-time convergence (with rate e−c2t/2)
for the abstract gradient flow, u(t), to a critical point, u∞, with respect to a norm for a Banach
space, X . Also when θ = 1/2, our generalization, Theorem 27.4, of R˚ade’s [293, Proposition
7.4] yields exponential-in-time convergence (with rate e−c
2t/2) of the Yang-Mills gradient flow,
A(t) on a principal G-bundle P over X, to a Yang-Mills connection, A∞, on P , with respect to a
spatial norm, H1A1(X). While one might be able to localize such exponential convergence results
on fixed small balls in the complement of potential bubble points in a four-dimensional manifold,
X, one in general only has power-law convergence in time, with rate t−(1−θ)/(2θ−1), for some
θ ∈ (1/2, 1), and in general such a convergence rate would be too slow for our application. When
X is a Riemann surface, G = U(n), and A∞ is irreducible, then R˚ade has shown that θ = 1/2
in (22.3) and thus obtains exponential convergence, but it is unclear that one can draw a similar
conclusion when X is a four-dimensional manifold. When G = SU(2) or SO(3) and b+(X) > 0
and A∞ is a g-anti-self-dual Yang-Mills connection, then [115, Corollary 4.3.15] implies that A∞
is necessarily irreducible when g is a generic Riemannian metric.
33.1. Refined  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy
functional in dimension four. In order to examine the dependence on the Riemannian metric
of the  Lojasiewicz-Simon triple of constants, (c, θ, σ), we shall specialize the  Lojasiewicz-Simon
gradient inequality for the Yang-Mills energy functional (Theorem 23.17) to dimension four. As
we shall most clearly see in Corollary 33.14 below, the  Lojasiewicz-Simon constant, c, has an
unfavorable behavior with respect to conformal rescaling.
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For this purpose, it is convenient to define a norm for Ω1(X; adP ) which only depends on the
Riemannian metric on X through its conformal equivalence class, [g], namely,
(33.32) ‖a‖H1A(X,[g]) := ‖∇Aa‖L2(X,g) + ‖a‖L4(X,g), ∀ a ∈ Ω
1(X; adP ).
For simplicity in the statement of the  Lojasiewicz-Simon gradient inequality, we take A1 = Aym
in Theorem 23.17 (as well as d = 4).
Corollary 33.13 (Refined  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy
functional in dimension four). Let (X, g) be a closed, four-dimensional, Riemannian manifold, G
a compact Lie group, and Aym a Yang-Mills connection of class C
∞, on a principal G-bundle P
over X. Then there are positive constants c, σ, and θ ∈ [1/2, 1), depending on Aym, g, G, P ,
and X with the following significance. If A is a connection of class H1 on P and
(33.33) ‖A−Aym‖H1Aym(X,[g]) < σ,
then
(33.34) ‖d∗AFA‖L2(X,g) ≥ c|E (A; [g]) − E (Aym; [g])|θ ,
where E (A; [g]) = E (A) is given by (23.4). The constants σ and θ depend on the Riemannian
metric on X only through its conformal equivalence class, [g].
We further specialize Corollary 33.13 to the case of the four-dimensional sphere, S4, with
its standard round metric of radius one. Following the conventions of Definition 33.1 and [132,
Section 3.2], for any λ > 0, let fλ : S
4 → S4 denote the conformal diffeomorphism of S4 defined
by
(33.35) fλ := ϕn ◦ f¯λ ◦ ϕ−1n ,
where f¯λ : R
4 → R4 is defined by x 7→ y = x/λ and ϕn : R4 → S4\{s} is inverse to a stereographic
projection from the south pole s ∈ S4 ⊂ R5 (identified with the point at infinity in R4 ∪ {∞}).
If a ∈ Ω1(S4, adP ) and ω ∈ Ω2(S4, adP ), it follows by direct calculation and the conformal
invariance of the L2 norm on two-forms and L4 norm on one-forms that
‖f∗λa‖L2(S4) = λ‖a‖L2(S4),(33.36a)
‖f∗a‖L4(S4) = ‖a‖L4(S4),(33.36b)
‖f∗ω‖L2(S4) = ‖ω‖L2(S4),(33.36c)
where fλ is as in (33.35), while f is any conformal diffeomorphism of S
4.
We recall from [132, Equation (3.10)], which is based in turn on Taubes [343, p. 343], the
definition of the center, q = Center[A] ∈ R4, and scale, λ = Scale[A] ∈ (0,∞), of a connection,
A, on a principal G-bundle P over S4 ∼= R4 ∪ {∞}:
qµ :=
1
E (A)
∫
R4
xµ|FA|2 d4x, 1 ≤ µ ≤ 4,(33.37a)
λ2 :=
1
E (A)
∫
R4
|x− q|2|FA|2 dx.(33.37b)
Alternative definitions of center and scale are possible — for example, motivated by Section 10,
one might replace E (A) by 4π2|κ(P )|, the topological invariant representing the minimum value
of the energy attainable by a connection A on P .
The map fλ lifts to an action on the affine space of connections on P → S4, as discussed
in [132, Section 3.2]. If a connection, A, on P has scale one in the sense of (33.37b), then f∗λA
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will have scale λ. It is useful to recall from [343, Lemma 3.1] that there is a universal constant,
z ∈ [1,∞), such that
z−1‖a‖H1A(S4) ≤ ‖f
∗a‖H1A(S4) ≤ ‖a‖H1A(S4), ∀ a ∈ Ω
1(S4, adP ),
where f : S4 → S4 is any conformal diffeomorphism. Thus, it is convenient to define a norm for
Ω1(S4; adP ) which is exactly conformally invariant and also equivalent to the standard definition
of the norm on H1A(S
4; adP ) via universal constants, as suggested by (33.32), that is,
(33.38) ‖a‖H1A[S4] := ‖∇Aa‖L2(S4) + ‖a‖L4(S4), ∀ a ∈ Ω
1(S4; adP ).
With the preceding comments in mind, we can now provide the promised specialization of Corol-
lary 33.13 to the four-sphere:
Corollary 33.14 (Refined  Lojasiewicz-Simon gradient inequality for the Yang-Mills energy
functional over the four-dimensional sphere). Let G a compact Lie group and Aym a Yang-Mills
connection of class C∞ on a principal G-bundle P over S4 with its standard round metric of
radius one. Then there are positive constants c, σ, and θ ∈ [1/2, 1), depending on Aym, with the
following significance. If A is a connection of class H1 on P and
(33.39) ‖A−Aym‖H1Aym [S4] < σ,
then
(33.40) ‖d∗AFA‖L2(S4) ≥ c|E (A)− E (Aym)|θ,
where E (A) is given by (23.4). Moreover, if λ > 0 and fλ : S
4 → S4 is the conformal diffeomor-
phism (33.35), then
(33.41) ‖d∗f∗λAFf∗λA‖L2(S4) ≥ cλ|E (f
∗
λA)− E (f∗λAym)|θ,
In particular, if (c, θ, σ) are the  Lojasiewicz-Simon constants for Aym, then (cλ, θ, σ) are the
 Lojasiewicz-Simon constants for f∗λAym, for any λ > 0.
Proof. It suffices to observe that
‖d∗f∗λAFf∗λA‖L2(S4) = λ‖d
∗
AFA‖L2(S4) (by (33.36a))
≥ cλ|E (A)− E (Aym)|θ (by (33.40))
= cλ|E (f∗λA)− E (f∗λAym)|θ (by (33.36c)).
This completes the proof. 
Remark 33.15 (Identifying the  Lojasiewicz-Simon exponent for a Yang-Mills connection over
S4). IfX is closed two-dimensional Riemannian manifold andG = U(n), R˚ade has shown that any
Yang-Mills connection, A, on a principal G-bundle P over X has  Lojasiewicz-Simon exponent in
the range 1/2 ≤ θ ≤ 3/4 and, if A is also irreducible, then one has the optimal exponent, θ = 1/2
[293, Section 10]. Thus, it seems reasonable that one may be able to generalize R˚ade’s argument
and identify more precise bounds on the  Lojasiewicz-Simon exponent when A is a Yang-Mills
connection on a principal G-bundle over S4, at least for certain compact Lie groups, G.
It is interesting to note that if u : [0,∞) → X is a trajectory in the sense of Definition 24.1
and
∫∞
0 ‖u˙(t)‖X dt <∞, then a gradient map, E ′ : U ⊂ X → H , necessarily satisfies a gradient
inequality in the orbit O(u) = {u(t) : t ≥ 0},
φ(E (u(t)) ≤ ‖E ′(u(t)‖H , ∀ t ∈ [0,∞),
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where φ : R → [0,∞) is a measurable function such that 1/φ ∈ L1(R) (see [190, Proposition
3.3.1]).
34. Yang-Mills gradient-like flow over compact Ka¨hler surfaces and applications
Our goal in this section is to adapt certain results developed by Donaldson and Kronheimer
in [115, Sections 6.2 and 6.3] from the context of (pure) Yang-Mills gradient flow on a Hermitian
vector bundle over a compact, Ka¨hler surface to the case of Yang-Mills gradient-like (also called
pseudo-gradient) flow. Specifically, we shall establish a continuous extension property (Theorem
34.12) for smooth solutions, A(t), to Yang-Mills gradient-like given an initial Hermitian connection
A0 on E which has curvature of type (1, 1) over a given open subset U ⊂ X, but not necessarily
over all of X. Lastly, we apply the continuous extension result for Yang-Mills gradient-like flow
over Ka¨hler surfaces to prove global existence for pure Yang-Mills gradient flow with arbitrary
initial energy over complex surfaces with non-Ka¨hler metrics (Theorem 13).
34.1. Preliminaries on connections with curvature of type (1, 1), the Ka¨hler iden-
tities, and the Bochner-Weitzenbo¨ck formula. We recall some basic facts concerning con-
nections on Hermitian vector bundles over complex surfaces from [115, Sections 2.1.5, 6.1.1, and
6.1.3], for ease of reference and to confirm sign conventions. We closely follow the development
in [115].
For a compact Lie group G and principal G-bundle P over a compact, complex surface, X,
we let E := P ×̺ Cn, where we assume G ⊂ U(n) and let ̺ : G→ GL(n,C) denote the standard
representation. As in [115, p. 33], we write gE = P ×ad g = adP , for the bundle of Lie algebras
associated to the adjoint representation, so gE is a real subbundle of EndE = E ⊗ E∗. Thus, if
G = U(n), then gE consists of skew-adjoint endomorphisms of E and if G = SU(n), then those
endomorphisms are also trace-free.
As in [115, Equation (2.1.47)] we write, for any connection A on E,
(34.1) ∇A = dA := ∂A ⊕ ∂¯A : Ω0(X; gE)→ Ω1,0(X; gE)⊕ Ω0,1(X; gE),
with respect to the decomposition
Ω1(X; gE) = Ω
1,0(X; gE)⊕ Ω0,1(X; gE).
If A is any connection on E, then its curvature may be expressed in terms of its components
FA = F
2,0
A + F
1,1
A + F
0,2
A ,
with respect to the decomposition [115, p. 45],
Ω2(X; gE) = Ω
0,2(X; gE)⊕ Ω1,1(X; gE)⊕ Ω0,2(X; gE),
where [115, p. 45]
(34.2) F 0,2A = ∂¯
2
A.
Thus, [115, Theorem 2.1.53] asserts that ∂¯A defines a holomorphic structure on E if and only if
F 0,2A = 0.
If A is a unitary connection, then one has F 0,2A = −(F 2,0A )∗ by [115, p. 46]. One says that the
curvature of A is type (1, 1) if F 0,2A = 0 (and thus F
2,0
A = 0), so FA = F
1,1
A . Consequently, a unitary
connection A on E is compatible with a holomorphic structure on E if and only if its curvature
is of type (1, 1) and, in this case, the connection is uniquely determined by the Hermitian metric
and holomorphic structure on E (see [115, Lemma 2.1.54] and [115, Proposition 2.1.56]).
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Recall also from [115, Lemma 2.1.57] that ifX is a complex surface with its natural orientation
and Hermitian metric, h, then
(34.3)
Ω2(X;C) = Ω+(X;C) ⊕ Ω−(X;C),
Ω+(X;C) = Ω2,0(X;C)⊕ Ω0(X;C)ω ⊕ Ω0,2(X;C),
Ω−(X;C) = Ω1,10 (X;C),
where Ω1,10 (X;C) consists of forms in Ω
1,1(X;C) that are pointwise orthogonal to ω, the (1, 1)
form defined by the complex structure and the Hermitian metric, h, on X.
If A is any connection on E then, following [115, p. 47], we write
(34.4) F̂A := 〈FA, ω〉 ∈ Ω0(X; gE).
In particular, one has the following key relationship ([115, Proposition 2.1.59]): If A is an anti-
self-dual connection on a complex vector bundle E over a complex, Hermitian surface, X, then
∂¯A defines a holomorphic structure on E. Conversely if ∂E is a holomorphic structure on E, and
A is a unitary connection compatible with that holomorphic structure (that is, ∂¯A = ∂¯E ), then
A is anti-self-dual if and only if F̂A = 0.
As in [115, p. 210], we let G CE denote the group of all general linear automorphisms of the
complex vector bundle, E, covering the identity map on X. This contains as a subgroup the
group G of automorphisms preserving the Hermitian metric on E, and so G CE can be thought of
as the complexification of GE . The action of G
C
E on E preserves the subspace A
1,1(E) ⊂ A (E)
of unitary connections on E whose curvature is type (1,1).
When A(t), for t ∈ [0, T ), is a solution to pure Yang-Mills gradient flow on a Hermitian vector
bundle E over a complex Hermitian surface X,
(34.5)
∂A
∂t
= −d∗A(t)FA(t), ∀ t ∈ (0, T ),
where
(34.6) A(0) = A0 ∈ A 1,1(E),
we recall from [115, p. 218] that the gradient vectors d∗AFA lie in the tangent spaces to the G
C
E
orbits. The Lie algebra of G CE is Ω
0(X; End0(E)) = Ω
0(gE ⊗ C) and the derivative of the G CE
action at A is [115, Equation (6.2.6)],
(34.7) φ 7→ −∂¯Aφ+ ∂A(φ∗),
for φ ∈ Ω0(X; End0(E)). The tangent vector −d∗AFA represents the infinitesimal action of the
element iF̂A of the Lie algebra of G
C
E .
For any connection A on E, the operators in (34.1) extend to give
(34.8) dA := ∂A ⊕ ∂¯A : Ωp,q(X; gE)→ Ωp+1,q(X; gE)⊕ Ωp,q+1(X; gE).
Therefore, the Bianchi identity dAFA = 0 on a complex surface is equivalent to
(34.9) ∂AFA = 0 and ∂¯AFA = 0.
As in [115, p. 212], we write
Λ : Ωp,q(X;C)→ Ωp−1,q−1(X;C)
for the adjoint of the operator,
Ωp,q(X;C) ∋ α 7→ α ∧ ω ∈ Ωp+1,q+1(X;C).
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For any connection, A, on E we have
(34.10) F̂A = ΛFA.
When the Hermitian metric, h, on X is Ka¨hler, with (1, 1) form ω, one has the Ka¨hler identities
on Ωp,q(X;E) [115, Equation (6.2.6)]4,
(34.11) ∂¯∗A = i[∂A,Λ], ∂
∗
A = −i[∂¯A,Λ].
On Ω1,0(X;E) and Ω0,1(X;E), respectively, these reduce to5
(34.12) ∂¯∗A = −iΛ∂A, ∂∗A = iΛ∂¯A.
Since d∗A = ∂
∗
A + ∂¯
∗
A by (34.8), we have
d∗AFA = ∂
∗
AFA + ∂¯
∗
AFA
= −i[∂¯A,Λ]FA + i[∂A,Λ]FA (by (34.11))
= −i∂¯AΛFA + i∂AΛFA, (by (34.9))
and so [115, Equation (6.2.4)]6
(34.13) d∗AFA = i(∂A − ∂¯A)F̂A,
by (34.10). We recall from [115, Section 6.1.3] that
Lemma 34.1. [115, Lemma 6.1.7] For any connection A on a Hermitian vector bundle E over
a Ka¨hler surface X, one has
∂¯∗A∂¯A =
1
2
∇∗A∇A + iF̂A on Ω0(X;E),
∂∗A∂A =
1
2
∇∗A∇A − iF̂A on Ω0(X;E).
In Lemma 34.1, the term iF̂A acts on gE by the standard algebraic action of gE on E. Our
only application of Lemma 34.1 will be through the simpler,
(34.14) ∂¯∗A∂¯A + ∂
∗
A∂A = ∇∗A∇A on Ω0(X;E).
This completes our discussion of preliminaries.
34.2. Global existence for Yang-Mills gradient-like flow. We shall adapt certain re-
sults from [115, Sections 6.2 and 6.3] for pure Yang-Mills gradient flow to the case of Yang-Mills
gradient-like flow, for some T > 0,
(34.15)
∂A
∂t
= −d∗A(t)FA(t) +R(t), ∀ t ∈ (0, T ),
with initial data,
(34.16) A(0) = A0 ∈ A (E),
where A0 is a unitary connection on a Hermitian vector bundle, E, over a compact surface, X,
with Ka¨hler metric, h, and
(34.17) R ∈ C∞([0,∞) ×X; Λ1 ⊗ gE).
4We correct a missing ∗ in the expression for ∂∗A
5We correct the signs.
6We correct a sign.
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While FA0 is not assumed to have type (1, 1) over all of X, we shall assume that
(34.18) A0 ∈ A 1,1(E ↾ U ′),
where U ′′ ⋐ U ′ ⋐ U ⊂ X are given open subsets (typical choices and their roles are explained
in Remark 34.2). The solution, A(t), to (34.15) and (34.16) will not necessarily have curvature,
FA(t), of type (1, 1) on the subset X \ U ′, as distinct from the situation considered in [115,
Sections 6.2 and 6.3], but in our applications we will be able to impose auxiliary conditions which
ensure that flow, A(t), remains well behaved over X \U ′′ for t ∈ [0, T ).
Remark 34.2 (Applications of Yang-Mills gradient-like flow). A term such as R(t) in (34.15)
arises in our application by considering a pure Yang-Mills gradient flow, A(t) on a Hermitian
bundle E over a complex, possibly non-Ka¨hler surface, X. Given a point x0 ∈ X (for example,
one where the curvature of A(t) is assumed to concentrate as tր T ), we take
U
′′ := Br2(x0), U
′ := Br1(x0), and U = Br0(x0), for 0 < r2 < r1 < r0 < Inj(X,h),
and cut off A(t) over the annulus,
Ω(x0; r1, r0) := Br0(x0) \ B¯r1(x0) = U \ U¯ ′ ⊂ X,
with the aid of a cut-off function, χ ∈ C∞0 (Br0(x0)) such that 0 ≤ χ ≤ 1 on X, and a trivialization
for E ↾ Br0(x0). The resulting flow, Aχ(t) on a Hermitian bundle Eχ over X, coincides with A(t)
on E over Br1(x0) and with the product connection, Γ, on the product bundle, C
n×X \Br0(x0).
We will consider an application where the Hermitian metric h on X is Ka¨hler on a ball Br0(x0) ⊂
X, identified by an isometric biholomorphism with a ball Br0(x0) ⊂ Z, where Z is a compact
Ka¨hler surface. In particular, Aχ(t) may be regarded as a Yang-Mills gradient-like flow on the
compact Ka¨hler surface, Z. The flow Aχ(t) obeys (34.15) with error term,
R(t) := d∗Aχ(t)FAχ(t) − χd∗A(t)FA(t) ∈ Ω1(Z; gEχ), ∀ t ∈ [0, T ),
due to the effect of the cut-off function and thus supported in Ω(x0; r1, r0) ⊂ Z. Of course, even
if the flow, A(t), has curvature of type (1, 1) for t ∈ [0, T ), that will no longer necessarily be true
for the cut-off flow, Aχ(t), over Ω(x0; r1, r0) but in our application, we shall be able to assume
good control on A(t) over Br0(x0) \Br2(x0) for t ∈ [0, T ).
Given a one-parameter family, A(t) for t ∈ [0, T ), of connections on E, we define7
(34.19) u(t) := |F̂A(t)|2, ∀ t ∈ [0, T ).
We have the following analogue of [115, Lemma 6.2.11].
Lemma 34.3. Let E be a Hermitian vector bundle over a compact, Ka¨hler surface, X. If A(t),
for t ∈ (0, T ), is a smooth solution to the Yang-Mills gradient-like flow equation (34.15) and u is
as in (34.19), then
(34.20)
∂u
∂t
+∆u = −|d∗AFA|2 + f on (0, T )×X,
where
(34.21) f := 2〈F̂A,ΛdAR〉 ∈ C∞((0, T ) ×X).
7We use u(t) rather than e(t) as in [115, Sections 6.2 and 6.3].
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Proof. When R is identically zero, the identity (34.20) is given by [115, Lemma 6.2.11] for
pure Yang-Mills gradient flow. When R is non-zero, we have
∂F̂A
∂t
= ΛdA
(
∂A
∂t
)
= −ΛdAd∗AFA + ΛdAR (by (34.15))
= −iΛdA(∂A − ∂¯A)F̂A + ΛdAR (by (34.13))
= −iΛ(∂¯A∂A − ∂A∂¯A)F̂A + ΛdAR (as Λ∂2A = 0 = Λ∂¯2A on Ω0(X; gE))
= −(∂∗A∂A + ∂¯∗A∂¯A)F̂A +ΛdAR (by (34.11)),
and so by (34.14),
(34.22)
∂F̂A
∂t
= −∇∗A∇AF̂A + ΛdAR.
As in the proof of [115, Lemma 6.2.11], we have
∆(|F̂A|2) = 2〈F̂A,∇∗A∇AF̂A〉 − |∇AF̂A|2 (by (18.4)),(34.23)
|∇AF̂A|2 = |d∗AFA|2,(34.24)
where the second identity follows from the fact that d∗AFA = i(∂A − ∂¯A)F̂A by (34.13) while
∇AF̂A = (∂A + ∂¯A)F̂A by (34.1). Thus,
∂|F̂A|2
∂t
= 2
〈
F̂A,
∂F̂A
∂t
〉
= −2〈F̂A,∇∗A∇AF̂A〉+ 2〈F̂A,ΛdAR〉 (by (34.22))
= −∆|F̂A|2 − |d∗AFA|2 + 2〈F̂A,ΛdAR〉 (by (34.23) and (34.24)),
which yields (34.20) and f = 2〈F̂A,ΛdAR〉, as claimed. 
We next give an analogue of [115, Corollary 6.2.12]. We find it convenient to denote
XT := (0, T ) ×X and s+ = s ∨ 0, ∀ s ∈ R.
While [115, Corollary 6.2.12] asserts that supX u(t) is a decreasing function of t ∈ [0, T ) in the
case of pure Yang-Mills gradient flow, the weaker Corollary 34.4 will suffice for our applications.
Corollary 34.4. Assume the hypotheses of Lemma 34.3 and, in addition, that A(t) is con-
tinuous up to t = 0. If u is as in (34.19) and f is as in (34.21), then
(34.25) u(t, x) ≤ e2(T−t) sup
XT
f+ ∨ sup
X
u(0), ∀ (t, x) ∈ XT .
Remark 34.5 (Application of Corollary 34.4). We note that, unlike [115, Corollary 6.2.12]
which gives the simpler bound u ≤ supX u(0) on XT , independent of T ∈ (0,∞], the bound in
Corollary 34.4 is clearly only useful when T <∞.
Proof of Corollary 34.4. The conclusion follows from Lemma 34.3 and the maximum
principle for the heat operator, L := ∂t +∆, on C
∞(XT ). Indeed, we have
Lu = −|d∗AFA|2 + f ≤ f on XT .
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If u ≥ c0 on XT for a positive constant c0, then [131, Proposition 2.6 (Item 2)] provides the a
priori maximum principle estimate,
u ≤ 0 ∨ 1
c0
sup
XT
Lu ∨ sup
/∂ XT
u on XT ,
where /∂ XT = {0} × X, where /∂ XT is the parabolic boundary of XT in the notation of [131].
In general, we will not have u ≥ c0 on XT for some c0 > 0, but we can instead appeal to [131,
Lemma 2.7], noting that u ≥ 0 on XT by definition and so (taking K0 = 1 in [131, Lemma 2.7])
we can apply the preceding estimate with 1/c0 replaced by e
2(T−t), that is
u(t, x) ≤ 0 ∨ e2(T−t) sup
XT
f ∨ sup
X
u(0), ∀ (t, x) ∈ XT ,
or more simply (34.25), as claimed. 
Remark 34.6 (Temporal sign conventions). We note that in [131], because of the motivating
applications to optimal control theory, we considered terminal-value problems and parabolic
problems with terminal data at time T rather than initial data at time 0, as we do here and for
that reason, the heat operator is written as −∂t + ∆ in [131] and not ∂t +∆ as in the proof of
Corollary 34.4.
While Corollary 34.4 provides a useful global upper bound for u over all of XT , albeit with
right-hand side depending unfavorably on T , we can also apply Lemma 34.3 to give a bound for
u on U ′T := (0, T )×U ′ which is local but with right-hand side potentially independent of T .
Corollary 34.7. Assume the hypotheses of Lemma 34.3 and, in addition, that A(t) is con-
tinuous up to t = 0. If u is as in (34.19), then
(34.26) u(t, x) ≤ sup
(0,T )×∂U ′
u ∨ sup
U ′
u(0), ∀ (t, x) ∈ XT .
Remark 34.8 (On applications of Corollary 34.7). The importance of the a priori estimate
(34.26) in our applications is that, when T =∞, we will have uniform bound for u on (0,∞)×∂U ′.
Proof. The conclusion follows from the maximum principle in the shape of [131, Proposition
2.6 (Item 1)], noting that Lemma 34.3 now yields
Lu ≤ 0 on U ′T ,
since R ≡ 0 and thus f ≡ 0 on U ′T , and noting that /∂U ′T = {0} × U¯ ′ ∪ (0, T ) × ∂U ′ is the
parabolic boundary in this case. 
We define, for a one-parameter family of connections, A(t) on a Hermitian vector bundle E
over X (which can be any Riemannian manifold in this definition) for 0 ≤ t < T ,
(34.27) δ(r) := sup
x∈X,
t∈[0,T )
∫
Br(x)
|FA(t)|2 d volg, ∀ r ∈ (0, Inj(X)].
We have the following analogue of [115, Proposition 6.3.11].
Proposition 34.9 (Continuous extension for a solution to Yang-Mills gradient-like flow over
a compact, Ka¨hler surface). Let E be a Hermitian vector bundle over a compact, Ka¨hler surface,
X. Let A(t), for t ∈ [0, T ), be a solution to the Yang-Mills gradient-like flow equation (34.15)
that is smooth over (0, T ) ×X and continuous over [0, T ) ×X. If δ(r)→ 0 as r → 0, then A(t)
extends to a smooth solution to (34.15) on an interval 0 ≤ t < T + η, for some η > 0.
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Proof. The proof is outlined for the case of pure Yang-Mills gradient flow in [115, p. 236]
and carries over mutatis mutandis to the case of Yang-Mills gradient-like flow. 
Before proceeding to verify the hypothesis in Proposition 34.9, we recall from [115, p. 235]
that if A(t) is a solution to pure Yang-Mills gradient flow (34.5) over X with initial data A0 ∈
A 1,1(E) as in (34.6), so FA0 has type (1, 1), we can use (34.5) to compute ∂FA/∂t and see that
(34.28) FA(t) ∈ Ω1,1(X; gE), ∀ t ∈ [0, T ).
One can then define a one-parameter family of complex gauge transformations8, ϕt = ϕ(t) for
t ∈ [0, T ), by solving the ordinary differential equation,
(34.29)
∂ϕ
∂t
= iF̂Aϕ on X, ϕ(0) = idE ,
and obtain
(34.30) A(t) = ϕt(A0) on E, ∀ t ∈ [0, T ).
Returning now to the case where A(t) is a solution to Yang-Mills gradient-like flow (34.15) over
X with initial data satisfying the conditions (34.18) we observe that (34.28) and (34.30) will be
replaced by their local counterparts,
FA(t) ∈ Ω1,1(U ′; gE), ∀ t ∈ [0, T ),(34.31)
A(t) = ϕt(A0) on E ↾ U
′, ∀ t ∈ [0, T ).(34.32)
Just as in [115, pp. 236–7], the proof of Lemma 34.11 below relies on the
Lemma 34.10. [115, Lemma 6.3.13] Suppose that A is a finite-energy anti-self-dual connection
on the product bundle, C2 × Cn, over C2 which can be written as ϕ(Θ), where Θ is the product
connection on C2×Cn, for a complex gauge transformation, ϕ : C2 → GL(n,C), with ϕ and ϕ−1
bounded. Then A is a flat connection.
In [115, Lemma 6.3.13], it is assumed that n = 2, but this is only done for consistency with
the applications to differential topology in [115] which require E to have complex rank two and
is not required in the proof of [115, Lemma 6.3.13]. We have the following analogue of the
conclusion asserted in [115, pp. 236–7].
Lemma 34.11. Let E be a Hermitian vector bundle over a compact, Ka¨hler surface, X. Let
A(t), for t ∈ [0, T ), be a solution to the Yang-Mills gradient-like flow equation (34.15) that is
smooth over (0, T )×X and continuous over [0, T )×X. If A(t) obeys
sup
t∈[0,T )
‖A−A1‖L∞(U \U ′) <∞,(34.33a)
sup
t∈[0,T )
‖FA(t)‖L∞(X\U ′′) <∞,(34.33b)
where A1 is a fixed C
∞ reference connection on E, then δ(r)→ 0 as r→ 0.
Proof. Since R obeys (34.17), we know in particular that
R ∈ C1([0, T ]×X; Λ1 ⊗ gE).
Consequently, the definition (34.21) of f and the conditions (34.33) ensure that
f ∈ Cb([0, T ) ×X).
8In [115, Chapter 6], the authors use g to denote a complex gauge transformation, but this conflicts with our
extensive use of g for a Riemannian metric.
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Therefore, the role of [115, Corollary 6.2.12] in the argument in [115, pp. 236–7] can be replaced
by that of Corollary 34.4.
Because A(t) obeys (34.31) and (34.32) over U ′, the argument in the last two paragraphs of
[115, p. 236] and first paragraph of [115, p. 237] carries over without change for ballsBr(x) ⊂ U ′.
On the other hand, our hypothesis (34.33b) immediately takes care of balls Br(x) ⊂ X \U ′′ in
the expression (34.27) for δ(r). This concludes the proof of Lemma 34.11. 
We can now combine Proposition 34.9 and Lemma 34.11 to give the desired continuous ex-
tension property for Yang-Mills gradient-like flow on a Hermitian vector bundle over a compact,
Ka¨hler surface.
Theorem 34.12 (Continuous extension for a solution to Yang-Mills gradient-like flow over a
compact, Ka¨hler surface). Let E be a Hermitian vector bundle over a compact, Ka¨hler surface,
X. Let A(t), for t ∈ [0, T ), be a solution to the Yang-Mills gradient-like flow equation (34.15)
that is smooth over [0, T ) ×X. If A(t) obeys (34.33), then A(t) extends to a smooth solution to
(34.15) on an interval 0 ≤ t < T + η, for some η > 0.
34.3. Application to the proof of Theorem 13. Given Theorem 34.12, we are at last
ready to provide the
Proof of Theorem 13. We shall argue by contradiction, so we suppose that the maximal
lifetime, T , of a solution A(t) to Yang-Mills gradient flow (34.5) is finite. Theorem 31.2 then
provides a set of points, Σ = {x1, . . . , xL} ⊂ X, where the curvature, FA(t), concentrates as
tր T .
Suppose first that the given complex Hermitian metric h on X is Ka¨hler on small open
neighborhoods Ui ⊂ X of the points xi and that there are biholomorphisms,
(34.34) ψi : X ⊃ Ui ∼= φi(Ui) ⊂ Zi, for 1 ≤ i ≤ L,
from Ui onto open neighborhoods of the points yi = ψi(xi) ∈ Zi, where each Zi is a compact, com-
plex surface with Ka¨hler metric hi such that h = ψ
∗
i hi on Ui. For small enough ̺ ∈ (0, Inj(X,h)],
the open neighborhoods, Ui, contain geodesic balls B̺(xi) ⊂ X for 1 ≤ i ≤ L. We now cut off
A(t) over each the annuli, Ω(xi; ̺/2, ̺/4), as described in Remark 34.2, for 1 ≤ i ≤ L and choose
̺ ∈ (0, Inj(X, g)] small enough that ̺ ≤ mini 6=j distg(xi, xj)/4, where g is the real Riemannian
metric on X corresponding to h.
It is enough to consider one of the points in Σ, which we relabel as x0, and consider the
Yang-Mills gradient-like flow, Aχ(t) on Eχ over X, which is given by A(t) on Eχ := E ↾ B̺/2(x0)
and the product connection, Γ, on Eχ := X \ B̺(x0) × Cn. (This construction also depends
on a choice of trivialization E ↾ Ω(x0; ̺/2, ̺) ∼= Ω(x0; ̺/2, ̺) × Cn, which we suppress from our
notation.) Because Aχ(t) = Γ over X \B̺(x0) for all t ∈ [0,T ), we can equally well regard Aχ(t)
as a flow on a Hermitian vector bundle, Eχ, over a compact, Ka¨hler surface, Z, containing a copy
of the ball B̺(x0) via the local identification (34.34).
Over the annulus Ω(x0; ̺/2, ̺) ⊂ X, the Yang-Mills gradient flow, A(t), on E and hence the
Yang-Mills gradient-like flow, Aχ(t), on Eχ over Ω(x0; ̺/2, ̺) ⊂ Z obey the conditions (34.33)
for t ∈ [0,T ) by Theorem 31.3. Moreover, the error term R(t) in (34.15) obeys the condition
R ∈ C∞([0,T + η)× Z; Λ1 ⊗ gEχ)),
for some positive constant η, which, although weaker than (34.17), is all that is required for the
proof of Theorem 34.12.
Consequently, Theorem 34.12 implies that Aχ(t) to extends to a solution to the Yang-Mills
gradient-like flow equation (34.15) on Eχ that is smooth over [0,T + η)×X for some (possibly
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smaller) positive constant η. But this means that A(t) extends to a solution to the Yang-Mills
gradient flow equation (34.5) on E that is smooth over [0,T + η) × B̺/2(x0) for some positive
constant η and, since x0 ∈ Σ was arbitrary, this holds for any point xi ∈ Σ. Thus, A(t) extends to
a solution to the Yang-Mills gradient flow equation (34.5) on E that is smooth over [0,T +η)×X
for some positive constant η, contradicting the maximality of T .
If the given Hermitian metric h on X is not Ka¨hler near each of the points xi ∈ Σ, we can
apply Remark 32.22 and Corollary 32.26 (with r = ̺) to assure us that if A(t) has maximal
lifetime T with bubble singularity set Σ = {x1, . . . , xL}, for the given Hermitian metric h and
initial data A0, then A˜(t) has the same maximal lifetime, T , with at least one bubble point in
a ball B̺/N (xi), for some xi ∈ Σ and N ≥ 4, and initial data A0 and a perturbed Hermitian
metric h˜ on X such that h˜ is Ka¨hler on ∪Li=1B̺(xi). Writing ̺ = ρ/N , for ρ ∈ (0, Inj(X,h)] and
suitable N ≥ 4 (the size of the constants ρ and N are determined by Lemma 32.24 and Corollary
32.26 the perturbed Hermitian metric h˜ on X is chosen so that h˜ = h on X \ ∪Li=1Bρ/2(xi) and
h˜(xi) = h(xi) for i ∈ {1, . . . , L}.
To actually construct h˜, consider one of the points x0 ∈ Σ. We choose local holomorphic co-
ordinates, {zα}, on an open neighborhood, U , of the point x0 and thus obtain a biholomorphism,
ψ : X ⊃ U ∼= ψ(U ) ⊃ CP1 × CP1,
where CP1 × CP1 has its standard complex structure, product Fubini-Study metric, h0, and
φ(x0) = (0, 0) ∈ CP1 × CP1. The local holomorphic coordinates, {zα}, may be chosen such that
hαβ¯(x0) = δαβ¯ = h
0
αβ¯
(0, 0), where δαβ¯ are the components of the standard flat Ka¨hler metric on
C
2 with respect to the coordinates {zα}. We now define a Hermitian metric, h˜, on Bρ(x0) by the
interpolation construction in Definition 32.18, so that
h˜ =
{
ψ∗h0 on Bρ/N (x0),
h on Ω(x0; ρ/2, ρ).
Repeating this construction for each point x0 ∈ Σ, we obtain a Hermitian metric on X that on
each ball B̺(xi) = Bρ/N (xi) ⊂ X is the biholomorphic pull-back of the standard Ka¨hler metric
on Z = CP1 × CP1 via φi as in (34.34). Lemma 32.24 ensures that h˜ is close enough to h that
the hypotheses of Corollary 32.26 are satisfied.
We can now appeal to the argument for the case when the Hermitian metric, h, on X was
assumed to be the biholomorphic pull-back on the balls B̺(xi) for 1 ≤ i ≤ L of a Ka¨hler metric
on a compact, complex surface, Z, to establish global existence for Yang-Mills gradient flow A(t).
Uniqueness of the set, Σ, follows from Corollary 31.5.
Finally, the assertions regarding convergence of A(tm), modulo gauge transformations, for a
subsequence {tm}m∈N ⊂ [0,∞) follow immediately from Theorem 31.3. This completes the proof
of Theorem 13. 
Remark 34.13 (On the approximation of Hermitian metrics). Our first version of Theorem
32.9 assumed a convenient but rather strong condition on the pair of nearby Riemannian metrics,
g and g˜, in particular that ‖g˜ − g‖C1(X) could be as small as desired while retaining a uniform
bound on ‖g˜ − g‖C2(X). For a given Riemannian metric, g, on X, we constructed g˜ using (real)
normal geodesic coordinates, {xµ}, on neighborhoods of each of the points xi ∈ Σ to replace g
by the standard Euclidean metric on a finite collection of balls, Bρ(xi) ⊂ X, where gµν(xi) = δµν
and (∂gµν/∂x
η)(xi) = 0, for all µ, ν, η ∈ {1, . . . , 4}. However, in the case of a complex manifold
(X,J) with Hermitian h, the analogous approximation condition with respect to local holomorphic
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coordinates, {zα}, is equivalent to the assumption that h is actually Ka¨hler. See, for example,
[154, Lemma, p. 107], [260, Theorem 11.6], or [378, Remark, p. 196]: A Hermitian metric,
h, on a complex manifold, (X,J), is Ka¨hler if and only if around each point of X there exist
holomorphic coordinates in which h osculates to the standard Hermitian metric to order 2.
Remark 34.14 (On non-Ka¨hler complex surfaces). Interest in non-Ka¨hler, complex Hermit-
ian manifolds has grown in recent years, in part due to motivations from theoretical physics.
Basic results on Hermitian manifolds can be found in the text by Yano [385]. The class of com-
pact, locally conformal Ka¨hler manifolds lies between the class of Ka¨hler and complex Hermitian
manifolds and their properties are described in the monograph by Dragomir and Ornea [118].
Just a small selection of many recent results is provided by Liu and Yang [234, 235] and Streets
and Tian [328] and references contained therein.
The following result is proved using an argument similar to that of [101, Theorem 1] and, with
indicated convergence hypothesis, gives a partial characterization of certain analytic multiplicities
associated with points, xi, in the set of bubble points, Σ ⊂ X, in Theorem 13. The hypotheses
on the regularity of the initial data, A0, and the convergence of Φ(t)
∗A(t) over X \ Σ may be
relaxed, albeit at the expense of an increase in technicalities.
Lemma 34.15 (Characterization of analytic multiplicities). Let E and E∞ be Hermitian vec-
tor bundles over a closed, connected, four-dimensional, oriented, smooth manifold, X, with Rie-
mannian metric, g. Let A0 and A∞ be C∞ unitary connections on E and E∞, respectively, and
Σ = {x1, . . . , xL} ⊂ X a finite set of points such that E ↾ X \ Σ ∼= E∞ ↾ X \ Σ. Let A(t), for
t ∈ [0,∞), be a solution to the Yang-Mills gradient flow (1.2) with initial data, A(0) = A0, such
that
A−A0 ∈ C∞([0,∞) ×X; Λ1 ⊗ gE),
and Φ(t) ∈ AutE, for t ≥ 0, a C∞ path of C∞ automorphisms of the Hermitian vector bundle
E such that, as t→∞,
Φ(t)∗A(t)→ A∞ in H2A∞,loc(X \ Σ;Λ1 ⊗ gE).
Then the analytic multiplicity,
µan(xi) := lim
t→∞
∫
Bρ(xi)
tr(FA(t) ∧ FA(t))− tr(FA∞ ∧ FA∞) ∈ Z,
associated with each point, xi ∈ Σ, is well-defined and independent of
ρ ∈
(
0,
1
4
min
k 6=l
distg(xk, xl) ∧ Inj(X, g)
]
.
Remark 34.16 (Extension to compact Lie groups). A similar result holds, more generally, for
any compact Lie group, as is clear from the discussion in Section 10. We restrict our attention to
the case where G = U(n) for notational convenience in the proof and for the sake of consistency
with [115, Section 2.1.4].
Proof of Lemma 34.15. Consider one of the points, xi ∈ Σ, and choose ρ ∈ (0, Inj(X, g)]
small enough that distg(xi, xj) ≥ 4ρ for all j 6= i. For each r ∈ (0, ρ), define a C∞ unitary
connection, Ar∞, on E such that Ar∞ = A∞ on E ↾ X \ ∪Lj=1Br(xj) and Ar∞ = A0 on E ↾
∪Lj=1Br/2(xj). This may be accomplished by choosing orthonormal frames, pj, for the fibers, Exj ,
defining trivializations, E ↾ Bρ(xj) ∼= Bρ(xj)×Cn for 1 ≤ j ≤ L using pj and A0, choosing smooth
cut-off functions over the annuli, Ω(xj; r/2, r), and using the cut-off functions and trivializations
to splice the connections A∞ and A0 over those annuli.
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Denoting the trace on complex n×n matrices by tr(·), we recall from [115, Equation (2.1.28]
that, for any C∞ unitary connection A on E,
c2(E) − 1
2
c1(E)
2 =
1
8π2
[tr(FA ∧ FA)] ∈ H4(X;Z),
and 〈
c2(E)− c1(E)2/2, [X]
〉
=
1
8π2
∫
X
tr(FA ∧ FA) ∈ Z.
The four-form,
tr(FA ∧ FA) ∈ Ω4(X),
is closed [115, p. 39]. In particular, writing Φ∗A(t) = Ar∞ + a(t) over X, then [115, Equation
(2.1.27] gives, for all t ≥ 0,
tr(FA(t) ∧ FA(t))− tr(FAr∞ ∧ FAr∞) = tr(FΦ∗A(t) ∧ FΦ∗A(t))− tr(FAr∞ ∧ FAr∞)
= d
(
tr(a(t) ∧ dAr∞a(t)) +
2
3
a(t) ∧ a(t) ∧ a(t)
)
.
Therefore, noting that Ar∞ = A∞ on ∂Bρ(xi), we obtain∫
Bρ(xi)
tr(FA(t) ∧ FA(t))− tr(FAr∞ ∧ FAr∞)
=
∫
∂Bρ(xi)
(
tr(a(t) ∧ dA∞a(t)) +
2
3
a(t) ∧ a(t) ∧ a(t)
)
.
If Y ⊂ X is a C∞, closed, three-dimensional submanifold, it follows from [5, Theorem 4.12] that
there are continuous embeddings,
H2(X) →֒W 1,3(Y ) and W 1,3(Y ) →֒ Lq(Y ), 1 ≤ q <∞,
and similarly for the Sobolev spaces, H2A0(X; Λ
1 ⊗ gE), and W 1,3A∞(X; Λ1 ⊗ gE), and Lq(X; Λ1 ⊗
gE). Moreover, similar embeddings hold if X is replaced by a tubular neighborhood, U , of Y .
Consequently, we see that∣∣∣∣∣
∫
∂Bρ(xi)
(
tr(a(t) ∧ dA∞a(t)) +
2
3
a(t) ∧ a(t) ∧ a(t)
)∣∣∣∣∣
≤ cρ
(
‖a(t)‖L3/2(∂Bρ(xi))‖dA∞a(t)‖L3(∂Bρ(xi)) + ‖a(t)‖3L3(∂Bρ(xi))
)
≤ cρ
(
‖a(t)‖2
W 1,3A∞ (∂Bρ(xi))
+ ‖a(t)‖3L3(∂Bρ(xi))
)
≤ C
(
‖a(t)‖2H2A∞ (Ω(xi;ρ/2,2ρ)) + ‖a(t)‖
3
H2A∞ (Ω(xi;ρ/2,2ρ))
)
,
where cρ is a positive constant depending at most on g, n, and ρ, while C = C(A∞, g, n, ρ). Our
convergence hypothesis on A(t) thus ensures that
lim
t→∞
∫
Bρ(xi)
tr(FA(t) ∧ FA(t))− tr(FAr∞ ∧ FAr∞) = 0, ∀ r ∈ (0, ρ).
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The resulting identity,
(34.35) lim
t→∞
∫
Bρ(xi)
(tr(FA(t) ∧ FA(t))− tr(FA∞ ∧ FA∞))
=
∫
Bρ(xi)
(
tr(FAr∞ ∧ FAr∞)− tr(FA∞ ∧ FA∞)
)
, ∀ r ∈ (0, ρ),
interprets µan(xi) in terms of A0 and A∞. The convergence property of A(t) ensures that the
left-hand side of the preceding identity (and hence the right-hand side) is independent of ρ in the
stated range, while the right-hand side is independent of r in the stated range because that is
manifestly true for the left-hand side. 
34.4. Proof of Corollary 12. Lastly, we can give the
Proof of Corollary 12. The conclusion follows from Theorem 11 and our Theorem 27.2.
Indeed, Theorem 11 implies that, for a sufficiently large integer, m0, we have
‖A(tm0)−A′∞‖H1
A′∞
(X) < ε,
where ε is the positive constant in Theorem 27.2 and A′∞ = (Φ−1m0)
∗A∞. Moreover,
E (A(t)) ≥ lim
t→∞ E (A(t)) = E (A
′
∞), ∀ t ≥ 0,
and so the second alternative in Theorem 27.2 necessarily holds. Therefore,
‖A(t)−A′∞‖H1
A′∞
(X) → 0 as t→∞,
and the conclusion follows by relabeling the limiting connection, A∞, in Theorem 11. 
As we noted in Remark 2.17, it is possible to prove a weaker version of Corollary 12, namely
convergence modulo a C∞ path of C∞ gauge transformations without appeal Theorem 27.2.
To see this, we first claim that for every subsequence, {tm}m∈N ⊂ (0,∞) with tm → ∞ as
m → ∞, there is a sequence of gauge transformations, {Φm}m∈N ⊂ GE , such that the sequence,
{Φ∗mA(tm)}m∈N, converges to A∞ over X as m → ∞ in the sense of H1A0(X; Λ1 ⊗ gE). If not,
then there is a sequence, {tm}m∈N ⊂ (0,∞), such that for every sequence, {Φm}m∈N ⊂ GE ,
(34.36) ‖Φ∗mA(tm)−A∞‖H1A0 (X) ≥ ε, ∀m ∈ N,
for some constant, ε ∈ (0, 1]. However, by [115, Section 6.2.4] and the fact that Σ = ∅,
‖Ψ∗mA(tm)−A∞‖H2A0 (X) ≤ K, ∀m ∈ N,
for some constant, K ∈ [1,∞), and some sequence, {Ψm}m∈N ⊂ GE . (The preceding pair of
inequalities can be expressed more elegantly using distance functions on B(E) = A (E)/GE ,
as in [133].) According to [363], we can pass to a subsequence, relabeled as {m}, such that
{Ψ∗mA(tm)}m∈N, converges to a limit A′∞ on the bundle E over X as m → ∞ strongly in the
sense of W 1,pA0 (X; Λ
1 ⊗ gE) for any p ∈ [1, 4). The connection, A′∞, is anti-self-dual and, by the
uniqueness assertion of Theorem 11, is equivalent to A∞ by an element of GE , contradicting
(34.36).
Consequently, we have
distH2
[A0]
(X) ([A(t)], [A∞])→ 0, as t→∞,
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and similarly if A0 is replaced by A∞. Therefore, by the Slice Theorem for BE (see [133, Theorem
1.1]), for large enough T ∈ (0,∞) and each t ∈ [T,∞), there is a gauge transformation Φ(t) ∈ GE ,
unique up to {±idE} (since A∞ is irreducible) such that
d∗A∞ (Φ(t)
∗A(t)−A∞) = 0, ∀ t ≥ T,
and
‖Φ(t)∗A(t)−A∞‖H1A∞ (X) ≤ C distH2[A∞](X) ([A(t)], [A∞]) , ∀ t ≥ T,
for a constant C = C(A∞, h) ∈ [1,∞), where h is the Ka¨hler metric on X. Moreover, by the
proof of [133, Theorem 1.1], the family of gauge transformations, Φ(t) ∈ GE , can be shown to
depend smoothly on t ∈ [T,∞). Thus, we obtain a version of Corollary 12 with A(t) replaced by
Φ(t)∗A(t), for a C∞ path of C∞ gauge transformations, Φ(t).

CHAPTER 11
Solution to the anti-self-dual equation and applications
35. Solution to the anti-self-dual equation
In this section, we review a particular case of the gluing theorem for anti-self-dual and self-
dual connections [115, 134, 256, 340, 342, 343, 348]. If in Theorems 31.3 and 31.4 and
Theorem 31.6, after sufficiently many iterations, the limiting connections at a singularity time,
T ≤ ∞, are all smooth anti-self-dual connections on principal G bundles over X or S4, then the
limiting process can be reversed, under suitable conditions, with the aid of the gluing theorem to
produce an anti-self-dual connection, A˜ on P , which is H1A(X)-close to A(t1) for a time t1 ∈ [0, T )
close enough to T . The analogous statement holds for self-dual connections and so it is enough
to restrict our attention to the case of anti-self-dual connections.
A proof of a ‘gluing theorem’, at least in the context of anti-self-dual connections with no
small-eigenvalue obstructions to gluing, has the following principal steps:
(1) Perturbation of an approximate anti-self-dual connection to a solution of the anti-self-
dual equation. Given an approximate anti-self-dual connection, A, with sufficiently small
‖F+A ‖ (for some suitable norm ‖ · ‖) and a positive lower bound for the small eigenvalues
of the self-adjoint operator, d+Ad
+,∗
A , on L
2(X; Λ+⊗adP ), solve F+A+a = 0 for a = d+,∗A v ∈
Ω1(X; adP ), namely,
(35.1) d+Aa+ (a ∧ a)+ = −F+A on X,
that is, solve the following elliptic, quasilinear, second-order equation for v ∈ Ω+(X; adP ) ⊂
Ω2(X; adP ),
(35.2) d+Ad
+,∗
A v + (d
+,∗
A v ∧ d+,∗A v)+ = −F+A on X;
(2) Splicing construction of an approximate anti-self-dual connection. Construct an ap-
proximate anti-self-dual connection, A, by cut-and-paste splicing of an (approximate)
anti-self-dual connection on a principal G-bundle (with different topology) over X with
a set of anti-self-dual connections on trees of principal G-bundles over S4;
(3) Local a priori estimates for anti-self-dual connections. The estimates are applied over
annuli where connections are cut off in the splicing construction and are used to give the
required small bound for ‖F+A ‖;
(4) Positive lower bound for small eigenvalues. The positive lower bound is for the eigenval-
ues of the Laplace operator d+Ad
+,∗
A for a spliced connection, A, which is approximately
anti-self-dual.
A method of solving the anti-self-dual equation in the case where there is a positive lower bound
for the small eigenvalues of d+Ad
+,∗
A on Ω
+(X; adP ) — the only case we shall consider in this
monograph — was established by Taubes and comprises his [340, Theorem 3.2], proved in [340,
Sections 4 and 5]. Later refinements of Taubes’ fundamental result hinge on a) relaxing the
constraint that the small eigenvalues of d+Ad
+,∗
A have a positive lower bound [112, 115, 134,
411
412 11. SOLUTION TO THE ANTI-SELF-DUAL EQUATION AND APPLICATIONS
256, 342, 343, 344, 348, 349]; b) weakening the measure, ‖F+A ‖, of deviation from anti-self-
duality [134, 344, 348].
With the exception of [342, 349], all results which relax the constraint that the small eigen-
values of d+Ad
+,∗
A have a positive lower bound have achieved their goal by appealing to the concept
underlying the Kuranishi method [222] and replacing the anti-self-dual equation with its pro-
jection onto the complement of the eigenspace defined by the small eigenvalues, so they are no
longer solving the true anti-self-dual equation. The resulting solutions, ‘generalized’ or ‘extended’
anti-self-dual connections, are not necessarily even Yang-Mills connections, so this approach does
not have an obvious application in our monograph. In [342], Taubes extended his existence
results [340] from the case where b+(X) = 0 to b+(X) > 0 (though now assuming G = SU(2)
or SO(3)) but at cost of splicing finitely many additional anti-self-dual SU(2)-connections on the
four-dimensional sphere, S4, with second Chern class one (or ‘one-instantons’). Taubes’ idea
was extended by Taylor [349] (a Ph.D. student of Mrowka) to the case where G = SO(n) and
n ≥ 4. Unfortunately, neither Taubes’ nor Taylor’s results for the case b+(X) > 0 appear to be
applicable in our monograph since they involve splicing in additional instantons on S4 in order
to achieve existence of a solution to the anti-self-dual connection on a new principal G-bundle
with different topology than the one supporting the given or initially constructed approximate
anti-self-dual connection.
Since our monograph is concerned, more generally, with Yang-Mills connections which need
not be anti-self-dual, it is natural to ask whether it is possible to solve the Yang-Mills equation
(even on S4) by mimicking Taubes’ method for solving the anti-self-dual equation. Certainly,
one can use the splicing construction to build approximate Yang-Mills connections over a closed,
Riemannian, smooth manifold of arbitrary dimension using local a priori estimates for Yang-
Mills connections due to Taubes (for example, [343, Section 9] when X has dimension four) and
Uhlenbeck [364] to estimate the splicing error. However, the perturbation step is complicated by
the fact that the Hodge Laplace operator, ∆A = dAd
∗
A + d
∗
AdA on Ω
1(X; adP ), will have a non-
zero kernel, even in the simplest case of a Yang-Mills connection, A, over S4. (A similar problem
arises when gluing SO(3) monopoles [135].) Therefore, one is forced (apparently in all cases) to
apply the Kuranishi method and restrict attention to the projection of the Yang-Mills equation
onto the complement of the eigenspace defined by the small eigenvalues of ∆A on Ω
1(X; adP ).
When X has dimension four, this approach was implemented by Taubes in [343, Lemma 7.3]
and extended to higher-dimensional manifolds by Brendle in [52, Theorem 1.1]. Unfortunately,
neither result appears to be applicable in this monograph since there is no obvious condition (for
example, on the Riemannian metric) that would provide a positive lower bound for the small
eigenvalues of ∆A on Ω
1(X; adP ).
35.1. Perturbation of an approximate anti-self-dual connection to a solution of
the anti-self-dual equation. In this subsection, we review a special case of the perturbation
theorem for the anti-self-dual equation pioneered by Taubes [340, 342, 343, 348]. The actual
version we shall recall and use in our monograph is closest to one we established with Leness in
[134].
Theorem 35.1 (Perturbation of an approximate anti-self-dual connection to a unique solu-
tion of the anti-self-dual equation). [134, Proposition 7.6] Let X be a closed, four-dimensional,
oriented, smooth manifold with Riemannian metric, g, and let M ≥ 1 and Λ ≥ 1 be constants.
Then there are a constant, ε = ε(g,M,Λ) ∈ (0, 1], and a positive constant, C = C(g,M,Λ), with
the following significance. Let G be a compact Lie group, P a principal G-bundle over X, and A
an H4 connection on P with ‖F+A ‖L♯,2(X) ≤ ε, and ‖FA‖L2(X) ≤ M , and µ a positive constant
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such that Λ−1 ≤ µ ≤ Λ. Then there is a unique solution, v ∈ H2A(X; Λ+⊗adP )∩C(X; Λ+⊗adP ),
to equation (35.2) such that
‖v‖H1A(X) ≤ C‖F
+
A ‖L4/3(X),(35.3a)
‖v‖H2A(X) + ‖v‖C(X) ≤ C‖F
+
A ‖L♯,2(X).(35.3b)
Moreover, if A is an Hk connection, for k ≥ 4, then v ∈ Hk+1A (X; Λ+ ⊗ adP ).
Theorem 35.1 requires that F+A is small in the sense that ‖F+A ‖L♯,2(X) ≤ ε, for a suitable
ε ∈ (0, 1]. The reason for the presence of the stronger (but still scale-invariant) measure of
F+A in Theorem 35.1 is that its use allows a statement with constants, C, ε, that depend only
on the energy A, through a bound on ‖FA‖L2(X), rather than ‖FA‖Lp(X) as in [340, Theorem
3.2], together, of course, with a positive lower bound for the small eigenvalues of d+Ad
+,∗
A . A
version of Theorem 35.1 that only required ‖F+A ‖L2(X) ≤ ε would be more convenient but it is
appears difficult to couple that requirement with a simultaneous demand that C, ε depend only
on ‖FA‖Lp(X) when p = 2.
We recall the following result of Taubes, which we have translated from the self-dual setting
considered by Taubes to the anti-self-dual setting. Note that d+Ad
+,∗
A has discrete spectrum and
that its eigenvalues are non-negative and real. We omit Taubes’ hypothesis that G is semi-simple
since that plays no role in his proof of Theorem 35.3 but rather was included for the sake of
consistency with results of [19, 20].
Definition 35.2 (Least eigenvalue of d+Ad
+,∗
A ). [340, Definition 3.1] Let G be a compact
Lie group, P a principal G-bundle a closed, four-dimensional, oriented, Riemannian, smooth
manifold, and A an H1 connection on P . The least eigenvalue of d+Ad
+,∗
A on L
2(X; Λ+ ⊗ adP ) is
(35.4) µ(A) := inf
v∈Ω+(X;adP )\{0}
‖d+,∗A v‖2L2(X)
‖v‖2
L2(X)
.
We then have the
Theorem 35.3 (Perturbation of an approximate anti-self-dual connection to a unique solution
of the anti-self-dual equation). [340, Theorem 3.2] Let X be a closed, four-dimensional, oriented,
smooth manifold with Riemannian metric, g. Then there are a constant, ε = ε(g) ∈ (0, 1], and a
positive constant, c = c(g), with the following significance. Let G be a compact Lie group, P a
principal G-bundle over X, and A an H2 connection on P obeying
(35.5) µ(A) > 0 and δ(A) < ε,
where
δ(A) := ‖FA‖L2(X) + ζ(A)‖F+A ‖L4/3(X)
(
1 + ‖FA‖L4(X)
)
,(35.6a)
ζ(A) := µ(A)−1/2
(
1 + µ(A) + ‖F+A ‖3L3(X)
)−1/2
,(35.6b)
where µ(A) is as in (35.4). Then there is a unique solution, v ∈ H2A(X; Λ+ ⊗ adP ), to equation
(35.2) such that
(35.7) ‖d+,∗A v‖H1A(X) ≤ c‖F
+
A ‖L2(X).
Moreover, if A is an Hk connection, for k ≥ 3, then v ∈ Hk+1A (X; Λ+ ⊗ adP ).
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A stronger version of Theorem 35.3 in its essential ingredients (with a requirement that
‖F+A ‖L2(X) ≤ ε and ‖F+A ‖Lp(X) ≤ M for some p > 2, where ε ∈ (0, 1] and M ≥ 1 can be
specified independently), can be recovered from Theorem 35.1 using the Sobolev embedding for
Lp(X) →֒ L♯(X) with p > 2 given by Lemma 15.1 and a Sobolev norm interpolation inequality
[149, Equation (7.9)] for ‖ · ‖Lp(X). Indeed, Lemma 15.1 provides a positive constant, c = c(g),
such that
‖F+A ‖L♯(X) ≤ c‖F+A ‖L8/3(X),
while the interpolation inequality [149, Equation (7.9)] with p = 2, q = 8/3, r = 4, and λ ∈ (0, 1)
defined by 3/8 = λ/2 + (1− λ)/4, namely λ = 1/2, gives
‖F+A ‖L♯(X) ≤ c‖F+A ‖1/2L2(X)‖F+A ‖
1/2
L4(X)
.
Thus, if ‖F+A ‖L2(X) ≤ ε and ‖F+A ‖L4(X) ≤M , we obtain
‖F+A ‖L♯(X) ≤ cMε1/2.
Obviously, the preceding bound is only useful if we can assume that ε ∈ (0, 1] can be made
arbitrarily small whileM is fixed. As [340, Proposition 8.6] illustrates, this is sometimes possible,
where the Taubes’ family of approximately anti-self-dual connections, Aλ for λ ∈ (0, 12 Inj(X, g)],
obeys the bounds
‖F+Aλ‖Lp(X) ≤ cλ
2/p,(35.8a)
‖FAλ‖Lp(X) ≤ cλ(4/p)−2, ∀ p ∈ [1,∞),(35.8b)
for a positive constant c depending at most on the Riemannian metric, g.
It is also possible to perturb an approximately anti-self-dual connection, A, to one that is
exactly anti-self-dual in the setting of Theorem 35.1, but with a hypothesis that ‖F+A ‖L2(X) ≤ ε
rather than ‖F+A ‖L2,♯(X) ≤ ε. However, in this case, the perturbation need not be small or obey
the a priori estimates (35.3) or (35.7). To construct this perturbation, Taubes’ considers the
Cauchy problem for the anti-self-dual curvature flow [344, Equations (5.3) and (5.4)] (which we
have translated from Taubes’ self-dual flow) for a path of connections, A(t), on P for t ≥ 0,
(35.9)
∂A
∂t
= d+,∗A (d
+
Ad
+,∗
A + 1)
−1F+A , A(0) = A0.
In [344, Lemma 5.4], Taubes establishes the existence and uniqueness of a global solution, A on
[0,∞)× P , to (35.9) provided ‖F+A0‖L2(X) ≤ ε and ε = ε(g,G) ∈ (0, 1] is sufficiently small. From
[344, Equations (5.5), (5.6), and (5.7)], one knows that both ‖F+A (t)‖L2(X) and ‖F+A (t)‖L♯(X)
are non-increasing functions of t ∈ [0,∞) when A(t) evolves according to (35.9). It is difficult,
without further hypotheses, to prove that the solution, A(t), converges as t→∞ to a limit, A∞,
on P (which would then necessarily obey F+A∞ = 0).
In an earlier article, where (X, g) is the four-dimensional sphere, S4, with its standard round
metric of radius one, Taubes considers the following, essentially equivalent, version [341, Equa-
tions (3.2) and (3.3)] of (35.9), namely
(35.10)
∂A
∂t
= d+,∗A (d
+
Ad
+,∗
A )
−1F+A , A(0) = A0.
In writing (d+Ad
+,∗
A )
−1 in (35.10), Taubes’ exploits the well-known Bochner-Weitzenbo¨ck formula
[144, Appendix C] for d+Ad
+,∗
A , which we recall here. For a Riemannian metric g on a four-
dimensional, oriented manifold, X, let Rg(x) denote its scalar curvature at a point x ∈ X and
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W ±g (x) ∈ End(Λ±x ), denote its self-dual and anti-self-dual Weyl curvature tensors at x, where
Λ2x = Λ
+
x ⊕ Λ−x . Set
w±g (x) := Largest eigenvalue of W
±
g (x), ∀x ∈ X.
One then has the following Bochner-Weitzenbo¨ck formula [144, Equation (6.26) and Appendix
C, p. 174], [158, Equation (5.2)],
(35.11) 2d+Ad
+,∗
A v = ∇∗A∇Av +
(
1
3
R− 2w+
)
v + {F+A , v}, ∀ v ∈ Ω+(X; adP ).
We shall call a Riemannian metric, g, positive if there is a metric g˜, conformally equivalent to g
(so g˜ = e2fg for some f ∈ C∞(X)), such that
(35.12)
1
3
Rg˜ − 2w+g˜ > 0 on X,
that is, the operator Rg˜/3−2W +g˜ ∈ End(Λ+) is pointwise positive definite. Of course, the simplest
example is the standard round metric of radius one on S4, where R = 1 and w+ = 0.
WhenX has a positive Riemannian metric, g, Taubes establishes existence of a global solution,
A(t) on [0,∞) × P , together with convergence of A(t) as t → ∞ to a limit, A∞, on P in his
[341, proof of Proposition 3.1, p. 352] and [341, Lemma 3.3], respectively, when ‖F+A0‖L2(X) ≤ ε.
While his [341, Proposition 3.1] is only stated for the case of S4 with its standard round metric
of radius one, all of Taubes’ analysis in [341, Section 3] is applied in this more general context.
A related version of Taubes’ anti-self-dual flow was investigated by Hong and Zheng in [187,
392], who may have been unaware of Taubes’ earlier work on this topic. They consider a path
v(t) ∈ Ω+(X; adP ) for t ≥ 0 defined by
(35.13)
∂v
∂t
= F+(A0 + d
+,∗
A0
v), v(0) = v0.
However, while they obtain some interesting partial results for the flow (35.13), they do not
establish global existence or convergence.
35.2. A priori estimates for the operators d+,∗A and d
+
Ad
+,∗
A . We begin by recalling
the following useful a priori estimates from [134, Lemma 6.6], based in turn on estimates due
to Taubes in [340, Lemma 5.2] and in [342, Appendix A]. For the sake of consistency, we shall
assume that the section, v, of Λ+⊗adP and connection, A, on P are both C∞; a priori estimates
with weaker regularities follow by approximation.
Lemma 35.4 (An a priori L2 estimate for d+,∗A and L
4/3 estimate for d+Ad
+,∗
A ). [134, Lemma
6.6] Let X be a closed, four-dimensional, oriented, smooth manifold with Riemannian metric, g.
Then there are positive constants, c = c(g) and ε = ε(g) ∈ (0, 1], with the following significance.
If G is a compact Lie group, A is a connection of class C∞ on a principal G-bundle P over X
with
(35.14) ‖F+A ‖L2(X) ≤ ε,
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and v ∈ Ω+(X; adP ), then1
‖v‖H1A(X) ≤ c(‖d
+,∗
A v‖L2(X) + ‖v‖L2(X)),(35.15)
‖v‖L4(X) ≤ c(‖d+,∗A v‖L2(X) + ‖v‖L2(X)),(35.16)
‖d+,∗A v‖L2(X) ≤ c‖d+Ad+,∗A v‖L4/3(X) + ‖v‖L2(X)),(35.17)
‖v‖H1A(X) ≤ c(‖d
+
Ad
+,∗
A v‖L4/3(X) + ‖v‖L2(X)).(35.18)
Proof. The a priori estimates (35.15) and (35.17) are given by [134, Lemma 6.6] and (35.18)
is a trivial consequence of those. The a priori estimate (35.16) is obtained by combining (35.15)
with the Kato Inequality (26.18) and the Sobolev embedding H1(X) →֒ L4(X). 
We next establish the following Lp analogue of the a priori L∞ estimate [133, Lemma 5.3,
Item (1)].
Lemma 35.5 (An a priori Lp estimate for the connection Laplace operator). Let X be a
closed, smooth manifold of dimension d ≥ 4 and Riemannian metric, g, and q ∈ (d,∞). Then
there is a positive constant, c = c(g, q), with the following significance. Let r ∈ (d/3, d/2) be
defined by 1/r = 2/d + 1/q. Let A be a Riemannian connection of class C∞ on a Riemannian
vector bundle E over X with covariant derivative ∇A and curvature FA. If v ∈ C∞(X;E), then
(35.19) ‖v‖Lq(X) ≤ c
(‖∇∗A∇Av‖Lr(X) + ‖v‖Lr(X)) .
Proof. We adapt the proof of the estimate [133, Lemma 5.3, Item (1)]. For any v ∈
C∞(X;E), we have the pointwise identity (18.4), namely
|∇Av|2 + 1
2
d∗d|v|2 = 〈∇∗A∇Av, v〉 on X,
and thus,
|∇Av|2 + 1
2
(1 + d∗d)|v|2 = 〈∇∗A∇Av, v〉 +
1
2
|v|2 on X.
As in [133, Section 5.1], we let G ∈ C∞(X×X \∆;R) denote the Green kernel for the augmented
Laplace operator, d∗d + 1, on C∞(X;R), where ∆ denotes the diagonal of X × X. Using the
preceding identity and the fact that∫
X
G(x, ·)(d∗d+ 1)|v|2 dV = |v|2(x), ∀x ∈ X,
we obtain∫
X
G(x, ·)|∇Av|2 d vol +1
2
|v|2(x)
≤
∫
X
G(x, ·)|〈∇∗A∇Av, v〉| d vol +
1
2
∫
X
G(x, ·)|v|2 d vol, ∀x ∈ X.
Writing the Green operator, G := (d∗d+ 1)−1, as
(Gv)(x) :=
∫
X
G(x, ·)v d vol, ∀x ∈ X,
we observe that G extends to define a bounded operator,
G : Ls(X)→ Lt(X),
1We correct a typographical error in the statement of inequality (2) in [134, Lemma 6.6], where the term
‖v‖L2(X) was omitted on the right-hand side.
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when s ∈ (1, d/2) and t ∈ (d/2,∞) satisfy 1/s = 2/d+1/t since a fortiori G extends to a bounded
operator,
G : Ls(X)→W 2,s(X),
and W 2,s(X) →֒ Lt(X) is a continuous embedding by [5, Theorem 4.12] when t is defined as
above. In particular, there is a positive constant, c = c(g, s), such that
‖Gf‖Lt(X) ≤ c‖f‖Ls(X), ∀ f ∈ Ls(X).
Therefore, expressing the preceding inequality for v more compactly as
G(|∇Av|2) + 1
2
|v|2 ≤ G|〈∇∗A∇Av, v〉| +
1
2
G(|v|2) on X,
and dropping the first term on the left, we find that, for c = c(g, s),
‖|v|2‖Lt(X) ≤ 2‖G|〈∇∗A∇Av, v〉|‖Lt(X) + ‖G(|v|2)‖Lt(X)
≤ c‖〈∇∗A∇Av, v〉‖Ls(X) + c‖|v|2‖Ls(X).
Using
1
s
=
2
d
+
1
t
=
2
d
+
1
2t
+
1
2t
=
d+ 4t
2dt
+
1
2t
,
we see that
‖〈∇∗A∇Av, v〉‖Ls(X) ≤ ‖∇∗A∇Av‖L2dt/(d+4t)(X)‖v‖L2t(X),
‖|v|2‖Ls(X) ≤ ‖v‖L2dt/(d+4t)(X)‖v‖L2t(X).
Therefore,
‖v‖2L2t(X) ≤ c‖∇∗A∇Av‖L2dt/(d+4t)(X)‖v‖L2t(X) + c‖v‖L2dt/(d+4t)(X)‖v‖L2t(X),
and thus, for v not identically zero,
‖v‖L2t(X) ≤ c
(
‖∇∗A∇Av‖L2dt/(d+4t)(X) + ‖v‖L2dt/(d+4t)(X)
)
,
for any t ∈ (d/2,∞). But (d + 4t)/(2dt) = 1/(2t) + 2/d, so writing q = 2t ∈ (d,∞) and
r = 2dt/(d + 4t) ∈ (d/3, d/2) (for t ∈ (d/2,∞)) yields (35.19), where 1/r = 2/d+ 1/q. 
We now apply Lemma 35.5 to E = Λ+ ⊗ adP with Riemannian connection induced by a
connection A on P and the Levi-Civita connection TX.
Lemma 35.6 (An a priori Lp estimate for d+Ad
+,∗
A ). Let X be a closed, four-dimensional,
oriented, smooth manifold, X, with Riemannian metric, g, and q ∈ [4,∞). Then there are
positive constants, c = c(g, q) ∈ [1,∞) and ε = ε(g, q) ∈ (0, 1], with the following significance.
Let r ∈ [4/3, 2) be defined by 1/r = 1/2+ 1/q. Let G be a compact Lie group and A a connection
of class C∞ on a principal bundle P over X that obeys the curvature bound (35.14). If v ∈
Ω+(X; adP ), then
(35.20) ‖v‖Lq(X) ≤ c
(
‖d+Ad+,∗A v‖Lr(X) + ‖v‖Lr(X)
)
.
Proof. We first dispose of the simplest case, q = 4 and r = 4/3. We combine the Kato
Inequality (26.18), Sobolev embedding H1(X) →֒ L4(X), and a priori estimate (35.18) to give
‖v‖L4(X) ≤ c(‖d+Ad+,∗A v‖L4/3(X) + ‖v‖L2(X)).
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Substituting the interpolation inequality, ‖v‖L2(X) ≤ ‖v‖1/2L4/3(X)‖v‖
1/2
L4(X)
, in the preceding esti-
mate yields, for any ζ > 0,
‖v‖L4(X) ≤ c‖d+Ad+,∗A v‖L4/3(X) + c‖v‖1/2L4/3(X)‖v‖
1/2
L4(X)
≤ c‖d+Ad+,∗A v‖L4/3(X) +
c
2ζ
‖v‖L4/3(X) +
cζ
2
‖v‖L4(X).
We obtain (35.20) when q = 4 and r = 4/3 from the preceding inequality by choosing ζ = 1/c.
For the remainder of the proof, we assume q ∈ (4,∞) and r ∈ (4/3, 2). The Bochner-
Weitzenbo¨ck formula (35.11), namely,
2d+Ad
+,∗
A = ∇∗A∇A +
(
R
3
− 2w+
)
+ {F+A , ·},
yields, for v ∈ Ω+(X; adP ),
‖∇∗A∇Av‖Lr(X) ≤ 2‖d+Ad+,∗A v‖Lr(X) + c‖v‖Lr(X) + ‖{F+A , v}‖Lr(X),
and some c = c(g). Since 1/r = 1/2 + 1/q by hypothesis, we see that
‖{F+A , v}‖Lr(X) ≤ c‖F+A ‖L2(X)‖v‖Lq(X),
for some c = c(g). Combining the preceding inequalities with the estimate (35.19) yields
‖v‖Lq(X) ≤ c‖d+Ad+,∗A v‖Lr(X) + c‖v‖Lr(X) + c‖F+A ‖L2(X)‖v‖Lq(X),
for some c = c(g, q). Provided c‖F+A ‖L2(X) ≤ 1/2, rearrangement gives (35.20) when r ∈ (4/3, 2).

Finally, we recall the following analogues of Lemmata 35.5 and 35.6 when q =∞ and r = 2.
Lemma 35.7. [133, Lemma 5.8] Let X be a closed, four-dimensional, smooth manifold with
Riemannian metric, g. Then there is a positive constant, c = c(g), with the following significance.
Let A be a Riemannian connection of class C∞ on a Riemannian vector bundle E over X with
covariant derivative ∇A and curvature FA. If v ∈ C∞(X;E), then
‖v‖H2A(X) + ‖v‖C(X) ≤ c
(
1 + ‖FA‖L2(X)
) (‖∇∗A∇Av‖L♯,2(X) + ‖v‖L2(X)) .
We apply Lemma 35.7 to E = Λ+⊗adP with Riemannian connection induced by a connection
A on P and the Levi-Civita connection TX.
Lemma 35.8. [133, Lemma 5.9] Let X be a closed, four-dimensional, oriented, smooth man-
ifold with Riemannian metric, g. Then there is a positive constant, c = c(g), with the following
significance. Let G be a compact Lie group and A a connection of class C∞ on a principal bundle
P over X that obeys the curvature bound,
(35.21) ‖F+A ‖L♯,2(X) < ε.
If v ∈ Ω+(X; adP ), then
(35.22) ‖v‖H2A(X) + ‖v‖C(X) ≤ c
(
1 + ‖FA‖L2(X)
) (‖d+Ad+,∗A v‖L♯,2(X) + ‖v‖L2(X)) .
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If one seeks an Lp analogue of the a priori elliptic estimate in Lemma 35.8 where the norm
on the right-hand-side of (35.22) is replaced by W 2,p for p > 2, replacement of the condition
(35.21) by one on ‖F+A ‖Lp(X) is to be expected but unfortunately it no longer appears to be
possible for the estimate constant to depend at most on the connection, A, through its energy,
E (A) = 12‖FA‖2L2(X).
Lemma 35.10 in the sequel appears to provide an Lp extension of Lemma 35.8 which is
optimal with regard to dependence on A when p > 2. Before stating that result, we shall need
an elementary lemma allowing us to compare Sobolev norms defined by two nearby connections,
A0 and A1 on P .
Lemma 35.9 (Comparison estimates for W k,p Sobolev norms defined by connections that are
W k−1,4-close). Let G be a compact Lie group and P a principal G-bundle over a closed, connected,
four-dimensional, smooth manifold, X, with Riemannian metric, g, and p ∈ [2, 4). Then there is
a positive constant, δ = δ(g, p) ∈ (0, 1], with the following significance.
(1) If A0, A1 are L
4 connections on P such that
‖A0 −A1‖L4(X) ≤ δ,
then
(35.23)
1
4
‖b‖W 1,pA1 (X) ≤ ‖b‖W 1,pA0 (X) ≤ 4‖b‖W 1,pA1 (X), ∀ b ∈W
1,p
A0
(X; Λ1 ⊗ adP ).
(2) If A0, A1 are W
1,4 connections on P such that
‖A0 −A1‖W 1,4A0 (X) ≤ δ or ‖A0 −A1‖W 1,4A1 (X) ≤ δ,
then
(35.24)
1
8
‖b‖W 2,pA1 (X) ≤ ‖b‖W 2,pA0 (X) ≤ 8‖b‖W 2,pA1 (X), ∀ b ∈W
2,p
A0
(X; Λ1 ⊗ adP ).
Proof. Define q ∈ [4,∞) by 1/p = 1/4 + 1/q. For any b ∈W 1,pA0 (X; Λ1 ⊗ adP ), we have
∇A1b = ∇A0b+ [A1 −A0, b].
The Ho¨lder Inequality, Sobolev embeddingW 1,p(X) →֒ Lq(X) [5, Theorem 4.12], with embedding
constant denoted by κp = κp(g, p), and Kato Inequality (26.18) give
‖∇A1b‖Lp(X) ≤ ‖∇A0b‖Lp(X) + 2‖A0 −A1‖L4(X)‖b‖Lq(X)
≤ ‖∇A0b‖Lp(X) + 2κp‖A0 −A1‖L4(X)‖b‖W 1,pA1 (X)
≤ ‖∇A0b‖Lp(X) + 2κp‖A0 −A1‖L4(X)
(‖b‖Lp(X) + ‖∇A1b‖Lp(X)) .
We now choose δ = δ(g, p) ∈ (0, 1] so that 2κpδ ≤ 1/2 and hence
‖∇A1b‖Lp(X) ≤ ‖∇A0b‖Lp(X) +
1
2
(‖b‖Lp(X) + ‖∇A1b‖Lp(X)) ,
so that, after rearranging,
(35.25) ‖∇A1b‖Lp(X) ≤ 2‖∇A0b‖Lp(X) + ‖b‖Lp(X).
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In particular, we find that
‖b‖
W 1,pA1
(X)
=
(
‖∇A1b‖pLp(X) + ‖b‖pLp(X)
)1/p
≤ ‖∇A1b‖Lp(X) + ‖b‖Lp(X)
≤ 2 (‖∇A0b‖Lp(X) + ‖b‖Lp(X))
≤ 4‖b‖
W 1,pA0
(X)
,
which gives (35.23). Similarly,
‖b‖W 2,pA1 (X) =
(
‖∇2A1b‖pLp(X) + ‖∇A1b‖
p
Lp(X) + ‖b‖
p
Lp(X)
)1/p
≤ ‖∇2A1b‖Lp(X) + ‖∇A1b‖Lp(X) + ‖b‖Lp(X)
≤ ‖∇2A1b‖Lp(X) + 2
(‖∇A0b‖Lp(X) + ‖b‖Lp(X)) (by (35.25)).
Writing A1 = A0 + a for brevity in the calculations below, we have
∇2A1b = ∇A0+a(∇A0b+ [a, b])
= ∇2A0b+∇A0 [a, b] + [a, [a, b]]
= ∇2A0b+ [∇A0a, b]− [a,∇A0b] + [a, [a, b]].
Therefore, the Ho¨lder Inequality, Sobolev embedding W 1,p(X) →֒ Lq(X) [5, Theorem 4.12], and
Kato Inequality (26.18) yield
‖∇2A1b‖Lp(X) ≤ ‖∇2A0b‖Lp(X) + 2‖∇A0a‖L4(X)‖b‖Lq(X) + 2‖a‖L4(X)‖∇A0b‖Lq(X)
+ 2‖a‖L4(X)‖[a, b]‖Lq (X)
≤ ‖∇2A0b‖Lp(X) + 2κp‖∇A0a‖L4(X)‖b‖W 1,pA0 (X) + 2κp‖a‖L4(X)‖∇A0b‖W 1,pA0 (X)
+ 2κp‖a‖L4(X)‖[a, b]‖W 1,pA0 (X).
Since ∇A0 [a, b] = [∇A0a, b]− [a,∇A0b], we similarly find that
‖[a, b]‖W 1,pA0 (X) ≤ ‖∇A0 [a, b]‖Lp(X) + ‖[a, b]‖Lp(X)
≤ ‖[∇A0a, b]‖Lp(X) + ‖[a,∇A0b]‖Lp(X) + 2‖a‖L4(X)‖b‖Lq(X)
≤ 2‖∇A0a‖L4(X)‖b‖Lq(X) + 2‖a‖L4(X)‖∇A0b‖Lq(X) + 2‖a‖L4(X)‖b‖Lq(X)
≤ 2κp‖a‖W 1,4A0 (X)
(
‖∇A0b‖W 1,pA0 (X) + 2‖b‖W 1,pA0 (X)
)
≤ 6κp‖a‖W 1,4A0 (X)‖b‖W 2,pA0 (X).
Combining the preceding inequalities yields,
‖b‖
W 2,pA1
(X)
≤ ‖∇2A1b‖Lp(X) + 2
(‖∇A0b‖Lp(X) + ‖b‖Lp(X))
≤ ‖∇2A0b‖Lp(X) + 2κp‖∇A0a‖L4(X)‖b‖W 1,pA0 (X) + 2κp‖a‖L4(X)‖b‖W 2,pA0 (X)
+ 12κ2p‖a‖L4(X)‖a‖W 1,4A0 (X)‖b‖W 2,pA0 (X) + 4‖b‖W 1,pA0 (X).
Hence, for small enough δ = δ(g, p) ∈ (0, 1] and ‖a‖W 1,4A0 (X) ≤ δ, we obtain
‖b‖
W 2,pA1
(X)
≤ 8‖b‖
W 2,pA0
(X)
,
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which gives (35.24). By symmetry, we also have (35.24) if ‖a‖W 1,4A1 (X) ≤ δ. This completes the
proof of Lemma 35.9. 
Of course, the norms on W k,pA0 (X; Λ
1 ⊗ adP ) and W k,pA1 (X; Λ1 ⊗ adP ) remain equivalent re-
gardless of the size of ‖A0 −A1‖W k−1,pA0 (X) or ‖A0 −A1‖W k−1,pA1 (X), but then the equivalences will
no longer take the form given in Lemma 35.9 with universal numerical constants.
Lemma 35.10 (A priori L2 and Lp estimates for solutions to the anti-self-dual equation). Let
G be a compact Lie group, P a principal G-bundle over a closed, connected, four-dimensional,
smooth manifold, X, with Riemannian metric, g, and µ0 ∈ (0,∞) a constant.
(1) If E0 ∈ (0,∞) is a constant, then there are constants, δ = δ(g) ∈ (0, 1] and C0 =
C0(E0, g, µ0) ∈ [1,∞) with the following significance. If A0 is a W 1,4 connection on P
such that
‖F+A0‖L♯,2(X) ≤ ε,(35.26a)
‖FA0‖L2(X) ≤ E0,(35.26b)
µ(A0) ≥ µ0,(35.26c)
where µ(A0) is as in (35.4), and
(35.27) ‖d+,∗A0 v‖L2♯,4(X) ≤ δ,
where L2♯,4(X) = L2♯(X) ∩ L4(X) is as in (15.3), then
‖d+,∗A0 v‖L2♯,4(X) ≤ C0‖F+A0‖L♯,2(X),(35.28a)
‖d+,∗A0 v‖H1A1 (X) ≤ C0‖F
+
A0
‖L♯,2(X),(35.28b)
‖v‖H2A0 (X) + ‖v‖C(X) ≤ C0‖F
+
A0
‖L♯,2(X).(35.28c)
(2) If A1 is a W
1,4 connection on P and p ∈ [2, 4) and q ∈ [4,∞) is defined by 1/p =
1/4+1/q, then there are constants, δ = δ(g, p) ∈ (0, 1] and C = C([A1], g, p, µ0) ∈ [1,∞)
with the following significance. If A0 is a W
1,4 connection on P that obeys (35.26c) and
(35.29) ‖d+,∗A0 v‖L4(X) ≤ δ,
then
‖d+,∗A0 v‖Lq(X) ≤ C‖F+A0‖Lp(X),(35.30a)
‖d+,∗A0 v‖W 1,pA1 (X) ≤ C‖F
+
A0
‖Lp(X),(35.30b)
‖v‖W 2,pA1 (X) ≤ C‖F
+
A0
‖Lp(X),(35.30c)
‖F (A0 + d+,∗A0 v)‖Lp(X) ≤ ‖FA0‖Lp(X) + C‖F+A0‖Lp(X).(35.30d)
Proof. By expanding the g-anti-self-dual equation, F+(A0 + d
+,∗
A0
v) = 0, in the usual way,
one obtains,
(35.31) d+A0d
+,∗
A0
v + (d+,∗A0 v ∧ d
+,∗
A0
v)+ = −F+A0 ,
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In the sequel, we let c = c(g) denote a positive constant depending at most on the Riemannian
metric, g. We first consider the case p = 2:
‖v‖H2A0 (X) + ‖v‖C(X)
≤ c (1 + ‖FA0‖L2(X)) (‖d+A0d+,∗A0 v‖L♯,2(X) + ‖v‖L2(X)) (by Lemma 35.8)
≤ c (1 + ‖FA0‖L2(X)) (1 + µ(A0)−1) ‖d+A0d+,∗A0 v‖L♯,2(X) (by (35.4))
≤ c (1 + ‖FA0‖L2(X)) (1 + µ(A0)−1)(‖F+A0‖L♯,2(X) + ‖d+,∗A0 v ∧ d+,∗A0 v‖L♯,2(X))
(by (35.31))
≤ c (1 + ‖FA0‖L2(X)) (1 + µ(A0)−1)(‖F+A0‖L♯,2(X) + ‖d+,∗A0 v‖2L2♯,4(X))
(by Lemma 15.3)
≤ c (1 + ‖FA0‖L2(X)) (1 + µ(A0)−1)
×
(
‖F+A0‖L♯,2(X) + (κ♯ + κ2)‖d
+,∗
A0
v‖L2♯,4(X)‖d+,∗A0 v‖H1A0 (X)
)
,
where we apply the Sobolev embedding H1(X) →֒ L2♯(X) from Lemma 15.1 with constant
κ♯ = κ♯(2), the usual embedding H
1(X) →֒ L4(X) [5, Theorem 4.12] with constant κ2 = κ2(g),
and the Kato Inequality (26.18) to obtain the last inequality. Hence, for ‖d+,∗A0 v‖L2♯,4(X) ≤ δ as
in (35.27) and small enough δ = δ(E0, g, µ(A0)) ∈ (0, 1], rearrangement gives
‖v‖H2A0 (X) + ‖v‖C(X) ≤ C0‖F
+
A0
‖L♯,2(X),
with constant C0 = C0(E0, g, µ(A0)), which is the desired estimate (35.28c). Since
‖d+,∗A0 v‖L2♯,4(X) ≤ (κ♯ + κ2)‖d
+,∗
A0
v‖H1A0 (X),
‖d+,∗A0 v‖H1A0 (X) ≤ ‖v‖H2A0 (X),
we also obtain the estimates (35.28a) and (35.28b).
For p ∈ [2, 4) and q ∈ [4,∞), equation (35.31) gives
‖d+A0d
+,∗
A0
v‖Lp(X) ≤ ‖F+A0‖Lp(X) + 2‖d
+,∗
A0
v‖L4(X)‖d+,∗A0 v‖Lq(X)
≤ ‖F+A0‖Lp(X) + 2δ‖d
+,∗
A0
v‖Lq(X) (by (35.29))
≤ ‖F+A0‖Lp(X) + 2δ‖∇A0v‖Lq(X)
≤ ‖F+A0‖Lp(X) + 2δκp‖∇A0v‖W 1,pA0 (X)
≤ ‖F+A0‖Lp(X) + 2δκp‖v‖W 2,pA0 (X),
where we have applied the Sobolev embedding W 1,p(X) →֒ Lq(X) with embedding constant κp
[5, Theorem 4.12] and Kato Inequality (26.18) above. Because the norms on W 2,pA0 (X; Λ
1 ⊗ adP )
and W 2,pA1 (X; Λ
1 ⊗ adP ) are equivalent via universal constants by Lemma 35.9, the preceding
inequality yields
(35.32) ‖d+A0d
+,∗
A0
v‖Lp(X) ≤ ‖F+A0‖Lp(X) + 16δκp‖v‖W 2,pA1 (X).
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By Theorem 14.60, we have an a priori Lp estimate for the elliptic operator, d+A1d
+,∗
A1
, namely
(35.33) ‖v‖W 2,pA1 (X) ≤ C1
(
‖d+A1d
+,∗
A1
v‖Lp(X) + ‖v‖Lp(X)
)
, ∀ v ∈W 2,pA1 (X; Λ1 ⊗ adP ),
with constant C1 = C1([A1], g, p). A simple modification of the calculations in the proof of
Lemma 35.9 that lead to the pair of inequalities (35.24) also give
(35.34)
1
8
‖d+A1d
+,∗
A1
v‖Lp(X) ≤ ‖d+A0d
+,∗
A0
v‖Lp(X) ≤ 8‖d+A1d
+,∗
A1
v‖Lp(X), ∀ v ∈W 2,pA0 (X; Λ+ ⊗ adP ).
Therefore, using ‖v‖L4/3(X) ≤ c‖v‖L2(X) ≤ cµ(A0)−1‖d+A0d
+,∗
A0
v‖L2(X) in the calculations below,
‖v‖
W 2,pA1
(X)
≤ 8C1
(
‖d+A1d
+,∗
A1
v‖Lp(X) + ‖v‖Lp(X)
)
(by (35.33))
≤ 8C1
(
8‖d+A0d
+,∗
A0
v‖Lp(X) + ‖v‖Lp(X)
)
(by (35.34)).
Since p ∈ [2, 4) (and in particular, p ≤ 4), we can apply Lemma 35.6 to deduce that
‖v‖Lp(X) ≤ cp
(
‖d+A0d
+,∗
A0
v‖L4/3(X) + ‖v‖L4/3(X)
)
≤ cp‖d+A0d
+,∗
A0
v‖Lp(X) + ‖v‖L2(X)
≤ cp‖d+A0d
+,∗
A0
v‖Lp(X) + µ(A0)−1‖d+A0d
+,∗
A0
v‖L2(X)
≤ cp
(
1 + µ(A0)
−1) ‖d+A0d+,∗A0 v‖Lp(X).
Combining the preceding inequalities gives
‖v‖W 2,pA1 (X) ≤ 64C1‖d
+
A0
d+,∗A0 v‖Lp(X) + 8ccpC1
(
1 + µ(A0)
−1) ‖d+A0d+,∗A0 v‖L2(X)
≤ 8C1(8 + ccp)
(
1 + µ(A0)
−1) ‖d+A0d+,∗A0 v‖Lp(X)
≤ 8C1(8 + ccp)
(
1 + µ(A0)
−1)(‖F+A0‖Lp(X) + 16δκp‖v‖W 2,pA1 (X)
)
(by (35.32))
Thus, for small enough δ = δ([A1], g, p, µ(A0)) ∈ (0, 1], rearrangement yields
‖v‖W 2,pA1 (X) ≤ 16C1(8 + ccp)
(
1 + µ(A0)
−1) ‖F+A0‖Lp(X),
and this is the desired estimate (35.30c). The inequalities (35.30a) and (35.30b) follow from
‖d+,∗A0 v‖Lq(X) ≤ κp‖d
+,∗
A0
v‖W 1,pA1 (X),
‖d+,∗A0 v‖W 1,pA1 (X) ≤ ‖v‖W 2,pA1 (X).
It remains to estimate the Lp norm of the curvature of Aasd := A0 + d
+,∗
A0
v. From
F (Aasd) = FA0 + dA0d
+,∗
A0
v + d+,∗A0 v ∧ d
+,∗
A0
v,
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we obtain
‖F (Aasd)‖Lp(X) ≤ ‖FA0‖Lp(X) + ‖dA0d+,∗A0 v‖Lp(X) + 2‖d
+,∗
A0
v‖L4(X)‖d+,∗A0 v‖Lq(X)
≤ ‖FA0‖Lp(X) + ‖F+A0‖Lp(X) + 16δκp‖v‖W 2,pA1 (X) + 2δ‖d
+,∗
A0
v‖Lq(X)
(by (35.32) and (35.29))
≤ ‖FA0‖Lp(X) + ‖F+A0‖Lp(X) + 16δκp‖v‖W 2,pA1 (X) + 2δκp‖d
+,∗
A0
v‖W 1,pA0 (X)
≤ ‖FA0‖Lp(X) + ‖F+A0‖Lp(X) + 16δκp‖v‖W 2,pA1 (X) + 2δκp‖v‖W 2,pA0 (X)
≤ ‖FA0‖Lp(X) + ‖F+A0‖Lp(X) + 32δκp‖v‖W 2,pA1 (X) (by Lemma 35.9).
Combining the preceding estimate with our bound (35.30c) for ‖v‖W 2,pA1 (X) yields
‖F (Aasd)‖Lp(X) ≤ ‖FA0‖Lp(X) + ‖F+A0‖Lp(X)
+ 32δκp
(
128C1(8 + ccp)
(
1 + µ(A0)
−1) ‖F+A0‖Lp(X)) ,
and thus we obtain (35.30d), with constant C = C([A1], g, p, µ(A0)). 
35.3. Continuity of the least eigenvalue of d+Ad
+,∗
A with respect to the connection.
In order to extend Lemma 35.22 in the sequel from the simple case of a positive Riemannian metric,
g, though arbitrary compact Lie group, G, to the more difficult case of a generic Riemannian
metric, g, and Lie groups G = SU(2) or SO(3), we shall need to closely examine continuity
properties of the least eigenvalue of the elliptic operator d+Ad
+,∗
A with respect to the connection,
A. We begin with the simplest results and then develop continuity properties and bounds of
increasing generality.
Lemma 35.11 (L4 lower semicontinuity of the least eigenvalue of d+Ad
+,∗
A with respect to the
connection). Let X be a closed, four-dimensional, oriented, smooth manifold with Riemannian
metric, g. Then there are positive constants, c = c(g) and ε = ε(g) ∈ (0, 1], with the following
significance. Let G be a compact Lie group and P a principal G-bundle over X. If A0 is an H
1
connection on P obeying the curvature bound (35.14) and A is an H1 connection on P such that
(35.35) ‖A−A0‖L4(X) ≤ ε,
then
µ(A) ≥ (1− c‖A−A0‖L4(X))µ(A0)− c‖A−A0‖L4(X).
where µ(A) is as in (35.4).
Proof. For convenience, write a := A−A0 ∈ L4(X; Λ1⊗ adP ). For v ∈ H1A0(X; Λ+⊗ adP ),
we have d+,∗A v = d
+,∗
A0
v − ∗[a, v] and
‖d+,∗A v‖L2(X) = ‖d+,∗A0 v − ∗[a, v]‖L2(X)
≥ ‖d+,∗A0 v‖L2(X) − ‖[a, v]‖L2(X)
≥ ‖d+,∗A0 v‖L2(X) − 2‖a‖L4(X)‖v‖L4(X)
≥ ‖d+,∗A0 v‖L2(X) − 2c1‖a‖L4(X)‖v‖H1A0 (X),
where c1 = c1(g) is the Sobolev embedding constant for H
1(X) →֒ L4(X) [5, Theorem 4.12]
and we apply that and the Kato Inequality (26.18) to achieve the last inequality. Applying
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the a priori estimate (35.15) for ‖v‖H1A0 (X) from Lemma 35.4, with c = c(g) and small enough
ε = ε(g) ∈ (0, 1], yields
‖v‖H1A0 (X) ≤ c
(
‖d+,∗A0 v‖L2(X) + ‖v‖L2(X)
)
.
Combining the preceding two inequalities gives
‖d+,∗A v‖L2(X) ≥ ‖d+,∗A0 v‖L2(X) − 2c1‖a‖L4(X)‖d
+,∗
A0
v‖L2(X) − cc1‖a‖L4(X)‖v‖L2(X).
Now take v to be an eigenvector of d+Ad
+,∗
A with eigenvalue µ(A) and ‖v‖L2(X) = 1 and also
suppose that ‖A−A0‖L4(X) is small enough that 2c1‖a‖L4(X) ≤ 1. The preceding inequality then
gives
µ(A) ≥ (1− 2c1‖a‖L4(X)) ‖d+,∗A0 v‖L2(X) − cc1‖a‖L4(X).
Since ‖v‖L2(X) = 1, we have ‖d+,∗A0 v‖L2(X) ≥ µ(A0) by (35.4) and the conclusion follows, for a
possibly larger, relabelled constant. 
Lemma 35.11 is not symmetric with respect to the connections A and A0. However, by
replacing the L4(X) norm with the H1A0(X) norm, we obtain a continuity result that is symmetric
with respect to A and A0.
Lemma 35.12 (H1 continuity of the least eigenvalue of d+Ad
+,∗
A with respect to the connection).
Let X be a closed, four-dimensional, oriented, smooth manifold with Riemannian metric, g. Then
there are positive constants, c = c(g) and ε = ε(g) ∈ (0, 1], with the following significance. Let
G be a compact Lie group and P a principal G-bundle over X. If A0 is an H
1 connection on P
that obeys the curvature bound (35.14) and A is an H1 connection on P such that
(35.36) ‖A−A0‖H1A0 (X) ≤ ε,
then(
1− c‖A −A0‖L4(X)
)
µ(A0)− c‖A −A0‖L4(X)
≤ µ(A) ≤ (1 + c‖A−A0‖L4(X))−1 (µ(A0) + c‖A−A0‖L4(X)) .
Proof. For convenience, write a := A − A0 ∈ H1A0(X; Λ1 ⊗ adP ). The lower bound for
µ(A) follows from Lemma 35.11. To obtain the upper bound for µ(A), observe that F+A =
F+A0 + d
+
A0
a+ (a ∧ a)+ and thus
‖F+A ‖L2(X) ≤ ‖F+A0‖L2(X) + ‖d+A0a‖L2(X) + 2‖a‖2L4(X)
≤ ‖F+A0‖L2(X) + c′‖a‖H1A0 (X)
(
1 + ‖a‖H1A0 (X)
)
≤ (1 + c′)ε0 (by (35.14) and (35.36)),
where c′ = c′(g) and we applied, as usual, the Kato Inequality (26.18) and Sobolev embedding
H1(X) →֒ L4(X) [5, Theorem 4.12]. Hence, A obeys the condition (35.14), for a constant
ε′ := (1+ c′)ε ∈ (0, 1] (for small enough ε). Therefore, applying Lemma 35.11 with the roles of A
and A0 interchanged yields the inequality,
µ(A0) ≥
(
1− c‖a‖L4(X)
)
µ(A)− c‖a‖L4(X),
and hence we obtain the desired upper bound for µ(A). 
While Lemma 35.11 provides a basic continuity result for µ(A), it is nonetheless very useful
to further weaken the topology in which A is close to A0. To that end, we provide the
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Lemma 35.13 (Lp continuity of the least eigenvalue of d+Ad
+,∗
A with respect to the connection
for 2 < p ≤ ∞). Let X be a closed, four-dimensional, oriented, smooth manifold with Riemannian
metric, g, and p ∈ (2,∞]. Then there are positive constants, c = c(g, p) and ε = ε(g, p) ∈ (0, 1],
with the following significance. Let G be a compact Lie group and P a principal G-bundle over X.
If A0 and A are connections on P of class H
1 ∩ Lp that each obey the curvature bound (35.14),
then
(35.37)
√
µ(A0)− c
(
1 + µ(A0) + (1 + µ(A0))
2‖A−A0‖2Lp(X)
)
‖A−A0‖Lp(X)
≤
√
µ(A) ≤
√
µ(A0) + c(1 + µ(A0))‖A−A0‖Lp(X),
where µ(A) is as in (35.4).
Proof. For convenience, write a := A − A0 ∈ Lp(X; Λ1 ⊗ adP ). Define q ∈ [2,∞) by
1/2 = 1/p + 1/q and consider v ∈ H1A(X; Λ+ ⊗ adP ). We use d+,∗A v = d+,∗A0 v − ∗[a, v] and the
triangle and Ho¨lder inequalities to give
‖d+,∗A v‖L2(X) = ‖d+,∗A0 v − ∗[a, v]‖L2(X)
≥ ‖d+,∗A0 v‖L2(X) − ‖[a, v]‖L2(X)
≥ ‖d+,∗A0 v‖L2(X) − 2‖a‖Lp(X)‖v‖Lq(X).
For p > 4, we have 2 ≤ q < 4 and ‖v‖Lq(X) ≤ (Volg(X))1/q−1/4‖v‖L4(X), while for 2 < p ≤ 4, we
have 4 ≤ q < ∞. Therefore, it suffices to consider the case 4 ≤ q < ∞. Applying the a priori
estimate (35.20) for ‖v‖Lq(X) in terms of ‖d+Ad+,∗A v‖Lr(X) from Lemma 35.6, with small enough
ε = ε(g, q) ∈ (0, 1] and r ∈ [4/3, 2) defined by 1/r = 1/2 + 1/q, yields
‖v‖Lq(X) ≤ c1
(
‖d+Ad+,∗A v‖Lr(X) + ‖v‖Lr(X)
)
,
for c1 = c1(g, q). By combining the preceding two inequalities we find that
‖d+,∗A v‖L2(X) ≥ ‖d+,∗A0 v‖L2(X) − 2c1‖a‖Lp(X)‖d+Ad
+,∗
A v‖Lr(X) − 2c1‖a‖Lp(X)‖v‖Lr(X)
≥ ‖d+,∗A0 v‖L2(X) − c0‖a‖Lp(X)
(
‖d+Ad+,∗A v‖L2(X) + ‖v‖L2(X)
)
,
for c0 = c0(g, q) = 2c1(Volg(X))
1/q , using the fact that ‖v‖Lr(X) ≤ (Volg(X))1/q‖v‖L2(X) for
r ∈ [4/3, 2) and 1/r = 1/2+1/q. By taking v ∈ H1A(X; Λ+⊗adP ) to be an eigenvector of d+Ad+,∗A
with eigenvalue µ(A) such that ‖v‖L2(X) = 1 and noting that
‖d+Ad+,∗A v‖L2(X) = µ(A) and ‖d+,∗A v‖L2(X) =
√
µ(A),
by (35.4), we obtain the bound,√
µ(A) ≥ ‖d+,∗A0 v‖L2(X) − c0(1 + µ(A))‖a‖Lp(X).
But ‖d+,∗A0 v‖L2(X) ≥
√
µ(A0) by (35.4) and thus we have the inequality,√
µ(A) ≥
√
µ(A0)− c0(1 + µ(A))‖a‖Lp(X).
Interchanging the roles of A and A0 in the preceding derivation yields,√
µ(A) ≤
√
µ(A0) + c0(1 + µ(A0))‖a‖Lp(X),
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the desired upper bound for
√
µ(A) in (35.37), after relabelling the constant. By substituting
the resulting upper bound for µ(A) in the preceding lower bound for
√
µ(A), we discover that√
µ(A) ≥
√
µ(A0)− c0
(
1 + 2µ(A0) + 2c
2
0(1 + µ(A0))
2‖a‖2Lp(X)
)
‖a‖Lp(X).
This gives the desired lower bound for
√
µ(A) in (35.37) after relabelling the constants. 
We now wish to extend Lemma 35.13 so we can accommodate the weak notion of convergence
described by Sedlacek in his [315, Theorem 3.1] which, in contrast to the Uhlenbeck convergence
as defined in [115, Condition 4.4.2], essentially replaces the usual strong convergence inW k,ploc (X \
Σ) of connections with k ≥ 1 and p ≥ 2 obeying kp > 4 by weak convergence in H1loc(X \Σ) and
strong convergence in Lploc(X \ Σ) for p ∈ [2, 4), where Σ = {x1, . . . , xl} ⊂ X is a finite set of
points where the curvature densities, |FAm |2, concentrate as m→∞.
Proposition 35.14 (Lploc continuity of the least eigenvalue of d
+
Ad
+,∗
A with respect to the
connection for 2 ≤ p < 4). Let X be a closed, connected, four-dimensional, oriented, smooth
manifold with Riemannian metric, g. Then there are a positive constant c = c(g) ∈ [1,∞) and
a constant ε = ε(g) ∈ (0, 1] such that the following holds. Let G be a compact Lie group, A0 a
connection of class H1 on a principal G-bundle P0 over X obeying the curvature bound (35.14)
with constant ε, and L ≥ 1 an integer, and p ∈ [2, 4). Then there are constants cp = cp(g, p) ∈
[1,∞) and δ = δ(µ(A0), g, L, p) ∈ (0, 1] and ρ0 = ρ0(µ(A0), g, L) ∈ (0, 1 ∧ Inj(X, g)] with the
following significance. Let ρ ∈ (0, ρ0] and Σ = {x1, . . . , xL} ⊂ X be such that
distg(xl, xk) ≥ ρ for all k 6= l,
and let U ⊂ X be the open subset given by
U := X \
L⋃
l=1
B¯ρ/2(xl).
Let P be a principal G-bundle over X such that there is an isomorphism of principal G-bundles,
u : P ↾ X \Σ ∼= P0 ↾ X \Σ, and identify P ↾ X \Σ with P0 ↾ X \Σ using this isomorphism. Let A
be a connection of class H1 on P obeying the curvature bound (35.14) with constant ε such that
(35.38) ‖A−A0‖Lp(U) ≤ δ.
Then µ(A) in (35.4) satisfies the lower bound,
(35.39)
√
µ(A) ≥
√
µ(A0)− c
√
Lρ1/6(µ(A) + 1)
− cLρ
(√
µ(A) + 1
)
− cp‖A−A0‖Lp(U)(µ(A) + 1),
and upper bound,
(35.40)
√
µ(A) ≤
√
µ(A0) + c
√
Lρ1/6(µ(A0) + 1)
+ cLρ
(√
µ(A0) + 1
)
+ cp‖A−A0‖Lp(U)(µ(A0) + 1).
Proof. Since the argument is lengthy, we divide it into several steps.
Step 1 (The eigenvalue identity). By hypothesis, X = U ∪(∪Ll=1B¯ρ/2(xl)) and we may choose
a C∞ partition of unity, {χl}Ll=0, for X subordinate to the open cover of X given by U and the
open balls, Bρ(xl) for 1 ≤ l ≤ L, such that χl = 1 on Bρ/2(xl) and suppχl ⊂ Bρ(xl) for 1 ≤ l ≤ L
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and suppχ0 ⊂ U , while
∑L
l=0 χl = 1 on X and 0 ≤ χl ≤ 1 for 0 ≤ l ≤ L. In addition, we may
suppose that there is a constant, c = c(g), such that
(35.41) |dχl| ≤ c
ρ
on X, for 0 ≤ l ≤ L.
We consider v ∈ Ω+(X; adP ) and write v = ∑Ll=0 χlv. Because suppχk ∩ suppχl = ∅ for all
k 6= l with 1 ≤ k, l ≤ L and χ0 = 1− χl on Bρ(xl) for 1 ≤ l ≤ l, we see that
‖d+,∗A v‖2L2(X) =
L∑
l=0
‖d+,∗A (χlv)‖2L2(X) + 2
∑
k<l
(
d+,∗A (χkv), d
+,∗
A (χlv)
)
L2(X)
=
L∑
l=0
‖d+,∗A (χlv)‖2L2(X) + 2
L∑
l=1
(
d+,∗A (χ0v), d
+,∗
A (χlv)
)
L2(X)
=
L∑
l=0
‖d+,∗A (χlv)‖2L2(X) + 2
L∑
l=1
(
d+,∗A ((1 − χl)v), d+,∗A (χlv)
)
L2(X)
,
and hence,
‖d+,∗A v‖2L2(X) = ‖d+,∗A (χ0v)‖2L2(X) −
L∑
l=1
‖d+,∗A (χlv)‖2L2(X) + 2
L∑
l=1
(
d+,∗A v, d
+,∗
A (χlv)
)
L2(X)
.
We now choose v ∈ H1A(X; Λ+ ⊗ adP ) with ‖v‖L2(X) = 1 to be an eigenvector for the least
eigenvalue µ(A) of d+Ad
+,∗
A . Hence, the preceding identity and (35.4) yield
(35.42) µ(A) = ‖d+,∗A (χ0v)‖2L2(X) −
L∑
l=1
‖d+,∗A (χlv)‖2L2(X) + 2
L∑
l=1
(
d+,∗A v, d
+,∗
A (χlv)
)
L2(X)
,
the basic eigenvalue identity for µ(A).
To proceed further, we need a lower bound for the expression ‖d+,∗A (χ0v)‖2L2(X) in (35.42) in
terms of µ(A0) and small upper bounds for the remaining terms on the right-hand side of (35.42).
Step 2 (Upper bound for the terms (d+,∗A v, d
+,∗
A (χlv))L2(X) when 1 ≤ l ≤ L). Observe that(
d+,∗A v, d
+,∗
A (χlv)
)
L2(X)
=
(
d+Ad
+,∗
A v, χlv
)
L2(X)
= µ(A) (v, χlv)L2(X) ,
and thus, for 1 ≤ l ≤ L,∣∣∣∣(d+,∗A v, d+,∗A (χlv))L2(X)
∣∣∣∣ ≤ µ(A)‖√χlv‖2L2(X)
≤ µ(A) (Volg(suppχl))1/2 ‖v‖2L4(X)
≤ cρ2µ(A)‖v‖2L4(X)
≤ cρ2µ(A)
(
‖d+,∗A v‖L2(X) + ‖v‖L2(X)
)2
(by (35.16)).
Thus, noting that ‖d+,∗A v‖L2(X) =
√
µ(A)‖v‖L2(X) by (35.4) and ‖v‖L2(X) = 1, we have
(35.43)
∣∣∣∣(d+,∗A v, d+,∗A (χlv))L2(X)
∣∣∣∣ ≤ cρ2µ(A)(1 + µ(A)), for 1 ≤ l ≤ L,
where c = c(g).
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Step 3 (Upper bound for the terms ‖d+,∗A (χlv)‖2L2(X) when 1 ≤ l ≤ L). For 0 ≤ l ≤ L, we
have
d+,∗A (χlv) = − ∗ dA ∗ (χlv) = − ∗ (dχl ∧ v + χldAv) = − ∗ (dχl ∧ v) + χld+,∗A v.
Hence, for s ∈ (2, 4) and t ∈ (4,∞) obeying 1/2 = 1/s + 1/t, we have∣∣∣‖d+,∗A (χlv)‖L2(X) − ‖χld+,∗A v‖L2(X)∣∣∣ ≤ ‖dχl‖Ls(X)‖v‖Lt(X).
The pointwise bound (35.41) for dχl implies that there is a positive constant, c = c(g) when
1 ≤ l ≤ L and c = Lc0(g) when l = 0, such that, for any u ∈ [1,∞],
(35.44) ‖dχl‖Lu(X) ≤ cρ(4/u)−1, 0 ≤ l ≤ L.
We choose s = u = 3 and t = 6 and combine the two preceding inequalities to give∣∣∣‖d+,∗A (χlv)‖L2(X) − ‖χld+,∗A v‖L2(X)∣∣∣
≤ cρ1/3‖v‖L6(X)
≤ cρ1/3
(
‖d+Ad+,∗A v‖L3/2(X) + ‖v‖L3/2(X)
)
(by (35.20) with r = 3/2)
= cρ1/3(µ(A) + 1)‖v‖L3/2(X),
where we used the fact that d+Ad
+,∗
A v = µ(A)v in the last equality. Thus, for a positive constant,
c = c(g) when 1 ≤ l ≤ L and c = Lc0(g) when l = 0,
(35.45)
∣∣∣‖d+,∗A (χlv)‖L2(X) − ‖χld+,∗A v‖L2(X)∣∣∣ ≤ cρ1/3(µ(A) + 1), for 0 ≤ l ≤ L.
Restricting now to 1 ≤ l ≤ L, we have
‖χld+,∗A v‖2L2(X) =
(
χ2l d
+,∗
A v, d
+,∗
A v
)
L2(X)
=
(
χ2l d
+
Ad
+,∗
A v + 2χl
(
dχl ∧ d+,∗A v
)+
, v
)
L2(X)
= µ(A)‖χlv‖2L2(X) + 2
(
χldχl ∧ d+,∗A v, v
)
L2(X)
≤ µ(A)(Volg(suppχl))1/2‖v‖2L4(X) + 2
(
χldχl ∧ d+,∗A v, v
)
L2(X)
.
Therefore, applying (35.16) in the preceding inequality together with the facts that ‖d+,∗A v‖L2(X) =√
µ(A)‖v‖L2(X) by (35.4) and ‖v‖L2(X) = 1,
(35.46) ‖χld+,∗A v‖2L2(X) ≤ cρ2µ(A)
(√
µ(A) + 1
)2
+ 2
(
χldχl ∧ d+,∗A v, v
)
L2(X)
, for 1 ≤ l ≤ L.
The inner product term in (35.46) is bounded via∣∣∣∣(χldχl ∧ d+,∗A v, v)L2(X)
∣∣∣∣ ≤ ‖dχl‖L3(X)‖d+,∗A v‖L2(X)‖v‖L6(X)
=
√
µ(A) ‖dχl‖L3(X)‖v‖L6(X) (by (35.4))
≤ cρ1/3
√
µ(A)(µ(A) + 1) (by (35.20) and (35.44)),
with q = 6 and r = 3/2 in (35.20). Hence, substituting the preceding inequality in (35.46) yields
‖χld+,∗A v‖2L2(X) ≤ c
(
ρ2µ(A) + ρ1/3
√
µ(A)
)
(µ(A) + 1), for 1 ≤ l ≤ L.
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By combining the preceding estimate with (35.45) (and the elementary inequality, x2 ≤ 2(x −
y)2 + 2y2 for x, y ∈ R) we obtain
‖d+,∗A (χlv)‖2L2(X) ≤ 2
∣∣∣‖d+,∗A (χlv)‖L2(X) − ‖χld+,∗A v‖L2(X)∣∣∣2 + 2‖χld+,∗A v‖2L2(X)
≤ cρ2/3(µ(A) + 1)2 + c
(
ρ2µ(A) + ρ1/3
√
µ(A)
)
(µ(A) + 1),
and thus, noting that ρ ∈ (0, 1],
(35.47) ‖d+,∗A (χlv)‖2L2(X) ≤ cρ1/3(µ(A) + 1)2, for 1 ≤ l ≤ L,
for c = c(g). This completes our analysis of all terms on the right-hand side of (35.42) with l 6= 0.
Step 4 (Lower bound for the term ‖d+,∗A (χ0v)‖L2(X) and preliminary lower bound for µ(A)).
Without loss of generality in the remainder of the proof, we may restrict attention to p ∈ (2, 4].
For convenience, we write a := A−A0 ∈ H1A0(X; Λ1 ⊗ adP ). For the term in (35.42) with l = 0,
we note that d+,∗A v = d
+,∗
A0
v− ∗(a ∧ v) on X \Σ and thus, for p ∈ (2, 4] and q ∈ [4,∞) defined by
1/2 = 1/p+ 1/q and r ∈ [4/3, 2) defined by 1/r = 1/2 + 1/q,∣∣∣‖d+,∗A (χ0v)‖L2(X) − ‖d+,∗A0 (χ0v)‖L2(X)∣∣∣
≤ ‖ ∗ (a ∧ χ0v)‖L2(X)
≤ 2‖a‖Lp(suppχ0)‖v‖Lq(X)
≤ cp‖a‖Lp(U)
(
‖d+Ad+,∗A v‖Lr(X) + ‖v‖Lr(X)
)
(by (35.20))
= cp‖a‖Lp(U)(µ(A) + 1)‖v‖Lr(X) (by (35.4)),
where we used the fact that suppχ0 ⊂ U by construction and cp = cp(g, p). Thus, noting that
‖v‖Lr(X) ≤ (Volg(X))1/q ‖v‖L2(X),
and ‖v‖L2(X) = 1, we see that
(35.48)
∣∣∣‖d+,∗A (χ0v)‖L2(X) − ‖d+,∗A0 (χ0v)‖L2(X)∣∣∣ ≤ cp‖a‖Lp(U)(µ(A) + 1),
for a positive constant, cp = cp(g, p). Next, we observe that
‖d+,∗A0 (χ0v)‖L2(X) ≥
√
µ(A0)‖χ0v‖L2(X) (by (35.4))
≥
√
µ(A0)
(
‖v‖L2(X) −
L∑
l=1
‖χlv‖L2(X)
)
≥
√
µ(A0)
(
‖v‖L2(X) − ‖v‖L4(X)
L∑
l=1
(Volg(suppχl))
1/4
)
≥
√
µ(A0)
(‖v‖L2(X) − cLρ‖v‖L4(X))
≥
√
µ(A0)‖v‖L2(X) − cLρ
(
‖d+,∗A v‖L2(X) + ‖v‖L2(X)
)
,
where c = c(g) and we used (35.16) to obtain the preceding inequality. Therefore, because
‖d+,∗A v‖L2(X) =
√
µ(A)‖v‖L2(X) by (35.4) and ‖v‖L2(X) = 1,
(35.49) ‖d+,∗A0 (χ0v)‖L2(X) ≥
√
µ(A0)− cLρ
(√
µ(A) + 1
)
.
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Observe that
‖d+,∗A0 (χ0v)‖L2(X) ≤ ‖d
+,∗
A (χ0v)‖L2(X) +
∣∣∣‖d+,∗A0 (χ0v)‖L2(X) − ‖d+,∗A (χ0v)‖L2(X)∣∣∣ .
We rewrite the preceding inequality and combine with (35.48) and (35.49) to give
‖d+,∗A (χ0v)‖L2(X) ≥ ‖d+,∗A0 (χ0v)‖L2(X) −
∣∣∣‖d+,∗A (χ0v)‖L2(X) − ‖d+,∗A0 (χ0v)‖L2(X)∣∣∣
≥
√
µ(A0)− cLρ
(√
µ(A) + 1
)
− cp‖a‖Lp(U)(µ(A) + 1),
for positive constants, c = c(g) and cp = cp(g, p). We substitute the preceding inequality, together
with (35.43) and (35.47), in (35.42) to discover that µ(A) obeys
(35.50) µ(A) ≥
(√
µ(A0)− cLρ
(√
µ(A) + 1
)
− cp‖a‖Lp(U)(µ(A) + 1)
)2
− cLρ2µ(A)(1 + µ(A))− cLρ1/3(µ(A) + 1)2,
a preliminary lower bound for µ(A), where c = c(g) and cp = cp(g, p).
Step 5 (Upper and lower bounds for µ(A)). The inequality (35.50) implies an upper bound for
µ(A0) in terms of µ(A) and hence, by interchanging the roles of A and A0, an upper bound for µ(A)
in terms of µ(A0). Therefore, regarding A0 as fixed, for small enough δ = δ(µ(A0), g, L, p) ∈ (0, 1]
and ρ0 = ρ0(µ(A0), g, L) ∈ (0, 1 ∧ Inj(X, g)], recalling that ρ ∈ (0, ρ0] and ‖a‖Lp(U) ≤ δ by
hypothesis, we may suppose that√
µ(A0)− cLρ
(√
µ(A) + 1
)
− cp‖a‖Lp(U)(µ(A) + 1) ≥ 0.
Thus, using the elementary inequality, (x+y)1/2 ≤ x1/2+y1/2 for x, y ≥ 0, we obtain from (35.50)
that√
µ(A) +
(
cLρ2µ(A)(1 + µ(A)) + cLρ1/3(µ(A) + 1)2
)1/2
≥
√
µ(A0)− cLρ
(√
µ(A) + 1
)
− cp‖a‖Lp(U)(µ(A) + 1).
The preceding inequality yields the desired lower bound (35.39) for µ(A), after an another appli-
cation of the elementary inequality, (x+ y)1/2 ≤ x1/2 + y1/2 for x, y ≥ 0 to give(
cLρ2µ(A)(1 + µ(A)) + cLρ1/3(µ(A) + 1)2
)1/2
≤ c
√
Lρ
√
µ(A)
(
1 +
√
µ(A)
)
+ c
√
Lρ1/6(µ(A) + 1)
≤ c
√
Lρ1/6(µ(A) + 1).
Interchanging the roles of A and A0 in the preceding inequality yields the desired upper bound
(35.40) for µ(A).
This completes the proof of Proposition 35.14. 
35.4. Minimization of the Yang-Mills energy functional and application of the
weak compactness result of Sedlacek. We next recall two important results due to Sedlacek.
In his [315, Theorem 3.1], Sedlacek assumes that each Am is C
∞ but that assumption can easily
be weakened.
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Theorem 35.15. [315, Theorem 3.1 and Lemma 3.4] Let G be a compact Lie group and P
a principal G-bundle over a closed, connected, Riemannian, smooth four-dimensional manifold,
X. If {Am}m≥1 is a sequence of connections on P of class W k,p, with k ≥ 1 and p ≥ 2 obeying
kp > 4, such that supm∈N E (Am) < ∞, then there are an integer L ≥ 0 and, for L ≥ 1, a finite
set of points, Σ := {x1, . . . , xL} ⊂ X, characterized by
(35.51) lim
rց0
lim sup
m→∞
‖FAm‖2L2(Br(xl)) ≥ ε1, 1 ≤ l ≤ L,
for a constant ε1 ∈ (0, 1] as in [315, Theorem 3.2] (or [363, Theorem 1.3]), and sequences of
(a) geodesic balls, {Bα}α∈N ⊂ X \ Σ, such that ∪α∈NBα = X \Σ,
(b) sections, σα,m : Bα → P ;
(c) local connection one-forms, aα,m := σ
∗
α,mAm ∈ H1Γ(Bα; Λ1 ⊗ g); and
(d) transition functions, uαβ,m ∈W 1,4Γ (Bα ∩Bβ;G),
such that the following hold for each α, β ∈ N:
(1) d∗Γaα,m = 0, for all m sufficiently large (depending on α);
(2) d∗Γaα = 0;
(3) uαβ,m ⇀ uαβ weakly in W
1,4
Γ (Bα ∩Bβ ;G);
(4) Fα,m ⇀ Fα weakly in L
2(Bα; Λ
2 ⊗ g); and
(5) the sequence {aα,m}m∈N obeys
(a) {aα,m}m∈N ⊂ H1Γ(Bα; Λ1 ⊗ g) is bounded;
(b) aα,m ⇀ aα weakly in H
1(Bα; Λ
1 ⊗ g); and
(c) aα,m → aα strongly in Lp(Bα; Λ1 ⊗ g) for 1 ≤ p < 4,
where Fα,m := daα,m + [aα,m, aα,m] = σ
∗
α,mFAm and Fα := daα + [aα, aα], and d
∗ is the formal
adjoint of d with respect to the flat metric defined by a choice of geodesic normal coordinates on
Bα.
In our statement of Theorem 35.15, we have strengthened Sedlacek’s conclusions concerning
the boundedness and convergence properties of the local connection one-forms as follows. Bound-
edness of the sequence {aα,m}m∈N ⊂ H1Γ(Bα; Λ1 ⊗ g) is given by [315, Lemma 3.4] and, after
passing to a subsequence, the strong convergence in Lp(Bα) for 1 ≤ p < 4 (and not just p = 2
as in [315, Theorem 3.1]) is a consequence of compactness of the embedding H1(B)→ Lp(B) in
dimension four by the Rellich-Kondrachov Embedding Theorem [5, Theorem 6.3].
Because W 1,4(X) does not embed in C(X), it is not all obvious that the collection of local
connection one-forms, {aα}α∈N, produced by Theorem 35.15 can be patched together to form a
connection on P ↾ X \ Σ. Nevertheless, Sedlacek also deduces this and more when {Am}m∈N is
a minimizing sequence. Recall that E (A) := 12‖FA‖2L2(X) denotes the energy of a connection of
class H1 on P .
Definition 35.16. [315, p. 521] Let G be a compact Lie group and P a principal G-bundle
with obstruction η = η(P ) [315, Section 2] over a closed, connected, Riemannian, smooth four-
dimensional manifold, X. Let m(η) := inf{E (A) : A is a connection on a principal G-bundle with
obstruction η over X}.
Sedlacek applies Theorem 35.15 to a minimizing sequence of connections to obtain
Theorem 35.17. [315, Proposition 4.2 and Theorem 4.3] Let G be a compact Lie group and
P a principal G-bundle over a closed, connected, smooth four-dimensional manifold, X, with
Riemannian metric, g. If {Am}m≥1 is a minimizing sequence of connections on P of class W k,p,
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with k ≥ 1 and p ≥ 2 obeying kp > 4, in the sense that
E (Am)ց m(η), as m→∞,
then the following hold. For each α, β ∈ N,
(1) aα ∈ C∞(Bα; Λ1 ⊗ g)) and is a solution to the Yang-Mills equations with respect to the
metric g over Bα;
(2) uαβ ∈ C∞(Bα ∩Bβ;G);
(3) The sequences, {aα}α∈N and {uα,β}α,β∈N, define a C∞ connection, A˜∞, on a principal
G-bundle, P˜∞, over X \ Σ, where Σ is as in Theorem 35.15;
(4) The connection, A˜∞, is a solution to the Yang-Mills equation with respect to g; and
(5) There is a C∞ bundle automorphism, u∞ ∈ Aut(P˜∞ ↾ X \Σ), such that u∗∞A˜∞ extends
to a C∞ Yang-Mills connection, A∞, on a principal G-bundle, P∞, over X.
We now have the useful
Corollary 35.18 (Convergence of the least eigenvalue of d+Amd
+,∗
Am
for a minimizing sequence
of connections, {Am}m∈N). Assume the hypotheses of Theorem 35.17 and that X is oriented.
Then
(35.52) lim
m→∞µ(Am) = µ(A∞),
where µ(A) is as in (35.4).
Proof. Proposition 35.14 implies that, for each ρ ∈ (0, ρ0], where ρ0 = ρ0(µ(A∞), g, L) ∈
(0, 1 ∧ Inj(X, g)], we have
lim inf
m→∞
√
µ(Am) ≥
√
µ(A∞)− c
√
Lρ1/6
(
lim sup
m→∞
µ(Am) + 1
)
− cLρ
(
lim sup
m→∞
√
µ(Am) + 1
)
,
lim sup
m→∞
√
µ(Am) ≤
√
µ(A∞) + c
√
Lρ1/6(µ(A∞) + 1) + cLρ
(√
µ(A∞) + 1
)
.
The preceding inequalities follow from Proposition 35.14 since Theorem 35.15 implies that, for
p ∈ [2, 4),
‖σ∗α,mAm − σαA∞‖Lp(Bα) → 0 strongly in Lp(Bα; Λ1 ⊗ adP ) as m→∞,
for sequences of local sections, {σα,m}m∈N of P ↾ Bα, and a local section, σα of P∞ ↾ Bα, and
‖Am −A∞‖Lp(U) ≤
∑
α:Bα∩U 6=∅
‖σ∗α,mAm − σ∗αA∞‖Lp(Bα)
where U := X − ∪Ll=1B¯ρ/2(xl) is as in Proposition 35.14 and so the index set in the pre-
ceding sum is finite. Because the lower bound for lim infm→∞
√
µ(Am) and upper bound for
lim supm→∞
√
µ(Am) hold for every ρ ∈ (0, ρ0], the conclusion follows. 
35.5. Minimization of the Yang-Mills energy functional and application of the
weak compactness result of Taubes. The convergence result, Corollary 35.18, can also be
proved by replacing the role of Sedlacek’s Theorem 35.15 by that of Taubes’ [341, Proposition 4.5].
The advantage of [341, Proposition 4.5] over Theorem 35.15 is that one has strong convergence
in H1loc(X \ Σ;Λ1⊗) of u∗mAm to A∞ on P∞ ↾ X \ Σ as m → ∞ for a sequence of {um}m∈N, of
bundle isomorphisms, um : P∞ ↾ X \ Σ ∼= P ↾ X \ Σ of class H3loc(X \ Σ) and some (possibly
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empty) subset Σ = {x1, . . . , xL} ⊂ X, provided {Am}m∈N is a convergent Palais-Smale sequence
in the sense that
(35.53) E (Am)→ E (A∞) and E ′(Am)→ 0 as m→∞,
where A∞ is a Yang-Mills connection on P∞, as in Theorem 35.17 and, as usual, E (A) =
1
2‖FA‖2L2(X) denotes the energy of a connection, A, on P . The condition, E ′(Am) → 0 as
m → ∞, comprises part of Taubes’ [341, Definition 4.1] of a good sequence, where our as-
sumption, E (Am) → E (A∞), in (35.53) is relaxed to a condition that {E (Am)}m∈N is bounded.
The disadvantage of this approach is that one has to first establish the existence of a convergent
Palais-Smale sequence as in (35.53), not just a minimizing sequence as in Theorem 35.17 (and
whose existence is an immediate consequence of the Definition 35.16 of m(η)).
Jeanjean provides an existence theorem [199, Theorem 1.1] for bounded Palais-Smale se-
quences for suitable abstract functionals on a Banach space, but it would be cumbersome at best
to try to appeal to his result here. Fortunately, Taubes provides a similar result in the context
of the Yang-Mills energy functional [341, Proposition 4.2]. However, the desired result can also
be extracted from the results of Kozono, Maeda, and Naito [215] or Schlatter [307] and Struwe
[331] on Yang-Mills gradient flow, as we indicate below in Proposition 35.19.
Proposition 35.19 (Existence of a convergent Palais-Smale sequence with non-increasing
energies for the Yang-Mills functional). Let G be a compact Lie group and P a principal G-bundle
over a closed, connected, smooth four-dimensional manifold, X, with Riemannian metric, g. Then
there exists a finite subset, Σ ⊂ X, a sequence, {Am}m∈N, of connections of class W k,p, with k ≥ 1
and p ≥ 2 obeying kp > 4 on a finite sequence of principal G-bundles, P0 = P,P1, . . . , PK , with
obstructions η(Pk) = η(P ) for k = 0, . . . ,K, where Am is defined on Pk for mk ≤ m < mk+1, with
k = 0, . . . ,K, and mK+1 = ∞, that obeys (35.53), for some Yang-Mills connection, A∞, on a
principal G-bundle, P∞, over X with obstruction η(P∞) = η(P ), and the sequence, {E (Am)}m∈N,
is non-increasing.
Proof. Given any initial connection, A0, on P of class W
k,p, we consider the Yang-Mills
gradient flow, A(t) for t ≥ 0, with initial data. Modulo singularities occurring at finitely many
times, {T1, . . . , TK} ⊂ (0,∞), the flow, A(t), may be extended to a global weak solution in the
sense of Kozono, Maeda, and Naito [215, Theorem A], Schlatter [307, Theorems 1.2 and 1.3],
and Struwe [331, Theorem 2.4] on a finite sequence of principal G-bundles, P0 = P,P1, . . . , PK ,
with A(t) defined on [Tk, Tk+1) for k = 0, . . . ,K and TK+1 = ∞. In particular, [307, Theorems
1.2 and 1.3 and Equations (56) or (58)] provide a sequence of times, {tm}m∈N ⊂ [0,∞), such
that E (A(tm)) → E (A∞) and E ′(A(tm)) = d∗A(tm)FA(tm) → 0 as m → ∞ and {E (A(tm))}m∈N is
non-increasing, which completes the proof by taking Am := A(tm) for m ∈ N. 
The sequence, {Am}m∈N, asserted by Schlatter’s [307, Theorem 1.3] only converges weakly
in
H1A∞,loc(X \Σ;Λ1 ⊗ adP∞),
modulo local gauge transformations to (A∞,Σ), essentially as in Sedlacek’s Theorem 35.15. We
emphasize that the subset, Σ = {x1, . . . , xL} ⊂ X in Proposition 35.19, is the union of the sets of
bubble points, Σ1, . . . ,ΣK ,Σ∞, arising in the application of [307, Theorems 1.2 and 1.3] in the
proof of Proposition 35.19, and that the connections in the sequence, {Am}m∈N, while all defined
on P ↾ Σ, are not all defined on P .
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Following Taubes’ [341, Definition 4.1], we call a sequence of connections, {Am}m∈N, on a
principal G-bundle, P , over X good if
(35.54) sup
m∈N
E (Am) <∞ and E ′(Am)→ 0 as m→∞,
Clearly, a convergent Palais-Smale sequence of connections is good. Thanks to Taubes’ [341,
Proposition 4.5], the mode of convergence in Proposition 35.19 may be improved to give
Proposition 35.20 (Strong convergence inH1loc(X\Σ) for a good sequence for the Yang-Mills
functional). Let G be a compact Lie group and P a principal G-bundle over a closed, connected,
smooth four-dimensional manifold, X, with Riemannian metric, g, and {Am}m∈N a good se-
quence of connections of class H1 on a finite sequence of principal G-bundles, P0 = P,P1, . . . , PK ,
with obstructions η(Pk) = η(P ) for k = 0, . . . ,K, where Am is defined on Pk for mk ≤ m < mk+1,
with k = 0, . . . ,K, and mK+1 =∞. After passing to a subsequence of {Am}m∈N and relabelling,
there is a sequence, {um}m∈N, of bundle isomorphisms, um : P∞ ↾ X \ Σ ∼= P ↾ X \ Σ of class
H3loc(X \ Σ) such that
‖u∗mAm −A∞‖H1A∞ (U) → 0 strongly in H
1
A∞(U ; Λ
1 ⊗ adP∞) as m→∞,
for every U ⋐ X \ Σ, for some Yang-Mills connection, A∞, on a principal G-bundle, P∞, over
X with obstruction η(P∞) = η(P ).
Proof. In [341, Proposition 4.5], it is assumed that the sequence of connections, {Am}m∈N,
are all defined on the same principalG-bundle, P , overX. However, the proof of [341, Proposition
4.5] extends mutatis mutandis to the case where {Am}m∈N is instead defined on a finite sequence
principal G-bundles, P0 = P,P1, . . . , PK . 
In particular, by the Sobolev embedding H1(X) →֒ L4(X) [5, Theorem 4.12] and Kato
Inequality (26.18), Proposition 35.20 implies that
‖u∗mAm −A∞‖L4(U) → 0 strongly in L4(U ; Λ1 ⊗ adP ) as m→∞,
for every U ⋐ X \ Σ. We then have the
Corollary 35.21 (Convergence of the least eigenvalue of d+Amd
+,∗
Am
for a convergent Palais-S-
male sequence of connections, {Am}m∈N, converging strongly in H1loc(X \Σ)). Let G be a compact
Lie group and P a principal G-bundle over a closed, connected, smooth four-dimensional manifold,
X, with Riemannian metric, g, and {Am}m∈N a convergent Palais-Smale sequence of connections
of class H1 on P ↾ Σ that converges strongly in H1loc(X \ Σ), modulo a sequence, {um}m∈N, of
bundle isomorphisms, um : P∞ ↾ X \ Σ ∼= P ↾ X \ Σ of class H3loc(X \ Σ), to a Yang-Mills
connection, A∞, on a principal G-bundle, P∞, over X. Then (35.52) holds, that is,
lim
m→∞µ(Am) = µ(A∞),
where µ(A) is as in (35.4).
35.6. The generic metric theorems of Freed and Uhlenbeck and uniform positive
lower bounds for the least eigenvalue of d+Ad
+,∗
A . Theorem 35.1 makes no assumption on the
topology of P or X or the Riemannian metric, g. However, application of Theorem 35.1 requires
a positive lower bound, µ0, for the smallest eigenvalue, µ(A), of d
+
Ad
+,∗
A on L
2(X; Λ+ ⊗ adP ),
while ε ∈ (0, 1] can be simultaneously assumed to be as small as desired in order to appeal to the
Contraction Mapping Principle. The analogous remarks apply to Theorem 35.3.
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By way of a first step in this direction, we shall describe two approaches to establishing a
uniform positive lower bound for µ(A) as [A] varies over the moduli space of g-anti-self-dual
connections on P ,
(35.55) M(P, g) := {[A] ∈ B(P, g) : F+,gA = 0},
where B(P, g) := A (P )/Aut(P ) and A (P ) is the affine (Banach) space of W k,p connections on
P and Aut(P ) the Banach Lie group of gauge transformations of P of class W k+1,p, where k ≥ 1
and p ≥ 2 and (k + 1)p > 4. We refer the reader to [115, 144] for discussions of the Banach
manifold structures on B∗(P, g) (the open subset of irreducible connections on P ) and Aut(P ).
If the Riemannian metric, g, on X is positive in the sense of (35.12), then the Bochner-
Weitenbo¨ck formula (35.11) ensures that the least eigenvalue function,
(35.56) µg[ · ] :M(P, g)→ [0,∞),
defined by µg(A) = µ(A) in (35.4), admits a uniform positive lower bound, µ0 = µ(g),
µg(A) ≥ µ0, ∀ [A] ∈M(P, g),
as the following well-known elementary lemma illustrates and which underlies Taubes’ proof of
his [340, Theorem 1.4].
Lemma 35.22 (Positive lower bound for the least eigenvalue of d+Ad
+,∗
A on a four-manifold with
a positive Riemannian metric and L2-small F+A ). Let X be a closed, four-dimensional, oriented,
smooth manifold with Riemannian metric, g, that is positive in the sense of (35.12). Then there
is a positive constant, ε = ε(g) ∈ (0, 1], with the following significance. Let G be a compact Lie
group and P a principal G-bundle over X. If A is an H1 connection on P such that
‖F+A ‖L2(X) ≤ ε,
and µ(A) is as in (35.4), then
(35.57) µ(A) ≥ inf
x∈X
(
1
3
R(x)− 2w+(x)
)
> 0.
Proof. The result is well-known, but we include the proof for the sake of completeness. Let
v ∈ H1A(X; Λ+ ⊗ adP ) be an eigenvector of d+Ad+,∗A for the eigenvalue µ(A) with ‖v‖L2(X) = 1.
By applying the Bochner-Weitenbo¨ck formula and integration by parts, we see that
µ(A) = (d+Ad
+,∗
A v, v)L2(X)
= (∇∗A∇Av, v)L2(X) +
((
1
3
R− 2w+
)
v, v
)
L2(X)
+ ({F+,gA , v}, v)L2(X) (by (35.11))
≥ inf
x∈X
(
1
3
R(x)− 2w+(x)
)
‖v‖2L2(X) − ‖F+,gA ‖L2(X)‖v‖2L4(X)
≥ inf
x∈X
(
1
3
R(x)− 2w+(x)
)
− cε
(
‖d+,∗A v‖L2(X) + ‖v‖L2(X)
)
(by hypothesis and (35.16))
= inf
x∈X
(
1
3
R(x)− 2w+(x)
)
− cε
(√
µ(A) + 1
)
(by (35.4)).
Using cε
√
µ(A) ≤ 12(c2ε2 + µ(A)), we obtain
1
2
µ(A) ≥ inf
x∈X
(
1
3
R(x)− 2w+(x)
)
− cε− c
2ε2
2
,
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Choosing ε ∈ (0, 1] small enough that
cε+
c2ε2
2
≤ 1
2
inf
x∈X
(
1
3
R(x)− 2w+(x)
)
,
yields the desired result. 
While Lemma 35.22 has the benefit that it only requires F+,gA to be L
2-small, not zero, and so
has direct application to the existence results, Theorem 35.1 and 35.3, the positivity hypothesis on
g imposes a strong constraint on the topology of X since, when applied to the product connection
on X ×G and Levi-Civita connection on TX, it implies that b+(X) = Ker d+d+,∗ = 0 and thus
X is necessarily a four-dimensional manifold with negative definite intersection form, QX , on
H2(X;Z). Indeed, we recall from [115, Section 1.1.6] that, given any Riemannian metric g on
X, we have an isomorphism of real vector spaces,
H2(X;R) ∼= H +,g(X) ⊕H −,g(X;R)
where H ±,g(X) := ker{d+,gd+,g,∗ : Ω2(X) → C∞(X)}, the real vector spaces of harmonic self-
dual and anti-self-dual two-forms defined by the metric, g, and
b± = dimH ±,g(X).
Another approach to ensuring the existence of a uniform positive lower bound for the least
eigenvalue function (35.56) is more subtle and relies on the generic metric theorems of Freed and
Uhlenbeck [144, pp. 69–73], together with certain extensions due to Donaldson and Kronheimer
[115, Sections 4.3.3]. Under suitable hypotheses on P and a generic Riemannian metric, g, on
X, their results collectively ensure that µ(A) > 0 for all [A] in both M(P, g) and every moduli
space, M(Pl, g), appearing in its Uhlenbeck compactification (see [115, Theorem 4.4.3]),
(35.58) M¯(P, g) ⊂
L⋃
l=0
(
M(Pl, g) × Syml(X)
)
.
While the statement of [115, Theorem 4.4.3] assumes that G = SU(2) or SO(3) — see [115, pages
157 and 158] — the proof applies to any compact Lie group via the underlying analytic results
due Uhlenbeck [364, 363]; alternatively, one may appeal directly to the general compactness
result due to Taubes [341, Proposition 4.4], [343, Proposition 5.1]. Every principal G-bundle,
Pl, over X appearing in (35.58) has the property that η(Pl) = η(P ) by [315, Theorem 5.5].
The generic metric theorems of Freed and Uhlenbeck [144, pp. 69–73] and Donaldson and
Kronheimer [115, Sections 4.3.3] are normally phrased in terms of existence of a Riemannian
metric, g, on X such that Coker d+,gA = 0 for all [A] ∈M(P, g), a property of g which is equivalent
to µg(A) > 0 for all [A] ∈M(P, g), as we use in the following restatement of their results.
Theorem 35.23 (Generic metrics theorem for simply-connected four-manifolds). Let G be a
compact Lie group and P a principal G-bundle over a closed, connected, Riemannian, smooth,
four-dimensional manifold, X. Then there is an open dense subset, C (P ), of the Banach space,
C (X), of conformal equivalence classes, [g], of Cr Riemannian metrics on X (for some r ≥ 3)
with the following significance. Assume that [g] ∈ C (P ) and π1(X) is trivial and at least one of
the following holds:
(1) b+(X) = 0 and G = SU(2) or G = SO(3); or
(2) b+(X) > 0, G = SO(3), and the second Stiefel-Whitney class, w2(P ) ∈ H2(X;Z/2Z), is
non-trivial;
Then every point [A] ∈M(P, g) has the property that µg(A) > 0.
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Proof. Let us first consider points, [A], in the open subset, M∗(P, g) ⊂ M(P, g), of gauge-
equivalence classes of irreducible g-anti-self-dual connections. For b+(X) ≥ 0, every irreducible
g-anti-self-dual connection, A, on a principal SU(2) or SO(3)-bundle over X has Coker d+,gA = 0 by
[115, Corollary 4.3.18] and thus µ(A) > 0 for all [A] ∈M∗(P, g) when G = SU(2) or G = SO(3).
It remains to consider points [A] ∈ M red(P, g) := M(P, g) \ M∗(P, g). If b+(X) = 0 and
[A] ∈ M red(P, g), for G = SU(2) or SO(3), then Coker d+,gA = 0 and thus µ(A) > 0 by [115,
Proposition 4.3.20]. If b+(X) > 0, the only reducible g-anti-self-dual connection on a principal
SU(2) or SO(3)-bundle over X is the product connection on the product bundle P = X ×G by
[115, Corollary 4.3.15] and the latter possibility is excluded by our hypothesis in this case that
G = SO(3) and the second Stiefel-Whitney class, w2(P ) ∈ H2(X;Z/2Z), is non-trivial. 
The hypothesis in Theorem 35.23 that the four-manifold X is simply-connected may be re-
laxed.
Corollary 35.24 (Generic metrics theorem for four-manifolds with no non-trivial represen-
tations of π1(X) in G). Assume the hypotheses of Theorem 35.23, except replace the hypothesis
that X is simply-connected by the requirement that the fundamental group, π1(X), has no non-
trivial representations in G. Then the conclusions of Theorem 35.23 continue to hold.
Proof. If X has the property that there are no non-trivial representations, π1(X)→ G, and
a principal G-bundle P admits a flat connection, A, then P is isomorphic to the product bundle,
X×G, and that isomorphism identifies A with the product connection by [115, Proposition 2.2.3].
The conclusions now follow from the proofs of Theorem 35.23 and the underlying results [115,
Corollaries 4.3.15 and 4.3.18 and Proposition 4.3.20] developed by Donaldson and Kronheimer.

Our results in Section 35.3 assure the continuity of µg[ · ] with respect to the Uhlenbeck
topology and they may be profitably applied here. Before doing this, since there are many
potential combinations of conditions on G, P , X, and g which imply that µg(A) > 0, when A is
g-anti-self-dual, it is convenient to introduce the
Definition 35.25 (Good Riemannian metric). Let G be a compact Lie group and P a
principal G-bundle over a closed, four-dimensional, oriented, smooth manifold, X. We say
that a Riemannian metric, g, on X is good if µg(A0) > 0 whenever A0 is a connection with
F+,gA0 = 0 on a principal G-bundle P0 over X with η(P0) = η(P ), where µg(A0) is as in (35.4) and
η(P ) ∈ H2(X;π1(G)) is the obstruction [315, Section 2].
We then have the
Theorem 35.26 (Positive lower bound for the least eigenvalue of d+Ad
+,∗
A on a four-manifold
with a good Riemannian metric and anti-self-dual connection A). Let G be a compact Lie group
and P a principal G-bundle over a closed, four-dimensional, oriented, smooth manifold, X, with
Riemannian metric, g. Assume that g is good in the sense of Definition 35.25. Then there is a
positive constant, µ0 = µ0(P, g) with the following significance. If A is an H
1 connection on P
such that
F+,gA = 0,
and µg(A) is as in (35.4), then
(35.59) µg(A) ≥ µ0.
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Proof. The conclusion is a consequence of the fact that M¯(P, g) is compact, the extension,
(35.60) µ¯g[ · ] : M¯(P, g) ∋ ([A],x)→ µg[A] ∈ [0,∞),
to M¯(P, g) of the function (35.56) defined by (35.4) is continuous by Proposition 35.14, the fact
that µg(A) > 0 for [A] ∈ M(Pl, g) and Pl is a principal G-bundle over X appearing in the
Uhlenbeck compactification (35.58), and g is good by hypothesis. 
We remark that, unlike Lemma 35.22, Theorem 35.26 requires that F+A = 0, not merely
that ‖F+A ‖L2(X) ≤ ε, for a small enough ε(g) ∈ (0, 1]. However, by appealing to the results of
Sedlacek, we can obtain an extension of Theorem 35.26 that replaces the condition F+A = 0 by
‖F+A ‖L2(X) ≤ ε, for a small enough ε(P, g) ∈ (0, 1].
Consider the open subset of the space B(P, g) defined by
(35.61) Bε(P, g) := {[A] ∈ B(P, g) : Ag(A) < ε},
where (compare [341, Equation (2.2) and p. 349]),
(35.62) Ag(A) :=
1
2
∫
X
|F+,gA |2 d volg .
We then have the
Theorem 35.27 (Positive lower bound for the least eigenvalue of d+Ad
+,∗
A on a four-manifold
with a good Riemannian metric and almost anti-self-dual connection A). Let G be a compact Lie
group and P a principal G-bundle over a closed, four-dimensional, oriented, smooth manifold,
X, with Riemannian metric, g. Assume that g is good in the sense of Definition 35.25. Then
there is a positive constant, ε = ε(P, g) ∈ (0, 1], with the following significance. If A is an H1
connection on P such that
‖F+,gA ‖L2(X) ≤ ε,
and µg(A) is as in (35.4), then
(35.63) µg(A) ≥ µ0
2
,
where µ0 = µ0(P, g) is the positive constant in Theorem 35.26.
Proof. Suppose that the constant, ε = ε(P, g) ∈ (0, 1], does not exist. We may then choose a
minimizing sequence, {Am}m∈N, of connections on P such that ‖F+Am‖L2(X) → 0 and µ(Am)→ 0
as m → ∞. According to Sedlacek’s Theorem 35.17, there is a g-anti-self-dual connection,
A0, on a principal G-bundle, P0, over X such that η(P ) = η(P0) and a finite set of points,
Σ = {x1, . . . , xL} ⊂ X, such that Am converges to A0 modulo local gauge transformations weakly
in H1loc(X \Σ) in the sense of Theorem 35.15. But then µ(Am)→ µ(A0) ≥ µ0 by Corollary 35.18
and µ(A0) > 0 because g is good by hypothesis, contradicting our initial assumption regarding
the sequence {Am}m∈N. In particular, the preceding argument shows that the desired constant,
ε, exists. 
Corollary 35.28 (Uniform positive lower bound for the smallest eigenvalue function when g
is generic, G is SU(2) or SO(3), and π1(X) has no non-trivial representations in G). Assume the
hypotheses of Corollary 35.24 and that g is generic. Then there are constants, ε = ε(P, g) ∈ (0, 1]
and µ0 = µ0(P, g) > 0, such that
µg(A) ≥ µ0, ∀ [A] ∈M(P, g),
µg(A) ≥ µ0
2
, ∀ [A] ∈ Bε(P, g).
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Proof. It suffices to observe that g ∈ ∩Ll=1C (Pl), where C (Pl) is as in Theorem 35.23, and
thus g is good in the sense of Definition 35.25. The conclusions now follow from Theorem 35.26
and 35.27. 
The proof of Corollary 35.28 extends without change to give
Corollary 35.29 (Uniform positive lower bound for the smallest eigenvalue function when g
is generic and G is SO(3)). Assume the hypotheses of Corollary 35.28, but replace the hypothesis
on π1(X) by the requirement that G = SO(3) and no principal SO(3)-bundle Pl over X appearing
in the Uhlenbeck compactification (35.58) admits a flat connection. Then the conclusions of
Corollary 35.28 continue to hold.
Despite its apparently technical nature, the alternative hypothesis in Corollary 35.29 is easy
to achieve in practice, albeit at the cost of blowing-up the given four-manifold, X, and modifying
the given principal G-bundle, P . Indeed, we recall the following facts discussed in [257]:
(1) If H1(X;Z) has no 2-torsion, then every principal SO(3)-bundle P¯ over X lifts to a
principal U(2)-bundle P , every SO(3)-connection on P¯ lifts to a U(2)-connection on
P , and every SO(3)-gauge transformation lifts to an SU(2)-gauge transformation [257,
Remark (ii), p. 225];
(2) If X˜ is the connected sum, X#CP2, and P˜ is the connected sum of a principal U(2)-
bundle P over X with the principal U(2)-bundle Q over CP2 with c2(Q) = 0 and c1(Q)
equal to the Poincare´ dual of e = [CP1] ∈ H2(CP2;Z), and P¯ is the principal SO(3)-
bundle associated to P˜ , then the following holds: No principal SO(3)-bundle P ′ over X
with w2(P
′) = w2(P¯ ) admits a flat connection [257, Paragraph prior to Corollary 2.2].
An enhancement due to Kronheimer and Mrowka [219, Corollary 2.5] of the generic metrics
theorem of Freed and Uhlenbeck [144, pp. 69–73] and Donaldson and Kronheimer [115, Sections
4.3.3, 4.3.4, and 4.3.5], for a generic Riemannian metric, g, on X ensures the following holds
even when π1(X) is non-trivial: If b
+(X) > 0, then2 every g-anti-self-dual connection, A, on a
principal SO(3) bundle over X has Coker d+,gA = 0, unless A is reducible or flat.
35.7. Tubular neighborhood of the moduli space of anti-self-dual connections.
Suppose that G is a compact Lie group and P is a principal G-bundle over a closed, four-
dimensional, oriented, smooth manifold, X, with Riemannian metric, g, such that M(P, g) is
non-empty. In [341, Proposition 3.1], Taubes applies his construction of anti-self-dual curvature
flow to show that M(P, g) is a strong deformation retract of the open subset Bε(P, g) in (35.61)
of the space B(P, g), for a small enough ε ∈ (0, 1], provided there is a positive constant, µ0, such
that µ(A) ≥ µ0 for all [A] ∈ Bε(P, g).
Taubes develops a more general version of his [341, Proposition 3.1] in [344, Lemma 5.4],
where the constraint µ(A) ≥ µ0 is omitted at the expense of replacing the constant ε in (35.61)
by z(µ(A)), where z : [0,∞) → [0,∞) is a function such that z(0) = 0. However, it is worth
noting that the generic metrics result (due to Freed and Uhlenbeck [144]) he appeals to in [344,
page 194] only applies when G is SU(2) or SO(3) and not the arbitrary compact Lie group, G,
he allows in [344, Lemma 5.4].
By slightly strengthening the norm employed in the definition (35.61) to give
(35.64) B♯;ε(P, g) := {[A] ∈ B(P, g) : ‖F+,gA ‖L♯,2(X) < 2ε2},
we obtain
2This result may also be true when b+(X) = 0, but a verification would require a close examination of their
proof, as this possibility is not explicitly allowed by their statement of [219, Corollary 2.5].
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Proposition 35.30 (Existence of a tubular neighborhood of the moduli space of anti-self-dual
connections). Let G be a compact Lie group and P a principal G-bundle over a closed, four-
dimensional, oriented, smooth manifold, X, with Riemannian metric, g. Then there are a positive
constant c = c(P, g) and a constant ε = ε(P, g) ∈ (0, 1] with the following significance. If g is
good in the sense of Theorem 35.26 and M(P, g) is non-empty, then B♯;ε(P, g) is a tubular
neighborhood of M(P, g) in the sense that there is a continuous map, smooth upon restriction to
B∗♯;ε(P, g),
(35.65) π : B♯;ε(P, g)→M(P, g), [A] 7→ [A+ a],
such that π is the identity map on M(P, g) and
(35.66) ‖a‖H1A(X) ≤ c‖F
+,g
A ‖L♯,2(X).
Proof. Theorem 35.27 provides a constant, ε = ε(P, g) ∈ (0, 1], such that if [A] ∈ B♯;ε(P, g),
then µ(A) ≥ µ0/2, where µ0 = µ(P, g) is the positive constant produced by Theorem 35.26.
We may further suppose that ε ∈ (0, 1] is chosen small enough to also satisfy the hypotheses
of Theorem 35.1. Consequently, if [A] ∈ B♯;ε(P, g), there exists a unique a ∈ H1A(X; Λ1 ⊗ adP )
such that F+,gA+a = 0 and (35.66) holds, so the map (35.65) is well-defined. The methods of [134]
may be applied to show that the map π in (35.65) is continuous and smooth upon restriction to
B∗♯;ε(P, g). Clearly, π restricts to the identity map on M(P, g). 
It is natural to ask what conclusions of Proposition 35.30 can be salvaged if B♯;ε(P, g) is
replaced by Bε(P, g). Of course, one knows from Taubes’ [341, Proposition 3.1] that M(P, g)
is a strong deformation retract of Bε(P, g) but his proof does not provide any analogue of the
bound (35.66). To that end, we have the
Proposition 35.31 (Existence of a connection with L2-small self-dual curvature and a nearby
anti-self-dual connection). Let G be a compact Lie group and P a principal G-bundle over a closed,
four-dimensional, oriented, smooth manifold, X, with Riemannian metric, g. Then there are a
positive constant c = c(P, g) and a constant δ = δ(P, g) ∈ (0, 1] with the following significance.
If g is good in the sense of Theorem 35.26 and M(P, g) is non-empty, there is a connection A
on P of class H1 such that ‖F+,gA ‖L2(X) < δ and a perturbation a ∈ H1A(X; Λ1 ⊗ adP ) such that
F+,gA+a = 0 and
‖a‖H1A(X) < c‖F
+,g
A ‖L♯,2(X).
Proof. Let {Am}m≥1 be a minimizing sequence of connections on P such that ‖F+Am‖L2(X) ≤
1/m. Since the energies, E (Am) =
1
2‖FAm‖2L2(X), are necessarily bounded (see Section 10) then,
after passing to a subsequence, we may suppose that the sequence, {Am}m≥1, converges in the
sense of Sedlacek (Theorem 35.15), that is weakly in H1loc(X \ Σ) modulo local gauge trans-
formations, to a limit (A0,Σ0), for some (possibly empty) subset Σ0 = {x1, . . . , xL} ⊂ X and
smooth g-anti-self-dual connection, A0, on a principal G-bundle, P0, over X with obstruction
η(P0) = η(P ).
Unfortunately, the mode of convergence in Theorem 35.15 does not allow us to conclude that,
given ε ∈ (0, 1], we have ‖u∗mAm − A0‖H1A0 (U) < ε, for U ⋐ X \ Σ and all m ≥ m0(U, ε), with
m0(U, ε) sufficiently large, for some sequence of G-bundle isomorphisms, um : P0 ↾ X \ Σ ∼= P ↾
X \Σ, of class H3loc(X \ Σ).
Therefore, we apply Proposition 35.19 to produce sequences, {Amn}n≥1 on P ↾ Σm for a finite
subset Σm ⊂ X, for each m ≥ 1, that are convergent Palais-Smale in the sense of (35.53) and
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hence, by passing to the diagonal subsequence and relabelling, a sequence, {Am}n≥1 on P ↾ Σ
for a (necessarily) finite subset of points, Σ = ∪m≥0Σm ⊂ X, that obeys, as m→∞,
‖u∗mAm −A∞‖H1A∞(U) → 0, ∀U ⋐ X \Σ,
‖F+,gAm ‖L2(X) → 0
E (Am+1) ≤ E (Am) ∀m ≥ 1,
E (Am)ց E (A∞),
E
′(Am)→ 0,
where um : P∞ ↾ X \Σ ∼= P ↾ X \Σ is a sequence of G-bundle isomorphisms of class H3loc(X \Σ)
and A∞ is a g-anti-self-dual connection on a principal G-bundle, P∞, over X with obstruction
η(P∞) = η(P )..
According to [132, Theorem 4.14] and the development of the bubble-tree compactification
for M(P, g) in [132, Section 4.2], there are
(1) a tree of centered connections (in the sense of [132, p. 479]), Al1 , Al1l2 , Al1l2l3 , . . . , on a
tree of principal G-bundles Pl1 , Pl1l2 , Pl1l2l3 , . . . , over copies of S
4 which are anti-self-dual
with respect to the standard round metric of radius one on S4;
(2) sequences of scales, λm;l1 , λm;l1l2 , λm;l1l2l3, . . . , belonging to (0, 1] and monotonically
decreasing to zero;
(3) sequences of mass centers, {xm;l1} ⊂ X, {xm;l1l2} ⊂ S4, {xm;l1l2l3} ⊂ S4, . . . , convergent
to points in X or S4 \ {s}, respectively;
(4) sequences of g-orthonormal frames, {fm;l1}, for (TX)xm;l1 ;
(5) sequences of fiber points, pm;l1 ∈ P |xm;l1 , pm;l1s ∈ Pl1 |s, pm;l1l2s ∈ Pl1l2 |s, . . . ;
such that, by repeatedly applying the splicing construction described [134, Section 3] with the
preceding set of gluing data, one obtains a sequence of connections, A′m, on P with the properties
that, for sufficiently large m = m(δ),
‖F+,gA′m ‖L♯,2(X) < δ, ‖Am −A
′
m‖H1
A′m
(X) < δ, and µ(A
′
m) ≥
µ(Am)
2
≥ µ(A∞)
4
≥ µ0
4
,
where µ0 = µ0(P, g) is the positive constant produced by Theorem 35.26. A similar result is
provided by Taubes in [343, Propositions 5.3 and 5.4]. The fact µ(Am) ≥ µ(A∞)/2 follows from
Corollary 35.18, while the fact that µ(A′m) ≥ µ(Am)/2 follows from Proposition 35.14.
We may suppose that δ ∈ (0, 1] is chosen small enough (and hence m(δ) large enough) to
satisfy the hypotheses of Theorem 35.1. Consequently, there exists a unique am ∈ H1A′m(X; Λ
1 ⊗
adP ) such that F+,gA′m+am
= 0 and
‖am‖H1
A′m
(X) ≤ c‖F+,gA′m ‖L♯,2(X) < cδ,
where c = c(P, g). Choosing A = A′m and a = am concludes the proof. 
Clearly, Proposition 35.31 is a considerably weaker result than one would ideally like, namely,
that given a connection A on P with sufficiently small ‖F+,gA ‖L2(X), there is a perturbation,
a ∈ H1A(X; Λ1 ⊗ adP ) such that F+,gA+a = 0.
35.8. Strong deformation retraction of the moduli space of anti-self-dual connec-
tions. As an alternative to our tubular neighborhood result, Proposition 35.30, we recall the
following result of Taubes [341].
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Proposition 35.32 (Existence of a strong deformation retraction of the moduli space of an-
ti-self-dual connections). [341, Proposition 3.1] Let G be a compact Lie group and P a principal
G-bundle over a closed, four-dimensional, oriented, smooth manifold, X, with Riemannian met-
ric, g. Then there are a positive constant c = c(P, g) and a constant ε = ε(P, g) ∈ (0, 1] with
the following significance. If g is good in the sense of Theorem 35.26 and M(P, g) is non-empty,
then Bε(P, g) in (35.61) is a strong deformation retraction of M(P, g): There is a continuous
map,
(35.67) H : Bε(P, g) × [0, 1]→M(P, g),
such that H(·, 0) is the identity map on Bε(P, g) and H(·, 1) : Bε(P, g)→M(P, g) is continuous.
Moreover, H(·, 1) restricts to the identity map on M(P, g).
Unfortunately, Taubes’ proof of Proposition 35.32 does not yield an analogue of the a pri-
ori estimate (35.66) provided by Proposition 35.30. What one can extract from his proof is
summarized below in the
Proposition 35.33 (Global existence, convergence, and stability of the anti-self-dual cur-
vature flow). [341, Section 3] Let G be a compact Lie group and P a principal G-bundle over
a closed, four-dimensional, oriented, smooth manifold, X, with Riemannian metric, g, and let
µ0 be a positive constant. Then there is a positive constant, ε = ε(g, P, µ0) ∈ (0, 1], with the
following significance. Suppose that M(P, g) is non-empty and let Aε(P ) denote the open subset
of the affine space, A (P ), of connections, A on P , of class W 1,3 obeying Ag(A) < ε, so that
Bε(P ) = Aε/AutP in (35.61). Let A1 be a fixed C
∞ reference connection on P . If
µ(A) ≥ µ0 ∀A ∈ Aε(P ),
where µ(A) is as in (35.4), then the following hold for each initial connection, A0 ∈ Aε(P ).
(1) The anti-self-dual curvature flow (35.10) is the gradient flow for the functional A in
(35.62).
(2) There is a unique solution, A(t) = A0 + α(t) for t ∈ [0,∞], to (35.10), with
α ∈ C([0,∞];W 1,3A1 (X; Λ1 ⊗ adP );
(3) The solution, A(t), obeys
(35.68) ‖A(t)−A∞‖W 1,3A1 (X) → 0, as t→∞,
where A∞ is a g-anti-self-dual connection on P of class W 1,3;
(4) The convergence in (35.68) is uniform with respect to initial connections, A0 ∈ Aε(P ),
in closed W 1,3A1 (X; Λ
1 ⊗ adP ) balls;
(5) There is an open W 1,3A1 (X; Λ
1⊗adP )-neighborhood, N(A0) ⊂ A (P ), of A0 and a positive
constant, c = c(N(A0)), such that, for all A
′
0 ∈ N(A0), the solution A(t) to (35.10) with
A(0) = A′0 obeys
(35.69) ‖A(t)−A∞‖L4(X) + ‖∇A′0(A(t) −A∞)‖L3(X) ≤ ce
−t, ∀ t ∈ [0,∞);
(6) One has
(35.70)
∂
∂t
F+A(t) = −F+A(t), a.e. t ∈ (0,∞),
and, for p ∈ (1, 3],
(35.71) ‖F+A(t)‖Lp(X) ≤ e−t‖F+A(0)‖Lp(X), ∀ t ∈ [0,∞).
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Proof. Proposition 35.33 summarizes results obtained by Taubes in the course of the proof
of his [341, Proposition 3.1], thus our task here is just to translate from his notation and verify a
few elementary consequences. In [341], Taubes considers ‘based connections’, (A,h), consisting
of pairs of connections A on P and points h in a fiber Px0 , for some point x0 ∈ X). We need only
consider the simpler case of connections, A, on P .
See [341, p. 349] for Item (1). We observe that Taubes’ proof of [341, Proposition 3.1] (see
[341, p. 352]) establishes Item (2). His [341, Lemma 3.3] asserts that for a fixed A0, the flow A(t)
converges strongly in W 1,3A1 (X; Λ
1⊗adP ) as t→ τ ∈ (0,∞] and, as we may take τ =∞, this gives
Item (3). His [341, Lemma 3.4] asserts that the convergence of A(t), as t→ τ ∈ (0,∞], described
in [341, Lemma 3.4] is uniform on closed W 1,3A1 (X; Λ
1 ⊗ adP )-balls in A (P ) for τ ∈ (0,∞]. As
we may take τ =∞, this gives Item (4).
The convergence rate estimate (35.69) follows from [341, Equation (3.22) and Lemma 3.11]
which together assert that
‖A(t)−A(t′)‖L4(X) + ‖∇A′0(A(t)−A(t
′)‖L3(X) ≤ ce−t, ∀ t, t′ ∈ [0, τ),
where c is independent of τ and t, t′ ∈ [0, τ). We obtain (35.69) from the preceding estimate by
noting that we can take τ = ∞. Item (6) follows from [341, Equations (3.7) and (3.8)]. This
concludes the proof of Proposition 35.33. 
Remark 35.34 (An application of Proposition 35.33 to reduce the Lp norm of the self-dual
curvature). Our Theorem 35.1 requires the hypothesis,
‖F+A0‖L♯,2(X) ≤ ε,
in order to be able to solve the g-anti-self-dual equation, F+,gA0+a = 0 for a perturbation, a ∈
H1A0(X; Λ
1 ⊗ adP ). However, if A0 only obeys
‖F+A0‖L2(X) ≤ ε,
then we can apply Proposition 35.33 to find a large enough T ∈ [0,∞) such that A(T ) obeys
‖F+A(T )‖L3(X) ≤ ε,
where A(t) is the anti-self-dual curvature flow with initial data, A(0) = A0. But there is a
continuous Sobolev embedding, L3(X) →֒ L♯(X) by Lemma 15.1, and thus
‖F+A(T )‖L3(X) ≤ ε,
for a positive constant, c = c(g). Theorem 35.1 will then apply to the connection, A(T ).
36. Proofs of main corollaries of Theorem 6
In this section, we provide the proofs of the main corollaries of Theorem 6 described in Section
2.4. Those results are stated, for the sake simplicity, for the case where the initial data, A0, is
a C∞ connection and we continue to make this assumption here. More general results for A0
belonging to a suitable Sobolev class may be easily extracted mutatis mutandis from the proofs
of this section by referring to the proof of Theorem 6 in Section 27.
Proof of Corollary 8. Theorem 35.1 provides, for small enough η = η(E0, g, µ0) ∈ (0, 1],
a constant, C0 = C0(E0, g, µ0) ∈ (0,∞), and a unique v ∈ Ω+,g(X; adP ) such that Aasd :=
A0 + d
+,g
A0
v is a g-anti-self-dual connection on P that obeys
‖A0 −Aasd‖H1A0 (X) ≤ C0‖F
+,g
A0
‖L♯,2(X).
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The remaining assertions now follow immediately from Theorem 6. 
Proof of Corollary 9. We have ‖F+,gA0 ‖L♯,2(X) ≤ cp‖F
+,g
A0
‖Lp(X), for a positive constant
cp = cp(g, p), by Lemma 15.1, and ‖F+,gA0 ‖Lp(X) ≤ η by hypothesis (2.13), and therefore ‖F
+,g
A0
‖L♯,2(X) ≤
cpη. Since g is good by hypothesis, for a small enough η = η(g, P, p) ∈ (0, 1], Theorem 35.27
provides a positive constant, µ0 = µ0(g, P, p), such that
µg(A0) ≥ µ0
2
.
For a small enough η = η(E (A0), g, P, p) ∈ (0, 1], Theorem 35.1 thus provides a constant, C0 =
C0(E (A0), g, P ) ∈ (0,∞), and a unique v ∈ Ω+,g(X; adP ) such that Aasd := A0 + d+,gA0 v is a
g-anti-self-dual connection on P that obeys
‖A0 −Aasd‖L4(X) ≤ C0‖F+,gA0 ‖L♯,2(X) ≤ C0η,(36.1)
‖A0 −Aasd‖H1A0 (X) ≤ C0‖F
+,g
A0
‖L♯,2(X) ≤ C0η,(36.2)
where, as usual, E (A0) =
1
2 |FA0‖2L2(X).
Moreover, Lemma 35.10 implies that, for small enough η = η([A1], g, P, p) ∈ (0, 1], there is a
positive constant, C1 = C1([A1], g, P, p), such that
‖A0 −Aasd‖Lq(X) ≤ C1‖F+,gA0 ‖Lp(X) ≤ C1η,(36.3)
‖A0 −Aasd‖W 1,pA1 (X) ≤ C1‖F
+,g
A0
‖Lp(X) ≤ C1η,(36.4)
where q ∈ (4,∞) is defined by 1/p = 1/4 + 1/q. Using the curvature expansion,
F (Aasd) = FA0 + dA0(A0 −Aasd) + (A0 −Aasd) ∧ (A0 −Aasd),
and the inequality ‖dA0(A0 −Aasd)‖Lp(X) ≤ 4‖dA1(A0 −Aasd)‖Lp(X) by Lemma 35.9,
‖F (Aasd)‖Lp(X) ≤ ‖FA0‖Lp(X) + ‖dA0(A0 −Aasd)‖Lp(X) + 2‖A0 −Aasd‖L4(X)‖A0 −Aasd‖Lq(X)
≤ ‖FA0‖Lp(X) + 4C1‖F+,gA0 ‖Lp(X) + 2C0C1‖F
+,g
A0
‖L♯,2(X)‖F+,gA0 ‖Lp(X)
(by (36.1), (36.3), and (36.4))
≤ ‖FA0‖Lp(X) + 4C1η + 2cpC0C1η2
≤ K1,
for K1 := K + 4C1 + 2cpC0C1. Thus, [Aasd] belongs to the compact subset U¯ (g,K1, P, p) ⊂
M(P, g) given by the closure (in the Uhlenbeck topology [115, Definition 4.4.1] on M(P, g)) of
the precompact open subset,
(36.5) U (K1, P, p, g) := {[A] ∈M(P, g) : ‖FA‖Lp(X) < K1} ⋐M(P, g).
For each [A] ∈M(P, g), there is a  Lojasiewicz-Simon constant, σ([A1], [A], g) ∈ (0, 1], defined by
Theorem 6. Because the set U¯ (K1, P, p, g) is compact, it has a finite cover by open balls,
B([Aα], σα) :=
{
[A] ∈M(P, g) : distH1A1 ([A], [Aα]) < σα
}
,
with radii σα = σα([A1], [Aα], g) ∈ (0, 1], where
distH1A1
([A], [Aα]) := inf
u∈AutP
‖u∗A−Aα‖H1A1 (X),
and the infimum is taken over all C∞ gauge transformations of P . We let
σ([A1], g,K, P, p) := min
α
σ([A1], [Aα], g),
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where we take the minimum over the index set corresponding to this finite open cover. We have
‖A0 −Aasd‖H1A1 (X) ≤ 4‖A0 −Aasd‖H1A0 (X) (by Lemma 35.9)
≤ 4C0‖F+,gA0 ‖L♯,2(X) (by (36.2))
≤ 4cpC0‖F+,gA0 ‖Lp(X) (by Lemma 15.1)
≤ 4cpC0η (by (2.13a)).
Thus, for a small enough η([A1], g,K, P, p) ∈ (0, 1], we may suppose that 4cpC0η < σ and
therefore,
‖A0 −Aasd‖H1A1 (X) < σ.
The conclusions now follow from Theorem 6. This completes the proof of Corollary 9. 
Proof of Corollary 10. Observe that E0 := ‖FA0‖L2(X) ≤ cp‖FA0‖Lp(X) ≤ cpK by hy-
pothesis (2.13b). Just as in the proof of Corollary 9, Theorem 35.1 provides, for µ0 = µ(A0) and
small enough η = η(E0, g, µ0) ∈ (0, 1], a constant, C0 = C0(E0, g, µ0) ∈ (0,∞), and a unique
v ∈ Ω+,g(X; adP ) such that Aasd = A0 + d+,∗A0 v is a g-anti-self-dual connection on P and
‖v‖H2A0 (X) + ‖v‖C(X) ≤ C0‖F
+
A0
‖L♯,2(X).
The conclusions now follow from the proof of Corollary 9, noting that [Aasd] belongs to the
compact subset U¯ (g,K,P, p) ⊂M(P, g) defined in (36.5) by hypothesis (2.15b). 
APPENDIX A
Continuous and compact embeddings for fractional-order
Sobolev spaces
While comprehensive references for continuous and compact embedding theorems, together
with multiplication theorems, are easily found for standard integer order Sobolev spaces — for
example Adams and Fournier [5] in the case of embedding theorems and Freed and Uhlenbeck
[144] and Palais [280] for multiplication theorems — the analogous references for fractional order
Sobolev spaces are less accessible. A further complication is that there are numerous definitions
of fractional order Sobolev spaces and they are not necessarily equivalent in all cases. While
the desired results can usually be guessed by extrapolation of known results for integer order
Sobolev spaces, their justification can be difficult and dependent on the particular definition for
a fractional order Sobolev space. For these reasons, we gather the most useful results in this
Appendix and provide references to proofs in the literature for cases of i) Hs spaces, following
Lions and Magenes [233] and Taylor [351] ii) Bessel potential spaces Hs,p, following Taylor [352],
and iii) Slobodeckij spaces W s,p, following Di Nezza, Palatucci, and Valdinoci [109], Haroske and
Triebel [175], and Maz’ya [250].
37. Fractional order Sobolev spaces
We begin with a review of some of the different approaches to defining fractional order Sobolev
spaces.
37.1. Standard Sobolev spaces. We first recall the standard definition of Sobolev spaces
of integer order in terms of derivatives [5, Sections 3.2 and 3.7]. Given a domain Ω ⊂ Rd with
d ≥ 2, for 1 ≤ p ≤ ∞ and integer k ≥ 0, one sets
W k,p(Ω) :=
{
u ∈ Lp(Ω) : Dαu ∈ Lp(Ω), for any α ∈ Nk with |α| ≤ k
}
,
where the derivatives Dαu are interpreted in the weak (distributional) sense. For 1 < p ≤ ∞ and
integer k < 0, one may define W k,p(Ω) by duality (see [5, Theorem 3.9 and Section 3.14] and [5,
Theorem 3.12 and Section 3.13] for the dual of W k,p0 (Ω))
W k,p(Ω) := (W−k,p
′
0 (Ω))
′,
where 1 ≤ p′ < ∞ is the dual exponent defined by 1/p + 1/p′ = 1 and W k,p0 (Ω) is the closure of
C∞0 (Ω) in W
k,p(Ω) [5, Section 3.2]. When p = 2, one denotes W k,2(Ω) = Hk(Ω) for k ∈ Z.
One approach to development of embedding results for Sobolev spaces on domains involves
first establishing results on Euclidean space then appealing to extension results to generalize
to the case of domains [5, Section 5.17]. See [5, Theorems 5.21, 5.22, and Remark 5.33.1] for
existence of a total extension operator when Ω is uniformly Ck-regular for all integers k ≥ 0 [5,
Section 4.10] and has a bounded boundary and see [5, Theorem 5.24] and [324, Chapter 6] for
the Stein Extension Theorem for existence of a total extension operator when Ω obeys the strong
local Lipschitz condition [5, Section 4.9].
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37.2. Complex interpolation. Following [5, Section 7.57], one can define a scale of frac-
tional order Sobolev spaces by complex interpolation [5, Section 7.51], [233, Section 1.5], [351,
Section 4.2] between Lp and (integer-order) Sobolev spaces. Specifically, if s > 0 and k = ⌈s⌉ is
the smallest integer greater than s and Ω ⊂ Rd is a domain, one defines
W s,p(Ω) := [Lp(Ω),W k,p(Ω)]s/k.
If s is a positive integer and Ω has a suitable extension property, then W s,p(Ω) coincides with
the usual Sobolev space with the same notation [5, Sections 3.2 and 3.7]. When it comes to
characterizing Sobolev spaces of fractional order more concretely, there are several approaches in
the literature [103, Section 1] as we recall next.
37.3. Hs spaces. A definition of fractional order Sobolev spaces via Fourier transforms is
straightforward when p = 2 and Ω = Rd; see [5, Section 7.62], [233, Sections 1.7 and 1.9], [351,
Section 4.1].
For real s ∈ R, let [233, Section 1.7]
Hs(Rd) :=
{
u ∈ L2(Rd) :
∫
Rd
|uˆ(ω)|2 (1 + |ω|2)s dω <∞} ,
where uˆ denotes the Fourier transform [5, Section 7.53] of u ∈ L1(Rd),
uˆ(ω) := F (u)(ω) =
1
(2π)d/2
∫
Rd
eix·ωu(x) dx, ∀ω ∈ Rd.
For integer s, one has Hs(Rd) =W k,2(Rd) [5, Section 7.62], [233, Theorem 1.9.7].
For real s ≥ 0 and a domain Ω ⊂ Rd, one can define Hs(Ω) by complex interpolation [233,
Section 9.1],
(37.1) Hs(Ω) := [L2(Ω),Hk(Ω)]θ,
where k ≥ 0 is an integer and θ ∈ (0, 1) obeys s = kθ. The properties of Hs(Ω) are elucidated in
the
Theorem 37.1 (Properties of Hs spaces on domains). [233, Theorem 1.9.1] Let d ≥ 2 and
Ω ⊂ Rd be a bounded domain with a C∞ boundary [233, Equations (1.7.10) and (1.7.11)]. Then
Hs(Ω) coincides (algebraically) with the space of restrictions to Ω of functions in Hs(Rd), the
definition (37.1) of Hs(Ω) is independent of k, and when s = k is an integer, then Hs(Ω) = Hk(Ω)
(standard Sobolev space).
To define Hs(Ω) for s < 0, one sets [233, Section 12.1]
Hs(Ω) :=
(
H−s0 (Ω)
)′
.
37.4. Bessel potential spaces. When 1 < p < 2 or 2 < p < ∞, the generalization of
the preceding method introduces Fourier transforms of certain Bessel functions and the resulting
spaces Hs,p(Rd) are called spaces of Bessel potentials [5, Section 7.6.3], [103, Section 1], [352,
Section 13.6]. For 1 < p < ∞, one defines the spaces of Bessel potentials (or classical potential
spaces) by
Hs,p(Rd) :=
{
u : u = (1 + ∆)s/2f for some f ∈ Lp(Rd)
}
,
where we use the sign convention ∆ = −∑di=1 ∂2xi and the fractional power (1 + ∆)s/2 can be
defined by means of the Fourier transform (for functions in the Schwartz class of rapidly decreasing
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functions [5, Section 7.59]),
(1 + ∆)s/2f := F−1
((
1 + |ω|2)−s/2 F (f)) = Gs ⋆ f,
where
Gs(x) := F
−1 (1 + |ω|2)−s/2 (x)
=
1
(4π)d/2Γ(s/2)
∫ ∞
0
e−te−|x|
2/(4t)t(s−d)/2
dt
t
, ∀x ∈ Rd,
is called the Bessel potential. Classical references on Bessel potential spaces include Aronszajn,
Mulla, Szeptycki, and Smith [16, 17], Caldero´n [65], and Stein [324]. For integer k ≥ 0, one has
[5, Section 7.62]
Hk,p(Rd) =W k,p(Rd).
Indeed, Hk,p(Rd) = W k,p(Rd) for 1 < p < ∞ by [65, Theorem 7] when k = 1 and by [352,
Proposition 13.6.1] any integer k ≥ 1.
Also Hs,2(Rd) = Hs(Rd) for any real s ≥ 0 by Plancherel’s Theorem [5, Theorem 7.61], [103,
Section 1].
37.5. Slobodeckij spaces. Another (non-equivalent) definition of fractional order Sobolev
spaces is given by the Aronszajn, Gagliardo, or Slobodeckij spaces (the nomenclature varies) [103,
Section 1]. Following Di Nezza, Palatucci, and Valdinoci, for 0 < s < 1 and 1 ≤ p < ∞, given a
domain Ω ⊂ Rd, one sets [109, Equation (2.1)]
W s,p(Ω) :=
{
u ∈ Lp(Ω) : |u(x)− u(y)||x− y|(d/p)+s ∈ L
p(Ω× Ω)
}
,
that is, an intermediary Banach space between Lp(Ω) and W 1,p(Ω), endowed with the natural
norm defined by [109, Equation (2.2)]
‖u‖pW s,p(Ω) := ‖u‖pW s,p(Ω) + [u]pW s,p(Ω),
where the term
[u]W s,p(Ω) :=
(∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|d+sp dx dy
)1/p
is called the Gagliardo (semi-)norm of u. Maz’ya defines the space W s,p0 (R
d) as the completion
of C∞0 (R
d) with respect to the Gagliardo norm [·]W s,p(Ω).
It is known that Hs,2(Rd) = W s,2(Rd) for any 0 < s < 1 (for example, see [109, Proposition
3.4] for the fact that Hs(Rd) = W s,2(Rd)), but for p 6= 2, the spaces Hs,p(Rd) and W s,p(Rd) are
different.
When s ≥ 1 and is not an integer, one writes s = k + σ , where k ≥ 0 is an integer and
σ ∈ (0, 1). In this case the space W s,p(Ω) consists of those equivalence classes of functions
u ∈ W k,p(Ω) whose distributional derivatives Dαu, with |α| = k, belong to W σ,p(Ω), namely
[109, Equation (2.10)]
W s,p(Ω) :=
{
u ∈W k,p(Ω) : Dαu ∈W σ,p(Ω) for any α such that |α| = k
}
,
and this is a Banach space with respect to the norm [109, Equation (2.11)]
‖u‖W s,p(Ω) :=
‖u‖p
W k,p(Ω)
+
∑
|α|=k
‖Dαu‖pWσ,p(Ω)
1/p .
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If s = k is an integer, then the space W s,p(Ω) coincides with the Sobolev space W k,p(Ω).
According to [4, Theorem 7.38], [109, Theorem 2.4], for any s > 0, the space C∞0 (R
d) of
smooth functions with compact support is dense in W s,p(Ω). One defines the space W s,p0 (Ω)
as the completion of C∞0 (Ω) with respect to the Slobodeckij norm ‖ · ‖W s,p(Ω). If s < 0 and
p ∈ (1,∞), one can define [109, Remark 2.5]
W s,p(Ω) :=
(
W−s,p
′
0 (Ω)
)′
where 1/p+ 1/p′ = 1. In this case, the space W s,p(Ω) is a space of distributions on Ω, since it is
the dual of a space having C∞0 (Ω) as dense subset.
38. Continuous embeddings
The standard Sobolev Embedding [5, Theorem 4.12] (for integer k) may be extended to
non-integral s ∈ R.
38.1. Continuous embeddings for Hs spaces. For the fractional order Sobolev spaces,
Hs(Ω), we recall the
Theorem 38.1 (Continuous embedding for Hs spaces on domains). [233, Theorem 1.9.8 and
Corollary 1.9.1] [351, Proposition 4.3] Let d ≥ 1 and Ω ⊂ Rd be a bounded domain with a C∞
boundary [233, Equations (1.7.10) and (1.7.11)]. If s ∈ R obeys s > d/2, then the following
embedding is continuous:
Hs(Ω) ⊂ C(Ω¯).
Moreover, if s = k + σ for an integer k ≥ 0 and σ ∈ R obeys σ > d/2, then the following
embedding is continuous:
Hs(Ω) ⊂ Ck(Ω¯).
Finally, if s = d/2 + α, for α ∈ (0, 1), then the following embedding is continuous:
Hs(Ω) ⊂ Cα(Ω¯).
Here, Ck(Ω) denotes the set of functions having all derivatives of order at most k continuous
in Ω, and Ck(Ω¯) denotes the set of functions in Ck(Ω) all of whose derivatives of order at most
k have continuous extensions to the closure Ω¯ [149, Chapter 1], while Cα(Ω) and Cα(Ω¯) denote
the Ho¨lder spaces [149, Section 4.1].
38.2. Continuous embeddings for Bessel potential spaces. For the Bessel potential
spaces, Hs,p(Ω), we recall the
Proposition 38.2 (Continuous embedding for Bessel potential spaces on Euclidean space).
[352, Propositions 13.6.3 and 13.6.4] If d ≥ 1 is an integer, p ∈ (1,∞), and s ∈ R, then the
following embeddings are continuous:
(38.1) Hs,p(Rd) ⊂
{
Lq(Rd), for 0 ≤ sp < d and q ∈ [p, p∗],
Cb(R
d), for sp > d,
where p∗ := dp/(d − sp).
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38.3. Continuous embeddings for Bessel potential spaces via complex interpo-
lation theory. The Caldero´n method of complex interpolation theory [33, 360] provides a
convenient way to derive continuous embedding results for fractional order Sobolev spaces from
related results for integer order Sobolev spaces, whether for functions on Euclidean space, do-
mains, or closed manifolds, or sections of vector bundles over closed manifolds. Following Taylor
[352, Section 13.6] and recalling that [352, Equation (13.6.1)], for p ∈ (1,∞) and s ∈ R,
Hs,p(Rd) := (∆ + 1)−s/2Lp(Rd)
one has the following interpolation result.
Proposition 38.3. If d ≥ 1 and s ∈ R, and θ ∈ (0, 1), and p ∈ (1,∞), then
[Lp(Rd),Hs,p(Rd)]θ = H
θs,p(Rd).
If X is a closed, smooth manifold of dimension d ≥ 2, one can use the spaces Hs,p(Rd) to
Hs,p(X) via local coordinate charts and a partition of unity subordinate to a cover of X by those
charts as in [351, Section 4.3]. One can show that the spaces Hs,p(X) also obey the interpolation
inequality [351, Proposition 4.3.1], [352, Equation (13.6.6)],
(38.2) Hs,p(X) = [Lp(X),Hk,p(X)]θ , θ ∈ (0, 1), s = kθ.
If Ω is a compact subdomain with smooth boundary of a closed manifoldX, one definesHk,p(Ω) :=
W k,p(Ω) (the standard Sobolev space). There exists a (total) extension operator [351, Equation
(4.4.12)], [352, Equation (13.6.6)]
E : Hk,p(Ω)→ Hk,p(X), 0 ≤ k ≤ N,
for every finite integer N , since ∂Ω is a closed, smooth manifold. One defines Hs,p(Ω) for s > 0
by [352, Equation (13.6.7)]
(38.3) Hs,p(Ω) := [Lp(Ω),Hk,p(Ω)]θ, θ ∈ (0, 1), s = kθ,
and obtains an extension operator, E : Hs,p(Ω)→ Hs,p(X). One can show that the characteriza-
tion (38.3) of Hs,p(Ω) is independent of k ≥ s (see [351, Equation (4.4.16)] and [352, Equation
(13.6.8)]). The space Hs,p(Ω) agrees with the standard characterization when s = k is a positive
integer.
For the spaces Hs(Rd) and Hs(X), there are natural isomorphisms (Hs(Rd))′ ∼= H−s(Rd)
and (Hs(X))′ ∼= H−s(X) for s ∈ R by [351, Proposition 3.3.2]. These isomorphisms extend to
the case p ∈ (1,∞), giving (Hs,p(Rd))′ ∼= H−s,p′(Rd) and (Hs,p(X))′ ∼= H−s,p′(X) for s ∈ R,
where p′ is the dual exponent for p defined by 1/p + 1/p′ = 1, using (Lp(Rd))′ ∼= Lp′(Rd) and
(Lp(X))′ ∼= Lp′(X).
Complex interpolation can also be used to extend the Sobolev Embedding [5, Theorem 4.12]
for the standard Sobolev spaces W k,p(Ω) to the case of Bessel potential spaces Hs,p(Ω). (This is
the approach of Palais to the derivation of embedding and multiplication theorems for fractional
order Sobolev spaces [280, Section 9].) For this purpose, we recall the
Theorem 38.4 (Exact interpolation). [5, Section 7.52], [33, Theorem 4.1.2] Given two com-
patible pairs of Banach spaces, (E0, E1) and (F0, F1), the pair ([E0, E1]θ, [F0, F1]θ) is an exact
interpolation pair of exponent θ, that is, if T : E0 + E1 → F0 + F1 is a linear operator that is
bounded from Ej to Fj , for j = 0, 1, then for each θ ∈ [0, 1], the operator T is bounded from
[E0, E1]θ to [F0, F1]θ and
‖T‖θ ≤ ‖T‖1−θ0 ‖T‖θ1.
452 A. EMBEDDINGS FOR FRACTIONAL-ORDER SOBOLEV SPACES
In Theorem 38.4, we denote the operator norms for T : E0 → F0, T : E0 → F0, and
T : [E0, E1]θ → [F0, F1]θ by ‖T‖0, ‖T‖1, and ‖T‖θ, respectively. Note that [E0, E1]0 = E0 and
[E0, E1]1 = E1.
As an application of Proposition 38.3, Theorem 38.4, and the standard Sobolev Embedding
[5, Theorem 4.12], we note the following extension of Proposition 38.2. The analogous results
hold for domains Ω ⊂ Rd and closed manifolds X in place of Rd.
Corollary 38.5 (Continuous embedding for Bessel potential spaces on Euclidean space).
If d ≥ 1 and k ≥ 0 are integers, p ∈ (1,∞), and σ > 0, then the following embeddings are
continuous:
(38.4) Hk+σ,p(Rd) ⊂

Hk,q(Rd), for 0 ≤ σp < d and q ∈ [p, p∗],
Hk,q(Rd), for σp = d and q ∈ [p,∞),
Ckb (R
d), for σp > d,
where p∗ := dp/(d − σp).
38.4. Continuous embeddings for Slobodeckij spaces. For the Slobodeckij spaces on
Euclidean space, Maz’ya and Di Nezza, Palatucci, and Valdinoci provide the following embedding
theorem.
Theorem 38.6 (Continuous embeddings for Slobodeckij spaces on Euclidean space for sub-
critical exponents). [109, Theorem 6.5] [250, Theorem 10.2.1] Let d ≥ 1 be an integer and p ≥ 1.
Then there is a constant C = C(d, p) ∈ [1,∞) with the following significance. Let 0 < s < 1 be
such that sp < d. If u ∈W s,p0 (Rd), then
(38.5) ‖u‖p
Lp∗ (Rd)
≤ c(d, p) s(1− s)
(d − sp)p−1 [u]
p
W s,p(Rd)
,
where p∗ := dp/(d − sp) and c(d, p) is a function of d and p. In particular, there are continuous
embeddings,
W s,p(Rd) ⊂ Lq(Rd), ∀ q ∈ [p, p∗].
The preceding embedding results extend to the case of suitably regular domains, as discussed
by Di Nezza, Palatucci, and Valdinoci [109]. For any s ∈ (0, 1) and any p ∈ [1,∞), one says
that an open set Ω ⊂ Rd is an extension domain for W s,p if there exists a positive constant
C = C(d, p, s,Ω) with the following significance: for every function u ∈ W s,p(Ω) there exists
u˜ ∈W s,p(Rd) with u˜(x) = u(x) for all x ∈ Ω and ‖u˜‖W s,p(Rd) ≤ C‖u‖W s,p(Ω). We now recall the
Theorem 38.7 (Existence of extension domains for Slobodeckij spaces). Let d ≥ 1 be an
integer, p ∈ [1,∞), and s ∈ (0, 1), and Ω ⊂ Rd be an open set of class C0,1 with bounded
boundary. Then there is a constant C = C(d, p, s,Ω) ∈ [1,∞) with the following significance. For
any u ∈W s,p(Ω), there exists u˜ ∈W s,p(Rd) such that u˜ ↾ Ω = u and
‖u˜‖W s,p(Rd) ≤ C‖u‖W s,p(Ω),
and there is a continuous embedding,
W s,p(Ω) ⊂W s,p(Rd).
Theorem 38.8 (Continuous embeddings for Slobodeckij spaces on domains for subcritical
exponents). [109, Theorem 6.7] Let d ≥ 1 be an integer, p ∈ [1,∞), and s ∈ (0, 1) be such that
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sp < d. Let Ω ⊂ Rd be an extension domain for W s,p. Then there exists a positive constant
C = C(d, p, s,Ω) ∈ [1,∞) such that, for any u ∈W s,p(Ω) and q ∈ [p, p∗], we have
(38.6) ‖u‖Lq(Ω) ≤ C‖u‖W s,p(Ω),
and the following embeddings are continuous:
W s,p(Ω) ⊂ Lq(Ω), ∀ q ∈ [p, p∗].
If, in addition, Ω is bounded, then the preceding embeddings are continuous for any q ∈ [1, p∗].
Analogues of Theorems 38.6 and 38.8 hold when sp = d:
Theorem 38.9 (Continuous embeddings for Slobodeckij spaces on Euclidean space for the
critical exponent). [109, Theorem 6.9] Let d ≥ 1 be an integer, and p ∈ [1,∞), and 0 < s < 1 be
such that sp = d. Then there is a constant C = C(d, p, s) ∈ [1,∞) with the following significance.
If q ∈ [p,∞) and u : Rd → R is measurable and compactly supported, then
(38.7) ‖u‖Lq(Rd) ≤ C‖u‖W s,p(Rd),
and there is a continuous embedding,
W s,p(Rd) ⊂ Lq(Rd).
Theorem 38.10 (Continuous embeddings for Slobodeckij spaces on domains for the critical
exponent). [109, Theorem 6.10] Let d ≥ 1 be an integer, p ∈ [1,∞), and 0 < s < 1 be such
that sp = d. Let Ω ⊂ Rd be an extension domain for W s,p. Then there is a constant C =
C(d, p, s,Ω) ∈ [1,∞) with the following significance. If q ∈ [p,∞) and u ∈W s,p(Ω), then
(38.8) ‖u‖Lq(Ω) ≤ C‖u‖W s,p(Ω),
and there is a continuous embedding,
W s,p(Ω) ⊂ Lq(Ω).
If, in addition, Ω is bounded, then the preceding embedding is continuous for any q ∈ [1,∞).
Finally, in the case of supercritical exponents, one has the
Theorem 38.11 (Continuous embeddings for Slobodeckij spaces on domains for supercritical
exponents). [109, Theorem 8.2] Let d ≥ 1 be an integer, p ∈ [1,∞), and s ∈ (0, 1) be such that
sp > d. Let Ω ⊂ Rd be an extension domain for W s,p with no external cusps. Then there is a
constant C = C(d, p, s,Ω) ∈ [1,∞) with the following significance. If u ∈ Lp(Ω), then
(38.9) ‖u‖Cα(Ω¯) ≤ C‖u‖W s,p(Ω).
with α := (sp− d)/p ∈ (0, 1).
39. Compact embeddings
Analogues of the classical Rellich-Kondrachov Embedding [5, Theorem 6.3] hold for fractional
order Sobolev spaces. We note that Theorems 39.1, 39.2, and 39.3 are proved directly, without
appeal to interpolation theory for Hilbert or Banach spaces [33, 360], where the question of
whether one can infer compactness of embeddings is known to be delicate [97], unlike the simpler
question of continuity.
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39.1. Compact embeddings for Hs spaces. Lions and Magenes provide the
Theorem 39.1 (Compact embedding for Hs spaces on domains). [233, Theorem 1.16.1] Let
d ≥ 1 be an integer and Ω ⊂ Rd be a bounded domain with a C∞ boundary [233, Equations
(1.7.10) and (1.7.11)]. If s, t ∈ R obey −∞ < s < t < ∞, then the following embedding is
compact:
Ht(Ω) ⋐ Hs(Ω).
Haroske and Triebel [175, Theorems 4.17 and 7.8] and Taylor [351, Proposition 4.4] establish
Theorem 39.1 for the case 0 ≤ s < t <∞. The case −∞ < s < t < 0 then follows by duality and
[59, Theorem 6.4], which asserts that if T : E → F is a compact linear map of Banach spaces,
then the adjoint operator T ∗ : F ′ → E′ is also compact. The case −∞ < s < 0 < t < ∞ is an
immediate consequence of either one of the preceding compact embedding results.
39.2. Compact embeddings for Bessel potential spaces. Taylor provides the
Theorem 39.2 (Compact embedding for Bessel potential spaces on domains). [352, Equation
(13.6.9)] Let d ≥ 1 be an integer and Ω ⊂ Rd be a bounded domain with a C∞ boundary. If
p ∈ (1,∞) and s, t ∈ R obey 0 ≤ s < t <∞, then the following embedding is compact:
Hp,t(Ω) ⋐ Hp,s(Ω).
Just as in Section 39.1, Theorem 39.2 extends to the cases of −∞ < s < t < 0 and −∞ <
s < 0 < t <∞ by duality.
39.3. Compact embeddings for Slobodeckij spaces. For the Slobodeckij spaces,W s,p(Ω)
with p ∈ [1,∞) and s ∈ (0, 1), Di Nezza, Palatucci, Valdinoci provide the
Theorem 39.3 (Compact embedding for Slobodeckij spaces). [109, Corollary 7.2] Let d ≥ 1
be an integer and p ∈ [1,∞) and s ∈ (0, 1) obey sp < d. Let p∗ := dp/(d− sp) denote the critical
exponent and q ∈ [1, p∗). If Ω ⊂ Rd is a bounded extension domain for W s,p, then the following
embedding is compact:
W s,p(Ω) ⋐ Lq(Ω).
Theorem 39.3 immediately yields the
Corollary 39.4 (Compact embedding for Slobodeckij spaces on domains). Let d ≥ 1 be an
integer and p ∈ [1,∞) and σ > 0 obey σp < d. Let p∗ := dp/(d− σp) denote the critical exponent
and q ∈ [1, p∗). Let k ≥ 0 be an integer. If Ω ⊂ Rd is a bounded extension domain for W k+σ,p,
then the following embedding is compact:
W k+σ,p(Ω) ⋐W k,q(Ω).
40. Fractional order Sobolev spaces of sections of vector bundles over closed
manifolds
The definitions of Bessel potential spaces in Section 37.4 or Slobodeckij spaces in Section
37.5, over Euclidean space or domains, together with the associated continuous and compact
embedding results, extend in a standard way using a partition of unity to the case of spaces of
functions over closed, Riemannian, smooth manifolds, and hence to spaces of sections of vector
bundles over such manifolds. This is described in Section 38.3, following Taylor [351, Section
4.3], for the case of Bessel potential spaces.
In the case of functions over closed Riemannian smooth manifolds, one also has the option of
defining Bessel potential spaces directly in terms of the fractional powers, (∆ + 1)s/2 for s ∈ R,
40. FRACTIONAL ORDER SOBOLEV SPACES OF SECTIONS OF VECTOR BUNDLES 455
where ∆ is the Laplace operator on C∞(X) defined by the Riemannian metric on TX. More
generally, if E is a Riemannian vector bundle over X with a metric connection A, one may define
Bessel potential spaces directly in terms of the fractional powers, (∇∗A∇A+1)s/2 for s ∈ R, where
∇∗A∇A is the connection Laplace operator defined by the connection A on E and Levi-Civita
connection on TX. When s is an integer, these fractional order Sobolev spaces agree with their
standard definitions in terms of covariant derivatives, as in Aubin [23, Section 2.1].

APPENDIX B
Fredholm properties of elliptic partial differential operators on
Sobolev and Ho¨lder spaces
We prove two corollaries of [150, Lemma 1.4.5] for the Fredholm property of elliptic pseudo-
differential operators, P : Hs+m(X;V )→ Hs(X;W ), where V and W are vector bundles over a
closed, smooth manifold, X, and P : C∞(X;V ) → C∞(X;W ) is an elliptic pseudo-differential
operator of order m ∈ R [150, Sections 1.2 and 1.3] and Hs(X;V ) = W s,2(X;V ) is the Sobolev
space of order s ∈ R (see Section 37 for a survey of definitions of fractional-order Sobolev spaces).
The conclusions of Lemmata 41.1 and 42.1 are widely assumed without comment (for exam-
ple, based on the results for Hs spaces in Gilkey [150] or Ho¨rmander [189]), but they are not
immediate consequences and require justification.
41. Fredholm properties of elliptic partial differential operators on Sobolev spaces
We have the following corollary of a well-known result [150, Lemma 1.4.5] for the Fredholm
property of elliptic pseudo-differential operators on Hs spaces. Compare [370, Theorem 5.7.2].
Lemma 41.1 (Fredholm property for elliptic partial differential operators on Sobolev spaces).
Let V and W be finite-rank vector bundles over a closed, smooth manifold, X, and k ≥ 0 an
integer, and p ∈ (1,∞). If P : C∞(X;V )→ C∞(X;W ) is an elliptic partial differential operator
of order m ≥ 0, then P : W k+m,p(X;V )→W k,p(X;W ) is a Fredholm operator with index
Index(P ) = dimKer (P : C∞(X;V )→ C∞(X;W ))
− dimKer (P ∗ : C∞(X;W )→ C∞(X;V )) ,
where P ∗ is the formal (L2) adjoint of P .
Proof. We use [150, Lemma 1.3.6] to find a pseudo-differential operator S : C∞(X;W ) →
C∞(X;V ) of order −m so that
SP − I ∈ Ψ−∞(X;V ) and PS − I ∈ Ψ−∞(X;W ),
where Ψ−∞(X;V ) is the vector space of infinitely smoothing pseudo-differential operators [150,
Sections 1.2 and 1.3].
The operator P : W k+m,p(X;V ) → W k,p(X;W ) is continuous since P is an elliptic partial
differential operator of order m ≥ 0 and by definition of the Sobolev space W k+m,p(X;V ).
Combining the preceding observation with the a priori elliptic estimate (see Theorem 14.60, for
example),
‖v‖W k+m,p(X) ≤ C
(
‖v‖W k,p(X) + ‖Pv‖W k,p(X)
)
,
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implies that the expression ‖v‖W k,p(X) + ‖Pv‖W k,p(X) defines a norm for v ∈ C∞(X;V ) which is
equivalent to the standard norm on W k+m,p(X;V ). Furthermore, the operators
SP − I : W k,p(X;V )→W k+1,p(X;V ),
PS − I : W k,p(X;W )→W k+1,p(X;W ),
are continuous because the operators
SP − I : Hs(X;V )→ Hs+t(X;V ),
PS − I : Hs(X;W )→ Hs+t(X;W ),
are continuous by [150, Lemma 1.3.5], for any s ∈ R and t ≥ 0, and the Sobolev Embedding
Theorem for Sobolev spaces of fractional order (for example, see [5, Theorem 4.12] for Sobolev
spaces of non-negative integer order and Section 38 for Sobolev spaces of fractional order), which
provides continuous embeddings, W k,p(X;V ) ⊂ Hs(X;V ) for sufficiently small s < s0(d, k, p)
and Hs+t(X;W ) ⊂ W k+1,p(X;W ) for sufficiently large t > t0(d, k, p), where d is the dimension
of X. (The finite constants s0(d, k, p) and t0(d, k, p) can of course be determined explicitly from
the full statement of the Sobolev Embedding Theorem, but their precise values are unimportant
here.) Thus,
‖Sw‖W k+m,p(X;W ) ≤ C
(
‖PSw‖W k,p(X;W ) + ‖w‖W k,p(X;W )
)
≤ C
(
‖(PS − I)w‖W k,p(X;W ) + ‖w‖W k,p(X;W )
)
≤ C‖w‖W k,p(X;W ) (by continuity of PS − I on W k,p(X;W )),
and so the operator S :W k,p(X;V )→W k+m,p(X;W ) is continuous.
The embeddingsW k+1,p(X;V ) ⊂W k,p(X;V ) andW k+1,p(X;W ) ⊂W k,p(X;W ) are compact
by the Rellich-Kondrachov Theorem (see [5, Theorem 6.3]) and so the operators (now viewed as
compositions with compact embeddings)
SP − I :W k,p(X;V )→ W k,p(X;V ),
PS − I : W k,p(X;W )→ W k,p(X;W ),
are compact by [59, Proposition 6.3]. Hence, P : W k+m,p(X;V ) → W k,p(X;W ) is Fredholm by
[150, Section 1.4.2, Definition].
Because P : W k+m,p(X;V ) → W k,p(X;W ) is Fredholm, its index may be computed by [2,
Lemma 4.38]
Index(P ) = dimKer
(
P :W k+m,p(X;V )→W k,p(X;W )
)
− dimKer
(
P ∗ :W−k,p
′
(X;W )→W−k−m,p′(X;V )
)
,
where p′ ∈ (1,∞) is the dual exponent defined by 1/p + 1/p′ = 1 and we have appealed to the
characterization of Banach duals of Sobolev spaces [5, Sections 3.7 to 3.14]. If w ∈ (KerP ∗) ∩
W−k,p
′
(X;W ), then w ∈ (KerP ∗) ∩ Hs(X;W ) for all s < s0(d, k, p), where s0 is given by the
Sobolev Embedding Theorem, and consequently (since the Banach space dual P ∗ is defined by
the realization of the formal adjoint and P ∗ is thus an elliptic partial differential operator of order
m) we see that w ∈ (KerP ∗) ∩ C∞(X;W ) by elliptic regularity [150, Lemma 1.3.2 and Section
1.3.5]. Of course, if v ∈ (KerP ) ∩W k+m,p(X;V ), then v ∈ (KerP ) ∩ C∞(X;V ) by the same
argument. This yields the stated formula for the index of P :W k+m,p(X;V )→W k,p(X;W ). 
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42. Fredholm properties of elliptic partial differential operators on Ho¨lder spaces
We now turn to the corresponding assertions for elliptic partial differential operators on Ho¨lder
spaces, but we specialize to the case of second-order operators since there fewer suitable references
for a priori estimates or regularity theory in the case of elliptic partial differential operators of
arbitrary order on Ho¨lder spaces. Compare [370, Theorem 5.8.3].
Lemma 42.1 (Fredholm property for second-order elliptic partial differential operators on
Ho¨lder spaces). Let V and W be finite-rank vector bundles over a closed, smooth manifold, X,
and k ≥ 0 an integer and α ∈ (0, 1). If P : C∞(X;V ) → C∞(X;W ) is a second-order, elliptic
partial differential operator, then P : Ck+2,α(X;V ) → Ck,α(X;W ) is a Fredholm operator with
index
Index(P ) = dimKer (P : C∞(X;V )→ C∞(X;W ))
− dimKer (P ∗ : C∞(X;W )→ C∞(X;V )) ,
where P ∗ is the formal (L2) adjoint of P .
Proof. We again use [150, Lemma 1.3.6] to find a pseudo-differential operator S : C∞(X;W )→
C∞(X;V ) of order −m so that
SP − I ∈ Ψ−∞(X;V ) and PS − I ∈ Ψ−∞(X;W ),
where Ψ−∞(X;V ) is the vector space of infinitely smoothing pseudo-differential operators [150,
Sections 1.2 and 1.3].
The operator P : Ck+2,α(X;V )→ Ck,α(X;W ) is continuous since P is a second-order elliptic
partial differential operator and by definition of the Ho¨lder space Ck+2,α(X;V ). Combining this
continuity property with the a priori elliptic estimate (see [149, Theorem 6.2, Corollary 6.3, or
Theorem 6.6], for example, in the case of scalar operators),
‖v‖Ck+2,α(X) ≤ C
(
‖v‖Ck,α(X) + ‖Pv‖Ck,α(X)
)
,
implies that the expression ‖v‖Ck,α(X) + ‖Pv‖Ck,α(X) defines a norm for v ∈ C∞(X;V ) which is
equivalent to the standard norm on Ck+2,α(X;V ). Furthermore, the operators
SP − I : Ck,α(X;V )→ Ck,β(X;V ),
PS − I : Ck,α(X;W )→ Ck,β(X;W ),
are continuous for any β obeying α ≤ β ≤ 1 because the operators
SP − I : Hs(X;V )→ Hs+t(X;V ),
PS − I : Hs(X;W )→ Hs+t(X;W ),
are continuous by [150, Lemma 1.3.5], for any s ∈ R and t ≥ 0, and the Sobolev Embedding
Theorem for Sobolev spaces of fractional order (for example, see [5, Theorem 4.12] for Sobolev
spaces of non-negative integer order and Section 38 for Sobolev spaces of fractional order), which
provides continuous embeddings, Ck,α(X;V ) ⊂ Hs(X;V ) for sufficiently small s < s0(d, k, α)
and Hs+t(X;W ) ⊂ Ck,β(X;W ) for sufficiently large t > t0(d, k, β), where d is the dimension of
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X. Thus,
‖Sw‖Ck+2,α(X;W ) ≤ C
(
‖PSw‖Ck,α(X;W ) + ‖w‖Ck,α(X;W )
)
≤ C
(
‖(PS − I)w‖Ck,α(X;W ) + ‖w‖Ck,α(X;W )
)
≤ C‖w‖Ck,α(X;W ) (by continuity of PS − I on Ck,α(X;W )),
and so the operator S : Ck,α(X;V )→ Ck+2,α(X;W ) is continuous.
When β > α, the embeddings Ck,β(X;V ) ⊂ Ck,α(X;V ) and Ck,β(X;W ) ⊂ Ck,α(X;W )
are compact as a consequence of the Arzela`-Ascoli Theorem (see [5, Theorem 1.3.4]) and so the
operators (now viewed as compositions with compact embeddings)
SP − I : Ck,α(X;V )→ Ck,α(X;V ),
PS − I : Ck,α(X;W )→ Ck,α(X;W ),
are compact by [59, Proposition 6.3]. Hence, P : Ck+2,α(X;V ) → Ck,α(X;W ) is Fredholm by
[150, Section 1.4.2, Definition].
Because P : Ck+2,α(X;V ) → Ck,α(X;W ) is Fredholm, its index may be computed by [2,
Lemma 4.38]
Index(P ) = dimKer
(
P : Ck+2,α(X;V )→ Ck,α(X;W )
)
− dimKer
(
P ∗ :
(
Ck,α(X;W )
)∗
→
(
Ck+2,α(X;V )
)∗)
.
If v ∈ (KerP ) ∩ Ck+2,α(X;V ), then v ∈ (KerP ) ∩ Hs(X;V ) for any s < s0(d, k, α) small
enough (and determined by the Sobolev Embedding Theorem) that Ck+2,α(X;V ) ⊂ Hs(X;V ) is
a continuous embedding and consequently v ∈ (KerP ) ∩ C∞(X;V ) by elliptic regularity [150,
Lemma 1.3.2 and Section 1.3.5]. Similarly, if w ∈ (KerP ∗)∩(Ck,α(X;W ))∗, then we observe that
Ht(X;W ) ⊂ Ck,α(X;W ) is a continuous (and dense) embedding by the Sobolev Embedding The-
orem for any t > t0(d, k, α) large enough and thus (C
k,α(X;W ))∗ ⊂ (Ht(X;W ))∗ = H−t(X;W ) is
a continuous embedding and so w ∈ (KerP ∗)∩H−t(X;W ). Therefore, w ∈ (KerP ∗)∩C∞(X;V )
by elliptic regularity. This yields the stated formula for the index of P : Ck+2,α(X;V ) →
Ck,α(X;W ). 
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