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Resumo
Neste trabalho, estudamos resultados de existência e concentração de soluções po-
sitivas de uma equação de Schrödinger em RN envolvendo o operador p-laplaciano com
2 ≤ p < N , uma não-linearidade do tipo potência com expoente q subcrítico, um pa-
râmetro λ positivo e um potencial a(x) satisfazendo certas hipóteses. Tal problema foi
inicialmente estudado por Bartsch e Wang em [5] no caso do operador laplaciano (p = 2).
Apresentamos as versões dos resultados de [5] para o caso do p-laplaciano, demonstradas
por Furtado em [17, 18].
Abstract
In this work, we study results on existence and concentration of positive solutions
for a Schrödinger equation in RN involving the p-laplacian operator with 2 ≤ p < N ,
a subcritical nonlinearity, a positive parameter λ and a potencial a(x) satisfying some
hypotheses. Such problem was ﬁrst studied by Bartsch and Wang [5] in the case of
laplacian operator (p = 2). We present versions of the results of [5] in the case of the
p-laplacian, which were demonstrated by Furtado [17, 18].
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Introdução
O objetivo deste trabalho é estudar resultados de existência, multiplicidade e concen-
tração de soluções positivas da seguinte classe de equações quasilineares de Schrödinger −∆pu+ (λa(x) + 1)|u|
p−2u = |u|q−2u, x ∈ RN ,
u ∈ W 1,p(RN),
(Sλ,q)
em que 2 ≤ p < N, p < q < p∗, onde p∗ = Np/(N − p), ∆pu = div(|∇u|p−2∇u) é
o operador p-laplaciano e λ é um parâmetro positivo. Vamos considerar a uma função
satisfazendo
(A1) a ∈ C(RN ,R) é não negativa, Ω = int a−1(0) é um conjunto não vazio de classe C2
e Ω = a−1(0);
(A2) existe M0 > 0 tal que
L({x ∈ RN : a(x) ≤M0}) <∞,
onde L é a medida de Lebesgue em RN .
Um dos motivos de estudarmos soluções de (Sλ,q) é que, para λ suﬁcientemente grande,
o problema de Dirichlet {
−∆pu+ |u|p−2u = |u|q−2u em Ω,
u = 0 em ∂Ω,
(Dq)
se torna um tipo de problema limite.
Em [6], Benci e Cerami estudaram o problema (Dq) no caso do operador laplaciano.
Eles provaram que (Dq) com p = 2 possui pelo menos cat(Ω) soluções para q próximo de
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2∗. Aqui, cat(Ω) denota a categoria de Ljusternik-Schnirelmann do conjunto Ω. Poste-
riormente, outros artigos foram publicados tratando da multiplicidade de soluções para
(Dq) com p = 2 em função da topologia de Ω, tanto no caso subcrítico [8, 11, 7] quanto
no caso crítico [28, 22]. O caso quasilinear (2 < p < N) foi considerado por Alves e Ding
em [2] e Furtado em [16].
O problema (Sλ,q) foi estudado por Bartsch e Wang em [5] no caso semilinear p = 2.
Eles provaram a existência de uma solução positiva de energia mínima para λ suﬁciente-
mente grande. Mais ainda, quando λ→∞, essas soluções se concentram em uma solução
positiva de energia mínima do problema (Dq). Também, supondo Ω um domínio limitado
e apoiados no resultado anterior de Benci e Cerami, os autores provaram que (Sλ,q) com
p = 2 possui cat(Ω) soluções positivas para λ suﬁcientemente grande e q próximo de 2∗.
Em [17, 18], Furtado estudou o seguinte problema:
−∆pu+ (λa(x) + 1)|u|p−2u = |u|q−2u em RN ,
u(τx) = −u(x) para todo x ∈ RN ,
u ∈ W 1,p(RN),
com λ > 0, 2 ≤ p < N, p < q < p∗, τ uma transformação linear ortogonal de RN em
RN satisfazendo τ 6= Id e τ 2 = Id. O potencial a satisfaz (A1), (A2) e é invariante
por τ , isto é, a(τx) = a(x) para todo x ∈ RN . Utilizando métodos variacionais ele
obteve, para λ grande, resultados de existência e concentração de soluções que mudam
de sinal exatamente uma vez, além da relação entre o número dessas soluções com a
topologia equivariante do conjunto Ω onde o potencial se anula, quando q é próximo de
p∗. Adaptando as ideias das demonstrações desses resultados de soluções nodais para o
caso sem hipótese de simetria, o autor pôde estender os resultados de [5] para o caso
quasilinear.
Nosso objetivo aqui é estudar os resultados de Bartsch e Wang [5] estendidos para
o caso 2 ≤ p < N , demonstrados por Furtado em [17, 18]. O espaço vetorial em que
trabalharemos é
E =
{
u ∈ W 1,p(RN) :
∫
RN
a(x)|u|p <∞
}
.
Para λ ≥ 0, deﬁnimos Eλ = (E, ‖ · ‖λ) o espaço vetorial E munido da norma
‖u‖λ =
{∫
RN
(|∇u|p + (λa(x) + 1)|u|p)
}1/p
.
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Associado ao problema (Sλ,q) temos o funcional I˜λ,q : E → R deﬁnido por
I˜λ,q(u) =
1
p
∫
RN
(|∇u|p + (λa(x) + 1)|u|p)− 1
q
∫
RN
|u|q.
Dizemos que u ∈ Eλ é uma solução fraca de (Sλ,q) quando∫
RN
|∇u|p−2∇u · ∇φ+
∫
RN
(λa(x) + 1)|u|p−2uφ−
∫
RN
|u|q−2uφ = 0,
para toda função φ ∈ Eλ. Uma solução u de (Sλ,q) é de energia mínima quando
I˜λ,q(u) = inf
{
I˜λ,q(v) : v é uma solução não trivial de (Sλ,q)
}
.
No Capítulo 2, apresentamos os resultados de existência e concentração de soluções
positivas de (Sλ,q) para λ suﬁcientemente grande. São eles:
Teorema A Suponha que (A1) e (A2) sejam válidas. Então existe Λ0 = Λ0(q) tal que,
para todo λ ≥ Λ0, o problema (Sλ,q) tem pelo menos uma solução positiva de energia
mínima.
Teorema B Sejam (λn) ⊂ R tal que λn →∞ e (un) uma sequência de soluções positivas
do problema (Sλn,q) tal que I˜λn,q(un) é limitado. Então, a menos de uma subsequência,
un → u forte em W 1,p(RN) com u sendo uma solução positiva do problema (Dq).
Corolário C Sejam (λn) ⊂ R com λn → ∞ e (un) uma sequência de soluções positivas
de energia mínima do problema (Sλn,q). Então (un) converge em W
1,p(RN) ao longo de
uma subsequência para uma solução positiva de energia mínima de (Dq).
No Capítulo 3, estudamos a relação entre a topologia do conjunto Ω = int a−1(0) e o
número de soluções positivas de (Sλ,q). Mais especiﬁcamente, apresentamos a demonstra-
ção do seguinte teorema.
Teorema D Suponha que (A1) e (A2) sejam válidas e que Ω seja limitado. Então existe
q0 ∈ (p, p∗) com a propriedade de, para cada q ∈ (q0, p∗), existe um número Λ(q) > 0 tal
que, para todo λ ≥ Λ(q), o problema (Sλ,q) tem pelo menos cat(Ω) soluções positivas.
Embora as demonstrações dos resultados acima sigam aquelas de Bartsch e Wang,
existe uma maior diﬁculdade técnica devida à não-linearidade do operador p-laplaciano e
pelo fato do espaço de funções em que se deve trabalhar não ser um espaço de Hilbert.
Dentre os resultados que auxiliam a transpor a diﬁculdade introduzida pelo p-laplaciano,
citamos uma versão vetorial do lema de Brézis-Lieb demonstrada por Alves ([1], Lema 3),
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uma versão de um resultado de concentração e compacidade ([33], Lema 1.40) demons-
trada por Furtado ([18], Lema 2.6) e uma propriedade das sequências minimizantes para S
([18], Lema A.11), onde S é a melhor constante da imersão de SobolevW 1,p0 (Ω) ↪→ Lp∗(Ω).
Capítulo 1
Resultados preliminares
Neste capítulo, apresentamos resultados e deﬁnições que utilizamos no decorrer deste
trabalho.
1.1 Conjuntos homotopicamente equivalentes
Deﬁnição 1.1 Sejam X e Y dois espaços topológicos. Uma homotopia entre as aplicações
contínuas f, g : X → Y é uma aplicação contínua H : [0, 1] × X → Y tal que para todo
x ∈ X, tem-se H(0, x) = f(x) e H(1, x) = g(x). Escreve-se f ' g para indicar que existe
uma homotopia H entre f e g.
Deﬁnição 1.2 Sejam X e Y dois espaços topológicos. Dizemos que X e Y são homoto-
picamente equivalentes se existem aplicações contínuas f : X → Y e g : Y → X tais que
f ◦ g ' IdY e g ◦ f ' IdX , onde IdX é a função identidade de X e IdY de Y .
Para Ω ⊂ RN e r > 0 deﬁnimos
Ω+r = {x ∈ RN : dist(x,Ω) < r} e Ω−r = {x ∈ Ω : dist(x, ∂Ω) ≥ r}.
Nesta seção, nosso objetivo é provar o seguinte resultado, importante para a demons-
tração do Teorema D.
Lema 1.3 Seja Ω ⊂ RN um domínio limitado de classe C2. Então para r1, r2 > 0
suﬁcientemente pequenos, os conjuntos Ω+r1 e Ω
−
r2
são homotopicamente equivalentes a Ω.
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A demonstração que damos aqui encontra-se em [13] (Proposição 2.3.3). Antes, apre-
sentamos algumas deﬁnições e um resultado sobre superfícies compactas que serão neces-
sários.
Deﬁnição 1.4 Seja M = Mm ⊂ RN uma superfície de dimensão m e classe Ck, k ≥ 1.
Seja ϕ : U0 → U uma parametrização com U0 ⊂ Rm um aberto, U ⊂ RN e p = ϕ(x) ∈M
para algum x ∈ U0. O espaço tangente a M no ponto p é o espaço vetorial de dimensão
m
TpM = ϕ
′(x) · Rm.
Dizemos que um vetor u ∈ RN é normal a superfície M no ponto p quando u for
perpendicular a todos os vetores tangentes a M no ponto p, isto é, quando se tiver
u · v = 0 para todo v ∈ TpM . Indicamos o conjunto dos vetores normais a M no ponto p
por νpM .
Dizemos que o segmento [p, a] = {p+ t(a− p) : 0 ≤ t ≤ 1} é normal a M no ponto p
se p ∈M e v = a− p ∈ νpM .
Dado ε > 0, a bola normal B⊥(p; ε) é a reunião dos segmentos normais a M no ponto
p, de comprimento menor que ε. Dizemos que ε é um raio normal admissível para um
subconjunto X ⊂M quando, dados quaisquer dois segmentos [p, a] e [q, b], normais a M ,
de comprimento menor que ε, com p 6= q ∈ X, tem-se [p, a] ∩ [q, b] = ∅.
Enunciamos agora o teorema da vizinhança tubular para superfícies compactas cuja
demonstração pode ser encontrada em [24].
Teorema 1.5 SejaM = Mm ⊂ RN uma superfície compacta de classe Ck, k ≥ 2. Então:
(i) Existe ε > 0, raio normal admissível para M .
(ii) A reunião Vε(M) = ∪p∈MB⊥(p; ε) dos segmentos normais a M de comprimento
menor que ε é um aberto de RN chamado a vizinhança tubular de M de raio ε.
(iii) A aplicação η : Vε(M) → M , que associa a cada ponto q ∈ Vε(M) o pé do único
segmento normal que o contém, é de classe Ck−1.
Demonstração do Lema 1.3: Por hipótese, ∂Ω é uma superfície compacta de classe
C2. Logo valem (i)− (iii) do Teorema 1.5 para algum ε > 0. Seja 0 < r1 < ε. Deﬁnimos
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g : Ω→ Ω−r1 ⊂ Ω+r1 a projeção dada por
g(x) =
{
x, se x ∈ Ω−r1 ,
pi(x)− r1η(x), se x ∈ Ω \ Ω−r1 ,
onde η(x) é o vetor unitário na direção do único segmento normal que contém x. Deﬁnimos
também f : Ω+r1 → Ω por
f(x) =
{
g(x), se x ∈ Ω,
x− r1η(x), se x ∈ Ω+r1 \ Ω.
Observamos que f e g estão bem deﬁnidas e são contínuas. Vamos mostrar que f◦g ' IdΩ
e g◦f ' IdΩ+r1 . Para isso, tomamos H1 : [0, 1]× Ω→ Ω dada por
H1(t, x) = (1− t)f ◦g(x) + tx = (1− t)g(x) + tx.
Se x ∈ Ω−r1 , H1(t, x) = x ∈ Ω−r1 ⊂ Ω. Se x ∈ Ω \ Ω−r1 , H1(t, x) está contido no segmento
[x, g(x)] ⊂ [pi(x), g(x)] de Vε(∂Ω). Desde que esse segmento não contém outro ponto de
fronteira além de pi(x), segue que H1(t, x) ⊂ Ω. Logo H1 está bem deﬁnida e é uma
homotopia entre f ◦g e IdΩ. Analogamente, deﬁnimos H2 : [0, 1]× Ω+r1 → Ω+r1 por
H2(t, x) = (1− t)g◦f(x) + tx.
Observamos que
g◦f(x) =
{
g(x), se x ∈ Ω,
pi(x)− r1η(x), se x ∈ Ω+r1 \ Ω.
Logo H2(t, x) está contido no segmento normal de Vε(∂Ω) que contém x, segmento esse
contido em Ω+r1 . AssimH2 é uma homotopia entre g◦f e IdΩ+r1 . Daí Ω
+
r1
é homotopicamente
equivalente a Ω. De forma análoga mostra-se que Ω−r2 também o é. 
1.2 Funcional restrito a uma variedade
Considere (X, ‖ · ‖) um espaço de Banach, ψ ∈ C1(X,R),
V = {v ∈ X : ψ(v) = 0} e ψ′(v) 6= 0, para todo v ∈ V .
Deﬁnição 1.6 O espaço tangente a variedade V num ponto z ∈ V é o conjunto
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TzV = {y ∈ X : 〈ψ′(z), y〉 = 0}
ou seja, TzV é o núcleo do funcional ψ
′(z).
Deﬁnição 1.7 Seja ϕ ∈ C1(X,R). A norma da derivada de ϕ|V := ϕV em v ∈ V é
deﬁnida por
‖ϕ′V (v)‖∗ = sup {〈ϕ′(v), y〉 : y ∈ TvV e ‖y‖ = 1} .
Lema 1.8 Sejam f e g funcionais lineares em um espaço vetorial F. Se N(f) ⊂ N(g)
então g ≡ kf para alguma constante k ∈ R, onde N(f) e N(g) denotam o núcleo das
funções f e g, respectivamente.
Demonstração: Se f ≡ 0 então g ≡ 0 e o lema está provado para qualquer escolha de
k ∈ R. Caso f 6= 0, existe v ∈ F tal que f(v) 6= 0. Considere k = g(v)
f(v)
e o funcional
linear h(x) = g(x)− kf(x) para x ∈ F . Vamos mostrar que h ≡ 0 e, com isso, concluir a
demosntração do lema. Para tanto, seja w ∈ F . Escolhendo s = s(w) = f(w)
f(v)
vemos que
w = sv + u onde u = w − sv ∈ N(f). Como N(f) ⊂ N(g) temos h(u) = 0 e, portanto,
h(w) = sh(v) + h(u) = 0. Logo, h ≡ 0. 
O lema a seguir corresponde à Proposição 5.12 de [33], cuja demonstração pode tam-
bém ser encontrada em [13].
Lema 1.9 Seja u ∈ V . Então
‖ϕ′V (u)‖∗ = min
t∈R
‖ϕ′(u)− tψ′(u)‖X′.
Demonstração: Para t ∈ R, de acordo com as Deﬁnições 1.7 e 1.6,
‖ϕ′V (u)‖∗ = sup{〈ϕ′(u), y〉 : y ∈ TuV e ‖y‖ = 1}
= sup {〈ϕ′(u)− tψ′(u), y〉 : y ∈ TuV e ‖y‖ = 1}
≤ sup{〈ϕ′(u)− tψ′(u), y〉 : y ∈ X e ‖y‖ = 1}
= ‖ϕ′(u)− tψ′(u)‖X′ .
(1.1)
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Pelo Teorema de Hanh-Banach, existe Φ : X → R linear contínua tal que
Φ |TuV = ϕ′V (u) e ‖Φ‖X′ = ‖ϕ′V (u)‖∗
Como N(ψ′(u)) = TuV ⊂ N(ϕ′(u)− Φ), pelo Lema 1.8, existe t0 ∈ R tal que
ϕ′(u)− Φ = t0ψ′(u).
Assim,
‖ϕ′(u)− t0ψ′(u)‖X′ = ‖Φ‖X′ = ‖ϕ′V (u)‖∗.
Combinando com (1.1), concluímos a demonstração do lema. 
1.3 A categoria de Ljusternik-Schnirelmann
Nesta seção, apresentamos a deﬁnição da categoria de Lusternik-Schnirelmann bem
como algumas de suas propriedades usadas na demonstração do Teorema D. Para um
melhor estudo sobre o assunto, veja [29, 33, 12, 3] e também [13].
Deﬁnição 1.10 Dizemos que um subconjunto A de um espaço topológico X é contrátil
em X quando existe uma aplicação contínua h : [0; 1]×A→ X tal que, para todo x ∈ A,
h(0, x) = x e h(1, x) = x0 para algum x0 ∈ X. Equivalentemente, existe uma homoto-
pia entre a aplicação identidade de A e uma aplicação constante. Tal h é chamada de
deformação de A em X.
Deﬁnição 1.11 Seja A ⊂ X, onde X é um espaço topológico. A categoria de A em
X, que denotamos por catX(A), é o menor inteiro k tal que A pode ser coberto por k
subconjuntos fechados e contráteis em X. Se não existir tal inteiro, dizemos que catX(A) =
+∞. Além disso, catX(∅) = 0 e representamos catX(X) por cat(X).
Como exemplos, temos que catRN (SN−1) = catRN (B1(0)) = 1. Exemplos de conjuntos
que tem categoria maior que 1 é a esfera N -dimensional SN ⊂ RN+1 cuja catSN (SN) = 2
e o toro N -dimensinonal T N cuja catT N (T N) = N +1. A demonstração desses fatos pode
ser encontrada em [29].
Proposição 1.12 Sejam A e B subconjuntos de um espaço topológico X. A categoria
satisfaz as seguintes propriedades:
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(i) Se A ⊂ B, então catX(A) ≤ catX(B);
(ii) catX(A ∪B) ≤ catX(A) + catX(B);
(iii) Se B é fechado em X, então catX(B) ≤ catB(B);
(iv) Sejam M uma variedade modelada em um espaço de Hilbert e K um subconjunto
compacto de M . Então, catM(K) < +∞ e existe uma vizinhança U de K tal que
catM(U) = catM(K);
(v) Se X é homotopicamente equivalente a Y , então catX(X) = catY (Y ).
Teorema 1.13 Sejam X um espaço de Banach, M ⊂ X uma C1-variedade e I ∈
C1(X,R) um funcional limitado inferiormente em M . Suponha que I satisfaz (PS)c
para todo c ≤ d e considere Id = {u ∈M : I(u) ≤ d}. Então o funcional I restrito à M
tem pelo menos cat(Id) pontos críticos u tais que I(u) ≤ d.
1.4 Resultados de concentração e compacidade
Enunciamos aqui resultados de concentração e compacidade que serão úteis no Capí-
tulo 3. Antes, damos algumas deﬁnições e um resultado da Teoria da Medida que podem
ser encontrados em [15].
Deﬁnição 1.14 Seja µ uma medida de Borel em RN e B ⊂ RN um subconjunto de
Borel. µ é regular exterior em B se µ(B) = inf {µ(U) : U ⊃ B, U é aberto} e µ é regular
interior em B se µ(B) = sup {µ(K) : K ⊂ B, K é compacto}. Dizemos que µ é regular
se µ é regular exterior e regular interior em todos os conjuntos de Borel.
Deﬁnição 1.15 Uma medida de Radon em RN é uma medida de Borel que é ﬁnita em
conjuntos compactos, regular exterior em todos os conjuntos de Borel e regular interior
em todos os conjuntos abertos.
Denotamos por M(RN) o espaço de Banach das medidas de Radon sobre RN equipado
com a norma
|ω| = sup
{∣∣∣∣∫
RN
φ(x)dω
∣∣∣∣ : φ ∈ C0(RN), |φ|∞ ≤ 1} .
Dizemos que uma sequência (ωn) ⊂ M(RN) converge fracamente para ω em M(RN) se∫
RN
φ dωn →
∫
RN
φ dω para toda φ ∈ C0(RN).
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Proposição 1.16 Seja µ uma medida positiva de Radon em RN e (fn) ⊂ L1(RN , µ) com∫
RN
|fn|dµ ≤ C para todo n ∈ N e para alguma constante C. Então existe uma medida
positiva de Radon µ0 tal que, a menos de subsequência, µn = |fn|dµ ⇀ µ0 fracamente no
sentido das medidas.
Desde os trabalhos de P.L. Lions em [26, 27], o método de concentração de compaci-
dade tem sido largamente utilizado por vários autores para compensar problemas de falta
de compacidade. O lema que apresentamos a seguir corresponde ao Lema 2.6 em [18].
Ele foi provado no caso particular p = 2, qn ≡ 2∗ por Willem em [33] no Lema 1.40. A
versão demonstrada por Furtado, bem como sua demonstração, foi inspirada nesse último
trabalho e também pelo de Smets em [31] (veja Lema 2.1 e Observação 2.2), onde o autor
considera o caso 1 < p < N , qn ≡ p∗ e permite o aparecimento de um pontencial V que
pode ser singular.
Lema 1.17 Seja (qn) ⊂ [p, p∗] uma sequência não-decrescente tal que qn → p∗. Seja
(un) ⊂ W 1,p(RN) satisfazendo
un ⇀ u fracamente em D
1,p(RN),
|∇(un − u)|p ⇀ ω fracamente emM(RN),
|un − u|qn ⇀ ν fracamente emM(RN),
un(x)→ u(x) q.t.p. x ∈ RN ,
∇un(x)→ ∇u(x) q.t.p. x ∈ RN ,
e deﬁna
ω∞ = lim
R→∞
lim sup
n→∞
∫
|x|>R
|∇un|p, ν∞ = lim
R→∞
lim sup
n→∞
∫
|x|>R
|un|qn .
Então
|ν|p/p∗ ≤ S−1|ω|,
lim sup
n→∞
|un|pp,RN = |∇u|pp,RN + |ω|+ ω∞,
e
lim sup
n→∞
|un|qnqn,RN = |∇u|
p∗
p∗,RN + |ν|+ ν∞.
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Além do mais, se u = 0 e |ν|p/p∗ = S−1|ω|, então cada uma das medidas ω e ν se concentra
em um único ponto.
Abaixo enunciamos o Princípio de Concentração-Compacidade devido a Lions ([27],
Lema I.1) cuja demonstração também pode ser encontrada em [32] (Lema 4.8).
Lema 1.18 Seja (un) ⊂ D1,p(RN) uma sequência convergindo fracamente para u em
D1,p(RN). Então existem duas medidas ﬁnitas não-negativas µ, ν ∈ M(RN), um con-
junto no máximo enumerável J, uma familía (xj)j∈J de pontos distintos em RN e duas
sequências (µj)j∈J , (νj)j∈J contidas em (0,∞) tais que
ν = |u|p∗ +
∑
j∈J
νjδxj ,
µ ≥ |∇u|p +
∑
j∈J
µjδxj ,
µj ≥ Sνp/p
∗
j ,
para todo j ∈ J . Em particular, ∑j∈J νp/p∗j < ∞. Além do mais, se ν(RN)1/p∗ ≥
Sµ(RN)1/p então ν = γδx0 = γ−p/qC
p
0µ para algum x0 ∈ RN e γ ≥ 0.
Utilizando o Lema 1.18 e ideias de [30], Furtado [18] demonstrou a seguinte proprie-
dade das sequências minimizantes para S.
Lema 1.19 Seja (vn) ⊂ W 1,p0 (Ω) tal que
∫
Ω
|vn|p∗dx = 1 e ‖vn‖p → S. Então existe v ∈
W 1,p0 (Ω) tal que, a menos de subsequência, vn ⇀ v fracamente em W
1,p
0 (Ω) e ∇vn(x) →
∇v(x) q.t.p. em Ω.
1.5 O Lema de Brézis-Lieb
Nesta seção apresentamos o Lema de Brézis-Lieb [10] e também uma versão vetorial
do mesmo, devido a [1]. A demonstração do Lema de Brézis-Lieb que damos aqui pode
ser encontrada em [21] (Lema 4.6).
Lema 1.20 (Brézis-Lieb) Sejam 1 ≤ p <∞, D ⊂ RN aberto e (fn)n∈N uma sequência
limitada de funções em Lp(D) que converge em quase todo ponto de D para f . Então
f ∈ Lp(D) e
|f |pp,D = limn→∞(|fn|
p
p,D − |f − fn|pp,D),
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onde | · |p,D denota a norma usual em Lp(D).
Demonstração: Por hipótese, existe C > 0 tal que |fn|pp,D ≤ C, para todo n ∈ N. Pelo
Lema de Fatou, ∫
D
|f |p =
∫
D
lim inf
n→∞
|fn|p ≤ lim inf
n→∞
∫
D
|fn|p ≤ C.
Isso mostra que f ∈ Lp(D).
Seja ε > 0. Aﬁrmamos que existe Cε > 0 que depende de ε e de p tal que, para todo
s ∈ R, se tem ∣∣∣|s+ 1|p − |s|p − 1∣∣∣ ≤ ε|s|p + Cε. (1.2)
Com efeito, como lim
|s|→∞
|s+ 1|p − |s|p − 1
|s|p = 0, existe Aε > 0 tal que∣∣∣|s+ 1|p − |s|p − 1∣∣∣ ≤ ε|s|p, sempre que |s| > Aε. (1.3)
Para |s| ≤ Aε temos∣∣∣|s+ 1|p − |s|p − 1∣∣∣ ≤ 2p|s|p + 2p + |s|p + 1 ≤ 2pApε + 2p + Apε + 1.
Deﬁnindo Cε = 2pApε +2
p+Apε +1 > 0, a expressão acima e a desigualdade (1.3) mostram
nossa aﬁrmação. Dado b ∈ R, multiplicando a desigualdade (1.2) por |b|p obtemos∣∣∣|sb+ b|p − |sb|p − |b|p∣∣∣ ≤ ε|sb|p + Cε|b|p, para todo s ∈ R,
donde concluímos que, para quaisquer a, b ∈ R tem-se∣∣∣|a+ b|p − |a|p − |b|p∣∣∣ ≤ ε|a|p + Cε|b|p. (1.4)
Para cada n ∈ N, considere
un =
∣∣∣|fn|p − |fn − f |p − |f |p∣∣∣ e Zn = (un − ε|fn − f |p)+,
onde u+ = max{u, 0} para qualquer função real u. Vamos mostrar que
∫
D
un → 0. Para
isso, aplicando a desigualdade (1.4) com a = fn − f e b = f obtemos
un − ε|fn − f |p ≤ Cε|f |p
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e, portanto,
0 ≤ Zn = max {(un − ε|fn − f |p), 0} ≤ Cε|f |p.
Como fn(x)→ f(x) q.t.p. em D, temos que Zn → 0 q.t.p. em D. Segue do Teorema da
Convergência Dominada de Lebesgue (T.C.D.L.) que∫
D
Zn → 0 quando n→∞. (1.5)
Temos também que
un = u
+
n = (ε|fn − f |p + un − ε|fn − f |p)+ ≤ ε|fn − f |p + (un − ε|fn − f |p)+
= ε|fn − f |p + Zn.
Por hipótese, (fn) é limitada em Lp(D) e, portanto, existe M > 0 tal que |fn − f |pp ≤M .
Daí e da expressão acima, segue que∫
D
un = ε|fn − f |pp +
∫
D
Zn ≤ εM +
∫
D
Zn.
Fazendo n→∞ e ε→ 0, por (1.5) obtemos
∫
D
un → 0. Como
∣∣|fn|pp,D − |fn − f |pp,D − |f |pp,D∣∣ ≤ ∫
D
un,
o lema está provado. 
Observação 1.21 Adaptando ligeiramente a demonstração acima, é possível mostrar
que, para 1 < p <∞,∫
D
|∇(un − u)|p =
∫
D
|∇un|p −
∫
D
|∇u|p + o(1) (1.6)
quando n→∞, sempre que (un) é uma sequência tal que (|∇un|) é limitada em Lp(D) e
∇un(x) converge em quase todo ponto de D para ∇u(x).
De fato, pelo Lema de Fatou, |∇u|p ∈ L1(RN). Também podemos mostrar que, para
ε > 0 dado, existe Cε > 0 que depende de ε e de p tal que∣∣∣|A+B|p − |A|p − |B|p∣∣∣ ≤ ε|A|p + Cε|B|p, para todos A,B ∈ RN . (1.7)
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Com efeito, sejam A,B ∈ RN e considere F (x) = |x|p, x ∈ RN . Pelo Teorema Funda-
mental do Cálculo,
|F (A+B)− F (A)| =
∣∣∣∣∫ 1
0
d
dt
F (A+ tB) dt
∣∣∣∣ = ∣∣∣∣∫ 1
0
∇F (A+ tB) ·B dt
∣∣∣∣
(1.8)
≤
N∑
i=1
∫ 1
0
∣∣∣∣∂F∂xi (A+ tB)
∣∣∣∣ |Bi| dt ≤ N∑
i=1
∫ 1
0
p|A+ tB|p−1|Bi| dt.
Pela desigualdade de Young, existe uma constante d(ε) > 0 tal que, para todo 0 ≤ t ≤ 1,
|A+ tB|p−1|Bi| ≤ ε|A+ tB|p + d(ε)|Bi|p ≤ ε2p|A|p + (2pε+ d(ε)) |B|p.
Substituindo em (1.8) obtemos constantes C, k(ε) > 0 tais que∣∣∣|A+B|p − |A|p∣∣∣ ≤ εC|A|p + k(ε)|B|p.
Daí segue (1.7). Agora escolha A = ∇un −∇u e B = ∇u. Então∣∣∣|∇un|p − |∇un −∇u|p − |∇u|p∣∣∣ ≤ ε|∇un −∇u|p + Cε|∇u|p
para todo x ∈ RN e n ∈ N. Considerando u˜n =
∣∣ |∇un|p − |∇un −∇u|p − |∇u|p∣∣, a
veriﬁcação de (1.6) segue os mesmos passos da demonstração do lema anterior. 
Apresentamos abaixo uma versão vetorial do lema de Brézis-Lieb que foi provada por
Alves em [1].
Lema 1.22 Sejam K ≥ 1, s ≥ 2 e A(y) = |y|s−2y, para y ∈ RK. Considere uma
sequência de funções vetoriais ηn : RN → RK tal que (ηn) ⊂ (Ls(RN))K e ηn → 0 q.t.p.
em RN . Então, se |ηn|(Ls(RN ))K é limitado, temos
lim
n→∞
∫
RN
|A(ηn) + A(ω)− A(ηn + ω)|s/(s−1) = 0.
para cada ω ∈ (Ls(RN))K ﬁxado.
Demonstração: Para y ∈ RK e x ∈ RN e 1 ≤ i ≤ K, sejam Ai(y) e ωi(x) a i-ésima
componente dos vetores A(y) e ω(x), respectivamente. Então
Ai(ηn + ω)− Ai(ηn) =
∫ 1
0
(
d
dt
Ai(ηn + tω)
)
dt =
∫ 1
0
∇Ai(ηn + tω) · ωdt.
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Observe que, para cada y ∈ RK com y 6= 0 e 1 ≤ j ≤ K,
∂Ai(y)
∂yj
=
{
(s− 2)yiyj|y|s−4, se j 6= i,
|y|s−2 + (s− 2)y2i |y|s−4, se j = i.
Como |yj| ≤ |y|, segue que ∣∣∣∣∂Ai(y)∂yj
∣∣∣∣ ≤ (s− 1)|y|s−2.
Logo existe uma constante C1 > 0 tal que
|Ai(ηn + ω)− Ai(ηn)| ≤ |ω|
∫ 1
0
|∇Ai(ηn + tω)|dt ≤ C1|ω|
∫ 1
0
|ηn + tw|s−2dt
≤ C1|ω|(|ηn|+ |ω|)s−2.
Consequentemente, existem constante C2, C3 > 0 tais que
|Ai(ηn + ω)− Ai(ηn)| ≤ C2|ω|s−1 + C3|ω||ηn|s−2.
Para s = 2, o lema é verdadeiro. Para s > 2, 0 < ε < 1 ﬁxado e θ = s − 2, usando a
desigualdade de Young com expoentes s−1
s−2 > 1 e s− 1 na expressão acima, obtemos
|Ai(ηn + ω)− Ai(ηn)| ≤ C2|ω|s−1 + C3
εθ
|ω|εθ|ηn|s−2
≤ C2|ω|s−1 + C3
εθ
(
|ω|s−1 + εθ s−1s−2 |ηn|s−1
)
Logo
|Ai(ηn + ω)− Ai(ηn)| ≤ Ĉε|ω|s−1 + ε|ηn|s−1,
onde Ĉε = C2 +
C3
εs−2
> 0. Portanto existe Cε > 0 tal que
|A(ηn + ω)− A(ηn)| ≤ Cε|ω|s−1 + ε|ηn|s−1. (1.9)
Considere agora a função Gε,n : RN → R deﬁnida por
Gε,n(x) = max{|A(ηn + ω)− A(ηn)− A(ω)|(x)− ε|ηn(x)|s−1, 0}.
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Por hipótese, ηn(x) → 0 q.t.p. em RN . Daí, como A é contínua, segue da deﬁnição Gε,n
que
lim
n→∞
Gε,n(x) = 0, q.t.p. em RN .
De (1.9) temos
0 ≤ Gε,n(x) ≤ (Cε + 1)|ω|s−1 ∈ Ls/(s−1)(RN).
Logo podemos usar o T.C.D.L. para concluir que
lim
n→∞
∫
RN
|Gε,n(x)|s/(s−1)dx = 0. (1.10)
Também da deﬁnição de Gε,n, temos
|A(ηn + ω)− A(ηn)− A(ω)| ≤ ε|ηn|s−1 +Gε,n.
Como 0 < ε < 1, temos εs/(s−1) < ε e a expressão acima implica que existe C5 > 0 tal que
|A(ηn + ω)− A(ηn)− A(ω)|s/(s−1) ≤ C5ε|ηn|s + C5|Gε,n|s/(s−1).
Por (1.10) e pelo fato de (ηn) ser limitada em (Ls(RN))K , obtemos C6 > 0 tal que
lim sup
n→∞
∫
RN
|A(ηn + ω)− A(ηn)− A(ω)|s/(s−1)dx ≤ C5ε lim sup
n→∞
∫
RN
|ηn|sdx ≤ C6ε.
Fazendo ε→ 0, segue que
0 ≤ lim inf
n→∞
∫
RN
|A(ηn + ω)− A(ηn)− A(ω)|s/(s−1)dx
≤ lim sup
n→∞
∫
RN
|A(ηn + ω)− A(ηn)− A(ω)|s/(s−1)dx ≤ 0,
o que mostra o lema. 
1.6 Um resultado de convergência
Aqui apresentamos um resultado de convergência em espaços Lp cuja demonstração
encontra-se em [21] (veja Lema 4.8).
Lema 1.23 Sejam Ω ⊂ RN um aberto não necessariamente limitado, 1 < p < ∞ e
(fn)n∈N uma sequência limitada em Lp(Ω) que converge em quase todo ponto de Ω para
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f . Então fn ⇀ f fracamente em L
p(Ω).
Demonstração: Pelo Lema de Fatou, f ∈ Lp(Ω). Como (fn) é limitada em Lp(Ω) e
Lp(Ω) é reﬂexivo, existe g ∈ Lp(Ω) tal que, a menos de subsequência, fn ⇀ g fracamente
em Lp(Ω). Vamos mostrar que g(x) = f(x) q.t.p. em Ω. Consideramos para j ∈ N o
conjunto
Ωj := {x ∈ Ω : |fn(x)− f(x)| ≤ 1, para todo n ≥ j} .
Fixado j ≥ 1, seja ϕj ∈ C∞0 (Ωj). Por hipótese, fn(x) → f(x) q.t.p. em Ω. Para n ≥ j,
tem-se
|fn(x)ϕj(x)| ≤ C|fn(x)| ≤ C(|fn(x)− f(x)|+ |f(x)|)
≤ C + C|f(x)| := h(x)
para todo x ∈ Kj := supp ϕj ⊂ Ωj e para alguma constante C > 0. Como Kj é compacto
e f ∈ Lp(Ω), usando a desigualdade de Hölder podemos concluir que h ∈ L1(Kj). Pelo
T.C.D.L.,
lim
n→∞
∫
Ω
fn(x)ϕj(x) = lim
n→∞
∫
Kj
fn(x)ϕj(x) =
∫
Kj
f(x)ϕj(x) =
∫
Ω
f(x)ϕj(x). (1.11)
Além disso, como ϕj ∈ Lp′(Ω), T : Lp(Ω) → R deﬁnida por T (f) =
∫
Ω
fϕj é linear
contínua. Pela convergência fraca fn ⇀ g em Lp(Ω) segue que T (fn)→ T (g), isto é,
lim
n→∞
∫
Ω
fn(x)ϕj(x) =
∫
Ω
g(x)ϕj(x). (1.12)
Combinando (1.11) e (1.12) obtemos∫
Ωj
(g(x)− f(x))ϕj(x) = 0, para toda ϕj ∈ C∞0 (Ωj).
Pelo Lema 4.24 em [9],
g(x) = f(x) q.t.p. em Ωj para todo j ∈ N.
Daí, para cada j ∈ N, existe um conjunto Zj ⊂ Ωj de medida nula tal que g(x) = f(x)
para todo x ∈ Ωj \ Zj. Considere A = ∪∞j=1Ωj e N = ∪∞j=1Zj. Dado x ∈ A \ N tem-se
x ∈ Ωj \ Zj para algum j ∈ N e, portanto, g(x) = f(x). Mostramos com isso que
g(x) = f(x) para todo x ∈ A \N. (1.13)
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Por outro lado, como fn(x) → f(x) q.t.p. em Ω, existe um conjunto Z ⊂ Ω de medida
nula tal que fn(x) → f(x) seja qual for x ∈ Ω \ Z. Isso diz que para cada x ∈ Ω \ Z,
existe j0 ∈ N tal que
|fn(x)− f(x)| ≤ 1 sempre que n ≥ j0.
Assim x ∈ Ωj0 ⊂ A. Com isso, Ω \ Z ⊂ A e, daí, Ω \ (Z ∪N) ⊂ A \N . Segue de (1.13)
que
g(x) = f(x) para todo x ∈ Ω \ (Z ∪N).
Como Z ∪N tem medida nula, segue o resultado. 
1.7 Teorema de extensão de Dugundji
A seguir enunciamos um teorema que trata da extensão de funções contínuas, devido
a Dugundji. Sua demonstração pode ser encontrada em [14] (Teorema 6.1).
Deﬁnição 1.24 Seja L um espaço métrico. Então L é um espaço aﬁm do tipo m se,
para cada espaço métrico X e para toda função contínua f : X → L, vale a seguinte
propriedade: para todo x ∈ X e toda vizinhança W ⊃ f(x), existem uma vizinhança
U ⊃ x e um conjunto convexo C ⊂ L tal que f(U) ⊂ C ⊂ W .
Teorema 1.25 (Dugundji) Sejam X um espaço métrico, A ⊂ X um subconjunto fe-
chado e L um espaço aﬁm do tipo m. Então, cada função contínua f : A→ L possui uma
extensão contínua F : X → L.
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Demonstração dos Teoremas A e B
2.1 Considerações iniciais
Estamos interessados em estudar a existência e o comportamento das soluções da
equação  −∆pu+ (λa(x) + 1)|u|
p−2u = |u|q−2u, x ∈ RN ,
u ∈ W 1,p(RN),
(Sλ,q)
em que 2 ≤ p < N, p < q < p∗, ∆pu = div(|∇p−2u|∇u) é o operador p-Laplaciano e λ é
um parâmetro positivo. Vamos considerar a uma função satisfazendo
(A1) a ∈ C(RN ,R) é não negativa, Ω = int a−1(0) é um conjunto não vazio com fronteira
suave e Ω = a−1(0);
(A2) existe M0 > 0 tal que
L({x ∈ RN : a(x) ≤M0}) <∞,
onde L é a medida de Lebesgue em RN .
O espaço vetorial natural em que trabalhamos é
E =
{
u ∈ W 1,p(RN) :
∫
RN
a(x)|u|p <∞
}
.
Para λ ≥ 0, deﬁnimos Eλ = (E, ‖ · ‖λ) o espaço vetorial E munido da norma
‖u‖λ =
{∫
RN
(|∇u|p + (λa(x) + 1)|u|p)dx
}1/p
.
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Durante todo o desenvolvimento deste trabalho, denotamos por ‖·‖ a norma emW 1,p(RN)
dada por
‖u‖ =
{∫
RN
(|∇u|p + |u|p)
}1/p
.
Dados 1 ≤ s < ∞ e D ⊂ RN , indicamos por | · |s,D a usual deLs(D). Para simpliﬁcar,
quando D = RN , escrevemos |u|s ao invés de |u|s,RN .
O funcional associado a (Sλ,q) é I˜λ,q : Eλ → R deﬁnido por
I˜λ,q(u) =
1
p
∫
RN
(|∇u|p + (λa(x) + 1)|u|p)− 1
q
∫
RN
|u|q = 1
p
‖u‖pλ −
1
q
|u|qq.
É possível mostrar (veja Proposição 1.12 em [33]) que I˜λ,q ∈ C1(Eλ,R) com
〈I˜ ′λ,q(u), v〉 =
∫
RN
(|∇u|p−2∇u · ∇v + (λa(x) + 1)|u|p−2uv)− ∫
RN
|u|q−2uv,
para todo u, v ∈ Eλ. Dizemos que u ∈ Eλ é solução fraca de (Sλ,q) quando
〈I˜ ′λ,q(u), v〉 = 0, para todo v ∈ Eλ.
Uma solução fraca de (Sλ,q) é de energia mínima quando
I˜λ,q(u) = inf
{
I˜λ,q(v) : v é uma solução não trivial de (Sλ,q)
}
.
Deﬁnimos a variedade de Nehari para o funcional I˜λ,q por
N˜λ,q =
{
u ∈ Eλ \ {0} : 〈I˜ ′λ,q(u), u〉 = 0
}
=
{
u ∈ Eλ \ {0} : ‖u‖pλ = |u|qq
}
.
Observamos que N˜λ,q contém todas as soluções fracas de (Sλ,q). Quando u ∈ N˜λ,q tem-se
I˜λ,q(u) =
(
1
p
− 1
q
)
‖u‖pλ,
e, portanto, o funcional I˜λ,q é limitado inferiormente em N˜λ,q. Assim, é ﬁnito o número
c˜λ,q = inf
u∈N˜λ,q
I˜λ,q(u).
Neste capítulo, inicialmente mostramos que para todo λ > 0 suﬁcientemente grande,
(Sλ,q) possui uma solução positiva de energia mínima. Posteriormente, vamos mostrar
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que as soluções de (Sλ,q) se concentram numa solução do problema{
−∆pu+ |u|p−2u = |u|q−2u em Ω,
u = 0 em ∂Ω.
(Dq)
Para este problema, o funcional associado é J˜q,Ω : W
1,p
0 (Ω)→ R dado por
J˜q,Ω(u) =
1
p
∫
Ω
(|∇u|p + |u|p)− 1
q
∫
Ω
|u|q.
Temos que J˜q,Ω ∈ C1(W 1,p0 (Ω),R) e a variedade de Nehari para este funcional é o conjunto
M˜q,Ω =
{
u ∈ W 1,p0 (Ω) \ {0} : 〈J˜ ′q,Ω(u), u〉 = 0
}
=
{
u ∈ W 1,p0 (Ω) \ {0} : ‖u‖pΩ = |u|qq,Ω
}
,
onde ‖u‖Ω denota a norma de u em W 1,p0 (RN) dada por
‖u‖Ω =
(∫
Ω
(|∇u|p + |u|p)
)1/p
.
Um cálculo análogo àquele feito para I˜λ,q mostra que é ﬁnito o elemento
m˜q,Ω = inf
u∈M˜q,Ω
J˜q,Ω(u).
Como estamos interessados em soluções positivas de (Sλ,q), vamos trabalhar com um
problema um pouco modiﬁcado. A saber, para λ ≥ 0, consideramos o problema −∆pu+ (λa(x) + 1)|u|
p−2u = (u+)q−1, x ∈ RN ,
u ∈ W 1,p(RN)
(S+λ,q)
e seu funcional associado Iλ,q : Eλ → R deﬁnido por
Iλ,q(u) =
1
p
∫
RN
(|∇u|p + (λa(x) + 1)|u|p)− 1
q
∫
RN
(u+)q,
onde u+ = max{u, 0}. Da mesma maneira que se mostra que I˜λ,q ∈ C1(Eλ,R) mostra-se
também que Iλ,q ∈ C1(Eλ,R).
A variedade de Nehari para o funcional Iλ,q é o conjunto
Nλ,q =
{
u ∈ Eλ \ {0} : 〈I ′λ,q(u), u〉 = 0
}
=
{
u ∈ Eλ \ {0} : ‖u‖pλ = |u+|qq
}
.
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Assim como c˜λ,q é ﬁnito, está bem deﬁnido o número real
cλ,q = inf
u∈Nλ,q
Iλ,q(u).
Dizemos que u ∈ Eλ é uma solução fraca de (S+λ,q) quando∫
RN
|∇u|p−2∇u · ∇φ+
∫
RN
(λa(x) + 1)|u|p−2uφ−
∫
RN
(u+)q−1φ = 0,
para toda função φ ∈ Eλ. Uma solução u de (S+λ,q) é de energia mínima quando
Iλ,q(u) = inf
{
Iλ,q(v) : v é uma solução não trivial de (S
+
λ,q)
}
.
Mostraremos que soluções de (S+λ,q) são positivas e se concentram numa solução positiva
de {
−∆pu+ |u|p−2u = (u+)q−1 em Ω,
u = 0 em ∂Ω.
(D+q )
O funcional associado a esse problema é Jq,Ω : W
1,p
0 (Ω)→ R deﬁnido por
Jq,Ω(u) =
1
p
∫
Ω
(|∇u|p + |u|p)− 1
q
∫
Ω
(u+)q.
Então, Jq,Ω ∈ C1(W 1,p0 (Ω),R) e a variedade de Nehari para este funcional é o conjunto
Mq,Ω =
{
u ∈ W 1,p0 (Ω) \ {0} : 〈J ′q,Ω(u), u〉 = 0
}
=
{
u ∈ W 1,p0 (Ω) \ {0} : ‖u‖pΩ = |u+|qq,Ω
}
.
Deﬁnimos
mq,Ω = inf
u∈Mq,Ω
Jq,Ω(u).
Finalizando esta seção, fazemos algumas considerações sobre o espaço vetorial Eλ.
Lema 2.1 Para λ ≥ 0, Eλ é um espaço de Banach reﬂexivo.
Demonstração: Se (un) é uma sequência de Cauchy em Eλ, então (un) é uma sequência
de Cauchy em W 1,p(RN). Daí, como W 1,p(RN) é completo, existe u ∈ W 1,p(RN) tal
que un → u em W 1,p(RN) e, portanto, un → u em Lp(RN). Assim, passando a uma
subsequência, podemos supor que un(x) → u(x) q.t.p. em RN . Vamos mostrar que
un → u em Eλ, isto é,∫
RN
(|∇(un − u)|p + |un − u|p) + λ
∫
RN
a(x)|un − u|p → 0.
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Como un → u em W 1,p(RN), resta-nos mostrar que∫
RN
a(x)|un − u|p → 0.
Dado ε > 0, como (un) é de Cauchy em Eλ, existe n0 ∈ N tal que, para n,m ≥ n0,∫
RN
∣∣a(x)1/pun − a(x)1/pum∣∣p = ∫
RN
a(x)|un − um|p < ‖un − um‖pλ < ε.
Logo, a sequência (a(x)1/pun) é de Cauchy em Lp(RN) e, portanto, existe v ∈ Lp(RN) tal
que a(x)1/pun → v em Lp(RN) e, consequentemente, a menos de subsequência, a(x)1/pun(x)
converge para v(x) q.t.p. em RN . Por outro lado, como a(x)1/pun(x)→ a(x)1/pu(x) q.t.p.
em RN , vemos que v = a(x)1/pu. Isso mostra que Eλ é um espaço de Banach.
Para mostrar que Eλ é reﬂexivo, deﬁna Ea = (E, ‖ · ‖a) o espaço vetorial E munido
da norma
‖u‖a =
(∫
RN
(λa(x) + 1)|u|p
)1/p
.
Aﬁrmamos que Ea é uniformemente convexo. Com efeito, vamos mostrar antes que vale
a seguinte desigualdade em Ea:∥∥∥∥u+ v2
∥∥∥∥p
a
+
∥∥∥∥u− v2
∥∥∥∥p
a
≤ 1
2
(‖u‖pa + ‖v‖pa), para todo u, v ∈ Ea. (2.1)
Para tanto, utilizamos a primeira desigualdade de Clarkson (veja [9], Teorema 4.10]), que
diz que para a, b ∈ R vale ∣∣∣∣a+ b2
∣∣∣∣p + ∣∣∣∣a− b2
∣∣∣∣p ≤ 12(|a|p + |b|p).
Dessa desigualdade, segue que∥∥∥∥u+ v2
∥∥∥∥p
a
+
∥∥∥∥u− v2
∥∥∥∥p
a
=
∫
RN
(λa(x) + 1)
(∣∣∣∣u+ v2
∣∣∣∣p + ∣∣∣∣u− v2
∣∣∣∣p)
≤ 1
2
∫
RN
(λa(x) + 1)(|u|p + |v|p) = 1
2
(‖u‖pa + ‖v‖pa),
o que mostra (2.1). Agora, para ver que Ea é uniformemente convexo, sejam ε > 0,
u, v ∈ Ea com ‖u‖a ≤ 1, ‖v‖a ≤ 1 e ‖u− v‖a > ε. A desigualdade (2.1) implica que∥∥∥∥u+ v2
∥∥∥∥p
a
≤ 1−
(ε
2
)p
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e, então,
∥∥∥∥u+ v2
∥∥∥∥
a
≤ 1−δ, onde δ = 1−[1−( ε
2
)p]1/p. Portanto Ea é uniformemente convexo
e, pelo Teorema 3.31 em [9], Ea é reﬂexivo. Considere agora T : Eλ → Ea × (Lp(RN))N
deﬁnida por T (u) = (u,∇u). É fácil ver que T está bem deﬁnida e é linear. Observe que
o espaço produto Ea× (Lp(RN))N munido da norma ‖(u, v)‖× =
(
‖u‖pa +
∣∣ |v| ∣∣p
p
)1/p
é um
espaço de Banach reﬂexivo, uma vez que Ea e (Lp(RN))N o são. Temos que T é linear
e ‖T (u)‖× = ‖u‖λ para toda função u ∈ Eλ, isto é, T é uma isometria linear. Daí e do
fato de Eλ ser completo, T (Eλ) é um subespaço fechado de Ea × (Lp(RN))N . Logo, pela
Proposição 3.30 em [9], T (Eλ) é reﬂexivo. E como T é uma isometria linear sobrejetiva
entre Eλ e T (Eλ), segue que (veja nota em [9], página 71) Eλ é reﬂexivo. Isso conclui a
demonstração do lema. 
Proposição 2.2 Sejam λ ≥ 0 e (un) uma sequência limitada em Eλ. Então existe u ∈ Eλ
tal que, a menos de subsequência,
(i) un ⇀ u fracamente em Eλ;
(ii) un → u fortemente em Lsloc(RN), para todo p ≤ s < p∗;
(iii) un(x)→ u(x) q.t.p. em RN .
Demonstração: Pelo lema anterior, Eλ é reﬂexivo. Logo, existe u ∈ Eλ tal que un ⇀ u
fracamente em Eλ. Isso mostra (i). Como Eλ ↪→ W 1,p(RN) continuamente eW 1,p(RN) ↪→
Lsloc(RN) compactamente para p ≤ s < p∗, segue que Eλ ↪→ Lsloc(RN) compactamente.
Assim un → u em Lsloc(RN), o que mostra (ii). Para provar (iii), usamos um processo
diagonal. Dado r > 0, seja Br = {x ∈ RN : |x| < r}. Como un → u em Ls(B1),
existe um subconjunto inﬁnito N1 ⊂ N tal que a subsequência (un)n∈N1 converge para
u em quase todo ponto de B1. Como (un)n∈N1 converge para u em L
s(B2), obtemos
uma subsequência (un)n∈N2 com N2 ⊂ N1 tal que (un)n∈N2 converge para u em quase
todo ponto de B2. Procedendo dessa maneira, obtemos conjuntos inﬁnitos de índices
Nk+1 ⊂ Nk ⊂ N tais que (un)n∈Nk converge para u em quase todo ponto de Bk. Considere
N∗ = {n∗1, n∗2, . . . , n∗k, . . .} ⊂ N com n∗k o k-ésimo elemento de Nk. Assim, (un)n∈N∗ é, a
partir do seu k-ésimo elemento, uma subsequência de (un)n∈Nk e, portanto, converge para
u em quase todo ponto de Bk. Temos que, para cada k ∈ N, existe Zk ⊂ Bk de medida
nula tal que (un(x))n∈Nk converge para u(x) seja qual for x ∈ Bk\Zk. Tome Z = ∪∞m=1Zm.
Então Z tem medida nula e, para todo x ∈ RN \ Z temos x ∈ Bk \ Zk para algum k ∈ N
e (un(x))n∈N∗ converge para u(x). Isso mostra (iii). 
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2.2 A condição de compacidade de Palais-Smale
Quando F é um espaço de Banach e I ∈ C1(F,R), dizemos que uma sequência (un)
em F é uma sequência de Palais-Smale para I no nível c, que denotamos por (PS)c,
quando I(un) → c e I ′(un) → 0 em F ′ quando n → ∞. Dizemos que I satisfaz a
condição de Palais-Smale no nível c quando toda sequência (PS)c possui uma subsequência
convergente em F .
Nesta seção, estabelecemos uma condição de compacidade para o funcional Iλ,q. Mos-
tramos que a condição de Palais-Smale vale abaixo de um certo nível, desde que o parâme-
tro λ seja suﬁcientemente grande. Precisamente, vamos demonstrar a seguinte proposição.
Proposição 2.3 Para todo C1 > 0 dado, existe Λ0 = Λ0(q) > 0 tal que Iλ,q satisfaz a
condição de Palais-Smale no nível c para todo c ≤ C1 e λ ≥ Λ0.
Para provar este resultado, vamos precisar de vários lemas auxiliares.
Lema 2.4 Seja (un) ⊂ Eλ uma sequência (PS)c para Iλ,q. Então
(i) (un) é limitada em Eλ,
(ii) lim
n→∞
‖un‖pλ = limn→∞ |u
+
n |qq =
pq
q − pc.
Demonstração: Pela deﬁnição de sequência (PS)c para Iλ,q, dado ε > 0, existe n0 ∈ N
tal que
Iλ,q(un) ≤ c+ ε e 1
q
‖I ′λ,q(un)‖E′λ ≤ ε,
sempre que n ≥ n0. Observe que, para todo n ∈ N,
Iλ,q(un)− 1
q
〈I ′λ,q(un), un〉 =
1
p
∫
RN
(|∇un|p + (λa(x) + 1)|un|p)− 1
q
∫
RN
(u+n )
q
−1
q
(∫
RN
(|∇un|p + (λa(x) + 1)|un|p)−
∫
RN
(u+n )
q
)
=
(
1
p
− 1
q
)
‖un‖pλ. (2.2)
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Assim, para n ≥ n0,(
1
p
− 1
q
)
‖un‖pλ = Iλ,q(un)−
1
q
〈I ′λ,q(un), un〉 ≤ c+ ε+ ε‖un‖λ.
Sendo 2 ≤ p < q, a expressão acima implica que (un) é limitada em Eλ. Isso mostra (i).
Para provar (ii) observamos que, sendo (un) uma sequência (PS)c para Iλ,q limitada,
temos
lim
n→∞
1
q
〈I ′λ,q(un), un〉 = 0
e, assim, de (2.2) segue que
c = lim
n→∞
(
Iλ,q(un)− 1
q
〈I ′λ,q(un), un〉
)
= lim
n→∞
(
1
p
− 1
q
)
‖un‖pλ. (2.3)
De maneira análoga a (2.2) obtemos
Iλ,q(un)− 1
p
〈I ′λ,q(un), un〉 =
(
1
p
− 1
q
)
|u+n |qq
e, portanto,
c = lim
n→∞
(
Iλ,q(un)− 1
q
〈I ′λ,q(un), un〉
)
= lim
n→∞
(
1
p
− 1
q
)
|u+n |qq. (2.4)
De (2.3) e (2.4) segue (ii). 
Lema 2.5 Seja (un) ⊂ Eλ uma sequência (PS)c para Iλ,q. Existe C0 > 0 independente
de λ tal que se c 6= 0 então c ≥ C0.
Demonstração: Pela continuidade da imersão de W 1,p(RN) em Lq(RN), existe C1 > 0
tal que
|u+|qq ≤ |u|qq ≤ C1‖u‖q ≤ C1‖u‖qλ. (2.5)
Segue daí que, para u ∈ Eλ,
〈I ′λ,q(u), u〉 = ‖u‖pλ − |u+|qq ≥ ‖u‖pλ − C1‖u‖qλ.
Observe que ‖u‖pλ − C1‖u‖qλ ≥ 12‖u‖pλ se, e somente se, ‖u‖λ ≤ (2C1)
1
p−q := δ. Portanto
〈I ′λ,q(u), u〉 ≥
1
2
‖u‖pλ, para todo u ∈ Eλ com ‖u‖λ ≤ δ. (2.6)
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Vamos mostrar que a tese do lema é verdadeira para C0 = δp · (q − p)
pq
> 0. Supondo que
c < C0, o Lema 2.4 (ii) diz que lim
n→∞
‖un‖pλ < δp. Logo existe n0 ∈ N tal que ‖un‖λ < δ
para todo n ≥ n0. Sendo (un) ⊂ Eλ uma sequência (PS)c para Iλ,q, dado arbitrariamente
ε > 0, existe n1 ∈ N tal que ‖I ′λ,q(un)‖E′λ ≤ ε para todo n ≥ n1. Tomando n2 =
max{n0, n1}, segue de (2.6) que para n ≥ n2,
1
2
‖un‖pλ ≤ 〈I ′λ,q(un), un〉 ≤ ‖I ′λ,q(un)‖E′λ‖un‖λ ≤ ε‖un‖λ,
ou seja,
‖un‖λ ≤ (2ε)
1
p−1 , sempre que n ≥ n2.
Isso mostra que ‖un‖λ → 0 quando n→∞. Segue de (2.5) que |u+n |q → 0 quando n→∞.
Assim, Iλ,q(un) =
1
p
‖un‖pλ −
1
q
|u+n |qq → 0, isto é, c = 0. O lema está provado. 
Lema 2.6 Seja C1 > 0. Então, para todo ε > 0, existem Λε, Rε > 0 tais que, se (un) ⊂ Eλ
é uma sequência (PS)c para Iλ,q com c ≤ C1 e λ ≥ Λε, vale
lim sup
n→∞
∫
BcRε
|un|q ≤ ε.
onde BcRε =
{
x ∈ RN : |x| > Rε
}
.
Para provar esse lema, usamos o seguinte resultado.
Lema 2.7 Seja A ⊂ RN um conjunto mensurável tal que L(A) <∞. Então
lim
R→∞
L(A ∩BcR) = 0.
Demonstração: Para n ∈ N, temos A = (A ∩ Bn) ∪ (A ∩ Bcn), sendo a união disjunta.
Assim
L(A) = L(A ∩Bn) + L(A ∩Bcn). (2.7)
Claramente A =
∞⋃
n=1
(A ∩ Bn) e a sequência de conjuntos (A ∩ Bn) é crescente, isto é,
A ∩B1 ⊂ A ∩B2 ⊂ · · · . Portanto, pelo Lema 3.4 em [4],
L(A) = L
( ∞⋃
n=1
(A ∩Bn)
)
= lim
n→∞
L(A ∩Bn). (2.8)
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Por hipótese, L(A) <∞. Como A∩Bn ⊂ A temos que L(A∩Bn) <∞ para todo n ∈ N.
Com isso, usando (2.7) obtemos
L(A)− L(A ∩Bn) = L(A ∩Bcn)
De (2.8) segue que lim
n→∞
L(A ∩ Bcn) = 0. Assim, dado ε > 0, existe n0 ∈ N tal que
L(A ∩ Bcn) < ε para todo n ≥ n0. Tome R0 = n0 > 0. Se R > R0 = n0 então
(A ∩BcR) ⊂ (A ∩Bcn0). Isso implica que L(A ∩B
c
R) ≤ L(A ∩BcR) ≤ L(A ∩Bcn0) < ε para
todo R > R0. Isso mostra o lema. 
Demonstração do Lema 2.6: Considere para R > 0 os conjuntos
C(R) = {x ∈ RN ; |x| > R, a(x) > M0}
e
D(R) = {x ∈ RN ; |x| > R, a(x) ≤M0}.
Observamos que D(R) = AM0 ∩ BcR, onde AM0 = {x ∈ RN : a(x) ≤ M0}. Pela hipótese
(A2), L(AM0) <∞. Segue do Lema 2.7 que
lim
R→∞
L(D(R)) = 0. (2.9)
Passando a uma subsequência, se necessário, usando o Lema 2.4 (ii) e o fato de que
a(x) > M0 em C(R), obtemos∫
C(R)
|un|p = 1
λM0 + 1
∫
C(R)
(λM0 + 1)|un|p
<
1
λM0 + 1
∫
C(R)
(λa(x) + 1)|un|p
≤ 1
λM0 + 1
∫
C(R)
(|∇un|p + (λa(x) + 1)|un|p)
≤ 1
λM0 + 1
‖un‖pλ
≤ 1
λM0 + 1
· pq
q − p(c+ 1)
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≤ 1
λM0 + 1
· pq
q − p(C1 + 1) (2.10)
para todo n ∈ N.
Pelo Lema 2.4 (i), (un) é limitada em Eλ, digamos ‖un‖λ ≤ σ. Como un ∈ Eλ ↪→
W 1,p(RN) ↪→ Ls(RN) continuamente para todo s ∈ [p, p∗], escolhendo 1 < r < N
N − p ,
vemos que |un|p ∈ Lr(RN) para todo n ∈ N, uma vez que p < pr < pN/(N − p) = p∗.
Pela desigualdade de Hölder e pela imersão acima obtemos uma constante C > 0 tal que
∫
D(R)
|un|p ≤
(∫
D(R)
|un|pr
)1/r (∫
D(R)
1
)1/r′
≤ |un|ppr L(D(R))1/r′
≤ C‖un‖pλL(D(R))1/r
′ ≤ CσpL(D(R))1/r′ .
(2.11)
Vamos estimar
∫
BcR
|un|q. Devido a imersão contínua de Eλ em Ls(RN) ⊂ Ls(BcR) para
todo s ∈ [p, p∗], vemos que un ∈ Lp(BcR)∩Lp∗(BcR). Como q ∈ [p, p∗] segue da desigualdade
de interpolação que existe α ∈ [0, 1] tal que, para todo n ∈ N,
|un|qq,BcR ≤ |un|
q(1−α)
p∗,BcR
|un|qαp,BcR
≤ |un|q(1−α)p∗ |un|qαp,BcR
≤ C‖un‖q(1−α)λ |un|qαp,BcR
≤ Cσq(1−α)‖un‖qαp,BcR
= Cσq(1−α)
(∫
C(R)
|un|pdx+
∫
D(R)
|un|pdx
)qα/p
Usando (2.10), (2.11) e (2.9), para λ e R suﬁcientemente grandes a expressão acima se
torna tão pequena quanto se queira. Isso mostra o lema. 
Lema 2.8 Sejam λ ≥ 0 e (un) ⊂ Eλ uma sequência limitada tal que I ′λ,q(un)→ 0 quando
n→∞. Então, a menos de subsequência,
∇un(x)→ ∇u(x) q.t.p. em RN ,
|∇un|p−2∂un
∂xi
⇀ |∇u|p−2 ∂u
∂xi
fracamente em Lp
′
(RN), 1 ≤ i ≤ N.
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Demonstração: Pela Proposição 2.2, existe u ∈ Eλ tal que, a menos de subsequência,
un ⇀ u fracamente em Eλ,
un → u em Lsloc(RN) para todo p ≤ s < p∗,
un(x)→ u(x) q.t.p. em RN .
Deﬁnimos, para cada n ∈ N e x ∈ RN ,
Pn(x) = (|∇un(x)|p−2∇un(x)− |∇u(x)|p−2∇u(x)) · ∇(un(x)− u(x)).
Observamos que Pn(x) ≥ 0 para todo x ∈ RN e n ∈ N. De fato, pela desigualdade de
Cauchy-Schwartz,
Pn = |∇un|p + |∇u|p −∇u · ∇un(|∇u|p−2 + |∇un|p−2)
≥ |∇un|p + |∇u|p − |∇u||∇un|(|∇u|p−2 + |∇un|p−2)
= |∇un|p + |∇u|p − |∇u|p−1|∇un| − |∇un|p−1|∇u|
= |∇un|p−1(|∇un| − |∇u|)− |∇u|p−1(|∇un| − |∇u|)
= (|∇un|p−1 − |∇u|p−1)(|∇un| − |∇u|)
≥ 0,
uma vez que os fatores (|∇un|p−1 − |∇u|p−1) e (|∇un| − |∇u|) possuem o mesmo sinal.
Aﬁrmamos que, para todo r > 0,∫
Br
Pn → 0 quando n→∞,
onde Br =
{
x ∈ RN : |x| ≤ r}. Para veriﬁcar isso, dados r, ε > 0 quaisquer, tomamos
ψ ∈ C∞0 (RN) tal que 0 ≤ ψ ≤ 1, ψ ≡ 1 em Br e ψ ≡ 0 em RN\Br+ε. Então,
0 ≤
∫
Br
Pn =
∫
Br
Pnψ ≤
∫
RN
Pnψ
=
∫
RN
ψ|∇un|p−2∇un · ∇(un − u) +
∫
RN
ψ|∇u|p−2(∇u · ∇(u− un)).
(2.12)
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Como (un) ⊂ Eλ é limitada e ψ ∈ C∞0 (RN) temos ((un − u)ψ) ⊂ Eλ limitada. Por
hipótese, I ′λ,q(un)→ 0 quando n→∞ e assim,
o(1) = 〈I ′λ,q(un), (un − u)ψ〉
=
∫
RN
|∇un|p−2∇un · ∇((un − u)ψ) +
∫
RN
(λa(x) + 1)|un|p−2un(un − u)ψ
−
∫
RN
(u+n )
q−1(un − u)ψ
=
∫
RN
ψ|∇un|p−2∇un · ∇(un − u) +
∫
RN
|∇un|p−2(∇un · ∇ψ)(un − u)
+
∫
RN
(λa(x) + 1)|un|p−2un(un − u)ψ −
∫
RN
(u+n )
q−1(un − u)ψ
quando n→∞. Daí,∫
RN
ψ|∇un|p−2∇un · ∇(un − u) = I1(n) + I2(n) + I3(n) + o(1)
quando n→∞. Substituindo a igualdade acima em (2.12) obtemos:
0 ≤
∫
Br
Pn ≤ I1(n) + I2(n) + I3(n) + I4(n) + o(1) (2.13)
quando n→∞, onde
I1(n) = −
∫
RN
|∇un|p−2(∇un · ∇ψ)(un − u),
I2(n) = −
∫
RN
(λa(x) + 1)|un|p−2un(un − u) ψ,
I3(n) =
∫
RN
(u+n )
q−1(un − u) ψ,
I4(n) =
∫
RN
ψ|∇u|p−2∇u · ∇(u− un).
Vamos mostrar que, para 1 ≤ i ≤ 4, tem-se lim
n→∞
Ii(n) = 0. Com efeito, como ψ ∈
C∞0 (RN), podemos supor |∇ψ| ≤ M1 em RN para alguma constante M1 ∈ R. Daí, da
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desigualdade de Cauchy-Schwartz e do fato de ψ ≡ 0 em RN \Br+ε segue que
|I1(n)| ≤
∫
Br+ε
|∇un|p−2|∇un||∇ψ||un − u|
≤ M1
∫
Br+ε
|∇un|p−1|un − u|
Por hipótese, ‖un‖λ ≤ M para todo n ∈ N e para alguma constante M > 0. Por isso,
pela desigualdade de Hölder com expoentes p e p′ e pelo fato de que un → u em Lp(Br+ε),
segue que
|I1(n)| ≤ M1
(∫
Br+ε
|∇un|p
)1/p′ (∫
Br+ε
|un − u|p
)1/p
≤ M1‖un‖p−1λ |un − u|p,Br+ε
≤ M1Mp−1|un − u|p,Br+ε → 0,
quando n→∞. De modo análogo,
|I2(n)| ≤
∫
RN
(λa(x) + 1)|un|p−1|un − u| ψ
=
∫
RN
(λa(x) + 1)
p−1
p |un|p−1(λa(x) + 1)
1
p |un − u| ψ
≤
(∫
Br+ε
(λa(x) + 1)|un|p
) p−1
p
(∫
Br+ε
ψp(λa(x) + 1)|un − u|p
) 1
p
.
Como a é contínua no compacto Br+ε, existe a0 ∈ R tal que 0 ≤ |λa(x) + 1| ≤ a0 em
Br+ε. Assim, lembrando que 0 ≤ ψ ≤ 1, temos
|I2(n)| ≤ a
1
p
0 ‖un‖p−1λ |un − u|p,Br+ε ≤ a
1
p
0 M
p−1|un − u|p,Br+ε → 0,
quando n→∞. Para todo n ∈ N temos u+n ≤ |un|. Usando esse fato, a desigualdade de
Hölder e a continuidade da imersão Eλ ↪→ Lq(RN), obtemos uma constante C > 0 tal que
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|I3(n)| ≤
∫
RN
|un|q−1ψ|un − u|
≤
(∫
RN
|un|q
) q−1
q
(∫
Br+ε
ψq|un − u|q
) 1
q
≤ C‖un‖q−1λ |un − u|q,Br+ε
≤ CM q−1|un − u|q,Br+ε → 0
quando n → ∞, uma vez que p < q < p∗. Para mostrar que lim
n→∞
I4(n) = 0, considere
f : Eλ → R dada por
f(z) =
∫
RN
ψ|∇u|p−2∇u · ∇z.
Para cada z ∈ Eλ, tem-se
|f(z)| ≤
∫
RN
|∇u|p−1|∇z|ψ ≤
(∫
RN
|∇u|p
) p−1
p
(∫
RN
|∇z|p
) 1
p
≤ Cu‖z‖λ.
onde Cu =
(∫
RN
|∇u|p
) p−1
p
. Isso mostra que f está bem deﬁnida e, por ser linear, mostra
também que f é contínua. Como un ⇀ u em Eλ segue que I4(n) = f(u) − f(un) → 0
quando n→∞. Concluímos de (2.13) que, para todo r > 0,∫
Br
Pn → 0, quando n→∞. (2.14)
Aﬁrmamos que
∇un → ∇u em (Lp(Br))N , para todo r > 0. (2.15)
De fato, aplicando a desigualdade (veja [25])
(|a|p−2a− |b|p−2b)(a− b) ≥Mp|a− b|p
que vale para todo a, b ∈ RN e alguma constante Mp > 0, com a = ∇un, b = ∇u e
lembrando (2.14), segue que
0 ≤ lim
n→∞
∫
Br
|∇un −∇u|p ≤ 1
Mp
lim
n→∞
∫
Br
Pn = 0,
o que mostra (2.15) e, consequentemente, |∇un(x)−∇u(x)| → 0 q.t.p. em Br, seja qual
for r > 0. Como na demonstração da Proposição 2.2 (iii), podemos usar um processo
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diagonal para concluir que, a menos de subsequência,
∇un(x)→ ∇u(x) q.t.p. em RN .
Resta-nos mostrar que
|∇un|p−2∂un
∂xi
⇀ |∇u|p−2 ∂u
∂xi
fracamente em Lp
′
(RN), 1 ≤ i ≤ N.
Para isso, considere a sequência de funções em Lp
′
(RN) dada por fn ≡ |∇un|p−2∂un
∂xi
para
cada n ∈ N. Então,
|fn|p′p′ =
∫
RN
[
|∇un|p−2
∣∣∣∣∂un∂xi
∣∣∣∣] pp−1 ≤ ∫
RN
|∇un|p ≤ ‖un‖pλ ≤Mp
Daí, como Lp
′
(RN) é reﬂexivo, existe f ∈ Lp′(RN) tal que, a menos de subsequência,
fn ⇀ f fracamente em Lp
′
(RN). Pelo que já foi provado, fn(x)→ |∇u(x)|p−2∂u(x)
∂xi
q.t.p.
em RN . Segue daí e do Lema 1.23 que f ≡ |∇u|p−2 ∂u
∂xi
. Isso termina a demonstração do
lema. 
Lema 2.9 Sejam λ > 0 e (un) ⊂ Eλ uma sequência (PS)c para Iλ,q. Então, a menos de
uma subsequência, un ⇀ u fracamente em Eλ com u sendo uma solução fraca de (S
+
λ,q).
Além disso, vn = un − u é uma sequência (PS)c′ para Iλ,q, onde c′ = c− Iλ,q(u).
Demonstração: Pelo Lema 2.4 (i), (un) é limitada em Eλ. Pela Proposição 2.2, a menos
de subsequência,
un ⇀ u fracamente em Eλ,
un → u em Lsloc(RN) para todo p ≤ s < p∗,
un(x)→ u(x) q.t.p. em RN .
Seja v ∈ Eλ. Como (un) é uma sequência (PS)c para Iλ,q,
〈I ′λ,q(un), v〉 =
∫
RN
|∇un|p−2∇un · ∇v +
∫
RN
(λa(x) + 1)|un|p−2un v −
∫
RN
(u+n )
q−1v
= o(1), (2.16)
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quando n → ∞. Vamos calcular o limite de cada parcela em (2.16). Pelo Lema 2.8 e
usando que v ∈ Eλ e, portanto, ∇v ∈ (Lp(RN))N ,
∫
RN
|∇un|p−2∇un · ∇v =
∫
RN
|∇un|p−2
N∑
i=1
∂un
∂xi
· ∂v
∂xi
=
N∑
i=1
∫
RN
|∇un|p−2∂un
∂xi
· ∂v
∂xi
→
∫
RN
|∇u|p−2∇u · ∇v
(2.17)
quando n→∞. Agora, seja gn ≡ (λa(x) + 1)
p
p−1 |un|p−2un. Então,∫
RN
|gn|p′ =
∫
RN
(λa(x) + 1)|un|p ≤ ‖un‖pλ,
onde p′ =
p
p− 1 . Como (un) é limitada em Eλ, segue que (gn) é limitada em L
p′(RN).
Sendo Lp
′
(RN) um espaço de Banach reﬂexivo, existe g ∈ Lp′(RN) tal que, a menos
de subsequência, gn ⇀ g fracamente em Lp
′
(RN). Já temos a convergência gn(x) →
(λa(x) + 1)
p
p−1 |u|p−2u q.t.p. em RN . Pelo Lema 1.23, g ≡ (λa(x) + 1) pp−1 |u|p−2u. Assim,
〈ϕ, gn〉 → 〈ϕ, g〉 para toda ϕ ∈ (Lp′(RN))′, (2.18)
onde (Lp
′
(RN))′ denota o espaço dual de Lp′(RN). Pelo Teorema da Representação de
Riesz (veja Teorema 4.11 em [9]), para cada ϕ ∈ (Lp′(RN))′ existe uma única w ∈ Lp(RN)
tal que
〈ϕ, f〉 =
∫
RN
fw, para todo f ∈ Lp′(RN).
Logo (2.18) é equivalente a∫
RN
gnw →
∫
RN
gw, para todo w ∈ Lp(RN).
Como w ≡ (λa(x) + 1) 1pv ∈ Lp(RN), uma vez que v ∈ Eλ, segue que∫
RN
(λa(x) + 1)
p
p−1 |un|p−2un(λa(x) + 1)
1
pv →
∫
RN
(λa(x) + 1)
p
p−1 |u|p−2u(λa(x) + 1) 1pv,
isto é, ∫
RN
(λa(x) + 1)|un|p−2unv →
∫
RN
(λa(x) + 1)|u|p−2uv. (2.19)
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De maneira análoga, para mostrar que∫
RN
(u+n )
q−1v →
∫
RN
(u+)q−1v, (2.20)
escolhemos gn ≡ (u+n )q−1 e observamos que, devido a imersão contínua de Eλ em Lq(RN),
(gn) é limitada em Lq
′
(RN) e, portanto, converge para (u+)q−1 fracamente em Lq′(RN).
De (2.17), (2.19) e (2.20) em (2.16), segue que
〈I ′λ,q(u), v〉 = 0, para todo v ∈ Eλ.
Isso mostra que I ′λ,q(u) = 0 e, portanto, u ∈ Eλ é solução fraca de (S+λ,q). Agora observa-
mos que
Iλ,q(vn) = Iλ,q(un)− Iλ,q(u) +Rn
onde
Rn = Iλ,q(un − u)− Iλ,q(un) + Iλ,q(u) = 1
p
∫
RN
(|∇(un − u)|p − |∇un|p + |∇u|p)
+
1
p
∫
RN
(λa(x)+1)(|un − u|p−|un|p+|u|p)− 1
q
∫
RN
(
(un−u)+
)q−(u+n )q−(u+)q.
A limitação de (un) em Eλ, as convergências pontuais da Proposição 2.2 e do Lema 2.8 nos
permitem aplicar o Lema de Brézis-Lieb (Lema 1.20 e a Observação 1.21) para concluir
que Rn → 0 quando n→∞. Portanto
Iλ,q(vn) = Iλ,q(un)− Iλ,q(u) + o(1)
quando n→∞. Assim limn→∞ Iλ,q(vn) = c−Iλ,q(u). Resta apenas mostrar que I ′λ,q(vn)→
0 quando n→∞. Para isso, seja ϕ ∈ Eλ qualquer. Uma vez que 〈I ′λ,q(u), ϕ〉 = 0, somando
e subtraindo 〈I ′λ,q(un), ϕ〉 na expressão de 〈I ′λ,q(vn, ϕ)〉 obtemos
〈I ′λ,q(vn), ϕ〉 = 〈I ′λ,q(un), ϕ〉 − 〈I ′λ,q(u), ϕ〉+ I5(n) + I6(n)− I7(n)
= o(1) + I5(n) + I6(n)− I7(n),
(2.21)
onde
I5(n) =
∫
RN
(|∇vn|p−2∇vn + |∇u|p−2∇u− |∇un|p−2∇un) · ∇ϕ,
I6(n) =
∫
RN
(λa(x) + 1)(|vn|p−2vn + |u|p−2u− |un|p−2un)ϕ,
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e
I7(n) =
∫
RN
(|vn|q−2vn + |u|q−2u− |un|q−2un)ϕ.
Sendo (vn) limitada em Eλ, temos que ηn := (∇vn) ⊂ (Lp(RN))N satisfaz as hipóteses do
Lema 1.22 com K = N . Assim, aplicando esse lema com ω = ∇u, p = s e a desigualdade
de Hölder, obtemos
|I5(n)| ≤
(∫
RN
∣∣ |∇vn|p−2∇vn + |∇u|p−2∇u− |∇un|p−2∇un ∣∣ pp−1) p−1p ‖ϕ‖λ
≤ o(1)‖ϕ‖λ.
Da mesma maneira, é possível mostrar que essa estimativa também vale para I7(n). No
caso de I6(n), essa estimativa é obtida aplicando-se novamente o Lema 1.22 para K = 1,
s = p, ηn = (λa(x) + 1)
1
pvn e ω = (λa(x) + 1)
1
pu, uma vez que (vn) é limitada em Eλ e
|ηn|p ≤ ‖vn‖λ. Por isso e pela desigualdade de Hölder com expoentes p e p′ = p
p− 1 ,
|I6(n)| ≤
∫
RN
(λa(x) + 1)
1
p′
∣∣|vn|p−2vn + |u|p−2u− |un|p−2u∣∣ (λa(x) + 1) 1p |ϕ|
≤
(∫
RN
(λa(x) + 1)
∣∣|vn|p−2vn + |u|p−2u− |un|p−2un∣∣ pp−1) p−1p · ‖ϕ‖
≤ o(1) · ‖ϕ‖λ.
Então, de (2.21) segue que
|〈I ′λ,q(vn), ϕ)〉| ≤ o(1)‖ϕ‖λ, para toda ϕ ∈ Eλ.
Logo ‖I ′λ,q(vn)‖E′λ = sup
ϕ∈Eλ\{0}
∣∣〈I ′λ,q(vn), ϕ〉∣∣
‖ϕ‖λ → 0 quando n → ∞. Isso conclui a prova do
lema. 
Agora temos ferramentas suﬁcientes para provar a Proposição 2.3.
Demonstração da Proposição 2.3: Seja C0 > 0 dado pelo Lema 2.5. Seja tam-
bém ε > 0 tal que 2ε < C0
pq
p− q . Dado C1 > 0, sejam Λε, Rε > 0 dados pelo Lema 2.6.
Tome Λ0 = Λε. Seja (un) ⊂ Eλ uma sequência (PS)c para Iλ,q com λ ≥ Λε e c ≤ C1.
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Pelo Lema 2.4 (i), (un) é limitada em Eλ. Pela Proposição 2.2, a menos de subsequência,
un ⇀ u fracamente em Eλ,
un → u em Lsloc(RN) para todo p ≤ s < p∗,
un(x)→ u(x) q.t.p. em RN .
Pelo Lema 2.9, vn = un − u é uma sequência (PS)c′ para Iλ,q com c′ = c − Iλ,q(u).
Aﬁrmamos que c′ = 0. De fato, caso contrário, pelo Lema 2.5, c′ ≥ C0 > 0. Por termos
vn → 0 em Lqloc(RN), segue dos Lemas 2.4 (ii) e 2.6 que
C0
pq
q − p ≤ c
′ pq
q − p = limn→∞ |v
+
n |qq
= lim sup
n→∞
(∫
BRε
|v+n |q +
∫
BcRε
|v+n |q
)
≤ lim sup
n→∞
∫
BRε
|vn|q + lim sup
n→∞
∫
BcRε
|vn|q
≤ ε.
Isso nos dá uma contradição com a escolha de ε. Então c′ = 0. Pelo Lema 2.4 (ii),
lim
n→∞
‖vn‖λ = 0, isto é, un → u em Eλ, o que conclui a demonstração. 
2.3 Soluções positivas de energia mínima
Nosso objetivo nesta seção é provar o Teorema A que nos garante a existência de
uma solução positiva de energia mínima para (Sλ,q) quando λ é suﬁcientemente grande.
Nos apoiamos em alguns lemas. No caso dos Lemas 2.10 e 2.11 abaixo, adaptamos a
demonstração do Lema 4.1 em [33] (veja também o Lema 1.3 em [20]). Consideramos
SEλ a esfera unitária em Eλ, isto é, SEλ = {u ∈ Eλ : ‖u‖λ = 1} e deﬁnimos S+Eλ =
{w ∈ SE : w+ 6= 0}.
Lema 2.10 Seja u ∈ Eλ com u+ 6= 0. Então existe um único t(u) > 0 tal que t(u)u ∈
Nλ,q. O máximo de Iλ,q(tu) para t ≥ 0 é atingido em t = t(u).
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Demonstração: Dado u ∈ Eλ com u+ 6= 0, considere g(t) = Iλ,q(tu) para t ≥ 0. Então
g′(t) = 〈I ′λ,q(tu), u〉 = tp−1‖u‖pλ − tq−1|u+|qq, para t ≥ 0.
Por hipótese, |u+|q 6= 0. Sendo 1 ≤ p− 1 < q − 1, a expressão acima implica que o único
ponto t 6= 0 no qual g′ se anula é t(u) =
(‖u‖pλ
|u+|qq
) 1
q−p
, que é o máximo de g para t ≥ 0.
Daí,
0 = g′(t(u)) = 〈I ′λ,q(t(u)u), u〉 =
1
t(u)
〈I ′λ,q(t(u)u), t(u)u〉.
Assim, t(u)u ∈ Nλ,q e conclui a prova do lema. 
Lema 2.11 Para cada u ∈ S+Eλ, seja t(u) obtido do Lema 2.10. A função ϕ : S+Eλ → Nλ,q
dada por ϕ(u) = t(u)u é um homeomorﬁsmo.
Demonstração: Pelo lema anterior, a função ϕ está bem deﬁnida. Para provar a conti-
nuidade de ϕ, sejam u0 ∈ S+Eλ e (un) em S+Eλ tal que un → u0 em Eλ e, consequentemente,
em W 1,p(RN). Pela imersão contínua de W 1,p(RN) em Lq(RN), un → u0 fortemente em
Lq(RN). Pelo Teorema 4.9 em [9], a menos de subsequência,
un(x)→ u0(x) q.t.p. em RN
e
u+n (x) ≤ |un(x)| ≤ h(x) q.t.p. em RN .
Como u+n (x) =
un(x) + |un(x)|
2
, segue que
u+n (x)→ u+0 (x) q.t.p. em RN .
Pelo T.C.D.L.,
|u+n − u+0 |q → 0 quando n→∞.
Logo |u+n |q → |u+0 |q e por conseguinte t(un)→ t(u0). Com isso, podemos concluir que ϕ é
contínua. Consideramos agora a função θ : Nλ,q → S+Eλ dada por θ(u) =
u
‖u‖λ . Então, θ
está bem deﬁnida, pois se u ∈ Nλ,q, então |u+|qq = ‖u‖pλ 6= 0 e tem-se ‖θ(u)‖λ = 1. Além
disso, θ é contínua. Aﬁrmamos que θ é a inversa da ϕ. Com efeito, seja u ∈ S+Eλ . Então
‖u‖λ = 1. Pelo lema anterior, t(u) > 0 e, pela deﬁnição de θ, temos
θ(ϕ(u)) =
ϕ(u)
‖ϕ(u)‖λ =
t(u)u
|t(u)|‖θ‖λ =
u
‖u‖λ = u.
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Por outro lado, se u ∈ Nλ,q, então
ϕ(θ(u)) = t(θ(u))θ(u) = t(θ(u))
u
‖u‖λ .
Segue daí que, para mostrar nossa aﬁrmação e por conseguinte o lema, resta-nos mostrar
que t(θ(u)) = ‖u‖λ. Usando que ‖u‖pλ = |u+|qq, a expressão de t(u) no lema anterior nos
fornece
t(θ(u)) = t
(
u
‖u‖λ
)
=
(‖u‖qλ
|u+|qq
) 1
q−p
=
(‖u‖qλ
‖u‖pλ
) 1
q−p
= ‖u‖λ,
como queríamos. 
Deﬁnimos os níveis minimax
ĉλ = inf
u∈Eλ
u+ 6=0
sup
t≥0
Iλ,q(tu) e cλ = inf
γ∈Γ
sup
t∈[0,1]
Iλ,q(γ(t)),
onde
Γ = {γ ∈ C([0, 1], Eλ) : γ(0) = 0; Iλ,q(γ(1)) < 0}.
Observamos que, como Iλ,q(0) = 0 e lim
t→∞
Iλ,q(tu) = −∞ para toda u 6≡ 0 em Eλ, temos
ĉλ ∈ R bem deﬁnido.
Lema 2.12 cλ está bem deﬁnido e cλ > 0.
Demonstração: Seja u ∈ Eλ com u+ 6= 0. Como |u+|q e ‖u‖λ são valores não nulos e
p < q, segue da expressão
Iλ,q(tu) =
tp
p
‖u‖pλ −
tq
q
|u+|q
que existe t0 > 0 suﬁcientemente grande que depende de u tal que Iλ,q(t0u) < 0. Deﬁnimos
γ0 : [0, 1]→ Eλ dada por γ0(t) = tt0u. Então γ0 ∈ C([0, 1], Eλ), γ0(0) = 0 e Iλ,q(γ0(1)) =
Iλ,q(t0u) < 0, isto é, γ0 ∈ Γ. Logo Γ 6= ∅. Devido a continuidade da imersão de Eλ em
Lq(RN), existe C > 0 tal que, para todo u ∈ Eλ,
|u+|qq ≤ |u|qq ≤ C‖u‖qλ.
Daí,
Iλ,q(u) =
1
p
‖u‖pλ −
1
q
|u+|qq ≥
1
p
‖u‖pλ −
C
q
‖u‖qλ.
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Para ‖u‖λ = ρ =
(
q
2pC
) 1
q−p
> 0,
Iλ,q(u) ≥ 1
p
ρp − C
q
ρq =
ρp
2p
:= α > 0. (2.22)
Além disso,
Iλ,q(u) ≥ 1
p
‖u‖pλ −
C
q
‖u‖qλ ≥ 0 sempre que ‖u‖λ ≤ ρ1 :=
(
q
pC
) 1
q−p
. (2.23)
Seja γ ∈ Γ. Então Iλ,q(γ(1)) < 0. Por (2.23), ‖γ(1)‖λ > ρ. Pela continuidade de γ, existe
t ∈ [0, 1] tal que ‖γ(t)‖λ = ρ. Portanto
sup
t∈[0,1]
Iλ,q(γ(t)) ≥ Iλ,q(γ(t)) ≥ inf‖u‖λ=ρ Iλ,q(u) ≥ α, para todo γ ∈ Γ.
Daí cλ está bem deﬁnido e
cλ = inf
γ∈Γ
sup
t∈[0,1]
Iλ,q(γ(t)) ≥ α > 0.
Isso mostra o lema. 
Lema 2.13 Para todo λ > 0, vale cλ ≤ ĉλ = cλ,q = inf
u∈Nλ,q
Iλ,q(u).
Demonstração: Seja γ0 ∈ Γ deﬁnida no início da demonstração do Lema 2.12. Pela
deﬁnição de γ0 e cλ,
cλ ≤ sup
t∈[0,1]
Iλ,q(γ0(t)) = sup
t∈[0,1]
Iλ,q(tt0u) = sup
t∈[0,t0]
Iλ,q(tu) ≤ sup
t≥0
Iλ,q(tu).
Logo, cλ é uma cota inferior do conjunto
{
sup
t≥0
Iλ,q(tu) : u ∈ Eλ com u+ 6= 0
}
. Portanto
cλ ≤ ĉλ. Para mostrar que ĉλ = cλ,q, seja z ∈ Nλ,q. Pelo Lema 2.11, existe u ∈ S+Eλ tal
que z = t(u)u. Pelo Lema 2.10 e pela deﬁnição de ĉλ,
Iλ,q(z) = Iλ,q(t(u)u) = sup
t≥0
Iλ,q(tu) ≥ ĉλ.
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Logo ĉλ é uma cota inferior para o conjunto {Iλ,q(z) : z ∈ Nλ,q} e, portanto, cλ,q ≥ ĉλ.
Por outro lado, para todo u ∈ Eλ com u+ 6= 0, tem-se t(u)u ∈ Nλ,q e vale
sup
t≥0
Iλ,q(tu) = Iλ,q(t(u)u) ≥ cλ,q.
Assim, ĉλ ≤ cλ,q, o que conclui a demonstração 
Lema 2.14 Suponha que q ∈ (p, p∗) e λ > 0. Então existe rq > 0 tal que
‖u‖λ ≥ rq, (2.24)
para todo u ∈ Nλ,q. Em particular, cλ,q > 0.
Demonstração: Pela continuidade da imersão de Eλ em Lq(RN), existe C > 0 tal que,
para todo u ∈ Nλ,q,
‖u‖pλ = |u+|qq ≤ |u|qq ≤ C‖u‖qλ
e assim, ‖u‖q−pλ ≥ C−1. Deﬁnindo rq = C
1
p−q > 0 concluímos (2.24). Consequentemente,
como Iλ,q(u) =
(
1
p
− 1
q
)
‖u‖pλ ≥
(
1
p
− 1
q
)
rpq para todo u ∈ Nλ,q, segue que
cλ,q = inf
u∈Nλ,q
Iλ,q(u) ≥
(
1
p
− 1
q
)
rpq > 0. 
Lema 2.15 Para q ∈ (p, p∗) e λ > 0 vale
cλ,q ≤ mq,Ω = inf
u∈Mq,Ω
Jq,Ω(u).
Demonstração: Seja u ∈Mq,Ω. Deﬁna u˜ : RN → R por u˜ = u em Ω e u = 0 em RN \Ω.
Pelo Teorema 9.18 em [9], u˜ ∈ W 1,p(RN). Como u˜(x)a(x) = 0 em RN , segue que∫
RN
(|∇u˜|p + (λa(x) + 1)|u˜|p) =
∫
Ω
(|∇u|p + |u|p) =
∫
Ω
(u+)q =
∫
RN
(u˜+)q.
Logo a extensão u˜ ∈ Nλ,q. Usando novamente que a = 0 em Ω vemos que Iλ,q(u˜) = Jq,Ω(u).
Assim,
{Jq,Ω(u) : u ∈Mq,Ω} ⊂ {Iλ,q(v) : v ∈ Nλ,q}
e, consequentemente, cλ,q ≤ mq,Ω. 
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Lema 2.16 Existe Λ0 > 0 tal que Iλ,q satisfaz a condição de Palais-Smale no nível cλ
para todo λ ≥ Λ0.
Demonstração: Pelos Lemas 2.14 e 2.15, 0 < cλ,q ≤ mq,Ω, para todo λ > 0. Daí e do
Lema 2.13,
cλ ≤ mq,Ω para todo λ > 0.
Aplicando a Proposição 2.3 com C1 = mq,Ω, obtemos Λ0 > 0 tal que Iλ,q satisfaz a condição
de Palais-Smale no nível cλ para todo λ ≥ Λ0. 
Aplicando o Teorema 2.9 em [33] com X = Eλ, ϕ = Iλ,q, M = [0, 1], M0 = {0, 1},
Γ0 = {γ0 : {0, 1} → Eλ : γ0(0) = 0, Iλ,q(γ0(1)) < 0} obtemos o seguinte resultado.
Teorema 2.17 Seja X um espaço de Banach e I ∈ C1(X,R) tal que I(0) = 0 e
Γ = {γ ∈ C([0, 1], X) : γ(0) = 0 e I(γ(1)) < 0} 6= ∅.
Seja c := inf
γ∈Γ
sup
t∈[0,1]
I(γ(t)). Se c > 0 e se I satisfaz a condição de Palais-Smale no nível c
então c é um valor crítico de I.
Para λ > 0, consideramos ψ : Eλ → R dada por
ψ(u) = 〈I ′λ,q(u), u〉 = ‖u‖pλ − |u+|qq.
Então Nλ,q = {u ∈ Eλ : ψ(u) = 0}. Denotaremos o funcional Iλ,q restrito a Nλ,q por INλ,q .
O lema a seguir mostra que Nλ,q é uma variedade de classe C1 (veja Lema 1.5 em [20]).
Lema 2.18 Suponha que u ∈ Nλ,q. Então, existe uma constante δ > 0 tal que
〈ψ′(u), u〉 < −δ.
Consequentemente, Nλ,q é uma variedade de classe C1.
Demonstração: Dado u ∈ Nλ,q, pelo Lema 2.14, existe rq > 0 tal que ‖u‖λ ≥ rq. Segue
daí e da deﬁnição de ψ que
〈ψ′(u), u〉 = p‖u‖pλ − q|u+|qq = p‖u‖pλ − q‖u‖pλ = −(q − p)‖u‖pλ ≤ −(q − p)rq
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Deﬁnindo δ := (q − p)rq concluímos que
〈ψ′(u), u〉 < −δ. (2.25)
Da mesma maneira que se demonstra que Iλ,q ∈ C1(Eλ,R) é possível mostrar que ψ ∈
C1(Eλ,R) e, além disso, por (2.25), ψ′(u) 6≡ 0. Daí, argumentando como no Lema 1.5 em
[20], concluímos que Nλ,q é uma variedade de classe C1. 
Lema 2.19 Seja λ > 0. Se u ∈ Nλ,q é um ponto crítico de Iλ,q restrito a Nλ,q, então u é
um ponto crítico de Iλ,q.
Demonstração: Se u ∈ Nλ,q é um ponto crítico não trivial de Iλ,q rstrito a Nλ,q, então
I ′Nλ,q(u) = 0. Aplicando o Lema 1.9 com V = Nλ,q e ϕ = Iλ,q, obtemos t0 ∈ R tal que
〈I ′λ,q(u), v〉 = t0〈ψ′(u), v〉, para todo v ∈ Eλ. (2.26)
Em particular, para v = u
0 = ψ(u) = 〈I ′λ,q(u), u〉 = t0〈ψ′(u), u〉.
Pelo Lema 2.18, 〈ψ′(u), u〉 6= 0. Logo, a expressão acima diz que t0 = 0 e, por (2.26),
I ′λ,q(u) = 0. Assim, u é ponto crítico de Iλ,q sobre Eλ. O lema está demonstrado. 
Nesse ponto, é possível demonstrar o Teorema A.
Demonstração do Teorema A: Pelo Lema 2.16, Iλ,q satisfaz a condição de Palais-Smale
no nível cλ para λ suﬁcientemente grande. Daí e do Lema 2.12, segue que I = Iλ,q satisfaz
as hipóteses do Teorema 2.17 com X = Eλ. Portanto cλ é valor crítico de Iλ,q, isto é,
existe u ∈ Eλ tal que Iλ,q(u) = cλ e I ′λ,q(u) = 0, para λ suﬁcientemente grande. Logo
u ∈ Nλ,q. Pelo Lema 2.12, Iλ,q(u) = cλ > 0 e, portanto, u 6= 0 já que Iλ,q(0) = 0. Segue do
Lema 2.13 que cλ,q ≤ Iλ,q(u) = cλ ≤ cλ,q, ou seja, Iλ,q(u) = cλ,q. Como Nλ,q contém todas
as soluções de (S+λ,q), segue que u é solução de energia mínima de (S
+
λ,q). Além disso,
0 = 〈I ′λ,q(u), u−〉 =
∫
RN
(|∇u|p−2∇u · ∇u− + (λa(x) + 1)|u|p−2u · u−) = ‖u−‖pλ
donde segue que u− = 0. Portanto u = u+ ≥ 0. Pelo Princípio do Máximo Forte (veja
Teorema 3.5 e observação posterior em [19]), u > 0 em RN e, desse modo, u também é
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solução para (Sλ,q). Segue desses fatos que u ∈ N˜λ,q e
cλ,q = Iλ,q(u) = I˜λ,q(u) ≥ c˜λ,q.
Supondo por contradição que I˜λ,q(u) > c˜λ,q, existe u1 ∈ N˜λ,q tal que I˜λ,q(u1) < I˜λ,q(u).
Daí
cλ,q = Iλ,q(u) = I˜λ,q(u) > I˜λ,q(u1) = I˜λ,q(|u1|) = Iλ,q(|u1|, )
uma contradição, visto que |u1| ∈ Nλ,q. Então, necessariamente, I˜λ,q(u) = c˜λ,q. Isso
mostra que u é solução de energia mínima de (Sλ,q), o que conclui a demonstração do
teorema. 
2.4 Concentração das soluções
Agora nos concentramos em provar o Teorema B. Começamos com o seguinte resultado
(veja Lema 3.10 em [18]).
Lema 2.20 Seja M > 0, λn ≥ 1 e (un) ⊂ Eλn tais que λn → ∞ e ‖un‖λn ≤ M .
Então existe uma função u ∈ W 1,p0 (Ω) tal que, a menos de uma subsequência, un ⇀ u
fracamente em E1, un ⇀ u fracamente em W
1,p(RN), un → u e u+n → u+ em Ls(RN)
para todo p ≤ s < p∗.
Demonstração: Como ‖un‖1 ≤ ‖un‖λn ≤ M , para todo n ∈ N, pela Proposição 2.2
existe u ∈ E1 tal que, a menos de subsequência,
un ⇀ u fracamente em E1,
un → u em Lploc(RN),
un(x)→ u(x) q.t.p. em RN ,
un ⇀ u fracamente em W 1,p(RN).
Vamos provar que u ∈ W 1,p0 (Ω). Para isso, vamos mostrar que u = 0 em Ωc . Seja
Cj = {x ∈ RN : a(x) > 1/j} ∩ Bj(0), para j ∈ N. Então cada Cj é limitado e vale
Ωc = ∪∞j=1Cj. Para cada conjunto A ⊂ RN Lebesgue mensurável deﬁnimos µ(A) =
∫
A
|u|p.
Como u ∈ E1 ↪→ Lp(RN) continuamente, temos que µ deﬁne uma medida e daí
0 ≤
∫
Ωc
|u|p = µ
( ∞⋃
j=1
Cj
)
≤
∞∑
j=1
∫
Cj
|u|p. (2.27)
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Aﬁrmamos que, para cada j ∈ N, temos
∫
Cj
|u|p = 0. Com efeito, como a(x)j > 1 em Cj,
0 ≤
∫
Cj
|un|p < j
λn
∫
Cj
λna(x)u
p
n ≤
j
λn
‖un‖pλn ≤ Mp
j
λn
→ 0
quando n→∞. Por outro lado,
∫
Cj
|un|p →
∫
Cj
|u|p uma vez que un → u em Lploc(RN) e
Cj é limitado. Daí e da observação acima, segue que
∫
Cj
|u|p = 0 para todo j ∈ N. Esse
resultado combinado com (2.27) prova nossa aﬁrmação.
Para veriﬁcar que un → u em Ls(RN) para p ≤ s < p∗ seja AM0 = {x ∈ RN : a(x) ≤
M0}, onde M0 > 0 é dada pela hipótese (A2). Como RN \ AM0 ⊂ Ωc, temos u ≡ 0 em
RN \ AM0 . Assim∫
RN\AM0
|un − u|p =
∫
RN\AM0
|un|p ≤ 1
λnM0
∫
RN\AM0
λna(x)|un|p ≤
‖un‖pλn
λnM0
≤ M
p
λnM0
.
Como λn →∞, dado ε > 0, existe n1 ∈ N tal que∫
RN\AM0
|un − u|p < ε
3
, sempre que n ≥ n1. (2.28)
DadoR > 0, para simpliﬁcar a notação, denotamosBR(0) porBR. Seja r ∈ (1, N/(N−p)).
Argumentando como em (2.11) e observando que ‖un − u‖1 ≤ ‖un‖λn + ‖u‖1 é limitada,
é possível obter uma constante C0 > 0 tal que∫
AM0∩(RN\BR)
|un − u|p ≤ C0 L(AM0 ∩ (RN \BR))1/r
′
.
Pelo Lema 2.7, existe R0 > 0 tal que∫
AM0∩(RN\BR0 )
|un − u|p ≤ ε
3
. (2.29)
Como un → u em Lploc(RN), existe n2 ∈ N tal que∫
AM0∩BR0
|un − u|p ≤ ε
3
, sempre que n ≥ n2.
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Seja n0 = max{n1, n2}. Usando a expressão acima, (2.29) e (2.28), concluímos que, para
n ≥ n0,∫
RN
|un − u|p =
∫
RN\AM0
|un − u|p +
∫
AM0
|un − u|p
=
∫
RN\AM0
|un − u|p +
∫
AM0∩BR0
|un − u|p +
∫
AM0∩(RN\BR0 )
|un − u|p
< ε,
isto é, un → u em Lp(RN).
Para s ∈ (p, p∗), tomamos θ ∈ (0, 1) tal que s = (1−θ)p+θp∗. Usando a desigualdade
de Hölder, a continuidade da imersão E1 ↪→ Lp∗(RN) e que ‖un − u‖1 ≤ ‖un‖λn + ‖u‖1 é
limitada, obtemos constantes C1, C2 > 0 tais que∫
RN
|un − u|s =
∫
RN
|un − u|θp∗ |un − u|(1−θ)p ≤
(∫
RN
|un−u|p∗
)θ(∫
RN
|un−u|p
)1−θ
≤ C1‖un − u‖θp∗1 |un − u|(1−θ)pp
≤ C2|un − u|(1−θ)pp .
Como un → u em Lp(RN), a desigualdade acima implica que un → u em Ls(RN). Então,
a menos de subsequência, existe h ∈ Ls(RN) tal que
u+n (x) ≤ |un(x)| ≤ h(x) q.t.p. em RN .
Como u+n =
un + |un|
2
→ u+(x) q.t.p. em RN , segue do T.C.D.L. que u+n → u+ em
Ls(RN). 
Demonstração do Teorema B: Por hipótese, u+n = un > 0 é solução de (Sλn,q) e,
portanto, de (S+λn,q). Daí un ∈ Nλn,q e(
1
p
− 1
q
)
‖un‖pλn = Iλn,q(un) = I˜λn,q(un).
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Sendo I˜λn,q(un) limitada, segue que ‖un‖λn é limitada. Como λn → ∞, podemos supor
λn > 1. Aplicando o Lema 2.20, obtemos u ∈ W 1,p0 (Ω) tal que
un ⇀ u em E1,
un → u e u+n → u+ em Ls(RN), p ≤ s < p∗
un(x)→ u(x) q.t.p. em RN .
(2.30)
Argumentando como na demonstração do Lema 2.8 agora com ψ ∈ C∞0 (Ω) e usando que
I ′λn,q(un) = 0 e a(x) ≡ 0 em Ω, obtemos
∇un → ∇u em (Lp(Br))N ,
para todo r > 0 tal que Br ⊂ Ω. Como Ω ⊂ RN é aberto, pelo Teorema de Lindelöf
(veja Teorema 22 do Capítulo 1 em [23]), existe uma família enumerável de bolas Bnj ⊂
Ω, j ∈ N, tais que Ω = ∪∞j=1Bnj . Por um processo diagonal semelhante ao da Proposição
2.2 (iii), podemos concluir que, a menos de subsequência,
∇un(x)→ ∇u(x), q.t.p. em Ω. (2.31)
Além disso,
|∇un|p−2∂un
∂xi
⇀ |∇u|p−2 ∂u
∂xi
fracamente em Lp
′
(Ω), 1 ≤ i ≤ N. (2.32)
Para toda φ ∈ W 1,p0 (Ω), tem-se 〈I ′λn,q(un), φ〉 = 0 e daí∫
Ω
|∇un|p−2∇un · ∇φ+
∫
Ω
|un|p−2unφ =
∫
Ω
(u+n )
q−1φ. (2.33)
Como ∇φ ∈ (Lp(Ω))N , de (2.32) segue que∫
RN
|∇un|p−2∇un · ∇φ −→
∫
RN
|∇u|p−2∇u · ∇φ,
quando n → ∞. Com argumentos semelhantes aos da demonstração do Lema 2.9, é
possível mostrar que ∫
Ω
|un|p−2unφ −→
∫
Ω
|u|p−2uφ
como também ∫
Ω
(u+n )
q−1φ −→
∫
Ω
(u+)q−1φ.
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Fazendo n→∞ em (2.33) e usando as convergências acima, obtemos
〈J ′q,Ω(u), φ〉 = 0, para todo φ ∈ W 1,p0 (Ω).
Assim u é solução de (D+q ). Em particular u ∈ Mq,Ω. Vamos mostrar que un → u em
W 1,p(RN). Para tanto, usando (2.31) e o Lema de Brézis-Lieb (veja Observação 1.21)
obtemos ∫
RN
|∇un −∇u|p =
∫
RN
|∇un|p −
∫
RN
|∇u|p + o(1). (2.34)
Além disso, usando que u ≡ 0 em Ωc e a ≡ 0 em Ω, podemos concluir que∫
RN
a(x)|un − u|p =
∫
RN
a(x)|un|p.
Da igualdade acima, de (2.34), de (2.30) e do fato de que un ∈ Nλn,q e u ∈ Mq,Ω segue
que
‖un − u‖pW 1,p ≤ ‖un − u‖pλn =
∫
RN
|∇un−∇u|p+
∫
RN
λna(x)|un−u|p +
∫
RN
|un−u|p
=
∫
RN
|∇un|p−
∫
RN
|∇u|p+o(1)+
∫
RN
λna(x)|un|p+o(1)
=
∫
RN
(u+n )
q −
∫
RN
|un|p −
∫
RN
|∇u|p + o(1)
=
∫
RN
(u+)q −
∫
RN
|u|p −
∫
RN
|∇u|p + o(1)
= 0 + o(1)
quando n → ∞. Para n suﬁcientemente grande, λn ≥ 1. Assim ‖un − u‖1 ≤ ‖un − u‖λn
e, portanto, un → u em E1. Pelo Lema 2.14, ‖un‖1 ≥ rq > 0. Daí, fazendo n → ∞,
obtemos ‖u‖1 ≥ rq > 0. Logo u 6= 0. Além disso, sendo u solução de (D+q ),
0 = 〈J ′q,Ω(u), u−〉 = ‖u−‖p,
donde segue que u ≥ 0. Pelo Princípio do Máximo Forte, u > 0 em Ω. Logo u é solução
de (Dq). Isso conclui a demonstração do teorema. 
Demonstração do Corolário C: Como λn → ∞, podemos supor que λn ≥ Λ0 para
todo n ∈ N, com Λ0 dado pelo Teorema A. Como vimos na demonstração desse mesmo
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teorema, para todo n ∈ N, existe uma solução no nível c˜λn,q. Logo tem-se c˜λn,q = c0,λn ,
onde c0,λn = inf
{
I˜λn,q(v) : v é solução não trivial de (Sλn,q)
}
. Procedendo similarmente
como na demonstração do Lema 2.15, obtemos c˜λn,q ≤ m˜q,Ω. Como un é solução de energia
mínima de (Sλn,q), tem-se un ∈ N˜λn,q. Logo(
1
p
− 1
q
)
‖un‖pλn = I˜λn,q(un) = c0,λn = c˜λn,q ≤ m˜q,Ω.
Assim, aplicando o Lema 2.20 podemos supor un → u em Lq(RN) com u ∈ W 1,p0 (RN).
Mais ainda, pelo Teorema B, a menos de subsequência, un → u emW 1,p(RN), sendo u uma
solução positiva de (Dq). Logo u ∈ M˜q,Ω. Vamos mostrar que u é uma solução de energia
mínima de (Dq). Para isso, como un ∈ N˜λn,q para cada n, tem-se 〈I˜ ′λn,q(un), un〉 = 0.
Então
m˜q,Ω ≥ c˜λn,q = I˜λn,q(un)−
1
p
〈I˜λn,q(un), un〉 =
(
1
p
− 1
q
)∫
RN
|un|q.
Fazendo n→∞ e usando que u ∈ M˜q,Ω temos
m˜q,Ω ≥
(
1
p
− 1
q
)∫
Ω
|u|q = J˜q,Ω(u) ≥ m˜q,Ω.
Assim, J˜q,Ω(u) = m˜q,Ω = inf
v∈M˜q,Ω
J˜q,Ω(v). Como M˜q,Ω contém todas as soluções não triviais
de (Dq), tem-se que u é solução de energia mínima de (Dq). Isso conclui a demonstração
do corolário. 
Capítulo 3
O efeito da topologia do conjunto Ω no
número de soluções
Neste capítulo apresentamos a demonstração do Teorema D. Continuamos a usar as
mesmas notações introduzidas na Seção 2.1. Lembramos que no Teorema D, o conjunto
Ω = int a−1(0) é limitado.
Daqui em diante, ﬁxamos r > 0 tal que os conjuntos
Ω+2r = {x ∈ RN : dist(x,Ω) < 2r} e Ω−r = {x ∈ Ω : dist(x, ∂Ω) ≥ r}
sejam homotopicamente equivalentes a Ω. Tal r existe pelo Lema 1.3. Sem perda de
generalidade, podemos supor que Br ⊂ Ω. Deﬁnimos também βq : W 1,p0 (Ω) \ {0} → RN
a função centro de massa por
βq(u) =
∫
Ω
|u|qxdx∫
Ω
|u|qdx
.
Pela continuidade da imersão W 1,p0 (Ω) ↪→ Lq(Ω) e pelo fato de Ω ser limitado, βq está
bem deﬁnida.
SejaD um domínio do RN . Denotamos por S a melhor constante da imersãoW 1,p0 (D) ↪→
Lp
∗
(D), isto é,
S(D) = S = inf
{∫
D
(|∇u|p + |u|p) : u ∈ W 1,p0 (D), |u|p∗,D = 1
}
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= inf
{∫
Ω
|∇u|p + |u|p
|u|pp∗,D
: u ∈ W 1,p0 (D) \ {0}
}
.
Lembramos que S não depende do conjunto D tomado e, além disso, não é atingido a
menos que D = RN . Deﬁnimos mq,D = inf
u∈Mq,D
Jq,D(u). Quando D = Br denotamos mq,Br
por mq,r, para simpliﬁcar a notação.
Lema 3.1 Seja D ⊂ RN um domínio limitado. Então lim inf
q→p∗
mq,D =
S
N
p
N
.
Demonstração: Para p < q < p∗ deﬁnimos
αq,D = inf
{∫
D
(|∇u|p + |u|p) : u ∈ W 1,p0 (D),
∫
D
(u+)q = 1
}
= inf
{∫
D(|∇u|p + |u|p)
|u+|pq,D
: u ∈ W 1,p0 (D), u+ 6= 0
}
Seja Aq,D =
{
u ∈ W 1,p0 (D) :
∫
D
(u+)q = 1
}
. Lembramos que
Mq,D =
{
u ∈ W 1,p0 (D) \ {0} :
∫
D
(|∇u|p + |u|p) =
∫
D
(u+)q
}
.
Aﬁrmamos que existe uma bijeção entre Aq,D e Mq,D. De fato, seja θ : Aq,D → Mq,D
dada por θ(u) = ‖u‖
p
q−p
D u. Observamos que θ está bem deﬁnida, pois se u ∈ Aq,D então∫
D
(|∇θ(u)|p + |θ(u)|p) = ‖u‖
p2
q−p
D ‖u‖pD = ‖u‖
pq
q−p
D
como também, ∫
D
(θ(u)+)q =
∫
D
(‖u‖
p
q−p
D u
+)q = ‖u‖
pq
q−p
D
∫
D
(u+)q = ‖u‖
pq
q−p
D ,
o que mostra que θ(u) ∈ Mq,D. Deﬁnimos Φ :Mq,D → Aq,D por Φ(v) = v|v+|q,D . Assim,
para u ∈ Aq,D,
Φ(θ(u)) = Φ
(
‖u‖
p
q−p
D u
)
=
‖u‖
p
q−p
D u
‖u‖
p
q−p
D |u+|q,D
= u.
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Agora, se v ∈Mq,D,
θ(Φ(v)) = θ
(
v
|v+|q,D
)
=
∥∥∥∥ v|v+|q,D
∥∥∥∥ pq−p v|v+|q,D =
(
‖v‖pD
|v+|qq,D
) 1
q−p
v = v.
Isso prova que existe uma bijeção entre Aq,D eMq,D. Logo
{‖u‖pD : u ∈Mq,D} = {‖θ(v)‖pD : v ∈ Aq,D}.
Lembrando que para u ∈Mq,D vale Jq,D(u) =
(
1
p
− 1
q
)
‖u‖pD segue que
(
1
p
− 1
q
)−1
mq,D = inf
u∈Mq,D
‖u‖pD = inf
v∈Aq,D
‖θ(v)‖pD
= inf
v∈Aq,D
‖v‖
p2
q−p
D ‖v‖pD = inf
v∈Aq,D
‖v‖
pq
q−p
D
=
(
inf
v∈Aq,D
‖v‖pD
) q
q−p
= (αq,D)
q
q−p ,
ou seja,
mq,D =
(
1
p
− 1
q
)
(αq,D)
q
q−p . (3.1)
Uma vez que
(
1
p
− 1
p∗
)
= 1
N
e p
∗
p∗−p =
N
p
é suﬁciente mostrarmos que lim inf
q→p∗
αq,D = S
para concluir a demonstração do lema. Para isso, aplicando a desigualdade de Hölder
com expoentes p
∗
q
> 1 e p
∗
p∗−q obtemos
|u|q,D ≤ L(D)
p∗−q
p∗q |u|p∗,D.
Assim, para u ∈ W 1,p0 (D) com u+ 6= 0 tem-se∫
D
|∇u|p + |u|p
|u+|pq,D
≥
∫
D
|∇u|p + |u|p
|u|pq,D
≥ L(D)−p(p
∗−q)
qp∗

∫
D
|∇u|p + |u|p
|u|pp∗,D

≥ L(D)−p(p
∗−q)
qp∗ S
e, portanto,
αq,D ≥ L(D)−
p(p∗−q)
qp∗ S
Capítulo 3. O efeito da topologia do conjunto Ω no número de soluções 55
A expressão acima implica que â = lim inf
q→p∗
αq,D é ﬁnito e a ≥ S. Vamos mostrar que
a = S. Argumentando por contradição, supomos que â > S. Seja ε ∈ (0, â − S). Pela
deﬁnição de S existe u1 ∈ W 1,p0 (D) \ {0} tal que∫
D
|∇u1|p + |u1|p
|u1|pp∗,D
< S +
ε
2
. (3.2)
Seja u0 = |u1|. Então u0 ∈ W 1,p0 (D) \ {0}. Aﬁrmamos que
∫
D |u0|q →
∫
D |u0|p
∗
quando
q → p∗ pela esquerda. De fato, seja (qn) uma sequência tal que qn ∈ (p, p∗) e qn → p∗.
Deﬁnimos, para cada n ∈ N e x ∈ D, fn(x) = |u0(x)|qn . Então
fn(x) = |u0(x)|qn = |u0(x)|qnχ({x∈D : |u0(x)|≤1})+|u0(x)|qnχ({x∈D : |u0(x)|>1})
≤ 1 + |u0(x)|p∗χ({x ∈ D : |u0(x)| > 1}) ∈ L1(D),
uma vez que D é limitado. Daí, segue do T.C.D.L. que ∫D |u0|qn → ∫D |u0|p∗ . Como a
sequência (qn) foi tomada arbitrariamente, nossa aﬁrmação está provada. Agora, fazendo
q → p∗, obtemos da aﬁrmação acima um q1 ∈ (p, p∗) tal que∣∣∣∣∣∣∣∣
∫
D
|∇u0|p + |u0|p
‖u0‖pq,D
−
∫
D
|∇u0|p + |u0|p
‖u0‖pp∗,D
∣∣∣∣∣∣∣∣ <
ε
2
, sempre que q ∈ (q1, p∗). (3.3)
Da deﬁnição de αq,D, do fato de u+0 = u0 = |u1| e das desigualdades (3.2) e (3.3) segue
que
αq,D ≤
∫
D
|∇u0|p + |u0|p
|u+0 |pq,D
<
∫
D
|∇u0|p + |u0|p
|u0|pp∗,D
+
ε
2
=
∫
D
|∇u1|p + |u1|p
|u1|pp∗,D
+
ε
2
< S +
ε
2
+
ε
2
= S + ε.
Daí,
â = lim inf
q→p∗
αq,D ≤ S + ε < â,
que é uma contradição. Logo â = S o que conclui a prova do lema. 
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Lema 3.2 Sejam (qn) uma sequência de números reais tal que qn ≥ 1 e (un) ⊂ Lqn(RN)
com un ≡ 0 em Ωc para todo n ∈ N. Se |un|qndx ⇀ ν fracamente no sentido das medidas
onde ν é uma medida de Radon, então∫
RN
|un|qnf(x)dx→
∫
Ω
f(x)dν quando n→∞
para qualquer f ∈ C(RN ,R).
Demonstração: Escrevendo
∫
RN
|un|qnf(x)dx =
∫
Ω
|un|qnf+(x)dx −
∫
Ω
|un|qnf−(x)dx
vemos que, para demonstrar o lema, é suﬁciente mostrarmos que∫
RN
|un|qng(x)dx→
∫
Ω
g(x)dν
para toda g ∈ C(RN , [0,∞)). Para isso, lembramos que |un|qndx ⇀ ν fracamente no
sentido das medidas signiﬁca∫
RN
|un|qnΦ(x)dx→
∫
RN
Φ(x)dν, (3.4)
para toda Φ ∈ C0(RN ,R). Para ε > 0 qualquer, seja ϕε ∈ C0(RN ,R) tal que 0 ≤ ϕε ≤ 1
e ϕε ≡ 1 em Ω e ϕε ≡ 0 em RN \ Ω+ε . Tal ϕε existe pelo Lema de Urysohn (veja Lema
4.32 em [15]). Daí, de (3.4) e do fato de gϕε ∈ C0(RN ,R) ser não negativa segue que
lim
n→∞
∫
Ω
|un|qng(x)dx = lim
n→∞
∫
Ω
ϕε(x)|un|qng(x)dx ≤ lim
n→∞
∫
RN
|un|qnϕε(x)g(x)dx
=
∫
RN
ϕε(x)g(x)dν =
∫
Ω+ε
ϕε(x)g(x)dν
(3.5)
≤
∫
Ω+ε
g(x)dν =
∫
RN
g(x)χΩ+ε (x)dν
onde χΩ+ε é a função característica de Ω
+
ε . Observe que g(x)χΩ+ε (x) → ĝ(x) para todo
x ∈ RN quando ε → 0 onde ĝ ≡ g em Ω e ĝ ≡ 0 em Ωc. Podemos supor que para
ε suﬁcientemente pequeno, Ω+ε ⊂ BR para algum R > 0. Como gχΩ+ε ≤ g em BR e
gχΩ+ε ≡ 0 em BcR temos que gχΩ+ε está limitada superiormente pela função h = gχBR que
pertence a L1(RN , ν) pois
∫
BR
gdν ≤ Cν(BR) < ∞ uma vez que g é contínua e ν é de
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Radon. Fazendo ε→ 0 em (3.5) e aplicando o T.C.D.L., obtemos
lim
n→∞
∫
Ω
|un|qng(x)dx ≤
∫
RN
ĝdν =
∫
Ω
gdν. (3.6)
Considere ψε ∈ C0(RN ,R) tal que 0 ≤ ψε ≤ 1, ψε ≡ 1 em Ω−ε e ψε ≡ 0 em Ωc. Assim,
como ﬁzemos anteriormente,
lim
n→∞
∫
Ω
|un|qng(x)dx ≥ lim
n→∞
∫
Ω
ψε(x)|un|qng(x)dx = lim
n→∞
∫
RN
|un|qnψε(x)g(x)dx
=
∫
RN
ψε(x)g(x)dν =
∫
Ω
ψε(x)g(x)dν
≥
∫
Ω−ε
g(x)dν =
∫
RN
g(x)χΩ−ε (x)dν
e, fazendo ε→ 0, pelo T.C.D.L.,
lim
n→∞
∫
Ω
|un|qng(x)dx ≥
∫
Ω
g(x)dν.
Da desigualdade acima e de (3.6), concluímos a demonstração do lema. 
Lema 3.3 Sejam f : RN → R contínua e ν ∈ M(RN) uma medida que se concentra em
um único ponto y ∈ Ω. Então
∫
Ω
f(x)dν = f(y)|ν|.
Demonstração: Para todo t > 0, tem-se∫
Ω
f(x)dν =
∫
Bt(y)
f(x)dν =
∫
RN
f(x)χBt(y)(x)dν (3.7)
Temos que f(x)χBt(y)(x) → f(y)χ{y}(x) quando t → 0 em RN . Como f é contínua,
para todo t ≤ 1 temos que existe M > 0 tal que f(x)χBt(y) ≤ f(x)χB1(y) ≤ MχB1(y) ∈
L1(RN , ν). Fazendo t→ 0 em (3.7), pelo T.C.D.L. obtemos∫
Ω
f(x)dν =
∫
RN
f(y)χ{y}(x)dν = f(y)ν({y}).
Resta mostrar que ν({y}) = |ν|. Lembramos que, por deﬁnição,
|ν| = sup
{∣∣∣∣∫
RN
φ(x)dν
∣∣∣∣ : φ ∈ C0(RN), |φ|∞ ≤ 1} . (3.8)
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Seja φ ∈ C0(RN) com 0 ≤ φ ≤ 1 e φ ≡ 1 em B1(y). Por (3.8),
|ν| ≥
∫
RN
φ(x)dν ≥
∫
B1(y)
1dν = ν({y}).
Por outro lado, para toda ϕ ∈ C0(RN) com |ϕ|∞ ≤ 1,∣∣∣∣∫
RN
ϕdν
∣∣∣∣ ≤ ∫
RN
|ϕ|dν ≤
∫
RN
1dν = ν({y}).
Portanto |ν| ≤ ν({y}) e, assim, ν({y}) = |ν|, o que conclui a demonstração. 
Lema 3.4 Existe q2 ∈ (p, p∗) tal que, para todo q ∈ (q2, p∗), tem-se βq(u) ∈ Ω+r sempre
que u ∈Mq,Ω com Jq,Ω(u) ≤ mq,r.
Demonstração: Argumentando por contradição suponha que o lema é falso. Então para
todo q2,n ∈ (p∗ − p∗−pn , p∗) existe qn ∈ (q2,n, p∗) e (un) ⊂ Mqn,Ω com Jqn,Ω(un) ≤ mqn,r
e βqn(un) /∈ Ω+r . Observe que qn → p∗. A menos de subsequência, podemos supor (qn)
crescente. Assim
mqn,Ω ≤ Jqn,Ω(un) =
(
1
p
− 1
qn
)
‖un‖pΩ ≤ mqn,r.
Pelo Lema 3.1,
1
N
S
N
p ≤ lim inf
n→∞
[(
1
p
− 1
qn
)
‖un‖pΩ
]
≤ 1
N
S
N
p .
Uma vez que existe lim
n→∞
(
1
p
− 1
qn
)
=
1
N
segue que
lim inf
n→∞
|un|qnqn = lim infn→∞ ‖un‖
p
Ω = S
N
p .
Passando a uma subsequência, podemos supor
lim
n→∞
|un|qnqn = limn→∞ ‖un‖
p
Ω = S
N
p . (3.9)
Pela desigualdade de Hölder com expoentes p
∗
qn
> 1 e p
∗
p∗−qn , obtemos
|un|qnqn,Ω =
∫
Ω
|un|qndx ≤ L(Ω)
p∗−qn
p∗ |un|qnp∗,Ω.
Logo (|un|qnqn,Ω) 1qn ≤ L(Ω) p∗−qnp∗qn |un|p∗,Ω.
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Por (3.9),
(S
N
p )
1
p∗ ≤ lim inf
n→∞
|un|p∗,Ω. (3.10)
Por outro lado, pela deﬁnição de S,
|un|p∗,Ω ≤ S−
1
p‖un‖Ω.
Assim, segue de (3.9) que
lim sup
n→∞
|un|p∗,Ω ≤ S−
1
p (S
N
p )
1
p = (S
N
p )
1
p∗ .
Da desigualdade acima e de (3.10) obtemos
lim
n→∞
|un|p∗,Ω = (S
N
p )
1
p∗ ,
ou ainda,
lim
n→∞
|un|p∗p∗,Ω = S
N
p . (3.11)
Por (3.9) temos que (un) é limitada em W
1,p
0 (Ω). Passando a outra subsequência se ne-
cessário, podemos supor que existe u ∈ W 1,p0 (Ω) tal que un ⇀ u fracamente em W 1,p0 (Ω)
e, como W 1,p0 (Ω) ↪→ Lp(Ω) compactamente, un → u fortemente em Lp(Ω) e, consequente-
mente, un(x)→ u(x) q.t.p. em Ω. Agora, seja vn = un|un|p∗,Ω . Então |vn|p
∗,Ω = 1. De (3.9)
e (3.11) segue que
lim
n→∞
‖vn‖pΩ = limn→∞
‖un‖pΩ
|un|pp∗,Ω
=
S
N
p
S
N
p∗
= S.
Assim, a sequência (‖vn‖pΩ) é uma sequência minimizante para S. Pelo Lema 1.19, existe
v ∈ W 1,p0 (Ω) tal que
vn ⇀ v fracamente em W
1,p
0 (Ω),
vn(x)→ v(x) q.t.p. em Ω,
∇vn(x)→ ∇v(x) q.t.p. em Ω.
Daí, tomando o limite quando n→∞ na igualdade un(x) = |un|p∗,Ω vn(x), obtemos, por
(3.11),
u(x) = S
N
p
· 1
p∗ v(x), q.t.p. em Ω. (3.12)
Segue de (3.11), (3.12) e do fato de ∇vn(x)→ ∇v(x) q.t.p. em Ω que
∇un(x) = |un|Lp∗ (Ω)∇vn(x)→ S
N
p
1
p∗ · ∇v(x) = ∇u(x) q.t.p. em Ω.
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Estendemos un e u para RN pondo un = u = 0 em Ωc. Por (3.9), existe C > 0 tal que∫
RN
|un − u|qn ≤ C e
∫
RN
|∇un −∇u|p ≤ C.
Pela Proposição 1.16, existem medidas positivas de Radon ν e ω tais que, a menos de
subsequência,
|un − u|qn ⇀ ν e |∇un −∇u|p ⇀ ω
fracamente no sentido das medidas. Das considerações anteriores, vemos que as hipóteses
dos Lema 1.17 são satisfeitas. Observamos que como Ω é limitado, tem-se
ω∞ := lim
R→∞
lim sup
n→∞
∫
|x|>R
|∇un|p = 0 e ν∞ := lim
R→∞
lim sup
n→∞
∫
|x|>R
|un|qn = 0.
Pelo Lema 1.17 obtemos
|ν|p/p
∗ ≤ S−1|ω|, (3.13)
lim sup
n→∞
|∇un|pp = |∇u|pp + |ω|, (3.14)
e
lim sup
n→∞
|un|qnqn = |u|p
∗
p∗ + |ν|. (3.15)
Como un → u fortemente em Lp(Ω), temos
‖un‖p = |un|pp + |∇un|pp = |u|pp + |∇un|pp + o(1).
Daí, de (3.9) e de (3.14) segue que
S
N
p = |u|pp + |∇u|pp + |ω| = ‖u‖p + |ω|. (3.16)
De (3.9) e (3.15) temos
S
N
p = |u|p∗p∗ + |ν|. (3.17)
Pela deﬁnição de S,
|u|pp∗ ≤ S−1‖u‖p. (3.18)
Aﬁrmamos que ou u ≡ 0 ou |u|p∗p∗ = S
N
p . Caso contrário, u 6≡ 0 e |u|p∗p∗ 6= S
N
p . Assim
|u|p∗p∗ 6= 0 e, por (3.17), |ν| 6= 0. Usando a desigualdade (a + b)t < at + bt para a, b > 0 e
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0 < t < 1, segue de (3.17), (3.18), (3.13) e (3.16) que
S
N−p
p =
(
|u|p∗p∗ + |ν|
)p/p∗
<
(
|u|p∗p∗
)p/p∗
+ |ν|p/p∗
≤ S−1(‖u‖p + |ω|) = S N−pp ,
o que é um absurdo.
Como un ⇀ u em W 1,p(RN), temos que
‖u‖p ≤ lim inf
n→∞
‖un‖p = S
N
p .
Daí, se |u|p∗p∗ = S
N
p , então
S ≤ ‖u‖
p
|u|pp∗
≤ S
N
p
S
N−p
p
= S
isto é, a constante S é atingida por alguma função u ∈ W 1,p0 (Ω). Isso nos dá uma
contradição, uma vez que Ω 6= RN . Assim u ≡ 0 e, portanto, de (3.9) e (3.17),∫
Ω
|un|qndx→ S
N
p = |ν| 6= 0, (3.19)
e, além disso,
|un|qn → ν fracamente emM(RN).
Segue do Lema 3.2 aplicado para cada função projeção fi(x) = xi, i ∈ {1, . . . , N}, que∫
RN
|un|qnxdx→
∫
Ω
xdν. (3.20)
Por ser u ≡ 0, de (3.17) e (3.16) segue que
|ν|p/p∗ = S−1S Np = S−1|ω|.
Logo, pelo Lema 1.17, podemos concluir que a medida ν está concentrada em um único
ponto y ∈ RN . Pelo Lema 3.3 aplicado às funções projeções fi(x) = xi, segue que∫
Ω
xdν = y|ν|. (3.21)
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De (3.19), (3.20) e (3.21) vem que
βqn(un) =
∫
RN |un|qnx dx∫
RN |un|qndx
→
∫
Ω
xdν
|ν| =
y|ν|
|ν| = y. (3.22)
Aﬁrmamos que y ∈ Ω. Caso contrário, poderíamos tomar B2R1 ⊂ Ωc e ϕ ∈ C0(RN) tal
que ϕ ≥ 0, ϕ ≡ 1 em BR1 e ϕ ≡ 0 em RN \B2R1 e valeria
0 =
∫
RN
ϕ|un|qndx→
∫
RN
ϕdν ≥
∫
BR1 (y)
1dν = ν({y}) = |ν| > 0,
um absurdo. Isso mostra que y ∈ Ω e nos permite concluir a demonstração do lema, pois
(3.22) nos dá uma contradição com o fato de βqn(un) /∈ Ω+r . 
Seguindo a ideia de Bartsch e Wang em [5], sendo Ω limitado, escolhemos R > 0
tal que Ω ⊂ BR e deﬁnimos
ξ(t) =
{
1, se 0 ≤ t ≤ R,
R/t, se t ≥ R.
Também deﬁnimos a função centro de massa truncada βq : Nλ,q → RN por
βq(u) =
∫
RN |u|qξ(|x|)x dx∫
RN |u|qdx
. (3.23)
Observamos que βq está bem deﬁnida e, além disso, é contínua. De fato, tomando uma
sequência un → u em Nλ,q, pela continuidade da imersão de Eλ em Lq(RN), temos
que un → u em Lq(RN). Portanto, a menos de subsequência, |un|q ≤ h para alguma
h ∈ Lq(RN). Usando a deﬁnição de ξ e o T.C.D.L., obtemos βq(un)→ βq(u). Logo βq é
contínua.
O lema seguinte corresponde ao Lema 3.14 em [18].
Lema 3.5 Seja q2 ∈ (p, p∗) obtido no Lema 3.4. Então para cada q ∈ (q2, p∗), existe um
número Λ2 = Λ2(q) tal que, para todo λ ≥ Λ2, temos que βq(u) ∈ Ω+2r sempre que u ∈ Nλ,q
e Iλ,q(u) ≤ mq,r.
Demonstração: Argumentando por contradição, supomos que o lema é falso. Então
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existe q ∈ (q2, p∗), uma sequência (λn) ⊂ R, un ∈ Nλn,q tais que λn →∞,
Iλn,q(un) =
(
1
p
− 1
q
)
‖un‖pλn ≤ mq,r (3.24)
e βq(un) /∈ Ω+2r. Então as hipóteses do Lema 2.20 são satisfeitas para a sequência (un), de
modo que existe u ∈ W 1,p0 (Ω) tal que
un ⇀ u fracamente em W 1,p(RN),
un → u em Ls(RN), p ≤ s < p∗,
u+n → u+ em Ls(RN), p ≤ s < p∗.
(3.25)
Como, para cada n ∈ N, un ∈ Nλn,q, temos∫
RN
(|∇un|p + |un|p) ≤ ‖un‖pλn =
∫
RN
(u+n )
q.
Da expressão acima e de (3.25) obtemos∫
RN
(|∇u|p + |u|p) ≤ lim inf
n→∞
∫
RN
(|∇un|p + |un|p) ≤
∫
RN
(u+)q, (3.26)
ou ainda, como u ≡ 0 em Ωc, ∫
Ω
(|∇u|p + |u|p) ≤
∫
Ω
(u+)q. (3.27)
Pelo Lema 2.14, temos
∫
RN (u
+
n )
q = ‖un‖pλn ≥ rpq > 0. De (3.25) segue que
∫
Ω
(u+)q ≥
rpq > 0. Consequentemente u
+ 6≡ 0. Assim, tomando t =
( ‖u‖p
|u+|qq
) 1
q−p
, temos t ∈ (0, 1] e
tu ∈Mq,Ω. Logo, de (3.24) e de (3.25) temos
Jq,Ω(tu) =
(
1
p
− 1
q
)∫
Ω
(|∇(tu)|p + |tu|p)
≤
(
1
p
− 1
q
)∫
RN
(|∇u|p + |u|p)
≤ lim inf
n→∞
(
1
p
− 1
q
)∫
RN
(|∇un|p + |un|p)
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≤ lim inf
n→∞
(
1
p
− 1
q
)∫
RN
(|∇un|p + (λna(x) + 1)|un|p)
= lim inf
n→∞
Iλn,q(un) ≤ mq,r.
Daí e do Lema 3.4 segue que βq(tu) ∈ Ω+r .
De (3.25), podemos assumir que, a menos de subsequência, (un) está por baixo de
uma função f ∈ Lq(RN) e un(x)→ u(x) q.t.p. em RN . Disso e da deﬁnição de ξ, obtemos
|un(x)|q|ξ(|x|)||x| ≤
 |f(x)|
qR, se x ∈ BR,
|f(x)|q R|x| |x|, se x 6∈ BR
= |f(x)|qR ∈ L1(RN),
como também,
|un(x)|qξ(|x|)x→ |u(x)|qξ(|x|)x q.t.p. em RN .
Sendo u ≡ 0 em Ωc e Ω ⊂ BR, pelo T.C.D.L., por (3.25) e pela deﬁnição de ξ vem que
lim
n→∞
βq(un) =
∫
RN |u|qξ(|x|)x dx∫
RN |u|q dx
=
∫
Ω
|u|qx dx∫
Ω
|u|qdx = βq(u) = βq(tu) ∈ Ω
+
r .
Isso contradiz o fato de βq(un) 6∈ Ω+2r e conclui a demonstração do lema. 
Lema 3.6 catΩ(Ω) = catΩ+2r(Ω
−
r ).
Demonstração: Como Ω−r ⊂ Ω+2r é compacto, a Proposição 1.12 (iv) nos garante que
catΩ+2r(Ω
−
r ) <∞. Seja k := catΩ+2r(Ω−r ). Por deﬁnição, Ω−r ⊂ A1 ∪ . . . ∪ Ak com Ai ⊂ RN
fechado e contrátil em Ω+2r, para i ∈ {1, . . . , k}. Como Ai ∩ Ω−r é contrátil em Ω+2r e Ω−r
é fechado, podemos supor que Ω−r = A1 ∪ . . . ∪ Ak. Sendo Ω−r e Ω homotopicamente
equivalentes, existem funções contínuas f : Ω−r → Ω e g : Ω → Ω−r tais que f ◦ g ' IdΩ,
isto é, existe H : [0, 1] × Ω → Ω contínua tal que H(0, x) = f(g(x)) e H(1, x) = x para
todo x ∈ Ω.
Nosso objetivo agora é estender f continuamente a Ω+2r. Pelo Teorema 1.25 (Dugundji)
basta mostrar que Ω é um espaço aﬁm do tipom (conforme Deﬁnição 1.24). Para isso, seja
X um espaço métrico qualquer. Para toda função contínua F : X → Ω, sejam x ∈ X e
W ⊃ F (x) uma vizinhança de F (x) dados arbitrariamente. ComoW,Ω ⊂ RN são abertos,
existe R0 > 0 tal que BR0(F (x)) ⊂ W e BR0(F (x)) ⊂ Ω. Seja U = F−1(BR0(F (x))).
Como F é contínua, segue que U ⊃ x é uma vizinhança de x tal que F (U) ⊂ BR0(F (x)) ⊂
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W . Sendo a bola BR0(F (x)) convexa, Ω é um espaço aﬁm do tipo m. Daí, pelo Teorema
1.25, existe f˜ : Ω+2r → Ω contínua que estende f : Ω−r → Ω.
Para cada i ∈ {1, . . . , k}, deﬁnimos Bi = g−1(Ai). Então Ω = B1 ∪ . . . ∪ Bk. Como
g é contínua e Ai é fechado em Ω
+
2r, temos que Bi é fechado em Ω. Vamos mostrar que
Bi é contrátil em Ω. Para isso, sendo Ai contrátil em Ω
+
2r, existe ψi : [0, 1] × Ai → Ω+2r
contínua tal que ψi(0, x) = x e ψi(1, x) = xi para todo x ∈ Ai e para algum xi ∈ Ω+2r.
Deﬁna θi : [0, 1]×Bi → Ω por
θi(t, x) =

H(1− 2t, x), se 0 ≤ t ≤ 1
2
,
f˜ [ψi(2t− 1, g(x))], se 1
2
≤ t ≤ 1.
Pelas considerações já feitas, θi está bem deﬁnida e vale
θi(0, x) = H(1, x) = x para todo x ∈ Bi
e
θi(1, x) = f˜ [ψi(1, g(x))] = f˜(xi) ∈ Ω para todo x ∈ Bi.
Para t =
1
2
e x ∈ Bi temos
θi
(
1
2
, x
)
= H(0, x) = f(g(x)) = f˜(g(x)),
pois g(x) ∈ Ω−r . Por outro lado,
θi
(
1
2
, x
)
= f˜ [ψi(0, g(x))] = f˜(g(x)).
Logo θi é contínua mostrando que Bi é contrátil em Ω. Assim catΩ(Ω) ≤ k = catΩ+2r(Ω−r ).
Por outro lado, como Ω−r ⊂ Ω+2r e Ω+2r é homotopicamente equivalente a Ω, segue que
catΩ+2r(Ω
−
r ) ≤ catΩ+2r(Ω
+
2r) = catΩ(Ω).
Isso conclui a demonstração lema. 
Lema 3.7 Sejam q2 obtido no Lema 3.5, q ∈ (q2, p∗) e Λ2 = Λ2(q) satisfazendo a propri-
edade do enunciado do Lema 3.5. Então, para todo λ ≥ Λ2,
catY (Y ) ≥ catΩ(Ω).
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onde Y = I
mq,r
λ,q = {u ∈ Nλ,q : Iλ,q(u) ≤ mq,r}.
Demonstração: Seja U ∈ Mq,r =
{
u ∈ W 1,p0 (Br) \ {0} : ‖u‖pBr = |u|qq,Br
}
uma função
radial positiva tal que Jq,Br(U) = mq,r. Vamos mostrar que catY (Y ) ≥ catΩ+2r(Ω−r ). Para
isso, dado y ∈ Ω−r , deﬁnimos Uy : Br(y) → R por Uy(x) = U(x− y). Se catY (Y ) = +∞,
a desigualdade é válida. Suponha que catY (Y ) = k < +∞. Então existem conjuntos
A1, . . . , Ak ⊂ Y fechados e contráteis em Y tais que Y = A1 ∪ . . . ∪ Ak. Por deﬁnição de
conjunto contrátil, para cada i ∈ {1, . . . , k}, existe ψi : [0, 1] × Ai → Y contínua tal que
ψi(0, u) = u e ψi(1, u) = ui para todo u ∈ Ai e algum ui ∈ Y . Deﬁnimos α : Ω−r → Y por
α(y) = Uy. Temos que α está bem deﬁnida. De fato, estendendo Uy como 0 em RN \Br(y)
e sendo a ≡ 0 em Ω ⊃ Br(y), já que y ∈ Ω−r , segue que
‖Uy‖pλ = ‖Uy‖pBr(y) = ‖U‖
p
Br
, (3.28)
onde na última igualdade usamos uma mudança de variável. Por outro lado, uma vez que
U ∈Mq,Ω,
‖U‖pBr = |U |qq,Br = |Uy|qq,Br(y) = |Uy|qq. (3.29)
De (3.28) e (3.29), Uy ∈ Nλ,q. Além disso, usando novamente o Teorema da Mudança de
Variáveis e o fato de a ≡ 0 em Ω ⊃ Br, obtemos
Iλ,q(Uy) = Iλ,q(U) = Jq,Br(U) = mq,r.
Logo Uy ∈ Y e α está bem deﬁnida. Para y ∈ Ω−r , uma vez que ξ ≡ 1 em Ω ⊃ Br(y),
segue de (3.23) que
βq(α(y)) = βq(Uy) =
∫
RN |Uy(x)|qξ(|x|)x dx∫
RN |Uy(x)|qdx
=
∫
Br(y)
|U(x− y)|q1x dx∫
Br(y)
|U(x− y)|qdx
=
∫
Br
|U(z)|q(z + y)dz∫
Br
|U(z)|qdz (3.30)
=
∫
Br
|U(z)|qz dz∫
Br
|U(z)|qdz + y = y,
pois a integral a esquerda é nula, visto que U é radial. Agora, seja Bi = α−1(Ai). Então
Ω−r = B1 ∪ . . . ∪ Bk. Admitindo que α é contínua, temos que Bi é fechado em Ω−r ,
isto é, existe Fi fechado em RN tal que Bi = Ω−r ∩ Fi. Como Ω−r é fechado em RN ,
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Bi é fechado em RN . Sendo Bi = Ω+2r ∩ Bi, temos que Bi é fechado em Ω+2r. Vamos
mostrar que Bi é contrátil em Ω
+
2r. Para tanto, considere θi : [0, 1]× Bi → Ω+2r dada por
θi(t, y) = βq(ψi(t, α(y))). Então, pelas considerações feitas acima e pelo Lema 3.5, para
λ ≥ Λ2, θi está bem deﬁnida. Temos também que θi é contínua, visto que βq, ψi e α o
são. De (3.30) e da deﬁnição de θi segue que
θi(0, y) = βq(ψi(0, α(y))) = βq(α(y)) = y, para todo y ∈ Bi
e
θi(1, y) = βq(ψi(1, α(y))) = βq(ui), para todo y ∈ Bi.
Logo Bi é contrátil em Ω
+
2r. Assim catΩ+2r(Ω
−
r ) ≤ k = catY (Y ). Segue do Lema 3.6 que
catY (Y ) ≥ catΩ+2r(Ω
−
r ) = catΩ(Ω).
Para concluir a demonstração do lema, resta apenas mostrar que a função α é contínua.
Para isso, seja (yn) ⊂ Ω−r uma sequência tal que yn → y ∈ Ω−r . Queremos que α(yn) →
α(y) em Eλ. Como a ≡ 0 em Ω e Uyn , Uy ≡ 0 em Ωc, temos que ‖α(yn) − α(y)‖λ =
‖α(yn)− α(y)‖. Considere (Uk) ⊂ C∞0 (RN) ⊂ W 1,p(RN) uma sequência tal que Uk → U
em W 1,p(RN) quando k →∞. Dado ε > 0, existe k0 ∈ N tal que
‖U(· − yn)− Uk0(· − yn)‖ = ‖U − Uk0‖ <
ε
3
(3.31)
e
‖U(· − y)− Uk0(· − y)‖ = ‖U − Uk0‖ <
ε
3
. (3.32)
Aﬁrmamos que existe n0 ∈ N tal que
‖Uk0(· − yn)− Uk0(· − y)‖ <
ε
3
, sempre que n ≥ n0. (3.33)
Com efeito, considere fn(x) = Uk0(x − yn) − Uk0(x − y), x ∈ RN . Como supp Uk0 é
compacto e yn → y, podemos supor Uk0(x − yn) = 0 e Uk0(x − y) = 0 em Bct (y) para
algum t > 0 e n ≥ n0 suﬁcientemente grande. Sendo Uk0 contínua, temos
|fn(x)| ≤ C ∈ L1(Bt(y)),
para alguma constante C > 0. Como fn → 0 q.t.p. em RN , segue do T.C.D.L.,∫
RN
|Uk0(x− yn)− Uk0(x− y)|p =
∫
Bt(y)
|fn(x)|p → 0.
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De maneira análoga, ∫
RN
|∇Uk0(x− yn)−∇Uk0(x− y)|p → 0,
observando que Uk0 ∈ C∞0 (RN) e então ∇Uk0 ∈ C∞0 (RN). Isso mostra (3.33). Daí, de
(3.31) e de (3.32), segue que
‖α(yn)− α(y)‖ = ‖U(· − yn)− U(· − y)‖ ≤ ‖U(· − yn)− Uk0(· − yn)‖
+‖Uk0(· − yn)− Uk0(· − y)‖
+‖Uk0(· − y)− U(· − y)‖ < ε,
para n ≥ n0. Isso mostra a continuidade da função α. 
Demonstração do Teorema D: Seja q2 dado pelo Lema 3.5 e considere q0 = q2. Dado
q ∈ (q0, p∗), seja Λ2 = Λ2(q) dado pelo Lema 3.5. Aplicando a Proposição 2.3 com
C1 = mq,r, obtemos Λ0 = Λ0(q) tal que Iλ,q satisfaz a condição de Palais-Smale no nível
c, para todo c ≤ mq,r e λ ≥ Λ0. Deﬁnimos Λ = Λ(q) = max{Λ0,Λ2}. Temos que Iλ,q
restrito à Nλ,q é limitado inferiormente. Pelo Lema 2.18, Nλ,q é uma variedade de classe
C1. Para λ > Λ, pelo Lema 3.7 e pelo Teorema 1.13 com X = Eλ, I = Iλ,q, M = Nλ,q,
d = mq,r e Id = Y , vemos que Iλ,q restrito à Nλ,q tem pelo menos catY (Y ) ≥ catΩ(Ω)
pontos críticos ui tais que Iλ,q(ui) ≤ mq,r. Pelo Lema 2.19, Iλ,q possui pelo menos catΩ(Ω)
pontos críticos. Como na demonstração do Teorema A,
0 = 〈I ′λ,q(ui), u−i 〉 = ‖u−i ‖pλ
e, portanto, ui = u
+
i ≥ 0. Pelo Princípio do Máximo Forte, ui > 0. Assim, obtemos pelo
menos catΩ(Ω) soluções positivas de (S
+
λ,q), que também são soluções positivas de (Sλ,q).
Isso conclui a demonstração do teorema. 
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