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ABSTRACT 
 
Photonic crystal microcavities are defined by the spatial arrangement of materials. In the analysis of their spatial-
temporal mode distributions Finite-Difference Time-Domain (FDTD) methods have proved its validity. The output 
of the FDTD can be seen as the realizations of a multidimensional statistic variable. At the same time, fabrication 
tolerances induce an added and unavoidable variability in the performance of the microcavity. In this contribution we 
have analyzed the modes of a defective photonic crystal microcavity. The location, size, and shape of the cylinders 
configuring the microcavity are modelled as having a normal distribution of their parametric descriptors. A principal 
component analysis is applied to the output of the FDTD for a population of defective microcavities. The relative 
importance of the defects is evaluated, along with the changes induced in the spatial temporal distribution of 
electromagnetic field obtained from the calculation. 
 
1. INTRODUCTION 
 
The analysis of defects and manufacture errors is a critical issue in the description and performance of photonic 
crystals. During the last years there has been a lot of activity trying to simulate, model and measure the fabrication 
errors and compute their influence in the behaviour of the photonic crystal structures.1-5 This paper analyzes this 
problem by using a multivariate statistical technique named as Principal Component Analysis PCA.6,7 This method 
has been successfully used for the description and quantification of numeric errors and artifacts in FDTD 
algorithms.8,9 Besides, some important conclusions were extracted from the PCA applied to a photonic crystal 
microcavity.8 
 
We have modelled the manufacture errors in a photonic crystal microcavity to generate a collection of electric 
permittivity maps. The structures described by these maps have been excited by a dipole source to generate a  spatial-
temporal distribution. This electromagnetic field distribution is one of the modes surviving in the cavity when the 
crystal is considered as perfect. The FDTD sequence is analyzed by the PCA method. The results obtained from the 
PCA are then analyzed in terms of the expected values of the electric field distribution, and also to define a Signal to 
Noise Ratio describing the behaviour of the ensemble for a given level or manufacture error. 
 
This contribution is organized as follows. Section 2 describes how the electric permittivity maps are generated and 
the probability distribution function associated to them. Some characteristic parameters describing the electric 
permittivity map are defined and calculated. The details of the FDTD simulations are described in section 3. Section 
4 is devoted to the analysis of the results obtained after applying the PCA to the original data. Finally, some 
conclusions are summarized in section 5. 
 
2.- SIMULATION OF THE MANUFACTURE ERRORS 
 
The structure of the ideal photonic crystal microcavity analyzed in this contribution consists of 25 cylindrical rods of 
GaAs immersed in air and arranged in a square grid with a spatial period of 1 µm, and having a radius of 0.2 µm. The 
central rod of this arrangement has the largest radius, equal to 0.6 µm, and constitutes the defect responsible for the 
appearance of electric field modes within the bandgap of the structure.8 The simplicity of this structure and the 
capability to serve as a benchmark for some other analysis has been used in the recent literature and constitute an 
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example that even could be taken as a canonical case.8,10,11 The approach taken in this study to simulate the 
fabrication errors has been the modification of the parameters defining the photonic crystal structure. The values of 
the dielectric constants of the materials remain unchanged.  Then, we restrict the study to the geometry of the electric 
permittivity map. In a given fabrication process the products present a distribution of values of their characteristic 
parameters that follows a statistical distribution. However, once the element has been fabricated, it is possible to 
apply dimensional characterization techniques to obtain the actual manufactured geometry within the accuracy of the 
measurement method.5 Our research assumes that the Probability Distribution Function (PDF) of the dimensional 
parameters is Gaussian. Each one of the rods of the microcavity is described by 5 geometric parameters. The location 
in the grid is given by the coordinates of the center of the rod within rectangular reference frame. The rod itself is 
allowed to loose its circular shape and become elliptic. Then, each rod is characterized by the value of the two semi-
axis of the ellipse and the angular orientation of the major semi-axis.   
 
Each rod is labelled with an index, i, along the horizontal direction (x axis) and another index, j, along the vertical 
direction (y axis). The central rod is given by the pair (i,j)=(0,0). Therefore, we allow negative values for i, and j. By 
using this labelling, we first establish the location, (px, py)I,,j, and radii, ri,,j of the rods of the unperturbed, ideal 
microcavity, as follows 
),(),( , jiapp jiyx ×= ,   (1.a) 
)0,0(),(,, ≠∀= jirr Nji ,  (1.b) 
centralNrr ,0,0 = ,    (1.c) 
where rN, central, and rN denote the values of the radii of central rod and the surrounding ones respectively; a is the 
lattice constant of the photonic crystal. The Gaussian PDFs used to generate the location and radii of the rods are 
characterized by its mean, µ, and standard deviation, σ. These parameters are given in Table 1, where ε denotes the 
level of disorder of the lattice of the photonic crystal. Following the results obtained in a recent study5 that measure 
the dispersion of the geometric parameters of photonic crystal structures, we have chosen three levels of error: ε = 
0.01, 0.03, and 0.05 (they correspond with 1%, 3%, and 5% respectively).  When generating the elliptic shape of the 
rods, two radii defining the major and minor semi-axis are produced using the same PDF. The largest of this couple 
is selected as the major semi-axis. The orientation of the axis is of the ellipse is of importance. This orientation is 
also determined by applying a uniform PDF that varies between 0 and π. In Figure 1 we show the results of applying 
the Gaussian PDF to the position of the rods, and the uniform PDF to the angle of orientation of the elliptic rods. 
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Figure 1: Left: Histograms of the values of the departure from their nominal position of the cylinders of the photonic 
crystal structure generated as a Gaussian distribution. The three curves are for three different levels of error (circles: 
1%, square: 3%, diamond: 5%). Right: Histograms of the values of the orientation of the elliptic rods. They are 
generated from a uniform distribution. The symbols in the curves denote the same level of error than in the right plot. 
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 Mean, µ Standard deviation, σ 
Position of the rods: (px, py) a×(i,j) a×ε 
Semi-axis of central rod, i=j=0 rN,central rN,central×ε 
Semi-axis of the surrounding rods, (i≠0, or j≠0) rN rN×ε 
Angle of orientation of the elliptic rods π/2 (π 3/12)1/2 
Table 1: Values of the mean and standard deviation of the Gaussian probability distribution function, and the uniform distribution 
function used to generate the geometric parameters of the perturbed photonic crystal 
 
The electric permittivity maps generated with the previous method contain only one constrain: the rods should not be 
in contact one with respect to the other for any given electric permittivity map. In Figure 2 we show how the 
cylinders move around their position more and more when the error level is increased. The portion in black 
represents all the possible locations of the rods for all the set of realizations used in this study. It is clear that the 
possibility of collision between the rods is the largest for the central rod. 
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Figure 2: Map of the location of all the rods generated for each error level (left, 1%; center, 3%; right, 5%)  
 
The permittivity maps generated in this study have been characterized by several parameters. One of the most 
interesting is defined as the Mahalanobis distance,13 described by the following expression, 
TZZSZZD )()( 12 −−= − ,    (2)  
where T means transposition, and S-1 is the covariance matrix of the joint probability distribution used to generate the 
electric permittivity maps. As far as the probability distribution functions used for each rod and each parameter are 
independent, this covariance matrix is diagonal. The variances of the distributions are located along the diagonal (see 
table 1). The vector describing the statistical realizations, Z, contains the geometric parameters describing each one 
of the rods. For the 5×5 grid, the dimension of Z is 125, and Z  is the mean of each one of the parameters (see table 
1). Another characteristic parameter of the electric permittivity map is defined by checking its asymmetry. Two 
asymmetry parameters are defined for the horizontal and vertical directions as follows 
∫ ∫
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where M(x,y) is the map of the electric permittivity, and 2L is the side of the computational square grid. In the left 
plot of figure 3 we have represented the location of the statistical realization of M(x,y) as a function of the 
Mahalanobis distance defined by using their geometric parameters. We have distinguished between the contribution 
to the total distance due to the variation in position of the centers of the rods and the contribution coming from the 
radii defining the rods. The central plot shows the location of the realizations of M(x,y) as a function of the 
asymmetry parameters (horizontal and vertical). The asymmetry grows with the error level, and the generating 
mechanism produce maps where the asymmetry is about the same for the horizontal and vertical directions.  Finally, 
the right plot of figure 3 relates the Mahalanobis distance with the total asymmetry. This total asymmetry is 
calculated by adding the two values, Ah+Av, for each realization. An interesting result is that the asymmetry tends to 
be larger for a larger statistical distance. After linearly fitting the obtained results we find that the slope of the fitting 
is about three times larger for the 5% data than for the 1% data. In Figure 4 we have plotted the electric permittivity 
for the limiting values of the Mahalanobis distance and for the 1% and 5% manufacture error levels. 
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Figure 3: Left: Location of the statistical realizations of the electric permittivity map in terms of the contribution of the position 
of the center of the cylinders and the values of their radius of curvature to the Mahalanobis distance (circles: 1%, square: 3%, 
diamond: 5%). Center: Location of the statistical realizations as a function of the horizontal and vertical asymmetries. Right: 
Asymmetry of the electric permittivity map as a function of the Mahalanobis distance. 
 
 
 
 
 
 
 
3.- FDTD CALCULATION 
 
The photonic crystal microcavity creates the surviving electromagnetic field distribution because of the existence of 
the central cylinder defect. Depending on the type and location of the excitation source or sources, different modes 
can be generated. These modes appear within the bandgap of the photonic crystal. The frequency limits of the 
bandgap for a perfect photonic crystal structure are 0.29 c/a and 0.42 c/a, where c is the speed of light in vacuum, 
and a is the spatial period of the grid of cylinders.11 In this paper we have changed the symmetry and regularity of the 
structure at three levels of perturbation. The general arrangement is the same but the rods change their position and 
shape. Then, we expect to find a similar behaviour than for the ideal photonic crystal, but it will be more or less 
different from the unperturbed case depending on the level of disorder injected in the spatial arrangement. In order to 
study only the changes due to the geometry we have used the same excitation that generates the modes within the 
ideal microcavity. 
 
The electromagnetic fields are computed for a TMz polarization and for an excitation with frequency 0.33 c/a. The 
source is a soft dipole source located at the center of the cavity. This location is fixed by the center of the defect 
cylinder in the perfect microcavity. This excitation generates the so-called monopolar mode. It evolves in time quasi-
monochromatically, oscillating at the original monopolar frequency. The Maxwell equations are solved for TMz 
polarization in a two dimensional grid. The grid contains 221× 221 nodes. An Uniaxial Perfect Matched Layer 
(UPML) having a thickness of 10 cells surrounds the computational domain. It absorbs the outgoing waves running 
away from the photonic crystal. The source is switched off after a convenient period of time. Then, the fields evolve 
in time freely. The electric field is recorded over the whole grid each 10∆t, where ∆t=5.886× 10-17s. The spatial step, 
∆s=0.025 µm defines a Courant factor of SC = 0.7063. The field is recorded from t1 = 40000 ∆t to t2 = 41000 ∆t to 
form a sequence of 101 frames. The electromagnetic fields are computed for each one of the 300 realization of the 
perturbed map of dielectric permittivity. The outputs of the simulations are spatial-temporal maps of the electric and 
magnetic fields, resembling the monopolar mode of the unperturbed crystal.9 A complete simulation of an ensemble 
of 100 realizations takes around 7 hours in a Pentium 4 with 1 Gb of RAM memory and with a clock frequency of 2 
GHz.  In Figure 5 we show four frames corresponding to those permittivity maps shown in figure 4.  
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Figure 4: Plot of the electric permittivity maps corresponding to the largest and smallest values of the Mahalanobis distances for 
the 1% and 5% levels of manufacture error. 
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Figure 5: Images of the electric field distribution for the four electric permittivity maps shown in Figure 4. 
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4.- PRINCIPAL COMPONENT ANALYSIS 
 
 
The PCA method has been successfully used in a variety of fields where spatial-temporal set of data contains 
relevant pure spatial, pure temporal, and spatial-temporal mixed structures. This is the case of the characterization of 
noise in imaging devices, identification of bad pixels, extraction of spatial-temporal features in web cameras, both in 
the visible and the infrared.6,12,13 This method was applied by us to the analysis of numeric artifacts appearing in 
FDTD results,9 in the characterization of a photonic crystal microcavity of the same type and geometry of the one 
studied in this paper.8 Actually, most of the results of the present contribution are strongly based on the conclusions 
derived from the PCA application to the perfect, unperturbed, photonic crystal characterization. Although the basis of 
the PCA method have been well established and fully developed in the referenced papers, we include a very short 
description of its characteristics when applied to the analysis of FDTD frames.  
 
The key element of the method is the definition of a multidimensional variable realized a large amount of times. In 
our case, the multidimensional variable is the value of the electromagnetic field taken regularly in time (N times, 
being N=101). Each point in the spatial grid corresponds with one statistical realization of the multidimensional 
variable. Therefore, in the example analyzed here, the number of realization of the statistical variable is 
M=221×221=48841. The next step is to define the covariance matrix among frames, S. The diagonalization of this 
matrix produce three different types of elements: N, eigenvalues, λk; N eigenvectors (having N components), ek; and 
N eigenimages, PCk, having M elements that can be re-arranged to form an image (k runs from 1 to N, being N the 
number of frames contained in the analyzed sequence). The eigenimages are also named as the principal components. 
They are uncorrelated among them, and can be obtained as a rigid rotation from the original data. The coefficients 
describing the transformation between original data and principal components are given by the elements of the 
eigenvectors. The eigenvalues quantify the amount of variance associated with each principal component. A 
statistical analysis of the data allows the grouping of a collection of principal components into a single spatial-
temporal structure that is named as process. This grouping mechanism diminishes the complexity of the original data 
and provides a straightforward method to filter undesirable contributions out from the original data. This is a key 
point, because when PCA method is applied to a given amount of data, the number of elements produced by the 
method is the same as in the original data. After grouping, the obtained principal components, the number of 
significant elements reduces. This makes possible a better interpretation of the data. Besides, it is possible to apply 
this grouping mechanism automatically. Each eigenvector describes the temporal evolution of the corresponding 
eigenimage. When the temporal evolution is quasi-harmonic, the identification of those eigenimages having a similar 
temporal evolution makes possible the definition of quasi-harmonic processes. The PCA method proved its validity 
to extract hidden spatial-temporal structures embedded in the original data and having interesting physical meanings.  
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Figure 6: Plot of the first principal component obtained after applying the PCA method to the set of electric permittivity having 
different manufacture errors (1% left, 3% center, 5% right). This first principal component explains the 94.42%, 83.75% and 
72.95% of the total variance of the data for the 1%, 3% and 5% manufacture errors, respectively. 
 
4.1. PCA method applied to the electric permittivity map 
After applying the principal component analysis to the set of electric permittivity maps we find that the most of the 
contribution to the total variance of the set of data is given by the averaged map. The numerical values are given in 
Table 2. In Figure 6 we show the first principal component obtained from the ensemble of statistical realization of 
the electric permittivity map. It is clear that, when the error level increases, the first component, that in this case can 
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be associated with the mean value of the ensemble, appears fuzzier because the rods are allowed to move and deform 
stronger and stronger. 
 
4.2. PCA of the FDTD results 
The application of the PCA method to the FDTD sequences obtained for each realization of the electric permittivity 
map has produced very interesting results that are described within this subsection. These results will be compared 
with those derived for the perfect photonic crystal microcavity.  The excitation of the microcavity with the 
appropriate sources generates the collection of modes of the cavity. Then, after applying the PCA method to those 
spatial-temporal structures of electric field, we find that most of the variance of the original data, i. e., most of the 
energy within the photonic crystal, is explained by the first two principal components. Besides, these two principal 
components evolve with the same temporal frequency but temporally shifted π/2. This makes possible to define a 
quasi-monochromatic process that is explained by a complex electric field distribution. In figure 7 we have plotted 
the modulus of those complex electric field distributions. The real part of this complex element explains most of the 
information, and it is easily identified with the electric field distribution identified as the defect modes by other 
authors. These electric field distributions can be taken as a non-complete base to expand the resulting electric field 
maps obtained for each realization. When this is done for the first and second principal component obtained after 
exciting the monopolar mode in perturbed microcavity, we checked that most of the variance is explained by the 
principal components obtained in the perfect photonic crystal. 
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Figure 7: Real and imaginary part associated with the first and second principal components obtained from the PCA 
applied to the FDTD results for the unperturbed photonic crystal. The first and second principal components are 
grouped into a quasi-monochromatic process because the temporal evolution has the same temporal frequency.  The 
row in the bottom shows the modulus of the quasi-monochromatic process. 
 
At this point we may choose different approaches to analyze and conclude results by using PCA. In this contribution 
we are going to focus on the behaviour of the mean and the standard deviation of the obtained principal components 
for each ensemble of realizations at different error levels. A first approach is to analyze the amount of variance 
explained by each one of the principal components. This is given by the associated eigenvalues. In table 2 we present 
the mean and standard deviation, calculated for the ensemble of realizations at each error level, of the relative 
contribution of each principal component to the total variance of the original data. These values are calculated as 
follows: first we calculate the eigenvalues for each FDTD sequence. Then, the relative contribution of each 
eigenvalue is obtained by dividing every eigenvalue of a given PCA decomposition by the sum of all the eigenvalues 
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in this decomposition. Finally, a mean value and the standard deviation for each ensemble obtained at each error 
level is computed. We can check that the share among the first principal component is more equitative as the error 
level increases. As far as the first and second principal components are mainly associated with the original 
monopolar mode, this means that this mode is loosing its share when the manufacture errore increases. Therefore, the 
electric field distribution is “contaminated” by some other contributions that were not appearing when the crystal was 
considered as perfect. 
 
1% 3% 5%  0% 
Mean Std Mean Std Mean Std 
PC1 99.05% 99.06% 0.03% 98.60% 2.40% 96.64% 6.13% 
PC2 0.93% 0.93 % 0.02% 1.26% 2.27% 2.67% 4.95% 
PC3 0.001% 0.005% 0.004% 0.098% 0.220% 0.431% 0.943% 
PC4 0.00004% 0.002% 0.001% 0.032% 0.074% 0.171% 0.482% 
Table 2: Values of the average and standard deviation of the relative contribution (in percentages) of the first four 
principal components for each level of manufacture error. The first column, labelled with 0% expresses the 
percentages obtained for the perfect, unperturbed, photonic crystal microcavity.  
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Figure 8: Map of the Signal-to-Noise Ratio (SNR) calculated for the first and second principal component.  The plot are 
obtained by dividing the maps of the absolute value of the mean of the principal component and the standard deviation 
of it. The mean and standard deviation are calculated along the ensemble of realization at each level of manufacture 
error.  
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Another useful analysis if made by calculating a Signal to Noise Ratio (SNR) for the principal components obtained 
in the calculation.16 The SNR is defined as the quotient of the absolute value of the mean divided by the standard 
deviation. This ratio  is calculated at each point of the computational grid, providing a map of SNR. These maps for 
the first and second principal components have been evaluated and presented in Figure 8. 
 
The results presented in Figure 8 shows that the SNR for the first principal component is larger for a larger value of 
the manufacture error. This means that a lower value of manufacture error produces a larger diversity, along the 
ensemble of realizations, of values of the electric field associated to the first principal component. However, the 
second principal component behaves in the opposite way. The largest error level produces the lowest SNR of this 
component.  
 
The representation of these data can be also made by plotting the values of the SNR calculated for each point in the 
spatial map. This has been done in Figure 9 for the first and the second principal component. The first principal 
component show a higher SNR for the largest value of manufacture error, but at the same time, the spread in the 
value of the SNR is the largest of each level of error. On the other hand, the second principal component shows a 
largest value of SNR for the lowest value of error. Besides, the points represented at the bottom of the graph belong 
to the realizations obtained for the 5% error, showing again the largest dispersion in the value of the SNR.  
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Figure 9: Plot of the absolute value of the mean principal component vs. the standard deviation obtained for each error level. 
The first principal component is represented on the left and the second principal component appears on the plot of the right. 
The straight lines are presented to show the linear fitting of the data for each one of the error levels. 
 
5. CONCLUSIONS 
 
The use of principal component analysis to the sequence of frames of the electromagnetic fields obtained from the 
FDTD method has proved its ability to reveal physical processes deeply hidden within the original set of data. In this 
contribution we have focused our attention on the description of the effect of manufacture errors for a photonic 
crystal microcavity composed of dielectric rods in air with a central defective rod. The errors affect the geometric 
parameters of the electric permittivity map. The rods are allowed to move and change their shape. These 
perturbations of the photonic crystal are controlled by a Gaussian probability distribution function for the 
dimensional parameters and by a uniform distribution for the angle of the elliptical shape of the rods. The FDTD uses 
a soft dipolar source tuned and located to excite one of the TMz modes within the bandgap of the structure. The 
parameters of the excitation are the same than for the perfect crystal. After calculating the FDTD sequence for each 
realization of the electric permittivity map, the PCA method is applied. We have paid special attention to the analysis 
of the first and second principal components. We also have presented the principal components obtained for the 
perfect photonic crystal structure. These principal components can be grouped in pairs to generate quasi-
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monochromatic processes that explain most of the variance of the data. On the other hand, the electric field 
distribution described by the modes can be used as a non-complete base to expand the results obtained for each one 
of the realizations in terms of this base. We checked that when this expansion is done, the most of the contribution, 
related with the first and second principal component, is produced by the principal components associated with the 
monopolar mode. Therefore, we study the first and second principal component by calculating the signal to noise 
ratio defined as the ratio between the modulus of the averaged value of the principal component and the standard 
deviation of it. Both the average and the standard deviation are calculated along the 100 realizations for each level of 
manufacture error. The results show that the largest SNR is obtained for the 5% error in the first principal 
component. Contrariwise, the largest SNR for the second principal component is obtained for the 1% error. The 
linear fitting is more appropriate in the case of lower error of manufacture. Finally, we may conclude that such 
analysis as the one given in this contribution would be impossible without the assistance of the multivariate statistical 
technique called as Principal Component Analysis. 
 
ACKNOWLEGMENTS 
 
This work has been partially supported by a the project TIC2001-1259 of the Ministerio de Ciencia y Tecnología of 
Spain, and by the project GR/MAT/0497/2004 of the Comunidad de Madrid, Spain. 
 
 
REFERENCES 
 
1. N. A. Mortensen, M. D. Nielsen, J. R. Folkenberg, K. P. Hansen, J. Lgsgaard “ Small-core photonic crystal 
fibers with weakly disordered air-hole claddings ” J. Opt. A Pure Appl. Opt., 6, 221-223, (2004) 
2. M. Bayindir, E. Cubukcu, I. Bulu, T. Tut, E. Ozbay, C. Soukoulis. “Photonic band gaps, defect 
characteristics, and waveguiding in two-dimensional disordered dielectric and metallic photonic crystals ” 
Phys. Rev. B, 64, 195113-7, (2001) 
3. G. Guida, “Numerical studies of disordered photonic crystals ”, Progress in Electromagnetic Research 
(PIER), 41, 107-131, (2003) 
4. W. R. Frei, H. T. Johnson “Finite-element analysis of disorder effects in photonic crystals”, Phys. Rev. B, 
70, 165116-11, (2004) 
5. M. Skorobogatiy, G. Bégin, A. Talneau, “Statistical analysis of geometrical imperfections from the images 
of 2D photonic crystals”, Opt. Express, 13, 2487-2502, (2005). 
6. D. F. Morrison, Multivariate Statistical Methods, 3rd ed. (McGraw-Hill, Singapore, 1990) Chap. 8. 
7. J. M. López-Alonso, J. Alda, E. Bernabéu, “Principal component characterization of noise for infrared 
images”,Appl. Opt., 41, 320-331, (2002). 
8. J. M. López-Alonso, J. M. Rico-García, J. Alda, “Photonic crystal characterization by FDTD and principal 
component analysis”, Opt. Express, 12, 2176-2186, (2004). 
9. J. M. López-Alonso, J. M. Rico-García, J. Alda, “Numerical artifacts in finite-difference timedomain  
algorithms analyzed by means of Principal Components”, IEEE Trans. Ant. & Prop. (in press) (2005). 
10. S. Guo, S. Albin “Numerical Techniques for excitation and analysis of defect modes in photonic crystals” 
Opt. Express, 11, 1080-1089 (2003). 
11. P. R. Villeneuve, S. Fan, and J. D. Joannopoulos “Microcavities in photonic crystals: mode symmetry, 
tunability, and coupling efficiency”, Phy. Rev. B, 54, 7837-7842, (1996). 
12. J. M. López-Alonso, J. Alda, “Bad pixel identification by means of the principal component analysis”, Opt. 
Eng., 41, 2152-2157 (2002) 
13. A. Taflove, S. Hagness, “Computacional Electrodynamics: The Finite-Difference Time Domain Method”, 
2nd edition, Artech House (2000). 
14. J. M. López-Alonso, J. Alda, “Characterization of artifacts in fully-digital image-acquisition systems. 
Application to web cameras”, Opt. Eng., 43, 257-265 (2004) 
15. J. M. López-Alonso, B. Monacelli, J. Alda, G. Boreman “Uncertainty analysis in the measurement of the 
spatial responsivity of infrared antennas”, App. Opt. (in press) (2005). 
 
Proc. of SPIE Vol. 5840     571
Downloaded From: http://proceedings.spiedigitallibrary.org/ on 01/25/2016 Terms of Use: http://spiedigitallibrary.org/ss/TermsOfUse.aspx
