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Martingale theory plays a central role in modern probability, sto-
chastic analysis and related areas. Martingales with finite time and
probability space may be viewed as matrices satisfying certain con-
ditions. We study such martingale matrix classes and related poly-
topes. In particular, we determine the extreme points of a polytope
PM of probability vectors forwhich a givenmatrixM is amartingale.
This polytope is of interest in mathematical finance.
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1. Introduction
Martingale theory is a central part of modern probability, the theory of stochastic processes [1] and
stochastic analysis [8,11]. In mathematical finance martingales are used extensively in the analysis
of financial markets. A martingale is a stochastic process satisfying a “fairness property” saying that
the expected outcome in the next time step equals the present (random) outcome. The Itô integral
is a martingale, see [11] for an in-depth treatment of stochastic integration theory and stochastic
differential equations. For an introduction to stochastic analysis, including martingale theory, see the
notes [8,9].
This paper deals with martingales in the discrete case where both time and the underlying prob-
ability space are finite. Then a martingale corresponds to an s × n matrix with a certain structure.
Our goal is to investigate this matrix class and its properties, from the perspective of matrix theory
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and convexity. In particular, we study polyhedra related to martingales. A motivation for some of the
questions we investigate comes from mathematical finance (see Section 4).
We want to point out that no previous knowledge of martingales is needed to read this paper, and
only elementary probability is used (as spaces are discrete). The paper is organized as follows. Section 2
provides the necessary probability background and introduces martingale matrices. Some basic linear
algebraic properties of the class ofmartingalematrices are given in Section 3. The setPM of probability
vectors for which a given matrix M is a martingale is studied in Section 4 while the final section is
devoted to the rank of the matrices investigated here.
Notation: Vectors are treated as column vectors and they are identified with the corresponding
n-tuples. Rs×n denotes the space of real s × n matrices, and O denotes the zero matrix (of suitable
dimension). The ith component of a vector x ∈ Rn is denoted by xi. For x, y ∈ Rn we write x ≤ y
to indicate componentwise inequality, xi ≤ yi (i ≤ n). If A = [aij] ∈ Rs×n, then supp(A) = {(i, j) :
aij = 0} is the support of A. For a convex set C its set of extreme points is denoted by ext(C). The
convex hull of a set S is denoted by conv(S). A real vector x = (x1, x2, . . . , xn) is called monotone
when x1 ≥ x2 ≥ · · · ≥ xn. The ith largest component in x is denoted by x[i]. For vectors x, y ∈ Rn
we say that x is majorized by y, and write x  y, whenever∑kj=1 x[j] ≤ ∑kj=1 y[j] for k = 1, 2, . . . , n
with equality for k = n. For more on majorization theory and applications, we refer to [7,2], and for
polyhedral theory, see [10].
2. Discrete martingales and matrices
This section contains some basic definitions concerning martingales and introduces our notation.
Consider a probability space (,F, P), i.e., ameasurable spacewith a probabilitymeasure P. A random
variable X is an F-measurable map X :  → R, and its expectation EX is the integral of X w.r.t. P,
i.e. EX = ∫ X(ω)dP(ω). If G is sub-σ -algebra of F , then the conditional expectation of X given G is a
random variable Y which is G-measurable and satisfies∫
G
Y dP =
∫
G
X dP for all G ∈ G.
Such a Y exists and is unique a.s. (almost surely w.r.t. P) due to the Radon-Nikodym theorem; it will
be denoted by E[X|G]. Consider a filtration F1 ⊆ F2 ⊆ · · · ⊆ F of sub-σ -algebras of F , and let
T = {1, 2, . . . , n} where n ≤ ∞. A family (Mt)t∈T of random variables, i.e., a stochastic process, is a
(discrete time)martingale if
(M1) E|Mt| < ∞ for all t,
(M2) Mt is Ft-measurable for all t,
(M3) E[Mt+1|Ft] = Mt a.s. for all t.
Condition (M2) says that (Mt) is adapted to (Ft). One interprets condition (M3) by saying that the
conditional expectation ofMt+1 given the history up to time t is equal toMt; the history is represented
by the sub-σ -algebra Ft . For a treatment of martingales, theory and applications, we refer [1,5,9].
Consider hereafter a fixed finite probability space (,F, P) where
 = {ω1, ω2, . . . , ωs}
for some s ≥ 1. For instance, one may interpret each element in  as a possible scenario for a price
process of, say, an asset. Let F be the discrete σ -algebra on  consisting of all subsets of . Let P
denote the set of probability measures on (,F), and we identify this set with the standard simplex
{p ∈ Rs : p ≥ O, ∑i pi = 1} as P ∈ P is uniquely defined by pi := P(ωi) = P({ωi}) for i ≤ s, so
P(F) = ∑i:ωi∈F pi for each F ∈ F . If P is given by pi = 1/s (i ≤ s), we call P the uniform probability
measure. The expectation of a random variable X is then given by EX = ∑si=1 piX(ωi).
Let
F1 ⊆ F2 ⊆ · · · ⊆ Fn = F (1)
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Fig. 1. A scenario tree T .
be a given filtration on this probability space, where we assume that F1 = {∅, } (the trivial σ -
algebra). Each sub-σ -algebra Ft corresponds to a partition Pt of  (t ≤ n) into pairwise disjoint
nonempty subsets, called blocks. Then Ft consists of all possible unions of such blocks in Pt . The
filtration may be visualized and represented by a scenario tree T (see [6]). An example is shown in
Fig. 1 where s = 5 and n = 3. The single vertex v1,1 corresponds to P1 (and F1) while v1,2 and
v2,2 correspond to the partition P2 = {{ω1, ω2}, {ω3, ω4, ω5}}. Finally, the five vertices vi,3 (i ≤ 5)
correspond to the finest partition P3.
In general the scenario tree T is a directed graph constructed as follows. Let t ≤ n. The partition Pt
of  is given by
Pt = {F1,t, F2,t, . . . , Fπt ,t}, (2)
where πt is the number of blocks. For each j ≤ πt the block Fj,t corresponds to a vertex vj,t in T , and
T has an arc from vj,t to vk,t+1 whenever Fk,t+1 ⊆ Fj,t and we then call vk,t+1 a successor of vj,t (see
Fig. 1, the arrows are omitted as all arcs go from left to right). The set of successors of a vertex v will
be denoted by S(v). The root of the tree is v1,1 and the final vertices, called terminal vertices, are vi,n
(i ≤ s) and they correspond to the elements in . Let V0 be the set of non-terminal vertices in T .
Given this set-up we may identify a martingale (Mt)t∈T , where T = {1, 2, . . . , n}, with an s × n
matrixM = [mit] such that
mit = Mt(ωi) (i ≤ s, t ≤ n).
Heremit is the value of the martingale under scenarioωi at time t. Row i inM corresponds to the path
of the process for scenario ωi, while column t ofM contains the values of the process at a given time
under the different scenarios. Such a path also corresponds to a path in the scenario tree T going from
the root to a terminal vertex vi,n.
Let Ij,t = {i ≤ s : ωi ∈ Fj,t} (j ≤ πt, t ≤ n) and define the probabilities
pj,t = P(Fj,t) =
∑
i∈Ij,t
pi (j ≤ πt, t ≤ n).
Note that the numbers pj,t are associatedwith the vertices of the scenario tree T , andwemay therefore
use the notation pv for a vertex v in T ; so pv = pj,t where v = vj,t . Moreover, pi,n = pi (i ≤ s). To avoid
notational confusion concerning pv and pi we shall always indicate clearly whether the subscript is a
vertex v or an integer i. As mentioned a path of the stochastic process may be seen as a path from the
root to a terminal vertex, and then the probability of going from a vertex v to a successor w is pw/pv
(assuming pv > 0).
The martingale conditions puts a number of constraints on the entries of the matrix M. First, the
adaptedness, i.e., thatMt is Ft-measurable, means that
mit is constant for all i ∈ Ij,t (j ≤ πt, t ≤ n). (3)
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A matrixM satisfying (3) will be called (Pt)-adapted. Assume thatM is (Pt)-adapted, say that
mit = xj,t for each i ∈ Ij,t (4)
for certain numbers xj,t (j ≤ πt, t ≤ n). As for probabilities, these numbers xj,t are associated with
the vertices of T , and we write xv for a vertex v in T ; so xv = xj,t where v = vj,t .
If (Mt) is a martingale, then condition (M3), gives the following condition on the corresponding
matrixM
pvxv =
∑
w∈S(v)
pwxw (v ∈ V0). (5)
A matrix M which is (Pt)-adapted and satisfies (4) and (5) will be called a martingale matrix (or a
P-martingale matrix if the underlying probability measure P needs to be indicated). In the following
example, and later, when we illustrate martingale matrices, horizontal and vertical lines are drawn to
indicate the blocks in the filtration.
Example 1. Let s = 5, n = 3 and let P be the uniform probability measure. Then the followingmatrix
M is a P-martingale matrix
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
5 8 10
5 8 6
5 3 5
5 3 2
5 3 2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
For instance, p2,2x2,2 = (3/5) · 3 = (1/5) · 5+ (1/5) · 2+ (1/5) · 2. The corresponding scenario tree
is shown in Fig. 1.
We remark that scenario trees are also useful for studying different optimization problems associ-
ated withmartingales. For instance, in [6] one uses scenario trees combined with linear programming
duality to show the fundamental theorem of asset pricing, a basic result in mathematical finance. For
a discussion of this theorem and its generalizations, we refer to [5,8,11].
3. Basic properties
Define the following two matrix classes
A = {M ∈ Rs×n : M is (Pt)-adapted},
MP = {M ∈ A : M is a P-martingale matrix}.
(6)
The second class depends of the probability measure P, and both classes depend on the given
filtration (which will be fixed). The remaining paper is an investigation of these matrix classes and
related polyhedra.
For j ≤ πt, t ≤ n let Aj,t be the s × n (0, 1)-matrix defined by supp(Aj,t) = {(i, t) : i ∈ Ij,t},
so its ones are precisely in the positions (i, t) where i ∈ Ij,t . Define BA = {Aj,t : j ≤ πt, t ≤ n}, so|BA| = ∑nt=1 πt .
Proposition 1. A is a subspace of Rs×n. BA is a basis for A and therefore dimA = ∑nt=1 πt . Moreover,
MP is a subspace of A.
Proof. A real s × nmatrixM = [mit] belongs to A if and only if it satisfies
mit = mkt for all i, k such that i, k ∈ Ij,t (j ≤ πt, t ≤ n).
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This is a homogeneous linear system of equations, so its solution setA is a subspace ofRs×n. It is easy
to see that A is spanned by the matrices in BA and that these matrices are linearly independent (as
they have disjoint supports), which proves the dimension formula. Further, we clearly haveMP ⊆ A.
A matrixM = [mit] ∈ A lies inMP if and only if its entries satisfies (5) where xj,t is replaced by one
entry mit for some selected representative (i, t) with ωi ∈ Fj,t . Then the rewritten equation system
(5) is also a homogeneous linear system, and thereforeMP is a subspace of A. 
Assumenow, and for the rest of this section, that pi > 0 for each i ≤ s. Then eachmartingalematrix
is determined by its last column. This follows from (5) using induction. Actually, this also follows (for
an arbitrary probability space, but then a.s.) from the property
Mt = E[Mn|Ft] a.s. (7)
which is due to properties of conditional expectations. Consider a martingale matrixM and let the tth
column ofM be denoted byM(t), soM has column partition
M =
[
M(1) M(2) · · · M(n)
]
.
Then, by (7),
xj,t =
∑
i∈Ij,t
(pi/pj,t)min (j ≤ πt, t ≤ n) (8)
so each entry ofM is a certain linear functional of the last column z = M(n) ofM. This sets up a linear
map
T : Rs → Rs×n, z → T(z) = M = [mit] (9)
wheremit = xj,t is given by (8) for all i ∈ Ij,t (j ≤ πt, t ≤ n). The map T is related to projections onto
subspaces, as discussed below.
Consider the filtration (2) and let i ≤ s. Then there is a unique chain of blocks
{i} = Ijn,n ⊆ Ijn−1,n−1 ⊆ · · · ⊆ Ij1,1 (10)
for unique j1, . . . , jn where j1 = 1 and jn = i. Define the associated s × n matrix B(i) = [b(i)kt ] as
follows: b
(i)
kt = pi/pjt ,t if k ∈ Ijt ,t (t ≤ n), and b(i)kt = 0 otherwise. In particular, b(i)in = 1. The entry b(i)kt
may be interpreted as the conditional probability that ωi prevails given that the process is in vertex
vj,t at time t. Therefore, each matrix B
(i) is column-stochastic (i.e., nonnegative and each column sum
is one). Define
BMP = {B(1), B(2), . . . , B(s)}
as the set of these matrices. For instance, returning to Example 1, we have
B(3) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1/5 0 0
1/5 0 0
1/5 1/3 1
1/5 1/3 0
1/5 1/3 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Proposition 2. MP has dimension s = ||, and BMP is a basis forMP .
Proof. Consider the linear map T defined in (9). Then T is an isomorphism from Rs intoMP . In fact,
T is injective: if M = T(z) = T(z′) = M′, then the last columns of M and M′ are equal, so z = z′.
Moreover, T is surjective: if M ∈ MP , then M = T(z) where z is the last column of M, due to (8). It
follows that dimMP = s and that a basis forMP consists of the matrices
T(e1), T(e2), . . . , T(es)
where ei is the ith unit vector in R
s. This shows that BMP is a basis for M as B(i) = T(ei) for
i ≤ s. 
The tth columnM(t) of a martingale matrixM is the orthogonal projection of the last columnM(n)
in an appropriate inner product space. Consider the (positive) probabilities pi (i ≤ s) and define the
associated weighted inner product
〈x, y〉P =
n∑
j=1
pjxjyj (x, y ∈ Rs)
on Rs. Thus, we consider the Hilbert space L2(,F, P). For each j ≤ πt, t ≤ n define ej,t ∈ Rs as
the indicator (incidence) vector of Ij,t , so (ej,t)k = 1 if k ∈ Ij,t and (ej,t)k = 0 otherwise. In particular,〈ej,t, ej,t〉P = ∑i∈Ij,t pi = pj,t . Define the subspaces
Lt = span{ej,t : j ≤ πt} (t ≤ n).
So L1 ⊆ L2 ⊆ · · · ⊆ Ln = Rs. For each t ≤ n, {ej,t : j ≤ πt} is an orthogonal basis for Lt . Let t ≤ n.
From (8)
M(t) =
πt∑
j=1
xj,tej,t =
πt∑
j=1
⎛
⎝∑
i∈Ij,t
(pi/pj,t)min
⎞
⎠ ej,t =
πt∑
j=1
〈M(n), ej,t〉P
pj,t
ej,t
which shows (see e.g. [4]) that M(t) is the projection of M(n) onto the subspace Lt using the inner
product 〈·, ·〉P . A consequence of this is thatM(t) is the nearest vector toM(n) in Lt when the distance
is measured using the associated norm ‖x‖P := (〈x, x〉P)1/2. This projection property also holds in
more general probability spaces (where  may be infinite), but then the projection subspaces are no
longer finite-dimensional.
Consider two consecutive columns M(t) and M(t+1) of a martingale matrix M. Then, from the dis-
cussion above,M(t) is the orthogonal projection ofM(t+1) onto Lt using inner product 〈·, ·〉P . This may
be expressed in matrix terms, and as a result we get a connection to the notion of majorization (see
[7] for a treatment of majorization theory and applications). For each t ≤ n define the s × s matrix
A(t) = [a(t)ik ] by a(t)ik = pk/pj,t if i, k ∈ Ij,t for some j ≤ πt , and a(t)ik = 0 otherwise. Note that A(t) is
row-stochastic.
Theorem 3. Let M be a martingale matrix.
(i) Let t < n. Then M(t) = A(t)M(t+1) and for i ∈ Ij,t (where j ≤ πt) the entry mit is a convex
combination of the entries mk,t+1 (k ∈ Ij,t).
(ii) When P is the uniform probability measure, the matrix A(t) is doubly stochastic (t < n) and the
following majorizations hold
M(1)  M(2)  · · ·  M(n). (11)
Proof. From the martingale condition (5) we get xv = ∑w∈S(v)(pw/pv) xw for v ∈ V0. In terms of the
matrixM = [mit] this is equivalent to
mit =
∑
k∈Ij,t
(pk/pj,t)mk,t+1 =
s∑
k=1
a
(t)
ik mk,t+1 (i ∈ Ij,t, j ≤ πt)
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which is equivalent to M(t) = A(t)M(t+1) for each t < n. This also shows that mit is a convex com-
bination of the entries mk,t+1 (k ∈ Ij,t), and (i) follows. Consider the matrix A(t) and let k ∈ Ij,t .
Then
s∑
i=1
aik = pk|Ij,t|/pj,t .
Now, assume that pi = 1/s (i ≤ s) and let again k ∈ Ij,t for some j ≤ πt . Then
s∑
i=1
aik = (1/s)|Ij,t|/((1/s)|Ij,t|) = 1
so A(t) is a doubly stochastic matrix. Moreover M(t) = A(t)M(t+1). Then the Hardy–Littlewood–Pólya
theorem (see [7]) implies that
M(t)  M(t+1) (t < n)
as desired. 
The majorizations in (11) are related to the notion of interval means introduced and studied in
[3]. For consecutive blocks I1,t, I2,t, . . . , Iπt ,t and a vector b ∈ Rs, the interval mean of b is the vector
c ∈ Rs whose component ck where k ∈ Ij,t is equal to (∑h∈Ij,t bh)/|Ij,t|, i.e. the mean of the entries in
that block. Thus, the relations (11) above say that M(t) is the interval mean of M(n) corresponding to
the partition Ij,t (j ≤ πt). When M(n) is monotone, it follows from a theorem in [3] that each M(t) is
a vertex of a certain majorization polytope associated withM(n), namely the set of monotone vectors
that are majorized byM(n); see [3] for further properties of such polytopes.
4. Martingale measure polytopes
LetM be a (Pt)-adapted s × nmatrix and define the set
PM = {P ∈ P : M ∈MP}.
This is the set of probability measures for which M is a martingale matrix. We call PM a martingale
measure polytope (belowwe show that it is a polytope). This section is devoted to a study of properties
of PM , including a characterization of its nonemptyness.
Amotivation for studyingPM comes frommathematical finance. For a given price processM of, say,
a stock one is interested in measures P that makeM a martingale. Roughly speaking, such a common
martingalemeasure for amarket of several stocks, is equivalent to the non-existence of an arbitrage in
themarket, see e.g. [6] for a precise description of this. Moreover, suchmeasures are used for pricing of
financial derivatives. The polytope we study, PM , is associated with a single stochastic (price) process.
So, in mathematical finance, equivalent martingale measures would correspond to the intersection
of such polytopes (one for each price process). Therefore, structural results for PM could be useful in
mathematical finance.
Recall that we identify a probability measure P with its corresponding vector (of densities) p =
(p1, p2, . . . , ps) ∈ P. So PM consists of such vectors p ∈ Rs satisfying
pvxv = ∑w∈S(v) pwxw (v ∈ V0)
∑s
i=1 pi = 1
p1, p2, . . . , ps ≥ 0
(12)
where we again use the notation pv = ∑i∈Ij,t pi for the vertex v = vj,t . Note that we now permit
probabilities pi (for integers i) to be zero. Since PM is the solution set of a linear system (of equations
and inequalities), it follows that PM is a polyhedron.
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Consider the scenario tree T (see Section 2), with its vertices vj,t (j ≤ πt, j ≤ n). Recall that
S(v) is the set of successors of a vertex v (so w ∈ S(v) corresponds to a sub-block of the block that
p corresponds to). Let M be a (Pt)-adapted s × n matrix, specified by variables xv or xj,t as before.
For each i ≤ s let Ri be the vertex set of the unique (v1,1, vi,n)-path in T . Let L ⊆ {1, 2, . . . , s} be a
nonempty subset, and define TL as the subtree of T induced by the subset∪i∈LRi; this subtree consists
of all the paths from the root v1,1 to the vertices vi,n (i ∈ L). The vertex set of TL is denoted by V(TL).
Assume that L is such that:
(i) Each vertex in TL has at most two successors (the outdegree is at most 2).
(ii) If v ∈ V(TL) has a unique successor w in TL , then xv = xw holds.
(iii) If v ∈ V(TL) has two successors in TL , say u and w, then xu = xw and xv lies strictly between
these two numbers.
Thenwe call L anM-basis and TL anM-basis tree. Note that TL is a binary tree (due to property (i) above).
Define a function q : V(TL) → 〈0, 1] associated with L as follows. First, let q(v1,1) = 1. Next, if v and
w are as in (ii) above, define q(w) = 1, and if v is as in (iii) above, there is a unique number q ∈ 〈0, 1〉
satisfying
xv = qxu + (1 − q)xw
and we define q(u) = q and q(w) = 1 − q. In addition, define
pi =
⎧⎪⎨
⎪⎩
∏
v∈Ri q(v) if i ∈ L,
0 if i ∈ L.
This defines a vector
pL = (p1, p2, . . . , ps) ∈ Rs.
It is easy to verify by induction that
pL ∈ PM, and supp(pL) = L.
Let PEM be the set of all such vectors p
L where L is nonempty and satisfies the conditions (i)–(iii)
above. We here indicate the dependency on the matrixM, as eachM-basis tree TL depends onM. Note
that PEM may be empty; this happens if noM-basis exists. The following theorem is the main result in
this section.
Theorem 4. Let M be a (Pt)-adapted s × n matrix.
(i) PM is nonempty if and only if an M-basis tree exists.
(ii) PM is a polytope and its set of extreme points is given by
ext(PM) = PEM.
Therefore
PM = conv(PEM).
Proof. PM is defined as the solution set of a system of linear inequalities, so it is a polyhedron. It is
also clearly bounded (as a subset of P) and, by Minkowski’s theorem, PM is therefore a polytope. Our
goal is to determine the set of extreme points, which is finite.
Assume that PM is nonempty, and let p = (p1, p2, . . . , ps) be an extreme point of PM . Then (by
polyhedral theory) p is also a vertex of PM , i.e., it satisfies s constraints from the defining system of
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PM with equality, and such that the corresponding normal vectors are linearly independent. Among
these constraints we may choose a maximum number of the form pi = 0, and the remaining positive
components of pmust be determined by the equations from (5).
Consider the scenario tree T defined above (Section 2). The vertex set of T may be partitioned into
the set of terminal vertices (leaves) Vl={vi,n : i ≤ s} and the other vertices V0={vj,t : j≤πt, t < n}.
Define pj,t = ∑i∈Ij,t pi (j ≤ πt, t < n) as before. Now, p = (p1, p2, . . . , ps) satisfies equations (5),
i.e.
(∗1) pv xv =
∑
w∈S(v)
pwxw (v ∈ V0)
so there is one such equation associated with each non-terminal vertex v ∈ V0. Let T + denote the
subtree of T consisting of all vertices (and edges) in the paths from v1,1 to each vi,n for which pi > 0.
For a vertex v in the tree T + we let d+(v) denote its outdegree in T +, i.e., the number of edges in T +
leaving v. Let V
+
0 and V
+
l be the set of vertices in T + that lie in V0 and Vl , respectively. So d+(v) is zero
if v ∈ V+l and d+(v) is positive if v ∈ V+0 . Clearly, if a vertex v is not in T +, then the corresponding
equation in (∗1) is redundant (as pv and each pw are zero).
Consider v = vj,t ∈ V+0 and assume that there is a unique i ∈ Ij,t such that pi > 0. Then, in the
sum in (∗1), there is a unique w such that pw > 0, and therefore pv = pw (by definition of pj,t). It
follows that the corresponding equation in (∗1) is equivalent to xv = xw . Note that this equation does
not involve p, so it is not among the s linearly independent equations that determine p. Thus we have
established:
Observation: The only nonredundant constraints in (∗1) are those associated with vertices v ∈ V+0 for
which d+(v) ≥ 2.
We shall now give a counting argument. Define
n1 = |{v ∈ V+0 : d+(v) = 1}|,
n2 = |{v ∈ V+0 : d+(v) ≥ 2}|,
nl = |V+l |.
Then
n1 + n2 + nl = 1 +
∑
v∈V+0
d+(v)
as both sides count the number of vertices in the tree T +. This gives
n1 + n2 + nl = 1 +
∑
v∈V+0
d+(v) = 1 + ∑
v∈V+0 : d+(v)=1
d+(v) + ∑
v∈V+0 : d+(v)≥2
d+(v)
≥ 1 + n1 + 2n2.
This proves that
(∗2) n2 + 1 ≤ nl.
But nl equals the number of positive pi’s and the left-hand side n2 + 1 is the number of constraints
satisfied by p: the nonredundant equations in (∗1) and the additional constraint ∑i pi = 1. By the
vertex property p is uniquely defined by these equations, so by simple linear algebra we must have
equality in (∗2), so
n2 + 1 = nl.
Looking at the inequalities that gave (∗2) we obtain
d+(v) ≤ 2 for each v ∈ V+0 .
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Fig. 2. AnM-basis tree in Example 1.
Consider a vertex v ∈ V+0 with d+(v) = 2. Let u,w be the unique pair in S(v) with u = w such
that pu > 0 and pw > 0. Then xu = xw for otherwise the equation
(∗∗) pvxv = puxu + pwxw
would be redundant (as pv = pu + pw) and that would give fewer equations than the number of
positive pi’s; a contradiction. Moreover, as pu, pw > 0, xv lies strictly between the numbers xu and xw ,
by (∗∗).
This shows that each extreme point p has the form p = pL where L is an M-basis and there-
fore
ext(PM) ⊆ PEM.
Conversely, consider p = pL ∈ PEM . Then it is easy to that PEM contains no vector whose support is
strictly contained in supp(pL) (using the defining properties ofM-basis tree). From this it follows that
each pL ∈ PEM is an extreme point of PM . Therefore
ext(PM) = PEM.
This proves statement (ii) as any polytope is the convex hull of its vertices. Statement (i) also follows
as each nonempty polytope contains an extreme point. 
Example1 (continued). Recall thematrixM, and consider the scenario tree in Fig. 1. Let L={1, 2, 3, 4}.
Then L is anM-basis and the correspondingM-basis tree is shown in Fig. 2.
The qj,t ’s constructed above are shown in boldface as the second number in each block of the matrix:
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
5; 1 8; 2/5 10; 1/2
5 8 6; 1/2
5 3; 3/5 5; 1/3
5 3 2; 2/3
5 3 2; 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
This gives
p1 = (2/5) · (1/2) = 1/5
p2 = (2/5) · (1/2) = 1/5
p3 = (3/5) · (1/3) = 1/5
p4 = (3/5) · (2/3) = 2/5
p5 = (3/5) · 0 = 0
so pL = (1/5, 1/5, 1/5, 2/5, 0) which is an extreme point of PM . The only other extreme point
is p = (1/5, 1/5, 1/5, 0, 2/5), corresponding to L = {1, 2, 3, 5}. So, in this example PM is a line
segment inR5. 
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Howmany extreme points doesPM have? There is no simple formula for this, but wemay compute
the number by an efficient algorithm. To explain this, let v ∈ V0 and define Ev = {w ∈ S(v) : xv = xw}
and Tv = {(u,w) : u,w ∈ S(v), xu < xv < xw}. Define the integers νv for vertices v in T by νv = 1
for all terminal vertices (v ∈ Vl) and
νv =
∑
w∈Ev
νw +
∑
(u,w)∈Tv
νu · νw (v ∈ V0). (13)
These numbers may be computed from (13) recursively for t = n − 1, n − 2, . . . , 1 (i.e., first for
vertices vj,t−1 for each j, then vj,t−2 for each j etc.). This algorithm, which we call AlgorithmM consists
in sorting of the numbers xw associated with the successors of v followed by the computations in (13).
It is easy to see that the overall complexity is bounded above by
O(ns2).
Wemay now count the number of extreme points of PM .
Corollary 5. The number of extreme points of PM is given by
|ext(PM)| = |PEM| = νv1,1 .
In particular, PM is nonempty if and only if νv1,1 ≥ 1.
Proof. This follows from Theorem 4 by a straightforward induction argument (using induction
on t). 
Thus, Algorithm M determines efficiently whether PM is nonempty. We shall consider another
application of the results above. The question is related to pricing theory in mathematical finance,
as we mentioned before. First we extend Algorithm M by allowing an input set S ⊆ {1, 2, . . . , s} as
follows:
AlgorithmM:
Input: matrix M and S ⊆ {1, 2, . . . , s}
Output: numbers νv (v ∈ V0).
1. Let νv be 1 for v = vi,n with i ∈ S, and 0 otherwise.
2. For t = n − 1, n − 2, . . . , 1 compute νv (v ∈ V0) from (13).
Recall that a probability measure P is absolutely continuous w.r.t. another probability measure Q
(on the same measurable space) whenever P(A) = 0 for each measurable set A with Q(A) = 0. For
measures inP this justmeans componentwise ordering, i.e., p ≤ qwhere p, q ∈ Rs are the probability
vectors corresponding to P and Q . The following corollary is now a direct consequence of the results
above.
Corollary 6. Let M be a (Pt)-adapted matrix and let Q ∈ P. Then PM contains a measure P which is
absolutely continuous w.r.t. Q if and only if νv1,1 ≥ 1 where νv1,1 is computed using Algorithm M with
input S = {i ≤ s : qi > 0}.
5. Rank
In this final section we investigate the rank of martingale matrices. It turns out that the rank for
these matrices is easy to compute and has a very special property.
Theorem 7. Let M be a P-martingale matrix where pi > 0 for each i. Then rankM equals the number of
nonzero distinct columns in M.
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Proof. LetM be a P-martingale matrix. It follows from Theorem 3 (i) (or (5)) that ifM(t) = O for some
t, thenM(s) = O for all s ≤ t. Thus, there are integers
1 ≤ t1 < t2 < · · · < td ≤ n
such that the s × d submatrix
N =
[
M(t1) M(t2) · · · M(td)
]
of M has nonzero columns and each column in M is equal to some column in N. So we have deleted
zero columns in M and for equal columns we have only kept one of them. Clearly, rankM = rankN.
Then, by the projection property discussed in Section 3, M(tk) is the projection (w.r.t. inner product〈·, ·〉p) ofM(tk+1) onto the linear subspace Ltk . This implies that
(∗) M(tk+1) − M(tk) ∈ L⊥tk (k < d),
where L⊥tk is theorthogonal complementof Ltk w.r.t. the innerproduct 〈·, ·〉p. Note thatMt1 andM(tk+1)−
M(tk) (k < d) are all nonzero, by the construction of N. Therefore,
M(t1),M(t2) − M(t1), . . . ,M(td) − M(td−1)
is an orthogonal basis for the columnspace of N. This proves that rankN = d, and the theorem
follows. 
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