I. INTRODUCTION

C
ONSIDER an additive Gaussian channel, that is, an observed signal decomposed into the sum of an unknown input signal plus an independent Gaussian noise as (1.1) where is the "signal-to-noise ratio." This very general formulation captures the two fundamental examples of additive Gaussian channels: first, the -dimensional Gaussian channel where is an -valued process and is a -dimensional centered Gaussian random variable; and then the continuous-time Gaussian channel which can be written as (1.2) where is a real-valued standard Brownian motion independent of . One of the main concerns about these channels is to provide a numerically tractable expression for the noncausal conditional mean estimator. Recently, in [12] , infinite-dimensional methods have been used to derive a new expression of the noncausal conditional mean estimator for infinite-dimensional additive Gaussian channels. More precisely, the noncausal conditional mean estimator is obtained as the Malliavin derivative of the logarithm of the likelihood ratio as follows (cf., [12, where denotes the Malliavin gradient which is an infinitedimensional counterpart of the usual derivative on and is the likelihood ratio associated to model (1.1) that is the density of the law of the output with respect to the law of the noise: (1.4) This extends to the infinite-dimensional setting relations between the likelihood ratio and the noncausal mean estimator obtained in the finite-dimensional framework by Esposito and Hatsell et al., respectively, in [2] and [6] .
Relation (1.3) is used to prove a remarkable and fundamental link between information theory and estimation theory, namely that the derivative of the input-output mutual information with respect to the SNR of an additive Gaussian channel can be expressed in terms of the risk of the noncausal conditional mean estimator of the input, this holding true regardless the distribution of the latter. This link mathematically reads as (1.5) where denotes the mutual information between the input and the output of the channel. The remarkable feature of this relation lies in the fact that it holds regardless of the distribution of the input. This fundamental connection between these two different types of objects has been first established by Guo et al. in [4] (then extended to general Gaussian channels by Zakai in [12] ) relying on the independent increments feature of the stochastic processes under interest (and using stochastic calculus techniques in [12] ).
In view of these results, one can ask the following question: Can we find counterparts of relations (1.3) and (1.5) in a non-Gaussian setting? The answer concerning (1.5) has been recently given in [3] and [5] for the Poisson regime. More precisely, let be an input process (with values in ) of the channel. The output of the channel is a Poisson process with intensity , where and are positive constants known, respectively, as the scaling factor and as the "dark current" of the channel. We will denote the input process by (meaning that we benefit of the whole information from time 0 to time of the input signal), and we denote by the output of the channel, which is a doubly stochastic Poisson process with intensity . This means that for given times , the distribution of the increment of on is given by with (1.6) the rate function at which random events occur. To emphasize the role of as an additional noise, for instance, in a photovoltaic device, the distribution of the output can be seen as the sum of a law which corresponds to the output of the channel if the device where perfect (i.e., without generating any noise) plus an independent Poisson law (which is completely independent of the initial signal ) like in Fig. 1 . Hence, the role of the scale factor and the dark current noise parameter are fundamentally different, and thus, they cannot be collected in one parameter: the SNR as for additive Gaussian channels. We denote by the noncausal conditional mean estimator. To be more precise, will denote the noncausal conditional mean estimate at time . With these notations in hand, it is shown in [5, Ths. 3 and 4] that (1.7) with , and (1.8) which is the counterpart of (1.5) for Poisson channels. The aim of this paper is threefold: first, we extend Zakai's result and fill the gap of a counterpart of relation (1.3) for Poisson channels. More precisely, we prove (see Theorem III.3) that for a general Poisson channel, the noncausal conditional mean estimator of the input given the Poisson channel's output can be expressed in terms of the discrete Malliavin gradient of the likelihood ratio of the form , which contrary to the Gaussian regime differs from , proving that, in general, the correct form is indeed the ratio between the derivative of and itself. As in the Gaussian framework (cf., [12, Remark 2] ), this expression of the noncausal conditional mean estimator is very interesting by itself since it can be numerically simulated (in our case, this is even simpler than in the Gaussian setting since the Malliavin derivative will just be a difference operator). Second, as an application, we present a new proof (in Theorem IV.2) of the connection aforementioned as (1.7) and (1.8) between the derivative of the input-output mutual information with respect to the scale parameter and with respect to the dark current, and the error (in a suitable space) of the noncausal conditional mean estimator obtained in [3] and [5] . As an intermediary result, we derive in Proposition IV.1 extended de Bruijn identities analogous to [12, As we will see, the use of the Malliavin calculus allows us to go beyond these two cases and we extend our results to the more general framework of "normal martingales" which contains as an example the standard Brownian motion, the Poisson process, a mixture of both and pure-jump martingales which do not enjoy the independent increments property and which are not Gaussian. Hence, for this class of processes (which goes beyond the results of [4] and [5] ), we express the noncausal conditional mean estimator as the ratio of the Malliavin derivative of the likelihood function and of the likelihood itself. Only in the case of a Gaussian-Poisson mixture, we derive extended de Bruijn identities as well as the relation between the derivative of the input-output mutual information and the noncausal conditional mean estimator. Hence, it contributes to a conjecture by Guo et al. (see the last sentence of [5, Sec. VI]) that this remarkable relation between the input-output mutual information and the noncausal conditional mean estimator is true at least as long as the output conditioned on the input has independent increments for non-Gaussian laws. A deeper analysis of a nonindependent increments case (namely, the Azéma martingales framework as in Example 2 of Section V-D) is left for future research.
We proceed as follows. In Section II, we give some material about general Poisson processes and some elements of stochastic analysis on the Poisson space. We introduce in Section II-C the formal construction of the Poisson channels. Then, by combining the Malliavin calculus and some basic facts on Information Theory, we derive in Section III a counterpart of relation (1.3) for general Poisson channels involving the Malliavin gradient for Poisson processes introduced in Section II-B. This relation will be used in Section IV in order to give a new proof of (1.7) and (1.8) for general Poisson channels. The extended De Bruijn identities are also presented in this section. Then, in Section V-C, we generalize the results obtained in Section III to a class of normal martingales which contains the continuous time Poisson channel, the Gaussian one, a mixture of the both and some martingales with jumps and nonindependent increments called "Azéma martingales." Finally, in Section V-D, we extend relations (1.7) and (1.8) to a deterministic mixture of Gaussian and Poisson channels. Note that we were not able to establish relations of the type (1.7) and (1.8) for the processes with nonindependent increments presented in Section V-C Example 2). This phenomenon was suggested in the last sentence of [5, Sec. VI], where it has been remarked that both the Brownian motion and the Poisson process share the independent increments property. The proofs of the results are presented in Section VI.
II. PRELIMINARIES
To prove our main results, we will use techniques very similar to those used in [12] , namely stochastic analysis on the Poisson space. Hence, as this is done in [12] for the Gaussian case, we will describe in the next two subsections the objects of interest for a Poisson process with intensity 1 denoted . After that, we will present in Section II-C Poisson channels which will be constructed from as a doubly stochastic Poisson process.
A. Poisson Space
In this section, we introduce some elements of analysis for the standard Poisson process (that is, with intensity 1).
We see a standard Poisson process as a counting process (so takes values in the set of nonnegative integers) of random events occurring over time, each of those being modeled by a jump on the path of the process. We assume that is defined over a probability space such that for every
So the rate function in (1.6) is simply . We will use the notation . Since we will use the Malliavin calculus, we need to be a bit more precise about the construction of both the probability space and of the process . We can define as the set of observations (sample paths) of :
where each is a counting measure and the Dirac mass represents a random event at time . The set is sometimes called the set of configurations, meaning the set of all possible sample paths of . With this in hand, can be defined as (2.2) which counts the number of random events (jumps) of the path between times 0 and . The probability measure can be chosen so that the process satisfies relation (2.1). Note that, at the cost of more complicated notations, the notions above (and also in the next section) can be extended to general point Poisson processes, where the process is not indexed over the interval , but by a measurable space where is an intensity measure, (if , then is simply the Lebesgue measure ). As an example, could model a domain which represents an area, on which a company proposes to its clients a communication (e.g., GSM) network. Then, at a given time, the number of clients accessing the network at this time in a district is modeled by the random variable distributed as a Poisson random variable with parameter proportional to the mass of the set . In that context, each represents a client at location who is accessing the network.
B. Stochastic Analysis on the Poisson Space
As previously mentioned, our analysis will be similar to the one used in [12] and as in this reference we need to introduce several objects used in the proofs of the main results. We start by introducing the stochastic integral operator . The operator and the Malliavin integration by parts formula will play an important role in Section IV. For a function such that and , we denote by the stochastic integral of against the martingale , i.e., (2.3) Note that the first integral is defined pathwise (in the sense of Riemann-Stieljes) as follows:
where and . Until the end of this paper, we will always write:
We have introduced an integral operator; now we introduce a gradient operator which will play the role of an antiderivative operator. We are aware that the notations and definitions are a bit lengthy, but the Malliavin operator we introduce will be of central importance for the arguments used in Sections III and IV.
Let be the space of measurable mappings from to . Define the operator by Here, the notation stands for the measure defined by with if otherwise.
So is obtained by adding one jump of size 1 at time to . Technical justifications about the measurability of the previous map can be found in [11] We finally give the integration by parts formula (2.5) which will be central in the proof of our main results. Let as above and let in . We have that (2.5)
The proof of this formula can be found, for example, in [7, Proposition 6.4.3] .
C. General Poisson Channels
Now we define the channel under interest, that is, we introduce the input signal and its output a doubly stochastic Poisson process . We denote by the Poisson space introduced in Section II-A and assume that under the probability measure , the process is a Poisson process with intensity measure 1, as in Section II-A. To be more consistent with the notations, from now on, we will write to denote . Let, in addition, and be positive numbers.
We set
The input signal we will consider will be a nonnegative signal such that , where denotes the distribution of the input (so formally is a random variable with values in ). The output of the channel, denoted , is a doubly stochastic Poisson process with intensity which can be constructed like in Fig. 1 as the adjunction of a noiseless channel with output (which corresponds to a theoretically perfect channel) with an independent Poisson noise (representing the intrinsic noise of the channel). The parameter is called the "dark current noise" and is a scale parameter. For a comprehensive exposition of these channels and their numerous applications in Information Theory, we refer to the paper [10] . Using the Girsanov theorem, the output can be constructed from the process . To be more precise, the distribution (the distribution of given ) is absolutely continuous with respect to and we denote by the corresponding Radon-Nikodym density, which by Girsanov theorem (see, for example, [9 Finally, will denote the expectation under the measure , and until the end of this paper, we will assume that:
. Note that this assumption is satisfied, for example, if for some constant , .
III. NONCAUSAL CONDITIONAL MEAN ESTIMATORS FOR POISSON CHANNELS
Now we will make use of the general framework described above and we start by introducing the noncausal conditional mean estimator of the input. Proposition III.1: We use the setting described above and recall that denotes the entire information of the input process . Let . Then Remark III.2: Note that expression (3.1) is theoretical and cannot be used in practice. In contradistinction, relation (3.2) obtained below enables us to make a numerical approximation of the noncausal conditional mean estimator as mentioned in Remark III. 6 .
We can state the first main result of this paper, namely expressing the noncausal conditional mean estimator of the input as a discrete logarithmic Malliavin gradient of the likelihood ratio . We recall that We have already mentioned that this property is wrong for the Poisson Malliavin derivative . This shows that the general formula for the noncausal conditional mean estimator is a ratio , where is the appropriate Malliavin derivative. This fact is completely hidden in the Gaussian setting, whereas it appears clearly in the jump one. As we will see in Section IV, this relation can be extended to a general class of processes going beyond the set of independent increments processes, for which a Malliavin calculus is available.
Remark III.6: The nonlinear filter given by equation (3.2) can be numerically approximated by evaluating in (2.8) by a Monte-Carlo scheme. This computation is really tractable since the Malliavin derivative is a difference operator.
Remark III.7: The conclusion of Theorem III.3 is valid for general Poisson channels, that is, if the output is a point Poisson process over a general measurable space equipped with a -finite measure.
IV. MUTUAL INFORMATION AND NONCAUSAL CONDITIONAL MEAN ESTIMATION: THE POISSON CASE
In this section, we make use (in Theorem IV.2) of the representation (3.2) to recover (in a different manner) a remarkable relation between the input-output mutual information of general Poisson channels and the noncausal conditional mean estimator of the input which has been established recently in [5, Theorems 3 and 4] (see also [3] ). The remarkable fact about this relation relies on the fact that it holds regardless of the distribution of the input. We propose a new proof of this result by establishing extended De Bruijn identities (in Proposition IV. We now turn to the second main result of this section. At this stage, we would like to make some comments and summarize the results obtained so far. Zakai [12] has obtained a representation for the conditional mean estimator of the input of any additive Gaussian channel in terms of the Malliavin derivative of the unconditional density of the output, which we have extended to general Poisson channels. Then, we have used this result to present extended De Bruijn identities, which have allowed us to recover the remarkable relation between the mutual information of a Poisson channel and the conditional mean estimator originally obtained by Guo et al. [5] ; relation also available in the Gaussian setting (see [4] and [12] ). One natural question is to ask how universal the aforementioned properties are? Or, at least, can we can find a general setup where these relations hold? This topic is the main concern of Section V.
V. GENERALIZATION TO A CLASS OF NON-GAUSSIAN AND NON-POISSON CHANNELS
In this section, we give a generalization of results from Sections III and IV. The important notion in this section is the one of "normal martingale." We warn the reader that "normal" hear should not be understood as Gaussian, since most of the normal martingales are pure jump and non-Gaussian.
A. Normal Martingales: A Short Presentation and Elements of Stochastic Analysis
Let be a normal martingale on a probability space with a right continuous filtration , that is,
• , • and • , where denotes the expectation under . In addition, assume that there exists a predictable process such that the stochastic process (5.1) is a martingale. We will give below examples of processes which enjoy this property. But before we need a few more elements of Malliavin calculus in order to develop our approach. We start with the notion of multiple integrals. where once again, denotes the expectation relative to . Note that if is a Poisson process, then is indeed the difference operator of Section II-B, and the square integrability condition given in Section II-B in order to have the integration by parts formula coincides with condition (5.3).
Finally, we assume that has the chaos representation property (see Definition V.2). We present two examples of such processes.
Example 1
Assume appearing in the structure equation (5.1) is deterministic. Then, has the chaos representation property (see [1] , then we are back in the Gaussian framework and there we do not need to assume to be nonnegative. This modification does not bring any modification and is left to the reader.
C. Noncausal Conditional Mean Estimator Formula
We extend the results of Section III and give a representation formula of the noncausal conditional mean estimator as a Malliavin derivative of the unconditional density of the output . This property completely relies on the special "exponential" form [see (5.6)] of the likelihood ratio of these channels as shown in the key lemma below (whose proof can be found in [7 By mimicing the proof of Proposition III.1, and by noticing that the key ingredient is formula (5.6), we can prove the following proposition.
Proposition V.6:
D. Mutual Information and Noncausal Conditional Mean Estimation
In this section, we consider a particular example of mixtures of Gaussian-Poisson presented in Section V. Indeed, we are not able up to now to prove the mutual information-conditional mean estimator relationship in the general normal martingale framework. This contributes to a conjecture by Guo et al. that this link should hold for independent increments processes.
Let be a deterministic function with values in and let be the martingale defined by where and denote, respectively, a standard Brownian motion and an independent Poisson process with intensity 1. This model is really an "hand-made" example of a mixture between Gaussian and Poisson regimes. Actually, can be thought as a "switch" enabling a user to pass from the Gaussian regime ( ) to the Poisson one ( ). In addition, note that we assume no restrictions on the number of switches from one state to another. We denote by the expectation with respect to the measure and by the expectation with respect to . Note that the normal martingale plays the role of a reference law (so ) like the Poisson process of intensity 1 in the previous sections or as a centered Gaussian process with unit variance for Gaussian channels. The next proposition and theorem are the main results of this section. 
Remark V.9:
• We recover the result of [4] and [12] by taking and in Theorem V.8 i). Note also that when , the case is a bit artificial since we know that coefficients and can be replaced by a single parameter: the signal-to-noise ratio (which coincides with when ).
• We recover the result of [5] As a consequence, using the integration by parts formula (2.5), it follows that expectation in the second term of (6.2) is Applying the chain rule formula for the Malliavin derivative (2.4), we deduce that
In addition, relation (6.1) and the preceding expression entail that
Thus, plugging this expression in (6.2), we get that
Combining the previous computations with Lemma III.5, we get where the last equality comes from Lemma III.5 and the relation in Remark III.4 for the expression of . ii) The proof is similar to the proof of point i). ii) Similarly, we have that (6.5) By Proposition IV.1 ii), we have that (6.6) We conclude from relations (6.5) and (6.6).
C. Proofs of Results of Section V Proof of Proposition V.7:
We only present the proof of i): the one of ii) being very similar. We have that Note that in this situation Then, we make use of the Malliavin integration by parts formula (5.4)
We need a chain rule formula for the Malliavin derivative which can be found, for example, in [ Combining (6.7) and (5.6), we obtain that Since is a mixture of Gaussian and Poisson processes, one can show that the Malliavin derivative can be decomposed in two parts and , where acts on the Gaussian (Brownian) part of a functional of and where acts on the Poisson part of it. Actually, is related to the Malliavin derivative presented in [12] and is the difference operator used in Sections II-A and IV. More precisely, we have that (see [7, Proposition 4.6.4 
])
From relation [12, (19) ] and Lemma III.5, we deduce that leading to Proof of Theorem V.8: The proof is very similar to the proof of Theorem IV.2. We just mention that ACKNOWLEDGMENT I am grateful to anonymous referees and to an Associate Editor for comments and suggestions that have led to major improvements of this paper.
