Abstract-The binary search algorithm for vector quantization is firstly proposed in this paper. It employs jointly sensitive-codeword based on the binary tree search structure to improve the search structure. Comparisons of experimental results show that the proposed algorithm performs the best. Most of search space is reduced. In the case of G.729's LSP quantization, more than 58% of search space is reduced.
INTRODUCTION
Vector quantization (VQ) is an efficient and popular technique in speech and image compression [1] [2] [3] . The process of VQ can be simply consists of three states: codebook design, vector encoding, and vector decoding. VQ can be defined as a mapping At the encoding state, the input vector is matched against each codeword by distortion measure. Next the vector is replaced by the index of the codeword; the transmitted data can be recovered only by this code index to achieve the compression. The distortion between an input vector and a candidate codeword is usually measured by squared Euclidean distance as
From the above description, the main task in VQ is first to design an optimal codebook, and the second is to reduce the search complexity in the codebook. Many algorithms for codebook design have been proposed [3] [4] [5] [6] . Otherwise, the most basic method is the full search VQ (FSVQ) for the second issue. However, the FSVQ method is computationally very expensive, in order to reduce the search effort for encoding process, the various tree-structured VQ (TSVQ) were proposed [7] [8] [9] .
Although the TSVQ can apply the binary search on the codebook and find out an appropriate codeword for each input vector efficiently, it never perform better than a FSVQ since the possible codeword are limited once a particular branch has been selected. To overcome this issue, we will present an efficient encoding algorithm to solve and take a detail description in the next section.
II. THE PROPOSED ALGORITHM
In this section, we propose a new search algorithm for VQ, called binary VQ (BVQ), which uses jointly sensitive-codeword based on the binary tree search structure to speed up the closest codeword search process. Next, we employ a Voronoi diagram as a visual tool to interpret the algorithm. However, the optimal Voronoi partition should be drawn perpendicular bisectors between each pair of codeword, i.e., the line segment must be blue ones. If an input vector falls into the shadowed region, then the codeword would be decision error.
To overcome this issue, we introduce a new procedure for rearranging the training vector, named sensitive-codeword. Moreover, a necessary condition for this search scheme to be feasible is to overlap the training vector with two neighbor cells. Thus, the vector should belong to two sets simultaneously.
The decision error of the region will be avoided.
Therefore, the VQ encoding process starts with determining the sensitive-codeword in a given bit codebook with code vectors. We evaluate the vectors while every strategies of TSVQ had been best-first search. 
If the above inequality is satisfied then regard as a sensitive-codeword and should be overlapped with neighbor cell.
The following steps describe the details about the proposed searching process:
Step 1: Initialization: Given codebook size, the number of training vectors, the vector dimension, distortion threshold and quantization level.
Step 2: Construct the fist strategy for codebook by TSVQ, Splitting the set of output points to two clusters, and get the each centroid.
Step 3: Find out the sensitive-codeword within the training vectors in each cluster by (2) and record ones to overlap with neighbor cell.
Step 4: Update the codeword with repeating steps 1 to 3 for the encoding process until the distortion threshold and quantization level is achieved during clustering.
Step 5: Apply the full search on remnant vectors for finding out the closest codeword.
Step 6: If the optimal quantization level has been reached, stop. Otherwise calculate the optimal quantization level and repeat steps 1 to 3 for the encoding process.
Therefore, the proposed algorithm can be used to find the closest codeword for each vector to improve the encoding process.
III. EXPERIMENTAL RESULTS
To examine the efficiency of the proposed algorithm, we performed some experimental results. BVQ was compared with FSVQ and TSVQ in terms of computing savings and the number of distortion calculations in these experiments, respectively. Our experiments were performed based on the ITU G.729 CS-ACELP codec operating at 8 Kbps, 10 dimensional vectors of LSFs, each of the three stage codebook is designed to have 128 codeword. Moreover, the testing data consists of 15 male and 15 female speakers for the speech database, respectively. Table I and II show the average number of search paths and computing savings on male/female testing data obtained by FSVQ, TSVQ, and BVQ, respectively. Table III and IV present the number of bit rate between FSVQ and BVQ for top 10 codeword on male/female speech database, respectively.
From Tables I-IV, we can find that BVQ needs only a fraction of distortion calculations compared to the FSVQ, and computing savings is between FSVQ and TSVQ. Thus, Fig.2 is well illustrated the optimal quantization level for the result. Overall, the performance of BVQ is better than others.
IV. CONCLUSIONS
In this paper, we have presented a new search method for VQ encoding, BVQ, a kind of TSVQ. It is shown to give excellent rate distortion performance. We employ some sensitive-codeword to enlarge the search range, and to adjust the more appropriate codeword. Compared with the best method of reducing distortion computation, our algorithm can further reduce the number of distortion calculations by 98%. Otherwise, our approach also further reduces the computing savings by 58%. 
