Introduction
[2] Water vapor is a key variable for climate studies. It is the dominant greenhouse gas and provides the largest known feedback mechanism for amplifying climate change. Water vapor in the upper troposphere is particularly important in this respect. Although it represents only a small fraction of the total vapor mass, upper tropospheric water vapor has a disproportionately large effect on the outgoing longwave radiation [Udelhofen and Hartmann, 1995; Schmetz et al., 1995] and therefore on climate sensitivity. Model calculations suggest that nearly two-thirds of total radiative feedback from water vapor is expected to originate from the upper troposphere [Held and Soden, 2000] . Furthermore, climate model projections suggest that the concentration of water vapor in the upper troposphere should increase by as much as 50% over the next half-century. This large amplification highlights the importance of upper tropospheric water vapor, both as a feedback mechanism and as a potential fingerprint of anthropogenic climate change, further underscoring the need for its accurate observation [Kley et al., 2000] (available at http://www.aero. jussieu.fr/$sparc.).
[3] Even though it plays a critical role in determining climate sensitivity, our ability to monitor changes in water vapor is lacking. This problem is most evident in the upper troposphere where the small concentrations of water vapor make accurate in situ measurement difficult [Kley et al., 2000] . Because of their prolonged existence and wide geographic coverage, radiosondes provide an essential component of the global observing system. However, previous studies have documented substantial spatial [Soden and Lanzante, 1996] and temporal [Elliott and Gaffen, 1991; Free et al., 2002] discontinuities in their historical records that are frequently related to differences in radiosonde instrumentation. More recently, even subtler dependencies have been uncovered as systematic differences in radiosonde water vapor profiles have been linked to the age or ''vintage'' of the sensor and packaging materials used during storage of the sensor [Lesht, 1999; Guichard et al., 2000; Miloshevich et al., 2001; Turner et al., 2003 ] (the former is available at http://www.arm.gov/docs/documents/ technical/conf_9903/lesht-99.pdf).
[4] Despite these limitations, radiosondes are still widely used to provide water vapor profiles both for field campaigns and as part of national observing networks. As a result, considerable effort has been made to develop methods to correct for known deficiencies in their measurement. The Atmospheric Radiation Measurement (ARM) Program has conducted a series of water vapor Intensive Observation Periods (IOPs) designed to better understand our ability to measure tropospheric water vapor and its radiative effects . This study uses observations collected from four ARM IOPs to (1) evaluate the consistency of current radiosonde observations relative to both Raman lidar and satellite radiance observations and (2) assess the performance of various radiosonde ''correction'' strategies in the upper troposphere.
[5] Section 2 outlines the radiosonde, Raman lidar, and satellite data used in this study and briefly describes three different procedures that are currently used to rectify the radiosonde humidity profiles. In section 3 of this study, we compare radiosonde observations from both Vaisala RS80 and RS90 Humicap sensors with colocated Raman lidar and satellite measurements of upper tropospheric humidity (UTH). During all four IOPs, the radiosonde observations are found to be systematically drier in the upper troposphere relative to both the Raman lidar and satellite observations by as much as 40%. In contrast, the Raman lidar and satellite measurements obtained from the Geostationary Operational Environmental Satellite (GOES) are shown to agree with each other to within $10%. Finally, in section 4 we examine the impact of existing ''correction'' methods designed to rectify known deficiencies in the radiosonde humidity sensors. While useful for the lower troposphere, we show that these algorithms offer little improvement in the upper troposphere (between $200 and 500 hPa). An alternative strategy, based on variational assimilation of satellite radiances, is proposed and, when applied to the radiosonde measurements, is shown to significantly improve their agreement with coincident Raman lidar observations.
Data and Analysis Procedure

Radiosonde Soundings
[6] The primary radiosonde used during the ARM IOPs was the Vaisala model RS80-H. The humidity sensor in the RS80-H is based on a polymer membrane that acts as the dielectric in a thin-film capacitor. Water molecules bound to the polymer change its dielectric value and hence the capacitance, which is the fundamental variable sensed. The polymer surface is intended to mimic the behavior of a water surface with respect to adsorption of ambient water vapor. Because the polymer's water vapor adsorption capacity depends on its temperature, the sensor responds to changes in relative humidity (RH) rather than to changes in absolute humidity. Relative humidity measured by Vaisala radiosondes are always reported as RH (%) with respect to water.
[7] A considerable amount of evidence has been accumulated showing that humidity measurements from the Vaisala RS80 radiosonde (both the H variety and the older A variety) exhibit a dry bias in both the lower and upper troposphere [Soden et al., 1994; Ferrare et al., 1995; Soden and Lanzante, 1996; Lesht and Liljegren, 1997; Lesht, 1999; Lesht and Richardson, 2002; Ross and Gaffen, 1998, Turner and Goldsmith, 1999; Richardson et al., 2000; Kley et al., 2000; Miloshevich et al., 2001; Turner et al., 2003] . Investigation by Vaisala suggests that contamination of the polymer membrane by organic molecules that originate in the radiosonde packaging is the major cause of the lower tropospheric dry bias [Wang et al., 2002] . The radiosonde RH values tend to be low because the organic contaminants occupy binding sites that otherwise might be available to water molecules. The amount of contamination seems to depend on the radiosonde age and has a larger effect at high values of RH. In addition to the contamination problem, additional sources of bias resulting from sensor calibration errors and time lag effects have also been documented [Miloshevich et al., 2003 ] (available at http:// www.arm.gov/docs/documents/technical/conference.html). As a result, three different correction methods (outlined below) have been developed in an attempt to rectify these deficiencies.
[8] Finally, a new radiosonde, called the RS90, is now being manufactured by Vaisala, The RS90 is similar to the RS80-H described above, but is better calibrated and has an improved design which decreases the sensor response time and reduces the impact of icing on in-cloud water vapor measurements [Miloshevich et al., 2003] . Changes to the packaging material also reduce sensor contamination errors that have hampered the RS80-H observations. The ARM program launched several dozen of these radiosondes during the 2000 IOP in addition to the standard RS80-H launches. This paper will examine the impact that this change in radiosonde sensor has on the humidity profiles in the upper troposphere.
Vaisala Correction Method
[9] Vaisala and their colleagues at NCAR performed a set of experiments to understand and quantify the sources of RH measurement error in the RS80 sensor [Wang et al., 2002] . Using data from the TOGA-COARE and other experiments, Wang et al. [2002] describe six different sources of error in RH measurements and present empirically based methods for correcting archived radiosonde data for these errors. Identical algorithms that treat the three most significant sources of error were provided to us during the course of our research [Lesht, 1999] , and we used these to correct the ARM radiosonde data presented here. The three sources of error we addressed are the contamination error described above and two errors that result from the imprecision of the sensor calibration process. 2.1.1.1. Calibration Model Error
[10] The basic RS80 calibration model, or the function relating capacitance to RH at a fixed temperature, has some limitations. By performing detailed chamber tests on 400 radiosondes Vaisala concluded that the RH-80H cali-bration model is inaccurate at high values of RH, tending to be too moist. They proposed a correction equation in the form of a third-order polynomial,
in which ÁUm is the difference between a reference sensor value of RH and the radiosonde-reported RH value, U is the radiosonde reported RH value (adjusted to calibration temperature), and the H i are empirical coefficients (numerical values are given by Wang et al. [2002] ). The basic model error is insignificant through most of the RH range, but approaches 3% RH at the upper end of the scale. It should be noted that Wang et al. [2002] , citing a procedural concern about the experiment from which equation (1) was derived (a concern not shared by their Vaisala colleagues), do not apply this correction. We do, however, include this correction in the results shown here.
Temperature Model Error
[11] Vaisala accounts for the sensitivity of the RH sensor to temperature by using another polynomial function that relates the output value of RH to the ambient temperature (t) and to the value of RH at calibration temperature (U) corresponding to the measured capacitance (equation (1)). Written as
a i and b i again are empirical coefficients. During chamber testing Vaisala determined that the original coefficient values used in equation (2) resulted in a dry bias at ice saturation levels. Vaisala derived an updated set of coefficients (presented by Wang et al. [2002] ) that we used in our correction procedure as well.
Contamination Error
[12] The largest contribution to the lower tropospheric dry bias in the RS80-H radiosonde humidity measurements is that caused by contamination of the polymer sensor by organic molecules originating in the radiosonde's plastic parts. Vaisala has developed another polynomial function to describe the correction necessary to account for the contamination. Denoting C ch as the correction (in % RH) to the relative humidity at calibration temperature (U ), d as the age of the radiosonde in years, and kh i and ph i empirical constants, this function is written
Depending on the radiosonde age and the ambient temperature, this correction can approach 10% at high values of RH [e.g., Lesht, 1999, Figure 2 ]. While the sign of the correction is well established, its magnitude is still viewed to be highly uncertain because the corrections were derived empirically using a small data set with large unquantifiable variability [Miloshevich et al., 2003] . In addition to the radiosonde sensors, the ARM observation sites also rely on microwave radiometers (MWR) to provide accurate measurements of total column water vapor. One of the early methods for improving the quality of the Vaisala radiosonde moisture profiles relied on an empirical scaling of the radiosonde total column water vapor to match that retrieved from the MWR [Turner et al., 2003] . For this correction, the mixing ratio at each level k is scaled by the ratio of the MWR to radiosonde total column water vapor,q
where W is the observed precipitable water vapor from the MWR, q k is the original radiosonde water vapor mixing ratio, andq k is the scaled water vapor mixing ratio. Note that this method implicitly assumes that the relative error in mixing ratio is invariant with height. If the relative error increases with height, as has been suggested by Miloshevich et al. [2003] , this method will tend to underestimate the adjustments required in the upper troposphere. [14] In addition to the bias errors described above, the radiosonde measurements are affected by a time lag error that results from slow sensor response to changes in the ambient RH at low temperatures. The time constant increases with decreasing temperature and exceeds one minute for temperatures below À45°C for the RS80-H sensor, and below À60°C for the faster RS90 sensor. Miloshevich et al. [2003] developed a correction algorithm for time lag error that calculates the ambient (''true'') humidity profile from the measured humidity and temperature profiles, based on laboratory measurements of the sensor time constant as a function of temperature. The time lag correction recovers vertical structure in the RH profile that is ''smoothed'' by the slow sensor response at cold temperatures. The magnitude and sign of the correction varies according to the vertical humidity and temperature structure of a given profile, because it is sensitive to the local humidity gradient as well as the temperature. The time lag, temperature dependence, and contamination corrections were combined and applied to the ARM IOP measurements. The corrections increased the water vapor amount by a mean of 10% in the lower troposphere, increasing with height to 50-100% near the tropopause (depending on the IOP), with considerable variability about the mean.
Time Lag/ /Bias Correction Algorithm
[15] The time lag/bias correction algorithm has been evaluated by comparing 40 RH profiles measured simultaneously by RS80-H radiosondes and the reference-quality NOAA/CMDL cryogenic hygrometer [Miloshevich et al., 2003] . The corrections reduced the mean dry bias relative to the hygrometer from 4% RH at À20°C and 10% RH at À70°C to ±2%RH at all temperatures. However, the standard deviation of about 4% RH indicates considerable variability remaining in the corrected data, which is attributed to the large uncertainty in the contamination correction. The study revealed shortcomings in the contamination correction, which are mitigated by specifying a constant age of 1 year for all radiosondes when calculating the agedependence portion of the contamination correction. The contamination issue was alleviated for radiosondes produced after 1 June 2000 by the introduction of a sealed sensor cap that is removed prior to launch.
Raman Lidar
[16] The Raman lidar was designed to be an operational instrument to profile water vapor, aerosol, and clouds throughout the diurnal cycle [Goldsmith et al., 1998 ]. It transmits pulses of 355 nm laser light vertically into the atmosphere using a frequency tripled Nd:YAG laser operating at 30 Hz. The average energy of these pulses is approximately 350 mJ. The outgoing laser beam is expanded to reduce the laser beam divergence to 0.1 mrad, thereby permitting the use of a narrow field-of-view ($0.3 mrad). This narrow field-of-view, together with narrowband ($0.4 nm band pass) interference filters, enables the system to profile water vapor and aerosols continuously throughout the diurnal cycle by rejecting the out-of-scene and out-ofband solar radiation.
[17] The backscattered light is collected by a 61-cm telescope and the contributions from the Rayleigh-Mie scattering at the laser wavelength and the backscatter associated with the Raman shifted wavelengths of water vapor (408 nm) and nitrogen (387 nm) are directed toward photomultiplier tubes which operate in photon counting mode. The raw data are collected in 0.26 ms bins, which correspond to 39 m vertical resolution, and are stored at 1 min intervals (the accumulation of roughly 1740 shots). Often, the vertical and/ or temporal resolution is degraded during post-processing to improve the signal-to-noise ratio. For the upper tropospheric measurements presented in this paper, the vertical resolution has been degraded to 312 m resolution, and the temporal resolution is 30 min. Goldsmith et al. [1998] provide a more complete description of this lidar system.
[18] The ratio of the Raman water vapor signal and the Raman nitrogen signal is, after a few corrections, proportional to the water vapor mixing ratio. The details of these corrections for this system are outlined by Turner and Goldsmith [1999] . However, the uncertainties in the ratio of the Raman cross sections of water vapor and nitrogen are on the order of 10% [Penney and Lapp, 1976] ; therefore the corrected ratio of the Raman water vapor signal to the Raman nitrogen signal is typically calibrated using a heightindependent calibration constant derived from another independent measure of water vapor. The lidar's water vapor mixing ratio profile is calibrated by adjusting the calibration value to achieve agreement in total precipitable water vapor with that retrieved from a colocated microwave radiometer [Turner et al., 2002] . The calibration of the microwave radiometer is maintained by an automated algorithm that reduces the TIP-curve data when the sky is determined to be clear [Liljegren, 2000] .
GOES Water Vapor Radiances
[19] We use radiance measurements in the 6.7 mm water vapor channel from the Geostationary Operational Environmental Satellite (GOES 8) to provide a common benchmark for intercomparison with the ARM measurements of upper tropospheric water vapor. The high space (4 km) and time (30 min) sampling of the geostationary radiances facilitates their colocation with both in situ and surface based measurements. The 6.7 mm channel is located near the center of a strong water vapor absorption band and under clear skies is primarily sensitive to the relative humidity averaged over a deep layer centered in the upper troposphere. The weighting function for the 6.7 mm channel typically peaks between 200 and 500 hPa (Figure 1 ), although the location of this layer shifts depending upon the nature of the temperature and moisture profile under consideration as well as the satellite zenith angle. A detailed discussion of the sensitivity and interpretation of radiance observations in the 6.7 mm channel is provided by Soden and Bretherton [1993] . The noise equivalent delta-temperature (NEDT) for the 6.7 mm channel of GOES 8 is estimated to be $0.2 K [Menzel et al., 1998 ].
[20] Although observations of the 6.7 mm radiances have been available for nearly two decades, their quantitative use is often hindered by the difficulty of interpreting the observed radiances in terms of a more familiar water vapor quantity. Soden and Bretherton [1993] addressed this problem by deriving an analytic expression, based upon simplified radiative theory, for relating the 6.7 mm radiances to a layer-averaged relative humidity. Rather than attempting retrievals in the form of a vertical sounding, attention is focused on the information actually present in the radiances, minimizing extraneous assumptions. This analytical relationship, hereafter called a radiance-to-humidity transformation, provides a convenient means of interpreting the clear-sky 6.7 mm radiances in terms of a more familiar water Figure 1 . A typical GOES 6.7 mm weighting function for the ARM/SGP central facility. The weights were computed using the time-average temperature profile from the 2000 IOP, a constant relative humidity of 30%, and a satellite zenith angle of 48.49°, which corresponds to the viewing angle for the SGP central facility from GOES 8. The weights are normalized such that their sum over pressure equals unity.
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SODEN ET AL.: UPPER TROPOSPHERE WATER VAPOR vapor quantity and has been widely applied to the interpretation of multispectral satellite radiances in both the infrared [Stephens et al., 1996; Slingo and Webb, 1997; Moody et al., 1999; Bates and Jackson, 2001; Schmetz et al., 1995] and microwave [Spencer and Braswell, 1997; Engelen and Stephens, 1998 ] portions of the spectrum.
[21] Following Goody [1964] , each narrow, irregularly spaced line is assumed to behave as an independent, isolated absorber and the assemblage is then modeled as a large number of randomly located, overlapping lines. Using this random strong line theory, the brightness temperature (T 6.7 ) may be related to a vertically weighted average of the upper tropospheric relative humidity (UTH) according to
where UTH is a layer-mean relative humidity weighted according to the sensitivity of the 6.7 mm channel (e.g., Figure 1 ), q is the satellite zenith angle, p 0 = p(T = T 6.7 )/ 300 mb represents a normalized reference pressure for the channel, and a = 31.5 and b = À0.115 K À1 are linear coefficients tuned to replicate detailed radiative transfer calculations. For further details regarding the retrieval and sensitivity analysis, the reader is referred to Soden and Bretherton [1993] , Soden et al. [1994] , and Soden [1998] .
[22] Since clouds strongly attenuate the emission of infrared radiation, estimation of the relative humidity requires information from pixels in which the T 6.7 is not affected by cloud cover. Given the vertical distribution of the 6.7 mm weighting function, this restriction usually corresponds to the exclusion of pixels containing middle and upper level clouds [Schmetz and Turpeinen, 1988] . Clear-sky T 6.7 is determined using the bi-spectral cloud masking scheme described by Soden [1998] . This procedure estimates the cloud top temperature from the 11 mm channel and uses the difference in brightness temperatures between the 11 mm and 6.7 mm channels (ÁT b = T 11 À T 6.7 ) as a threshold to discriminate between clear and cloudy pixels. Pixels for which ÁT b < 25 K are considered to be cloud contaminated. This threshold is based upon theoretical calculations of the effect of clouds on the 6.7 mm radiance as well as sensitivity calculations [Soden and Bretherton, 1993; Soden, 1998 ]. The conclusions drawn below are insensitive to reasonable changes in this threshold. For example, changing the ÁT b threshold from 25 K to 30 K changes the mean clear-sky T 6.7 from GOES by <0.5 K.
Comparison Procedure
[23] To compare the radiosonde and lidar measurements with the GOES observations, we follow a 2-step forwardmodeling approach. In the first step, the measured profiles of water vapor and temperature are inserted into a narrowband radiative transfer model to simulate the radiance that would be observed by the satellite under those atmospheric conditions. The model used here is the HIRS Fast Forward Program (HFFP) which has been shown to agree with lineby-line calculations to within 0.1 K . Since the lidar provides moisture profiles only, temperature profiles are interpolated to the lidar observation times from the nearest adjacent radiosonde launches. The use of the same temperature information for both the lidar and radiosonde comparison insures that differences in T 6.7 between the two instruments stem solely from differences in their respective moisture profiles.
[24] The second step transforms both the GOES-observed and profile-simulated radiances into an upper tropospheric relative humidity (UTH) using equation (1). This approach has the advantage of providing both an accurate radiancelevel comparison that eliminates uncertainties associated with retrieval algorithms, as well as providing a means of readily interpreting the radiance results in terms of a more familiar water vapor quantity. Because the translation to UTH is done in an identical manner for both the GOESobserved and profile-simulated radiance, it does not introduce spurious errors between the two UTH quantities.
[25] When calculating the simulated radiances, the water vapor retrievals from the Raman lidar are only used for those levels where the signal-to-noise ratio is less than 25%. This typically results in discarding the humidity information above $200 mb. However, the radiative transfer calculations require moisture profiles to be specified up to an altitude of 100 mb. Therefore, to complete to moisture profile, the lidar humidity retrievals are extrapolated up to 100 mb by assuming a constant relative humidity equal to that found in the highest valid level in the lidar retrieval. The precise impact of this filling procedure is difficult to estimate. SAGE II climatologies of water vapor for 20-40 N [Chiou et al., 1997] indicate that the relative humidity between 100-300 mb is very nearly constant, with the climatological humidity lapse rate varying from +2%/km to À3%/km depending upon the season. However, because the T 6.7 is relatively insensitive to levels above 200 mb (Figure 1 ), using even the largest of the SAGE humidity lapse rates in place of the constant relative humidity assumption used here alters the mean lidar UTH by less than 1%.
[26] By neglecting variations in p 0 , which are small relative to the magnitude of humidity variations, the differential form of equation (5) can be approximated as
This provides a useful scaling relationship to translate errors in T 6.7 into relative errors in humidity. Each 1 K error in T 6.7 is equivalent to a fractional error in UTH of b ffi À0.1 (i.e., a percentage error of ffi10%). Recall that b is negative, indicating that a warm (positive) bias in T 6.7 is associated with a dry (negative) bias in UTH.
Comparison Results
[27] This study presents results obtained from four water vapor IOPs conducted during the months of SeptemberOctober 1996 SeptemberOctober , 1997 SeptemberOctober , 1999 SeptemberOctober , and 2000 . The dates of each IOP are listed in Table 1 .
Radiosonde Versus GOES
[28] Figure 2 compares the time series of T 6.7 from the GOES pixel (solid line) that is located closest to the ARM central facility (36.609°N latitude, 97.485°W longitude) with the T 6.7 computed from the original (i.e., uncorrected) radiosonde humidity and temperature profiles (solid circles) launched from the central facility. Results are shown for all four IOPs: 1996 (Figure 2a (Figure 2d ). On the right-hand side of each graph is the corresponding UTH scale derived from equation (1) assuming a constant value of p 0 = 1.1. Because the UTH increases exponentially with decreasing T 6.7 , the brightness temperature scale is inverted so that cold (moist) T 6.7 is at the top of the graph and warm (dry) T 6.7 is at the bottom. Shaded regions indicate times where the GOES radiances are believed to be contaminated by cloud cover according to the cloud-screening mask described in section 2.4.
[29] The near-continuous record of GOES radiances illustrates the high degree of variability in upper tropospheric moisture. The humidity conditions inferred from GOES span a large dynamic range, with T 6.7 ranging from values as cold (moist) as $230 K ($100% UTH) to values as warm (dry) as $255 K ($8% UTH). The occasional supersaturated values of UTH may indicate periods of thin cirrus that were not detected by the cloud-screening algorithm, or they may indicate true supersaturated conditions (with respect to ice), which have been observed in the upper troposphere [Heymsfield et al., 1998 ].
[30] Comparison of the time series of GOES and radiosonde observations (Figure 2 ) reveals a similar temporal evolution in UTH between the two instruments. This similarity is, by itself, noteworthy given the concerns regarding the quality of radiosonde humidity observations in the upper troposphere. However, despite the similar variability between the two measurements, the radiosondes clearly exhibit a substantial dry bias relative to the GOES observations. This bias is quite robust, occurring in virtually every radiosonde sounding of all four IOPs, and is qualitatively consistent with the dry bias in Vaisala sensors noted by previous investigators [Soden et al., 1994; Soden and Lanzante, 1996; Lesht, 1999; Lesht and Richardson, 2002; Turner and Goldsmith, 1999; Kley et al., 2000; Guichard et al., 2000; Wang et al., 2002; Turner et al., 2003] .
[31] Table 2 provides a statistical summary of the number of observations, bias, RMS difference, and correlation between the radiosonde and GOES T 6.7 . It is interesting to note that the dry bias in Vaisala radiosondes tends to be larger in the more recent IOPs (1999 IOPs ( , 2000 relative to the earlier ones even though the contamination-induced bias in the Vaisala sensor (section 2.1) should have been smaller for the 1999 and 2000 IOPs (because of the younger age of the radiosondes and thus less exposure to the contaminating packaging material). Despite these changes the bias in T 6.7 increased from $3 K ($30% relative bias in UTH) during the 1996 and 1997 IOPs to 4.5-5 K ($45-50% relative bias in UTH) during the 1999 and 2000 IOPs. This suggests that contamination by the packaging material may not be the primary cause of dry bias in the Vaisala sensors, that the corrections developed by Vaisala are ineffective, or that there is large batch-to-batch variability in the dry bias [Turner et al., 2003] .
[32] In addition to the RS80-H humidity sensors, a number of Vaisala RS90 sensors were also flown during the 2000 IOP. The T 6.7 calculations from the RS90 sensors are also shown in Figure 2 and Table 2 . Despite the improvements in sensor design, the RS90 radiosondes also exhibit a distinct dry bias relative to GOES that is comparable in magnitude to that found in the RS80-H. The similarity between the RS80-H and RS90 sensors is further illustrated in Figure 3 , which compares the timeaverage relative humidity from 34 dual-radiosonde launches in which both the RS80-H and RS90 sensors were carried on the same balloon. Both the RS80-H and RS90 profiles are uncorrected. Note that because of a change in sensor packaging, the RS90s will still have a time lag error (i.e., section 2.1.3), but should have considerably less contamination error than the RS80-H sensor. The RS90s profiles are slightly moister below $500 hPa. However, above this level the RS80-H and RS90 profiles are virtually indistinguishable, except for the RS90 being slightly moister near 400 hPa and slightly drier near 200 hPa. The similarity between RS80-H and RS90 profiles is consistent with the presence of a large dry bias relative to GOES for both sensors (Figure 2) .
[33] Figure 4 depicts histograms of UTH computed from the radiosonde measurements and from the corresponding subset of colocated GOES observations. Statistics for each distribution are listed in the upper right-hand corner. Both the GOES and radiosonde display a highly skewed distribution of UTH with a peak at the dry end and an elongated tail toward the moist end. The dry bias in radiosonde UTH is clearly manifest in the PDF as a shift toward drier conditions with the differences being most noticeable for UTH < 10%.
[34] To more clearly illustrate the dependence of the radiosonde dry bias on the prevailing humidity conditions, Figure 5 displays a histogram of the fractional difference in UTH, (GOES-radiosonde)/GOES, binned as a function of the corresponding GOES UTH. The fractional bias in the radiosonde measurements is largest ($0.5) for the driest conditions (UTH < 10%) and then decreases to less than half of that value ($0.25) as the UTH approaches $50%. This result suggests that the dry bias in the Vaisala sensor is strongly dependent upon the ambient humidity conditions, being larger for lower values of relative humidity. Attempts to correct for this bias should therefore include a mechanism to account for such dependence. Beyond 70% UTH, the fractional bias again increases to values in excess of 0.3; however, the number of observations in these bins is very small (Figure 3 ) and thus some caution is warranted when interpreting their significance. It is also possible that the increase in bias as one approaches the moist end of the distribution reflects a greater probability of cloud contam- ination in the GOES pixel (which would introduce a moist bias in the GOES measurement) as the UTH increases.
Lidar Versus GOES
[35] The time series of Raman lidar T 6.7 is also shown in Figure 2 for all four IOPs. Recall that the Raman lidar retrievals of UTH are only available during night. In contrast to the radiosonde measurements, which are systematically drier than GOES, the lidar observations exhibit much better agreement with the GOES-observed T 6.7 . The bias between GOES-observed and lidar-simulated T 6.7 (Table 3) ranges from $0.5 K to 1.2 K. The average bias from all four IOPs is 1.1 K which corresponds to a relative error in UTH of $10%, indicating that the systematic This level of consistency further supports the conclusion that the discrepancy between the GOES and radiosonde measurements is primarily attributable to a dry bias in the Vaisala sensor rather than to a cold bias in the GOES radiances.
[36] Note, however, that the lidar T 6.7 are also slightly warmer (drier) than GOES, suggesting that there may be a modest cold bias in either the GOES calibration or in the radiative transfer model used to compute the 6.7 mm radiance from the atmospheric profiles. Recent results from the ARM Fire Water Vapor Experiment (AFWEX) in which GOES 8 radiances were validated against spectrally resolved radiance measurements from the NASA Airborne Spectroradiometer Testbed-Interferometer (NAST-I) reveal excellent agreement between the two radiance measurements (bias < 0.25 K; Soden et al. [2002] ), suggesting that any calibration error in GOES 8 is unlikely to be large enough to explain the $1 K bias between GOES-observed and lidar-simulated radiances.
[37] Histograms of UTH computed from the lidar measurements also show better agreement with those derived from GOES (Figure 4 ). Both the GOES and lidar display very similar distributions, particularly at the dry end of the spectrum. Moreover, the distribution of bias between GOES and lidar UTH ( Figure 5 ) exhibits little dependence on the prevailing humidity conditions. In contrast to the radiosonde bias which increased as the upper troposphere became drier, the fractional bias in the lidar measurements is relatively flat, varying from $0.05 to 0.09 for UTH < 70%.
[38] Above 70% UTH the fractional bias increases systematically such that the lidar becomes $0.1 to $0.4 times drier than GOES. The tendency for the dry bias in both the radiosonde and lidar to increase rapidly at high values of UTH further supports the hypothesis that the moist end of GOES radiance distribution may still contains some partial cloud contamination even after the cloud screening mask is applied. We note, however, that this feature remains even if the brightness temperature threshold for cloud screening is increased from 25 to 30 K, implying that the simple IR threshold approach used here may be inadequate to detect very thin clouds such as sub-visible cirrus. In principal, one could use the Raman lidar measurements to better detect the occurrence sub-visible cirrus clouds over the CART site. However, we elected not to use this method because of concerns regarding the differences in scale between the lidar and GOES pixel footprints which could lead contamination of the GOES pixel in situations where thin cirrus cover a portion of the GOES pixel not observed by the lidar. Nevertheless, the Raman lidar does provide a powerful tool for assessing cloud-screening methods, particularly for thin cirrus, and should be considered in future investigations.
Impact of Radiosonde Corrections
[39] In this section, we examine the impact of existing correction procedures on the dry bias in the radiosonde humidity profiles. Three different procedures are considered: (1) a scheme developed by Vaisala that includes corrections for calibration, temperature, and contamination errors (described in section 2.1.1 and hereafter denoted as VS); (2) a correction based scaling the radiosonde water vapor profile so that the total column water vapor agrees with that retrieved from the MWR (described in section 2.1.2 and hereafter denoted as MS); and (3) a scheme that combines the Vaisala correction with a correction that accounts for a known time lag error in the Vaisala radiosondes caused by an exponential increase in the sensor's time constant with decreasing temperature (described in section 2.1.3 and hereafter denoted as LS). Statistics presented include the number of colocated GOES/radiosonde observations (N), the mean GOES T 6.7 (K) averaged over all colocated observations, the bias (K) in radiosonde T 6.7 relative to GOES, the RMS difference (K) between colocated GOES and radiosonde T 6.7 , and the Pearson correlation coefficient between the GOES and radiosonde T 6.7 . All results are for the Vaisala RS80-H sensors, except for the 2000 IOP, for which separate entries are provided for the RS80-H and RS90 sensors. 
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[40] For each correction procedure, the T 6.7 is recomputed using the adjusted moisture profiles and compared to the corresponding GOES-observed radiances. The results of this comparison are summarized in Tables 4 -6 for the VS, MS, and LS corrections, respectively. For all four IOPs, the application of any one of the three correction schemes does reduce the discrepancy between the radiosonde-simulated and GOES-observed T 6.7 . The reduction in the warm (dry) bias in radiosonde T 6.7 varies from $0.5 K to as much as 1.5 K, depending upon both the type of correction applied as well as the IOP under consideration. In general, the correction tends to be largest for those IOPs where the bias in the unadjusted radiosonde profiles is also largest. This suggests that the inter-IOP differences in the GOESradiosonde biases are real and related to differences in UTH conditions between IOPs.
[41] Because the MWR retrievals are not always available (because of instrument down time or periods of heavy precipitation) all 3 corrections are not performed for every sounding and the number of observations differs depending SODEN ET AL.: UPPER TROPOSPHERE WATER VAPOR upon which correction procedure is being considered. To eliminate this difference in sampling and enable a more accurate assessment of the relative effectiveness of the 3 correction procedures, Figure 6 compares the bias in T 6.7 for each IOP using only those soundings for which all 3 corrections are available. The MS correction, which uses the observed MWR precipitable water to scale the radiosonde profile, is generally the least successful of the three procedures for reducing the dry bias relative to GOES. For example, during the 1999 IOP the MS correction is only about one-third the magnitude of the LS and VS corrections.
Since the MS correction scales the radiosonde total column water vapor to match that retrieved from the MWR, it is most effective in the lower troposphere where the bulk of the water vapor mass resides. However, because of the colder, drier conditions in the upper troposphere, the dry bias in the Vaisala sensors tends to increase with height [Elliott and Gaffen, 1991] . As a result the MS correction, which implicitly assumes a vertically uniform relative bias in the humidity sounding, will systematically underestimate the magnitude of the dry bias in the upper troposphere. In contrast, both the VS and LS procedures contain temperature-and relative-humidity-dependent corrections that can, in principal, account for a height-dependent bias.
[42] Of the three correction methods, the LS correction is generally the most effective at reducing the bias between the GOES-observed and radiosonde-simulated T 6.7 . This reflects the fact that it contains both the Vaisala corrections (VS) as well as a time lag correction, which, on average, tends to moisten the upper troposphere. The LS correction typically reduces the bias by as much as 1 -1.5 K, although a noticeably smaller reduction is obtained for the 1996 IOP. The VS correction, on the other hand, is typically around 0.6-0.7 K, with the exception of the 1999 IOP for which it is $1.3 K. Although all of these correction procedures bring the GOES and radiosonde observations into better agreement, there still remains a sizable warm (dry) bias between the GOES-observed and radiosonde-simulated T 6.7 , which ranges from $2.5 to 5 K (or roughly 0.25 -0.5 in terms of the fractional bias in UTH).
Vertical Structure of the Humidity Profiles
[43] To examine the vertical structure of the radiosonde errors and the impact that the correction procedures have on that structure, Figure 7 compares the time-average relative humidity profiles from both the original and corrected radiosonde soundings to that retrieved from the Raman lidar. The mean profiles are shown separately for each IOP and the humidities are expressed relative to water. To eliminate sampling differences, time averages are computed from only those soundings where all 3 radiosonde correction procedures and the Raman lidar retrieval are available.
[44] In all four IOPs, the radiosonde and Raman lidar profiles of humidity exhibit excellent agreement below $500 hPa. However, above this level the lidar soundings are systematically wetter than that measured by the radiosondes with the largest bias occurring between 200 -400 hPa where the lidar relative humidity is nearly twice as large as that measured by the radiosonde. Note, however, that the shapes of the radiosonde and lidar humidity profiles do share some general similarities. Both show maxima near the surface decreasing to local minima around 500 hPa, and often containing a weak secondary maximum near $700 hPa. Above 500 hPa, another local maximum (typically around 300 hPa) is found, although its presence is much more pronounced in the Raman lidar retrievals. Above this level, the Raman lidar retrievals decrease to a minima near 200 hPa and then tend to increase rapidly as one approaches the tropopause. This increase in humidity toward the tropopause is consistent with the formation of thin, nonconvective cirrus near the tropopause, which has been argued to result from slow rising motion below the tropopause associated with a region of net radiative heating [Jensen et al., 2001] . The radiosondes, in contrast, decrease monotonically above 300 hPa. Of the three corrections, the LS correction tends Statistics presented include the number of colocated GOES/lidar observations (N), the mean lidar T 6.7 (K) averaged over all colocated observations, the bias (K) in lidar T 6.7 relative to GOES, the RMS difference (K) between colocated GOES and lidar T 6.7 , and the Pearson correlation coefficient between the GOES and lidar T 6.7 . to provide the largest increases in upper level humidity. This is most evident for the 1996 IOP, where it adds as much as 10% more relative humidity between 200 and 400 hPa.
[45] Because the Raman lidar retrievals require only a single calibration for the entire humidity profile, the vertical structure of the lidar humidity profile is a robust feature of the retrieval [Turner and Goldsmith, 1999] . One potential source of error in the lidar retrieval is that the Raman scattering cross-section for the water vapor molecule does contain a temperature dependence that is not accounted for in these retrievals and that can introduce a height-dependent bias in the retrieved humidity profile [Whiteman, 2003a] . However, recent estimates Whiteman, 2003b] suggest that this will introduce no more than a 0.04 fractional error in the upper tropospheric humidity profile and thus would only account for a very small portion ($10%) of the discrepancy shown in Figure 7 . Thus discrepancies in the vertical structure of the humidity profile between radiosonde and lidar measurements are unlikely to stem from a height-dependent bias in the Raman lidar retrieval, and the good agreement between the lidar and radiosonde in the lower troposphere further suggests that the upper tropospheric discrepancy is attributable to a dry bias in the radiosonde soundings.
[46] To better illustrate the nature of the differences in the vertical structure of relative humidity, Figure 8 compares a case study of the time series of relative humidity profiles for the period of 17-22 September 2000 from the Raman lidar ( Figure 8c ) and uncorrected radiosondes (Figure 8b ). For reference, Figure 8a depicts the corresponding time series of T 6.7 (and UTH) taken from Figure 2 . To illustrate the impact of the radiosonde corrections, the T 6.7 are presented for both the uncorrected and corrected radiosonde profiles. While both the radiosonde and lidar depict a similar evolution of water vapor below 500 mb, the Raman lidar clearly shows a sequence of much larger upper tropospheric humidity values between 19-22 September. During this period the Raman lidar frequently records relative humidities in excess of 60%, whereas the radiosondes are typically measuring values of around 30% (i.e., a fractional dry bias of $0.5). This corresponds to the same periods when the radiosonde T 6.7 was significantly warmer (drier) than GOES. While the corrections generally move the radiosonde T 6.7 toward the GOES-observed values, none of them are able to achieve the level of agreement found between the GOES and Raman lidar measurements.
Radiance Assimilation
[47] As demonstrated in the preceding section, even the most effective of the existing correction procedures is unable to significantly reduce the upper tropospheric dry bias in the radiosonde measurements compared to either the GOES or Raman lidar. In this section, we outline an alternative strategy for adjusting the radiosonde humidity profiles based on a one-dimensional variational assimilation of the GOES 6.7 mm radiances. The assimilation procedure outlined below modifies the original radiosonde humidity profile to yield a radiance-adjusted humidity profile that is consistent with both the GOES-observed T 6.7 and assumptions regarding the error characteristics of the GOES and radiosonde data. The effectiveness of this approach is then evaluated by comparing the resulting radiance-adjusted humidity profile against coincident Raman lidar observations.
[48] From a variational perspective, the radiance assimilation may be expressed as [Daley, 1991] 
where r represents the original radiosonde humidity profile, r a is the resulting radiance-adjusted humidity profile, y is the GOES-observed T 6.7 , and B and C represent the error covariance matrices for the radiosonde humidity profile and GOES observations respectively. A key component of any radiance assimilation is the forward operator h which transforms the original radiosonde humidity profile r into its equivalent radiance units (i.e., into a 6.7 mm brightness temperature) and the Jacobian H which defines the differential behavior of the radiance quantity with respect to the state variable under consideration; i.e., H @h(r)/@r. In conventional radiance assimilation methods h is computed using a full radiative transfer model and, consequently, H is typically a nonlinear function that requires iteration to obtain an optimal solution. Here we introduce an analytical formula for computing H that provides a linear relationship between T 6.7 and the natural logarithm of the vertically weighted relative humidity field. The advantage of this approach over the use of explicit radiative transfer calculations is that it enables equation (7) to be reduced to a simple analytical expression that requires no iteration. The analytical formula also provides a straightforward interpretation of the radiance assimilation process in terms of a physically based scaling of the original humidity profile. As shown below, it is also highly effective in reducing the dry bias in the radiosonde humidity measurements.
[49] From equation (5) we express h(r) in terms of the weighted average of the humidity profile
where w i and r i represent the channel weighting function and relative humidity at each level i in the profile, and cos q, p 0 , a, and b are as in equation (5). We use the standard pressure level weights for the 6.7 mm channel listed in Table 2 of Soden and Bretherton [1993] . Neglecting variations in p 0 , the Jacobian of equation (8) is
where _ r w . r. We approximate B = s 2 I, where I is the identity matrix and s 2 is the error variance in the radiosonde humidity profile which is assumed to be independent of height. By neglecting the off-diagonal terms in B, we implicitly assume that the vertical decorrelation scale of radiosonde humidity errors is much smaller than the decorrelation scale of the 6.7 mm weighting function. This assumption is justified given the relatively large depth of the weighting function ( Figure 1 ) and the lack of independent information regarding the vertical error structure in the radiosonde humidity measurements. As shown in Figure 1 , the typical weighting function has a depth of several kilometers, thus our neglect of vertical decorrelation errors in the radiosonde profile assumes that the radiosonde humidity errors decorrelate at depth scales of a few kilometers or less. The insensitivity of the assimilation procedure to error correlations at smaller scales reflects the fundamental lack of information content in the 6.7 mm channel to humidity fluctuations at finer vertical resolutions [Soden and Bretherton, 1993] . The 6.7 mm channel does not provide information on the vertical structure of the upper tropospheric humidity profile, but rather is sensitive to a deeplayer mean centered in the upper troposphere. In principle, one could derive empirical functions to describe the vertical humidity error correlations based upon the lidar/ radiosonde comparisons. However, this would leave us with no independent set of observations to verify the impact of the radiance assimilation. That is, the radianceadjusted humidity profiles would agree with the Raman lidar profiles (at least in part) because we have already used the lidar data to define the error correlations. Instead, we have chosen to keep the radiance adjustment procedure Figure 6 . Bias in T 6.7 relative to GOES (i.e., radiosonde -GOES) for the original (uncorrected), the VScorrected, the MS-corrected, and the LS-corrected radiosonde profiles. Results are displayed separately for each IOP. The vertical bars depict the standard error of the bias. The scale on the right-hand side displays the corresponding fractional bias in upper tropospheric water vapor. Note that the sign of the UTH scale is the opposite of that for T 6.7 ; that is, a warm bias in T 6.7 corresponds to a dry bias in UTH.
free of any information from the lidar, and can therefore use the lidar data as an independent verification of the procedure's effectiveness.
[50] Because the error variance in the radiosonde humidity profiles (relative to the Raman lidar) is roughly an order of magnitude larger than that for GOES, we further simplify (7) by assuming that C ( HBH T ; that is, the total error variance is dominated by the error variance in the radiosonde profile. The result is a simple analytical formula for scaling the radiosonde humidity profile, based upon the difference in brightness temperature between the GOES and radiosonde ÁT 6.7 :
As in equation (5), b represents the fractional change in the humidity profile per degree difference in brightness temperature between the radiosonde and GOES (ÁT 6.7 ) and À i defines the contribution each level i makes to the vertically integrated response of the channel weighting function and is given by
For applications in which the error variance in the satellite radiance is not negligible, it can be accounted for simply by scaling À i by a factor of 1/(1 + g), where g represents the ratio of the corresponding error variance in the satellite measurements to that for the radiosonde. Estimate of the uncertainty in GOES 8 calibration of the T 6.7 are roughly 0.5-1 K [Soden et al., 2002] with a corresponding noiseequivalent delta-temperature of 0.2 K. From equation (6), this corresponds to uncertainties in relative humidity of approximately 5 -10% and 2% respectively.
[51] Figure 9 compares the time-average relative humidity profiles from both the original and radiance-adjusted soundings to that retrieved from the Raman lidar. The mean profiles are shown separately for each IOP and, as in Figure 7 , the humidities are expressed relative to water. To eliminate sampling differences, time averages are computed from only those soundings where both the Raman lidar and GOES radiances were available within ±30 min of the radiosonde launch.
[52] Below 500 hPa the radiance assimilation has virtually no impact on the humidity profiles because the GOES weighting function receives little contribution from these levels (e.g., Figure 1 ). However, for the levels between 200 -500 hPa, the radiance assimilation significantly improves the humidity profile as compared to the Raman lidar observations. In all four IOPs, the assimilation of GOES radiances is far more effective than any of the existing radiosonde correction procedures at reducing the dry bias relative to the Raman lidar. For the 1996, 1997 and 1999 IOPs, the radiance assimilation reduces the fractional dry bias between 200 and 500 hPa from $0.4 to less than 0.1. In comparison, the dry bias from the adjusted radiosonde profiles in Figure 7 range from $0.3 to 0.4. For the 2000 IOP the impact of radiance assimilation is not as large as obtained for the other IOPs, but it still outperforms any of the existing corrections in terms of the agreement with Raman lidar profiles.
[53] Above 200 hPa, the radiance assimilation provides little change from the original radiosonde humidity profile, again because of the lack of a significant contribution from the 6.7 mm weighting function at these levels. In particular, the radiance-adjusted profiles are unable to capture the trend toward increased relative humidity above $150 hPa observed by the Raman lidar. This reflects an inherent limitation of the 6.7 mm channel. In addition to its lack of significant contribution from these levels, the weighting function also lacks the vertical resolution necessary to resolve such variability [Engelen and Stephens, 1999] .
Conclusions
[54] Observations of upper tropospheric humidity from the 6.7 mm channel of GOES 8 were compared with Raman lidar and Vaisala radiosonde measurements obtained during four different ARM IOPs at the SGP/CART facility in central Oklahoma. During all four IOPs, excellent agreement was observed between the GOES and Raman lidar observations of upper tropospheric humidity. Systematic differences in T 6.7 ranged from 0.5 to 0.12 K, or roughly 5-10% in terms of the UTH. The good agreement between GOES and Raman lidar observations encourages the use of both instruments for describing the spatial and temporal variability of upper tropospheric water vapor. The fact that GOES provides excellent horizontal coverage but lacks information on the vertical structure, while the Raman lidar provides excellent information on the vertical structure but lacks information on the horizontal distribution illustrates the complimentary nature of the two observing systems. Future work will investigate the potential for combining these measurements to generate a full three-dimensional description of the water vapor distribution over the SGP/ CART site. [55] In contrast, radiosondes equipped with Vaisala RS80-H and RS90 sensors were found to be systematically drier in the upper troposphere by 30-40% relative to both the Raman lidar and GOES measurements. These results reinforce several previous intercomparison studies that have found the Vaisala sensors to exhibit a dry bias. Comparison with Raman lidar measurements indicates that this bias is most pronounced in the upper troposphere (above $500 hPa) and appears to be unrelated to the age or vintage of the humidity sensor used. A histogram analysis of the difference between GOES and Vaisala UTH indicated that the largest (fractional) dry biases are observed at the lowest humidity values. The fact that the comparisons were restricted to cloud-free conditions may therefore introduce a sampling bias into the results, which emphasizes conditions in which the radiosondes have the greatest difficulty (i.e., clear, dry profiles).
[56] The impact of three different ''correction'' procedures designed to rectify known deficiencies in the radiosonde humidity sensors was examined. While useful for the lower troposphere, we found that these algorithms offered little improvement in the upper troposphere where the dry bias in Vaisala sensors was most pronounced. An alternative strategy, based on variational assimilation of satellite radiances, was outlined and, when applied to the radiosonde measurements, was found to significantly improve their agreement with coincident Raman lidar observations. In most instances, the radiance assimilation was able to reduce the fractional dry bias in upper tropospheric water vapor from $0.4 to <0.1, which places it within the level of uncertainty in the forward radiance models and within the levels of discrepancy between the Raman lidar and GOES measurements.
[57] Several previous studies [Elliott and Gaffen, 1991; Soden and Lanzante, 1996; Ross and Gaffen, 1998; Free et al., 2002] have documented the presence of spatial and temporal discontinuities in the global radiosonde humidity records that largely stem from changes in instrumentation and reporting practices. Such discontinuities greatly impede its use for climate studies and, as a result, our knowledge regarding the long-term changes in water vapor, particularly in the upper troposphere, is lacking. The success of the radiance assimilation method demonstrated above suggests that a similar strategy could be used to correct deficiencies in the global historical radiosonde record using intercalibrated, multispectral radiances from TOVS [Bates et al., 1996] . The global coverage and length of the TOVS archive (dating back to 1978) combined with the presence of multiple water vapor channels (centered at 6.7, 7.3 and 8.3 mm) offers the potential to create a climate-quality record from the global radiosonde humidity soundings over the past two and one-half decades.
