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Abstract
Dense trees are undirected graphs defined as natural extensions of trees. They are already known
in the realm of graph coloring under the name of k-degenerate graphs. For a given integer k  1,
a k-dense cycle is a connected graph, where the degree of each vertex is greater than k. A k-dense
forest F = (V,E) is a graph without k-dense cycles as subgraphs. If F is connected, then is a k-dense
tree. 1-dense trees are standard trees. We have |E|  k|V | − k(k + 1)/2. If equality holds F is
connected and is called a maximal k-dense tree. k-trees (a subfamily of triangulated graphs) are
special cases of maximal k-dense trees.
We review the basic theory of dense trees in the family of graphs and show their relation with
k-trees. Vertex and edge connectivity is thoroughly investigated, and the role of maximal k-dense
trees as “reinforced” spanning trees of arbitrary graphs is presented. Then it is shown how a k-dense
forest or tree can be decomposed into a set of standard spanning trees connected through a common
“root” of k vertices. All sections include efficient construction algorithms. Applications of k-dense
trees in the fields of distributed systems and data structures are finally indicated.
© 2005 Elsevier B.V. All rights reserved.
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1. Foreword
Dense trees constitute a family of graphs that has been studied several times, often
independently, with different purposes and under different names. Informally a k-dense
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456 G. Franceschini et al. / Journal of Discrete Algorithms 4 (2006) 455–474tree G is a connected graph with at least one vertex v of degree  k, with k  1 integer,
such that if v is removed from G the induced subgraph still has a vertex of degree  k.
There is a clear analogy with standard trees, that are in fact 1-dense trees.
To the best of our knowledge these graphs were originally introduced by Szekeres and
Wilf [15], and Matula [12], in connection with colorability problems. The key concept of
degree decomposition sequence was introduced in [12] and “discovered” again in several
subsequent works. In a seminal paper Lick and White [9] reintroduced the same family of
graphs and proved many basic properties. Apparently they were unaware of the work and
terminology of Matula and called the members of the family k-degenerate graphs, a term
that later became reasonably established. Informally a k-degenerate graph is such that each
induced subgraph has at least one vertex of degree  k. Note that our definition of k-dense
trees characterize exactly the same family of graphs. Some years later Freuder [6] intro-
duced the same concepts again in the study of constraint satisfaction problems, proposing
a new terminology. Clearly he was unaware of the work of Lick and White.
An important subfamily of k-degenerate graphs, that shares several concepts with ours,
has been extensively discussed. See for example an essay by Kloks [8] and a survey by
Bodlaender [2]. These graphs were called k-trees without apparent reference to the re-
sults of Lick and White. Informally a k-tree is built from a complete graph of order k (or
k-clique) by inserting new vertices one by one, each connected via k new edges to an exist-
ing k-clique. A focus clearly close to ours. Two of the present authors introduced k-dense
trees in a conference paper, in the framework of distributed systems [11]. They referred to
the original studies of Szekeres and Wilf, Matula, and Freuder, introducing the concepts of
k-density and k-dense cycle as respectively corresponding to the ones of width and linkage
of [6]. However they were unaware of [9].Then, among many new results, they “discov-
ered” again some known properties of k-degenerate graphs, as the concept of k-density
coincides with the one of k-degeneracy. The role of k-dense trees was further investigated
in [4,5], and applied to search data structures in [10].
The purpose of this paper is improving some salient results on k-dense trees and prov-
ing new ones, and developing efficient algorithms for solving relevant problems on k-dense
trees in view of applications in distributed systems and data structures. Our focus is new,
as we are aimed at reinforcing the concept of tree rather than constraining the concept
of graph. Furthermore we insist that the properties under study be efficiently verified al-
gorithmically, which has not been a previous concern. (The same definition of [9] of a
k-degenerate graph G refers to all subgraphs of G that are exponentially many.) This is
why we wish to maintain the term k-dense tree, making clear that it is perfectly equivalent
to the of k-degenerate graph already established.
The paper is organized as follows. In Section 2 we review some basic results on k-dense
trees, as an elaboration of the ones of [6,9,11]. In Section 3 we study the relations between
k-dense trees and k-trees and derive an algorithm to decompose a maximal k-dense tree
into maximal k-trees. Section 4 is devoted to connectivity properties. We show that max-
imal k-dense trees are “difficult” to cut hence they can be seen as “reinforced” spanning
trees, and an algorithm to determine such a dense spanning tree of an arbitrary graph is
given. In Section 5 we show how a k-dense forest can be decomposed in a set of stan-
dard spanning trees sharing a common “root” of k vertices. In Section 6 we draw some
conclusions.
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An undirected graph is indicated as G = (V ,E), where |V | is the order of the graph.
Two vertices x, y ∈ V are adjacent if they have a connecting edge, denoted by xy. For two
graphs G = (V ,E) and G′ = (V ′,E′), G′ is a subgraph of G iff V ′ ⊆ V and E′ ⊆ E.
A graph G′′ = (V ′′,E′′) such that V ′′ ⊆ V and E′′ = {xy ∈ E | x, y ∈ V ′′} is the subgraph
of G induced by V ′′, also denoted by G[V ′′]. If G′′ is complete (i.e. for any two vertices
x, y ∈ V ′′ we have xy ∈ E′′) then V ′′ is an r-clique of G, with r = |V ′′|. A graph G is
maximal with a property P if there is no proper supergraph of G for which P holds. For
u ∈ V , adjG(u) is the set of the vertices of G adjacent to u, and degG(u) = | adjG(u)| is
the degree of u. A path in G is an ordered sequence vp1vp2 . . . vps of distinct vertices in V ,
with vpi vpi+1 ∈ E for 1 i  s − 1. A graph is connected if any two vertices are linked by
a path. A cycle is a connected graph in which each vertex has exactly degree 2. Finally, we
denote δ(G) = min{degG(v) | v ∈ V }.
We now direct our attention to a family of graphs called dense trees in this work. As
already explained in the previous section these graphs were studied several times in the
literature under different names, the best established of which is k-degenerate graphs. We
use a different name because we see them as an extension of trees, based on an extension
of the concept of cycle. The definitions of this section come as an elaboration of the ones
of [11]. The results of this section are already contained in, or can be easily derived mainly
from [9] and partly from [11,12] and will be reported without proofs.
Definition 2.1. A connected graph C = (VC,EC) is a k-dense cycle, with k integer and
1 k < |VC | − 1, if degC(v) > k, for each v ∈ VC .
Definition 2.2. A k-dense forest F , with k  1 integer, is a graph without k-dense cycles
as subgraphs. If F is connected, then is a k-dense tree.
These definitions are relevant for graphs with more than k + 1 vertices, where k-dense
cycles may occur. A standard cycle is a 1-dense cycle, a standard forest (or tree) is a 1-
dense forest (or tree). The connected graph of Fig. 2.1 contains several 1-dense cycles but
no 2-dense cycles, hence is a 2-dense tree. A k-dense forest (or tree) is also a (k+1)-dense
forest (or tree), although we shall refer to the smallest possible value of k whenever known.
We also pose:
Definition 2.3. For any integer k  1, a k-leaf of a graph is a vertex of degree  k.
Fig. 2.1. A 2-dense tree with one leaf v4.
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k-leaf, and for any k-leaf l the graph F [V − {l}] is a k-dense forest. For k = 1, k-leaves
correspond to standard tree leaves.
Although any tree with two or more vertices contains at least two leaves, for k  2
there are k-dense trees of any order  k + 3 that contain only one k-leaf. For example see
Fig. 2.1. Unlike for trees, however, removing a leaf from a k-dense tree may leave the graph
non connected, giving rise to a k-dense forest (e.g., a graph consisting of a single path is
a 2-dense tree where all vertices are 2-leaves, and removing a vertex of degree 2 cuts the
graph into two components). Observation 2.4 suggests an alternative recursive definition
of k-dense forest.
Definition 2.5. A k-dense forest F = (V ,E) is a graph with |V | = 1, or a graph with
|V | > 1 containing at least one k-leaf, such that, for any k-leaf l, F [V − {l}] is a k-dense
forest.
As known a forest of order n has at most n−1 edges. For k-dense forests we have, from
Corollary 1 of [9]:
Lemma 2.6. Let F = (V ,E) be a k-dense forest of order n. Then:
(2.1)|E| nk − k(k + 1)
2
for n k + 1,
(2.2)|E| n(n− 1)
2
for n < k + 1.
The 2-dense tree of Fig. 2.1 has n = 8 and |E| = 12, thus fulfilling relation (2.1). If
either of the bounds on |E| in the above relations is met with equality, F is said to be
maximal. From Theorem 1 of [9] we have that any maximal k-dense forest is connected,
hence it will be called a maximal k-dense tree. In our investigation maximal k-dense trees
have an important role. It can be easily proved:
Lemma 2.7. Let T = (V ,E) be a maximal k-dense tree. Then:
(i) if |V | k + 1, T is a complete graph;
(ii) if |V | > k + 1, each k-leaf has degree k, and any two k-leaves are non adjacent;
(iii) for any k-leaf l the induced subgraph T [V − {l}] is a maximal k-dense tree.
A maximal 3-dense tree with two leaves is shown in Fig. 2.2. To check whether a graph
G is a k-dense forest, a k-dense tree or a maximal k-dense tree for a given k requires linear
time. In fact, these are computationally easy problems in the family of elimination degree
sequence problems, whose members are generally NP-complete [1,7]. To discuss this point
we pose:
Definition 2.8. Let G = (V ,E) be a graph of order n, σ = [v1, . . . , vn] be an ordering
of its vertices, Vi be the subset {vi, . . . , vn} with 1  i  n. And let degG[V ](vi)  k fori
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Input: ⇒ G = (V ,E), graph.
Output: ⇐ success ⇔ G is a k-dense forest.
1: 〈partition V into two sets V1 ← {x | degG(x) k}, V2 ← {y | degG(y) > k}〉
2: while |V | > 1 do
3: if V1 = ∅ then
4: stop with failure
5: end if
6: x ← 〈choose at random a vertex in V1〉
7: V1 ← V1 − {x}, G ← G[V − {x}], V ← V − {x}
8: for all y ∈ V2 with degG(y) k do
9: V1 ← V1 ∪ {y}, V2 ← V2 − {y}
10: end for
11: end while
12: stop with success
Algorithm 2.1. Detection of a k-dense forest.
1 i  n (we recall that G[Vi] is the subgraph induced by Vi ). Then σ is a k-elimination
for G, and the set of the last k vertices of σ , k  n, is the seed of σ , also called a seed
for G.
For the 3-dense tree of Fig. 2.2 a possible 3-elimination is v2, v9, v4, v1, v3, v6, v5, v7, v8,
whose seed is the 3-clique {v5, v7, v8}.
Proposition 1 of [9] can be rewritten as:
Lemma 2.9. A graph F is a k-dense forest if and only if there exists a k-elimination for F .
Algorithm 2.1 immediately derives from Lemma 2.9. The algorithm can be imple-
mented with standard data structures for graphs, so that the analysis of its time complexity
is immediate. We then have:
Theorem 2.10. Given a graph G = (V ,E), Algorithm 2.1 decides if G is a k-dense forest
in (|V | + |E|) = (|V |k) time.
Clearly, the ordering in which the vertices are chosen in the repetitions of step 6 of Al-
gorithm 2.1 is a k-elimination for G. From Theorem 2.10 we then have that a k-elimination
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forest by adding vertices to the seed.
In connection with a k-elimination σ of G we introduce the following notation to be
used throughout the paper:
• σ(i) is the vertex x ∈ V in the ith position in σ , and 〈σ 〉−1(x) = i;
• G[i] is the subgraph induced by {σ(i), σ (i + 1), . . . , σ (n)}.
From Lemma 2.7 point (iii) we have:
Observation 2.11. If T is a maximal k-dense tree of order n, any k-elimination σ for T is
such that T [i] is a maximal k-dense tree and degT [i](σ (i)) = k for any i  n− k, and the
seed of σ is a k-clique.
Therefore if we apply Algorithm 2.1 to a graph G with a number of edges fulfilling
the upper bound of relations (2.1), (2.2) and we reach success, we can declare that G is a
maximal k-dense tree. If the upper bound is not reached but the graph is connected, G is a
k-dense tree. We can then specialize Theorem 2.10 to the following:
Corollary 2.12. Deciding if a graph G is k-dense tree or a maximal k-dense tree can be
done in linear time.
As already observed a maximal k-dense tree of order n k + 1 has n k-leaves. For in-
creasing n, however, the number of k-leaves has a sudden decrease. From Observation 2.11
we have:
Observation 2.13. A maximal k-dense tree T of order n k+2 has at most n−k k-leaves.
3. k-trees and their relation with k-dense trees
A family of graphs that shares several concepts with ours is the one of k-trees, exten-
sively discussed in an essay by Kloks [8], and in a survey by Bodlaender [2]. We have
(compare with Definition 2.5):
Definition 3.1. A k-tree R = (V ,E) is a connected graph such that:
• if |V | k then V is a clique;
• if |V | > k, there exists a k-leaf l of R such that adjR(l) is a k-clique and the graph
R[V − {l}] is a k-tree.
Definition 3.1 implies that a k-tree R of order n > k can be built starting from a complete
graph of order k, then adding the other n− k vertices, one by one, connecting each one of
them to a k-clique. The vertices taken in reverse ordering form a k-elimination for R which
G. Franceschini et al. / Journal of Discrete Algorithms 4 (2006) 455–474 461therefore always exists. The following Observation 3.2 easily derives from Definition 3.1
(see [8]):
Observation 3.2. For any k-elimination σ of a k-tree R, and for each integer i, 1  i 
n− k, the set adjR[i](σ (i)) is a k-clique of R.
k-trees are special cases of maximal k-dense trees, sharing with them the upper bound
of Lemma 2.6 on the number of edges. In particular Lemma 2.7 and Observations 2.11,
and 2.13 can be immediately adapted to k-trees. One of their peculiar properties is be-
ing triangulated [8]. The 3-dense tree of Fig. 2.2 is not a 3-tree, and in fact contains the
chordless cycle induced by {v4, v3, v6, v8}. The subgraph induced by the subset of vertices
{v3, v5, v6, v7, v8, v9} is a 3-tree, that can be built starting with the 3-clique {v5, v6, v8} and
adding the other vertices in the order v7, v9, v3, each one connected to an existing 3-clique.
Examining how a k-tree grows from an initial clique, and from point (ii) of Lemma 2.7 we
have:
Observation 3.3. Any k-tree of order n  k + 1 has at least two k-leaves (recall that k-
dense trees may have only one leaf ).
This observation bears some consequences relevant to us.
Proposition 3.4. Let R = (V ,E) be a k-tree of order n k. For any k-clique C of R there
exists a k-elimination for R whose seed is C.
Proof. By induction on n. If n k + 1 the thesis is trivial, since R would be a complete
graph. If n > k + 1, R must have at least two non adjacent k-leaves x, y (Lemma 2.7 and
Observation 3.3), hence x and y cannot belong both to C. Let x be not in C. By induction
we know that there is a k-elimination σ for the k-tree R[V − {x}] whose seed is C. Since
x is a k-leaf, the ordering [x | σ ] is a k-elimination for R with seed C. 
Note that this property does not hold in general for k-dense trees.
k-trees have been mainly studied as structures into which a given graph is to be embed-
ded [2,8]. For k-dense trees we take an opposite approach, namely, we shall see k-trees as
induced subgraphs of larger maximal k-dense trees. In fact, although a maximal k-dense
tree T is generally not a k-tree, it certainly contains one or more k-trees as induced sub-
graphs, called the k-trees of T . A k-tree of T is maximal if it is not contained in another
k-tree of T . One of the maximal k-trees provides a characterization of the set of seeds of
T , as shown in the following theorem.
Theorem 3.5. For a maximal k-dense tree T = (V ,E), the union of all the seeds induces
one of the maximal k-trees Rc of T (called the core of T ).
Proof. Let n be the order of T , and proceed by induction on n. Since a maximal k-dense
tree with n  k + 1 is also a k-tree, the induction basis is easily verified for such values,
with Rc consisting of the whole graph. Let the property hold inductively for all maximal
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exactly k neighbours v1, . . . , vk . Let T ′ be the subgraph of T induced by V − {l}, and R′
be the core of T ′. Since l is a k-leaf, all the k-eliminations for T ′ can be extended for T
by inserting l in the first position, or possibly in one of the positions between 2 and n− k.
Then all the seeds for T ′ are also seeds for T , and R′ is contained in Rc if the latter exists.
We have two cases.
(a) l does not appear in any seed for T . Then Rc simply coincides with R′.
(b) l appears in some seed for T . Let σ be any of the corresponding k-eliminations, the last
k+1 elements σ(n− k), . . . , σ (n) form a (k+1)-clique (Observation 2.11). Since l is
adjacent only with v1, . . . , vk , such a clique has vertices l, v1, . . . , vk , with σ(n− k) =
vi for some i. Then, k new seeds S1, . . . , Sk are born for T , each containing l and k − 1
vertices from among v1, . . . , vk . Note, however, that once the (k+1)-clique of vertices
l, v1, . . . , vk is reached, anyone of these vertices can be eliminated at iteration n− k
in a valid k-elimination, hence also the k-clique of vertices v1, . . . , vk is a seed for T .
If we restrict the corresponding sequence to the vertices of T ′, the same k-clique is a
seed also for T ′. Hence v1, . . . , vk must be contained in R′, and l can be added to R′ to
form a k-tree. This new k-tree is Rc , since all the new seeds S1, . . . , Sk are contained
in it, and the new vertex l belong to such seeds. 
A maximal 2-dense tree with the four maximal 2-trees is shown in Fig. 3.1. The core is
the subgraph induced by {v1, v2, v3, v4, v5}.
Fig. 3.1. A maximal 2-dense tree with four maximal 2-trees induced by {v1, v2, v3, v4, v5} (the core),
{v5, v6, v7, v8, v9}, {v3, v6, v10, v12, v13}, {v11, v14, v15, v16}.
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Λσ (v) = {u ∈ adjG(v) | 〈σ 〉−1(u) > 〈σ 〉−1(v)
}
.
We have:
Proposition 3.6. Let T = (V ,E) and T ′ = (V ′,E′) be maximal k-dense trees, with V ′ ⊂ V
and T ′ = T [V ′], and let σ be a k-elimination for T . The subsequence σV ′ of the vertices
in V ′ is a k-elimination for T ′.
Proof. If |V ′|  k, then T ′ is a complete graph (Lemma 2.7) and every ordering of its
vertices is a k-elimination. For the same reasons, also if |V | k, the thesis obviously holds.
For |V | k + 1 and |V ′| k + 1 we prove the thesis by induction on |V ′|. If |V ′| = k + 1
then, from Lemma 2.7, T ′ is a complete graph and the thesis holds. If |V ′| = n > k + 1,
let the thesis hold for each maximal k-dense tree with n− 1 vertices which is an induced
subgraph of T . Let f ∈ V ′ be the vertex such that:
〈σ 〉−1(f ) = min{〈σ 〉−1(v) | v ∈ V ′}.
Since σ is a k-elimination for T , we have that |Λσ (f )| = k. From the definition of f we
know that adjT ′(f ) ⊆ Λσ (f ). Moreover, since δ(T ′) = k (T ′ is a maximal k-dense tree),
we know that degT ′(f )  k. In conclusion, we have that Λσ (f ) = adjT ′(f ) and so f is
a k-leaf of T ′. By Lemma 2.7 we know that T ′[V ′ − {f }] = T [V ′ − {f }] is a maximal
k-dense tree with n− 1 vertices. Therefore, by the inductive hypothesis, the sub-sequence
σV ′−{f } is a k-elimination for T [V ′ − {f }], hence σV ′ = [f | σV ′−{f }] is a k-elimination
for T ′. 
The maximal k-trees of a maximal k-dense tree can have only a limited number of
common vertices, as stated in the following theorem.
Theorem 3.7. Let T = (V ,E) be a maximal k-dense tree and let R′ = (V ′,E′) and R′′ =
(V ′′,E′′) be maximal k-trees of T . The following condition holds:
|V ′ ∩ V ′′| k − 1.
Proof. Let us suppose that both R′ and R′′ have more than k − 1 vertices. Let I = V ′ ∩
V ′′ and let us suppose w.l.o.g. that |I | = k. Finally let σ be a k-elimination for T . By
Proposition 3.6, we know that σ ′ = σV ′ is a k-elimination for R′ and σ ′′ = σV ′′ is a k-
elimination for R′′. The relative order for the vertices in I is the same in σ , σ ′ and σ ′′ and
the following condition holds for each v ∈ I :
(1)∣∣Λσ (v)∣∣ ∣∣Λσ ′(v)∪Λσ ′′(v)∣∣.
Let t be the leftmost vertex of I in σ . We have four cases to consider. If t is neither in the
seed of σ ′ nor in the seed of σ ′′ then |Λσ ′(t)| = |Λσ ′′(t)| = k. Hence there exist at least
two vertices u′, u′′ /∈ I such that u′ ∈ Λσ ′(t) and u′′ ∈ Λσ ′′(t). Therefore we have that
(2)∣∣Λσ (v)∣∣= k < k + 1 ∣∣Λσ ′(v)∪Λσ ′′(v)∣∣
against condition (1).
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and σ ′′ = [S′′ | σI ]. Hence the ordering σ ′′′ = [S′|S′′|σI ] if a k-elimination for the subgraph
T ′ of T induced by V ′ ∪V ′′. Moreover, for v ∈ V ′ ∪V ′′, we have that Λσ ′′′(v) is a k-clique
of T ′ and therefore T ′ is a k-tree containing both R′ and R′′, against the hypothesis of
maximality.
Let us consider the case in which t is in the seed of σ ′′ but not in the seed of σ ′,
the other one has a symmetric proof. By the choice of t we know that σ ′′ = [S′′ | σI ]
and |Λσ ′(t)| = k. Hence there is at least a vertex u′ such that u′ /∈ I and u′ ∈ Λσ ′(t). If
such vertices are more than one then condition (2) holds against condition (1) once again.
Otherwise, if u′ is the only vertex such that u′ /∈ I and u′ ∈ Λσ ′(t), then considering the
ordering [S′′ | σI ] we can reach the same conclusion of the previous case. 
Algorithm 3.1 is designed to build all the maximal k-trees of a maximal k-dense tree T .
We have:
Theorem 3.8. Let T = (V ,E) be a maximal k-dense tree, and σ be any k-elimination
for T . Algorithm 3.1, builds all the maximal k-trees of T .
Proof. Let σ be a k-elimination for T . If |V |  k + 1 then T is a complete graph hence
is a k-tree. This case is treated by the steps 3, 4, and 5. If |V | > k + 1, we prove the
thesis by induction on |V |. If |V | = k + 2 then T is a k-tree and is the sole maximal k-
tree. This is handled by step 7 (note that the cycle of step 11 is not executed in this case).
For |V | = n > k + 2, suppose that the thesis holds for each maximal k-dense tree of order
n−1 and set f = σ(1). By Definition 2.8, such a vertex is a k-leaf of T and by Lemma 2.7
the subgraph T ′ = T [V − {f }] is a maximal k-dense tree with n− 1 vertices. Then, for
each k-elimination for T ′, Algorithm 3.1 finds all the maximal k-trees of T ′. The ordering
σ ′ = σV−{f } is a k-elimination for T ′, so, if we apply Algorithm 3.1 to T ′ and σ ′, we
obtain an array D′ whose elements are the sets of the vertices of all maximal k-trees of T ′.
In the cycle of step 11, the vertices of T are examined in an inverted order with respect
to σ . For each iteration i of the cycle, all the performed operations are independent of the
vertices which will follow the one considered in the iteration, in particular the operations
for the vertex v = σ(i) involve the vertices in Λσ (v) only. From all this we have that the
array D′, obtained from the algorithm applied to T ′ and σ ′, is equal to the array D obtained
at the end of the iteration i = 2 of the cycle of step 11 in the execution of the Algorithm 3.1
with T and σ as input. Therefore at the end of this iteration all the maximal k-trees of T ′
are in D. We have still to prove that, in the last iteration i = 1 of the cycle, all the maximal
k-trees of T which contain the vertex f = v = σ(1) are found. Let R = (VR,ER) be one
of such maximal k-trees, V ′R = VR − {f } and R′ = R[V ′R]. We have two cases.
• R′ is a maximal k-tree of T ′.
For what we have previously proved, R′ is in some position of the array D.
If |V ′R|  k, the set Λσ (f ) = adjT (f ) must be a k-clique of R′. In fact, if this was
not true, the ordering σVR of the vertices of R would not be a k-elimination for R
with the properties of Definition 3.1, against Observations 2.11 and 3.2. Moreover, by
Theorem 3.7, we know that any two maximal k-trees of T ′ cannot share a k-clique
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⇒ σ , k-elimination for T .
Output: ⇐ D, array of the sets of vertices of the maximal k-trees of T .
Local Data: – N , array of sets of integers. N [i] denotes the set of indices in D of the k-trees to which the
vertex σ(i) belongs. Initially N [i] = ∅ for each i.
– j , number of k-trees currently found.
1: j ← 1
2: n ← |V |
3: if n k + 1 then
4: D[1] ← V
5: return D
6: end if
7: D[1] ← {σ(n− k − 1), . . . , σ (n)}
8: for i = n− k − 1 to n
9: N [i] ← {1}
10: end for
11: for i = n− k − 2 downto 1 do
12: v ← σ(i)
13: 〈Find the maximal cliques C1, . . . ,Cr of the subgraph of T induced by Λσ (v)〉
14: if r = 1 (that is C1 is a k-clique) then
15: t ← Intersection(C1, σ,N)
16: D[t] ← D[t] ∪ {v}
17: N [i] ← {t}
18: else
19: for all Cl , 1 l  r do
20: t ← Intersection(Cl, σ,N)
21: if |D[t]| = |Cl | then
22: D[t] ← D[t] ∪ {v}
23: N [i] ← {t}
24: else
25: j ← j + 1
26: for all u ∈ Cl do
27: N [〈σ 〉−1(u)] ← N [〈σ 〉−1(u)] ∪ {j}
28: end for
29: D[j ] ← Cl ∪ {v}
30: N [i] ← {j}
31: end if
32: end for
33: end if
34: end for
35: return D
Function Intersection
Input: ⇒ C, set of vertices,
⇒ σ , ordering of vertices,
⇒ N , array of sets of integer,
Output: ⇐ any of the integers in I (|I | > 0 always holds).
1: I ←⋂v∈C N [〈σ 〉−1(v)]
2: return i ∈ I
Algorithm 3.1. Construction of the maximal k-trees of a maximal k-dense tree.
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the condition in step 14 is true if Λσ (f ) is a k-clique, and so the index of R′ in D is
selected at step 15 by the inductive hypothesis.
If |V ′R|  k − 1 then, by Lemma 2.7, R′ is a complete graph ans so V ′R must be a
maximal clique of the subgraph of T induced by Λσ (f ) = adjT (f ), that is V ′R = Cs
for some clique Cs found at step 2. This is treated in steps 22 and 23 which are executed
if Cs is a maximal clique of T ′ as well (condition in step 21). That is R′ is a maximal
k-tree of T ′ since the graphs induced by the sets in D are maximal k-trees of T ′.
• R′ is not a maximal k-tree of T ′.
Let R′′ = (VR′′ ,ER′′) be the maximal k-tree of T ′ such that R′ is a proper sub-
graph of R′′. If |V ′R|  k we would have that adjT (f ) ⊆ V ′R and so the subgraph
T [VR′′ ∪ {f }] would be a k-tree of T containing R, against the hypothesis of max-
imality. Therefore |V ′R|  k − 1 and R′ is a trivial k-tree. Moreover, since R is a
trivial k-tree as well, we have that V ′R ⊂ adjT (f ), hence V ′R is one of the cliques,
say Cm, found in step 13. This case is treated in steps 25 to 30 which are reached if the
condition of step 21 is not true, that is if T [Cm] = R′ is not maximal in T ′. 
Theorem 3.9. For a maximal k-dense tree T = (V ,E) and a k-elimination σ , Algo-
rithm 3.1 can be implemented to run in O(k2kn) time, where n = |V |.
Proof. The for cycle of steps 8–10 requires (k) time. The for cycle of steps 11–34
performs (n) iterations. Step 13 can be executed in O(2k) time, since |Λσ (v)| = k for
each vertex v. The for cycle of steps 19–32 performs O(2k) iterations, where the most
expensive operation is the for cycle of steps 26–28 that requires O(k) time. All the set
operations can be implemented in constant time (with respect to n). Therefore the overall
time complexity is O(k2kn). 
Recalling that a k-elimination for T can be determined in (|V | + |E|) time (Theo-
rem 2.10) we conclude that the maximal k-trees of a maximal k-dense tree T = (V ,E) can
be constructed in linear time if k is treated as a prefixed constant parameter.
4. Connectivity of maximal k-dense trees
We now study the main connectivity properties of k-dense trees, and extend the notion
of spanning tree of a graph G to the one of “dense spanning tree” of G. We start with two
known concepts for arbitrary graphs.
Definition 4.1. A graph G = (V ,E) is r-connected with r integer, 1 r  |V |, if for each
X ⊂ V with |X| < r , the graph G[V −X] is connected. The greatest integer r for which
G is r-connected is the connectivity of G, denoted by κ(G).
Definition 4.2. A graph G = (V ,E) is l-edge-connected, with l  1 integer, if for each
Y ⊆ E with |Y | < l, the subgraph G′ = (V ,E −Y) of G is connected. The greatest integer
l for which G is l-edge-connected is the edge-connectivity of G, denoted by ε(G).
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(4.1)κ(G) ε(G) δ(G)
(recall that δ(G) is the minimum degree of the vertices of G). In particular we have:
Proposition 4.3. For a maximal k-dense tree T = (V ,E) with |V | > 1 we have κ(T ) =
ε(T ) = k.
The relation κ(T ) = k is known from Theorem 1 of [9], and ε(T ) = k immediately
derives from relation (4.1). Proposition 4.3 indicates that a maximal k-dense tree T remains
connected if we delete up to k − 1 edges. In fact, deleting the k edges incident to a k-leaf
l would divide T in two subgraphs not connected to one another, one consisting of l only.
Indeed a stronger property holds:
Theorem 4.4. Let T = (V ,E) be a maximal k-dense tree with |V | 2k. Partition V into
two disjoint subsets V ′, V ′′ with m = min{|V ′|, |V ′′|}, and let W = {xy ∈ E | x ∈ V ′, y ∈
V ′′}. We have:
(4.2)|W |mk − m(m− 1)
2
for m k,
(4.3)|W | k(k + 1)
2
for m> k.
Proof. Let T [V ′] = (V ′,E′), T [V ′′] = (V ′′,E′′). Let n = |V |, n′ = |V ′|, n′′ = |V ′′| and
(w.l.o.g.) m = n′. We have |E| = |E′| + |E′′| + |W |. Since T is a maximal k-dense tree of
order  2k, from Lemma 2.6 we have that |W | = nk − k(k+1)2 − |E′| − |E′′|. Since T [V ′]
and T [V ′′] are subgraphs of a maximal k-dense tree, the inequalities of Lemma 2.6 hold
for them as well. For m = n′  k we have n′′  k, and, by Lemma 2.6:
|W | nk − k(k + 1)
2
− n
′(n′ − 1)
2
− n′′k + k(k + 1)
2
= n′k − n
′(n′ − 1)
2
that proves relation (4.2). If m = n′ > k we have n′′ > k as well, and, by Lemma 2.6:
|W | nk − k(k + 1)
2
− n′k + k(k + 1)
2
− n′′k + k(k + 1)
2
= k(k + 1)
2
that proves relation (4.3). 
Theorem 4.4 indicates that a maximal k-dense tree T = (V ,E) with |V | 2k can be di-
vided into two subgraphs of a certain minimum order m k non connected to one another,
only if at least mk − m(m−1)2 edges are deleted. If m > k the lower bound k(k+1)2 applies,
which is independent of m. For example the maximal 3-dense tree of Fig. 2.2 can be di-
vided into two subgraphs with vertices {v1, v2, v4}, {v3, v5, v6, v7, v8, v9} (m = k = 3) by
cutting 3 ·3− 3·22 = 6 edges (relation (4.2)). The division {v1, v2, v3, v4}, {v5, v6, v7, v8, v9}
(m = 4) is obtained by cutting 3·42 = 6 edges (relation (4.3)).
In a sense Theorem 4.4 strengthens the notion of edge connectivity, and shows that
maximal k-dense trees are “difficult” to cut in relation to their relatively small number of
468 G. Franceschini et al. / Journal of Discrete Algorithms 4 (2006) 455–474edges (compare the lower bounds in (4.2), (4.3) with the upper bounds in (2.1), (2.2)). This
suggests to adopt these trees as backbones of arbitrary graphs for connection purposes, for
example to maintain vertex connection in a network subject to edge failures. In this respect
we see a maximal k-dense tree contained in a graph G as a “reinforced” spanning tree of G.
Formally, given a graph G = (V ,E), a maximal k-dense tree T = (V ,E′) with E′ ⊆ E
will be called a dense spanning tree of G (shortly DST). Any connected graph admits
a DST for k = 1 (the standard spanning tree), but a DST may not exist for arbitrary k. To
search for the latter one may use the following Algorithm 4.1 that builds a maximal k-dense
tree (if any) starting from a clique C of G, and inserts one by one the remaining vertices
y in the solution, together with k edges connecting y to the set of vertices currently built.
If the construction cannot be successfully completed, another clique is chosen as a starting
seed, and the construction restarts. We have:
Theorem 4.5. For a graph G = (V ,E) and an integer k  1, Algorithm 4.1 decides
whether G contains a maximal k-dense tree T (i.e., a DST for the given k) as a sub-
graph, and in the affirmative case builds T . The algorithm can be implemented to run in
time O
((|V |
k
)
(|V | + |E|)).
Proof. Correctness. The algorithm proceeds in stages. Entering stage i, the vertices of a
subset V1 ∪V2 have been already put in the current solution, with the elements of V1 and V2
inserted up to stage i − 2, and in stage i − 1, respectively. Among the remaining vertices,
Input: ⇒ k  1 integer; G = (V ,E), graph with |V | > k.
Output: ⇐ maximal k-dense tree T = (V ,ET ) with ET ⊆ E, or failure if no such a tree exists.
1: for all k-cliques C ⊂ V do
2: ET ← {xy | x, y ∈ C}
3: V1 ← ∅; V2 ← C; V3 ← ∅
4: Px ← ∅ for each x ∈ V −C
5: while V2 = ∅
6: for all x ∈ V2 do
7: for all x, y ∈ E with y /∈ V1 ∪ V2 ∪ V3
8: Py ← Py ∪ {x}
9: if |Py | = k them
10: V3 ← V3 ∪ {y}
11: ET ← ET ∪ {yz | z ∈ Py }
12: end if
13: end for
14: end for
15: if |V1| + |V2| + |V3| = |V | them
16: return T = (V ,ET )
17: else
18: V1 ← V1 ∪ V2; V2 ← V3; V3 ← ∅
19: end if
20: end while
21: end for
22: return failure
Algorithm 4.1. Build a DST T for a graph G and a value k, or report that no such a DST exists.
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edges become part of the solution. If V3 = ∅ the construction cannot be brought to com-
pletion, the assignment V2 ← V3 interrupts the while cycle on V2, and a new run starts
picking a new seed C. Clearly if a different construction exists for a maximal k-dense tree,
starting from C and inserting the other vertices v1, . . . , vn−k in this order, Algorithm 4.1
certainly builds a solution with each vertex vi inserted at a stage  i.
Complexity. The main for cycle performs up to
(|V |
k
)
iterations. Each iteration requires
updating the sets V1, V2, V3, and ET , and checking whether the extremes y of all edges are
contained into V1 ∪V2 ∪V3. Each vertex can be marked upon insertion into V2 and V3, and
then passed into V1, hence the above test on y can be done in constant time. Each iteration
then requires O(|V | + |E|)). 
A natural question is finding a DST with maximum number of edges, if a maximal
k-dense tree does not exist in G for the given value k. This problems is open and probably
difficult. An approximate solution is given in [11] for k = 2.
A notion close to connectivity is the one of linkage. We have:
Definition 4.6. For r  1 integer, a graph G = (V ,E) with |V |  2r is r-linked if, for
every 2r distinct vertices s1, . . . , sr , z1, . . . , zr , there exist r disjoint paths P1, . . . ,Pr in G
such that Pi = si . . . zi , for all 1 i  r .
An r-linked graph is also r-connected, but the converse does not hold (see [3]). We
have:
Theorem 4.7. For a maximal k-dense tree T = (V ,E), with |V | 2 k+12 , we have:
(i) T is  k+12 -linked,
(ii)  k+12  is the greatest integer for which this is possible.
Proof. (i) Letting r =  k+12 , we prove by induction on |V | that T is r-linked. Let |V | =
n = 2r . If k is even then r = k2 and n = k, otherwise, r = k+12 and n = k + 1. In both cases
T is a complete graph and hence, whatever the pairing of the n vertices of T may be, for
each pair there is a path of length 1 which links the two vertices and, obviously, all these
paths are disjoint.
If |V | = n > 2r , let us suppose that each maximal k-dense tree of order n−1 is r-linked.
Let f be a k-leaf of T . By Lemma 2.7 we know that degT (f ) = k. Let s1, . . . , sr , z1, . . . , zr
be 2r distinct vertices, S = {si | 1 i  r} and Z = {zi | 1 i  r}. We have two cases.
1. f /∈ S and f /∈ Z. By the inductive hypothesis there are r disjoint paths P1, . . . ,Pr in
T [V − {f }] such that, for all i, Pi = si . . . zi . Obviously such paths are contained in T
as well.
2. f ∈ S or f ∈ Z. W.l.o.g. let f = si ∈ S. We have two cases.
(a) zi ∈ adjT (f ). Let us consider the path Pi between si and zi with the only
edge {si , zi}. We will use the inductive hypothesis for the other pairs of vertices
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tive hypothesis, there are r disjoint paths P1, . . . ,P ′i , . . . ,Pr in T [V − {f }] such
that P ′i = h . . . zi and Pj = sj . . . zj , for all j = i (1 j  r). Obviously, the r − 1
paths Pj with j = i are disjoint in T as well. Moreover, since they are disjoint
from the path P ′i , none of them contains the vertex zi and then they are disjoint
from Pi as well. Therefore T is r-linked.
(b) zi /∈ adjT (f ). Since r =  k+12 , there is a vertex u ∈ adjT (f ) − (S ∪ Z). By the
inductive hypothesis, there are r disjoint paths P1, . . . ,P ′′i , . . . ,Pr in T [V − {f }]
such that P ′′i = u . . . zi and Pj = sj . . . zj , for all j with j = i and 1  j  r .
Obviously, such paths are disjoint in T as well. Since f and u are adjacent, the
path Pi = fP ′′i links f and zi in T and is disjoint from the path Pj , for all j with
j = i and 1 j  r . Therefore T is r-linked.
(ii) First we prove that the condition p < k2 + 1 is necessary for T to be p-linked. Let
f be a k-leaf of T , adjT (f ) = {d1, . . . , dk} (we know that degT (f ) = k from Lemma 2.7),
and let s1, . . . , sp, z1, . . . , zp be 2p distinct vertices of T , with S = {si | 1  i  p} and
Z = {zi | 1 i  p}. W.l.o.g. let f = si ∈ S. For T to be p-linked, there must exist j with
1 j  k such that dj /∈ S − {si} and dj /∈ Z − {zi}. Otherwise each path between f and
zi should include one of the vertices in the set (S − {si}) ∪ (Z − {zi}) and so there could
not be p disjoint paths which link the pairs of vertices. Therefore we have |(S − {si}) ∪
(Z − {zi})| = 2p − 2 < k, that is p < k2 + 1.
If k is odd, we have that k2 + 1 = k−12 + 12 + 1 and so p = k+12 . If k is even, k2 =  k+12 ,
and so p = k2 . Joining the two cases we conclude that the greatest integer for which the
condition holds is p =  k+12 . 
A linear time algorithm to construct the r disjoint paths of Definition 4.6, for a maximal
k-dense tree, can be easily derived from the proof of Theorem 4.7.
5. Decomposition in k-spanning trees
We now study how to decompose a k-dense forest (or tree) into a family of spanning
subgraphs that are special extensions of spanning trees. As will be clear in the following
it is convenient to start from maximal dense trees, to discuss the meaning of our results in
general. In fact we will show that a maximal k-dense tree T can be seen as the union of k
spanning trees for T with a common “root” consisting of a subgraph of order k. We pose:
Definition 5.1. Given a maximal k-dense tree T = (V ,E) with |V | k, a k-spanning tree
for T (k-ST for short) is a subgraph S = (V ,E′) of T consisting of a complete subgraph R
of order k, called k-root, and a set of disjoint standard trees connected to the vertices of R.
Since the k-root is a complete graph, a k-ST has |E′| = |V |− k+ k(k−1)2 = |V |+ k(k−3)2
edges, for any value of k. A 3-ST S for the maximal 3-dense tree of Fig. 2.2 is shown in
Fig. 5.1 with solid edges. The 3-root of S has vertices {v5, v6, v7}. Two trees connected to
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v7, and one tree connected to v5, are also contained in S. Two other 3-STs with the same
3-root are shown with dashed and dotted edges, respectively. Note that if T is not complete
a k-ST for T may not exist (in particular T may not contain a k-clique to form the k-root).
Definition 5.2. For a maximal k-dense tree T , a k-ST decomposition is a set of k k-STs
with the same k-root, covering all the edges of T and sharing only the edges of the k-root.
A k-ST decomposition is shown in Fig. 5.1. Algorithm 5.1 below produces a k-ST
decomposition assigning, at each iteration, a new edge to each of the k-STs under con-
struction, and extracting such edges from T until a complete graph of order k (the k-root)
is reached. The following Theorem 5.4 implicitly proves that a k-ST decomposition for a
maximal k-dense tree always exists.
We first pose:
Lemma 5.3. Let T be a maximal k-dense tree with n  k + 2 vertices, l1, . . . , lf be the
k-leaves of T , and COL be a set of k colors. For each leaf li , assign a different color from
COL to each of the k edges incident to li . Assign any color from COL to each of the other
edges of T . Then, no monochromatic cycle of edges containing a k-leaf appears in T .
Lemma 5.3 trivially holds because a monochromatic cycle containing a k-leaf li would
include two edges of the same color incident to li , against the hypothesis on the color
assignment to all such edges. It is worth noting that such an assignment can be certainly
carried out since no two k-leaves are adjacent (Lemma 2.7). Assigning colors to the edges
incident to the k-leaves corresponds to assigning the same edges to the different k-STs
under construction in Algorithm 5.1 (steps 2 to 6 in each recursive call of the procedure
KST.DECOMP).
We now have:
Theorem 5.4. Given a maximal k-dense tree T = (V ,E), |V | k, Algorithm 5.1 builds a
k-ST decomposition for T in linear time.
Proof. Correctness. If |V | = k or |V | = k + 1, the procedure KST.DECOMP is applied
only once. Otherwise is recursively applied after pruning the k-leaves of the maximal
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Output: ⇐ k-STs S1 = (V ,E1), . . . , Sk = (V ,Ek) for T with common k-root C = (VC,EC), where
E1 ∪ · · · ∪Ek = E, and Ei ∩Ej = EC for any i, j .
1: for i ← 1 to k do
2: Ei ← ∅
3: end for
4: KST.DECOMP(T = (V ,E))
5: return S1 = (V ,E1), . . . , Sk = (V ,Ek)
Procedure KST.DECOMP
Input: ⇒ T¯ = (V¯ , E¯), maximal k-dense tree |V¯ | k
1: if |V¯ | > k + 1
2: let l1, . . . , lf be 〈the k-leaves of T¯ 〉
3: for i ← 1 to f do
4: let e1, . . . , ek be 〈the edges incident to li 〉
5: for j ← 1 to k do
6: Ej ← Ej ∪ {ej }
7: E¯ ← E¯ − {ej }
8: end for
9: end for
10: V¯ ← V¯ − {l1, . . . , lf }
11: KST.DECOMP(T¯ = (V¯ , E¯))
12: else if |V¯ | = k + 1 then
13: v ← 〈choose at random a vertex in V¯ 〉
14: let e1, . . . , ek be 〈the edges incident to v〉
15: for j ← 1 to k do
16: Ej ← Ej ∪ {ej }
17: end for
18: else
19: for j ← 1 to k do
20: Ej ← Ej ∪ E¯
21: end for
22: end if
Algorithm 5.1. k-ST decomposition of a maximal k-dense tree.
k-dense tree T¯ . By Observation 2.11 the procedure is never applied to a graph with less
than k vertices, and correctly terminates with a complete graph C of order k which is then
inserted in all the components S1, . . . , Sk (step 19). We have to prove that all the Si are
k-STs with k-root C, and that they cover all the edges of T . Consider an arbitrary com-
ponent Sh. At each recursive call of KST.DECOMP no cycle is formed by Lemma 5.3.
After the last call we have |V¯ | = k or |V¯ | = k + 1. In the first case we stop with C. If
|V¯ | = k + 1 we prune a k-leaf v and assign one of its edges to Sh (steps 13 to 16), without
forming any cycle. Then we stop again with C. In conclusion Sh has no cycles except for
the ones totally contained in C. To prove that Sh is a k-ST, we must also prove that all
the vertices of V − VC are connected to C. For this purpose note that, by Lemma 2.7 and
Observation 2.11, in each call of KST.DECOMP no two k-leaves li , lj are connected by
an edge. Then we insert in Sh one edge for each of the k-leaves l1, . . . , lf , connecting such
k-leaves with other vertices not yet pruned from V¯ (steps 2 to 6). In conclusion we form
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proof is completed noting that, by construction, all the edges of T are inserted in S1, . . . , Sk
(steps 3 to 6; 14 to 16; and 19 to 20).
Complexity. The algorithm can be implemented to run in time (|V | + |E|), using
proper data structures, because it can be easily verified that each vertex as well as each
edge of T is inspected only once. 
Algorithm 5.1 applied to the maximal 3-dense tree of Fig. 2.2 generates the 3-ST de-
composition already shown in Fig. 5.1
If the original k-dense tree T is not maximal, or is a k-dense forest, a simple extension
of Algorithm 5.1 generates a decomposition in k-spanning forests with obvious meaning.
In fact Lemma 2.7, hence Lemma 5.3, not necessarily hold now. To avoid forming cycles,
we can first add dummy edges to T to transform it into a maximal k-dense tree; then apply
Algorithm 5.1 as it is; then eliminate the dummy edges from S1, . . . , Sk which become
k-spanning forests. In this decomposition the k-root is still a subgraph of T with k vertices,
but is not necessarily maximal.
6. Concluding remarks
In this paper we have reviewed the basic theory of k-dense trees, a family of undi-
rected graphs previously known as k-degenerate graphs, and shown their relation with
k-trees. Vertex and edge connectivity has also been investigated, and the use of maximal
k-dense trees as dense spanning trees has been discussed for arbitrary graphs. Further-
more, the decomposition of k-dense forests or trees into standard spanning trees has been
studied.
Studying the relations between k-dense trees and k-trees is motivated by the large at-
tention devoted to k-trees in the literature, with the aim of showing that k-dense trees
exhibit broader properties. Although conducted with an algorithmic focus this part of our
work is mostly theoretical, and some of the results obtained pertain to the realm of graph
theory. k-dense trees, however, are relevant in several applications. The first aspect to be
considered is related to Internet routing, that is currently based on the construction of
shortest-path trees which span the network. Here the failure of a single link interrupts the
communication [13]. Fault tolerant shortest-path trees constitute at present an important
subject of research, e.g., see [14]. In this respect a k-dense tree embedded in a distrib-
uted system plays the role of a reinforced spanning tree, allowing some degree of fault
tolerance [11].
Other applications are found in the field of data structures, where k-dense search trees
can be defined as extensions of the standard binary search trees with k parents per node, to
be used in dictionary operations, and possibly distributed among different processors [10].
Applications in computational genetics, in particular to phylogenetic trees, are also possi-
ble and currently under investigation.
The field where most of the work has to be done, however, is the one of graph algo-
rithms that has been essentially ignored for k-degenerate graphs. Many classical problems
for trees and graphs should be reconsidered for dense trees, in addition to the problems
474 G. Franceschini et al. / Journal of Discrete Algorithms 4 (2006) 455–474considered here. Particularly interesting is investigating which hard problems on arbitrary
graphs become easy for k-dense trees [5].
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