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現在，我々の生活環境の情報化，インテリジェント化が進んでいる．その一例として，身近な機器であ
る家電製品のネットワーク化が実現し，利便性の向上が図られている．一方，多機能化することで，操作
が複雑化するといった問題が生じる．我々の周囲にある機器の多くは，ボタンやリモコンを用いて操作さ
れる．しかし，ボタン操作では，操作する位置が限定されるため，不便な場合がある．また，リモコン操
作では，離れた場所から操作できる利点があるが，リモコンの位置が常に特定されないため，リモコンを
探してから操作を行うというように二度手間になる欠点もある．特に家電製品の様な日常生活で頻繁に使
用する機器は，ユーザが直感的に操作できることが望ましい．さらに，テレビなどの遠隔操作に利便性を
有する機器の操作に関しては，操作する位置の拘束をうけないことも要求される．このことから，人間の
自然な行動を利用し，かつ非接触のインタフェースが有効であると考えられる．我々の日常的なコミュニ
ケーション手段を考えた場合，身振り手振りなどのジェスチャを頻繁に用いている．そこで，直感的でか
つ非接触での操作を可能にするマン・マシン・インタフェースの一つとして，ジェスチャが挙げられる．
これまでに，動画像からジェスチャを認識する研究が数多く報告されている．また，それらのジェスチャ
認識技術を用いて部屋全体を知能ロボット化したインテリジェントルームの研究も行われている．しかし，
これらの多くは，ジェスチャを認識できる場所が限定されているため，生活空間での実用性に欠ける．本
研究では，ジェスチャ認識によるマン・マシン・インタフェースの実利用を目指し，操作位置の拘束がな
いインテリジェントルームの構築を行う．本研究で扱うインテリジェントルームとは，室内にカメラを取
り付け，部屋全体を知能ロボット化した部屋であり，一般的なオフィスや家庭などへの適用を想定してい
る．具体的な機能としては，テレビや照明機器などの家電製品をジェスチャで操作するものとする．操作
者はグローブやマイクなど特別な物をつけることなく，日ごろ生活している状態で操作を行えるものとす
る．さらに，室内に複数の人間が存在する場合でも，インテリジェントルームが操作しようとする人を自
立的に特定する．また，操作者は，操作する場所の拘束を受けず，室内の自由な場所で操作可能とし，ジ
ェスチャには手および指のみを用いて行うこととする．本論文では，「ロバストなジェスチャ認識手法の構
築とそのインテリジェントルームへの応用」と題し，以下の 9 章から構成される． 
第 1 章では，研究の背景及び位置づけを述べた．その現状から，インテリジェントルームにおける人間
とロボットとの自然で柔軟なヒューマン・マシン・インタフェースが重要であると考えられ，その実現を
本研究の目的とした． 
第 2 章では，本研究に関連する過去の研究のサーベイ結果を示す．2.2 節ではジェスチャ認識の前処理と
なる「顔・手領域抽出」に関するサーベイ結果を示す．2.3 節では，画像中から顔または手領域が抽出され
た後の「ジェスチャ認識」に関するサーベイ結果を示す．抽出された領域の動きを認識する種々の手法と
ともに，手のジェスチャ，頭部のジェスチャ，全身を使ったジェスチャなど，ジェスチャの部位による認
識手法を紹介する．2.4 節では，ロボットの要素技術を空間にインテグレートした既存システムのサーベイ
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を示す．2.5 節では，2.2 節から 2.4 節でサーベイを行った内容に関して，現状と課題をまとめる． 
第 3 章では，本研究で扱うインテリジェントルームの概要について述べる．部屋を知能化，ロボット化
した研究は多く存在する．よって，3.2 節では，それらの研究との差別化を図るとともに，本研究で扱うイ
ンテリジェントルームを明確にするために，本研究におけるインテリジェントルームの定義を示す．3.3 節
では，構築するインテリジェントルームにおいて，必要とされる技術について述べる．ヒューマン・マシ
ン・インタフェースとしてジェスチャを適用するために，操作者の発見や，その後のジェスチャ認識手法
を示す．さらに，人間と機械とのインタラクションの必要性とその手法を示す．また，インテリジェント
ルームにおけるハードウェア制御手法についても示す．3.4 節では，構築するインテリジェントルームの概
要をまとめ，システムの処理の流れを示す． 
第 4 章では，インテリジェントルームにおいて操作者の位置を特定するために，複数のカメラから得ら
れる操作者の手振り位置を用いて，ステレオ視の原理に基づいて 3 次元位置を計測する手法を提案する．
また，処理領域を限定するためのカメラ制御について述べる．4.2 節では，操作者の手振り位置からステレ
オ視の原理に基づいて操作者の 3 次元での位置を特定する手法について述べる．4.3 節では，処理領域を限
定するために手領域を画像の中心付近に位置させるための Pan-Tilt 制御，操作者の手領域を常に一定の大き
さに撮像するための Zoom 制御について述べる． 
第 5 章では，本章では，ジェスチャ認識の前処理である肌色登録について述べる．色情報を用いて手領
域を安定的に抽出するためには，予め定めた肌色情報（固定閾値）を用いるのではなく，以下の条件を考
慮した抽出手段が必要である．(1)光源の種類によるホワイトバランスの変化，(2)光源の強さ，(3)肌色の個
人差，(4)光源と手の位置関係．本研究では，インテリジェントルーム内における操作者の手の位置を特定
し，その領域の色情報を登録することで，安定した手領域の抽出を行うための手法を提案する．まず，5.2
節では，手領域抽出に用いる色空間や統計量について述べる．種々の色空間において，手の肌色と類似し
た色のものとの色分布の比較を行い，手の肌色抽出に最適な色空間を決定する．5.3 節では，手領域抽出の
ための統計量を定め，操作者の肌色を自動的に登録する手法を提案する．5.4 節では，肌色登録で得られた
統計量によって算出されるマハラノビス距離から，手領域を抽出する手法について述べる．マハラノビス
距離のしきい値評価には，χ2分布を用いて決定する手法を述べる．さらに，5.5 節では，手振り認識による
肌色登録手法について述べる．手振り認識処理（6.2 節で詳しく述べる）で操作者の位置を特定すると同時
に，その手振りを検知した画素の色情報を登録する．システムにおける操作開始の合図と同時に肌色登録
を行うことができるため，システムとしてスムーズな操作が期待できる． 
第 6 章では，手の動作軌跡や形状などの特徴量から様々なジェスチャを認識する手法を提案する．6.2 節
では，手振りの検出手法について述べる．本手法は，低解像度化した濃淡画像の各画素に対して時間軸方
向の FFT を行い，その中で手振り領域の検出を行う．つまり，カラー情報を用いていないため，照明条件
や肌色の個人差に対してロバストである．さらに，あらかじめ手領域を抽出するといった処理は不要であ
り，高速な処理が期待できる．6.3 節では，指の本数認識手法について述べる．指が重なった場合や，指以
外の領域に対処する手法もあわせて提案する．6.4 節では，指差し方向認識手法について述べる．複数台の
カメラから得られる画像上での指差し方向ベクトルを求め，それらを三次元空間に投影し，投影された 2
平面の交線を指差し方向とする．6.5 節では，手の動作認識手法について述べる．手の動作特徴量(移動量，
面積変化量，幅と高さの変化)から DP マッチングを行うことで手の動作を認識する．6.6 節では，判定ジェ
スチャの認識手法について述べる．肯定を表す“OK”ジェスチャと否定を表す“Cancel”ジェスチャを認
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識する手法を提案する．6.7 節では，手拍子の認識手法について述べる．手拍子の減衰，パワースペクトル
などの特徴を用いた認識手法を提案する．6.8 節では，6.2 節で提案した手振り認識手法を応用したジェス
チャ認識手法について述べる．手振り認識手法と同様に低解像度化した濃淡画像の各画素に対して時間軸
方向の FFT を行い，周期運動領域を抽出する．抽出された領域の位相スペクトルに着目し，4 種類の周期
ジェスチャを識別する手法を提案する． 
第 7 章では，インテリジェントルームにおける家電製品の操作手法について述べる．7.2 節では，操作対
象を決定する手法について述べる．インテリジェントルーム内に操作対象として「テレビ」，「扇風機」，「照
明機器」を配置している．7.3 節では，前述した家電製品の操作方法について述べる．6 章で提案した各種
ジェスチャ認識手法を組み合わせ，自然な動作によるヒューマン・マシン・インタフェースを実現する． 
第 8 章では，4 章から 7 章で提案した手法の有効性を検証するために実験を行っている．まず，8.2 節で
実験に用いた機器及び実験システムの構成を示す．8.3 節では，4 章で述べたステレオ視を用いた 3 次元位
置計測の実験結果を示す．また，カメラのキャリブレーションを行った結果も示す．8.4 節では，4 章で述
べたカメラの Pan-Tilt 制御，Zoom 制御の実験結果を示す．また，実験によって求めた各制御の制御量を決
定する近似式も示す．8.5 節では，6.2 節で提案した手振り検出の実験結果を示す．計測距離や照明環境を
変化させて手振りの検出実験を行い，各条件で平均して 95%の認識率が得られ，手法の実用性を確認して
いる．また，誤認識要因となりうるテレビ画面や蛍光灯などのノイズ源の影響について検証し，問題ない
ことを確認している．さらに，全方位カメラや遠赤外線カメラといった他のカメラへの応用実験も行い，
有効性を示している．8.6 節では，5 章で提案した肌色登録手法の実験結果を示す．HSI 色空間において，
明るさを 3 段階に変化させた手領域の画像を用いて肌色抽出を行い，照明変動に対しても手領域のみを抽
出できていることができている．また，指などの細かい形状も抽出できていることを確認している．8.6.3
項では，5.5 節で提案した手振り認識を利用した肌色登録手法の実験結果を示す．まず，肌色の登録値の妥
当性を検証するために，本手法による登録値と手作業による手領域の登録値との比較を行う．次に，距離
に対する性能を評価するために，カメラから 1.5[m]，3[m]，5[m]の距離における実験を行う．実験の結果，
遠方では性能は落ちるものの，概ね良好な結果が得られ，実用的なレベルであることを確認している．更
に，環境の色に対する性能を評価するために，衣服と背景の色を変えて実験を行い，肌色と同系色の背景
では性能が劣るものの，灰色や青色の背景では高い成功率が得られている．8.7 節では，6.3 節で提案した
指の本数認識の実験結果を示す．被験者 5 人を対象に指本数を 0 本から 5 本まで変化させて指の本数認識
実験を行っている．どの本数の認識でも 80%以上の認識率であり，良好な結果が得られている．8.8 節では，
6.4 節で提案した指差し方向認識の実験結果を示す．1 つのカメラの光軸となす角を 0[deg]から 180[deg]ま
で 15[deg]ずつ変化させて指差し方向の認識実験を行い，各角度での認識精度を示す．手領域(手領域と顔領
域)が確実に抽出できれば，水平方向に関しては実用上十分な精度が得られることを確認している．8.9 節
では，6.5 節で提案した手の動作認識の実験結果を示す．被験者 5 人を対象に提案した 4 種類のジェスチャ
の認識実験を行い，各ジェスチャにおける認識率を示す．被験者によってばらつきが見られるが，各ジェ
スチャにおいて 85%以上の認識率を得られ，手法の有効性を確認している．8.10 節では，6.6 節で提案した
判定ジェスチャの実験結果を示す．被験者 5 人を対象に“OK”ジェスチャ，“Cancel”ジェスチャの認識実
験を行い，各ジェスチャにおける認識率を示す．被験者によってばらつきが見られるが，“OK”ジェスチ
ャ，“Cancel”ジェスチャ共に平均して 80%以上の認識率を得られ，手法の有効性を確認している．8.11 節
では，6.7 節で提案した手拍子の認識の実験結果を示す．被験者 5 人を対象に距離及び叩く回数を変化させ
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て認識実験を行い，各ケースにおける認識率を示す．各ケースともに 90%以上の高い認識率が得られてい
る．8.12 節では，6.8 節で提案した周期運動検出に基づくジェスチャ認識の実験結果を示す．周期運動検出
に基づくジェスチャ認識手法の有効性を検証するために，まず提案手法が照明環境と異なる被験者に対し
てロバストに周期運動を検出することを確認する．次に，周期運動の検出に用いるパターン認識手法とし
て，SVM とは異なる他の基準，判別分析の代表的な手法などと性能を比較し，識別性能の観点から SVM
を利用する妥当性を検証する．最後に，位相スペクトルを用いた周期ジェスチャの識別手法の有効性を検
証する．水平方向の動作は 96%の高い認識率が得られているが，垂直方向や回転動作では誤認識も多く，
今後改良が必要である．8.13 節では，4 章から 7 章で提案した手法に基づき，インテリジェントルームに
おける機器操作システムを統合し，それらの動作実験を示す．統合したシステムでは，GUI(Graphical User 
Interface)や音声でユーザへ知らせる機能も搭載している．8.14 節では，それぞれのモジュールの処理時間
をまとめる．その結果より，個々の認識処理にかかる時間は実用上問題無いレベルであることが示されて
いる． 
最後に第 9 章で本論文の結論と展望を示す．本研究では，知能を持つ部屋であるインテリジェントルー
ムの一例として，パン・チルト・ズーム機能を持つカメラを室内に複数台設置しジェスチャ認識によって
家電製品を操作するシステムを構築した．手振り認識によって操作者の検出および 3 次元位置の計測を行
ってズームアップし，指差し認識によって指示対象物を選択し，指の本数認識や手の縦ないし横の往復運
動の認識によってスイッチのオン・オフやボリュームのアップ・ダウン，テレビのチャンネルの選択など
の機能を実現した．操作者は室内の自由な位置で機器を操作することが可能で，また人にわかりやすいジ
ェスチャのみを用いており，人に優しいインタフェースを持つインテリジェントルームの一例を構築する
ことが出来たと考える．また，システムとして見た時，以下の 3 点に特に意義があると考える．(1)手振り
検出手法の利用により操作者を安定に特定することが可能なこと，(2)パン・チルト・ズームカメラを利用
し，カメラの画角・撮像範囲を変化させることにより，任意の位置における操作者発見と指などの細かな
ジェスチャ認識の実現を両立•手振り検出後の肌色登録により，異なる照明環境や肌色の個人差に対するロ
バスト性を向上したこと，(3)認識処理の単純化により，安価な装置で実現することが可能であり，実用性
の向上につながること．本研究では，2 台のカメラだけでできる機能を実現しており，カメラだけでここ
まで出来ることを示した．今後の展開として，インテリジェントルーム自体の完成度を向上させるために
以下の 4 つ項目を考えている．(1)移動ロボットの導入：本研究におけるインテリジェントルームでは，テ
レビ，扇風機，照明機器の操作システムの構築を行った．今後は，「家電製品の操作」だけでなく，人間に
対して物理的なサービスを提供するような「ホームロボットの操作」も導入していきたい．(2)音声認識の
導入：本研究では，画像処理によるジェスチャ認識のみでヒューマン・マシン・インタフェースを構築し
た．しかし，さらなる実用性の向上を考えた場合，音声認識によるヒューマン・マシン・インタフェース
を併用することが考えられる．つまり，各々のインタフェースの欠点を補う手法を融合させることで，ユ
ーザビリティが向上すると考えられる．(3)各手法の認識精度の向上：本研究において提案した各手法はま
だ改善の余地がある．特に，指差し方向認識においては十分な認識精度が得られていない．改善策として，
手領域の抽出精度の向上が挙げられる．(4)システムとしての操作性向上：個々の認識処理にかかる時間は
実用上問題無いレベルである．しかし，システム全体としての時間，つまり家電機器を操作するまでにか
かる時間がかかっている．操作ステップが多いことが要因の一つである．操作シーケンスを再検討し，シ
ステムの更なるユーザビリティの向上を目指したい． 
