Abstract-This paper studies the frames corresponding to oversampled filter banks (FBs). For this class of FB frames, we present a state-space parameterization of perfect reconstruction FB frames and explicit and numerically efficient formulas to compute the tightest frame bounds, to obtain the dual FB frame, and to construct a tight (paraunitary) FB frame from a given untight (nonparaunitary) FB frame. The derivation uses well-developed techniques from modern control theory, which results in the unified formulas for generic infinite-impulse-response (IIR) and finite-impulse-response (FIR) FBs. These formulas involve only algebraic manipulations of real matrices and can be computed efficiently, reliably, and exactly without the approximation required in the existing methods for generic FBs. The results provide a unified framework for frame-theory-based analysis and systematic design of oversampled filter banks.
I. INTRODUCTION

R
ECENTLY oversampled filter banks (FBs) with redundant signal expansions, as shown in Fig. 1 , have attracted much attention. Their advantages include increased design freedom, enhanced noise reduction, and improved capacity for signal and information representation [1] - [6] . A great deal of research has been devoted to the analysis and design of oversampled FBs. In [7] - [10] , the oversampled FBs allowing an efficient and fast implementation are studied to obtain oversampled DFT FBs and oversampled cosine-modulated FBs. In [5] , [11] , and [12] , the results of critically sampled FBs in [13] - [15] are extended to obtain the lattice structure and parameterization of linear phase Manuscript received August 24, 2005 ; revised March 13, 2006 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Antonia Papandreou-Suppappola. This work was supported in part by the Australian Research Council's Discovery funding scheme (project number DP0343057) and in part by National Science Foundation of China under grants 60304011 and 60672064.
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Digital Object Identifier 10.1109/TSP.2006.885786 oversampled FBs. In [1] - [3] , and [16] , an elegant frame-theoretic approach is presented for the analysis and design of general oversampled FBs. This approach is used in [8] , [10] to analyze and design cosine-modulated FBs with integer oversampling factor. While the research effort focuses on finite-impulse-response (FIR) oversampled FBs or infinite-impulse-response (IIR) FBs with some special structures, there have been no unified tools developed for systematic analysis and design of generic (IIR and FIR) oversampled FBs.
The results presented in [1] - [3] , [16] , [17] reveal that perfect reconstruction (PR) can always be achieved if the oversampled FB is a frame in and that the frame bounds are important numerical properties of FBs, which can be used to analyze and design oversampled FBs. These results have provided a powerful theoretical guide to the analysis and design of oversampled FBs. In order to apply these important results in practice, efficient methods are required to compute the frame bounds and dual FB frames for the given FBs and to construct the tight FB frames from the given untight FB frames. Great efforts have been made in [1] , [2] , [8] , [10] , and [16] to develop such methods, and some effective methods have been developed for the FBs with special structures [2] , [8] , [10] . All the methods developed are based on direct manipulations of FBs' polyphase matrices. As polyphase matrices are the transfer matrices (the matrices of rational functions in ), their direct manipulations are in general computationally difficult and often require approximation, particularly for generic FBs.
To compute the frame bounds, the existing methods [1] , [10] sample the polyphase matrix of the frame operator on the unit circle [ ] and then perform eigenanalysis over all the sampled matrices. Because the computation is performed with complex valued matrices on a fine frequency grid, this primitive approach can be very tedious when the grid is dense and when the polyphase matrix is IIR and nondiagonal. In addition, for generic FBs, the approximation error due to sampling the polyphase matrix on [
] cannot be precisely predicted and controlled by the density of frequency grid. Similar difficulty also arises in computing the "minimum norm" PR synthesis FBs and in computing the tight FB frames from the given untight FB frames [1] . These computations involve the direct inverse of the transfer matrix, which is generally difficult unless the FBs are in some special forms, such as cosine-modulated FBs [8] , [10] . In principle, the inverse can be solved by symbolic computation, but it is efficient only for FIR FBs with short length. For generic FBs, the inverse needs to be approximated by the truncated Neumann series [1] . This approximation-based approach is computationally inefficient and unreliable, and may not render the results predicted by frame theory.
To address the above issues, this paper presents the following:
• explicit and numerically efficient formulas for computing the tightest frame bounds of a given FB frame; • explicit and numerically efficient formulas for computing the PR synthesis FB corresponding to dual FB frame; • a computationally useful state-space parameterization of all PR synthesis FB frames for a given analysis FB frame; • explicit and numerically efficient formulas for constructing a tight (paraunitary) FB frame from an arbitrary untight (nonparaunitary) FB frame. These results provide tools for direct computations with an effort not exceeding algebraic manipulation of real matrices and not requiring any approximation as in the existing methods for generic FBs, and hence completely solve the problems discussed above. These new results are derived by well-developed techniques in modern control theory [23] . They provide a unified framework for the frame-theory-based analysis and systematic design of generic (IIR and FIR) FBs, and encompass the existing results [1] - [3] , [16] , [17] as special cases.
The paper is organized as follows. Section II introduces notations and reviews some basic concepts on transfer matrices, state-space representations, oversampled FBs, and their relation to frames. Section III provides the explicit formulas for computing the tightest frame bounds and the dual frame, and a state-space parameterization of all PR synthesis FB frames. Section IV presents a method to construct a paraunitary FB from a given nonparaunitary FB. State-space computation and algorithms are summarized in Section V. Numerical examples are discussed in Section VI. Concluding remarks are given in Section VII.
II. PRELIMINARIES
This section reviews some preliminaries, in particular, transfer matrices, state-space realizations, frames and oversampled filter banks. For more details, the reader is referred to [1] , [2] , [23] , [24] , and [28] .
The notation used throughout the paper is standard. and denote, respectively, the set of real and complex numbers. [2] .
A given transfer matrix might have both causal and anticausal realizations or only causal (anticausal) realization, depending on the location of its poles and zeros. For example, let , then it has the causal realization and also has the anticausal realization However, has only anticausal realization and has only causal realization
The following lemma from [23] and [25] is very useful for computing the cascaded discrete-time systems with state-space description.
Lemma 1: Assume the compatibility of the operations. Then, we have the following state-space description of the cascaded discrete-time systems:
where is given by the Sylvester equation
The following lemma is a standard result from robust control theory (see, e.g., [23, ch. 21 
]).
Lemma 2: For with a minimal causal realization assume that has full column rank for all and has full column rank, where "full column rank" means the rank of a matrix equals its number of columns. Then, can be factorized in the following form:
(1) where and are rational transfer matrices with inner. Moreover, and can be obtained from the state-space realization (2) where and are given by
and is the unique solution to the algebraic Riccati equation (5) which guarantees that all the eigenvalues of are within the unit circle.
Lemma 2 reveals that under normal conditions, an rational transfer matrix can be factorized as the product of an inner transfer matrix and the inverse of an transfer matrix and that and are given by (2), namely, and . As is stable, both and are stable transfer matrix. Using this factorization, it is easy to check that is one of the left inverse of ; hence, the direct inverse of transfer matrices can be avoided. See Section III for details.
B. Filter Banks, Polyphase Representation, and Frame Theory
Consider an -channel oversampled filter bank with decimation factor as shown in Fig. 1 
is such that . . . . . .
The polyphase matrix of the synthesis filters , denoted as
is such that Therefore, the column rank of is equal to the column rank of plus . Hence, has full column rank if and only if has full column rank.
III. STATE-SPACE CHARACTERIZATION OF PR FB FRAMES
This section discusses the direct calculation of frame bounds, the state-space characterization of the synthesis FB corresponding to a dual frame of a given stable but not necessarily causal analysis FB, and the state-space parameterization of all PR synthesis FBs.
Theorem 1: Given a stable analysis set , let be its polyphase matrix with a minimal causal realization Assume that has full column rank for all , and has full column rank. Let , , , , , and be defined as in (1)- (5) of Lemma 2, respectively. Then, we have the following.
1) The tightest frame bounds of are given by and (17) where is the norm (the rms gain) of , and is the maximum singular value of [23] .
2) The state-space realization for the dual frame synthesis filter is given by (18) In (18), and are, respectively, the causal stable and anticausal stable part of and are given by
where is the solution of the following Lyapunov equation (21) Proof: 1) It follows directly from (14)- (15) (23) In this case, the state-space realization of is given by (24) Corollary 3: Suppose the same assumptions as in Theorem 1 hold. Then, the synthesis filter corresponding to the dual frame is anticausal and stable if and only if (25) In this case, the state-space realization of is given by
Note that the full column rank assumption on in Theorem 1 and Corollaries 2 and 3 can be removed as long as the Riccati (5) has a solution.
Theorem 1 reveals two very important properties of FB frame. First, it shows that the frame bounds can be obtained by computing the norm of and . Second, it demonstrates that for a causal stable analysis FB frame, its dual FB frame is in general noncausal and that the solutions to algebraic Riccati equations and algebraic matrix manipulations are enough for computing a left inverse FB; therefore, the inverse of a rational matrix is completely avoided. The significance of these two results lies in the following facts:
norm plays a key role in robust control and filtering [23] . In the early development of robust control and filtering theory, its computation was also performed by sampling the transfer matrix on the unit circle and then conducting eigenanalysis of the sampled matrices. This approach was found inefficient, unreliable, and unsuitable in practice and has been replaced now by the state-space-based computation developed during the late 1980s. The state-space-based computation uses the parameter matrices of state-space realization to compute the norm. This method is fundamentally different from those methods using frequency domain sampling and eigen-analysis of transfer matrix, and has proven to be very efficient and reliable. The solution to the algebraic Riccati (5) is also a fundamental problem in robust control and filtering, which has been thoroughly investigated and completely solved in control theory [23] . The norm of a transfer matrix and the solution of the algebraic Riccati (5) can be computed efficiently, reliably, and exactly using the well-developed algorithms [29] , [30] and software. See [29] - [31] and the references therein for details.
The anticausal inverses of causal critically sampled FBs are studied in [26] . The results of Theorem 1 differ from those of [26] mainly in the following two aspects: a) is square and the inverse transfer matrix (if exists) is unique for the critically sampled FBs considered in [26] ; however, the inverse is generally nonunique for oversampled FBs considered here; and b) only the FBs with causal analysis filters and anticausal synthesis filters are considered in [26] . The setup of Theorem 1 is more general in the sense that it considers arbitrary FBs which allow analysis and synthesis FBs to contain both causal and anticausal parts.
Roughly speaking, the polyphase matrix is the transfer matrix from the subband noises to the error signal . As shown in [16] , for the white noises, the dual frame FB as obtained in Theorem 1 provides optimal noise reduction, and for the colored noises with power spectrum density matrix , the achieving optimal noise reduction is , which is the dual-frame FB of the augmented analysis FB . With Theorem 1 and the state-space realization of the dual-frame FB can be easily computed.
Theorem 2: For as in Theorem 1, let be given by (18)- (20) with being given by (21) . Then, all the synthesis polyphase matrices providing PR can be written as (26) where (27) is a constant matrix,
is a strictly causal and stable transfer matrix, and is an arbitrary stable transfer matrix.
Proof: Using Lemma 1, Lemma 2, and Theorem 1, it can be readily shown that It then follows from Lemma 5 that all synthesis polyphase matrices providing PR are given by This completes the proof. As pointed out in [16] , once the dual-frame FB is obtained, the optimal design of PR synthesis FB for a given analysis FB can be performed using (13) and its free parameter to achieve other design goals in addition to PR. Similar to the computation of frame bounds and dual frame FBs, it is in general computationally difficult to perform optimization directly on transfer matrices. As evidenced in the robust control and filtering theory, most of computationally efficient and reliable optimization methods of transfer matrices are state-space based, which involve only real matrices [23] . Therefore, a state-space parameterization of all PR synthesis FBs is necessary for the development of optimal design methods of PR synthesis FB. Theorem 2 provides such a parameterization in term of the statespace realization of . One of the applications of Theorem 2 is to use the freedom of to minimize , the -norm of , and another possible application is to use the freedom of to construct with some structure not satisfied by [19] , [20] . These problems are currently under our investigation.
IV. CONSTRUCTION OF THE TIGHT FRAME FROM AN UNTIGHT FRAME
In the design of an analysis filter banks satisfying some frequency response criteria, it is usually difficult to obtain an paraunitary filter bank. This section provides a direct and simple method to construct a paraunitary filter bank from any given filter bank. This problem is also addressed in [1] and [17] . However, the method in [1] involves spectral factorization and direct inverse of transfer matrix, which generally do not have a closed-form solution and need approximation. In [17] , the discussion is restricted to finite dimensional space. To present the result, the following lemma is introduced, its proof can be found in Lemma 21.18 of [23] .
Lemma 6: Suppose that is a minimal realization, then is inner if and only if there exists a matrix such that , , and .
Theorem 3:
Given a stable analysis set , let be its polyphase matrix with a minimal realization Then, the following hold subject to the same assumptions of Theorem 1.
1) The frame is a tight frame with bound if and only if and .
2) If
is not tight, then the frame with polyphase representation is tight with frame bound , where is the inner part of as given in Lemma 2.
Proof:
1) It is shown in [1] that is tight if and only if . The result then follows directly from Lemma 6 that is equivalent to and . 2) By Lemma 2, can be factorized as with being inner, i.e., . Thus, the frame is a tight frame with frame bound equal to 1.
V. STATE-SPACE COMPUTATION
This section discusses the complete computation procedure for using Theorems 1-3 in oversampled FBs. In other words, given the analysis filters , and the decimation ratio with , the procedure to obtain the PR or dual-frame synthesis filters and the procedure to obtain a paraunitary FB from nonparaunitary s will be presented in detail. Note that some steps are similar to the results in [27] .
First, denote (29) and represent in a causal (not necessarily stable) minimal state-space realization (30) where , , , , and is the order of depending on the denominators of . The transfer matrix associated with its polyphase representation is then given by (31) The standard algorithm for solving algebraic Riccati equation [29] can be used to compute , , and in (3)- (5). The , , and thus computed can be used to obtain the state-space realization of and using (2) . By Theorem 1, the state-space realization of can be computed directly, and the frame bounds can be calculated by computing the norms of and with the standard algorithm for norm computation [30] . From Theorem 2, the state-space realization of the PR synthesis FB can be obtained using (26) for any given . Similar to , obtained from (26) 
Hence, the causal part of synthesis filters are as follows:
For the anticausal part Note that is causal stable and has the state-space realization Step 1) Form the transfer matrix model of as (29) and obtain its state-space model.
Step 2) Obtain the state-space model of using (31).
Step 3) Compute , and in (3)- (5) for and obtain the state-space realization of and using the (2).
Step 4) Compute the norms of and to obtain the frame bounds and in (17) .
Step 5) Obtain the filters according to the polyphase representation of . Then, is a paraunitary filter bank corresponding to a tight frame.
Algorithm 2: (Computation of PR Synthesis Filter Banks)
Steps 1)-3) These are the same as those of Algorithm 1.
Step 4) Compute in (21) and obtain the state-space model of and using (19) and (20), respectively.
Step 5)
Obtain the state-space model of and from (26) for a given .
Step 6) Obtain the state-space model of using (33) and convert it to transfer matrix form as (34).
Step 7)
Compute using (35).
Step 8) Obtain the state-space model of using (37) and transform it to transfer matrix model as (38).
Step 9) Compute using (39).
Step 10) Obtain for using (40).
Note that if is chosen as in Step 5), then Algorithm 2 computes dual frame synthesis filter banks.
To maintain the numerical robustness of the above algorithms, the minimal realization of the state-space model and transfer matrix model is recommended in model conversion. All the operations in the above algorithms for algebraic Riccati equation, norm, model conversion and minimal realization can be done easily with well-developed software such as MATLAB. See [31] for details.
VI. NUMERICAL EXAMPLES
This section presents some numerical examples. Five examples of four different types are used to examine the validity and generality of Theorems 1-3 and to examine the effectiveness and reliability of Algorithms 1 and 2. The examples are carefully chosen with an attempt to represent the most general cases in oversampled FB design. To demonstrate the main theoretical results also to save space, only the dual frame synthesis FBs are designed in the examples except for Example 1. This does not mean the designed dual-frame synthesis FB is the unique PR synthesis FB for these examples.
1) Example 1 (Oversampled FB with IIR Analysis Filters):
Consider the filter bank shown in Fig. 1 with and , where , , are low-pass, bandpass, and high-pass butterworth filters given, respectively, by , and .
The frequency responses of , , and are shown in Fig. 2 .
From Algorithm 1 the frame bounds are , . Using Algorithm 2 with , we get the first equation shown at the bottom of the page. Then, we have , and the synthesis filters corresponding to the dual frame of are as follows:
Taking
, another PR synthesis FB as shown below can be obtained from Algorithm 2
Obviously, the analysis filter bank is not paraunitary. Using Algorithm 1, we get and the corresponding paraunitary filters are given in the second equation shown at the bottom of the page. The frequency response of , , and are shown in Fig. 4(a) . 
2) Example 2 (Reverse Recalculation of Example 1):
In this example, the filters , , and obtained in Example 1 are used as analysis filters, i.e., of Example 1, 1, 2, 3. The synthesis filters are recalculated using Algorithm 2. The synthesis filters thus obtained are exactly of Example 1, 1, 2, 3, which are low order.
3) Example 3 (Oversampled FB with FIR Analysis Filters Having Nonunimodular
): Consider the oversampled FB shown in Fig. 1 with and , where , , and are the following Parks-McClellan optimal equiripple FIR filters:
The frequency response of , , and are shown in Fig. 2 . Using Algorithm 2, we obtain the synthesis filter bank corresponding to a dual frame of as shown in the first equation at the bottom of the previous page. The frequency response of , , and are shown in Fig. 3 . The frame bounds calculated with algorithm 1 are and . Thus, are not a tight frame. Using Algorithm 1, we get and the paraunitary filter banks corresponding to a tight frame are as shown in the second equation at the bottom of the previous page. The frequency response of , , and are shown in Fig. 4(b) .
4) Example 4 (Critically Sampled FB with FIR Analysis Filters):
Consider the filter bank shown in Fig. 1 with  and , where , are given by This is the normolized filters from the example studied in [24, ch. 3] . Using Algorithm 2, we get the following synthesis filter bank, which is a dual frame of :
Except the normalization factor, the 's above coincide completely with those of [24] .
Using Algorithm 1, we get and . Therefore, the corresponding frame is not tight. Using the obtained in Step 3) of the algorithm we get the following paraunitary filter bank corresponding to the tight frame:
5) Example 5 (Oversampled FB with FIR Analysis Filters Having Unimodular
): Consider the filter bank shown in Fig. 1 with and , where , are given as in Example 4 and . Using Algorithm 2, we get the following synthesis filter bank corresponding to a dual frame of :
For this example, the frame bounds of are and . Again, the corresponding frame is not tight. Using the obtained by Algorithm 1 (see the equation at the top of the page), we can get the following paraunitary filter bank corresponding to the tight frame:
The above numerical examples represent the most common cases in IIR and FIR oversampled FBs. As shown in these examples, no matter what type of analysis FB is given, the frame bounds, dual frames, and tight frames of the given analysis FB can be easily calculated using the same procedure given in Algorithms 1 and 2. As shown in Example 2, the algorithms are numerically so reliable and robust that the calculation process can be reversed to get the original analysis filters from the calculated synthesis filters. As can be seen from Example 4, in the simple case of critically sampled FB, the algorithms give exactly the same design result as the existing method. These examples demonstrate the validity and generality of the results presented in Theorems 1-3, and the effectiveness and reliability of Algorithms 1 and 2.
VII. CONCLUSION
This paper has provided a state-space parameterization of all PR synthesis FB frames for a given analysis FB frame and explicit and numerically efficient formulas to the analysis and design of frames corresponding oversampled FBs. Different from the existing results in the literature, these formulas are for generic FBs and do not involve any approximation. The paper has shown that all the problems related to the frame bounds, the dual frame and the construction of tight frame from a general frame can be solved explicitly by state-space method if the frame are generated by oversampled FBs. These results provide a unified framework for the frame theory-based analysis and systematic design of generic (IIR and FIR) FBs, and include the existing results as special cases.
