Abstract. Image thresholding is a very common image processing
Introduction
In many image processing applications, the pixels need to be classified as belonging to the foreground or the background. The use of a threshold can often accomplish such a task. In multilevel image thresholding, pixels can be classified into many classes, not just foreground and background. Because of its importance, image thresholding has attracted a considerable amount of attention. In Ref. 1 , an extensive taxonomy and comparison of proposed methods is provided. Many methods define the optimal thresholds as the ones that maximize or minimize an objective function.
One method to find the thresholds is exhaustive search, which requires calculating the objective function for every possible placement of the thresholds. Clearly, the problem with this approach is that when the image is segmented into more than two classes, the time needed to find the optimal thresholds increases dramatically with the number of gray levels and the number of classes.
In this paper, we provide a framework for determining the solution approach for current and future multilevel thresholding algorithms. More specifically, we define two classes of objective functions for which the optimal thresholds can be found by efficient algorithms. For the first class, a dynamic programming ͑DP͒ algorithm, which has a significantly lower time complexity than exhaustive search, can be employed for finding the thresholds. While this algorithm has been proposed in Ref. 2 for the thresholding method by Otsu 3 and in Ref. 4 for the method of Kittler and Illingworth, 5 we show that this DP algorithm can also be employed for finding the optimal thresholds for the maximum entropy method by Kapur et al. 6 For the second class, we prove a theorem based on which more efficient algorithms can be used for finding the optimal thresholds. These algorithms consist of a combination of DP and fast matrix searching that results in algorithms that have lower time complexities than the DP algorithm and can be several orders of magnitude faster. We show that the objective functions of the method proposed by Otsu 3 and the multilevel thresholding extension of the method by Li and Lee are members of the second class. Consequently, we can find the optimal thresholds for these methods much faster than the previously proposed DP algorithm in Ref. 2 . ͑The multilevel extension of Ref. 7 and its solution are proposed here for the first time.͒ To verify the efficiency of the algorithms, execution time measurements of ANSI C implementations are presented. Note that the scope of this paper is not to analyze the segmentation performance of different thresholding algorithms. We do not analyze the segmentation performance since the proposed algorithms provide the same optimal results as the original methods, simply much faster.
An earlier version of this work was presented in Ref. 8 . This paper is more comprehensive and contains new material that has not been shown before. For example, in Sec. 3 , we show that the objective function of the Kapur method 6 belongs to the first class of objective functions; in Sec. 5, we analyze how the structure of the histogram influences the execution time; and in the Appendix, we show the proof of Theorem 1.
The paper is organized as follows: In Sec. 2, multilevel image thresholding is introduced and the problem is mathematically defined. In Sec. 3, the first class of objective functions is defined and the DP algorithm that can be used for finding the optimal thresholds is presented. In Sec. 4, the second class of objective functions is defined and the algorithms combining DP and fast matrix searching are introduced. In Sec. 5, execution time measurements of the different algorithms are presented. Last, the paper is summarized and conclusions are drawn in Sec. 6.
Multilevel Image Thresholding
The pixels of a grayscale image are represented by L gray levels g from 1 to L. Multilevel image thresholding is the task of separating the pixels of the image into M classes C 1 ...C M based on their values, by selecting the integer thresholds t 1 ..
where k ͕i ͉ 1 ഛ i ഛ M͖ refers to the class number. The thresholds t 0 and t M are defined to be equal to 0 and L, respectively.
For the selection of the thresholds, most methods employ the histogram of the image. The histogram h͑g͒ shows the number of occurrences of the gray level g in the image, where ͚ g=1 L h͑g͒ = N, with N the total number of pixels in the image. The normalized histogram p͑g͒ = h͑g͒ / N can be considered as an estimate of the probability mass function of the gray levels present in the image.
For each class, statistical properties such as the probability of the class ͑later called class weight͒, the mean, and the variance of the class can be calculated as follows:
The thresholding methods considered in this paper result from the optimization of an objective function. The optimal thresholds are the ones that either minimize or maximize the objective function. For the sake of conciseness and without loss of generality, derivations are shown only for the case where an objective function J M,L ͑to be defined later͒ is maximized, i.e.,
with the following ordering for the positions of the thresholds:
The straightforward approach for finding the optimal thresholds is an exhaustive search, i.e., evaluating the objective function for every possible combination of thresholds. However, the number of possible combinations Q is given by ͑it is assumed that M Ӷ L͒:
.
͑6͒
Therefore, an algorithm based on exhaustive search is suitable only for small numbers of gray levels and classes; it quickly becomes unsuitable when the number of gray levels or classes is increased. For example, an ANSI C implementation of an exhaustive search algorithm for the Otsu method requires 42 ms for 128 gray levels and 4 classes. When the number of classes is increased to 5, the execution time increases to 1.8 s. For 256 gray levels, which is the most common number of gray levels for images, the execution time is 350 ms and 28 s for 4 and 5 classes, respectively. Note that this is several orders of magnitude slower than the algorithms introduced in this paper. Please refer to Sec. 5 for execution time measurements of the algorithms proposed in this paper and information about where the ANSI C source code ͑including exhaustive search algorithm͒ can be found.
Dynamic Programming Solution
In this section, we consider multilevel image thresholding algorithms that are based on dynamic programming ͑DP͒. We also show that DP can be employed for finding the optimal thresholds for the maximum entropy method in Ref. 6 .
General Case
The required structure for the first class of objective functions that accept a DP solution ͑also known as the shortest path algorithm͒ for finding the optimal thresholds is the following:
where l͑t k−1 , t k ͔ is referred to as the class cost of class C k . Hence, the class cost can depend only on its boundary val-ues, namely, t k−1 and t k . A partial sum up to gray level l for the first m classes is defined as
For every gray level l, a subproblem can be defined as finding the optimal thresholds that partition the interval ͓1,l͔ into m classes. The optimal solution to the subproblem is given by
By rewriting the optimal solution to the subproblem, the following recursive formulation is obtained:
By setting m = M and l = L, this equation provides the maximum of the overall problem. It is clear that if the thresholds of a subproblem are not chosen optimally ͑and therefore they are not maximizing the objective function for the subproblem͒, the overall objective function cannot attain its maximum value. By having this recursive formulation, the optimal thresholds can be found by the shortest path algorithm. Pseudocode for the algorithm is depicted in Algorithm 1:
A trellis is employed to find the optimal thresholds. ͑A specific example for M =4, L = 8 is shown in Fig. 1 .͒ In the pseudocode, the trellis is represented by the data structure Trellis; a node at stage m and gray level l are accessed by Trellis͓m , l͔. The algorithm proceeds from the bottom of the trellis to the top and compares paths emerging from nodes one stage below and to the left of the current node. The maximal cost is stored in the node, and a back pointer is set to point to the node from which the optimal path emerges. When the algorithm arrives at the end node, the optimal thresholds are found by backtracking to the start node.
Note that the amount of work the DP algorithm needs to perform in the first stage of the trellis is the same as the amount of work performed by an exhaustive search with M = 2. Consequently, the DP algorithm is more efficient than an exhaustive search only when M Ͼ 2. Since the number of stages is M, the number of nodes per stage equal to ͑L − M +1͒, and the number of paths that have to be compared per node is proportional to L, the time complexity of this algorithm is O͑ML 2 ͒. This assumes that the class cost l͑t k−1 , t k ͔ can be calculated in O͑1͒ time. This can be the case for many objective functions by introducing a preprocessing step that requires O͑L͒ time. ͑An example will be shown in Sec. 3.2͒. In Ref. 2, a dynamic programming scheme based on Eq. ͑10͒ has been proposed for the thresholding method by Otsu 3 and in Ref. 4 for the minimum error thresholding method by Kittler and Illingworth. 5 The shortest path algorithm is also shown here because it forms the basis of more efficient algorithms, which are introduced in Sec. 4 . Furthermore, we show that the DP algorithm can be employed for finding the optimal thresholds for the maximum entropy method by Kapur et al., 6 as shown next.
Maximum Entropy Method
Numerous entropy-based thresholding methods have been proposed. ͑A good overview can be found in Ref. 1 .͒ With the method proposed in Ref. 6 , the classes are regarded as separate signal sources. The optimal thresholds maximize the sum of the class entropies, given by
where the class cost l͑t k−1 , t k ͔ is defined as Fig. 1 Trellis for the shortest path algorithm for M =4, L =8.
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While the objective function for multilevel thresholding is proposed in Ref. 6 , no method for selecting the thresholds maximizing the objective function is given. Clearly, the class cost depends only on t k−1 and t k . Therefore, the DP algorithm can be used to find the optimal thresholds. However, the time complexity of the DP algorithm is O͑ML 2 ͒ only if the class cost can be calculated in O͑1͒ time. This is accomplished by precalculating and storing two arrays defined as
ͮ ͑14͒
After the arrays have been precalculated, which requires O͑L͒ time, the class cost can be calculated as
The time needed for this operation does not depend on t k−1 and t k , which means that the time complexity is O͑1͒. Therefore, the optimal thresholds for the method proposed in Ref. 6 can be found in O͑ML 2 ͒ time using DP.
More Efficient Solutions
As shown in the previous section, it is possible for some multilevel thresholding methods to employ a DP solution with time complexity O͑ML 2 ͒ to find the optimal thresholds. However, the time needed to find the optimal thresholds still increases quadratically with the number of gray levels. In this section, we introduce solutions for finding the optimal thresholds more efficiently, given that the objective function has certain properties.
The problem of finding the optimal paths leading to all the nodes in one of the stages 2 , . . . , M − 1 of the trellis is equivalent to the problem of finding the row-wise maxima in a lower triangular ͑L − M +1͒ ϫ ͑L − M +1͒ matrix A. At stage m, the matrix is given by
ͮ ͑16͒
In this matrix, the cost of the paths up to all the nodes of one stage in the trellis are treated as matrix elements, where the column c indicates the node from which the path emerges and the row r the node where the path ends. The elements above the main diagonal of the matrix are defined to be equal to −ϱ, since there are no paths coming from nodes to the right or directly below the current node. We can therefore replace the two inner for loops of the DP algorithm with a matrix searching algorithm that finds the row-wise maxima in A.
If the matrix has no special properties, finding the rowwise maxima in the lower triangular region requires calculating all the elements in the region, which is exactly the same as the calculations performed in one stage of the DP algorithm. Depending on the objective function, the matrix can have properties that enable us to find the row-wise maxima without calculating all elements, which results in a reduced time complexity of the overall algorithm.
Assume that for some objective function, the class cost l͑t k−1 , t k ͔ has the property l͑a,u͔ + l͑b,v͔ ജ l͑a,v͔ + l͑b,u͔,
which is known as convex quadrangle inequality. The intervals used are illustrated in Fig. 2 . If the class cost has this property and we take four elements from the lower triangular region of A such that 1 ഛ r 1 Ͻ r 2 ഛ L − M + 1 and 1 ഛ c 1 Ͻ c 2 ഛ r 1 , it follows from Eqs. ͑16͒ and ͑17͒ that
which means that A is a lower triangular inverse Monge matrix. Monge matrices have a range of properties that can be exploited when performing combinatorial optimization; refer to Ref. 9 for a thorough discussion of this subject. For the problem at hand, the monotonicity of A can be exploited to find the maxima more efficiently. Assume that we know A͑r 1 , c 1 ͒ Ͻ A͑r 1 , c 2 ͒; using Eq. ͑18͒, it is easy to show that this implies A͑r 2 , c 1 ͒ Ͻ A͑r 2 , c 2 ͒, which means that, A is totally monotone. The row-wise maxima of a totally monotone matrix can be found using matrix searching algorithms. Note that the matrix introduced here is a theoretical construct, and it is not necessary to calculate it before executing the matrix searching algorithm. ͑Doing so actually would not result in a reduced time complexity.͒ If a matrix searching algorithm needs a specific element of the matrix, it uses the cost stored in a node of the trellis and the objective function, as given by Eq. ͑16͒, to calculate it.
Divide-and-Conquer Algorithm
The divide-and-conquer algorithm exploits the fact that A is monotone, which means that
where c max ͑r͒ denotes the column index of the leftmost element containing the maximum value of row r. That A is monotone follows directly from the total monotonicity. Assume that c max ͑r 1 ͒ ജ c max ͑r 2 ͒ for some 1 ഛ r 1 Ͻ r 2 ഛ m. The total monotonicity implies that Fig. 2 Intervals of the convex quadrangle inequality.
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When the divide-and-conquer algorithm is used to find the row-wise maxima of an m ϫ n matrix A, it first searches for the maximum in the middle row r = m / 2 of the matrix, and it is then recursively applied on the submatrices A(1, ... ,r −1;1, . .. ,c max ͑r͒) and A(r +1, ... ,m ; c max ͑r͒ , ... ,n), as shown by the pseudocode in Algorithm 2. The algorithm is started by calling DIVCONQ͑A ,0͒, and it obtains a vector MAX containing the maxima positions. The time complexity of this algorithm can be found using the recursion tree method. 10 The worst-case execution time of the algorithm can be written as:
where c is a constant time needed to evaluate an element of the matrix. As the recursion depth is log 2 ͑m͒ and the accumulated execution time across all branches at each level of the tree is cn, the time complexity of the algorithm is O͑n log m͒. When this algorithm is combined with the DP algorithm, the divide-and-conquer algorithm is executed once for each stage 2 , . . . , M − 1 of the trellis. As the matrix has a size of ͑L − M +1͒ ϫ ͑L − M +1͒ and we assume that the class cost can be calculated in O͑1͒ time, the resulting time complexity is O͑ML log L͒. 
SMAWK Algorithm
Another algorithm, which exploits not only the monotonicity but also the total monotonicity of the matrix, is known as the SMAWK algorithm. 11 Like the divide-and-conquer algorithm, the SMAWK algorithm is recursive, but the total monotonicity of the matrix makes it possible to find the row-wise maxima of an m ϫ n matrix ͑m ഛ n͒ in O͑n͒ time. Pseudocode of the SMAWK algorithm is shown in Algorithm 3. The algorithm consists of three functions and is started by calling SMAWK͑A͒. The function REDUCE forms a central part of the algorithm; it removes n − m columns that do not contain row maxima from the matrix. The REDUCE function can do so in O͑n͒ time; please refer to Ref. 11 for the derivation of the time complexity of the SMAWK algorithm. By calling the function REDUCE, the initial problem is transformed into the problem of finding the row-wise maxima in an m ϫ m matrix. The maxima in the even-numbered rows are found by calling SMAWK recursively on a matrix containing only the even-numbered rows. The maxima in the odd-numbered rows are found by the function MFILL, which can be done very efficiently since the maxima in the even-numbered rows have already been found.
By combining the DP and the SMAWK algorithms, the optimal thresholds are found in O͑ML͒ time, where it is again assumed that the class cost can be calculated in O͑1͒ time.
Algorithm 3: SMAWK ͑M͒ PªREDUCE͑M͒ if P is size 1 ϫ 1 then P is a maximum in the initial matrix, store position return end if Qªmatrix with even-numbered rows of P SMAWK ͑Q͒ ͕recursive call͖ MFILL͑P,Q͒ ͕maxima in odd-numbered rows͖ REDUCE ͑M͒ ͓m , n͔ªsize of M ͕rows, columns͖ kª1 while M has more columns than rows do case 
Objective Functions for Efficient Multilevel Thresholding
In this section, a class of objective functions that fulfill the convex quadrangle inequality and have class costs that can be calculated in O͑1͒ time is introduced. Consequently, if the objective function of a multilevel thresholding method belongs to this class, it is possible to find the optimal thresholds in O͑ML͒ time. It will be shown in this section that the objective functions of two well-known methods are members of this class. The objective function for this class is calculated as the sum over M classes, as defined in Eq. ͑7͒. Furthermore, the class cost must have the structure introduced in the following theorem. where w͑p , q͔ is the class weight ͑probability of the class͒, f͑·͒ is a convex function on the interval ͓␥͑1͒ , ␥͑L͔͒, and function ␥͑·͒ is either monotonically increasing or decreasing on the interval ͓1,L͔, fulfills the convex quadrangle inequality. Please refer to the Appendix for the proof of this theorem.
As with the maximum entropy method, it is possible to precalculate and store two arrays, which enables us to calculate the class cost in O͑1͒ time. These two arrays are defined as
Both arrays are L elements long, thus calculating and storing their values requires O͑L͒ time. After the arrays have been precalculated, the class cost l͑p , q͔ can be calculated as follows:
͑25͒
In the following, it is shown that two existing thresholding methods have objective functions that belong to the class introduced in this section.
Example A: The Otsu method
The method proposed by Otsu 3 is one of the most referenced thresholding methods. Also numerous methods for improving the time efficiency of the multilevel case have been suggested. As mentioned earlier, a DP-based solution with time complexity O͑ML 2 ͒ has been proposed in Ref.
2. In Ref. 12, the execution time of the exhaustive search is reduced by precalculating and storing all possible class costs. In addition, various iterative methods have been proposed. For example, in Ref. 13 , the pairwise nearest neighbor method; in Refs. 14 and 15, the zeros of the partial derivatives of the objective function; and in Ref. 16 , the Nelder-Mead simplex search combined with particle swarm optimization are used to find the thresholds. However, it is difficult to specify an upper bound on the execution time for these methods because it is not guaranteed that they converge to the optimal thresholds within a given number of iterations.
The optimal thresholds for the method proposed by Otsu are found by minimizing a criterion called within-class variance, which is defined as follows:
. ͑27͒
An equivalent problem is encountered when designing an optimal scalar quantizer. An M-level scalar quantizer assigns to each input value one of M reconstruction values. When the input values are discrete values in the range 1...L, the quantizer is fully specified by a set of M −1 interval boundaries 0 Ͻ t 1 Ͻ t 2 ... Ͻ t M−1 Ͻ L and a set of M reconstruction values r 1 Ͻ r 2 ... Ͻ r M . The quantizer assigns the reconstruction value r k to input values in the interval ͑t k−1 , t k ͔, where t 0 = 0 and t M = L. An optimal scalar quantizer uses a set of interval boundaries and reconstruction values such that the mean squared quantization error ͑MSE͒ is minimal. 17 The MSE is given by
It can be shown that the reconstruction values have to be the centroids of the corresponding intervals, i.e., r k = ͑t k−1 , t k ͔, for the quantizer to be optimal. Therefore, the problem of designing an optimal scalar quantizer is equivalent to finding the Optimal thresholds for the Otsu method. Wu showed in Refs. 18 and 19 , that the optimal quantizer can be found in O͑ML log L͒ and O͑ML͒ time, respectively, by employing algorithms combining DP and divideand-conquer or SMAWK matrix searching. Note that the result that algorithms for scalar quantizer design with O͑ML͒ time complexity can be used to find the optimal thresholds for the Otsu method has also been found independently by Virmajoki. 20 The fact that the optimal thresholds for the Otsu method can be found in O͑ML͒ time can also be seen when another objective function, called modified between-class variance in Ref. 12, is used. Maximizing this objective function results in the same thresholds as minimizing ͑26͒. The class cost of this objective function is defined as l͑p,q͔ = w͑p,q͔ · "͑p,q͔… 2 . ͑29͒
Note that the class cost has the form given in Eq. ͑22͒; therefore, it fulfills the convex quadrangle inequality, and the optimal thresholds can be found in O͑ML͒ time.
Example B: The minimum cross entropy method
For the minimum cross entropy method proposed in Ref. 7 , the optimal threshold is the one that minimizes the cross entropy between the image and its binarized version, given by
where it is assumed that the means of the two classes are the reconstruction values in the binarized image. It is straightforward to extend this method to multiple thresholds, and as with the Otsu method, the optimal thresholds can also be found by maximizing a modified objective function. The class cost of this objective function is given by l͑p,q͔ = w͑p,q͔ · ͑p,q͔ · log"͑p,q͔…. ͑31͒
Obviously, this class cost has the form given in Eq. ͑22͒, which means that the optimal thresholds can be found in O͑ML͒ time.
Execution Time Measurements
In this paper, three different algorithms for efficient multilevel thresholding have been presented. Their time complexities of O͑ML 2 ͒, O͑ML log L͒, and O͑ML͒ provide an upper bound for their execution time. It is clear that the algorithm that combines DP and SMAWK matrix searching and has a time complexity of O͑ML͒ outperforms the other algorithms if L and M are sufficiently large. However, from the time complexity measure alone, it is not possible to say which algorithm is the fastest for a certain combination of M and L, because the constant factors are unknown.
Quantitative statements about the performance of the algorithms can be made by implementing them and comparing their execution times. The implementations are made for the thresholding method proposed by Otsu. 3 In order to have efficient implementations, ANSI C is used, and no memory is allocated dynamically during the execution of the algorithms. The implementation of the SMAWK algorithm using a low-level programming language like ANSI C is quite involved. In fact, only implementations using high-level languages such as Java or Python can be found on the Internet. For the implementation of the SMAWK algorithm, modifications proposed in Ref. 21 proved to be helpful. For more details, please refer to the source code of the implementations used in this work, which is available online. ͑The source code of the implementations used in this work is available at http://ivpl.eecs.northwestern.edu/ research/projects/thresholding.͒ The presented execution times were obtained by running the algorithms on a PC with a Pentium 4 2.8-GHz processor.
Since most grayscale images contain 256 gray levels, the execution times for this number of gray levels are of particular interest. The measured times for the different algorithms are shown in Fig. 3 . The histogram of the Lena image ͑converted to gray scale͒ is used for the measurements. Note that the execution time of all algorithms is proportional to the number of classes. The algorithms that combine DP and matrix searching are both more than 10 times faster than the normal DP algorithm. Even though it has a higher time complexity, the algorithm that uses divide-and-conquer matrix searching is slightly faster than the algorithm that employs SMAWK. This may be explained by the overhead incurred by the complex structure of the SMAWK algorithm. As noted previously, our algorithms are optimal and they obtain the same thresholds as the original method by Otsu, 3 and analyzing the segmentation performance of various methods is not within the scope of this paper. However, we show an example segmentation of the Lena image obtained by the Otsu method with M = 5 in Fig. 4͑b͒ , where the pixels of each class are set to the mean gray level of the corresponding class.
When the number of gray levels is increased, the advantage of using an efficient matrix searching algorithm becomes more significant, as shown in Fig. 5 . The histograms used for measurements with more than 256 gray levels are interpolated versions of the histogram of the Lena image. For M = 5 and L =2 16 , the normal DP algorithm requires about 218 s to find the optimal thresholds, whereas the execution times of the faster algorithms are around 100 ms. The difference between the algorithm that combines DP and divide-and-conquer matrix searching and the one that uses a combination of DP and SMAWK is shown in Fig. 6 . It can be seen that the execution time of the algorithm that uses divide-and-conquer grows faster than linear, while the execution time of the algorithm that uses SMAWK is proportional to the number of gray levels, as theoretically predicted. Note that the algorithm that uses SMAWK requires only about 1.5 s to find the optimal thresholds for M = 5 and L =2 20 , while the normal DP algorithm would need about 15 h. Employing an algorithm based on an exhaustive search, as proposed in Ref. 12 , is literally impossible for this combination of M and L-it would require millions of years for finding the optimal thresholds! Some of the measured execution times and the relative speedup to the DP algorithm are shown in Table 1 .
An interesting question is how the structure of the histogram influences the execution time of the algorithms. It is easy to see that the amount of work the DP algorithm introduced in Sec. 3 needs to perform depends only on M and L and not on the structure of the histogram. Therefore, after the histogram has been calculated, the execution time will be the same for all images that have the same number of gray levels. On the other hand, the execution time of the matrix searching algorithms depends on the structure of the matrix. Consequently, the execution time of the algorithms combining DP and matrix searching will be influenced by the histogram. Three different histograms have been used for measurements, the first is from the Lena image, the second is from the Fishing Boat image, and the third is randomly generated. This means that a random number in the interval ͓0, 1͔ is used as the probability for each gray classes M DP DP-Div&Conq DP-SMAWK level, and p͑i͒ is then scaled such that w͑0,L͔ = 1. The execution times for these histograms are shown in Figs. 7 and 8.
As can be seen from these measurements, the execution times are slightly higher when random histograms are used, and the structure of the histogram influences the execution time of the algorithm using SMAWK more than that of the algorithm using divide-and-conquer. We found that the execution times using random histograms are close to the worst-case execution times, which means they can be used as an upper bound when the algorithms are used in realtime systems.
Summary and Conclusions
In this paper, we provide a framework for finding the solution approach of multilevel thresholding algorithms by defining two classes of objective functions for which the optimal thresholds can be found by efficient algorithms. In order for an objective function to belong to the first class, the class cost can depend only on its boundary values, as was shown in Sec. 3. We show that a DP scheme can be used for finding the optimal thresholds for this class of objective functions. Even though DP has been proposed in Ref. 5 it does not seem to be widely known. For example, for the method proposed in Ref. 6 , we show that the optimal thresholds can be found by employing a similar DP algorithm with time complexity O͑ML 2 ͒. We define the second class of objective funcitons in Theorem 1. For objective functions belonging to this class, more sophisticated algorithms 18, 19 from the field of optimal scalar quantization can be employed. As it turns out, Otsu's method also belongs to this second class and so does the multilevel extension of the minimum cross entropy method proposed in Ref. 7 . Hence, we show that the optimal thresholds for the important Otsu method can be found in O͑ML͒ time. However, we note that this result has also been found independently by Virmajoki. 20 Depending on the number of gray levels L and classes M, this results in a speedup of several orders of magnitude relative to previously reported DP algorithms with time complexity O͑ML 2 ͒. By comparing the execution times of actual implementations, we can make quantitative statements about the efficiency of the algorithms. The measured execution times are consistent with the theoretically derived time complexities.
Appendix: Proof for Theorem 1
In the following, we prove Theorem 1 for monotonically increasing functions ␥͑·͒; the proof for monotonically decreasing functions can be found by a symmetric argument. Our proof follows closely the proof of Ref. 22 ͑Theorem 3.6͒.
Proof: Every function ␥͑·͒, which is monotonically increasing on the interval ͓1,L͔, maps the values 1 ഛ a Ͻ b Ͻ u Ͻ v ഛ L to the values ␥͑1͒ ഛ ␥͑a͒ Ͻ ␥͑b͒ Ͻ ␥͑u͒ Ͻ ␥͑v͒ ഛ ␥͑L͒. In the following derivations, the argument of the function f͑·͒ is denoted as
Since the mean ͑p , q͔ is monotonically nondecreasing in p and q and the function ␥͑·͒ is monotonically increasing, the function ␥ ͑q , p͔ is also monotonically nondecreasing in p and q. Therefore, we have
The values ␥ ͑b , u͔ and ␥ ͑a , v͔ can be obtained by a linear combination of ␥ ͑a , u͔ and ␥ ͑b , v͔, 
where the coefficients ␣ and ␤ are given by
Since the function f͑·͒ is convex, upper bounds for l͑b , u͔ and l͑a , v͔ can be found as
l͑a,v͔ ഛ w͑a,v͔ · ͓␤f" ␥ ͑a,u͔… + ͑1 − ␤͒f" ␥ ͑b,v͔…͔. ͑39͒
We prove that the class cost ͑22͒ fulfills the convex quadrangle inequality by showing that 0 is a lower bound for d, which is defined as
Such a lower bound is found by substituting the upper bounds for l͑b , u͔ and l͑a , v͔ into Eq. ͑40͒; after rearranging terms, it results in
where and are given by = w͑a,u͔ − ␣w͑b,u͔ − ␤w͑a,v͔, ͑42͒
= w͑b,v͔ − ͑1 − ␣͒w͑b,u͔ − ͑1 − ␤͒w͑a,v͔.
͑43͒
A rather long, but simple, computation reveals that = 0 and = 0, which means that
and proves Theorem 1. 
