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Abstract
In this work a control system is developed and analyzed for the suppression of moving
jamwaves and the reduction of pollutant concentrations near motorways. The system is
based on the second-order macroscopic freeway traffic model METANET, joined by an
emission dispersion model, introduced in a previous work of the authors. For the control
tasks dedicated controllers are designed, both using the nonlinear model predictive control
method. The control objectives require a distinction in the utilized control measures, thus
different controllers are designed and used in predefined control modes. The first mode of the
controller is responsible for keeping pollutant concentrations below prescribed limits under
stable conditions. The second mode of the controller is working in case of a shockwave
threat, aiming for traffic stabilization. Between the control modes switching is based on
an appropriate rule set that satisfies the stability of the controlled system. The hybrid
controller structure is realized by a finite automata. A complex case study is presented for
the evaluation of the suggested controller.
1 Introduction
The dispersion of vehicular emissions is a significant environmental problem: the pollution of
certain exhaust gases (i.e. CO, HC and NOx) is responsible for serious health issues. Therefore,
reduction of pollutant concentrations at inhabited areas near motorways is of vital importance in
modern transport engineering. In our research, we aim to develop a motorway control system
for a combined task: in addition to traffic stabilization, the controller should be capable of
keeping pollutant concentrations below limits in the vicinity of motorways.
The effect of traffic management systems on vehicular emissions have been investigated both
in motorways and urban networks by several authors in the past decades, see Szeto et al. (2012).
The exploitation of vehicular emission models in traffic engineering research can be realized on
different levels. The first level is the use of ITS (Intelligent transportation systems) data for
oﬄine or online emission modeling. Oﬄine modeling efforts imply data-based analysis of the
relationship between flow conditions and emission. Smit et al. (2008) examine the effect of
mean speed distributions on traffic emission inventories. In Liu et al. (2011), the correlation of
traffic patterns and emission data are analyzed, aiming to understand the relationship between
daily flow level patterns and emissions. In Gokhale (2012), the environmental effect of synchro-
nised flow patterns at intersections is analyzed. Fontes et al. (2015) compare the Eulerian and
Lagrangian simulation approaches and their effect on the fidelity of emission inventories.
Online emission modeling results focus on the use of real-time data and this approach serves
to establish control strategies including emission performances as control criteria. Chen et al.
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(2014) analyze the substitution of vehicle trajectory data to emission models resulting in average
emission factors, normalized for vehicle unit. Chang et al. (2013) propose a bottom-up vehicle
emission model to estimate CO2 emissions using real-time data. The proposed method uses loop
detectors and floating car data to express average emission factors of local fleet compositions.
Ryu et al. (2013) suggest a method to use probe vehicle data (or floating car data) to express
average emissions emerging at link units. Zegeye et al. (2013) apply macroscopic traffic vari-
ables for the cycle-variable model VT-Micro (Rakha et al. (2004)) to express real-time average
emission factors of traffic.
On the middle-level, emission models are used for the analysis of the environmental impact
of ITS tools. In Carolien et al. (2007) a microscopic simulation platform is developed for the
analysis of traffic control measures. Papers of Ma et al. (2014) and Jazcilevich et al. (2015)
propose systematic assessment methodologies of ITS solutions, including their impact on emis-
sions. Analyses are carried out regarding the influence of traffic intensity, signal coordination
schemes and signal parameters on the gaseous emissions in urban networks by Coensel et al.
(2012) and Gori et al. (2015). The effect of speed limit control is compared to the effect of road
pricing in Yang et al. (2012) in terms of traffic performance and emission.
The incorporation of emission models to the control design is the highest level of use of
emission models in traffic engineering. This was first done by Zegeye et al. (2009). The work
of Mahmod et al. (2013) gives a comparative analysis of ITS measures (i.e. demand control,
restriction of vehicle classes, and speed limit control) for a single intersection. The paper
points out that constraining traffic demand clearly reduces emissions, while the reduction of
speed limits lead to the increase of emission of certain pollutants. A special traffic assignment
problem, minimizing network emissions is addressed by Long et al. (2016). Based on the Link
Transmission Model, the problem is solved by means of mixed integer linear programming.
A variable speed limit control scheme is designed to reduce emission factors on freeways by
Liu et al. (2012). The data transferred by vehicle-to-vehicle (V2V) technologies can be best
exploited for cycle variable or higher level emission models, an interesting control approach in
this field is presented by Alsabaan et al. (2013).
It has to be pointed out, that although several approaches have been suggested to use
emission models in traffic control analysis and synthesis, none of these approaches define a
macroscopic description for the spatiotemporal distribution of emissions. This description,
based on the average-speed vehicle emission modeling framework is derived by Csikós & Varga
(2012).
All the above works focus on emission modeling, expressed in terms of emission factors. For
the pollutant behaviour of exhaust gases, roadside dispersion models can be applied. Shorshani
et al. (2015) examine dispersion under calm wind conditions, following the Gaussian plume
approach. A control-oriented dispersion model is presented by Zegeye et al. (2011) with a grid-
based approach. The pollution is considered as a soft constraint, and a multi-objective control
approach for traffic performance improvement and pollution reduction is proposed.
Inclusion of dispersion dynamics into control design is not straightforward. Handling pol-
lutant concentrations as soft constraints in multi-objective design offers a general approach,
however, in case of extreme demands and traffic jams it may lead to suboptimal solutions. On
the other hand, topological attributes of the polluted areas need to be incorporated into con-
trol design as well. These points can be most effectively solved by separating the considered
control problems, namely: i) stabilizing traffic flow; ii) keeping pollutant concentrations under
specified limits under stable traffic conditions. Therefore, in the current paper, instead of a
multi-objective control design, a hybrid approach is presented: separate controllers are devel-
oped for the above given control problems. Between the two controllers switching is realized by
a supervisor controller, formalized as a finite automata that applies a set of rules that provides
stability of the switching mechanism.
Our work relies on the dispersion model proposed in Csikós et al. (2015), where a sensitivity
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analysis of the model is also carried out supporting a preliminary statement of control objec-
tives for pollution reduction. By integrating the emission dispersion model to the second-order
motorway model METANET (Papageorgiou et al. (1990)), a joint system is obtained for which
the hybrid controller is designed. Ramp metering and variable speed limit (VSL) control input
values are optimized by means of the nonlinear model predictive control (NMPC) technique,
see in Grune & Pannek (2011). For the evaluation of the suggested controller, a complex case
study is presented, in which performances of the control modes and the switching behaviour are
analyzed.
The paper is structured as follows: after the introductory section, in Section 2 the macro-
scopic traffic and emission models are summarized alongside the emission dispersion model.
Following an overview of the system model, control design is detailed in Section 3. The con-
troller performance is analyzed in a case study, presented in Section 4. The computational
properties of the proposed control system are discussed in Section 5. Finally, conclusions are
drawn.
2 Methods and tools
Motorway traffic is most commonly described by macroscopic models using aggregated variables,
which are bivariate functions of space and time. This distributed parameter system approach
(DPS, see Hangos & Cameron (2001)) is extended to the modeling of motorway traffic emissions
as well: i.e. emission is stated as a variable of both space and time, expressed as a function
of the macroscopic traffic variables. In this section the modeling aspects are summarized for
traffic flow, traffic emissions and the dispersion of exhaust pollution.
2.1 Motorway traffic model
The considered traffic system is a motorway stretch divided to Ns segments of similar length.1
Control of the system is realized by using metered ramps ri(k) and variable speed limits vsli(k),
i=1, ..., Ns. Traffic density ρi(k), mean speed vi(k) and ramp queue li(k) for discrete step k and
segment i = 1, ..., Ns are modeled by the second-order model METANET, see Papageorgiou
et al. (1990). The dynamic equations of the model are given in Section 2.4, alongside the
detailed description of model variables. In this section, the focus is on the modeling of variable
speed limits (VSL).
In the METANET model, the equilibrium speed equation is defined as follows:
V (ρi(k)) = vfreeexp
(
−1
a
(
ρi(k)
ρcr
)a)
, (1)
where parameters vfree, a, ρcr are constant parameters, usually given as functions of the speed
limit value. Here, a slight modification of the equilibrium speed equation of METANET is
carried out based on the following assumption: by using variable speed limits, the free flow
speed parameter vfree is altered to vsli. Thus, the equilibrium speed in case of VSL control
becomes a fraction of the uncontrolled speed function (1):
V (ρi(k)) = vsli(k)exp
(
−1
a
(
ρi(k)
ρcr
.
)a)
(2)
Thus, the only result of speed control is the reduced capacity of the road. Nevertheless, certain
VSL models (i.e. Hegyi et al. (2002) and Papageorgiou et al. (2008)) describe a slight increase
in the critical density, thus the extension of the stable domain of the system as well, meaning an
1Segment lengths Li, i = 1, ..., Ns may be chosen arbitrarily as long as the numerical stability condition of
Courant et al. (1928) is satisfied for given sampling time T , i.e. vfree TLi < 1, i = 1, ..., Ns. The free flow speed
vfree is equal to the highest velocity that a particle (i.e. a vehicle) in the flow may carry.
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additional stabilizing effect of VSL control. However, this effect has not yet been validated and
is neglected in present work. The applied speed limit model has been successfully implemented
for a real network case study in Goatin et al. (2016).
2.2 Macroscopic traffic emission modeling
For describing the vehicular emissions, several models exist in the microscopic level (e.g. MOVES,
(see Chamberlin et al. (2011)), COPERT, (see Ntziachristos et al. (2000)), VERSIT, (see Smit
et al. (2007))). The pollution of motorway traffic, however, needs to be described similarly to
the traffic flow, i.e., as a function of space and time. The framework applied here relies on the
microscopic vehicular emission models and extends them to the macroscopic level by means of
macroscopic flow data. A distinction is made in the pollution modelling of the main network
elements (i.e. the main lane and the ramp queue), due to the different types of available flow
data. While the main lane is characterized by traffic density and mean speed measurements,
measurement of on-ramps is narrowed to queue length data, without the information of ramp
flow speed.
Main lane In this case, for vehicular emissions, the average-speed based modeling approach
is adopted. Average-speed emission models give the emission factor ef of a single vehicle in
units of [g/km] as a function of the vehicle speed. For a quantitative analysis of average-speed
emission modelling with different traffic models see Zhu et al. (2013).
In the followings, the macroscopic description of main lane emission is summarized (for a
detailed introduction of the concept, the reader is referred to Csikós & Varga (2012)). We
assume that the vehicle composition is homogeneous and constant in time and its emission
factor for pollutant p is represented by ef p. Then, the spatiotemporal distribution of traffic
emission in the continuous domain of space x and time t for pollutant p is given as follows :
εpmain(x, t) = ef p(v(x, t))ρ(x, t)v(x, t), (3)
where continuous variables ρ(x, t) and v(x, t) denote the traffic density and mean speed at (x, t),
respectively. The variable εp(x, t) is obtained in units
[
vehg
km×h
]
. Total emission Ep of pollutant
p in unit [veh g] over a finite spatiotemporal domain ∆x×∆t is given by the integral
Epmain,∆x×∆t =
∫
∆t
∫
∆x
εp(x, t) dx dt. (4)
Assuming that the average speed of traffic flow represents the speed of individual vehicles
over a domain Li×T , definition (3) can be extended to discrete space and time, by averaging
as in eq. (4). For a discrete segment i of length Li in discrete sample step k of duration T , the
spatiotemporal distribution of emission of pollutant p is given as:
εpi,main(k) = ef p(vi(k)) ρi(k)vi(k), (5)
in units
[
vehg
km×h
]
. By eq. (5), the spatiotemporal distribution of traffic emission is formalized as
a bivariate function of traffic density and traffic mean speed.
Ramp queue The queued vehicles of the ramp are considered to be idling. For these vehicles,
instead of the emission factor, a time specific variable is used: the emission rate ep, given in units
[g/h]. In the macroscopic aspect, the emission of the on-ramp queue of segment i is considered
as belonging to the segment. In the discrete framework it is given as follows:
εpi,ramp(k) = li(k)ep(k)
1
Li
. (6)
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The spatiotemporal distribution of the emission caused by motorway traffic is given as the
sum of eqs. (5) and (6), obtained in units
[
vehg
km×h
]
:
εpi (k) = ε
p
i,main(k) + ε
p
i,ramp(k). (7)
2.3 Emission dispersion modeling
The dispersion model aims at modeling the evolving concentration of the pollutants with local
effects (CO, HC, NOX) at the boundary of inhabited areas near motorways. Here, a short
summary of the modeling assumptions and the obtained state dynamics of emission dispersion
is given. The derivation of the model is summarized in Appendix A. For a detailed derivation
and analysis of the model the reader is referred to Csikós et al. (2015).
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Figure 1: Topological layout of the dispersion model
The layout of the modeling problem is illustrated in Fig. 1a: the area between the road and
the inhabited area is divided to Nb constant cross-section channels of equal width, parallel to
the wind direction. (The dimensions {L,X,H,W}j of flow channel j are illustrated in Fig. 1b).
The process of emission dispersion is considered a distributed parameter system according to
Hangos & Cameron (2001), modeled separately for each flow channel. The output of the model
are the pollutant concentrations at the boundary of the inhabited area.
The geometric parameters of a flow channel are illustrated in Fig. 1. The following modeling
assumptions are adapted:
• Constant wind direction and changing wind speed are supposed, describing the effect of
prevailing winds.
• The pollution is ideally mixed over the cross section of the flow channels. Only axial
dispersion of pollution present through the channels.
• Plug flow is modeled within each flow channel j, j=1, ...,Nb (see Fig. 1a).
• The flow channels are considered as balance volumes in which the law of mass conservation
(see Hangos & Cameron (2001)) is formalized.
• The flow channels are parallel to the wind direction and are of equal width.
• For the boundary of the channels, the excitation is calculated by using the macroscopic
description of traffic emission (see Section 2.2).
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The discrete dynamics of concentration in balance volume j for time step k is stated as:
cpj (k+1)=c
p
j (k)+T
(
w(k)
cp,0j (k)−cpj (k)
Xj
−λj(k)cpj (k)
)
, (8)
where dissolution rate λ is calculated as given in Appendix A, see eq. (23).
The initial condition is given by
cpj (0)=0, ∀xj ∈ [0, Xj ],
whereas boundary condition cp,0j (k) is stated based on the macroscopic emissions (7) emerging
at the root of the balance volume:
cp,0j (k)=T
∑Nj,i
j,i=1E
p
j,i(k)Lj,i
HjLjWj
. (9)
Remark 1 The number of the flow channels depends on the wind direction. The width of
a flow channel is suggested to be chosen such that on average a flow channel is fed by one
motorway segment. In most cases, however, due to the curvature of the motorway, Ns 6=Nb,
i.e. the number of motorway segments and that of the flow channels may differ (see Fig. 1a).
The curvature also implies that a single balance volume may be fed by a changing number of
motorway segments. In the boundary condition (9) the index j, i = 1, ..., Nj,i gives the motorway
segments that feed balances volume j along Lj,i of their segment length Li. For each balance
volume j, ∑Nj,ij,i=1 Lj,i = Lj holds.
2.4 The joint traffic - emission dispersion system
The above proposed dispersion model is attached to the second-order traffic process model
METANET. The two dynamics are coupled by the boundary conditions of the concentration
dynamics, formalized as the function of traffic variables. The original state-space of the traffic
model is extended by the outlined emission dispersion dynamics, the size Nb of which depends
on the wind direction and topographic characteristics.
The state equation of the model is outlined in eq. (10) below. For easier readability, it is
given in the form x(k+1)=f(x(k)) + g(x(k), u(k)) + h(x(k), d(k)), where x(k) is the state, u(k)
is the input and d(k) is the disturbance variable at time instant k. The state equations hence
contain separately the solely state-dependent terms from the terms that contain the control
inputs and the disturbance variables.
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
ρ1(k+1)
v1(k+1)
l1(k+1)
. . .
ρi(k+1)
vi(k+1)
li(k+1)
. . .
ρNs(k+1)
vNs(k+1)
lNs(k+1)
cp1(k+1)
. . .
cpNb(k+1)
. . .

=

ρ1(k) + TL1 [−ρ1(k)v1(k)]
v1(k)− Tτ v1(k)− TLv1(k)v1(k)− ηTτL1
ρ2(k)−ρ1(k)
ρ1(k)+κ
l1(k)
. . .
ρi(k) + TLi [ρi−1(k)vi−1(k)− ρi(k)vi(k)]
vi(k)− Tτ vi(k) + TLi vi(k) (vi−1(k)− vi(k))−
ηT
τLi
ρi+1(k)−ρi(k)
ρi(k)+κ
li(k)
. . .
ρNs(k) + TLNs [ρNs−1(k)vNs−1(k)− ρNs(k)vNs(k)]
vNs(k)−Tτ vNs(k)+ TLNs vNs(k) (vNs−1(k)−vNs(k))−
ηT
τLNs
ρNs+1(k)−ρNs (k)
ρNs (k)+κ
lNs(k)
cp1(k) + T
(
w(k) c
p,0
1 (ρ1(k),v1(k),...,ρNs (k),vNs (k))−cp1(k)
X1
− λ1(k)cp1(k)
)
. . .
cpNb(k)+T
(
w(k)
cp,0Nb
(ρ1(k),v1(k),...,ρNs (k),vNs (k))−cpNb (k)
XNb
−λNb(k)cpNb(k)
)
. . .

+

T
nL1
r1(k)
T
τ vsl1(k) exp
(
−1
a
(
ρ1(k)
ρcr
)a)
− δTτL1
r1(k)v1(k)
ρ1(k)+κ
−Tr1(k)
. . .
T
nLi
ri(k)
T
τ vsli(k) exp
(
−1
a
(
ρi(k)
ρcr
)a)
− δTτLi
ri(k)vi(k)
ρi(k)+κ
−Tri(k)
. . .
T
nLNs
rNs(k)
T
τ vslNs(k) exp
(
−1
a
(
ρNs (k)
ρcr
)a)
− δTτLNs
rNs (k)vNs (k)
ρNs (k)+κ
−TrNs(k)
0
. . .
0
. . .

+

T
nL1
(q0(k)− s1(k))
T
L1
v1(k)v0(k)
To1(k)
. . .
− TnLi si(k)
0
Toi(k)
. . .
− TnLNs sNs(k)
− ηTτLNs
ρNs+1(k)
ρNs (k)+κ
ToNs(k)
0
. . .
0
. . .

(10)
Above the dashed line of eq. (10) the dynamic equations of the model METANET are given
for each segment i through the triplet of states (ρi(k), vi(k), li(k)). Traffic states are governed
by conservation laws: for the traffic density ρi and ramp queue li, the conservation of vehicles;
whereas for the mean speed vi the conservation of momentum is modeled. The last block below
the dashed line involves the assumed conservation dynamics for the pollution within balance
volumes. The notation “ . . . ” indicates that the block has to be repeated for all considered
pollutants p ∈ {CO,HC,NOX}.
The state vector is hence obtained as follows:
x(k)=
[
ρ1(k), v1(k), l1(k), . . . , ρNs(k), vNs(k), lNs(k), c
p
1(k), . . . , c
p
Nb(k), . . .
]T ∈ R3Ns+3Nb .
The input vector is in the form:
u(k)=[r1(k), ..., rNs(k),vsl1(k), ..., vslNs(k)]T∈R2Ns .
It is important to note that all control inputs are not necessarily present, the highest dimension
of the control input (2Ns) is stated.
For the motorway model the boundary variables of the network are considered distur-
bances, i.e., the upstream flow q0, mean speed of the upstream traffic v0, on-ramp demands
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(oi, i=1, ..., Ns), off-ramp flows (si, i=1, ..., Ns and downstream density (ρNs+1). The disper-
sion dynamics are influenced by disturbance variable wind speed w(k) only. The measured
disturbances of the joint system are collected in the following vector:
d(k)= [q0(k), v0(k), ρNs+1(k), w(k), o1(k), . . . , oNs(k), s1(k), . . . , sNs(k)]T ∈ R2Ns+4.
Measured outputs are given in the vector y(k):
y(k)= [ρ1(k), v1(k), l1(k), . . . , ρNs(k), vNs(k), lNs(k)]T ∈ R3Ns .
The METANET model is characterized by τ , η, δ, κ constant parameters. Furthermore, di-
mensional parameters of the balance volumes, i.e., {X, L, W, H}j constitute of the constant
parameters of the dispersion system.
3 Control design
The sensitivity analysis of the dispersion model (presented in Csikós et al. (2013b)) showed that
concentration regulation as a control objective is in conflict with conventional traffic stabilizing
interventions which do not necessarily improve concentration levels. While ramp metering can
reduce the emission production and thus the emerging concentrations, VSL control leads to
higher emissions within a finite spatiotemporal domain through the increased traffic densities,
and thus higher pollutant concentrations are reached. Under stable conditions, however, VSL
control is not needed. Thus, a feasible aim is to reduce pollutant concentrations below legislation
limits, under stable conditions only, using the ramp metering and no VSL. Unstable traffic
conditions require a different approach. Shockwaves (in our analysis, backward propagating
jamwaves) can reach such extent and magnitude that the ramp metering by itself is not capable
of suppressing them: in this case, both VSL and ramp metering inputs are needed.
The difference in the applied control inputs for the control aims requires two different control
modes, each having individual control design. The switching between the control modes has to
be based on an appropriate rule set that satisfies the stability of the controlled system. In what
follows, a hybrid control structure is suggested for the above problem. After the statement of
control objectives, a hybrid controller and its control modes are proposed.
3.1 Control objectives
In the followings, preliminary control objectives are stated, focusing on the main goal of each
control mode. In Sections 3.3 and 3.4, the applied cost functions are stated, containing addi-
tional terms to improve controller performance.
• In case of stable traffic conditions, (under the critical density) the control aims to keep
the concentrations below legislation limit cplimit, using the ramp metering only (for a detailed
analysis of controller setup, see Csikós et al. (2014)). State constraints are defined as follows:
cpj (k) ≤ cplimit.
The cost function of the control should be specified so that the ramp queues are minimized.
• In case of unstable traffic conditions (e.g. as a result of a shockwave), concentration
constraints are neglected and a traffic stabilizing controller is used. This controller uses both
ramp metering and variable speed limits. For a detailed description of the shockwave suppression
control design see Csikós et al. (2013a).
On both levels, optimal input is designed by a nonlinear model predictive control (NMPC)
design (see Grune & Pannek (2011)), however with different cost functions and constraints.
The proposed two-mode controller has to handle both the uncongested and congested sit-
uation, aiming for the appropriate control objective. The key feature of the controller is the
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switching rule set that is able to recognize the neccessity of switching in both directions based
on the system states with a stable operation, i.e., no oscillation of the modes emerges. The con-
trollers are embedded in a hybrid automata model framework that also involves the switching
logic, outlined in Section 3.2. The controller modes are detailed in Sections 3.3 and 3.4.
3.2 Control system structure
In this section the operation of the two-mode controller is outlined by the formal description of
the control system structure.
A system is considered a hybrid system if it combines subsystems that are continuous in
behavior (having a continuous set of states) with discrete event subsystems (having discrete
states only). In our case, the subsystem with continuous behavior is the motorway traffic
system, and the discrete event system is the subsystem that assigns the control mode (control
for concentration/congestion). The switching rule is thus designed through the discrete event
system specification. The discrete event system is represented by a finite automata model,
which is designed based on both analytical considerations and heuristic design.
Following the conventional formal description of Hangos & Cameron (2001), a hybrid system
is described by the elements:
HA=(DHA, CHA),
where HA denotes the hybrid automata model, which is composed of the discrete event system
DHA and the continuous system CHA.
The discrete event system is a finite automata model in the form of
DHA=(QHA,ΣHA, δHA),
where QHA is a set of different operational regions of the continuous state system. In our case,
QHA={congested traffic‘, ‘free flow‘}.
ΣHA is the set of input elements of the finite automata that consists of autonomous plant
events:
ΣHA={‘forming congestion‘,‘dissolving congestion‘, ‘saturation‘}.
δHA describes the possible operational regions that occur as a result of the state-event pairs:
δHA : QHA × ΣHA 7→ QHA.
In our case,
δHA(‘free flow‘, ‘forming congestion‘)=‘congested traffic‘,
δHA(‘congested traffic‘, ‘forming congestion‘)=‘congested traffic‘,
δHA(‘congested traffic‘, ‘dissolving congestion‘)=‘free flow‘,
δHA(‘free flow‘, ‘dissolving congestion‘)=‘free flow‘,
δHA(‘congested traffic‘, ‘saturation‘)=‘congested traffic‘,
δHA(‘free flow‘, ‘saturation‘)=‘free flow‘.
The state transition diagram of the discrete event system DHA is shown in Fig. 2.
Figure 2: State transition diagram
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The continuous state system CHA of the structure is the system described earlier in Section
2.4. The nonlinear state dynamics are described by eq. (10). where measured outputs can take
values within the set y(k) ∈ Yp ⊆ R3Ns .
The events that form the set ΣHA are determined as follows. For the thresholds, values
around the critical density are chosen. Furthermore, they are tuned considering the hysteresis
effect in the traffic dynamics (see Yuan et al. (2017)): the choice of unequal threshold values
leads to the exclusion of the oscillation and ensures the stability of the switching control. The
threshold values are chosen based on manual tuning following a set of test runs.
‘forming congestion‘ = ‘ max
0<n≤Ns
ρn ≥ ρsat,high ‘ (11a)
‘dissolving congestion‘ = ‘ max
0<n≤Ns
ρn ≤ ρsat,low ‘ (11b)
‘saturation‘ = ‘ρsat,low ≤ max0<n≤Nsρn ≤ ρsat,high ‘ (11c)
The stability of the controller needs to be analyzed during the switch from ’congested traffic’
to ’free flow’. Basically, in case of congestion, the controller remains in controller mode 2 in
saturation effect, until density value ρsat,low is reached. The controller remains in mode 2
(’congested traffic’), reducing ramp flow until the mainstream density drops below the lower
threshold value ρsat,low . When switching back to controller mode 1 (’free flow’), the ramp flow
is increased so that a state constraint of a stable value is maintained, always lower than the
upper threshold value ρsat,low . The controller is only switched back in mode 2 when an extreme
disturbance appears in the main line. The additional traffic of ramp flow in mode 1 cannot lead
to densities higher than ρsat,high . Thus, the adoption of the hysteretic behavior of the system in
the choice of the threshold values leads to the exclusion of the oscillation in controller behavior.
3.3 Controller mode no. 1 - ramp metering for concentration limiting
3.3.1 Cost function
The cost function of the controller handles the operation of the ramp and the resulting ramp
queue. Thus it formalizes the objective to allow as much of the ramp demand as possible to the
main line so that the concentration constraint is fulfilled while the ramp queue is minimized for
each `=1, ...,K control horizon step. Formally:
J(k)=
K∑
`=1
Ns∑
i=1
(
‖li(k+`)‖22+ω1‖oi(k+`)−ri(k+`)‖22+ω2‖ri(k+`−1)−ri(k+`)‖22
)
. (12)
When tuning weighting parameters ω1 and ω2, Bryson’s rule is followed, see Franklin et al.
(2002.). For any χi term within the cost function, the weight ωi = 1/χ2i,max is chosen, where
χi,max is the maximal nominal value of the term χi. The initial weighting parameters are then
manually fine-tuned and normalized by max{ωi}. (The resulting parameters are ω1=1, ω2=0.1).
3.3.2 Constraints
The following constraints are set for the system variables.
• The specification of state constraints is a key element of the design of the first controller
mode as they represent the prescribed concentration limits:
cpj (k + `) ≤ cplimit ,
for each `=1, ...,K sample step and each j=1, ...,Nb balance volume. cplimit is determined by the
contribution of the motorway to the local pollution of pollutant p, the value is usually a fraction
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of the legislation limit. However, the sensitivity of the concentration dynamics is low for the
control inputs ri and vsli (ramp metering and variable speed limit of segment i, i=1, ..., Ns)
(see Csikós et al. (2013b)), thus the optimization problem is ill-conditioned for the concentration
constraints.
A solution for the problem is to apply state constraints directly on the traffic variables. This
can be realized through the boundary concentration values of the emission dispersion model as
they can also be considered as external excitations of the dispersion system. By solving the
discrete concentration dynamic equation (8) for steady-state conditions, the maximal emission
can be expressed for a specified cplimit concentration constraint as an external excitation:
εplimit(k) = c
p
limitHjLjWj
w(k) + λj(k)Xj
w(k) . (13)
In the following, we assume that the emission of the ramp queue is negligible compared to that
of the main lane. Hence, the macroscopic emission distribution εp becomes a function of traffic
density and mean speed. By substituting (5) to (14) and by further analysis of measurement
data, traffic state constraints can be chosen that satisfy (14).
A relationship sought between the emission limit εplimit and the traffic variables. For this end
εp(ρ, v) is illustrated in Figure 3, assuming the model parameters given in Section 4. Emission
values are represented in color scale for the corresponding traffic state (speed and density) pairs.
Also, measured values of the traffic states are highlighted with dots.
The primary state variable of the traffic system is the traffic density, with the speed as a
secondary variable, expressing its dynamics around the equilibrium speed function. Below the
critical density (i.e. free flow conditions), the static dependence of traffic mean speed on traffic
density is present in a dominant way. As a conclusion, below the critical density - which is the
operation domain of this controller mode - traffic speed, and also, macroscopic emission (which
is a function of traffic density and speed) can be accurately approximated as a function of the
traffic density variable only. Hence, the maximal macroscopic emission can also be represented
as a function of the traffic density, thus the state constraints should be specified for the density
values. The traffic density constraint is thus stated so that the highest emission level is a
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Figure 3: Macroscopic emission function and measurements of flow variables
function of traffic density. For this function, the envelope of the highest emission values for
pollutant p can be considered based on substituting traffic measurement data to the emission
function (5):
εpmax = max∀vi
εpi (ρi, vi) .
For each pollutant p, the maximal traffic density can be obtained as follows:
ρpi = arg(εpmax(ρ)).
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The ultimate density constraint for segment i is the lowest of the density bounds of ρpi :
ρi(k + `) ≤ min
p
ρpi (k), (14)
for each k sample step and each ` = 1, ...,K control horizon step.
• Throughout the control horizon, constant disturbance values are considered. Thus,
q0(k + `)=q0(k),
v0(k + `)=v0(k),
ρNi+1(k + `)=ρNi+1(k),
oi(k + `)=oi(k), i = 1, ..., Ns,
si(k + `)=si(k), i = 1, ..., Ns,
w(k + `)=w(k).
(15)
for each k sample step and each `=1, ...,K control horizon step.
• Regarding the inputs, ramp metering is constrained between zero and the possible admis-
sible traffic flow:
0 ≤ ri(k + `) ≤ min(S, oi(k) + li
T
), (16)
for each k sample step and each `=1, ...,K control horizon step. S denotes the saturation flow
(S=1800 veh/h), the highest possible flow of a starting traffic. The formula oi(k) + liT gives the
highest admissible flow from queue i in units [veh/h]. In this mode the VSL control inputs are
fixed to:
vsli(k + `)=130, i=1, ..., Ns, `=1, ...,K. (17)
3.4 Controller mode no. 2 - traffic stabilization
3.4.1 Cost function
For the cost function, a similar approach is used as in Csikós et al. (2013a). The main goal
is the stabilization of the mainstream states with the neglect of ramp queue lengths (however,
implicitly, by minimizing the difference between the ramp demands and actual ramp flows the
queue length is minimized). By this, a regulation control is realized for the setpoint ρcr. The
last two terms of the cost function are responsible for the suppressing of spatial and temporal
oscillation in VSL inputs. The cost function is given by the following functional:
J(k)= ∑K`=1 (∑Nsi=1 ‖ρi(k+`)−ρcrit‖22
+w1
∑Ns
i=1 ‖oi(k+`)−ri(k+`)‖22
+w2
∑Ns
i=1 ‖vsli(k+`)−vsli(k+`−1)‖22
+w3
∑Ns−1
i=1 ‖vsli(k+`)−vsli+1(k+`)‖22
)
.
(18)
The values of the tuned weighting parameters are as follows: w1=0.02, w2=0.02, w3=0.05.
3.4.2 Constraints
• No constraints are set on the states.
• Similarly to controller mode 1, throughout the control horizon, constant disturbance values
are considered (see (16)).
• Inputs
For the ramp control: the same conditions are used as in controller mode no. 1, see eq. (17).
VSL inputs may take values from the following discrete set:
vslset={60, 70, 80, 90, 100, 110, 120, 130}.
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Remark 2 The design of the optimal VSL input is carried out in a continuous manner. Then,
the applied control is chosen by rounding the designed input to the possible discrete values. For
the elimination of VSL input oscillation a two-step optimization is carried out. In the first step,
optimal input is calculated, considering a continuous set for VSL input. Then, input variables
for VSL control are rounded to the elements of the discrete set. After setting the discrete values,
another optimization is run solely for the ramp control, considering the fixed VSL values as input
constraints.
4 Case study
In this section the behaviour of the proposed controller is investigated. For the sake of a concise
study, a complex scenario is simulated with changing demands and constraints. The following
aspects are examined: i) the performance and effectiveness of the control modes under changing
demands and constraints; ii) the switching performance of the hybrid controller in terms of
response time, mode choice and stability.
4.1 Simulation setup
The case study presents a traffic situation with unstable conditions: a rush hour scenario during
which two shockwaves of different amplitudes appear. Furthermore, a drop in upstream main
lane load is featured for a short period of time, which gives an opportunity to show that the
controller can compensate the traffic load from the queued vehicles of the ramp.
The simulation network is a 10 km long, two-lane motorway stretch, divided to equal segment
lengths. The network is controlled with a ramp at the first segment (see Fig. 4) and variable
speed limits at each segment.
(ρ1, v1, l1) . . .
vsl1 vsl9 vsl10vsl2
(ρ2, v2, l2) (ρ9, v9, l9) (ρ10, v10, l10) (ρ11)(q0, v0)
r1
o1
Figure 4: Case study network layout
For simplicity, wind direction is perpendicular to the motorway, and the parameters of the
flow channels are equally Xj=1000 m; Hj=30 m; Lj=1000 m. This simplified topology gives
a platform to a thorough evaluation of the proposed controller. The parameters of the traffic
model used for the simulations are as follows: a=2.5, ρcr=25 veh/km/lane, τ=0.005, η=65,
δ=1.68, κ=40.
The disturbances of the traffic system during the simulation are plotted in Fig. 5. A constant
w=4 m/s for wind speed and si = 0, i=1, ..., Ns off-ramp flow values are used.
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Figure 5: Disturbances: upstream flow and mean speed; downstream traffic density; on-ramp
demand
The emission factor function of CO pollution (representing the average fleet of Hungary)
is used in the form: ef CO(t)=0.00334v(t)2−0.8v(t)+58. The function is determined based on
the average fleet composition of Hungary, applied for the Copert average-speed emission model
Ntziachristos et al. (2000). For the idling emission rates, the following value is used: eCO=7.123
g/h/veh (determined for the Hungarian fleet composition using Office of Transportation and
Air Quality (2008)).
The specification of the concentration limits is a delicate matter, as motorway traffic cannot
be considered the sole source of air pollution. In our approach, we follow the figures of Commis-
sion (2016). Road transport was responsible for 31.7% of the air pollution of the EU in 2012.
Considering that 50% of traffic emissions come from motorway networks, the contribution of
this road type can be estimated as 15.85% to overall pollution. The legislation limit of CO for
1-hour daytime period is 0.035 g/m3, and the fraction that motorway traffic can reach is chosen
proportionally as 0.0055 g/m3. The concentration limits are prescribed as follows:
cCOlimit=
{
0.0095 g/m3, if t < 1200 s
0.0055 g/m3, if t ≥ 1200 s
The changing limits provide an opportunity to analyze the transients of the controller during
state constraint changes.
For the controller, the decision values of eq. (12) are obtained by manual tuning following
a set of test runs for the case study system. As a result of the tuning, the choice of ρsat,low=23
veh/km/lane and ρsat,high=28 veh/km/lane is made.
4.2 Simulation results
The traffic density and CO concentration profiles of the uncontrolled scenario are depicted in
Figs. 6 and 7. The effect of the disturbances can be observed: the drop of upstream main lane
load between 2400-3300 s results in a lower traffic density and also lower concentration values.
The peaks in the downstraeam disturbance at 4300 s and 7600 s result in heavy shockwaves.
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Figure 6: Traffic density - uncontrolled case
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Figure 7: CO concentration limits and values - uncontrolled case
The controller analysis is presented in two scenarios:
• In the first scenario, controller mode no. 1 of the hybrid controller is used only.
• In the second scenario both modes of the hybrid controller are applied, switched by the
finite automata.
The motivation for the comparison is to highlight the differences between controller setups
during changing conditions. It is expected that although controller mode no. 1 can handle
changing traffic loads to an extent, however, by itself it is not able to eliminate both shockwaves,
while the hybrid controller can maintain limited concentrations and is capable of stabilizing
traffic by deploying both of its control modes.
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Figure 8: Ramp control and ramp queue - controller mode 1
First control scenario - using only controller mode 1 In case of using the mode no. 1
only, two main observations can be taken: first, the controller is capable of satisfying its control
objective with a good performance; and second, although, it is able to adapt to certain changes
in state constraints and disturbances under stable conditions, it cannot stabilize traffic in case
of extreme disturbances.
During 0-4300 s and 5000-7600 s, traffic is under free flow conditions, and the pollutant
concentrations remain below the pre-specified limits. The restriction in limits is effectively
addressed at 1200 s, see Fig. 8. However, at this point, concentration values show a longer
settling time than traffic density due to the longer time constant of the dispersion dynamics,
see Fig. 9 and 10. During 2500-3000 s, upstream demand of the main lane is decreased, thus
overall flow is complemented by an increased ramp flow, supplied by the ramp queue.
A considerable relief is experienced in the first shockwave at 4300 s, however, the controller
is not capable of suppressing the second one. During the shockwaves the extreme densities lead
to a violation of concentration limits. In such cases, the positive input constraints are superior
to the state constraints.
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Figure 9: Traffic density and prescribed limits - controller mode 1
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Figure 10: Concentrations and prescribed limits - controller mode 1
Second control scenario - hybrid controller When using the hybrid controller, both
controller modes are applied, switched by the finite automata. The appropriate switching of
the control modes leads to an effective handling of changing conditions. During the scenario,
mainly control mode 1 is in operation (see Fig. 12), switching to mode 2 during shockwaves at
4300 s and 7700 s only. In both instances, the switched operation results in a fast response and
opposite to control mode 1 only, an effective stabilization of the flow can be observed by using
ramp metering and VSL control (see Figs. 11, 13 and 14).
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Figure 11: Ramp input and queue of the hybrid controller
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Figure 12: VSL inputs, decision density value and switching mode no. - two-mode control
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Figure 13: Traffic density and prescribed limits - two-mode control
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Figure 14: Concentrations and prescribed limits - two-mode control
The switching dynamics, alongside the ramp and VSL input signals for both switches are
magnified in Fig. 15. During the shockwaves, operation mode no. 2 is in effect for 120 s / 220 s
respectively, with moderate speed limits. The speed limit signals show appropriate the spatial
and temporal gradients, and no oscillation is present.
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Figure 15: Operation of VSL control during shockwaves
In Fig. 16 the total time spent (TTS) of the considered network, involving on-ramps is
depicted for the three analyzed scenarios. The highest peaks of TTS can be observed in the
uncontrolled case, whereas both controlled cases reduce real-time TTS by appropriately ho-
mogenizing flow conditions along the motorway. The effect of smaller shockwaves (with an
amplitude of the first one) can be suppressed by operation mode no. 1, using ramp metering
only. However, this mode cannot handle the second shockwave, and as a result a considerable
increase in TTS can be observed, due to the closing of on ramps and the unsolved traffic jam
(during 7500-9200s). The hybrid approach however exploits the effective homogenization effect
of speed limit control and stabilizes the network with low TTS values. The aggregated TTS
values of the uncontrolled and controlled cases are summarized in Table 1.
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Figure 16: Total time spent in network
- Uncontrolled Control mode 1 only Hybrid control
TTS [veh h] 745.98 750.63 704.78
Table 1: Total time spent in network over simulation
5 Computational analysis of the control system
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The computational complexity of the control modes is analyzed through their underlying opti-
mization problems. The optimization parameters are summarized in Table 2. Both problems
are NP-hard due to the nonlinear equality constraints, however, two important differences can
be pointed out. First, controller mode 1 has a higher number of constraint variables as its state
vector is extended by the dispersion dynamics. This difference by itself means a polynomial
increase in computation time in favor of controller mode 2. Second, control mode 2 features a
two-step optimization. The first optimization step of controller mode 2 has a higher number of
decision variables than the problem of mode 1, leading to an exponential increase in computa-
tion time for a fixed control horizon K. As a result of the above reasons, control mode 2 has a
significantly higher computational demand than that of controller mode 1.
Control mode 1 Control mode 2
Optim. step 1 Optim. step 2
Number of constraints 2Ns+Nr+3Nb 2Ns+Nr 2Ns+Nr+Nv
Horizon length K K K
Number of optimized inputs Nr Nr+Nv Nr
Number of decision variables KNr K(Nr+Nv) KNr
Table 2: Parameters of the optimization problems
In the case study, the optimization of the nonlinear model predictive control is carried
out by the active set algorithm (via fmincon in MatLab, as suggested in Grune & Pannek
(2011)). For prediction horizon length, the value K=5 is chosen. The parameters of the
optimization problems and the corresponding computational times for the case study of Section
4 are summarized in Table 32.
Control mode 1 Control mode 2
Optim. step 1 Optim. step 2
Number of constraint variables 51 21 26
Horizon length 5 5 5
Number of optimized inputs 1 6 1
Number of decision variables 5 30 5
Computation time of a sample step [s] 0.468 2.342
Table 3: Computational parameters of the case study
Table 4 summarizes the aggregated results of different horizon lengths, for valuesK = 1, ..., 5.
Further increase in the horizon length did not lead to considerable performance improvement,
but a significant increase of CPU times. In addition to TTS, the following performance metrics is
used for analysis: Pv denotes the percentage over the spatiotemporal domain of analysis during
which the concentration limits are violated. The increase of K leads to a slight improvement in
TTS, whereas a more significant reduction in Pv. The reason for this is the higher time constant
of the dispersion dynamics, which reacts with long transients to the change in excitation (see
e.g. Fig. 10). By increasing K, a higher weighting is put on concentration tracking error, and
the violation of concentration limits can be reduced.
Regarding the convexity of the problem, an analysis was carried out to find out the existence
of a globally optimal solution. According to several runs from different initial solutions, the
2Simulations are performed on a personal computer with Intel Core i5 3.0-GHz CPU and 8 GB of RAM.
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K Avg. CPU time/step [s] TTS [veh h] Pv [%]
1 0.1147 741.01 23.4
2 0.2519 737.26 25.6
3 0.3056 733.21 22.3
4 0.4167 717.85 17.4
5 0.5273 704.78 16.2
Table 4: Comparison of prediction horizons
same solution was obtained. However, by itself this does not prove that the stated optimization
problem is convex.
6 Conclusion
In this work a control system is developed and analyzed for the suppression of motorway shock-
waves and the reduction of pollutant concentrations of inhabited areas near motorways. The
dynamic model of the controlled system is based on the second-order macroscopic model de-
scription of the freeway traffic, joined by the emission dispersion model introduced in Csikós
et al. (2015).
Based on a preliminary analysis of control objectives and control measures, different con-
troller setups were used for the considered traffic situations. During free flow, when stable
conditions are present concentration limiting can be aimed. This objective can be achieved by
ramp metering control, whereas no dynamic speed limit is used, since it influences emission
distribution in an undesired way. In case of congestion along a moving jamwave, variable speed
limit control is also needed in addition to ramp metering. In this case the objective is flow sta-
bilization, and concentration limiting is not considered. These significantly different controller
setups call for the use of a hybrid controller. For the above tasks dedicated control modes were
developed, between which a finite automata is responsible for switching.
The behaviour of the proposed hybrid control system is analyzed in a complex case study,
from which the following conclusions can be drawn. The controller setup for the different
objectives is proven to be appropriate by the performance of the control modes. However, their
capabilities are restricted to certain state domains. The hybrid controller, by an appropriate
switching of the control modes, can adapt to changing demands as well in both the stable
and unstable state domain. Furthermore, the finite automata, tuned with consideration of the
hysteresis in the system dynamics leads to a stable operation of the controller, i.e., no oscillation
in switching emerges. Further analysis shows that the presented model and control system offers
a computationally effective centralized control solution which is a result of the simple dynamic
model for dispersion.
Appendix
A Derivation of dispersion dynamics
The outlined process system can be modeled through the conservation of pollutant masses
within the balance volumes. Each flow channel is considered as an autonomous balance volume
with individual dynamics. In the following, the conservation is formalized for an arbitrary flow
channel j. The mass balance for pollutant p in flow channel j is described through the variable
mpj (x, t) (measured in units [g]) as a bivariate function of time (0 ≤ t) and space (0 ≤ xj ≤ Xj),
where Xj denotes the length of flow channel j.
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The conservation equation of pollutant p for balance volume j is:
∂mpj (xj , t)
∂t
= φpj,in(xj , t)− φpj,out(xj , t)− ψj,dis(xj , t) (19)
where φpj,in(xj , t), φ
p
j,out(xj , t) and ψj,dis(xj , t) are the inflow, outflow and dissolution rate of the
pollutant, respectively.
The inflow of pollutants at the border of the balance volume comes from the emission of the
segments involved in the balance volumes:
φpj,in(0, t) =
Nj,i∑
i=1
εpj,i(t) · Lj,i (20)
where Nj,i denotes the number of segments involved in balance volume j; εpj,i, given in units
[g/km · h] denotes the spatiotemporal emission of motorway segment j, i, Lj,i denotes the length
of segment j, i
(∑Nj,i
i=1 Lj,i = Lj
)
.
The outflow of pollutants is the direct effect of the wind:
φpj,out(xj , t) = w
∂mpj (xj , t)
∂xj
(21)
where w (in units [m/s]) denotes the wind speed.
The dissolution of pollutants is described by the following formula:
ψpj,dis(xj , t) = λ(xj , t)m
p
j (xj , t) (22)
where λp(xj , t) (in units [s−1]) denotes the decay rate of the pollutant p. The dissolution of
gases is modeled by a simplified version of the Gaussian plume model, see in Luhar & Patil
(1989): pollution decay rate λ(xj , t) is modeled as a function of wind speed and downwind
distance, and is obtained from the following formula:
λ(xj , t)=
w(t)
Xja(w(t))Xb(w(t))j 2pi
∫ −Hj/2
−∞
exp
− z2
2a(w(t))X2b(w(t))j
dz (23)
where Xj and Hj are geometric parameters of flow channel j (see Fig. 1b), a(w) and b(w) are
modeling parameters, functions of the wind speed, see Schwede (1999).
The relationship between the mass of pollutant p and its concentration in an infinitesimal
segment ∆Vj of balance volume j is described as:
∆mpj (xj + ∆xj , t) = c
p
j (xj + ∆xj , t) ·∆Vj = cpj (xj + ∆xj , t) ·HjLj∆xj (24)
where cpj (xj + ∆xj , t) denotes the concentration of pollutant p in the balance volume increment
∆Vj , measured in units [kg/m3].
By using eqs. (21)-(25), (20) can be reformalized in one continuous partial differential equa-
tion taking the limit ∆xj → 0:
∂cpj (xj , t)
∂t
= −w(t)∂c
p
j (xj , t)
∂xj
− λp(xj , t)cpj (xj , t) (25)
Initial condition of the partial differential equation is supposed as follows:
cpj (xj , 0) = 0,∀xj ∈ [0, Xj ]
22
The boundary condition of eq. (26) is obtained from the concentration emerging at the boundary
of the balance volume, derived from the absorption in the volume Hj×Lj×Wj :
−w(t)∂c
p
j (xj , t)
∂xj
∣∣∣∣∣
xj=0
=
∑Nj,i
j,i=1 ε
p
j,i(t) · Lj,i
HjLjWj
(26)
The continuous partial differential equation (26) is then converted into a set of ordinary
difference equations through the spatial and temporal discretization. Here, attention needs to
be payed to the numeric stability of the solution, by applying the Courant-Friedrichs-Lewy
condition (see Courant et al. (1928)) to the sampling.
The discrete dynamics of concentration in balance volume j for time step k is stated as:
cpj (k+1)=c
p
j (k)+T
(
w(k)
cp,0j (k)−cpj (k)
Xj
−λj(k)cpj (k)
)
(27)
The discrete state dynamics are accompanied with the conditions at the boundary and the
initial conditions. The initial condition is given by:
cpj (0)=0,∀xj ∈ [0, Xj ]
Boundary condition cp,0j (k) is stated based on the macroscopic emissions emerging at the root
of the balance volume as in eq. (27) in discrete form:
cp,0j (k)=T
∑Nj,i
j,i=1 ε
p
j,i(k)Lj,i
HjLjWj
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