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KRUGLOV OPERATOR AND OPERATORS DEFINED BY
RANDOM PERMUTATIONS
S.V. ASTASHKIN1, D.V. ZANIN, E.M. SEMENOV2, AND F.A. SUKOCHEV3
Abstract. The Kruglov property and the Kruglov operator play an important
role in the study of geometric properties of r.i. function spaces. We prove
that the boundedness of the Kruglov operator in a r.i. space is equivalent to
the uniform boundedness on this space of a sequence of operators defined by
random permutations. It is shown also that there is no minimal r.i. space with
the Kruglov property.
1. Introduction
Let f be a random variable (measurable function) on the interval [0, 1]. We
denote a random variable
∑N
i=1 fi by pi(f). Here, fi’s are independent copies of f
and N is a Poisson random variable with parameter 1, independent from fi’s.
Definition 1. A r.i. function space E on the interval [0, 1] is said to have the
Kruglov property (E ∈ K) if f ∈ E ⇐⇒ pi(f) ∈ E.
This property was introduced and studied by Braverman [1], exploiting some
constructions and ideas from the article [2] by Kruglov. An operator approach to
the study of this property was introduced in [3] (see also [4]).
Let {Bn}∞n=1 be a sequnce of mutually disjoint measurable subsets of [0, 1] and
let mesBn =
1
en!
. If f ∈ L1[0, 1], then set
Kf(ω0, ω1, . . .) =
∞∑
n=1
n∑
k=1
f(ωk)χBn(ω0).
Here and everywhere else we denote the characteristic function of the set B by χB.
It then follows that K : L1[0, 1] → L1(Ω, P ) is a positive linear operator. Here
(Ω, P ) =
∏∞
n=0([0, 1],mes), where mes is the Lebesgue measure on [0, 1]. Since Kf
is equidistributed with pi(f) (see [3]), we may consider Kf as an explicit represen-
tation of pi(f). In particular, an r.i. space E ∈ K if and only if K (boundedly) maps
E into E(Ω, P ) (see [3]).
We will also use an equivalent representation of the operator K introduced in
[3]. Let f∗ be decreasing rearrangement of |f |, that is, f∗(t) decreases on [0, 1] and
is equimeasurable with |f(t)|. If f ∈ L1[0, 1] and if {Bn} is the same sequence of
subsets of [0, 1] as above, then let fn,1, fn,2, . . . , fn,n, χBn be the set of independent
functions for every n ∈ N, such that f∗n,k = f
∗ for every n ∈ N and k = 1, 2, . . . , n.
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Under these conditions, Kf(t) is defined as a rearrangement of the function
(1)
∞∑
n=1
n∑
k=1
fn,k(t)χBn(t) (0 ≤ t ≤ 1).
It follows from the definition of an r.i. space and that of the operator K that
‖Kf‖E ≥ e−1‖f‖E for every r.i. space E and for every f ∈ E (see also [1, 1.6,p.11]).
It is shown in [3] that the operatorK plays an important role in estimating the norm
of sums of independent random variables through the norm of sums of their disjoint
copies. In particular, in [3] the well-known results of Johnson and Schechtman from
[5] have been strengthened.
It is well known [2],[1] that the Orlicz space expL1 defined by the function e
t−1
satisfies the Kruglov property. The latter property also holds for its separable part
(expL1)0. Indeed, since K is bounded in expL1, we have K((expL1)0) ⊂ K(L∞)
(the closure is taken with respect to the norm in expL1). However, K(L∞) ⊂
(expL1)0 [3, Theorem 4.4]. Since (expL1)0 is a closed subset of expL1, we conclude
that the operator K maps (expL1)0 into itself. All previously known r.i. spaces
E with the Kruglov property satisfied the inclusion E ⊃ (expL1)0. This together
with some results from [3] (e.g. Theorem 7.2) suggest that (expL1)0 is the minimal
r.i. space with the Kruglov property. However, in the first part of the paper we
show that this conjecture fails. Moreover, we show that for every given r.i. space
E ∈ K there exists a Marcinkiewicz space satisfying the Kruglov property such
that Mψ ( E (see Corollary 3). The situation is quite different in the subclass
of Lorentz spaces. Indeed, every Lorentz space satisfying the Kruglov property
necessarily contains expL1 (see Theorem 4).
In [6], Kwapien and Schu¨tt considered random permutations and applied their
results to the geometry of Banach spaces. These results were further strengthened
in [7] and [8] via an operator approach. The following family of operators was
introduced there. Let n ∈ N and let Sn be the set of all permutations of scalars
1, 2, · · · , n. From now on the sets Sn and {1, 2, · · · , n!} will be identified (in an
arbitrary manner). Firstly, we define an operator An acting from Rn into Rn!: if
x = (x1, x2, . . . , xn) ∈ Rn and if pi ∈ Sn is an arbitrary permutation, then
(2) Anx(pi) :=
∑
i:pi(i)=i
xi.
For every x ∈ L1[0, 1], we define a vector Bnx ∈ Rn with coordinates (Bnx)i =
n
∫ i/n
(i−1)/n
x(t) dt, i = 1, 2, . . . , n. The operator Bn has a right inverse operator Cn
( BnCnx = x for every x ∈ Rn) which maps every vector into a function with
constancy intervals [(i− 1)/n, i/n]. Now, we define
Tn = Cn!AnBn.
For every n ∈ N, Tn is a positive linear operator from L1[0, 1] into the space of step
functions. It is not hard to show that
(3) ‖Tnx‖L1 = ‖x‖L1
for every positive x ∈ L1[0, 1]. Sometimes, we will also use the notation Tn for the
operator Cn!An, defined analogously on Rn (this does not cause any ambiguity).
If x = (x1, x2, . . . , xn) ∈ Rn and if E is an r.i. space, then the notation ‖x‖E will
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always mean
‖Cnx‖E =
∥∥∥ n∑
k=1
xkχ(
k−1
n
, k
n
)∥∥∥
E
.
The operators generated by random permutations and defined on the set of
square matrices were considered in [8], where it was established that such operators
are uniformly bounded if the family of operators {Tn}n≥1 is uniformly bounded.
There is no any visible connection between the operators K and Tn, n ≥ 1. Never-
theless, the following interesting fact follows from the comparison of results in [8]
and [3]: the criterion for the boundedness of the operator K in any Lorentz space
Λϕ and that for the uniform boundedness of the family of operators {Tn}n≥1 in Λϕ
coincide. More precisely, both criteria are equivalent to the following condition
(4) M := sup
0<t≤1
1
ϕ(t)
∞∑
k=1
ϕ
(
tk
k!
)
<∞.
It is now natural to ask whether the boundedness of the operator K in an arbitrary
r.i. space E is equivalent to the uniform boundedness of the family of operators
{Tn}n≥1 in E. In the second part of this paper we establish that it is indeed
the case. The proof is based on combinatorial arguments and is connected with
obtaining estimates of corresponding distribution functions. The established equiv-
alence implies some new corollaries for the operator K and operators Tn, n ≥ 1.
In particular, Corollary 13 strengthens Theorem 19 from [8] by showing that the
uniform boundedness of the family of operators {Tn}n≥1 in Orlicz spaces expLp is
equivalent to the condition p ≤ 1.
The authors thank the referee for comments and suggestions which allowed to
simplify the definition of the operator Tn, n ≥ 1 and the proof of Lemma 7 and in
general were helpful in improving the final text of this paper.
2. Definitions and notation
A Banach space E consisting of functions measurable on [0, 1] is said to be
rearrangement invariant or symmetric (r.i.) if the following conditions hold
(1) If |x(t)| ≤ |y(t)| for a.e. t ∈ [0, 1] and y ∈ E, then x ∈ E and ‖x‖E ≤ ‖y‖E.
(2) If functions x and y ∈ E are equimeasurable, that is
mes{t ∈ [0, 1] : |x(t)| > τ} = mes{t ∈ [0, 1] : |y(t)| > τ} (τ > 0),
then x ∈ E and ‖x‖E = ‖y‖E.
If E is an r.i. space, then L∞ ⊂ E ⊂ L1 and these inclusions are continuous.
Moreover, if ‖χ(0,1)‖E = 1, then ‖x‖L1 ≤ ‖x‖E ≤ ‖x‖L∞ for every x ∈ L∞.
For every τ > 0, the dilation operator στ defined by στx(t) := x(t/τ)χ[0,1](t/τ)
(0 ≤ t ≤ 1) boundedly maps E into itself and ‖στ‖E ≤ max(1, τ).
The Ko¨the dual space E′ consists of all functions x for which the norm
‖x‖E′ = sup
‖y‖E≤1
∫ 1
0
x(t)y(t)dt
is finite. Clearly, E′ is also an r.i. space. Following [9, 2.a.1], we assume that either
r.i. space E is separable or E coincides with its second Ko¨the dual space E′′. In
any case, the space E is contained in E′′ as a closed subspace and the inclusion
E ⊂ E′′ is an isometry. If E is separable, then E′ coincides with its dual space
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E∗. The closure E0 of L∞ in E is called the separable part of E. The space E0 is
separable provided that E 6= L∞.
Recall that the weak convergence of distributions of measurable on [0, 1] functions
xn to the distribution of the function x (xn ⇒ x) means that for every continuous
and bounded on (−∞,∞) function y we have
lim
n→∞
∫ ∞
−∞
y(t) dmes{s : xn(s) < t} =
∫ ∞
−∞
y(t) dmes{s : x(s) < t}.
If E is an r.i. space, xn ∈ E (n ∈ N), lim supn→∞ ‖xn‖E = C < ∞ and xn ⇒ x,
then x ∈ E′′ and ‖x‖E′′ ≤ C [1, Proposition 1.5].
The following submajorization defined on L1 plays an important role in the
theory of r.i. spaces. We denote x ≺ y if∫ τ
0
x∗(t)dt ≤
∫ τ
0
y∗(t)dt
for all τ ∈ [0, 1]. If x ≺ y and y ∈ E, then x ∈ E and ‖x‖E ≤ ‖y‖E. Here and
below, x∗(t) is the non-increasing left continuous rearrangement of the function
|x(t)|, i.e.
x∗(t) = inf{τ ≥ 0 : mes{s ∈ [0, 1] : |x(s)| > τ} < t} (0 < t ≤ 1).
We list below the most important examples of r.i. spaces. LetM be an increasing
convex function on [0,∞) such that M(0) = 0. By LM we denote the Orlicz space
LM with the norm
‖x‖LM = inf
{
λ > 0 :
∫ 1
0
M
(
|x(t)|
λ
)
dt ≤ 1
}
.
Function Mp(u) = e
up − 1 is convex if p ≥ 1 and is equivalent to some convex
function if 0 < p < 1. We denote LMp by expLp.
Let ϕ(t) be an increasing concave function on [0, 1] such that ϕ(0) = 0 and let
Λϕ be the Lorentz space equipped with a norm
‖x‖Λϕ =
∫ 1
0
x∗(t) dϕ(t).
Similarly, Mϕ is the Marcinkiewicz space equipped with the norm
‖x‖Mϕ = sup
0<t≤1
1
ϕ(t)
∫ t
0
x∗(s) ds.
All facts listed above from the theory of r.i. spaces and more detailed information
about this theory may be found in the books [9], [10].
In what follows, supp f is the support of the function f , i.e. the set {t : f(t) 6= 0}.
We write F ≍ G, if C−1F ≤ G ≤ CF, where C > 0 is a constant. Finally, |A|
denotes the number of elements of a finite set A.
3. Lorentz and Marcinkiewicz spaces “near” expL1
Theorem 1. There exists a family of Marcinkiewicz spaces {Mψε}0<ε<1 such that
Mψε ⊂Mψδ for every 0 < ε ≤ δ < 1, satisfying the following conditions:
(1) Mψε ∈ K, 0 < ε < 1.
(2) For every r.i. space E ∈ K we have Mψε ⊂ E if ε is small enough.
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(3) Functions ψε are not pairwise equivalent, or more precisely,
(5) lim
t→0
ψε(t)
ψδ(t)
= 0, if 0 < ε < δ < 1.
(4) We have Mψε & (expL1)0 if ε > 0 is small enough.
We will need the following simple assertion.
Lemma 2. For every f ∈ L1[0, 1]
lim
n→∞
mes(suppKnf) = 0.
Proof. Since the operator K is positive, we may assume that f ≥ 0 and that
mes(supp f) = 1. If an := mes{t : Knf(t) = 0} (n ∈ N), then, by definition of the
operator K (see equation (1)) a1 = 1/e and
an+1 =
1
e
+
1
e
∞∑
k=1
akn
k!
= ean−1 (n = 1, 2, . . . ).
Evidently, the sequence {an} increases and an ∈ [0, 1]. Since the function f(x) :=
ex−1−x decreases on [0, 1], the function ex−1 has the only fixed point x = 1. Hence,
limn→∞ an = 1, which proves the lemma. 
Proof of Theorem 1. Consider the functions hn = (K
n1)∗, n ≥ 0. Since the opera-
tor K maps equimeasurable functions to equimeasurable ones, we have
(6) (Khn)
∗ = hn+1.
By Lemma 2, mes(supp hn)→ 0 as n→∞. Hence, the series
(7) gε =
∞∑
n=0
εnhn
converges everywhere on the interval (0, 1] for every ε > 0 and the function gε
decreases. Moreover, it follows from the definition of the operator K (see (1)) that
‖K‖L1 = 1. Hence, if 0 < ε < 1, then the series (7) converges in L1 and gε ∈ L1.
We shall show that the assertions of the theorem hold for the family {Mψε}ε>0,
where ψε(t) =
∫ t
0 gε(s) ds (0 ≤ t ≤ 1).
1. Let us prove that the operator K is bounded in Mψε . The extreme points
of the unit ball in this space are equimeasurable with gε [11] and, therefore, it is
sufficient to show that Kgε ∈Mψε . Since K is bounded in L1, then
Kgε =
∞∑
n=0
εnKhn ≺
∞∑
n=0
εnhn+1 ≤
1
ε
∞∑
n=0
εnhn =
1
ε
gε.
Here, the first inequality follows from (6) and the well-known property of Hardy-
Littlewood submajorization (see, for example, [10, § 2.2]). Thus, Kgε ∈Mψε .
2. Now assume that E ∈ K. As we mentioned earlier, this assumption guarantees
that C = ||K||E→E < ∞. Evidently, ||hn||E ≤ Cn||1||E . Therefore, for every
ε < C−1 the series (7) converges in E and gε ∈ E. Since the space E is either
separable or E = E′′, we have that x ∈ E and y ≺ x imply that y ∈ E and
||y||E ≤ ||x||E . Hence, the unit ball of the space Mψε is a subset of E. Therefore,
Mψε ⊂ E.
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3. Let the function gε be as in (7) and let 0 < ε < δ. Arguing as in the proof of
the Theorem 7.2 in [3], one can obtain
lim
t→0
hn+1(t)
hn(t)
=∞.
Therefore, for every m = 1, 2, . . .
lim sup
t→0
gε(t)
gδ(t)
= lim sup
t→0
(
∞∑
n=1
εnhn(t)
)
·
(
∞∑
n=1
δnhn(t)
)−1
= . . .
. . . = lim sup
t→0
(
∞∑
n=m
εnhn(t)
)
·
(
∞∑
n=m
δnhn(t)
)−1
≤
(ε
δ
)m
.
Therefore, limt→0
gε(t)
gδ(t)
= 0 and the assertion (5) follows immediately.
4. According to the introduction, the operator K acts boundedly in the space
(expL1)0. Hence, the fourth assertion follows from the second and third ones. 
Let ϕn(t) :=
∫ t
0 hn(s) ds (0 ≤ t ≤ 1) and let Mϕn be the corresponding
Marcinkiewicz space. We have, Mϕn ⊂ Mϕn+1 ⊂ (expL1)0 (n = 1, 2, . . . ) and
so in a certain sense the spaces Mϕn , n ≥ 1 may be viewed as “approximations”
of the space (expL1)0. By [3, Theorem 7.2], we have Mϕn ⊂ E for every r.i.
space E ∈ K and every n = 1, 2, . . . This suggests a rather natural conjecture
that (expL1)0 is the minimal r.i. space with the Kruglov property. However, the
following consequence from Theorem 1 shows that the class of r.i. spaces with the
Kruglov property has no minimal element.
Corollary 3. For every r.i. space E ∈ K there exists an r.i. space F ∈ K such
that F $ E.
Contrary to the case of Marcinkiewicz spaces, all Lorentz spaces with the Kruglov
property lie “on the one side” of the space expL1.
Theorem 4. Let ϕ be an increasing concave function on the interval [0, 1] such
that ϕ(0) = 0. If Λϕ ∈ K, then Λϕ ⊃ expL1.
Let us prove the following Lemma first.
Lemma 5. Let ϕ be an increasing function on the interval [0, 1] and let ϕ(0) = 0.
If ϕ satisfies condition (4), then
(8)
∞∑
k=1
ϕ(2−k) ≤ Aϕ(1).
Here, A > 0 depends only on M from (4).
Proof. According to (4), for every i ∈ N
∞∑
j=1
ϕ(2−ijj−j) ≤Mϕ(2−i)
or, equivalently,
(9)
∞∑
j=1
ϕ(2−j(i+[log2 j])) ≤Mϕ(2−i).
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Straightforward calculations show that the quantity
αn := |{(i, j) ∈ N2 : j(i+ [log2 j]) ≤ n}|
satisfies the condition limn→∞ n
−1αn =∞. Hence, αn ≥ (M +1)n for some m ∈ N
and for every n ≥ m. It follows from (9) and the monotonicity of ϕ that for every
l > m
(M + 1)
l∑
n=m
ϕ(2−n) ≤
l∑
i=1
∞∑
j=1
ϕ(2−j(i+[log2 j])) ≤M
l∑
i=1
ϕ(2−i).
Thus,
l∑
n=m
ϕ(2−n) ≤M
m−1∑
i=1
ϕ(2−i).
Note that m depends only on M and not on ϕ, while l > m is arbitrary. The
inequality (8) follows immediately. 
Proof of Theorem 4. According to the introduction, condition (4) is equivalent to
the condition Λϕ ∈ K [3]. Therefore, Lemma 5 implies that condition (8) holds.
Moreover, by [12], we have
‖x‖expL1 ≍ sup
0<t≤1
x∗(t) log−12 (2/t)
and therefore to prove the embedding Λϕ ⊃ expL1 it is sufficient to prove only that
log2(2/t) ∈ Λϕ. The latter follows from the following estimates:
‖ log2(2/t)‖Λϕ =
∫ 1
0
log2(2/t) dϕ(t) =
∞∑
k=1
∫ 2−k+1
2−k
log2(2/t) dϕ(t)
≤
∞∑
k=1
(k + 1)(ϕ(2−k+1)− ϕ(2−k)) = 2ϕ(1) +
∞∑
k=1
ϕ(2−k) <∞.

4. Estimates of distribution functions
We will use the following approximation of Kf, where f is an arbitrary measur-
able function on the interval [0, 1].
Letm ∈ N, gm(t) = σ 1
m
f(t) and let {hm,i}mi=1 be independent functions equimea-
surable with gm. The sequence
(10) Hmf(t) =
m∑
i=1
hm,i(t) (0 ≤ t ≤ 1)
weakly converges to Kf when m→∞ (in the sense of convergence of distribution
functions) (see [1, 1.6, p. 11]) or [3, Theorem 3.5]).
In particular, if n ∈ N, ak ≥ 0 (1 ≤ k ≤ n) and
(11) fa(t) =
n∑
k=1
akχ( k−1n ,
k
n )
(t) (0 ≤ t ≤ 1),
then
gm(t) = σ 1
m
fa(t) =
n∑
k=1
akχ( k−1nm ,
k
nm )
(t) (m ∈ N).
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In the latter case, we denote
(12) Hma(t) := Hmfa(t) =
m∑
i=1
hm,i(t).
In addition, let Ch(r) be the number of permutations pi of the set {1, 2, . . . , r} such
that pi(i) 6= i for every i = 1, 2, . . . , r. It is well known (see [13, p. 20]) that
(13)
1
3
r! ≤ Ch(r) ≤ r! (r ∈ N).
We are going to compare distribution functions of Hma and Tnmb, where
b = (a1, a1, . . . , a1︸ ︷︷ ︸
m
, a2, a2, . . . , a2︸ ︷︷ ︸
m
, . . . , an, an, . . . , an︸ ︷︷ ︸
m
).
Lemma 6. For every n,m ∈ N and every τ > 0
mes{t : Hma(t) > τ} ≤ 3mes{t : Tnmb(t) > τ}.
Proof. The function Hma(t) (respectively, Tnmb(t)) only takes values of the form
n∑
i=1
kiai, where ki ∈ Z, ki ≥ 0 for all i = 1, 2, . . . , n and
n∑
i=1
ki ≤ m (respectively,
n∑
i=1
ki ≤ mn). Therefore, it is sufficient to prove that
mes
{
t : Hma(t) =
n∑
i=1
kiai
}
≤ 3mes
{
t : Tnmb(t) =
n∑
i=1
kiai
}
for any choice of ki ∈ N,
n∑
i=1
ki = q ≤ m. Note, that it is sufficient to consider only
the case when
n∑
i=1
kiai 6=
n∑
i=1
k′iai provided that (k1, k2, . . . , kn) 6= (k
′
1, k
′
2, . . . , k
′
n).
Hence, Hma(t) equals
∑n
i=1 kiai if and only if exactly ki (respectively, m − q) of
the functions hm,j(t) (j = 1, . . . ,m) take the value ai (respectively, 0). Since the
functions hm,j are independent, we obtain
mes
{
t : Hma(t) =
n∑
i=1
kiai
}
= Cm−q,k1,··· ,knm
(
1−
1
m
)m−q (
1
mn
)k1+···+kn
≤ Cm−q,k1,··· ,knm
(
1
mn
)q
,(14)
where
Cm−q,k1,··· ,knm =
m!
(m− q)!k1! . . . kn!
.
On the other hand, it follows from (2) and (13) that
mes
{
t : Tmnb(t) =
n∑
i=1
kiai
}
= Ck1m C
k2
m . . . C
kn
m Ch(mn− q)
1
(mn)!
≥
(m!)n(mn− q)!
3(m− k1)! · · · (m− kn)!k1! · · · kn!(mn)!
.
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Since
(m− k1)! · · · (m− kn)! ≤ (m!)
n−1(m− q)!
and
(mn− q)!
(mn)!
≥
1
(mn)q
,
we have
mes
{
t : Tmnb(t) =
n∑
i=1
kiai
}
≥
m!(mn− q)!
3k1! · · · kn!(m− q)!(mn)!
≥
m!
3(m− q)!k1! · · · kn!
·
1
(mn)q
.
The assertion follows now from this inequality and inequality (14). 
Lemma 7. If n, k ∈ N, n ≥ 4, k ≤ n, then
(n− k)!
n!
≤ 2
(k − 1)!
nk
.
Proof. Since j(n− j) > n for 2 ≤ j ≤ n− 2, we have
nk(n− k)!
n!(k − 1)!
=
k−1∏
j=1
n
j(n− j)
≤
(
n
n− 1
)2
< 2.

Now we continue the study begun in Lemma 6 of the connections between the
distribution functions of Tna and Hma.Whereas the estimate obtained in Lemma 6
holds for every m and n, the converse inequality holds only asymptotically when
m→∞.
Lemma 8. Let n ∈ N, a = (a1, a2, . . . , an) ≥ 0, τ > 0. For every sufficiently large
m ∈ N, the following inequality is valid:
mes{t : Tna(t) > τ} ≤ 12mes{t : 2Hma(t) > τ}.
Proof. Assume first that n ≥ 4. Let A = {1, 2, ., n}. Denote
S(U) :=
∑
j∈U
aj
for every U ⊂ A. Without loss of generality, we may assume that n = 2s (s ∈ N),
ai > 0 and S(U1) 6= S(U2) if U1 6= U2. Denote by Ai the collection of all sets U ⊂ A
with |U | = i (i = 1, 2, · · · , n). Hence, A = ∪ni=1Ai is the collection of all non-empty
subsets of the set A. Let us represent the set A in another way.
Let U ∈ Ak for some k = 1, 2, · · · , s. Denote AU (respectively, BU ) the collection
of all sets V ⊂ A such that V ⊃ U, V ∈ A2k (respectively, V ∈ A2k−1) and
S(V \ U) ≤ S(U). Since⋃
U∈Ak
AU = A2k and
⋃
U∈Ak
BU = A2k−1 (k = 1, 2, ., s),
then
(15) A =
s⋃
k=1
⋃
U∈Ak
(
AU ∪ BU
)
.
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It follows from the definition of AU and BU that for every V ∈ AU ∪ BU
(16) S(U) ≤ S(V ) ≤ 2S(U).
Note that Tna(t) is a step function with values of the form S(V ), where V ∈ A.
If |V | = r, then (13) implies that
mes{t : Tna(t) = S(V )} =
Ch(n− r)
n!
≤
(n− r)!
n!
.
Also, if |U | = k (k = 1, 2, ., s), then
|AU | ≤ C
k
n−k =
(n− k)!
k!(n− 2k)!
and similarly
|BU | ≤ C
k−1
n−k =
(n− k)!
(k − 1)!(n− 2k + 1)!
.
Therefore, (15) and (16) imply that
mes{t : Tna(t) > τ} ≤
s∑
k=1
∑
U∈Ak
( ∑
V ∈AU ,S(V )>τ
mes{t : Tna(t) = S(V )}
+
∑
V ∈BU ,S(V )>τ
mes{t : Tna(t) = S(V )}
)
≤
s∑
k=1
∑
U∈Ak,S(U)>τ/2
(
(n− 2k)!
n!
·
(n− k)!
k!(n− 2k)!
+
(n− 2k + 1)!
n!
·
(n− k)!
(k − 1)!(n− 2k + 1)!
)
≤ 2
s∑
k=1
∑
U∈Ak,S(U)>τ/2
(n− k)!
(k − 1)!n!
.(17)
Let us now estimate the distribution function of Hma(t) from below. For every
U ∈ Ak, S(U) > τ/2, let FU be the set of all t ∈ [0, 1] such that there exists a set
W ⊂ {1, 2, · · · ,m} and a bijection σ : W → U, such that |W | = k (we assume that
m ≥ n) and hm,j(t) = aσ(j) if j ∈ W, and hm,j(t) = 0 if j 6∈W. Thus, for t ∈ FU
(18) Hma(t) =
m∑
j=1
hm,j(t) = S(U) >
τ
2
.
The independence of the functions hm,j(t) (j = 1, 2, · · · ,m) implies
mes(FU ) = C
k
mk!
1
(mn)k
(
1−
1
m
)m−k
=
m(m− 1) · · · · · (m− k + 1)
mk
·
(
1−
1
m
)m−k
·
1
nk
.
Since
lim
m→∞
m(m− 1) . . . (m− k + 1)
mk
= 1
and
lim
m→∞
(
1−
1
m
)m−k
=
1
e
>
1
3
,
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we obtain
(19) mes(FU ) >
1
3
·
1
nk
for all sufficiently large m ∈ N and for all k ≤ s.
Note that FU ∩ FU ′ = ∅ if U 6= U ′. Indeed, let i ∈ U \ U ′. For every t ∈ FU
there exists j ∈ {1, 2, .,m} such that hm,j(t) = ai. However, if t ∈ FU ′ , then either
hm,j(t) = al 6= ai or hm,j(t) = 0 6= ai. Hence, equations (19) and (17) and Lemma
7 imply that
mes{t : 2Hma(t) > τ} =
s∑
k=1
∑
U∈Ak,S(U)>τ/2
mes(FU )
≥
1
3
s∑
k=1
∑
U∈Ak,S(U)>τ/2
1
nk
≥
1
6
s∑
k=1
∑
U∈Ak,S(U)>τ/2
(n− k)!
(k − 1)!n!
≥
1
12
mes{t : Tna(t) > τ}.
This estimate proves the lemma for n ≥ 4.
If 1 ≤ n < 4, then it is easy to show (see the argument preceding equation (19))
that
mes{t : Tna(t) > τ} ≤ 5mes{t : 2Hma(t) > τ}
for all sufficiently large m ∈ N and every τ > 0. 
Remark 9. The estimate
mes{t : Tna(t) > τ} ≤ Cmes{t : Hna(t) > τ} (τ > 0)
fails for any constant C independent of n ∈ N. Indeed, if a1 = a2 = . . . = an = 1,
then
mes{t : Tna(t) = n} =
1
n!
,
while
mes{t : Hna(t) = n} =
1
nn
.
5. The Kruglov property and random permutations
Theorem 10. Let E be an r.i. space. The operator K acts boundedly on E if and
only if the sequence of operators Tn is uniformly bounded in E.
Proof. We are going to use notations (2), (11) and (12).
Necessity. It follows from Lemma 8 that for arbitrary n ∈ N, a =
(a1, a2, . . . , an) ≥ 0, τ > 0 and every sufficiently large m ∈ N we have
mes{t : Tna(t) > τ} ≤ 12mes{t : 2Hma(t) > τ}.
As we pointed out in the preceding section, Hma⇒ Kfa when m→∞. Therefore,
[14, § 6.2],
mes{t : Hma(t) > τ} → mes{t : Kfa(t) > τ} (m→∞)
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if the right-hand side is continuous at τ > 0. Hence, the convergence is valid for all
but countably many values of τ. Hence, for all such τ, we have
mes{t : Tna(t) > τ} ≤ 12mes{t : 2Kfa(t) > τ}.
Both functions in the last inequality are monotone and right-continuous. Therefore,
this inequality holds for every τ > 0.
It is well known (see [10, § 2.4.3]), that for every r.i. space E the relation y ∈ E
together with the inequality
mes{t : |x(t)| > τ} ≤ Cmes{t : |y(t)| > τ} (τ > 0)
imply that x ∈ E and ‖x‖E ≤ max(C, 1)‖y‖E. Therefore, by the preceding in-
equality
‖Tnfa‖E ≤ 24 · ‖Kfa‖E
or
sup{‖Tnfa‖E : ‖fa‖ ≤ 1} ≤ 24 · ‖K‖E.
By the definition of the operator Tn, we have Tnx = Tnfan(x), where an(x) =
(an,k(x))
n
k=1 , an,k(x) = n
∫ k
n
k−1
n
x(s) ds. Since ‖fan(x)‖E ≤ ‖x‖E [10, § 2.3.2] and
due to the assumption that E is either separable or coincides with its second Ko¨the
dual, we obtain
sup
n
‖Tn‖E ≤ 24 · ‖K‖E.
Sufficiency. Assume that sup
n
‖Tn‖E = C < ∞. It follows from Lemma 6 and
[10, § 2.4.3] that
‖Hmfa‖E ≤ 3‖Tnm‖E‖fa‖E ≤ 3C‖fa‖E .
Since Hmfa ⇒ Kfa when m→∞, it follows from [1, Proposition 1.5] that
(20) ‖Kfa‖E′′ ≤ 3C‖fa‖E .
Let now f = f∗ ∈ E be arbitrary. If
fn(t) =
2n∑
k=1
f(k2−n)χ((k−1)2−n,k2−n)(t) (0 ≤ t ≤ 1), n ∈ N,
then fn(t) ↑ f(t) a.e., and, therefore, fn ⇒ f [14, § 6.2]. If ϕn and ϕ are the
characteristic functions of fn and f respectively, then ϕn(t) → ϕ(t) (t ∈ R) ([14,
§ 6.4]). In view of [1, 1.6], we have
ϕKξ(t) = exp(ϕξ(t)− 1)
for every random variable ξ. Hence, ϕKfn(t) → ϕKf (t) (t ∈ R), i.e. Kfn ⇒ Kf .
Thanks to (20), we have
‖Kfn‖E′′ ≤ 3C‖fn‖E ≤ 3C‖f‖E (n ∈ N).
Thus, using [1, Proposition 1.5] once more, we obtain
‖Kf‖E′′ ≤ 3C‖f‖E.
Since the distribution function of Kf depends only on the distribution function of
f , it follows from the preceding inequality that the operator K boundedly maps
E into E′′. If E = E′′, then we are done. It remains to consider the case when
E 6= E′′. In this case, the space E is separable. First of all, using the fact that
every function f ∈ E′′, f ≥ 0, is the a.e. limit of its truncations f˜n := fχ{fn≤n}
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(n ∈ N) and arguing as above, one can infer that the operator K acts boundedly
in E′′. Therefore, by [3, Theorem 7.2], the function
g(t) :=
ln(e/t)
ln(ln(ln(a/t)))
,
where a > 0 is sufficiently large, belongs to E′′. Now, if
ψ(u) :=
u ln(e/u)
ln(ln(ln(a/u)))
(0 < u ≤ 1),
then the Marcinkiewicz spaceMψ ⊂ E′′. Hence, in view of separability of the space
E, we have
(Mψ)0 ⊂ (E
′′)0 = E0 = E.
It is easy to check that
h(t) :=
ln(e/t)
ln(ln(a/t))
∈ (Mψ)0,
whence, h ∈ E. This and [3, Th. 4.4] imply that
(21) K : L∞ → E.
Let now f ∈ E. Since E is separable, there exists a sequence {fn} ⊂ L∞ such
that ||fn−f ||E → 0. Since K : E → E′′, we have ‖Kfn−Kf‖E′′ → 0. On the other
hand, by (21) and taking into account that the embedding E ⊂ E′′ is isometric, we
have {Kfn} ⊂ E, whence Kf ∈ E. 
Remark 11. It follows from the proof above that the following estimate holds in
every r.i. space E
1
24
sup
n
‖Tn‖E ≤ ‖K‖E ≤ 3 sup
n
‖Tn‖E . 
We are going to infer some corollaries from Theorem 10. Let n ∈ N and let Sn be
the set of all permutations of the set {1, 2, . . . , n}. Fix a map l = ln from Sn onto
the set {1, 2, . . . , n!}. Recall that the earlier definition of the operator An acting
from Rn is given by (2). We are now in a position to extend this definition to the
set of matrices x = (xi,j)1≤i,j≤n as follows
Anx(t) =
n∑
i=1
xi,pi(i), t ∈
(
l(pi)− 1
n!
,
l(pi)
n!
)
.
One of the major results of [8] (see Corollary 8 there) says that if the sequence of
operators {An}n≥1 is uniformly bounded on the set of diagonal matrices, then it is
uniformly bounded on the set of all matrices. Applying Theorem 10, we obtain
Corollary 12. If an r.i. space E ∈ K, then for every n ∈ N and every x =
(xi,j)1≤i,j≤n
‖Anx‖E ≤ C

∥∥∥ n∑
k=1
x∗kχ( k−1n ,
k
n)
∥∥∥
E
+
1
n
n2∑
k=n+1
x∗k

 .
Here, (x∗k)
n2
k=1 is a decreasing permutation of the sequence (|xi,j |)
n
i,j=1 and C > 0
does not depend either on n or x.
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Corollary 13. The operators Tn, n ≥ 1 are uniformly bounded in Orlicz space
expLp if and only if p ≤ 1.
Indeed, the Orlicz space expLp has the Kruglov property if and only if p ≤ 1 (see
[1, 2.4, p. 42]). The preceding corollary now follows immediately from Theorem 10.
Theorem 10 and Corollary 3 imply
Corollary 14. If E is an r.i. space and if supn ‖Tn‖E < ∞, then there exists an
r.i. space F ( E, such that supn ‖Tn‖F <∞.
If E is an r.i. space and p ≥ 1, then E(p) denotes the space of all measurable
functions x on the interval [0, 1] such that |x|p ∈ E. We equip E(p) with the norm
‖x‖E(p) = ‖ |x|
p ‖
1/p
E .
It is well known that E(p) ⊂ E and ‖x‖E ≤ ‖x‖E(p) for all x ∈ E(p) [9, 1.d].
Let E and F be r.i. spaces such that E ⊂ F and K : E → E. This does not
imply in general that K : F → F [3, Corollaries 5.6 and 5.7]. However, we have
Corollary 15. If the operator K is bounded in E(p), then it is bounded in E.
Proof. By Theorem 10, it is sufficient to prove that the uniform boundedness of
operators Tn, n ≥ 1 in E(p) implies the uniform boundedness of operators Tn,
n ≥ 1 in E.
Let x = (x1, x2, . . . , xn) ∈ Rn, x ≥ 0 and ‖Tnx‖E(p) ≤ C‖x‖E(p) (n ∈ N). It
means that,
‖(Tnx)
p‖
1/p
E ≤ C‖x
p‖
1/p
E .
If xp = y, then
‖(Tny
1/p)p‖E ≤ C
p‖y‖E.
It follows from the definition of the operator Tn, n ≥ 1 that (Tny1/p)p ≥ Tny,
Hence, ‖Tny‖E ≤ Cp‖y‖E, n ≥ 1. Thus, the operators Tn, n ≥ 1 are uniformly
bounded in E. 
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