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Abstract. In this paper, we study random Blaschke products,
acting on the unit circle, and consider the cocycle of Perron-Frobenius
operators acting on Banach spaces of analytic functions on an an-
nulus. We completely describe the Lyapunov spectrum of these
cocycles. As a corollary, we obtain a simple random Blaschke prod-
uct system where the Perron-Frobenius cocycle has infinitely many
distinct Lyapunov exponents, but where arbitrarily small natural
perturbations cause a complete collapse of the Lyapunov spectrum,
except for the exponent 0 associated with the absolutely continu-
ous invariant measure. That is, under perturbations, the Lyapunov
exponents become 0 with multiplicity 1, and −∞ with infinite mul-
tiplicity. This is superficially similar to the finite-dimensional phe-
nomenon, discovered by Bochi [4], that away from the uniformly
hyperbolic setting, small perturbations can lead to a collapse of
the Lyapunov spectrum to zero. In this paper, however, the cocy-
cle and its perturbation are explicitly described; and further, the
mechanism for collapse is quite different.
We study stability of the Perron-Frobenius cocycles arising from
general random Blaschke products. We give a necessary and suffi-
cient criterion for stability of the Lyapunov spectrum in terms of
the derivative of the random Blaschke product at its random fixed
point, and use this to show that an open dense set of Blaschke
product cocycles have hyperbolic Perron-Frobenius cocycles.
In the final part, we prove a relationship between the Lyapunov
spectrum of a single cocycle acting on two different Banach spaces,
allowing us to draw conclusions for the same cocycles acting on Cr
functions spaces.
1. Introduction
A well known technique for computing rates of decay of correlation
for hyperbolic dynamical systems is based on identifying the spectral
gap for its Perron-Frobenius operator, acting on a suitable Banach
space of functions (different function spaces give rise to different spec-
tral gaps, and so to different rates of decay). In particular, exceptional
1
ar
X
iv
:1
80
6.
08
87
3v
2 
 [m
ath
.D
S]
  2
2 N
ov
 20
18
2 CECILIA GONZA´LEZ-TOKMAN AND ANTHONY QUAS
eigenvalues (those outside the essential spectral radius) play a key role
in determining rates of decay of correlation.
In the autonomous case, Keller and Liverani [14] established, in a
landmark paper based on spectral techniques, robust checkable condi-
tions under which the exceptional eigenvalues, and their corresponding
eigenspaces, vary continuously in response to small perturbations of
the dynamics, or more precisely, of its Perron-Frobenius operator.
With Froyland, we have been working towards random analogues of
the result of Keller and Liverani, where instead of the Perron-Frobenius
operator of a single map, one has a random dynamical system (that
is, a skew product of the base dynamics σ : Ω → Ω with ω-dependent
maps, Tω, in the fibres). One then forms the random linear dynamical
system, or cocycle, where the fibre maps are now the Perron-Frobenius
operators, LTω , acting on a Banach X. In the case of cocycles, spec-
tral techniques no longer apply. A significant motivation for this line
of research comes from the fact that Froyland and collaborators have
developed effective tools making use of finite-dimensional approxima-
tions of Perron-Frobenius cocycles to identify regions of interest in en-
vironmental dynamical systems (see e.g. [23]). Our program is aimed
towards assessing the robustness of these methods.
The non-autonomous analogue of eigenvalues, Lyapunov exponents,
are known to be far more sensitive to perturbations than eigenvalues.
Based on an outline proposed by Man˜e´, Bochi showed in his thesis [4]
that on any compact surface there is a residual set of C1 area-preserving
diffeomorphisms that are either Anosov or have all Lyapunov exponents
equal to zero. Similar results are established for two-dimensional ma-
trix cocycles. Bochi and Viana [5] extended this to higher-dimensional
systems and cocycles, so that these results show that Lyapunov expo-
nents are highly unstable.
On the other hand, Ledrappier and Young [16] showed that if one
makes absolutely continuous perturbations to invertible matrix cocy-
cles, small perturbations lead to small changes in the Lyapunov ex-
ponents. Ochs [20] then showed in the finite-dimensional invertible
case, small changes in Lyapunov exponents lead to small changes (in
probability) in the Oseledets spaces, the non-autonomous analogue of
(generalized) eigenspaces.
In [8], with Froyland, we gave fairly general conditions under which
the top Oseledets space responds continuously to perturbations of the
Perron-Frobenius operator cocycle. In [9], we extended the results
of Ledrappier and Young, and of Ochs to the semi-invertible setting
(where the base dynamics are assumed to be invertible, but no in-
jectivity or invertibility assumptions are made on the operators). In
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[7], we (again with Froyland) also gave the first result on stability of
Lyapunov exponents in an infinite-dimensional setting: we consider
Hilbert-Schmidt cocycles on a separable Hilbert space with exponen-
tial decay of the entries. In this case, there is no single natural notion
of noise, but we consider perturbations by additive noise with faster
exponential decay. Again, we recover in [7] the stability of the Lya-
punov exponents and Oseledets spaces. Another related result is due
to Nakano and Wittsten [19], who study random perturbations of par-
tially expanding maps of the torus (skew products of circle rotations
over uniformly expanding maps of the circle) whose transfer operators
have a spectral gap. Using semi-classical analysis, they show that the
spectral gap is preserved under small random perturbations.
One could interpret the available results collectively as saying that
carefully chosen perturbations may lead to radical change to the Lya-
punov spectrum, while noise-like perturbations of the cocycle tend to
lead to small changes to the Lyapunov spectrum.
The examples that we focus on in this work are expanding finite
Blaschke products, a class of analytic maps from the unit circle to itself.
The Perron-Frobenius operators for single maps of this type, acting on
the Hardy space of a suitable annulus, were studied by Bandtlow, Just
and Slipantschuk [3], where they used results on composition operators
to obtain a precise description of the set of eigenvalues. Indeed, the
eigenvalues they obtain are precisely the non-negative powers of the
derivative of the underlying Blaschke product at its unique (attracting)
fixed point in the unit disc, and their complex conjugates. We study
a random version, where instead of a single Blaschke product, T , one
applies a Blaschke product Tω that is selected by the base dynamics.
In Section 4 we generalize the results of [3] to the non-autonomous
setting, and show that the Lyapunov spectrum of the Perron-Frobenius
cocycle is given by the non-negative multiples of the Lyapunov expo-
nent of the underlying Blaschke product cocycle at the random attract-
ing fixed point in the unit disc (with multiplicity two for all positive
multiples of this exponent). To our knowledge, this is the first time that
a complete description of an infinite Lyapunov spectrum of a Perron-
Frobenius cocycle has been given. We find it quite remarkable that the
Perron-Frobenius spectrum (describing what happens to densities on
the unit circle) is governed in this way by the derivative at the random
fixed point in the interior of the unit disc.
In Section 5, we show, to our surprise, that there are natural ex-
amples of random dynamical systems, where natural perturbations of
the Perron-Frobenius cocycle lead to a collapse of the Lyapunov spec-
trum. We focus on a particular Blaschke product cocycle (with maps
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T0 and T1 applied in an i.i.d. way, where T0(z) = z
2 and T1(z) =
[(z + 1
4
)/(1 + z
4
)]2). The Perron-Frobenius operator of T0 is known to
be highly degenerate [1, Exercise 2.14]. If the frequency of applying
T0 is p, then we find a phase transition: for p ≥ 12 , the Lyapunov
spectrum collapses (so that there is an exponent 0 with multiplicity
1, and all other Lyapunov exponents are −∞), while for p < 1
2
, there
is a complete (infinite) Lyapunov spectrum. We then consider nor-
mal perturbations (corresponding to adding random normal noise to
the dynamical system), L0 and L1 and show that for p ≥ 14 , there is
collapse of the Lyapunov spectrum for all  > 0.
In particular, for 1
4
≤ p < 1
2
, the unperturbed system has a complete
Lyapunov spectrum, while arbitrarily small normal perturbations have
a collapsed Lyapunov spectrum. We also show that collapse can occur
for every p > 0 in the setting of uniform perturbations. Unlike in
Bochi’s setting, our perturbations are explicitly described and arise
naturally in the area.
In Section 6, we show that, under natural conditions on the under-
lying Blaschke product cocycle, the corresponding Perron-Frobenius
cocycle has some hyperbolicity properties, guaranteeing a uniform sep-
aration between fast and slow Oseledets subspaces. This allows us to
give a simple necessary and sufficient condition for stability of the Lya-
punov spectrum. In particular, we show that the set of stable cocycles
is open and dense.
In the Appendix we compare Lyapunov exponents and Oseledets
splittings of random linear dynamical systems that arise from restrict-
ing the cocycle to a finer subspace. This allows us to study the action
of the Perron-Frobenius cocycle on coarser Banach spaces such as Cr.
(In the case of autonomous systems, this question has been addressed
by Baladi and Tsujii in [2].) We construct an explicit example of a
cocycle of analytic maps of the circle (indeed, of Blaschke products)
whose Perron-Frobenius operator, when acting on a Cr function space,
has negative exceptional Lyapunov exponents. The corresponding sit-
uation in the autonomous case was first established by Keller and Rugh
[15], and it was suggested in [3] that Blaschke products could also ex-
hibit this phenomenon.
2. Statement of Theorems
In this section, we state our main theorems. We will assume standard
definitions, but for completeness, some terms used here will be defined
in the next section.
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For a finite Blaschke product, set rT (R) := max|z|=R |T (z)|. By [26]
if the restriction of a Blaschke product to the unit circle is expanding,
then rT (R) < R for some R < 1. By the Hadamard three circle the-
orem, R 7→ rT (R) satisfies the log-convexity property: rT (R1−λ1 Rλ2) ≤
rT (R1)
1−λrT (R2)λ for 0 < λ < 1. In particular for Blaschke products
rT (1) = 1 so if rT (R) < R then rT (R
′) < R′ for all R′ ∈ (R, 1). We
let β(T ) = inf{R > 0: rT (R) < R}. Then rT (R) < R if and only if
R ∈ (β(T ), 1).
For a Blaschke product cocycle T = (Tω)ω∈Ω, we define rT (R) =
ess supω∈Ω rTω(R). If T is finite, for R ∈ (ess supω β(ω), 1) we have
rT (R) < R. The condition rT (R) < R will be imposed throughout the
paper.
Theorem 1 (Lyapunov Spectrum of a Blaschke product cocycle). Let
σ be an invertible ergodic measure-preserving transformation of a prob-
ability space (Ω,P). Let R < 1 and let T = (Tω)ω∈Ω be a family of finite
Blaschke products, depending measurably on ω, satisfying r := rT (R) <
R. Let Lω denote the Perron-Frobenius operator of Tω, acting on the
Hilbert space H2(AR) on the annulus AR : = {z : R < |z| < 1/R}.
Then the cocycle is compact and the following hold:
(1) (Random Fixed Point). There exists a measurable map x : Ω→
Dr (with x(ω) written as xω), such that Tω(xω) = xσ(ω). For all
z ∈ DR, T (N)σ−Nω(z) := Tσ−1ω ◦ · · · ◦ Tσ−Nω(z)→ xω;
(2) (Critical Random Fixed Point) If P({ω : T ′ω(xω) = 0}) > 0, then
the Lyapunov spectrum of the cocycle is 0 with multiplicity 1;
and −∞ with infinite multiplicity.
(3) (Generic case) If P({ω : T ′ω(xω) = 0}) = 0, then define Λ =∫
log |T ′ω(xω)| dP(ω). This satisfies Λ ≤ log(r/R) < 0.
If Λ = −∞, then the Lyapunov spectrum of the cocycle is 0
with multiplicity 1; and −∞ with infinite multiplicity.
If Λ > −∞, then the Lyapunov spectrum of the cocycle is
0 with multiplicity 1; and nΛ with multiplicity 2 for each n ∈
N. The Oseledets space with exponent 0 is spanned by 1/(z −
xω) − 1/(z − 1/x¯ω). The Oseledets space with exponent jΛ is
spanned by two functions, one a linear combination of 1/(z −
xω)
2, . . . , 1/(z−xω)j+1 with a pole of order j+1 at xω; the other
a linear combination of zk−1/(1− x¯ωz)k+1 for k = 1, . . . , j with
a pole of order j + 1 at 1/x¯ω.
Corollary 2. Let Ω = {0, 1}Z, σ be the shift map, and Pp be the
Bernoulli measure where P([0]) = p. Let L0 be the Perron-Frobenius
operator of T0 : z 7→ z2 and L1 be the Perron-Frobenius operator of
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T1 : z 7→ [(z + 14)/(1 + z4)]2 and consider the operator cocycle generated
by Lω := Lω0, acting on H2(AR), where R satisfies rT (R) < R. Then
(a) If p < 1
2
, then the cocycle has countably infinitely many finite
Lyapunov exponents;
(b) If p ≥ 1
2
, then λ1 = 0 and all remaining Lyapunov exponents
are −∞.
We define an operator on H2(AR) by
(Nf)(z) = 1√
2pi
∫ ∞
−∞
f(ze−2piit)e−2piit−t
2/2 dt.
We show below that this operator corresponds to the operator on func-
tions on R/Z given by N R/Z f(x) = Ef(x+ N), where N is a standard
normal random variable. That is, N R/Z acts on densities by convo-
lution with a Gaussian with variance 2. Let Lω be the cocycle in
the theorem above and consider the perturbation Lω of Lω given by
Lω = N ◦ Lω.
Corollary 3 (Collapse of Lyapunov spectrum). Let Ω = {0, 1}Z, equipped
with the map σ and measure Pp as above. If p ≥ 14 , the perturbed cocycle
(Lω)ω∈Ω has λ1 = 0 and λj = −∞ for all j > 1.
In particular, if 1
4
≤ p < 1
2
, then the unperturbed cocycle has a com-
plete Lyapunov spectrum, but for each  > 0, the Lyapunov spectrum
collapses.
Similarly, we define LU,i := U ◦ Li, where UR/Z convolves densities
with a bump function of integral 1 supported on [−, ],
(Uf)(z) = 1
2
∫ 1
−1
f(ze−2piit)e−2piit dt.
Corollary 4. Let Ω = {0, 1}Z, equipped with the map σ and measure
Pp as in Corollary 2. For every p > 0, there are arbitrarily small values
of  for which the perturbed cocycle (LU,ω )ω∈Ω has λ1 = 0 and λj = −∞
for all j > 1.
The above corollaries give simple explicit examples and perturba-
tions of Perron-Frobenius cocycles for which the Lyapunov spectrum
collapses. We now give general conditions for stability and instability.
Theorem 5 (Stability of Lyapunov Spectrum). Let σ be an ergodic
invertible measure-preserving transformation of (Ω,P). Let R < 1 and
let T = (Tω)ω∈Ω be a Blaschke product cocycle satisfying rT (R) < R.
(a) Suppose ess infω |T ′ω(xω)| > 0. Then if (Lω) is the Perron-
Frobenius cocycle of (Tω) and (Lω) is a family of Perron-Frobenius
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cocycles such that ess supω ‖Lω − Lω‖ → 0 as  → 0, then
µk → µk as → 0, where (µk) is the sequence of Lyapunov ex-
ponents of (Lω), listed with multiplicity and (µk) is the sequence
of Lyapunov exponents of (Lω).
(b) Suppose ess infω |T ′ω(xω)| = 0. Then there exists a family of
Blaschke product cocycles T  = (T ω)ω∈Ω such that ess supω ‖LT ω−LTω‖ → 0 as  → 0 with the property that the Lyapunov expo-
nents of (LT ω) are 0 with multiplicity 1, and −∞ with infinite
multiplicity for all  > 0.
Remark 1. As a corollary of part (a), it follows from [7] that the Os-
eledets spaces also converge in probability to those of the unperturbed
cocycle. In fact, the cone arguments used here allow us to draw the
stronger conclusion that the Oseledets spaces converge essentially uni-
formly in ω to those of the unperturbed cocycle.
Remark 2. Note that part (a) allows quite general perturbations to
the Perron-Frobenius cocycle, while part (b) shows that if the random
fixed point has unbounded contraction, there are counterexamples even
within the class of Perron-Frobenius operators of Blaschke products.
For these counterexamples, the corresponding Blaschke products sat-
isfy ess supω maxz∈D¯1 |T ω(z)− Tω(z)| < .
Let BlaschkeR(Ω) denote the set of measurable maps T : ω 7→ Tω
from Ω to the collection of Blaschke products such that rT (R) < R. We
equip BlaschkeR(Ω) with the distance d(T ,S) = ess supω maxz∈D¯1 |Tω(z)−
Sω(z)| (which, by the maximum principle, is the same as ess supω maxz∈C1 |Tω(z)−
Sω(z)|). We say that T ∈ BlaschkeR(Ω) is stable if the conditions of
Theorem 5(a) apply.
Corollary 6. Let σ be an invertible ergodic measure-preserving trans-
formation of (Ω,P). The stable Blaschke product cocycles form an open
dense subset of BlaschkeR(Ω).
The following theorem allows us to analyse the Lyapunov spectrum
of Perron-Frobenius cocycles of Blaschke products acting on coarser
Banach spaces than H2(AR).
Theorem 7. Let R = (Ω,P, σ,X,L) be a random linear dynamical sys-
tem let X ′ be a dense subspace of X equipped with a finer norm such
that Lω(X ′) ⊂ X ′ for a.e. ω. Let R′ = (Ω,P, σ,X ′,L|X′) be the restric-
tion of R to X ′. Suppose that R and R′ both satisfy the conditions of
Theorem 11 (Multiplicative Ergodic Theorem). Then the exceptional
Lyapunov exponents of R and R′ that exceed max(κ(R), κ(R′)) coin-
cide, as do the corresponding Oseledets spaces.
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3. background
Recall that a (finite) Blaschke product is a map from Cˆ to itself of
the form:
T (z) = ζ
n∏
j=1
z − ζj
1− ζ¯jz
,
where the ζj’s lie inD, the open unit disc and |ζ| = 1. We say a function
from Ω into the collection of Blaschke products is measurable if each
of the parameters, n, ζ, ζ1, . . . , ζn is a Borel measurable function of ω.
We note also that if S(z) = ξ
∏n
j=1(z−ξj)(1− ξ¯jz)−1 and (ξ, ξ1, . . . , ξn)
is sufficiently close to (ζ, ζ1, . . . , ζn), then maxz∈C1 |S(z)− T (z)| < .
We record the following:
Lemma 8 (Properties of finite Blaschke products). Let T be a Blaschke
product. Then
(a) T (C1) = C1;
(b) T ◦ I = I ◦ T , where I is the inversion map I(z) = 1/z¯;
(c) T maps D1 to itself (and hence T maps Cˆ \ D¯1 to itself);
Further,
(d) if T is a non-constant map from the closed unit disc to itself
that is analytic in the interior and maps the boundary to itself,
then T is a finite Blaschke product.
(e) The composition of two finite Blaschke products is again a finite
Blaschke product.
We are interested in finite Blaschke products whose restriction to the
unit circle is expanding. A simple sufficient condition for this, namely
that
∑n
j=1
1−|ζj |
1+|ζj | > 1, may be found in the work of Martin [18].
Let pi(x) = e2piix be the natural bijection between R/Z and C1, the
unit circle in the complex plane. Let S be an orientation-preserving
expanding real analytic map from R/Z to R/Z and let T = piSpi−1 be
its conjugate mapping from C1 to C1. Then there exist r < R < 1
such that T maps the annulus AR = {z : R < |z| < 1/R} over Ar in a
k-to-1 way (where k is the absolute value of the degree of S). We will
work with a family of expanding analytic maps of C1, all mapping CR
into D¯r (and hence C1/R into D
c
1/r). We consider the separable Hardy-
Hilbert space H2(AR) of analytic functions on AR with an L
2 extension
to ∂AR. An orthonormal basis for the Hilbert space is {dnzn : n ∈ Z},
where dn = R
|n|(1 +R4|n|)−1/2 = R|n|(1 +o(1)). More details can found
in [3].
Let (σi)i=1,...,k be a family of inverse branches of S and (τi)i=1,...,k be
a family of inverse branches of T |C1 .
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Figure 1. Schematic diagram showing the annulus AR
(shaded); the inner boundary, CR (blue); its image under
T (dashed, blue); the outer boundary C1/R (red); and its
image (dashed, red).
If f ∈ C(C1) and g ∈ C(R/Z), define
LTf(z) =
k∑
i=1
f(τi(z))τ
′
i(z); and
LSg(x) =
k∑
i=1
g(σi(x))σ
′
i(x)
In fact, rather than acting on C(C1), we think of LT as acting on
H2(AR). This corresponds to an action of LS on the strip R/Z ×
(logR/(2pi),− logR/(2pi)). Note that there is a one–one correspon-
dence between elements of H2(AR) and their restrictions to C1 (which
are necessarily continuous).
We record the following lemma which is a version of [24, Remark 4.1]
Lemma 9 (Correspondence between Perron-Frobenius Operators). The
operators LS and LT defined above are conjugate by the map Q : C(C1)→
C(R/Z) given by
(Qf)(x) = f(e2piix)e2piix.
In particular, the spectral properties of LS and LT are the same,
so that even though LS is the more standard object in dynamical
systems, we will study LT since this will allow us to directly ap-
ply tools of complex analysis. Further, if Si1 , . . . , Sin are expanding
maps of R/Z and Ti1 , . . . , Tin are their conjugates, acting on C1, then
LSin ◦ · · · ◦ LSi1 = Q−1LTin ◦ · · · ◦ LTi1Q, so the Lyapunov exponents
of a cocycle of LS operators are the same as the Lyapunov exponents
of the corresponding cocycle of LT operators (provided that Q is an
10 CECILIA GONZA´LEZ-TOKMAN AND ANTHONY QUAS
isomorphism of the two Banach spaces on which the operators are act-
ing).
We record the following well known lemma.
Lemma 10 (Duality Relations). Let T be an expanding analytic map
from C1 to C1 and let LT be as above. If f ∈ C(C1), g ∈ L∞(C1), then
1
2pii
∫
C1
f(z)g(Tz) dz =
1
2pii
∫
C1
LTf(z)g(z) dz.
That is, if a linear functional θ is defined by integrating against g,
then L∗T θ is given by integrating against g ◦ T .
Let σ be an ergodic measure-preserving transformation of (Ω,P). Let
X be a Banach space and suppose that (Lω)ω∈Ω is a family of linear
operators on X that is strongly measurable, that is for any fixed x ∈ X,
ω 7→ Lω(x) is (FΩ,FX)-measurable, where FΩ is the σ-algebra on Ω
and FX is the Borel σ-algebra on X. In this case we say that the tuple
R = (Ω,P, σ,X,L) is a random linear dynamical system and we define
L(n)ω = Lσn−1ω ◦ · · · ◦ Lω.
A cocycle analogue to the (logarithm of the) spectral radius of a
single operator is the quantity
λ1(ω) = lim
n→∞
1
n
log ‖L(n)ω ‖.
If one assumes that
∫
log ‖Lω‖ dP <∞, then the Kingman sub-additive
ergodic theorem guarantees the P-a.e. convergence of this limit to a
value in [−∞,∞). Ergodicity also ensures that λ1(·) is almost every-
where constant, so that we just write λ1.
A second quantity of interest is the analogue of the (logarithmic)
essential spectral radius, the asymptotic index of compactness [25]:
κ(ω) = lim
n→∞
1
n
logα(L(n)ω ),
where α(L) is the index of compactness of an operator L, the infimum
of those real numbers t such that the image of the unit ball in X un-
der L may be covered by finitely many balls of radius t, so that L is
a compact operator if and only if α(L) = 0. The quantity α(L) is
also sub-multiplicative, so that Kingman’s theorem again implies κ(ω)
exists for P-a.e. ω and is independent of ω, so that we just write κ.
The cocycle will be called quasi-compact if κ < λ1. The first Multi-
plicative Ergodic Theorem in the context of quasi-compact cocycles of
operators on Banach spaces was proved by Thieullen [25]. We require a
semi-invertible version (that is: although the base dynamical system is
required to be invertible, the operators are not required to be injective)
of a result of Lian and Lu [17].
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Theorem 11 ([12]). Let σ be an invertible ergodic measure-preserving
transformation of a probability space (Ω,P) and let ω 7→ Lω be a quasi-
compact strongly measurable cocycle of operators acting on a Banach
space X with a separable dual satisfying
∫
log ‖Lω‖ dP(ω) <∞.
Then there exist 1 ≤ ` ≤ ∞, exponents λ1 ≥ λ2 ≥ . . . ≥ λ` ≥ κ ≥
−∞, finite multiplicities m1,m2, . . . ,m` and subspaces V1(ω), . . . , V`(ω),W (ω)
such that
(a) dim(Vi(ω)) = mi;
(b) LωVi(ω) = Vi(σ(ω)) and LωW (ω) ⊂ W (σ(ω));
(c) V1(ω)⊕ . . .⊕ V`(ω)⊕W (ω) = X;
(d) for x ∈ Vi(ω) \ {0}, lim 1n log ‖L(n)ω x‖ → λi;
(e) for x ∈ W (ω), lim sup 1
n
log ‖L(n)ω x‖ ≤ κ.
For a bounded linear operator A from X to itself, we defined the
following crude notion of volume growth in [12]:
Dk(A) = sup
x1,...,xk
k∏
j=1
d(Axj, lin({Axi : i < j})),
where the supremum is taken over x’s of norm 1; lin({y1, . . . , yn}) de-
notes the linear span of the vectors y1, . . . , yn; the linear span of the
empty set is taken to be {0}; and d(x, S) := infy∈S ‖x− y‖.
Lemma 12. Let σ, (Ω,P) and ω 7→ Lω be as in the statement of
Theorem 11. Let µ1 ≥ µ2 ≥ . . . be the sequence of λ’s in decreasing
order with repetition, so that λi occurs mi times in the sequence.
(a) Dk is sub-multiplicative: Dk(AB) ≤ Dk(A)Dk(B) if A and B
are bounded linear operators on X;
(b) There exists a constant ck such that if Y is a closed subspace
of X of co-dimension 1 and A is a linear operator on X, then
Dk(A) ≤ ck‖A‖‖A|Y ‖k−1.
(c) 1
n
logDk(L(n)ω )→ µ1 + . . .+ µk for P-almost every ω;
The proof of this is in Lemmas 1,8 and 12 of [12].
4. Lyapunov Spectrum for expanding Blaschke products
Lemma 13. Let R < 1 and let T be a Blaschke product satisfying
r := rT (R) < R. Let dR be the hyperbolic metric on DR: dR(z, w) =
dH(z/R,w/R), where dH is the standard hyperbolic metric on the unit
disc. Then
dR(T (z), T (w)) ≤ rR dR(z, w) for all z, w ∈ DR.
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Proof. We may write T as Q ◦ S where Q(z) = rz/R and S(z) =
RT (z)/r, so that S maps DR to itself. By the Schwartz-Pick theorem,
dR(S(z), S(w)) ≤ dR(z, w) for all z, w ∈ DR, so it suffices to show that
dR(Q(z), Q(w)) ≤ rR dR(z, w) for all z, w ∈ DR. The metric dR is given,
up to a constant multiple by
dR(z, w) = inf
γ
∫ |dξ|
1− |ξ|2/R2
where the infimum is taken over paths γ from z to w. Given z and w, let
γ be the geodesic joining them. Now (r/R)γ(t) is a path (generally not
a geodesic) joining Q(z) and Q(w). The length element is scaled by a
factor of r/R and the integrand is decreased, so that dR(Q(z), Q(w)) ≤
r
R
dR(z, w) as claimed. 
Corollary 14. Let R < 1 and T = (Tω)ω∈Ω be a measurable cocycle
of expanding finite Blaschke products satisfying r := rT (R) < R. Then
there exists a measurable random fixed point xω (that is a point such
that Tω(xω) = xσ(ω)) in Dr such that for all  > 0, there exists n such
that for all z ∈ DR and a.e. ω ∈ Ω, |T (n)σ−nω(z)− xω| < .
Proof. The set Dr has bounded diameter, L say, in the dR metric and
by assumption, for a.e. ω, the sets T
(n)
σ−nω(DR) are nested. By Lemma
13, T
(n)
σ−nω(DR) has dR-diameter at most L(
r
R
)n−1. By completeness,⋂
T
(n)
σ−nω(DR) is a singleton, {xω}. Since xω = limn→∞ T (n)σ−nω(0), and so
is the limit of measurable functions, we see that xω depends measurably
on ω. This equality also implies that xσ(ω) = Tω(xω). Since on Dr, dR is
within a bounded factor of Euclidean distance, we obtain the required
uniform convergence in the Euclidean distance. 
We introduce a non-standard definition of order of singularity for
rational functions on the Riemann sphere: if x ∈ C, ordx(f) is n if
f(z) ∼ a/(z − x)n as z → x for some n ≥ 1; or 0 otherwise. If f(z) ∼
bzn−2 for some n ≥ 1 as z → ∞ then ord∞(f) = n or ord∞(f) = 0
otherwise. In particular, with this definition ord∞(1) = 2. If f is a non-
zero rational function on the Riemann sphere, then
∑
z∈Cˆ ordz(f) ≥ 2:
if f is a non-zero constant function, it has a singularity of order 2 at
∞; otherwise f must have at least one pole by Liouville’s theorem. If
f has exactly one pole, of order 1 at x say, then f −a/(z−x) (where a
is the residue) is bounded and hence constant, but f(z) = c+a/(z−x)
has order 1 at ∞ if c = 0 or order 2 at ∞ otherwise.
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Lemma 15. If Q is a Mo¨bius transformation, then LQ maps the col-
lection of rational functions on Cˆ into itself. Further, ordQ(x)(LQf) =
ordx f for all x ∈ Cˆ.
Proof. It suffices to check that LQf is meromorphic on a neighbourhood
of all points in Cˆ. If Q(w) = z with w, z 6= ∞, then it is clear that
LQf is meromorphic near z and ordLQf (z) = ordf (w). If Q(z) = 1/z,
then a calculation shows LQf(z) = −f(1z )/z2 and we can check that
ord0(LQf) = ord∞ f and ord∞(LQf) = ord0 f . Since LS◦T = LS ◦ LT
and every Mo¨bius transformation can be expressed as a composition of
maps of the form z 7→ az + b with a 6= 0 and z 7→ 1/z, the proof is
complete. 
Theorem 16. Let T be a rational map. Then LT maps the collection
of rational functions on Cˆ into itself. LT does not increase orders of
singularities and may decrease them: ordx LTf ≤ maxy∈T−1x ordy f for
each x ∈ Cˆ.
Further, if T has a critical point at x, f has a singularity of order
greater than 1 at x and no singularity at any other point of T−1(Tx),
then ordT (x) LTf < ordx f .
The inequality in the first paragraph is an equality except at points x
such that T−1(Tx) contains a critical point at which f has a singularity,
or contains multiple singularities of f . We remark that the theorem
seems quite surprising since the inverse branches of rational functions
are not, typically rational.
Proof. By Lemma 15, it suffices, by pre- and post-composing T with
Mo¨bius transformations if necessary, to consider the case z 6= ∞ and
T (∞) 6= z. First, notice that if T has no critical points or poles in
T−1z, then it is clear from the definition of LT that LTf is analytic in
a neighbourhood of z. In particular, LTf is analytic off the finite set
of images of critical points of T and poles of f .
Now let T−1z = {y1, . . . , yk} and let T (z)−T (yi) have a zero of order
mi ≥ 1 for i = 1, . . . , k. Suppose further that ordyi f = oi. Let δ be
sufficiently small that T−1Bδ(z) consists of k disjoint neighbourhoods
N1, . . . , Nk of y1, . . . , yk. Now for 0 < |h| < δ, we have
LTf(z + h) =
k∑
j=1
∑
y∈T−1(z+h)∩Nj
f(y)
T ′(y)
.
If y ∈ T−1(z + h) ∩ Nj, we have |y − yj| = O(h1/mj) and |1/T ′(y)| =
O(h−1+1/mj) and |f(y)| = O(h−oj/mj). Hence LTf(z+h) = O(h−1−maxj(oj−1)/mj).
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This guarantees that LTf does not have an essential singularity at z, so
that LTf is meromorphic on a neighbourhood of z as claimed. Further,
since meromorphic functions cannot exhibit fractional power growth
rates, we have ordz LTf ≤ 1 + maxj
⌊
oj−1
mj
⌋
≤ max oj as required. 
Corollary 17. Let T be a rational function and let x ∈ C satisfy
T (x) ∈ C. If f(z) = 1/(z − x)n+1 for some n ≥ 1, then LT is a linear
combination of {1/(z − T (x))j+1 : 1 ≤ j ≤ n}.
Proof. Since f has only one singular point, at x, of order n + 1, then
LTf is a rational function on the sphere with only one singular point,
at T (x), of order at most n + 1. In particular, LTf = O(z−2) in a
neighbourhood of∞, which ensures that there is no 1/(z−T (x)) term
in LTf . 
We now introduce an operator that commutes with the Perron-
Frobenius operators of Blaschke products, performing inversion at the
level of meromorphic functions. This will allow us to focus on poles
inside the unit disc, and avoid dealing separately with poles at ∞. A
precursor appears in [24, Lemma 3.1c]. Define
LIf(z) = f¯(I(z))
z2
.
Lemma 18. The operator LI has the following properties:
(a) If T be a finite Blaschke product,LTLI = LILT ;
(b) LI maps meromorphic functions to meromorphic functions.
(c) LI is a bounded anti-linear involution.
(d) ordI(z) LIf = ordz f for f meromorphic and z ∈ Cˆ.
Proof. We first show (a). Using the identity I ◦ T = T ◦ I, we have
T ′(z) = lim
h→0
T (z + h)− T (z)
h
= lim
h→0
1
T (1/(z¯+h¯))
− 1
T (1/z¯)
h
= lim
h→0
T¯ (1/z¯)− T¯ (1/(z¯ + h¯))
hT¯ (1/z¯)2
=
T ′(1/z¯)
z2T¯ (1/z¯)2
.
We deduce T ′(I(y)) = y2T ′(y)/T (y)2. Now we have
LTLIf(z) =
∑
y∈T−1z
LIf(y)
T ′(y)
=
∑
y∈T−1z
f¯(I(y))
y2T ′(y)
;
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and
LILTf(z) = LTf(I(z))/z2
=
1
z2
∑
y∈T−1(I(z))
f¯(y)
T ′(y)
=
1
z2
∑
y∈T−1(z)
f¯(I(y))
T ′(I(y))
=
1
z2
∑
y∈T−1(z)
f¯(I(y))T (y)2
y2T ′(y)
= LTLIf(z).
Part (b) is standard; the boundedness follows from the fact that | 1
z2
| ≤
1
R2
on ∂AR; that LI is an involution and that it preserves orders are
simple computations. 
Lemma 19. Let T be a finite Blaschke product, let x ∈ C \C1 and let
f(z) = 1/(z − x). Then
LTf(z) = 1
z − T (x) −
1
z − T (∞) ,
where 1/(z −∞) is interpreted as the constant 0 function.
Proof. It follows from Theorem 16 that LTf is a rational function with
singularities of order 1 at T (x) and T (∞):
LTf = a
z − T (x) +
b
z − T (∞) .
In order that LTf have no singularity at ∞, we must have b = −a.
If |x| < 1, we see from Lemma 10 (taking the function g to be 1)
that a = 1, as required.
If |x| > 1, then LTf = LILTLIf . We calculate LIf(z) = 1/z −
1/(z − I(x)), and using the first part LTLIf(z) = 1/(z − T (0)) −
1/(z − T (I(x))). Applying LI again, we arrive at
LTf(z) = 1
z − I(T (I(x))) −
1
z − I(T (0))
=
1
z − T (x) −
1
z − T (∞) ,
as required. 
Corollary 20. Let T = (Tω) be a cocycle of expanding finite Blaschke
products. Let xω ∈ Dr be the random fixed point. The space E0(ω),
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spanned by eˆ0,ω where
eˆ0,ω(z) =
1
z − xω −
1
z − I(xω)
is a one-dimensional equivariant subspace with Lyapunov exponent 0.
If x ∈ Dr and f(z) = 1/(z − x), then ‖L(n)ω f − eˆ0,σnω‖ → 0.
This corollary may be seen as a random version of a result of Mar-
tin [18], expressing the invariant measure of an expanding Blaschke
product as a Poisson kernel.
Proof. By Lemma 19 and the fact that LT1◦T2 = LT1 ◦ LT2 , we see
L(n)ω f(z) =
1
z − T (n)ω (x)
− 1
z − T (n)ω (∞)
.
The claimed equivariance follows. Since |T (n)ω (x) − xσnω| → 0, we see
that ∥∥∥∥∥ 1z − T (n)ω (x) − 1z − xσnω
∥∥∥∥∥→ 0.
Similarly, since T
(n)
ω (∞) = I(T (n)ω (0)), we see from Corollary 14 that
dCˆ(T
(n)
ω (∞), I(xσnω)) → 0, where dCˆ is the standard metric on the
Riemann sphere. It follows that∥∥∥∥∥ 1z − T (n)ω (∞) − 1z − I(xσnω)
∥∥∥∥∥→ 0,
as required. 
We now show that the hypotheses of Theorem 11 are satisfied by a
cocycle of Perron-Frobenius operators of Blaschke products satisfying
rT (R) < R.
Lemma 21. Let 0 < R < 1. If rT (R), rT˜ (R) ≤ r < R, then ‖LT −
LT˜‖ ≤ C maxx∈C1 |T (x)− T˜ (x)|, where C is a constant depending only
on r and R. In particular, restricted to Blaschke products satisfying
rT (R) < R, the map T 7→ LT is continuous.
Proof. Recall that H2(AR) is a Hilbert space with respect to the inner
product 〈f, g〉 = 1
2pi
(∫
∂AR
f(z)g(z) |dz||z|
)
. With respect to this inner
product, the functions en(z) = dnz
n form an orthonormal basis of
H2(AR), where dn = (R
2n +R−2n)−1/2, so that dn ∼ R|n|.
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We now compute
〈LT (f), en〉 = dn
2pii
∫
∂AR
LTf(z)z¯n dz/z
=
dn
2pii
(∫
CR
LTf(z)R2n/zn dz
z
+
∫
C1/R
LTf(z)R−2n/zn dz
z
)
=
dn(R
2n +R−2n)
2pii
∫
C1
LTf(z)
zn+1
dz
=
1
2piidn
∫
C1
f(z)
T (z)n+1
dz.
Let f be an arbitrary element of H2(AR) and let n ≥ 0. Let T and
T˜ be any two Blaschke products satisfying rT (R) ≤ r and rT˜ (R) ≤ r
for some r < R, and let δ = maxz∈C1 |T (z) − T˜ (z)|. Note by the
maximum modulus principle, |T (z) − T˜ (z)| ≤ δ for all z ∈ D1 also.
Then deforming the contour to C1/R, we see
|〈(LT − LT˜ )f, en〉| ≤
1
2pidn
∫
C1/R
|f(z)|
∣∣∣∣ 1T (z)n+1 − 1T˜ (z)n+1
∣∣∣∣ |dz|
≤ 1
Rdn
‖f‖ max
z∈C1/R
∣∣∣∣ 1T (z)n+1 − 1T˜ (z)n+1
∣∣∣∣
=
1
Rdn
‖f‖max
z∈CR
|T (z)n+1 − T˜ (z)n+1|
≤ (n+ 1)r
n
Rdn
‖f‖max
z∈CR
|T (z)− T˜ (z)|
≤ 2(n+1)
R
( r
R
)nδ‖f‖,
where for the third line, we used the fact that Blaschke products com-
mute with inversion, and for the fourth line, we used rT (R), rT˜ (R) ≤ r.
If n = −k with k ≥ 1, then an analogous computation, deforming the
contour to CR, shows
|〈(LT − LT˜ )f, en〉| ≤ 2(k−1)R ( rR)k−2δ‖f‖.
In particular, since the (en) form an orthonormal basis, we deduce
‖(LT − LT˜ )f‖ ≤ Cδ‖f‖,
where C depends only on r and R, as required.
We note that rT (R) depends continuously on T . Hence, if rT (R) < R
and T˜ is sufficiently close to T , then rT˜ (R) ≤ R+rT (R)2 < R and the last
statement of the lemma follows from the argument above. 
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Corollary 22. Let r < ρ < R < 1. There exists a C > 0 such that if
the Blaschke product T satisfies rT (R) ≤ r, then ‖LT‖H2(AR)→H2(Aρ) ≤
C. In particular, LT is compact as an operator from H2(AR) to itself.
Proof. First, notice by the proof of Theorem 16 that LTf is analytic
on Ar. As in the above proof, e˜n(z) = d˜nz
n is an orthonormal basis
for H2(Aρ), where d˜n = (ρ
2n + ρ−2n)−1/2. As above 〈LTf, e˜n〉H2(Aρ) =
1
2piid˜n
∫
C1
f(z)/T (z)n+1 dz. Deforming the contour to C1/R in the case
where n ≥ 0 and CR when n < 0, we obtain |〈LTf, e˜n〉H2(Aρ)| ≤
C(r/ρ)|n|‖f‖. Since this is square summable, the result follows. 
In the context of Theorem 1, the map ω 7→ Tω is measurable, and
the map T 7→ LT is continuous, so that the composition, ω 7→ LTω
satisfies the hypotheses of Theorem 11.
Lemma 23. Let R be a random linear dynamical system satisfying the
conditions of Theorem 11. Let Ej(ω) be the jth “fast space” V1(ω) ⊕
· · · ⊕ Vj(ω) and let Fj(ω) be the complementary “slow space”. If V is
a subspace of X satisfying ΠEj(ω)‖Fj(ω)(V ) = Ej(ω), then
sup
x∈Ej(σnω)∩S(X)
d(x,L(n)ω V )→ 0 as n→∞.
Proof. We write E and F for Ej(ω) and Fj(ω). Let W be a subspace
of V of the same dimension as E such that ΠE‖F (W ) = E. Let Q =
(ΠE‖F |W )−1. Let 0 < 2 < λj − λj+1 and Cω > 0 satisfy for every
x ∈ Ej(σnω), and u ∈ E such that L(n)ω u = x, ‖u‖ ≤ Cωe−(λj−)n‖x‖;
and for every f ∈ F , ‖L(n)ω f‖ ≤ Cωe(λj+1+)n‖f‖. Now Qu− u = Qu−
ΠE|FQu ∈ F , so that ‖L(n)ω (Qu− u)‖ ≤ Cωe(λj+1+)n‖Qu− u‖. Hence,
‖L(n)ω (Qu) − x‖ ≤ C2ωe−(λj−λj+1−2)n(‖Q‖ + 1)‖x‖. Since L(n)ω (Qu) ∈
L(n)ω W ⊂ L(n)ω V , the proof is complete. 
Lemma 24. Let the measure-preserving transformation and cocycles
satisfy rT (R) < R as in the statement of Theorem 1. Let V be the
subspace of H2(AR) spanned by the Laurent polynomials z
−(j+1) for
j = 1, . . . , N . Then L(n)ω V is spanned by 1/
(
z − T (n)ω (0)
)j+1
for j =
1, . . . , N .
In particular, the sequence L(n)ω V approaches the equivariant sequence
of subspaces
P−N (σ
nω) := lin
{
1
(z − xσnω)j+1 : 1 ≤ j ≤ N
}
.
Proof. It suffices to show that if f(z) = 1/(z − x)j+1 with x ∈ D, then
for any finite expanding Blaschke product, Lωf is a linear combination
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of 1/(z − T (x))k+1 for k in the range 1 to j, but that was established
in Corollary 17. 
Corollary 25. Let the measure-preserving transformation and cocycles
be as above. Let W be the subspace of H2(AR) spanned by the Laurent
polynomials zj−1 for j = 1, . . . , N . Then L(n)ω W is spanned by zj−1/
(
1−
T
(n)
ω (0)z)
)j+1
for j = 1, . . . , N .
In particular, the sequence L(n)ω W approaches the equivariant se-
quence of subspaces,
P+N (σ
nω) = lin
{
zj−1
(1− x¯σnωz)j+1 : 1 ≤ j ≤ N
}
.
Proof. Notice that LI maps z−(j+1) to zj−1 (and vice versa), and is
a continuous operator on H2(AR). So LI(V ) = W , where V is as
in the statement of Lemma 24. Since Lω and LI commute, we see
L(n)ω W = L(n)ω LI(V ) = LI(L(n)ω (V )). A computation shows that if
f(z) = 1/(z − x)j+1, then LIf(z) = zj−1/(1− x¯z)j+1. 
Corollary 26. Let the dynamical system, Blaschke product cocycle and
family of Perron-Frobenius operators satisfy rT (R) < R as above. Let
E(ω) be an equivariant family of finite-dimensional fast spaces for the
cocycle. Then there exists an N such that for P-a.e. ω,
E(ω) ⊂ P−N (ω)⊕W0(ω)⊕ P+N (ω),
where W0(ω) is as defined in Corollary 20.
Proof. Let F (ω) be the corresponding slow subspace to E(ω). Since
the (finite term) Laurent polynomials, L, form a dense subspace of
H2(AR), and ΠE(ω)‖F (ω) is bounded, we see that ΠE(ω)‖F (ω)(L) is a
dense subspace of E(ω) and hence is equal to E(ω). Pick out a finite-
dimensional subspace L1 of L such that ΠE(ω)‖F (ω)(L1) = E(ω). Hence
there exists an N such that V = lin{z−1+j : |j| ≤ N} satisfies the
hypothesis of Lemma 23. By Lemma 24 and Corollaries 20 and 25, we
see
(1) sup
x∈E(σnω)∩S(X)
d(x, P−N (σ
nω)⊕W0(σnω)⊕ P+N (σnω))→ 0.
For a fixed N , let AN be the set of ω for which (1) is satisfied and
notice that AN is a σ-invariant measurable subset of Ω. Hence there
exists an N > 0 such that for P-a.e. ω,
sup
x∈E(σnω)∩S(X)
d(x, P−N (σ
nω)⊕W0(σnω)⊕ P+N (σnω))→ 0.
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It follows from the Poincare´ recurrence theorem that if κ : Ω→ [0,∞)
is a measurable function such that κ(σnω) → 0 for P-a.e. ω, then
κ(ω) = 0 for almost every ω. We apply this to
κ(ω) = sup
x∈E(ω)∩S(X)
d(x, P−N (ω)⊕W0(ω)⊕ P+N (ω)),
to deduce that E(ω) ⊂ P−N (ω) ⊕ W0(ω) ⊕ P+N (ω) for P-a.e. ω, as
required. 
Proof of Theorem 1. The compactness of the cocycle follows from Corol-
lary 22 and statement (1) follows from Corollary 14.
In the light of Corollary 26, it suffices to evaluate the Lyapunov
exponents when the system is restricted to the finite-dimensional equi-
variant subspaces PN(ω) = P
−
N (ω)⊕W0(ω)⊕P+N (ω). Notice that since
each of E0(ω) and P
±
N (ω) is equivariant, the Lyapunov exponents of the
cocycle restricted to PN are simply the combination of the Lyapunov
exponents of E0(ω), P
+
N (ω) and P
−
N (ω). Since LI(P±N (ω)) = P∓N (ω),
LI is a bounded involution, and LT (n)ω ◦ LI = LI ◦ LT (n)ω , we deduce
the Lyapunov exponents of the restriction of the cocycle to P+N (ω) are
the same as those of the restriction to P−N (ω). As noted in Corol-
lary 20, the exponent of the cocycle restricted to the equivariant space
E0(ω) is 0 (this will turn out to be the leading exponent). It suffices
to compute the Lyapunov exponents of the restriction of the cocycle to
P−N (ω). Each of these Lyapunov exponents will then have multiplicity
two for the full cocycle, being repeated as a Lyapunov exponent in the
restriction to P+N (ω).
It follows from Corollary 17 that the matrix representing the restric-
tion of the cocycle to P−N (ω) is upper triangular with respect to the
natural family of bases, (z − xω)−(j+1) for j = 1, . . . , N .
If T ′(xω) = 0, then all the diagonal terms of the matrix are 0 by
Theorem 16. Hence if T ′ω(xω) = 0 for a set of ω’s of positive measure,
we see that the Lyapunov spectrum is 0 with multiplicity 1 and −∞
with infinite multiplicity.
Otherwise, we compute the leading term of Lωf(z) near xσω, where
f(z) = 1/(z − xω)j+1. Let α = T ′ω(xω). Then we have
Lωf(xσω + h) = f(xω + h/α)
T ′ω(xω)
+O(h−j)
= (α/h)j+1/α +O(h−j) = αj/hj+1 +O(h−j).
That is, the diagonal entry of the matrix is
(
T ′ω(xω)
)j
. We also verify
that the off-diagonal elements of the matrix are bounded: If i < j,
then the (i, j) entry of the matrix is given by 1
2pii
∫ Lω[f ](z)(z−xσω)i dz.
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where f(z) = (z−xω)−(j+1) and the integral is over the unit circle. Since
by Corollary 22, the operators Lω are a uniformly bounded family on
H2(AR), we see that the entries of the N ×N matrix, representing the
restriction to P−N (ω), are uniformly bounded. (In fact, we give more
refined estimates in Section 6.)
The Lyapunov exponents of the cocycle restricted to P+N (ω) are
therefore given by the values
lim
n→∞
1
n
log
n−1∏
k=0
∣∣T ′σkω(xσkω)∣∣j
= j lim
n→∞
1
n
n−1∑
k=0
log
∣∣T ′σkω(xσkω)∣∣
= j
∫
log
∣∣T ′ω(xω)∣∣ dP(ω) =: jΛ,
where j ranges from 1 to N , and we used the Birkhoff ergodic theorem
in the last line.
Finally, to show that Λ ≤ log r
R
, notice that the restriction of dR
to Dr agrees with Euclidean distance up to a bounded factor. The
above shows that Λ = limn→∞ log |T (n)ω
′
(xω)|. Lemma 13 shows that
dR(T
(n)
ω (xω + h), T
(n)
ω (xω)) ≤ a|h|(r/R)n, where a = dR(xω + h, xω)/|h|
is a uniformly bounded quantity. Hence |T (n)ω (xω + h)− T (n)ω (xω)|/h ≤
c(r/R)n. The fact that Λ ≤ log r
R
follows. 
5. Spectrum Collapse
In this section, we focus on an example. Let T0(z) = z
2 and T1(z) =(
z+1/4
1+z/4
)2
, so that both T0 and T1 are expanding degree 2 maps of the
unit circle, mapping the unit disc to itself in a two-to-one way. We take
the base dynamical system to be the full shift σ on Ω = {0, 1}Z with
invariant measure Pp, the Bernoulli measure where each coordinate
takes the value 0 with probability p and 1 with probability 1− p.
We let L0 and L1 be the Perron-Frobenius operators corresponding to
T0 and T1 acting on the unit circle with respect to the signed measure,
dz, and consider the cocycle Lω := Lω0 and study the properties of
L(n)ω := Lωn−1 ◦ · · · ◦ Lω0 .
Lemma 27. Let T0 and T1 be defined as above. Then
(a) T0 fixes 0 and T1 fixes a =
1
2
(7− 3√5) ≈ 0.146;
(b) T0 and T1 both map the subset [0, a] of the unit disk in a mono-
tonically increasing way into itself (with disjoint ranges);
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(c) both maps act as contractions on [0,a]: 15
32
≤ T ′1 ≤ 23 on [0, a]
and 0 ≤ T ′0 ≤ 2a on [0, a].
For ω ∈ Ω, let xω denote the random fixed point as described in
Theorem 1.
(d) If ω = . . . 10n · 0 . . ., then 2b2n ≤ T ′ω0(xω) ≤ 2a2
n
, where b =
T1(0).
Proof. We just prove statement (d). Let ω−(n+1) = 1 and ω−n = . . . =
ω−1 = ω0 = 0. Then since xσ−nω = T1(xσ−(n+1)ω), we have b ≤ xσ−nω ≤
a. Since xω = T
n
0 (xσ−nω), we have b
2n ≤ xω ≤ a2n and 2b2n ≤ T ′ω(xω) ≤
2a2
n
. 
Proof of Corollary 2. For (a), using Theorem 1, it suffices to prove Λ >
−∞, where Λ = ∫ log |T ′ω(xω)| dP(ω). Ω may be countably partitioned
(apart from the fixed point of all 0’s) into [·1] := {ω ∈ Ω: ω0 = 1}
and the sets [10n · 0] := {ω ∈ Ω: x−(n+1) = 1, x−n = . . . = x0 = 0} for
0 ≤ n <∞. On [·1], by Lemma 27(c), log T ′ω(xω) ≥ log 1532 . On [10n ·0],
log T ′ω(xω) ≥ 2n log b by Lemma 27(d). Since P([10n · 0]) = (1− p)pn+1,
we see∫
log T ′ω(xω) dP(ω) =
∫
[·1]
log T ′ω(xω) dP+
∞∑
n=0
∫
[10n·0]
log T ′ω(xω) dP
≥ (1− p) log 15
32
+ p(1− p) log b
∞∑
n=0
(2p)n > −∞.
For (b), arguing as above, we see that on [10n · 0], log |T ′ω(xω)| ≤
2n log a+ log 2 (where log a ≈ −1.925). Hence
Λ ≤ Pp([1])(log 23) +
∞∑
n=0
(2n log a+ log 2)Pp([10n · 0])
= (1− p) log 2
3
+ p log 2 + p(1− p) log a
∞∑
n=0
(2p)n = −∞.

5.1. Gaussian perturbations. We now consider a perturbed version
of the cocycle, where Li is replaced by Li := N ◦ Li, where N has
the effect of convolving a density with a Gaussian with mean 0 and
variance 2. On R/Z, we have
(N R/Z f)(x) =
1√
2pi
∫ ∞
−∞
f(x− t)e−t2/2 dt = Ef(x+ N),
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where N is a standard normal random variable. The corresponding
conjugate operator on C(C1) is N := NC1 = Q−1N R/Z Q, where Q is
as in Lemma 9. A calculation using that lemma shows
(Nf)(z) = 1√
2pi
∫ ∞
−∞
f(ze−2piit)e−2piit−t
2/2 dt.
Proof of Corollary 3. From the definition of L0, we check
L0(f)(z) = 1
2
(
f(
√
z)√
z
+
f(−√z)
−√z
)
,
where ±√z are the two square roots of z. We define eˆn(z) = zn−1 and
verify that
(2) L0(eˆn) =
{
eˆn/2 if n is even;
0 otherwise.
We compute
N(eˆn)(z) = 1√
2pi
∫ ∞
−∞
eˆn(ze
−2piit)e−2piit−t
2/2 dt
= zn−1
1√
2pi
∫ ∞
−∞
e−2piint−t
2/2 dt
= e−2pi
2n22 eˆn(z).
Combining the two, we have
(L0)neˆ` =
{
exp(−2pi22m2(4n−1 + . . .+ 4 + 1))eˆm if ` = 2nm;
0 otherwise.
We let H20 (AR) be the subspace of H
2(AR) consisting of those func-
tions whose Laurent expansions have a vanishing z−1 term. Let f ∈
H20 (AR) be of norm 1 and let f =
∑
n∈Z anz
n be its Laurent expansion.
We recall |an| ≤ R|n| ≤ 1 for all n ∈ Z and a−1 = 0.
Now
(L0)nf(z) =
∑
m∈Z\{0}
exp(−2pi22m2(4n−1 + . . .+ 4 + 1))a2nm−1zm−1.
so that for z ∈ AR and n > 0,
|(L0)nf(z)| ≤
∑
m∈Z\{0}
exp(−2pi22m2(4n−1 + . . .+ 4 + 1))R|2nm−1|R−|m−1|
≤ 2
1−R exp(−2pi224n−1).
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Since if g is a bounded analytic function on AR, ‖g‖H2(AR) ≤ 2‖g‖∞,
we see
∥∥(L0)n|H20 (AR)∥∥ ≤ 41−R exp ( − 2pi224n−1). By Lemma 12(b),
D2((L0)nL1) ≤ A exp
(− 2pi224n−1), where A = 4‖L1‖2c2/(1−R).
Now let N(ω) = min{n > 0: ωn = 1}. We consider the induced map
on [1]: σ˜(ω) = σN(ω)(ω). The induced cocycle is defined for ω ∈ [1]
by L˜ω = Lω(N(ω)), so that L˜ω = (L0)N(ω)−1L1. By L˜ω(n), we mean
L˜σ˜n−1(ω) ◦ · · · ◦ L˜ω and by P˜, we mean the normalized restriction of P
to [1] (so the convention is that quantities marked with tildes refer to
the induced system).
We define the return times for ω ∈ [1] by N1(ω) = N(ω) and
Nn+1(ω) = Nn(ω) + N(σ
Nn(ω)(ω)) for n ≥ 1. Now we have, using
Lemma 12(a),
1
Nn(ω)
logD2(Lω(Nn(ω))) =
1
Nn(ω)
logD2(L˜ω(n))
=
n
Nn(ω)
1
n
logD2(L˜σ˜n−1ω ◦ . . . ◦ L˜ω)
≤ n
Nn(ω)
1
n
log
(
D2(L˜σ˜n−1ω) · . . . · D2(L˜ω)
)
=
n
Nn(ω)
1
n
n−1∑
i=0
logD2(L˜σ˜iω)
≤
(
n
Nn(ω)
)
1
n
n−1∑
i=0
(−2pi224N(σ˜iω)−1 + logA).
Since
∫
[1]
4N(ω) dP˜p(ω) =
∑∞
n=1 4
npn−1(1 − p) = ∞, we see the aver-
age 1
n
∑n−1
i=0 (−2pi224N(σ˜
iω)−1 + logA) in the last line converges to −∞
almost surely by Birkhoff’s theorem applied to the ergodic transforma-
tion σ˜ of ([1], P˜p). As n/Nn(ω)→ 1/Pp([1]) for P˜p-almost every ω ∈ [1],
we see 1
Nn(ω)
logD2(Lω(Nn(ω))) → −∞ for P˜p-a.e. ω ∈ [1]. Since this is
a subsequence of the convergent sequence 1
n
logD2(Lω(n)), we see that
1
n
logD2(Lω(n))→ −∞ for Pp-a.e. ω.
This establishes, by Lemma 12(c), that λ2 = −∞. We recall from
[12, Theorem 13]) that the exceptional Lyapunov exponents of a cocycle
and its adjoint coincide. We note that φ(f) = 〈f, eˆ−1〉 satisfies φ(f) =
φ(Lωf), so that (Lω)∗φ = φ. Hence λ1 = λ∗1 = 0. We briefly explain
how to identify the family of equivariant functions, or top Oseledets
spaces V1(ω) for L. For ω ∈ Ω and t = (tn)n∈Z− ∈ RZ− , we define
Φ(ω, t) = lim
k→∞
R2pit−1Tσ−1ω ◦ · · · ◦R2pit−kTσ−kω(0),
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where Rθ(z) = e
iθz. Existence of the limit follows as in Corollary 14.
The equivariant function is then given by
fω(z) =
∫
RZ−
(
1
z − Φ(ω, t) −
1
z − I(Φ(ω, t))
)
dΓ(t),
where Γ is the measure on RZ− where each coordinate is an indepen-
dent standard normal random variable. The proof that Lωfω = fσω
essentially follows from Lemma 19 and Corollary 20. Since the range
of Φ is contained in Dr, it is easy to see that fω lies in H
2(AR) for all
ω ∈ Ω. 
5.2. Uniform perturbations. We now consider another perturbed
version of the cocycle, where Li is replaced by LU,i := U ◦ Li, where
UR/Z has the effect of convolving a density with a bump function of
support [−, ]. On R/Z, we have
(UR/Z f)(x) =
1
2
∫ 
−
f(x− t) dt = 1
2
∫ 1
−1
f(x− t) dt = Ef(x+ U),
where U is a uniformly distributed random variable on [−1, 1]. The
corresponding conjugate operator on C(C1) is U := UC1 = Q−1UR/Z Q,
where Q is as in Lemma 9. A calculation shows
(Uf)(z) = 1
2
∫ 1
−1
f(ze−2piit)e−2piit dt.
As before, we let eˆn(z) = z
n−1 and compute, for n ∈ Z \ {0}
U(eˆn)(z) = 1
2
∫ 1
−1
eˆn(ze
−2piit)e−2piit dt
=
zn−1
2
∫ 1
−1
e−2piint dt
=
sin(2pin)
2pin
eˆn(z).
Also, U(eˆ0)(z) = eˆ0(z). Hence, we have, for ` ∈ Z \ {0},
(LU,0 )neˆ` =
{
(2pim)−n2−n(n−1)/2
∏n
j=1 sin(2
jmpi)eˆm if ` = 2
nm;
0 otherwise.
Proof of Corollary 4. Let  = b/2k, for some odd integer b and k ∈ N.
Then, for every ` ∈ Z \ {0} and n ≥ k we get that (LU,0 )neˆ` = 0. This
immediately implies that (LU,0 )n|H20 (AR) = 0, and so λ2(LU,ω ) = −∞.
The fact that λ1(LU,ω ) = 0 follows exactly as in Corollary 3. 
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6. Lyapunov spectrum stability
It is natural to ask for an underlying explanation for the instability
of the Lyapunov spectrum exhibited in Corollaries 3 and 4. From the
finite-dimensional theory of hyperbolic dynamical systems, we know
that a key issue in the stability is control of the angle between the fast
and slow subspaces. In general, the various versions of the Multiplica-
tive Ergodic Theorem show that for Oseledets spaces with different
exponents, the angle between the subspaces is bounded away from 0 at
least by a quantity that is at worst sub-exponentially small in n, the
number of iterations. In the uniformly hyperbolic situation, this angle
is uniformly bounded away from 0.
One way to quantify the angle between complementary closed sub-
spaces that is particularly well suited to the infinite-dimensional case
is to compute ‖ΠE‖F‖, where ΠE‖F is the projection that fixes E and
annihilates F : for Hilbert spaces the norm of the projection is the re-
ciprocal of the sine of the angle between the spaces. (See [12] for an
alternative way of measuring angles).
With this in mind, we study ΠEk(ω)‖Fk(ω) where Ek(ω) is the span
of the Oseledets vectors with exponents λ1, . . . , λk and Fk(ω) is the
complementary space of vectors that expand at rate λk+1 or slower
(the (2k − 1)-dimensional fast space and (2k − 1)-codimensional slow
space respectively).
For the unperturbed cocycle appearing in Corollaries 3 and 4, we
claim that ‖ΠEk(ω)‖Fk(ω)‖ is essentially unbounded in ω. To see this, let
σ be the shift map on {0, 1}Z equipped with the Bernoulli probability
measure, Pp and (Lω) as before. Set hω(z) = (z−xω)−2 and g(z) = z−2.
Note that If ω0 = 0, then Lωg = 0 (see (2)), so that g ∈ F2(ω).
Also hω ∈ E2(ω) by Lemma 24, and if ω−n = . . . = ω−1 = ω0 =
0, then xω ≤ a2n , where a < 1 is as in Lemma 27. In particular
ess infω ‖hω − g‖ = 0. However, since ΠE2(ω)‖F2(ω)(hω − g) = hω and
‖hω‖ is bounded away from 0, we see that ‖ΠE2(ω)‖F2(ω)‖ is essentially
unbounded for the cocycle, so that the fast and slow spaces become
arbitrarily close.
The core of the issue is that the kernel of L0 includes all even integer
powers of (z − 0) (0 being the critical point of T0) while combinations
of negative powers of (z − xω) appear in the fast spaces. To avoid the
situation above, one is led to consider situations in which the critical
point(s) of Tω are bounded away from the random fixed point xω. We
impose this by assuming a lower bound on |T ′ω(xω)|.
In this section, we show that if we impose the condition that |T ′ω(xω)|
is bounded below, then the projections ΠEk(ω)‖Fk(ω) are uniformly bounded,
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and hence the fast and slow spaces are uniformly transverse. We de-
duce the existence of a field of cones around Ek(ω), and use this to
prove Theorem 5, showing that the Lyapunov spectrum of the Perron-
Frobenius cocycle is stable under small perturbations. Conversely, if
T ′ω(xω) is not bounded below, we show that small perturbations to the
Perron-Frobenius cocycle, even within the class of Perron-Frobenius
operators of Blaschke products, can lead to collapse of the Lyapunov
spectrum.
In the first part of the section, we replace the Blaschke product co-
cycle, (Tω) with a conjugate cocycle (T˜ω), almost all of whose elements
fix the origin. We first prove the theorem in that context, and then
show how the full theorem follows.
6.1. Bounded projections. Let σ : (Ω,P) → (Ω,P) be an invertible
ergodic measure-preserving transformation and let T = (Tω)ω∈Ω be a
Blaschke product cocycle satisfying the following conditions:
(a) Tω(0) = 0 for P-a.e. ω ∈ Ω;
(b) ess infω |T ′ω(0)| > 0;
(c) ess supω rT (R) < R;
Notice that for Blaschke product cocycles satisfying these conditions,
Theorem 1 applies and the quantity Λ arising is finite (and negative),
so that the Lyapunov exponents are λj = (j − 1)Λ, where λ1 = 0 has
multiplicity 1 and the remaining exponents have multiplicity 2. Notice
that (b) gives uniform control on |T ′ω(xω)|, while the condition Λ > −∞
in Theorem 1 for a non-trivial Lyapunov spectrum gives only average
control on |T ′ω(xω)|.
The proof of Theorem 1 (in the special case xω = 0) shows that for
j > 1, one can identify a natural basis for Vj(ω) consisting of a Laurent
polynomial fω,j with z
−2, . . . , z−j terms and its inversion LIfω,j with
z0, . . . , zj−2 terms.
We set r = rT (R). We shall also require that |T ′′ω | is uniformly
bounded above on Dr, but in fact, this condition is true automatically
since
T ′′(z) =
2!
2pii
∫
C1
T (w)
(w − z)3 dw
and |T (w)| = 1 whenever |w| = 1, so that |T ′′(w)| ≤ 2/(1− r)3 on Dr.
Let λ
(n)
ω denote |(T (n)ω )′(0)| in all of what follows.
Lemma 28 (Random fixed point distortion estimate). Under the con-
ditions above, there exists a c1 such that for P-a.e. ω ∈ Ω, for all
z ∈ CR,
|T (n)ω (z)| ≤ c1λ(n)ω .
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Proof. Let γω,n(z) = |T (n)ω z|/λ(n)ω and r = rT (R) < R. Then we have
γω,n+1(z) =
|T (n+1)ω z − 0|
λ
(n+1)
ω
≤
max
y∈[0,T (n)ω z] |T ′σnω(y)| · |T
(n)
ω z − 0|
λ
(n)
ω T ′σnω(0)
= γω,n(z) max
y∈[0,T (n)ω z]
|T ′σnω(y)|/|T ′σnω(0)|,
where [a, b] denotes the line segment joining a and b. Since we showed
in Lemma 13 the existence of a c such that for P-a.e. ω, |T (n)ω (z)− 0| ≤
c( r
R
)n−1, we see that for y ∈ [0, T (n)ω (z)], using the uniform boundedness
of T ′′ω , we obtain the inequality |T ′σnω(y)/T ′σnω(0)− 1| ≤ c′( rR)n, so that
γω,n(z) is bounded essentially uniformly in ω and uniformly in n and z
as z runs over CR. 
Let H2(AR)
− be lin({z−j−1 : j > 0}) and H2(AR)+ be lin({zj−1 : j >
0}). (We choose to offset the indices by 1 as we have seen that this
is well suited to the calculations in the rest of the paper). We set
eˆj(z) = R
|j−1|zj−1, as a convenient rescaling of the standard orthogonal
basis of H2(AR) described earlier (in particular their norms are between
1 and 2).
Lemma 29. Let ρ < R and let f lie in the unit sphere of H2(Aρ)
−.
Then f may be expanded as f(z) =
∑
m>0 a−meˆ−m where |a−m| ≤
( ρ
R
)m. In particular, the partial sums of the series for f given above
are convergent in H2(AR).
Let U−k be the subspace of H
2(AR)
− spanned by eˆ−1, . . . , eˆ−(k−1) and
define V −k (ω) by
V −k (ω) = {f ∈ H2(AR)− : lim sup 1n log ‖L(n)ω f‖ ≤ kΛ},
so that H2(AR)
− = U−k ⊕ V −k (ω). In particular, U−k is the span of
those Oseledets vectors, mentioned above, with Lyapunov exponents
λ2, . . . , λk that are polynomials in z
−1. Let Q− denote the orthogonal
projection of H2(AR) onto H
2(AR)
− and let Q+ be the orthogonal
projection of H2(AR) onto H
2(AR)
+ = lin({zn−1 : n ≥ 1}). We write
H2(AR)
± for H2(AR)+⊕H2(AR)− and note that H2(AR)± = lin(z−1)⊥.
We now show that under the conditions above, U−k and V
−
k (ω) are
uniformly transverse.
Lemma 30. Let the Blaschke product cocycle satisfy conditions (a),
(b), (c). Then for each k ∈ N, there exists a constant M > 0 such that
‖ΠU−k ‖V −k (ω)‖ ≤M for all P-a.e. ω ∈ Ω.
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Proof. Let c1 be as in Lemma 28, and let eˆ−j be as defined earlier. We
compute the matrix of Lω with respect to the (eˆ−j) basis.
For j > 0, write Lω(eˆ−j) as
∑
1≤i≤j aij eˆ−i (such an expansion exists
with no higher order terms by Corollary 17). We now have for 0 < i <
j,
aij =
1
2pii
∫
C1
Lω(eˆ−j)(z)R−i−1zi dz
=
R−i−1
2pii
∫
C1
eˆ−j(z)(Tω(z))i dz
=
Rj−i
2pii
∫
CR
(Tω(z))
i
zj+1
dz
For i = j, we have ajj = (λω)
j as shown in Theorem 1.
Similarly, using Lemma 28, we see that for a.e. ω, a
(n)
ω,ij, the coefficient
of L(n)ω with respect to (eˆ−j) and (eˆ−i) satisfies
|a(n)ω,ij| =
∣∣∣∣∣Rj−i2pii
∫
CR
(T
(n)
ω (z))i
zj+1
dz
∣∣∣∣∣
≤ (c1λ(n)ω /R)i for all 1 ≤ i ≤ j.
(3)
For i = j, a
(n)
jj = (λ
(n)
ω )j and for i > j, a
(n)
ij = 0. Letting c2 = (c1/R)
k−1,
we have for a.e. ω,
(4) |a(n)ω,ij| ≤ c2(λ(n)ω )i for all 1 ≤ i ≤ k − 1 and all j ∈ N.
Define Π−k to be the orthogonal projection from H2(AR)− onto U−k .
Now consider the operators Λ
(n)
ω,k = (L(n)ω |U−k )
−1 ◦ Π−k ◦ L(n)ω . We write
Λ
(n)
ω,k = (Lω|U−k )
−1 ◦ (L(n−1)σω |U−k )
−1 ◦ Π−k ◦ L(n−1)σω ◦ Lω.
By (4), the matrix representing the restricted operator (L(n−1)σω |U−k )
with respect to the bases eˆ−1, . . . , eˆ−(k−1); and eˆ−1, . . . , eˆ−(k−1) may be
factorized as DA where D is the diagonal matrix with entries (λ
(n−1)
σω )j
for j = 1, . . . , k − 1 and A is an upper triangular matrix with ones
on the diagonal and with entries with absolute value bounded above
by c2 above the diagonal for a.e. ω. Of course we have (DA)
−1 =
A−1D−1, and by the above, A−1 has uniformly bounded entries, and
the matrix B = (bij)1≤i≤k−1;j∈N of
(L(n−1)σω |U−k )−1Π−kL(n−1)σω is B =
A−1D−1PL(n−1), where P is the (k − 1) × ∞ matrix with ones on
the diagonal and the remaining entries 0 and L(n−1) is the matrix of
L(n−1)σω . Combining (4) with the expression for D, we obtain a constant
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c3 so that for a.e. ω and all n, |bij| ≤ c3 for 1 ≤ i ≤ k − 1 and j ∈ N.
(Note that c3 does depend on k).
Let r < ρ < R. By Corollary 22, there exists a constant c4 such that
‖Lω‖H2(AR)→H2(Aρ) ≤ c4 for almost all ω ∈ Ω. Now if f ∈ H2(AR)−
satisfies ‖f‖H2(AR) = 1, we have ‖Lωf‖H2(Aρ) ≤ c4, so that by Lemma
29, for j > 0, the coefficient of eˆ−j in the expansion of Lωf is at most
c4(
ρ
R
)j.
Combining this with the estimate for bij above, we see that the eˆ−i co-
efficient of (L(n−1)σω |U−k )
−1Πσnω,kL(n)ω f is bounded above by c3c4
∑∞
j=i(
ρ
R
)j =
c3c4(
ρ
R
)i/(1− ρ
R
). Since (Lω|U−k )
−1 is essentially uniformly bounded in
ω (since it is upper triangular with uniformly bounded entries, and
has diagonal elements uniformly bounded away from 0), we deduce the
operators Λ
(n)
ω,k are uniformly bounded in n and ω (but not in k), say
‖Λ(n)ω,k‖ ≤ M for all ω ∈ Ω and n ∈ N. It is immediate that Λ(n)ω,kf = f
for all f ∈ U−k and it is not hard to verify from the definition of Λ(n)ω,k
that Λ
(n)
ω,kf → 0 for f ∈ V −k (ω). Hence Λ(n)ω,k converges strongly to
ΠU−k ‖V −k (ω), so that ‖ΠU−k ‖V −k (ω)‖ ≤M . 
We define further spaces: U+k = LIU−k , V +k (ω) = LIV −k (ω) and
W0 = lin({eˆ0}). Since LI commutes with Lω, the Lω equivariance of
U+k implies that of U
−
k and similarly equivariance of V
+
k (ω) follows from
that of V −k (ω). The equivariance of W0 was noted in Corollary 20 (note
that xω = 0 for the cocycles we are considering). Since H
2(AR)
+ =
LI(H2(AR)−), we see that H2(AR)+ = U+k ⊕ V +k (ω).
Corollary 31. There exists M ′ > 0 such that ‖ΠU+k ‖V +k (ω)‖ ≤ M
′ for
all ω ∈ Ω.
Proof. We can verify that ΠU+k ‖V +k (ω) = LI ◦ ΠU−k ‖V −k (ω) ◦ LI . Since LI
is bounded, the result follows. 
Next, let Ek(ω) = U
−
k ⊕ W0 ⊕ U+k and Fk(ω) = V −k (ω) ⊕ V +k (ω).
These are the (2k − 1)-dimensional and (2k − 1)-codimensional fast
and slow spaces for the cocycle respectively.
We observe that Π0 := ΠW0‖H2(AR)± is just orthogonal projection
onto W0, so that ‖ΠW0‖H2(AR)±‖ = 1.
Corollary 32. There exists M > 0 such that for all ω ∈ Ω, ‖ΠEk(ω)‖Fk(ω)‖ ≤
M .
Proof. We have
ΠEk(ω)‖Fk(ω) = Π0 + ΠU−k ‖Vk(ω)− ◦Q
− + ΠU+k ‖Vk(ω)+ ◦Q
+.
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Since all of the operators appearing on the right are uniformly bounded
in ω, so is ΠEk(ω)‖Fk(ω). 
6.2. Invariant cone field. In this sub-section, we shall show that
there is a cone around Ek(ω) attracting a neighbourhood in H
2(AR).
Consider the cone
Cω,η = {f ∈ H2(AR) : ‖ΠFk(ω)‖Ek(ω)f‖ ≤ η‖ΠEk(ω)‖Fk(ω)f‖}.
Lemma 33. Let σ be an ergodic invertible measure-preserving transfor-
mation of (Ω,P) and let the Blaschke product cocycle satisfy conditions
(a), (b), and (c). Then for each k ∈ N, there exists an N such that for
each n ≥ N and a.e. ω ∈ Ω, L(n)ω (Cω,η) ⊂ Cσnω, η
2
for all η > 0.
Proof. Let Π−k be as in the proof of Lemma 30, the orthogonal projec-
tion onto lin(eˆ−1, . . . , eˆ−(k−1)), and let Πk be the orthogonal projection
onto lin(eˆ1, . . . , eˆk−1). Let Sk = Π−k + Πk and let Π0 be the orthogonal
projection onto lin(eˆ0).
We make the following claims:
(i) There exists a constant K > 0 such that for a.e. ω ∈ Ω, n ∈ N
and f ∈ U−k , ‖L(n)ω f‖ ≥ K(λ(n)ω )k−1‖f‖;
(ii) There exists c5 > 0 such that for a.e. ω ∈ Ω, n ∈ N and
f ∈ Ek(ω), ‖L(n)ω f‖ ≥ c5(λ(n)ω )k−1‖f‖;
(iii) There exist c > 0 and n0 ∈ N such that for a.e. ω ∈ Ω, n ≥ n0
and f ∈ H2(AR)−, ‖(I − Π−k)L(n)ω f‖ ≤ c(λ(n)ω )k‖f‖.
(iv) There exist c6 > 0 and n0 ∈ N such that for a.e. ω ∈ Ω, n ≥ n0
and f ∈ H2(AR)±, ‖(I − Sk)L(n)ω f‖ ≤ c6(λ(n)ω )k‖f‖.
To establish (i), first notice that there is a constant c > 1 such that
for all ω ∈ Ω and all vectors (a1, . . . , ak),
‖(a1, . . . , ak−1)‖2/c ≤
∥∥∥∥∥
k−1∑
i=1
aieˆ−i
∥∥∥∥∥ ≤ c‖(a1, . . . , ak−1)‖2,
where ‖ · ‖2 denotes the Euclidean norm on Rk. Hence it suffices to
demonstrate that there exists c > 0 such that ‖L(n)ω v‖ ≥ c(λ(n)ω )k−1‖v‖
for all v ∈ Rk, where L(n)ω is the matrix of L(n)ω with respect to (eˆ−j)k−1j=1 .
This is equivalent to showing the existence of a c > 0 such that
‖(L(n)ω )−1‖ ≤ c(λ(n)ω )−(k−1) for all n ∈ N and ω ∈ Ω. We previously
showed that L
(n)
ω may be expressed as DA where D is the diagonal
matrix with entries (λ
(n)
ω )i, with i going from 1 to k − 1; and A is an
upper triangular matrix with bounded entries and 1’s on the diagonal.
It follows that ‖(L(n)ω )−1‖ ≤ c(λ(n)ω )−(k−1) as required, so that we have
demonstrated (i).
32 CECILIA GONZA´LEZ-TOKMAN AND ANTHONY QUAS
To show (ii), let f ∈ Ek(ω), and write f = f+ + f 0 + f− where the
components lie in U+k , W0 and U
−
k respectively. Clearly at least one
of the components has norm at least ‖f‖/3. Since L(n)ω f ? = Π?ωL(n)ω f ,
where ? is each of +, 0 or −, we have
‖L(n)ω f‖ ≥ max
(‖L(n)ω f+‖, ‖L(n)ω f 0‖, ‖L(n)ω f−‖) .
Hence it suffices to show that for each of +, 0 and − there exists a
c? > 0 such that for all ω ∈ Ω and n ∈ N,
(5) ‖L(n)ω f‖ ≥ c?(λ(n)ω )k−1‖f‖
for f lying in U?k .
The first of these was demonstrated in (i). If f ∈ W0, then L(n)ω f = f ,
so that ‖L(n)ω f‖ = ‖f‖. Hence (5) is satisfied when ? is 0. If f ∈
Uk(ω)
+, then L(n)ω f = LIL(n)ω LIf . Since LI is a bounded involution,
it follows that there exists c > 0 such that ‖LIf‖ ≥ c‖f‖ for all
f ∈ H2(AR). Combining this with (i) establishes the required result
for f lying in Uk(ω)
+.
We now demonstrate (iii). Let ρ be as chosen in the proof of Lemma
30 and let f ∈ H2(AR)− be of norm 1. We showed in the proof of
Lemma 30 that the eˆ−j coefficient of Lωf is at most c4( ρR)j. Applying
L(n−1)σω and recalling the estimate (3), the coefficient of eˆ−i is at most∑
j≥i c4(
ρ
R
)j(c1λ
(n−1)
σω /R)i. This gives the estimate
∥∥(I − Π−k)L(n)ω f∥∥ ≤∑
i≥k
∑
j≥i
c4(
ρ
R
)j(c1λ
(n−1)
σω /R)
i‖eˆ−i‖
≤ 2c4
1− ρ
R
∑
i≥k
(ρc1λ
(n−1)
σω /R
2)i
=
2c4
1− ρ
R
(ρc1/R
2)k(λ(n−1)σω )
k
∑
i≥0
(ρc1λ
(n−1)
σω /R
2)i.
Since for a.e. ω, λ
(n)
ω ≤ (r/R)n for all n, there exists an n0 such that for
all n ≥ n0 and a.e. ω ∈ Ω, ρc1λ(n−1)ω /R2 < 12 . Since |T ′ω(xω)| is essen-
tially uniformly bounded below, we have λ
(n−1)
σω ≤ λ(n)ω / ess infω |T ′ω(xω)|
a.e. Now for n ≥ n0, we have for all f lying in the unit sphere of
H2(AR)
−, ∥∥(I − Π−k)L(n)ω f∥∥ ≤ c(λ(n)ω )k,
where c = 4c4(ρc1/R
2)k/
(
(1− ρ
R
) infω |T ′ω(xω)|k
)
, proving (iii).
Finally, to show (iv), let f ∈ H2(AR)±, and write f = f+ + f−.
Since Q+ and Q− are orthogonal projections, both ‖f+‖ and ‖f−‖
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are bounded above by ‖f‖. The above shows ‖(I − Sk)L(n)ω f−‖ ≤
c(λ
(n)
ω )k‖f‖. Also (I−Sk)L(n)ω f+ = LI(I−Sk)L(n)ω LIf+. Since LIf+ ∈
H2(AR)
−, we see
‖LI(I − Sk)L(n)ω LIf+‖ ≤ ‖LI‖2c(λ(n)ω )k‖f‖,
so that the desired conclusion follows by summing the two estimates.
Now let f ∈ Cω,η and let f = u+ v where u ∈ Ek(ω) and v ∈ Fk(ω).
Applying the above inequalities, we have
‖L(n)ω u‖ ≥ c5(λ(n)ω )k‖u‖;
and since Fk(ω) ⊂ H2(AR)±, for n ≥ n0,
‖(1− Sk)L(n)ω v‖ ≤ c6(λ(n)ω )k‖v‖.
Notice that ΠEk(σnω)‖Fk(σnω)(1 − Sk)L(n)ω v = −SkL(n)ω v, so that by
Lemma 30, ‖SkL(n)ω v‖ ≤M‖(1− Sk)L(n)ω v‖. Hence we see
‖L(n)ω v‖ ≤ (M + 1)‖(1− Sk)L(n)ω v‖
≤ c6(M + 1)(λ(n)ω )k‖v‖.
Now there exists an n1 such that for all n ≥ n1 and a.e. ω, c6(M +
1)λ
(n)
ω ≤ 12c5. Hence if n ≥ max(n0, n1), we see that L(n)ω f ∈ Cσnω, η2 . 
6.3. Stability of exponents. Our theorem in this section is similar
to a theorem of Bogenschu¨tz [6]. In his setting, there were two key
assumptions: uniformity of the splitting and uniformity of convergence
to the Lyapunov exponents. The first of these is satisfied in our setting
by the above, while we relax the second condition by not imposing any
convergence conditions on the Lyapunov exponents.
Lemma 34. Let σ be an ergodic invertible measure-preserving trans-
formation of (Ω,P), let the Blaschke product cocycle satisfy conditions
(a), (b) and (c), and let Lω be the corresponding family of Perron-
Frobenius operators. For each  > 0, let Lω be a family of operators
such that ess supω∈Ω ‖Lω−Lω‖ → 0 as → 0. If (µn) are the Lyapunov
exponents of the unperturbed cocycle listed with multiplicity, then for
each n, µn → µn as → 0 where (µn) are the exponents of the perturbed
cocycle.
Proof. Let Λ =
∫
log |T ′ω(xω)| dP(ω) < 0, so that by Theorem 1, the
Lyapunov exponents are λj = (j − 1)Λ for j = 1, 2, 3, . . . where λ1 = 0
has multiplicity 1 and the remaining exponents have multiplicity 2.
List the exponents with multiplicity as µ1 = 0, and µ2k = µ2k+1 = kΛ
for each k ∈ N.
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Let N be as in the statement of Lemma 33 and M be as in the
statement of Lemma 30 and c5 be as in the proof of Lemma 33. Let
η > 0. Pick n > N so that (3
4
c5)
1/n > e−η. Now by Corollary 22,
ess supω∈Ω ‖Lω‖ is finite. By an application of the triangle inequality,
ess supω∈Ω ‖Lω(n) − L(n)ω ‖ → 0 as  → 0. Pick 0 > 0 so that  < 0
implies
(6) ess supω ‖Lω(n) − L(n)ω ‖ <
c5 ess infω |T ′ω(xω)|n(k−1)
8(M + 1)
.
Suppose that  < 0 and let u + v ∈ Cω,1, where u ∈ Ek(ω) and
v ∈ Fk(ω). We claim that for a.e. ω,
L(n)(u+ v) ∈ Cσnω,1; and(7) ∥∥∥ΠEk(σnω)‖Fk(σnω)L(n)(u+ v)∥∥∥ ≥ 3c54 (λ(n)ω )k−1‖u‖.(8)
Writing Π
(n)
E‖F for ΠEk(σnω)‖Fk(σnω) and Π
(n)
F‖E for I − Π(n)E‖F , we have
Π
(n)
E‖FLω(n)(u+ v) = L(n)ω u+ Π(n)E‖F (Lω(n) − L(n)ω )(u+ v),
so that
‖Π(n)E‖FL(n)ω (u+ v)‖ ≥ c5(λ(n)ω )k−1‖u‖ −M
c5 ess infω |T ′ω(xω)|n(k−1)
8(M + 1)
2‖u‖
≥ 3
4
c5(λ
(n)
ω )
k−1‖u‖,
establishing (8). On the other hand,
Π
(n)
F‖ELω(n)(u+ v) = L(n)ω v + Π(n)F‖E(Lω(n) − L(n)ω )(u+ v),
so that∥∥∥Π(n)F‖ELω(n)(u+ v)∥∥∥
≤ 1
2
c5(λ
(n))k−1‖v‖+ (M + 1)c5 ess infω |T
′
ω(xω)|n(k−1)
8(M + 1)
2‖u‖
≤ 3
4
c5(λ
(n))k−1‖u‖.
This implies Lω(n)(u+ v) ∈ Cσnω,1.
Using (7) inductively, we see that L(mn)ω (u + v) ∈ Cσmnω,1 for all
m ∈ N. Then an inductive application of (8) shows that for any m ∈ N,
‖ΠEk(σmnω)‖Fk(σmnω)Lω(mn)(u+ v)‖ ≥
(
3c5
4
)m
(λ(mn)ω )
k−1‖u‖
≥ e−ηmn(λ(mn)ω )k−1‖u‖.
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Since (1/mn) log
(
e−ηmn(λ(mn)ω )k−1
)
converges to λk − η for P-a.e.
ω, we have identified a (2k − 1)-dimensional subspace, namely Ek(ω),
on which every vector has Lyapunov exponent at least λk − η, so that
the Lyapunov exponents of the perturbed cocycle, µj (again listed with
multiplicity) satisfy µ2k−1 > µ2k−1−η and µ2k−2 ≥ µ2k−1 > µ2k−1−η =
µ2k−2 − η. Since η and k are arbitrary, this establishes lower semi-
continuity of each Lyapunov exponent for arbitrary small perturbations
of the original cocycle.
To prove the continuity of the exponents for perturbations of the co-
cycle, it suffices to show the standard property of upper semi-continuity
of the partial sums of the Lyapunov exponents: that for each l and each
η > 0, for all sufficiently small  > 0, one has
µ1 + . . . µ

l < µ1 + . . .+ µl + η.
To show this, define
El(L) = sup
f1,...,fl; φ1,...,φl
det(φi(Lfj))1≤i,j≤l,
where f1, . . . , fl and φ1, . . . , φl run over the unit sphere of H
2(AR)
and the unit sphere of the dual space respectively. The quantity
El is sub-multiplicative (this is standard for Hilbert spaces, and was
demonstrated for arbitrary Banach spaces in [21]). Results of [12]
combined with the Kingman sub-additive ergodic theorem show that
infn(1/n)
∫
log El(L(n)ω ) dP(ω) = µ1 + . . . + µl. In particular, for any
η and any l there exists an n > 0 such that 1
n
∫
log El(L(n)ω ) dP(ω) <
µ1 + . . .+ µl + η/2.
For any collections F = (f1, . . . , fl) of functions in the unit sphere of
H2(AR) and Φ = (φ1, . . . , φl) of elements of the unit sphere of H
2(AR)
∗,
let EF,Φ(L) = det(φi(Lfj)). These maps are equicontinuous, and
indeed uniformly equicontinuous when restricted to {L : H2(AR) →
H2(AR) : ‖L‖ ≤ K} for any K, so that L 7→ El(L) is continuous when
restricted to operators of norm at most K. It follows, using Corol-
lary 22, that there exists  > 0 such that for a.e. ω ∈ Ω, |El(Lω(n)) −
El(L(n)ω )| < η2 . Hence for sufficiently small  > 0,∫
log El(Lω(n)|H2(AR)−) dP(ω) < µ1 + . . .+ µl + η,
so that the sum of the first l Lyapunov exponents of the Lω cocycle
restricted to H2(AR)
− is at most µ1 + . . . + µl + η. This establishes,
for each l, the upper semi-continuity of the sum of the first l Lyapunov
exponents under perturbations of the original cocycle as required. 
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We now show that we can deduce Theorem 5 as a corollary of the
above.
Lemma 35. Let σ be an ergodic transformation of (Ω,P) and let n ∈ N.
Then there exists k, a factor of n, and a σn-invariant subset B of Ω
of measure 1/k such that Ω =
⋃k−1
i=0 σ
−iB and σn|B is ergodic. The
ergodic components of P under σn are the restrictions of P to the sets
σ−iB. If (Aω) is a matrix or operator cocycle over σ, then the cocycle
(A
(n)
ω ) over σn restricted to σ−iB has Lyapunov exponents (nλj) where
(λj) are the exponents of the original cocycle.
For a proof, one finds the largest factor k of n such that e2pii/k is an
eigenvalue of the operator f 7→ f ◦ σn on L2(Ω). The set B is a level
set of the eigenvector.
For a ∈ D1, let Ma be the Mo¨bius transformation Ma(z) = (z +
a)/(1 + a¯z), sending 0 to a and preserving the unit circle, so that
in particular these transformations are Blaschke products. We record
without proof the following straightforward facts about Mo¨bius trans-
formations.
Lemma 36. Let |a| < 1 and let the Ma be as above. Then
(a) M−1a = M−a
(b) For z in the closed unit disc, |Ma(z) − z| ≤ 2|a|/(1 − |a|). In
particular if |a| < 1
3
, then |Ma(z)− z| < 3|a| whenever |z| ≤ 1;
(c) |M ′a(z)| ≤ 1+|a|1−|a| for all z in the closed unit disc.
Proof of Theorem 5. We first prove part (a). Let σ, (Ω,P) and (Tω) be
as in the statement of the theorem and let R < 1 satisfy r := rT (R) <
R. Let xω be the random fixed point of (Tω), as guaranteed by Theorem
1. We now define a new conjugate family of cocycles:
T˜ω = M
−1
xσω ◦ Tω ◦Mxω ,
so that T˜ω(0) = 0 for P-a.e. ω and T˜ (n)ω = M−1xσnω ◦ T
(n)
ω ◦ Mxω . If
|z| ≤ A := (R − r)/(1 − rR) then for any x ∈ D¯r, |Mx(z)| ≤ R,
so that T
(n)
ω ◦ Mxω(D¯A) is contained in the intersection of D¯r with
a disk of radius c( r
R
)n about xσnω. Since the Lipschitz constant of
Mx is
1+|x|
1−|x| and M
−1
xσnω
(xσnω) = 0, we see that T˜
(n)
ω (D¯A) ⊂ D¯a where
a = 1+r
1−rc(
r
R
)n. Let n be chosen so that a < A. Since neither a nor
A depend on ω, nor does n. Let B be an ergodic component of σn as
guaranteed by Lemma 35 and consider the cocycle L˜(n)ω restricted to B.
For P-a.e. ω, condition (c) of Lemma 34 is satisfied. Condition (a) is
clearly satisfied and the above Lipschitz estimates combined with the
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assumption that ess infω |T ′ω(xω)| > 0 show that ess infω |T˜ (n)ω ′(0)| > 0.
Hence the Lyapunov spectrum for the cocycle (L˜(n)ω )ω∈B, with base
dynamics σn : B → B, is stable as shown in Lemma 34. Together
with the final part of Lemma 35, this implies stability of the Lyapunov
spectrum for the cocycle (L˜ω) over Ω. Since this cocycle is conjugate to
the original cocycle: L(n)ω = LMxσnω ◦L˜
(n)
ω ◦LM−1xω and LM±1x is uniformly
bounded as x runs over Dr, we deduce the stability of the Lyapunov
spectrum of the original cocycle.
For part (b), we first conjugate the Blaschke product cocycle to a
new cocycle with 0 as the random fixed point. Write (T˜ω) for the
conjugate Blaschke product cocycle T˜ω(z) = M
−1
xσω ◦ Tω ◦Mxω(z), that
is the cocycle where the random fixed point is conjugated to 0, so that
T˜ω(0) = 0 and T˜
(n)
ω (z) = M−1xσnω ◦ T
(n)
ω ◦Mxω(z).
The proof will work by modifying the Blaschke product cocycle (T˜ω)
to give a new nearby Blaschke product cocycle (S˜ω) where the random
fixed point is still 0. In the last step, we invert the conjugacy operation
to give a new Blaschke product cocycle (Sω) = (Mxσω ◦ S˜ω ◦M−1xω ) that
has the same random fixed point, (xω), as (Tω).
Notice that since T˜ω(0) = 0, T˜ω(z) may be written as T˜ω(z) = zPω(z)
for a rational function Pω that is analytic on the unit disc. We see that
Pω maps the unit circle to itself so that by Lemma 8(d), Pω(z) is another
Blaschke product.
We now let 0 <  < 1 and set δ = (1− r)/(3(1 + r)). Define a new
family of Blaschke products:
Qω =
{
M−1Pω(0) ◦ Pω if |Pω(0)| < δ;
Pω otherwise,
where the fact that Qω is a Blaschke product follows from Lemma 8(e).
We can check that Qω(0) = 0 whenever |Pω(0)| < δ. By Lemma 36, we
see that |Qω(z)−Pω(z)| ≤ 3δ for each z in C1. Now set S˜ω(z) = zQω(z)
so |S˜ω(z) − T˜ω(z)| ≤ 3δ for each z ∈ C1. Next, observe (from the
product rule) that T˜ ′ω(0) = Pω(0) and S˜
′
ω(0) = Qω(0) so that S˜
′
ω(0) = 0
whenever |T˜ ′ω(0)| < δ. Now
max
z∈C1
|Sω(z)− Tω(z)| = max
z∈C1
|Mxσω ◦ S˜ω ◦M−1xω (z)−Mxσω ◦ T˜ω ◦M−1xω (z)|
= max
z∈C1
|Mxσω ◦ S˜ω(z)−Mxσω ◦ T˜ω(z)|
≤ Lip(Mxσω) max
z∈C1
|S˜ω(z)− T˜ω(z)|
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By Lemma 36 parts (a) and (c) and the fact that |xσω| ≤ r, Lip(M−1xσω) ≤
1+r
1−r so that maxz∈C1 |Sω(z) − Tω(z)| ≤ . Hence the new cocycle has
the same random fixed point as the old one, but for a subset of Ω of
positive measure, we have S ′ω(xω) = 0 so that the perturbed cocycle is
in case (2) of Theorem 1 as required. 
Proof of Corollary 6. We first show that the stable elements of BlaschkeR(Ω)
form an open subset. Let T ∈ BlaschkeR(Ω) be stable. Let r = rT (R) <
R, let r < ρ < R, and let C be such that |w−z| ≤ dR(w, z) ≤ C|w−z|
for all w, z lying in D¯ρ.
Now let  = ess infω |T ′ω(0)|/3. Pick δ < min(ρ − r, (1 − r)2, (1 −
ρ)3(1− r
R
)/(2C)) and let d(S, T ) < δ. We first show that the random
fixed point, yω, for the S cocycle satisfies dR(yω, xω) ≤ Cδ/(1− rR). To
see this, suppose y and x satisfy dR(y, x) ≤ Cδ/(1− rR), Tω(D¯R) ⊂ D¯r
and maxz∈C1 |Sω(z)−Tω(z)| < δ. Then dR(Sω(y), Tω(x)) ≤ dR(Sω(y), Tω(y))+
dR(Tω(y), Tω(x)) ≤ C|Sω(y) − Tω(y)| + rRdR(y, x) ≤ Cδ + rRCδ/(1 −
r
R
) = Cδ/(1 − r
R
). Applying this inductively, we see that for a.e.
ω, dR(S
(n)
σ−nω(0), T
(n)
σ−nω(0)) ≤ Cδ/(1 − rR) for all n. Since for a.e.
ω, S
(n)
σ−nω(0) → yω and T (n)σ−nω(0) → xω, we see that dR(yω, xω) ≤
Cδ/(1− r
R
) a.s. Hence |yω − xω| ≤ Cδ/(1− rR).
Now we have for a.e. ω,
|S ′(yω)| ≥ |T ′(xω)| − |S ′(xω)− T ′(xω)| − |S ′(yω)− S ′(xω)|
≥ 3− δ
(1− r)2 −
2
(1− ρ)3
Cδ
1− r
R
≥ ,
where we used Cauchy’s formula and the fact that |xω| ≤ r to estimate
|(S ′−T ′)(xω)| and the fact that |S ′′(z)| ≤ 2/(1−ρ)3 on D¯ρ for the last
term. Hence S is stable as required.
Now for the density, let T be a Blaschke product cocycle and suppose
r := rR(T ) < R. Write xω for the random fixed point. We shall obtain
a new cocycle S with the same random fixed point as T , in a similar way
to the proof of Theorem 5(b), but where we ensure that the derivative
of Sω at xω is bounded away from 0. Let  < R− r and set δ = 1−r6(1+r).
As before, define T˜ω = M−xσω ◦ Tω ◦ Mxω , so that T˜ = (T˜ω) is a
conjugate cocycle fixing 0. Since T˜ω(0) = 0, we have T˜ω(z) = zPω(z),
where Pω is another Blaschke product and T˜
′
ω(0) = Pω(0). To form the
perturbation, let
Qω =
{
M2δ ◦ Pω if |Pω(0)| ≤ δ;
Pω otherwise.
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We can check that |Qω(0)| > δ for each ω. We then let S˜ω(z) = zQω(z)
and Sω(z) = Mxσω ◦ S˜ω ◦M−xω , so that Sω(xω) = xσω. As in the proof
of Theorem 5(b), we see |Sω(z) − Tω(z)| ≤  for all z ∈ C1. From
the definition of S˜ω, |S˜ ′ω(0)| > δ and so, using Lemma 36(c), we see
|S ′ω(xω)| > (1−r1+r )2δ for a.e. ω. Hence S = (Sω)ω∈Ω is an -perturbation
of T , which is stable. 
6.4. Examples. For a simple example of a cocycle satisfying the con-
ditions of Theorem 5, let a and b be any numbers in (0, 1
3
) and set
T1(z) = [(a + z)/(1 + az)]
2, T2(z) = [(b + z)/(1 + bz)]
2 and Ω to be
the full shift on {1, 2}Z and P any shift-invariant ergodic probability
measure, then one can check that xω ≥ 0 for all ω while the critical
points are at −a and −b.
Now given any cocycle satisfying the above conditions, one may ap-
ply Theorem 5 in each of the following situations:
(1) (static perturbation) Suppose for each  > 0, (T ω) is a cocycle
of Blaschke products such that |Tω(z) − T ω(z)| ≤  for each
z ∈ C1. Then by Lemma 21, supω ‖Lω − Lω‖ → 0, so that by
Theorem 5, µn → µn as → 0.
(2) (quenched random perturbation) Let τ : Ξ→ Ξ be an invertible
measure-preserving transformation such that σ × τ is ergodic.
Then consider a family of cocycles of Blaschke products (T ω,ξ)
over the transformation σ×τ such that |T ω,ξ(z)−Tω(z)| ≤  for
each z ∈ C1. Then the Lyapunov exponents of the perturbed
cocycle converge to those of the unperturbed cocycle as  is
shrunk to 0. This follows by considering both cocycles as cocy-
cles over σ× τ (even though the initial cocycle depends only on
the first component). The result then follows by the previous
example.
(3) (annealed random perturbation) Let Lω = N  ◦ Lω define a
cocycle over σ. We have Lωf − Lωf = (N  − I)Lωf . By
the calculations in Lemma 21, for any r < ρ < R, there ex-
ists a c > 0 such that the en coefficient of Lωf is of absolute
value at most c(ρ/R)|n|‖f‖. By the calculations in Section 5.1,
N  − I is a diagonal operator with respect to the en’s, scal-
ing en by e
−2pi2n22 − 1 ≤ 2pi2n22. Hence for any ω ∈ Ω and
any f ∈ H2(AR), the coefficients in the Laurent expansion of
(Lω − Lω)f are of absolute value at most 2pi22cn2(ρ/R)|n|. In
particular, we see supω∈Ω ‖Lω − Lω‖ → 0 as  → 0, so that
we can apply Theorem 5. Hence the Lyapunov exponents vary
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continuously, in strong contrast to the situation in Section 5.1
involving applying the same perturbations to another cocycle.
Appendix A. Comparison of Lyapunov spectrum and
Oseledets splittings on different function
spaces
Let R = (Ω,P, σ,X,L) be a random linear dynamical system and
suppose that X ′ is a dense subspace of X, equipped with a norm ‖ ·‖X′
such that ‖x‖X′ ≥ ‖x‖X for all x ∈ X ′ and Lω(X ′) ⊂ X ′. Then we
say R′ = (Ω,P, σ,X ′,L|X′) is a dense restriction of R. We restate
Theorem 7 more precisely in this language.
Theorem 37 (Comparison of Lyapunov exponents Oseledets split-
tings). Let R = (Ω,P, σ,X,L) be a random linear dynamical system
with ergodic invertible base and let R′ be its dense restriction to the
Banach space X ′. Suppose the two systems satisfy the assumptions of
Theorem 11.
Let X = W (ω)⊕⊕lj=1 Vj(ω) and X ′ = W ′(ω)⊕⊕l′j=1 V ′j (ω) be the
splittings associated to R and R′, respectively, and let {λj}1≤j≤l and
{λ′j}1≤j≤l′ be the corresponding exceptional Lyapunov exponents. Then,
whenever max(λj, λ
′
j) > α := max(κ(R), κ(R′)),
(1) λj = λ
′
j; and
(2) For P-a.e. ω, Vj(ω) = V ′j (ω).
For each ω ∈ Ω, f ∈ X, we let λX(ω, f) = lim supn→∞ 1n log ‖L(n)ω f‖X .
If f ∈ X ′, we define λX′(ω, f) = lim supn→∞ 1n log ‖L(n)ω f‖X′ . The fol-
lowing result will be needed in the proof.
Lemma 38 (Coincidence of external exponents). Let R, R′ and α be
as in Theorem 37. Then, for every f ∈ X ′ for which λX′(ω, f) > α
one has that λX(ω, f) = λX′(ω, f).
Remark. A slightly different result was established in [10, Theorem 3.3].
We include a proof of Lemma 38 for completeness.
Proof. Let f ∈ X ′ satisfy λX′(ω, f) > α. Clearly λX(ω, f) ≤ λX′(ω, f).
Since λX′(ω, f) > α, there exists a j such that λX′(ω, f) = λ
′
j. Write
V ′j (ω) for the corresponding Oseledets subspace of X
′ and note that
V ′j (ω) is also a subspace of X. Since V
′
j (ω) is finite-dimensional, there
exists a positive measurable function c(ω) such that ‖g‖X ≥ c(ω)‖g‖X′
for all g ∈ V ′j (ω). Now write f = g + h with g ∈ V ′j (ω) and h ∈ F ′j(ω).
We have
‖L(n)ω f‖X ≥ ‖L(n)ω g‖X − ‖L(n)ω h‖X ≥ ‖L(n)ω g‖X′ c(σnω)− ‖L(n)ω h‖X′
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Taking a limit along a positive density sequence of n’s where c(σnω) is
bounded away from 0, we see that λX(ω, f) ≥ λX′(ω, f), so that the
two quantities agree. 
Proof of Theorem 37. We prove the result by induction. Suppose λi =
λ′i and Vi(ω) = V
′
i (ω) for P-a.e. ω for i = 1, . . . , j − 1, with j ≥ 1. If
λ′j > α, then letting f ∈ V ′j (ω) and applying the lemma above, we see
that λj ≥ λ′j.
Using continuity of ΠFj−1(ω)‖Ej−1(ω) and the induction hypothesis,
Fj−1(ω) ∩ X ′ = ΠFj−1(ω)‖Ej−1(ω)(X ′) is dense in Fj−1(ω) and therefore
ΠEj(ω)‖Fj(ω)(X
′∩Fj−1(ω)) = Vj(ω). Let U be a subspace of X ′∩Fj−1(ω)
of dimension mj = dimVj(ω) such that ΠEj(ω)‖Fj(ω)(U) = Vj(ω). Now
if h ∈ U \ {0}, then λX′(ω, h) = λX(ω, h) = λj.
It follows that λj is an exceptional exponent of R′ and λ′j ≥ λj, so
that λj = λj′ . Since U is mj-dimensional, we claim that V
′
j (ω) is of
dimension at least mj. To see this, notice that if not, there would be a
non-zero element of U whose projection under ΠV ′j (ω) would be trivial,
so that the growth rate of this element would be strictly smaller than
λj, giving a contradiction. By Lemma 38, we see that V
′
j (ω) ⊂ Vj(ω)
and the above argument shows that dimV ′j (ω) ≥ dimVj(ω), so that
V ′j (ω) = Vj(ω) as required. 
A.1. Example. We consider finite Blaschke products of the formB(z) =
z
∏n
j=1
z+ζj
1+ζ¯jz
. Note that B(0) = 0 and B′(0) =
∏n
j=1 ζj. Furthermore,
[18, Proposition 1] ensures that inf |z|=1 |B′(z)| ≥ 1 +
∑n
j=1
1−|ζj |
1+|ζj | > 1.
For 0 < a < 1, let Ba(z) = z
(
z−a
1−az
)2
. Notice that B′a(0) = a
2 and
inf |z|=1 |B′a(z)| ≥ 1 + 2(1−a)1+a . Let Ω = {0, 1}Z, σ be the shift map, and
P be the Bernoulli measure with P([0]) = 0.5. Let L0 be the Perron-
Frobenius operator of B0.5, L1 be the Perron-Frobenius operator of
B0.6 and consider the operator cocycle R = (Ω,P, σ,X,L) generated
by Lω := Lω0 , acting on X = C3(S1), as well as the dense restriction
R′ = (Ω,P, σ,X ′,L|X′), where X ′ = H2(AR) (since both B0.5 and B0.6
are expanding, R may be chosen so that rBa(R) < R for a ∈ {0.5, 0.6}).
By Theorem 1, the Lyapunov spectrum of R′ is Σ(R′) = {0} ∪ {nΛ :
n ∈ N}, where Λ = log(0.5) + log(0.6) > −1.204.
Note that inf |z|=1,a∈{0.5,0.6} |B′a(z)| ≥ 1+20.41.6 = 1.5 =: γ. The work of
Ruelle [22] ensures the essential spectral radius of each of L0,L1 acting
on the space of Cr functions satisfies ρe(LB) ≤ 1/γr. This result may
also be established relying on Lasota-Yorke type inequalities, for exam-
ple, following the strategy presented in [13, Lemma 3.3 & Corollary 3.4]
for the C1 case. A random version of Ruelle’s result hence follows from
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[11, Lemma C.5], which provides a random version of Hennion’s theo-
rem. Thus, we have that κ(R) ≤ −r log γ = −3 log 1.5 < −1.21 < Λ <
0. Theorem 37 implies that Λ is an exceptional Lyapunov exponent of
R.
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