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F corps local non archime´dien
Laure Blasco et Corinne Blondel
21 novembre 2018
Re´sume´
On de´finit strates semi-simples, caracte`res semi-simples et types semi-simples de
G2(F ). A partir de certains de ces types, on construit des repre´sentations supercuspi-
dales de ce groupe.
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Introduction
Graˆce aux travaux de C. J. Bushnell et P. C. Kutzko, nous connaissons une description de
nature arithme´tique des repre´sentations complexes irre´ductibles supercuspidales des groupes
line´aires de´finis sur un corps local non archime´dien F [5]. Plus re´cemment, S. Stevens a
de´crit de manie`re semblable les repre´sentations complexes irre´ductibles supercuspidales des
groupes classiques en supposant que la caracte´ristique re´siduelle de F est diffe´rente de 2
[19]. Ces descriptions reposent sur la notion de caracte`re simple ou semi-simple, selon le
groupe conside´re´, et s’effectuent principalement en trois e´tapes : la de´finition des caracte`res
simples ou semi-simples et l’e´tude de leurs proprie´te´s ; la construction de repre´sentations
irre´ductibles du normalisateur d’un caracte`re simple ou semi-simple contenant ce caracte`re ;
la de´monstration que toute repre´sentation irre´ductible supercuspidale s’obtient par induction
compacte (modulo le centre) a` partir d’une des repre´sentations pre´ce´dentes.
L’inte´reˆt de telles descriptions est au moins double. D’une part, elles sont e´tablies par
des arguments alge´briques et se preˆtent donc a` des constructions dans le cadre plus large
des repre´sentations a` coefficients dans un anneau ou` la caracte´ristique re´siduelle de F est
inversible. C’est ainsi que les caracte`res semi-simples des groupes line´aires ou classiques
interviennent de manie`re cruciale dans la de´monstration du deuxie`me the´ore`me d’adjonction
conc¸ue par J.-F. Dat [7]. D’autre part, ces descriptions en paralle`le sur diffe´rents groupes
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offrent l’espoir d’obtenir une bonne notion de transfert de caracte`res semi-simples qui aiderait
a` de´crire certaines fonctorialite´s.
Dans cet article, nous reprenons cette de´marche afin de de´crire les repre´sentations complexes
supercuspidales du groupe exceptionnel G2(F ). Nous re´alisons les deux premie`res e´tapes
et obtenons une se´rie particulie`re de repre´sentations irre´ductibles de sous-groupes ouverts
compacts, les types semi-simples de G2(F ). Nous concluons par l’e´nonce´ de conditions suf-
fisantes portant sur les types semi-simples pour que leurs induites compactes a` G2(F ) soient
des repre´sentations supercuspidales (the´ore`me 4.3). Nous espe´rons montrer, dans un article
ulte´rieur, que toutes les repre´sentations irre´ductibles supercuspidales de G2(F ) sont bien de
cette forme.
Notons que K.-C. Yu a de´ja` donne´ une construction ge´ne´rale de repre´sentations supercus-
pidales des groupes re´ductifs p-adiques [21] dont Ju-Lee Kim a montre´ l’exhaustivite´ [9] par
des arguments analytiques. L’ensemble ne´cessite que la caracte´ristique re´siduelle p de F soit
suffisamment grande. Ici, nous supposons simplement qu’elle est diffe´rente de 2 et 3.
Le groupe G2(F ) est le groupe des automorphismes d’une F -alge`bre d’octonions V munie
de sa norme et s’identifie ainsi a` un sous-groupe du groupe orthogonal de´ploye´ SOF (V ). Il
est aussi le groupe des points fixes de SpinF (V ) sous l’action d’un groupe d’automorphismes
d’ordre 6 dit groupe de trialite´. L’action du groupe de trialite´ n’est pas de´finie sur SOF (V )
mais peut l’eˆtre sur ses pro-p-sous-groupes. L’ide´e est alors de construire les caracte`res semi-
simples de G2(F ) a` partir de ceux de SOF (V ) a` l’aide d’une correspondance de Glauber-
man pour le groupe de trialite´ (the´ore`me 2.18), tout comme S. Stevens a construit les ca-
racte`res semi-simples des groupes classiques a` partir de ceux du groupe line´aire en utili-
sant l’automorphisme d’adjonction [18]. De`s cette e´tape, l’exclusion des caracte´ristiques
re´siduelles 2 et 3 s’impose.
La deuxie`me e´tape se de´roule paralle`lement a` [19, §§3.2 a` 4.1]. Les quotients re´ductifs inter-
venant sont tous des groupes classiques de´finis sur le corps re´siduel et nous utilisons encore
une fois les re´sultats de [19]. Notons tout de meˆme que les calculs d’entrelacement exigent de
nouvelles me´thodes puisqu’il n’existe pas pour G2(F ) une transforme´e de Cayley aux bonnes
proprie´te´s (remarque 2.11).
Ce sche´ma simple ne´cessite un grand nombre de pre´paratifs et de´tours que nous pre´sentons
maintenant avec plus de de´tails dans le plan de l’article.
La premie`re partie de´finit et e´tudie les strates semi-simples [Λ, n, 0, β] de g2(F ), l’alge`bre
de Lie de G2(F ). Ce sont les strates semi-simples de EndF (V ) dont la suite de re´seaux
Λ correspond a` un point de l’immeuble de G2(F ) et l’e´le´ment β appartient a` g2(F ). Ce
dernier est semi-simple et une de´rivation sur V donc son noyau V 0 est une sous-alge`bre de
composition de dimension paire (1.2, 1.3). On dispose alors d’une de´composition de V en
somme directe de V 0 et de son orthogonal W et, lorsque V 0 est de´ploye´e de dimension 2,
d’une polarisation comple`te de W , W = W+ ⊕W−. La de´composition de V ainsi obtenue
est stable par β et scinde la strate [Λ, n, 0, β] (§1.2). Elle gouverne toute l’e´tude.
Bien e´videmment, lorsque la strate est nulle, cette de´composition est triviale. Ce cas corres-
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pond au niveau ze´ro de´ja` e´tudie´ par L. Morris [12] et est oublie´, ou peu s’en faut, jusqu’au
dernier paragraphe (§4.2). Supposons donc la strate [Λ, n, 0, β] non nulle. Sa “restriction a`
W ou W+” (ici confondus sous le nom W ′), c’est-a`-dire la strate [Λ ∩W ′, n, 0, βW ′] ou` βW ′
est la restriction de β a`W ′, est une strate semi-simple de l’alge`bre de Lie d’un sous-groupe L¯
de G2(F ) stabilisant W
′. Celui-ci est isomorphe a` SL(3, F ) si V 0 est de´ploye´e de dimension
2, SU(2, 1)(F ) si V 0 est anisotrope de dimension 2 et SO(W ) si V 0 est de dimension 4. De
plus, le centralisateur de β dans G2(F ) s’identifie au centralisateur de βW ′ dans L¯ (§1.4).
La classification des strates semi-simples de g2(F ) consiste alors a` e´tudier cette “application
de restriction a`W ′”. Le point crucial est la construction de suites de re´seaux de V correspon-
dant a` un point de l’immeuble de G2(F ) dont les suites de re´seaux deW
′, correspondant a` un
point de l’immeuble de L¯, sont facteurs directs (§1.6). Mais ici, le langage approprie´ est celui
des normes : normes de volume nul dans le cas de SL(3, F ) [3], normes autoduales dans celui
d’un groupe classique [4] et normes autoduales d’alge`bre dans celui de G2(F ) [8]. On obtient
ainsi un plongement canonique de l’immeuble de L¯ dans celui de G2(F ) (propositions 1.14,
1.15, 1.16). On conclut sur une classification comple`te des strates semi-simples de g2(F ) et
un proce´de´ d’approximation de telles strates (§1.7).
Suit la construction des caracte`res semi-simples de G2(F ) associe´s a` la strate [Λ, n, 0, β] qui
ne s’ache`ve qu’au paragraphe 3. Afin d’utiliser une correspondance de Glauberman, nous
devons au pre´alable e´tudier l’action du groupe de trialite´ Γ sur les caracte`res de SO(V )
associe´ a` cette strate (§2). Notons d’abord que, la strate [Λ, n, 0, β] de G2(F ) e´tant une
strate semi-simple autoduale de SO(V ) (§1.2), la de´finition des caracte`res semi-simples de
SO(V ) doit eˆtre e´largie comme dans [7]. A plusieurs reprises dans l’article, on e´tend les
re´sultats de [19] a` ces strates et leurs caracte`res semi-simples associe´s.
Ceci dit, l’action du groupe de trialite´ est complexe et son e´tude occupe tout le paragraphe
2. Une premie`re raison est que l’action de Γ ne se refle`te point sur l’espace V et il n’est plus
clair que les filtrations de l’ordre A(Λ) et du sous-groupe parahorique P (Λ) soient stables
sous cette action. Une deuxie`me raison est que la transforme´e de Cayley ne commute aux
actions de Γ que “localement” : la description des caracte`res des quotients des filtrations
des sous-groupes parahoriques a` l’aide d’e´le´ments de g2(F ) n’est pas imme´diate, ni le fait
que les caracte`res obtenus a` partir d’un e´le´ment de g2(F ) soient fixes sous l’action de Γ.
Ces proprie´te´s sont e´tablies aux paragraphes 2.2 et 2.3. Elles assurent que les sous-groupes
H1(β,Λ) et J1(β,Λ) associe´s a` la strate [Λ, n, 0, β] sont stables sous l’action de Γ (lemme
2.17) et que le caracte`re ψβ de P
[n
2
]+1(Λ) est fixe par trialite´. Ceci est le premier pas vers
une caracte´risation des caracte`res semi-simples de SO(V ) associe´s a` la strate [Λ, n, 0, β] qui
restent semi-simples sous l’action de Γ. Les pas suivants exigent, en outre, une e´tude de
l’action de la trialite´ sur le centralisateur de β (§2.5). On de´montre alors que les seuls
caracte`res semi-simples de SO(V ) associe´s a` [Λ, n, 0, β] qui restent semi-simples sous l’action
de Γ sont ceux qui sont fixes sous cette action (the´ore`me 2.18). On les nomme caracte`res
semi-simples spe´ciaux de SO(V ) associe´s a` [Λ, n, 0, β].
On est maintenant en mesure de de´finir les caracte`res semi-simples de G2(F ) associe´s a`
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[Λ, n, 0, β] comme l’image par la correspondance de Glauberman pour le groupe Γ des carac-
te`res semi-simples spe´ciaux de SO(V ) associe´s a` cette meˆme strate. Il s’agit simplement
des restrictions a` H¯1(β,Λ) := H1(β,Λ) ∩ G2(F ) des caracte`res semi-simples spe´ciaux de
H1(β,Λ).
Dans le paragraphe 3, on aborde la deuxie`me partie de la construction des types semi-
simples dont le de´roulement est paralle`le au cas classique. Les caracte`res semi-simples de
G2(F ) associe´s a` la strate [Λ, n, 0, β] jouissent des meˆmes proprie´te´s que ceux de SO(V ) et
admettent une extension de Heisenberg η¯ a` J¯1(β,Λ) := J1(β,Λ)∩G2(F )(§3.1). A leur tour,
les repre´sentations de Heisenberg obtenues posse`dent la proprie´te´ cruciale “d’entrelacement
simple” : la dimension des espaces d’entrelacements est toujours e´gale a` 0 ou 1. Pour l’e´tablir,
on traduit cette proprie´te´ en termes d’e´galite´ entre certains sous-groupes de J¯1(β,Λ) et de ses
analogues dans GL(V ) et SO(V ) (proposition 3.6) ce qui permet de “descendre” les re´sultats
de GL(V ) a` G2(F ) en conside´rant les invariants sous l’action de l’adjonction puis sous celle
du groupe de trialite´ (§3.3).
Il ne reste plus qu’a` terminer la construction en e´tendant la repre´sentation η¯ au groupe
J¯(β,Λ) := P¯β(Λ)J¯
1(β,Λ) ou` P¯β(Λ) = P (Λ) ∩ G¯β. Ceci est re´alise´ au dernier paragraphe.
Graˆce aux proprie´te´s obtenues sur η¯ et sur l’immeuble de G2(F ) (en particulier le lemme
1.21) et en ajoutant que le quotient J¯(β,Λ)/J¯1(β,Λ) est un groupe classique sur le corps
re´siduel, la meˆme me´thode que [19] conduit a` la de´finition des types semi-simples de G2(F )
(§4.2). On conclut en donnant des conditions suffisantes sur ces types semi-simples pour que
leurs induites a` G2(F ) soient cuspidales (the´ore`me 4.3).
Cette e´tude a de´marre´ a` la suite d’un groupe de travail sur G2 en 2003/2005 dont nous
remercions les participants, en particulier Franc¸ois Sauvageot qui re´alisa a` cette occasion
une e´tude sur les tores qui, bien qu’invisible dans ce qui suit, en a inspire´ le contenu. Nous
espe´rons qu’une partie de la jubilation de ce groupe de travail et du plaisir que nous avons
eu a` mener a` son terme la pre´sente e´tude transparaˆıt dans ce qui suit.
1 Strates semi-simples de g2(F )
1.1 De´finitions et notations relatives a` G2
Soit F un corps local non archime´dien de caracte´ristique re´siduelle p diffe´rente de 2 et
3. Soit V l’alge`bre des octonions sur F ; on notera 1 son unite´, Q sa norme, qui est
multiplicative : Q(xy) = Q(x)Q(y) (x, y ∈ V ), et f la forme biline´aire associe´e, de sorte
que f(x, x) = 2Q(x) (x ∈ V ). L’anti-automorphisme d’adjonction de glF (V ) sera note´
X 7→ σ(X) et l’automorphisme correspondant de GLF (V ) sera note´ τ : τ(g) = σ(g)
−1.
Les proprie´te´s de l’alge`bre d’octonions sont de´crites par exemple dans [15], nous rappelons
simplement ici les points essentiels pour fixer les notations. Le conjugue´ d’un octonion x est
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x¯ = f(x, 1 )1 − x, sa trace est tr x = x+ x¯, sa norme est telle que Q(x)1 = xx¯ = x¯x, et l’on
a pour x, y, z ∈ V : xy = y¯x¯ et f(xy, z) = f(y, x¯z) = f(x, zy¯).
On conside´rera toujours G2(F ), note´ G¯, comme le sous-groupe de GLF (V ) = G˜ forme´ des
automorphismes d’alge`bre de V . C’est aussi un sous-groupe du groupe SOF (V ), note´ G,
forme´ des e´le´ments de de´terminant 1 du groupe OF (V ) = GLF (V )
τ des isome´tries de la
forme quadratique Q. On notera g2(F ) l’alge`bre de Lie de G2(F ), sous-alge`bre de Lie de
soF (V ) et de glF (V ).
1.2 De´finitions et notations relatives aux strates
Soit [Λ, n, r, β] une strate de EndF (V ) [6, §3.1]. Supposons β ∈ EndF (V ) semi-simple : le
polynoˆme minimal de β est un produit
∏l
i=0Ψi de polynoˆmes irre´ductibles sur F deux a` deux
premiers entre eux. Posons V i = kerΨi(β). Cela de´finit une de´composition de V en somme
directe V = ⊕li=0V
i, unique a` l’ordre pre`s, telle que β =
∑l
i=0 βi ou` βi est la restriction de
β a` V i.
Par de´finition [18, Definition 3.2], la strate [Λ, n, r, β] est semi-simple dans EndF (V ) si
• Λ = ⊕li=0Λ
i ou` Λi(t) = Λ(t) ∩ V i (t ∈ Z) ;
• pour 0 ≤ i ≤ l la strate [Λi, ni, r, βi] est simple ou nulle, avec ni = r si βi = 0,
ni = −vΛi(βi) sinon ;
• pour 0 ≤ i, j ≤ l, i 6= j, la strate [Λi⊕Λj,max {ni, nj}, r, βi+ βj ] n’est pas e´quivalente
a` une strate simple ou nulle.
On dit qu’une strate [Λ, n, r, β] est une strate de soF (V ), ou strate autoduale, si la suite
de re´seaux Λ correspond a` un point rationnel de l’immeuble de SOF (V ) (voir [2] et §1.6)
et si β appartient a` soF (V ). Soit alors [Λ, n, r, β] une strate semi-simple autoduale. Le
polynoˆme minimal de β est alors pair et, quitte a` renume´roter, on peut re´partir les polynoˆmes
irre´ductibles Ψi en deux sous-ensembles ve´rifiant :
• pour 0 ≤ i ≤ s le polynoˆme Ψi est pair.
• pour 1 ≤ j ≤ k on a l’e´galite´ Ψs+2j−1(−X) = Ψs+2j(X).
Chaque sous-espace V i pour i ≤ s est non de´ge´ne´re´ et orthogonal a` tous les autres. Pour 1 ≤
j ≤ k les sous-espaces V s+2j−1 et V s+2j sont totalement isotropes en dualite´ et orthogonaux
aux autres, ce qui nous donne la de´composition
V =
[
⊥si=0 V
i
]
⊥
[
⊥kj=1 (V
s+2j−1 ⊕ V s+2j)
]
. (1.1)
Rappelons comme en [7, §8.2] que cette de´finition est plus large que celle de strate semi-
simple gauche dans [19], qui correspond a` k = 0 dans la somme pre´ce´dente.
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On dit enfin qu’une telle strate est une strate semi-simple de g2(F ) si Λ correspond a` un
point rationnel de l’immeuble de G2(F ) (voir [8] et §1.6) et si β appartient a` g2(F ). Dans
toute la suite ces conditions sont suppose´es ve´rifie´es.
Soit donc β un e´le´ment semi-simple de g2(F ). Alors β est une de´rivation de V , donc s’annule
en 1 . Notons V 0 l’espace propre associe´ a` la valeur propre 0 de β ; il contient 1 et tous les
produits de deux de ses e´le´ments :
∀x, y ∈ V 0, β(xy) = β(x)y + xβ(y) = 0.
De plus, puisque β est aussi un e´le´ment semi-simple de soF (V ), le sous-espace V
0 est non
isotrope et de dimension paire. C’est donc une sous-alge`bre de composition de dimension
paire de V .
1.3 Sous-alge`bres de composition
Un bref rappel sur les sous-alge`bres de composition de V s’impose ici ; les faits cite´s se trou-
vent soit dans la re´fe´rence de base [15, Ch. 1 et 2], soit dans [14, §1] ou [8, §8]. Commenc¸ons
par le proce´de´ de doublement, qui est fondamental et fournit une re`gle de calcul largement
utilise´e dans tout ce paragraphe 1.
Proposition 1.2. [15, Proposition 1.5.1] Soit C une alge`bre de composition et D une
sous-alge`bre de composition de C, propre et de dimension finie. Alors pour tout a ∈ D⊥ de
norme non nulle la somme D ⊥ Da est une sous-alge`bre de composition de C dans laquelle
le produit est donne´ par:
(x+ ya)(u+ va) = (xu−Q(a)v¯y) + (vx+ yu¯)a (x, y, u, v ∈ D).
On remarque sur cette formule que la multiplication a` gauche (resp. a` droite) par D sur Da
ve´rifie u(vx) = (uv)x (resp. (xu)v = x(uv)) pour tous x ∈ Da et u, v ∈ D si et seulement si
D est commutative, auquel cas Da est un bimodule sur D.
Une sous-alge`bre de composition D de V distincte du centre F1 de V et de V elle-meˆme est
de dimension 2 ou 4 ; sa description de´pend de la restriction de Q a` D.
(i) Si D est de dimension 2 et contient des vecteurs isotropes pour Q, elle peut s’e´crire
sous la forme D = F1 ⊕ Fa pour un e´le´ment a ve´rifiant Q(a) = −1 et f(a, 1 ) = 0.
Alors e+D =
1
2
(1 + a) et e−D =
1
2
(1 − a) forment la seule paire d’idempotents de D
ve´rifiant e+De
−
D = 0. On a Q(e
+
D) = Q(e
−
D) = 0, e
+
D = e
−
D, e
+
D + e
−
D = 1 et f(e
+
D, e
−
D) = 1.
Soit W = D⊥. Les sous-espaces W+D = e
+
DW et W
−
D = e
−
DW forment une polarisation
comple`te de W . On a W+D = {x ∈ V |e
+
D · x = x et x · e
+
D = 0}.
Le groupe SLF (W
+
D ) ≃ SL(3, F ) s’injecte naturellement dans G¯ (l’action sur W
−
D e´tant
donne´e par dualite´ et l’action sur D triviale); son image est le fixateur (point par point)
de D dans G¯.
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Notation 1.3. Une telle sous-alge`breD e´tant fixe´e, on note φ 7→ φˇ l’injection naturelle
de sl(W+D ) ≃ sl(3, F ) dans g2(F ) ; φˇ agit par 0 sur D et par l’oppose´ du transpose´ de
φ sur W−D .
(ii) Si D est anisotrope de dimension 2, c’est une extension quadratique de F de la forme
D = F1 ⊕ Fa, pour un e´le´ment a orthogonal a` 1 tel que −Q(a) n’est pas un carre´.
Alors D⊥ est un D-espace vectoriel de dimension 3 que Q munit d’une structure her-
mitienne sur D. Le groupe SU(D⊥) ≃ SU(2, 1)(D/F ) s’injecte naturellement dans G¯
(via l’action triviale sur D) ; son image est le fixateur de D dans G¯.
Notation 1.4. Une telle sous-alge`breD e´tant fixe´e, on note φ 7→ ~φ l’injection naturelle
de su(D⊥) ≃ su(2, 1)(D/F ) dans g2(F ) ; ~φ agit par 0 sur D.
(iii) Si D est de dimension 4, D est une alge`bre de quaternions. Si elle contient des e´le´ments
isotropes, elle est isomorphe a` l’alge`bre des matrices 2 × 2 a` coefficients dans F et la
restriction de Q a`D co¨ıncide avec le de´terminant. Sinon, D est un corps de quaternions
et la restriction de Q a` D co¨ıncide avec sa norme.
Dans les deux cas, notons D1 le groupe des e´le´ments de norme 1 de D. D’apre`s [13,
57.13] toute rotation de D fixant 1 est de la forme x 7→ cxc−1 pour un c ∈ D×, de
sorte que le groupe SOF (D) des automorphimes spe´ciaux orthogonaux de D est forme´
des applications x 7→ h(x) = pcxc−1 (x ∈ D) avec c ∈ D× et p = h(1) ∈ D1.
Pour tout choix de a ∈ D⊥ de norme Q(a) non nulle, V est somme orthogonale de D
et Da. Un e´le´ment g du stabilisateur G¯D de D dans G¯ est de´crit par deux e´le´ments
de D, c de norme non nulle et p de norme 1, de la fac¸on suivante [15, (2.2)] :
∀x, y ∈ D, g(x+ ya) = cxc−1 + (pcyc−1)a.
Puisque la multiplication a` droite par a de´finit une similitude de rapport Q(a) du
F -espace vectoriel D dans le F -espace vectoriel Da qui induit un isomorphisme de
SOF (D) dans SOF (Da), on conclut que la restriction au sous-espace W identifie G¯D
au groupe SOF (D
⊥).
Il est bien connu que les deux classes de conjugaison de sous-groupes de Levi maximaux de
G consistent en des sous-groupes GL(2, F ) associe´s a` des racines courtes pour l’une, longues
pour l’autre. On peut les identifier en termes de l’e´tude qui pre´ce`de. Soit en effet D une
sous-alge`bre de composition de´ploye´e de dimension 4 de V . Toute polarisation comple`te de
D⊥, soit D⊥ = W ⊕W ′, donne lieu a` une injection naturelle de GLF (W ) dans SOF (D
⊥)
donc dans G¯D. Il n’est pas difficile de voir, par exemple en examinant les preuves des
propositions 1.14 et 1.16, que l’on obtient ainsi la famille des “GL(2) courts” si le produit
W.W est nul, celle des “GL(2) longs” si le produit W.W est non nul. Lorsque W.W est non
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nul, l’orthogonal de WW ⊕W ′W ′ dans D est une sous-alge`bre de composition de´ploye´e X
de dimension 2 de V et GLF (W ) est un sous-groupe de Levi de SLF (W
+
X ).
Pour terminer ce paragraphe, donnons une construction e´le´mentaire dont nous aurons besoin
a` plusieurs reprises.
Lemme 1.5. Soient L et L′ deux droites isotropes de V , orthogonales a` 1 , de ge´ne´rateurs h
et h′ ve´rifiant f(h, h′) = 1. Les e´le´ments h−h′ et h+h′ sont de norme −1 et 1 respectivement
et on a :
(h + h′)(h− h′) = (h + h′)(h− h′)−1 = h′h− hh′
avec − h′h− hh′ = 1 , (−h′h)2 = −h′h, (−hh′)2 = −hh′.
Ces e´le´ments ne de´pendent pas du choix des ge´ne´rateurs h et h′, on notera donc
e+(L, L′) = −hh′, e−(L, L′) = −h′h, c(L, L′) = (h+ h′)(h− h′) = e+(L, L′)− e−(L, L′).
On a c(L, L′)h = h, c(L, L′)h′ = −h′. Le sous-espace F [c(L, L′)] est une sous-alge`bre de com-
position de dimension 2 de V dont la paire d’idempotents standard est (e+(L, L′), e−(L, L′)).
Il est orthogonal a` L ⊕ L′ et leur somme est une sous-alge`bre de composition de dimension
4 de V .
De´monstration. Il s’agit de calculs standard dans l’alge`bre V , utilisant les formules de [15,
§1]. De fait h2 = h′2 = 0, hh′ + h′h + f(h, h′)1 = 0 et (h′h)(hh′) = h′(h2h′) = 0. 
1.4 Les e´le´ments semi-simples de g2(F )
Soit β un e´le´ment semi-simple non nul de g2(F ) et V
0 son noyau, sous-alge`bre de composition
de dimension 2 ou 4 de V . On note W l’orthogonal de V 0 ; il est stable par multiplication
a` droite et a` gauche par V 0, et lorsque V 0 est commutative c’est un bimodule sur V 0.
La de´composition V = V 0 ⊥ W est stable par β et la restriction de β a` W induit un
endomorphisme de W note´ βW . La de´rivation β commute aux multiplications a` droite et a`
gauche par V 0 ; en particulier, si V 0 est de dimension 2 elle est V 0-line´aire :
∀w ∈ W, v, v′ ∈ V 0, f(v′w, v) = f(w, v¯′v) = 0 et f(wv′, v) = f(w, vv¯′) = 0,
β(vw) = vβ(w) et β(wv) = β(w)v.
Notons G˜β le centralisateur de β dans GLF (V ) puis Gβ, G
′
β et G¯β ses centralisateurs dans
OF (V ), O
′
F (V ) et G2(F ) respectivement.
Lemme 1.6. On suppose que V 0 est de dimension 2.
(i) Si V 0 est un plan hyperbolique, les sous-espaces W± = W±V 0 sont stables par β. La
restriction βW+ de β a` W
+ est un e´le´ment de sl(W+) ≃ sl(3, F ) et G¯β est le centrali-
sateur de βW+ dans SLF (W
+) ≃ SL(3, F ).
Caracte`res semi-simples de G2(F ) 9
(ii) Si V 0 est une extension quadratique F ′ de F , la restriction βW appartient a` l’alge`bre
de Lie de SU(W ), isomorphe a` su(2, 1)(F ′/F ), et G¯β est le centralisateur de βW dans
SU(W ) ≃ SU(2, 1)(F ′/F ).
De´monstration. Dans le cas (i), les sous-espaces W± sont stables par β qui est V 0-line´aire,
et βW+ est un e´le´ment de sl(W
+). Tout e´le´ment g de G¯β stabilise V
0 et W . La restriction
de g a` V 0 est un automorphisme d’alge`bre donc g fixe e+V 0 et e
−
V 0 ou les e´change. Mais dans
le deuxie`me cas, g e´changerait les sous-espaces vectoriels W+ et W− ce qui entraˆınerait que
βW+ et son oppose´ soient conjugue´s, ce qui est impossible en dimension impaire.
Par suite, tout e´le´ment de G¯β est l’identite´ sur V
0 et stabilise W+ et W−. L’application de
restriction a` W+ de´finit un plongement de G¯β dans SLF (W
+) dont l’image est le centralisa-
teur de βW+.
Dans le cas (ii), l’e´le´ment βW appartient a` su(2, 1)(F
′/F ) et le sous-groupe des automor-
phismes de V triviaux sur V 0 est isomorphe a` SU(2, 1)(F ′/F ) via l’application de restriction
a` W (§1.3). Pour finir la de´monstration, il suffit de montrer que tout e´le´ment de G¯β est
trivial sur V 0.
Pour cela, on conside`re la F ′-alge`bre V ′ = F ′⊗F V dont le groupe d’automorphismes G¯
′ est
G2(F
′). L’e´le´ment β ′ = 1 ⊗ β appartient a` Lie G¯′ et son noyau est V ′0 = F ′ ⊗F V
0 qui est
maintenant une sous-alge`bre de´ploye´e de dimension 2. Par (i), tous les e´le´ments de G¯′β′ sont
triviaux sur V ′0 donc en particulier, tous les e´le´ments de 1 ⊗ G¯β . On en de´duit que tout
e´le´ment de G¯β est trivial sur V
0. 
Lemme 1.7. On suppose que V 0 est de dimension 4. Alors βW est un endomorphisme de
W dont le polynoˆme minimal est de la forme X2 − u, u ∈ F×.
(i) Si le polynoˆme minimal de βW est scinde´, il posse`de deux racines oppose´es λ et −λ.
Les deux sous-espaces propres de βW , note´s Wλ et W−λ, de´finissent une polarisation
comple`te de W . Le groupe G¯β s’identifie par la restriction a` Wλ a` GL(Wλ) ≃ GL(2, F ).
Il est en fait un sous-groupe de Levi de G¯ attache´ a` une racine courte. Dans ce cas,
l’alge`bre V 0 est ne´cessairement de´ploye´e.
(ii) Si le polynoˆme minimal de βW est irre´ductible, βW engendre une extension quadratique
F [βW ] de F et W est un F [βW ]-espace vectoriel muni de la forme hermitienne ΦW
ve´rifiant : trF [βW ]/F ◦ ΦW = f|W×W . Ainsi, βW est un e´le´ment scalaire de u(ΦW ,W ).
Le centralisateur G¯β de β s’identifie par restriction a` W au groupe U(ΦW ,W ), groupe
unitaire anisotrope ou quasi-de´ploye´ selon que V 0 est anisotrope ou de´ploye´e.
De´monstration. Soit a un e´le´ment de norme non nulle dans l’orthogonal de V 0. D’apre`s la
de´monstration du lemme 2.4.3 de [15], il existe un e´le´ment c de V 0, de carre´ non nul et de
trace nulle tel que : β(v + v′a) = v′(ca) = (cv′)a pour tous v, v′ ∈ V 0. Il s’ensuit que βW
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n’est pas scalaire et β2W est la multiplication par c
2, non nul puisque β est semi-simple non
nul. Le polynoˆme minimal de βW est donc de la forme indique´e.
Le centralisateur G¯β de β s’identifie, via la restriction a` W , au sous-groupe des e´le´ments de
SOF (W ) qui commutent a` βW (1.3(iii)).
Dans le cas (ii), G¯β s’identifie donc au groupe des automorphismes F [βW ]-line´aires de W qui
conservent la forme hermitienne ΦW , c’est-a`-dire a` U(ΦW ,W ).
Dans le cas (i), βW est diagonalisable de valeurs propres λ et −λ, chacune de multiplicite´
2 puisque βW est de trace nulle. Si e
+
F [c] et e
−
F [c] sont les idempotents orthogonaux de F [c]
(§1.3), les sous-espaces propres de βW sont Wλ = (e
+
F [c]V
0)a et W−λ = (e
−
F [c]V
0)a et forment
une polarisation comple`te de W . Le groupe G¯β s’identifie alors a` GL(Wλ) ≃ GL(2, F ) par
la restriction a` Wλ. Pour voir qu’il s’agit d’un Levi attache´ a` une racine courte on peut
s’appuyer sur le paragraphe 1.3 et remarquer soit que WλWλ est nul, car 2λ n’est pas valeur
propre de β, soit que Wλ et W−λ se de´composent non trivialement en somme directe de leurs
intersections avec W+F [c] et W
+
F [c].
On peut aussi identifier G¯β au centralisateur du tore de rang 1 de GL(Wλ) forme´ des au-
tomorphismes scalaires. Ce dernier est l’image par la restriction a` Wλ d’un tore T¯ de rang
1 de G¯ contenu dans G¯β dont les e´le´ments agissent trivialement sur V
0 et dont le centra-
lisateur est pre´cise´ment G¯β. A conjugaison pre`s dans G¯ (par un e´le´ment de G¯ envoyant c
sur un multiple de X0 dans les notations de [14], voir loc. cit. Theorem 1) on reconnaˆıt le
tore standard de G¯ dont le centralisateur est facteur de Levi d’un sous-groupe parabolique
maximal de G¯ attache´ a` une racine courte [14, §1.4]. 
Remarque.
Reprenons les notations du lemme 1.6 et conside´rons le cas ou` βW+ (i) ou βW (ii) est non nul
mais a une valeur propre nulle. Alors le sous-espace propre correspondant est force´ment de
dimension 1 (sur F pour le cas (i), sur F ′ pour le cas (ii)) et l’on obtient dans les deux cas un
sous-espace W0 de W , de dimension 2 sur F , sur lequel βW est nul. Ce sous-espace est non
de´ge´ne´re´ et orthogonal a` V 0 : par le proce´de´ de doublement, V 0 ⊥ W0 est une sous-alge`bre
de composition. Les cas e´tudie´s dans le lemme 1.7 peuvent ainsi eˆtre conside´re´s comme des
cas limites de ceux du lemme 1.6, on y reviendra plus loin. On notera toutefois la diffe´rence
importante dans l’e´tude du centralisateur.
1.5 Proprie´te´s des e´le´ments semi-simples de g2(F )
De temps a` autre dans ce travail, on a besoin d’un argument au cas par cas ; apre`s tout G2 est
un groupe exceptionnel. Nous avons choisi de re´unir dans ce paragraphe des proprie´te´s tre`s
pre´cises dont l’utilite´ apparaˆıtra plus loin. On garde les notations du paragraphe pre´ce´dent.
Lemme 1.8. Supposons V 0 anisotrope de dimension 2. Le centralisateur de β dans OF (V )
est contenu dans OF (V
0)× U(W,V 0/F ).
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De´monstration. Le centralisateur de β dans OF (V ) est produit de OF (V
0) par le centra-
lisateur de βW dans OF (W ) : il s’agit de ve´rifier que l’alge`bre F [βW ] contient V
0. Le fait
que βW , e´le´ment semi-simple de su(W,V
0/F ), soit injectif et de trace nulle sur V 0 intervient
de fac¸on essentielle. Soit PV 0 le polynoˆme minimal de βW sur V
0.
Si PV 0 est irre´ductible, βW engendre une extension de V
0 de degre´ 3 (le degre´ 1 est impossible
car βW est de trace nulle sur V
0 et p 6= 3), soit [V 0[βW ] : F ] = 6. Son polynoˆme minimal
sur F est multiple de PV 0 et de degre´ pair car l’involution adjointe agit non trivialement sur
F [βW ]. Il est donc de degre´ 6 et V
0[βW ] = F [βW ].
Si PV 0 est produit de trois facteurs de degre´ 1, de racines β1, β2, β3 ∈ V
0, il faut voir que
βi /∈ F . Si un vecteur propre correspondant a` βi est anisotrope, c’est le cas car σ(βi) = −βi.
Sinon les droites propres de β1 et β2 (par exemple) sont isotropes en dualite´ et on ne peut
avoir β1 ∈ F sinon β2 = −β1 et par trace β3 = 0. C’est le meˆme chose si PV 0 est produit de
deux facteurs de degre´ 1.
Si PV 0 a un facteur irre´ductible Q de degre´ 2 et une racine β1 ∈ V
0, la droite propre pour
β1 est anisotrope et β1 /∈ F . Soit β2 la restriction de βW au noyau de Q(βW ). Son polynoˆme
minimal sur F est multiple de Q mais ne peut eˆtre e´gal a` Q car trV 0β2 = −β1 /∈ F , on a
donc F [β2] = V
0[β2]. 
Lemme 1.9. Supposons V 0 de´ploye´e de dimension 2. Soit W = W+ ⊕W− la polarisation
comple`te canonique de W et soit ι l’injection correspondante de GLF (W
+) dans SOF (W ).
Le centralisateur de β dans SOF (V ) est contenu dans SOF (V
0)× ι(GLF (W
+)).
De´monstration. Le centralisateur de β dans OF (V ) est produit de OF (V
0) et du centra-
lisateur de βW dans OF (W ). Un e´le´ment du centralisateur de βW stabilise les sous-espaces
propres de βW , il suffit donc de ve´rifier que chacun d’entre eux est entie`rement contenu
soit dans W+ soit dans W−, ou encore que les polynoˆmes minimaux P+ et P− de βW+ et
βW−, restrictions de β a` W
+ et W− respectivement, sont premiers entre eux. La` encore,
le fait que βW+ soit injectif et de trace nulle est essentiel. Comme βW− = −
tβW+ on a
P−(X) = ±P+(−X).
Si P+ est irre´ductible il est de degre´ 3, car la trace d’un scalaire non nul est non nulle (p 6= 3),
et P−(X) = −P+(−X) est irre´ductible et distinct de P+ (les traces de βW− et βW+ sont
oppose´es), ils sont donc premiers entre eux.
Si P+ a deux ou trois facteurs irre´ductibles de degre´ 1, de racines λ1, λ2, λ3, les racines de
P− sont les oppose´es des pre´ce´dentes et on ne peut avoir d’e´galite´ λi = −λj car les λi sont
non nuls et de somme nulle.
Enfin, si P+(X) = (X − λ)Q(X) avec λ ∈ F et Q irre´ductible de degre´ 2, on a P−(X) =
(X + λ)Q(−X). Il est premier a` P+ car λ est non nul et le cœfficient de X dans Q est λ. 
Lemme 1.10. Soit [Λ, n, r, β], 0 ≤ r < n, une strate semi-simple non nulle de g2(F ). Dans
les cas suivants :
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– V 0 est de dimension 4 ;
– V 0 est anisotrope de dimension 2 et βW engendre une extension cubique de V
0;
– V 0 est de´ploye´e de dimension 2 et βW+ engendre une extension cubique de F ;
la strate [Λ, n, n− 1, β] est semi-simple e´galement.
De´monstration. Si V 0 est de dimension 4, nous reprenons les notations du lemme 1.7. Si
u est un carre´, alors −n est la valuation de λ et les polynoˆmes caracte´ristiques des strates
simples [Λ∩Wλ, n, n−1, λ] et [Λ∩W−λ, n, n−1,−λ] sont premiers entre eux. Si u n’est pas
un carre´, βW est un e´le´ment de trace nulle dans l’extension quadratique de F qu’il engendre,
il est donc minimal sur F au sens de [5, (1.4.14)] et la strate [Λ∩W,n, n−1, βW ] est simple
par [5, (1.4.15)].
Supposons V 0 de dimension 2. Une extension cubique E de F est ou bien totalement ramifie´e
ou bien non ramifie´e et on ve´rifie imme´diatement que dans les deux cas, pour p 6= 3, les
e´le´ments de trace nulle de E sont minimaux sur F . Si V 0 est anisotrope, βW est minimal sur
V 0, la strate [ΛW , n, n−1, βW ] est donc simple sur V
0 et a fortiori sur F . Si V 0 est de´ploye´e,
βW+ est minimal sur F et la strate [ΛW+, n, n − 1, βW+] est simple. Par un raisonnement
semblable a` celui du lemme pre´ce´dent on constate que le polynoˆme caracte´ristique de cette
strate est premier a` celui de [ΛW−, n, n− 1, βW−], leur somme est donc semi-simple.

1.6 Normes d’alge`bre autoduales
Un point rationnel de l’immeuble e´tendu de GLF (V ) peut eˆtre vu sous diffe´rents aspects :
comme une suite de re´seaux de V , comme une fonction de re´seaux de V a` points de discon-
tinuite´ rationnels, ou comme une norme a` valeurs rationnelles sur V . Les de´finitions et le
passage d’un langage a` un autre sont de´taille´s dans [1, I]. De meˆme, un point rationnel de
l’immeuble de SOF (V ) peut eˆtre vu comme une suite de re´seaux autoduale de V , comme
une fonction de re´seaux autoduale de V a` points de discontinuite´ rationnels, ou comme une
norme autoduale a` valeurs rationnelles sur V : voir [2, §3]. Conside´rant l’immeuble de G2(F )
comme sous-ensemble simplicial de celui de SOF (V ), le langage le plus adapte´ est celui des
normes : les points rationnels de l’immeuble de G2(F ) sont alors les normes d’alge`bre auto-
duales de V [8, Proposition 4.2]. Pour e´tablir dans la suite les proprie´te´s dont nous avons
besoin, nous passons constamment d’un langage a` l’autre.
Rappelons maintenant les de´finitions essentielles. Une norme (ou F -norme) rationnelle sur
V est une application α de V dans Q ∪∞ ve´rifiant pour tous x, y dans V et ξ dans F :
α(x+ y) ≥ inf(α(x), α(y)); α(ξx) = vF (ξ) + α(x); α(x) =∞ ⇐⇒ x = 0.
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Si V est muni d’une forme quadratique ou hermitienne non de´ge´ne´re´e f , la norme duale
d’une norme α sur V est la norme α∗ sur V de´finie par
α∗(v) = inf
x∈V
(vF (f(v, x))− α(x)) (v ∈ V ).
La norme α est dite autoduale si α = α∗. Enfin, c’est une norme d’alge`bre si elle ve´rifie
α(xy) ≥ α(x) + α(y) pour tous x, y ∈ V.
Une norme d’alge`bre autoduale de l’alge`bre d’octonions V ve´rifie toujours α(1 ) = 0 et
α(x¯) = α(x) (x ∈ V ) [8, Corollary 7.5].
Soit α une norme rationnelle sur V . La fonction de re´seaux correspondante est la fonction
λα de´finie par λα(r) = {v ∈ V/ α(v) ≥ r} (r ∈ R). Inversement la norme associe´e a` une
fonction de re´seaux λ est v 7→ αλ(v) = sup{r ∈ R/ v ∈ λ(r)} (v ∈ V ). Si f est une forme sur
V comme ci-dessus, on de´finit le dual d’un re´seau L de V par L∗ = {x ∈ V/ f(x, L) ⊂ pF},
et la fonction duale d’une fonction de re´seaux λ de V par
λ∗(r) =
( ⋃
s>−r
λ(s)
)∗
(r ∈ R).
La norme α est autoduale si et seulement si la fonction de re´seaux associe´e l’est, c’est-a`-dire
co¨ıncide avec la fonction duale λ∗α [2, Corollaire 3.4].
Si α1 et α2 sont des normes sur V1 et V2 respectivement, alors
α1 ∧ α2 : v1 + v2 7→ min {α1(v1), α2(v2)} (v1 ∈ V1, v2 ∈ V2)
est une norme sur V1 ⊕ V2. Une norme α sur V est dite scinde´e par une de´composition en
somme directe V = V1 ⊕ V2 si α = α|V1 ∧ α|V2 . La notion correspondante pour une fonction
de re´seaux λ est : λ(r) = λ(r) ∩ V1 ⊕ λ(r) ∩ V2 pour tout r ∈ R. Enfin une base (ei)i∈I de
V est une base scindante pour α si la de´composition en somme de droites associe´e scinde α.
Si c’est le cas, la base duale (e∗i )i∈I scinde α
∗ et, pour tout i ∈ I, α∗(e∗i ) = −α(ei).
Supposons V muni d’une forme non de´ge´ne´re´e.
• Si V est somme orthogonale de V1 et V2 alors la norme duale de α1 ∧ α2 est α
∗
1 ∧ α
∗
2 ;
la norme α1 ∧ α2 est autoduale si et seulement si α1 et α2 le sont.
Si α est une norme autoduale sur V , elle est scinde´e par V = V1 ⊥ V2 si et seulement
si ses restrictions a` V1 et V2 sont autoduales. (Condition suffisante : αV1 ∧αV2 est alors
autoduale et minore α, d’ou` l’e´galite´ car toutes deux sont maximinorantes.)
• Si V est somme directe de W+ et W−, sous-espaces totalement isotropes en dualite´, et
si α+ est une norme sur W+, α− une norme sur W−, alors la norme duale de α+ ∧ α−
est (α−)♯ ∧ (α+)♯ ou` (α+)♯ est de´finie par
(α+)♯(v) = inf
x∈W+
(vF (f(v, x))− α
+(x)) (v ∈ W−). (1.11)
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et de meˆme pour (α−)♯. La norme α+∧α− est autoduale si et seulement si α− = (α+)♯.
Examinons a` pre´sent les proprie´te´s des normes d’alge`bre autoduales de l’alge`bre d’octonions
V scinde´es par une de´composition V = V 0 ⊥ W comme au paragraphe pre´ce´dent. Notre
objectif est de montrer qu’une telle norme est entie`rement de´termine´e par sa restriction a`
W et de caracte´riser cette restriction.
Lemme 1.12. Soit V 0 une sous-alge`bre de composition de V , W son orthogonal et α une
norme d’alge`bre autoduale de V scinde´e par la de´composition V = V 0 ⊥ W . Alors α|V 0 est
une norme d’alge`bre autoduale de V 0 et α|W est une norme autoduale de W . De plus :
• si V 0 est anisotrope on a α|V 0 =
1
2
vF ◦Q ;
• si V 0 est de dimension 2 et de´ploye´e, d’idempotents orthogonaux e+ et e−, on a
α(ξe+ + µe−) = min {vF (ξ), vF (µ)} (ξ, µ ∈ F ).
De´monstration. La premie`re assertion de´coule des rappels ci-dessus. Pour la seconde rap-
pelons qu’en caracte´ristique re´siduelle diffe´rente de 2, une norme est autoduale si et seulement
si elle est maximinorante, i.e. e´le´ment maximal de l’ensemble des normes ve´rifiant
α(x) + α(y) ≤ vF (f(x, y)) (x, y ∈ V )
(voir [8, §2] ou [2, Proposition 3.2], ou la re´fe´rence originelle [4, Proposition 2.5]). La norme
α|V 0 ve´rifie donc α|V 0(x) ≤
1
2
vF (Q(x)) pour tout x ∈ V
0. Il reste a` ve´rifier que si V 0 est
anisotrope, 1
2
vF ◦Q est bien une norme sur V
0 et ve´rifie la condition de minoration ci-dessus,
ce qui est facile.
Supposons maintenant V 0 de´ploye´e de dimension 2. On a pour ξ, µ ∈ F :
α(ξe+ + µe−) + α(e+) ≤ α((ξe+ + µe−)e+) = α(ξe+) = vF (ξ) + α(e
+)
et de meˆme α(ξe+ + µe−) + α(e−) ≤ vF (µ) + α(e
−)
donc α(ξe+ + µe−) ≤ min {vF (ξ), vF (µ)}. Mais α est maximinorante et ξe
+ + µe− 7−→
min {vF (ξ), vF (µ)} de´finit bien une norme autoduale (imme´diat via 1.11), d’ou` l’e´galite´. 
Lemme 1.13. Soit E une extension quadratique de F d’indice de ramification e. Soit W un
espace vectoriel sur E muni d’une forme quadratique f pour sa structure d’espace vectoriel
sur F et soit Φ la forme hermitienne correspondante, caracte´rise´e par f = trE/F ◦ Φ. Alors
α 7→ 1
e
α est une bijection de l’ensemble des E-normes sur W autoduales relativement a` Φ
et l’ensemble des F -normes γ sur W autoduales relativement a` f et ve´rifiant, pour x ∈ W
et ξ ∈ E : γ(ξx) = 1
e
vE(ξ) + γ(x).
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De´monstration. Si l’on supprime de part et d’autre la condition d’autodualite´ l’e´nonce´ est
imme´diat. Examinons les conditions d’autodualite´ en termes des fonctions de re´seaux as-
socie´es. Si L est un oE-re´seau de W , son dual L
∗ relativement a` f et son dual
L♯ = {x ∈ W/ Φ(x, L) ⊂ pE}
relativement a` Φ co¨ıncident. Si α est une norme autoduale relativement a` Φ, on ve´rifie que
λ♯α(er) = λ
∗
1
e
α
(r). On en de´duit : λ♯α = λα ⇐⇒ λ
∗
1
e
α
= λ1
e
α
, d’ou` l’e´nonce´. 
Rappelons ([3, §1.9]) que le volume d’un re´seau L d’un F -espace vectoriel de dimension finie
W est de´fini moyennant le choix d’un re´seau particulier L0 de W par vol (L) = vF (det g) ou`
g ∈ GLF (W ) ve´rifie g(L0) = L. Le volume d’une norme α sur W est alors de´fini au moyen
d’une base scindante (ei)i∈I de α et du oF -re´seau L engendre´ par cette base par
volα = volL−
∑
i∈I
α(ei).
Cette quantite´ est inde´pendante du choix d’une base scindante.
Proposition 1.14. Soit α une norme d’alge`bre autoduale de V scinde´e par V = V 0 ⊥W ou`
V 0 est de dimension 2 et de´ploye´e, d’idempotents orthogonaux e+ et e−. Soit W =W+⊕W−
la polarisation comple`te de W associe´e : W+ = e+W et W− = e−W .
(i) La restriction de α a` W est scinde´e par W = W+ ⊕W−, donc de la forme α+ ∧ α−
avec α− = (α+)♯ (cf 1.11).
(ii) Pour toute base (f+1 , f
+
2 , f
+
3 ) de W
+ on note (f−1 , f
−
2 , f
−
3 ) la base duale de W
−. Alors
f−1 f
−
2 est un multiple non nul de f
+
3 . Appelons base spe´ciale de W
+ toute base
(f+1 , f
+
2 , f
+
3 ) telle que f
+
3 = f
−
1 f
−
2 . Les re´seaux engendre´s par les bases spe´ciales de
W+ ont tous meˆme volume.
(iii) On normalise le volume de sorte que les re´seaux engendre´s par les bases spe´ciales de
W+ soient de volume nul. Alors la restriction de α a` W+ est de volume nul.
(iv) Re´ciproquement, soit α+ une norme de W+ de volume nul pour la normalisation ci-
dessus, soit α− = (α+)♯, norme de W−, et soit α0 l’unique norme d’alge`bre autoduale
de V 0. Alors α0∧α
+∧α− est une norme d’alge`bre autoduale de V , l’unique telle norme
scinde´e par V = V 0 ⊥W et prolongeant α+.
De´monstration. (i) Soit w ∈ W , il s’e´crit w = e+w + e−w avec e+w ∈ W+ et e−w ∈ W−.
On a α(e+w) ≥ α(e+) + α(w) = α(w) (Lemme 1.12) et de meˆme pour α(e−w), donc :
α(w) ≥ min (α(e+w), α(e−w)) ≥ α(w) d’ou` l’e´galite´.
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(ii) Pour i = 1, 2, 3, l’e´le´ment ai = f
+
i +f
−
i est de norme 1, on peut donc utiliser le proce´de´ de
doublement (Proposition 1.2) pour calculer dans V 0 ⊥ V 0ai (qui est une alge`bre associative)
les produits suivants : f+i f
−
i = −e
+, f−i f
+
i = −e
−, f+i f
+
i = f
−
i f
−
i = 0. Par ailleurs on
ve´rifie que pour x, y ∈ W+ (resp. W−) le produit xy appartient a` W− (resp. W+). On en
de´duit imme´diatement que f−1 f
−
2 est un e´le´ment de W
+ orthogonal a` f−1 et f
−
2 . Toujours
par doublement, l’espace engendre´ par f+2 , f
−
2 , f
+
3 , f
−
3 est l’orthogonal de V
0 ⊥ V 0a1, e´gal a`
(V 0 ⊥ V 0a1)a2. De fait f
−
1 f
−
2 = (e
−a1)(e
−a2) = (e
−e−a1)a2 = f
−
1 a2 est non nul.
Posons f−1 f
−
2 = µf
+
3 avec µ ∈ F
× et soit v le volume du re´seau de base (f+1 , f
+
2 , f
+
3 ).
Le re´seau engendre´ par la base spe´ciale (f+1 , f
+
2 , f
−
1 f
−
2 ) a pour volume v + νF (µ). Un
re´seau arbitraire est image par g ∈ GL(3, F ) du premier et de´termine une base spe´ciale
(gf+1 , gf
+
2 , (
tg−1f−1 )(
tg−1f−2 )) engendrant un re´seau de volume v + νF (det g) + νF (µ
′) avec
µ′ = f(tg−1f−3 , (
tg−1f−1 )(
tg−1f−2 )).
Posons d = det g−1 ; alors g′ = g
(
1 0 0
0 1 0
0 0 d
)
appartient a` SL(3, F ) et de´termine un e´le´ment g˜
de G valant l’identite´ sur V 0, g′ sur W+ et tg′−1 sur W−. Ainsi :
µ′ = d f(g˜(f−3 ), g˜(f
−
1 )g˜(f
−
2 )) = d f(g˜(f
−
3 ), g˜(f
−
1 f
−
2 )) = d µ.
(iii) Partant d’une base (f+1 , f
+
2 , f
+
3 ) scindant α, la base spe´ciale (f
+
1 , f
+
2 , f
−
1 f
−
2 ) scinde α
et volα+ = −α+(f+1 ) − α
+(f+2 ) − α
+(f−1 f
−
2 ). Rappelons que α
+(f+i ) = −α
−(f−i ) [3, (18)].
Comme la base duale de (f+1 , f
+
2 , f
−
1 f
−
2 ) est (f
−
1 , f
−
2 , f
+
1 f
+
2 ), on a
α+(f−1 f
−
2 ) = −α
−(f+1 f
+
2 ) ≤ −α(f
+
1 )− α(f
+
2 ),
soit volα+ ≥ 0. Echangeons les roˆles de W+ et W− : on obtient
−α−(f−1 )− α
−(f−2 )− α
−(f+1 f
+
2 ) ≥ 0,
c’est-a`-dire volα+ ≤ 0, c.q.f.d.
(iv) Bien suˆr α = α0∧α
+ ∧α− est une norme autoduale de V ; il s’agit de montrer que c’est
une norme d’alge`bre. Soit (f+1 , f
+
2 , f
−
1 f
−
2 ) une base spe´ciale de W
+ scindant α+. D’apre`s [8,
Lemma 2.1] il suffit de montrer que la proprie´te´ α(xy) ≥ α(x) + α(y) est valide lorsque x et
y appartiennent a` la base (e+, e−, f+1 , f
+
2 , f
−
1 f
−
2 , f
−
1 , f
−
2 , f
+
1 f
+
2 ) de V . C’est une ve´rification
facile en utilisant les proprie´te´s de´ja` mentionne´es et le proce´de´ de doublement, qui permet
d’e´tablir que les produits f+i f
−
j et f
−
i f
+
j sont nuls pour i 6= j et que l’image d’une base
spe´ciale par permutation circulaire reste spe´ciale. 
Proposition 1.15. Soit α une norme d’alge`bre autoduale de V scinde´e par V = V 0 ⊥ W
ou` V 0 est une extension quadratique F ′ de F , d’indice de ramification e ; notons αW sa
restriction a` W . Soit Φ la forme hermitienne sur V caracte´rise´e par f = trF ′/F ◦ Φ.
(i) Pour toute base orthogonale (f1, f2, f3) de W sur F
′, f1f2 est un multiple non nul
de f3. Appelons base spe´ciale de W toute base de Witt (e−1, e0, e1) sur F
′ telle que
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Q(e−1) = Q(e1) = 0, Φ(e−1, e1) = 1, e0 = (e−1 + e1)(e−1 − e1). Les oF ′-re´seaux
engendre´s par les bases spe´ciales de W ont tous meˆme volume et si l’on normalise le
volume de sorte que les oF ′-re´seaux engendre´s par les bases spe´ciales de W soient de
volume nul, alors les F ′-normes autoduales de W sont de volume nul.
(ii) La norme eαW est une F
′-norme autoduale sur W .
(iii) Re´ciproquement, soit α′ une F ′-norme autoduale de W et soit α0 l’unique norme
d’alge`bre autoduale de V 0. Alors α0 ∧
1
e
α′ est une norme d’alge`bre autoduale de V ,
l’unique telle norme scinde´e par V = V 0 ⊥W et prolongeant 1
e
α′.
De´monstration. (i) Le proce´de´ de doublement (1.2) donne W = F ′f1 ⊥ (F
′ ⊥ F ′f1)f2,
donc (F ′f1)f2 = F
′f3 (de sorte que le de´terminant de Φ|W est une norme de F
′ sur F ).
Le re´seau engendre´ par la base spe´ciale (e−1, e1, e0) est identique au re´seau engendre´ par la
base orthogonale (e−1 + e1, e−1 − e1, e0) (p 6= 2). Il suffit donc de montrer que le volume
est constant sur l’ensemble des oF ′-re´seaux engendre´s par des bases orthogonales (f1, f2, f3)
telles que Q(f1)Q(f2)Q(f3) = 1. Soient (f1, f2, f3) et (f
′
1, f
′
2, f
′
3) deux telles bases. Quitte
a` permuter les vecteurs et a` multiplier le premier par a ∈ F ′× et le second par a−1, on
peut supposer Q(f1) = Q(f
′
1) = 1. Il y a alors une isome´trie de W envoyant f1 sur f
′
1, ce
qui permet de se ramener a` la question analogue en dimension 2. Soit alors g ∈ GL(2, F ′)
envoyant f2, f3 sur f
′
2, f
′
3. En e´crivant les conditions Φ(f
′
2, f
′
3) = 0 et Φ(f
′
2, f
′
2)Φ(f
′
3, f
′
3) = 1
on obtient imme´diatement det g2 = 1.
Une norme autoduale α′ sur W a meˆme volume que sa norme duale. Or elle est scinde´e
par une base de Witt, donc aussi par une base spe´ciale (e−1, e1, e0), dont la base duale
(e1, e−1, te0) (t ∈ oF ′) engendre le meˆme re´seau. La norme duale ve´rifie (α
′)∗(e∗i ) = −α
′(ei),
son volume est donc l’oppose´ de celui de α′, d’ou` la nullite´.
(ii) Pour u ∈ F ′× et w ∈ W on a α(u) + α(w) ≤ α(uw) ≤ −α(u−1) + α(w). On en de´duit
par le lemme 1.12 que α(uw) =
1
2
vF ◦Q(u) +α(w), puis par le lemme 1.13 que eαW est une
F ′-norme autoduale sur W .
(iii) Soit (1 , ǫ) une base de V 0 scindante pour α0 et (e−1, e1, e0) une base spe´ciale de W
scindant α′. Posons α = α0 ∧
1
e
α′. Il suffit d’e´tablir α(xy) ≥ α(x) + α(y) lorsque x et
y appartiennent a` la base (1 , ǫ, e−1, ǫe−1, e1, ǫe1, e0, ǫe0) de V [8, Lemma 2.1]. Ce sont des
ve´rifications faciles, base´es sur le lemme 1.5, le fait que α(ξv) = 1
e
vF ′(ξ) + α(v) (ξ ∈ F
′,
v ∈ V ) et l’autodualite´ de α′, soit : α′(e−1) + α
′(e1) = 0, α
′(e0) = 0. 
Proposition 1.16. Soit V 0 une sous-alge`bre de composition de dimension 4 de V et W son
orthogonal.
(i) Si V 0 est anisotrope, alorsW l’est aussi et chacun posse`de une unique norme autoduale,
soit α0 =
1
2
vF ◦ Q et αW =
1
2
vF ◦ Q respectivement. La norme α0 ∧ αW est une
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norme d’alge`bre autoduale de V . La norme α0 est scinde´e par toute de´composition
V 0 = F ′ ⊥ F ′⊥ ou` F ′ est un sous-corps de V 0 de degre´ 2 sur F .
(ii) Si V 0 est de´ploye´e, pour toute norme autoduale αW de W il existe une et une seule
norme d’alge`bre autoduale α0 de V
0 telle que α0∧αW soit une norme d’alge`bre autoduale
de V . Si en outre il existe une extension quadratique F ′ de F dans V 0 telle que αW
soit de la forme 1
e
α′ pour une F ′-norme autoduale α′ de W , alors eα0 est une F
′-norme
autoduale de V 0.
De´monstration. La premie`re assertion de (i) est imme´diate via le lemme 1.12. Quant au
scindage, il suffit de ve´rifier que les restrictions de α0 a` F
′ et a` son orthogonal sont autoduales,
ce qui est facile.
Passons a` (ii). La norme αW est scinde´e par une base de Witt (h, h
′, k, k′) avec f(h, h′) =
f(k, k′) = 1, les autres valeurs de f sur cette base e´tant nulles. Aux droites L = Fh
et L′ = Fh′ on attache les e´le´ments e+ = −hh′, e− = −h′h et c = e+ − e− du lemme
1.5 ; ils appartiennent a` V 0 par doublement, puisque W = V 0(h − h′), ainsi que l’e´le´ment
b = (k + k′)(h− h′). En outre b est de norme −1 et orthogonal a` c, de sorte que
V 0 = F [c] ⊥ F [c]b = (Fe+ ⊕ Fe−) ⊥ (Fe+b⊕ Fe−b). (1.17)
Les droites F (e+b)(h− h′) ⊂ e−W et F (e−b)(h− h′) ⊂ e+W sont les deux droites isotropes
de l’orthogonal de L ⊕ L′ dans W et l’on a f((e+b)(h − h′), (e−b)(h − h′)) = 1 ; quitte a`
e´changer k et k′ on peut supposer que (e+b)(h − h′) est multiple de k′ et on voit aise´ment
qu’on a alors e´galite´ : (e+b)(h− h′) = k′ et (e−b)(h− h′) = k. Alors :
−h′k′ = [e−(h− h′)][(e+b)(h− h′)] = (e+b)e− = b¯e−e− = −be−
et de meˆme hk = −be+.
Ces petits calculs vont nous permettre de montrer que si α0 est une norme d’alge`bre autoduale
de V 0 telle que α = α0 ∧ αW soit une norme d’alge`bre autoduale de V , alors elle est scinde´e
par les de´compositions 1.17. De fait :
• α0((e
+)2) ≥ 2α0(e
+) entraˆıne α0(e
+) ≤ 0 mais α0(e
+) = α0(hh
′) ≥ αW (h) + αW (h
′),
qui vaut 0 par autodualite´. Donc α0(e
+) = 0 et de meˆme α0(e
−) = 0.
• Pour tout v ∈ V on a donc α(v) = min {α(e+v), α(e−v)} (cf. preuve de 1.14 (i)).
• Enfin (e−b)(e+b) = e+e− = e− donc
0 ≥ α0(e
−b) + α0(e
+b) = α0(h
′k′) + α0(hk) ≥ αW (h
′) + αW (k
′) + αW (h) + αW (k)
qui vaut 0 par autodualite´, soit : α0(e
−b) + α0(e
+b) = 0.
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Ainsi α0|F [c] est l’unique norme d’alge`bre autoduale de F [c] (lemme 1.12 (i)) et α0|F [c]b est
autoduale, α0 est donc autoduale scinde´e par F [c] ⊥ F [c]b et α scinde´e par V = F [c] ⊥ F [c]
⊥.
Il reste a` utiliser la proposition 1.14 : α est une norme d’alge`bre autoduale si et seulement
si α0(e
+b) + αW (h) + αW (k) = 0, ce qui de´termine α0.
Pour la dernie`re assertion, il suffit de remarquer que, notant X0 l’orthogonal de F ′ dans V 0,
l’espace X = X0 ⊥ W est hermitien de dimension 3 sur F ′, agissant par multiplication a`
gauche. Si (h, h′) est une base de Witt de W sur F ′ scindant α′, l’e´le´ment (h + h′)(h − h′)
appartient a` X0 et α′ se prolonge de fac¸on unique en une F ′-norme autoduale de X , d’ou` par
la proposition 1.15 (iii) une unique norme d’alge`bre autoduale α scinde´e par V = F ′ ⊥ X et
prolongeant 1
e
α′. Par unicite´ c’est la meˆme que la pre´ce´dente. 
Revenons pour terminer au langage des suites de re´seaux. Soit α une norme a` valeurs ra-
tionnelles sur V et λα la fonction de re´seaux associe´e. Soit mα le p.p.c.m. des de´nominateurs
des valeurs de α e´crites sous forme de fractions irre´ductibles, c’est-a`-dire
mα = min {t ∈ N/α(V − {0}) ⊆
1
t
Z}.
On de´finit une suite de re´seaux Λα de pe´riode minimale, par
Λα(i) = λα(
i
mα
) (i ∈ Z).
Si α est autoduale, la suite est autoduale et d’invariant 1 : Λα(i)
∗ = Λα(1−i), conforme´ment
aux conventions de [18] et [19].
Il est e´le´mentaire de ve´rifier que, dans la situation de la proposition 1.14 (iv) et en posant
α = α0 ∧ α
+ ∧ α−, on a pour tout i ∈ Z :
Λα(i) ∩W
+ = Λα+(i).
De meˆme, dans la situation de la proposition 1.15 (iii) et en posant α = α0 ∧
1
e
α′, on a pour
tout i ∈ Z :
Λα(i) ∩W = Λα′(i),
suite autoduale pour la structure F ′-hermitienne de W . Ainsi le passage par les normes
re´sout le proble`me habituel de normalisation des suites de re´seaux dans une sommation.
Pour faciliter les re´fe´rences nous re´sumons cette discussion ci-dessous.
Notation 1.18. Fixons une sous-alge`bre de composition D de dimension 2 et hyperbolique
de V . Pour toute suite de re´seaux Λ de W+D attache´e a` une norme de volume nul, on note Λˇ
l’unique suite de re´seaux de V correspondant a` une norme d’alge`bre autoduale de V scinde´e
par V = D ⊥ (W+D ⊕W
−
D ) et ve´rifiant : ∀i ∈ Z, Λˇ(i) ∩W
+
D = Λ(i).
20 L. Blasco et C. Blondel
Notation 1.19. Fixons une sous-alge`bre de composition D de dimension 2 et anisotrope de
V . Pour toute suite de oD-re´seaux Λ de D
⊥ attache´e a` une D-norme autoduale, on note ~Λ
l’unique suite de re´seaux de V correspondant a` une norme d’alge`bre autoduale de V scinde´e
par V = D ⊥ D⊥ et ve´rifiant : ∀i ∈ Z, ~Λ(i) ∩D⊥ = Λ(i).
Notation 1.20. Fixons une sous-alge`bre de composition D de dimension 4 de V . Pour toute
suite de re´seaux Λ de D⊥, autoduale et d’invariant 1, on note Λˆ l’unique suite de re´seaux
de V correspondant a` une norme d’alge`bre autoduale de V scinde´e par V = D ⊥ D⊥ et
ve´rifiant : ∀i ∈ Z, Λˆ(i) ∩D⊥ = Λ(i).
On notera que, d’apre`s la de´monstration de la proposition 1.16, les suites de re´seaux de
1.20 sont toujours e´galement de la forme 1.18 ou 1.19. D’ailleurs, toute suite de re´seaux de
V attache´e a` une norme d’alge`bre autoduale est de la forme Λˇ (1.18) par [8, Proposition
8.1]. Toutefois c’est le point de vue ci-dessus qui nous sera utile dans ce qui suit, et pour
commencer dans le lemme 1.21. Il s’agit d’une version du lemme 2.8 de [19] pour le groupe
G2(F ) ; remarquons que le lemme initial se ge´ne´ralise sans proble`me du cas des strates
gauches a` celui des strates autoduales.
Lemme 1.21. Soit β un e´le´ment semi-simple non nul de g2(F ) dont on note V
0 le noyau,
d’orthogonal W . Soit BβW le commutant de βW dans glF (W ). Soient Λ et Λ
′ deux suites de
re´seaux autoduales de V correspondant a` des points de l’immeuble de G2(F ) et normalise´es
par F [β]×. Supposons que A˜0(Λ
′
W ) ∩ BβW ⊆ A˜0(ΛW ) ∩ BβW . Alors il existe une suite de
re´seaux autoduale Λ
′′
de V correspondant a` un point de l’immeuble de G2(F ) et normalise´e
par F [β]×, telle que :
A˜0(Λ
′′
W ) ∩ BβW = A˜0(Λ
′
W ) ∩BβW et A˜0(Λ
′′
) ⊆ A˜0(Λ).
De´monstration. Par de´finition d’une strate semi-simple, les suites de re´seaux Λ et Λ′ sont
scinde´es par la de´composition V = V 0 ⊥W et le centralisateur de β est produit de glF (V
0)
et de son intersection avec glF (W ). Distinguons le cas (i) : V
0 de´ploye´e de dimension 2,
des autres cas : V 0 anisotrope ou de´ploye´e de dimension 4. Pour le cas (i) on de´compose
davantage via la polarisation comple`te W = W+ ⊕ W− qui scinde les suites de re´seaux
donne´es ; le centralisateur de βW est produit de ses intersections avec glF (W
+) et glF (W
−)
(lemme 1.9), de sorte que :
A˜0(Λ
′
W ) ∩ BβW ⊆ A˜0(ΛW ) ∩ BβW ⇐⇒ A˜0(Λ
′
W+) ∩BβW+ ⊆ A˜0(ΛW+) ∩ BβW+ .
Appliquons alors [19, Lemma 2.8] dans W+ (cas (i)) ou W : il existe une suite de re´seaux
Λ⋄W+ de W
+ (cas (i)) ou Λ⋄W de W , normalise´e par F [βW+]
× (cas (i)) ou F [βW ]
×, telle que :
A˜0(Λ
⋄
W+) ∩BβW+ = A˜0(Λ
′
W+) ∩BβW+ et A˜0(Λ
⋄
W+) ⊆ A˜0(ΛW+) (cas (i))
A˜0(Λ
⋄
W ) ∩ BβW = A˜0(Λ
′
W ) ∩BβW et A˜0(Λ
⋄
W ) ⊆ A˜0(ΛW ) (autres cas).
(1.22)
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Dans le cas (i) on peut translater pour que la norme associe´e a` Λ⋄W+ soit de volume nul en
base spe´ciale, cela ne change pas A˜0(Λ
⋄
W+). Dans les autres cas les suites ΛW et Λ
′
W sont des
suites de V 0-re´seaux autoduales pour une structure hermitienne ou orthogonale et par loc.
cit. on peut choisir Λ⋄W de meˆme.
Tout choix d’une telle suite Λ⋄W+ ou Λ
⋄
W de´termine une unique suite de re´seaux Λ
⋄ de V
correspondant a` un point de l’immeuble de G2(F ), normalise´e par F [β]
× : c’est le proce´de´
canonique qu’on a de´veloppe´ plus haut, qui fournit une inclusion naturelle de l’immeuble I de
SLF (W
+) (1.18), SU(W,V 0/F ) (1.19) ou SOF (W ) (1.20) dans l’immeuble de G2(F ). Ces
inclusions conservent le barycentre puisqu’elles s’obtiennent par prolongement unique de
normes, elles sont donc continues. Pour la meˆme raison, l’inclusion naturelle de l’immeuble
de G2(F ) dans l’immeuble e´tendu de GLF (V ), donne´e par le fait qu’une norme d’alge`bre
autoduale sur V est une norme sur V , est continue.
Or les conditions (1.22) restent ve´rifie´es pour tout point de l’intersection avec I de la facette
F˜ de Λ⋄W+ ou Λ
⋄
W dans l’immeuble e´tendu de GLF (W
+) ou GLF (W ) et affirment que ΛW+ ou
ΛW est adhe´rent a` la facette F˜. Conside´rons le segment ge´ode´sique [Λ
⋄
W+,ΛW+] ou [Λ
⋄
W ,ΛW ]
dans I qui s’identifie par l’inclusion canonique avec le segment [Λ⋄,Λ] de l’immeuble de
G2(F ). Un voisinage V assez petit de Λ dans l’immeuble de G2(F ) ne contient que des
points Λ
′′′
tels que A˜0(Λ
′′′
) ⊆ A˜0(Λ). L’intersection de V avec [Λ
⋄,Λ[ est forme´e de points Λ
′′
tels que Λ
′′
W+ ou Λ
′′
W appartienne a` F˜ ∩ I (car les facettes sont convexes donc [Λ
⋄
W+,ΛW+[,
resp. [Λ⋄W ,ΛW [, est tout entier contenu dans la facette F˜). Tout tel point Λ
′′
ve´rifie les
conditions voulues. 
1.7 Classification des strates semi-simples de g2(F )
L’e´tude du paragraphe 1.4, dont on reprend les notations, nous permet d’e´tablir une liste
des formes possibles de strates semi-simples non nulles de g2(F ). Soit [Λ, n, r, β], 0 ≤ r < n,
une telle strate, soit V 0 le sous-espace propre de β pour la valeur propre nulle et soit W son
orthogonal. Lorsque V ′ est un sous-espace de V stable par β, on note βV ′ la restriction de β
a` V ′ (en tant qu’endomorphisme de V ′) et ΛV ′ la suite de´finie par : ΛV ′(i) = Λ(i)∩ V
′ pour
tout i ∈ Z. La strate a l’une des formes suivantes :
(i) V 0 est un plan hyperbolique. Alors W posse`de une polarisation comple`te uniquement
de´termine´e par V 0, W = W+ ⊕W−, qui est stable par β et la strate [ΛW+, n, r, βW+]
est une strate semi-simple dans sl(3, F ) telle que βW+ n’ait aucune valeur propre nulle ;
(ii) V 0 est une extension quadratique F ′ de F . Alors W est un F ′-espace vectoriel muni
d’une forme hermitienne et la strate [ΛW , n, r, βW ] est une strate semi-simple dans
su(2, 1)(F ′/F ) telle que βW n’ait aucune valeur propre nulle ;
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(iii) V 0 est de dimension 4 et β2W = λ
2 IdW pour un λ ∈ F
×. Alors V 0 est de´ploye´e, les
espaces propres Wλ et W−λ de β associe´s aux valeurs propres non nulles de´finissent
une polarisation comple`te de W et la strate [ΛWλ, n, r, βWλ] est une strate scalaire dans
gl(2, F ) ;
(iv) V 0 est de dimension 4 et β2W = u IdW ou` u ∈ F n’est pas un carre´. Alors βW munit W
d’une structure de F [βW ]-espace vectoriel hermitien et la strate [ΛW , n, r, βW ] est une
strate scalaire dans u(W,F [βW ]/F ).
The´ore`me 1.23. La liste ci-dessus est exhaustive et toutes ces formes sont obtenues.
Pre´cise´ment, soit D une sous-alge`bre de composition de dimension 2 de V .
• Si D est un plan hyperbolique et D⊥ = W+ ⊕W− la polarisation comple`te associe´e,
pour toute strate semi-simple [ΛW+, n, r, βW+] de sl(W
+), la strate [ΛˇW+, n, r, βˇW+] est
une strate semi-simple de g2(F ), dite “strate de type D”.
En outre, si [ΛW+, n, r + 1, γW+] est une strate semi-simple de sl(W
+) e´quivalente
a` [ΛW+, n, r + 1, βW+], alors la strate semi-simple [ΛˇW+, n, r + 1, γˇW+] de g2(F ) est
e´quivalente a` [ΛˇW+, n, r + 1, βˇW+].
• Si D est une extension quadratique de F et W = D⊥, pour tout strate semi-simple
[ΛW , n, r, βW ] de su(W ), la strate [~ΛW , n, r, ~βW ] est une strate semi-simple de g2(F ),
dite “strate de type D”.
En outre, si [ΛW , n, r + 1, γW ] est une strate semi-simple de su(W ) e´quivalente a`
[ΛW , n, r+1, βW ], alors la strate semi-simple [~ΛW , n, r+1, ~γW ] de g2(F ) est e´quivalente
a` [~ΛW , n, r + 1, ~βW ].
Toute strate semi-simple de g2(F ) est obtenue par l’un ou l’autre de ces proce´de´s.
De´monstration. Le proce´de´ donne´ associe a` une strate de sl(W+) ou su(W ) une strate de
g2(F ) : c’est une conse´quence directe des injections d’alge`bres de Lie rappele´es au paragraphe
1.1 (notations 1.3 et 1.4) d’une part et des constructions de normes faites au paragraphe 1.6
(notations 1.18 et 1.19) d’autre part. Puisque les e´le´ments semi-simples conside´re´s sont pro-
longe´s par 0 sur D, ces constructions (1.18) et (1.19) assurent que la valuation relativement
a` la suite de re´seaux conside´re´e est conserve´e : c’est −n. Ce proce´de´ est compatible a`
l’e´quivalence de strates par [6, Proposition 2.9].
Il nous faut encore ve´rifier que la strate obtenue est semi-simple pour le meˆme entier r,
0 ≤ r < n (le cas des strates nulles, r = n, est imme´diat), en revenant a` la de´finition de
[18] rappele´e au paragraphe 1.2. Remarquons que la somme d’une strate semi-simple et
d’une strate nulle est toujours une strate semi-simple et qu’en outre une strate semi-simple
de su(W,D/F ) est aussi une strate semi-simple de EndF (W ), avec une de´composition peut-
eˆtre moins fine de W . Le re´sultat est donc clair sauf si D est un plan hyperbolique :
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il faut alors montrer que si [ΛW+, n, r, βW+] est une strate semi-simple de sl(W
+), alors
[ΛW+⊕ΛW−, n, r, βW++βW−] est une strate semi-simple de soF (W
+⊕W−), dans les notations
du lemme 1.9 que nous utilisons ci-apre`s. Il s’agit d’une de´monstration au cas par cas, le
re´sultat ne serait pas vrai si βW+ n’e´tait pas de trace nulle. Nous raisonnons comme dans le
lemme 1.9 sur les polynoˆmes minimaux P+ et P− de βW+ et βW−.
– Si P+ est irre´ductible, il est de degre´ 3 et l’e´le´ment βW+ est minimal (lemme 1.10) ; les
polynoˆmes caracte´ristiques des strates [ΛW+, n, n−1, βW+] et [ΛW−, n, n−1, βW−] sont
premiers entre eux, la somme est bien semi-simple.
– Si P+ a deux diviseurs, ils correspondent a` une de´composition de β en somme des e´le´ments
simples β+1 , de sous-espace caracte´ristique W
+
1 de dimension 1 et β
+
2 , de sous-espace
caracte´ristique W+2 de dimension 2 ; β
+
2 ne peut pas eˆtre nul. Si β
+
1 est nul, alors β
+
2
est de trace nulle, donc minimal dans l’extension quadratique qu’il engendre, et dans
la de´composition correspondante de W−, β−2 est conjugue´ a` β
+
2 . Alors la strate
[ΛW+ ⊕ ΛW−, n, n− 1, βW+ + βW−]
est semi-simple, somme d’une strate nulle en dimension 2 et d’une strate simple en
dimension 4, attache´e a` β+2 .
Si β+1 est non nul, alors βW++βW− a quatre sous-espaces caracte´ristiques distincts. Les
polynoˆmes caracte´ristiques des strates attache´es a` β+1 et β
−
1 = −β
+
1 sont premiers entre
eux, et de meˆme pour celles attache´es a` β+2 et β
−
2 , conjugue´ de −β
+
2 , donc un de´faut
de semi-simplicite´ de la strate [ΛW+ ⊕ΛW−, n, r, βW+ + βW−] ne pourrait provenir que
d’une somme “mixte” β+1 + β
−
2 (ou β
−
1 + β
+
2 ce qui revient au meˆme). Soient −n1 et
−n2 les valuations de β
+
1 et β
+
2 par rapport aux suites de re´seaux Λ ∩W
+
1 et Λ ∩W
+
2
respectivement. Ces suites ont meˆme pe´riode sur F donc tr(β+2 ) = −β
+
1 entraˆıne
−n1 ≥ −n2. Par semi-simplicite´ de la strate initiale on a r < n1. Si donc la strate
attache´e a` β+1 +β
−
2 e´tait e´quivalente a` une strate simple il s’agirait d’une strate scalaire
attache´e a` un e´le´ment λ congru a` β+1 d’une part, a`
1
2
tr(β−2 ) =
1
2
β+1 d’autre part : c’est
impossible.
– Si P+ a trois diviseurs, ils correspondent a` trois valeurs propres scalaires β+i , i = 1, 2, 3,
de somme nulle et sous-espaces propres W+i . Si l’une est nulle, les deux autres sont
oppose´es de sorte que les trois valeurs propres dans W−, oppose´es des pre´ce´dentes,
sont globalement les meˆmes : la strate somme sera semi-simple avec de´composition en
trois sous-espaces propres, chacun de dimension 2.
Si aucune n’est nulle, soit −ni la valuation de β
+
i par rapport a` la suite de re´seaux
Λ ∩W+i ; notons que ces suites ont meˆme pe´riode sur F . A renume´rotation pre`s on
peut supposer −n1 = −n2 ≤ −n3, de sorte que la strate initiale est semi-simple pour
0 ≤ r < n3. Un de´faut de semi-simplicite´ de la strate [ΛW+⊕ΛW− , n, r, βW++βW−] ne
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peut provenir que d’une somme β+i +(−β
+
j ) avec i 6= j donnant une strate e´quivalente
a` une strate simple. C’est alors force´ment une strate scalaire attache´e a` un e´le´ment
λ congru a` β+i et a` −β
+
j . Les valuations de ces deux e´le´ments sont alors e´gales et la
somme β+i + β
+
j est congrue a` 0, il ne peut donc s’agir que de {i, j} = {1, 2} et on a
n3 < n1. Ecrivons β
+
2 = −β
+
1 − β
+
3 : la congruence a` λ ne peut avoir lieu que pour
r ≥ n3, c’est donc impossible.
Reste a` voir que toute strate semi-simple non nulle de g2(F ) s’obtient ainsi. Pour une strate
[Λ, n, r, β] telle que le noyau de β est de dimension 2, c’est de´ja` clair. Examinons les cas ou` le
noyau V 0 de β est de dimension 4, c’est-a`-dire les cas (iii) et (iv). Notons W l’orthogonal de
V 0 et rappelons que β2W ope`re par un scalaire u. Notons enfin α la norme d’alge`bre autoduale
correspondant a` la suite de re´seaux Λ, α0 et αW ses restrictions a` V
0 et W respectivement.
• Si V 0 est isotrope et si u est le carre´ de λ ∈ F×, les sous-espaces propres Wλ et W−λ
de βW forment une polarisation comple`te de W qui scinde Λ∩W . Soit Wλ = Fh⊕Fk
un scindage de Λ ∩ Wλ et soit (h
′, k′) la base duale de W−λ. D’apre`s le lemme 1.5
on a β(h − h′) = c(h − h′) avec c = λc(Fh, Fh′) et d’apre`s la de´monstration de la
proposition 1.16 (ii), la norme α est scinde´e par V = F [c] ⊥ F [c]⊥, c.q.f.d.
• Si V 0 est isotrope et si u n’est pas un carre´ de F , soit (h, h′) une base de Witt de
W sur F [βW ] scindant αW . Elle de´termine d = c(Fh, Fh
′) ∈ V 0 (lemme 1.5) et la
de´monstration de 1.16 (ii) montre que α est scinde´e par V = F [d] ⊥ F [d]⊥. D’autre
part β, qui commute a` la multiplication a` gauche par V 0, est F [d]-line´aire, il conserve
e+(Fh, Fh′)F [d]⊥ et e−(Fh, Fh′)F [d]⊥. La strate est donc aussi une strate de type
F [d].
• Si V 0 est anisotrope, soit D une sous-extension quadratique de F dans V 0 non iso-
morphe a` F [βW ] et soit a ∈ W de norme 1. L’application x 7→ xa est une isome´trie
de V 0 sur W telle que α0(x) = αW (xa), ces normes sont donc scinde´es respectivement
par V 0 = D ⊥ D⊥ ∩ V 0 et W = Da ⊥ (D⊥ ∩ V 0)a (proposition 1.16 (i)). La strate
[ΛW , n, r, βW ] est aussi bien une strate simple dans su(W,D/F ). On prolonge βW par
0 sur D⊥ ∩ V 0 d’ou` une strate semi-simple de su(W ⊥ D⊥ ∩ V 0, D/F ) dont l’image
par le proce´de´ (ii) de la proposition est exactement notre strate de de´part.

Le proce´de´ ci-dessus est compatible a` l’e´quivalence des strates, donc a` l’approximation, dont
il nous faut dire un mot. Dans le premier cas, on sait par [18, Proposition 3.4] qu’il existe une
strate semi-simple [ΛW+, n, r+1, γW+] dans gl(W
+) e´quivalente a` la strate [ΛW+, n, r+1, βW+]
et telle que la de´composition de W+ associe´e a` γW+ s’obtienne a` partir de celle associe´e a`
βW+ par regroupement e´ventuel de blocs. Puisque βW+ − γW+ est un e´le´ment de A−(r+1)(Λ)
et que βW+ est de trace nulle, l’e´le´ment tr(γW+)I appartient aussi a` A−(r+1)(Λ) (cf. [6,
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Proposition 2.9]) donc on peut remplacer γW+ par γW+−
1
3
tr(γW+) qui appartient a` sl(3, F ),
d’ou` l’existence d’une strate e´quivalente dans sl(W+).
Dans le second cas on trouve de meˆme un γW dans u(W ) via [18, §3.6] puis on le remplace
par γW −
1
3
tr(γW ) qui appartient a` su(W ), d’ou` l’existence d’une strate e´quivalente dans
su(W ).
Ces remarques, en comple´ment du the´ore`me, assurent que :
Corollaire 1.24. Le processus d’approximation des strates peut rester interne aux strates
semi-simples de g2(F ) : soit D une sous-alge`bre de composition de dimension 2 de V et soit
[Λ, n, r, β], 0 ≤ r < n, une strate semi-simple de g2(F ) de type D. La strate [Λ, n, r + 1, β]
est e´quivalente a` une strate semi-simple [Λ, n, r + 1, γ] de g2(F ) de type D.
Remarque 1.25. Lorsque V 0 est de dimension 4 et de´ploye´e nous venons de montrer que
la strate [Λ, n, r, β] est toujours de type D pour une sous-alge`bre de composition D hyper-
bolique de dimension 2 convenable. Elle pourrait aussi eˆtre de type D′ pour une extension
quadratique D′ convenable. De toutes fac¸ons, pour une strate telle que V 0 soit de dimen-
sion 4, le proce´de´ ci-dessus n’est pas canonique et ne nous dispensera pas d’un traitement
particulier, notamment pour l’e´tude du centralisateur de β. La diffe´rence de nature entre
les quatre types de strates ci-dessus apparaˆıt d’ailleurs clairement dans la de´monstration du
the´ore`me 2.18.
2 Trialite´ et caracte`res semi-simples de SOF (V )
Soit [Λ, n, 0, β] une strate semi-simple de g2(F ) au sens du paragraphe 1.2. Nous voulons
lui associer une famille de caracte`res semi-simples dans le groupe G2(F ), obtenus a` l’aide de
l’action de la trialite´ sur une famille de caracte`res semi-simples dans le groupe SOF (V ). Ceci
ne´cessite une e´tude pre´cise de la trialite´ afin d’en spe´cifier l’action sur les objets relatifs a` la
strate dans le groupe SOF (V ) : les sous-groupes ouverts compacts P
i(Λ), H i(β,Λ), J i(β,Λ)
(i ≥ 1) et les caracte`res semi-simples de H1(β,Λ).
2.1 La trialite´ et le groupe SpinF (V )
La re´fe´rence pour ce paragraphe est [15, §3]. Rappelons pour me´moire que la norme
spinorielle est l’homomorphisme de SOF (V ) dans F
×/(F×)2 qui a` une re´flexion orthogonale
de´finie par un e´le´ment non isotrope a de V associe la classe de Q(a). On notera O′F (V ) := G
′
son noyau, le groupe orthogonal re´duit. Commenc¸ons par la de´finition de la trialite´ :
De´finition 2.1. Soit t1 un e´le´ment de SOF (V ). Il existe t2 et t3 dans SOF (V ) ve´rifiant
t1(xy) = t2(x)t3(y) pour tous x, y ∈ V (2.2)
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si et seulement si la norme spinorielle de t1 est triviale ; dans ce cas t2 et t3 appartiennent
eux aussi a` O′F (V ). On appelle triplet relie´ tout triplet (t1, t2, t3) d’e´le´ments de SOF (V )
ve´rifiant (2.2). Ce sont alors des e´le´ments de O′F (V ).
Soit SpinF (V ) le groupe des points sur F du groupe alge´brique Spin(V ), de´fini sur F (le
reveˆtement simplement connexe de SO(V )). Dans le cas de l’alge`bre d’octonions la trialite´
fournit le mode`le de SpinF (V ), en termes de triplets relie´s, que nous utiliserons :
SpinF (V ) = {(t1, t2, t3) ∈ SOF (V )
3/ ∀x, y ∈ V t1(xy) = t2(x)t3(y)}
et l’application π de premie`re projection fournit la suite exacte fondamentale [15, §3.6 et 3.7]
1 −→ {±1} −→ SpinF (V )
π
−→ O′F (V ) −→ 1 (2.3)
Pour tout t appartenant a` SOF (V ) on de´finit tˆ ∈ SOF (V ) par tˆ(x) = t(x¯) (x ∈ V ). Alors
t 7→ tˆ est un automorphisme involutif de SOF (V ) et si (t1, t2, t3) est un triplet relie´, les
triplets
(t2, t1, tˆ3), (t3, tˆ2, t1), (tˆ1, tˆ3, tˆ2), (tˆ2, t3, tˆ1), (tˆ3, tˆ1, t2) (2.4)
sont eux aussi des triplets relie´s. On de´finit le groupe Γ des automorphismes de trialite´
comme le groupe d’automorphismes de SpinF (V ) engendre´ par (t1, t2, t3) 7→ (tˆ2, t3, tˆ1),
d’ordre 3, et (t1, t2, t3) 7→ (t2, t1, tˆ3), d’ordre 2. Il est isomorphe a` S3 et son groupe de
points fixes est isomorphe a` G2(F ) via la projection π :
1 −→ SpinF (V )
Γ π−→ G2(F ) −→ 1
Puisque p est impair, les groupes SOF (V ) et O
′
F (V ) ont les meˆmes pro-p-sous-groupes et
d’apre`s [20, The´ore`me 9.7.3], l’extension (2.3) est scinde´e au-dessus de tout pro-p-sous-
groupe H , et ceci de fac¸on unique : l’image de l’unique section homomorphe sH de H dans
π−1(H) est le pro-p-Sylow de π−1(H), qui est distingue´ et d’indice 2 dans π−1(H). Ainsi, si
π−1(H) est stable par les automorphismes de trialite´, il en est de meˆme de sH(H) et on peut
conside´rer Γ comme un groupe d’automorphismes de H , engendre´ par t1 7→ t2 et t1 7→ tˆ2
par exemple, ou` (t1, t2, t3) est un triplet relie´ d’e´le´ments de H . C’est sous cette forme que la
trialite´ apparaˆıt le plus souvent dans la suite.
Par de´rivation on obtient un groupe Γ d’automorphismes de l’alge`bre de Lie de SpinF (V ),
isomorphe a` soF (V ), qui peut de meˆme eˆtre de´fini a` partir de la notion de triplets relie´s.
Pour tout e´le´ment t1 de soF (V ), il existe t2, t3 ∈ soF (V ), uniques, tels que :
t1(xy) = t2(x)y + xt3(y) pour tous x, y ∈ V. (2.5)
Le triplet (t1, t2, t3) d’e´le´ments de soF (V ) est alors dit relie´, et les triplets de la liste 2.4 le
sont aussi. Les automorphismes de trialite´ sont les automorphismes de la forme t1 7→ ti ou
tˆi, i = 1, 2, 3, ou` (t1, t2, t3) est un triplet relie´. Leur action a pour points fixes les de´rivations
de V , c’est-a`-dire l’alge`bre de Lie de G2(F ) : g2(F ) = soF (V )
Γ.
Dans la suite, l’expression “fixe par trialite´” signifie “fixe par Γ ou Γ”.
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2.2 Trialite´ et base de Witt
Nous partons du mode`le de l’alge`bre d’octonions reproduit dans [8, §5]. Il comporte un
espace vectoriel W+ de dimension 3 sur F , muni d’une base {e1, e2, e3} et son dual W
−
muni de la base {e−1, e−2, e−3} de´termine´e par e−i(ej) = −δij . On identifie ∧
3W+ a` F en
convenant de e1 ∧ e2 ∧ e3 = 1, d’ou` des identifications ∧
2W+ ≃ W− et (∧2W+)∗ ≃ W+.
L’isomorphisme de ∧2W− sur (∧2W+)∗ donne´ par
(φ1 ∧ φ2, w1 ∧ w2) 7→ φ1(w1)φ2(w2)− φ1(w2)φ2(w1)
fournit enfin un isomorphisme de ∧2W− sur W+. Avec ces conventions, l’alge`bre V peut
eˆtre de´crite comme l’espace des matrices(
a w
φ b
)
a, b ∈ F, w ∈ W+, φ ∈ W−,
muni du produit(
a w
φ b
)(
a′ w′
φ′ b′
)
=
(
aa′ + φ′(w) aw′ + b′w − φ ∧ φ′
a′φ+ bφ′ + w ∧ w′ bb′ + φ(w′)
)
.
Ce mode`le est particulie`rement adapte´ a` l’e´tude de la trialite´ sur les automorphismes stabi-
lisant W+ et W−. Il est facile de ve´rifier que pour une isome´trie t1 de la forme :
ι (u, g) (
(
a w
φ b
)
) =
(
u−1a gw
φg−1 ub
)
u ∈ F×, g ∈ GLF (W
+),
l’e´quation (2.2) a une solution si et seulement si u det g est un carre´, la solution e´tant donne´e,
pour un choix de λ ∈ F× tel que λ2 = u det g, par :
t2 = ι (λ
−1u, λ−1g), t3 = ι (λ, uλ
−1g). (2.6)
Bien entendu on retrouve le fait que les rotations stabilisant W+ et W− et fixe´es par trialite´
forment un groupe canoniquement isomorphe a` SLF (W
+) (§1.3).
Il s’agit maintenant de choisir une base de V permettant de calculer la trialite´ sur les sous-
groupes radiciels standard. En posant e−4 = ( 1 00 0 ) et e4 = (
0 0
0 1 ), on obtient une base de Witt
{ei} de V . Pour λ ∈ F et i, j ∈ {±1,±2,±3,±4} avec i 6= ±j, on pose
ui,j(λ)(ei) = ei + λe−j, ui,j(λ)(ej) = ej − λe−i, ui,j(λ)(ek) = ek pour k 6= i, j.
Lemme 2.7. Si i et j sont de signe oppose´ et distincts de ±4, ui,j(λ) est fixe´ par trialite´.
Sinon, notant (i, i+, i++) l’un des triplets (1, 2, 3), (2, 3, 1), (3, 1, 2), les triplets suivants sont
relie´s :
(u−i,−i++(λ), u4,i+(λ), ui+,−4(λ)) et (ui,i++(λ), u−4,−i+(λ), u−i+,4(λ)) .
Il en est de meˆme dans l’alge`bre de Lie soF (V ) en remplac¸ant ui,j(λ) par Ui,j(λ) = ui,j(λ)−I.
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De´monstration. Si i et j sont distincts de ±4, ui,j(λ) appartient a` SLF (W
+). La suite est
sans doute bien connue ([8, §6] par exemple), cependant nous pre´fe´rons inclure une version
pre´cise. Il suffit de ve´rifier que pour tous k, l on a t1(ekel) = t2(ek)t3(el). On s’appuie sur
la table de multiplication de l’alge`bre qui est donne´e comme suit, avec (i, i+, i++) comme
ci-dessus et j un entier dans {1, 2, 3} :
eiei = e−ie−i = 0 eiei+ = −ei+ei = e−i++ e−ie−i+ = −e−i+e−i = ei++
e−jei = −δije4 eje−i = −δije−4 e−4e−4 = e−4 e4e4 = e4 e−4e4 = e4e−4 = 0
e−4ei = eie4 = ei e−4e−i = e−ie4 = 0 e−ie−4 = e4e−i = e−i eie−4 = e4ei = 0
En particulier, un produit e−i+ej , avec j 6= i
+ et j 6= −4, est non nul si et seulement si
j = −i ou j = −i++, point essentiel du calcul. 
Pour λ ∈ F× et i ∈ {1, 2, 3, 4}, soit di(λ) l’e´le´ment de SOF (V ) envoyant ei sur λei, e−i sur
λ−1e−i et fixant les autres vecteurs de base. La trialite´ sur ces e´le´ments est un cas particulier
de (2.6). On de´finit de meˆme Di(t) ∈ soF (V ) par Di(t)(ei) = tei, Di(t)(e−i) = −te−i et
Di(t)(ej) = 0 pour j 6= ±i (t ∈ F ). On inclut par commodite´ le calcul suivant :
Lemme 2.8. Les triplets d’e´le´ments de soF (V ) suivants sont relie´s (i = 1, 2, 3) :
( Di(t), Di(t/2) +
∑
j∈{1,2,3,4}
j 6=i
Dj(−t/2), D4(t/2) + Di(t/2) +
∑
j∈{1,2,3,4}
j 6=i,4
Dj(−t/2) ),
( D4(t), D4(t/2) +
∑
j∈{1,2,3}
Dj(−t/2),
∑
j∈{1,2,3,4}
Dj(t/2) ).
2.3 Trialite´ et transformation de Cayley
Soit [Λ, n, 0, β] une strate semi-simple de g2. L’alge`bre EndF (V ) admet une filtration par
les re´seaux A˜i(Λ) = {g ∈ EndF (V )/∀k ∈ Z gΛ(k) ⊆ Λ(k + i)} (i ∈ Z), et le sous-groupe
ouvert compact P˜ (Λ) = {g ∈ GLF (V )/∀k ∈ Z gΛ(k) = Λ(k)} admet une filtration par les
pro-p-sous-groupes
P˜ i(Λ) = {g ∈ GLF (V )/∀k ∈ Z (g − 1)Λ(k) ⊆ Λ(k + i)} (i ≥ 1).
De meˆme l’alge`bre soF (V ) admet une filtration par les re´seaux Ai(Λ) = A˜i(Λ)∩ soF (V ) et le
sous-groupe ouvert compact P (Λ) = P˜ (Λ) ∩OF (V ) admet une filtration par les pro-p-sous-
groupes P i(Λ) = P˜ i(Λ) ∩OF (V ), contenus dans O
′
F (V ).
D’apre`s [8, §11 et Corollaire 11.14], le groupe Γ agit par trialite´ sur l’immeuble de SpinF (V )
de fac¸on compatible a` son action sur SpinF (V ) et l’immeuble de G2(F ) s’identifie a` l’ensemble
des points de l’immeuble de SpinF (V ) qui sont fixe´s par Γ. Le sous-groupe π
−1(P ′(Λ)) de
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SpinF (V ), fixateur du point attache´ a` Λ dans l’immeuble de SpinF (V ), est donc, comme ce
point, stable par trialite´. Notons s l’unique section homomorphe de P 1(Λ) dans SpinF (V ).
Alors s(P 1(Λ)), plus grand pro-p-sous-groupe distingue´ de π−1(P ′(Λ)), est stable par trialite´
et l’unicite´ de s permet de de´finir de manie`re unique l’action de la trialite´ sur P 1(Λ) (§2.1).
Le but de ce paragraphe est de montrer que les sous-groupes P i(Λ) (i ≥ 1) sont eux aussi
stables par trialite´ et que les groupes de points fixes obtenus ont les proprie´te´s espe´re´es
(Proposition 2.10).
La suite de re´seaux Λ est scinde´e par une base de Witt comme ci-dessus [8, Proposition 8.1].
Elle est associe´e a` une norme d’alge`bre autoduale α sur V et a` sa fonction de re´seau λα, et il
existe un entier m tel que l’on ait pour tout i ∈ Z : Λ(i) = λα(
i
m
) (§1.6). Notons ⌈x⌉ le plus
petit entier supe´rieur ou e´gal au nombre re´el x. D’apre`s [10, Lemma 3.2] les re´seaux Ak(Λ)
sont alors donne´s par
Ak(Λ) =
4⊕
i=1
Di
(
p
⌈ k
m
⌉
F
)
⊕
⊕
i,j∈{±1,±2,±3,±4}
i 6=±j
Ui,j
(
p
⌈ k
m
+α(ei)+α(ej )⌉
F
)
Leur partie diagonale est stable par trialite´ par le lemme 2.8, puisque les Di portent tous la
meˆme valuation. Certaines parties Ui,j sont fixe´es individuellement par la trialite´ ; les autres
doivent eˆtre regroupe´es trois par trois comme dans le lemme 2.7 et la stabilite´ par trialite´
e´quivaut a` montrer, dans les notations de ce lemme, que
α(e−i) + α(e−i++) = α(e4) + α(ei+) = α(ei+) + α(e−4)
et α(ei) + α(ei++) =α(e−4) + α(e−i+) = α(e−i+) + α(e4).
Or ceci de´coule du lemme 1.12 et de la proposition 1.14 qui nous assurent que α(e4) =
α(e−4) = 0, α(e1) + α(e2) + α(e3) = 0 et α(ei) + α(e−i) = 0.
Pour k ≥ 1 la transformation de Cayley X 7→ C(X) = (1+ X
2
)(1− X
2
)−1 est une bijection de
Ak(Λ) sur P
k(Λ) [11, 2.13]. D’autre part P k(Λ) a une de´composition d’Iwahori par rapport
au tore diagonal et au sous-groupe de Borel standard dans la base de Witt donne´e, il est
donc engendre´ par ses intersections avec les sous-groupes di(F
×) et ui,j(F ). Enfin, on a
C(Di(λ)) = di(C(λ)) (λ ∈ pF ) et C(Ui,j(λ)) = ui,j(λ) (λ ∈ F ). (2.9)
Le groupe P k(Λ) est donc stable par trialite´, puisqu’il posse`de une famille de ge´ne´rateurs
stable par trialite´ : les di
(
1 + p
⌈ k
m
⌉
F
)
et les Ui,j
(
p
⌈ k
m
+α(ei)+α(ej)⌉
F
)
. Nous venons de montrer
la premie`re assertion de la proposition suivante, qui est au groupe G2(F ) ce que les lemmes
3.1 et 3.2 de [16] sont aux groupes classiques :
Proposition 2.10. Soient r et s des entiers tels que 1 ≤ r ≤ s ≤ 2r.
(i) Ar(Λ) et P
r(Λ) sont stables par trialite´.
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(ii) L’isomorphisme de groupes abe´liens : Ar(Λ)/As(Λ)
≃
−→ P r(Λ)/P s(Λ) induit par la
bijection de Cayley commute a` la trialite´. Il induit un isomorphisme de groupes abe´liens
Ar(Λ)
Γ/As(Λ)
Γ ≃−→ P r(Λ)Γ/P s(Λ)Γ.
(iii) Soit ψ un caracte`re additif de F de conducteur pF . L’isomorphisme P (Λ)-e´quivariant
de groupes abe´liens
A1−s(Λ)/A1−r(Λ)
≃
−→ (P r(Λ)/P s(Λ))∧
b+ A1−r(Λ) 7−→ ψb (ψb(x) = ψ ◦ tr(b(x− 1)))
commute a` la trialite´ : ψdν(b)(x) = ψb(ν
−1(x)) pour tout ν ∈ Γ de diffe´rentielle dν ∈ Γ.
De´monstration. (ii) Le transforme´ de Cayley de x ∈ Ar(Λ) est congru a` 1+x modulo P
s(Λ),
l’isomorphisme conside´re´ est bien celui de [11, 2.13] et [16, Lemma 3.1] ; en particulier la
bijection de Cayley devient un morphisme par passage au quotient. Soit ν une application
de trialite´ sur P 1(Λ) et dν sa diffe´rentielle. Pour e´tablir que C(dν(x)) est congru a` ν(C(x))
modulo P s(Λ) pour tout x ∈ Ar(Λ), il suffit de le montrer sur des ge´ne´rateurs, ce qui est
imme´diat par (2.9) et les lemmes 2.7 et 2.8.
On obtient alors un isomorphisme entre les groupes de points fixes des quotients sous Γ et
Γ respectivement. Il reste a` voir que Ar(Λ)
Γ/As(Λ)
Γ ≃ [Ar(Λ)/As(Λ)]
Γ (et de meˆme du
coˆte´ droit), c’est-a`-dire que les points fixes du quotient peuvent se relever dans Ar(Λ)
Γ. Il
suffit encore une fois d’e´crire le groupe commutatif Ar(Λ)/As(Λ) comme somme directe de
sous-groupes fixes ou stables par trialite´ (la partie diagonale, les parties en Ui,j fixes, et les
sommes de trois parties en Ui,j lie´es par trialite´).
(iii) L’isomorphisme en question est celui de [16, Lemma 3.2 (ii)] et le groupe (P r(Λ)/P s(Λ))∧
est le dual de Pontrjagin de (P r(Λ)/P s(Λ)) ; l’action naturelle de Γ sur un e´le´ment ψ de ce
dual est bien donne´e par ν.ψ = ψ ◦ ν−1.
Rappelons que pour tous X, Y ∈ soF (V ) et pour tout dν ∈ Γ on a trXY = tr dν(X)dν(Y ),
ou` la trace est prise dans EndF (V ). (Ces deux formes biline´aires non de´ge´ne´re´es sur soF (V )
de´terminent chacune un isomorphisme de soF (V )-modules entre la repre´sentation adjointe
et la repre´sentation coadjointe de soF (V ), alge`bre de Lie simple : elles sont donc propor-
tionnelles, or elles co¨ıncident sur g2(F ).) On calcule alors, pour x ∈ P
r(Λ) :
ψdν(b)(x) = ψ ◦ tr (dν(b)(x− 1)) = ψ ◦ tr
(
b dν−1(x− 1)
)
= ψ ◦ tr
(
bdν−1(C−1(x))
)
= ψ ◦ tr
(
bC−1(ν−1(x))
)
= ψ ◦ tr
(
b(ν−1(x)− 1)
)
= ψb(ν
−1(x)).

Caracte`res semi-simples de G2(F ) 31
Remarque 2.11. Conside´rons un e´le´ment X de slF (W
+) ⊂ g2(F ) tel que X(ei) = uiei
pour i = 1, 2, 3 avec ui ∈ F , vF (ui) ≥ 1, et u1 + u2 + u3 = 0. Sa transforme´e de Cayley
C(X) appartient a` GLF (W
+) canoniquement identifie´ a` un sous-groupe de SOF (V ). Ainsi
C(X) appartient a` G2(F ) si et seulement si sa restriction a` W
+ est de de´terminant 1. Or
il est facile de voir que u1 + u2 + u3 = 0 n’entraˆıne pas C(u1)C(u2)C(u3) = 1 (prendre par
exemple u1 = u2 = u, u3 = −2u).
La transforme´e de Cayley n’applique donc pas l’alge`bre de Lie g2(F ) dans le groupe G2(F ).
C’est la raison pour laquelle nous ne pouvons pas invoquer le travail ante´rieur de Moy
(Minimal K-types for G2 over a p-adic field, Trans. A.M.S. 305(2) (1988), 517–529), base´
sur l’assertion contraire. La proposition 2.10 requiert une de´monstration.
2.4 Caracte`res semi-simples autoduaux
Poursuivons avec notre strate semi-simple [Λ, n, 0, β], ou plutoˆt, provisoirement, avec une
strate semi-simple [Λ, n, r, β] de soF (V ). Ce paragraphe est de fait valide dans le cadre
ge´ne´ral d’un groupe classique, c’est-a`-dire celui de [19] : c’est une conse´quence imme´diate
des constructions faites dans loc.cit. pour une strate semi-simple gauche et adapte´es dans [7,
§8.2] au cas d’une strate semi-simple autoduale. Dans un souci de simplicite´, on se contente
de l’e´noncer dans le contexte et les notations de´ja` de´finis.
Rappelons la de´composition de V associe´e a` β (1.1) :
V =
[
⊥si=0 V
i
]
⊥
[
⊥kj=1 (V
s+2j−1 ⊕ V s+2j)
]
ou` chaque V i pour i ≤ s, ou V s+2j−1 ⊕ V s+2j pour 1 ≤ j ≤ k, est non de´ge´ne´re´ et
orthogonal a` tous les autres, et V s+2j−1, V s+2j sont totalement isotropes en dualite´. Pour
tout g ∈ GLF (V
s+2j−1) on notera ιj(g) l’unique e´le´ment de SOF (V ) prolongeant g et agissant
trivialement sur V a pour tout a distinct de s + 2j − 1 et s + 2j. Ceci de´finit une injection
canonique
ιj : GLF (V
s+2j−1) →֒ SOF (V ).
Les sous-groupes ouverts compacts H˜ i(β,Λ), J˜ i(β,Λ) (i ≥ 1) et J˜(β,Λ) de GLF (V ) attache´s
a` la strate sont de´finis dans [18, §3.2] (apre`s la de´finition moins ge´ne´rale de [6, §3.6]). Ces
sous-groupes sont invariants par l’automorphisme τ de points fixes OF (V ) [18, §3.6] [7, §8.2].
Notons H i(β,Λ) = H˜ i(β,Λ)
τ
, J i(β,Λ) = J˜ i(β,Λ)
τ
(i ≥ 1) : ce sont des sous-groupes ouverts
compacts de O′F (V ).
Lemme 2.12. [18, Corollary 3.12] Soit [Λ, n, r, β] une strate semi-simple autoduale. Il
existe une strate semi-simple autoduale [Λ, n, r+1, γ] e´quivalente a` [Λ, n, r+1, β] et respectant
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la de´composition initiale (1.1) de V . On a alors :
H i(β,Λ) = H i(γ,Λ) pour i >
r + 1
2
, J i(β,Λ) = J i(γ,Λ) pour i ≥
[
r + 1
2
]
,
H i(β,Λ) = (P i(Λ) ∩Gβ) H
[ r+1
2
]+1(γ,Λ) pour 1 ≤ i ≤
r + 1
2
,
J i(β,Λ) = (P i(Λ) ∩Gβ) J
[ r+1
2
](γ,Λ) pour 1 ≤ i ≤
[
r + 1
2
]
.
De´monstration. L’e´nonce´ analogue pour les groupes H˜ i(β,Λ) et J˜ i(β,Λ) est pre´cise´ment
[18, Corollary 3.12] dont les deux premie`res e´galite´s de´coulent. Pour les suivantes il ne
s’agit que de ve´rifier que l’on peut prendre les points fixes de l’involution τ terme a` terme
dans le produit. Le raisonnement est devenu classique : posons H = P˜ i(Λ) ∩ G˜β et U =
H˜ [
r+1
2
]+1(γ,Λ). Alors H normalise U = H˜ [
r+1
2
]+1(β,Λ) donc pour tout h ∈ H on a UhU∩H =
(U ∩H)h. Il reste a` appliquer [16, Theorem 2.3] : (UH)τ = U τHτ . 
Pour 0 ≤ m < r, notons C˜(Λ, m, β) l’ensemble des caracte`res semi-simples de H˜m+1(β,Λ) [18,
Definition 3.13]. Il est stable par l’involution τ [7, §8.2], ce qui permet de de´finir l’ensemble
C(Λ, m, β) des caracte`res semi-simples autoduaux de Hm+1(β,Λ) exactement comme dans
le cas semi-simple gauche [18, §3.6] : c’est l’image par la correspondance de Glauberman de
l’ensemble C˜(Λ, m, β)τ des caracte`res semi-simples τ -invariants de H˜m+1(β,Λ). L’usage de la
correspondance de Glauberman permet d’affirmer que la restriction a` Hm+1(β,Λ) de´termine
une bijection :
C˜(Λ, m, β)τ
≃
−→ C(Λ, m, β).
Puisque l’action de τ conserve C˜(Λ, m, β), l’ensemble C(Λ, m, β) est aussi l’ensemble des res-
trictions des caracte`res semi-simples de H˜m+1(β,Λ), sans condition d’invariance. En effet, si
θ˜ appartient a` C˜(Λ, m, β), il en est de meˆme de θ˜τ ; le produit θ˜θ˜τ appartient a` C˜(Λ, m, 2β)
et posse`de une unique “racine carre´e”, e´le´ment de C˜(Λ, m, β) et ayant meˆme restriction a`
Hm+1(β,Λ) que θ˜. On a de´taille´ ce raisonnement parce qu’il n’est pas valide pour G2(F ),
on le verra plus loin. En attendant, le lemme ci-dessous, conse´quence imme´diate de [18,
Definition 3.13], explicite dans le point (i)(b) la diffe´rence entre caracte`res semi-simples
gauches et autoduaux :
Lemme 2.13. Soit [Λ, n, r, β] une strate semi-simple autoduale dans soF (V ). Il existe une
strate semi-simple autoduale [Λ, n, r + 1, γ] e´quivalente a` [Λ, n, r + 1, β] et respectant la
de´composition initiale (1.1) de V . Soit m tel que 0 ≤ m < r. Un caracte`re semi-simple
autodual θ de Hm+1(β,Λ) ve´rifie :
(i) (a) Pour i ≤ s la restriction de θ a`
Hm+1(β,Λ) ∩ SOF (V
i) = Hm+1(βi,Λ
i)
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appartient a` C(Λi, m, βi);
(b) pour 1 ≤ j ≤ k la restriction de θ a`
Hm+1(β,Λ) ∩ ιj
(
GLF (V
s+2j−1)
)
= ιj
(
H˜m+1(βs+2j−1,Λs+2j−1)
)
appartient a` ιj
(
C˜(Λs+2j−1, m, 2βs+2j−1)
)
.
(ii) Si m′ = max {m, [(r + 1)/2]} la restriction de θ a` Hm
′+1(β,Λ) est de la forme θ0ψβ−γ
pour un θ0 ∈ C(Λ, m
′, γ).
2.5 Trialite´ et sous-alge`bres de composition
Le mode`le de l’alge`bre d’octonions utilise´ au paragraphe 2.2 permet de de´crire la trialite´ sur
le stabilisateur dans G′ de la de´composition V = V 0 ⊥ (W+⊕W−), pour toute sous-alge`bre
de composition hyperbolique de dimension 2 de V (2.6). Nous voulons de la meˆme fac¸on
obtenir une description de la trialite´ adapte´e a` chaque type de sous-alge`bre de composition
de V .
Commenc¸ons par une sous-alge`bre de composition V 0 de dimension 4 et orthogonal W .
Choisissons un e´le´ment a de norme non nulle de W de sorte que W = V 0a. Soient t1, t2, t3
des e´le´ments de SOF (V ) stabilisant V
0 ; on les e´crit sous la forme (§1.3) :
ti(x+ ya) = αiuixu
−1
i + (δiviyv
−1
i ) a (x, y ∈ V
0)
avec i ∈ {1, 2, 3}, αi, δi ∈ (V
0)1, ui, vi ∈ (V
0)×. En utilisant la formule de doublement (1.2)
pour de´velopper l’e´quation de trialite´ (2.2) on constate que, a` t1 fixe´, (2.2) a une solution
en t2, t3 si et seulement si Q(u1/v1) est un carre´. Les deux solutions de (2.2) correspondent
alors au choix d’une racine carre´e ξ de Q(u1/v1) :{
t2(x+ ya) = ξ
−1α1u1xv
−1
1 + (ξδ1v1yu
−1
1 ) a,
t3(x+ ya) = ξv1xu
−1
1 + (ξδ1v1yu
−1
1 α
−1
1 ) a,
ξ2 = Q(u1/v1). (2.14)
Passons au cas d’une sous-alge`bre de composition V 0 de dimension 2 et anisotrope. Son
supple´mentaire W est un espace vectoriel de dimension 3 sur V 0 ope´rant par multiplication
a` gauche, et la multiplication a` gauche par les e´le´ments de V 0 est V 0-line´aire sur W (§1.3) :
c’est cette structure d’espace vectoriel sur V 0 qui est utilise´e dans la suite sauf mention
expresse du contraire. Il faut commencer par e´tablir une formule de produit adapte´e a` la
de´composition V = V 0 ⊥W .
Soit c un e´le´ment non nul et de trace nulle de V 0, de sorte que V 0 = F [c]. Soit Φg l’unique
forme V 0-hermitienne a` gauche (i.e. pour la structure d’espace vectoriel obtenue par produit
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a` gauche) sur V telle que f = trV 0/F ◦ Φg, et soit Φd son analogue a` droite (i.e. pour la
structure d’espace vectoriel obtenue par produit a` droite sur V ). Elles sont donne´es par :
Φg(x, y) =
1
2
(
f(x, y) + c−1f(cx, y)
)
, Φd(x, y) =
1
2
(
f(x, y) + c−1f(xc, y)
)
(x, y ∈ V ).
Les deux formes co¨ıncident sur V 0 ; pour x, y ∈ W on a xc = −cx et Φd(x, y) = Φg(x, y).
De f(xy, z) = f(y, x¯z) = f(x, zy¯) (x, y, x ∈ V ) on de´duit aise´ment :
Φg(ww
′, z) = −Φd(w
′, wz) = −Φd(w
′z¯, w) pour tous w,w′ ∈ W, z ∈ V.
Soient donc w,w′ deux e´le´ments de W , cherchons la de´composition du produit ww′ sur
V 0 ⊥W . La composante sur V 0 est bien entendu
Φg(ww
′, 1 ) = −Φd(w
′, w) = −Φg(w′, w) = −Φg(w,w
′).
La composante sur W est p(ww′) ou` p est la projection orthogonale de V sur W . Nous
pre´fe´rons en donner une expression plus semblable a` celle du paragraphe 2.2 en termes de
produit exte´rieur. Sur le mode`le de [8, §5] cite´ plus haut, on identifie ∧3W a` V 0 en fixant
une base orthogonale {a, b, ab} de W sur V 0 (cf. proposition 1.15) et en normalisant par
a ∧ b ∧ ab = Q(ab). Cela fournit un isomorphisme de ∧2W sur W ∗ (dual de W sur V 0)
identifiant, pour w,w′ ∈ W , l’e´le´ment w ∧ w′ a` la forme line´aire z 7→ w ∧ w′ ∧ z (z ∈ W ).
Enfin, cette forme line´aire s’e´crit de fac¸on unique sous la forme z 7→ Φg(z, w∧¯w
′) et l’e´le´ment
w∧¯w′ ainsi de´fini ve´rifie
(λw)∧¯(λ′w′) = λλ′ (w∧¯w′) i.e. (wλ)∧¯(w′λ′) = λλ′ (w∧¯w′) (λ, λ′ ∈ V 0).
Nous obtenons de la sorte une application biline´aire (pour la structure a` droite de W ×W
et a` gauche de W ) :
W ×W −→W (w,w′) 7→ w∧¯w′.
La projection p ve´rifie elle aussi :
p((wλ)(w′λ′)) = p([w(w′λ′)]λ¯) = p(w(λ¯′w′))λ¯ = p(λ′(ww′))λ¯ = λλ′p(ww′).
Ces deux applications biline´aires co¨ıncident sur les e´le´ments de la base {a, b, ab} (simple
ve´rification) donc sont e´gales. La formule de produit recherche´e s’e´crit :
(v0 + w) (v
′
0 + w
′) = [v0v
′
0 − Φg(w,w
′)] + [v0w
′ + wv′0 + w∧¯w
′] (v0, v
′
0 ∈ V
0, w, w′ ∈ W ).
(2.15)
Soient a` pre´sent t1, t2, t3 des e´le´ments de SOF (V ) stabilisant V
0 et V 0-line´aires a` gauche ;
on les e´crit sous la forme :
ti(v0 + w) = λiv0 + giw (v0 ∈ V
0, w ∈ W )
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avec i ∈ {1, 2, 3}, λi ∈ (V
0)1 = {x ∈ V 0/Q(x) = 1}, gi ∈ U(W,Φg). Notons que le conjugue´
de ti est donne´ par tˆi(v0 + w) = λ¯iv0 + giw. On de´veloppe a` l’aide de la formule de produit
(2.15) l’e´quation de trialite´ (2.2). Elle e´quivaut a` :
λ1 = λ2λ3 , λ1Φg(w,w
′) = Φg(g2w, g3w
′) , g1 = λ2g3 = λ¯3g2 , g1(w∧¯w
′) = g2w∧¯g3w
′ ,
pour tous w,w′ ∈ W . Comme l’application ∧¯ ve´rifie gw∧¯gw′ = det V 0(g) g(w∧¯w
′) pour
tout g ∈ GLV 0(W ), on conclut que (t1, t2, t3) comme ci-dessus forment un triplet relie´ si et
seulement si λ1 det V 0(g1) est le carre´ d’un e´le´ment ξ = λ3 de norme 1 de V
0 et{
t2(v0 + w) = ξ
−1λ1v0 + ξ g1w,
t3(v0 + w) = ξv0 + ξλ¯1 g1w,
ξ ∈ V 0, Q(ξ) = 1, ξ2 = λ1 det V 0(g1). (2.16)
2.6 Trialite´ et caracte`res semi-simples
Nous sommes maintenant preˆts a` re´soudre le proble`me de la stabilite´ des caracte`res semi-
simples autoduaux par trialite´. Soit [Λ, n, 0, β] une strate semi-simple de g2(F ) et soit
V = V 0 ⊥ W la de´composition de V correspondante : V 0 est le noyau de β (§1.4). Rappelons
que si V 0 est de dimension 2 et de´ploye´e, W posse`de une polarisation comple`te canonique
W = W+ ⊕W−, d’ou` une injection canonique ι de GLF (W
+) dans SOF (W ).
Lemme 2.17. Soit [Λ, n, r, β] une strate semi-simple de g2(F ). Les sous-groupes H
i(β,Λ)
et J i(β,Λ), i ≥ 1, sont stables par trialite´.
De´monstration. Comme d’habitude ceci se de´montre par induction sur une suite d’approxi-
mation de la strate. Pour une strate nulle, la proposition 2.10 nous assure que les groupes
P i(Λ) sont stables par trialite´, celle-ci e´tant bien de´finie sur le pro-p-groupe P 1(Λ) (§2.1) qui
contient les sous-groupes conside´re´s. Soit alors [Λ, n, r+1, γ] une strate semi-simple de g2(F )
e´quivalente a` [Λ, n, r + 1, β] (corollaire 1.24). On a J i(β,Λ) = (P i(Λ) ∩ Gβ)J
[ r+1
2
](γ,Λ) et
une relation analogue pour les H i (Lemme 2.12). Supposons J [
r+1
2
](γ,Λ) stable par trialite´.
Comme β est un e´le´ment de soF (V ) fixe´ par l’action de Γ, son centralisateur dans SpinF (V )
est stable par l’action de Γ (§2.1) et son intersection avec P i(Λ) (via l’unique section de
P i(Λ) dans SpinF (V )) l’est aussi, J
i(β,Λ) est donc stable par trialite´, de meˆme que H i. 
The´ore`me 2.18. Soit θ un caracte`re semi-simple autodual de H1(β,Λ). Alors les images
de θ par les applications de trialite´ sont des caracte`res semi-simples autoduaux de H1(β,Λ)
si et seulement si l’une des conditions suivantes est re´alise´e :
(i) V 0 est de dimension 4 ou 8 ;
(ii) V 0 est anisotrope de dimension 2 et la restriction de θ a` H1(β,Λ) ∩ U(W,V 0/F ) est
triviale sur l’intersection de H1(β,Λ) avec le centre de U(W,V 0/F ) ;
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(iii) V 0 est de´ploye´e de dimension 2 et la restriction de θ a` H1(β,Λ) ∩ ι(GLF (W
+)) est
triviale sur l’intersection de H1(β,Λ) avec le centre de ι(GLF (W
+)).
En outre, dans ces conditions, le caracte`re θ est en fait fixe par trialite´.
On appellera caracte`re semi-simple spe´cial de H1(β,Λ) un caracte`re semi-simple autodual
de H1(β,Λ) ve´rifiant une des conditions du the´ore`me. On notera C0(Λ, β) l’ensemble des
caracte`res semi-simples spe´ciaux de H1(β,Λ). Ces caracte`res sont fixes par trialite´.
De´monstration. Commenc¸ons par rappeler que par de´finition, tout caracte`re semi-simple
autodual de H1(β,Λ) est trivial sur H1(β,Λ) ∩ SO(V 0) = P 1(Λ ∩ V 0), puisque la strate
[Λ, n, 0, β] est somme d’une strate nulle sur V 0 et de strates simples non nulles sur W .
C’est pourquoi les conditions donne´es sont ne´cessaires. En effet, si V 0 est anisotrope de
dimension 2, l’intersection de H1(β,Λ) avec le centre de U(W,V 0/F ) s’identifie a`
(1 + pV 0)
1 = {µ ∈ 1 + pV 0/Q(µ) = 1}
via µ 7→ [v0+w 7→ v0+µw] (v0 ∈ V
0, w ∈ W ). Soit t1(v0+w) = λ
2v0+w avec λ ∈ (1+pV 0)
1.
D’apre`s (2.16), tˆ2 : v0+w 7→ v0+λw est image de t1 par trialite´, donc θ(tˆ2) doit eˆtre trivial,
c.q.f.d. Le cas (iii) se traite de fac¸on analogue en utilisant (2.6).
Montrons maintenant que ces conditions sont suffisantes, c’est-a`-dire que si ν est une ap-
plication de trialite´ et θ un caracte`re semi-simple autodual de H1(β,Λ) ve´rifiant (i), (ii) ou
(iii), alors θ ◦ ν est encore un caracte`re semi-simple autodual de H1(β,Λ).
La proposition 2.10 (iii) est le premier ingre´dient de la de´monstration puisque la restriction
de θ a` P [n/2]+1(Λ) est e´gale a` ψβ . Elle fournit :
θ ◦ ν(x) = θ(x) pour tout x ∈ P [n/2]+1(Λ). (2.19)
Commenc¸ons par le cas (i) ou` il n’y a pas de condition supple´mentaire sur θ. Si β est nul,
le caracte`re est trivial. Si dim V 0 = 4, la strate [Λ, n, n− 1, β] est semi-simple (lemme 1.10)
de sorte que
H1(β,Λ) =
(
P 1(Λ0)×H1(βW ,ΛW )
)
P [n/2]+1(Λ)
=
(
P 1(Λ0)× (P 1(ΛW ) ∩GβW )
)
P [n/2]+1(Λ).
(2.20)
Le caracte`re θ est trivial sur P 1(Λ0). D’apre`s la formule de trialite´ (2.14), si t1 appartient a`
SOF (V
0)× SOF (W ), les actions de t1 et ν(t1) sur V
0 ou W diffe`rent d’une multiplication a`
droite, de la forme y 7→ yz ou ya 7→ (yz)a (y ∈ V 0) dans les notations de la formule, par un
e´le´ment z de V 0 et l’on a Q(z) = 1 puisqu’on reste dans un groupe spe´cial orthogonal.
Supposons [ΛW , n, 0, βW ] simple (cas (iv) du paragraphe 1.7). Sur P
1(ΛW )∩GβW le caracte`re
simple θ|H1(βW ,ΛW ) factorise par un caracte`re du de´terminant : GβW −→ F [βW ] [5, Definition
3.2.1]. Le de´terminant de la multiplication a` droite par z dans V 0 vu comme espace vectoriel
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sur F [βW ] est la norme de z dans l’extension F [βW ][z], soit Q(z) = 1. Finalement θ ◦ ν = θ,
d’ou` la stabilite´ voulue.
Sinon (cas (iii) du paragraphe 1.7) l’action de βW a deux sous-espaces propres, qui sont
Wλ = (e
+
F [c]V
0)a et W−λ = (e
−
F [c]V
0)a dans les notations de la de´monstration du lemme 1.7.
Le caracte`re θ|H1(βW ,ΛW ) posse`de une de´composition d’Iwahori par rapport au sous-groupe
de Levi MW stabilisant ces sous-espaces propres et a` un sous-groupe parabolique de facteur
de Levi MW [19, §5.3]. Sur l’intersection avec MW , identifie´e a` H˜
1(λ,ΛWλ), il factorise par
un caracte`re du de´terminant. Une multiplication a` droite par z ∈ V 0 conserve e+F [c]V
0 et
e−F [c]V
0 et un petit calcul dans V 0, de´compose´ comme d’habitude en V 0 = F [c] ⊥ F [c]b avec
Q(b) 6= 0, montre que le de´terminant de sa restriction a` e+F [c]V
0 est Q(z). On a donc comme
pre´ce´demment θ ◦ ν = θ.
Plac¸ons-nous a` pre´sent dans le cas (ii). Soit r, 0 ≤ r ≤ n le plus grand entier tel que
la strate [Λ, n, r, β] soit semi-simple : on raisonne par induction (de´croissante) sur r pour
montrer qu’un caracte`re semi-simple autodual trivial sur l’intersection de H1(β,Λ) avec le
centre de U(W,V 0/F ) est fixe par trialite´. Si r = n la strate est nulle et θ est trivial. Sinon,
soit [Λ, n, r + 1, γ] une strate semi-simple de g2(F ) e´quivalente a` [Λ, n, r + 1, β] et de meˆme
type (the´ore`me 1.23). D’apre`s le lemme 2.12 on peut e´crire
H1(β,Λ) =
(
P 1(Λ) ∩Gβ
)
H [
r+1
2
]+1(γ,Λ),
produit de deux sous-groupes stables par trialite´. D’apre`s le lemme 2.13 (ii), la restriction
de θ a` H [
r+1
2
]+1(γ,Λ) = H [
r+1
2
]+1(β,Λ) est de la forme θ0ψβ−γ pour un θ0 ∈ C(Λ, m
′, γ) ; elle
est fixe par trialite´ vu (2.19) et l’hypothe`se inductive (noter que β − γ est de trace nulle sur
V 0 donc ψβ−γ est trivial sur le centre de U(W,V
0/F )). Ensuite vu le lemme 1.8 :
P 1(Λ) ∩Gβ = P
1(Λ0)×
(
P 1(ΛW ) ∩ U(W,V
0/F ) ∩Gβ
)
.
Soit t1 un e´le´ment de ce sous-groupe. D’apre`s la formule de trialite´ (2.16) les actions de t1
et ν(t1) sur W diffe`rent d’une multiplication a` gauche par un e´le´ment z de V
0 de norme 1,
c’est-a`-dire d’un e´le´ment du centre de U(W,V 0/F ). L’hypothe`se assure donc que θ ◦ ν et θ
co¨ıncident sur ce sous-groupe, c.q.f.d.
Le cas (iii) se traite de la meˆme manie`re en utilisant le lemme 1.9 au lieu du lemme 1.8 :
d’apre`s la formule de trialite´ (2.6), si t1 ∈ O
′(V ) conserve V 0, W+ et W−, les actions de t1
et ν(t1) sur W
+ diffe`rent d’un scalaire, d’ou` l’e´galite´ voulue θ ◦ ν = θ. 
3 Caracte`res semi-simples de G2(F ) et entrelacement
Soit [Λ, n, 0, β] une strate semi-simple de g2(F ). Nous lui associons une famille de ca-
racte`res semi-simples θ¯ du groupe H¯1(β,Λ) = H1(β,Λ) ∩ G2(F ) dont nous de´terminons
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l’entrelacement et le comportement par transfert (3.1). A chaque tel caracte`re est attache´e
une unique repre´sentation irre´ductible η¯ de J¯1(β,Λ) telle que η¯ contienne θ¯ (3.2). Comme
dans un groupe line´aire ou classique, l’espace d’entrelacements de η¯ est de dimension 0 ou 1
(3.3).
3.1 Entrelacement des caracte`res semi-simples de G2(F )
Soit [Λ, n, 0, β] une strate semi-simple de g2(F ). Les sous-groupes H
i(β,Λ) et J i(β,Λ), i ≥ 1,
sont stables par trialite´ (lemme 2.17) et l’on pose H¯1(β,Λ) = H˜1(β,Λ) ∩ G¯ = H1(β,Λ)Γ et
J¯1(β,Λ) = J˜1(β,Λ)∩ G¯ = J1(β,Λ)Γ. Ce sont des sous-groupes ouverts compacts de G2(F ).
Dans la suite, nous supprimerons (β,Λ) des notations pour certaines de´monstrations.
Comme nous l’avons vu dans le the´ore`me 2.18, le groupe Γ d’automorphismes de P 1(Λ)
ope`re sur H1(β,Λ) et sur l’ensemble de ses caracte`res, mais ne conserve pas l’ensemble des
caracte`res semi-simples autoduaux de H1(β,Λ) : seul l’ensemble des caracte`res semi-simples
spe´ciaux de H1(β,Λ) est conserve´, et du reste fixe´, par trialite´. Cela ne nous empeˆche pas de
prendre mode`le sur [17] et d’utiliser la correspondance de Glauberman entre l’ensemble des
classes d’e´quivalence Γ-invariantes de repre´sentations irre´ductibles de H1(β,Λ) et l’ensemble
des classes d’e´quivalence de repre´sentations irre´ductibles de H¯1(β,Λ) [17, §2]. On de´finit
l’ensemble C¯(Λ, β) des caracte`res semi-simples de H¯1(β,Λ) comme l’image par cette corres-
pondance de l’ensemble des caracte`res semi-simples de H1(β,Λ) qui sont Γ-invariants, c’est-
a`-dire des caracte`res semi-simples spe´ciaux. L’image par la correspondance de Glauberman
d’une repre´sentation de dimension 1 est sa restriction, donc la restriction des caracte`res est
une bijection :
C
0(Λ, β)
≃
−→ C¯(Λ, β)
Notation 3.1. Soit C¯(Λ, β) l’ensemble des caracte`res semi-simples de H¯1(β,Λ). Si θ¯ ap-
partient a` C¯(Λ, β) on note θ le caracte`re semi-simple spe´cial de H1(β,Λ) de restriction θ¯ a`
H¯1(β,Λ), et θ˜ le caracte`re semi-simple τ -invariant de H˜1(β,Λ) de restriction θ a` H1(β,Λ).
Passons aux proprie´te´s essentielles d’entrelacement et de transfert, en commenc¸ant par le
fait dit “d’intersection simple” :
Lemme 3.2. [19, Lemme 2.6)]. Notons P 1β (Λ) = P
1(Λ) ∩Gβ. Soit x ∈ Gβ. Alors
P 1(Λ)xP 1(Λ) ∩ Gβ = P
1
β (Λ)xP
1
β (Λ).
De´monstration. Celle de loc. cit. reste valide avec notre de´finition un peu plus large de
strate semi-simple gauche. 
Proposition 3.3. Soit θ¯ un caracte`re semi-simple de H¯1(β,Λ). L’entrelacement de θ¯ dans
G2(F ) est e´gal a` J¯
1(β,Λ) G¯β J¯
1(β,Λ).
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De´monstration. Reprenons l’argument de [18, Proposition 3.27], a` base de correspondance
de Glauberman. La premie`re e´tape consiste a` passer de G˜ a` G : l’entrelacement de θ dans
G est l’intersection avec G de celui de θ˜, soit J˜1G˜βJ˜
1 ∩ G = J1GβJ
1 ([17, Corollaire 2.5],
[18, The´ore`me 3.22], [16, §2]) et son entrelacement dans G′ est J1G′βJ
1.
La trialite´ n’est pas de´finie sur le groupe G′ : nous devons relever θ en un caracte`re s(θ) du
sous-groupe s(H1) de SpinF (V ), ou` s est la section de P
1(Λ) (§2.3). L’unicite´ d’une section
homomorphe d’un pro-p-sous-groupe (§2.1) entraˆıne :
∀ g ∈ SpinF (V ) s
(
H1 ∩ π(g)−1H1π(g)
)
= s(H1) ∩ g−1s(H1)g.
Donc l’entrelacement de s(θ) est image inverse de celui de θ, c’est-a`-dire s(J1)π−1(G′β)s(J
1).
Le caracte`re θ¯ s’obtient aussi bien par restriction de s(θ) a` H¯1, c’est-a`-dire par une corres-
pondance de Glauberman applique´e a` l’action de Γ sur s(H1) : alors [17, Corollaire 2.5] nous
dit que l’entrelacement de θ¯ est
(
s(J1)π−1(G′β)s(J
1)
)
∩ G¯ =
(
s(J1)π−1(G′β)s(J
1)
)Γ
.
Il n’y a plus qu’a` e´tablir l’e´galite´
(
s(J1)π−1(G′β)s(J
1)
)Γ
= J¯1 G¯β J¯
1. Il suffit pour cela
d’appliquer le The´ore`me 2.3 de [16] a` Γ, groupe re´soluble d’ordre 6 premier a` p (voir la
remarque finale de loc. cit. §2) agissant sur SpinF (V ), au pro-p-sous-groupe U = s(J
1) et
a` H = π−1(G′β), stable par trialite´ puisque β l’est. On est ainsi ramene´ a` la ve´rification de
l’hypothe`se de ce the´ore`me :
∀ g ∈ π−1(G′β)
(
s(J1) g s(J1)
)
∩ π−1(G′β) = s(J
1 ∩Gβ) g s(J
1 ∩Gβ).
Remarquons que J1 ∩Gβ = P
1
β (Λ). On a (cf. [16, The´ore`me 4.7]) :
s(J1 ∩Gβ) g s(J
1 ∩Gβ) ⊆
(
s(J1) g s(J1)
)
∩ π−1(G′β)
⊆
(
s(P 1(Λ)) g s(P 1(Λ))
)
∩ π−1(G′β)
La projection de ce dernier sous-ensemble sur G′ est contenue dans (P 1(Λ) π(g) P 1(Λ))∩G′β,
qui est e´gal a` P 1β (Λ) π(g) P
1
β (Λ) par le lemme 3.2. L’e´galite´ voulue en re´sulte. 
La proprie´te´ dite “de transfert” s’e´tend elle aussi aux caracte`res semi-simples de G2(F ).
Proposition 3.4. Soient [Λ, n, 0, β] et [Λ′, n′, 0, β] deux strates semi-simples de g2(F ). Il
existe une bijection canonique
τΛ,Λ′,β : C¯(Λ, β) −→ C¯(Λ
′, β)
qui transforme un caracte`re semi-simple θ¯ de C¯(Λ, β) en l’unique caracte`re semi-simple θ¯′
de C¯(Λ′, β) qui est entrelace´ a` θ¯ par un e´le´ment de G¯β. Dans ce cas, tout e´le´ment de G¯β
entrelace les deux caracte`res.
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De´monstration. Les deux strates [Λ, n, 0, β] et [Λ′, n′, 0, β] sont des strates semi-simples
dans glF (V ). Par [19, Proposition 3.2], il existe une bijection canonique τΛ,Λ′,β entre les
caracte`res semi-simples de H˜1(β,Λ) et ceux de H˜1(β,Λ′) de´finie par : si θ est un caracte`re
semi-simple de H˜1(β,Λ), θ′ = τΛ,Λ′,β(θ) est le caracte`re semi-simple de H˜
1(β,Λ′) entrelace´
a` θ par un (tout) e´le´ment de G˜β. Cette bijection commute a` l’involution τ (les e´le´ments de
Gβ qui entrelacent deux caracte`res entrelacent aussi leurs images sous l’action de τ) donc se
restreint en une bijection de C˜(Λ, β)τ sur C˜(Λ′, β)τ . En composant avec la correspondance
de Glauberman, on obtient une bijection τΛ,Λ′,β des caracte`res semi-simples autoduaux de
H1(β,Λ) sur ceux de H1(β,Λ′) encore caracte´rise´e par ([17, cor. 2.5]) :
τΛ,Λ′,β(θ) = θ
′ si et seulement si θ et θ′ sont entrelace´s par un (tout) e´le´ment de Gβ .
Par conse´quent, compte tenu de la caracte´risation des caracte`res spe´ciaux de H1(β,Λ) et
H1(β,Λ′) (the´ore`me 2.18), τΛ,Λ′,β se restreint en une bijection de C
0(Λ, β) sur C0(Λ′, β), d’ou`
l’e´nonce´ par restriction a` H¯1(β,Λ) et H¯1(β,Λ′). 
3.2 Extensions de Heisenberg
La suite est classique : on passe du caracte`re semi-simple θ¯ de H¯1(β,Λ) a` une repre´sentation
η¯ de J¯1(β,Λ), soit par une construction directe a` la Heisenberg, soit par correspondance de
Glauberman a` partir de l’unique repre´sentation irre´ductible η de J1(β,Λ) contenant θ.
Proposition 3.5. Soit θ¯ un caracte`re semi-simple de H¯1(β,Λ). Il existe une unique repre´-
sentation irre´ductible η¯ de J¯1(β,Λ) contenant θ¯. Sa restriction a` H¯1(β,Λ) est multiple de
θ¯ et son entrelacement est J¯1(β,Λ) G¯β J¯
1(β,Λ). Pour g ∈ G¯β, la dimension de l’espace
d’entrelacements Hom J¯1∩g−1J¯1g (η¯, η¯
g) est e´gale a` 1.
De´monstration. On rappelle la notation 3.1. Soit η˜ l’unique repre´sentation irre´ductible de
J˜1 contenant θ˜ ; son entrelacement est J˜1G˜βJ˜
1 [18, Corollaire 3.25]. Par unicite´, η˜ est fixe´e
par τ a` e´quivalence pre`s. Une premie`re correspondance de Glauberman lui associe donc
une unique (classe de) repre´sentation irre´ductible η de J1 contenant θ [17, The´ore`me 2.1 et
Lemme 2.3]. Comme θ est invariant par trialite´, la classe de η l’est aussi et une deuxie`me
correspondance de Glauberman lui associe η¯, unique (classe de) repre´sentation irre´ductible
de J¯1(β,Λ) contenant θ¯ (meˆmes motifs). Comme J¯1(β,Λ) entrelace θ¯, la restriction de η¯ a`
J¯1(β,Λ) est en fait multiple de θ¯.
Par ailleurs, la restriction a` J¯1 de la forme alterne´e non de´ge´ne´re´e (x, y) 7→ θ([x, y]) sur
J1/H1 de´finit une forme alterne´e non de´ge´ne´re´e (x, y) 7→ θ¯([x, y]) sur J¯1/H¯1 (cf. lemme
3.7). Il existe donc une unique (classe de) repre´sentation irre´ductible de J¯1 contenant θ¯ :
c’est η¯.
L’entrelacement de η¯ est e´videmment contenu dans celui de θ¯. Pour obtenir l’inclusion
oppose´e on est une fois de plus geˆne´ par le fait que la trialite´ n’agit pas sur G
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rele`ve donc η en une repre´sentation s(η) de s(J1) : η¯ s’obtient aussi bien par correspondance
de Glauberman a` partir de s(η). Or l’entrelacement de s(η) est l’image inverse de celui de
η soit s(J1)π−1(G′β)s(J
1), graˆce a` la preuve de 3.3 et a` [17, Lemme 2.4]. Les deux meˆmes
ingre´dients fournissent l’entrelacement voulu pour η¯.
En fait, seule l’inclusion de l’entrelacement dans J¯1(β,Λ) G¯β J¯
1(β,Λ) est utilise´e dans la
de´monstration du dernier point, que l’on reporte au paragraphe suivant car elle est assez
longue : nous ne pouvons pas imiter les de´monstrations existantes, qui adaptent celle de [5,
Proposition 5.1.8]. En effet elles se placent toutes dans l’alge`bre de Lie, or nous ne disposons
pas d’une application commode de g2(F ) dans G2(F ) puisque la transformation de Cayley
ne joue pas ce roˆle (Remarque 2.11). 
3.3 Dimension des espaces d’entrelacement
Reste a` e´tablir la proprie´te´ cruciale de la repre´sentation η¯ : pour g ∈ G¯β,
dimHom J¯1∩g−1J¯1g (η¯, η¯
g) = 1.
Commenc¸ons par introduire des notations, pour ce paragraphe uniquement, qui nous permet-
tront de travailler indiffe´remment dans un groupe line´aire sur F , un groupe classique sur F
ou G2(F ). On note G un tel groupe, puis H
1, J1, θ et η les groupes, caracte`re semi-simple
et extension de Heisenberg de´finis dans G relativement a` une strate semi-simple [Λ, n, 0, β]
de LieG fixe´e. Soit g ∈ G commutant a` β. On de´finit :
• θg, ηg les repre´sentations de g−1H1g et g−1J1g conjugue´es de θ, η ;
• Kg = ker (θ) ∩ g
−1ker (θ)g, Hg = H
1 ∩ g−1H1g et Jg = J
1 ∩ g−1J1g ;
• Lg le sous-groupe de Jg engendre´ par H
1∩g−1J1g et J1∩g−1H1g, c’est-a`-dire le produit
(H1 ∩ g−1J1g)(J1 ∩ g−1H1g) ;
• Mg le noyau de la forme alterne´e (x, y) 7→ θ([x, y]) sur Jg/Hg vu comme espace vectoriel
sur Fp. On a Kg ⊳ Hg ⊳ Lg ⊳Mg ⊳ Jg.
Proposition 3.6. La dimension de Hom Jg(η, η
g) est e´gale a` 1 si et seulement si
(i) Mg = Lg,
(ii) (H1Mg)
⊥ = H1Jg,
(iii) ((g−1H1g)Mg)
⊥ = (g−1H1g)Jg.
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De´monstration. La restriction de η a` H1 ∩ g−1J1g est scalaire, multiple de θ, celle de ηg
a` J1 ∩ g−1H1g est scalaire, multiple de θg, or θ et θg co¨ıncident sur l’intersection Hg. La
restriction a` Lg de toute composante irre´ductible commune a` η|Jg et η
g|Jg est donc scalaire
et ope`re par le caracte`re θg de Lg qui est l’unique caracte`re prolongeant les deux pre´ce´dents.
Le groupe fini Mg/Kg est commutatif, c’est le centre de Jg/Kg. Le caracte`re θg de Lg/Kg a
donc [Mg : Lg] prolongements a` Mg. Soit X l’ensemble de ces prolongements et χ ∈ X , la
repre´sentation c-Ind
Jg
Mg
χ est multiple d’une unique repre´sentation irre´ductible h(χ), de degre´
[Jg : Mg]
1/2 et multiplicite´ [Jg : Mg]
1/2. Les h(χ), χ ∈ X , sont deux a` deux non e´quivalentes
puisque leurs caracte`res centraux sont distincts. En outre
c-Ind
Jg
Lg
θg =
∑
χ∈X
c-Ind
Jg
Mg
χ =
∑
χ∈X
[Jg : Mg]
1/2 h(χ),
donc toute composante irre´ductible commune a` η et ηg est l’une des repre´sentations h(χ).
Le sous-groupe H1Mg de J
1 est totalement isotrope pour la forme θ([x, y]). Pour χ ∈ X , les
caracte`res θ de H1 et χ de Mg co¨ıncident sur H
1∩Mg = H
1∩g−1J1g donc de´finissent un unique
caracte`re θχ de H1Mg (Mg entrelace θ). Soit alors Y un sous-espace totalement isotrope
maximal de J1 contenant H1Mg et ξ un caracte`re de Y prolongeant θχ. La repre´sentation η
est e´quivalente a` c-IndJ
1
Y ξ : sa restriction a` Mg contient χ donc sa restriction a` Jg contient
h(χ). On calcule la multiplicite´ de h(χ) dans η|Jg de la fac¸on suivante :
[Jg : Mg]
1/2 < η, h(χ) >Jg=< η, c-Ind
Jg
Mg
χ) >Jg=< η, χ >Mg=< c-Ind
J1
Y ξ, θχ >H1Mg
=< c-IndJ
1
Y ξ, c-Ind
J1
H1Mgθχ >J1=< c-Ind
J1
Y ξ,
∑
ξ′
c-IndJ
1
Y ξ
′ >J1
ou` la somme porte sur les prolongements ξ′ de θχ a` Y . Chacune de ces induites est isomorphe
a` η et il reste
< η, h(χ) >Jg= [Jg : Mg]
−1/2[Y : H1Mg] = d1
La multiplicite´ d2 de h(χ) dans η|Jg est donne´e par une formule analogue, en travaillant avec
le sous-groupe g−1H1gMg de g
−1J1g.
L’ensemble des composantes irre´ductibles communes a` η et ηg est donc exactement l’ensemble
des h(χ), χ ∈ X et la dimension de Hom Jg(η, η
g) est d1d2[Mg : Lg], une puissance de p. Cette
dimension est e´gale a` 1 si et seulement si Mg = Lg et d1 = d2 = 1.
Reprenons l’expression de d1 (le cas de d2 est e´videmment semblable). On a [Jg : Mg] =
[H1Jg : H
1Mg] et [Y : H
1Mg][H
1Mg : H
1] = [J1 : H1]1/2 d’ou`
d21 =
[J1 : H1]
[H1Jg : H1Mg][H1Mg : H1]2
=
[J1 : H1]
[J1 : (H1Mg)⊥][H1Jg : H1Mg][H1Mg : H1]
.
Comme H1 ⊂ H1Mg ⊂ H
1Jg ⊂ (H
1Mg)
⊥ ⊂ J1 il reste d21 = [(H
1Mg)
⊥ : H1Jg]. 
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Le lemme suivant est une simple formalisation de la remarque [17, p. 135].
Lemme 3.7. Soit Γ un groupe d’ordre 2 ou 3 agissant sur un espace symplectique V sur
Fp dont on note <,> la forme, fixe´e par Γ. On suppose p diffe´rent de 2 et 3. Pour tout
sous-espace X de V stable sous l’action de Γ, l’orthogonal de XΓ dans V Γ est e´gal a` (X⊥)Γ.
En particulier, le noyau de la restriction de la forme a` V Γ est forme´ des points fixes du
noyau de la forme sous Γ.
De´monstration. Le groupe Γ est engendre´ par un e´le´ment s d’ordre 2 ou 3. Le polynoˆme
caracte´ristique de s agissant sur V est e´gal a` X2− 1 ou X3− 1 de sorte que V se de´compose
en somme directe des deux sous-espaces V1, sous-espace propre de s pour la valeur propre 1,
et Vs, noyau de s+ 1 ou de s
2 + s+ 1 selon le cas. Ces sous-espaces sont orthogonaux pour
la forme symplectique : si x ∈ V1 et y ∈ Vs alors
si s2 = 1 2 < x, y > =< x, y > + < x, sy >= 0;
si s3 = 1 3 < x, y > =< x, y > + < x, sy > + < x, s2, y >= 0.
Le sous-espace X se de´compose de meˆme en X = X1
⊥
⊕Xs avec X1 = X
Γ. Son orthogonal
dans V est la somme directe de l’orthogonal de X1 dans V1 et de l’orthogonal de Xs dans Vs
d’ou` l’assertion. 
Corollaire 3.8. Soit Γ un groupe d’ordre 2 ou 3 agissant sur le groupe ambiant G en
stabilisant les groupes H1 et J1 et le caracte`re θ. Soit g ∈ GΓ centralisant β. Soit H1Γ
et J1Γ les groupes de points fixes de Γ dans H1 et J1 respectivement, soit θΓ la restriction de
θ a` H1Γ et soit ηΓ la repre´sentation irre´ductible de J1Γ contenant θΓ.
(i) Les sous-groupes de points fixes de Γ : JΓg , M
Γ
g , L
Γ
g , H
Γ
g et K
Γ
g , sont exactement les
groupes obtenus par les de´finitions du de´but de ce paragraphe a` partir de H1Γ et J1Γ.
(ii) Si dimHom Jg(η, η
g) = 1, alors dimHom JΓg (η
Γ, ηΓg) = 1.
De´monstration. La premie`re assertion, pour JΓg , H
Γ
g et K
Γ
g , de´coule de g ∈ G
Γ. Pour LΓg elle
re´sulte de l’application du the´ore`me 2.3 de [16]. Enfin, pour MΓg , elle provient de l’application
du lemme 3.7 a` l’espace symplectique Jg/Hg.
Utilisons maintenant la proposition 3.6. L’hypothe`se de la deuxie`me assertion implique
Mg = Lg, d’ou` M
Γ
g = L
Γ
g ; (H
1Mg)
⊥ = H1Jg donc par le lemme 3.7 (H
1ΓMΓg )
⊥ = H1ΓJΓg ;
((g−1H1g)Mg)
⊥ = (g−1H1g)Jg donc ((g
−1H1Γg)MΓg )
⊥ = (g−1H1Γg)JΓg ; d’ou` le re´sultat. 
Il n’y a plus qu’a` conclure. La proprie´te´ d’entrelacement voulue, dimHom Jg(η, η
g) = 1, est
valide pour les caracte`res semi-simples de GL(n, F ) lui-meˆme : la de´monstration de [18,
Proposition 3.31] s’applique mot pour mot dans ce cas. Le corollaire ci-dessus nous permet
de propager cette proprie´te´ de GL(n, F ) a` un groupe classique sur F de´fini comme groupe
de points fixes d’une involution (si p 6= 2). Le cas de SO(8, F ) s’obtient a` partir de O(8, F )
puisque les sous-groupes conside´re´s sont des pro-p-groupes, contenus dans SO(8, F ). Enfin
on passe de SO(8, F ) a` G2(F ) (si p 6= 2, 3) via la trialite´ et le corollaire a` nouveau.
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4 Repre´sentations supercuspidales de G2(F )
Soient [Λ, n, 0, β] une strate semi-simple non nulle de g2(F ) au sens du paragraphe 1.2, θ¯ un
caracte`re semi-simple de H¯1(β,Λ) et η¯ son extension de Heisenberg a` J¯1(β,Λ) (prop. 3.5).
On de´finit le groupe J¯(β,Λ) sur lequel vivent les types semi-simples construits a` partir de
ces donne´es puis on se´lectionne des prolongements de η¯ a` ce groupe (§4.1) a` partir desquels
on construit des repre´sentations supercuspidales de G2(F ) dans les cas ou` les sous-groupes
P¯ (Λ) et G¯β satisfont certaines conditions (§4.2). La me´thode est une variation sur celle de
S. Stevens [19].
4.1 β-extensions
Pour tout sous-groupe H de SOF (V ) on note H
′ son intersection avec le groupe orthogonal
re´duit G′ = O′F (V ). Soit P
′
β(Λ) = P
′(Λ)∩Gβ et P
i
β(Λ) = P
i(Λ)∩Gβ, i ≥ 1. Le sous-groupe
π−1(P ′(Λ)) de SpinF (V ) est stable par trialite´ (§2.3) ainsi que son intersection π
−1(P ′β(Λ))
avec le centralisateur de β.
On pose alors P¯ (Λ) = (π−1(P ′(Λ)))
Γ
; c’est un sous-groupe ouvert compact maximal de
G2(F ), le fixateur du point de l’immeuble attache´ a` Λ. On pose enfin P¯β(Λ) = P¯ (Λ) ∩Gβ.
Lemme 4.1. (i) On a J ′(β,Λ) = P ′β(Λ)J
1(β,Λ). Son image inverse π−1(J ′(β,Λ)) dans
SpinF (V ) est stable par trialite´.
(ii) Soit J¯(β,Λ) = (π−1(J ′(β,Λ)))
Γ
. On a J¯(β,Λ) = P¯β(Λ)J¯
1(β,Λ), en particulier :
J¯(β,Λ)/J¯1(β,Λ) ≃ P¯β(Λ)/P¯
1
β (Λ).
De´monstration. (i) La de´composition correspondante dans G˜ est connue [18, §3], celle dans
G aussi (elle re´sulte de l’application de [16, §2] comme au paragraphe 3.1), or J1(β,Λ) est
contenu dans G′.
(ii) Voir la preuve de la Proposition 3.3. 
Proposition 4.2. Il existe des repre´sentations κ¯ de J¯(β,Λ) prolongeant η¯ et dont la res-
triction a` un pro-p-sous-groupe de Sylow de J¯(β,Λ) posse`de le meˆme entrelacement que η¯.
Deux telles repre´sentations diffe`rent d’une torsion par un caracte`re de P¯β(Λ)/P¯
1
β (Λ) trivial
sur tous ses sous-groupes unipotents.
De´monstration. Commenc¸ons par de´crire un pro-p-sous-groupe de Sylow de J¯(β,Λ). Graˆce
a` (4.1(ii)), il suffit de de´terminer un p-sous-groupe de Sylow de P¯β(Λ)/P¯
1
β (Λ).
On reprend la classification des strates semi-simples de´crite au de´but du paragraphe 1.7.
Selon les diffe´rents cas, on note :
dans le cas (i), V ′ =W+ et H = SL(V ′) ; dans le cas (iii), V ′ =Wλ et H = GL(V
′) ;
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dans le cas (ii), V ′ = W et H = SU(V ′) ; dans le cas (iv), V ′ = W et H = U(V ′).
Dans chaque cas, (ΛV ′ , n, 0, βV ′) est une strate semi-simple dans l’alge`bre de Lie de H et les
lemmes 1.6 et 1.7 permettent d’affirmer que la restriction de V a` V ′ induit un isomorphisme
de P¯β(Λ)/P¯
1
β (Λ) sur P˜βV ′ (ΛV ′) ∩H/P˜
1
βV ′
(ΛV ′) ∩H .
Le corollaire 2.9 de [19] assure l’existence d’une suite de re´seaux Λ
′m dans V ′ normalise´e
par F [βV ′]
×, autoduale si H est unitaire, telle que P˜ 1βV ′ (Λ
′m
V ′ ) ∩ H/P˜
1
βV ′
(ΛV ′) ∩ H soit un
p-sous-groupe de Sylow de P˜βV ′ (ΛV ′)∩H/P˜
1
βV ′
(ΛV ′)∩H . Quitte a` translater ou doubler Λ
′m
(cas (i) ou cas (iv)), Λ
′m se prolonge en une suite de re´seaux Λm dans V correspondant a` un
point de l’immeuble de G¯ et normalise´e par F [β]× (prop. 1.14 a` 1.16). Alors :
P¯ 1β (Λ) ⊂ P¯
1
β (Λ
m) ⊂ P¯β(Λ
m) ⊂ P¯β(Λ)
et P¯ 1β (Λ
m)/P¯ 1β (Λ) est un p-sous-groupe de Sylow de P¯β(Λ)/P¯
1
β (Λ). D’apre`s le lemme 1.21,
nous pouvons choisir Λm pour qu’en outre, A˜0(Λ
m) soit inclus dans A˜0(Λ). Nous choisissons
un tel Λm et nous posons J¯1(β; Λm,Λ) := P¯ 1β (Λ
m)J¯1(β,Λ). C’est un pro-p-sous-groupe de
Sylow de J¯(β,Λ).
Construisons d’abord un prolongement η¯s de η¯ a` J¯
1(β; Λm,Λ) qui posse`de le meˆme entrelace-
ment que η¯. Etant donne´ que la strate conside´re´e est autoduale, il convient de “remonter”
jusqu’a` G˜ afin d’e´tendre les re´sultats de la proposition 3.7 de [19].
On reprend les notations 3.1. On pose : θ¯m = τΛ,Λm,β(θ¯). Alors : θm = τΛ,Λm,β(θ) et
θ˜m = τΛ,Λm,β(θ˜). On note ηm, η˜ et η˜m les repre´sentations irre´ductibles de J
1(β,Λm), J˜1(β,Λ)
et J˜1(β,Λm) contenant θm, θ˜ et θ˜m respectivement.
Comme A˜0(Λ
m) ⊂ A˜0(Λ), la proposition 3.12 de [19] assure l’existence d’une unique repre´sen-
tation irre´ductible η˜s du groupe J˜
1(β; Λm,Λ) := P˜ 1β (Λ
m)J˜1(β,Λ) prolongeant η˜ et dont
l’induite a` P˜ 1(Λm) est e´quivalente a` l’induite de η˜m a` ce meˆme groupe.
Puisque θ˜ est τ -invariant, il en va de meˆme de θ˜m (τ commute au transfert), puis de η˜ et η˜m
et par suite, de η˜s. On note ηs l’image de η˜s par la correspondance de Glauberman applique´e
a` l’action de τ sur J˜1(β; Λm,Λ). C’est une repre´sentation irre´ductible de J1(β; Λm,Λ) :=
J˜1(β; Λm,Λ)τ . En fait, P˜ 1(Λm) ∩ J˜1(β,Λ) est un pro-p-groupe avec p 6= 2 et J1(β; Λm,Λ)
n’est autre que P 1(Λm)J1(β,Λ).
La repre´sentation ηs est un prolongement de η dont l’induite a` P
1(Λm) est e´quivalente a`
l’induite de ηm a` ce meˆme groupe [17, Theorem 2.2]. Ces proprie´te´s de´finissent ηs uniquement
(meˆme argument que [5, Proposition 5.1.14]).
Comme pre´ce´demment, puisque θ et θm sont fixes par trialite´, ηs est aussi fixe par trialite´.
On de´finit η¯s comme l’image de ηs par la correspondance de Glauberman applique´e a` l’action
de Γ sur J1(β; Λm,Λ). Les meˆmes arguments que pre´ce´demment (p 6= 2, 3) montrent que
η¯s est l’unique prolongement de η¯ a` J¯
1(β; Λm,Λ) dont l’induite a` P¯ 1(Λm) est e´quivalente a`
l’induite de η¯m a` ce meˆme groupe.
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Connaissant l’entrelacement de η¯m (proposition 3.5) et sachant par la de´monstration de la
proposition 3.3 que pour tout e´le´ment g de G¯β,
J¯1(β,Λ)gJ¯1(β,Λ) ∩ G¯β = P¯
1
β (Λ)gP¯
1
β (Λ),
donc que J¯1(β; Λm,Λ)gJ¯1(β; Λm,Λ) ∩ G¯β = P¯
1
β (Λ
m)gP¯ 1β (Λ
m), l’argument de [5, Proposition
5.1.19] montre que la repre´sentation η¯s est entrelace´e par tous les e´le´ments de G¯β .
Il reste a` prolonger η¯s en une repre´sentation de J¯(β,Λ). En reprenant le raisonnement de [19,
Theorem 4.1], il suffit de montrer que tout caracte`re ϕ de P¯ 1β (Λ
m)/P¯ 1β (Λ) qui est entrelace´
par P¯β(Λ) se prolonge en un caracte`re de ce groupe.
Or P¯ 1β (Λ
m)/P¯ 1β (Λ) s’identifie a` P¯
1
βV ′
(Λ
′m)/P¯ 1βV ′ (ΛV ′) qui, a` son tour, s’identifie a` un produit
de groupes re´ductifs sur des corps finis de caracte´ristique diffe´rente de 2 et 3. On conclut en
suivant la de´monstration de [19, Lemma 3.9]. 
4.2 Repre´sentations supercuspidales
Soit [Λ, n, 0, β] une strate semi-simple de g2(F ). Si elle est nulle, on note κ¯ la repre´sentation
triviale de J¯(β,Λ) ; sinon, on conside`re un caracte`re semi-simple θ¯ de H¯1(β,Λ), η¯ son exten-
sion de Heisenberg a` J¯1(β,Λ) et κ¯ un prolongement de η¯ a` J¯(β,Λ) construit au paragraphe
pre´ce´dent.
Soit ρ¯ une repre´sentation cuspidale de J¯(β,Λ)/J¯1β,Λ) ≃ P¯β(Λ)/P¯
1
β (Λ). Notons P¯
◦
β (Λ)
la composante connexe de P¯β(Λ) et J¯
◦(β,Λ) := P¯ ◦β (Λ)J¯
1(β,Λ). La restriction de ρ¯ a`
P¯ ◦β (Λ)/P¯
1
β (Λ) contient donc une repre´sentation irre´ductible cuspidale ρ¯
◦. On note encore
ρ¯ et ρ¯◦ les rele`vements de ρ¯ et ρ¯◦ a` J¯(β,Λ) et J¯◦(β,Λ) respectivement.
Soit λ¯ la repre´sentation κ¯ ⊗ ρ¯ de J¯(β,Λ). La paire (J¯(β,Λ), λ¯) ainsi obtenue est un type
semi-simple pour G¯.
The´ore`me 4.3. Soit (J¯(β,Λ), λ¯) un type semi-simple pour G¯. Si P¯ ◦β (Λ) est un sous-groupe
parahorique maximal de G¯β dont le normalisateur dans G¯β est P¯β(Λ) alors la repre´sentation
induite c-IndG¯J¯(β,Λ)λ¯ est une repre´sentation irre´ductible supercuspidale de G¯.
De´monstration. Il s’agit de calculer l’entrelacement de κ¯⊗ ρ¯, calcul analogue a` la de´mons-
tration de la proposition [19, 6.18]. Si g est un e´le´ment de G¯ qui entrelace κ¯ ⊗ ρ¯, le calcul
de l’entrelacement de η¯ permet de conside´rer que g appartient a` G¯β et qu’il entrelace la
repre´sentation κ¯ ⊗ ρ¯◦. Puis, l’argument de [5, Proposition 5.3.2] dans lequel on utilise que
l’entrelacement de la restriction de κ¯ a` J¯(β; Λm,Λ) est e´gal a` celui de η¯ montre que g entrelace
la restriction de ρ¯◦ a` J¯(β; Λm,Λ). Alors, de la proposition [19, 1.1] sachant que P¯ ◦β (Λ) est un
sous-groupe parahorique maximal de G¯β, on de´duit que g appartient au normalisateur dans
G¯β de P¯
◦
β (Λ), c’est-a`-dire P¯β(Λ). Ainsi l’entrelacement de λ¯ est e´gal a` J¯(β,Λ). 
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