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Abstract
There are assembly tasks which require a compliant device at the end-effector since possible disturbances are beyond
the bandwidth of robot control. This paper discusses a compliant force-torque sensor for assembly. Two aspects are
explained in detail: Force control considering a significant force dependent displacement, and control of an end-effector
with an elastic mounting during fast unconstrained motion. The latter uses an adaptive scheme which serves as a further
level in a hierarchical position-based control. Experimental results are given which show the limits of industrial robots.
1 Introduction
For fast handling and assembly of heavy objects it is ad-
vantageous to have a built-in compliance at the robot end-
effector. Otherwise big forces or torques can be generated,
that possibly cause a damage. Such problems may arise
• if an object that is not expected is close to the robot
path and is therefore hit unintentionally,
• with an inaccurate model of the assembly scenario,
such that contact is found before the expected con-
tact point is reached or at a slightly different pose,
• with a stochastically moving heavy object to which
a smaller part has to be assembled by a stiff robot.
The first two problems can be solved by a more accurate
modeling, e.g. by using a vision system that online sur-
veys all objects in the vicinity. Assembly to moving parts,
however, requires a compliance between the robot and its
end-effector. Only in this way it can be ensured that contact
forces and torques are small, since usually both, industrial
robots and fixtures for assembly are quite stiff.
So a typical application for a compliance is moving belt as-
sembly [1], e.g. the mounting of wheels to a car body that
is transported by a conveyor as in [2]. A full-scale setup
has been prototyped at the Institute for Machine Tools and
Industrial Management (iwb) in Augsburg (Fig. 1). In this
arrangement, the compliance is integrated within a scalable
force sensing device [3, 4] which connects the end-effector
with the robot flange (Fig. 3).
Two problems have to be solved when using compliance or
a compliant sensor in control:
• Force control has to be revised to account for signif-
icant displacements. This has been presented in [5].
The key ideas will be summarized in section 3.
• Compliance does not only comply to forces but also
to accelerations. This effect has to be compensated
during free motion. That is the main issue of the
present paper.
Concerning force control, though compliant sensors usu-
ally are not as accurate as stiff ones, they are better suited
for industrial robots, as the latter are position controlled.
This means that, in the outer loop, it is not possible to
increase the joint torque without any motion. Instead, a
minimum pose difference is commanded, that may cause
overshooting of the force. Theoretically, force control via
a position interface is impossible, if there is no compli-
ance present at all. So force control via a position interface
uses the fact that there is always a compliance. Without a
designed (significant) compliance it is hard to tune a con-
troller since the resulting (small) compliance may vary de-
pending on the position and the environment. Thus a setup
with a compliant force-torque sensor is the simpler case, if
the displacements are considered correctly.
Figure 1: Setup at iwb with heavy end-effector for the as-
sembly of a wheel to a conveyed car body.
In contrast, oscillations of the end-effector due to accelera-
tions of the tool center point (tcp) are a disadvantage. They
may be solved by a pneumatic locking mechanism as of-
Figure 2: Control architecture for position-based control using a compliant force-torque sensor.
fered in [3]. The idea is to lock the end-effector with the
current displacement, then to move it with possibly high
accelerations, before unlocking it in order to comply dur-
ing the assembly process. But this may be not satisfactory
if the end-effector is tilted between blocking and releasing.
A second drawback is that accelerations just before the ex-
pected contact cannot be masked in this way. Therefore a
control solution is superior.
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Figure 3: End-effector at iwb. Between the springs a
sensor is integrated that perceives displacements and thus
forces and torques that are exerted by the robot.
Not only oscillations are unfavorable. In addition, quasi
static displacements during acceleration phases have to be
compensated since they worsen the positional accuracy.
Both problems are treated in section 4.
To the knowledge of the authors there is no previous work
on the control of oscillations caused by a mechanical com-
pliance at a robot wrist. At DLR the problem has been
investigated with different methods. Kamel [6] applied In-
put Shaping [7, 8, 9] to damp the oscillation of a compli-
antly suspended end-effector. Here, motion commands are
shaped (filtered), such that they do not excite possible os-
cillations. However, this method is sensitive to the load pa-
rameters and does not consider the mentioned offset during
the deceleration.
Reconsidered, it is not required to damp or control all dis-
placements to zero. Displacements that are due to desired
accelerations can hardly be reduced, but they can be con-
sidered in the pose of the robot. This can be realized by a
method with an inverse dynamical model of the robot, e.g.
the approach of model-predictive control (MPC) [10, 11].
In this way Jehle [12] identified an inverse model of the
robot and the sensor (as a mechanical device) and applied it
to design a feed-forward controller. Its output is the desired
pose for the robot arm, which yields the desired trajectory
for the displaced pose of the tcp. Unfortunately, this ap-
proach is sensitive to uncertainties in the model of the robot
and the underlying position control (see section 2). There-
fore an adaptive approach is proposed in this paper, which
accounts for the special structure of the used position con-
trol.
2 Hierarchical Control
Control is designed in a hierarchical way (Fig. 2). The up-
permost level concerns force control, processing the output
of the force-torque sensor. This will be explained in sec-
tion 3. The output of the force controller is a desired pose1
of the tool xt which is the input to a 3-level position con-
trol.
Its two lower levels (dark green region) are almost un-
changed with respect to [13]. They act on the level of the
robot axes. The lowermost (servo) level is represented by
the standard robot controller (orange block) which is pro-
vided by the robot manufacturer. Its input qc, the motion
command, is the desired position for the position servo
loop. qc is computed by a feedforward controller (sec-
ond level) in such a way that a predefined trajectory of the
robot axes is exactly tracked, i.e. the desired axis positions
qd(k) are reached by the actual axis positions qa without
time-delay. Transformed to the Cartesian space this means
that the actual pose xa of the arm is identical to its desired
1Transformation matrices of homogeneous coordinates are used and multiplied, since this is the general case. For the sake of clarity, here we use the
notation with pose vectors and their summation.
value xd. This is called an ideal robot.
Only a sampled value of the desired position qd(k) is not
sufficient as control input for the tracking of a given tra-
jectory without delay. In addition, either derivatives of this
current position or future sampled values are required. If
available in advance, these future values qd(k + i) can be
processed by a feedforward controller and may result in an
ideal position control. Such an inclusion of future time-
steps is denoted by a bold face line in Fig. 2.
The robot feedforward controller is designed using a finite
impulse response (FIR) filter as the model of the robot. In-
version2 of this model yields a linear feedforward filter of
high order, e.g. 20 (see [14] for details).
The uppermost (third) level of position control (light green
region) concerns the difference between the motion of the
robot arm3 and the motion of the tool, i.e. the displace-
ments of the sensor. So it computes the desired trajec-
tory xd of the robot arm, considering the displacements sa
within the suspension of the end-effector, in order to track
a given trajectory xt of the tcp. This level acts in Cartesian
space. The controller is designed in section 4. Its input is
provided by the force control algorithm which feeds back
the sensor data.
Without contact the complete position control yields
xa + sa = xt, (1)
i.e. the real (displaced) tool pose and its desired value4 are
identical.
3 Force Control
In contrast to other force control schemes the authors pro-
pose to compute the desired pose of the tcp xt(k) at the
current time step k by
xt(k) = xa(k) + (sa(k)− sd(k)) (2)
from the currently sensed control error and the current ac-
tual pose xa(k). This assumes that the sensor does not out-
put forces and torques but directly the sensed displacement
which, for convenience, is transformed to a displacement
sa at the tcp. In the same manner, instead of desired forces
and torques, a vector sd of desired displacements is given.
It is computed from the desired forces and torques fd by
sd(k) = Ct · fd(k), (3)
where Ct is the 6 × 6 compliance matrix. It can be com-
puted by the (diagonal) compliance matrix of the sensor,
i.e. its inverse stiffness matrix, and by the compliance of
the environment at the contact point.5 6
The use of a measured pose xa(k) in (2) instead of a pre-
vious desired pose xt(k − 1) is crucial for a consistent
control. For a fixed object pose xo and a constant desired
displacement sd, because of xo = xa + sa it yields a time-
invariant desired pose for the robot tcp xt. This pose is
regulated by the position control loop (see green block in
Fig. 2) which usually is much faster than the external sen-
sor controlled loop.
This geometric interpretation of force control as the com-
putation of a desired pose allows some extensions, e.g. the
integration of compliance in the robot joints or the trans-
formation of displacements from the sensor to the tcp and
vice versa. This is fundamental for assembly with mini-
mum clearance. Details can be found in [5].
xr is the reference pose which serves as the desired pose of
the tcp for those components for which there is no contact
force. Without contact xt = xr.
Strictly speaking, sa in this section differs from sa in the
rest of this paper. Extending the notation, sa is composed
by a contact displacement sac and a free space displace-
ment saf , where the latter is caused by the weight of the
tool and the acceleration forces. The other sections assume
sac = 0 and thus sa = saf , while in this section, so far,
saf was ignored.
So the actual value of position control is (xa+saf ) instead
of (xa + sa). Then the generic goal is
xa + saf = xt (4)
instead of (1). This modification is important, since (xa +
sa) is constant when being in contact with a stationary
object. In contrast, sa in (2) is still valid since the sum
sac + saf represents the real displacement of the tcp with
respect to xa. Both equations yield sac = sd.
A problem might be the distinction between sac and saf
since only sa is measured. So saf has to be predicted
model-based, using the accelerations and the inertia of the
end-effector that can be identified when there is no contact.
4 Unconstrained Motion
Position control in Fig. 2 is represented by the servo loop
(orange block) and two feedforward blocks, one for the de-
coupled control of the robot which is assumed to be stiff,
and the other one for the control of the robot in such a
way that the compliantly suspended end-effector tracks the
desired path. The latter is especially required in uncon-
strained motion, i.e. when there is no contact.
Both feedforward controllers are organized in a similar
way. The first aims at qa = qd while the other one is
designed to give xa + sa = xt. For convenience, in the
2Strictly speaking, because of possible modeling errors the model is not numerically inverted but the feedforward filter is estimated using the model.
3For convenience, the pose of the robot arm is not defined by the pose of the robot flange but by a virtual pose of the tcp, which is computed by the
forward kinematics, assuming no displacement of the sensor.
4Note that qc, xd as well as xt are denoted as desired trajectories, depending on the level.
5Within this paper it is assumed that there is only a single contact with the environment and this contact acts at the tcp.
6Note that the displacements sa and sd have the sign of a distance and not of a deflection, i.e. when pressing in positive z direction, the z displacement
is negative. The sign of the force is assumed accordingly.
rest of this section, especially the latter controller and its
adaptation is explained.
The controllers are designed as linear filters which weigh
the future part of the desired trajectory of the tcp,
xd(k) = xt(k) +
n∑
i=0
Ki · (xt(k + i)− xt(k)). (5)
The controller parameters Ki are computed by adaptation.
In this way, accelerations are considered according to their
real influence. It is not necessary to extract velocities or
accelerations from the given or computed trajectories. Be-
cause of couplings, the Ki are not diagonal.
The adaptation is organized by three steps:
• Identification of a model,
• Computation of the desired controller output,
• Adaptation of the controller parameters.
In contrast to the robot which is modeled by a finite im-
pulse response (FIR [15]), the combination of robot and
end-effector is poorly damped. Thus it has to be consid-
ered as an infinite impulse response (IIR) system. 7
So the first step of the adaptation is solved by a least square
algorithm, which fits the parameters Ai and Bi of the
model equation 8
xa(k + 1) + sa(k + 1)
= xd(k) +
nb∑
i=0
Bi · (xd(k − i)− xd(k))
+
na∑
i=0
Ai · (xa(k − i) + sa(k − i)− xd(k)).
(6)
Assuming an ideal underlying control (xa = xd), this
model turns out to represent the effect of accelerations of
the tool. Because of couplings, A and B are no diagonal
matrices.
The second step then computes the desired trajectory x∗d of
a robot which is assumed stiff, in order to get xa+sa = xt.
The individual expressions
∆xd(k) +
nb∑
i=0
Bi · (∆xd(k − i)−∆xd(k))
−
na∑
i=0
Ai ·∆xd(k)
= xt(k + 1)− (xa(k + 1) + sa(k + 1))
−
na∑
i=0
Ai · (xt(k − i)− (xa(k − i) + sa(k − i)))
(7)
give a linear set of equations, where ∆xd = x∗d−xd repre-
sent the required changes of the desired trajectory xd. This
means that x∗d are the optimal controller outputs that yield
xt instead of the measured results (xa + sa).
For the interpretation of (7) the expressions with ∆xd(k)
can be omitted, if
∑na
i=0Ai +
∑nb
i=0Bi ≈ I. This is true
since the static transfer factor of the underlying robot po-
sition control is close to one. Then (7) can be abbreviated
by a matrix equation 9
B ·∆xd = (I−A) · (xt− (xa + sa)) = (I−A) · e, (8)
where underlined vectors denote vectors of poses, i.e. tra-
jectories. In this representation the N ×N matrices A and
B are almost diagonal, whereN is the number of sampling
steps in the trajectories.
B1
· · · · · ·
Bnb · · · · · ·
· · · · · · · · ·
Bnb · · · B1
 ·

∆xd(0)
· · ·
· · ·
· · ·
∆xd(N − 1)

(9)
=

I
−A1 I
· · · · · · · · ·
−Ana · · · · · · · · ·
· · · · · · · · · I
−Ana · · · −A1 I
 ·

e(1)
· · ·
· · ·
· · ·
e(N)

The computation of ∆xd is done by minimizing the right
hand side of (8). This is done by estimation using an infor-
mation filter (also called inverse Kalman filter [16]), since
this can be realized numerically efficiently because of the
sparsity of the matrices [14]. But, strictly speaking, the
minimization of the right hand side of (8) does not mini-
mize the control error e but an error which is reduced by
the system dynamics. This means that oscillations are not
considered, only the disturbances which excite the oscilla-
tions.
The alternatives to estimate ∆xd from (I − A)−1 · B ·
∆xd = e or to compute ∆xd = B
−1 · (I−A) · e directly,
both, process non sparse matrices and therefore need much
more computing power. Therefore the approximation of
estimating ∆xd from the right hand side of (8) seems ade-
quate.
In this way, after executing a test run, the controller out-
puts are set to x∗d and thus yield a smaller control error.
This can be repeated several times, since the linear model
is rather simple and thus the expected result will not be
reached at once. Finally, the desired trajectory of the tcp
will be executed with small control errors.
The third step is not obligatory for trajectory control.
When being used, new test trajectories can be executed
7The representation of a model as a finite impulse response function is similar to (6), but with na = 0 and nb being the length of the impulse
response. With nb ≤ 20 that method works well, even with higher order process dynamics. However, a poorly damped system requires nb  20
which yields to numeric problems. In contrast, in an IIR model na ≈ nb correspond to the system order which is much smaller. An IIR model is
usually implemented by a transfer function with matrix parameters Ai and Bi.
8xd(k) is a moving working point.
9Because of numerical reasons, (7) is used instead of (8). Equations (8) and (9) are shown only for the interpretation.
with small error, without further test runs for the adapta-
tion. This step is required however, if sensor data are used,
since then the trajectories always differ.
This step computes controller parameters that yield x∗d,
given the desired trajectory xt. A possible equation is (5).
An alternative formulation would be
x∗d(k) = xt(k) +
n2∑
i=−n1
Ki · (xt(k + i)− xt(k)). (10)
Both variants only process the target trajectory, no mea-
sured values of the current test run. Therefore they are
inherently stable. On the other hand this approach only
compensates for systematic path errors due to the compli-
ant setup and the desired motion. Stochastic disturbances
cannot be compensated in this way. But disturbances on
the desired motion, e.g. due to a sensed stochastically dis-
turbed pose of the target object, will cause a modified tar-
get trajectory xt and thus modified controller outputs xd.
This is not a problem if the controller is adequate. Only
those disturbances are not compensated, that displace the
end-effector without being excited by a controller. Fortu-
nately, these disturbances are quite small.
5 Experiments
The experiments have been executed using a KUKA KR16
robot with a KRC2 controller (Fig. 4). Using test trajecto-
ries 10, first, the parameters of the robot feedforward con-
troller are adapted. After a single run that identifies the
6 × 6 model (na = 0, nb = 20), about 100 iterative test
runs are executed until the robot controller (n = 30) has
converged. Then, holding this controller, the end-effector
controller is adapted. This is done in the same way, but
with the shown IIR model (na = nb = 4) instead of the
FIR approach. Both is realized fully automatically, without
any intervention or tuning by a human.
For the demonstration of the performance the desired tra-
jectory is a Cartesian back and forth motion in the z di-
rection of the tcp. Figures 5 and 6 show the influence of
the end-effector control in the moved component. Without
considering the compliance, the end-effector is displaced
by the desired translational acceleration, overlaid by an un-
wanted oscillation of the tilting component. The control
error is bigger than the displacement since the robot feed-
forward controller is not ideal. With the end-effector tra-
jectory computed according to (7), the translational effect
is compensated, though the displacements are still present.
But the oscillation is not yet compensated. This is because
of the interface to the robot which acts as a low-pass fil-
ter and thus inhibits high frequency actions. In addition,
the effect of medium frequency control actions is not mod-
eled properly, resulting in slightly bigger amplitudes in the
first part. The oscillation damping might be superior when
using a KRC4 controller ([17, 18]) which allows a higher
sampling rate (250 Hz for the sensor interface) and less
filtering.
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Figure 4: Setup for the experiments, using a compliant
sensor with internal springs.
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Figure 5: Displacement and control error without end-
effector control.
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Figure 6: Displacement and control error when using an
optimized trajectory for the robot arm.
10A test trajectory is used which moves the individual Cartesian components one after the other, back and forth. Instead, for the identification of the
model, sine signals with increasing frequency (chirp) are used.
The control error is still inferior when an end-effector feed-
forward controller according to (5) is applied to compute
xd(k) instead of using the optimized x∗d(k) itself. Nev-
ertheless, even in this case, an improvement is obvious.
These results will be the motivation for further revisions of
the adaptation scheme.
6 Conclusion
The paper argues that compliant devices as a compliant
force-torque sensor are useful for demanding assembly
tasks. Force control as well as position control of the dis-
placed end-effector can be designed in such a way that the
compliance is explicitly considered.
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