Abstract. This paper proposes a novel piecewise linear optimal compander design method based on the meansquare approximation of the first derivative of the optimal compressor function. Designing of the piecewise linear optimal compander is conducted for signals modeled with the Gaussian probability density function (PDF) and signals modeled with the Gaussian mixture model (GMM). The slopes of the piecewise linear optimal compressor function are optimized for each quantization segment from the support region. The optimization is performed with a goal of obtaining minimal mean-squared error introduced with the proposed approximation, in this manner affecting the number of the uniform cells within each segment. The obtained numerical results show that signal-to-quantizationnoise ratio (SQNR) of so obtained piecewise linear optimal compander overreaches SQNR of the uniform quantizer, whereas approaches to the SQNR of the nonlinear optimal compander for higher number of quantization segments. Features of the proposed quantizer indicate great possibilities for its widespread application in quantization of signals modeled by Gaussian PDF and GMM.
Introduction
The quantization process represents mapping of an infinite set of signal samples into a finite one, which yields to information loss [11] . A great challenge in developing a novel quantizer model can be the minimization of this loss, i.e., the minimization of distortion as its measure. The knowledge and understanding of the properties of the existing quantizer models can provide improvement of novel quantizer solutions and can facilitate their application in signal processing. The analysis of different quantizer model properties usually begins with the consideration of the properties of the most common types of scalar quantizers, uniform and non-uniform ones. A uniform quantizer is known by its design simplicity [11] . For a given number of quantization levels and given non-uniform PDF of the input signal, a non-uniform quantizer less distorts the signal in comparison to a uniform quantizer [11] . Most of real signals have a non-uniform PDF, which is why nonuniform quantizers are frequently used. Generally, for the given PDF, quantizers can be optimized to yield the minimal distortion and there are two approaches proposed in the literature that are mostly used. One uses computationally demanding Lloyd-Max's algorithm that designs iteratively an optimal quantizer for a given PDF [5] , [11] . The second approach yields an asymptotically optimal quantizer and is based on compression, uniform quantization and expansion of the input signal, where compression and expansion functions are mutually inverse [11] . These three steps of non-uniform quantization process define the companding technique, where the highest signal quality (the smallest distortion) can be achieved by using the optimal companding technique, which defines an optimal compander. The quantizer designing can also be focused towards the linearization of its transfer characteristic. With linearized quantizer models, software and hardware realization are simplified compared to the case with an optimal compander having nonlinear compressor function [1] . In this particular field of research many different solutions for the linearization of the optimal compressor function were proposed [3] , [6] - [8] , [10] . The support region of these quantizers is divided into several segments, each of which contains several equal in width quantization cells and uniformly distributed reproduction levels. The robustness of the piecewise linear optimal compander (PLOC) on the changing variance of the input signal was analyzed in [3] and [6] . Unlike the quantizer proposed in [6] , where the number of cells were assumed to be constant per segment and where the segments were determined by the equidistant partition of the optimal compressor function, in [7] and [10] the number of cells per segment were optimized contributing to the distortion decrease. The fact that above-mentioned quantizers are piecewise linear, that is, simpler for designing and implementation compared to nonlinear quantizers, justifies their widespread application. For example, in widely used digital PCM (Pulse Code Modulation) system the compression and expansion characteristics are piecewise linear approximations to µ-law and A-law characteristics [11] .
In this paper, the mean-square approximation of the first derivative of the optimal compressor function is applied in designing the quantizer and the performances of the developed quantizer are analyzed. This choice is made due to analytical simplicity and tractability of the applied approximation of the function's first derivative instead of approximating the function itself. In this way, the design complexity of the quantizer model becomes lower compared to the complexity of the previously reported piecewise linear quantizer models. The above-mentioned advantages of the piecewise linear quantizers led to their more common application in smart sensors [4] . In order to achieve linear dependence between the measured values on the input of the transducer and A/D converter's output, the nonlinear transfer characteristic of the quantizer in A/D converter is programmed to be the inverse characteristic to the one of the transducer [4] . With the suitable piecewise linearization of the quantizer's transfer characteristic one can simplify the design of A/D converter implemented in smart sensors. To retain the linearity between the input of the transducer and A/D converter's output, the nonlinear and the obtained piecewise linear characteristic should be fitted as close as possible [4] . In this paper, we propose a method which achieves this goal.
The majority of real signals from our environment, and among them speech signals, can be modeled with a Gaussian PDF or GMM [9] . In this paper we are mainly focused on PLOC designing for the Gaussian source. We also describe the PLOC designing procedure for the GMM. In particular, Section 2 contains detailed analytical derivations, given in the form of lemmas, describing the designing procedure of the PLOC for the Gaussian source. In Section 3 the designing procedure is conducted for the signals modeled with GMM. Section 4 reports the numerical results validating the conclusions derived in Section 5.
Design of the novel piecewise linear optimal compander
This section describes the design of the novel PLOC for the Gaussian PDF of unit variance and zero mean value:
For the given number of quantization levels N and the assumed Gaussian PDF, the optimal compander support region threshold x L is given by [12] , [13] :
The optimal compressor function c( 
In general, a compander is consisted of three building blocks, a compressor c(·), a uniform quantizer Q(c(·)) and an expander c -1 (·) (see Fig. 1 ). For the assumed Gaussian source the optimal compressor performs numerical integration and the optimal expander solves integral equations, which make difficult the application of the optimal compander for the observed source. For that reason, a method for the optimal compander linearization can be of great importance. This is due to the ability of decreasing the complexity of compander design and providing a simpler application of the PLOC for the cases where the Gaussian PDF is assumed. From hardware point of view, it is important to obtain linear transfer characteristics, herein compressor and expander characteristics, which overcome the problem observed with accurately implementing analog nonlinearities [1] .
Let us assume, as in [7] and [10] , that the number of segments of the same width, constituting our piecewise linear optimal compander support region, is 2 L. Due to the quantizer symmetry, hereafter, only the positive part of the support region will be considered. The segment width of the quantizer we propose is determined by:
The mean-square approximation of the optimal compressor function first derivative:
we propose in this paper is of the form: 
The parameter a i , for i = 1, …, L, represents the slope of the piecewise linear optimal compressor function for the i-th linear segment [x i-1 , x i ). Towards better understanding of the proposed approximation method and with the goal to provide better insight in details of the obtained linearized compander model, three basic features of the proposed approximation method are given and analyzed through the following lemmas. 
▼Proof: The first derivative of the optimal compressor function (3) is given by (5), for 0≤ x ≤ x L . The mean-squared error, MSE, introduced with the observed approximation of the first derivative of the optimal compressor function with corresponding constants a i , i = 1, …, L, is:
By minimizing F with respect to a i , i = 1, …, L, the optimal slopes of the piecewise linear optimal compressor function are obtained. x i-1 and x i denotes the thresholds of the i-th segment and a i is the slope of the piecewise linear optimal compressor function for the i-th segment. Setting the first derivative of F with respect to a i equal to zero:
leads to (8) 
▼Proof: The slope of the first degree spline approximation for the i-th segment [x i-1 , x i ) can be expresed by using the equation of a line passing through the points (
Since the first degree spline approximation function c s i (x) matches the optimal compressor function c(x) in x i-1 and x i [14] (see Fig. 2 ), the previous exspression can be rewritten as follows:
By comparing (8) and (13) 
it is a continuous function.
▼Proof: Our piecewise linear optimal compressor function can be expressed with:
where coefficient d i represents the ordinate axis intercept for the i-th segment. From (15) it follows:
By assuming that our piecewise linear optimal compressor function matches the optimal compressor function and spline function in points x i-1 :
( ) ( ),
the coefficient d i can be further expressed with: The first degree spline approximation of the optimal compressor function can be written as:
where a s i is defined by (13) . To prove Lemma 3, we have to show that the expressions (15) and (19) are identical at points
opt (11) . This means that the proof of Lemma 3 ends with proving the equality of the coefficients d 
After subjecting the expression (20) to some simple modifications, the following is obtained:
Finally, the first degree spline approximation of the optimal compressor function in x i-1 point has the form:
Obviously, from (21) and (22) it follows:
Comparison of the expressions (18) and (23) reveals that coefficients d i and d 
As already mentioned, the segment thresholds are equidistant and can be expressed as:
The decision thresholds, i.e., the cell thresholds can be expressed in the following manner:
The reproduction levels are similarly defined with:
The performance of a quantizer can be evaluated by determining the distortion as an inevitable error introduced in the signal during quantization. The overall distortion is a sum of a granular D g and an overload D ol distortion [11] . By definition of the mean-squared error, D g and D ol have the following form [11] :
and the overall distortion D is:
In the expression (29), x ij-1 and x ij are the thresholds of the j-th cell, and y ij is the reproduction level from the j-th cell of the i-th segment. The reproduction level y ol from the overload region, which is complementary to the support region, can be calculated as the centroid of the assumed PDF on [x L , ∞) [12] , [13] :
To calculate the distortion, x ij and y ij need to be known and memorized, which in the case of high number of quantization levels consumes a large memory space. This shortcoming can be avoided by utilizing the asymptotic analysis, that is, by applying the Bennett's integral [11] . Starting from the Bennett's integral [11] , the granular distortion can be expressed approximately in terms of input PDF, the support region threshold x L , the number of quantization levels N and the compressor function's first derivative as follows:
For the applied approximation method we derive the following expression for the granular distortion of the proposed PLOC: The equation for the overload distortion in closed form for the observed PDF is already derived in [12] :
Calculating distortion (31) in the later manner has the advantage of lowering down the memory utilization, because in this case only the segment width, which is constant, needs to be memorized. As already highlighted in [11] , for N >> 1, one can expect a small difference in the calculated values of distortion when the expressions (34) and (35) are used in comparison to the distortion calculated by utilizing the expressions (29) and (30). Observe that in this paper we use SQNR rather than distortion to characterize the performances of PLOC. The SQNR is defined by [11] :
Towards the goal of highlighting the benefits of the proposed PLOC, in Section 4 the obtained numerical results are discussed.
Application of the proposed piecewise linear quantizer designing method for signals modeled with the Gaussian mixture model
Non-uniform scalar quantizers have been designed for Gaussian source [12] , [15] , [16] , but their development for processing of the signals modeled with GMM is still in progress. It is shown that in many cases PDF of real signals can be modeled better with GMM instead of Gaussian PDF [9] . In this section we describe the application of the proposed quantizer designing method for the signals modeled by GMM. We assume that the PDF function of a signal modeled with GMM is consisted of two Gaussian components of the same, unit variance (σ 2 = 1) and mean values of -μ and μ, as follows: 
In this case, the optimal compander support region threshold is shifted for μ in relation to the support region threshold of the optimal compander designed for one Gaussian PDF with unit variance and zero mean value:
The previous expression is referring only to the positive part of the optimal compander support region. The optimal compressor function is modified for this case as well, and now it has the following form: 
Accordingly, the first derivative of the optimal compressor function (39) is:
As we explained in the previous section of the paper, the proposed approximation method is based on the mean-square approximation of the optimal compressor function's first derivative. As a result, the piecewise linear optimal compressor function is obtained. The slopes of the obtained piecewise linear function on each segment of the support region are optimized so that the mean-squared error introduced with the proposed approximation is minimal. The described method results with the following key parameter:
In the previous section we have given the expressions for the granular and overload distortion, which can be further adjusted for the case of GMM. These expressions follow: 
( ) ( )
In what follows, our numerical result analysis is focused on two cases, where μ = 2 and μ = 4.
Numerical results
In this section the performances of the proposed PLOC are compared with the ones of the uniform quantizer and the optimal compander [11] , by comparing the corresponding SQNR values determined for the fixed bit rate R = log 2 N [bit/sample]. Fig. 3 shows the dependences of SQNR on bit rate R for the proposed PLOC, the uniform quantizer and the optimal compander designed for the assumed Gaussian source. The results are determined for the proposed PLOC with the number of segments 2L = 4, 8, 16 and for the number of quantization levels N = 32, 64, 128, 256, i.e., for R ranging from 5 to 8 bit/sample. The equations (34)-(36) are used for SQNR calculation of the proposed piecewise linear optimal compander. Observing the functional dependences of SQNR on R, shown in Fig. 3 , one can notice that in the whole range of bit rates, the proposed PLOC obtains higher signal quality (higher SQNR) in comparison to the uniform quantizer [2] , [11] . In this particular case of comparison, the lowest obtained SQNR gain over the uniform quantizer is 0.7 dB and it is obtained with the proposed PLOC with 2L = 4 segments and for the bit rate of 5 bit/sample. Fig. 3 also shows that, with the increase of the number of quantization levels, that is with the increase of R, SQNR obtained with the proposed PLOC increases, and that the SQNR gain over the uniform quantizer increases as well. The SQNR gain obtained with the proposed PLOC over the uniform quantizer reaches its maximal value of 3.4 dB for 2L = 16 and for the bit rate of 8 bit/sample. When compared to the optimal compander for the fixed bit rate, the proposed PLOC with 2L = 16 segments obtains SQNR close to SQNR of the optimal compander, while the proposed PLOC with lower number of segments obtains lower SQNR. The piecewise linear solution is much simpler for hardware realization compared to the optimal compander. This is due to linearity and, as it is explained above, the parameters that are needed for complete definition of the proposed quantizer consumes lower memory space. Accordingly, the proposed quantizer solution, depending on the application area, has an important advantage in comparison to the optimal compander which reflects in lower design and realization complexity.
To avoid the calculation and memorizing of each cell threshold and reproduction level, in this paper we have derived the approximate expressions for the calculation of the granular and overload distortion of the proposed quantizer (equations (34), (35)). Table 1 gives the overview of SQNR values for different number of quantizer segments and for the specified distortion calculation method. Observing the SQNR values given in Table 1 it can be concluded that with the increase of the number of quantizer segments and the number of quantization levels SQNR increases, while the difference in SQNR values, obtained with the application of accurate formulas (29) The similar analysis was conducted in [8] , where the linearization method was based on the approximation of the first derivative of the optimal compressor function at the point on the middle of each segment. The obtained results have shown that the PLOC designed in this way has performance close to the one of the nonlinear optimal compander for a higher number of quantization segments, where the number of quantization levels is fixed to N = 128. Unlike [8] , where the dependence of SQNR on the number of quantization segments is given and analyzed for fixed N = 128, in this paper more comprehensive performance analysis is provided. In particular, in this paper, for a different number of segments, SQNR dependencies on the number of quantization levels are presented. In addition, in [8] it has been shown that after optimization of the support region threshold, so that the introduced distortion is minimal, the performance of the PLOC overreaches the performance of the same quantizer before the optimization. In our paper, the optimization is carried out to minimize the mean-squared error introduced with the proposed approximation, but yet the same conclusion can be derived, that, for high number of segments, the proposed PLOC almost matches in SQNR with the nonlinear optimal compander. For the same number of quantization levels N = 128 and for the same number of quantization segments L = 8, the SQNR of the quantizer we propose herein is closer to SQNR of the nonlinear optimal compander compared to the SQNR of the quantizer from [8] . Specifically, in the observed case, SQNR of the proposed quantizer and the one from [8] are 0.05 dB and 0.12 dB below the SQNR of the nonlinear optimal compander, respectively. In the case where N = 128 and L = 2, SQNR of the proposed quantizer and the one from [8] are 1.06 dB and 1.24 dB below the SQNR of the nonlinear optimal compander, respectively. The numerical results are also derived for the assumed GMM. The following figures show the results of the conducted analyses, where
The considered values for the number of quantization segments are L = 4 and L = 8, whereas the number of quantization levels is N=128. By observing Fig. 4 , one can easily notice how close are the optimal compressor function, c(x), and the obtained piecewise linear optimal compressor function:
An interesting conclusion that can be derived is that the mean values of the GMM components affect the final result of the linearization process. For given L and for lower mean values, for instance, μ = 2, the piecewise linear optimal compressor function is closer to the nonlinear optimal compressor function compared to the case where μ = 4. Obviously, smaller mean values result with closer GMM components, and, as a result, better approximation of the optimal compressor function is achieved. The fact that the linearization error is lower for closer GMM components also has the effect on the obtained signal quality after linearization. Table 2 gives the overview of obtained signal quality (SQNR) values before and after linearization. One can see that the difference in SQNR values before and after linearization is smaller in the case of μ = 2, for each value of the number of segments. Also, as the number of quantization segments increases the difference in SQNR decreases.
Summary and conclusions
In this paper the novel method for designing the piecewise linear optimal compander (PLOC) has been proposed. The proposed method involves the meansquare approximation of the first derivative of the optimal compressor function. Optimization of the slopes of the linear functions, comprising the piecewise linear optimal compressor function, has been done by minimizing the mean-squared error introduced with the proposed approximation. By optimizing the slopes the number of uniform cells per segment has been determined. The analysis have shown that the piecewise linear optimal compressor function after optimization have slopes equal to the corresponding ones of the first degree spline approximation of the optimal compressor function. The designing of the PLOC has been conducted for the signals modeled with the Gaussian PDF and signals modeled with the GMM. It has been highlighted that the main contribution of the proposed design method is in simpler hardware and software realization of the PLOC compared to the nonlinear optimal compander. Analysis of the numerical results has lead to the conclusion that in the whole range of observed bit rates the proposed PLOC represents an effective solution for achieving higher signal quality (higher SQNR) in comparison to the uniform quantizer. In addition, it has been shown that the proposed PLOC processes the signal leaving its quality very close to the quality of the signal processed with the optimal compander. The applicability of the proposed quantizer for speech and other signals modeled by Gaussian PDF and GMM recommends it for integration in A/D converters.
