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Abstract
We find the static spherically symmetric solutions (with vanishing shift func-
tion) of the complete nonprojectable Horˇava theory explicitly, writing the space-
time metrics as explicit tensors in local coordinate systems. This completes previous
works of other authors that have studied the same configurations. The solutions
depend on the coupling constant α of the (∂i lnN)
2 term. The λ = 1/3 case of
the theory does not possess any extra mode, hence the range of α is in principle
not limited by the linear stability of any extra mode. We study the full range of
α, both in the positive and negative sectors. We find the same wormhole solutions
and naked singularities that were found for the Einstein-aether theory in a sector
of the space of α. There also arise wormholes in other sector of α. Our coordinate
systems are valid at the throats of the wormholes. We also find the perturbative
solutions for small α. We give this version of the solutions directly on the origi-
nal radial coordinate r, which is particularly suitable for representing the exterior
region of solutions with localized sources.
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1 Introduction
In recent years there have been advances in establishing the consistency of the complete
nonprojectable Horˇava theory [1, 2]4, as well as in exploring its viability as a candidate
for an ultraviolet completion of general relativity (GR) that can be consistently quantized
perturbatively. Most of the early claims about the inconsistency of the theory concern a
potentially dangerous extra mode. If one makes only a preliminary comparison between
the number of field variables and the number of gauge symmetries, which are less in
Horˇava theory than in GR, one could conclude that in Horˇava theory there is one degree
of freedom more than in GR. Although this can be regarded as a generic result, we
recently showed [4] that this is not true for the nonprojectable theory with the special
value λ = 1/3, where λ is the coupling constant of the tracelike kinetic term. We
showed that at this point the theory has two extra second-class constraints that eliminate
the extra mode from the phase space. In turn, the extra constraints protect the value
λ = 1/3 against renormalization running since other values of λ violate the constraints.
Technically, what makes the value λ = 1/3 so special is that the time derivative of the
spatial metric cannot be completely solved in terms of the canonical momentum from the
pure Legendre transformation; instead the extra constraints arise. This result is valid
even with the whole z = 3 potential of the theory, not only for effective Lagrangians [4].
Thus, the complete nonprojectable Horˇava theory at λ = 1/3 has a remarkable feature: it
possesses exactly the same degrees of freedom of GR. As an immediate consequence, the
theory avoids the problem of strong coupling of the extra mode (low-energy divergences
of self-interaction coupling constants) [5, 6, 7, 8], since there is no extra mode. Having the
same degrees of freedom of GR at all scales, the λ = 1/3 theory does not experience the
obstructions other theories of gravitation frequently face in recovering GR: discontinuities
or ghosts. Moreover, the linear-order perturbative version of the effective theory for large
distances is physically equivalent to the linearized version of GR. This implies that the
effective theory propagates gravitational waves exactly in the same way as linearized GR
does. Measurements that could signal gravitational waves have been recently obtained
[10].
In the linear-order perturbative analysis of Ref. [11], the absence of the extra mode for
a particular model of the original nonprojectable Horˇava theory at λ = 1/3 with a Cotton-
square term (without the ai = ∂i lnN terms) was found. Since the model considered there
acquires conformal symmetry at the UV, one could think that the absence of the extra
mode is a consequence of the approximate conformal symmetry, but the analysis of [4]
shows that this result is actually a consequence of the λ = 1/3 value. Extra gauge
symmetries would lower furthermore the number of degrees of freedom in the λ = 1/3
case.
Even in the theory with λ 6= 1/3, where the extra mode arises, the disastrous strong
4The original Horˇava theory of gravitation was formulated in Ref. [1]. An important class of new
terms were incorporated to the potential of the nonprojectable version by Blas, Pujola`s and Sibiryakov in
Ref. [2]. These terms are needed for a renormalization procedure based on the gauge symmetry; hence we
use the word complete. We use the term “original theory” to refer to any nonprojectable model without
the terms of [2], independent of whether or not they impose the detailed balance principle. Previous
ideas about the foliation-preserving diffeomorphisms as a group of gauge symmetry were used by Horˇava
for a membrane action in Ref. [3].
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coupling could be circumvented, since it arises only if one forces the limit λ→ 1 in order
to recover GR at low energies [5]. In Ref. [9] (see also [12]) two of us showed a way to
recover GR for any λ: the second-order model having only the spatial scalar curvature
in the potential is physically equivalent to GR with no need of assuming additional
restrictions on the kinetic terms. Thus, the way to recover GR is to neglect all the terms
in the potential except the (3)R term, whereas λ is left arbitrary. This mechanism avoids
the limit λ→ 1 for recovering GR.
For both cases, λ = 1/3 and λ 6= 1/3, it has been shown the consistency of the
Hamiltonian formulation of the complete nonprojectable theory [4, 13, 14, 15] (see also
Ref. [16]). It has been fully clarified the set of constraints of the theory, together with
their first- or second-class character. There is no evidence leading us to conclude that any
of those constraints is an inconsistent equation for the metric variables or their conjugated
momenta.5 It has been shown that the algebra of constraints closes. All the constraints
are preserved in time once consistent equations for the Lagrange multipliers associated
to second-class constraints are imposed6.
These results, in particular the outstanding properties of the λ = 1/3 theory, encour-
age us to deepen on the physical content of the complete nonprojectable Horˇava theory.
Because of their astrophysical relevance, we devote this paper to study the (vacuum)
static spherically symmetric solutions of the complete nonprojectable Horˇava theory.
Since the interest is in the large-distance physics, we use the lowest-order effective action
(second order in derivatives). Unlike the symmetries of GR, the foliation-preserving dif-
feomorphism symmetry is not enough to eliminate the mixed time-space components of
the metric once it is written in spherical coordinates (Schwarzschild coordinates). Thus,
those components (the shift function) are left active if only symmetry arguments are
used, representing a hair for this class of solutions. For the sake of simplicity, in this
paper we only consider static spherically symmetric configurations with vanishing shift
function7. The analysis covers simultaneously the λ = 1/3 and λ 6= 1/3 cases, since λ
is a multiplier of a kinetic term. Once the conditions of staticity and vanishing of the
shift function are imposed, all kinetic terms vanish, such that λ disappears from the field
equations. Thus, under these conditions the field equations are the same for λ = 1/3
and λ 6= 1/3. The only coupling constant the field equations depend on is the one of the
(∂i lnN)
2 term, which is denoted by α.
Some years before the formulation of the Horˇava theory, Eling and Jacobson [22] (see
also [23]) studied the static spherically symmetric solutions of the Einstein-aether theory
(EA theory), which is also a theory with preferred frame [24]. It turns out that such
solutions are also the static spherically symmetric solutions of the effective action of the
complete nonprojectable Horˇava theory, since the EA theory becomes equivalent to the
5The equation used in Ref. [17] to argue that the original nonprojectable Horˇava theory necessarily
has vanishing lapse function is actually an equation for the trace of the canonical momentum with the
physically consistent solution pi = 0 [9].
6When the original (incomplete) theory is considered with terms of higher order the algebra of con-
straints also closes, but there arise nonelliptic differential equations [18]. In Ref. [19] the second-class
constraints of the original theory were misinterpreted as first-class ones. That prevents to obtain the
closure of their algebra.
7Static spherically symmetric solutions with active shift function were found for the original Horˇava
theory in Ref. [30].
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large-distance limit of the Horˇava theory when the condition of hypersurface orthogonality
is imposed on the unit vector of the EA theory [7, 25, 26]. This condition is met for the
static spherically symmetric configurations [22]. Eling and Jacobson [22] studied the
solutions in a restricted range for the coupling constant equivalent to α. In that range
they could find the solutions analytically in terms of a function of the radius. They used
such a function as a parameter over which the solution can be explicitly expressed. They
found that the solutions have a wormholelike geometry, with two spatial branches joined
by a throat (an Einstein-Rosen bridge). These solutions are not black holes.
Directly on the side of the complete nonprojectable Horˇava theory, an analysis of the
static spherically solutions was done by Kiritsis in Ref. [20] (in [21] there is a related
study on the original theory). Motivated by the linear stability of the (possible) extra
mode [2], he concentrated the analysis on the 0 < α < 2 range. This is the same
range studied for the solutions of the EA theory in Ref. [22]. Kiritsis also analyzed the
solutions in the α = 2 and α > 2 ranges. He got the solutions in a similar fashion to
[22]: expressing them in terms of a function of the radius and then using the function
as the parameter that controls the configurations. In addition, there is vast literature
about solutions of the original Horˇava theory, both in the projectable and nonprojectable
versions. Most of these studies are perturbative approaches. Exact computations on
finding static spherically symmetric solutions can be found in Refs. [27, 28].
In this paper we shall make further developments on analyzing the field equations for
static spherically symmetric solutions. Our aim is to find the solutions in a closed way,
such that the space-time metric can be explicitly written as a tensor in concrete local
coordinate systems. Furthermore, since the λ = 1/3 theory does not possess any extra
mode, the range of α is not restricted a priori by physical features associated to the extra
mode if one is interested in the dynamics of the λ = 1/3 theory. Therefore, we extend the
analysis of the static spherically solutions to the full range of α, including negative values.
In Section 3 we shall show that the field equations can be exactly and explicitly solved
in a closed way. We shall perform a managing of the field equations aimed to recover
explicitly the constraints of the theory. The central step of the procedure will consist of
extracting a purely algebraic field equation. This equation can be easily solved according
to two different cases of α; the solutions arising as one-parameter families on each case.
We shall use the corresponding parameter as a transformed radial coordinate, such that
the final solution will be explicitly written in terms of the transformed radius. The final
exact and explicit expressions will help us to furthermore understand the properties of
the solutions.
In order to further explore the solutions, in Section 4 we present a different and
convenient approach for solving the equations: the perturbative approach. We shall show
how the field equations can be solved approximately by assuming an small α. Specifically,
the analysis will be done at linear order in α. The explicit expression we shall find for
the perturbative solution has the advantage of being given directly in the original radius
r of the spherical coordinates. We shall discuss the spatial ranges of validity of the
perturbative solutions. Section 5 contains further discussion and conclusions.
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2 The conditions of staticity and spherical symmetry
The action of the complete, nonprojectable Horˇava theory is written in terms of the
Arnowitt-Deser-Misner (ADM) variables gij, N and Ni as
S =
∫
dtd3x
√
gN(GijklKijKkl − V), (2.1)
where
Kij =
1
2N
(g˙ij − 2∇(iNj)) , (2.2)
Gijkl =
1
2
(gikgjl + gilgjk)− λgijgkl , (2.3)
and V is the potential, which depends explicitly on the curvature tensors, the vector
ai ≡ ∂i lnN and derivatives of them. In the nonprojectable theory the lapse function
N is regarded as a function of both time and space. We specialize our analysis to the
large-distance effective action, which is formed with the quadratic potential
V(2) = −R− αaiai , (2.4)
where α is a coupling constant. One may put an additional, undetermined coupling
constant for the R term since it is covariant by itself under the gauge symmetry of the
theory, which is the foliation-preserving diffeomorphisms group, with no need of mixing
with the kinetic term. Since such a constant can be always absorbed in the free theory
by rescaling the time, we omit it in our discussion.8
The corresponding equations of motion, which are derived by taking variations with
respect to gij, N and Ni, are given, respectively, by
1√
g
∂
∂t
(
√
gGijklKkl) + 2N(K
ikKk
j − λKKij)− 1
2
NgijGklmnKklKmn
+2∇k(Gkmn(iKmnN j))−∇k(GmnijKmnNk) +N(Rij − 1
2
gijR)
−(∇i∇jN − gij∇2N) + αN−1(∇iN∇jN − 1
2
gij∇kN∇kN) = 0 , (2.5)
GijklKijKkl −R + 2αN−2(N∇2N − 1
2
∇iN∇iN) = 0 , (2.6)
∇i(GijklKkl) = 0 . (2.7)
We proceed to evaluate systematically the field equations for static and spherically
symmetric configurations, starting with the condition of staticity. There is an important
difference in the role the shift function Ni has for static spherically symmetric configura-
tions of Horˇava theory with respect to GR. As it is well known, in GR the only nonzero
component of Ni for static spherically symmetric metrics, written in spherical coordi-
nates, can be absorbed by redefining the time in a spatial-dependent way. However, in
8If this free constant is kept, the only effect it would have on static solutions is to replace the coupling
constant α by the ratio of α and it.
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Horˇava theory such a coordinate transformation is not allowed. Once the general static
spherically symmetric metrics are written in spherical coordinates, unavoidably the radial
component of the shift function remains as an arbitrary function [21]. In spite of this,
we remark that the shift function Ni is not a true functional degree of freedom of Horˇava
theory. Ni is the Lagrange multiplier of the momentum constraint which generates the
spatial diffeomorphisms. It can always be set equal to zero by choosing an appropriated
spatial coordinate system. The obstruction in being absorbed in static spherically sym-
metric metrics is a mere consequence of choosing spherical coordinates. One may write
general static spherically symmetric metrics in another coordinate system without shift
function but with an arbitrary function in the spatial sector. That is, one may translate
the freedom parametrized in Ni to the pure spatial sector.
For the sake of simplicity, in this analysis we shall consider only static configurations
with Ni = 0 (in spherical coordinates). This implies Kij = 0. Under these considerations
Eq. (2.7) is automatically solved, whereas Eqs. (2.5) and (2.6) reduce to
N(Rij − 1
2
gijR)− (∇i∇jN − gij∇2N) + αN−1(∇iN∇jN − 1
2
gij∇kN∇kN) = 0 , (2.8)
R− 2αN−2(N∇2N − 1
2
∇iN∇iN) = 0 . (2.9)
Equation (2.9) and the trace of (2.8) are equivalent to the system
R− (α + 2)N−1∇2N + αN−2∇iN∇iN = 0 , (2.10)
(α− 2)∇2N = 0 . (2.11)
Let us concentrate first on the case α 6= 2, leaving the study of the special case α = 2
to the end of Section 3. If α 6= 2, Eqs. (2.10) and (2.11) are equivalent to
R + αN−2∇iN∇iN = 0 , (2.12)
∇2N = 0 . (2.13)
The equation of motion (2.8), after including (2.12) and (2.13) in it, yields
Rij −N−1∇i∇jN + αN−2∇iN∇jN = 0 . (2.14)
The system of equations (2.12 - 2.14) is equivalent to the field equations (2.8) and (2.9)
(one may derive one of the Eqs. (2.12) or (2.13) by combining the other with (2.14)).
Under the Hamiltonian formalism, Eqs. (2.12) and (2.13) are deduced directly from con-
straints in the theory with λ = 1/3. In the case λ 6= 1/3, these equations are deduced
from combining one constraint with the equations of motion. In Appendix A we show
how this works in the Hamiltonian formalism.
Next we evaluate the equations of motion (2.12 - 2.14) for static, spherically symmetric
configurations with vanishing shift function given by the following ansatz in spherical
coordinates:
N = N(r) , ds2(3) =
dr2
f(r)
+ r2dΩ2(2) . (2.15)
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Equations (2.12) and (2.13) yield, respectively,
rf ′ + f − 1− α
2
r2f
(
N ′
N
)2
= 0 , (2.16)
(r2
√
fN ′)′ = 0 . (2.17)
All off-diagonal components of the equation of motion (2.14) vanish. The rr and θθ
components become, respectively,
f ′
rf
+
N ′′
N
+
f ′N ′
2fN
− α
(
N ′
N
)2
= 0 , (2.18)
1
2
rf ′ + f − 1 + rfN
′
N
= 0 , (2.19)
and the φφ component is equivalent to the θθ component. We notice that Eq. (2.18)
is a linear combination of Eqs. (2.16), (2.17) and (2.19). The field equations reduce
then exactly to (2.16), (2.17) and (2.19). The counting of the independent initial data
yields that the general solution possesses two arbitrary integration constants. Indeed,
the system (2.16 - 2.19) is manifestly invariant under scalings of N and r. As in GR,
the integration constant associated to scalings of N can be absorbed by scaling the time
coordinate, which is equivalent to impose the boundary condition N |r=∞ = 1. Therefore,
the general solution has one physical integration constant.
We close this section by commenting that the field equations (2.16 - 2.19) are also
valid for a theory that in addition has a term proportional to the square of the Cotton
tensor, which was the original z = 3 term Horˇava considered [1]. Since three-dimensional
spherically symmetric metrics are conformally flat, their Cotton tensor vanishes; hence,
in the field equations all terms coming from the (Cotton)2 term trivially vanish. This
fact gives further relevance to the spherically symmetric solutions in Horˇava theory, since
they arise in a more complete model in the sense that it has both the lower-order terms
dominant at large distances and a high-order term that improves the renormalizability
at microscopic scales.
3 Exact solutions
In this section we focus ourselves on the exact solutions of the field equations (2.16), (2.17)
and (2.19). This will be achieved by appealing to suitable local coordinate systems on
each of the cases for α we shall meet.
From Eq. (2.17) we have
r2
√
fN ′ = C , (3.1)
where C is an integration constant. By a linear combination of Eqs. (2.16), (2.19) and
(3.1) we obtain the equation
f − 1 + 2C
√
f
rN
+
α
2
(
C
rN
)2
= 0 . (3.2)
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Notice that this is an algebraic equation and it is quadratic in
√
f and (rN)−1. This is
the key algebraic equation we mentioned in the Introduction. If we use the notation
β ≡
√∣∣∣1− α
2
∣∣∣ , (3.3)
this equation can be rewritten as one of the following two possibilities according to the
value of α:
(√
f +
C
rN
)2
−
(
βC
rN
)2
= 1 if α < 2 , (3.4)
(√
f +
C
rN
)2
+
(
βC
rN
)2
= 1 if α > 2 . (3.5)
In the following subsections we analyze these two possibilities separately and at the end
we complete with the α = 2 case. We remark that after solving Eqs. (3.1) and (3.2) it is
straightforward to check that the remaining field equation is identically satisfied.
3.1 Case α < 2
We can give the most general solution of Eq. (3.4) in terms of one-parameter families of
solutions,
βC
rN
= s1 sinhχ ,
√
f +
C
rN
= s2 coshχ , (3.6)
where χ is an arbitrary parameter and s1, s2 are evaluated on any combination of signs
±1. Now, our aim is to regard the variable χ as a new radial coordinate such that the
solutions for N and f can be explicitly expressed as functions of χ. χ, as well as s1, s2
and C are restricted by positiveness of the field variables. We first note that, in order
to preserve positiveness of r and N , we must avoid changes of sign in sinhχ. We take
the sector χ ∈ (0,+∞); in Appendix B we show that the final solutions in the sector
χ ∈ (−∞, 0) are equivalent to the ones in χ ∈ (0,+∞). Next, we have the condition√
f > 0, which translates itself into
− s1β−1 sinhχ + s2 coshχ > 0 . (3.7)
There are four possibilities in the range χ ∈ (0,+∞), each one valid for a specific sign of
C according to (3.6),
i s1 = +1, s2 = +1 : is a solution in the range 0 < tanhχ < β with C > 0.
ii s1 = +1, s2 = −1 : is not a solution.
iii s1 = −1, s2 = +1 : is a solution for all χ ∈ (0,+∞) with C < 0.
iv s1 = −1, s2 = −1 : is a solution in the range β < tanhχ <∞ with C < 0.
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Since we are in the α < 2 range, we have that the GR limit α = 0 corresponds to
β = 1. β < 1 corresponds to 0 < α < 2 and β > 1 to α < 0. This implies that for
α ≤ 0 the domain of validity of solution (iv) is an empty set whereas solution (i) is valid
in the full range χ ∈ (0,+∞). For 0 < α < 2 the domains of solutions (i) and (iv) are
both nonempty sets. They do not intersect themselves and their union together with the
point χˆ given by
tanh χˆ = β (3.8)
constitutes the full range χ ∈ (0,+∞). We then see that there arises a further refinement
of the range of α: the solutions behave in different ways among the ranges α < 0, α = 0
and 0 < α < 2. We stress that these ranges have not arisen as consequence of the
physics of any extra mode. They are a feature of the field equations for static spherically
symmetric configurations.
Thus, the above list leaves us with two solutions in the α = 0 and α < 0 cases and
three solutions in the 0 < α < 2 case. For the 0 < α < 2 range, however, the domains of
validity of solutions (i) and (iv) suggest that they can be joined to form a single solution.
This is just what happens, as we are going to see shortly. Notice that solutions (i) and
(iv) have the same relative sign, s ≡ s1s2 = +1, whereas solution (iii) has s = −1. We are
going to see that the final solutions only depend on the relative sign s and have a global
(i.e., everywhere valid), positive, physical integration constant once they are written in
the χ coordinate.
We may obtain a relation between r and χ valid for any s1, s2 and C in the full range
α < 2. By combining Eqs. (3.1) and (3.6) we get the equation
(
coshχ
sinhχ
− s
β
)
dχ
dr
= −1
r
. (3.9)
This equation can be integrated straightforwardly, yielding
r =
kesχ/β
sinhχ
, (3.10)
where k is an integration constant subject to k > 0 by consistency. Relation (3.10)
allows us to regard χ as a new radial coordinate. For the two cases of s the value χ = 0
corresponds to the spatial infinity r =∞.
By putting the transformation (3.10) back into Eqs. (3.6) we obtain N and
√
f as
explicit functions of χ,
N = s1
βC
k
e−sχ/β ,
√
f = s1(s coshχ− β−1 sinhχ) . (3.11)
These expressions give the three solutions listed above explicitly in terms of the coordinate
χ. Note that for any of the three solutions s1C is nothing but |C|, since in any case the
sign of C must be compensated with s1.
Now, we proceed to show that in the 0 < α < 2 range solutions (i) and (iv), which
have s = +1, can be smoothly joined. The joining point is χˆ (3.8) and at χˆ the function
f given in (3.11) is continuous and equal to zero. This is just a coordinate singularity
associated to the fact that f is a metric component in the coordinate r, as we are going
9
to see. Next, if we adjust both the absolute value of C and the value of k for solutions
(i) and (iv), N is also continuous at χˆ (but not vanishing).
Therefore, there are two solutions of the field equations in the whole α < 2 case:
the s = +1 solution, which is either the joining of solutions (i) and (iv) or just solution
(i) if 0 < α < 2 or α ≤ 0 respectively, and the s = −1 solution, which is solution
(iii) for all α < 2. Actually, for both solutions functions N and f are given in global
expressions in the whole range χ ∈ (0,+∞). Indeed, |C| and k are the unique, global,
integration constants the solutions have when they are written in the χ coordinate. As
we discussed above, only one integration constant has physical meaning. The role of the
sign s1 in front of the the “unjoined” expression of
√
f in (3.11) for the s = +1 solution is
equivalent to set
√
f equal to the absolute value of the combination coshχ−β−1 sinhχ for
all χ ∈ (0,+∞). The everywhere valid expressions of the two solutions in χ ∈ (0,+∞)
are
N =
βC
k
e−sχ/β , f = (β−1 sinhχ− s coshχ)2 , (3.12)
where C > 0. Here and in the following we write the global integration constant |C| just
as a positive C since we keep the solution in the χ coordinate, but the reader should
keep in mind that this C is different to the local integration constants arising in previous
equations.9 Thus, the two solutions have a global physical integration constant and each
solution is determined by the choice of s = ±1. Since expressions in (3.12) are C∞ in
χ ∈ (0,+∞), the union of solutions (i) and (iv) for 0 < α < 2 is completely smooth. We
impose the boundary condition N2|r=∞ = 1, which fixes the integration constant k to
k = βC.
By combining the functions (3.12) with relations (3.9) and (3.10) we may write the
space-time metric as an explicit tensor in terms of the radial coordinate χ, obtaining the
two metrics,
ds2(4) = −e−2sχ/βdt2 +
(βC)2e2sχ/β
sinh4 χ
(dχ2 + sinh2 χdΩ2(2)) , (3.13)
each one determined by the choice of s. Both solutions are valid in the range χ ∈ (0,+∞).
Once the spatial part of the metric is written in the χ coordinate, it arises explicitly
as a conformal equivalent of the metric of the 3-hyperboloid in hyperbolic coordinates,
ds2H3 = dχ
2+sinh2 χdΩ2(2). This is the metric induced on the hyperboloid when immersed
into a flat Lorentzian R4 ambient. Since both the hyperboloid and the (spatial) solutions
are conformally flat, there always exist local coordinate systems under which one metric
can be explicitly and locally written as a conformally transformed of the other one. With
relation (3.10) we have found a coordinate system that realizes this conformal equivalence
explicitly. The conformal factor, however, changes greatly the geometry of the spatial
part of the solutions with respect to the 3-hyperboloid, as we are going to see in the
following.
9The constant C arising from (3.1) to (3.11) can be regarded as the local integration constant needed
to cast the solutions in terms of the coordinate r. Necessarily it changes its sign among some sectors of
the solutions.
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From the explicit expression (3.13) of the solutions in the coordinate χ we can compute
curvature tensors. The nonzero components of the four-dimensional Riemann tensor are
(4)Rtχχ
t = −2(β sinhχ)−1(β−1 sinhχ− s coshχ) ,
(4)Rtθθ
t = −1
2
sinh2 χRtχχ
t , (4)Rtφφ
t = sin2 θ (4)Rtθθ
t ,
(4)Rχθθ
χ = β−1 sinhχ(β sinhχ− s coshχ) , (4)Rχφφχ = sin2 θ (4)Rχθθχ ,
(4)Rθφθ
φ = −β−2(1− (β sinhχ− s coshχ)2) .
(3.14)
The 4D and 3D Ricci scalars are equal to
(4)R = R = − α
β4C2
e−2sχ/β sinh4 χ . (3.15)
Let us start the study of the geometry of solutions (3.13) by taking the asymptotic
limit, which can be done simultaneously for both s. The radial coordinate χ is bad frame
to study asymptotic behavior, since the metric components (3.13) diverge at χ = 0.
However, we can observe the solutions near the spatial infinity by coming back to the
original radial coordinate in an approximate way since the coordinate transformation
(3.10) can be inverted in the limit when χ → 0 and simultaneously r → ∞. The
linearized version of the transformation (3.10) is
1
r
=
χ
βC
, (3.16)
which is valid for both s. Using this transformation in (3.12) we obtain the expanded
version of N2 and f at linear order in r−1,
N2 = f = 1− s2C
r
. (3.17)
Thus, we have that both solutions are asymptotically flat for any α in the range α < 2.
The sign of the external mass is given by the choice of s. In Section 4 we shall present
the asymptotic expansion of the exact solutions up to 1/r3 order. As a consequence of
the asymptotic flatness, the Ricci scalars given in (3.15) vanish at χ = 0 for both cases
of s. Note that this behavior departs greatly from the 3-hyperboloid, which is a manifold
of constant, negative, curvature.
Now we study the full geometry of the solutions (3.13). In Fig. 1 we plot r against χ
according to (3.10) and considering the two possibilities of s. We see that, in all cases,
as χ departs from zero r decreases from infinity; but in the s = +1 case r may either
reach a critical point for finite χ or be monotonically decreasing. From (3.10) we find
that the critical point is just the joining point χˆ defined in (3.8), which only arises in
the range 0 < α < 2 for the s = +1 solution. The other ranges of α in the s = +1 case
give a monotonically decreasing r with an asymptote for χ→∞. It can be checked from
Eq. (3.10) that the asymptotes are different for α = 0 and α < 0. We see again that
the qualitative features of the solution s = +1 are discontinuously different in the ranges
α = 0, 0 < α < 2 and α < 0. In the following we describe these solutions separately
and also the s = −1 solution, for which r is everywhere monotonically decreasing in χ
towards the origin r = 0.
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Figure 1: Left: r as a function of χ with s = +1 for the three possibilities of α with respect
to α = 0 in the α < 2 case. r has a critical point only in the case 0 < α < 2. For α = 0 r
asymptotes to r = RS whereas for α < 0 asymptotes to r = 0. Right: Case s = −1 for the same
three possibilities of α. In this case r decreases monotonically towards r = 0 without critical
points for all α < 2.
• Schwarzschild solution for the α = 0 point
For α = 0 the coordinate transformation (3.10) can be explicitly inverted, yielding
e−2sχ = 1− s2C
r
= N2 = f . (3.18)
This is the Schwarzschild solution, as expected. The case s = +1 represents the
positive-mass solution, whereas s = −1 is the negative-mass one. For the positive-
mass case the radius r asymptotes to the Schwarzschild radius RS = 2C as χ→∞,
as can be seen in Fig. 1. Thus, (3.13) with s = +1 in the α = 0 case describes the
exterior region of the (positive mass) Schwarzschild space-time. For s = −1 the
coordinate χ covers the space up to the origin r = 0, which in this case correspond
to χ = +∞, and at the origin both N2 and f diverge.
• s = +1 solution of the range 0 < α < 2
The joining point χˆ corresponds to a lower bound for r, which is equal to
rˆ = C
(
(1− β2)(1+β)/2
1− β
)1/β
. (3.19)
As χ continues beyond χˆ the space extends itself increasing again the values of
the radius r, as can be seen in Fig. 1. This kind of space is a wormhole geometry
constituted by two spatial branches joined by a throat, which is located at χˆ.
This geometry was described by the authors of Ref. [22] as a solution of the EA
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theory. At the throat a 2-sphere of minimal area is reached. The spatial infinity
we identified above with the value χ = 0 and where we imposed the boundary
conditions and obtained the asymptotic flatness corresponds to the infinite end of
one of the branches. Let us call branch I to this sector. In the other branch, which
we call branch II, r also goes from rˆ to the spatial infinity r =∞ (This was called
the “interior” branch in [22]). The original radial coordinate r can be used to cover
separately the two branches from their respective infinite boundaries down to the
throat rˆ, but, unlike χ, it fails to cover the throat itself. The χ coordinate covers
the throat and an open set around it that extends itself over the whole wormhole
except at the infinite boundary.
Notice that the function f vanishes at the throat. This is just a coordinate singu-
larity since f is a metric component under the r coordinate. It can be seen from
(3.13) that the metric components in the χ coordinate are all regular at χˆ. Actually
−N2 is one of these components; its value at the throat is given by −e−2χˆ/β, which
approaches zero as α → 0. Moreover, the field equations (2.16 - 2.19) themselves
and the algebraic equation (3.4) cannot be trusted at the throat since these equa-
tions are written in the r coordinate. It can be checked that the field equations in
the χ coordinate are exactly solved, even at the throat. We may also see that the
Ricci scalar (3.15) is regular at the throat χˆ.
At the spatial infinity of the branch II (χ→∞) there also arise singularities. But
these are very different since in this case both N2 and f−1 vanish. This singularity
was characterized in Ref. [22] in the context of the EA theory. In particular it was
studied the finiteness of radial light rays directed to this boundary. However, in
Horˇava theory light rays do not necessarily represent an upper bound for matter
velocity. At the infinity of branch II (4)R diverges if 0 < α < 3/2 and vanishes if
3/2 < α < 2. Indeed, (4)R has a critical point somewhere in the wormhole when the
range is 3/2 < α < 2; whereas it is monotonically decreasing from the zero value
at the boundary of branch I to a negative divergence at the boundary of branch II
when 0 < α < 3/2. To clearly contrast this, in Fig. 2 we plot the Ricci scalar of
the wormhole for these two cases. The critical point of the Ricci scalar is reached
at
tanhχc = 2β , (3.20)
which is bigger than χˆ. That is, the critical point of (4)R is reached beyond the
throat, in branch II.
For small α, β → 1−, such that χˆ tends to infinity. Therefore, the location rˆ of the
throat for α near to zero approximates to the Schwarzschild radius from above. We
shall further develop on this connection in Section 4. The perturbative approach
for small α we shall perform there yields the perturbative version of branch I of
this exact solution.
The location rˆ of the throat has also an upper bound in its running with respect to
α. As α approaches α = 2, rˆ → eC from below (e stands for the Euler number); that
is, rˆ becomes e/2 times the Schwarzschild radius. In general, rˆ is monotonically
increasing from 2C to eC when run in α ∈ [0, 2]. We shall see that there is an
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Figure 2: The four-dimensional Ricci scalar on the whole wormhole solution of the range
0 < α < 2. For 0 < α < 3/2 it decreases monotonically towards a negative divergence at the
boundary of branch II. For 3/2 < α < 2 it has a critical point after passing the throat and
reaches again a zero at the boundary of branch II.
interesting connection of this upper bound with the α > 2 case.
• s = +1 solution of the α < 0 range
The case α < 0 for the s = +1 solution (3.13) is qualitatively quite different to the
previous two cases. The coordinate transformation (3.10) is completely bijective
in the full range of χ. r decreases monotonically from r = ∞ down to the origin
r = 0 as χ grows. Thus, there is no analogous for the throat of the 0 < α < 2 case
nor horizon as in the Schwarzschild solution. The discontinuous lacking of a radial
lower bound as one passes to the α < 0 sector produces a failure in the perturbative
solution for the α < 0 case (see Section 4). At the point cothχ = β the function
f has a critical point and after it increases monotonically towards r = 0. Thus,
function f is nonzero and regular in the whole domain of the radial coordinate r,
except at r = 0 where it diverges. This divergence is a naked essential singularity
(in the terminology appropiated for relativistic matter).10 The four-dimensional
Ricci scalar (4)R (3.15) is monotonically increasing from the zero value at r = ∞
towards a divergence at the origin r = 0.
• s = −1 solution, full range α < 2
This is the case of the asymptotically flat solution with negative mass. In Fig. 1
we plot r as a function of χ for this case. The coordinate transformation behaves
in a similar way to the s = +1 solution in the α < 0 range. The transformation
10There is a proposal to distinguish from an observational point of view between naked singularities
and a black holes [29].
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is bijective in its full range, r decreases monotonically from r = ∞ to the origin
r = 0 as χ goes from zero to infinity. There is no lower bound of validity for
the radial coordinate r, so the whole space can be covered both with it or χ.
Unlike the s = +1 solution, there are no subranges of α in which the behavior
of the solution changes qualitatively; hence the physical features of the solution
vary smoothly in the full range −∞ < α < 2. This includes the α = 0 case,
which is the negative-mass Schwarzschild solution. The metric is singular at the
origin in both coordinate systems, where there is a naked essential singularity. The
Ricci scalar (3.15) decreases monotonically from the flat spatial infinite towards a
negative divergence at the origin, which is labeled by χ =∞.
3.2 Case α > 2
We take the following four solutions of Eq. (3.5),
βC
rN
= s1 sinϕ ,
√
f +
C
rN
= s2 cosϕ . (3.21)
In this case ϕ arises as the appropriated transformed radial coordinate. There are four
more solutions of Eq. (3.5), they have the sine and cosine functions exchanged with respect
to (3.21). It turns out that those solutions lead to configurations that are equivalent to
the ones (3.21) yields, see Appendix B. Thus, solutions (3.21) exhaust all the different
solutions of the field equations.
The analysis of the domains of validity and joining of the local solutions in (3.21)
follows the same lines of the α < 2 case. Positiveness of r and N leaves us with the
domain ϕ ∈ (0, pi); in Appendix B we show that the domain ϕ ∈ (pi, 2pi) leads to the
same solutions after a coordinate transformation. In ϕ ∈ (0, pi) positiveness of √f leads
to the domain of validity
i s1 = +1, s2 = +1 : solution in ϕ ∈ (0, arctanβ) with C > 0.
ii s1 = +1, s2 = −1 : solution in ϕ ∈ (arctan (−β), pi) with C > 0.
iii s1 = −1, s2 = +1 : solution in ϕ ∈ (0, arctan (−β)) with C < 0.
iv s1 = −1, s2 = −1 : solution in ϕ ∈ (arctanβ, pi) with C < 0.
In the α > 2 case β =
√
α/2− 1 and it can take any positive value, β > 0. Therefore,
all of the four local solutions have nonempty domains of validity for any α > 2. There
are two global solutions, each one identified by the relative sign s ≡ s1s2. Solutions (i)
and (iv) are joined to form the s = +1 solution whereas (ii) and (iii) form the s = −1
solution. It turns out that the global s = −1 solution is equal to the s = +1 one after a
coordinate change. We show this in Appendix B. Therefore, in the α > 2 case there is
only one solution. The joining point for solutions (i) and (iv) is given by
tan ϕˆ = β . (3.22)
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By repeating the same steps of the previous case, for the s = +1 solution we find the
equations for the coordinates, (
cosϕ
sinϕ
− 1
β
)
dϕ
dr
= −1
r
, (3.23)
whose integral is
r =
keϕ/β
sinϕ
, (3.24)
where k > 0. The value ϕ = 0 corresponds to the spatial infinity r = ∞. For any
α > 2 transformation (3.24) has a finite critical point exactly at the joining point ϕˆ.
This signals that this solution is very similar to the s = +1 solution of the 0 < α < 2
case, it is a wormhole.
The global expression of the solution in ϕ ∈ (0, pi) is
N =
βC
k
e−ϕ/β , f = (β−1 sinϕ− cosϕ)2 , (3.25)
where C > 0. Condition N |ϕ=0 = 1 fixes k = βC. We can again write the metric tensor
in terms of the ϕ coordinate. It is
ds2(4) = −e−2ϕ/βdt2 +
(βC)2e2ϕ/β
sin4 ϕ
(dϕ2 + sin2 ϕdΩ2(2)) . (3.26)
The solution is valid in ϕ ∈ (0, pi). In this case the coordinate ϕ allows to realize explicitly
the local conformal equivalence between the solution and the 3-sphere with its standard
metric in 3 spherical coordinates. The nonzero components of the Riemann tensor and
the Ricci scalar are
(4)Rtϕϕ
t = −2(β sinϕ)−1(β−1 sinϕ− cosϕ) ,
(4)Rtθθ
t = −1
2
sin2 ϕRtϕϕ
t , (4)Rtφφ
t = sin2 θ (4)Rtθθ
t ,
(4)Rϕθθ
ϕ = −β−1 sinϕ(β sinϕ+ cosϕ) , (4)Rϕφφϕ = sin2 θ (4)Rϕθθϕ ,
(4)Rθφθ
φ = β−2(1− (β sinϕ+ cosϕ)2) ,
(3.27)
(4)R = R = − α
β4C2
e−2ϕ/β sin4 ϕ . (3.28)
Solution (3.26) also describes a wormhole formed by two spatial branches joined by
a throat at ϕ = ϕˆ, where a minimal 2-sphere is reached. The coordinate ϕ covers the
throat and a open neighborhood of it that extends itself up to infinity. By doing similar
considerations as in the previous case, we get that at the spatial infinity labeled by ϕ = 0
the solution is asymptotically flat with positive mass,
N2 = f = 1− 2C
r
. (3.29)
The Ricci scalar (3.28) vanishes at the infinity ϕ = 0. There is, however, an important
difference with respect to the wormhole solution of the 0 < α < 2 range. At the other
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infinity r =∞, which is labeled by ϕ = pi, neither N2 nor f−1 vanish. On the contrary,
they exhibit asymptotically flat behavior with negative mass,
f = 1 +
2Cepi/β
r
, N2 = e−2pi/βf . (3.30)
Consequently, Ricci scalar (3.28) also vanishes at this end. Actually, both in the 0 < α <
2 and α > 2 wormholes N2 is monotonically decreasing as one walks from the infinite
boundary of one branch to the infinite boundary of the other one, including the passing
through the throat. But the difference arises when the ϕ coordinate in the α > 2 case
reaches its upper bound, ϕ = pi. There the function N2 ends with a finite nonzero value.
In the wormhole of the 0 < α < 2 case the χ coordinate runs up to infinity and the
function N2 decreases completely to zero.
Thus, we have that both branches of this wormhole solution exhibit asymptotically
flat behavior. In one branch the maximum value of N2 is reached at the infinite boundary
whereas in the other branch the opposite case occurs: at the infinite boundary the mini-
mum (nonzero) of N2 is reached. This renders as a rather artificial matter the choice of
one or the other branch as the reference place to demand asymptotic flatness and hence
indicating the sign of the mass of a plausible external source.
As in the wormhole of the 0 < α < 2 range, function f vanishes at the throat; it can
be checked that the field equations are consistently solved once they are written in the ϕ
coordinate. Four-dimensional Ricci scalar is regular at the throat and has a critical point
at tanϕc = 2β, which again is a location bigger than the throat. Unlike the wormhole of
the 0 < α < 2 range, this solution is completely regular.
Interestingly, as α approaches α = 2 from above, β → 0+, such that ϕˆ→ 0 and rˆ →
eC from above. Recall that in the 0 < α < 2 solution rˆ goes to the same value from below
when α→ 2−. Thus, the solution (3.26) can be regarded in some sense as the continuation
of the s = +1 solution of the 0 < α < 2 case; although the continuation cannot be passed
through the α = 2 point, as we are going to see below, and the singularity is regularized
at the end of branch II. The location rˆ of the throat is monotonically increasing when
run in α ∈ (2,∞), spanning the range (eC,∞). In Fig. 3 we put together the runnings
of rˆ with respect to α for the cases 0 < α < 2 and α > 2.
3.3 Case α = 2
To analyze this special subspace of parameters we need to come back to the original static
field equations (2.8) and (2.9). When α = 2, Eq. (2.9) is just the trace of Eq. (2.8), thus
in this case the theory lacks one field equation for static configurations. Eq. (2.8) can be
rewritten in the form
Rij −N−1(∇i∇jN + gij∇2N) + 2N−2∇iN∇jN = 0 . (3.31)
After inserting the static spherically symmetric ansatz with vanishing shift function (2.15)
into this equation, we get that it leads to two different equations:
N ′′
N
+
f ′N ′
2fN
+
f ′
2rf
+
N ′
rN
−
(
N ′
N
)2
= 0 , (3.32)
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Figure 3: The location rˆ of the throat of the wormhole solutions of the ranges 0 < α < 2 and
α > 2 varied as a function of the coupling constant α. For the 0 < α < 2 solution the running
starts just above RS and ends just below e/2 times the Schwarzschild radius; whereas for the
α > 2 solution starts just above of that value.
N ′′
N
+
f ′N ′
2fN
+
f ′
2rf
+
3N ′
rN
+
f − 1
r2f
= 0 . (3.33)
A combination of these two equations yields
(
rN ′
N
+ 1
)2
=
1
f
. (3.34)
This has the two solutions Kiritsis [20] found: N is given in terms of f as
rN ′
N
= −1 ± 1√
f
(3.35)
and f is arbitrary. It is straightforward to check that (3.35) solves Eqs. (3.32) and (3.33)
for all f(r). Therefore, we see that in the α = 2 case the lacking of one field equation
leaves one metric function indeterminate. Because of this, the α = 2 case was called
degenerated by Kiritsis.
4 Perturbative solutions
In this section we proceed to solve the Eqs. (2.16 - 2.19) in an approximate way by
assuming an small value of α. We call such solutions the perturbative solutions. Since
the approximation consists of expanding the field equations up to linear order in α, it
is equivalent to do perturbations on the Schwarzschild solution with a scale of the order
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of α for the perturbations. For solving the field equations the strategy will consist of
combining Eqs. (2.16) and (2.19) to obtain a differential equation for f that can be
solved perturbatively in α. Then, we shall put the solution for f back into Eq. (2.19) and
manage to find the perturbative solution for N . Finally, we shall check that Eq. (2.18)
is solved up to linear order by the f and N found.
One may solve Eq. (2.19) for N ′/N and substitute the resulting expression into
Eq. (2.16), obtaining an equation for f that can be written in the form
8(1− h)(rh)′ + α
[
((rh)′ − h)2 + 4(rh)′
]
= 0 , (4.1)
where
h ≡ 1− f . (4.2)
Now we start the perturbations. We assume that the functions f and N are linear-
order polynomials in α. At zeroth order in α, Eq. (4.1) reduces to (rh(0))′ = 0; its solution
is proportional to r−1; hence, we obtain the Schwarzschild factor
f (0) = 1− A
r
, (4.3)
where A is an integration constant. By substituting f (0) into Eq. (2.19) we obtain the
zeroth-order lapse function
N (0) =
(
1− A
r
)1/2
, (4.4)
where the multiplicative integration constant that arises in this step has been fixed to
unity by imposing the boundary condition N |∞ = 1.
The linear-order function h is obtained by expanding h = h(0)+αh(1) and substituting
this expansion and the solution for h(0) into Eq. (4.1). After expanding the resulting
equation up to linear order in α, we obtain an equation for h(1),
(rh(1))′ = −A
2
8r2
(
1− A
r
)
−1
, (4.5)
which can be integrated straightforwardly,
h(1) = −A
8r
ln
(
1− A
r
)
+
B
r
, (4.6)
where B is an integration constant.
Similarly, to obtain the linear-order N we expand N = N (0) + αN (1) and substitute
into Eq. (2.19). By expanding the resulting equation up to linear order, we get
(
N (1)
N (0)
)′
= − 1
16r2
(
1− A
r
)
−2 [
A2
r
+ A ln
(
1− A
r
)
− 8B
]
. (4.7)
Its integral is
N (1)
N (0)
=
1
8
(
1− A
r
)
−1 [
1 +
(
1− A
2r
)
ln
(
1− A
r
)
− 4B
A
]
+D , (4.8)
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where D is an integration constant. The boundary condition N |∞ = 1 fixes D = (4B/A−
1)/8; thus, we have
N (1) =
1
8
(
1− A
r
)
−1/2 [
A− 4B
r
+
(
1− A
2r
)
ln
(
1− A
r
)]
. (4.9)
This exhausts the linearized Eqs. (2.16) and (2.19). It is a matter of straightforward
computations to check that the solutions we have found for f and N solve the linearized
version of Eq. (2.18).
We have arrived at the linear-order perturbative solution
N(r) =
(
1− A
r
)1/2
+
α
8
(
1− A
r
)
−1/2 [
A− 4B
r
+
(
1− A
2r
)
ln
(
1− A
r
)]
,
f(r) = 1− A+ αB
r
+
αA
8r
ln
(
1− A
r
)
,
(4.10)
which is valid for the range r > A. In the α = 0 case this solution reproduces the
Schwarzschild metric, A being the Schwarzschild radius.
Unlike the Schwarzschild solution of general relativity which has only one arbitrary
integration constant, the solution we have obtained has two integration constants: A
and B. This apparent excess of free parameters has no physical meaning nor it is a
mathematical inconsistency; it is just a consequence of the fact that we are not dealing
with exact solutions, but with approximated ones. One may check that, when evaluating
the Eqs. (2.16 - 2.19) on the perturbative solution, the parameter B gets involved only
in terms of the quadratic or higher order in α. Thus, there is no way to fix it by solving
the field equations at linear order in α. On the other hand, in Appendix C we expand
directly the exact solution up to linear in α, obtaining the value B = 0. Hence, for now
on we take this value for B.
We study the behavior of the perturbative solution (4.10) at two limits: near the
Schwarzschild radius and the asymptotic limit for large r. For simplicity, let us restrict
the integration constant A to be positive. This will leads us to the positive mass solutions,
which are the most interesting ones physically (the perturbative solution (4.10) is valid
for both cases).
We start by studying the behavior of the f function,
f(r) = 1− A
r
+
αA
8r
ln
(
1− A
r
)
, (4.11)
for r ∼ A = RS. In Fig. 4 we plot the function f(r) at this limit for the three possibilities
of α. We recall that the domain of validity of the solution falls into 0 < 1 − A/r < 1
for all α. If α > 0 function f has a root at some value rˆ greater than and near the
Schwarzschild radius, rˆ & A, given by the solution of the equation11
1− A
rˆ
= −αA
8rˆ
ln
(
1− A
rˆ
)
. (4.12)
11The limit of α lnα when α→ 0+ is finite and equal to zero.
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Figure 4: The perturbative function f near the Schwarzschild radius RS for the three cases
of α. The curve α = 0 is the plot of the Schwarzschild factor which vanishes at RS . The
function f for α > 0 is monotonically decreasing towards the throat rˆ where it vanishes. For
α < 0 f extends its domain down to RS. Near RS it reaches a minimum and after it increases
monotonically towards a divergence at RS.
Therefore, the perturbative solution is valid up to the value rˆ where it has a (coordinate)
singularity. This rˆ is the perturbative version of the throat we found in the exact solution,
which holds for α > 0.
On the other hand, in the case α < 0 the function f has not any root (Eq. (4.12)
has no solution in A < r < ∞ with α < 0); hence, its domain extends down to the
Schwarzschild radius A. Instead, near the Schwarzschild radius it has a critical point
given by the equation
1− A
r
=
α
8
[(
1− A
r
)
ln
(
1− A
r
)
− A
r
]
. (4.13)
As one moves from this critical point towards the Schwarzschild radius the function f
grows monotonically without upper bound, exhibiting a divergence at r = A. This be-
havior departs drastically from Schwarzschild solution, which always decreases monoton-
ically towards the Schwarzschild radius. Since the difference between this two functions
increases unavoidably as one approaches the Schwarzschild radius (in a region of nonzero
measure), the perturbative solution cannot be trusted for the case α < 0 if one is inter-
ested in the region near the Schwarzschild radius. For α > 0 the perturbative solution is
totally admissible in the range rˆ > r > ∞. rˆ can get close to the Schwarzschild radius
as wish by lowering α. The sector rˆ > r > ∞ corresponds to the branch I of the exact
wormhole solution. As in the exact solution, function N2 decreases monotonically as one
goes to the throat, reaching a nonzero value there. Notice that the α < 0 perturbative so-
lution can still be admissible for values of the radius much bigger than the Schwarzschild
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radius.
We now study the asymptotic behavior of the perturbative solution (4.10). Notice
that neither N2 nor f have contributions of order α to the mode 1/r; indeed, this mode
is A/r for both functions, thus we identify the integration constant as A = 2GM , where
M is the mass of an external source. The asymptotic expansion, up to 1/r3 order, of the
perturbative solution is
N2 = 1− 2GM
r
− α(2GM)
3
48r3
+O
(
1
r4
)
,
f = 1− 2GM
r
− α(2GM)
2
8r2
− α(2GM)
3
16r3
+O
(
1
r4
)
.
(4.14)
One may contrast this asymptotic expansion with the exact solution without need
of finding the latter explicitly, since it is easy to check whether an expansion in 1/r as
(4.14) solves the field equations up to a given order in 1/r. Remarkably, it turns out that
(4.14) is the asymptotic solution, up to 1/r3 order, of the field equations (2.16 - 2.19)
without expanding in α. That is, (4.14) is precisely the asymptotic expansion of the exact
solution up to 1/r3 order, which turns out to be of linear order in α. The asymptotic
expansion we show in (4.14) for the perturbative and exact solutions coincides with the
expansion of the exact solution shown in Ref. [20], except for the sign of the 1/r3 term
in the N2 expansion, which we found to be negative.
Discussion and conclusions
We have obtained explicitly the static spherically symmetric solutions of the complete
nonprojectable Horˇava theory, which depends on the vector ∂i lnN . We have found the
components of the space-time metrics explicitly as functions of local coordinates. We have
found the solutions for the lowest-order effective action (without cosmological constant)
since this kind of configurations are mainly interesting for large-distance physics. We
have imposed the condition of vanishing of the shift function in order to simplify the
computations. Configurations of the same kind but with nonzero shift function deserve
to be further investigated. The only undetermined coupling constant the solutions have
is the one of the (∂i lnN)
2 term, which is α. Indeed, although the λ = 1/3 and λ 6= 1/3
theories are in general qualitatively different since their number of propagating degrees
of freedom differ (two for the former and three for the latter), the static solutions (with
vanishing shift function) are the same for both cases since there is no influence of kinetic
terms on such configurations. In Table 1 we show the several solutions found according
to the ranges of α.
By managing the Lagrangian field equations in order to extract the constraints of the
theory (see Appendix A), we have obtained an algebraic field equation for N and f that
could be solved in a closed way. This equation splits out in the cases α < 2 and α > 2. Its
solutions are given in terms of one-parameter families. In all cases we have regarded the
free parameter as a transformed radial coordinate. With the transformed coordinate we
have established explicit local conformal equivalences between the solutions and standard
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Table 1: The several kinds of static spherically symmetric solutions of the complete nonpro-
jectable Horˇava theory with vanishing shift function classified according to the values of the
coupling constant α. We indicate the number of different solutions found in each range. The
singularities are the essential ones. All solutions except α = 2 are unique up to a physical
integration constant.
Range Number Geometry Mass Singularities
α < 0 2
1. Naked sing. Positive At the origin
2. Naked sing. Negative At the origin
α = 0 2
1. Schwarzschild Positive At the interior
2. Schwarzschild Negative At the origin
0 < α < 2 2
1. Wormhole Positive Boundary of branch II
2. Naked sing. Negative At the origin
α = 2 Degenerate case: solutions have a hair.
α > 2 1 Wormhole Undefined Completely regular
geometries. In the case α < 2 we have ended up with hyperbolic coordinates whereas
spherical coordinates arise in α > 2.
Although we have not restricted a priori the range of α as would be required by the
linear stability of an extra mode since it is absent in the λ = 1/3 case, the qualitative
features of the solutions in the α < 2 range differ discontinuously among the α < 0 and
0 < α < 2 subranges, the point α = 0 being the case of GR. In spite of this, with the
hyperbolic coordinates the master expression for the solutions of these three cases can be
given in an unified way.
In the ranges 0 < α < 2 and α > 2 there arise wormhole solutions. The coordinate
systems we have used are valid at each throat and in a open neighborhood around them.
Such carts extend themselves over the whole branches except at infinity.
All solutions (except the degenerated case) are asymptotically flat at least in one
sector of the solution. In the wormhole of the 0 < α < 2 range the asymptotic flatness
is manifested with positive mass at the end of branch I, whereas there is a singularity
at the end of branch II. Curiously, the wormhole of the α > 2 range is asymptotically
flat at the ends of its two branches, but, due to the monotonic decreasing of the lapse
function over the whole wormhole, the signs of the corresponding masses are different for
each branch.
For α near zero and positive, we have that branch I of the wormhole solution tends
smoothly to the exterior region of the (positive mass) Schwarzschild space-time. In
particular, the location of the throat tends to the Schwarzschild radius for α → 0+.
Moreover, for locations sufficiently above the Schwarzschild radius, even the negative,
small-α solution with positive mass is a small deformation of the exterior Schwarzschild
space-time. These results are important for the coupling to stellar matter, where there
arise cutoffs for the radial validity of the vacuum solutions. In these scenarios vacuum
solutions, as the ones studied here, are of interest only as exterior solutions. In this sense
it is interesting to note that the perturbative solution we found is a smooth deformation
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of the exterior region of the Schwarzschild space-time written directly in the original
radial coordinate r.
An interesting extension of our work would be the inclusion of a cosmological constant.
It is plausible that coordinate transformations similar to the ones we performed here work
as well for the case of the field equations of the large-distance effective Horˇava theory
with a nonvanishing cosmological constant evaluated on static spherically symmetric
configurations. In particular, one may elucidate whether there is a minimum for the
coordinate transformation, which would signal the presence of a wormhole. We expect
to report on this shortly.
We have studied the solutions in the framework of the effective action of the com-
plete nonprojectable Horˇava theory. We may briefly compare these solutions with other
developments of the original Horˇava proposal. All the projectable versions, among them
the f(R) models of Refs. [31, 32], automatically exclude these solutions since their lapse
function has a nontrivial dependence on the radial coordinate, and there is no allowed
coordinate change that can absorb this dependence. On the nonprojectable side, any
truncated model allowing the ∂i lnN terms of Blas, Pujola`s and Sibiryakov [2] should
possess these solutions as their large-distance approximation of the static spherically
symmetric solutions (with vanishing Ni), since we are studying the most general effective
action (those that do not include the ∂i lnN terms, as the ones with detailed balance,
find the Schwarzschild space-time as their large-distance limit within the space of static
spherically symmetric configurations). There is a version of the Horˇava theory with a
further U(1) gauge symmetry originally proposed for the projectable case [33] and later
extended to the nonprojectable one [34]. In vacuum, which is the case of the solutions
studied here, both of these models have the constraint (3)R = constant forced by the
presence of an additional gauge field. This highly restrictive constraint excludes the pos-
sibility of having spatial slices of nonconstant curvature, as the wormholes or the naked
singularities we have found here.
Finally, we point out that there are more static spherically symmetric solutions once
we discard the restriction of vanishing shift function. In particular, it has been shown
numerically that static spherically symmetric black holes exist in the EA theory [35, 36].
They have the aether vector field with both timelike and spacelike components turned on.
These black holes must also arise in the the large-distance effective action of the complete
Horˇava theory since both theories are physically equivalent. In this case the presence of
spacelike components of the aether vector field must be equivalent to the activation of
the shift function on the side of the Horˇava theory.
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A The solution in the Hamiltonian formalism
We focus the solutions in the Hamiltonian formulation of the λ = 1/3 theory. After this,
we shall comment on the λ 6= 1/3 case.
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The bulk part of the Hamiltonian of the complete nonprojectable theory at λ = 1/3
is a sum of local constraints [4],
H =
∫
d3x
(
NH +NiHi + σφ+ µpi
)
. (A.1)
The shift Ni as well as σ and µ play the role of Lagrange multipliers. The first-class
constraint is the momentum constraint Hi ≡ −2∇jpiij + φ∂iN = 0. The second class
ones are φ = 0, pi = 0, the Hamiltonian constraint H = 0 and C = 0, where
H ≡ 1√
g
piijpiij +
√
gV˜ , (A.2)
C ≡ 3N
2
√
g
piijpiij −√gV˜ ′ , (A.3)
and we have introduced the modified potential and its derivative
V˜ ≡ V + 1
N
∑
r=1
(−1)r∇i1···ir
(
N
∂V
∂(∇ir ···i2ai1)
)
, (A.4)
V˜ ′ ≡ 1√
g
gij
δ
δgij
∫
d3y
√
gN V˜ . (A.5)
For the large-distance effective action we have V = V(2), such that the Hamiltonian
and C constraints become
1√
g
H = 1
g
piijpiij − R + 2αN−1∇2N − αaiai , (A.6)
1√
gN
C = 3
2g
piijpiij +
1
2
R− 2N−1∇2N + α
2
aia
i . (A.7)
The system H = 0, C = 0 can be brought to the form
g−1piijpiij + (α/2− 1)N−1∇2N = 0 , (A.8)
R− (1 + 3α/2)N−1∇2N + αaiai = 0 . (A.9)
The preservation in time of the second-class constraints leads to a system of two equations
for the Lagrange multiplier σ and µ. This system is
β
(
2∇2σ +Nai∂iµ
)− 2g−1piijpiijσ + (β∇2N + 3g−1Npiijpiij)µ =
−4N√
g
piij(NRij −∇i∇jN + αNaiaj) + 4β√
g
∂i(N∂jNpi
ij) , (A.10)
∇2µ− α
N
ai∂iσ − 1
4
(
R + αaia
i + (3/γ)g−1piijpiij
)
µ+
α
N
aia
iσ =
2α
β
√
g
piij (NRij −∇i∇jN + αNaiaj) , (A.11)
where
β ≡ (1− α/2) , γ ≡
(
1− α/2
1 + 3α/2
)
. (A.12)
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Now we move to the canonical equations of motion for the λ = 1/3 theory. Since
φ = 0 is a constraint of the theory, φ˙ vanishes in the totally constrained phase space with
no more conditions on the canonical variables. The equations for the evolution of N and
gij are
g˙ij =
2N√
g
piij + 2∇(iNj) + µgij , (A.13)
N˙ = σ +Nk∇kN . (A.14)
Equation (A.13) and the constraint pi = 0 imply the relation
gklg˙kl = 2∇kNk + 3µ . (A.15)
The last equation of motion is
p˙iij = −2N√
g
(piikpik
j − 1
4
gijpiklpikl)−√gN(Rij − 1
2
gijR)
+
√
g(∇i∇jN − gij∇2N)− α√gN(aiaj − 1
2
gijaka
k)
−2∇kN (ipij)k +∇k(Nkpiij)− µpiij .
(A.16)
Let us evaluate all the equations of motion and constraints for static configurations
with vanishing shift function. From Eqs. (A.14) and (A.15) we get that the Lagrange
multipliers σ and µ vanish. Putting this information back into Eq. (A.13) yields that
static configurations with vanishing shift function necessarily have vanishing canonical
momentum, piij = 0. This automatically solves the pi = 0 and the momentum constraints.
Also Eqs. (A.10) and (A.11) are automatically solved under these conditions. The system
of constraints H = C = 0 given in (A.8) and (A.9), for α 6= 2, reduces to
∇2N = 0 , (A.17)
R + αaia
i = 0 . (A.18)
The equation of motion (A.16), after inserting (A.17) and (A.18), yields
Rij −N−1∇i∇jN + αaiaj = 0 . (A.19)
The Eqs. (A.17 - A.19) are equal to the Lagrangian equations of motion (2.12 - 2.14).
For α = 2, Eq. (A.8) gives no information and (A.9) is the trace of Eq. (A.16), which in
turn matches with the Lagrangian equation of motion (3.31).
We conclude this appendix by briefly commenting on how the solution arises in the
Hamiltonian formulation of the λ 6= 1/3 case. The main difference the λ 6= 1/3 theory
has with respect to the λ = 1/3 one is the absence of the pi = 0 and C = 0 constraints.
Consequently, the preservation in time of the second-class constraints (φ = H = 0) leads
to only one equation for σ. Since static configurations with vanishing shift function have
again piij = 0, the condition pi = 0 holds anyway and the Hamiltonian constraints of
both cases become identical since they differ in general by a term proportional to pi2.
The equation for σ, which can be found in Ref. [14], is totally solved by σ = 0, which
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is a consequence of staticity and Ni = 0. When all these conditions are imposed on the
time evolution of piij, the resulting equation is exactly equal to Eq. (A.16) evaluated on
piij = 0. Moreover, the trace of this equation is just the C constraint (A.7). Therefore,
the constraints/equations of motion of the Hamiltonian formulation of the λ 6= 1/3 case
evaluated on static configurations with Ni = 0 lead to the system of Eqs. (A.6), (A.7)
and (A.16) of the λ = 1/3 case, which is the system of equations we solved in the main
body of the paper.
B Equivalences between solutions
1. Case α < 2: solutions in χ ∈ (−∞, 0)
In χ ∈ (−∞, 0) one arrives at the same expressions (3.10) and (3.12) but with
negative integration constants,
r =
k˜esχ/β
sinhχ
, N =
βC˜
k˜
e−sχ/β , f = (β−1 sinhχ− s coshχ)2 , (B.1)
where C˜, k˜ < 0. After the coordinate transformation χ′ = −χ and the identification
of integration constants C˜ = −C and k˜ = −k, one gets the two solutions of (3.10)
and (3.12) in χ′ ∈ (0,+∞).
2. Case α > 2: Equivalence of the s = +1 and s = −1 solutions
The s = −1 solution is
r =
k˜e−ϕ/β
sinϕ
, N =
βC˜
k˜
eϕ/β , f = (β−1 sinϕ+ cosϕ)2 , (B.2)
with ϕ ∈ (0, pi) and C˜, k˜ > 0. If one makes the coordinate transformation ϕ′ =
−ϕ + pi and the identification C˜ = C, k˜ = epi/βk, one then arrives at the s = +1
solution given in (3.24) and (3.25).
3. Case α > 2: Solution in ϕ ∈ (pi, 2pi)
For the s = +1 solution in ϕ ∈ (pi, 2pi) one arrives at the same expressions (3.24)
and (3.25) but with negative integration constants,
r =
k˜eϕ/β
sinϕ
, N =
βC˜
k˜
e−ϕ/β , f = (β−1 sinϕ− cosϕ)2 , (B.3)
where C˜, k˜ < 0. The appropiated transformation is ϕ′ = ϕ−pi and the identification
of constants is C˜ = −C, k˜ = −e−pi/βk. The proof that the s = −1 and s = +1
solutions in ϕ ∈ (pi, 2pi) are equivalent is done in parallel to equivalence 2.
4. Case α > 2: the other four solutions
The other four solutions Eq. (3.5) has are
βC ′
rN
= s1 cosϕ ,
√
f +
C ′
rN
= s2 sinϕ . (B.4)
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Among them we first take the s = +1 solution in the range ϕ ∈ (−pi/2,+pi/2). It
is
r =
k˜e−ϕ/β
cosϕ
, N =
βC˜
k˜
eϕ/β , f = (β−1 cosϕ− sinϕ)2 , (B.5)
with C˜, k˜ > 0. The coordinate transformation is ϕ′ = −ϕ+ pi/2 and the identifica-
tion is C˜ = C, k˜ = epi/2βk. This leads exactly to the solution (3.24) and (3.25). By
making similar analysis to the previous equivalences one can show that the s = −1
solution in the range ϕ ∈ (−pi/2,+pi/2) and the s = +1 and s = −1 solutions in
(pi/2, 3pi/2) are all equivalent to (B.5).
C Expanding in α the exact solution
Here we show how the perturbative solution can be obtained from the exact solution when
α ∼ 0. The main point is that the coordinate transformation (3.10) can be explicitly
inverted at linear order in α. For simplicity, we consider only the positive mass solution
(s = +1). At the end we shall indicate how to recover the expansion of the negative mass
solution (s = −1).
We start by rewriting the coordinate transformation (3.10),
r =
βCeχ/β
sinhχ
, χ > 0 , β =
√
1− α/2 (C.1)
and C is the unique nonfixed integration constant the solution has. We recall that to
arrive at (C.1) it is assumed C > 0. When expanded up to linear order in α, this
transformation becomes
r = 2C
1 + α(χ− 1)/4
1− e−2χ . (C.2)
We may further refine this expansion if we assume that χ, as a function of r, is of linear
order in α; that is, we use the ansatz
χ(r) = χ(0)(r) + α χ(1)(r) . (C.3)
We first put this expansion back into Eq. (C.2) and evaluate the resulting equation at
zeroth order in α. This fixes χ(0)(r),
e−2χ
(0)
= 1− 2C
r
. (C.4)
The second step is to put χ(0)(r) and the expansion (C.3) back into Eq. (C.2) and expand
up to linear order in α. This gives χ(1)(r) as a combination of χ(0)(r) and r. The whole,
linear order function χ(r) is
χ = −1
2
ln
(
1− 2C
r
)
− αC
8r
(
1− 2C
r
)
−1 [
2 + ln
(
1− 2C
r
)]
. (C.5)
The final step is to insert this coordinate transformation into the exact solution, which
is given in terms of functions of χ as
N = e−χ/β , f = (coshχ− β−1 sinhχ)2 , (C.6)
28
and expand the functions N and f up to linear order in α. We obtain the linear-order
solution in terms of the spherical coordinate r:
N =
(
1− 2C
r
)1/2
+
α
8
(
1− 2C
r
)
−1/2 [
2C
r
+
(
1− C
r
)
ln
(
1− 2C
r
)]
,
f = 1− 2C
r
+
αC
4r
ln
(
1− 2C
r
)
.
(C.7)
This coincides with the perturbative solution (4.10) if we set the value B = 0 and identify
the free integration constants of both versions according to A = 2C. This implies that
we take A > 0 in (4.10). The expansion of the negative-mass solution can be obtained
from (C.7) by substituting C → −C everywhere in these expressions. This is equivalent
to take A = −2C, B = 0 in (4.10), with C > 0.
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