Abstract A performance optimization algorithm of radar signal processing system is proposed. Based on a new modeling mode of radar signal processing system, the values of performance indexes of radar system can be predicted by a performance prediction method during the design phase. Then based on immune clone and immune memory theory in artificial immune system, this paper presents an immune memory clone constrained multi-objective optimization algorithm to generate the optimal system design schemes automatically. Experimental results show that the proposed performance optimization algorithm can search out the optimal design schemes that make system performance reach or near to optimum. The optimal solutions of the proposed algorithm are more diverse and better in terms of uniformity than NSGA-II and SPEA2.
Introduction
At present, radar signal processing systems are more and more widely used. There are hundreds of functional modules and hardware processors in a complex radar signal processing system. The amount of system design schemes is very large. It is almost impossible for developers to know which design University of Chinese Academy of Sciences, Beijing, China schemes are optimal. So it is necessary to research a performance optimization algorithm to automatically generate the optimal design schemes that make system performance reach or near to optimum.
There are many performance indexes in radar signal processing system, including throughput rate, data processing delay, load balance degree of processors and so on. And in practical application, the radar signal processing system usually has some requirements for one or more performance indexes. So performance optimization radar system is a multi-objective optimization problem [1] with constraint conditions. The main multi-objective optimization algorithms include the algorithms based on evolutionary algorithms and the algorithms based on artificial immune system. The first generation evolutionary multi-objective optimization algorithms are based on non-dominated sorting selection and diversity of shared functions. The main first generation algorithms include MOGA [2] , NSGA [3] , NPGA [4] , etc. But the first generation algorithms need priori knowledge, and the computational complexity is large. The second generation evolutionary multi-objective optimization algorithms introduce the elitism strategy. The main second generation algorithms include SPEA [5, 6] , PESA [7, 8] , NSGA [9] , etc. Artificial immune system algorithm is used to solve multi-objective optimization problem for the first time in 2002 [10] . Then many multi-objective optimization algorithms based on artificial immune system are proposed, such as MOIA [11] , VIS [12] [13] [14] , AMOBNS [15] and so on. In recent years, multi-agent system [16, 17] , quantum computation [18] , estimation of distribution algorithm [19] , fitness sharing [20] , co-evolution theory [21] and differential evolution [22] are also introduced into artificial immune system algorithm. For the constrained multi-objective optimization problem, the algorithms based on adaptive evolution [23] , quantum evolution [24] , differ-ential evolution [25] and dual populations [26] are proposed respectively.
As mentioned above, there are many multi-objective optimization algorithms. But they all have premature convergence problem to varying degrees. The method of dealing with constraint conditions also needs to be improved. In addition, the detail information of software and hardware cannot be acquired in traditional development mode of radar signal processing system. The values of performance indexes of system cannot be predicted during design phase. So it is difficult to use multi-objective optimization algorithms to optimize the performance of radar signal processing system.
In view of the problems existing in the current research, this paper presents a new modeling mode of radar signal processing system based on the idea of "software radar". With this modeling mode, developers can build radar signal processing flowchart, hardware topology structure chart and mapping scheme in fully graphical, modularized and generalized way. Combining the analytical method [27] with the simulation method [28] , detail information of software and hardware can be obtained from the three models mentioned above. The information is used for timing simulation to predict the values of performance indexes of system. With the values of performance indexes predicted, this paper first proposes that using a constrained multi-objective optimization algorithm based on artificial immune system to optimize the performance of radar signal processing system. This paper introduces immune memory and immune clone theory into the constrained multi-objective optimization algorithm. The evolutionary processes of antibody population and memory units proceed in parallel. During the evolutionary processes, the solution set approaches the constrained optimal Pareto front from the inside of feasible region and the edge of infeasible region. In this way, the optimal solutions have better uniformity, stronger approximation and wider distribution. Experiment results show that the proposed performance optimization algorithm can search out the optimal design schemes that make the system performance reach or near to optimum. The application of this performance optimization algorithm will significantly improve the performance of radar signal processing system.
Modeling of radar signal processing system
Based on the idea of "software radar", we achieve a fully graphical and modularized modeling mode of radar signal processing system. This modeling mode can automatically generate the code. Compared with the traditional mode of manual programming, this modeling mode can significantly improve development efficiency. In addition, this modeling mode pays attention to decoupling of software and hardware, to achieve function extensibility and platform portability of system. This modeling mode is a great change in the development of radar signal processing system.
There are detailed introductions of this modeling mode in my two papers previously published [29, 30] . But the performance optimization algorithm in this paper is based on this modeling mode, so we make a brief introduction of this modeling mode in this paper. Modeling of radar signal processing system includes modeling of signal processing flowchart, modeling of hardware topology structure and modeling of mapping scheme.
Modeling of signal processing flowchart
We design and realize an extensible functional module library. Developers can build a signal processing flowchart in a fully graphical and modularized way by dragging and dropping functional modules in the functional module library. A simple example of signal processing flowchart is shown in Fig. 1 . The flowchart is built with our developed software. Other parts of software interface are not shown in the screenshot. To save and analyze a signal processing flowchart, we define a language which describes the signal processing flowchart specially. We call it radar markup language (RML). RML describes the information of functional modules and connections between functional modules in the signal processing flowchart.
Modeling of hardware topology structure
We design and realize an extensible hardware module library. Developers can build a hardware topology structure chart in a fully graphical and modularized way by dragging and dropping hardware modules in the hardware module library. A hardware topology structure chart of Power PC platform is shown in Fig. 2 . The hardware topology structure chart is built with our developed software. Other parts of software interface are not shown in the screenshot. The Power PC platform has four processors and eight cores. To save and analyze a hardware topology structure chart, we define a lan- guage which describes the hardware topology structure chart specially. We call it hardware topology language (HTL). HTL describes the information of processors and communication links in the hardware platform.
Modeling of mapping scheme
Mapping process is to allocate the function modules in the signal processing flowchart to the hardware modules in the hardware topology structure chart. The allocation result is called mapping scheme. Mapping scheme decides which signal processing programs run on which hardware processors. Mapping scheme is very important to radar system. It directly affects the performance of radar signal processing system.
A complex radar signal processing system has a large number of functional modules and hardware processors. Designing a mapping scheme manually will take a long time, and the system performance corresponding to the mapping scheme may not meet the requirements. So it is necessary to research an algorithm to generate the optimal mapping schemes automatically. How to generate the optimal mapping schemes is the core content in this paper, and will be introduced in Sect. 4.
Performance prediction of radar signal processing system
The precondition of generating the optimal mapping schemes is that the values of performance indexes of system can be obtained. Based on the signal processing flowchart, the hardware topology structure chart and the mapping scheme, we research a performance prediction algorithm to predict the values of performance indexes of system during design phase. Performance prediction lays the foundation for performance optimization, and reduces the development risk.
Performance evaluation indexes
Before introducing the performance prediction algorithm, we first introduce performance evaluation indexes of radar signal processing system.
(1) Throughput time of the system the time interval between the two times when two adjacent data are sent by the last functional module. 
where T exe denotes processing time of processors, and T com denotes communication time of processors.
Performance prediction algorithm
The performance prediction algorithm in this paper combines the analytical method [27] with the simulation method [28] . The algorithm analyzes the signal processing flowchart, the hardware topology structure chart and the mapping scheme, and obtains the information of system from these three models. The information includes the runtime of each functional module, the data traffic and the communication time between adjacent functional modules, the mapping scheme and so on. According to this information, the algorithm carries out the timing simulation. The algorithm designs the following three classes: Actor, Core and Link. The class Actor describes the information of functional modules in the signal processing flowchart, including the module name, the runtime of module, the hardware processor that the functional module is allocated to, the receiving data time of each input port, the sending data time of each output port and so on. The class Actor has the following five states: receiving data, sending data, ready, running and idle. The state transition sequence of class Actor is shown in Fig. 3 . The initial state of Actor is idle. When data are sent from previous Actor, the state of Actor converts to receiving data. After receiving data from all input ports, the state of Actor converts to ready. If the processor that Actor is allocated to is idle, the state of Actor converts to running. When data processing finishes, the state of Actor converts to sending data and the processor resource is freed. After data are sent to next Actor, the state of Actor converts to idle. The class Core describes the information of hardware processors, including the processor number, the module running on the processor, the ready queue of modules on the processor and so on. The class Core has the following two states: ready and running. The class Link describes the information of communication links, including communication capacity and so on. The class Link has the following two states: ready and running. The algorithm fills the system information into the three class objects, and activates the first module in the signal processing flowchart to start timing simulation. Timing simulation is carried out along the time axis. When reaching a certain time, some class objects that meet corresponding conditions generate state transition. Other class objects that do not meet corresponding conditions keep the original state. Timing simulation is repeated like this. The result of timing simulation is shown in Fig. 4 . In Fig. 4 , horizontal axis is the time axis. Each row shows the running state of each functional module. The colorful area shows that the state of module is running. The blank area shows that the state of module is idle. According to this sequence chart of system, the algorithm can calculate the values of performance indexes of system mentioned above.
Experimental results
We perform a series of experiments to test the performance prediction algorithm on multi-DSP platform and Power PC Table 1 . On Power PC platform, the actual running results and the predicted results of the same signal processing flowchart are shown in Table 2 .
From the contrast between results, we can see that the error rate of each performance index is less than 5%. The average error rate is about 2%. This error rate is acceptable. Experiment results show that the performance prediction algorithm in this paper is feasible.
Performance optimization of radar signal processing system
Assuming that there are N functional modules and M hardware processors in a radar signal processing system, the amount of mapping schemes is M N . There are hundreds of functional modules and hardware processors in a complex system. The amount of mapping schemes is very large. Therefore, though the method of exhaustion may certainly search out the optimal mapping schemes, it has no practical value. So it is necessary to research an efficient and feasible performance optimization algorithm to evaluate mapping schemes and automatically generate the mapping schemes, which make the performance of system reach or near to optimum.
Because there are many performance indexes of radar signal processing system, performance optimization of system is a multi-objective optimization problem. Multi-objective optimization needs to optimize several objectives at the same time. These objectives are usually incommensurable and conflicting. The essential difference between multi-objective optimization and single-objective optimization is that the solutions of multi-objective optimization problem are not unique, but a solution set. Each element in the solution set is called Pareto optimal solution. Pareto optimal solution means that there is not any solution, at least one objective of which is better than the same objective of Pareto optimal solution and other objectives of which are not worse. For an optimal mapping scheme of radar signal processing system, we cannot improve a certain performance index, meanwhile not reducing any other performance index. The optimal solution set of the proposed performance optimization algorithm may include many mapping schemes. Developers can make multi-objective decision according to the actual requirement of each performance index. Based on immune clone and immune memory theory in artificial immune system, this paper presents an immune memory clone constrained multi-objective optimization algorithm to optimize the performance of radar signal processing system. Compared with the traditional evolutionary algorithms, artificial immune system has shown some advantages. For example, artificial immune system can improve rate of convergence, meanwhile avoiding premature convergence problem, which is very difficult for evolutionary algorithms to solve.
Mathematical model of performance optimization problem
In the proposed performance optimization algorithm, the antibody coding adopts the type of integer coding between 1 and U . U is the number of hardware processors. Each gene bit x i (i=1,2,…,n) of the antibody denotes the processor serial number that the ith module is allocated to. In practical application, the radar signal processing system usually has some requirements for one or more performance indexes. So performance optimization is a multi-objective optimization problem with constraint conditions. Assuming that there are n modules, u hardware processors, k performance indexes and m constraint conditions in a radar signal processing system, the mathematical model of the constrained multi-objective optimization problem is expressed as follows:
In the mathematical model, the objective functions and the constraint conditions are the functions of decision variables. Vector x is the set of decision variables. Vector y is the set of objective functions. X is the decision space. Y is the objective space. Different from the common multi-objective optimization problems, each objective function in this algorithm denotes a performance index of radar signal processing system, and has no specific function expression. The value of each objective function is calculated by the performance prediction algorithm presented in Sect. 3.
In the algorithm, the handling method for constraint conditions is to translate the constraint conditions into an objective, avoiding using penalty function method. The selection of penalty factor is very difficult in practice. Based on the common method of constructing penalty function, the algorithm deals with the constraint conditions as follows: let
So the constrained multi-objective optimization problem consisting of n decision variables, k objective functions and m constraint conditions is translated into the unconstrained multi-objective optimization problem consisting of n decision variables and k + 1 objective functions. The mathematical model is expressed as follows:
For any vector x, if f k+1 (x)=0, x meets constraint conditions, and is a feasible solution. If f k+1 (x) >0, x does not meet constraint conditions, and is an infeasible solution. The larger the value of f k+1 (x) is, the more seriously x violates the constraint conditions. Based on the above discussion, the main procedures of the algorithm are as follows:
(1) The algorithm divides the antibody population into the feasible solution set X f ({X f |∀x ∈ X f , f k+1 (x) = 0})and the infeasible solution setX 
Main train of thought of the performance optimization algorithm
Searching space of constrained multi-objective optimization consists of the feasible region and the infeasible region. How to effectively use solutions in the infeasible region is very important. The performance optimization algorithm in this paper introduces immune clone and immune memory theory into the constrained multi-objective optimization problem [31] . The evolutionary processes of antibody population and memory units proceed in parallel. During the evolutionary processes, the solution set approaches the constrained optimal Pareto front from the inside of feasible region and the edge of infeasible region, making the optimal solutions have better uniformity, stronger approximation and wider distribution.
When the same kind of antigens invade a body again, the number of antibodies will greatly increase, and the antibodies have higher affinities. This phenomenon is called immune memory. In artificial immune system, memory units are population consisting of specific antibodies. Memory units are used to keep the diversity of population. In the algorithm in this paper, memory units save some infeasible solutions, which near to the edge of feasible region. It is helpful to keep the diversity of the optimal solutions.
Mutation operation of the algorithm adopts the type of non-uniform adaptive mutation. Mutation probability reduces along with the evolving algebra to ensure individual ability of evolution and effectively prevent the algorithm into local optimal solution. When the number of non-dominated antibodies is greater than the population size set, the algorithm calculates the crowding distance of each antibody, and removes the antibodies whose crowding distances are comparatively smaller. It ensures that the optimal solutions distribute uniformly.
Specific steps of the performance optimization algorithm
Assuming that there are n modules, u hardware processors and k performance indexes, according to the immune clone operation, the mutation operation and the updating operation of antibody population, the specific steps of the immune memory clone constrained multi-objective optimization algorithm are as follows:
Step 1 It is assumed that the maximum number of iterations is T , the size of antibody population is N , the size of beneficial solution set is P, the clone proportion is R, and the current number of iterations is it. Then randomly generate the initial antibody population A(it)={a 1 (it),a 2 (it),…,a N (it)}, where it=0. Select P antibodies from A(it) to constitute the memory units M(it) ={m 1 (it),m 2 (it),…,m P (it)}. Step 2 Carry out the clone operation to A(it)∪M(it), and get Z(it): Z(it)= T c (A(it)∪M(it)) ={ T c (a 1 (it)), T c (a 2 (it)),…, T c (a N (it)), T c (m 1 (it)), T c (m 2 (it)),…, T c (m P (it))} ={a 11 (it),…,a 1R (it),…,a N1 (it), …,a NR (it),m 11 (it),…, m 1R (it), …,m P1 (it), …,m PR (it)} ={z 1 (it),z 2 (it), …,z r (it)}, where r=(N+P)R.
Step 3 Carry out the mutation operation to Z(it), and get V(it): V(it)= T m (Z(it)) ={ T m (z 1 (it)), T m (z 2 (it)), …, T m (z r (it))} ={v 1 (it),v 2 (it), …,v r (it)} The mutation operation is to randomly select one gene bit from n gene bits of each antibody, and change the value of this gene bit. The range of the value is between 1 and u. The function of mutation probability is P m = (it, P m1 ). The range of the function value is [0, P m1 ]. The larger the value of it is, the more likely it is that the value of function (it, P m1 ) nears to zero. The specific expression of function (it, P m1 ) is as follows:
where P m1 =0.1, r is a random number on domain [0,1], T is the maximum number of iterations, and λ is the parameter which influences the extent of nonuniform. The parameter λ adjusts the local searching range. In this paper, let the value of λ be 2.
Step 4 Calculate the values of k + 1 objective functions of the antibody population V(it):
Step 5 According to whether the value of the k + 1th objective function is zero, divide the antibody population V(it) into the feasible solution set X f (it) and the infeasible solution setX f (it).
Step 6 According to the concept of Pareto dominance, divide the feasible solution set X f (it) into the Pareto nondominated solution set P s (it) and the Pareto dominating solution setP s (it).
Step 7 According to the extent of violating the constraint conditions, divide the infeasible solution setX f (it) into the beneficial solution set Q b (it) and the unbeneficial solution setQ b (it).
Step 8 Carry out the updating operation to P s (it). If the number of antibodies in P s (it) is greater than N , calculate the crowding distance of each antibody, and array the antibodies in ascending order. Remove the antibodies whose crowding distances are smaller, until the number of antibodies in P s (it) is N . The formula of calculating crowding distance is as follows:
where f max i and f min i are the maximum value and the minimum value of the ith objective function respectively. And
Step 9 Carry out the study operation to the memory units. If there is an antibody (called q i (it)) in Q b (it) whose extent of violating the constraint conditions is smaller
Repeat like this until that the violating extent of any antibody in Q b (it) is greater than or equal to any antibody in M(it).
Step 10 If the current number of iterations it equals to T , output the solution set P s (it). Else let
Let the value of it plus one, and go back step 2.
Main characteristics of the performance optimization algorithm
From the algorithm description, we can see that the immune memory clone constrained multi-objective optimization algorithm in this paper has the following characteristics:
(1) The algorithm is carried out on the antibody population and the memory units in parallel. The antibody population emphasizes global searching. The memory units emphasize local searching on the infeasible solutions near the feasible region. The memory units can make the solution set approach the constrained optimal Pareto front from the inside of feasible region and the edge of infeasible region. It guarantees that the optimal solutions have good diversity and approximation. (2) Through the expansion and compression of searching space, the algorithm combines global searching with local searching. The algorithm transforms the problem from low-dimensional space into higher dimensional space, and projects the results into low-dimensional space, thus getting the better solutions.
The time complexity of the performance optimization algorithm
It is assumed that the number of objective functions is k, the maximum number of iterations is T , the size of antibody population is N , the size of beneficial solution set is P, the clone proportion is R, and the average size of nondominated antibodies in each iteration is N n . So the time complexity of initializing antibody population and calculating values of objective functions of antibodies is O(N ), the time complexity of initializing memory units is O(kN + P), the time complexity of getting non-dominated solution set is
, the time complexity of clone is O((N +P)R), the time complexity of mutation is O((N + P)R), the time complexity of updating antibody population is O(N N 2 n ), and the time complexity of studying operation to memory units is O(P 2 ). So the total time complexity of the algorithm is as follows:
Comparison with dynamic programming algorithm
At present, there are few research results in the field of performance optimization of parallel signal processing system at home and abroad. Spanish scholars present a performance optimization method based on dynamic programming algorithm in the field of radio. But this method can only optimize one performance index-the cost of system resources. The proposed algorithm in this paper is a multi-objective optimization algorithm, can optimize one or more performance indexes. The comparison between the proposed algorithm and other multi-objective optimization algorithms is shown in Sect. 5.
Experimental results and analysis
Using the proposed performance optimization algorithm in this paper, developers can optimize one or more performance indexes according to the actual needs. In the following two experiments, we optimize three performance indexes, including the throughput time, the load balance degree and the time ratio of processing to communication. We use the proposed algorithm to generate the optimal mapping schemes, and calculate the values of the three performance indexes corresponding to each optimal mapping scheme. The selected performance indexes are not unique. So the optimal mapping schemes are not unique, but a Pareto optimal solution set. NSGA-II and SPEA2 are famous multi-objective optimization algorithms. We compare the results of the proposed algorithm with NSGA-II and SPEA2. In the following two experiments, let the maximum number of iterations of the three algorithms be 50. Let the population size of the three algorithms be 100. In the proposed algorithm, let the size of beneficial solution set be 10. Let the clone proportion be 4.
Experimental platform is the Power PC platform, including four processors. Each processor has two cores. The Power PC platform runs in the manner of pipeline mode. We select two radar signal processing tasks to test the proposed algorithm.
The first radar signal processing task
The radar signal processing flowchart is shown in Fig. 1 in Sect. 2. The runtimes of modules in the flowchart are shown in Table 3 . The constraint conditions of performance indexes are as follows: the throughput time must be less than 2250 ms; the processing delay must be less than 2520 ms; and the load balance degree of processors must be greater than 65%. Experimental results are shown in Fig. 5 . In Fig. 5 , the values of three performance indexes corresponding to each optimal mapping scheme are shown. Considering the length of the thesis, we do not list all mapping schemes here.
The second radar signal processing task
The second radar signal processing task is more complex. The signal processing flowchart is shown in Fig. 6 . The runtimes of modules in the flowchart are shown in Table 4 . The constraint conditions of performance indexes are as follows: the throughput time must be less than 1380 ms; the processing delay must be less than 6775 ms; and the load balance degree of processors must be greater than 82%.
Experimental results are shown in Fig. 7 . In Fig. 7 , the values of three performance indexes corresponding to each optimal mapping scheme are shown. Considering the length of the thesis, we do not list all mapping schemes here.
Analysis of experimental results
From Fig. 5 and Fig. 7 , we can see that the optimal solutions of the proposed algorithm are more widely distributed and uniform than NSGA-II and SPEA2 in both experiments. The optimal solutions of the proposed algorithm are more than NSGA-II and SPEA2. Several optimal solutions on the edge are not searched out by both NSGA-II and SPEA2. However they are searched out by the proposed algorithm. It suggests that the proposed algorithm can effectively avoid getting trapped in local optimal solution and solve the premature convergence problem. The results of the method of exhaustion in The method of exhaustion 20 The method of exhaustion 33
evaluate the accuracy of the three algorithms. The accuracy of the three algorithms in the two experiments is shown in Tables 5 and 6 respectively. Experimental results show that the proposed algorithm is feasible.
Conclusions
In this paper, an immune memory clone constrained multiobjective optimization algorithm is proposed to optimize the performance of radar signal processing system. The proposed algorithm introduces immune clone and immune memory theory into the constrained multi-objective optimization problem. The evolutionary processes of antibody population and memory units proceed in parallel. The solutions approach the constrained optimal Pareto front from the inside of feasible region and the edge of infeasible region, making the optimal solutions have better uniformity, stronger approximation and wider distribution. Experimental results show that the proposed algorithm can search out the optimal design schemes of radar signal processing system. The application of the proposed performance optimization algorithm will significantly improve the performance of radar signal processing system. In addition, the new modeling mode of radar signal processing system and the performance optimization algorithm proposed in this paper are also applicable to other parallel signal processing systems. We will do further research to this aspect in the next work.
