Abstract An improved surrogate constraints method for solving separable nonlinear integer programming problems with multiple constraints is presented. The surrogate constraints method is very effective in solving problems with multiple constraints. The method solves a succession of surrogate constraints problems having a single constraint instead of the original multiple constraint problem. A surrogate problem with an optimal multiplier vector solves the original problem exactly if there is no duality gap. However, the surrogate constraints method often has a duality gap, that is it fails to find an exact solution to the original problem. The modification proposed closes the surrogate duality gap. The modification solves a succession of target problems that enumerates all solutions hitting a particular target. The target problems are produced by using an optimal surrogate multiplier vector. The computational results show that the modification is very effective at closing the surrogate gap of multiple constraint problems.
Introduction
This paper presents a new surrogate constraints method [25] for solving a separable nonlinear integer problem with multiple constraints. The existing surrogate constraints method solves a succession of surrogate problems, which have a single constraint, instead of the original multiple constraint problem. However, the surrogate constraints method often has a duality gap, that is it fails to produce an exact optimal solution of the original problem. The new surrogate constraints method can close the surrogate duality gap.
Consider the separable nonlinear integer programming problem:
g ji (x i ) ≤ b j for j = 1, 2, . . . , m, x i ∈ K i for i = 1, 2, . . . , n, where x = (x 1 , x 2 , . . . , x n ) and K i is a set of items, K i = {1, 2, . . . , k i }, for i = 1, 2, . . . , n.
We assume all the problem data is non-negative. If a problem includes negative data, then the problem can be equivalently transformed into a non-negative data problem by resetting Morin and Marsten [17] called [P] the Multi-dimensional Nonlinear Knapsack (MNK) problem. Several special cases of the MNK problem include 1)Nonlinear Resource Allocation Problem (Bretthauer and Shetty [2] ) which has a differentiable convex objective and constraint functions, 2)some resource allocation problems, e.g. Ibaraki and Katoh [9] , which have a convex objective function and the single constraint of the sum of variables, and 3)Multiple-Choice Knapsack Problem (Nauss [26] ) which is a linear problem of the singly constrained MNK problem. The surrogate constraints were first used in mathematical programming by Glover [7] . Luenberger [13] showed that any quasi-convex programming problems could be solved exactly if the surrogate multipliers are correctly chosen. Karwan and Rardin [11] provided some empirical evidence on the effectiveness of surrogate constraints in integer linear programming.
There are several algorithms for yielding an optimal surrogate multiplier vector to a MNK problem. Dyer [5] proposed two algorithms: one analogous to generalized linear programming and the other to the subgradient method. Nakagawa et al. [20, 21] proposed a Cutting-Off Polyhedron (COP) algorithm that generates a succession of multiplier vectors by cutting off polyhedrons and then using the center of the polyhedron as the next multiplier vector. Karwan, Rardin and Sarin [12] presented a measure (percent gap closure) of the quality of the computed surrogate dual problem with respect to the linear programming relaxation.
Unfortunately, most of MNK problems include surrogate duality gaps. In other words, even if a surrogate constraints method solves a surrogate problem with an optimal surrogate multiplier vector, the method fails to produce a feasible optimal solution of the original multi-constrained problem. A new method, which we call the Slicing Algorithm (SA), is proposed to search for exact optimal solutions to the original multi-constrained problem from the feasible region of the optimal surrogate problem. The SA solves a succession of target problems that enumerate all solutions in a slice of the feasible region. The target problems can be solved by using a MA (Modular Approach) proposed by Nakagawa [22] . The MA executes the following steps (1) and (2), repeatedly.
(1) Apply the fathoming test to the current problem to reduce the decision space of the variables.
(2) Combine two variables into one new variable to reduce the number of variables in the current problem.
To solve a target problem exactly, we can use the feasibility test and the bounding test as the fathoming test, but not the dominance test.
Sometimes we have difficulty in enumerating all the solutions to the target problem since the target solution space is too large. The SA uses two techniques to reduce the solution space size. One technique is to thin out the target solution space. Another is to narrow the feasible region of target problem by reducing the value of the right-hand-side. Computational results with the SA are presented in Section 5.
The rest of the paper is organized as follows. Section 2 describes the surrogate dual problem and its properties. Section 3 presents an approach for closing the surrogate gap. Section 4 illustrates the SA by using an example from the literature. Section 5 presents some computational experiments using with test problems from the literature and randomly generated large-scale test problems. Section 6 makes some conclusions from these experiments.
Surrogate Dual
A surrogate problem [P S (u)] corresponding to the original problem [P] is written as follows:
The surrogate dual problem is defined by
means the optimal objective function value of problem [ • ] and
The surrogate problem [P S (u)] has the following property.
Proof It is clear, since [P S (u)] includes x q as a feasible solution. This property means that the region {u ∈ U : ug(x q ) ≤ ub} can be removed from U. An algorithm [21] 
Resolution of the Surrogate Duality GAP
To close the surrogate duality gap, consider the target problem (Nakagawa et al. [19] and Miyaji et al. [16] ):
where u * is an optimal multiplier vector of a surrogate dual problem [P SD ] corresponding to the original multi-constrained problem [P] . The feasible solutions hitting the target are called target solutions. . If we have a heuristic method that produces near-optimal solutions of good quality, then we can use the near-optimal value as the target value f
However, if we use a poor near-optimal solution value as the target value f T , then it may waste a large amount of computational time and memory.
When we have poor quality estimate of the optimal value, the target values f T will be chosen from an interval such as f (x
, where x Near is an estimate of the optimal solution of [P] . A near optimal solution can be obtained by using an existing heuristic algorithm, e.g., Ohtagaki et al. [27] . The solutions hitting a target are called target solutions. Implementing the MA without dominance testing can solve the target problem 
κ).
These target problems are solved in the order [P
] using the SA, as shown in Figure 1 . When the SA finds an exact optimal solution to [P] out of the target solutions, the algorithm stops. However, the problems become harder to solve as the problem size increases. There are two main reasons for this. The first reason is that there exist too many target solutions with the same optimal objective function value. The second reason is that the target region is too wide. In the SA, two techniques are used to decrease these difficulties. One technique is to thin out the target solutions. When the number of items for a variable exceeds a certain threshold value in the MA code, a thinning-out technique is carried out. Another technique is to slice off piece-by-piece parts of the feasible region by changing the value of right-hand-side b T . It should be noted that the solutions obtained by using these techniques cannot be guaranteed to be exact optimal to the original multi-constrained problem [P] .
Consider a succession of ν
ν).
The method SA tries to solve the problems [P T (ϕ k , β s )] in the order of s = 0, 1, 2, . . . , ν. Figure 2 illustrates this technique. An algorithm for producing an exact optimal solution of the original multi-constrained problem [P] is as follows:
Algorithm SA 
Slc
, which is an exact optimal solution;
Example
The SA will be demonstrated with a simple example, which is a variation of the RosenSuzuki problem [29] . The example problem is:
A COP (Cutting-Off Polyhedron) algorithm proposed by Nakagawa et al. [21] is started with a surrogate multiplier vector u 
Computational Experience
The performance of the SA has been evaluated on the following four groups of test problems. Group 1 are test problems from the literature and variations of them. Group 2, 3 and 4 sets are randomly generated using a machine-independent random number generator (Marse and Roberts [14] ).
Group 1: Problem 1: The following capital budgeting problem with 39 zero/one variables (Problem 6 in Petersen [28] ):
where the data c i and a ji are given in Table 5 of Appendix.
Problem 2: The capital budgeting test problem with 50 zero/one variables (Problem 7 in Petersen [28] ).
Problem 3: The same problem as Problem 1 except for the variable restriction: 
are all integers, and
m).
Group 3: Problem 1-5: All of the objective and constraint functions of [P] are nonlinear and monotone increasing:
Group 4: Problem 1-30: All of the objective and constraint functions of [P] are nonlinear and non-monotone:
are all integers, and 
where γ ji are zero/one variables that set so that 25% are zero elements. Problems 1-30 in Group 2 set and Problems 1-5 in Group 3 set are generated referring to test problems presented in Sinha and Zoltners [30] Problems 1-30 in Group 4 set are generated with 75% nonzero elements as used by Karwan, Rardin and Sarin [12] . All algorithms are coded in a Modula 2-like C language developed by Nakagawa [23] . This language is oriented to scientific calculations, implemented by using the macro expansion of the C preprocessor, and compiled by a C compiler. The algorithms were tested on a Windows computer (Pentium 4/1.7GHz) with the Code Warrior C compiler. The algorithms implement an upper-bound calculation technique presented by Sinha and Zoltners [30] is used. When the algorithm solves a succession of target problems, the bounding test in the code utilizes not only the constraint of the optimal surrogate problem, but also the constraints of the original multi-constrained problem [P] . The algorithm is a modification of a MA algorithm used in Nakagawa and Iwasaki [24] . The calculations of all the real-valued numbers in this code have been executed in double precision (64 bits).
Karwan, Rardin and Sarin [12] have provided a measure of Percent Gap Closure (PGC). The PGC value is defined as:
where f Real is the linear programming relaxation of the linear integer programming problem corresponding to the original problem [P] . This paper adopts the PGC value to measure the difficulty of the original problem [P] . A small PGC value means that the surrogate duality gap is wide. The value 100% of PGC suggests that the optimal function value of [P SD ] is equivalent to the optimal value of [P].
The near-optimal solutions of test problems were generated by a heuristic method (a smart greedy algorithm). The greedy algorithm was proposed by Ohtagaki et al. [27] and is an improvement on a heuristic algorithm by Nakagawa et al. [18] . The greedy algorithm generates several greedy solutions by using multiple greedy criteria designated by a balance coefficient between the objective function and constraints. It then chooses the best solution among greedy solutions as a smart greedy solution.
The computational times for x Slc indicated in tables 1, 2, 3 and 4 are the CPU seconds taken by the SA to find the solution x
Slc
. The target values used by the SA are the objective function values of the best known near-optimal solutions, most of which are exact optimal values. It should be noted that these computational times are actual times if we assume to use a heuristic algorithm for producing very good near-optimal solutions. The target value f NS is the minimum value whose target problem can be solved exactly by SA and have been constructed such that there are no feasible solutions to the original multi-constrained problem.
These test problems are available publicly from the Web site: http://www.res.kutc.kansai-u.ac.jp/~nakagawa/orlib/jorsj/. Tables 1a and 1b report the computational results for the six test problems of Group 1. Table 1a gives the optimal solutions to the test problems. The obtained solution x Slc for Problems 1 and 2 are the same as the optimal solutions in Petersen [28] . Computational results for the performance of the SA are shown in table 1b. Since Problem 3 has a wide gap in the surrogate duality (the PGC value of Problem 3 is 2.5-4.6%). The SA fails to yield a solution guaranteed to be exactly optimal to the original problem [P] . However, a nearoptimal solution, f (x Slc ) = 14,296, has been obtained, which is better than the near-optimal solution, f (x Near ) = 13,981, yielded by the smart greedy algorithm. Except for Problem 3, the SA has succeeded in finding the exact optimal solutions for all problems in Group 1. (1,1,0,1,0,1,0,1,1,0,1,0,1,0,1,1,1,1,1,1,0,0,1,0,1,0,1,1,1,0,1,1,0,1,1,1,1,1,1 u * : an optimal surrogate multiplier vector obtained by a surrogate constraints algorithm.
x Slc : a solution obtained by the SA. Tables 2a and 2b show that the PGC value is a good measure of the difficulty of the problems. The SA produces exact optimal solutions for all problem sizes with two constraints. For problems with three constraints the SA succeeds in finding exact optimal solutions for all problems with the exception of one problem. The SA failed to produce a solution guaranteed to be exactly optimal to Problem 30 of the size m = 3, n = 1000, k i = 20 in Table 2b . However, the solution by the SA is a near-optimal solution of fairly high quality. Problem 30 has a small PGC value of 8.8-16.2%. Another hard problem is Problem 25, which has a small PGC value of 17.5%. The SA succeeded in solving exactly the target problem with f T = 1,592,158, but failed to solve exactly a target problem with f T = 1,592,157. However the approximate solution produced by the SA is exactly optimal to Problem 25. The SA has spent most of CPU time guaranteeing the exact optimality of the solution. For example, the result for Problem 25 in Table 2b reports that SA took 16 f Real : optimal value of a linear relaxation on problem of an optimal surrogate problem [P S (u * )].
x SD : a solution of surrogate dual problem.
x Near : a near optimal solution obtained by the smart gready algorithm.
x Slc : a solution obtained by the SA.
f NS : minimum target value whose target problem can be solved exactly by the slicing algorithm and have been constructed with no feasible solution to the original multi-constrained problem.
seconds to produce a better solution x Table 3 is the computational results for problems with three constraints in Group 3. Problems 1, 2, . . . , 5 of Group 3 are easy to solve except that they have too many exact optimal solutions. This is overcome by a thinning-out technique. It should be noted that all problems have the relationships f (x
. A comparison between tables 2 and 3 shows that the test problems in Group 2 are rather harder to solve than problems of the corresponding size in Group 3 and Group 4.
To investigate the effect of allowing the objective and constraint functions to be nonmonotone and to have many constraints, the SA has been tested on problems in Group 4. The problems 1-30 in the Group 4 have eight constraints, which were generated as in Karwan, Rardin and Sarin [12] . Problems 1-15 are nonlinear knapsack problems with 2 items for each variable. Problems 16-30 are nonlinear knapsack problems with 50 items for each variable. The constraint functions g ji (k) have 25% zero elements for every j = 1, 2, , m and i = 1, 2, , n. Computational results for Problems 1-30 of Group 4 are reported in Tables 4a and 4b . These tables show that Group 4 test problems are quite difficult for the smart greedy algorithm to give good solutions. For most problems, the heuristic algorithm fails to produce feasible solutions. Even if the algorithm succeeds to produce a feasible solution, the obtained solution is very poor. On the other hand, the SA succeeds in finding the exact optimal solutions for all problems in Group 4. The computational results suggest that the SA is still powerful even for problems with many constraints and problems with non-monotone functions. There is no clear relationship between the PCG values and the CPU times for Group 4 problems.
Further computational experiments are found in James and Nakagawa [10] . An enumeration method, in conjunction with the SA, is used to find the optimal solutions to a number of 500-variables, 5-constraint multidimensional knapsack test problems presented in Chu and Beasley [3] . The exact solutions to these problems were previously unknown. possible combinations of solutions are solved exactly using this technique. Sometimes existing algorithms cannot find an exact optimal solution, even in cases of problems without a duality gap, because of there being too many exact optimal solutions. This difficulty has been overcome by a thinning-out technique. The computational results also show that the percent gap closure (PGC) proposed by Karwan, Rardin and Sarin [12] may be used as a standard by which the difficulty of the problem [P] is measured. A hard problem for the present method SA is not a problem with many variables and is not a problem with many constraints, but is a problem with a wide surrogate gap.
Further research for solving the multi-dimensional nonlinear knapsack problem should be devoted to the development of an effective method for hard problems with a large duality gap. It is also important to develop heuristic algorithms for solving the hard problems. 
