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Statistical learning methods show great promise in providing an accurate prediction of materials
and molecular properties, while minimizing the need for computationally demanding electronic
structure calculations. The accuracy and transferability of these models are increased significantly by
encoding into the learning procedure the fundamental symmetries of rotational and permutational
invariance of scalar properties. However, the prediction of tensorial properties requires that the
model respects the appropriate geometric transformations, rather than invariance, when the reference
frame is rotated. We introduce a formalism that, extending existing schemes, makes it possible
to perform machine-learning of tensorial properties of arbitrary rank, and for general molecular
geometries. To demonstrate it, we derive a tensor kernel adapted to rotational symmetry, which
is the natural generalization of the smooth overlap of atomic positions (SOAP) kernel commonly
used for the prediction of scalar properties at the atomic scale. The performance and generality of
the approach is demonstrated by learning the instantaneous response to an external electric field of
water oligomers of increasing complexity, from the isolated molecule to the condensed phase.
The last few years have seen a surge in applications of
statistical learning approaches to the prediction of the
properties of molecules and materials. Chemical and ma-
terials informatics approaches – in which large databases
are mined to find correlations between structure and
macroscopic properties – have become ubiquitous [1–7].
Furthermore, “machine-learning potentials” are increas-
ingly used as surrogate models for demanding electronic
structure calculations, and to obtain information on the
stability and properties of a material as a function of the
microscopic arrangement of its atoms [8–12]. For these
approaches to be effective, it is crucial that the statistical
learning algorithm and the mathematical representation
of the atomic configurations respect the fundamental sym-
metries of the problem. For example, scalar properties
should be invariant under rigid translations, rotations or
reflections of the atomic configurations, as well as per-
mutations of the order of identical atoms. Methods that
fulfill these requirements have demonstrated very promis-
ing performance for predicting scalar quantities such as
electronic ground-state energies [8, 13–16].
A complete description of molecular and condensed-
phase systems, however, also requires the prediction of
properties that are not scalars. The response of a mate-
rial to mechanical, magnetic or electric perturbations all
require response coefficients that are tensorial in nature.
The electrical response moments – the dipole moment µ,
polarizability α, first hyperpolarizability β, etc. – un-
derlie in particular the modelling of experiments such as
infrared [17], Raman [18–20] and second-harmonic spec-
troscopy [21–23]. No less importantly, they represent a
fundamental ingredient to include many-body effects in
atomistic simulations of a material through the develop-
ment of polarizable force-fields [24–29].
Gaussian process regression (GPR) is a commonly used
machine learning technique, which is formally equivalent
to kernel-ridge regression [30, 31], and is built upon the
definition of a kernel function k(X ,X ′) that encodes the
similarity between two configurations X and X ′ [31–33].
In order to guarantee that predicted properties respect
the relevant physical symmetries, the kernel function must
obey corresponding transformation rules. For instance,
when predicting a scalar, k(X ,X ′) should be invariant
to rotations of the two configurations. The extension to
tensorial quantities is not straightforward. As discussed
recently for the case of the learning of vectorial properties
such as forces [34], the regression framework must be
designed so that the predicted properties are covariant
with respect to symmetry operations applied to the system.
Under certain conditions, suitable strategies can be used
to bypass the problem: for example, in the presence
of relatively rigid molecular units (e.g. in water) it is
possible to define a local reference frame, so that response
tensors can be learned by comparing mutually aligned
molecules [35, 36]. However, this approach is not generally
applicable to flexible or dissociable molecular systems. A
learning algorithm that handles symmetries in a more
general, mathematically rigorous fashion is required.
In this Letter, we introduce a GPR framework that
explicitly includes the rotational symmetry of tensorial
properties of arbitrary order, generalizing an earlier frame-
work designed for the kernel ridge regression of forces [34],
and can treat molecular or condensed-phase systems of
arbitrary complexity. As a practical implementation, we
define a family of kernels that are based on the smooth
overlap of atomic positions (SOAP) kernels of Ref. [13],
which we modify to account for the covariance of the
tensorial property.
The objective of any regression framework is to predict
a property y for a configuration X , based on a set of
2reference inputs {XI} for which the property values yI
have been determined already. In the case of GPR [33],
the prediction is written as a linear combination of kernel
functions k(X ,X ′), that are used to quantify the similarity
between the trial configuration and the references:
y(X ) =
∑
I
wIk(X ,XI). (1)
The weights can be determined by solving a linear prob-
lem w =
(
K + η21
)−1
y, where KIJ = k(XI ,XJ) and y
contains the values of the target property for the {XI}.
The regularization η can be interpreted as the expected
error of the fit, due to both any intrinsic noise in the target
data and the limitations of the model representation.
Consider now the case of a tensorial property T . We
will label the components of the tensor using a compact
notation Tµ, where µ indicates for example a set of Carte-
sian axes µ ≡ (αβ . . .). Within a Bayesian interpretation,
the kernel k represents a measure of correlations between
the values of the tensorial property associated with the
configurations (X ,X ′). In particular, we can write:
kµν(X ,X
′) ≡
〈
Tµ(X );T
†
ν (X
′)
〉
, (2)
where 〈A;B〉 indicates the covariance between A and B.
In this formalism the learning algorithm is expected to
simultaneously take into account all the components of T .
Eq. (2) represents a block of a full kernel matrix, which
can be built by merging the portions associated with each
pair of configurations. The complete matrix is Hermitian,
so that for each block kµν(X ,X
′) = k∗νµ(X
′,X ).
When a generalized symmetry operation Sˆ is applied to
one configuration X of the system, the corresponding ten-
sorial property transforms as Tµ(SˆX ) =
∑
µ′ Sµµ′Tµ′(X ).
Given two independent symmetry operations Sˆ and Sˆ′
acting on the two configurations, it follows from Eqn. (2)
that k must satisfy the following transformation rule:
kµν(SˆX , Sˆ
′X ′) =
∑
µ′ν′
Sµµ′S
′
νν′kµ′ν′(X ,X
′). (3)
This is the generalization of the covariance conditions
introduced in Ref. [34] for the special case of learning
vectors. Similarly to that case, one can then verify that a
kernel which satisfies Eq. (3) can be obtained starting from
a scalar kernel κ(X ,X ′), by averaging over the matrix
that represent the symmetry operation Sˆ:
kµν(X ,X
′) =
∫
dSˆ Sµνκ(X , SˆX
′). (4)
The scalar kernel κ only needs to be independent of the
absolute reference frame, i.e. κ(SˆX , SˆX ′) = κ(X ,X ′), but
not of the relative orientation of the two configurations.
In the case of a Cartesian tensor Tαβ... of rank r, a full
hierarchy of Cartesian kernels can be built by combin-
ing r orthogonal rotation matrices, i.e., S(αβ...)(α′β′...) =
Rαα′Rββ′ · · · in Eq.(4), generating a kernel with blocks
of size 3r × 3r. However, this strategy is unnecessarily
complicated. The actual dimensionality of the problem
can be significantly reduced by a unitary transformation
that transforms the tensor into a block-diagonal form, its
irreducible spherical tensor (IST) representation T : {T λ}.
Each λ identifies an orthogonal subspace of dimension
2λ+ 1, according to SO(3) algebra [37]. Depending on
the rank and the symmetries of the tensor, the decom-
position contains a different number of elements, which
in any case correspond to diagonal blocks of size smaller
than 2r + 1. Performing a decomposition into the IST
components makes the statistical learning faster and more
transparent, since each tensorial component T λ can now
be independently learned as a vector of dimension 2λ+ 1.
What is more, in the spherical basis, the covariance con-
ditions of Eqs. (3) and (4) can be reformulated by using
the fact that each spherical component T λ of a covariant
tensor follows the same transformation rules as the corre-
sponding vector spherical harmonics Y λ [37]. It follows
that if the kernel is required to encode rotational symme-
try in three dimensions, the generalized transformation
matrix Sµν of Eq. (4) is given by the Wigner matrix D
λ
associated with the active rotations Rˆ of the system [38].
As a practical implementation of Eq. (4), we consider
the case where κ(X ,X ′) is given by the overlap between
Gaussian smoothed atom densities,
κ(X ,X ′) =
∣∣∣∣
∫
ρ(r) ρ′(r) dr
∣∣∣∣
2
, (5)
where ρ(r) =
∑
x∈X gσ(r − x) is a sum over the atoms
making up the environment X and gσ(r−x) is a Gaussian
of width σ centred on x. The range of the kernel can be
tuned by introducing a cutoff function that zeroes out
the contribution from atom that lie farther than a given
distance rc from the central atom. With this choice of
κ(X ,X ′), the matrix kernel kλ(X ,X ′) associated with a
given IST component is,
kλ(X ,X ′) =
∫
dRˆ Dλ(Rˆ)
∣∣∣∣
∫
ρ(r) ρ′(Rˆr) dr
∣∣∣∣
2
. (6)
As shown in the Supplementary Information (SI), when
an angular decomposition of the atom-centred Gaussian
densities is applied [39], this integral can be computed
analytically. The λ = 0 case recovers the scalar SOAP
kernel of Ref. [13], which has been demonstrated to be very
effective for the statistical learning of scalar properties of
materials and molecules [40–45]. As detailed in the SI,
such a “λ-SOAP” hierarchy of tensorial kernels can be
recast as an inner product of (2λ+ 1)-size vectors P λnn′ll′ :
kλµν(X ,X
′) =
∑
nn′ll′
P
λµ
nn′ll′(X )P
λν⋆
nn′ll′(X
′). (7)
where the contraction indexes n, n′ and l, l′ running re-
spectively over the basis sets of the radial and the angular


5fields of science and technology. This letter provides an
example of how making these approaches consistent with
the fundamental physical symmetries of the problem at
hand is crucial to realize their potential.
SUPPLEMENTARY INFORMATION
See the Supplementary Information (SI) for mathemati-
cal details of the derivation of the λ-SOAP framework and
for computational details. The SI also includes Refs. [52–
60]
SOURCE CODE AND DATA AVAILABILITY
A Python code containing a rudimentary implementa-
tion of the λ-SOAP SA-GPR framework can be found at
https://github.com/cosmo-epfl/SA-GPR. The repos-
itory also contains the data we used for training and
testing.
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