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Bayesian switching multiple disorder problems
Pavel V. Gapeev∗
To appear in Mathematics of Operations Research
The switching multiple disorder problem seeks to determine an ordered inﬁnite se-
quence of times of alarms which are as close as possible to the unknown times of disorders,
or change-points, at which the observable process changes its probability characteristics.
We study a Bayesian formulation of this problem for an observable Brownian motion with
switching constant drift rates. The method of proof is based on the reduction of the ini-
tial problem to an associated optimal switching problem for a three-dimensional diﬀusion
posterior probability process and the analysis of the equivalent coupled parabolic-type
free-boundary problem. We derive analytic-form estimates for the Bayesian risk function
and the optimal switching boundaries for the components of the the posterior probability
process.
1 Introduction.
Suppose that, at time 푡 = 0, we begin to observe a sample path of some stochastic process
푋 = (푋푡)푡≥0 , with probability characteristics changing their values at some unknown disorder
times at which an unobservable two-state process Θ = (Θ푡)푡≥0 switches between one state
and the other. The switching multiple disorder problem is to decide at which time instants
(휏푛)푛∈ℕ one should give alarm signals to indicate the occurrence of changes in the current state
of the process Θ, as close as possible to the initial disorder times. Such quickest disorder, or
change-point, detection problems have originally arisen and still play a prominent role in quality
control, where one observes the output of a production line and wishes to detect deviations from
the acceptable levels. After the introduction of the original control charts by Shewhart [34],
various modiﬁcations of the disorder problem have been recognised (see, e.g. Page [27]) and
implemented in a number of applied sciences (see, e.g. Carlstein, Mu¨ller, and Siegmund [11]).
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The problem of detecting a single change in the constant drift rate of a Brownian motion
(Wiener process) was formulated and explicitly solved by Shiryaev [35]-[36] and [39]-[40] (see
also Shiryaev [41; Chapter IV] and Peskir and Shiryaev [29; Chapter VI, Section 22] for further
references). The optimal time of alarm was sought as a stopping time minimising a linear
combination of the false alarm probability and the expected delay time in the detection of the
disorder. Shiryaev [35] and [37] proposed another formulation of the problem in which the
occurrence of a single change should be preceded by a long period of observations, under which
a stationary regime has been established. The resulting optimal multi-stage detection procedure
consisted in searching for a sequence of stopping times minimising the average delay time given
that the mean time between two false alarms is ﬁxed. More recently, Feinberg and Shiryaev
[15] derived an explicit solution of the quickest detection problem in the generalised Bayesian
formulation and proved the asymptotic optimality of the associated detection procedure for the
related minimax formulation. Extensive overviews of these and other related sequential quickest
change-point detection methods were provided in Shiryaev [42] and Poor and Hadjiliadis [31].
In the present paper, we formulate and solve the switching multiple disorder problem for an
observed Wiener process 푋 changing its drift rate from 휇푖 to 휇1−푖 , when Θ changes its state
from 푖 to 1 − 푖 , for every 푖 = 0, 1. In contrast to the problem of detecting a single change,
in the switching multiple disorder problem, one looks for an inﬁnite non-decreasing sequence of
the alarm times (휏푛)푛∈ℕ minimising a series of linear combinations of discounted average losses
due to false alarms and delay penalty costs in the detection of the disorder times. We propose
a formulation of the problem in which Θ is assumed to be a continuous time Markov chain of
intensity 휆 , started at the state 0 or 1 with probabilities 1− 휋 and 휋 , respectively.
Apart from other possible areas of application, such a situation usually happens in models of
illiquid ﬁnancial markets, which have trading investors of diﬀerent kinds. It is natural to assume
that the small investors can only inﬂuence little ﬂuctuations of the market prices of risky assets,
while the large investors can aﬀect the pricing trends as well, by means of either buying or selling
substantial amounts of assets. More precisely, the pricing trends should either rise up or fall
down at some random times, after essential amounts of assets are bought or sold, respectively.
We can thus consider a model of such ﬁnancial markets in which the dynamics (of logarithms)
of the asset prices are described by a Brownian motion with switching drift rates. We may
further assume that our model allows for an inﬁnite number of free-of-charge transactions on
the inﬁnite time interval and use an exponential constant discounting rate 푟 which can be
chosen equal to the riskless short rate of a bank account. The problem of detecting a single
change in the probability characteristics of the accessible ﬁnancial data, which is associated
with the appearance of arbitrage opportunities in the market, was considered by Shiryaev [42].
In the present paper, we reduce the initial Bayesian switching multiple disorder problem
to an associated optimal switching problem for the posterior probability process, which is a
ﬁltering estimate of the current state of the unobservable drift rate of a Brownian motion.
The use of exponential discounting makes our problem well-connected to the problem of single
disorder detection with exponential delay penalty costs studied by Shiryaev [38], Poor [30],
Beibel [6], and Bayraktar and Dayanik [1] (see also Bayraktar, Dayanik and Karatzas [2]-[3]
for other important quickest detection problems for Poisson processes). We show that the op-
timal switching times can be expressed as the ﬁrst times at which the appropriate posterior
probability process exits certain connected regions restricted by boundaries, depending on the
running states of some other conditional probability processes. We verify that the Bayesian
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risk functions and the optimal switching boundaries are uniquely characterised by means of the
equivalent coupled free-boundary problem for a parabolic-type partial diﬀerential operator. We
derive analytic form estimates for the resulting Bayesian risk functions and the optimal switch-
ing boundaries and formulate the appropriate explicit sequential switching multiple disorder
detection procedure.
Optimal switching problems represent extensions of the corresponding optimal stopping
problems and games in which one looks for an inﬁnite sequence of optimal stopping times. A
general approach for studying such problems was developed in Bensoussan and Friedman [7]-[8],
and Friedman [16] (see also Friedman [17; Chapter XVI]). This investigation was continued by
Brekke and Øksendal [10], Duckworth and Zervos [13], Yushkevich and Gordienko [46], and
Hamade`ne and Jeanblanc [21] among others for the continuous time case, and by Yushkevich
[44]-[45] for the discrete time case. Other optimal switching and impulse control problems,
involving hidden Markov chains in the observable jump processes, were recently studied by
Bayraktar and Ludkovski [4]-[5].
The paper is organised as follows. In Section 2, for the initial Bayesian quickest multiple
disorder detection problem, we construct the associated optimal switching problem and reduce
the latter to the appropriate three-dimensional coupled optimal stopping problem. In Section
3, we present the equivalent free-boundary problem and describe the structure of the optimal
stopping boundaries. Applying the change-of-variable formula with local time on surfaces,
obtained by Peskir [28], we prove that the solution of the coupled optimal stopping problem
can be determined as a unique solution of the free-boundary problem, satisfying the appropriate
smooth-ﬁt conditions. In Section 4, we reduce the resulting parabolic-type partial diﬀerential
operator to the normal form, which is amenable for further considerations. We derive closed
form estimates for the Bayesian risk functions and the optimal switching boundaries, which are
expressed in terms of Heun’s double conﬂuent functions, and describe the resulting sequential
switching multiple disorder detection procedure. The main results are stated in Theorem 3.1
and Corollary 4.1. The optimal sequential detecting scheme is displayed more explicitly in
Corollary 3.1.
2 Formulation of the problem.
In this section, we present a Bayesian formulation of the switching multiple disorder problem
for an observable Brownian motion (see, e.g. [41; Chapter IV, Section 4] or [29; Chapter VI,
Section 22] for the single disorder case). In these formulations, it is assumed that one observes a
sample path of a Brownian motion 푋 with the drift rate switching between 휇0 and 휇1 at some
unobservable random times (we assume that 휇0 = 0 and 휇1 = 휇 , without loss of generality).
2.1 The setting.
Let us assume that all the considerations take place on a probability space (Ω,풢, 푃휋) with a
continuous-time Markov chain Θ = (Θ푡)푡≥0 with two states, 0 and 1, and an independent of Θ
standard Brownian motion (Wiener process) 퐵 = (퐵푡)푡≥0 started at zero under 푃휋 . Assume
that Θ has the initial distribution {1−휋, 휋} , the transition-probability matrix {(휆0푒−(휆0+휆1)푡+
휆1)/(휆0 +휆1), 휆0(1− 푒−(휆0+휆1)푡)/(휆0 +휆1);휆1(1− 푒−(휆0+휆1)푡)/(휆0 +휆1), (휆1푒−(휆0+휆1)푡 +휆0)/(휆0 +
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휆1)} , so that the intensity-matrix {−휆0, 휆0;휆1,−휆1} , for all 푡 ≥ 0 and some 휆푖 > 0, 푖 = 0, 1,
ﬁxed. In other words, the Markov chain Θ changes its state from 푖 to 1 − 푖 at exponentially
distributed times of intensity 휆푖 , for every 푖 = 0, 1, which are independent of the dynamics of
the Brownian motion 퐵 . Such a process Θ is called telegraphic signal in the literature (see,
e.g. [25; Chapter IX, Section 4] or [14; Chapter VIII]).
Suppose that we observe a continuous process 푋 = (푋푡)푡≥0 given by the expression:
푋푡 = 휇
∫ 푡
0
Θ푠 푑푠+ 휎 퐵푡 (2.1)
where 휇 ∕= 0 and 휎 > 0 are some given constants. Being based upon the continuous observation
of 푋 , our task is to ﬁnd among (non-decreasing) sequences of stopping times (휏푛)푛∈ℕ of 푋
(i.e., stopping times with respect to the natural ﬁltration ℱ푡 = 휎(푋푠 ∣ 0 ≤ 푠 ≤ 푡) of the process
푋 , for 푡 ≥ 0) an optimal sequence (휏 ∗푛)푛∈ℕ at which the alarms should be sounded as close
as possible to the unknown switching times of the process Θ. More precisely, the Bayesian
switching multiple disorder problem consists of computing the Bayesian risk function:
푉 ∗(휋) = inf
(휏푛)푛∈ℕ
∞∑
푘=1
퐸휋
[
푒−푟휏2푘−1 퐼(Θ휏2푘−1 = Θ0) + 푒
−푟휏2푘 퐼(Θ휏2푘 ∕= Θ0) (2.2)
+ 푐
∫ 휏2푘−1
휏2푘−2
푒−푟푡 퐼(Θ푡 ∕= Θ0) 푑푡+ 푐
∫ 휏2푘
휏2푘−1
푒−푟푡 퐼(Θ푡 = Θ0) 푑푡
)]
and ﬁnding the non-decreasing sequence of optimal stopping times (휏 ∗푛)푛∈ℕ with 휏
∗
0 = 0, at
which the inﬁmum is attained in (2.2), where 퐼(⋅) denotes the indicator function. Note that
the function 푉 ∗(휋) expresses the Bayesian risk of the whole sequence (휏푛)푛∈ℕ in the case in
which the process Θ starts at Θ0 , which has the prior distribution 푃휋(Θ0 = 1) = 휋 and
푃휋(Θ0 = 0) = 1 − 휋 , for all 휋 ∈ [0, 1]. We therefore see that 퐸휋
[
푒−푟휏2푘−1 퐼(Θ휏2푘−1 = Θ0)
]
and 퐸휋
[
푒−푟휏2푘 퐼(Θ휏2푘 ∕= Θ0)
]
expresses the average discounted loss due to a false alarm, and
퐸휋
∫ 휏2푘−1
휏2푘−2
푒−푟푡 퐼(Θ푡 ∕= Θ0) 푑푡 and 퐸휋
∫ 휏2푘
휏2푘−1
푒−푟푡 퐼(Θ푡 = Θ0) 푑푡 expresses the average discounted
loss due to a delay in detecting of the time at which Θ changes its state either from Θ0 to
1 − Θ0 , or from 1 − Θ0 to Θ0 , respectively, for any 푘 ∈ ℕ . In this case, 푐 > 0 is a cost rate
due to a delay in detection, and 푟 > 0 is a discounting rate.
Using the fact that (휏푛)푛∈ℕ is a non-decreasing sequence of stopping times with respect to
the ﬁltration (ℱ푡)푡≥0 , by means of standard arguments, which are similar to those presented in
[41; pages 195-197], we obtain:
퐸휋
[
푒−푟휏푛 퐼
(
Θ휏푛 ⪋ Θ0
)]
= 퐸휋
[
퐸휋
[
푒−푟휏푛 퐼
(
Θ휏푛 ⪋ Θ0
) ∣∣∣ℱ휏푛]] (2.3)
= 퐸휋
[
푒−푟휏푛 푃휋
(
Θ휏푛 ⪋ Θ0
∣∣∣ℱ휏푛)]
and
퐸휋
∫ 휏푛
휏푛−1
푒−푟푡 퐼
(
Θ휏푛 ⪋ Θ0
)
푑푡 = 퐸휋
∫ ∞
0
푒−푟푡 퐼
(
휏푛−1 ≤ 푡,Θ푡 ⪋ Θ0, 푡 < 휏푛
)
푑푡 (2.4)
= 퐸휋
∫ ∞
0
퐸휋
[
푒−푟푡 퐼
(
휏푛−1 ≤ 푡,Θ푡 ⪋ Θ0, 푡 < 휏푛
) ∣∣∣ℱ푡] 푑푡 = 퐸휋 ∫ 휏푛
휏푛−1
푒−푟푡 푃휋
(
Θ푡 ⪋ Θ0
∣∣∣ℱ푡) 푑푡
holds for every 푖 = 0, 1 and any 푛 ∈ ℕ .
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2.2 Suﬃcient statistics.
It is known from [25; Theorem 9.1] (see also [25; Chapter IX, Example 3]) that the posterior
probability process Π = (Π푡)푡≥0 deﬁned by Π푡 = 푃휋(Θ푡 = 1 ∣ ℱ푡) solves the stochastic diﬀerential
equation:
푑Π푡 =
(
휆0 − (휆0 + 휆1)Π푡
)
푑푡+
휇
휎
Π푡(1− Π푡) 푑퐵푡 (2.5)
with Π0 = 휋 , where the innovation process 퐵 = (퐵푡)푡≥0 deﬁned by:
퐵푡 =
1
휎
(
푋푡 −
∫ 푡
0
휇Π푠 푑푠
)
(2.6)
is a standard Brownian motion under the probability measure 푃휋 , with respect to the ﬁltration
(ℱ푡)푡≥0 , according to P. Le´vy’s characterisation theorem (see, e.g. [25; Chapter IV, Theo-
rem 4.1]). It is also seen from (2.5) that Π is a (time-homogeneous strong) Markov process
with respect to its natural ﬁltration, which obviously coincides with (ℱ푡)푡≥0 . It also follows
from [25; Theorem 9.3] that the process Π푖 = (Π푖푡)푡≥0 deﬁned by Π
푖
푡 = 푃휋(Θ푡 = 푖,Θ0 = 푖 ∣ ℱ푡),
for 푖 = 0, 1, solves the stochastic diﬀerential equation:
푑Π푖푡 =
(
휆1−푖 (2푖− 1) (푖− Π푡)− 휆0 Π0푡 − 휆1 Π1푡
)
푑푡+
휇
휎
Π푖푡(푖− Π푡) 푑퐵푡 (2.7)
with Π10 = 1−Π00 = 휋 , for any 휋 ∈ [0, 1]. It follows from [26; Chapter VII, Theorem 7.2.4] that
the (time-homogeneous) process (Π,Π0,Π1) = (Π푡,Π
0
푡 ,Π
1
푡 )푡≥0 has the strong Markov property
with respect to its natural ﬁltration, which inherently coincides with (ℱ푡)푡≥0 .
Taking into account the expressions in (2.3) and (2.4), and the fact that Π0푡 +Π
1
푡 = 푃휋(Θ푡 =
Θ0 ∣ ℱ푡), we therefore conclude that the Bayesian risk function from (2.2) admits the represen-
tation:
푉 ∗(휋) = inf
(휏푛)푛∈ℕ
∞∑
푘=1
퐸휋
[
푒−푟휏2푘−1 (Π0휏2푘−1 + Π
1
휏2푘−1) + 푒
−푟휏2푘 (1− Π0휏2푘 − Π1휏2푘) (2.8)
+ 푐
∫ 휏2푘−1
휏2푘−2
푒−푟푡 (1− Π0푡 − Π1푡 ) 푑푡+ 푐
∫ 휏2푘
휏2푘−1
푒−푟푡 (Π0푡 + Π
1
푡 ) 푑푡
]
where the inﬁmum is taken over all non-decreasing sequences of stopping times (휏푛)푛∈ℕ . By
virtue of the strong Markov property of the process (Π,Π0,Π1), we can reduce the problem of
(2.8) to the following coupled optimal stopping problem:
푉 ∗푖 (휋, 휋0, 휋1) = inf
휁푖
퐸휋,휋0,휋1
[
푒−푟휁푖
(
(2푖− 1) (푖− Π0휁푖 − Π1휁푖) + 푉 ∗1−푖(Π휁푖 ,Π0휁푖 ,Π1휁푖)
)
(2.9)
+ 푐
∫ 휁푖
0
푒−푟푡 (1− 2푖) (1− 푖− Π0푡 − Π1푡 ) 푑푡
]
where the inﬁmum is taken over all stopping times 휁푖 , 푖 = 0, 1, of the process (Π,Π
0,Π1),
which starts at some (휋, 휋0, 휋1) ∈ [0, 1]3 , under the probability measure 푃휋,휋0,휋1 .
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3 Main results and proofs.
In this section, we formulate and prove the main assertions of the paper, which are related
to the coupled optimal stopping problem in (2.9), and thus to the quickest switching multiple
disorder detection problem in (2.2) and (2.8).
3.1 The structure of the optimal stopping times.
In order to specify the structure of the optimal stopping times in the problem of (2.9), let us
introduce the function:
퐹푖(휋, 휋0, 휋1) =
푐휆0
푟(휆0 + 휆1 + 푟)
− 푐(1− 푖)
푟
+
푐(휆1 − 휆0)
푟(휆0 + 휆1 + 푟)
휋 +
1∑
푗=0
푐(휆1−푗 − 휆푗 + 푟)
푟(휆0 + 휆1 + 푟)
휋푗 (3.1)
and use Itoˆ’s formula (see, e.g. [25; Theorem 4.4]) to obtain:
푒−푟푡 퐹푖(Π푡,Π0푡 ,Π
1
푡 ) = 퐹푖(휋, 휋0, 휋1) + 푐
∫ 푡
0
푒−푟푠
(
1− 푖− Π0푠 − Π1푠
)
푑푠+푁 푖푡 (3.2)
where the process 푁 푖 = (푁 푖푡 )푡≥0 deﬁned by:
푁 푖푡 =
∫ 푡
0
푒−푟푠
휇
휎
(
푐(휆1 − 휆0)
푟(휆0 + 휆1 + 푟)
Π푠(1− Π푠) +
1∑
푗=0
푐(휆1−푗 − 휆푗 + 푟)
푟(휆0 + 휆1 + 푟)
Π푗푠(푗 − Π푠)
)
푑퐵푠 (3.3)
is a continuous square integrable martingale under 푃휋,휋0,휋1 . Then, applying Doob’s optional
sampling theorem (see, e.g. [25; Theorem 3.6]), we get from the expression in (3.2) that:
퐸휋,휋0,휋1
[
푒−푟휁푖 퐹푖(Π휁푖 ,Π
0
휁푖
,Π1휁푖)
]
= 퐹푖(휋, 휋0, 휋1) + 푐퐸휋,휋0,휋1
∫ 휁푖
0
푒−푟푡
(
1− 푖− Π0푡 − Π1푡
)
푑푡 (3.4)
holds for all (휋, 휋0, 휋1) ∈ [0, 1]3 and any stopping time 휁푖 . Hence, inserting the expression of
(3.4) into the one of (2.9), we see that the coupled optimal stopping problem takes the form:
푈∗푖 (휋, 휋0, 휋1) = inf
휁푖
퐸휋,휋0,휋1
[
푒−푟휁푖
(
(1− 2푖)퐺푖(Π휁푖 ,Π0휁푖 ,Π1휁푖) + 푈∗1−푖(Π휁푖 ,Π0휁푖 ,Π1휁푖)
)]
(3.5)
with 푈∗푖 (휋, 휋0, 휋1) = 푉
∗
푖 (휋, 휋0, 휋1) + (1− 2푖)퐹푖(휋, 휋0, 휋1) and
퐺푖(휋, 휋0, 휋1) = 퐹푖(휋, 휋0, 휋1) + 퐹1−푖(휋, 휋0, 휋1) + 휋0 + 휋1 − 푖 (3.6)
=
2푐(휆1 − 휆0)
푟(휆0 + 휆1 + 푟)
휋 +
1∑
푗=0
(
2푐(휆1−푗 − 휆푗 + 푟)
푟(휆0 + 휆1 + 푟)
+ 1
)
휋푗 +
푐(휆0 − 휆1 − 푟)
푟(휆0 + 휆1 + 푟)
− 푖
for all (휋, 휋0, 휋1) ∈ [0, 1]3 and 푖 = 0, 1. Thus, by means of the results of general theory of
optimal stopping problems (see, e.g. [41; Chapter III, Section 3] and [29; Chapter I, Section 2]),
it follows from the structure of the reward in (3.5) that the optimal stopping times are given
by:
휁∗푖 = inf
{
푡 ≥ 0 ∣∣푈∗푖 (Π푡,Π0푡 ,Π1푡 ) = (1− 2푖)퐺푖(Π푡,Π0푡 ,Π1푡 ) + 푈∗1−푖(Π푡,Π0푡 ,Π1푡 )} (3.7)
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for 푖 = 0, 1, whenever they exist. It is seen from the structure of the function 퐹푖(휋, 휋0, 휋1) in
(3.6) that if the point (휋, 휋0, 휋1) belongs to the corresponding continuation region:
퐶∗푖 = {(휋, 휋0, 휋1) ∈ [0, 1]3 ∣푈∗푖 (휋, 휋0, 휋1) < (1− 2푖)퐺푖(휋, 휋0, 휋1) + 푈∗1−푖(휋, 휋0, 휋1)} (3.8)
then the points (휋, 휋′0, 휋
′
1), with either 휋
′
푗 ≥ 휋푗 or 휋′푗 ≤ 휋푗 and 휋′1−푗 = 휋1−푗 when 휆푗 ≤ 휆1−푗
holds for some 푗 = 0, 1, belong to either 퐶∗0 or 퐶
∗
1 , respectively. Then, taking into account the
concavity of the functions (1−2푖)퐺푖(휋, 휋0, 휋1)+푈∗1−푖(휋, 휋0, 휋1) in 휋푗 on [0, 1], we may therefore
conclude that there exist functions 0 < 푎∗(휋, 휋1−푗), 푏∗(휋, 휋1−푗) < 1 such that the continuation
regions in (3.8) for the coupled optimal stopping problems of (2.9) and (3.5) take the form:
퐶∗0 = {(휋, 휋0, 휋1) ∈ [0, 1]3 ∣휋푗 > 푎∗(휋, 휋1−푗)} and 퐶∗1 = {(휋, 휋0, 휋1) ∈ [0, 1]3 ∣ 휋푗 < 푏∗(휋, 휋1−푗)}
(3.9)
so that the corresponding stopping regions are the closures of the sets:
퐷∗0 = {(휋, 휋0, 휋1) ∈ [0, 1]3 ∣ 휋푗 < 푎∗(휋, 휋1−푗)} and 퐷∗1 = {(휋, 휋0, 휋1) ∈ [0, 1]3 ∣ 휋푗 > 푏∗(휋, 휋1−푗)}
(3.10)
when 휆푗 ≤ 휆1−푗 holds for some 푗 = 0, 1. It follows from the facts that the gain function
퐺푖(휋, 휋0, 휋1) in (3.6) is linear and the diﬀerence function (푈
∗
푖 − 푈∗1−푖)(휋, 휋0, 휋1) in (3.5) is
concave in the closure of 퐷∗푖 from (3.10), for every 푖 = 0, 1, that the boundaries 푎∗(휋, 휋1−푗)
and 푏∗(휋, 휋1−푗) are continuous and of bounded variation.
Summarising the facts proved above, we are now ready to formulate the following assertion.
Lemma 3.1 Let the process 푋 be given by the equation in (2.1). Then, the optimal stopping
times 휁∗푖 , 푖 = 0, 1, in the coupled optimal stopping problems of (2.9) and (3.5) take the form:
휁∗0 = inf
{
푡 ≥ 0 ∣∣Π푗푡 ≤ 푎∗(Π푡,Π1−푗푡 )} and 휁∗1 = inf {푡 ≥ 0 ∣∣Π푗푡 ≥ 푏∗(Π푡,Π1−푗푡 )} (3.11)
whenever they exist, for some continuous functions of bounded variation 0 < 푎∗(휋, 휋1−푗), 푏∗(휋, 휋1−푗) <
1, when 휆푗 ≤ 휆1−푗 holds for some 푗 = 0, 1. In that case, the optimal Bayesian times of alarms
(휏 ∗푛)푛∈ℕ in the quickest switching multiple disorder detection problem of (2.8) are given by:
휏 ∗2푘−1 = inf
{
푡 ≥ 휏 ∗2푘−2
∣∣Π푗푡 ≤ 푎∗(Π푡,Π1−푗푡 )}and 휏 ∗2푘 = inf {푡 ≥ 휏 ∗2푘−1 ∣∣Π푗푡 ≥ 푏∗(Π푡,Π1−푗푡 )} (3.12)
for every 푘 ∈ ℕ.
3.2 The coupled free-boundary problem.
By means of standard arguments based on the application of Itoˆ’s formula (see, e.g. [22;
Chapter V, Section 5.1] or [26; Chapter VII, Section 7.3]), it is shown that the inﬁnitesimal
operator 핃(Π,Π0,Π1) of the process (Π,Π0,Π1) from (2.5) and (2.7) has the structure:
핃(Π,Π0,Π1) = (휆0 − (휆0 + 휆1)휋) ∂휋 + 1
2
(휇
휎
)2
휋2(1− 휋)2 ∂2휋휋 −
(휇
휎
)2
휋0휋
2(1− 휋) ∂2휋휋0 (3.13)
+ (휆1 (휋 − 휋1)− 휆0 휋0) ∂휋0 +
1
2
(휇
휎
)2
휋20휋
2 ∂2휋0휋0 +
(휇
휎
)2
휋1휋(1− 휋)2 ∂2휋휋1
+ (휆0 (1− 휋 − 휋0)− 휆1 휋1) ∂휋1 +
1
2
(휇
휎
)2
휋21(1− 휋)2 ∂2휋1휋1 −
(휇
휎
)2
휋0휋1휋(1− 휋) ∂2휋0휋1
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for all (휋, 휋0, 휋1) ∈ (0, 1)3 . We also note that the fact that the stochastic diﬀerential equations
for the posterior probabilities in (2.5) and (2.7) are driven by the same (one-dimensional)
innovation Brownian motion yields the property that the inﬁnitesimal operator in (3.13) is of
parabolic type.
In order to characterise the unknown value functions 푈∗푖 (휋, 휋0, 휋1), 푖 = 0, 1, from (3.5), as
well as the unknown boundaries 푎∗(휋, 휋1−푗) and 푏∗(휋, 휋1−푗) from (3.11), we may use the results
of the general theory of optimal stopping problems for continuous time Markov processes (see,
e.g. [20], [41; Chapter III, Section 8] and [29; Chapter IV, Section 8]). More precisely, we
formulate the associated coupled free-boundary problem:
(핃(Π,Π0,Π1)푈푖 − 푟푈푖)(휋, 휋0, 휋1) = 0 for (휋, 휋0, 휋1) ∈ 퐶푖 (3.14)
(푈0 − 푈1 −퐺0)(휋, 휋0, 휋1)
∣∣
휋푗=푎(휋,휋1−푗)+
= (푈1 − 푈0 +퐺1)(휋, 휋0, 휋1)
∣∣
휋푗=푏(휋0,휋1−푗)− = 0 (3.15)
(푈푖 − 푈1−푖)(휋, 휋0, 휋1) = (1− 2푖)퐺푖(휋, 휋0, 휋1) for (휋, 휋0, 휋1) ∈ 퐷푖 (3.16)
(푈푖 − 푈1−푖)(휋, 휋0, 휋1) < (1− 2푖)퐺푖(휋, 휋0, 휋1) for (휋, 휋0, 휋1) ∈ 퐶푖 (3.17)
(핃(Π,Π0,Π1)푈푖 − 푟푈푖)(휋, 휋0, 휋1) > 0 for (휋, 휋0, 휋1) ∈ 퐷푖 (3.18)
with 0 < 푎(휋, 휋1−푗), 푏(휋, 휋1−푗) < 1, where the instantaneous-stopping conditions of (3.15)
are satisﬁed at 푎∗(휋, 휋1−푗) and 푏∗(휋, 휋1−푗) for all (휋, 휋1−푗) ∈ [0, 1]2 , when 휆푗 ≤ 휆1−푗 for
some 푗 = 0, 1. Note that the superharmonic characterisation of the value function (see, e.g.
[41; Chapter III, Section 8] and [29; Chapter IV, Section 9]) implies that 푈∗푖 (휋, 휋0, 휋1), 푖 =
0, 1, from (3.5) are the largest functions satisfying the expressions in (3.14)-(3.18) with the
boundaries 푎∗(휋, 휋1−푗) and 푏∗(휋, 휋1−푗), respectively. Moreover, since the system in (3.14)-(3.18)
admits multiple solutions, we need to use certain additional conditions which would specify the
appropriate solution providing the value function and the optimal switching boundaries for the
initial problem of (3.5). For this, let us assume that the following smooth-ﬁt conditions:
(푈0 − 푈1 −퐺0)휋푗(휋, 휋0, 휋1)
∣∣
휋푗=푎(휋,휋1−푗)+
= (푈1 − 푈0 +퐺1)휋푗(휋, 휋0, 휋1)
∣∣
휋푗=푏(휋,휋1−푗)− = 0 (3.19)
hold for all (휋, 휋1−푗) ∈ (0, 1)2 , when 휆푗 ≤ 휆1−푗 for some 푗 = 0, 1.
We further provide an analysis of the parabolic-type free-boundary problem in (3.14)-(3.17),
satisfying the inequality in (3.18) and the conditions of (3.19), and such that the resulting
boundaries are continuous and of bounded variation. Since such free-boundary problems can-
not normally be solved explicitly, the existence and uniqueness of classical as well as viscosity
solutions of the variational inequalities, arising in the context of optimal stopping problems,
have been extensively studied in the literature (see, e.g. Friedman [17], Bensoussan and Li-
ons [9], Krylov [24], or Øksendal [26]). Although the necessary conditions for existence and
uniqueness of such solutions in [17; Chapter XVI, Theorem 11.1], [24; Chapter V, Section 3,
Theorem 14] with [24; Chapter VI, Section 4, Theorem 12], and [26; Chapter X, Theorem 10.4.1]
can be veriﬁed by virtue of the regularity of the coeﬃcients of the three-dimensional diﬀusion
process, the application of these classical results would still have rather inexplicit character.
We therefore continue with the following veriﬁcation assertion related to the free-boundary
problem formulated above.
Lemma 3.2 Assume that the optimal stopping times 휁∗푖 , 푖 = 0, 1, in the problem of (3.5) have a
form of (3.11) with the continuous boundaries of bounded variation 0 < 푎∗(휋, 휋1−푗), 푏∗(휋, 휋1−푗) <
8
1, when 휆푗 ≤ 휆1−푗 holds for some 푗 = 0, 1. Then, the value functions from (3.5) admit the
representations:
푈∗0 (휋, 휋0, 휋1) =
{
푈0(휋, 휋0, 휋1; 푎∗(휋, 휋1−푗)), for 휋푗 > 푎∗(휋, 휋1−푗)
퐺0(휋, 휋0, 휋1) + 푈
∗
1 (휋, 휋0, 휋1), for 휋푗 ≤ 푎∗(휋, 휋1−푗)
(3.20)
and
푈∗1 (휋, 휋0, 휋1) =
{
푈1(휋, 휋0, 휋1; 푏∗(휋0, 휋1)), for 휋푗 < 푏∗(휋, 휋1−푗)
−퐺1(휋, 휋0, 휋1) + 푈∗0 (휋, 휋0, 휋1), for 휋푗 ≥ 푏∗(휋, 휋1−푗)
(3.21)
with
푈0(휋, 휋0, 휋1; 푎∗(휋, 휋1−푗)) = 퐸휋,휋0,휋1
[
푒−푟휁
∗
0
(
퐺0(Π휁∗0 ,Π
0
휁∗0
,Π1휁∗0 ) + 푈
∗
1 (Π휁∗0 ,Π
0
휁∗0
,Π1휁∗0 )
)]
(3.22)
and
푈1(휋, 휋0, 휋1; 푏∗(휋0, 휋1−푗)) = 퐸휋,휋0,휋1
[
푒−푟휁
∗
1
(−퐺1(Π휁∗1 ,Π0휁∗1 ,Π1휁∗1 ) + 푈∗0 (Π휁∗1 ,Π0휁∗1 ,Π1휁∗1 ))] (3.23)
whenever the inequalities of (3.18) hold in the regions from (3.10) for every 푖 = 0, 1, where the
boundaries 푎∗(휋, 휋1−푗) and 푏∗(휋, 휋1−푗) are uniquely determined by the conditions of (3.19).
Proof. In order to verify the assertions stated above, let us denote by 푈푖(휋, 휋0, 휋1), 푖 =
0, 1, the right-hand sides of the expressions in (3.22) and (3.23), respectively. It follows by the
strong Markov property of the process (Π,Π0,Π1) that the functions 푈0(휋, 휋0, 휋1; 푎∗(휋, 휋1−푗))
in (3.22) and 푈1(휋, 휋0, 휋1; 푏∗(휋, 휋1−푗)) in (3.23) solve the partial diﬀerential equation of (3.14)
and satisfy the instantaneous-stopping conditions of (3.15). Then, using the fact that the
function 푈푖(휋, 휋0, 휋1) satisﬁes the conditions of (3.16)-(3.17) by construction, we can apply the
local time-space formula from Peskir [28] (see also [29; Chapter II, Section 3.5] for a summary
of the related results and further references) to obtain:
푒−푟푡 푈푖(Π푡,Π0푡 ,Π
1
푡 ) = 푈푖(휋, 휋0, 휋1) +푀
푖
푡 + 퐿
푖
푡 (3.24)
+
∫ 푡
0
푒−푟푠 (핃(Π,Π0,Π1)푈푖 − 푟푈푖)(Π푠,Π0푠,Π1푠) 퐼
(
(Π푠,Π
0
푠,Π
1
푠) /∈ 퐶∗푖
)
푑푠
where the process 푀 푖 = (푀 푖푡 )푡≥0 deﬁned by:
푀 푖푡 =
∫ 푡
0
푒−푟푠
(
(푈푖)휋(Π푠,Π
0
푠,Π
1
푠)
휇
휎
Π푠(1− Π푠) +
1∑
푗=0
(푈푖)휋푗(Π푠,Π
0
푠,Π
1
푠)
휇
휎
Π푗푠(푗 − Π푠)
)
(3.25)
× 퐼(Π푗푠 ∕= 푎∗(Π푠,Π1−푗푠 ),Π푗푠 ∕= 푏∗(Π푠,Π1−푗푠 )) 푑퐵푠
is a continuous local martingale under the probability measure 푃휋,휋0,휋1 with respect to the
ﬁltration (ℱ푡)푡≥0 , for every 푖 = 0, 1. Here, the process 퐿푖 = (퐿푖푡)푡≥0 is given by:
퐿푖푡 =
1
2
∫ 푡
0
푒−푟푠 Δ휋푗푈푖(Π푠,Π
0
푠,Π
1
푠) 퐼
(
Π푗푠 = 푐푖(Π
0
푠,Π
1−푗
푠 )
)
푑ℓ푖푠 (3.26)
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where we set Δ휋푗푈푖(휋, 푐푖(휋, 휋1−푗), 휋1−푗) = (푈푖)휋푗(휋, 푐푖(휋, 휋1−푗)+, 휋1−푗)−(푈푖)휋푗(휋, 푐푖(휋, 휋1−푗)−, 휋1−푗)
with 푐0(휋, 휋1−푗) = 푎(휋, 휋1−푗) and 푐1(휋, 휋1−푗) = 푏(휋, 휋1−푗), and the process ℓ푖 = (ℓ푖푡)푡≥0 deﬁned
by:
ℓ푖푡 = 푃휋,휋0,휋1 − lim
휀↓0
1
2휀
∫ 푡
0
퐼
(− 휀 < Π푗푠 − 푐푖(Π푠,Π1−푗푠 ) < 휀) (휇휎)2 ⟨Π푗 − 푐푖(Π,Π1−푗)⟩푠 (3.27)
is the local time of Π푗 at the surface 푐푖(Π,Π
1−푗) at which the partial derivative (푈푖)휋푗(휋, 휋0, 휋1)
may not exist, and ⟨Π푗−푐푖(Π,Π1−푗)⟩ is the quadratic variation of the process Π푗−푐푖(Π,Π1−푗).
It follows from the structure of the gain function (1− 2푖)퐺푖(휋, 휋0, 휋1) +푈∗1−푖(휋, 휋0, 휋1) in (3.5),
and the optimal stopping times 휁∗푖 in (3.11), that the inequalities Δ휋푗푈푖(휋, 푐푖(휋, 휋1−푗), 휋1−푗) ≤ 0
should hold for all (휋, 휋1−푗) ∈ [0, 1]2 , when 휆푗 ≤ 휆1−푗 for some 푗 = 0, 1, so that the continuous
process 퐿푖 deﬁned in (3.26) is non-increasing. We may therefore conclude that 퐿푖푡 = 0, 푖 = 0, 1,
can hold for all 푡 ≥ 0 if and only if the smooth-ﬁt conditions of (3.19) are satisﬁed.
Using the assumption that the inequality in (3.18) holds with the boundaries 푎∗(휋, 휋1−푗) and
푏∗(휋, 휋1−푗), we conclude from the conditions in (3.15)-(3.17) that (핃(Π,Π0,Π1)푈푖−푟푈푖)(휋, 휋0, 휋1) ≥
0 holds for any 휋푗 ∕= 푎∗(휋, 휋1−푗) and 휋푗 ∕= 푏∗(휋, 휋1−푗), when 휆푗 ≤ 휆1−푗 for some 푗 =
0, 1. Moreover, by virtue of the fact that 휁∗푖 is an optimal stopping time, the inequality
(푈푖−푈1−푖)(휋, 휋0, 휋1) ≤ (1− 2푖)퐺푖(휋, 휋0, 휋1) holds for all (휋, 휋0, 휋1) ∈ [0, 1]3 and every 푖 = 0, 1.
Since the time spent by Π푗 at the surfaces 푎∗(Π,Π1−푗) and 푏∗(Π,Π1−푗) of bounded variation
is of Lebesgue measure zero, the indicators which appear in the integrals in the second lines of
(3.24) and in (3.25) can be ignored. Thus, the expression in (3.24) yields that the inequalities:
푒−푟휁푖
(
(1− 2푖)퐺푖(Π휁푖 ,Π0휁푖 ,Π1휁푖) + 푈1−푖(Π휁푖 ,Π0휁푖 ,Π1휁푖)
)
+ 퐿푖휁푖 (3.28)
≥ 푒−푟휁푖 푈푖(Π휁푖 ,Π0휁푖 ,Π1휁푖) + 퐿푖휁푖 ≥ 푈푖(휋, 휋0, 휋1) +푀 푖휁푖
hold for any stopping time 휁푖 and every 푖 = 0, 1. Let (휈
푛
푖 )푛∈ℕ be an arbitrary localising
sequence of stopping times for the processes 푀 푖 . Then, taking the expectations with respect
to 푃휋,휋0,휋1 in (3.28), by means of the optional sampling theorem (see, e.g. [25; Theorem 3.6]),
we get that the inequalities:
퐸휋,휋0,휋1
[
푒−푟(휁푖∧휈
푛
푖 )
(
(1− 2푖)퐺푖(Π휁푖∧휈푛푖 ,Π0휁푖∧휈푛푖 ,Π
1
휁푖∧휈푛푖 ) + 푈1−푖(Π휁푖∧휈푛푖 ,Π
0
휁푖∧휈푛푖 ,Π
1
휁푖∧휈푛푖 )
)
+ 퐿푖휁푖∧휈푛푖
]
≥ 퐸휋,휋0,휋1
[
푒−푟(휁푖∧휈
푛
푖 ) 푈푖(Π휁푖∧휈푛푖 ,Π
0
휁푖∧휈푛푖 ,Π
1
휁푖∧휈푛푖 ) + 퐿
푖
휁푖∧휈푛푖
]
(3.29)
≥ 푈푖(휋, 휋0, 휋1) + 퐸휋,휋0,휋1 푀 푖휁푖∧휈푛푖 = 푈푖(휋, 휋0, 휋1)
hold. Hence, letting 푛 go to inﬁnity and using Fatou’s lemma, we obtain:
퐸휋,휋0,휋1
[
푒−푟휁푖
(
(1− 2푖)퐺푖(Π휁푖 ,Π0휁푖 ,Π1휁푖) + 푈1−푖(Π휁푖 ,Π0휁푖 ,Π1휁푖)
)
+ 퐿푖휁푖
]
(3.30)
≥ 퐸휋,휋0,휋1
[
푒−푟휁푖 푈푖(Π휁푖 ,Π
0
휁푖
,Π1휁푖) + 퐿
푖
휁푖
] ≥ 푈푖(휋, 휋0, 휋1)
for any stopping time 휁푖 such that 퐸휋,휋0,휋1퐿
푖
휁푖
> −∞ and all (휋, 휋0, 휋1) ∈ [0, 1]3 , where 퐿푖휁푖 = 0
holds whenever the conditions of (3.19) are satisﬁed. By virtue of the structure of the stopping
times in (3.11), it is readily seen that the equalities in (3.30) hold with 휁∗푖 instead of 휁푖 when
(휋, 휋0, 휋1) ∈ 퐷∗푖 , for every 푖 = 0, 1.
Let us now show that the equalities are attained in (3.30) when 휁∗푖 replaces 휁푖 when
(휋, 휋0, 휋1) ∈ 퐶∗푖 , for every 푖 = 0, 1, and the smooth-ﬁt conditions of (3.19) hold. By virtue
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of the fact that the function 푈푖(휋, 휋0, 휋1) and the continuous boundaries of bounded variation
푎∗(휋, 휋1−푗) and 푏∗(휋, 휋1−푗) solve the partial diﬀerential equation in (3.14) and satisfy the con-
ditions of (3.15) and (3.19), it follows from the expression in (3.24) and the structure of the
stopping times in (3.11) that the equalities:
푒−푟(휁
∗
푖 ∧휈푛푖 )
(
(1− 2푖)퐺푖(Π휁∗푖 ∧휈푛푖 ,Π0휁∗푖 ∧휈푛푖 ,Π
1
휁∗푖 ∧휈푛푖 ) + 푈1−푖(Π휁∗푖 ∧휈푛푖 ,Π
0
휁∗푖 ∧휈푛푖 ,Π
1
휁∗푖 ∧휈푛푖 )
)
(3.31)
= 푒−푟(휁
∗
푖 ∧휈푛푖 ) 푈푖(Π휁∗푖 ∧휈푛푖 ,Π
0
휁∗푖 ∧휈푛푖 ,Π
1
휁∗푖 ∧휈푛푖 ) + 퐿
푖
휁∗푖 ∧휈푛푖 = 푈푖(휋, 휋0, 휋1) +푀
푖
휁∗푖 ∧휈푛푖
hold for (휋, 휋0, 휋1) ∈ 퐶∗푖 and any localising sequence (휈푛푖 )푛∈ℕ of 푀 푖 . Hence, taking expectations
and letting 푛 go to inﬁnity in (3.31), and using the fact that 퐺푖(휋, 휋0, 휋1) and 푈푖(휋, 휋0, 휋1),
푖 = 0, 1, are bounded functions, we apply the Lebesgue dominated convergence theorem to
obtain the equalities:
퐸휋,휋0,휋1
[
푒−푟휁
∗
푖
(
(1− 2푖)퐺푖(Π휁∗푖 ,Π0휁∗푖 ,Π
1
휁∗푖
) + 푈1−푖(Π휁∗푖 ,Π
0
휁∗푖
,Π1휁∗푖 )
)]
= 푈푖(휋, 휋0, 휋1) (3.32)
for all (휋, 휋0, 휋1) ∈ [0, 1]3 . We may therefore conclude that the function 푈푖(휋, 휋0, 휋1) coincides
with the value function 푈∗푖 (휋, 휋0, 휋1) of the optimal stopping problem in (3.5), for 푖 = 0, 1,
whenever the smooth-ﬁt conditions of (3.19) hold.
In order to prove uniqueness of the value functions 푈∗푖 (휋, 휋0, 휋1), 푖 = 0, 1, and the bound-
aries 푎∗(휋, 휋1−푗) and 푏∗(휋, 휋1−푗) as solutions of the free-boundary problem in (3.14)-(3.17)
with the smooth-ﬁt conditions of (3.19), let us assume that there exist other continuous bound-
aries of bounded variation 푎′(휋, 휋1−푗) and 푏′(휋, 휋1−푗) such that the inequality in (3.18) is
satisﬁed. Then, deﬁne the functions 푈 ′푖(휋, 휋0, 휋1), 푖 = 0, 1, as in (3.20) and (3.21) with
푈 ′0(휋, 휋0, 휋1; 푎
′(휋, 휋1−푗)) and 푈 ′1(휋, 휋0, 휋1; 푏
′(휋, 휋1−푗)) as in (3.22) and (3.23), and the stopping
times 휁 ′푖 , 푖 = 0, 1, as in (3.11) with 푎
′(휋, 휋1−푗) and 푏′(휋, 휋1−푗) instead of 푎∗(휋, 휋1−푗) and
푏∗(휋, 휋1−푗), respectively. Following the arguments from the previous part of the proof and us-
ing the fact that the functions 푈 ′푖(휋, 휋0, 휋1), 푖 = 0, 1, solve the partial diﬀerential equation in
(3.14) and satisﬁes the conditions of (3.15) and (3.19) with 푎′(휋, 휋1−푗) and 푏′(휋, 휋1−푗) instead
of 푎(휋, 휋1−푗) and 푏(휋, 휋1−푗) by construction, we apply the change-of-variable formula from [28]
to get:
푒−푟푡 푈 ′푖(Π푡,Π
0
푡 ,Π
1
푡 ) = 푈
′
푖(휋, 휋0, 휋1) +푀
푖
푡
′
(3.33)
+
∫ 푡
0
푒−푟푠 (핃(Π,Π0,Π1)푈 ′푖 − 푟푈 ′푖)(Π푠,Π0푠,Π1푠) 퐼
(
(Π푠,Π
0
푠,Π
1
푠) /∈ 퐶 ′푖
)
푑푠
where the process 푀 푖
′
= (푀 푖푡
′
)푡≥0 deﬁned as in (3.25) with (푈 ′푖)휋(휋, 휋0, 휋1) and (푈
′
푖)휋푗(휋, 휋0, 휋1)
instead of (푈 ′푖)휋(휋, 휋0, 휋1) and (푈
′
푖)휋푗(휋, 휋0, 휋1) is a continuous local martingale with respect to
the probability measure 푃휋,휋0,휋1 , and 퐶
′
푖 is deﬁned as in (3.9) with 푎∗(휋, 휋1−푗) and 푏∗(휋, 휋1−푗)
instead of 푎′(휋, 휋1−푗) and 푏′(휋, 휋1−푗). Thus, taking into account the structure of the stopping
times 휁 ′푖 , 푖 = 0, 1, we obtain from (3.33) that:
푒−푟(휁
′
푖∧휈푛푖 ′)
(
(1− 2푖)퐺푖(Π휁′푖∧휈푛푖 ′ ,Π0휁′푖∧휈푛푖 ′ ,Π
1
휁′푖∧휈푛푖 ′) + 푈
′
1−푖(Π휁′푖∧휈푛푖 ′ ,Π
0
휁′푖∧휈푛푖 ′ ,Π
1
휁′푖∧휈푛푖 ′)
)
(3.34)
= 푒−푟(휁
′
푖∧휈푛푖 ′) 푈 ′푖(Π휁′푖∧휈푛푖 ′ ,Π
0
휁′푖∧휈푛푖 ′ ,Π
1
휁′푖∧휈푛푖 ′) = 푈
′
푖(휋, 휋0, 휋1) +푀
푖′
휁′푖∧휈푛푖 ′
holds for (휋, 휋0, 휋1) ∈ 퐶 ′푖 and any localising sequence (휈푛푖 ′)푛∈ℕ of 푀 푖′ . Hence, taking expecta-
tions and letting 푛 go to inﬁnity in (3.34) and using the fact that 퐺푖(휋, 휋0, 휋1) and 푈푖(휋, 휋0, 휋1),
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푖 = 0, 1, are bounded functions, by means of the Lebesgue dominated convergence theorem, we
have that the equality:
퐸휋,휋0,휋1
[
푒−푟휁
′
푖
(
(1− 2푖)퐺푖(Π휁′푖 ,Π0휁′푖 ,Π
1
휁′푖
) + 푈 ′1−푖(Π휁′푖 ,Π
0
휁′푖
,Π1휁′푖)
)]
= 푈 ′푖(휋, 휋0, 휋1) (3.35)
is satisﬁed. Therefore, recalling the fact that 휁∗푖 , 푖 = 0, 1, are the optimal stopping times in (3.5)
and comparing the expressions in (3.32) and (3.35), we see that the inequality 푈 ′푖(휋, 휋0, 휋1) ≥
푈푖(휋, 휋0, 휋1) should hold for all (휋, 휋0, 휋1) ∈ [0, 1]3 .
To prove the fact that 푎∗(휋, 휋1−푗) ≤ 푎′(휋, 휋1−푗) and 푏′(휋, 휋1−푗) ≤ 푏∗(휋, 휋1−푗) holds, let us
take a point 휋푗 < 푎∗(휋, 휋1−푗) ∧ 푎′(휋, 휋1−푗) or 휋푗 > 푏∗(휋, 휋1−푗) ∨ 푏′(휋, 휋1−푗), for which we have
푈 ′푖(휋, 휋0, 휋1) = 푈푖(휋, 휋0, 휋1) = 퐺푖(휋, 휋0, 휋1), 푖 = 0, 1. For this, we consider the stopping times:
ϰ∗0 = inf
{
푡 ≥ 0 ∣∣Π푗푡 ≥ 푎∗(Π푡,Π1−푗푡 )} and ϰ∗1 = inf {푡 ≥ 0 ∣∣Π푗푡 ≤ 푏∗(Π푡,Π1−푗푡 )}. (3.36)
Then, inserting ϰ∗푖 ∧휈푛푖 and ϰ∗푖 ∧휈푛푖 ′ into (3.24) and (3.33) in place of 푡 , and using the arguments
similar to the ones above, we obtain:
퐸휋,휋0,휋1
[
푒−푟ϰ
∗
푖 푈푖(Πϰ∗푖 ,Π
0
ϰ∗푖
,Π1ϰ∗푖 )
]
= 푈푖(휋, 휋0, 휋1) (3.37)
+ 퐸휋,휋0,휋1
∫ ϰ∗푖
0
푒−푟푠 (핃(Π,Π0,Π1)푈푖 − 푟푈푖)(Π푠,Π0푠,Π1푠) 퐼
(
(Π푠,Π
0
푠,Π
1
푠) /∈ 퐶∗푖
)
푑푠
and
퐸휋,휋0,휋1
[
푒−푟ϰ
∗
푖 푈 ′푖(Πϰ∗푖 ,Π
0
ϰ∗푖
,Π1ϰ∗푖 )
]
= 푈 ′푖(휋, 휋0, 휋1) (3.38)
+ 퐸휋,휋0,휋1
∫ ϰ∗푖
0
푒−푟푠 (핃(Π,Π0,Π1)푈 ′푖 − 푟푈 ′푖)(Π푠,Π0푠,Π1푠) 퐼
(
(Π푠,Π
0
푠,Π
1
푠) /∈ 퐶 ′푖
)
푑푠
for all (휋, 휋0, 휋1) ∈ [0, 1]3 . Hence, taking into account the fact that 푈 ′푖(휋, 푎∗(휋, 휋1−푗), 휋1−푗) ≥
푈푖(휋, 푎∗(휋, 휋1−푗), 휋1−푗) and 푈 ′푖(휋, 푏∗(휋, 휋1−푗), 휋1−푗) ≥ 푈푖(휋, 푏∗(휋, 휋1−푗), 휋1−푗) holds for every 푖 =
0, 1, we get from (3.37) and (3.38) that the inequality:
퐸휋,휋0,휋1
∫ ϰ∗푖
0
푒−푟푠 (핃(Π,Π0,Π1)푈푖 − 푟푈푖)(Π푠,Π0푠,Π1푠) 퐼
(
(Π푠,Π
0
푠,Π
1
푠) /∈ 퐶∗푖
)
푑푠 (3.39)
≤ 퐸휋,휋0,휋1
∫ ϰ∗푖
0
푒−푟푠 (핃(Π,Π0,Π1)푈 ′푖 − 푟푈 ′푖)(Π푠,Π0푠,Π1푠) 퐼
(
(Π푠,Π
0
푠,Π
1
푠) /∈ 퐶 ′푖
)
푑푠
is satisﬁed. Thus, by virtue of the assumption of continuity of 푎′(휋, 휋1−푗) and 푏′(휋, 휋1−푗),
we see from (3.39) that 푎∗(휋, 휋1−푗) ≤ 푎′(휋, 휋1−푗) and 푏′(휋, 휋1−푗) ≤ 푏∗(휋, 휋1−푗) holds for all
(휋, 휋0, 휋1) ∈ [0, 1]3 .
We ﬁnally show that 푎′(휋, 휋1−푗) and 푏′(휋, 휋1−푗) should coincide with 푎∗(휋, 휋1−푗) and
푏∗(휋, 휋1−푗). For this, we take 휋푗 ∈ (푎∗(휋, 휋1−푗), 푎′(휋, 휋1−푗)) or 휋푗 ∈ (푏′(휋, 휋1−푗), 푏∗(휋, 휋1−푗))
for some (휋, 휋1−푗) ∈ [0, 1]2 for such it exists. Hence, inserting 휁∗푖 ∧ 휈푛푖 ′ into (3.33) in place of 푡
and using the arguments similar to the ones above, we obtain:
퐸휋,휋0,휋1
[
푒−푟휁
∗
푖 푈 ′푖(Π휁∗푖 ,Π
0
휁∗푖
,Π1휁∗푖 )
]
= 푈 ′푖(휋, 휋0, 휋1) (3.40)
+ 퐸휋,휋0,휋1
∫ 휁∗푖
0
푒−푟푠 (핃(Π,Π0,Π1)푈 ′푖 − 푟푈 ′푖)(Π푠,Π0푠,Π1푠) 퐼
(
(Π푠,Π
0
푠,Π
1
푠) /∈ 퐶 ′푖
)
푑푠
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for all (휋, 휋0, 휋1) ∈ [0, 1]3 . Thus, since we have 푈 ′푖(휋, 휋0, 휋1) = 푈푖(휋, 휋0, 휋1) = 퐺푖(휋, 휋0, 휋1)
for 휋푗 = 푎∗(휋, 휋1−푗) and 휋푗 = 푏∗(휋, 휋1−푗), and 푈 ′푖(휋, 휋0, 휋1) ≥ 푈푖(휋, 휋0, 휋1), we see from the
expressions in (3.32) and (3.40) that the inequality:
퐸∗휋,휋0,휋1
∫ 휁∗푖
0
푒−푟푠 (핃(Π,Π0,Π1)푈 ′푖 − 푟푈 ′푖)(Π푠,Π0푠,Π1푠) 퐼
(
(Π푠,Π
0
푠,Π
1
푠) /∈ 퐶 ′푖
)
푑푠 ≤ 0 (3.41)
should hold for every 푖 = 0, 1, but that is impossible due to the assumption of continuity
of 푎∗(휋, 휋1−푗) and 푏∗(휋, 휋1−푗). We may therefore conclude that 푎∗(휋, 휋1−푗) = 푎′(휋, 휋1−푗) and
푏∗(휋, 휋1−푗) = 푏′(휋, 휋1−푗), so that 푈 ′푖(휋, 휋0, 휋1) coincides with 푈푖(휋, 휋0, 휋1) for all (휋, 휋0, 휋1) ∈
[0, 1]3 and every 푖 = 0, 1. □
3.3 The location of the optimal stopping boundaries.
Suppose that the inequality 푎∗(휋, 휋1−푗) < 푏∗(휋, 휋1−푗) holds for all (휋, 휋1−푗) ∈ [0, 1]2 when
휆푗 ≤ 휆1−푗 for some 푗 = 0, 1. This property means that the solution of the coupled optimal
stopping problem and the corresponding optimal quickest switching multiple disorder detection
procedure is nontrivial. In this case, the equalities in (3.14) and (3.16) directly imply that the
inequality in (3.18) takes the form:
(1− 2푖)퐻푖(휋, 휋0, 휋1) > 0 for (휋, 휋0, 휋1) ∈ 퐷푖 (3.42)
with
퐻푖(휋, 휋0, 휋1) = 휆0 + 푐+ 푖푟 + (휆1 − 휆0) 휋 − (2(휆0 + 푐) + 푟) 휋0 − (2(휆1 + 푐) + 푟) 휋1 (3.43)
for every 푖 = 0, 1. Observe that the expressions in (3.42)-(3.43) are equivalent to the fact that
the sets:
푅0 = {(휋, 휋0, 휋1) ∈ [0, 1]3 ∣ (2(휆0 + 푐) + 푟)휋0 + (2(휆1 + 푐) + 푟) 휋1 > 휆0 + 푐+ (휆1− 휆0) 휋} (3.44)
and
푅1 = {(휋, 휋0, 휋1) ∈ [0, 1]3 ∣ (2(휆0 +푐)+푟) 휋0 +(2(휆1 +푐)+푟)휋1 < 푟+휆0 +푐+(휆1−휆0) 휋} (3.45)
belong to the continuation regions 퐶∗0 and 퐶
∗
1 from (3.9), which means that the inequalities:
푎∗(휋, 휋1−푗) < 푎(휋, 휋1−푗) ≡ 휆0 + 푐+ (휆1 − 휆0)휋 − (2(휆1−푗 + 푐) + 푟)휋1−푗
2(휆푗 + 푐) + 푟
(3.46)
and
푏∗(휋, 휋1−푗) > 푏(휋, 휋1−푗) ≡ 푟 + 휆0 + 푐+ (휆1 − 휆0)휋 − (2(휆1−푗 + 푐) + 푟)휋1−푗
2(휆푗 + 푐) + 푟
(3.47)
are satisﬁed, so that 0 < 푎∗(휋, 휋1−푗) < 푎(휋, 휋1−푗) < 푏(휋, 휋1−푗) < 푏∗(휋, 휋1−푗) < 1 holds for all
(휋, 휋1−푗) ∈ (0, 1)2 . It is therefore natural to call the parameters of the model admissible when
the inequalities in (3.46)-(3.47) are satisﬁed, since otherwise, the optimal stopping times in the
problem of (3.5) do not have the structure of (3.11) whenever they exist.
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3.4 The structure of the optimal stopping boundaries.
Applying Itoˆ’s formula to the expression in (3.6), we get:
푒−푟푡퐺푖(Π푡,Π0푡 ,Π
1
푡 ) = 퐺푖(휋, 휋0, 휋1) +
∫ 푡
0
푒−푟푠퐻푖(Π푠,Π0푠,Π
1
푠) 푑푠+푁
∗푖
푡 (3.48)
where the function 퐻푖(휋, 휋0, 휋1) is given by (3.43), the process 푁
∗푖 = (푁∗푖푡 )푡≥0 deﬁned by:
푁∗푖푡 = 푁
푖
푡 +푁
1−푖
푡 +
1∑
푗=0
∫ 푡
0
푒−푟푠
휇
휎
Π푗푠(푗 − Π푠) 푑퐵푠 (3.49)
is a continuous square integrable martingale under the probability measure 푃휋,휋0,휋1 , and the
processes 푁 푖 = (푁 푖푡 )푡≥0 , 푖 = 0, 1, are deﬁned in (3.3). Then, applying Doob’s optional sampling
theorem, we get from the expression in (3.48) that:
퐸휋,휋0,휋1
[
푒−푟휁
∗
푖 퐺푖(Π휁푖 ,Π
0
휁푖
,Π1휁푖)
]
= 퐺푖(휋, 휋0, 휋1) + 퐸휋,휋0,휋1
∫ 휁푖
0
푒−푟푡퐻푖(Π푡,Π0푡 ,Π
1
푡 ) 푑푡 (3.50)
holds for all (휋, 휋0, 휋1) ∈ [0, 1]3 and any stopping time 휁푖 . Moreover, we can observe from the
application of the change-of-variable formula in (3.24) that the expression:
푒−푟푡 푈∗1−푖(Π푡,Π
0
푡 ,Π
1
푡 ) = 푈
∗
1−푖(휋, 휋0, 휋1) +푀
∗(1−푖)
푡 (3.51)
+
∫ 푡
0
푒−푟푠 (핃(Π,Π0,Π1)푈∗1−푖 − 푟푈∗1−푖)(Π푠,Π0푠,Π1푠) 퐼
(
(Π푠,Π
0
푠,Π
1
푠) ∈ 퐷∗1−푖
)
푑푠
holds, where 푀∗(1−푖) = (푀∗(1−푖)푡 )푡≥0 deﬁned by:
푀
∗(1−푖)
푡 =
∫ 푡
0
푒−푟푠 (푈∗1−푖)휋(Π푠,Π
0
푠,Π
1
푠)
휇
휎
Π푠(1− Π푠) 푑퐵푠 (3.52)
+
1∑
푗=0
∫ 푡
0
푒−푟푠 (푈∗1−푖)휋푗(Π푠,Π
0
푠,Π
1
푠)
휇
휎
Π푗푠(푗 − Π푠) 푑퐵푠
is a continuous local martingale under 푃휋,휋0,휋1 , for every 푖 = 0, 1. By virtue of the concavity of
the value functions 푈∗푖 (휋, 휋0, 휋1), 푖 = 0, 1, it follows that the derivatives in (3.52) are bounded,
so that the process (푀
∗(1−푖)
휁∗푖 ∧푡 )푡≥0 is a square integrable integrable martingale under 푃휋,휋0,휋1 .
Hence, applying Doob’s optional sampling theorem, we get from the expressions in (3.51) that:
퐸휋,휋0,휋1
[
푒−푟휁
∗
푖 푈∗1−푖(Π휁∗푖 ,Π
0
휁∗푖
,Π1휁∗푖 )
]
= 푈∗1−푖(휋, 휋0, 휋1) (3.53)
+ 퐸휋,휋0,휋1
∫ 휁∗푖
0
푒−푟푡 (핃(Π,Π0,Π1)푈∗1−푖 − 푟푈∗1−푖)(Π푡,Π0푡 ,Π1푡 ) 퐼
(
(Π푡,Π
0
푡 ,Π
1
푡 ) ∈ 퐷∗1−푖
)
푑푡
holds for all (휋, 휋0, 휋1) ∈ [0, 1]3 and every 푖 = 0, 1. Thus, getting the expressions in (3.50) and
(3.53) together, we obtain from the deﬁnition of the optimal stopping times in (3.5) that:
(푈∗푖 − 푈∗1−푖 − (1− 2푖)퐺푖)(휋, 휋0, 휋1) = 퐸휋,휋0,휋1
∫ 휁∗푖
0
푒−푟푡 (1− 2푖)퐻푖(Π푡,Π0푡 ,Π1푡 ) 푑푡 (3.54)
+ 퐸휋,휋0,휋1
∫ 휁∗푖
0
푒−푟푡 (핃(Π,Π0,Π1)푈∗1−푖 − 푟푈∗1−푖)(Π푡,Π0푡 ,Π1푡 ) 퐼
(
(Π푡,Π
0
푡 ,Π
1
푡 ) ∈ 퐷∗1−푖
)
푑푡
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holds for all (휋, 휋0, 휋1) ∈ [0, 1]3 and every 푖 = 0, 1.
Let us now ﬁx some (휋, 휋0, 휋1) ∈ 퐶∗푖 and denote by 휁∗푖 = 휁∗푖 (휋, 휋0, 휋1) the optimal stopping
time in the problem of (3.5). In this case, it follows from (3.54) and the structure of the optimal
stopping times in (3.7) that the inequality:
(푈∗푖 −푈∗1−푖− (1− 2푖)퐺푖)(휋, 휋0, 휋1) ≤ 퐸휋,휋0,휋1
∫ 휁∗푖 ∧휁∗1−푖
0
푒−푟푡 (1− 2푖)퐻푖(Π푡,Π0푡 ,Π1푡 ) 푑푡 < 0 (3.55)
holds, where the function 퐻푖(휋, 휋0, 휋1) deﬁned in (3.43) admits the representation:
퐻푖(휋, 휋0, 휋1) = 휆0 + 푐+
2푟(푐(휆1−푗 − 휆푗 − 휆0 − 휆1)− 휆푗(휆0 + 휆1 + 푟))
2푐(휆1−푗 − 휆푗 + 푟) + 푟(휆0 + 휆1 + 푟) 푖 (3.56)
+
푐(2(휆푗 + 푐) + 푟)(휆0 − 휆1 − 푟)
2푐(휆1−푗 − 휆푗 + 푟) + 푟(휆0 + 휆1 + 푟) −
푟(2(휆푗 + 푐) + 푟)(휆0 + 휆1 + 푟)
2푐(휆1−푗 − 휆푗 + 푟) + 푟(휆0 + 휆1 + 푟) 퐺푖(휋, 휋0, 휋1)
+ (휆1−푗 − 휆푗) 2푐(휆0 + 휆1 + 2(푐+ 푟)) + 푟(휆0 + 휆1 + 푟)
2푐(휆1−푗 − 휆푗 + 푟) + 푟(휆0 + 휆1 + 푟)
(
(1− 2푗) 휋 − 휋1−푗
)
for every 푖 = 0, 1, when 휆푗 ≤ 휆1−푗 for some 푗 = 0, 1. Let us then take (휋′, 휋′0, 휋′1) ∈ [0, 1]3
such that 퐺푖(휋, 휋0, 휋1) = 퐺푖(휋
′, 휋′0, 휋
′
1) holds with 휋1−푗 ≤ 휋′1−푗 in case 푖 = 0 and 휋′1−푗 ≤ 휋1−푗
in case 푖 = 1, as well as 휋′ ≤ 휋 in case 푖 = 푗 and 휋 ≤ 휋′ in case 푖 ∕= 푗 . Hence, using the facts
that (Π,Π0,Π1) is a time-homogeneous strong Markov process and 휁∗푖 = 휁
∗
푖 (휋, 휋0, 휋1) does not
depend on (휋′, 휋′0, 휋
′
1), taking into account the comparison results for solutions of stochastic
diﬀerential equations in Veretennikov [43], we obtain:
(푈∗푖 − 푈∗1−푖 − (1− 2푖)퐺푖)(휋′, 휋′0, 휋′1) ≤ 퐸휋′,휋′0,휋′1
∫ 휁∗푖 ∧휁∗1−푖
0
푒−푟푡 (1− 2푖)퐻푖(Π푡,Π0푡 ,Π1푡 ) 푑푡 (3.57)
≤ 퐸휋,휋0,휋1
∫ 휁∗푖 ∧휁∗1−푖
0
푒−푟푡 (1− 2푖)퐻푖(Π푡,Π0푡 ,Π1푡 ) 푑푡
holds for every 푖 = 0, 1. By virtue of the inequality in (3.55) and the expression in (3.56), we
may therefore conclude that (휋′, 휋′0, 휋
′
1) ∈ 퐶∗푖 , so that the functions:
푎∗(휋, 휋1−푗) +
2푐(1− 2푗)(휆1−푗 − 휆푗)휋 + (2푐(휆푗 − 휆1−푗 + 푟) + 푟(휆0 + 휆1 + 푟))휋1−푗
2푐(휆1−푗 − 휆푗 + 푟) + 푟(휆0 + 휆1 + 푟) (3.58)
and
푏∗(휋, 휋1−푗) +
2푐(1− 2푗)(휆1−푗 − 휆푗)휋 + (2푐(휆푗 − 휆1−푗 + 푟) + 푟(휆0 + 휆1 + 푟))휋1−푗
2푐(휆1−푗 − 휆푗 + 푟) + 푟(휆0 + 휆1 + 푟) (3.59)
are decreasing in 휋1−푗 and increasing or decreasing in 휋 on [0, 1] in case 푗 = 0 or 푗 = 1,
respectively.
We are now in a position to formulate the main assertion of the paper, which follows from
a straightforward combination of Lemmata 3.1 and 3.2 together with the arguments above.
Theorem 3.1 Suppose that the assumptions of Lemmata 3.1 and 3.2 hold for admissible pa-
rameters of the model. Then, the value functions 푉 ∗푖 (휋, 휋0, 휋1), 푖 = 0, 1, in the coupled optimal
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stopping problem of (2.9) are given by 푉 ∗푖 (휋, 휋0, 휋1) = 푈
∗
푖 (휋, 휋0, 휋1)− (1− 2푖)퐹푖(휋, 휋0, 휋1) with
퐹푖(휋, 휋0, 휋1) deﬁned in (3.1). Here, the value functions 푈
∗
푖 (휋, 휋0, 휋1), 푖 = 0, 1, in (3.5) have
the form of (3.20)-(3.21) with (3.22)-(3.23), and the continuous optimal stopping boundaries
푎∗(휋, 휋1−푗) and 푏∗(휋, 휋1−푗) in (3.11) are uniquely speciﬁed by the smooth-ﬁt conditions of (3.19)
and satisfy the properties proved above, when 휆푗 ≤ 휆1−푗 holds for some 푗 = 0, 1. Moreover,
the boundaries 푎∗(휋, 휋1−푗) and 푏∗(휋, 휋1−푗) satisfy the inequalities in (3.46)-(3.47) and are such
that the functions in (3.58)-(3.59) are decreasing in 휋1−푗 , and either increasing or decreasing
in 휋 on [0, 1] in case of either 푗 = 0 or 푗 = 1, respectively.
Based on the result proved above, let us ﬁnally formulate the following explicit optimal
sequential procedure for the Bayesian switching multiple disorder detection.
Corollary 3.1 Suppose that the assumptions of Theorem 3.3 hold. Then, in the quickest
switching multiple disorder detection problem of (2.8) for the observation process 푋 from (2.1),
the Bayesian risk function takes the form 푉 ∗(휋) = 푉 ∗0 (휋, 1 − 휋, 휋), for all 휋 ∈ [0, 1], and the
optimal switching times (휏 ∗푛)푛∈ℕ have the form of (3.12). Moreover, the following quickest
multiple disorder detection procedure is optimal for every 푘 ∈ ℕ:
(i) stop the observations at time 휏 ∗2푘−1 from (3.12), that is, as soon as the process Π
푗 from
(2.7) exits the region (푎∗(Π,Π1−푗), 1], conclude that the process Θ has switched from the state
Θ0 to 1−Θ0 , when 휆푗 ≤ 휆1−푗 holds for some 푗 = 0, 1, and then, continue with step (ii);
(ii) stop the observations at time 휏 ∗2푘 from (3.12), that is, as soon as the process Π
푗 exits
the region [0, 푏∗(Π,Π1−푗)), conclude that the process Θ has switched from the state 1 − Θ0 to
Θ0 , when 휆푗 ≤ 휆1−푗 holds for some 푗 = 0, 1, and then, continue with the step (i).
4 Some analytic-form estimates.
In this section, we provide analytic-form estimates for the value functions of the coupled optimal
stopping problems of (2.9) and (3.5), and thus, for the Bayesian risk function in (2.8) as well
as for the optimal stopping boundaries from (3.11) and (3.12).
4.1 The change of variables.
In order to derive such estimates, we shall reduce the operator in (3.13) to the normal form, by
means of the one-to-one correspondence transformation process proposed by A.N. Kolmogorov
in [23] (see also [18]-[19]). For this, let us deﬁne the processes 푌 = (푌푡)푡≥0 and 푍 = (푍푡)푡≥0 by:
푌푡 = Π
0
푡/(1− Π푡) ≡ 푃휋(Θ0 = 0 ∣ ℱ푡,Θ푡 = 0) and 푍푡 = Π1푡/Π푡 ≡ 푃휋(Θ0 = 1 ∣ ℱ푡,Θ푡 = 1) (4.1)
for all 푡 ≥ 0. Then, by means of Itoˆ’s formula, we get that the processes 푌 and 푍 admit the
representations:
푑푌푡 = 휆1
(Π푡 − Π1푡 )(1− Π푡)− Π0푡Π푡
(1− Π푡)2 푑푡 = 휆1
Π푡
1− Π푡 (1− 푌푡 − 푍푡) 푑푡 (4.2)
and
푑푍푡 = 휆0
(Π푡 − Π1푡 )(1− Π푡)− Π0푡Π푡
Π2푡
푑푡 = 휆0
1− Π푡
Π푡
(1− 푌푡 − 푍푡) 푑푡 (4.3)
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with 푌0 = 푍0 = 1. It is seen from the equations in (4.2)-(4.3) that the processes 푌 and 푍 are
of bounded variation on their state space [0, 1].
It follows from the expressions in (4.1) that there exists a one-to-one correspondence between
the processes (Π,Π0,Π1) and (Π, 푌, 푍). Hence, the function 푈∗푖 (휋, 휋0, 휋1) from (2.9) is equal
to the one of the coupled optimal stopping problem:
푊 ∗푖 (휋, 푦, 푧) = inf
휁푖
퐸휋,푦,푧
[
푒−푟휁푖
(
(1− 2푖) 퐺ˆ푖(Π휁푖 , 푌휁푖 , 푍휁푖) +푊 ∗1−푖(Π휁푖 , 푌휁푖 , 푍휁푖)
)]
(4.4)
where the inﬁmum is taken over all stopping times 휁푖 , for every 푖 = 0, 1, and the function
퐺ˆ푖(휋, 푦, 푧) = 퐺푖(휋, 푦(1− 휋), 푧휋) admits the representation:
퐺ˆ푖(휋, 푦, 푧) = 퐴(푦, 푧) 휋 +
(
2푐(휆1 − 휆0 + 푟)
푟(휆0 + 휆1 + 푟)
+ 1
)
푦 +
푐(휆0 − 휆1 − 푟)
푟(휆0 + 휆1 + 푟)
− 푖 (4.5)
with
퐴(푦, 푧) =
2푐(휆1 − 휆0)
푟(휆0 + 휆1 + 푟)
+
(
2푐(휆0 − 휆1 + 푟)
푟(휆0 + 휆1 + 푟)
+ 1
)
푧 −
(
2푐(휆1 − 휆0 + 푟)
푟(휆0 + 휆1 + 푟)
+ 1
)
푦 (4.6)
for all (휋, 푦, 푧) ∈ [0, 1]3 . Here 푃휋,푦,푧 is a probability measure under which the diﬀusion process
(Π, 푌, 푍) = (Π푡, 푌푡, 푍푡)푡≥0 starts at some (휋, 푦, 푧) ∈ [0, 1]3 and solves the equations of (2.5) and
(4.2)-(4.3). It thus follows from (3.11) that there exist functions 푔∗(푦, 푧) and ℎ∗(푦, 푧) such that
0 < 푔∗(푦, 푧) ≶ ℎ∗(푦, 푧) < 1 when 퐴(푦, 푧) ≷ 0, and the optimal stopping times in the problem
of (4.4) have the structure:
휁∗0 = inf
{
푡 ≥ 0 ∣∣Π푡 ⋚ 푔∗(푌푡, 푍푡) when 퐴(푌푡, 푍푡) ≷ 0} (4.7)
and
휁∗1 = inf
{
푡 ≥ 0 ∣∣Π푡 ⋛ ℎ∗(푌푡, 푍푡) when 퐴(푌푡, 푍푡) ≷ 0}. (4.8)
In this case, the continuation regions from (3.9) take the form:
퐶∗0 =
{
(휋, 푦, 푧) ∈ [0, 1]3 ∣∣ 휋 ≷ 푔∗(푦, 푧) when 퐴(푦, 푧) ≷ 0} (4.9)
and
퐶∗1 =
{
(휋, 푦, 푧) ∈ [0, 1]3 ∣∣ 휋 ≶ ℎ∗(푦, 푧) when 퐴(푦, 푧) ≷ 0} (4.10)
so that the corresponding regions from (3.10) are given by:
퐷∗0 =
{
(휋, 푦, 푧) ∈ [0, 1]3 ∣∣ 휋 ≶ 푔∗(푦, 푧) when 퐴(푦, 푧) ≷ 0} (4.11)
and
퐷∗1 =
{
(휋, 푦, 푧) ∈ [0, 1]3 ∣∣ 휋 ≷ ℎ∗(푦, 푧) when 퐴(푦, 푧) ≷ 0} (4.12)
respectively. Here, due to the monotonicity of the functions in (3.58)-(3.59), the boundaries
푔∗(푦, 푧) and ℎ∗(푦, 푧) are uniquely determined from the equations 푧푔(푦, 푧) = 푎∗(푔(푦, 푧), 푦(1 −
푔(푦, 푧))) and 푧ℎ(푦, 푧) = 푏∗(ℎ(푦, 푧), 푦(1 − ℎ(푦, 푧))) in case 휆1 ≤ 휆0 , and 푦(1 − 푔(푦, 푧)) =
푎∗(푔(푦, 푧), 푧푔(푦, 푧)) and 푦(1− ℎ(푦, 푧)) = 푏∗(ℎ(푦, 푧), 푧ℎ(푦, 푧)) in case 휆0 ≤ 휆1 , respectively.
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4.2 The coupled free-boundary problem.
Standard arguments then show that the inﬁnitesimal operator 핃(Π,푌,푍) of the process (Π, 푌, 푍)
from (2.5) and (4.2)-(4.3) has the structure:
핃(Π,푌,푍) = (휆0 − (휆0 + 휆1) 휋) ∂휋 + 1
2
(휇
휎
)2
휋2(1− 휋)2 ∂2휋휋 (4.13)
+ 휆1
휋
1− 휋 (1− 푦 − 푧) ∂푦 + 휆0
1− 휋
휋
(1− 푦 − 푧) ∂푧 (4.14)
for all (휋, 푦, 푧) ∈ (0, 1)3 . It can be shown by means of the same arguments as in the proof of
Theorem 3.3 above that the value functions 푈∗푖 (휋, 푦, 푧), 푖 = 0, 1, from (4.4) and the boundaries
푔∗(푦, 푧) and ℎ∗(푦, 푧) from (4.7)-(4.8) solve the free-boundary problem:
(핃(Π,푌,푍)푊푖 − 푟푊푖)(휋, 푦, 푧) = 0 for (휋, 푦, 푧) ∈ 퐶푖 (4.15)
(푊0 −푊1 − 퐺ˆ0)(휋, 푦, 푧)
∣∣
휋=푔(푦,푧)± = 0 when 퐴(푦, 푧) ≷ 0 (4.16)
(푊1 −푊0 + 퐺ˆ1)(휋, 푦, 푧)
∣∣
휋=ℎ(푦,푧)∓ = 0 when 퐴(푦, 푧) ≶ 0 (4.17)
(푊푖 −푊1−푖)(휋, 푦, 푧) = (1− 2푖) 퐺ˆ푖(휋, 푦, 푧) for (휋, 푦, 푧) ∈ 퐷푖 (4.18)
(푊푖 −푊1−푖)(휋, 푦, 푧) < (1− 2푖) 퐺ˆ푖(휋, 푦, 푧) for (휋, 푦, 푧) ∈ 퐶푖 (4.19)
(핃(Π,푌,푍)푊푖 − 푟푊푖)(휋, 푦, 푧) > 0 for (휋, 푦, 푧) ∈ 퐷푖 (4.20)
with
(푊0 −푊1 − 퐺ˆ0)휋(휋, 푦, 푧)
∣∣
휋=푔(푦,푧)± = 0 when 퐴(푦, 푧) ≷ 0 (4.21)
(푊1 −푊0 + 퐺ˆ1)휋(휋, 푦, 푧)
∣∣
휋=ℎ(푦,푧)∓ = 0 when 퐴(푦, 푧) ≶ 0 (4.22)
where the instantaneous-stopping conditions in (4.16)-(4.17) and the smooth-ﬁt conditions
(4.21)-(4.22) hold for all (푦, 푧) ∈ (0, 1)2 .
Since the solution of the free-boundary problem of (4.15)-(4.20) with (4.21)-(4.22) cannot
be found in an explicit form, let us introduce the functions 푊ˆ푖(휋, 푦, 푧) and the boundaries
푔ˆ(푦, 푧) and ℎˆ(푦, 푧) satisfying the boundary conditions of (4.16)-(4.19) and (4.21)-(4.22) and
the expressions:
(핃(Π,푌,푍)푊푖 − 푟푊푖)(휋, 푦, 푧) (4.23)
= 휆1
휋
1− 휋 (1− 푦 − 푧) (푊푖)푦(휋, 푦, 푧) + 휆0
1− 휋
휋
(1− 푦 − 푧) (푊푖)푧(휋, 푦, 푧) for (휋, 푦, 푧) ∈ 퐶푖
(핃(Π,푌,푍)푊푖 − 푟푊푖)(휋, 푦, 푧) (4.24)
> 휆1
휋
1− 휋 (1− 푦 − 푧) (푊푖)푦(휋, 푦, 푧) + 휆0
1− 휋
휋
(1− 푦 − 푧) (푊푖)푧(휋, 푦, 푧) for (휋, 푦, 푧) ∈ 퐷푖
for 퐶ˆ푖 and 퐷ˆ푖 deﬁned as in (4.9)-(4.12) with 푔ˆ(푦, 푧) and ℎˆ(푦, 푧) instead of 푔∗(푦, 푧) and ℎ∗(푦, 푧),
respectively. Observe that the equalities in (4.23) and (4.18) directly imply that the inequality
in (4.24) takes the form:
(1− 2푖) 퐻ˆ푖(휋, 푦, 푧) > 0 for (휋, 푦, 푧) ∈ 퐷푖 (4.25)
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with
퐻ˆ푖(휋, 푦, 푧) = 푐+ 푖푟 + 휆0 (1− 휋) (1− 2푦) + 휆1 휋 (1− 2푧)− (2푐+ 푟) (푦 + (푧 − 푦) 휋) (4.26)
for every 푖 = 0, 1. We further look for functions which solve the resulting ordinary diﬀeren-
tial coupled free-boundary problem of (4.23)+(4.16)-(4.19)+(4.21)-(4.22)+(4.24) in which the
variables 푦 and 푧 are parameters.
4.3 The existence of solution of the ordinary free-boundary prob-
lem.
The general solution of the second-order ordinary diﬀerential equation in (4.23) has the form:
푊푖(휋, 푦, 푧) =
1∑
푗=0
퐾푖푗(푦, 푧)푄푗(휋) (4.27)
where 퐾푖푗(푦, 푧), 푖, 푗 = 0, 1, are some continuously diﬀerentiable functions, and the functions
푄푗(휋), 푗 = 0, 1, are given by:
푄푗(휋) =
√
휋(1− 휋)
( 휋
1− 휋
)(휆1−휆0)/휌
exp
(
2휆0 + (휆1 − 휆0)(푗 + 휋)
휌(푗 + (1− 2푗)휋)
)
(4.28)
× 푆푗
(
(−1)푗+1 휑, 휓0, 휉, 휓1;
√
휆0(1− 휋) +
√
휆1휋√
휆0(1− 휋)−
√
휆1휋
)
for all 휋 ∈ (0, 1) with
휌 =
(휇
휎
)2
, 휑 =
8
√
휆0휆1
휌
, 휉 =
32
√
휆0휆1(휆0 − 휆1)
휌2
(4.29)
and
휓푗 =
(−1)푗+1
휌2
(
휌2 + 4(2푟 + 휆0 + 휆1) + 4(휆1 − 휆0)2 − 16(휆0휆1 + (−1)푗휌
√
휆0휆1)
)
. (4.30)
Here, the functions 푆푗(훼, 훽, 훾, 훿;푥), 푗 = 0, 1, are two positive fundamental solutions (i.e. non-
trivial linearly independent particular solutions) of Heun’s double conﬂuent ordinary diﬀerential
equation:
푆 ′′(푥) +
2푥5 − 훼푥4 − 4푥3 + 2푥+ 훼
(푥− 1)3(푥+ 1)3 푆
′(푥) +
훽푥2 + (2훼 + 훾)푥+ 훿
(푥− 1)3(푥+ 1)3 푆(푥) = 0 (4.31)
with the boundary conditions 푆(0) = 1 and 푆 ′(0) = 0. Note that the series expansion of the
solution of the equation in (4.31) converges under all −1 < 푥 < 1, and the appropriate analytic
continuation can be obtained through the identity 푆(훼, 훽, 훾, 훿;푥) = 푆(−훼,−훿,−훾,−훽; 1/푥).
The (irregular) singularities at −1 and 1 of the equation in (4.31) are of unit rank and can
be transformed into that of a conﬂuent hypergeometric equation (see, e.g. Decarreau et al.
[12] and Ronveaux [33] for an extensive overview and further details). According to the results
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from Rogers and Williams [32; Chapter V, Section 50], we can specify the positive (strictly)
convex functions 푄푗(휋), 푗 = 0, 1, as (strictly) decreasing and increasing on the interval (0, 1)
and having singularities at 0 and 1, respectively.
Taking into account the fact that the function 휋 7→ 푊0(휋, 푦, 푧) should be bounded as 휋 ↑ 1
when 퐴(푦, 푧) > 0 and as 휋 ↓ 0 when 퐴(푦, 푧) < 0, while the function 휋 7→ 푊1(휋, 푦, 푧) should
be bounded as 휋 ↓ 0 when 퐴(푦, 푧) > 0 and as 휋 ↑ 1 when 퐴(푦, 푧) < 0, we get that the solution
in (4.27) should be of the form:
푊푖(휋, 푦, 푧) =
1∑
푗=0
퐾푖푗(푦, 푧)푄푗(휋) 퐼
(
(−1)푖+푗퐴(푦, 푧) > 0) (4.32)
for 푖 = 0, 1. Then, applying the instantaneous-stopping and smooth-ﬁt conditions from (4.16)-
(4.17) and (4.21)-(4.22) to the function in (4.32), we obtain that the equalities:
(푊0 −푊1 − 퐺ˆ0)(푔(푦, 푧), 푦, 푧) = (푊1 −푊0 + 퐺ˆ1)(ℎ(푦, 푧), 푦, 푧) = 0 (4.33)
(푊0 −푊1 − 퐺ˆ0)휋(푔(푦, 푧), 푦, 푧) = (푊1 −푊0 + 퐺ˆ1)휋(ℎ(푦, 푧), 푦, 푧) = 0 (4.34)
hold for some 0 < 푔(푦, 푧) ≶ ℎ(푦, 푧) < 1 ﬁxed when 퐴(푦, 푧) ≷ 0, respectively. It thus follows
that the functions:
푊0(휋, 푦, 푧; 푔(푦, 푧)) =
1∑
푗=0
퐾0푗(푦, 푧; 푔(푦, 푧))푄푗(휋) 퐼
(
(−1)푗퐴(푦, 푧) > 0) (4.35)
and
푊1(휋, 푦, 푧;ℎ(푦, 푧)) =
1∑
푗=0
퐾1푗(푦, 푧;ℎ(푦, 푧))푄푗(휋) 퐼
(
(−1)푗퐴(푦, 푧) < 0) (4.36)
provide a solution of the system in (4.23)+(4.16)-(4.19)+(4.21)-(4.22)+(4.24), for any 0 <
푔(푦, 푧) ≶ ℎ(푦, 푧) < 1 ﬁxed when 퐴(푦, 푧) ≷ 0. Here, the functions 퐾0푗(푦, 푧; 푔(푦, 푧)) and
퐾1푗(푦, 푧;ℎ(푦, 푧)), for every 푗 = 0, 1, are determined as solutions of the linear system of (4.33)-
(4.34), for all (푦, 푧) ∈ [0, 1]2 .
4.4 The uniqueness of solution of the ordinary free-boundary prob-
lem.
Using the standard comparison arguments for solutions of the second order ordinary diﬀerential
equations in (4.23), we conclude that the resulting curves 휋 7→ 푊0(휋, 푦, 푧; 푔(푦, 푧)) and 휋 7→
푊1(휋, 푦, 푧;ℎ(푦, 푧)) from (4.35)-(4.36) do not intersect each other on the intervals (푔(푦, 푧), 1]
and [0, ℎ(푦, 푧)), respectively, for diﬀerent 0 < 푔(푦, 푧) < ℎ(푦, 푧) < 1 ﬁxed when 퐴(푦, 푧) > 0 and
on the intervals [0, 푔(푦, 푧)) and (ℎ(푦, 푧), 1], respectively, for diﬀerent 0 < ℎ(푦, 푧) < 푔(푦, 푧) < 1
ﬁxed when 퐴(푦, 푧) < 0. We also observe by virtue of the properties of the functions 푄푗(휋),
푗 = 0, 1, in (4.28) that 푊0(휋, 푦, 푧; 푔(푦, 푧)) and 푊1(휋, 푦, 푧;ℎ(푦, 푧)) are bounded and concave on
(푔(푦, 푧), 1] and [0, ℎ(푦, 푧)) when 퐴(푦, 푧) > 0 and on [0, 푔(푦, 푧)) and (ℎ(푦, 푧), 1] when 퐴(푦, 푧) <
0, respectively. Moreover, we see that (푊0)휋(휋, 푦, 푧; 푔(푦, 푧))→∞ and (푊1)휋(휋, 푦, 푧;ℎ(푦, 푧))→
−0 as 휋 ↓ 0, as well as (푊0)휋(휋, 푦, 푧; 푔(푦, 푧))→ +0 and (푊1)휋(휋, 푦, 푧;ℎ(푦, 푧))→ −∞ as 휋 ↑ 1
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when 퐴(푦, 푧) > 0, while (푊0)휋(휋, 푦, 푧; 푔(푦, 푧)) → −0 and (푊1)휋(휋, 푦, 푧;ℎ(푦, 푧)) → ∞ as
휋 ↓ 0, as well as (푊0)휋(휋, 푦, 푧; 푔(푦, 푧))→ −∞ and (푊1)휋(휋, 푦, 푧;ℎ(푦, 푧))→ +0 as 휋 ↑ 1 when
퐴(푦, 푧) < 0, respectively. It thus follows from the structure of the gain functions 퐺ˆ푖(휋, 푦, 푧),
푖 = 0, 1, in (4.5) that system in (4.33)-(4.34) with (4.32) admits a unique solution 푔ˆ(푦, 푧) and
ℎˆ(푦, 푧).
On the other hand, it follows from the structure of the regions from (4.11)-(4.12) that the
inequalities in (4.25) with (4.26) are equivalent to:
푐+ 휆0 (1− 2푦)− (2푐+ 푟) 푦 ⋛ 푔ˆ(푦, 푧) (휆0 (1− 2푦)− 휆1 (1− 2푧) + (2푐+ 푟) (푧 − 푦)) (4.37)
and
푟 + 푐+ 휆0 (1− 2푦)− (2푐+ 푟) 푦 ⋚ ℎˆ(푦, 푧) (휆0 (1− 2푦)− 휆1 (1− 2푧) + (2푐+ 푟) (푧 − 푦)) (4.38)
when 퐴(푦, 푧) ≷ 0 for all (푦, 푧) ∈ (0, 1)2 , respectively.
Summarising these facts above and taking into account the arguments of Subsection 3.3, let
us formulate the following assertion.
Corollary 4.1 Assume that the unique solution 푔ˆ(푦, 푧) and ℎˆ(푦, 푧) of the system in (4.33)-
(4.34) with (4.35)-(4.36) satisﬁes the inequalities in (4.37)-(4.38) when 퐴(푦, 푧) ≷ 0, respec-
tively. Then, the functions:
푊ˆ0(휋, 푦, 푧) =
{
푊0(휋, 푦, 푧; 푔ˆ(푦, 푧)), for 휋 ≷ 푔ˆ(푦, 푧) if 퐴(푦, 푧) ≷ 0
퐺ˆ0(휋, 푦, 푧) + 푊ˆ1(휋, 푦, 푧), for 휋 ⋚ 푔ˆ(푦, 푧) if 퐴(푦, 푧) ≷ 0
(4.39)
and
푊ˆ1(휋, 푦, 푧) =
{
푊1(휋, 푦, 푧; ℎˆ(푦, 푧)), for 휋 ≶ ℎˆ(푦, 푧) if 퐴(푦, 푧) ≷ 0
−퐺ˆ1(휋, 푦, 푧) + 푊ˆ0(휋, 푦, 푧), for 휋 ≷ ℎˆ(푦, 푧) if 퐴(푦, 푧) ≷ 0
(4.40)
where the functions 푊0(휋, 푦, 푧; 푔(푦, 푧)) and 푊1(휋, 푦, 푧;ℎ(푦, 푧)) are given by (4.35)-(4.36), co-
incide with the value functions of the coupled optimal stopping problem:
푊ˆ푖(휋, 푦, 푧) = inf
휁푖
퐸휋,푦,푧
[
푒−푟휁푖
(
(1− 2푖) 퐺ˆ푖(Π휁푖 , 푌휁푖 , 푍휁푖) + 푊ˆ1−푖(Π휁푖 , 푌휁푖 , 푍휁푖)
)
(4.41)
−
∫ 휁푖
0
푒−푟푡 (1− 푌푡 − 푍푡)
(
휆1Π푡
1− Π푡 (푊ˆ푖)푦(Π푡, 푌푡, 푍푡) +
휆0(1− Π푡)
Π푡
(푊ˆ푖)푧(Π푡, 푌푡, 푍푡)
)
푑푡
]
with 퐺ˆ푖(휋, 푦, 푧) given by (4.5), and the set 퐶ˆ푖 is deﬁned as 퐶
∗
푖 in (4.9)-(4.10) with 푔ˆ(푦, 푧)
and ℎˆ(푦, 푧) instead of 푔∗(푦, 푧) and ℎ∗(푦, 푧), respectively, for 푖 = 0, 1. Moreover, the functions
푔ˆ(푦, 푧) and ℎˆ(푦, 푧) provide hitting boundaries for the stopping times:
휁ˆ0 = inf
{
푡 ≥ 0 ∣∣Π푡 ⋚ 푔ˆ(푌푡, 푍푡) when 퐴(푌푡, 푍푡) ≷ 0} (4.42)
and
휁ˆ1 = inf
{
푡 ≥ 0 ∣∣Π푡 ⋛ ℎˆ(푌푡, 푍푡) when 퐴(푌푡, 푍푡) ≷ 0} (4.43)
which turn out to be optimal in (4.41), whenever the integral there is of ﬁnite expectation, for
any (푦, 푧) ∈ [0, 1]2 ﬁxed.
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The proof of this assertion follows the arguments of the proof of Theorem 3.1 and is based
on the veriﬁcation Lemma 3.2.
-
6
(푊ˆ1 − 푊ˆ0)(휋, 푦, 푧)
−퐺ˆ0(휋, 푦, 푧)
−퐺ˆ1(휋, 푦, 푧)
푔ˆ(푦, 푧) ℎˆ(푦, 푧)
푔∗(푦, 푧) ℎ∗(푦, 푧)
푊
휋1
for each (푦, 푧) ﬁxed
Remark 4.1 Note that the functions 푊ˆ푖(휋, 푦, 푧) in (4.41) provide lower (upper) estimates
for the initial value functions 푊 ∗푖 (휋, 푦, 푧) from (4.4) whenever the both partial derivatives
(푊ˆ푖)푦(휋, 푦, 푧) and (푊ˆ푖)푧(휋, 푦, 푧) are negative (positive), for 푖 = 0, 1, and all (휋, 푦, 푧) ∈ [0, 1]3 .
By virtue of the structure of the value functions, this fact implies that the boundaries 푔ˆ(푦, 푧)
and ℎˆ(푦, 푧) in (4.42)-(4.43) provide lower (upper) and upper (lower) estimates for the initial
optimal switching boundaries 푔∗(푦, 푧) and ℎ∗(푦, 푧) in (4.7)-(4.8) whenever 퐴(푦, 푧) > 0, and
upper (lower) and lower (upper) estimates whenever 퐴(푦, 푧) < 0, for any (푦, 푧) ∈ [0, 1]2 ﬁxed.
The ﬁgure above represents a computer drawing of the function (푊ˆ1−푊ˆ0)(휋, 푦, 푧) with the
optimal switching boundaries 푔ˆ(푦, 푧) and ℎˆ(푦, 푧) satisfying the conditions of (4.37)-(4.38), in
the case in which the both partial derivatives (푊ˆ푖)푦(휋, 푦, 푧) and (푊ˆ푖)푧(휋, 푦, 푧) are negative, for
푖 = 0, 1, and 퐴(푦, 푧) > 0 holds, for any (푦, 푧) ∈ [0, 1]2 ﬁxed. The same picture also corresponds
to the case in which the parameters of the model are admissible, so that the inequalities in
(3.46)-(3.47) hold for the original optimal switching boundaries 푎∗(휋, 휋1−푗) and 푏∗(휋, 휋1−푗), for
any (휋, 휋1−푗) ∈ [0, 1]2 ﬁxed, when 휆푗 ≤ 휆1−푗 holds for some 푗 = 0, 1.
22
Acknowledgments.
The author is grateful to Savas Dayanik, Xin Guo, and Olympia Hadjiliadis for many useful
discussions. The author is indebted to two anonymous Referees for their helpful suggestions
which allow to improve the content and presentation of the paper. The author thanks the
Editors to their encouragement to prepare the revised version of the paper.
References
[1] E. Bayraktar and S. Dayanik. Poisson disorder problem with exponential penalty for delay.
Mathematics of Operations Research, 31:217–233, 2006.
[2] E. Bayraktar, S. Dayanik, and I. Karatzas. The standard Poisson disorder problem revis-
ited. Stochastic Processes and their Applications, 115:1437–1450, 2005.
[3] E. Bayraktar, S. Dayanik, and I. Karatzas. Adaptive Poisson disorder problem. Annals of
Applied Probability, 16:1190–1261, 2006.
[4] E. Bayraktar and M. Ludkovski. A sequential tracking of a hidden Markov chain using
point process observations. Stochastic Processes and their Applications, 119:1792–1822,
2009.
[5] E. Bayraktar and M. Ludkovski. Inventory management with partially observed non-
stationary demand. Annals of Operations Research, 176:7–39, 2010.
[6] M. Beibel. A note on sequential detection with exponential penalty for the delay. Annals
of Statistics, 28:1696–1701, 2000.
[7] A. Bensoussan and A. Friedman. Non-linear variational inequalities and diﬀerential games
with stopping times. Journal of Functional Analysis, 16:305–352, 1974.
[8] A. Bensoussan and A. Friedman. Nonzero-sum stochastic diﬀerential games with stopping
times. Transactions of American Mathematical Society, 231:275–327, 1977.
[9] A. Bensoussan and J. L. Lions. Applications of Variational Inequalities in Stochastic
Control. (French Edition 1978) North Holland, Amsterdam, 1982.
[10] J. A. Brekke and B. Øksendal. Optimal switching in an economic activity under uncer-
tainty. SIAM Journal on Control and Optimization, 32:1021–1036, 1994.
[11] E. Carlstein, H.-G. Mu¨ller, and D. Siegmund. Change-Point Problems. IMS Lecture Notes
Monograph Series 23, 1994.
[12] A. Decarreau, M. C. Dumont-Lepage, P. Maroni, A. Robert, and A. Ronveaux. Formes
canoniques des e´quations conﬂuentes de l’e´quation de Heun. Annales de la Socie´te´ Scien-
tiﬁque de Bruxelles, 92:53–78, 1978.
[13] K. Duckworth and M. Zervos. A model for investment decisions with switching costs.
Annals of Applied Probability, 11:239–260, 2001.
23
[14] R. J. Elliott, L. Aggoun, and J. B. Moore. Hidden Markov Models: Estimation and Control.
Springer, New York, 1995.
[15] E. A. Feinberg and A. N. Shiryaev. Quickest detection of drift change for Brownian motion
in generalized Bayesian and minimax settings. Statistics and Decisions, 24:445–470, 2006.
[16] A. Friedman. Stochastic games and variational inequalities. Archive for Rational Mechan-
ics and Analysis, 51:321–346, 1973.
[17] A. Friedman. Stochastic Diﬀerential Equations and Applications II. Academic Press, New
York, 1976.
[18] P. V. Gapeev and A. N. Shiryaev. On the sequential testing problem for some diﬀusion
processes. Stochastics: An International Journal of Probability and Stochastic Processes,
83:519–535, 2011.
[19] P. V. Gapeev and A. N. Shiryaev. Bayesian quickest detection problems for some diﬀusion
processes. Advances in Applied Probability, 45:164–185, 2013.
[20] B. I. Grigelionis and A. N. Shiryaev. On Stefan’s problem and optimal stopping rules for
Markov processes. Theory of Probability and its Applications, 11:541–558, 1966.
[21] S. Hamade`ne and M. Jeanblanc. On the stopping and starting problem: application to
reversible investment. Mathematics of Operations Research, 32:182–192, 2007.
[22] I. Karatzas and S. E. Shreve. Brownian Motion and Stochastic Calculus. (Second Edition)
Springer, New York, 1991.
[23] A. N. Kolmogorov. On analitic methods in probability theory. Selected works of A. N.
Kolmogorov. Volume II. Probability Theory and Mathematical Statistics. Shiryaev, A. N.
(ed.) Kluwer, Dordrecht, 1992.
[24] N. V. Krylov. Controlled Diﬀusion Processes. Springer, New York, 1980.
[25] R. S. Liptser and A. N. Shiryaev. Statistics of Random Processes I. Springer, Berlin, 1977.
[26] B. Øksendal. Stochastic Diﬀerential Equations. An Introduction with Applications. (Fifth
Edition) Springer, Berlin, 1998.
[27] E. S. Page. Continuous inspection schemes. Biometrika, 41:100–115, 1954.
[28] G. Peskir. A change-of-variable formula with local time on surfaces. Se´minaire de Proba-
babilite´ XL. Lecture Notes in Mathematics 1899. Springer, Berlin 69–96, 2007.
[29] G. Peskir and A. N. Shiryaev. Optimal Stopping and Free-Boundary Problems. Birkha¨user,
Basel, 2006.
[30] H. V. Poor. Quickest detection with exponential penalty for delay. Annals of Statistics,
26:2179–2205, 1998.
[31] H. V. Poor and O. Hadjiliadis. Quickest Detection. Cambridge University Press, 2008.
24
[32] L. C. G. Rogers and D. Williams. Diﬀusions, Markov Processes and Martingales II. Itoˆ
Calculus. Wiley, New York, 1987.
[33] A. (ed.) Ronveaux. Heun’s Diﬀerential Equations. Oxford University Press, 1995.
[34] W. A. Shewhart. The Economic Control of the Quality of a Manufactured Product. Van
Nostrand, 1931.
[35] A. N. Shiryaev. The problem of the most rapid detection of a disturbance in a stationary
process. Soviet Mathematical Doklady, 2:795–799, 1961.
[36] A. N. Shiryaev. On optimum methods in quickest detection problems. Theory Probability
and their Applications, 8:22–46, 1963.
[37] A. N. Shiryaev. On the detection of disorder in a manufacturing process. I, II. Theory of
Probability and its Applications, 8:264–281, 431–443, 1963.
[38] A. N. Shiryaev. On Markov suﬃcient statistics in nonadditive Bayes problems of sequential
analysis. Theory of Probability and its Applications, 9:670–686, 1964.
[39] A. N. Shiryaev. Some exact formulas in the ’disorder’ problem. Theory of Probability and
its Applications, 10:348–354, 1965.
[40] A. N. Shiryaev. Two problems of sequential analysis. Cybernetics, 3:63–69, 1967.
[41] A. N. Shiryaev. Optimal Stopping Rules. Springer, Berlin, 1978.
[42] A. N. Shiryaev. Quickest detection problems in the technical analysis of the ﬁnancial data.
Mathematical Finance – Bachelier Congress 2000. Selected papers from the First World
Congress of the Bachelier Finance Society, Paris, June 29–July 1, 2000. Geman, H. et al.
(eds.) Springer, Berlin 487–521, 2002.
[43] A. Yu. Veretennikov. On the strong solutions of stochastic diﬀerential equations. Theory
of Probability and its Applications, 24:354–366, 1980.
[44] A. A. Yushkevich. Optimal switching problem for countable Markov chains: average reward
criterion. Mathematical Methods of Operations Research, 53:1–24, 2001.
[45] A. A. Yushkevich. Optimal switching problem for Markov chains. In the volume Markov
processes and controlled Markov chains. Hou, Zh., Filar, J. A. and Chen, A. (eds.) Kluwer,
Dordrecht 255–286, 2002.
[46] A. A. Yushkevich and E. Gordienko. Average optimal switching of a Markov chain with a
Borel state space. Mathematical Methods of Operations Research, 55:143–159, 2002.
25
