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1Nous avons vu que 2 étapes sont cruciales dans toute étude statistique:
1. Recueil des données
2. Analyse de ces données
Toute étude passe par un recueil de données. Nous avons vu un ensemble de 
plans d’expérience et allons nous focaliser maintenant sur un ensemble de 
plans de sondage.
2Tout recueil d'informations est conçu en fonction d'un objectif, et cet objectif 
conditionne la manière dont sont collectées les données et les questions 
auxquelles on tentera d'apporter une réponse.
L’échantillonnage recherche la généralisation des conclusions à toute une 
population.
3La suite des unités tirées (avec leur éventuelle multiplicité) n’est pas utile si 
on considère une fonctionnelle h(y) symétrique en y1…yN
L’échantillon non ordonné avec multiplicité est l’échantillon « avec remise ».
La plupart de temps, on considère l’échantillon non ordonné sans remise, et 
on se ramène au cas ci-dessus lorsque la population est infinie (en fait très 
grande par rapport à l’échantillon).
Nous allons considérer dans la suite des plans aléatoires à taille fixe d’abord 
(simples ou à plusieurs degrés), puis des compléments avec des plans non 
aléatoires (ou incomplètement) et le problème de l’échantillonnage à 
probabilités inégales. Une deuxième partie (II-2) traitera plus tard de plans à 
taille variable.
4VA = variables aléatoires
On a E(ti) = n/N
Var(ti) = n(N-n)/N
2
Cov(ti,tj) = -n(N-n)/(N
2(N-1))
5f = n/N
Conclusion importante : la variance de l’estimateur de la moyenne est 
proportionnelle à 1/n (plus l’échantillon est de taille élevée, plus la précision 
est grande), en revanche le taux de sondage n’est pas très sensible s’il reste 
peu élevé (ce qui est la cas le plus fréquent).
6VA = variables aléatoires
On a E(ai) = n/N
Var(ai) = n(N-n)/N
2
Cov(ai,aj) = -n/N
2
7Les résultats obtenus avec le plan avec remise sont souvent utilisés dans le cas 
des plans sans remise de taille très élevée, avec un taux de sondage très faible 
(la population est dite de taille « infinie »).
8Q = 1 – P et q = 1 - p
VA = variables aléatoires
On a E(ti) = n/N
Var(ti) = n(N-n)/N
2
Cov(ti,tj) = -n(N-n)/(N
2(N-1))
9Et le cas avec remise est obtenu de manière évidente, avec m(y,S) = p et 
Var(p) = PQ/n estimée par pq/(n-1), d’où un intervalle de confiance p 
u(/2).[pq/(n-1)]½
10
Les tirages aux 2 degrés sont effectués indépendamment.
11
f = n/N
L’échantillonnage stratifié est d’autant plus efficace que la variance intra 
strates est faible et la variance inter strates élevée.
L’allocation proportionnelle est toujours réalisable, l’allocation de Neyman 
nécessite de connaître la variance de chaque strate.
12
fk = nk/Nk et v(yk,S) est la variance de l’échantillon tiré de la strate k.
L’échantillonnage stratifié est d’autant plus efficace que la variance intra 
strates est faible et la variance inter strates élevée.
Le problème se transpose assez simplement au cas d’une proportion.
Un élément important à retenir est que l’échantillonnage stratifié n’est 
réalisable que si certaines informations sur la population étudiée sont connues 
(taille des strates, voire variance des strates pour une allocation de Neyman, et 
la base de sondage).
13
Ce type de sondage ne nécessite pas une base de sondage exhaustive.
L’échantillonnage en grappes est d’autant plus efficace que la variance inter 
grappes est faible et la variance intra grappes élevée. Il y a effet de grappe si 
la variance intra grappes est faible et donc la corrélation importante entre les 
individus d’une grappe.
Lorsque les grappes sont constituées par des zones géographiques, on parle de 
sondage aréolaire.
14
f = h/H
L’échantillonnage en grappes est d’autant plus efficace que la variance inter 
grappes est faible et la variance intra grappes élevée.
Ces résultats se généralisent au cas d’échantillonnages à plus de 2 degrés.
Exercice 2b : estimation d’un effectif total par un tirage aléatoire simple sans 
remise.
15
L'échantillonnage systématique signifie qu'il existe un écart, ou un intervalle, 
entre chaque unité sélectionnée qui est incluse dans l'échantillon.
N est la taille de la population totale.
Par exemple, pour sélectionner un échantillon de 100 unités à partir d'une 
population de 400, il faut un intervalle d'échantillonnage de 400 ÷ 100 = 4. K 
= 4, par conséquent. Il faudra sélectionner une unité sur 4 pour avoir 100 
unités à l'intérieur de l’échantillon.
Dans notre exemple, si l’on tire 3, la troisième unité de la base de sondage 
serait la première unité comprise dans l’échantillon; si l’on tire 2, le début de 
l’échantillon serait la deuxième unité de la base de sondage.
L'échantillon pourrait alors se composer des unités suivantes de façon à 
constituer un échantillon de 100 : 3 (l'origine choisie au hasard), 7, 11, 15, 
19... 395, 399 (jusqu'à N, qui est 400 dans ce cas).
16
L’échantillonnage systématique ne peut pas donner la variance de 
l’estimateur, sauf à ajouter des hypothèses sur la distribution des numéros des 
individus (par exemple aléatoire). Si la population est distribuée au hasard 
dans la base de sondage, un échantillonnage systématique devrait alors 
produire des résultats similaires à ceux d'un échantillonnage aléatoire simple.
17
18
Pour le principe d’élaboration d’un sondage par quotas, voir l’exemple 1 dans 
le document à propos des compléments sur l’échantillonnage.
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