Let G be a finite group, K a field and V a finite-dimensional K Gmodule. Write L(V ) for the free Lie algebra on V . The action of G on V extends naturally to L(V ), so it becomes a K Gmodule which is direct sum of finite-dimensional submodules. 
Introduction
Let K be a field of positive characteristic p and G a group. Throughout this paper, all K G-modules considered will be right K G-modules and all tensor products are tensor products over K . If V is a vector space over K (or, briefly, K -space), we write A(V ) for the free associative algebra (with identity element) on V : thus A(V ) is the free associative algebra over K with the property that A(V ) contains V as a subspace and every basis for V generates A(V ) freely as an algebra. If V is a K Gmodule, the action of G on V extends uniquely to A(V ) subject to A(V ) becoming a K G-module on which the elements of G act as algebra automorphisms. Similarly R(V ) denotes the free restricted Lie In an analogous way we obtain the symmetric algebra (or free commutative associative
algebra) S(V ).
For any Lie algebra L over K (or, briefly, Lie algebra), we write [u, v] In recent years, modular Lie powers have been studied in a number of papers. The aim of these investigations is the solution of the decomposition problem, that is, the identification of the indecomposable K G-modules occurring as direct summands in the powers L n (V ) and their KrullSchmidt multiplicities. There has been a remarkable progress in studying (modular) Lie powers for finite groups (see [3] , and the references therein). Most of the results in this area refer to the case where the Sylow p-subgroup of G is cyclic, and very little is known about Lie powers (in characteristic p) as modules for finite groups with non-cyclic Sylow p-subgroups. One of the fundamental results in characteristic p is the 'Decomposition Theorem' of Bryant and Schocker [5] .
More precisely, let κ be a positive integer not divisible by p. Then, for each non-negative inte- V to the study of certain Lie powers of p-power degree. The following lemma is the key result in our work. For the rest of this section, we write K for a field of characteristic 2 and G for the Klein four group. For the smallest instance case of the decomposition problem for finite groups with non-cyclic Sylow p-subgroups some initial results have been obtained in ( [8] and [7] . See, also, [9] and [12] ).
Lemma 3.1. For a field K of characteristic 2 and G a group, let V be a 3-dimensional K G-module with a K -
We write D = K G, for the augmentation ideal of K G, * for the dual of and Z = V 1 ⊕ V 2 ⊕ V 3 , where V 1 , V 2 and V 3 are the three 2-dimensional induced modules from the three cyclic subgroups of G. It follows from a result of Kovacs and Stöhr [7, Theorem 2] that L n ( ) is a direct summand of L n (D) for all n 3. It is known (and easy to be checked) that L n (D), with n odd, is a free K Gmodule. Since D is indecomposable, we get L n ( ) is free for all n odd, with n 3. For all odd κ 1,
with known positive integers s and t (see [8, 7] ). For n = 4, L 4 (D) ∼ = 2 * ⊕ Z ⊕ 12D (see [8] ), and, for n = 8, L 8 (D) ∼ = 6 * ⊕ 13Z ⊕ 2016D (see [7, Theorem 4] 
The reason for this construction (at a first glance strange) is that the action of G on a particular Kbasis of Q 4 takes a simpler form helping us to construct a G-invariant K -basis of L 16 ( ) leading to the module decomposition of it. By Lemma 3.1,
In Section 4, in particular Proposition 4.1 (III), we prove that L(R 2 ( ) ⊕ Q 4 ) is a K G-module, and we show a reduction result for the decomposition problem of the Lie powers L 2 r ( ), with r 3. Namely, we prove that, for r 3, 
Analyzing Υ 1,8 , we are able to give the module decomposition of as K G-modules.
Preliminaries
The following result, which is a version of 'Lazard elimination', has been proved in [ 
As a consequence we have the following result; for its proof we refer the reader to [1, Lemma 3] .
Lemma 2.2. Let G be any group and K an arbitrary field. For
We need a variation of Lazard elimination for free restricted Lie algebras (see [11, Theorem B] 
An element u of R(V ) is said to be homogeneous if u ∈ R n (V ) for some n. Each element u of R may be uniquely written in the form u = n u n , where u n ∈ R n (V ) for all n and only finitely many of u n are non-zero. If u = 0 we write deg u for the largest value of n for which u n = 0. The corresponding term is called the leading term and denoted by u. For a subset S of R(V ), we write [S] for the subalgebra of R(V ) generated by S. A subset S is said to be reduced if, for all u ∈ S, u / ∈ [{ w: w ∈ S \ {u}}]. A subset S is said to be independent if S is a free generating set for [S] . The following result has been proved in [4, Lemma 2.2].
Lemma 2.4. Let S be a reduced subset of a free restricted Lie algebra R(V ). Then S is independent.
A theorem due independently to A.I. Shirshov and E. Witt asserts that every subalgebra of a free Lie algebra over a field is free. The main step in Shirshov's proof (see [10] ) is: if a set of homogeneous elements in a free Lie algebra has the property that no element of it is contained in the Lie subalgebra generated by the other elements, then this subset is a free generating set for the subalgebra it generates. Throughout this article we make use of this result quite often. For a proof of the following result, we refer the reader to [9, Theorem 3.5] .
Lemma 2.5. Let K be a field of characteristic 2, G any group and V any
2-dimensional K G-module. Then L n (V ) = R n (V ) ∩ L(R 2 (V ) ⊕ R 3 (V )) for all n 3.
Proof of Lemma 3.1
Let G be a group and V a 3-dimensional K G-module with a K -basis {x 1 ,
, and 
.
Using the Jacobi identity, we have
Thus the restricted Lie subalgebra [S] of R(V ) generated by S is equal to R(B). Since R(B) is free on B, we have S is reduced and so, by Lemma 2.
4, [S] is free on S, and we may write [S] = R(S).
Let E be the Lie subalgebra of R(S) generated by S. It is a direct consequence of what we said above that E is freely generated by S. Since S is a K -basis of R
for all n, we obtain the Lie commutators of degree n in x 1 , x 2 , x 3 , with n 2, are K -linear combination of Lie commutators in the elements of S.
Module decompositions

Preliminaries
For the rest of the paper, we write G = {e, x, y, z} for the Klein four group with the following multiplication table e x y z e e x y z x x e z y y y z e x z z y x e.
For a set X , we write X for the K G-module generated by X . Let be the augmentation ideal of K G with A = x + e, B = y + e and C = z + e, that is, = A, B, C . The group G acts on as follows:
where A = B + C , B = A + C and C = A + B. In order to simplify notation, we set
We write V x = A 2 . Similarly, we define V w for w ∈ {y, z}. Notice that
thermore, we set
The action of G on a 1 , b 1 , c 1 is the following:
Let R 4 be the K -space spanned by the set {a, b, c} and Q 4 the K -space spanned by the set 
Let V be a finite-dimensional K -space, with dim V = n 2, and let L(V ) be the free algebra on V . Choosing a K -basis X = {x 1 , . . . , x n } for V , we may write L( X) = L(V ). For any n-tuple α = (α 1 , . . . , α n ) of non-negative integers we write L α (X) for the multi-homogeneous component corresponding to α; that is, the K -subspace of L( X) spanned by all Lie commutators of total degree 
Proof. (I) and (II) are straightforward.
(III) By the action of G on a 1 ,
Order the elements A, B, C as A < B < C , and let
, we obtain the required result. 2
For each n 1, we define the mapping
Note that ϕ n is well defined and ϕ n is an isomorphism of K G-
where
. By Eq. (4.1), we have, for all n 2,
as K G-modules in a natural way, where 
with w ∈ {x, y, z}. Thus, by Eq. (4.2),
as K G-modules in a natural way. We need to look at the above isomorphism (4.3) more closely. For this we shall need information on a filtration of tensor powers.
A K -basis
A suitable reference for our purposes is [5, Section 3] . By means of partitions of n, with n 2, a
By symmetry, similar arguments may be applied for A n (V w ) with w ∈ {y, z}. We write Part(n) for the set of partitions of n, and we use the 'lexicographic' order on Part(n). Note that the smallest partition is (1, 1, . . . , 1) written as (1 n ), and the largest partition is (n). For each λ ∈ Part(n) such that λ = (n) let λ+ be the partition of n which is next bigger than λ. As explained in [5, p. 183 
is associated with λ such that we have the following filtration
Take any total ordering of B x . Then, by the Poincare-Birkhoff-Witt Theorem (see, for example, [6] ), A(V x ) has K -basis T x consisting of all elements of the form
Note that the elements (4.4) of T x are distinct as written. We write T n,x for the set of all elements (4.4) of degree n.
For each λ ∈ Part(n), we write T λ,x for the set of elements (4.4) in T n,x such that when we put deg b 1 , . . . , deg b into non-increasing order we obtain the partition λ. Choose the ordering of B x in any way so that all elements of B i,x are smaller than all elements of B j,x whenever i < j. As observed in [5, pp. 183-184] , the elements of T λ,x taken modulo
where the factors are in non-decreasing order and b
A K -space decomposition
Similarly we define M n (w) with w ∈ {y, z}.
For the next few lines, we write
as K G-modules. Similar arguments hold for U n,π (w) with w ∈ {y, z}. In fact,
and
By the action of G on the elements a 1 ,
. By symmetry we define U 1,π (w), U 1, f (w) and U 1 (w) with w ∈ {y, z}. For a positive integer n, with n 2, we define
By direct calculations, we obtain
In particular, for n = 1, we have
(4.10)
. By symmetry we have
Examples
We find convenient to give some examples in order to use them later.
where 
(4.14)
(II) Let n = 3. Define
By symmetry, similar notation, definitions and arguments may be given for V w with w ∈ {y, z}. For example, u 3,π ,(
Observe that
Using the filtration of A
Recall that
, and
Moreover, we write
It is easy to verify that U 6,π (x) is a K -basis for U 6,π (x). By symmetry, similar notation, definitions and arguments may be applied for V w with w ∈ {y, z}. For example,
The module decomposition of L 4 ( ) and L 8 ( )
By Lemma 3.1 and Lemma 2.2, we obtain
Furthermore, it is easily verified that L
By Lemma 3.1 and Lemma 2.2 we obtain
Proposition 4.1 (III) and Example 4.1(I)). Therefore, we concentrate on the module structure of R
) and w has dimension at least 3. Using the action of G, we have
so w has dimension at most 3. Thus, we have the following direct module decomposition
By Eq. (4.14) and since [R 
The module decomposition of L
( )
By Proposition 4.1 (III) (and Example 4.1 (II)), it is enough to study the module decomposition of
R 16 ( ) ∩ L(R 2 ( ) ⊕ Q 4 ). Set Υ 0 = R 16 ( ) ∩ L(R 2 ( ) ⊕ Q 4Υ 0 ⊃ Υ 1 ⊃ Υ 2 ⊃ Υ 3 ⊃ {0} and Υ 0 /Υ 1 ∼ = L 4 (Q 4 ), Υ 1 /Υ 2 ∼ = Q 4 , 2 R 2 ( ), 2 Q 4 ⊕ Q 4 , R 2 ( ), Q 4 , Q 4 , R 2 ( ) , Υ 2 /Υ 3 ∼ = L 2 Q 4 , 2 R 2 ( ) ⊕ Q 4 , 3 R 2 ( ), Q 4 , R 2 ( ) ⊕ Q 4 , 4 R 2 ( ), Q 4 , Υ 3 = L 8 R 2 ( ) ⊕ Q 4 , 6 R 2 ( ) as K -spaces.
(I)
The analysis of Υ 3 . By Lemma 2.2,
. By the action of G, Υ 3 (w) is a K G-module and so, we obtain the following module decom-
where P B 6, f (x, y, z) ∼ = 34944D. In the proof of the following result, we build up a G-invariant K -basis for Υ 3 (x).
Proof. By Lemma 2.5,
From the above analysis of L
Namely,
is given by means of T 5,x and X 5 (see Section 4.4, example (IV)). In particular 
Hence we obtain the required result. 
(II)
Thus we concentrate on L
(U ). Recall from Section 4.4, example (I) that
Similarly we define U 2,π ,(1),1 (w) with w ∈ {y, z}. Define 
(II) a) The study of L
By symmetry we concentrate on L 
The action of x, y and z on u x,1 (a 1 ) is
Thus I x (4) is spanned by the set {u x,1 (a 1 ), (4) generated by u x,1 (a 1 ) and v, respectively. By direct calculations, I x (4) = V 1 ⊕ V 2 and V 1 ∼ = V y and
Remark 4.2. Similar arguments may be applied for I y (4) and I z (4). In particular, I y (4)
= u y,1 (b 1 ) ⊕ u y,1 (b 1 ) + t 2 (b 1 ) ∼ = V x ⊕ V z ,
as K G-modules, and I z (4)
= u z,1 (c 1 ) ⊕ u z,1 (c 1 ) + t 2 (c 1 ) ∼ = V x ⊕ V y as K G-modules. Thus I x (4) ⊕ I y (4) ⊕ I z (4) ∼ = 2Z .
(II) b) The study of L
(Z ). By Lemma 2.(for
By symmetry we concentrate on L
Let x,2 be the K G-module generated by u x,2 (a 1 ). By the action of G on u x,2 (a 1 ) and ζ 7 (a 1 ), we have 4 with w ∈ {y, z}. Therefore
(II) c) The study of
By symmetry, we concentrate on
By symmetry, we concentrate on Υ 21 (x). Now,
By the analysis of 4.5 (II) a)-c), we obtain
, we obtain from Eqs. (4.15), (4.16) and (4.17) the following result.
(4.20)
Now, for w ∈ {x, y, z},
(II) d) The study of
and write
(a 1 ) and
Let U 
(a 1 ) and 
(II) g) The study of
(x)). For w ∈ {x, y, z} and j ∈ {1, 2, 3, 4}, we write
Thus Eq. (4.20) becomes
(4.21)
By symmetry, we concentrate on Υ 22 (x). But
By the analysis of 4.5 (II) d)-g), we obtain
By Eq. (4.23), we have
For λ ∈ Part(3) and j = 1, . . . , 8 , let 
Thus F 4, f (x) is free of rank 8. Similar arguments may be applied for W 4,π (w) and F 4, f (w) with w ∈ {y, z}. By the action of G, and the above analysis
Working modulo F 34 (x, y, z), we obtain both W (2,1),6 (x, y, z) . Let U (1) 144,π (x) = span{u (1) 144 (a 1 ), u (1) 144 (a 1 ) · y}, U (2) 144,π (x) = span{u (2) 144 (a 1 ), u (2) 144 (a 1 ) · y}, and write U 144,π (x) = U (1) 144,π (x) ⊕ U (2) 144,π (x). Similarly 
(IV) The analysis of
The main aim in this section is to show the following crucial result. 
with w a ∈ F (Υ 1 ). G .
