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Resumen
La precipitación se encuentra relacionada directamente con el suministro de agua de las cuencas fluviales, convirtiéndose 
su predicción en un objetivo de estudio en diferentes investigaciones. Sin embargo, los registros históricos a menudo mues-
tran datos faltantes debido a fallas instrumentales, técnicos o humanos. Esta limitación impacta directamente los resulta-
dos de los análisis estadísticos que puedan ser realizados posteriormente. Esta investigación aborda este problema para 
un conjunto de datos con características similares, recopilados en la parte central del departamento de  Boyacá - Colombia 
para el período 1974-2013. Se evaluó el desempeño de los mecanismos de imputación de pérdida MCAR, MAR o MNAR, 
cada uno de estos se implementó usando  una imputación múltiple con un enfoque aleatorio, una asignación por el método 
de K-Nearest Neighbors con enfoque espacial y una imputación por el método  de suavizado de Kalman con enfoque tem-
poral. Se midió la convergencia de los estadísticos descriptivos del valor imputado y el valor original y se realizó la compara-
ción de los ajustes gráficos y sus distribuciones de probabilidad, sugiriendo un mejor ajuste usando la imputación múltiple 
Amelia en conjunto con un ajuste a una distribución gamma para los datos faltantes en el conjunto de datos de referencia. 
Palabras clave: Imputación múltiple, Precipitación, R, series temporales, datos faltantes, Boyacá. 
Abstract
Precipitation directly affects the water supply of river basins and its prediction becomes the main objective in di-
fferent investigations. However, historical records often show missing data due to instrumental, technical or hu-
man drawbacks. This limitation must be solved to avoid errors in subsequent Analysis. This proposal deal with a simi-
lar problem for a data set about precipitation collected in the central part of Boyacá along the years 1974-2013. The 
performance of the imputation mechanisms of loss MCAR, MAR and MNAR was evaluated. All of them were im-
plemented each one under either a multiple imputation with a random approach based on an allocation by the 
K-Nearest Neighbors method with spatial focus and an imputation by the Kalman smoothing method time focu-
sed approach. We measured the convergence of the descriptive statistics of the imputed value and the original va-
lue, and additionally, we compared the graphical adjustments and their probability distributions. Amelia was sugges-
ted as a better performance of imputation technique jointly with a gamma distribution associated to the missing data.
Key  words: Multiple imputation, precipitation, R-software, temporal series, Missing data, Boyacá.
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en sugerencias de organismos internacionales [6, 7]. 
El estudio de los métodos para completar datos faltan-
tes ha tenido un gran desarrollo en las últimas déca-
das, dadas las diferentes herramientas computaciona-
les que facilitan el cálculo de los valores faltantes [8]. 
Estudios iniciales con valores promedios [9]; estudios 
internacionales que  se basan en un enfoque deter-
minístico [10, 11, 12, 13, 14, 15, 16, 17, 18, 19]; tam-
bién se han empleado técnicas estocásticas [20, 21, 
22, 23]. Esta temática también ha sido tratada en in-
vestigaciones colombianas [24, 25, 26, 27, 28, 29], 
algunas de ellas desarrolladas en Boyacá [30, 31]. 
En estos estudios, no se consideran los mecanis-
mos de pérdida de los datos para la selección de las 
técnicas de imputación. No existe un enfoque es-
tocástico para la imputación de los datos de preci-
pitación, tampoco se tienen referencia similar que 
realice una comparación que permita evaluar el rendi-
miento de llenado para diferentes técnicas de imputación.
 
El presente estudio comprende un análisis explorato-
rio de los datos de precipitación máxima mensual para 
el lapso entre 1974-2013, recibidos del Instituto de Hi-
drología, Meteorología y Estudios Ambientales, en ade-
lante  IDEAM;  una prueba estadística para la identifica-
ción del mecanismo de pérdida de los datos; seguido de 
la selección y aplicación de las técnicas de imputación 
propuestas con enfoques diferentes, uno  aleatorio (im-
putación múltiple), uno espacial (K-Nearest Neighbors) 
y uno temporal (Suavizado de Kalman); finalmente se 
realiza la evaluación de dichos métodos. Todo el es-
tudio se desarrolla en R- Statisfical Software [32, 33] 
2. MATERIALES Y MÉTODOS 
2.1 Área de estudio
La zona elegida para el estudio se encuentra en el área 
central del departamento de Boyacá y una pequeña 
área del departamento de Casanare. La Figura 1 re-
presenta la ubicación geográfica, en la cual los puntos 
simbolizan las estaciones meteorológicas del IDEAM.
1. INTRODUCCIÓN
La precipitación es el fenómeno meteorológico por el cual 
el vapor de agua se condensa y desciende de la atmosfera 
a la superficie terrestre [1]. Este fenómeno es importante 
para desarrollar estudios hidrológicos necesarios en el di-
seño de obras civiles, planeamiento del territorio y demás 
proyectos  implicados en el crecimiento económico y so-
cial [2]. La medición de las precipitaciones en Colombia se 
hace mediante pluviómetros, la información meteoroló-
gica disponible se ve limitada debido a que las estaciones, 
su instalación y su mantenimiento, se constituyen como 
un trabajo arduo y costoso; a esto se suma la complejidad 
geográfica y  climática  que afecta la densidad de la red de 
monitoreo [3]. Estos registros no siempre cuentan con una 
cobertura y longitud convenientes, pues hay periodos en 
los cuales no se registran datos debido a fallas humanas o 
en la instrumentación. En caso de que los estudios requie-
ran esta información, es necesario completar los datos 
faltantes por medio de diferentes métodos que conside-
ren las particularidades de estas series temporales y lo-
gren modelar el fenómeno con cierto grado de validez [4]. 
En la metodología de imputación de registros para series 
temporales, debe considerarse el mecanismo de pérdida 
de los datos, para así elegir el método que se adapte me-
jor al conjunto de datos; estas clasificaciones son crucia-
les, ya que las propiedades de estos métodos dependen 
en gran medida de la naturaleza y las dependencias en 
estos mecanismos. Dichos mecanismos se clasifican con-
siderando la relación de una distribución condicional y el 
conjunto de datos faltantes; de acuerdo con lo anterior 
se definen tres mecanismos de pérdida: Missing com-
pletely at random (MCAR), Missing at random (MAR), y 
Missing not at random (MNAR) [5].  El enfoque para los 
métodos de imputación ha de ser definido consideran-
do las características que son inherentes a los conjuntos 
de datos estudiados, siendo de mayor prevalencia aque-
llas características espaciales, temporales o aleatorias. 
Actualmente, algunos de estos estudios no consideran 
este factor al momento de elegir un método para com-
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Figura 1: Localización geográfica del área del estudio. 
Fuente: Autores.
2.2. Datos utilizados 
Se recopilaron los registros históricos proporcionados 
por el IDEAM. Series temporales de precipitación máxima 
mensual y anual acumulada de 49 estaciones meteoro-
lógicas, con periodos de medición de diferente longitud, 
por lo cual se  hizo análisis en un periodo de cuarenta años 
(1974-2013) y se dividieron los registros en cuatro décadas 
para analizar la totalidad de los datos con las estaciones 
que tuvieran el mismo periodo registrado. (Ver tabla  1). 
Tabla 1. Estaciones meteorológicas IDEAM.
Técnicas de imputación para datos de precipitación máxima mensual en la zona central de Boyacá
Fuente: IDEAM-Autores
2.3 Software
El software R, es un lenguaje de programación estadístico 
que provee infinitas posibilidades para solucionar proble-
mas científicos en casi todas las áreas de investigación 
debido a la versatilidad que brinda al usuario para solu-
cionar analíticamente los problemas estadísticos, ade-
más, su funcionamiento es flexible, pues permite la adap-
tación de sus librerías a necesidades particulares [34]. 
Para la realización del estudio se utilizaron los siguien-
tes paquetes, y en paréntesis están las funciones nece-
sarias: Normtest (sf.test), BaylorEdPsych (LittleMCAR), 
función genérica (kruskal.test), función gráfica (box-
plot), Trend (ww.test), riskDistributions (fit.cont), fun-
ción grafica (hist), función genérica(lines), MASS (fit.
distr), bbmle (mle2), Flexsurv, goftest (ad.test)-(cvm.
test), función genérica (ks.test), función grafica (plot), 
PerformanceAnalytic (chart.QQplot), Amelia (amelia), 
DMuR (knnImputation), Impute.TS (na.kalman) [33]. 
2.4 Mecanismo de pérdida de los datos 
Los mecanismos de pérdida de datos son consideracio-
nes matemáticas que describen las leyes que rigen la 
aparición de datos perdidos  y que captan las posibles 
relaciones con los datos no observados en sí mismos. 









Se tiene un vector aleatorio x con dimensión k que gene-
ra los datos y un vector v también de dimensión k, for-
mado por variables aleatorias binarias tomando valores 
de 0 o 1 para indicar el valor observado o no observado. 
Se conoce al mecanismo de no respuesta como la dis-
tribución de probabilidad de v. Asociada a una muestra 
del vector x se tendrá una muestra de v, cuya forma de-
penderá de la complejidad del patrón de no respuesta. 
Si se denota mediante  X̃ a una muestra multidimen-
sional de x se puede hacer una partición de forma que 
x= (xobs,xper), donde xobs es la parte observada y xper re-
presenta la parte pérdida. Se dice que los datos fal-
tantes son de tipo MCAR si P[v│xobs,xper,ξ]=P[R|ξ], 
donde ξ es un vector de parámetros desconocidos 
del mecanismo de no respuesta. Los datos ausentes 
del tipo MAR consideran P[v│xobs,xper,ξ]=P[v|xobs,ξ]. 
Por último, se presentó el mecanismo  MNAR, en el cual la 
no respuesta depende del valor verdadero del dato per-
dido (depende de xper), o de variables no observables. La 
hipótesis del mecanismo MNAR es la más general, pero al 
mismo tiempo es la más difícil de modelar ya que exige la 
especificación de un modelo para v, por lo que es frecuen-
te hablar de mecanismo de no repuesta no ignorable [35]. 
La identificación del mecanismo de pérdida de los datos 
en el software R Project se hizo por medio de BaylorE-
dPsych (LittleMCAR), que proporciona un test que com-
prueba la hipótesis nula de que los datos tienen un pa-
trón MCAR, un valor p de menos  de 0.05 generalmente 
se interpreta como que los datos faltantes no son MCAR, 
es decir, no son ignorables. No existen procedimientos 
generales para contrastar algunos de los otros dos me-
canismos sobre un conjunto de datos incompletos [36] 
2.5 Análisis Exploratorio de datos 
El análisis exploratorio de datos (EDA)  [37] se ini-
ció con la obtención de los estadísticos descriptivos 
que serán la base para la comparación de las téc-
nicas. Se prosiguió con la realización de la prueba 
de  normalidad  de Shapiro-Francia [38]. Para el cál-
culo del estadístico se utiliza la siguiente formula:. 
Donde  x(i) es el valor de muestra ordenado, n el tama-
ño del conjunto de datos  y mi  los cuantiles ordenados 
esperados. El valor p se calcula a partir de la fórmu-
la dada por [39]. Se aplicó el test por medio de norm-
test (sf.test) que aplica el test de normalidad, si el va-
lor p es menor a 0,05 se rechazara la hipótesis nula.
Para la prueba de homogeneidad e independencia, se 
hace uso del test Kruskall-Wallis (kruskal.test) el cual 
constituye una alternativa no paramétrica al análisis de 
varianza usual y se considera como una extensión del 
procedimiento de suma de rangos de Wilcoxon. La hi-
pótesis  nula es que no existen  diferencias entre en el 
conjunto de datos (homogéneos), mientras que la hipó-
tesis alternativa es que exista diferencia entre el conjun-
to de datos (no homogéneos). Considere que se dispo-
ne de k muestras  de tamaños n, donde  n=n1+n2+...+nk. 
Si llamamos Ri   a la suma de rangos de las observacio-
nes de la i-isima muestra, el estadístico H será [40]:
Para la prueba de homogeneidad gráfica, se usaron los dia-
gramas de cajas por medio de la función grafica (boxplot). 
La prueba de independencia y estacionalidad, se realizó 
por medio del test Wald-Wolfowitz, el cual se usa para pro-
bar la hipótesis nula de que los conjuntos de datos se han 
extraído de una muestra idéntica [41]. Bajo la hipótesis 
nula, el número de corridas en una secuencia de N elemen-
tos es una variable aleatoria cuya distribución condicional 
dada la observación de N+ valores positivos  y N- valores 
negativos (N= N+  + N-) es aproximadamente normal, con:
Para el cálculo del estadístico se usa:
Para la aplicación en el software se usó trend (ww.test) y se
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logró obtener los estadísticos para la evaluación de las hipó-
tesis, se rechaza la hipótesis nula con un valor p menor a 0,05. 
2.6 Ajuste a una distribución teórica de probabilidad
Para ajustar los datos experimentales a una distribu-
ción teórica de probabilidad  es necesario que los da-
tos cumplan con  las hipótesis anteriores de modela-
ción, que permitan suponer que los datos tienen un 
comportamiento aleatorio e independiente. Compro-
bados estos supuestos se construyeron histogramas, 
representando la distribución de frecuencias de una 
variable continua, también puede ser usada para re-
presentar la función empírica de densidad de los datos. 
El histograma estará cercano al valor medio 
de la función de densidad sobre la clase [42]:
(6)
Se puede reconocer a simple vista el ajuste del histograma 
con la función de densidad teórica que se proponga. Al ha-
ber seleccionado un conjunto de posibles distribuciones, 
se procedió a calcular los valores de los parámetros. Cada 
función fue definida por varios parámetros específicos, ge-
neralmente entre uno o tres dependiendo de la función de 
distribución. Existen diferentes métodos numéricos para 
el cálculo de los parámetros (Mínimos cuadrados, Máxi-
ma verosimilitud, Método de momentos, entre otros). 
Se utilizó el método numérico de Máxima verosimi-
litud [43]. En cada distribución propuesta es nece-
sario formular la función de máxima verosimilitud 
que permita encontrar el valor de los parámetros co-
rrespondientes. Además por cada función de distri-
bución se calculó un estimador máximo-verosímil. 
La aplicación del método de Máxima verosimilitud tuvo dos 
enfoques diferentes dado que se debe analizar el compor-
tamiento independiente de cada estación y del conjunto 
total de datos por década. Para el primer caso se hace uso 
de rriskDistributions (fit.cont), que proporciono una inter-
faz gráfica para la elección de una distribución continua. 
La función devuelve la distribución continua elegida, los 
parámetros de la distribución, los estadísticos de la prueba 
de bondad de ajuste y las siguientes graficas: Histograma de 
la función de densidad empírica y teórica, el grafico Q-Q, la 
función de distribución acumulada empírica y teórica. En 
la aplicación del método de máxima verosimilitud al con-
junto total de datos por década, se utilizó MASS (fit.distr). 
Para el primer enfoque se obtuvieron los parámetros, la 
función de probabilidad seleccionada y la prueba de bon-
dad de ajuste con sus graficas correspondientes. Pero en el 
segundo enfoque solo se obtuvieron los parámetros para 
la familia de distribuciones seleccionadas, es por esto que 
es necesario aplicar una prueba de bondad de ajuste para 
seleccionar la distribución que mejor se ajusta a los datos 
y de igual manera construir los gráficos correspondientes. 
Para la prueba de bondad de ajuste se consideró el es-
timador de máxima verosímil, el criterio de información 
de Akaike (AIC) y criterio de información bayesiano (BIC) 
[44], los estadísticos y valor p de las pruebas: Ander-
son-Darling, Cramer Von Misses y Kolmogorov-Smirnov 
[45]. Una vez aplicada la prueba se procede a seleccionar 
la distribución que mejor representa al conjunto de datos 
totales por década y al conjunto de datos de cada una 
de las estaciones, proporcionando un punto de partida 
para la comparación y evaluación de las imputaciones. 
2.7 Métodos de imputación para valores faltantes
2.7.1 Imputación múltiple “Amelia”:
En la imputación múltiple, los valores perdidos para cual-
quier variable se predicen utilizando valores existentes 
de otras variables o de la misma variable. Los valores 
predichos se sustituyen por los valores faltantes, lo que 
da como resultado un conjunto completo de datos. Este 
proceso se realiza varias veces, produciendo múltiples 
conjuntos de datos imputados. El análisis estadístico es-
tándar se lleva a cabo en cada conjunto de datos, produ-
ciendo múltiples resultados de análisis. Estos resultados 
del análisis se combinan para producir un análisis general 
[46]. La imputación múltiple completa los datos faltantes 
restaurando no solo la variabilidad natural de los datos, 
sino también incorporando la incertidumbre causada por 
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(11)
Donde γm   es una estimación de la fracción de información 
sobre θ que se pierde por falta de respuesta. Si el paráme-
tro θ es escalar, las estimaciones por intervalo y las prue-
bas de significación siguen una distribución t de Student: 
(12)
Donde los grados de libertad v:
(13)
En el caso contrario, cuando θ tiene K componen-
tes, las pruebas de significancia para contrastar la 
hipótesis de nulidad del parámetro estimado θ de-
ben ser realizadas a partir de las m estimaciones rea-
lizadas, y no a partir de la estimación combinada.
Se utilizó Amelia (amelia) que ejecutó una imputación 
múltiple por medio de algoritmo EM bootstrap en da-
tos incompletos y creo conjuntos de datos imputados. 
El algoritmo primero crea una versión inicial  boots-
trap de los datos originales, estima los estadísticos su-
ficientes (con niveles previos, si se especifica) por EM 
en una muestra posterior bootstrapped, y luego im-
puta los valores faltantes de los datos originales uti-
lizando las estadísticas suficientes estimadas. Repi-
te este proceso m veces para valores no observados 
que se obtienen de sus distribuciones posteriores [51] 
2.7.2  Imputación K-Nearest Neighbors (KNN): 
En el enfoque espacial para el método de imputación de 
los datos se consideró el método K-Nearest Neighbors en 
adelante KNN, el cual es un algoritmo de clasificación sim-
ple, que almacena todas las observaciones disponibles y 
clasifica nuevos casos basado en una medida semejan-
te. Así, al usar KNN una nueva observación es clasifica-
da por votación entre sus K vecinos más cercanos [53]. 
Algunas de las medidas de semejanza son: 
 • Distancia Euclídea: 
 • D. de Manhattan: 
 • D. de Minkowski:





la estimación de los datos faltantes, para mantener la 
variabilidad original los datos imputados se basan en va-
riables correlacionadas con los datos faltantes y las cau-
sas de la falta. La incertidumbre se considera creando di-
ferentes versiones de los datos faltantes y observando la 
variabilidad entre los conjuntos de datos imputados [47].
El método de imputación múltiple se puede resumir en 
tres etapas [48]: (1) cada valor perdido se reemplaza por 
un conjunto de m>1 valores generados por simulación, 
con lo que se crean m conjuntos de datos completos; (2) 
se aplica a cada conjunto, los métodos de análisis desea-
dos; (3) los resultados obtenidos se combinan median-
te reglas simples para producir una estimación global.
Se considera que el número óptimo de bases de datos 
m depende del porcentaje de información faltante. Cada 
una de las m estimaciones anteriores se pueden crear 
con una gran variedad de métodos (imputación por me-
dia, modelos Monte Carlo con cadenas de Markov) [49].
Para combinar las m estimaciones obtenidas se calcula 
la media de todas las combinaciones, [50, 51, 52]. Sean 
θi las estimaciones realizadas y Wi  las varianzas respec-
tivas a cada estimación para un parámetro θ, con con-
junto de datos, i=1,…,m; la estimación combinada es: 
(7)
La variabilidad asociada a esta estimación tiene dos 
componentes:
 •La varianza dentro de cada imputación,
(8)
 •La varianza entre las imputaciones,
(9)
Por lo tanto la variabilidad total asociada a la estimación 
θm es:
(10)
Donde   es el factor de corrección por 
ser m un número finito. Por lo tanto,
 ̂
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Es necesario normalizar las variables en una escala co-
mún antes de la aplicación del método, de lo contrario 
podría verse afectado por la escala en que se miden los 
atributos. Por otra parte, el parámetro K debe ser defini-
do para el ajuste del modelo, una forma de hacerlo es por 
inspección en los datos. Generalmente un K más grande 
es más preciso ya que reduce el ruido, aunque no hay ga-
rantía de ello por lo que debe ser evaluado caso a caso. 
Otra forma de estimar el K óptimo es mediante validación 
cruzada, donde se observan los resultados para distintos 
valores K y se elige aquel que tenga un menor error pro-
medio. Usualmente el K óptimo se encuentra entre 3 y 10 
en la mayoría de conjuntos de datos [54]. 
Para aplicarlo se utilizó DMwR (knnImputation), que 
consideró la distancia Euclidiana para encontrar los 
vecinos más semejantes a los valores faltantes en un 
conjunto de datos. Para cada caso con cualquier va-
lor de NA, buscará sus K casos más similares y usará los 
valores de estos casos para completar las incógnitas. 
2.7.3 Imputación por suavizado de Kalman
Este es un algoritmo de procesamiento utilizado para 
modelar sistemas dinámicos y procesos estocásticos. 
Considera el estado del proceso en un  instante t y los 
factores para modelar probabilísticamente. Todos es-
tos valores se ponderan mediante unos parámetros, 
que habrá que optimizar de manera que el error sea 
minimizado [55]. Los modelos de estado pueden repre-
sentarse por medio de estructuras básicas, tal como la 
descomposición de una serie de tiempo o por modelos 
ARIMA los cuales consideran las series temporales en 
tres componentes principales [56]: El componente auto 
regresivo, el cual utiliza valores pasados para realizar la 
regresión de los valores de la serie temporal a mode-
lar; el componente integrador, el cual denotara el gra-
do de diferenciabilidad d del modelo, es decir calcular 
 , siendo yt  el valor de la serie en el instante t. 
Esta transformación elimina el efecto de compo-
nentes como la tendencia y la estacionalidad, lo 
que convierte la serie temporal en estacionaria. 
Por último, se tiene el componente media móvil, el 
cual modela el error del sistema mediante la combi-
nación de términos de error anteriores. Al combinar 
los tres componentes se obtiene un modelo ARIMA. 
La aplicación del suavizado de Kalman se realizó por me-
dio de imputeTS (na.kalman), que imputo valores perdi-
dos por el Suavizado de Kalman y modelos de espacio 
estado obtenidos a partir de un modelo ARIMA [55]. 
2.7.4 Evaluación de los métodos de imputación:
Para la evaluación de los métodos, se utilizaron las se-
ries de datos completas de cada uno de los métodos de 
imputación propuestos. Se realizó un análisis explora-
torio de estos datos, con el fin de visualizar y comparar 
la convergencia con respecto a los datos originales. Se 
hace una comparación de las similitudes en los estadís-
ticos de tendencia central (media, mediana, moda), es-
tadístico de dispersión (desviación estándar y varianza) 
y estadísticos de forma (coeficiente de asimetría y cur-
tosis); y se evalúa la semejanza de las gráficas obtenidas 
en cada uno de los conjuntos de datos imputados.  Esto 
con el fin de encontrar tanto visual como numéricamen-
te diferencias que puedan comprometer el ajuste de los 
datos imputados. Además, se realizó una modelación de 
las funciones de distribuciones para cada conjunto de 
datos imputados, con el fin de comparar los parámetros 
obtenidos en los datos originales y los datos imputados, 
clarificando si existe una variabilidad en las posibles ocu-
rrencias que puedan suceder. También se comparan las 
gráficas obtenidas en las pruebas de bondad de ajuste 
para así tener una referencia de los cambios aleatorios 
que pueden suceder en las imputaciones propuestas [57] 
3. RESULTADOS  
De la información recibida del IDEAM se identificaron 49 
estaciones con registros de precipitación máxima mensual, 
de las cuales 33 contienen datos para el periodo 1974-
2013; una  para el periodo 1974-1993; una para el periodo 
1984-1993; cuatro para el periodo 1974-1993; siete para 
el periodo de 1984-2013; una para el periodo 1994-2003 y 
dos para el periodo 1994-2013. A partir de esto se realizó. 
una división en cuatro décadas, clasificando cada estación 
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dependiendo del registro que contenga. Las cuatro déca-
das se dividen así: 1974-1983, 1984-1993, 1994-2003 y 
2004-2013. Esta clasificación permite agrupar registros 
semejantes para dichos periodos, facilitando los análisis 
pues  al no realizar dicha clasificación podría conllevar 
problemas al momento de aplicar las metodologías de 
imputación propuestas, creando sesgo en los resultados. 
Las estaciones con mayor porcentaje de datos perdidos 
son, Anda Lucia (22,5%) y Beteitiva (18,3%), mientras 
que las estaciones que menor porcentaje presentan son 
Nobsa (0,6%), Firavitoba (1,046%) y Santa Rosa (1,064%). 
El conjunto total suma 20.400 datos de precipitación 
máxima mensual, se identifican 1.210 datos faltantes, 
que corresponde a  un 5,93% del total de registros. 
En cuanto a la identificación del mecanismo de pérdida de 
los datos se inicia con la aplicación del método propuesto 
para cada una de las décadas, el estadístico que se conside-
ro fue el valor p de la prueba, con hipótesis nula de que los 
datos tienen el mecanismo de pérdida MCAR. Al realizar la 
prueba “LittleMCAR” se obtienen los siguientes resultados: 
Tabla 2. Estadísticos para los mecanismos de pérdida
Fuente: Autores
Ninguna década  presenta un mecanismo de pérdida 
MCAR (Ver tabla 2). Ya que no se encontró un procedi-
miento para comprobar algunos de los otros dos me-
canismos de pérdida de datos, se realizó un análisis 
teórico que permitió hacer la elección por descarte. 
Para excluir la hipótesis MNAR, se hace uso del conocimien-
to empírico sobre el fenómeno de lluvia en la zona de estu-
dio. Se asumió que la pérdida de datos se debía a fallas en 
el medidor causadas por eventos de lluvia particularmen-
te intensos. Si esta hipótesis fuera correcta y admitien-
do que el medidor comienza a funcionar correctamente 
de manera inmediata en un periodo de lluvia intensa, 
 
entonces las altas tasas de precipitación deberían per-
derse con mayor frecuencia que los valores bajos; pero al 
revisar los datos de estaciones para diferentes periodos 
se observa que la pérdida de registros no solo ocurre en 
los periodos más intensos de lluvia. Por ejemplo: el pe-
riodo de lluvia para la década 1984-1993, en la estación 
El Garrocho, registra valores mayores con respecto a la 
década 1974-1983 en la cual se presentó menor cantidad 
de datos faltantes, lo que nos permite descartar dicha hi-
pótesis. En consecuencia, se asume que los datos tienen 
un mecanismo de pérdida MAR en las cuatro décadas 
planteadas. Al revisar la literatura se observó que los mé-
todos de imputación propuestos, se basan en el supuesto 
de que los datos tienen un mecanismo de pérdida MAR.
En cuanto al análisis exploratorio de da-
tos se obtienen los siguientes resultados:
Tabla 3. Estadístico análisis exploratorio
Fuente: autores  
Para la prueba de normalidad Shapiro-Francia, se obtie-
nen estadísticos de baja magnitud lo que sugiere que 
los datos se desvían fuertemente de una distribución 
normal, además se obtiene un valor p menor al nivel de 
significancia propuesto. A partir de esto se aprecia que 
los datos no son extraídos de una distribución normal. 
En cuanto a la prueba de homogeneidad se utilizaron 
las tablas de la distribución chi-cuadrado para evaluar 
el nivel de significancia (0,05) de la prueba Kruskal-Wa-
llis. Al comparar cada valor respecto a los grados de li-
bertad se observa que rechazan la hipótesis nula, en 
cada una de las décadas, lo que permite inferir que 
los datos tienen un comportamiento no homogéneo. 
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Además, el valor p confirma este planteamien-
to. La prueba de estacionalidad e independencia 
de Wald-Wolfowitz muestra un gran número de ra-
chas, en cada década analizada, lo que indica que la 
hipótesis nula se debería rechazar, suponiendo así 
que los datos no provienen de la misma muestra. 
Como se aprecia es factible realizar el ajuste de la fun-
ción de probabilidad al conjunto de datos, ya que cum-
ple con los supuestos necesarios para la realización 
del procedimiento. Cabe resaltar que se obtienen los 
estadísticos descriptivos para cada una de las esta-
ciones, como también, para cada una de las décadas. 
Estos valores se pueden apreciar en las tablas 4 y 5. 
Al modelar las funciones de probabilidad de los datos el 
ajuste realizado en las estaciones meteorológicas per-
mite identificar a la distribución Gamma. Se realizó una 
prueba de bondad de ajuste para cada estación consi-
derada y de igual manera se construyeron las gráficas 
que permiten evaluar el ajuste obtenido. Sin embargo, 
al considerar colocar cada una de las pruebas de bon-
dad de ajuste como sus graficas correspondientes, re-
sulta dispendioso mostrar cada uno de estos análisis. 
Es por esto que se construye la tabla 4, para poder vi-
sualizar de manera sencilla los resultados obtenidos. Para 
interpretar la tabla 4 es necesario entender que se en-
cuentra divida en dos secciones. En la primera parte en-
contramos la información relacionada con los datos origi-
nales (sin imputar), se observa la numeración asignada a 
cada estación, seguido por los estadísticos de tendencia 
central, estadísticos de dispersión y estadísticos de forma. 
A continuación, se expone la función de probabilidad 
que mejor describe a los datos y sus respectivos pará-
metros. En la segunda parte se encuentran los mismos 
criterios pero de los datos imputados seleccionados. 
En cuanto al análisis por década, resulta más fácil re-
presentar los datos obtenidos, este análisis se llevará 
a la par con la evaluación de los métodos de imputa-
ción ya que uno de los criterios a evaluar fue conside-
rar cambios posibles en las funciones de probabilidad. 
Para la realización de las imputaciones fue necesario 
considerar aspectos precisos para cada método de im-
putación. En cuanto a la imputación múltiple se consi-
deró realizar m=5 estimaciones para completar el con-
junto de datos faltantes. Se obtienen 5 conjuntos de 
datos completos, los cuales  se unen calculado la media 
de los valores imputados por grupo de conjuntos. Al fi-
nal se obtiene un solo conjunto de datos completos, 
conformado por la media de los valores imputados. 
Así mismo, para el método de imputación KNN, 
fue necesario especificar el valor de k, para la pri-
mera década k=10, en la segunda década k=12, en 
la tercera década k=11 y en la última década k=8.
Finalmente, en la imputación por suavizado de Kal-
man es necesario especificar la utilización de di-
cho método, para ello se utilizó, dentro de la 
función na.kalman la opción “smooth=TRUE”. 
Después de realizar el proceso de imputación se pro-
cedió a evaluar cada uno de los métodos. Inicialmente, 
se confrontan los resultados obtenidos por estación, 
calculando la convergencia de los estadísticos descrip-
tivos respecto a los datos originales y los datos impu-
tados. Se comparan los estadísticos de las pruebas de 
bondad de ajuste y los parámetros de las funciones de 
probabilidad, con el fin de identificar los conjuntos más 
semejantes. En la tabla 4 se presenta el conjunto de da-
tos imputados que obtuvo la mayor convergencia, sien-
do este, el método de imputación múltiple (Amelia). 
La tabla  5 representa los resultados de los métodos de 
imputación  para el análisis decadal de los datos. Al in-
terpretar su contenido es posible determinar que méto-
do tienen mejor desempeño para  el paquete de datos 
estudiados. Las celdas sombreadas resaltan aquellos 
valores que obtuvieron mayor convergencia respecto a 
los valores originales, lo cual ayuda a identificar que mé-
todo proporciona un valor más cercano al real.    En la 
parte inferior, se encuentra sombreada, la selección  del 
método que mejor ajuste obtuvo para la década analiza-
da. Contigua a esta tabla de estadísticos descriptivos, se
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encuentran la numeración de los diferentes estadísticos 
considerados en las pruebas de bondad de ajuste para el 
modelamiento de las funciones de probabilidad. De igual 
manera, se encuentran sombreados aquellos valores que 
obtuvieron un mejor ajuste respecto a la data original. 
En algunos casos existe igualdad entre los métodos de 
imputación, es por esto que se observa en las zonas in-
feriores la selección de dos métodos de imputación. Los 
criterios considerados para escoger el “mejor” modelo 
fueron observar los estadísticos por método, y conside-
rar  aquellos que tuvieron un mejor ajuste, respecto al 
valor original, entre más estadísticos obtuvieron, mejor 
se consideró el método. Es por esto que puede existir la
Tabla 4. Análisis exploratorio de los registros: original e imputado por  medio de Amelia
Fuente: autores
posibilidad de que dos métodos tuvieran igual número de 
estadísticos ajustados, considerando que los dos méto-
dos son adecuados, en cuanto a la evaluación se refiere. 
Partiendo de esto, para la década 1974-1983, el método 
imputación que mejor se adapta al  conjunto de datos fue 
el de imputación múltiple, pero en la evaluación del test 
de bondad de ajuste se observa una igualdad con el mo-
delo de suavizado de Kalman. Para la década 1984-1993 
se obtuvo un equilibrio en los criterios descriptivos y en 
el test de bondad de ajuste de los métodos Amelia y Kal-
man. En cuanto a la década 1994-2003 el método que 
mejor convergencia tuvo fue Amelia, tanto para los crite-
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Tabla 5. Análisis de la imputación de los datos por década 
Fuente: autores
originales. En general, se presenta un empate entre 
los métodos Amelia y suavizado de Kalman, se selec-
ciona el método de imputación múltiple, debido a las 
consideraciones matemáticas que desarrolla, así tam-
bién, cuantifica la incertidumbre del modelo imputado. 
densidad de los datos imputados por el método Amelia.
En cuanto a las figuras 2-b) y 2-f) representan la com-
paración de la distribución empírica respecto a la dis-
tribución Gamma. Puede observarse que no existe una 
diferencia considerable en las comparaciones, para 
ninguno de los dos conjuntos de datos. En las figuras 
2-c) y 2-g) se presentan las funciones de distribución 
acumuladas, las cuales no difieren mucho en su re-
presentación para datos originales y datos imputados. 
En la década 2004-2013 el método de suavizado de Kalman 
obtuvo un ajuste deseable para ambas consideraciones. Se 
escoge el método de Amelia ya que presento los mejores 
ajustes gráficos, además los parámetros en las distribucio-
nes tuvieron los ajustes más cercanos, respecto a los datos 
En cuanto al análisis que se realizó al conjunto de da-
tos por década se obtienen los siguientes resultados: 
en la Figura 2 (década 1974-1983), inicialmente, se ex-
ponen las gráficas de las pruebas de bondad de ajus-
te realizada a los datos originales. En la Figura 2-a) se 
observa el histograma de distribución de densidad 
empírica y teórica. Puede apreciarse que su forma em-
pírica (barras) se acopla sin ningún problema a la for-
ma teórica (línea roja), lo mismo sucede con la gráfica 
2-e), la cual representa el histograma de distribución de
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Por último, las figuras 2-d) y 2-h) representan las gráfi-
cas boxplot, las cuales permiten observar diferencias 
mínimas en algunos valores máximos de los valores 
imputados respecto a los originales. En la Figura 3 (dé-
cada 1984-1993), nos muestra las gráficas obtenidas 
en la prueba de bondad de ajuste, tanto para los da-
tos originales como para los datos imputados. Se logra 
observar diferencias mínimas en las gráficas 3-b) y 3-f). 
La grafica 3-h) respecto a la 3-d), tiene un leve cambio 
en la estación Pajarito, lo que permite intuir que exis-
te mayor variabilidad en los datos imputados. Esto se 
debe a que en esta estación se presentan grandes perio-
dos de lluvias intensas, al estar ubicada en zona de sel-
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Cabe mencionar que existen falencias al momento de ele-
gir los mecanismos de pérdida, ya que no existen proce-
dimientos para evaluar las hipótesis de los mecanismos 
MAR y MNAR. Por esta razón, es importante conocer bien 
el área de estudio, para así poder plantear hipótesis que 
permitan rechazar alguno de los mecanismos menciona-
dos. Se recomienda aplicar el estudio en zonas con regis-
tros homogéneos, con el fin de identificar posibles fallas 
que puedan ocurrir al momento de evaluar los métodos 
de imputación. Se concluye que el mecanismo de pérdida 
de los datos es MAR, la mejor técnica que se adapta a la 
naturaleza de los datos de precipitación máxima mensual 
es la imputación múltiple, pues tiene los mejores índices 
estadísticos y el mejor ajuste gráfico. Se identificó la distri-
bución de los datos, siendo esta la distribución Gamma. Se 
recomienda ampliar el conjunto de datos para comprobar 
la confiabilidad del método propuesto, además de apli-
car la metodología propuesta en otras zonas geográficas. 
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