




















Measurement of the Mass of the D
0
Meson
J. P. Lees,1 V. Poireau,1 V. Tisserand,1 E. Grauges,2 A. Palanoab,3 G. Eigen,4 B. Stugu,4 D. N. Brown,5
L. T. Kerth,5 Yu. G. Kolomensky,5 M. J. Lee,5 G. Lynch,5 H. Koch,6 T. Schroeder,6 C. Hearty,7 T. S. Mattison,7
J. A. McKenna,7 R. Y. So,7 A. Khan,8 V. E. Blinovac,9 A. R. Buzykaeva,9 V. P. Druzhininab,9 V. B. Golubevab,9
E. A. Kravchenkoab,9 A. P. Onuchinac,9 S. I. Serednyakovab,9 Yu. I. Skovpenab,9 E. P. Solodovab,9
K. Yu. Todyshevab,9 A. N. Yushkova,9 D. Kirkby,10 A. J. Lankford,10 M. Mandelkern,10 B. Dey,11 J. W. Gary,11
O. Long,11 G. M. Vitug,11 C. Campagnari,12 M. Franco Sevilla,12 T. M. Hong,12 D. Kovalskyi,12 J. D. Richman,12
C. A. West,12 A. M. Eisner,13 W. S. Lockman,13 B. A. Schumm,13 A. Seiden,13 D. S. Chao,14 C. H. Cheng,14
B. Echenard,14 K. T. Flood,14 D. G. Hitlin,14 P. Ongmongkolkul,14 F. C. Porter,14 R. Andreassen,15 Z. Huard,15
B. T. Meadows,15 C. Pappenheimer,15 B. G. Pushpawela,15 M. D. Sokoloff,15 L. Sun,15 P. C. Bloom,16 W. T. Ford,16
A. Gaz,16 U. Nauenberg,16 J. G. Smith,16 S. R. Wagner,16 R. Ayad,17, ∗ W. H. Toki,17 B. Spaan,18 R. Schwierz,19
D. Bernard,20 M. Verderi,20 S. Playfer,21 D. Bettonia,22 C. Bozzia,22 R. Calabreseab,22 G. Cibinettoab,22
E. Fioravantiab,22 I. Garziaab,22 E. Luppiab,22 L. Piemontesea,22 V. Santoroa,22 R. Baldini-Ferroli,23
A. Calcaterra,23 R. de Sangro,23 G. Finocchiaro,23 S. Martellotti,23 P. Patteri,23 I. M. Peruzzi,23, † M. Piccolo,23
M. Rama,23 A. Zallo,23 R. Contriab,24 E. Guidoab,24 M. Lo Vetereab,24 M. R. Mongeab,24 S. Passaggioa,24
C. Patrignaniab,24 E. Robuttia,24 B. Bhuyan,25 V. Prasad,25 M. Morii,26 A. Adametz,27 U. Uwer,27 H. M. Lacker,28
P. D. Dauncey,29 U. Mallik,30 C. Chen,31 J. Cochran,31 W. T. Meyer,31 S. Prell,31 A. V. Gritsan,32 N. Arnaud,33
M. Davier,33 D. Derkach,33 G. Grosdidier,33 F. Le Diberder,33 A. M. Lutz,33 B. Malaescu,33, ‡ P. Roudeau,33
A. Stocchi,33 G. Wormser,33 D. J. Lange,34 D. M. Wright,34 J. P. Coleman,35 J. R. Fry,35 E. Gabathuler,35
D. E. Hutchcroft,35 D. J. Payne,35 C. Touramanis,35 A. J. Bevan,36 F. Di Lodovico,36 R. Sacco,36 G. Cowan,37
J. Bougher,38 D. N. Brown,38 C. L. Davis,38 A. G. Denig,39 M. Fritsch,39 W. Gradl,39 K. Griessinger,39 A. Hafner,39
E. Prencipe,39 K. R. Schubert,39 R. J. Barlow,40, § G. D. Lafferty,40 E. Behn,41 R. Cenci,41 B. Hamilton,41
A. Jawahery,41 D. A. Roberts,41 R. Cowan,42 D. Dujmic,42 G. Sciolla,42 R. Cheaib,43 P. M. Patel,43, ¶
S. H. Robertson,43 P. Biassoniab,44 N. Neria,44 F. Palomboab,44 L. Cremaldi,45 R. Godang,45, ∗∗ P. Sonnek,45
D. J. Summers,45 M. Simard,46 P. Taras,46 G. De Nardoab,47 D. Monorchioab,47 G. Onoratoab,47 C. Sciaccaab,47
M. Martinelli,48 G. Raven,48 C. P. Jessop,49 J. M. LoSecco,49 K. Honscheid,50 R. Kass,50 J. Brau,51 R. Frey,51
N. B. Sinev,51 D. Strom,51 E. Torrence,51 E. Feltresiab,52 M. Margoniab,52 M. Morandina,52 M. Posoccoa,52
M. Rotondoa,52 G. Simia,52 F. Simonettoab,52 R. Stroiliab,52 S. Akar,53 E. Ben-Haim,53 M. Bomben,53
G. R. Bonneaud,53 H. Briand,53 G. Calderini,53 J. Chauveau,53 Ph. Leruste,53 G. Marchiori,53 J. Ocariz,53 S. Sitt,53
M. Biasiniab,54 E. Manonia,54 S. Pacettiab,54 A. Rossia,54 C. Angeliniab,55 G. Batignaniab,55 S. Bettariniab,55
M. Carpinelliab,55, †† G. Casarosaab,55 A. Cervelliab,55 F. Fortiab,55 M. A. Giorgiab,55 A. Lusianiac,55 B. Oberhofab,55
E. Paoloniab,55 A. Pereza,55 G. Rizzoab,55 J. J. Walsha,55 D. Lopes Pegna,56 J. Olsen,56 A. J. S. Smith,56
R. Facciniab,57 F. Ferrarottoa,57 F. Ferroniab,57 M. Gasperoab,57 L. Li Gioia,57 G. Pireddaa,57 C. Bu¨nger,58
O. Gru¨nberg,58 T. Hartmann,58 T. Leddig,58 C. Voß,58 R. Waldi,58 T. Adye,59 E. O. Olaiya,59 F. F. Wilson,59
S. Emery,60 G. Hamel de Monchenault,60 G. Vasseur,60 Ch. Ye`che,60 F. Anulli,61, ‡‡ D. Aston,61 D. J. Bard,61
J. F. Benitez,61 C. Cartaro,61 M. R. Convery,61 J. Dorfan,61 G. P. Dubois-Felsmann,61 W. Dunwoodie,61
M. Ebert,61 R. C. Field,61 B. G. Fulsom,61 A. M. Gabareen,61 M. T. Graham,61 C. Hast,61 W. R. Innes,61
P. Kim,61 M. L. Kocian,61 D. W. G. S. Leith,61 P. Lewis,61 D. Lindemann,61 B. Lindquist,61 S. Luitz,61
V. Luth,61 H. L. Lynch,61 D. B. MacFarlane,61 D. R. Muller,61 H. Neal,61 S. Nelson,61 M. Perl,61 T. Pulliam,61
B. N. Ratcliff,61 A. Roodman,61 A. A. Salnikov,61 R. H. Schindler,61 A. Snyder,61 D. Su,61 M. K. Sullivan,61
J. Va’vra,61 A. P. Wagner,61 W. F. Wang,61 W. J. Wisniewski,61 M. Wittgen,61 D. H. Wright,61 H. W. Wulsin,61
V. Ziegler,61 W. Park,62 M. V. Purohit,62 R. M. White,62, §§ J. R. Wilson,62 A. Randle-Conde,63 S. J. Sekula,63
M. Bellis,64 P. R. Burchat,64 T. S. Miyashita,64 E. M. T. Puccio,64 M. S. Alam,65 J. A. Ernst,65 R. Gorodeisky,66
N. Guttman,66 D. R. Peimer,66 A. Soffer,66 S. M. Spanier,67 J. L. Ritchie,68 A. M. Ruland,68 R. F. Schwitters,68
B. C. Wray,68 J. M. Izen,69 X. C. Lou,69 F. Bianchiab,70 F. De Moriab,70 A. Filippia,70 D. Gambaab,70
S. Zambitoab,70 L. Lanceriab,71 L. Vitaleab,71 F. Martinez-Vidal,72 A. Oyanguren,72 P. Villanueva-Perez,72
H. Ahmed,73 J. Albert,73 Sw. Banerjee,73 F. U. Bernlochner,73 H. H. F. Choi,73 G. J. King,73 R. Kowalewski,73
M. J. Lewczuk,73 T. Lueck,73 I. M. Nugent,73 J. M. Roney,73 R. J. Sobie,73 N. Tasneem,73 T. J. Gershon,74
P. F. Harrison,74 T. E. Latham,74 H. R. Band,75 S. Dasu,75 Y. Pan,75 R. Prepost,75 and S. L. Wu75
(The BABAR Collaboration)
1Laboratoire d’Annecy-le-Vieux de Physique des Particules (LAPP),
Universite´ de Savoie, CNRS/IN2P3, F-74941 Annecy-Le-Vieux, France
2Universitat de Barcelona, Facultat de Fisica, Departament ECM, E-08028 Barcelona, Spain
3INFN Sezione di Baria; Dipartimento di Fisica, Universita` di Barib, I-70126 Bari, Italy
4University of Bergen, Institute of Physics, N-5007 Bergen, Norway
5Lawrence Berkeley National Laboratory and University of California, Berkeley, California 94720, USA
6Ruhr Universita¨t Bochum, Institut fu¨r Experimentalphysik 1, D-44780 Bochum, Germany
7University of British Columbia, Vancouver, British Columbia, Canada V6T 1Z1
8Brunel University, Uxbridge, Middlesex UB8 3PH, United Kingdom
9Budker Institute of Nuclear Physics SB RAS, Novosibirsk 630090a,
Novosibirsk State University, Novosibirsk 630090b,
Novosibirsk State Technical University, Novosibirsk 630092c, Russia
10University of California at Irvine, Irvine, California 92697, USA
11University of California at Riverside, Riverside, California 92521, USA
12University of California at Santa Barbara, Santa Barbara, California 93106, USA
13University of California at Santa Cruz, Institute for Particle Physics, Santa Cruz, California 95064, USA
14California Institute of Technology, Pasadena, California 91125, USA
15University of Cincinnati, Cincinnati, Ohio 45221, USA
16University of Colorado, Boulder, Colorado 80309, USA
17Colorado State University, Fort Collins, Colorado 80523, USA
18Technische Universita¨t Dortmund, Fakulta¨t Physik, D-44221 Dortmund, Germany
19Technische Universita¨t Dresden, Institut fu¨r Kern- und Teilchenphysik, D-01062 Dresden, Germany
20Laboratoire Leprince-Ringuet, Ecole Polytechnique, CNRS/IN2P3, F-91128 Palaiseau, France
21University of Edinburgh, Edinburgh EH9 3JZ, United Kingdom
22INFN Sezione di Ferraraa; Dipartimento di Fisica e Scienze della Terra, Universita` di Ferrarab, I-44122 Ferrara, Italy
23INFN Laboratori Nazionali di Frascati, I-00044 Frascati, Italy
24INFN Sezione di Genovaa; Dipartimento di Fisica, Universita` di Genovab, I-16146 Genova, Italy
25Indian Institute of Technology Guwahati, Guwahati, Assam, 781 039, India
26Harvard University, Cambridge, Massachusetts 02138, USA
27Universita¨t Heidelberg, Physikalisches Institut, D-69120 Heidelberg, Germany
28Humboldt-Universita¨t zu Berlin, Institut fu¨r Physik, D-12489 Berlin, Germany
29Imperial College London, London, SW7 2AZ, United Kingdom
30University of Iowa, Iowa City, Iowa 52242, USA
31Iowa State University, Ames, Iowa 50011-3160, USA
32Johns Hopkins University, Baltimore, Maryland 21218, USA
33Laboratoire de l’Acce´le´rateur Line´aire, IN2P3/CNRS et Universite´ Paris-Sud 11,
Centre Scientifique d’Orsay, F-91898 Orsay Cedex, France
34Lawrence Livermore National Laboratory, Livermore, California 94550, USA
35University of Liverpool, Liverpool L69 7ZE, United Kingdom
36Queen Mary, University of London, London, E1 4NS, United Kingdom
37University of London, Royal Holloway and Bedford New College, Egham, Surrey TW20 0EX, United Kingdom
38University of Louisville, Louisville, Kentucky 40292, USA
39Johannes Gutenberg-Universita¨t Mainz, Institut fu¨r Kernphysik, D-55099 Mainz, Germany
40University of Manchester, Manchester M13 9PL, United Kingdom
41University of Maryland, College Park, Maryland 20742, USA
42Massachusetts Institute of Technology, Laboratory for Nuclear Science, Cambridge, Massachusetts 02139, USA
43McGill University, Montre´al, Que´bec, Canada H3A 2T8
44INFN Sezione di Milanoa; Dipartimento di Fisica, Universita` di Milanob, I-20133 Milano, Italy
45University of Mississippi, University, Mississippi 38677, USA
46Universite´ de Montre´al, Physique des Particules, Montre´al, Que´bec, Canada H3C 3J7
47INFN Sezione di Napolia; Dipartimento di Scienze Fisiche,
Universita` di Napoli Federico IIb, I-80126 Napoli, Italy
48NIKHEF, National Institute for Nuclear Physics and High Energy Physics, NL-1009 DB Amsterdam, The Netherlands
49University of Notre Dame, Notre Dame, Indiana 46556, USA
50Ohio State University, Columbus, Ohio 43210, USA
51University of Oregon, Eugene, Oregon 97403, USA
52INFN Sezione di Padovaa; Dipartimento di Fisica, Universita` di Padovab, I-35131 Padova, Italy
353Laboratoire de Physique Nucle´aire et de Hautes Energies,
IN2P3/CNRS, Universite´ Pierre et Marie Curie-Paris6,
Universite´ Denis Diderot-Paris7, F-75252 Paris, France
54INFN Sezione di Perugiaa; Dipartimento di Fisica, Universita` di Perugiab, I-06123 Perugia, Italy
55INFN Sezione di Pisaa; Dipartimento di Fisica,
Universita` di Pisab; Scuola Normale Superiore di Pisac, I-56127 Pisa, Italy
56Princeton University, Princeton, New Jersey 08544, USA
57INFN Sezione di Romaa; Dipartimento di Fisica,
Universita` di Roma La Sapienzab, I-00185 Roma, Italy
58Universita¨t Rostock, D-18051 Rostock, Germany
59Rutherford Appleton Laboratory, Chilton, Didcot, Oxon, OX11 0QX, United Kingdom
60CEA, Irfu, SPP, Centre de Saclay, F-91191 Gif-sur-Yvette, France
61SLAC National Accelerator Laboratory, Stanford, California 94309 USA
62University of South Carolina, Columbia, South Carolina 29208, USA
63Southern Methodist University, Dallas, Texas 75275, USA
64Stanford University, Stanford, California 94305-4060, USA
65State University of New York, Albany, New York 12222, USA
66Tel Aviv University, School of Physics and Astronomy, Tel Aviv, 69978, Israel
67University of Tennessee, Knoxville, Tennessee 37996, USA
68University of Texas at Austin, Austin, Texas 78712, USA
69University of Texas at Dallas, Richardson, Texas 75083, USA
70INFN Sezione di Torinoa; Dipartimento di Fisica, Universita` di Torinob, I-10125 Torino, Italy
71INFN Sezione di Triestea; Dipartimento di Fisica, Universita` di Triesteb, I-34127 Trieste, Italy
72IFIC, Universitat de Valencia-CSIC, E-46071 Valencia, Spain
73University of Victoria, Victoria, British Columbia, Canada V8W 3P6
74Department of Physics, University of Warwick, Coventry CV4 7AL, United Kingdom
75University of Wisconsin, Madison, Wisconsin 53706, USA
We report a measurement of the D0 meson mass using the decay chain D∗ (2010)+ → D0pi+ with
D0 → K−K−K+pi+. The data were recorded with the BABAR detector at center-of-mass energies
at and near the Υ (4S) resonance, and correspond to an integrated luminosity of approximately
477 fb−1. We obtain m(D0) = (1864.841±0.048±0.063) MeV, where the quoted errors are statistical
and systematic, respectively. The uncertainty of this measurement is half that of the best previous
measurement.
PACS numbers: 13.20.Fc, 13.25Ft, 14.40.Lb, 12.38.Gc, 12.38.Qk, 12.39.Ki, 12.39.Pn
INTRODUCTION
The D0 is one of the ground states of the charm
mesons, and its mass sets the mass scale for the heav-
ier excited states. As such, the D0 mass is directly rele-
vant to several measurements. For example, the reported
D∗ (2010)
+
mass is the sum of the nominal D0 mass and
the measured difference, ∆m, between the masses of the
D∗+ and D0 mesons. Mixing parameters in the D0−D0
system can be extracted from a time-dependent ampli-
tude analysis of the mass-constrained Dalitz plot, as in
the analyses of the K0Spi
+pi− and K0SK
+K− final states
[1–3]. A new value of the D0 mass would shift an event’s
position in the Dalitz plot if the final state is constrained
to the D0 mass value. A precise D0 mass measurement
can also serve as a reference point in magnetic field cal-
ibration studies. The D0 mass is also important for the
determination of the relationship of the D0D∗0 threshold
to the mass of X(3872). In this regard, a recent analysis
by LHCb [4] reported JPC = 1++ for X(3872), which
favors an exotic model such as one in which the X(3872)
is a D0D∗0 molecule [5].
We measure the D0 mass using the decay chain
D∗ (2010)+ → D0pi+, D0 → K−K−K+pi+. The use of
charge conjugate reactions is implied here and through-
out this paper. We chose this mode specifically for the
relatively low Q-value, m(K−K−K+pi+) − 3m(K±) −
m(pi+) ≈ 250MeV, which produces small backgrounds,
yields good resolution, and minimizes systematic un-
certainties. The previous most precise measurements
were made by the CLEO collaboration [6], which re-
ported m(D0) = (1864.847 ± 0.150 ± 0.095)MeV, and
by the LHCb collaboration [7], which reported m(D0) =
(1864.75±0.15±0.11)MeV, where the errors are statisti-
cal and systematic, respectively. The integrated luminos-
ity for this analysis is about 60 times that of the CLEO
analysis. After selection criteria are chosen to minimize
systematic uncertainties, our sample is about 15 times
larger than the CLEO sample [6]. The LHCb analysis
[7] uses the same decay channel we use, but their signal
has about half the number of events, and our signal-to-
background ratio is much higher.
4DATA SAMPLE AND DETECTOR
This analysis is based on a data sample corresponding
to an integrated luminosity of approximately 477 fb−1
[8] recorded at, and 40MeV below, the Υ (4S) resonance
by the BABAR detector at the PEP-II asymmetric energy
e+e− collider at the SLAC National Accelerator Labo-
ratory. The BABAR detector is described in detail else-
where [9, 10]. Here, we summarize the most relevant
components. The momenta of charged particles are mea-
sured with a combination of a cylindrical drift chamber
(DCH) and a 5-layer silicon vertex tracker (SVT), both
operating within the 1.5 T magnetic field of a super-
conducting solenoid. Information from a ring-imaging
Cherenkov detector is combined with specific ionization
(dE/dx) measurements from the SVT and DCH to iden-
tify charged-kaon and pion candidates. Electrons are
identified, and photons measured, with a CsI(Tl) elec-
tromagnetic calorimeter. The return yoke of the super-
conducting coil is instrumented with tracking chambers
for the identification of muons.
EVENT SELECTION
We expect our measurement to be dominated by sys-
tematic uncertainties, so we focus on choosing a balanced
set of selection criteria that produces a very clean signal,
to control systematic uncertainties, while still preserving
a relatively large number of signal events. To avoid po-
tential bias, the final selection criteria are chosen based
on extensive studies of Monte Carlo (MC) simulation
events and on 5% of the real data; the latter are not used
in the mass measurement. With the final selection cri-
teria determined from these preliminary studies, system-
atic uncertainties are determined from a blind analysis
of the remaining 95% of the data, in which the measured
mass of each event is shifted by an unknown, common
offset. After completion of all the systematic uncertainty
studies, we removed the offset and performed a fit to the
measured mass spectrum.
We reconstruct the decay chain D∗ (2010)
+
→ D0pi+,
D0 → K−K−K+pi+ using a kinematic fit requiring that
the D0 daughters emerge from a common vertex and that
the D0 and the D∗ (2010)
+
(D∗+) daughter pion mo-
menta point back to the primary vertex, with the addi-
tional constraint that the D∗+ candidates originate from
the luminous region [11]. The χ2/ν (ν denotes the num-
ber of degrees of freedom) reported by the fit was required
to be less than 20/9, corresponding to a fit probability
greater than 1.8%. For events with multiple candidates,
we choose the candidate with the largest confidence level.
To produce a good balance between expected statisti-
cal precision and systematic uncertainty we apply a va-
riety of selection criteria. We consider the momentum
of the D∗+ in the e+e− center-of-mass frame, p∗(D∗+),
and ∆m. In addition, we require kaon and pion tracks
to pass particle identification (PID) selections. We look
at the statistical significance and purity of data sets with
varying p∗(D∗+), ∆m, and PID cuts. We choose a rea-
sonable set of selection criteria, p∗(D∗+) > 2.5GeV,
|∆m−∆mPDG| < 1.5MeV, where the PDG subscript
indicates the value listed by the PDG [12], before the re-
maining 95% of the data sample is studied, thus avoiding
potential analyst bias.
In approximately 1% of events, we mis-reconstruct the
decay and swap the pion from the D∗+ decay (referred
to as the slow pion, pis) with the pion from the D
0 decay.
This exchange could potentially shift the measured mass
value, as these events tend to concentrate at lower val-
ues of reconstructed D0 mass. To eliminate these events,
we define the variables m′(D0) = m(K−K−K+pi+s ) and
∆m′ = m(K−K−K+pi+pi+s ) − m(K
−K−K+pi+s ). In
this (m′, ∆m′) system, correctly reconstructed events
are shifted away from the (m′, ∆m′) signal region, and
events with the exchanged pion mis-reconstruction are
shifted into the (m′, ∆m′) signal region. The requirement
∆m′ > 0.15GeV eliminates 80% of the exchanged events
that survive as D0 candidates with essentially no loss of
correctly reconstructed signal. According to MC simula-
tion, the surviving 20% of mis-reconstructed events have
daughter-pion and slow-pion momenta so similar that the
wrong mass values have a negligible effect on ourD0 mass
determination.
In a prior study of the line shape and relativistic Breit-
Wigner pole position in D∗+ → D0pi+s decays [13], we
observed strong mass and mass-difference dependence
on track momentum. We also observed that the recon-
structed K0S mass value was systematically low and var-
ied with momentum. This effect was not replicated in
MC.
We determined that increasing the magnitude of the
laboratory momentum by a factor of 1.0003 and increas-
ing the energy loss reported by the Kalman fit by 1.8%
and 5.9% for the beam pipe and SVT, respectively, re-
moves the momentum dependence and offset of the re-
constructed K0S mass. The increase in the magnitude of
momentum corresponds to increasing the magnetic field
by 0.45 mT. The corrections also eliminated the momen-
tum dependence of the mass difference, which was the
subject of theD∗+ → D0pi+s study. The procedure for de-
termining these parameters and those used for systematic
uncertainty corrections is detailed in Ref. [13]. We apply
the same magnetic-field and material-model-corrections
in this analysis.
In studying the K0S signal, we observed that even after
the corrections described above, the K0S mass dropped
dramatically when either of its daughter tracks had
cos θ > 0.89. We therefore reject events for which any
of the daughter tracks of the D0 has cos θ > 0.89. This
criterion reduces the final data sample by approximately
10%. We additionally require that the momentum of the
5slow pion is at least 150MeV in the laboratory frame in
order that the MC laboratory momentum distribution
accurately replicates that observed for data.
FIT TO DATA
To determine the D0 mass, we perform an extended,
unbinned maximum likelihood fit over the candidate
mass range 1.75 − 1.98GeV, using a Voigtian distribu-
tion to describe the signal. This function provides better
agreement between the model and the m(K−K−K+pi+)
signal distribution than a multi-Gaussian model. The
background is described by an exponential function. The
Voigtian distribution is the convolution of a Cauchy and
















where m is the K−K−K+pi+ invariant mass, and the
three parameters are mD, the D
0 mass, and γ and σ,
two ad-hoc resolution parameters. The fit to the data is
shown in Fig. 1, and the results of this fit are summarized
in Table I. At the peak, the signal-to-background ratio is
approximately 175:1.
TABLE I: The results of the fits to data for the K−K−K+pi+
channel (statistical uncertainties only).
Fit Parameters Values
Number of signal events 4345 ± 70
m(D0) (MeV) 1864.841 ± 0.048
γ (MeV) 2.596 ± 0.152
σ (MeV) 1.762 ± 0.086
SYSTEMATIC UNCERTAINTIES
Systematic uncertainties arise from a variety of
sources. The dominant systematic uncertainty is the
effect of the uncertainty in the charged-kaon mass on
the K−K−K+pi+ invariant mass. The corrections to
the momentum scale and dE/dx energy loss in detector
material are also varied to account for the uncertainty
in the K0S mass [12, 13]. Additionally, we vary the fit
model to estimate the systematic uncertainty associated
with our choice of signal and background shape, and we
study the systematic uncertainty associated with inner
bremsstrahlung. We then divide the data into disjoint
subsets corresponding to intervals of azimuthal angle, φ,
the laboratory momentum of the D0, plab, and ∆m. We
assign systematic uncertainties using a method similar
) [GeV]+pi + K- K-m(K






































FIG. 1: (color online) Results of the extended, unbinned max-
imum likelihood fit to the reconstructed D0 mass distribution.
Normalized residuals are defined as (No − Np)/
√
Np, where
No and Np are observed and predicted numbers of events,
respectively.
TABLE II: Systematic uncertainties for the D0 mass mea-
surement.
Source σsys (MeV)
K± mass uncertainty 0.046




Disjoint φ interval variation 0.000
Disjoint plab interval variation 0.000
Disjoint ∆m interval variation 0.028
Sum in quadrature 0.063
to that used in obtaining the PDG scale factor [12], as
described below. The systematic uncertainties are sum-
marized in Table II.
To estimate the effect of the charged-kaon mass un-
certainty on the reconstructed D0 mass, we vary the
charged-kaon mass value by ±1σPDG = ±16 keV [12], re-
determine m(K−K−K+pi+) of each event, and refit each
new m(K−K−K+pi+) distribution. We take the average
of the magnitude of the differences from the nominal fit
6results as the systematic uncertainty. We find an aver-
age variation of 46 keV, which proves to be the largest
source of systematic uncertainty. The charged pion mass
is known to a much higher precision, so its mass un-
certainty has a negligible effect on the reconstructed D0
mass value.
We estimate the uncertainty associated with the choice
of our correction parameters for the magnetic field and
detector material model by examining the variation be-
tween the fit results using the nominal parameter val-





± 1σPDG [12, 13]. We compare the fitted
mass value from the nominal fit to the mass values ex-
tracted using the ±1σPDG correction parameters and
take the largest difference between those fits and the
nominal fit, 31 keV, as a measure of the systematic un-
certainty.
We alternatively fit the real data with a double Gaus-
sian signal shape and see a shift of 9 keV in the central
mass value. We also change the background model used
in the fit procedure from the nominal exponential dis-
tribution to a second degree polynomial. Although it
provides a relatively poor description, using a quadratic
background changes the central value by only 5 keV. We
report the magnitudes of these shifts as systematic un-
certainties in Table II.
We study the systematic uncertainty associated with
inner bremsstrahlung using PHOTOS [14]. About 3.5%
of the generated D0 → K−K−K+pi+ n γ decays had at
least one photon, and in these events the K−K−K+pi+
invariant mass averaged about 15 keV below the nominal
D0 mass, leading to a shift in the full sample average of
less than 1 keV; we therefore neglect this as a source of
systematic uncertainty.
We study the D0 mass dependence on plab(D
0), on
∆m, and on φ, based on dependences observed in previ-
ous BABAR analyses. We divide the data into 10 subsets
for plab and ∆m, and 12 subsets for φ (to reflect the 6-
fold symmetry of the detector); the intervals in the plab
and ∆m plots have variable widths selected to include
roughly equal numbers of signal events. If the fit results
from the disjoint subsets are compatible with a constant
value, in the sense that χ2/ν < 1, we assign no systematic
uncertainty. However, if we find χ2/ν > 1 we ascribe an
uncertainty using a variation on the scale factor method
used by the PDG (see the discussion of unconstrained
averaging [12]). In our version of this procedure, we de-
termine the systematic uncertainty for unknown detector
issues to be the value that, when summed in quadrature
with the statistical error, produces χ2/ν = 1, so that
σsys = σstat
√
S2 − 1, (2)
where S2 = χ2/ν. The χ2 statistic gives a measure
of fluctuations, including those expected from statistics,
and those from systematic effects. Once we remove sta-
tistical fluctuations, we associate what remains with a
possible systematic uncertainty. Fig. 2 does not show
any obvious patterns of variations, but using this pro-
cedure we assign a 28 keV systematic uncertainty due to
the variations seen in the ∆m subsets. We find that the
variation of the D0 mass with azimuthal angle and with
laboratory momentum is consistent with statistical fluc-
tuations, and thus assign no associated systematic error.
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FIG. 2: The value of m(D0) obtained from fits to data di-
vided into disjoint subsets in (a) φ, (b) plab(D
0), and (c) ∆m.
Each point represents an individual fit, and the horizontal line
indicates the nominal fit result; the points are plotted at the
mean value in the range, and the uncertainty in the mean
values is smaller than the marker size.
7CONCLUSION
We have measured the D0 mass with more than
twice the precision of the previous best measurement [6]
by analyzing a high-purity sample of D∗+ continuum
events produced in e+e− collisions near 10.6GeV. The
corresponding integrated luminosity is approximately
477 fb−1. Reconstructing the decayD0 → K−K−K+pi+,
we measure m(D0) = (1864.841 ± 0.048 ± 0.063)MeV.
The dominant source of systematic uncertainty is the
uncertainty in the charged-kaon mass. This measure-
ment will significantly improve the precision of the cur-
rent world average, (1864.86± 0.13)MeV [12].
The largest source of uncertainty in the present mea-
surement comes from the charged-kaon mass uncertainty,
reported to be ±16 keV by the PDG [12]. The two most
precise measurements of the charged-kaon mass [15, 16]
are both more than one standard deviation from the
PDG central value, and they differ by 60 keV with re-
ported uncertainties of only 7 keV and 11 keV. There-
fore, we also give the dependence of our final result on
m(K±), m(D0) = (1864.841±0.048±0.043+3[m(K±)−
493.677])MeV, where the uncertainties are statistical and
instrumental, respectively. Using this value, the D0 mass
can readily be obtained from an improved kaon mass
value.
We may use our result to estimate the binding en-
ergy of the X(3872), interpreting it as a D0D∗0 molecule.
Combining it with the current PDG average [12] for the
D∗(2007)0 − D0 mass difference, (142.12 ± 0.07)MeV,
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