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Abstract
This note is a response to [7] in which it is claimed that [13, Proposition 11] is false. We demonstrate
here that this assertion in [7] is false, and is based on a misreading of the notion of set membership in [13,
Proposition 11]. We maintain that [13, Proposition 11] is true.
Based on the empirical risk principle, one should minimize at training time the loss that one wishes to
evaluate at test time [10]. In [12, 13], we have studied the construction of surrogates for loss functions that are
submodular with respect to the set of mispredictions. One such example [13, Proposition 11] is the Intersection
over Union or IoU loss, perhaps more appropriately called the Jaccard loss as it is one minus the Jaccard index [6].
This is particularly popular in the evaluation of image segmentation algorithms, and has gained popularity in
the computer vision literature due to its inclusion in the evaluation criteria for benchmark challenges [3].
In recent years, we have devoted some effort to understanding the properties of the Jaccard index and its
implications for the construction of loss surrogates, including in [13, 11, 2]. [7] claims that these results are false
by challenging the correctness of [13, Proposition 11]. We demonstrate here that [7] makes an erroneous claim
and maintain that our results are correct.
1 Supermodularity of the Jaccard index set functions
Definition 1 (Set function [9]). A set function ℓ is a mapping from the power set of a base set V to the reals:
ℓ : P(V )→ R. (1)
Definition 2 (Submodular set function [4]). A set function f is said to be submodular if for all A ⊆ B ⊂ V
and x ∈ V \B,
f(A ∪ {x})− f(A) ≥ f(B ∪ {x})− f(B). (2)
In the following, we fix some arbitrary subset G ⊆ V (the ground truth) and define f(A) = |G∩A||G∪A| the
Jaccard index for a given prediction A.
Proposition 1. f(A) = |G∩A||G∪A| is in general neither submodular nor supermodular (the negative of a submodular
function).
∗Authors are listed in alphabetical order.
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Proof. Let A ⊂ B ⊂ V and x ∈ V \B. We may consider two cases: (i) x ∈ G or (ii) x /∈ G.
Case (i): x ∈ G.
f(A ∪ {x})− f(A)− (f(B ∪ {x})− f(B)) =
1
|G ∪A|
−
1
|G ∪B|
> 0, (3)
which indicates that f is not supermodular.
Case (ii): x /∈ G. Consider the case that |G ∩B| = |G ∩ A| = 1 and |B| = |A|+ 1.
f(A ∪ {x})− f(A)− (f(B ∪ {x})− f(B))
=
|G ∩ A|
|G ∪A|+ 1
−
|G ∩ A|
|G ∪ A|
−
(
|G ∩B|
|G ∪B|+ 1
−
|G ∩B|
|G ∪B|
)
(4)
=
1
|G ∪A|+ 1
−
1
|G ∪ A|
−
(
1
|G ∪ A|+ 2
−
1
|G ∪A|+ 1
)
< 0, (5)
which indicates that f is not submodular.
G \A A \GG ∩ A
We defineM := (A\G)∪ (G\A), the symmetric difference, or set of mispredictions in our context, between
A and G (often denoted A△G). We may uniquely recover A from M by A =M△G. Let
g(M) := f(A) = f(M△G) =
|G \M |
|G ∪M |
(6)
be the Jaccard index as a function of the set of mispredictions.
Proposition 2 (Proposition 11 [13]). g(M) = |G\M||G∪M| is supermodular and its negative is therefore submodular.
Proof. Let M ⊂ N ⊂ V and x ∈ V \N . The following holds:
|G \N | ≤ |G \M | ≤ |G| ≤ |G ∪M | ≤ |G ∪N |. (7)
Case (i): x ∈ G.
g(M ∪ {x})− g(M)− (g(N ∪ {x})− g(N)) = −
1
|G ∪M |
+
1
|G ∪N |
≤ 0. (8)
Case (ii): x /∈ G.
g(M ∪ {x})− g(M)− (g(N ∪ {x})− g(N)) =
|G \M |
|G ∪M |+ 1
−
|G \M |
|G ∪M |
−
|G \N |
|G ∪N |+ 1
+
|G \N |
|G ∪N |
≤ 0, (9)
where the inequalities arise by application of (7).
2
We note that other authors have correctly studied submodular functions of the symmetric difference, e.g. [5,
8].
2 Conclusion
In [7] the set functions in Proposition 1 and Proposition 2 are conflated leading to the incorrect conclusion
that [13, Proposition 11] (which coincides with Proposition 2) is false. [7] furthermore claims that [2] therefore
contains errors, but we see that this deduction is based on a false premise. [13, Equation (9)] and [2, Equation (5)]
explicitly indicate the correct construction of the set function. We remain confident in the correctness of [13, 2]
and other recent work that builds on [13] including [1].
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