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Abstract: Wireless sensor networks suffer from constrains in terms of energy, memory and
computing capability. In recent years, the main challenge was to develop energy efficient solutions
mainly at the MAC and network layers to increase the lifetime of the network, which spawned the
development of the data aggregation. Data aggregation is the procedure of intelligently gathering
information which reduce the amount of data send to the sink, this improve the network capacity.
In this report, we show that data aggregation can effectively reduce the energy consuming and
improve the network capacity. More, we present the state-of-the-art aggregation functions, includ-
ing compressing-based and forecasting-based method; compressing aggregation focus on compress
the data packets accompanied with transmitting based on spatial correlation; while forecasting
aggregation tends to use mathematical model to fit the time series and predict the new value
due to highly temporal correlation. We detail these two methods and characterize them respec-
tively. We propose comparison between A-ARMA and Compressing Sensing, which are on behalf
of forecasting aggregation and compressing aggregation respectively.
Key-words: data aggregation, wireless sensor networks, compressive sensing, auto-regressive
moving average model
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Agrégation de données dans les réseaux de capteurs sans fil:
la compression ou la prévision?
Résumé : Les réseaux de capteurs sans fil souffrent de contraintes en termes d’énergie, la mé-
moire et capacité de calcul. Au cours des derniéres annèes, le principal défi était de développer
des solutions économes en énergie principalement au nieau des couches MAC et réseau pour aug-
menter la durée de vie du réseau, ce qui a engendré la développement de l’agrégation de données.
Agrégation des données est la procédure de collecte intelligente des informaions permettant de
réduire la quantité de données à envoyer de l’évier, ce améliorer la capacité du réseau. Dans ce
rapport, nous montrons que l’agrégation des données peut réduire efficacement la consommation
d’énergie et améliorer la capacité du réseau. De plus, nous présentons les fonctions d’agrégation
state-of-the-art, y conpris méthode de compression basée sur la prévision et basée; compression
accen d’agrégation sur compresse les paquets de donn’ees accompagnées de transmission sur la
base de la corrélation spatiale, tandis que la prévision agrégation tend à utiliser le modèle math-
ématique pour s’adapter à la série temporelle et de prédire la nouvelle valeur en raison de la
corrédire la nouvelle valeur en raison de la corrélation temporelle fortement. Nous détaillons
ces deux méthodes et les caractériser respectivement. Nous vous proposons comparason entre
A-ARMA et détection de compression, qui sont au nom de prévoir l’agrégation et la compression
de l’agrégation respectivement.
Mots-clés : agrégation de données, les réseaux de capteurs sans fil, détection de compression,
modèle de moyenne mobile auto-régressifs
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1 Introduction
Recently wireless sensor networks (WSNs) have received more and more attention due to their
potential in urban and military applications[35][22][37], including environmental monitoring,
military surveillance, tracking, health care, intrusion detection, etc. Typically, WSNs have a
large number of wireless sensor nodes with the ability to communicate among them and also to
an external data collection point (referred as a sink). Depending of the application requirement,
sensors send either periodically or on-demand for event-based the sensing data, process it and
then transmit it to the sink. They are deployed to collect and report information by sending
data through the WSNs to the sink. The frequency of data reporting and the number of nodes
depend on the application.
Since sensor nodes are energy constrained and bandwidth constrained, it is inefficient for all
the sensors to transmit the data directly to the sink. Data aggregation is defined as the process
of aggregating the data from no less than one sensor to eliminate redundant transmission and
provide fused information to the sink(in case of 1 sensor, we can also considerably reduce the
redundant information due to the temporal correlation).
Data generated by neighbouring is often redundant and highly correlated; this is referred
to as spatial correlation. Spatial aggregation usually involves the fusion of data from multiple
sensors in intermediate nodes by exploiting the spatial correlation, thus the aggregated data is
transmitted to the sink. Generally, sensor nodes involve in spatial correlation are in the near
neighbourhood. More, consecutive data in time typically experience small variations; this is re-
ferred to as temporal correlation. Temporal correlation focus on finding the temporal correlation
between the data from the same sensor in a given duration. By exploiting the temporal and/or
the spatial correlation, data aggregation is a method that combines data into a high quality of
information in order to reduce the data load. The less data is transmitted, the less energy and
bandwidth is spent, and the more capacity of network is saved. Hence, the lifetime of WSNs is
prolonged.
This report present state-of-the-art focused on aggregation function in WSNs, including two
types. One is compressing-based method, i.e. compressive sensing, another is forecasting-based
method. Compressing-based method focus on compress the data during the procedure of data
gathering, which reduce the amount of data (or the number of packet) to achieve aggregation.
Forecasting-based method tend to use mathematical model to do prediction (due to the high
temporal correlation between the data) and reduce the data reporting frequency. These two
methods can achieve good accuracy in sink from recovery, and many researchers do deeply
research on these methods.
In section 2 we show that data aggregation can take more benefits than energy-efficient
Routing and MAC protocols. Then in section 3 we discuss the compressing-based method:
compressive sensing (CS), and propose the related work on CS. In section 4 we introduce the
forecasting-based model and the related work. In section 5, we compare the forecasting and
compressing aggregations, and give conclusion and present our future work in section 6.
2 Aggregation benefits
2.1 Some basic results
Whether data aggregation in wireless sensor networks can save energy or improve network ca-
pacity? In this report, we give a positive answer. Facing on a dedicated application, without
lost of generality, we calculate the energy consuming and the capacity in 2 different topologies.
RR n° 8362
4 Jin CUI , Fabrice VALOIS
A technical report from ETSI (European Telecommunications Standards Institute) proposed
some urban applications to guide further development of smart city based on WSNs [1],e.g. water
and gas smart metering, waste management, air pollution monitoring and alerting, acoustic noise
monitoring, parking management system etc.
Take water metering for example. The water metering application mostly consists in collecting
data from the meters to the wide area network access points that transfer them over cellular or
wired networks to the utility company information system. They required every point daily
update, and the amount of data is 100 bytes. At the same time, there is a tolerated loss of 10−2.
We consider two network topologies to discuss the energy consumption and network capacity,
one is 1-hop network, another is 1D network. In 1-hop network, every node (we set 5 sensors) is
directly connected to sink. Assuming the transmission range of a sensor is R, and the distance
between every sensor is L and define L ≥ R to reduce RF interference, i.e. every two sensors
can’t communicate. In addition, sensors are set close to the sink to ensure that they are direct
communicated and to prevent lost packets during transmission. In 1D network, it’s assumed a
chain topology. In this model, 5 sensor are placed l away from each other in a straight line and
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Figure 1: The two different topologies
The circuits radio emitting in the band of ISM 868MHz begin from 19.2kbit/s, and the
power losses are considered identical regarding to the power of transmission and receive, i.e.
Ptx = 62.5mW and Prx = 53.7mW .
We consider the sensor 5 in two topologies, because in 1D network, the sensor 5 is easily
become the bottleneck for the whole network, and in 1-hop network, every sensor is similar with
each other. In others words, we all consider the worst case in two topologies.
We assume a collection of two-day data in water metering application and compare the energy
used and the capacity required with and without aggregation. In 1-hop network, sensor 5 needs to
report 2 packets during the 2 days, and consuming energy as 2·Ptx. In contrast, with aggregation,
the 2 days data maybe highly temporal correlated and due to the tolerated loss, we just need
one packet to forecast or recovery the second packet, thus the energy consuming is Ptx. The
aggregation procedure can be recovered by sink, the computation in sensor can be negligible.
Therefore, after aggregation, in 1-hop network, the saving energy can reach 50%. Similarly, in 1D
Inria
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network, beside transmitting the own data to sink, sensor 5 needs to receive the other 4 sensors’
data and forward to sink if there is no aggregation scheme. The process consume more energy
as 2 ·(4 ·Prx + 5 ·Ptx). In terms of aggregation, every packet can be aggregated in its next hop,
so sensor 5 just needs to transmit one aggregated packet per day, thus the energy consuming
is 2 ·(Ptx + Prx). In a better situation, second packet can be forecast or recovered by the first
packet, the energy consuming is just Ptx + Prx. The saving energy can reach 79%, as shown in
figure 2.

























Figure 2: The energy consumption in two different topologies
We use the amount of packet size to estimate the capacity required. As mentioned above,
water metering application needs a packet one day, and the amount of packet is 100 bytes, and
also for collecting 2-days data. In 1-hop network, sensor 5 needs to report 2 packets, i.e. 200
bytes; in contrast, it only report 1 packet with aggregation, which saves the capacity by 50%. In
1D network, sensor 5 needs to forward 4 packets every day, the capacity from sensor 5 to sink
is 500 bytes one day. With aggregation, the packets will be aggregated together, sensor 5 only
sends 2 packets one day, and the second-day packet can be forecast or recovered by aggregation
scheme, which can save the capacity by 80%, as shown in figure 3.
After analysis of single sensor, we also calculate the total energy consumption and capacity
regarding the whole network. In the above paragraph, we assume the best situation with ag-
gregation, here we will discuss the relationship between energy (capacity) and the aggregation
ratio1, and we assume sensors need report during 30 days.
In 1-hop network, every sensor can’t be communicated with each other, thus we proposed
using the temporal correlation to aggregate the data. Temporal correlation can be discovered in
the consecutive time series, we set w1h ∈ [0.1, 1] as the aggregation ratio in the 1-hop scenario.
The total packets is 30, when w1h = 0.1, the required packets is only 30 · w1h = 3, which means
1we define the aggregation ratio as w ∈ (0, 1], and w = n
N
where n is the really transmitted packets due to
aggregation, while N is the total packets. Thus there only w% of the generated packets are really transmitted.
w = 1 means there is no correlation between packets. The smaller w is, the smaller number of required packets,
the higher correlation, the higher aggregation degree.
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Figure 3: the network capacity in two different topologies
10 packets can be aggregated together. In contrary, w1h = 1 means there is no correlation
between packets, and the energy consumption can be written as 5 ·Ptx ·30 ·w1h. Similarly, the
capacity consuming is 500 ·30 ·w1h, as show in figure 4 (a) and (b). It is obviously that the higher
temporal correlation, the less the aggregation ratio, the whole network consumes less energy and
saves more capacity.
In 1D network, we can adjust the distance between nodes to make them geographically closer




i ·Ptx + (i − 1) ·Prx, where i is the sensors’ number. We set aggregation ratio
w1d ∈ [0.2, 1], thus the energy consumption can be written as
5·w1d∑
i=1
i ·Ptx + (i− 1) ·Prx, as shown
































(a) The energy consumption with different ag-
gregation ratio w1h























(b) The capacity with different aggregation ratio
w1h
Figure 4: Energy and capacity consumption with different aggregation ratio w1h in 1-hop network
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(a) The energy consumption with w1d











































(b) The link capacity with different w1d and λ
Figure 5: Energy and capacity consumption with different aggregation ratio w1d in 1D network
in figure 5 (a).
With regard to the network capacity in 1D network, data aggregation scheme may change the
packet size (we set packet size coefficient λ in section 2.4). Using λ = 10%, 25%, 50%, 75% and 100%
as the packet size increment. The maximum link capacity for one day without aggregation
(w1d = 1) is 500. And when w1d < 1, the capacity will be formulated as:
Clink1d = 100 · 5 ·w1d(1 + λ)
We plot the relationship between capacity and aggregation ratio in figure 5(b). Overall,
proportional to the aggregation degree, network capacity is saved; that is to say that aggregation
scheme indeed improve the network capacity. Where we need to concern is when w1d = 0.8, the
required packets is 4, i.e. sensor 1 and 2 can be aggregated in one packet, the capacity will be as
same as no aggregation scheme with λ = 100%; but along with the aggregation ratio decreasing,
the capacity is saved by the aggregation scheme. In other words, we need to trade off the packet
size change and aggregation ratio when using aggregation (we discuss the trade off in section
2.4).
2.2 Routing layer-benefits from aggregation
In the context of WSNs, routing protocol should save energy and, then, extend the network life-
time, (e.g. Optimized Link State Routing (OLSR)[18], Greedy Perimeter Stateless Routing(GPSR)[21],
Gradient-based Routing(GBR)[41], and Simple Random Walk Routing(SRW)[30]). Note that, as
data aggregation, the goal of such routing protocol is also to save energy. However, by modelling
the energy consumption for the mentioned protocols, we show that data aggregation is always
the most basic solution to save energy.
There are different models proposed for modelling energy consumption in battery-powered
wireless networks. Here we use the model described in [20] [23] as the model for energy con-
sumption for both transmission and reception, and formulated as:
Eb = ETx + Γ× ERx (1)
Where ETx is the energy consumed to transmit one bit of information while ERx is the energy
consumed to receive the same bit of information at targeted receivers; and Γ is the neighbours’
number which need to report to the receiver. Actually, Eb denote the total energy cost of a single
bit in one hop transmission, including transmission and reception cost.
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OLSR [18] is one of the proactive routing protocol which is used in wireless mobile ad hoc
networks. It consists to periodically exchange topology information in Topology Control (TC)
message in order to establish a route to any destination. Multipoint relays is used to optimize
TC message flooding. The respective energy cost is as follow. Cost of Hello(H) message is
expressed as[23]:
EH = fH × SH × Eb
where fH and SH are respectively the frequency and the size of the packet of H message(in the
following, we use f and S respectively denotes the frequency and size of packet). And similarly,
the cost of TC message is[23]:
ETC = fTC × STC ×NTC × Eb
where the NTC is the average number of multipoint. As the transmission of data packet in OLSR
(such as GPSR, GBR and SRW) protocol is unicast mode, the cost of unicast data message
is[23]:
ED = fD × (SD + SACK)× LOLSR ×NTx × Eb
where SACK is the size of acknowledgement packet and NTx defined as the average number of
retransmission required before the successful transmission in realistic channel condition; and the
LOLSR is the average number of hops in OLSR. Thus the total energy cost in OLSR is[23]
EOLSR = EH + ETC + ED , fOLSR(Eb)
where we defined a function fOLSR, and we find the energy cost in OLSR is a proportion function
of Eb.
GPSR [21] is the most will known beacon-based geographic routing. In GPSR, nodes pe-
riodically send hello messages in order to get its 1-hop nodes location. To send data to the
destination, at each hop forwarding node selects its neighbour which will minimize the distance
to the destination. the total energy cost is [23]
EGPSR = EH + ED + EPU , fGPSR(Eb)
where EPU is the energy cost of locations updating, we can consider the value of updating is a
constant, thus the energy cost is a proportion function of Eb.
In simple Gradient-Based Routing(GBR)[41], only the control packet, Advertisement message
(ADV) is periodically broadcast in the network. The cost of ADV message is [23]
EADV = fADV × SADV ×ND ×Ns × Eb
where ND is the number of nodes in the network and Ns is the number of sink in the network.
Thus, the total energy cost in GBR is [23]
EGBR = EADV + ED , fGBR(Eb)
similarly, the energy cost in GBR is a proportion function of Eb.
A simple random walk (SRW)[30] routing is defined as where nodes use hello message to set
their 1-hop neighbors information. Then, when node has data to send, it randomly selects the
next-hop among its 1-hop neighbour before relaying the data to the selected node. The total
energy cost is[23]
ESRW = EH + ED , fSRW (Eb)
the energy cost in SRW is a proportion function of Eb.
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Comparing these four routing protocols, although they use different methods to design the
routing (e.g. proactive routing, gradient routing or geographic routing), the energy consumption
is more or less similar, and all the energy consumption is a proportion function of Eb. Regarding
Eb, in equation 1, we know the affect factor is ETx and ERx . The purpose of aggregation is
exactly reduce the redundant information; the spatial aggregation can be used to reduce the
spatial correlated data (in section 3.1, it can primarily reduce the reception cost ERx), and the
temporal aggregation is used to reduce the temporal correlated data (in section 4.2 which can
substantially reduce the transmission energy cost ETx). The energy efficient routing protocols
just adjust the indecisive factors(e.g. change broadcasting the flooding message (OLSR) as one
control message (GBR) in network etc), however the fundamental factor should be the energy
consumption in transmission and reception.
We use aggregation ratio w to describe the extent of aggregation scheme. Thus, assuming




OLSR(Eb) = wfOLSR(Eb) = wEOLSR
f
′
GPSR(Eb) = w(EH + ED) + EPU
f
′
GBR(Eb) = wfGBR(Eb) = wEGBR
f
′
SRW (Eb) = wfSRW (Eb) = wESRW
As we mentioned above, aggregation ratio w is a fraction no more than 1, thus the total energy
cost would be decreased.
We compare the energy cost in different routing protocols, and in the scenario of SRW, we set
aggregation ratio w from 0.2 to 1 show the benefits form aggregation. In figure6, we can see that
the energy consumption in the four routing protocols are really different but the difference is not
significant as the effect of aggregation scheme; since they just adjust the unicast or broadcast
message size or some other indecisive factors. We use aggregation ratio w in the situation of SRW
protocol in figure 6, when the w = 1, which means all the generated packets are required, i.e.
there is no aggregation, the energy consumption is the same as original SRW protocol. With the
decrease of w, the required packets is gradually smaller, thus the energy cost is correspondingly
decrease. At the meanwhile, we can see from the figure 6 that, routing protocol SRW consume
the smallest energy in the 4 protocols, and it can save energy comparing with GPSR; while the
saving energy are more and can be achieve 80 % in SRW when w = 0.2. It means appropriate
aggregation scheme is more useful and efficient to reduce the energy cost than routing protocols.
Therefore, data aggregation is the basic and fundamental solution to reduce the energy waste in
wireless sensor networks.
2.3 MAC layer-benefits from aggregation
MAC protocols, specially in WSNs, are used to share the medium and avoid collisions between
neighbours. Because sensor nodes have low computational, synchronisation capabilities and also
memory capacities, MAC protocols face to several limitations[3]. Generally speaking, MAC
protocols for WSNs usually use a duty cycle[33] mechanism to save energy. Since the receiving,
sending and listening energy costs are approximately the same for usual radio chips (the power
consumption of node components is shown in figure 7), the only way to save energy is to turn off
the radio (e.g. to switch to sleep mode). The basic idea of duty-cycle MAC protocols consists in
a alternatively wake up node and switch to sleep mode; The differences between these protocols
are just about the preamble length, the type of configuration in the control packet, and the
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Energy consumption in routing protocols OLSR, GPSR, GBR, and SRW; 
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Figure 6: The energy consumption comparison in different routing protocols with and without
aggregation
Figure 7: Power consumption of typical node components
convective window. Thus, there are different MAC protocols for different purposes or solving
different problems, such as BMAC[33], XMAC[7], SMAC[42] etc.
In BMAC[33], nodes pick a random wakeup time and then alternately sleep and wakeup.
BMAC uses LPL (Low Power Listening) method which consists in listening periodically to the
channel for radio activity. When a node needs to send a message, it sends a preamble (sequence
of bits) which duration is equal to the duty-cycle period. Each node, when it wakes up, senses
the channel, if it detects the preamble it stays awake until the end of the communication in order
to receive the packet, otherwise it goes back to sleep. The main advantage of this protocol is
that there is no need for a global time synchronization. Nevertheless the length of the preamble
and the overhearing problem (nodes listening the preamble even if they are not the destination
of the packet) can leads to high energy consumption.
Enhancements have been propose by XMAC[7] for instance. They aim at reducing energy
consumption by avoiding unnecessary listening. In XMAC, the long preamble is replaced by
the strobe preamble. The receiver wakes up randomly, when it listens a preamble and it’s the
receipt, it will send a ACK frame to sender, and completes the whole process of transmission.
Otherwise, it will sleep for the defined cycle.
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SMAC[42] makes the nodes in a neighbourhood synchronized in order to wake up at the same
time and access the medium by contention using carrier sense and RTS/CTS mechanisms. We
show the different MAC mechanisms in figure 8, which describes the whole process of successful






































Figure 8: Schematic comparison of the timelines between B-MAC, X-MAC and S-MAC
From figure 8, we can model the energy consumption in the 3 protocols; without loss of
generality, we also set Γ as the number of receivers. And to make the model more clearly, we use
the parameters in table 1 to define the energy consumption model for different protocols.
For B-MAC, successfully transmit a packet will consume EBMAC , which can be formulated
as follow:
EBMAC = preamble energy + sending energy
+ β · Γ · (listen energy + sleep energy)
= Ptxdp + Ptxddata + β · Γ · (Psds + Prxdl + Prxddata)
While X-MAC uses strobe preamble to reduce the energy consumption of the long preamble,
which has a expected number of iterations required to determine the preamble frequency. Thus,
EXMAC = (preamble energy +ACK listen energy) ∗ (expected repetition required) + sending energy
+ β · Γ · [lisen energy + sleep energy + receiving energy + sending ACK energy]
= (Ptxdp + PrxdACK) ∗ α+ Ptxddata + β · Γ · (Prxdl + Psds + Prxddata + PtxdACK)
Before sending packets to the receiver,S-MAC needs to synchronize the neighbours. The energy
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Table 1: Model parameters and value
Value
Parameter Definition BMAC XMAC SMAC
Ptx the power required for transmission 62.5 – –
Prx the power required for receive 53.7 – –
Ps the power required for sleep 0.02 – –
dp the duration for preamble 60 7.8
ds the duration for sleep 22.92 42.8
dl the duration for listening 37.08 10
ddata the duration for data transmission 15 – –
dACK the duration for acknowledgement 7.2 7.2
dSY NC the duration for synchronization 25
dRTS the duration for Request to Send 13.9
dCTS the duration for Clear to Send 13.9
α short preamble repetition required in XMAC 4
Γ number of neighbours 20 – –
β the probability of successful receiving a packet 50% – –
"–" show the value is the same with left column.
The units for Pxx is mW , and for dxx is ms.
consumption is ESMAC , which can be formulated as:
ESMAC = SY NC energy +RTS energy + sending energy + receiving CTS + receiving ACK
+ β · Γ · (SY NC energy + CTS energy + receiving energy +ACK energy)
= PtxdSY NC + PtxdRTS + Ptxddata + PrxdCTS + PrxdACk
+ β · Γ · (PrxdSY NC + PtxdCTS + Prxddata + PtxdACk)
In table 1, we calculate the value for 3 protocols to compare the energy consumption. We
set transmission power is Ptx = 62.5mW , receiving power is Prx = 53.7mW , sleeping energy is
Ps = 0.02mW , and bandwidth is 19.2kbps. We assume the total time for successful transmission
is the same, and data packet is 36 Bytes. Thus the ddata in 3 protocols is the same, 15ms.
Based on the parameters given in [7], we can calculate dp, dACK . Because we assume the time
for transmission is the same in 3 protocols, given the expected repetition required number α = 4,
we can get the long preamble is 60ms (i.e. dp = 60ms in BMAC). In XMAC, once receiver listen
a integral preamble, it will send ACK in the end of preamble. Thus, the duration for listening
should meet dp ≤ dl < 2 · dp + dACK , so dl = 10ms and ds = 42.8ms. In BMAC, the receivers
are randomly wake up, without loss of generality, we use golden section ratio to set the value,
thus dl = 37.08ms and ds = 22.92ms.
SMAC uses time slots to synchronize and transmit. Due to the parameters in [42], listen
interval 75ms can be divided to 30 slots, and 10 for SYNC, 20 slots for data. And summing ACK
duration is the same with XMAC, we can calculate all the parameters for energy consumption.
Assuming we need 100 packets in a given duration, the neighbours’ number is 20, and the
probability for successful receiving a packet is 50%. We plot the energy consumption in figure
9. We can see, the energy consumption among different protocols are different, which means
appropriate MAC protocol indeed saving energy.
While assuming there is an aggregation scheme which make the aggregation ratio w = 0.5,
i.e. there are only 50% of the generated packets need to be transmitted. For the 3 protocols, the
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Figure 9: The energy consumption comparison in different MAC protocols with and without
aggregation, where aggregation ratio w = 0.5
energy consumption decrease 50%, as shown in figure 9. And the benefit for SMAC is significant.
Without aggregation, SMAC consumes more than twice than XMAC, while after aggregation,
the energy considerably decrease, and the energy saving is more than the difference between
SMAC and other protocols. That is to say, if there is a efficient aggregation scheme, there is no
need to consider which MAC protocol is better, anyone can achieve a better performance.
Therefore, for the unique application, we can appropriately adjust the MAC parameter due
to the aggregation scheme, which will not only decrease the sending and receiving energy, but
also decrease the overhead in the MAC protocol(e.g. idle listening), and finally save more energy.
2.4 The trade-off for aggregation
As mentioned above, aggregation in WSNs can save energy regardless of routing layer or MAC
layer, and also can improve the network capacity. All of the benefits are derived from the
nature of aggregation, data aggregation in WSNs is committed to use the temporal or/and
spatial correlation to discover the potential relationship between different packets (the correlated
packets in general include the redundant information which is no use for the application), and
then essentially reduce the redundant information to save energy and save capacity, i.e. reduce
the amount of packets, which is basically reduce the possibility of collision, idle listening etc..
However, we mentioned in section 2.1 that data aggregation may change the packet size,
because sometimes we aggregate many information just into one packet. Here, we will analyse
the relationship between aggregation ratio w, packet size coefficient λ 2 and energy, network
2 we define packet size coefficient λ as the rate of the packet size changed, p is the bits for original packet, we
set p
′




. Note, here λ can be negative value if the aggregated packet
size is smaller than the original one. And we set λ ∈ [−1, 1], λ = −1 means there is no packet need to report
after aggregation (i.e. p
′
= 0), and λ = 1 means the new packet size is twice than the original one (If the packet
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capacity.
Assuming a network originally generates N packets, and the average size for the packets is p
bits, and in MAC layer successfully transmit a bit will consume Ebit energy. Thus, to transmit
N packets, the energy consuming is
E = N · p · Ebit
After using aggregation scheme in network, the packets may be increased, we assume the incre-
ment is λ. And corresponding the packets increment λ. If the aggregation ratio is w, the real
transmitted packets is w ·N , thus, the aggregated energy consuming is
Eagg = w ·N · p(1 + λ) · Ebit
Eagg ≤ E illustrate that the aggregation scheme indeed decrease energy consumption, i.e.
w ·N · p(1 + λ) · Ebit ≤ N · p · Ebit (2)
w · (1 + λ) ≤ 1 (3)
In inequality 3, if the packet size coefficient λ is 0 or very small, the determining factor is
aggregation ratio w. Therefore, when we consider to use an aggregation scheme in an application,
we need to primarily consider the aggregation ratio. Because aggregation ratio w reflects the
efficiency of an aggregation scheme, and at the meanwhile, also implicit the ability of saving
energy, which is 1− w · (1 + λ).
Similarly, the network capacity (Cnet) and maximum link capacity (Clink) also can be for-
mulated as follow. Without aggregation, the maximum link capacity is:
Clink = N · p





With aggregation (aggregation ratio is w), the real transmitted packets is w · N , and the
packets increment is λ, thus the aggregaed maximum link capacity is:
C
agg
link = w ·N · p · (1 + λ)






i · p · (1 + λ)
The maximum link capacity can be saved by N · p · [1− w · (1 + λ)].
We plot the inequality 3 in figure 10 with w ∈ (0, 1] andλ ∈ [−1, 1], and we use colours
and areas to describe the potential to save energy and capacity. The warm colours are more
approach 1 (in area 5), that is to say the potential to save energy and capacity is lower; while the
cool colours are more approach 0 (in area 1,2,3), i.e. the potential to save energy and capacity
is higher. From figure 10, we can also see that, if the aggregation ratio w ≤ 0.3, no matter
how change the packet size coefficient λ, the minimum energy and capacity savings can reach
size increases more than 100%, maybe it will lead to the packet loss or traffic congestion, which violate the goal
of aggregation. Thus we don’t consider the situation of λ > 1 ).
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Figure 10: The trade-off between aggregation ratio w and packet size coefficient λ, which show
the potential to save energy and capacity.
to 50% (see in area 1 and 3); while if λ ≤ −0.4, the value for saving energy and capacity is
also greater or equal 50% with aggregation ratio w ∈ (0, 1) (see in area 2 and 3). We need to
node here that, if w = 1 (i.e. there is no aggregation scheme), packet size coefficient λ will be
meaningless. And when packet size coefficient λ ≤ 0.8 and aggregation ratio w ≤ 0.9, i.e. area
4, the minimum energy and capacity savings can get to 30 %. However, in area 5, the ability
for saving energy and capacity is not optimistic (just ≤ 20%). Thus, we can conclude that,
when using aggregation scheme in a real application, we need to trade off the aggregation ratio
and packet size coefficient to find the optimal result to save energy and capacity. Therefore,
from the perspective of energy and capacity, aggregation scheme is the fundamental solution to
save energy and capacity, which make the WSNs live longer and have more capacity to achieve
more function. Certainly, we also need to consider the trade off for energy and capacity, if the
aggregation scheme is not very efficient(e.g. aggregation ratio w ∝ 1), the scheme is almost
useless for saving energy and capacity. In the following section, we introduce some efficient
aggregation scheme: compressing-based and forecasting-based aggregation.
3 Compressing-based aggregation
3.1 Introduction of Compressive Sensing
Shannon sampling theorem [8] defined that the sampling rate should be more than twice the
maximum frequency present in the signal. Obviously, this minimum sampling rate is a worst
case bound. Recently research found that many natural signals can be transformed to another
space, with a small number of the coefficients represent most of the feature of the signals, e.g.,
audio signals can be transformed into the frequency domain, images can be represented by a
discrete fourier transform (DFT) or discrete wavelet transform (DWT).
Compressive sensing (or compressive sample, CS) asserts that certain signals can be recovered
from fewer samples than Shannon sampling uses by solving a programming optimization problem
form non-adaptive linear projections. The whole process of compressive sensing is shown in fig11.
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Figure 11: the procedure of compressive sensing
Suppose if a signal d ∈ RNcan be represented as a sparse signal x ∈ RN in some orthonormal
basis Ψ ∈ RN×N , the signal can be recovered from M (M ≪ N)measurements. The sampled
signal via CS can be presented as
y = Φd+ e = ΦΨx+ e (4)
where Φ ∈ RM×N represents a sensing matrix and e is an unknown additive noise during acqui-
sition.
When using CS, it must rely on two conditions : sparsity and incoherence. Sparsity makes
it possible to abstract the siagnal with small sample than the Shannon sampling theory used.
We say d is k-sparse in the Ψ domain if the number of non-zero coefficient are small and equal
to k. And in general, the sensing matrix can be choose randomly, and random matrices are
normally incoherent with any fixed basis [8], therefore incoherence between the sensing matrix
Φ and transform basis Ψcan be achieved.
There is a usual criterion restricted isometry property (RIP) to detect if the sensing matrix is
satisfied to recover the sparse signal, and due to RIP, we know when the number of measurement
M satisfies
M > const · k log N
k
(5)
Thus, O(k log N
k
) random measurement are enough to recover a signal (when the signal is k-
sparse). And in general, we chose M = 3k ∼ 4k as the number of measurements.
The recovery procedure is a linear program, l1 minimization is widely used for CS signal





‖ΦΨx− y‖22 + β‖x‖1 (6)
To solve this problem, there are many algorithm to proposed, e.g. convex optimization algorithms
and greedy algorithms[9].
3.2 CS in wireless sensor networks
Because of the characteristics of Compressive sensing, the researchers find that which is adaptive
to used in wireless sensor networks. First of all, CS is a compressive method, which can be used
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to data aggregation in WSN. Second, CS theory shift the energy consumption into the decoder,
e.g. the sink node in WSNs, which considerably solve or relieve the energy consume in sensor
nodes. As known to all, the energy problem is one of the most importance problem in WSNs.
At the mean while, CS can help to reduce the traffic, which also be a part of energy saving.
As mentioned above, CS has many good feature for WSNs, there are many researchers do
deeply research on compressive sensing in WSNs. Some papers focus on the data representation
to improve the accuracy or energy efficiency [11][39][24][12][13];some papers pay attention on the
application[32][10][38][5][28][4][34];some papers concern on the relationship between routing and
compression[40][25];and some papers committed to research the performance when using CS in
WSNs[43][29][17], and so on.
3.2.1 Data representation in CS
In the processing of CS,there is a measurement matrix Φ(M ×N)to make the data sparsity. And
in general, we use random generator to randomly select the projections for WSNs. However, the
authors proposed in [11] concern on collect as much information with as little energy as possible.
In the beginning, each sensor randomly send its reading to sink (where sink has the whole view of
the network), and then when the sink is not satisfied with the data field or the data accuracy;it
will determine the projection vector and the path to receive the value. After this, sink will send
messages along the path and waits for the projection value; and then update the estimate of the
new data field and determine its accuracy. Suppose p is the projection vector,the reduction of
differential entropy △H(p) and energy (measured by the numbers of transmissions)E(p) are be
used to determine which should be the better projection. To choose the p which make △H(p)
E(p)
minimum, they proposed a heuristic algorithm. This method can be used small-scale network
since sink need to exactly know the specific field, however the energy consumption may exceed
expectation due to the messages dissemination.
In [39], the authors presented distributed algorithm based on sparse random projections to
reduce the communication cost of pre-processing the data. To compute one random projection,
every sensor j locally generates a random variable Φij . If and only if the random variable is
non-zero, sensor j sends the value of Φij with its own data dj to the corresponding sensor i.
The receiver just simply stores the random projection coefficient
∑n
j=1 Φij · dj . This process is
repeated until every sensor has stored a random projection coefficient. Then sink can query any
Ok log N
k
sensors by the idea of compressive sensing to recovery the data. This method reduce
the traffic in network since they store the projection in every node, however, every sensor need
to consume storage for the purpose.
[24] proposed a simply projection method, which make sensors use projection with the sched-
uled time slot;it means node 1, 3, 5 send the reading to sink in slot ti, and the node 2, 4 report
in ti+1. This method naturally uses the fast fading wireless channels for generating random
projections, is simple to implement. However the recovery accuracy may not be guaranteed.
3.2.2 Applications based on CS
In terms of the application using CS, [28]is the first complete design to apply CS theory to
data gathering for large-scale wireless sensor networks. They proposed data can be transmitted
along with compressed by CS theory, which reduce the possibility of bottleneck (as mentioned in
section1 page4, sensor 5 in 1D network is easily become the bottleneck if without aggregation)
and present aggregation can improve the network capacity.[32] use Bayesian compressive sensing
for sparse event detection, which iteratively estimate the probable values from received data,
i.e. using Bayesian compressive sensing to replace l1 linear minimization. In [38], the authors
RR n° 8362
18 Jin CUI , Fabrice VALOIS
proposed an intelligent compressive sensing, which introduce autoregressive AR model into the
reconstruction of the sensed data, the data accuracy can be improved. The reconstruction is












‖ΦΨx− y‖22 + β‖x‖1 (7)
where the Si is the one-hop neighbor index set of the i-th node, which is also the support set
of the AR model,aij is the j-th AR parameter for the i-th node, and dij is the data of the j-th
neighbour for the i-th node. And this equation has been solved in iterate way proposed in [38].
The authors proposed that a compressive sensing process should include random projection,
CS construction, and the sampling frequency feedback in [10]. In terms of the sampling frequency
feedback, it means setting a parameter which enable the sensor to adjust its sampling rate to
keep the reconstruction quality within an acceptable range, called SRI (sampling rate indicator)
feedback. It uses L additional reserved samples to evaluate the reconstruction performance. The
sink compares the reserved data with the corresponding reconstructed data for calculating the





where j is the index set of the reserved samples,dj ∈ RL is a part of reconstructed signal
corresponding to the reserved samples, and yj ∈ RL is the vector of reserved samples. If the
RQI is below (above) the acceptable reconstruction quality, the sink will send an SRI message
to make sensor increase (decrease) the sampling.
[34] and [31] combined the compress sensing and PCA(Principal Component Analysis) to
recovery the original data. The PCA [19] is used to find transformations that can sparsify the
signal, which originally transform the correlated data to uncorrelated data. In [34]and[31],they
use the mean value vector x̄ and covariance matrix Σ̂ to recovery the original data. In equation
(4), d is the original data, and set dk is a vector of data in time k. Given sample mean vector d̄












(dk − d̄)(dk − d̄)T
According to the PCA theory, the sparse vector s can be written at time k as:
sk = U
T
N (dk − d̄)
where UN is orthonormal matrix and defined as the matrix whose columns are he first M eigen-
vectors of Σ̂, and UNUTN = IN (IN is the N × N identity matrix). Hence, the above equation
can be rewritten as:
dk − d̄ = UNsk = Ψsk
where the transformation matrix Ψ is set equal to UN . Using equation (4) (ignoring the white
noise e) and above, we can receive:
y − Φd̄ = Φ(dk − d̄) = ΦUNsk
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dk = d̄+ UNsk
From this recovery procedure, the authors use sample mean d̄ and covariance matrix Σ̂(obtain
UN ) to recover the original data. Using this method, firstly need to collect enough data to
compute the parameters, and then collect data as CS.
3.2.3 Routing in CS
In terms of the relationship between routing and compression, the authors in [40] present two
aggregation mechanisms within CS, one is plain CS aggregation, which means force every link
to carry k samples, another is hybrid CS aggregation, i.e., starting CS coding only when the
outgoing samples become no less than k. And the result show the hybrid CS aggregation is more
energy efficient. In [25], the authors proposed dividing the network into clusters of adjacent nodes
and forcing projections to be obtained only from nodes within a cluster. And the authors pointed
out that the joint reconstruction has potentially higher chance to reconstruct signal correctly. At
the same time, as energy of basis functions are more evenly distributed over overlapped clusters,
which leads to better reconstruction performance with joint reconstruction.
3.2.4 Performance with CS
In terms of the compressive sensing performance in WSNs, [17] introduced the mainly feature
within CS. In [29], the authors proposed two different ways (plain-CS and hybrid-CS) of applying
CS to WSNs at the networking layer. And proved that applying CS naively (plain-CS) may not
bring any improvement, and the hybrid-CS can achieve significant improvement in throughput.
Meanwhile, the capacity and delay of data gathering with CS is also researched in [43],which
based on [28]. The gathering scheme is based on cell, the first phase is that a cell head is
designated to collect the data from the neighbour nodes in the same cell, and second step is
gathering from the column, and then forward to the sink. Under this scheme, the capacity can
be considerable improved, and within TDMA for scheduling, the delay also be bounded.
4 Forecasting-based aggregation
4.1 Introduction of Forecasting Model
Forecasting-based method in WSNs tend to use mathematical model to forecast (due to the high
temporal correlation in time series) and reduce the data reporting frequency. In general, two basic
model has been used in forecasting in WSNs, one is Auto Regression Moving Average(ARMA);
another is Polynomial regression.
4.1.1 ARMA model
The Auto Regression Moving Average (ARMA)[15] model is a widely-used model for time series
analysis. It uses the historical data to develop a model for the prediction of future values.
Many environmental physical quantities such as temperature and humidity can be modelled with
ARMA model. Hence, ARMA model fits well in WSNs monitoring application. It incorporates
two terms, the Auto-Regression(AR) term, and the Moving Average (MA) term.
The AR term is a linear regression which represents the self-deterministic part of the time
series. If forecasts the current value xt with p prior values:
xt = φ0 + φ1 × xt−1 + · · ·+ φp × xt−p (9)
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An AR(p) model is characterized by the p coefficients.
The MA term captures the influence of random shocks which is independent from autore-
gressive process. The model consists of random shocks on q prior elements:
xt = θ × ǫt−1 + · · ·+ θq × ǫt−q (10)
A MA(q) model is characterized by the q coefficients.
The order of an ARMA model is defined as ARMA(p,q); the higher the order is, the higher the
algorithmic complexity of the model parameter estimation. Since ARMA model based on the sta-
tionary of time series, not all time series can certainly be stationary; thus there is another model
based on ARMA, called Auto Regressive Integrated Moving Average(ARIMA)model, which sup-
pose the integrate value between time series should be stationary.ARIMA(p, i, q) model means
the model have p AR terms, q MA terms, and the number of difference is i.
In ARMA(p,q), the order of pandq is very important for the model performance. In general,
we use information criteria to select the value, i.e. Akaike’s Information Criteria (AiC)[2] or
Bayesian Information Criteria (BiC)[36].
AiC uses the concept of information entropy to offer a relative measure of the information
lost for every approximating model, but BiC tend to choose the highest possible dimension. Both
AiC and BiC introduce a penalty term for the number of parameters in the model;the penalty
term is larger in BiC than AiC,and BiC is consistent, more tolerant than AiC.
4.1.2 Polynomial regression
Polynomial regression is a form of linear regression in which the relationship between the in-
dependent variable x and the dependent variable y is modelled as an nth order polynomial.
Polynomial regression fits a non-linear relationship between the value of x and the corresponding
conditional mean of y, and has been used to describe non-linear phenomena such as sensor data.
Although polynomial regression fits a non-linear model to the data, as a statistical estimation
problem it is linear, in the sense that the regression function is linear in the unknown parameters
that are estimated from the data. For this reason, polynomial regression is considered to be a
special case of multiple linear regression, which can be formulated as:
p(x) = p1x
n + p2x
n−1 + · · ·+ pnx+ pn+1 (11)
Polynomial regression models are usually fit using the method of least squares. The least-
squares method minimizes the variance of the unbiased estimators of the coefficients, under the
conditions of the Gauss-Markov theorem[16].
4.2 Forecasting-based aggregation
Forecasting is a alternative idea to do aggregation in WSNs, which using less parameter to predict
the next value in sink; don’t need transmission until the data accuracy is not available.[27][26][6]do
some research in this area.
In [26], the authors use ARIMA in wireless sensor networks. They make a sink-driven method,
i.e. firstly sink compute the parameters and then send them to corresponding sensor; and when
accuracy can’t satisfy the threshold,sink will recompute them. Also, this work don’t rely on AiC
or BiC since the big computation, they defined a metric C
C = α×MAE + (1− α)× rtran (12)
where MAE is the Mean Absolute Error defined by the threshold, and the rtran is the radio of the
number of samples transmitted over the total number of samples. In this equation, α(0 ≤ α ≤ 1)
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is used to trade off between MAE and rtrans, i.e. between energy and data accuracy. [26] simple
the utilisation of ARIMA in WSNs, however, sink need a preparation phase to collect the data
and compute the parameters, which is not dynamic in some cases. And the update process is
not very continent.
In contrary, [27] present use adaptive-ARMA (A-ARMA) in WSNs directly. A-ARMA based
on ARMA, which means use ARMA model to forecast the next time value to achieve aggregation;
the difference is that they reduce the computation in every sensor nodes and don’t need pre-
computation phases. The basic idea of A-ARMA is that each node computes an ARMA model
based on a fixed-size window of W consecutive samples. By merely sending the parameters of the
ARMA model to the sink node and possibly further to distant servers for rebuilding data, the
temporal correlation of these samples within each window is explored. The model parameters
will also be used by the distant server for data forecasting, unless it receives new model updates
from the sensor nodes. Each node locally verifies the accuracy of the predicted data values with
real collected samples. If the accuracy is adequate according to the given threshold, the node
assumes that the server can rebuild the data correctly and there is hence no need to report the
data. Otherwise, it computes a new model and communicates the parameters to the sink node so
as to adjust the forecasting. In order to reduce the complexity in the model estimation process
whilst still achieving a high accuracy, a moving window technique is introduced. This means
that the verification is required every time the window moves a step ahead. The adaptive nature
of the technique is relying on the use of this moving window.
Regarding polynomial regression, [6] use this method in a project LiveE![14]. LiveE! project
deploys a global infrastructure aiming at collecting and distributing environmental information,
which include 106 weather stations across 13 countries.[6] use 25 weather stations and data report
rate is every 60s. The 25 weather stations collect environmental data during a time window W ,
and then the stations determines the coefficients of the polynomial with degree n that fits the
collected data in a least squares method. The adaptive n can be sent to server when root
mean squared error is lower than a given error threshold. And finally, the stations transmit the
corresponding polynomial coefficients to the server, and the original time series can be recovered.
Obviously, if the order n is lower than the number of values collected during the time window,
the overall data traffic can be significantly reduced. However, this method need the stations to
compute the coefficient, if changed as sensor nodes, maybe the computation is too big for them.
5 Compressing v.s. Forecasting
Based on the literature, there are some differences between forecasting aggregation and com-
pressing aggregation. In terms of forecasting-based method, on general, it rely on the time series
to forecast, which based on the temporal correlation. While for compressing-based method, it
uses the geographic characteristic to compress the data, i.e. using spatial correlation. Forecast-
ing is based on mathematical model to use parameters to predict the next value until the model
can’t be satisfied the accuracy threshold, i.e. if the network is stable enough or there is no envi-
ronmental affect, there is no traffic consumption; compressing needs parts of sensor(CS theory)
regularly report, and decoder to recovery all the data. Forecasting can be used just 1 sensor
network, while compressing is more applicable for large-scale network (the large-scale network
is easier to satisfy the requirement of sparsity in CS theory). Regarding the computation, both
forecasting and compressing need nodes to simple compute, forecasting need nodes to compute
the parameters, while compressing need operation to add the corresponding data together.
For the aggregation ratio, suppose there are N nodes in a network, and the signal is k-
sparse, and sink need the network report t times in a given duration, i.e. the generate packets
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Network scale ≥ 1 sensor large-scale





number should be t ·N , and the probability of the unstable sensors is η (suppose every sensor is
independent). In this assumption, forecasting aggregated the sensing data into some parameters,
which means at beginning, every sensor need to report the parameter, and then just the unstable





need to recovery the original data by the regular reporting, and every time the sensors need
O(k log N
k
) measurement out of N (in section3.1, the measurement is usually chose 3 · k), thus







. It shows that the compressing is not relevant the report
times, while if the report frequency is high and the time series is stable relatively, forecasting
should be a better choice.
As the representatives of forecasting and compressing, A-ARMA and compressive sensing
have the unique feature when realize the aggregation function. Table 2 give the difference and
the details of these 2 methods.
6 Conclusion and future work
Data aggregation is a crucial problem in wireless sensor network due to the constrained-energy
and constrained-bandwidth. In this report, we proved data aggregation is one of best ways
to reduce the energy consuming and improve the network capacity. And then, we present the-
state-of-the-art aggregation schemes, the compressing-based and forecasting-based methods. The
compressing aggregation focus on compress the data amount accompanied with transmitting
based on spatial correlation; while forecasting aggregation tends to use mathematical model to
fit the time series and predict the new value due to highly temporal correlation. Different method
is committed on different network scale and purpose; it means that compressing is more suitable
to the large-scale which need regularly reporting, while forecasting can be used in any network
scale which need reporting frequently.
Forecasting and compressing is respectively based on the temporal and spatial correlation,
and have their own focus. However, more and more applications need to combine temporal and
spatial correlation together to achieve better aggregation efficiency. Thus in the future, we will
continue focus on aggregation scheme, at the meanwhile, we will pay attention on whether the
traffic model affect the aggregation function, and then tend to propose a unifying aggregation
scheme.
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