Abstract-This article aims to build a misuse Wireless Local Area Network Intrusion Detection System (WIDS), and to discover some important fields in WLAN MAC-layer frame to differentiate the attackers from the legitimate devices. We tested several machine-learning algorithms, and found some promising ones to improve the accuracy and computation time on a public dataset. The best performing algorithms that we found are Extra Trees, Random Forests, and Bagging. We then used a majority voting technique to vote on these algorithms. The Bagging classifier and our customized voting technique have good results (about 96.25% and 96.32% respectively) when tested on all the features. We also used a data-mining technique based on Extra Trees ensemble method to find the most important features on Aegean WiFi Intrusion Dataset (AWID) public data-set. After selecting the most 20 important features, Extra Trees and our voting technique were the best performing classifiers in term of accuracy (96.31% and 96.32% respectively).
INTRODUCTION
Wireless networks have dominated in recent years over the wired networks that have been dominant for decades. Nowadays, Wireless Local Area Networks (WLANs) are the first choice for local area connectivity because of the mobility and the low cost that they provide. Unfortunately, the mobility and the low cost do not come free; it comes with debatable security. Some researchers suggest enhancing the security of WLANs, but this requires either modification of existing standards/protocols, or updates to existing wireless devices such as Access Points (APs). External solutions that do not require modification to standards and protocols such as Intrusion Detection Systems (IDSs) have gained attention for decades because of the immediate response to threats and the possibility of eliminating intruders. Some of the IDSs are based on predetermined signatures of familiar attacks, which are saved on the database. The monitored frames are compared with the predetermined signatures. If the match is found, the notification takes place immediately. On the other hand, data mining or machine learning IDSs have an advantage because they do not require predefined static signatures of known attacks. Thus, it can be done automatically through classification or clustering algorithms.
There are two types of IEEE 802.11 networks: Infrastructure mode and Ad-hoc mode. In the Infrastructure mode, the AP is the coordinator that manages the wireless users and connects them to the wired side of the network. The wireless users can connect to each other directly in the Ad-hoc mode without the AP. This research concerns only the Infrastructure mode, because the experiments in the data-set that we use are conducted using that mode.
Upon the release of the first version of the 802.11 standard, security methods were included to allow secure communication between communicating parties. Wired Equivalent Privacy (WEP) was adopted from the wired networks and found to be unsuitable for wireless networks. Many weaknesses were found which were related to availability and confidentiality of the shared key, in particular. WiFi Protected Access (WPA) and WPA2 were ratified to improve the confidentiality weaknesses that have been found in WEP. WPA has been found to be robust in comparison to WEP. However, like WEP, WPA-WPA2 are vulnerable to Denial of Service (DoS) attacks, which makes availability questionable. Moreover, with the computation power and the availability of cluster computing, WPA passwords become an issue. For instance, CloudCracker [1] is capable of trying 300,000,000 WPA passwords in less than 30 minutes.
There are a wide range of security measures in use, such as encryption mechanisms, authentication methods, and access control techniques, but many intrusions remain undetected. Thus, there is a demand to automate the monitoring of WLAN activities to detect intrusions. There are two known Intrusion Detection methods: anomaly detection and misuse detection. Anomaly detection identifies attacks through deviation from the normal behavior, by the devices that generate these attacks. Misuse detection recognizes suspicious activities regarding patterns matching previous known attacks. Anomaly detection techniques are more likely to detect unknown intrusions and have a high false positive rate. On the other hand, misuse detection techniques have a low false positive rate, but unknown attacks could remain undetected. Several IDSs are considered to be rule-based, in which system performance depends on security experts who build the rules. Considering the vast amount of WLAN traffic, building rules can be slow and expensive. The rules have to be modified manually and applying new rules is a hard and time-consuming task. To overcome the aforementioned limitations, data-mining or machine-learning techniques take place to discover important patterns of large data sets. It can build intrusion patterns which can be used for misuse-detection techniques based on classification, and can build profiles for normal behavior to detect intrusions by anomaly detection techniques. This paper proposes a new misuse-detection framework based on machine learning algorithms and a voting technique.
A. Frames Types in WLAN
There are three types of frames in WLANs: management, control, and data. a) Management Frames: Responsible for establishing connection of wireless users and maintaining connection with the AP. There are several management frame sub-types, each having different responsibilities, such as authentication, deauthentication, association request, association response, disassociation, probe request, probe response, beacon, reassociation request, and re-association response.
b) Control Frames:
Responsible for controlling the WLAN medium to deliver data frames reliably from the wireless users to the AP, and from the AP to the wireless users. There are several control frame sub-types such as Request to Send (RTS), Clear to Send (CTS), Acknowledgment, and Power Save Poll. RTS and CTS can reduce the possibility of the collision. RTS and CTS are exchanged by the communicating parties, prior to sending the data frame, to prevent collisions that might happen because of a hidden terminal.
c) Data Frames:
Responsible for transferring the actual information from the upper layers. There are some sub-types of data frames such as frames having quality of service enhancements, sent on a contention based service, or frames carrying more data.
The contributions of this research can be summarized as follow:
•
We propose a new WLAN misuse Intrusion Detection framework based on majority voting.
• We apply a feature selection technique based on the Extra Trees ensemble method to improve the accuracy, and more importantly, to expedite detection time.
II. RELATED WORK
The authors of [2] used several light machine-learning algorithms that could classify the four classes that they studied for one of the reduced data-sets. The best performing classifier was J48, with an accuracy of 96.19%, when using all the 156 feature set. This algorithm takes, about 3921.68 seconds. The authors then reduced the dimensionality of the data-set and picked the best 20 features to improve accuracy and reduce time. They were able to increase the accuracy of the best performing algorithm to 96.2574% and decrease the time of that algorithm by 568.92 seconds.
III. PROPOSED SOLUTION
The proposed framework (shown in Figure 1 ) uses several machine-learning algorithms to build the patterns of both the normal behavior and intrusions. In the offline stage the patterns of the intrusions are built. In the online stage the intrusions are classified based on their types. Prior to training the framework applies a feature selection capability to choose important features and discard unwanted features. The training includes algorithms that are fed into majority voting for robustness and to improve performance. These algorithms are Extra Trees with 20 trees, Random Forests with 20 trees, and Bagging with 10 Decision Trees. After majority voting, the patterns are built by the matching builder for normal samples and intrusions. Once the builder creates the patterns, the patterns can be serialized and fed into the detection capability. In the online stage, the network traces are pre-processed using the features that have been selected by the feature selection capability. After preprocessing, the frames are fed into the detection utility for online detection. The detection utility decides whether the frame is suspicious or not. If it finds it a suspicious frame, the alert is triggered. 
A. Bagging
The Tree Bagging algorithm was created by Leo Breiman, in 1996 [3] . The Bagging ensemble method consists of predetermined and parallelized classification Trees. These trees are grown from bootstrap replications. The randomization of the cut-points is accomplished implicitly through the bootstrap re-sampling.
B. Random Forests
The Random Forests classifier was also introduced by Breiman, in 2001 [4] . The Random Forests ensemble method is constructed using collections of weakly-correlated decision trees. A bootstrap sample of the training set is used to train each tree in the forests. The best split is chosen at each node from a random subset of the features. This procedure guarantees that each tree uses independent features from the training samples. Thus, it helps reduce the statistical correlations on the rest of the trees.
C. Extra Trees
Extra Trees was created by Geurts et al. in 2006 [5] . The ensemble method utilizes the top-down procedure to construct an ensemble of unpruned decision trees. The cut-point selection is carried out fully at random to provide the best split of the nodes. The Extra Trees algorithm grows the trees by utilizing the entire learning sample instead of a bootstrap replication.
D. Majority Voting
Majority Voting is one of the most popular voting methods along with Plurality Voting and Weighted Voting [6] . Majority Voting has been used by several researchers utilizing the base classifiers to obtain better results. There are some advantages in combining several classifiers such as increasing robustness, obtaining better accuracy, and heavily built generalization [7] , [8] , [9] , [10] . The vote for one class is carried out by each base classifier, and the final class label is the one that receives more than half of the votes. If there is no class label that receives more than the half of the votes, the majority vote technique makes no prediction (i.e., a rejection option is given), or one of the base classifiers option is explicitly selected. In this article, we first used the best performing classifiers to get strong generalization. Then, we used a majority voting technique to get better accuracy.
E. Feature Selection
Some of the frames fields are not necessarily for distinguishing between the legitimate devices' traces and the attackers' traces. Extracting unwanted features adds overhead and might not improve the performance. Feature selection is a valuable initiative to build IDSs, especially machine-learningbased IDSs. The number of features is well-defined since it depends on the frame header, many other features can be added artificially to the frames metadata when capturing the frames. However, only some frames fields are crucial to detecting the intruders. Some machine learning algorithms are hypersensitive to the number of features. Choosing the significant features increases the performance of the IDS and decreases time. Some researchers reported that choosing the suitable features is difficult and time consuming. The usual, prone-to-errors way of choosing the right features is to let a security expert decide which features are important. A better way to do it is to use the data mining approach to discover important patterns of large data sets. It can build intrusions patterns, which can be used for misuse detection techniques based on classification, or can build profiles of normal behavior to detect intrusions by anomaly-detection techniques.
Some information might obstruct the classification task, especially in classification problems that consist of many different and connected correlations. Incorrect interrelationships exist in features which affect the detection performance. Some features might be needless or redundant. Furthermore, reducing the number of features could improve computation time and the performance of the WIDS. It is impossible for a human to discover the complex correlations that exist between features. Feature selection is critical for real time prediction performed by the WIDS, so reducing the features is recommended. Reduction could be done using data filtering with system expert supervision, or by data mining techniques. The former might ignore useful data, so it has to be done with caution.
IV. RESULTS AND DISCUSSION
The only public data-set that we know for WLANs is introduced in [2] . The data-set includes four parts, including two reduced data-sets for research interested in Wireless Intrusion Detection Systems (WIDSs), and two full data sets for big-data researches. The two reduced data-sets consists of four classes and fifteen classes, respectively. The four classes are categories that launched attacks belong to, including flooding, injection, and impersonation, and the normal class, while the other reduced data-set consists of the names of the launched attacks and the normal class. The number of training samples of each reduced data-set is 1,795,575, and the number of test samples is 575,643. The number of features is 156, representing the WLAN frame fields along with physical layer meta-data.
A. 802.11 Attacks
The attacks that are launched by the authors, who published the data-set, were based on WEP, but most of the attacks share the same characteristics on other security mechanisms. In this subsection we will explain the classes that are used in the reduced data-set and how the 20 features were selected by the data mining technique. a) Injection Attacks flood the wireless network with encrypted data frames smaller in size than the normal frame. ARP injection attack is an attack in which the attacker launches to speed up the process of collecting Initialization Vectors (IVs) from the targeted wireless device or AP. Some penetration testing tools (such as Aireplay) are used to launch these attacks and use the same IV values, which cannot occur under normal conditions. Also, the DS status flag is always set to 1 for all the frames sent during ARP injection. Another vital attack is fragmentation, in which the attacker injects small fragmented data frames. This attack usually takes about a second if succesful. Some of the penetration testing tools that launch these attacks use a static invalid Destination Address. The DS status flag is always set to 1, the frame length is small but is not fixed, and the frames have out-of-order sequence numbers. b) Flooding Attacks: usually generate an increase in the number of frames in a WLAN-management frames in particular. However, it is not always valid to consider the increased number of management frames as an indication of a flooding attack. It could be an indication of a malfunction of certain device. Although the attacker can masquerade as a legitimate device, it is much harder to hide the increase in management frames produced by flooding attacks. For example, a de-authentication attack is launched by some tools using the same reason code, and has an out-of-order sequence number. Also, some tools, such as MDK3 that the hackers use to launch authentication flooding and beacon flooding attacks, use a sequence number that is always set to 0. Tools such as Metaspolit, used to launch probe response flooding attack, use a random sender address, which could have a valid 24-bit number that identifies the vendor uniquely. This is known as Organizationally Unique Identifier (OUI). c) Impersonation Attacks masquerade a legitimate device in a WLAN by changing one or more of its characteristics. The Evil-twin AP is one example, where the attacker can change the MAC address and Service Set Identifier (SSID) of the device to be the same as the MAC address and SSID of an existing AP. Such attacks are always proceeded by deauthentication attacks, targeting wireless devices that are connecting to the targeted AP, to force them to connect back to the fake AP. This attack is launched by tools like Airbase, which sends broadcast beacon frames with a fixed frame length. Furthermore, in all impersonation attacks, the Received Signal Strength (RSS) of the attacker is different from the legitimate device RSS if there is a significant distance between the two devices.
The best machine learning algorithms that we used in our experiments are Decision Trees, Extra Trees, and Random Forests. Decision Trees is not stable. We ran the test several times and it gave us different results every time. The three classifiers did not achieve better results than the J48 classifier that the authors of [2] used in their experiments. We decided to use the Bagging classifier of minimum Decision Trees as a base estimator to be more robust and to have minimum time. The Bagging classifier yields slightly better results and has better timing. We then used the voting classifier that utilized Extra Trees of 20 trees, Random Forests of 20 trees, and the Bagging classifier of 10 Decision Trees as base estimator, and got better results and reduced time.
B. Bagging
We used Decision Tree [9] introduced by Breiman et al. as a base estimator to build the Bagging method. Ten trees was used to minimize cost. Table I shows the confusion matrix of the bagging method. Among the three tested classifiers, it is the most accurate classifier for the hardest class, which is the impersonation class. It is also slightly better than our voting classifier, of which about 1471 to 1470 occurrences classified correctly. Bagging and Extra Trees classifiers are better than the rest of the classifiers (including the voting technique) in classifying the injection class of 16680 occurrences (i.e., it misclassified only 2 occurrences). It is expensive in terms of time (about 154 seconds) in comparison to Random Forests and Extra Trees ensemble methods. The overall accuracy of the bagging method is 96.25%, as shown in Table II . The accuracy did not change when we used the reduced features, but the time was decreased to about 35.7 seconds as shown in Table III .
C. Random Forests
We used 20 trees to build the ensemble because Random Forests is lighter than the Bagging method. The accuracy of Random Forests is the worst among the tested methods when we used the entire feature set of about 95.89% (as shown in Table II ). However, it is the best method for classifying flooding class. The training time is second after the Extra Trees classifier by about 22.4 seconds when using the entire feature set, and 9.95 seconds when using the reduced feature set. It is the algorithm that most likely to benefit from reducing the feature set, in terms of accuracy. It jumped from 95.89% to 96.31% after we applied the feature-selection technique. 
D. Extra Trees
We also used 20 trees to build the ensemble of Extra trees. The overall accuracy of Extra Trees is 96.06% when we used the whole feature set. It improved to 96.31% when we applied the feature selection capability. The best time among the tested algorithms is the time of Extra Trees (about 18.1 seconds) when using the whole feature set and 8.03 seconds when we applied the reduced feature set. Aside Bagging method, Extra Trees classified 16680 occurrences of injection class correctly (as shown in V). 
E. Majority Voting
Majority Voting relies on the base classifiers. We chose light classifiers to get better results and to be able to detect intrusions in real time. As expected, it is the best method in terms of accuracy (about 96.32%) when using the whole feature set. Time is expensive-about 390 seconds. It is the best method to classify the normal class. As shown in Table VI , the method correctly classified all normal occurrences as normal (i.e., there is no false positive at all). It also maintained its accuracy; the best method in term of accuracy when we reduced the feature set. Time decreased significantly when we reduce the feature set, from about 107 seconds to 390 seconds using the full feature set. Figure 2 shows the most important features selected by the Extra Tree ensemble method. The most important 20 features that have been selected are as follows:
F. Most Important 20 Features
1) Destination Address(DA) is the final destination of the data frame.
2) Sub-type is in the control frame which identifies the purpose of the frame type. For instance, if the type of the frame is control, the sub-type field could be one of the possible sub-types such as CTS, RTS, Ack and so on.
3) Seq: every 802.11 frame has a sequence number, except control frames. The sequence number is incremented by one from 0 to 4,095 every consecutive frame.
4) Transmitter Address(TA) is one of two addresses from which the frame might be transmitted, which is the first originator of the frame (i.e., the wireless user) or the intermediate address that transfers the frame to the final destination (i.e., the AP).
5) Duration field identifies the time required to transmit the frame in microseconds.
6) Receiver Address (RA) is the first device that receives the data frame. It could be the AP in the path to the final destination or the device that receives the frame which is the final destination.
7) Type.cck (Complementary Code Keying) is a modulation scheme that is adopted to achieve high data rates.
8) fc.ds is the distribution system status field that indicates which direction the frame is going to.
9) Pwrmgt indicates if the station is either going to change its status to power save mode or can receive frames. 
G. Dat-set Limitations
• It only applied to the WEP encryption method. Some of the features are WEP-dependent. The majority of the attacks in the data set can be applied to other security standards (such as WPA, WPA2 and 802.11w amendment), but some of them are WEP-specific.
• Most of the attacks are launched by specific penetration testing tools to build patterns of the intrusions. Attackers might use different existing or customized tools to exploit some of the wholes and bypass the IDS.
• Does not consider the mobility of the attacker. We improved the accuracy and the time on the AWID dataset using a classifier that votes on the output of the carefully picked three classifiers: Extra Trees, Random Forests, and Bagging with ten Decision Trees as base estimators. This performs well in both accuracy and time. The best performing classifier is the voting classifier which improved accuracy and time to 96.31% and 390 seconds when we used all the features. We also used a data mining technique based on the Extra Trees ensemble method to choose the best 20 features to decrease time and improve accuracy of the best performing classifiers. We maintain the same accuracy, but improved the time by about 107 seconds.
