Abstract
Introduction
Network traffic prediction is one of the significant issues in many areas, such as traffic engineering, congestion control and network management. Research shows that patterns emerge even when the network flow suddenly changes, which provides feasibility to analyze and predict the network traffic. Once the network traffic is predicted in an early stage, efficient congestion control mechanism is designed, and resources are properly allocated and scheduled. Accordingly, congestion can be reduced or avoided, and the utilization of network resources can be improved. Therefore, network traffic prediction has always been an interesting problem for researchers.
Generally, an ideal model of network traffic prediction should satisfy the following requirements. First, the model should precisely describe the statistical characteristics related to network flow. Other than burstiness, long-range dependence and periodicity, there also exists self-similarity in high speed network. Therefore, signals can be decomposed based on the self-similarity in a multi-scale manner to reduce the complexity of the data, and transform the non-linear unstable data into linear and stable. Moreover, it is already proved by [1] that self-similarity is closely connected to chaos. Considering the nature of chaos, such as randomness, ergodicity and sensitivity to the initial conditions, we propose to introduce chaos theory to improve the diversity and search coverage after the decomposition of the unstable flow sequence. Second, the model should be efficient, both accurate and fast. Existing models of network traffic prediction include ARMA model [2] , BP neural network [3] , grey model [4] , and Support Vector Machine (SVM) [5] , etc. However, although ARMA is simple and easy to implement, it is only suitable for linear prediction and the accuracy is not good enough [6] . BP neural network is based on the principle of minimizing empirical risks,
Related Work
There exist plenty of works on network traffic prediction. Generally, there are two kinds of models: statistical based method, such as FARIMA model, Markov model, and ARIMA model; and intelligent algorithms based method.
Wen et al. [11] proposed a prediction method based on alpha smooth information to deal with the long-range burst prediction problem with FARIMA model. Liu et al. [12] utilized wavelet technique for VBR traffic prediction. Xu et al. [13] proposed a wavelet forecasting methods by decomposing unstable time series using wavelet decomposition, and then the results are synthesized for prediction the original traffic flow. Qiao et al. [14] decomposed the network flow as scaling coefficient and wavelet coefficient, and then employed ARIMA model for prediction. Crouse et al. [15] used a Markov model based method to determine the wavelet coefficient. Chen et al. [16] first perform preprocessing on the network flow data by wavelet decomposition and reconstruction, and then use FARIMA for prediction. Gao et al. [17] proposed to remove the long term dependence based on the experiences using ARMA model and then predict.
Park et al. [18] proposed a bilinear regression neural network to improve the accuracy of prediction. Vieira et al. [19] proposed a BDF model to model the network traffic based on multi-fractal analysis, and training using adaptive clustering algorithm. Doulamis et al. [20] designed an adaptive neural network by dynamically adjusting the weights. Huang et al. [21] tried to introduce Genetic Algorithm (GA) for network traffic prediction, and use GA to improve the BP neural network based prediction method. Li et al. [22] proposed to perform wavelet decomposition first, and then use ACO to train the parameters of neural network for prediction.
In order to improve the accuracy of prediction, Li [23] utilized multiple models together for prediction, and then return the weighted summary as the final results of prediction. Yao et al. [24] combine the network flow prediction and error prediction together using grey model and Markov model et al. [25] . We first decomposed the network flow into a multi-scale sequence using wavelet decomposition, and then for each one use a specific prediction model. Lastly, the results are synthesized to predict the original network flow.
Figure1. Overall Structure of the Proposed Model

Empirical Mode Decomposition (EMD)
EMD is an established method to deal with nonlinear unstable signals. In this paper, we employ EMD to remove noises and reduce the data complexity. The frequency of signal in EMD is defined upon the locality and instantaneity of the wavelet, so that the instant frequency can be inferred from the changes between time point of signal data, without the existence of fluctuation period.
Original signals are decomposed into several independent IMFs, which satisfy the following rules: (1) the numbers of local extreme points and aero crossing points should be equal or the difference should be not more than one; (2) at each time point, the average of the envelopes of local maximum and local minimum should be zero [26] .
Suppose the signal is ) (t X , and it can be decomposed as a finite number of IMF (
The Standard Deviation (SD) is calculated as: Figure 2 illustrates the process of EMD method.
Figure 2. Process Flow of EMD
Support Vector Regression (SVR)
SVR is a regression method based on SVM. It can be described as follows. Given a set of samples 
where ) (  is  -intensive loss function, and C is the penalty parameter.
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Equation (3) can be transformed into the problem of finding the best optimal regression hyperplane: Therefore, the regression we get is:
SVR Improved by Chaos Theory and ACO (SVR-CACO)
In this section, we introduce our SVR-CACO algorithm, which improves SVR with chaos theory and ACO. Specifically, chaos theory is used to improve the optimal search of ACO, and the modified ACO is used for parameter selection of SVR.
ACO is a swarm intelligence algorithm for optimization problems [27] . The major steps of ACO include next step selection and pheromone update. Let B is a constant.
At iteration
t , the transfer probability of ant k from i to j is calculated as:
where k allowed denotes the set of qualified cities for next step,  is the heuristic of pheromone indicating the importance of path,  is the heuristic of path. After each ant moves a step or finishes the traversal of all n cities, the pheromone is updated as follows: 
However, ACO algorithm is easy to fall into local optimum. Considering the characteristics of chaos, such as randomness, ergodicity and sensitivity to the initial conditions, it can traverse all states in a unrepeated way with certain rules. Therefore, we modify ACO with chaos theory to improve the quality of individuals and avoid local optimum.
Introduce Logistic function to construct the chaos system:
where  is the control parameter, and The basic idea of utilizing chaos characteristics for optimal search is, to generate a set of chaotic variables, introduce them into optimization process, and extend the search space of chaotic motion as the range of optimal variable, so that the search process is actually conducted by chaotic variables.
The process flow is illustrated in Figure 3 , and the steps of SVR-CACO algorithm can be describes as follows.
Step 1: chaos initialization. Randomly generate a  -dimensional vector 
where m is the number of input samples.
Step 3: find current best solution. Add the fitness value of each ant as a heuristic component into Equation (7) for selecting the next city, and then find the best solution of all ants.
Step 4: update pheromone based on chaos to avoid local optimum by the following equation:
where q is the coefficient for chaos, and ij z is chaotic variable.
Step 5: if the maximum number of iterations has reached, the algorithm stops, and output the parameters for SVR training; otherwise, return to Step 2.
Experiment
The network traffic data is collect from a broadcasting network center. We collect 6 weeks continuously, 24 hours per day, with the interval of 5 minutes. We have 2,021 observed values per week, and totally 12,126 observed data. We set the time window as 5 minutes, and for each time point, we have 6 values. In real world data measurement, due to the affect of random errors, some bad data should be removed before further processing. We simply perform preprocess based on the deviation of the sample. Let X be the average of each data point Besides, Figure 5 illustrates the prediction of next 1 hour after training, and Figure 6 is the prediction of next 2 hours. 
Conclusion
In this paper, we study on the problem of predicting network traffic. Considering the characteristics of network flow, such as randomness, dynamics and self-adaption, a synthetic method is proposed to predict network traffic. Specifically, we propose to multiscale method based on EMD, and then apply SVR-CACO for each IMF, and after that, a ensemble SVR is performed for prediction. Besides, our experiments evaluate the efficiency of our model. This work indicates the feasibility of combining swarm intelligence algorithms with other statistical method. In future works, we'll try to explore the possibility of combining others for more interesting applications.
