A generalization of Weyl's identity for Dn  by Anderson, Greg W.
Advances in Applied Mathematics 33 (2004) 573–614
www.elsevier.com/locate/yaama
A generalization of Weyl’s identity for Dn
Greg W. Anderson
School of Mathematics, University of Minnesota, Minneapolis, MN 55455, USA
Received 8 June 2003; accepted 22 January 2004
Available online 17 June 2004
Abstract
The expansion in Schur functions of the product
∏
i<j (1 − xixj ) is well known. It is more
or less equivalent to Weyl’s identity for root-systems of type Dn. In this paper we obtain the
expansion in Schur functions of the product
∏
i<j (1 −
∑
>0 axixj (x

i − xj )/(xi − xj )), thus
generalizing Weyl’s identity. We obtain this result by systematic calculation in fermionic Fock space.
But familiarity with the latter is not a prerequisite for reading this paper. We develop from scratch
the modest amount of theory that we need in elementary and purely algebraic fashion, taking pains
to integrate the theory with classical symmetric function theory. The tools developed in this paper
ought to have many further applications, e.g., to random matrix theory and to computational abelian
function theory.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Schur function expansions
1.1.1. Weyl’s identity for Dn
The expansion in Schur functions of the product
∏
i<j (1 − xixj ) is well known. It is
more or less equivalent to Weyl’s identity for root-systems of type Dn. The apparatus of
[5] taken for granted, Weyl’s identity can be put in the form
∏
i<j
(1 − xixj ) =
∑
λ=(α1...αr |β1...βr )
(−1)β1+···+βr rdet
i,j=1
δαi,βj−1 · sλ,
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S-function (Schur function) of the xi indexed by λ. For further discussion of this identity
and also of its analogues for root-systems other than Dn, see [5, I, 5, Ex. 9].
1.1.2. The generalization
Define coefficients Mαβ by the two-variable power series identity
∞∑
α=0
∞∑
β=0
Mαβx
αyβ = −y
x
∂
∂y
log
(
1 −
∑
>0
axy
x − y
x − y
)
.
We shall prove (Theorem 7.1 below) that
∏
i<j
(
1 −
∑
>0
axixj
xi − xj
xi − xj
)
=
∑
λ=(α1...αr |β1...βr )
(−1)β1+···+βr rdet
i,j=1
Mαiβj · sλ.
To the best of our knowledge this Schur function expansion is new.
1.2. Technical tools
We now discuss our method.
1.2.1. Fermionic Fock space
We take C as the scalar field for linear algebra. Let C((1/t)) be the field consisting
of Laurent series
∑
i ai t
i in t with complex coefficients ai vanishing for i  0. Given
f =∑i ai t i ∈ C((1/t)), put f<0 =∑i<0 aiti and Res(f ) = a−1. Given linear operators
X and Y on a common vector space, put {X,Y } = XY + YX. Suppose now that we are
given
• a vector spaceH equipped with a nonzero vector |•〉, and
• linear maps f → f

g → g
}
:C((1/t))→ (space of linear operators on H)
such that
• {f , g} = 0, {f , g} = 0, {f , g} = Res(fg), (f<0)|•〉 = 0, and (g<0)|•〉 = 0 for
all f,g ∈ C((1/t)), and
• for all subspaces V ⊂H such that |•〉 ∈ V , if for all f,g ∈ C((1/t)) and v ∈ V we
have f v, gv ∈ V , then V =H.
In this situation we say that the quadruple(H, |•〉, f → f , g → g)
is a model of fermionic Fock space. It is physics folklore that up to the evident notion of
isomorphism there exists only one model of fermionic Fock space. Ultimately the source
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purely algebraic (physics-free) way we prove existence and uniqueness in Section 2 and
we develop basic rules of calculation in Sections 3 and 4.
1.2.2. A natural linearly independent set in H indexed by partitions
As comes out in the course of the discussion of existence and uniqueness (see
Lemma 2.7.3 below), a basis forH is formed by the family of vectors of the form(
tα1
) · · · (tαr )(tβ1) · · · (tβs )|•〉
where {αi}ri=1 and {βj }sj=1 are any strictly decreasing sequences of nonnegative integers.
Notice that we need not have r = s here. Given now a partition λ = (α1 · · ·αr |β1 · · ·βr)
put
|λ〉 = (−1)β1+···+βr (tα1) · · · (tαr )(tβr ) · · · (tβ1)|•〉 ∈H,
and let H0 ⊂ H be the span of the independent family {|λ〉}. Quantities of interest from
the point of view of classical symmetric function theory can often be interpreted as the
entries of matrices representing naturally occurring operators on H0 with respect to the
basis {|λ〉}. In Sections 5, 6 and 7 we work out such interpretations for all the quantities
of interest in this paper, thus to a large extent reducing the proof of our generalization of
Weyl’s identity to the manipulation of commutation relations. We learned this powerful
method from a variety of sources, above all [8, §8 and §10]. Other important sources for
the circle of ideas explored here are [1,3,6,7,9].
1.2.3. The operators Th
We briefly discuss a class of naturally occurring operators playing an especially
important role in the proof of our generalization of Weyl’s identity. Given linear operators
X and Y on a common vector space, put [X,Y ] = XY − YX. For each h ∈ C((1/t)) there
exists a unique linear operator Th onH such that[
Th,f

]= (hf ), [Th,g]= (−hg),
for all f,g ∈ C((1/t)) and
Th|•〉 =
∑
α0
∑
β0
Res
(
t−2−α−βh
)(
tα
)(
tβ
)|•〉.
Existence is established by a general construction (Theorem 3.4 below) combined with
some explicit calculations undertaken in Section 5. Uniqueness is guaranteed by a result
of Schur Lemma type (Theorem 3.2 below). On account of the uniqueness of Th we
necessarily have commutation relations
[Th1, Th2] = Res
(
h1h
′
2
)
.
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identity. We remark that these commutation relations are an important point of contact
between the fermionic Fock space formalism and the theory of residues given in [9]. From
the point of view taken in this paper, our generalization of Weyl’s identity springs from
the existence and uniqueness of the operators Th. Now put Ti = Tti . Note that members of
the family {Ti}i>0 commute among themselves. For any symmetric function f let f (T )
denote the result of expanding f as a polynomial in the power sum symmetric functions
pi and subsequently setting pi = Ti for all i > 0. We then have (see Theorem 6.4 below)
sλ(T )|•〉 = |λ〉
for all partitions λ. To a physicist (see [6, §10.7]) this is the boson–fermion correspondence
in the zero-charge sector. The boson–fermion correspondence is the main “bridge” between
the fermionic Fock space formalism and classical symmetric function theory.
1.2.4. Remark
To a combinatorist the boson–fermion correspondence is “just” a lightly disguised
version of the Murnaghan–Nakayama rule. The operators Ti for i > 0 in effect “slap on
rim-hooks” of weight i with a certain alteration of sign. Analogously the operators T−i
for i > 0 strip off rim-hooks. The rim-hook interpretation becomes (almost) visible in
Lemmas 6.5.1 and 6.5.2 below, and in their proofs. But we do not follow up on the idea
because we prefer to stay on our operator-theoretic path. Still, perhaps there is something
to be gained by following the path we did not.
1.2.5. The Wick–Lieb identity
There exists a unique linear functional 〈•| on H such that
〈•|(tα1) · · · (tαr )(tβ1) · · ·(tβs )|•〉 = {1 if α and β are empty sequences,0 otherwise,
for all finite strictly decreasing sequences α = {αi}ri=1 and β = {βj }sj=1 of nonnegative
integers. Let Pf denote the operation associating to an upper triangular array of numbers (a
square matrix with just the superdiagonal entries filled in) its pfaffian. We have
〈•|(f 1 + g1) · · · (f n + gn)|•〉 = Pfni,j=1 Res((fi)<0gj + (gi)<0fj )
= Pfni,j=1 〈•|
(
f

i + gi
)(
f

j + gj
)|•〉
for all finite sequences f1, . . . , fn and g1, . . . , gn in C((1/t)). (When n is odd we set
the pfaffians equal to 0.) This we call the Wick–Lieb identity. We got it from the papers
[4,10]. The Wick–Lieb identity is to fermionic Fock space calculus as the Chain Rule is to
freshman calculus—absolutely indispensable.
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As the reader might at this point suspect, our generalization of Weyl’s identity is really
just an excuse to get the fermionic Fock space formalism “out in the open”. We now briefly
discuss two possible further applications.
1.3.1. Random matrix theory
Many interesting random matrix probabilities are represented by Hankel determinants,
i.e., determinants of the form detn−1i,j=0 µi+j where the µi are the moments of some measure
µ on the real line. Typically one considers µ varying in a family and tries to derive non-
linear relations among the various partial derivatives of the corresponding Hankel determi-
nants. It is a remarkable fact that such relations exist in cases connected with the classical
families of orthogonal polynomials and moreover that in such relations n appears merely as
a parameter. Now Hankel determinants can be represented naturally as matrix coefficients
in the fermionic Fock space context, and become in that way (so we contend) relatively
easy to manipulate. In particular, appropriate generalizations of the Wick–Lieb identity
(e.g., the one given in Section 4.4.2 below) can be used to detect nonlinear relations among
derivatives. Thus it is possible to approach in a somewhat simpler way various fundamental
results, e.g., those proved in [2], and perhaps to carry calculations of this nature further.
1.3.2. Computational abelian function theory
For the study of rational points on a curve one needs access to the group law of the
corresponding Jacobian variety in its native algebraic form rather than in its linearization
via the Abel map so that one can talk about fields of definition and reductions modulo p.
It is possible to gain such access by manipulation of classical complex analytic identities
relating determinants on products of copies of the curve to theta functions on the Jacobian,
but it is a tricky business. Also it is possible to analyze those theta identities within a
fermionic Fock space framework, as in [7]. So our simple algebraic approach to fermionic
Fock space could in principle be cultivated in characteristic p and over number fields as a
substitute for classical abelian function theory over the complex numbers, thus becoming a
new tool for the study of diophantine equations. The first step in carrying out the program
is easy: just replace C((1/t)) in the definition of fermionic Fock space by the adele ring
of a curve; with no essential change the general theory developed in Sections 2, 3, and 4
below may be transported to the adelic setting.
2. Fermionic Fock space: existence and uniqueness
2.1. Notation
2.1.1. The cardinality of a set S is denoted #S.
2.1.2. The scalar field for linear algebra in this paper is the field C of complex numbers.
Given linear operators X and Y on a common vector space, we write
XY = X ◦ Y, [X,Y ] = XY − YX, {X,Y } = XY + YX.
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v ∈ V is supposed to be a finite linear combination of the vi in a unique way.
2.1.3. Let t be a variable. Let C((1/t)) be the ring of power series of the form∑
i∈Z
ait
i (ai ∈ C, ai = 0 for i  0).
Note that since division by nonzero elements makes sense, the ring C((1/t)) is actually a
field. We write(∑
i
ai t
i
)
0
=
∑
i0
ait
i ,
(∑
i
ai t
i
)
<0
=
∑
i<0
ait
i , Res
(∑
i
ait
i
)
= a−1,
deg
(∑
i
ai t
i
)
= max({i | ai = 0} ∪ {−∞}), (∑
i
ai t
i
)′
=
∑
i
iait
i−1.
Also we write (∑
i
ai t
i
)
◦ v =
∑
i
aiv
i
for any v ∈ C((1/t)) such that degv > 0; the sum on the right makes sense because
degv > 0 ⇒ limi→−∞ degvi = −∞.
2.2. Definition
Suppose we are given
• a vector spaceH equipped with a nonzero vector |•〉, and
• linear maps f → f

g → g
}
:C((1/t))→ (space of linear operators onH)
such that
• {f , g} = 0, {f , g} = 0, {f , g} = Res(fg), (f<0)|•〉 = 0, and (g<0)|•〉 = 0 for
all f,g ∈ C((1/t)), and
• for all subspaces V ⊂H such that |•〉 ∈ V , if for all f,g ∈ C((1/t)) and v ∈ V we
have f v, gv ∈ V , then V =H.
In this situation we say that the quadruple(H, |•〉, f → f , g → g)
is a model of fermionic Fock space.
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Suppose that we have two models(Hi , |•〉i , f → f i , g → gi ) (i = 1,2)
of fermionic Fock space. By definition an isomorphism from the first model to the second
is an isomorphism
φ :H1 ∼→H2
of vector spaces such that
φf

1 = f 2 φ, φg1 = g2φ, φ|•〉1 = |•〉2
for all f,g ∈ C((1/t)).
Theorem 2.4. There exists a model of fermionic Fock space, and moreover from any model
to another there exists a unique isomorphism.
The theorem is physics folklore. The uniqueness part of the theorem is especially
important: it is going to serve us as efficient means for constructing useful examples of
linear operators on fermionic Fock space. For lack of a convenient reference handling
exactly our set of hypotheses, we sketch a proof of this theorem below. The sketch takes
up the rest of Section 2.
2.5. The standard model
Under this heading we prove the existence part of Theorem 2.4 by a simple explicit
construction. After giving the construction we comment on the sources for it.
2.5.1. Let H be a vector space equipped with a basis {|S〉} indexed by subsets S ⊂ Z
such that n ∈ S for n  0 and n /∈ S for n  0. Put
|•〉 = ∣∣{s ∈ Z | s < 0}〉 ∈H.
Given any
f =
∑
i
ai t
i ∈ C((1/t)), g =
∑
j
bj t
j ∈ C((1/t)),
we define linear operators f  and g on H by the rules
f |S〉 =
∑
ai(−1)#Si
∣∣S ∪ {i}〉, g|S〉 =∑b−1−j (−1)#Sj ∣∣S \ {j }〉,i∈Z\S j∈S
580 G.W. Anderson / Advances in Applied Mathematics 33 (2004) 573–614where
Si = {s ∈ S | s > i}.
Note that the sets Si are finite. Note that the sums make sense because only finitely many
nonzero terms appear in them. We claim that the quadruple(H, |•〉, f → f , g → g)
thus constructed is a model of fermionic Fock space.
2.5.2. Fix arbitrarily a subset S ⊂ Z such that n ∈ S for n  0 and n /∈ S for n  0. Fix
f,g ∈ C((1/t)) arbitrarily. Write f =∑i ai t i and g =∑j bj tj . We have
f g|S〉 =
∑
j∈S
∑
i∈Z\(S\{j})
aib−1−j (−1)#(S\{j})i+#Sj
∣∣S \ {j } ∪ {i}〉,
gf |S〉 =
∑
i∈Z\S
∑
j∈S∪{i}
b−1−j ai(−1)#(S∪{i})j+#Si
∣∣S ∪ {i} \ {j }〉.
Note also that
(−1)#(S\{j})i+#Sj (−1)#(S∪{i})j+#Si =
{−1 if i = j,
1 if i = j.
Therefore {
f , g
}|S〉 = Res(fg)|S〉.
Since S was chosen arbitrarily it follows in turn that {f , g} = Res(fg). The relations
{f , g} = 0 and {f , g} = 0 can be proved by similar calculations safely left to the
reader in their entirety. The relations (f<0)|•〉 = 0 and (g<0)|•〉 = 0 are immediate
consequences of the definitions.
2.5.3. Again fix arbitrarily a set S ⊂ Z such that n ∈ S for n  0 and n /∈ S for
n  0. Fix arbitrarily a subspace V ⊂ H such that |•〉 ∈ V and f v, gv ∈ V for all
f,g ∈ C((1/t)) and v ∈ V . Put
I = {0,1,2, . . .} ∩ S, J = {0,1,2, . . .} \ {−1 − s | s ∈ S},
thus defining finite sets of nonnegative integers, and write
I = {α1 > · · ·> αp}, J = {β1 > · · ·> βq}.
Then we clearly have
S = {α1, . . . , αp} ∪
({−1,−2,−3, . . .} \ {−1 − β1, . . . ,−1 − βq}),
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|S〉 = ±(tα1) · · · (tαp )(tβ1) · · · (tβq )|•〉
can be verified by a straightforward calculation safely left to the reader. It follows that
|S〉 ∈ V . Since S was chosen arbitrarily, it follows in turn that V =H.
2.5.4. Clearly the observations made in Sections 2.5.2 and 2.5.3 suffice to prove the
claim made in Section 2.5.1. Thus the existence part of Theorem 2.4 is proved. We call
the model explicitly constructed above the standard model of fermionic Fock space, and
we call the family of vectors {|S〉} the standard basis. Ultimately the standard model
is derived from Dirac’s theory of electrons and positrons; in the Dirac picture each set
S would be interpreted as a pattern of occupation of a system of integer energy levels
by indistinguishable particles obeying Fermi–Dirac statistics. For the construction of the
standard model presented here we have also drawn inspiration from [1,3,6,9] and [8, §10].
2.5.5. Because it foreshadows our approach to the proof of the uniqueness part of
Theorem 2.4, it is worth remarking that the construction S → (I, J ) considered in
Section 2.5.3 puts the sets S ⊂ Z such that n ∈ S for n  0 and n /∈ S for n  0 in bijective
correspondence with ordered pairs (I, J ) where I and J are finite sets of nonnegative
integers.
2.6. The anticommutator trick and related operator identities
2.6.1. We have
X2 = {X,X}/2.
In particular, a linear operator anticommuting with itself squares to 0.
2.6.2. Let X1, . . . ,Xn be linear operators on a common vector space, where n 2. We
have
X1X2 · · ·Xn = (−1)n−1X2 · · ·XnX1 +
n∑
j=2
(−1)jX2 · · ·Xj−1{X1,Xj }Xj+1 · · ·Xn.
We call this relation the anticommutator trick. If {X1,Xj } = 0 for j = 2, . . . , n, we have
simply
X1X2 · · ·Xn = (−1)n−1X2 · · ·XnX1.
The latter we call the trivial case of the anticommutator trick.
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The anticommutator trick is very similar in form to the Leibniz identity
[X1,X2 · · ·Xn] =
n∑
j=2
X2 · · ·Xj−1[X1,Xj ]Xj+1 · · ·Xn
indispensable to the representation theory of Lie algebras.
2.6.4. In this line we should also mention the Jacobi identity[[X,Y ],Z]= [[X,Z], Y ]+ [X, [Y,Z]]
satisfied by any three linear operators X, Y and Z on a common vector space. We have
written the Jacobi identity in the asymmetrical form best suited to the applications we have
in mind for it.
2.6.5. Of the various operator identities discussed here, only the anticommutator trick
is needed for the proof of Theorem 2.4. But it is natural at this juncture to mention the
Leibniz and Jacobi identities because, in conjunction with the anticommutator trick, they
frequently come up in applications of the theorem.
2.7. A trio of technical lemmas
Here is the common setting for the following three lemmas. Fix a model(H, |•〉, f → f , g → g)
of fermionic Fock space arbitrarily. Given finite sets
I = {α1 > · · · > αp}, J = {β1 > · · · > βq}
of nonnegative integers, put
|I, J 〉 = (tα1) · · · (tαp )(tβ1) · · · (tβq )|•〉 ∈H.
We remark that in the case of the standard model, the family {|I, J 〉} thus constructed
agrees up to signs with the standard basis, cf. the remarks of Sections 2.5.3 and 2.5.5.
Lemma 2.7.1. We have
(
t i
)|I, J 〉 = { (−1)#{α∈I |α>i}|I ∪ {i}, J 〉 if i /∈ I,0 if i ∈ I,(
tj
)|I, J 〉 = { (−1)#I+#{β∈J |β>j}|I, J ∪ {j }〉 if j /∈ J,0 if j ∈ J,
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|I, J 〉 =
∑
j∈J
(−1)#I+#{β∈J |β>j} Res(f tj )∣∣I, J \ {j }〉,
(g<0)
|I, J 〉 =
∑
i∈I
(−1)#{α∈I |α>i} Res(gti)∣∣I \ {i}, J 〉
for all integers i, j  0, finite sets I and J of nonnegative integers, and Laurent series
f,g ∈ C((1/t)).
Proof. All the formulas are proved by applying the anticommutator trick in a straightfor-
ward way. In fact only the trivial case of the anticommutator trick is needed to prove the
first two identities. 
Lemma 2.7.2. Let I0 and J0 be finite sets of nonnegative integers. Write
I0 = {α1 > · · · > αp}, J0 = {β1 > · · · > βq},
and put
X = (t−1−βq ) · · · (t−1−β1)(t−1−αp ) · · · (t−1−α1).
Then we have
#I + #J  #I0 + #J0 ⇒ X|I, J 〉 = δII0δJJ0|•〉
for all finite sets I and J of nonnegative integers.
Proof. By repeated application of the third and fourth identities stated in Lemma 2.7.1 we
have X|I0, J0〉 = |•〉. If (I, J ) = (I0, J0), then by hypothesis either we have I0 \ I = ∅ or
we have J0 \ J = ∅, and hence by repeated application of the third and fourth identities
stated in Lemma 2.7.1 we have X|I, J 〉 = 0. 
Lemma 2.7.3. The family {|I, J 〉} is a basis forH.
Proof. Let V be the span of the family {|I, J 〉}. By Lemma 2.7.1 we have f v, gv ∈ V
for all f,g ∈ C((1/t)) and v ∈ V . Moreover, we have |•〉 = |∅,∅〉 ∈ V . Therefore we
have V =H by the definition of fermionic Fock space. In other words, the family {|I, J 〉}
spansH. We turn now to the proof of independence. Suppose that there exists a nontrivial
relation ∑
c(I, J )|I, J 〉 = 0
of linear dependence. Choose finite sets I0 and J0 of nonnegative integers such that
c(I0, J0) = 0, with #I0 + #J0 as large as possible. By Lemma 2.7.2 there exists a linear
operator X on H such that
0 =
∑
c(I, J )X|I, J 〉 = c(I0, J0)|•〉 = 0,
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basis ofH. 
2.8. Completion of the proof of Theorem 2.4
Existence has already been proved. We have only to prove uniqueness. Suppose we have
two models (Hi , |•〉i , f → f i , g → gi ) (i = 1,2)
of fermionic Fock space. For all finite sets I and J of nonnegative integers and indices
i = 1,2, let the vector |I, J 〉i ∈Hi be defined by the rule given in Section 2.7. Then for
i = 1,2 the family {|I, J 〉i} is a basis for Hi by Lemma 2.7.3. Further, with the help of
Lemma 2.7.1, it can be verified that there exists exactly one linear isomorphismH1 ∼→H2
underlying an isomorphism from the first model of fermionic Fock space to the second,
namely that sending |I, J 〉1 to |I, J 〉2 for all I and J . We can safely leave the details of
that verification to the reader. Thus uniqueness is proved.
3. Fundamental structural facts
3.1. The setting for the rest of the paper
We now fix a model (H, |•〉, f → f , g → g)
of fermionic Fock space arbitrarily. As in Section 2.7, we put
|I, J 〉 = (tα1) · · · (tαp )(tβ1) · · ·(tβq ) ∈H
for all finite sets
I = {α1 > · · · > αp}, J = {β1 > · · · > βq}
of nonnegative integers. Recall that by Lemma 2.7.3 the family {|I, J 〉} thus constructed is
a basis for H. Recall also that
|•〉 = |∅,∅〉.
As becomes clear presently, it is extraordinarily convenient to define 〈•| to be the unique
linear functional on H such that
〈•|I, J 〉 =
{
1 if I = ∅ and J = ∅,
0 otherwise,
for all finite sets I and J of nonnegative integers.
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(1) Let a vector ψ ∈H be given. We have
(f<0)
ψ = 0, (g<0)ψ = 0
for all f,g ∈ C((1/t)) if and only if ψ is a scalar multiple of |•〉.
(2) Let a linear functional ψ∗ on H be given. We have
ψ∗(f0) = 0, ψ∗(g0) = 0
for all f,g ∈ C((1/t)) if and only if ψ∗ is a scalar multiple of 〈•|.
(3) Let a linear operator X on H be given. We have [f ,X] = 0 and [g,X] = 0 for all
f,g ∈ C((1/t)) if and only if X is a scalar multiple of the identity operator on H.
(4) Let a nonzero subspace V ⊂H be given. If for all f,g ∈ C((1/t)) and v ∈ V we have
f v, gv ∈ V , then V =H.
Proof. (1)(⇒) Suppose for the purpose of deriving a contradiction that ψ is not a scalar
multiple of |•〉. Let ψ = ∑ c(I, J )|I, J 〉 be the expansion of ψ in terms of the basis
{|I, J 〉}. Choose finite sets I0 and J0 of nonnegative integers such that c(I0, J0) = 0 and
n = #I0 + #J0 is as large as possible. We must have (I0, J0) = (∅,∅) and hence n > 0 lest
ψ be a scalar multiple of |•〉 = |∅,∅〉. By Lemma 2.7.2 there exists a linear operator X on
H factoring as a product of n operators of the form (f<0) or (g<0) with f,g ∈ C((1/t))
such that Xψ = c(I0, J0)|•〉 = 0. But by hypothesis we also have Xψ = 0 (since n > 0),
which is a contradiction.
(1)(⇐) This holds by definition of fermionic Fock space.
(2)(⇒) By hypothesis ψ∗ annihilates the basis {|I, J 〉}(I,J ) =(∅,∅) for the hyperplane in
H annihilated by the linear functional 〈•|.
(2)(⇐) With the help of the first two parts of Lemma 2.7.1 it can easily be verified
that the linear functional 〈•| annihilates the spaces (f0)H and (g0)H for all f,g ∈
C((1/t)).
(3)(⇒) By hypothesis we have (f<0)X|•〉 = X(f<0)|•〉 = 0 and (g<0)X|•〉 =
X(g<0)|•〉 = 0 for all f,g ∈ C((1/t)). It follows by the first part of the theorem already
proved that we have X|•〉 = c|•〉 for some scalar c. By a second application of the
hypothesis we have X|I, J 〉 = c|I, J 〉 for all finite sets I and J nonnegative integers. Since
the family {|I, J 〉} is a basis for H, we have X = c.
(3)(⇐) Trivial.
(4) By hypothesis there exists 0 = ψ ∈ V . As in the proof of the first part of theorem,
write ψ = ∑I ∑J c(I, J )|I, J 〉 and choose I0 and J0 such that c(I0, J0) = 0 and n =
#I0 + #J0 is as large as possible. By Lemma 2.7.2 there exists an operator X factoring
as the product of n operators of the form (f<0) or (g<0) with f,g ∈ C((1/t)) such that
Xψ = c(I0, J0)|•〉. It follows that |•〉 ∈ V , and hence that V = H by the definition of
fermionic Fock space. 
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linear operators on C((1/t)) such that
Res
(
(Af )(Bg)
)= Res(fg)
for all f,g ∈ C((1/t)). Let there also be given 0 = ψ0 ∈H such that(
A(f<0)
)
ψ0 = 0,
(
B(g<0)
)
ψ0 = 0
for all f,g ∈ C((1/t)). Then there exists a unique invertible linear operator γ on H such
that
γf  = (Af )γ, γg = (Bg)γ, γ |•〉 = ψ0
for all f,g ∈ C((1/t)).
Proof. We first prove uniqueness. Suppose γ1 and γ2 both have the desired properties.
Then the operator φ = γ−12 γ1 commutes with f  and g for all f,g ∈ C((1/t)), hence
φ = c for some scalar c by the third part of the Schur Lemma, and finally c = 1 because
φ|•〉 = |•〉. Thus uniqueness is proved.
We turn now to the proof of existence. By the fourth part of the Schur Lemma the
smallest subspace of H stable under the action of f  and g for all f,g ∈ C((1/t)) and to
which ψ0 belongs is H. It follows under our hypotheses that the quadruple(H, ψ0, f → (Af ), g → (Bf ))
is a model of fermionic Fock space. In turn, Theorem 2.4 provides us with an isomorphism
γ to the model above from our fixed model of fermionic Fock space. Clearly this
isomorphism γ has all the desired properties. Thus existence is proved. 
Theorem 3.4 (The Lie-lifting construction). Let A and B be linear operators on C((1/t))
such that
Res
(
(Af )g
)+ Res(f (Bg))= 0
for all f,g ∈ C((1/t)). Let there also be given ψ0 ∈H such that
(f<0)
ψ0 +
(
A(f<0)
)|•〉 = 0, (g<0)ψ0 + (B(g<0))|•〉 = 0
for all f,g ∈ C((1/t)). Then there exists a unique linear operator X on H such that[
X,f 
]= (Af ), [X,g]= (Bg), X|•〉 = ψ0
for all f,g ∈ C((1/t)).
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properties. Then φ = X1 − X2 commutes with f  and g for all f,g ∈ C((1/t)), hence
φ = c for some scalar c by the third part of the Schur Lemma, and finally c = 0 because
φ|•〉 = 0. Thus uniqueness is proved.
We turn now to the proof of existence. LetH(2) be the space of column vectors of length
2 with entries inH. Let H˜ be the intersection of all subspaces V ⊂H(2) with the following
two properties: firstly, V is stable under the action of the operators
[
f  (Af )
0 f 
]
,
[
g (Bg)
0 g
]
for all f,g ∈ C((1/t)); and secondly, the vector
[
ψ0
|•〉
]
belongs to V . Then the quadruple
(
H˜,
[
ψ0
|•〉
]
, f →
[
f  (Af )
0 f 
]
, g →
[
g (Bg)
0 g
])
is a model of fermionic Fock space, as can be verified by a straightforward calculation
with two by two matrices that we omit. In turn, Theorem 2.4 provides us with a unique
isomorphism to the model above from our fixed model of fermionic Fock space. Let us
write that isomorphism in the form
ψ →
[
Xψ
Yψ
]
where X and Y are linear operators on H. By construction we have
[
Xf ψ
Yf ψ
]
=
[
f  (Af )
0 f 
][
Xψ
Yψ
]
,[
Xgψ
Ygψ
]
=
[
g (Bg)
0 g
][
Xψ
Yψ
]
,[
X|•〉
Y |•〉
]
=
[
ψ0
|•〉
]
for all f,g ∈ C((1/t)) and ψ ∈ H. In particular, Y commutes with f  and g for all
f,g ∈ C((1/t)), and moreover Y |•〉 = |•〉, so we have Y = 1 by the third part of the Schur
Lemma. It is then clear that X has all the desired properties. Thus existence is proved. 
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4.1. A very brief review of pfaffians
Let A and B denote n by n matrices with entries in the complex numbers.
4.1.1. If n is even, put
PfA = Pfni,j=1 Aij =
∑
(−1)σ
n/2∏
i=1
Aσ(2i−1),σ (2i)
where the sum is extended over permutations σ of {1, . . . , n} such that
• σ(2i − 1) < σ(2i) for i = 1, . . . , n/2,
• σ(2i − 1) < σ(2i + 1) for i = 1, . . . , n/2 − 1,
and (−1)σ denotes the sign of σ ; otherwise, if n is odd, put PfA = Pfni,j=1 Aij = 0. We
call PfA the pfaffian of A.
4.1.2. For example, we have
PfA =
{
A12 if n = 2,
A12A34 −A13A24 +A14A23 if n = 4.
4.1.3. Rewritten recursively, the definition of the pfaffian takes the form
PfA =

1 if n = 0,
0 if n = 1,∑n
j=2(−1)jA1j PfA1j if n 2,
where A1j denotes the n − 2 by n − 2 matrix obtained from A by striking rows 1 and j
and columns 1 and j .
4.1.4. When n is even and A is antisymmetric, the definition of PfA given here agrees
with the standard one, cf. [5, III, 8, p. 254], and in that case, as is well known, we have
detA= (PfA)2, PfBABT = (detB)(PfA).
But note that PfA is defined here for any A, antisymmetric or not, and for any n, even or
not. Note further that PfA as defined here depends only on the entries of A strictly above
the main diagonal.
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4.2.1. By [10], as reinterpreted in [4] in terms of pfaffians, we have
〈•|(f 1 + g1) · · · (f n + gn)|•〉 = Pfni,j=1 Res((fi)<0gj + (gi)<0fj )
= Pfni,j=1 Res
(
fi(gj )0 + gi(fj )0
)
= Pfni,j=1 〈•|
(
f

i + gi
)(
f

j + gj
)|•〉
for all finite sequences f1, . . . , fn and g1, . . . , gn in C((1/t)). This relation we shall call
the Wick–Lieb identity.
4.2.2. For the reader’s convenience we quickly sketch a proof of the identity. For brevity
we write
xi =
(
(fi)0
) + ((gi)0), yi = ((fi)<0) + ((gi)<0),
zi = xi + yi = (fi) + (gi).
We have
〈•|zi |•〉 = 〈•|(xi + yi)|•〉 = 0
by the first and second parts of the Schur Lemma. It follows in particular that the Wick–
Lieb identity holds in the case n = 1. We have
〈•|zizj |•〉 I= 〈•|yizj |•〉 II= 〈•|{yi, zj }|•〉 = {yi, zj } = Res
(
(fi)<0gj + (gi)<0fj
)
= Res((fi)<0(gj )0 + (gi)<0(fj )0)= Res(fi(gj )0 + gi(fj )0)
at I by the second part of Schur Lemma, at II by the first part of the Schur Lemma, and
elsewhere by the definitions. It follows in particular that the Wick–Lieb identity holds in
the case n = 2. Finally, for n > 2, we have
〈•|z1 · · ·zn|•〉 I= 〈•|y1z2 · · ·zn|•〉 II=
n∑
j=2
(−1)j 〈•|z2 · · · {y1, zj } · · ·zn|•〉
III=
n∑
j=2
(−1)j 〈•|z1zj |•〉〈•|z2 · · ·zj−1zj+1 · · ·zn|•〉 IV= Pfni,j=1 〈•|zizj |•〉
at I by the second part of the Schur lemma, at II by the anticommutator trick and the first
part of the Schur Lemma, at III since as already noted above we have {y1, zj } = 〈•|z1zj |•〉,
and at IV by induction on n combined with the recursive form of the definition of the
pfaffian. The proof of the Wick–Lieb identity is complete.
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Let A and B again denote n by n matrices with entries in the complex numbers.
Lemma 4.3.1.
Pf
[
0 A
B 0
]
= (−1) n(n−1)2 detA= ndet
i,j=1
Ai,n−j+1.
Proof. The case n = 1 is clear, so assume that n > 1. By the definition of the pfaffian in
its recursive form and induction on n, the pfaffian in question can be rewritten as a sum
which, up to the sign (−1)n(n−1)/2, coincides with the expansion of detA by minors of its
first row. 
Lemma 4.3.2. Let I ⊂ {1, . . . , n} be a subset such that Aij = 0 if i, j ∈ I or i, j ∈
{1, . . . , n} \ I . If PfA = 0, then #I = n/2.
Proof. We may assume that n is even, for otherwise PfA = 0 and there is nothing to prove.
Now consider the definition of the pfaffian in its nonrecursive form. Let σ be a permutation
indexing a nonvanishing term in the sum defining PfA. By hypothesis we have
#
({
σ(2i − 1), σ (2i)}∩ I)= 1
for i = 1, . . . , n/2, whence the result. 
Lemma 4.3.3. Assume that n is even. Let  be a positive even integer not exceeding n.
For each subset I = {i1 < · · · < ip} ⊂ {1, . . . , n} put AI := Pfpα,β=1 Aiα,iβ . Assume that
A{1,...,n−} = 0. We have
A{1,...,n}
A{1,...,n−}
= Pf i,j=1
A{1,...,n−}∪{n−+i,n−+j}
A{1,...,n−}
.
We shall call this relation the Pfaff–Plücker identity.
Proof. Since for all I ⊂ {1, . . . , n} the subpfaffian AI depends only on the entries of
A strictly above the diagonal, we may without loss of generality assume that A is
antisymmetric. Consider now the block decomposition
A =
[
a b
−bT d
]
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hypothesis a is antisymmetric and we have Pfa = 0. Consequently there exists an n−  by
n−  matrix u with complex entries such that
uauT = e =

1
−1
. . .
1
−1
 , detu · Pfa = Pf e = 1.
Put
B =
[
u 0
bT a−1 1
][
a b
−bT d
][
uT −a−1b
0 1
]
=
[
e 0
0 bT a−1b + d
]
.
Then the Pfaff–Plücker identity holds trivially for B and moreover we have detu ·AI = BI
for all sets I between {1, . . . , n − } and {1, . . . , n}. Therefore the Pfaff–Plücker identity
holds for A, too. 
4.4. A variant and an enhancement
4.4.1. By combining the Wick–Lieb identity with Lemmas 4.3.1 and 4.3.2, the reader
can easily verify that
〈•|f 1 · · ·f pgq · · ·g1|•〉 =
{
detpi,j=1 Res(fi(gj )0) if p = q,
0 if p = q
for all finite sequences f1, . . . , fp and g1, . . . , gq in C((1/t)). Abusing language slightly,
we refer to this relation also as the Wick–Lieb identity. Note that this continues to hold
with roles of sharps and flats reversed.
4.4.2. From Lemma 4.3.3 we obtain a significantly enhanced version of the Wick–Lieb
identity, namely
〈•|(f 1 + g1) · · · (f k+ + gk+)|•〉
〈•|(f 1 + g1) · · · (f k + gk)|•〉
= Pf i,j=1
〈•|(f 1 + g1) · · · (f k + gk)(f k+i + gk+i )(f k+j + gk+j )|•〉
〈•|(f 1 + g1) · · · (f k + gk)|•〉
where k and  are any even positive integers and f1, . . . , fk+ and g1, . . . , gk+ are
any finite sequences in C((1/t)), provided of course that the denominator 〈•|(f 1 +
g

1) · · · (f k + gk)|•〉 does not vanish. This enhancement is not needed for proving our main
results, but it is worth mentioning because it is essential for more advanced applications of
the Wick–Lieb circle of ideas, e.g., to random matrix theory and to abelian function theory.
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5.1. An exceedingly brief review of freshman calculus
The rules for combining the operations in C((1/t)) defined in Section 2.1.3 are more or
less those of freshman calculus. For example, we have
(fg)′ = f ′g + fg′, (f0)′ =
(
f ′
)
0, (f<0)
′ = (f ′)
<0,
(f ◦ v)′ = (f ′ ◦ v)v′, (fg) ◦ v = (f ◦ v)(g ◦ v),
Res
(
f ′
)= 0, degv · Res(f ) = Res((f ◦ v)v′)
for all f,g, v ∈ C((1/t)) with degv > 0. The reader should keep these basic facts in mind
as we proceed.
5.2. Operators
We exploit the lifting and Lie-lifting constructions in order to define the suite of
operators on fermionic Fock space we need to do our work.
5.2.1. Given any u ∈ C((1/t)) such that degu = 0, the lifting construction yields a
unique invertible linear operator σu on H such that
σuf
 = (uf )σu, σug =
(
u−1g
)
σu, σu|•〉 = |•〉
for all f,g ∈ C((1/t)).
5.2.2. The lifting construction yields a unique invertible linear operator σt on H such
that
σtf
 = (tf )σt , σtg =
(
t−1g
)
σt , σt |•〉 =
(
t0
)|•〉
for all f,g ∈ C((1/t)).
5.2.3. Given any v ∈ C((1/t)) such that degv = 1, the lifting construction yields a
unique invertible linear operator ρv on H such that
ρvf
 = (v′ · (f ◦ v))ρv, ρvg = (g ◦ v)ρv, ρv |•〉 = |•〉
for all f,g ∈ C((1/t)).
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such that [
Th,f

]= (hf ), [Th,g]= (−hg),
for all f,g ∈ C((1/t)) and
Th|•〉 =
∑
α0
∑
β0
Res
(
t−2−α−βh
)(
tα
)(
tβ
)|•〉.
Note that the sum on the right makes sense because only finitely many nonzero terms
appear in it. The main point of the proof of the claim is the following calculation. We have
(f<0)

∑
α0
∑
β0
Res
(
t−2−α−βh
)(
tα
)(
tβ
)|•〉
= −
∑
α0
∑
β0
Res
(
t−2−α−βh
)(
tα
) Res(f<0tβ)|•〉 = −∑
α0
Res
(
t−1−αf<0h
)(
tα
)|•〉
= −((f<0h)0)|•〉 = −(f<0h)|•〉,
(g<0)

∑
α0
∑
β0
Res
(
t−2−α−βh
)(
tα
)(
tβ
)|•〉
=
∑
α0
∑
β0
Res
(
t−2−α−βh
)
Res
(
g<0t
α
)(
tβ
)|•〉 =∑
β0
Res
(
t−1−βg<0h
)(
tβ
)|•〉
= ((g<0h)0)|•〉 = (g<0h)|•〉
for all f,g ∈ C((1/t)). We can safely leave the remaining details of the verification of the
claim to the reader.
5.2.5. We continue in the setting of the preceding paragraph. We claim that
Th<0 |•〉 = 0, 〈•|Th|•〉 = 0, 〈•|Th0 = 0.
The first relation follows immediately from the definitions. The second relation follows
from definitions combined with the second part of the Schur Lemma. To prove the third
relation, we begin by observing that
〈•|Th0
(
(f0) + (g0)
)= 〈•|(((f0) + (g0))Th0 + [Th0, (f0) + (g0)])
= 〈•|(((f0) + (g0))Th0 + ((h0f0) − (h0g0)))
= 0
594 G.W. Anderson / Advances in Applied Mathematics 33 (2004) 573–614for all f,g ∈ C((1/t)) by the Leibniz identity, the definition of Th0 , and the second part
of the Schur Lemma, respectively. It follows by a further application of the second part of
the Schur Lemma that we have
〈•|Th0 = c〈•|
for some scalar c. Finally, we have
c = 〈•|Th0 |•〉 = 0,
and hence the third relation holds. The claim is proved.
5.2.6. For each integer i we write
Tti = Ti
in order to abbreviate notation conveniently. In this notation we have
Ti |•〉 =
∑
α,β0
α+β=i−1
(
tα
)(
tβ
)|•〉
and
〈•|Ti |•〉 = 0, i  0 ⇒ 〈•|Ti = 0, i  0 ⇒ Ti |•〉 = 0
for all i .
5.2.7. We claim that for each positive integer n we have
σnt |•〉 =
(
tn−1
) · · · (t0)|•〉, σ−nt |•〉 = (tn−1) · · · (t0)|•〉,
〈•|σnt = 〈•|
(
t−1
) · · · (t−n), 〈•|σ−nt = 〈•|(t−1) · · · (t−n).
By induction on n we may assume without loss of generality that n = 1. Of course the first
relation holds by definition of σt . We have
σt
(
t0
)|•〉 = (t−1)(t0)|•〉 = (1 − (t0)(t−1))|•〉 = |•〉
and hence the second relation holds. We have
〈•|(t−1)σ−1t ((f0) + (g0))= 〈•|(t−1)((t−1f0) + (tg0))σ−1t = 0
for all f,g ∈ C((1/t)) by the definition of σt , the trivial case of the anticommutator
trick and the second part of the Schur Lemma, respectively. Consequently, by a further
application of the second part of the Schur Lemma we have
〈•|(t−1)σ−1t = c〈•|
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c = 〈•|(t−1)σ−1t |•〉 = 〈•|(t−1)(t0)|•〉 = 〈•|(1 − (t0)(t−1))|•〉 = 1,
and hence the third relation holds. The fourth relation is proved similarly. The proof of the
claim is complete.
5.3. Commutation relations
We exploit the Schur Lemma and the Wick–Lieb identity to determine the commutation
relations standing among the operators introduced above.
5.3.1. Fix h1, h2 ∈ C((1/t)). We claim that
[Th1, Th2] = Res
(
h1h
′
2
)
.
This relation is the point of contact between our ad hoc theory of fermionic Fock space and
the interpretation of residues given in [9]. We carry out the proof of this crucially important
commutation relation in a fairly detailed manner in order to set the pattern; we then carry
out subsequent proofs of this nature at a brisker pace. At any rate, we have[[Th1, Th2], (f  + g)]= [[Th1, (f  + g)], Th2]+ [Th1, [Th2, (f  + g)]]= 0
by the Jacobi identity and the definitions for all f,g ∈ C((1/t)). By the third part of the
Schur Lemma it follows that we have
[Th1, Th2] = c
for some scalar c. Now write
h1 =
∑
i
ai t
i , h2 =
∑
j
bj t
j .
We have
〈•|Th1Th2 |•〉 I=
∑
α0
∑
β0
b1+α+β〈•|Th1
(
tα
)(
tβ
)|•〉
II=
∑
α0
∑
β0
b1+α+β〈•|
(
h1t
α
)(
tβ
)|•〉 +∑
α0
∑
β0
b1+α+β〈•|
(
tα
)(−htβ)|•〉
+
∑
α0
∑
β0
b1+α+β〈•|
(
tα
)(
tβ
)
Th2 |•〉
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∑
α0
∑
β0
b1+α+β〈•|
(
h1t
α
)(
tβ
)|•〉
IV=
∑
α0
∑
β0
b1+α+βa−1−α−β =
∞∑
=1
a−b
at I by the definition of Th2 , at II by the definition of Th1 and the Leibniz identity, at III by
the second part of the Schur Lemma and at IV by the Wick–Lieb identity. It follows that
c = 〈•|[Th1, Th2]|•〉 =
∞∑
=1
(a−b − b−a) =
∑

a−b = Res
(
h1h
′
2
)
.
The claim is proved.
5.3.2. Fix u ∈ C((1/t)) such that degu = 0. We claim that
σuσt = Res
(
t−1u
)
σtσu.
This relation is the point of contact between our ad hoc theory of fermionic Fock space and
the interpretation of the tame symbol given in [1]. In any case, the operators on both sides
of the claimed identity agree up to a nonzero scalar factor by the third part of the Schur
Lemma. But since we also have
σuσt |•〉 = σu
(
t0
)|•〉 = u|•〉 = Res(t−1u)(t0)|•〉 = Res(t−1u)σtσu|•〉,
the claim must hold exactly as stated.
5.3.3. For all u1, u2, u, v, v1, v2 ∈ C((1/t)) such that
degui = 0, degu = 0, degv = 1, degvi = 1,
we claim that
σu1σu2 = σu1u2, ρvσu = σu◦vρv, ρv1ρv2 = ρv2◦v1 .
By the third part of the Schur Lemma each of the claimed relations holds up to a nonzero
scalar factor. But all the operators appearing here fix the vector |•〉. Therefore all the
claimed relations hold exactly as stated.
5.3.4. Fix u,h ∈ C((1/t)) with degu = 0. We claim that
σuThσ
−1
u = Th − Res
(
hu′/u
)
.
In any case we have
σuThσ
−1
u − Th = c
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c = 〈•|(σuThσ−1u − Th)|•〉 = 〈•|σuTh|•〉 =∑
α0
∑
β0
Res
(
t−2−α−βh
)〈•|σu(tα)(tβ)|•〉
=
∑
α0
〈•|σu
(
tα
)((
t−1−αh
)
0
)|•〉 =∑
α0
〈•|σu
(
tα
)(
t−1−αh
)|•〉
=
∑
α0
〈•|(tαu)(t−1−αh/u)|•〉 =∑
α0
Res
((
tαu
)
<0t
−1−αh/u
)
= Res
((∑
α0
(tαu)<0t
−1−α
)
h/u
)
= −Res(u′h/u).
This proves the claim.
5.3.5. Fix h ∈ C((1/t)). We claim that
σtThσ
−1
t = Th − Res
(
t−1h
)
for all h ∈ C((1/t)). In any case we have
σtThσ
−1
t − Th = c
for some scalar c by the third part of the Schur Lemma. But we also have
c = 〈•|σtThσ−1t − Th|•〉 = 〈•|
(
t−1
)
Th
(
t0
)|•〉 = 〈•|(t−1)(−ht0) + (t−1)(t0)Th|•〉
= 〈•|(t−1)(−ht0) + (1 − (t0)(t−1))Th|•〉 = 〈•|(t−1)(−ht0)|•〉 = −Res(t−1h).
This proves the claim.
5.3.6. Fix h,v, v¯ ∈ C((1/t)) with
degv = deg v¯ = 1, v ◦ v¯ = v¯ ◦ v = t .
We claim that
ρvThρ
−1
v = Th◦v +
1
2
Res
(
hv¯′′/v¯′
)
.
A square root
√
v′ of v′ in C((1/t)) exists since degv′ = 0. By the commutation relations
worked out in Section 5.3.4, and in view of the identity
−Res((h ◦ v)(√v′)′/√v′)= 1 Res(hv¯′′/v¯′)
2
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σ−1√
v′ρvThρ
−1
v σ
√
v′ = Th◦v.
Now in any case we have
σ−1√
v′ρvThρ
−1
v σ
√
v′ − Th◦v = c
for some scalar c by the third part of the Schur Lemma. Further, for all α,β  0 we have
Res
(
vα
√
v′
(
vβ
√
v′
)
0
)= Res((vα√v′)
<0v
β
√
v′
)
,
Res
((
vα
√
v′
)
<0v
β
√
v′
)+ Res((vα√v′)0vβ√v′)= Res(vα+βv′)= 0,
and hence the matrix
{
Res
(
vα
√
v′
(
vβ
√
v′
)
0
)}
α,β0
is antisymmetric. Finally, we have
c = 〈•|σ−1√
v′ρvThρ
−1
v σ
√
v′ − Th◦v|•〉 = 〈•|σ−1√v′ρvTh|•〉
=
∑
α,β0
Res
(
t−2−α−βh
)〈•|(vα√v′)(vβ√v′)|•〉
=
∑
α,β0
Res
(
t−2−α−βh
)
Res
(
vα
√
v′
(
vβ
√
v′
)
0
)= 0,
which finishes the proof of the claim.
5.3.7. Fix v ∈ C((1/t)) such that degv = 1. We claim that
ρvσt = Res
(
t−1v′
)
σtσv/tρv.
In any case, by the third part of the Schur Lemma, the claimed identity holds up to a
nonzero scalar factor. But we have
ρvσt |•〉 = ρv
(
t0
)|•〉 = (v′)|•〉 = Res(t−1v′)(t0)|•〉 = Res(t−1v′)σtσv/tρv |•〉,
and hence the claim holds exactly as stated.
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In building our bridge we pursue a line of thought suggested to us by [8, §8], and due
ultimately to Sato. But in our treatment of this circle of ideas the details are different
and simpler because, more in line with [3], we emphasize operator identities instead of
geometry. We follow [5, Chapter I] on the symmetric function side.
6.1. Partitions
We briefly recall definitions from [5, I, 1].
6.1.1. A partition λ is a nonincreasing sequence {λi}∞i=1 of nonnegative integers such
that λi = 0 for i  0.
6.1.2. Given an ordered pair (i, j) of positive integers and a partition λ, we call (i, j)
a node of λ if j  λi . By definition the diagram of a partition is the set of its nodes.
Following the conventions of matrix algebra rather than those of coordinate geometry, we
think of (i, j) as being located in the ith row and j th column. We say, for example, that
there are λi nodes in the ith row of the diagram of λ.
6.1.3. Given a partition λ, the length (λ) is the number of rows of the diagram of λ,
the size |λ| is the number of nodes of the diagram of λ, and the partition λ′ conjugate to λ
is the unique partition with diagram equal to the transpose of the diagram of λ.
6.1.4. Given a partition λ, we write
λ = (α1 . . .αr |β1 . . .βr )
under these conditions:
• There are exactly r nodes of the diagram of λ along the main diagonal.
• For i = 1, . . . , r there are exactly αi nodes of the diagram of λ in the ith row strictly
to the right of the main diagonal.
• For j = 1, . . . , r there are exactly βj nodes of the diagram of λ in the j th column
strictly below the main diagonal.
Note that in this situation we have
|λ| = r +
∑
i
αi +
∑
j
βj , λ
′ = (β1 . . .βr |α1 . . .αr ).
We call (α1 . . .αr |β1 . . .βr ) the Frobenius notation for the partition λ.
6.2. Symmetric functions
We briefly recall definitions and basic facts from [5, I, 2–3].
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functions in the xi as defined in [5, I, 2], but with complex rather than integral coefficients.
Let ε be a variable independent of the xi . The complete symmetric functions hi , the
elementary symmetric functions ei and the power sum symmetric functions pi are the
elements of Λ characterized by the identities
∞∏
i=1
(1 − xiε) =
∑
i
(−1)ieiεi,
∞∏
i=1
(1 − xiε)−1 =
∑
i
hiε
i = exp
( ∞∑
i=1
piε
i
i
)
holding in the ring of power series in Λ with coefficients in ε. Note that by convention
h0 = 1 = e0 and hi = 0 = ei for i < 0, whereas pi is not defined for i  0.
6.2.2. Given a finite sequence z1, . . . , zn of complex numbers and a symmetric function
f ∈ Λ, let f (z1, . . . , zn) denote the result of making in f the substitutions xi = zi for
i = 1, . . . , n and xi = 0 for i > n. Note that symmetric functions with complex coefficients
are uniquely determined by their values on all finite sequences of complex numbers.
6.2.3. Let z1, . . . , zn be any finite sequence of complex numbers. To make first contact
with our ad hoc theory of fermionic Fock space, we remark that if
u =
n∏
i=1
(
1 − zit−1
)−1
,
then
hi(z1, . . . , zn) = Res
(
t i−1u
)
, (−1)iei(z1, . . . , zn) = Res
(
t i−1u−1
)
for all i and
pi(z1, . . . , zn) = −Res
(
t iu′/u
)
for all i > 0, as follows immediately by specialization of the power series identities
defining hi , ei and pi .
6.2.4. For each partition λ, let
pλ =
(λ)∏
i=1
pλi , sλ =
(λ)
det
i,j=1hλi−i+j =
(λ′)
det
i,j=1 eλ
′
i−i+j
be the power sum symmetric function and the S-function (Schur function) indexed by λ,
respectively. The family {pλ} indexed by partitions λ is a basis for Λ and so is the family
{sλ}.
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6.3.1. Since the family {pλ} is a basis for Λ, we are permitted to view Λ as the ring of
polynomials in independent variables pi for i > 0, with complex coefficients. Moreover, by
the commutation relations worked out in Section 5.3.1, the members of the family {Ti}∞i=1
of linear operators on H commute among themselves. Accordingly, given any f ∈ Λ, it
makes sense to substitute Ti for pi in f for all i > 0, thus obtaining from f a well defined
linear operator f (T ) onH. The map(
f → f (T )) :Λ → (linear operators on H)
thus defined is linear and satisfies
(fg)(T ) = f (T )g(T )
for all f,g ∈ Λ.
6.3.2. For each partition
λ = (α1 . . .αr |β1 . . .βr )
put
|λ〉 = (−1)β1+···+βr (tα1) · · · (tαr )(tβr ) · · · (tβ1)|•〉 ∈H,
cf. the remarks of Sections 2.5.3 and 2.5.5. Note that we have
|λ〉 = ±|I, J 〉
where
I = {α1, . . . , αr }, J = {β1, . . . , βr},
and |I, J 〉 is defined as in Lemma 2.7.3. Put
H0 =
(
span of the family
{|λ〉})⊂H.
Since the family {|λ〉} up to signs is part of the basis {|I, J 〉} for H provided by
Lemma 2.7.3, the family {|λ〉} is linearly independent, and hence a basis forH0.
Theorem 6.4.
(i) The map (
f → f (T )|•〉) :Λ →H0
is one-to-one and onto.
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sλ(T )|•〉 = |λ〉
for all partitions λ.
The basic idea behind Theorem 6.4 is physics folklore. On the physics side it is known
as the boson–fermion correspondence, cf. [6, pp. 214–215]. The theorem efficiently bridges
the gap between classical symmetric function theory and the ad hoc theory of fermionic
Fock space developed here. The proof of the theorem requires some preparation and is not
going to be completed until Section 6.6.
6.5. Yet another trio of technical lemmas
Lemma 6.5.1. Fix a partition λ and an integer  > 0. The vector T|λ〉 is a linear
combination of vectors of the form |µ〉 with |µ| = |λ| + . In particular, T|λ〉 = 0 if
|λ| +  < 0.
Proof. Write
λ = (α1 . . .αr |β1 . . .βr), I = {α1, . . . , αr }, J = {β1, . . . , βr }.
Recall that we have
|λ〉 = ±|I, J 〉, T|•〉 =
∑
i,j0
i+j=−1
(
t i
)(
tj
)|•〉
by the definitions. By straightforward exploitation of the Leibniz identity, the anticommu-
tator trick and the definitions, it can be verified that
T|λ〉 =
∑
i∈I
i+/∈I
±∣∣I \ {i} ∪ {i + }, J 〉+ ∑
j∈J
j+/∈J
±∣∣I, J \ {j } ∪ {j + }〉
+
∑
i,j0
i+j=−1
i /∈I, j /∈J
±∣∣I ∪ {i}, J ∪ {j }〉.
We leave the details to the reader. The last identity after a moment’s reflection about
Frobenius notation proves what we want. 
Lemma 6.5.2. We have (
tn−1+λ1
) · · · (tn−n+λn)|•〉 = σnt |λ〉
for all partitions λ and integers n (λ).
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S = {n− i + λi | i = 1,2,3, . . .} ⊃ {i ∈ Z | i < 0},
S′ = {−1 + n+ i − λ′i | i = 1,2,3, . . .}⊂ {i ∈ Z | i  0}.
By [5, I, 1, (1.7)] the set Z is the disjoint union of the sets S and S′. Write
λ = (α1 . . .αr |β1 . . .βr).
To abbreviate notation conveniently, put
α′i = αi + n, β ′j = βj − n.
We have
{s ∈ S | s  n} = {α′1 > · · ·> α′r},
{s ∈ S′ | s < n} = {−1 − β ′r > · · · > −1 − β ′1}= {n− 1 > · · ·> 0} \ S,
and we also have
σnt |λ〉 = (−1)β1+···+βr
(
tα
′
1
) · · · (tα′r )(tβ ′r ) · · · (tβ ′1)(tn−1) · · ·(t0)|•〉
by the definitions and the calculation of Section 5.2.7. The result follows now after a
straightforward application of the anticommutator trick. 
Lemma 6.5.3. Fix a finite sequence z1, . . . , zn of complex numbers. Put
u =
n∏
i=1
(
1 − zit−1
)−1 ∈ C((1/t)).
(i) We have
〈•|σuf (T )|•〉 = f (z1, . . . , zn)
for all f ∈ Λ.
(ii) We have
〈•|σu|λ〉 = sλ(z1, . . . , zn)
for all partitions λ.
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have
〈•|σupλ(T )|•〉 I= 〈•|σupλ(T )σ−1u |•〉 II= 〈•|
(λ)∏
i=1
σuTλiσ
−1
u |•〉
III= 〈•|
(λ)∏
i=1
(
Tλi − Res
(
tλi u′/u
))|•〉 IV= (λ)∏
i=1
(−Res(tλi u′/u)) V= pλ(z1, . . . , zn),
at I by definition of σu, at II because the intermediate factors of σu and σ−1u cancel, at
III by the commutation relations worked out in Section 5.3.4, at IV by the fact noted in
Section 5.2.4 that 〈•|Ti = 0 for i  0, and at V by the remark of Section 6.2.3.
(ii) We have
〈•|σu|λ〉 = 〈•|σ−nt σ nt σu|λ〉 I= 〈•|σ−nt σuσnt |λ〉
II= 〈•|(t−1) · · ·(t−n)σu(tn+λ1−1) · · · (tn+λn−n)|•〉
III= 〈•|(t−1) · · ·(t−n)(tn+λ1−1u) · · · (tn+λn−nu)|•〉
IV= ndet
i,j=1 Res
(
t i−n−1
(
tn+λj−ju
)
0
)= ndet
i,j=1 Res
((
t i−n−1
)
<0t
n+λj−j u
)
= ndet
i,j=1 Res
(
t i+λj−j−1u
) V= sλ(z1, . . . , zn),
at I by the commutation relation worked out Section 5.3.2, at II by the calculation of
Section 5.2.7 and Lemma 6.5.2, at III by the definition of σu, at IV by the variant of
the Wick–Lieb identity in Section 4.4.1 (with sharps and flats reversed) and at V by the
remarks of Section 6.2.3 and the definitions. 
6.6. Proof of Theorem 6.4
(i) For each integer n 0, let grn Λ (respectively, grnH0) be the subspace of Λ spanned
by symmetric functions of the form pλ (respectively, vectors of the form |λ〉) with λ a
partition such that |λ| = n. Then we have direct sum decompositions
Λ =
∞⊕
n=0
grn Λ, H0 =
∞⊕
n=0
grnH0.
The map in question sends grn Λ to grnH0 for all n by Lemma 6.5.1. Further, this map
is one-to-one by Lemma 6.5.3(i). Finally, since the families {pλ} and {|λ〉} indexed by
partitions λ are linearly independent, we have
dim grn Λ = dim grnH0 < ∞
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(ii) By what we have already proved, we have
|λ〉 = f (T )|•〉
for a uniquely determined symmetric function f ∈ Λ. But then by Lemma 6.5.3 we must
have
sλ(z1, . . . , zn) = f (z1, . . . , zn)
for all finite sequences z1, . . . , zn of complex numbers. The latter is possible only if f = sλ.
Corollary 6.7. Let ε be a variable independent of the variables xi . Let z1, . . . , zn be any
finite sequence of complex numbers. Write
exp
( ∞∑
i=1
pi(z1, . . . , zn)piεi
i
)
=
∞∑
i=0
fiε
i (fi ∈ Λ).
Then we have
fi(T )|•〉 =
∑
|λ|=i
sλ(z1, . . . , zn)|λ〉
for all i  0.
Proof. By suitably specializing the orthogonality relations discussed in [5, I, 4], we obtain
the relations
fi =
∑
|λ|=i
sλ(z1, . . . , zn)sλ.
The result now follows via Theorem 6.4(ii). 
7. Generalization of Weyl’s identity
We continue in the setting of Section 6.
Theorem 7.1. Fix a sequence {a}∞=1 of complex numbers arbitrarily. Let x and y be
independent variables. Let complex coefficients Mαβ be defined by the two-variable power
series identity
∞∑ ∞∑
Mαβx
αyβ = −y
x
∂
∂y
log
(
1 −
∑
axy
x − y
x − y
)
.α=0 β=0 >0
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W =
∏
i<j
(
1 −
∑
>0
axixj
xi − xj
xi − xj ε
+1
)
,
thus defining a power series in ε with coefficients in Λ. Then we have identities
W =
∑
λ=(α1...αr |β1...βr )
(−1)β1+···+βr rdet
i,j=1Mαiβj · sλε
|λ|
= exp
( ∞∑
i=1
∞∑
j=1
Mi−1,j
pi+j − pipj
i + j ε
i+j
)
holding in the ring of power series in ε with coefficients in Λ.
The proof of the theorem takes up the rest of Section 7.
7.2. Interpretation and analysis of the coefficients Mαβ
Lemma 7.2.1. Put
v¯ = t +
∞∑
=1
at
− ∈ C((1/t))
and let v ∈ C((1/t)) be the formal Laurent series inverse of v¯, i.e., the unique Laurent
series such that
v ◦ v¯ = v¯ ◦ v = t = v +
∞∑
=1
av
−.
We have
(
vβ
)
0 ◦ v¯ =
(
tβ v¯′
)
0 +
∞∑
i=1
∞∑
j=1
ai+j−1
((
vβ−i
)
0 ◦ v¯
)
t−j
for all integers β .
The sum on the right makes sense because for any fixed integer N the number of terms
f of the sum such that degf N is finite.
Proof. We proceed by induction on β . The claimed identity holds for β < 0 because in
that case both sides vanish identically. Given the identity for some β , we have
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vβ+1
)
0 ◦ v¯
= (vβ t)0 ◦ v¯ −∑
>0
a
(
vβ−
)
0 ◦ v¯
= Res(vβ)+ ((vβ)0t) ◦ v¯ −∑
>0
a
(
vβ−
)
0 ◦ v¯
= Res(tβ v¯′)+ ((vβ)0 ◦ v¯)t +∑
>0
a
((
vβ
)
0 ◦ v¯
)
t− −
∑
>0
a
(
vβ−
)
0 ◦ v¯
= Res(tβ v¯′)+ (tβ v¯′)0t + ∑
i,j>0
ai+j−1
((
vβ−i
)
0 ◦ v¯
)
t1−j
+
∑
>0
a
((
vβ
)
0 ◦ v¯
)
t− −
∑
>0
a
(
vβ−
)
0 ◦ v¯
= (tβ+1v¯′)0 + ∑
i,j>0
ai+j−1
((
vβ−i
)
0 ◦ v¯
)
t1−j
+
∑
>0
a
((
vβ
)
0 ◦ v¯
)
t− −
∑
>0
a
(
vβ−
)
0 ◦ v¯
= (tβ+1v¯′)0 + ∑
i,j>0
ai+j
((
vβ−i
)
0 ◦ v¯
)
t−j +
∑
>0
a
((
vβ
)
0 ◦ v¯
)
t−
= (tβ+1v¯′)0 + ∑
i,j>0
ai+j−1
((
vβ+1−i
)
0 ◦ v¯
)
t−j
at  by the induction hypothesis and elsewhere by routine algebraic manipulations, and
hence the identity holds for β + 1. Therefore the identity holds in general. 
Lemma 7.2.2. With v as in the preceding lemma, we have
Mαβ = Res
(
v′vα
(
vβ
)
0
)
for all integers α,β  0.
Proof. To abbreviate notation put
Qαβ = Res
(
tα
((
vβ
)
0 ◦ v¯
))= Res(v′vα(vβ)0)= Res((v′vα)<0vβ),
Rαβ = Res
(
tα
(
tβ v¯′
)
0
)= Res((tα)
<0t
β v¯′
)
for all integers α and β . We have
β < 0 ⇒
{
Qαβ = 0,
R = 0,αβ
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{
Qαβ = Res(tα+β),
Rαβ = Res(tα+β v¯′),
α  0 ⇒ Rαβ = 0.
Moreover, we have
Qαβ = Rαβ +
∞∑
i=1
∞∑
j=1
ai+j−1Qα−i,β−j
by Lemma 7.2.1; the sum on the right makes sense since only finitely many nonzero terms
appear in it. Now put
f (x) =
∑
>0
ax
, F (x, y) =
∑
α,β0
Qαβx
αyβ,
G(x, y)=
∑
α,β
(Qα−1,β −Qα,β−1)xαyβ,
H(x, y)=
∑
α,β
(Rα−1,β −Rα,β−1)xαyβ.
The properties of the coefficients Qαβ and Rαβ noted above imply the power series
identities
G(x,y)= 1 + (x − y)F (x, y), H(x, y)= 1 − y2f ′(y),
G(x, y)= H(x,y)+ xy f (x)− f (y)
x − y G(x, y).
Solving for F , we find that
F =
xy
f (x)−f (y)
x−y − y2f ′(y)
x − y
/(
1 − xy f (x)− f (y)
x − y
)
= −y
x
∂
∂y
log
(
1 − xy f (x)− f (y)
x − y
)
,
which proves the result. 
Lemma 7.2.3. For all partitions λ = (α1 . . .αr |β1 . . .βr ) we have
〈•|ρv |λ〉 = (−1)β1+···+βr
r
det
i,j=1Mαiβj .
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〈•|ρv|λ〉 I= (−1)β1+···+βr 〈•|ρv
(
tα1
) · · · (tαr )(tβr ) · · · (tβ1)|•〉
II= (−1)β1+···+βr 〈•|(v′vα1) · · · (v′vαr )(vβr ) · · · (vβ1)|•〉
III= (−1)β1+···+βr rdet
i,j=1
Res
(
vαi v′
(
vβj
)
0
) IV= (−1)β1+···+βr rdet
i,j=1
Mαiβj
at I by definition of |λ〉, at II by definition of ρv , at III by the Wick–Lieb identity and at IV
by Lemma 7.2.2. 
Lemma 7.2.4. Let λ = (α1 . . .αr |β1 . . .βr) be a partition. Assume |λ| > 0 and hence that
r > 0. Fix complex numbers z1 and z2. Put
∆ = (−1)β1+···+βr rdet
i,j=1
Mαi,βj .
We have ∆ · sλ(z1, z2) = 0 unless λ= (α|1) for some integer α  0, in which case
∆ · sλ(z1, z2) = −aα+1
α∑
i=0
zα−i+11 z
i+1
2 .
Proof. Recall that we have
sλ =
(λ)
det
i,j=1
hi−j+λj =
(λ′)
det
i,j=1
ei−j+λ′j .
Clearly we have
i > 2 ⇒ ei(z1, z2) = 0.
Therefore we have
2 < λ′1 = (λ) ⇒ sλ(z1, z2) = 0,
and hence the lemma holds in the case (λ) > 2. Assume for the rest of the proof that
(λ) 2. Three mutually exclusive cases exhaust the remaining possibilities, namely(
(λ), r
)= (1,1), (2,2), (2,1).
In the first case we have λ= (α|0) for some nonnegative integer α, hence
∆ = Mα0 = Res
(
v′vα
(
v0
)
0
)= Res(v′vα)= 0,
at  by Lemma 7.2.2, and elsewhere clearly, and hence the lemma holds in the first case. In
the second case we have λ = (α1α2|10) for some nonnegative integers α1 > α2, hence by
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vanishing second row, hence ∆ = 0, and hence the lemma holds in the second case. In the
third case we have λ = (α|1) for some integer α  0, hence
∆ = −Mα1 = −Res
(
v′vα(v0)
)= −Res(v′vαt)= −Res(v¯tα)= −aα+1,
at  by Lemma 7.2.2 and elsewhere clearly, and since
sλ(z1, z2) =
∣∣∣∣hα+1 hα+21 h1
∣∣∣∣ (z1, z2) = α∑
i=0
zα−i+11 z
i+1
2 ,
the lemma holds in the third and final case. 
7.3. Analysis of commutation relations
Lemma 7.3.1. Let {Xi}∞i=1 and {Yi}∞i=1 be families of linear operators onH. Let {cij }∞i,j=1
be a family of scalars. Assume that the Xi commute among themselves, the Yi commute
among themselves, the sums Xi + Yi commute among themselves, and [Xi,Yj ] = cij for
all indices i and j . As above, let ε be a variable. Then we have an identity
exp
( ∞∑
i=1
(Xi + Yi)ε
i
i
)
= exp
( ∞∑
i=1
Xi
εi
i
)
exp
( ∞∑
i=1
Yi
εi
i
)
exp
(
−
∞∑
i=1
∞∑
j=1
cij
εi+j
j (i + j)
)
in the ring of power series in ε with coefficients in the ring of linear operators onH.
Proof. For any sequence {Zi}∞i=1 of linear operators on H, the initial value problem
d
dε
Φ = Φ
∞∑
i=1
Ziε
i−1, Φ|ε=0 = 1 ()
has a unique solution in the ring of power series in ε with coefficients in the ring of linear
operators on H, as can be verified by a straightforward calculation with undetermined
coefficients. Moreover, if the Zi commute among themselves, then Φ = exp(∑∞i=1 Ziεi/i)
is the unique solution of (). In particular, exp(
∑∞
i=1(Xi + Yi)εi/i) (respectively,
exp(
∑∞
i=1 Xiεi/i), exp(
∑∞
i=1 Yiεi/i)) solves () with Zi = Xi + Yi (respectively, Zi =
Xi , Zi = Yi ). By hypothesis we have[ ∞∑
Xiε
i−1,
∞∑
Yj
εj
j
]
=
∞∑ ∞∑
cij
εi+j−1
j
.i=1 j=1 i=1 j=1
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coefficients in the ring of linear operators on H. It follows by the Leibniz identity that we
have [ ∞∑
i=1
Xiε
i−1,
( ∞∑
j=1
Yj
εj
j
)]
= 
( ∞∑
j=1
Yj
εj
j
)−1 ∞∑
i=1
∞∑
j=1
cij
εi+j−1
j
for all positive integers  and in turn that[ ∞∑
i=1
Xiε
i−1, exp
( ∞∑
j=1
Yj
εj
j
)]
= exp
( ∞∑
j=1
Yj
εj
j
) ∞∑
i=1
∞∑
j=1
cij
εi+j−1
j
.
Therefore not only does the left side of the claimed identity solve () with Zi = Xi + Yi
but so does the right side. 
Lemma 7.3.2. Let {bi}∞i=1 be any sequence of complex numbers. We have an identity
ρv exp
( ∞∑
i=1
biTiε
i
i
)
= exp
( ∞∑
i=1
bi Res(ti v¯′′/v¯′)εi
2i
)
exp
(
−
∞∑
i=1
∞∑
j=1
Mi−1,j bibj εi+j
i + j
)
× exp
( ∞∑
i=1
biT(vi)0ε
i
i
)
exp
( ∞∑
j=1
bjT(vj )<0ε
j
j
)
ρv
in the ring of power series in ε with coefficients in the ring of linear operators onH.
Proof. We have
ρv exp
( ∞∑
i=1
biTiε
i
i
)
= exp
( ∞∑
i=1
biρvTiρ
−1
v ε
i
i
)
ρv
= exp
( ∞∑
i=1
bi(Tvi + Res(ti v¯′′/v¯′)/2)εi
i
)
ρv
= exp
( ∞∑
i=1
bi Res(ti v¯′′/v¯′)εi
2i
)
exp
( ∞∑
i=1
biTvi ε
i
i
)
ρv
by the commutation relations worked out in Section 5.3.6. Now put
Xi = biT(vi)0, Yi = biT(vi)<0, cij = bibj Res
((
vi
)
0
((
vj
)
<0
)′)
for all i and j . By the commutation relations worked out in Section 5.3.1, the hypotheses
of Lemma 7.3.1 are fulfilled by this choice of Xi , Yi and cij . Moreover, we have
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((
vi
)
0
((
vj
)′)
<0
)= bibj Res((vi)0(vj )′)
= jbibj Res
((
vi
)
0v
j−1v′
)= jbibjMj−1,i
for all i and j . So the desired result follows from Lemma 7.3.1. 
7.3.3. In order to state the final lemma of the paper we introduce a convenient abuse of
notation. Given a power series
∞∑
i=0
Xiε
i
in ε with coefficients in the ring of linear operators on H, we write
〈•|
∞∑
i=0
Xiε
i |•〉 =
∞∑
i=0
〈•|Xi |•〉εi,
thus defining a power series in ε with complex coefficients.
Lemma 7.3.4. For every finite sequence z1, . . . , zn of complex numbers we have an identity
〈•|ρv exp
( ∞∑
i=1
pi(z1, . . . , zn)Tiεi
i
)
|•〉
= exp
( ∞∑
i=1
pi(z1, . . . , zn)Res(ti v¯′′/v¯′)εi
2i
)
× exp
(
−
∞∑
i=1
∞∑
j=1
Mi−1,j pi(z1, . . . , zn)pj (z1, . . . , zn)εi+j
i + j
)
in the ring of power series in ε with coefficients in the complex numbers.
Proof. Recall from Section 5.2.5 that
〈•|Th0 = 0, Th<0 |•〉 = 0
for all h ∈ C((1/t)). Recall also that ρv |•〉 = |•〉. It follows that
〈•| exp
( ∞∑
i=1
biT(vi)0ε
i
i
)
exp
( ∞∑
j=1
bjT(vj )<0ε
j
j
)
ρv|•〉 = 1.
The result now follows by Lemma 7.3.2. 
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Fix a finite sequence z1, . . . , zn of complex numbers arbitrarily. Put
U(z1, . . . , zn) = 〈•|ρv exp
( ∞∑
i=1
pi(z1, . . . , zn)Tiεi
i
)
|•〉,
thus defining a power series in ε with complex coefficients. We have
U(z1, . . . , zn) =
∑
λ=(α1...αr |β1...βr )
(−1)β1+···+βr rdet
i,j=1
Mαiβj · sλ(z1, . . . , zn)ε|λ|
by Corollary 6.7 and Lemma 7.2.3. We have
U(1,0) = U(1) = 1
by Lemma 7.2.4, hence
∞∑
i=1
Res(ti v¯′′/v¯′)εi
2i
=
∞∑
i=1
∞∑
j=1
Mi−1,j εi+j
i + j ,
by the corresponding special case of Lemma 7.3.4 (alternatively: check the power series
identity
1
2
∞∑
i=1
Res
(
t i v¯′′/v¯′
)
εi−1 =
∞∑
i=1
∞∑
j=1
Mi−1,j εi+j−1 =
∞∑
i=0
∞∑
j=0
Mij ε
i+j
by direct calculation) and hence
U(z1, . . . , zn) = exp
( ∞∑
i=1
∞∑
j=1
Mi−1,j
(pi+j − pipj )(z1, . . . , zn)
i + j ε
i+j
)
by the general case of Lemma 7.3.4. Clearly we have
(pi+j − pipj )(z1, . . . , zn) =
∑
1k<n
(pi+j − pipj )(zk, z)
for all i, j > 0 and hence
U(z1, . . . , zn) =
∏
U(zi, zj ).1i<jn
614 G.W. Anderson / Advances in Applied Mathematics 33 (2004) 573–614By Lemma 7.2.4 we have
U(z1, z2) = 1 −
∞∑
α=0
aα+1
(
α∑
i=0
zα−i+11 z
i+1
2
)
εα+2.
We have proved enough now to verify that the identities asserted in Theorem 7.1 hold after
we make the substitutions xi = zi for i = 1, . . . , n and xi = 0 for i > n. But the finite
sequence z1, . . . , zn of complex numbers is arbitrary. Therefore the identities in question
hold in general. The proof of Theorem 7.1 is complete.
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