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Abstract: Navigation and selection are the two interaction tasks often needed for the manipulation of an object in a
synthetic world. An interface that supports automatic navigation and selection may increase the realism of a virtual
reality (VR) system. Such an engrossing interface of a VR system is possible by incorporating machine learning (ML)
into the realm of the virtual environment (VE). The use of intelligence in VR systems, however, is a milestone yet to be
achieved to make seamless realism in a VE possible. To improve the believability of an intelligent virtual agent (IVA),
this research work presents DOP (“Discover Objects and Paths”), a novel model for automated navigation and selection.
The model, by intermingling ML with the VE, intends to augment the maturity of a virtual agent to the extent of
human-level intelligence. Using ML classifiers, an IVA learns objects of interest along with the paths leading to the
objects. To access any known object, the IVA then follows a mental map of the scene for self-directed navigation. After
reaching a proper location in the designed VE, the required object is selected by using the ML algorithms. Extending ML
to VR, the model was implemented in a case-study project called “Learn Objects on a Path” (LOOP). The application,
having a maze-like VE, was evaluated in terms of accuracy and applicability by eight users. The results obtained showed
that the model can be incorporated into a number of cross-modality applications.
Key words: Machine learning, automated navigation, intelligent virtual reality systems

1. Introduction
A virtual reality (VR) system simulates the real world by presenting a synthetic and interactive threedimensional (3D) environment. Effectiveness of a virtual environment (VE) depends on the degree of immersivity it provides together with the level of naturalness it retains for interactions. Due to the rampant
technological advancement, the realism of a VR system demands intelligence in a VE apart from the conventional audiovisual effects [1]. The use of artificial intelligence (AI) for an intuitive interaction is pivotal to make
a digital world indistinguishable from the real world [2]. Hence, the ever-increasing machine learning (ML)
algorithms are setting intelligence as a yardstick of realism in VR systems. By intermingling AI in VEs, a VR
system is made an intelligent virtual reality system (IVRS). Besides a humanoid body and virtual senses, an
intelligent virtual agent (IVA) should have the capability to learn and respond dynamically [3]. Moreover, an
IVA learns adoptive behaviors to perform reasoning-based tasks in an IVRS. The intelligence of an IVA, therefore, depends on its ability to learn from observations and to use the acquired knowledge in interactions. With
the help of ML algorithms, the ability of autonomous interaction based on known actions can be inculcated in
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an IVA. Intelligent navigation is primarily needed in an IVRS so that an IVA may follow an optimal path to a
destination point (generally a 3D object).
This paper presents a model called DOP (“Discover Objects and Paths”) to make an IVA able to perform
automated navigation and selection inside a VE. The system works in two phases: a learning phase and an
application phase. During the learning phase, an IVA learns about the names, facets, and 3D locations of the
objects. A mental map (MM), representing paths leading to different virtual objects, is constructed dynamically.
The learning of paths and objects is accomplished side by side with the exploration of the virtual world. In the
application phase, the IVA navigates automatically to find a known object by using its virtual brain. In the same
phase, accessing of a known object is performed in two steps. In the first step, the IVA performs automated
navigation by using the MM of the virtual scene to reach the location of a desired object. As there might be
more than one object in a virtual frame, in the second step, selection of the required object is performed by
the K-nearest neighbors (KNN) classifier. In each phase, the system queries the explicit entry of an object’s
name while the rest of the things are learned and/or computed automatically. The model was implemented
in a case-study project called “Learn Objects on a Path” (LOOP) to properly evaluate the system in terms of
accuracy and applicability in a VE.
The paper is organized into 5 sections. Related work is discussed in Section 2. A detailed discussion of
the model is presented in Section 3. Section 4 covers the implementation and evaluation of the system while
the conclusion and future strategies are presented in Section 5.

2. Related work
To properly simulate the real world, intelligence has to be a key element of a VE [4]. Through the user interface,
intelligence can be incorporated into a VR system. However, in most systems avatars perform predefined tasks
[5]. For a realistic VE, avatars need to be intelligent enough to behave like humans. An IVA should have the
ability to recall whatever interaction it once performed. Such systems come under the definition of IVRSs,
which profoundly depend on the learning ability of an IVA [6]. Until now, limited research has been performed
on embedded intelligence in the realm of VR. The work in [7] suggested ML algorithms to avoid avatars from
bumping into walls and virtual objects. The approach, though it set up a platform for an intelligent controlling
mechanism, lacked automation of interaction. Similarly, the nomadic anatomy application [8] records the
trainee’s operations. As interactions performed on a particular voxel are stored, automated navigation within
a local geometry is supported. The image-based algorithm of Rivas et al. [9] guides a robot to follow the paths
marked by multiple markers. Besides proper lighting conditions, the accuracy of the algorithm depends on the
size and shape of the markers. The offline navigation support approach of Van and Nijholt [10] guides visitors
via a virtual agent. Although the system supports dialog-based commands for interactions, the absence of
learning necessitates explicit specifications of paths for navigation. The path planning navigation approach of
Li and Hung-Kai [11] selects an optimal path from a number of possible paths. However, a user needs to specify
checkpoints before starting navigation. The behavioral animation model [12] uses ML classifiers to ensure rules
inside a VR system. The rules, like keeping a certain distance from a neighbor or matching a specific velocity, are
important for realistic interaction. Similarly, the technique for intelligent navigation [13] uses neural networks
to avoid obstacles during navigation. Machine vision-based systems may make the man/machine interface
intelligent by recognizing a user’s pose, position, movements, and actions [14]. The shared neighbors model
based on the KNN classifier for pattern recognition [15] categorizes virtual objects into different classes and
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subclasses. The system then performs group analysis to distinguish different objects. The path-finding model
of Badler et al. [16] makes an IVA reactive by interleaving sensing and learning. The model paves the way for
automated animation in VR applications.
3. Materials and methods
The DOP model intends to make an IVA able to learn objects along with various paths during navigation in a
VE. To introduce a discovered object to an IVA, a user needs to name an object after clicking over it. Like the
real eyes-and-brain metaphor, an IVA discovers the object of interest (OOI) with its virtual eye. The names and
details of the discovered objects are stored in a virtual brain. At the time of exploration of a VE, the MM of the
paths is formed dynamically. The IVA then follows the MM of the virtual scene during self-directed navigation.
Two well-known ML algorithms, support vector machine (SVF) [17] and K-nearest neighbors (KNN) [18], are
used to learn about the details of an OOI. The SVM classifier is trained by the 3D position of a discovered OOI
whereas the KNN classifier is used to learn about the facet features of the OOI. A snapshot from the LOOP
project is shown in Figure 1, where the IVA learns the details of a selected OOI.
Once learning is completed, the IVA keeps track of the followed paths to locate a discovered object.
During the application phase, the IVA is triggered by the search engine (SE) module of the system to use its
brain data (the MM and the results of the classifiers). Using the data, the IVA spontaneously navigates and
accesses a discovered object inside the VE.
3.1. Learning phase
The believability of a synthetic character is incomplete if it lacks the ability to learn from the actions of a user
[3]. The cutting-edge ML algorithms are used to impart the ability of learning to an IVA. The DOP model
intends to inculcate in an IVA the ability to learn objects and paths when a user navigates inside the VE.
During the learning phase, paths with turning points are learned dynamically. The MM is updated
dynamically as a user navigates inside the VE. With the MM, the routes traversed are represented by edges
while turning points are represented by nodes. The MM is structured with the help of a dynamic data structure,
the distance vector (DV). Objects are learned based on their positions in the VE besides their facet features.
During exploration, when a user explicitly selects an OOI by clicking over it, the virtual eye of the IVA captures
the front-facet image of the OOI (OOI_Img). Additionally, the IVA also gets the 3D position; Object Location
(OL) of an OOI inside the VE. The front-facet image and the position (OOI_Img & OL) for a discovered OOI
are then fed into the virtual brain. For textual reference, the system prompts for a string input. The input
string is assigned as a name to uniquely represent details of a discovered object.
Information about all the followed paths and the discovered OOIs is retained inside the virtual brain.
Using the ML classifiers, a twofold process is performed inside the virtual brain to learn an OOI. The SVM
classifier is trained by the OLs, whereas the KNN classifier is trained dynamically by images of the OOIs. The
“Object Name” (ON) data structure keeps track of the names of all the discovered objects. A schematic of the
model is shown in Figure 2.
3.1.1. Mental model
In the proposed system, the MM is a graph of the nodes vi ∈ N and the edges di ∈ D representing the routes
followed during navigation. The MM structure is updated each time a turn is made during navigation. Before
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Figure 1. The IVA observing the selection of an OOI.

Figure 2. Schematic of the proposed system.

switching to the application phase, the central voxel of the last selected object is taken as the end vertex.
M M = (N, D)

(1)

N = {vi , ., ., vn }

(2)

A node represents the direction of the following edge while an edge represents the distance/length between node
vx and node v(x+1) . If ′ d′ is to represent the Euclidean distance between any two vertices vx and v(x+1) , then:
D = {d(vi , vi+1 ), ., ., d(vn−1 , vn )}

(3)

The three possible values of a node are S, L, R where S represents Straight, L Left, and R Right turns. With
each turn, a new node is added to N , whereas the graph D is updated by fixing the length of the previous edge
di ∈ D . Practically, the MM is accomplished by the DV data structure. The DV links the two dynamic arrays,
‘Distance’ and ‘Vector’, as shown in Figure 3. While initiating a move in a particular direction (Straight, Left,
or Right), a character constant S, L, or R is assigned respectively to the Vector array. The MM formed by going
S ⇒ R ⇒ S ⇒ L ⇒ S in a grid of voxels (Figure 4a) is shown in Figure 4b.
Considering the whole virtual scene as a grid of voxels, V = {v1 , v2 , …, vn }|vi ∈ R3 , at the time of making
a turn, the Euclidean distance (d) between a starting voxel (vs ) and an ending voxel (ve ) is dynamically
calculated as:
√
d(vs , ve ) = (vs − ve )2
(4)

Figure 3. The Distance Vector (DV) data structure.

Figure 4. (a)The followed path in a grid of voxels and
(b) the mental map (MM) of the followed path.
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3.1.2. Extraction of OOI
The IVA learns objects introduced to it by explicit mouse-events-based selection. During exploration, the
extraction is preceded by selecting an object or a portion of the object. Therefore, the portion of an OOI
circumscribed by the mouse events (mouse-down and mouse-up) is extracted. The quadrilateral section of the
rendered scene, starting from an initial point (Ip) and ending with an end point (Ep), as shown in Figure 5, is
selected for extraction. Here, the Ip and the Ep are the voxels beneath the mouse pointer at the occurrence
of mouse-down and mouse-up events, respectively.
The glReadPixels routine of the OpenGL [19] library is used to take a rendered scene as a Mat object.
At the time of selection, the scene is captured as Frame Image (Fr_Img). After reading the pixels, data about
Fr_Img are packed into the memory at run time by using glStorePixels [20]; see Figure 6a. To compute the
Contours Image ( C_Img ) of Figure 6b from the Fr_Img of Figure 6a, adaptive thresholding [21] is performed.
Frame pixel F p(i, j) ∈ F r_Img is replaced by the thresholded pixel T p(i, j) if the intensity of F p(i, j) is below
a constant intensity level T . The constant T is calculated as a mean of the intensities of the background and
foreground pixels.

Figure 5. Explicit selection of an OOI using a mouse.

∑n
µB =

∑n
µF =

∑n

r=1

c=1

∑n

r=1

c=1

T =

Figure 6. (a) The 2D representation of rendered scene
(Fr_Img) and (b) the resultant contours image(C_Img).

F p(r, c) ∈ Background
r∗c

(5)

F p(r, c) ∈ F oreground
r∗c

(6)

µB + µF
2

(7)

The C_Img from the F r_Img is obtained as:
{
C_Img(m, n) =

0
1

F r_Img(x, y) < T
Otherwise

Segmentation of the enfolded foreground region as an OOI image (OOI_Img) from Fr_Img is performed by
our designed algorithm [22]. The algorithm selects pixels of the C_Img enclosed by Ip and Ep to obtain
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OOI_Img . From the C_Img of the scene, the OOI_Img with rows ′ m′ and columns ′ n′ is extracted as:

OOI_Img(m, n) =

( Ep.y
∪
r=Ip.y

(C_Img),

Ep.x
∪

)
(C_Img)

(8)

c=Ip.x

Here, the points Ip(x, y) and Ep(x, y) represent the top-left and bottom-right pixels of the selected region from
Fr_Img; see Figure 7.
Within an attained frame, objects are distinguished on the basis of the foreground contours’ information.
Therefore, before selection, navigation to the proper location in the VE is required where an OOI is visible
enough. The concept of a virtual billboard [23] may be incorporated in the proposed technique to guide a user
towards the proper location of an object.
3.1.3. The ON data structure
The ON data structure keeps track of the discovered objects. The name attribute (Object_N ame) of a
discovered object is saved under a unique index. Entries into the ON are made after extracting OOI_Img
from the scene by the virtual eye. At the discovery of an object, the system prompts for a string input to assign
a name to the selected OOI. The binary contours image of a traced object (OOI_Img) is saved on the fly by
the same input name. The ON structure is shown in Figure 8.

Figure 7.
C_Img.

The extraction of (a) OOI_Img from (b)

Figure 8. The ON data structure.

3.1.4. Classification algorithms
The virtual brain makes use of two well-known classifiers, KKN and SVM, to learn about the shape and position
of a discovered object. The KNN classifier is trained by the images OOI_Img while SVM is trained by the
3D points ( OL ). For a particular OOI , a unique label is assigned to represent the image ( OOI_Img ) in the
KNN and its respective 3D point in the SVM.
SVM is an effective ML classifier [24] that follows a separating hyperplane based on sets of prototypes
to predict a class. Once learning features xi ∈ Rd and class labels yi ∈ Y = {1, 2, …, n} is accomplished, the
classifier predicts a class from a set S ; S = {(x1 , y1 ), ., ., (xn , yn )}. Based on the extracted features of the
classes, the SVM classifier builds an optimal hyperplane to unambiguously separate the classes. As a result, a
class label yi is predicted as yi ∈ {+1, −1} | i = {1, 2, ., ., n} . In other words, the SVM classifier predicts a
class label yx if most of the unknown features belonging to yx lie on one side of the hyperplane [25]. The inner
2789

RAEES and ULLAH/Turk J Elec Eng & Comp Sci

product space X : X ⊂ Rd for xi ∈ X and yi ∈ Y = {1, 2, ., ., n} is calculated for a set S of cardinality n . Let
Q be the prototype space and xi ∈ X be an input instance. The scoring function f is defined as:
f :X ×Q→R
To predict a class label yx for the features of an input instance xx , the function ξ : Ω → R is given as:
(
yx = ξ

)
argmax (
xx ∈Ω f xx , Qx

)
(9)

Here, Ω is the set of the vectors’ indexes. In the case of a multiclass SVM, where cardinality n > 2 , searching
in the prototype matrix Q ∈ R|Ω|×d is done for an instance of features vector xi ∈ Ω. The class label yx is
predicted if ξ(xx ) results in a positive prototype ρ for a class yx , ρ = xx ∈ Ω : yxi = 1 , where 1 ≥ i ≤ n .
In the proposed system, the multiclass SVM learns a variable number of OOIs. Therefore, yx ∈ Y is
presented as:
Y = {1, 2, ...OOIn }
(10)
Here, OOIn is the total number of traced 3D objects. The classifier is trained by the names and 3D positions
of the virtual objects. The dataset D of the classifier associates a discovered object OOIi with its location
OLi , where OLi ∈ R3 for i = {1, 2, ., ., OOIn } :
{
D=

}OOI n
(OLi, OOIi)|OLi ∈ R

3

(11)
i=1

A total of OOIn (OOIn − 1)/2 hyperplanes are set for OOIn classes to separate a class from the other classes.
Each hyperplane with a set of points κ satisfies the following equation:
w.κ + b = 0

(12)

Here, w is the weight vector and b is the slope intercept of the hyperplane. For an input voxel instance vi , the
decision function ψ is given as:
ψ(vi ) = argmax[wi .vi + bi ]

(13)

Here, i = {1, 2, ., ., OOIn }.
The ML classifier KNN is a simple algorithm with a high accuracy rate for image-based applications
[26, 27]. As the KNN classifier is well suited for pattern recognition and image analysis [28], it was used in
the proposed approach for the image-based classification. With KNN, if X represents a feature set and y the
target class, then for an unknown x , KNN follows the function h to conditionally predict y , h(x) : X → y .
From a trained dataset with a set of classes C = {c1 (x1 ), c2 (x2 ), ., ., ., cn (xn )}, the KNN classifier
computes the solution for an input instance x as:
[
]
h(x) = argmaxc∈C y|y ∈ K_N N (x), h(y) = c

(14)

In the proposed model, the features data points are a binary tuple (BT) representing pixels of the OOI_img .
Let C be the collection of n binary images representing facets of all the discovered objects (OOI):
C = {OOI_Img1 , OOI_Img2 , OOI_Img3 , ., ., ., OOI_Imgn }
2790
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Each OOI_Img is resized into a fixed size such that each OOI_Img contains the same number of rows r and
columns c. The resultant image is stored as a BT in the classification file CF:

BT0 (0, 0), ., ., BT0 (0, c)



BT (1, 0), ., ., BT (1, c)
1
1
CF =

··· , ··· ,
···



BTn (r, 0), ., ., BTn (r, c)











(16)

For a query image p , {BT xi }ni=1 ∈ p, the KNN algorithm searches in a set q , {BTi }ni=1 ∈ q , and returns the
OOI_img having close resemblance to p . The formula for the matching is given as:
v
u n
u∑
d(p, q) = t (pi − qi )2

(17)

i=1

3.2. Application phase
The two classifiers (KNN and SVM) are used to reduce the chances of falsehood while finding an OOI in the
VE. In the application phase, a user needs to input the name of any known object to navigate and selects the
object. The SE module of the system takes the input (name of a known object) and searches for it against
the Object_N ame entry in the ON data structure. Upon successful matching, the name entry of the desired
object is fed to the classifiers. In the case of failed matching, the process is repeated by incrementing the index
to check the next tuple entry; see Figure 9.
The whole VE is discretized as a grid of voxels across the x, y, and z axes (Figure 10) to reach to the
location of objectx (OLx). The DV structure is followed for path finding during automated navigation. The
virtual camera coordinates CC(x, y, z) are changed according to the vector entries vi ∈ V to travel a distance
di ∈ D .

Figure 9. Schematic of the SE.

Figure 10. Representation of the scene in grid of voxels.

During the automated navigation, whenever the coordinates of the camera CC(x,y,z) match the OLx of
the target, navigation is stopped. The algorithm of the application phase is followed for automated navigation
and panning [29] as shown in Figure 11. As there might be more than one known object in a rendered viewport,
the KNN classifier is used to select the required OOI. Reaching the desired OLx, an image of the last rendered
frame is taken as F r_Img to get the corresponding C_Img . The required OOI_Img is checked for maximum
similarity in C_Img by using the trained CF.
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4. Implementation and evaluation
A case-study system, LOOP, was designed in a VS-2015 project using the libraries of OpenCV and OpenGL
to implement and evaluate the proposed model. A Corei5 laptop with 2.7 GHz processor and 4 GB RAM was
used for the design and evaluation of the LOOP project. Eight participants of ages 23–45 years (mean = 32.8,
std. deviation = 8.1), all male, evaluated the case-study application. Before the actual evaluation, the system
was demonstrated to all the participants and pretrials were performed by each one of the participants.
4.1. Interface of the LOOP application
Offering a first-person view, the LOOP application represents the position of the user by an avatar. In the
learning phase, movement of the avatar is controlled by the arrow keys. All three tracks, Straight, Left, and
Right, meet at one end point represented by a Stop sign as shown in Figure 12.

Figure 11. Flowchart of the algorithm followed for the
self-directed navigation and panning.

Figure 12. Routes of the VE leading to the Stop sign.

By pressing the up-arrow key, the z-coordinate of the virtual camera is decreased to have a perception
of forward navigation. With the left or right (L/R) arrow keys, the avatar turns accordingly while the eye’s
coordinates of the virtual camera are changed to have the feeling of panning [30]. Once the L/R arrow is
pressed, one-step panning towards L/R is performed by shifting the virtual camera along the y axis. Besides a
long beep (audio signal) of 600 ms, a user is informed about the turn by displaying the Left Turn or Right Turn
text. The distance and vector entries are made dynamically in the DV structure as the avatar moves and makes
L/R turns. Although there are proper routes in the designed VE, a user can move freely and can make a turn
anywhere in the VE. At any location, a user can select an OOI by clicking over the object. At the occurrence
of a mouse-up event, an input box appears at the top-left for the name entry. A user needs to enter the name
for the selected object to complete the training process. The maximum length of a name is eight characters
(any combination of letters, numbers, and/or symbols). On hitting the enter key, the input box for the name
entry is cleared. The two lightweight features, OL and OOI_img , for the object are extracted and the ON
data structure is updated. With the pressing of the r keyboard key, the avatar is brought back to the initial
position in the scene.
The system is switched to the application phase by pressing the escape key. In the application phase,
the input box at the same location with the label “Enter name of object to navigate to” appears. A valid name
should be given so that the IVA may initiate automated navigation. By pressing the enter key, the input name
is incrementally checked against all the entries under the Name field of the ON data structure. With the help of
the ML classifiers, the SE traces the OL and the OOI_img of the required object. Next, following the MM by
2792
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retrieving the contents of the DV, automated navigation is performed until the OL of the desired object. After
navigating to the frame containing the required object, the KNN selects the object. Selection of the desired
object is highlighted by drawing a rectangle around the edges of the object. The state machine of the designed
application is shown in Figure 13.
4.2. Experimental task
The environment designed contains twelve objects at different locations with different surface attributes like
solid-filled, wire-filled, and textural facets; see Figure 14. Participants were asked to perform the following task
in the VE.
Task: Train the system by selecting any five objects and then access the objects by entering names of the
objects.
As there are four objects on each route (Straight, Left, and Right), every participant made at least one
turn to complete the training of the required five objects. Moreover, users were allowed to select the objects
either in a single exploration or in multiple ones. Each of the eight participants assessed the system for five
different 3D objects, thus making a total of 40 interaction attempts. The 12 objects used for the training and
testing of the classifiers are shown in Figure 15.

Figure 13. State machine of the proposed model.

Figure 14. 3D Environment of the LOOP application.

4.3. Accuracy assessment
The case-study application was evaluated a total of 40 times. Each time, dynamic training of the objects was
performed during exploration of the VE. In the application phase, the system was examined by feeding random
names of the known objects. The overall accuracy rate of the automatic navigation and accessing of the objects,
as shown in the Table, was 90%. For any unknown object, the system remains passive. In such a case no action
Table. Statistics of the evaluation.

Total tasks
Automated navigation leading to OL
Objects selection based on OOI_Img
Overall accuracy

Correct
38
34

False
2
6

Total
40
40

% Accurarcy
95
85
90

is performed except prompting a message to enter a valid name. To properly evaluate the use of the SVM and
KNN in the VR setup, the performances of automated navigation and selection were assessed separately. By
using the confusion matrix, outcomes of the ML classifiers are shown in Figure 16.
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Figure 15. The twelve 3D objects of the scene used in the evaluation.

Only two 3D positions were not classified by the SVM: false negative (FN) = 2. However, due to the
close facet features of the wire-filled objects, the KNN classifier falsely identified three objects: false positive
(FP) = 3. Effectiveness of the classifiers was measured in terms of precision and recall. Precision refers to the
exactness while recall refers to the sensitivity of a classifier. For the overall measurements of the classifiers, the
average recall ratio (ARR) and average precision ratio (APR) [31] were computed as:
ARR = (N o. of instances correctly classif ied ) / (T otal no. of instances)

(18)

AP R = (N o. of instances correctly classif ied ) / (N o. of instances classif ied)

(19)

The ARR and APR of the classifiers are shown in Figure 17. The results obtained indicate the 95% and 92%
precision and recall of the SVM and KNN classifiers, respectively.

4.4. Effect of voxel size
A separate evaluation session was arranged to assess the effect of voxel size in the learning process. Two trials,
T1 and T2 , were performed by two users. In each individual trial, the system was trained and tested by all 12
objects. For T1 , the voxel size was set to the lower limit ( 0.125), whereas for T2 the voxel size was changed
to the upper limit ( 1.0). As objects are learned on the basis of the 2D contours of the facet, the features ( OL
and OOI_Img ) remained invariant to the different voxel sizes. No significant difference was reported between
the outcomes of T1 and T2 ; see Figure 18.
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Figure 16. Confusion matrix of the (a) SVM and (b)
KNN classifiers.

Figure 17. Accuracy results of the automated interactions.

4.5. Subjective assessment
After the evaluation session, a two-factors measuring questionnaire was presented to the participants. The
factors assessed were ease of use and suitability in IVRS. The responses of the users about these two factors are
shown in Figure 19.

Figure 18. Accuracy (in %) of trials T1 and T2 .

Figure 19. Results of the two-factors subjective assessment.

5. Conclusion and future strategies
The inclusion of AI in the domain of VR ensures seamless realism [32]. Therefore, the use of ML algorithms in
the realm of VE leads to the development of a realistic IVRS. In this paper, we propose a model to enhance
interactivity with an IVRS by learning the paths and objects of the environment. Mimicking the human trait
of learning, different objects along with different tracks are discovered in the learning phase. Once an object is
discovered, the IVA tracks the position and facet of the object. A unique name is required for reference and
representation. In the application phase, a user can access any object by feeding its name. Following a MM
of the scene, automated navigation to the object is performed by the IVA. The model was implemented and
evaluated to verify its applicability in the realm of VR. The satisfactory accuracy results of the LOOP affirm
wider applications of the model in the domain of VR. The system can be followed for the feasible viewing and
use of a VE. With the automation of navigation, the chances of disorientation are reduced in general and for
a novice VR user in particular. The model proposed is suitable for navigation in complex VR-based structures
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like that of galaxies, brains, and DNA. This research paves the way for intelligence-based interactions. We are
determined to enhance the model in our next project so that the knowledge of an IVA can be shared with other
intelligent agents. It is also planned to enhance the system so that the IVA may respond intelligently against
any query about the VE.
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