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The aim of this paper is to ﬁnd those pairs of generalized quasi-arithmetic means on an
open real interval I for which the arithmetic mean is invariant, i.e., to characterize those
continuous strictly monotone functions ϕ,ψ : I → R and Borel probability measures μ,ν
on the interval [0,1] such that
ϕ−1
( 1∫
0
ϕ
(
tx+ (1− t)y)dμ(t))+ ψ−1( 1∫
0
ψ
(
tx+ (1− t)y)dν(t))= x+ y
(x, y ∈ I)
holds. Under at most fourth-order differentiability assumptions and certain nondegeneracy
conditions on the measures, the main results of this paper show that there are three classes
of the solutions ϕ,ψ: they are equivalent either to linear, or to exponential or to power
functions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let I be an open real interval throughout this paper. A two-variable function M : I2 → I is called a mean on the interval
I if
min(x, y) M(x, y)max(x, y) (x, y ∈ I)
holds. The invariance equation involving three two-variable means M,N, K : I2 → I is the following identity
K
(
M(x, y),N(x, y) = K (x, y)) (x, y ∈ I). (1)
If (1) holds then we say that K is invariant with respect to the means M,N . The particular case, when K is the arithmetic
mean, i.e., when
M(x, y) + N(x, y) = x+ y (x, y ∈ I) (2)
holds, was investigated by Sutô [19,20] and Matkowski in several papers [15,16], therefore (2) will be called the Matkowski–
Sutô equation in the sequel.
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G(x, y) = G(A(x, y),H(x, y)) (x, y > 0),
where A,G, and H stand for the two-variable arithmetic, geometric, and harmonic means, respectively. Another less trivial
invariance equation is the identity
A⊗ G(x, y) =A⊗ G(A(x, y),G(x, y)) (x, y > 0),
where A⊗ G denotes Gauss’ arithmetic–geometric mean deﬁned by
A⊗ G(x, y) =
(
2
π
π
2∫
0
dt√
x2 cos2 t + y2 sin2 t
)−1
(x, y > 0).
An important class of means that includes the arithmetic, geometric, and harmonic means, is formed by the so-called
(symmetric) quasi-arithmetic means introduced in the book [11]: A two-variable function M : I2 → I is called a (symmetric)
quasi-arithmetic mean on I if there exists a continuous, strictly monotone function ϕ : I → R such that
M(x, y) =Mϕ(x, y) := ϕ−1
(
ϕ(x) + ϕ(y)
2
)
(x, y ∈ I).
The invariance of the arithmetic mean A with respect to two quasi-arithmetic means was ﬁrst investigated by Matkowski
[15] under twice continuous differentiability assumptions concerning the generating functions of the quasi-arithmetic
means. These regularity assumptions were weakened step-by-step by Daróczy, Maksa, and Páles in the papers [6,7], and
ﬁnally in 2002 the following result was proved [8]:
Theorem A. The strictly monotone, continuous functions ϕ,ψ : I → R satisfy the functional equation
ϕ−1
(
ϕ(x) + ϕ(y)
2
)
+ ψ−1
(
ψ(x) + ψ(y)
2
)
= x+ y (x, y ∈ I) (3)
if and only if
(i) either there exist nonzero real constants a, c and constants b, d such that
ϕ(x) = ax+ b, ψ(x) = cx+ d (x ∈ I);
(ii) or there exist real constants p, a, b, c, d with acp = 0 such that
ϕ(x) = aepx + b, ψ(x) = ce−px + d (x ∈ I).
A somewhat more general class of means is the class of weighted quasi-arithmetic means. A two-variable function
M : I2 → I is called a weighted quasi-arithmetic mean on I if there exists a continuous, strictly monotone function ϕ : I → R
and a constant λ ∈ ]0,1[ such that
M(x, y) =Mϕ(x, y;λ) := ϕ−1
(
λϕ(x) + (1− λ)ϕ(y)) (x, y ∈ I).
The invariance equation involving three weighted quasi-arithmetic means was studied by Burai [4,5] and Jarczyk and
Matkowski [13], Jarczyk [12]. The ﬁnal answer (where no additional regularity assumptions are required) has been obtained
in [12].
Another class of means whose deﬁnition is related to the Lagrange mean value theorem were introduced by Berrone
and Moro [1,2]: A two-variable function M : I2 → I is called a Lagrangian mean on I if there exists a continuous strictly
monotone function ϕ : I → R such that
M(x, y) =Lϕ(x, y) :=
{
ϕ−1( 1y−x
∫ y
x ϕ(t)dt) if x = y,
x if x = y
(x, y ∈ I).
The invariance of the arithmetic mean with respect to Lagrangian means was the subject of investigation of the paper [18]
by Matkowski. He proved, without any regularity assumptions on the generators ϕ and ψ of the Lagrangian means, that
they are also of the forms presented in Theorem A. The invariance of the arithmetic, geometric, and harmonic means with
respect to the so-called Beckenbach–Gini means was studied by Matkowski in [17]. Pairs of Stolarsky means for which
the geometric mean is invariant were determined by Błasin´ska-Lesk, Głazowska and Matkowski [3]. The invariance of the
arithmetic mean with respect to further means was studied by Głazowska, Jarczyk and Matkowski [10] and Domsta and
Matkowski [9].
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continuous strictly monotone function ϕ : I → R and a probability measure μ on the Borel subsets of [0,1], the two
variable mean Mϕ,μ : I2 → I is deﬁned by
Mϕ,μ(x, y) := ϕ−1
( 1∫
0
ϕ
(
tx+ (1− t)y)dμ(t)) (x, y ∈ I).
The aim of this paper is to study the Matkowski–Sutô problem, i.e., to characterize those pairs (ϕ,μ) and (ψ,ν) such that
Mϕ,μ(x, y) +Mψ,ν(x, y) = x+ y (x, y ∈ I) (4)
holds.
2. Notations
Given a Borel probability measure μ on the interval [0,1], we deﬁne the kth moment and the kth centralized moment of
μ by
μ̂k :=
1∫
0
tkdμ(t) and μk :=
1∫
0
(t − μ̂1)kdμ(t)
(
k ∈ N∪ {0}).
Clearly, μ̂0 = μ0 = 1 and μ1 = 0. Obviously, μ2k  0 for k ∈ N and μ2k = 0 implies that the support of μ is the singleton
{μ̂1}, i.e., μ is equal to the Dirac measure δμ̂1 .
In view of the binomial theorem, we easily obtain
μ̂k =
1∫
0
(
(t − μ̂1) + μ̂1
)k
dμ(t) =
1∫
0
k∑
i=0
(
k
i
)
(t − μ̂1)iμ̂k−i1 dμ(t) =
k∑
i=0
(
k
i
)
μiμ̂
k−i
1 (k ∈ N). (5)
In particular, we have that
μ̂2 =
(
2
0
)
μ0μ̂
2
1 +
(
2
1
)
μ1μ̂1 +
(
2
2
)
μ2 = μ̂21 + μ2, (6)
μ̂3 =
(
3
0
)
μ0μ̂
3
1 +
(
3
1
)
μ1μ̂
2
1 +
(
3
2
)
μ2μ̂1 +
(
3
3
)
μ3 = μ̂31 + 3μ2μ̂1 + μ3, (7)
μ̂4 =
(
4
0
)
μ0μ̂
4
1 +
(
4
1
)
μ1μ̂
3
1 +
(
4
2
)
μ2μ̂
2
1 +
(
4
3
)
μ3μ̂1 +
(
4
4
)
μ4 = μ̂41 + 6μ2μ̂21 + 4μ3μ̂1 + μ4. (8)
The reﬂection of the measure μ with respect to the point 1/2 is deﬁned by
μ˜(A) = μ( A˜),
where A is an arbitrary Borel subset of [0,1] and A˜ := 1 − A := {1 − x | x ∈ A}. The following lemma characterizes the
reﬂection of a measure in terms of the moments.
Lemma 1. Let μ,ν be Borel probability measures over [0,1]. Then ν = μ˜ if and only if
μ̂1 + ν̂1 = 1 and νk = (−1)kμk (k ∈ N). (9)
Proof. Assume ﬁrst that ν = μ˜. Then
ν̂1 =
1∫
0
s dν(s) =
1∫
0
s dμ˜(s) =
1∫
0
(1− t)dμ(t) = 1− μ̂1.
Furthermore,
νk =
1∫
0
(s − ν̂1)k dν(s) =
1∫
0
(s − ν̂1)k dμ˜(s) =
1∫
0
(1− t − ν̂1)k dμ(t)
=
1∫
(μ̂1 − t)k dμ(t) = (−1)k
1∫
(t − μ̂1)k dμ(t) = (−1)kμk.0 0
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that
̂˜μ1 = ν̂1 and μ˜k = νk (k ∈ N),
i.e., all the moments of μ˜ and ν coincide. Hence, these two measures are identical. 
In order to describe the various regularity conditions on the two unknown functions ϕ and ψ , for n ∈ N ∪ {∞}, we
say that the nth-order regularity condition Cn holds if ϕ,ψ : I → R are n-times continuously differentiable functions with
non-vanishing ﬁrst-order derivatives. For convenience, we also say that C0 holds if ϕ,ψ : I → R are just continuous strictly
monotone functions.
3. Basic results
To derive necessary conditions of ﬁrst-order, we need the following result.
Lemma 2. Let μ be a Borel probability measure. Let ϕ : I → R be a continuous strictly monotone function and assume that ϕ is
differentiable at a point p ∈ I and ϕ′(p) = 0. Then ∂1Mϕ,μ(p, p) = μ̂1 .
Proof. Using the differentiability of ϕ at p, one can easily see that the function f : I → R deﬁned by
f (x) :=
1∫
0
ϕ
(
tx+ (1− t)p)dμ(t) (x ∈ I)
is differentiable at p and f ′(p) = ∫ 10 tϕ′(p)dμ(t) = ϕ′(p)μ̂1. We have that Mϕ,μ(x, p) = ϕ−1( f (x)) and ϕ′(p) = 0 implies
that ϕ−1 is differentiable at ϕ(p) = f (p). Therefore, by the standard chain rule,
∂1Mϕ,μ(p, p) =
(
ϕ−1
)′(
f (p)
) · f ′(p) = 1
ϕ′(p)
· ϕ′(p)μ̂1 = μ̂1. 
Corollary 3. Let μ and ν be a Borel probability measures. Assume C0 . Suppose that there exists a point p ∈ I such that ϕ and ψ are
differentiable at p and ϕ′(p)ψ ′(p) = 0. Then, in order that (4) be valid, it is necessary that
μ̂1 + ν̂1 = 1. (10)
Proof. Using Lemma 2 twice and the equality of the means Mϕ,μ and Mψ,ν , we get
μ̂1 + ν̂1 = ∂1Mϕ,μ(p, p) + ∂1Mψ,ν(p, p) = 1. 
To obtain necessary conditions of higher-order, we need the following result.
Lemma 4. Let μ be a Borel probability measure. For k 1,Mϕ,μ is k-times continuously differentiable if Ck holds. If C2 is valid then,
with the notation Φ(x) := ∂21Mϕ,μ(x, x), we have
Φ(x) = (μ̂2 − μ̂21 )ϕ′′ϕ′ (x) = μ2 ϕ′′ϕ′ (x) (x ∈ I). (11)
If C3 and μ2 = 0 hold, then
∂31Mϕ,μ(x, x) =
3μ̂1μ2 + μ3
μ2
Φ ′(x) + μ3
μ22
Φ2(x) (x ∈ I). (12)
Finally, if C4 and μ2 = 0 hold, then
∂41Mϕ,μ(x, x) =
6μ̂21μ2 + 4μ̂1μ3 + μ4
μ2
Φ ′′(x) + 8μ̂1μ3 + 3μ4
μ22
Φ(x)Φ ′(x) + μ4 − 3μ
2
2
μ32
Φ3(x) (x ∈ I). (13)
Proof. The k times continuous differentiability of Mϕ,μ follows from Ck by the standard calculus rules. By the deﬁnition of
the mean Mϕ,μ , we get that
ϕ
(
Mϕ,μ(x, y)
)= 1∫ ϕ(tx+ (1− t)y)dμ(t) (x, y ∈ I). (14)
0
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ϕ′′
(
Mϕ,μ(x, y)
)(
∂1Mϕ,μ(x, y)
)2 + ϕ′(Mϕ,μ(x, y))∂21Mϕ,μ(x, y) =
1∫
0
t2ϕ′′
(
tx+ (1− t)y)dμ(t). (15)
Substituting y := x and applying Mϕ,μ(x, x) = x, we obtain
ϕ′′(x)
(
∂1Mϕ,μ(x, x)
)2 + ϕ′(x)∂21Mϕ,μ(x, x) =
1∫
0
t2ϕ′′(x)dμ(t).
Using that ∂1Mϕ,μ(x, x) = μ̂1 and
∫ 1
0 t
2dμ(t) = μ̂2, we get
μ̂21ϕ
′′(x) + ϕ′(x)∂21Mϕ,μ(x, x) = μ̂2ϕ′′(x).
It follows from this equation that
∂21Mϕ,μ(x, x) =
(
μ̂2 − μ̂21
)ϕ′′
ϕ′
(x) = μ2 ϕ
′′
ϕ′
(x), (16)
thus, with the given notation, we get (11).
To prove (12), suppose that C3 holds. Differentiating (15) with respect to x, we have
ϕ′′′
(
Mϕ,μ(x, y)
)(
∂1Mϕ,μ(x, y)
)3 + 3ϕ′′(Mϕ,μ(x, y))∂1Mϕ,μ(x, y)∂21Mϕ,μ(x, y) + ϕ′(Mϕ,μ(x, y))∂31Mϕ,μ(x, y)
=
1∫
0
t3ϕ′′′
(
tx+ (1− t)y)dμ(t). (17)
Substituting y := x and using Mϕ,μ(x, x) = x, we obtain
ϕ′′′(x)
(
∂1Mϕ,μ(x, x)
)3 + 3ϕ′′(x)∂1Mϕ,μ(x, x)∂21Mϕ,μ(x, x) + ϕ′(x)∂31Mϕ,μ(x, x) = μ̂3ϕ′′′(x).
Applying ∂1Mϕ,μ(x, x) = μ̂1 and (11), this simpliﬁes to
μ̂31ϕ
′′′(x) + 3μ̂1μ2 (ϕ
′′)2
ϕ′
(x) + ϕ′(x)∂31Mϕ,μ(x, x) = μ̂3ϕ′′′(x).
Using the identity (7), we get
∂31Mϕ,μ(x, x) = (3μ̂1μ2 + μ3)
ϕ′′′
ϕ′
(x) − 3μ̂1μ2
(
ϕ′′
ϕ′
)2
(x). (18)
By the deﬁnition of the function Φ , we have that
ϕ′′
ϕ′
= Φ
μ2
. (19)
Differentiating this equality, it follows that
ϕ′′′
ϕ′
= Φ
′
μ2
+ Φ
2
μ22
. (20)
Using the identities (19) and (20), Eq. (18) reduces to (12).
In order to obtain (13), assume that C4 holds. Differentiating (17) with respect to x, we get
ϕ′′′′
(
Mϕ,μ(x, y)
)(
∂1Mϕ,μ(x, y)
)4 + 6ϕ′′′(Mϕ,μ(x, y))(∂1Mϕ,μ(x, y))2∂21Mϕ,μ(x, y)
+ 3ϕ′′(Mϕ,μ(x, y))(∂21Mϕ,μ(x, y))2 + 4ϕ′′(Mϕ,μ(x, y))∂1Mϕ,μ(x, y)∂31Mϕ,μ(x, y) + ϕ′(Mϕ,μ(x, y))∂41Mϕ,μ(x, y)
=
1∫
t4ϕ′′′′
(
tx+ (1− t)y)dμ(t).0
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∫
t4 dμ(t) = μ̂4, we obtain
ϕ′′′′(x)
(
∂1Mϕ,μ(x, x)
)4 + 6ϕ′′′(x)(∂1Mϕ,μ(x, x))2∂21Mϕ,μ(x, x) + 3ϕ′′(x)(∂21Mϕ,μ(x, x))2
+ 4ϕ′′(x)∂1Mϕ,μ(x, x)∂31Mϕ,μ(x, x) + ϕ′(x)∂41Mϕ,μ(x, x) = μ̂4ϕ′′′′(x).
Applying ∂1Mϕ,μ(x, x) = μ̂1, (16) and (18), this simpliﬁes to
μ̂41ϕ
′′′′(x) + 6μ̂21μ2ϕ′′′(x)
ϕ′′
ϕ′
(x) + 3μ22ϕ′′(x)
(
ϕ′′
ϕ′
(x)
)2
+ 4ϕ′′(x)μ̂1
(
(3μ̂1μ2 + μ3)ϕ
′′′
ϕ′
(x) − 3μ̂1μ2
(
ϕ′′
ϕ′
)2
(x)
)
+ ϕ′(x)∂41Mϕ,μ(x, x) = μ̂4ϕ′′′′(x).
Using the identity (8), we get
∂41Mϕ,μ(x, x) =
(
6μ̂21μ2 + 4μ̂1μ3 + μ4
)ϕ′′′′
ϕ′
(x) − (18μ̂21μ2 + 4μ̂1μ3)ϕ′′ϕ′ (x)ϕ′′′ϕ′ (x) + (12μ̂21μ2 − 3μ22)
(
ϕ′′
ϕ′
)3
(x).
(21)
Differentiating (20), it follows that
ϕ′′′′
ϕ′
= Φ
′′
μ2
+ 3ΦΦ
′
μ22
+ Φ
3
μ32
. (22)
Using the identities (19), (20) and (22), after a simple computation, Eq. (21) reduces to (13). 
Corollary 5. Letμ and ν be a Borel probability measures. Assume C2 . Then, in order that invariance equation (4) be valid, it is necessary
that
|ϕ′|μ2 |ψ ′|ν2 = α (23)
for some constant α > 0.
Proof. If C2 is valid, then differentiating (4) twice with respect to x, we get that
∂21Mϕ,μ(x, x) + ∂21Mψ,ν(x, x) = 0.
Using Lemma 4, it follows that
μ2
ϕ′′
ϕ′
+ ν2 ψ
′′
ψ ′
= 0. (24)
After integration, this yields (23). 
In the solution of the invariance equation (4), we consider two subcases.
Subcase 1. μ2ν2 = 0.
Theorem 6. Let μ and ν be a Borel probability measures with μ2ν2 = 0. Assume C2 . Then the invariance equation (4) holds if and
only if
(i) either μ = δτ , ν = δ1−τ for some τ ∈ [0,1] and ϕ , ψ are arbitrary,
(ii) or μ = δτ for some τ ∈ [0,1], ν2 = 0, ν̂1 = 1− τ , ϕ is arbitrary and there exist constants a = 0 and b such that
ψ(x) = ax+ b (x ∈ I), (25)
(iii) or ν = δ1−τ for some τ ∈ [0,1], μ2 = 0, μ̂1 = τ , ψ is arbitrary and there exist constants a = 0 and b such that
ϕ(x) = ax+ b (x ∈ I). (26)
Proof. (i) If μ2 = 0 and ν2 = 0, then μ = δτ , ν = δ1−τ and
Mϕ,μ(x, y) = μ̂1x+ (1− μ̂1)y = τ x+ (1− τ )y (27)
and
Mψ,ν(x, y) = ν̂1x+ (1− ν̂1)y = (1− τ )x+ τ y.
Hence, the left side of Eq. (4) is equal to x+ y, which implies that (4) is satisﬁed for any functions ϕ and ψ .
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the form (25). Conversely, if (ii) holds, then we have (27) and
Mψ,ν(x, y) =
1∫
0
(
tx+ (1− t)y)dν(t) = ν̂1x+ (1− ν̂1)y = (1− τ )x+ τ y.
Hence, (4) is satisﬁed.
(iii) The case μ2 = 0 and ν2 = 0 is analogous to the case (ii). 
Subcase 2. μ2ν2 = 0.
Our ﬁrst main result offers a necessary condition for the validity of the invariance equation (4) in terms of two differen-
tial equations for the second-order partial derivative ∂21Mϕ,μ of the mean Mϕ,μ .
Theorem 7. Let μ and ν be a Borel probability measures with μ2ν2 = 0 and assume that the invariance equation (4) is satisﬁed. If C3
holds then the function Φ : I → R deﬁned by
Φ(x) := ∂21Mϕ,μ(x, x) (28)
satisﬁes the differential equation(
3μ̂1μ2 + μ3
μ2
− 3̂ν1ν2 + ν3
ν2
)
Φ ′ +
(
μ3
μ22
+ ν3
ν22
)
Φ2 = 0 (29)
and if
(μ3, ν3) = 3(μ̂1 − ν̂1)
μ2 + ν2
(−μ22, ν22 ), (30)
then the coeﬃcients in Eq. (29) do not vanish simultaneously.
If, in addition, C4 holds then Φ also satisﬁes the differential equation(
6μ̂21μ2 + 4μ̂1μ3 + μ4
μ2
− 6̂ν
2
1 ν2 + 4̂ν1ν3 + ν4
ν2
)
Φ ′′
+
(
8μ̂1μ3 + 3μ4
μ22
+ 8̂ν1ν3 + 3ν4
ν22
)
ΦΦ ′ +
(
μ4 − 3μ22
μ32
− ν4 − 3ν
2
2
ν32
)
Φ3 = 0. (31)
Proof. By Lemma 4, for x ∈ I , we have that
Φ(x) = μ2 ϕ
′′
ϕ′
(x) and ∂21Mψ,ν(x, x) = ν2
ψ ′′
ψ ′
(x) =: Ψ (x).
Using (4), it follows that
Φ(x) + Ψ (x) = ∂21Mϕ,μ(x, x) + ∂21Mψ,ν(x, x) = 0. (32)
In order to prove (29) suppose that C3 is valid. Differentiating (4) three times with respect x and putting y := x, we have
∂31Mϕ,μ(x, x) + ∂31Mψ,ν(x, x) = 0.
Using Eq. (12)
∂31Mϕ,μ(x, x) =
3μ̂1μ2 + μ3
μ2
Φ ′(x) + μ3
μ22
Φ2(x) and ∂31Mψ,ν(x, x) =
3̂ν1ν2 + ν3
ν2
Ψ ′(x) + ν3
ν22
Ψ 2(x),
we get the following differential equation
3μ̂1μ2 + μ3
μ2
Φ ′ + μ3
μ22
Φ2 + 3̂ν1ν2 + ν3
ν2
Ψ ′ + ν3
ν22
Ψ 2 = 0. (33)
From (32) it follows that
Φ2 = Ψ 2 and Ψ ′ = −Φ ′.
Applying these connections and reducing (33), we get the differential equation (29) for the function Φ .
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3μ̂1μ2 + μ3
μ2
− 3̂ν1ν2 + ν3
ν2
= 0, μ3
μ22
+ ν3
ν22
= 0.
Solving this system of equations we get the following solutions for μ3 and ν3
μ3 = −3(μ̂1 − ν̂1)μ
2
2
μ2 + ν2 , ν3 =
3(μ̂1 − ν̂1)ν22
μ2 + ν2 .
Therefore, if (30) holds, then (29) cannot be a trivial equation.
If C4 is valid, then differentiating (4) four times with respect x and putting y := x, we have
∂41Mϕ,μ(x, x) + ∂41Mψ,ν(x, x) = 0.
By Lemma 4, we have that
∂41Mϕ,μ(x, x) =
6μ̂21μ2 + 4μ̂1μ3 + μ4
μ2
Φ ′′(x) + 8μ̂1μ3 + 3μ4
μ22
Φ(x)Φ ′(x) + μ4 − 3μ
2
2
μ32
Φ3(x)
and
∂41Mψ,ν(x, x) =
6̂ν 21 ν2 + 4̂ν1ν3 + ν4
ν2
Ψ ′′(x) + 8̂ν1ν3 + 3ν4
ν22
Ψ (x)Ψ ′(x) + ν4 − 3ν
2
2
ν32
Ψ 3(x),
thus we get the following differential equation
6μ̂21μ2 + 4μ̂1μ3 + μ4
μ2
Φ ′′(x) + 8μ̂1μ3 + 3μ4
μ22
Φ(x)Φ ′(x) + μ4 − 3μ
2
2
μ32
Φ3(x)
+ 6̂ν
2
1 ν2 + 4̂ν1ν3 + ν4
ν2
Ψ ′′(x) + 8 ν̂1ν3 + 3ν4
ν22
Ψ (x)Ψ ′(x) + ν4 − 3ν
2
2
ν32
Ψ 3(x) = 0. (34)
From (32) it follows that
Ψ 3 = −Φ3, Ψ ′ = −Φ ′ and Ψ ′′ = −Φ ′′.
Applying these connections and reducing (34), we get the differential equation (31) for the function Φ . 
By our second main result, under three times continuous differentiability assumptions and certain nondegeneracy con-
ditions on the second and third centralized moments of the two measures, the solutions of the invariance equation (4) fall
into three different classes. The unknown generator functions ϕ and ψ are either linear, or exponential or power functions.
Theorem 8. Let μ and ν be a Borel probability measures with μ2ν2 = 0 and satisfying (30). Assume also C3 . Then the invariance
equation (4) holds if and only if μ̂1 + ν̂1 = 1 and
(i) either there exist real constants a,b, c,d with ac = 0 such that
ϕ(x) = ax+ b and ψ(x) = cx+ d (x ∈ I); (35)
(ii) or there exist real constants a,b, c,d, p,q with ac = 0, pq < 0 such that
ϕ(x) = aepx + b and ψ(x) = ceqx + d (x ∈ I) (36)
and, for n ∈ N,
n∑
i=0
(
n
i
)
piqn−i(μi+1νn−i + μiνn+1−i) = 0; (37)
(iii) or there exist real constants a,b, c,d, p,q with ac = 0, (p − 1)(q − 1) < 0, and x0 /∈ I such that, for x ∈ I ,
ϕ(x) =
{
a|x− x0|p + b, if p = 0,
a ln|x− x0| + b, if p = 0,
and ψ(x) =
{
c|x− x0|q + d, if q = 0,
c ln|x− x0| + d, if q = 0,
(38)
and, with the notation
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⎧⎨⎩ (
∫ 1
0 (1+ tz)p dμ(t))
1
p , if p = 0,
exp(
∫ 1
0 ln(1+ tz)dμ(t)), if p = 0
(z > −1), (39)
the identity
F p,μ(z) + Fq,ν (z) = 2+ z (z > −1) (40)
holds.
Proof. First we show that Eq. (4) implies that one of the conditions (i)–(iii) must be valid. By the assumptions on the
moments of μ and ν , and Theorem 7, the function Φ introduced in (28), satisﬁes (29) which is non-trivial. Then the
differential equation (29) is solvable. This equation is the form
αΦ ′ + βΦ2 = 0 (41)
where (α,β) = (0,0). To examine this differential equation, we distinguish three cases. In all of the three cases we can
apply Theorem 11 by [14].
Case 1. Φ = 0. Then ϕ′′ = 0, whence ϕ′ = a, and ψ ′ = c for some nonzero constants a and c. Therefore, in this case,
statement (i) of the theorem must be valid.
If (i) holds and μ̂1 + ν̂1 = 1, then for all x, y ∈ I ,
Mϕ,μ(x, y) = μ̂1x+ (1− μ̂1)y and Mψ,ν(x, y) = ν̂1x+ (1− ν̂1)y.
Then after a short calculation it follows, that
μ̂1x+ (1− μ̂1)y + ν̂1x+ (1− ν̂1)y = x+ y,
that is, Eq. (4) is true.
Case 2. β = 0 and Φ is not identically zero. Then (41) says that Φ ′ = 0. Thus, there exists a nonzero constant p such that
Φ = μ2p. Using the deﬁnition of Φ , we get that ϕ′′ = pϕ′ . In this case the general solution is of the form ϕ(x) = aepx + b
for some constant a = 0 and b. By Corollary 5, we have that
ψ ′(x) = γ ∣∣ϕ′(x)∣∣− μ2ν2 = γ |ap|− μ2ν2 e− pμ2ν2 x = ceqx
where q := − pμ2ν2 . This implies that ψ is also of the stated form and pq < 0.
If (ii) holds then (4) can be written in the form
1
p
ln
( 1∫
0
ep(tx+(1−t)y) dμ(t)
)
+ 1
q
ln
( 1∫
0
eq(tx+(1−t)y) dν(t)
)
= x+ y.
We have that
1
p
ln
( 1∫
0
ep(tx+(1−t)y) dμ(t)
)
= x+ y − 1
q
ln
( 1∫
0
eq(tx+(1−t)y) dν(t)
)
= 1
q
ln
(
e−qx−qy
1∫
0
eq((1−t)x+ty) dν(t)
)
= −1
q
ln
( 1∫
0
e−q((1−t)x+ty) dν(t)
)
= −1
q
ln
1∫
0
e−q(sx+(1−s)y) dν˜(s).
Thus we get the following equality:
Mϕ,μ =Mψ˜ ,˜ν , (42)
where ϕ(x) = aepx + b and ψ˜(x) = ce−qx + d and ν˜ denotes the reﬂection of the measure ν with respect to the point 12 . By
[14, Theorem 5], (42) holds if and only if, for all n ∈ N,
0 =
n∑
i=0
(
n
i
)
(μi+1ν˜n−i − μi ν˜n+1−i)ϕ
(i+1)
ϕ′
· ψ˜
(n+1−i)
ψ˜ ′
.
In other words,
0 =
n∑(n
i
)
pi(−q)n−i(μi+1ν˜n−i − μi ν˜n+1−i). (43)i=0
Z. Makó, Z. Páles / J. Math. Anal. Appl. 353 (2009) 8–23 17Then, by Lemma 1, ̂˜ν1 = 1− ν̂1 and, for k ∈ N, we have ν˜k = (−1)kνk . Using these equalities, condition (43) can be rewritten
as
0 =
n∑
i=0
(
n
i
)
pi(−q)n−i(μi+1ν˜n−i − μi ν˜n+1−i)
=
n∑
i=0
(
n
i
)
pi(−1)n−iqn−i(μi+1(−1)n−iνn−i − μi(−1)n+1−iνn+1−i)
=
n∑
i=0
(
n
i
)
piqn−i
(
(−1)n−i)2(μi+1νn−i + μiνn+1−i)
=
n∑
i=0
(
n
i
)
piqn−i(μi+1νn−i + μiνn+1−i).
This proves that (37) is necessary and suﬃcient for the validity of the invariance equation.
Case 3. β = 0 and Φ is not identically zero. Denote by L a maximal open subinterval of I where Φ does not vanish.
Then, with the notation p := 1− α/(μ2β), (41) can be rewritten as
Φ ′(x)
Φ2(x)
= 1
μ2(p − 1) (x ∈ L).
Integrating this equality, it follows, for some x0, that
1
Φ(x)
= x− x0
μ2(p − 1) (x ∈ L). (44)
Hence x0 cannot be in L. If L were a proper subinterval of I , then one of the endpoints of L, say α, would be an element
of I . By taking the limit x → α in the above equation, it follows that Φ has a ﬁnite nonzero limit at α. By continuity, this
yields that Φ(α) = μ2(p−1)α−x0 = 0. Showing that L is not maximal. The contradiction so obtained proves that L = I .
Applying (44) and the deﬁnition (28) of the function Φ , we get
ϕ′′(x)
ϕ′(x)
= Φ(x)
μ2
= p − 1
x− x0 (x ∈ I).
Integrating this equation, it results that
ϕ′(x) =
{
ap|x− x0|p−1, if p = 0,
a|x− x0|−1, if p = 0,
for some constant a. After integration this yields that ϕ is of the form (38). Using (23), we get that Ψ is also of the form
(38) with q := −(p − 1)μ2ν2 . Obviously, (p − 1)(q − 1) = −(μ2/ν2)(p − 1)2 < 0.
If (iii) holds and pq = 0 then (4) holds for all x, y ∈ I if and only if( 1∫
0
∣∣tx+ (1− t)y − x0∣∣p dμ(t))
1
p
+ x0 +
( 1∫
0
∣∣tx+ (1− t)y − x0∣∣q dν(t))
1
q
+ x0 = x+ y. (45)
Let x − x0 =: u, y − x0 =: v and x0  inf I (the case x0  sup I is analogous). Then u, v ∈ I − x0  R+ and (45) is equivalent
to ( 1∫
0
(
tu + (1− t)v)p dμ(t)) 1p +( 1∫
0
(
tu + (1− t)v)q dν(t)) 1q = u + v = (u − v) + 2v.
With the notation u−vv = z we get that (45) holds for all x, y ∈ I if and only if( 1∫
0
(1+ tz)p dμ(t)
) 1
p
+
( 1∫
0
(1+ tz)q dν(t)
) 1
q
= 2+ z (z ∈ J ), (46)
where J = { uv − 1 | u, v ∈ I − x0}, which is an open neighborhood of zero contained in the interval ]−1,∞[. The left-hand
side of (46) is an analytic function of z, therefore (46) is valid for all z ∈ J if and only if it holds for all z ∈ ]−1,∞[.
The proof of (46) in the case pq = 0 is similar. 
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ther linear, or exponential, or power functions. The following result formulates necessary conditions for the existence of
exponential solutions of the invariance equation (4).
Proposition 9. Let μ and ν be a Borel probability measures with μ2ν2 = 0. If pq = 0 and there exists a solution of the invariance
equation (4) of the form (ii) in Theorem 8, then
p
q
= − ν2
μ2
(47)
and the following condition must be valid
n∑
i=0
(−1)i
(
n
i
)
μi+1νn−i + μiνn+1−i
μi2ν
n−i
2
= 0 (n ∈ N). (48)
In particular, for n = 2,3,4, condition (48) can be written in the form
μ3
μ22
+ ν3
ν22
= 0, (49)(
μ4
μ32
− 3
μ2
)
−
(
ν4
ν32
− 3
ν2
)
= 0, (50)(
μ5
μ42
− 10μ3
μ32
)
+
(
ν5
ν42
− 10 ν3
ν32
)
= 0. (51)
Proof. If there exists a solution of the invariance equation (4) of the form (ii) in Theorem 8, then Eq. (37) holds for all
n ∈ N. In the case n = 1 this equation is of the form
q(μ1ν1 + μ0ν2) + p(μ2ν0 + μ1ν1) = 0.
This equation simpliﬁes to ν2q+μ2p = 0, whence we get (47). Using (47), Eq. (37) divided by (qν2)n reduces to (48). In the
particular cases n = 2 and n = 3, from Eq. (48) we obtain (49) and (50), respectively. If n = 4, then (48) is of the form
ν5
ν42
− 4 ν3
ν32
+ 6
μ2ν2
(
μ3
μ2
+ ν3
ν2
)
− 4μ3
μ32
+ μ5
μ42
= 0. (52)
Applying (49), we have
6
μ2ν2
(
μ3
μ2
+ ν3
ν2
)
= 6
μ2ν2
(−ν3μ2
ν22
+ −μ3ν2
μ22
)
= −6 ν3
ν32
− 6μ3
μ32
,
whence (52) simpliﬁes to (51). 
The next result formulates necessary conditions for the existence of power function solutions of the invariance equa-
tion (4).
Proposition 10. Let μ and ν be a Borel probability measures withμ2ν2 = 0 and (30). If (p−1)(q−1) < 0 and there exists a solution
of the invariance equation (4) of the form (iii) in Theorem 8, then μ3ν22 + ν3μ22 = 0,
p = 2μ3ν
2
2 + ν3μ2(μ2 − ν2) + 3(μ̂1 − ν̂1)μ2ν22
μ3ν
2
2 + ν3μ22
, q = 2ν3μ
2
2 + μ3ν2(ν2 − μ2) + 3(̂ν1 − μ̂1)μ22ν2
μ3ν
2
2 + ν3μ22
(53)
and the following condition must hold
27μ32ν
3
2 (μ̂1 − ν̂1)2(μ2 − ν2) + 6μ22ν22 (ν2 − μ2)μ3ν3 + 18μ22ν22 (μ2 − ν2)(μ̂1 − ν̂1)(μ3ν2 − ν3μ2)
+ (−12ν22 (μ̂1 − ν̂1)2 + 3μ2ν2(μ2 − ν2) + 8(μ̂1 − ν̂1)(μ2 + ν2)ν3)ν22μ23
− (−12μ22(μ̂1 − ν̂1)2 + 3μ2ν2(ν2 − μ2) + 8(̂ν1 − μ̂1)(μ2 + ν2)μ3)μ22ν23
+ ((3ν22 (̂ν1 − μ̂1) + ν3(μ2 + ν2))(ν22 (−3μ̂1μ2 + 3μ2ν̂1 + μ3) + ν3(μ2ν2 + 2μ22)))μ4
− ((3μ22(μ̂1 − ν̂1) + μ3(μ2 + ν2))(μ22(3μ̂1ν2 − 3̂ν1ν2 + ν3) + μ3(μ2ν2 + 2ν22 )))ν4 = 0. (54)
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Φ(x) = μ2 ϕ
′′(x)
ϕ′(x)
= μ2 p − 1
x− x0 , Ψ (x) = ν2
ψ ′′(x)
ψ ′(x)
= ν2 q − 1
x− x0 . (55)
By Corollary 5, we have (23), which is equivalent to (24). This equation then yields
(p − 1)μ2 + (q − 1)ν2 = 0. (56)
From (55) we obtain
Φ ′(x) = −μ2 p − 1
(x− x0)2 , Φ
′′(x) = 2μ2 p − 1
(x− x0)3 . (57)
Therefore, Eq. (29) multiplied by the expression (x−x0)
2
μ2(p−1) reduces to
−
(
3μ̂1μ2 + μ3
μ2
− 3̂ν1ν2 + ν3
ν2
)
+
(
μ3
μ22
+ ν3
ν22
)
μ2(p − 1) = 0. (58)
Here the coeﬃcient of (p − 1) cannot be zero, otherwise both coeﬃcients in (29) are zero which contradicts condition (30).
Solving (58) for p, we get the ﬁrst formula in (53). Using (56), the formula for q also follows.
Using (57), Eq. (31) multiplied by the expression (x−x0)
3
μ2(p−1) simpliﬁes to
2
(
6μ̂21μ2 + 4μ̂1μ3 + μ4
μ2
− 6̂ν
2
1 ν2 + 4̂ν1ν3 + ν4
ν2
)
−
(
8μ̂1μ3 + 3μ4
μ22
+ 8̂ν1ν̂3 + 3ν4
ν22
)
μ2(p − 1)
+
(
μ4 − 3μ22
μ32
− ν4 − 3ν
2
2
ν32
)
μ22(p − 1)2 = 0. (59)
Substituting the values of p in Eq. (59) we obtain the condition (54). 
Theorem 11. Let μ,ν be a Borel probability measures with μ̂1 + ν̂1 = 1, μ2 = ν2 = 0, μ3 = −ν3 , such that
μ3 = 3
(
1
2
− μ̂1
)
μ2. (60)
Assume also C3 . Then the invariance equation (4) is satisﬁed if and only if
(i) either there exist real constants a, b, c, d with ac = 0 such that
ϕ(x) = ax+ b and ψ(x) = cx+ d (x ∈ I); (61)
(ii) or there exist real constants a, b, c, d, p with acp = 0, such that
ϕ(x) = aepx + b and ψ(x) = ce−px + d (x ∈ I) (62)
and ν is the reﬂection of μ with respect to the point 1/2.
Proof. Assume ﬁrst that (4) holds. Then, by Theorem 7 the function Φ deﬁned by (28) satisﬁes differential equation (29).
In view of the conditions of this theorem on the moments of the measures μ and ν , this differential equation simpliﬁes to(
3(2μ̂1 − 1) + 2μ3
μ2
)
Φ ′ = 0
which, in view of condition (60), yields that Φ ′ = 0, i.e., Φ is a constant.
If Φ is identically zero then, following the argument of Case 1 of the proof of Theorem 8, we obtain that ϕ and ψ are
of the form (61). Conversely, if (61) holds then one can easily see that (4) is satisﬁed.
If Φ is a nonzero constant, then we can follow the argument of Case 2 of the proof of Theorem 8 and obtain that ϕ and
ψ are of the form (36) and condition (37) holds. Using Proposition 9, form formula (47), we get that
p
q
= − ν2
μ2
= −1.
Now, (48) reduces to the following condition:
n∑
(−1)i
(
n
i
)
(μi+1νn−i + μiνn+1−i) = 0 (n ∈ N). (63)i=0
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to show that, for all k ∈ N,
νk = (−1)kμk. (64)
These equalities hold true for k = 1,2,3 by the assumptions of this theorem. Assume that (64) holds for k ∈ {1, . . . ,n},
where n 3. Using (63) and (64) for k ∈ {1, . . . ,n}, we obtain that
0 =
n∑
i=0
(−1)i
(
n
i
)
(μi+1νn−i + μiνn+1−i) +
n∑
i=0
(−1)n−i
(
n
n − i
)
(μn+1−iνi + μn−iνi+1)
=
n∑
i=0
(−1)i
(
n
i
)(
(μi+1νn−i + μiνn+1−i) + (−1)n(μn+1−iνi + μn−iνi+1)
)
=
n−1∑
i=1
(−1)i
(
n
i
)(
(−1)n−i(μi+1μn−i − μiμn+1−i) + (−1)n+i(μn+1−iμi − μn−iμi+1)
)
+ 2((μ1νn + μ0νn+1) + (−1)n(μn+1ν0 + μnν1))
= 2(νn+1 + (−1)nμn+1).
Therefore, (64) holds also for k = n + 1.
Conversely, if (ii) holds then
Mϕ,μ(x, y) + Mψ,ν(x, y) = 1
p
ln
( 1∫
0
ep(tx+(1−t)y) dμ(t)
)
− 1
p
ln
( 1∫
0
e−p
(
tx+(1−t)y) dν(t)
)
= 1
p
ln
( 1∫
0
ep(tx+(1−t)y) dμ(t)
)
− 1
p
ln
( 1∫
0
e−p
(
(1−t)x+ty) dμ(t)
)
= 1
p
ln
( 1∫
0
ep(tx+(1−t)y) dμ(t)
)
− 1
p
ln
(
e−px−py
1∫
0
ep(tx+(1−t)y) dμ(t)
)
= 1
p
ln
( ∫ 1
0 e
p(tx+(1−t)y) dμ(t)
e−px−py
∫ 1
0 e
p(tx+(1−t)y) dμ(t)
)
= x+ y,
which proves that (4) is satisﬁed. 
Theorem 12. Let μ, ν be a Borel probability measures with μ̂1 = ν̂1 = 12 , μ2 = ν2 = 0, μ3 = −ν3 , μ4 = ν4 . Assume also C4 . Then
the invariance equation (4) is satisﬁed if and only if one of the alternatives of Theorem 11 holds.
Proof. Assume ﬁrst that (4) holds. Then, by Theorem 7 the function Φ deﬁned by (28) satisﬁes differential equations (29)
and (31). In view of the conditions of this theorem on the moments of the measures μ and ν , these two differential
equations simplify to
2
μ3
μ2
Φ ′ = 0 (65)
and
4
μ3
μ2
Φ ′′ + 6μ4
μ22
Φ ′Φ = 0, (66)
respectively. If μ3 = 0 then, by (65), we have that Φ ′ = 0, hence Φ is a constant. If μ3 = 0 then, by (66), the equality
Φ ′Φ = 0 follows. Hence (Φ2)′ = 0, which implies that Φ2 is a constant. By the continuity of Φ , this yields that Φ is also a
constant.
Now, following the argument of the proof of the previous theorem, the result follows. 
In the next result we consider the particular case of Theorem 12 when μ = ν is a symmetric measure.
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Then the invariance equation
Mϕ,μ(x, y) + Mψ,μ(x, y) = x+ y (x, y ∈ I) (67)
is satisﬁed if and only if
(i) either there exist real constants a, b, c, d with ac = 0 such that
ϕ(x) = ax+ b and ψ(x) = cx+ d (x ∈ I);
(ii) or there exist real constants a, b, c, d, p with acp = 0, such that
ϕ(x) = aepx + b and ψ(x) = ce−px + d (x ∈ I).
4. Examples and applications
In the subsequent examples we demonstrate how some known results of the literature follow from ours.
Example 1. Consider the functional equation
ϕ−1
(
ϕ(x) + ϕ(y)
2
)
+ ψ−1
(
ψ(x) + ψ(y)
2
)
= x+ y (x, y ∈ I), (68)
where ϕ,ψ : I → R are continuous strictly monotone functions.
If the measures μ and ν are choosen as
μ = ν = δ0 + δ1
2
,
then (4) simpliﬁes to (68). Observe that μ = ν is a symmetric measure, furthermore, μ2 = ν2 = 14 = 0. Therefore, we can
apply Corollary 13. If C4 is assumed, then we get that one of the alternatives (i), (ii) of Corollary 13 holds and we deduce—
under four times continuous differentiability assumptions—the result formulated in Theorem A. This statement was ﬁrst
proved by Sutô [19,20] assuming analyticity and by Matkowski [16] who supposed twice continuous differentiability. After
some preliminary regularity improving steps (cf. [6,7]), the main goal of the paper [8] was to show that the same conclusion
can be obtained without any superﬂuous differentiability assumptions.
Example 2. Consider the functional equation
ϕ−1
(
λϕ(x) + (1− λ)ϕ(y))+ ψ−1((1− λ)ψ(x) + λψ(y))= x+ y (x, y ∈ I), (69)
where ϕ,ψ : I → R are continuous strictly monotone functions and λ ∈ [0,1] \ {0, 12 ,1}.
Deﬁning the measures μ and ν by
μ = (1− λ)δ0 + λδ1 and ν = λδ0 + (1− λ)δ1,
we see that (69) is a particular case of (4). Then, ν = μ˜, furthermore, μ̂1 = λ, ν̂1 = 1− λ and
μ2 = ν2 = λ(1− λ) = 0, μ3 = −ν3 = λ(1− λ)(1− 2λ).
Observe that now (60) is satisﬁed because λ /∈ {0, 12 ,1}. Therefore, we can apply Theorem 11. If C3 is assumed, then, we
obtain that one of the alternatives (i), (ii) of Theorem 11 holds. The result so obtained has been discovered by Jarczyk and
Matkowski [13] and has recently been proved without any continuous differentiability assumptions by Jarczyk [12].
Example 3. Consider the functional equation
ϕ−1
(
1
y − x
y∫
x
ϕ(t)dt
)
+ ψ−1
(
1
y − x
y∫
x
ψ(t)dt
)
= x+ y (x, y ∈ I, x = y), (70)
where ϕ,ψ : I → R are continuous strictly monotone functions.
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ϕ−1
( 1∫
0
ϕ
(
tx+ (1− t)y)dt)+ ψ−1( 1∫
0
ψ
(
tx+ (1− t)y)dt)= x+ y (x, y ∈ I, x = y), (71)
If μ and ν are equal to the Lebesgue measure, then (71) becomes a particular case of the invariance equation (4). Obviously,
μ = ν is a symmetric measure, furthermore, μ2 = ν2 = 112 = 0. Therefore, we can apply Corollary 13. If C4 is assumed,
then we obtain that one of the alternatives (i), (ii) of Corollary 13 holds and we deduce the result of Matkowski [18] (with
stronger regularity assumptions).
Example 4. Consider the functional equation
ϕ−1
(
2ϕ(x) + ϕ(y)
3
)
+ ψ−1
(
ψ(x) + 4ψ( x+y2 ) + 4ψ(y)
9
)
= x+ y, (72)
where ϕ,ψ : I → R are continuous strictly monotone functions.
The measures μ and ν are given by
μ = δ0 + 2δ1
3
and ν = 4δ0 + 4δ1/2 + δ1
9
.
Then, μ̂1 = 23 and ν̂1 = 13 and, for k ∈ N, we have
μk =
1∫
0
(
t − 2
3
)k
dμ(t) = (−2)
k + 2
3k+1
and νk =
1∫
0
(
t − 2
3
)k
dν(t) = (−4)
k + 4(−1)k + 4 · 2k
9 · 6k .
Hence
μ1 = 0, μ2 = 2
9
, μ3 = − 2
27
, μ4 = 2
27
, . . . ,
ν1 = 0, ν2 = 1
9
, ν3 = − 1
54
, ν4 = 1
36
, . . . .
We can apply Theorem 8. If C3 is assumed, then, one of the alternatives (i)–(iii) of Theorem 8 holds.
If (i) holds then ϕ and ψ are nonconstant linear functions and, indeed, they are solutions of (72).
If (ii) holds, then there exist constants a,b, c,d, p,q with acpq(p − q) = 0 such that (36) and (37) are satisﬁed for
all n ∈ N. In the case n = 1, (37) simpliﬁes to
q(μ1ν1 + μ0ν2) + p(μ2ν0 + μ1ν1) = 0,
which results q = −2p. Instead of showing that (37) holds for all n 2, we prove that the functions ϕ and ψ given by (36)
are solutions of (72). Indeed,
ϕ−1
(
2ϕ(x) + ϕ(y)
3
)
+ ψ−1
(
ψ(x) + 4ψ( x+y2 ) + 4ψ(y)
9
)
= 1
p
ln
(
2epx + epy
3
)
+ 1
q
ln
(
eqx + 4eq x+y2 + 4eqy
9
)
= 1
p
ln
(
2epx + epy
3
)
− 1
2p
ln
(
e−2px + 4e−p(x+y) + 4e−2py
9
)
= ln
(
2epx + epy
3
) 1
p
− ln
((
e−px + 2e−py
3
)2) 12p
= ln
(
2epx + epy
e−px + 2e−py
) 1
p
= ln
(
epx+py 2e
px + epy
epy + 2epx
) 1
p
= x+ y.
If (iii) holds, then there exist real constants a,b, c,d, p,q with ac = 0, (p − 1)(q − 1) < 0, and x0 /∈ I such that (38) and
(40) hold. By Proposition 10, in order that solutions of (72) of this form exist, it is necessary that (54) be valid. Substituting
the values of the moments of μ and ν into (54), we obtain a contradiction, which shows that there are no solutions of (72)
of the form (iii).
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