Abstract. In this paper, we explore holomorphic Segre preserving maps. First, we investigate holomorphic Segre preserving maps sending the complexification M of a generic real analytic submanifold M ⊆ C N of finite type at some point p into the complexification M ′ of a generic real analytic submanifold M ′ ⊆ C N ′ , finitely nondegenerate at some point p ′ . We prove that for a fixed M and M ′ , the germs at (p,p) of Segre submersive holomorphic Segre preserving maps sending (M, (p,p)
Introduction
Let M ⊆ C N be a real analytic submanifold of codimension d, with p ∈ M, given locally near p by the real analytic defining function ρ(Z,Z). The complexification M of M is a holomorphic submanifold of C 2N given locally for (Z, ζ) ∈ C N × C N near (p,p) by M = {(Z, ζ) : ρ(Z, ζ) = 0}. Now assume M is generic (see Section 2), and let M ′ ⊆ C N ′ be a generic real analytic submanifold of codimension d ′ , with p ′ ∈ M ′ , and let M ′ denote its complexification. Consider a holomorphic map H : (C 2N , (p,p)) → (C 2N ′ , (p ′ ,p ′ )) defined on a neighborhood of (p,p) of the form H(Z, ζ) = H(Z), H(ζ) , (1.1) where H, H : C N → C N ′ . Assume further that H(M) ⊆ M ′ . These maps will be the chief object of study in this paper. We will call such a map a holomorphic Segre preserving map (HSPM) as it preserves Segre varieties in a sense which will be made precise in Section 2. Utilizing the notation ϕ(z) := ϕ(z), we observe that if H = H, then H is a holomorphic map defined near p sending (M, p) into (M ′ , p ′ ). Such maps have been extensively studied. However, HSPMs are relatively new and unstudied objects (for related recent work, see [1] , [2] , and [17] ). Under certain restrictions, the collection of HSPMs sending M into M ′ is, in a manner to be described in more detail in subsequent sections, "bigger" than the 
For any HSPM H sending (M, (p,p)) into (M
where
We say that H is Segre submersive at (p,p) if
This definition is independent of choice of coordinates for M and M ′ . Given M and M ′ satisfying certain geometric conditions, our main result, Theorem 1.1, states that the germs at (p,p) of HSPMs, Segre submersive at (p,p), sending (M, (p,p)) into (M ′ , (p ′ ,p ′ )) can be parametrized by their r-jets, for some fixed r depending only on M and M ′ . This result was motivated by, and is a generalization of, results due to Baouendi, Ebenfelt, and Rothschild [6] and Baouendi, Rothschild, and Zaitsev [7] . We also mention a recent paper of Lamel and Mir [14] for related results. Before stating Theorem 1.1, we present some more notation. Let J K (C N , C N ′ ) (p,p ′ ) denote the set of K-jets at p of germs of holomorphic maps from (C N , p) into (C N ′ , p ′ ). (In this paper, we assume that J K (C N , C N ′ ) (p,p ′ ) includes only derivatives of positive order.) Let j 
. We will denote this complexification C j K p Aut(M, p) . As j K p Aut(M, p) is real algebraic, it has global defining functions, and thus so does its complexification. Similarly, η K (p,p) Aut C (M, (p,p)) has global defining functions. So a natural question to consider is the relationship be- (p,p) ) . The following corollary says that the former is always contained in the latter, and they are necessarily of the same dimension. Does equality hold? As it turns out, sometimes there is equality, and sometimes there is not. In Section 5 we will give examples demonstrating both.
One of the strengths of Theorem 1.1 lies in the fact that the form of Φ l leads to Corollaries 1.2 and 1.4. These functions, however, depend upon the jets of both H and H. In Theorem 1.5, we see that it is in fact possible, though, to find functions which express H entirely in terms of the L-jets of H (or of H) for some L. In particular, once we know H, we also know H, and vice-versa. 6) for (Z, ζ) sufficiently close to (p,p).
Note that Theorem 1.5 does not necessarily hold if M ′ is finitely degenerate at p ′ , as the following example demonstrates. Example 1.6. Let M = M ′ ⊆ C 2 be given by M = {Im w = |z| 4 } and its complexification by M = {w − τ = 2iz 2 χ 2 }, where (z, w) and (χ, τ ) are coordinates on C 2 . We note that M is of finite type but finitely degenerate at 0. Let H(z, w) = (z, w). We can find two distinct maps H 1 (χ, τ ) and H 2 (χ, τ ) such that H 1 = (H, H 1 ) and H 2 = (H, H 2 ) both satisfy the hypotheses of Theorem 1.5. Indeed, let H 1 (χ, τ ) = (χ, τ ) and let H 2 (χ, τ ) = (−χ, τ ).
Finally, we present a result on algebraicity. Recall that a real analytic (resp., holomorphic) mapping is said to be real analytic (resp., holomorphic) algebraic if all of its components are real analytic (resp., holomorphic) algebraic, and a real analytic (resp., holomorphic) submanifold is said to be real (resp., holomorphic) algebraic if it can be given by real analytic (resp., holomorphic) algebraic defining functions. 
The layout of this paper is as follows. In Section 2, we present some additional background material. Section 3 contains the reformulations and proofs of three of the main results as given in Section 1, while Section 4 is dedicated to proving the main results of Section 1. Section 5 consists of several examples of HSPMs and automorphism groups. In particular, examples demonstrating both equality and non-equality of C j 
at p, such that M is given locally near p by the vanishing of ρ. If, in addition, ρ, known as the defining function of M, satisfies the stronger condition ∂ρ 1 ∧ . . . ∧ ∂ρ d = 0 at p, then we say that M is generic. If M is generic, it can be shown (see, for example, [5] ) that there exists a holomorphic change of coordinates
and an open neighborhood Ω of 0 such that in these coordinates M is locally given by {(z, w) ∈ Ω : w = Q(z,z,w)}, where 
We say that M is k-nondegenerate at p if k is the smallest K for which (2.1) holds. It is not difficult to show that if M is given in normal coordinates by w = Q(z,z,w) then M is k-nondegenerate at 0 if and only if the matrix whose rows are
Let M ⊆ C N be a generic real analytic submanifold such that p ∈ M, and assume that there exists an open neighborhood Ω ⊆ C N such that the complexification M of M is defined on Ω ×
* Ω, where * Ω := {Z : Z ∈ Ω}. Given any (Z, ζ) ∈ Ω × * Ω, we define the Segre varieties of M as follows:
where ρ(Z,Z) is a defining function for M. Segre varieties are named for the Italian geometer Beniamino Segre who first introduced them in 1931 ( [15] ). We note here that M is sometimes referred to as the Segre family associated with M (see, for example, [9] , [11] ). 
Furthermore, we will assume that for any (Z, ζ) ∈ M, there exists (
2) This fact was proven for hypersurfaces in [11] , but it is true for higher codimension as well. For the reader's convenience, we present a proof. 
As M is generic, it follows from the implicit function theorem that (after a possible rearrangement of coordinates) there exists a C dvalued holomorphic function θ, satisfying θ(p,p 1 ) =p 2 , such that for any Z sufficiently close to p, Z,p 1 , θ(Z,p 1 ) ∈ M. For any Z near p, define H(Z) := φ 1 Z,p 1 , θ(Z,p 1 ) . We claim that on M, H(Z) = φ 1 (Z, ζ). This is because (2.2) implies that for any Z 0 , φ 1 (Z 0 , ζ) is constant for all ζ ∈ Σ Z 0 . A similar argument applies to φ 2 .
Reformulations
In the remainder of this paper, we will assume, unless otherwise specified, that M ⊆ C m+d and M ′ ⊆ C n+e are real analytic generic submanifolds of codimensions d and e, respectively. We will further assume that M is given by w = Q(z,z,w), where Z = (z, w) are normal coordinates, and M ′ is given by w
Unless otherwise specified, we will assume any HSPM H sends (M, 0) into (M ′ , 0) and is given in the form
. . ,g e ) are C e -valued holomorphic functions, and we write z
′ , and τ ′ ).
3.1. Reformulation of Theorem 1.1. We begin with a technical definition.
n+e be of codimension e, and assume m ≥ n. Let H be an HSPM. Let µ = (µ 1 , . . . , µ n ) for some 1 ≤ µ 1 < . . . < µ n ≤ m and ν = (ν 1 , . . . , ν n ) for some 1 ≤ ν 1 < . . . < ν n ≤ m, and assume that
1≤k,l≤n = 0. Then we say that the map H satisfies condition D µν .
Let us note here that any given H may satisfy condition D µν for several different µ and ν, as the following example illustrates.
3) Note that M is of finite type at 0, and M ′ is finitely nondegenerate at 0. Let H be given by
(3.4) Then H satisfies condition D µν for any permisssible µ and ν. That is µ can be any one of (1, 2), (1, 3), or (2, 3), as can ν.
Our main theorem, from which Theorem 1.1 follows, is Theorem 3.3. Before we present it, we introduce some notation. Given an HSPM H, we can write
where (j
. We define a similar decomposition for j K 0 H. This notation will be used several times in this paper. 
where R α,β γ are C n+e -valued polynomials and s αβγ and t αβγ are nonnegative integers, such
Furthermore, for any
Remark 3.4. It is implicit in the hypotheses of Theorem 3.3 that m ≥ n. However, if we assume that m < n, even if the matrices
have maximal rank, the theorem will not hold. Let M ⊆ C 4 be defined
Then M is of finite type at 0, and M ′ is 1-nondegenerate at 0. For any positive integer r, define
Observe that H r is an HSPM sending (M, 0) into (M ′ , 0) which is a biholomorphism near 0.
The proof of Theorem 3.3 will be based on arguments from [6] and [7] . Before proving the theorem, we first introduce a few lemmas.
Proof. Let ρ 1 , . . . , ρ d be defining functions for M, and let ρ 
Equations (3.12) and (3.13) follow from the reality of the ρ j . The result follows.
Lemma 3.6. Let M and M ′ be as in Theorem 3.3. Then for any β = (β 1 , . . . , β n ) and
14)
where t αβγδ are nonnegative integers and P
are vector fields tangent to M. Letẑ := (z µ 1 , . . . , z µn ). Now we apply
to get (in matrix notation):
for all (z, w, χ, τ ) ∈ M. By assumption, fẑ(0) is invertible, so near (z, w, χ, τ ) = (0, 0, 0, 0), we have
We claim that the right hand side of (3.20) can be written in the form
where each p µ γ,δ is an n × e polynomial matrix and each s µγδ is a nonnegative integer. This comes from writing the right hand side in the following way:
The right hand side of (3.22) has three factors. The last factor can clearly be written in the form (3.21), as it is independent of det fẑ(Z) . The second factor can be written in the form (3.21) since for any invertible matrix A, we can write A −1 as
The first factor can also be written in the form (3.21). Indeed, as f z f w Qẑ. We then use the aforementioned formula for the inverse of a matrix, and the claim is proved.
We get (3.15) from (3.20) and (3.21) by inductively applying the L j and utilizing the chain rule. To complete the proof of the lemma, we use Lemma 3.5 to see that H ,H sends M into M ′ and satisfies condition D νµ . So as we have seen in this proof,
Taking the complex conjugate of this entire equation gives (3.16) , and the proof of the lemma is complete.
The following notation will be used in Lemmas 3.7 and 3.10. Let M, M ′ , and H be as in Theorem 3.3. We will write j 
where each j k ∈ {1, . . . , e}, each |α j | ≤ k, and Q ′ = (Q ′1 , . . . , Q ′e ). 3.6, we have for each (Z, ζ) ∈ M:
where φ
Using this system of equations, coupled with the fact that
we can apply the implicit function theorem to find a map B ν : C n × C n → C n+e , holomorphic near 0, such that 
, g(z, w) repeatedly (|β| times), and apply Cramer's rule each time to see that for (z, w, χ, τ ) ∈ M and each l = 1, . . . , e,
where each P β,l γ is a polynomial independent of M, M ′ , and H. Notice that by assumption, the denominator is nonzero near (χ, τ ) = (0, 0). So we have
Substituting this in (3.29), we get
If we Taylor expand, we can write the right hand side of (3.33) as
where we remind the reader that Λ 2 corresponds to g χ α (ζ) , and Λ 1 corresponds to the remaining derivatives of H at ζ. We claim that each A ν αβγ is rational. This follows from the fact that
where R is a holomorphic mapping which vanishes when χ = z = w = 0. Furthermore, each A ν αβγ ( Λ 1 ) is of the form given in the right hand side of (3.25). This can be seen by Taylor expanding B ν as given in (3.29) and plugging in (3.14). Define
This proves (3.26) for |β| = 0. For |β| > 0, as every point in M is of the form z, w, χ, Q(χ, z, w) , we have that
We inductively differentiate (3.37), applying the chain rule, and (3.26) follows.
To get (3.27), we know from Lemma 3.5 that H ,H sends M into M ′ and satisfies condition D νµ . So
Take the complex conjugate of both sides of this equation, and the lemma follows.
Now we define the r-th Segre mappings of M at 0. These maps were first introduced by Baouendi, Ebenfelt, and Rothschild in [3] 
where u r : C rm → C d is given inductively by The following lemma is proved in [7] : 
be a germ of a holomorphic map with components in
for some positive integer t. Furthermore, h van-
Lemma 3.9 will be key in establishing the following lemma. Proof. We inductively prove something stronger. First, we simplify notation slightly. Define
where Λ 1 is as defined in (3.24) ( Λ 1 is defined in a similar way). We will show that for any γ and s, there exist nonnegative integers a 
It is easy to show that (3.46) and (3.47) hold for s = 1 by letting (Z, ζ) = (z, 0), 0 in (3.48) and (Z, ζ) = 0, (χ, 0) in (3.49). So now assume for some s > 1, (3.46) and (3.47) hold for s − 1. We will show they hold for s.
For any s, it is clear from the definition of the Segre mappings that
Using this fact in (3.48), we see that 
As p ν andp µ are polynomials with real coefficients, we take the complex conjugate of both sides of (3.54) to see that (3.47) holds true.
We are almost ready to complete the proof of Theorem 3.3. First, however, we present three lemmas. Lemma 3.11 can be found (using slightly different language) in [6] and is thus presented here without proof. Lemma 3.12 is a generalization of a lemma found in [7] . Lemma 3.13 can be found in [7] and is presented here without proof. 
for all (x, Z) ∈ C r 1 × C N such that δ(x) = 0 and both x and is holomorphic algebraic for all Z in a neighborhood of 0.
Assume, without loss of generality, that det ∂V ∂ξ ′ (x, 0) ≡ 0. We wish to solve the equation
for ξ ′ . As V (x, 0) ≡ 0, we can write
where a(x, ξ ′ ) is an N × N matrix of holomorphic functions defined near 0. Furthermore, by expanding a(x, ξ ′ ), we can write 
Divide both sides of (3.62) by d(x) 2 , and substituteξ
By the implicit function theorem, there is a unique holomorphic solutionξ ′ = θ(x, Z) defined near 0 such that θ(0) = 0. Thus, the first part of the theorem follows by letting δ(x) := d(x) 2 and
If V is algebraic, the last part of the theorem then follows from the algebraic implicit function theorem (see, e.g., [5] ). Lemma 3.13. Let V 0 and V 1 be finite dimensional vector spaces with fixed linear coordinates x 0 and x 1 , respectively. Let
For a given integer l ≥ 0, consider the Laurent series expansion
Then c 0 (x 0 , 0) ≡ 0, and for every ν ∈ Z, c ν ∈ R 0 (V 0 × V 1 , V 0 ). (L(x, y) ). In Lemma 3.12, we take r 1 = r 2 = rm. From (3.56), we see that V (x, 0) ≡ 0. Also, from Lemma 3.11 we see that the other hypothesis of Lemma 3.12 holds. Thus we apply Lemma 3.12. Let δ and φ be as given in the lemma. We plug these into (3.43) to see that
We rewrite the right hand side of (3.66) in the following way:
noting that the components of
Now choose x 0 ∈ C rm such thatδ(t) := δ(tx 0 ) ≡ 0, for t ∈ C. As H(Z) is independent of x, we can replace x = tx 0 in (3.67). There exists a smallest integer l such that
To make our calculations easier, consider a holomorphic change of variable λ = h(t) near the origin in C, where h is determined by δ(tx 0 ) = λ l . So we now havê
Observe that the components ofΞ
To conclude the proof of the theorem, we expand the left hand side of (3.68) as a Laurent series in λ. Since H(Z) is independent of λ, we can let H(Z) be the constant term of the Laurent series. By Lemma 3.13 and the form of Ξ µ,ν 2r given in (3.42), we see that this is exactly of the form (3.7).
Applying Lemma 3.5, we see that H ,H sends M into M ′ and satisfies condition
Take the complex conjugate of this entire equation, and (3.9) follows. defined on an open subset of
Proof. We will prove (3.70), and the proof of (3.71) follows similarly. We will show inductively that there exist
where G = H and G ′ = H if s is even, and G = H and G ′ = H if s is odd. For s = 1, we see that (3.72) and (3.73) hold true by letting (Z, ζ) = (z, 0), 0 in (3.26) and (Z, ζ) = 0, (χ, 0) in (3.27). For some s > 1, assume (3.72) and (3.73) hold for s − 1. Assume, without loss of generality, that s is even (a similar proof works for s odd). As v s (t 0 , . . . , v s−1 ), v s−1 (t 1 , . . . , t s−1 ) ∈ M, we see from (3.26) that
Using (3.73), we see then that
. . , t s−1 to be the right hand side of (3.75), with the jets of H replaced by the appropriate corresponding coordinates of Λ.
Using Lemma 3.5, we see that H ,H satisfies condition D νµ and sends M into M ′ .
So, we have from (3.72)
Taking the complex conjugate of both sides gives us (3.73). Let r be as given in Lemma 3.11. We know from (3.72) and (3.73) that Proof. An inspection of the proof of Lemma 3.6 shows that the φ α β as given in (3.14) are holomorphic algebraic (as M is real algebraic). When solving the system of equations in (3.28), apply the algebraic implicit function theorem to see that B ν as given in (3.29) and (3.33) is holomorphic algebraic (as M ′ is real algebraic). Thus, an inspection of the proof of Lemma 3.7 shows that the Ψ α β as given in (3.25) are holomorphic algebraic. An examination of the proof of Lemma 3.10 then reveals that the Ξ α,β s as given in (3.42) are holomorphic algebraic. Finally, in the proof of Theorem 3.3, choose x 0 sufficiently small and satisfying δ(x 0 ) = 0, and substitute x = x 0 in (3.66). By Lemma 3.12, we see then that H(Z) is holomorphic algebraic. Similarly, H(ζ) is holomorphic algebraic.
Proofs of Main Results
In Section 1, we presented Theorem 1.1, Corollary 1.2, and Corollary 1.4, all of which follow naturally from Theorem 3.3. We also presented Theorem 1.5, which is a direct result of Theorem 3.14, and Theorem 1.7, which is a direct result of Theorem 3.15. In this section, we provide their proofs. First we make the following observations. ′ , respectively, given in normal coordinates by w = Q(z, χ, τ ) and
is Segre submersive at 0 if and only if the matrices f z (0) and f χ (0) have rank N ′ − d ′ . This follows from the fact that a basis for the antiholomorphic vectors tangent to M (resp., M ′ ) at 0 is given by
, and a basis for the holomorphic vectors tangent to M (resp., M ′ ) at 0 is given by
be a biholomorphism near 0. Then for any nonnegative l, there exist vector-valued polynomial functions F l and G l such that if 
is holomorphic in a neighborhood of (0, Λ 0 , Λ 0 ) and thus continuous, and Φ(ζ, Λ, Λ) is holomorphic in a neighborhood of (0, Λ 0 , Λ 0 ) and thus continuous. Therefore, (η 
where S γ are the rational coefficients in the Taylor expansion given in (1.2). Equations (4.1) and (4.2) can be expressed as a finite set of polynomial equations in Λ 0 and Λ 0 as each S γ is rational. Equation (4.3) can be expressed as an infinite set of polynomial equations in Λ 0 and Λ 0 . This can be seen by noting that Φ(0, Γ, Λ) ≡ 0 and θ(0) = 0, and by noting the form of Φ given in Theorem 1.1.
Thus, we see that η
as it is given by the vanishing of a set of polynomial equations. To see that it is actually a submanifold, we first note that it is a subgroup of
as multiplication can be defined in the following way: given any We have the equations:
for C a real analytic matrix. Complexify these to get: We choose between options (4.11) and (4.12) as follows. Start with j = 1. From Lemma 4.3, we can replaceŝ 1 with one of the above s 1 , and in at least one case the differentials of s 1 ,ŝ 2 , . . . ,ŝ t will be linearly independent near (Id, Id). Choose s 1 so that this is the case. Now do the same thing for j = 2, then j = 3, and so forth. Let R be the submanifold defined by s 1 (Λ,Λ) = . . . Clearly R is a nonempty set as it contains the point Λ = Id. As each s j is a real function, and the differentials of s 1 , . . . , s t are linearly independent, it follows that R is a real submanifold. From Theorem 1.1, we see that if (H, H) ∈ Aut C (M, 0) and j ′ are expressed in normal coordinates, the new defining functions can also be chosen to be real analytic algebraic. This follows by using the algebraic implicit function theorem in the derivation of the the new defining functions (for precise details on deriving normal coordinates and the algebraic implicit function theorem, see [5] ). Furthermore, ifZ = ϕ(Z) is a holomorphic algebraic change of coordinates, then ϕ −1 is a holomorphic algebraic function (this is also a direct consequence of the algebraic implicit function theorem). Thus, Theorem 1.7 now follows from Theorem 3.15 and Observation 4.1. 
Examples: HSPMs and Automorphism Groups

