Introduction observation that in the same (parietal, prefrontal, premotor) cortical areas, neurons generally show elevated perTo generate cognitively based behavior, the brain relies on decision-making processes to interpret sensory stimsistent activity during a delay period of a few seconds, when the animal is required to actively hold the informauli, weigh evidence for choice alternatives, and form a perceptual decision or action selection. In order to untion of a sensory cue in working memory. Therefore, networks endowed with persistent activity may repreravel the neural mechanisms of decision making, neuroscientists have developed experimental approaches sent a class of cortical circuits capable of performing stimulus integration and categorical decision choice. I combining physiological and psychophysical techniques. While an alert monkey performs a task of percepinvestigated this hypothesis by using a biophysically based recurrent cortical network model of spiking neurons tual discrimination or categorization or makes target selection for motor response, psychophysical data are for the visual motion discrimination experiment Newsome, 1996, 2001 ; Roitman and Shadlen, 2002). collected to quantitatively measure the animal's performance. At the same time and under the same conditions, As shown in this paper, slow synaptic reverberation mediated by NMDA receptors and winner-take-all competielectrophysiological recordings are carried out to link the animal's behavior to single neural activity in specific tion mediated by feedback inhibition generate attractor dynamics that reproduces both neurophysiological and brain areas (for reviews, see Parker and Newsome, 1998; Romo and Salinas, 2000; Schall, 2001) . psychophysical data. This work suggests that slow attractor networks provide a theoretical framework for In a visual motion discrimination task, the monkey is trained to make a judgment about the direction of motion understanding time integration of inputs and formation of categorical choice in decision-making neocortical cirin a near-threshold stochastic random dot display and to report the perceived direction with a saccadic eye cuits. observed in LIP (Shadlen and Newsome, 2001 ). First, there is a slow time course of activity in pyramidal subpopulation A which, at low coherence, ramps up linearly persistent activity, consistent with the fact that in workfor the entire stimulation period of 1 s. The ramping ing memory tasks LIP neurons show direction-selective slope is steeper at a higher coherence, consistent with sustained activity during a delay period (Shadlen and the idea that the network accumulates evidence about Newsome, 2001; Gnadt and Andersen, 1988; Colby et the input at a faster rate when the signal is stronger. al., 1996; Chafee and Goldman-Rakic, 1998). For the Second, in all three cases, including the one with zero sake of clarity, to simulate a two-choice decision task, coherence, the firing patterns of the two pyramidal neu-I used a minimal version of the model that contains two ral groups diverge dramatically over time during the neural groups: each is selective to one of the two motion stimulation. This subserves a neural basis for a binary directions (e.g., A, left motion; B, right motion). Strong decision to be formed by the network. The winner-takerecurrent excitatory connections within a neural group all competition is a result of the recruitment of feedback are capable of generating self-sustained persistent acinhibition, which develops in parallel with the ramping tivity. There is also a competition between the two neural activity of the inhibitory neurons (bottom). Third, the groups, due to the shared feedback inhibition from elevated activity in group A outlasts the transient stimulus and persists through the mnemonic delay period. Furtherinterneurons ( Figure 1A) . All neurons receive a large Three trials are displayed with the signal's coherence cЈ ϭ 0% (bottom), 12.8% (middle), and 51.2% (top). In all three cases, the attractor A wins the competition and therefore the network's choice is said to be A (correct decision for cЈ Ͼ 0%). Similar to the neural data from LIP, there is a slow time course of activity in group A, with the ramping slope increasing with the signal strength. Moreover, even when the coherence is zero, the firing patterns of the two neural groups diverge dramatically over time during the stimulation, leading to a categorical (binary) decision formed by the network. The inhibitory population, which does not receive direct stimulation but is recruited by pyramidal cells, also shows ramping activity (bottom), and the winner-take-all competition results from this feedback inhibition. Finally, the persistent activity in group A during the mnemonic delay period, with a level independent of the stimulus strength, stores the short-term memory of the decision choice ( ϭ 4 Hz). more, during the delay period, the attractor dynamics is transpires that results in a dramatic divergence of the two neural population activities. Attractor A wins the self-sustained and independent of the transient stimulus; hence the persistent activity level is insensitive to the competition in the first trial (left), whereas attractor B wins in the second trial (right). input coherence (and the binary nature of decision choice is preserved). The decision choice is stored in An interesting way to visualize the decision-making dynamics is to plot the two population firing rates r A and working memory and can be retrieved later to guide a behavioral response. Figure 4A shows the neurometric function computed with A ϭ 0.8 and B ϭ 0.2, which gives a slightly lower coherence threshold (␣ ϭ 8.7, ␤ ϭ 1.1). With a larger value of A , the difference between the two stimuli increases faster with cЈ, and the coherence threshold is lower. Figure 4B shows the time evolution of neural population response for four coherence levels. In correct trials (solid curves), neural activity increases with time in response to a preferred stimulus. For a nonpreferred stimulus, it first increases slightly (due to direct but smaller external drive), then decreases when the winner-takeall process transpires. The divergence of the two neural groups is faster at higher coherence levels. In error trials (dashed curves), population activity of a neural group increases with time if it wins the competition and hence the decision choice is its preferred stimulus, and decreases when it loses competition. The time courses are virtually identical for correct and error trials at a low coherence level (3.2%). At a higher coherence level, neural activity for the preferred choice is lower in error trials than in correct trials, and the difference becomes increasingly significant with larger stimulus strengths. This is because the winning neural group receives a smaller direct input in error trials than in correct trials. Similarly, when the chosen stimulus is nonpreferred, the losing neural group receives a larger direct input in error trials than in correct trials; hence its activity is somewhat higher in error trials compared to correct trials. The longest time constant is that of decay for NMDA receptor-mediated synaptic current ( NMDA ϭ 100 ms). What, then, allows the model network to carry out time integration for more than one second? I found that the neural integration is a network phenomenon, subserved by strong synaptic excitatory reverberations. This can be shown by reducing recurrent connections within each of the two neural assemblies so that attractor dynamics of persistent activity is lost ( Figure  7A ). In this case, all the three salient features of a decision-making network are destroyed. First, there is much less ramping activity (stimulus integration), which is now limited to about 200-300 ms. Second, at low coherence the firing activities of the two neural groups cannot be distinguished, and therefore a categorical decision is not possible. Third, there is no persistent activity during the delay period, and hence no short-term memory storage.
On the other hand, it is important that synaptic reverberation be sufficiently slow. With an increased strength of recurrent connections, synaptic reverberation is more powerful and faster, and the persistent firing rate during the delay period is twice as high (40 Hz) as in control (20 Hz) ( Figure 7B, left) . In this case, the network's performance is significantly worse (Figure 7B, right) . Therefore, there is an optimal range of recurrent connection strength, below and above which the network's integration time is shortened and decision-making performance deteriorates accordingly.
Slow reverberation depends on the assumption that recurrent excitation is primarily mediated by the slow NMDA receptors. In the contrasting case where there are only fast AMPA receptors (time constant less than 5 ms) at recurrent synapses, the network can still show attractor dynamics. However, the network cannot inte- Figure 6A ). The coherdecision process is altered when the input signal is reence threshold decreases dramatically as the stimulus versed during stimulation. Figure 8A shows the netduration is varied from 200 ms to 1 s, then further dework's behavior in the case when the initial and reversed creases gradually and plateaus for stimulus durations signals have the same strength (cЈ is switched from larger than 1.5 s ( Figure 6B ). This result provides a direct 6.4% to Ϫ6.4%). In the control case, the decision choice demonstration that decision-making behavior of the is A in 72% of the trials. In signal reversal, the input is model critically depends on time integration over a long initially larger for group A, and becomes larger for group stimulus presentation. B after signal switch. It was found that the impact of signal switch critically depends on the timing of reversal. If reversal happens at the beginning of the stimulus Slow Reverberation Mediated by NMDA Receptors In the model, the biophysical properties and neurons presentation, it is the same as exchanging the two stimuli. The decision choice is 28% for A (and 72% for B), and synapses were calibrated by experimental mea- coherence is larger than 70%-80%, the second external stimulus is powerful enough to overcome the intrinsic when the population activity of a neural group (A or B) has reached a threshold, the network settles in an attractor dynamics so that the decision is reversed in favor of the new (stronger) evidence. Figure 8C shows attractor state, and intrinsic recurrent inputs become dominant over the weak external inputs. This result the time course of population activities of group A (red) and group B (blue) in the control (top) and with signal clearly demonstrates the two steps of a decision-making process in the model: initial integration of inputs by reversal (bottom). During the process of decision reversal, there is a slow ramping down of neural activity in ramping neural activity and categorical decision choice by the attractor dynamics.
group A, and a slow ramping up of neural activity in group B, over several seconds. Therefore, convergence Can a decision still be reversed late in time in spite of attractor dynamics? One can argue that the answer to an attractor state does not mean that the network is The diffusion model is intuitively appealing and has but at high coherence, neurons signal the categorical been used to fit psychophysical data. However, it is choice more weakly in error trials than in correct trials; unclear how several critical features of the diffusion and (4) categorical choice is stored in working memory model can be implemented in a biophysically realistic during the delay period in the form of binary activity neural network. First, the mechanism for the presumed patterns that are independent of the stimulus cohersubtraction operation is not specified. In the biophysical ence. The model also yields behavioral performance and model, competition is realized by feedback inhibition reaction times comparable to the data from behaving between the two neural groups (see also Usher and animals: (1) . A major difference is that the present model has a discrete numin decision making of behaving animals. Moreover, slow reverberation could also be subserved by other biophysber of (two, potentially several) attractor states, whereas the oculomotor integrator model has a (quasi-)continical mechanisms, such as slow synaptic facilitation or slow ionic channels in single neurons. On the other hand, uum of attractor states whose realization is much subtler and more sensitive to parameter mistuning. the attractor model for decision making remains to be tested experimentally with behaving animals. In particuOn the other hand, chance-level performance at zero coherence requires the two halves of the network to be lar, the model suggests that signal reversal could be a useful tool to test the attractor model, whose predictions perfectly symmetrical. This is generally true: the outcome of coin-tossing cannot be 50-50 if the coin is both for the behavioral performance and for the neural activity correlated with decision reversal (Figure 8 
