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USING WEIGHTS FOR THE DESCRIPTION OF STATES
OF BOSON SYSTEMS
VOLKMAR LIEBSCHER
Abstract. For a locally normal state of a boson system we construct, based
on the Skorokhod integral and Malliavin derivative respectively their com-
pound versions, weights showing similar properties as the reduced and the
compound Campbell measures of classical point process theory.
As application we provide several characterisations of coherent states and
states with property (γh), generalising a respective notion from point process
theory and appearing in coherence considerations [37].
1. Introduction
Consider a (unit intensity) Poisson process Π on the real. In the following, Π
will be described as random counting measure on R with distribution Q. Then







where ` is Lebesgue measure, see e.g. section VI.3 in [10].
In [27] the authors provided a generalisation of (1.1) both to arbitrary point
processes (random point configurations) and to more general spaces G instead of
R. On such a space, point configurations are described by locally finite counting
measures ϕ, forming the set M . For any point process Q (which is a probability
measure on M) the reduced Campbell measure C !Q on G×M and the compound















1Z(ϕ̂, ϕ− ϕ̂), (1.3)






is explained below. Thus, in (1.2), one considers
all selections of one point x from the (possibly infinite) configuration ϕ and in
(1.3) even all selections of finite sub-configurations ϕ̂. This way, C !Q and C
∞
Q can
characterise dependencies between the random points within a realisation of Q.
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It is well-known [26, 38] that C !Q and C
∞
Q are σ-finite measures but usually not
probability measures. Nevertheless, these measures are crucial for different forms
of conditioning in point process theory, e.g. Palm measures and Gibbs measures,
see [26, 27, 30, 32, 18, 19] among others. E.g., the generalisation of formula (1.1)
obtains the simple form
C !Q = `⊗Q (1.4)
and characterises the distribution of Π. Interestingly, this equation makes quite
explicit the strong independence properties of Poisson processes. Campbell mea-
sures play also a rôle in forming independent and dependent (stochastic) evolutions
of particle systems [2, 3].
In this work we form analogues of C !Q and C
∞
Q for locally normal states of
bosons system. Those are the distributions of a possibly infinite but locally finite
system of bosons, quantum particles. In the papers [11, 17] there was introduced
a functional (Y,A) 7→ ω(S(Y,A)), where Y is a set of point configurations, A is a
(bounded) operator on a Fock space and ω is a locally normal state. Formally,
S(Y,A) = ScOY ⊗ADc,
where Sc is the compound Skorokhod integral, Dc is the compound Malliavin
derivative and OY is the operator of multiplication by the indicator function of Y .









Dcu(ϕ1, ϕ2) = u(ϕ1 + ϕ2).
From these formulae the close connection to (1.3) becomes obvious. Sc,Dc were
introduced in [12, 16], in section 3 we present more details.
Now one may replace in the term ScOY ⊗ ADc the set Y by some bounded
measurable function to get more general operators. Another variant is to consider
kernel operators of the kind ScAkDc where Ak is some compound of an integral
kernel operator and a multiplication operator [28, 21]. But, we do not want to
consider these functionals in their relation to some form of multiplication or kernel
operators. Instead, we take a more conceptual point of view. The quantum ana-
logues of measures are weights. So we will look in section 4 at the weights given
formally for operators A by
W∞ω (A) = ω(ScADc) and W !ω(A) = ω(SAD).
Unfortunately, Sc,Dc are unbounded. Thus, there are normal states ω for which
these formulae do not extend to semi-finite normal weights W !ω,W
∞
ω on the whole
cone of positive operators on Fock space. The reason for this is that the analogue
of Caratheodory’s theorem might fail for general weights on pre-von Neumann
algebras or that an associated quadratic form might be non-closable. Thus we will
first look at a sufficiently large algebra of operators on which these functionals are
well-defined. This suggests a more flexible approach to weights, comparable to the
use of cylindrical measures in infinite dimensional analysis. Afterwards, we single
out a collection of normal states for which these functionals extend to semifinite
normal weights on the whole von Neumann algebra.
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Similar procedures are available for locally normal states, provided by section
5.
Having these semifinite normal weights one could look for conditioning proce-
dures. But we will leave this aside, it is already dealt with by [11, 17, 22]. Instead,
we will look in section 6 at the generalisation of the characterisation of classical
microcanonical ideal gases due to [29, 26] by analogues of (1.4). The corresponding
class of states has a property we call (γh) for some h ∈ L2loc(G, ν). This class of
states coincides with the class of states with first order coherence introduced by
[37], leaving aside the existence of some moments required by [37].
2. Basic Definitions and Notations
For the natural numbers, positive natural numbers, integers, real, positive real
and complex numbers we use the symbols N = {0, 1, 2, . . .}, N∗ = {1, 2, . . .}, Z, R,
R+ = [0,∞) and C respectively.
Any function space we consider is complex. Thereby we will identify functions
and the almost everywhere classes they refer to.
If H0 ⊂ H are two Hilbert spaces, H⊥0 will denote the orthogonal complement.
PrH0 will denote the orthogonal projection onto H0, in the case H0 = Cu, u ∈ H
we write simply Pru. We denote L(H) the set of all bounded linear operators on
H.
Especially, we consider Hilbert spaces of the form H = L2(G,G, ν) where G is
a complete separable metric space G with Borel sets G and the ring B of bounded
Borel sets. Further, the measure ν should be locally finite, i.e. ν(K) < ∞ for all
K ∈ B. For applications, G = R with Lebesgue measure or G = N with counting
measure are sufficiently general. In the sequel, we suppress the σ-field and write
L2(G, ν).
The complement of some K ∈ G we denote by KC, the indicator function of K
is 1K . If f : G 7−→ C is some function and K ∈ G denote f · 1K by fK . If f is a
bounded measurable function let denote Of ∈ L(H) the operator of multiplication
by f , i.e. for all u ∈ L2(G, ν)
(Ofu) (x) = f(x)u(x) ν–a.e. (2.1)
If Y is a measurable set, set OY = O1Y .
We will only consider C∗-algebras A having a unit 1A. All positive elements
of A, i.e. elements of the form A∗A form the set A+. A state on A is a linear
functional ω : A 7−→ C which is positive, i.e. ω(A) ≥ 0 for A ∈ A+, and normalised
by ω(1) = 1.






where H⊗nsym is the n fold symmetric tensor product of H, i.e. the Hilbert subspace
of H⊗n generated by the vectors u⊗n, u ∈ H arbitrary.
An interesting class of vectors on Γ(H) is built up by the exponential vectors:
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Definition 2.2. Let be h ∈ H. Then the exponential vector ψh ∈ Γ(H) associated







For any K ∈ G we get the Hilbert space MK ∼= Γ(L2(K, ν)) and abbreviate
M = MG. From [31, Proposition 19.6] we obtain that for disjoint K,K ′ ∈ G
there is a unitary IK,K′ : MK ⊗MK′ 7−→MK∪K′ characterised by
IK,K′ (ψh1 ⊗ ψh2) = ψh1+h2
for all h1 ∈ L2(K), h2 ∈ L2(K ′). Now we set for K ∈ G
AK = IK,KC(L (MK)⊗ 1MKC )I−1K,KC ∼= L (MK)⊗ 1MKC ,
i.e. AK ⊂ L(M). For K ∈ B the algebra AK is called local algebra (over K). The
C∗-algebra of quasilocal observables is given by A =
⋃
K∈BAK , where the bar
denotes the closure in the uniform topology of L(M).
Remark 2.3. For disjoint K,K ′ ∈ B the algebras AK and AK′ commute. This
means that we are dealing with models for Boson systems.
A normal state ω on L(M) or some AK is given by A 7→ ω(A) = Tr%A for some
positive trace-class operator % on M. A state ω on A is called locally normal state
if for all K ∈ B the state ωK = ω |AK is normal.
Non zero vectors in a Hilbert space H′ define in a natural manner a normal
state on L(H′).
Definition 2.4. For h ∈ H define the coherent state associated with h by
φh(A) = e−‖h‖
2 〈ψh, Aψh〉
for all A ∈ L(Γ(H)).
The density matrix (i.e. the operator % above) of φh is given by e−‖h‖
2
Bh,h
where for f, g ∈ H the operator Bf,g operates as
Bf,gu = 〈ψf , u〉ψg, (u ∈ Γ(H)). (2.4)
On L(M), we have thus (normal) coherent states. Now we introduce locally
normal states with similar properties. Define (recall gK = g · 1K)
L2loc(G, ν) =
{
g : G 7−→ C : gK ∈ L2(G, ν) for all K ∈ B
}
,
i.e. L2loc(G, ν) is the space of locally square integrable functions.
For any pair of disjoint sets K,K ′ ∈ B and g ∈ L2(K ∪K ′) one gets
I−1K,K′ψg = ψgK ⊗ ψgK′ .
Clearly, this implies for any A ∈ AK and h ∈ L2(G, ν)
φh(A) = φhK (A).
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Consequently, to define a locally normal coherent state from h, we need to have
hK ∈ L2(G, ν) only for all K ∈ B, i.e. h ∈ L2loc(G, ν). Then we call the unique
locally normal state φh such that
φh(A) = φhK (A) (2.5)
for all K ∈ B and all local observables A ∈ AK again coherent state.
Further, we abbreviate the Dirac measure concentrated in x ∈ G to δx, the zero
measure is denoted by o (o(K) = 0 ∀K ∈ G). Now let M be the set of all locally
finite counting measures on G, i.e.
M = {ϕ : ϕ is measure on G, ϕ(K) ∈ N for all K ∈ B} .
Remark 2.5. Each ϕ ∈ M is given by ϕ = ∑j∈J δxj with xj ∈ G and an at most
countable index set J (cf. [26]). Therefore we can interpret ϕ as locally finite point
configuration in G, o represents the void configuration.
suppϕ stands for the support of ϕ ∈ M , i.e. suppϕ = {x ∈ G : ϕ({x}) > 0}.
For ϕ, ϕ̂ ∈M we say ϕ̂ ≤ ϕ if ϕ− ϕ̂ ∈M . Then we define a number (ϕϕ̂













For K ∈ G we denote by MK the set of all counting measures ϕ with ϕ(KC) = 0,
i.e. the set of configurations which have only points inside K.
On M we introduce the σ-field M which is the smallest σ-field making the map
ϕ 7→ ϕ(K ′) measurable for all K ′ ∈ B. In the case that K ′ is only varying over
the bounded Borel sets inside K ∈ G, the corresponding σ-field is denoted by KM.
A probability measure on (M,M) is called point process on G.
Γ(L2(G, ν)) has itself the form of an L2 space. We define the following σ-finite
measure F on (M,M) by









⊗n(dx1, . . . , dxn) (2.7)
for arbitrary Y ∈ M.
Remark 2.6. Identifying for diffuse ν the counting measure
∑n
i=1 δxi with the set
{x1, x2, . . . , xn}, we get an isomorphism to the symmetric measure spaces used in
[20, 24, 25, 23] and others. Observe that the above description works for atomic
ν too, see [9, 8, 22].
The following lemma is easy to prove.






In the sequel we will identify the spaces M and L2 (M,M, F ) and denote both
as symmetric Fock spaces.
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Exponential vectors from M correspond to the following functions exph. For a







h(x)ϕ({x}), if 0 < |ϕ| <∞,
1, if ϕ = o,
0, otherwise.
We want to mention the following connection to point process theory. Observe
that for K ∈ B and KM measurable f we have Of ∈ AK .
Proposition 2.8 (cf. [11, Theorem 2.15]). For any locally normal state ω on A
there is exactly one point process Qω on G which fulfils for all K ∈ B and all
f ∈ L∞(M,KM, F ). ∫
Qω(dϕ)f(ϕ) = ω(Of ).
The position distribution of the coherent state φg is easily found to be the
Poisson process Π|g|2ν with intensity measure |g|2ν. I.e., for all disjoint bounded
sets K1,K2, . . . ,Km ∈ B and all m–tuple (n1, n2, . . . nm) ∈ Nm












3. Malliavin Derivative and Skorokhod Integral on Fock space
In this section we will introduce the Malliavin derivative D and Skorokhod
integral S on Fock space as well as their compound versions Sc and Dc. These
operators are basic for many operations on Fock space. We will state only the
facts, for proofs and related topics we refer to [12, 16].










Now it is clear what we have to understand under dom(
√
N). On this domain we
define the Malliavin derivative D : dom(√N) 7−→ L2(G, ν)⊗M by
Du(x, ϕ) = u(ϕ+ δx). (3.2)




ϕ(dx)u(x, ϕ− δx). (3.3)
dom(S) is thereby the maximal domain on which this formula defines a square
integrable function.
Similarly define the compound Malliavin derivative Dc : dom(√2N ) 7−→M⊗M
and the compound Skorokhod integral Sc : M⊗M 7−→M by










u(ϕ̂, ϕ− ϕ̂). (3.5)
For later use, note the following formulae for g ∈ L2(G, ν):
Dψg = g ⊗ ψg, (3.6)
Dcψg = ψg ⊗ ψg. (3.7)
4. Campbell Weights for Normal States
Definition 4.1 ([5, Definition 2.7.8]). A weight on a C∗-algebra A is a functional
η : A+ 7−→ [0,∞] such that
η(λ1A+ λ2B) = λ1η(A) + λ2η(B), (λ1, λ2 ≥ 0, A,B ∈ A+)
under the convention 0 · ∞ = 0.






for each monotonously increasing bounded net (Aα)α∈A ⊂ A+. η is called semi-
finite weight if
L1(η) := span {A ∈ A+ : η(A) <∞} (4.1)
is σ-weakly dense in A.
For a moment, let ω be a normal state and % the density matrix of ω, i.e.
ω(A) = Tr%A. Then formally
ω(ScADc) = Tr(%ScADc) = Tr((Dc%Sc)A). (4.2)
It is well-known that Tr is a faithful semifinite normal weight [33]. The only
problem is that (Dc%Sc)A is in general not a positive operator. But formally,










Q is positive (may be, it is only a non-closable quadratic form). To
avoid problems with non-closability, we restrict to a smaller class of operators.
Define
B = {A ∈ L(M) : ∃m ∈ N : 1[0,m](N)A1[0,m](N) = A
}
.
and similarly B! ⊂ L(H⊗M) and B∞ ⊂ L(M⊗M):
B! = {A ∈ L(H⊗M) : ∃m ∈ N : 1 ⊗ 1[0,m](N)A1 ⊗ 1[0,m](N) = A
}
,
B∞ = {A ∈ L(M⊗M) : ∃m ∈ N : 1 ⊗ 1[0,m](N)A1 ⊗ 1[0,m](N) = A
}
.
Definition 4.2. Let ω be a normal state on L(M). We define its reduced weight
W !ω and its compound weight W
∞
ω on B! respectively B∞ by
W !ω(A) = Tr%SAD, (A ∈ B!),
W∞ω (A) = Tr%ScADc, (A ∈ B∞).
Since neither B! nor B∞ are C∗-algebras, this definition does not follow the
above definition of weights. We make another generalisation.
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Definition 4.3. Suppose C =
⋃
α∈A Cα is an algebra where all Cα are von Neu-
mann algebras. We say that a functional η : C+ 7−→ [0,∞] is a semifinite locally
normal weight if for all α ∈ A η |Cα is a semifinite normal weight.
Remark 4.4. This way to define a semifinite locally normal weight is comparable to
the definition of cylindrical measures on an infinite dimensional vector space [35].
Such cylindrical measures are defined on a field rather than a σ field. Moreover,
they are additive on this field but σ additive on certain sub σ fields.
In our case, B! = ⋃m∈N B!m with
B!m =
{
A ∈ L(H⊗M) : 1 ⊗ 1[0,m](N)A1 ⊗ 1[0,m](N) = A
}
and B∞ = ⋃m∈N B∞m with
B∞m =
{
A ∈ L(M⊗M) : 1[0,m](N ⊗ 1 + 1 ⊗N)A1[0,m](N ⊗ 1 + 1 ⊗N) = A
}
.
Lemma 4.5. W !ω and W
∞
ω are well-defined semifinite locally normal weights.
Proof. For A ∈ B!m the operator
SAD = S1 ⊗ 1[0,m](N)A1 ⊗ 1[0,m](N)D = 1[0,m−1](N)SAD1[0,m−1](N)D
is well-defined and bounded on dom(
√
N), see [12]. Therefore, it has a unique
bounded extension to L(M). If (Aα)α∈A is a bounded increasing net of positive
operators in B!m, it follows that
sup
α∈A
SAαD = S sup
α∈A
AαD.
This shows that W !ω is a semifinite locally normal weight if ω is normal.
Similar arguments work for W∞ω . ¤
These preliminary results are not so exiting, as it is preferable to have a weight
on the full L(H⊗M) or L(M⊗M). The extension of W !ω and W∞ω , if possible,
will come from the following reformulation of (4.3).
Let Q be any positive densely defined closed operator on a Hilbert space H.









∈ [0,∞], (A ∈ L(H)+),
for some complete orthonormal system (ei)i∈N ⊂ dom(
√
Q).
Remark 4.6. It is a standard argument comparable to [33] to show that wQ(A)
does not depend on the choice of the complete orthonormal system (ei)i∈N. In the
appendix, Proposition 7.1, we prove that wQ is really a semifinite normal weight.
Moreover, several other properties of wQ are collected there.
For using the construct wQ on W !ω there remains the problem whether D%S is
densely defined. We can reduce this to the question whether
√
%S is closable as
then D%S = (√%S)∗√%S.
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Definition 4.7. Let ω be a normal state on L(M) represented by the density
matrix % such that
√
%S or √%Sc is closable. We define the reduced weight W !ω or
the compound weight W∞ω by
W !ω(A) = wD%S(A), (A ∈ L(H⊗M)) (4.4)
or
W∞ω (A) = wDc%Sc(A), (A ∈ L(M⊗M) (4.5)
respectively.
Proposition 4.8. If they exist on the whole von Neumann algebra, W !ω and W
∞
ω
are semifinite normal weights. Moreover, if R ∈ L(H⊗M) or R ∈ L(M⊗M) is
such that RD or RDc extends to a bounded operator then
W !ω(R
∗AR) = ω((RD)∗A(RD), (A ∈ L(H⊗M)),
or
W∞ω (R
∗AR) = ω((RDc)∗A(RDc)), (A ∈ L(M⊗M)),
respectively. Especially, W !ω and W
∞
ω coincide with their versions on B! and B∞
respectively.
Proof. The first part is just a special case of Proposition 7.1. For the second part
we only prove the result for the reduced weight. Then
ω((RD)∗A(RD)) = Tr(%(RD)∗A(RD)) = Tr((RD)%(RD)∗A).
As (RD)%(RD)∗ = RD%SR∗ is a trace class operator we can use again Proposition
7.1 and get
ω((RD)∗A(RD)) = wD%S(R∗AR) = W !ω(R∗AR).
Using this result with R = 1 ⊗ 1[0,m](N) shows that W !ω extends the previous
definition from B! to L(H⊗M). ¤
The definitions of D and Dc show that both operators work by decomposing a
given configuration into two sub-configurations. So we may interpret a functional
of the kind ω(DcASc) as “state” of the decomposed quantum system. We can
make this more precise by using beam splittings to divide the quantum system
into two [14, 13].
For ζ, ξ ∈ C with |ζ|2 + |ξ|2 = 1 the beam splitting isometry Vζ,ξ fulfils
Vζ,ξψh = ψζh ⊗ ψξh. (4.6)
For any operator T ∈ L(H), ‖T‖ ≤ 1 the operator of second quantisation of T ,
Γ(T ) ∈ L(M) operates as
Γ(T )ψh = ψTh.
For z ∈ C, |z| ≤ 1 we write briefly Γ(z) = Γ(z1).
Corollary 4.9. It holds
ω(V∗ζ,ξAVζ,ξ) = W∞ω (Γ(ζ)⊗ Γ(ξ)AΓ(ζ)⊗ Γ(ξ))
for all A ∈ B∞ and, if W∞ω exists on L(M⊗M), also for all A ∈ L(M⊗M).
Proof. It is immediate, that Vζ,ξ is a bounded extension of Γ(ζ)⊗Γ(ξ)Dc. Propo-
sition 4.8 completes the proof. ¤
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We remark the following two results concerning the existence of the reduced
respectively the compound weight. A state ω is called gauge invariant if
ω(Γ(e−it) . Γ(eit)) = ω, (t ∈ R).
Lemma 4.10. For every gauge invariant normal state W !ω and W
∞
ω exist.
Proof. The hypothesis implies that % commutes with N , which is the generator
of t 7→ Γ(eit). Therefore, √% maps dom(√N) and dom(√2N ) into themselves
and D√% and Dc√% are densely defined. Hence √%S and √%Sc possess a densely
defined adjoint. Consequently, they are closable. ¤
Lemma 4.11. If W∞ω exists on L(M⊗M) then W !ω exists on L(H⊗M).
Proof. This follows from the fact that we can think of S as restriction of Sc by
identifying H with H⊗1sym ⊂ Γ(H) = M. ¤
As example, we evaluate W !ω and W∞ω for coherent states.
Lemma 4.12. For ω = φh, h ∈ H both the reduced and the compound weight exist
on the full von Neumann algebras and
W !ω(A⊗B) = 〈h,Ah〉φh(B), (A ∈ L(H), B ∈ L(M)), (4.7)
W∞ω (A⊗B) = 〈ψh, Aψh〉φh(B), (A,B ∈ L(M)). (4.8)
Proof. We prove only the formula for the reduced weight. The density matrix of
φh is e−‖h‖
2
Bh,h, cf. (2.4). Now (3.6) shows for u ∈ dom(S)
DBh,hSu = 〈ψh,Su〉Dψh = 〈Dψh, u〉Dψh = 〈h⊗ ψh, u〉h⊗ ψh.
Thus DBh,hS extends to the trace class operator ‖h‖2 e‖h‖2Prh⊗ψh . Proposition
7.1 finishes the proof. ¤
5. Campbell Weights for Locally Normal States
To obtain the above defined weights also for locally normal states, we have to be
careful. The first attempt is to insert into (4.4) and (4.5) some A from L(H)⊗A or
A⊗A. But we have in the decomposition Γ(H) = Γ(L2(K))⊗Γ(L2(KC)) formally
ScK ⊗ ScKCA′ ⊗ 1KC,KCDcK ⊗DcKC = ScKA′DcK ⊗ 2NKC .
In some sense the distribution of 2NKC under ω should have finite values for W∞ω
taking other values than 0 and ∞. But one can show [11, 22] that this implies
that ω is a normal state.
Remark 5.1. An analogous statement is also true for point processes. This is the
reason why in formula (1.3) summation is restricted to finite sub-configurations of
ϕ only: one considers ϕ̂ ≤ ϕ, ϕ̂(G) <∞. Then C !Q and C∞Q are σ-finite measures.
We have to give these considerations a more algebraic form.
For any K ∈ B, m ∈ N we have an algebra B!K,m of operators A ∈ L(H⊗M)
such that there is an operator AK ∈ L(H⊗MK) with
A(h⊗ uK ⊗ uKC) = (AK(h⊗ uK))⊗ uKC , (h ∈ H, uK ∈MK , uKC ∈MKC),
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and
1K ⊗ 1[0,m](NK)AK1K ⊗ 1[0,m](NK) = AK ,










We define W !ω as functional on B̂! through
W !ω(A) = W
!
ωK
((1 ⊗OMK )A(1 ⊗OMK )), (A ∈ B!K).
In a similar fashion we define
W∞ω (A) = W
∞
ωK
((1 ⊗OMK )A(1 ⊗OMK )), (A ∈ B∞K ).
Proposition 5.2. For any locally normal state ω, W !ω and W
∞
ω are well-defined
semifinite locally normal weights.
Proof. We prove this only for W !ω, the proof for W
∞
ω follows the same lines. Fur-
ther, we need only to prove that W !ω is well-defined. Take K
′ ⊇ K ∈ B and let
%K′ be the density matrix of ωK′ . Then by Proposition 4.8 and the fact that(
OK ⊗OMK′1[0,m](NK)
)D is bounded we derive for A ∈ B!K
W !ω
K′
(A) = Tr%K′S1 ⊗OMK′∩M≤nK A1 ⊗OMK′1[0,m](NK)D.
The locality property of A implies
S1 ⊗OMK′1[0,m](NK)MK′ ∩M≤nK A1 ⊗OMK′1[0,m](NK)D =
S1 ⊗ 1[0,m](NK)A′1 ⊗ 1[0,m](NK)D ⊗OMK′\K
for some A′. This completes the proof. ¤
In analogy to normal states, we would like to extend these weights for cer-
tain locally normal states to a larger algebra, related to the quasilocal alge-
bra the state is defined on. E.g., the reduced weight W !ω should be defined on⋃
K∈B (L(L2(K))⊗AK). But (4.7) and (4.8) should remain true if h is chosen
from L2loc(G, ν). Then we have to know what is 〈h,Ah〉 if A ∈
⋃
K∈B L(L2(K)).
E.g. all operators Prf are from this space. Then formally 〈h,Prfh〉 = |〈f, h〉|2
which is the square of an integral which may converge, diverge or oscillate without
having any limit depending on the choice of f and h. We conclude that we should













Suppose ω is a locally normal state such that for any K ∈ B the normal state ωK
given through
ωK(A) = ω(OMKAOMK ⊗ 1MKC )





W !ω(A) = W
!
ωK
((1 ⊗OMK )A(1 ⊗OMK )), (A ∈ (L(L2(K))⊗AK)+).
In a similar fashion we define
W∞ω (A) = W
∞
ωK
((1 ⊗OMK )A(1 ⊗OMK )), (A ∈ (L(MK)⊗AK)+).
Again we find
Proposition 5.3. If they exist W !ω and W
∞
ω are well-defined semifinite locally
normal weights.
Now we want to know to which extent the reduced and the compound weight
determine the original state.
Theorem 5.4. A locally normal state ω is uniquely determined by W∞ω .
Proof. We know that OMK ⊗ OMK′Dc is a bounded operator if K ∩K ′ = 0 and
extends to OMK∪K′ . Thus for A ∈ AK ∩ B, B ∈ AK′ ∩ B we get




= ωK∪K′(((OMK ⊗OMK′ )Dc)∗A⊗B(OMK ⊗OMK′ )Dc)
= ωK∪K′(A⊗B). (5.1)
Thus W∞ω determines all ωK and therefore ω. ¤
For W !ω the question of determination becomes more complicated and we need





We may introduce the same concept also for semifinite normal weights.
Definition 5.5. Suppose η is a semifinite normal weight. We say that k :
G2 7−→ C is a kernel of η if it holds for any multiplication operator Of with
η(O|f |2) <∞ that kf (x, y) = f(x)k(x, y)f(y) is a kernel of the normal functional
A 7→ η(OfAOf ) and for any Y ∈ G there is such an f that f1Y 6= 0 on a set of ν
positive measure.
Lemma 5.6. Suppose ω is a normal state on L(M) with kernel k. Then W !ω and
W∞ω possess the kernels k! and k∞ given by
k!(x, ϕ1, y, ϕ2) = k(ϕ1 + δx, ϕ2 + δy) (5.2)
and
k∞(ϕ1, ϕ′1, ϕ2, ϕ
′
2) = k(ϕ1 + ϕ
′




Proof. We have just to look at (3.2), (3.3), (3.4), (3.5) and Proposition 7.1 com-
pletes the proof. ¤
Lemma 5.7. Suppose that ω is a normal state the density matrix % of which
commutes with Pr1{o} . Then W
!
ω determines ω uniquely.
Proof. From (5.2) we know that W !ω determines the kernel k of ω on the set
{(ϕ1, ϕ2) : ϕ1(G), ϕ2(G) > 0}. As the commutator of % with Pr1{o} vanishes,
k(o, ϕ) and k(ϕ, o) vanishes for F–a.a. ϕ 6= o. Finally, k(o, o) is uniquely de-
termined as we know Tr% = 1. Consequently, k! determines k. ¤
Corollary 5.8. W !ω determines (1 − Pr1{o})%(1 − Pr1{o}).




Remark 5.10. Please note, that the previous results differ from the point process
case, where both C !Q and C
∞
Q determine Q uniquely.
We can also draw some conclusions for locally normal states.
Corollary 5.11. Suppose ω is a gauge-invariant locally normal state. Then W !ω
determines ω uniquely.
Corollary 5.12. Suppose ω is a locally normal state with Qω({o}) = 0. Then for
any locally normal state ω′ with W !ω = W
!
ω′ it holds ω = ω
′.
Proof. Suppose two normal states ω′, ω′′ fulfil W !ω′ = W
!
ω′′ . Then we derive from
above that ω′, ω′′ coincide on Pr1{o}APr1{o} + (1 − Pr1{o})A(1 − Pr1{o}) for any
A ∈ L(M). Consequently, we obtain for A = A∗
|ω′(A)− ω′′(A)| ≤ 2 ∣∣ω′(Pr1{o}A(1 − Pr1{o}))− ω′′(Pr1{o}A(1 − Pr1{o}))
∣∣ .
Using [5, Lemma 2.3.10] we have for ω′′′ = ω′, ω′′
∣∣ω′′′(Pr1{o}A(1 − Pr1{o}))
∣∣2 ≤ ‖A‖2 ω′′′(Pr1{o})ω′′′(1 − Pr1{o}).
Take a monotonously increasing sequence (Kn)n∈N ⊂ B with
⋃
n∈NKn = G. Since
Qω is a measure we obtain from the hypothesis
lim
n→∞
ωKn(Pr1{o}) = limn→∞Qω({ϕ : ϕ(Kn) = 0}) = Qω({o}) = 0.





Thus ω = ω′. ¤
There is also a simple connection to the Campbell measures mentioned in the
introduction.
Lemma 5.13. Let ω be a locally normal state and the set Z be such that OZ ∈ B̂!
or OZ ∈ B̂∞. Then
W !ω(OZ) = C
!
Qω (Z) respectively W
∞
ω (OZ) = C
∞
Qω (Z).
This formula extends to all measurable sets Z with OZ ∈ A! or OZ ∈ A∞ if W !ω
or W∞ω exist.
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6. A Condition (γh)
In [26] (see also section 1.6 of the german edition of that work) there are in-
troduced conditions (gν,K) on a point process Q for K ∈ B and a locally finite
measure ν on G via




δo(Y ) if ν(K) = 0
Q({ϕ : ϕ(K) = n})ν(K)−nFν(Y ∩MK)
.
Furthermore, the point process Q is said to obey condition (gν) if it obeys (gν,K)
for all K ∈ B.
We want to provide in the sequel a similar condition on locally normal states.
Thereby we have to replace N(G) by L2loc(G, ν).
Definition 6.1. We say that a locally normal state ω on A obeys the condition
(γh) for some h ∈ L2loc(G, ν) if it fulfils for all K ∈ B
(γh,K): It holds ω(Γ(PrChK )⊗ 1MKC ) = 1.
Remark 6.2. If we consider A to give a model for a quantised electromagnetic
field we can think of a state ω with property (γh) as a state where only one mode,
namely that one related to h, is exited. In [37] such states were shown to be exactly
the states showing first order coherence. If such a state had a Poisson process as
position distribution it was called state with full coherence. Proposition 6.16 below
characterises a subclass of these states.
Naturally, our condition (γh) is build in a way to we recover (gν) for the position
distribution.
Proposition 6.3. If ω has the property (γh,K) respectively (γh) then Qω has the
property (g|h|2ν,K)respectively (g|h|2ν).
We will prove this below but note immediately an easy implication.
Proposition 6.4. Let ω be a locally normal state fulfilling (γh) for some h ∈
L2(G, ν). Then ω is a normal state.
Proof. We consider the point process Qω which must fulfil the condition (g|h|2ν).
As h is ν–square integrable |h|2 ν is a finite measure. Now [26] implies that Qω is
a finite point process. We conclude from [17] that ω is really a normal state. ¤
Proposition 6.5. Fix h ∈ L2loc(G, ν). Then the locally normal states with property
(γh,K) respectively (γh) form a weak-∗-closed convex face in the set of all locally
normal states.
Proof. Closedness of (γh,K) is obvious. The face property follows from the fact
that ω(Γ(PrChK ) ⊗ 1MKC ) ∈ [0, 1] for all states ω on A. Clearly, the statement
for property (γh) follows from the fact that the decreasing intersection of closed
convex faces is again a closed convex face. ¤
Proposition 6.6. Suppose ω is a locally normal state.
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(1) Assume K,K ′ ∈ B, K ′ ⊆ K are such that ω has the property (γh,K).
Then it has also property (γh,K′).
(2) Suppose ω has the properties (γh,Kn) where (Kn)n∈N ⊂ B fulfils Kn+1 ⊇
Kn and B 3 K =
⋃
n∈NKn. Then ω has also the property (γh,K).
Proof. The first statement follows from Γ(ChK) ⊃ Γ(ChK′), considered as sub-
spaces of MK′ for K ′ ⊇ K.
The second relation is based on
σ-w-lim
n→∞
Γ(PrChKn ) = Γ(PrChK )
as well as σ-weak continuity of ω. ¤
In the same manner,
Corollary 6.7. Suppose ω is a normal state with property (γh) where ‖h‖ = 1.





where (cn,m)n,m∈N is a positive definite matrix with
∑
n∈N cn,n = 1.
Now we have an easy
Proof of Proposition 6.3. We have only to prove the assertion concerning (γh,K),
fix K ∈ B and n ∈ N. We derive for any Y ∈ M(G,K), Y ⊂ {ϕ : ϕ(K) = n}











This is nothing else than condition (g|h|2ν,K). ¤
The structure of locally normal states with the property (γh) is more compli-
cated. Consider for K ∈ B, h ∈ L2loc(G, ν) with hK 6= 0 the map IhK : C 7−→ L2(K)





∗ = PrChK . It is easy to see in the case
hK = 0 that we get the same property by setting IhKz = 0. From the properties
of the operators of second quantisation we derive
Lemma 6.8. For any K ∈ B, h ∈ L2loc(G, ν) there is a one-to-one correspondence
between the local states ωK of locally normal states ω with property (γh,K) and













∗)) = ωK(Γ(PrChK ))
we see that ωhK is a normal state if and only if ω has the property (γh,K). Con-
versely, hK = 0 if and only if ωhK = φ. In the case hK 6= 0 the map IhK is an
isometry and therefore ωhK characterises ωK . ¤
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For the next lemma, we need the quasifree maps Pζ : L(M) 7−→ L(M) for all








1−|ζ|2 , (A ∈ L(M)).
Lemma 6.9. Fix K,K ′ ∈ B, K ⊆ K ′ and h ∈ L2loc(G, ν), hK′ 6= 0. For any
locally normal states ω with property (γh,K′) it holds
ωhK = ω
h
K′ ◦ P‖h‖K/‖h‖K′ .
Proof. It is enough to prove this for the coherent states ω = φzh, z ∈ C. Then
ωhK′ = φ
z‖hK′‖ and ωhK = φ
z‖hK‖. Since we know that
φg ◦ (V∗ζ,ξ · Vζ,ξ) = φζg ⊗ φξg,
the definition of the quasifree map P‖h‖K/‖h‖K′ completes the proof. ¤
As one consequence we derive
Proposition 6.10. Assume h ∈ L2loc(G, ν) \ L2(G, ν) and ω is a locally normal




Proof. We fix some K ∈ B such that hK 6= 0 and consider a sequence (Kn)n∈N ⊂
B, such that Kn ⊇ K and ‖h‖Kn →n→∞ ∞. From Lemma 6.9 and Theorem 4.5
of [15] it follows that ωhK is a mixture of coherent states over Γ(C). Therefore,















Suppose K ′ ⊇ K ∈ B. In view of (φzhK′ )
K





σK(dz)φzhK . Now uniqueness of the measure representing a mixture of coherent






Example 6.11. The state of the condensate of an ideal Bose gas as described
in [6], Theorem 5.2.32, or [15], Example 4.13., has the property (γ1Rd ). Clearly,
`d(Rd) = ∞ implies that it is not a normal state. The corresponding measure σω
is the rotation invariant Gaussian measure with variance (% − %c)cσ. The same
way, the condensate state of [4] has the property (γ1Rd ) with σω being the rotation
invariant measure concentrated on %̄S1.
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Now we want to use the reduced and the compound weight for characterising
the property (γh) and coherent states. We follow the lines of [26]. To any h ∈









τ !h(A) = 〈hK , AhK〉 , (A ∈ L(L2(K))),
τ∞h (A) = 〈ψhK , AψhK 〉 , (A ∈ AK).
Proposition 6.12. A locally normal state ω has property (γh) for some h ∈
L2loc(G, ν) if and only if W
!
ω exists and there is a semifinite locally normal weight
ω̃ on A such that
W !ω = τ
!
h ⊗ ω̃.
Proof. Clearly, it is only necessary to prove this in the case of a normal state and
h ∈ H. First we consider the only if part. According to section 3 we may restrict
to the case H = L2(N,#) and h = c1{0}. From Lemma 5.6 we know that W !ω has
the kernel
k!(x, ϕ1, y, ϕ2) = k(ϕ1 + δx, ϕ2 + δy).
We can conclude from Lemma 5.13 and the σ-finiteness of C !Qeω that ω̃ has a kernel
k̃. The assumption implies
k(ϕ1 + δx, ϕ2 + δy) = |c|2 1{0}(x)1{0}(y)k̃(ϕ1, ϕ2). (6.1)
We conclude for ϕ1(N) > 0 and ϕ2 6= 0 that k(ϕ1, ϕ2) = 0. Especially k(ϕ1, ϕ1) =
0 which implies by the Cauchy Schwarz inequality k(ϕ1, ϕ3) = 0 for all ϕ3 ∈ M ,
ϕ3(N) < ∞. In the same manner we derive k(ϕ3, ϕ1) = 0. This implies % =
Γ(O{0})%Γ(O{0}) for the density matrix of ω, thus we get property (γh).
The if part follows easily from this lemma and the description of the kernel of
W !ω given by (6.1). ¤
Proposition 6.13. A locally normal state ω is the coherent state φh for some




Proof. By the above proposition, we may assume that ω is a normal state on
L(M({0})) and h = c1{0}. We get again by using kernels for all m,m, n, n′ ∈ N
k((m+m′)δ0, (n+ n′)δ0) = cmcnk(m′δ0, n′δ0).
Immediately
k(mδ0, nδ0) = cmcnk(o, o).
Clearly, this implies ω = φc1{0} = φh. ¤
This technique can be considerably strengthened.
Corollary 6.14. A locally normal state ω is the coherent state φh for a fixed






Proposition 6.15. A locally normal state ω is a coherent state if and only if





Proof. We may restrict to the case of a normal state. Now the assertion follows
easily from Corollary 4.9 and Theorem 3.4 of [15]. ¤
In the case of the reduced weight W !ω we observe the same deficiency as for the
characterisation of locally normal states: We cannot distinguish states related by
a gauge transformation.
Proposition 6.16. A locally normal state ω possesses the reduced weight W !ω and
fulfils for some h ∈ L2loc(G, ν) the equation
W !ω = τ
!
h ⊗ ω






Proof. Again, we look for the kernel k of ω in the case G = {0}. We see
k((m+ 1)δ0, (n+ 1)δ0) = |c|2 k(mδ0, nδ0).
We define the function f : Z 7−→ C by
f(l) =
{
k(lδ0, o) if l ≥ 0,
k(o, |l| δ0) if l < 0.
Then by induction
k(mδ0, nδ0) = |c|2|m−n| f(m− n).
We know that k is a positive definite kernel on M . Therefore, (m,n) 7→ f(m− n)
is a positive definite too. Thus f is a positive definite function on Z. By the
classical Bochner-Khintchine theorem [34] f is the Fourier transform of a finite
measure on [0, 2π), choose this measure to be k(o, o)µ. (Observe that k(o, o) = 0
implies k(ϕ,ϕ) = 0 for all ϕ ∈ M or by positive definiteness k = 0.) Clearly, µ is
a probability measure and (6.2) is valid. ¤
Remark 6.17. By equation (6.2) we can construct a lot of states having full co-
herence in the sense of [37]. We want to stress the fact that there are much more
states with this property which are not of the form (6.2).
7. Building Weights from Positive Operators
Proposition 7.1. ηQ is a semifinite normal weight. Moreover, if R is some
bounded operator such that RQR∗ extends to the trace class operator RQR∗ then
for all A ∈ L(H)+ it holds ηQ(R∗AR) <∞ and
η̇Q(R∗AR) = Tr(RQR∗A), (A ∈ L(H)).
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Proof. Suppose that RQR∗ extends to a trace-class operator. Thus R
√
Q ex-
tends to a Hilbert-Schmidt operator, let denote ‖R√Q‖HS its Hilbert-Schmidt
norm. Then we obtain for any A ∈ L(H)+ and some complete orthonormal sys-


























Qei〉 = ‖A‖ ‖R
√
Q‖HS .
This means ηQ(R∗AR) <∞. Without restricting generality we may suppose that
R
√
























〈R∗QRei, Aei〉 = Tr(RQR∗A)
and the formula for ηQ is proven. It remains to show that ηQ is semifinite. If P
is some eigenprojection of Q related to a compact interval [0, a], surely PQ is a
bounded operator. Then for a finite rank projection P ′ the choice R = P ′P gives
an operator such that RQR∗ extends to a finite rank, i.e. trace class operator.
Such a way all operators of the the kind PP ′AP ′P with arbitrary A ∈ L(H) are
from the set {A ∈ A+ : ηQ(A) <∞}. Clearly, the linear hull of this set is σ-weakly
dense in L(H). ¤
Lemma 7.2. Let η be a semifinite normal weight on L(H).
Then the quadratic form qη,
qη(f) = η(Prf,f ),
on dom(qη) = {f ∈ H : η(Prf,f ) <∞}, is densely defined.
Moreover, if dom(qη) = H, it holds η = ηQ for some Q ∈ L(H)+. Further,
η(1) <∞ if and only if Q is of trace-class.
Proof. Let be H = span {f : η(Prf,f ) <∞}⊥ and take g ∈ H, ‖g‖ = 1. For any












APrg = ‖ 4
√
Ag‖4 Prg
and η(Prg) = ∞ implies 4
√
Ag = 0. Therefore we get APrH = 0 = PrHA for any
A ∈ L1(η). σ-weak denseness of L1(η) implies PrH = 0 or H = {0}. Therefore,
dom(qη) is dense in H and qη is clearly a positive quadratic form on this domain.
Assume this quadratic form is defined on the whole H, without restricting
generality it should hold qη(f) ≥ ‖f‖2. Then H equipped with the inner product
corresponding to qη is again a Hilbert space and the identity mapping onto H is
continuous. By the open mapping theorem, its inverse is continuous and therefore
bounded. Hence qη is bounded and there exists Q ∈ L(H) with η = ηQ. The
assertion about trace-class is immediate. ¤
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