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Abstract
With the rise in high quality displays and cameras following the mainstream adoption of
smartphones, image quality has become an essential aspect of engaging and attracting
consumers. In the case of smartphones, the bar raises with release of every new generation. There are many factors affecting image quality such as sharpness, image noise or
non-uniformity, and geometric distortion, but it is fair to say that color plays a vital role
in the perceived quality of an image. Colors not only spark emotions and engage a user
but also decide the likability of a certain image. Over the past few years computational
photography techniques have become a major differentiating factor between camera manufacturers. These techniques are used to enhance certain features of an image such that
it is more pleasing to the viewer. It is important to understand better the perceived and
preferred image quality for pictures and to develop a procedure for evaluating them as a
part of the camera/display development and design process.
This dissertation focuses on exploring such preferred color image renderings using different methodologies of perceptual assessments. We focus on common scenes that contains
memory objects such as grass, sky, skin tone, beach sand and food items. In particular,
we also focus on white balance preference of an image which controls the appearance of
the object in the scene under different illumination. The ultimate goal of this dissertation
is to address how we perceive color quality and to develop procedures for its evaluation,
and to assess preferred color image rendering. These results can be used to help design
better cameras and displays by improving color image quality.
iv

In order to achieve the goal of the dissertation, we focus on investigating the preferred
rendering of common scenes that contains memory objects, scenes captured under different
illumination - controlled and uncontrolled light settings. First we address how we perceive
memory colors, with and without pictorial scene content. Then we study the impact of
different texture types on these memory colors, along with understanding the relationship
between memory color and color quality preference. This dissertation also addresses the
color quality of video conference calls using virtual backgrounds, which has been a common means of communication since COVID19 pandemic. In particular, it focuses on the
preferred color balance for images with a foreground model against a virtual background.
To further investigate the white balance preference settings, we assessed images where the
foreground, containing a person, is illuminated by a different correlated color temperature
(CCT) than the background, which includes several targets. Models having different skin
tones were used.
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Chapter 1

Introduction
1.1

Motivation

Color image quality is a crucial element for qualitative measurements of many consumer electronics
like televisions, cameras, displays, and printers. In the case of the smartphone, this bar is raised
with the release of every new generation. Currently, camera quality plays a key role when it comes
to buying a smartphone. Customer expectations increase every year for good image quality from
the camera. Color plays an important role in conveying information about an image. Color not
only sparks emotion and engagement from a user but also determines the likability of an image.
Popular examples of this are filters and special modes provided within smartphones, digital cameras
and social media applications, some of which increase the vividness of an image, remap color space,
or make content-aware changes, as in the now popular “beauty mode”. It is important to better
understand the perceived color image quality for pictures and to develop a procedure for evaluating
them as a part of the camera development and design process.
Memory color is the color that a person recalls for familiar objects and scene content, such as
grass, sky, skin, beach sand, and food items. We tend to have a very short-term memory for the
color of objects, and we are not very accurate if asked to recreate them [1]. The colors of certain
objects that are noticed by a person daily, such as the sky, grass, and skin, tend to be recreated
with relative consistency. However, earlier results have shown that these recreations will vary
for different observers not only due to differences in geographical locations, cultural backgrounds,
and other such factors but also due to significant variation among observers from the same region
[2, 3]. Memory color for pictures containing sky, grass, and human skin drives the perceived color
quality. The memory color of, for instance, the sky is affected by the geographical experience of an
individual’s memory of the sky. A person from a polluted city might not experience a clear blue
sky but rather would see a very hazy sky. When presented with a blue-sky image, the person does
not feel a natural connection to this perception. Other examples include the different shades of
grass from dry yellowish to bright saturated green. Therefore, the geographical location and also
the cultural background of an observer play an important role in understanding the memory color
1
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and hence the color preference for camera images. It is important to investigate the underlying
relationship between the memory color and color quality assessment to advance the color processing
pipelines in digital imaging.
Note: It is important to know that the term “memory color” and “color memory” are not the
same and so should not be used interchangeably. “Color memory” is referred to as how well you can
remember a specific color of an object, usually from a short duration of time, whereas “memory
color” is associated with our everyday memory of familiar object’s color. In this dissertation,
“memory objects”, “memory color” are interchangeably used referencing to common/familiar object
colors that we encounter in everyday life. For example: sky, grass, skin tones.
When we take a picture on a digital camera, the camera processes the captured image and
renders it on the display. This processing, commonly known as the camera image processing
pipeline, involves several steps that convert the raw sensor data to the final image output that
looks more natural to the users. One of the most important steps involved in the pipeline is called
White Balance, which is essential for accurate color appearance and color quality. The human
visual system naturally has the ability to adjust to the changes in illumination in order to preserve
the appearance of color, known as ‘color constancy’ or ‘chromatic adaptation’, but cameras need
algorithms and color processing models to emulate these abilities [4]. White Balance algorithms
basically apply a gain factor to all the three color components of raw sensor data, red green and
blue, such that they remove unrealistic color casts and keep white objects appearing white in a
given lighting condition. Sometimes, even the human visual system fails to balance these colors.
For example, the famous “dress” [5] where there was a disagreement between different observers
who perceived it differently based on what their brains assumed regarding the yellowness-blueness
of the lighting conditions. Therefore, lighting, either natural or artificial, has a pronounced impact
on the color of the object.
Light comes in very different colors. For example, the sunset appears warm and yellowish
whereas the rainy day will appear cooler and more blue. The color temperature of these light sources
is the temperature at which a Planckian radiator would emit radiant energy evoking a similar color
appearance. Practically speaking very few light sources, and particularly those currently found in
office, restaurant and interior settings, will have same color appearance as the Planckian radiator.
The chromaticities of black body radiators at various temperatures are plotted in Figure 1.1 It
shows the relationship between “color” and “temperature” that we mean to indicate when we say
CCT. The iso-temperature lines are shown, which means all the set of coordinates within these
lines have the same CCT. The distance between the test chromaticity and black body locus along
these iso-temperature lines is often referred to as Duv. Further discussion on lighting is provided
in the Background section.
A lot of everyday photographs are taken in multiple lighting environments: in a home, workplace, outside on a beautiful beach, at a lake with a sunset, and other indoor and outdoor areas
where these sources of illumination vary in their CCTs. These different CCTs are not just because
of different light sources but different lighting conditions. For example, a scene where the subject
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Figure 1.1: The black body locus plotted in CIE 1976 u’ v’ chromaticity diagrams. The isotemperature lines define the vector where the deviation from the Planckian locus is calculated.
Image Source: Taken from Version 9.0.1 of the NIST CQS Excel spreadsheet developed by Yoshi Ohno Wendy Davis, NIST 20/03/2013.

is illuminated by sunlight, and the secondary illumination in shaded areas is affected by scattering
and filtering by clouds. Typically, we encounter the range from 2000K to 10,000K where candlelight and sunset/sunrise are 2,000K, incandescent and tungsten lamps are 3,000K, white LEDs are
approximately in range of 4,000K-7,000K, 5,000K-5500K is noon time, average daylight is approximately 5,500K-6,500K, overcast haze is 6500K-7500K, 7,000K-8,000K is shade from the overcast,
approximately 9,000K-10,000K is for blue or partly cloudy sky. Significant variations exist in the
real world.
Most Digital Single Lens Reflex (DSLR) cameras have three different White Balance settings.
First, Auto White Balance(AWB): which estimates the illumination of the scene and makes an
assessment of how to shift the RGB components to make the image look color balanced and neutral.
Second, Manual White Balance: which gives the user the freedom to select the CCT of an image
from a range CCTs, for example: Tungsten at 2000K, Daylight at 5600 K, based on their lighting
condition of the scene. Third, Custom White balance: which involves capturing a test shot of
a neutral gray card placed in the same lighting as the subject and adjusting the images using
a graphics editor toolbox like Adobe Photoshop or Lightroom. Most professional photographers
regularly use the custom white balance. Most non-professional users are more comfortable with
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auto white balance, and will occasionally use manual white balance, but the resulting images might
not be appealing to the user when there are multiple sources of illumination with different CCTs.
The smartphone consumer cameras have built-in automatic white balance algorithms designed
by the manufacturer. These algorithms can be designed using many different methods, from a very
simple Gray world: which normalizes each channel by their average, to a more advanced complex
statistical or color-by-correlation or learning-based algorithms [6–8]. Although these DSLRs and
consumer digital cameras have the potential to achieve extremely high color image quality, for some
lighting situations they fail to reproduce high image quality. For example, studies have shown that
these algorithms fail in situations like when an object is illuminated by the sunlight just after
sunset where the scene objects impart a warm glow. In such cases it is important to do a subjective
psychophysical evaluation to study the preference of users. [9]
Skin tones, especially facial skin tones, is of prime importance as it is the most common image subject and is very personal in nature. Studies have show that facial color is important in
communicating emotions and health[10, 11]. Studies have also show that a skin tone is the most
dominant element in a scene among other familiar objects like grass or sky[12]. Human faces are
the main subject of imagery for this study on mixed lighting conditions. Traditional white balance
algorithms can fail for mixed lighting conditions. These failures make it tricky to capture a scene
while preserving all the color information that observers value in the scene. Humans are hard
wired to recognize the human face. These details are processed in the fusiform face area, part of
the human visual system located in inferior temporal cortex of the brain[13]. We connect most
with faces. Major smartphone manufacturers know how important good human skin tone rendering is for customer satisfaction. This apparent importance is the reason why our studies focus on
including human skin tone in our research.
There are a range of skin tones from light to medium to dark. Skin tone range is sometimes
described based on different ethnicity groups, which can have different spectral reflectance measurements across their populations. Many researchers have studied the memory of skin tones in
different media for different ethnic groups. The results have not always been same; some studies
show Caucasian memory color to be more yellower than real skin tones [1, 14] and some shows that
they are more chromatic and slighter redder in hue [15, 16]. As most of the memory color objects
are understood to be remembered as more saturated, memory color of Caucasian skin does not
necessarily show the tendency towards more saturated colors [1]. Some studies show that memory
color of skin tones are remembered in our memory as more vivid [15]
These results can be used by the smartphone and camera industry to implement specific features
in the algorithms for their cameras. This study will provide some clarity with regard to preferred
white balance under multiple lighting conditions and may be used as a basis for computational
photography techniques for white balance improvements or for tuning complex image processing
pipelines for different world markets. With this data, the “beauty mode” of the future may better
account for multiple illumination, skin tone specific rendering preferences, and culturally based
preferences. The results of the preferred white balance settings for the familiar and unfamiliar
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objects in the scene can be used to adjust the CCT of an image based on the context of the images.
This dissertation also focuses on the preference of white balance under such multi-illuminant
condition where the light source varies in color temperature. The COVID19 global impact on how
most of the world has been operating online increases the importance of better understanding the
perceived color quality of video conference calls. Due to the dissimilarities of the light sources used
for the subject and the background scene, the overall picture may look aesthetically unappealing.
This issue is also addressed in this dissertation.

1.2

Approach

A possible solution to study how humans perceive color in digital images and what is human perception preference, is by designing and conducting psychophysical experiments for image quality
evaluation for certain factors that contribute to color appearance of a scene. It is important to
understand the familiar objects, which are often the main features in a scene because we tend to
have a memory associated to these objects and so the rendering matters.
First, a color quality assessment(CQA) perceptual experiment was performed with the goal
of investigating human preference on color quality of digital images captured with many different
cameras that used different camera processing pipelines. This was followed by a verification perceptual experiment. Additionally, a memory color assessment (MCA) perceptual test was performed,
which aimed to understand how humans recreate the colors of familiar objects.
Second, the impact of different artificially created textures that increased at distinct, although
discrete, levels of memory color objects including human face, grass, green pepper, beach sand, and
sky was explored. Further, to understand the relation between memory color and the color quality
preference for camera images, a second experiment was performed.
Third, considering the impact of COVID19 global pandemic on how most of the world has been
operating online, increased the importance of better understanding the perceived color quality of
video conference calls. Two online psychophysical experiments were performed that evaluated an
aesthetic white balance setting for images with a foreground model against a virtual background,
such as seen in video conference calls.
Finally, to investigate how to render images of different skin tone under multi-illuminant scenes,
an imaging studio was designed with three controlled tunable Arri LED luminaires that was used to
capture stimuli images for a psychophysical experiment that assessed human perception preference.
The stimuli were scenes that included a model in the foreground and some targets in the background,
illuminated by light sources having different CCTs.
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Organization of Dissertation

Chapter 2 reviews relevant previous research and their findings regarding this dissertation. In
particular, color quality and memory color assessment for memory color objects in digital images
is discussed. Subsequently, previous studies by researchers including memory and color preference,
impact of image contents, and objects’ shape and texture. Further, some background on white
balance processes and its algorithms, along with past studies, is included in this chapter along
with discussion on the importance of lighting in color appearance and its effect. Finally, some past
studies on skin color measurement techniques and challenges are reviewed.
Chapter 3 discusses several psychophysical experiments using different methodologies to evaluate color quality and memory color for image scenes with memory objects. It discusses in detail
the experimental setup and the findings of each experiments. The results of these studies are also
verified and compared with previous studies.
Chapter 4 focuses on human preferred white balance for video conference calls including virtual
background, which became a common mode of communication during the COVID19 pandemic.
Two online psychophysical experiments which were performed by observers from a wide range of
backgrounds and cultures. These studies were aimed to understand the white balance appearance
preference for images with dissimilarities of the light sources used for the subject and the background
scene, which makes the overall picture look aesthetically unappealing. The design and results of
these experiments are discussed in detail.
Chapter 5 illustrates the designing and building of an imaging studio which was used to capture
images of models with different skin tones under controlled multi-illuminant lighting. The skin
reflectance measurement process is also discussed in this chapter. The experimental results are
discussed along with the statistical analyses.
Chapter 6 summarizes and reviews all the work presented in the previous chapters, discuss
about future work, and also include a list of publications as a subsection of this chapter.

Chapter 2

Background & Literature Review
This chapter reviews the previous research and findings relevant to the topics addressed in this
dissertation. It is divided into five subsections: Memory Color, Skin tone preference, White Balance,
Lighting and Skin tone Measurements. The first section discusses the previous work on comparison
in memory and preferred color, impact of texture, memory and color constancy and the importance
of memory colors for Color Quality Assessment in digital imaging. The second section discusses the
previous research done on white balance algorithms, their limitations, and the human perception
experiments performed to study preferred white balance. The development and the concerns of
these studies serve as the basis and motivation for these dissertation studies. The third section,
Lighting, discusses the research done with human subjects and their preferences of color rendition
for different light sources. These important concepts are used in the experiments discussed in
Chapters 4 and 5 to control the spectral quality of the light sources that was used in the lighting
setup. The fourth section, Skin Color Measurements, briefly addresses the difficulties of color
measurement of skin and the research conducted in this area. Specifically, skin color variability
in different body parts, and instrument accuracy and repeatability. The findings of these studies
serve as a background for the skin measurement process of the participants, discussed in chapter 5.
The final background section, psychophysical methodologies, discusses the different methods
of performing human perceptual testings that are implemented in this dissertation. Further, the
advantages and disadvantages, and techniques of analysis for each are discussed briefly.

2.1

Memory Color

Memory color has been a topic of research for many years. One of the earliest substantial studies
on memory color was done by Bartleson in 1960 [1]. In this study, he performed an experiment
where observers were asked to pick their memory color of different familiar objects including brick,
grass, sky, and skin from Munsell Color chips. His results showed that for most of the objects, the
memory color tended to be more saturated and increased in lightness. Sand and soil memory colors
apparently are of greater purity than the natural objects and both appear somewhat more yellow.
7
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Green grass and foliage was remembered as more blue green than yellow green, both memory colors.
Dry grass, in memory, falls at a dominant wavelength that is nearly common to both natural grass
and foliage. The memory color for blue sky is more cyan and of higher purity than the mean for
natural skies. The memory of red brick has more purity and Caucasian skin tone was remembered
as being yellower than it actually is. Highest variability in memory colors was seen for sand and
least for skin tone. Similar results were found in the experiments performed by Adams in 1923
and Newhall and Pugh in 1947 and many more researchers in later years, including the author’s
previous research [17–19]. In 2015, a study showed that people tend to have saturated memory
color for not only familiar objects but also for their unique personal items [20].

2.1.1

Memory and preferred color

Memory color and preference judgments were compared by Bartleson [2]. Those studies indicate
that memory and preference colors should not be assumed to be equivalent, and that there may not
be a simple relationship between the two. While the preferred and memory-color hues for natural
Caucasian flesh were found to be the same (although more yellow than actual flesh), preferred hues
for blue sky and green grass were found to be closer to the actual hues than to memory-color hues.
Further in 1980 another study to compare the memory and preference for color by Siple et al. [21]
was performed on different memory fruits. Observers adjusted the color of two sets of stimuli. One
used the silhouettes of different fruits and the other used their textures on a generic shape. The
results showed that memory for hue and brightness is quite accurate; but, for chroma, all objects
were both remembered and preferred to be more highly saturated than they naturally are. The
memory and preference color were independent of the shape and texture of the object. The texture
for the stimuli made observers do the adjustment faster and more comfortably but did not produce
any significant effect on the memory color. This study indicated that texture has an influence on
the overall appearance of the object itself but does not contribute to the color appearance.
Many studies have shown that there is a difference in the preferred rendering and actual skin
tone [2, 22]. A recent study was performed by Yan and Suk investigated the quality of three different image renderings based on memory color, measured skin tone, and digitally preferred skin
tone[23]. Observers were asked to rate five parameters: naturalness, realism, emotion, appropriateness, and preference. The results showed that stimulus images rendered based on the memory color
corresponded to the emotional parameter. Stimuli rendered based on measured skin tone appeared
more natural and real to the observers. Finally, the images rendered based on the preferred skin
tone adjustment corresponded to the most preferred images. This result shows that the memory
color and preferred color for skin tone are not the same. An aim of our study is to evaluate the
preference of two different image renderings based on memory color and preferred color quality for
familiar scene contents. This study helps clarify the relationship between memory and preference
color. Hence, we also measured the skin tone of the subjects, which could be used in the future
for doing a comparison of measured skin tone data and preferred skin tone rendering data. The
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stimuli images and measured skin tone reflectance will create a data set which may be useful for
future research.

2.1.2

Impact of texture on memory color

The early works on memory color were done with patches. Then, evaluating images became of
interest to investigate the impact of image content and different texture types on memory color
objects. A study by Bodrogi and Tarczali shows the impact of the image content on the memory
color [14]. The study included stimuli of sky, skin, and plants. The adjustments were performed on
both blurry images and sharp images. In contrast with the Siple et al. study, these results showed
that the image content affects the memory color of the observers. The authors noted that the skin
adjustments had the least variation among the stimuli.
The memory color shift is more noticeable in photos than in color patches. In 2011, Smet
et al. investigated the color appearance of nine familiar real objects in an LED illumination box
under different illumination spectra with respect to memory colors of the objects [16, 24]. Results
suggested that the observers’ memory colors of the objects were of higher chroma when compared
with the actual real object color measurement.
A study by Olkkonen et al. shows that the effect of memory color on the color appearance of
fruits and vegetables is affected by the objects’ shape, texture, and illumination [25]. The study
used photographs of 3D fruit shapes with no texture and 2D outline shape and showed that the
effect is stronger when stimuli are more realistically rendered as compared to when they are not.
A similar study was performed by Vurro et al., where they studied the effects of surface texture,
3D, and contour diagnosticity for fruits. The results show that as we increase the naturalness of
the stimuli with the surface texture or the shape of the fruit, the accuracy and precision of the
memory color increases [26].

2.1.3

Memory color and color constancy

The memory color effect has been widely studied in the field of color constancy, where researchers
have used familiar object colors to obtain color constancy for unfamiliar objects in the scene. Hering
stated that the memory colors of familiar objects could have a potential role in causing colors
to remain constant under changes in illumination [4] but we still do not understand under what
conditions memory color helps in obtaining color constancy. Many studies on memory color indicate
that the perceived color of an object can be affected by the prior knowledge of an object’s color
[18, 27] whereas some argue that the memory color effect exists only when the stimulus information
is much reduced or the task is very difficult. [28] Granzier and Gegenfurtner [29] studied the effects
of memory color on color constancy by using different scene settings. The first scene had 3D real
objects in their original colors (Nivea box, two strawberries, a chocolate bar, an apple, a potato,
a banana). A second scene had all the above 3D objects but painted with incongruent colors
(purple banana, blue strawberry, yellow Nivea box). Third scene was colored papers having highly
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similar colors as the colour of the real 3D objects but now shaped as geometrical figures. For the
experiment, four matte Munsell papers (one at a time) were placed in these three scene settings
and the observers task was to select the sample of the Munsell Book of Color that best matched the
surface of these four matt Munsell papers. Results show that the color constancy was significantly
higher for the the first scene, 3D real objects with original colors. Results also state that the colors
of familiar objects help in obtaining color constancy for unknown objects. The yellow color of a
banana interferes with the color constancy and also with the perception of real color [30].

2.1.4

Color quality

Color quality has become a priority for the smartphone and camera industry. A color quality
assessment (CQA) provides insight into what users perceive and can be put to use when engineering
cameras and displays. Common elements in everyday photography such as grass, sky, skin tones,
beach sand and food items, also referred as memory color objects, have been a topic of research for
many years. A study by Farnand et al., developed a procedure to perceptually assess the image
quality for smartphones cameras [31]. Anchor scaling experiments were performed to evaluate
image quality attributes like tone, color, sharpness and noise. Observers rated the test images
for overall quality and then for a specific image quality characteristic. The results indicated the
color quality and tone has a very high correlation with overall quality of the test image, especially
for wood and pepper (which are memory objects.) Further refinement of device quality may be
required to successfully predict the visual results. This work serves as a basis for our color quality
assessment research.

2.2

Preferred Skin Tone rendering

We see human skin tone most of the time of our day. The human visual system contains many
advanced adaptations, to the best of my knowledge, that it is specially adapted to skin tones
we know that it does contain special facilities for recognizing other human features such as faces
and hands. Human-centric colors and features have been the subject of many studies since the
1950s. Here we introduce some of the historic studies of skin tones that have lead to our current
understanding and form the basis for the studies in this dissertation.
In 1959 Bartleson studied the acceptability and preferred reproduction of flesh color for photographic print sample. Bartleson used twelve different prints of female faces where the color of the
flesh varied between CIE 1931 chromaticities of mean natural flesh color and mean memory color of
the flesh. He used these variations because his previous study showed that there was a significant
difference in the natural and memory color of human flesh. The memory color of the flesh was
more saturated and was of not same chromaticities as the actual Caucasian measured flesh from
photographs and paintings. The results showed that the preferred reproduction of flesh were more
yellowish than the actual flesh and were of same hue and saturation as of memory color of flesh [2].
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After Bartleson studied the preferred reproduction of flesh, in 1994, a study was performed
by Sanger et al [32], for preferred skin color reproduction of the people’s picture. Printed copies
of portraits of Caucasian, Asian and African subjects were measured and also used for skin tone
preference. The skin tone preference ellipsoid was much smaller than the measured ellipsoid for
Asian and African portraits. The ellipsoid of skin tone preference for all three skin tone types lay
inside the ellipse of measurements for each skin tone type which indicated that the preference range
was within the hard copy measurement range. The Asian preference ellipse was the smallest with
less variation. According to the author, this could be explained by the fact that all the observers
were Japanese. The results also indicate that preferred skin tone has more variation in the Chroma
range than Hue.
In 2005, Fernandez et al [3], studied the cultural variability in preferred color reproduction for
skin tone and other familiar objects using hard copy reproduction and a soft copy reproduction using
a 22” Apple Cinema Display. The results say that the inter-observer variability was approximately
twice the magnitude of intra-observer variability and images that contain faces were less variable
than for the images with no faces. Also, there was higher variability in preference based on the
image content and differences among observers than due to their cultural background.
In 2014, Smet [16] also studied the cross regional and cross-cultural effect on the appearances
on familiar objects including Asian and Caucasian female portraits. The study was performed in
different parts of the world including China. It was interesting to see that the Chinese observers
had higher variability for Asian skin subject. The overall results indicate that the inter-observers’
variability was higher in one region than the cross-cultural effect.
In 2011, Huanzhao Zeng [33] studied the preferred skin color in digital imaging and used these
preferred skin colors for enhancing the digital photographic images. His study’s test images included
Caucasian, Asian and African skin tones. All the observers used for the studies were also of the same
ethnicity. First, the skin color was detected in the images and then the test images were rendered
by applying weights based on Mahalanobis distance between the skin color and the predefined color
centers from prior experience. The results show that preferred skin color are more consistent in
hue than in Chroma. Cross cultural preferences show that Asians prefer less chromatic skin than
Caucasian and Africans, and Africans prefer more chromatic skin tones for Caucasian and Asian
skin tone images than Caucasians and Asians themselves. Inter-observer variability was larger for
Africans than Caucasian and Asians.
Shih Han Chen et al [34], in 2013, studied color preferences with different correlated color
temperatures (5000, 6500, 9300, 10,000 kelvin) and different luminance levels of the display (60,
100, 200 cd/m2 ). Their first experiment focused on the skin tone preference for different color
temperatures using a paired comparison technique using test stimuli of four Asian females, which
were morphed into nine predetermined color centers uniformly selected from the Standard Object
Color Spectra database. The results indicate that observers preferred reddish hue for lower CCTs
(5000K and 6500K), and preferred higher Chroma for higher CCTs (9300K and 10000K). Overall,
the preferred skin tone was independent of the CCTs of the display. Their second experiment used
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category scaling where the test stimuli were randomly selected based on different Hue and Chroma
levels from the preferred data points of the first experiments. The results showed more variation
in Chroma than in Hue. A third study focused on different lightness levels of face where the test
stimuli were mapped from preferred data points from second experiment. The preferred mean L*
value was 65 for all images and observers. The results indicated that the lightness component of
images does affect the preference of skin colors. The author suggests that only one ethnicity, East
Asian, being both the image subject and the observers in the experiment could be the reason for
no effect of the different CCTs and lightness level of the displays

2.3

White Balance

2.3.1

Color constancy

A lime for instance that appears green during the bright morning daylight will also appear green
to us in under a tungsten source. Even though the lime reflects a very different light spectra to our
eyes, we still perceive the green color of lime. This phenomenon, where the object color tends to
remain constant despite the change in the spectral power distribution (SPD) of the illumination,
is traditionally called “color constancy”. Most artificial and natural light sources emit light that
has a certain “color” to it. The human brain processes the information that comes from our eyes
and automatically adjusts to the “color” of the lighting in order to identify the objects. Our visual
systems, which includes our brains, automatically process the colors for us in a way that we do not
fully realise the color difference between the two light sources.
Usually, the color signals that reach our eyes are combinations of the spectral power distribution
of the illumination and the surface reflectance function of the object surface. How our visual
system is able to distinguish the object’s surface reflectance from the illumination spectrum and
to what degree the constancy is achieved under different illumination conditions has not been fully
understood yet.
Von Kries
Von-Kries adaptation theory is based on the assumption that our eyes receive the color signal using
three types of sensors. In 1905 Von Kries suggested that the sensitivity of these sensors were scaled
to compensate for changes in the illumination. For example, when our retina is exposed to an
intense green light, our green sensor’s sensitivity will be reduced in magnitude without a change in
spectral shape as an adaptation to the light source [35]. This simplicity of von-Kries adaptation led
to its wide application in digital imaging systems. When digital camera image processing pipelines
convert raw sensor data to the final image output that looks more natural or appealing (depending
upon the objective of the pipeline) to the users. One of the most important steps involved in the
pipeline is White Balancing (also known as illuminant estimation), which is essentially a von-Kries
adaptation algorithm, to compensate for changes in overall illumination of the scene (keep “white”
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objects appearing “white” in a given lighting condition).
Figure 2.1 illustrates an example of how a camera sees the color, top row and how humans see
them (bottom).

Figure 2.1: Examples of a scene captured by a camera under different illumination vs. how human
visual system will tend to perceive it, somewhat. The goal of white balance algorithms is to make
the top row appear closer to the bottom one.
‘Adapted white point’ is what the human brain sees as white or neutral in a scene. On the
other hand, ‘Adopted white point’ is the spectral power distribution by the camera or a measuring
device that converts it to a color signal used to neutralize the picture. In an ideal world, we would
want these two white points to be same. We want to match what the camera is doing to our visual
system, but it is hard to do so because we do not understand the complete mechanism of chromatic
adaptation in our visual system [9].
Similar to our human visual system, cameras estimate the scene illumination and apply a gain
factor to the three color components of the raw sensor data. We cannot uniquely identify the scene
illuminant because we have more unknown parameters (RGB values under a reference white and
RGB values of scene illuminant) than known parameters (RGB values of the image) so we have
to eventually make some assumptions about the scene illumination and the camera. One of the
assumptions about scene illumination is the ’gray world’ assumption where the average reflectance
of a scene is achromatic. This assumption, also know as the gray world white balance algorithm,
works among the simplest and easiest algorithms. In image processing sense it takes the mean of
the scene and uses this as “white” to scale the 3-independent factors [6]. However, it fails because
the world is not always neutral. For example in scenes where certain colors may dominate, such as a
blue hue for the sky. Another assumption is of ’brightest is white’, which assumes that the brightest
surface in a scene is white. The max-RGB algorithm uses this assumption of brightest pixel as the
basis for setting ρ1 γ2 β3 but this fails even if a few pixels in the image have very large red, green,
or blue values, (saturated). Von kries adaption algorithm relies highly on these assumptions and
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is not adaptive and so it is not a complete color constancy algorithm but it does prove a basis for
color constancy-chromatic adaption.
Retinex theory
The Retinex theory, developed by Edwin Land, was one of the first methods to consider the effect
of spatial distribution on colour perception, meaning the illumination smoothly varies across an
image and the abrupt changes in an image’s content are caused by changes in scene reflectance
properties [36]. It provides significant improvement over the simple Von-Kries adaptation. The
information reflected from a single surface is insufficient to separate illumination and the surface
reflectance and color constancy algorithms require information from multiple surfaces. The retinex
algorithm corrects for the scene illumination in a manner that depends strongly on the surfaces
in a scene, which is not a characteristic of human color vision [37]. There are several variations
[38] of the retinex and von kries algorithms which showed better results, including one study that
combined the gray world and retinex algorithms [39]. Retinex based approaches provide good color
rendition for dark images in particular. However, these algorithms are susceptible to fail for scenes
with sharp changes in illumination, require long run times, and need parameter optimization to
achieve good color rendition.
Gamut Mapping
In gamut mapping algorithms color constancy is achieved by defining constraints on the set of reference surface reflectance and the number of illuminants. The implementation of gamut algorithms
requires 2 gamuts: ’canonical gamut’ -set of all possible (R,G,B) values due to surface reflectance
under canonical illuminant, ’image gamut’ -set of all possible (R,G,B) values due to surface reflectance under unknown illuminant. The image gamut is mapped on the canonical gamut by a
linear mapping procedure [40, 41]. Another variation, called Finlayson’s Gamut Mapping, is based
on convex hull of binary histograms of test images [42]. These algorithms using this approaches provide better color reproduction but assumes uniform illumination distribution, are highly dependent
on the knowledge of the range of illuminants and are computationally expensive.
Color By Correlation
The statistical approach, like the color-by-correlation algorithm, is based on the statistical assumption that the probability distribution of the data is Gaussian and the maximum likelihood is used
as the parameter estimator. A priori knowledge on the set of possible illuminants together with
their likelihoods is required. Hubel et al., estimated a scene illuminant by a measure of likelihood
of each image color that can occur under a set of possible lights. This algorithm holds the color
constancy for a wide range of image scenes [9]. These statistical approach algorithm assumptions
break when applied in real time applications.
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Machine Learning
There have been many different white balance algorithms ranging in complexity based on how they
estimate the illuminations of the scene; from simple pixel averaging to complex neural network
estimations [43]. Machine learning approaches are based on training a set of input and output
images and then tested it on an untrained set of input images. These approaches are highly
dependent on the training data set. Some researchers used a multiplayer feedforward neural network
architecture for color constancy, which was trained on large real and synthetic data sets. They claim
that the neural network algorithms perform better than the statistical approach [44, 45]. Apart from
neural networks, support vector machines and adaptive fuzzy-based algorithms, are also applied to
estimate the illumination chromaticity and are shown to perform better. However, these machine
learning approaches have high dependency on many factors and get complicated as we increase the
parameters to be optimized and also need high computation power [43, 45, 46].

2.3.2

Multi-illuminant

In most cases, modern digital cameras do a pretty good job determining what the color temperature
is of the scene, however, in some situations, like in multiple or mixed lighting conditions, it becomes
even more challenging. What illumination should the scene be white balanced to? Or do we balance
the scene locally? Therefore, lighting, either natural or artificial, has a pronounced impact on how
the final color will be reproduced for an object. The focus of one of the studies of this dissertation
is to investigate the preferred white balance appearance of a scene with multiple light sources.
Color reproduction may attempt to achieve accuracy or preferred appearance for the original
scene or image, depending on the goal of the reproduction [3]. In digital photography, the goal is to
render the real scenes not just accurately but also based on the user preference of the scene. White
Balance is one of these steps in the camera processing pipeline that ensures that the color looks
right; especially that an object that appears “white” in the scene remains white when the image
is rendered. In order to ensure the accurate color appearance of the objects in the scene, we need
to know or estimate the light source of the scene. One of the challenging situations is to predict
or estimate the right “color” of the light source of the scene in order to maintain color constancy,
meaning, retaining the ability to identify objects/a scene when the lighting changes.
The human visual system is capable of adapting to scenes where there are multiple sources of
illumination, such as a conference room with tungsten lighting and windows from which sunlight
enters. In these settings we can still experience color constancy; that is, colors that should match,
like those on a color checker, match in different parts of the room. Some white balance algorithms,
such as the grey world algorithm, do not account for changes in illumination in different portions
of the scene. Some algorithms do take into account possible changes in white point for different
image portions, but these algorithms may still fail to match our aesthetic image preferences.
Many researchers have been working on estimating scene illumination under multiple light
sources. In 1997, Barnard applied a gamut-based color constancy technique to the scene that
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removed color variation between different types of light sources [47]. Other attempts found the
colors of the dominant materials in the scene and used them to estimate the local intensity mixture
of two light sources but this research required the user to specify the different light sources [48]. A

.
Figure 2.2: Examples of images used for the user preference using different % of two detected
illuminants. The category I one image is lit by two different illuminants from outdoor and indoor
and the category II image scene is an outdoor scene where its lit by the sunlight and the shadow
of the sky [49]

recent study by Cheng et al., estimates two light sources for scenes with distinct illuminations. The
main idea of this technique is to use single illumination estimation on a large number of sub-images
to obtain several candidate illumination estimations based on the variation in the estimates from
different sub-images [8, 49]. A user study was performed to determine the preferred illumination
among the two light sources detected. There were two categories of test images: category 1, two
distinct outdoor and indoor light sources and category 2, two similar illuminants eg. sun and sky.
Test images were created as shown in Figure 2.2 with different mixture ratios of these two detected
light sources. The results show that for the category 1 image set, users strongly preferred outdoor
illumination, which was warm. For the category 2 image set, users favoured an average result. This
estimation technique fails when the image contains a large homogeneous region or where one of the
illuminants is more dominant than the other as shown in Figure 2.2. It is hard to determine which
algorithm performs well because the simplest algorithm can perform very well with easy scenes and
some of the more complex algorithms can perform well for hard scenes but the inverse is not always
true.
For DSLRs, one can have access to the RAW sensor data that allows us to calculate the camera
spectral sensitivity and tells us how well the camera sees monochromatic colors. We can use this
information and the RAW data to process the image to aesthetically appealing renderings and
apply different algorithms of our choosing. Whereas, for consumer smartphone digital cameras, we
do not always have this luxury in conducting our research.
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Preferred color appearance

It is important to better understand the perceived image quality for pictures and to develop a
procedure for evaluating them as a part of the camera development and design process. Color
appearance models, which incorporate a chromatic adaptation transformation, work well for most
scenes. There are “difficult” scenes where these color appearance models have different ranking
than the color image quality metric. In other words, the adopted white point and adapted white
point did not match.
Although digital cameras have achieved good color image quality, sometimes they produce
unsatisfactory results as described by Hubel [9]. For example, the sunset lit scene shown in Figure
2.3. The image c is a picture taken under tungsten source of CCT 3160K with the SPD shown
on the right. It is corrected for the “color” of the illumination i.e 3000K. The balanced image
looks good. Image a was taken under sunset with a CCT of 2900K with the SPD shown on the
right side. It is similar to the tungsten source but when it white balanced for 3000K it does not
look good. This is due to the multiple illumination sources on the scene: direct illumination from
the sun at the horizon, which is yellowish, and additional light from the sky, which is more bluish
due to Rayleigh Scattering. The image b, which has a more preferable look is white balanced for
5000K by manual adjustment and estimated illumination by the color by correlation approach [7].
Whereas when the indoor tungsten light is balanced at CCT 5000K, it does not look good, shown
in image d. The shadows inside the neutral room are of similar illumination as the tungsten source.
Examples like these show when it is hard to decide how one would want to balance the image,
either based based on measured illumination or estimated illumination. Such image scenes and
“correct” white balance are very subjective in nature. Due to the prime importance of the matter,
a subjective psychophysical experiment was performed to study the preferred white balance and
color quality. This work served as the inspiration for the studies discussed in this dissertation.
Past studies have shown that the preferred color reproduction is different from the measured
color for many observers. In 1959, Bartleson studied the acceptability and preferred reproduction
of skin color for photographic print samples [52]. In 1974, Hunt studied the preferred reproduction
of blue sky, grass and skin tone in color reflection prints and projected transparencies [22]. These
studies have shown that the preferred colors are not the same as measured ones of how they appear
in real life. In 2005, Fernandez and Fairchild studied the preferred color of pictorial images in hard
copy and soft copy reproduction using different parameters including gamma, chroma, and hue
rotation. The results show that the highest variability in preference is based on the image context
[3]. This is one of the reasons why smartphone camera companies have come up with different
CCTs and other color quality tools in their camera apps to give users the power to adjust pictures
based on their preference.
A 2016 study examined white point preference under different illuminations with a range of
CCTs, including artificial and natural light. The scenes used for this study are shown in Figure
2.4, including images of people, painting, foliage, flowers and oranges. The background of the
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Figure 2.3: Image marked a and b are illuminated by setting sun with the spectral reflectance data
shown on the right side. Images marked c and d are illuminated by a studio tungsten source. The
SPD and CCT of these light sources are similar but the color perception is different under these
light sources. Image a and image c are balanced at CCT 3000K, approximately the color of the
illumination. Images marked b and d are color balanced by the manual adjustment and estimated
illumination using color by correlation. Image a looks dissatisfying because it ignores the shadow
illumination which is blue in color due to Rayleigh Scattering [7, 50, 51].
scenes differed. The observers were asked to adjust the white point of each image using CIELAB
coordinates. The results show that there was more variation for the painting image, likely because
its colors were unfamiliar. Scenes with people had less variation than the other scenes. The variation
range of acceptable white point was closely related to the “colors” of natural light sources. The
results suggest that familiar objects be included in the scene to reduce variation in preference [53].
To compare the variations, some scenes in our studies included unfamiliar objects in them.

2.4

Lighting

Lighting is one of the most important pillars in the color appearance of any object. Lighting in a
restaurant decides the appearance of the people’s faces, their clothes and their food. Humans care
about their appearance so it is very important to study what “color” the scene be white balanced
to. This becomes especially challenging in multiple or mixed lighting conditions. What illumination
should the scene be white balanced to? Or do we balance the scene locally? Therefore, lighting,
either natural or artificial, has a pronounced impact on the final color that will be reproduced for
an object.
Recently, LEDs have become the major source of light [54] and the quality of light is an impor-
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Figure 2.4: Scenes used for Bodner et al.’s user white point preference study where different images
were captured under light sources shown on the right side [53]
tant concern. Two important measures of light quality are CCT and the Illuminating Engineering
Society’s (IES) metric: TM-30 [55]. Color Temperature describes the color of a blackbody radiator
as a function of temperature. A “blackbody” is an object that absorbs all incident electromagnetic
radiation. While a true blackbody is not something that exists on earth, we can imagine color
temperature by thinking about how a piece of iron heats up, becomes red then yellow, white, and
finally bluish-white as its temperature increases. These colors, when plotted in a chromaticity
diagram, become what is known as the blackbody curve or Planckian locus [56].
In real life, there exist no true blackbody radiators but there are some sources, like the sun, that
fall close enough to the Planckian locus to be considered to have Color Temperatures. For the other
sources that fall close to the Planckian curve we use the term Correlated color temperature [57]. The
CCT of a chromaticity point is the temperature at which the chromaticity on the Planckian locus
is the nearest. While it is useful, it is meaningless without also including the distance between the
chromaticity in question and Planckian locus. This distance is often termed Duv. For chromaticities
on the ‘green’ side of the Plankian locus, the Duv is said to be positive and, chromaticities on the
‘purple’ side are said to be negative. There have been several methods used to calculate CCT and
Duv. The Illuminating Engineering Society which authored the TM-30 color rendering standard
prescribes the method published by Ohno in 2014 [55, 58]. While being somewhat new, the IES TM30 standard and associated practices are widely seen as the best available in the lighting industry
currently. IES TM-30, is used to calculate the color difference from a reference light source of object
color under a given light source.[59, 60]. ANSI/IES TM-30 metrics are used to evaluate the spectra
with fidelity index Rf and gamut index Rg , where Rf relates to accuracy and Rg to preference, to
some degree.

2.4.1

Skin tone in lighting

Human skin has been the subject of a lot of research in recent decades. In 1990s, skin tone became
the focus in many different studies to investigate different skin tones preferences under different
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type and “color” of light sources [61].
In a study in 1990, Rea et al., presented Caucasian skin as a target that observers were asked to
distinguish different fluorescent lamps using a scaling method[62]. Results show that observers were
good at distinguishing lamps, with CWF(Cool White Fluorescent) being the most easily identified
one. He also compared the skin tone target with other targets like a painted gray wall and a color
checker to see what serves as a better target. The study indicated that the skin tone was the best
target and room gray wall being the worst.
In 1996, Yano and Hashimoto, studied preferred Japanese Skin tone under different color illumination [63]. For this study, three Japanese female models sat under 40 illumination settings generated
using red, green, and blue filtered fluorescent lights. Observers graded the models color appearance on a category scale from excellent to bad. Orange hue was the most preferred with some
difference among the three models. The study also compared the Japanese preferred Skin tones to
another study by Sanders, which featured Caucasian Skin tones [15]. Japanese observers preferred
slightly higher saturation and reddish hue as compared with the actual measured skin tone. While
Caucasian observers preferred a more orange hue compared with the measured skin tone and three
times more saturation than the Japanese observers preferred skin tone.
Later, in 2002, Quellman studied the preferences of different skin tones illuminated under a
range of CCTs ranging from 2700-5000K [64]. Seven different light sources, using four pairs of
CCTs were compared and participants used their hands as the target in a light booth. Observers
were categorized into four basic skin tones: Caucasian, Asian, Indian, and African Americans.
Caucasians preferred warmer CCT lamp, which made their hands look warmer and more tan. Asian
observers preferred lamps that give their hands more neutral or whitish look. Indian observers liked
a red and golden appearance of their hands, and African American observers liked the lamp that
gives them a warmer look. Incandescent lighting with 2850K CCT was among the least preferred
settings. For 45 Lux, observers preferred CFL (compact fluorescent lamp) with 3500K. Recently,
LEDs have become the major source of light but weren’t readily available at the time
Researchers have been studying the preferred color rendition for different skin tones under LED
sources where observers prefer a higher Red:Green ratio [60, 65].

2.5

Skin Tone Measurment

In digital photography, it is important to understand how to render images correctly without
losing information. For smartphone and camera companies it is important to study preferred color
rendering for a wide range of images and customers. Human skin has been the subject of a lot of
research. Many researchers have used human skin tones as subjects to study the performance of a
digital imaging system. Studies have shown that skin tone serves as a better target than a gray wall
or a color checker [62]. As has been shown by the other studies, skin tone measurement is the basis
for understanding skin tone preference [66]. Skin color measurement has always been a challenge
due to skin’s dynamic and translucent nature, uneven surface and lack of spatial uniformity [67].
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The degree of translucency is defined by the skin pigment, melanin. Various research has been done
in measuring skin tone and studying how measured skin tone is different from the preferred skin
tone [23]. Various parts of the body have different skin color based on the exposure to sunlight. A
recent study shows that there is more variation in measurements of different body parts, including
cheekbone, chin, and forehead, than the variation caused by hand-held instrument repeatability or
the inter-instrument agreement [66].
It is recommended to measure skin with a skin contact setup but due to COVID19 restrictions
skin tone measurement of the models featured in this research are made using a spectroradiometer
PR655 from a distance under controlled D65 lighting. The spectroradiometer measures the radiance
measurement of the area focused on the model. Further, PR655 was used to measure the radiance
of the D65 light source by placing a halon PRD (Perfect reflecting diffuser)sample in the same
locations as model’s skin measurement area. The reflectance measurements of the skin tone is
essentially calculated by dividing the radiance measurement of skin area and radiance measurement
of PRD. The purpose of these reflectance measurements is to include the variability across the
population. For each model’s skin tone, four different locations (left and right cheek, forehead and
chin) were measured and averaged. This reflectance data could be used in future studies comparing
it to the preferred choices, or in research involving spectral imaging of human faces, photography,
smartphone cameras, 3D printing, display and many other applications.

2.6

Psychophysical Methodologies

There is a lot of subjectivity involved in human perception preferences of what they like and how
the scene content impacts the preferences. These preferences may be impacted by ones cultural
and geographical differences. So to better understand human perception we make use of a powerful
tool that help us measure the perceptions of observers and record their preference. Psychophysics
is a tool for quantifying our psychological perception of the world relative to the physical stimuli
that are present in it [68].
There are different classical methods of psychophysics that can be used to understand human
perception. Depending upon the key criterion of how ’close together’ or ’different’ the level of
human perception attribute or “nesses” are in the stimuli set, the methodology is decided [69].
Usually, pilot studies are performed using a few different methodologies before finalizing one for
the final psychophysical experiment. This dissertation uses many different methodologies for the
experiments including - paired comparison, rank order, anchor scaling, Method of Adjustment,
Four-Alternative Force Choice.
Thurstonian Paired Comparison has been used for evaluating image characteristic preferences
of different observers with great success. In paired comparison, observers judge each of n stimuli
against every other one, choosing for each pair, the stimulus that they prefer. In total, they make
n(n − 1)/2 comparisons. Paired comparison is a high precision method, but can be time-consuming
due to the number of trials that must be completed by each observer. However, by evaluating the
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stimuli as pairs the task is much easier for the observers than judging many stimuli that are very
close to each other or have minimal differences. Observers can more quickly decide that A is better
than B in a single trial. It is usually difficult for the observers to judge many stimuli that are very
close to each other or have minimal difference. However, by evaluating the stimuli as pairs the task
is much easier. The proportion of positive responses for each possible pair are used to develop a
psychometric scale. The results can be analysed using Thurstonian Analysis. The preferences are
converted to a frequency matrix which is then converted to proportion matrix by dividing total
number of observers. Following this, the z-score values are calculated for the proportion matrix
[70].
Rank Ordering is a methodology where observers have to rank the stimuli according to a given
characteristic. In this dissertation, we asked observers to arrange the images according to the
most preferred to least preferred color quality to compare the color quality of different cameras.
Rank Ordering is adopted when the number of comparisons required is prohibitively large. This
dissertation also used Anchored Scaling perceptual methodology where the observers are provided
with two anchor points - low anchor and a high anchor, and the task for the observer was to
assign a score to the stimuli image relative to the scores of the anchor images. Further, Method of
adjustment was implemented by the observers by continuously adjusting the “ness” of the stimuli
by moving a slider. This method involves active engagement of observer which raises interest in the
task and reduces boredom and tediousness and generally improves quality of the data [69]. Using
the region of the adjustment, we can precisely scale the stimuli image set. A Four Alternative Force
Choice (4AFC) in which observers judge four different stimuli per trial and choose one stimulus
based on the attribute of interest. This methodology is efficient when number of trials are very high.
The guessing probability of 4AFC also drops to 0.25 which reduces the variability of the procedure
[71]. The 4AFC approach is commonly adopted in vision research for detection or discrimination
tasks, providing high precision [72].

Chapter 3

Color Quality and Memory Color
Assessment
3.1

Motivation

We learn the color of objects and scenes through our experience in everyday life. The colors of things
that we see more frequently are defined as memory colors. These help us communicate, identify
objects, detect crop ripeness or disease, evaluate the weather, and recognize emotions. With the
rise in high quality displays and cameras following the mainstream adoption of smartphones, the
color quality of images is becoming an essential aspect of engaging and attracting consumers. A
color quality assessment (CQA) would provide insights into what users perceive and could be put
to use when engineering cameras and displays. The memory color of important content like human
skin, food, etc. drives perceived color quality. Understanding memory color preference is critical
to understanding perceived color quality.

3.2

Color Quality Assessment

This chapter1 talks about the CQA for smartphone and digital cameras. The assessment is done
on images of common objects such as grass, sand, wood, and skin that are captured on different
smartphones. Color quality of these images is assessed on the basis of the results of perceptual
testing experiments. This study was performed in two parts. The first part focuses on color
quality assessment and the second, on memory color assessment. For the color quality assessment
experiment, the images there were included are part of Farnand et al.’s work, which used 20 devices
retailing in 2014 that were a mix of smartphones and Digital cameras[31].
The scenes used for the pictures were taken in various common scenarios. These scenes include
beaches, parks, restaurants, statues and food. Lighting conditions and framing were kept constant
across all pictures. The set of images is shown in figure 3.1. For color quality assessment, we cropped
1

This chapter is based on the work published as [17]
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a 200*200-pixel patch from the original images. We chose familiar objects from the pictures for
cropping, like grass, sky, face, beach sand, wood, arm, vegetables, brick and foliage as shown on
the right side in Figure 3.1. There was minor variability in the position of the textures among the
cropped pictures due to different resolutions of the devices. The observers were given instructions
to ignore these differences and to judge the color quality of the overall image. For the memory
color experiment, the observers were shown uniform color patches for the familiar objects used in
the color quality assessment experiment.

Figure 3.1: Left: Original images used for the CQA, showing various common objects in typical
scenes with different types of lighting. These images are cropped to create texture patches used for
the CQA testing. Right: Texture patches of familiar objects cropped from original images.

3.2.1

Experimental Setup

The experiment was performed in the Perception laboratory at the Munsell Color Science Lab with
setups shown in Figure 3.2. A laptop was connected to the Eizo CG248 color display, which was
used to show the content to the observers for our perceptual testing experiments. The display
was calibrated using the Photo Research Spectrometer PR655 [73]. The wall behind the monitor
was painted gray (Munsell N5) and was illuminated by a metal halide lamp whose luminance was
adjusted to be equivalent to that of the display using a neutral density filter. This light source
and display were switched on 30 minutes before the experiment started to allow the illumination
to stabilize. Other lights in the laboratory and the surrounding rooms were kept off. The table on
which the display was kept was covered with a similar gray sheet of paper to make the observers
field of view as uniform as possible. The observers were seated 85cm from the display. These
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conditions were consistent with CPIQ viewing conditions [74]. The stimuli were presented on the
display using a MATLAB Graphical User Interface (GUI) that enabled users to pick their preference
among them. The background of the GUI was set to a similar gray as the wall and the table sheet.
The setup was similar for all experiments with the exception that the GUI background for the
Anchor Scaling experiment was black.

Figure 3.2: Experimental setup consists of a display showing a GUI. Left:Twenty images using a
Rank Order methodology for the color quality assessment. Right: Two anchor images and a test
image for the Anchor Scaling experiment. The room lights were switched off and a back light was
turned on.
All the observers were tested for color vision using the Ishihara plate test. There were 26
total observers for the color quality assessment and memory color assessment among which 6 were
female and 20 were male. All the observers had normal color vision and normal or corrected to
normal visual acuity. Fourteen observers had some color or imaging science background whereas
the other twelve did not. For the Anchor Scaling experiment, 30 people participated, 7 females
and 23 males. Among the 30, 13 observers did not perform the color quality and memory color
assessment experiment, whereas the remaining 17 did all 3 experiments. Seventeen of the observers
had color or imaging science background, the rest did not.

3.2.2

Procedure

Rank Order Color Quality Assessment:
In this experiment, we study color quality preference using the cropped images. The GUI displays
20 images at once as shown on left of figure 3.3. The images were arranged in a 4*5 grid. The
order of the images was randomized to avoid bias in the data. The observers were asked to rank
the images by color quality by sorting the images in the GUI. They were given a set of instructions before the experiment to judge the images according to their color quality preference. The
observers adapted to the room lighting while receiving instructions, which took about 5 minutes.
The average time taken for this experiment was 40 minutes.
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Figure 3.3: Experimental setup consists of a display showing a GUI. Top:Twenty images using a
Rank Order methodology for the color quality assessment. Bottom: Two anchor images and a test
image for the Anchor Scaling experiment. The room lights were switched off and a back light was
turned on.

Anchor Scaling Color Quality Assessment:
This experiment was conducted to verify the results of the Rank Order Color Quality Assessment
experiment, for which observers reported the task as being difficult to perform. In this experiment,
the GUI displays two anchor images; a low-quality image as a low anchor and a high-quality image
as a high anchor, both determined in the Rank Order experiment. The low anchor was on the lower
left-hand side, high anchor on lower right-hand side and the test images were displayed between the
anchor images as seen on bottom figure 3.3. The anchors were arbitrarily assigned scores of 30 for
the lower quality image and 75 for the higher quality image. The observers were asked to assign a
score to the test image relative to the scores of the anchor images. If the color quality was between
the anchor images then the score assigned would be between 30 and 75. If the observer thought
that the test image was of greater quality than the high-quality anchor image, then a score greater
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than 75 was assigned. Similarly, if the test image was of a lower quality than the low-quality anchor
image, then a score below 30 was assigned. The minimum score that can be assigned was 0 and
the maximum was 999. Observers were asked to ignore the sharpness, blurriness, and other image
quality characteristics. The focus was just on the color quality. Previous testing, including work
with the QA ruler, indicates observers can successfully separate color quality from other image
characteristics [31, 75].

3.2.3

Result & Discussions

Figure 3.4 shows the overall performance of the cameras for all 9 image sets. The x-axis is the
z-score scale value, calculated using Thurstonian Analysis [68] from the rank order data, and the
y-axis values represent the cameras. The red, green and cyan bars represent the first, second and
third best choices respectively. The top choices are the images for camera numbers 14, 12 and 13,
respectively, where 1st preference and 3rd preference are statistically different but not the others.
Devices 4, 3, and 2 are among the top preferences. As we observed earlier, there is variance in
preference across the scenes. The expected results for the color quality assessment would be that,
the camera of a higher quality would be preferred over the others. However, we see that the results
vary depending upon the content of the image. That is, certain cameras were preferred for some
scenes while not being preferred for others. This is reflected in the scale values for the overall result,
which shows that the values do not differ much for the most preferred devices. This is also true for
the least preferred ones.

Figure 3.4: Overall ranking for the entire image set. The bars represent scale values, and have
error bars at the end to indicate standard deviation. The red, green and cyan bars represent the
first, second and third top choices respectively. There is no statistically significant top choice since
color quality preference varies between different images.
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Figure 3.5 shows a heat map plot for the anchor scaling results. The x-axis represents the camera

number from 1 to 20 and the y-axis represents the number of scenes used for the experiment. The
scenes numbered from 1 to 6 are grass, sky, face, beach sand, arm and green pepper, respectively.
The color bar has score values starting from 75 with the darkest blue down to 20 with lightest
blue. The values inside the map are the average score of all of the observers for each scene and for
each camera. Darker hues represent high scores and vice-versa for lighter hues. The top choice for
anchor scaling is for camera 12 with a mean score for all the scenes of 66.13. The second and third
top choices are for cameras 11 and 14, respectively with mean scores of 63.13 and 60.00. The score
value for the top choice (camera 12) varies significantly across the 6 scenes. For instance, it has
two scores of 75 for scenes 4 and 5, whereas for scenes 2 and 6 it has scores of 52 and 56. The lower
scores for scenes 2 and 6 may be due to the variance in the preference of saturation. Camera 14, the
third highest-scored camera has a more consistent mean score across all scenes. The lowest score
is for camera 15, which has a mean score of 35.15 across all scenes. The second and third lowest
scored are for Cameras 8 and 20 with mean scores of 42.35 and 44.96, respectively. Camera 15 had
the lowest scores for scenes 6 and 1, which are green pepper and grass, respectively, and its highest
scores for scene 3 and 5, which are face and arm. This suggests that the rendering of camera 15
is preferable for scenes with human skin tone and least preferred for green familiar objects. When
we discard the green pepper scene from our evaluation, the highest ranked cameras (mean scores)
change to 12, 3, 11, 14.

Similarly, the bottom camera choices change to 15, 8, 5, 6. Camera 3, which was not among
the top 3 choices for anchor scaling became top 2 choice after discarding the green pepper scene.
Camera 5 and 6 became among the bottom choices whereas camera 20 is no longer in the bottom 4
choices, after discarding the green pepper image. For Camera 8, the scores are relatively consistent.
Its lowest scores are also for the pepper and grass scenes. Camera 20 has a very low score for the
green pepper scene but for other scenes it had score values between 40 to 60.

From Figure 3.5, we observe that, relative to the high-anchor image, scores for the green pepper
scene are low for all cameras. Whereas the arm scene performed well for all cameras, with all images
scaled high relative to the low anchor image. This could imply that some cameras do most things
well, while some may have difficulty with specific subject matter. It is important to rate a device’s
color quality based on a wide variety of content[24]. Camera 6 became among the bottom choices
whereas camera 20 is no longer in the bottom 4 choices, after discarding the green pepper image.
Figure 3.6 shows the overall result for the comparison of Rank Order vs. Anchor Scaling. For each
scene, the rank order mean preference scores were rescaled between 30 to 75 to comparison rank
order and anchor scaling experiment results. The x-axis is the camera ID number and the y-axis
is the assigned values (score value). The overall result is the average of all six scenes used in the
testing. We can observe that the results of the methods are consistent.
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Figure 3.5: The heat map for the anchor scaling results. The x-axis is the camera number from 1
to 20 and the y-axis is the number of image sets (scenes) used for the experiment. The number of
image sets used from 1 to 6 used were for grass, sky face, beach sand, hand and pepper respectively.
Darker hues represent high scores and low score for lighter hues

3.3
3.3.1

Memory Color Assessment
Experimental Setup

In this experiment, we study the color memory of the same objects as used in Experiment 1. The
GUI showed uniform patches of the approximate color of these objects as shown in Figure 3.7. The
initial uniform patch color was randomized for each of the objects. The randomization was done
within a close range of the object’s hue, and various lightness levels. The observers were asked to
adjust them according to their memory of these objects color using three sliders. (It is to note that
it is assumed that if you ask observers only about their ’memory color’ and not mention ’preference’
they will not incorporate their preference into the ’memory color’). Slider 1 was a lightness scale,
slider 2 was CIELAB a* and slider 3 was CIELAB b*. The non-color science observers were given
a brief introduction and demo about CIELAB color space and how the 3 sliders worked. We chose
CIELAB because it is a relatively perceptually uniform space. Each color patch was accompanied
with a brief description of the object it represented, like “grass”,“beach sand”, and “sky”. No
additional information was provided about the scenes in which the object was captured, since we
are concerned more about the memory color of the participant and not their ability to recall specific
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Figure 3.6: Rank Order vs. Anchor Scaling color quality assessment. The x-axis is the Camera ID
and the y-axis is the assigned score value. The red circle represent the rank order and the blue
circle the anchor scaling results.
object colors. This procedure is common across several studies involving memory color[1].

Figure 3.7: GUI for Memory Color Assessment. It displays uniform color patches of the common
objects used in CQA. The observers are asked to adjust them according to their color memory of
these objects using three sliders. Slider 1 is the lightness scale, slider 2 is a* of CIELAB and slider
3 is b* of CIELAB.

3.3.2

Result & Discussions

For the memory color experiment, we showed the observers uniform color patches for the familiar
objects used in the color quality assessment. Recreation of memory color for the objects would
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be expected to vary as the observers are influenced by factors such as geographical and cultural
background [3]. We were interested to see the consistency of the memory color of the observers and
how preferred memory color relates to the colors in the top ranked images. The results in Figure
3.8 show that the grass memory color has some linearity between the a* and b* channels as well as
lightness and chroma. The trend seems to be that people recall grass as having a saturated shade
of green. Some points are scattered from the common result point, which could be attributed to
how varied the color of grass can be geographically.

Figure 3.8: Left: Memory Color of Grass. Here, the x-axis is the a* channel and y-axis is the b*
channel. Right: Memory Color of Grass. Here, the x-axis is the a* channel and y-axis is the L*
channel.
When the observers were asked what they pictured when they were adjusting the grass color
patch according to their memory color, most of them said that it was the appearance of the turf on
a soccer field, some people recollected the color of their lawn, and a few people imagined grass on a
golf course. It is difficult to set an average on the color of grass, as it can be wet, dry, and can have
different hues in various geographical locations. For example, in hot and dry regions, the color of
grass would not be as saturated as in cooler places. Other factors that play an important role in
influencing memory color, are the time of day, season and weather.This experiment was conducted
in Rochester, NY, USA in October.
Memory Color assessment vs Color Quality assessment
We compared the results for both the experiments. The pixel color values for the images in
the data-set were averaged in CIELAB space and compared with the results of the memory color
assessment. This was done to see how close the memory color of the objects is to the actual image
and also especially to the higher or lower ranked images. We would expect some distinction between
memory and object colors, because when we think of an object’s color we generally tend to not
consider the texture and other characteristics that influence its appearance.
Figure 3.9 shows the results for the comparison between memory color and CQA for sky. We
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observe how the CQA results, represented by the circular points, are clustered on the plots whereas
the memory color results, represented by the square data points, are scattered. The a* values for
most of the CQA results vary between -10 and 10, whereas for the memory color assessment they
vary between -40 and 5. Hence, there is considerable variance in the memory color results, which
implies that people do not have consistent recollection of the color of the sky. But we can see that
observer’s memory of sky is always cyan or blue, and generally more chromatic than the original
image.
We can see from left Figure 3.9 that the lower ranked images have positive a* values, which may
be perceived as purplish. If we look at the lightness scale, on the right of Figure 3.9, there is also a
big spread of the memory color results. For CQA, the CIELAB values are very close for the most
preferred ones, which have the among highest L* values. The least preferred renditions, in contrast,
have the lowest L* values. These results suggest that people prefer the sky to be of relatively high
lightness. The memory color results also reflect this in that their L* values are almost all higher
than the image values. Further, we see that the lightness is as high as it can be for a given b*
value, which results from the adjustment being at the gamut limit of the display. This information
could prove useful for determining how sky should be rendered in a preferred color reproduction.
An explanation for the variation in memory color could be the geographical location, season,
time of day, or other reasons. Big and busy cities in countries like China and India are very polluted,
and this influences how the sky can appear. It is not entirely uncommon for the sky to have a faded
hue because of pollutants. We can see that the results for memory color are more saturated and
lighter than the color of the sky in the images. We tend to remember the color of an object to be
more saturated [1]. When asked about what they pictured for the color of the sky, many observers
spoke about how the sky looked in the morning versus the afternoon, or after rains.
Figures 3.10 show the results for the comparison between memory color and CQA for wood in
the CIELAB space. Left Figure 3.10 has x-axis as the a* values and y-axis as the b* values, and
right Figure 3.10 has a* on the x-axis and L* on the y-axis. We can see how the circular points
are clustered on the plots whereas the square data points are scattered. The a* values for most
of the CQA results vary between 20 and 40, whereas for the memory color assessment they vary
between 0 and 10. Left figure 3.10 shows that some of the memory color results come quite close
to the object color results, and we can also notice that the memory color results form a couple of
distinct clusters.
Left figure 3.10 shows that some of the memory color results come quite close to the object color
results, and we can also notice that the memory color results form a couple of distinct clusters.
If we look at the lightness scale, on right figure 3.10, there is not a large variance in the memory
color results, from 35 to 45 for most of the points. For CQA, the lightness scale varies between
60-75 for most of the points. Memory color points on this figure do not show any clusters. The
top and bottom CQA results do not show much consistency on either of the figures. This could
perhaps be because wood comes in various shades and colors, and one person’s preference for a
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Figure 3.9: Comparison of Color Quality and Memory Color Assessment for sky. The square points
are the results of the memory color assessment and the circular points are the results of CQA. The
red arrows point to the top 3 preferences and the blue arrows to the bottom 3 preferences. Left:
The x-axis is the a* channel and y-axis is the b* channel. Right: The x-axis is the b* channel and
y-axis is the L* channel.

Figure 3.10: Comparison of Color Quality and Memory Color Assessment for wood. Left, the x-axis
is the a* channel and y-axis is the b* channel. Right,the x-axis is the a* channel and y-axis is the
L* channel. The square points are the results of the memory color assessment and the circular
points are the results of CQA. The red arrows point to the top 3 preferences and the blue arrows
to the bottom 3 preference.

shade might be vastly different from another. The memory color result for wood, can be explained
as wood consists of various patterns which we do not consider when we set the color according to
our memory. Wood from different types of trees have different color appearance, so it’s hard for
us to average our recollection of different wood patterns when recalling the color of wood. Similar
results are seen in other object comparisons. As an example, for skin, we do not consider the
melanin, blood vessels, hair follicles, and freckles when we think of the color of skin. Grass has
several elements like sand, stones, dirt. The color of beach sand can also vary due to several reasons
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like objects on the beach, its wetness and other aspects. It’s difficult to average all these factors
and make a memory color. And of course, the lighting conditions, weather, geographical location
are important factors in deciding the memory color for any object. The results for the other objects
can be viewed in the appendix.

3.4

Effect of texture

This2 study is performed in two parts. The first part is aimed at memory color assessment for
familiar image scene content with four different texture levels, while the second part is aimed at
color quality assessment. The same original image scenes from the previous experiments are used.
The pictures include familiar scenes like beaches, parks, restaurants, and food. Lighting conditions
and framing are kept constant across all pictures [31]. The set of images is shown in Figure 3.11.

Figure 3.11: Original images showing various common objects in typical scenes with different types
of lighting. These images are cropped to create the stimuli for the experiments.
The contents of these images are elements common in everyday photography such as the sky,
grass, sand, vegetables, and skin. To evaluate the effect of texture on memory color assessment,
we created color patches with four different texture levels (Figure 3.13). The textures in these
patches were chosen to increase at distinct, although discrete, levels starting from a uniform color
patch on the left to Texture 1 which is fine-grained, derived from the sandstone texture property
of Adobe Photoshop R . Texture 2 is a coarse-grained texture created using Adobe Photoshop and
was made to resemble burlap, and we included a cropped section of the original image representing
the real-world scene content. For the main experiment, these four different texture levels for five
2

This chapter is based on the work published as [76]
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familiar objects were used as stimuli. For the second experiment, we showed observers five different
color renderings for each of the five familiar objects.

Figure 3.12: Patches selected from the original images.

3.4.1

Experimental Setup

Experiment 1, which examined the memory color for common objects and scene content in four
different texture types, was performed in the Perception Laboratory at the Munsell Color Science
Laboratory with the setup shown in Figure 3.14. A MacBook Pro laptop was connected to the
Eizo CG248 color display, which was used to present the stimuli to the observers. The display
was calibrated using a Photo Research Spectrometer PR-655 [73]. The wall behind the monitor
was painted gray (Munsell N5) and was illuminated by a D65 metal halide lamp filtered to have a
luminance level equivalent to that of the average image rendered on the display, 70 cd/m2. This
setting is recommended by CPIQ standards to reduce observer fatigue compared to a completely
darkened surround [74]. The display and the experiment lab light source were switched on 30
minutes before the experiment was started to maintain uniform illumination. Other lights in the
laboratory were turned off to avoid stray light. The table on which the display was placed was
covered with a gray sheet of paper to make the observer’s field of view as uniform as possible. The
observers were seated 85cm from the display. A MATLAB driven Graphical User Interface (GUI)
was used to present the stimuli and the adjustment sliders on the display, enabling users to adjust
the patches to their preferences. The background of the GUI was set to a similar gray as that of
the wall and the table sheet.

3.4.2

Procedure

The main aim of this experiment is to investigate the effect of texture on memory color preferences
for familiar objects. The elements found in many of the pictures we take on a daily basis have
textures and details in them that may affect perceived memory color. In the images used in our
study, these details could be dirt in the grass, clouds in the sky, freckles and hair follicles on
skin, damp or wet sand, etc.We want to study how observers take these details into account when
recollecting their memory color of these common elements by exploring how introducing textures
of various levels may change the memory color recollection from that of a uniform color patch.
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Figure 3.13: Image set for Experiment 1 with different levels of texture. The base color for uniform
patch, Texture 1, and Texture 2 was calculated by the average of the image patch.
The stimulus images (Figure 3.12) featured familiar scene content including human face, grass,
green pepper, beach sand, and sky. There were five familiar elements with four different texture
levels, resulting in a total of 20 images as shown in Figure 3.13. Observers were presented with
these 20 images, one at a time, in randomized order to avoid bias. The observers’ task was to
adjust the image according to their best memory of the color of the respective content. The layout
of the experimental interface is shown in Figure 3.15. There are three sliders: L∗ , which is dark
to light (left to right); a∗ , which goes from greenish to reddish (left to right); and b∗ , which goes
from bluish to yellowish (left to right). The intervals of the L∗ slider bar were linearly spaced with
a step size of 0.1, and the a∗ and b∗ slider bars were similarly linear with a step size of 0.039.
Observers were advised to use the slider button on the extreme ends of each slider bar for precise
and controlled adjustments. The UI sliders change the respective attribute on each pixel on the
image patch, so any adjustments will be reflected on the entire image. A short text description for
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each stimulus was presented on the top of the GUI. No additional information was provided about
the scenes. This procedure is common in previous studies involving memory color [17, 31]. The
observers were adapted to the room lighting while reading the instructions, which took about 5
minutes. The average time taken for this experiment was 30 minutes.

Figure 3.14: Experiment 1 setup, which consists of a display showing a GUI consisting of a textured
familiar object patch. The observer adjusts the L*, a*, and b* sliders according to their memory
color.

Figure 3.15: GUI for memory color assessment. It displays texture patches of common objects. The
observers are asked to adjust them according to their memory color of these objects using sliders.
Slider 1 is a lightness scale, slider 2 is a* of CIELAB, and slider 3 is b* of CIELAB.
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3.4.3

Results

For the memory color assessment, we showed the observers four different textured patches of familiar
image scene contents and asked the observers to adjust them according to their memory of the
color of the scene content. From the previous research results, it has been observed that uniform
patches alone are not enough for observers to recreate the color [17]. It was hypothesized that
additional information about the object that texture provides would help observers recreate colors
more precisely, leading to increased observer consistency. It was also expected that the recreation
of memory color would vary as the observers are influenced by factors such as geographical and
cultural backgrounds [3].

Figure 3.16: Memory color of grass.(left)The x-axis is the a* channel and the y-axis is the b*
channel.(right)The x-axis is the chroma, C* channel, and the y-axis is the lightness, L* channel.
The ellipses define the 90% confidence interval for the data points. The color of ellipses defines its
respective color data points.
Figure 3.16 shows the four different texture types for grass and presents the results for the
memory color of grass in CIELAB space. The plot on the left of Figure 3.16 has a* values on the
x-axis and b values on the y-axis. The ellipses are the 90% confidence interval for the respective
textures. The color code: red, blue, black and white are uniform, texture 1, texture 2 and image
patch representation and their corresponding ellipses. The data points represent the observers’
adjusted L∗ , a∗ , and b∗ values. The results show that the adjusted memory color for the uniform
patch spreads from -90 to -20 in a∗ and 20 to 60 in b∗ . For Texture 1, which is a sandstone texture,
the ranges are narrower, with an a∗ range of -50 to -20 and a b∗ range of 20-50. A similarity in
appearance is observed between Texture 1 and grass. Texture 2 has a burlap structure, which is
dense and differs in appearance from grass. The range is spread out more for a∗ and b∗ from -80
to -20 and 25 to 55, respectively. The image patch, which is an image of actual grass, has the most
consistent result. The a∗ ranges from -40 to -20 and b∗ ranges from 25 to 50. From appearance, we
can see that Texture 1 is more similar to the image patch and that may, therefore, be the reason
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why its ellipse is more like that for the image patch. Note that if the two outliers on the left were
removed, the ellipse for Texture 2 would also be fairly similar to that of the image patch, meaning
both textures produce results more like the image than does the uniform patch. In addition, note
that the image patch ellipse is a subset of all the other four textures, which means that all the
points within the white ellipse can also represent the other three texture types.
The right side of Figure 3.16 shows a pattern similar to that described for the left side. Overall,
the lightness scale ranges from 30 to 60, whereas the chroma scale has a wider range from 30 to
90. Overall, the observers’ data points are more clustered toward 40-60 for chroma and 40-50 for
lightness. The uniform patch and Texture 2 are the most scattered, whereas Texture 1 and the
image patch are less scattered and more consistent, indicating that Texture 1 has an effect similar
to that of the image patch.

Figure 3.17: Memory color of sky.(left)The x-axis is the a* channel and the y-axis is the b* channel.(right)The x-axis is the chroma, C* channel, and the y-axis is the lightness, L* channel. The
ellipses define the 90% confidence interval for the data points. The color of ellipses defines its
respective color data points.
Figure 3.17 shows the four different texture types for sky and present the results for the memory
color of sky in CIELAB space. The plot on the left of Figure 3.17 and has a* values on the xaxis and b* values on the y-axis. The ellipses are the 90% confidence interval for the respective
textures. The color code: red, blue, black and white are uniform, texture 1, texture 2 and image
patch representation and there corresponding ellipses. We can see that the overall results for sky
are more consistent than those for grass. For the uniform patch, a∗ ranges from -10 to 10 and
ranges from -70 to -30. For Texture 1, a∗ ranges from -23 to 10 and b∗ ranges from -70 to -30.
Texture 2 is the most scattered with a∗ ranging from -30 to 20 and b∗ ranging from -70 to -35. The
image patch is the most consistent patch. We can observe that the uniform patch and the image
patch are similar in appearance except for the clouds in the image patch, which is the reason why
the red and white ellipses are closer to each other. It is hard to imagine the sky with any form of
texture because it is not natural to see a textured sky, which likely explains why it was harder for
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observers to adjust the memory color patches for Textures 1 and 2. The image patch ellipse is a
subset of the other four textures.
The plot on the right of Figure 3.17 shows a consistent chroma level for all texture types ranging
from about 22-62. The lightness level ranges from 50 to 90. We see that the image patch ellipse is
again the most consistent one. The intersection of all four textures consists of the majority of the
data points. The lightness for the uniform patch is more scattered because a uniform patch puts
no limit on the memory color of the observers, which means observers can imagine the sky on a
wide scale of lightness levels. We can notice that as the lightness values increase, the chroma values
decrease. We have seen the same results in previous research [17]. A similar chroma line pattern is
followed by all textures except the image patch, which is an actual image of the sky with a cloud.
The image patch does limit the memory color because of the presence of the cloud. Increasing
the overall lightness of the image patch would affect the appearance of the cloud in the image by
washing it out and making it look unnatural, which essentially discourages the user from adjusting
the lightness further.

Figure 3.18: Memory color of skin.(left)The x-axis is the a* channel and the y-axis is the b*
channel.(right)The x-axis is the chroma, C* channel, and the y-axis is the lightness, L* channel.
The ellipses define the 90% confidence interval for the data points. The color of ellipses defines its
respective color data points.
Figure 3.18 shows the results of skin, which has always been an important memory color due
to communications importance regarding emotion and health; attracts attention and drives the
perception of image quality. Skin tone is the most dominant element among other familiar objects
in a scene [12, 77]. The skin image patch is much more different from the uniform and texture
patches than the other memory colors evaluated. It is important to note that the image patch data
points are the average of only the face area, excluding the lips, hair, eyes, etc. It is challenging
to imagine just a skin textured patch without the context of the body parts. This may be the
reason why the white ellipse overlaps somewhat less with the other texture types. We can see that
the overall a∗ range is quite consistent, which is from 2.5 to 22.5 and b∗ is from 0 to 40. This is
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the most consistent memory color among all that were tested, which is in agreement with previous
studies[17]. It is understandable for observers to recreate the color of skin with precise hue due to
its familiarity. The majority of the data points for Textures 1 and 2 are within the image patch
ellipse. Texture 1 seems the closest match to the actual skin areas of the image patch. Texture 2
has more points scattered, which is likely because the texture is much harder to imagine than is
skin. More variation can be seen in the lightness level relative to the a∗ and b∗ variations (right
side of Figure 3.18). The overall range for lightness is 60-95 units. The chroma for most of the
data points is in the range of 12-32. A majority of the data points are within the intersection of
all texture ellipses, indicating that there is good agreement irrespective of the texture type. The
Texture 1 ellipse is closest to that for the image patch, indicating that the sandstone texture is the
best representative of skin among the three non-image textures tested.

Figure 3.19: Memory color of green pepper.(left)The x-axis is the a* channel and the y-axis is the
b* channel.(right)The x-axis is the chroma, C* channel, and the y-axis is the lightness, L* channel.
The ellipses define the 90% confidence interval for the data points. The color of ellipses defines its
respective color data points.
Figures 3.19 show the results for green pepper. This was the most inconsistent and scattered
result among all the memory colors tested. This suggests that observers have a less consistent idea
of the color of green pepper, possibly because this color varies around the world. The a∗ data
points range from saturated artificial green pepper to pickled green pepper. The image patch of
sliced green pepper has a large range for a∗ from -60 to -15 and for b∗ from 30 to 60. The white
ellipse is not a complete subset of the other three texture types, possibly because it includes the
white internals of pepper, which are not included while adjusting the memory color of pepper for
the other three textures. The intersection of all four patch types contains most of the data points,
ranging from -60 to -20 in a∗ and for b* from 30 to 50.
Lightness and chroma have a wide range for green pepper as seen on right plot of Figure 3.19.
Texture 1 has a smaller ellipse than Texture 2 and the uniform patch, which means that it is
easier to imagine pepper while adjusting memory color. As shown in 3.19, the image patch data
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Figure 3.20: Memory color of green pepper without the inner white part. The x-axis is the chroma,
C* channel, and the y-axis is the lightness, L* channel. The ellipses define the 90% confidence
interval for the data points. The color of ellipses defines its respective color data points.
points have higher lightness values. To evaluate the effect of white pepper parts on the memory
color result, the average color was calculated for only the outer skin of green pepper (Figure 3.20).
Interestingly, the image patch ellipse overlaps with the other three textures. Moreover, the lightness
value decreases and the chroma increases. These shifts result in a higher similarity to observers’
memory of the color of green pepper, indicating that the white parts are not averaged in human
memory while adjusting the pepper texture patches.

Figure 3.21: Memory color of beach sand.(left)The x-axis is the a* channel and the y-axis is the b*
channel.(right)The x-axis is the chroma, C* channel, and the y-axis is the lightness, L* channel.
The ellipses define the 90% confidence interval for the data points. The color of ellipses defines its
respective color data points.
Figure 3.21 shows the results for the beach sand. All the ellipses have similar shapes and sizes,
which is likely because it is easy to imagine textured beach sand 3.21. All the data points overlap
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with each other. The uniform patch has a slightly greater range on a∗ and b∗ as compared to the
other textures because it is a uniform patch and sand is not uniform. The b∗ ranges quite a lot for
all textures, possibly because of the geographical differences among the observers. The b∗ range
varies from 0 to 60 due to different time, weather, and season experiences. During winters, sand
appears to be colder (bluish), whereas during summers, it appears to be warmer (yellowish).
In the right plot of Figure 3.21, the ellipses generally overlap. The lightness scale ranges from
60 to 90, and chroma has a wide range from 0 to 70. It is interesting to note that the results are
more consistent for Texture 1 than the image patch. This is the only familiar object for which one
of the non-image textures has a smaller ellipse than the image patch. The experimental results
indicate that the image patch generally has the lowest variability in the observers’ selected memory
colors and that the texture patch that most closely resembles the image content has the next lowest
variability.

3.5

Memory vs. preferred quality assessment

3.5.1

Experimental Setup

This experiment was carried out using a similar setup to that of the previous experiment except
that it was conducted during Imagine RIT 2019, which is a technical festival that takes place at the
Rochester Institute of Technology, which is typically attended by about 30,000 people from a wide
range of cultural backgrounds, ages, and professions. We wanted to take this opportunity to show
people what we do by encouraging them to take part in the study. The experiment was conducted
in the corner of a large room where a black cardboard was placed behind the display, as shown in
Figure 3.24, to avoid glare and reflections. The room lights were turned off, but there was some
illumination from daylight. The luminance level was 67 cd/m2 , which is similar to the Experiment
1 setup.

3.5.2

Procedure

In this experiment, we evaluated the preference for color quality for familiar scene content including
grass, sky, beach sand, skin tone, and green pepper. There were five objects, each with five different
color renderings. Therefore, the total image set comprised 25 images as shown in Figure 3.22.
Among these five different color renderings, three were selected from the authors’ previous research
on rank order color quality assessment [17]. The other two renderings, two medoids, were selected
from the 30 observers’ data set from the memory color preference experiment. The process for
calculating these medoids was as follows. The outliers were excluded using the MATLAB outlier
function value; 2-mean clusters for the textured adjusted points were calculated along with the
medoids for these two clusters. These two points were then used to color-render two stimulus
images. In Figure 3.22, the rank 1, rank 2, and rank 3 columns indicate that these images are
ranked 1 (highest preference), 2, and 3, respectively, in the authors’ previous rank order CQA.
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Figure 3.22: Image set for Experiment 2, color quality assessment. Rank 1, rank 2, and rank 3 are
the top three selected images from the rank order experiment. Medoid 1 and medoid 2 are the two
classes that represent the result of the memory color assessment experiment.

Medoid 1 and medoid 2 represent the images that were color-rendered based on memory color
assessment. Figure 3.23 includes an example of two medoid renderings for sky.
This experiment used a paired comparison protocol with a total of 50 pairs. The GUI displayed
two images side by side as shown in Figure 3.25. The order of these pairs was randomized to
avoid bias. The observers selected their color quality preference using the left and right arrow keys,
which corresponded to the left and right images. Observers adapted to the room lighting while
receiving instructions, which took about 5 minutes. The average time taken for this experiment
was 10 minutes. A validation test was performed using the same procedure as that for the the main
experiment except for the slight variations in the experimental setup discussed in 3.4.1.

3.5.3

Result & Discussions

The results of the second experiment, in which perceived color quality using stimuli rendered from
the results of the earlier rank order CQA and the memory color assessment of Experiment 1 were
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Figure 3.23: The top image shows the 20 sky image renderings from 20 different cameras, and green
highlights are the top three preferred ones from previous rank order study. The bottom figure shows
the clustering of all 30 observers’ data points from memory color experiment. The red and blue
are the two clusters using 2medoid MATLAB function, and black X marks represent the 2 medoid
rendering points.

evaluated, are shown in Figure 25. The x-axis is labeled with the familiar objects, and the y-axis
is the scale value, which is calculated using Thurstonian analysis [69]. The error bar represents the
standard deviation. The preference order is converted to a frequency matrix, which is then divided
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Figure 3.24: Experiment 2 setup during Imagine RIT, which consists of a black sheet to avoid
any interference of light. The GUI consists of two familiar object patches side by side, where the
observer picks the one they prefer based on color quality.
by the total number of observers to obtain the proportion matrix. Following this, the z-score values
are calculated for the proportion matrix. These z-score values, here referred to as scale values, are
normalized to avoid dealing with negative numbers.
Figure 3.26 describes the preference result for each familiar object. The red error bar represent
naı̈ve observers and blue represent color science experts, with error bars representing 95% CI. For
naı̈ve observers (red error bars), as we see in Figure 3.26 (top left), for grass, medoid 1 is the most
preferred. Figure 3.22 shows that medoid 1 is lighter and has a higher chroma than the others.
This means that an observer’s memory color and color quality preference are the same for grass.
Humans tend to discount shadows, textures, etc. and remember colors to be more saturated, and
they prefer the same [1]. The scale values among the rest of the images are similar, which means
that observers were not sure about their choices when comparing the other four images. For sky
in Figure 3.26 (top right), rank 1 and medoid 1, which are more saturated than the other three
renditions, have higher scale values. Ranks 2 and 3 have similar scale values, which suggests that
the observers like them equally. Medoid 2 is the least preferred one as it has a slight purple tint to
it. Previous research has shown that people dislike purplish sky [17]
For the beach sand, the rank 2 image, the rank 3 image, and the medoid 2 image are preferred
to the rank 1 and medoid 1 images. These top three preferred images all have a sunny warmth to
them as shown in Figure 3.22. Also, we can see in the original image of the beach sand in Figure
3.11 that the sky is slightly cloudy, but the weather is mostly warm. The results indicate that the
observers do not like the grayish tint to beach sand, which is seen with the rank 1 and medoid 1
lower scale values. Beach sand may be mostly imagined with sunny, warm weather. It is rare for
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Figure 3.25: Image set for Experiment 2, color quality assessment. Rank 1, rank 2, and rank 3 are
the top three selected images from the rank order experiment. Medoid 1 and medoid 2 are the two
classes that represent the result of the memory color assessment experiment.

people to visit a beach when it is raining, which implies that there is a rare memory of a rainy
beach.
The color quality and memory color for skin do not agree. Our results indicate that observers
like blemish-free, rosy pictures of faces, whereas their memory color tends to be simpler and warmer.
The rank 3 image is the least preferred one. Observers prefer the rank 1 patch the most. The rank 2
and medoid 1 and 2 patches have similar scale values, which means that observers had a hard time
deciding the best among these three. Similar to skin, for green pepper, the color quality preferences
are different from the memory color assessment. Performing the color quality assessment was an
easier task for the observers than the memory color assessment. Medoid 1 and 2 images show
observers’ memory of pepper color, whereas ranks 1, 3, and 2 are what observers would prefer the
image to look like. There is a huge difference in the scale values for the CQA images and memory
color images. We can see that medoid 1 is effective for grass and rank 3 for green pepper. Rank 1
is highly preferred for green pepper, sky, and skin tone.
The blue error bars in figure 3.26 show the results of the validation of Experiment 2 performed
by Munsell Color Science Laboratory observers. The error bars represent a standard deviation of
0.0918. We can see that the overall scale values are higher, which means that there is good agreement among the observers on their preferences. For grass, the most and the least preferred are the
same as those in Experiment 2, but there are some differences among the other three images. The
naı̈ve users did not distinguish between these three images, whereas the Color Science observers
preferred medoid 2, a memory color image, which is more realistic, to the rank order images. The
same pattern is followed for the sky image as well. Beach sand preference aligns for the naı̈ve and
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Figure 3.26: The preference result for each familiar object. Top left to bottom right: grass, sky,
sand, skin, pepper.The x-axis are the 5 different renderings and y-axis is the scale values, higher
value means higher preference. The red points represent naı̈ve observers and blue the Munsell Color
Science Lab observers, with error bar represent 95% CI.

Color Science observers. For skin, the top preference is the same, but the lowest scaled image is
different. For the naı̈ve observers, the lowest scaled image is the rank 3 image, while for the Color
Science observers, it is Medoid 1. This difference could be because of the difficult judgment of
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Figure 3.27: The preference result for each familiar object with all observer groups combined. The
x-axis represents different familiar objects and y-axis represents the preference score. Different
color error bar represents different renderings.
lower quality. The remaining three images are equally scaled for both sets of observers. For green
pepper, the first and the second preferences have a slight difference, but the preference order for
the rest is the same. Overall, these results are in general agreement with the naı̈ve results, thereby
providing validation.
The overall results suggest that, on average, for both naı̈ve observers and trained color scientists,
the familiar image content and textures play an important role in preferred color rendering. We
also notice that the scale value differences are higher among MCSL observer preferences meaning
there is less noise and stronger preference among them as compared to naive observers. We see a
similar preference trend among both observer category especially for the top and bottom preference
for each memory object.
Since we see a similar trend among both observer categories we combined the results of naive
and MCSL observers as shown in Figure 3.27. We notice that medoid 1 is top preference for grass
whereas not for other objects. Rank 1 is top for sky, skin, and pepper but among lower preference
for the other two. This indicates the rendering preferences vary for different objects. We also see
different degree of agreement within one object. For example, beach sand has smaller differences
within its preference which indicates it was a difficult choice to make. On the other hand for green
pepper the preference decision was clear among observers.
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Chapter 4

Preferred White Balance for
Application using Virtual Background
4.1

Motivation

The outbreak of COVID 19 has caused a global pandemic that has lead to upheaval of our dayto-day life. Video conference calls have become a necessity for many during these times. Schools,
hospitals, technology industries and many other businesses, have started using video conferencing
calls as the prime medium of communication, in order to follow the social distancing protocols and
keep employees and their communities safe and healthy. There are many concerns we face during
the use of a video conference calls, including audio and video quality. These qualities may vary
based on the device being used for the video conference call; laptop, smartphone, desktop, or a
tablet. Most people tend to use laptops.
It is challenging to have perfect lighting and an acceptable background in one’s home environment where video conference calls most often take place, which is why people have started to use
virtual backgrounds. Using a virtual background provides a more professional look and helps to
solve the problem of finding effective lighting, to some extent. However, the lack of color/white balance between the subject’s face in the foreground and the virtual background becomes aesthetically
unappealing. Studies have shown that facial color is important in communication, particularly of
emotions and health, making this a relevant research question [11] [10].
The objective of this study is to investigate the preference of an image with a virtual background
scene and a foreground with subjects of different skin tones, captured under different light sources.
The backgrounds used in virtual communications are of a wide variety, ranging from a simple,
plain background to attractive scenery. These background scene images are often captured under
different, sometimes mixed, lighting conditions. The foreground subject uses the device camera that
detects the room lighting and sets the color balance of the skin tone, or simply captures the image of
the subject. The subject lighting can range from completely indoor to completely outdoor. Due to
these different lighting environments of the foreground and background, we experience distraction
51
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from the main aim of a video conference call making this issue important to address.
This1 is the first study, to the best to our knowledge, where images with virtual background
scenes have been used with a subject in the foreground. This study was performed “online” meaning
each observer performed it on their system, enabling us to have a diverse population of observers,
which broadens the generalizability of our results [79]. A study by Jiang et al., shows a strong
correlation between results for a lab setup and a web-based experiment for perceived image quality
preferences of soft copy reproduction of fine art images [80].
The results from these studies can be used to improve the image quality for video conference
calls provided by software companies such as, Zoom, Cisco Webex, Microsoft Teams, Google Meet,
and many more. This study will provide some clarity with regard to preferred white balance under
multiple lighting conditions and may be used as a basis for computational photography techniques
for white balance improvements. The movie industry, where they have started to use virtual
backgrounds rather than green screens, can also benefit from this approach. The television news
industry has been using composited foregrounds and backgrounds for many years now, in which the
studio where the new reporter sits has indoor lighting while the backdrop scenes may have different
lighting. Sometimes these discrepancies are disconcerting for the viewer.

4.2

Image Stimuli Creation

In this research, we performed two experiments: the first one was aimed at evaluating white balance
preference for images with different virtual backgrounds having one of five different levels of color
temperature and with subjects having one of three different skin tones in the foreground. Based on
the results of the first study, a second study was performed aimed at white balance preference for
images with different background scenes, each shown at five different levels of color temperature,
and with a subject in the foreground having one of three different skin tones each shown at three
different color temperatures.
The backgrounds included some familiar scenes as shown in Figure 4.1: Grand Canyon, a flower,
Golden Gate Bridge, a lake with water, sky, and trees; an autumn tree, and water flowing with
rocks and snow. A few unfamiliar scenes include a ColorChecker and a university (RIT) campus
with bricks and a sculpture. These scenes were not familiar to the naı̈ve observers, which is about
70% of the total observer set whereas they are familiar to the observers from the Munsell Color
Science Laboratory (MCSL). The contents of these background scenes are representative of those
commonly used as virtual backgrounds in online video platforms.
The selected background scenes had different lighting conditions in order to incorporate various
lighting environments. The CCT of these pictures were between 4000K to 5500K at the time that
the pictures were taken. The contents of these pictures were selected to cover a wide range of
commonly used virtual backgrounds in online video calls. To study the effect of various skin tones,
the foreground subjects were of three different skin tone categories: light, medium and dark. Our
1
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Figure 4.1: The virtual background scenes used in test images for the experiments.

Figure 4.2: The original subject images. The left, center and right images are captured using a
FujiFilm XT-100, iPhone 8 Plus and iPhone 11 Pro Max camera respectively.

categories for these skin tones are based on the reference of the GretagMacbeth ColorChecker “dark
skin” and “light skin” patches [81]. We wanted to cover a range of skin tones so we choose three
different skin tones: “light” which is equal to or lighter than the “light skin” skin patch, “medium”
is between the “dark skin” ColorChecker patch and “light skin” ColorChecker patch and “dark”
is equal to or darker than the “dark skin” patch of ColorChecker. Figure 4.2 shows images of the
three main subjects featured in this study. The light skin tone image was captured by a DSLR
FujiFilm XT-100 in outdoor shadow in Rochester, NY, USA in early afternoon in the middle of
April, the medium skin tone was captured by an iPhone 8plus indoors with some outdoor lighting
in London, UK just after noon in mid-April and the dark skin tone was captured by an iPhone 11
Pro Max in outdoor shadow in Cupertino, California, USA at mid-afternoon in mid-April. Adobe
Photoshop R was used to first mask the face of the subjects and then layer on top and center of the
background scene to make a whole image, to mimic today’s “real” world online video call scenario.
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We obtained permission from the photographers and people pictured to use these background

scenes and foreground subjects in our experiments. We understand that the ideal situation for
taking pictures of the subjects would have been under the same controlled lighting environment
representing a real life scenario however, these images are representative of what we currently see
in online meetings.
For the first experiment, observer preference was studied for different levels of color temperature
for the background scenes keeping the color temperature of the foreground subject constant. For the
main experiment, we evaluated an image with different color temperatures for both the background
scene as well as for each subject in the foreground.

4.3

Experimental Setup

The Graphical User Interface (GUI) used to present the stimuli for both experiments was designed
using MATLAB R . It was then compiled using the MATLAB Compiler, which enabled us to share
the program as a standalone application that then could be then run by each observer on their
system. The application was created for MacOS and Windows. 70% of the observers used an
Apple laptop with Macintosh R operating system and the remaining observers used a Microsoft
Windows R operating system on various different laptops. Observers were instructed to run the
experiment on a laptop only and not to use any secondary monitor, to keep the screen size similar
for all observers and also because laptops are commonly used for day-to-day work at home. The
laptop sizes were between 13” to 15”. A Graphical User Interface (GUI) was used to present the
stimuli pairs and the left and right arrows on the keyboard were used to make the selection. The
background of the GUI was set to a neutral gray as shown in Figure 4.3. A progress % indication
was shown on the bottom right of the GUI.
To keep the display profile consistent, the observers were given instructions to set their display
color space to sRGB IEC61966-2.1, turn on the automatic brightness adjustment, and to turn off
Night Shift.
To create a setup similar in nature to a laboratory environment, the observers were instructed
to use a table and chair work space setting with about a 30cm distance between the laptop and
the observer, avoiding any kind of flare. They were also instructed not to view any other screens,
including phones, while participating in the experiment. Figure 4.4shows a user performing the
study indoors at home with some outdoor lighting.
Observers were asked to report their surround conditions, time of the day and color temperature
of the light source (if possible) after they performed the experiment. Observers were asked not
to perform the study in a completely dark environment in order to reduce observer fatigue, as
recommended by CPIQ standards [74]. Traditionally, we perform such experiments using the same
setup with the same lighting conditions for all observers, however all of our studies were performed
remotely, indoors with some outdoor lighting. There are potential issues using separate computers
and lab setups such as, display type, screen size, operating system, viewing angle between the
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Figure 4.3: The graphical user interface for both the experiments.

screen and the observer, the pixel size, surround viewing conditions. However, a study by Sprow
has shown that image quality preference in paired comparison experiments is robust to some of
these issues. For example, screen size, surround viewing conditions and operating system, showed
no significant difference between results obtained under controlled laboratory and uncontrolled
web scenarios when performing a Thurstonian paired comparison of relative image quality [82–84].
Another study of image quality preference also shows that the results remained stable regardless
of changes in viewing conditions [80]. These studies give us confidence that our results will be
comparable to those that would have been obtained in the lab since our study uses a Thurstonian
paired comparison technique and has somewhat more controlled experimental conditions.

4.4

Observers

There were a total of 45 observers for the first experiment among which 12 were female and 33 were
male. All of the observers self-reported normal color vision and normal or corrected to normal visual
acuity. For the second experiment, 50 people participated with 15 females and 35 males. Among
the 50, 35 observers were those who also performed the first experiment. Of the 35 observers who
completed both of the experiments, fifteen had a color science background whereas the others did
not. The observers were free to stop the experiment whenever they wanted. The observers were
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Figure 4.4: An observer performing the study from home. Similar setups were used by other
observers.
demographically diverse, including in age, gender and nationality in order to better encompass a
wider range of people. The observers comprised a range of skin tones including Caucasian, Asian,
African American. The research was approved by the RIT Institutional Review Board (IRB) for
Human Subjects Research.

4.5

Procedure

In a typical video call scene with a virtual background we see that the foreground subject is usually
illuminated by a different light source than the virtual background. To evaluate the effect of these
differences in light sources in the foreground and background, we created different levels of white
balance for the background images and foreground subjects.

4.5.1

Experiment 1

To evaluate the effect of color temperature of the background picture on the image as a whole,
we created five different color temperature levels per background picture, as shown in Figure 4.6.
These CCT values were chosen to increase at distinct, although discrete levels, starting from a
cooler (CR) appearance on the left, to cool (C), to neutral (N) on the center which is the original
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Figure 4.5: A flowchart describing the number of total paired comparisons for both the experiments.

CCT of the image, to warm (W), to warmer (W) on the right.
It is important to note that these CCT values were different for each scene because of the differences in the original image camera and scene illumination. These CCT values were predefined
based on the author’s knowledge and a small pilot study. For simplicity, we will use the same terminology, i.e., cooler, cool, neutral, warm and warmer, for all scenes, in reference to the appearance
of the scene.
The top part of the Figure 4.5 illustrates all the paired comparisons presented to the observers
for Experiment 1. There were a total of eight virtual background scenes with five different color
temperatures, and three different skin tones of the subject in the foreground. The total number of
paired comparisons were 10, per scene per skin tone, n(n − 1)/2 where n is the number of stimuli
i,e,. five different levels of Color Temperature. Hence, the total number of paired comparisons for
eight scenes and three skin tones equals 240 pairs. These 240 pairs were divided in 4 blocks, each
block containing 60 of these original pairs, 10 of the predefined standard pairs, which were repeated
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Figure 4.6: The background scenes with five different color temperature rendering appearances.
Left column to Right column: cooler (CR) appearance, Cool (C), Neutral (N), Warm (W) and
Warmer (WR) in appearance, respectively.

in all 4 blocks, and repeats of the first 10 pairs of each block at the last 10 locations of each block.
Repeating first and last 10 pairs of each block was done to evaluate intra-observer consistency
and the standard pair repetition for ensuring inter-observer consistency. The pairs within each
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block were the same for all observers but the sequence of blocks and pairs within each block were
randomized. The design of the experiment consisted of the blocks to maintain a balanced set of
pairs for the case of an observer deciding to leave the study before finishing it completely.
Observers were presented with a total of 320 pairs, one pair at a time, side by side, in randomized
order to avoid bias. The observers’ task was to select the image they find more aesthetically
appealing, using left and right arrow keys. The layout of the experimental interface is shown in
Figure 4.3. No information was provided about the scenes or the subject. The observers were
provided with instructions on how to setup and perform the study from home. While reading the
instructions, the observers were adapting to their room lighting, which took about 10 minutes. The
average time taken for this experiment was 15 minutes.

4.5.2

Experiment 2

The main aim of this experiment was to investigate the preferred white balance for different skin
tones under multiple light sources for online platforms, such as Zoom video calls, internet news
channel etc, where an image with a person is in the foreground and a virtual scene is in the
background, both with different color temperatures.

Figure 4.7: Experiment 2 background scenes with two different color temperature renderings, one
being the Neutral (N) and the other being the top preferred from the results of the first experiment.
Additionally, studies have shown that a skin tone is the most dominant element in a scene
among other familiar objects [12] so we wanted to study how observers pick their preference when
the image contains a background scene with a foreground subject, both with varying white balance
appearances.
After the analysis of the first experiment we designed the second experiment. We selected the
five background scenes that showed the strongest white balance preferences among the eight scenes.
Both of the unfamiliar scenes were included because the results showed a difference in preference
between the naı̈ve and color science observers. More details are provided in the results section. We
used two different CCTs for the background scenes: the neutral and the top preferred from the first
study, as shown in Figure 4.7. The main aim of this experiment was to evaluate the effect of not
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Figure 4.8: The three subjects comprising the foreground in the stimuli images, with three different
skin tones: top row-dark, middle row-light and bottom row-medium, with three different color
temperature renderings; first column-cool, middle column-neutral and right column-warm.

Figure 4.9: The stimuli images presented in experiment 2 for canyon background scene.
just the varied background scene but also of the varied color temperature of the foreground subjects.
The foreground subject images were created with three different color temperatures as shown
in Figure 4.8, the center column is the original image, the left and right columns are the cool and
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Figure 4.10: The stimuli images presented in experiment 2 for autumn background scene.

Figure 4.11: The stimuli images presented in experiment 2 for color checker background scene.

Figure 4.12: The stimuli images presented in experiment 2 for lake background scene.

warm appearance, respectively. However, the left image served as the original for dark skin tone
because the original dark skin tone picture had a bluish tint to it due to the surround lighting at
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Figure 4.13: The stimuli images presented in experiment 2 for RIT sculpture background scene.
the time of capture. So the warm scaling was done twice to make it appear “neutral” and “warm”.
The bottom flowchart of the Figure 4.5 illustrates the total paired comparisons presented to
the observers for the main experiment. Each subject was paired with its three different color
temperatures per background scene for each of its two different color temperatures, totaling 225
paired comparison combinations. Background scenes, without a foreground, were also compared,
i.e, 5 pairs, one for each background scene. Similar to the first study, ten predefined standard
pairs were also presented as stimuli. This experiment used the same design as the first study:
four blocks with each block containing 65 pairs for a total of 260 pairs presented to each observer.
Figure 9 shows all of the stimuli images presented to the observers. Additionally, a verification
experiment was performed to investigate the preference for foreground subjects only, against a
neutral background. The test stimuli images are shown in Figure 4.8.
Observers were presented with two images side by side and instructions along the top of the
screen to select the one that is most aesthetically pleasing using the left and right arrows keys.
No information was provided about the scenes or the subjects. The observers were provided with
instructions on how to setup and perform the study from home. While reading the instructions,
which took about 10 minutes, the observers were adapting to their room lighting. The experiment
took approximately 15 minutes. The layout of the experiment was same as the first study.

4.6
4.6.1

Results & Discussion
Experiment 1-varying background

In the first experiment, observers were asked to assess images with a subject in the foreground and a
background scenes, using a paired comparison approach. The foreground subject had three different
skin tones and the background had eight different scenes, each with different color temperature
appearance.
It was hypothesized that smaller color temperature difference between the background scene
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and foreground subject would lead to higher observer likeability. It was also expected that the
familiarity of the background scene will have an influence on the white balance preference of the
image.
The results of the preferred color temperature for all eight different background scenes are
shown in figures 4.14 to 4.17. The x-axis is the five different color temperature appearances, y-axis
is the scale value, calculated using Case V Solution of Thurstonian Analysis [69]. The observer
preference was recorded as a frequency matrix which was then converted to a proportion matrix
for which the z-score values were calculated. These z-score values, referred to here as scale values,
were shifted to avoid dealing with negative numbers. The error bar represents the Montag 95%
Confidence Interval(CI) estimated using Monte Carlo simulations [85]. For further information on
the Thurstonian Analysis and estimated Montag 95% CI, see the reference.
The bars represent different categories of observers. As the legend describes, blue represents
the 15 MCSL observers, green the 30 naı̈ve observers and orange is for all 45 observers combined.
The CI error bar for all observer categories is 0.0227, for MCSL observers is 0.0717, and for naı̈ve
observers is 0.034.

Figure 4.14: The results for the first experiment for all skin tones.The orange, blue and green error
bar represents: all, MCSL and naı̈ve category respectively.The error bar represents Montag 95%
CI. The x-axis is the color temperature appearance for background, CR: Cooler, C:Cool, N:Neutral,
W:Warm and WR:warmer, and the y-axis is the scale value. Left to Right skin tone: Dark, Medium
and Light respectively. Top row to Bottom row scenes: Canyon and colorChecker respectively.
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Figure 4.15: The results for the first experiment for all skin tones.The orange, blue and green error
bar represents: all, MCSL and naı̈ve category respectively.The error bar represents Montag 95%
CI. The x-axis is the color temperature appearance for background, CR: Cooler, C:Cool, N:Neutral,
W:Warm and WR:warmer, and the y-axis is the scale value. Left to Right skin tone: Dark, Medium
and Light respectively. Top row to Bottom row scenes: Flower and Golden Gate respectively.
As shown from Figures 4.14 to 4.17, five out of eight scenes - Canyon, Autumn, RIT, Snow and
Flower - show a common trend of increasing preference as we go from cooler to warmer. However,
there are small differences among different observer categories and different skin tones for some of
these scenes.
As we see in the first row of figure 4.14, the Canyon scene, the preference scale value increases as
we go from cooler to warmer appearance for all categories of observers and all skin types. Canyons
usually have a warm appearance, which makes this preference understandable. Among the skin
tones, for the medium skin, observers have a stronger preference for warmer appearance than for
the other two skin types. It also appears that the illumination on the medium skin tone subject is
more similar to that of the warmer background, which makes the decision easier for observers.
There are significant preference differences between the naı̈ve and MCSL observers for the ColorChecker scene because, for Color Scientists, a ColorChecker is a familiar item that is used as a
calibration target and its bottom left patch is often considered to be “white”. We notice that the
MCSL observers have close scale values for cool and for warm appearance for the dark skin tone
in the second row of Figure 4.16. This imply that there are two sets of people among the MCSL
group, one who prefers the ColorChecker white patch to be “white” as the subject’s illumination
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Figure 4.16: The results for the first experiment for all skin tones.The orange, blue and green error
bar represents: all, MCSL and naı̈ve category respectively. The error bar represents Montag 95%
CI. The x-axis represents the color temperature appearance for background, CR: Cooler, C:Cool,
N:Neutral, W:Warm and WR:Warmer, and the y-axis represents the scale value. Left to Right skin
tone: Dark, Medium and Light respectively. Top row to Bottom row scenes: Lake and Autumn
respectively.

and another set of people who prefer to see the “white” as warm. We also notice that for the
light skin tones, the preferences among the MCSL and naı̈ve observers are quite opposite for the
two extreme appearances. The cool appearance has higher MCSL observer preference and lower
preference for naı̈ve observers, for all skin tones. Conversely, the preferences are reversed for the
warmer appearance. Further, the warmer ColorChecker is least preferred for medium skin tone
whereas it is the second most preferred for the dark tone, which indicates that the subjects have
impact on the results.
For the Flower background, the preferences increase as we go from cooler to warmer appearance.
The preferences were consistent among all observer categories for all skin tones.The top three
preferences; neutral, warm and warmer, have very similar scale values indicating less agreement
for one strong preference. The flower has a yellow appearance which makes it more likable in a
warmish lighting, which is reflected in the results.
Golden Gate preferences are the most scattered among all scenes, with all five appearances
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Figure 4.17: The results for the first experiment for all skin tones.The orange, blue and green error
bar represents: all, MCSL and naı̈ve category respectively. The error bar represents Montag 95%
CI. The x-axis represents the color temperature appearance for background, CR: Cooler, C:Cool,
N:Neutral, W:Warm and WR:Warmer, and the y-axis represents the scale value. Left to Right
skin tone: Dark, Medium and Light respectively. Top row to Bottom row scenes:RIT and Snow
respectively.

having only very small differences in scale value, showing no definitive trend. However, for MCSL
observers the preference increases as we go from cooler to warmer appearances, with the strongest
preference for warmer appearance for the medium skin tone. Based on previous research, we know
that saturated bluish skies and saturated green grass are usually preferred. This scene contains
both sky and grass, which makes it hard to pick the preference. Although, the lighting in the
Golden Gate scene indicates that the photo was taken in the evening, it can be viewed during
different times of the day, different seasons etc., which make the choice harder.
In the Lake scene, we can see a big percentage of the image is covered by sky, the sky’s reflection
in water, and trees. The preference decreases as we go from cooler to warmer, with slight differences
among different skin tones and observer categories. The MCSL observers shows strong agreement
for neutral and, on the other hand, the naı̈ve observers show preference for cool appearance for
medium skin tone. The top preferred cool appearance for all observers makes the sky look bluer
than the warm or warmer appearances, which agrees with the previous research results showing
preference for saturated and “bluer” sky [2] [17].
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For the Autumn scene, the preference increases as we go from cooler to warmer for all observers.
The MCSL and naı̈ve observers follow a similar trend except that their top two preferences are
swapped. There is a very strong agreement among naı̈ve observers for warm appearance, for light
skin tone.
The RIT scene shows some different trends among the skin tones and observer categories.
However, generally, cooler appearance is among the low preferences and warmer among the top
preferred for all skin tones. The scene contains sky but the cooler is the least preferred, which may
be explained by the large area of bricks present in the scene that dominates the scene appearance.
The RIT background scene is a familiar sight on the campus for MCSL observers which is why
we see the strongest agreement among MCSL observers for this background scene, with warmer
rendition being most preferred for dark and light skin tones and neutral for medium skin tone.
For the Snow scene, the preference increases slightly as we go from a cooler to warmer appearance, with slight variations among skin tones and observers. However, the scale values among all
the appearances have very small differences, indicating that preference for this scene was harder to
decide and hence, not very conclusive.

It is important to note that even though the MCSL observers share similar color science knowledge they come from different cultural backgrounds. The naı̈ve observers also have vast cultural
differences, living in different parts of the world with different landscapes and having a different
level of exposure to things in the world. The scenes used in the study are of wide variety, however,
all were photographed in the USA. These results included preferences of a wide range of observers.
The intra-observer variability for the repeated pairs of the first and last 10 pairs of each block
indicated that 37% of the observers were between 60%-70% consistent, 55% between 70%-80%, 4%
between 80%-90% and 4% more than 90% consistent. We also observed that the 3rd and 4th block
in the sequence were significantly (p <0.01) more consistent than the first two, which indicates that,
over time, observers “learned” to see the differences in the pair and make choices more consistently.
Additionally, we analysed standard pair repeats. The inter-observer variability shows that
31% of the observers were consistent between 60%-70%, 42% between 70%-80%, 22% between
80%-90% and 5% more than 90% consistent. The intra-observer that 11% of the observers were
consistent between 60%-70%, 61% between 70%-80%, 21% between 80%-90% and 7% more than
90% consistent The standard pairs were repeated 4 times, once per block, which increased the
consistency performance of the intra- observer as compared to the repeated pairs of the first and
last 10 pairs of each block. The results showed no significant differences among the observer
categories and their performance consistency. We performed Analysis of Variance (ANOVA) on
the results with three independent variables (background white balance appearance, scene, and
skin tone) and observed a significant difference for the background appearance (p <0.01) whereas
no significant differences were seen for the other variables (p <0.036) and (p <0.7).
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4.6.2

Experiment 2-varying background & foreground

For the second experiment, the stimuli presented to the observers were images with different background scenes, each having renditions with different color temperatures, and a subject having one
of three different skin tones in the foreground, each having three different color temperatures. As in
the first experiment, observers were shown the images in pairs and asked to choose the one that was
most aesthetically appealing to them. It was hypothesized that the smaller the color temperature
difference between the background scene and foreground subject the higher the observer likeability
would be. It was also expected that the familiarity of the background scene would influence the
white balance preference.
Figure 4.18 to 4.20 show the results of the preferred color temperature for all scenes for all skin
tones. The x-axis is the six different color temperature appearance combinations for the background
and foreground, and the y-axis is the scale value, calculated using Thurstonian Analysis. The error
bar represents the Montag 95% CI. The bars represent different categories of observers. As the
legend describes, blue is for the 15 MCSL observers, green for the 35 naı̈ve observers and orange is
for all 50 observers combined. The CI error bar for the all observers category is 0.0190, for MCSL
observers it is 0.0668, and for naı̈ve observers it is 0.0273.
The background appearances used in this second study were generally the top preferred from
the first study and the neutral appearance rendition, which is the original appearance of the scene
when the image was taken. For the ColorChecker scene, we used the top two preferred images from
the first study.
The results of this study indicated that preference varies based on the foreground subject skin
tone and background scene. For example, for ColorChecker we observe that the top preference is
different for all skin tones: for dark skin tone, cool background with warm foreground, for light skin
tone, warm background with neutral foreground and for medium skin tone, cool background with
cool foreground, as seen in Figure 4.22. On the other hand, for the Lake scene, cool background with
neutral foreground is one of the top preferences for all skin tones. We also see differences for the same
skin tone among the different background scenes. For example, warmer background with neutral
foreground is the most preferred for the Autumn and RIT scenes whereas, cool background with
warm foreground is the most preferred for the ColorChecker and Lake scenes. We further observe
that, for the medium skin tone, the background with the “cooler” appearance of the backgrounds
being compared, and with a cool foreground, is always among the high preferences for all background
scenes.
Results for this experiment also show that the background preferences, keeping the foreground
neutral, follow similar trends as the first experiment. However, we see a preference change from
a warm background with neutral foreground to neutral background with cool foreground for the
Canyon background with the medium skin tone subject, as shown in Figure 4.18. This could be
because, for the first experiment, the stimuli did not have options for the foreground white balance
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appearance. Among the observer categories, MCSL has been very consistent with showing a strong
preference for neutral background with cool foreground for medium skin tone.
There was variation in the degree of agreement among the background scenes. Some showed
very strong agreement, for example, for dark skin tone with the RIT background, whereas for others,
such as the Autumn background with light skin tone, preferences were more scattered. Generally,
the less acceptable appearances for all foreground subjects, follow a similar trend among all scenes:
cool appearance is strongly unacceptable for dark skin tone, warm appearance is unacceptable for
medium and light skin tone subjects.
Among all the scenes, the Lake shows very clear and strong agreement for each of the skin tones,
shown in figure 4.20 . Neutral background with neutral foreground has the highest preference for
MCSL observers with the highest scale value of 2 and the smallest scale value among all the images
of 0 for neutral background with cool foreground for dark skin tone.
We did not have enough dark skin toned observers to evaluate the statistical significance of
preference for observers of different skin tones. However, we did not see any apparent differences
in preference among different skin toned observers.
Overall, we can see that, for the dark skin tone, warm appearance is preferred, then neutral
appearance, and cool appearance is least preferred, in Figure 4.18 to 4.20. For the light skin tone,
cool appearance has higher scale values, neutral being the average preferred and warm the least.
For the medium skin tone, cool appearances have higher scale values, but with a small margin, then
the neutral appearance, whereas warm is least preferred with a significant difference.Interestingly,
we can notice that the difference between the lowest and highest preferences are highest for the
dark skin tone, which means observers agree the most for dark skin tones, then for medium skin
tones and then for light tones.
The intra- and inter- observer variability were analysed for standard pair repeats. The intraobserver were: 71% between 70%-80% consistent, 23% between 80%-90% and 6% more than 90%
consistent. The inter-observer variability shows that: 50% of the observers were consistent between
60%-70% times, 32% between 70%-80%, 14% between 80%-90% and 2% more than 90% consistent.
Interestingly, for one of the standard pairs, canyon background only with no foreground, the intraobserver consistency was significantly higher (p <0.01, 92.66% consistent) than the inter-observer.
ANOVA was performed on three variables: observers, scene, skin tone and white balance appearance. We found significant differences for the test stimuli; white balance appearance of foreground
subject and background scene (p <0.01). We also analysed the data using dendrograms to find
groups among the observers based on their preference but did not see any consistent grouping of
observers over the stimuli.
Figure 4.22, on the left, shows the results for the stimuli with images containing only the
background scenes and no subjects. As we can see, there is a strong preference for warmer Autumn,
cool Lake and cool colorChecker, which agrees with results of both the experiments. For the RIT
scene, neutral is more preferred relative to the warmer rendition, which shows that the preferences
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Figure 4.18: The results for the second experiment for all skin tones. The orange, blue and green error bar represents: all, MCSL and naı̈ve observer categories, respectively. The error bar represents
Montag 95% CI. The x-axis represents the color temperature appearance for background(bg) and
foreground(fg), CR: Cooler, C:Cool, N:Neutral, W:Warm and WR:warmer, and the y-axis represents the scale value. Left column to right column: Dark, Medium and Light skin tone respectively.
Top to bottom row: Autumn and Canyon background scenes respectively.

vary based on the subject’s appearance. Canyon has more MCSL observers preferring neutral over
warmer whereas naı̈ve observers prefer warmer over neutral.
Figure 4.22, on the right, shows the results for the verification experiment, which included
stimuli that contained only the foreground subjects against a middle gray background as shown in
Figure 8. These preferences were assessed for 15 observers out of the entire observer pool. For a
specific skin tone, the scale values define how much the stimuli were preferred over those for the
other two. We notice a strong preference for neutral rendition for the dark skin tone, cool rendition
for medium skin tone, and neutral for light skin tone. However, for light skin tone, neutral and
warm are almost equally preferred. This can be also implied from the intra- and inter- observer
variability results where we see inconsistency when observers were presented with the neutral light
skin and warm light skin pair. A similar variation in preference was seen for the cool medium
skin and neutral skin tone pair. It is interesting to note the comparison of the dark skin tone
rendition preference with virtual backgrounds (Figure 4.21 result) and no background. Warm is
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Figure 4.19: The results for the second experiment for all skin tones. The orange, blue and green error bar represents: all, MCSL and naı̈ve observer categories, respectively. The error bar represents
Montag 95% CI. The x-axis represents the color temperature appearance for background(bg) and
foreground(fg), CR: Cooler, C:Cool, N:Neutral, W:Warm and WR:warmer, and the y-axis represents the scale value. Left column to right column: Dark, Medium and Light skin tone respectively.
Top row to bottom row: Color Checker and Lake background scenes respectively.
more preferred with virtual backgrounds whereas neutral without, this suggests that the virtual
background plays a role in preference selection. A similar trend is also noticed for the light skin
tone where cool was preferred with virtual backgrounds and neutral without. However for medium
skin tone, the preferences are consistent with and without background.
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Figure 4.20: The results for the second experiment for all skin tones for RIT background scenes
. The orange, blue and green error bar represents: all, MCSL and naı̈ve observer categories,
respectively. The error bar represents Montag 95% CI. The x-axis represents the color temperature
appearance for background(bg) and foreground(fg), CR: Cooler, C:Cool, N:Neutral, W:Warm and
WR:warmer, and the y-axis represents the scale value. Left column to right column: Dark, Medium
and Light skin tone respectively.

Figure 4.21: The error bar represents Montag 95% CI for the average performance for respective
skin tone in experiment 2. The x-axis is the color temperature appearance for (bg)background
and (fg)foreground, for all observers. As the background virtual scenes are all averaged, X and Y
represent the “cooler” and the “warmer” appearance respectively. The y-axis is the scale value.
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Figure 4.22: (Left) The bar plot represents the preference for the background scenes only stimuli.
The x-axis represents the color temperature appearance for background scene, and the y-axis is the
scale value.(Right)The bar plot represents the preference for the foreground subjects only stimuli.
The x-axis represents the color temperature appearance for the subjects and y-axis is the scale
value. The error bar represents Montag 95% CI for both the plots.
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Chapter 5

Preferred white balance for skin tones
in multi-illuminant scenes
5.1

Motivation

The advancement of technology has significant effects on the lives of humans and the development of
our society. One of these effects can be seen in the camera and display technology which has a major
contribution in the growth of our society and on how we live our lives. Digital cameras and displays
have evolved a lot in these years and have outstanding imaging technology that delivers pleasing
pictures in every lighting conditions. It has become essential to how we capture a scene, share
a picture, and relive our memories. This technological advancement in photography has spurred
a demand for good color reproduction and image quality. However, getting skin tones to render
accurately in every lighting condition is still a challenge. Skin rendering is of crucial importance
for both digital imaging technology and cultural communication perspective. The main goal of
this research is to work towards this challenge and contribute to making a better image processing
pipeline for reproducing appealing and representative skin tones.

5.2

Methodology

The main aim of the experiment is to investigate the preference of white balance for different skin
tones under multiple light sources. Many of the pictures we take on a daily basis contain faces.
Often these pictures have more than one light source. It is difficult to adjust the white balance for
pictures where the scene is lit by one light source and the face in the foreground is lit by another
light source, especially when there is a large difference in CCT between the two. The goal of this
experiment was to investigate the preferred white balance for such images.
There is a lot of subjectivity involved in peoples’ preferences of what they want a face to look
like within a given background scene and how the familiarity of a background scene impacts the
preferences. It is also interesting to study whether an observer focuses on the subjects or the
75
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background or both. Psychophysics is a tool for quantifying our psychological perception of the
world relative to the physical stimuli that are present in it [68]. In our experiment we used Four
Alternative Force Choice(4AFC) in which observers judge four different images per trial, choosing
the stimulus that they prefer. However, generally, a 2AFC/paired comparison is a higher precision
method especially if the stimuli pairs have minimal differences. Our pilot experiments did not
show a significant difference in results obtained using 2AFC and 4AFC methodologies. The 2AFC
protocol can be time-consuming due to the number of trials needed, so we opted to use the 4AFC
method. The guessing probability also drops to .25 which reduces the variability of the procedure
[71]. The 4AFC approach is commonly adopted in vision research for detection or discrimination
tasks with high precision [72].
First, an imaging studio was designed with calibrated LED light sources. Models were photographed under different illumination settings which serve the stimuli for the psychophysical experiment which was performed to assess the white balance preference. Following sections provide
more details.

5.2.1

Imaging Studio

Everyday photographs are taken in different and multiple lighting environments, like in a home,
workplace, sunset on a beach, and other indoor and outdoor areas where there are multiple sources
of illumination.
Human faces are common subjects in photography and in these common settings, the face and
the background scene are lit by different illuminants. This study focused on the preferred white
balance of different skin tones under multiple illuminants to different observers. The focus of our
study requires us to create images to mimic the real-world scenarios like an outdoor scene with a
person standing in shade, where the main source of light is from the sky and the background of the
scene is illuminated by direct sunlight.
The images contain models of different skin tones in the foreground, which is lit by one illuminant, and several targets placed in the background lit by another illuminant. The two light sources
have different CCTs and all possible combinations of these two illuminant settings cover a range of
3,000K- 9,000K color temperature pairs.
The setup for the above described scene, shown in Figure 5.4, was in a imaging studio in the
Munsell Color Science Lab (MCSL). The lab has no windows and all walls are painted black,
allowing complete control over the scene illumination. The light sources used were three tunable
Arri LED luminaires with the capability to produce a wide range of CCTs. Figure 5.2 shows the
top view of the imaging studio with all the layout including two ARRI SkyPanel S30 LED which
were focused on the model with a shallow angle from the sides and one ARRI SkyPanel S60 LED
was focused on the background of the scene which was a large scene that was isolated from the
foreground. These LEDs were tested for range of illumination, CCT and distance, and uniformity.
The foreground and the background were lit by two different CCTs. The six different CCTs used
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Figure 5.1: Spectral Radiance and duv of the LEDs mounted in the Light Studio used as a light
sources for the scene for the subjects photography session.
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Table 5.1: IES TM-30

were 3000K, 3500K, 4000K, 5000K, 6500K and 9000K. The images were captured under all 36
possible combination of these 6 CCTs. These lights were controlled by MATLAB via a 5 pin DMX
cable.
The FUJIFILM X-T100 camera, which was placed on a tripod, was used to capture the
scene images. The spectral radiance of each light source, foreground and background illuminants were measured using a PR655 spectroradiometer shown in left of Figure 5.1. Their CCT
and Duv are reported in right of Figure 5.1. These multi primary lighting systems were tuned
so that for each CCT setting Duv ≤ 0.0001.T heIlluminatingEngineeringSociety(IES)T M −
30isusedtoevaluatethesimulatedspectrawithf idelityindexRf and gamut index Rg [86][87] seen in
Table 5.1.
The multi-primary LED lighting system lab was used during observer sessions, but only to
create the scene lighting for the test stimuli images.
The color of the light sources were shown with the display white point as the reference white.
The illuminants with different CCTs had different red, green and blue camera response; the exposure
time was adjusted to maintain consistent exposure under each light source. The initial white balance
for the test image was set based on the CCT of the foreground illumination for each scene. These
RAW images were rendered as stimuli using the simple image processing pipeline discussed in the
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Figure 5.2. (Top)Top view layout of the Imaging studio. (Bottom) The light capture imaging
studio.
following section.
There were total of 8 models; two Caucasian, two Indian, two Asian, and two African American
skin tones. All the models were provided with the same neutral color t-shirt during the picture
taking session and were instructed to not wear any makeup. The models were asked to sit on the
chair and look at the camera keeping a neutral expression.
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Figure 5.3. (Left)The spectral reflectance of all the models, featured in the experiment that
covered the reflectance range.(Right) The respective eight models with Skin tone number, top left
to bottom right as: 1 to 8.

The spectral reflectance of each model’s skin was measured using the Photo Research PR655
in the Imaging studio at RIT. Recent studies have shown that there is a larger variation in color
measurements among different body locations than inter- and intra-instrument variability [66],
which is why we measured skin at three different facial locations: left cheek, right cheek, and
forehead. Figure 5.3 shows the spectral reflectance of all the different skin tones used in our study.
The spectral reflectance is the average of the three different facial locations. This skin data can be
used in future studies to compare measured and preferred skin tones under different CCTs.

Figure 5.4. The experimental setup showing an observer performing the study.
To assess the difference with and without memory color objects in the background there were two
settings to capture the skin tone; the subject in foreground with familiar objects in the background
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and the model in foreground with unfamiliar objects in the background.
Figure 5.5 shows the unfamiliar and familiar backgrounds in the scene. The familiar objects in
the background included a Color Checker, a green plant, a sunflower, a Coca Cola can, a Rubik’s
cube, a Sprite bottle, Crayola colors, a tennis ball, Chips Ahoy, Cheerios, and a pumpkin. The
unfamiliar objects in the background had objects such as mugs, books, paintings etc., which do not
have a commonly defined colors that observers would be familiar with. This study also had models
who were familiar and unfamiliar to many of the observers.

Figure 5.5. (Left)The unfamiliar background objects. (Right)The familiar background objects.
All the COVID-19 guidelines were followed for each photography session. This picture taking
process was approved by the RIT Institutional Review Board (IRB) for Human Subjects Research.
Consent was obtained from all of the models to have their images and skin tone reflectance data
used as part of the experiment.

5.2.2

Image processing pipeline

The test images were captured with a Fujifilm XT100 camera and images were saved in RAW
format. The raw files were converted to linearized 16-bit images using the RAWDigger tool [88].
The first step was to convert the linearized 16-bit Camera RGB to tristimulus XY Z values. The 3x3
transformation matrix was calculated using a standard MacBeth colorChecker to convert camera
RGB to XY Z. These XY Z images were then transformed to cone-like responses ργβ using the
CAT02 matrix. The von Kries adaptation transformation, equation 5.1, was applied to white
balance the images to the display D65 white point using scene illuminant. These D65 white balanced
ργβ were then converted back to the tristimulus XY Z value and to display drive values. The display
was characterized using Day, et al. model [73]. A flowchart in Figure 5.6 shows the processing of
test images.
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Figure 5.6: (Left) The light capture imaging studio. (Right) The experimental setup showing an
observer performing the study.

5.3

Experimental Setup

The psychophysical experiment was performed in MCSL. A MacBook Pro laptop was connected
to the Eizo CG248 color display, which was used to present the stimuli to the observers as seen
in right of figure 5.4. The display was characterized using a PhotoResearch Spectrometer PR-655.
The wall behind the monitor was painted gray (Munsell N5) and was illuminated by a D65 metal
halide lamp filtered to have a luminance level equivalent to that of the average image rendered
on the display, 70 cd/m2 . This setting is recommended by CPIQ standards to reduce observer
fatigue compared to a completely darkened surround [74]. The display and the experiment lab
light source were switched on 30 minutes before the experiment was started to allow stabilization
of the illumination. Other lights in the laboratory were turned off to avoid stray light. The table
on which the display was placed was covered with a gray sheet of paper to make the observer’s field
of view as uniform as possible. The observers were seated 85 cm from the display. A MATLAB
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driven Graphical User Interface (GUI) was used to present the stimuli for both experiments. The
background of the GUI was set to a similar gray to that of the wall and the table sheet. For the
4AFC experiment the mouse was used to make the selection. The observers were asked to read
the instructions, which explained the goal of the research and how to perform the experiment, and
to provide their consent, which took a few minutes, allowing adaptation to the surrounding lab
lighting.

Figure 5.7: Example of the test stimuli for a model. Top to bottom: 3000K, 3500K, 4000K, 5000K,
6500K and 9000K background CCTs and left to right: 3500K, 4000K, 5000K, 6500K and 9000K
foreground CCTs, per model

5.4

Observers

All of the observers were tested for color vision using the Ishihara plate [89] test. For the pilot study
there were 10 observers, 70% of the observers were experts with color or imaging science background
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and the other 30% were naive observers. For the main experiment, 28 observers participated. All
observers had normal color vision and normal or corrected to normal visual acuity for both the
experiments. The observers were demographically diverse, including in age, gender. The observers
comprised a range of skin tones including 25% Caucasian, 28% Asian, 28% African American and
19% Indian. The age group was between 18 to 40 years old with a mean of 25 years old. There were
a total of 15 females and 13 males with an approximately equal ratio in each observer ethnicity
group.

5.5

Procedure

Initially, the image capture setup had two background indoor scenes with memory color objects and
non-memory color objects. We want to study how observers take these background scene objects
into account when making their preference of the test images. Several paired comparison pilot
experiments were performed to assess the significance of the familiar and unfamiliar background
setup. We featured 2 models with 3 different background CCTs. (For Model 1, 3000K, 4000K
and 6500K were used and for Model 2, 3500K, 5000K and 9000K. Two different sets of CCTs were
chosen to cover a wider range of illumination.) In the foreground, each model was illuminated in
a scene with 6 different foreground CCTs: 3000K, 3500K, 4000K, 5000K, 6500K and 9000K. The
pilot experiment results indicated that the skin tones dominated observers’ decisions and there was
no significant difference in the stimuli images with familiar and unfamiliar backgrounds setting [90].
So, for our experiment, we only used the familiar background setup.

Figure 5.8: Main experiment Four-Paired comparison flowchart. BG stands for background and
FG stands for foreground
Guided by the pilot experiment results(discussed in appendix), we designed the main experiment. We selected five foreground CCTs in combination with six background CCTs, for eight
models and one familiar background setup. The stimuli image renderings for three models are
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shown in Figure 5.7. Figure 5.8 shows a diagram explaining all the variables in the experiment and
how they are combined to form all possible four-alternative comparison sets. There are a total of
eight models, labeled Model 1 to 8 in red boxes. For each model, there are six different backgrounds
labeled as BG1 to BG6 in green boxes. For each model per BG, there are five different foregrounds,
labeled as FG1 to FG5 in blue boxes. Each comparison was done for a given background. This
resulted in a total of 240 trials for 8 models. Each trial was presented 3 times, totaling 720 comparison combinations. This experiment was divided in two sets, 360 comparisons per set, to avoid
observer fatigue. One set comprised Models 1 to 4 and the other set had models 5 to 8.
Observers were presented with 4AFC and instructions along the top of the screen to click the
image that is most aesthetically pleasing and click on the part of the image that is most influential
in their decision, using the mouse, shown in Figure 5.4. No information was provided about the
scenes or the models. The average time taken per session was 20 minutes.

5.6

Result & Discussions

In the experiment, observers were asked to assess images with a model in the foreground and a
background scene, using a 4AFC approach. There were eight foreground models with different skin
tones and one background scene, the foreground and background were captured under 6 CCTs and
all combinations. It was hypothesized that the smaller the CCT difference between the background
scene and foreground model would lead to higher observer likeability.
The input preference foreground CCT, for all models, for all observers were averaged as plotted
in figure 5.9. The green error bars are the 95% confidence interval. We can see that for the warm
background appearance the foreground preference is around 6500K(irrespective of skin tone), when
the background CCT become cooler, the foreground preference shift to cooler appearance. The
blue line shows the fit to the mean foreground preference and the background CCTs. For warmer
backgrounds, the foreground preference stays close to D65 likely because of the face is the reference
preference but when we move to cooler backgrounds the preference also shifts to cooler skin tone
appearance. The R2 is reported which is also called goodness of fit measure, a statistical calculation
that measures the degree of interrelation and dependence between two variables [91]. R2 = 0.978
shows a strong linear correlation between the foreground and background CCT.
Figure 5.10, the analysis of means confirms a significant difference in foreground CCT preference
for a a given background CCT. They are different from the grand mean (Avg=6825K). Analysis
of means UDL(upper decision limit) individuals group is different from grand mean power level of
0.01.
For a given background CCT, the foreground CCT preference is independent of the model’s
ethnicity itself but is significantly correlated with the b* value of the model skin tones as shown
in the plot 5.11. Each block shows the correlation between Model’s skin tone’s b* value with the
foreground CCT, for a given background CCT. The x-axis is the b* value and the y-axis is the
preferred foreground CCT. The black data points are the preferred foreground CCT for a given b*
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Figure 5.9: The x-axis is the Background CCT and the y-axis is the preferred foreground CCT.
The blue and red line are for familiar and unfamiliar target objects in the background, respectively.
The error bars represents 95% confidence interval.

value of the models. The green line is linear fit to the data points. The R2 values are reported
for all background CCTs result along with the line fit equation. Table below shows the reference
of Model’s skin tone ethnicity and b* values. As the warmth of the skin tone increases that the
foreground CCT preference shifts to cooler. This indicates that the model’s face is preferred neutral
for each background CCT.
Additionally, L* and a* shows no correlation with the preferred foreground CCT for a given
background CCT, as shown in figure 5.12. So this implies the preferences are based around not the
lightness of the skin but the warmth of the skin.
Beyond just averaging the data, we looked at different aspects such as expert and naı̈ve observer
and observers in same ethnicity group as the model. We did not see any significant difference
between the expert and naı̈ve observers groups. The intra- and inter-observer variability was
analyzed for all pair repeats. The intra-observer variability values were: 21% of the observers were
consistent between 50%-60%, 50% of the observers were consistent between 60%-70%, 25% between
70%-80% consistent, 9% more than 80%. Overall, there was no significant bias was found among
the observer’s ethnicity and model’s ethnicity. The repeatability performance was independent
of the background and foreground CCT). We also looked at the standard deviation for different
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Figure 5.10: Statistical Analysis of Means (ANOM) for the mean result. The x-axis is the Background CCT and the y-axis is the preferred foreground CCT. The UDL is the upper decision limit
and LDL is the lower decision limit

Figure 5.11: The x-axis is the Model’s skin tone CIE b* value. The y-axis is the mean preferred
foreground CCT. The data points are the preference foreground CCT for Model’s given b* value.
The green line is a linear fit to the data points. Left to right block represent 3000K, 3500K, 4000K,
5000K, 6500K and 9000K background CCT setting. The bottom table represents the b* values of
models skin tone and their ethnicity.
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Figure 5.12: The preferred foreground CCT with the Model’s skin tone’s CIE L* a* and b*.
background settings. As we go from warmer to cooler background setting, the decision among the
observers were more in agreement as shown in Figure 5.13.

Figure 5.13: This shows the standard deviation of the observers preference for different background
CCTs.
The observers were asked to click on the part of the image that was most influential in their
decision. Figure 5.14 represents the clicks for one stimuli image, suggesting that the face of the
model was the primary focus of the scene in deciding the preferred rendering.
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Figure 5.14: An example of ’the clicks’ observers on the part of the image that is most influential
in their decision. The green star represent those clicks

Chapter 6

Conclusion
In the world of digital images, defining what is a ’good’ picture and how to evaluate its perceptual
nature is probably among one of the most important questions. This dissertation addresses what
is ’good’, in terms of aesthetic appearance and color quality, and how to evaluate these characteristics of digital images for memory objects. The findings from all the studies provide a significant
contribution in the field of digital color imaging.

6.1

Summary

Color quality assessment is important in understanding what colors are preferred by people and
hence is important for the smartphone industry to improve their cameras accordingly for their
customers. The memory colors of important content, like human skin, food, and other familiar
objects, drives perceived color quality. A rank order perceptual experiment was conducted in
which the observers were asked to rank familiar object images from 20 different cameras according
to their preference in color image quality. The results show that the camera preference varies
with the image content. This indicates that a variety of scene content is necessary when evaluating
device color quality. For verification of the Rank order color quality assessment, an anchored scaling
experiment was performed where the lower anchor was the lowest ranked and the higher anchor
the highest ranked image from the rank order experiment. The results between the tests were
consistent. Another experiment was conducted on memory color where we asked the observers to
recreate the color of the familiar objects used in the color quality assessment using the method of
adjustment in CIELAB space. The results show that observers tend to choose more saturated colors
for familiar objects. The results from the color quality assessment and memory color experiments
were compared by evaluating the average of images from 20 cameras for eight familiar objects
relative to the memory color results. This showed that the image color varies from memory color.
This can be explained by the fact that humans do not tend to average the factors involved in object
appearance like sand under the grass, dust particles in beach sand, melanin in skin, and clouds
in the sky. Also, the lighting conditions, weather, and surroundings are not constant for everyone
89
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in their memory. The geographical location, personal interest, cultural background of observers
influences the memory color results for familiar objects. However, the memory color results for
sky show that observers were remarkably consistent in selecting the highest lightness possible for a
given b* value. The memory color of wood, while not as consistent as for sky, displayed a consistent
hue angle value regardless of lightness. As the results show that the camera Preference varies with
image content, these can be used to combined preferred camera color image quality tunings of
tested cameras into one Image Signal Processor.
Understanding memory color preference is critical to understanding perceived color quality.
Another study examined the memory color assessment for familiar scene content including grass,
sky, beach sand, green pepper, and skin. Observers were asked to adjust patches with four different textures, including computed textures and real image content, according to their memory.
The results show that observers adjust the real image content patch most consistently. In cases
where the artificially generated textures closely resembled the real image content, for example the
sky stimuli, which resembles a flat color patch, participants were able to adjust those textures
more consistently to their memory color. The results of skin, which has always been an important
memory color due to its relevance for the observers and which, consequently, has geographical and
cultural differences, show that the image patch results have the least variation. Among all of the
image stimuli, adjustments for skin color using the real image patch were the most consistent. A
second experiment was performed based on the above results using the real object image texture
patch and the three top-ranked images from a previous Rank Order CQA experiment. A color
quality assessment was done using five different color quality images for each familiar scene element
using a paired comparison method. The color quality preference results of this study favor the
rank order preference rendered stimuli rather than for the memory color rendered stimuli. The
results indicate that people prefer a more saturated, airbrushed, and less natural appearance as
compared to the memory color. Simple colorimetric accuracy between a scene and its rendering are
not enough to create an observer preferred image. Additional metrics for describing color rendering
performance across scene content and viewing condition – for example, memory colors, particularly
skin tones, in mid-day versus sunset, indoor vs outdoor, fall vs winter – are needed. These factors
tend to change the preferences of the observers.
The observers have least variance if they are familiar with the objects or a familiar texture
for an object is present in the scene. These studies show the memory colors of familiar objects
was influenced by observers interpretation of lighting conditions, weather, and the surrounding
conditions. Knowing the lighting condition of the scene is of prime importance. White balance
controls the appearance of objects in the scene under different illumination, and therefore is partly
responsible for color quality. This dissertation discusses a study on preferred white balance of
different skin tones under multiple illuminants.
A perceptual experiment was performed to study color quality preference, white balance in particular, for images containing foregrounds and backgrounds captured under differing illumination
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conditions. The increased need for video conference calls has become more important during the
pandemic where it is a common way of communicating in order to maintain social distancing protocols. And hence it is relevant in today’s world to understand the preferences for composite image
color quality. This dissertation presents the results of two experiments aimed at understanding
the preferred white balance appearance for online platforms. The scenario with a subject in the
foreground and a virtual scene in the background, for example: a video conference call, a television
news setup, or movies, was of interest. We evaluated the preference of an image, representing a
scene from the video conference call, with a subject in the foreground centered against a virtual
background. In the first experiment, the white balance preferences were assessed for subjects with
one of three different skin tones against eight various background scenes having five different white
balance appearances, from cool to warm. Observers were presented with a pair of images each
having the same subject in the foreground and the same background scene but with differing white
balance appearance of the background scene. They were then asked to select the one that was more
aesthetically appealing.
The second experiment was performed based on the results of the first, using five background
scenes, which showed the strongest white balance preferences among the eight scenes, with two
different white balance appearances, the top-preferred and the neutral. The foreground subjects
also had varying white balance appearance: cool, neutral and warm. White balance preference
assessment was done on these three different white balance appearances for each subject and two
different white balance appearances for each scene using a paired comparison method.
The main finding of these experiments were that preference is content dependent. However,
warmer appearance is preferred for scenes dominated by foliage and brick and cooler appearance is
preferred for scenes dominated by water and sky. Observer group’s familiarity to a scene resulted
in least variance in the preference meaning familiarity plays a role when deciding the preference.
For test images with variations in both background and skin tone rendition, the preference is
higher when skin tone and background scene color temperature are closest. However the most
preferred skin tone cannot be answered without directly referring to a the background in question.
These results could be used in video conferencing platforms, the news industry, the movie industry
which uses a lot of virtual environment and computer generated-imagery and to make it look more
appealing/realistic.
Despite the outstanding technological advancement in cameras and displays we still face challenges in rendering the skin tones to accurately in multiple lighting conditions. We performed a
perceptual experiment to study white balance preference for scenes with human models captured
under differing color light sources. The observers assessed their preferred white balance using a
Four-alternative force choice methodology. The results indicate that for the warm background appearance the model’s skin tone is preferred around 6500K(irrespective of ethnicity of the model),
and when the background CCT become cooler, the preference shift to cooler appearance. Further,
for a given background CCT, the foreground models illumination preference was independent of
the model’s ethnicity itself but is significantly correlated with the CIE b* value, and not L*, of
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the model skin tones. The consistency among the observers increased as we go from warm to cool
background scenes. Based on these results, the white balance algorithm could be tuned based on
skin tone detection that would improve the perceived color quality. These results indicate that skin
tone is the dominant factor of the scene when deciding a preference. The preference changes for
different skin tones, indicating that the image rendering pipeline should be tuned differently based
on the warmth of a skin tone.

Experiment

Findings
Different cameras are rated differently based on the scene content par-

Color quality assessment

ticularly familiar objects. For ex. camera with preferred green grass
rendering has poor performance rendering skin tones.
The memory objects are remembered to be more saturated, chromatic

Memory color assessment

and lighter as compared to their averaged color likely because our memory discounts less relevant content (freckles on a skin, shadows, dust on
grass) in them.

Textured memory color

The texture patch that most closely resembles the memory object has

assessment

the lowest observer response variability.

Memory vs.

Preference

color

Memory color and a preference color for a memory object are not always
the same.
Cool appearance is strongly unacceptable for dark skin tone, warm ap-

White Balance preference

pearance is unacceptable for medium and light skin tone subjects. The

for virtual background

highest rated appearance depends on the virtual background scene content.

White Balance preference
for multiple light sources

6.2

Traditional white balancing at D65 is not always preferable when more
than one light source is present. Preference depends on not the lightness
but the warmth of the skin tone.

Practical Applications

The findings and conclusions of this dissertation can be implemented directly to improve and
enhance the perceptual image color quality for smartphones, cameras and displays
For instance, the result that the preference rendering changes based on the light sources for
different skin tones can be implemented as a ’skin tone enhancer’ block in the ISP (Image Signal
Processing) or as a post processing block. This would require first implementing a ’skin tone
detector’ block that can estimate correctly the skin tone reflectance of the input frame. The output
of the ’skin tone detector’ block will then be the input to the ’skin tone enhancer’, which enhances
the rendering based on the human preference results. This can be highly beneficial especially for
front facing cameras in a smartphone, where the most common use case is taking ’selfies’ and each
frame has a human face ratio larger than or equal to 1/3rd of the scene frame (which is similar to
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the scenes used in our study). Further, the result from the memory color studies can be applied
in an ISP to enhance the memory objects by adding as a post processing block, ’memory color
enhancer’, which would adjust the color based on user preference.
The results from the white balance preference with virtual backgrounds, which was performed
during the time of COVID19, can not only be used in video conferencing platforms but also in
the movie industry, which increasingly uses virtual environments and CGI(Computer Generated
Imagery).
And, with increase in AR (Augmented reality)/VR (virtual reality) applications, all of the above
notions can be implemented in mixed reality applications (a blend of physical and digital world)
for a better rendered environment.
It is of practical importance that we acknowledge the fact that implementing these processing blocks requires more computational power, thermal and battery capacity, which is often the
limitation of incorporating the academic research into real applications. However, with the rapid
progress in technological advancement, it likely will not be long before we see valuable research
being integrated into ’new’ features in the digital imaging industry.

6.3

Future Work

This dissertation addresses findings on preferred renderings of memory colors that can be considered
when designing camera/display rendering pipelines. Several experiments were performed: color
quality and memory color assessment and how its affected by different texture and how the white
balance appearance is effected by multiple light sources in a scene. However, the topic of preferred
rendering in digital imaging is a vast field that needs more research and perceptual studies to be
performed in order to integrate the results directly into digital world applications.

6.3.1

Color Quality and memory color assessment

The color quality assessment in this dissertation is evaluated using memory objects in the real
texture patches without the context of the scene. These image sets focused on the observers
memory of what they think is of good color quality for a certain memory object. The real scenes,
usually, consist of more than just an object, so an additional study should be performed for natural
test images with more than one memory object in a scene and study the preference.
The results of memory color evaluation and color quality assessment indicated that the hue was
generally the most consistent with lightness also being generally consistent. Although chroma was
consistent for sky, for the other images, saturation tended to be quite variable. And additional
study should be considered on color-balancing the whole scene, as shown in figure 6.1 where the
left is the original image and the right one if balanced based on personal preference. Additionally,
it would be interesting, for example, to evaluate the color quality preference when the hue, chroma,
and lightness are changed for sky, grass, and skin with respect to the preferred result for the scenes
like those in Figure 3.11. Simple colorimetric accuracy between a scene and its rendering is not
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Figure 6.1. Color balancing example for future work. Left- original image. Right- preferred color
balanced image.
sufficient to create an observer preferred image. Additional metrics for describing color rendering
performance across subject and viewing conditions for example, memory colors, particularly skin
tones, in mid-day versus sunset, indoor versus outdoor, and fall versus winter are needed. These
factors tend to change the preferences of observers. Another study should be performed on the
preference of color quality based on these metrics.

6.3.2

Preferred White Balance for virtual background

Due to the pandemic there was a huge rise in working online via video conference applications
using virtual backgrounds, which highlighted the importance of researching the preferred color
appearance of virtual meeting scenes. However, it was not possible to create stimuli and perform
perceptual experiments in a controlled lab setup. So we created stimuli with images of different
skin tone models under uncontrolled lighting and performed an online perceptual experiment. It
would be interesting to assess the color appearance preference for images under controlled lighting
environment. This could provide ’color temperature settings’ options in the applications that can
be used to adjust user-preference rendering.

6.3.3

Preferred White Balance for multi-illuminant

The indoor scenes with different skin ton models in the foreground and target objects in the
background shows insignificant differences in the preferences for familiar and unfamiliar background
target objects. Additional psychophysical experiments should be considered to further investigate
the impact of familiarity of scenes with models of different skin tone in outdoor background scenes
under different natural illuminations. Another factor that could have impacted the preferences is
the ratio of skin tone to non skin tone area occupied in the scene. Further experimentation is needed
with different skin tone to non skin tone ratio in the test scenes. Different scene contents influence
the preferred rendition of a scenes which is why its important to study the effect of different factors
in a scene, like- indoor/outdoor, human/non-human, familiarity/unfamiliarity, natural/artificial
objects, different illuminations, landscapes and much more. These results can be implemented in
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image rendering pipelines for cameras, displays and even mixed reality technological development.

6.4

Publication

• Anku, Susan Farnand,“Preferred white balance for skin tones in multi-illuminant scenes”,
Journal of Perceptual Imaging (under review)
• Anku, Susan Farnand, “White Balance Preference under multiple light sources”, Color and
Imaging Conference Final Program and Proceedings (Nov 2021)
• Anku, Susan Farnand,“Preferred White Balance for Applications using Virtual Backgrounds”,
Color Research and Applications (May 2021)
• Anku, Susan Farnand,“The Effect of Texture on Perceived Memory Color Quality”, Journal
of Imaging Science and Technology (Jul 2020)
• Anku, Susan Farnand “Color Quality and Memory Color Assessment”, Color and Imaging
Conference Final Program and Proceedings (Nov 2018)
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