Abstract-When using support vector regression to predict building energy consumption, since the energy influence factors are quite abundant and complex, the features associated with the statistical model could be in large quantity. This paper focuses in feature selection for the purpose of reducing model complexity without sacrificing performance. The optimal features are selected by their feasibility of obtaining and the evaluation of two filter methods. We test the selected subset on three datasets and train support vector regression with two different kernels: radial basis function and polynomial function. Extensive experiments show that the proposed method can select valid feature subset which guarantees the model accuracy and reduces the computational time.
I. INTRODUCTION Support vector regression (SVR) has shown remarkable generalization abilities in the prediction of energy load [1] [2] [3] . In our application, the statistic model is trained from the historical consumption data and then the derived model is used to predict the energy behaviors of one building in the future or for some new buildings. The energy behavior of buildings is influenced by many factors, such as ambient weather conditions, building's structures, occupants' behaviors, inner facilities, etc, therefore, the possible features of the samples could be in large quantity. However, not all of the features that are important to the statistic model. How to reasonably choose the useful features to be used in model learning is one of the key issues for machine learning methods on such applications.
To the best of our knowledge, there is little work concerning the feature selection for machine learning methods in the application of predicting building energy consumptions. Most of the existing works derive their own model using previously established sets of features. Azadeh et al. [4] and Maia et al. [5] forecast electrical energy consumption through analyzing the varying inner targets without any contributory variable involved. Neto et al. [6] built their neural network based on the input of daily average values of dry bulb temperature, relative humidity, global solar radiation and diffuse solar radiation. Tso et al. [7] used more than 15 features in their assessment of traditional regression analysis, decision tree and neural networks. Yokoyama et al. [8] considered only two features, air temperature and relative humidity in their neural network model. Other similar approaches can be found in [1, 3, 9, 10] . This paper proposes an heuristic approach for selecting subset of features, and systematically analyzes how it will influence the model performance. The models are trained by support vector regression (SVR) with two different kernel methods based on three datasets. The feature selection method is evaluated by comparing the models' performances before and after feature selection is performed. Next, section II briefly introduces the principles of SVR model and feature selection algorithms, section III will introduce the extensive experiments and evaluate the proposed feature selection method, and finally, section IV concludes this paper.
II. SVR AND FEATURE SELECTION

A. The Principles of SVR
The basic idea of SVR is to find a model function f (x) to represent the relationship between the features and the target [11] . We represent the whole training data as (x 1 , y 1 ), (x 2 , y 2 ), ..., (x l , y l ), where vector x i is the ith sample of the features, y i is the corresponding target, l is the number of samples. If there are n features in the training data, then the dimensionality of x i is n. The model function has the form
where K is kernel function which implicitly maps the problem from lower dimensional space to higher feature space, α * i and α i are variables which are optimized by maximizing the following quadratic function:
Then the problem can be solved by many off-the-shelf quadratic problem solvers. Usually, only certain parts of the samples can satisfy the property: α * i − α i = 0, they are called support vectors (SVs) since only them have contributions to the model. The popular choices of the kernel are linear function, sigmoid function, radial basis function (RBF) and polynomial function. They represent different mappings from lower space to higher feature space. In our data training process, we choose the last two kernels for the purpose of solving non-linear problems.
B. Algorithems of Feature Selection
The aim of feature selection is to select the most useful feature set in order to establish a good predictor for the concerned learning algorithm. The irrelevant and unimportant features are discarded in order to reduce the dimensionality. Several advantages will be achieved if we wisely perform the selection. The first one is to simplify the calculation while keeping the dimensionality minimized, which could contribute to avoid the curse of dimensionality. The second one is the possible improvement of accuracy of the developed model. The third one is the improved interpretability of the models. The last one is the feasibility of obtaining accurate feature samples, especially for some time series problems in practice.
In our practice, two feature selection methods are used to rank each feature, then the features are filtered according to their ranks. The first one gives each feature a score depending on the correlation coefficient between this feature and the target. We use CC to stand for this method. It is defined as:
The other one is called Regression, Gradient guided feature selection (RGS), which is firstly proposed by A. Navot et al. when they use regression to analyze brain neural activities [12] . The basic idea is to assign a weight to each feature and then optimize the weight vector of all the features simultaneously by gradient ascent. The non-linear function K-Nearest-Neighbor is applied in the procedure of optimization. The estimated target of sample x is defined as:
where N (x) is the set of K nearest neighbors of sample x.
is the distance between sample x and one of its nearest neighbors x , n is the number of features, w i is the specific weight assigned to ith feature and w is the weight vector. Z = x ∈N (x) e −d(x ,x)/β is a normalization factor where β is a Gaussian decay factor. Then the optimal w can be found by maximize the following evaluation function:
where S is the samples for model training. Since e(w) is smooth almost everywhere in a continuous domain, one can solve the extremum seeking problem by gradient ascent.
III. NUMERICAL EXPERIMENTS A. Preparing Datasets of Building Energy Consumption
Hourly electricity consumption together with hourly values of several influencing factors is recorded as the building energy consumption data. This data is generated by EnergyPlus which is a widely applied, state-of-the-art building energy simulation tool [13] . The test buildings are singlestory mass-built buildings for office use located in five major cities of France, which are Paris-Orly, Marseilles, Strasbourg, Bordeaux and Lyon. They represent the office energy requirements under five typical weather conditions in France. All of the buildings are located in urban area. Each building has similar structures, e.g., one rectangle room with attic roof and four windows in four directions without shading. Electrical equipments including lighting system, fans, water heaters, are scheduled as common office use. The number of occupants depends on the housing space, with the average of 0.2 people per zone floor area. Since the buildings are designed for office use, the energy consumption in holidays (including weekends) is quite small compared to weekdays. In order to simplify the model in practice, we only record the consumption data in weekdays.
Three datasets are generated for model training and testing. The first dataset is one year's consumption of one building which is located in Pairs-Orly. The hourly electricity demands together with hourly behaviors of 23 variables are recorded through one year. The consumption series from January 1st to October 31st is used for training and the samples in remaining two months, from November 1st to December 31st, is used for model testing. In other two datasets, we record the consumption for multiple buildings in winter season which means from November 1st to March 31st. We design 20 and 50 buildings to be the training data for the second and the third dataset respectively. For model testing purpose, we simulate one more building. The differences among these multiple buildings mainly rely on weather conditions, building structures and number of occupants. The buildings have diverse characteristics with randomly generated parameters: length, width, height and window/wall area ratio. The features of one building are listed in Table I .
B. Model Selection
To fully investigate how feature selection on these three datasets influence SVR models, two kernels are involved. The first one is RBF kernel: exp(−γ x i − x j 2 ). Three parameters of the learning algorithm, C, p and γ are chosen by stepwise 5-fold cross validation as described in the technical document of Libsvm [14] . The initial searching spaces are {2 −3 , 2 −2 , ..., 2 8 }, {2 −10 , 2 −9 , ..., 2 −5 } and {2 −10 , 2 −9 , ..., 2 2 } for C, p and γ respectively. In order to avoid numerical problems in the calculations, before training the model, we scale the training set into the range [0, 1] and then apply the scaling function to scale the testing set.
We also test the feasibility of polynomial kernel (γ * x i * x j + coef ) d which is also applicable on non-linear problems. The kernel parameters coef is set to zero, γ and d are estimated by 5-fold cross validation in searching spaces {2 −10 , 2 −9 , ..., 2 2 } and {2, 3, ..., 7} respectively. In the evaluation step, Mean Squared Error (MSE) and Squared Correlation Coefficient (SCC) are adopted to evaluate the performance of the predictor.
The efficient, widely applied open source tool Libsvm [14] is used to practice our SVR training.
C. Selection of Features
In practice, our feature selection is based on two criteria. The first one is that the selected features can be easily obtained in reality, i.e., they could be collected from measurements, surveys, related documents like building plans and so on. The second one is that they should potentially be the most important ones to the predictor. The combination of RGS and CC algorithms is used to evaluate the usefulness of features for SVR model. The scores for each feature are listed in Table I columns 2 and 3. As our extensive experimental results have shown, the features with the highest scores under RGS are generally more useful than those with the highest ranks according to CC. This indicates that RGS method is more applicable to SVR than CC method. However, since the feature subsets with low scores are still possibly useful for the learning algorithms [15] , we take both RGS and CC into consideration while choosing the features.
The weather condition is normally considered to be the most important factor which influence the building energy consumption. In our selection, we keep two weather features that have the highest scores under RGS, which are dry bulb temperature and outdoor air density while other weather features like relative humidity are discarded no matter how their variations could contribute to energy requirement as we thought naturally. The water main temperature, electrical equipment heat gain such as lights heat gain are determined by their power and occupants' schedule, they could probably be measured or assessed in actual buildings. Zone mean air temperature and zone infiltration volume could also be measured or estimated in a normally operated building. All of the above selected features have scores not less than 1. A special case we have to consider is the number of occupants. This feature takes a middle place under RGS, but since it can be easily counted in real life and has a very high score under the evaluation of CC, we choose to keep it in the final subset. All other features will be discarded since they get low scores or are hard to be collected in reality. For example, Zone Total Internal Total Heat Gain is difficult to be obtained directly and District Heating Outlet Temp is useless according to CC. The selected features are indicated with stars in column Case1 in Table I .
In order to evaluate if the selected feature set is optimal, we also design three other subsets for comparison, they are indicated by columns Case2, Case3 and Case4 in Table I . Compared with case 1, in case 2, we change three of the selected features to other three unselected ones. In case 3, all of the selected features are substituted with other unselected ones except Zone Total Internal Total Heat Gain which is not easily obtained in practice. In case 4, two features which gain lowest scores are removed from selected subset.
D. Numerical Results
Based on the above considerations, we generate four subdatasets of the first dataset for model training and testing. We show the results of all four cases in Table II . Two conclusions can be reached accordingly, the first one is that the designed feature selection method is valid due to model performance in case 1 outperforms other three cases. The other one is that SVR model with RBF kernel has stable performance since high prediction accuracy is always achieved on all of the four subsets.
We put the model performance before and after feature selection on three datasets in Table III . After feature selection, the accuracy of the prediction on 50 buildings' consumptions improves significantly. With regard to 20 building's consumptions, MSE increases to a certain extent, indicating centain decrease in prediction accuracy. However from the standpoint of SCC, the performance of the model with RBF kernel is quite close to the situation without feature selection performed. With regard to polynomial kernel, when training on the original datasets, the prediction ability of the model is just as good as RBF kernel, indicating that polynomial kernel is also applicable on such problem. After adopting feature selection, the performance of the model becomes better for the case of 50 buildings than for 20 buildings. Same trend can also be found for RBF kernel. These phenomena indicate that proposed feature selection approach could give better performance to the models when relatively more training samples are involved.
Another advantage of feature selection we can find in the results is the reduction of training time. For the case of 1 building, 20 buildings and 50 buildings, when we train the model with RBF kernel, before feature selection, the training time is 19.9s, 8208.6s, 40816.6s respectively, while after feature selection, the time decreases to 7s, 2018.4s and 29523.8s respectively. This reduction is remarkable for all of the three cases. We note that for each dataset, we have to assign different model parameters for the learning algorithm, as explained in section III-B, which always have a great influence on the training speed.
IV. CONCLUSION
This paper proposes a feature selection method for support vector regression when applied to predict building's energy consumption. The features are selected according to their feasibility in practice and the evaluation under two selection algorithms which can give each feature a score according to its usefulness to the predictor: the gradient guided feature selection and the correlation coefficients. Experimental results show that the selected subset is valid and can provide acceptable predictors. Performance improvement is achieved in some cases, e.g., accuracy enhanced remarkably for the models with either radial basis function or polynomial kernel on fifty buildings' data, the time for model learning decreases to a certain extent. Besides radial basis function kernel, we proved that polynomial kernel is also applicable to this application. However it seems not as stable as radial basis function kernel. Furthermore, it requires more complicated pre-processing work since compared to radial basis function, there are more kernel parameters need to be estimated.
This work serves as the first guide for selecting an optimal subset of features when applying machine learning methods to the prediction of building energy consumption. Future work will be carried out on developing appropriate feature selection algorithms for other modeling methods.
