Introduction
H. Weyl showed in [6] that if p(x) is a real-valued poynomial with at least one irrational coefficient other than the constant term, then the sequence p(n), n = 1, 2, . . ., is uniformly distributed (mod 1). Generalized polynomials form a natural family of functions which are obtained from the polynomials by the use of the greatest integer function [·], addition and multiplication. For example, [αx]βx 2 and [αx] [βx]γ are generalized polynomials. It was shown in [2] that if the coefficients of a generalized polynomial q(x) are sufficiently independent, then the sequence q(n), n = 1, 2, . . . , is uniformly distributed (mod 1). In this paper we show the following result. 
is uniformly distributed (mod 1).
Note that the same is not true for k = 1 and k = 2. When k = 1, the identity 
Proposition 1.2 The generalized polynomial [αn][βn]γ is uniformly distributed (mod 1) if and only if one of the following conditions hold.
(i) (ii) Our method is, as in [2] , based on the following useful theorem by van der Corput [5] . Theorem 1.3 (van der Corput's difference theorem) Let x n , n = 1, 2, . . . , be a real-valued sequence. If there is some h 0 ∈ N such that for all integers h ≥ h 0 the sequence x n+h − x n , n = 1, 2, . . ., is uniformly distributed (mod 1) , then x n is also uniformly distributed (mod 1).
If p(n) is a usual polynomial then p h (n) = p(n + h) − p(n) is a new polynomial of degree deg(p) − 1. Therefore, Weyl's theorem for polynomials with irrational leading coefficients follows easily by van der Corput's difference theorem and induction since the sequence αn + β is uniformly distributed (mod 1) if and only if α is irrational. See for example [3] for the complete proof of Weyl's theorem. The same idea will be used to prove Theorem 1.1. However, the proof is more complicated because of the brackets in the expressions of q(n). 
The van der Corput method
Denote by [r] the greatest integer less than or equal to the real number r, and {r} the fractional part of r, so that r = [r] + {r}.
Similarly uniform distribution (mod 1) of sequences in R l , l > 1, is defined. We will need the following theorem.
Then the following statements are equivalent:
Definition 2.2 Define the degree of a generalized polynomial
for which
This way the degree of
γ is k. Theorem 1.1 will be proved by induction on deg(q). By van der Corput's difference theorem, it suffices to prove that
is uniformly distributed (mod 1) for all but finitely many h's. However, the degree of q h (n) is the same as that of q(n) and not lower as in the polynomial case. Therefore we need to find a new generalized polynomial V h q(n) from q h (n) which has degree deg(q) − 1 and which can be used instead of q h (n). For now, let
Since
we have
where s(n) and t i (n) are all of the form
The components of the argument ( * ) of the indicator function 1 C i , where
for some s i , are constants and linear polynomials whose coefficients can be written as a linear combination over Q of some rationally independent numbers 1,
To prove that q h (n) is uniformly distributed (mod 1) it is enough by Theorem 2.1 to prove that
is uniformly distributed (mod 1) in R l+1 for any ε i ∈ {0, 1}, or equivalently, that
is uniformly distributed (mod 1) for any ε i ∈ {0, 1} and any b i ∈ Q. Therefore, q(n) is uniformly distributed (mod 1) by van der Corput's difference theorem if
By repeating this process deg(q) − 2 times we obtain generalized polynomials of degree two whose terms of degree two are all coming from V h q(n). It follows from [2] that if a generalized polynomial q 1 (n) is uniformly distributed (mod 1) and deg(q 1 ) = 2, then q 1 (n) + q 0 (n) is also uniformly distributed (mod 1) for any generalized polynomial q 0 (n) of degree one. Therefore, the following proposition apply to these new generalized polynomials of degree two when the identity
is used.
is uniformly distributed (mod 1) if and only if one of the following conditions holds:
If q(n) can be shown to be uniformly distributed (mod 1) by this process we will say that q(n) is uniformly distributed (mod 1) by the van der Corput method.
Notation: We will say that (1) and so that deg
. . , k, and rationally independent numbers 1, β 1 , . . . , β m such that
where the components of the arguments ( * ) are linear combinations of constants and
Note that q h (n) ∼ V h q(n) and that we have the following lemma. 
where
for all but finitely many h if some u i (n) is uniformly distributed (mod 1) by the van der Corput method.
Remark: This may fail if deg(q h ) = 1. For let 1, λ 1 , λ 2 and 1, α 1 , α 2 be rationally independent, and let
is not uniformly distributed (mod 1).
Proof of Lemma 2.5: 2 α 2 n 2 we can reduce any u i (n) which is not uniformly distributed (mod 1) to a polynomial an 2 , a ∈ Q. Therefore we may assume that each u i (n) is uniformly distributed (mod 1). Also, if not all the u i (n)'s are polynomials, let k ≥ 1 be the smallest integer such that there exist rationally independent numbers 1, α 1 , . . . , α k with
for some β ij ∈ R. Then there exists some β ij rationally independent of 1, α 1 , . . . , α k .
Hence, by Lemma 2.4, there exists at least one j so that
So if q h (n) is not a polynomial, it follows from Proposition 2.2 that q h (n) is uniformly distributed (mod 1) for all but finitely many h. If q h (n) is a polynomial, then the
is irrational for all but finitely many h by Lemma 2.4. This proves the degree two case.
We prove the general statement by induction on deg(q h ). Assume it is true if deg(
by the van der Corput method, there is some u k i (n) and hence V k u i (n) by Lemma 2.3, which is uniformly distributed (mod 1) for all but finitely many k. So by the induction hypothesis q k h (n) is uniformly distributed (mod 1) for all but finitely many k and h. Hence, by van der Corput's difference theorem, q h (n) is uniformly distributed (mod 1) for all but finitely many h. 2
Remark: When the coefficients α 1 , . . . , α k of a generalized polynomial q(n) are rationally dependent, say
we will in the proofs assume that 
Some preliminary results
Proposition 3.1 Let λ 1 , λ 2 be rationally independent numbers, γ an irrational number and
is uniformly distributed (mod 1) unless there exist a, c, k 1 , k 0 ∈ Q, c > 0, and b ∈ {+1, −1} such that
Proof: By the identity (2), we have
Suppose first that 1, λ 1 , λ 2 are rationally independent. Then by Proposition 2.2, Q(n) fails to be uniformly distributed (mod 1) if and only if there exist a i ∈ Q such that A = a 0 +a 1 λ 1 +a 2 λ 2 , B = a 4 +a 2 λ 1 +a 3 λ 2 and
mod 1) if and only if
Now, if
Therefore, Q(n) is not uniformly distributed (mod 1) if and only if there exist
a i ∈ Q such that B = a 2 d+a 3 λ 2 and a 3 λ 2 2 − (λ 2 (a 2 d + a 3 λ 2 ) − dA) = dA − a 2 dλ 2 ∈ Q. So
also in this case Q(n) is not uniformly distributed (mod 1) if and only if A and B satisfy the condition (4).
Suppose (4) is true and that λ 2 is rationally independent of 1, λ 1 . Then by (3) and (4) we have
which implies that both λ 1 γ and λ 2 γ are rationally dependent of λ 1 , λ 2 , say
where c 1 , c 2 , d 1 , d 2 are given by (5) . Note that c 2 = 0, d 1 = 0. This gives the equation
It follows from (6) that
and b ∈ {+1, −1}. By dividing (7) by 2c 2 we have
So if λ 2 is rationally independent of 1, λ 1 , then Q(n) fails to be uniformly distributed (mod 1) if and only if there exist a, c ∈ Q satisfying (9) and such that for some b ∈ {+1, −1}, we have
If λ 2 is rationally dependent of 1, λ 1 , say
By the above result, Q(n) is not uniformly distributed (mod 1) if and only if there exist a, c, b
Now,
Also,
Hence, equation (10) 
Proof: Define a sequence c j inductively by c 0 = c 1 = 1 and c j = c j−1 − dc j−2 for j ≥ 2. We will show that c j > 0 for all j = 1, . . . , k − 1, and that det(
. . , k − 1, and let M k = (1) and M k+1 = (0). It follows by induction on j that 
Then it is impossible to have
Proof: Suppose (12) is true. First we show by induction on j that
, where we treat a sum over the empty set as 1. Since
and σ 2j = 0 and σ 2j+1 > 0, we have
and −
2 . Hence,
By setting j = k−2 2 in (14) we have
which shows (13) for j = 2.
Suppose that (13) is true for j. Then by the induction hypothesis and (15),
which shows (13) for j + 2. Hence (13) is proved.
4 Proof of Theorem 1.1
Let l be the dimension of the vector space over Q spanned by α 1 , . . . , α k . By possibly reordering the α i 's, we may take α 1 , . . . , α l as basis of this vector space so that
follows by induction and van der Corput's difference theorem that q(n) = c[αn] k γ is uniformly distributed (mod 1).
. . .
Note that since q(n) = 0 there exists i,
Let a 0 = a k = 0 so that we can write
By van der Corput's difference theorem, q(n) is uniformly distributed (mod 1) if
is uniformly distributed (mod 1), and by Lemma 2.5, q h (n) is uniformly distributed (mod 1) if either
is uniformly distributed (mod 1). The same argument can be repeated for v 1 (n) and v 2 (n). Note that v 1 (n) and v 2 (n) can be seen as the partial derivatives of the polynomial function
. So by using induction it follows from van der Corput's difference theorem and Lemma 2.5 that q(n) is uniformly distributed (mod 1) if at least one of the (k − 2)'th partial derivatives evaluated at ([
is uniformly distributed (mod 1). Now,
We will show that this leads to a contradiction. Now, use the fact that a 0 = a k = 0, and let a 1 , . . . , a k−1 be the unknowns in the system (17) of k − 1 equations.
If a = 0, the system (17) has the unique solution (0, . . . , 0) if the matrix
is non-singular, where
Since a 0 = a k = 0, we have A 2j = 0 for all j. If k is odd, then we also have a 2j+1 = 0 for all j such that q(n) = 0, a contradiction.
Let k be even. If a 1 = 0 then a i = 0 for all i. So we may assume that a 1 = 0. It follows from (18) that
> 0 for all j. Recall that the a i 's satisfy the equations (16). Let
. Then it follows from (16) and (18) that
which by Lemma 3.3 is impossible. This ends the proof for the case l = 2.
Let l > 2. We will show by induction on k that
is uniformly distributed (mod 1) for any l ≤ k.
If k = 3 and l = 3 then α 1 , α 2 , α 3 are rationally independent and
By Lemma 2.5, it is enough that some
. If all of them fail to be uniformly distributed (mod 1), then by Proposition 1.2,
If this is the case then α 1 = a 12 √ cα 2 = a 13 √ cα 3 which contradicts that α 1 , α 2 , α 3 are rationally independent. So q(n) is uniformly distributed (mod 1) if k = 3. 
