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1. Introduction
We wish to consider which ordinary irreducible representations of the symmetric group
Sn remain irreducible modulo a prime p; this is the same as asking which partitions λ of
n have the property that the corresponding Specht module Sλ is reducible over a field of
characteristic p. If λ or its conjugate partition λ′ is p-regular then the answer is known
[6,8]; it is also known in the case p = 2 [7]. This paper discusses some of the reducible
Specht modules in the case that p  3. Throughout,p will be an odd prime and λ a partition
of some integer n. We will prove some cases of a conjecture by James and Mathas [9], given
below.
We begin with some definitions.
Definitions. Suppose that λ = (λ1, λ2, . . .) is a partition of n. The corresponding Young
diagram [λ] is given by
[λ] = {(i, j) | i, j ∈ Z, where 1 i and 1 j  λi
}
.
The Young diagram is usually drawn with i increasing down the page; we shall therefore
take to the higher nodes of [λ] to mean those corresponding to lower values of i . The
conjugate diagram [λ′] is obtained by interchanging the rows and columns of [λ], and λ′ is
the partition of n conjugate to λ. Note that Sλ is reducible if and only if Sλ′ is reducible.
Henceforth, we will identify λ with its Young diagram.
Suppose that (a, b) is a node in λ. We define the residue of (a, b) to be given by
b − amodp, and its hook length hλ(a, b) by hλ(a, b) = λa + λ′b − a − b + 1. Let[hλ(a, b)] denote the hook indexed by the node (a, b) in λ, that is, the set of nodes
✩ This work was supported by EPSRC grant 99800740.
E-mail address: sineadl@maths.usyd.edu.au.0021-8693/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0021-8693(03)00537-4
S. Lyle / Journal of Algebra 269 (2003) 536–543 537{(x, b) | a  x  λ′b} ∪ {(a, y) | b < y  λa}. We say that the hand of [hλ(a, b)] is the
node (a,λa) and that the foot is the node (λ′b, b). Note that if p | hλ(a, b) and the hand of
this hook has residue i , the foot will have residue i+ 1 [5]. For an integer m, define νp(m)
to be the largest integer k such that pk |m but pk+1 m.
We say that (a, b) is a removable node if λ\(a, b) is the diagram of a partition. If λ has a
removable node of residue i , write λi for the partition obtained by removing all removable
nodes of residue i from λ.
James and Mathas have presented the following conjecture.
Conjecture. The Specht module Sλ is reducible if and only if λ contains a node (a, b) such
that νp(hλ(a, b)) > 0 and nodes (x, b) and (a, y) such that νp(hλ(x, b)) = νp(hλ(a, b))
and νp(hλ(a, y)) = νp(hλ(a, b)).
We now define two conditions on λ.
Condition A. Say that λ satisfies Condition A if λ contains a node (a, b) such that
p | hλ(a, b) and nodes (x, b) and (a, y) such that p  hλ(x, b) and p  hλ(a, y).
Condition B. Say that λ satisfies Condition B if for some i , λ has a removable node of
residue i and λi satisfies Condition A.
We will show that if λ satisfies Condition A then Sλ is reducible.
2. Reducible Specht modules
Lemma 2.1. Suppose λ satisfies Condition A with notation as above, and that [hλ(a, b)]
has hand of residue r and foot of residue r + 1. If λ contains a removable node of residue
k where k = r, r + 1 then λk satisfies Condition A, and hence λ satisfies Condition B.
Proof. Suppose λ is of the form described in the hypothesis of Lemma 2.1 and λ contains
a removable node of residue k where k = r, r + 1. Consider λk . Since we have removed
neither the foot nor the hand from [hλ(a, b)], it is true that p | hλk (a, b).
Now consider the node (x, b). By definition, p  hλ(x, b) and we have not removed the
foot of [hλ(x, b)]. So if p | hλk (x, b) then we must have removed the hand of [hλ(x, b)],
and furthermore, since [hλk (x, b)] has foot of residue r + 1, this removed hand must
have been of residue r + 1. But this contradicts our assumption that k = r + 1. Hence
p  hλk (x, b).
A similar argument works to show that p  hλk (a, y), and so λk satisfies Condi-
tion A. ✷
Lemma 2.2. Suppose that all removable nodes of λ are of residue i and λ satisfies
Condition A. Then λi satisfies Condition A.
538 S. Lyle / Journal of Algebra 269 (2003) 536–543Proof. Suppose that λ satisfies Condition A and that all removable nodes are of residue i ,
but that λi does not satisfy Condition A. Then λ contains a node (a, b) such that p |
hλ(a, b) and nodes (x, b) and (a, y) such that p  hλ(x, b) and p  hλ(a, y). If neither the
hand or the foot of [hλ(a, b)] is of residue i then λi satisfies Condition A by Lemma 2.1,
so assume this is not the case.
Suppose the foot of [hλ(a, b)] is of residue i . Then the hand is of residue i − 1 and is
therefore not removable. However there must be a removable node in the same column as
this hand, and this must be of residue i . Suppose that this is in position (c, λc). Then by
construction, λc = λc−1 = · · · = λc−p+1 = λa .
We claim that all of the columns 1,2, . . . , λc have lowest node of residue i . We
have shown this is true for column λc so assume that it is true for column s + 1.
Suppose that λ′s = λ′s+1. The node (λ′s , s) then has residue i − 1. Now consider the hook[hλ(c− p + 2, s)]. It has hand (c− p + 2, λc) of residue i − 2 and foot (λ′s , s) of residue
i− 1. So p | hλ(c−p+ 2, s) but p  hλ(c−p+ 2, s+ 1) and p  hλ(λ′s , s). Since p  3, it
follows from Lemma 2.1 that λi satisfies Condition A, contradicting our initial assumption.
So all of the columns 1,2, . . . , λc do indeed contain a removable node of residue i .
But if all of the columns 1,2, . . . , λc have lowest node of residue i then p |
hλ(a,1), hλ(a,2), . . . , hλ(a,λc), contradicting our choice of (a, b).
Hence if the foot of [hλ(a, b)] is of residue i , we can find a contradiction to our initial
assumption that λi does not satisfy Condition A. If the hand of [hλ(a, b)] is of residue i ,
we can either use a similar argument, or consider the conjugate partition λ′. Therefore if λ
satisfies Condition A, λi must also satisfy Condition A. ✷
Corollary 2.3. Suppose λ satisfies Condition A, but does not satisfy Condition B. Then λ
has one of the following forms.
• λ has highest and lowest removable nodes both of residue i . All removable nodes are
of residue i or i + 1 and λ contains at least one removable node of residue i + 1.
• λ has highest and lowest removable nodes both of residue i . All removable nodes are
of residue i or i − 1 and λ contains at least one removable node of residue i − 1.
• λ has highest removable node of residue i and lowest removable node of residue i+ 1.
All removable nodes are of residue i or i + 1.
• λ has highest removable node of residue i and lowest removable node of residue i− 1.
All removable nodes are of residue i or i − 1.
Lemma 2.4. Suppose λ satisfies Condition A but not Condition B and λ has highest and
lowest removable nodes of residue i where all removable nodes are of residue i or i + 1.
Then λ is of the following form (called of Type I, see Fig. 1):
• For some r > 0, the nodes (1, λ1), (2, λ2), . . . , (r, λr ) are removable of residue i .
• For some t > 0, the nodes (λ′1,1), (λ′2,2), . . . , (λ′t , t) are removable of residue i .• The node (λ′t+1, t + 1) is removable of residue i + 1 and λ′t+1 − λ′t+2 <p− 1.• λ has no removable nodes other than those listed above.
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Fig. 1. A partition of Type I.
Proof. Suppose λ is of the form described in the hypothesis of Lemma 2.4. Since λ has at
least one removable node of residue i + 1 and the lowest removable node is of residue i ,
let (λ′t+1, t + 1) be the highest removable node of residue i + 1. Suppose that λ′t+1 = λ′t
and consider λi . Now λ has a highest removable node of residue i in position (c, λc) say.
So p | hλi (c, t) but p  hλi (c, t + 1) and p  hλi (λ′t , t) so that λi satisfies Condition A.
So λ′t+1 = λ′t and hence column t contains a removable node. By assumption, this is
of residue i or i + 1. Suppose it is of residue i + 1. Now λ has lowest removable node of
residue i , in position (d,λd) say. Consider [hλ(λ′t+1+1, λd)]. It has foot (d,λd) which has
residue i and hook length 1, and it has hand (λ′t+1 + 1, t) of residue i − 1 and hook length
congruent to −1 modp. Therefore by Lemma 2.1, λi+1 satisfies Condition A. Column t
must therefore contain a removable node of residue i .
Now claim that each of the columns 1,2, . . . , t has a removable node of residue i .
We have shown that this is true for t . Suppose it holds for column s + 1. If λ′s+1 = λ′s
then [hλ(λ′t − p + 2, s)] has foot (λ′s , s) of residue i − 1 and hook length 2 and has hand
(λ′t − p + 2, t) of residue i − 2 and hook length p − 1. So by Lemma 2.1, λi satisfies
Condition A.
Column s therefore has a removable node. Suppose it is of residue i + 1. Then p |
hλi+1(λ
′
t−1, s) but p  hλi+1(c, s) and p  hλi+1(λ′t−1, t) so that λi+1 satisfies Condition A.
Therefore column s must have a removable node of residue i and hence by induction,
columns 1,2, . . . , t all have removable nodes of residue i .
Claim that λ′t+1 − λ′t+2 < p − 1. If λ′t+1 − λ′t+2  p − 1 then [hλ(λ′t+1 − p + 2, λd)]
has hand (λ′t+1 −p+ 2, t + 1) of residue i− 1 and hook length p− 1 and has foot (d,λd)
of residue i and hook length 1. So by Lemma 2.1 we have that λi+1 satisfies Condition A.
All the removable nodes above (λ′t+1, t + 1) were assumed to be of residue i and
there is at least one of them. Let the lowest removable node above (λ′t+1, t + 1) lie in
position (r, λr). Claim that each of the rows 1,2, . . . , r has a removable node of residue i .
This is true for r , so suppose true for s + 1. If λs = λs+1 then p | hλi+1(s, t + 1) but
p  hλi+1(s, λs ) and p  hλi+1(s+1, t+1) and so λi+1 satisfies Condition A. So row s must
have a removable node, which must be of residue i . ✷
540 S. Lyle / Journal of Algebra 269 (2003) 536–543Lemma 2.5. Suppose λ satisfies Condition A but not Condition B and λ has highest and
lowest removable nodes of residue i where all removable nodes are of residue i or i − 1.
Then λ is of the following form.
• For some r > 0, the nodes (1, λ1), (2, λ2), . . . , (r, λr ) are removable of residue i .
• The node (r + 1, λr+1) is removable of residue i − 1 and λr+1 − λr+2 <p− 1.
• For some t > 0, the nodes (λ′1,1), (λ′2,2), . . . , (λ′t , t) are removable of residue i .• λ has no removable nodes other than those listed above.
Say that λ is of Type II.
Proof. If λ satisfies the conditions in Lemma 2.5 then λ′ satisfies the conditions in
Lemma 2.4. Hence λ′ is of Type I and so λ is of Type II. ✷
Lemma 2.6. Suppose λ satisfies Condition A but not Condition B and λ has highest
removable node of residue i and lowest removable node of residue i + 1 where all
removable nodes are of residue i or i + 1. Then λ is of the following form (called of
Type III, see Fig. 2):
• For some r > 0, the nodes (1, λ1), (2, λ2), . . . , (r, λr ) are removable of residue i .
• For some t > 0, the nodes (λ′1,1), (λ′2,2), . . . , (λ′t , t) are removable of residue i + 1.• λ has no removable nodes other than those listed above.
Proof. Suppose λ is of the form described the hypothesis of Lemma 2.6. Claim that if
(s, λs) is a removable node of residue i where s = 1 then (s−1, λs−1) is a removable node
of residue i .
Suppose the lowest removable node, of residue i+1, is in position (d,λd). If λs = λs−1
then p | hλi+1(s−1, λd) but p  hλi+1(s, λd) and p  hλi+1(s−1, λs−1) so that λi+1 satisfies
Condition A.
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Fig. 2. A partition of Type III.
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and that the highest removable node of λ, of residue i , is in position (c, λc). Then
p | hλi (c, λs−1 − 1) but p  hλi (c, λs−1) and p  hλi (s − 1, λs−1 − 1) so that λi satisfies
Condition A.
Therefore row s−1 has a removable node of residue i , and so for some r > 0, the nodes
(1, λ1), (2, λ2), . . . , (r, λr ) are removable of residue i , and there are no other removable
nodes of residue i . By considering the conjugate partition λ′, we also get that for some
t > 0, the nodes (λ′1,1), (λ
′
2,2), . . . , (λ
′
t , t) are removable of residue i+ 1 and there are no
other removable nodes of residue i + 1. ✷
Lemma 2.7. Suppose λ satisfies Condition A but not Condition B and λ has highest
removable node of residue i and lowest removable node of residue i − 1 where all
removable nodes are of residue i or i − 1. Then λ is of the following form (called of
Type IV, see Fig. 3):
• For some r > 0, the nodes (1, λ1), (2, λ2), . . . , (r, λr ) are removable of residue i .
• For some t > 0, the nodes (λ′1,1), (λ′2,2), . . . , (λ′t , t) are removable of residue i − 1.• The node (r + 1, λr+1) is removable of residue i − 1 and λr+1 − λr+2 <p− 1.
• The node (λ′t+1, t + 1) is removable of residue i and λ′t+1 − λ′t+2 <p− 1.• λ has no removable nodes other than those listed above.
Proof. Suppose λ is of the form described in the hypothesis of Lemma 2.7. Since λ
satisfies Condition A, there is a node (a, b) with the usual properties. Suppose it has hand
of residue j and foot of residue j + 1. Then unless j = i − 1, either λi or λi−1 satisfies
Condition A by Lemma 2.1. Suppose that j = i − 1 and λ has lowest removable node
of residue i − 1 in position (d,λd). Suppose λa+1 = λa . Then p | hλ(a + 1, λd) where
this hook has foot of residue i − 1 and hand of residue i − 2, and p  hλ(d,λd) and
p  hλ(a + 1, b). So by Lemma 2.1, λi satisfies Condition A. Hence λa+1 = λa and the
node (a,λa) is removable. A similar argument shows that the node (λ′b, b) is removable.
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Fig. 3. A partition of Type IV.
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both hand and foot are removable. Since the node indexing this hook does not lie in
the first row or the first column, let (λ′t+1, t + 1) be a removable i-node such that the
lowest removable node above it, (r + 1, λr+1) say, is of residue i− 1. Claim that the nodes
(λ′1,1), (λ′2,2), . . . , (λ′t , t) are all removable of residue i−1 and that λ′t+1 −λ′t+2 <p−1;
this proof follows exactly along the lines of the proof of Lemma 2.4. A similar proof, or
consideration of the conjugate partition λ′, which also has properties as in the hypothesis
of Lemma 2.7, gives that the nodes (1, λ1), (2, λ2), . . . , (r, λr ) are all removable of residue
i and that λr+1 − λr+2 <p− 1. ✷
Corollary 2.8. If λ satisfies Condition A but does not satisfy Condition B then λ is of Type
I, II, III or IV as defined above.
The following result is proved in [4].
Lemma 2.9. The Specht module Sλ has a composition factor Dλreg where λreg is formed
from λ by moving all nodes as high as possible on their p-ladders. Moreover, λreg is such
that if Dν is a composition factor of Sλ then ν ◗ λreg.
Lemma 2.10. If λ is of Type I then Sλ is reducible.
Proof. Consider the partition µ formed by moving the node (λ′t+1, t + 1) to the position
(r, λr + 1). By a theorem of Payne [2,3], there exists 0 = θ :Sµ → Sλ. Hence Sµ and Sλ
have a common composition factor, Dν say, such that ν ◗ µreg.
Sλ also has a composition factor Dλreg . Consider the p-ladder containing the node
(λ′t+1, t + 1). In λ this ladder is full since λ′t+1 − λ′t+2 < p − 1 but since we then remove
a node, the ladder is not full in µ.
This means that λreg has strictly more parts than µreg; in particular λreg ❙ µreg and
hence λreg = ν. Therefore Sλ has distinct composition factors Dλreg and Dν and hence is
reducible. ✷
Lemma 2.11. If λ is of Type II then Sλ is reducible.
Proof. If λ is of Type II then λ′ is of Type I and Sλ′ is reducible. Hence Sλ is reducible. ✷
Lemma 2.12. If λ is of Type III then Sλ is reducible.
Proof. Assume that λ1  λ′1 since, if not, λ′ is a partition of Type III where the first row is
at least as long as the first column. Then λ1 = (λreg)1. Form the partition µ by moving the
node (λ′1,1) to the position (1, λ1 + 1) and repeat the proof of Lemma 2.10. ✷
Lemma 2.13. If λ is of Type IV then Sλ is reducible.
Proof. Consider the partition µ formed by moving the node (λ′t+1, t + 1) to the position
(r + 1, λr+1 + 1) and then use the same proof as in Lemma 2.10. ✷
S. Lyle / Journal of Algebra 269 (2003) 536–543 543Corollary 2.14. If λ satisfies Condition A but does not satisfy Condition B then Sλ is
reducible.
Lemma 2.15. Suppose λ has a removable node of residue i such that Sλi is reducible. Then
Sλ is reducible.
Proof. This follows from a result by Brundan and Kleshchev [1, Lemma 2.13]. ✷
Theorem 2.16. If λ satisfies Condition A then Sλ is reducible.
Proof. The proof is by induction on n, where the case n= 0 is trivially true. Assume that
Theorem 2.16 holds for m< n and let λ be a partition of n which satisfies Condition A. If
λ satisfies Condition B then we know that for some i λ has a removable node of residue i
and λi satisfies Condition A. By the inductive hypothesis, Sλi is reducible. Therefore Sλ is
reducible by Lemma 2.15.
However, if λ does not satisfy Condition B then, by Corollary 2.14, Sλ is reducible, and
hence Theorem 2.16 holds for all n. ✷
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