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 要  旨 
 近年，Web を活用して個人が自由に情報を発信できるようになった． Web を利用し個人の情








物名と呼び，この複雑な固有物名の抽出を行う．また抽出の対象を blog，SNS，Twitter の 3 種
類として抽出をおこなった． 
既存手法では，まずテキストを形態素や文字などの解析単位に分割し，解析単位の素性ベクト
ル xiを計算する．そして素性で機械学習を用いてクラス分類を行っている．しかし，この手法で
は文全体の意味やつながりを考慮しづらいと考え，本研究では，句単位で解析を行う． 
本手法では，まず，CGM から得たテキストから形態素で挟まれた部分形態素列を候補として
生成する．次にこれらの固有物名を表す素性を計算する．素性には，候補中の自立語と候補外の
自立語の意味的な類似度・候補の先頭の形態素とその前の形態素，または候補の末尾の形態素と
その後ろの形態素とのつながりの不自然さ・候補が括弧にはさまれているか，などを用いる．次
に計算した素性を分類器に与え，固有物名の判定を行う．分類器には，Support Vector Machine
を用る． 
既存手法との比較実験を行った．SNSコーパスにおいて既存手法より良い精度を出した．また，
既存手法より複雑な固有物名を抽出できた．学習コーパスと違うコーパスでテストを行ったとこ
ろ，同じコーパスで学習・テストを行った場合とより，本手法では精度の低下が抑えられた．既
存手法と比べて，提案手法は特定のコーパスによらない学習を行えていることがわかった．SVM
は学習に時間がかかるため学習モデルを使いまわせることは有用である． 
 今後の課題として，一文では判断できないものに対応できるように，文章全体の情報やWebの
情報を用いることなどがあげられる． 
