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I. INTRODUCTION
Many-body quantum-mechanical systems continue to require new points of view to appreciate their behavior. Sometimes phenomena can be understood in terms of essentially independent-particle pictures, such as Rydberg electrons in atoms or elementary conduction in a simple metal, which is explained fairly well with a Drude model. On the other hand, some physical systems exhibit very strong correlations, such as the electrons and lattice ions in high-T c superconductors. A full understanding of these materials still eludes physicists after a decade of effort ͓1͔.
In between these extremes lies another class of manybody systems, whose motion genuinely involves coordinated motion among the bodies, but which can be described by a few gross features. Thus in statistical mechanics the movements of 10 23 atoms can be accurately summarized in terms of a few thermodynamic variables. Another example is afforded by the spectra of ''superdeformed'' nuclei; whatever many-body physics goes into producing these states, in the end their spectra are described simply in terms of highly elongated rotors ͓2͔. This circumstance does not preclude the need for full many-body calculations of these spectra, but it does go a long way toward organizing the phenomena in our minds.
Another tractable many-body system that has emerged in recent years occurs in degenerate gases of alkali-metal atoms, cooled and magnetically trapped at sub-microKelvin temperatures. At the lowest temperatures, these gases undergo a phase transition and become Bose-Einstein condensates ͑BEC's͒ ͓3͔. In the limit where the temperature vanishes, these gases no longer have a thermal component, and emerge as essentially a single lump of quantum stuff. In the resulting many-body system the individual bodies do not matter so much, since each atom lies within a deBroglie wavelength of its neighbors. In this case the individual atoms are not resolved, and we expect that the gas will be described, at least at some level, in terms of just a few degrees of freedom. A main goal of this paper is to reduce the condensate's description to motion in a single collective coordinate R, which represents roughly the extent of the condensate. Many condensate properties are described, at least qualitatively, by motion in the single coordinate R.
The diluteness of atomic BEC also assists in understanding it in simple terms. Being dilute, atomic BEC differs little from the gas that would be trapped if the atoms had no interaction at all, i.e., in an independent particle picture. The properties of BEC are thus amenable to treatment by perturbative methods. This situation stands in stark contrast to, say, superfluid helium, which is dense enough that perturbation theory proves inadequate.
The perturbation theory of choice these days for addressing atomic BEC is field theory. This approach begins with the independent-particle premise that individual atoms in definite single-particle orbitals of the trapping potential are free to interact. The appropriate set of orbitals is then determined self-consistently by accounting for the influence of atoms in one orbital on those in another. For atomic BEC a central theme that has emerged is the mean field theory, which produces the Gross-Pitaevskii ͑GP͒ equation, or nonlinear Schrödinger equation, ͓4͔ iប ‫͑ץ‬r ជ,t ͒ ‫ץ‬t ϭϪ ប tive atom, with wave function , feels the presence of the rest of the atoms according to their density, which is proportional to (NϪ1)͉͉ 2 . Thus the mean field theory replaces a many-body wave function with a simpler function, the mean field , which has now to be extracted from the nonlinear Eq. ͑1.1͒.
Equation ͑1.1͒, though nonlinear, has been solved by a number of groups ͓5-12͔. These solutions, along with suitable generalizations, have quantitatively reproduced a number of observed condensate properties, such as ground-state shapes and energetics ͓13͔, excited state spectra ͓14͔, and coherence properties ͓15͔. Field-theoretical methods are also making headway in understanding how these properties change at nonzero temperatures ͓16͔.
Further, Eq. ͑1.1͒ makes predictions concerning the instability of condensates whose atoms experience a net attractive interaction, as embodied in a negative s-wave scattering length a. An infinite, homogeneous condensate with attractive interactions proves unstable against collapse into a much denser, nonsuperfluid state ͓17͔. However, Dodd et al. ͓7͔ have noted that a condensate confined to a finite region of space can exploit the kinetic energy of its confinement to stabilize itself, at least if the number of condensed atoms remains below some critical number N c . A number of authors have predicted this critical number ͓6,7,18,19͔, and indeed, experiments at Rice University seem not to produce condensates containing larger numbers of atoms ͓20͔. Such a condensate is regarded as metastable, however, and subject to decay by a sort of macroscopic tunneling of the condensate through an abstract potential barrier ͓21͔.
A second major goal of this paper is therefore to employ our one-coordinate reduction of the condensate as an alternative way to visualize what happens near this instability. Our model identifies a single coordinate R, essentially the mean condensate radius, as being most relevant to the gross features of the condensate. In what amounts to first-order perturbation theory, we average over all other coordinates of the full many-body wave function, yielding an effective potential V eff (R) for the condensate's motion in R. A number of authors have also recently exploited the utility of an effective potential concept, with great success ͓8,18,21-24͔. In all these cases, the authors solve Eq. ͑1.1͒ approximately by introducing a trial wave function ͑often a Gaussian͒ and mapping the variational energy as a function of its width. Our model chooses an alternative many-body trial wave function on different grounds, which nevertheless closely mimics the results of the other variational approximations, in particular by predicting the same critical number.
Our model takes a further step, however, inasmuch as the effective potential we derive really is an approximate potential in a real physical coordinate. We can therefore solve the resulting linear Schrödinger equation in R, whose results are in surprisingly good agreement with more accurate manybody approaches. Moreover, we arrive at our trial wave function from a systematic procedure that can be extended beyond the simple model presented here. The present model can then, in principle, be extended to a larger variational basis set, which should ultimately yield quantitative results. Our third goal is then to introduce this systematic method, as a basis for further work along this line.
II. FORMULATION
We consider a collection of N identical bosonic atoms of mass m confined magnetically in a trap approximated by a spherically symmetric harmonic oscillator potential with angular frequency . The traps currently used in experiments are not spherically symmetric, but this restriction does not affect our description of the qualitative features of the condensate. We will also assume throughout that the atom cloud is at zero temperature. Thus our approach will be that of ordinary Schrödinger quantum mechanics, in that we seek energy eigenstates of the N-boson system. The full N-body Hamiltonian of this system then reads
where U int stands for the pairwise atomic interaction potential. We feel free to ignore three-body and higher-order interaction potentials, again invoking the diluteness of the gas. We are in principle interested in solving the Schrödinger equation with this Hamiltonian,
.2͒ represents a second-order partial differential equation in 3N coordinates, whose solution must moreover satisfy an elaborate set of boundary conditions incorporating the correct two-body wave function whenever any two atoms approach one another. It is an equation that can be ''solved fully'' in only a handful of experimental BEC laboratories around the world. On the other hand, present-day experiments only probe the lowest several members of the spectrum of Eq. ͑2.2͒, and no experiment probes the condensate on the level of individual atoms. Indeed, to zeroth order the condensate is featureless and described only by its size. This motivates us to make a coordinate transformation, where one of the coordinates is the root-mean-squared radius of the atoms from the trap's center:
͑2.3͒
This kind of parametrization has a distinguished history in shell-model calculations of nuclei ͓25,26͔. It has also played a fundamental role in understanding exotic multiply excited states of atoms ͓27͔, as well as reactive scattering in quantum chemistry ͓28,29͔. For the purposes of the present article, we employ the associated methods in a rudimentary way, with the understanding that a more elaborate treatment is of course possible and ultimately desirable. Mathematically R denotes the hyperradius of a (3NϪ1)-dimensional hypersphere in the 3N-dimensional configuration space of the N atoms. Alternatively one can view R 2 as proportional to the trace of the moment of inertia tensor of the atom cloud. The remaining 3NϪ1 atomic co-ordinates are thus given in terms of the set of hyperangles, collectively denoted by ⍀, that parametrize this hypersphere. Considerable freedom exists in choosing these angles, and several different conventions appear in the literature ͓30-33͔. We will adopt the convention of Ref. ͓31͔, the relevant aspects of which we summarize in Appendix A.
Having made the transformation (r ជ 1 , . . . ,r ជ N )→(R,⍀), we can likewise transform the Hamiltonian ͑2.1͒. Carrying out the transformation of the Laplacian, the kinetic energy becomes ͓32͔
In this expression M ϭmN is the total mass of the atoms, and ⌳ stands for a ''grand angular momentum'' operator, defined analogously to a three-dimensional angular momentum ͓32͔,
for all Cartesian components x i of the 3N-dimensional vector (x 1 , . . . ,x N )ϵ(r ជ 1 , . . . ,r ជ 3N ). Further, the oscillator potential transforms easily into
To evaluate the interatomic interaction part of the Hamiltonian, we again exploit the diluteness of the condensate. Namely, we note that the atoms interact on scales less than ϳ10 nm, whereas the typical mean interatomic spacing is greater than ϳ100 nm. Thus as two atoms, let us say 1 and 2, approach each other, the dependence of the many-body wave function (r ជ 1 ,r ជ 2 , . . . ,r ជ N ) will be essentially independent of coordinates r ជ 3 , . . . ,r ជ N . Moreover, its dependence on the difference r ជ 1 Ϫr ជ 2 must reproduce the correct scattering wave function of the pair of atoms. But again, nothing is resolved on the 10-nm scale in a condensate, so all that really counts is the ''long-range'' behavior of this two-atom wave function, i.e., the scattering phase shifts. On scales larger than the 10 nm scattering region, we can recover the s-wave scattering phase shift from a contact potential of the form ͓34͔ 
So far the transformation has not bought us very much, since Eq. ͑2.8͒ is still a partial differential equation in 3N variables. We proceed from here by expanding the wave function into eigenfunctions of the ⌳ 2 operator. These functions have been thoroughly studied in the literature ͓31-33͔, where they go by the name of ''hyperspherical harmonics.'' Their eigenvalue equation reads
where ϭ0,1,2, . . . denotes the order of the harmonic. The second index stands for the set of additional quantum numbers required to index the ͑generally very large͒ degeneracy of harmonics with the same value of . The harmonics Y are multidimensional extensions of the familiar spherical harmonics; note that for a single particle Nϭ1, the eigenvalue in Eq. ͑2.9͒ reduces to the familiar (ϩ1) in three dimensions. The hyperspherical harmonics can be quite elaborate to evaluate and work with, but fortunately we do not need many of their detailed properties. We refer the interested reader to the literature for details ͓31-33͔. Our construction of the approximate solution to Eq. ͑2.8͒ starts from an expansion of the wave function into the hyperspherical harmonics, which form a complete set on the surface of the hypersphere:
Here the indices 0 0 label the linearly independent solutions to the Schrödinger equation; for notational simplicity, we will leave them out in what follows. This expansion reduces Eq. ͑2.8͒ to a set of coupled ordinary differential equations
͑2.11͒
The radial functions in this system satisfy the small-R boundary conditions
͑2.12͒
reinforcing the fact that Eq. ͑2.8͒ is separable in hyperspherical coordinates at small R. The interaction term is now embodied in the matrix elements
͑2.13͒
with the integral taken over the hypersphere of radius R. The integral ͑2.13͒ will generally depend on R.
If sufficiently many harmonics are included, Eqs. ͑2.11͒ can be used to extract the condensate spectrum from this linear system. Of course, a vast number of harmonics would be required to account in detail for the motion of every atom, but again, the gross features ought to emerge from a much smaller expansion. In particular, we will explore in this paper how well we can do by truncating the sum in Eq. ͑2.10͒ to a single term. In nuclear theory, this is known as the ''K-harmonic'' approximation ͓31͔. We will use this term to distinguish the present treatment from more complete hyperspherical calculations to which we will sometimes refer. The natural choice for a single harmonic is Y 00 ͑i.e., ϭ0), which has no nodes in any of the hyperangular coordinates ⍀. It therefore represents the longest-wavelength disturbance in all coordinates except R, and should best represent the smooth blob that is the condensate's ground state. ͑For those having little intuition about hyperspherical harmonics, it may be far from clear that this approximate wave function is sensible. We have tested it by plotting it alongside groundstate wave functions from the GP equation ͑1.1͒, and find that the two solutions are both nodeless in the hyperradius, and are remarkably similar at most hyperradii. Note also that this description becomes exact in the R→ϱ limit, since the interaction dies off as 1/R 3 , faster than the kinetic energy ϰ1/R 2 .) We evaluate the interatomic interaction matrix element in Appendix B, arriving at the result
͑2.14͒
The expression in square brackets, depending on gamma functions, is nearly independent of N for NϾ10. Although we use its exact value in calculations, we will replace it in the formal expressions below by its asymptotic value ϳ1.837. Note that Eq. ͑2.14͒ is qualitatively in accord with the mean field theory: each atom sees the rest with a mean energy ϳ(a/m)n, with number density nϳ(NϪ1)/R 3 . Since each of N atoms sees the same thing, the total energy of interaction scales as ϳaN(NϪ1)/mR 3 , as in Eq. ͑2.14͒. This idea had already been articulated by Kagan et al. ͓10͔ , and by Shuryak ͓18͔, who were among the first to quantify these notions.
Finally we arrive at the effective one-dimensional Schrö-dinger equation in the K-harmonic approximation for the condensate wave function:
described by the effective potential
͑2.15b͒
We have cast Eqs. ͑2.15͒ in terms of the total mass M ϭmN, emphasizing that this equation approximates the quantum-mechanical motion of the condensate as a whole. Unsurprisingly, for Nϭ1, Eq. ͑2.15͒ reduces to the equation for the radial motion of a single atom with zero angular momentum in a harmonic oscillator potential. One essential feature of Eq. ͑2.15b͒ bears emphasizing. Even when all condensate atoms are presumed to have zero angular momentum about the trap's center, there remains an effective centrifugal barrier, represented by the term proportional to 1/R 2 in Eq. ͑2.15b͒. This term summarizes concisely the kinetic energy cost of confining all atoms within a small region near the center of the trap, in accordance with the uncertainty principle. This energy is directly responsible for stabilizing an atomic condensate with aϽ0 against collapse.
We illustrate in Fig. 1 the general features of V eff (R) versus R ͑in units of the harmonic oscillator length scale ͱប/m) for various values of the scattering length a. The heavy line shows V eff for aϭ0, i.e., the noninteracting limit. In this case hyperradial solutions R (R) of Eq. ͑2.15͒ can be written analytically in terms of generalized Laguerre polynomials with radial nodes ͓31͔. The quantum numbers , , and then completely characterize the eigenstates of N noninteracting atoms in a harmonic oscillator potential, with energy eigenvalues ͓31͔
The associated eigenfunctions R (R)Y (⍀) constitute a complete set, over all of configuration space, into which solutions of the interacting N-body problem can be expanded ͓38͔, although we will not do so in this paper. Appendix C details how the degeneracy of eigenstates with energy ͑2.16͒ equals the degeneracy expected from treating the problem in Cartesian coordinates.
For nonzero scattering length, V eff acquires either a repulsive (aϾ0) or an attractive (aϽ0) interaction contribution, as indicated by the curves above and below the heavy curve, respectively. For aϽ0 the condensate is only metastable, living in the local minimum only until it tunnels through a potential barrier to the small-R region, where it accelerates inward to regions of configuration space with large radial kinetic energy. We will return to this metastability in some detail in Sec. IV. This basic physics of course also emerges in the variational approaches of ͓8,10,18,21-24͔. Our own treatment is unique in assessing variationally the many-body Schrödinger equation ͑2.8͒ itself as opposed to the GP equation ͑1.1͒, resulting in a physical potential ͑2.15b͒ in a real coordinate R.
In a more complete calculation, there would be numerous additional potentials lying below V eff , accounting for atom clouds in which atoms have recombined into molecules and clusters ͓43͔. These curves are similar in shape to V eff , but are shifted down by energies corresponding to the molecular binding energies, which are enormous on the scale of trap energies. Moreover, an accurate description of these potentials would entail hyperspherical harmonics with large numbers of nodes, to account for the close proximity of atoms in the molecules; accordingly, we ignore these potentials here. If calculated, these potentials would illustrate in more detail the fates of atoms lost to inelastic processes.
III. POSITIVE SCATTERING LENGTH CASE
For positive values of the scattering length a, the condensate energies deviate from those of the noninteracting condensate as the gas pushes harder against itself and against the walls of the trap. For definiteness we consider in this section a trap roughly approximating that in the JILA 87 Rb experiments, taking aϭ100 bohr, and a trap frequency ϭ200 Hz. For this case, we show in Fig. 2 the condensate's basic feature, namely, its ground-state energy. Here the energy E 0 for N atoms in the condensate is represented as E 0 /NϪ3h/2, to emphasize the deviation from the ideal gas result. The solid curve shows this quantity, versus the number of condensate atoms, according to the K-harmonic model. Below this curve lies the result of the Hartree-Fock ͑HF͒ approximation representing the solution to the nonlinear Schrödinger equation ͑1.1͒. The K-harmonic estimate lies mostly above that of the HF; since both are variational calculations, we conclude, not surprisingly, that the HF approximation is more accurate. Also plotted, as dotted lines, is an estimate arising from a Thomas-Fermi ͑TF͒ approximation, which solves Eq. ͑1.1͒ by ignoring kinetic energy altogether ͑e.g., Ref. ͓5͔͒. For a modest number of atoms, the K-harmonic model is comparable with the TF approximation, although TF works better for large N, as it should. Considering the vast number of terms that have been neglected in the expansion ͑2.10͒, this agreement is already quite encouraging.
In fact, the K-harmonic approximation actually fares slightly better than the variational approach of, say, Stoof ͓21͔, and others like it. To see this, note that a Gaussian solution of the GP equation ͑1.1͒ implies a many-body trial wave function of the form exp(Ϫr 1 2 /q 2 )¯exp(Ϫr N 2 /q 2 ), i.e., a Gaussian function of hyperradius, exp(ϪNR 2 /q 2 ). Our trial wave function F(R), by contrast, remains an undetermined function of hyperradius, and should thus be more flexible, arriving at a slightly better result. This turns out to be the case, although the K-harmonic energies are lower than the Gaussian variational energies by only about 1 part in 10 4 . Furthermore, we note in passing that some regimes even exist where the K-harmonic approximation is slightly lower   FIG. 1 . Schematic of the effective potential, V eff (R), Eq. ͑2.15b͒. The heavy line represents the case where the scattering length aϭ0; its levels reproduce a subset of the harmonic oscillator levels, as detailed in Appendix C. For aϾ0 or aϽ0, V eff becomes more repulsive or more attractive, as the upper and lower curves indicate.
FIG. 2.
Comparison of the K-harmonic, Hartree-Fock, and Thomas-Fermi estimates of the ground-state energy, for a condensate with aϭ100 bohr, and trap frequency ϭ200 Hz. The energy E 0 is plotted in the form E 0 /NϪ3h/2, to emphasize the contribution of the energy beyond that in the noninteracting case.
than the Hartree-Fock result, namely, for extremely tight traps and small numbers of atoms ͑e.g., fewer than about seven atoms͒. In this case, when the dimensionless parameter (NϪ1)a/ͱប/mϷ0.1, the K-harmonic model slightly outperforms the Hartree-Fock model. This is, of course, not a physical regime yet, and so this result remains a curiousity.
The K-harmonic model can also approximate the excitation frequencies of the radial breathing modes, as illustrated in Fig. 3 . The solid lines represent the K-harmonic results, while the points result from the random-phase approximation ͑RPA͒, which surpasses the HF approximation by incorporating some correlation between the HF orbitals ͓11͔. The first excitation frequency agrees nearly perfectly between the two models, while the higher ones show significant discrepancies. The behavior of the K-harmonic model is easy to understand: Higher states in the spectrum, which extend to smaller values of R, feel more strongly the ͑positive͒ contribution from the 1/R 3 interaction term, thus driving them higher relative to the ground state. In other words, for a breathing mode, the greater the excitation energy, the closer together the atoms will come en masse, increasing the effects of their interactions.
This simple interpretation, while applicable to the K-harmonic approximation, is obviously wrong in real life. Observed excitation frequencies invariably fall with increasing N in anisotropic traps ͓14͔. Moreover, most other calculations ͑e.g., ͓11,39-42͔͒ show diminishing excitation energies with increasing N. This circumstance points to a limitation of the K-harmonic model: while it gets something right about the radial energies, it is probably deficient in its ability to model the correct shape of excited-state wave functions. This deficiency will of course be ameliorated when more terms of the expansion ͑2.10͒ are incorporated.
The disagreement between the hyperspherical and RPA approaches is not limited to the relatively crude K-harmonic approximation employed here. In fact, for three atoms in a trap, a hyperspherical calculation can be performed with quantitative accuracy ͓43,44͔. Viewed in the present context, such a treatment in effect takes all harmonics into account. This approach treats R as an adiabatic coordinate and solves Eq. ͑2.8͒ ''exactly'' after neglecting the hyperradial kinetic energy ‫ץ‬ 2 /‫ץ‬R 2 . This calculation produces a set of R-dependent potential curves analogous to, but containing more physics than, the single-harmonic approximation represented by Eq. ͑2.15b͒. Qualitatively, the spectrum of Fig. 3 persists: The adiabatic hyperspherical model predicts that all excitation frequencies increase from the noninteracting frequencies, while the RPA predicts that only the first excitation frequency is higher. It is unclear at present how much the ''exact'' adiabatic hyperspherical results will be altered by the addition of nonadiabatic effects, though their addition would provide a numerically exact solution with which to compare mean-field results. For now the lesson to be learned is that, even in the K-harmonic approximation, V eff (R) apparently mimics the appropriate shape of the condensate's effective potential minimum reasonably well.
As a third test of the K-harmonic model's quantitative accuracy, we can also calculate the peak density of the condensate. As we will see in the next section, this density will have a bearing on the nature of the condensate's instability when aϽ0. To this end we recall the form of our many-body wave function,
where F(R) is the solution of Eq. ͑2.15͒ that vanishes at R ϭ0. The wave function is normalized to unity over the entire 3N-dimensional configuration space. To define a number density, we evaluate the ''density operator'' ͚ i ␦(r ជϪr ជ i ) in the state ͑3.1͒:
The peak number density is then given by
͑3.4͒
where r ជ N is a representative atom coordinate and the sum over i is replaced by the prefactor N. The hyperangular integral in Eq. ͑3.4͒ is similar to that for the interaction term, and is evaluated in Appendix B. The result is
͑3.5͒
Note in particular that the peak density is not proportional to R (3NϪ1) ͉F(R)͉ 2 dR at Rϭ0, which describes instead the probability that all atoms are found together in the center of the trap.
FIG. 3. Comparison of the K-harmonic
and random-phase approximations to the low-lying excitation frequencies of the same condensate as in Fig. 2 . This figure considers only excitations of spherical symmetry. The two approximations agree quite well for the first excitation, but disagree even on the trend with increasing N for higher excitations. Figure 4 plots the peak number density in a condensate versus the number of condensate atoms, in both the K-harmonic and HF approximations. This density is normalized by the number of condensate atoms, to emphasize the difference from the noninteracting limit ͑which is a constant when plotted this way, as shown͒. The K-harmonic model thus accounts for most of the effect of interaction, even though its density overshoots the correct density be nearly a factor of two. The difference is a further indication of the inadequacy of the ansatz wave function F(R)Y 00 (⍀) to describe the true wave function in detail. As we will see in the next section, the K-harmonic approximation fares much better for aϽ0 condensate wave functions.
IV. NEGATIVE SCATTERING LENGTH CASE
In this section we consider aϽ0, and choose trap parameters that approximate the conditions in the 7 Li experiments at Rice ͓20͔. Namely, we set aϭϪ27.3 bohr ͓45͔, and ϭ( x y z ) 1/3 ϭ144.6 Hz, as has been done previously ͓19͔. In real life, especially close to the critical number, the condensate is expected to be very nearly spherical ͓7͔. We plot in Fig. 5 the general behavior of V eff for N near the critical number N c . When NϽN c ͑solid line͒ V eff possesses a local minimum that characterizes the ''metastable region,'' where a metastable condensate lives, stabilized by the 1/R 2 effective centrifugal repulsion. At smaller R lies a potential barrier that separates the metastable region from the ''collapse region,'' which is dominated by the attractive 1/R 3 component of V eff . As N grows, so does this component, until at NϳN c the barrier vanishes altogether, as does the metastable region. For NϾN c ͑dashed curve͒ V eff is purely attractive, implying that the condensate cannot exist even metastably.
The argument of balancing kinetic and interaction energies to stabilize condensates is not new ͓10,18,21͔. It has generally been approached by assessing these energies as they vary with the width of a variational trial function used to represent an orbital in the full condensate wave function. The width of this trial function, often of Gaussian form, represents in this case a variational parameter rather than a coordinate. Using such an analysis, Stoof identifies a potential energy functional ͓Eq. ͑21͒ of ͓21͔͔ that enters into his fieldtheoretic treatment of metastable condensates. This functional has essentially the same form as our effective potential ͑2.15b͒. Other authors have followed suit, arriving at similar energy functionals ͓22-24͔. In particular, Pérez-García et al. produce a figure essentially equivalent to Fig. 5 . Shuryak plots a similar quantity, namely, an energy versus the central density of the condensate ͓18͔. In all these cases the tunneling of the metastable condensate is viewed as an abstract process in a multidimensional field space of the possible condensate wave functions. The hyperspherical approach, by contrast, identifies a simple physical potential along a single adiabatic coordinate, and views the tunneling in the usual quantum-mechanical sense.
Once the condensate enters the collapse region, our simple model can no longer follow it. The real physics will involve enormous inward radial accelerations, increased atom collision rates, recombination into molecules and clusters, etc. Nevertheless, we can in our model describe the initial tunneling event that leads to this collapse. One major question regarding unstable condensates is, what is the nature of their demise? Dodd et al. ͓7͔ have argued that long before a macroscopic tunneling event swallows the condensate, two-and three-body losses will eject sufficiently many atoms to restabilize the cloud. Ueda and Leggett ͓24͔, following a lead from Kagan et al. ͓10͔ , have recently argued that macroscopic tunneling can indeed be the faster process, when the number of atoms is very close to the critical number. In this section we will arrive at the same conclusion within the K-harmonic model.
A. Critical number
Our first task is to estimate the maximum number of identical bosons with negative scattering lengths that can be con- densed. Within our model, we identify this critical number N c as the number of atoms for which the barrier height in V eff coincides with the minimum in the metastable region. ͑Strictly speaking, this approach will slightly overestimate the critical number, by ignoring the zero-point energy of the metastable state. It makes nevertheless a pretty good approximation.͒ To simplify the discussion, we write V eff as
͑4.1͒
with N-dependent coefficients that are apparent in Eq. ͑2.15b͒. The local maximum and local minimum of Eq. ͑4.1͒ coincide when the positive roots of dV eff /dR coincide. Multiplying by R 4 , we thus need to evaluate the positive roots of the fifth degree polynomial
͑4.2͒
Analytic expressions for the roots of a fifth degree polynomial are cumbersome, if indeed they can be determined at all ͓46͔. However, we need only the condition guaranteeing that the positive roots coincide, for which we can exploit a result of algebra known as Sturm's theorem ͓47͔, which provides an algorithm for counting polynomial roots. Sturm's theorem implies our condition is met when the coefficients of Eq. ͑4.2͒ satisfy
͑4.3͒
Resubstituting the expressions for A, B, and C and assuming Nӷ1, we arrive at an expression for the critical number:
where has been defined following Eq. ͑2.14͒. This expression has the usual dependence on the parameters m, , and a, and does reasonably well on the numerical prefactor. This value is 17% higher than the well-known value 0.573 obtained from numerical solutions of Eq. ͑1.1͒ ͑e.g., ͓7͔͒. For the 7 Li trap parameters, the K-harmonic model predicts N c ϭ1466, in excellent agreement with variational estimates such as in ͓21,23͔. This is not surprising, since these approaches and ours balance roughly the same kinetic and interaction energies.
Notice also that introducing additional hyperspherical harmonics, as in the expansion ͑2.10͒, will influence primarily the 1/R 3 part of the interaction, where off-diagonal matrix elements will appear in Eq. ͑2.11͒. In such a case our effective potential will be obtained by treating R as an adiabatic coordinate, and diagonalizing Eq. ͑2.11͒ after setting d 2 F/dR 2 ϭ0 in Eq. ͑2.11͒. This diagonalization will have the effect of further deepening the collapse region relative to the metastable region, thus diminishing N c toward its correct value.
As N→N c and the local maximum and local minimum of V eff coincide, we note that the second derivative of V eff will vanish at the point of coincidence. This means, in turn, that V eff has no curvature and hence no oscillation frequency to lowest order. Here then is a classical explanation for the well-known ''softening'' of the condensate's modes for aϽ0.
B. Adiabatic energy level spectrum
We now address some additional details of the K-harmonic model. Figure 6͑a͒ shows some of the energy levels in the potential V eff versus N, which is taken as a FIG. 6 . A portion of the spectrum of energy levels vs N, within the K-harmonic approximation, for a condensate with aϭϪ27.3 bohr and trap frequency ϭ144.6 Hz. In ͑a͒ the dashed line corresponds to the value of V eff at the top of its potential barrier. Below this line, the levels denoted ''I'' correspond to wave functions localized in the metastable region of R depicted in Fig. 5 . Their energies rise slowly as N grows. The levels denoted ''II'' correspond to wave functions localized in the collapse region of Fig. 5 . Their energies drop steeply as N increases and the attractive 1/R 3 part of V eff deepens. The dashed line thus represents the transition between these types of localization. Above the dashed line are levels denoted ''III'' that lie above the barrier, and so sample both the metastable and collapsing regions. In ͑b͒, the lowest three metastable energy levels are extracted ͓the lowest, labeled E 0 , is also indicated by the heavy line in ͑a͔͒. Each excited level drops in energy below the ground state as it tops the barrier and falls into the collapse region.
continuous parameter. Because of the 1/R 3 singularity of V eff at small R, we are obliged to impose artificial boundary conditions to avoid the infinitely many nodes of a wave function in this potential. We choose here and below to set the wave function F(R) equal to zero at an inner cutoff point R cutoff ϭ0.6 oscillator units. This limit lies well within the collapse region for the states of interest. The form of the wave function within the collapse region is of course unphysical, owing to the complications of small-R behavior neglected in the K-harmonic approximation. Figure 6͑a͒ shows three distinct types of behavior in the spectrum. In the lower left are levels ͑labeled ''I''͒ whose energies rise with increasing N; these represent the metastable levels, whose energies grow slightly sublinearly in N, owing to the net atomic attraction. In the lower half of the figure ͑below the dashed line͒ are a set of levels ͑labeled ''II''͒ whose energies decline with increasing N; these stand for the unphysical bound states trapped within the collapse region, and they get progressively deeper as this part of V eff deepens. The dashed line in Fig. 6͑a͒ represents the height of the barrier in V eff as N varies. This curve marks roughly where each metastable level becomes unstable against spilling over the barrier. Above the dashed line lie levels ͑labeled ''III''͒ that therefore live only long enough to collapse.
The lowest-lying of the ''type I'' metastable levels is indicated by a heavy line in Fig. 6͑a͒ , where it is labeled E 0 . This level stands for the metastable condensate's ''ground state.'' This curve is reproduced in Fig. 6͑b͒ , along with the energies E 1 and E 2 of the ''first two excited'' metastable states. When the number of atoms reaches the effective critical number 1460, the ground-state energy E 0 exceeds the barrier height, signaling the transition of this state from ''type I'' metastable to ''type II'' collapsing behavior; E 0 then turns down sharply. Note that the excited-state energies E 1 and E 2 make this transition for smaller numbers of atoms, since they are higher in energy to begin with. Figure 7 further illustrates this transition by plotting the condensate's ground-state wave function F(R) for various numbers of atoms. For Nϭ1450 atoms, the barrier remains large, and the wave function is confined entirely to the metastable region. As the number of atoms rises, a portion of the wave function tunnels through the barrier, increasing the probability of a macroscopic tunneling event. For Nϭ1460 atoms, the metastable state's energy is already at the top of the barrier ͓see Fig. 6͑a͔͒ , and the wave function leaks readily into the collapse region. For even higher numbers, Nϭ1470, the formerly metastable state lies entirely within the collapse region, and no condensate exists. In these figures the rapidly oscillating part of the wave function in the collapse region should be viewed as schematic, representing the rapid infall of the atom cloud.
We can extract from the spectrum the low-lying excitation frequencies of the metastable condensate, as plotted in Fig.  8͑a͒ . We again compare the K-harmonic results to those of the random-phase approximation. Both methods show the first excitation frequencies plummeting to zero ͑or below͒ as the number of atoms approaches the appropriate critical number. This reduction in excitation frequency represents the quantum-mechanical demonstration of mode softening for this system. Figure 8͑b͒ replots the first excitation frequency versus the scaled number of atoms N/N c . With this proviso, the agreement between K-harmonic and RPA models is again encouraging, as was the case for aϾ0. For the second excitation frequency, the agreement breaks down, just as before.
C. Decay rates
We can also extract the peak densities for metastable condensates from Eq. ͑3.4͒. This quantity is plotted in Fig. 9 and is compared to the Hartree-Fock result; both results are again scaled by their respective critical numbers. The adequacy of the K-harmonic model is much superior here to that in the aϾ0 case ͑cf. Fig. 4͒ . This suggests that the hyperspherical harmonic Y 00 captures much more accurately the shape of the true many-body wave function for the attractive case. The reason for this may be seen in the harmonic expansion ͑2.11͒: when larger values of are incorporated, they include a larger effective centrifugal barrier, ϰ 2 /R 2 . These harmonics therefore have less to contribute to wave functions that occupy a smaller volume, i.e., which exist at smaller hyperradius R, which is the case for attractive condensates. We therefore anticipate that a full-blown hyperspherical treatment will have an easier time handling aϽ0 condensates than aϾ0 condensates.
From peak densities we can, in turn, estimate losses from the condensate due to two-and three-body processes. Following Dodd et al., we identify a loss rate for an N-atom condensate ͓7͔
Metastable condensate wave functions for the condensate labeled by energy E 0 in Fig. 6 . As the number N of condensate atoms grows, the condensate's wave function is increasingly likely to tunnel through the barrier into the collapse region, until ultimately the entire condensate wave function is dominated by V eff 's attractive 1/R 3 potential.
For 7 Li atoms trapped in their ͉Fϭ2,M ϭ2͘ states, the twobody loss rate, primarily due to dipolar relaxation, is ␣ ϭ1.2ϫ10 Ϫ14 cm 3 /sec ͓7͔ and the three-body recombination rate is estimated to be Lϭ2.6ϫ10
Ϫ28 cm 6 /sec ͓48͔. We further approximate the total rate, in terms of the peak number densities, by
whose last factor represents the condensate volume in a sphere of radius one oscillator unit, lϭͱប/m. This approximation gives loss rates of several hundred atoms per second near criticality, in rough agreement with the results of Dodd et al., but necessarily overestimating ⌫ N in the crude approximation ͑4.6͒.
As our final point, we use the K-harmonic model to estimate the rate of macroscopic tunneling, for comparison with the two-and three-body rates. To do this, we extract the WKB tunneling probability exp(Ϫ2) with
This integral is taken between the inner (R in ) and outer (R out ) turning points of the barrier. E stands for the energy of the metastable condensate. Stoof has also cast condensate metastability in terms of a WKB-like integral ͓21͔, but he argues the point in a very formal way, in terms of an energy functional for condensates of Gaussian shape. Stoof's analysis has the advantage, however, that it can also estimate tunneling rates for condensates at nonzero temperatures. Ueda and Leggett similarly introduce a WKB integral without qualification, as if their variational width were a physical coordinate. In any event, the spirit is similar in all three approaches. To turn the probability ͑4.7͒ into a tunneling rate, we multiply by the frequency of the condensate's motion in the metastable part of the well, approximated by
where R min denotes the position of V eff 's local minimum. Further, the macroscopic tunneling of the condensate takes all of the atoms with it. To obtain a tunneling rate in atoms/ sec one then identifies a rate
Figure 10 plots the loss rates for the few-body and N-body processes for N near N c . The tunneling rate has a strong exponential dependence on N, whereby its influence drops to insignificance if N is even five atoms below the critical number. Even accounting for order-of-magnitude uncertainties in the rates does not alter this basic conclusion. The tunneling rate is plotted only up to Nϭ1460 atoms, beyond which even the metastable condensate's ground state lies higher in energy than the barrier. This circumstance identifies N c ϭ1460 atoms as the ''true'' critical number within our model. FIG. 9 . Comparison of K-harmonic and Hartree-Fock approximation estimates of the peak condensate density for the condensate considered in Fig. 6 . As in Fig. 8͑b͒ , N has been scaled by the appropriate critical number N c . Both models show a sharp rise in density as the appropriate critical number is approached. assuming N c ϭ1460. The exponent 1.6 is about three times larger than Shuryak's estimate of 0.57, which was determined by projecting a Gaussian metastable wave function onto a variety of trial wave functions for the collapsed state ͓18͔. Similarly, the WKB-like estimate of Stoof can be evaluated to yield an exponent ϳ0.65. If we artificially adjust the interaction term of V eff to yield the correct critical number, we find that the exponent in the K-harmonic model drops to ϳ0.82, more in line with the other values. This is consistent with the fact that a more complete hyperspherical calculation will of course converge to the correct result. The more detailed analysis of Ueda and Leggett shows that the tunneling rate is actually not strictly exponential in N, but this distinction need not concern our qualitative discussion here. Our main conclusion is then: if the condensate contains fewer than Ϸ(N c Ϫ5) atoms, it is likely to dribble away by two-and three-body losses rather than collapsing all at once in a macroscopic tunneling event. Even at high densities, it will be easier to bring pairs of atoms together than to bring the whole assembly of atoms together. The observation of macroscopic tunneling might just be possible, if the condition NϳN c can be attained. This situation will probably be difficult to achieve by evaporative cooling, and will persist for a fraction of a second, making its observation a tricky challenge indeed. One possible solution would be to create a condensate very close to the critical number, then to tune the interaction strength so that N c coincides with N. Such a tuning of scattering lengths may be possible using magnetic ͓49͔ or laser ͓50,51͔ fields. In addition, a technique was demonstrated recently for lowering to a temperature just above the transition temperature, then suddenly crossing the transition at will ͓52͔.
V. SUMMARY AND PROSPECTS
We have demonstrated an alternative approach to the physics of the ground state of a trapped many-boson system, from the point of view of ordinary Schrödinger quantum mechanics. We have selected a particularly useful variational trial wave function for the linear Schrödinger equation ͑2.8͒ that yields results similar to variational approaches to the nonlinear Schrödinger equation ͑1.1͒ in common use in BEC theory. This approximation produces surprisingly good quantitative results from a very simple model potential.
The present results are limited by our truncation to only a single term in the expansion ͑2.10͒. We anticipate that the results will improve as more of the expansion is included. If we appeal again to the basic simplicity in the shape of the condensate, we expect that the expansion need not contain too many terms before accurately representing a number of condensate properties. This approach also has the ability to describe condensates in nonspherical traps, provided that sufficiently many harmonics are included to represent the anisotropy of the condensate. These extensions of the K-harmonic model are presently being considered ͓53͔.
Finally, we remark that hyperspherical models are also suitable for describing mixtures of condensed atoms of different species. In this case each species i is accorded its own hyperradius R i , and the overall hyperradius can be given as
with M 1 and M 2 the total masses of the two components. We expect this approach to shed light on the stability of double condensates ͓54,55͔, which possess three independent scattering lengths.
This leaves NϪ1 hyperangles to be chosen, which are conveniently defined as arctangents of ratios of radial distances. We will follow the convention of Ref. ͓31͔, defining these angles as follows:
r N ϭͱNR cos ␣ NϪ1 , FIG. 10 . The loss rate of atoms from the condensate due to twoand three-body processes ͑solid curve͒ and due to a macroscopic tunneling event ͑dashed line͒ for the condensate considered in Fig.  6 . In this example the critical number is N c ϭ1460. Until the number of atoms reaches 1455 or so, the two-and three-body rates completely dominate the loss. 
͑B6͒
Multiplying the relevant factors together, and inserting the value ͑A5͒ for the hyperspherical harmonic, we arrive at the matrix element ͗00͉␦͑r ជ 1 Ϫr ជ 2 ͉͒00͘ϭ 
͑B7͒
Inserting this expression into Eq. ͑B1͒ finally produces the result ͑2.14͒.
We encounter a similar integral in Eq. ͑3.4͒. The only difference is in the factor ␦(r ជ 1 ) instead of ␦(r ជ 1 Ϫr ជ 2 ). The entire derivation goes through as above, except that the ␣ 1 integration now reads leading to the result ͑3.5͒.
APPENDIX C: DEGENERACY OF OSCILLATOR STATES
In this Appendix we work out the degeneracy of N noninteracting atoms confined in a spherically symmetric harmonic oscillator potential. In the familiar Cartesian coordinates, if each degree of freedom i holds n i quanta, then the total energy is
͑C1͒
The degeneracy of levels with energy ͑C1͒ equals the number of ways in which n quanta can be distributed among 3N degrees of freedom, which is given by the binomial coefficient
In hyperspherical language, the energy eigenvalues are given by Eq. ͑2.16͒:
͑C3͒
For a given energy, we thus make the identification 2ϩ ϭn. Avery gives an expression for the number of hyperspherical harmonics with a given value of ͓͑32͔, p. 35͒:
ͪ .
͑C4͒
To find the complete degeneracy, we must sum this expression for all allowed values of , consistent with 2ϩ ϭn. Note that is restricted to values with the same parity as n, but the form of Eq. ͑C4͒ guarantees that all values of , even and odd, will appear in the sum. The total degeneracy is thus
in agreement with Eq. ͑C2͒. We have evaluated the sum ͑C5͒ using the following formal properties of binomial coefficients ͓57͔:
