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Chapter 1 
Introduction 
Electronic structure calculations make up a considerable part of computa-
tional solid state physics. The goal of ал electronic structure calculation is to 
determine and understand properties such as the binding energy, the crystal 
structure, the magnetic structure etc, which all depend on the ground-state 
of the electrons. If this is done using the basic laws of physics without experi­
mental input, these calculations are called 'ab initio' or 'from first-principles'. 
It is also possible, including extra theoretical models, to calculate excitations 
of the electrons and predict e.g. the interaction of the solid with radiation, 
or its transport properties. 
From the 1980's electronic structure calculations have become wide­
spread and versatile, both due to the increased speed of computers and due 
to the large effort put into the development of new calculation schemes. The 
appUcation of these schemes to a large variety of solids has undoubtedly 
increased our understanding of these sohds. In this thesis we will try to con­
tribute both to the development of new calculation schemes as well as to the 
application of conventional schemes to new types of solids. A new scheme 
for handUng electrons in a magnetic solid based on the Dirac equation, that 
combines rigorously quantum mechanics and special relativity, is introduced 
in chapter 2. In sections 1.1 to 1.3 an introduction to chapter 2 is provided. 
In chapter 3 the new scheme is applied to a problem of surface magnetism. 
The second part of this thesis is concerned with the electronic structure 
of incommensurate crystals. These crystals are ordered but non-periodic. 
3 
4 
Since the usual calculation schemes are only applicable to periodic solids, 
calculations can only be made for a series of approximate crystal structures. 
In chapter 4 calculations are presented for one of these materials, the in­
commensurate mineral calaverite, АиТег- Chapter 5 deals with the optical 
properties of this material. Those readers only interested in this second part 
of the thesis, may skip the introductory paragraphs 1.2 and 1.3. 
1.1 Electronic structure calculations 
In this section we introduce the basic notions of an electronic structure cal­
culation. For the moment we forget about magnetism and special relativity. 
The solid consists of a set of nuclei of positive charge and as many electrons 
as necessary to make the solid neutral. 
The first step is the decoupling of the motion of the nuclei and the 
motion of the electrons. Because of the much larger nuclear mass (1836 
times the electron mass) it is reasonable to assume that for any configura­
tion of nuclei, the electrons are in their ground-state (Born-Oppenheimer 
approximation). Therefore, we define our Hamiltonian in the Hilbert space 
of normalized electron states and take the nuclei into account via a potential 
term: 
Ζ -
Vnud(r) = Σ — - R - ¿ - , (1) 
дел I7, - Ä l 
where Л is the set of nuclear positions and ZR is the nuclear charge at 
position R. 
After this decoupling and in the absence of external fields we obtain 
the Hamiltonian: 
Η(η;Pi) = Σ T¿ + Ι Σ ^ Ц ч + писі(П· (2) 
Here Tj is the kinetic energy of the i t h (interacting) electron and the electron 
charge has been taken one in Hartree atomic units. The minimisation of the 
total energy 
Etot = (гр(гъ· • •, Γ Λ Ο Ι Η ^ , Ρ , , . . . , fjv,pJv)Mn, ••·,τ
Ν
)) 
for Ν = IO2 3 electrons is unsolvable without additional approximations. Al­
most any first principles electronic structure calculation for metallic solids 
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today makes use of Density Functional Theory and the Local Density Ap­
proximation to obtain tractable single-particle equations. Density Func­
tional Theory (DFT) is based on a theorem by Hohenberg and Kohn and 
a calculation scheme developed by Kohn and Sham. The Hohenberg-Kohn 
theorem reads [1]: 
a. The ground-state energy is a unique functional of the electron density. 
b. This functional is minimal for the correct electron density. 
Kohn and Sham used this theorem to derive single-particle equations writing 
the ground-state energy as [2] 
E[n]=T.[n\ + J J " f ^ y rf3rdV + ƒ t w ( r - ) n ( f ) d 3 r + £ ,
c
[ n ] . (3) 
Here T
s
[n] is the kinetic energy of N non-interacting electrons for which 
the density η{τ) is found by summing the densities due to the lowest lying 
solutions фг of a set of single-particle equations yet to be defined: 
Γ.[η] = Σ ƒ tf{r){-l-V2mr)d*r (4) 
г осе 
while 
n(r) = E l ^ ) ! 2 · (5) 
Ϊ occ 
The second term in (3) represents the direct Coulomb interaction between 
the electrons and is called the Hartree term. The last term, called the 
exchange and correlation energy contains all remaining terms, thus also 
the difference between the real kinetic energy of the interacting electrons 
and expression (4)! The Kohn-Sham single-particle equation is found by a 
variation of expression (3) with respect to particle-conserving variations of 
the density and reads*: 
Лф+ t n ^ J*-' . .· -f^ • δΕ' 
J r — г ' 2 If— f'l δη 
A(r ) = e,ipt(r ). (6) 
So far we used DFT to derive the single-particle equations (6) without 
approximations. Unfortunately the expression for E
xc
[n}, the existence of 
"We use Hartree a tomic units with e = тп
е
 = h = 1. 
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which is guaranteed by the Hohenberg-Kohn theorem, is not known. There­
fore, one proceeds with a rather bold approximation called the Local Density 
Approximation (LDA) of the form 
E
xc
[n} = J е
хс
(п(г))п(г)(13г, (7) 
where ε
χσ
(η) is taken from an interacting electron gas with uniform density. 
Even the latter system cannot be calculated rigorously and, therefore, 
only a number of expressions for €xc(n) based on combinations of analytical 
results and numerical simulations are known. A discussion of these expres-
sions is outside the scope of this thesis. 
An important aspect of the single-particle equations (6) is their de-
pendence on n(r ), and via (4) on the solutions ф
г
{т). This means that 
equation (6) should be solved self-consistently, such that the input n(f ) of 
(6) is equal to the output n(r ) calculated with expression (4) from the so­
lutions of (6). In practice we start with some guess for n(f ), e.g. properly 
normalised atomic solutions, and solve (6), calculate n(r ), solve (6) etc., 
until self-consistency is reached. It turns out that most systems do not con­
verge to a self-consistent solution unless they are 'damped' in some way. In 
its simplest form this damping means that a new iteration is not started with 
nout{r) of the previous iteration, but with a linear combination of n0 1 1t(f) 
and nin(f ) from the previous iteration. There axe numerous mixing schemes 
available to speed up the convergence of the self-consistency process, but 
we will not go into these because they are not supposed to influence the 
resulting self-consistent charge density n(f). 
The single-particle equations (6) are the basis of DFT-LDA electronic 
structure calculations, but they do not yet provide a recipe for a calculation 
scheme, even if an explicit form for e
xc
(n) is chosen. To actually tackle a 'real 
solid' several recipes have been developed. Since the new scheme of chapter 2 
can be considered to be a generalisation of the Augmented Spherical Wave 
(ASW) method introduced in 1979 by Williams, Kubier and Gelatt [3], we 
will introduce the recipe of ASW in the next section in some detail. 
1.2 The ASW method 
The ASW method makes use of the Atomic Sphere Approximation (ASA) 
to the crystal potential. In the ASA the space is divided into atomic spheres 
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centred at the nuclear positions, and the interstitial region in between the 
spheres. Inside the spheres the crystal potential (that is the Hartree term, 
the nuclear term plus the exchange and correlation potential), is spherically 
averaged, whereas in the interstitial region it is taken to be flat. The sphere 
radii are chosen such that the sum of the sphere volumes equals the volume 
of the crystal. The use of these overlapping spherical potentials is a serious 
approximation. However, it has been proven, that this approximation does 
allow the calculation of a number of important properties, if applied to 
close-packed systems, or to systems that can be made more or less close-
packed by the insertion of so-called 'empty spheres' (without a nucleus) in 
suitable places. The advantage of ASA is the numerical efficiency provided 
by the approximation, which means that one can calculate considerably more 
complex systems than with full-potential methods. 
A second important notion in ASW (and in fact in all other electronic 
structure methods) is the division of the electrons into core- and valence-
electrons. The former are so tightly bound to the nuclei that their spatial 
extent is very small and core states on neighbouring atoms do not overlap 
significantly. Therefore, these states remain localised in the solid and can 
be calculated separately (if their states are well separated in energy from 
the valence electrons). In ASW the core-electrons axe recalculated at each 
iteration of the self-consistency process and are, therefore, allowed to relax 
to the changes in the crystal potential (in contrast to so-called frozen core 
calculations). The valence-electrons are delocalised or extended and must 
be represented by states extending over the full infinite crystal. This is done 
by making use of Bloch's theorem for periodic crystals. 
Bloch's theorem states that due to the existence of translation sym-
metry in a periodic crystal with for all lattice translations R € Λ: 
v{f) = v(f+R) (8) 
the eigenstates of the single-particle Haniiltonian can be labelled with a 
vector к with 
Мг + й) = е^пф
к
(г). (9) 
It is enough to take к from a restricted part of space called the first Brillouin 
zone. This can be used to construct an extended state with the property (9) 
8 
from an arbitrary and not necessarily extended state i/>(r): 
Ф
к
(П=Т,е*'пМг-а)· ( 1 0 ) 
дел 
To solve the single-particle equations ASW malees use of an energy-indepen­
dent basis set of functions ^¿(r ), such that the equations (6) adopt the form 
of a generahsed eigenvalue problem. The construction of the basis functions 
Фиі?) is done using construction (10) from V's that are called Augmented 
Spherical Waves: ^ASwi?)· The functions ФАЗ are defined to be non-
extended, atom-centred solutions of the equations (6). For each atom in 
the unit cell of the crystal a few of these t/Msw's are needed to represent 
satisfactorily the valence-electrons. Since the potential is taken to be flat in 
the interstitial region it is possible to write down the form of ^Msiv in this 
region analytically, and this form is chosen to be (centred at the origin): 
VLASw{n = h^{T)YL{r) (11) 
where ft¿ (r) is a spherical outgoing Hankel function of kinetic energy —\k2 
and У І ( Г ) are spherical harmonics {L — (i,m)). The kinetic energy is taken 
to be a fixed, small and negative energy, and is not used as a variational 
parameter. Practice has shown that results do not critically depend on the 
choice of k2. On each site the (.-values taken into account axe at least those 
corresponding to the angular momenta of the non-closed shells of the atom. 
At the heart of the ASW recipe lies the expansion theorem that allows 
us to express the ipASW centred at one lattice site in functions centred at 
other lattice sites [4]: 
riswi?- R) = Σ BLv(R)iï(r)YL(ï) (12) 
L' 
where Βι^ι(Κ) is a structure constant: 
BLLI(R)^AnYj{-)l'{K)M'-t"lLL,L„h1,l{R)Yt"(R) (13) 
L" 
and the ILL'L" are the Gaunt numbers: 
ILL'L» = j d2rYb(f)yL*,(f)yL»(r). (14) 
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The functions j((r) are spherical Bessel functions^. The infinite sum over 
L' in (12) is in practice truncated at a certain maximum i'. 
Definitions (10) and (11) together with expansion theorem (12) make 
it possible to represent each basis function фг(г) uniquely by a set of coeffi­
cients for Bessel and Hankel functions (times YL) of all L-values at all sites 
in the unit cell. Inside each atomic sphere these analytic parts oi ф^(г) in 
the interstitial space are all separately augmented with (matched onto) nu­
merical solutions of the equations (6). Since the potential is taken spherical 
symmetric inside the spheres the equations (6) have solutions: 
Ыг ) = u((r)YL(r) (15) 
where the ui(r) obey decoupled radial equations. This is the essential ad­
vantage of the atomic sphere approximation for the potential. 
Instead of calculating for each i at each site and for each к all values 
and slopes of фпіг) and solving the radial equation with these boundary 
conditions, another approximation is made, which can be viewed as a lin­
earisation in energy. The radial equations at each site are solved for each 
£ at only two energies, corresponding to the boundary condition that the 
solutions match in logarithmic derivative onto the functions h¿(r) and j¿(r). 
For the augmentation of the basis function фк(г) we then use a lineai com­
bination of these two solutions wich makes фь continuous and differentiable, 
in order to obtain a Hermitian Hamiltonian. 
The above procedure provides a recipe for calculating the ingredients 
of the generalised eigenvalue problem: 
ƒ фІЬ\г)Н{г,р)ф^Ь'{ )а\ = e{k) J а\ф^\г)ф^1\г). (16) 
The Hamiltonian H(r,p) is taken from (6) and the integral on the right-
hand side of (16) is a so-called overlap matrix element that accounts for the 
'The Hankel and Bessel functions used here are related to the spherical Hankel functions 
H^(r) and spherical Bessel functions J<(r) of A. Messiah, Quantum Mechanics, volume 1, 
page 489 as: 
h^{r) = (îfc)£+1 Я+ (ikr) and 
j f ( r ) = (ik)-( Mikr). 
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non-orthogonality of the basis. It can be noted from (16) that the dimension 
of the secular problem is 
N= Σ Кта*(Я) + 1]2 (17) 
Rku.c 
where (
m
ax{R ) is the maximal ( value taken into account at site R of the unit 
cell. Equation (17) represents the strength and weakness of ASW at the same 
time. Since N is small compared to other methods, ASW is very efficient. 
But the small number of basis functions limits also the completeness of the 
basis, not only in the sense of spherical averaging inside the spheres, but also 
with respect to higher lying states, necessary in the case of the calculation 
of excitations. However, there are ways round this last problem by the use 
of an extended basis set [5, 6, 7]. 
In order to find the charge density belonging to the solution of equa­
tion (16) we have to perform a Brillouin zone integration. The simplest way 
is to solve (16) for a representative set of A·-vectors in the irreducible part of 
the Brillouin zone (which is determined by the crystal symmetry) and sum 
the charge densities of the lowest lying solutions according to expression (4), 
such that we obtain the right number of electrons per unit cell. Having pre­
sented the basic notions of the ASW recipe we now proceed to discuss the 
implications of special-relativity and magnetism in metallic solids. 
1.3 Relativistic magnetic calculations 
1.3.1 Dirac electrons 
It is well-known from atomic physics that the effects of special relativity 
on electronic states can be rather important due to the singularity of the 
Coulomb potential. First we will present the relativistic equations due to 
Dirac and discuss the various extra terms in these equations with respect to 
the non-relativistic Schrödinger equation. Looking for a Lorentz-invariant 
electron equation with a Hermitian Hamiltonian, Dirac arrived at the fol-
lowing form (in the absence of magnetic fields) [8]: 
[ = ( ; : ) - ' + ¿ ( Í - 0 + ( V Í , , V W ) 1 - ' * m 
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where σ are the well-known 2x2 Pauli spin matrices. We use Hartree atomic 
units again with e = m
e
 = h — 1. The velocity of light is now с = Ι/α with 
the fine structure constant α equal to approximately 1/137. The solutions ψ 
are bispinors with 4 components. Since the commutator [ J, α · ρ ] = 0 with 
J = IL + ¿σ, J commutes with the Hamiltonian and is thus a constant of 
motion while L and σ are not. This consideration leads to the interpretation 
of 5 = J σ as the spin-operator, and J as the total angular momentum. Thus 
we see that a relativistic covariant electron theory includes spin necessarily. 
A comparison with Schrödinger's equation for the electron can be made [9] 
in the low-energy limit of (18) expanding to order (1/c)2 = a2 and solving 
for the upper spinor ψ" of ψ = 
a
2 
+ —а-{ хріри) = Егри. (19) 
In a central potential V(f) = V(|r |) we have 
1 dV 
VV(r) = - — . r (20) 
r dr 
such that the last term on the left-hand side of (19) becomes 
W = T ·(;£*•')*" ( 2 1 » 
and can be recognised as the well-known spin-orbit interaction. Clearly equa-
tion (19) reduces to the Schrodinger equation for фи in the non-relativistic 
limit α —ν 0, while the lower component -φ1 found from: 
{3'р)-\р = а{Е- )гІ>и (22) 
is of vanishing importance. Therefore, the V'u and V' are called large and 
small component respectively. The second term on the left-hand side of (19) 
is the so-called mass-velocity term, appearing because of mass-variation in 
special relativity. The fourth term of (19) has no non-quantum mechanical 
r 
12 
equivalent and is called the Darwin correction term. All relativistic correc­
tions are important for heavy elements and near the nuclei. For example, 
mass-velocity and Darwin terms change valence electron energy levels in 
PbTe by a few electron volts and the spin-orbit coupling, while leaving the 
centre of levels unaffected, splits states by up to 1 eV. Typical band energies 
and bandwidths are also a few electron volts, indicating the need to include 
relativistic effects in such calculations. Even for lighter elements relativistic 
effects can be crucial if one is interested in certain delicate properties like 
the Magneto-Optic Kerr effect [10, 11] which entirely depends on relativistic 
effects. 
1.3.2 M a g n e t i s m 
Although the non-relativistic equation (6) is independent of spin it is possible 
to include the spin of the electrons without resorting to a relativistic theory. 
For this reason the states xpt are generalised to spinors фг = I . , and 
we have to generalise DFT to include spin [12]. For spin | particles the 
Hohenberg-Kohn theorem remains valid with the difference that the energy 
functional now depends on both the charge density n(f ) and the spin density 
m (г ): 
m(r-) = X > + ( r ) < ? 0 , ( r ) (23) 
г осе 
and assumes a minimum at the correct ті(г) and m ( r ) . The generalised 
Kohn-Sham equation in the local spin-density approximation (LSDA) is of 
the same form as equation (6) except for a magnetic exchange field H
x 
appearing in the Hamiltonian as 
^
 = E ^ £ K m ] ^ 
Since the m dependence of Exc[n,m] is such that Hx = 0 if m(f) = 0, 
the Kohn-Sham equations always have the solution in which the spinless 
solutions of (6) are occupied by both an up and a down electron (param-
agnetic solution). Whether an extra solution exists for which m (f) ^ 0 
for all f in the absence of external magnetic fields, depends on the solid 
considered. Such a solution is called the magnetic state (ferromagnetic, 
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anti-ferromagnetic etc). Since the equation (6) does not depend on spin it is 
clear that the extra term H
x
 leads to a Hamiltonian that is block-diagonal 
in spin and both blocks of the Hamiltonian can be diagonalised separately. 
1.3.3 The combination of L · S and magnet ism 
If the magnetic solution of a solid can only be described adequately by the 
relativistic Dirac equation, again we have to generalise DFT and the LSDA 
[13, 14, 15, 16, 17]. The Hohenberg-Kohn theorem can be rescued easily be 
the substitution of n(r ) and m (г ) by the four-current ^ μ = (η,/) where the 
current ƒ is given by: 
/( f ) = ^ iïi?) 0 σ 
σ 0 •Фг{г). (25) 
The interaction term in the total energy is ƒ d3r ]μ Aeff, with Ae^ = 
(V
e
ff,A
e
ff ). The Kohn-Sham-Dirac equations then read 
α 
0 ff 
ff О 
_ 1 
• Р + - 2 
1 О 
О - 1 + 
Veff(r) О 
О V
eff(r) + 
О ff 
ff о leff 
where 
'««[/;<·] = ƒ Л ^ М |r — г 
and the effective vector potential reads 
77 + Vnucl(r) + 
ФгН = £г1рг(г) (26) 
SE
xc
[j»} 
6 f 
¿e//[ .?V] = a 
6EXC[^} 
6Ï 
(27) 
(28) 
Since V · ƒ = 0 (particle conservation) we can write j = ^ V χ M for some 
field M. If we make a Gordon decomposition of j given by (25) for solutions 
of equation (26) we can split ƒ in two contributions [17]: 
¿* = ö Σ - Ι # - ( ν * - к)Фг + { V Χ ψ, 
••(-Η (29) 
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The second term can be identified as a spin contribution due to the spin 
moment m (r ): 
m ( r ) = M
spin(f ) = I ^ гр: ( * 0)фг. (30) 2 
г осе 
The magnetic field contribution to the total energy contains only an exchange 
field. Since we have explicit local expressions for exchange fields that are 
supposed to be coupled to spin moments only, we now omit the orbital 
contribution and write 
f d3rj- Äeff « ƒ d3rjSptn • Äxc = - ƒ d3r(V x m) · Âxc 
= i d3r(V x Äxc) • m + I dzr V · (m χ Âxc) 
= d3rBxc-m+ f d2r(mx Äxr). (31) 
The last surface term vanishes over a unit cell. Now we make the following 
identifications: 
¿ а д " ] _ sEîïin,™] „9x 
6j° - δη ~ [ΛΖί 
fa χ δ-*φ) = « S M Ü (33) 
V 6 ja Jk 6т
к 
where the right-hand side functional -E"/' [n, m ] is taken to be a non-relativis-
tic local spin density functional. Of course this procedure will not be a 
priori valid for the description of systems with large orbital magnetic mo­
ments, such as uranium monosulphide. Finally it should be mentioned that 
it is possible to add relativistic corrections to the exchange part of the func­
tioned [14, 15]. These, however, have turned out to be very small in systems 
calculated so fax. 
A second complicating effect of special relativity in the case of mag­
netism is of completely different kind. It is this second difficulty which we try 
to solve in chapter 2 differently than was done before. The complication is 
encountered if one tries to apply a generalised ASW recipe based on equation 
(26), approximation (31) and identifications (32) and (33). The problem is 
located in the construction of a generalised IPASW function, particularly in 
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the radial equations of the augmentation procedure. The spherically sym-
metric potential of the ASA crucially simplified the augmentation procedure 
of standard ASW described in paragraph 1.2, because a set of uncoupled ra-
dial equations had to be solved for each £ in each atomic sphere (subject to 
two different boundary conditions). Now this situation does not drastically 
change if we calculate magnetic solutions based on the Schrodinger equation 
because the Hamiltonian is block-diagonal in spin. It just means we have 
to solve all radial equations of standard ASW twice. If, however, the Dirac 
equation is used in the presence of the exchange field, the decoupling of (-
values disappears even in a central electrostatic potential: all ^-values are 
then coupled through two semi-infinite series £ = 0, 2 ,4 , . . . and £ = 1,3, 
Also the equations now explicitly depend on the magnetic quantum number 
m. 
Two different solutions to this problem have been previously proposed. 
The first solution introduced in 1977 by Koelling and Harmon [18, 20] is 
based on the a2 expansion for the large component of the Dirac bispinor 
ipu given in equation (19). They use this modified Schrodinger equation, 
omitting the spin-orbit term Ì/L-S given by equation (21) in the augmen-
tation procedure, that is in the construction of the basis functions, thereby 
bypassing the problem of the coupled radial equations. Now the spin-orbit 
interaction is taken into account only at the level of the generalised eigen-
value problem (16). This technique is called a 'pseudo-perturbation' proce-
dure. It can be justified if (L · S) is small compared to other interactions 
which axe of interest, and in fact this is often the case. With heavy ele-
ments, however, or with lighter elements if we are looking for subtle effects, 
it is not clear whether the approximations of this procedure are justified. It 
weis, therefore, considered desirable to develop a scheme based on a better 
approximation as an alternative of the pseudo-perturbation approach in sit-
uations as mentioned above. More sophisticated schemes of this sort have 
been introduced by Ebert et al. [19] and Strange et al. [21]. The drawback 
of these schemes, however, is the difficulty of the numerical solution of a 
large number of complicated equations. 
In chapter 2 we propose a very efficient alternative (called the 'basic' 
scheme) that retains the advantages of the approaches of Ebert and Strange, 
while it is almost as efficient as Koelling and Harmon's method. Further-
more, chapter 2 contains the development of a more accurate scheme, that 
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is a natural extension of the basic scheme. This method is comparable to 
the method introduced by Ebert. 
The basic scheme proposed in chapter 2 has been programmed to give 
a code which runs efficiently on several machines, and has been extensively 
tested. A block scheme of the self-consistency process is presented in ap­
pendix A, and a flow diagram of the computer code with a short description 
is given in appendix B. In appendix С a number of tables aie shown with 
results of test calculations for the (non-magnetic) noble metals, compared 
with results obtained by other methods. In chapter 3 an application can 
be found for the case of an Fe overlayer on a Cu(OOl) substrate. Before we 
embark on a description of the new method we want to introduce a class of 
materials that is the subject of interest in the second part of this thesis, the 
class of incommensurately modulated crystals. 
1.4 Incommensurate crystals 
Crystallography has seen a revolution in the last ten years. In 1977 the front 
cover of Scientific American showed a Penrose tiling, while the correspond­
ing article was titled: 'Mathematical Games' [22]. These 'games' suddenly 
became applicable with the discovery of the icosahedral phase of Al-Mn, 
a so-called quasi-crystal, by Shechtman, Blech, Gratias and Cahn in 1984. 
This quasi-crystal showed a sharp X-ray diffraction pattern with a five-fold 
rotation axis, incompatible with periodicity. It was soon discovered that 
such structures are closely related to generalised Penrose tilings [24]. 
The discovery of quasi-crystal phases did not only blow new life into 
the world of mathematical games. It also completed the break-through of 
a generalisation of crystallography, that began earlier and involved other 
forms of non-periodic but highly ordered crystals such as the incommensu­
rately modulated crystals. A beautiful example of the origins of this new 
crystallography can be found in the preliminary communication on the mor­
phology of the mineral calaverite (Aui_IAga;Te2) by Donnay in 1935 [25]. 
He concluded it was impossible to index the 92 faces of his crystal with small 
indices. Precisely 50 years later this problem was solved (at least partially) 
and calaverite was fitted into the class of incommensurately modulated struc­
tures [26]. 
The relation between quasi-crystals and modulated structures is pro-
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vided by the structure of the Fourier transform of their lattices. These 
Fourier transforms are such that they suggest embedding the structures in a 
higher dimensional space. This superspace approach introduced by de Wolff, 
Janner and Janssen [27, 28, 29], has proven to be very useful in the study of 
the new crystal structures. Since the second part of this thesis is concerned 
with calaverite, ал incommensurate structure with a displacive modulation, 
we will briefly introduce this class of structures in the next paragraph. For 
a more general introduction to incommensurate structures we refer to books 
and review papers on the subject [30, 31, 32, 33]. 
1.4.1 Incommensurately modulated crystals 
A prototype incommensurately modulated lattice can be viewed as origi­
nating from a regular periodic lattice with positions Л = {Rn}, the basis 
structure. The actual positions R'
n
 G Л ' are found from a displacement 
wave with amplitude ƒ and wave vector q0 via: 
R'„ = R
n
 + ƒ cos(ef0 -Rn + φ). (34) 
Clearly if for all lattice vectors R
n
 of the basis structure the inner product 
q0 · Rn is not. equal to a multiple of 2π, then the incommensurate lattice 
Λ ' is non-periodic. In fact this situation can arise from an incommensurate 
length of q (e.g. in one dimension: q0a is not a rational number), from an 
incommensurate direction of q0 or from both. A lattice function ƒ : 
/(r)= Σ »('--s«) (35) 
now has the Fourier transform 
/(«)= Σ ƒ d\jm{q-f)v{q)ö{q-{R: + mq0)) (36) 
Дп*еА* 
m G Ζ 
where Λ* is the reciprocal lattice of the periodic lattice Λ, J
m
(x) is a Bessel 
function of order m and v{q ) is the Fourier transform of the site-function 
v{j ) . The crucial property of the incommensurately modulated lattice Λ' is 
the Z-module structure (36) of its Fourier transform: Although Λ' is non-
periodic its Fourier transform is generated by coefficients of integral linear 
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combinations of only 4 vectors, namely the three basis vectors of Λ* and q0. 
The X-ray diffraction pattern is further determined by the Bessel function 
in (36) depending on m. For higher m this Bessel function makes f{q ) 
small. Therefore we end up with a set of main spots f{R*) and a set of 
satellite spots f(R
n
 + mq0·, m = 1,2,3,...) of decreasing intensity and of 
which generally only few will be visible. 
1.4.2 The electronic structure of incommensurate crystals 
As we described in § 1.2, the calculation of electronic structures usually re­
lies on having a periodic crystal potentiell, such that Bloch's theorem can 
be used. For certain specific non-periodic systems one has been able to 
get around this problem. In case of randomness it is possible to construct 
suitable averaging procedures [34], while in other cases like impurities or 
half-infinite lattices (surface), e.g. Green function methods and embedding 
procedures [35] can help to solve the problem. For the case of incommen­
surate crystals the situation is more difficult, because the deviations from 
periodicity axe not confined to a small region of space and the lattice is also 
not a subset of a periodic lattice (like the semi-infinite crystal). Due to these 
structural difficulties most attention has been paid until today to simple and 
often one-dimensional model systems [36, 37, 38, 39]. These are treated in 
the so-called supercell-approximation. In this procedure q0 is approximated 
to a commensurate vector that makes Λ ' periodic with a unit cell (supercell) 
that is a multiple of the unit cell of the basis structure Λ. By a study of 
a series of systems with successive better approximations of q0, the incom­
mensurate limit can be studied. For studies of realistic systems the series is 
necessarily short due to the complexity of the calculations [40]. In spite of 
these computational difficulties the study of approximate structures can be 
very useful to understand the electronic structure and interpret experimental 
data. 
In chapter 4 we present supercell calculations of calaverite. From the 
results we try to draw conclusions about possible causes for the modula­
tion. In chapter 5 the optical properties of calaverite found by ellipsometry 
experiments are interpreted using the results of the electronic structure cal­
culations presented in chapter 4. 
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Chapter 2 
Spin polarised relativistic electronic 
structure calculations 
A fully relativistic first principles electronic structure calculation method is 
presented for magnetic materials. The method is based on the local spin 
moment density concept for relativistic Hamiltonians. In order to obtain 
manageable Kohn-Sham-Dirac equations including magnetic fields, the or­
bital contribution to the four-current density is omitted. 
The starting point is Takeda's relativistic generalisation of the Augmented 
Spherical Wave method for non-magnetic crystals (RASW). In its basic form, 
the proposed method for magnetic crystals is only slightly more involved as 
RASW, and still takes all relativistic and spin polarisation effects into ac­
count, from first principles (including the Δέ = 2 coupling). The treatment 
of relativistic and spin polarisation effects can be called 'on equal footing'. In 
both relevant limits the method is exact (within the mentioned framework). 
Furthermore, a more elaborate scheme is suggested, which is a systematic 
improvement of the basic scheme. A comparison is made with other recently 
published methods. 
Finally, results of self-consistent calculations for ferromagnetic Ni and Gd, 
performed with the basic scheme, are compared with previous calculations 
and experimental data from the literature. For Ni, the results are in good 
agreement both with previous calculations and with experiment. For Gd in­
teresting new results have been obtained concerning the spectroscopic split­
ting factor g. The influence of the choice for an explicit exchange and corre­
lation functional is studied as well as the influence of the coupling between 
t and Í + 2 levels. 
Published in Journal of Physics: Condensed Matter 1, 8369 (1989). 
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2.1 Introduction 
Considerable progress has recently been made in developing tools for the 
calculation of the electronic structure of crystalline solids in which both 
magnetic and relativistic effects play an important role. The interplay of 
these effects is responsible for a number of interesting physical properties 
such as magnetic anisotropy, but the mere coexistence of both effects already 
presents a challenge to electronic structure calculations. 
First of all there is the need of a four-current version of local Density 
Functional Theory (DFT). Furthermore, it is still an open question whether 
such a DFT can give reliable ground state properties for systems that often 
contain very localised electrons. Up to now there is only one manageable 
four-current DFT. It omits orbital contributions to the four-current and is 
equivalent to Local Spin Density (LSD) theory in the non-relativistic limit. 
This DFT leads to Kohn-Sham-Dirac equations including magnetic fields. 
In a spherically symmetric potential all the resulting radial equations for 
different orbital momentum number ( are coupled through two semi-infinite 
series of odd and even (. 
Recently a number of ways have been proposed to deal with these radial 
equations. The goal of this paper is to make a contribution to this final step 
by the presentation (in sections 3 and 4) of two calculation schemes based 
on the existing Relativistic Augmented Spherical Wave (RASW) method, 
that is explained in section 2. The scheme of section 3 has actually been 
implemented on a computer and applied to the elemental ferromagnets nickel 
and gadolinium. The results can be found in section 5 and conclusions are 
drawn in section 6. 
2.2 The RASW method 
The RASW method of Takeda [1] can be seen as a natural extension for 
relativistic electrons of the ASW method introduced by Williams et al. [2]. 
Since we would like to discuss newly developed spin polarised versions in 
section 3 and 4, we reformulate the basic ideas of RASW. 
In the RASW method the potential is approximated as in ASW, where 
the crystal is divided into spheres centered at atomic positions and the re­
maining interstitial space. Inside the spheres the potential is spherically av­
eraged, while it is taken constant ( мт) and equal to the (weighted) average 
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of the potential at the sphere boundaries in the interstitial space. Depending 
on the choice of the sphere radii, this is called the Muffin-Tin Approximation 
(MTA) or the Atomic Sphere Approximation (ASA). The RASW basis func­
tions are given by an analytical prescription in the interstitial region. For 
spherical symmetrical potentials V^r) the solutions to the Dirac equation 
can be written as 
глп 
\ +і ψ • х-« / 
(i) 
where the radial functions gK(r) and fK{r) obey the radial equations [3]: 
^ + -Л. = \2la + a{E-V)\U dr τ 
ψ -
Κ
ί κ
 = *{V-E)gK. (2) 
dr г 
The Pauli spinors \'£ are eigenstates of (1 + a.L) and Jz = Lz -{ Sz 
with eigenvalues —к and μ respectively. The equations are given in atomic 
units with e = h = m
e
 = 1 and с = Ι/α, where а « (ІЗ?)" 1 is the fine 
structure constant. 
In the interstitial region, where V is constant, the large component gK 
satisfies the Helmholtz equation 
d2gK K(K + 1 ) 
- ^ ^ 9к = -ае(2/а + ае)д
к
 (3) 
where we have defined e = E — мт- As in the ASW, we choose outgoing 
Hankel functions [4], h^(r), for gK(r)/r. Since к(к + 1) = f(¿ + 1) both for 
к = £ and к = —ί — 1 it is natural to take gi = g-(-i for the interstitial 
region, indicating the absence of spin-orbit splitting for constant potential. 
Therefore we define: 
<?к(г) = г/і+(г). (4) 
The Hankel function h^(r) satisfies for some k
e
 < 0 
- ( ¿ - ^ W ( r ) = -t?r^ (r). (5) 
The kinetic energy parameter k( is fixed at some small negative value and not 
used as a vaxiational parameter. Therefore, the ke is suppressed notationally. 
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The small radial component /«(r) is found from (4) and (2) and is different 
for к = i and к = —í — \. This difference is not important because (especially 
for the ASA) the contribution of the small components to the interstitial 
charge is \rery small and can be neglected. The energy E of the interstitial 
RASW functions can be found from (3) and (5) to satisfy 
ί =
 ί-ν1„.= -
1
-±4Ξ5Ζ1._^<α (6) 
a
¿
 2 
Inside the spheres the interstitial prescription is augmented by a nu-
merical solution of the radial equations (2) for an energy such that both gK 
and fK (thus T/J )^ are continuous at г = R, the sphere radius, in order to 
have a Hermitian variational problem. The boundary conditions become 
gK(R) = Rh+(R) 
1 (fj9.)(R) 
2/a + ae ^ * > + o (7) 
The number of nodes within the sphere is chosen independently for each £ 
and is taken equal to the number of nodes of the atomic functions that are 
expected to form the valence bands. If one is interested in excited states 
as well, one may include more than one principle quantum number η per 
¿-value [5]. For the moment we will assume only one and suppress the η 
notât ionally. 
Unlike Takeda, we will now make a transformation from basis functions 
that have an angular dependence \% for their large component, to functions 
that have a large component with a pure spin character in the interstitial 
region as done before in APW [6]. This transformation is made for reasons 
that will become clear in the discussion of the spin polarised versions in 
sections 3 and 4. Such a transformation is possible since gi and g-(-i are 
chosen to be equal in the interstitial region, which was a natural consequence 
of the potential approximation. The (unitary) transformation is [3]: 
, , , ^ je + m + l
 m + i /2 / l - m , пи 1/2 
л/û l\ l£-m + l m-l/2 . U + m m-l/2 ,Q, 
ф{егп1) =
 й Т і
-
' * - ' -
1 +
 27ТГ^ · (8) 
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For the interstitial region this means 
ф(іт Î) 
ф(Іт I) 
9e(r) 
ΥΡ(Τ) 
( ffiMym(f) 
V * 
(9) 
where Y™ axe the spherical harmonics and the asterisks (*) represent the 
rather complicated small components. The charge density contribution from 
the small components can be shown to be approximately a factor a 2 /4 
smaller than the contribution from the large component in this region. In­
side the sphere the functions φ(έτησ) of course do not represent pure spin 
states even for the large component. However, in the non-relativistic limit 
we have g¿ « g_¿_i and f¿ « /-¿-χ « 0 inside the sphere and our wave 
functions, consisting then only of a large component, approach the ASW 
atomic functions with pure spin-up and spin-down character. 
The construction of the RASW basis functions as Bloch sums over the 
functions φ(ίτησ) and the evaluation of overlap and Hamiltonian matrix ele­
ments can be done by straightforward application of the methods presented 
in the original ASW paper by Williams et al. [2], and will not be repeated 
here. 
2.3 The spin polarised case: basic scheme 
For magnetic relativistic electron systems a consistent version of local four-
current Density Functional Theory (DFT) has been derived by Eschrig et 
al. [7]. Since there axe no explicit functionals for this theory available, it is 
usual practice to use a local spin moment DFT which is equivalent to the 
normal local spin DFT in the non-relativistic limit [7, 8]. It can be found 
from the four-current DFT by omission of the orbital contribution to the 
four-current in a Gordon decomposition [9]. 
The Kohn-Sham-Dirac equations of such a DFT have an interaction 
term of the form [10]: 
tf
m
 = ö(r) .HT)-irU)] (10) 
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&(»·) = x • M r ) + ( τ -Kr), (11) 
where we defined the spin projection operators π(σ) as 
1 +
 β ί
,π(σ) .σ
β
 0 \ 
0 1 + «3η(σ) · σ- у v ; 
The external magnetic field along the z-axis, M r ) , is used in the first it­
eration only to break the symmetry. The energy functional for exchange 
and correlation, E
xc
\n, m^], is today probably best approximated by the 
relativistic expressions for exchange given by McDonald [11] and Xu et al. 
[12] and the correlation parametrisation of Perdew and Zunger [13], using 
Monte Carlo results of Ceperley and Alder [14]. The polarisation 7712(7-) is 
to be evaluated from the eigenstates ^i(r ) of the previous iteration by the 
spherical average: 
»Mr) = Σ ƒ ^ + ( г ) MT) - тгЦ)] ,Mf JAÎ. (13) 
г occtip 
As outlined in section 2, the RASW functions φ((τησ) have pure spin 
character in the non-relativistic limit. Therefore, in this limit, it is obvi­
ous that the total effect of magnetism can be included in the basis func­
tions as follows: Because the projection operators π(σ) are block diagonal in 
{φ((τησ)} with respect to σ in the non-relativistic limit, the term H
m
 can be 
included in the original Hamiltonian. The new basis functions φ(ίτησ) have 
the same analytical prescription in the interstitial region, but the numeri­
cal parts in the spheres are solutions of the radial equations with potentials 
V(r) + sgn^)b{r). For this modification both parts of φ(ίτησ), the functions 
Ψΐ and V^-i i have to be evaluated in each potential and will be written 
φ({σ) and ψ4_(_1(σ), respectively. This procedure for the non-relativistic 
limit is equivalent to a spin polarised ASW calculation. 
Now we will propose a similar method for the relativistic regime. The 
terms of the relativistic Hamiltonian that are not included in the non-
relativistic procedure described above, will be taken into account using so-
called pseudo-perturbation theory. For this procedure it is essential that we 
made the transformation to basis functions with a large component of pure 
spin character in the interstitial region as defined in section 2. 
π(σ) = 
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In the relativistic regime the spin-orbit coupling removes the pure spin 
character of the basis functions φ(ίτησ). Therefore the non-relativistic ap­
proach is not correct any more. However, it remains a good starting point 
since the basis functions will have almost pure spin character for their large 
component at least in the neighbourhood of the sphere boundaries and in 
the interstitial region. The term of the Hamiltonian H
m
, representing the 
coupling between spin-orbit interaction and spin polarisation, which we will 
call H
m
, is not included in this non-relativistic approach and will now be in­
cluded in the band matrix. This term is given by the difference between the 
polarisation terms (10) of the full Hamiltonian and the polarisation terms 
included in the Hamiltonian for the construction of the basis functions: 
H
m
 = { [π(Ϊ) - тгЦ)] - [P(î) - P{i)] }6(r), (14) 
where the projection operators Ρ{σ) are defined by 
Ρ(σ)φ(£τησ') = 6
σσ
> • φ{(τησ). (15) 
The matrix elements (0(^тст)|Я
т
|(^(^'т )), needed to build the band ma­
trix, can be evaluated using definition (15) for the operators Ρ{σ). For 
the terms with π(σ), we use the definitions of φ(ίτησ) and ψ£{σ) from the 
appropriate modification of equations (8) and (1), the equalities 
<^(σ)|6(Γ)[»Γ(ΐ)-π(1)]|^;(σ')> 
= Γ *·(#(*, г))*6(г)#У, r) (^ Ι σ
ζ
|χί > η 
Jo 
+ íRdr(f^r)yb(r)f¿(a',r)(xtKWz\x^)u (16) 
Jo 
with 
{χϊ\σ*\Χν)η 
(X^_ik,|:¿,-i)rí 
{Xt\<rz\X-r-i)a 
üTï) *"'*»' 
-2у/(1 + 1/2) 2-м 2 , 
2t + l 
bu· à. μμ· (17) 
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and the orthonormality relations 
(Χμκ\χί)η = ά
κκ
'6μμΙ. (18) 
If this procedure is followed, we have a single formalism that has two 
exact limits: The non-magnetic relativistic limit and the magnetic non-
relativistic limit. Between these limits, the coupling between spin-orbit in­
teraction and spin polarisation is included in the band matrix. For this 
coupling our procedure is comparable to the pseudo-perturbation treatment 
of spin-orbit coupling in a scalar relativistic approach as suggested by An­
dersen [15] and Koelling and Harmon [16], but we have the advantage that 
we are working with an explicitly Hermitian variational problem. 
There are several other methods available today that are comparable 
with our basic scheme as far as their complexity and time consumption is 
concerned. First there are the scalar relativistic methods treating L · S as 
a pseudo-perturbation but including spin polarisation in the basis functions 
[17]. Fritsche et al. introduced a version of the Linear Rigorous Cell (LRC) 
method that includes both spin-orbit coupling and spin polarisation as a 
pseudo-perturbation [18]. Ebert proposed a RLMTO method including mag­
netic effects as a pseudo- perturbation including spin-orbit coupling in the 
basis functions [19]. These methods lack, however, either or both of the 
exact limits mentioned above. 
We believe the basic scheme of this section will be adequate in most 
cases. Since this scheme treats relativistic and magnetic effects on an equal 
footing it is a simple and efficient alternative to the more involved SPR-
LMTO method of Ebert et al. [20] and to the multiple scattering approach 
(SPRKKR) of Strange et al. [21]. The more elaborate scheme of the next 
section applies approximations comparable to those complex methods used 
by Ebert and Strange. 
2.4 Beyond the basic scheme 
We shall now show how the basic scheme of section 3 can be systematically 
improved. If both relativistic and magnetic effects are equally important 
and if one is interested in the details of the spin as a function of the position 
inside the spheres (magnetic form factors), one may partially include the 
coupling between spin-orbit interaction and spin polarisation, H
m
, in the 
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Hamiltonian used to construct the basis functions, in order to increase the 
variational freedom. The idea of such a calculation procedure was inspired 
by the ionic calculations of Cortona et al [10]. 
The matrix elements of H
m
 on {φ((τησ)} are seen, in section 3, to be 
diagonal in t and μ. This means H
m
 couples (to order a 2 ) the states к = ( 
and к = — i — 1 and к = £ and к = £ + 2. We will include the coupling 
between к — £ and к = —£ — 1 in the basis functions because, for sufficiently 
slowly varying magnetic field, this coupling is the more important, as shown 
from a Foldy-Wouthuysen transformation by Feder et al. [22]. The analytic 
prescription of the basis functions remains unaltered. Also the definition 
of φ{£τησ) in equations (8) and the boundary conditions in equations (7) 
will not be changed. We return to the full Hamiltonian and substitute the 
definition of φ(£τησ) in the Kohn-Sham-Dirac equation 
+ V(r) + b(r) σζ 0 
0 σ- •ф(г) 
= (^ + ¿ ) V(r). (19) 
The usual manipulations lead to the following set of radial equations (the 
K = £—ltOK — £+l coupling is neglected implicitly since we use φ(£τησ))·. 
^ Г М ; ) ^ = \ а + а(Е- {г))]^(а) 
+ « Ь ( г ) [ ( ^ ) 5 ? И 
+ ( 2£ + 1 ) ^"^Л-іИ] 
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dr 
+ ( — ^ + Г — ) T-^rfWl (20) 
where the relative coefficients ^{ίμσ) are given by 
7 + μ + 1/2ΐ·*η ( σ , / 2 
^(ίμσ) = -sgn(a) 
ί-μ + 1/2 
(21) 
The radial components g and ƒ now depend on μ as well as σ. For each 
Í the equations (20) have to be solved 4^ + 2 times: for μ — — ί — 1/2 to 
С + 1/2 for σ = Î and for μ = -i + 1/2 to i - 1/2 for σ ={. The equations 
for σ —[ can be found from those for σ = Î by making use of the operation 
ζ —• -ζ with i —> -ί - 1; μ —• —μ and 6(г) —> -Ь(/·). 
The radial equations proposed by Cortona et al. are the equations 
(20) with 7(^μσ) = 1, since they hold for solutions that are the trivial linear 
combination of ^ and VÍÍ/_i- Cortona et al. show how to solve their 
equations and find for all {ί, μ) both a symmetric and an anti-symmetric 
solution. For core electrons this method can be applied unchanged. But 
since the valence electron states φ((τησ) are linear combinations of гр^ and 
iptf.. j with definite symmetry, the equations (20) will have only one solution 
for each spin direction. 
Finally we include the remainder coupUng Hm between spin-orbit in­
teraction and spin polarisation by analogy with the basic scheme into the 
band matrix. These terms are given by 
Hm= b(r) ( [π(ΐ) - тгЦ)] - £ ( P ( 0 ) + H î ) - π{1)}Ρ(ί)) (22) 
while the orbital projection operators P(E) are defined as 
P{i) φ (e'nur) = 6(
Г
 φ (ima). (23) 
The functions φ (ima) are the new basis functions with radial parts obeying 
the equations (20). 
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This procedure represents a pseudo-perturbation approach with more 
variational freedom than the basic scheme of section 3. The two exact limits 
of the basic scheme are exact for this procedure also. In practice this scheme 
represents the limit (because the number of coupled radial equations grows 
enormously if the above scheme has to be improved) of the local moment 
density approximation within the RASW formalism, as far as relativistic and 
(colinear) magnetic effects are concerned [23]. The price to be paid for the 
accuracy of this improved scheme is the numerical solution of a large number 
(for all μ) of four coupled radial equations. The SPRLMTO method men­
tioned above, can be considered almost equivalent to this improved scheme 
apart from the fact that the former method does not include the Δ^ = 2 
coupling. 
In fact, we expect that the accuracy obtained by the basic scheme of 
section 3 will be sufficient in most cases. Such a basic scheme can only be 
applied in a linear method like RASW. If non-linearised methods axe used, 
one can only apply more elaborate schemes as presented in this section. Even 
then, it seems not practicable to take care of the terms Hm-
2.5 Calculations with the basic scheme 
The basic scheme of section 3 has been implemented and tested extensively 
on non-magnetic crystals such as the noble metals, PbTe and АиТег - this 
work will be reported elsewhere. In this section we present results for ferro­
magnetic nickel and gadohnium. The lattice constants used are α = 6.550 
a.u. for FCC nickel and α = 6.858 a.u., с = 10.952 a.u. for HCP gadolinium. 
The Wigner-Seitz radii axe (Atomic Sphere Approximation) chosen to be 
Я м = 2.560 and Rod = 3.764 a.u. In both cases the magnetisation direc­
tion was taken parallel to the c-axis and corrections for interstitial charge 
were accounted for in the standard way, through the calculation of the en­
ergy derivative of the structure constants. Several different exchange and 
correlation functional were used: 
Hedm-Lundqvist, von Barth-Hedm (XC1) 
In the expressions found in von Barth and Hedin's paper [24] for the inter­
polation between the ferromagnetic and paramagnetic electron gas, we take 
the original values of Hedin and Lundqvist [25] for the parameters of the 
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Figure 1: The Brillouin zone for FCC Ni with the magnetisation parallel to [001]. The 
irreducible wedge is marked by the broken lines. 
paramagnetic gas: cp = 0.045 and Γρ — 21.0 a.u. and find the ferromagnetic 
values by the application of the scaling laws of the random phase approxi­
mation [24]: CF = lep and r^ = 2 4/ 3 rp. 
Gunnarsson - Lundqvist (XC2) 
Gunnarsson and Lundqvist found the following set of parameters for the 
same interpolation formula [27]: 
cp = 0.0666, Γρ = 11.4 a.u. and cp = 0.0406, rF = 15.9 a.u. 
Perdew-Zunger, Ceperley-Alder (XC3) 
Perdew and Zunger [13] fitted their formulae to Monte Carlo results of Ceper-
ley and Alder [14]. 
Perdew-Zunger, Ceperley-Alder, McDonald-Xu (XC4) 
Parametrisation XC3 is modified with relativistic corrections to the exchange 
part given by McDonald [11] and Xu [12]. 
2.5.1 Results for nickel 
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Figure 2: The energy bands for FCC Ni with the magnetisation parallel to |001], following 
the symmetry lines of figure 1 along (units 2π/α) Γ(Ο,Ο,Ο) - Λ^Ι,Ο,Ο) - W(1,0,1/2) -
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Figure 4: The total DOS for FCC Ni with the magnetisation parallel to [001]. The broken 
line indicates the Fermi level. 
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For nickel the ground state expectation values of (J-) = {Lz + | σ . ) and (σ2) 
are given in table 1, as well as orbital and spin contributions to the magnetic 
moment and the inferred value for the «/-factor: 
β spin 
where g
e
 « 2.0023, is the electronic gyromagnetic ratio. In the table we 
included the contributions with different i values for both wavefunctions 
of the innerproduct of equation (13), in the row with the lowest £ value. 
Therefore we used the яг sign to indicate the f value. 
Also included in table 1 are the results of Jarlborg and Peter [28] with 
the non-relativistic LMTO method [34], the results of Fritsche, Noffke and 
Eckhardt [18] obtained from the LRC method including scalar-relativistic 
corrections in the basis functions and spin-orbit coupling as well as spin 
polarisation in pseudo-perturbation and the results of Ebert, Strange and 
Gyorffy [26] using a spin polarised relativistic multiple scattering method 
(SPRKKR) which is non-linear and treats all interactions exact (within the 
limitations of the KKR framework, of course) except for the Δί = 2 coupling 
that is omitted entirely. However, the results of the latter method are not 
self-consistent, but make use of the non-relativistic self-consistent potentials 
of Moruzzi et al. [29]. 
Furthermore table 1 contains SPRLMTO and RLMTO (see sections 
4 and 3) results from another paper of Ebert [19] based on the same non-
relativistic potential. The experimental values are taken from Stearns and 
Bonnenberg et al. in the New Series vol. Ill of Landolt-Börnstein [30]. 
From a test of the accuracy of the numerical Brillouin zone integration 
we deduce that our values for the moments axe converged to within a few 
thousands of μβ. The agreement with experiment especially for the XC4 
exchange and correlation is satisfying. It can be concluded that the differ­
ences between the calculated values are small, as they should be for a system 
with a relatively light atom such as Ni and that the overall agreement with 
experiment is very good. 
Figure 2 and 3 show the energy bands of Ni along the symmetry direc­
tions of the Brillouin zone indicated in figure 1. The anisotropy of the bands 
along Γ — X[001] and Γ - Χ[100], which are equivalent in a non-relativistic 
calculation, is stressed in figure 3. These bands are in good agreement with 
those of Ebert [19] and Ebert et al. [20]. The total density of states (DOS, 
Table 1. Occupation numbers and magnetic moments μ (in Bohr-magnetons) for 
ferro-magnetic FCC nickel with the magnetisation direction parallel to a four-fold rotation axis. 
Reference 
Method 
XC 
No fc-vectors 
Self-consistent 
<<o 
¿KO 
ІКІ 
1^2 
¿ « 3 
(Λ) 
ікЪ 
ίκΐ 
ί^2 
¿ « 3 
f* spin 
μ orbite! 
μ total 
9 
This work 
SPRASW 
XC4 
1997 
yes 
-0.004 
-0.021 
0.603 
-0.001 
-0.002 
-0.010 
0.345 
-0.001 
0.578 
0.043 
0.620 
2.15 
SPRASW 
XC1 
1997 
yes 
-0.004 
-0.021 
0.621 
-0.001 
-0.002 
-0.010 
0.355 
-0.001 
0.596 
0.042 
0.639 
2.15 
Calculations 
[26] 
SPRKKR 
XC1 
no 
-0.002 
-0.022 
0.622 
-0.001 
-0.011 
0.357 
0.598 
0.046 
0.644 
2.16 
[19] 
SPRLMTO 
XC1 
no 
-0.005 
-0.027 
0.604 
-0.003 
-0.013 
0.350 
0.572 
0.049 
0.621 
2.17 
[19] 
RLMTO 
XC1 
no 
-0.006 
-0.027 
0.601 
-0.003 
-0.013 
0.348 
0.568 
0.048 
0.616 
2.17 
[18] 
LRC 
XC2 
1575 
yes 
0.52 
0.045 
0.565 
2.18 
[28] 
LMTO 
XC2 
505 
yes 
0.60 
0.60 
2. 
Experiment 
[30] 
0.57 
0.050 
0.62 
2.18 
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Figure 5: The Bnlloum zone for HCP Gd with the magnetisation parallel to [001] The 
irreducible wedge is marked by the broken lines 
figure 4) was calculated with the linear analytic tetrahedron method for 9216 
simplices in the irreducible wedge and a resolution of 0.02 eV. 
2.5.2 Results for gadolinium 
Gadolinium is the heaviest elemental ferromagnet. It contains 7 unpaired 
4f-electrons. After some initial doubts [31] it is now accepted that Gd can 
be treated in a band calculation (including the f-electrons) giving reasonable 
ground state properties even in Local Spin Density [17]. The results of the 
basic scheme for Gd, results of Sticht and Kubier [17] and experimental 
values for the different contributions to the magnetisation are collected in 
table 2. The SPRASW magnetisations are converged to within Ο.ΟΙμβ· 
The radial mesh contained 2500 points to get a secular problem which is 
Hermitian with an accuracy of 10~7 Hartree. 
For the same exchange and correlation functional XC2 we find almost 
the same μ total a s Sticht and Kubier. Their results were found with a scalar 
relativistic ASW program including L • S coupling as a pseudo-perturbation 
in the band matrix, within the self-consistent cycle (without adjustable pa­
rameters). The SPRASW calculations with XC3 and XC4 show that the 
total moment is quite sensitive to the explicit form of the XC functional. 
Therefore the suggested accuracy from a comparison of XC2 results 
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the symmetry lines of figure 5 The broken line indicates the Fermi level 
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Figure 7: The total DOS for HCP Gd with the magnetisation parallel to [001]. The broken 
line indicates the Fermi level. 
Table 2. Occupation numbers and magnetic moments μ (in Bohr-magnetons) for 
ferro-magnetic HCP gadolinium with the magnetisation direction parallel to the three-fold rotation axis. 
Reference 
Method 
XC 
No fc-vectors 
Self-consistent 
<*«> 
іъО 
IK 1 
¿ % 2 
£Ά3 
Ш 
e^o 
і к 1 
Іъ2 
£ % 3 
β spin 
^orbital 
M total 
9 
SPRASW 
XC4 
233 
yes 
0.021 
0.128 
0.416 
6.762 
0.008 
0.060 
0.176 
3.598 
7.34 
0.163 
7.50 
2.047 
Calculations 
This work 
SPRASW 
XC3 
233 
yes 
0.022 
0.137 
0.437 
6.784 
0.008 
0.065 
0.185 
3.572 
7.39 
0.123 
7.51 
2.036 
SPRASW 
XC1 
233 
yes 
0.027 
0.167 
0.537 
6.814 
0.011 
0.079 
0.229 
3.555 
7.55 
0.084 
7.64 
2.025 
SPRASW 
XC2 
233 
yes 
0.026 
0.158 
0.513 
6.789 
0.010 
0.074 
0.218 
3.584 
7.50 
0.127 
7.62 
2.036 
[17] 
ASW 
XC2 
yes 
} 0.16 
0.47 
6.76 
} 0.07 
0.20 
3.59 
7.39 
0.25 
7.64 
2.068 
Experiment 
[33] [32] 
7.63±0.01 7.50 
2.00І0.02 
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with the Roeland experiment [33] only, should be considered too optimistic. 
The ^-factor calculated by Sticht and Kubier [17] is 2.068 and deviates ap­
preciably from the value 2 expected in an atomic picture for a half filled 
f-shell. The only measured value we are aware of, g = 2.00 ± 0.02, seems to 
have been performed on a less pure sample than the ones available today. 
(м total = 7.50μβ [32] while a more recent experiment [33] gives μ total — 
7.63 ± Ο.ΟΙμβ). The deviation of g from 2 is almost twice as small in our 
calculation. It seems as if the quenching of orbital momentum in our cal­
culation is more effective and it could be supposed to result from the larger 
variational freedom included in our method. The results of the calculation 
with XC1 are almost in agreement with the measured 2.00 ± 0.02 for g. 
As can be seen from the table, the relativistic corrections to the exchange 
part of McDonald and Xu decrease the spin moment in favour of the orbital 
moment, while the total moment changes only slightly. 
Finally we tried to get an idea about the importance of the Δ( = 2 
coupling. For this purpose the calculation with XC4 was repeated with the 
change that in the second part of H
m
 in equation (14) the AC = 2 terms were 
omitted. The result is that the orbital moment remains almost unchanged, 
while the spin moment decreases by 2.10 - 3 μβ- It can be concluded that the 
A£ = 2 coupling can safely be omitted for the calculation of the occupation 
numbers studied in the materials under consideration. 
The Gd energy bands along symmetry directions (figure 5) are shown 
in figure 6 and the total DOS in figure 7, calculated with 2048 simplices in 
the irreducible part of the Brillouin zone with a resolution of 0.02 eV. 
The value for the DOS at the Fermi level is N(EF) = 2.7 (eV-atom)-1 
which is about 20 per cent lower than the ASW result of Sticht and Kubier. 
This is still too high to make the free electron contribution to the specific heat 
7 coincide with the experimental 7, which cannot be considered surprising for 
an excited state property of a system containing f-electrons. The bandwidth 
of 0.7 eV is in agreement both with experiment and the ASW result [35, 17], 
but the 4f binding energy inferred from the DOS is too small with respect 
to the experimental value which is also not surprising. 
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2.6 Conclusion 
We introduced LSD methods based on RASW for magnetic systems. The 
first (section 3) is as simple as a first principles LSD method including all 
relativistic and spin polarisation effects can be. It has two exact limits, the 
non-relativistic magnetic and the relativistic non-magnetic limit, and treats 
relativistic and magnetic effects on equal footing. The second, (section 4) 
improved scheme is more involved, especially as far as the solution of the 
radial Kohn-Sham-Dirac equations is concerned. It represents, in practice, 
the limit of the local moment DFT in an ASW framework as far as relativistic 
and magnetic interactions are concerned. 
The first, basic scheme was applied to ferromagnetic Ni and Gd. For 
both materials these calculations yield the first self-consistent results based 
on the solution of radial Kohn-Sham-Dirac equations. The calculated ground 
state properties of nickel agree very well with experiment and the differences 
between the results obtained by our and other, different methods are small. 
The gadolinium case is much more complicated, because of the seven 4f-
electrons. However, we find good agreement with experiment for the ground 
state occupation numbers. 
The spectroscopic splitting factor g is significantly smaller in our calcu-
lation than in an ASW calculation, where it comes out too large, compared 
to the only experimental value known (to us). In order to judge the merits of 
the basic scheme, more and better experimental determinations of g would 
be very welcome. Also further calculations (for example on ferromagnetic 
actinide compounds) would be instructive, not least because they provide 
possibilities to explore the limits of local spin moment DFT for ground state 
properties of systems with localised electrons. 
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Chapter 3 
Calculated magnetic moments in an iron 
overlayer on copper 
Fully relativistic calculations of the electronic structure of an iron monolayer on 
copper and an isolated iron monolayer are presented. The predicted orbital moments in 
the isolated layer and in the overlayer are parallel to the spin moments, corresponding 
to a spectroscopic splitting factor larger than two and close to that of bulk bcc Fe. This 
is in agreement with Einstein-de Haas experiments on iron alloys, but in contradiction 
with recently presented g-values deduced from Brillouin light scattering experiments for a 
system containing three iron monolayers. It is shown that the effect of the copper substrate 
is mainly to reduce the charge transfer from the iron layer by 0.2 electrons compared with 
the isolated monolayer, and, by delocaUsing the Fe d states through hybridisation, to 
decrease the spin moment by 0.3 μβ- Also it is shown that the overlayer is stable because 
of its interaction with the substrate. 
To be submitted to Journal of Physics: Condensed Matter. 
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3.1 Introduction 
Advances in experimental techniques have recently provided the possibihty of 
growing ultrathin films on solid substrates. An especially interesting applica-
tion of these possibilities is the study of (almost) two dimensional magnetism 
in overlayers and the influence of the substrate on this magnetic layer. Un-
fortunately, the comparison of theoretical studies with experimental data is 
still obscured by problems like the reliable structural characterisation of the 
overlayers, as well as the complexity of theoretical models which leads to the 
use of serious approximations in the calculations. In spite of these problems 
many aspects of the magnetism in overlayers are fairly well understood. 
In this paper we will focus on the theoretical study of two problems 
concerning a ferromagnetic iron monolayer on a fee copper (001) substrate, 
namely the effect of the substrate on the spin moment in the overlayer, and 
the sign and magnitude of the orbital contribution to the overlayer magnetic 
moment. 
It is known from previous theoretical work that the effect of a Cu 
substrate on the overlayer is larger than the effect of substrates consisting 
of the other noble metals. The understanding of this effect is crucial for 
the prediction of Fe layer magnetism in various sandwiches. Therefore, in 
order to study more closely the effect of a Cu (001) substrate on a single Fe 
overlayer, we have performed self-consistent electronic structure calculations 
for both an Fe overlayer system and an isolated (floating) Fe layer of the same 
structure using the recently developed SPRASW method [1]. 
Experimentally deduced orbital moments for Fe layers in Cu have been 
reported by Dutcher et al [2]. They fit their Brillouin light scattering and 
ferromagnetic resonance results for the case of a Cu (001) substrate covered 
by several fee Fe layers and many additional Cu cover layers with a g-value 
smaller than two. This means that the orbital moments are opposite to the 
spin moments, which is surprising, because anti-parallel orbital moments are 
not found for bulk bec Fe [3] and the Fe orbital moment is found to be rather 
independent of the surroundings in experiments on Fe alloys [4, 5]. 
In a solid the orbital magnetic moment is quenched in the absence 
of spin-orbit coupling. The effect of the spin-orbit coupling is to drag a 
(usually small) orbital moment along with the spin moment. The g-value 
can be defined as the ratio between the total magnetic moment (spin plus 
orbital contributions) and the spin magnetic moment times the electronic 
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g-value ge = 2.0023. Therefore, a calculation of g-values necessarily involves 
spin-orbit coupling. For bulk solids the agreement between experimentally 
determined g-values and values calculated with a relativistic method based 
on density functional theory and the local spin density approximation (like 
SPRASW) is generally quite satisfactory as long as the orbital moments are 
not too large. Large orbital moments are found in systems with f-electrons, 
which are very localised. In those cases discrepancies may well be due to 
important correlation effects omitted in the local spin density approximation. 
Since the systems we calculate in this paper only contain fairly delocalised 
d electrons we expect to find reasonable orbital moments using SPRASW. 
This paper is organised as follows. In section 2 we discuss the method 
of calculation and specify the overlayer and monolayer model systems. The 
results of our calculations, including energy bands, layer-decomposed density 
of states (DOS), and occupation numbers for charge and spin density as well 
as orbital moments are presented and discussed in section 3. 
3.2 Method of calculation 
3.2.1 The SPRASW method 
The self-consistent spin-polarised relativistic augmented spherical wave me-
thod, SPRASW, used in this paper, has been described extensively else-
where [1]. This method is a generalisation of the relativistic version of the 
well-known ASWT method [6], introduced by Takeda [7, 8]. The most im-
portant approximations of this method are the local spin density approxi-
mation (LSDA) to obtain explicit single-particle equations and the atomic 
sphere approximation (ASA) to the crystal potential. The combination of 
spin-orbit coupling and spin-polarisation is handled differently from other, 
comparable, methods. The basis functions of the method, which are solu-
tions to the Dirac equation, are constructed in such a way that they have 
pure spin character for their large components in the interstitial region of 
space, where the potential is taken to be flat. The augmentation procedure, 
defining the basis functions inside the atomic spheres where the potential 
is spherically averaged, is performed with the radial Dirac equation in the 
corresponding spin-up or spin-down potential, as if the functions have pure 
spin character everywhere. This way the effects of spin-orbit coupling and 
spin-polarisation are both treated correctly if they appear separately. The 
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error in the augmentation due to the interplay of spin-orbit coupling and 
spin-polarisation is accounted for in the Hamilton matrix. This procedure 
treats spin-polarisation and spin-orbit coupling on an equal footing and is 
almost as efficient as the well-known approach of Koelling and Haxmon [9]. 
The explicit local spin density functional of Perdew and Zunger [10], 
fitted to Monte Carlo simulation results of Ceperley and Alder [11], with 
relativistic exchange corrections given by McDonald et al. [12] and Xu et al. 
[13] have been used in all the calculations presented in this paper. 
3.2.2 Models for the Fe layers 
Because the SPRASW method in its present (Bloch) form is only applicable 
to periodic solids, a surface has to be represented by a periodic repetition 
of slabs and vacuum (supercell geometry). The slabs have to be chosen big 
enough to ensure that the innermost atoms have the electronic structure of 
the bulk solid, and to prevent the surfaces of the slab from interacting with 
each other. The vacuum regions should be large enough as that they provide 
an effective separation between the slabs of soUd. 
Table 1. Primitive lattice translations of the overlayer system in atomic units 
vector(x,y,z) 
1 4.8311 0.0000 0.0000 
2 0.0000 4.8311 0.0000 
3 0.0000 0.0000 40.9932 
The Fe overlayer on Cu (001) is calculated using a supercell geometry 
containing slabs of five atomic Cu layers covered on both sides with an Fe 
monolayer, and sepcirated by vacuum regions, filled with five atomic layers of 
empty spheres (without nucleus). The primitive lattice vectors and atomic 
positions of the overlayer system are listed in tables 1 and 2. The positions 
have been taken from the low energy electron diffraction data of Clarke et al. 
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[14]. The spin-quantisation axis is taken perpendicular to the (001) surface. 
Table 2. Atomic positions (atomic units) in the unit cell of the overlayer system, 'e.s.' 
indicates empty spheres in the vacuum region. 
atom sym. class position (x,y,z) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
Cu 
Cu 
Cu 
Cu 
Cu 
Fe 
Fe 
e.s. 
e.s. 
e.s. 
e.s. 
e.s. 
1 
2 
2 
3 
3 
4 
4 
5 
5 
6 
6 
7 
0.000 
2.416 
2.416 
0.000 
0.000 
2.416 
2.416 
0.000 
0.000 
2.416 
2.416 
0.000 
0.000 
2.416 
2.416 
0.000 
0.000 
2.416 
2.416 
0.000 
0.000 
2.416 
2.416 
0.000 
0.000 
-3.416 
3.416 
-6.832 
6.832 
-10.180 
10.180 
-13.664 
13.664 
-17.081 
17.081 
20.497 
The monolayer system is defined to have the same square crystal struc­
ture and lattice parameter as the overlayer. The Fe monolayer is sandwiched 
between five atomic layers of empty spheres and the quantisation axis is again 
perpendicular to the surface. Finally we present some results for bulk bcc 
Fe with a lattice constant of 5.410 atomic units (experimental value) and 
the quantisation axis along the (001) direction. 
3.3 Results of the calculations 
The energy bands along symmetry directions in the Brillouin zone of the 
overlayer system are shown in figure 1. In figures 2 and 3 we present layer-
decomposed densities of states (DOS) for the overlayer, while the DOS for 
the isolated (floating) layer can be found in figure 4. The self-consistent 
partial charges and polarisations of the overlayer system are listed in tables 
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Figure 1: Energy bands along symmetry directions in the Brillouin zone for the overlayer 
system. The coordinates of the symmetry points are: Ζ — (0,0,1/2), Γ = (0,0,0), Χ = 
(1/2,0,0), M = (1/2,1/2,0) and A = (1/2,1/2,1/2) with respect to the reciprocal basis 
corresponding to the primitive translations listed in table 1. 
3 and 4 and the corresponding numbers for the floating layer system are 
given in tables 5 and 6. Before wc start to discuss the physical implications 
of these results we address the accuracy of the calculations. 
The partial charges and polarisations have been obtained with 60 k-
vectors in the irreducible wedge of the Brillouin zone for the overlayer system, 
64 fc-vectors for the floating layer system and 653 A;-vectors for bulk bcc Fe, 
using a simple sampling method to perform the Brillouin zone integration. 
The estimated accuracies of the spin-polarisation are 0.04 μβ and of the 
g-values 0.004 due to the convergence of this integration. To obtain the 
DOS we used the more accurate analytic tetrahedron method [15] for the 
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Figure 2: Partial density of states in the overlayer system for the three symmetry-
inequivalent Cu layers. Cu 1 is the central Cu layer and Cu 3 is touching the Fe overlayer. 
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Figure 3: Partial density of states for the almost pure spin states of the Fe overlayer in 
the overlayer system. The states are rigorously pure spin only for their large component 
in the interstitial region (see text). 
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Figure 4: Partial density of states for the almost pure spin states of the Fe layer in the 
floating layer system. 
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integration, with 4096 (irregular) tetrahedrons in the irreducible part of the 
Brillouin zone of both Fe layer systems. 
The partial charges and spin-polarisations for the overlayer system 
compare well with those obtained by Guo et al. using the ASA linear muffin-
tin orbitals (LMTO) method without spin-orbit coupling [16]. Guo et al. 
compared their results with a full potential augmented plane wave (APW) 
single-slab calculation by Fu et al. [17] (also without spin-orbit coupling). 
The main difference between the ASA-LMTO results and the full potential 
APW results is the smaller spin moment of the ASA calculation. The differ­
ence is, however, not very large and the fair agreement of the moment in the 
first layer of the substrate as well as in the layer-decomposed DOS supports 
the view that the formation of magnetic moments in the systems under con­
sideration can be described adequately with the more efficient ASA-based 
methods. 
Several observations support the view that the supercells taken in our 
calculations are large enough: Up to 5 electron volts the dispersion of the 
energy bands perpendicular to the surface (directions ΖΓ and MA in figure 1) 
is very small. The charge in the central layer of the Cu substrate is —0.002 
electrons and its layer DOS (Cu 1 in figure 2) is very close to the fee bulk 
DOS (see for example Moruzzi et al [18]). The central layer of the vacuum 
has a charge of less than 0.00003 electrons for both the overlayer and floating 
layer systems. 
3.3.1 Iron spin-polarisation 
Experimentally it is found that the overlayer and floating layer prefer the 
ferromagnetic state over the paramagnetic, in agreement with calculation 
[17, 19]. From tables 4 and 6 we see that the Fe spin-polarisation of bulk 
bec Fe is 2.11 μβ, while the overlayer has 2.68 μβ and the floating layer 2.99 
μΒ· This trend of increasing spin moment is probably due to the decreasing 
d electron overlap and hybridisation and smaller band width in going from 
the bulk to the overlayer and then to the floating layer. Figures 3 and 4 
clearly show the narrower band width in the floating layer compared with 
the overlayer. 
Table 3. Partial charges in the overlayer system in units of the electron charge. 
sym. class 
atom 
number atoms 
nuclear charge 
core charge 
valence charge: 
к = - 1 
к = - 2 
к = +1 
к = - 3 
к = +2 
к = - 4 
к = +3 
total electrons 
total atom 
1 
Cu 
1 
-29 
18.00 
0.72 
0.50 
0.26 
5.67 
3.81 
0.03 
0.02 
29.00 
-2.0.10- 3 
2 
Cu 
2 
-29 
18.00 
0.71 
0.50 
0.26 
5.66 
3.80 
0.03 
0.02 
28.98 
-0.02 
3 
Cu 
2 
-29 
18.00 
0.77 
0.57 
0.30 
5.66 
3.80 
0.03 
0.02 
29.15 
+0.15 
4 
Fe 
2 
-26 
18.00 
0.61 
0.32 
0.17 
3.83 
2.67 
0.02 
0.02 
25.64 
-0.36 
5 
e.s. 
2 
0 
0.00 
0.11 
0.06 
0.03 
0.02 
0.01 
0.23 
+0.23 
6 
e.s. 
2 
0 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
+2.6.10-3 
7 
e.s. 
1 
0 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
+2.6.10-5 
Table 4. Partial polarisations in the overlayer system in units of Bohr magnetons. 
0 0 
sym. class 
atom 
number atoms 
<σ
ζ
 >: 
I « 0 
/ « 1 
I « 2 
I « 3 
total < σ
ζ
 >: 
<LZ >: 
I « 1 
J и 2 
Ζ « 3 
total < Lz >: 
ßtpin 
ßorbital 
ßtotal 
1 
Cu 
1 
0.00 
0.00 
0.00 
0.00 
0.01 
0.000 
0.000 
0.000 
0.000 
-6.8.10-3 
+3.0.ю- 5 
-6.7.10-3 
2 
Cu 
2 
0.00 
-0.01 
-0.01 
0.00 
-0.02 
0.000 
-0.001 
0.000 
-0.001 
-0.024 
-0.001 
-0.025 
3 
Cu 
2 
-0.02 
-0.05 
0.08 
0.01 
0.02 
0.000 
0.004 
0.000 
0.004 
+0.021 
+0.004 
+0.024 
4 
Fe 
2 
0.03 
0.02 
2.63 
0.01 
2.68 
-0.001 
0.082 
0.000 
0.080 
+2.682 
+0.080 
+2.763 
5 
e.s. 
2 
0.01 
0.01 
0.01 
0.03 
0.000 
0.000 
0.000 
+0.032 
+4.1.10-4 
+0.032 
6 
e.s. 
2 
0.00 
0.00 
0.00 
0.00 
0.000 
0.000 
0.000 
+7.3.10-'1 
-ι.ιο-
β 
+7.3.10-4 
7 
e.s. 
1 
0.00 
0.00 
0.00 
0.00 
0.000 
0.000 
0.000 
+5.10- 6 
< I.IO" 6 
+5.10- e 
g - factor 1.993 2.099 2.356 2.062 1.976 2.005 2.002 
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Table 5. Partial charges in the floating layer system and bcc bulk Fe in units of the electron 
charge. 
sym. class 
atom 
number atoms 
nuclear charge 
core charge 
valence charge: 
к = - 1 
к = - 2 
к = +1 
к = - 3 
к = +2 
к = - 4 
к = +3 
total electrons 
total atom 
1 
Fe 
1 
-26 
18.00 
0.64 
0.18 
0.09 
3.80 
2.67 
0.01 
0.01 
25.40 
-0.60 
fee floating system 
2 
e.s. 
2 
0 
0.00 
0.15 
0.07 
0.04 
0.03 
0.02 
0.30 
+0.30 
3 
e.s. 
2 
0 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
+3.8.10-3 
4 
e.s. 
1 
0 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
+3.0.10-5 
bcc bulk 
1 
Fe 
1 
-26 
18.00 
0.66 
0.53 
0.27 
3.82 
2.65 
0.04 
0.03 
26.00 
0 
The hybridisation of the d electrons with the substrate in the overlayer 
system results in an asymmetry of the spin-up and -down DOS. This is unlike 
in bulk bcc Fe where the d bands of up and down character are known to 
have a very similar DOS and are only split by the exchange field [18]. The 
hybridisation with the substrate can also be seen in figure 2 showing the 
DOS for the top Cu layer. In the case of the floating layer the DOS is 
also asymmetric but now due, we believe, to the greater penetration of the 
higher-lying minority states into the vacuum. 
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Table 6. Partial polarisations in the floating layer system and bcc bulk Fe in units of Bohr 
magnetons. 
sym. class 
atom 
number atoms 
<σ
ζ
 >: 
/ « 0 
/ « 1 
/ « 2 
I « 3 
total < σ
ζ
 >: 
< / 2 > : 
I « 1 
I « 2 
Í ss 3 
total < lz >: 
β spin 
ßorbital 
ßtotal 
g - factor 
1 
Fe 
1 
0.04 
0.02 
2.91 
0.01 
2.98 
-0.001 
0.099 
0.000 
0.098 
2.988 
0.117 
3.105 
2.080 
fee floating layer system 
2 
e.s. 
2 
0.00 
0.01 
0.01 
0.02 
0.000 
0.000 
-0.001 
0.024 
-0.001 
0.022 
1.901 
3 
e.s. 
2 
0.00 
0.00 
0.00 
l . l . lO - 4 
0.000 
0.000 
ЗЛО"
6 
+1.1.10-4 
+4.10-β 
+1.1.10-4 
2.064 
m 
4 
e.s. 
1 
0.00 
0.00 
0.00 
-7.10- 6 
0.00 
0.00 
< LIO- 6 
-7.10- 6 
< LIO" 6 
-7.10- 6 
2.002 
bcc bulk 
1 
Fe 
1 
-0.01 
-0.04 
2.15 
0.01 
2.11 
0.000 
0.054 
-0.001 
0.053 
2.112 
0.053 
2.166 
2.053 
In the case of an Fe overlayer on a silver substrate the hybridisation with the 
substrate is much smaller than in the case of a Cu substrate, as shown by 
Fu et al. [17], because the Ag d bands are further down in energy and have 
almost no overlap with the Fe d bands. From this it can be concluded that 
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while there is hope that the calculated magnetic anisotropy energy (the dif-
ference in total energy between states with different polarisation directions) 
for a floating layer can be transferred to Fe overlayers on Ag, due to the 
absence of hybridisation [20], this hope should probably be abandoned for 
the case of Fe on Cu. 
3.3.2 Iron g-values 
The effect of the spin-orbit coupling is much the same in the iron overlayer 
and monolayer as is found in bulk 3d ferromagnets. The introduction of 
spin-orbit coupling reduces the spin moment, and this decrease is overcom-
pensated by a parallel orbital moment, resulting in a larger total moment 
and a g-value larger than two. The overlayer g-value is 2.062, the floating 
layer value is 2.080, and the g-value for bulk bcc iron is 2.053. 
The order of magnitude of these differences is in agreement with Ein-
stein-De Haas experiments on Fe alloys [4, 5], but in contradiction with 
some other experimental data obtained with Brillouin light scattering and 
ferromagnetic resonance experiments [2, 21, 22]. The latter experiments 
give g-values between 1.7 and 2.0 for 3 atomic layers of fee Fe sandwiched 
between Cu, which indicates anti-parallel orbital moments [2]. For 3 to 28 
atomic layers of bcc Fe grown on Ag (001) and covered with Au one finds 
g-values between 2.08 and 2.09 [21], while 3 layers of Fe on Ag covered with 
Ag exhibit g-values from 2.00 to 2.02 [22]. These surprising results, it has 
been suggested [22], might be due to a damping mechanism that is not taken 
into account in the description of the spin waves excited in the experiment. 
We support the view that the large spread in the measured g-values 
does not reflect differences in the (normal) g-values as defined in section 3.1. 
Because the measured g-values are fairly constant as a function of layer 
thickness in the Ag-Fe-Au sandwiches, the effect of the interfaces on g should 
be small. If this is true, which is supported in fact by our calculations, it is 
difficult to understand why the replacement of the Au coverage by Ag has 
such a large effect and why the fee Fe layers sandwiched between Cu show a 
g-value smaller than 2, while anti-parallel moments are not found in bulk bcc 
Fe. Therefore, we believe that a simple interpretation of these experimental 
data for Fe layers in Cu in terms of anti-parallel orbital moments is not 
appropriate. 
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3.3.3 Substrate magnetisation 
The very low induced spin moment of 0.02 μβ (table 4) in the top Cu layer of 
the overlayer system is a consequence of the cancellation between the induced 
positive moment in the d-band (+0.08 μβ) and the negative moments from 
s- and p-type Cu states (—0.07 μβ)· The next Cu layer has much smaller 
partial moments, but due to the absence of cancellation, the nett moment 
is of the same magnitude as in the top Cu layer. The small spin oscillation 
in the Cu slab could be ал artefact due to the ASA approximation and the 
supercell geometry. In previous comparisons between ASA and full potential 
calculations the former sometimes showed spurious spin oscillations [23, 24]. 
The top Cu layer shows a low spin moment but a high g-value. This is 
not surprising if we take into account the cancellation of the spin moment. 
The orbital moment associated with the s electrons is zero and the orbital 
moment of the p-electrons is very small. The d-electrons only give a g-value 
of 2.09 but due to the low total spin moment the g-value for this tdíal Cu 
layer is enhanced to 2.36. The low absolute value of the orbital and spin 
moment prevents the experimental g-values for the overlayer from being 
influenced substantially by the magnetisation of the substrate. The g-value 
of the central vacuum layer is close to 2 as we would expect. 
3.3.4 Radial charge and spin distributions 
If we compare the partial charges of the overlayer and the floating layer .in 
tables 3 and 5, we see that the Fe atomic spheres of the floating layer lose 
0.24 electrons more to their surroundings than the overlayer. This is due to 
the fact that the substrate prevents the electrons from spilling out on one 
side of the overlayer. The difference is almost entirely due to ρ electrons. 
At first it is hard to understand the difference in spin moments (2.68 
and 2.99 μβ) in terms of the DOS, because the majority bands are essentially 
full (figures 3 and 4) and the number of d electrons is almost the same (tables 
4 and 6) in both the overlayer and the floating layer. In fact the difference 
in spin moment has to be associated with an increíise in weight in the tail of 
the majority DOS of the overlayer extending above the Fermi energy. This 
is due to the increased hybridisation in the overlayer case compared with 
the floating layer, which we see in the real space charge distribution. Figure 
5 shows the radial charge distribution of d states (к = 2 and —3) for both 
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layers and we clearly see that the monolayer charge is more localised. Note 
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Figure 5: Partial radial charge distribution r p 1 ' 2 (τ) for the к = 2 and —3 states of the 
Fe layer in the overlayer and floating layer systems. 
that the integrated charge is almost equal because up to a distance of 1.5 
au the floating layer density is slightly greater, though this is not easily seen 
from the figure. 
The greater localisation of the charge density in the floating layer is 
reflected in the increased d electron spin-polaxisation shown in figure 6, where 
the radial spin distributions are shown. Particularly interesting is the fact 
that difference extends out to the edge of the atomic spheres: in this region 
64 
О 1 2 
Distance from nucleus (a.u.) 
Figure 6: Partial radial spin distribution r| < а
г
 > \1/2 (r) for the Í = 2 states of the Fe 
layer in the overlayer and floating layer systems. 
the overlayer charge density has a substantial contribution from the mixing 
in of non-spin polarised states from the substrate Cu atoms. It is of course 
this hybridisation which increases the high energy tail of the majority DOS 
of the overlayer. 
3.3.5 Stability of the Fe layers 
The overlayer is structurally stable [14], and we have an indication that this 
stability is due to its interaction with the Cu (001) substrate. The floating 
layer minority DOS is very large near the Fermi energy (figure 4), a situation 
which is often associated with an instability. This peale is a result of parallel 
pieces of the two dimensional Fermi surface. Figures 7 and 8 show the 
contours of the eighth and ninth eigenvalues, and the cross sections of Fermi 
surface in figure 8 (indicated by thick solid lines) clearly show these parallel 
pieces. This Fermi surface nesting can result in either a charge density wave 
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-0.6503 0.0000 0.6503 
Figure 7: The energy contours of the β"1 eigenvalue in the plane k. — 0. 
[25] or in a spin density wave [26, 27, 28]. On the other hand, the interaction 
with the substrate in the overlayer case changes the minority DOS so that 
there is no longer a peak at the Fermi energy - in fact we see a minimum 
often associated with a stable situation. 
бб 
ENERGY BAND 9 Fe MONOLAYER 
SURFACE (OOI), K z=0 
-0.6503 0.0000 
К. 
0.6503 
Figure 8: The energy contours of the 9th eigenvalue in the plane kz — 0. Note the parallel 
pieces known as Fermi surface nesting. 
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Chapter 4 
First-principles electronic structure 
calculations for incommensurately 
modulated calaverite 
Fully relativistic first-principles electronic structure calculations of both the 
average structure and a supercell approximation of silver-free incommensu­
rately modulated calaverite (AuTes) are presented The differences between 
the results of both calculations are relatively small for the occupation num­
bers and the density of states, but quite dramatic for the shape of the Fermi 
surface From the occupation numbers it is concluded that a previously 
proposed idea for explaining the modulation, based on mixed valencies for 
the gold atoms is probably not applicable The calculated Fermi surface of 
the average structure shows that the modulation cannot be understood in 
terms of Fermi surface nesting either The density of states in the supercell 
approximation compares very well with recently obtained XPS data A rigid 
potential calculation shows that the integral of the one-electron valence en­
ergies for the supercell is substantially more negative than the corresponding 
energy for the average structure, while the electrostatic energy difference has 
the opposite sign but is much smaller This provides a qualitative indica­
tion of the electronic instability of the average structure with respect to the 
modulation of the supercell Finally we conclude that Te s-hke states and a 
Te ρ - Au d-like complex dominate the energetics of the modulation 
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4.1 Introduction 
Recently there has been a revival of interest in the incommensurate gold-
containing mineral calaverite Aui_IAgxTe2 (0 < χ < 0.15) [1, 2, 3, 4, 5, 6, 7], 
which was of morphological interest already at the beginning of this century 
[8, 9, 10, 11]. The revival is caused by the discovery that this mineral belongs 
to the class of incommensurately modulated structures [1]. The present pa­
per deals with its electronic structure, which is of interest from two points of 
view. First there is hope that detailed knowledge of the electronic structure 
will provide insight into the driving forces of the modulation. Secondly the 
electronic structure is fundamental for calculations of physical properties of 
various kinds and thus for the study of the influence of the incommensura­
bility on these properties. 
The calculation of the electronic structure for incommensurately mod­
ulated crystals is inhibited by the difficulty of handUng an infinitely large 
unit cell, as is the case with quasicrystals. The usual way to deal with this 
problem is to study a specific series of periodic approximations to the crystal 
structure and to deduce conclusions for the limiting case of the incommensu­
rate structure from the trends in the approximate results. This technique has 
provided considerable understanding of spectra and wave functions, mostly 
of one-dimensional model systems [4]. One-dimensional systems are more 
easy to study because of the availability of simple calculation techniques 
such as the transfer matrix method. The most striking features for one-
dimensional incommensurate systems are point-like parts in the spectrum 
and the (associated) occurrence of localised states. It should be noted, how­
ever, that the localised states are nothing other than electrons trapped by the 
potential, which is obviously much more difficult in higher dimensions. In 
this paper we will apply the study of periodic approximations to calaverite. 
The character of the electron orbits that enter the chemical bonding 
in calaverite, especially the Au 5d electrons, forces us to use relativistic 
self-consistent band structure techniques. As a consequence of the time-
consuming nature of these techniques, only the average structure and the 
first rational approximant (or periodic approximation), involving a supercell, 
which is four times as big as the unit cell of the average structure, are 
practically accessible. 
The calculations have been performed with the use of the ab-initio 
relativistic augmented spherical wave method (RASW) [12]. A short de-
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scription of this method will be given in section 2. In section 3 the relevant 
crystal structures are discussed. The results of the calculations for the aver-
age structure can be found in section 4, and those for the supercell structure 
in section 5. In section 6 the calculated density of states for the supercell 
calculation is compared with the results of experimental X-ray photoelec-
tron spectroscopy (XPS). Several possible driving forces of the modulation 
are discussed in section 7 and the conclusions of the paper are presented in 
section 8. 
4.2 The method of calculation 
In view of the necessity of the self-consistent treatment of all relativistic 
terms in the electron Hamiltonian and the requirement for efficiency be-
cause of the large number of atoms in the unit cell, the choice was made 
for an ab-initio local density calculation making use of the atomic sphere 
approximation (ASA) to the crystal potential. A suitable procedure of this 
kind is provided by the RASW scheme introduced by Takeda in 1979 [12]. 
This scheme is a fully relativistic version of the well-known ASW method of 
Williams, Kubier and Gelatt [13] and can be considered equivalent to sim-
ilar generalisations of the linear muffin-tin Orbitals (LMTO) method [14]. 
Recently we generalised the RASW method to include spin-polarisation [15] 
and this newly developed code was used to perform the calculations pre-
sented in this paper, although the calculations are not spin-polarised. Since 
both the original Takeda paper [12] and our paper presenting the generalisa-
tion [15] contain a fairly detailed description of the RASW method we will 
restrict ourselves in this paper to a general discussion of the approximations 
involved. 
The many-electron problem is reduced in a standard way to single-
particle equations using density functional theory. The local density approx-
imation is applied using the exchange and correlation function of Perdew and 
Zunger [16], who fitted their function to Monte Carlo results of Ceperley and 
Alder [17]. The self-consistent field crystal potential is treated in the atomic 
sphere approximation, in which space is divided into atomic spheres and 
the remaining interstitial region. Inside the atomic spheres the potential is 
spherically averaged and in the interstitial the potential is taken constant. 
The interstitial space is eliminated almost entirely by chosing the sphere 
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radii (Wigner-Seitz radii) such that the sum of the sphere volumes in the 
unit cell is equal to the volume of the unit cell. This procedure will cause an 
unacceptably large overlap of atomic spheres if the crystal structure under 
consideration is not almost close packed. In such cases this problem is cir-
cumvented by the insertion of empty atomic spheres. These empty spheres 
do not contain nuclear charge nor core electrons but some valence charge will 
flow into them in the self-consistency process. This way a large part of the 
space is treated properly and the overlap of the spheres, which is neglected 
in the calculation, stays acceptable. The remaining interstitial charge is ac-
counted for in the overlap and Hamiltonian matrices in a standard way. The 
integral over the unit cell of this contribution is converted into a sum of 
integrals over the atomic sphere boundaries using Green's theorem for the 
basis functions and their energy derivatives [13]. Since the determination of 
the crystal potential does not allow for interstitial charge it has to be renor-
mahsed into the spheres at every iteration of the self-consistency procedure. 
As the potential approximation is particularly crude in the interstitial re-
gion, the amount of interstitial charge appearing in the calculation is one 
measure of the applicability of the atomic sphere approximation. 
The electrons in the crystal are divided into core and valence elec-
trons, which are treated in different ways. The core electrons, which do 
not overlap substantially, are treated in an atomic type of approach. The 
valence electrons are represented by functions that form the basis of the 
overlap and Hamiltonian matrices. These functions are Bloch sums over the 
atom-centered RASW functions. In the formulation of our previous paper 
[15], these atom-centered functions consist in the interstitial region of four-
component; spinors with an outgoing spherical Hankel function multiplied 
by a pure spin Pauli spinor for their large components. The small compo-
nents, which are of a comphcated form, are determined by the requirement 
that the four-spinor is a solution to the Dirac equation with a constant 
potential. These interstitial functions are matched onto (augmented with) 
solutions of the radial Dirac equations inside all the atomic spheres. The 
entire atom-centered function is in this way specified by the orbital moment 
of the Hankel function and the orbital moment of the radial Dirac equations, 
which are taken equal, and by the principle quantum number of the radial 
Dirac equation, which determines the number of nodes of the function. Al-
though the principle quantum number and orbital momentum are thus used 
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to specify the atom-centered valence functions, it should be noted that the 
actual form of these functions, which changes during the self-consistency 
process, is quite different from that of the corresponding atomic orbitals. 
For Au we include the 6 s, 6 ρ and 5 d functions and for Te the 5 s, 5 ρ and 
5 d functions in the basis for the band matrix. 
In order to find the matching conditions for the augmentation of the 
basis functions, a spherical Hankel function centered on one atom is ex­
panded in terms of spherical Bessel functions on all the other atoms, using 
the expansion theorem of the original ASW method [13]. Each expansion 
involves in principle an infinite number of orbital momenta for the Bessel 
functions. It can be shown, however, that the expansion coefficients decrease 
with increasing orbital momentum. Therefore, the expansion is truncated 
after a finite orbital momentum value ¿, which we choose for both Au and 
Te functions to be f = 3. The valence functions associated with the in-
serted empty spheres are taken to be 1 s and 2 ρ and the expansion of these 
functions is truncated at t — 2. 
Finally, the Brillouin zone integral has to be performed each itera­
tion. For the self-consistency process we use a simple zero order sampling 
technique in the irreducible part with symmetry determined weights. The 
density of states was calculated with the more accurate first order tetrahe­
dron method. In this method the irreducible part of the Brillouin zone is 
divided into a number of irregular tetrahedrons (simplices), which again are 
divided into smaller tetrahedrons by repeated appUcation of a fixed division 
procedure. The resulting tetrahedrons cover the irreducible part completely 
and have approximately equal volumes. The band problem is solved for the 
set of corners shared by these tetrahedrons. The contribution to the DOS 
for each tetrahedron is then calculated analytically using a linear expression 
for the band energies, which is obtained by interpolation between the band 
energies at the four corners of the tetrahedron under consideration. 
4.3 The incommensurate crystal structure and its approxi-
mants 
The class of incommensurately modulated structures is closely related to 
the class of quasicrystals and both types can be described by a single for­
malism involving higher dimensional periodicity. In both type of structure 
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the long range order is in principle perfect in spite of the absence of lattice 
periodicity, giving rise to new types of diffraction patterns with sharp spots. 
In mathematical terms these structures are characterised by the property 
that the Fourier transform of the charge density (and the crystal potential) 
consists of components belonging to a set of integral linear combinations of 
more than three reciprocal lattice vectors. For crystals such as calaverite 
with a periodic average structure and an incommensurate modulation with 
only one wave vector, the reciprocal structure is spanned by four basis vec-
tors [4]. In three dimensions these basis vectors are necessarily dependent 
with respect to the real numbers, but they are independent with respect to 
the rational numbers (rationally independent). It is possible to use the ba-
sis vectors to embed the three dimensional non-periodic structure in a four 
dimensional periodic structure [4]. The three dimensional aperiodicity of the 
system is caused by the irrational relation of one or more components of the 
basis vectors. It is possible to recover the three dimensional periodicity if 
one or more of the basis vectors are slightly changed such that the vectors 
become rationally dependent and in that way we obtain a so-called rational 
approximant. For these periodic approximations the conventional electronic 
structure calculation techniques - using Bloch's theorem - can be applied. 
This procedure will be chosen in the rest of this paper. In order to find ap-
propriate approximants, it is useful to consider briefly the general situation 
for incommensurate crystals. 
A distinction between incommensurately modulated structures and 
quasicrystals can be seen from their X-ray diffraction patterns. For the 
former there always exists a sub-pattern of high intensity spots, the main 
reflections, corresponding to a real space periodic structure which is called 
the average structure. In addition, there is a set of peales, the satellite spots, 
grouped around the high intensity spots, with distances to the main reflec-
tions that are not commensurate with the periodicity of the average struc-
ture. The satellite reflections can be shown to occur because of displacive or 
other incommensurate modulations of the average structure. Often the am-
plitude of the modulation is not too big and the structure can be adequately 
described by a perturbation of the average structure. For the quasicrystalline 
structures, however, such a division of the diffraction pattern, and thus of 
the structure into an average structure and one or more incommensurate 
modulations, is in general not possible. In the following a description of the 
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average structure and the modulations for calaverite are presented as well 
as the rational approximant used in the calculation. 
The average structure of calaverite was determined by Tunell and Paul­
ing [18]. Its space group is C2/m (International Tables, number 12). The 
vertices and corresponding centered positions of the almost rhombohedrally 
shaped unit cell (monoclinic angle 90.04 degrees) are occupied by gold atoms, 
while the space between the gold planes is filled with two tilted zig zag chains 
of tellurium atoms in the direction of the monoclinic twofold crystallographic 
axis. Figure 1 shows the unit cell and the direction of the conventional unit 
vectors a, b and c. The primitive lattice translations and the atomic posi­
tions in the unit cell are listed in table 1, together with the Wigner-Seitz radii 
of the atomic spheres used in the calculation, including the empty spheres 
mentioned in the previous section, which are inserted to obtain a reasonable 
space filling. 
Table la Primitive lattice translations of the average structure in atomic units. 
vector (x,y,z) 
1 6.7977 -4.1710 0.0000 
2 6.7977 4.1710 0.0000 
3 0.0000 0.0000 9.5810 
Accurate determinations of the incommensurate modulation were performed 
by Schutte and de Boer [5]. There is a displacive as well as an occupation 
modulation with the same incommensurate wave vector q — -0.4076 o* + 
0.4479 с *, where stars denote reciprocal vectors. The occupation modula­
tion leads to partial occupation of the gold positions, with a probabiHty of 
finding Ag atoms on Au sites of at most 0.15. The displacive modulation is 
most important on tellurium sites with an amplitude of approximately 0.76 
atomic units parallel to the twofold axis and primarily a first order harmonic 
character. There is also a small modulation of the gold and silver positions 
(Ä 0.08 a.u.). Given the time-consuming nature of the chosen method of 
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calculation we could not treat more than the displacive modulation of the 
tellurium atoms. 
Table lb. Atomic positions in the unit cell (row vectors) of the average structure and 
their Wigner-Seitz radii in atomic units. Inserted empty spheres are indicated by e.s. 
atom sym. class position (x,y,z) WS-radius 
1 
2 
3 
4 
5 
6 
Au 
Te 
Te 
e.s. 
e.s. 
e.s. 
1 
2 
2 
3 
4 
4 
0.000 
9.371 
4.224 
0.000 
4.503 
9.093 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
2.762 
6.819 
4.791 
2.019 
7.562 
2.9651 
2.9651 
2.9651 
2.5796 
2.5796 
2.5796 
Figure 1: The unit cell of the average structure containing the six atoms listed in table 
lb. Small black circles represent Au, large white circles Te atoms. The empty spheres 
added in the calculation have been left out for clarity. The zig zag chains of Te atoms are 
indicated by the lines joining the Te atoms. The directions of the primitive vectors a, b, с 
are also shown. 
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Figure 2: The unit cell for the superstructure, according to the positions in table 2b. The 
cell contains four unit cells of the average structure (see figure 1). Inside the Te atoms the 
phase of the modulation (if non zero) is shown: + and χ indicate 1/4 and —1/4 respectively. 
The Au atoms in the centered positions have a nearly linear coordination, as in the average 
structure, because four neighbours stay in place and two others move perpendicular to the 
bond lines. The Au atoms on the corners of the cell and their equivalent atoms have now, 
due to the modulation, a nearly square coordination, because two neighbouring Te atoms 
are shifted towards them, two away from them, while two others stay in place. Empty 
spheres have been left out for clarity. 
The lowest order rational approximant distinct from the zero order average 
structure, has q = — | a * + | c *, such that the unit cell becomes four times as 
large as that of the average structure. The relative phases of the Te atoms 
can be approximated by multiples of 1/4 in the same way we treated <f, while 
the actual phase values for the approximated q are ±0.20, ±0.05 and so on. 
The phase offset, which should be fixed for a commensurate approximation, 
is chosen such that the modulation effect is maximal. The supercell now 
contains the two limiting environments of Au atoms found in the actual 
incommensurate structure, namely the nearly linear and the nearly square 
planar coordination by Te atoms. In figure 2 the (a-c) plane of the supercell 
is shown, with the displaced tellurium atoms and the two different Au coor­
dinations. The primitive lattice translations and the positions of the atoms 
and empty spheres axe listed in table 2. The positions of the empty spheres 
are not modulated because of symmetry considerations. The space group for 
this superstructure is P2/c and the reciprocal lattice has space group P2/m 
(International Tables number 13 and 10 respectively). 
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Table 2a. Primitive lattice translations of the superstructure in atomic units. 
vector (x,y,z) 
1 13.5954 0.0000 9.5810 
2 13.5954 0.0000 -9.5810 
3 0.0000 8.3420 0.0000 
Figure 3: The Brillouin zone of the average structure (C2/m). The irreducible wedge is 
contained between the broken lines. 
4.4 Results for the average structure 
Self-consistent results with a cubic mesh of 100 fc-vectors in the irreducible 
wedge of the Brillouin zone (figure 3) have been obtained to an accuracy 
of 10~4 electrons per atom. The density of states WEIS calculated with 2048 
tetrahedrons in the irreducible wedge. The interstitial charge weis 0.42 elec-
trons per unit cell, that is 1.8 per cent of the 23 valence electrons, which 
indicates a reasonable space filling. The partial occupation numbers can be 
found in table 3, the bands along symmetry directions in the Brillouin zone 
in figure 4, and the total and partial density of states (DOS) in figure 5, 6 
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and 7. 
Table 2b. Atomic positions in the unit cell (row vectors) of the superstructure and their 
Wigner-Seitz radii in atomic units. Inserted empty spheres are indicated by e.s. 
atom sym. class position (x,y,z) WS-radius 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
Au 
Au 
Au 
Au 
Te 
Te 
Te 
Te 
Te 
Te 
Te 
Te 
e.s. 
e.s. 
e.s. 
e.s. 
e.s. 
e.s. 
e.s. 
e.s. 
e.s. 
e.s. 
e.s. 
e.s. 
1 
1 
2 
2 
3 
3 
3 
3 
4 
4 
4 
4 
5 
5 
6 
6 
7 
7 
7 
7 
8 
8 
8 
8 
0.000 
0.000 
6.798 
6.798 
4.224 
4.224 
9.371 
9.371 
2.574 
2.574 
11.022 
11.022 
0.000 
0.000 
6.798 
6.798 
4.503 
4.503 
9.093 
9.093 
11.301 
11.301 
2.295 
2.295 
0.000 
0.000 
4.171 
4.171 
0.000 
0.000 
0.000 
0.000 
4.841 
3.501 
3.501 
4.841 
0.000 
0.000 
4.171 
4.171 
0.000 
0.000 
0.000 
0.000 
4.171 
4.171 
4.171 
4.171 
0.000 
-9.581 
-9.581 
0.000 
6.819 
-2.762 
-6.819 
2.762 
2.762 
-6.819 
-2.762 
6.819 
4.791 
-4.791 
4.791 
-4.791 
-7.562 
2.019 
7.562 
-2.019 
-7.562 
2.019 
7.562 
-2.019 
2.9651 
2.9651 
2.9651 
2.9651 
2.9651 
2.9651 
2.9651 
2.9651 
2.9651 
2.9651 
2.9651 
2.9651 
2.5796 
2.5796 
2.5796 
2.5796 
2.5796 
2.5796 
2.5796 
2.5796 
2.5796 
2.5796 
2.5796 
2.5796 
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Table 3. Atomic charges in the unit cell of the average structure. Note the positive sign 
of the electron charge. The valence charge is split into eigenstates, labeled with к, of the 
operator 1 + σ • L. With к = -I - 1 for j - I + 1/2 and к = I for j = I - 1/2 the listed 
contributions can be added to obtain the usual s, p, d and f parts. 
sym. class 1 2 3 4 
atom Au Te e.s. e.s. 
number atoms 1 2 1 2 
nucleus charge -79 —52 0 0 
core charge 68.00 46.00 0.00 0.00 
valence charge: 
к = - 1 
к = - 2 
к = +1 
к = - 3 
к - +2 
к = - 4 
к = +3 
total electrons 
0.87 
0.41 
0.29 
5.36 
3.70 
0.03 
0.02 
78.69 
1.72 
1.75 
1.07 
0.10 
0.07 
0.02 
0.02 
50.75 
0.33 
0.24 
0.13 
0.09 
0.06 
0.85 
0.37 
0.29 
0.15 
0.11 
0.07 
0.98 
total atom -0.31 -1.25 +0.85 +0.98 
The overall picture of the band structure is quite simple: From —13.4 to 
-10.0 eV with respect to the Fermi level the Te 5s bands are well separated 
from the rest of the valence bands. The Au 5d contributions extend from 
—6.5 eV to -4.0 eV with a small, extended tail up to +1.5 eV. The main 
contribution to the DOS at the Fermi energy comes from the Te 5p states 
with small contributions from Au 5d and empty sphere states. Although 
the pure spin character of the states is removed by the implicit spin-orbit 
coupling in the Dirac equation, the energy bands axe still twofold degenerate 
due to the inversion symmetry of the average structure (Kramers degener­
acy). The bands 23/24 and 25/26 cross the Fermi level, while the bands 
21/22 approach the Fermi level at Г. Between bands 25/26 and 27/28 there 
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is a gap of nearly 2 eV over a large portion of the Brillouin zone creating a 
minimum in the total DOS at +1.8 eV. 
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Figure 4* Energy bands of the average structure along the symmetry directions indicated 
in figure 3 The broken line is the Fermi level 
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200 
•10 -5 
Energy (eV) 
Figure 5: The total density of states (DOS) for the average structure. 
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-10 -6 0 
Energy (eV) 
Figure 6: The partial DOS for Au in the average structure. 
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-10 -5 0 
Energy (eV) 
Figure 7: The partial DOS for Te in the average structure. 
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4.5 Results for the superstructure 
Table 4. Atomic charges in the unit cell of the superstructure. Note the positive sign of 
the electron charge. 
sym. class 
atom 
number atoms 
nucleus charge 
core charge 
valence charge: 
к = - 1 
к = - 2 
к = +1 
к = - 3 
к - +2 
АС = - 4 
к - +3 
total electrons 
total atom 
1 
Au 
2 
-79 
68.00 
0.87 
0.45 
0.32 
5.34 
3.67 
0.04 
0.03 
78.71 
-0.29 
2 
Au 
2 
-79 
68.00 
0.87 
0.40 
0.28 
5.35 
3.68 
0.03 
0.02 
78.63 
-0.37 
3 
Te 
4 
-52 
46.00 
1.71 
1.74 
1.06 
0.10 
0.07 
0.02 
0.02 
50.72 
-1.28 
4 
Te 
4 
-52 
46.00 
1.70 
1.72 
1.05 
0.10 
0.07 
0.03 
0.02 
50.70 
-1.30 
5 
e.s. 
2 
0 
0.00 
0.35 
0.26 
0.14 
0.10 
0.06 
0.90 
+0.90 
6 
e.s. 
2 
0 
0.00 
0.32 
0.24 
0.12 
0.09 
0.06 
0.83 
t0.83 
7 
e.s. 
4 
0 
0.00 
0.40 
0.32 
0.16 
0.13 
0.08 
1.09 
+ 1.09 
8 
e.s. 
4 
0 
0.00 
0.36 
0.28 
0.15 
0.10 
0.06 
0.96 
+0.96 
The self-consistent calculation has been carried out with a cubic mesh 
of 30 ¿-vectors in the irreducible wedge of the Brillouin zone. This gives 
approximately the same density of k-vectors as used in the sampling of the 
wedge for the average structure, because the wedge of the superstructure is 
four times smaller than that of the average structure. The DOS calculation 
has been performed with 1024 tetrahedrons in the irreducible wedge. The 
same convergence criteria as in case of the average structure have been used. 
The interstitial charge for this calculation is 2.5 electrons per unit cell, that 
is 2.7 percent of the 92 valence electrons. This is somewhat more than for 
the average structure, but still quite acceptable. 
The occupation numbers for the symmetry inequivalent atoms are 
listed in table 4. The differences with the corresponding atoms in the av-
erage structure axe small. The energy bands (figure 10) plotted along the 
symmetry directions of the irreducible wedge as indicated in figure 8 and 
9, show greater differences compared with the average structure, at least in 
the neighbourhood of the Fermi level. The bands are still doubly degenerate 
86 
Figure 8: The Brillouin zone of the superstructure (P2/c). The symmetry lines and 
irreducible part are shown with broken lines. 
Figure 9: The Brillouin zones of the average and super-structure (see figures 3 and 8). 
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Figure 10: Energy bands of the superstructure along the symmetry directions indicated 
in figure 8. The broken line is the Fermi level. 
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because of the inversion symmetry of the supercell, but the splitting of bands 
due to the modulation can clearly be seen. The effect of the change in the 
energy bands on the Fermi surface is in fact quite dramatic. Therefore, the 
interpretation of experimental data, such as De Haas - Van Alphen oscilla­
tions, can clearly not be based on the Fermi surface of the average structure 
and this sensitivity to the modulation implies that we also should be very 
cautious about using the Fermi surface of the supercell. The total and par-
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Figure 11: The total density of states (DOS) for the superstructure. 
tial DOS of the supercell are shown in figure 11 to 15. The splitting of the 
bands in the supercell is largely integrated out and the remaining splittings 
are certainly too small to observe experimentally, except for the new peak 
structure that appeared at +4.5 eV. It would be interesting to see whether 
this can be observed in an X-ray absorption spectroscopy experiment. The 
new peak is largely due to states situated on empty spheres and Te atoms. 
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Figure 12: The partial DOS for symmetry class 1 (Au) of the superstructure (see table 
2b). 
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Figure 13: The partial DOS for symmetry class 2 (Au) of the superstructure. 
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Figure 14: The partial DOS for symmetry class 3 (Te) of the superstructure. 
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Figure 15: The partial DOS for symmetry class 4 (Те) of the superstructure. 
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4.6 The XPS valence spectrum 
Table 5. Scattering cross sections in kilobarns for the crystal functions derived from the 
closest corresponding atomic subshells and their cross sections for ΑΙ Κα radiation taken 
from reference [20]. 
crystal function atomic shell σ (kbarn) σ/electron 
Au 
Au 
Au 
Au 
Te 
Te 
Te 
Te 
e.s. 
e.s. 
e.s. 
6 s 
6 P 
5 d 
5f 
5 s 
5 p 
5 d 
4 f 
1 s 
2 p 
3 d 
Au 
Tl 
Au 
Pa 
Te 
Te 
La 
Ce 
H 
В 
Sc 
6 s 1 
6 p 1 
5 d 1 0 
5 f2 
5 s 2 
5 Ρ 4 
S d 1 
4 f1 
I s 1 
2 P 1 
3 d 1 
0.29 
0.21 
26. 
8.0 
1.7 
2.6 
0.76 
2.2 
0.0020 
0.0024 
0.053 
0.29 
0.21 
2.6 
4.0 
0.85 
0.65 
0.76 
2.2 
0.0020 
0.0024 
0.053 
The calculated valence DOS for the supercell structure can be compared with 
the valence spectra from X-ray photoelectron spectroscopy (XPS) measure­
ments performed by van Triest [19] with an Al-Κα source of 1486.6 eV. We 
broaden the calculated DOS of figure 11 to include life time effects and finite 
experimental resolution with a Lorentzian convolution with a full width at 
half maximum (FWHM) of 0.50 + 0.1 · (Ef — E) eV and a Gaussian convolu­
tion with a constant FWHM of 0.50 eV. In figure 16 this broadened DOS is 
compared with experiment. The experimental and calculated Fermi level are 
lined up and the experimental curve is scaled down to match the calculated 
maximum near —5 eV. 
The double peak structure due to the Au d-like states at —6 eV is in 
excellent agreement with experiment. Also the gap, reduced by broadening, 
94 300 
Energy ( ) 
Figure 16: Experimental XPS valence spectrum (dots) and broadencu total DOS of the 
superstructure (solid line). For details of experiment and broadening see text. 
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Figure 17: Experimental XPS valence spectrum (dots) and broadened and weighted (table 
5) total DOS of the superstructure (solid line). For details of DOS weights using scattering 
cross sections see text. 
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near — 9 eV and the Te s-like states at —12 eV are found at the same energies 
as in the experiment. The remaining discrepancies can be found in the 
peak heights and the relative contribution of the Te p-like states. They 
can be attributed to the different scattering cross sections of the different 
crystal functions contributing to the total experimental spectrum, which are 
neglected in the calculation, but should in fact be incorporated through the 
appropriate matrix elements of the transitions. 
To incorporate these matrix elements in an approximate way we use the 
atomic cross sections of Yeh and Lindau [20] as multiplicative factors for the 
different partial DOS. For those partial DOS for which the equivalent atomic 
orbital is not occupied in the ground state, hence for which no cross sections 
can be found in the table of Yeh and Lindau, we use the corresponding cross 
section of the nearest atom in which this orbital is occupied. In table 5 we 
hst the cross sections used in the calculation of the weighted DOS, which is 
shown in figure 17. Including these effects in the calculation, brings it into 
better agreement with the experimental data: the relative contributions of 
the Te ρ and s-like states have decreased; for the latter about right, for the 
former rather too much. 
We may conclude that the experimental valence XPS spectrum is ex­
plained quite well in terms of the calculated density of states and cross section 
effects, and that a better quantitative agreement can probably be obtained 
by the explicit calculation of the transition matrix elements. Without the 
proper inclusion of these matrix elements it is certainly not possible to study 
the differences between calculated and experimental DOS that are due to the 
remaining structure approximation in the supercell. 
4.7 The driving forces of the modulation 
The understanding of the incommensurate modulation in calaverite is one of 
the goals of this paper. In the following subsections we will, therefore, study 
several possible mechanisms for the modulation. First we will explore the 
possibility that the modulation is a consequence of Fermi surface nesting. 
Secondly we will discuss the possibility that the modulation is connected to 
the existence of (static) mixed valencies for the gold atoms, as was suggested 
in previous publications [3, 5, 21]. Finally, we will study the driving forces of 
the modulation by comparing the energies involved in the average structure 
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and in the superstructure This comparison, a frozen phonon calculation, 
is made on the basis of Andersen's local force theorem, which relates the 
total energy difference of two self-consistent electron systems to a difference 
in Madelung energy and a difference in the sum of one-electron energies. 
4.7.1 Fermi surface nesting 
One of the possible reasons for the instability of the average structure with 
respect to an incommensurate lattice deformation is the occurrence of Fermi 
surface nesting. A model description and a criterion for the occurrence of a 
periodic lattice deformation and its accompanying charge density wave have 
been provided by Chan and Heine [22], who formulate their model using 
the Fröhlich electron-lattice Hamiltonian in terms of a first order electron-
phonon couphng and a generalised electronic susceptibility. The criterion for 
the appearance of a periodic lattice deformation shows that the instability is 
favoured by a peak in the susceptibility at the wave vector of the modulation, 
as well as by a large electron-phonon coupling. If the Fermi surface contains 
flat pieces which can be brought together by a particular wave vector, the 
susceptibility shows a peak at this 'nesting' wave vector [23]. The flat pieces 
of Fermi surface lead to a peak in the DOS at the Fermi level. An example 
of a material showing an incommensurate lattice distortion due to Fermi 
surface nesting is thought to be ІТ-ТаЗз [24]. 
Figure 18: Energy contours of bands 23/24 for the average structure in the plane fcy = 0 
Fermi surface is indicated with thick solid lines, broken lines are under Ep 
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0.4622 
Figure 19: Energy contours of bands 23/24 for the average structure in the plane 
Fermi surface is indicated with thick solid lines, broken lines are under 
EF. 
0.4622 
Figure 20: Energy contours of bands 23/24 for the average structure in the plane 
ky = 0.2348. Fermi surface is indicated with thick solid lines, broken lines are under 
EF. 
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From the above considerations it is interesting to study the Fermi 
surface of the average structure and look for possible nesting. So energy 
contours were calculated on a set of planes parallel to the (a* - c*) plane. 
A representative set of these contours for the bands 23/24 axe shown in 
figure 18 to 20. Although all these planes clearly show structure in the 
(—a* + с *) direction, which is approximately parallel to the wave vector of 
the modulation, there is no nesting to invoke an instability, and this is in 
agreement with the absence of clear peak structures in the DOS at. the Fermi 
level. Also bands 25/26 which form small electron pockets at several places 
in the Brillouin zone do not show any nesting. 
We conclude that the instability of the average structure is not due to 
nesting of the Fermi surface. However, this does not imply the absence of 
a peak in the susceptibility, because this not only depends on the number 
of states available for transitions (large in the case of nesting), but also on 
the matrix elements of these transitions. Thus the instability can be due to 
the enhancement of the susceptibility by matrix element effects or by a large 
electron-phonon coupling. 
4.7.2 Mixed valencies 
The suggestion that the modulation in calaverite is connected with the ap­
pearance of mixed valencies of +1 and +3 for the Au atoms, as made in 
previous publications [3, 5, 21], was based on two analogies with other ma­
terials. First there are materials in which linear and square planar coordi­
nations for Au exist. Examples are AuCl with a linear coordination and a 
valency for Au of +1 and АиСІз with square planar coordination and va­
lency +3. Furthermore it is known that in transition metal pyrites like FeS2 
the sulphur chains dimerise into S2 . If (on average) such a dimerisation 
occurs in the Te chains of calaverite, the Au atoms would be forced into the 
unstable valency +2. This unstable valency could drive the system into a 
structure with modulated coordinations and valencies, where the extremes of 
the modulation correspond to the situations for Au in AuCl and in АиСІз-
Several observations seem to support this idea. Schutte and De Boer [5] 
mentioned that the reliability factor of their diffraction refinement proce­
dure could be improved if they allow for silver substitution. The silver then 
prefers to sit in the linear coordinated positions, which is in agreement with 
the chemical stability of Ag+ and the instability of Ag3 +. Finally we note 
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that in sylvanite, AuAgTe4, which is not modulated, the Ag atoms can be 
found in positions with a nearly linear coordination and the Au atoms in 
those with a square planar coordination. 
The superstructure approximation for calaverite, described in section 3, 
is chosen in such a way that the extremal coordinations of the Au atoms in 
the incommensurate system are present. This and the local character of the 
effects of modulated coordinations, suggest that mixed valencies, if present 
in the real system, will fall out of the superstructure calculation. The ap-
proximation to the crystal potential used in RASW is also unlikely to restrict 
the freedom of the valencies to modulate. The spherical averaging within 
the atomic spheres, of course, eliminates part of the difference between both 
Au coordinations. However, the difference in the monopole contribution to 
the Madelung potential, which is taken properly into account, should lead 
to reliable predictions of the atomic monopole charge distribution in the 
crystal. 
From the partial Au DOS of the average structure (figure 6) it can be 
seen that the d-like states have only a very small tail extending through the 
Fermi level. It is therefore not surprising that the charge difference between 
both type of Au atomic spheres in the self-consistent superstructure is rather 
small (0.08 electrons, see table 4). This may not be very conclusive because 
of the arbitrary choice of the sphere radii in the crystal, but even if these 
radii are changed we do not find larger monopole differences. The partial 
occupation numbers per 1-value also show no larger differences than the total 
charges. The non-spherical charge density will almost certainly show larger 
differences between the Au sites, but this is not immediately available from 
our calculation. 
The absence of a significant difference in the valencies between the Au 
sites is also demonstrated by core level studies. When we construct the po-
tential of the superstructure from the rigidly shifted self-consistent charge 
densities of the average structure, the Madelung term in the potential intro-
duces a difference at the sphere boundary of 0.2 eV between both type of Au 
sites due to their different coordinations. The core levels calculated with this 
(rigid) potential show, of course, a difference just equal to 0.2 eV. If we drive 
the system to self-consistency from this point, we observe that the potential 
difference at the sphere boundaries does not change significantly, because 
there is almost no charge flow between the different atomic spheres. How-
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ever, within the atomic spheres the charge redistributes in order to screen 
the potential difference, and the final, self-consistent Au core levels differ by 
no more than 0.03 eV. For tellurium the differences between the core levels 
at symmetry-inequivalent sites are smaller than 0.05 eV. 
The absence of significant core-level splitting predicted by our calcu-
lations is in agreement with the XPS data of Van Triest et al [19], who 
observe no splitting for the Au core levels. For the Te levels they see an 
interesting phenomenon, which seems to fit in with the experience of other 
experimentalists [6]. There is a splitting of the Te states of several electron 
volts which is angle and time dependent and, therefore, attributed to a sur-
face reconstruction following the scraping of the sample surface. The size of 
the splitting as well as the angle and time dependence exclude the possibility 
that the splitting is a bulk (ground state) effect. 
We can conclude from the preceding that the differences in coordina-
tion of both type of Au positions do not lead to observable core-level split-
ting, nor to substantial charge transfer in contradiction with the predictions 
of the mixed valence model. It might, however, be possible to connect the 
remarkable observations concerning the coordinations and the preferences 
of gold and silver for different coordinations with an energy gain due to a 
modulated covalency in the bonding. In order to study that idea it would 
be interesting to calculate the non-spherical charge density distribution for 
both the average structure and the superstructure. 
4.7.3 Energetics of the modulation 
The obvious way to study the origin of the modulation is to compare the total 
energies of the average structure and the superstructure. However, it is well-
known that calculational methods like the one we use in this paper, based 
on the rather crude atomic sphere approximation to the crystal potential, do 
not give reliable phonon frequencies. A way to avoid the typical problems 
of such a comparison and to obtain qualitatively correct results is to use 
Andersen's local force theorem [25]. This theorem relates the difference in 
the total energies of two self-consistent structures to the difference in the sum 
of the one-electron energies between the undisturbed self-consistent system 
and a system with this self-consistent potential rigidly shifted according 
to the perturbation, plus a simple electrostatic term for the change in the 
Madelung energy. The theorem is correct to second order in the charge 
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density difference. Since the charge density difference between the average 
structure and the superstructure is very small, we expect that a calculation 
making use of the local force theorem will give qualitatively correct results. 
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Figure 21: Integrated one-electron energy difference between superstructure and average 
structure (see text). The energy difference is calculated per super cell. The Fermi level is 
indicated by the broken line. 
First we calculate with the rigidly shifted potential the Madelung con­
tribution to the energy difference. This turns out to be approximately 0.3 eV 
per superstructure unit cell, stabilising the average structure. The small 
value of the difference is due to the relative neutrality of the atomic spheres 
as well as the large interatomic distances of the atoms that participate in the 
modulation. As observed before, the sphere radii are rather arbitrary, but if 
they are changed the electrostatic term remains very small. The one-electron 
term of the energy difference was calculated from the difference in DOS. The 
result can be seen most clearly from a plot of the integrated energy difference 
Δ(Ε), where 
r
E 
A(E) = dee [gs.s.H - 9A.S.H} , 
J — oo 
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<7s s and g л s denote the DOS of the superstructure and the average struc­
ture respectively, and both DOS are taken per superstructure unit cell. The 
plot of Δ(Ε) is shown in figure 21. First of all it can be noted that the 
energy difference has the correct sign, favouring the superstructure, and is 
much larger than the opposing electrostatic term. The superstructure is in 
total more stable by 5.2 eV, that is about 0.5 eV per atom. Remarkably 
enough the energy gain comes mostly from states quite far from Ep, and 
is almost equally distributed between the Te s like states and the Te ρ -
Au d complex. These observations are in agreement with the absence of 
Fermi surface nesting and they are not in contradiction with the modulated 
covalency suggested in the previous section. 
4.8 Conclusions 
We have used conventional band structure techniques to study the elec­
trons in two approximate crystal structures of incommensurately modulated 
calaverite, namely the average structure and a commensurate superstructure. 
The energy bands, the density of states and the occupation numbers for both 
structures have been compared. The density of states for the superstructure 
compares very well with experimented XPS data. Since the differences be­
tween both structures for the physical quantities mentioned above are small, 
it does not seem necessary to calculate higher order periodic structure ap­
proximations. It has been observed, however, that the Fermi surface is very 
sensitive to the exact form of the modulation. With the techniques applied 
in this paper it is practically impossible to access higher order approxima­
tions, because the next simplest structure approximation would have a wave 
vector q = - f a * + | c * , with 60 atomic spheres in the unit cell, while the 
next order of the continued fraction expansion would give q = — | a * + | c * 
with as талу as 270 atomic spheres in the unit cell. 
As fax as the driving forces for the modulation axe concerned, we have 
discussed severed models. We conclude that the previously proposed connec­
tion with mixed valencies for the Au atoms is not valid, and we have shown 
the absence of Fermi surface nesting. Furthermore, we have provided a 
quahtative indication for the instability of the average structure by the com­
parison of one-electron energy sums and an electrostatic energy difference 
making use of Andersen's local force theorem. While the small electrostatic 
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term tends to stabilise the average structure, the one-electron energy dif­
ference is much larger and stabilises the superstructure with approximately 
0.5 eV per atom. The integrated one-electron energy difference suggests that 
the origin of the modulation involves both the Te s like states and the Te 
ρ - Au d complex. Finally we conclude that the remarkable observations 
concerning the coordinations of the gold and silver atoms in calaverite as 
well as sylvanite are not a consequence of energy gain by an actual valence 
modulation, but could possibly find their origin in an energy gain due to a 
modulated covalency. To verify this idea we hope to perform calculations of 
the non-spherical charge density for both structures. 
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Chapter 5 
Calculated optical properties of 
approximate structures for 
incommensurately modulated calaverite 
First-principles band structure calculations are used to determine the Joint 
Density of States for optical transitions in incommensurately modulated 
and silverless calaverite (АиТег) The calculations, using conventional tech­
niques for periodic structures, are performed for the average structure and a 
four-fold superstructure The results for the average structure are compared 
with the dielectric function obtained from elhpsometry measurements Ex­
perimental and theoretical results lead to a clear and consistent picture of 
the inter- and intraband optical excitations from 0 5 to 5 0 electron volt 
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5.1 Introduction 
The gold mineral calaverite Aui_
:c
Ag
a
.Te2 (x < 0.15) has been shown to 
belong to the class of incommensurately modulated structures. It can be 
viewed as an average periodic crystal which is modulated with an incom­
mensurate wave vector. The resulting aperiodic crystal, with perfect long 
range order (in principle), poses a challenge to our understanding of theories 
of both phase stability and physical properties of solids. 
The present paper is intended as a contribution to the understanding 
of incommensurate phases (IP) with the help of first-principles band struc­
ture calculations. To be specific, the results obtained from a band structure 
calculation for the average structure of calaverite are tested against the re­
sults of ellipsometry measurements. The full results of the band structure 
calculation together with additional experimental material will be presented 
elsewhere*. 
The organisation of the paper is as follows: in the following section 
the crystal structure will be outlined. The band structure method used, 
is briefly touched upon in the third section. The fourth section provides a 
general description of the bands for the average structure. The calculated 
Joint Density of States {J DOS) for fc-preserving optical transitions is shown 
in the fifth section and is compared with the experimental data. The paper 
is concluded with a discussion of the results. 
5.2 The crystal structure 
The average structure of calaverite can be determined from the subset of 
high intensity spots in an X-ray diffraction experiment [1]. It has lattice 
parameters α = 13.5954, 6 = 8.3420 and с = 9.5810 atomic units and space 
group C2/m (International Tables, no 12). The chemical ordering consists 
of centered a-c planes of gold atoms providing a matrix for a set of Z-shaped 
chains of Те atoms in the direction of the 6-axis. The modulation wave 
vector is t f« —0.4076 a* +0.4479 c*, where stars denote reciprocal vectors 
[2]. The displacive part of the modulation has a substantial amplitude of 
0.68 o.u. only on the Те atoms (in the b-direction) and the occupation part 
is responsible for non-integer probability amplitudes of Au and Ag on the 
"see chapter 4 
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Au sites of the average structure. 
The simplest crystal structure approximation that includes the mod­
ulation has q = — ί α * + | r *. The presence of Ag is neglected. This is 
consistent with the fact that the experimental data are taken from syntheti­
cally prepared samples containing no silver. If the modulation phases of the 
Te-atoms are approximated by integer multiples of 1/4, the phase offset is 
such that the modulation effect is maximal. This structure has a unit cell 
that has four times the volume of the unit cell of the average structure (four­
fold supercell). In this approximation two extremal situations appearing in 
the incommensurate structure are preserved: nearly linearly coordinated Au 
atoms and nearly square planar Au coordination. 
The presence of these coordinations in the IP has led to the suggestion 
of mixed valencies of Au throughout the crystal [2, 3]. Although the analogies 
pointed out to support this idea are persuasive, the calculations for the 
average crystal structure show that the occurrence of mixed valencies is 
highly improbable due to the very low density of states of Au d character 
at the Fermi surface. Moreover, the supercell calculation with the different 
coordinations of Au fails to produce any substantial charge transfer and XPS 
experiments show the absence of electron core level splitting - agreeing very 
well with our calculations - [4]. 
5.3 Experimental results 
The dielectric function of synthetic polycrystalline calaverite, containing no 
silver, was measured by ellipsometry in the photon energy range 0.5 - 5.1 
electron volt. The real and imaginary part of the dielectric function are 
given in figure 1. The circles and triangles represent measurements with two 
different light sources. Both curves are obtained directly from the experi­
mental data, without resorting to the Kramers-Kronig relations. Also shown 
are free electron fits according to the Drude model with a constant contri­
bution to both real and imaginary part due to other absorption channels. It 
is surprising that a reasonable fit can be made for both curves in the range 
of 2 to 5 electron volt, where interband transitions are expected to occur. 
Usually this behaviour is encountered below the interband threshold, as in 
gold, or in an intermediate region corresponding to a gap in both initial and 
final states of the transitions, as in tellurium. 
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ELECTRONVOLT 
Figure 1: Experimentally determined real and imaginary part of the dielectric function 
for polycrystalline calaverite. Circles and triangles denote experiments with different light 
sources. Solid curves represent a free electron Drude fit, with constant contributions to 
both curves due to other absorption channels. 
Chapter 5. Calculated optical properties of.. cedaverite 109 
5.4 The calculation method 
The presence of Au in the composition of calaverite forces us to use rela­
tivistic band structure techniques. The method should be efficient enough to 
calculate structures with 6 and 24 atomic spheres in the unit cell - including 
'empty' spheres to obtain reasonable space filling - . The calculations were 
performed with the ab-initio fully relativistic RASW method based on the 
Local Density Approximation and the Atomic Sphere Approximation for the 
crystal potential [5]. This method introduced by Takeda in 1979 is a straight-
forwaid relativistic extension of the well-known Augmented Spherical Wave 
method of Williams, Kubier and Gelatt [6]. Recently this method weis gen­
eralised to incorporate spin-polarisation (SPRASW) [7] and that newly de­
veloped computer code was used for the calculations presented in this paper, 
although the system under consideration is of course non-magnetic. Both the 
RASW and SPRASW papers provide a detailed description of the method. 
The self-consistent band structure was used to calculate the JDOS(E) 
defined as 
JDOS(E) = Σδ{Ε- (Ef - £,))©(£ƒ - EF)e(EF - Ег)6{к} - Л,), (1) 
».ƒ 
where E¡ and Е
г
 axe final and initial state energies, Ер is the Fermi energy 
and к is the crystal momentum of the states. The quantity JDO.S(E)/E2 
gives an approximate description of the contribution from allowed optical 
interband transitions to the imaginary part of the dielectric constant ε2(Ε). 
The interband dipole transitions (almost) preserve the wave vector к of the 
eigenstates, because the length of the wave vector of the incident Ught wave 
can be neglected compared to the dimensions of the Brillouin zone of the 
crystal structure. The energy dependence of the dipole matrix elements 
between initial and final states of the interband transitions is taken to be 
constant. 
The free electron contributions from intraband transitions showing up 
in the experimental 62 for metals provide a second polarisation channel. This 
channel is not present in our JDOS/E2. The intraband contribution can 
be described by a Drude model [8] with an effective mass and a mean free 
path for an unspecified scattering mechanism. Such a Drude curve for €2 
has a pole of first order in E = 0 and a pole of third order at infinity. Both 
interband and intraband contributions can be added to obtain the toted €2· 
по 
Concluding this section, we can say that if JDOS(E)/E2 is compared 
with the experimentally determined ε2(Ε) curve, one has to bear in mind 
that 
1. the dipole matrix elements are taken independent of the transition 
energy, 
2. intraband transitions are ignored that give a singular E~l contribution 
to £2 at E = 0, 
3. the calculation is performed for an approximate crystal structure. 
5.5 The calculated band structure 
The calculation with the SPRASW program was performed with 100 k-
vectors in the irreducible part of the Brillouin zone. Core electrons were 
allowed to relax during self-consistency. For the average structure three and 
for the superstructure twelve empty spheres were inserted in the unit cell. 
The basis included Au and Te like functions up to ( = 2 and functions 
centered in empty spheres up to ¿ — 1. In the expansion of these functions 
on other spheres the maximum /-values were £ = 3 and £ = 2, respectively. 
The bands of the average structure can be described as follows. States 
of Te 5s character are split off from the bottom of the valence bands and 
extend from —13 to —10 eV with respect to E p. The Au 5d like functions 
enter in bands (mixed with Te 5p like functions) mainly from —7 to —4 eV. 
The partial DOS for Au 5d has a low tail extending to +1.5 eV. The range 
from —4 eV upwards is occupied by states with largely Te 5p character. 
These states clearly dominate at the Fermi level. 
From this picture it can be concluded that the driving forces of the 
modulation will probably involve Te ρ like states that are quite sensitive to 
coordination and are responsible for the deformation of chain structures in 
other systems. 
The band structure of the supercell shows remarkable similarity with 
that of the average structure. Position and width of Te s and Au d band 
complexes of both calculations are practically indistinguishable. Partial oc­
cupation numbers hardly differ and the only clear differences show up in the 
Te ρ band complex surrounding Ε ρ. Especially the Fermi surface changes 
appreciably. 
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ELECTRONVOLT 
Figure 2: The calculated J DOS for the average structure of calaverite. 
5.6 Optical transitions 
The JDOS calculation was performed with a linear tetrahedron integration 
scheme treating the cuts of the constant energy surfaces within the tetrahe­
drons by the Fermi surface in an exact manner to linear order in E. 
We used 2048 irregular tetrahedrons to cover the irreducible part of 
the Brillouin zone. The calculated JDOS is shown in figure 2. It gains 
substantial magnitude at 0.5 eV. Furthermore, the onset of the contributions 
from the Au-d-complex near 4 eV is clearly visible. 
The calculated JDOS(E)/E2 curve is compared with the experimental 
ε2(Ε) [9] in figure 3. The agreement is reasonably good in the range 2 to 
5 eV, both experimental and calculated curve showing very little structure. 
In both curves the Au-d-complex showing up in JDOS(E) from 4 eV is not 
clearly visible. In the range from 0 to 2 eV the experimental ε2{Ε) curve 
shows an increase due to the free electron singularity at E = 0. 
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ELECTRONVOLT 
Figure 3: The calculated JDOS(E)/E2 for the average structure of calaveritc (solid curve) 
and the experimentally determined £2(·Ε) (different markers for different samples). 
5.7 Discussion 
It has been shown previously [9, 10] that the experimental ει and ε2 curves 
can be fitted with a Drude model in the range from 2 to 3 eV if the contri­
butions from interband transitions are assumed to be independent of energy. 
Actually, the fit is rather good from 0.5 to 5 eV for ε2· The experimental 
ει deviates from the Drude fit only below 1 eV, where it changes sign, while 
the Drude fit stays negative. 
As can be seen from figure 3, the calculated interband contribution to 
ε2 is indeed nearly independent of the energy in the range 2 to 5 eV. In order 
to check whether it is reasonable to assume a constant contribution to εχ for 
this region as well, we used the Kramers-Kronig relations to calculate the 
interband contribution to ει. Figxire 4 shows that the assumption made in 
the Drude fit for ει is reasonable between 2 and 5 eV. 
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Figure 4: The calculated approximate contribution from interband transitions to ει for 
the average structure of calaverite. This curve is the Hilbert transform of the calculated 
JDOS(E)/E'2 of figure 3. 
From figure 4 it can also be concluded that the change of sign in the 
experimental ει agrees qualitatively with the calculated contribution from 
interband excitations and that this structure is due to the absorption edge 
of these interband transitions at 0.8 eV seen in figure 3. 
The position and height of the maximum in JDOS(E)/E2 depend 
on the details of the calculated absorption edge in JDOS. These details, 
in turn, depend crucially on the crystal structure approximation as can 
be expected from the differences between the energy bands of the aver­
age structure and those of the superstructure. Therefore, one could hope 
that a JDOS calculation for the superstructure will show better quantita­
tive agreement for ει in the lower energy range. However, the remaining 
approximations involved may very well make such a time-consuming calcu­
lation superfluous and we do not expect that the results will oppose the 
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interpretation of the optical excitations presented in this paper. 
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Appendix A 
The self-consistency process 
In this appendix we present a block-diagram of the self-consistency procedure 
used in the basic scheme of the SPRASW method as introduced in chapter 2. 
The necessity of a self-consistent procedure to obtain the electronic structure 
of a solid from single-particle equations has been explained in chapter 1, 
section 1. In fact, the self-consistent procedure of SPRASW is no different 
from the procedure used in a standard magnetic ASW calculation, and the 
block-diagram is shown for reasons of convenience. The different steps of 
the block-diagram on the next page are explained briefly below. Expressions 
appearing in italics are shown in the diagram. 
The first blocks in the diagram show the choice of a starting charge 
density n(f) and spin-polarisation m(r). These are usually obtained from 
renormalised results of atomic calculations. 
The set of operations to be iterated starts with the solution of the 
Poisson equation to obtain the Hartree potential (second term on the left-
hand side of equation 6 in chapter 1). This is done in two steps: first the 
boundary values for the Hartree potential are calculated on each atomic 
sphere by a (lattice) sum of the contributions due to the charge monopoles 
of the other spheres in the crystal. This lattice sum is performed using a 
technique due to Ewald. Secondly, the Poisson equation is solved numerically 
inside the atomic spheres, making use of the calculated boundary values. 
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In the next step the exchange and correlation contributions to the 
effective single-particle electrostatic potential V and magnetic field В are 
evaluated from the densities and a functional E
xc
[n,m\. In the local spin 
density approximation (LSDA) the latter is given by a parametrisation of 
the results for a uniform electron gas. 
Inside all the atomic spheres the core electron wavefunctions are cal­
culated (not shown in the diagram) and the augmentation functions for the 
valence electrons are found by numerical integration of the radial equations 
for two fixed energies corresponding to Hankel and Bessel boundary condi­
tions (equation (2) chapter 2). They are evaluated in pure spin fields as if 
the basis functions have pure spin character everywhere. The integrations 
are started near the nucleus and the sphere boundary with a guessed energy. 
The correct energies are found making use of a Wronskian theorem contain­
ing the energy derivative of the mismatch between both parts of the trial 
solution. 
The augmented spherical functions ipASW эхе used to build basis func­
tions of the correct symmetry (expression (10) chapter 1). The functions are 
represented by coefficients of Hankel and Bessel contributions for each 
L (i, m) in each atomic sphere, which are calculated with the expansion the­
orems (12)-(14) from chapter 1 and the previously mentioned lattice sum­
mation technique due to Ewald. 
The Hamiltonian and overlap matrix of the generalised eigenvalue 
problem (equation (16) chapter 1) axe then calculated, including the cor­
rection terms (expression (14) chapter 2) due to the mixed spin character of 
the basis functions. This secular problem is solved for a representative set of 
k-vectors in the irreducible wedge of the Brillouin zone (1BZ). The solutions 
are found with a Choleski decomposition to reduce the secular problem to 
a normal eigenvalue problem (overlap matrix is unit matrix), a Housholder 
transformation to obtain a symmetric tridiagonal Hamilton matrix, and the 
QL algorithm to find the eigenvalues and eigenvectors of the tridiagonal 
matrix. 
The Fermi level is the energy for which just enough eigenstates are 
occupied in order to obtain an electrically neutral solid. Since the elec­
trons described by the single-particle equations are assumed to be spin 1/2 
fermions, the eigenstates of the secular problem are filled with a Fermi-Dtrac 
distribution. A Fermi level is guessed, and the level is adjusted using the 
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energy derivative of the integrated charge of the Fermi-Dirac distribution. 
Then the spherically averaged charge and spin densities can be calculated. 
Now we have both an input and output ri(r ) and m(f ). The use of the 
output densities as input densities for the next iteration usually leads to a 
numerical catastrophe. Therefore, a damping mechanism or mixing scheme 
is built into the calculation. The simplest way to do this is to set the new 
input densities equal to a linear combination of the old input and output 
densities as shown in the block-diagram. Though this procedure is sufficient 
to provide a stable iterative algorithm, this simple linear mixing is obviously 
not making use of any knowledge about the system acquired in all previous 
iterations. Several more advanced schemes, that retain stabihty in most 
cases, while speeding up the convergence substantially have been developed. 
We want to make a final remark about Brillouin zone integrations 
here. In the diagram we perform this integration by a sampling technique. 
There are, however, also linear and quadratic integration schemes, which are 
especially useful for the suppression of numerical noise in the calculation of 
densities of states. The DOS curves presented in the previous chapters have 
been calculated by a so-called analytic tetrahedron scheme. This (linear) 
technique consists of the division of the irreducible part of the Brillouin 
zone in a space filling set of non-overlapping tetrahedra (non-regular, thus 
actually they are 'simplices'). On the mesh of the joint set of tetrahedron 
corners the eigenvalue problem is solved. The partial and total DOS's are 
found by the addition of the separate contributions of all the tetrahedra. 
The band energies and partial occupation numbers are linearly interpolated 
between the corners of a tetrahedron and the resulting linear energy bands 
and partial charges can then be integrated analytically, because the integral 
representation of the total DOS g(E) can be written as: 
d 3 f c
 c/c η ,ΛΛ ν - rdS(E
n
(k) = E) 1 
κ*) = Σ/!£«<*-*.<ϊ)> = Σ/ (гт)» * •" " ^J (2»)» |ν»£„(ϊ)Ι 
where S(E
n
(k) = E) is the fc-space surface for which E
n
(k) = E. Clearly 
this expression reduces to the ancilytic evaluation of i-space surfaces if we 
assume, as proposed above, a linear dispersion of the bands. 
Appendix В 
The SPRASW source code 
In this appendix we present a flow-diagram of the SPRASW source code 
for the basic scheme of chapter 2. The code is divided into main calculation 
programs, a pool of common subroutines, plotting programs and a set of user-
interfaces. User-interfaces are available for UNIX/C-shell (SUN cluster of the 
Science Faculty in Nijmegen) and VM-CMS/EXEC2 (NAS mainframe of the 
computing centre in Nijmegen and the IBM3090 of SARA at Amsterdam). 
The calculation programs and subroutines have been written in FORTRAN 
(77), with special attention paid to portability. Apart from the DISSPLA 
library for the plotting routines the programs do not need any external 
software. 
In the flow-diagram we find the main calculation programs as white 
rectangular boxes. The C-shell interfaces named 'eÄC...', indicated by gray 
rounded boxes, can be used to operate the main programs contained in the 
areas marked by dashed lines. For example the executable escstart provides 
the possibility of creating the necessary input files, as well as files containing 
initial charge and spin densities (executing START), a geometrical matrix 
used to solve the Poisson equation (MADEL) and a set of ¿-vectors used to 
perform the Brillouin zone integration in the self-consistency cycles (SFT-
BRZ). 
The script escselfcon is made to operate the parts of the self-consistency 
process indicated in the flow-diagram: in MATRIX we find the solution of 
the Poisson equation, evaluation of core states and augmented parts of the 
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spherical valence functions and the calculation of the contributions from 
each atomic sphere to the matrix elements of Hamiltonian and overlap on 
the basis of the spherical valence functions. In BAND the matrix elements 
of the basis functions (Bloch sums) are calculated, the matrices aire trans­
formed to a more suitable basis, the secular problem is solved for all k-
vectors, the Fermi-level is found and the charge and polarisation matrices 
are constructed. These last matrices and the spherical valence functions of 
MATRIX are used in CHARGE to evaluate the radial charge and spin den­
sities. Also the total energy is calculated here. Finally the input and output 
densities are mixed in CLSMIX using information of the last two iterations 
in a linear optimisation, and, if necessary, the resulting densities are sym­
metrised according to their symmetry classes. These programs are repeated 
until self-consistency has been achieved. 
The interfaces escband, escdos and escmxd can be used to calculate 
energy bands, partial and total DOS as well as magnetic X-ray dichroism 
(MXD) spectra, which can be plotted with BNDPLOT, DOSPLOT and 
MXDPLOT respectively. The last two interfaces make use of the analytic 
tetrahedron method for the Brillouin zone integration. A list of corners and 
a mapping pointing for each tetrahedron to its four corners in the list is 
produced by TETBRZ. The division of the irreducible wedge can be checked 
with a plot made by TETPLOT, which uses directly the list and mapping 
file. The program SCANVEC removes possible redundancy in the corner 
list. 
For VM-CMS a complete set of input and output file definitions is 
contained in the exec FILES, indicated in the flow-diagram by a dashed and 
rounded gray box. In the UNIX version the file definitions are contained in 
the main programs. The SPRASW exec operates the execution of programs 
in batch mode under VM-CMS. For space and time reasons most larger 
files are read and written unformatted. To make them portable to other 
computers they can be changed to ASCI-files with the programs ASCI and 
READDS, indicated by a solid and rounded gray box. The last program 
also rearranges the data to save some space. 
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Appendix С 
Test calculations for the noble metals 
This appendix contains a series of tables with results of the SPRASW 
method developed in chapter 2 for the (non-magnetic) noble metals copper 
(Cu), silver (Ag) and gold (Au). These results are compared with results 
found in the literature in order to test the accuracy and the reliability of our 
source code. The presented tables contciin the lattice parameters and sphere 
radii used in our calculations (table 1), self-consistent partial charges (table 
2), core-level eigenvalues (table 3) and valence state eigenvalues at symmetry 
points in the Brillouin zone (tables 4, 5 and 6). The reliability of the source 
code can be tested by a comparison with the results of Takeda [10], who de­
veloped a method (RASW) that is equivalent to SPRASW for non-magnetic 
materials ((SP)RASW). Unfortunately Takeda provides us only with some 
results for Au. 
The partial electronic charges for Au are not given by Takeda and our 
results for all the noble metals (table 2) are, therefore, compared with the 
scalar relativistic LMTO results of Jepsen [1]. The agreement is satisfying, 
which is understandable from the close resemblance of the ASW and LMTO 
methods. 
The core-level eigenvalues of (SP)RASW (table 3) are compared with 
the full-potential relativistic APW calculations of McDonald [2] (Takeda 
does not give these data) and here the differences are still small. 
The valence state eigenvalues for the symmetry points Г, X and L (see 
figure 1 of chapter 2) are compared with all data from the literature that we 
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are aware of in the tables 4 to 6. They range from results of non-selfconsistent 
calculations to full-potential methods and show, therefore, rather large dif-
ferences. In order to facilitate the comparison we performed several calcu-
lations with (SP)RASW using different exchange and correlation potentials 
(the indications given in the table can be found in chapter 2) and different 
Brillouin zone samplings. As can be seen from table 6 the results found by 
Takeda with RASW for Au, are very similar to ours. The remaining discrep-
ancies can be attributed to technical differences in for example the Brillouin 
zone sampling and numerical integrations during the self-consistency process. 
Table 1. Lattice constants a and Wigner-Seitz sphere radii I W s in atomic units (au) for 
the noble metals. 
a IWs 
Cu 6.8309 2.6695 
Ag 7.6894 3.0050 
Au 7.6813 3.0018 
Table 2. Self-consistent partial electronic charges Q in electrons for the noble metals. 
Method [1] 
Cu 
This work [1] 
Ag 
This work [1] 
Au 
This work 
Q (t = 0) 0.70 0.71 0.69 0.69 0.797 0.799 
Q (t= 1) 0.74 0.74 0.67 0.67 0.733 0.742 
Q(e = 2) 9.50 9.50 9.56 9.55 9.367 9.354 
Q (i = 3) 0.06 0.05 0.09 0.09 0.103 0.105 
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Table 3. Self-consistent core-electron energies in Rydbergs with respect to the Fermi energy 
for the noble metals. Plus and minus correspond to j — ί + 1/2 and j = t — 1/2 states 
respectivily. 
Cu Ag Au 
ь
+ 
2 ί + 
2р-
2р + 
3
А
+ 
Зр-
Зр
+ 
3<Г 
3d+ 
4* + 
4р-
4р + 
4сГ 
4d+ 
4 / -
4 / + 
5
Л
 + 
5р-
5р^ 
[2] 
-647.0 
-77.62 
68.13 
-66.63 
-8.204 
-5.247 
-5.056 
This work 
-647.1 
-77.59 
-68.10 
-66.60 
-8.193 
-5.237 
-5.046 
[2] 
-1850. 
-272.6 
-253.7 
-240.9 
-49.82 
-42.25 
-39.99 
-26.464 
-26.015 
-6.766 
-4.361 
- 3.981 
This work 
-1850. 
-272.5 
-253.6 
-240.8 
-49.76 
-42.18 
-39.92 
-26.395 
-25.938 
-6.725 
-4.324 
-3.946 
[2] 
-5883. 
-1039. 
-997. 
863.5 
-245.1 
-226.1 
-196.7 
-165.0 
-158.7 
52.99 
-44.88 
-37.81 
-24.48 
-23.16 
-5.98 
-5.70 
7.739 
-5.089 
-3.871 
This work 
-5885. 
-1039. 
-997. 
-863.5 
-245.1 
-266.1 
-196.7 
-165.0 
-158.7 
-52.98 
-44.86 
-37.79 
-24.46 
-23.14 
-5.96 
-5.68 
-7.729 
-5.079 
-3.863 
Table 4 Valence level eigenvalues for fee Cu in mihrydbergs with respect to the Fermi energy 
σι 
Method 
Self-consistent 
Relativistic 
Potential 
XC functional 
Lattice constant 
No fc-vectors 
Reference 
Year 
K K R 
yes 
no 
muf tin 
XC1 
6 76 
[3] 
1978 
ASW 
yes 
no 
ASA 
XC1 
6 76 
[4] 
1979 
LMTO/LAPW 
yes/no 
scalar 
ASA/full 
XC1 
6 83 
715 
[1] 
1981 
RAPW 
yes 
full 
XC2 
6 83 
[2] 
1982 
RASW 
yes 
yes 
ASA 
XC2 
6 83 
195/1661 
This work 
1988 
RASW 
yes 
yes 
ASA 
XC1 
6 76 
195/1661 
This work 
1988 
RLRC 
yes 
yes 
full 
XCl 
6 83 
525 
[5] 
1984 
-692 
238 
-177 
-177 
-688 
1-222 \ 
-167 
-167 
232 
-172 
-172 
229 
-739 
-235 . 
-240 
-240 
-226 
-170 
-170 
-643 
260 
-260 
245 
-201 
-201 
-387 
-344 
-134 
119 
+120 
119 
+ 124 
-363 
-319 
-127 
- 1 1 3 
+ 122 
-369 
}-» I" 116 112 
+ 104 
-387 
-340 
-129 
-117 Ì 
-105 J 
+98 
111 
378 
-340 
-171 
-159 
-147 
-386 
242 
131 
-84 
-389 
- 2 4 4 
131 
-91 
-366 
- 2 2 7 
- 1 2 4 
-81 
-381 
129 
-395 
-106 
-370 
-266 
- 2 5 1 
-171 
-162 
- 29 
Table 5. Valence level eigenvalues for fee Ag in milirydbergs with respect to the Fermi energy. 
Method 
Self-consistent 
Relativistic 
Potential 
XC functional 
Lattice constant 
No fc-vectors 
Reference 
Year 
Γ 
X 
L 
APW 
no 
no 
full 
o = 1 
7.7112 
-/2048 
[6] 
1969 
-516 
• 
- 4 6 7 
-405 
-405 
-562 
-557 
-365 
- 3 2 2 
+ 135 
-532 
| - 4 7 0 
1 -328 
-33 
APW 
no 
pot only 
full 
a = 1 
7.6893 
-/800 
ΙΆ 
1969 
-532 
ì 
\ - 4 2 7 
-359 
-359 
-539 
-527 
« -330 
| » -300 
+ 140 
-517 
- 4 3 0 
- 3 0 2 
-26 
RAPW 
no 
yes 
full 
α = 1 
[8] 
1972 
-551 
-434 
-434 
-401 
-349 
-349 
-524 
-514 
-309 
-297 
-274 
+149 
-510 
-440 
-407 
-309 
-292 
-11 
KKR 
yes 
no 
muf tin 
XC1 
7 79 
[3] 
1978 
-533 
Ì 
\ - 3 7 8 
-310 
-310 
-495 
-480 
- 257 
- 2 3 8 
+ 125 
-476 
- 3 8 2 
- 2 5 4 
-35 
LMTO/RAPW 
yes/no 
scalar 
ASA 
XC1 
7.6894 
715 
[1] 
1981 
-582 
ì 
\ - 3 4 5 
-271 
-271 
-481 
-457 
-215 
- 1 9 4 
+ 125 
-466 
- 3 5 0 
- 2 1 1 
-43 
RASW 
yes 
yes 
ASA 
XC1 
7.6894 
1903 
This work 
1988 
- 594 
-361 i 
-361 > - 531 
-332 J 
-267 
-267 
-485 
-461 
-218 
:£}— 
+117 
-472 
:SÌ — 
ιϊ — 
-47 
RAPW 
yes 
yes 
full 
XC2 
'Λ 
1982 
-385 
-385 
-295 
-295 
-482 
-209 
-482 
-232 
RASW 
yes 
yes 
ASA 
XC2 
7.6894 
1903 
This work 
1988 
-591 
-365 
-365 
-336 
-272 
-272 
487 
-465 
-223 
-207 
-183 
+ 120 
-474 
-373 
-342 
-221 
-205 
-44 
RLRC 
yes 
yes 
full 
о = 0.82 
7.729 
525 
[51 
1984 
-530 
-428 
-428 
-395 
-345 
-345 
-514 
-501 
-312 
-298 
-273 
-495 
-434 
-400 
-311 
-295 
- 2 
Table 6 Valence level eigenvalues for fee Au in milirydbergs with respect to the Fermi energy 
Method 
Self-consistent 
Relativist ic 
Potential 
XC functional 
Lattice constant 
No Jk-vectors 
Reference 
Year 
Г 
X 
L 
RKKR 
no 
yes 
muf tin 
α = 2/3 
m 1969 
-771 
-341 
-341 
-261 
-171 
-171 
-531 
-481 
-111 
-101 
- 1 1 
- 3 9 
-531 
-321 
-281 
-131 
-111 
- 2 1 
RASW 
yes 
yes 
ASA 
Q = 0 8 
7 6813 
182 
[10] 
1980 
-733 
-418 
-418 
-323 
-244 
-244 
-557 
-525 
-196 
-180 
-103 
+ 80 
-556 
-428 
-337 
-201 
-149 
-78 
RASW 
yes 
yes 
ASA 
Q = 0 8 
7 6813 
195/1661 
This work 
1988 
-737 
-418 
-418 
-324 
-242 
-242 
-558 
-525 
-195 
-178 
-102 
+ 76 
-559 
-428 
-338 
-196 
-144 
- 8 3 
LMTO/RAPW 
yes/no 
scalar 
ASA/full 
XC1 
715 
[1] 
1981 
-749 
) 
} - 3 4 4 
J 
-235 
-235 
-544 
-501 
-148 
I -166 
+ 74 
-545 
1-352 
| - 1 4 2 
-99 
RAPW 
yes 
yes 
full 
XC2 
[2] 
1982 
-408 
-408 
-233 
-233 
-550 
-86 
-565 
-130 
RASW 
yes 
yes 
ASA 
XC2 
7 6813 
195/1661 
This work 
1988 
-761 
-408 
-408 
-319 
-231 
-231 
-564 
-525 
-178 
-160 
-85 
+48 
-566 
-420 
-333 
-180 
-129 
-113 
RAPW/RLMTO 
yes/no 
yes 
ASA 
Q = 1 
7 6813 
[И] 
1983 
-697 
-408 
-408 
-311 
-233 
- 233 
-531 
-509 
-194 
-178 
-102 
+ 116 
-536 
-418 
-324 
-195 
-142 
-45 
RLRC 
yes 
yes 
full 
Q = 085 
7 71 
525 
[5| 
1984 
-662 
-423 
423 
-318 
-248 
-248 
-534 
-506 
-220 
-204 
-126 
-525 
-432 
-332 
-222 
-168 
27 
Ю 
OO 
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Dutch summary 
Samenvatting 
Dit proefschrift handelt over elektronen struktuur berekeningen. Met 
een elektronen struktuur berekening wordt aangeduid de berekening van de 
grondtoestand van een elektronengas onder de invloed van een meestal re-
gelmatig rooster van vaste positieve puntladingen (kernen), als model van 
een vaste stof. De vaste stof kan derhalve worden gekarakteriseerd door de 
posities en lading van de kernen. Indien slechts deze experimentele informa-
tie over de vaste stof in de berekening wordt gebruikt, spreekt men van een 
'first principles' of 'ab-initio' elektronen struktuur berekening. 
In de afgelopen tien jaar hebben de elektronen struktuur berekenin-
gen zich ontwikkeld tot een zelfstandig vakgebied. Er is een groot aantal 
berekeningstechnieken geformuleerd en er zijn talloze berekeningen aan con-
crete vaste stoffen uitgevoerd. De complexiteit van deze berekeningen maakt 
het noodzakelijk de computer te gebruiken. De voor dit proefschrift relevante 
berekeningsmethoden kunnen worden gekenschetst door een drietal banade-
ringen, welke we hier kort zullen bespreken. 
De eerste en belangrijkste benadering reduceert het veel-deeltjes pro-
bleem (typisch 1023 elektronen per cm3) tot de beschrijving van een elektron 
in het veld van alle overige elektronen (en het veld van de kernen). In dit 
proefschrift wordt steeds gebruik gemaakt van de aanpak volgens de zoge-
naamde dichtheidsfunctionaal theorie en van de locale dichtheids benadering, 
welke in paragraaf 1.1 zijn beschreven. Deze aanpak leidt tot een zogenaamd 
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zelf-consistentie probleem, daar de in het probleem voorkomende dichtheids-
functionaal afhangt van de dichtheid die men slechts uit de oplossing van het 
probleem kan construeren. Derhalve dient de berekening zolang te worden 
herhaald totdat de dichtheid die men in de probleemstelling heeft gebruikt 
gelijk is aan de uit de oplossing geconstrueerde dichtheid. 
Een tweede benadering, die de efficiëntie van de technieken die kunnen 
worden gehanteerd dusdanig positief beïnvloedt dat er veel complexere vaste 
stoffen mee kunnen worden behandeld, is de atomaire bollen benadering 
van het veld veroorzaakt door de overige elektronen en de kernen. In deze 
benadering wordt de vaste stof opgedeeld in bollen (gecentreerd rond de 
atoomkernen) en de tussenliggende ruimte. In de bollen benadert men het 
veld door een sferische middeling uit te voeren, in het tussenliggende gebied 
verwaarloost men het veld geheel. Voor vaste stoffen, waarbij men de ruimte 
redelijk met bollen rond kernen en eventuele extra kern-loze bollen kan vullen 
is deze veldbenadering niet al te ingrijpend. 
Tenslotte dient men een keuze te maken door welke (golf-) functies in 
de ruimte men de te behandelen elektronen van de vaste stof representeert. 
De verzameling van toegelaten golffuncties betaat uit Uneaire combinaties 
van (nog te kiezen) basisfuncties. In principe behoort de verzameling van 
basisfuncties volledig te zijn, maar in de praktijk kiest men een eindige en 
dus onvolledige basis. In de methodes gebruikt in dit proefschrift zijn de 
basisfuncties steeds op een atoom gecentreerde sferische Hankelfuncties in 
het gebied tussen de bollen, voortgezet (geaugmenteerd) met numerieke op-
lossingen van de vergelijkingen die binnen de atomaire bollen gelden. Deze 
zogenaamde geaugmenteerde sferische golven (beschreven in paragraaf 1.2) 
geven hun naam aan de methode en vormen een bijzonder efficiënte basis. 
De bijdragen van dit proefschrift op het gebied van de elektronen struk-
tuur berekeningen zijn nu tweeërlei: In het eerste deel (hoofdstuk 2) is een 
nieuwe berekeningsmethode geïntroduceerd voor het beschrijven van ferro-
magnetische materialen met behulp van vergelijkingen die voldoen aan de 
eisen die gesteld worden door de speciale relativiteitstheorie. Deze methode 
is in hoofdstuk 3 toegepast op een geïsoleerde ijzerlaag en een ijzerlaag ge-
groeid op een koper-substraat. In het tweede deel (hoofdstukken 4 en 5) is de 
berekeningstechniek in een reeds bekende, niet-magnetische vorm toegepast 
op een nieuw type van vaste stof, namelijk een zogenaamd incommensurabel 
gemoduleerd kristal, te weten het mineraal calaveriet (een goud-tellurium 
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verbinding). In het volgende zullen we het idee van de nieuwe berekenings-
techniek, alsook de resultaten van de uitgevoerde berekeningen kort de revue 
laten passeren. 
De geïntroduceerde berekeningsmethode biedt een nieuwe oplossing 
voor de complicatie die ontstaat wanneer een ferromagnetische vaste stof 
met de Dirac vergelijking voor relativistische elektronen wordt beschreven. 
De invloed van relativistische termen op het energie-spectrum en de ladings-
dichtheid van vaste stoffen laat zich het duidelijkst voelen in aanwezigheid 
van zware kernen, maar is eveneens van cruciaal belang voor de beschrij-
ving van enkele speciale eigenschappen van vaste stoffen ongeacht de voor-
komende kernladingen. Een goed voorbeeld van een dergelijke eigenschap is 
het magneto-optisch Kerr effect (MOKE), dat bestaat uit een verandering 
van de polarisatie van licht dat aan een ferromagnetisch geordend oppervlak 
terugkaatst. Dit effect, gebruikt voor digitale registratie van informatie, 
is volledig relativistisch van aard (dat wil zeggen, is geheel afwezig in een 
niet-relativistische beschrijving). 
Zelfs in een sferisch gemiddeld veld ten gevolge van de overige elek-
tronen en de kernen (atomaire bollen benadering), vormt de toevoeging van 
een magneetveld, zoals aanwezig in een ferromagneet, een probleem. De 
normaliter ongekoppelde radíele vergelijkingen die numeriek moeten worden 
opgelost bij de augmentatie van de basisfuncties, zijn nu in twee half on-
eindige series gekoppeld. Koelling en Harmon hebben dit probleem in 1974 
weten te omzeilen door een gemodificeerde Schrödinger vergelijking voor te 
stellen, die deze koppelingen niet kent. De ontbrekende koppelingen worden 
dan in een later stadium van de berekening, in benaderde vorm, in rekening 
gebracht. Het is echter niet duidelijk in hoeverre deze procedure adequaat 
is wanneer men systemen met zware elementen beschouwt of wanneer men 
in subtiele effecten als het MOKE geïnteresseerd is. In 1988 hebben Ebert 
et al. en Strange et al. derhalve de suggestie gedaan om de koppeling in de 
radiële Dirac vergelijkingen op een bepaalde manier af te breken, zodanig 
dat men een hele reeks van vier gekoppelde radiële vergelijkingen overhoudt. 
Deze methode is zeker nauwkeurig, maar tegelijkertijd tijdrovend en gecom-
pliceerd. 
In hoofdstuk 2 van dit proefschrift wordt een alternatieve oplossing 
aangeboden, die minder gecompliceerd en sneller is, terwijl toch de voordelen 
van de aanpak van Ebert et al. en Strange et al. bewaard blijven. De 
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eenvoud van deze aanpak, vergelijkbaar met die van de Koelling methode, 
heeft er onder meer toe geleid dat van deze aanpak nu reeds een volledig 
zelf-consistente computer code kon worden ontwikkeld. 
In hoofdstuk 3 wordt deze code gebruikt om de elektronen struktuur 
van een ijzer monolaag op koper te bestuderen. Van interesse daarbij was 
vooral de invloed van het koper-substraat op de magnetische momenten in de 
ijzerlaag, en de zogenaamde orbitale bijdrage aan de magnetische momenten 
die onstaat door de aanwezigheid van een specifiek relativistische interactie, 
de spin-baan wisselwerking. De berekeningen hebben aangetoond dat de 
orbitale momenten die men afleidt uit Brillouin Light Scattering en Ferro-
Magnetic Resonance experimenten (Dutcher, 1989), vermoedelijk moeten 
worden gecorrigeerd ten gevolge van dempingseffecten. 
In het tweede deel van het proefschrift komen incommensurabele kris-
talstrukturen aan de orde. Deze niet-periodieke en (in principe) toch per­
fekt geordende strukturen, hebben tamelijk eenvoudige diffractie patronen. 
Men onderscheidt grofweg twee hoofdgroepen van deze kristallen, de bekende 
quasi-kristallen, in 1984 ontdekt door Shechtman et al., en de reeds eerder 
bekende gemoduleerde strukturen. Deze laatste zijn te beschrijven als perio­
dieke vervormingen van een eveneens periodieke basisstruktuur. De algehele 
periodiciteit ontbreekt vanwege de incommensurabiliteit van de fundamen­
tele lengtes behorend bij de basisstruktuur en de vervorming (modulatie). 
In het bijzonder werd in dit werk aandacht besteed aan het mineraal АиТег, 
genaamd calaveriet, waarvan de ingewikkelde morfologie reeds in de vorige 
eeuw werd bestudeerd. Bij een nauwkeurige struktuur bepaling in 1988 
deden Schutte en De Boer de suggestie dat de modulatie in calaveriet in 
verband zou staan met een valentie modulatie van de Au atomen. 
In hoofdstuk 4 is dit idee, dat eerder gepresenteerd werd op een con­
ferentie in Acquafredda di Maratea in 1987, geverifieerd door middel van 
een elektronen struktuur berekening. Daar de in hoofdstuk 2 gepresenteerde 
methode slechts van toepassing is op periodieke kristallen, kon deze niet 
zonder meer worden toegepast. Een gebruikelijke techniek om dit probleem 
aan te pakken is het benaderen van de incommensurabele struktuur door 
middel van verschillende periodieke roosters. Uit de verschillen tussen de 
resultaten voor de verschillende roosters, trekt men dan konklusies voor de 
exacte struktuur. Uit het met deze techniek verkregen materiaal (paragréiaf 
4.2), dat in goede overeenstemming is met de resultaten van photo-emissie 
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experimenten (Van Triest, 1988), blijkt dat de aanwezigheid van een valentie 
modulatie van de Au atomen onwaarschijnlijk moet worden geacht. Tevens 
werd een ander mogelijke oorzaak van de modulatie, een zogenaamd "genest" 
Fermi oppervlak, uitgesloten. 
Tenslotte werd de elektronen struktuur berekening voor calaveriet in 
hoofdstuk 5 gekonironteerd met resultaten van ellipsometrie experimenten 
(Kremers, 1988). Het blijkt mogelijk deze resultaten met behulp van de 
elektronen struktuur berekening semi-kwantitatief te interpreteren door ze 
opgebouwd te denken uit een vrij elektron deel en een deel veroorzaakt door 
quantum (interband) overgangen tussen de in de berekening gevonden toe-
standen: het vrije elektron gedrag van de dielektrische functie tussen 2 en 5 
elektronvolt valt in een gebied met weinig struktuur in het interband spec-
trum, terwijl de tekenwisseling van het reële deel van de dielektrische functie 
bij 1 eV (die niet past in een vrij elektron beeld) samenvalt met de plaats 
waar de interband overgangen inzetten. 
136 
Curriculum vitae 
geboren 4 oktober 1958 te Kerkrade 
1970-1976 gymnasium β aan de S.G. Jeanne d'Arc te Maastricht 
1976-1979 kandidaatsopleiding Natuurkunde met Wiskunde en 
Informatica aan de Katholieke Universiteit Nijmegen 
1979-1986 doctoraalopleiding Theoretische Natuurkunde aan de 
Katholieke Universiteit Nijmegen 
1984 docent Natuurkunde aan de S.G. Canisius college -
Mater Dei te Nijmegen 
1986-1990 promovendus bij de afdeling Electronen Structuur van 
Materialen, Katholieke Universiteit Nijmegen, onder 
begeleiding van Prof.Dr. J.E. Inglesfield en 
Prof.Dr. A.G.M. Janner 
1985-1990 werkcollege-assistent voor Natuurkundestudenten bij 
analyse I 
mechanica I 
quant ummechanica I 
quantummechanica II 
wiskundige methoden van de fysica (2) 
mathematische fysica 
vaste-stof-fysica (3) 
1 mei 1990 - Research Assistant bij de afdeling Solid State The­
ory, Blackett Laboratory, Imperial College of Science, 
Technology and Medicine, Londen, U.K. 



