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Abstract 
 
Land ecosystems absorb about a quarter of all human emissions of carbon (C) 
by fossil fuel burning and land use change. This percentage varies greatly 
within years due to the land ecosystem response to climate variability and 
disturbance. Significant uncertainties remain in our knowledge of the magnitude 
and spatio-temporal changes in the land C sinks.  The aims of my thesis are 1) 
to evaluate the capacity of different dynamic global vegetation models (DGVMs) 
to reproduce the fluxes and stocks of the land C cycle and 2) to analyse the 
drivers of change in the land C over the last two decades (1990-2009).  
 In the first part of this thesis I evaluated the DGVM results over two 
regions: the Northern Hemisphere (NH) and the Tropics. Over the NH DGVMs 
tend to simulate longer growing seasons and a greater positive leaf area index 
trend in response to warming than that observed from satellite data. For the 
tropical region we found a high spatial correlation between the DGVMs and the 
observations for C stocks and fluxes, but the models produced higher C stocks 
over the non-forested areas.  
 In the second part I studied the processes controlling the regional land C 
cycle. The findings can be summarized as: (1) the land CO2 sink has increased 
over the study period, through increases in tropical and southern regions with 
negligible change in northern regions; (2) globally and in most regions, the land 
sinks are not increasing as fast as the growth rate of excess atmospheric CO2 
and (3) changes in water availability, particularly over the dry season, played a 
fundamental role in determining regional trends in NPP.  
 My work seeks to improve our understanding of the relationship between 
the C cycle and its drivers, however considerable research is needed to 
understand the role of additional processes such as land use change, nitrogen 
deposition, to mention just a few.  
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Chapter 1: Introduction 
1.1 The Carbon Cycle on Earth 
The recycling of elements is a key feature of our planet that allows the 
existence and continuation of life. All major nutrients cycle through the four 
components of the Earth system: air, land, water and living organisms. This is 
true for all elements, but particularly for the 6 main elements that constitute the 
building blocks of life: sulphur, hydrogen, oxygen, nitrogen, phosphorous and 
carbon (C).  
 C helps modulate atmospheric temperature and is fundamental to energy 
exchanges in living organisms. Firstly, it keeps the planet warm, the natural 
Earth’s atmosphere has only about 0.3% (300 ppm) concentration of C, but this 
fraction, plus other greenhouse gases (such as water vapour and methane), are 
enough to keep the planet’s temperature 15 degrees above what it would be in 
the absence of their presence in the atmosphere, allowing the existence of 
liquid water and life (Lovelock, 1987). The C components are responsible for 
25% of this greenhouse effect (Rodhe, 1990). Secondly, C is fundamental to all 
living organisms, as part of their constitutive tissues (e.g. wood, leaves) and as 
a way to store and use energy.  
 The C cycles through the Earth system in three different components: the 
atmosphere, the ocean and the land. In its gaseous form, the primarily pool of C 
is in the inorganic form CO2, with a burden of 760 PgC in the atmosphere (Ciais 
et al., 2013). This is also the most dynamic of all components, as it’s natural 
lifetime  –the time for a molecule to circulate through the atmosphere- is around 
8 years, this short life-span of C in the atmosphere is primarily driven by the 
exchange of CO2 with the oceans and the living organisms capturing and 
respiring it back (Moore and Braswell, 2012). However, it is important to note 
that the “residence time” of CO2 in the atmosphere is much longer, a pulse of 
CO2 in the atmosphere will be removed by the land and oceans owing multiple 
processes over centuries to millennia (Ciais et al. 2013) 
 In the oceans C has multiple forms (such as dissolved organic C, 
particulate organic C, and dissolved inorganic C), with up to 98% of all oceanic 
C in inorganic forms. The total pool of C in the ocean has been estimated at 
38,000 PgC (Sarmiento and Gruber, 2006), out of which about 97% is 
concentrated in the deep oceans. In spite of representing a vast pool, the deep 
ocean C is relatively stable taking thousands of years to turnover. On the other 
 10 
hand, the C exchange in the surface waters is more dynamic due to the quick 
exchange with the atmosphere. Finally, marine biota accounts for 3PgC but it is 
responsible for cycling 50-60PgCyr-1 due to is shorter lifetime of 5 weeks (Ciais 
et al., 2013).  
 Land C is contained mainly in organic forms, in the soil (1,500-2000 PgC) 
and the vegetation (360-650PgC) (Ciais et al., 2013; Liu et al. 2015). This C has 
a lifetime of about 10 years for the vegetation C and about 25 years for the soil 
C (Chapin et al. 2011). A large fraction of the land C is also contained in the 
frozen permafrost soils, with an estimated 1200 PgC in organic forms (Schuur 
et al., 2008), and also in peatlands and wetlands, with around 450 PgC.  
 The last pool of C is the soil contained on the Earth’s crust and mantle. 
This represent at least 99% of all planetary C but its cycling, regulated by soil 
weathering, tectonic plate movement and volcanism makes it an extremely slow 
pool, with lifetimes of millions and thousand of millions of years (Chapin et al. 
2011).  
 Over the shorter time periods (centuries, decades, inter and intra annual) 
the terrestrial C cycle is driven by photosynthesis and respiration by land 
vegetation (Keeling et al. 1995) and by the human activities (Le Quere et al., 
2013, 2014). Human activities, in particular fossil fuel burning and land-use 
change, have altered the global C cycle. Changes in the C cycle in the 
atmosphere, oceans and land are shown in Figure 1. CO2 in the atmosphere 
has increased from 280 at the onset of the industrial revolution to near 400 ppm 
today (that is an increase of 43%), which could be the highest concentration 
over the last 3-5 million years (Pearson & Palmer, 2000). The growth rate of 
atmospheric CO2 has also gone up from 1% per year over 1990-1999 to 3% 
over 2001-2010 (Le Quere et al., 2013). The airborne fraction, the fraction of 
human emissions that remains in the atmosphere, is somewhere between 40-
45% (Knorr, 2009).  
 Changes in the ocean C occurred mostly over the surface waters as an 
increase in dissolved inorganic C (Sarmiento et al., 1998). The process is driven 
by the difference in the partial pressure of CO2 between the atmosphere and the 
oceanic water, through Henry’s law. An increase of 1ppm of CO2 in the 
atmosphere leads to a net uptake of 0.28ppm in the oceans, hence the ocean 
has been a net sink of C over the last 20 years, absorbing 28% of all human 
emissions (Le Quere et al., 2013) or about 2.4±0.7 PgCyr-1. Based on modelling 
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work, the sink exhibits little interannual variability, mostly driven by changes in 
the sea surface temperature (Gruber et al., 2002).  
The C stored in land ecosystems depends on the activity of plants and 
soil microbes but also on land use by humans. Before the industrial revolution, 
there was a balance between the biosphere and the atmosphere in the 
exchange of C: the entire flux of C that was captured through photosynthesis 
was eventually released back into the atmosphere via decomposition with a 
small fraction exported to oceans via the river system. As humans modified the 
system the tight balance was broken. The land began to absorb more C through 
mechanisms such as the CO2 fertilization effect on photosynthesis, increases in 
nitrogen deposition stimulating plant growth, longer growing seasons due to 
warming and the reforestation of mid latitudes (Ciais et al., 2013). According to 
recent modelling estimtes, over the last two decades terrestrial ecosystems 
captured 1.6±1.0 PgCyr-1 –different sources estimate similar values as detailed 
in the next section- or the equivalent to 22%-30% of total anthropogenic 
emissions (Le Quere et al. 2013). However, the human influence on the land-C 
is also negative, through deforestation and conversion of natural ecosystems 
into pastures and croplands, with emissions of 0.9 ± 0.8 PgCyr-1 (Le Quere et 
al., 2013).   
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Figure 
1.1. Global carbon emission and sinks from 1870-2013 in parts per million 
(ppm). Original image from the Global Carbon Budget 2014 
(http://www.globalcarbonproject.org).  
 
 Considerable uncertainties remain in our knowledge of the magnitude 
and spatio-temporal changes in the land C sink (Ciais et al., 2013), particularly 
in the year-to-year variation. Modelling studies have suggested that the 
interannual variability (IAV) in atmospheric CO2 is driven by the terrestrial 
ecosystems, which in turn is regulated by the variation in vegetation productivity  
-particularly over the semi-arid regions- (Keeling et al. 1995; Poulter et al. 2014, 
Ahlstrom et al. 2015). Several different drivers affect the land C at different 
scales and act in different directions: both increasing and decreasing CO2 
exchange between the land and atmosphere. Understanding the mechanisms 
behind variations in the IAV in the terrestrial C exchange, and its implications 
for the global C cycle for the future, are a key study for Earth-System science 
and the correct reproduction of future modelled scenarios (e.g. Cox et al. 2013).   
 
1.2 Drivers of the terrestrial C cycle 
In the absence of disturbance two main processes control the C dynamics in 
terrestrial ecosystems: photosynthesis and respiration. As much as 270 PgCyr-1 
passes through leaves each year, however only about 120 PgCyr-1 are actually 
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fixed in the vegetation (Farquhar and Sharkey 1982). Half is then consumed by 
autotrophic respiration and the rest is used to sustain plant growth (leaves, 
roots and wood). The total uptake of C by the vegetation is the Net Primary 
Productivity (NPP), which accounts for about 60 PgCyr-1; on the long-term 
virtually all of this returns to the atmosphere as heterotrophic respiration (Rh) or 
combustion by fires (Prentice et al., 2001) and a small fraction is lost as riverine 
fluxes (Regnier et al. 2014) –although this flux is not included in most global 
models-. The difference between NPP and Rh is called Net Ecosystem 
Production (NEP). When disturbance processes (natural such as fires or human 
induced such as land use change) are also considered, the Net Biome 
Productivity (NBP) represents the net exchange of C between the land and 
atmosphere usually applied at broader scales (Chapin et al. 2006).  
 
NBP = NPP – Rh – LUC – Fire – other disturbances 
 
Global NBP has been estimated from different sources. Recent modelling work 
estimate annual NBP between 1.6 ± 1.0 PgCyr-1 (Le Quere et al., 2013; Ciais et 
al., 2013); results from atmospheric CO2 inversions set the value at 1.65 ± 0.29 
PgCyr-1 (Gurney and Eckels, 2011; Pelyn et al., 2013); the flux can also be 
calculated indirectly from geophysical methods, using O2/N2 rations and the 
CO2 concentration in the atmosphere Manning and Keeling (2006) estimated a 
value of 1.2 ± 0.8 PgCyr-1; using mid-air vertical atmospheric CO2 
measurements the flux is estimated at 1.4 ± 1.4 PgCyr-1 (Stephens et al., 2007); 
based on inventory-based data Pan et al. (2010) estimated a land uptake of 1.3 
± 0.2 PgCyr-1; finally, the land-C flux can also be estimated by closing the C 
budget (as a reminder of the atmospheric CO2 growth and the ocean uptake), 
thus resulting in an uptake of 1.5 ± 0.9 PgCyr-1 (Sarmiento et al., 2010).
 Altough some level of variation is found across estimates, all of them 
agree that land ecosystems generally had gained C over recent decades. 
However NBP shows high interannual and decadal variability. The interannual 
variations are driven by ecosystem response to climate variability (temperature, 
precipitation and radiation) and the decadal by changes in nutrient availability 
(e.g. nitrogen and phosphorus), land use and land cover changes (LUC) and 
disturbance (Ciais et al., 2013). 
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Change in atmospheric CO2 concentration. 
The main direct effect of CO2 on land ecosystems is a boost in GPP, through 
increasing the photosynthetic rate of plants. On the leaf level, oxygen and CO2 
compete for the reaction place of RUBISCO, the carbon-fixing enzyme. As the 
relative partial pressure of CO2 increases, the process becomes more efficient, 
reducing the oxygenase reaction rate (Farquhar and Sharkley, 1982). Through 
enhanced photosynthesis plants develop faster, and/or augmenting in size –or 
mass-, which ultimately translates into higher NPP, biomass and in addition 
more litter production. The process also enhances Rh as more C is available for 
decomposition, however the increase in NPP is faster than in Rh and the net C 
balance is a sink. In other words, rising atmospheric CO2 translates to more C 
uptake by the terrestrial ecosystems. In the last 100 years, the CO2 fertilization 
effect has been estimated to boots NPP by about 20-25% (Friedlingstein et al., 
1995; Ainsworth and Long, 2005; Norby et al. 2005; Wang et al., 2012; Ciais et 
al., 2013).  
 Another impact of an increase in atmospheric CO2 is a change in the 
water-carbon relationships of plants. The water-carbon trade-off is a basic 
metabolic feature of all plants, regulated by stomatal control. The central idea is 
that plants necessarily loose water in order to gain CO2 for photosynthesis. A 
higher CO2 concentration means that the plants gain more C per unit of water, 
in water-limited ecosystems this can result in longer growing seasons and 
higher annual NPP (Field et al. 1995). This may also lead to a small decrease in 
the evaporative fluxes and to a small increase in continental river runoff (Betts 
et al., 2007); however the effect of soil moisture limitation on evapotranspiration 
seems to have a larger role in controlling the land water fluxes (Jung et al., 
2010).  
 
The effects of climate variability and change 
As a greenhouse gas, increasing atmospheric CO2 leads to global warming and 
changes in the global water cycle. Temperature has increased by around 0.5-
0.7 ºK during the last century, with higher values occurring over the land and 
the northern hemisphere (Ciais et al., 2013; Stocker et al., 2013) On the other 
hand, the increase in radiative forcing has accelerated the planetary water 
fluxes by 5% (or 8%/ºC) (Durack et al. 2012), leading to more extreme 
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seasonality (Chou et al. 2014) and a redistribution of global precipitation 
patterns (Zhang et al. 2007).  
 However the effects of climate change on the terrestrial C cycle are not 
fully understood. When the changes in the terrestrial C-cycle were attributed to 
the effects of changing temperature, precipitation and atmospheric CO2 over 
recent decades (1980-2002), Piao et al (2009) found that CO2 was responsible 
for at least 80% of the increase in both NPP and NBP. The effect of climate 
combined (temperature + precipitation change) was near zero, due to a 
balancing act of a positive precipitation effect and a negative from temperature. 
When analysing the effects of climate change in global NBP over the last 
century, as simulated by ESMs, Friedlingstein et al. (2006) found that the 
directional response was not clear, with models showing opposite trends.  
 Multiple contrary effects occur at the same time (e.g., an increase in T 
leads to enhanced RH, but also to longer growing seasons at high latitudes). As 
a consequence different model estimates produce contrasting results regarding 
the relative contribution of climate to the change in NBP in the long-term; 
however the increase in temperature usually leads to a loss of C from land 
ecosystems (Friedlingstein et al., 2006; Arora et al., 2013; Piao et al., 2013; 
Ciais et al., 2013). In addition the effect of climate change on land ecosystems 
–at least in the Northern Hemisphere- has lead to an increase in the 
atmospheric CO2 amplitude, signalling a large change in ecosystem conditions 
(Graven et al., 2013).  
 Due to this uncertainty of terrestrial C cycle responses to climate in the 
historical period, it is not surprising that the simulated future response of land-C 
to climate change is also very different across models (Friedlingstein et al, 
2006, 2014; Arora et al., 2013). The uncertainty arises from the strength of the 
climate-carbon feedbacks, but also from the strength of the CO2 fertilization 
effect. There are at least four important global climate-C feedbacks that might 
alter current uptake trends: 1) The change in the rate of microbial respiration 
due to increased temperature, 2) the thawing of the permafrost and C release 
with global warming, 3) increases in regional drought and impact on land C 
cycle and 4) warming of the northern hemisphere (NH) and impact on the 
vegetation growing season.  
 The first happens because soil organic C decomposition depends on the 
activity of bacteria, which in turn depends on environmental conditions such as 
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temperature and moisture (Chapin et al. 2011). Under future scenarios warming 
may lead to faster respiration rates and quicker turnover times (Knorr et al. 
2005). A warmer planet could potentially mean that the C residence time in soil 
is reduced. However, recent research has shown that ecosystem residence 
time also depend strongly on changes in the hydrological cycle (Carvalhais et 
al. 2014).   
 The second feedback is the thawing of the permafrost. As temperature 
increases the high latitude frozen soils start to thaw, allowing decomposition of 
previously frozen 'old carbon' stocks from the thawed soil. This could be a major 
C source in this century, since its estimated that the permafrost contains 1200 
PgC (Schuur et al., 2008), from which approximately 50-250 PgC has been 
projected to be released by 2100 (Koven et al., 2011; Ciais et al., 2013; Stocker 
et al., 2013 ).  
 The third feedback concerns decreases in regional precipitation and/or 
warming, which would enhance surface and soil drying. Drought may also play 
an important role in the total C balance. Until recently drought trends were 
expected to increase in the future (Dai et al., 2012), contrary to the overall 
global precipitation trend, due to the fact that most of the 'new' rain will fall on 
the oceans (Sterl et al., 2008). As shown by Zeng et al. (2005), during the 
period 1998-2002 global NBP decreased by 0.9 PgC yr-1 due to several regional 
droughts in the Northern Hemisphere. A similar pattern was found for Amazon 
during 2005 and 2009 (Doughty et al. 2015). Additionally, this variation in the 
water cycle may induce enhanced plant mortality (Allen et al., 2010), which 
ultimately may change some ecosystems for being a C sink to a source. 
However there are still considerable uncertainties in our understanding of the 
relationship between the water and C cycles and recent publications suggest 
increasing drought may be largely driven by the natural variability of the climate 
system (Sheffield et al., 2013).  In spite it seems that although drought may not 
increase in length due to climate change, it is likely that when it happens it will 
be quicker and more intense (Trenbeth et al., 2014) 
 The last feedback is an increase on the length of the growing season 
over the NH, due to early thawing of winter-snow, an early spring bud-burst and 
a later leaf shed, all consequences of global warming. Several model studies 
(e.g. Piao et al., 2007, Barichivich et al., 2013) and field data (Matsumoto et al., 
2003) have found a lengthening of the growing season of about 1-4 
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days/decade over the northern hemisphere. The longer active period of plants 
could lead to increase C uptake, as leaves are able to photosynthesise for an 
extended period. Virtually all models agree that this increase in the NH growing 
season leads to more C uptake (Ciais et al., 2013), however it remains a 
challenge for DGVMs to represent the phenological cycle correctly (Richardson 
et al., 2011).  
 
Fire 
Fire in the Earth system is responsible for emitting ~2-3.2 PgC yr-1 (van der 
Werf et al. 2010), a quantity similar to total NBP. Due to this, it accounts for a 
significant proportion of the year-to-year variation in the land-atmosphere 
exchange (Prentice et al., 2011). The interannual variability of fire emissions is 
driven to changes in global temperature, precipitation, fuel load (Van der Werf 
et al., 2008; Pausas et al., 2012) and land-use change (Houghton et al., 2012). 
Interestingly the burned area and the total fire emissions are highly decoupled 
from year-to-year, total C emissions are driven primarily by forested areas, 
whereas burned area is largely controlled by savannah fires (Van der Werf et 
al., 2003), with both responding differently to human perturbation.   
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Nutrient control: nitrogen and phosphorus  
Nitrogen (N) limits plant growth and microbial decomposition in most 
ecosystems worldwide (Vitousek et al., 1997), with phosphorous (P) playing a 
similar role over the savannahs (Reich and Olensky, 2004). Both nutrients are 
key regulators of the land C-balance and can drive plant productivity in nutrient-
poor ecosystems (Fernandez-Martinez, et al., 2014). In spite most global 
models (DGVMs and ESMs) usually neglect their limiting effect and assume 
plant growth to be driven C-uptake trough photosynthesis (Reich et al., 2006), 
which leads to overestimating the land C-balance in future scenarios (Thorthon 
et al., 2007; Wieder et a., 2015). Recent studies have shown that when the full 
N and P cycles are taken into account, the C-uptake is reduced by 25% -19% 
due to N and 6% due to P- by the end of next century (Goll et al., 2012; Wieder 
et al., 2015).  
 On the other hand humans had more than doubled the amount of 
reactive N (Nr) that circulates the planet (Gruber and Galloway, 2008). This new 
Nr is likely to increase the C sink in terrestrial ecosystems to some extent 
(Sokolov et al., 2008). The effect is particularly important in grasslands (Felzer 
et al., 2011) and northern ecosystems (Kim et al., 2011) where cold conditions 
limit the rate of soil organic matter decomposition by microbes, i.e. the rate of N 
mineralization. Nonetheless, the widespread N-limitation is likely to reduce the 
land C uptake over future scenarios (Zaehle et al., 2010; Ciais et al., 2013).  
  
Land use change 
Land use change, through forest conversion into pastures and croplands, is one 
of the main drivers of the land C cycle (Hurtt et al. 2011). Presently, agriculture 
already covers 40% of the planet surface (Ramankutty and Foley, 1999). 
Current emissions from LUC represent 0.9±0.8 PgCyr-1 (Friedlingstein et al., 
2010; Le Quere et al., 2013). Land use change also has potential secondary 
effects such as: fire, change in species composition and nutrient depletion, 
which ultimately interact with vegetation, potentially decreasing its capacity to 
fix C.  
 Changes in all of these drivers have an anthropogenic component and 
while the global land C sink is estimated within well-known boundaries (Figure 
1.1), the regional differences in NBP and its drivers remains uncertain. One of 
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the possibilities to reduce this uncertainty is the usage of Dynamic Global 
Vegetation Models (DGVMs).  
 
1.3 Dynamic Global Vegetation Models and the TRENDY initiative 
Dynamic Global Vegetation Models (DGVMs) are process-based computer 
programs that simulate land fluxes of C, water fluxes and energy (in some 
cases also nitrogen) throughout the vegetation and the soil, as a response of 
changes in the climate, atmospheric CO2 concentration, land use change and 
other disturbances (e.g. nitrogen deposition or fire). They do this based on a set 
of submodels representing key ecophysiological and disturbance processes 
(e.g. photosynthesis, allocation, soil C, vegetation competition, fire, etc.) that 
run at different time scales (e.g. photosynthesis is simulated typically every 30 
seconds, fire every month) at a set spatial resolution (e.g. 0.5ºx0.5º).  
 DGVMs are widely employed in the literature to study different processes 
of the Earth system. For example they have been used to simulate the effect of 
volcanoes eruptions on plant productivity over the high-latitudes (Lucht et al. 
2002), to measure the impacts of agriculture in the land C cycle (Bondeau et al. 
2007) or to simulate fire dynamics and their impact on the vegetation (Thonicke 
et al. 2001). However possibly the main usage is to evaluate the terrestrial C 
cycle and its response to global climate change (e.g. McGuire et al., 2001, Sitch 
et al. 2008).  
 Modelling communities have developed their own DGVMs and while 
these models have many similarities in the way they represent some processes 
(e.g. most of them simulate photosynthesis based on the Farquar and Sharkey, 
1982 or Collatz et al. 1991 equations), they differ in the way they represent 
different types of vegetation and their interaction, on parameterisations for 
many other processes (eg. phenology, allocation, mortality, litter and soil 
dynamics, etc) and in the number of processes they include (e.g. some include 
fire, nitrogen dynamics, vegetation dynamic and competition, etc) (Prentice et 
al. 2007; Sitch et al., 2008; Piao et al. 2013).  
 In order to better understand and constrain the response of the land-C 
cycle to climate change, agricultural usage and rising atmospheric CO2, a 
consortium of modellers force their individual DGVMs under similar protocols. 
The “TRENDY” modelling group ran different DGVMs using the same forcing 
data and similar spin-up techniques to evaluate the change in terrestrial C cycle 
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over the last century. These results are central to my thesis as I evaluated and 
analysed these model output throughout my PhD.  
 
1.4 Aims and research objectives 
 The first aim of my PhD thesis is to evaluate the results from the 
TRENDY project against observed data for particular processes of the land 
ecosystems and/or particular regions. This gives us a general overview of the 
underlying uncertainty of the models and the similarities and discrepancies 
between them.  
 The second aim is to analyse the processes driving the changes in the 
land C over the last decades. A particular focus has been paid to drought and 
changes in the dry season, as this was identified as a key driver of global 
vegetation processes and changes in NPP. 
   
1.5 Specific Objectives 
1. To evaluate the ability of the DGVMs to reproduce the phenological 
responses of the northern hemisphere to recent changes in temperature 
against observed satellite data.  
2. To compare DGVM results with different observational data (e.g. forest 
inventories, satellite observations, fluxtower measurements) at 
continental (Africa) and regional (Mexico) scales, to produce estimates of 
change in NEP and NBP in the past and the possible implications for the 
future.  
3. To investigate the evolution of the land C cycle over the past two 
decades and to attribute the relevant part to its drivers (e.g. climate 
variability and change) over the same time period.  
4. To analyse the impacts of changing drought in the vegetation (NPP) over 
the last century, recent decades (1989-2005) and the reminder of the 
21st century.  
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1.6 Thesis structure and main findings 
My thesis is divided in six chapters, each containing four sections: introduction, 
model evaluation, process analysis and conclusions. The first chapter is a 
review of the relevant literature on the C cycle and the land component. 
Chapters 2 and 3 represent a compendium guided by the evaluation of the 
DGVMs, Chapter 4 and 5 are based on the analysis of different processes that 
drive the land C cycle, and chapter 6 are the general conclusions of the thesis.  
 Chapter 2 focuses on the changes in the growing season over the NH 
over a span of 20 years (1986-2005). This chapter raises the questions: how 
well can models reproduce changes in phenology over the NH? Is uncertainty 
DGVM structure (ie growth and phenology parametrisation) more important than 
uncertainty in simulated climate when aiming to reproduce LAI in the NH? 
 Chapter 3 consists of a comparison of model results with satellite and 
field data at two different spatial scales over the tropics  (continental and 
country-level). We focused on targeting the questions of how well DGVMs 
reproduce continental (Africa) and country (Mexico) level estimates for the land 
C fluxes and pools? Can we improve current estimates by adding model-based 
information? 
 Chapter 4 contains results for recent trends (1990-2009) in the land C 
pools and fluxes. This chapter focuses on the main drivers for the land-C flux 
over this time period. 
 Chapter 5 investigates the link between changes in dryness and 
vegetation productivity globally over multiple time-scales, using novel dryness 
metrics.  
 Chapter 6 contains the conclusions and discussion of the thesis, with a 
particular emphasis on the key findings, limitations of my study and the 
opportunities for further research. I also included the main contribution of my 
work to the research field.  
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1.7 Contribution to co-authored papers 
I led three papers and co-authored another three, relevant for my PhD Thesis. 
Those are: 
1. Murray-Tortarolo, Guillermo, Alessandro Anav, Pierre 
Friedlingstein, Stephen Sitch, Shilong Piao, Zaichun Zhu, 
Benjamin Poulter et al. "Evaluation of land surface models in 
reproducing satellite-derived LAI over the high-latitude Northern 
Hemisphere: Part I: Uncoupled DGVMs." Remote Sensing 5, no. 
10 (2013): 4819-4838. 
2. Anav, Alessandro, G Murray-Tortarolo, Pierre Friedlingstein, 
Stephen Sitch, Shilong Piao, and Zaichun Zhu. "Evaluation of 
Land Surface Models in Reproducing Satellite Derived Leaf 
Area Index over the High-Latitude Northern Hemisphere. Part II: 
Earth System Models." Remote Sensing 5, no. 8 (2013): 3637-
3661. 
3. Valentini, R., Arneth, A., Bombelli, A., Castaldi, S., Cazzolla 
Gatti, R., Chevallier, F., Ciais, P., Grieco, E., Hartmann, J., 
Henry, M., Houghton, R.A., Jung, M., Kutsch, W.L., Malhi, Y., 
Mayorga, E., Merbold, L., Murray-Tortarolo, G., Papale, D., 
Peylin, P., Poulter, B., Raymond, P.A., Santini, M., Sitch, S., 
Vaglio Laurin, G., van der Werf, G.R., Williams, C.A., Scholes, 
R.J., 2014. A full greenhouse gases budget of Africa: synthesis, 
uncertainties, and vulnerabilities. Biogeosciences 11, 381–407. 
doi:10.5194/bg-11-381-2014 
4. Murray-Tortarolo, Guillermo, Victor J Jaramillo, Fabiola Murguia-
Flores, Pierre Friedlingstein, Stephen Sitch and Alessandro 
Anav. “The Full Carbon Cycle of Mexico: Present, Past and 
Future”. In preparation. 
5. Sitch, S., P. Friedlingstein, N. Gruber, S. D. Jones, G. Murray-
Tortarolo, A. Ahlström, S. C. Doney et al. "Trends and drivers of 
regional sources and sinks of carbon dioxide over the past two 
decades." Biogeosciences (2015): 20113-20177. 
6. Murray-Tortarolo, Guillermo, Brigitte Mueller, Imogen Fletcher, 
Sonia Seneviratne, Stephen Sitch, Pierre Friedlingstein, 
Alessandro Anav et al. “Changes in the Dry Season Intensity 
are a Key Driver of Global NPP Trends”. Submitted to Nature 
Geosciences.  
The first two papers are contained in chapter 2, they represents part 1 and 2 of 
the same study. The study was designed by Alessandro Anav and myself with 
important contributions from Pierre Friedlingstein, Stephen Sitch, Shilong Piao 
and Zaichun Zhu. Additional co-authors were responsible for providing LAI data 
for the individual DGVMs and contributing to the writing of the papers. I was 
responsible for the execution and writing of the first part (uncoupled DGVMs) 
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and Alessandro Anav for the second part (coupled ESMs). Both papers have 
been published in the open access journal Remote Sensing.  
 Results from papers 3 and 4 are part of chapter 3. The greenhouse gas 
budget of Africa was designed and executed by Riccardo Valentini (University 
of Tuscia) as part of the Regional Carbon Cycle Assestement and Processes 
(RECCAP) initiative. I contributed with estimates and maps for individual 
models and ensemble for NEP and NPP (Figures 4 and 5 on the main paper), 
and the analyses of model results. The paper has been published in the open 
access journal Biogeosciences. An extraction of these results, comparing NEP 
with atmospheric inversions is contained in chapter 3. The fourth paper 
considers the full C cycle of Mexico for the present, past and future, and was 
designed and executed by myself. It benefits from ideas and analysis from the 
rest of the co-authors. It compares results from field, satellite, fluxtowers and 
DGVM data to give an estimate of the country’s C stocks and fluxes. This paper 
is in progress and its included in chapter 3. 
 Co-authored paper number 5 is my chapter number 4. Stephen Sitch and 
Pierre Friedlingstein designed the original TRENDY experiments. I was involved 
in this study from the beginning of my PhD and throughout the first year. I 
contributed with the preparation of all the figures and partially in the analysis for 
trends and fluxes of individual models. The study has been published in the 
open-access journal Biogeosciences.  
 Finally, paper number 6 is chapter number 5. This study was designed 
and executed by myself, again with input from co-authors. I dedicated most of 
my PhD to the study of the impacts of drought on vegetation processes 
contained here. This paper is the culmination of these efforts and shows a clear 
link between changes in the length and intensity of the dry season and the trend 
in NPP. The paper has been submitted to the journal Nature Geosciences.  
 Furthermore I contributed to three additional studies as part of my PhD, 
however they were slightly beyond the mainscope of my thesis, hence I decided 
not to include them in the present manuscript. The papers are:  
1. Anav A, Friedlingstein P, Beer C, Ciais P, Harper A, Jones 
C, Murray-Tortarolo G, Papale D, Parazoo NC, Peylin P et 
al (2015) Spatio-temporal patterns of terrestrial gross 
primary production: a review. Rev Geophys. doi:10. 1002/ 
2015RG000483 
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2. Fletcher, I, et al. A novel index of potential fire based on the 
productivity-aridity gradient. Submitted to Earth System 
Dynamics. 
 
3. Quijas, S, et al. Modelling Ecosystem Services Based on 
the LPJ-ml DGVM. Submitted to Ecosystems.  
 
 
 
 
 
 
PART 1: MODEL EVALUATION 
 
Chapter 2. Evaluation of DGVMs and ESMs in reproducing satellite derived LAI 
over the Northern Hemisphere 
 
Chapter 3. Comparing model results against different observations at multiple 
spatial scales: the case of the pantropic.  
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Two chapters comprise part one of this thesis, guided by the need to evaluate 
the ability of DGVMs in reproducing observed data. Model evaluation usually 
consists of an assessment of individual models at different time and spatial 
scales. The temporal component comprises an analysis on seasonality, IAV and 
long-term trends, while the spatial component is based on anomaly maps and 
zonal averages (Anav et al. 2013).  
 There are several examples of model evaluation in the literature. For 
example Peng et al. (2015) evaluated the seasonality of CO2 fluxes for nine 
DGVMs and found that most models tend to overestimate GPP and Rh when 
compared with 16 FLUXNET sites. As a result models tend to underestimate 
NBP and the seasonal amplitude. Anav et al. (2013) found a similar result when 
analysing the carbon component of ESMs, with higher GPP and LAI in the 
models than the observations. Another example is the paper by Cadule et al. 
(2010), here the authors evaluated the land component of three ESMs and 
found different strengths and weaknesses of each model depending on the time 
scale.  
 The second chapter follows the traditional model evaluation at different 
time scales (seasonal, IAV and long-term) on the ability of the models in 
reproducing LAI and growing season metric related over the Northern 
Hemisphere. I compared 8 models from the TRENDY ensemble and 11 ESM 
models for the period 1985-2005 with satellite observations of LAI for their 
seasonal amplitude, maximum LAI, growing season onset, offset and growing 
season length (GSL), and for the trend in LAI and the GSL.  
 For the third chapter I evaluated NEP over Africa, comparing the results 
from 9 DGVMs against CO2 atmospheric inversions. However because 
inversions are calculated annually, only long-term trend and the spatial 
differences between products were analysed. For the second part of the 
chapter, I compared the C stored in Mexico (vegetation and soil) calculated 
from the models against field data from 4000 points. Again, because field 
sampling is complicated in terms of time and money, only one year of data is 
available (2000), so the evaluation was again centered only in spatial 
differences. The chapter then follows to an analisys on the changes in the C 
stocks over the last 60 years and over the reminder of the century based on 
modelled results.  
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Chapter 2: Evaluation of DGVMs and ESMs in reproducing 
satellite derived LAI over the Northern Hemisphere 
 
2.1 Summary 
Leaf Area Index (LAI) represents the number of leaf layers in an ecosystem and 
it is key in the coupling of the land surface to the atmosphere. LAI does not 
remain constant over the year, and its seasonality is driven by temperature over 
the Northern Hemisphere (NH) and by precipitation over the tropics (Anav et al. 
2013). Recent climate change, particularly warming over the NH has led to 
changes in seasonal LAI. Generally, the warmer temperature leads to earlier 
spring budburst (Schwartz et al. 2006), i.e. leaf onset,  which translates into 
longer growing seasons (Linderholm, 2006) and a higher mean annual LAI.  
 Models differ in the way they represent phenology and an integral 
evaluation over the NH is missing. The objective of this chapter was to fill this 
informationg gap.  In particular, I wanted to know the role of structural 
uncertainty (i.e. differences in model parametrization and processes included) 
against the uncertainty induced by climate in the different ESMs. In order to do 
this, I compared different LAI metrics against satellite obserbations for the 
period 1985-2005 over the NH. I used 8 DGVMs from the TRENDY 
compendium and 11 ESMs from CMIP5.  
 The main results can by summarized as: 1) all models (ESMs and 
DGVMs) tend to overestimate GSL, onset and offset as well as the trend in LAI 
and GSL, particularly over the boreal forest and 2) errors introduced by DGVMs 
structure are greater than those introduced by different simulated climate by 
ESMs.  
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Abstract: Leaf Area Index (LAI) represents the total surface area of 
leaves above a unit area of ground and is a key variable in any 
vegetation model, as well as in climate models. New high resolution 
LAI satellite data is now available covering a period of several 
decades. This provides a unique opportunity to validate LAI estimates 
from multiple vegetation models. The objective of this paper is to 
compare new, satellite-derived LAI measurements with modeled 
output for the Northern Hemisphere. We compare monthly LAI output 
from eight land surface models from the TRENDY compendium with 
satellite data from an Artificial Neural Network (ANN) from the latest 
version (third generation) of GIMMS AVHRR NDVI data over the 
period 1986–2005. Our results show that all the models overestimate 
the mean LAI, particularly over the boreal forest. We also find that 
seven out of the eight models overestimate the length of the active 
vegetation-growing season, mostly due to a late dormancy as a result 
of a late summer phenology. Finally, we find that the models report a 
much larger positive trend in LAI over this period than the satellite 
observations suggest, which translates into a higher trend in the 
growing season length. These results highlight the need to incorporate a 
larger number of more accurate plant functional types in all models and, 
in particular, to improve the phenology of deciduous trees. 
Keywords: LAI; land surface models; growing season; trendy;  
northern hemisphere; phenology 
 
1. Introduction 
Leaf Area Index (LAI) is the number of leaf layers per unit area in an 
ecosystem. It is widely used in the coupling of land surface and atmospheric 
processes, such as radiation, precipitation interception [1] and gas exchange [2]. 
There are several methods to estimate LAI [3], including direct observation and 
the use of modern radiometers. However, at global scale satellite products are 
arguably the most important. LAI is a key variable of energy and water balance 
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calculations in vegetation models [4]. It influences numerous model outputs 
such as net primary productivity (NPP), evapotranspiration (ET), the fraction of 
the light being absorbed by plants (FAPAR) and nutrient dynamics [5]. Land 
Surface Models (LSMs) have different approaches for calculating LAI, and while 
the use of plant functional types (PFTs) is widespread [6], there are important 
differences in the number of simulated PFTs, their spatial distribution and the 
representation of vegetation dynamics [7].  
LSMs differ in the number of PFTs they include [8], and typically divide 
vegetation into between 4 and 16 PFTs. The number of PFTs and their 
parameterization leads to important discrepancies in the distribution of the 
vegetation types [9]. In addition, models vary in their representation of functional 
trade-offs and plant responses to the environment [10]. The former creates a 
trade-off between the number of modeled PFTs and their correct representation: 
using many PFTs leads to an increased uncertainty due to their 
parameterizations, while an insufficient number results in a misrepresentation of 
vegetation dynamics. One example of this is the ratio of evergreen to deciduous 
boreal forest in the Northern Hemisphere, or the ratio of evergreen forests to 
grasslands over the tropics; the distribution of these have important implications 
for future climate prediction, as shown by Sitch et al. [7,11].  
There are several studies that have compared model results with satellite 
data [11–13].  
Buermann et al. [12] compared the NCAR-CC3 model with satellite data and 
found that the model partitioning of latent and sensible heat fluxes create 
discrepancies in the CO2 fluxes, which lead to an overestimation of the modeled 
growing season length (GSL). In another example, Richardson et al. [14] 
compared phenology measurements of ten forests sites in USA with fourteen 
vegetation models; they found that the models overestimated the length of the 
growing season, while correctly reproducing the CO2 fluxes due to an 
underestimation of the LAI peak. Finally, Randerson et al. [15] found that 
models underestimate the carbon uptake during the growing season in boreal 
forest ecosystems due to tardiness in the LAI peak.  
One of the main reasons for the lack of comparison between model outputs 
and satellite observations is data limitation. While satellites have been recording 
vegetation growth since the 1980s, the data were difficult to use due to frequent 
missing values. The first complete satellite global timeseries did not appear until 
1991 [16,17]. These products were initially used to validate simple climatic 
models of vegetation distribution [12], but their usage has increased steadily in a 
range of applications. For example, they are used to estimate the biomass of 
grasslands [18], boreal forests [19] and mangroves [20]. 
During this time, LSMs continued to develop in sophistication and diversity 
[21]. While the core processes represented in these models remain similar, they 
vary greatly in their parameterization. This is particularly true in the responses to 
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temperature and drought. Moreover, refined observational forcing data have 
become widely available. This allows LSMs to be run offline using observed 
climatology, as in this paper, or offline with self-generated climatology as part of 
an Earth-System-Model (ESM) (as in Part II of this study, Anav et al. [22]). 
Running offline allows the uncertainty corresponding to process representation 
to be isolated from climate-related uncertainties, which ultimately can be use to 
improve ESMs and future climatic projections. This evaluation is key in model 
development.  
One important process that remains to be evaluated is the lengthening of the 
growing season over the Northern Hemisphere. This has been observed by 
several authors in satellite, modeled and field data [23,24]. Changes in 
seasonal variation and the mean values of LAI, mostly due to an increase in 
temperature at the beginning of the growing season, have important 
implications on the global carbon cycle. However, considerable uncertainty 
remains with regard to greening trends and the ability of models to reproduce 
satellite-derived trends.  
With new and improved LAI data now available [25–28], a more precise 
validation of model output is imperative. The objective of this paper is to 
compare LAI from satellite-derived measurements with modeled output from a 
set of 8 LSMs over the Northern Hemisphere. We ask three questions to fulfill 
this objective: 
• Do uncoupled (LSMs) models correctly reproduce the spatial variability of 
LAI shown by satellite data over the Northern Hemisphere? 
• How does the length of the growing season in the different models 
compare with the satellite data? And where are the main discrepancies 
(onset or dormancy)?  
• What are the trends in LAI and the growing season over this period? 
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2. Materials and Methods 
2.1. Model Data 
We use monthly LAI output from eight LSMs from the TRENDY compendium 
[8]. The models differ in the way they simulate and parameterize several 
processes (Table 1) and in the way they calculate LAI. All of the models were 
forced using the same observed climatic and CO2 data (corrected CRU v3.1 
merged with NCEP) and simulated two experiments over the last century:  
• S1: real CO2 growth and climate kept constant, recycling the first 10 years 
of the century.  
• S2: real CO2 and climate. In the present study we use the S2 simulations. 
All model outputs were regridded to a common 1 × 1 degree grid. Although 
satellite data are available before 1986, we focus on the last 20 years of 
the 20th century simulations (1986–2005) to be consistent with the 
analyses of the coupled models (Anav et al., this issue [22]).  
Table 1. Characteristics of the eight dynamic global vegetation 
models (re-drawn from Sitch et al. [8]). 
Model Name Abbreviation 
Spatia
l 
resolu
tion 
Num
ber 
of 
PFT
s 
Vegeta
tion 
Fire 
dynami
cs 
Full 
Nitrogen 
Cycle 
Refere
nce 
Community  
Land Model 
4CN 
CLM 0.5° × 0.5° 16 
Impose
d 
Yes 
Yes [29] 
Lund-
Potsdam-
Jena 
LPJ 0.5° × 0.5° 11 
Dynami
c 
Yes 
No [6] 
LPJ-GUESS GUESS 0.5° × 0.5° 11 
Dynami
c 
Yes No [30] 
ORCHIDEE-
CN OCN 
3.75° 
× 2.5° 12 
Impose
d 
Yes Yes [31] 
ORCHIDEE ORC 0.5° × 0.5° 12 
Impose
d 
No No [32] 
Sheffield-
DGVM SDGVM 
3.75° 
× 2.5° 6 
Impose
d 
Yes No [33] 
TRIFFID TRI 3.75° × 2.5° 5 
Dynami
c 
No No [34] 
VEGAS VEG 0.5° × 0.5° 4 
Dynami
c 
No No [35] 
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2.2. LAI Parameterization and Calculation  
Models differ in the way they calculate LAI, but all of them reported 1-sided 
LAI and use  
self-calculated LAI, independent from the satellite measurements. Their main 
difference is the choice of imposed or dynamic vegetation. The former uses a 
land-cover map to generate PFT categories, while the latter generates PFT 
categories based on climatic and competition dynamics.  
• CLM4CN. The model has 16 PFTs. In this version the carbon-nitrogen 
cycling model simulates leaf carbon and specific leaf area to calculate the 
LAI for each PFT. 
• LPJ. The leaf area index is updated daily and depends on temperature, 
soil water, and plant productivity for each PFT. The models have 3 different 
phenology types (evergreen, summergreen, raingreen) and 11 PFTs. 
• LPJ-GUESS. The leaf area index is updated daily and depends on 
temperature, soil water, and plant productivity for each PFT. The models 
have 3 different phenology types (evergreen, summergreen, raingreen) 
and 11 PFTs.  
• ORCHIDEE. LAI is estimated based on temperature. It also uses a 
maximum LAI threshold after which no more carbon is allocated to the 
leaves.  
• OCN employs an approach based on the pipe-model for allocation, which 
results in much more rapid leaf development, and does not prescribe a 
maximum leaf area-rather, the maximal annual LAI is an emergent 
outcome of the NPP of the vegetation and the costs (roots, shoot) for 
maintaining the leaf area, which varies as a function of water and nitrogen 
stress.  
• SDGVM. LAI is calculated to optimize stem & root NPP. This is achieved 
through consideration of the net carbon balance of the bottom layer of the 
canopy. The fraction of NPP available for leaf production is adjusted each 
year based on this carbon balance. The rate at which this fraction is 
adjusted is PFT-dependent. 
• TRIFFID. LAI is calculated for each of the 5 PFTs, based on parameters 
describing the minimum, maximum and balanced LAI if full cover is 
reached. The actual LAI is then calculated as a function of the balanced 
LAI and the phonological status of the vegetation, which depends on 
temperature.  
• VEGAS. The model has five PFTs: broadleaf tree, needleleaf tree, C3 
grass, C4 grass, and crop. Whether a tree PFT is deciduous or evergreen 
is dynamically determined, so it has essentially 7 functional types. 
Phenology is calculated for each PFT as the balance between growth and 
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respiration. The actual leaf mass is calculated based on photosynthesis 
allocation, and then converted to leaf area index. 
2.3. Satellite Data 
The LAI data set used in this study was generated using an Artificial Neural 
Network (ANN) from the latest version (third generation) of the GIMMS AVHRR 
NDVI data for the period July 1981 to December 2010 at a 15-day frequency 
(Zhu et al. this issue [36]). The ANN was trained with  
best-quality Collection 5 MODIS LAI product and corresponding GIMMS NDVI 
data for an overlapping period of 5 years (2000 to 2004) and then tested for its 
predictive capability over another five year period (2005–2009). The average 
uncertainty of the MODIS LAI product is estimated to be 0.66 LAI units [24], 
though it varies depending on the mean LAI, and the data is for 1-sided LAI; 
further details are provided in Zhu et al. [36]. The 10 years of MODIS LAI/FPAR 
(2000–2009) was further processed to generate climatology. The ANN was 
further trained on the climatology fields. The NDVI3g data have now a 30-year 
history of development. The data was further regridded to the same 1 × 1 grid, 
using a linear interpolation; all missing values were filtered when average over a 
coarser resolution.  
2.4. Study Region 
The main focus of this study is the high northern extra-tropics. This area was 
chosen due to the fact that satellite data is more reliable over this region than 
others, because there are fewer clouds. Additionally, we want to study the 
response of phenology to temperature and there are no clear seasonal changes 
in vegetation growth over the tropics. Hence our study region comprises all the 
land areas north of 30°N. All results, with the exception of zonal LAI, are 
projected over a stereographic projection from the North Pole, with the latitude 
ranging from 30°N to 90°N. 
 
2.5. Leaf Phenology Analyses 
Growing season onset, dormancy and length were calculated based on the 
seasonal amplitude. LAI has been shown to have a normal distribution over the 
year in northern latitudes [37], so we consider the start of the growing season to 
be 20% of the maximum amplitude. This processes has been proven to be 
more stable for monthly data, compared to an approach based on sudden LAI 
changes.  
In order to analyze changes in the growing season, we mask regions where 
there are minimal changes in LAI over the year (e.g., evergreen forests and 
mixed forest with a small deciduous component). These regions were defined as 
those where the difference between the maximum and minimum LAI amplitude is 
less than 0.5. We also masked regions where the LAI decreased in the middle of 
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the summer (drought deciduousness), assuming those months to have constant 
LAI.  
For the gridcells with enough variation, we calculated a critical threshold 
value (CT) above which we assume the plants to be photosynthetically active 
(Equation (1))  !"!,! = !"#!"#!!,! + 0.2×(!"#!"#!,! − !"#!"#!,! ) (1) 
where LAI Min and Max represent minimum and maximum gridcell LAI over one 
year. The length of the growing season for each year was calculated as the 
number of months with an LAI value above this threshold; the onset is the first 
of these months and the dormancy is the last. Since part of the growing season 
occurs after the end of the year [38], we included the first three months of the 
following year in the calculations. Hence, the growing season offset can occur 
on the following year, having DOY higher than 365. Even when calculated 
monthly all results are presented in days (number of days passed until the end 
of the calculated month). The procedure was repeated for each gridcell, year 
and dataset. Mean length, onset and dormancy represent the average over the 
whole time period (Figure 1). 
 
 
Figure 1. Growing season onset, dormancy (offset) and length 
calculation based on the seasonal amplitude. A critical threshold 
value is calculated for each gridcell and each year based on the 
maximum and minimum Leaf Area Index (LAI).  
 
In order to quantify the differences between the models and data we calculate 
the root mean square errors (Equation (2)) between each model and the satellite 
observations for each grid cell and all growing season variables, and the 
seasonal amplitude.  
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2.6. Temporal Trends  
In order to calculate the temporal changes in annual average LAI and 
growing season length (GSL), linear trends were calculated for each gridcell for 
the whole time period. The values are presented as net change in both 
variables, in m2 m−2 and in days/year respectively. This approach has been 
used by other authors [34] giving important insights on the drivers of change.  
3. Results  
3.1. Mean LAI 
All of the models overestimate mean LAI, LAI trend and interannual variability 
(IAV) over the high-latitude Northern Hemisphere compared to the satellite 
observations (Figure 2). In general, models with the highest average LAI also 
have strong positive trends. This occurs regardless of whether the models use 
imposed or dynamic vegetation, or the number of PFTs implemented. 
Interestingly, models with a trend and average LAI closest to the satellite 
records, such as ORCHIDEE, OCN and TRIFFID have very different values of 
IAV, ranging from values similar to the satellite data up to 4 times higher. On the 
contrary, the most dissimilar models to the observations, such as LPJ and 
CLM4CN, have larger IAV.  
Looking at the spatial distribution of LAI, most of the models simulate the 
observed spatial distribution pattern (Figure 3). Peaks in LAI are evident over the 
boreal forest (55°–65°N) and the North American temperate forest (30°–55°N). 
The lowest values are found over the cold Gobi plateau and the Siberian 
Tundra. As noted above, there is a general overestimation of mean LAI in the 
models, relative to observations. LAI values range from 0 to 2.5 in the satellite 
data, while for the models they are as high as 5. Models and observations agree 
on values over the deserts and low-LAI regions but the differences are higher (3–
4) over the boreal region. As shown by spatial correlations, differences between 
satellite data and models are higher in VEGAS and TRIFFID, and smaller in LPJ 
and LPJ-GUESS (Figure 3). It is noteworthy that much of the discrepancies 
occur over evergreen vegetation, suggesting that the lack of regenerative 
vegetative states, fire and gap dynamics over this region lead to an 
overestimation of the number of fully grown trees on models, which ultimately 
means a much higher LAI than observed. However, satellite signal saturation—
this is the inability of the satellite to distinguish between areas with high LAI- 
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could be leading to an underestimation of LAI in dense forested areas such as 
the boreal forest, which might also account for the lower LAI over this area.  
 
.  
 
Figure 2. Linear trend against average LAI for each model and satellite 
observations, with IAV represented as colors. The data represents the whole 
high-latitude Northern Hemisphere (30°–90°) for the time period 1986–2005 
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Figure 3. Spatially distributed annual mean LAI for 8 LSMs (1–8) and satellite 
observations over the Northern Hemisphere (30°–90°N), for the period 1986–
2005. Spatial correlations between each model and observations are given in 
the white boxes. 
 
The seasonal amplitude patterns show large disagreements between the 
models and the satellite data (Figure 4). Most models overestimate the mean 
amplitude (RSME = 1.02–2.21), which is particularly evident over Europe and 
Eastern North America. The exception here is SDGVM, which displays little 
seasonality and performs better than the rest of the models in reproducing the 
satellite-derived observations. The RSME show that models using dynamic 
vegetation are less similar to observations than those using imposed 
vegetation. Regardless, most models correctly simulate the spatial variability of 
the seasonal amplitude; this is true for CLM, GUESS, OCN and VEGAS to 
some extent. TRIFFID shows almost no seasonality over this area, which is 
mainly driven by the omnipresence of the evergreen PFT over the Northern 
Hemisphere (not shown) (Figure 4).  
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Figure 4. Seasonal Amplitude in LAI for 8 LSMs and satellite observations for the 
Northern Hemisphere (30°–90°N) for the period 1986–2005. Root mean square 
errors and spatial correlations between each model and the observations are 
given in the white boxes. 
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3.2. Growing Season 
The growing season onset derived from LAI is broadly consistent across the 
models, with high correlations compared to the satellite data (>0.5) (Figure 5). 
In general the satellite observations show a later onset as latitude increases, 
remarkably similar to the thermal gradient. CLM, LPJ-GUESS, LPJ, SDGVM 
and, to a lesser extent, OCN, ORCHIDEE and VEGAS correctly reproduce this 
spatial pattern, as shown by the RSME and spatial correlations. This is not 
surprising as those models include a thermal limitation to photosynthesis and a 
snow scheme. TRIFFID shows no detectable onset above 50°N but has later 
values compared to the satellite below that threshold, likely due to the 
distribution of the evergreen PFT over the whole NH. Models that have the 
highest correlations with the satellite on the SA also show very similar values to 
the satellite on the onset, as shown by RSME (Figure 5).  
 
 
Figure 5. Mean (1986–2005) growing season onset (day) for 8 LSMs 
and satellite observations over the Northern Hemisphere (30°–90°N). 
Spatial correlations and root mean square errors between each 
model and the observations are given in the white boxes. 
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The discrepancies between the models and satellite observations are larger 
when considering the end of the growing season or dormancy (Figure 6). While 
the satellite data shows a latitudinal gradient, with the dormancy occurring 
earlier at higher latitudes, most models overestimate the dormancy day (RSME 
= 31–63). Out of the eight models, LPJ-GUESS, LPJ, ORCHIDEE and VEGAS 
have a similar dormancy distribution with minor discrepancies over the taiga 
and boreal forest, as shown by the spatial correlations. CLM, OCN and TRIFFID 
have patchy areas of agreement, while SDGVM has a much later dormancy 
than the satellite data. In some regions, particularly boreal deciduous forest, 
modeled dormancy can happen after the end of the year (DOY higher than 
365). However, over these months the snow corrupts the satellite signal, 
leading to an underestimation of LAI. This partially explains why the dormancy 
date errors are larger than those of the onset. 
  
 
Figure 6. Mean (1986–2005) growing season dormancy (day) for 8 
LSMs and satellite observations over the Northern Hemisphere (30°–
90°N). Spatial correlations and root mean square errors between 
each model and the observations are given in the white boxes. DOYs 
above 365 represent DOYs of the following year. 
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All of the models predict a later dormancy date (day), particularly over the 
northern temperate region (30°–50°N) (Figure 6). This means that leaves in the 
models remain for longer than they should. However, the late dormancy is not in 
line with the vegetation photosynthetic activity. When the same methodology 
used to calculate the LAI-growing period was applied to gross primary 
productivity (GPP), we found that the dormancy began at 277 ± 7 days in the 
models, which is remarkably earlier than previously predicted by LAI (315 ± 10 
days), even on the low-north latitudes (287 ± 18). It is evident that all of the 
models keep inactive leaves for longer than they should, which does not have 
an impact on the C cycle but could potentially modify radiation and turbulent 
fluxes, therefore affecting planetary boundary layer dynamics.  
There is a higher level of agreement in growing season length between the 
satellite data and the models than for dormancy dates (Figure 7). Surprisingly, 
the satellite observations display a very homogeneous length over regions > 
50°N, with values between 120–150 days. Similar to the previous patterns, LPJ, 
LPJ-GUESS, CLM, ORCHIDEE and VEGAS have the highest agreement with the 
satellite data, as shown by the RSME and spatial correlations. Interestingly, the 
disagreement between models and observations occurs mostly over the lower 
latitudes of the Northern Hemisphere. OCN displays the same patchy agreement 
that shows on the onset and SDGVM displays the least agreement with an 
opposite GSL distribution. The length of the growing season has the highest 
error compared to the satellite data, where 6 out of 8 models display longer 
GSL, mostly driven by a late leaf shedding (Table 2).  
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Figure 7. Mean growing season length (1986–2005) in days for 8 
LSMs and satellite observations over the Northern Hemisphere (30°–
90°N). Spatial correlations and root mean square errors between 
each model and the observations are given in the white boxes. 
When looking at the hemispheric mean values it is clear that all of the models 
overestimate the LAI, dormancy and length of the growing season (Table 2). 
Satellite LAI average for the Northern Hemisphere was 0.83, while LAI from the 
models varies between 0.98–2.16. Both growing season onset and dormancy 
were later in all of the models, in some cases by more than a month. The effect 
of the late offset translates as an increased GSL, with values 9 to 180 days higher 
than the satellite data (Table 2). However, when the dormancy period is 
calculated based on GPP the modeled values become much closer to the 
observations, with an average GSL of 144 ± 15 days, compared to 184 days in 
the satellite data. This again suggests a decoupling between the active period 
of photosynthesis and leaves in the models.  
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Table 2. Average LAI, growing season onset, dormancy and length 
for the Northern Hemisphere for each model and the satellite 
observations. The values for dormancy and length based on GPP are 
presented in brackets.  
Model LAI Onset (day) 
Dormancy 
(day) 
Length 
(days) 
CLM 1.6 131 351 (288) 220 (164) 
LPJ_GUESS 1.6 125 314 (285) 189 (151) 
LPJ 2.2 130 319 (278) 189 (134) 
OCN 1.2 121 342 (268) 221 (142) 
ORCHIDEE 0.98 151 323 (268) 172 (134) 
SDGVM 1.56 122 374 (275) 252(145) 
TRIFFID 1.11 133 355 (274) 222(125) 
VEGAS 1.98 136 336 (277) 200 (139) 
LAI3g 0.83 111 295 184 
  
 
 
Figure 8. LAI linear trends over the period 1986–2005 for 8 LSMs and the satellite 
observations. Spatial correlations between each model and the observations are 
given in the white boxes. 
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3.3. Temporal Trends 
All models show a positive LAI trend in most of the Northern Hemisphere, 
which is consistent with the satellite observations (Figure 8). Nevertheless, 
there is little agreement on the spatial distribution of this phenomenon, with 
spatial correlation values between −0.05 and 0.12. In the satellite observation 
most of the greening occurs over 55°–90°N in Eurasia, while in models it is 
homogeneously distributed. More puzzling is the reduction of LAI in LPJ-
GUESS, OCN and VEGAS, which could be explained by a decrease in 
precipitation over this region (not shown). As all models are forced using the 
same climate, consistent regional patterns must be driven by temperature or 
precipitation. The greening over the high latitudes occurs in all models and is 
driven by an increased temperature.  
  
 
Figure 9. Growing season length trends over the period 1986–2005 for 8 LSMs 
and the satellite observations. Brown indicates an increase in the length of the 
growing season and green a decrease (days/year). In the white boxes, the 
values of the spatial correlation between each model and the satellite 
observations are given. 
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The models also show a general increase in the GSL albeit with a few areas 
where it decreases (Figure 9). However, similar to previous trends, there is little 
agreement over the spatial distribution. Clearly, models that perform better at 
calculating the GSL (both on the onset and dormancy) and average LAI more 
accurately reproduce observed linear trends (Figure 9). In most models, 
changes in the GSL match those of LAI. This is the case for CLM, OCN, 
ORCHIDEE, SDGVM and the satellite data, all of which use prescribed 
vegetation. LPJ, GUESS and VEGAS show an increased length over Eurasia 
and a decrease over North America, and their patterns resemble the 
precipitation trends for this period (not shown). This discrepancy between LAI 
and GSL changes is difficult to explain but could be driven by vegetation shifts 
from deciduous to evergreen forests. Changes in the GSL in TRIFFID, while 
only occurring over a small area, match the observations. 
 
4. Discussion 
The first important point to address is the validity of the satellite data. Satellite 
data does not represent true observations per se, but rather a model in itself. 
However, it is the closest product to observations, and available globally. It has 
been widely validated, but nevertheless there are some important issues that 
need to be considered. The satellite LAI product may have some problems 
detecting LAI in wintertime, since there is little sunlight in high latitudes. Sun 
angles are low and the satellite signals are heavily corrupted. Additionally snow 
cover affects reflection in winter and early spring. Hence, in the processing of 
any satellite data, there is a sun-angle cut-off. In these regions in the winter 
period there is little or no data. This partially explains the difference with 
modeled dormancy dates. However, this does not matter since the soil during 
this time is frozen and the plants are not photosynthesizing, hence there are no 
changes in LAI. The methods used to detect the growing season will also ignore 
this period, since we are only interested in LAI when it starts to change, during 
the spring. In the region occupied by boreal forests, the same applies. The 
majority of the Boreal forests are photosynthetically inactive since they are 
covered in snow. They do however have green needles. These will begin to 
appear in late winter and early spring as radiation increases. The sun angles in 
some regions are above the processing cut-off limits and the satellite sensor will 
begin to register NDVI values. However the ground is still frozen and therefore 
there is no photosynthetic activity even if the air temperatures begin to rise 
above freezing during some hours of the day [36]. 
Over the boreal forest region (55°–65°N), all models exhibit an 
overestimation in LAI of 2–3 units compared to the satellite but also when 
compared with literature estimates [39]. We know that the satellite has an error 
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precision of 20% at a pixel scale [40,41], field measurements have reported 
values around 2.7 ± 1.18 for the evergreen boreal forest [41] and 2.3 ± 0.6 for 
the deciduous forest [42]. The annual average over this region is around 1–2, 
which is inline with the satellite observations plus error. The average model 
values in this region are around 4, more similar to the expected maximum [39], 
than the expected mean (2.6–2.7). It seems that modeled LAI is higher all year 
round. These values are similar to the temperate forests, which suggests that 
having only one PFT for broadleaf forest might not be sufficient as is the case 
for TRIFFID, SDGVM and VEGAS. Moreover, models that include a wider range 
of PFTs, such as ORCHIDEE and LPJ-GUESS, are more similar to the satellite 
observations. Another possible explanation lies in the fact that models based on 
observed vegetation perform better than dynamic models. The lack of important 
ecosystem processes such as gap dynamics and fire, could be leading to the 
simulation of a mature forest state, which ultimately increases the PFT LAI.  
There is great discrepancy in the calculation of the GSL with values that differ 
for more than a month, due to differences in the phenology module of each 
model. CLM4CN is one of the models that best predicts the GSL, since its LAI is 
derived from simulated leaf carbon and balanced with nitrogen [29]. More 
interestingly, models that use a thermal gradient to determine LAI (e.g., LPJ and 
LPJ-GUESS) [6,30] more accurately simulate the GSL than models with a more 
complex phenology, such as models where LAI is calculated from the leaf 
biomass (e.g., OCN [31], ORCHIDEE [32] and VEGAS [35]) or those that use a 
hydrological budget (e.g., SDGVM [32]). The exception is TRIFFID: while the 
model uses a thermal gradient for LAI [34], the introduction of a “chilling” 
phenology (leave shedding due to freezing) seems to overestimate the 
evergreen component in the Northern Hemisphere.  
In spite of the differences in the phenology modules of the models, all predict 
an onset 15–20 days later than the satellite. Work by Jeong et al. [43] suggests 
that most models fail to calculate an adequate budburst due to the usage of 
mean air temperature threshold instead of accumulated heat variable, which 
generates better results. The authors also argue that the effect could come from 
the lack of representation of PFTs, which is consistent with our results–a higher 
number of PFTs leads to a better LAI and GSL representation. Another possible 
explanation is the overestimation of the effect of frozen soil thaw in the models.  
All models predict a later dormancy, which occurs a month later than the 
satellite data. This happens due to all models having a constant leaf shedding 
over time once the temperature has reached a minimum certain threshold. While 
this might be true for the evergreen component, it creates a longer GSL for the 
deciduous forest [44-46]. Moreover, the difference in the dormancy date 
between GPP and LAI clearly points out that models need to improve their LAI 
dormancy. While this might not have an impact on the C cycle, it could 
potentially alter the radiation and turbulent fluxes.  
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A longer growing season allows for a longer time of leaf growth, which 
explains the increasing LAI trend in the models, with the whole process being 
driven by temperature [47–49]. In most cases LAI plateaus at the maximum 
value, so if the growing season is longer, there are more days with maximum 
leaf area, which leads to a higher average value. This seems to be true for models 
with prescribed vegetation, although models that simulate dynamic vegetation 
follow the precipitation pattern more closely.  
5. Conclusion 
We compare LAI from eight different uncoupled LSMs against satellite data 
over the Northern Hemisphere, during the 1986–2005 period. This was 
achieved by calculating the mean LAI, seasonal amplitude and growing season 
variables (onset, dormancy an length). Our results show that all models 
overestimate LAI by 2–3 units, particularly over the boreal forest, relative to the 
satellite data and literature estimates. Models that include a high number of 
plant functional types (10–16) compare more favorably to the satellite data than 
those that only have a few (4–5). Models that calculate their phenology based 
on temperature perform better than those with complex photosynthetic modules. 
Likewise, models with prescribed vegetation more closely match observations 
than those that simulate it dynamically. Finally, all models overestimate the 
length of the by 4–40 days based on LAI compared with the observations, 
largely due to the dormancy date occurring 20–60 days later. This is inconsistent 
with the photosynthetic active period calculated by GPP, which was on average 
3 months smaller. This highlights the need to improve the deciduous phenology 
in all models, particularly leaf shedding.  
While vegetation models have developed a great deal, there is still a need for 
improvement. LAI is a key variable in all models and its correct representation, 
both temporarily and spatially, is key to predicting correct carbon fluxes. As the 
literature suggests, any overestimate in the length of the growing season and its 
trend is likely to affect albedo and have important effects on the radiation 
budget of the area. The satellite data represents a unique opportunity to test 
models against observational data and to determine where improvements can 
be made. Moreover, additional variables can be validated, allowing the 
identification of possible problems within the models.  
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Abstract: Leaf Area Index (LAI) is a key parameter in the Earth 
System Models (ESMs) since it strongly affects land-surface 
boundary conditions and the exchange of matter and energy with the 
atmosphere. Observations and data products derived from satellite 
remote sensing are important for the validation and evaluation of 
ESMs, from regional to global scales. Several decades' worth of 
satellite data products are now available at global scale, which 
represents a unique opportunity to contrast observations against 
model results. The objective of this study is to assess whether ESMs 
OPEN ACCESS 
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correctly reproduce the spatial variability of LAI when compared with 
satellite data, and to compare the length of the growing season in the 
different models with the satellite data. To achieve this goal, we 
analyse outputs from 11 coupled carbon-climate models that are 
based on the set of new global model simulations planned in support 
of the IPCC Fifth Assessment Report. We focus on the average LAI 
and the length of the growing season on Northern Hemisphere over 
the period 1986-2005. Additionally we compare the results with 
previous analyses (Part I) of uncoupled land surface models (LSMs) 
to assess the relative contribution of vegetation and climatic drivers 
on the correct representation of LAI. Our results show that models 
tend to overestimate the average values of LAI and have a longer 
growing season. The similarities with the uncoupled models suggest 
that representing the correct vegetation fraction in each grid cell is 
more important in controlling the distribution and value of LAI than 
the climatic variables. We conclude that validating LAI in each model 
against satellite observations should be a fundamental step for all 
modelling groups, and this process is more central than the correct 
LAI parameterization against climate.??? 
 
Keywords: LAI; CMIP5; Earth System Models; Leaf Phenology; 
Remote Sensing of Vegetation; 
 
1. Introduction 
The Leaf Area Index (LAI) is defined as one-sided green leaf area per unit 
ground area in broadleaf canopies, and as the projected needle leaf area in 
coniferous canopies [1]. LAI is a key parameter in most ecosystem productivity 
models and global (or regional) models of climate, hydrology, biogeochemistry 
and ecology [2]. 
Usually defined as the time evolution of the LAI, leaf phenology depends 
primarily on the climatic conditions for a given biome [3]. It strongly affects land-
surface boundary conditions and the exchange of matter and energy with the 
atmosphere, influencing the surface albedo, roughness, and dynamics of the 
terrestrial water cycle [4,5]. Changes in the phase of LAI may therefore have 
impacts on climate [6,7], on the terrestrial carbon cycle [8], and on the 
atmospheric chemistry through the emission and deposition of several 
compounds [9-12]. Therefore, accurate estimates of canopy phenology are 
critical to quantifying carbon and water exchange between forests and the 
atmosphere and its response to climate change [8]. 
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Phenology studies based on field observations [13,14], remote-sensing data 
[15-19], atmospheric CO2 observations [20], and biogeochemical models [21] 
indicate that the vegetation growing season length (GSL) has significantly 
increased over the past decades [8]. Specifically, in the temperate and boreal 
regions of the Northern Hemisphere, the growing season begins in spring with 
increasing temperatures and solar radiation, the melting of snow, eventual 
thawing of the soil organic horizons, and the start of photosynthesis [22]. It 
terminates in autumn as temperatures and solar radiation decrease, soils 
refreeze, and photosynthesis ceases [23,24]. Therefore, temperature anomalies 
in spring and autumn affect the timing and duration of the growing season 
[8,25], which in turn control the seasonal onset and ending of the ecosystem 
carbon uptake period in these regions [8,26,27]. Rising temperatures during 
recent decades have resulted in a widely reported pattern of earlier and longer-
lasting growing seasons from local to continental scales [27-33]. The greater 
rate of change observed in the beginning of the growing season is thought to be 
a response to rapid spring warming, and earlier snowmelt and soil thaw [29,34], 
while the smaller change in termination date is likely connected with lower rates 
of autumn warming [35] and the influence of other environmental effects on 
autumn phenology and growth cessation [36-38]. 
The importance of land surface processes in the climate system has mostly 
been supported by modelling studies on climate sensitivity to albedo [39-41], 
soil moisture [42-44], surface roughness [45], and leaf area index [6, 46-51]. 
In the first versions of general circulation models (GCMs) and regional 
climate models (RCMs) the soil-vegetation-atmosphere transfer (SVAT) 
schemes [52] were originally designed to simulate exchanges of matter and 
energy between the land surface and the atmosphere, with vegetation leaf area 
index as a forcing variable, rather than a prognostic state [6, 49, 53-57].  
In order to improve the representation of the dynamical behaviour of the 
vegetation, a number of models have recently evolved to include 
biogeochemical processes [58-66].   
In the last few years a new generation of general circulation models has 
become available to the scientific community. In comparison to the former 
model generation, these Earth System Models incorporate additional 
components describing the atmosphere's interaction with land-use and 
vegetation, as well as explicitly taking into account atmospheric chemistry, 
aerosols and the carbon cycle [67]. 
The inclusion of Earth system components in a climate model has a two-fold 
benefit. Firstly, it allows a consistent calculation of the impacts of climate 
change on atmospheric composition or ecosystems [68]. Secondly, it allows the 
incorporation of biogeochemical feedbacks, which can be negative, dampening 
the sensitivity of the climate to external forcing [69], or positive, amplifying the 
sensitivity [70]. However, adding Earth systems components and processes 
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increases the complexity of the model system, thus a consistent validation of 
the variables simulated by these models is needed. 
The assessment of vegetation phenology using remotely sensed data has a 
long history [71,72] with more recent studies making use of satellite data to 
examine the potential effects of climate change on phenology [15, 73-77]. In 
fact, remote sensing has been widely recognised as a valuable tool for the 
detection and analyses of simulated data, both spatially and temporally. The 
past decade has seen a particularly rapid increase in the number of launched 
satellites, as well as an improvement in both spatial and spectral resolution of 
data they produce. Therefore, the ability to rapidly assess LAI using vegetation 
indices from remotely sensed imagery provides a means to rapidly assess 
ESMs' skills at simulating vegetation greenness over a wide geographic area. 
The existence of vegetation models that use prescribed climate represents a 
unique opportunity to compare and contrast the effect of inner climatic variation 
on ESMs against the effect of differences in the vegetation modules. In other 
words, comparing different LSMs allows the detection of flaws in the vegetation 
dynamics, while comparing ESMs allows the identification of climate effect on 
vegetation processes, and the comparison of the two leads to the weighing of 
both effects.  
In this context, we check the ability of different ESMs to reproduce the spatial 
and temporal variability of the satellite observed LAI. Specifically, the objective 
of this study is to assess whether ESMs correctly reproduce the spatial 
variability of LAI when compared with satellite data, and asses how long the 
growing season is in the different models compared with the satellite data over 
the Northern Hemisphere. In fact, as described above, over this area several 
authors have observed an increase in the growing season length. These 
changes in LAI, mostly due to an increase in temperature at the beginning of 
the growing season, have important implications on the global carbon cycle [8] 
and on atmospheric chemistry [9-12] simulated by the ESMs. Therefore, 
obtaining an accurate prediction of the temporal evolution of LAI is imperative 
not only in predicting the correct LAI seasonal changes, but also because of the 
feedbacks of LAI with the atmosphere.  
In addition, we compare results from uncoupled models from part I [78] with 
the ESMs to elucidate the weighed role of vegetation and climate on the spatial 
and temporal evolution of LAI. 
 
2. Material and methods 
2.1. CMIP5 Simulations  
We analyze output from 11 CMIP5 coupled carbon-climate models that, at 
the time of our analysis, had been submitted to the Program for Climate Model 
Diagnosis and Inter-comparison (PCMDI) Earth System Grid (ESG) [79].  
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The land components of these ESMs differ in their representations of 
vegetation types, soil properties, human disturbances, carbon and nitrogen 
pools, as well as in their horizontal resolutions. The models used in this study, 
along with the main features controlling their terrestrial carbon cycle, are listed 
in Table 1.  
Our analysis focuses on the historical period (20th century simulations; CO2 
concentration driven), which was forced by a variety of externally imposed 
changes such as increasing greenhouse gas and sulphate aerosol 
concentrations, change in solar radiation, and forcing by volcanic eruptions [91]. 
Considering the historical experiments, in general for most of the CMIP5 models 
the simulation starts in the year 1850 and ends in 2005. Within this period, we 
focus only on the last 20 years of the 20th century simulation (1986–2005); in 
fact, although satellite data are available before 1986, we decided to use the 
same reference period used by [92] in order to be consistent with their analysis 
and results.  
Besides, it is noteworthy that some models have only one realisation, but 
other models have many runs; these realisations represent climate simulations 
with different initial conditions. In the next section, we present results only from 
the first realization for each individual model. 
For comparisons and evaluations, we re-grid all model outputs to a common 
1°×1° grid using a bilinear interpolation method. This resolution was chosen to 
be consistent with the resolution of uncoupled models [78]. Although the CMIP5 
archive includes daily means for a few variables, to be consistent with 
uncoupled models analysis [78] we focus here only on the monthly mean model 
output.   
 
Table 1. CMIP5 Earth System Models used in this study with the associated land models and main features 
controlling the terrestrial carbon cycle. 
        
MODELS SOURCE LAND 
MODELS 
DYNAMIC 
VEGETATION 
#PFTs N 
CYCLE 
RESOLUTION 
(Lon x Lat) 
REFERENCE 
        
        
BCC-CSM1 Beijing Climate Center, 
China 
BCC_AVIM1.0 N 15 N 2.8125°x~2.8125° [80] 
BNU-ESM Beijing Normal 
University, China 
CoLM Y n/a Y 2.8125°x~2.8125° [81] 
CanESM2 Canadian Centre for 
Climate Modelling and 
Analysis, Canada 
CLASS2.7 + 
CTEM1 
N 9 N 2.8125°x~2.8125° [82] 
CESM1-
BGC 
National Center for 
Atmospheric Research, 
United States 
CLM4 N 15 Y 0.9°x1.25° [83] 
GFDL-
ESM2G 
Geophysical Fluid 
Dynamics Laboratory, 
United States 
LM3 Y 5 N 2.5°x2° [84] 
HadGEM2-
CC 
Met Office Hadley 
Centre, UK 
JULES + 
TRIFFID 
Y 5 N 1.875°x1.25° [85] 
INMCM4 Institute for Numerical 
Mathematics, Russia 
Simple model N n/a N 2°x1.5° [86] 
IPSL-
CM5A-MR 
Institut Pierre Simon 
Laplace, France 
ORCHIDEE N 13 N 2.5°x1.25° [87] 
MIROC-
ESM 
Japan Agency for 
Marine-Earth Science 
and Technology, Japan; 
Atmosphere and Ocean 
Research Institute, 
Japan; 
National Institute for 
MATSIRO + 
SEIB-DGVM 
Y 13 N 2.8125°x~2.8125° [88] 
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Environmental Studies, 
Japan 
MPI-ESM-
MR 
Max Planck Institute for 
Meteorology, Germany 
JSBACH + 
BETHY 
Y 12 N 1.875°x1.875° [89] 
NorESM1-
ME 
Norwegian Climate 
Centre, Norway 
CLM4 N 16 Y 2.5°x1.9° [90] 
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2.2. Satellite data  
The LAI data set used in this study (LAI3g) was generated using an Artificial 
Neural Network (ANN) from the latest version (third generation) of GIMMS 
AVHRR NDVI data for the period July 1981 to December 2010 at 15-day 
frequency. The ANN was trained with best-quality Collection 5 MODIS LAI 
product and corresponding GIMMS NDVI data for an overlapping period of 5 
years (2000 to 2004) and then tested for its predictive capability over another 
five year period (2005 to 2009). The accuracy of the MODIS LAI product is 
estimated to be 0.66 LAI units [93] and the data is for 1-sided LAI. Further 
details on the LAI3g and the comparison with other satellite products are 
provided in [93, 94]. 
2.3. Leaf Phenology Analysis  
Growing season onset, dormancy and length were all calculated based on 
the LAI seasonal amplitude. In fact, LAI has been shown to have a normal 
distribution over the year in northern latitudes [95], so we consider the start of 
the growing season to be 20% of the maximum amplitude. The values of 20% 
was defined after different tests were conducted using different thresholds; we 
found that this value provided the best results.  
Overall, this method has being proven to be more stable for monthly data, 
compared to an approach based on sudden LAI changes [8]. It also should be 
noted that due to the lack of daily data for the LAI we were unable to use other 
methods used in previous studies based on the daily LAI variability [8].  
In order to analyze changes in the growing season, we mask out regions 
where there are small changes in LAI over the year (e.g. evergreen forests and 
mixed forest with a small deciduous component). All grid points where the 
difference between the maximum and minimum LAI amplitude is less than 0.5 
are ignored in this analysis.   
Considering every grid cell (x,y) where the seasonal amplitude is greater 
than 0.5, we calculated a critical threshold value ( ,x yCT ) above which we 
assume the plants to be photosynthetically active: 
 
( ), , , ,min max minCT 0.2*x y x y x y x yLAI LAI LAI= + −  (1) 
  
where ,min
x yLAI  and ,max
x yLAI  represent the minimum and maximum LAI over one 
year for the grid cell (x,y). This procedure was repeated on each grid cell 
and for each year for any given CMIP5 model. The length of the growing 
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season was then calculated as the number of months with a value above 
this threshold; the onset is the first month above that value and the 
dormancy is the last. Finally, mean length, onset and dormancy were 
calculated as the average over the whole time period. It should be noted 
that, even when calculated monthly, all results are presented as days; we 
retrieved the daily values from the monthly data by multiplying all monthly 
results by 30.  
The temporal changes in the mean annual LAI and GSL were estimated by 
the linear trend value obtained from a least squares fit line computed in 
period 1986–2005 of satellite and model data. 
For all the variables, in order to quantify the mismatch between models and 
data, we calculate the root mean square errors (RMSE) and the spatial 
correlation coefficient between each model and the satellite observations.  
 
3. Results 
3.1 Mean LAI 
In Figure 1 we present the mean annual LAI (upper panel), the mean annual 
land precipitation (middle panel), and the mean annual surface temperature 
(bottom panel) for each model for the period 1986–2005, with the 
corresponding interannual variability and trends. Considering the temperature x-
axis, models falling at the left (right) of observations (CRU, [96]) indicate a cold 
(warm) bias, while on the y axis models above (below) the observations have a 
stronger (lower) trend than observations. The same consideration is also valid 
for the precipitation, namely models falling at the left (right) of observations 
(CRU) indicate a dry (wet) bias, while on the y axis models above (below) the 
observations have a stronger (lower) trend than observations. It should also be 
noted that, to be consistent with LAI, we show the precipitation and temperature 
only over the land points of the Northern Hemisphere.  
The evaluation of the simulated precipitation and temperature is needed to 
assess whether any bias in the simulated LAI can be related to poor 
performance of the ESMs at reproducing physical variables, or is mainly due to 
the poor representation of some biogeochemical processes in the land surface 
models of ESMs. 
Looking at the LAI (Figure 1), in general, except CanESM2 and INMCM4, all 
the models overestimate the mean annual LAI over the Northern Hemisphere. 
The poorest performance has been found in GFDL-EMS2G, which shows a 
mean value of 2.7, much larger than the reference value (0.83); all the other 
models show a mean annual LAI ranging from 1.2 and 1.7. Conversely, the 
trends are well captured by quite a few models; specifically, many models are 
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clustered around the reference value, and, according to the observations, all the 
models show a greening in the last 20 years. The only far outlier is BNU-ESM, 
having a positive trend 6 times larger than the observed value. The interannual 
variability is in general well captured by most of the models, although a general 
overestimation of the year-to-year variability is found for a few models; the 
exceptions are CanESM2 and MPI-ESM-MR, which show an interannual 
variability slightly lower than LAI3g. Also, in this case, BNU-ESM is the only 
outlier in reproducing the IAV, having a year-to-year variability much larger than 
the reference value. 
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Figure 1.  The x-axis shows the observed and simulated mean annual LAI 
(top), annual land precipitation (middle), and mean annual surface temperature 
over land (bottom). The y-axis shows the temporal trend, while the colorbar 
reports the interannual variability as computed from the annual standard 
deviation. 
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The large bias found in BNU-ESM could be related in some way to the strong 
wet bias that this model has in reproducing the observed precipitation. 
Specifically, whilst the mean annual precipitation as reported by CRU data is 
520 mm/y, BNU-ESM shows a mean value of 802 mm/y. However, it should 
also be noted that, except CanESM2, all the other models also have a wet bias.  
The wet bias found in all the CMIP5 ESM could explain the LAI 
overestimation: in fact the best agreement between observed and simulated LAI 
is found for CanEMS2, this being the only model without a wet bias. Although in 
the boreal and arctic region the temperature is the main limiting factor for the 
carbon assimilation, at mid-latitudes the precipitation plays a pivotal role 
through its control on the soil moisture [97,98].  
The precipitation trends in general are well reproduced by the models, being 
all scattered around the reference data and all showing a wettening over the 
last 20 years. The exceptions are INMCM4, which does not show any trend in 
the land precipitation and GFDL-ESM2G, which has a wet bias two times larger 
than CRU. The interannual variability of the reference data is about 85 mm/y 
and only INMCM4, IPSL-CM5A-MR, GFDL-ESM2G and MIROC-ESM well 
reproduce this value, while CanESM2 (~80 mm/y), NorESM1-ME (~80 mm/y) 
and BCC-CSM1 (75 mm/y) have a slightly lower IAV and the remaining models 
show a larger IAV. It is noteworthy that MPI-ESM-MR has a IAV two times 
larger than the reference data. 
Looking at the temperature, all the models are clustered around the 
reference data and only HadGEM2-CC (cold bias) and MIROC-ESM (warm 
bias) show a bias greater than 1.5 °C. In addition, all the models predict a 
warming in the Northern Hemisphere during the last 20 years; the weaker 
trends have been found in HadGEM2-CC and INMCM4 being about 4 times 
smaller than the one reported by CRU. The observed temperature interannual 
variability is about 0.8 °C and only INMCM4 and MIROC-ESM have a similar 
IAV; all the other models show a larger IAV than CRU with NorESM1-ME 
having an IAV of about 1 °C.   
Although models in general show good skills in reproducing the observed 
climate, we would highlight that this agreement in the mean values over a large 
region could arise from a compensation between overestimation in some points 
of the domain and underestimation in other points [92]. This suggests that to 
perform an exhaustive model validation we should look at the spatial patterns 
(e.g. maps). 
Figure 2 displays the spatial distribution of the mean annual LAI in the 
Northern Hemisphere as calculated from the CMIP5 ESMs and observed by 
satellite over the period 1986–2005. Results are projected over a stereographic 
projection from the North Pole, with the latitude ranging from 30°N to 90°N.  
The observed spatial pattern of LAI is characterized by a wide maximum over 
Northern America and by a negative gradient extending from central Europe to 
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Northern-Eastern Asia, with a broad minimum in the Tibetan plateau due to the 
sparse vegetation. Although there is an overall overestimation by most of the 
CMIP5 models, quite a few models correctly reproduce this pattern: in particular 
CESM1-BGC, IPSL-CM5A-MR, and NorESM1-ME show a very good 
agreement with observations in terms of locations of the maximum and 
minimum values, as well as fairly simulating the gradient over the Eurasian 
region. This is confirmed by the relatively high value (> 0.6) of the spatial 
correlation computed between the models and the reference data. Conversely 
GFDL-ESM2G is not able to reproduce this spatial pattern, and LAI values 
above 5 are simulated over the whole North America and Asia; for this reason 
this model exhibits the lowest spatial correlation (0.21)   
. 
 
Figure 2. Spatial distribution of mean annual LAI as simulated by 11 CMIP5 
ESMs and observed by satellite over the period 1986-2005 in the Northern 
Hemisphere (30-90ºN). The value in the box represents the spatial correlation 
between modeled and satellite mean annual values obtained by averaging over 
all the grid points 
 
The seasonal amplitude patterns show large disagreement between the 
models and the satellite data (Figure 3). Some models (e.g. BNU-ESM and 
MIROC-ESM) clearly overestimate the mean amplitude, which is particularly 
evident over the whole North America and Eurasia. Other models (e.g. CESM1-
BGC, HadGEM2-CC, MPI-ESM-MR, and NorESM1-ME) show a smaller 
seasonality than satellite data, while INMCM4, CanESM2 and BCC-CSM1 
perform better than the rest of the models in reproducing the satellite-derived 
observations. The RMSE, indicating the mean error of the models in 
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reproducing a given variable, suggests that CanESM2 has the lowest error: in 
fact this model, albeit it slightly underestimates the seasonal amplitude over the 
Russia, has the correct magnitude for the observed seasonal amplitude. The 
same considerations are also valid for IPSL-CM5A-MR, INMCM4 and BCC-
CSM1 which show a RMSE of 1.1. Conversely, BNU-ESM and MIROC-ESM 
show a larger seasonal amplitude than the satellite data, therefore they have 
high RMSE values.  
The spatial correlation, indicating how well models reproduce the observed 
spatial pattern, confirm that CanESM2, INMCM4 overperform the spatial pattern 
of the seasonal amplitude compared to other models.  
 
 
 
 
Figure 3. LAI Seasonal amplitude as simulated by 11 ESMs and 
satellite observations for the Northern Hemisphere (30-90ºN). In the 
box the value of root mean square error and spatial correlation, as 
computed from mean annual data and averaged over all the grid 
points, are presented for each model against the observations.  
 
 
3.2 Growing Season  
Figure 4 displays the spatial distribution of the mean onset dates of green-up 
as calculated from the CMIP5 ESMs and satellite observation for the period 
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1986–2005. As expected the satellite data show that the mean green-up date is 
progressively delayed with increasing latitude and increasing continentally [8]. 
The latest dates of green-up occur in northern Siberia, northern Canada, and 
over the Tibetan Plateau, owing to low temperatures. The growing season 
onset derived from CMIP5 ESMs shows much disagreement between the 
models. Some models (BNU-ESM, BCC-CSM1) correctly reproduce the 
observed spatial pattern being the correlation greater than 0.6, other models 
have some patchy areas of agreement that lead to high correlations, while 
HadGEM2-CC and IPSL-CM5A-MR do not reproduce the observed spatial 
distribution, as confirmed by the negative correlations. 
 
 
 
Figure 4. Mean growing season onset (day) as simulated by 11 
CMIP5 ESMs and satellite observations over the Northern 
Hemisphere (30-90 ºN). For each model we masked out all the grid 
points where the seasonal amplitude is less than 0.5 (see Figure 3). 
In the box the value of root mean square error (in days) and spatial 
correlation, as computed from mean annual data and averaged over 
all the grid points, are presented for each model against the 
observations. 
 
The models that correctly reproduce the green-up spatial pattern show an 
overestimation of the onset day, namely these models generally predict later 
onset values, particularly over the boreal forests of Siberia. This leads to the 
large RMSE values found for the onset in most of the models. The exception is 
  70 
BCC-CSM1 which predicts slightly earlier onset values over Northern-Eastern 
Asia compared to satellite observations. It should also be noted that IPSL-
CM5A-MR shows a green-up date of about 1 month over the whole Northern-
Eastern Eurasia, while satellite data shows that the green-up occurs after 5-6 
months, and this explains the large RMSE found for this model.   
Considering GFDL-ESM2G, this model shows a larger onset date in the few 
“non-masked” grid points, while a large area of Eurasia and Northern America 
shows a seasonal amplitude less than 0.5. This suggests a problem in the 
initialization of the vegetation during the spin up phase: in fact the GFDL land 
model only allows coniferous trees to grow in cold climates, i.e. deciduous trees 
and grass do not grow in these cold regions. As a result, coniferous trees are 
established in areas where there should be tundra or cold deciduous trees, and 
therefore the seasonal amplitude is lower than expected.  
Satellite data shows that the dates of vegetation senescence (Figure 5) 
occur in reverse order of the green-up onset, namely the green-up wave 
progresses northwards and dormancy wave progresses southwards. The 
discrepancies between models and satellite observations are even higher on 
the growing season dormancy, with most of the models failing to reproduce this 
pattern. Considering all the 11 ESMs only BNU-ESM, INMCM4, and CanESM2 
have a dormancy distribution similar to the observed pattern, the spatial 
correlation being larger than 0.4. However, BNU-ESM and INMCM4 
overestimate the offset date, and it explains the large RMSE error found for 
these 2 models. Contrarily, HadGEM2-CC, IPSL-CM5A-MR and MPI-ESM-MR 
show a slight negative spatial correlation, the latter 2 also having a large RMSE. 
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Figure 5. Mean growing season dormancy (day) as simulated by 11 CMIP5 
ESMs and satellite observations over the Northern Hemisphere (30-90 ºN). For 
each model we masked out all the grid points where the seasonal amplitude is 
less than 0.5 (see Figure 3). In the box the value of root mean square error (in 
days) and spatial correlation, as computed from mean annual data and 
averaged over all the grid points, are presented for each model against the 
observations. 
  
Compared to other CMIP5 models, GFDL-ESM2G has a smaller RMSE than 
the average. However it should be noted that it has been computed considering 
only a few grid points, due to the incorrect representation of the seasonal 
amplitude.  
Looking at the satellite data, the growing season length is found to increase 
dramatically with decreasing latitude (Figure 6). It is the shortest in central and 
eastern Siberia along the Arctic coast, with a duration of only 3 months. In 
contrast, most of Europe, Eastern China and Southern North America have long 
growing seasons. The growing season length shows better agreement between 
satellite data and models, although individual models still exhibit large errors in 
reproducing the observed the spatial pattern. In spite of the high variability in 
onset and dormancy, the individual model performance somehow improves on 
the growing season length. This could be related to a compensation of the 
errors of models in simulating the onset and offset dates. 
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Figure 6. Mean growing season length (days) for 11 CMIP5 ESMs and satellite 
observations over the Northern Hemisphere (30-90 ºN). For each model we 
masked out all the grid points where the seasonal amplitude is less than 0.5 
(see Figure 3). In the box the value of root mean square error (in days) and 
spatial correlation, as computed from mean annual data and averaged over all 
the grid points, are presented for each model against the observations. 
 
Looking at the spatial pattern, the best results are found in BNU-ESM, 
INMCM4, CESM1-BGC, NorEMS1-ME, MIROC-ESM and CanESM2, being the 
correlation systematically greater than 0.5. Besides, in the few grid points 
covered by deciduous forests GFDL-ESM2G shows a good agreement with 
satellite GSL and this explains the relative high correlation and low RMSE 
compared to other ESMs. Consistent with previous results, HadGEM2-CC and 
IPSL-CM5A-MR show a negative correlation, indicating the inability of these 
models to reproduce the observed spatial variability. In addition HadGEM2-CC 
and IPSL-CM5A-MR also show the highest RMSE for the GSL, the IPSL-CM5A-
MR error being almost 3 times larger than the lowest RMSE found in CanESM2.  
 
3.3 Temporal Trends 
Quite a few models predict an overall increase of LAI with time in most of the 
Northern Hemisphere, which is consistent with the satellite observations 
(Figure 7) which show a greening over the whole Eurasia and almost no 
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negative trend over the Northern Hemisphere, with a small exception over 
western North America and few locations in the Eurasian boreal forest.  
 
 
Figure 7. Observed and simulated LAI trends (%) computed over the 
period 1986-2005 for 11 CMIP5 ESMs and satellite observations 
over the Northern Hemisphere (30-90 ºN). For each model we 
masked out all the grid points where the seasonal amplitude is less 
than 0.5 (see Figure 3). The value in the box represents the spatial 
correlation between modeled and satellite mean annual values 
obtained by averaging over all the grid points. 
 
 
From the whole compendium, BNU-ESM, GFDL-ESM2G, HadGEM2-CC and 
NorESM1-ME display the highest increase in LAI (see also Figure 1), mostly 
over the eastern coast of North America, Europe and the boreal forest of Asia. 
IPSL-CM5A-MR, MIROC-ESM, BCC-CSM1 and INMCM4 have an intermediate 
signal with the increase shown over the same regions, and some patchy areas 
where LAI decreased. We found that none of the models were able to 
reproduce the correct spatial pattern, the spatial correlation being close to 0 for 
almost all the models, except MIROC-ESM, which shows a positive correlation 
of 0.15. 
The models also show a general increase in the growing season length, with 
patchy areas where it decreases (Figures 8). It is clear that from the 11 ESMs, 
those that perform better at calculating the growing season (both on the onset 
and dormancy) and LAI also do better for the trends, despite there being no 
spatial correlation between CMIP5 models and satellite data.  
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Figure 8. Observed and simulated GSL trends (days/year) computed over the 
period 1986-2005 for 11 CMIP5 ESMs and satellite observations over the 
Northern Hemisphere (30-90 ºN). For each model we masked out all the grid 
points where the seasonal amplitude is less than 0.5 (see Figure 3). The value 
in the box represents the spatial correlation between modeled and satellite 
mean annual values obtained by averaging over all the grid points. 
 
4. Discussion 
Results show that all coupled models correctly reproduce the spatial pattern 
of LAI (Figure 2), although an overall overestimation is found (Figure 1). GFDL-
ESM2G clearly shows a strong overestimation over the Northern Hemisphere. 
Such overestimation in boreal forest is related to the substitution of tundra with 
coniferous forests; this result is supported by the low seasonal amplitude found 
over the whole Northern region of Eurasia.  
Table 2 reports the comparison of simulated LAI and the leaf phenology, 
averaged over the whole domain of interest, against satellite observations. 
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Table 2. Average LAI, onset, dormancy and growing season length 
average for the Northern Hemisphere for each model and satellite 
observations. The values for dormancy and length based on GPP are 
presented in brackets. 
Model LAI Onset Dormancy Length 
     
BCC-CSM1 1.54 126 300 (274) 174 (146) 
BNU-ESM 1.75 132 320 (280) 188 (148) 
CanESM2 0.8 163 312 (295) 149 (149) 
CESM1-BGC 1.2 117 340 (305) 223 (190) 
GFDL-ESM2G 2.7 156 325 (304) 169 (152) 
HadGEM2-CC 1.17 132 317 (279) 185 (132) 
INMCM4 1.0 125 325 (289) 200 (164) 
IPSL-CM5A-MR 1.68 77 340 (276) 263 (131) 
MIROC-ESM 1.66 151 301 (276) 150 (130) 
MPI-ESM-MR 1.35 134 333 (274) 199 (147) 
NorESM1-ME 1.3 120 339 (303) 219 (186) 
LAI3g 0.83 138 289 151 
 
Looking at Table 2, it is clear that all the models overestimate not only the 
average LAI, but also the mean dormancy and length of the growing season, 
while the onset shows much agreement between model means and 
observations (Table 2). Satellite LAI average for the Northern Hemisphere is 
0.83 while LAI from the models varies between 0.8 to 2.7. Growing season 
onset was earlier in 8 of the 11 models, while dormancy came between 11 to 51 
days later in the models.  
However, when the GSL period is calculated based on the gross primary 
production (GPP) the modeled values become much closer to the satellite 
values, with an average growing season length of 152±20 days, very similar to 
the 151 days from the satellite data. The same consideration is also valid for the 
growing season dormancy: in particular, looking at the spatial pattern, when the 
offset is computed using the GPP instead of the LAI, all the models show a 
geographical distribution very similar to the observations (Figure 9). This is 
confirmed by a relevant decrease in the RMSE values and an increase in the 
spatial correlations compared to results of Figure 5. These results suggest that 
the leaves in the models remain for longer than they should (discussed later). 
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Figure 9. Mean growing season dormancy (day) as simulated by 11 CMIP5 
ESMs and satellite observations over the Northern Hemisphere (30-90 ºN) 
computed using the GPP. For each model we masked out all the grid points 
where the LAI seasonal amplitude is less than 0.5 (see Figure 3). In the box the 
value of root mean square error (in days) and spatial correlation, as computed 
from mean annual data and averaged over all the grid points, are presented for 
each model against the observations. 
 
Although the wet bias found in most of the analyzed CMIP5 models could 
explain the positive bias in LAI, this overestimation of the mean LAI is 
consistent with results from the uncoupled models (Table 3), suggesting that it 
is unlikely that differences in climate in the coupled models are solely 
responsible for this positive bias. This general overestimation could also be 
explained by a combination of underestimation of observed LAI, likely due to a 
saturation of satellite instrumentation, particularly on areas with dense 
vegetation, and by missing parameterizations of disturbances in the models 
(e.g. pollution, insect attack, nutrient limitation, grazing, fire dynamics), which 
leads to a larger amount of carbon stored in the biomass, which, in turn, leads 
to a larger LAI. The combination of these two effects explains why we found a 
relevant overestimation of simulated LAI in both coupled and uncoupled 
models. 
The geographical pattern of average LAI is also similar between coupled and 
uncoupled models [78]. The overestimation of LAI is found consistently over the 
boreal forest (55ºN) when compared to the satellite observations, with better 
agreement over areas with scarce vegetation. When comparing models with the 
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same vegetation model (TRIFFID vs HADGEM2-CC, ORCHIDEE vs IPSL-
CM5A-MR and CLM vs NorESM1 or CESM1-BGC) there are little differences in 
the distribution of LAI, suggesting that climatic variations in the coupled models 
are less important in controlling the distribution of LAI than having the correct 
vegetation distribution.  
The onset patterns are similar among all coupled and uncoupled models, 
with the latest onset occurring over the boreal region. The similarities are even 
stronger over the dormancy where all models display a general overestimation 
over the boreal region, possibly explained by the late leaf shed in all models 
[99].  
These results suggest that both coupled and uncoupled models predict a 
later dormancy (day) and a longer growing season length in comparison to 
satellite observation (Table 3). It seems that leaves in the models remain for 
longer than they should. However the late dormancy is not in line with the 
vegetation photosynthetic activity: in fact, when the same methodology to 
calculate the end of the photosynthetic active period was applied to the gross 
primary productivity (GPP), we found that the dormancy began at 277±7 days in 
the uncoupled models and 287±13 days in case of CMIP5 models, which is 
remarkably earlier than previously predicted by LAI, and much closer to the 
observed value of 289 days. It is evident that all models are keeping inactive 
leaves for longer than they should, which does not have any impact on the 
carbon cycle but could potentially modify surface radiation budget and turbulent 
fluxes, affecting therefore the PBL dynamics, which in turn could lead to 
potential bias in lower atmospheric dynamics simulated by ESMs. In addition to 
those ESMs having an interactive tropospheric chemistry component, the 
presence of inactive leaves could modify the deposition fluxes that strongly 
depend on the area of the canopy [11]. Conversely, the longer offset simulated 
by offline models does not affect simulation results since the climate is provided 
as input data and the feedbacks between the land surface and the atmosphere 
are not taken into account. 
 
Table 3. Comparison of coupled and uncoupled ensemble means of LAI and 
phenology averaged over the Northern Hemisphere (30-90 ºN).  
  LAI Onset Dormancy Length 
Uncoupled 1.55 ± 0.45 119 ± 36 324 ± 16 (277±7) 205 ± 49 (137±20) 
Coupled 1.47 ± 0.51 130 ± 23 323 ± 15 (287±13) 193 ± 34 (152±20) 
LAI3g 0.83 138 289 151 
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Looking at the LAI trends, all the coupled models show a clear greening over 
the whole Northern America and Eurasia, consistent with satellite data, while 
not all the offline models show the same pattern over the high latitudes of the 
Northern Hemisphere. Considering all the ESMs, the greening of the high 
latitudes is likely driven by positive temperature trend (Figure 1) but in some of 
the offline models we observe a browning over the same region, suggesting 
that offline modelled LAI is also sensitive to moisture changes, as most of the 
browning occurs over areas where precipitation shows a decrease (not shown).  
The previous similarities between coupled and uncoupled models, similar 
geographical distribution of LAI with higher values than the satellite data, and 
an extended growing season mostly driven by a later dormancy all suggests 
that the correct initialization and distribution of vegetation in the models is the 
most important feature in the correct representation of LAI. Nevertheless 
climatic variables, temperature in particular, have proven to be the main drivers 
of changes over time [100].  
5. Concluding Remarks 
We compared LAI from 11 Earth-System Models from CMIP5 against 
satellite data and uncoupled models from part I, for the Northern Hemisphere 
during the 1986-2005 period. We compared the mean annual LAI, the spatial 
pattern of LAI and the onset, dormancy and length of the growing season. Our 
results show that models consistently overestimate the mean value of LAI, and 
also have an increased growing season, mostly due to a later dormancy. This is 
consistent with the finding on the uncoupled models.  
We conclude that validating LAI in each model against satellite observations 
should be a fundamental step for all modelling groups, and this process is more 
central than the correct LAI parameterization against climate. This is essential 
since changes in LAI have been used to show the existence of an increased 
growing season over the last decades, and since LAI is a fundamental 
parameter in all models, required to correctly calculate the hydrological, 
energetic and carbon fluxes. 
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Chapter 3. Comparing model results against observations at 
multiple scales in the tropics.  
 
3.1 Summary 
One of the most challenging tasks to model the land C cycle is the evaluation of 
the results over the tropics. This is due to fewer observations being available 
(e.g. Fluxnet sites over the tropics represent about a quarter of the total, and 
most of them started over the last 10 years), the signal from satellite products 
usually becomes saturated over dense forest and because our understanding of 
the underlying driving processes (i.e. soil moisture storage) is also limited 
(Poulter et al. 2009).  Additionally, LUC and biomass burning also play a pivotal 
role in regulating C emissions and uptake over the tropics, representing up to 
29% of the total human C emissions to the atmosphere (Fearnside, 2000).   
 This means that evaluating the modelled results against available 
observations over the tropics is a key step in order to improve our 
representation of the land C cycle in all DGVMs. The discrepancy between 
observations and model results may shed a light onto missing or 
misrepresented processes and will help to reduce uncertainty in future 
predictions.  
 This chapter is comprised by two parts, each of them evaluating the C 
cycle at a different scale over the tropics. The first scale is the African continent 
and it is the result of my collaboration on the paper by Valentini et al. (2013). 
The paper compiles information about the C cycle from a vast number of 
sources, I was responsible for the analysis of the output from the TRENDY 
DGVMs. Here I present a similar analysis to those results, where I compared 
the NEP flux from the models against atmospheric CO2 inversions, but for a 
longer time period (1990-2009) than the original analysis (2000-2009) and 
present a brief discussion expanding on the main paper by Valentini et al. 
(2013) results.  
 The second part of the chapter is the evaluation of the observed C 
stocks (vegetation and soil) for the country-scale case study of Mexico. These 
results are part of a submitted paper (Murray-Tortarolo et al. in progress) where 
I evaluated the present C stocks and calculated the predicted change in past 
and future stored C. This is a fundamental missing piece of information for 
policy-makers in the country, as no previous study has investigated the land-C 
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cycle of the country using a processed based approach. The paper is included 
fully as part of this chapter. 
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3.2 Africa: continent level estimates 
3.2.1 Introduction 
 Africa plays an important role in the global C budget. For example 17% 
of global carbon emissions from land-use change, over half of the global gross 
fire emissions and about half of the interannual variability of the global carbon 
balance have been attributed to Africa (Williams et al., 2007; Canadell et al., 
2009b; van der Werf et al., 2010). About a third of the tropical biomass carbon 
sink (or 16% of the total terrestrial carbon sink) over the period 2000-2005 is 
thought to be due to the African tropical forests (Lewis et al., 2009, Malhi and 
Grace, 2000).   
 In spite of the importance of this continent to the global C cycle, 
estimates of NEP and NBP for the African forests remains insufficient for 
accurate estimation and in comparison to other world regions (Ciais et al., 
2009). The same is true for other important land cover classes in Africa, such as 
savannahs, shrublands, crops and wetlands.   
 However new products that account for the C exchange between the 
land and the atmosphere became available in recent years. One of these 
products is the atmospheric inversion of CO2. These consist of an inversion of 
an atmospheric transport to predict the exchange of CO2 between the land and 
the atmosphere and can account for the flux coming from different sources (e.g. 
human, natural). Results from five early inversions (done in the 1990’s) suggest 
that Africa was CO2 neutral (Williams et al. 2007), however these products has 
been deeply refined in recent decades and several more have became 
available.  
 On the other hand, few DGVM studies have explored the African carbon 
cycle and its response to climate, CO2 and land use change drivers. For 
example, applying the model ORCHIDEE with dynamic vegetation disabled, 
Ciais et al. (2009) simulated a source-sink shift in the continental C balance 
from +0.14 PgC y-1 in the 1980s to -0.13 PgC y-1 in the 1990s. Nevertheless, 
new results from the TRENDY model compendium are available, which also 
cover the African region (Sitch et al. 2015).  
 The objective of this chapter is to compare modelled NEP results with 
atmospheric inversions for Africa over the period 1990-2005 and to evaluate the 
results from the TRENDY DGVMs.  
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 These results extend on my collaboration to the paper by Valentini et al. 
(2013) and a comparison between the two is included in the discussion. Here 
one important caveat must be mentioned, in order to be consistent with the 
procedure of Valentini et al. (20130), I used NEP from the TRENDY runs V1, 
which are the same than the paper. Nonetheless, these runs do not include 
LUC, which is needed in order to compare NEP with the atmospheric 
inversions. I derived a LUC mean value for Africa based on the main paper. 
However, the new runs (V2 and V3) include a representation of LUC and would 
be a better fit for comparison, but are not presented here to maintain 
consistentcy.  
 
3.2.1 Methods 
Datasets 
DGVMs: I used data from 9 DGVMs from the TRENDY compendium (Sitch et 
al. 2015) for the S2 simulation, which is forced by climate and atmospheric CO2. 
I used NEP for the period 1990-2005. I calculated the model ensemble as the 
mean of all models and the uncertainty as the standard deviation. I also plotted 
the individual model NEP for the same time period. To compare NEP with the 
atmospheric inversions I derived a mean value for LUC from Valentini et al., 
(2013). 
 Inversions: I used the mean annual CO2 posterior flux from atmospheric 
CO2 inversion from 10 different products from Peylin et al. (2013) for the period 
1990-2005. The uncertainty was calculated as the standard deviation across 
products. The data was corrected by the land/sea fraction and regridded to a 
common 1x1 grid (TRENDY grid) for easier comparison.  
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Data analysis 
I calculated the mean and gridded-mean NEP flux for the period 1990-2009. 
The long-term gridded trend was computed as the linear trend of NEP against 
time in each pixel, while the continental-level long-term trend was computed 
from the yearly means. I also computed the spatial correlation (area weighted) 
between the annual means, and the long-term trend across products.  
 
3.2.2 Results 
Both the inversions and the models represent Africa as a sink of C, however I 
found an estimate for the land C flux much larger for the models than the 
inversions (0.4 ± 0.3 vs. 0.06 ± 1.3 PgCyr-1, respectively). This is primarily due 
to the fact that the inversion estimate does include land use changes C fluxes 
while the DGVM estimates used here do not account for LUC. Including the 
LUC central estimate (0.32 ± 0.05 PgC yr-1) reduces the discrepancy between 
top-doan and bottom-up models to almost the same value. 
  I also analysed the variables spatially and temporarily. Spatially I found 
a similar sink (~50 gCm2yr-1) for most of the continent with marked regional 
discrepancies: inversions showed a sink of C for central and east Africa, but a 
source of C over the Sahel region and the Congo basin (Figure 3.1 a, d). The 
model ensemble displays a sink of C almost everywhere, with the greatest 
values in central Africa. The clear differences in the uptake lead to a small 
spatial correlation between products (r=0.23).  
 There are also great discrepancies in the spatial trend over these 20 
years. The inversions display higher C-fluxes to the atmosphere for most of the 
continent, particularly over the source regions. On the contrary the models 
predicted an increasing sink almost everywhere, with the exception of the Sahel 
(Figure 3.1 b, e). In term of the IAV, both products predict opposite patterns. 
The inversions showed a change of phase from being a source in 1991-2000, to 
a sink in 2001-2009, while the models simulated a sink of C for every year 
(Figure 3.1. c, f)
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Figure 3.1. Land C flux (left), trend (middle) and annual mean (right) for 
atmospheric CO2 inversions (top) and modelled NBP (bottom). For all cases a 
negative value represents a sink of C by the land.  
 
3.2.3 Discussion 
Both the DGVMs and the inversion indicate that Africa as a continent was a sink 
of C over this 20 year period, as reported in Valentini et al. (2013). However my 
results also show that there is great discrepancy between the values and the 
long-term trend, likely coming from the uncertainty in each product. For the 
particular case of the atmospheric inversions, the lack of CO2 measuring 
stations (only 7 in the whole continent) and the challenging modelling of the 
ITCZ leads to large errors (SD of all inversions) of ±1.3PgC. For the case of the 
models, the estimates were more constrained, with 8 out of 9 predicting a sink 
of C and while the error is smaller (± 0.3 PgC) there are clear differences 
among models, particularly for the Sahel, where some models display the 
region as a source of C, much like the inversions (Figure 3.2). In addition, the 
S2 run -used here in the DGVMs- does not include LUC, which could explain 
why the continent-level estimates are higher than the inversions.  
 The major source of discrepancy comes from two regions: the Sahel and 
the Congo Basin. I compared the results against local field-sample studies. The 
Sahel has been experiencing an increase in drought and longer dry season 
lengths over recent years (1960-2010), which in turn has led to a decrease in 
species richness and biomass (Gonzales et al. 2012). While both modelled 
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ensemble and inversions predict a decreasing land-C flux trend, the individual 
models differ in their response. Human induced climate change has been 
attributed to be the main driver of this change since 1990s (Epule et al. 2013), 
but the effect of changing rainfall over vegetation processes on the area is not 
linear (Hein and De Ridder 2006).  
 The second region of discrepancy is the Congo Basin. This region has 
the highest C density of Africa and recent studies found a decrease in 
photosynthetic activity due to moisture limitations over the past 10 years (2000-
2010) (Zhou et al. 2014). This pattern was better represented in the 
atmospheric inversions (a positive trend) than in the individual models, which all 
calculated a sink. A deeper model analysis is needed to understand why 
models fail to reproduce this decline, but is likely that the models misrepresent 
the effect of drought over the tropical wet forest (Sitch et al. 2008).   
 My results build up on Valentini et al. (2013) and suggest the need to re-
asses the C cycle over Africa with DGVMs that include LUC and are better 
parametrized for their drought response. 
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Figure 3.2. Africa gridded NBP for each individual model for 1990-2009. 
For all cases a positive value indicates a source of C into the 
atmosphere.  
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Abstract 
We modelled the carbon (C) cycle in Mexico with a process-based approach.  
We used different available products (satellite data, field measurements, 
models and flux towers) to estimate C stocks and fluxes in the country at three 
different time frames: present (defined as the period 2000-2005), the past 
century  (1901-2000) and the remainder of this century (2010-2100). Our 
estimate of the gross primary productivity (GPP) for the country was 2137 ± 
1023 TgC yr-1 and a total C stock of 34,506 ± 7483 TgC, with 20,347 ± 4622 
PgC in vegetation and 14,159 ± 3861 in the top 20 cm of soil.  
 Contrary to other current estimates for recent decades, our results 
showed that Mexico was a C sink over the period 1990-2009  (+31 TgC yr-1) 
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and that C accumulation over the last century amounted to 1210 ±1040 TgC. 
We attributed this sink to the CO2 fertilization effect on GPP, which led to an 
increase of 3408 ± 1060 TgC, while both climate and land use reduced the 
country C stocks by -458 ± 1001 and -1740 ± 878 TgC, respectively.  Under 
different future scenarios the C sink was likely to continue over 21st century, 
with decreasing C uptake as the climate forcing became more extreme. Our 
work provides valuable insights on relevant driving processes of the C-cycle 
such as the role of drought in marginal lands (e.g. grasslands and shrublands) 
and the impact of climate change on the mean residence time of C in tropical 
ecosystems. 
  
1 Introduction 
The global carbon (C) cycle has been altered by anthropogenic activity with the 
release of CO2 into the atmosphere through fossil fuel burning and land use and 
land cover changes since the industrial revolution (Keeling et al., 1995). As a 
consequence C stocks have increased in the atmosphere, land and oceans. 
About 50% of the annual anthropogenic emissions are sequestered in the 
marine and terrestrial ecosystems (Le Quéré et al., 2014). In the latter, the 
atmospheric CO2 increase has led to greater gross primary productivity (GPP), 
as a result of the fertilization effect on the plants’ photosynthetic machinery, 
hence leading to higher C storage (Norby et al., 2005). However GPP and the 
net biome productivity (NBP) display high interannual variability due to the 
effect of climate variability on vegetation processes (e.g. plant production and 
water use, growing season extension, fire, drought induced mortality) (Sitch et 
al., 2015). 
  The interaction among climatic forcing, atmospheric CO2 and terrestrial 
C remains one of the main uncertainties in our understanding of the global C 
cycle and in our ability to model it, particularly concerning future projections. 
Different authors have documented contrasting qualitative and quantitative 
results regarding the future evolution of the land C cycle. These range from a 
strong future C sink due to a longer growing season in the Northern 
Hemisphere and the CO2 fertilization effect, to C sources from drought-induced 
tropical forest dieback and temperature-induced enhancements in mid-latitude 
soil respiration (Friedlingstein et al., 2006; Cox et al., 2000; Friedlingstein et al., 
2013).  
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 These differences in the future of land C arise from two sources: the 
strength of the carbon cycle feedbacks (driven by the sensitivity of land C to 
atmospheric CO2 increase and climate change) and the poor representation of 
smaller-scale processes (e.g. disturbance) in the models (Ciais et al., 2013). 
Thus, regional studies are growing in importance to close the gap in our 
knowledge. These use finer resolution climate information and other data 
sources from the field (e.g. site-level carbon stocks), from satellites, and 
ecosystem-level information for particular regions. An example is the Regional 
Carbon Cycle Assessment and Processes (RECCAP) initiative, which has 
promoted studies on drivers of the land C cycle in different regions worldwide 
(e.g. Dolman et al., 2012; Gloor et al., 2012; King et al., 2015; Piao et al., 2012; 
Valentini et al., 2014), but further work is needed at finer scales (e.g. country 
level) (Enting et al., 2012).   
 In this context, we centred our investigation on Mexico’s C cycle. Until 
now, studies on the C stocks or fluxes at the country level have been estimated 
from changes in vegetation C due to land use change (Masera et al. 1997; 
Cairns et al. 2003) and less frequently soil C has been incorporated in the 
calculations (de Jong et al. 2010). While these studies provide important 
insights on the processes driving the C-cycle (e.g. LUC), they place Mexico as a 
source of C (Pacala et al. 2007), which may be a biased conclusion derived 
from estimating C fluxes from biomass change only (Table 1). This approach 
results in that important ecological processes are not taken into account, such 
as the effect of CO2 fertilization on GPP or the impacts of climate change. In 
contrast, results from global models and atmospheric CO2 inversions place the 
country as a sink of C (Hayes et al., 2012; King et al., 2012), but they lack an 
understanding of the driving mechanisms of change. Hence, a more 
comprehensive understanding of the C balance in Mexico is needed, to aid in 
policy formulation and to identify regions that may provide important ecosystem 
services like C sequestration. 
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Table 1: Different estimates for the land C-flux of the country. A negative sign 
indicates a source to the atmosphere and a positive a sink.  
Land C Flux estimates 
Author(s) Years Method Estimate (total) 
TgC yr-1 
Masera et al. 1997 1985-1987 
Changes in  
vegetation cover -52.6  
Cairns et al. 2000 1977-1992 
Changes in  
vegetation cover* -18.6 
De Jong et al. 
2010 1993-2002 Inventory-based -18.4 
Haynes et al. 2011 1993-2002 Inventory-based -18.4 
Haynes et al. 2011 2000-2006 Forward models 29.0 
Haynes et al.  
2011 2000-2006 Inverse models 8.7 
This work 1990-2009 
DGVMs 
Atmospheric Inversions 
LUC-only 
31.4 
21.4  
-19.5  
This work 1901-2009 DGVMs  12.1 
*This estimate only accounts for part of the South of Mexico 
 
In this study, we provide a country level perspective of the C cycle in 
Mexico and use different products and complementary approaches to estimate 
C stocks and fluxes over three different time frames: the present (2005-2009), 
the last century (1901-2000) and the remainder of this century (2010-2100). 
The country represents a unique opportunity to compare the different 
approaches, due to the high variety of climates and vegetation (Challenger, 
1998), which includes a wide range of land cover types (Figure 1). Thus, in 
addition to the country level analysis, we can compare estimates and products 
by land cover type. Additionally, the high environmental heterogeneity allows 
that multiple processes that drive the C cycle globally can be found at a smaller 
spatial scale (e.g. fire, drought, tropical deforestation); thus, providing insights 
on the global drivers of the land C.   
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Figure 1. Observed Precipitation (mmyr-1), Temperature (ºC), and Land 
Cover Types for Mexico (mean of 2000-2005). Agric: Croplands, BroEv: 
Broadleaf Evergreen Forest, BroDe: Broadleaf Deciduous Forest, NedEv: 
Needleleaf Evergreen Forest, G/S: Grassland/Shrubland. 
 
 We address the following research questions for the different time 
periods under consideration: 
1. Present-day: What are the magnitudes of C stocks and fluxes at the 
country level? How do they vary geographically and by land cover type? 
How do the estimates with the different approaches compare? 
2. Past: How have C stocks and fluxes changed over the last century? How 
do these relate to changes in atmospheric CO2, precipitation, 
temperature and land use?  
3. Future: How are C stocks and fluxes projected to change over the 21st 
century under different climate-change scenarios?  
 
2 Methods 
2.1 Datasets  
Climate: We used observed temperature and precipitation data from CRU 
v3.1 (Harris et al., 2013). We expressed the change over time as the total for 
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the last century. These data were also used to force the Dynamic Global 
Vegetation Models (DGVMs) (Figure 1). 
Land cover: we used the observed vegetation dataset by Ramankutty and 
Foley (1999). This was derived from satellite data and contains 18 different 
categories (Figure 1). Ten categories were present in Mexico (Sup. 1). In order 
to simplify the analysis, we aggregated the vegetation into five broad 
categories: broadleaf evergreen forest, broadleaf deciduous forest, needleleaf 
evergreen forest, grassland/shrubland and croplands (Figure 1d).  
DGVMs: We used vegetation C, soil C, heterotrophic respiration (Rh), GPP 
and the net biome productivity (NBP) from an ensemble of 9 DGVMs (Sup. 2) 
from the TRENDY v2 project (Le Quéré et al., 2014; Sitch et al., 2015). All 
models were forced using the same input data and spin-up protocol. To 
attribute the relevant driver (CO2 fertilization, climate or LUC) of past change a 
set of factorial experiments was conducted over the period 1901-2012 where 
the effect of individual drivers and their combinations were analysed. The runs 
were: S1- CO2 effect only; S2-S1- climate effect only; S3-S2- the LULCC effect 
only, and S3 the combined effect of all drivers and their interactions. A full 
description of the experiment can be found in Sitch et al. 2015.  
 Earth System Models (ESMs): We used NBP, precipitation and 
temperature for four IPCC Representative Concentration Pathways or RCPs 
(2.6, 4.5, 6.0 and 8.5) based on an ensemble of 9 CMIP5 models common to all 
RCPs (Sup. 2) (Taylor et al., 2011). A full description of the models can be 
found in (Anav et al., 2013).  
Model Tree Ensemble (MTE): This is a data-driven model of gross 
primary productivity (GPP) based on flux tower observations, the satellite 
fraction of the active photosynthetic active radiation (fAPAR) and climate fields. 
It uses a Model Tree Ensemble (MTE) which is a machine learning system 
based on the data structure (Jung et al., 2011, 2009).  
Satellite: To estimate aboveground biomass we used annual passive 
microwave satellite-based vegetation optical depth (VOD). VOD is an indicator 
of vegetation water content of aboveground biomass and can be approximated 
to mean biomass (Liu et al., 2011, 2013). We approximated the vegetation C 
from VOD using a linear coefficient for each cover type, derived from the best fit 
to the modeled aboveground biomass. To estimate GPP we used data derived 
from MODIS v17 f. The MODIS GPP algorithm is described in Running et al. 
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(2004). A simple light use efficiency model (MOD17) is at the core of the GPP 
algorithm and it requires daily inputs of incoming photosynthetically active 
radiation (PAR) and climatic variables.  
Field data: To estimate vegetation C we used the data from the REDD-
Mexico initiative, which contains extensive field measurements from the 
National Forestry Commission (Alianza MREDD+, 2013), for the year 2004 
(Sup. 3). For soil C, we used the topsoil C concentrations (0-20 cm depth) from 
4000 sampling sites (SEMARNAT, 2002) covering most of the country; soil 
sampling was conducted between 2000 and 2006. An alternative source for soil 
C was the harmonized soil database from FAO v1.2 
(FAO/IIASA/ISRIC/ISSCAS/JRC, 2012). We multiplied C concentrations by the 
reference bulk density and the soil depth from the same database to estimate 
soil C stocks. 
Land Use Change (LUC): We used data for the agricultural fraction from 
Hurtt et al. (2011). LUC emissions were obtained from the DGVMs.  
Atmospheric inversions: for the analysis on the land C flux for the 
present-day we used the mean annual CO2 posterior flux from atmospheric CO2 
inversion from 10 different products from Peylin et al. (2013) for the period 
1990-2005. The uncertainty was calculated as the standard deviation across 
products. Due to the broad scale of the product (5x5 degrees) we only 
presented the national average and not the gridded means.  
All datasets were re-gridded to a common 1°x1° grid.  
  
2.2 Data Analysis 
 For the present-day analysis we first we computed the gridded mean 
GPP (satellite, MTE and DGVMs), soil C (field data, DGVMS and FAO) and 
aboveground vegetation C (field data, satellite and DGVMS). Then, we 
calculated those values for each land cover type and the total for the country for 
the period 2000-2005 which was common to all datasets. We also computed 
the mean NBP from all DGVMs, but for an extended time period (1990-2009), 
as this flux is strongly affected by the interanual variability of the Earth system. 
Our ‘best estimate’ for each C pool or flux was the mean across all products 
(i.e. the contribution of each product was equally weighted). The error was 
computed as the standard deviation for all years for all products pooled 
together. We also computed a spatially weighted correlation across products.  
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 For the analysis on past changes, we calculated cumulative NBP from 
the DGVMs ensemble for the period 1901-2000 (100 years) for the three 
different runs. We then attributed to environmental drivers (change in NBP for 
the run S1:CO2, S2-S1: climate and S3-S2: LULCC). We calculated the gridded 
linear change for each run and each driving factor (i.e. change in stored C by 
climate vs. precipitation and temperature trend). The mean residence time of C 
in the soil (MRT) was calculated by dividing the linear change of soil C by 
change in soil heterotrophic respiration (Rh).   
 For the analysis on future scenarios, we calculated the change in 
cumulative NBP for each RCP from the ensemble of ESMs for the 21st century 
(2010-2100). We did this by grid, by land cover type, and for the whole country. 
For the gridded plots we stippled the areas where at least 66% (6) of the 
models agreed on the sign of change in total stored C.   
 
3 Results 
3.1 Present 
Total GPP for the country was 2137 ± 1023 TgCyr-1 (Table 2). In terms of the 
distribution by land cover type, the forest areas represented 56% of the total 
GPP and the croplands and grasslands/shrublands most of the rest (44%). The 
highest GPP per unit area occurred in the broadleaf evergreen forests (2.2 ± 0.2 
kgC m-2 yr-1) and the lowest in the grasslands and shrublands (0.6 ± 0.1 kgC m-2 
yr-1; Table 2).  
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Table 2: Mean GPP, Total Area and Total GPP by Land Cover Type for the 
period 2000-2005.  
Gross Primary Productivity for Mexico (2000-2005) 
Land Cover type Mean 
kgC m-2 yr-1 
Area 
10^9 
m2 
Total 
TgC yr-1 
Broadleaf evergreen forest  2.2 ± 0.23 257 553 ± 264 
Broadleaf deciduous forest 1.2 ± 0.16 438 519 ± 356 
Needleleaf evergreen forest 1.4 ± 0.31 92 134 ± 34 
Grassland/Shrubland 0.6 ± 0.12 747 420 ± 260 
Croplands 1.2 ± 0.09 423 508 ± 210  
TOTAL 
 
1957 2137 ± 1023 
 
In terms of the country’s geography, we found the highest GPP in the South 
and Southeast with a steep decrease to the North; the lowest GPP occurred in 
north-central region (Figure 2a). The three different products (i.e. satellite, flux 
towers (MTE) and DVGMs) displayed similar GPP distributions (Figure 2b, c, d), 
with DVGMs estimating higher values over the mountainous ranges in the East 
and the West of the country and part of the central plateau. The spatial 
correlations between products were very high: satellite-MTE=0.97, satellite-
DGVMs=0.92, and MTE-DGVMs=0.91 (see also Sup. 4). 
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Figure 2: Mean GPP (gCm-2yr-1) for a) ensemble of the three products, b-d) 
individual products (Satellite, MTE and DGVMs). All maps correspond to the 
period 2000-2005.  
 
 Our estimate for the total C stock in Mexico was 34,506 ± 7843 TgC 
(Table 3), of which 20,347 ± 4,622 TgC (59%) was stored in the vegetation and 
14,159 ± 3,861 TgC (41%) was stored in the soil (Table 3).  
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Table 3: Mean (kgC m-2) and total (TgC) carbon stored in the vegetation and 
soil in each land cover type for the period 2000-2005.  
TOTAL STORED C Vegetation C Soil C Total 
Land Cover Type Mean 
kgC m-2 
Sum 
TgC 
Mean 
kgC m-2 
Sum 
TgC 
Mean 
kgC m-
2 
Sum 
TgC 
Broadleaf evergreen 
forest  22.9 ± 0.9 5884 ±1220 12.1 ± 0.4 
3100 ± 
1167 35.0 ± 1.3 
8984 ± 
2387 
Broadleaf deciduous 
forest 12.4 ± 0.5 
5431 ± 
1319 8.9 ± 0.6 
3880 ± 
1235 21.3 ± 1.1 
9311 ± 
2554 
Needleleaf evergreen 
forest 15.1 ± 0.9 1385 ± 575 10.9 ± 0.4 
1336 ± 
586 26.0 ± 1.3 
2721 ± 
1161 
Grassland/Shrubland 6.0 ± 0.7 
4482 ± 
1556 4.7 ± 0.7 
3535 ± 
1208 10.7 ± 1.4 
8017 ± 
2764 
Cropland 7.5± 0.3 
3158 ± 
1190 6.2 ± 0.5 
2635 ± 
790 13.7 ± 0l8 
5793 ± 
1980 
TOTAL 
 20,347 ± 
4622 
 
14,159 ± 
3861 
 
34,506 ± 
7483 
 
 Similar to GPP, the forested areas accounted for 60% of the total stored 
C, with 40% in grasslands/shrublands and croplands.  The broadleaf evergreen 
forest showed the highest C stock per unit area in the vegetation (22.9 kgC m-2) 
and soil (12.1 kgC m-2), whereas the grassland/shrubland the smallest (6.0 and 
4.7 kgC m-2, respectively) (Table 3, Figure 3, Sup. 5).  
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Figure 3: Total stored C in soil and vegetation (kgC m-2), ensemble from all 
products (6) for the period 2000-2005.  
 
 Vegetation C estimates from the three products (DGVMs, satellite and 
field data) were in broad agreement at the country level and by land-cover type 
(Figure 4; Sup. 5). The largest differences among products were evident in the 
grassland/shrubland, with both DGVMs and satellite-based estimates 15-24% 
higher than those obtained from field measurements, which was evident in the 
geographical distribution of C stocks (Figure 4a, b, c; Sup. 5). The spatial 
correlations between products were lower than for GPP: field-DGVMs=0.79, 
field-satellite=0.84, and DGVMs-satellite=0.74.  
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Figure 4: Top) Vegetation stored carbon for three products: field data, DGVMs 
and satellite (kgCm-2). Bottom) Soil stored carbon for three products: field data, 
DGVMs and FAO estimates based on multiple datasets (kgC m-2). Mean for the 
time-period 2000-2005. 
 
 The differences among products were greater for soil C. The field data 
estimates were on average 15% higher than with the other two products. In 
particular, the DGVMs and the FAO database appeared to underestimate soil C 
in the grasslands and shrublands in Northern Mexico, with a value 27% lower 
than the field data (Figure 4d, e, f; Sup. 5). Nonetheless, there were similarities 
in the geographical patterns across products, which depicted generally higher 
soil C towards the South and lower towards the North, particularly in the central 
region. The spatial correlations between products were generally lower than for 
vegetation C stocks: field-DGVMs=0.68, field-FAO=0.69, and DGVMs-
FAO=0.92.  
 Our results showed that Mexico was a sink of C over recent decades 
(1990-2009), gaining 31.4 ± 18.6 TgC yr-1 (Table 4).  
 
Table 4: Land C-flux to the atmosphere (NBP) for the period 1990-2009 by land 
cover type. For all cases a positive value indicates a sink and vice versa.  
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Land-C Flux for Mexico (1990-2009) 
Land Cover type Mean 
gC m-2 yr-1 
Total 
TgC yr-1 
Broadleaf evergreen forest  100.8 20.6 
Broadleaf deciduous forest -42.1 -8.9 
Needleleaf evergreen forest 22.2 1.5 
Grassland/Shrubland 55.2 21.3 
Croplands -52.2 -3.1 
TOTAL 
 
31.4 ± 18.6 
 
However, the sink was not equally distributed across land covers, with the 
broadleaf evergreen forest, the needleleaf evergreen forest and the grasslands 
gaining C, but the broadleaf deciduous forest and the croplands losing C. In 
terms of the geographical distribution of NBP, most of the country displayed 
positive values, except in areas of the Northwest and the central East of the 
country, which lost C (Figure 5). The atmospheric inversions also displayed a 
positive value for the country with a value of 21.4 ± 12.7 TgC yr-1 (Table 1).  
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Figure 5: Land-C Flux (NBP) to the atmosphere for the period 1990-2009 
(gCm-2yr-1). A positive value indicates a sink of C and vice versa. 
 
3.2 Past 
 The model results with the DGVMs showed that over the last century 
Mexico has been a C sink, during which there was an overall gain of 1210 ± 
1040 TgC. Geographically, NBP was not homogeneously distributed. The South 
and central regions of the country lost C, while brad regions towards the North 
and the Yucatan Peninsula represented a C sink (Figure 6).  
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Figure 6: Total change in land C during 1901-2000 (kgCm-2). A positive sign 
indicates C gain. dC= total change in stored C (TgC). 
 
Three drivers of these regional trends could be identified at this scale with the 
processes included in the DGVMs: a) the rise in atmospheric CO2, b) long-term 
climate variability and change, and c) land use change (LUC). a) The effect of 
elevated CO2 led to enhanced C storage across the whole of Mexico (3408 
±1060 TgC), with the highest C gain occurring over the forested regions (Figure 
7).  
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Figure 7: Change in total stored C by the effect of CO2-only over the period 
1901-2000 (kgCm-2). A positive sign indicates C gain. dC= total change in 
stored C (TgC). 
 
 b) Climate impacts were highly contrasting across the country. Thus, 
when accounted nationwide, the positive and negative effects almost 
counteracted each other, although the negative effect dominated the flux with 
emissions of -458 ± 1001 TgC. Climate led to a decrease in C storage over 
most areas of the country, with the exception of the Northeast and the Yucatan 
Peninsula (Figure 8a). Over the last 100 years, both precipitation and 
temperature showed an increase in most of the country, except for decreases in 
precipitation especially in the Baja California Peninsula in the the northwest 
(Figure 8c). The loss of C over most of the country in spite of generally positive 
climate trends was driven by a faster increase of heterotrophic respiration (Rh) 
than GPP, thus leading to a decrease in the mean residence time of soil C 
(Suppl. 8).  
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Figure 8: top) Change in stored C by the effect of climate-only for the period 
1901-2000 (kgCm-2). A positive sign indicates C gain. dC= total change in 
stored C (TgC). Bottom) change in climate (precipitation and temperature) for 
the same time-period.  
 
 c) The negative effect of LUC on total stored C (-1740 ± 878 TgC) 
occurred mostly over the South of the country and along the Gulf of Mexico and 
Pacific coasts (Figure 9a). Carbon emissions from LUC were apparently related 
to the distribution of changes in the agricultural fraction over the same time 
period  (Figure 9b).  
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 Figure 9: a) Change in stored C by the effect of LUC-only for the period 1901-
2000 (kgC m-2). A positive sign indicates C gain. dC= total change in stored C 
(TgC). b) Agricultural area change for the same time period.  
 
 Thus, when the three drivers were considered simultaneously, we found 
that the fertilization effect of CO2 on GPP during those 100 years was greater 
than the climate and LUC negative effects, resulting in a positive net C storage 
at the scale of the country.  
 
3.3 Future 
 In three out of four RCPs scenarios, the Earth System Models predicted 
Mexico to remain a C sink up to 2100; only in the most extreme scenario 
(RCP8.5), the country would become a C source. The total amount of stored C 
decreased as the radiative forcing increased, from 3.0 PgC in RCP2.6, to 2.1 
PgC in RCP4.5, to 1.5 PgC in RCP6.0 and -0.7 PgC in RCP8.5.  
 Geographically, Northern Mexico was generally a C source in all RCPs 
and at least two thirds of the models agreed on this trend (Figure 10). As the 
radiative force increased, most of the country turned into a C source and model 
agreement also increased.  However, there was a significant uncertainty in the 
magnitude and even sign of the changes in other parts of the country, 
especially over the Yucatan Peninsula (Figure 10).  
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Figure 10: Gridded future change in total stored C for four RCPs  for the period 
2010-2100 (kgCm-2). The stippling represents areas where >66% of the models 
agree on the sign of the flux.  
 
 Under all RCPs, precipitation decreased (Sup 7) and temperature 
increased over the 21st century in the whole country (Sup 6), with the larger 
changes occurring with increasing radiative forcing. Under these scenarios, very 
likely Mexico would face drier conditions, with the North of the country drying 
faster than the South.  
 
4 Discussion 
4.1 Present 
The GPP (2137 TgC yr-1) estimated in our study for Mexico corresponds to 2% 
of the global values (Ciais et al. 2013), similar to the fraction of the land area 
the country represents. As far as we know, this is the first estimate of gross 
primary productivity at the country level combining different products. Although 
there are no site-level GPP data, there are a few site estimates of net primary 
productivity (NPP) in Mexican ecosystems and we can compare them by 
assuming NPP to be 0.5 of GPP (Farquar and Sharkey, 1982). Among those, 
Martínez-Yrízar et al. (1996) estimated an aboveground NPP of 0.6-0.8 kgC m-2 
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yr-1 in the tropical dry forest of Chamela, Mexico, similar to our findings of 0.6 ± 
0.2 kgC m-2 yr-1 for broadleaf deciduous forests. García-Moya and Montanés-
Castro (1992) estimated NPP in a semiarid grassland in central Mexico 
between 0.3 and 0.6 kgC m-2 yr-1, similar to our finding of 0.3 ± 0.2 kgCm-2yr-1 
for grasslands/shrublands. Such overall agreement provides elements to 
constrain C fluxes, although more field measurements are needed to provide 
better comparisons at the country scale.  
 The total C stock (vegetation and soil) for the country of 34,506 ± 7483 
TgC, estimated with different products (field data, DGVMS and satellite), differs 
from the 24000 TgC estimated by Masera et al. (2001) with a C accounting 
model. More recent and comprehensive estimates put the total C stock for 
Mexico at around 33000 TgC (Pacala et al., 2007), which is similar to our value. 
Interestingly, the baseline estimate of 19,000 TgC for the total C stock in forests 
by Masera et al. (2001) compares to our 20,347 TgC for forest vegetation. This 
means that the highest source of discrepancy across estimates concerns soil C, 
with our estimate of 14,159 TgC almost three times higher than Masera et al. 
(2001) of 5,000 TgC.  
Total aboveground biomass C for Mexico represents ~4% of the global 
biomass stocks (Ciais et al., 2013). Our estimates for land cover types are 
difficult to compare to field-based studies because of the coarse scale of 
resolution used in our study, which provides large-scale averages and does not 
capture the heterogeneity of land cover at the local scale. Also, difficulties arise 
when comparing with other modelling approaches because of differences in 
criteria to establish land cover classes and in the methods for calculation. 
Nevertheless, it is interesting that our mean estimate of 22.9 ± 0.9 kgC m-2 in 
the broadleaf evergreen forest is similar to the mean value of 20.5 kgC m-2 from 
Masera et al. (2001) for the same land cover, with a different modelling 
approach, and even to the 19.5 kgC m-2 reported for the Los Tuxtlas region 
from field measurements (Hughes et al., 1999). Also, our estimate for the 
needleaf evergreen forest of 15.1 ± 0.9 kgC m-2 compares to the mean 
temperate forest C stock of 12.6 kgCm-2 of Masera et al. (2001). However, it is 
important to note that field measurements by Jasso (2014) showed a range 
from 2.1 to 20.8 kgC m-2 for pine and fir dominated forests depending on 
altitude, which indicates the high degree of variability for this land cover type. 
Important discrepancies were found over the grasslands/shrublands for which 
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we estimated a mean vegetation C of 6.1 ± 0.7 kgC m-2, while field studies (e.g. 
Búrquez et al., 2010; Navar et al., 2014) estimated 1.6-4.4 kgCm-2 in the 
deserts over the North of the country.   
 Total soil C storage in the country is ~0.6% of the global stock (Ciais et 
al., 2013). This represents a smaller percentage than the other stocks and 
fluxes, because the FAO and field data used in this study included only the top 
20 cm of soil; thus, the size of the soil C stock is underestimated. Batjes (1996) 
showed that, on average, topsoil (20 cm) represents a third of the global soil C 
stock. A field study in the dry tropics of Mexico (Jaramillo et al., 2003) showed 
that 37-59% of the soil C stock was in the top 20 cm of soil in land covers which 
comprised dry and floodplain forest and pasture. In the tropical evergreen forest 
of Los Tuxtlas (Hughes et al., 2000), soil C in the top 30 cm of soil represented 
46% of the soil C stock to a 1 m depth. Thus, the amount of C stored in soil at 
the country scale is likely to be at least twice as high as estimated here and 
further work is needed to better constrain this calculation.  
 If we compare the estimates among products and consider the high 
correlations, it seems that the C stocks in the vegetation and the GPP fluxes 
are remarkably well constrained and compare favourably against field data and 
findings by other authors (Pacala et al. 2007). However, model development 
and improvement, particularly over non-forested areas, is needed, where the 
DGVM estimates showed the highest differences compared to field values.  
 Our results also showed that Mexico was a C sink over recent decades 
(1990-2009), gaining 31.4 ± 18.6 TgC yr-1. This is similar to recent calculations 
by Hayes et al. (2013) using inverse (+8.7 TgC yr-1) and forward models (29.0 
TgC yr-1) and to the result from atmospheric CO2 inversions (21.4 TgC yr-1). 
However, it is in disagreement with all inventory based calculations (Masera et 
al., 1997; Cairns et al., 2000; de Jong et al., 2010) that place Mexico as source 
of C (Table 1). The discrepancy may arise because the latter estimates are only 
based on changes in vegetation stocks, which does not take into account 
important ecosystem processes such as the effect of CO2 fertilization and the 
impacts of climate change. In other words, those estimates are closer to the 
LUC C-flux than to NBP (see Table 1). Based on our estimates and the recent 
literature, we argue that it is likely that Mexico is currently a sink and not a 
source of C, if we disregard emissions from fossil fuels. 
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4.2 Past 
Similar to the present-day, our results indicated that the terrestrial ecosystems 
in the country were a C-sink over the last 100 years, gaining 1,210 ± 1040 TgC 
in total. Such increment was driven by the CO2 fertilization effect on vegetation 
(3408 ± 1060 TgCyr-1), which enhanced GPP and subsequently biomass and 
possibly soil C to different degrees. Both the climate (-458 ± 1001 TgCyr-1) and 
the land use (-1740 ± 878 TgCyr-1) drivers showed a generalized negative effect 
on C storage. Our estimates are highly consistent with those derived from 
global models for Latin America, which show these land ecosystems as C sinks 
(Pan et al. 2011). However, during the period 1901-2000 the country’s 
emissions from fossil fuels amounted to about 10,600 TgC (Le Quéré et al., 
2014). This suggests  that only 11% of the emissions from fossil fuels were 
actually captured back into the land and emphasizes the need for more efficient 
fossil-fuel and LUC policies.  
 The lost of C over the NE of Mexico is likely driven by climate. A long-
term drought  identified  over the NE of Mexico and Southeast USA (Cayan et 
al., 2010), has led to a reduction in grassland productivity (Grover and Musick, 
1990) and the subsequent loss of stored C due to increased dry season 
intensity and length (Murray-Tortarolo et al., Submitted). However, the overall 
negative effect of climate on C storage in other regions is likely linked to its 
impact on C mean residence time (MRT; Sup. 8). The increase in temperature 
leads to a higher respiration rate and soil C loss. As the MRT decreases, it 
results in certain regions becoming a C source to the atmosphere. This source, 
nevertheless, is apparently overridden by the impact of higher precipitation on 
plant productivity in many regions of Mexico. In this sense, MRT is one of the 
main sources of uncertainty for the future of global soil C (Carvalhais et al., 
2014; Friend et al., 2014) and a more comprehensive analysis over the country, 
based on observed data, is lacking.   
Other regions which experienced C loss are linked to the impact of LUC. 
LUC accounted for a loss of 1740 TgC over this period, with most of the 
emissions (60%) occurring in forested regions and 32% in the broadleaf forests 
over the South. Interestingly, about a third of the emissions (34%) were 
accounted for in croplands. Country-level estimates by Masera et al. (1997) 
calculated the flux at 61 TgC yr-1 based on changes only in vegetation stocks 
for their baseline year in the 1980s. More comprehensive analyses including C 
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emissions from the soil C, estimated net emissions from LUC in forests of 
Mexico for the period 1993-2002 at 23.7 TgC yr-1 (de Jong et al., 2010; Hayes 
et al. 2012). Despite the different methodologies, all approaches establish that 
the highest LUC emissions fluxes have  occurred mostly over the South of 
Mexico.  
 When the effects of all drivers were considered, the models showed that 
changes in climatic variables had a smaller impact on stored C than LUC during 
the period 1901-2009. This was due to the fact that the impacts of LUC were 
consistently negative on all land cover types, whereas climatic variables 
showed a heterogeneous effect (i.e., positive and negative) on the land cover 
types, which are differentially distributed over the country. Notably, climate 
trends alone have promoted C capture in broadleaf forests during the past 100 
years, but this was overridden by LUC. However, there is no evidence from field 
measurements to support or disprove this claim. While there are studies on the 
consequences of LUC on C pools at the site and regional levels (Hughes et al. 
2000; Jaramillo et al. 2003; de Jong et al. 2010), there is very little work on the 
effect of climate change on NBP over Mexico (e.g. Dai et al., 2014), making this 
a fundamental missing piece in our understanding of C cycle at local to regional 
scales. This is particularly important because the DGVMs used here are poorly 
constrained for their drought response (Morales et al., 2007; Sitch et al., 2003), 
a key process for the C balance over the arid regions of Mexico 
(grasslands/shrublands), which cover about 40% of the land area.  
 
4.2 Future 
 In three out of four scenarios, Mexico represents a potential C sink in the 
remaining of this century. It is only in the scenario with the highest temperature 
and lowest precipitation (RCP8.5) that the country actually turns into a C 
source. While the CO2 fertilization dominates the magnitude of the sink across 
all RCPs, the effect of climate becomes more negative and predominant as the 
RCP becomes more extreme (Table 5). Similar modelling results have been 
found at the global scale, with an increasing climate-carbon feedback as the 
future scenario becomes more extreme (Cox et al., 2000; Friedlingstein et al., 
2006).  
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Table 5: Sensitivity of carbon to climate in four RCPs for the whole country. dC: 
change in total stored C, dT change in temperature, γ: Change in the Land-C 
flux relative to the change in temperature, γo land carbon sensitivity to climate 
in the past. A negative γ-γo implicates a less positive or negative effect of 
climate in the land-C-flux in the future compared to the present.  
Period/RCP dC dT γ γo-γ 
 
PgC ºK PgC/ºK PgC/ºK 
1901-2000 1.2 0.88 1.36* 
 
RCP2.6 3.0 2.4 1.25 -0.11 
RCP4.5 2.1 3.6 0.58 -0.78 
RCP6.0 1.5 4.5 0.33 -1.03 
RCP8.5 -0.7 6.1 -0.21 -1.57 
 
 
 Important considerations should be taken into account. The CO2 
fertilization effect is likely limited not only by climate, but also by the effect of 
limiting nutrients on C uptake –a process that is not considered in many Earth-
System-Models (ESMs) (Reich et al., 2014, 2006) or by more severe fires as a 
result of more intense and recurrent ENSO (Yocom et al., 2010).  Additionally, 
as shown by the past trends, a decrease in the MRT of soil C can change an 
ecosystem from a C-sink into a source. There is a lack of field information to 
estimate MRT and its response to temperature and soil moisture to fully 
understand the implications for the future of stored C, especially in tropical and 
sub-tropical ecosystems.  
  
5 Final considerations 
We quantify different aspects of the C cycle for Mexico (GPP and the total land 
C flux, as well as vegetation and soil C stocks) using different products over 
three time periods. As far as we know, this is the first time these pools and 
fluxes have been quantified for the whole country with a process-based 
approach. It takes into account different drivers (e.g. CO2, climate and LUC) 
and provides a more realistic estimate of the C cycle for the country. 
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Additionally, we quantify fluxes (e.g. GPP and NBP), not previously estimated at 
the country scale.  
 Contrary to other inventory-based estimates  (de Jong et al. 2010; 
Pacala et al. 2007; Hayes et al. 2012), our analysis shows that over the last 100 
years and recent decades the country was a C sink. Our results suggest this is 
mainly due to the positive effect of CO2 fertilization and to precipitation and 
temperature changes in some regions. This pattern is likely to persist, although 
with a diminishing trend, over the remaining part of the century. Such a sink 
however only accounts for 11% of C emissions from fossil fuels during the 
period, which clearly points towards the need of more fuel-efficient policies and 
emissions controls.  
 Our work also identifies the need to study the role of drought in marginal 
lands (e.g. grasslands and shrublands) and to determine soil carbon 
MRT in tropical ecosystems. Finally, as we used data coming from global 
sources (e.g. DGVMs, ESMs, satellite), the methodology proposed here 
can be used to analyse the full-C cycle of regions elsewhere.  
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The third part of the thesis is guided by the analysis of processes that drive 
global NBP and NPP. As shown in chapter 1 (introduction), several different 
drivers can alter the rate at which C is exchange between the biosphere and the 
atmosphere. They have been studied at great detail at multiple scales, however 
large uncertainty remains on the relative contribution of each driver to the total 
change in NBP at regional scales. Moreover some of the relationships (i.e. 
precipitation and NPP) are non linear and a more in depth study is needed to 
fully understand how they interact and the implications this can have for the 
future.  
 Two chapters comprise the second part. Chapter 4 focuses on the 
regional trends in NBP driven by changes atmospheric CO2 and climate acting 
concurrently. We found that the land has been a C sink over the last 20 years 
(1990-2009) with increasing NBP trends as NPP grew faster than RH. However 
the trends were not distributed homogeneously across the land and several 
regions show a decline in NBP driven by declining precipitation. This was the 
end of this study, but a more in-depth relationship between drought and 
negative NBP trends was missing.  
 Chapter 5 fills this gap, analysing the relationship between vegetation 
productivity and changes in the dry season intensity and length. We found that 
small changes in the water fluxes during the dry season have a large effect on 
annual NPP and biomass and act as a key driver of regional differences in 
productivity. Moreover, increasing dryness over arid ecosystems reduced NPP 
globally; an effect that we predicted will continue into the future and could 
reduce global NPP by up to 10%. 
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Chapter 4: Recent Trends in the Land Carbon Cycle 
 
4.1 Summary 
4.1.1 introduction 
Land ecosystems are responsible for the uptake of 28% of the anthropogenic 
CO2 emissions (Le Quéré et al. 2013). Models suggest this is driven primarily 
driven by the CO2 fertilization effect on photosynthesis and subsequent 
increment in total stored C on land (McGuire et al., 2001). However this effect is 
not distributed homogeneously across the planet (Pan et al. 2011).  
 Additionally, effect of climate on the land C varies across the planet, 
leading to regional differences in the magnitude and direction of the land-C flux 
(Sarmiento et al. 2010). This is particularly important as extreme climate events 
occurred during the 1990–2009 period across many regions of the world, 
including North America (south-western USA, 2000–2002), Europe (2003), 
Amazonia (2005), and eastern Australia (2001–2008), raising considerable 
attention in the ecological community regarding the consequences of recent 
climate variability on ecosystem structure and function (Allen et al., 2010) and 
the carbon cycle (Ciais et al., 2005; Van der Molen et al., 2011; Reichstein et 
al., 2013).  
 While there is growing literature on regional carbon budgets (e.g. 
RECCAP: Valentini et al. 2014; McGuire et al, 2012; Luyssaert et al. 2012; Piao 
et al. 2009), no consistent attribution (i.e. over the same time period, using the 
same models and the same forcing datasets) has been conducted.  
 The objective of this chapter is to calculate the recent changes in the 
land C uptake (1990-2009), to attribute these trends to the underlying 
processes, and to go beyond the global scale and analyse regional changes in 
the carbon cycle and their environmental drivers. This chapter is the result of 
my collaboration in the paper: 
 
Sitch, S., Friedlingstein, P., Gruber, N., Jones, S. D., Murray-
Tortarolo, G., Ahlström, A., Doney, S. C., Graven, H., Heinze, C., 
Huntingford, C., Levis, S., Levy, P. E., Lomas, M., Poulter, B., 
Viovy, N., Zaehle, S., Zeng, N., Arneth, A., Bonan, G., Bopp, L., 
Canadell, J. G., Chevallier, F., Ciais, P., Ellis, R., Gloor, M., 
Peylin, P., Piao, S., Le Quéré, C., Smith, B., Zhu, Z., and 
Myneni, R. 2015. Trends and drivers of regional sources and 
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sinks of carbon dioxide over the past two decades, 
Biogeosciences. doi:10.5194/bg-12-653-2015 
 
  
4.1.2 Methodology 
We used the output from 9 DGVMs forced with the same climatic data and 
similar spin-up protocol, for the period 1990-2009. Two simulations were 
conducted: S1=CO2 only and S2= CO2 + Climate for the full century. All 
modelled output was regridded to a similar grid and weighted by the land/sea 
fraction.  
  
4.1.3 Summary of results  
Globally land ecosystems were a sink of C of 2.4 ± 0.7 PgCyr-1, with an 
increasing trend of 0.055 ± 0.030 PgCyr-2 as a result of NPP increasing faster 
then Rh. However important regional differences occurred, driven mainly by 
climate variability and change.  
 Over the Northern Hemisphere (NH), in response to warming, models 
simulate an earlier onset (ensemble mean model trend = −0.078 ± 0.131 days 
yr−1) and delayed termination of the growing season (0.217 ± 0.097 days yr−1) 
based on LAI, and thus a trend towards a longer growing season in the northern 
extratropics (0.295 ± 0.228 days yr−1). This, in addition to the CO2 fertilization 
effect, led to an increase in NPP of 0.63 ± 0.02 PgC yr-2. However at the same 
time, the warming in boreal regions led to increased microbial decomposition, 
reducing the mean residence time of carbon in soils. Additionally, widespread 
drought over the Mongolian Plateau and southern USA led to a decreasing 
NBP. So while the NH remained a sink of C (with a magnitude of.3 ± 0.3 PgC yr-
2) because of increased CO2, the long-term trend was close to zero as the 
change in RH balanced the increase in NPP.  
 Over the tropics NBP increased steadily due to CO2 fertilization in all 
DGVMs, with a magnitude of 0.96 ± 0.43 PgC yr-1 and an increasing trend of 
0.04 ±0.01 PgC yr-2. However important regional differences occur, with 
decreasing NBP trends over the Amazon basin, Northern Africa and Australia, 
clearly linked to decreased precipitation. Rh trend was also positive and slightly 
smaller than NPP, possibly also stimulated by the increase of CO2 via increases 
in litter input into soils. 
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 The regional findings can be summarized briefly as (1) the land CO2 sink 
has increased over the study period, almost entirely through increases in 
tropical and southern regions with negligible increase in northern regions; (2) 
globally and in most regions, the land sinks are not increasing as fast as the 
growth rate of excess atmospheric CO2 above preindustrial and (3) 
precipitation, particularly when decreasing, plays a fundamental role in 
determining regional decreases in NBP.  
  
4.1.4 My contribution to the paper 
 This chapter is the result of my collaboration on the paper of Sitch et al. (2015) 
and my involvement in the TRENDY modelling group activities 
(http://dgvm.ceh.ac.uk/node/9). I led the DGVM comparison against remote 
sensing data, and was responsible for analysing part the post-processed data 
(i.e. I provided some calculations for the tables and main text), and produced 
the main figures for the paper. I was actively involved in all the scientific 
discussions and contributed to the analyses and interpretation of results. 
  I include this study in my thesis because 1) I did most of this during my 
first year of PhD studies. It was an opportune way to develop coding, analysis 
skills, and better familiarize myself with dynamic global vegetation models 
(DGVMs) and global modelling studies in general. I gained valuable skills 
comparing different models, manipulating large databases, analysing different 
spatial and temporal scales and plotting advanced figures, which I applied in all 
other chapters, and 2) it was the background for the rest of my thesis, as I 
derived the rest of the analysis from this study.   
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Chapter 5: Changes in dry season intensity is a key driver of 
regional NPP trends 
 
 
5.1.1 Introducion 
One of the effects of global warming is the acceleration of the hydrological cycle 
(Durack et al. 2013). This not only means greater water fluxes (Precipitation and 
evapotranspiration) but also more extreme seasonality (Chou et al. 2013). An 
additional effect is the increase of extreme climatic events, for example over 
recent decades several droughts occurred, such as the drought in the western 
USA of 2000–2004 (McDowell et al., 2008; Anderreg et al., 2012) and the 2003 
summer heatwave in Europe (Ciais et al., 2005).  
 Soil moisture controls plant productivity, thus long-term changes in 
climate or extreme events may lead to changes in net primary productivity 
(NPP) and vegetation biomass. Nevertheless, the effects of changes in 
seasonal water availability on annual NPP and biomass over the globe remain 
remarkably undetermined. Particularly, because the focus of most drought 
indices is annual, which may obscure changes at a seasonal scale.   
 The objective of this chapter is to explore the relationship between 
changing seasonal dryness and vegetation productivity at a global scale over 
recent decades (1989-2005), over the 20th century and over this century.  
 
5.1.2 Methods 
Datasets: We used three different observational precipitation products, 
Evapotranspiration (ET) from the land-flux merged product (which contains data 
from 24 different ET estimates), ET from the TRENDY and CMIP5 models as 
well as NPP and vegetation biomass, Vertical Optical Depth (VOD) from 
satellite and NPP, ET and precipitation (P) from 10 long-term ecological 
research (LTER) sites and 16 Fluxnet sites.  
Timeframe: We analysed three time periods. 1) 1989-2005 based on 
observational datasets, 2) 1901-2005 based on TRENDY and CMIP5 models 
and 3) 2006-2099 based on CMIP5 models.  
Drought indices: We used two novel seasonal indices, the dry season length 
and the dry season intensity. The first was defined as the number of months per 
year where ET was higher than P, while the second is the cumulative value of 
ET-P as long as ET is higher than P.  
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Analysis: we compare the trend in dry season intensity (DSI) against by dry 
season length (DSL); this gave an estimate of the change in dryness by 
ecosystem type. We then compared the change in seasonality by ecosystem 
(DSI, wet season intensity (WSI) and annual E-P) to study the trend in seasonal 
and annual water fluxes. We then established the relationship between 
changing DSI and the trend in NPP and biomass. All the analysis was 
conducted for the same three time periods.  
 
5.1.3 Results 
We found that the trend in DSI increases linearly with DSL (p=3e-23, r2=0.67). 
This slope means that over these 17 years (1989-2005) the dry season became 
more severe over arid and semi-arid ecosystems, but decreased in intensity 
over the wet regions. Over the dry regions this was driven mostly by an 
increase in the DSL, while in the wet regions the main driver was a higher P 
over the dry season.  
 Our results also showed that the trend in the dry and wet season tends to 
be opposite. This meant that at an annual scale E-P changes are 10 times 
smaller than at a seasonal scale. This implies that the widespread use of 
aggregated annual drought indices may be misrepresenting the changes in the 
hydrological cycle.  
 We linked the changes in DSI to the trend in NPP and biomass. We 
found that seasonal increase in dryness leads to a reduction in both NPP and 
biomass over the dry ecosystems and vice versa. In other words, seasonal DSI 
trends controls annual NPP trends. The mechanism behind this is the fact that 
DSI trends impact wet season NPP, while changes in the wet season had no 
link to dry season NPP. Therefore an increase in dryness has a much larger 
impact on vegetation productivity than an excess of water.  
 We presented the paper as it was submitted, but we moved the 
supplementary information into the main text it, to aid the visualization of the 
results.  In adittion we moved the methodology from the end of the paper (as 
requested by the journal) to the middle of the paper, to make for an easier 
reading. 
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 Changes in dry season intensity is a key driver of 
regional NPP trends 
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Rising temperatures are expected to modify the global hydrological cycle, 
altering patterns of precipitation (P) and evapotranspiration (E)1,2. 
Seasonal variations in soil moisture, which affect the structure and 
function of global biomes, may therefore change with global warming3. 
Here we use a seasonal index, the dry season intensity, to estimate 
regional trends in water availability and link them to trends in annual net 
primary productivity (NPP) and biomass. We include an ensemble of 24 E 
datasets, results from 9 Dynamic Global Vegetation Models (DGVMs) and 
16 Earth System Models (ESMs). Our analysis is conducted over three 
time-periods, 1) 1989-2005, 2) 1901-2005 and 3) the 21st Century. Results 
show a wetness (E-P) asymmetry in dry ecosystems, with dry seasons 
becoming drier and wet seasons wetter. These trends are projected to 
continue into the future with evidence that they are driven by climate 
change, however the impact of decadal variability cannot be excluded 
over the 1989-2005 period. Results show a negative correlation between 
the trend in the dry season intensity and the trends in annual biomass 
from satellite data and NPP from DGVMs at all time periods. Annual NPP 
in dry ecosystems is particularly sensitive to the length and intensity of 
the dry season, whereas an increase in precipitation during the wet 
season has little effect. We conclude that changes in the water availability 
over the dry season affect vegetation throughout the whole year, driving 
changes in regional NPP. Moreover, these results suggest that the 
widespread usage of drought indices aggregated at annual scales is 
insufficient for understanding the link between water availability and the 
land carbon cycle. 
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Global temperatures have risen over the last century due to anthropogenic 
greenhouse gas emissions. As a consequence of warming, fluxes of water in 
the atmosphere have increased, altering patterns of precipitation (P) and 
evapotranspiration (E)3. This has important effects on the water cycle4-8, 
although long-term global trends in hydrological variables are difficult to 
distinguish from decadal variability4–8, partly due to the uncertainty of the 
underlying observational datasets9,10. Nonetheless, some regional (or 
latitudinal) trends can be identified11,12, and a global increase in the range 
between dry vs. wet season precipitation has been reported2, particularly over 
the tropics13. 
 Soil moisture controls plant photosynthesis, influences growth and 
mortality, and thus affects NPP and biomass5,14,15. There are several examples 
of this mechanistic relationship: The 2003 heat-wave and drought in Europe 
was responsible for a steep decline in NPP16; over the Amazon the dry season 
has increased leading to more fires and lower NPP17; and climate-driven 
drought was responsible for the continuous decrease in NPP over the 
Mongolian steppe18. Nevertheless, the effects of changes in seasonal water 
availability on annual NPP and biomass over the globe remain remarkably 
undetermined. This is partially due to a lack of observational data, but also 
because commonly employed drought indices may not necessarily best relate 
to changes in land biogeochemistry (e.g. Standard precipitation index –SPI- or 
Palmer Drought Severity Index –PDSI-) (Figure S1)19.  
 
 
  167 
 
Figure S1.  Timeseries of annual NPP and three global averaged drought 
indices DSI (left), PDSI (middle) and SPI (right) (top) and linear regression of 
trends for the same indices against binned NPP trends (bottom). Values for the 
temporal correlation and R2 are given. While trends in all indices capture the 
trend in NPP correctly, there are clear differences in their ability to reproduce 
the IAV of NPP, with DSI showing the highest correlation.  
 
 
 The concept of dry season is common in the literature, yet there is no 
single definition. Some studies use a fixed time period to delimit dry seasons 
(e.g. driest or 6 month period)20, while other definitions assume dry season 
length varies and are based on climate thresholds (e.g. the number of months 
that account for less than 30% of the rainfall)17. In order to investigate the link 
between changes in the availability of water contained in the land surface and 
NPP, we consider two seasonal indices based on net water fluxes, i.e. the 
difference between E and P. The first index is the dry season length (DSL), 
which is defined as the cumulative number of months in which E is larger than P 
over a year. The second index is the dry season intensity (DSI), defined as the 
cumulative value of E minus P during months when E is higher than P. The DSI 
is similar to the maximum climatological water deficit (MCWD) as defined by 
Mahli et al.21, and applied for Amazonia, but rather than using calendar years, 
we allow for dry season to go over the end of a calendar year. Unlike the 
MCWD, we also allow E to vary, rather than fixing it at 100 mm / month, and we 
calculate it at a global scale. Both DSL and DSI are computed using observed 
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precipitation (mean of three products: CRU3.122, CPC23 and GPCP24) and a 
product synthesizing E estimates from various sources7. 
 
Methods 
Data 
We use observed monthly precipitation (P) data from CRU3.122, CPC23 and 
GPCP24 for the two periods, 1989-2005 and 1901-2005. For the period 1989-
2005, we use monthly evapotranspiration (E) from the landflux-merged 
product7, which represents the ensemble of 24 different E datasets, and is the 
closest data available to observations. For the century timescale, 1901-2005, 
we use modeled monthly NPP and E from an ensemble of 9 DGVMs from the 
S2 (CO2 + Climate) and S1 (CO2 only) simulations of the TRENDY inter-
comparison project33 and also an ensemble from 16 ESMs from CMIP534. The 
0.25° annual passive microwave satellite-based vegetation optical depth (VOD) 
global product from 1989 to 2005 is used. VOD is an indicator of vegetation 
water content of aboveground biomass and able to capture long-term biomass 
changes over various land cover types at the global scale18. Monthly P, E and 
NPP for the period 2006-2100 were extracted from an ensemble of 16 CMIP5 
ESMs from simulations for the future greenhouse gas pathway scenarios 
RCP2.6 and RCP8.5 (Table S1, Table S2).  
 All data were regridded to a common 1º x 1º grid. In order to remove 
especially low productivity / desert areas, a mask is applied whereby grid cells 
where NPP is less than 5% of mean global NPP are excluded. 
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Table S1. List of  TRENDY-models used for the calculation of E, P and NPP 
over 1901-2005.  
 
 
DGVMs E NPP S2 
(climate +C02) 
NPP S1 
(CO2 only) 
Biomass 
(C Veg) 
CLM4CN X X X X 
HYLAND X X X X 
LPJ X X X X 
LPJ-GUESS X X X X 
OCN X X X X 
ORCHIDEE X X X X 
SDGVM X X X X 
TRIFFID X X X X 
VEGAS X X X X 
 
Table S2. List of CMIP5-models 
 
ESMs Historical Nat. 
1901-2005 
Historical 
1901-2005 
RCP2.6 
2006-2100 
RCP8.5 
2006-2100 
BCC-CSM1-1-M n.a. x x x 
BCC-CSM1-1 x x x x 
BNU-ESM x x x x 
CanESM2 x x x x 
CCSM4 x x x x 
GFDL-ESM2G n.a. x x x 
GFDL-ESM2M x x x x 
HadGEM2-ES x x x x 
IPSL-CM5A-LR x x x x 
IPSL-CM5A-MR x x x x 
MIROC-ESM-CHEM x x x x 
MIROC-ESM x x x x 
MPI-ESM-LR n.a. x x x 
MPI-ESM-MR n.a. x x x 
NorESM1-ME n.a. x x x 
NorESM1-M x x x x 
 
 Long-Term Ecological Research (Knapp and Smith, 2010): 10 sites, each 
sites contains unique methodology for the estimation of NPP 
(http://www.lternet.edu/node/144). We used data for the period 1989-1998 and 
calculated the NPP trend and DSI trend for each site. For the DSI calculation 
we used observed precipitation and ET from the landflux product for the nearest 
gridcell. We then calculated the trend in NPP for models and in VOD for the 
satellite for the same sites (nearest gridcell).  
 Fluxtowers (Anav et al. in progress): 16 sites, each site contains data for 
a period equal or shorter to 1990-2005, with an average of 6 years per site. 
GPP was calculated as the positive integral of the NEE flux for the summer 
months (JJA) for each year and we derived a linear trend. The DSI trend was 
computed for the same years (different for each site) based on the nearest grid. 
We then replicated the results with the DGVM NPP and Satellite VOD.  
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Dry season intensity and length 
We used two indices of water availability:  
•  Dry Season Intensity (DSI) is computed as the time-integrated (in months) E 
minus P, for as long as the value is positive; when P>E, DSI becomes 0. 
Hence, as the number of consecutive months with water deficit 
increases, DSI becomes more positive. This is done allowing the 
integration to go across years, but DSI is defined as the maximum value 
for each year (i.e. in the event of two dry periods within a year). The 
same definition is used for Wet Season Intensity (WSI), but integrating 
while P is greater than E.  
• Dry season length (DSL) is defined as the consecutive number of months 
where E>P (or when DSI is positive). There can be multiple dry seasons 
in one year. DSL is the sum across dry seasons for a given year. 
 
Data analyses 
DSI, DSL and WSI linear trends are calculated for each grid for the period 1989-
2005 inclusive. In Figure 1d, the DSI trend is plotted against binned DSL 
values, by dividing DSL into 100 intervals (each size 3.65 days), so each point 
on the plot corresponds to the mean of all grids with the same DSL value. To 
calculate the error on the regression slope we run a bootstrap test randomly 
removing 20 per cent of the data and re-calculate its value; this procedure was 
replicated 1000 times. The results are plotted as “box and whiskers” format 
(Figure 1e). The same protocol is applied for the modeled data over the 
identical 17-year period, the 20th century and the two future scenarios.  
 For Figure (left) we calculate the range in the seasonal trends (WSI trend 
– DSI trend) and plot it by ecosystem type (arid: >6 months of DSL semi-arid: 
<6 and >3 months of DSL, and wet: <3 months of DSL). We also plotted the 
standard error as bars for each point. For Figure (right) we bin E-P trend over 
the dry season, wet season and annually against the DSL using the same 
procedure as in Figure 1d and plot a simple linear regressions for each. Values 
for the slope are shown.  
  For Figure 3 the trend in NPP is calculated from the S2 run (a), and the 
biomass trends from the satellite product (c) for the period 1989-2005 for each 
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grid cell are plotted. Trends for both variables are binned by the DSI trends (b 
and d). The slope is calculated following the bootstrap procedure described 
above. We used the same procedure for the observed (TRENDY) and modeled 
climate (CMIP5) for the estimated effects of climate only (TRENDY S2 
minusS1) over the whole century (1901-2005) and for the two future scenarios 
(2006-2100) (Figure 3e).  
 Finally for Figure 4 we split the global annual NPP and season intensity 
into dry and wet seasons and calculate the trend for the period 1989-2005, 
plotting all possible data combinations as binned linear regressions. Each panel 
shows the global mean results.  
 For all figures m represents the slope of the linear regression and p the 
statistical significance. 
 
Results and Discussion 
 The DSL closely corresponds to the distribution of global vegetation 
cover: evergreen (both broadleaf and needlleaf) forests coincide with areas of 
0-3 months of dry season, dry forests and semi-arid ecosystems to those with 
3-6 and arid ecosystems to those above 6 months (Figure 1a). DSL can be 
used as an index to aggregate ecosystems with similar phenological 
characteristics. DSI on the other hand represents an aridity gradient. 
Ecosystems that face the most severe water stress have the highest DSI values 
(Figure 1b). Sensitivity to drought (i.e. DSL) has been shown to be one of the 
main determinants of plant distribution in some tropical forests25 and changes in 
the dry season intensity (DSI) can rapidly alter vegetation distribution.  
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Figure 1. Annual average a) dry season length (days yr-1) and b) dry season 
intensity (mm yr-1) calculated during the period 1989-2005, c) Dry season 
intensity trend (mm yr-2) during 1989-2005, d) binned dry season intensity trend 
plotted against dry season length, while the red line represents the linear 
regression through the data (p<0.001, R2=0.67), e) median value for the 
regression slope of d) plus error, results from 1000 bootstrap simulations (box 
and whisker) for different datasets: observations, TRENDY-DGVMs, and CMIP5 
ESMs (historical, natural forcing and two future RCPs). Green: 1989-2005, Red: 
1901-2005, Blue: 2006-2100. In grey mean slope value for 15-years periods 
(last year).  
 
 When linear trends in DSI are calculated for the period 1989-2005 (for 
which more E estimates are available), clear regional patterns emerge (Figure 
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1c). We find an increase in DSI (i.e. it is getting drier) over Amazonia and many 
arid and semi-arid regions, including parts of temperate South-America, central 
USA and northern Mexico, the Mongolian steppe, eastern Africa, western 
Australia and eastern Asia. In contrast, a negative trend in DSI is found over the 
high northern latitudes, eastern Brazil and central Africa. Trends in DSI are 
correlated to trends in PDSI (r=0.75), soil moisture derived from the DGVMs 
(r=0.59) and soil moisture from satellite observations26 (r=0.41), which shows 
consistency of the drying/wetting regions across the planet for this time period 
(Figure S2). This suggests that DSI can ultimately be used as a proxy of soil 
water availability and its trends, with the advantage of including ecologically 
meaningful units that clearly link to vegetation processes (i.e. change in NPP 
per mm of water deficit) and a better representation of the temporal evolution of 
NPP (Figure S1 and S2). 
 
 
 
Figure S2. Binned relationship between the trend in DSI trend (1989-2005) and 
trends in soil moisture derived from models (left), soil moisture from satellite-
retrievals (Dorigo et al. 2012) (middle) and PDSI trend (right). Values for the 
spatial and linear correlations are given. DSI trends closely resemble model-
simulated soil moisture (SM) trends and PDSI trends, showing agreement of the 
wetting/drying regions globally.  
 
  
 The trend in DSI increases linearly with DSL (p=3e-23, r2=0.67) (Figure 
1d 1989-2005). This slope means that over these 17 years, the dry season 
became more severe over arid and semi-arid ecosystems, but decreased in 
intensity over the wet regions. However, because of the short timeframe this 
could be driven by the natural variability of the system. To rule this out we 
replicated the observed results using E calculated from 9 DGVMs to explore the 
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behavior of the system further back in the 20th century, as well as simulations 
from 16 CMIP5 models under natural and all (natural and anthropogenic 
combined) forcing. We plot the value for the slope and calculate its error based 
on 1000 bootstrap simulations using 80% of the data. For all cases a positive 
slope means that the dry season gets drier in regions of arid ecosystems than 
in areas where wet ecosystems are present. The same pattern was found in the 
observational-based products and models for the 17-year time period, with 
remarkably similar slope values (m=0.03 mm yr-2 day-1 of dry season) (Figure 
1e green). Over the period 1901-2005 only a small change in intensity across 
ecosystems is observed, mostly driven by the last 30 years (Figure 1e red). 
However, when the century is split into 15-year intervals, the increased E-P 
imbalance during the dry season across wet and arid ecosystems becomes 
more evident in the 1989-2005 time-period. Over these 17 years the consistent 
trend in CMIP5 simulations under all forcing and the difference with the 
simulations under natural forcing suggest that the observed trend is unlikely to 
be driven by the natural variability of the Earth System but is rather an effect of 
anthropogenic climate change. The pattern is also similar for the two future 
scenarios: the less severe future scenario RCP2.6 (IPCC, 2014) revealed a 
similar slope to the present-day, in spite of temperature and precipitation 
stabilization at the end of the 21st century; while in the more extreme RCP8.5 
scenario the slope was almost twice as strong (Figure 1e blue). Hence, both 
the recent observationally-based data and the model projections are found to 
display a similar tendency towards an increased DSI in regions with long DSL, 
although decadal variability could also play a role for the former given the 
limited length of the considered time period. 
 The change in DSI can be driven by an alteration of the DSL (change in 
length) or by a change on the distribution and magnitude of E and P during the 
dry season itself (change in the amplitude), or by both effects combined. To 
determine the possible causes of the change in DSI, we compare the DSL to its 
trend (change in length) and to the maximum monthly difference in E-P (change 
in amplitude) using the observational-based datasets for the period 1987-2005 
(36). On average, DSL increased over the arid ecosystems, but they showed no 
change in the amplitude, indicating that the already short wet season has 
become even shorter, leading to higher water deficits during the dry season. In 
the semi-arid regions, DSL increased with decreased depth, but slightly higher 
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P occurred in the dry season. In the wet ecosystems we found no change in the 
length, but higher P than E during the dry season (Figure S3).  
 
 
 
 Figure S3. Top. Left: Dry season length trend. Right: Dry season intensity 
trend. Middle. Left: Change in the dry season length trend across ecosystems. 
Right: change in the depth (min P-E) of the season, dry ecosystem. Bottom. 
Change in length, depth and DSI by ecosystem type (wet, semi-arid and dry), 
with no climate change (as estimated from TRENDY for the period 1901-1915), 
black) and due to the effect of climate change (as estimated from TRENDY for 
the period 1989-2005). Changes in the dry season length are not always linked 
to changes in DSI. Globally those two trends have a spatial correlation of 0.21. 
For the wet ecosystems this relationship is only 0.08 and for the dry it is 0.034. 
It seems that the dry season in wet ecosystems remained equally longer, with 
decreased depth, leading to less intense DSI. In semi arid ecosystems both 
effects cancel each other out: longer dry seasons but decreased depth lead to 
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small changes in DSI. In the dry ecosystems the depth remained similar but we 
found longer dry seasons, which lead to an increase in DSI. 
 
 
 Variations in seasonality trends are also present during the wet season. 
However, arid and semi-arid ecosystems display an increase in seasonal range, 
while only small changes appear in the wet ecosystems. This explains why 
there is only a small difference across ecosystems when only annual E-P is 
used as an index. This increase in range between the dry (+0.003 mm/day) and 
the wet season (-0.0029 mm/day), translates to a zero-sum mean annual trend 
(-0.0001 mm/day) (Figure 2, left panels), potentially leading to the incorrect 
assessment that changes in E-P are generally small. In reality, we find that arid 
and semi-arid ecosystems face more extreme seasonality with more intense dry 
seasons, but they only display minor changes in annual mean E-P (Figure 
right-hand column). This increased range has also been found by Kumar et 
al.27 and by Cho et al.2 at a global scale for precipitation and by Huntingford et 
al.28 for temperature. However this is the first time this is explained by wet and 
arid regions.   
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Figure 2. Left: E-P trend (mm yr-2) binned by dry season length in the dry 
season (top), wet season (middle) and annual (bottom). Error bars (standard 
error) is shown as grey bars for each point. In parenthesis the percentage of 
NPP those ecosystems represent. A simple linear model was fitted to each plot 
and the slope value is presented (m), all slopes are statistically significant 
(p<0.001). Right: gridded E-P (mm yr-2) trend by season in arid ecosystems, 
white areas represent other ecosystems.  
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 As the dry season represents the maximum water deficifor vegetation, 
we hypothesize that this trend in dry season E-P imbalance between arid and 
wet ecosystems must also have an impact on vegetation productivity. We 
plotted the trend in NPP against the trend in DSI and found a high correlation 
between them (Figure 3a). We also found this linear relationship between DSI 
and modeled biomass and satellite-based vegetation changes (Vegetation 
Optical Depth (VOD) trends), for the period 1989-2005.  
 On the other hand, while NPP increased globally in all time periods (due 
to CO2 fertilization), our results show smaller NPP trends and negative biomass 
trends in regions where DSI became more positive (Figure 3bcd). In other 
words, an increase in DSI leads to a decrease in vegetation productivity at a 
global scale but particularly over semi-arid and arid ecosystems. These results 
hold for different models, at smaller spatial scales (Figure S4) and when using 
observed data (Figure S5). This extends on the argument of Poulter et al.29 
showing a large contribution of arid and semi-arid ecosystems to the 
interannual variability of the C-cycle, driven by patterns we show above.   
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Figure S4. The Amazonian region as an example case for the relationship 
between DSI trend and annual NPP trend (1989-2005). The E-P trend for the 
dry season shows a clear link with annual NPP trends for the Amazon (i.e. 
increase productivity as it gets wetter). However, annual E-P shows an opposite 
trend (i.e. increase productivity when it is getting drier). This example shows 
how the dry season controls annual NPP.  A similar analysis, linking cumulative 
water deficit (similar to our DSI see main paper) to NPP for the Amazon over 
the period 2005-2010, has been recently published by Doughty et al. (2015)1. 
The authors found that years with extreme CWD or DSI lead to increase three 
mortality and decreasing NPP. 
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FLUXTOWERS 
 
 
Figure S5. Linear regression between DSI trend (x-axis), observed GPP or NPP 
(left), modeled NPP (middle) and satellite VOD (right) trends for two different set 
of observations: LTER (up) and FLUXTOWERS (bottom). The same negative 
relationship we found at a global scale for DSI trends vs NPP trends was found 
at local scales using observed data.   
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Table S3. Changes in DSI and NPP in CMIP5-simulations under the emission 
scenario RCP2.6. We calculated mean DSI trend for the dry, semi-arid and arid 
ecosystem and multiply it by the relationship between NPP-DSI in RCP2.6 
(Figure 3), we then extrapolate by the century and multiply by the area of each 
ecosystem type. The result is the change in NPP driven by DSI.  
We then compare this value with the total change in NPP under RCP2.6 for 
2005-2100.   
Ecosystems DSI trend 
(mm/yr) 
NPP – DSI 
slope 
(gC/m2/mm) 
Change in 
NPP due to 
DSI 
(gC/m2/yr)  
Change in 
NPP due to 
DSI 
(gC/m2) 
2005-2100 
Area 
(10^12 
m2) 
Total 
Change 
due to 
DSI 
Arid +1.1 - 0.22 - 0.24 -22.8 40 -912 
Semi-Arid  +0.2 - 0.22 - 0.04 -3.8 54 -205 
Wet - 0.5 - 0.22 + 0.11 10.45 45 +470 
Total change in cumulative NPP by 2100=-646PgC (total NPP = 6175). 
Reduction in NPP =10.45% 
 
Table S4. Same as Table S3 but for RCP8.5 
Ecosystems DSI trend 
(mm/yr) 
NPP – DSI 
slope 
(gC/m2/mm) 
Change in 
NPP due to 
DSI 
(gC/m2/yr)  
Change in 
NPP due to 
DSI 
(gC/m2) 
2005-2100 
Area 
(10^12 
m) 
Total 
Change 
due to 
DSI 
Arid +1.7 - 0.3 - 0.33 -31.3 40 -1240 
Semi-Arid  +0.5 - 0.3 - 0.06 -5.7 54 -307 
Wet - 1.2 - 0.3 + 0.15 14.25 45 +640 
Total change in cumulative NPP by 2100=-905PgC (total NPP = 6775). 
Reduction in NPP =13.35% 
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When analysing the models we found that the NPP-DSI slope was similar using 
observed and modeled DSI over the period 1989-2005 in both TRENDY (m=2.2 
± 0.4 gCmm-1) and CMIP5 models (m=2.0 ± 0.6 gCmm-1) (Figure 3d green). 
When the trend was simulated using CO2-only simulations the slope was not 
different from zero (m=0.3 ± 0.5 gCmm-1), but when removing the effect of CO2 
and leaving climate only the slope was similar to the observed one (m=2.5 ± 0. 
gCmm-15) (Figure 3d climate-only). In other words, the effect of changing DSI 
in NPP is likely to be driven by climate change; so while the mean annual NPP 
trend is driven by the CO2 fertilization effect, the regional variations in the NPP 
trend are governed by climate induced DSI trends. It is notable that this 
increasing effect of the hydrological over the land carbon cycle begins over the 
last 30 years, after which the land C-cycle sensitivity to the DSI trend is 
expected to remain at present-day levels for the next 100 years (Figure 3d 
blue). This implies that for the next 100 years, arid and semi-arid ecosystems 
will face more intense dry seasons, which alone would in turn lead to a NPP 
reduction of 230-310 gCm-2 for the arid and of 30-50 gCm-2 in the semi-arid 
ecosystems by 2100, depending on the future climate scenario This translates 
to a global reduction of 10-13% of total NPP by 2100 due to increased dryness 
(Table S3 and S4).  
 Our results indicate that DSI trends are closely link to annual NPP 
trends. This is consistent across datasets coming from multiple sources 
(satellite, direct measurements, fluxtowers, DGVMs, ESMs), at multiple time-
scales (recent decades, past century and 21st century) and at different spatial 
scales (local, regional and global) and it is likely to be caused by climate 
change. An increase in the water deficit over the dry season is likely to have a 
large impact on annual NPP, particularly in dry ecosystems and DSI is likely to 
be a fundamental constrain for future NPP.   
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Figure 3. a) Binned modeled NPP trend (gC m-2 yr-2), b) Binned modeled 
biomass trend (KgC m-2 yr-1) c) Binned satellite biomass trend (VOD yr-1) vs. 
DSI trend (x-axis). The negative slope indicates a higher DSI trend lead to a 
decrease in NPP or biomass trends. This was consistent across datasets.  
d) Median slope values plus error for NPP trend vs Dry Season trend for: 
TRENDY-DGVMs, CMIP5-ESMs (historical and two RCPs) and TRENDY-
Climate-Only. Green: 1989-2005, Red: 1901-2005, Blue: 2006:2100. All plots 
have 100 bins. The value for the slope (m) is presented for a, b and c.  
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To explore why the dry season effect on NPP drives its annual trend (that is dry 
season behavior might also influence the other season), we split NPP between 
wet and dry seasons and compare it with the change in wet and dry season 
intensity during that time. We found that wet season intensity (WSI) trends are 
only linked to changes in NPP during the wet season, but not during the rest of 
the year (Figure 4). In contrast, the effect of changing dryness in the dry 
season appears in both seasons. This means that changes in DSI also affect 
productivity in the wet season. We propose two possible mechanisms for this 
process: The first one is that increasingly dry soils take longer to recover, 
leading to shorter effective growing seasons and longer time periods with 
closed stomata. This in turns leads to C starvation and reduces C reserves, leaf 
area index and NPP, which in the long-term also reduces biomass growth. The 
second possible mechanism is an increase in mortality as a consequence of 
hydraulic failure, which in turn leads to decreasing NPP30-31. On the other hand, 
changes in the wet season are not carried through to the dry season, mainly 
because excess water is not stored and is likely lost as river runoff. Cadule et 
al.32 found a similar pattern when comparing wet and dry years across the 
planet. Therefore an increase in dryness has a much larger impact on 
vegetation productivity than an excess of water both seasonally and annually.   
  185 
  
 
Figure 4. Top left: dry season NPP trend (gC m-2 yr-2) against dry season water 
intensity trend (mm yr-2). Top right: wet season NPP trend against wet season 
water intensity trend. On the bottom: the same effect but across seasons. The 
value for the slope is presented in each panel (m).  
  186 
We conclude that changes in water availability over the dry season affect 
vegetation throughout the whole year, driving trends in net primary productivity 
globally at different time scales (past, present and future under climate change). 
Our seasonal index, the dry season intensity, gives a strong estimate of 
expected evolution of NPP using simple calculations derived from a basic 
water-balance. Moreover, we show evidence that the widespread use of 
drought indices aggregated at annual scales is insufficient for understanding the 
linkages between water availability and the land carbon cycle, as the effects of 
changes in specific seasons might be lost on an annual scale. Finally, our 
results suggest that the strength of the carbon-climate feedback might intensify 
in the future, reducing natural offsetting of fossil fuel emissions through 
vegetation capture of atmospheric CO2 as a consequence of increased 
seasonality and dryness intensity. 
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CHAPTER 6: Conclusions 
This chapter summaries the research of this thesis, the key findings, the 
limitations to the different analyses, the opportunities for further research and 
my novel contribution to my field of study.  
 
6.1 Summary of the research 
The work of my thesis comes from two different areas: model evaluation and 
process analysis. In the first part I evaluated the ability of DGVMs to reproduce 
observed data, and generate a new methodology for evaluating the phenology 
module of these models. I also give examples on how DGVMs can be 
evaluated over the tropics, where less data is available, using novel 
observations for different scales.  
 In the second part I analysed the relationship between NBP and NPP 
trends and recent changes in climate and atmospheric CO2. Results show that 
globally NBP and NPP increased due to rising CO2, but this was not 
homogeneously distributed across the globe. I showed that the decreasing 
trends in NPP over several regions were due to an increase in the dry season 
intensity and length. 
 
6.2. Key findings 
The main findings of my thesis can be separated into the same two parts: the 
ability of models to reproduce observed data (chapters and 3) and the analysis 
of processes that drive changes in land-C (chapters 4 and 5).  
 In chapter I found that all models overestimate the length of the growing 
season, driven by an earlier onset and later offset. As a consequence they also 
overestimate the trend in mean LAI. By comparing models that were forced with 
real climate (uncoupled) and forced with their own climate (coupled), it was 
determined that the misrepresentation of the phenology lies on the structure of 
the land component of the models.  
 Chapter 3 shows that modelled and observational variables of the land C 
cycle over the tropics are similar when comparing area means (at least over the 
past 20 years), however important differences on the temporal evolution and 
the estimation of NBP and NPP were found over certain ecosystems. In the 
case of Africa I showed that the modelled NBP trend is opposite to that 
simulated by atmospheric inversions, which was related to two regions (the 
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Sahel and the Congo Basin). For the case of Mexico, models and observations 
(satellite and field data) have a high spatial correlation, but disagree in the C 
stored over low-density vegetated areas. These results show that modelled 
NBP and NPP over semi-arid regions (e.g. grasslands, shrublands) needs to be 
improved for a more accurate representation in future scenarios, particularly 
since these regions are among the most susceptible to climate change 
accordingly to the most recent findings (Poulter et al. 2015; Ahlstrom et al. 
2015).  
 The attribution of the trends in NBP over the last 20 years was the main 
focus of chapter 4. Here model results suggest NBP increased steadily primarily 
as a result of CO2 fertilization on NPP over the last 20 years (1990-2009), 
however the trend was not homogeneously distributed across the globe, due to 
trends in the climate. Several regions where NBP decreased were identified 
(e.g. South Amazon, Mongolian Steppe or Southern USA) as a consequence of 
decrease in precipitation.  
 Chapter 5 continues where chapter 4 left off, linking changes in dryness 
to the trend in vegetation NPP. Here I found that, on average, arid ecosystems 
faced a longer and more intense dry season over the last 17 years (1989-2005), 
with the opposite is true for wet ecosystems. As a consequence climate lead to 
a decrease of regional annual NPP. This decreasing pattern would be obscured 
if using commonly annual aggregated water fluxes indices (e.g. PDSI or PSI), 
as the change in the wet and dry seasons tends to be counterbalance although 
their impact on NPP does not. Changes in the seasonality of water availability 
(dryness/wetness) are the key drivers of annual NPP at the regional scale.  
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6.3. Bringing the thesis together: evaluation and development 
One question that arises from the thesis is how both parts are linked together, 
this is how model evaluation can help improve the models and lead to better 
understanding of the processes driving land C.  From the first two chapters –
model evaluation- two important conclusions arise: 1) models tend to 
overestimate the length and trend of the growing season over the NH and 2) the 
C budget over semi-arid regions. Both of this findings can help improve the 
models and has done so already.  
 On the first hand our findings on LAI had already help improved 
phenology on several models such as LPJ (Forkel et al., 2015) and SSiB4-
TRIFFID (Zhang et al., 2014). The integration of these findings and the novel 
satellite data into the DGVMs has lead to a deeper understanding on the 
controls of phenology over the NH. For example for the model LPJ, Forkel et al. 
(2015) showed that its not only temperature, but also water availability what 
controls the long-term trend of LAI in the NH. For the case of the model 
TRIFFID, the implementation of interactive forage and foliage improved the 
representation of the phenology and showed that vegetation distribution and 
competition are key factors controlling LAI (Zhang et al., 2014). While additional 
work is needed to improve the DGVMs phenology module, it is also noteworthy 
that all models reproduce a consistent greening trend over the NH.  
 On the second hand our work showed that models tend to overestimate 
the C stocks over semi-arid regions. This is a fundamental finding because 
recent changes in the global C-cycle are driven by the response of semi-arid 
ecosystems to climate (Ahlstrom et al., 2015; Poulter et al., 2015). From our 
fingins in chapter 4, it seems that when the climatic signal is strong enough and 
consistent over time (i.e. the increase in DSI over tropical South America), all 
models display a similar response in the C-balance (i.e. a decrease in NBP 
trend). However, in regions where the signal is not strong enough or not 
consistent across different years (i.e. changes in DSI over Southern USA) 
models do not agree on the regional response (Figure 6.1). Our findings that 
DSI exert a strong control on annual NPP, may help improving model response 
to drought and climate change, as we have shown a similar pattern for multiple 
datasets coming from different sources (field data, satellite, DGVMs, ESMs). 
The effect of accumulated stress climatic signals -for example DSI- on the 
vegetation (i.e. the effect of continuous or prolonged dryness on vegetation 
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mortality) may help improving the drought response in the models as suggested 
by our findings, but comparison with other vegetation estimates (e.g. satellite 
biomass) is imperative to have reliable results. 
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Figure 6.1 Model agreements for the DSI trend (left) and NBP trend (right) over the period 1990-2009 for an ensemble of 9 
DGVMs. Stippling represents regions where 66% of the models agree on the sign of the trend. Regions where the climatic 
signal is strong show high model agreement, which translates into a strong signal and model agreement on the land-C 
balance. 
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6.4. Limitations of this study and opportunities for developing future 
research 
I can find at least three important limitations to the studies presented in this 
thesis: 1) the omission of Land Use Change (LUC) as a driver, the poor 
representation of fire and nitrogen cycle in the DGVMs, 2) the need for more 
comparisons with field observations to conduct a more in-depth model 
evaluation and 3) the short time window analysed for most chapter, which 
disregard the role that decadal variability may play in the Earth-System.  
 
6.4.1 Missing Processes in the DGVMs used here  
DGVMs have developed a great deal since their first versions in the 1980s-
1990s, however several important processes are either missing or not fully 
evaluated in the latest generation of DGVMs. Three particularly important 
processes are the effect of LUC, fire dynamics and a full nitrogen cycle.  
 The DGVMs used in this thesis do not include LUC –except for those 
used on the analysis on the C-cycle of Mexico-, a process that can account for 
a flux of C to the atmosphere of similar magnitude to annual NEP (Hurtt et al., 
2013). Managed ecosystems represent at least 40% of the total land 
(Ramankuty and Foley, 1999), which means that for most regions of the globe 
(e.g. central Africa, USA, Europe, India) the estimates of NEP are higher than 
the actual carbon stored in reality. This was clear in Chapter 3, where the mean 
NEP for Africa in the models was higher than the atmospheric inversions (that 
do take into account LUC). Nontheless other chapter (e.g. LAI trends, drought 
trends) are most likely not to be affected by LUC and the same spatial and 
temporal patterns would emerge if LUC were included.  
 The new runs for TRENDY now include some representation of LUC 
(named S3) where all models have been forced by historical changes in crop 
and pastures, hence considering LUC (LeQuéré et al., 2014). However, the fate 
of carbon after land conversion and the description of croplands and pastures 
are still relatively crude in most models.  
 In some particular years (e.g. high ENSO) fire can return the same 
amount of C that is normally fixed by NEP (van der Werf et al., 2010). In other 
words, it can quickly change an ecosystem from being a sink into a source. As a 
result fire interannual variability (IAV) is captured in the IAV of atmospheric CO2. 
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Most models lack a fire module. Hence, they implicitily account for fire as part of 
the heterotropical respiration, whose IAV is driven by other factors.  
 Another fundamental missing piece is the interaction between the C and 
the nitrogen cycles (Ciais et al., 2013; Fernandez-Martinez et al., 2014; Wider et 
al., 2015). Nitrogen concentration in the leaves is an important limitation for 
photosynthesis and places with little nitrogen availability may have a smaller 
GPP than modelled based on the C cycle alone (Fernandez-Martinez et al., 
2014). Only a few models include a full representation of the N cycle (Zaehle et 
al., 2011; CIais et al., 2013). Other nutrients, such as phosphorus and 
potassium may also play a similar role, but the inclusion of these elements in 
DGVM is much less mature than nitrogen (Wieder et al., 2015). 
 Finally, ecosystem level processes such as forest gap dynamics, plant 
mortality, or forest re-growth and succession are not explicitly included in most 
DGVMs, which could also lead to discrepancies with observed data (Michaletz 
et al., 2014). Different DGVMs groups are trying to include and evaluate the 
processes mentioned above, a task that will likely continue over several years, 
representing a fundamental opportunity for future research.  
 
6.4.2 Lack of comparison with field-observed data 
Nowadays it is clear that DGVMs need to be evaluated against observed data 
to improve their performance. The availability of new products, such as satellite 
observations (Liu et al., 2015) or atmospheric inversions (Pelyin et al., 2012) 
represents a great opportunity to start benchmarking the models.  On the other 
hand observed field data, particularly long-term ecological data (Knapp et al., 
2001), the Free Air CO2 enrichment experiments (Ainsworth and Long, 2004) 
and forest inventory plots (e.g. Rainfor; Brienen et al., 2015), yield great insight 
on ecosystem processes and provide direct measurments to test and evaluate 
the models.  
 There is an increasing need to evaluate models in order to improve their 
representation of different processes and nowadays there is already enough 
observations for most part of the globe to do so. An implementation of different 
evaluation benchmarks is needed and represents an important opportunity for 
future research, and although this is already ongoing (e.g. Kelley et al., 2013; 
Cadule et al., 2013; Blyth et al., 2010) efforts are still needed to implement it.  
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6.4.3 The impacts of decadal variability 
One fundamental part of analysing any Earth-System process is that different 
drivers act at multiple time scales (Prentice et al., 2013). Our understanding of 
seasonal and inter-annual cycle on NPP, NEP and NBP has increased a great 
deal over the last 30 years, likewise for the long-term trend over the century. 
However there is high uncertainty over the change in the drivers over 
intermediate time periods (decadal time-scale). This means that decadal 
changes in the carbon cycle may not be properly addressed when analysing 
one or two decades, as it is the case of my thesis. This implicates that the 
interpretation of some regional trends that appear in one direction, could 
potentially shift when analysed over longer time periods. In other words, the 
response of vegetation over the last 30 years may be partly driven by climate 
variability rather than only by climate change. As more global observational 
data is available for longer series of time, a re-analysis of the processes driving 
NBP and NPP is needed; particularly, linking the vegetation C cycle and the 
hydrological cycle.  
 
6.5 Novel contribution to the field of study 
The analysis developed in this thesis contributes to the field of study in two 
ways. The first one is the creation of novel methodologies for the evaluation of 
DGVMs. Chapter provides a simple benchmark to evaluate the phenology of 
different DGVMs or different model versions, providing numeric estimates for 
the performance of the models in reproducing observed satellite data. 
Furthermore the same methodology can be applied using different 
observational data at multiple scales. This benchmarking method has been 
used by other to evaluate and improve their own models (e.g. Zhang et al. 2015 
or Forkel et al. 2015). The results from Chapter 3 showed the need to improve 
models over semi-arid and arid ecosystems (e.g. grasslands, shrublands); 
however the main contribution of this chapter is the estimation of regional 
budgets for the C cycle, a fundamental piece of information for stakeholders 
and policy makers. For the particular case of Mexico, we estimated that the 
country was a sink of C over the last 60 years, which is opposite to all other 
available estimates.  
 The second main contribution of my research is the analysis of 
processes affecting the C cycle. Chapter 4 provides a background study to 
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identify the main driver of regional NBP and NPP trends, with the addition of 
providing estimates for global land C fluxes, fundamental to our understanding 
of the C cycle. Following this study, I analysed in-depth the regions where 
simulated NPP decreased (chapter 5) and found that it was driven by an 
increase in the dry season length and intensity. This is the first time, as far as I 
know, that changes in annual NPP are explained by changes in seasonal water 
fluxes. Furthermore, I showed that arid ecosystems are likely to face more 
extreme conditions, with decline in NPP in the future. This builds upon recently 
published papers showing that dryness and drought may play a bigger role in 
regulating the land C cycle that previously expected (e.g. Poulter et al. 2014, 
Doughthy et al. 2015, Ahlstrom et al. 2015).  
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