N-Dimensional Versions of Some Symmetric Univariate Distributions by Eaton, Morris L.
N-dimensional Versions of Some 
Symmetric Univariate Distributions 
by 
Morris L. Eaton1 
Technical Report No. 288 
June 1977 






Let 3'1 be the class of distributions on R
1 
which are symmetric 
and have a finite variance. t(z) deae.tes the distribution of a random 
variable z. For t(zi) e 3'1 , write 
N 
zl = z2 if there exists a C > 0 
such that .t(z1) = t(cz2 ). Given n, .t(z) has an n-dimensional version n 
iff there exists a random vector X e Rn such that ~ b.X. ~ Z for 
1 1. ]. 
all b1 , ••• , bn not all zero. A representation theorem is proved which 
gives a necessary and sufficient condition that t(z) have an n-dimensional 
version. It is also proved that t(z) has an n-dimensional version for 
all n iff t(z) is a scale mixture of univariate normal distributions 
with mean O. 
American Mathematical Society .!212,_subject classifications 
Primary: 60E05, 62ElO 
Secondary: 62Ho5 
Key Words~ Phrases: n-dimensional distributions, scale mixtures of 





















Le~ Rn denote Euclidean n-space and let O(n) be the group of n x n 
orthogonal matrices. If X is a random vector in Rn, .t(x) denotes the 
distribution of X. The problem discussed in this paper is motivated by 
the following considerations. If z0 is a random variable on R
1 
and 
t(z0) = N(0,1), then for each n, there is a random vector Xe Rn such 
that .C(a 'x) = t(llall z0 ) for all vectors a e Rn (a' is the transpose of 
the column vector a, llall is the norm of a). Of course, X must have 
a multivariate normal distribution with mean O and identity covariance 
matrix. Thus, we can say that t(X) is an n-dimensional version of 
t(z0 ) in the sense that the marginal distribution of X on the line 
generated by a is the distribution of z0 (up to a scale factor), and 
this holds for every a. Now, given a synnnetric distribution t(z) on 
R1 and an integer n > l, under what conditions on .t(z) does there 
n n ~ 
exist a random vector Xe R such that for all ·a e R, a X has the same 
distribution as c(a)Z where c(a) is a constant? It is this and related 
I 
questions which are discussed here. 
Let S denote the class of all probability distributions (measures) 
n 
P on Rn which satisfy P({o}) = 0 and P(rB) = P(B) for all Borel 
sets and re O(n). Thus, s1 is the class of symmetric distributions 
1 
on R with no mass at o. 
Defini5ion 1: Given t(z) e s1, .t(z) has an n-dimensional version (n.v.) 
n n ) if there exists a random vector Xe R and a function c: R -+ [o,~ which 
satisfy 
(i) t(a 'x) = .C(c(a)z) for a e Rn 
(ii) c(a) = 0 iff a= 0 
-.. 
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Remark: -- The ·assumption that c{a) = 0 · iff a = 0 is to insure that X 
is actually n-dimensional, i.e.: Pr{X e M} < 1 for all proper linear 
n 
subspaces MS;:R. 
Definition 2: Given t(z) e s1, t(z) has an n-dimensional isotropic 
version (n.i.v.) if there exists a random vector Xe Rn and a function 
c: Rn-+ (O,co) which satisfy 
(i) ct(x) e s 
n 
·n (ii) ct(a~x) = l(c(a)~)~ for a e.R 
(iii) c(a) = 0 iff a= O. 
Now, let J (respectively ~i ) be all distributions in s1 which n ,n 
have n.v.'s (respectively n.i.v.'s). The main result of this paper, given 
in Section 2, provides a necessary and sufficient condition that 
ct(z) e ~i • This result if then used to show that t(z) e 3. for all 
,n i,n 
n iff ct(z) is a scale mixture of normal distributions with mean O. 
Previous work on scale mixtures of normals (in other contexts) include 
Teichroew (1957), Kelker (1971), Andrews and Mallows (1974), and Efron 
and Olshen (1977). 
When t(z) e s1 has a finite variance, we give a necessary and 
sufficient condition that ct(z) e 3 in Section 3. The case when 
n 
Var(Z) = -fCO is briefly discussed, but no positive results are presented. 
1g: ~ Results: 
The first result in this section_describes the structure of distri-
butions ct(X) e Sn. Let en = {xix e Rn, llxll = 1} so O{n) acts transitively 
on en. Thus the uniform distribution on en, say Q0 , is the unique 
invariant (under O(n)) probability measure on C. 
n 
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Theorem 1: For t(x) e Sn , let u = u(x) = x/llxfl and let v = IJx!I. 
Then U and V are independent and t(u) = Q0 • In addition, the first 
coordinate of U, say u1, has a density given by 
. n-3 
l ·2 (1) Yn{u) = [B(½, (n-l)/2]- (1-u2 ) I[O,l)(u2 ) 
where B(•,•) is the Beta function and I[O,l) is the indicator function 
of [O,l). 
Proof: That the distribution of U is given by Q0 is well known. To 
show U and V are independent, consider Borel sets B1 c C . and - n 
B
2 
S (0,00). If P{V e B2J = O, then we have O = P{U e B1 , V e B2 } = 
P{U e B1 }P{V e B2}. If P{V e B2} > O, consider the probability measure 
µ on en defined by µ{B) = P{U e B, Ve B2 }/P{V e B2 }. For re O(n), 
(2) µ(rB) = P(U e I"B, V e B
2
}/P{V e B2 } 
;::: P{r#u e B .' V e B~}/P{V e B2 } 
= P{U(r.#x) e B, V(r'x) e B2}/P{V e B2} 
= P{U e B, V e B2 )/P{V e B2} = µ(B). 
Thus, ll is invariant under O(n) so µ = Q0• Therefore, 
P(U e B, V e B2} = P{U e B}P{V e B2} 
so U and V are independent. 
The density of u1 is easily derived by taking X to be n•dimensional 
normal with mean O and identity covariance matrix and noting that 
Uf = x1/llx1l 2 has a Beta(½, n;l) distribution. 
Remark: The results of Theorem 1 are well known when X has a denistL 
,--
on Rn {e.g. A. Kudo (1963), Lemma 3.2) and are undoubtedly known in the 
present generality. However, a proof for the general case does not seem 
to exist in the literature. 
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- Remark: The above result is equivalent to the assertion that every dis-
- ~ribution l(X) e Sn has the representation l(X) = £(VU) where U and 
V are independent, l(U) = Q0 and Ve (o,~) has an arbitrary distribution. 
The converse is obvious--that is, £(VU) e Sn when t(U) = Q0 and Ve {o,~) 
is independent of u. Also, l(a"x) = t{llallx1) since t(x) = t(rx) for all 
re O(n) when l(X) e Sn and x1 is the first coordinate of X. 
Now, let Q be the class of all distributions on the open interval (o,~). 
If T1 and T2 are two random vectors, the notation T1 Jl T2 means that 
T1 and T2 are independent. Most of the results in this paper are consequences 
of the following. 
Theorem 2: £(z) e 3i iff t(z) has a density given by 
,n 
(3) f(u) = "°°0 ! 'l' (~) G(dv) Jn v n v 
for some Ge Q, where Y is given by (1). 
n 
Proof: If l(z) e 3i , then there is an Xe Rn with l(X) e S and 
,n n 
t(a"x) = £(c(a)Z) where c(a) + O if£ a+ o. Setting a>= e{ = (1,0, ••• ,o) 
£(x1) = £(c0z) where c0 = c(e1 ) > o. Let X = (1/c0) X so t(x) e Sn and 
t(z) = £(xl) = £(Ul v) where ul = x1/llx)I and V = 11x11. By Theorem 1, Ulll V 
and u1 has density Yn, so u1v has the density (3) where £(V) =Ge Q. 
Conversely, if Z has a density given by (3), then t(z) = t(u1v) where 
u1JL V, £(V) = G and u1 has density Yn. Consider U e en with t(u) = Q0 • 
Then X = VU satisfies £(X) e Sn and t(a "x) = £()1allx1) = t(flall u1 V) 
= £(1\allz) so t(z) e :Ji • This completes the proof. 
,n 
Remark: The result of Theorem 2 may be restated as: £(Z) e 3. iff t(z) has 1,n 
a density in the convex hull of the set r! 'l' (.!) f v > O}. For n = 3, this 
'v n V 
1 implies that every symmetric unimodal distribution on R is in 31 , 3
• 
This follows because '1'3(u) = ½I[O,l)(u
2 ) and every symmetric µnimodal 
density is a mixture of! 'l' (.!), v > o. 






It is clear that 3. ~ Ji +l and it is not too hard to show that the 1,n - ,n 
distribution define~ by Y is not in Ji 1• Thus, J. f 3. +i· .Let n ,n+ 1,n 1,n 
co 
;;i = n ~ • 
,co n=l i,n 
Theorem 3: t(z) e 3. iff Z has a density given by {up to a set of Lebesgue 1,co 
measure zero) 
(4) f(z) = ro ¼ cp(z/v)G(dv) 
1 ¼,,i2 
for some G e Q where cp(u) = -- e • 2 
~ 
Proof: If (4) holds, then t(z) = t(wv) where WJLV, t(v) = G and t(w) = N(0,1). 
Given n, consider X with t(x) = N (O,I ) and XJl V, and set X = VX. Then 
n n 
t(X) e S and t(a "x) = £(a" XV) = .C(llallWV) = t(lfallz) so t(z) e Ji for all n. 
n ,n 
Conversely, suppose t(z) e :Ji,n for all n. T_hus, .for each n, the 
density of Z has the form 
(5) f(z) = (ICOO ! Y (!.) G (dv) JO v n v n for some G e Q. n 
In terms of random variables, this means that t(z) = t(ufn) V(n)) = 
t(y"n uf n)V(n) /y"n ) where uf n) has density 'l' n and t(V(n)) = Gn. The 
density of'\f'rt ufn) is obviously ! 'ln(u/yn) and it is easy to show 
Vn 
that lim ..!..y (u/Yn) = ,Cu) for each u. By Scheffe's Theorem (see 
~rnn 
Billingsley (1968), p. 224), 
(6) J (t) a j eitu .L 'l' ( -2...)du 
n ·.m Yn n Vn 
-½t2 • Let G be the distribution function of 
converges uniformly to e n 
V(n)/~. Then, for each t, 
(7) h(t) = jco eituf(u)du = 
J» 
00 00 






















00 J [J (tv) 
0 n 
e-½t2v2] G (dv) + 1 e -½t:2v2G (dv) -
n O n 
00 1 2v2 
A (G) +re -1at G (dt). 
n n J n 
0 
Since J (•) converges to e-½(•)2 uniformly, 
n 
lim JA (G )J = 0 for any 
n~ n n 
sequence {G f 1 • Let G be a weak limit point of the sequence (GnJ n n= 00 
(G
00 
exists by Helly's Theorem--see Chung (1974), p. 83). Since e-½t2 v2 
is a bounded continuous function of v e R1, we can take the limit of the 
right hand side of (8) to obtain 
00 1 2v2 (8) h(t) = l' e-2 t G (dv) , Jo 00 




(0) = 0, consider random variables W and v0 with wJl.v0 , 
l(W) = N(0,1) and £(V0) = G00 • Then 
(9) e eitWVo = r e-½t2v2 G (dv) = h(t) 
0 00 
which implies that t(wv0) = t(z). Since P{Z = O} = O, it follows that 
P{v0 = O} = 0 and hence G00 e Q. By the uniqueness of characteristic functions, 
(10) f(z) c· / 00 .! f(!) G
00
(dv) (a.e.) 
0 v V 
and this completes the proof. 
Remark: Theorem 2 is a formal statement of "t(z) ea:. co iff t(z) is a 
1., 
scale mixture of normal distributions with mean O". Also, Theorem 2 shows 
i • I that a:1 is a convex set whose set of extreme points is r.:::. ~(-) v > O}. ,co '-v V 
As pointed out in Andrews and Mallows (1974), the symmetric stable laws, 
the double exponential distribution and the logistic distribution are all 






following proposition allows us to give some other examples of distributions 
in :Ji ,co• 
Proposition 1: Consider a density f on R1 given by 
(ll) f(z) =r ! f{z/v)G(dv) 
0 V 
where Ge Q and assume that 
(12) f(O) = ( _L r ! G(dv)) < + 00 • V2rr ov 
Then ;(t) =r eitz f(z)dz is integrable on R1, r ;(t)dt = 2Trf(O) and 
..co ..co 
... 
f/2Trf(O) is a density whose distribution is in 3. co· 
l., 
Proof: From (11), 
so 




(15) filL = r vq,(tv) G(dv) 
2rrf{oJ O \/2rr vf(O) 
A 
so f/2TTf(O) is a scale mixture of normal distributions with mixing distri-
bution G(dv)/V2TT v f(O). The proof is complete. 
As an application, consider f to be the density of a syonnetric stable 
law of order a. Then ;(t) = e-ltla and we see that k(a)e-ltla is a density 
(for proper choice of k(a)). Thus k(a)e-ltla defines a distribution in 
3. co for O < a < 2. 
1., -
Proposition 2: Consider £(z1) e 3i,co and £(z2) e 3i,co with z1JLz2• 
Then £(z1 + z2 ) e 3i,co and £(z1z2 ) e 3i,co• 
Proof: Consider Wj and Vj, j = 1,2 all independent with £(wj) = N(0,1), 
j = 1,2 and t(wjvj) = t(zj) for j = 1,2. Then t(z1 + z2 ) = t(w1v1 + w2v2) = 




is a scale mixture of normals so £(z1 + z2 ) e 3i,~· Also t(z1z2 ) = 
£(w1w2v1v2 ) = £(w1 (w2 (v1v2 ) = £(w1v 3) where w1ll v 3 and v 3 = I w2 fv1v2 • 
Hence t(z1z2 ) e 31 ,~. 
If l(z) e Ji , then for each n there is a convenient form for an 
,~ 
n-dimensional version of l(Z); namely, the random vector X with a density 
given by 
(16) h(x) - f l 




e V G(dv) 
where t(z) has a density given by 
(17) f(z) = r ! q,(!)G(dv J. 
0 V V 
n 
, x e R 
Thus, if the mixing distribution G is known for a particular distribution 
l(Z) e J. , then we have an explicit form for an n-dimensional version 
1 ,00 
of l(z). For the specific case of the double exponential distribution, 
the mixing distribution is given in Andrews and Mallows (1974) • 
.§3. Finite variance~: 
From the definition of 3 , it is clear that 3 => J. and 
n n - i,n 
J ::::, J +1· n - n 
Theorem 4: 
l(z) e J. • i,n 
Suppose t(z) e s1 and Var(Z) < + 00 • Then t(z) e 3 if£ n 
Proof: If l(Z) e J. , then l(Z) e J by definition. Conversely, i,n n 
if t(z) e J, then there exists an Xe Rn and c: Rn "7 [0,00) with 
n 
c(a) = 0 if£ a = 0 such that £(a .. X) = l(c(a)z). Since Var(z) < + 00, 
each coordinate of X, say Xi, must Batisfy exf < + 00 • Hence X has 
a covariance matrix ~. Since £(a .. X) = .C(c(a)z), a'Th = Var(a .. x) = c2 (a)Var(z). 
Setting ~ = r/var(Z) we have c(a) = (tt''Ei~/l and ~ is positive 




Let A denote the unique positive definite square root of ~· Then, 
1 
setti~g b = Aa for a e Rn, t(/lbllz) = .t( (a 2i_a)2 Z) = l(a 'x) = t(a "AA -1x) 
= .t(b'x) where X = A -1x. Thus, for r e o(n)' l(b Tu) = t(llr,bflz) = t(llblf z) 
= .t(b"x) for all be Rn. Hence, t(I"X) = .t(x) for re O(n) and it is 
clear that P {x = 0 J = O. Therefore 
completes the proof. 
t(x) e S and t(z) e 3. • 
n i,n This 
Theorem 4 shows that as long as Var(z) < + 00 (t(z) e s1), any 
n-dimensional version is equivalent {up to a linear transformation) to an 
n-dimensional orthogonally invariant version. Thus, nothing new is obtained 
by generalizing from :J. to :J or :J. to 3'
00 
when Var(Z) < + 00. i,n n i,00 
However, when Var(Z) = + 00, the situation seems to be more complicated. 
First, consider the following example. 
Example 1: Let Za be a synnnetric stable random variable on R1 with 
characteristic function t __. e -ltla. Also, consider ha: Rn__. [O,®) 
defined by h (a)= ro (ai(a)l/a, 0 <a< 2. If x1 , ••• , X are i.i.d. a 1 n 
with the distribution of Z, it is not hard to show {using characteristic 
. . a 
functions) that l{a,X) = t(h (a)z) where x'= (x1, x2 , ••• , X ). Thus, a a n 
X is an n-dimensional version of Za and it is clear that no nonsingular 
linear transformation of ~ will have an orthogonally invariant distribution. 
However, the results of section 2 show that .t(zc) does have an n-dimensional 
isotropic version. Thus, the symmetric stable laws (a< 2) provide examples 
of distributions in s1 which have non-equivalent (up to linear transforma-
tions) n-dimensional versions. Theorem 4 shows this cannot happen when 
t(z) e s1 and Var(z) < + 00. 
Although the synnnetric stable laws (0 < a< 2) do haven-dimensional 
versions which are not orthogonally invariant, they do not provide an example 
of a distribution in :J but not in :J .• The equality of 3. and :J 
n i,n i,n n 





















Now, consider t(z) e ~m with Var(Z) < + m. Then t(z) e 3t. and 
1. ,oo 
we have an n-dimensional isotropic version for each n. Further, one part-
icular choice for such a version is the distribution with density (16) when 
t(z) has a density given by (17). The family of distributions with densities 
given by (16) (G-fixed) seem to be a reasonable family with which to begin 
a study of non-normal multivariate analysis. Work is currently under way 
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