In this paper, we examine whether industry-level forecasts of CPI and PPI in°ation can be improved using the \exchange rate pass-through" e®ect, that is, when one accounts for the variability of the exchange rate and import prices. An exchange rate depreciation leading to a higher level of pass-through to import prices implies greater expenditure switching, which should be manifested, possibly with a lag, in both producer and consumer prices. We build a forecasting model based on a two or three equation system involving CPI and PPI in°ation where the e®ects of the exchange rate and import prices are taken into account. This setup also incorporates their dynamics, lagged correlations and appropriate restrictions suggested by the theory. We compare the performance of this model with a variety of unrestricted univariate and multivariate time series models, as well as with a model that, in addition, includes standard control variables for in°ation, like interest rates and unemployment. Our results indicate that improvements on the forecast accuracy can be e®ected when one takes into account the possible pass-through e®ects of exchange rates and import prices on CPI and PPI in°ation.
Introduction
Improving out-of-sample (real world) forecasts for domestic in°ation is a topic of continuing interest and research. Fildes and Stekler (2002) survey historical accuracy of US and UK in°ation forecasts coming from both macro-econometric as well as time series models and identify systematic errors as one of the qualitative failures to achieve accurate prediction. Zarnowitz and Braun (1992) provide evidence of systematic errors in US in°ation forecasts and Mills and Pepper (1999) discuss about errors in case of UK in°ation forecasts. Suggestions for improving forecast accuracy involve greater use of economic indicators, which are incorporated in earlier studies. For example, Stock and Watson (1999) model US in°ation using an indicator based on 168 disaggregate activity indicators and achieve reasonable forecast improvements. Combining both aggregate and disaggregate indicators through Bayesian shrinkage procedures, Zellner and Chen (2001) also report higher forecast accuracy in predicting US real GDP growth. Past studies in the literature also use commodity prices as an economic indicator to achieve forecast improvements, though the results are mixed. For instance, Pecchenino (1992) discusses the conditions under which commodity prices are useful information variables for monetary policy and provides empirical results to suggest that commodity prices may not be very useful for forecasting. Moosa (1998) , using consumer prices and four commodity price indices for OECD countries concludes that commodity prices can be used as a leading indicator of in°ation although all the characteristics of an \optimal" leading indicator are not veri¯ed. Franses and Ooms (1997) consider an extension of the fractionally integrated ARIMA (0,d,0) model for quarterly UK in°ation and allow the fraction integration parameter (d) to vary with the season`s' to get a long-memory model for UK in°ation. However, out-of-sample forecasting from this model do not fare better as compared to other autoregressive, periodic autoregressive as well as ARFIMA alternatives. These systematic errors and mixed evidences on in°ation forecasts based on economic indicators are therefore not enough to explain the variability of in°ation in the industrial countries. As a result, monetary policy makers try to look for some other adjustments in domestic in°ation coming from \special factors" like import prices and exchange rates. The new open economy macroeconomics literature (Lane (2001) provides an excellent survey on this topic) re-addresses the exchange rate°uctuation and the corresponding price changes issue using intertemporal approaches to open-economy dynamics, the e®ects of market structure on international trade and Keynesian nominal rigidities. Domestic in°ation can be in°uenced by the extent of exchange rate pass-through e®ect towards domestic prices. The textbook de¯nition of exchange rate pass-through is the percent change in local currency import prices resulting from a one percent change in the exchange rate between the exporting and importing country. As argued in the local currency pricing (LCP, see Devereux (1997) ) or pricing to market (PTM see, Krugman (1987) ) mechanisms, maintaining pricing in terms of buyers' or consumers' or importers' currency, the exchange rate pass-through e®ect to domestic prices of imported goods will be almost nil or zero.
On the other hand, pricing assumption in terms of sellers' or exporters' or producers' currency, as conjectured by the producer currency pricing (PCP) models, will lead to a proportionate change in the domestic prices of imported goods after a change in the nominal exchange rate. Obstfeld (2002) and Engel (2002) are two important references that discuss the debate about exchange rate regime choice based on these two contradicting pricing assumption. According to the¯rst view, domestic in°ation will be una®ected by the changes in the exchange rate and the related passthrough e®ect, whereas, the second argument will call for suitable policy adjustment, as exchange rate pass-through will signi¯cantly a®ect the domestic prices. Some studies in the past explore the e®ect of exchange rate pass-through in predicting in°ation. For example, Ball (1999) incorporate the degree of pass-through in the monetary policy rule to control in°ation. Kim (1998) employs an vector error correction model to show that exchange rate appreciation has the predictable negative long-run e®ect on the US PPI. McCarthy (2000) uses a VAR model and impulse responses based on that to examine the impact of exchange rates and import prices on the domestic PPI and CPI for seven industrial countries, which includes Japan, USA and UK. His¯ndings suggest that import prices have much stronger e®ect than exchange rates in explaining domestic price in°ation.
This supports other studies like Boldin (1998) and Koenig (1998) , which also achieve forecasting improvements after including import prices in a CPI in°ation forecasting model. Taylor (2000) , however, argues that the low level of in°ation in the nineties in the US can be one potential explanation of lower pass-through e®ect or lower pricing power of the¯rms, thus making exchange rate pass-through endogenous in determining the optimal price level.
In this paper, we take the exchange rate pass-through e®ect (as an exogenous variable, unlike (2003)¯nd evidence of PCP to import prices at the point of entry and LCP to domestic prices of imported goods. With the evidence of low pass-through e®ect towards domestic prices, the domestic in°ation will not be much even if there is higher level of pass-through to import prices. Using this structural concept, we do three months ahead out-of-sample in°ation forecasting for the industrylevel producer prices (PPI) and consumer prices (CPI). Thereafter, we compare our forecast results from this structural model with forecasts from three di®erent alternative models chosen either based on the data (univariate ARIMA model) or on the simple Philips curve concept (i.e., using unemployment rate and interest rate, the models used are VARs). We also employ some non-linear models based on the property of the price series and forecast future prices from these non-linear alternatives. Our overall results support the structural model incorporating pass-through e®ect, as it provides the smallest forecast variance as compared to other linear and non-linear models. Therefore, our study points out that we can achieve better in°ation forecasts at a very disaggregated price level for consumer prices and producer prices. This has signi¯cant policy implication in terms of targeting in°ation from the Central Bank's policy perspective. Also, the study provides a pointer for looking at the industry-level future price prediction that can be of help for the sectoral in°ation analysis.
The rest of the paper is organized in the following way. The next section contains two parts.
The¯rst part provides a brief description of the simple model of Bhattacharya et al. (2003) that shows the pass-through separation towards import and domestic prices. Thereafter, we brie°y discuss the non-linear models used in this study. Section 3 provides the data description used in the analysis. In section 4, we discuss the empirical methodology and a number of in-sample results, including linearity tests. Section 5 presents estimated linear models and their relative forecasting performance. Section 6 contains discussion regarding non-linearity across some price series. The last section concludes with possible extensions to the current work. All tables are given in the¯rst appendix. Model testing results are reported in the second appendix. A third appendix contains details of industry-level import data.
Linear and Non-linear Models

A Simple Linear Model
To put forward the exchange rate pass-through separation (as proposed by Obstfeld (2001 Obstfeld ( , 2002 ) from a simple framework, we distinguish between the following four prices: (1) Import prices of foreign goods at the point of entry (denoted by imp) (2) Domestic prices of imported goods (denoted by dig) (3) Domestic prices of import-competing goods (denoted by ddg) (4) Domestic prices, as measured by the CPI (the¯nal price consumers' pay at the point of sale). The dig and ddg are the constituent parts of CPI. To investigate changes in CPI, we look for changes in either ddg or dig or in both.
Under the LCP mechanism, neither the dig nor the CPI may change after exchange rate changes.
Our simple model of pass-through separation is based on markup adjustments by domestic importers and foreign exporters. With di®erences in markup adjustments, there may be a di®erence in pass-through transmission to di®erent prices in the short-run. With PTM, there is proportionate and opposite adjustments in the markups after exchange rate changes resulting in zero or low pass-through. However, with PCP both prices respond proportionately to changes in the exchange rate. Di®erent channels of exchange rate pass-through (denoted by (1) and (2), representing two di®erent possibilities) can now be delineated in the following way.
(1) With an unexpected change in the exchange rate (say, due to unanticipated monetary shock), there is pass-through to imp. There may be a potential markup adjustment by foreign exporters at this point (in accordance with the PTM argument proposed by Krugman (1987) ). The end result will be either higher or lower pass-through to imp. This is the¯rst and direct pass-through channel.
If the pass-through to imp is fast and of greater magnitude as compared to pass-through to dig and CPI, then there would be changes in relative prices. This is important, for there to be expenditure-switching there has to be a higher level of pass-through to imp but a low pass-through to dig and CPI.
With transaction cost of the imported good added to the domestic price of the imported good, there may be a price di®erence between imp and dig. In addition, domestic importers may charge markup on the imported good (price of which is denoted by dig). With di®erent domestic markup adjustment in dig vis-a-vis markup adjustment in imp (as described in (1) above), there may be a relative price di®erence between dig and imp. Whether CPI changes or not depends on the domestic markup adjustment re°ected in dig.
If there is domestic wage rigidity (or price rigidity, as proposed in a number of models, see the related discussion in Bergin (2003) and the references within) 1 , ddg will not change very fast in response to a domestic monetary shock that a®ects the exchange rate. The exchange rate change will only a®ect the imp. 2 (2) If there is no markup adjustment by foreign exporters at the entry point, the imp will change proportionately with changes in the exchange rate. Since the ddg responds sluggishly, there is a relative price di®erence between imp and ddg. To maintain the domestic sale of imported goods, domestic importers may adjust the domestic markup in proportion to the imp hike. This will be 1 Domestic wage rigidity leads to domestic price sluggishness as there may be a wage contract signed before the unexpected monetary shock.
2 This can happen if invoicing contract is signed a period ahead.
re°ected in the dig. This is the mechanism emphasized by LCP or PTM. Thus the ddg and dig remain at the level before the unanticipated shock. As a result, CPI will not change. This is the second and indirect channel of exchange rate pass-through to dig and CPI.
After all the adjustments taking place as above, there still remains a relative price di®erence between imp and dig as well as CPI. This may trigger expenditure-switching as is proposed and shown in Obstfeld (2001 Obstfeld ( , 2002 and Obstfeld and Rogo® (2000) .
As this discussion suggests, the speed and extent of markup adjustment drives all the results of high and low pass-through to imp and dig as well as CPI.
The second and indirect channel of pass-through to CPI, as described earlier, calls for looking at the extent of domestic markup adjustments. Since we do not have data for the domestic cost of production at the industry-level at monthly frequency therefore, we devise an indirect way to look at this e®ect. Changes in CPI above re°ect changes in either ddg or dig or both. The dig attributes adjustment at the second stage when the imported good enters the domestic distribution chain. So the exchange rate change at the¯rst stage of entry (re°ected in imp) can indirectly capture the change in dig because the second stage adjustment happens if there is there a markup change at the¯rst stage due to changes in the exchange rate. Therefore, we take the exchange rate coe±cient as a proxy to the adjustment in dig based on markups. In addition, if there is any change of PPI or CPI due to a change in the dig (assuming that there is tradable component in production), it is possible to separate out that e®ect. We denote this potential e®ect as the \carry-over e®ect". For some industries, the data allows us to look for this e®ect.
The above discussion calls for data at a very detailed level. Unfortunately, it is di±cult to get the Our setup is such that the exchange rate is exogenously determined and the model focuses on the e®ect of unexpected changes in the exchange rate. Therefore, we deviate from the traditional exchange rate pass-through estimation literature which typically includes other \control" variables, like a measure of exporters' cost or cost from tari® barriers in the destination country as pointed out in Goldberg and Knetter (1997), which provides a general review of pass-through studies. Import prices for the analysis are exogenously given and these may re°ect monopolistically competitive conditions in the exporting country as well as world trade costs. Within this framework, we build three di®erent reduced-form systems to capture the e®ect of changes in the exchange rate on import prices, producer prices as well as consumer prices.
System I : This setup analyzes various channels which transmit a change in the exchange rate to the¯nal goods prices measured by CPI. The CPI re°ects tradable (denoted by dig) and non-tradable goods (denoted by ddg) prices. With a higher proportion of tradables, any change in the exchange rate that a®ects their prices would lead to a signi¯cant change in CPI. Assuming PCP, the e®ect will be full. On the other hand, under LCP-PTM mechanism, the extent of the CPI change will be closer to zero.
In this scenario, home retailers import¯nal goods (or tradables) from foreign countries. At the point of entry, retailers pay the price, P ri for foreign exports, which possibly includes a markup m ¤ i¸0 charged by the exporters. So retailers pay the import price, P ri such that:
where E denotes the exchange rate and P ¤ i is the foreign currency price of the i-th good imported in the home country. Depending on whether m ¤ i changes or not, a change in the exchange rate may or may not be re°ected in P ri . As pointed out earlier, this is the¯rst channel of short-run exchange rate pass-through. Here foreign exporters can price discriminate between destination markets of tradables.
In the home market, the retailers have to bear the transport and distribution costs of¯nal goods before selling those to the consumers. Denoting this transaction cost for the i-th good as − ri , the total marginal cost that the retailers face is:
Letting the domestic markup charged by the retailer to be°i, we have the¯nal price of the i-th good as:
Given (2) and (1), the¯nal price of the i-th good is:
where, P ci denotes the¯nal price of the i-th good. Equation (4) shows the link between E, import prices and P ci as mediated by the various markups clearly. An import price increase driven by an exchange rate depreciation (assuming no change in foreign mark-up) may or may not lead to a proportional increase in consumer prices. This is the second channel of pass-through. The muted or high response of domestic prices as a result of this import price hike can explained by changes in the existing domestic markup,°i in the way we have described before.
The foreign and domestic markup adjustments can transmit the changes in exchange rate to import prices and domestic prices. These adjustments can be a re°ection of sluggish nominal wage adjustments in the foreign country as well as in the home country.
System II : Here, we concentrate on the case where¯nal goods are produced domestically with the help of tradable and non-tradable intermediate inputs. We allow for the possibility that these intermediate inputs themselves have some imported components. Therefore, any change in producer prices of¯nal goods can be explained indirectly by changes in the exchange rate through responsive changes in domestically produced intermediate inputs' prices as well as changes in the prices of imported intermediate inputs.
To capture the underlying structure of System II in terms of the price adjustments, we look at the following expression. In the case where domestic producers use imported intermediate goods,
the price (P ni ) they pay at the point of entry once the markup m ¤ ni¸0 charged by the exporters' is taken into account, will be given by:
In addition to the transaction cost, − ni , associated with these imported inputs, the producer also has to pay the wage w i per unit of output being produced domestically. Letting w i be the wage rate and let l i denote the unit labor requirement in the production of i-th good. The marginal cost is:
Taking the domestic markup charged by the producer as ¹ i , we have the producer price of the i-th good as:
Using (6), we get the producer price of the i-th good as:
We have a similar interpretation in terms of markup adjustments and producer prices change as before. The expenditure-switching is due to the relative price di®erence between the imported inputs' prices and producer prices as a result of markup adjustments.
System III : This is similar to System I described earlier, with the di®erence that the¯nal goods prices are simply replaced by producer prices. In this case, instead of¯nished retail goods for consumption, we have¯nished goods for production. As before, denoting the transaction cost for the i-th good by − pi , foreign markup by m ¤ pi and the domestic markup charged by the producer by º i , the producer price of the i-th good will be:
The channels through which change in exchange rate is passed through in this system is analogous to the ones described above. What di®erentiates the three systems is that the pass-through is towards consumer prices in system I and towards producer prices in systems II and III.
Non-linear Models: An Appraisal
Our analysis so far rests on the linearity of price series assumption. However, this may not be nec- outliers. Employing Tsay's (1986) F -test to examine for non-linearity, we use two parametric nonlinear models as well as STAR and TAR to see if we can achieve forecast improvements vis-a-vis non-linear naive alternatives. These naive non-linear models are generated after either incorporating higher order polynomial terms of the lagged dependent variables or using the multiples of di®erent dependent variables in the linear models as well as systems. Our analysis also points out that non-linear models are not necessarily better in terms of achieving better forecasts. In fact, it is the structural systems approach that is giving us the smaller prediction, thus supporting the underlying triangularity of this methodology as described earlier.
Data and Descriptive Statistics
There are three countries, Japan, USA, and UK in our study. For Japan, we have monthly data for import prices (IMP), producer prices (PPI), wholesale prices (WPI), trade-weighted exchange rates and short term interest rates from Bank of Japan's web site. There are seven industries in our Note that, the time interval choice is guided by monthly data availability of the import prices, as we use this in the analysis to look for the exchange rate pass-through e®ect.
For UK, the monthly data on import prices (IMP), producer prices (PPI) and civilian unemployment rate are collected from National Statistics Online. Monthly trade-weighted exchange rate and average discount rates for Treasury bills are downloaded from Bank of England's web site. In all of the data series, the sample time interval is from 01/1991 to 12/2002 for a total of n = 144
observations. The data series and programs used for our analysis are available upon request.
All data series are transformed into a logarithmic scale and then di®erenced at lag one. Thereafter, all these series are taken as deviations from their sample means. For forecast evaluation, we set the validation sample of length n 1 = 48 for thirty-one industries across all the countries. The validation sample is of length n 1 = 44 for four industries in USA. However, the training sample, n 0 , varies across countries as well as across industries, in case of USA. For example, the training sample is n 0 = 336 in Japan but n 0 = 96 in case of UK. Our choice of training and validation samples is such that, for the monthly data, we exclude`outliers' from the validation samples; these observations are taken care by appropriate dummy variables during the training sample estimation. the statistics based on the validation sample only. In Japan (see Table 1 ), for full sample, the normality assumption is rejected for every industry, however, for the validation sample, this is accepted everywhere except for the chemical's industry (chemi). For USA (see Tables 2 and 3 Table 4 for reference). Thus, in all the countries, we get considerable evidence of normality in the validation sample.
Methodology
Linear Model Estimation
For a generic time series g t , we use B j to denote the backshift operator B j g t def = g t¡j , rg t to denote the¯rst di®erence operator rg t def = g t ¡ g t¡1 . This will therefore denote growth rate. The univariate ARIMA models take the form:
where y t is r log g t , and d t is a (k£1) vector of dummy variables and a constant term with associated coe±cient vector¯. The autoregressive polynomial Á(B) is de¯ned as Á(B)
is usually restricted, with some of the Á i 's being set to zero. It is also assumed that all the roots of Á(B) = 0 are outside the unit circle. The error series » t was white noise with unit variance for some of our models, » t def = ² t . Occasionally, however, it takes the form of a restricted moving
µ j ² t¡j , with some of the µ j 's set to zero. The orders (m; n) of the ARIMA models were chosen using standard techniques, that is the correlogram, over¯tting tests and diagnostic tests on the estimated residuals. Conditional least squares were used for estimation, with backcasting employed only when the roots of the moving average polynomial µ(B) = 0 were outside the unit circle.
The model of equation (1) 
where ± is the associated coe±cient vector. The results from this test, performed over the entire sample, are given in tables 5, 6 and 7 in the¯rst appendix. The null hypothesis of linearity is rejected for six out of total thirty-¯ve industrial price series in the sample. In case of USA, for mineral fuel and lubricants (m°) industry, we get non-linearity and for UK, medicinal product (medi) series denotes absence of linearity. For Japan, four out of seven industrial WPIs show considerable non-linearity. The absence of normality and linearity from all of these series call for particular consideration in the modeling part and we comment on these issues in the following sections.
The simple system concept we have mentioned in the introduction part can be converted into an econometric framework, which can be used both for testing the implied triangularity of the threeequation system we propose and for estimating short and long-run e®ects on prices. As mentioned earlier, all our analysis is conducted in growth rates. Standard unit root and cointegration tests were performed for the levels, but we found no strong evidence of cointegration for almost all our systems. These tests are not presented here but are available on request. In what follows we describe the empirical implementation of a three equation system.
Consider a (3 £ 1) vector with CPI in°ation, PPI in°ation and growth rate of import prices, say z t def = (y t ; x t1 ; x t2 ) 0 , and rede¯ne the growth rate of the exchange rate as x t3´wt . All variables are taken as deviations from their respective sample means. We assume that z t can be adequately modeled by a vector autoregression with an exogenous input variable (VARX) as:
where f¦ i g 
where ¼ i ab is the (a; b) coe±cient of ¦ i . These restrictions imply absence of feedback from CPI in°ation to PPI in°ation and from CPI and PPI in°ation to growth of import prices; they are immediately testable using a Wald-type test applied to the U-model.
If the above null hypothesis is rejected we proceed by eliminating the insigni¯cant coe±cients from the U-model and re-estimate the remaining parameters by seemingly unrelated regression (SUR). This is our second restricted model (R2-model), which we then compare to the U-model using a likelihood ratio (LR) test. If the R2-model is rejected in favor of the U-model we use the estimates from the U-model to compute the long-run e®ects; if the R2-model is not rejected we use its estimates to compute the long-run e®ects. Similarly, if the null hypothesis of triangularity is not rejected, we proceed by eliminating the insigni¯cant coe±cients from the R1-model and re-estimate the remaining parameters using SUR. This is our third restricted model (R3-model), which we now compare to the R1-model using a LR test. Depending on whether the R3-model is rejected or not we use the estimates from either the R1-model or the R3-model to calculate the long-run e®ects.
We are reporting the model choice results in the second appendix. Forecasts coming from these reduced models are denoted by SYS in the¯rst appendix.
To illustrate the computation of the long-run e®ects, consider the U-model and re-write it using lag operator notation as:
where ¦(L)
When the system is in long-run equilibrium we expect that the variables do not deviate substantially from some¯xed values, say their respective means z
. Therefore, we have the representation:
from which all long-run e®ects can be easily computed by summing the estimates of the ¦ i 's and thē i 's. For example, the long-run e®ects of the exchange rate growth on CPI in°ation, PPI in°ation and growth of import prices are given by the estimate of the vector @z ¤ =@w
Letting o t def = (y t ; x t1 ; x t2 ; x t3 ; r t ; un t ) > be a (6 £ 1) vector, we can write the unrestricted VAR1 model as:
where the matrix autoregressive polynomial ©(B) is de¯ned as ©(B)
© i B i and we assume that obeys the stability condition det f©(1)g 6 = 0. r t and un t denote changes in interest rate and unemployment rate, respectively. As before, d t is a vector of dummy variables and constant term with associated coe±cient matrix C, while ² t is bivariate white noise with identity covariance matrix and S is the lower triangular decomposition for the covariance matrix § def = SS > . SUR method of estimation is used in estimating the model's parameters with the autoregressive order set as like the VARX model. After this initial estimation, we drop all the import prices and exchange rate variables from the above model and get VAR2, which represents that o t is a (4 £ 1) vector now.
We again estimate this VAR2 using SUR. The results from SUR estimation are those reported in the¯rst appendix.
Non-linear Model Estimation
Out of thirty-¯ve price series in the analysis, we found non-linearity for six di®erent price series across three countries. We¯t four di®erent models to explain non-linearity and try to see if the forecast performance improves once we employ these non-linear models.
The¯rst model we consider is nothing but the model shown in equation 11. After rejecting the null of linearity, we estimate this model with non-linear terms, identi¯ed by vector h t that consists of all the squares and cross-products of the elements in y t¡1 . We use conditional least squares to estimate this model and then we perform three step ahead out-of-sample forecasts. RMSEs coming from these are reported in the tables as N1, called so as we term this model as the¯rst naive non-linear model.
The second naive non-linear model (RMSEs denoted by N2 in the tables) is built from the systems, when we incorporate these non-linear terms from equation 11 into the systems given by equations 12 and 13. We use SUR to estimate these non-linear systems and then generated out-ofsample forecasts. This is again a naive approach as we are not estimating a multivariate non-linear system in full.
The third model we estimate is a pure non-linear parametric model, as described in Terasvirta (1994). We take a Logistic Smooth Transition Autoregressive (LSTAR) model of order p as:
where 
where
B(t) =¯0 +¯1z t¡1 + :::: +¯qz t¡q (22) where the superscripts U and L refer to the upper and lower bands, respectively. I t represents a Heaviside indicator function, which equals 1 when the relevant condition is ful¯lled and 0 otherwise, µ is the threshold value, d is the delay parameter, and e t is an i. and is stationary overall. Conditional least square estimation method is used to get the parameter values with the best-¯t model is selected by BIC criterion. After estimation, we look for one-step ahead forecasting from this model, RMSEs of those are reported as TARs in the appendix tables.
We evaluated the forecasting performance of all the above models (except TAR model) using one, two, and three-steps ahead, rolling origin forecasts. In this case, the sample is training sample is a moving window of¯xed width n 0 , and the coe±cients are updated as the window`rolls' over all the observations in the validation sample. We expect that in this way we will obtain a more accurate treatment of the forecasting performance of di®erent models. Letting b y t+h denote the hstep ahead forecast made at forecast origin t we compare models based on their root mean-squared error (RMSE):
which is equal to the forecast error standard deviation over the validation sample. A lower R MSE indicates better model performance.
Linear Models and Forecasting Performance
The out-of-sample forecast performances from four di®erent models are presented in the¯rst appendix. Here, columns of the tables report RMSEs from the univariate ARIMA model (ARMA), system (SYS), VAR1 model (VAR1) and VAR2 model (VAR2) respectively. For all industries across all countries, short-run forecasts (denoted by one month ahead forecasts) show that the SYS outperforms other models as well as ARMA models in¯fty-¯ve percent cases. Similarly, for the long-run forecasts (i.e., for two and three months ahead predictions), SYS is the best predictor in fty-eight percent of the sampled cases. Overall, for all the horizons, the proposed pass-through e®ect improves the forecast prediction in forty-three percent of sampled industries prices. Looking at the industry-level prices for all three countries, SYS for chemical industry in all countries short-run forecasts come out as the superior predictor. However, ARMA for metal industry in the short-run is the e±cient predictor, thus showing no as such short-run pass-through e®ect. SYS for textiles and wood in Japan and UK in the long-run show the least RMSEs, and, therefore, termed
as the best forecast model as compared to the other alternatives. Also petrol and fuel industry SYS results point that in the long-run, the forecasts coming out from this model incorporating pass-through is the e±cient one as it outperforms all the other models with the least RMSE. These results support one of the general observations that because of its importance in every country's imported goods bundle, price for petrol and fuel are more susceptible to changes in the exchange rate and so the changes in pass-through e®ect follows. In the following subsections, we discuss industry-level forecast performance for the three countries in the sample. Table 8 reports the rolling forecast performance of wholesale prices across all the seven industries in Japan. WPI forecasts coming from the system after incorporating the exchange rate pass-through e®ects provide the best evidence of accuracy for two-months ahead horizon, as the results show the lowest RMSEs for almost eighty-six percent of the sampled industries. Within these industries, chemical (chemi) provides the highest improvement and petrol and fuel (petrol) reports the lowest improvement from system forecasts. The predictions signify that exchange rate pass-through e®ect can be one potential source to achieve better forecasts in future. However, for the other two months ahead predictions, the system produces better forecasts for three out of seven industries in the sample, showing that pass-through e®ects may not have enough explanatory power for the remaining four industries' out-of-sample price predictions. Metal (metal) and petrol industry prices show the highest extent of forecast accuracy increase for one-month and two-months ahead prediction horizons respectively. Two-month and three-month ahead forecasts for metal depict superiority of the univariate model in the longer horizon but for petrol and fuel, the systems forecasts fare better. The traditional forecasting model (i.e., VAR2), based on interest rate and unemployment rate, always outperforms the system over all horizons for food industry (food) prices. VAR2 also performs better than the system in two other instances, for one-month ahead petrol and wood industry (wood) forecasts. The results show that in short run, there may not be satisfactory pass-through of exchange rates that can explain the variability in these industries' domestic prices. Rather, domestic factors have more explanatory powers at least for these industries in the short run. For textiles (textiles), wood and petrol industries', consistent forecast accuracy is reported from the system for more than one month ahead forecast horizons, pointing out the fact that exchange rate pass-through e®ect has signi¯cant long run impact for these three industries.
Evidence from industry-level WPIs in Japan
Evidence from chemical industry also shows the relevance of pass-through e®ect in one-month and two-months ahead forecasts. As a result, the conjecture of achieving forecast accuracy remain valid in almost¯fty-eight percent of the reported cases. Two representative manufacturing industries in our sample, machinery and equipment (mach) and metal, however, contradict this view, as we get the performance from univariate ARMA models are better for two out of three forecast horizons. A quick look at the linearity tests table (see Table 4 for reference) shows non-linear price movements for the machinery and equipment industry, and therefore, the forecasting performance based on a linear system may not be adequate to capture this fact. This argument, on the other hand, is void in cases of petrol, textiles and wood industries', as there is signi¯cant forecast error reduction with lowest RMSEs from systems in the longer forecasting horizons, albeit non-linearity in these industries data series. The later evidence supports the modeling technique involving pass-through, as it provides superior forecasts.
Evidence from Industry-Level PPIs and CPIs in USA
Monthly rolling predictions for PPIs in USA (see Table 9 ) support the contention of achieving better forecasts, as more than¯fty-percent of the systems results provide lower RMSEs compared to other models for all three forecast horizons. The sectoral evidences point out the signi¯cance of exchange rate pass-through e®ects for predicting domestic producer prices in future. Chemical's (chemi) and and comparatively lower in the later industry. Metalliferous ores ((metal), which is part of broad SITC category, Crude materials except fuel) and fruit ((fruit), which is a sub category of SITC Food and Live animals' industry) industrial prices, however, show that there is no as such passthrough e®ect in these sectoral producer prices and rely on the univariate model to produce forecast improvement. We have two sub categories, rubber and non-metallic minerals manufactures (nmmin) of the broad Manufactured goods industry, and forecasting results from these can also be termed as mixed in terms of achieving system forecast accuracy. For example, evidence from rubber prices show the lowest RMSEs in two-months and three-months forecasts from the system, but in comparison with the other industry, there is no evidence of forecast accuracy in terms of the systems.
We mention this result in particular, as Engel (1999) also points that there is not much evidence of exchange rate pass-through towards the US Manufacturing industry in the short run, and our forecast results partially con¯rm that. For all industries in USA, after incorporating standard control variables for in°ation, interest rates and unemployment rates, the forecast performances are better than the VAR1 model, which takes of all potential pass-through e®ects as well as these controls.
For CPI forecasting (see Table 10 ), mixed results are obtained from the system. For mineral fuel industry (m°), the system performs best over all forecast horizons. Food and beverages (food.) industry and apparels (appa.) industries, on the other hand, support univariate ARIMA model and VAR2 model respectively. Therefore, exchange rate pass-through is not uniform across sectors and for some cases, it is true that domestic unemployment rate and interest rate dynamics can predict the consumer prices much accurately. Apparels industry case can be termed as a support towards earlier¯nding by Tootell (1998) , which suggests that domestic variables are su±cient to explain past US in°ation.
Evidence from Industry-Level PPIs in UK
Comparison from one-month ahead forecasts (see Table 11 ) for UK industrial prices show that for seven out of total thirteen categories in our sample, there is signi¯cant improvement from the system predictions as compared to other models. Wood industry (wood), which is a part of Crude materials category under SITC depicts the least and pulp (pulp), also belonging to the same broad SITC classi¯cation reports the highest improvement in out-of-sample forecasts, pointing out the fact that there is considerable heterogeneity even within the same broad industrial structure. As a result, we have to be careful in predicting real world prices of UK Crudes, as the pass-through e®ects generate considerable forecast variation across the sub categories of this industry. From the two-months and three-months ahead predictions, there is overwhelming support for the system forecasting accuracy with seventy-seven percent of the sampled industries reporting the least RMSEs from the systems as compared to other models in the analysis. As before, pulp and wood remain the best and least prediction enhancement categories respectively, with textile fabrics (tex-fabs), nonferrous metals (nonfme) and electrical machinery (el-mach) industries joining the least forecast error prediction category from the systems with higher forecast horizons. Metal ores (metal) and medicinal products (medi) prices for all forecast horizons report lowest RMSEs from the univariate models thus depicting no possible improvements from exchange rate pass-through e®ects. Another reason for this may be linearity assumption in the models, whereas the data series is not linear, as is evident for the medicinal products industry (see Table 6 for reference). The VAR2 model, with interest rates and unemployment rates as standard control variables for in°ation prediction outperforms the system prediction only for the plastics industry (plastics), showing ine®ectiveness of the possible exchange rate pass-through e®ects to predict PPI. Overall,¯fty-four percent of the forecast results for UK point out some kind of exchange rate pass-through e®ects to producer prices that leads to forecast accuracy over all forecast horizons, after incorporating this e®ect in the system.
Evidence from Industry-speci¯c prices across countries
Our system concept and forecast performance improvement is supported by cross-country evidences also. For chemical's, the system results outperform all other models over all forecast horizons in UK, for one-month and two-months ahead forecasts in Japan and for one-month ahead predictions in USA. So, in the short-term forecasts, there is signi¯cant exchange rate pass-through e®ects that explain lower in°ation in chemical's production prices in these countries. Results for longer horizon, however, show that domestic factors provide better explanation for future forecasts in USA and past values of this industry's prices predict future prices more accurately in Japan.
Organic chemical, a sub category of Chemical's industry also support forecast accuracy from the systems in USA and UK. Results from Machinery, too, point out that there is signi¯cant forecast improvement relying on the systems approach. Two-months ahead price predictions in Japan, all horizon forecasts from UK and results from electrical machinery, which is a part of broad Machinery category in USA provide ample support for exchange rate pass-through. Long term forecasts of petrol in Japan and USA serve another pointer for the role played by pass-through e®ect in future gasoline price determination. All forecast horizon results in Japan and one-month and threemonths ahead forecast error reduction in UK for textile's industry also provide substantial evidence towards the systems concept proposed to achieve better forecasts. In case of USA, however, VAR2 model outperforms all other models in textile industry price prediction, pointing that, standard control variables may have better explanatory power. For wood industry, Japan's all future horizon forecasts and UK's one-month and three-month ahead results prove the supremacy of the systems concept to achieve better predictions. Only in metal and food industries, forecasts from systems are not the best as these do not provide the least prediction errors. All evidences therefore point out that for future price prediction in a number of important industries across these advanced countries, exchange rate pass-through e®ect can be judged as an important determinant of long term e®ects and we can have forecast accuracy if we take into account this e®ect.
6 Forecasting Performance from Non-linear Prices across Countries Tables 12 and 13 in the¯rst appendix show the results from four alternative non-linear models analyzed here after¯nding non-linearity in the corresponding prices across countries. Table 12 denotes RMSEs for Japanese WPIs and Table 13 has the result for UK. First two columns for each-month ahead forecasts in the tables report RMSEs from the naive nonlinear models. STAR denotes RMSEs generated from out-of-sample forecasting after using Logistic Smooth Transition Autoregressive (STAR) models for the corresponding non-linear price series. The last column depicts RMSEs from out-of-sample forecasting generated after employing one-regime Threshold Autoregressive (TAR) models for these non-linear price series. As a result, last two columns depict actual non-linear model forecasts vis-a-vis \naive" forecasts from simple alternative non-linear models.
If the price series follow considerable non-linear dynamics, then forecasting performance from actual non-linear models will show considerable improvement over naive non-linear or linear models.
However, for Japan, Petrol, Textiles and Wood WPIs show that naive non-linear forecasts from the systems performs the best, both in the short-run and long-run ahead cases. For Mach WPI, in the long-run, the naive non-linear ARMA performs the best, with the short-run result again supporting the systems approach. As a result, we can say that these price series data generating process is not guided by any parametric non-linear procedure. It's rather guided by some structural adjustments in the economy, which is being explained by the exchange rate pass-through e®ect, as described in the systems approach.
Results from Medi. PPI for UK, on the other hand, support considerable non-linearity as the RMSEs from the parametric LSTAR model report the lowest RMSEs. This disproves the claim that exchange rate pass-through e®ect may have some explanatory power for future price movements.
This is also supported from table 11, as the univariate ARMA models depict the lowest RMSEs.
A quick look at table 13 shows marginal improvements in terms of short-run and long-run e®ects, but nevertheless, it drives the point that there is considerable non-linearity in Medi. pricing which may be totally disconnected with the exchange rate°uctuations. This may support the point that there is some amount of local currency pricing or pricing to market going on for future price determination in this industry.
Concluding remarks
We evaluate the forecasting performance of a number of models for domestic in°ation for three developed countries, Japan, USA and UK. Our results are part of a project dealing with the construction and evaluation of forecasting models that can be of practical use in real-time forecasting.
Our analysis, based on linear models as well as non-linear models, suggests that models based on exchange rate pass-through e®ects improve upon the forecasts of three other linear models in a majority of cases. This, therefore, support the contention that, \special factors", i.e., import prices and exchange rate can provide signi¯cant policy guidance for domestic monetary authorities. With the advanced countries in our analysis supporting°exible exchange rate regime with higher level of capital mobility, targeting and achieving better in°ation forecasts provide an important guidance to other countries domestic monetary policy choice. Among the data used in the paper, six industrial price series failed to pass the linearity test and we also explored the potential advantages of nonlin-ear models in forecasting future prices. Considering non-linearity, the results are mixed, as naive non-linear models perform better than the parametric and non-parametric non-linear alternatives in half of the cases. For future analysis, we are exploring multivariate non-linear models to capture the true non-structural data generating process of these price series vis-a-vis structural models. 
