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Abstract
The well-known absolute bound condition for a primitive symmet-
ric association scheme (X,S) gives an upper bound for |X| in terms
of |S| and the minimal non-principal multiplicity of the scheme. In
this paper we prove another upper bounds for |X| for an arbitrary
primitive scheme (X,S). They do not depend on |S| but depend on
some invariants of its adjacency algebra KS where K is an algebraic
number field or a finite field.
1 Introduction
Let (X,S) be an association scheme (for a background on association scheme
theory we refer to [1, 10] and Appendix). Denote by FS its adjacency algebra
∗Partially supported by RFBR grants 05-01-00899, 07-01-00485 and NSH-4329.2006.1
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over a field F . As usual we consider FS as a subalgebra of the full matrix
algebra MatX(F ). Set
rkmin(F, S) = min
A∈FS\FJ
rk(A)
where J is the all-one matrix in FS and rk(A) is the rank of a matrix A. One
can see that in the commutative case the number rkmin(C, S) coincides with
the minimal multiplicity mmin of a non-principal irreducible representation
of the algebra CS (see (1)).
It is a well-known fact (see [1, Theorem 4.9]) that given a primitive sym-
metric scheme (X,S) the number |X| can not be arbitrarily large when |S|
andmmin are bounded. It was asked there about a reasonable absolute bound
condition for an arbitrary primitive commutative scheme. The main goal of
this paper is to use the modular representation theory for schemes to get
another upper bound for |X| without the assumption of commutativity. Our
first result gives the following modular absolute bound condition for primitive
schemes.
Theorem 1.1. Let (X,S) be a primitive scheme and let q be a prime power.
Set r = rkmin(Fq, S). Then
|X| ≤
qr − 1
q − 1
whenever r > 1. If r = 1, then |X| < q and (X,S) is a thin scheme of prime
order.
We have examples for which the equality holds in Theorem 1.1.
Example 1.2. Let (X,S) be the cyclotomic scheme over a prime field Fp
corresponding to its multiplicative subgroup of order r. Suppose that there
exists a prime q such that p = (qr − 1)/(q − 1). Then rkmin(Fq, S) = r and
the equality in Theorem 1.1 holds. We omit the proof of this fact, but one
can easily check it for (p, r, q) = (31, 5, 2) or (31, 3, 5).
Given a scheme (X,S) denote by P = P(CS) the set of all central primi-
tive idempotents of the algebra CS. For P ∈ P set mP to be the multiplicity
of the irreducible representation of CS corresponding to P in the standard
representation (in MatX(C)). Put
mmin = min
P∈P\{P0}
mP (1)
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where P0 = (1/|X|)J is the principal idempotent of CS. If (X,S) is primitive
and mmin = 1, then it is a thin scheme of prime order (Theorem 2.2). So we
may avoid this case. Set
Q(X,S) = Q({Px,y : P ∈ P, x, y ∈ X}).
It is not necessary a splitting field of QS, but it is a Galois extension and
every P ∈ P belongs to the adjacency algebra Q(X,S)S.
Theorem 1.3. Let (X,S) be a primitive scheme. Suppose that p is a prime
which does not divide the Frame number of this scheme and mmin > 1. Then
|X| ≤
qmmin − 1
q − 1
. (2)
where q = p|Q(X,S):Q|.
Remark 1.4. The proof of Theorem 1.3 given in Section 3 shows that the
upper bound in (2) can be reduced. For an appropriate P ∈ P, the bound is
|X| ≤
qmP − 1
q − 1
where q = |Q({Px,y : x, y ∈ X}) : Q|.
We do not know any primitive scheme for which the upper bound in (2)
is tight. However, there are examples where this bound is less than one given
by the absolute bound condition (e.g. for some amorphic primitive schemes
(X,S) such that |X| = q2 and |S| = (q + 1)/2 where q is a prime and q 6≡ 1
(mod 3); in this case Q(X,S) = Q and one can take p = 3). On the other
hand, one can use inequality (2) to prove the finiteness of some classes of
rational primitive schemes (here a scheme is called rational if Q is a splitting
field of its adjacency algebra). In this case, we can apply Theorem 1.3 to any
primitive p′-scheme. By the definition for such a scheme the prime p does
not divide neither |X| nor the valency of an element from S.
Corollary 1.5. Given a prime p and a positive integer r the set of rational
primitive p′-schemes for which mmin ≤ r, is finite.
The class of p′-schemes with p = 2 consists of odd schemes, i.e. those
for which only symmetric basis relation of it is a reflexive one. Theorem 1.3
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shows that for a fixed r a splitting field of an odd primitive scheme with
mmin ≤ r grows when |X| grows.
The assumption in Theorem 1.3 requires that the adjacency algebra of
(X,S) over a field of characteristic p is semisimple. Non-semisimple case
seems to be much more difficult (see [6, 8]).
The proofs of Theorems 1.1 and 1.3 are given in Sections 2 and 3 respec-
tively. To make the paper self-contained we put in Appendix the notations
and definitions concerning schemes and their adjacency algebras.
Notation. As usual by Q, C and Fq we denote the fields of rational and
complex numbers and a finite field with q elements respectively. Throughout
the paper X denotes a finite set. The diagonal of the set X2 is denoted by ∆.
The algebra of all matrices whose entries belong to a field F and whose rows
and columns are indexed by the elements of X is denoted by MatX(F ),
the identity matrix by I and the all-one matrix by J. Given A ∈ MatX(F )
and x, y ∈ X , we denote by Ax,y the (x, y)-entry of A. The Hadamard
(componentwise) product of matrices A,B ∈ MatX(F ) is denoted by A ◦B.
The adjacency matrix of a binary relation r ⊂ X2 is denoted by Ar (this is
a {0,1}-matrix of MatX(F ) such that (Ar)x,y = 1 if oand only if (x, y) ∈ r).
The left standard module of the algebra MatX(F ) is denoted by FX . We
will identify X with a subset of FX .
2 Combinatorics in the adjacency algebra
First we prove that with any matrix of the adjacency algebra of a scheme
one can associate some special relations which are unions of basis relations
(a special case of our result also follows from [4, Lemma 4.1]). Namely, let
F be a field. Given a matrix A ∈ MatX(F ) and an element λ ∈ F we define
a binary relation
eλ(A) = {(x, y) ∈ X ×X : λAx = Ay}
on the set X . Clearly, e1(A) is a nonempty equivalence relation on X and
eλ(A) ∩ eµ(A) = ∅ for all nonzero elements λ 6= µ. Besides, e0(A) = ∅ if and
only if the matrix A has no zero columns. In the latter case, the relation
e(A) =
⋃
λ∈F
eλ(A) (3)
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is also an equivalence relation on X . Note that Ax being the xth column of
the matrix A can be considered as an element of FX . So (x, y) ∈ e(A) if and
only if the vectors Ax,Ay ∈ FX are linearly dependent.
In [4, Lemma 4.1] it was proved that given a scheme (X,S) and a matrix
A ∈ CS the relation eλ(A) with λ = 1 belongs to the set S
∗ of all unions
of relations from S. The following statement generalizes this result for an
arbitrary field and all λ’s. Below we denote by Ae and Aλ the adjacency
matrices of the relations e(A) and eλ(A) respectively. In the first part of the
proof we follow to [2, Lemma 1.42].
Theorem 2.1. Let (X,S) be a scheme and let F be a field. Then eλ(A) ∈ S
∗
for all A ∈ FS and λ ∈ F .
Proof. Without loss of generality we assume that A 6= 0. First we suppose
that F = C. Since A ∈ CS, we also have A∗ ∈ CS where A∗ is the Her-
mitian conjugate of A. This implies that A∗A ∈ CS. So given x ∈ X the
number (A∗A)x,x equals to the coefficient of the identity matrix I = A∆ in
the decomposition of the matrix A∗A by the matrices As, s ∈ S. Denote it
by d. Then by the Cauchy-Schwartz inequality we conclude that
|(A∗A)x,y| = |〈Ax,Ay〉| ≤ ‖Ax‖ · ‖Ay‖ = d (4)
where 〈 · , · 〉 and ‖ · ‖ are the inner product and the Euclidean norm in
CX respectively. Moreover, the equality in (4) is attained if and only if the
vectors Ax and Ay are linearly dependent. Thus |(A∗A)x,y| = d if and only
if (x, y) ∈ e(A). Due to (12) this shows that Ae ∈ CS and so e(A) ∈ S
∗. On
the other hand, given (x, y) ∈ eλ(A) the number
(A∗A)x,y = 〈Ax,Ay〉 = 〈Ax, λAx〉 = λ〈Ax,Ax〉 = λd.
does not depend on (x, y). By (3) this means that
(A∗A) ◦ Ae = d
∑
λ∈Λ
λAλ
where Λ = {λ ∈ F : eλ(A) 6= ∅}. Since the matrices A
∗A and Ae belong to
CS, we conclude by (12) that Aλ ∈ CS and hence eλ(A) ∈ S
∗.
Let F be an arbitrary field. Since A ∈ FS, any two columns of A consist
of the same elements of F . Denote the set of all of them by M . Then
Mλ =M, λ ∈ Λ, (5)
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where Λ is as above. Easily we can see that Λ is a finite subgroup of the
multiplicative group F×, and so Λ is cyclic. Take an injection and a group
monomorphism
f :M → C, µ 7→ µ′, ϕ : Λ→ C×, λ 7→ λ′
such that the permutation groups induced by the actions of Λ on M , and of
Λ′ = Im(ϕ) on M ′ = Im(f) are equivalent. Then it is easy to see that
λAx = Ay ⇔ λ′A′x = A′y, x, y ∈ X,
where A′ ∈ MatX(C) is the complex matrix with entries A
′
x,y = (Ax,y)
f for
all x, y. So e(A) = e(A′) and we are done by the first part of the proof.
It was proved in [9, p.71] that any primitive scheme having a nonreflexive
basis relation of valency 1 is a thin scheme of prime order. The following
theorem gives a “dual” version of this result.
Theorem 2.2. Let (X,S) be a primitive scheme and let F be a field. Then
rkmin(F, S) = 1 if and only if (X,S) is a thin scheme of prime order.
Proof. The sufficiency is clear. To prove the necessity suppose that rkmin(F, S) =
1. Then there exists a rank 1 matrix A ∈ FS \ FJ . This implies that any
two columns of A are linear dependent. So e(A) = X2. On the other hand,
e1(A) ∈ S
∗ by Theorem 2.1. Due to the primitivity of (X,S) this implies
that e1(A) ∈ {∆, X
2}. Moreover, since A 6∈ FJ , we see that e1(A) = ∆.
Thus by formula (3) we conclude that
A =
∑
x∈X
λxAλx
for some λx ∈ F such that λx 6= λy for all x 6= y. So eλx(A) ∈ S and the
valency of eλx(A) equals 1 for all x ∈ X (see (12)). This shows that the
scheme (X,S) is thin. To complete the proof it suffices to note that any
primitive thin scheme is of prime order.
Now we can prove Theorem 1.1.
Proof of Theorem 1.1. From the hypothesis it follows that there exists a
rank r matrix A ∈ FqS\FqJ . By Theorem 2.1 we know that e(A), e1(A) ∈ S
∗.
Since the scheme (X,S) is primitive, this implies that
e(A), e1(A) ∈ {∆, X ×X}.
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However, since A is not a multiple of J , it follows that e1(A) = ∆, and hence
|X| = |{Ax : x ∈ X}|. (6)
On the other hand, if e(A) = X ×X , then any two vectors Ax and Ay are
linearly dependent. So r = rk(A) = 1 and |{Ax : x ∈ X}| ≤ |F×q | = q − 1.
By (6) this proves the second part of the theorem. Thus without loss of
generality we can assume that e(A) = ∆. Then any two distinct vectors Ax
and Ay are linearly independent. This means that r = rk(A) > 1 and
|{Ax : x ∈ X}| <
qr − 1
q − 1
,
and we are done by (6).
3 Matrix rank in the adjacency algebra
In this section we deduce Theorem 1.3 from Theorem 1.1. To do this, we
will consider adjacency algebras over an algebraic number field and its ring
of integers. We refer to [7] for standard facts from algebraic number theory.
For the rest of the section we fix a scheme (X,S), an algebraic number field
K and a rational prime number p.
Denote by R the ring of integers of K. Take its prime ideal P lying
above pZ and set f to be the degree of P. Then
f ≤ |K : Q| (7)
and the quotient ring R/P is isomorphic to the field Fq where q = p
f . Denote
by KP and RP the P-adic field and the ring of P-adic integers respectively.
Then
RP = {a ∈ KP : νP(a) ≥ 0} (8)
where νP is the P-valuation on KP. Here νP(a) = ∞ if and only if a =
0. Since RP/PRP ∼= R/P, the ring epimorphism R → Fq induces the
epimorphism RP → Fq, a 7→ a, and hence the epimorphism
RPS → FqS,
∑
s∈S
asAs 7→
∑
s∈S
asAs (9)
where we use the natural identification of {0,1}-matrices in RPS and FqS.
The image of A ∈ RPS is denoted by A.
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Lemma 3.1. Suppose FqS is semisimple. Then every central idempotent of
KPS belongs to RPS.
Proof. Let P be a central idempotent of KPS. Without loss of generality we
assume that P 6= 0. Then due to (8) it suffices to verify that ν(P ) = 0 where
ν = νP and given an element A =
∑
s∈S asAs of the algebra KPS we set
ν(A) = min
s∈S
ν(as). (10)
Clearly, ν(AB) ≥ ν(A) + ν(B) and ν(aA) = ν(a) + ν(A) for all A,B ∈ KPS
and a ∈ KP. So
ν(P ) = ν(P 2) ≥ ν(P ) + ν(P )
whence it follows that ν(P ) ≤ 0 (here ν(P ) < ∞ because P 6= 0). Suppose
that ν(P ) < 0. Set Q = aP where a is an element of KP such that ν(Q) =
ν(a) + ν(P ) = 0. Then Q 6= 0 (see (9)) and
ν(Q2) = ν(a2P ) = ν(a) + (ν(a) + ν(P )) = ν(a) = −ν(Q) > 0.
So Q2 = 0. Since Q is in the center of the algebra FqS, the set Q(FqS)
is a non-zero proper nilpotent ideal of it. However, this contradicts the
assumption that FqS is semisimple.
Remark 3.2. In the proof of Lemma 3.1 we extended the evaluation νP
to the adjacency algebra KPS of a scheme (X,S) (see (10). This extension
ν has properties: ν(A) = ∞ iff A = 0, ν(A + B) ≥ min(ν(A), ν(B)) and
ν(AB) ≥ ν(A) + ν(B).
Let P ∈ P(CS) be a central primitive idempotent of CS. Then every
entry of P is an algebraic number. If the field K contains all entries of P ,
then P ∈ KS and K can be embedded into both C and KP. Through these
embedding, we can regard P as an element of KPS.
Lemma 3.3. Suppose FqS is semisimple and the field K contains all entries
of a matrix P ∈ P(CS). Then the following statements hold:
(1) P ∈ RPS; in particular, the element P is defined and belongs to
P(FqS),
(2) P (FqS) ∼= Matn(Fq) for some n, the irreducible representation of FqS
defined by P is absolutely irreducible, and the degree and the multiplicity
of it in the standard representation of FqS coincide with nP and mP
respectively (see (13)).
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Proof. The first part of statement (1) immediately follows from Lemma 3.1.
By [3, Proposition 1.12], we can see that P is primitive. Statement (1)
is completely proved. Next, since P is primitive in CS, P is primitive in
the adjacency algebra over any extension field E of Fq, and then P (ES) is
a simple algebra. Since any finite division ring is a field, the Wedderburn
theorem shows that P (FqS) ∼= Matn(F ) for some n and some finite extension
F of Fq, and P (FS) is also a simple algebra. By the separability of F over
Fq, we have
P (FS) ∼= F ⊗Fq P (FqS)
∼= F ⊗Fq Matn(F )
∼= Matn(F ⊗Fq F )
∼= Matn(|F : Fq|F ) ∼= |F : Fq|Matn(F ).
Due to the simplicity of P (FS) we have |F : Fq| = 1 and hence F = Fq.
This means that the irreducible representation defined by P is absolutely
irreducible.
Besides, the ranks of the modules
KPS = P (KPS)⊕ (I − P )(KPS), FqS = P (FqS)⊕ (I − P )(FqS)
are the same. Since obviously the ranks of P (KPS) and (I−P )(KPS) do not
exceed the ranks of P (FqS) and (I−P )(FqS), respectively, it follows that they
are equal. Thus the degrees of irreducible representations corresponding to P
and P are the same. Also comparing the dimensions of the decompositions of
standard modules KPX and FqX , we see that the multiplicities of irreducible
representations in the standard representations corresponding to P and P are
the same.
Lemma 3.4. Suppose FqS is semisimple and the field K contains all entries
of P ∈ P(CS). Then there exists E ∈ FqS such that rk(E) = mP .
Proof. From Lemma 3.3 (2), we have P (FqS) ∼= MatnP (Fq) Choose an el-
ement E ∈ P (FqS) corresponding to a diagonal matrix unit in MatnP (Fq).
Since the irreducible representation corresponding to P appears mP times in
the standard representation, we have that rk(E) = mP .
Now we give a proof of Theorem 1.3.
Proof of Theorem 1.3. Suppose p is not a divisor of the Frame number Fr(X,S).
Then the adjacency algebra of (X,S) over a field of characteristic p is semisim-
ple (see Appendix). Since the field K = Q(X,S) satisfies to condition of
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Lemma 3.4 for all P ∈ P(CS), one can find a matrix E ∈ FqS such that
rk(E) = mmin. Since mmin > 1, we see that E 6∈ FqJ . By Theorem 1.1 and
inequality (7) we have
|X| ≤
qmP − 1
q − 1
=
pmP f − 1
pf − 1
≤
p|K:Q|mP − 1
p|K:Q| − 1
and we are done.
Appendix : Association schemes
Let X be a finite set and S a partition of X2 closed with respect to the
transpose. A pair (X,S) is called an associative scheme or scheme if the
reflexive relation ∆ belongs to the set S and given r, s, t ∈ S, the number
ctr,s = |{z ∈ X : (x, z) ∈ r, (z, y) ∈ s}| (11)
does not depend on the choice of (x, y) ∈ t. The elements of S and the
number |X| are called the basis relations and the order of the scheme. The
set of unions of all subsets of S is denoted by S∗. The number dr = c
∆
r,r∗
where r∗ is the transpose of r, is called the valency of r. The scheme (X,S)
of order ≥ 2 is called primitive if any equivalence relation on X belonging to
S∗ coincides with either ∆ or X2.
Given a field F the linear span FS of the set {As : s ∈ S} forms a
subalgebra of the algebra MatX(F ) (see (11)). This subalgebra is called
the adjacency algebra of the scheme (X,S) over F . From the definition it
follows that FS is closed with respect to the transpose and the Hadamard
multiplication. In particular,
a ∈ F, A ∈ FS ⇒ A(a) ∈ FS (12)
where A(a) is a {0,1}-matrix in MatX(F ) such that A
(a)
x,y = 1 if and only
if Ax,y = a. One can see that any {0,1}-matrix belonging to FS is of the
form As for some s ∈ S
∗. The set of all central primitive idempotents of the
algebra FS is denoted by P(FS).
The adjacency algebra CS of the scheme (X,S) over the complex number
field C is semisimple. So by the Wedderburn theorem its standard module CX
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is completely reducible. For an irreducible submodule L of CX corresponding
to a central primitive idempotent P of the algebra CS, we set
nP = dimC(L), mP = rk(P )/nP , (13)
thus mP and nP are the multiplicity and the degree of the corresponding
irreducible representation of CS. It is known that mP ≥ nP for all P [4].
Obviously, for the principal central primitive idempotent P = (1/|X|)J of
the algebra CS we have mP = nP = 1.
For an arbitrary field F , the semisimplicity of the algebra FS was studied
in [5]. It was proved that it is semisimple if and only if the characteristic of
the field F does not divide the number
Fr(X,S) = |X||S|
∏
r∈S dr
∏
P∈P m
n2
P
P
where P is the set of all non-principal central primitive idempotents of the
algebra CS. This number is called the Frame number of the scheme (X,S).
A scheme (X,S) is called thin, if dr = 1 for all r ∈ S. In this case there
exists a regular group G ≤ Sym(X) such that S coincides with the 2-orbits
of G, i.e. the orbits of the componentwise action of G on the set X2. (In
this case the sets X and G can be naturally identified and the algebra FS
becomes the group algebra FG.) Exactly the same construction produces a
scheme (X,S) for an arbitrary transitive group G ≤ Sym(X). One can prove
that such a scheme is primitive if and only if the group G is primitive.
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