This paper shows that the alternating direction method of multipliers (ADMM) is efficient for solving the semidefinite inverse quadratic eigenvalue problem (SDIQEP) with partial eigenstructure. We derive several ADMM-based iterative schemes for SDIQEP, and demonstrate their efficiency for large-scale cases of SDIQEP numerically.
Introduction
This paper is concerned with the semidefinite inverse quadratic eigenvalue problem (SDIQEP for short) with partial eigenstructure. That is, with a given original pencil:
where M a , C a and K a ∈ R n×n are all symmetric; and a measured partial eigendata (X, Λ) ∈ R n×p × R p×p (p ≤ n) where X is assumed to be a full column rank matrix and Λ = diag(λ [2] 1 , . . . , λ [2] s , λ 2s+1 , . . . , λ p )
with λ [2] 
, β k ̸ = 0 for k = 1, . . . , s and λ k ̸ = 0 for k = 2s + 1, . . . , p;
we seek three real symmetric matrices M, C, K ∈ R n×n such that they solve the following leastsquares problem subject to a linear and some semidefinite constraints:
where ∥ · ∥ F denotes the Frobenius matrix norm, c 1 , c 2 > 0 are two weighting parameters, S n and S n + are the sets of all real n × n symmetric matrices and of all real n × n symmetric positive semidefinite matrices, respectively.
SDIQEP arises in many applications such as structural dynamics and acoustics, circuit analysis, applied physics, vibration theory, and the finite element model updating in PDEs. We refer to nice monographs [7, 10, 13] and references therein for intensive study on theoretical properties and algorithmic aspects of SDIQEP models. In particular, the original given pencil (1) is often obtained via finite element techniques in many applications where nonzero entries of the analytic matrices M a , C a , K a denote the physical mass, damping, and stiffness parameters, respectively. Thus, the matrices M a , C a , K a often possess exploitable structure properties such as symmetry, definiteness, sparsity/bandedness, etc.
Aiming at generating a updated pencil P (λ) := λ 2 M + λC + K such that it coincides with the measured partial eigendata (X, Λ) while is closest to the original pencil (1) in sense of least squares, the updated matrices (M, C, K) via solving SDIQEP obviously are required to preserve structural properties of the analytic matrices M a , C a , K a . In this paper, we mainly focus on the semidefiniteness requirement (see for instance the applications mentioned in [7, 10] ). An interesting question is how to solve SDIQEP with the updated matrices (M, C, K) preserving semidefiniteness and sparsity simultaneously, which needs further study.
As in [1] , let the QR factorization of X be given by
where Q is an orthogonal matrix in order of n and R is a p × p nonsingular upper triangular matrix. By renaming M := Q T M Q, C := Q T CQ, K := Q T KQ, M a := Q T M a Q, C a := Q T C a Q, and K a := Q T K a Q, the model (3) of SDIQEP can be rewritten as
In what follows, we refer to (4) as the model of SDIQEP.
The semidefiniteness constraints on M and K in the model (4) increase the difficulty of solving (4) numerically due to its mixture with additional linear constraints. Another difficulty of solving (4) often is due to the high dimensionality of its variables. For instance, the problem size n is often large (say, n ≥ 1, 000 or even larger). Meanwhile, np, the number of equation constraints becomes also large even when p itself is small (say, when p = 30 but n ≥ 1, 000, then np ≥ 30, 000). This difficulty of dimensionality excludes efficient applications of interior-point or Newton-like algorithms for (4) , for which solving a system of equations whose dimensionality is proportional to np is unavoidable at each iteration. For existing algorithms for SDIQEP, we refer to [24] for an algorithm for solving a relaxed version of SDIQEP where the semidefiniteness constraints on M and K in (3) are removed from consideration; [1] for a semismooth generalized Newton method which is capable of solving large-scale cases, and [25] for some semidefinite programming techniques, which may not be so effective for handling large-scale problems.
In this paper, we propose to apply the alternating direction method of multipliers (ADMM for short) proposed originally in [14] (see also [12] ) to solving SDIQEP. An old method firstly appeared in PDE literature, ADMM has recently found remarkable applications in various areas of scientific computing including optimization, image processing and statistical learning. We refer to [4] , a survey paper of ADMM, and references therein for some impressive development on ADMM. Generally speaking, ADMM is a splitting version of the augmented Lagrangian method (ALM) in [22, 28] which is a benchmark for convex programming with linear constraints, where the ALM subproblem at each iteration is decomposed in Gauss-Seidel fashion. This decomposition makes it possible to exploit the properties of different functions in the objective individually and alleviates the subproblems of ALM substantially. As we shall show, the model of SDIQEP (4) is perfectly in the applicable range of ADMM and thus we are inspired to investigate the application of ADMM to SDIQEP. More specifically, we shall demonstrate that the original ADMM in [14] , an ADMM-based descent method in [33] and an accelerated (relaxed) ADMM in [6] are all applicable to SDIQEP. Three ADMM-based iterative schemes for SDIQEP are thus proposed. As other efficient applications of ADMM, the main advantage of ADMM for SDIQEP is that the resulting subproblems are easy (some are easy enough to have closed-form solution while the others are standard minimization problems which can be easily solved up to high precisions by existing methods). We shall compare these ADMM schemes numerically with some existing methods including the interior-point approach mentioned in [25] and the generalized Newton approach in [1] , for some large scale cases of SDIQEP.
Throughout the paper, we use the following notations. Let A T and A † be the transpose and the Moore-Penrose pseudo-inverse of a matrix A, respectively. Let I be the identity matrix of an appropriate dimension.
The rest of this paper is organized as follows. In Section 2 we propose a reformulation of (4) to which ADMM is applicable. We also elaborate how to solve the resulting subproblems when ADMM is applied to solve this reformulation. We derive several ADMM-based iterative schemes for SDIQEP in Section 3, and investigate their convergence in Section 4. In Section 5 we report some numerical results to verify the efficiency of ADMM-based schemes. Finally, in Section 6 we give some concluding remarks.
Application of ADMM to SDIQEP

An ADMM-oriented reformulation
We observe that in the model (4), the objective function is simple in the sense that it is a summation of three separable least-squares terms. As mentioned, a main difficulty of (4) is due to the blend of two types of constraints: the semidefiniteness constraints on M and K, and the linear constraints coupling all matrices M , C and K. On the other hand, we notice that it is easy to minimize one least-squares term with only either the semidefiniteness constraints (via an spectral decomposition) or the linear constraints (via solving a standard quadratic programming problem). These observations thus motivate us to consider a reformulation of (4), to which the resulting subproblems are as easy as the just-mentioned minimization problems when ADMM is applied. The blend of two types of constraints thus can be decoupled by means of an application of ADMM to a reformulation of (4). More specifically, let the space S n be equipped with the Frobenius inner product
where "tr" means the trace of a matrix. Moreover, define
let Ω be equipped with the natural inner product
and its induced norm be denoted by ∥ · ∥. Then the SDIQEP model (4) can be reformulated as
In (5), the semidefiniteness and linear constraints in (4) are considered individually in different sets of Ω + and S B , while the new linear constraints in (5) is easy to handle, as we shall show immediately. Now, (5) is in the standard context of convex minimization problems with separable objective functions and linear constraints. To show how ADMM can be applied to (5) , let the augmented Lagrangian function of (5) be given by
where β > 0 is a penalty parameter on the linear constraints and (
At each iteration, the scheme (8) requires to handel two subproblems which are much easier than the original SDIQEP model (4): one is a simple linear least-squares problem with merely semidefiniteness constraints while the other is a standard quadratic programming problem. Moreover, a further observation on (8) and (6) indicates that the first subproblem with respect to (M, C, K) can be decomposed into three independent smaller subproblems with respect to M , C and K, respectively, which are eligible for parallel computation if parallel infrastructures are available. Thus, we can rewrite the iterative scheme of ADMM for SDIQEP as
Solving the subproblems in (9)
Now, we explain how to solve the resulting subproblems in (9) . In fact, it is easy to verify that the first three subproblems are all easy enough to have closed-form solutions because of the simplicity of their objective functions and constraints. More specifically, we have
} ,
where Π S n + and Π S n stand for the metric projections onto S n + and S n , respectively. In particular, for any given A ∈ S n , Π S n (A) = A.
We now discuss how to compute Π S n + (A) for a given A ∈ S n . According to [16] , the spectral decomposition of A is
where W ∈ R n×n is an orthogonal matrix of orthonormal eigenvectors of A and {ψ k } n k=1 are eigenvalues of A. Here, the complexity of the spectral decomposition is O(9n 3 ) flops [16, Chap. 8] . Then, using the Frobenius inner product, Π S n + (A) has the following explicit analytic formula (e.g., [1, 23] )
This shows that Π S n + (A) can be formulated easily if all eigenvalues and eigenvectors of A are computed. In our numerical experiments, we use the efficient Matlab Mex interface 1 for spectral decomposition.
Meanwhile, the solution (
) to the fourth subproblem in (9) is given by
and Π S B (·) stands for the metric projections onto S B .
In the following, we discuss how to compute
} is the unique solution to the following quadratic programming problem: min
One may solve problem (11) by many existing standard methods in the literature (see e.g. [24, 27] ). Here, by using an idea similar as in [1] , we propose to solve problem (11) as follows. Let
where
Then it is easy to check that (Z 1 , Z 2 , Z 3 ) ∈ Ω is a solution of problem (11) 
and min
We now focus on problems (12) and (13) . We first discuss how to solve problem (13) . We need the following preliminary lemma.
and in case of L ̸ = ∅, any E ∈ L can be expressed as:
where T ∈ C m×n . Moreover, there is a unique matrix E (0) ∈ L given by
such that for any unitarily invariant norm ∥| · ∥|,
Based on Lemma 2.1, we can easily find the solution of problem (13).
Proposition 2.2 The unique solution
where U = (S 2 ) T S 2 + S T S + I.
Remark 2.3
Note that the total computational cost for solving problem (13) is O(np 2 ) flops.
Next, we study how to solve problem (12) . Define
Thus, the linear operator H : Ω → R(H) defined in problem (12) is surjective. The Lagrangian function L : K × R(H) → R associated with problem (12) is defined as
We note that
Then we can find the minimum value of L in terms of (Z 11 , Z 21 , Z 31 ) based on the optimality condition
where H * : R(H) → K is the adjoint of H, which is given by
By (15), we have
Hence, the Lagrangian dual function is given by
∀Y ∈ R(H).
Therefore, the Lagrangian dual problem is given by
or min
Since 0 ∈ R(H), Slater's condition (see for instance [5, §5.2.3] ) holds for problem (12) . By using [29, Theorems 17 and 18] , there exists a solution Y ∈ R(H) to the dual problem (18) such that φ(Y ) is equal to the optimal value of the dual problem (18) and is also equal to the optimal value of the original problem (12) . That is, the optimal duality gap is zero. By (17) , the unique solution to the original problem (12) is given by
Hence, we only need to solve the dual problem (18) or (19) . A solution Y ∈ R(H) of the dual problem (19) solves
By (16), we have for any Y ∈ R(H),
We note that the linear operator H : K → R(H) defined in problem (12) is onto, HH * is self-adjoint and positive definite. Therefore, one may apply the conjugate gradient (CG) method [16, Algorithm 10.2.1] to solving the equation (20), i.e., [1, Proposition A.1] . In this case, we can directly solve (20) by using the Kronecker product and vec operator to rewrite (20) as
Remark 2.4 The total cost of computing a solution Y ∈ R(H) to (20) is O(p 5 ) flops. This cost is very small since p ≪ n in practice. If all the given eigenvalues in
where the matrix [25] and the generalized Newton method in [1] .
In our numerical tests, if the given eigenvalues in
Three ADMM-based schemes for SDIQEP
Now, we are ready to present several ADMM-based iterative schemes for SDIQEP. More specifically, we apply the original ADMM in [14] , the ADMM-based descent method in [33] and the accelerated ADMM in [6] in the context of SDIQEP, and obtain three customized ADMM schemes (i.e., Algorithms 1-3) for the SDIQEP model (5). For notational convenience (mainly for presenting Algorithms 2 and 3 which need to correct the output of (9) to generate a new iterate), the iterate generated by the ADMM scheme (9) is now denoted by (
. That is, we have
The first scheme is a straightforward application of the original ADMM in [14] .
Algorithm 1: An ADMM method for SDIQEP Generate the new iterate by the scheme (23), i.e.,
Second, the authors of [33] demonstrate that the output of ADMM at each iteration can be used to construct a descent direction, along which an iterate closer to the solution set of the problem under consideration can be found easily by choosing an appropriate step size. An ADMM-based descent method was thus proposed in [33] . Now, we apply this method to SDIQEP and the resulting iterative scheme is as follows. As analyzed in [33] , the parameter δ ∈ (0, 2) ensures the contraction of the sequence generated by the ADMM-based descent method and its efficiency of accelerating the convergence empirically was shown in [33] .
Algorithm 2: An ADMM-based descent method for SDIQEP
Step 1:
be the iterate generated by the scheme (23).
Step 2: Generate the new iterate by
where δ ∈ (0, 2) and
with
Finally, inspired by the work of [9] which demonstrates that ADMM is an application of the proximal point algorithm (PPA) in [26] to the dual problem of a separable model under consideration, it was recently illustrated in [6] that ADMM is also an application of PPA to the primal problem. Thus, it was proposed in [6] that the acceleration technique in the PPA context [17] can be immediately used to accelerate ADMM. We thus adopt this recent technique and propose the following accelerated ADMM for SDIQEP. Note that the parameter γ ∈ (0, 2) is a relaxation parameter suggested in [17] ; and in [6] this parameter is also explained as a parameter ensuring the contraction of ADMM's iterative sequence with respect to the solution set.
Algorithm 3: An accelerated ADMM method for SDIQEP
Generate the new iterate by:
where γ ∈ (0, 2) is a relaxation parameter.
Remark 3.1 It is obvious that the ADMM scheme (23) is invariant in cyclical sense if we exchange the updating order of
. Therefore, as emphasized in [6] , compared to Algorithm 1, the additional computation of Algorithm 3 is just a linear combination of two triples of matrices. The computational load of this additional step is thus negligible.
Convergence analysis
The convergence of ADMM has been well studied in the literature, see. e.g. [9, 11, 15, 18, 20] . In particular, we refer to [6, 21] where worst-case convergence rates of the original ADMM and the accelerated ADMM were established, respectively. Considering that SDIQEP is a model with matrix variables while most of ADMM literatures are in the context of vectors, we here provide more details about the convergence analysis of ADMM-based schemes for SDIQEP for completeness. On the other hand, for succinctness, we only analyze the convergence of Algorithm 2 and omit the analysis for Algorithms 1 and 3 (see, e.g. [20, Theorem 1] ). The following analytic framework can be regarded as an extension of the proof proposed in [19] .
We first rewrite the SDIQEP model (5) as a variational characterization, based on which the convergence can be easily established. In fact, by considering the problem of finding a saddle point of the Lagrange function of (5), it is easy to see that solving (5) is equivalent to finding
(26) More compactly, (26) can be rewritten as finding u * ∈ K such that
Recall that the ADMM scheme (9) is rewritten as (23) whose output is denoted by (
. By deriving the optimality conditions of the minimization problems in (23), we obtain the variational characterization of (23)
For notation simplicity, let us define
Then, the following results whose proofs are similar as those of Lemmas 3.1-3.3 and Theorem 3.4 in [19] can be easily shown. We thus omit their proofs.
Lemma 4.1 Let
In Lemma 4.1, the first three assertions can be obtained by elementary operations based on the resulting inequalities when the inequalities in (27) are applied for both the k-th and (k+1)-th iterations of Algorithm 2. Consequently, these assertions immediately imply the assertion (d) in Lemma 4.1. Then, according to [2] , the assertion (d) in Lemma 4.1 essentially implies that the sequence {(H k+1 , J k+1 , L k+1 )} generated by Algorithm 2 is contractive with respect to the solution set of the variational characterization (26) . Thus, the standard analytic framework for proving the convergence of a contractive sequence in [2] is applicable. Moreover, in the following lemma some simple conclusions which are useful for establishing the convergence of Algorithm 2 are summarized. These assertions are trivial conclusions based on the assertion (d) in Lemma 4.1, and thus omitted. We refer to [19, Corollary 3.6] for detail of proof.
Corollary 4.2 Let
Now we are ready to present the convergence result of Algorithm 2 by following the idea of the proof of [19, Theorem 3.7] . (9) and (H k+1 , J k+1 , L k+1 ) be generated Algorithm 2. Then the sequence {(H k+1 , J k+1 , L k+1 )} converges to a solution of (26) and the corresponding sequence {(H k+1 , J k+1 )} converges to a solution of the SDIQEP model (5).
Theorem 4.3 Let
( H k , J k , L k ) be generated by
Proof: According to the assertion (d) in Corollary 4.2, we know that the sequence {( H
Then by using (27) and the assertion (c) in Corollary 4.2, we have
i.e.,
By (26), we know that {H ∞ , J ∞ , L ∞ } is a solution of (26) . Next, we show that
In view of the assertion (c) in Corollary 4.2, we have that for any given ϵ > 0, there exists an integer k > 0 such that
Similarly, there exists an integer k l > 0 such that
Considering the assertion (a) Corollary 4.2, we have
Since Π S n + (·) is continuous, it follows from (10) and (24) that
The proof is complete. (26) and (27) 
Remark 4.4 It follows from
that ( M k , C k , K k , Z k 1 , Z k 2 , Z k 3 , Y k 1 , Y k 2 , Y k 3 )
is a solution of (26) if and only if
(Z k 1 , Z k 2 , Z k 3 ) = ( Z k 1 , Z k 2 , Z k 3 ) and ( Y k 1 , Y k 2 , Y k 3 ) = (Y k 1 , Y k 2 , Y k 3 ).
Hence, a simple stopping criterion for implementing all the proposed algorithms is immediately available:
where ∥A∥ max denotes the largest absolute value among A's entries and ϵ > 0 is a prescribed tolerance. We will use this stopping criterion to implement the proposed ADMM-based schemes in Section 5.1.1.
Numerical Experiments
In this section, we report some numerical results when the proposed ADMM-based algorithms are implemented to solve SDIQEP, including some large scale cases where n ≥ 1, 000. All the proposed ADMM-based algorithms were coded by MATLAB 7.1. To show the efficiency of the proposed ADMM-based algorithms, we also compared them with some existing methods including an interior-point-based method and a generalized Newton method. All the numerical experiments were completed on a personal computer with a Intel(R) Core(TM)2 Quad of 2.33 GHz CPU and 3.00 GB of RAM. Throughout, ''IT.", ''CT.", ''Res.", and ''RRes." mean the number of iterations, the total computing time in seconds, the residual
at the final iterate by implementing the proposed algorithms, respectively.
Synthetic data-set
For the partial eigendata, throughout this subsection the matrix Λ ∈ R p×p is generated pseudorandomly by the MATLAB function "randn", where the total number of complex-valued eigenvalues is set to be around p/2. The matrix R ∈ R p×p is computed by the QR factorization of a pseudo-random n × p matrix by using "randn". We test the following two examples.
Example 5.1 Let M , C, and K be given respectively by
M = [ R −T R −1 0 0 I ] , C = [ −R −T (Λ + Λ T )R −1 0 0 0 ] , K = [ R −T Λ T ΛR −1 0 0 I ] .
Then we set
where R M , R C , and R K are n × n symmetric matrices whose entries are generated pseudorandomly and they are uniformly distributed within [−1.0, 1.0], and τ ∈ R is a perturbed parameter. For succinctness, we only report numerical results for the case where τ = 0.1. For the SDIQEP model (4), we set c 1 = c 2 = 1.0. To implement the proposed ADMM-based algorithms, there are several parameters whose values should be specified. Theoretically, one may choose β > 0, δ ∈ (0, 2), and γ ∈ (0, 2). For β, it is widely known that this parameter should be tuned for a particular problem empirically. Our tuned result is fixing β = 35 for all Algorithms 1-3. For the parameters δ in Algorithm 2 and γ in Algorithm 3, as we have explained, they are of the role of relaxation parameters and it is recommended in the literature to take "overdetermined" values (i.e., values in (1, 2)) in implementation, see e.g., [6, 9, 15, 17] . We choose δ = 1.6 and γ = 1.8 in our experiments. In Section 5.3, we also report the sensitivity of the proposed algorithms to these parameters. All the ADMM-based algorithms start their iterations with the initial iterate
Example 5.2 The matrices G M and G K are pseudo-random n×n correlation matrices generated by MATLAB 7.10's gallery ('randcorr',n), and the matrix G C is a pseudo-random n × n symmetric matrix with entries (G C
)(M 0 , C 0 , K 0 ) = (I n , I n , I n ), (Z 0 1 , Z 0 2 , Z 0 3 ) = (I n , I n , I n ) and (Y 0 1 , Y 0 2 , Y 0 3 ) = (0, 0, 0).
Comparison with an interior-point approach
In this section, we compare the ADMM approach with an interior-point approach for SDIQEP.
More specifically, as in [25] , we can reformulate the SDIQEP model (4) as a standard semidefinite programming (SDP) problem defined as follows:
Thus, the benchmark package SDPT3, which is based on an interior point algorithm (see [32] ), is applicable to this SDP reformulation of SDIQEP. As we have mentioned, we use the stopping criterion (28) to implement Algorithms 1-3, where ϵ = 10 −7 .
In Tables 1-2 , we compare Algorithms 1-3 with this interior-point approach (denoted by "IPM") for Examples 5.1-5.2 with different values of n and p.
The data in Tables 1-2 show the following conclusions: 1) When the problem is large (say, n ≥ 100 and p = 10), out computer runs out of memory for the interior-point approach, while the ADMM approach is applicable for large scale cases; 2) The ADMM approach is much faster than the interior-point approach to achieve comparable accuracy; and 3) Algorithms 2-3 converge faster than Algorithm 1 and Algorithms 3 performs the best, especially for medium or large scale cases, which coincides with the conclusions in [6, 33] .
Since IPM is already very slow for small values of n and p, we do not report more numerical results with other larger values of n and p for succinctness purpose.
Comparison with a generalized Newton approach
In this section, we compare the proposed ADMM approach with the generalized Newton method in [1] , which has been shown to be applicable to large scale cases of SDIQEP. For demonstration purpose, the proposed ADMM approach and the generalized Newton method are stopped when
In Tables 3-8 , we test a number of scenarios of Examples 5.1 and 5.2 with different values of n, p and ϵ. Since the computation of each iteration of the generalized Newton method in [1] is dominated by computing Π Ω + and solving a system of linear equations, we count the time of both of these two tasks in the iterations and report them individually (denoted by "t 1 " and "t 2 ", respectively). For Algorithms 1-3, "t 1 " and "t 2 " are the time of computing Π Ω + and Π S B , respectively. Moreover, for Algorithm 2, "t 3 " is the aggregated time of computing the step size θ k defined in (25) . Since both the compared approaches are applicable to large scale cases of SDIQEP, we observe their difference numerically for more scenarios of n and p than Section 5.1.1, and we test the sensitivity of their difference to different values of n and p. First, in Table 3 , we fix p = 30 for Example 5.1 and compare these two approaches for different values of n. We see that the ADMM approach is more efficient than the generalized Newton approach, as it requires much less computing time. Note that "t 2 " for "Newton" is dominated, which means the generalized Newton method in [1] spends most of its computing time in solving the resulting system of linear equations at each iteration. At the same time, the time for computing Π Ω + for the generalized Newton method in [1] is much less than that of the ADMM approach. This is because the generalized Newton method in [1] is a Newton-like method and it requires only a few iterations, while ADMM is a first-order method and it requires more iterations.
We have tested some other values of p with p > 30 and we could derive the same conclusion as above for Table 3 . On the other hand, for cases where values of p are smaller (e.g. p ≤ 10) and n is not large (e.g. n ≤ 500), we found that the generalized Newton method in [1] could be more competitive than the ADMM approach. The reason is clear: Because, for these cases, the dimensionality of the resulting systems of linear equations (proportional to np) are not in that high dimension and thus Newton-like methods could be faster because of their significantly smaller numbers of iterations). To see this fact clearly, we report some results in Tables 4 and  5 when n is fixed as 500 and 1, 000 for Example 5.1, respectively, while different values of p are chosen. Data in Tables 4 and 5 shows the efficiency of the ADMM approach whenever np is not very small (e.g., np > 10, 000).
A model updating problem in structural engineering
In this section, we test the efficiency of the proposed algorithms for the model updating problem in structural engineering, where the mass and stiffness matrix M and K are obtained from the set BCSSTRUC1 in the Harwell-Boeing Collection [3] and the damping matrix C are Rayleigh damping [8, 10] :
Here, ω 0 > 0 is the mass proportional Rayleigh damping coefficient and ω 1 > 0 is the stiffness proportional Rayleigh damping coefficient. 
Also, we set
where ".*" means element-by-element multiplication, R M , R C , and R K are n × n symmetric matrices whose entries are generated pseudo-randomly and they are uniformly distributed within [−1.0, 1.0], and τ ∈ R is a perturbed parameter. For succinctness, we only report numerical results for the case where τ = 0.1. We apply the ADMM-based algorithms to Examples 5.3-5.5 with the initial guess and other parameters as above. Here, when there exist multiple eigenvalues in Λ (see Ex. 5.4), we solve the linear system (20) (i.e., (21)) by using the CG method, where Y ∈ R(H) is guaranteed if the initial guess Y 0 is in R(H) (we set Y 0 = 0 in our tests). To improve the numerical performance, instead of (21), we use the CG method to the following preconditioned linear system:
Example 5.4 Let M and K be BCSSTM06 and BCSSTK06, respectively, and
where U = (S 2 ) T S 2 + S T S + I. In our tests, the largest number of iterations in CG is set to be 100.
The numerical results when the ADMM-based algorithms are applied to solve Examples 5.3-5.5 and their comparison with the interior point and generalized Newton approaches are listed in Table 9 . The stopping criterion is:
We can see from Table 9 that the proposed algorithms are very efficient for Examples 5.3-5.5. For Example 5.4, the average number of iterations for the CG methods is less than 10. This shows that the proposed ADMM approach works very effectively for solving the SDIQEP with multiple eigenvalues.
Sensitivity to parameters
Now, we report the sensitivity of the ADMM approach to the involved parameters β, δ and γ. For succinctness, we only focus on the case of Example 5.2 with n = 200 and p = 30. In Figures  1 and 2 , we plot the number of iterations and the computing time (in seconds) satisfying the criterion (29) with different accuracy with respect to different choices of β and (δ, γ), respectively. We see from Figures 1 and 2 that, for fixed δ and γ, the efficiency of the ADMM approach is affected by the value of β. According to our numerical experiments, we find that some extreme values of β (i.e., too large or small) are not preferred to implement the proposed ADMM-based algorithms. On the other hand, when the value of β is fixed, the ADMM approach is very robust to the values of δ and γ as long as they are larger than 1.0.
Some remarks
Based on the reported data, we remark that Algorithms 2 and 3 both outperform Algorithm 1 for most of the tested scenarios. In particular, Algorithm 3 performs the best because its additional acceleration step is inexpensive, while Algorithm 2 requires some considerable time to compute the step sizes in order to reduce the number of iterations. Thus, the effectiveness of the advanced ADMM-based methods in [6, 33] are further verified in the context of SDIQEP. Finally, it is interesting to notice that for the ADMM approach, the number of iterations seems not very sensitive to the numbers of constraints (i.e., np). 
Conclusions
This paper demonstrates efficient applications of the alternating direction method of multipliers (ADMM) to the semidefinte inverse quadratic eigenvalue problem (SDIQEP) with partial eigenstructure. The proposed ADMM approach can be easily implementable and coded, and is efficient for large scale cases of SDIQEP. An immediate application of the proposed algorithms is that they can serve as the initial process for second order methods if solutions of SDIQEP in very high accuracy are required. Some interesting problems in this scope include how to handle SDIQEP with more componentwise constraints (e.g., sparsity and bandedness, etc) on the involved matrices. Such a problem requires to combine more advanced optimization techniques with the idea of operator splitting methods in algorithmic design. This is our research interest in the future. Table 9 : Comparison of ADMM with IPM and the generalized Newton approach in [1] for Examples 5.3-5.5 ("-" means out of memory and " * " means the stopping criterion is not satisfied after 20 iterations). 
