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Peut-on comprendre la folie ?
Article The Conversation France 31.05.2017










• Phonologie, morphologie, syntaxe, sémantique, pragmatique
LANGAGE  - MONDE
• Distributionnelle / Lexicale / Logique
4/31
Introduction
• Phonologie, morphologie, syntaxe, sémantique, pragmatique
LANGAGE  - MONDE
• Distributionnelle / Lexicale / Logique
4/31
Introduction
• Phonologie, morphologie, syntaxe, sémantique, pragmatique
LANGAGE  - MONDE
• Distributionnelle / Lexicale / Logique
4/31
Introduction
• Phonologie, morphologie, syntaxe, sémantique, pragmatique
LANGAGE  - MONDE
• Distributionnelle / Lexicale / Logique
4/31
Introduction
• Phonologie, morphologie, syntaxe, sémantique, pragmatique
LANGAGE  - MONDE





































































































• Utilisation de ces représentations ?
• Utilité de ces représentations ?
• Réalité cognitive, conceptuelle ?
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Discours et interprétation
SLAM - Schizophrénie et Language : Analyse et modélisation
• Étude linguistique de la pathologie mentale (CHAIKA 1974) et (FROMKIN
1975)
• Discontinuités dans l’accomplissement de l’interaction
verbale (TROGNON et MUSIOL 1996)
• Discontinuités décisives (MUSIOL 2009) : usage pathologique de la
planification du discours chez les schizophrènes paranoı̈des
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SLAM - Schizophrénie et Language : Analyse et modélisation
Le projet vise à systématiser l’étude des conversations pathologiques dans le
cadre d’une approche interdisciplinaire.
• Constitution d’une ressource linguistique sur la pathologie mentale
• entretiens semi-dirigés
• tests neuro-cognitifs
• avec double Eye-trackers
• Études épistémologiques et philosophiques (norme, folie, rationalité)
• Identifier ces usages par l’utilisation de :
• modèles formels
• outils et méthodes du TAL
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Le projet vise à systématiser l’étude des conversations pathologiques dans le
cadre d’une approche interdisciplinaire.
• Constitution d’une ressource linguistique sur la pathologie mentale
• entretiens semi-dirigés
• tests neuro-cognitifs
• avec double Eye-trackers
• Études épistémologiques et philosophiques (norme, folie, rationalité)
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• structurer la collecte de données conversationnelles,
• transcription et étiquetage
• première analyse pragmatique
• Module Formalisation
• interroger la réalité cognitive des modèles sémantico-pragmatiques
• identifier automatiquement des usages non usuels de la langue
• Module Epistémologie
• interroger les concepts normatifs de rationalité et de logicité
• étudier le fonctionnement de l’interprétation en interaction linguistique, et le
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• structurer la collecte de données conversationnelles,
• transcription et étiquetage
• première analyse pragmatique
• Module Formalisation
• interroger la réalité cognitive des modèles sémantico-pragmatiques
• identifier automatiquement des usages non usuels de la langue
• Module Epistémologie
• interroger les concepts normatifs de rationalité et de logicité
• étudier le fonctionnement de l’interprétation en interaction linguistique, et le
statut des normes implicites
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Rejouer des ambiguı̈tés linguistiques
B124 Oh ouais et pis compliqué et c’est vraiment très très compliqué la politique c’est quelque
chose quand on s’en occupe faut être gagnant parce qu’autrement quand on est perdant
c’est fini quoi
A125 Oui
B126 J. C. D. est mort, L. est mort, P. est mort euh (...)
A127 Ils sont morts parce qu’ils ont perdu à votre avis
B128 Non ils gagnaient mais si ils sont morts, c’est la maladie quoi c’est c’est
A129 Ouais c’est parce qu’ils étaient malades, c’est pas parce qu’ils faisaient de la politique
B130 Si enfin
A131 Si vous pensez que c’est parce qu’ils faisaient de la politique
B132 Oui tiens oui il y a aussi C. qui a accompli un meurtre là il était présent lui aussi qui est à B.
mais enfin c’est encore à cause de la politique ça
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Un corpus relativement important
La Rochelle Lyon Total
♂ ♀ tot ♂ ♀ tot
Schizophrènes 15 3 18 22 9 31 49
Témoins 15 8 23 4 4 8 31
Total 30 11 41 26 13 39 80
31 575 tours de parole / 375 000 mots
La Rochelle Lyon









T 7 282 72 903 371 12 356








P + T 7 698 108 278 382 4 156
Total 22 662 258 333 8 913 116 923
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Un corpus difficile à constituer
[Amb. et al journée ATALA 2014]
• Démarches administratives lourdes :
• CPP de la région de l’institution médicale
• CNIL
• Les données ne doivent pas être utilisées pour/contre le patient.




• contenu de l’entretien (transcription)
• capacités neuro-cognitives :
• Wechsler Adult Intelligence Scale-III
(mesure du quotient intellectuel, ou QI)
• California Verbal Learning Test
(capacité cognitive et de stratégie)
• Trail Making Test
(dépréciation de la flexibilité cognitive et de l’inhibition).
• comportement oculomoteur (double système d’eye-tracker )
• (activité de l’encéphale (EEG))
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Converser avec des schizophrènes
[AMR TALN 2011] [AMR Evol. Psychiatrique 2012] [AMR congrès de linguistique romane 2013]
[AMR Dialogue, Rationality and Formalism Springer 2014] [AMR Philosophie et langage 31 2014]
Deux interlocuteurs et deux points de vue (spontanés) sur la conversation
Interprétation du discours par
Sujet normal Schizophrène
(à la 3e personne) (à la 1re personne)
hypothèse : correction pragmatique déviance pragmatique
⇓ ⇑
déviance sémantique hypothèse : correction sémantique
contenu contradictoire : contenu cohérent :
apparence de contradiction possibilité d’interpréter
⇒ La représentation conversationnelle ne peut pas se borner au seul
contenu (sémantique) : utilisation de la SDRT augmentée d’ı̂lots thématiques
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Spécificité des conversations schizophrènes
• Les schizophrènes sont logiquement cohérents
Les ruptures sont au niveau du processus de construction de la
représentation conversationnelle sur la dimension pragmatique
• La sous-spécification (ambiguı̈té) est centrale dans la rupture
Slogan : “Un choix n’est jamais définitif !”
Phonologique, morphologique, lexical, référent de discours ...
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Slogan : “Un choix n’est jamais définitif !”
Phonologique, morphologique, lexical, référent de discours ...
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Spécificité des conversations schizophrènes
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SDRT [Asher & Lascarides 2003] + ı̂lots sémantiques
Contraintes sur les sites de rattachement (règle de la frontière droite).
Ex : “He found it really marvelous”
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[Amb. et Fort TALN 2014] [Amb. et al TAL 55(3) 2015]
SLAMtk (python)
• Limiter les interventions humaines pour identifier automatiquement :
→ Disfluences, Distagger (CONSTANT et DISTER 2010)
→ POS et lemmes, MElt (DENIS et SAGOT 2009)
Résultats
• Propension légèrement supérieure à la disfluence des schizophrènes
• Pas de comportement spécifique pour les POS/lemmes
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Traitements automatiques
[Amb. et Fort TALN 2014] [Amb. et al TAL 55(3) 2015]
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Distagger
f-score : 95,5 %, précision : 95,3 %, rappel : 95,8 % (CONSTANT et DISTER
2010)
1. ’euh’
(1) moi ça m’est presque plus euh difficile et euh anti-naturel de parler
2. Répétitions
(2) j’ arrive à être à être concentrée quand il faut faire quelque chose
3. Autocorrections
(3) enfin je sais pas trop le les termes
4. Amorces (interruption de morphèmes)




Répartition des disfluences dans un entretien
22/31
Résultats (% de disfluences)
S T S+T P+S P+T P
Corpus Ville2
par tours de parole 0, 5417 0, 5589 0, 545 0, 1400 0, 1513 0, 1424
par / nb mots 0, 032 0, 0168 0, 0288 0, 0144 0, 0138 0, 0142
Corpus Ville1
par tours de parole 0, 7117 0, 484 0, 5842 0, 3338 0, 7369 0, 5599
par / nb mots 0, 0595 0, 0468 0, 0524 0, 0421 0, 0496 0, 0463
corpus Ville1 corpus Ville2
S et Psy 10, 6806923083 19, 4197596818
T et Psy 0, 422898291704 3, 23530253756
S et T 10, 2827554261 16, 0376100956
Valeurs significatives : > 1, 96
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POS
Répartition des catégories morpho-syntaxiques pour les témoins (gauche) et
les schizophrènes (droite)
24/31
Richesse lexicale (RL) et diversité lexicale (DL)
avec données selon le sexe et selon la prise ou non de traitement pour les
schizophrènes pour le sous-corpus Ville2
Ville1 Ville2
H F Avec trait. Sans trait.
RL DL RL DL RL DL RL DL RL DL RL DL
T 0,04 0,68 0,11 0,73 0,15 0,76 0,14 0,74
S 0,05 0,69 0,06 0,70 0,07 0,72 0,08 0,71 0,06 0,71 0,10 0,72
P 0,02 0,64 0,06 0,68
RL : ratio du nombre de lemmes par rapport au nombre total de forme




• Différences entre les sous-corpus (transcription différente)
• Différences d’âge et de QI
• Patients sous traitement
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Annotation Manuelle
Organisation de 3 campagnes d’annotations manuelles
• Identification des discontinuités décisives
• Représentation en SDRT
Résultats
• Grandes difficultés pour les discontinuités
• Relatif consensus pour la SDRT
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Annotations en SDRT
Faire annoter en SDRT avec Glozz des textes préparés.
28/31
Analyse des représentations
46 annotateurs sur 3 textes (+ un texte d’entrainnement)
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Difficultés
[Amb. TAL 57(2) 2017]
• Impossibilité de l’anonymisation
• Tâche avec faible contexte : randomiser les tours de paroles
• Impossibilité d’anonymiser l’histoire et la géographie
• De la réalité des patients
• Analyse formelle de la langage = définir une norme
• Dévier = dysfonctionnement
• Or, tout locuteur est confronté quotidiennement à des troubles du langage
provenant de personnes saines.




• Augmenter les phénomènes analysés dans l’outil SLAMtk
En particulier en travaillant sur le niveau syntaxique, ainsi que sur des
indices lexicographiques
• Augmenter la couverture du corpus en volume et en nombre de
pathologies analysées
Recueil de donnée à l’Hôpital Montperrin d’Aix-En-Provence
• Définition d’un formalisme logique rendant compte de l’interaction
dialogique.
Travail de master de Maria Boritchev sur la modélisation des questions
dans un cadre montagovien
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Limites des approches montageoviennes
[Amb. et Pogodalla Dialogue, Rationality and Formalism Springer 2014]
(1) Si un fermier possède un âne, il le bat
⇒ donkey sentences (interprétation dynamique d’un quantificateur)
∃x(∃y .(farmer x ∧ donkey y ∧ own x y)→ beat x y)
(2) Un candidat a été désigné par la primaire.
Il a dû promettre des postes ministériels.
⇒ l’indéfini introduit un référent de discours
∃x . candidate(x)
⇒ nécessaire pour la résolution d’anaphore
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∃x . candidate(x)
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Sémantique dynamique
• Context Change Potential (CCP) (HEIM 1983)
Interprétation en fonction du contexte qui est modifié par l’interprétation
• Discourse Representation Theory (DRT) (KAMP 1981)
File Change Semantics (FCS) (HEIM 1982)
niveaux intermédiaires entre représentation et valeurs de vérités
• Dynamic Predicate Logic (DPL) (GROENENDIJK et STOKHOF 1991)
Type Theoretic Dynamic Logic
• Type Theoretic Dynamic Logic (TTDL) (DE GROOTE 2006) :
cadre montagovien, dynamique et avec continuation dans le λ-calcul
• Types primitifs
• ι : individu / entité
• o : proposition / valeur de vérité





︷ ︸︸ ︷contexte gauche︸ ︷︷ ︸
γ
︷ ︸︸ ︷contexte droit︸ ︷︷ ︸
γ → o
JsK = γ → (γ → o)→ o
λeφ.∃x . candidate(x) ∧ φ(x :: e)
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︷ ︸︸ ︷contexte gauche︸ ︷︷ ︸
γ
︷ ︸︸ ︷contexte droit︸ ︷︷ ︸
γ → o
JsK = γ → (γ → o)→ o
λeφ.∃x . candidate(x) ∧ φ(x :: e)
Type Theoretic Dynamic Logic
• Type Theoretic Dynamic Logic (TTDL) (DE GROOTE 2006) :
cadre montagovien, dynamique et avec continuation dans le λ-calcul
• Types primitifs
• ι : individu / entité
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• o : proposition / valeur de vérité
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Modélisation sémantique
Grammaires minimalistes catégorielles
[Amb. thèse 2007] [Amb. Lecomte et Retoré Ling. Anal. 2010] [Amb. Log. and Gram. LNAI 2011]
[Amb. et Retoré IFColog 2014]
[Amb. LACL 2011] [Amb. TAL56(1) 2015]
• Inspirée du minimalisme de Chomsky (CHOMSKY 1995)
• fusion : /e ou \e + entropy
• déplacement : ⊗e
• Basée sur la logique mixte (DE GROOTE 1996 ; RETORÉ 2004) +
étiquetage
• calcul de Lambek (Intuitionistic Non-Commutative Multiplicative Linear
Logic)
• logique linéaire intuitionniste multiplicative commutative
• Preuve de normalisation faible
• Interface syntaxe-sémantique
• Phases (CHOMSKY 1999)
• état du verbe dans la dérivation (temps / sujet)
• utilisation de la non-commutativité e
• Nouvelle interface syntaxe-sémantique
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• utilisation de la non-commutativité e
• Nouvelle interface syntaxe-sémantique
Grammaires minimalistes catégorielles
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Événements, négations et modalités
co-encadrement thèse Sai Qian avec Philippe de Groote
[Qian et Amb. LACL 2011] [Qian et Amb. LENLS 2012] [Qian et Amb. LNAI 2013] [Qian, de Groote, Amb. LiLT 2016]
(3) Jean n’a pas de voiturei . * Ellei est rouge.
(4) Il n’est pas vrai que Jean n’a pas de voiturei . Ellei est rouge.
• Structure de couple
(5) Jean pourrait avoir une voiturei . *C’iest une Peugeot.
• Intensionalisation oi = s → o
• Tenv = oi × oi (background × base)
• JsK = γi → (γi → oi)→ oi
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Double négation
( 4 ) Il n’est pas vrai que Jean n’a pas de voiture. Elle est rouge.
¬(¬(JhaveK(JaKJcarK)JJeanK))
β 〈λeφ.(∃x.(car x ∧ own jean x ∧ φ(x :: e))),
λeφ.(¬(∃x.(car x ∧ have jean x)) ∧ φe)〉
Jêtre rougeKJelleK
β λeφ.〈red (sel e) ∧ φe,¬(red (sel e)) ∧ φe〉
updateDN-TTDL J4K
β λeφ.∃x.(car x ∧ have jean x ∧ red (sel(x :: e)) ∧ φ(x :: e))
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Lλ M
co-encadrement de la thèse de Jirka Maršı́k avec Philippe de Groote (2013-2016)
[Maršı́k et Amb. LENLS 2013] [Maršı́k et Amb. Redraw 2015] [Maršı́k et Amb. FG 2016]
• Calcul inspiré des propriétés des langages de programmation : effets
algébriques (effects et handlers)
• Calcul : une valeur ou un effet couplé à une continuation
• Normalisation forte de Lλ M
• préservation de types
• confluence
• terminaison
• Description de phénomènes sémantiques
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• Normalisation forte de Lλ M
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Lλ M
• Lexique
JJOHNK = η j
JMARYK = ηm
JMEK = speaker ? (λx . η x)
JLOVESK = λOS. love · S·O
• JLOVES ME MARYK  speaker ? (λx . η (love m x))
• Définition du Handler
withSpeaker : ι→ F{speaker:1ι}]E(α)→ FE(α)
withSpeaker = λsM. Lspeaker: (λxk . k s) M M
• withSpeaker s JLOVES ME MARYK  η (love m s)
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Lλ M
• Utilisation lexicale des handlers
JSAIDISK = λCS. say · S· C
= λCS.S= (λs. say s · C)
JSAIDDSK = λCS.S= (λs. say s · (withSpeaker s C))
(6) John said Mary loves me.
JSAIDIS (LOVES ME MARY) JOHNK  speaker ? (λx . η (say j (love m x)))
(7) John said, “Mary loves me”.
JSAIDDS (LOVES ME MARY) JOHNK  η (say j (love m j))
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