A new quad-quaternion model is herein established for an electromagnetic vector-sensor array, under which a multidimensional algebra-based direction-of-arrival (DOA) estimation algorithm, termed as quad-quaternion MUSIC (QQ-MUSIC), is proposed. This method provides DOA estimation (decoupled from polarization) by exploiting the orthogonality of the newly defined "quadquaternion" signal and noise subspaces. Due to the stronger constraints that quad-quaternion orthogonality imposes on quadquaternion vectors, QQ-MUSIC is shown to offer high robustness to model errors, and thus is very competent in practice. Simulation results have validated the proposed method.
INTRODUCTION
A "complete" electromagnetic (EM) vector sensor comprises six collocated and orthogonally oriented EM sensors (e.g., short dipole and small loop), and provides complete electric and magnetic field measurements induced by an EM incidence [1] [2] [3] . An "incomplete" EM vector sensor with one or more components removed is also of high interest in some practical applications [4, 5] . Numerous algorithms for direction-of-arrival (DOA) estimation using one or more EM vector sensors have been proposed. For example, vector sensor-based maximum likelihood strategy was addressed in [6] [7] [8] [9] , multiple signal classification (MUSIC [10] ) was extended for both incomplete and complete EM vector-sensor arrays in [11] [12] [13] [14] [15] [16] , subspace fitting technique was reconsidered for incomplete EM vector sensors in [17, 18] , and estimation of signal parameters via rotational invariance techniques (ESPRIT [19] ) was revised for EM vector sensor(s) in [20] [21] [22] [23] [24] [25] [26] . The identifiability issue of EM vector sensor-based DOA estimation has been discussed in [27] [28] [29] . Some other related work can be found in [30] [31] [32] [33] [34] . In all the contributions mentioned above, complex-valued vectors are used to represent the output of each EM vector sensor in the array, and the collection of an EM vector-sensor array is arranged via concatenation of these vectors into a "long vector." Consequently, the corresponding algorithms somehow destroy the vector nature of incident signals carrying multidimensional information in space, time, and polarization.
More recently, a few efforts have been made on characterizing the output of vector sensors within a hypercomplex framework, wherein hypercomplex values, such as quaternions and biquaternions, are used to retain the vector nature of each vector sensor [35] [36] [37] . In particular, singular value decomposition technique was extended for quaternion matrices in [35] using three-component vector sensors. Quaternion-based MUSIC variant (Q-MUSIC) was proposed in [36] by using two-component vector sensors. Biquaternion-based MUSIC (BQ-MUSIC) was proposed in [37] by employing three-component vector sensors. The advantage of using quaternions and biquaternions for vector sensors is that the local vector nature of a vector-sensor array is preserved in multiple imaginary parts, and thus could result in a more compact formalism and a better estimation of signal subspace [36, 37] . More importantly, from the algebraic point of view, the algebras of quaternions and biquaternions are associative division algebras using specified norms [38] , and therefore are convenient to use in the modeling and analysis of vector-sensor array processing. However, it is important to note that quaternions and biquaternions deal with only four-dimensional (4D) and 2 EURASIP Journal on Advances in Signal Processing (8D) algebras, respectively, while a full characterization of the sensor output for complete six-component EM vector sensors requires an algebra with dimensions equal to 12 or more.
Unfortunately, not all algebras having 12 or more dimensions are associative division algebras. For example, sedenions, as a well-known 16D algebra, are neither an associative algebra nor a division algebra [39] , and thus are not suitable for the modeling and analysis of vector sensors. In this paper, we use a specific 16D algebraquad-quaternions algebra [40] [41] [42] to model the output of six-component EM vector sensor(s) [3] . This 16D quadquaternion algebra can be proved to be an associative division algebra, and thus is well adapted to the modeling and analysis of complete EM vector sensors. More precisely, We redefine the array manifold, signal subspace, and noise subspace from a quad-quaternion perspective, and propose a quad-quaternion-based MUSIC variant (QQ-MUSIC) for DOA estimation by recognizing and exploiting the quad-quaternion orthogonality between the quadquaternion signal and noise subspaces. QQ-MUSIC here is shown to be more attractive in the presence of two typical model errors, that is, sensor position error and sensor orientation error, which are often encountered in practice.
The rest of the paper is organized as follows. In Section 2, we present introductions on quad-quaternions and quadquaternion matrices. In Section 3, the quad-quaternionbased MUSIC algorithm is presented. In Section 4, we compare the proposed algorithm with some existing methods by simulations. Finally, we conclude the paper in Section 5.
Since this paper concerns several different hypercomplex values, we here summarize the symbols of values that will appear in subsequent sections in Table 1 .
QUAD-QUATERNIONS AND QUAD-QUATERNION MATRICES
In this section, we introduce the algebra of quad-quaternions, and represent some results related to quad-quaternion matrices. The algebras of quaternions and biquaternions are introduced in detail in [35] [36] [37] [38] and thus are not addressed here.
Quad-quaternions and quad-quaternion matrices
Quad-quaternion algebras are a class of 16D algebras [40] , which were first considered by Albert since the 1930s [41] .
(The quad-quaternion algebras mentioned in this paper are termed as the generalized biquaternion algebras in [40] [41] [42] ). The quad-quaternion algebra is defined as follows.
Definition 1 (see [42] ). Denote H (an,bn) the quaternion algebra over bases {1, i n , j n , k n }, where i 2 n = a n , j 2 n = b n , i n j n = −j n i n = k n , and a n , b n are nonzero real numbers, n = 1, 2, then a quad-quaternion algebra over real numbers is the tensor product [40] of H (a1,b1) and H (a2,b2) , denoted by 
where
Denote the classical Hamilton quaternions by H [43] , and consider the following particular case a 1 
Then, with an appropriate choice of norm, the tensor product of H and H, denoted by H H = H ⊗ H, can be proved to be a division algebra according to [42, Theorem 4.3] , so that zero divisors do not exist (note that the quad-quaternions herein mentioned are labeled as the generalized biquaternions in [42] , which are different from the classical biquaternions). Since the algebra of quad-quaternions is always an associative algebra [41] , then H H = H ⊗ H is an associative division algebra.
Furthermore, from (1) we can see that p ∈ H H can be interpreted as a quaternion with quaternionic coefficients. In addition, if p mn = 0 for all m, n = 0, 1, 2, 3, p is called a zero quad-quaternion, denoted by p = 0. If p 00 = 1, and all the other coefficients are zero, then p is called an identity quadquaternion, denoted by p = 1. In addition, p 00 is called the scalar part of p, denoted by S(p), while the vector part of p is given by
Besides the expression in (1), a quad-quaternion p ∈ H H can as well be expressed as
In particular, p = b 0 + Ib 1 can be considered as a quad-quaternion version of the CayleyDickson expression for quaternions and biquaternions in [36, 37] . The definitions of addition and multiplication extend naturally from the case of biquaternion matrices, and thus are not addressed here. From the geometric perspective, a quad-quaternion p = p 0 +ip 1 + j p 2 +kp 3 can be considered as a point in a 4D space spanned by 1, i, j, k, as shown in Figure 1 . The difference from the quaternion case is that the 1, i, j, k coefficients of 
M×N . Similar to quadquaternion scalars, the scalar and vector parts of Q are given by S(Q) = Q 00 and V (Q) = Q − S(Q), respectively.
In the following discussion, we mainly focus on results related to quad-quaternion matrices and vectors. The results related to scalars can be directly obtained by considering a quad-quaternion scalar as a 1 × 1 quad-quaternion "matrix."
Previous relevant results
In this section, we present some results that are directly generalized from quaternion or biquaternion results. All the lemmas in this section can be proved similarly to their quaternion and biquaternion counterparts in [35] [36] [37] , and thus are not included in this paper.
The geometric illustration of quad-quaternions.
Definition 3 ([37, Definition 2])
. There exist four different conjugations for quad-quaternion matrices as follows.
, where Q * n denotes the quaternion conjugation of Q n , n = 0, 1, 2, 3, as given in [36] .
Definition 4 (from [37] ). The transpose of
, where Q T n denotes the quaternion transpose of Q n , n = 0, 1, 2, 3. Then we have the following four different conjugated transposes.
Definition 5 ([37, Definition 3]). The norm of a quadquaternion p
= p 0 + I p 1 + J p 2 + K p 3 , denoted by |p|, is given by |p| = p 0 2 + p 1 2 + p 2 2 + p 3 2 .(5)
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By definition, we can see that the following equation holds:
It is important to note that |pq| / = |p||q|, so that quadquaternions do not form a normed algebra. We can further define the norm of a quad-quaternion vector
Definition 6 (see (15) from [37] ). Two quad-quaternion vectors a, b ∈ (H H ) N×1 are said to be orthogonal if
Lemma 1 (from [35] 
is Hermitian. Then we note that the adjoint matrix of a Hermitian quad-quaternion matrix is also Hermitian.
Definition 8 (from [37] ). If Qu = uλ, where
λ ∈ C, and Q ∈ (H H ) N×N , then λ and u are, respectively, the right eigenvalue and the associated right eigenvector of Q. 
Lemma 3 ([37, Lemma 2]). Denote the adjoint matrix of
Q ∈ (H H ) N×N by χ Q , if λ ∈ C and u b ∈ (H C (J) ) 2N×1
Corollary 1 (from [37]). The eigenvalues of a Hermitian quad-quaternion matrix are real values. Consider a Hermitian quad-quaternion matrix Q ∈ (H H )
N×N whose adjoint matrix χ Q can be eigendecomposed as 2N×4N , and D ∈ R (4N×4N) is a real diagonal matrix. The eigendecomposition of Q is then given by
where 
New definitions and lemmas for quad-quaternioins
In this section, we introduce some new results related to quad-quaternions. For an easier reading of this section, all the results are given directly, while some of their proofs are summarized in the appendix for the reference of interested readers.
, is obtained by keeping the coefficients of the units in Γ unchanged, and setting all the other coefficients to zero. The Γ-complement of Q is defined as
By definition, we know that the match and complement operations are used to select some desired parts of quadquaternions. For example, if Γ = {1, i, K}, then S(Q | Γ) = Q 00 +iQ 10 +KQ 03 , where Q 00 , Q 10 , Q 03 are given in (4) . Also it can be proved that
and V (Q | Γ) are equal to the scalar part and the vector part of Q, respectively.
is denoted by conj(Q | Γ), and defined as
It should be noted that the four conjugations given in Definition 3 are actually four special examples of the Γ-conjugation corresponding to different selections of Γ. For example, the H 1 -conjugation corresponds to Γ = {1, I, J, K}, whereas the total-conjugation corresponds to Γ = {i, j, k, I, J, K} ⊥ .
Lemma 5. Given two sets
where Γ 1 ∩ Γ 2 and Γ 1 ∪ Γ 2 denote the intersection and union of Γ 1 and Γ 2 , respectively.
T . Similar to the Γ -conjugation, the four different conjugated transposes given in Definition 4 are four different examples corresponding to four different selections of Γ. is different from that of left linear dependent (independent). 
Definition 13. Given a set of quad-quaternion vectors
v 1 , v 2 , . . . , v N ∈ (H H ) M×1 , if v 1 , v 2 , . . . , v R (R < N),, v 2 , . . . , v N } as rank R ({v 1 , v 2 , . . . , v R }) R (rank L ({v 1 , v 2 , . . . , v R }) R).
Definition 14. Given a quad-quaternion matrix
, where p n is the nth column of P, n = 1, 2, . . . , N. Then the right (left) rank of P is defined as rank
. In addition, we have the following lemma.
Lemma 6. Denote the adjoint matrix of
In the following discussion, we only consider the right rank, and we denote rank(P) = rank R (P).
Lemma 7. Denote the eigenvalue decomposition of a Hermitian quad-quaternion matrix Q by Q = UDU H , then we have
Definition 15. Given a set of orthogonal quad-quaternion , v 2 , . . . , v N ) = span(v 1 μ 1 , v 2 μ 2 , . . . ,  v N μ N ) .
This lemma indicates that the indetermination of eigenvectors of a Hermitian quad-quaternion matrix does not impact their span. From the geometric perspective, when the eigenvector multiplies a nonzero scalar from the right side, all the elements of this eigenvector are rotated in the 16D quad-quaternion space (as shown in Figure 1 ) with the same quad-quaternion manner, and the proportional relationship between different elements does not change. Therefore, the intrinsic "structure" of this eigenvector is independent of the above-mentioned eigenvector indetermination.
QUAD-QUATERNION MUSIC

Quad-quaternion model for EM vector sensors
Let (θ, ϕ) and (γ, η) be the azimuth-elevation 2D DOA (see Figure 2 ) and polarization of an EM signal, respectively, where 0 < θ ≤ 2π, 0 ≤ ϕ ≤ π, and
The output of an EM vector sensor then can be capsulated into the following quad-quaternion scalar:
are the three components of the electric vector and the magnetic vector, respectively, which are defined as [2] 
Thus, (18) 
For an array of N EM vector sensors, the spatial steering vector d θ,ϕ is given by
where k n is the position vector of the nth EM vector sensor, e θ,ϕ is the propagation vector corresponding to (θ, ϕ), λ is the wavelength of incident signals. The steering vector of such an N-element EM vector-sensor array then can be expressed as
where "⊗" denotes the Kronecker product.
In the presence of M narrowband, far-field, and completely polarized signals, the quad-quaternion model of an N-element EM vector-sensor array has the following form:
where s m (t) ∈ C (J) is the complex envelop of the mth signal, and n(t) is the additive noise term, and
It is assumed here that (1) all the incident signals are uncorrelated; (2) the noise is spatially white and uncorrelated with the signals; (3) steering vectors corresponding to different selections of (θ, ϕ, γ, η) are right linearly independent.
Algorithm details
We first define the quad-quaternion array manifold Φ as the continuum of steering vector a θ,ϕ,γ,η in the angular parameter space of interest I 1 and the polarization parameter space of interest I 2 . That is,
Moreover, the signal subspace and noise subspace in quadquaternion case are defined as follows:
Define the covariance matrix with quad-quaternion entries as
where "E" denotes expectation. From (23),
In the presence of finite data length, R x can be estimated as follows:
Accordingly, E n and P n can be estimated by eigendecomposing R x . A question of fundamental interests is whether the indetermination of quad-quaternion eigenvectors impacts the results of MUSIC. According to Lemma 8, the indetermination of eigenvectors does not impact the vector space spanned by them, and thus does not impact the estimation of noise subspace. Since the performance of MUSIC-like algorithms is mainly dependent on the accuracy of subspace estimation, the indetermination of eigenvectors does not impact the results of quad-quaternion MUSIC.
Decoupling of angular and polarization parameters
According to (28) , a 4D search is required for DOA estimation, which might be computationally prohibitive. We next discuss how to decouple polarization from DOA estimation for the purpose of reducing the computational burden. Firstly, we prove the following lemma. 
We use the above-mentioned lemma to discuss the decoupling of angular and polarization parameters. Let
According to (23) , and denote Ξ θ,ϕ = P n · Θ θ,ϕ ⊗ d θ,ϕ , then we have the following equation from Lemma 9: 
where λ min (S(Ξ For clarity, we finally summarize the above split method (termed as QQ-MUSIC) as follows:
Step 1. calculate the sampled covariance matrix R x according to (29);
Step 2. apply the quad-quaternion EVD to R x , select the 4(N − M) eigenvectors associated to the smallest 4(N − M) eigenvalues, and calculate the noise subspace projector P n ; Step 3. given an arbitrary (θ, ϕ)
Step 4. then the DOA estimates are obtained by arg min
It is important to note that QQ-MUSIC cannot fulfill simultaneous estimation of DOA and polarization. The problem of polarization estimation or joint DOApolarization estimation remains unresolved and is currently under investigation by the authors.
Computation complexity
In this section, the computational complexity of QQ-MUSIC, BQ-MUSIC, and long-vector MUSIC is addressed. As addressed in [36, 37] , the covariance matrix estimation best illustrates the complexity difference of the three algorithms, therefore we only consider the computational complexity involved in this part. The evaluation of computational complexity includes two aspects: memory requirement and number of real number additions (A), multiplications (M), and divisions (D).
Assume that the array comprises N complete EM vector sensors, and T snapshot vectors are available. The quadquaternion array output X ∈ (H H ) N×T then is given by X = X 0 +IX 1 = iX 01 + jX 02 +kX 03 +I iX 11 + jX 12 +kX 13 ,
where X 0 , X 1 ∈ (H C (J) ) N×T , and X 0n , X 1n ∈ (C (J) ) N×T , n = 1, 2, 3. Then the biquaternion data model (X b ∈ (H C (J) ) 2N×T ) and the long-vector data model (X lv ∈ (C (J) ) 6N×T ) for the same array output are, respectively, written as
Moreover, the sampled covariance matrices in the three models can be calculated as follows: where R Q , R B , R LV are sampled covariance matrices used in QQ-MUSIC, BQ-MUSIC, and LV-MUSIC, respectively. From (37), R Q has N 2 entries, each of which is quadquaternion valued and can be represented by eight complex numbers. Therefore, a memory of at least 8N 2 complex numbers is required in the quad-quaternion case. Similarly, for biquaternion and long-vector models, 16N 2 and 36N 2 complex numbers are required, respectively.
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Let us now evaluate the total number of basic arithmetic operations needed for estimation of the covariance matrix. As revealed by (37) , every entry of R Q is obtained by T quad-quaternion multiplications, T − 1 quad-quaternion additions, and a division by a real value. Note that one quadquaternion multiplication implies 16 2 Table 2 summarizes the covariance matrix computational efforts for all the three algorithms. We can see that QQ-MUSIC largely reduces the memory requirements, mainly due to the more economical formulism of quad-quaternion model. In addition, with regard to basic arithmetic operation number, we can see that QQ-MUSIC requires 16N 2 less real divisions and 16N 2 more real additions than BQ-MUSIC. Since the computational complexity of divisions is much more than that of additions, QQ-MUSIC slightly outperforms BQ-MUSIC in this aspect. We may also note that LV-MUSIC requires least operations for estimating the covariance matrix, which conflicts our intuition that a more concise model should lead to less computational complexity. This fact can be explained as follows. In QQ-MUSIC, we are using a 16D algebra to model six-component vector sensors, and only twelve imaginary units of quad-quaternions are used in this formulation. Therefore, this insufficient use of quad-quaternions results in more arithmetic operations.
Orthogonality-measure comparison
As addressed in [37] , vector orthogonality in higher dimensional algebra imposes stronger constraints on vector components. In this part, we take a further look into the quadquaternion-related orthogonality. 
The corresponding biquaternion representation and complex representation then can be written as
Actual sensor position Ideal sensor position By comparing (40), (41) and (42), it is obtained that:
Consequently, the quad-quaternion orthogonality can impose stronger constraints than both biquaternion and complex algebra do. This property of quad-quaternions results in a better robustness of QQ-MUSIC to model errors, as to be demonstrated in Section 4.
SIMULATION RESULTS
In this section, simulation results are provided to compare the proposed QQ-MUSIC with both biquaternion-based (such as BQ-MUSIC) and complex-based methods (such as LV-MUSIC) for six-component EM vector-sensor arrays. It should be noted that BQ-MUSIC was actually proposed for three-component vector-sensor arrays [37] . Therefore, we here use a 2 × 1 biquaternion vector to represent a six-component vector sensor, and further we concatenate these vectors into a biquaternion long-vector to enable BQ-MUSIC.
We compare the proposed QQ-MUSIC with BQ-MUSIC, LV-MUSIC, and polarimetric smoothing algorithm (PSA-MUSIC [30] ), in terms of robustness to model errors and DOA estimation performance under different levels of signal-to-noise ratio (SNR). All the statistics shown here are computed by averaging the results of 200 independent trials. The array used here is an L-shaped array that comprises four and five EM vector sensors along the x-axis and y -axis, respectively (see Figure 3) . The spacing between two adjacent EM vector sensors is d = λ/2. Before representing the results, we introduce the following two model errors. 
Sensor-position error
the positions of EM vector sensors are not precisely known.
In the simulations, we model such sensor position error by additive uniformly distributed noise, that is,
where k n and k n are the actual and ideal position coordinates of the nth EM vector sensor, respectively, ε x and ε y are uniformly distributed noise terms, and P e is the power of sensor position error.
Sensor-orientation error
the orientation angles of a dipole and a loop are illustrated in Figure 4 . With an orientation angle (α, β), where α ∈ [0, 2π), β ∈ [0, π/2], the outputs of a dipole and a loop are, respectively, given by
the three dipoles of the nth EM vector sensor be (α 1,n , β 1,n ), (α 2,n , β 2,n ), and (α 3,n , β 3,n ), while the orientation angles of the three loops be (α 4,n , β 4,n ), (α 5,n , β 5,n ), and (α 6,n , β 6,n ), then we have
where P e is the power of the sensor orientation error, ε α,l,n , ε β,l,n are uniformly distributed noise terms, (α 1 , 
Accordingly, the quad-quaternion expressions of the steering vector and the array output can be, respectively, modified as
a θm,ϕm,γm,ηm s m (t) + n(t).
In the first experiment, we assume that only the sensor position error exists. Three uncorrelated signals are from (θ 1 • ), respectively. The sensor noise is assumed to be Gaussian white and uncorrelated with the incident signals. The overall root mean square error (RMSE) performance measure used here is defined as follows:
where θ n,m is the estimate of true azimuth angle θ m in the nth trial. It is plotted in Figure 5 that the curves of overall RMSE against sensor position error power for QQ-MUSIC, BQ-MUSIC, LV-MUSIC, and PSA-MUSIC wherein the SNR and the number of snapshots are fixed as 30 dB and 1000, respectively. It can be seen that QQ-MUSIC provides the best estimation accuracy in the presence of sensor position error.
In the second experiment, we assume that only the sensor orientation error exists. The DOAs and polarizations of the incident signals are the same as the first example. The overall RMSE curves of QQ-MUSIC, BQ-MUSIC, LV-MUSIC, and PSA-MUSIC against the power of sensor orientation error are plotted in Figure 6 , wherein the SNR is constantly 30 dB.
We can see that QQ-MUSIC shows better robustness to sensor orientation error than BQ-MUSIC and LV-MUSIC. In particular, when the power of sensor orientation error is high, QQ-MUSIC can still provide reliable DOA estimates. It can also be observed that the performance of PSA-MUSIC is independent of the senor orientation error. This can be explained by noting that PSA-MUSIC does not preserve the polarization information, and thus is independent of the model error in the polarization dimension.
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• ) (to exclude the effect of DOA ambiguity on the comparison, we here only consider azimuth angle estimation). In addition, we assume that no model error exists for the above-mentioned array, the SNR is 30 dB, and the number of snapshots is 100. The spectra of QQ-MUSIC, BQ-MUSIC, and LV-MUSIC are given in Figures  11-12 , in which the dotted lines indicate the true azimuth angles. We note that both BQ-MUSIC and LV-MUSIC fail to distinguish the third and the fourth signals, while QQ-MUSIC can successfully distinguish all the six sources with considerable accuracy.
CONCLUSIONS
In this paper, we have proposed a new DOA estimator, termed as quad-quaternion MUSIC (QQ-MUSIC), for sixcomponent EM vector-sensor arrays. This new MUSIC variant has employed a newly developed quad-quaternion model that provides a less memory-consuming way to deal with six-component EM vector-sensor outputs. Moreover, with sensor position error or sensor orientation error present, QQ-MUSIC has been shown to be able to offer better DOA estimation accuracy than both biquaternion-MUSIC (BQ-MUSIC) and long-vector MUSIC (LV-MUSIC). Thus, QQ-MUSIC may be more attractive than the examined methods in many practical situations, where model errors cannot be ignored.
APPENDIX PROOFS OF LEMMAS 5-8 IN SECTION 2
Proof of Lemma 5. If we denote conj(Q | Γ 3 ) = conj((conj(Q | Γ 1 )) | Γ 2 ), then by definition, Γ 3 is a set consisting of the bases whose coefficients are not inversed. Obviously, the coefficients of bases in Γ 1 ∩ Γ 2 are not inversed, and the coefficients of bases in (Γ 1 ∪ Γ 2 )
⊥ are inversed twice so that they are also not inversed. Therefore,
Proof of Lemma 6. Without loss of generality, here we only consider the case of right rank. Assume the right rank of P ∈ (H H ) M×N is R, then by definition there exists a set of R column vectors q 1 , q 2 , . . . , q R of P and R quad-quaternion scalars λ 1 
