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NEW INEQUALITIES FOR CONVEX FUNCTIONS WITH
APPLICATIONS FOR THE N-ENTROPY OF A DISCRETE
RANDOM VARIABLE
S. S. DRAGOMIR
Abstract. New inequalitieis for convex mappings of a real variable and ap-
plications in Information Theory for Shannon’s entropy are given.
1. Introduction
The following converse of Jensen’s discrete inequality for convex mappings of a
real variable has been proved in 1994 by S.S. Dragomir and N.M. Ionescu [?]:
Theorem 1. Let f : I ⊆ R→ R be a convex function on the interval I, xi ∈˚I (˚I is
the interior of I), pi ≥ 0, (i = 1, ..., n) and
n∑
i=1
pi = 1. Then we have the inequality
0 ≤
n∑
i=1
pif(xi)− f
(
n∑
i=1
pixi
)
(1.1)
≤
n∑
i=1
pixif
′
+(xi)−
n∑
i=1
pixi
n∑
i=1
pif
′
+(xi)
where f
′
+ is the right derivative of f on I˚.
They also pointed out some natural application of (??) in connection to the
arithmetic mean - geometric mean inequality, to the generalized polygonal inequal-
ity etc.
A generalization of (??) for differentiable convex mappings of several variables
has been obtained in 1996 by S.S. Dragomir and C.J. Goh in [?].
Theorem 2. Let f : K ⊆ Rm → R be a differentiable convex mapping on the
convex set K, x¯i ∈ K (i = 1, ..., n), pi ≥ 0 (i = 1, ..., n) with
n∑
i=1
pi = 1.Then
0 ≤
n∑
i=1
pif(x¯i)− f
(
n∑
i=1
pix¯i
)
(1.2)
≤
n∑
i=1
pi 〈Of(x¯i), x¯i〉 −
〈
n∑
i=1
piOf(x¯i),
n∑
i=1
pix¯i
〉
where 〈., .〉 is the usual inner product on Rm and Of(x¯) =
(
δf(x¯)
δx1
, ..., δf(x¯)δxm
)
.
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The authors applied the inequality (??) in Information Theory for the entropy
mapping, conditional entropy, mutual information etc.
An integral version of (??) has been employed by S.S. Dragomir and C.J. Goh
[?] to obtain different bounds for the entropy, conditional entropy and mutual in-
formation of continuous random variable. Also, some applications in torsion theory
of a similar result which counterparts Hadamard’s inequality, has been given by
S.S. Dragomir and G. Keady in 1996 [?].
For recent generalizations, both for the discrete case and continuous case as well
as extensions for mappings defined on normed linear spaces, we recommend M.
Matic´’s Ph.D. Dissertation [?], where further applications in Information Theory
have been given.
In paper [?], the authors obtained the following upper bound for the first member
in (??),
Theorem 3. Let f : K ⊆ Rm → R be a differentiable convex mapping on the
convex set K, x¯i ∈ K (i = 1, ..., n), pi ≥ 0, (i = 1, ..., n) with
n∑
i=1
pi = 1. Then
(1.3)
0 ≤
n∑
i=1
pif(x¯i)− f
(
n∑
i=1
pix¯i
)
≤

max
1≤i<j≤n
‖x¯i − x¯j‖
∑
1≤i<j≤n
pipj ‖Of(x¯i)− Of(x¯j)‖ ;( ∑
1≤i<j≤n
pipj ‖x¯i − x¯j‖p
)1/p( ∑
1≤i<j≤n
pipj ‖Of(x¯i)− Of(x¯j)‖q
)1/q
,
p > 1, 1p +
1
q = 1;
max
1≤i<j≤n
‖Of(x¯i)− Of(x¯j)‖
∑
1≤i<j≤n
pipj ‖x¯i − x¯j‖
≤ 1
2
max
1≤i<j≤n
‖x¯i − x¯j‖ max
1≤i<j≤n
‖Of(x¯i)− Of(x¯j)‖
where ‖·‖ is the usual Euclidean norm on Rm.
and applied it for the entropy mapping in Information Theory.
In [?], the authors pointed out other converse inequalities which are more useful
in applications.
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Theorem 4. Let f : K ⊆ Rm → R be a differentiable convex mapping on the
convex set K, x¯i ∈ K (i = 1, ..., n), pi ≥ 0, (i = 1, ..., n) with
n∑
i=1
pi = 1. Then
(1.4)
0 ≤
n∑
i=1
pif(x¯i)− f
(
n∑
i=1
pix¯i
)
≤

max
i=1,..,n
∥∥∥∥∥x¯i − n∑j=1 pj x¯j
∥∥∥∥∥ n∑i=1 pi
∥∥∥∥∥Of(x¯i)− n∑j=1 pjOf(x¯j)
∥∥∥∥∥ ;(
n∑
i=1
pi
∥∥∥∥∥x¯i − n∑j=1 pj x¯j
∥∥∥∥∥
p)1/p(
n∑
i=1
pi
∥∥∥∥∥Of(x¯i)− n∑j=1 pjOf(x¯j)
∥∥∥∥∥
q)1/q
,
p > 1, 1p +
1
q = 1;
max
i=1,..,n
∥∥∥∥∥Of(x¯i)− n∑j=1 pjOf(x¯j)
∥∥∥∥∥ n∑i=1 pi
∥∥∥∥∥x¯i − n∑j=1 pj x¯j
∥∥∥∥∥
≤ max
i=1,..,n
∥∥∥∥∥x¯i −
n∑
i=1
pjOf(x¯j)
∥∥∥∥∥ maxi=1,..,n
∥∥∥∥∥∥
n∑
i=1
Of(x¯i)−
n∑
j=1
pjOf(x¯j)
∥∥∥∥∥∥ .
In this paper, we point out other general inequalities for convex mappings of a
real variable and apply them in Information Theory for the entropy mapping.
2. Some Results for Convex Functions of a Real Variable
We shall define the following sequence of functionals:
Jn : Conv (I)× S∗+ (R)×P∗f (N)× S
(˚
I
)
−→ R
given by:
Jn (f, p,H, x) :=
1
PnH
∑
i1,...,in∈H
pi1 ...pinf
(
xi1 + ...+ xin
n
)
,
where
Conv (I) := {f : I ⊆ R −→ R |f is convex on the interval I } ;
S∗+ (R) :=
{
p = (pi)i∈N |pi > 0 for all i ∈ N
}
;
P∗f (N) := {H ⊂ N |H is finite and H 6= ∅} ;
S
(˚
I
)
:=
{
x = (xi)i∈N
∣∣∣xi ∈ I˚ for all i ∈ N, I˚ is the interior of I} .
The following estimation holds:
Theorem 5. Let f ′+ :˚I→ R be the right derivative of the convex function f . Define
the sequence of mappings:
En (f, p,H, x) : =
1
PnH
∑
i1,...,in∈H
pi1 ...pinf
′
+
(
xi1 + ...+ xin
n
)
xi1
− 1
PH
∑
i∈H
pixi
1
PnH
∑
i1,...,in∈H
pi1 ...pinf
′
+
(
xi1 + ...+ xin
n
)
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for (f, p,H, x) ∈ Conv (I)×S∗+ (R)×P∗f (N)×S
(˚
I
)
. Then we have the inequalities:
0 ≤ Jn (f, p,H, x)− Jn+1 (f, p,H, x) ≤ 1
n+ 1
En (f, p,H, x)(2.1)
and
0 ≤ Jn (f, p,H, x)− f
(
1
PH
∑
i∈H
pixi
)
≤ En (f, p,H, x)(2.2)
for all n ≥ 1 and (f, p,H, x) ∈ Conv (I)× S∗+ (R)×P∗f (N)× S
(˚
I
)
.
Proof. By the convexity of f on I, we have the inequality:
f ′+ (y) (x− y) ≤ f (x)− f (y) ≤ f ′+ (x) (x− y)(2.3)
for all x, y ∈˚I.
If we choose in (??)
x =
xi1 + ...+ xin
n
∈ I˚ and y = xi1 + ...+ xin+1
n+ 1
∈ I˚,
where i1, ..., in+1 ∈ H, we deduce:
f ′+
(
xi1 + ...+ xin+1
n+ 1
)[
xi1 + ...+ xin − nxin+1
n (n+ 1)
]
(2.4)
≤ f
(
xi1 + ...+ xin
n
)
− f
(
xi1 + ...+ xin+1
n+ 1
)
≤ f ′+
(
xi1 + ...+ xin
n
)[
xi1 + ...+ xin − nxin+1
n (n+ 1)
]
for all i1, ..., in+1 ∈ H.
If we multiply (??) by pi1 ...pin+1 ≥ 0 and summing over i1, ..., in+1 ∈ H we deduce:
A : =
1
Pn+1H
∑
i1,...,in+1∈H
pi1 ...pin+1f
′
+
(
xi1 + ...+ xin+1
n+ 1
)
(2.5)
×
[
xi1 + ...+ xin − nxin+1
n (n+ 1)
]
≤ Jn (f, p,H, x)− Jn+1 (f, p,H, x)
≤ 1
Pn+1H
∑
i1,...,in+1∈H
pi1 ...pin+1f
′
+
(
xi1 + ...+ xin
n
)
×
[
xi1 + ...+ xin − nxin+1
n (n+ 1)
]
: = B.
As, it is clear that
1
Pn+1H
∑
i1,...,in+1∈H
pi1 ...pin+1f
′
+
(
xi1 + ...+ xin+1
n+ 1
)
xik
=
1
Pn+1H
∑
i1,...,in+1∈H
pi1 ...pin+1f
′
+
(
xi1 + ...+ xin+1
n+ 1
)
xij
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for all k, j ∈ {1, ..., n+ 1} , we deduce that A = 0.
On the other hand, since
1
Pn+1H
∑
i1,...,in+1∈H
pi1 ...pin+1f
′
+
(
xi1 + ...+ xin
n
)(
xik − xin+1
)
=
1
Pn+1H
∑
i1,...,in+1∈H
pi1 ...pin+1f
′
+
(
xi1 + ...+ xin
n
)(
xi1 − xin+1
)
for all k ∈ {1, ..., n} , we get that
B =
1
n+ 1
· 1
Pn+1H
∑
i1,...,in+1∈H
pi1 ...pin+1f
′
+
(
xi1 + ...+ xin
n
)(
xi1 − xin+1
)
=
1
n+ 1
 1
PnH
∑
i1,...,in∈H
pi1 ...pinf
′
+
(
xi1 + ...+ xin
n
)
xi1
− 1
PH
∑
i∈H
pixi
1
PnH
∑
i1,...,in∈H
pi1 ...pinf
′
+
(
xi1 + ...+ xin
n
)
and by (??) , the inequality (??) is proved.
Now, if we choose in (??):
x =
xi1 + ...+ xin
n
∈ I˚ and y = 1
PH
∑
i∈H
pixi ∈ I˚,
where i1, ..., in ∈ H, we deduce:
f ′+
(
1
PH
∑
i∈H
pixi
)[
xi1 + ...+ xin
n
− 1
PH
∑
i∈H
pixi
]
(2.6)
≤ f
(
xi1 + ...+ xin
n
)
− f
(
1
PH
∑
i∈H
pixi
)
≤ f ′+
(
xi1 + ...+ xin
n
)[
xi1 + ...+ xin
n
− 1
PH
∑
i∈H
pixi
]
for all i1, ..., in ∈ H.
If we multiply the inequality (??) by pi1 ...pin ≥ 0 and summing over i1, ..., in ∈ H
6 S. S. DRAGOMIR
we deduce:
C : =
1
PnH
∑
i1,...,in∈H
pi1 ...pinf
′
+
(
1
PH
∑
i∈H
pixi
)
(2.7)
×
(
xi1 + ...+ xin
n
− 1
PH
∑
i∈H
pixi
)
≤ Jn (f, p,H, x)− f
(
1
PH
∑
i∈H
pixi
)
≤ 1
PnH
∑
i1,...,in∈H
pi1 ...pinf
′
+
(
xi1 + ...+ xin
n
)
×
(
xi1 + ...+ xin
n
− 1
PH
∑
i∈H
pixi
)
: = D.
As it is clear that:
1
PnH
∑
i1,...,in∈H
pi1 ...pinxik =
1
PH
∑
i∈H
pixi
for all k ∈ {1, ..., n} , then C = 0.
In addition, because
1
PnH
∑
i1,...,in∈H
pi1 ...pinf
′
+
(
xi1 + ...+ xin
n
)
xik
=
1
PnH
∑
i1,...,in∈H
pi1 ...pinf
′
+
(
xi1 + ...+ xin
n
)
xi1
for all k ∈ {1, ..., n} , then
D =
1
PnH
∑
i1,...,in∈H
pi1 ...pinf
′
+
(
xi1 + ...+ xin
n
)
xi1
− 1
PH
∑
i∈H
pixi
1
PnH
∑
i1,...,in∈H
pi1 ...pinf
′
+
(
xi1 + ...+ xin
n
)
.
Consequently, by (??) we deduce the inequality (??) and the theorem is thus
proved.
Remark 1. From the above theorem we have the inequalities:
f
(
1
PH
∑
i∈H
pixi
)
≤ · · · ≤ Jn+1 (f, p,H, x) ≤ Jn (f, p,H, x)(2.8)
≤ · · · ≤ J1 (f, p,H, x) = 1
PH
∑
i∈H
pif (xi)
which have been established for the first time by S. S. Dragomir and J. E. Pec˘aric´
in 1987 [?] for the general case of convex mappings f : C ⊆ X −→ R defined
on convex subsets from linear spaces. Note that, in the paper [?] the authors used
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Jensen’s discrete inequality for multiple sums, i.e., a different argument that we
used before.
In what follows we shall estimate the sequence of functionals En.
Theorem 6. With the assumptions of Theorem ??, and the conditions that s > 1
and 1s +
1
p = 1, we have the inequality:
0 ≤ En (f, p,H, x)(2.9)
≤
 1
PnH
∑
i1,...,in∈H
pi1 ...pin
∣∣∣∣f ′+(xi1 + ...+ xinn
)∣∣∣∣s
 1s
×
 1
PnH
∑
i1,...,in∈H
pi1 ...pin
∣∣∣∣∣xi1 + ...+ xinn − 1PH ∑
i∈H
pixi
∣∣∣∣∣
q
 1q
for all (f, p,H, x) ∈ Conv (I)× S∗+ (R)×P∗f (N)× S
(˚
I
)
and n ≥ 1.
Proof. Using an identity from Theorem ?? we have that
0 ≤ En (f, p,H, x) = |En (f, p,H, x)|
≤ 1
PnH
∑
i1,...,in∈H
pi1 ...pin
∣∣∣∣f ′+(xi1 + ...+ xinn
)∣∣∣∣
∣∣∣∣∣xi1 + ...+ xinn − 1PH ∑
i∈H
pixi
∣∣∣∣∣ .
Applying Ho¨lder’s inequality for multiple sums, i.e.,∣∣∣∣∣∣
∑
i1,...,in∈H
pi1 , ...,in ai1 , ...,in bi1,...,in
∣∣∣∣∣∣
≤
 ∑
i1,...,in∈H
pi1 , ...,in |ai1 , ...,in |s
 1s ×
 ∑
i1,...,in∈H
pi1 , ...,in |bi1 , ...,in |q
 1q ,
where 1s +
1
q = 1, s > 1, ai1 , ...,in bi1,...,in ∈ R, pi1 , ...,in > 0 for all i1, ..., in ∈ H, we
deduce the desired inequality (??) .
The above theorem admits the following corollary which is more useful in appli-
cations.
Corollary 1. With the above assumptions and if the condition
M := sup
x∈˚I
∣∣f ′+ (x)∣∣ <∞,
holds, then we have the estimate:
0 ≤ En (f, p,H, x) ≤
√
2M
2
√
nPH
 ∑
i,j∈H
pipj (xi − xj)2
 12(2.10)
for all n ≥ 1 and (p,H, x) ∈ S∗+ (R)×P∗f (N)× S
(˚
I
)
.
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Proof. For s = p = 2 and by the boundedness of f ′+ on I˚ we get:
En (f, p,H, x) ≤M
 1
PnH
∑
i1,...,in∈H
pi1 ...pin
∣∣∣∣∣xi1 + ...+ xinn − 1PH ∑
i∈H
pixi
∣∣∣∣∣
2
 12 .
Let us compute:
F : =
1
PnH
∑
i1,...,in∈H
pi1 ...pin
∣∣∣∣∣xi1 + ...+ xinn − 1PH ∑
i∈H
pixi
∣∣∣∣∣
2
=
1
PnH
∑
i1,...,in∈H
pi1 ...pin
×
∣∣∣∣∣
(
xi1 + ...+ xin
n
)2
− 2
(
1
PH
∑
i∈H
pixi
)(
xi1 + ...+ xin
n
)
+
(
1
PH
∑
i∈H
pixi
)2∣∣∣∣∣∣ .
We also have:
(xi1 + ...+ xin)
2 =
n∑
j=1
x2ij + 2
∑
1≤j<l≤n
xijxil ,
then
1
PnH
∑
i1,...,in∈H
pi1 ...pin
(
xi1 + ...+ xin
n
)2
=
1
n2
· 1
PnH
∑
i1,...,in∈H
pi1 ...pin
 n∑
j=1
x2ij + 2
∑
1≤j<l≤n
xijxil

=
1
n2
n · 1
PH
∑
i∈H
pix
2
i + 2 ·
n (n− 1)
2
(
1
PH
∑
i∈H
pixi
)2
=
1
n
 1
PH
∑
i∈H
pix
2
i + (n− 1)
(
1
PH
∑
i∈H
pixi
)2 .
On the other hand we have:
1
PnH
∑
i1,...,in∈H
pi1 ...pin
(
xi1 + ...+ xin
n
)
=
1
PH
∑
i∈H
pixi.
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Thus,
F =
1
n
 1
PH
∑
i∈H
pix
2
i + (n− 1)
(
1
PH
∑
i∈H
pixi
)2− 2( 1
PH
∑
i∈H
pixi
)2
+
(
1
PH
∑
i∈H
pixi
)2
=
1
n
 1
PH
∑
i∈H
pix
2
i −
(
1
PH
∑
i∈H
pixi
)2
=
1
nP 2H
∑
i∈H
pi
∑
i∈H
pix
2
i −
(∑
i∈H
pixi
)2
=
1
2nP 2H
∑
i,j∈H
pipj (xi − xj)2
and the corollary is proved.
We have the following corollary of Theorem ??:
Corollary 2. With the assumptions of Corollary ?? we have the estimate:
0 ≤ Jn (f, p,H, x)− Jn+1 (f, p,H, x)(2.11)
≤
√
2M
2 (n+ 1)
√
n
· 1
PH
 ∑
i,j∈H
pipj (xi − xj)2
 12
0 ≤ Jn (f, p,H, x)− f
(
1
PH
∑
i∈H
pixi
)
(2.12)
≤
√
2M
2
√
nPH
 ∑
i,j∈H
pipj (xi − xj)2
 12
for all (p,H, x) ∈ S∗+ (R)×P∗f (N)× S
(˚
I
)
.
We can conclude with the following theorems of convergence:
Theorem 7. (Convergence) If f : I ⊆ R −→ R is a convex function having a
bounded derivative on I˚, then for all (p,H, x) ∈ S∗+ (R)×P∗f (N)× S
(˚
I
)
we have:
lim
n−→∞n
α [Jn (f, p,H, x)− Jn+1 (f, p,H, x)] = 0 for α ∈
[
0,
3
2
)
and
lim
n−→∞n
β
[
Jn (f, p,H, x)− f
(
1
PH
∑
i∈H
pixi
)]
= 0 for β ∈
[
0,
1
2
)
The proof is obvious by the inequalities (??) and (??) .
Finally, we have the following.
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Theorem 8. (Uniform Convergence) If f : I ⊆ R −→ R is a convex function
having a bounded derivative on I˚, then
lim
n−→∞n
α [Jn (f, p,H, x)− Jn+1 (f, p,H, x)] = 0 for α ∈
[
0,
3
2
)
and
lim
n−→∞n
β
[
Jn (f, p,H, x)− f
(
1
PH
∑
i∈H
pixi
)]
= 0 for β ∈
[
0,
1
2
)
uniformly on S∗+ (R)×P∗f (N)× S ([a, b]) where [a, b] ⊂˚I.
Proof. Let (p,H, x) ∈ S∗+ (R)×P∗f (N)×S ([a, b]) . Then |xi − xj | ≤ b−a (i, j ∈ H)
and, by (??) and (??) we get that:
0 ≤ Jn (f, p,H, x)− Jn+1 (f, p,H, x) ≤
√
2M (b− a)
2 (n+ 1)
√
n
and
0 ≤ Jn (f, p,H, x)− f
(
1
PH
∑
i∈H
pixi
)
≤
√
2M (b− a)
2
√
n
,
which proves the theorem.
Remark 2. Similar results can be stated for differentiable mappings of several vari-
ables by using the inequality
〈∇f(y), x− y〉 ≤ f(x)− f(y) ≤ 〈∇f(x), x− y〉
for any x, y ∈ Rm. We omit the details.
3. Applications for the Mapping logb
If we assume that g : I ⊆ R −→ R is a concave mapping on I and (p,H, x) ∈
S∗+ (R)×P∗f (N)× S
(˚
I
)
we have that:
J1 (g, p,H, x) ≤ · · · ≤ Jn (g, p,H, x)(3.1)
≤ Jn+1 (g, p,H, x) ≤ · · · ≤ g
(
1
PH
∑
i∈H
pixi
)
and
0 ≤ Jn+1 (g, p,H, x)− Jn (g, p,H, x) ≤ 1
n+ 1
Ln (g, p,H, x)(3.2)
and
0 ≤ g
(
1
PH
∑
i∈H
pixi
)
− Jn (g, p,H, x) ≤ Ln (g, p,H, x)(3.3)
respectively, where:
Ln (g, p,H, x) : =
1
PH
∑
i∈H
pixi · 1
PnH
∑
i1,...,in∈H
pi1 ...ping
′
+
(
xi1 + ...+ xin
n
)
− 1
PnH
∑
i1,...,in∈H
pi1 ...ping
′
+
(
xi1 + ...+ xin
n
)
xi1 .
NEW INEQUALITIES FOR CONVEX FUNCTIONS 11
If M := supx∈˚I
∣∣g′+ (x)∣∣ <∞, then we have:
0 ≤ Jn+1 (g, p,H, x)− Jn (g, p,H, x) ≤
√
2M
2 (n+ 1)
√
n
· 1
PH
 ∑
i,j∈H
pipj (xi − xj)2
 12
(3.4)
and
0 ≤ g
(
1
PH
∑
i∈H
pixi
)
− Jn (g, p,H, x) ≤
√
2M
2
√
n
· 1
PH
 ∑
i,j∈H
pipj (xi − xj)2
 12 .
(3.5)
If xi ∈ [a, b] ⊂˚I, i ∈ H, we have that:
0 ≤ Jn+1 (g, p,H, x)− Jn (g, p,H, x) ≤
√
2M (b− a)
2 (n+ 1)
√
n
(3.6)
and
0 ≤ g
(
1
PH
∑
i∈H
pixi
)
− Jn (g, p,H, x) ≤
√
2M (b− a)
2
√
n
.(3.7)
Now, for the concave mapping g : (0,∞) −→ R, g (x) = logb x, b > 1, we define the
sequence of mappings:
Hn (p, x, b) :=
1
Pns
s∑
i1,...,in=1
pi1 ...pin logb
(
xi1 + ...+ xin
n
)
, n ≥ 1
where s ≥ 1 is given in N and pi, xi > 0 for all i ∈ N, i ≥ 1 and Ps :=
∑s
i=1 pi.
Note that for this case we have:
0 ≤ Ln (p, x, b)
=
n
ln b
 1
Ps
s∑
i=1
pixi
1
Pns
s∑
i1,...,in=1
pi1 ...pin
xi1 + ...+ xin
− 1
Pns
s∑
i1,...,in=1
pi1 ...pin
xi1 + ...+ xin
xi1

=
n
Pn+1s ln b
s∑
i1,...,in+1=1
pi1 ...pin+1
(
xin+1 − xi1
)
xi1 + ...+ xin
=
n
Pns ln b
s∑
i1,...,in=1
pi1 ...pin
xi1 + ...+ xin
(
1
Ps
s∑
i=1
pixi − xi1 + ...+ xin
n
)
=
n
Pns ln b
s∑
i1,...,in=1
pi1 ...pin
xi1 + ...+ xin
(
1
Ps
s∑
i=1
pixi − xi1
)
.
12 S. S. DRAGOMIR
For n = 1 we have
L1 (p, x, b) =
1
ln bPs
s∑
j=1
pj
xj
(
1
Ps
s∑
i=1
pixi − xj
)
=
1
ln b
[
1
Ps
s∑
i=1
pixi · 1
Ps
s∑
i=1
pi
xi
− 1
]
On the other hand we have:
1
2P 2s
s∑
i,j=1
pipj
xixj
(xi − xj)2 = 1
P 2s
s∑
i=1
pixi
s∑
i=1
pi
xi
− 1
and then:
L1 (p, x, b) =
1
2 ln b
s∑
i,j=1
pipj
xixj
(xi − xj)2 .
If xi ≥ m > 0, i ∈ {1, ..., s} , then we have:
g′ (x) =
1
ln b
· 1
x
≤ 1
ln b
· 1
m
, x ∈ [m,∞) .
By the inequality (??) we have:
0 ≤ Hn+1 (p, x, b)−Hn (p, x, b) ≤ 1
m (n+ 1)
√
n
· 1
Ps
 ∑
1≤i<j≤s
pipj (xi − xj)2
 12 ,
(3.8)
and by (??) we derive
0 ≤ logb
(
1
Ps
s∑
i=1
pixi
)
−Hn (p, x, b) ≤ 1
m
√
n
· 1
Ps
 ∑
1≤i<j≤s
pipj (xi − xj)2
 12
(3.9)
for all p ∈ S∗+ (R) , b > 1 and s ≥ 1.
Finally, if xi ∈ [m,M ] ⊂ (0,∞) , then we have:
0 ≤ Hn+1 (p, x, b)−Hn (p, x, b) ≤
√
2 (M −m)
2m (n+ 1)
√
n
(3.10)
and
0 ≤ logb
(
1
Ps
s∑
i=1
pixi
)
−Hn (p, x, b) ≤
√
2 (M −m)
2m
√
n
(3.11)
for all s ≥ 1, for all xi ∈ [m,M ] ⊂ (0,∞) , i ∈ {1, ..., s} , b > 1, n ≥ 1 and pi > 0
for all i ∈ N.
These two inequalities enable us to state the following results of convergence:
lim
n−→∞n
α [Hn+1 (p, x, b)−Hn (p, x, b)] = 0 for α ∈
[
0,
3
2
)
and
lim
n−→∞n
β
[
logb
(
1
Ps
s∑
i=1
pixi
)
−Hn (p, x, b)
]
= 0 for β ∈
[
0,
1
2
)
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uniformly for (p, s, x, b) ∈ S∗+ (R)×M∗ × S [m,M ]× (1,∞).
4. Some Estimation for the n− b−Entropy Mapping
Suppose thatX is a discrete random variable whose range is finite R = {x1, ..., xs} .
Let pi = P {X = xi} .
We can introduce the following concept.
Definition 1. The n − b−entropy mapping associated to the random variable X
can be defined by:
Hn (X; b) :=
s∑
i1,...,in=1
pi1 ...pin logb
( 1
pi1
+ ...+ 1pin
n
)
(4.1)
where n ≥ 1.
Note that for n = 1 we recapture the usual b-entropy, i.e.,
Hn (X; b) = H (X, b) =
s∑
i=1
pi logb
1
pi
.
Using the results from section 3, we have
0 ≤ H1 (X; b) ≤ H2 (X; b) ≤ ... ≤ Hn (X; b)(4.2)
≤ Hn+1 (X; b) ≤ ... ≤ logb s for all n ≥ 1;
and
0 ≤ logb r −Hn (X; b) ≤ hn (X; b) for all n ≥ 1(4.3)
and
0 ≤ Hn+1 (X; b)−Hn (X; b) ≤ 1
n+ 1
hn (X; b) for all n ≥ 1(4.4)
where:
hn (X; b) =
n
ln b
s∑
i1,...,in=1
pi1 ...pin
1
pi1
+ ...+ 1pin
(
s∑
i=1
pi · 1
pi
−
1
pi1
+ ...+ 1pin
n
)
=
n
ln b
s∑
i1,...,in=1
pi1 ...pin
1
pi1
+ ...+ 1pin
(
s−
1
pi1
+ ...+ 1pin
n
)
=
n
ln b
s s∑
i1,...,in=1
pi1 ...pin
1
pi1
+ ...+ 1pin
− 1
n
 .
For n = 1, we have:
h1 (X; b) =
1
2 ln b
s∑
i,j=1
pipj
1
pi
· 1pj
(
1
pi
− 1
pj
)2
=
1
2 ln b
s∑
i,j=1
(pi − pj)2
=
1
ln b
s∑
1≤i<j≤s
(pi − pj)2 .
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Let us denote pM := maxi=1,s {pi} , pm := mini=1,s {pi} . Then 1pi ∈
[
1
pM
, 1pm
]
,
and by (??) and (??) we have that:
0 ≤ Hn+1 (X; b)−Hn (X; b)(4.5)
≤ pM
(n+ 1)
√
n
 s∑
1≤i<j≤s
(pi − pj)2
pipj
 12
≤ 1
(n+ 1)
√
n
 s∑
1≤i<j≤s
(pi − pj)2
pipj
 12 , n ≥ 1
and
0 ≤ logb s−Hn (X; b)(4.6)
≤ pM√
n
 s∑
1≤i<j≤s
(pi − pj)2
pipj
 12
≤ 1√
n
 s∑
1≤i<j≤s
(pi − pj)2
pipj
 12 .
Now, if we use the inequalities (??) and (??) we have that:
0 ≤ Hn+1 (X; b)−Hn (X; b) ≤
√
2 (pM − pm)
2pm (n+ 1)
√
n
, n ≥ 1(4.7)
and
0 ≤ logb s−Hn (X; b) ≤
√
2 (pM − pm)
2pm (n+ 1)
√
n
, n ≥ 1.(4.8)
The following result of convergence also holds:
lim
n→∞n
α [Hn+1 (X; b)−Hn (X; b)] = 0, α ∈
[
0,
3
2
)
(4.9)
and
lim
n→∞n
β [logb s−Hn (X; b)] = 0, β ∈
[
0,
1
2
)
(4.10)
uniformly by rapport of b > 1 and s ≥ 1.
We can state the following proposition.
Proposition 1. With the above assumptions we have the estimation:
0 ≤ logb s−Hb (X) ≤
1
ln b
s∑
1≤i<j≤s
(pi − pj)2 .(4.11)
Proof. Follows from the inequality (??) taking into account that
h1 (X; b) =
1
ln b
s∑
1≤i<j≤s
(pi − pj)2 .
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Remark 3. The result we obtained above is exactly Theorem 4.3 from [?] written
in another form.
Corollary 3. With the above assumptions and if
max
1≤i<j≤s
|pi − pj | ≤
√
2ε ln s
s (s− 1)
for ε > 0, then:
0 ≤ logb s−Hb (X) ≤ ε.(4.12)
The following theorem holds.
Theorem 9. Let ε > 0. If pi > 0
(
i = 1, s
)
(s ≥ 2) are such that:
pi
pj
∈
[
2 + q −√q (q + 4)
2
,
2 + q +
√
q (q + 4)
2
]
, 1 ≤ i < j ≤ s
where:
q =
2ε2n (n+ 1)2
s (s− 1) , n ≥ 1.
Then we have the estimate:
0 ≤ Hn+1 (X; b)−Hn (X; b) ≤ ε, n ≥ 1.(4.13)
Proof. By the inequality (??) we have that
0 ≤ Hn+1 (X; b)−Hn (X; b) ≤ 1(n+ 1)√n
 s∑
1≤i<j≤s
(pi − pj)2
pipj
 12 .
Let us consider the inequality:
(pi − pj)2
pipj
≤ q, 1 ≤ i < j ≤ s, q > 0,
which is equivalent to
p2i − (2 + q) pipj + p2i ≤ 0, 1 ≤ i < j ≤ s, q > 0
or (
pi
pj
)2
− (2 + q) pi
pj
+ 1 ≤ 0, 1 ≤ i < j ≤ s,
or, additionally,
pi
pj
∈
[
2 + q −√q (q + 4)
2
,
2 + q +
√
q (q + 4)
2
]
, 1 ≤ i < j ≤ s.
Now, if we choose
q =
2ε2n (n+ 1)2
s (s− 1) ,
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then
s∑
1≤i<j≤s
(pi − pj)2
pipj
≤ s (s− 1)
2
q = ε2n (n+ 1)2
and
0 ≤ Hn+1 (X; b)−Hn (X; b) ≤ 1(n+ 1)√n
[
ε2n (n+ 1)2
] 1
2
= ε.
The theorem is thus proved.
Similarly, we can prove the following theorem too.
Theorem 10. Let ε > 0. If pi > 0
(
i = 1, s
)
(s ≥ 2) are such that:
pi
pj
∈
[
2 + q −√q (q + 4)
2
,
2 + q +
√
q (q + 4)
2
]
, 1 ≤ i < j ≤ s,
where
q =
2ε2n
s (s− 1) ,
then we have the estimate;
0 ≤ logb s−Hb (X) ≤ ε, n ≥ 1.
The proof goes by the inequality (??) and we shall omit the details.
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