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iAbstract
This thesis presents the measurement of the Z plus photon production in proton-proton collisions
at the LHC with the CMS experiment. Z-bosons decaying into a pair of muons (µ+µ−) or
electrons (e+e−) are considered. The basis of this analysis are 5 fb−1 of data collected in 2011 at
a proton-proton collision energy of
√
s = 7 TeV and 19.5 fb−1 collected in 2012 at
√
s = 8 TeV.
These high integrated luminosities allow a precision measurement at energies that have not
been reached before. Measurements of the inclusive fiducial cross section as a function of the
transverse momentum of the photon are presented at both energies, as well as a measurement
of the exclusive cross section, i.e., without additional jets, at
√
s = 8 TeV.
The crucial point in this analysis is the background estimation of indirectly produced photons,
e.g., in decays of pi0, or other particles faking a photon-like signature in the detector. Here the
template method is used. Signal templates can directly be taken from data by selecting photons
radiated by electrons or muons in Z decays, while for the background template the input from
Monte Carlo Simulation is needed in order to find an appropriate selection for the data. The
measurement uses two different distributions as template variables. One is based on the shower
shape in the electromagnetic calorimeter, the other is based on the isolation of the photons.
The cross sections obtained with the two template methods are in good agreement enhancing
the reliability of this measurement.
Precision measurements searching for deviations from the standard model prediction are one
method to find evidences for new physics. In the present case, the measured fiducial cross
sections for photons with a transverse momentum pγt > 15 GeV produced in association with a
Z, of
σincl = 1930± 100(sys.)± 20(stat.)± 40(lumi.) fb at
√
s = 7 TeV,
σincl = 2190± 90(sys.)± 10(stat.)± 60(lumi.) fb at
√
s = 8 TeV
are fully compatible with the standard model predictions of σNLOincl =1930±100 fb and
σNLOincl =2200±130 fb, respectively, and no hint of physics beyond the standard model is observed
in the photon transverse momentum distribution. Therefore, upper limits on the strength of
anomalous ZZγ and Zγγ couplings are calculated based on the photon pt spectrum where an
enhancement at high transverse momenta is expected due to anomalous couplings. Upper limits
on these couplings were initially set by the LEP experiments and could be improved by the
Tevatron experiments. The high luminosity and energy reached at the LHC as well as the
excellent performance of the CMS detector allows to set the current best limit on these kind of
anomalous couplings.
ii
Zusammenfassung
Diese Doktorarbeit pra¨sentiert die Messung der assoziierten Produktion eines Z-Bosons und
eines Photons in Proton-Proton Kollisionen mit dem CMS Experiment am LHC . Untersucht
werden der Zerfall des Z-Bosons in Muonen oder Elektronen. Die Grundlage fu¨r diese Analyse
liefern 5 fb−1 und 19.5 fb−1, die 2011 bei einer Kollisionsenergie von
√
s = 7 TeV bzw. 2012
bei
√
s = 8 TeV aufgezeichnet wurden. Die hohe integrierte Luminosita¨t erlaubt eine pra¨zise
Messung bei bisher unerreichten Energien. Die Messung des inklusiven Wirkungsquerschnittes
als Funktion des Transversalimpulses des Photons bei beiden Kollisionsenergien wird pra¨sentiert.
Zusa¨tzlich erfolgt eine Messung des exklusiven Wirkungsquerschnittes, d.h. ohne zusa¨tzlichen
Jet, bei
√
s = 8 TeV.
Der wichtigste Punkt bei dieser Analyse ist die Abscha¨tzung des Untergrundes bestehend aus
indirekt produzierten Photonen, z.B. in Zerfa¨llen vom pi0, oder anderen Teilchen, die die Signatur
eines Photons im Detektor fa¨lschen. Hierzu wird die Template-Methode verwendet. Dabei sind
Templates fu¨r das Signal direkt in den Daten zuga¨nglich, indem Photonen, die von den Muonen
oder Elektronen aus Z-Zerfa¨llen abgestrahlt werden, selektiert werden. Fu¨r die Untergrund
Templates wird jedoch die Monte Carlo Simulation beno¨tigt, um eine geeignete Selektion in den
Daten zu finden. Die gesamte Messung wird daher mit zwei verschiedenen Templatevariablen
durchgefu¨hrt. Eine Templatevariable basiert auf der Breite des Showers im elektromagnetischen
Kalorimeter, die andere nutzt die Isolation der Photonen. Die mit beiden Templates gemessenen
Wirkungsquerschnitte sind in guter U¨bereinstimmung, was die Verla¨sslichkeit der Messung
untermauert.
Pra¨zisionsmessungen, die nach einer Abweichung von den Vorhersagen des Standardmodells
suchen, sind ein Weg Hinweise auf neue Physik zu finden. In diesem Fall sind die gemessenen
Wirkungsquerschnitte fu¨r Photonen mit einem Transversalimpuls pγt > 15 GeV, die zusammen
mit einem Z-Boson produziert werden:
σincl = 1930± 100(sys.)± 20(stat.)± 40(lumi.) fb at
√
s = 7 TeV,
σincl = 2190± 90(sys.)± 10(stat.)± 60(lumi.) fb at
√
s = 8 TeV
Dies ist in U¨bereinstimmung mit den Standardmodellerwartungen von σNLOincl =1930±100 fb
bzw. σNLOincl =2200±130 fb. Auch im gemessenen pt-Spektrum gibt es keinen Hinweis auf
Physik jenseits des Standardmodells. Daher werden obere Ausschlussgrenzen auf die anomalen
Kopplungen von ZZγ und Zγγ berechnet. Hier wird ein U¨berschuss bei hohem pt fu¨r den
Fall der Existenz solcher anomalen Kopplungen erwartet. Erste Ausschlussgrenzen solcher
Kopplungen wurden von den LEP Experimenten gemacht. Diese konnten dann am Tevatron
weiter verbessert werden. Nun erlaubt es die hohe Energie und Luminosita¨t am LHC sowie die
exzellente Performance des CMS Experiments die derzeit besten Limits anzugeben.
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1. Introduction
This thesis presents the measurement of the Z plus photon production in proton-proton collisions
at the LHC with the CMS experiment. Here only the Z decays into a pair of muons (µ+µ−) or
electrons (e+e−) are considered. The basis of this analysis are 5 fb−1 of data collected in 2011 at
a proton-proton collision energy of
√
s = 7 TeV and 19.5 fb−1 collected in 2012 at
√
s = 8 TeV.
These high integrated luminosities allow a precision measurement at energies that have not
been reached before. Measurements of the inclusive fiducial cross section as a function of the
transverse momentum of the photon are presented at both energies, as well as a measurement
of the exclusive, i.e., without additional jets, fiducial cross section at
√
s = 8 TeV.
The theoretical model describing such interactions is the Standard Model (SM ) of particle
physics which has been exhaustively tested experimentally with high precision. No significant
experimental result in contradiction with the SM has been found. Even the discovery of a new
boson in 2012 [21] seems to be compatible with the Higgs Boson as predicted by the SM and
might provide the answer regarding the origin of mass of fundamental particles. However, there
are some observations the SM fails to explain at least without being modified or extended. For
example there is no candidate for dark matter which seems to account for about 27% of the
universe. Also the observed CP-violation seems to be too weak to explain why there is the
observed excess of matter over anti-matter in the universe.
Precision measurements searching for deviations from the SM prediction are one method to
find evidences for new physics. In the present case, the measured fiducial1 cross sections for
photons with a transverse momentum2 pγt > 15 GeV produced in association with a Z, of
σincl = 1930± 100(sys.)± 20(stat.)± 40(lumi.) fb at
√
s = 7 TeV,
σincl = 2190± 90(sys.)± 10(stat.)± 60(lumi.) fb at
√
s = 8 TeV
are fully compatible with the SM predictions of σMCFMincl =1930±100 fb and σMCFMincl =2200±130 fb,
respectively, and no hint of physics beyond the SM is observed in the photon transverse momen-
tum distribution. Therefore, upper limits on the strength of anomalous ZZγ and Zγγ couplings
are calculated based on the photon pt spectrum where an enhancement at high transverse
momenta is expected due to anomalous couplings. Upper limits on these couplings were initially
set by the LEP experiments and could subsequently be improved (see Section 8.2). The high
luminosity and energy reached at the LHC as well as the excellent performance of the CMS
detector allows setting the world’s best limit on these kind of anomalous couplings.
In Chapter 2.1 a short introduction to the SM is given, followed by a description of Z plus
γ production mechanisms and a definition of the fiducial cross section. In Section 2.4 models
with anomalous couplings are introduced. After a short presentation of the LHC and the CMS
detector in Chapter 3, the selection of photons, muons and electrons is described in Chapter 4.
The discussion about efficiency measurements are moved to the Appendix. An important part
of this analysis is the determination of the background consisting of photons indirectly produced
as decay products, e.g., of pi0 or η, and of other particles faking a photon-like signature in the
detector. A description of the used template method can be found in Chapter 5, followed by the
1A definition of the fiducial cuts is given Tab. 2.3
2If not explicitly given in SI units in this thesis natural units are used. Setting h
2pi
= c = 1 implies that energy,
momentum and mass have the same units given in eV. Lengths and times have the units of eV−1. The fine
structure constant is set to α = 1
137.0
.
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presentation of the inclusive and exclusive cross sections in Chapters 6 and 7, respectively. The
last Chapter 8 addresses the calculation of limits on anomalous couplings.
2. Theoretical Background
2.1. Particles of the SM
A short introduction of the SM is presented as the theoretical background to this measurement.
Detailed descriptions can be found, for example, in [15] [28] or [35]. In the SM there are 17
types of fundamental particles which are assumed to be point-like without any substructure. 12
of these particles are fermions with a spin quantum number of 1/2. The gauge bosons photon,
Z, and W are mediating the electroweak interaction and the gluons the strong interaction.
Additionally there is a scalar particle, the Higgs boson, which is responsible for generation of
the mass of elementary particles. The fermions can further be divided into quarks and leptons.
Quarks have a color charge (red, green or blue) and take part in the strong interaction whereas
the leptons do not. All fermions are subject to the electroweak interaction and ordered according
to their mass in three generations. An overview of all particles can be found in Tab. 2.1 for
fermions and in Tab. 2.2 for bosons.
The theoretical framework of the SM is quantum field theory. The gauge bosons are described
by Lorentz vectors with a behavior of A′µ = ΛµνAν under a Lorentz transformation Λµν . Free
massless vector bosons are described by the Maxwell equations which can be derived using the
Euler-Lagrange equations from the Lagrangian:
LB = −1
4
FµνF
µν (2.1)
with
F iµν = ∂µA
i
ν − ∂νAiµ, (2.2)
The fermion fields are described by four component Dirac spinors ψ and anti fermions by
ψ¯ = ψ†γ0. A definition of the γ-matrices can be found, for example, in [35]. A Lorentz
transformation of these fields is given by Sψ and ψ¯S−1, where S follows the rule:
S−1γµS = Λµνγ
ν (2.3)
The equation of motion of a free field ψ is described by the Dirac equation
(iγµ∂µ −m)ψ = 0. (2.4)
generation: 1 2 3
leptons: νe νµ ντ
electron neutrino muon neutrino tau neutrino
e µ τ
electron muon tau
quarks: u c t
up charm top
d s b
down strange bottom
Table 2.1.: Fermions of the SM .
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force boson
electromagnetic γ
weak Z0, W+, W−
strong 8× g (gluon)
H (Higgs)
Table 2.2.: Bosons of the SM .
This can be obtained from the Lagrangian:
LF = ψ¯(iγ
µ∂µ −m)ψ. (2.5)
2.2. Interactions in the SM
Interactions in the SM are introduced by requiring local gauge symmetries. Demanding an
SU(2)×U(1) symmetry leads to a description of the electroweak interaction. It is important to
emphasize that these are local symmetries, i.e., dependent on space and time. If we make a
local U(1) gauge transformation of a state ψ
ψ′ = e−iα(x)ψ (2.6)
and insert this new state in the Eq. 2.5 omitting the mass term, we obtain:
LF = ψ¯(e
iα(x)iγµ∂µ)e
−iα(x)ψ (2.7)
= ψ¯(iγµ∂µ)ψ − iψ¯∂µα(x)ψ (2.8)
Thus LF is not invariant under such a transformation. This can be fixed by adding an additional
field Bµ interacting with ψ. This gauge field couples to ψ with a strength g.
LU1 = ψ¯iγ
µ∂µψ − igψ¯γµBµψ − 1
4
BµνB
µν (2.9)
and gauge invariance is realized since Bµ transforms as
B′µ(x) = Bµ −
1
g
∂µα(x). (2.10)
This can be generalized to SU(2) which in contrast to U(1) is a non Abelian group. In the
SM the SU(2) operators acts on weak isospin doublets of left handed fields.
ψl =
(
ψ1
ψ2
)
(2.11)
transforming like
ψ′l(x) = e
−iτ ·ω(x)ψl. (2.12)
where τ is a vector of one half times the three Pauli matrices fulfilling the relation [τi, τj ] = i
ijkτk
and ω(x) a vector of three space and time dependent transformation parameters. This time
there are three new fields W iµ transforming like
W ′iµ(x) = W iµ + 
ijkωjW kµ −
1
g′
∂µω
i(x). (2.13)
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The Lagrangian has the form
LSU2 = ψ¯liγ
µ∂µψl − ig′ψ¯γµτWµψl − 1
4
W iµνW
iµν . (2.14)
The “free” gauge field term has to be modified in this case to describe the self interactions of
the gauge bosons.
W iµν = ∂µW
i
ν − ∂νW iµ + g′ijkW jµW kν (2.15)
2.2.1. The Electroweak Theory
The electroweak theory requires SU(2)L × U(1)Y symmetry where the subscript L indicates
that SU(2) only acts on left handed fermion doublets. The Lagrangian for left handed and right
handed fermions has the form
LL = ψ¯liγ
µ∂µψl − ig′ψ¯lγµτWµψl − igYl
2
ψ¯lγ
µBµψl (2.16)
LR = ψ¯riγ
µ∂µψr − igYr
2
ψ¯rγ
µBµψr. (2.17)
The factor Y2 with the weak hypercharge Y was introduced to indicate that the coupling of B
to left and right handed fields might be different. These two equations can be written in a more
compact way using the projectors ψl =
1−γ5
2 ψ = γlψ and ψr =
1+γ5
2 ψ = γrψ
L = ψ¯iγµ∂µψ − ig′ψ¯γµτWµ 1− γ5
2
ψ − igYl
2
ψ¯γµBµ
1− γ5
2
ψ − igYr
2
ψ¯γµBµ
1 + γ5
2
ψ. (2.18)
The observed particles like W+, W−, Z and γ are superpositions of the W and the B fields.
W+ and W− act like lowering and raising operators τ− = 12(τ
1 − iτ2) and τ+ = 12(τ1 + iτ2)
on weak isospin doublets, e.g. W+ + e− → νe. The definitions of W+ = 12(W 1 + iW 2) and
W− = 12(W
1 − iW 2) have the desired properties.
How can the physical states of γ and Z be identified? W 3 and B do not change the state of a
weak isospin doublet leaving the third component of the weak isospin quantum number (I3)
unchanged. So the interaction part of the Lagrangian for left and right handed particles can be
written as
Ll = iψ¯lγ
µψl(g
′I3W 3µ + g
Yl
2
Bµ) (2.19)
Lr = iψ¯rγ
µψr(g
Yr
2
Bµ).
The W 3 and B are rotated by an angle θW , the Weinberg angle, to describe the new fields:
A = cos(θW )B + sin(θW )W
3 (2.20)
Z = − sin(θW )B + cos(θW )W 3 (2.21)
Inserting these fields in Eq. 2.19 and sorting the result for A and Z we obtain
Ll = iψ¯lγ
µψl((g
′ cos(θW )I3 − g sin(θW )Yl
2
)Zµ + (g
′ sin(θW )I3 + g cos(θW )
Yl
2
)Aµ) (2.22)
Lr = iψ¯rγ
µψr(−g sin(θW )Yr
2
Zµ + g cos(θW )
Yr
2
Aµ). (2.23)
We can see from these equations that the field A can be identified as the photon field, if the
elementary charge is e = g cos(θW ) = g
′ sin(θW ) and the relation Q = I3 + Y/2, with the charge
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W− W+
A Z
W+ W−
W+ W−
W− W+
Z Z
W− W+
A A
W− W+ W+ W−
A Z
Figure 2.1.: Allowed triple and quartic gauge boson vertices of the SM .
Q, holds because the photon couples with the same strength to left and right handed charged
fermions. The coupling constant g can be expressed by g = g′ sin(θW )cos(θW ) :
Ll = iψ¯lγ
µψl(
g′
cos(θW )
(cos2(θW )I3 − sin2(θW )Y
2
)Zµ + eQAµ) (2.24)
Lr = iψ¯rγ
µψr(− g
′
cos(θW )
sin2(θW )
Y
2
Zµ + eQAµ). (2.25)
Using again Y/2 = Q− I3 we have
Ll = iψ¯lγ
µψl(
g′
cos(θW )
(I3 − sin2(θW )Q)Zµ + eQAµ) (2.26)
Lr = iψ¯rγ
µψr(− g
′
cos(θW )
sin2(θW )QZµ + eQAµ). (2.27)
Writing the left and right handed part together using the projectors and sorting the Z terms
proportional to γ5 we obtain
Llr = iψ¯γ
µψ(
g′
2 cos(θW )
(V −Aγ5)Zµ + eQAµ) (2.28)
(2.29)
with V = I3 and A = I3−2Q sin2(θW ). These are the famous vector and axial-vector coupling
constant of the electroweak theory.
As already mentioned in non Abelian gauge theories the gauge bosons can interact among each
other. The allowed self interaction vertices of the SM gauge bosons are shown in Fig. 2.1.
2.2.2. The Mass of fundamental Particles
Up to now nothing was said about masses neither about those of the gauge bosons W+, W− and
Z nor about those of the fermions. Indeed the expected mass terms m2ZµZ
µ or mψ¯ψ do not fit
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into the theory presented so far. The term m2ZµZ
µ is not invariant under the transformation
of Z, a combination of B and W 3 transforming as given in Eq. 2.10 and Eq. 2.13. The fermion
mass term mψ¯ψ mixes left and right handed fields which spoils the gauge invariance (all other
terms proportional to γµ do not mix left and right handed fields since γrψγ
µγlψ = 0. The Higgs
mechanism solves this problem. A new doublet of a complex scalar field is introduced:
Φ =
(
Φ+
Φ0
)
. (2.30)
Adding to the Lagrangian the term
LHiggs = DµΦDµΦ + µ
2(Φ†Φ)− λ(Φ†Φ)2 (2.31)
where Dµ = ∂µ − ig Y2 γµBµ − ig′γµτWµ to preserve the SU(2)L ×U(1)Y gauge symmetry. The
Higgs field has a degenerated ground state with a vacuum expectation value of Φ†Φ = ν
2
2 with
ν = µ/
√
λ. Considering that the vacuum is not charged which reduces the available ground
states, an arbitrary state can be chosen:
Φ0 =
1√
2
(
0
ν
)
. (2.32)
Redefining the field by Φ′ = Φ − Φ0 and putting this in Eq. 2.31 leads to the mass terms of
W+, W− and Z
LMass =
(
g′ν
2
)2
W+µ W
−µ +
1
2
(g2 + g′2)ν2
4
ZµZ
µ. (2.33)
So the masses can be identified by:
M±W =
g′ν
2
,MZ =
√
g2 + g′2ν
2
(2.34)
The masses of fermions can be written down in form of Yukawa couplings
LMass,fermions =
ν√
2
(fee¯ler + f
uu¯lur + f
dd¯ldr). (2.35)
The masses νf
x√
2
of fermions are determined by their coupling strength fx to the Higgs field.
2.2.3. Quantum Chromodynamics
Quantum Chromodynamics (QCD) is introduced by SU(3) invariance leading to eight massless
gauge bosons, the gluons. The self interaction of gluons does not allow the existence of free
particles carrying a color charge. Only color neutral mesons and baryons are observed. Mesons
like pions and kaons are states of color anti-color quarks. Baryons like protons and neutrons are
states of a red, green and blue quark or of a anti-red, anti-green and anti-blue quark.
Although the topic of this theses is rather related to a precision measurement of an electroweak
process QCD effects have an important impact on all processes in proton-proton collisions. The
fact that QCD allows the radiation of quarks and gluons with high transverse momentum by
the incoming partons has an important impact on the measured cross section as a function of
the photon transverse momentum. In addition a calculation at NLO including QCD corrections
allows gluon induced processes. Using MCFM (Section 2.3.2) an increase in the cross section of
20 % is calculated. For photons with a transverse momentum above 120 GeV the effect is even
60 %. It was shown in [33] that the effect of NNLO QCD correction compared to the NLO is up
to 20 % at high photon transverse momentum. During the fragmentation process the produced
partons decay further into quarks or gluon and finally hadronize into color neutral mesons and
baryons. These can be clustered by a jet algorithm. We are using the anit-kt algorithm [11] to
define the jets for the exclusive measurement in Section 7.
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2.3. Cross Section Calculation and Definition
It was discussed in the last section that in the SM the allowed interactions between particles
are fixed by the gauge symmetries. At leading order the two processes contributing to the
production of Z plus γ are shown in Fig. 2.2. Unless otherwise specified the muons or electrons
in the final state are referred to as leptons. The first process describes the radiation of a photon
in the initial state (ISR) from an incoming quark or anti-quark. In the second process the
photon is radiated by an electron or muon in the final state (FSR). The two processes have
different kinematic behavior. The invariant mass of a FSR photon and the two leptons shows
the Z-Peak while an additional photon in the initial state increases the invariant mass. As an
example the di-lepton mass versus the three object mass is shown in Fig. 2.3. The bands of FSR
and ISR photons are clearly visible. However, one should be aware that the ISR band contains a
lot of background events that have to be identified and removed in this analysis. A large fraction
of this background are photons indirectly produced by the decay of particles like pi0 or η. A
more detailed discussion will follow in Section 4. FSR photons are preferably produced collinear
with the radiating lepton. The description of soft or collinear photons in perturbation theory
comes with several difficulties because cross sections become only finite if the interference with
loop diagrams at appropriate order is included. Otherwise there appear infrared divergences.
Divergences also appear when the photon has very low energy or is collinear with the incoming
parton. To avoid these complications a minimum transverse momentum of pγt >15 GeV, a cut on
|ηγ | < 2.6 and a separation between photon and leptons in min(∆R(γ, l+),∆R(γ, l−)) > 0.7 1 is
used. This separation reduces the fraction of FSR photons while those from ISR and eventually
from anomalous ZZγ or Zγγ couplings are more dominant. The cuts on the lepton pt > 20 GeV
and |η| < 2.6 are given by the trigger and detector coverage.
Another important point is the definition of photon isolation. In proton-proton collision processes
are very often accompanied by jets. So there is a certain probability that a photon has been
radiated by an outgoing quark. Such photons are referred to as photons from jet fragmentation.
Again such photons are preferably produced collinear with the radiating quark and are not
isolated. These photons are removed from the cross section definition by an isolation requirement.
We require that the sum, Ip, of all parton transverse momenta in a cone of ∆R < 0.3 around a
photon is less than 5 GeV. The cone size ∆R < 0.3 is chosen because the experimental isolation
uses the same value. Such a definition is needed for matrix elements calculators like MCFM
[13]. A summary table with the whole definition of the fiducial cross section phase space is
given in Tab. 2.3. For full event generators like Sherpa [30] the isolation can also be built out
of final state particles after full jet fragmentation and hadronization. Summing up all stable
particles in a cone of ∆R < 0.3 leads to the generator level isolation Igen which can be better
compared to experimental values than Ip. A cut on Igen < 5 GeV is used to define the signal
region in Sherpa. It was tested that the fraction of photons passing the experimental isolation
criteria, but not the cut on Igen < 5 GeV, is negligible. Otherwise such photons must be treated
as background as they do not conform to the signal definition.
2.3.1. Z plus γ Production in Proton-Proton Collisions
To calculate the cross section of a certain process with initial quarks or gluons the knowledge
of the parton content of a proton must be known. The parton distribution functions (PDF)
describe the probability, f(x,Q2), to find a gluon or anti-/quark of a certain flavor carrying
a momentum fraction x of the proton. In fact this fraction x also depends on the scale Q2 at
1∆R(γ, l) =
√
∆η(γ, l)2 + ∆φ(γ, l)2, where η = − ln(tan(θ/2)) is the pseudorapidity, φ azimuthal angel and θ
the polar angle relative to the axis of the incoming protons at the interaction point.
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Figure 2.2.: Leading order Feynman diagrams for the production of Z plus γ in proton-proton
collisions. Left: process of initial state radiation (ISR). Right: process of final state
radiation(FSR).
Figure 2.3.: Mµµ versus Mµµγ taken from the data at
√
s = 8 TeV. The horizontal band at
Mµµγ = 90 GeV is FSR while the vertical band at Mµµ = 90 GeV is ISR with a non
negligible fraction of background, e.g., from pi0 or η decaying into two photons.
Table 2.3.: Cuts used for the fiducial cross section definition. The indices l and γ refer to cuts
applied on the leptons and the photon, respectively.
Cross section phase space
|ηl| < 2.6
plt > 20 GeV
Mll > 50 GeV
|ηγ | < 2.6
pγt > 15 GeV
Ip < 5 GeV
∆R(l, γ) > 0.7
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which the proton is probed. These probabilities have been measured and can be extrapolated to
other scales. A cross section can be calculated using a factorized approach [28]:
σ =
∑
partons
∫
dx1dx2fp1(x1, Q
2)fp2(x2, Q
2)σp1+p2→l+l−γ (2.36)
Q2 is typically chosen to be of the order of the invariant mass of the final state particles or
the sum of transverse momenta of jets in the hard process. It is assumed that everything that
happens below this scale, e.g. jets with lower pt are absorbed in the PDF and can be treated
independently of the hard process.
2.3.2. MCFM
MCFM [13] is able to calculate the cross section of the signal process at NLO in QCD , i.e., the
process contains up to one additional parton. Additionally the photon fragmentation functions
are used to calculate the probability that a photon was radiated by a quark. The partons are
used to calculate the isolation variable Ip. However, it is not a full event generator. Besides
the renormalization scale (scale where αs is evaluated) and the factorization scale (where the
parton distribution function is evaluated), the photon fragmentation function is also calculated
at an appropriate scale. For our calculation all three scales are set to the invariant mass of the
photon and the two leptons.
To estimate the uncertainties of the theoretical prediction the effect of the PDF and the choice
of scales are studied. To evaluate the uncertainties due to the scales the cross sections are
calculated with modified scales. The value of each scale is separately multiplied by a factor of
two or one half. The larger deviations for the three scales are added in quadrature to obtain the
scale uncertainty. In case of the exclusive cross section calculation we follow the recommendation
in [37] and add in quadrature the scale uncertainties of the NLO l−l+γ calculation and the LO
l−l+γparton calculation.
The PDF used is CT10 [34] which comes with 52 additional sets representing the uncertainties
in both directions of 26 parameters. These sets are used to re-weight the MCFM calculation.
For each parameter the larger deviations are added in quadrature to obtain the uncertainty in
the cross section due to the knowledge of the PDF. Additionally there is an uncertainty in the
value of αs used for the PDF fit. Fits for different values of αs are provided in the CT10as
set. We use the recommended values of αs = 0.116 and αs = 0.120 around the central value of
αs = 0.118 to estimate the uncertainty due to αs.
All resulting uncertainties are shown in Fig. 2.4 for the two inclusive cross section calculations
at
√
s = 7 TeV and
√
s = 8 TeV as well as for the exclusive cross section at
√
s = 8 TeV.
2.3.3. Sherpa
Sherpa [30] is a full event generator. It is used to calculate the signal processes with zero, one or
two additional jets. Each process is calculated at leading order. These processes are then merged
together and matched to the parton shower. The obtained cross section is not better than a
LO calculation. However, the description of kinematic distributions, especially the transverse
momentum of jets, is improved by the merging of matrix elements and parton showers. As PDF
again CT10 is used.
2.4. Anomalous gauge Couplings
Gauge bosons of non Abelian symmetries are interacting with each other. The SM allows
triple couplings of γW+W− and ZW+W− and the quartic couplings W+W−W+W−, γγW+W−,
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Figure 2.4.: Uncertainty of MCFM NLO calculation. Uncertainties due to the selection of
renormalization, factorization and photon fragmentation scale are calculated. Addi-
tionally the uncertainty of the used PDF (CT10) and αs have to be considered. Top:
theoretical uncertainties of the inclusive cross sections at both collision energies.
Bottom: theoretical uncertainties of the exclusive cross section.
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ZZW+W− and γZW+W− (Fig. 2.1), but no direct coupling of ZZZ, ZZγ and Zγγ is allowed.
In this thesis the production of Z plus γ is measured. This is directly linked to the question
of physics beyond the SM including neutral Triple Gauge Couplings (nTGC ) affecting the
production of this final state.
A commonly used technique to search for new physics is to assume that the energy scale of
the new physics Λ is above the energies accessible in current experiments. So we are not able
to directly see the phenomena of the new physics, but we can only observe their low energy
behavior. Without the knowledge of the exact structure of the new theory one can write down
the low energy behavior in form of an effective Lagrangian [36]
L = LSM +
∑
d>4
∑
i
Ci
Λd−4
Odi (2.37)
where Odi are operators of dimension d and coupling strength Ci. At experimental scales below
Λ and for small coupling constants it is enough to approximate the Lagrangian with the non
vanishing operator of the lowest dimension. The question is what kind of operators we want to
allow. In fact the number of operators can be constrained by the requirement of symmetries.
A common choice that has been used in the past by LEP [38], Tevatron[14, 2] and LHC
experiments [23, 1] to set limits on anomalous couplings is the requirement of Lorentz invariance
and U(1) gauge symmetry. These basic requirements have been chosen in order to have a quite
general approach. The resulting Lagrangian has the form [32]
LnTGC = LSM +
e
m2Z
[
−[hγ1(∂σFσµ) + hZ1 (∂σFσµ)]ZβFµβ (2.38)
− [hγ3(∂σF σρ) + hZ3 (∂σF σρ)]ZαF˜ρα
− [ h
γ
2
m2Z
[∂α∂β∂
ρFρµ] +
hZ2
m2Z
[∂α∂β(+m2z)Zµ]]ZαFµβ
+[
hγ4
2m2Z
[∂σF ρα] + h
Z
4
2m2Z
[(+m2Z)∂σZρα]]ZσF˜ρα
]
with F˜µν = 1/2µνρσZ
ρσ. There are eight new coupling constants hVi , i = 1..4 and V =
Z or γ. The interactions proportional to hV1 and h
V
2 are CP odd while those proportional
to hV3 and h
V
4 are CP even. In the SM at tree level no couplings proportional to the new
parameters are allowed. However, at the one-loop level the CP even couplings do not vanish,
e.g., 2.2 · 10−4 < hZ3 < 2.5 · 10−4 [8] has been calculated for the SM . The additional terms
describe vertices [7] of the form:
ΓαβµZZγ(q1, q2, P ) =
P 2 − q21
m2Z
[hZ1 (q
µ
2 g
αβ − qα2 gµβ) (2.39)
+
hZ2
m2Z
Pα((P · q2)gµβ − qµ2P β)
+hZ3 
µαβρq2ρ
+
hZ4
m2Z
PαµαρσPρq2σ]
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ΓαβµZγγ(q1, q2, P ) =
P 2
m2Z
[hγ1(q
µ
2 g
αβ − qα2 gµβ) (2.40)
+
hγ2
m2Z
Pα((P · q2)gµβ − qµ2P β)
+hγ3
µαβρq2ρ
+
hγ4
m2Z
PαµαρσPρq2σ]
where P is the momentum of the off-shell γ or Z and q1 and q2 are the momenta of the on-shell
γ and Z. A Feynman graph for a nTGC is shown in Fig. 2.5. It was shown in [31, 27] that
there is no dimension six operator respecting SUL(2)× UY (1) invariance, but two dimension
eight operators including a scalar field, e.g., the Higgs, that could lead to an enhancement
proportional to hV1 and h
V
3 .
The new couplings can destroy tree-level unitarity [8], a necessary condition for the renormaliz-
ability of a field theory needed in order to make meaningful physical predictions. Tree-level
unitarity violation can be avoided by introducing form factors which reduce the strengths of the
new couplings for energies approaching the scale Λ. The form factors are commonly chosen as
hi(sˆ) =
hi
(1 + sˆ/Λ2)n
. (2.41)
with sˆ = P 2, n = 3 for i = 1, 3 and n = 4 for i = 2, 4. For sˆ Λ2 the form factor is constant
while the coupling strengths are reduced for sˆ approaching the Λ. The dependence of the
coupling strengths on s can be interpreted as the effect of higher order operators which are
absorbed in the form factor. Upper Bounds for the allowed coupling strengths respecting
tree-level unitarity for a single nTGC have been evaluated [8]
|hZ1 |, |hZ3 | <
(23n)
n
(23n− 1)n−
3
2
0.126 TeV3
Λ3
, (2.42)
|hZ2 |, |hZ4 | <
(25n)
n
(25n− 1)n−
5
2
0.0021 TeV5
Λ5
,
|hγ1 |, |hγ3 | <
(23n)
n
(23n− 1)n−
3
2
0.151 TeV3
Λ3
, (2.43)
|hγ2 |, |hγ4 | <
(25n)
n
(25n− 1)n−
5
2
0.0025 TeV5
Λ5
.
However, it was pointed out in [32] that the usage of form factors, which is only necessary if sˆ
reaches the order of Λ, is somehow in contradiction with the effective Lagrangian approximation
which is based on the assumption sˆ Λ2.
For the nTGC searches only the CP even parameters hV3 and h
V
4 are considered because at
least with the precision of current measurements it is not possible to distinguish between the CP
even and CP odd couplings. In general the CP odd processes always lead to an enhancement of
the cross section since for CP even processes interference with the SM processes (FSR and ISR)
can lead to a deficit or at least a smaller enhancement compared to the CP odd contribution
[32]. MCFM is used to calculate the nTGC cross sections. The differential cross section dσ/dpt
for several values of hV3 and h
V
4 is shown in Fig. 2.6.
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Figure 2.5.: Feynman diagram with nTGC not allowed at tree level in the SM .
Figure 2.6.: The differential cross section dσ/dpt for several values of h
V
3 and h
V
4 . The phase
space for the cross section is defined in Tab. 2.3. The differential cross sections are
shown for Λ = ∞, which effectively means no form factor, and for Λ = 1.5 GeV.
These are the same values that will be used for measurements.
A question that could arise after the discovery of the Higgs-like boson at 125 GeV is about its
effect on the photon pt distribution. The process H → l+l−γ could not be observed with the
current integrated luminosity by searching for a peak in the Mllγ invariant mass distribution [16].
With the cuts applied in this analysis the SM predicts three µµγ-events at
√
s = 8 TeV including
detector efficiencies while after background subtraction about 20,000 events are observed. So
there is absolutely no way to observe the Higgs in this analysis.
3. Experimental Setup
3.1. The Large Hadron Collider
The Large Hadron Collider (LHC ) [10] is a proton-proton collider reaching luminosities at
collision energies that have never ben reached before. It is part of the CERN accelerator
complex. Protons are injected with an energy of 450 GeV and accelerated up to 3.5 TeV in
2011 and up to 4 TeV in 2012. The LHC ring is located in a tunnel about 100 m below the
surface. It has a circumference of 27 km with 1232 superconducting dipole magnets with a
length of 14.4 m each and a magnetic field strength of up to 8.3 T to keep the protons on their
orbit. Additionally many different types of magnets, i.e. quadrupoles, sextupoles etc., are
used to control the beam parameters. The acceleration of protons or heavy ions is done with
superconducting radio frequency (RF) cavities. Along the ring there are four collision points
where the four main experiments ATLAS and CMS as multipurpose detectors as well as LHCb
for b-physics and ALICE for heavy ion physics have been built.
3.1.1. Luminosity Measurement
Besides the energy of the colliding protons the integrated luminosity L is very important for
measurements. For a given process with a cross section σ the expected number of produced
events N is given by N = Lσ. The instantaneous luminosity given by the derivative dLdt with
respect to the time depends on beam parameters and can be evaluated using Eq. 3.1 where Nb
is the number of protons per bunch, nb the number of bunches and frev the revolution frequency.
The transverse components of the beam width σx,y at the interaction point are defined as the
RMS of the beam intensity profile. The geometric luminosity reduction factor F depends on
the crossing angle of the beams θc and the transverse (σt) and longitudinal (σz) RMS size of a
bunch at the interaction point. The highest instantaneous luminosity was 7.7 · 1034 cm−2s−1.
dL
dt
=
N2b nbfrev
4piσxσy
F (3.1)
F = 1/
√
1 +
(
θcσz
2σt
)2
CMS uses two different methods to measure the luminosity. One method is based on the
Hadronic Forward Calorimeter(HF) covering the high η-region between 3 < |η| < 5 [20]. For
each bunch crossing the occupancy and transverse energy is measured. The measured transverse
energy is proportional to the number of interacting protons while the number of interactions
per bunch crossing depends on the instantaneous luminosity and the total proton proton cross
section. The HF determination of the luminosity is independent of the CMS data acquisition
and can provide an online measurement of the instantaneous luminosity. The second method
uses the occupancy of the pixel detector [22] and requires zero bias triggers to calculate the
instantaneous luminosity averaged over one luminosity section. A luminosity section is a time
period of 23.3 s. The occupancy of the pixel detector depends on the number of tracks. Due
to its fine granularity a very large number of separate tracks can be identified by hits in the
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Figure 3.1.: Distribution of the number of pile-up events per proton-proton collision during data
taking in 2011(left) and 2012(right).
pixel detector. The average number of tracks depends on the average number of inelastic
proton-proton interactions per bunch crossing µ which is related to the instantaneous luminosity
by the inelastic proton-proton cross section by
µ =
σin
frev
dL
dt
. (3.2)
However, the absolute calibration of the luminosity has to be provided as input for both methods.
It is calculated using Eq. 3.1. The width of the beam in x- and y-direction (σx, σy) can be
measured using Van der Meer Scans [39] at each interaction point.
Finally it turns out that the luminosity with the HF-based method can be measured with an
uncertainty of 4.4% while the pixel detector method leads to a final uncertainty of 2.2% at√
s = 7 TeV and 2.6 % at
√
s = 8 TeV. The luminosity used for this analysis includes only the
periods of data taking with a fully functional detector. In 2011 at
√
s = 7 TeV a total integrated
luminosity of 5.0±0.1 fb−1 and in 2012 at √s = 8 TeV 19.5±0.5 fb−1 have been collected. Both
datasets are analysed in this thesis.
3.1.2. Pile-Up
In the last section we have seen that with a higher dLdt per bunch crossing the number of inelastic
proton-proton interactions µ increases. This effect is called pile-up, i.e., not a single interaction
is observed per bunch crossing, but the interesting interaction (in most cases the one which
fired the trigger) is accompanied by several other interactions. With high probability these are
QCD interactions, so called minimum bias events. Several primary vertices can be found in one
event and particles originating from such minimum bias interaction can, for example, influence
the isolation of reconstructed particles and the resolution and scale of jet energies and have
therefore an important impact on analysis at the LHC .
Knowing dLdt and σin allows the calculation of µ in Eq. 3.2. The result is shown in Fig. 3.1 where
σin = 68 mb for 7 TeV and σin = 69.3 mb for 8 TeV are used. The shape of the distributions is
determined by the beam parameters which have been changed and optimized during the data
taking periods. In 2011 the first half of the luminosity was collected with an average number of
pile-up events of about seven while this increased to 13 during the second half of the year. The
average number of interactions was 9.5 in 2011 and 19.8 in 2012.
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3.2. The Compact Muon Solenoid Experiment
The Compact Muon Solenoid (CMS ) experiment [18] [19] is situated about 100 m below the
surface at the LHC interaction point 5 close to the small French village Cessy. It is designed
as a multipurpose detector which allows detection and identification of all types of long-lived
SM particles (electrons, muons, photons, charged and neutral hadrons) except for neutrinos
which escape the detector unseen but can be reconstructed via the missing transverse energy.
Starting from the interaction point the first detector is the silicon pixel detector followed by
the silicon strip tracker, the electromagnetic calorimeter and the hadronic calorimeter. These
are contained within a superconducting magnet with a diameter of 6 m and a length of 12.5 m
generating a homogeneous magnetic field of 3.8 T in this volume. Outside the magnet the muon
detection system is embedded in the iron return yoke of the magnet. A schematic view of the
detector is shown in Fig. 3.2.
For CMS the following coordinate system is used: the origin is at the nominal interaction point
in the center of the detector. The y-axis pointing upward and the x-axis pointing to the center
of the LHC ring form a right handed coordinate system with the z-axis asymptotically to the
beam. The direction in xy-plane is described by the azimuthal angle φ. The polar angle θ is the
angle to the z-axis. Instead of θ is often used the pseudorapidity η which is for particles with
momentum p much larger than their mass m equal to the rapidity y := 12 ln(
E+pz
E−pz ), of the boost
along the beam direction.
3.2.1. The Tracking System
The pixel detector and the silicon strip detector are mounted inside the tracking support tube, a
cylindrical structure with a length of 5.3 m and an inner diameter of 2.38 m. The whole support
tube is flushed with chilled dry nitrogen to avoid humidity and condensation in the tracking
volume. For the cooling of the detector components C6F14 is used. In 2011 and 2012 the tracker
was cooled down to 5°C.
Three cylindrical layers of pixel sensors with a length of 53 cm are installed around the interaction
point at radii of 4.4 cm, 7.3 cm and 10.2 cm. Two disks of pixel sensors covering radii between
6.0 cm and 15 cm are installed at z = ±34.5 cm and z = ±46.5 cm from the central point. The
modules of the disks are arranged like blades of a turbine to have charges drifting vertically to
the magnetic field. This results in a Lorentz angle leading to charge sharing among pixels and
to an improvement of the spatial resolution. The size of a pixel is 100× 150µm2. The coverage
of the pixel detector extends to |η| < 2.5. The r−φ-resolution was about 8µm at the beginning
of the 2012 run period and slightly decreased to about 10µm due to radiation effects until the
end of 2012. The hit efficiency decreased with higher instantaneous luminosity but remained
above 99 %.
The first four layers in the barrel region of the silicon strip detector, the Tracker Inner Barrel
(TIB), are installed at radii between 12.5 cm and 49.8 cm and have a length of 130 cm. The
strip pitch varies from 80 to 120µm. The six outer layers, the Tracker Outer Barrel (TOB), at
radii between 60.8 cm and 108 cm have a length of 220 cm and a strip pitch of 120 to 180µm.
The inner two layers of TIB and TOB consist of stereo modules with an angle of 100 mrad
between the modules, allowing the measurement of the hit position in the z-direction. The r−φ
resolution was measured to be about 18µm for the two inner TIB layers, 25µm in TIB layers
three and four, 40µm in TOB layers one to four and 25µm in TOB layers five and six [24]. The
efficiency was almost 100 % for the working modules.
The endcaps of the TIB are formed by three small disks with radial strips, the Tracker Inner
Disk (TID), filling the gap inside TOB. Nine large additional disks are between 120 cm < z <
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280 cm forming the Tracker End Cap (TEC). Disks one and two of TID and disks one, two and
five of TEC are made of stereo modules.
3.2.2. The Electromagnetic Calorimeter
The electromagnetic calorimeter (ECAL) consists of 61200 lead tungstate crystals (PbWO4)
in the barrel part (EB). The inner surface of the EB has a radial distance of 129 cm from the
beam line and a length of 314 cm in ±z-direction covering the range of |η| < 1.479. The cross
section of the crystals on the inner surface is 2.2× 2.2 cm2. They are aligned to face towards
the interaction point. The crystals length is 23 cm corresponding to 25.8 radiation lengths
(X0 =0.89 cm, Moliere Radius 2.2 cm). The endcap part (EE) is located at ±314 cm with 7324
crystals per side having a cross section of 2.86× 2.86 cm2 and a length of 22 cm (24.7X0). The
coverage is 1.479 < |η| < 3.0. The transparency of the crystals decreases under the influence of
radiation, but starts to recover during periods without radiation. Therefore, the transparency is
monitored using laser beams and the measured energy has to be corrected accordingly.
In front of the endcaps there is the preshower calorimeter (ES) with two layers of lead interleaved
with silicon strip sensors having a pitch of 1.9 mm. The two layers are orthogonal and allow an
improved position measurement. The total radiation length is about 3X0.
The energy depositions in crystals are used to build so called superclusters which are the basis for
the reconstruction of photons and electrons (ECAL seeded approach). Photons with a transverse
momentum above 10 GeV are reconstructed with the standard reconstruction algorithm. It is
also required that the ratio of energy in the ECAL over the energy in the HCAL behind the
supercluster is less than 50 %. A photon passing the tracker material more or less undisturbed,
especially without converting into an electron positron pair, deposits 95 % of its energy in a
3× 3 crystals matrix(E3×3). If the variable R9 = E3×3ESC > 0.95, E3×3 is taken as the basis value
for the photon energy (35 % of the photons) otherwise the energy ESC of the supercluster is
used. Photons are thus divided into high and low R9 categories (R9h/l). For photons in the
endcaps the preshower energy is added.
3.2.3. The Hadronic Calorimeter
The hadronic Calorimeter (HCAL) can also be separated in a barrel |η| < 1.4 and an endcap
1.3 < |η| < 3.0 part. Furthermore the hadronic forward calorimeter (HF) covers the range
3 < |η| < 5. The HCAL consists of 16 layers of scintillators interleaved with brass plates where
the second and last layer is made of Stainless Steel instead of brass. The total thickness in the
barrel is 110 cm corresponding to 5.82 interaction lengths. An additional layer of scintillators
(HO) is mounted outside the solenoid adding 1.4 interaction lengths. The HCAL is divided into
towers with a size of about 15× 15 cm2.
In this analysis the hadronic calorimeter is used for the photon identification and for jet
reconstruction when measuring the exclusive cross section. As an electromagnetic shower should
stop in the ECAL photons and electrons are expected to deposit no energy in the HCAL.
Therefore, the ratio of energy in the tower behind the ECAL supercluster is an important
identification criterion.
3.2.4. The Muon System
The muon system is situated outside the magnet in the iron return yoke. In the barrel region
η < 1.2 it has detectors at four different distances (stations) made of drift tubes (DT) and
resistance plate chambers (RPC). DTs have a much better spatial resolution measured to be
80-120µm while the RPCs are fast and can be used for triggering purposes. Cathode strip
chambers (CSC) with a spatial resolution of 40-150µm. are used together with RPCs in the
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Figure 3.2.: Schematic view of the CMS detector.
endcaps.
Due the effect of multiple scattering, below a transverse momentum of 100 GeV the momentum of
muons is determined using the silicon tracker and the muon system is only used for identification,
while above 100 GeV the momentum resolution can be improved by combining the silicon tracker
track and the track in the muon system.
3.3. Monte Carlo Samples
For signal and background modeling the event generators Sherpa and Madgraph [6] are used.
Events are passed through a Geant4 simulation of the CMS detector to simulate the effects
of interaction of produced particles with the detector. The simulated signals are digitized and
the same reconstruction algorithms are used to identify the particles as for real data. Sherpa
samples including either the process pp→ µ+µ−γ or pp→ e+e−γ with up to two jets are used
for the signal description. They are produced with an invariant di-lepton mass above 50 GeV,
a separation of ∆R(l, γ) > 0.6 and a minimum pγt of 10 GeV. About one million events are
available for each channel at both center of mass energies. The main background are Drell-Yan
events with an additional photon candidate (either fakes or indirectly produced photons in
decays of pi0, η, ...). Drell-Yan samples with up to five additional jets produced with Madgraph
are used to describe this background. The Drell-Yan cross section is calculated at NNLO using
FEWS [29]. About 30 million events are available in the Drell-Yan samples. The MC background
samples of WW , WZ and ZZ as well as tt¯ production are generated using Madgraph and their
cross sections are calculated at NLO with MCFM as described in Section 2.3.2.
20 3. Experimental Setup
Figure 3.3.: Comparison of the number of reconstructed primary vertices before pile-up weighting
(left) and after (right). Top: 7 TeV data of 2011. Bottom: 8 TeV data of 2012.
To include the effect of pile-up in the simulation an additional number of minimum bias events
are superimposed on each simulated event. The number of such events is Poisson distributed
with a mean value µ where µ depends on the instantaneous luminosity. However, the distribution
of µ in MC simulation is different from the measurement. Therefore, MC events are weighted to
reach an agreement of the µ distribution in data and MC. A good cross check is the distribution
of the number of reconstructed vertices which is shown in Fig. 3.3. After weighting the agreement
is good, although a small shift can still be observed. Such a deviation can also originate from a
disagreement in the vertex reconstruction efficiency between data and MC simulation and does
not necessarily mean a wrong description of the pile-up distribution.
4. Analysis
A measurement of the production cross section of a Z plus a photon is presented with the Z
decaying into a pair of leptons. To reduce the large amount of FSR a minimum separation
between photon and lepton of ∆R(γ, l) > 0.7 is required. In Tab. 2.3 all cuts used to define
the cross section phase space are shown. In the following chapters the measurement of the
inclusive cross section is described. In addition the measurement of the exclusive cross section,
i.e., the production of Z plus photon without an additional jet, is presented for
√
s = 8 TeV in
Chapter 7. However, since most of the used techniques are similar they are described in detail
for the inclusive measurement.
The pt distribution of the signal photons is expected to have a large contribution from FSR
below values of half the Z mass. At higher transverse momentum almost all photons are from
ISR. As shown in Fig. 2.6 photons from anomalous nTGC would lead to an excess of photons
at high transverse momentum. The selection of two oppositely charged, well reconstructed and
isolated leptons results in a very clean sample of Z events. The contribution from top anti-top
production and from the production of heavy gauge bosons pairs (ZZ, ZW , WW ) is less than
1%.
However, there are several sources of background photons in such events. The most important
sources of background photons are pi0 decaying with a branching ratio of almost 99% into two
photons. Because of the small pi0 mass compared to the required transverse momentum the
opening angle between the two photons is very small. Therefore, it is impossible to reconstruct
them separately. The only observed difference is an averagely wider spread of the cluster in
the ECAL. This can be more clearly observed in the η-direction since in the φ-direction the
clusters tend to be wider because of the magnetic field which separates electrons and positrons
arising out of interactions of the photon with the tracker material. There are other particles,
e.g., η-mesons that are produced less often than pi0s, but also decay into two photons, as well as
particles like neutral hadrons which in rare cases may fake the signature of a photon. However,
since there is a huge amount of such particles, such fake photons have a similar background
contribution as those from pi0 and η decays.
For a cross section measurement a way has to be found to extract the amount of signal events.
The method used in this analysis is the template method discussed in Chapter 5. It makes use of
the different shape of distributions for signal and background. The distribution of an isolation
variable and a shower shape variable show different behavior for signal and background and will
be used. These two variables have only a small correlation and can therefore be interpreted as
almost independent measurements of the background.
4.1. Event Selection
The data processing of CMS provides several data streams, that is a selection of events collected
by similar triggers. A detailed overview is given in Appendix I. For this analysis the Double
Electron and Double Muon streams are used. For the electron channel each event is required to
be triggered by a double electron trigger. For the muon channel a double muon trigger is used.
Both triggers have a minimum pt requirement of 17 GeV for the leading lepton and 8 GeV for
the second lepton. Only for the first 200 pb−1 in 2011 a symmetric double muon trigger with
a pt threshold of 7 GeV was used. No isolation criterion is applied on the trigger level for the
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di-muon triggers. However, for the electron triggers an isolation has to be used in the trigger to
reach acceptable rates.
The minimum selection criterion for an event is the reconstruction of a good primary vertex.
This implies that the vertex fit has more than four degrees of freedom and the fitted vertex
transverse displacement from the z-axis is less than 2 cm and at most 24 cm in z-direction.
Additional filters are used to make sure that the events are well reconstructed and without
external perturbations, e.g., from beam halo muons.
An event is selected oﬄine if there are at least two muons or two electrons that fulfill the
requirements described in sections 4.1.1 and 4.1.2. The two leptons with the highest transverse
momentum should have opposite charge and their invariant mass has to be greater than 50 GeV.
Additionally there has to be at least one photon candidate that matches all criteria described in
section 4.1.3. The separation ∆Rmin(l, γ) between the photon candidate and the closer lepton
has to be larger than 0.7. If there are more than one photon candidates per event only the
candidate with the highest transverse momentum is considered for the pt dependent cross section
measurement. However, a second photon is only found in 0.3 % of the events.
4.1.1. Muon Selection
Muons with pt > 20 GeV are selected using an optimized selection of CMS . A cut on pt > 20 GeV
also has the advantage of being above the trigger turn-on behavior. The muon |η| should be
lower than 2.4 to be within the fiducial volume of the muon system. The muon has to be
reconstructed as a track in the silicon tracker and in the muon system - both parts must be
matched together by the ’global fit’. This algorithm starts with a track in the muon system
and searches for a matching tracker track. Additional quality cuts like a minimum number of
hits in the muon chambers and a maximum number of missing hits in the tracker are used to
reduce the fraction of fake muons which could, e.g., arise out of ’punch through’ or split tracks.
To reduce the contamination due to cosmic muons a cut on dxy = (vypx − vxpy)/pt = vt sin(α)
is used where ~v is the vector between the primary vertex and the point of closest approach of
the track trajectory to the vertex and α is the angle between this vector and the momentum
measured at this point. Additionally a cut is used on the separation of the point of closest
approach and the primary vertex along the z-direction defined as dz = vz − (pxvx + pyvy)pz/p2t .
Muons from Z decays should be isolated. This provides a good handle to separate them from
muons created by various processes in hadronic decay chains. However, a large number of
pile-up interactions has a negative influence on the isolation. The introduced selection of two
high quality muons is strongly dominated by Drell-Yan events. Using an additional track-based
isolation requirement, the background is reduced to a few per mille. The isolation variable (Itrk)
sums up the transverse momenta of all tracks originating from the muon’s primary vertex within
a cone of ∆R(µ, track) < 0.3 around the muon. (The muon momentum itself is excluded.) This
sum should be less than 10% of the muon transverse momentum to fulfill the isolation criterion.
A purely track-based isolation has the advantage that its efficiency is much less dependent
on pile-up compared to isolation variables including calorimetry measurements because only
tracks from the correct primary vertex are used while this mapping is very difficult for energy
depositions in the calorimeters without employing any tracking information. The requirement
on ITRK also allows photons to be close to the muon. Later this will become an important point
for the analysis when photons from FSR will be used for templates or for efficiency studies. All
muon selection criteria are summarized in Tab. 4.1. In Fig. 4.1 is shown the Z peak and the
muon φ-distribution. There is a good agreement at the Z-Peak also the overall normalization of
the MC agrees.
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Table 4.1.: Selection criteria for muon candidates used in this analysis. The quality cuts follow
the CMS recommendations that have been optimized and tested. A measurement of
the selection efficiency is presented in Appendix A.1.
pt > 20 GeV
|η| < 2.4
χ2/ndof of global fit < 10
muon system hits in global fit > 0
matched muon stations > 1
|dxy| < 0.2 cm
|dz| < 0.5 cm
pixel hits > 0
tracker layers with measurement > 5
Itrk/pt < 0.1
Figure 4.1.: Control plots of muon reconstruction after applying the muon selection criteria.
Left: the invariant mass of the two muons shows good agreement with the MC
prediction around the Z peak. Right: the φ distributions of the muons show that
the overall normalization of the MC is correct. Even the detailed structure of the
detector is modeled well in MC.
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Figure 4.2.: Top: muon efficiency scale factors at
√
s = 7 TeV and
√
s = 8 TeV. Bottom:
efficiency of the Dz-filter only used in 2012. This filter applies a cut on the
separation of the two muons along the beam line. It is not included in the MC
simulation and was measured.
To estimate the correctness of the muon reconstruction efficiency in MC the Tag and Probe
(T&P) method is used. The muon system tracking, the tracker tracking, matching and isolation
efficiencies are measured in a way that the total muon efficiency can approximately be written
as their product. All efficiencies are measured pt and η dependent. The same method is followed
on data and MC. The ratio of the efficiencies data/MC is calculated for each muon and used
to correct the MC event weights. These scale factors are shown in Fig. 4.2. Additionally the
efficiency of the double muon filter (steps both muons have to pass to fire the trigger) and
the single muon filter efficiency (only one of the two muons has to pass to fire the trigger) are
measured using events triggered with a single muon trigger. The scale factor per di-muon event
is calculated considering the combinatorics. The method is described in detail in Appendix A.1
For several run periods in 2012 the last step of the trigger was a filter requiring that the
separation of the two muons along the beam line should not exceed a certain amount (2 mm).
This Dz-filter is not included in the MC simulation and its efficiency has to be measured. The
efficiency depending on the pseudorapidity of both muons is shown in Fig. 4.2.
To estimate the uncertainty of the muon selection the di-muon efficiency predicted by MC for
signal events (without the T&P method) is compared to the efficiency obtained by weighting MC
events with the efficiencies determined by the T&P -method applied on MC. At
√
s = 7 TeV the
predicted efficiency is 84.0 % and at
√
s = 8 TeV it is 81.4 %. Compared to the weighted values
of 83.1 % at
√
s = 7 TeV and 80.7 % at
√
s = 8 TeV the deviation is less than 1 %. Assuming
that the method works with a similar precision on data it is safe to assume a 1 % uncertainty
on the di-muon selection efficiency.
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4.1.2. Electron Selection
Electrons are selected with an efficiency of about 80% following the optimized cut-based selection
of CMS . The minimum transverse momentum requirement is 20 GeV for both electrons. Defining
ηsc as the pseudorapidity of the electron supercluster with respect to the origin of the coordinate
system, the electron is required to be within the fiducial region of the ECAL and the tracker
which cover |ηsc| < 2.5 excluding the gap region 1.444 < |ηsc| < 1.566 between barrel and
endcaps.
The isolation criterion used is based on the sum of transverse momenta of Particle Flow objects
in a cone of ∆R < 0.3 around the electron. The PF-algorithm categorizes reconstructed objects
based on the combination of information from all subdetectors, as charged particles, neutral
hadronic particles or photon-like particles. The electron isolation is defined as a combination of
the corresponding three isolations:
IPF = Icharged + max (Ineutral + Iphoton − ρAeff , 0) (4.1)
Here Aeff is an η-dependent constant determined to make the isolation independent from
pile-up and ρ is the median of pt(jet)/A(jet) of all jets in the event, where A(jet) is the jet
area as defined by the Fast Jet algorithm [12]. It was shown in [12] that ρ is a good estimator
of the average energy deposition per area due to pile-up.
Other quality cuts used are the separation in η and φ between the supercluster position and
the track position extrapolated to the surface of the ECAL. Another important quantity of
electromagnetic showers in the ECAL is σiηiη, defined in Eq. 4.2 where 5x5 denotes the crystals
around the seed crystal. ∆Ni is the number of crystals between the seed crystal and the
i-th crystal in the η-direction and n is the average distance in η between two neighboring
crystals. A value of n = 0.01745 is used for the barrel and n = 0.0447 for the endcaps. This
definition counting the number of crystals in the η-direction and using the average η-distance
is much less affected by the gaps in the electromagnetic calorimeter than a definition using
the absolute η-positions of the crystals. For electromagnetic showers of electrons and photons
the σiηiη-distribution shows a narrow peak, while a typical hadronic shower is wider leading to
higher values of σiηiη and large high tails of the distribution.
σiηiη = n
2
5x5∑
i
ωi(∆Ni −M)2
5x5∑
i
ωi
(4.2)
M =
5x5∑
i
Ei∆Ni
E5x5
ωi = max(0, 4.7 + log(Ei/E5x5))
E5x5 =
5x5∑
i
Ei
Electrons and photons deposit most of their energy in the ECAL and therefore the ratio of
energy deposition in the HCAL over energy in the ECAL (Ehad/Eem) is low and can be used
as a discrimination variable. Besides the cuts on |dxy(vertex)| and |dz(vertex)| defined in the
same way as for the muons, a last quality cut tests the compatibility between the energy E
measured with the ECAL and the momentum p of the reconstructed track (| 1E − 1p |). Electron
tracks are reconstructed using a Gaussian sum filter (GSF-tracks)[4] that considers the energy
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Figure 4.3.: Control plots of electron reconstruction. Left: the invariant mass of the two electrons
is shown and compared to MC. A small effect due to resolution or scale discrepancy
is observed around the Z peak. Right: the φ distributions of the electrons shows
that the overall normalization of the MC is very good at both energies. Even the
detailed structure of the detector is modeled well.
loss due to bremsstrahlung. Finally two cuts are used to remove photons that convert into a
pair of electrons by interacting with the detector material. First the track should originate
from the primary vertex and second not more than one hit should be missing on the track
trajectory before the first recorded hit. A complete overview of the selection cuts is given in
Tab. 4.2. Fig. 4.3 shows control plots of the invariant mass of the two electrons together with
the φ-distribution. A small deviation typical for scale and resolution effects is observed while
the overall normalization of the MC is in good agreement.
To estimate the correctness of electron reconstruction efficiency in MC the T&P -method is
used. A detailed description can be found in Appendix A.2. Starting with a cluster in the
ECAL the efficiency to reconstruct an electron fulfilling all identification criteria is measured
as function of pt and ηsc. The same method is used on data and MC and the ratio data/MC
is calculated for each electron and used to correct the MC event weight. These scale factors
are shown in Fig. 4.4 separately for data taken at
√
s = 7 TeV and
√
s = 8 TeV. Additionally
the efficiency of the double electron filter (steps both electrons have to pass to fire the trigger)
and the single electron filter efficiency (only one of the two electrons has to pass this to fire
the trigger) are measured. The scale factor per di-electron event is calculated considering the
combinatorics. To estimate the uncertainty of the electron selection the di-electron efficiency
(including the trigger) of signal events, as predicted by the MC, is compared to the efficiency
obtained by weighting MC events with the efficiencies from T&P applied on MC. The two values
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Table 4.2.: Selection criteria for electron candidates used in this analysis. The quality cuts follow
the CMS recommendations that have been optimized and tested. A measurement of
the cut efficiencies is presented in Appendix A.2.
Variable |ηsc| < 1.4442 1.566 < |ηsc| < 2.5
pt > 20 GeV > 20 GeV
|∆η(sc, track)| < 0.004 < 0.007
|∆φ(sc, track)| < 0.06 < 0.03
σiηiη < 0.01 < 0.03
Ehad/Eem < 0.12 < 0.1
|dxy(vertex)| < 0.02 cm < 0.02 cm
|dz(vertex)| < 0.1 cm < 0.1 cm
| 1E − 1p | < 0.05 GeV−1 < 0.05 GeV−1
IPF /pt < 0.1 < 0.15
Conversion Rejection: vertex fit probability < 10−6 < 10−6
Conversion Rejection: missing hits ≤ 1 ≤ 1
Figure 4.4.: Electron reconstruction scale factor for 2011 and 2012. They are determined using
the T&P -method.
at
√
s = 8 TeV are 57.2 % and 59.7(58.6) % respectively. At
√
s = 7 TeV they are 61.7 % and
62.2(61.1) %. The values in brackets are corrected for the supercluster reconstruction efficiency
which is not measured with T&P . The value is 98.3 % at both energies and is taken from MC.
As in the muon case the comparison shows good agreement. An uncertainty of 1 % on the
di-electron reconstruction is assumed in this analysis.
4.1.3. Photon Selection
As baseline photon selection the optimized CMS cut-based approach with a designated efficiency
of about 80 % is used. The selection criteria are shown in Tab. 4.3. The standard selection is
referred to as ID1, later a second selection ID2 will be used which is identical to ID1 but without
the cut on Iphoton. The minimum transverse momentum of a photon considered in this analysis
is 15 GeV. The pseudorapidity ηsc defined for the photon in an analogous way as for electrons,
should be within the fiducial region of the ECAL and the tracker, i.e., |ηsc| < 2.5 and excluding
the gap region 1.444 < |ηsc| < 1.566 between barrel and endcap.
As there is no track pointing back to a primary vertex, the direction of the photon is reconstructed
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Table 4.3.: Photon quality selection criteria. The cuts follow the CMS recommendations that
have been optimized and tested. A measurement of the cut efficiencies is presented
in Appendix A.2 and Appendix B.
Variable |ηsc| < 1.4442 1.566 < |ηsc| < 2.5
pt > 15 GeV > 15 GeV
Ehad/Eem < 0.05 < 0.05
electron veto
√ √
σiηiη < 0.011 < 0.033
Ineutral 1.0 GeV+0.04 p
γ
t 1.5 GeV+0.04 p
γ
t
Iphoton 0.7 GeV+0.005 p
γ
t 1.0 GeV+0.005 p
γ
t
Icharged 1.5 GeV 1.2 GeV
assuming that its origin is the primary vertex with highest
∑
tracks
p2t . Except for a negligibly
small fraction this is also the vertex of the two leptons. The photon isolation is built out of PF
objects with a cone size of ∆R < 0.3 around the photon. The same categories, Icharged, Ineutral
and Iphoton, as for the electron isolation are used. Each isolation variable is corrected for its
ρ-dependence, Icorr = max(I−ρAeff , 0), where Aeff is η-dependent and determined to stabilize
the efficiency with respect to pile-up. An electron veto is imposed by searching for electron
candidates reconstructed with the same supercluster and no missing inner hit on the GSF-track
trajectory. If such an electron is found, the photon is rejected unless explicitly identified as
conversion with two tracks from a common vertex. In Appendix A.3 an upper limit on the rate
of electrons faking a signal photon is estimated using data-driven methods. The distributions of
the selection variables are shown in Fig. 4.5. A selection of kinematic distributions is shown in
Fig. 4.6 and Fig. 4.7 (Fig. 4.8 and Fig. 4.9) for the µµγ-channel(eeγ-channel) at both center of
mass energies.
In Appendix C a method is described to correct the photon energy scale in data using FSR
photons. The method is also used to correct the energy scale and resolution in MC to improve
its agreement with data.
Two different methods are use to estimate the photon identification efficiency. The first makes
use of the T&P -method with Z decaying into a pair of electrons. The signature of an isolated
electron and an isolated photon is very similar except for the electron track. Furthermore the
photon isolation criteria have a veto region to allow converted photons to pass the cut. Only the
electron veto should not be passed by an electron. Without further requirements each electron is
also a photon candidate. The photon identification efficiency of such an electron can be measured
(without electron veto). The results for ID1 and ID2 are shown in Fig. 4.10 at
√
s = 7 TeV
and Fig. 4.11 at
√
s = 8 TeV, together with the efficiency taken from signal simulation with
Sherpa. At lower transverse momentum a disagreement between MC T&P (Z → ee) and the
predicted photon efficiency is observed. This is due to the fact that electrons from Z decay with
low transverse momentum often have radiated a photon close to their direction of flight which
effects the isolation.
The second method makes use of FSR photons in events with a Z decaying into two muons and a
photon. As photons from FSR only have a small probability to reach transverse momenta above
half the Z mass, this method only allows the measurement of photon efficiencies at low transverse
momentum. The method is described in detail in Appendix B. The measured efficiencies for
both photon IDs are also shown in Fig. 4.10 and Fig. 4.11. However, there is enough statistics
to allow a pt-η dependent measurement of efficiencies which are used to calculate MC scale
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factors for pt < 55 GeV. Above 55 GeV the scale factors from T&P of Z → e+e− are used. The
results are shown for both IDs in Fig. 4.12 and Fig. 4.13.
An uncertainty of 2 % of the photon identification efficiency is assumed in this analysis since
the data driven methods, which are used to correct the photon identification efficiencies, are
able to reproduce the predicted MC efficiency within a precision of 2 % when tested on MC
samples with similar statistics as data.
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Figure 4.5.: Photon cut flow (top left) and distributions of selection variables for photon candi-
dates. The whole cut flow is very well described by the MC. Also the agreement for
each variable is good. Only for Ehad/Eem > 0.1 a small disagreement is observed,
but this does not affect the signal region. For the σiηiη distributions a small ex-
cess at low values is seen. This is a known feature of the MC simulation and an
important reason to use templates derived from data. Iphoton,nfp and σiηiη will be
used as template variables. The isolation variables Ineutral, Iphoton and Icharged are
transformed that the cut is placed is at zero.
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Figure 4.6.: Control distributions of signal photons in the µµγ-channel at
√
s =7 TeV. Top: the
photon cut flow is in good agreement with the MC prediction. Middle: the invariant
mass of the two muons, Mµµ, shows a wide almost background free enhancement
below the Z peak for events with FSR photons. The same events show the sharp
Z peak in the distribution of Mµµγ . For ISR the behavior is different. Here Mµµ
is already at the Z mass and including the photon leads to higher Mµµγ . Bottom:
∆R(µ, γ)min is well described by MC. Also the photon transverse momentum
distribution shows relatively good agreement. Here the exact estimation of the
background is the crucial task.
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Figure 4.7.: Control distributions of signal photons in the µµγ-channel at
√
s =8 TeV. Top:
the invariant mass of the two muons, Mµµ, shows a wide almost background free
enhancement below the Z peak for events with FSR photons. The same events
show the sharp Z peak in the distribution of Mµµγ . For ISR the behavior is
different. Here Mµµ is already at the Z mass and including the photon leads to
higher Mµµγ . Bottom: ∆R(µ, γ)min is well described by MC. Also the photon
transverse momentum distribution shows relatively good agreement. Here the exact
estimation of the background is the crucial task.
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Figure 4.8.: Control distributions of signal photons in the eeγ-channel at
√
s =7 TeV. Top:
the photon cut flow is in good agreement with the MC prediction. Middle: the
invariant mass of the two electrons, Mee, shows a wide almost background free
enhancement below the Z peak for events with FSR photons. The same events
show the sharp Z peak in the distribution of Meeγ . For ISR the behavior is
different. Here Mee is already at the Z mass and including the photon leads to
higher Meeγ . Bottom: ∆R(e, γ)min is well described by MC. Also the photon
transverse momentum distribution shows relatively good agreement. Here the exact
estimation of the background is the crucial task.
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Figure 4.9.: Control distributions of signal photons in the eeγ-channel at
√
s =8 TeV. Top:
the photon cut flow is in good agreement with the MC prediction. Middle: the
invariant mass of the two electrons, Mee, shows a wide almost background free
enhancement below the Z peak for events with FSR photons. The same events
show the sharp Z peak in the distribution of Meeγ . For ISR the behavior is
different. Here Mee is already at the Z mass and including the photon leads to
higher Meeγ . Bottom: ∆R(e, γ)min is well described by MC. Also the photon
transverse momentum distribution shows relatively good agreement. Here the exact
estimation of the background is the crucial task.
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Figure 4.10.: Photon efficiencies at
√
s =7 TeV as a function of the photon transverse momentum
for both selections. The efficiency from the MC prediction is compared to those
obtained with measurements using T&P with FSR (Appendix B) and T&P with
Z → ee (Appendix A.2).
Figure 4.11.: Photon efficiencies at
√
s =8 TeV as a function of the photon transverse momentum
for both selections. The efficiency from the MC prediction is compared to those
obtained with measurements using T&P with FSR (Appendix B) and T&P with
Z → ee (Appendix A.2).
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Figure 4.12.: Photon efficiency scale factors for both photon IDs at
√
s =7 TeV. Right: obtained
from FSR photons at low pt. It is only shown the statistical fit uncertainty. Left:
obtained from T&P of Z decaying into electrons.
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Figure 4.13.: Photon efficiency scale factors for both photon IDs at
√
s =8 TeV. Right: obtained
from FSR photons at low pt. It is only shown the statistical fit uncertainty. Left:
obtained from T&P of Z decaying into electrons.

5. Signal Extraction
Indirectly produced photons from pi0 or η decays or particles faking a photon-like signature in
the detector are the most important sources of background. The signal fraction is extracted
using the template fitting technique. This technique employs differences in the shape of a certain
distribution in signal and background events. Assuming one has an exact knowledge of both
shapes dsignal(x) and dbkg(x) (both are normalized to unity), a one parameter fit can be done
to get the number of signal events n. The fit function is given in Eq. 5.1 with the total number
of measured events N.
f(x;n) = n · dsignal(x) + (N − n) · dbkg(x) (5.1)
However, knowledge of the templates is the crucial point. In this analysis σiηiη and Iphoton,nfp
are used as template variables. Iphoton,nfp is the PF isolation with photon-like objects, but in
contrast to the standard Iphoton the cone size is increased to ∆R < 0.4 and all objects within
the supercluster itself are removed from the isolation. These two variables were found to have
the best background and signal discrimination power and to exhibit low correlation.
An important remark has to be made on the photon IDs used for the two methods. For the
template fit the cut on the template variable itself is relaxed. As σiηiη is part of photon ID1
there is no problem to fit a selection of ID1-photons without the cut on σiηiη and to cut after
fitting. This can be achieved by integrating n · dsignal(x) from zero up to the cut value on
σiηiη. In case of the Iphoton,nfp-template the situation is more complicated: the cut on Iphoton is
removed since it is strongly correlated with Iphoton,nfp , but there is no way to re-introduce this
cut after the template fit. This is why the second photon selection (ID2) has to be used for the
Iphoton,nfp-template method.
5.1. Background Templates
Although MC simulation describes almost all distributions fairly well some shifts or fine structures
are observed to be not exactly modeled, e.g, in Fig. 4.5. We therefore do not want to rely on
templates from MC and templates based on data are desirable, but for the background template
there is a priori no selection available which is free of signal contamination and still has a similar
shape as the background of the signal selection.
Therefore, we try with the help of MC to find a selection of photon candidates in jet data that
has the same template shape as the background in the signal region. For jet data taken in
2011 single jet triggers based on calorimeter information and minimum pt thresholds in the
range from 30 GeV to 370 GeV are used. In 2012 single jet triggers based on PF-jets with pt
thresholds between 40 GeV and 400 GeV are used. Of course the rate of events with jets of low
transverse momentum is very high and those triggers need high prescales to reach acceptable
rates. This leads to the structures in Fig. 5.1 which shows the distribution of the transverse
momentum of the leading jet passing the trigger selection. The jet data is compared to QCD
MC and to photon plus jet MC based on Pythia6. The MC transverse momentum distribution
of the leading jet is weighted to agree with the data.
To obtain a selection of background candidates the following requirements have to be fulfilled:
No electron or muon passing our selection should be in the event. At least two jets are required
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Figure 5.1.: Transverse momentum distribution of the leading jet in jet data. The shape is
determined by the pt thresholds of the trigger and their prescales. MC is weighted
and scaled to agree with the data distribution.
in the event. The two leading jets should have a transverse momentum above 30 GeV with
each jet having more than three constituents, while the ratio of hadronic over electromagnetic
energy of both jets should be more than 20 %. These selection cuts results in a clean sample of
QCD events. The fraction of events from the dedicated photon plus jet MC in this selection
is very low and can be neglected. Nevertheless, there should be a photon candidate with
∆R(γ, jet) > 0.7 in the di-jet event. As needed for the background template, most of these
photon candidates are from pi0 and η decays or particles faking a photon signature. However,
there is some contamination of photons from ISR or jet fragmentation.
In Fig. 5.2 and Fig. 5.3 various properties of photon candidates in jet data are shown. The
η, pt and σiηiη distributions show photon candidates passing all photon identification criteria
except for the cuts on Icharged and σiηiη. For the Iphoton,nfp distribution the cuts on Iphoton and
σiηiη are not applied. These are the loose selections that will be used to find an appropriate
background template. The agreement of data and MC is good except for some small deviations
in the σiηiη distribution in the endcap region and the Iphoton,nfp distribution. The uncertainties
in the background extraction related to these discrepancies are studied in Section 5.4.
For illustration the method of background template selection is described for the σiηiη-
template. The first step is to take the shape of the background template from Drell-Yan MC,
which describes the background in the signal region, and to compare this to the shape obtained
in the QCD MC. For the σiηiη background template from QCD MC only photon candidates
within a cut window defined by a lower and upper cut on Icharged are used. The upper and lower
cuts are modified to scan all possible variations. For each cut window definition the template
fit is carried out on a large number of pseudo data generated according to the background
from Drell-Yan MC plus signal from to Sherpa MC. The signal fraction fin is selected to be
in agreement with the SM expectation. For each cut window on Icharged the fit returns the
extracted signal fraction fout. We define the bias b as the relative difference b = (fout − fin)/fin.
For b close to zero the correct signal fraction is extracted and a selection of photon candidates in
QCD MC is found whose σiηiη shape agrees with the shape of the background from Drell-Yan
MC. The bias, b, as function of the lower and upper cut is shown in Fig. 5.5 for the barrel and
in Fig. 5.6 for the endcap region. With these selections we try to optimize the reduction of real
photons from ISR or fragmentation in our templates, while keeping background candidates as
close as possible to those in the original photon selection. Applying the same Icharged window
selection on jet data should result in a background template taken from real data. The method
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Figure 5.2.: Comparison of jet data and QCD MC for distributions of the template variables
σiηiη and Iphoton,nfp as well as Icharged which is used to select the σiηiη background
template. MC simulations are scaled to the number of photons after the full photon
selection. Photon candidates from QCD MC are separated into real photons from
fragmentation and others, e.g, from pi0, η or fakes, which are like the background
in our signal region. The effect of the observed differences on the background
extraction is studied in Section 5.4.
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Figure 5.3.: Comparison of cut flow, η and pt distributions of photon candidates from jet data
and MC show good agreement. Photon candidates from QCD MC are separated
into real photons from fragmentation and others, e.g, from pi0, η or fakes, which are
like the background in our signal region.
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Figure 5.4.: Background templates as a function of pγt taken from QCD-MC simulation (ISR
and fragmentation photons removed). Both templates are rapidly changing at
low transverse momenta. However, at high transverse momentum the effect of
the changing shape on the extracted signal is small compared to the statistical
uncertainty in the templates from Drell Yan-MC (see Section 5.4).
for the Iphoton,nfp-template is similar but Icharged as selection variable is replaced by σiηiη.
As both templates are changing as a function of the transverse momentum (see Fig. 5.4) the
whole method is done for four different pt bins (15-25-35-55-500 GeV) and also separately for
photons in the endcap and in the barrel region. For the Iphoton,nfp-template the bias b is shown
in Fig. 5.7 and in Fig. 5.8. For both templates a cut window can be found where b is almost zero
in each bin. A summery of the selected upper and lower cuts is shown in Tab. 5.1 and Tab. 5.2.
5.2. Signal Templates
The signal templates are taken from data. A clean selection of photons can be obtained from final
state radiation. A selection with a background contamination of less than 1% is used. Photon
candidates relatively close to one of the leptons with 0.3 < ∆R(l, γ) < 0.8 are selected. The
lower cut was chosen to reduce the influence of the leptons on the template variables. Depending
on the template used (σiηiηor Iphoton,nfp) the photon selection ID1 or ID2 has to be fulfilled and
there is no cut on the template variable. Photons from the electron and the muon channel are
used to increase the available statistics. The invariant di-lepton mass should be between 40 GeV
and 80 GeV. The leading lepton is required to have a transverse momentum above 30 GeV, while
for the second lepton only 10 GeV are required (20 GeV in the electron channel). Fig. 5.9 and
Fig. 5.10 shows a selection of plots of FSR properties. The disadvantage of FSR photons is
their limitation to low transverse momenta. In fact for pt larger than half the Z mass there
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Figure 5.5.: ECAL barrel. Left: bias as function of the lower and upper cut for σiηiη-template.
The black points indicate the selected cut windows where the extracted fraction with
the QCD MC template is equal to the inserted signal fraction. Right: comparison
of MC truth, MC QCD and jet data templates.
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Figure 5.6.: ECAL endcap. Left: bias as function of the lower and upper cut for σiηiη-template.
The black points indicate the selected cut window where the extracted fraction with
the QCD MC template is equal to the inserted signal fraction. Right: comparison
of MC truth, MC QCD and jet data templates.
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Figure 5.7.: ECAL barrel. Left: bias as function of the lower and upper cut for Iphoton,nfp-
template. The black points indicate the selected cut window where the extracted
fraction with the QCD MC template is equal to the inserted signal fraction. Right:
comparison of MC truth, MC QCD and jet data templates.
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Figure 5.8.: ECAL endcap. Left: bias as function of the lower and upper cut for Iphoton,nfp-
template. The black points indicate the selected cut window where the extracted
fraction with the QCD MC template is equal to the inserted signal fraction. Right:
comparison of MC truth, MC QCD and jet data templates.
48 5. Signal Extraction
Table 5.1.: Selection cut for background template in QCD MC and jet data at
√
s = 7 TeV.
pγt bin [GeV] Icharged-window σiηiη-window
EB EE EB EE
15-25 -1.4 4.0 -1.0 2.7 0.0060 0.0167 0.0160 0.0437
25-35 -0.65 5.0 -0.85 5.0 0.0093 0.0180 0.0250 0.0455
35-55 1.5 5.0 1.3 5.0 0.0096 0.0160 0.0260 0.0465
55-500 2.4 6.0 -0.32 5.0 0.0096 0.0166 0.0261 0.0454
Table 5.2.: Selection cut for background template in QCD MC and jet data at
√
s = 8 TeV.
pγt bin [GeV] Icharged-window σiηiη-window
EB EE EB EE
15-25 -1.0 5.0 -0.3 5.0 0.0060 0.0135 0.0160 0.0350
25-35 -0.8 5.0 0.3 5.0 0.0094 0.0180 0.0160 0.0430
35-55 2.0 5.0 0.3 5.0 0.0096 0.0180 0.0250 0.0480
55-500 0.4 5.0 -0.65 5.0 0.0099 0.0180 0.0235 0.0470
are only a few photons left. In total about 6,000 FSR photons are available at
√
s = 7 TeV
and about 23,000 at
√
s = 8 TeV. As a solution the lower pt cut for the template selection is
set to 35 GeV if the lower edge of the bin is higher. In Fig. 5.11 it is shown that the shape of
the signal templates stabilizes above 35 GeV. A detailed study of systematic uncertainties is
presented in Section 5.4.
5.3. Template Fit
Now that we have defined the templates the number of signal and background events can be
fitted. At
√
s = 8 TeV six pt bins (15-25-35-55-75-95-500 GeV) are used. At
√
s = 7 TeV the last
two bins are merged because of the low number of available events. For the last three (two at√
s = 7 TeV) bins the common background template for a transverse momentum between 55 GeV
and 500 GeV is used. In Section 5.4 it will be discussed that a finer binning of the background
template is not possible due to the limited number of events in MC. The extracted signal
fractions for the σiηiη-template fits are shown in Fig. 5.12 and those for the Iphoton,nfp-templates
in Fig. 5.13. Due to the different photon selections in the two methods the signal fraction is not
expected to be the same. A binned likelihood fit is used for the template fit. For completeness
plots showing the fits can be found in Appendix G in Fig. G.1 - Fig. G.11.
5.4. Systematic Uncertainties of the Template Method
Although the final templates are taken from data the method depends on MC. Several uncer-
tainties involved are evaluated in the following:
5.4.1. Systematic Uncertainty due to MC Template Statistics
Background photon candidates are difficult to simulate in MC events because they do not
necessarily have a certain signature on the generator level if they are, e.g., neutral hadrons
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Figure 5.9.: Control plots of FSR photons at
√
s = 7 TeV. The cut flow, Mµµγ and p
γ
t are well
described by MC. The background contamination is very low. The template variables
Iphoton,nfpand σiηiηare also shown. While for Iphoton,nfpthe data/MC agreement is
good, σiηiηis slightly shifted.
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Figure 5.10.: Control plots of FSR photons at
√
s = 8 TeV. The cut flow, Mµµγ and p
γ
t are
well described by MC. The background contamination is very low. The template
variables Iphoton,nfpand σiηiηare also shown. While for Iphoton,nfpthe data/MC
agreement is good, σiηiηis slightly shifted.
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Figure 5.11.: Signal templates as a function of pγt taken from MC simulation. Top: σiηiη-
templates are changing at low pγt , but are stabilizing above 35 GeV. Bottom:
Iphoton,nfp-templates are almost independent of the photon p
γ
t .
Figure 5.12.: Extracted signal fraction for σiηiη-templates at
√
s = 7 TeV (left) and at
√
s =
8 TeV (right).
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Figure 5.13.: Extracted signal fraction for Iphoton,nfp-templates at
√
s = 7 TeV (left) and at√
s = 8 TeV (right).
faking a photons signature. Therefore, the prediction for fake photons depends on the detector
simulation. Only about 30 million Drell-Yan events are available at both center of mass energies.
The total number of background events in this MC simulation is 8,000 for σiηiη-templates
and 12,000 for the Iphoton,nfp-templates leading to low population in high pt bins. However,
the background template shape from MC is needed to find an appropriate selection for the
background template in the data. The statistical limitation of MC events results in an uncertainty
in the background templates which is estimated using toy experiments:
According to the MC signal and background templates new templates are generated using the
same numbers of events that are available for the original MC templates. These new templates
are fitted to a very large number (100,000) of events that are generated according to the sum of
the original background and signal template. The SM expectation is used to fix the ratio of
signal and background events. This procedure is repeated many times. The difference between
inserted and extracted signal fraction is normal distributed with a mean of zero. One standard
deviation is taken as uncertainty due to MC statistics. The uncertainties at both energies are
shown in Tab. 5.3 and Tab. 5.4.
5.4.2. Systematic Uncertainty due to Data Template Statistics
The uncertainty due to data template statistics is determined by the number of FSR photons
for the signal template since the number of events in jet data is high at both center of mass
energies. The statistical uncertainty is measured by generating according to the data signal
template and the data background template the same number of events that have been used to
build the templates. New templates are then built and the data is fitted again. This procedure
is repeated many times so that the extracted signal fractions are normally distributed around
the original value. The standard deviation is used to estimate the uncertainties due to data
template statistics. The results are shown in Tab. 5.5 and Tab. 5.6.
5.4.3. Uncertainty due to FSR Photons as Signal Template
As discussed before photons with lower pγt have to be used to obtain the signal template at higher
transverse momentum. The influence of using FSR photons as signal template is estimated in
the following way: a very large number (100,000) of events according to the MC signal template
plus the MC background template is generated where the input signal fraction is according to
the SM expectation. Then a template fit with the MC background template plus a template
built of MC FSR photons is carried out. The difference between the inserted and extracted
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Table 5.3.: Systematic uncertainty due to MC template statistics at
√
s = 7 TeV.
pγt bin [GeV] σiηiη-template Iphoton,nfp-template
EB [%] EE[%] EB[%] EE[%]
15-25 0.6 0.8 0.6 1.5
25-35 1.2 1.6 1.2 3.2
35-55 1.2 1.8 1.6 4.0
55-75 1.7 4.6 2.6 5.5
75-95 1.7 4.6 2.6 5.5
95-500 1.7 4.6 2.6 5.5
Table 5.4.: Systematic uncertainty due to MC template statistics at
√
s = 8 TeV.
pγt bin [GeV] σiηiη-template Iphoton,nfp-template
EB [%] EE[%] EB[%] EE[%]
15-25 0.6 0.6 0.7 1.6
25-35 1.3 1.4 1.2 3.2
35-55 1.5 2.0 1.9 4.0
55-75 2.2 4.1 2.0 8.2
75-95 2.2 4.1 2.0 8.2
95-500 2.2 4.1 2.0 8.2
Table 5.5.: Systematic uncertainty due to data template statistics at
√
s = 7 TeV.
pγt bin [GeV] σiηiη-template Iphoton,nfp-template
EB [%] EE[%] EB[%] EE[%]
15-25 0.5 0.9 0.7 2.2
25-35 0.8 1.5 1.0 2.9
35-55 1.6 2.9 1.8 5.1
55-75 1.7 4.9 3.9 6.2
75-95 2.0 2.6 2.5 6.1
95-500 1.1 2.9 4.8 6.3
Table 5.6.: Systematic uncertainty due to data template statistics at
√
s = 8 TeV.
pγt bin [GeV] σiηiη-template Iphoton,nfp-template
EB [%] EE[%] EB[%] EE[%]
15-25 0.4 0.5 0.4 1.1
25-35 0.7 0.6 0.6 1.7
35-55 0.9 1.1 1.3 3.7
55-75 1.2 1.9 1.4 4.0
75-95 1.3 2.1 1.2 5.7
95-500 0.6 1.3 1.2 5.3
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Table 5.7.: Systematic uncertainty due to FSR photon template at
√
s = 7 TeV.
pγt bin [GeV] σiηiη-template Iphoton,nfp-template
EB [%] EE[%] EB[%] EE[%]
15-25 -1.2 -0.2 -1.1 -0.4
25-35 -0.7 -0.6 -1.6 -4.7
35-55 -3.1 -0.2 -2.9 -7.7
55-75 -0.5 0.5 -12.5 -6.3
75-95 0.1 0.3 -7.9 -6.7
95-500 0.8 0.4 -17.8 -7.5
Table 5.8.: Systematic uncertainty due to FSR photon template at
√
s = 8 TeV.
pγt bin [GeV] σiηiη-template Iphoton,nfp-template
EB [%] EE[%] EB[%] EE[%]
15-25 -0.8 -1.1 0.2 -3.5
25-35 0.1 -0.8 -2.1 -4.8
35-55 -1.2 0.1 -1.6 -4.4
55-75 1.2 2.4 -2.9 -12.0
75-95 1.7 3.0 0.5 -18.3
95-500 1.7 4.0 -4.5 -11.5
signal fraction is taken as systematic uncertainty due to the usage of FSR photons for the signal
templates. The results at both energies are shown in Tab. 5.7 and Tab. 5.8.
5.4.4. Uncertainty due to Jet Data Description
It was shown in Section 5.1 that we can find a selection for each bin where the QCD MC and
the background from Drell-Yan MC show an almost identical shape. This selection is used on
jet data to extract the signal and background fractions. To make sure that QCD MC describes
correctly the jet data the extracted signal fraction is compared at many points in the selection
plane.
In Fig. 5.5 and Fig. 5.7 the relative difference (bi) between the inserted and extracted signal
fraction for each window in the selection plane is shown. The index i refers to a certain bin
in this plane. To test the agreement between jet data and QCD MC we check whether the
difference found for the jet data agrees with the MC prediction. To quantify this the signal
fraction fdi in the data is extracted for all bins in the selection plane. Taking the extracted
signal fraction fd as the fraction at the selected template point where b is zero, the value of
Ui = f
d
i − bifd should be constant the signal fraction fd for each bin in the selection plane if the
deviation is predicted correctly by MC. A Gaussian with a fixed mean at fd is fitted to the Ui
distribution and its standard deviation is interpreted as uncertainty due to QCD MC- jet data
deviations. The results at both center of mass energies are shown in Tab. 5.9 and Tab. 5.10.
The extracted signal fraction in data as a function of the cut window is shown together with
Ui − fd and the distribution of Ui in Appendix F Fig. F.1 - Fig. F.4.
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Table 5.9.: Uncertainty due to QCD MC- jet data deviations at
√
s = 7 TeV.
pγt bin [GeV] σiηiη-template Iphoton,nfp-template
EB [%] EE[%] EB[%] EE[%]
15-25 2.0 3.2 2.2 5.2
25-35 1.3 3.7 2.0 14.1
35-55 2.0 3.6 2.2 2.8
55-75 2.5 3.9 12.3 6.8
75-95 1.4 3.3 6.1 14.4
95-500 3.7 7.8 21.4 7.2
Table 5.10.: Uncertainty due to QCD MC- jet data deviations at
√
s = 8 TeV.
pγt bin [GeV] σiηiη-template Iphoton,nfp-template
EB [%] EE[%] EB[%] EE[%]
15-25 0.7 0.4 1.2 3.0
25-35 0.4 0.7 3.3 3.8
35-55 1.1 1.2 5.2 5.7
55-75 1.0 0.6 1.4 2.2
75-95 2.3 1.4 4.7 3.8
95-500 2.9 4.9 7.7 6.2
5.4.5. Systematic Uncertainty of the Fit
A large systematic uncertainty comes from the fit itself and is due to limited statistics in data.
It was evaluated by randomly generating the same number of events as available in the data
using the data templates with an input signal fraction equal to measured value. Then the
template fit is carried out for the generated data and a new signal fraction is obtained. This
procedure is repeated several hundred times leading to a Gaussian distribution of the obtained
signal fraction around its measured value. The standard deviation is calculated and taken as
systematic uncertainty of the fit. These uncertainties can be found in Tab. 5.11 and Tab. 5.12.
The uncertainties of the Iphoton,nfp-fits are larger than those of the σiηiη-fits. This shows that
σiηiη has in general a better discrimination power between signal and background.
5.5. Background Modeling
Using the two template methods the background and signal fraction can be extracted in five
and six pt bins at
√
s = 7 TeV and at
√
s = 8 TeV, respectively. To increase the number of pt
bins for the cross section measurement a parametrized description of the background is needed.
The sum of two exponential functions as given in Eq. 5.2 is the best parametrization of the
background that was found. There are four free parameters: the overall normalization N , the
fraction of the two exponential functions f and two exponential parameters s1 and s2.
bkg(pt) = N (f exp(s1(pt − 15 GeV)) + (1− f) exp(s2(pt − 15 GeV))) (5.2)
A general problem when fitting histograms with variable bin widths is the selection of the
x-coordinate. Especially for the large bin between 95 GeV and 500 GeV the fit result is sensitive
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Table 5.11.: Uncertainty of the fit due to data statistics at
√
s = 7 TeV.
muon channel electron channel
pγt [GeV] σiηiη Iphoton,nfp σiηiη Iphoton,nfp
EB [%] EE[%] EB[%] EE[%] EB [%] EE[%] EB[%] EE[%]
15-25 1.2 2.1 1.3 2.7 1.5 2.6 1.5 4.4
25-35 2.3 3.7 2.2 5.3 2.9 4.1 3.3 6.4
35-55 3.1 4.2 3.1 7.9 4.0 4.7 3.9 8.7
55-75 5.1 9.3 6.6 12.9 6.0 14.0 10.3 21.5
75-500 7.2 13.1 6.9 19.0 8.0 15.8 8.2 22.5
Table 5.12.: Uncertainty of the fit due to data statistics at
√
s = 8 TeV.
muon channel electron channel
pγt [GeV] σiηiη Iphoton,nfp σiηiη Iphoton,nfp
EB [%] EE[%] EB[%] EE[%] EB [%] EE[%] EB[%] EE[%]
15-25 0.8 0.8 0.8 1.5 0.7 0.9 0.9 1.9
25-35 1.4 1.8 1.2 1.2 1.6 1.8 1.2 3.8
35-55 1.6 2.5 1.8 1.8 1.8 2.7 1.8 4.0
55-75 3.0 4.7 3.1 3.1 4.2 7.4 3.1 9.0
75-95 4.0 8.8 4.6 4.6 6.3 8.5 6.4 14.3
95-500 2.9 7.0 3.1 3.1 4.0 6.4 4.2 12.4
to the selected position. As a solution, in our definition of χ2 the difference of measured value
and model value at a certain point is replaced by the difference of the integral of Eq. 5.2 over
the bin and the number of bin entries. The extracted number of background events comes with
several uncertainties that have been discussed in Section 5.4. These, together with the statistical
uncertainty of the extracted number of background events, are added in quadrature. To obtain
an estimate of the uncertainty of the fitted function, the covariance matrix of the fit parameters
is calculated. Standard error propagation taking into account the correlations is then used to
get the 1σ uncertainty band as shown in Fig. 5.14 and Fig. 5.15. The background extracted
with the template methods is confirmed by the background prediction of the Drell-Yan MC.
The high number of fit parameters compared to the number of measured points, in combination
with the rather large uncertainties from the template method, leads to very low χ2 per degree
of freedom (< 0.1). Also the residuals do not show any striking feature. Therefore, it seems safe
to use the fitted function to interpolate the number of background events. The highest bin used
for the cross section measurement starts at 120 GeV for
√
s = 8 TeV. In Fig. 5.12 it is shown
that the background is smaller the higher the transverse momentum. In the bin above 95 GeV
only about 10 % background events are found. Above 120 GeV the fitted function predicts a
background fraction of 4.7 % (8.2 ± 4.7 out of 175 events). Even in the worst case that the
fraction does not fall, so that above 120 GeV there are still 10 % background events this would
lead a difference of 6 % in the measured cross section which is below the statistical uncertainty.
This demonstrates that the interpolation is safe. The signal is now calculated for each bin by
subtracting the integral of the fitted function over the bin from the number of measured events.
The results are given in Tab. 5.13 at
√
s = 7 TeV and in Tab. 5.14 at
√
s = 8 TeV.
In addition to the background that is removed by the template methods there is also the small
amount of irreducible background from top or di-boson production. This is estimated from MC
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Figure 5.14.: Background fit with 1σ error band (light green) at
√
s = 7 TeV together with the
background expectation from MC simulation. The extracted number of background
events is compatible with the Drell-Yan MC prediction.
and subtracted. However, the fraction is smaller than the uncertainty of the template method
and therefore it is not necessary to consider further uncertainties of this background yield.
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Figure 5.15.: Background fit with 1σ uncertainty band (light green) at
√
s = 8 TeV together
with the background expectation from MC simulation. The extracted number of
background events is compatible with the Drell-Yan MC prediction.
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Table 5.13.: Number of signal events after background subtraction in both channels at
√
s =
7 TeV. Only the uncertainty of the background subtraction is shown here for the
signal yield together with the relative uncertainties in brackets. The signal to
background discrimination power is in general lower for Iphoton,nfp than for σiηiη,
resulting in higher uncertainties. The fraction of background subtracted by the
template method and the fraction of irreducible background from top pair and
di-boson production is also given.
pγt [GeV] σiηiη-template Iphoton,nfp-template
signal yield bkg[%] irr. bkg[%] signal yield bkg[%] irr. bkg[%]
muon channel
15 - 25 3926±148 (3.8 %) 23.7 0.6 4196±228 (5.4 %) 27.2 0.7
25 - 35 987±39 (4.0 %) 20.4 1.2 964±84 (8.7 %) 30.6 1.2
35 - 55 514±26 (5.1 %) 17.6 2.2 483±48 (9.8 %) 31.5 2.2
55 - 75 159±9 (5.9 %) 15.5 3.1 136±22 (16.5 %) 31.6 3.2
75 - 95 52±4 (8.4 %) 16.3 4.0 41±10 (23.1 %) 36.1 4.1
>95 76±5 (7.0 %) 7.0 2.9 73±15 (19.9 %) 17.4 3.0
electron channel
15 - 25 2384±120 (5.0 %) 27.4 0.7 2638±164 (6.2 %) 28.8 0.8
25 - 35 737±32 (4.3 %) 17.9 1.4 756±59 (7.9 %) 24.7 1.4
35 - 55 335±18 (5.5 %) 16.5 3.0 319±31 (9.7 %) 28.6 3.0
55 - 75 120±6 (4.7 %) 10.7 2.9 104±14 (13.4 %) 28.0 2.9
75 - 95 56±2 (4.1 %) 6.1 3.1 51±7 (13.3 %) 23.5 2.9
>95 48±1 (3.0 %) 2.5 4.2 42±9 (21.8 %) 19.7 4.3
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Table 5.14.: Number of signal events after background subtraction in both channels at
√
s =
8 TeV. Only the uncertainty of the background subtraction is shown here for the
signal yield together with the relative uncertainties in brackets. The signal to
background discrimination power is in general lower for Iphoton,nfp than for σiηiη,
resulting in higher uncertainties. The fraction of background subtracted by the
template method and the fraction of irreducible background from top pair and
di-boson production is also given.
pγt [GeV] σiηiη-template Iphoton,nfp-template
signal yield bkg[%] irr. bkg[%] signal yield bkg[%] irr. bkg[%]
muon channel
15 - 20 9238±232 (2.5 %) 32.2 0.7 9964±485 (4.9 %) 39.1 0.7
20 - 25 4864±89 (1.8 %) 28.0 0.9 5519±215 (3.9 %) 32.1 0.9
25 - 30 2393±59 (2.5 %) 26.6 1.2 2722±149 (5.5 %) 29.9 1.2
30 - 35 1293±33 (2.5 %) 25.0 1.8 1474±78 (5.3 %) 28.4 1.7
35 - 45 1275±35 (2.7 %) 23.1 2.5 1398±82 (5.8 %) 28.5 2.5
45 - 55 667±23 (3.4 %) 20.0 3.4 693±51 (7.3 %) 28.1 3.3
55 - 65 395±14 (3.4 %) 18.5 3.7 413±28 (6.9 %) 27.4 3.4
65 - 75 217±8 (3.9 %) 19.3 3.7 214±16 (7.6 %) 30.3 3.6
75 - 85 168±6 (3.7 %) 15.5 3.6 167±12 (6.9 %) 25.4 3.3
85 - 95 105±5 (4.6 %) 14.8 3.6 113±9 (8.1 %) 23.5 3.4
95 - 120 177±8 (4.3 %) 10.0 4.0 175±15 (8.5 %) 17.9 4.1
>120 160±5 (3.2 %) 4.4 4.5 167±11 (6.7 %) 8.6 4.5
electron channel
15 - 20 6201±188 (3.0 %) 33.2 0.7 6867±315 (4.6 %) 38.9 0.8
20 - 25 3274±80 (2.4 %) 27.8 1.0 3534±131 (3.7 %) 35.1 1.0
25 - 30 1746±49 (2.8 %) 24.6 1.4 1865±101 (5.4 %) 32.1 1.3
30 - 35 926±24 (2.6 %) 24.0 2.1 1037±60 (5.8 %) 29.8 1.9
35 - 45 897±29 (3.3 %) 23.6 2.9 987±57 (5.8 %) 28.7 2.8
45 - 55 530±18 (3.4 %) 19.3 3.3 569±34 (6.0 %) 24.8 3.2
55 - 65 247±10 (4.1 %) 20.7 4.3 244±22 (9.1 %) 31.5 4.0
65 - 75 161±7 (4.2 %) 17.7 4.3 154±13 (8.7 %) 32.6 4.0
75 - 85 106±5 (4.8 %) 14.8 5.0 94±9 (9.3 %) 34.7 4.6
85 - 95 74±4 (4.9 %) 11.9 5.1 59±7 (11.4 %) 36.5 4.8
95 - 120 128±5 (3.7 %) 6.8 4.0 106±13 (12.0 %) 30.0 3.9
>120 151±2 (1.4 %) 1.7 4.1 135±17 (12.3 %) 17.7 4.0
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6.1. Detector Corrections
In the previous chapter the method used to extract the number of signal events was presented.
The next step in the cross section measurement is the correction for detector effects. This
includes efficiencies as well as migrations between pγt bins. Both effects can be treated using
the technique of unfolding. This method needs the detector response matrix M to correct the
reconstructed photon pt distribution. The response matrix has to be taken from MC. However,
all corrections are applied to the used signal from the Sherpa MC. This includes the efficiency
corrections for leptons and photons as well as the correction of the photon energy scale and
resolution as described in Appendix C. The response matrices for the muon channels at both
collision energies are shown in Fig. 6.1. In each column, corresponding to a pγt bin on the
generator level, the probability to find a photon reconstructed in a certain row, corresponding
to a pγt bin on the reconstruction level, is given. For a given generator level distribution ~vg the
distribution on reconstruction level is given by ~vr = M~vg. In principle the problem to obtain
~vg seems to be solvable by inverting the response matrix ~vg = M
−1~vr. However, this does
not work since statistical fluctuations in the measured distribution can lead to large effects on
the resulting unfolded distribution. Therefore, more sophisticated techniques are needed. In
this analysis the Iterative Bayesian unfolding is used. The implementation is taken from the
RooUnfold [5] software package. A comparison of the measured and unfolded pγt distributions is
shown in Fig. 6.1.
The correctness of the unfolded spectrum depends on the stability of the unfolding algorithm
and the correctness of the response matrix. To estimate the stability of the algorithm pseudo
datasets distributed according to the two dimensional MC distribution of pγt on the generator
level versus the reconstruction level are produced (photons for which the reconstructed or
generated value is missing are considered by setting the missing value to minus one). The
number of generated events in the reconstructed region (reconstructed pγt > 0) agrees with
the extracted number of signal events in the data. A reconstructed distribution for a pseudo
experiment is obtained by the projection to the axis of reconstructed values. The reconstructed
distributions is unfolded and the unfolded spectrum is compared to the corresponding generator
level distribution which is obtained by projecting the pseudo data set on the axis of generator
level values. The standard deviation of the relative difference in some hundred pseudodata sets
is calculated for each bin and taken as the statistical uncertainty in the unfolding procedure.
The statistical fluctuations are found below 0.1 % at low pγt , increasing up to 1.5%˙ at higher p
γ
t
bins.
To estimate the uncertainty due to the photon energy scale and resolution (see Appendix C) the
unfolding is repeated with a response matrix built from a MC with a changed resolution and
scale (plus and minus one standard deviation). The observed average difference is 0.9 % and
2.2 % when changing the resolution and the energy scale, respectively.
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Figure 6.1.: Detector response matrices for the muon channel. Top: σiηiη-templates at both
collision energies. Middle: Iphoton,nfp-template at both collision energies. Due to
the different photon selections for the two template methods different response
matrices must be used to unfold the spectra. The first row (reconstructed pγt bin
< 0) shows generated, but not reconstructed events. These are needed to correct for
the total efficiency. The first column (generated pγt bin < 0) shows reconstructed
events which are not within the definition of signal acceptance at the generator level.
Bottom: comparison of extracted and unfolded number of signal events at both
collision energies. After unfolding the numbers extracted with the two template
methods are in good agreement.
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Figure 6.2.: Acceptance calculated with MCFM for electron and muon channel at
√
s = 7 TeV
and
√
s = 8 TeV.
6.2. Inclusive Cross Section Calculation
The inclusive fiducial cross section in each pγt bin can be evaluated using Eq. 6.1, where
Ni is the number of events in each bin corrected for efficiency and bin migrations by the
unfolding procedure described in the previous section. Besides the integrated luminosity L,
which is 5.0±0.1 fb−1 at √s = 7 TeV and 19.5±0.5 fb−1 (19.4±0.5 fb−1) at √s = 8 TeV for the
muon(electron) channel, an additional factor, the acceptance Ai, is needed.
σi =
Ni
AiL
(6.1)
The acceptance is the ratio of events within the detectable phase space and events expected in
the whole phase space definition of the fiducial cross section. The acceptance includes corrections
for the exclusion of the ECAL gap for electrons and photons and the small differences in the
measured η ranges for electrons and muons. The cuts used for the fiducial cross section definition
are shown in Tab. 2.3. The acceptance is purely based on the assumption of a theoretical model.
Here the acceptance is taken from the NLO SM prediction of MCFM . For electrons and photons
it is based on the ηSC of the supercluster which is measured with respect to the origin of the
coordinate system and not with respect to the interaction point. To take this into account
the weighted events from MCFM are taken, a realistic vertex position according to the data is
assumed and the photons and electrons are extrapolated to the cylindrical surface of the ECAL.
The pseudorapidity of this point on the cylinder with respect to the origin corresponds to the
ηSC of the supercluster. As an additional test the acceptance is also calculated using the Sherpa
signal MC. In Fig. D.2 the compatibility of the two acceptances is confirmed.
The cross section values obtained with the two template methods are shown in Fig. 6.3 at√
s = 7 TeV and Fig. 6.4 at
√
s = 8 TeV. The corresponding numbers are presented in Tab. 6.1
and Tab. 6.2. The uncertainty of the ratio of the two results considers the correlation between
the two cross section measurements. Within these uncertainties the results are compatible
and a combination of the two methods should be done. The BLUE (Best Linear Unbiased
Estimator) method [38] is used for the combination to take into account the correlation and to
minimize the final uncertainty. In this method one has to find values a1 and a2 with a1 + a2 = 1
for which σf defined in Eq. 6.2 is minimal. The best estimation of the cross section is given
by Xf = a1Xσiηiη + a2XIphoton,nfp with X the cross section values obtained with either the
σiηiη or the Iphoton,nfp template. In Eq. 6.3 the covariance matrix combining different types of
uncertainties which have different correlation coefficients ρi is shown.
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σ2f =
(
a1 a2
)( σ21 σ212
σ212 σ
2
2
)(
a1
a2
)
(6.2)
(
a1 a2
) ∑i σ21,i ∑i ρiσ1,iσ2,i∑
i
ρiσ1,iσ2,i
∑
i
σ22,i
(a1
a2
)
(6.3)
Uncertainties of luminosity, lepton efficiency, photon efficiency, photon scale and statistical
uncertainty have a correlation coefficient of one. The uncertainty in the signal extraction due to
the template methods are taken into account with the correlation coefficient of the two template
variables σiηiη and Iphoton,nfp . This coefficient is evaluated for the FSR photon selection and for
photon candidates from jet data using the full photon selection without the cuts on σiηiη and
Iphoton. The correlation plots are shown in Appendix G Fig. G.13. The correlation coefficients
are also calculated for the different pγt bins and ECAL regions. As there is no value above 30 %,
this value is taken as the correlation coefficient between the two template methods. The final
cross section results are shown in Fig. 6.5 at
√
s = 7 TeV and in Fig. 6.6 at
√
s = 8 TeV and the
values are listed in Tab. 6.1 and Tab. 6.2.
As expected the measured cross sections of the electron and muon channels are compatible
and a combined result should be calculated. The results for the two channels are combined
assuming that all systematic uncertainties except for the uncertainty in the lepton efficiency
are correlated. A complete overview of the combined inclusive fiducial cross section is given
in Tab. 6.3 together with the MCFM cross sections expectation. The cross section value for
pγt > 15 GeV is:
σincl = 1930± 100(sys.)± 20(stat.)± 40(lumi.) fb at
√
s = 7 TeV
σincl = 2190± 90(sys.)± 10(stat.)± 60(lumi.) fb at
√
s = 8 TeV
Both results are in good agreement with the NLO SM prediction (MCFM ) of σMCFMincl =1930±100 fb
and σMCFMincl =2200±130 fb, respectively. However, the ratio plots show an excess in the data
at higher transverse momenta in this region the data is better described by the Sherpa MC
simulations. The difference between MCFM and Sherpa is the number of jets included in the
calculation. While the precision of MCFM is NLO in QCD which includes up to one jet, in
Sherpa the processes involving up to two jets are included with tree-level precision. Additional
tests about the influence of including a second jet and comparisons of MCFM and Sherpa are
presented in Appendix D. In Appendix H the cross sections are also calculated without the
fiducial cuts.
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Figure 6.3.: Left: inclusive cross section at
√
s = 7 TeV values obtained with both template
methods compared to MCFM . Right: ratio of the cross section measured with the
two template methods.
Figure 6.4.: Left: inclusive cross section at
√
s = 8 TeV values obtained with both template
methods compared to MCFM . Right: ratio of the cross section measured with the
two template methods.
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Figure 6.5.: Top: the inclusive cross section at
√
s = 7 TeV after combining the two template
methods compared to MCFM and Sherpa. Bottom: ratio to the MCFM prediction.
The uncertainties of the MCFM calculation are discussed in Section 2.3.2. For
Sherpa we quote the same relative uncertainties.
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Figure 6.6.: Top: the inclusive cross section at
√
s = 8 TeV after combining the two template
methods compared to MCFM and Sherpa. Bottom: ratio to the MCFM prediction.
The uncertainties of the MCFM calculation are discussed in Section 2.3.2. For
Sherpa we quote the same relative uncertainties as for MCFM .
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Table 6.1.: Inclusive cross sections of µ+µ−γ and e+e−γ production at
√
s = 7 TeV. The second
and third column shows the cross section measured with the two template methods.
Here the first uncertainty is the fully correlated uncertainty and the second is the
partially correlated uncertainty of the template methods. The last column shows the
combined value together with the systematic uncertainty followed by the statistical
uncertainty. The third uncertainty is due to the luminosity measurement. The total
relative uncertainty is given in brackets.
pγt [GeV] σiηiη-template [fb] Iphoton,nfp-template [fb] combined [fb]
muon channel
15 - 25 1361±57±51 1409±59±75 1372±65±22±30 (5.4 %)
25 - 35 341±17±13 323±16±29 339±17±11±7 (6.3 %)
35 - 55 180±11±9 166±10±16 177±10±8±4 (7.7 %)
55 - 75 56.3±5.0±3.3 47.1±4.4±7.7 55.3±3.8±4.4±1.2 (10.7 %)
75 - 95 17.6±2.5±1.5 13.4±2.1±3.2 16.8±1.7±2.3±0.4 (17.3 %)
>95 26.8±3.3±1.9 25.1±3.1±5.0 26.7±2.1±3.1±0.6 (14.0 %)
>15 1987±100±26±44 (5.6 %)
electron channel
15 - 25 1172±52±59 1258±55±77 1197±66±25±26 (6.2 %)
25 - 35 384±21±16 381±20±30 384±20±14±8 (6.8 %)
35 - 55 161±11±9 149±10±14 158.1±9.9±8.6±3.5 (8.6 %)
55 - 75 57.4±5.7±2.7 48.2±5.1±6.6 56.1±3.4±5.1±1.2 (11.2 %)
75 - 95 26.7±3.7±1.1 24.3±3.6±3.1 26.5±1.5±3.5±0.6 (14.7 %)
>95 21.9±3.3±0.6 18.2±2.9±4 21.7±1.1±3.1±0.5 (15.3 %)
>15 1844±102±30±41 (6.2 %)
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Table 6.2.: Inclusive cross sections of µ+µ−γ- and e+e−γ-production at
√
s = 8 TeV. The second
and third column shows the cross section measured with the two template methods.
Here the first uncertainty is the fully correlated uncertainty and the second is the
partially correlated uncertainty of the template methods. The last column shows the
combined value together with the systematic uncertainty followed by the statistical
uncertainty. The third uncertainty is due to the luminosity measurement. The total
relative uncertainty is given in brackets.
pγt [GeV] σiηiη-template [fb] Iphoton,nfp-template [fb] combined [fb]
muon channel
15 - 20 977±42±25 973±41±48 976±40±10±25 (4.9 %)
20 - 25 513±22±9 541±24±19 513±19±7±13 (4.7 %)
25 - 30 250±12±6 264±12±15 250±10±5±7 (5.3 %)
30 - 35 133.2±6.6±3.3 144.8±7.1±7.6 133.3±5.4±3.7±3.5 (5.6 %)
35 - 45 132.3±6.6±3.5 137.7±6.8±7.9 132.6±5.5±3.7±3.4 (5.6 %)
45 - 55 67.9±3.8±2.3 66.9±3.8±5 67.8±3.2±2.6±1.8 (6.6 %)
55 - 65 42.1±2.7±1.4 41.3±2.7±2.8 42±1.9±2.1±1.1 (7.3 %)
65 - 75 19.9±1.6±0.8 18.8±1.5±1.5 19.7±1±1.3±0.5 (8.9 %)
75 - 85 16.8±1.5±0.6 15.5±1.4±1 16.4±0.8±1.3±0.4 (9.5 %)
85 - 95 9.36±1±0.46 10.3±1.1±0.8 9.4±0.55±0.92±0.24 (11.7 %)
95 - 120 18.3±1.6±0.8 17.2±1.5±1.5 18.1±1±1.4±0.5 (9.6 %)
>120 14.9±1.3±0.5 15±1.3±1 14.9±0.7±1.2±0.4 (9.4 %)
>15 2194±87±15±57 (4.9 %)
electron channel
15 - 20 965±42±30 990±43±46 970±42±12±25 (5.2 %)
20 - 25 490±22±11 492±22±16 491±19±9±13 (5 %)
25 - 30 279±13±8 271±13±15 278±12±7±7 (5.5 %)
30 - 35 139.3±7.4±3.5 149.2±7.7±8.8 139.3±5.7±4.6±3.6 (5.8 %)
35 - 45 121.9±6.5±4 127.3±6.6±7.4 122.5±5.5±4.1±3.2 (6.2 %)
45 - 55 77.6±4.7±2.6 79.8±4.7±4.6 77.9±3.5±3.4±2 (6.8 %)
55 - 65 32.1±2.4±1.3 29.9±2.3±2.8 31.8±1.7±2±0.8 (8.6 %)
65 - 75 22.1±2±0.9 20±1.8±1.7 21.7±1.2±1.7±0.6 (9.9 %)
75 - 85 13.6±1.4±0.6 11.6±1.3±1 12.8±0.8±1.2±0.3 (11.9 %)
85 - 95 9.8±1.2±0.5 7.3±1±0.8 8.45±0.74±0.98±0.22 (14.8 %)
95 - 120 17±1.7±0.7 13.2±1.4±1.6 16.1±0.9±1.4±0.4 (10.9 %)
>120 18.7±1.7±0.3 16±1.5±2 18.5±0.7±1.5±0.5 (9.3 %)
>15 2187±93±18±57 (5.1 %)
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Table 6.3.: Inclusive cross section obtained from the combination of the electron and muon
channels with its systematical, statistical and luminosity uncertainty. Scale and PDF
uncertainties are included in the error of the MCFM calculation.
pγt [GeV] cross section [fb] MCFM [fb]√
s = 7 TeV
15 - 25 1296±64±16±29 1369±69
25 - 35 350±18±8±8 339±20
35 - 55 168±10±6±4 140.7±7.5
55 - 75 55.7±3.5±3.3±1.2 43.7±2.0
75 - 95 19.9±1.7±1.9±0.4 18.07±0.88
>95 23.9±1.6±2.1±0.5 20.6±1.1
>15 1930±100±20±40 1930±100√
s = 8 TeV
15 - 20 975±40±8±25 1021±57
20 - 25 504±19±6±13 539±30
25 - 30 255±11±4±7 257±18
30 - 35 135.5±5.5±2.9±3.5 119.4±6.9
35 - 45 128.1±5.5±2.7±3.3 109.0±6.6
45 - 55 71.0±3.3±2.1±1.8 54.0±2.9
55 - 65 36.1±1.8±1.4±0.9 31.3±1.3
65 - 75 20.4±1.1±1.0±0.5 19.5±1.0
75 - 85 14.61±0.81±0.88±0.38 12.76±0.71
85 - 95 9.02±0.62±0.67±0.23 8.63±0.41
95 - 120 17.15±0.95±0.98±0.45 12.04±0.58
>120 16.28±0.67±0.92±0.42 13.07±0.70
>15 2190±90±10±60 2200±130
7. The exclusive Cross Section at
√
s = 8TeV
For the inclusive cross section we have observed an excess at high transverse momenta compared
to the NLO SM calculation. The Sherpa prediction including up to two additional jets shows a
better agreement. Therefore, it is interesting to study the effect of jets on the pγt distribution
and to measure the fiducial exclusive cross section, i.e., without additional jet. We count as
an additional jet each jet with a transverse momentum above 30 GeV within |η| < 2.4. The
jets are based on particle flow objects reconstructed by the anti-kt jet-algorithm with a size
parameter of 0.5 [11]. The analysis is carried out similar to the inclusive measurement by only
counting the events without any jet. The problem, however, is that some jets do not originate
from the same interaction as the leptons and the photon, but are from pile-up interactions. An
additional contribution from pile-up can also shift a jet above the minimum pt threshold while
other jets are not reconstructed or fall below the minimum pt threshold because of jet energy
scale and resolution effects.
In CMS the jet energy scale and resolution are studied and jet energy correction factors and
their uncertainties are provided. To reduce the number of jets from pile-up interactions we
study the momentum fraction of charged objects (tracks) originating from primary vertices
other than the main interaction vertex. This distribution is shown in Fig. 7.1. Cutting away all
jets with a fraction above 25 % removes half of the pile-up jets. In addition Fig. 7.1 shows that
the jet pt and the number of jets in the event are reasonably well described by MC simulation.
For more than two jets a deviation is observed. As Sherpa does include only up to two jets at
matrix element level this is expected. However, this measurement does not rely on the absolute
number of jets as predicted by MC simulations.
For events without jets it is necessary to check whether the same templates can be used as
for the inclusive measurement. It turns out that the background templates change, so that we
have to repeat the procedure described in Section 5.1. The optimal windows found for the two
template methods are given in Tab. 7.1.
The signal templates do not change and the same selection of FSR photons can be used as
in the inclusive case. The same uncertainties as for the inclusive measurement are calculated
for the templates and the background is fitted by a sum of two exponential functions (see
Fig. 7.2) to extract the number of signal events N exi in the same 12 p
γ
t -bins. The fits are shown
in Appendix G, Fig. G.6 and Fig. G.7. The signal yields are shown in Tab. 7.2 for the muon
channel and for the electron channel.
Before proceeding with the unfolding of detector effects (see Section 6.1), the effect of fake jets
from pile-up is studied. To estimate this from MC simulation, the probabilities of reconstructing
(R) or not reconstructing (R¯) at least one jet if there are (G) or there are no jets (G¯) on
the generator level can be evaluated (P (R|G), P (R¯|G), P (R|G¯),P (R¯|G¯)). These probabilities
are calculated for events where a lepton pair and a photon are selected and for each photon
pt bin separately. Knowing the observed number of events without additional jet (N
ex
i ) and
with additional jets (N jetsi = Ni −N exi ) where Ni is the number of events from the inclusive
measurement, the corrected numbers in these two categories can be written as:
(
N excorr
N jetscorr
)
=
(
P (R¯|G¯) P (R¯|G)
P (R|G¯) P (R|G)
)−1(
N ex
N jets
)
(7.1)
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Figure 7.1.: Data and MC simulation comparison for jet related distributions. Top left: The pt
fraction of tracks in a jet not originating from the main interaction vertex is used
to reduce the number of jets from pile-up. Top right: the pt distribution is well
described. A detailed study of the background is needed. Bottom: The observed
deviations in the jet distributions are covered by the uncertainties in the jet energy
scale and pile-up. The Sherpa signal MC includes only up to two jets at matrix
element level.
Table 7.1.: Selection windows for background templates in QCD MC and jet data at
√
s = 8 TeV
for the exclusive cross section measurement.
pt bin [GeV] Icharged-window σiηiη-window
EB EE EB EE
15-25 -1.16 4.66 -0.80 5.83 0.006 0.0121 0.016 0.035
25-35 -1.10 5.00 0.36 5.02 0.0093 0.0164 0.016 0.040
35-55 2.11 4.79 -0.55 5.00 0.0095 0.0174 0.024 0.049
55-500 1.66 6.00 -0.55 5.08 0.0099 0.0154 0.016 0.037
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Figure 7.2.: Background distribution and fit for the exclusive measurement. Top: for the
Iphoton,nfp-template method. Bottom: for the σiηiη-template method. The extracted
number of background events is compatible with the Drell-Yan MC prediction.
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Table 7.2.: Number of exclusive events at
√
s = 8 TeV after background subtraction in the muon
and electron channel. Only the uncertainty in background subtraction is shown
here for the signal yield. Additionally the fraction of background subtracted by
the template method and the fraction of irreducible background from top pair and
di-boson production is given.
pγt [GeV] σiηiη-template Iphoton,nfp-template
signal yield bkg[%] irr. bkg[%] signal yield bkg[%] irr. bkg[%]
muon channel
15 - 20 7790±210 (2.7 %) 29.8 0.3 8589±561 (6.5 %) 34.5 0.3
20 - 25 3991±90 (2.3 %) 26.0 0.5 4590±285 (6.2 %) 28.2 0.5
25 - 30 1862±64 (3.4 %) 25.1 0.8 2159±206 (9.5 %) 26.5 0.7
30 - 35 899±36 (4.0 %) 25.1 1.3 1051±108 (10.3 %) 26.4 1.2
35 - 45 877±38 (4.4 %) 22.4 2.1 976±102 (10.4 %) 25.9 2.0
45 - 55 431±23 (5.4 %) 18.8 3.1 447±59 (13.2 %) 25.9 2.9
55 - 65 261±13 (4.9 %) 15.8 3.5 273±33 (12.0 %) 24.1 3.2
65 - 75 131±7 (5.6 %) 16.8 3.6 128±19 (14.7 %) 28.2 3.4
75 - 85 105±5 (4.7 %) 12.2 2.8 103±13 (12.5 %) 22.6 2.7
85 - 95 64±4 (5.7 %) 11.2 3.2 69±10 (14.1 %) 20.5 2.8
95 - 120 103±5 (5.0 %) 7.0 3.7 98±15 (15.2 %) 16.1 3.8
>120 87±3 (3.1 %) 2.6 3.6 90±10 (10.9 %) 7.2 3.5
electron channel
15 - 20 5180±176 (3.4 %) 30.9 0.3 5933±342 (5.8 %) 33.5 0.3
20 - 25 2636±83 (3.2 %) 26.3 0.5 2948±164 (5.6 %) 30.5 0.5
25 - 30 1278±54 (4.2 %) 24.5 0.9 1425±134 (9.4 %) 29.2 0.8
30 - 35 706±27 (3.8 %) 22.4 1.4 803±81 (10.1 %) 26.3 1.3
35 - 45 590±32 (5.5 %) 23.6 2.5 657±71 (10.9 %) 27.6 2.3
45 - 55 345±19 (5.5 %) 18.4 2.9 368±37 (10.2 %) 23.6 2.7
55 - 65 164±10 (5.9 %) 18.9 3.9 164±25 (15.0 %) 28.8 3.6
65 - 75 98±6 (6.0 %) 16.8 3.8 92±15 (16.4 %) 32.0 3.6
75 - 85 73±4 (6.0 %) 12.5 4.0 69±10 (13.9 %) 29.8 3.6
85 - 95 50±3 (6.5 %) 10.0 4.0 42±7 (16.3 %) 32.0 3.6
95 - 120 67±4 (6.3 %) 6.9 3.8 52±12 (22.8 %) 33.1 3.7
>120 74±2 (2.5 %) 1.7 3.7 63±14 (22.5 %) 19.8 3.8
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Figure 7.3.: Left: exclusive cross section values obtained with both template methods compared
to MCFM . Right: ratio of the cross section measured with both template methods.
The correction matrices are almost diagonal and the corrections are below 2 % in all bins.
Using the corrected numbers the unfolding procedure is the same as in the inclusive case, with
the response matrix now built from exclusive events only.
The vetoing of jets for the cross section measurement is a new source of uncertainty. Two
additional uncertainty sources are studied: pile-up and the dependence on the jet energy scale.
It has been described in section 3.3 that the MC samples are weighted so that the number of
pile-up events in data and MC agree. This procedure needs as input the minimum bias cross
section which comes with an uncertainty of 5 %. To estimate the impact on the exclusive cross
section measurement, the signal MC sample is weighted with a minimum bias cross section
of plus and minus one standard deviation. This leads to new jet correction probabilities and
new response matrices. The deviation of the original numbers from the so obtained numbers of
events is about ±1 %.
The same procedure is used to estimate the influence of the jet energy scale uncertainty scaling
the jet energy up and down according to the uncertainty. The jet energy scale uncertainty
depends on the transverse momentum and the pseudorapidity of the jet and are in the order of
5 %. The effect found on the exclusive cross section is about 2.5 % independent of the pt bin.
Again the acceptances are calculated with MCFM and the cross section values obtained with
the two template methods are shown in Fig. 7.3. Their ratio shows that the two results are
compatible and the BLUE method is used to combine them. The uncertainties due to pile-up
and the jet energy scale are treated as additional fully correlated uncertainties. The full results
are given in Tab. 7.3. In Fig. 7.4 the combined cross section values are compared to the MCFM
and Sherpa prediction. Again Sherpa describes the measured cross sections better than MCFM
where an excess at higher transverse momentum is observed, but the observed effect is smaller
than for the inclusive measurement. Combining the electron and muon channels leads to the
results in Tab. 7.4. Adding up all pγt bins the measured exclusive fiducial cross section is found
to be
σexcl = 1870± 100(sys.)± 10(stat.)± 50(lumi.) fb,
compatible with the MCFM prediction of σMCFMexcl =1900±120 fb. Finally the ratio of the
exclusive and inclusive cross section as a function of pγt is calculated. For this ratio many of the
uncertainties like those in luminosity, lepton efficiency and photon efficiency cancel. The result
is shown in Fig. 7.5 together with the ratios obtained from MCFM and Sherpa.
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Table 7.3.: Exclusive fiducial cross sections at
√
s = 8 TeV. The second and third column shows
the cross section measured with the two template methods. Here the first uncertainty
is the correlated uncertainty and the second is the partially correlated uncertainty of
the template methods. The last column shows the combined value together with the
systematic uncertainty followed by the statistical uncertainty. The third uncertainty
is from the luminosity measurement. The total relative uncertainty is given in
brackets.
pγt [GeV] σiηiη-template [fb] Iphoton,nfp-template [fb] combined [fb]
Muon channel
15 - 20 893±45±24 912±46±58 893±44±10±23 (5.7 %)
20 - 25 450±23±9 484±25±27 449±21±7±12 (5.6 %)
25 - 30 210±11±7 226±12±22 210±11±5±5 (6.5 %)
30 - 35 97.8±5.8±3.9 110±6±11 97.7±5.7±3.3±2.5 (7.2 %)
35 - 45 97.7±5.8±4.3 104±6±11 97.9±5.9±3.3±2.5 (7.4 %)
45 - 55 47.6±3.3±2.6 46.9±3.2±6.4 47.5±3.3±2.3±1.2 (8.8 %)
55 - 65 29.2±2.3±1.4 28.8±2.3±3.4 29.2±1.9±1.8±0.8 (9.4 %)
65 - 75 11.7±1.2±0.7 11±1.1±1.8 11.7±0.9±1.0±0.3 (12.0 %)
75 - 85 11.4±1.3±0.5 10.2±1.2±1.3 11.2±0.8±1.1±0.3 (12.3 %)
85 - 95 7.8±1.1±0.4 8.4±1.1±1.1 7.76±0.71±0.94±0.2 (15.4 %)
95 - 120 10.5±1.2±0.6 9.4±1.1±1.5 10.4±0.7±1.0±0.3 (12.5 %)
>120 8.7±1±0.3 8.8±1.0±1.0 8.74±0.47±0.94±0.23 (12.2 %)
>15 1873±97±14±49(5.8 %)
electron channel
15 - 20 870±45±29 930±47±52 876±46±12±23 (6.0 %)
20 - 25 428±23±12 449±24±22 430±22±8±11 (6.0 %)
25 - 30 207±12±9 213±12±21 208±13±6±5 (7.2 %)
30 - 35 126.1±7.8±4.3 137±8±13 126±6.8±4.7±3.3 (7.1 %)
35 - 45 87.9±5.6±4.9 94±6±10 88.3±6.1±3.6±2.3 (8.4 %)
45 - 55 55.8±4.1±3.1 56.2±4±5.5 55.8±3.8±3±1.5 (9 %)
55 - 65 25.5±2.4±1.4 24.1±2.2±3.6 25.4±1.9±2.0±0.7 (10.9 %)
65 - 75 13.1±1.5±0.8 11.4±1.4±2.1 12.9±1.1±1.3±0.3 (13.3 %)
75 - 85 10.2±1.4±0.6 9.2±1.2±1.2 10.0±0.9±1.1±0.3 (14.5 %)
85 - 95 8.1±1.4±0.5 6.5±1.1±1 7.4±0.9±1±0.2 (18.9 %)
95 - 120 9.2±1.3±0.6 6.3±1±1.6 8.7±0.8±1.1±0.2 (15.8 %)
>120 9.6±1.2±0.2 7.7±1.1±1.8 9.5±0.5±1.1±0.2 (13.2 %)
>15 1858±103±17±48 (6.2 %)
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Figure 7.4.: Top: exclusive cross section after combining the two template methods compared
to MCFM and Sherpa. Bottom: ratio to MCFM prediction. The uncertainties
of the MCFM calculation are discussed in Section 2.3.2. For Sherpa we quote the
same relative uncertainties as for MCFM .
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Table 7.4.: Exclusive fiducial cross section resulting by combining the electron and muon channels
at
√
s = 8 TeV with systematic, statistical and luminosity uncertainty. Scale and
PDF uncertainties are included in the error of MCFM the calculation.
pγt [GeV] exclusive cross section [fb] MCFM [fb]√
s = 8 TeV
15 - 20 888±44±8±23 920±53
20 - 25 442±21±5±11 474±26
25 - 30 209±12±4±5 222±15
30 - 35 102.5±5.9±2.5±2.7 95.2±8.9
35 - 45 93.8±5.9±2.4±2.4 81.7±7.8
45 - 55 49.8±3.4±1.8±1.3 41.3±3.3
55 - 65 27.4±1.8±1.3±0.7 23.7±1.9
65 - 75 12.09±0.95±0.80±0.31 14.6±1.3
75 - 85 10.66±0.82±0.79±0.28 9.34±0.78
85 - 95 7.61±0.79±0.69±0.20 6.15±0.78
95 - 120 9.64±0.77±0.75±0.25 8.25±0.69
>120 9.06±0.49±0.72±0.24 8.12±0.79
>15 1870±100±10±50 1900±120
Figure 7.5.: The ratio of exclusive over inclusive cross section as a function of pγt . The values
obtained with MCFM and Sherpa are compatible and in agreement with data.
8. Limits on Anomalous Gauge Couplings
8.1. Model Building
The measured cross sections are compatible with the SM expectation from Sherpa with up to
two jets and no anomalous signal is visible. Therefore, we want to set limits on the strength of
anomalous ZZγ and Zγγ coupling constants. In principle it would be desirable to use Sherpa
with up to two jets and anomalous couplings as the test model. However, the computational
expense is extremely high for the two jet generation and a large number of samples with different
values of the coupling constants is needed. Therefore MCFM is used to calculate a large number
of weighted events for different points in the hV3 ,h
V
4 -plane (see section 2.4). However, in each
sample the transverse momentum distribution is corrected by the difference between two jet
Sherpa and MCFM at hV3 = h
V
4 = 0. This seems to be a reasonable approximation since it
was shown in [9] that the effect of NLO QCD corrections on nTGC is negligible compared to
the effect on the SM distribution. To simulate the effects of reconstruction and acceptance,
each event is weighted by the product of the reconstruction and acceptance efficiency for the
two leptons and the photon. The Efficiencies as a function of pt and η are taken from MC
and corrected by the data-driven scale factors. Additionally, the transverse momentum of the
photons is smeared with a Gaussian according to the detector resolution. As we are not searching
for a sharp peak, but rather for an enhancement over a wide range the effect of resolution on
the limits is negligible. This modeling is still missing the contribution of photons indirectly
produced as decay products or particles faking a photon-like signature. Their pt distribution
has been extracted as background fraction with the σiηiη-template method and fitted using
function Eq. 5.2. Adding this contribution to the corrected prediction from MCFM provides a
good model description which can be compared to data as shown in Fig. 8.1
Several sources of uncertainties have to be taken into account for these models:
 8 % theoretical uncertainties: PDF, scales, statistical uncertainty of Sherpa sample.
 Di-lepton and photon efficiency uncertainties of 1 % and 2 % respectively.
 Luminosity: 2.2 % at
√
s = 7 TeV and 2.6 % at
√
s = 8 TeV.
 Uncertainty in fake and indirect photon description is taken from the background fit.
8.2. Limit Calculation
Having a smooth description of the models together with their uncertainties, the limit calculation
can be done using an unbinned profile likelihood ratio as test statistic [26]. The likelihood
L(µ, θ) is defined in Eq. 8.1 where P (pt;µ, θ) is the expected normalized p
γ
t distribution of a
certain model in the range 60 GeV to 500 GeV. This range was selected because below 60 GeV
no significant enhancement due to nTGC can be observed and we do not observe a photon with
a transverse momentum above 500 GeV. The parameter N is the number of photon candidates
observed in this range and pnt is the transverse momentum of the n-th photon. b is the number of
expected events without any anomalous coupling, corresponding to the SM , and s the additional
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Figure 8.1.: Photon transverse momentum distribution compared to the distributions expected
for various strengths of nTGC and the SM (red curve). The p-values show a full
agreement of the observed data with the SM prediction.
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number of events expected for a certain model of nTGC s. The parameter µ is the strength
parameter of the anomalous coupling, i.e., a value of zero corresponds to the SM and a value
of one to the tested nTGC -model. The likelihood depends on an additional parameter θ, a
nuisance parameter, representing the systematic uncertainties. This parameter is used as a
multiplier for the pt depended uncertainties, e.g., for θ = 1 the whole p
γ
t -distribution is scaled
up by one standard deviation. To take into account the expected Gaussian behavior of the
systematic uncertainties the Likelihood is multiplied with the value of a normal distribution at
θ.
To set limits the likelihood ratio takes the form given in Eq. 8.2 with the tested model (µ = 1)
and θˆ1 maximizing the likelihood in the numerator. In the denominator µˆ and θˆ are chosen
to maximize the likelihood [26]. For µˆ < 0 the signal strength is below the SM expectation
and interpreted as a statistical downward fluctuation and µˆ = 0 is chosen. For µˆ > 1 the test
statistic is set to its minimal value zero, i.e., if the observed signal strength µ in the data is
higher than that of the tested model, this model is not excluded. This is a special feature of a
test statistic for upper limit calculation. For each model 200,000 toy experiments are carried
out to calculate the normalized profile likelihood ratio for the SM f(t|SM) and for the nTGC
hypothesis f(t|nTGC). The toy experiments are generated using the values for θ that have been
fitted to the data for µ = 0 in case of f(t|SM) and µ = 1 in case of f(t|nTGC). This is the
procedure that was proposed and used for the Higgs exclusion limits by CMS and ATLAS [17].
L(µ, θ) = norm(θ) · (b(θ) + µs(θ))
N
N !
e−(b(θ)+µs(θ))
∏
N
P (pnt ;µ, θ) (8.1)
t =

−2 ln(L(1,θˆ1)
L(0,θˆ0)
) µˆ < 0
−2 ln(L(1,θˆ1)
L(µˆ,θˆ))
) 0 ≤ µˆ ≤ 1
0 µˆ > 1
(8.2)
To combine the electron and muon channels at collision energies the four likelihoods are
multiplied. Instead of one nuisance parameter four additional parameters have to be fitted.
However, these are not independent since the uncertainties of the channels are correlated this
is considered by an appropriate transformation of the fit parameters. Between the lepton
channels at the same collision energy only the lepton efficiencies are assumed to be uncorrelated.
Among the different collision energies also the luminosity measurement is uncorrelated. All
other uncertainties are taken as fully correlated.
The two integrals CLb and CLsb are defined in Eq. 8.3 and Eq. 8.4 and CLs = 1− CLsbCLb < 95 %
is finally used to set the limit. When calculating expected limits t′ is chosen so that CLb = 50 %.
The values of t′ so that CLb is 2.5 % and 97.5 % are used for the ±2σ and 16 %, 84 % for the
±1σ band. Further discussion on the method of setting the limits can be found in Appendix E.
CLb =
∞∫
t′
f(t|SM)dt (8.3)
CLsb =
∞∫
t′
f(t|nTGC)dt (8.4)
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Figure 8.2.: Combined exclusion of anomalous ZZγ couplings as a function of the scale Λ
together with the unitarity boundaries of Eq. 2.42.
Table 8.1.: Boundaries of CLs < 95 % region for limits on nTGC strengths for single couplings
while all other coupling constants are set to zero combing the two channels and both
center of mass energies.
coupling Λ = 1.5 TeV Λ =∞
hZ3 −0.8·10−2 - 0.9·10−2 −2.9·10−3 - 3.1·10−3
hZ4 −2.6·10−4 - 2.4·10−4 −2.7·10−5 - 2.6·10−5
hγ3 −1.0·10−2 - 1.1·10−2 −3.6·10−3 - 3.6·10−3
hγ4 −2.8·10−4 - 3.1·10−4 −3.0·10−5 - 3.0·10−5
First limits are calculated as a function of the form factor scale Λ defined in Section 2.4. The
results are shown in Fig. 8.2. Above 5 TeV neither the expected nor the observed limits change
as a function of Λ, i.e., the form factor is constant for scales sˆ which can be effectively probed by
this measurement. A constant form factor is equal to a form factor with Λ =∞ or the usage of
no form factor. In the case of hZ3 the limit for Λ = 5 TeV is already below the unitarity bound
(Eq. 2.42) and no form factor is needed to present valid limits. For hZ4 the unitarity bound at
Λ = 5 TeV is still slightly more stringent than the measured limits. Nevertheless, we decided to
present the limits for Λ =∞ (no form factor) and Λ = 1.5 TeV. The second value was selected
because unitarity is not violated for the measured limits and most of the former measurements
presented results using this scale, which can therefore be used as a benchmark point.
The limits without form factor on hZ3 and h
Z
4 are shown in Fig. 8.3 and those on h
γ
3 and h
γ
4
in Fig. 8.4. The corresponding limits with a form factor of Λ =1.5 TeV are shown in Fig. 8.5
and Fig. 8.6, respectively. The boundaries of the exclusion region when only one of the nTGC
strengths is allowed to be different from zero are given in Tab. 8.1. These results, together with
results of the LEP experiments [3], the Tevatron experiments D0 [2] and CDF [14] and from
the LHC ATLAS [1] as well as the published results at
√
s = 7 TeV from CMS [25, 23] are
shown in Fig. 8.7.
All limits are compatible with the SM model expectation and no hint of nTGC are observed.
However, the limits on nTGC could be further improved leaving less room for physics beyond
the SM .
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Figure 8.3.: Exclusion of anomalous ZZγ couplings for the muon and electron channel at both
collision energies as well as the combination of the four results. No form factor is
used.
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Figure 8.4.: Exclusion of anomalous Zγγ couplings for the muon and electron channel at both
collision energies as well as the combination of the four results. No form factor is
used.
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Figure 8.5.: Exclusion of anomalous ZZγ couplings for the muon and electron channel at both
collision energies as well as the combination of the four results. A form factor with
a scale of Λ =1.5 TeV is used.
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Figure 8.6.: Exclusion of anomalous Zγγ couplings for the muon and electron channel at both
collision energies as well as the combination of the four results. A form factor with
a scale of Λ =1.5 TeV is used.
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Figure 8.7.: Comparison of exclusion regions of anomalous ZZγ- and Zγγ-couplings as deter-
mined by various experiments. The new CMS results currently present the most
stringent limits on nTGC s.

9. Conclusion
In this thesis the measurement of the production of Z plus γ with a Z decaying into electrons or
muons was presented. The important background of indirectly produced photons, e.g., in decays
of pi0, and fake photons can be estimated using the template method. Signal templates can
directly be taken from data, while for the background template the input from MC is needed
in order to find an appropriate selection for the data. The measurement uses two different
distributions as template variables. One is based on the shower shape in the electromagnetic
calorimeter, the other is based on isolation. The cross sections obtained with the two template
methods are in good agreement enhancing the reliability of this measurement.
Whenever it is possible we try to use data-driven techniques to measure efficiencies and energy
corrections. For muons, electrons and high pt photons efficiencies are measured using the
T&P method at the Z peak. For photons at low transverse momentum efficiencies and energy
corrections are obtained with FSR photons at the Z resonance in Mµµγ .
Thanks to the LHC and the CMS experiment the cross sections at
√
s = 7 TeV and
√
s = 8 TeV
could be measured for the first time with a remarkably high precision as a function of the photon
transverse momentum. Such a measurement is an important test of the SM . The measured
fiducial inclusive cross sections for photons with pt > 15 GeV
σincl = 1930± 100(sys.)± 20(stat.)± 40(lumi.) fb at
√
s = 7 TeV and
σincl = 2190± 90(sys.)± 10(stat.)± 60(lumi.) fb at
√
s = 8 TeV
are compatible with the SM predictions of σMCFMincl =1930±100 fb and σMCFMincl =2200±130 fb,
respectively. However, we found that the precision of the measurement is sensitive to NNLO
effects. Recently a comparison of the NLO and NNLO cross sections to the
√
s = 7 TeV
measurement from ATLAS has been made in [33]. Due to the different selection and binning a
quantitative comparison to the actual result is difficult, but qualitatively the observed excess
at high transverse momentum is explained. The data is also well described by the Sherpa
calculation with up to two jets. It would be desirable to compare the measured cross sections to
the NNLO calculations.
The exclusive fiducial cross section, measured at
√
s = 8 TeV, is less affected by higher order
corrections and is found to be in better agreement with the MCFM prediction at high transverse
momenta of the photons. The fiducial exclusive cross section for photons with pt > 15 GeV is
σexcl = 1870± 100(sys.)± 10(stat.)± 50(lumi.) fb at
√
s = 8 TeV,
compatible with the SM prediction of σMCFMexcl =1900±120 fb. Based on an effective theory
anomalous couplings (nTGC ) of ZZγ and Zγγ are introduced and upper limits on these coupling
strengths are calculated. The measured limits of all channels as well as their combinations
are within the SM expectation. With this measurement no hint for physics beyond the SM
is observed. However, compared to former measurements the nTGC limits are remarkably
improved thus further restricting the room for new physics. A further improvement could be
reached by also including invisible Z decays. Because of the higher branching ratio to neutrinos,
three times more events are expected compared to muon plus electron decays. However, the
identification of such events is tougher due to the missing lepton signatures.

A. The Tag and Probe Method
The T&P method allows the measurement of reconstruction and identification efficiencies from
the data. Every kinematic distribution that allows to distinguish between the interesting objects
and background objects can be useful. Here the Z resonance is used. Events with a tag object,
i.e., a well reconstructed and identified objects, are selected. The next step is to search for
probes. Probes are objects which have to fulfill only loose identification criteria. If the probe
also fulfills a harder criterion, it becomes a passing probe otherwise it is categorized as a failing
probe. The invariant mass of the tag and probe system is calculated and a fit is performed on
the invariant mass distribution to determine the number of entries in the Z peak. The fact that
these probes together with the tag are from a Z decay allows an identification of the probes
even without further requirements. The fit is done for the failing (Nf ) and passing (Np) probes
separately. If the tag was uniquely chosen, for example, by selecting a certain charge (can be
done randomly before looking at the event), the efficiency c of the harder criterion for a probe
is given by:
c =
Np
Np +Nf
(A.1)
A.1. Muon T&P
To measure the muon efficiency events are used that have been selected by a single muon trigger
which requires an isolation on the trigger level. The minimum transverse momentum threshold
is 24 GeV. A charge is selected randomly and only a muon with this charge and fulfilling all
muon selection requirements (see Tab. 4.1) is accepted as a tag. It is also ensured that the tag
muon fired the single muon trigger to avoid any bias on the probe due to the trigger selection.
The reconstruction and identification efficiency of a single muon depends on the performance
of the reconstruction of the track in the tracker TRK , the track in the muon system SA, the
matching of the two tracks by the global fit GL and on the efficiency of the isolation requirement
ISO. A factorized approach is used to measure these components of the muon efficiency:
µ ≈ TRK · SA · GL · ISO (A.2)
The efficiencies are measured with respect to the previous selection according to the factors
in Eq. A.2, e.g., ISO is measured for muons with a matched inner and outer track. The
track reconstruction efficiency in the tracker TRK is approximated by the track reconstruction
efficiency given a track in the muon system. In Tab. A.1 an overview of the probe selections and
their passing criteria is given. The definition of tracker track includes all track related quality
cuts as described in chapter 4.1.1, e.g., the number of hits in the pixel detector and the dxy and
dz cuts. An analogous definition is used for muon tracks.
A fit is used to extract the number of probes coming from Z decays and therefore being
real muons. To describe the signal the Z peak shape is taken from MC and convolved with a
Gaussian to account for a slightly worse resolution in the data compared to MC. The background
is modeled by a Landau distribution. An example of such a fit is shown in Fig. A.1. The
measured efficiencies as functions of pt, η and the number of vertices are shown in Fig. A.2 for√
s = 7 TeV and in Fig. A.3 for
√
s = 8 TeV. The efficiencies obtained with T&P are compared
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Table A.1.: Overview of probe selections and the passing criteria for muon T&P .
Probe selection Passing criterion
TRK muon track tracker track ∆R < 0.2
SA tracker track muon track ∆R < 0.2
GL muon and tracker tracks accepted by global fit
ISO globally fitted muon isolation criterion
Figure A.1.: Z fit for the measurement of the muon tracking efficiency. This measurement has
the highest background because a tracker track is a rather loose probe selection
criterion.
to the predicted efficiency in MC, referred to as MC truth, which is determined using generator
level information to identify muons from Z decays. The agreement of MC truth efficiencies and
those obtained with MC T&P is very good showing that the fit, especially the Landau modeling
of the background, is working well.
Most of the measured efficiencies show a good agreement between data and MC. However, some
small deviations are observed. In 2012 the largest disagreement (1.5 %) between data and MC is
observed for the tracker tracking efficiency which seems to be affected by high pile-up. In 2011
the largest disagreement (1.5 %) is observed for high number of vertices in the muon tracking
efficiency.
There are enough Z events to determine the efficiency as function of the two parameters
pt and η. These functions are shown in Fig. A.4 and used to correct the MC. The weight
wcor = data/MC for each muon is obtained (Fig. 4.2) and the event weight is multiplied with
the product of the two muon weights.
Since the number of di-muon events is large the precision of the method is not dominated by
statistics. To estimate the systematic uncertainty di-muon efficiencies are calculated. This
is done by applying a weight weff = 1/MC for each muon. The di-muon efficiency can be
calculated for N events
µµ = N/
N∑
n
weff (µ
−
n ) · weff (µ+n ) (A.3)
This is compared to the corresponding efficiency obtained from MC for di-muon events with
60 GeV< Mµµ <120 GeV using generator level information to identify muons from Z decay.
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Figure A.2.: Results of T&P for muons at
√
s = 7 TeV. The efficiencies are measured as functions
of η, pt and on the number of vertices. The results of the T&P measurements in
data and MC are compared. Additionally the efficiencies for the probes obtained
from MC using generator level information instead of the Z peak fit is shown (MC
T&P Truth).
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Figure A.3.: Results of T&P for muons at
√
s = 8 TeV. The efficiencies are measured as functions
of η, pt and on the number of vertices. The results of the T&P measurements in
data and MC are compared. Additionally the efficiencies for the probes obtained
from MC using generator level information instead of the Z peak fit is shown (MC
T&P Truth).
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Figure A.4.: Muon efficiency measured with T&P as function of η and pt at
√
s = 7 TeV (left)
and at
√
s = 8 TeV (right).
The comparison is shown in Tab. A.2. The agreement between MC T&P results and MC truth
is very good. The deviations are about 1 %. An uncertainty of 1 % on the di-muon efficiency is
assumed in this analysis.
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Table A.2.: Di-muon efficiencies obtained by weighting MC with the T&P efficiencies measured
in the data and in MC, together with the MC truth efficiency. The difference
between MC truth and MC T&P is taken as the uncertainty of this method.
Efficiency MC truth [%] T&P MC [%] T&P Data [%]√
s = 7 TeV
µµTRK 97.9 97.9 98.3
µµSA 95.0 94.9 92.8
µµGL 99.1 97.2 96.0
µµISO 97.4 97.3 97.0
µµTOT 89.0 87.9 84.9√
s = 8 TeV
µµTRK 96.9 97.1 95.0
µµSA 94.4 94.5 94.1
µµGL 99.3 97.1 96.3
µµISO 97.0 96.8 96.7
µµTOT 87.1 86.3 83.2
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A.1.1. Double Muon Trigger Efficiency
The CMS trigger system consists of three levels. Level one is the hardware trigger followed by
two levels of software triggers. The double muon trigger used in this analysis is based on a
double muon trigger at level one with a minimum transverse momentum requirement depending
on the data taking period. Starting with 3 GeV for each muon leg, this cut was increased first
to 3.5 GeV and later a threshold of 10 GeV for one of the legs was used. On level two both
muons have to pass a double object filter with requirements on the muon quality. However, one
of the muons has to pass a single object filter where depending on the data taking period an
additional minimum transverse momentum of 7 GeV or 10 GeV is required. On level three a
double object filter with a minimum transverse momentum of 8 GeV for both legs is used. The
single object filter seeded by the corresponding level two filter requires a minimum transverse
momentum of 17 GeV.
This structure of the trigger filters allows writing the efficiency of the trigger (DMT ) in terms
of the level three double (DMF ) and single (SMF ) object filter efficiencies. Both muons have
to pass the double object filter and at least one of them also the single object filter:
DMT = DMF (µ1)DMF (µ2) · [1− (1− SMF |DMF (µ1))(1− SMF |DMF (µ2))] (A.4)
DMT = SMF (µ1)DMF (µ2) + SMF (µ2)DMF (µ1)− SMF (µ1)SMF (µ1).
Where SMF |DMF is the efficiency of the single muon filter given that the muon passed the
double muon filter. The efficiency of both legs can be measured using the T&P method. To
eliminate the influence of the tag the requirements of the single muon trigger used to select
the T&P events and matched to the tag have to be stronger on all trigger levels than those of
the stricter double muon trigger leg, namely the single object filters, i.e., the tag matched to
the single muon trigger would always trigger the strict double muon trigger leg. This allows
a measurement of the efficiency for the probes independently of the tag examining whether
the probe fires the double or the single muon filter. Probes are muons fulfilling all selection
requirements. We measure SMF |DMF instead of SMF by selecting probes that have passed the
double muon filter and testing if they also pass the single muon filter. The efficiencies measured
are shown in Fig. A.5 and Fig. A.6 at
√
s = 7 TeV and
√
s = 8 TeV, respectively. For both data
sets the efficiency of the double muon filter is about 1 % below the MC expectation.
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Figure A.5.: Filter efficiencies of the double muon trigger as obtained with T&P at
√
s = 7 TeV.
Figure A.6.: Filter efficiencies of the double muon trigger as obtained with T&P at
√
s = 8 TeV.
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Figure A.7.: Z fit for the measurement of the electron identification efficiency by the T&P
method.
A.2. Electron T&P
For T&P the single electron data stream is used. Events with a tag electron are selected, namely
electrons passing the full electron selection that can be matched to a single electron trigger.
The pt threshold of single electron triggers was 32 GeV in 2011 and could be lowered to 27 GeV
in 2012 due to an improvement of the electron selection at the trigger level. Again the charge of
the tag is selected randomly to avoid a possible ambiguity of the tag selection.
The electron reconstruction and identification efficiencies are measured separately. The recon-
struction efficiency can be approximately measured by selecting a photon candidate as probe.
Without any further requirement a photon candidate is a supercluster in the ECAL with a very
loose cut of Ehad/Eem < 0.5. Each electron is also reconstructed as a photon candidate. To
become a passing probe a reconstructed electron has to match to this photon candidate. Since an
electron candidate always consists of a GSF track roughly pointing to the supercluster position,
with this method the GSF tracking efficiency is measured. The result can be approximately
used as the reconstruction efficiency since the efficiency of finding the electron supercluster is
high.
The measurement of the electron identification efficiency starts with an electron candidate
(passing probe of the reconstruction measurement) which now becomes a passing probe if the
whole electron identification is passed.
To fit the Z peak the same method is used as for the muons. The shape of the Z peak is taken
from MC and convolved with a Gaussian. A Landau distribution is taken to describe the shape
of the background. An example of such a fit to determine the electron identification efficiency is
shown in Fig. A.7. The measured efficiency is shown as functions of pt, η, and the number of
vertices in Fig. A.8 and Fig. A.9 at
√
s = 7 TeV and
√
s = 8 TeV, respectively. The agreement
between the fitted T&P results for MC and those obtained from MC by matching the probes
to the generator level objects is very good. This is an indication that the background is well
described by a Landau distribution. The two dimensional measurement of the efficiency as a
function of η and pt is used for the MC correction and is shown in Fig. A.10.
To estimate the systematic uncertainty the same method is used as for the T&P uncertainty
estimation of muons. The efficiencies of the di-electron reconstruction and identification measured
with MC T&P are compared to the values predicted by MC using generator level information
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Figure A.8.: Results of T&P method to measure electron reconstruction and identification
efficiency at
√
s = 7 TeV.
Figure A.9.: Results of T&P method to measure the electron reconstruction and identification
efficiency at
√
s = 8 TeV.
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Figure A.10.: Electron efficiency measured with T&P as function of η and pt at
√
s = 7 TeV
(left) and at
√
s = 8 TeV (right).
Table A.3.: Di-electron efficiencies obtained by weighting MC with the measured efficiencies
from T&P in data and MC, together with the MC truth efficiency.
Efficiency MC truth [%] T&P MC [%] T&P Data [%]√
s = 7 TeV
eeEL 94.1 94.9 94.3
eeID 66.8 66.5 65.0√
s = 8 TeV
eeEL 93.5 95.0 93.9
eeID 62.6 64.4 63.8
to identify electrons from Z decays. The calculated di-electron efficiencies are listed in Tab. A.3.
The two values are compatible within 1 % - 2 %.
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Figure A.11.: Filter efficiencies of the double electron trigger as obtained with T&P in 2011.
Figure A.12.: Filter efficiencies of the double electron trigger as obtained with T&P in 2012.
A.2.1. Double Electron Trigger Efficiency
The structure of the double electron trigger filters is similar to that of the double muon trigger,
i.e, the efficiency of two filters have to be measured: A double electron filter (DEF) which has
to be passed by both electrons and a single electron filter (SEF) to be passed by at least one
electron. The probability for an event to pass the trigger can be evaluated using:
DET = DEF (e1)DEF (e2) · [1− (1− SEF |DEF (e1))(1− SEF |DEF (e2))]. (A.5)
The tag is matched to a single electron trigger with more stringent requirements at each trigger
level than the hard leg of the double electron filter. Then the efficiency for probes to pass the
DMF and to pass the SMF given that it passed the DMF is measured. As probe only electrons
passing the full electron identification are considered. The measured efficiencies as functions of
η, pt and the number of reconstructed primary vertices are shown in Fig. A.11 for
√
s = 7 TeV
and in Fig. A.12 for
√
s = 8 TeV.
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Figure A.13.: Probability to reconstruct and identify an electron as photon at
√
s = 7 TeV (top)
and at
√
s = 8 TeV (bottom).
A.3. Electron Misidentification as Photon
As described in Section 4.1.3 a veto on electrons is used in the photon selection. Photon
candidates are rejected if there is a GSF track pointing to their supercluster with no missing
inner hit on the GSF track trajectory unless it is identified as conversion with two tracks and a
conversion vertex. In this section we want to estimate the contamination of electrons in our
signal photons.
The first step is to measure the probability that an electron passes all photon identification
requirements including the electron veto. This can easily be measured using the T&P method
with Z → e+e−. As in the measurement of the electron reconstruction efficiency we start with
a photon candidate as probe. This becomes a passing probe if the whole photon identification
including the electron veto is fulfilled. The results as functions of η, pt and the number of
primary vertices are shown in Fig. A.13.
The next step is to select standard signal event in the muon channel, but instead of photons
electrons passing the whole electron identification are selected. Their number, corrected by
the electron efficiency, is multiplied by the misidentification probability to estimated the total
number of misidentified electrons. The fraction of misidentified photon over signal events (after
background subtraction) is shown in Fig. A.14 as a function of pγt .
The described method assumes that the selected electrons are a pure sample, but there might
also be misidentified converted photons. Therefore the measured values should rather be
interpreted as an upper limit on the fake rate. However, the obtained fake rate is very small at
low transverse momentum and still far below the statistical uncertainties of the measurements
at high transverse momenta. We can conclude that the impact of photons faked by electrons on
the analysis is negligibly small.
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Figure A.14.: Estimated fraction of electrons faking a signal photon at both energies.
B. Photon Efficiency Measurement using FSR
Photons
A clean sample of FSR photons can be selected using only kinematic cuts. This together with
the feature that the invariant mass Mµµγ of FSR photons and the two muons peak at the Z
mass allows the measurement of the photon ID efficiencies. For this measurement only di-muon
events are used with a transverse momentum of the leading muon greater than 30 GeV and a
second muon with a pt greater than 10 GeV. The invariant mass of the two muons is selected
to be between 30 GeV and 82 GeV. Apart from this the muons are selected with the standard
muon selection as described in Tab. 4.1.
The invariant mass of the two muons and a photon candidate is fitted to extract the number of
events in the Z peak. This is done for photon candidates that do not pass the photon ID to
extract the number of failing photons (Nf ) and for photons passing the whole ID to extract
the number of passing photons (Np). The signal is fitted using a Breit-Wigner distribution
with a width fixed at the Z width (2.4 GeV) convolved with a Gaussian to describe resolution
effects. The shape of the background is found to be described by a log-normal distribution.
After extracting Nf and Np the efficiency can be calculated as  =
Np
Np+Nf
.
First the influence of the muon on the measured efficiency for photons radiated very close to the
muon is tested. The muon mainly affects the efficiency of the Ehad/Eem-cut and the electron
veto. Muons are not considered for PF isolation so they have no effect on the measured isolation
values. In Fig. B.1 the dependence of the measured efficiency on ∆Rmin(µ, γ) is shown. For
∆Rmin(µ, γ) > 0.3 the efficiency reaches a plateau showing that the influence of the muon
vanishes and therefore this cut is selected for the following measurements.
The photon identification efficiencies are measured for ID1 and ID2 in bins of p
γ
t and η
γ . The
results are shown in Fig. B.2 for
√
s = 7 TeV and in Fig. B.3 for
√
s = 8 TeV. The fits for the
different pγt bins are shown in Fig. B.4.
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Figure B.1.: Photon ID1 efficiency as a function of ∆Rmin(µ, γ). The effect of the muon is
clearly observed for ∆minR(µ, γ) < 0.3.
107
Figure B.2.: Photon identification efficiencies with ∆R(µ, γ) > 0.3 as functions of pγt , η
γ and the
number of vertices measured at
√
s = 7 TeV compared to the efficiency obtained
with the same method in MC and efficiencies predicted by MC using generator
level information(MC Truth).
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Figure B.3.: Photon identification efficiencies with ∆R(µ, γ) > 0.3 as functions of pγt , η
γ and the
number of vertices measured at
√
s = 8 TeV compared to the efficiency obtained
with the same method in MC and efficiencies predicted by MC using generator
level information(MC Truth).
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Figure B.4.: Top: T&P fits for photons passing photon ID1. Bottom: T&P fits for photons
failing to pass photon ID1. From left to right the fits for the four p
γ
t bins shown in
Fig. B.3 are given.

C. Photon Energy Scale and Resolution
Correction
The photon pt distribution has a steeply falling behavior. Therefore, a shift in the photon energy
scale might have a serious influence on the measured cross section. In the following a method is
described to estimate corrections for the photon energy scale. The photon energy scale can be
corrected in the data while the MC is changed to agree with the measured resolution and scale.
At
√
s = 7 TeV the correction factors are estimated for the two run periods (A and B) separately.
At
√
s = 8 TeV the data is split into three periods (AB,C,D). For each period correction factors
are determined for photons in the endcap and barrel region with low and high R9 in various
energy bins. The method makes use of FSR photons in µ+µ−γ-events with the same selection
used for the signal template, i.e., an invariant di-muon mass between 40 GeV and 80 GeV. To
obtain a very pure sample only photons satisfying the whole photon identification (ID1) and
being close to one of the muons (0.3 < ∆R(µ, γ) < 0.8) are used. As this method is based on
the invariant mass of all three objects, the two muons and the photon, it is important that
the scale and resolution of the two muons are known with high precision. This is why only
the muon channel is used. Plots showing the invariant di-muon mass (see Fig. 4.1) are in very
good agreement with the MC prediction at the Z peak showing that the muon scale is well
understood.
The method consists of two steps: In the first step the energy scale correction factors for the
data are determined. The scale and resolution of photons in MC are systematically changed
using Eq. C.1.
E
′
rec = sEgen + r(Erec − Egen) (C.1)
Erec is the reconstructed energy of the photon and Egen is its energy on generator level. If
s = r = 1, E
′
rec = Erec and no modification is made. Changing s modifies the energy scale while
the resolution (Erec − Egen) remains unchanged. The factor r changes the resolution while the
energy scale is unchanged. To change both scale and resolution a reasonable fraction of the
r − s parameter space is sampled. E′rec is the modified photon energy used to calculate the
invariant µ+µ−γ mass. The modified shapes are compared to the data distribution using a
Kolmogorov-Smirnov (KS) test to judge the agreement. An example of the KS-test results is
shown in Fig. C.1. For the values of s and r leading to the best agreement the distribution of
E
′
rec/Egen − 1 is fitted with a Crystal-Ball function and scale factors fs = 11+m are obtained for
the data, where m is the fitted mean value. The values of fs are given in Tab. C.1 and Tab. C.2
for the two collision energies. As the uncertainties of the best r, s-point the width of the KS-test
peak in r and s direction until the KS-probability is below 32 % is taken and propagated to the
scale factors fs.
The results show that the energy scale of R9h-photons seems to be well described. The absolute
corrections are below 1 %. The observed deviations for R9l-photons are larger. Their energy is
overestimated by a few percent. The fitted width of the Crystal-Ball function, shown in Fig. C.1,
corresponds to the photon energy resolution. The measured resolutions are slightly worse than
predicted by the MC simulation as shown in Fig. C.2. However, the sensitivity of the resolution
measurement is limited, resulting in large uncertainties.
The second step is the MC correction. The correction factors obtained in step one are now
applied to the data. The same procedure as above is now used to find values of r and s giving
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Figure C.1.: Top: example of the Kolmogorov-Smirnov test results showing the agreement
between the µµγ-peak in the data and MC depending on the modification of
resolution r and scale s in MC. Bottom left: For the Mµµγ distribution in one bin
the data is compared to the original MC and to the MC modified according to the
best values for r and s. Bottom right: example of Crystal Ball fit on E
′
rec/Egen−1.
Table C.1.: Photon scale correction fs at
√
s = 7 TeV.
Eγ [GeV] EB R9h [%] EB R9l [%] Eγ [GeV] EE R9h [%] EE R9l [%]
Run Period A
15 - 20 98.2±1.2 92.9±0.2 0 - 65 103.7±2.5 92.3±1.9
20 - 28 100.8±0.7 97.9±1.0 65 - 90 100.9±1.9 95.9±1.6
28 - 40 100.6±0.7 98.5±0.6 90 - 1000 101.9±1.2 97.9±2.0
40 - 200 100.8±0.9 96.2±0.7
Run Period B
15 - 20 99.5±1.0 92.8±1.0 0 - 65 98.7±2.2 91.1±1.3
20 - 28 99.9±0.6 96.5±1.4 65 - 90 100.5±1.2 95.5±1.4
28 - 40 99.7±0.6 97.8±0.8 90 - 1000 100.6±1.9 97.4±1.5
40 - 200 102.5±1.0 96.9±0.8
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Table C.2.: Photon scale correction fs at
√
s = 8 TeV.
Eγ [GeV] EB R9h [%] EB R9l [%] Eγ [GeV] EE R9h [%] EE R9l [%]
Run Period A and B
15 - 20 100.1±0.8 97.7±0.8 0 - 65 100.6±1.8 99.5±1.2
20 - 28 100.5±0.5 98.7±0.5 65 - 90 100.6±1.1 97.3±0.9
28 - 40 99.8±0.4 99.8±0.6 90 - 1000 99.8±0.9 97.5±0.9
40 - 200 98.7±0.5 100.8±0.7
Run Period C
15 - 20 98.5±0.5 98.8±0.7 0 - 65 99.9±1.8 98.2±1.0
20 - 28 100.7±0.4 99.1±0.5 65 - 90 98.4±1.2 99.0±0.9
28 - 40 99.4±0.4 100.3±0.5 90 - 1000 98.3±0.9 96.6±0.8
40 - 200 99.4±0.4 101.3±0.5
Run Period D
15 - 20 100.9±0.7 96.6±0.8 0 - 65 99.6±1.6 99.6±1.1
20 - 28 100.6±0.5 99.6±0.5 65 - 90 100.7±1.1 98.1±0.7
28 - 40 99.3±0.4 99.8±0.5 90 - 1000 98.9±0.8 97.8±0.8
40 - 200 99.7±0.5 99.9±0.6
Figure C.2.: Measured photon resolution as a function of the photon energy. Top: at
√
s = 7 TeV.
Bottom: at
√
s = 8 TeV.
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Figure C.3.: Left: data and MC comparison without any photon scale or resolution corrections.
Middle: comparison of data with and without photon energy scale correction
(step1). Right: comparison of data with corrected photon scale and MC with
corrected photon scale and resolution (step 2).
Table C.3.: MC corrections at
√
s = 7 TeV.
Eγ [GeV scale (s) [%] resolution (r) [%]
R9h R9l R9h R9l
barrel
15 - 20 100.1±0.8 92.3±1.3 140±59 192±68
20 - 28 100.2±0.5 97.6±0.5 133±69 69±20
28 - 40 100.4±0.5 97.0±0.5 182±93 88±14
40 - 200 100.4±0.8 94.9±0.6 224±112 129±15
endcap
0 - 65 102.3±1.9 91.5±1.2 213±72 106±19
65 - 90 100.8±1.0 92.1±1.1 171±85 124±14
90 - 1000 99.5±1.0 88.7±1.3 189±90 204±20
the best agreement between the corrected data and the MC simulation. Here the data is not
split into different run periods, but the best agreement with the whole data at
√
s = 8 TeV or√
s = 7 TeV is searched for. The distributions shown in Fig. C.3 demonstrate the effect of the
two steps showing the invariant µ+µ−γ masses after each step. The agreement between the
data and MC is much better after applying the scale and resolution correction factors given in
Tab. C.3 and Tab. C.4.
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Table C.4.: MC corrections at
√
s = 8 TeV.
Eγ [GeV] scale (s) [%] resolution (r) [%]
R9h R9l R9h R9l
barrel
15 - 20 99.7±0.4 97.8±0.5 130±53 92±45
20 - 28 99.9±0.3 98.2±0.3 134±60 105±21
28 - 40 99.9±0.3 98.2±0.3 128±71 140±16
40 - 200 100.2±0.3 98.7±0.4 138±90 122±15
endcap
0 - 65 100.7±1.0 96.4±0.7 259±77 129±24
65 - 90 98.9±0.7 94.6±0.6 189±81 136±13
90 - 1000 97.2±0.8 93.7±0.6 246±43 115±8

D. MC Studies
 The measured cross section is in better agreement with the Sherpa prediction which
includes matrix element calculations of up to two additional jets compared to MCFM
calculating the cross section at NLO including up to one jet. To make sure that the
observed deviation is due to the inclusion of the additional jet, the Sherpa prediction
including up to one jet is compared to its prediction with up to two jets. The ratio is
shown in Fig. D.1 (left) and the observed excess is similar to the excess found when
comparing Sherpa with up to two jets to the NLO calculation of MCFM . This confirms the
assumption that the second jet is important for the calculation of the photon pt spectrum.
 In Addition we test the influence on the cross section of the parton isolation (Ip) used in
MCFM compared the isolation of long-lived generator particles (Igen) as used in Sherpa.
Fig. D.1 (right) shows the ratio of the Sherpa (up to two jets) cross section obtained
requiring the MCFM -like Ip <5 GeV to the cross section resuling by using Igen <5 GeV.
The ratio is constant at one within its uncertainty, therefore the effect due the different
isolations should to be negligible.
 To test the plausibility of the template method the cross section is also calculated by
extracting the background as predicted by MC. The result is in good agreement with the
template method as shown in Fig. D.2 (top).
 The correction for the ECAL gaps is the most important contribution to the acceptance
as shown in Fig. D.2 (left). The acceptance as calculated with Sherpa is compared to
MCFM and both results are fully compatible. For Sherpa the acceptance is calculated
on the matrix element level and compared that after full event generation which includes
additional radiation of photons by the leptons and jets from the parton shower. However,
as shown in Fig. D.2 (right) these effects do not have a large impact on the acceptance.
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Figure D.1.: Left: ratio of cross sections calculated with Sherpa including up to two jets over
Sherpa including up to one jet at matrix element level. Right: cross section from
Sherpa using Igen over Sherpa using the MCFM like Ip.
Figure D.2.: Top: inclusive cross sections obtained with the σiηiη-template method compared
to the cross section obtained with background prediction from MC. Both results
show a good agreement. Left: comparison of the cross sections within the detector
acceptance and the final cross section phase space as a function of the photon
η. Right: Comparison of acceptances calculated with MCFM and Sherpa. We
also compare the Sherpa acceptance at matrix element level and after full event
generation. All three acceptances are compatible.
E. Additional Information about Limit
Calculation
In Fig. E.1 the distribution of the test statistic t is shown (Eq. 8.2) for an excluded and a not
excluded nTGC model together with the observed value in the data. The calculation of CLsb
and CLb is illustrated.
In Fig. E.2 an exclusion plot with an inserted signal is shown. In contrast to the observed limits
in real data, here the observed limit is not compatible with the expected one and the ellipses
cannot become smaller. However, when setting upper limits in the way done here and commonly
done in LHC analyses the null hypothesis, the SM in this case, will never be excluded. This
makes sense in the way that an arbitrary small signal will never be discovered.
A commonly used strategy is to set upper limits first. If an excess is observed, the test statistic t0
Eq. E.1 can be used to discover a signal by searching for the model with the highest probability.
The p-values of certain models are shown in Fig. E.3. The best compatibility is given for a
p-value of 50 %, which is close to the measured p-values of the SM .
t0 =
0 µˆ < 0−2 ln(L(0,θˆ0)
L(µˆ,θˆ)
) µˆ ≥ 0 (E.1)
Figure E.1.: Right: not excluded point with CLs = 0.22. Left: excluded point with CLs = 1.
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Figure E.2.: Exclusion plot with inserted signal of hZ3 = 0.005, h
Z
4 = 0 (black point).
Figure E.3.: The p-value of a certain nTGC model given the measured data. The SM has the
optimal value of about 50 %.
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E.1. Feldman-Cousins Confidence Region
Instead of setting upper limits on the signal strength an alternative method often used in particle
physics is to calculate confidence regions as proposed in [?]. In this case the likelihood and
the test statistic are defined in Eq. E.2 and Eq. E.3, respectively. Here the likelihood depends
directly on the model parameters hV3 and h
V
4 . In the denominator of the test statistic those
values of hV3 , h
V
4 and the nuisance parameter θ are calculated that maximize the likelihood.
This corresponds to the most likely point in the hV3 ,h
V
4 -plane. In the numerator the test values
for hV3 and h
V
4 are inserted and θ is maximized.
L(hV3 , h
V
4 , θ) = norm(θ) ·
(b(θ) + s(hV3 , h
V
4 , θ))
N
N !
e−(b(θ)+s(h
V
3 ,h
V
4 ,θ))
∏
N
P (pnt ;h
V
3 , h
V
4 , θ) (E.2)
tFC = −2 ln(L(h
V
3 , h
V
4 ,
ˆˆ
θ)
L(hˆ3, hˆ4, θˆ)
) (E.3)
A large number of MC experiments is used to calculate the distribution of the test statistic for
the signal hypothesis f(tFC |nTGC) for 30× 30 points in the relevant region of the hV3 ,hV4 -plane.
The confidence region in which the true parameters are expected with a probability α is defined
by the region where
CL =
tFC(data)∫
0
dtFCf(tFC |nTGC) < α (E.4)
The distributions of the test statistic f(tFC |SM) for the SM hypothesis at the same points are
calculated and the median is determined and used to replace tFC(data) in Eq. E.4 to obtain
the expected confidence regions. In Fig. E.4-Fig. E.7 the best fitted points together with the
95 % confidence regions are shown. Additionally the contours of the expected 68 %, 95 % and
99 % confidence regions are given. For all nTGC models the best fitted point is within the
expected 95 % confidence region for most of the models even within the 68 % region. The only
observed tension is that the SM point for the Zγγ model with Λ = 1.5 TeV is on the edge of
the measured 95 % confidence region. However, this corresponds only to a 2σ effect which is
also observed for the CLs limit on this model.
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Figure E.4.: Feldman-Cousins confidence regions of ZZγ nTGC s for the muon and electron
channel at both collision energies as well as the combination of the four results. No
form factor is used.
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Figure E.5.: Feldman-Cousins confidence regions of ZZγ nTGC s for the muon and electron
channel at both collision energies as well as the combination of the four results. No
form factor is used.
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Figure E.6.: Feldman-Cousins confidence regions of Zγγ nTGC s for the muon and electron
channel at both collision energies as well as the combination of the four results.
With a form factor scale of Λ = 1.5 TeV.
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Figure E.7.: Feldman-Cousins confidence regions of Zγγ nTGC s for the muon and electron
channel at both collision energies as well as the combination of the four results.
With a form factor scale of Λ = 1.5 TeV.

F. Extracted Signal Fraction in Jet Data and
QCD MC
128 F. Extracted Signal Fraction in Jet Data and QCD MC
Figure F.1.: ECAL barrel: Left: extracted signal fraction as function of the lower and upper
cut for the σiηiη-templates. Middle: Ui − fd(see Section 5.4). Right: values of U
fitted with Gaussian to estimate the difference between QCD MC and jet data.
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Figure F.2.: ECAL endcap: Left: extracted signal fraction as function of the lower and upper
cut for the σiηiη-templates. Middle: Ui − fd(see Section 5.4). Right: values of U
fitted with Gaussian to estimate the difference between QCD MC and jet data.
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Figure F.3.: ECAL barrel: Left: extracted signal fraction as function of the lower and upper
cut for the Iphoton,nfp-templates. Middle: Ui − fd(see Section 5.4). Right: values of
U fitted with Gaussian to estimate the difference between QCD MC and jet data.
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Figure F.4.: ECAL endcap: Left: extracted signal fraction as function of the lower and upper
cut for the Iphoton,nfp-templates. Middle: Ui − fd(see Section 5.4). Right: values of
U fitted with Gaussian to estimate the difference between QCD MC and jet data.

G. Template Fitting Plots
G.1. Muon Channel Fits
Figure G.1.: Muon channel: fit to extract the signal with σiηiη-templates for the inclusive cross
section at
√
s = 7 TeV.
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Figure G.2.: Muon channel: fit to extract the signal with Iphoton,nfp-templates for the inclusive
cross section at
√
s = 7 TeV.
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Figure G.3.: Muon channel: fit to extract the signal with σiηiη-templates for the inclusive cross
section at
√
s = 8 TeV.
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Figure G.4.: Muon channel: fit to extract the signal with Iphoton,nfp-templates for the inclusive
cross section at
√
s = 8 TeV.
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Figure G.5.: Muon channel: fit to extract the signal with σiηiη-templates for the exclusive cross
section at
√
s = 8 TeV.
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Figure G.6.: Muon channel: fit to extract the signal with Iphoton,nfp-templates for the exclusive
cross section at
√
s = 8 TeV.
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G.2. Electron Channel Fits
Figure G.7.: Electron channel: fit to extract the signal with σiηiη-templates for the inclusive
cross section at
√
s = 7 TeV.
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Figure G.8.: Electron channel: fit to extract the signal with Iphoton,nfp-templates for the inclusive
cross section at
√
s = 7 TeV.
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Figure G.9.: Electron channel: fit to extract the signal with σiηiη-templates for the inclusive
cross section at
√
s = 8 TeV.
142 G. Template Fitting Plots
Figure G.10.: Electron channel: fit to extract the signal with Iphoton,nfp-templates for the
inclusive cross section at
√
s = 8 TeV.
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Figure G.11.: Electron channel: fit to extract the signal with σiηiη-templates for the exclusive
cross section at
√
s = 8 TeV.
144 G. Template Fitting Plots
Figure G.12.: Electron channel: fit to extract the signal with Iphoton,nfp-templates for the
exclusive cross section at
√
s = 8 TeV.
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G.3. Template Correlation Plots
Figure G.13.: Top: correlation of Iphoton,nfp and σiηiη calculated in jet data with the full photon
selection except for cuts on Iphoton and σiηiη. Bottom: correlation of Iphoton,nfp
and σiηiη calculated for FSR-photons with the full photon selection except for
cuts on Iphoton and σiηiη.

H. Cross Sections without fiducial Cuts
In this section the cross sections are presented without the fiducial cuts. The only cuts to define
the cross section phase space is the separation ∆R(l, γ) > 0.7, Mll > 50 GeV and Ip < 5 GeV.
These cross section values are not limited to the acceptance of the CMS detector. However, they
include large extrapolations to not measured phase space regions where we rely on the NLO
SM calculation with MCFM . The obtained acceptances are shown in Fig. H.1. A graphical
presentation of the results is shown in Fig. H.2 and the values are listed in Tab. H.1 and Tab. H.2
for the inclusive measurements at both collision energies and in Tab. H.3 for the exclusive
measurement at
√
s = 8 TeV.
Figure H.1.: Acceptances for the cross section calculation without fiducial cuts based on the
NLO MCFM SM calculation. The acceptance has a minimum at pγt = 45 GeV
since many leptons from a Z decay do not pass the minimum pt threshold for
leptons of 20 GeV after the radiation of a FSR photon with such a high transverse
momentum.
Table H.1.: Inclusive cross section at
√
s = 7 TeV without fiducial cuts with systematic, statistical
and luminosity uncertainties for the two lepton channels and their combination.
The last column shows the NLO SM calculation of MCFM .
pγt [GeV] muon channel [fb] electron channel [fb] combined [fb] MCFM [fb]
15 - 25 3910±180±60±90 3410±190±70±80 3700±180±50±80 3900±190
25 - 35 1139±57±36±25 1278±67±47±28 1174±59±28±26 1102±65
35 - 55 410±24±18±9 365±23±20±8 388±23±13±9 325±16
55 - 75 107.6±7.3±8.5±2.4 109.1±6.6±10±2.4 108.3±6.9±6.5±2.4 84.9±3.3
75 - 95 29.9±3±4.2±0.7 47.1±2.7±6.3±1 35.4±3.0±3.4±0.8 32.3±1.3
>95 41.9±3.2±4.8±0.9 34.1±1.7±4.9±0.7 37.4±2.5±3.4±0.8 32.4±1.5
> 15 5640±280±75±120 5250±290±90±120 5500±280±60±120 5480±270
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Table H.2.: Inclusive cross section at
√
s = 8 TeV without fiducial cuts with systematic, statistical
and luminosity uncertainties for the two lepton channels and their combination.
The last column shows the NLO SM calculation of MCFM .
pγt [GeV] muon channel [fb] electron channel [fb] combined [fb] MCFM [fb]
15 - 20 2780±110±30±70 2750±120±30±70 2770±110±20±70 2880±160
20 - 25 1619±59±23±42 1555±60±27±40 1595±59±18±41 1700±78
25 - 30 888±36±18±23 987±42±24±26 903±38±14±23 920±41
30 - 35 427±17±12±11 447±18±15±12 434±18±9±11 382±21
35 - 45 328±14±9±9 304±14±10±8 317±14±7±8 271±16
45 - 55 151±7.1±5.8±3.9 173.9±7.8±7.6±4.5 158.3±7.3±4.6±4.1 119.9±5.6
55 - 65 85.8±3.9±4.3±2.2 65.3±3.4±4.2±1.7 74.1±3.7±2.9±1.9 64.9±2.6
65 - 75 38.4±2±2.6±1 42.3±2.3±3.3±1.1 39.8±2.1±2.0±1 38.2±1.6
75 - 85 30.9±1.5±2.4±0.8 24.1±1.5±2.3±0.6 27.5±1.5±1.7±0.7 24±1.2
85 - 95 17.2±1±1.7±0.4 15.4±1.3±1.8±0.4 16.5±1.1±1.2±0.4 15.79±0.7
95 - 120 31.5±1.7±2.4±0.8 28.1±1.6±2.5±0.7 29.8±1.7±1.7±0.8 20.95±0.88
>120 22.6±1±1.8±0.6 28±1±2.3±0.7 24.6±1.0±1.4±0.6 19.8±1
> 15 6420±260±45±170 6420±270±54±170 6420±260±30±170 6450±330
Table H.3.: Exclusive cross section at
√
s = 8 TeV without fiducial cuts with systematic, statisti-
cal and luminosity uncertainties for the two lepton channels and their combination.
The last column shows the NLO SM calculation of MCFM .
pγt [GeV] muon channel [fb] electron channel [fb] combined [fb] MCFM [fb]
15 - 20 2600±130±30±70 2550±130±40±70 2590±130±20±70 2650±150
20 - 25 1458±68±23±38 1401±71±27±36 1437±68±18±37 1551±75
25 - 30 789±43±18±21 785±48±22±20 788±44±14±20 834±38
30 - 35 333±19±11±9 428±23±16±11 350±20±9±9 319±26
35 - 45 246±15±8±6 222±15±9±6 235±15±6±6 205±20
45 - 55 104.9±7.3±5±2.7 123±8.4±6.6±3.2 109.9±7.6±3.9±2.9 91.2±6.8
55 - 65 60.8±3.9±3.8±1.6 52.9±3.9±4.1±1.4 57±3.8±2.8±1.5 49.7±3.3
65 - 75 23.3±1.8±2.1±0.6 25.8±2.1±2.6±0.7 24.1±1.9±1.6±0.6 29.1±2.1
75 - 85 21.6±1.6±2.1±0.6 19.4±1.7±2.2±0.5 20.6±1.6±1.5±0.5 18±1.4
85 - 95 14.6±1.3±1.8±0.4 13.9±1.7±1.9±0.4 14.3±1.5±1.3±0.4 11.55±0.92
95 - 120 19±1.4±1.9±0.5 15.8±1.5±1.9±0.4 17.5±1.4±1.4±0.5 15±1.1
>120 13.4±0.7±1.4±0.3 14.7±0.8±1.7±0.4 13.9±0.7±1.1±0.4 12.5±1.2
> 15 5690±290±44±150 5650±310±54±150 5680±290±30±150 5780±330
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Figure H.2.: Top: inclusive cross section without fiducial cuts at both collision energies. Bottom:
exclusive cross section without fiducial cuts at
√
s = 8 TeV.
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Table I.1.:
Dataset Luminosity [pb−1]
Electron Channel
DoubleElectron Run2011A-08Nov2011-v1 2310
DoubleElectron Run2011B-19Nov2011-v1 2714
5.0±0.1 fb−1
Muon Channel
DoubleMu Run2011A-08Nov2011-v1 2310
DoubleMu Run2011B-19Nov2011-v1 2714
5.0±0.1 fb−1
Table I.2.: Signal datasets and integrated luminosity in 2012 for data at
√
s = 8 TeV. The
uncertainty of the integrated luminosity is 2.6 %.
Dataset Luminosity [pb−1]
Electron Channel
DoubleElectron Run2012A-13Jul2012-v1 775
DoubleElectron Run2012A-recover-06Aug2012-v1 81
DoubleElectron Run2012B-13Jul2012-v1 4412
DoubleElectron Run2012C-24Aug2012-v1 466
DoubleElectron Run2012C-EcalRecover 11Dec2012-v1 133
DoubleElectron Run2012C-PromptReco-v2 6271
DoubleElectron Run2012D-PromptReco-v1 6704
DoubleElectron Run2012D-16Jan2013-v1 583
19.4±0.5 fb−1
Muon Channel
DoubleMu Run2012A-13Jul2012-v1 778
DoubleMu Run2012A-recover-06Aug2012-v1 81
DoubleMu Run2012B-13Jul2012-v4 4408
DoubleMu Run2012C-24Aug2012-v1 470
DoubleMu Run2012C-PromptReco-v2 6311
DoubleMu Run2012C-EcalRecover 11Dec2012-v1 133
DoubleMu Run2012D-PromptReco-v1 6712
DoubleMu Run2012D-16Jan2013-v1 579
19.5±0.5 fb−1
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