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Abstract
To push the envelope of DCT-based lossy image/video compression, this thesis is motivated
to revisit design of some fundamental blocks in image/video coding, ranging from source
modelling, quantization table, quantizers, to entropy coding. Firstly, to better handle
the heavy tail phenomenon commonly seen in DCT coefficients, a new model dubbed
transparent composite model (TCM) is developed and justified. Given a sequence of DCT
coefficients, the TCM first separates the tail from the main body of the sequence, and
then uses a uniform distribution to model DCT coefficients in the heavy tail, while using
a parametric distribution to model DCT coefficients in the main body. The separation
boundary and other distribution parameters are estimated online via maximum likelihood
(ML) estimation. Efficient online algorithms are proposed for parameter estimation and
their convergence is also proved. When the parametric distribution is truncated Laplacian,
the resulting TCM dubbed Laplacian TCM (LPTCM) not only achieves superior modeling
accuracy with low estimation complexity, but also has a good capability of nonlinear data
reduction by identifying and separating a DCT coefficient in the heavy tail (referred to as
an outlier) from a DCT coefficient in the main body (referred to as an inlier). This in turn
opens up opportunities for it to be used in DCT-based image compression.
Secondly, quantization table design is revisited for image/video coding where soft deci-
sion quantization (SDQ) is considered. Unlike conventional approaches where quantization
table design is bundled with a specific encoding method, we assume optimal SDQ encoding
and design a quantization table for the purpose of reconstruction. Under this assumption,
we model transform coefficients across different frequencies as independently distributed
random sources and apply the Shannon lower bound to approximate the rate distortion
function of each source. We then show that a quantization table can be optimized in a way
that the resulting distortion complies with certain behaviour, yielding the so-called optimal
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distortion profile scheme (OptD). Guided by this new theoretical result, we present an ef-
ficient statistical-model-based algorithm using the Laplacian model to design quantization
tables for DCT-based image compression. When applied to standard JPEG encoding, it
provides more than 1.5 dB performance gain (in PSNR), with almost no extra burden on
complexity. Compared with the state-of-the-art JPEG quantization table optimizer, the
proposed algorithm offers an average 0.5 dB gain with computational complexity reduced
by a factor of more than 2000 when SDQ is off, and a 0.1 dB performance gain or more
with 85% of the complexity reduced when SDQ is on.
Thirdly, based on the LPTCM and OptD, we further propose an efficient non-predictive
DCT-based image compression system, where the quantizers and entropy coding are com-
pletely re-designed, and the relative SDQ algorithm is also developed. The proposed system
achieves overall coding results that are among the best and similar to those of H.264 or
HEVC intra (predictive) coding, in terms of rate vs visual quality. On the other hand,
in terms of rate vs objective quality, it significantly outperforms baseline JPEG by more
than 4.3 dB on average, with a moderate increase on complexity, and ECEB, the state-of-
the-art non-predictive image coding, by 0.75 dB when SDQ is off, with the same level of
computational complexity, and by 1 dB when SDQ is on, at the cost of extra complexity.
In comparison with H.264 intra coding, our system provides an overall 0.4 dB gain or so,
with dramatically reduced computational complexity. It offers comparable or even better
coding performance than HEVC intra coding in the high-rate region or for complicated
images, but with only less than 5% of the encoding complexity of the latter. In addition,
our proposed DCT-based image compression system also offers a multiresolution capability,
which, together with its comparatively high coding efficiency and low complexity, makes
it a good alternative for real-time image processing applications.
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Chapter 1
Introduction
1.1 Thesis motivation
Digital image/video has been a ubiquitous and essential component of the entertainment,
broadcasting, and communications industries, and image/video data increases explosively
over the years. According to a Cisco report [11], global mobile data traffic reached 885
petabytes per month in 2012, among which 50% was video traffic; by 2017, the global
mobile data traffic would increase 13-fold and the percentage of video traffic would further
increase to two-third. For images, over 1 trillion photos are estimated online at any given
time, from web pages, social media, ad photos, etc. This fuels a demand for image/video
compression to pursue the best possible coding efficiency for accommodating the rapidly
growing demand for image/video data.
For catering this demand, many image/video coding standards have been developed
during the past decades [1], [5], [30], [31], [61], [32], [51]. Most of these standards adopt
transform coding to convert pixel values to transform coefficients in order to de-correlate
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the input image/video signal. The transform coding exploits the spacial redundancy in an
image/video frame, leaving the same information more concentrated in certain frequencies
in the transform domain than it was in the spacial domain. Among many transforms, the
discrete cosine transform (DCT) is a very popular one due to its capability to yield a good
tradeoff between complexity and energy compaction performance, while easily fitting into
the block-matching motion estimation framework [31], [32] for video coding. To name a
few, JPEG [1], [58], H.264/AVC [31], [61], and the newly developed HEVC [32], [51] are
all DCT-based image/video coding methods.
Given an N ×M image block, I, in the spatial domain, the pixel at coordinates (x, y)
is denoted Ix,y. The two-dimensional (2-D) N ×M DCT to transform I into an image in
the frequency domain or DCT domain, C, is defined by
Cu,v =
2√
NM
F (u)F (v)
N−1∑
x=0
M−1∑
y=0
Ix,ycos
(2x+ 1)upi
2N
cos
(2y + 1)vpi
2M
, (1.1)
for u = 0, 1, · · · , N − 1, v = 0, 1, · · · ,M − 1, where F (t) = 1/√2 for t = 0, or F (t) = 1
otherwise. The corresponding 2-D inverse DCT is given by
I ′x,y =
2√
NM
N−1∑
u=0
M−1∑
v=0
F (u)F (v)Cu,vcos
(2x+ 1)upi
2N
cos
(2y + 1)vpi
2M
, (1.2)
for x = 0, 1, · · · , N − 1, y = 0, 1, · · · ,M − 1.
Prediction is a method to remove the spatial and/or temporal redundancy in the input
signal. A DCT-based image/video compression system can either be non-predictive such as
in JPEG, or it can be predictive such as in H.264 and HEVC. A DCT-based non-predictive
image compression system is shown in Fig. 1.1. The input image is first partitioned into
blocks, and DCT is applied to each block. Then DCT coefficients are quantized (typically
by uniform scaler quantizers) and finally entropy coded. A DCT-based predictive video
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Bit stream
DCT Quantization
Input image
Entropy 
Coding
Figure 1.1: Block diagram of a typical DCT-based non-predictive image compression system.
compression system is illustrated in Fig. 1.2, where intra prediction is used to remove the
spatial redundancy in an individual video frame and inter prediction is used to remove the
temporal redundancy among adjacent video frames. The predicted signal is subtracted
from the input signal, and the residue is then transformed by DCT. DCT coefficients are
quantized and finally entropy coded. In addition, in-loop filters are usually applied to the
reconstruction signal to mitigate the blocking artifacts of the decoded video frames, and the
resulting reconstructed frames are stored in the decoded picture buffer as reference video
frames. Prediction generally improves coding efficiency, however, it significantly increases
encoding complexity and makes the encoder (such as the HEVC encoder as shown in [9] and
Chapter 4 of this thesis) generally hard to be applied to real-time applications. As such,
non-predictive coding methods such as JPEG are still widely used as of this writing due
to their lower complexity. The scope of this thesis covers the DCT-based non-predictive
coding, with the predictive case left for future work (note that the methodology proposed in
this thesis can be extended to predictive coding as discussed in the future work in Chapter
5).
To further push the envelope of DCT-based (lossy) image/video compression, this the-
sis is motivated to revisit some of the most important design blocks/components–from
source modelling, to quantization table design, to quantizers and entropy coding design,
and further proposes some new design perspectives, which may provide the essential theo-
retical guidance and/or practical methodology to the next generation image/video coding
3
Bit stream
DCT Quantization
Input video frame
Entropy 
Coding+
De-quantization
Inverse DCT
In-loop Filter
Intra Prediction
Inter Prediction
Decoded Picture
Buffer
Figure 1.2: Block diagram of a typical DCT-based video compression system.
standard.
To be specific, work in this thesis is mainly motivated by a desire to answer the following
three questions.
1) How can we effectively and efficiently model DCT coefficients for DCT-based im-
age/video compression?
The popularity of DCT has attracted, during the past a few decades, a lot of interest in
understanding the statistical distribution of DCT coefficients [43], [33], [36], [25], [6], [50],
[21], [76], [75]. Deep and accurate understanding of the distribution of DCT coefficients
would be helpful to the design of lossy image/video compression algorithms [50], [21].
Many probability prototypes were proposed in the literature to model DCT coefficients,
including Gaussian [6], generalized Gaussian [33], [25], Laplacian [43], [36], [25], [50], and
Cauchy [21].
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However, those models either suffer from poor modelling accuracy that could not fit
the histogram very well, or high complexity for parameter estimation that could not be
applied online in practice. As such, further studies and revisit on the distribution of DCT
coefficients are suggested, as we raise the question–how to effectively and efficiently model
DCT coefficients, such that they can be accurately described by the statistical model that
can be obtained online with low complexity for parameter estimation?
2) With a statistical model, how can we efficiently design a quantization table in the
rate-distortion (RD) sense for DCT-based image/video compression?
A quantization table is often used in DCT-based image/video compression, where each
frequency location is usually assigned an individual quantization step size to uniformly
quantize the DCT coefficients at that frequency. Quantization table design is often seen
as a rate-allocation problem, which is important to the RD performance of a DCT-based
image/video compression system. The design of a quantization table has been well studied
in traditional hard-decision quantization (HDQ) settings [19], [62], [42].
Recently, a more advanced quantization technique called soft-decision quantization
(SDQ) has been developed for image/video compression [79], [73], [74], [72], [70], [71],
[16], [64], [22]. Because of its superiority over HDQ, SDQ or its suboptimal version called
rate distortion optimized quantization (RDOQ) [22] has been well adopted in both video
coding standards H.264/AVC [31] and HEVC [32]. In light of the increasing importance of
SDQ in image/video compression, we are motivated to revisit quantization table design in
the context of SDQ, as we raise the question–how to efficiently design a quantization table
for image/video compression given a statistical model of DCT coefficients, where SDQ is
considered?
3) With a statistical model and a quantization table, how can we efficiently design
5
quantizers and entropy coding for DCT-based image compression?
For DCT-based image compression, knowledge of the distribution of DCT coefficients
is important to quantizers and entropy coding design, as the resulting statistical model can
guide quantizer design and thus affect the subsequent entropy coding design. In addition,
the quantizer design also depends on the quantization table design scheme when SDQ
is considered (see Chapter 3 and Chapter 4 for details). To further improve the RD
performance of DCT-based image compression, we raise the question–how to efficiently
design quantizers and entropy coding, given a new statistical model and a quantization
table design scheme considering SDQ.
1.2 Thesis contributions
The purpose of this thesis is mainly to answer the three questions raised in the last section
one by one:
1) In answering the first question in Section 1.1, a further study on the distribution
of DCT coefficients is conducted. To better handle the heavy tail phenomenon commonly
seen in DCT coefficients, a new model dubbed transparent composite model (TCM) is de-
veloped and justified. For continuous DCT coefficient sources, a TCM with the parametric
distribution being truncated Laplacian distribution, i.e., Laplacian TCM (LPTCM) was
first proposed in [75], which is extended to the discrete case in this thesis; for discrete
DCT coefficient sources, a TCM with the parametric distribution being truncated geomet-
ric distribution, i.e., geometric TCM (GMTCM) is proposed. As shown in our goodness
of fitting tests, the LPTCM and GMTCM achieve superior fitting accuracy in modelling
DCT coefficients. Together with an additional capability of nonlinear data reduction while
maintaining the modelling simplicity and practicality, the LPTCM and GMTCM can be
6
efficiently applied online to guide the lossy algorithm design for DCT-based image/video
compression.
2) in answering the second question in Section 1.1, quantization table design is revis-
ited for image/video compression where SDQ is considered. An optimal distortion profile
scheme (OptD) for quantization table design is proposed in this thesis, which can be easily
performed based on a given statistical model with negligible computational complexity.
Unlike conventional approaches where quantization table design is bundled with a specific
encoding method, the OptD assumes optimal SDQ encoding and design a quantization
table for the purpose of reconstruction. Interestingly, we convert the traditional rate-
allocation problem into a distortion allocation problem, and thus the resulting OptD can
be efficiently applied to any image/video compression systems where a quantization table is
involved, to improve the RD performance (in terms of rate and distortion tradeoff). Based
on the OptD, we further propose a model-based quantization table optimization algorithm
to boost the RD performance for JPEG type encoding.
3) in answering the third question in Section 1.1, an efficient non-predictive DCT-
based image compression system is developed based on the LPTCM and OptD, where
the quantizers and entropy coding are completely re-designed. A new SDQ algorithm is
also proposed to jointly optimize the quantization and entropy coding. As shown in our
subjective and objective tests, the proposed image compression system provides high coding
efficiency both in terms of rate vs peak signal-to-noise ratio (PSNR) and rate vs visual
quality, with low computational complexity, while having an additional multiresolution
capability, which make it a good alternative for real-time image processing applications.
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1.3 Thesis organization
The rest of the thesis is organized as follows. Chapter 2 proposes the TCM with justifi-
cations including the LPTCM and GMTCM, with the data reduction capability shown in
the end of the chapter. Chapter 3 presents the OptD for quantization table design in the
context of SDQ, which is applied to JPEG encoding and other image coding systems based
on the Laplacian model. Chapter 4 discusses the new DCT-based image compression sys-
tem based on the LPTCM and OptD, with both subjective and objective test results and
its multiresolution feature demonstrated. Chapter 5 summarizes the thesis and proposes
relative future work.
8
Chapter 2
Transparent Composite Model for
DCT coefficients
This chapter proposes a new statistical model called TCM, which is separated into two cases
for continuous DCT coefficient sources, i.e., continuous TCM, and discrete DCT coefficient
sources, i.e., discrete TCM. Section 2.1 reviews various statistical models proposed in the
literature and the relative measurement for modelling accuracy. Section 2.2 demonstrates
the heavy tail phenomenon in DCT coefficients. The continuous TCM and discrete TCM
are presented in Section 2.3 and Section 2.4, respectively. Section 2.5 shows experimental
results on modelling accuracy by TCMs, followed by discussions on the data reduction
capability of the TCM in Section 2.6. Finally, we summarize this chapter in Section 2.7.
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2.1 Literature review
2.1.1 Models in the literature for DCT coefficients
As discussed in Section 1.1, the popularity of DCT [7], [10] has motivated many research
works on statistical models for DCT coefficients, mainly including Gaussian [6], generalized
Gaussian [33], [25], Laplacian [43], [36], [25], [50], and Cauchy [21] distributions. We review
each of them in the following.
Gaussian distributions
Gaussian distributions are widely used for modelling DCT coefficients, and its justification
roots in the central limit theorem (CLT). The probability density function (pdf) of Gaussian
distribution with a zero mean for modelling DCT data is given by
f(y) =
1
σ
√
2pi
e−|y|
2/2σ2 , (2.1)
where σ is the standard deviation, and the variance is therefore σ2. A comprehensive
collection of distributions based on Gaussian pdf were studied in [6]. However, it was
observed that DCT coefficients for natural images/video usually possess a tail heavier
than Gaussian distributions [33]. Consequently, generalized Gaussian distributions have
been suggested for modelling DCT coefficients.
Generalized Gaussian distributions
The pdf of generalized Gaussian distribution (GGD) with a zero mean for modelling DCT
data is as follows,
f(y) =
β
2αΓ(1/β)
e−(|y|/α)
β
(2.2)
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where α is a positive scale parameter, β defines a positive shape parameter, and Γ(·)
denotes the gamma function.
It is easy to see that when β = 1, the GGD is de-generalized to a Laplacian distribu-
tion. When β = 2, it becomes the Gaussian distribution with variance α2/2. With the
free choice of the scale parameter α and the shape parameter β, the GGD has shown an
effective way to parameterize a family of symmetric distributions spanning from Gaussian
to uniform distributions, and a family of symmetric distributions spanning from Laplacian
to Gaussian distributions. As mentioned above, DCT coefficient distributions are observed
to posses heavy tails. In this regard, the GGD allows for either heavier-than-Gaussian tails
with β < 2, heavier-than-Laplacian tails with β < 1, or lighter-than-Gaussian tails with
β > 2. As such, the GG model outperforms in general both the Gaussian and Laplacian
models in terms of modelling accuracy for modelling DCT coefficients. Nevertheless, the
benefit of accurate modelling by the GG model comes with some inevitable drawbacks–its
lack of closed-form cumulative distribution function (cdf) and high complexity for param-
eter estimation. As shown in [33], given a sequence of samples Yi, i = 1, · · · , n, the ML
estimation for β is to solve the following equation,
ψ(1/β + 1) + log(β)
β2
+
1
β2
log(
1
n
n∑
i=1
|Yi|β)−
∑n
i=1 |Yi|β log |Yi|
β
∑n
i=1 |Yi|β
= 0, (2.3)
where
ψ(τ) = γ +
∫ 1
0
(1− tτ−1)(1− t)−1dt
and γ = 0.577··· denotes the Euler constant. Clearly, the terms
∑n
i=1 |Yi|β log |Yi| and
β
∑n
i=1 |Yi|β yield a significant amount of computation when a numerical iterative solution
of β is used.
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Laplacian distributions
Due to its simplicity and fair modelling performance, the Laplacian model becomes the
most popular choice in use [43], [36], [25], [50], with its pdf given as follows,
f(y) =
1
2λ
e−(|y|/λ), (2.4)
where λ denotes a positive scale parameter. Given a sequence of samples Yi, i = 1, · · · , n,
the ML estimate of λ can be easily computed as
λ =
1
n
n∑
i=1
|Yi|. (2.5)
Cauchy distributions
Cauchy distribution was inspired by the heavy-tail observations of DCT coefficients, with
the following pdf
f(y) =
r
pi
1
(y − y0)2 + r2 , (2.6)
where y0 is a location parameter and r stands for a scale parameter. Our studies on
comparing the Cauchy model with the GGD show that the GGD generally provides a
better goodness of fitting than the Cauchy model. In addition, the application of the
Cauchy distribution is also limited due to the fact that it does not have finite moments of
any order, causing difficulties for its parameter estimation.
2.1.2 Measurement for modelling accuracy
There are three methods commonly used in the literature for testing modelling accuracy,
i.e., Kolmogorov-Smirnov (KS) test, Kullback-Leibler (KL)[44] divergence, and χ2 test[33].
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In general, the KS test is more sensitive to the main portion than to the tail part. The
χ2 test, on the other hand, shifts its focus to the tail portion more than the KS test does.
The KL divergence, as shown by its use of logarithm, stands in the middle of KS and χ2
test in terms of balancing between the fitness of the main portion and the fitness of the
tail part.
Similar as in [33], this thesis prefers the χ2 test over the KS test for measuring the
modelling accuracy. Besides the justification provided in [33] for using the χ2 test rather
than KS test as χ2 gives a more meaningful guidance to source coding, our preference
also roots in the heavy-tail phenomena of DCT coefficients. Specifically, χ2 test better
characterizes a statistically insignificant tail portion in a distribution while the KS test
tends to overlook the tail part. In the following, more detailed discussions are present
for the heavy tail phenomena. Besides using χ2 test, we also use the KL divergence for
comparing modelling accuracy, due to its balance between the emphasis on the main portion
by the KS test and the emphasis on the tail by the χ2 test.
Given a sequence of sample probabilities {pi}, and a sequence of model probabilities
{qi}, the KL divergence of the model from the observations is
KL =
∑
i
pi · ln pi
qi
, (2.7)
where 0 ln 0 is defined as 0. The χ2 test is defined as
χ2 =
∑
i
n · (pi − qi)2
qi
, (2.8)
where n is the total number of samples.
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2.2 Heavy tail observations in DCT coefficients
Gaussian, GG, and Laplacian distributions all decay exponentially fast. As illustrated in
Figure 2.1 (in all histograms of this thesis, the DCT coefficient intervals are set to be 1),
however, DCT coefficients usually possess a much heavier tail. Figure 2.1 was obtained
by applying the floating-point 8 × 8 DCT to the well-known 512 × 512 Lena image (AC2
represents the first AC frequency in the zigzag scanning order), where the yellow bars show
the histogram of the DCT coefficients. It is evident from the left panel of Figure 2.1 that
the histogram of the DCT coefficients first decays quite rapidly for the main portion of
DCT coefficients and then becomes relatively flat for the tail portion of DCT coefficients.
The right panel of Figure 2.1 zooms in the tail portion and further compares the his-
togram of DCT coefficients against the GG and Laplacian models, where the yellow bars
again represent the histogram of DCT coefficients, and the red and black curves show re-
sults from the GG and Laplacian models, respectively. In Figure 2.1, the ML estimates
of the parameters of the GG model were computed via Matlab codes from [15] while the
λ value of the Laplacian model was computed using (2.5). For both models, the χ2 tests
were performed to evaluate their respective modelling accuracy. According to the χ2 test,
the GG model significantly outperforms the Laplacian model. Furthermore, in Figure 2.1,
the obtained shape parameter β is much smaller than 1, meaning that the resulting GG
distribution possesses a tail heavier than that of the Laplacian distribution. In comparison
with the real data histogram shown in Figure 2.1, however, the GG model still suffers from
an exponentially bounded tail, which is much lighter than that of the DCT coefficients.
The heavy tail phenomenon in the Lena image is widely observed in other images as
well. As shown in [33], the estimated shape parameter β for the GG distribution for various
images is less than 1 in most cases, indicating that the data distribution possesses a tail
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Figure 2.1: Histogram and the tail of an AC component in the 8× 8 DCT block of Lena.
heavier than that of the Laplacian distribution. In [21], it was also observed that the tail of
DCT coefficients in video coding is much heavier than that of the Laplacian distribution,
and a Cauchy distribution was used instead for deriving rate and distortion models for
DCT coefficients. However, as mentioned before, the Cauchy model does not model the
main portion of DCT coefficients effectively, and is in general inferior to the GG model
in term of the overall modelling accuracy. Therefore, it is desirable to have a new model
which can balance well the main portion and tail portion of DCT coefficients while having
both simplicity and superior modelling accuracy.
2.3 Continuous Transparent Composite Model
To better handle the heavy tail in DCT data, we now separate the tail of DCT coefficients
from the main part and use a different model to model each of them. Since DCT coeffi-
cients in the tail portion are insignificant statistically, each of them often appears once or
a few times. Hence it would make sense to model them separately by a uniform distribu-
15
tion while modelling the main portion by a parametric distribution, yielding a model we
call a transparent composite model (TCM). This composite model introduces a boundary
parameter to control which model to use for any given DCT coefficient; it is marked as
transparent because there is no ambiguity regarding which model (the uniform or para-
metric) a given DCT coefficient will fall into once the TCM is determined. In this section,
we assume that DCT data are continuous and consider continuous TCMs.
2.3.1 Description of general continuous TCMs
Consider a pdf f(y|θ) with parameters θ ∈ Θ, where θ could be a vector, and Θ is the
parameter space, and denote by F (y|θ) the corresponding cdf. Assume that f(y|θ) is
symmetric in y with respect to the origin, and F (y|θ) is concave as a function of y in the
region y ≥ 0. It is easy to verify that Laplacian, Gaussian, GG, and Cauchy distributions
all satisfy this assumption. The TCM based on F (y|θ) is defined as
p(y|Yc, b, θ)
,

b
2F (Yc|θ)−1f(y|θ), |y| < Yc
1−b
2(A−Yc) , Yc<|y|≤A
max{ b
2F (Yc|θ)−1f(Yc|θ), 1−b2(A−Yc)}, |y| = Yc
0, otherwise
(2.9)
where 0 ≤ b ≤ 1, 0 < Y ≤ Yc < A denotes truncation point or separation boundary,
which separates the tail of DCT coefficients from the main body part, and A represents
the largest magnitude a sample y can take. Here both A and Y are assumed to be known.
In addition, the uniform distribution 1
2(A−Yc) will be called the outlier distribution, and
samples from the outlier distribution will be referred to as outliers. Accordingly, samples
from the parametric distribution will be referred to as inliers.
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2.3.2 ML estimate of TCM parameters
Let Y n1 = Y1, Y2, · · · , Yn be a sequence of DCT coefficients. Assume that Y n1 behaves
according to the TCM defined in (2.9) with Ymax , max{|Yi| : 1 ≤ i ≤ n} < A and
Ymax ≥ Y . (When Ymax < Y , there are no outliers and the ML estimate of Yc and b is
equal to Y and 1, respectively.) We next show how to compute the ML estimate of Yc, b
and θ.
Given Y n1 with Y ≤ Ymax < A , let
N1(Yc) , {i : |Yi| < Yc}
N2(Yc) , {i : Yc < |Yi|}
N3(Yc) , {i : |Yi| = Yc}.
Then the log-likelihood function g(Yc, b, θ|Y n1 ) according to (2.9) is equal to
g(Yc, b, θ|Y n1 )
1)
=|N2(Yc)| ln(1− b) + |N1(Yc)| ln b+
∑
i∈N1(Yc)
ln f(Yi|θ)
+|N3(Yc)|max{ln 1− b
2(A− Yc) , ln
bf(Yc|θ)
[2F (Yc|θ)− 1]} (2.10)
−|N2(Yc)| ln 2(A− Yc)− |N1(Yc)| ln [2F (Yc|θ)− 1]
where |S| denotes the cardinality of a finite set S, and the equality 1) is due to (2.9) and
the fact that ln z is strictly increasing in the region z > 0. Since F (y|θ) is nondecreasing
with respect to y, we have g(Yc, b, θ|Y n1 ) ≤ g(Ymax, b, θ|Y n1 ) for any Ymax < Yc < A, which
leads to:
max{g(Yc, b, θ|Y n1 ) : Y ≤ Yc < A, 0 ≤ b ≤ 1, θ} (2.11)
= max{g(Yc, b, θ|Y n1 ) : Y ≤ Yc ≤ Ymax, 0 ≤ b ≤ 1, θ}.
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To continue, we now sort |Y1|, |Y2|, · · · , |Yn| in ascending order into W1 ≤ W2 ≤ · · · ≤ Wn.
Note that Wn = Ymax. Let m be the smallest integer i such that Wi ≥ Y . Define
Im = (Y,Wm) and for any m < i ≤ n, Ii = (Wi−1,Wi). Then it is easy to see that the
interval [Y, Ymax] can be decomposed as
[Y, Ymax] = {Y,Wm,Wm+1, · · · ,Wn} ∪ (∪ni=mIi)
which, together with (2.11), implies that
max{g(Yc, b, θ|Y n1 ) : Y ≤ Yc < A, 0 ≤ b ≤ 1, θ}
= max
0≤b≤1
max
θ
max
Yc∈[Y,Ymax]
g(Yc, b, θ|Y n1 )
= max
b,θ
max{g(Y, b, θ|Y n1 ), g(Wi, b, θ|Y n1 ),
sup
Yc∈Ii
[g(Yc, b, θ|Y n1 )] : m ≤ i ≤ n}. (2.12)
Note that for any nonempty Ii with i > m, N1(Yc) and N2(Yc) remain the same and N3(Yc)
is empty for all Yc ∈ Ii. Since by assumption F (y|θ) as a function of y is concave, it is not
hard to verify that as a function of Yc, (−|N2(Yc)| ln 2(A− Yc)− |N1(Yc)| ln [2F (Yc|θ)− 1])
is convex over Yc ∈ Ii, and hence its value over Yc ∈ Ii is upper bounded by the maximum
of its value at Yc = Wi and Yc = Wi−1, i.e., the endpoints of Ii. Therefore, in view of
(2.11), we have
sup
Yc∈Ii
[g(Yc, b, θ|Y n1 )] ≤ max{g(Wi−1, b, θ|Y n1 ), g(Wi, b, θ|Y n1 )}. (2.13)
When Im is nonempty, a similar argument leads to
sup
Yc∈Im
[g(Yc, b, θ|Y n1 )] ≤ max{g(Y, b, θ|Y n1 ), g(Wm, b, θ|Y n1 )}. (2.14)
Putting (2.12) to (2.14) together yields
max{g(Yc, b, θ|Y n1 ) : Y ≤ Yc < A, 0 ≤ b ≤ 1, θ} =
max
b,θ
max{g(Y, b, θ|Y n1 ), g(Wi, b, θ|Y n1 ) : m ≤ i ≤ n}. (2.15)
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Therefore, the ML estimate of Yc is equal to one of Y,Wm,Wm+1, · · · ,Wn.
We are now led to investigating maxb,θ g(Yc, b, θ|Y n1 ) for each Yc ∈ {Y,Wm,Wm+1, · · · ,Wn}.
Define
N+1 (Yc) , {i : |Yi| ≤ Yc} and N+2 (Yc) , {i : Yc ≤ |Yi|}.
Further define:
g+(Yc, b, θ|Y n1 ) , (|N2(Yc)|) [ln(1− b)− ln 2(A− Yc)]
+|N+1 (Yc)| ln
b
2F (Yc|θ)− 1 +
∑
i∈N+1 (Yc)
ln f(Yi|θ) (2.16)
g−(Yc, b, θ|Y n1 ) ,
(|N+2 (Yc)|) [ln(1− b)− ln 2(A− Yc)]
+|N1(Yc)| ln b
2F (Yc|θ)− 1 +
∑
i∈N1(Yc)
ln f(Yi|θ) (2.17)
Note that the difference between g+(Yc, b, θ|Y n1 ) and g−(Yc, b, θ|Y n1 ) lies in whether or not
we regard Yc itself as an outlier when Yc is equal to some Wi. Comparing (2.11) with (2.16)
and (2.17), we have
g(Yc, b, θ|Y n1 ) = max{g+(Yc, b, θ|Y n1 ), g−(Yc, b, θ|Y n1 )} (2.18)
and hence
max
b,θ
g(Yc, b, θ|Y n1 ) = (2.19)
max{max
b,θ
g+(Yc, b, θ|Y n1 ),max
b,θ
g−(Yc, b, θ|Y n1 )}.
Let (b(Yc), θ(Yc)) , arg max
b,θ
g(Yc, b, θ|Y n1 )
(b+(Yc), θ
+(Yc)) , arg max
b,θ
g+(Yc, b, θ|Y n1 )
(b−(Yc), θ−(Yc)) , arg max
b,θ
g−(Yc, b, θ|Y n1 ).
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Then from (2.16) and (2.17), it is not hard to see that
b+(Yc) =
|N+1 (Yc)|
n
and b−(Yc) =
|N1(Yc)|
n
(2.20)
and θ+(Yc) and θ
−(Yc) are the ML estimate of θ for the truncated distribution 12F (Yc|θ)−1)f(y|θ)
over the sample sets {Yi : i ∈ N+1 (Yc)} and {Yi : i ∈ N1(Yc)}, respectively. In view of (2.19),
one can then determine (b(Yc), θ(Yc)) by setting
(b(Yc), θ(Yc)) =
 (b+(Yc), θ+(Yc)) if (c)(b−(Yc), θ−(Yc)) otherwise (2.21)
where (c) stands for
g+(Yc, b
+(Yc), θ
+(Yc)|Y n1 ) ≥ g−(Yc, b−(Yc), θ−(Yc)|Y n1 ).
Finally, the ML estimate of (Yc, b, θ) can be determined as
Y ∗c = arg max
Yc∈{d,Wm,··· ,Wn}
g(Yc, b(Yc), θ(Yc)|Y n1 )
b∗ = b(Y ∗c )
θ∗ = θ(Y ∗c ). (2.22)
Summarizing the above derivations into Algorithm 1 for computing (Y ∗c , b
∗, θ∗), we have
proved the following result.
Theorem 1 The vector (Y ∗c , b
∗, θ∗) computed by Algorithm 1 is indeed the ML estimate of
(Yc, b, θ) in the TCM specified in (2.9).
Depending on whether or not Step 6 in Algorithm 1 can be implemented efficiently,
the computation complexity of Algorithm 1 varies from one parametric family f(y|θ) to
another. For some parametric family f(y|θ) such as Laplacian distributions, Step 6 can be
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Algorithm 1 A general algorithm for estimating (Yc, b, θ)
1: Sort {|Yi|}ni=1 in ascending order into W1 ≤ · · · ≤ Wn.
2: Determine m = min{i : Wi ≥ d}.
3: for each Yc ∈ {d,Wm,Wm+1, · · · ,Wn} do
4: Set N+1 (Yc)={i : |Yi|≤Yc}, N1(Yc)={i : |Yi| < Yc}.
5: Compute b+(Yc)=
|N+1 (Yc)|
n
and b−(Yc)=
|N1(Yc)|
n
.
6: Determine θ+(Yc) and θ
−(Yc) to be the ML estimate of θ for the truncated distribu-
tion f(y|θ)
2F (Yc|θ)−1) over {Yi : i ∈ N+1 (Yc)} and {Yi : i ∈ N1(Yc)}, respectively.
7: if g+(Yc, b+(Yc), θ+(Yc)|Y n1 )≥g−(Yc, b−(Yc), θ−(Yc)|Y n1 ) then
8: set (b(Yc), θ(Yc)) = (b
+(Yc), θ
+(Yc))
9: else
10: set (b(Yc), θ(Yc)) = (b
−(Yc), θ−(Yc)).
11: end if
12: end for
13: Determine Y ∗c =arg maxYc∈{d,Wm,··· ,Wn} g(Yc, b(Yc), θ(Yc)|Y n1 ).
14: Set b∗ = b(Y ∗c ) and θ
∗ = θ(Y ∗c ).
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easily solved and hence Algorithm 1 can be implemented efficiently. On the other hand,
when f(y|θ) is the GG family, Step 6 is quite involved. In the next two subsections, we
will examine Step 6 in two cases: (1) f(y|θ) is the Laplacian family, and the corresponding
TCM is referred to as the LPTCM; and (2) f(y|θ) is the GG family, and the corresponding
TCM is referred to as the GGTCM.
2.3.3 LPTCM
Plugging the Laplacian density function in (2.4) into (2.9), we get the LPTCM given by
p(y|Yc, b, λ) , (2.23)
b
1−e−Yc/λ
1
2λ
e−|y|/λ if |y| < Yc
1−b
2(A−Yc) if Yc < |y| ≤ A
max{ b
1−e−Yc/λ
1
2λ
e−|y|/λ, 1−b
2(A−Yc)} if |y| = Yc
0 otherwise.
With reference to Step 6 in Algorithm 1, let S be either N+1 (Yc) or N1(Yc). Then Step 6
in Algorithm 1 is equivalent to determining the ML estimate (denoted by λYc) of λ in the
truncated Laplacian distribution
p(y|λ) ,
 11−e−Yc/λ 12λe−|y|/λ if |y| ≤ Yc0 otherwise (2.24)
from the sample set {Yi : i ∈ S}. Since |Yi| ≤ Yc for any i ∈ S, the log-likelihood function
of the sample set {Yi : i ∈ S} with respect to p(y|λ) is equal to
L(λ) , −|S|[ln 2λ+ ln(1− e−Yc/λ)]− 1
λ
∑
i∈S
|Yi|.
Then we have λYc = arg max0≤λ≤∞ L(λ). It is not hard to verify that L(1/t) as a function
of t > 0 is strictly concave. Computing the derivative of L(λ) with respect to λ and setting
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it to 0 yields
λ− Yc · e
−Yc/λ
1− e−Yc/λ −
1
|S|
∑
i∈S
|Yi| = 0. (2.25)
It can be shown (see the proof of Theorem 2 below) that s(λ) , λ− Yc·e−Yc/λ
1−e−Yc/λ is a strictly
increasing function of λ > 0, and limλ→0+ s(λ) = 0 and limλ→∞ = Yc2 . Let
C =
1
|S|
∑
i∈S
|Yi|. (2.26)
Then it follows: (1) when C = 0, λYc = 0, in which case the corresponding truncated
Laplacian distribution is de-generated to a delta function; (2) when C ≥ Yc/2, λYc = ∞,
in which case the corresponding truncated Laplacian distribution is de-generated to the
uniform distribution over [−Yc, Yc], and (3) when 0 < C < Yc/2, λYc is equal to the unique
root to (2.25).
We are now led to solving (2.25) when 0 < C < Yc/2, for which Algorithm 2 is proposed.
It can be shown Algorithm 2 converges exponentially fast, as by Theorem 2.
Algorithm 2 Estimating λ for a truncated Laplacian model
1: Compute C = 1|S|
∑
i∈S |Yi|. Set λYc = 0 if C = 0; or set λYc =∞ if C ≥ Yc/2.
2: Initialization: set λ0 = C;
3: For i ≥ 1, compute
λi = C +
Yc · e−Yc/λi−1
1− e−Yc/λi−1 ; (2.27)
4: Repeat Step 3 until λi − λi−1 < , where  > 0 is a small prescribed threshold.
Theorem 2 Assume that 0 < C < Yc/2. Then λi computed in Step 3 of Algorithm 2
strictly increases and converges exponentially fast to λYc as i→∞.
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Proof: Define r(λ) = λ − Yc·e−Yc/λ
1−e−Yc/λ − C. It is not hard to verify that the derivative of
r(λ) with respect to λ is
r′(λ) = 1− e
−Yc/λ
[1− e−Yc/λ]2
Y 2c
λ2
> 0 (2.28)
for any λ > 0. Thus, r(λ) is strictly increasing over λ > 0.
Since λ0 = C > 0, it follows from (2.27) that λ1 > λ0. In general, for any i ≥ 1, we
have
λi+1 − λi = Yc · e
−Yc/λi
1− e−Yc/λi −
Yc · e−Yc/λi−1
1− e−Yc/λi−1
= Yc
[
1
eYc/λi − 1 −
1
eYc/λi−1 − 1
]
(2.29)
which implies that λi+1 − λi > 0 whenever λi − λi−1 > 0. By mathematic induction, it
then follows that λi strictly increases as i increases.
We next show that all λi, i ≥ 1, are bounded. Indeed, it follows from (2.27) that
r(λi) = λi − Yc · e
−Yc/λi
1− e−Yc/λi − C
= λi − λi+1
< 0
which, together with (2.28) and the fact that r(λYc) = 0, implies that λi < λYc . Therefore
λi converges as i→∞. Letting i→∞ in (2.27) yields
lim
i→∞
λi = λYc . (2.30)
All remaining is to show that the convergence speed in (2.30) is exponentially fast. To this
end, let δ , maxλ0≤λ≤λYc
e−Yc/λ
[1−e−Yc/λ]2
(
Yc
λ
)2
. Then it follows from (2.28) that δ < 1. This,
together with (2.29), implies that λi+1 − λi ≤ δ(λi − λi−1) for any i ≥ 1, and hence λi
converges to λYc exponentially fast. This completes the proof of Theorem 2.
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Plugging Algorithm 2 into Step 6 in Algorithm 1, one then gets an efficient algorithm
for computing the ML estimate of (Yc, b, λ) in the LPTCM. To illustrate the effectiveness
of the LPTCM, the resulting algorithm was applied to the same DCT coefficients shown
in Figure 2.1. Figure 2.2 shows the resulting LPTCM against the histogram of DCT
coefficients on the whole in each respective case. From Figure 2.2, it is clear that the
LPTCM fits the histogram of DCT coefficients quite well and greatly improves upon the
Laplacian model in each case. In comparison with the Laplacian model, it fits both the
main and tail portions better. In terms of χ2 values, it matches up to the GG model. More
detailed comparisons will be presented in Section 2.5.
2.3.4 GGTCM
Plugging the GG density function in (2.2) into (2.9), we get the GGTCM given by
p(y|Yc, b, α, β) , (2.31)
bβ
2αγ(1/β,(Yc/α)β)
e−(|y|/α)
β |y| < Yc
1−b
2(A−Yc) Yc< |y|≤A
max{ bβ
2αγ(1/β,(Yc/α)β)
e−(|y|/α)
β
, 1−b
2(A−Yc)} |y| = Yc
0 otherwise
where γ(s, x) is defined as γ(s, x) ,
∫ x
0
ts−1e−tdt. With reference to Algorithm 1, in this
case, Step 6 in Algorithm 1 is equivalent to determining the ML estimate (denoted by
(αYc , βYc)) of (α, β) in the truncated GG distribution
p(y|α, β) ,

β
2αγ(1/β,(Yc/α)β)
e−(|y|/α)
β
if |y| ≤ Yc
0 otherwise
(2.32)
from the sample set {Yi : i ∈ S}. Since |Yi| ≤ Yc for any i ∈ S, the log-likelihood
function of the sample set {Yi : i ∈ S} with respect to p(y|α, β) is equal to L(α, β) ,
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|S|
[
ln β − ln 2α− ln γ( 1
β
, (Yc
α
)β)
]
−∑i∈S ∣∣Yiα ∣∣β . Therefore (αYc , βYc) = arg maxα,β L(α, β).
Computing the partial derivatives of L(α, β) with respect to α and β and setting them to
zero yields 
1
t
=β
[
1
|S|
∑
i∈S
∣∣∣ YiYc ∣∣∣β + t1/β−1e−tγ(1/β,t) ]
β=ln t−
∫ t
0 y
1/β−1e−y ln ydy
γ(1/β,t)
+ tβ
2
|S|
∑
i∈S
∣∣∣ YiYc ∣∣∣βln YiYc (2.33)
where t = (Yc/α)
β.
Unlike the case of LPTCM, however, solving (2.33) does not seem to be easy. In
particular, at this point, we do not know whether (2.33) admits a unique solution. There
is no developed algorithm with global convergence to compute such a solution either even
if the solution is unique. As such, Step 6 in Algorithm 1 in the case of GGTCM is much
more complicated than that in the case of LPTCM.
Suboptimal alternatives are to derive approximate solutions to (2.33). One approach
is to solve the two equations in (2.33) iteratively. Together with this suboptimal solution
to (2.33), Algorithm 1 was applied to to the same DCT coefficients shown in Figure 2.1.
Figure 2.2 shows the resulting GGTCM against the histogram of DCT coefficients on the
whole in each respective case. We note that the resulting GGTCM improves on the GG
model marginally, which may be due to the suboptimal solution to (2.33).
2.4 Discrete Transparent Composite Model
In practice (particularly in lossy image and video coding), DCT is often designed and
implemented as a mapping from an integer-valued space (e.g., 8-bits pixels) to another
integer-valued space and gives rise to integer DCT coefficients. In addition, since most
images and video are stored in a compressed format such as JPEG, H.264/AVC, etc., for
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Figure 2.2: Illustration of the overall curves and tails of the LPTCM and GGTCM for an AC
component in the 8× 8 DCT block of Lena.
applications based on compressed images and video, DCT coefficients are available only
in their quantized values. Therefore, it is desirable to establish a good model for discrete
(integer or quantized) DCT coefficients as well.
This section proposes a discrete TCM. The particular discrete parametric distribution
we will consider is a truncated geometric distribution, and the resulting discrete TCM is
referred to as the GMTCM. To provide a uniform treatment for both integer and quantized
DCT coefficients, we introduce a quantization factor of step size. Then both integer and
quantized DCT coefficients can be regarded as integers multiplied by a properly chosen
step size.
2.4.1 GMTCM
Uniform quantization with dead zone is widely used in image and video coding (see, for
example, H.264/AVC and HEVC). Mathematically, a uniform quantizer with dead zone
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Figure 2.3: Uniform quantization with deadzone.
and step size q is given by
Q(y) = q × sign(y)× round
( ||y| − u+ q/2|
q
)
, (2.34)
where q/2 ≤ u < q. Its input-output relationship is shown in Figure 2.3. Assume that the
input y is distributed according to the Laplacian distribution in (2.4). Then the quantized
index sign(y)× round
(
||y|−u+q/2|
q
)
is distributed as follows
p0 = 1− e−uλ
pi =
1
2
e−
u
λ [1− e− qλ ]e− qλ (|i|−1), i = ±1,±2, · · · (2.35)
With the help of q, discrete (integer or quantized) DCT coefficients then take values
of integers multiplied by q. (Hereafter, these integers will be referred to as DCT indices.)
Note that pi in (2.35) is essentially a geometric distribution. Using a geometric distribution
to model the main portion of discrete DCT coefficients, we then get the GMTCM given by
p0 = bp
pi =
b(1−p)
2
e−
q
λ
(|i|−1) 1−e−q/λ
1−e−qK/λ , 1 ≤ |i| ≤ K
pi =
1−b
2(A−K) , K < |i| ≤ A
(2.36)
where 0 ≤ p ≤ 1 is the probability of the zero coefficient, 0 ≤ b ≤ 1, 1 ≤ K ≤ A represents
the truncation point, and A is the largest index in a given sequence of DCT indices. Here
A is assumed known, and b, p, λ and K are model parameters.
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2.4.2 ML Estimate of GMTCM parameters
Algorithms
Let un = u1, u2, · · · , un be a sequence of DCT indices. Assume that un behaves according
to the GMTCM defined by (2.36) with umax , max{|ui| : 1 ≤ i ≤ n} ≤ A. We now
investigate how to compute the ML estimate (b∗, p∗, λ∗, K∗) of (b, p, λ,K) from un.
Let N0 = {j : uj = 0}, N1(K) = {j : 0 < |uj| ≤ K}, and N2(K) = {j : |uj| > K}. The
log-likelihood function of un according to (2.36) is equal to
G(K,λ, b, p)
, |N2(K)| ln(1− b) + (|N0|+ |N1(K)|) ln b
+|N0| ln p+ |N1(K)| ln(1− p)− |N2(K)| ln 2(A−K)
+|N1(K)| ln 1− e
− q
λ
2(1− e− qλK) −
q
λ
∑
j∈N1(K)
(|uj| − 1). (2.37)
Then we have
(b∗, p∗, λ∗, K∗) = arg max
b,p,λ,K
G(K,λ, b, p). (2.38)
For anyK, let L(K,λ) , |N1(K)| ln 1−e
− q
λ
2(1−e−
q
λ
K)
− q
λ
∑
j∈N1(K)(|uj|−1) and (b(K), p(K), λK) ,
arg maxb,p,λG(K,λ, b, p). In view of (2.37), one can verify that b(K) =
|N0|+|N1(K)|
n
and
p(K) = |N0||N0|+|N1(K)| , and whenever K > 1,
λK = arg max
0≤λ≤∞
L(K,λ). (2.39)
When K = 1, G(K,λ, b, p) does not depend on λ and hence λ1 can be selected arbitrarily.
We are now led to determining λK for each 1 < K ≤ A. At this point, we invoke the
following lemma.
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Lemma 1 Let
g(t) , e
−t
1− e−t −
Ke−Kt
1− e−Kt .
Then for any 1 < K ≤ A, L(K, q
t
) as a function of t > 0 is strictly concave, and for any
K > 1, g(t) is strictly decreasing over t ∈ (0,∞), and limt→0+ g(t) = K−12 and limt→∞ g(t) =
0.
We prove Lemma 1 as follows. First note that g(t) can be rewritten as g(t) = K − 1 +
1
1−e−t − K1−e−Kt . Its derivative is equal to
g′(t) =
−e−t
(1− e−t)2 +
K2e−Kt
(1− e−Kt)2
= − e
−t
(1− e−Kt)2
[
(
K−1∑
i=0
e−it)−Ke−(K−1)t/2
]
·
[
(
K−1∑
i=0
e−it) +Ke−(K−1)t/2
]
. (2.40)
It is not hard to verify that[
(
K−1∑
i=0
e−it)−Ke−(K−1)t/2
]
=
KL∑
i=0
(e−it/2 − e−K−1−i2 t)2 > 0
whenever K > 1, where KL = floor(
K
2
) − 1. This, together with (2.40), implies that
g′(t) < 0 for any t > 0 whenever K > 1. Hence g(t) is strictly decreasing over t ∈ (0,∞).
Next we have
lim
t→0+
g(t) = lim
t→0+
e−t
1− e−Kt
[
K−1∑
i=0
e−it −K · e−(K−1)t
]
=
1
2
(K − 1).
Finally, the strict concavity of L(K, q
t
) as a function of t follows from (2.40) and the
fact that
∂2L(K, q
t
)
∂t2
= |N1(K)|g′(t).
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This completes the proof of Lemma 1.
Computing the derivative of L(K,λ) with respect to λ and setting it to 0 yields
e−q/λ
1− e−q/λ −K
e−Kq/λ
1− e−Kq/λ − C = 0 (2.41)
where C = 1|N1(K)|
∑
j∈N1(K)(|uj| − 1). In view of Lemma 1, then it follows that (1) when
C = 0, λK = 0; (2) when C ≥ K−12 , λK =∞; and (3) when 0 < C < K−12 , λK is the unique
solution to (2.41). In Case (3), the iterative procedure described below in Algorithm 3 can
be used to find the unique root of (2.41).
Algorithm 3 Estimating λK for a truncated geometric model
1: Select λ1 > 0 arbitrarily if K = 1.
2: Compute C = 1|N1(K)|
∑
j∈N1(K)(|uj| − 1).
3: Set λK = 0 if C = 0; or Set λK =∞ if C ≥ K−12 .
4: Otherwise, set C0 = C and λ
(0) = q/ ln 1+C0
C0
.
5: For i ≥ 1, compute 
Ci = C +
K
eKq/λ
(i−1)−1
λ(i) = q
ln
1+Ci
Ci
(2.42)
6: Repeat Step 5 until λ(i) − λ(i−1) < , where  > 0 is a small prescribed threshold.
With λK computed by Algorithm 3, the optimal K
∗ will be obtained by solving
K∗ = arg max
1≤K≤A
G(K, b(K), p(K), λK). (2.43)
Accordingly, we have b∗ = b(K∗), p∗ = p(K∗), and λ∗ = λK∗ .
Convergence and Complexity Analysis
In parallel with Algorithm 2, Algorithm 3 also converges exponentially, as summarized in
Theorem 3.
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Theorem 3 Assume that 0 < C < (K−1)/2. Then λ(i) computed in Step 5 of Algorithm 3
strictly increases and converges exponentially fast to λK as i→∞.
We then provide the proof of Theorem 3. Arguments similar to those in the proof of
Theorem 2 can be used to show that λ(i) is upper bounded by λK , strictly increases, and
converges to λK as i → ∞. Therefore what remains is to show that the convergence is
exponentially fast. To this end, let h(λ) , e−q/λ
1−e−q/λ . In view of (2.42), it follows that
h(λ(i+1)) = C +
K
eKq/λ(i) − 1
= C +Kh(λ(i)/K)
and hence
h(λ(i+1))− h(λ(i))
= Kh(λ(i)/K)−Kh(λ(i−1)/K)
=
Kh(λ(i)/K)−Kh(λ(i−1)/K)
h(λ(i))− h(λ(i−1))
[
h(λ(i))− h(λ(i−1))]
≤ δ [h(λ(i))− h(λ(i−1))]
where δ = sup{Kh(λ/K)−Kh(ν/K)
h(λ)−h(ν) : λ, ν ∈ [λ(0), λK ], λ 6= ν}. In view of Lemma 1 and its
proof (particularly (2.40)), it is not hard to verify that 0 < δ < 1. Therefore, as i → ∞,
h(λ(i)) converges to h(λK) exponentially fast. Since the derivative of h(λ) is positive
over λ ∈ [λ(0), λK ] and bounded away from 0, it follows that λ(i) also converges to λK
exponentially fast. This competes the proof of Theorem 3.
The complexity of computing the ML estimate of the GMTCM parameters comes from
two parts. The first part is to evaluate the cost of (2.37) over a set of K. The second
part is to compute λK for every K using the Algorithm 3. Note that C in Algorithm
3 can be easily pre-computed for interesting values of K. Thus, the main complexity of
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Algorithm 3 is to evaluate the two simple equations in (2.42) for a small number of times in
light of the exponential convergence, which is generally negligible. Essentially, the major
complexity for the parameter estimation by Algorithms 3 is to collect the data histogram
{hj, j = 1, · · · , A} once. Compared with the complexity of GG parameters estimation
in [33] as shown in (2.3), where the data samples and the parameters to be estimated
are closely tied together as in the
∑n
i=1 |Yi|β log |Yi| term and the β
∑n
i=1 |Yi|β term, the
complexity of parameter estimation in the case of GMTCM is significantly lower.
2.5 Experimental results on Tests of modelling Accu-
racy
This section presents experimental results obtained from applying TCMs to both con-
tinuous and discrete DCT coefficients and compare them with those from the Laplacian
and GG models. In general, Laplacian is very simple and easy to apply, yet has an in-
ferior modelling accurancy; GGD is very complicated, but provides a superior modelling
accuracy.
2.5.1 Test conditions and test materials
Two criteria are applied in this paper to test modelling accuracy: the χ2 test, as defined
in (2.8), and the KL divergence by (2.7). When comparison is conducted, a factor wd is
calculated to be the percentage of DCT frequencies among all tested AC positions that
are in favor of one model over another model in terms of having a smaller KL divergence
from the data distribution. Another factor wχ2 is defined in a similar way, except that the
comparison is carried out based on the χ2 test results for individual frequencies.
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Three sets of testing images are deliberately selected to cover a variety of image content.
The first set includes 9 512×512 images used in JPEG standardization with faces, animals,
buildings, landscapes, etc, referred to ‘Bird’, ‘Boat’, ‘Fish’, ‘couple/Cp’, ‘Hill’, ‘Lena’,
‘baboon/Bb’, ‘mountain/Bt’, and ‘pepper/Pp’, respectively. The second set has five 1080p
high-definition frames selected from the first frame of each class-B sequences used for HEVC
standardization tests [32], named as ‘BQTerrace’, ‘BasketballDrive’, ‘Cactus’, ‘Kimono’,
and ‘Parkview’, and referred to as ‘B1’, ‘B2’, ‘B3’, ‘B4’, and ‘B5’, respectively, hereafter.
The third set is taken from the first frame of four class-F sequences used for HEVC screen
content tests, named as ‘SlideEditing’, ‘SlideShow’, ‘ChinaSpeed’, and ‘BasketballText’,
and referred to as ‘SE’, ‘SS’, ‘CS’, and ‘BbT’, respectively, hereafter.
Tests for continuous DCT coefficients were conducted by computing 8× 8 DCT using
floating point operations. In our tests for discrete DCT coefficients, a raw image was first
compressed using a Matlab JPEG codec with various quality factors (QF) ranging from
100, 90, 80, to 70; the resulting quantized DCT coefficients and corresponding quantization
step sizes were then read from obtained JPEG files.
Tests were carried out for six different models: the Cauchy model, the Laplacian model,
GG model, GGTCM, LPTCM, and GMTCM. GGTCM was applied only to continuous
DCT coefficients. On the other hand, GMTCM is applicable only to discrete coefficients.
The Laplacian and GG models were applied to both continuous and discrete DCT coeffi-
cients.
2.5.2 Overall comparisons for each image
Table 2.1 shows comparisons between the Cauchy model and GGD based on both the KL
test and the χ2 test. When KL test is used, only 5% on average of all 63 AC frequencies
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Table 2.1: Comparing Cauchy model with GGD (continuous DCT).
Bird Boat Fish Cp Hill Lena Bb Mt Pp
wd (%) 0 0 5 0 0 16 0 0 21
wχ2 (%) 78 57 6 63 32 67 14 29 83
are in favor of the Cauchy model. Although the result by χ2 test shows some merits of the
Cauchy model for fitting the tail part, the inferior result by KL test shows that the Cauchy
model does not model the main portion well. To some extend, the discrepancy between
the KL test results and the χ2 test results indicates that the Cauchy model retains a flat
tail at a cost of losing accuracy for the main portion. Furthermore, it is observed that the
Cauchy model in general offers a modelling accuracy comparable to GGD when the data
fits the GGD model with a shape parameter β within a range of [0.45, 0.55]. Nevertheless,
for the 9 images in the test set 1, β varies in a range of [0.3, 1.3]. (Note that Laplacian is
a special case of GGD with β = 1.)
In the continuous case, the GGTCM outperforms the GG model, the LPTCM out-
performs the Laplacian model, and the GG models outperforms the Laplacian model in
general, as one would expect. An interesting comparison in this case is between the GG
model and LPTCM. Table 2.2 shows the percentage wχ2 of frequencies among 63 AC po-
sitions that are in favor of the LPTCM over the GG model for each of 9 images in Set 1 in
terms of the χ2 metric. For example, for the image ‘Bird’, in terms of the χ2 metric, the
LPTCM is better than the GG model for 60 out of 63 frequencies; for the image ‘Lena’,
the LPTCM is better than the GG model for 36 out of 63 frequencies. Overall, it would
be fair to state that the LPTCM and GG model behave similarly in terms of modelling
accuracy. And yet, the LPTCM has much lower computation complexity than the GG
model.
In the discrete case, comparisons were conducted among the GMTCM, GG model, and
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Table 2.2: Comparing LPTCM with GGD (continuous DCT).
Bird Boat Fish Cp Hill Lena Bb Mt Pp
wd (%) 90 25 21 25 37 41 22 38 54
wχ2 (%) 95 49 8 52 51 57 40 79 81
Table 2.3: Overall comparisons between the GMTCM and GG model for all images coded using
JPEG with QF= 100.
Bird Boat Fish Cp Hill Lena Bb Mt Pp SE SS CS BbT B1 B2 B3 B4 B5
wd (%) 95 38 100 44 59 60 49 48 71 95 78 8 48 52 83 62 40 60
wχ2 (%) 98 57 100 59 67 67 52 83 84 83 89 8 62 52 89 71 65 65
Laplacian model in terms of both the divergence distance and χ2 value. As expected,
the GMTCM is always better than the Laplacian model according to both the divergence
distance and χ2 value, and hence the corresponding results are not included here. For the
comparison between the GMTCM and GG model, results are shown in Tables 2.3, 2.4,
2.5, and 2.6 for quantized DCT coefficients from JPEG coded images with various QFs.
In Tables 2.3, all 63 AC positions were tested; in Tables 2.4, 2.5, and 2.6, all AC positions
with 6 or more different non-zero AC coefficient magnitudes were tested. These tables show
that when all quantization step sizes are 1, corresponding to QF= 100, the comparison
between the GMTCM and GG model is similar to that between the LPTCM and GG
model, i.e., their performances are close to each other. However, with quantization step
sizes increasing, the GMTCM starts to outperform the GG model significantly, as shown
in Tables 2.4, 2.5, and 2.6, for all tested images.
Table 2.4: Overall comparisons between the GMTCM and GG model for all images coded using
JPEG with QF= 90.
Bird Boat Fish Cp Hill Lena Bb Mt Pp SE SS CS BbT B1 B2 B3 B4 B5
wd (%) 89 73 97 69 82 75 79 83 85 100 92 79 86 78 93 76 85 75
wχ2 (%) 95 73 98 67 80 71 79 84 87 98 90 78 79 73 91 73 89 75
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Table 2.5: Overall comparisons between the GMTCM and GG model for all images coded using
JPEG with QF= 80.
Bird Boat Fish Cp Hill Lena Bb Mt Pp SE SS CS BbT B1 B2 B3 B4 B5
wd (%) 98 76 98 79 88 79 86 81 86 100 97 87 86 70 94 80 91 85
wχ2 (%) 98 78 90 79 82 74 84 83 86 100 95 81 86 68 91 78 95 79
Table 2.6: Overall comparisons between the GMTCM and GG model for all images coded using
JPEG with QF= 70.
Bird Boat Fish Cp Hill Lena Bb Mt Pp SE SS CS BbT B1 B2 B3 B4 B5
wd (%) 94 83 95 82 79 77 90 98 84 98 98 87 89 73 97 85 95 87
wχ2 (%) 97 83 89 79 91 80 84 94 87 98 97 87 89 75 94 85 95 83
2.5.3 Comparisons of χ2 among three models for individual fre-
quencies
In the above overall comparisons, Table 2.3 shows that the GMTCM and GG model are
close, while the GMTCM wins the majority over the GG model for all other cases as shown
in Tables 2.4-2.6. We now zoom in to look at the χ2 values for all tested frequency positions
for several representative images: (1) ‘Bird’ which is strongly in favor of the GMTCM in
Table 2.3; (2) ‘CS’ which is strongly in favor of the GG model in Table 2.3; and (3) ‘Boat’
for which the GMTCM and GG model tie more or less in Table 2.3. The respective χ2
scores are presented in Figures 2.4, 2.6, and 2.7, respectively.
From Figures 2.4, 2.6, and 2.7, it is fair to say that (1) the GMTCM dramatically
improves the modelling accuracy over the Laplacian model; (2) when the GMTCM is
better than the GG model, χ2GMTCM is often much smaller, up to 15658 times smaller, than
χ2GGD; and (3) when the GG model is better than the GMTCM, the difference between
χ2GMTCM and χ
2
GGD is not as significant as one would see in Case (2)—for example, in Figure
2.7, χ2GGD is only less than 10 times smaller than χ
2
GMTCM.
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Figure 2.4: The χ2 scores by GGD, GMTCM, and Laplacian model for AC coefficients from
JPEG-coded image Bird with QF= 100.
Note that Figure 2.5 shows the KL convergence for the ‘Bird’ image. It demonstrates
that the results by the chi-square test are consistent with that by the KL convergence, as
supported by the consistence between wχ2 and wd in the overall comparisons in Tables 2.3
to 2.6.
Another interesting result is observed in Figure 2.8, which shows the χ2 values for
JPEG coded ‘CS’ image with QF=90. Compared with the case where the source is JPEG
coded with higher fidelity QF=100 as shown in Figure 2.7, most AC coefficients now show
better modelling accuracy by the GMTCM than by the GG model.
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Figure 2.5: The KL divergence by GGD, GMTCM, and Laplacian model for AC coefficients from
JPEG-coded image Bird with QF= 100.
Figure 2.6: The χ2 scores by GGD, GMTCM, and Laplacian model for AC coefficients from
JPEG-coded image Boat with QF= 100.
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Figure 2.7: The χ2 scores by GGD, GMTCM, and Laplacian model for AC coefficients from
JPEG-coded image CS with QF= 100.
Figure 2.8: The χ2 scores by GGD, GMTCM, and Laplacian model for AC coefficients from
JPEG-coded image CS with QF= 90.
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2.6 Data reduction capability of Transparent Com-
posite Model
The segmentation between a parametric distribution for the main portion and the uniform
distribution for the heavy tail portion naturally intrigues us to understand their respective
physical meanings in image domain. Inliers in the main portion contains most of the
information1, which should undoubtedly represent a blurred version of the original image
(since some information is missing). But how about outliers in the heavy tail portion?
What kind of information it conveys in an image?
To investigate this, we force all the inliers (as well as DCs) to be zeros, i.e., only keep
outliers, and then perform inverse DCT, yielding an image that we call an outlier image.
Two outlier images obtained by using the LPTCM for 512×512 Lena and Airplane (F-16)
are shown in the right panels of Fig.2.9 and Fig.2.10, along with their original images shown
in their respective left panels (more examples of outlier images can be found in [76] and
[75]). As demonstrated in the outlier images, DCT coefficients in the heavy tail identified
by a TCM are truly outliers, and the outlier image reveals some unique global features of
the original image, such as edges. That is to say, although they are usually statistically
insignificant—on average around 1.2% of the total AC coefficients of the image as indicated
by our experiments, outliers (or outlier image) are of perceptually importance. Compared
with the original image, the outlier image achieves dramatic dimension reduction, while
still capturing the main skeleton of the former. This feature of outliers in the LPTCM can
be used to design DCT-based lossy compression algorithms. As we show later in Chapter 4,
outliers in the LPTCM are taken good advantage of in designing conditional quantization
and conditional entropy coding. In addition, with the non-linear data reduction capability,
1In most of the cases, more than 98% of the DCT coefficients are identified as inliers by a TCM.
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a TCM may also be applied in image analysis/understanding, etc., as suggested in [76] and
[75].
Figure 2.9: Original image (Left) and outlier image (Right) of 512×512 Lena
Figure 2.10: Original image (Left) and outlier image (Right) of 512×512 Airplane (F-16)
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2.7 Chapter Summary
To better capture the heavy tail phenomenon in DCT coefficients and its perceptual im-
portance, in this chapter we have proposed a new model dubbed TCM for modelling DCT
coefficients, which separates the tail portion of DCT coefficients from the main portion of
DCT coefficients and uses a different distribution to model each portion: a uniform distri-
bution for the tail portion and a parametric distribution such as truncated Laplacian and
geometric distributions for the mail portion. Efficient online algorithms with global con-
vergence have been proposed to compute the ML estimates of the parameters in the TCM.
It has been shown that for real-valued continuous AC coefficients, the LPTCM matches
up to pure GG models in term of modelling accuracy, but with simplicity and practicality
similar to those of pure Laplacian models. On the other hand, for discrete/integer DCT
coefficients, the GMTCM models AC coefficients more accurately than pure Laplacian
models and GG mdoels in majority cases while having simplicity and practicality similar
to those of pure Laplacian models. In addition, it has been demonstrated that the tail
portion identified by the LPTCM gives rise to an image called an outlier image, which, on
one hand, achieves dramatic dimension reduction in comparison with the original image,
and on the other hand preserves perceptually important unique global features of the orig-
inal image. The LPTCM will be applied to design DCT-based lossy image compression
algorithms in Chapter 4.
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Chapter 3
Quantization Table Design Revisited
for Image/Video compression
This chapter revisits the quantization table design problem in soft-decision quantization
(SDQ) settings. Section 3.1 reviews some related quantization table design methods pro-
posed in traditional hard-decision quantization (HDQ) settings. Section 3.2 formulates
our new quantization table design problem, which is solve in Section 3.3 as our theoretical
contribution. A statistical-model-based algorithm is discussed in Section 3.4, and exper-
imental results are given in Section 3.5. Finally, we summarize this chapter in Section
3.6.
3.1 Literature review
In DCT-based image/video compression, a quantization table is usually used to provide
different quantization step sizes to different frequencies. After each block is DCT trans-
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formed, each of the resulting transform coefficients is quantized uniformly according to a
quantization step size; all quantization step sizes used at different transform frequencies
together form a quantization table. Quantized coefficients are then scanned into a 1-D
sequence and finally encoded losslessly.
Traditionally, as long as a quantization table is fixed, the corresponding quantization
process is determined, where the quantized value of a transform coefficient depends only on
its quantization step size and the transform coefficient itself. Such a quantization process
is now referred to as HDQ. In this case, once the subsequent lossless coding method is
given, quantization table design is equivalent to quantizer design.
In the past two decades, quantization table design has been well studied in HDQ settings
[19], [62], [42]. It is generally formulated as the following optimization problem1
inf
Q
R(Q), s.t. D(Q) ≤ DT , (3.1)
where Q represents a quantization table, R and D are the resulting rate and distortion
respectively, and DT denotes the target distortion. With the lossless coding method fixed,
both R and D are functions of Q only. However, since R(Q) is generally a very complicated
function of Q, finding an optimal solution or even a good approximate solution to (3.1)
is computationally expensive. On the other hand, if R(Q) is inaccurately approximated,
the solution to the resulting modified optimization problem would be far away from the
solution to (3.1). For example, for JPEG encoding [1], Huang and Meng [19] proposed a
quantization table optimization method where DCT coefficients are modelled by a Lapla-
cian distribution. The rate (as well as distortion) is estimated by close-form formulas based
on the statistic model, where the default Huffman code length specified by JPEG is as-
sumed. The performance gain offered by their optimizer is limited mainly because of the
1The optimization problem can also be formulated as minimizing the distortion at a given rate.
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inaccuracy in approximating the rate. To solve this problem, Wu and Gersho [62] proposed
to evaluate the rate using the real coding rate with a greedy, steepest-descent algorithm. It
achieves better RD performance but at the expense of extremely high computational com-
plexity, since the actual encoding is performed in each iteration of the algorithm. To avoid
going through the actual encoding repeatedly, Ratnakar and Livny [42] later on developed
a comparatively efficient 2 JPEG quantization table optimizer using a trellis-based method
where the rate is estimated by the empirical entropy of quantized DCT coefficients, rather
than the coding rate of run-size pairs as in [62]. Their scheme achieves RD performance
similar to what was reported in [62], which represents the best JPEG coding performance
so far when HDQ is assumed.
Recently, a more advanced quantization technique called SDQ has been developed [79],
[73], [74], [72], [70], [71], [16], [64], [22]. Unlike the case of HDQ, the quantization process in
SDQ is now tightly coupled with, and to some extent controlled by, the subsequent lossless
coding method so that a better RD trade-off is achieved. Even with the same quantization
table, the quantization process would be dramatically different if a different lossless coding
method were used. Because of its superiority over HDQ, SDQ or its suboptimal version
called rate distortion optimized quantization (RDOQ) [22] has been well adopted in both
video coding standards H.264/AVC [31] and HEVC [32].
Given a lossless coding method, quantizer design under SDQ is not equivalent to quan-
tization table design any more. Indeed, the quantizer design problem in SDQ can be
separated into two sub-problems, i.e., quantization table design and SDQ design (see Sec-
tion 3.2 for details). In the past, several researchers [42], [72], [14] studied these two design
problems for JPEG encoding to some extent. In [14], Crouse and Ramchandran applied
2Compared with the algorithm in [62] it is more efficient, which is nevertheless considered to be com-
putationally expensive as shown in Section 3.5 in this thesis.
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the method proposed in [62] to design the quantization table followed by the algorithm
proposed in [39] called optimal thresholding to optimize quantized DCT coefficients, which
is actually a sub-optimal SDQ design for JPEG coding. In [42], Ratnakar and Livny
employed their quantization table optimization method to initialize the thresholding al-
gorithm in [39]. Optimal SDQ design problem for JPEG coding was later on solved by
a graph-based algorithm in [72] by Yang and Wang. To address the optimal design of
both the quantization table and SDQ, they further proposed an iterative algorithm, which
achieves the best JPEG coding performance in the literature when SDQ is considered.
However, unlike the graph-based algorithm, which is optimal, the iterative algorithm does
not seem to have a global convergence, often leading to local minima; as such, its perfor-
mance highly depends on the initial quantization table 3. Indeed, Yang and Wang [72]
used the quantization table optimizer in [42] to give an initial quantization table for their
iterative algorithm in their best quantization scheme. Therefore, to a large extent, the
quantization table design in SDQ has never been fully addressed.
3.2 Quantization table design–Problem formulation
In light of the increasing importance of SDQ in image and video coding, we are motivated
to revisit quantization table design in the context of SDQ [68], [69]. In this section, we first
formulate the new quantizer design problem for image/video coding where the quantization
table optimization is separated as a sub-problem. We then show some advantages of the
new formulation for the quantization table design problem over (3.1).
Suppose that an N ×M transform is used, and there are in total n non-overlapping
blocks of size N ×M in each image or video frame. (Hereafter, each block of size N ×M
3This is true as well for the iterative algorithm called joint thresholding proposed in [14].
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will be referred to as an N ×M -block.) Define a quantization table Q = {q1, q2, · · · , qL},
where qk is the quantization step size for transform coefficients at the ith frequency po-
sition in a predefined scanning order, i ∈ [1, L], where L = N × M . Given Q, each
transform coefficient at the ith frequency position would be reconstructed as jqk for some
j ∈ {0,±1,±2, · · · ,±b1+ A
qk
c}, where A represents the maximum possible magnitude that
transform coefficients could have. For example, A = 1024 in 8-bit JPEG encoding [1]. In
this sense, we say that Q solely determines the reconstruction space, and would simply
identify it with a reconstruction space in this thesis when there is no ambiguity. When
SDQ is adopted, we can divide a quantization process into two parts: a quantization ta-
ble or reconstruction space Q and a mapping function or quantizers Q′Q that maps each
sequence of transform coefficients at the ith frequency position, i ∈ [1, L], into an index
sequence of length n from {0,±1,±2, · · · ,±b1 + A
qk
c}n . Given a lossless coding method φ
for index sequences, quantizer design under SDQ is equivalent to the following optimization
problem:
inf
Q
inf
Q′Q
Rφ(Q,Q
′
Q), s.t. D(Q,Q
′
Q) ≤ DT (3.2)
where Rφ(Q,Q
′
Q) denotes the number of bits per N ×M -block resulting from using φ to
encode the index sequences given by Q′Q, and D(Q,Q
′
Q) is the distortion per N ×M -block
resulting from the SDQ process Q′Q in conjunction with Q. Here and throughout the rest
of the thesis, we assume the mean squared error distortion. In comparison of (3.2) with
(3.1), there is a striking difference. In (3.1), once Q is given, the quantized value of each
transform coefficient is determined, and so is D(Q). In addition, assuming the lossless
coding method φ is fixed, R(Q) is a function of Q only. On the contrary, in (3.2), both the
rate and distortion are functions of both Q and Q′Q. Even when Q is given, the quantized
value of each transform coefficient is still undecided, until the solution or an approximate
solution to the inner minimization problem of (3.2) is found. Therefore, to a large extent,
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the quantization process is controlled by the subsequent lossless coding method φ.
Convert (3.2) into the following unconstrained optimization problem
inf
Q
inf
Q′Q
[
D(Q,Q′Q) + θRφ(Q,Q
′
Q)
]
(3.3)
where θ is the Lagrange multiplier denoting the relative trade-off between rate and distor-
tion. Given Q, the solution to the inner minimization problem in (3.3) is generally referred
to as SDQ. In principle, with an initial quantization table Q, (3.3) can be solved by an
iterative algorithm (as in [72] in the case of JPEG encoding): (Step 1) fix Q and seek a
SDQ solution Q′Q to the inner minimization problem in (3.3); (Step 2) fix the resulting
Q′Q and seek a solution Q to the outer minimization problem in (3.3); and (Step 3) repeat
Steps 1 and 2 until a convergence occurs. Although each of Steps 1 and 2 could be optimal
itself—please refer to [73], [74], [72], [71], [16],[22] for the applications of these steps to
image and video coding standards proposed so far—the iterative algorithm does not con-
verge, in general, to a global optimum. As such, its performance highly depends on the
initial Q.
In this thesis, we aim to determine the optimal Q in (3.3) or its approximation without
determining explicitly the optimal Q′Q in (3.3). In view of (3.3), optimal Q and Q
′
Q are
clearly related to each other and both depend on the lossless coding method φ. To overcome
this difficulty, we shall consider φ that is universal and optimal, in the sense that the inner
minimization in (3.2) can be approximated by the Shannon rate distortion functions of
transform coefficients with respect to the alphabet {0,±1qk,±2qk, · · · ,±b1+ Aqk cqk} for all
Q when n is large enough. From universal lossy source coding theory [79], [81], [80], such
lossless coding methods exist. The advantage of this approach is two fold. First, it makes
the problem (3.2) or equivalently (3.3) tractable. Second, it makes our solution Q to be
independent of any specific lossless coding method, which often varies from one application
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to another, which in turn makes our solution Q widely applicable to many practical image
and video coding problems where quantization tables are used, as a good initial Q.
3.3 Quantization table design–Problem solution
Following the approach alluded to at the end of Section 3.2, we now derive the optimal
Q in (3.2) or its approximation without determining explicitly the optimal Q′Q. As afore-
mentioned, we will assume that φ is universal and optimal so that the inner minimization
in (3.2) can be approximated by the Shannon rate distortion functions of transform coef-
ficients with respect to the alphabet {0,±1qk,±2qk, · · · ,±b1 + Aqk cqk} for all Q when n is
large enough.
Rewrite (3.2) as
inf
Q
inf
Q′Q:D(Q,Q
′
Q)≤DT
Rφ(Q,Q
′
Q). (3.4)
We model transform coefficients across different frequencies as independent random sources
{Xk}Lk=1 with certain distributions, where each Xk, 1 ≤ k ≤ L, is a sequence Xk =
{Xk(i)}ni=1 of length n, representing all transform coefficients at the ith frequency position,
and further regard D(Q,Q′Q) and Rφ(Q,Q
′
Q) in (3.4) as the average distortion and rate (in
bits) of the L sources {Xk}Lk=1, respectively. Under this assumption, transform coefficients
can be optimally quantized and encoded by separately quantizing and encoding each source
Xk, 1 ≤ k ≤ L. Without loss of generality, we further assume that each source Xk has a
zero mean; otherwise, the mean could be subtracted first. As such, the inner minimization
50
in (3.4) can be rewritten as
inf
Q′Q:D(Q,Q
′
Q)≤DT
Rφ(Q,Q
′
Q)
= inf
{Dk}Lk=1∑L
k=1Dk=DT
inf
Q′qk :D(Xk,qk,Q
′
qk
)≤Dk
1≤k≤L
L∑
k=1
Rφ(Xk, qk, Q
′
qk
)
= inf
{Dk}Lk=1∑L
k=1Dk=DT
L∑
k=1
 inf
Q′qk
D(Xk,qk,Q′qk )≤Dk
Rφ(Xk, qk, Q
′
qk
)

= inf
{Dk}Lk=1∑L
k=1
Dk=DT
Dk≥D(Xk,qk)
L∑
k=1
 inf
Q′qk
D(Xk,qk,Q′qk )≤Dk
Rφ(Xk, qk, Q
′
qk
)
 (3.5)
where Q′qk , 1 ≤ k ≤ L, is a mapping from the set of sequences of n transform coefficients to
the set {0,±1,±2, · · · ,±b1 + A
qk
c}n and represents SDQ for the source Xk, D(Xk, qk, Q′qk)
denotes the average distortion per transform coefficient between Xk and the reconstruction
sequence given by Q′qk and qk (i.e., Q
′
qk
×qk), Rφ(Xk, qk, Q′qk) denotes the corresponding rate
in bits per transform coefficient for Xk, and D(Xk, qk) is the minimal average distortion
per transform coefficient for the source Xk, which is achievable with the reconstruction
space {0,±1qk,±2qk, · · · ,±b1 + Aqk cqk}n. Note that D(Xk, qk) is actually equal to the
average distortion resulting from the HDQ of Xk with the quantization step size qk. The
last equality in (3.5) follows from the fact that when Dk < D(Xk, qk), the set of Q
′
qk
with
D(Xk, qk, Q
′
qk
) ≤ Dk is empty and hence the corresponding inner minimization in (3.5) is
∞. At this point, we invoke universal redundancy results from lossy source coding theory
[80], which say that when φ is universal and optimal,
inf
Q′qk :D(Xk,qk,Q
′
qk
)≤Dk
Rφ(Xk, qk, Q
′
qk
)
= RqkXk(Dk) + c
(
1 + 2b1 + A
qk
c
)
lnn
n
+ o(
lnn
n
) (3.6)
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where RqkXk(Dk) is the Shannon rate distortion function ofXk with respect to the reconstruc-
tion alphabet {0,±1qk,±2qk, · · · ,±b1 + Aqk cqk}, and c = O(1) is a positive bounded term.
Note that 1+2b1+ A
qk
c is simply the size of the alphabet {0,±1qk,±2qk, · · · ,±b1+ Aqk cqk},
which is proportional to 1/qk. By absorbing some positive bounded term into c = O(1),
we can rewrite (3.6) as
inf
Q′qk :D(Xk,qk,Q
′
qk
)≤Dk
Rφ(Xk, qk, Q
′
qk
)
= RqkXk(Dk) +
c
qk
lnn
n
+ o(
lnn
n
). (3.7)
Combining (3.7) and (3.5) with (3.4) yields
inf
Q
inf
Q′Q:D(Q,Q
′
Q)≤DT
Rφ(Q,Q
′
Q)
= inf
Q
inf
{Dk}Lk=1:
∑L
k=1
Dk=DT
Dk≥D(Xk,qk)
L∑
k=1
[
RqkXk(Dk)
+
c
qk
lnn
n
+ o(
lnn
n
)
]
. (3.8)
Since there is no analytic formula for RqkXk(Dk) in general, to continue with (3.8), we
further lower bound RqkXk(Dk) by the Shannon lower bound to the rate distortion function
of Xk [12]:
RqkXk(Dk)
≥ R(SL)Xk (Dk)
∆
= max{H(Xk)− 1
2
log 2pieDk, 0} (3.9)
=
 H(Xk)− 12 log 2pieDk if σˆ2k > Dk0 otherwise (3.10)
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where H(Xk) is the differential entropy of Xk, and σˆ
2
k is chosen such that H(Xk) =
1
2
log 2pieσˆ2k. (Note that according to the maximum differential entropy lemma [12], σˆ
2
k ≤ σ2k,
where σ2k is the variance of Xk.) Plugging (3.9) into (3.8) yields
inf
Q
inf
Q′Q:D(Q,Q
′
Q)≤DT
Rφ(Q,Q
′
Q)
≥ inf
Q
inf
{Dk}Lk=1:
∑L
k=1
Dk=DT
Dk≥D(Xk,qk)
L∑
k=1
[
R
(SL)
Xk
(Dk)
+
c
qk
lnn
n
+ o(
lnn
n
)
]
. (3.11)
In (3.11), one can limit Q to those satisfying
L∑
k=1
D(Xk, qk) ≤ DT (3.12)
since the distortion profile Dk satisfying
∑L
k=1Dk = DT with Dk ≥ D(Xk, qk), 1 ≤ k ≤ L,
does not exist if (3.12) is not valid.
We are now led to solve the following optimization problem instead
inf
Q
inf
{Dk}Lk=1:
∑L
k=1
Dk=DT
Dk≥D(Xk,qk)
L∑
k=1
[
R
(SL)
Xk
(Dk) +
c
qk
lnn
n
+ o(
lnn
n
)
]
. (3.13)
Given Q satisfying (3.12), solving the inner minimization in (3.13) is now equivalent to
solving
inf
{Dk}Lk=1:
∑L
k=1
Dk=DT
Dk≥D(Xk,qk)
L∑
k=1
[
R
(SL)
Xk
(Dk)
]
(3.14)
since the last two terms in (3.13) do not depend on Dk, 1 ≤ k ≤ L. Note that R(SL)Xk (Dk)
given in (3.9) is a convex function of Dk. According to the Kuhn-Tucker conditions, the
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minimization in (3.14) or equivalently the inner minimization in (3.13) is achieved when
Dk = Dk(Q)
∆
=

d if D(Xk, qk) ≤ d ≤ σˆ2k
D(Xk, qk) if d < D(Xk, qk)
σˆ2k if d > σˆ
2
k
(3.15)
where d is chosen so that
L∑
k=1
Dk(Q) = DT . (3.16)
As DT increases from
∑L
k=1D(Xk, qk), the value of d satisfying (3.16) also increases until
it hits the ceiling max{σˆ2k : 1 ≤ k ≤ L}. The solution Dk(Q) in (3.15) can be interpreted
as gas pumping with caps from both top and bottom, as illustrated in Figure 3.1. Plugging
(3.15) into (3.13), we have
inf
Q
inf
{Dk}Lk=1:
∑L
k=1
Dk=DT
Dk≥D(Xk,qk)
L∑
k=1
[
R
(SL)
Xk
(Dk) +
c
qk
lnn
n
+ o(
lnn
n
)
]
= inf
Q
L∑
k=1
[
R
(SL)
Xk
(Dk(Q)) +
c
qk
lnn
n
+ o(
lnn
n
)
]
= inf
Q
[
L∑
k=1
R
(SL)
Xk
(Dk(Q)) +
L∑
k=1
(
c
qk
lnn
n
+ o(
lnn
n
)
)]
.
(3.17)
To continue, let us first investigate
inf
Q
L∑
k=1
R
(SL)
Xk
(Dk(Q)).
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X1 X2 X3 X4 X5 · · ·
Dk(Q)
D(X1, q1)
D(X2, q2)
D2(Q)
D(X3, q3)
D(X4, q5)
D(X5, q5)
D5(Q)σˆ
2
1
σˆ22 σˆ
2
3
σˆ24
σˆ25
d
D1(Q) D3(Q) D4(Q)
Figure 3.1: Gas pumping illustration for Dk(Q).
In view of (3.14) to (3.16), it is not hard to see that
inf
Q
L∑
k=1
R
(SL)
Xk
(Dk(Q))
= inf
{Dk}Lk=1:
∑L
k=1Dk=DT
L∑
k=1
[
R
(SL)
Xk
(Dk)
]
=
L∑
k=1
R
(SL)
Xk
(D∗k) (3.18)
where
D∗k =
 d if d ≤ σˆ2kσˆ2k otherwise (3.19)
and d is chosen such that
L∑
k=1
D∗k = DT . (3.20)
The solution D∗k, 1 ≤ k ≤ L, can be interpreted as a kind of reverse water-filling4, as
illustrated in Fig.3.2. Comparing D∗k in (3.19) and (3.20) with Dk(Q) in (3.15) and (3.16),
4This reverse water-filling result is similar to the optimal distortion allocation for parallel Gaussian
sources, for which Shannon lower bound on rate distortion functions is tight [12].
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we define Q∗ = (q∗1, q
∗
2, · · · , q∗L) such that
q∗k = sup{qk : D(Xk, qk) ≤ D∗k} (3.21)
for any 1 ≤ k ≤ L. In general, D(Xk, qk) is a strictly increasing and differentiable function
of qk, which will be assumed in our subsequent derivations. Then we have
D(Xk, q
∗
k) = D
∗
k, (3.22)
which, together with (3.15), (3.16), (3.19) and (3.20), implies
Dk(Q
∗) = D∗k, 1 ≤ k ≤ L.
Indeed, among all Q satisfying (3.12) and Dk(Q) = D
∗
k, 1 ≤ k ≤ L, Q∗ is the largest in
the sense that
δ(Q)
∆
= max{qk − q∗k : 1 ≤ k ≤ L} ≤ 0 (3.23)
for any Q satisfying (3.12) and Dk(Q) = D
∗
k, 1 ≤ k ≤ L.
X1 X2 X3 X4 X5 · · ·
D∗k
σˆ21
σˆ22 σˆ
2
3
σˆ24 D
∗
4
σˆ25
d
D∗1 D
∗
2 D
∗
3 D
∗
5
Figure 3.2: Reverse water-filling illustration for D∗k.
Go back to (3.17). Note that the first summation in (3.17) is a non-decreasing function
of qk, 1 ≤ k ≤ L, whereas the second summation in (3.17) is a strictly decreasing function
56
of qk. Nonetheless, when n is large enough, the first summation is dominating. Therefore,
an optimal Qo = (qo1, q
o
2, · · · , qoL) to (3.17) would be the Q which tries to first minimize the
first summation in (3.17) and then the second summation in (3.17) if there is room. In
other words, we would expect that the optimal Qo is either equal to Q∗ or very close to
Q∗. We next make this argument rigorous.
For any Q satisfying (3.12), define
F (Q)
∆
=
L∑
k=1
R
(SL)
Xk
(Dk(Q)) +
L∑
k=1
(
c
qk
lnn
n
+ o(
lnn
n
)
)
and
D(Q)
∆
=(D1(Q), D2(Q), · · · , DL(Q)).
We want to compare F (Q∗) with F (Q). We distinguish among different cases: (i) δ(Q) < 0;
(ii) δ(Q) ≥ C1
√
lnn
n
; (iii) C2
lnn
n
≤ δ(Q) < C1
√
lnn
n
; and (iv) 0 ≤ δ(Q) < C2 lnnn , where
C1 > 0 and C2 > 0 are constants to be specified later. In Case (i), we have
Dk(Q) = D
∗
k = Dk(Q
∗), 1 ≤ k ≤ L
and hence F (Q) > F (Q∗). In Case (ii), in view of the strictly increasing and differentiable
property assumption about D(Xk, qk), it follows from (3.15), (3.16), (3.19) and (3.20) that
|D(Q) − D(Q∗)| ≥ c1C1
√
lnn
n
for some constant c1 > 0, where |D(Q) − D(Q∗)| denotes
the Euclidean distance between D(Q) and D(Q∗). This, together with the convexity of
R
(SL)
Xk
(Dk) and the optimality of D
∗
k, implies that
L∑
k=1
R
(SL)
Xk
(Dk(Q)) >
L∑
k=1
R
(SL)
Xk
(Dk(Q
∗)) + cˆ1c21C
2
1
lnn
n
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for some constant cˆ1 > 0, and hence
F (Q)− F (Q∗)
> cˆ1c
2
1C
2
1
lnn
n
+
L∑
k=1
c
qk
lnn
n
−
L∑
k=1
c
q∗k
lnn
n
+ o(
lnn
n
)
> cˆ1c
2
1C
2
1
lnn
n
−
∑
k:qk>q
∗
k
c
q∗k
lnn
n
+ o(
lnn
n
)
> 0
for large n, when C1 > 0 is chosen properly. In Case (iii), a similar argument can be used
to show that
F (Q)− F (Q∗)
> cˆ1|D(Q)−D(Q∗)|2
−
∑
k:qk>q
∗
k
(
c
q∗k
− c
qk
)
lnn
n
+ o(
lnn
n
)
> c3δ(Q)
[
c2|D(Q)−D(Q∗)| − lnn
n
]
+ o(
lnn
n
)
≥ c3δ(Q)
[
c2c1C2
lnn
n
− lnn
n
]
+ o(
lnn
n
)
> 0
for some constants c2 > 0, c3 > 0, and large n, when C2 > 0 is properly chosen. Therefore,
the optimal Qo = (qo1, q
o
2, · · · , qoL) to (3.17) falls into Case (iv), i.e.,
0 ≤ δ(Qo) < C2 lnn
n
,
which, together with (3.15), (3.16), (3.19) and (3.20), further implies that qok ≥ q∗k +O( lnnn )
for any qok < q
∗
k, and hence
|Qo −Q∗| = O( lnn
n
).
To summarize, we have proved the following result.
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Theorem 4 Assume that D(Xk, qk), 1 ≤ k ≤ L, is a strictly increasing and differentiable
function of qk. Then the optimal Q
o = (qo1, q
o
2, · · · , qoL) to (3.13) satisfies
|Qo −Q∗| = O( lnn
n
)
where Q∗ = (q∗1, q
∗
2, · · · , q∗L) is defined through (3.19), (3.20), and (3.22).
Applying Theorem 4 in practice, we could simply take Q∗ as Qo since n is generally
large. To further simplify the computation of Q∗ without involving the computation of
differential entropy, we could also replace σˆ2k by σ
2
k in (3.19) and (3.20). In view of (3.8)
and (3.11), it is reasonably believed that such Q∗ would be a good approximation to the
optimal Q in the original problem (3.4), especially in the case of high rate (or equivalently
small DT ) coding, where the Shannon lower bound is quite close to the actual Shannon
rate distortion function (see [79], [26], and references therein for the tightness of the Shan-
non lower bound). In addition, the determination of Q∗ via (3.19), (3.20), and (3.22) is
independent of any specific lossless coding method, and could be applied, in principle, to
any practical image/video coding systems where quantization table design is involved. In
the next section, we will apply Theorem 4 to some DCT-based image coding systems.
3.4 Application to DCT-based Image Compression
In JPEG and some DCT-based image coding such as [55] and [56], an image is first par-
titioned into non-overlapping 8 × 8-blocks, and each of the resulting 8 × 8-block is then
transformed by a 8× 8 DCT transform. Thus, in this case we have L = 64.
To apply Theorem 4 to DCT-based image coding, there are two issues we need to
look at: 1) how to model DCT coefficients at each frequency i, 1 ≤ k ≤ 64, and 2)
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how to calculate D(Xk, qk) and q
∗
k from (3.22) or equivalently (3.21). For DC coefficients,
which are corresponding to k = 1, it is hard to find a proper probability model because
of their irregularity. As such, we would simply model them as a uniformly distributed
random source X1 = {X1(i)}ni=1. Accordingly, we have D(X1, q1) = q21/12, where q1 is the
quantization step size for DC coefficients.
For AC coefficients, several good models have been proposed in the literature as shown
in Chapter 2. Due to their advantage of having good trade-off between modelling accuracy
and parameter estimation complexity, we shall focus only on the Laplacian model in what
follows in this chapter.
According to the Laplacian distribution, AC coefficients Xk = {Xk(i)}ni=1 at each fre-
quency 2 ≤ k ≤ 64 are modelled with pdf
f(xk) =
1
2λk
e
− |xk|
λk , 2 ≤ k ≤ 64, (3.24)
where λk > 0 is called a scale parameter at the ith frequency position in zig-zag order, and
can be estimated, in practice, from the sample values xk(1), xk(i), · · · , xk(n) of Xk, where
n = W ×H/64, and W and H denote the width and height of the image to be encoded,
respectively. In particular, the ML estimation of λk is calculated as follows
λk =
1
n
n∑
k=1
| xi,k |, 2 ≤ k ≤ 64. (3.25)
With (3.24) and (3.25) in place, D(Xk, qk) can be calculated easily, and so is q
∗
k with D
∗
k =
D(Xk, q
∗
k) in (3.22). Note, however, that D(Xk, qk) is the smallest distortion achievable
with quantization step size qk for the source Xk, which is given by the uniform quantizers
with step size qk. If q
∗
k with D
∗
k = D(Xk, q
∗
k) was chosen, then the uniform quantizers with
step size q∗k would have to be used to achieve D
∗
k, which leaves no room for the subsequent
RD trade-off with the reconstruction space {0,±1q∗k,±2q∗k, · · · ,±b1+ Aq∗k cq
∗
k}n. To overcome
60
this problem, we will reduce the value of q∗k slightly by using a distortion function different
from D(Xk, qk) in (3.21) and (3.22). Specifically, instead of using D(Xk, qk) in (3.21) and
(3.22), we will use the distortion of a dead-zone quantizers with uniform reconstruction
[50], [52]. Given the uniform reconstruction rule in JPEG and a quantization step size qk,
2 ≤ k ≤ 64, the corresponding dead-zone size (for the positive part) sk, is computed by
[52]
sk = qk − λk + qk
eqk/λk − 1 . (3.26)
Let DLap(λk, qk) denote the distortion of the resulting dead-zone quantizers with the quan-
tization step size qk for the Laplacian source Xk with the scale parameter λk, 2 ≤ k ≤ 64.
It can be shown (after simplifying eq. (9) in [52]) that DLap(λk, qk) can be computed as
follows
DLap(λk, qk) = 2λ
2
k −
2qk(λk + sk − 0.5qk)
esk/λk(1− e−qk/λk) . (3.27)
To compute our desired q∗k, we then use DLap(λk, qk) in place of D(Xk, qk) in (3.21) and
(3.22).
Based on the Laplacian model (3.24) and (3.25), our desired Q∗ = (q∗1, q
∗
2, · · · , q∗64) can
be determined as follows. Predetermine a maximum integer quantization step size qmax. If
the water level d in (3.19) and (3.20) is greater than the source variance σ2k, k = 1, 2, · · · , 64,
we directly quantize all coefficients at this frequency to zeros. This strategy is called fast
quantization. We then set q∗k = qmax (note that, in this case, q
∗
k is dummy when HDQ is
considered since no matter what q∗k is, the corresponding reconstruction level is always 0;
however, this is not true in general for SDQ, as the quantized zero is the initialization for
the iterative algorithm). Otherwise, q∗k is selected such that
q∗k =
 min{b
√
12dc, qmax} if i = 1
max{qk ∈ Q : DLap(λk, qk) ≤ d} if 2 ≤ k ≤ 64
(3.28)
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where Q = {1, 2, · · · , qmax}. The maximization problem in (3.28) can be solved by the
bi-section search over Q for 2 ≤ k ≤ 64. The procedure is summarized in Algorithm 4.
Algorithm 4 Optimal quantization table design for JPEG type DCT-based encoding
based on the Laplacian model.
1: Predetermine a desired distortion level DT per 8×8-block and a maximum quantization
step size qmax.
2: Determine the water level d according to (3.19) and (3.20).
3: if σ2k < d then
4: set q∗k = qmax
5: else
6: if k = 1 then
7: set q∗k = min{b
√
12dc, qmax}
8: else
9: set q∗k = max{qk ∈ Q : DLap(λk, qk) ≤ d}.
10: end if
11: end if
3.5 Experimental results
Having described our quantization table design algorithm based on the Laplacian model,
i.e., Algorithm 4, we now evaluate its performance first in baseline JPEG encoding and
then in ARL [55] and ECEB [56]. Experiments have been conducted on a set of standard
8-bit gray scale test images with different resolutions. In all experiments, qmax is set as 46.
In JPEG cases, customized Huffman tables are used. Both the HDQ coding (i.e.,
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SDQ off) and SDQ coding (i.e., SDQ on) have been tested. When SDQ is on, the iterative
algorithm in [72] has been further applied to provide a complete solution to the optimization
problem (3.3). To facilitate our subsequent discussion, we shall refer to HDQ coding with
quantization table designed by Algorithm 4 as J-OptD-HDQ, and SDQ coding with its
initial quantization table designed by Algorithm 4 as J-OptD-SDQ. Tables 3.1-3.6 show
the PSNR performance of J-OptD-HDQ and J-OptD-SDQ for 512× 512 ‘Airplane (F16)’,
512×512 ‘GoldHill’, 512×512 ‘Lena’, 512×512 ‘Dome’, 720p ‘Stockholm’ (the first frame
of the corresponding testing video sequence in [32]), and 1080p ‘Kimono’ (the first frame
of the corresponding testing video sequence in [32]) respectively. Also shown in Tables
3.1-3.6 are the PSNR performance of the HDQ coding with quantization table designed
by methods in [19] and [42] (hereafter referred to as J-OptQ-HDQ and J-RDOPT-HDQ,
respectively) and the PSNR performance of the SDQ coding with its initial quantization
table designed by methods in [19] and [42] (hereafter referred to as J-OptQ-SDQ and
J-RDOPT-SDQ, respectively). As mentioned earlier, before our present work, J-RDOPT-
HDQ represents the state-of-the-art JPEG HDQ optimizer, and J-RDOPT-SDQ represents
the state-of-the-art JPEG SDQ optimizer [72]. In addition, the PSNR performance of
baseline JPEG coding using a (scaled) default quantization table is listed in Tables 3.1-3.6
as an anchor. On the other hand, Table 3.13 shows the computer running times5 of different
quantization table design schemes along with the running times of other JPEG encoding
components for compressing some 512 × 512 images. In Table 3.13, J-OptQ, J-RDOPT,
OptD represent the quantization table design methods in the references [19], [42], and our
proposed Algorithm 4, respectively. The results of our proposed schemes are bolded in all
the tables in this thesis.
As can be seen from these tables, the experimental results for all tested schemes are
5All experiments in this thesis were run on an Apple Mac Pro 8-core 2.4GHz 12G RAM computer.
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highly consistent with our discussion in Section 3.1 and Section 3.4 regarding both coding
performance and computational complexity. When SDQ is off, our proposed J-OptD-HDQ
significantly outperforms J-OptQ-HDQ and J-RDOPT-HDQ by 0.7 dB6 and 0.5 dB on
average with complexity reduced by a factor of more than 150 and 2000, respectively.
When SDQ is on, the proposed J-OptD-SDQ provides a 0.2 dB gain and a 0.1 dB gain
or more on average over J-OptQ-SDQ and J-RDOPT-SDQ respectively, with about 30%
and 85% complexity reduced accordingly. Compared with baseline JPEG, our proposed
J-OptQ-HDQ offers an average 1.5 dB gain with negligible complexity increase; and our
proposed J-OptQ-SDQ provides an average 2.0 dB gain or more with a slight increase in
computational complexity (due to the SDQ algorithm). Another interesting observation
is that in both HDQ coding and SDQ coding, the performance gain from our proposed
quantization table design schemes, tends to be larger when the rate is higher, which is
consistent with our statement in the last paragraph of Section 3.3. This, together with the
significant overall coding gain, validates our theoretical findings in Section 3.3 once again.
The complexity overhead (on top of baseline JPEG) of J-OptD-HDQ mainly comes from
the calculation of the variance σ2k and the ML estimate of λk. In some very low/high rate
coding cases, this complexity can be further reduced by skipping the variance calculation
for some high/low frequencies, as σ2k can be always smaller/larger or equal to the water
level d. For low rate encoding, sometimes the complexity introduced by J-OptD-HDQ can
almost be compensated by the fast quantization strategy.
In what follows, we will discuss the related experiments on ARL and ECEB. In ARL
cases 7, both the HDQ and SDQ coding have been tested. When SDQ is on, the SDQ
algorithm proposed in [71] and its corresponding iterative algorithm has been applied. The
6Generally, a 0.1 dB gain in PSNR is equivalent to 2-3% bit rate reduction in JPEG encoding.
7All ARL related tests are run on our implementation of [55].
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HDQ coding with quantization table designed by Algorithm 4 is dubbed A-OptD-HDQ,
and SDQ coding with its initial quantization table designed by Algorithm 4 is referred to as
A-OptD-SDQ. Tables 3.7-3.12 show the PSNR performance of A-OptD-HDQ and A-OptD-
SDQ for all the test images in the same order as the JPEG cases, which are compared with
those of the ARL HDQ and SDQ coding with a (scaled) default JPEG quantization table
(hereafter referred to as A-DefQ-HDQ and A-DefQ-SDQ, respectively). For brevity’s sake,
the ECEB8 HDQ PSNR performance (no ECEB SDQ coding performance is shown, since
there is no SDQ algorithm designed for ECEB) with a (scaled) default JPEG quantization
table, a uniform quantization table (as in the original ECEB codec, i.e., all quantization
step sizes in the quantization table are the same), and a quantization table designed by
Algorithm 4 are demonstrated in Tables 3.7-3.12 as well, referred to as E-DefQ-HDQ,
E-UnifQ-HDQ and E-OptD-HDQ, respectively. Computer running times of all encoding
components for the related ARL or/and ECEB tests are illustrated in Table 3.14. Again,
OptD represents Algorithm 4 in Table 3.14.
On average, A-OptD-HDQ and A-OptD-SDQ significantly outperform their respective
counterpart A-DefQ-HDQ and A-DefQ-SDQ by 1.4 dB and 0.8 dB in PSNR, and E-
OptD-HDQ provides a 1.5 dB and a 0.4 dB notable performance gain over E-DefQ-HDQ
and E-UnifQ-HDQ, respectively. According to Table 3.14, the complexity introduced by
Algorithm 4 is negligible for both ARL and ECEB encoding.
8All ECEB related tests are run without the pre-processing and on the code kindly provided by the
authors of [55] and [56].
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Table 3.1: PSNR performance comparison of different Q-table design methods for baseline JPEG
encoding for 512× 512 Airplane (F16)
Rate J-DefQ-HDQ J-OptQ-HDQ J-RDOPT-HDQ J-OptD-HDQ J-OptQ-SDQ J-RDOPT-SDQ J-OptD-SDQ
0.25 31.66 31.89 32.06 32.16 32.31 32.64 32.70
0.50 35.71 35.99 36.22 36.30 36.80 36.73 36.87
0.75 37.92 38.63 38.93 39.06 39.39 39.38 39.56
1.00 39.61 40.56 40.81 41.14 41.32 41.32 41.47
1.25 40.99 42.16 42.39 42.81 42.94 42.92 43.11
1.50 42.22 43.43 43.74 44.16 44.26 44.29 44.49
1.75 43.32 44.63 44.98 45.45 45.38 45.55 45.77
2.00 44.34 45.79 46.14 46.72 46.57 46.79 46.98
Table 3.2: PSNR performance comparison of different Q-table design methods for baseline JPEG
encoding for 512× 512 GoldHill
Rate J-DefQ-HDQ J-OptQ-HDQ J-RDOPT-HDQ J-OptD-HDQ J-OptQ-SDQ J-RDOPT-SDQ J-OptD-SDQ
0.25 29.30 29.45 29.38 29.63 29.94 30.00 29.96
0.50 31.72 31.98 31.98 32.30 32.64 32.64 32.65
0.75 33.26 33.76 33.85 34.25 34.51 34.52 34.56
1.00 34.55 35.19 35.36 35.88 36.05 36.05 36.07
1.25 35.62 36.51 36.71 37.27 37.37 37.51 37.54
1.50 36.65 37.73 37.95 38.55 38.68 38.81 38.88
1.75 37.66 38.81 39.15 39.73 39.77 40.03 40.08
2.00 38.53 39.98 40.28 40.93 41.04 41.25 41.29
Table 3.3: PSNR performance comparison of different Q-table design methods for baseline JPEG
encoding for 512× 512 Lena
Rate J-DefQ-HDQ J-OptQ-HDQ J-RDOPT-HDQ J-OptD-HDQ J-OptQ-SDQ J-RDOPT-SDQ J-OptD-SDQ
0.25 31.64 31.70 31.85 31.89 32.37 32.47 32.41
0.50 34.90 35.28 35.41 35.53 35.89 36.04 36.01
0.75 36.62 37.33 37.41 37.77 37.99 38.14 38.16
1.00 37.91 38.71 38.82 39.31 39.47 39.63 39.66
1.25 38.98 39.79 40.01 40.52 40.62 40.83 40.90
1.50 39.96 40.89 41.05 41.69 41.76 41.93 41.97
1.75 40.75 41.84 42.10 42.71 42.78 43.02 43.10
2.00 41.66 42.88 43.21 43.84 43.80 44.06 44.12
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Table 3.4: PSNR performance comparison of different Q-table design methods for baseline JPEG
encoding for 512× 512 Dome
Rate J-DefQ-HDQ J-OptQ-HDQ J-RDOPT-HDQ J-OptD-HDQ J-OptQ-SDQ J-RDOPT-SDQ J-OptD-SDQ
0.25 31.20 31.25 31.31 31.43 31.72 31.77 31.72
0.50 33.69 34.04 34.08 34.30 34.66 34.66 34.69
0.75 35.31 35.92 36.04 36.35 36.64 36.74 36.76
1.00 36.55 37.48 37.66 38.07 38.42 38.45 38.52
1.25 37.69 38.93 39.24 39.83 40.00 40.03 40.07
1.50 38.81 40.42 40.74 41.37 41.56 41.58 41.59
1.75 39.89 41.93 42.28 42.88 42.80 42.99 43.21
2.00 40.96 43.13 43.79 44.31 43.83 44.17 44.53
Table 3.5: PSNR performance comparison of different Q-table design methods for baseline JPEG
encoding for 720p Stockholm (1st frame)
Rate J-DefQ-HDQ J-OptQ-HDQ J-RDOPT-HDQ J-OptD-HDQ J-OptQ-SDQ J-RDOPT-SDQ J-OptD-SDQ
0.25 30.69 30.77 30.78 31.03 31.20 31.23 31.27
0.50 33.39 33.67 33.72 34.04 34.26 34.24 34.27
0.75 35.03 35.45 35.53 35.96 35.91 35.91 36.10
1.00 36.23 36.75 36.88 37.40 37.51 37.57 37.66
1.25 37.27 37.89 38.12 38.66 38.62 38.71 38.88
1.50 38.11 38.97 39.25 39.82 39.78 39.82 40.05
1.75 38.97 40.04 40.38 40.96 40.99 41.09 41.18
2.00 39.88 41.21 41.51 42.16 41.97 42.25 42.33
Table 3.6: PSNR performance comparison of different Q-table design methods for baseline JPEG
encoding for 1080p Kimono (1st frame)
Rate J-DefQ-HDQ J-OptQ-HDQ J-RDOPT-HDQ J-OptD-HDQ J-OptQ-SDQ J-RDOPT-SDQ J-OptD-SDQ
0.25 39.74 39.79 39.82 40.02 40.16 40.29 40.37
0.50 42.78 42.82 42.85 43.03 42.91 43.09 43.11
0.75 44.01 43.85 44.04 44.35 44.29 44.45 44.47
1.00 44.79 44.58 44.82 45.36 45.27 45.46 45.52
1.25 45.43 45.53 45.71 46.32 46.29 46.37 46.57
1.50 45.98 46.45 46.63 47.41 47.50 47.59 47.65
1.75 46.56 47.29 47.59 48.42 48.29 48.54 48.62
2.00 47.11 48.38 48.80 49.31 49.20 49.52 49.60
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Table 3.7: PSNR performance comparison of different quantization table design methods for ARL
and ECEB encoding for 512× 512 Airplane (F16)
Rate A-DefQ-HDQ A-OptD-HDQ A-DefQ-SDQ A-OptD-SDQ E-DefQ-HDQ E-UnifQ-HDQ E-OptD-HDQ
0.25 32.78 32.98 32.81 33.04 32.90 33.23 33.31
0.50 36.44 36.86 37.11 37.36 36.62 37.41 37.20
0.75 38.54 39.68 39.73 39.99 38.85 40.02 40.21
1.00 40.24 41.71 41.57 42.01 40.53 41.91 42.11
1.25 41.48 43.28 42.95 43.61 41.92 43.45 43.86
1.50 42.62 44.74 44.15 45.03 43.17 44.79 45.33
1.75 43.73 46.02 45.19 46.25 44.30 46.00 46.77
2.00 44.74 47.24 45.93 47.55 45.38 47.08 47.97
Table 3.8: PSNR performance comparison of different quantization table design methods for ARL
and ECEB encoding for 512× 512 GoldHill
Rate A-DefQ-HDQ A-OptD-HDQ A-DefQ-SDQ A-OptD-SDQ E-DefQ-HDQ E-UnifQ-HDQ E-OptD-HDQ
0.25 29.93 30.04 29.99 30.12 29.88 30.09 30.21
0.50 32.35 32.78 32.67 32.87 32.34 32.84 32.90
0.75 33.88 34.72 34.60 34.88 33.94 34.77 34.85
1.00 35.16 36.34 35.72 36.54 35.33 36.39 36.58
1.25 36.21 37.81 36.91 37.94 36.52 37.87 38.07
1.50 37.35 39.11 38.05 39.36 37.65 39.21 39.47
1.75 38.27 40.41 39.26 40.76 38.72 40.55 40.80
2.00 39.23 41.70 39.84 42.02 39.77 41.85 42.14
Table 3.9: PSNR performance comparison of different quantization table design methods for ARL
and ECEB encoding for 512× 512 Lena
Rate A-DefQ-HDQ A-OptD-HDQ A-DefQ-SDQ A-OptD-SDQ E-DefQ-HDQ E-UnifQ-HDQ E-OptD-HDQ
0.25 32.67 32.80 32.98 33.01 32.57 33.04 32.96
0.50 35.52 36.03 36.27 36.48 35.60 36.47 36.32
0.75 37.15 38.13 38.20 38.47 37.32 38.43 38.46
1.00 38.38 39.65 39.67 39.98 38.66 39.86 40.03
1.25 39.45 40.92 40.95 41.31 39.78 41.12 41.35
1.50 40.36 42.07 41.98 42.49 40.80 42.29 42.62
1.75 41.17 43.23 42.87 43.59 41.76 43.50 43.85
2.00 42.08 44.46 44.06 44.92 42.71 44.69 45.09
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Table 3.10: PSNR performance comparison of different quantization table design methods for
ARL and ECEB encoding for 512× 512 Dome
Rate A-DefQ-HDQ A-OptD-HDQ A-DefQ-SDQ A-OptD-SDQ E-DefQ-HDQ E-UnifQ-HDQ E-OptD-HDQ
0.25 31.96 32.10 32.05 32.17 31.90 32.06 32.26
0.50 34.35 34.89 34.96 35.15 34.41 34.92 35.04
0.75 35.90 36.93 36.71 37.04 35.99 37.06 37.14
1.00 37.13 38.77 38.18 39.14 37.36 38.88 39.10
1.25 38.35 40.54 39.67 40.87 38.68 40.58 40.88
1.50 39.44 42.16 41.04 42.47 39.94 42.16 42.53
1.75 40.60 43.73 42.48 43.92 41.25 43.60 44.13
2.00 41.74 45.25 43.67 45.36 42.53 44.96 45.66
Table 3.11: PSNR performance comparison of different quantization table design methods for
ARL and ECEB encoding for 720p Stockholm (1st frame)
Rate A-DefQ-HDQ A-OptD-HDQ A-DefQ-SDQ A-OptD-SDQ E-DefQ-HDQ E-UnifQ-HDQ E-OptD-HDQ
0.25 31.37 31.55 31.51 31.61 31.40 31.55 31.62
0.50 33.98 34.42 34.57 34.62 34.06 34.51 34.60
0.75 35.55 36.30 36.29 36.48 35.66 36.34 36.52
1.00 36.68 37.78 37.44 37.94 36.91 37.83 38.09
1.25 37.72 39.12 38.48 39.28 38.02 39.21 39.48
1.50 38.69 40.36 39.51 40.51 39.07 40.54 40.83
1.75 39.61 41.62 40.48 41.77 40.09 41.85 42.14
2.00 40.53 42.89 41.32 43.00 41.11 43.13 43.51
Table 3.12: PSNR performance comparison of different quantization table design methods for
ARL and ECEB encoding for 1080p Kimono (1st frame)
Rate A-DefQ-HDQ A-OptD-HDQ A-DefQ-SDQ A-OptD-SDQ E-DefQ-HDQ E-UnifQ-HDQ E-OptD-HDQ
0.25 40.58 40.59 40.67 40.69 40.57 40.65 40.79
0.50 43.14 43.17 43.41 43.16 43.07 42.96 43.47
0.75 44.36 44.71 44.53 44.93 44.09 44.15 44.85
1.00 45.16 45.86 45.48 46.11 44.80 45.23 46.01
1.25 45.83 46.88 46.11 47.23 45.44 46.29 47.11
1.50 46.39 48.10 46.91 48.42 46.14 47.30 48.37
1.75 47.12 49.02 47.72 49.35 46.98 48.27 49.26
2.00 48.28 50.25 48.90 50.57 47.93 49.15 50.62
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Table 3.13: Computer running time (in milliseconds) of different quantization table design meth-
ods and other encoding components for baseline JPEG encoding for 512× 512 images
J-OptQ J-RDOPT OptD SDQ for JPEG Float DCT / Integer DCT HDQ & Huffman coding
92 1304 0.6 230 41 / 7 7
Table 3.14: Computer running time (in milliseconds) of all encoding components for ARL or/and
ECEB for 512× 512 images
OptD SDQ for ARL Float DCT / Integer DCT HDQ & ARL entropy coding HDQ & ECEB entropy coding
0.6 290 41 / 7 25 45
3.6 Chapter summary
In this chapter, quantization table design problem has been revisited from a new perspec-
tive where SDQ is considered. Unlike the traditional quantization table design where an
actual encoding method is assumed, we design a quantization table for the purpose of
reconstruction. An optimal distortion profile for designing quantization tables has been
derived under some assumptions, which provides a generic solution for the quantization
table design problem for image/video coding. Based on our theoretical result, we have
then proposed an efficient algorithm using the Laplacian model to optimize quantization
tables for DCT-based image coding. When tested over standard images for baseline JPEG
encoding, our algorithm achieves the best compression performance when SDQ is both on
and off, with almost no extra burden on complexity. As such, the proposed quantization
table optimization algorithm, together with the SDQ algorithm in [72], shall be treated
as a benchmark for evaluating future JPEG encoding algorithms. In addition, to further
verify this generic algorithm for DCT-based image coding, we have also applied it to ARL
[55] and ECEB [56], yielding significantly boosted coding efficiency in both cases.
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Chapter 4
An Efficient DCT-based Image
Compression System Based on
Laplacian Transparent Composite
Model
Having proposed an improved probability model for continuous DCT coefficients1, i.e., the
LPTCM, in Chapter 2, and an advanced quantization table optimization scheme, i.e., the
OptD, in Chapter 3, we are now considering designing a new DCT-based non-predictive
lossy image compression system based on them (as shown in Fig. 4.1). In this chapter, we
first review some related lossy coding algorithms proposed in the literature in Section 4.1.
Based on the LPTCM and the OptD, we then propose a novel quantizer called transparent
1Fast float 8 × 8 DCT [10] is used in this chapter as a compromise between signal de-correlation
performance and complexity.
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composite quantizer (TCQ) in Section 4.2, which consists of a uniform quantizer (UQ)
and a new structured quantizer dubbed constrained dead-zone quantizer (CDZQ). Next,
in Section 4.3, we introduce a new entropy coding method named transparent composite
coding (TCC), followed by a SDQ algorithm to joint optimize the proposed CDZQ and
TCC. The multiresolution capability of the proposed system is discussed in Section 4.5,
and experimental results are given in Section 4.6. Finally, we summarize this chapter in
Section 4.7.
SDQ
TCQ (CDZQ+
UQ)
HDQ
TCC (CALBIG+
CALCAC)
Bit stream
DCT LPTCM
Input image
OptD
Figure 4.1: Block diagram of the proposed DCT-based non-predictive image compression system
4.1 Literature review
For DCT-based lossy image compression systems, knowledge of the probability distribution
of DCT coefficients is important to quantization and entropy coding design. Laplacian has
been a popular model in guiding quantizer design in the past two decades [50], [52]. Based
on the Laplacian model, a so-called dead-zone quantizers (DZQ) as shown in (2.34) was
proposed in [50], where the partition contains zero is generally larger than others, which are
uniform, and reconstruction points are also uniformly calculated. DZQ is widely used in
image/video coding because of its simplicity/practicality and relatively good compression
performance. It is shown in [50] that the compression performance of a DZQ is close to that
of an entropy constrained scaler quantizers (ECSQ), under the condition that the input
source is strictly Laplacian. However, in real-world DCT-based image coding, the input
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source to a quantizer is a sequence of DCT coefficients, which is modeled more accurately
by the LPTCM rather than Laplacian, as shown in Chapter 2. Therefore, it is interesting
to investigate quantizers and subsequent entropy coding design based on the LPTCM for
DCT-based image compression. Other model-based lossy compression algorithms including
[21], [19], [68], [69], [54], [53], etc.
As demonstrated in Chapter 2, the LPTCM not only achieves superior modelling ac-
curacy, but also has a good capability of nonlinear data reduction by identifying and
separating a DCT coefficient in the heavy tail (referred to as an outlier coefficient or sim-
ply outlier) from a DCT coefficient in the main body (referred to as an inlier coefficient or
simply inlier). This in turn opens up opportunities for it to be used in DCT-based (lossy)
image compression.
4.2 Transparent composite quantizers
Since the input source to the quantizers is modeled by a LPTCM instead of a Laplacian,
the structure of a dead-zone quantizers (DZQ) is not suitable anymore. In this section,
we propose a new hard-decision quantizers for AC coefficients called the TCQ based on
the LPTCM. The TCQ is a composite quantizers, where a UQ is used to quantize outliers
and a separate CDZQ to quantize inliers. It is also transparent in the sense that given the
boundary parameter in the LPTCM, there is no ambiguity in deciding which quantizers to
apply for the current encoding AC for both encoder and decoder (the boundary parameter
will be transmitted to the decoder as well as other distribution and coding parameters as
discussed later for the image header) side (similar reason applied for naming the TCC in
Section 4.3).
The TCQ uses a quantization table, and to optimize the quantization table, the OptD
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procedure proposed in Chapter 3 (i.e., (3.19) and (2.21)) is applied to decide which fre-
quency location will be assigned a positive rate. The main idea of the OptD is to assign
the same amount of distortion to each independent DCT coefficient source (coefficients at
the same frequency form a source). If the source variance is greater than or equal to d, a
pre-determined distortion level or water level [69], a positive rate is assigned to this source
such that the resulting distortion is d. Otherwise, no bits are used to encode the frequency
source, and all quantized indices at the corresponding frequency location are set to zeros
directly, and thus quantization and entropy coding can actually be skipped in this case. As
such, it makes our coding schemes more computationally efficient, especially in low-rate
coding where quantization and entropy coding are possibly skipped for many frequency
locations. In addition, the OptD technique can also potentially improve the coding effi-
ciency as shown in [69]. To apply the OptD, we define a binary table called a termination
table, or T table, T = {T1, T2, · · · , T64}, with its entries representing the OptD decision of
termination or execution (entries equal to 1 or 0 accordingly) of the following quantization
and entropy coding for the corresponding frequency locations in the zig-zag order, i.e.,
Tk = 0 if σ
2
k ≥ d, otherwise Tk = 1, where σk is the variance of the DCT coefficient source
at the kth frequency location in the zig-zag order, for 1 ≤ k ≤ 64.
We now consider the TCQ design based on the LPTCM proposed in Chapter 2, which
provides better modelling accuracy than the Laplacian model while maintaining the sim-
plicity and practicality similar to those of the latter. Given a sequence of AC coefficients
Yk = {Yk(i)}ni=1, 2 ≤ k ≤ 64, the LPTCM first separates the tail from the main body of the
sequence, and then models the tail portion by a uniform distribution and the main body
by a truncated Laplacian distribution. The pdf used to model Yk = {Yk(i)}ni=1 is given by
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f(yk) =

bk
2λ′k(1−e
−Y c
k
/λ′
k )
e
− |yk|
λ′
k if | yk |< Y ck
1−bk
2(Ak−Y ck )
if Y ck < |yk| ≤ Ak
0 if |yk| > Ak
(4.1)
where, as we recall, bk ∈ [0, 1], Y ck is the truncation point or separation boundary in the
LPTCM at the ith frequency in a predefined scanning order, which separates the main
body from the tail, λ′k is the scale parameter of the truncated Laplacian distribution,
and Ak denotes the largest possible amplitude a sample AC at the ith frequency can
take. The ML estimates of Y ck , Ak, λ
′
k, and bk are computed through Algorithm 2 in
Chapter 2. According to our experiments as mentioned in Chapter 2, bk is usually close
to 0.99, which means the probability of the outlier is only about 0.01. Although outliers
are statistically insignificant, they, as demonstrated in Chapter 2, contain very important
information, which reveals some unique global features of the original image. Because of
their subjective and objective importance, outliers should be handled wisely and separately
from the inliers. This will be a design guideline for the TCQ and TCC discussed in the
following sections.
Since outliers are modeled in (4.1) by uniform distributions, it may be better off to
quantize them separately according to a UQ. In the proposed TCQ, we use one UQ to
quantize all outliers from all AC frequencies as well all DC coefficients (DCs). The quan-
tization step size q1 of the UQ is calculated by
√
d/12. q1 is generally smaller than the
quantization step size of the CDZQ (discussed later in this section), which is verified by
our experiments. As such, q1 is used in the UQ of the TCQ to quantize outliers, to pro-
tect them from suffering too much distortion. For each AC frequency 2 ≤ k ≤ 64 (where
Tk = 0), the UQ of the TCQ is given by
Q(yk) = sign(yk)
(
yk + q1(round(
||yk| − Y ck + q1/2|
q1
)− 0.5)
)
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for yk > Y
c
k , and the corresponding quantized index is given by
c′k = sign(yk)× (Lk + round(
||yk| − Y ck + q1/2|
q1
)), (4.2)
where Lk denotes the largest possible value a quantized index for the inlier at the kth
frequency (in a pre-defined scanning order) can take (Lk is actually one of the quantization
parameters of CDZQ, and the determination of Lk is discussed later). A separate CDZQ
is used to quantize all inliers at the AC frequency k. In what follows, we formulate the
CDZQ problem in subsection 4.2.1, and solve it in subsection 4.2.2.
4.2.1 Constrained dead-zone quantizer design–Problem formula-
tion
In this subsection, we study a new type of dead-zone quantizers called the constrained
dead-zone quantizers based on the truncated Laplacian model. The reason why it is named
constrained DZQ is that, its dead-zone size is constrained because of the truncation (in the
LPTCM), i.e., the last quantization partition boundary (for the positive distributed part)
must resides in Y ck , 2 ≤ k ≤ 64. Suppose the partition rule is fixed as uniform partition
(except for the one contains zero) as in the conventional dead-zone quantizers settings. We
then have the following constraint
Y ck = uk + Lk · qk, or equivalently uk = Y ck − Lk · qk, (4.3)
where qk and uk denote the quantization step size and dead-zone size (for the positive
distributed part) of the CDZQ for the kth frequency, respectively. Mathematically, the
CDZQ of the TCQ is given by
Q(yk) =
0, if |yk| ≤ uksign(yk)(δk + qk(round( ||yk|−uk+ qk2 |qk )− 1)) , otherwise
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for yk ≤ Y ck , where the reconstruction Q(yk) is calculated as a centroid of each partition
interval according to the truncated Laplacian distribution, with the reconstruction offset
δk being the reconstruction point corresponding to the first positive partition interval, and
δk = uk + λk + qk/(1− eqk/λk). (4.4)
The corresponding quantized index ck is calculated by
ck = sign(yk)× round( ||yk| − uk + qk/2|
qk
). (4.5)
Based on the above CDZQ structure, given λk, Y
c
k and a target distortion d, our problem
is to design a CDZQ by finding the optimal quantization step size q?k and dead-zone size
u?k, such that the RD cost is minimized, which is formulated as
min
uk,qk
R(λk, Y
c
k , uk, qk), s.t.

D(λk, Y
c
k , uk, qk) = d
uk = Y
c
k − Lk · qk
uk ≥ 0.5 · qk
Lk ∈ I, qk ∈ R
(4.6)
where R and D represent the rate and distortion, respectively, which can be easily calcu-
lated given the quantizers structure and truncated Laplacian distribution parameters.
4.2.2 Constrained dead-zone quantizer design–Problem solution
Considering (4.3), uk can be solely determined by Lk and qk. Thus, given λk, Y
c
k and
d, the CDZQ design problem is actually equivalent to finding the corresponding L?k and
q?k in the RD sense. In practice, Lk falls into a close set of integers, i.e., Lk ∈ L =
[0, Lmax], and qk can be quantized to a value from a smaller close set of real numbers Q
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= {qmin, · · · ,MAX{qmax, Y ck /(Lk + 0.5)}}, rather than taking any possible values from the
(positive) real line. We’ve found Lmax = 255, qmin=1 and qmax = 255 to be efficient in our
case (for quantizing AC coefficients). Then (4.6) can be rewritten as
min
Lk,qk
R(λk, Y
c
k , Lk, qk), s.t.

D(λk, Y
c
k , Lk, qk) = d
uk = Y
c
k − Lk · qk
Lk ∈ L, qk ∈ Q.
(4.7)
(4.7) can be further converted to an unconstrained optimization problem by the Lagrange
multiplier method, which can then be solved using a fixed-slope lossy coding [81] algorithm
that is summarized in Algorithm 5.
Algorithm 5 Fixed-slope lossy coding algorithm to find optimal CDZQ parameters (at
slope θ) (L?k, q
?
k)θ, for 2 ≤ k ≤ 64
1: Given λk, Y
c
k and d, initialize θ > 0, θL < θ, θH > θ, D(λk, Y
c
k , L
?
k, q
?
k)θ = ∞, and
 > 0.
2: while | D(λk, Y ck , L?k, q?k)θ − d |> , do
(L?k, q
?
k)θ = arg min
Lk,qk
R(λk, Y
c
k , Lk, qk) + θ ·D(λk, Y ck , Lk, qk);
3: if D(λk, Y
c
k , L
?
k, q
?
k)θ < d, set θH = θ, θ = (θ + θL)/2;
4: else set θL = θ, θ = (θ + θH)/2.
5: end if
6: end while
Remark 1: Algorithm 5 offers an optimal solution to (4.6), when Lk ∈ L and qk ∈ Q,
for 2 ≤ k ≤ 64.
In practice, Algorithm 5 can be performed in an off-line manner, and the optimal CDZQ
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parameters can be stored in a look-up table shared by both the encoder and decoder.
Since the decoder needs to know λk and Y
c
k to obtain the optimal CDZQ parameters, for
2 ≤ k ≤ 64, their respective quantized versions λˆk and Yˆ ck are used to replace λk and Y ck
in the algorithm, and the corresponding quantized indices are transmitted to the decoder.
Specifically, if Tk = 0, then we quantize λk into a discrete value, λˆk, from a training set Λ, for
2 ≤ k ≤ 64; define γk ∆=Y ck /λˆk as the normalized boundary parameter, which is quantized
to γˆk from a training set Γ. Yˆ ck is calculated by λˆk × γˆk. In this thesis, for 2 ≤ k ≤ 64,
λk and γk are uniformly quantized to one of 256 and 64 possible values respectively, with
different quantization step sizes for different intervals according to the statistics of a test
image set, and Λ = {.5 : .1 : 10, 10.2 : .2 : 20, 20.25 : .25 : 30, 30.5 : .5 : 40, 41 : 1 : 90}
and Γ = {1.25 : .25 : 3, 3.2 : .2 : 5, 5.1 : .1 : 8, 8.2 : .2 : 9, 9.25 : .25 : 11.75}, where
the formats in the curly brackets between each comma are interpreted as ”starting point:
step size: end point”. Since there are in total 256×64 combinations of (λˆ, γˆ) pairs, the
table has 16384 entries. For a given d, L? and q?, or b100 · q?c2 (for any AC frequencies),
can be stored in the unsigned char and unsigned short data types, taking 1 byte and 2
bytes, respectively. So a CDZQ parameter table requires 48 KB of storage space, which is
negligible considering the up-to-date device storage capacity. The quantized indices of λˆ
and γˆ will be sent to the decoder. So the CDZQ parameters can be obtained simply by
table-looking at both the encoder side and the decoder side. The quantized index c′k or ck
is then encoded by the TCC, which is discussed in the next section.
2After table-looking, the entry is divided by 100 as quantization step size.
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4.3 Transparent composite coding
In this section, we propose a novel entropy coding method called the transparent composite
coding, to encode the quantized indices output by the TCQ. Prior to the TCC, an image
header is written to the bit-stream. T table is sent first using 64 bits. For 2 ≤ k ≤ 64,
if Tk = 0, the corresponding quantized indices of λˆk and γˆk are then transmitted right
after, taking 8 bits and 6 bits, respectively, which are followed by L′k, taking another 8
bits, where L′k = round(
Ak−Y ck+q1/2
q1
). In addition, the target distortion level d or the index
of d is also needed to be included in the bit-stream.
According to the LPTCM or the TCQ, 1) the outlier and inlier represent two statisti-
cally different regions; 2) the probability of the appearance of an outlier is very small; 3)
the quantized index of an outlier is larger in magnitude than that of an inlier at the
same frequency. To take advantage of these observations, we propose to first encode
and transmit the outlier flag (OTF ), a binary information of whether the coefficient is
an outlier (OTF = 1) or not (OTF = 0), and develop a bi-level image coding called
context-adaptive layer-based bi-level image coding (CALBIC) to (losslessly) encode the
OTF image, i.e., OTF s of all AC coefficients across the input image (left panel of Fig. 4.3
shows an example of an OTF image). In practice, the CALBIC can actually be applied
right after the LPTCM algorithm and the OptD technique and before the TCQ, since
the OTF image has already been available at that time. With the OTF image as side
information, conditional quantization can be done such that the quantization process is
modified by c′k = sign(yk) × round( ||yk|−Y
c
k+q1/2|
q1
) instead of (4.2), 2 ≤ k ≤ 64, when the
corresponding OTF is equal to 1. At the decoder side, with the knowledge of the OTF
image, the de-quantization can be performed properly. We then conditionally encode the
quantized indices of outliers and inliers separately by a composite entropy coding method
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called context-adaptive layer-based composite arithmetic coding (CALCAC). Apart from
offering chances to perform conditional quantization and conditional entropy coding, the
OTF information is also beneficial in designing efficient high-order context models for the
CALCAC. The OTF information based on the LPTCM allows separate quantization and
entropy coding schemes for outliers and inliers. Note that our separation coding scheme
that performs separation on a set of DCT coefficients is fundamentally different from those
employed in JPEG lossless (JPEG-LS) [4], [60], [29], and JPEG-XR [49], where each en-
coding symbol is broken into significant information and a reminder, which are encoded
using different coding schemes.
Another helpful side information is the alphabet size. In our LPTCM based coding
scheme, alphabet sizes for the outlier and inlier at the kth frequency are L′k and Lk+1,
respectively, 2 ≤ k ≤ 64, which are known by both of the encoder and decoder. Knowledge
of the alphabet size of encoded symbols can improve entropy coding efficiency. It also leads
to an adaptive scanning method as discussed later. To facilitate the rest discussion of the
TCC, we define some notations as follows.
Block coordinate: a (8 × 8) block coordinate consists of two coordinates that solely
decides its location in the input image in a 2-D manner, e.g., the block coordinate of the
block in the mth row and nth column of the image is (m,n), m ∈ [1, H/8], n ∈ [1,W/8],
where H and W denote the height and width of the image, respectively. Hereafter by
mentioning block (m,n) we mean the block with the coordinate (m,n).
Frequency coordinate: similarly as a block coordinate, a frequency coordinate consists
of two coordinates that solely decides its location in the encoding block, e.g., the frequency
coordinate of the frequency at ith row and jth column of the current block is (i, j), i ∈ [1, 8],
j ∈ [1, 8]. Hereafter frequency (i, j) refers to the frequency with the coordinate (i, j)3.
3Instead of the 1-D index k that we previously used to locate the frequency position, this 2-D coordinate
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Scanning layer : a scanning layer (SL) is a group of AC frequencies that are on the
same 45-degree diagonal line in a block; we say frequency (i1, j1) and frequency (i2, j2) are
in the same SL if i1 + j1= i2 + j2, i1, i2, j1, j2 ∈ [1, 8], where the summation of the two
coordinates is called a scanning layer index (SLI). A SL is the minimum coding unit in the
TCC.
Context layer : a context layer (CL) is a group of AC frequencies whose contexts are
merged together, as shown in Fig. 4.6, where there are in total 7 context layers, with each
number at the corresponding frequency location representing a context layer index (CLI).
Block neighbour : a block neighbour (BN) (of the current encoding coefficient) is a
coefficient at an adjacent frequency in the same block.
Frequency neighbour : a frequency neighbour (FN) is a coefficient at the same frequency
in an adjacent block.
Scanning layer neighbour : a SL neighbour (SLN) is a coefficient at the same SL in the
same block.
In the TCC, blocks are processed in the raster scan order, and elements in a block are
processed by a layer-based adaptive scanning (LAS) method one SL by another, starting
from the one with the greatest possible SLI4. As such, a SL can be seen as the minimum cod-
ing unit in the TCC. Within one SL, the frequency location with the smallest alphabet size5
is scanned first followed by the second smallest and then carry on until all frequencies in this
SL are scanned. Fig. 4.2 shows an example of LAS for a 8×8 DCT block with the entry rep-
will be used in this section for better assisting our presentation of the TCC.
4Again, only frequencies assigned positive rates by the OptD technique are scanned and entropy en-
coded.
5In the CALBIC, L′(i,j) is treated as the alphabet size information; in the CALCAC, depending on
encoding of outliers or inliers, L′(i,j) or L(i,j) + 1 is used as the alphabet size information, i, j ∈ [1, 8].
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resenting the corresponding L′ of each frequency location. The adaptive scanning order is as
follows shown by frequency co-ordinators in a first to last order with curly braces as the de-
limiters for the scanning layers – {(2, 6)}, {(5, 2), (1, 6), (4, 3)}, {(5, 1), (2, 4), (1, 5), (3, 3)},
{(2, 3), (4, 1), (3, 2), (1, 4)},{(3, 1), (1, 3), (2, 2)},{(2, 1), (1, 2)}. In the following subsections,
we discuss the CALBIC and CALCAC in detail.
 8 5 5 2 1 0 0 
7 6 3 1 0 1 0 0 
4 5 3 0 0 0 0 0 
4 0 2 0 0 0 0 0 
1 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
 
Figure 4.2: An example of LAS
4.3.1 Context-adaptive layer-based bi-level image coding
Since a bi-level OTF image is produced in DCT domain, strong data dependency can
be found both within a (8 × 8) block (i.e., among BNs; see Fig 4.3: Left) and at the
same frequencies among the adjacent blocks (i.e., among FNs; see right panel of Fig. 4.3).
Therefore, in this case, traditional bi-level image coding methods (such as JBIG [2] and
JBIG2 [3]) that exploit data dependency among pixels may not be competent. To efficiently
compress the bi-level images, we propose a new entropy coding method named CALBIC in
this subsection using binary arithmetic coding. High-order context modelling is designed
to exploit correlation of the bins among the BNs and FNs.
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Ext0 images for each AC frequency (PSNR=42)
Figure 4.3: Left: OTF image of 512×512 Lena (when d = 42 dB in PSNR); Right: 63 sub-images
of OTF s of 512× 512 Lena in a frequency-by-frequency view (when d = 42 dB in PSNR)
x x x  
x ?   
    
    
 
Figure 4.4: Context template for encoding OBF/ SGN1/ SGN2
To encode OTF s in the block (m,n), m ∈ [1, H/8], n ∈ [1,W/8], a binary information
called an outlier block flag (OBF ) is first encoded to specify if this block has at least one
OTF appears (OBF(m,n) = 1) or not (OBF(m,n) = 0) (see Fig. 4.10: Top-middle for an
example of an OBF image, i.e., OBF s for the whole image). If OBF(m,n) = 1, we further
encode OTF s in this block, or we stop the encoding of the current block and directly
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go to the next one. This procedure continues until the last block in the input image is
encoded. OBF(m,n) is coded based on the already encoded OBF s of its BNs (if any), with
the context template shown in Fig. 4.4, where ‘?’ is the current encoding OBF , and ‘×’s
denote the already encoded the OBF information of its FNs (if any). The corresponding
context index increment OBF inc(m,n) is calculated by
OBF inc(m,n) = OBF(m−1,n−1) + 2 ·OBF(m−1,n)
+4 ·OBF(m−1,n+1) + 8 ·OBF(m,n−1).
So there are 16 probability models reserved for encoding OBF . When OBF(m,n) = 1 and
L′(i,j) > 0, the OTF at the frequency (i, j) of the block (m,n), OTF(m,n),(i,j), is further
encoded according to the LAS order and based on the context template shown in Fig. 4.5,
where ‘?’ is the current encoding OTF , and ‘o’ corresponds to the OTF information of the
immediate coded SLN6 (if any), and ‘×’s denote the already encoded the OTF information
of its BNs or FNs (if any). The corresponding context index increment OTF inc(m,n),(i,j)
is given in (4.8), where m ∈ [1, H/8], n ∈ [1,W/8], i, j, i′, j′∈ [1, 8], and OTF(m,n),(i′,j′)
denotes the OTF information of the immediate coded SLN of OTF(m,n),(i,j) at the frequency
(i′, j′) (if any). OTF inc(m,n),(i,j) is truncated at 7. The contexts of the frequencies in the
same context layer (see Fig. 4.6) are merged to avoid context dilution. So up to 56
probability models reserved for encoding OTF .
OTF inc(m,n),(i,j) = OTF(m−2,n),(i,j) +OTF(m−1,n−1),(i,j) +OTF(m−1,n),(i,j) +OTF(m−1,n+1),(i,j)
+OTF(m+1,n−2),(i,j) +OTF(m+1,n−1),(i,j) +OTF(m,n),(i,j+1) +OTF(m,n),(i,j+2)
+OTF(m,n),(i+1,j) +OTF(m,n),(i+1,j+1) +OTF(m,n),(i+2,j) +OTF(m,n),(i′,j′).
(4.8)
6A immediate coded SLN is a SLN, which is scanned by LAS and encoded right before the current
encoding coefficient.
85
  x  
 x x x 
x x 
    
 ? x x 
o x x  
 x   
 
 
    
Figure 4.5: Context template for encoding OTF/ OTL1/ OTL2/ ISIG0/ ISIG1/ ISIG2
 1 3 4 5 5 6 6 
2 3 4 5 5 6 6 6 
3 4 5 5 6 6 6 7 
4 5 5 6 6 6 7 7 
5 5 6 6 6 7 7 7 
5 6 6 6 7 7 7 7 
6 6 6 7 7 7 7 7 
6 6 7 7 7 7 7 7 
 
Figure 4.6: Context layer indices
4.3.2 Context-adaptive layer-based composite arithmetic coding
With the OTF image as side information, the CALCAC handles the encoding of quantized
indices including those of DCs and AC coefficients. For DCs, the energy of the quantized
indices is very large, so it is worthwhile to use a predictor as JPEG does [1]. In the
CALCAC, a quantized index for DC is first predicted by the predictor proposed in [63],
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and then entropy coded by the multi-symbol (or m-array) arithmetic coding, to improve the
low throughput problem seen in binary arithmetic coding based codec, such as ECEB [56],
H.264/AVC [31] and HEVC [32]. For AC coefficients, the quantized indices in the block are
first scanned by LAS, and then encoded by the procedure discussed in the next paragraph.
Quantized indices of outliers and inliers are encoded separately based on different sets of
context models that are well designed to capture high-order data dependencies.
Suppose we are currently encoding the block (m,n), there are two cases of OBF(m,n)–
either being 1 or 0, m ∈ [1, H/8], n ∈ [1,W/8]. If the first case happens, we encode
the quantized indices (including signs and magnitudes) of outliers first and then those of
inliers in their respective LAS orders. For brevity’s sake, we assume the indices to be
nonnegative for now, and discuss the encoding of magnitudes first, and then cover that
of sign bits later in the end of this subsection. By examining the statistics, we have
found that most of the magnitudes of the quantized indices of outliers are 1 or 2, and
those of inliers are 0, 1, or 2. As such, a significant-bit-coding-alike scheme [31], [32] is
applied as follows. Provided OTF(m,n),(i,j)= 1 and L
′
(i,j) > 1, to encode the quantized
index at the frequency (i, j) of the block (m,n), c′(m,n),(i,j), m ∈ [1, H/8], n ∈ [1,W/8],
i, j, ∈ [1, 8], a binary information OTL1 is encoded to indicate if c′(m,n),(i,j) is greater
than 1 (OTL1(m,n),(i,j)= 1) or not (OTL1(m,n),(i,j)= 0). If OTL1(m,n),(i,j)= 1 and L
′
(i,j) >
2, another binary information OTL2 is encoded to signal if c′(m,n),(i,j) is greater than 2
(OTL2(m,n),(i,j)= 1) or not (OTL2(m,n),(i,j)= 0). OTL1 and OTL2 are encoded conditioned
on their respective already coded information. Their context models are similar to OTF in
a way that they share the same context template as in Fig. 4.5 and the same layer merging
technique according to Fig. 4.6. The only difference is that the summations in (4.8)7 are
7In this case, OTF s in (4.8) are substituted by OTL1s or OTL2s depending on which information is
currently encoded.
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truncated at 5 instead of 7 for both cases. The contexts for encoding OTL1 and OTL2 are
merged together. Therefore, the total number of probability models for encoding OTL1
and OTL2 is up to 42. If OTL2(m,n),(i,j)= 1 and L
′
(i,j) > 3, c
′
(m,n),(i,j)−3 is further encoded,
where 7 context models is used with the context index increments shown in Fig. 4.6.
In the case when OTF(m,n),(i,j)= 0 and L(i,j) > 0, a significant bit information OSIG0
is encoded to indicate if the corresponding index c(m,n),(i,j) is zero (OSIG0(m,n),(i,j)= 0)
or not (OSIG0(m,n),(i,j)= 1). If OSIG0(m,n),(i,j)= 1 and L(i,j) > 1, a binary information
OSIG2 is encoded to indicate if c(m,n),(i,j) is greater than 1 (OSIG1(m,n),(i,j)= 1) or not
(OSIG1(m,n),(i,j)= 0). If OSIG1(m,n),(i,j)= 1 and L(i,j) > 2, another binary information
OSIG2 is encoded to signal if c(m,n),(i,j) is greater than 2 (OSIG2(m,n),(i,j)= 1) or not
(OSIG2(m,n),(i,j)= 0). OSIG0, OSIG1 and OSIG2 are encoded conditioned on their re-
spective already coded information based on the context template shown in Fig. 4.7, where
‘?’ is the current encoding information either being OSIG0 or OSIG1 or OSIG2, and,
depending on the alphabet sizes and the LAS, one of ‘o’s corresponds to the corresponding
information of its immediate coded SLN, and the other corresponds to the OTF of the im-
mediate coded SLN whose corresponding L′ is larger or equal to that of the current encoding
frequency (if any), and ‘x’s denote the already encoded OSIG0s or OSIG1s or OSIG2s of
its BNs or FNs (if any). The corresponding context index increment OSIG0 inc(m,n),(i,j)
for encoding the OSIG0 information is given in (4.9), where m ∈ [1, H/8], n ∈ [1,W/8], i,
j, i′, j′∈ [1, 8], OSIG0(m,n),(i′,j′) denotes the OSIG0 information of the immediate coded
SLN of OSIG0(m,n),(i,j) at the frequency (i
′, j′) (if any), and OTF(m,n),(i′′,j′′) denotes the
OTF information of the closest SLN of OSIG0(m,n),(i,j) at the frequency (i
′′, j′′) (if any),
whose OSIG0 has not been encoded yet. OSIG0 inc(m,n),(i,j) is truncated at 10. The
contexts of the frequencies in the same context layer (see Fig. 4.6) are merged. Therefore,
the number of probability models for encoding OSIG0 is up to 77. OSIG1 and OSIG2 are
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encoded conditioned on their respective already coded information. Their context models
are similar to OSIG0 in a way that they share the same context template as in Fig. 4.7
and the same layer merging technique according to Fig. 4.6. The only difference is that
the summations in (4.9)8 are truncated at 8 instead of 10 for both cases. The contexts
for encoding OSIG1 and OSIG2 are merged together. So the total number of probability
models for encoding OSIG1 and OSIG2 is up to 63. If OSIG2(m,n),(i,j)= 1 and L(i,j) > 3,
c(m,n),(i,j)−3 is further encoded, where 7 context models is involved with the context index
increments shown in Fig. 4.6.
OSIG0 inc(m,n),(i,j) =
OSIG0(m−1,n−1),(i,j) +OSIG0(m−1,n),(i,j) +OSIG0(m−1,n+1),(i,j) +OSIG0(m+1,n−1),(i,j)
+OSIG0(m,n),(i,j+1) +OSIG0(m,n),(i+1,j) +OSIG0(m,n),(i+1,j+1) +OSIG0(m,n),(i′,j′)
+OTF(m,n),(i−1,j−1) +OTF(m,n),(i−1,j) +OTF(m,n),(i,j−1) +OTF(m,n),(i′′,j′′).
(4.9)
   
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
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Figure 4.7: Context template for encoding OSIG0/ OSIG1/ OSIG2
In what follows, we discuss the case when OBF(m,n) = 0, m ∈ [1, H/8], n ∈ [1,W/8].
8In this case, OSIG0s in (4.8) are substituted by OSIG1s or OSIG2s depending on which information
is currently encoded.
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In this case, only inliers are included in the block, and different statistics are observed,
where the quantized indices are generally smaller compared to the case when OBF(m,n) = 1.
Therefore, a different coding scheme with different context models are designed for this case.
A binary information called significant block flag (SBF ) is encoded first to indicate if the
block (m,n) has at least non-zero quantized index (SBF(m,n) = 1) or not (SBF(m,n) = 1),
conditioned on already coded SBF and OBF information. The context template for SBF
is illustrated in Fig. 4.8, where ‘?’ is the current encoding SBF , ‘x’s denote the already
encoded SBF s of adjacent blocks (if any), and ‘OBF’s represent the already encoded OBF s
of its bottom and bottom-left neighbours. The corresponding context index increment is
calculated by
SBF inc(m,n) = SBF(m−2,n) + SBF(m−1,n−1)
+SBF(m−1,n) + SBF(m−1,n+1) + SBF(m,n−2)
+SBF(m,n−1) +OBF(m,n+1) +OBF(m+1,n).
(4.10)
SBF inc(m,n) is truncated at 6, when the target distortion level d < 34 dB in PSNR.
Otherwise, it is truncated at 7. So the number of context models reserved for SBF
is up to 8. If SBF(m,n) = 1 and L(i,j) > 0, then a significant bit information ISIG0
is encoded to indicate if the corresponding index c(m,n),(i,j) is zero (ISIG0(m,n),(i,j)= 0)
or not (ISIG0(m,n),(i,j)= 1). If ISIG0(m,n),(i,j)= 1 and L(i,j) > 1, a binary information
ISIG2 is encoded to indicate if c(m,n),(i,j) is greater than 1 (ISIG1(m,n),(i,j)= 1) or not
(ISIG1(m,n),(i,j)= 0). If ISIG1(m,n),(i,j)= 1 and L(i,j) > 2, another binary information
ISIG2 is encoded to signal if c(m,n),(i,j) is greater than 2 (ISIG2(m,n),(i,j)= 1) or not
(ISIG2(m,n),(i,j)= 0). ISIG0, ISIG1 and ISIG2 are encoded conditioned on their re-
spective already coded information based on the context template shown in Fig. 4.5 .
Their respective context index increments are calculated by (4.8) with OTF s replaced by
ISIG0s, ISIG1s and ISIG2s accordingly, which are then truncated at 9, 7 and 7. The
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contexts are finally merged based on Fig. 4.6, and those of ISIG1s and ISIG2s are merged
together. So there are up to 70 context models reserved for encoding ISIG0, and up to 56
for ISIG1 and ISIG2. If ISIG2(m,n),(i,j)= 1 and L(i,j) > 3, c(m,n),(i,j)− 3 is further coded,
with the context index increments given in Fig. 4.6 for each frequency location.
  x  
 x x x 
x x ? OBF 
  OBF  
 
Figure 4.8: Context template for SBF suing already encoded OBF s of the 2 neighbours (bottom
and bottom-left) and already encoded SBF s of its 6 neighbours
Lastly, we discuss how to encode the sign information when a quantized index is non-
zero. In general, the correlations among the sign information are very weak. However, it
is observed that there are some correlations among the co-located AC1s and AC2s (i.e.,
the two AC coefficients at the lowest frequency) across blocks. So the sign information is
bypassed (1 bit is used) except for those of AC1 and AC2, which are denoted as SGN1
and SGN2, respectively. The context templates for encoding SGN1 and SGN2 are the
same as OBF shown in Fig. 4.4. The context index increment of SGN1 for the block
(m,n), SGN1 inc(m,n), is given bymax(SGN1 inc
′
(m,n),−3) + 3, if SGN1 inc′(m,n) < 0
min(SGN1 inc′(m,n), 3) + 3, otherwise
, (4.11)
where SGN1 inc′(m,n) = SGN1(m−1,n−1)
+SGN1(m−1,n) + SGN1(m−1,n+1) + SGN1(m,n−1),
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where SGN1=−1, 0, or 1 if the corresponding index is less than, equal to, or greater than
0. The corresponding context index increment of SGN2 is the same, except that SGN1s
are replaced by SGN2s in (4.11). In total, there are up to 14 context models involved for
encoding SGN1 and SGN2.
4.4 Soft-decision quantization design
Having developed the TCQ and the TCC, we now discuss how to design a RD optimization
algorithm using the SDQ technique [79], [73], [74], [72], [70], [71], [16], [64], [22], in hopes
of improving the RD performance of the proposed image coding system. In this thesis,
we only consider SDQ for the inlier part, for the following two reasons: 1) the UQ in
the TCQ for outliers are a purely uniform quantizers, given the reconstruction space, the
HDQ outputs minimize the distortion, whereas, to find a better RD tradeoff, those of SDQ
possibly sacrifice distortion to get gain in rate, which does not fit our design philosophy
of this thesis, as we try to protect outliers from suffering too much of distortion; 2) the
outliers are generally large in magnitudes and (can be seen as) uniformly distributed, so
even if SDQ is considered, the gain in RD sense is very limited.
In this section, we propose a SDQ algorithm to jointly optimize the CDZQ and the
CALCAC. The minimum coding unit in our case is a SL, and thus the proposed SDQ
algorithm is scanning-layer-based, i.e., it operates SL wisely. So we call it (scanning)
layer-based SDQ (LSDQ). In what follows, we formulate a optimization problem for LSDQ
design in subsection 4.4.1, followed by a solution in subsection 4.4.2.
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4.4.1 Layer-based SDQ design–Problem formulation
DCT is a unitary transform that maintains the Euclidean distances, which allows us to
consider the optimization problem in DCT domain instead of image domain. Given an
image in DCT domain Y, our problem can be formulated as a constrained optimization
over all possible index sequences C:
min
C
‖Y− Yˆ(C)‖2, s.t. R(C) 6 Rbudget, (4.12)
or equivalently,
min
C
R(C), s.t. ‖Y− Yˆ(C)‖2 6 Dbudget, (4.13)
where ‖Y − Yˆ(C)‖2 is the distortion in DCT domain, R(C) denotes the total compres-
sion rate resulting from encoding the index sequences C. Rbudget and Dbudget are the rate
constraint and distortion constraint, respectively.
4.4.2 Layer-based SDQ design–Problem solution
The original constrained optimization problem in (4.12) or (4.13) can be converted into an
unconstrained one as follows by using Lagrange multiplier method
min
C
Jθ′(C) = ‖Y− Yˆ(C)‖2 + θ′ ·R(C), (4.14)
where Jθ′(C) is Lagrangian cost or coding cost, and θ
′ is the Lagrange multiplier, which
determines the relative tradeoff between rate and distortion. (4.14) is hard to solve, because
of the inter-dependency of quantized indices among BNs and FNs. So we propose a sub-
optimal solution to (4.16), i.e., the so-called LSDQ algorithm. Since the coding unit is a
SL in the CALCAC, LSDQ is designed to minimize the coding cost for each SL, provided
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the previously encoded index sequences are all fixed. Therefore, LSDQ is optimal within
SLs.
The rate function in (4.14) can be estimated by empirical entropy, which is calculated
using self-information. Let the quantized index at the sth scanning position in the current
encoding SL be represented by cs, and its absolute value denoted by |cs| (|cs| ≤ Ls),
s ∈ [1, Nlyr], where Nlyr ∈ [1, 8] is the number of AC frequencies in the current SL. Given
the corresponding context models ‘·’, the self-information of cs, I(cs|·), is calculated by
I(cs|·) =
−log(P (SIG0s|·)), if |cs| = 0
−log(P (SIG0s|·)) +R(SGNs|·), if |cs| = 1 and Ls = 1
−log(P (SIG0s|·))− log(P (SIG1s|·)) +R(SGNs|·), if |cs| = 1 and Ls > 1, or |cs| > 1 and Ls = 2
−log(P (SIG0s|·))− log(P (SIG1s|·))− log(P (SIG2s|·)) +R(SGNs|·), if |cs| = 2 and Ls > 2, or |cs| > 2 and Ls = 3
−log(P (SIG0s|·))− log(P (SIG1s|·))− log(P (SIG2s|·))− log(P (|c|s − 3|·)) +R(SGNs|·), if |cs| > 2 and Ls > 3
(4.15)
where SIG0/SIG1/SIG2 can be OSIG0/OSIG1/OSIG2 or ISIG0/ISIG1/ISIG2 de-
pending on the corresponding OBF value, log and P represent the base-2 Log function
and the conditional probability of the encoding information based on its corresponding
context models ‘·’, respectively, and R(SGNs|·) is the rate for coding the sign information.
Accordingly, the distortion resulting from compressing the AC ys can be computed by
D(cs) =
y
2
s , if cs = 0
‖|ys| − (δs + qs · (|cs| − 1))‖2, otherwise
.
Therefore, the corresponding Lagrangian cost is given by
Jθ′(cs|·) = D(cs) + θ′ · I(cs|·). (4.16)
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Given the already coded information in the neighbouring SLs and neighbouring blocks,
the coding cost of the current coefficient is only related to its immediate coded SLN (if
any). In addition, since the coding cost resulting from compressing a AC as in (4.16) is
additive, the total coding cost of a SL is simply the summation of that of every coefficient in
the SL. As such, we propose a trellis structure to solve the optimization problem as shown
in Fig. 4.9. In the trellis, each stage represents the quantization of a AC in the current SL.
There are 4 states at each stage, denoting the quantized indices with magnitudes 0, 1, 2, or
greater than 2. We then apply dynamic programming to efficiently solve the minimization
problem.
…...
Figure 4.9: The trellis for the proposed LSDQ algorithm
Let J
(s)
θ′ (t|t′) denote the coding cost of the tth state at the sth stage of the trellis for the
given θ′ > 0, with the incoming state from the (s− 1)th stage being t′, and J∗(s)θ′ (t) denote
the corresponding optimal accumulating coding cost, t, t′∈ [1, 4], s ∈ [1, Nlyr]. LSDQ is
summarized in Algorithm 6.
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Algorithm 6 LSDQ algorithm for a SL (for a given θ′).
1: Initialize s = 1, J
∗(0)
θ′ (t) = 0 for 0 ≤ t ≤ 4.
2: while s ≤ Nlyr, do
3: if t < 4,
calculate J
∗(s)
θ′ (t) = min1≤t′≤4
(
J
∗(s−1)
θ′ (t
′) + J (s)θ′ (t|t′)
)
, and label the corresponding op-
timal incoming state t′∗;
4: else calculate J
∗(s)
θ′ (t) =
min1≤t′≤4
(
J
∗(s−1)
θ′ (t
′) + min2<|c˜s|≤Ls J
(s)
θ′ (t, c˜s|t′)
)
, and label t′∗ and the optimal index
c˜∗s for the state t = 4;
5: end if
6: set s = s+ 1;
7: end while
8: From the state t∗ at the stage Nlyr, back track the optimal index sequence for the
current SL until s = 1, according to the labels, where t∗ = arg min1≤t≤4 J
∗(Nlyr)
θ′ (t).
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4.5 Multiresolution capability of the proposed image
compression system
Having proposed the new image coding system and the relative RD optimization method,
we now discuss its multiresolution capability in this section. Our system defines five mul-
tiresolution coding layers (MCLs) at the image level, i.e., MCL1-MCL5, in the syntax ac-
cording to the data dependency. MCLs are defined in Table 4.1 in the encoding/decoding
order.
Table 4.1: MCL definition in the proposed image compression system
MCL1 OBF info ( i.e., OBF s of the whole image) in the CALBIC
MCL2 the rest of OTF info depending on the MCL1 in the CALBIC
MCL3 outlier info depending on the MCL1 & MCL2 in the CALCAC
MCL4 DC info, which is independent of other MCLs, in the CALCAC
MCL5 inlier info depending on the MCL1 & MCL2 in the CALCAC
At the encoder, the five MCLs are transmitted in sequence in the aforementioned order,
i.e., the MCL1 is send to the decoder first, followed by the MCL2, if the channel condition
allows, and then this scheme continues up to the MCL5, until the (channel coding) rate
reaches the channel capacity. At the decoder, there are up to 5 reconstructed image versions
with different resolution, as shown by an example in Fig. 4.10, where the compression rate
of each version is listed in the caption.
As shown in Fig. 4.10, the MDI1 provides a general impression of the image, which
is refined by the MDI29 with certain blurred edge and texture details, and further by
9Without the magnitude and sign information of outliers, the MDI2 is reconstructed based on the
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the MDI310 offering the major skeleton of the image with some global unique edges and
texture; higher resolution is obtained by the MDI4, providing the averaged texture in a
blocky way while reserving sharper visual quality in some perceptually important areas,
and the MDI5, yielding the fully decoded image. Among the low resolution MDIs, the
MDI3, i.e., the decoded outlier image, is of the most interest, as it contains outliers, which
convey some unique global image features in a clean description while taking relatively
low compression rate. It can be used for image understanding applications such as image
similarity analysis in image communications [76].
4.6 Experimental results
Since the proposed lossy image compression system is completely re-designed based on
LPTCM, it is important to test coding efficiency of all the new designed components in a
isolated manner at each coding unit level, as well as in a integrated manner at a system
level. In this section, we demonstrate some experimental results of the coding/complexity
performance of the proposed coding unit(s)/whole system (which are bolded in all tables).
We have done five separate sets of tests as discussed in the following subsections.
4.6.1 Experimental results of the CDZQ
In the first test set, we intend to evaluate the theoretical compression performance of a
CDZQ for truncated Laplacian (only nonnegative distributed part is considered in this
boundary parameter of the LPTCM for outliers, and inliers and DCs are set to 0, when performing the
inverse DCT.
10Similar to the decoding of the MDI2, inliers and DCs are set to 0.
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Figure 4.10: Multiresolution decoded images (MDI) for 512×512 Lena (when d = 42 dB in PSNR).
Top-left: Original image; Top-middle: MDI1–up-sampled OBF image with a scale factor of 8
(Rate: 0.007 bpp), by MCL1 only; Top-right: MDI2–decoded OTF image (Rate: 0.081 bpp),
by up to MCL2; Bottom-left: MDI3–decoded outlier image (Rate: 0.159 bpp), by up to MCL3;
Bottom-middle: MDI4–decoded outlier image with DC (Rate: 0.704 bpp), by up to MCL4;
Bottom-right: MDI5–fully decoded image (Rate: 1.294 bpp), by up to MCL5.
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subsection), with the pdf given by
f(y) =
 12λ′(1−e−Y c/λ′ )e
− |y|
λ′ if | y |< Y c
0 if |y| > Y c
, (4.17)
where Y c is the truncation point in the truncated Laplacian distribution, and λ′ denotes the
scale parameter. Given Y and λ′ and a distortion level d (that is achieved by the CDZQ),
the CDZQ parameters LCDZQ, i.e., the largest possible quantized index of the CDZQ
(which solely decides the alphabet size, i.e., LCDZQ + 1) and qCDZQ, i.e., the quantization
step size of the CDZQ, can be determined via the table-looking procedure in Section 4.2.
We calculate the rate by entropy in bit per symbol (bps) and distortion in PSNR based on
truncated Laplacian distribution. Then by varying d, we have different RD points and thus
obtain a RD curve, which represents the theoretical RD performance of a CDZQ for the
given source. We intend to compare this RD curve with that of a DZQ [50], and the latter
can be obtained by varying the quantization step size (of the DZQ). Another quantizers
in comparison is ECSQ, where there is no constraints on the quantizers structures, i.e.,
no constraints for either quantization partitions or reconstruction levels. By varying the
Lagrange multiplier, we can acquire a RD curve of the ECSQ for the given source. The
number of reconstruction levels of the ECSQ is chosen to be the smallest one to achieve a
specific RD point. Apart from the RD performance, we also intend to compare the number
of reconstruction levels (needed to achieve those RD points), or the alphabet sizes, since
they are important to entropy coding design–in general, the smaller the alphabet size is,
the more efficient the entropy coding is.To this end, we seek for the RD points of the DZQ
and ECSQ on the curves such that their respective achievable distortion are the same as
the CDZQ, and record the corresponding alphabet sizes minus 1, i.e., LDZQs and LECSQs,
which are compared to LCDZQs, at the same distortion.
We have done simulations over different truncated Laplacian sources with various scale
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parameters λ′s and truncation points Y cs. Due to the space limit, we select two repre-
sentative source distributions and show the relative RD curves of the ECSQ, DZQ, and
CDZQ in Fig. 4.11 and Fig. 4.12. The source with λ′ = 20 and Y c = 120 used to generate
Fig. 4.11 is representative for a DCT source at high frequency, and that with λ′ = 4 and
Y c = 40 for Fig. 4.12 is representative for a DCT source at low frequency. In the figures,
LECSQs, LDZQs and LCDZQs are shown corresponding to their respective RD points.
Our simulation results show that, on average, the ECSQ has the best theoretic com-
pression performance for encoding truncated Laplacian sources, and that of the CDZQ is
very close to the ECSQ and better than the DZQ, especially when encoding DCT sources
at low frequency. For DCT sources at high frequency, the three quantizers perform (al-
most) equally good. On the other hand, the number of reconstruction levels needed by the
CDZQ is generally smaller or equal to those of the ECSQ or DZQ, which will be helpful to
subsequent entropy coding. This is because the constrain in (4.3) guarantee a small and
efficient LCDZQ. In addition, like the DZQ, the CDZQ maintains a very simple structure.
As such, we adopt the CDZQ in this thesis rather than the ECSQ.
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Figure 4.11: RD curve comparison for a DCT source at low frequency
0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
36.5
37
37.5
38
38.5
39 
              L ECSQ=[4 4 4], L DZQ=[4 5 5], L CDZQ=[3 4 4]
Entropy (bps)
D
is
to
rti
on
 (P
S
N
R
)
 
 
ECSQ
DZQ
CDZQ
Figure 4.12: RD curve comparison for a DCT source at high frequency
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4.6.2 Experimental results of the CALBIC
In this subsection, we show some experimental results of the CALBIC in (losslessly) en-
coding bi-level images of OTF s. On average, the OTF image generally consumes less than
10% of overall rate. Table 4.2 and Table 4.3 compare the compression rate (in total bits)
of the proposed CALBIC and the state-of-the-art bi-level image coding method JBIG2 [3],
where the test images are grey-scale 512×512 ‘Lena’ and 512×512 ‘GoldHill’, respectively.
In the tables, ds represent the target distortion levels. Different d will produce different
bi-level images according to the OptD technique, with d = 30 dB and d = 42 dB in PSNR
indicating low-rate and high-rate encoding, respectively. The gain on rate savings of the
CALBIC over JBIG2 is shown in the last column.
On average, the CALBIC reduces the compression rate roughly by 1/4, compared to
JBIG2. The reason why the gain is such significant is that, the CALBIC is able to better
capture data dependencies inside one block and at the same frequency location across
adjacent blocks. The gain tends to be larger in low-rate coding (when d is small in PSNR).
This is because that JBIG2 has a large context template, and it tends to perform poorly
when rate is low in encoding the OTF images.
Table 4.2: Rate comparison for OTF image of 512× 512 Lena
d (in dB) JBIG2 (in bits) CALBIC (in bits) gain
30 20616 14739 -29%
42 26432 21280 -20%
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Table 4.3: Rate comparison for OTF image of 512× 512 GoldHill
d (in dB) JBIG2 (in bits) CALBIC (in bits) gain
30 8740 6797 -25%
42 14272 11444 -20%
4.6.3 Experimental results of the TCC
Having tested the coding performance of the CALBIC, we now evaluate the TCC (the
CALBIC + the CALCAC) as a whole lossless coding system. In this subsection, the TCC
is applied to encode the residuals extracted from HEVC codec (HM 10.1) [32]. Specifically,
HEVC lossless mode (i.e., transform-quantization bypass mode) is enabled. Our coding
procedure is described as follows. First, acquire the residual image after the HEVC intra
prediction for the whole image is done. Then, apply the invertible integer DCT proposed
in [38] to the residual image on each 8 × 8 block. Lastly, perform the TCC to encode
the integer DCT coefficients. The compression rate consists of two part: 1) HEVC intra
prediction overhead mainly including coding unit (CU) partition and prediction mode
information, etc.; 2) bit consumption from the TCC. Table 4.4 and Table 4.5 show the
lossless coding rate in bit per pixel (bpp) of the TCC for encoding grey-scale 512 × 512
‘Lena’ and 512 × 512 ‘GoldHill’, respectively, which is compared to HEVC lossless mode
(HEVC-LS). It is also compared to those of some popular lossless image coding methods,
such as JPEG-LS [4], JPEG 2000 lossless (JPEG2000-LS) [5], and CALIC [63].
It is shown that our tested lossless coding scheme using the TCC outperforms HEVC-
LS with an average 7% bit savings. In general, it is slightly better than JPEG-LS and
JPEG2000-LS, with a small performance loss compared to CALIC. Note that CALIC (as
well as JPEG-LS and JPEG2000-LS) is not designed for DCT-based lossy image coding, so
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data dependencies among DCT coefficients can not be fully exploited. This result in very
poor coding performance when encoding quantized DCT coefficients output by the TCQ,
which is verified by our experiments. In this case, for fair comparison, we will compare our
proposed image coding system as a whole with other lossy image coding methods in the
next subsection.
Table 4.4: Lossless coding rate comparison for 512× 512 Lena
HEVC-LS JPEG-LS JPEG2000-LS CALIC TCC
4.497 4.245 4.316 4.095 4.190
Table 4.5: Lossless coding rate comparison for 512× 512 GoldHill
HEVC-LS JPEG-LS JPEG2000-LS CALIC TCC
5.107 4.712 4.837 4.604 4.727
4.6.4 Experimental results of the proposed image coding system–
subjective tests
In this subsection, we move on to our fourth test set to evaluate the coding performance
of the whole lossy coding system in terms of compression rate vs subjective quality. The
decoded images of our proposed image coding are visually compared with those of the
state-of-the-art DCT-based non-predictive image coding method ECEB proposed in [56]
and baseline JPEG [1], and those of some DCT-based predictive image coding methods
including H.264/AVC (JM 18.3 High Profile) [31] and HEVC (HM 10.1) [32] intra coding.
Only HDQ cases are tested. For fair comparison, the transform sizes in both H.264/AVC
and HEVC have been set to 8×8, and all post-processing filters are disabled. Experimental
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results show that it is very difficult to observe differences among the decoded images of all
test coding schemes at high-rate end. However, the image quality differs a lot for low-rate
cases. Due to the space limit, we only show a representative example of the decoded images
of (part of) 512×512 ‘Lena’ at low-rate in Fig. 4.13, and similar observation (as discussed
later) can be seen in other tested images. As a quantitive measure to the subjective quality,
SSIM [59] tests have been done, with the relative results shown in the caption of the figure.
Also listed are PSNR results for each decoded image. The rate for all tested coding schemes
has been adjusted to the same level around 0.26 bpp.
By examining the figure (zoom in if possible, as the sub-figures are small), one can
see that the decoded image of the proposed is sharper and has much less blocking effects,
compared to those of its non-predictive coding counterparts, i.e., JPEG and the ECEB. It
also has a significant better SSIM score. This is because the protection of outliers keeps
higher fidelity of some visually important areas. Interestingly, although the decoded images
of the ECEB and the proposed have the similar PSNR values (indicating similar objective
quality), the latter yields much better visual quality. Exactly the same observation can be
found in the low-rate coding of some other images, such as 512×512 Barbara.
Despite the PSNR gap between the proposed and the predictive coding, the subjective
quality of their decoded images is at the same level. They also have similar SSIM scores,
with the proposed marginally better than H.264/AVC and slightly worse than HEVC. If
examine carefully, to some extent, the decoded image of the proposed is even visually
closer to the original image, and looks more agreeable. For instant, the decoded image
of H.264/AVC renders lower visual quality at some perceptually important areas, such as
the bottom eyelash of Lena’s right eye. In addition, even though it looks smoother with
less blocking effects than the proposed, the decoded image of HEVC has very unpleasant
ringing artifacts resulting from the prediction, which appear in many visually observable
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Figure 4.13: Subjective image quality comparison for 512×512 Lena coded at 0.26 bpp. Top-
left: original image (SSIM: 1, PSNR: inf dB); Top-middle: ECEB (SSIM: 0.942, PSNR: 33.32
dB); Top-right: the proposed (SSIM: 0.953, PSNR: 33.39 dB); Bottom-left: JPEG (SSIM: 0.931,
PSNR: 31.90 dB); Bottom-middle: H.264/AVC (SSIM: 0.952, PSNR: 34.10 dB); Bottom-right:
HEVC (SSIM: 0.959, PSNR: 34.84 dB)
107
places, such as the bottom eyelash of Lena’s right eye, the up-left of her lip, and edge of
the board (in the background) that closes to her hair, etc.
4.6.5 Experimental results of the proposed image coding system–
objective tests
Lastly, as the focus of this section, we evaluate the coding performance of the proposed
DCT-based non-predictive lossy coding system in terms of compression rate vs objective
quality, as well as complexity expense. Note that the proposed is a non-predictive image
coding system, in the sense that there is no image-domain prediction (such as the intra
prediction used in H.264/AVC or HEVC) involved.
Since we target at real-world image compression application, to decide our rate of
interest in the experiments, we have investigated the rate range yielded by some digital
cameras in compressing raw images using baseline JPEG. In practice, the JPEG encoders
on these devices apply one or more predefined quantization tables based on target (decoded)
image quality, or target distortion equivalently. Table 4.6 shows the only quantization
table for luminance employed by the JPEG encoder on the popular Apple iPhone 4/4S
models. Since the quantization step sizes are generally very small, especially for those of
low frequencies that contain most of the energy of the encoded image, the compression
rate shall be very high. As we observed, the rate in bpp is in the range of 2.5 to 4.0. Since
we use the OptD technique in the proposed system, we desire to convert this rate range to
the target distortion (i.e., d) range. As a result, this rate range usually corresponds to the
d ranged from 42 dB to 50 dB in PSNR in our experiments. On the other hand, low-rate
image coding is still of interest for research purposes. So we decide the range of d to be
from 30 dB to 50 dB with a step size of 2 dB in the fifth test set (to show the coding
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performance with a wide range of rate). However, in practice, there is no need to aim at
so many fidelity levels, 3 or 4 is enough in general depending on different applications.
Table 4.6: The predefined quantization table for the luminance used for baseline JPEG encoding
on an Apple iPhone 4/4S
1 1 1 1 2 5 6 5
1 1 1 2 4 5 6 5
1 1 2 2 5 8 8 6
1 2 3 5 6 10 10 7
2 3 5 6 8 10 11 9
4 6 7 8 10 12 12 10
7 9 9 9 11 10 10 9
4 6 6 7 8 10 9 9
Experiments have been done to evaluate the proposed image compression system on a
set of standard 8-bit grayscale test images with various sizes. Table 4.7–Table 4.11 show
the PSNR performance of the proposed system for 512×512 ‘Lena’, 512×512 ‘Barbara’,
1024×1024 ‘Airfield’, 720p ‘Parkrun’ (the 1st frame), and 1080p ‘BQTerrace’ (the 1st
frame), with its HDQ (i.e., SDQ is off) and SDQ versions referred to as the Prop. HDQ
and the Prop. SDQ, respectively. The first column in each table denotes the resulting
compression rate of the Prop. HDQ11 in bpp when the distortion level d is set in the
aforementioned range. The compression performance is compared with the state-of-the-art
non-predictive image coding ECEB12. The uniform quantization table used in the ECEB
code is then optimized by the OptD technique according to the algorithm proposed in
[69]. This coding scheme is dubbed ECEB-OptD, with its related PSNR results illustrated
in the tables. The coding performance is also compared with that of some popular non-
11The rate for other coding methods has been adjusted to the same rate as that of the Prop. HDQ, either
by adapting their respective coding parameters (for all non-predictive coding methods) or by interpolation
(for all predictive coding methods).
12All the ECEB related tests are run on the code kindly provided by the authors of [56].
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predictive/predictive image/video coding standards, including JPEG, H.264/AVC intra
coding (with RDOQ off/on referred to as H.264/AVC HDQ/H.264/AVC RDOQ, respec-
tively), and the newly developed HEVC intra coding (with RDOQ off/on referred to as
HEVC HDQ/HEVC RDOQ, respectively). The softwares used for H.264/AVC and HEVC
intra coding are JM 18.3 High Profile and HM 10.1, respectively. For fair comparison,
the transform sizes in both H.264/AVC and HEVC have been set to 8 × 8. Table 4.12 -
Table 4.14 provide experimental results of overall computational complexity, showing by
CPU running time in milliseconds13 for 512×512 ‘Lena’, 1024×1024 ‘Airfield’, and 720p
‘Parkrun’, respectively.
As shown in the tables, the proposed image coding significantly outperforms baseline
JPEG by more than 4.3 dB in PSNR on average with some complexity increase, which
is still at a reasonable level for real-time image communications. Compared with the
ECEB/ECEB-OptD, the the Prop. HDQ and the Prop. SDQ provide an average 0.75/0.4
dB and 1/0.65 dB performance gain in PSNR, respectively. the Prop. HDQ outperforms
both the ECEB and ECEB-OptD for all the rate points and for all the test images. The
gain tends to be larger when the rate is higher, and it is limited when the rate is low. The
reasons contributed to this are 1) the overhead of the proposed image coding takes up a
non-negligible rate consumption in low-rate case, which compensates some performance
gain; 2) the room to improve the coding efficiency is limited in low-rate case (for non-
predictive image coding). According to our experiments, CALIC type of DC (quantized
coefficient domain) prediction as in [63] saves about 5% of bit rate (in coding DC alone)
compared to the simple predictive coding for DC in the ECEB. But when average out for
64 DCT coefficients, this gain is negligible. So the gain over the ECEB mainly comes from
the OptD and the combination of the TCQ and the TCC, and that over the ECEB-OptD
13All the simulations are run on an Apple Mac Pro 8-core 2.4GHz 12G RAM workstation.
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mainly from the latter, which actually benefited from our protection of outliers in the
TCQ and special coding schemes of outliers in the TCC. As for complexity comparison,
the proposed provides the overall computational complexity that is at the same level of
the ECEB/ECEB-OptD, with negligible increase of storage complexity for the HDQ case,
and some complexity increase for the SDQ case. It has generally lower computational
complexity when the rate is low, thanks to the OptD technique and the multi-symbol
arithmetic coding.
In comparison to the predictive image coding methods, the proposed provides an overall
0.4 dB gain or so over H.264/AVC, with dramatically reduced computational complexity.
Compared to the state-of-the-art HEVC intra coding, the proposed provides comparable
or sometimes even better compression performance at the high-rate end, or when encoding
some complicated images (such as the 720p ‘Parkrun’) where the intra prediction is not
that efficient, with more than 95% of the computational complexity saved. However, as
one can see, the proposed image coding still has a significant performance gap compared
to either H.264/AVC or HEVC in the low-rate region, due to the lack of intra prediction.
It is hard, if not impossible, to apply intra prediction to our proposed image coding system
based on the LPTCM, since it is coupled with quantization. Whereas, the proposed TCQ
requires to know the LPTCM distribution of the residual image, which is not available
until the intra prediction for the whole image is done.
4.7 Chapter review
Motivated by the special characteristics of outliers of the LPTCM, in this chapter, we aim
at exploring its applications to image compression and investigating possible improvement
on both subjective and objective image quality. To this end, we have proposed an effi-
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Table 4.7: PSNR performance comparison of different coding methods for 512x512 Lena
Rate JPEG ECEB ECEB-OptD Prop. HDQ Prop. SDQ H.264 HDQ H.264 RDOQ HEVC HDQ HEVC RDOQ
0.264 31.90 33.32 33.35 33.39 33.51 34.54 34.70 35.29 35.44
0.338 33.11 34.49 34.45 34.61 34.77 35.56 35.73 36.27 36.40
0.441 34.34 35.87 35.76 35.94 36.16 36.70 36.85 37.31 37.51
0.584 35.54 37.23 37.21 37.43 37.62 37.83 38.05 38.42 38.63
0.792 36.90 38.69 38.81 38.99 39.18 39.15 39.41 39.67 39.96
0.968 37.75 39.69 39.86 40.03 40.23 40.06 40.35 40.63 40.90
1.294 39.19 41.33 41.59 41.77 41.96 41.66 41.93 42.25 42.50
1.660 40.45 42.99 43.39 43.64 43.81 43.39 43.65 44.14 44.34
2.030 41.68 44.83 45.27 45.58 45.71 45.32 45.48 46.12 46.32
2.386 42.80 46.44 47.09 47.50 47.64 47.16 47.35 48.10 48.28
2.746 44.03 47.95 48.97 49.42 49.57 48.98 49.18 49.93 50.14
3.086 45.30 49.18 50.63 51.13 51.28 50.62 50.84 51.59 51.87
Table 4.8: PSNR performance comparison of different coding methods for 512x512 Barbara
Rate JPEG ECEB ECEB-OptD Prop. HDQ Prop. SDQ H.264 HDQ H.264 RDOQ HEVC HDQ HEVC RDOQ
0.545 28.96 32.37 32.29 32.39 32.54 32.84 33.02 33.75 34.00
0.683 30.45 33.95 33.80 34.00 34.20 34.33 34.55 35.22 35.44
0.840 31.95 35.50 35.28 35.61 35.82 35.82 36.01 36.63 36.90
1.042 33.66 37.20 37.02 37.38 37.60 37.37 37.64 38.18 38.44
1.285 35.38 38.89 38.85 39.14 39.39 38.98 39.27 39.75 40.07
1.458 36.45 39.94 40.00 40.25 40.52 39.99 40.30 40.73 41.09
1.760 38.09 41.57 41.81 42.03 42.25 41.57 41.92 42.34 42.69
2.096 39.72 43.26 43.58 43.84 44.05 43.21 43.54 44.06 44.40
2.453 41.35 44.95 45.23 45.73 45.91 45.02 45.24 45.93 46.21
2.810 42.71 46.54 46.99 47.59 47.64 46.76 46.95 47.83 48.08
3.164 44.07 48.00 48.63 49.40 49.58 48.33 48.47 49.62 49.89
3.516 45.53 49.26 50.14 51.15 51.31 49.61 49.79 51.35 51.67
Table 4.9: PSNR performance comparison of different coding methods for 1024x1024 Airfield
Rate JPEG ECEB ECEB-OptD Prop. HDQ Prop. SDQ H.264 HDQ H.264 RDOQ HEVC HDQ HEVC RDOQ
0.599 29.92 31.03 31.13 31.28 31.41 31.32 31.48 31.62 31.81
0.858 30.97 32.59 32.70 32.83 32.97 32.80 33.00 33.12 33.32
1.192 32.14 34.36 34.47 34.59 34.79 34.50 34.73 34.91 35.13
1.558 33.40 36.25 36.34 36.52 36.73 36.38 36.55 36.81 37.02
1.929 34.59 38.22 38.36 38.52 38.76 38.30 38.42 38.80 38.98
2.145 35.33 39.38 39.53 39.74 40.00 39.46 39.55 40.00 40.18
2.504 36.59 41.32 41.53 41.78 42.05 41.42 41.52 42.02 42.21
2.852 37.92 43.14 43.43 43.80 44.06 43.35 43.46 43.96 44.20
3.196 39.35 44.87 45.22 45.75 45.99 45.26 45.41 45.86 46.15
3.539 40.88 46.48 47.01 47.64 47.88 47.12 47.23 47.73 48.06
3.888 42.54 47.95 48.87 49.49 49.73 48.76 48.85 49.53 49.90
4.229 44.42 49.20 50.45 51.18 51.42 49.91 50.02 51.24 51.63
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Table 4.10: PSNR performance comparison of different coding methods for 720p Parkrun (1st
video frame)
Rate JPEG ECEB ECEB-OptD Prop. HDQ Prop. SDQ H.264 HDQ H.264 RDOQ HEVC HDQ HEVC RDOQ
1.093 28.43 31.25 31.25 31.29 31.54 31.48 31.70 31.50 31.74
1.355 29.78 33.03 32.99 33.11 33.35 33.17 33.42 33.23 33.51
1.642 31.20 34.80 34.79 34.94 35.17 34.89 35.15 35.04 35.34
1.953 32.69 36.63 36.69 36.81 37.06 36.70 36.94 36.88 37.21
2.279 34.24 38.48 38.61 38.76 38.99 38.53 38.76 38.75 39.13
2.483 35.24 39.62 39.78 39.96 40.22 39.65 39.86 39.88 40.27
2.827 36.62 41.48 41.69 41.94 42.18 41.50 41.69 41.78 42.17
3.167 38.23 43.27 43.54 43.87 44.08 43.06 43.12 43.66 44.04
3.512 39.77 45.01 45.46 45.80 46.02 44.39 44.47 45.59 45.96
3.859 41.12 46.61 47.31 47.67 47.88 45.66 45.75 47.49 47.91
4.203 42.55 48.05 49.14 49.49 49.69 46.78 46.91 49.35 49.81
4.550 44.30 49.30 50.79 51.21 51.42 47.86 48.01 51.19 51.68
Table 4.11: PSNR performance comparison of different coding methods for 1280p BQTerrace (1st
video frame)
Rate JPEG ECEB ECEB-OptD Prop. HDQ Prop. SDQ H.264 HDQ H.264 RDOQ HEVC HDQ HEVC RDOQ
0.432 30.18 32.08 32.04 32.20 32.36 32.81 32.95 33.94 34.15
0.578 31.66 33.81 33.68 33.90 34.12 34.47 34.66 35.49 35.75
0.744 32.98 35.30 35.34 35.45 35.64 35.98 36.22 36.97 37.36
0.961 34.38 37.19 37.09 37.36 37.66 37.68 38.07 38.80 39.22
1.255 36.11 39.75 39.58 40.01 40.35 39.94 40.42 41.30 41.66
1.439 36.98 41.41 41.35 41.64 41.89 41.47 41.93 42.85 43.19
1.681 38.16 43.53 43.41 43.92 44.24 43.48 43.90 44.84 45.15
1.867 39.04 45.03 44.87 45.66 45.92 44.94 45.28 46.23 46.54
2.068 40.44 46.30 46.43 47.18 47.43 46.45 46.70 47.63 47.95
2.293 42.16 47.55 48.06 48.86 49.13 47.86 48.15 49.21 49.48
2.532 44.81 48.75 49.54 50.60 50.88 49.38 49.65 50.67 50.99
2.813 47.05 49.86 51.32 52.30 52.58 50.83 51.07 52.21 52.52
Table 4.12: Computer running time (in milliseconds) of different image coding methods for en-
coding 512× 512 Lena
JPEG ECEB ECEB-OptD Prop. HDQ Prop. SDQ H.264 HDQ H.264 RDOQ HEVC HDQ HEVC RDOQ
20 51 52 63 148 484 729 1433 1927
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Table 4.13: Computer running time (in milliseconds) of different image coding methods for en-
coding 1024× 1024 Airfield
JPEG ECEB ECEB-OptD Prop. HDQ Prop. SDQ H.264 HDQ H.264 RDOQ HEVC HDQ HEVC RDOQ
83 336 337 396 878 2560 4814 6607 9058
Table 4.14: Computer running time (in milliseconds) of different image coding methods for en-
coding 720p Parkrun (1st video frame)
JPEG ECEB ECEB-OptD Prop. HDQ Prop. SDQ H.264 HDQ H.264 RDOQ HEVC HDQ HEVC RDOQ
71 294 295 357 813 2382 3730 9063 11817
cient DCT-based non-predictive image coding system, where outliers are protected from
suffering too much distortion considering its subjective and objective importance, and han-
dled separately from inliers considering their statistical difference. A bi-level image coding
method called CALBIC is first developed to encode the outlier flags. With them as side
information, the so-called TCQ is then proposed to quantize the outlier by a UQ and the
inlier by the CDZQ, followed by the composite entropy coding method CALCAC to encode
the quantized indices of the outlier and inlier separately. Lastly, a SDQ algorithm is pre-
sented to jointly optimize the CDZQ and CALCAC to further improve the RD performance
of the proposed system. To evaluate our proposed coding unit(s)/whole system, we have
done five separate sets of experiments as follows. In the first set, to test its compression
performance, we apply the CDZQ on random sources and calculate the resulting rate by
the entropy and distortion by MSE. The theoretical RD performance is then compared
with that of a DZQ, showing that the former is generally superior than the latter. The
second one is to test the compression rate of the CALBIC in (losslessly) encoding bi-level
images of outlier flags. Compared to JBIG2 [3], the state-of-the-art bi-level image coding,
remarkably less amount of bits are needed by the CALBIC. The purpose of our third test
set is to evaluate the lossless coding efficiency of the TCC, i.e., CALBIC + CALCAC.
114
Compared with HEVC entropy coding in lossless mode (with the same coding settings),
the TCC provides significantly better coding performance. Next, the fourth test set is to
evaluate the coding performance of the lossy coding system as a whole in terms of compres-
sion rate vs subjective quality (of decoded images). It is shown that our proposed system
achieves compression results that are among the best and similar to those of H.264/AVC
or HEVC intra (predictive) coding. Lastly, in the fifth test set, the compression perfor-
mance of the proposed system in terms of coding rate vs objective quality is tested, as
well as complexity expense. When applied to encode a set of standard test images, our
proposed image coding significantly outperforms any non-predictive coding including the
state-of-the-art ECEB [56], and even some predictive coding including H.264/AVC intra
coding [31], with relatively low computational complexity that is at the same level as the
ECEB, and negligible increase of storage complexity. In comparison to the newly devel-
oped HEVC [32] intra coding, the proposed system provides comparable or sometimes even
better compression performance at the high-rate end, or when encoding some complicated
images, with dramatically reduced computational complexity. This, together with its abil-
ity to improve subjective image quality, makes our proposed image compression system a
perfect compromise between coding efficiency and complexity expense.
An interesting byproduct of the proposed system is its multiresolution capability. Thanks
to the CALBIC scheme and the separate coding scheme of outliers and inliers in the CAL-
CAC, it is possible to yield several decoded versions from the bitstream depending on the
transmission channel capacity. This appealing feature, together with the comparatively
high coding efficiency and low complexity, makes it a good alternative for real-time image
processing applications.
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Chapter 5
Conclusion and future work
5.1 Conclusion
To push the envelope of DCT-based lossy image/video compression, this thesis has pro-
posed some novel perspectives from source modelling, to quantization table design, to
quantizers and entropy coding design. To better handle the heavy tail phenomenon com-
monly seen in DCT coefficients, a new model called TCM has been first developed and
justified. Given a sequence of DCT coefficients, the TCM first separates the tail from the
main body of the sequence, and then uses a uniform distribution to model DCT coefficients
in the heavy tail, while using a parametric distribution to model DCT coefficients in the
main body. The separation boundary and other distribution parameters are estimated on-
line via ML estimation. Efficient online algorithms are proposed for parameter estimation
and their convergence is also proved. When the parametric distribution is truncated Lapla-
cian, the resulting TCM dubbed LPTCM not only achieves superior modelling accuracy
with low estimation complexity, but also has a good capability of nonlinear data reduction
by separating outliers from inliers.
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Quantization table design has then been revisited for image/video coding where soft
decision quantization (SDQ) is considered. Unlike conventional approaches where quanti-
zation table design is bundled with a specific encoding method, we assume optimal SDQ
encoding and design a quantization table for the purpose of reconstruction. Under this
assumption, we model transform coefficients across different frequencies as independently
distributed random sources and apply the Shannon lower bound to approximate the rate
distortion function of each source. We then show that a quantization table can be opti-
mized in a way that the resulting distortion complies with certain behavior, yielding the
so-called optimal distortion profile scheme (OptD). Guided by this new theoretical result,
we present an efficient statistical-model-based algorithm using the Laplacian model to de-
sign quantization tables for DCT-based image compression. When applied to standard
JPEG encoding, it provides significant performance gain (in PSNR), with almost no extra
burden on complexity. The proposed algorithm notably outperforms the state-of-the-art
JPEG quantization table optimizer, with huge computational complexity reduced. Signif-
icant compression performance improvement is also seen when it is applied to other image
coding systems proposed in the literature.
Lastly, based on the LPTCM and OptD, we further propose an efficient non-predictive
DCT-based image compression system, where outliers are protected from suffering too
much distortion considering its subjective and objective importance, and handled sepa-
rately from inliers considering their statistical difference. A bi-level image coding method
called CALBIC is first developed to encode the outlier flags. With them as side informa-
tion, the so-called TCQ is then proposed to quantize the outlier by a UQ and the inlier
by the CDZQ, followed by the composite entropy coding method CALCAC to encode the
quantized indices of the outlier and inlier separately. Lastly, a SDQ algorithm is presented
to jointly optimize the CDZQ and CALCAC to further improve the RD performance of
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the proposed system. It is shown that our new system achieves the best non-predictive
image coding performance in terms of both rate vs visual quality and rate vs PSNR, with
very low complexity. Compared to the state-of-the-art predictive image coding, i.e., HEVC
intra coding, it provides similar coding performance in terms of rate vs visual quality, and
comparable or even better coding performance in terms of rate vs PSNR in the high-rate
region or for some complicated images, with huge computational complexity reduced. In
addition, the proposed image coding system also provides a multiresolution feature, which,
together with its comparatively high coding efficiency and low complexity, makes it a good
alternative for real-time image processing applications.
5.2 Future work
There are many topics left for future work. In the following, we discuss a few of them.
1) As discussed in Section 4.6, it is hard to apply intra prediction to our proposed
image coding, since the prediction and quantization is bundled together. However, given
an inter-predicted residual image of the previous video frame, it might be possible to use
our new image compression method based on the LPTCM or GMTCM to improve inter
video coding performance, such as HEVC inter coding, which will be one of our future
work.
2) Another interesting future work is to use the LPTCM or GMTCM to improve com-
pression/complexity performance for the in-loop filters in video coding, e.g., HEVC inter
coding. In HEVC, in-loop filtering is performed after the prediction for the whole frame
is done, and at that time the residue of the whole frame is available for the LPTCM or
GMTCM to apply. There are two types of in-loop filters in HEVC–deblocking filters and
sample adaptive offset (SAO) filters [32]. For deblocking filters, natural edges should not
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be filtered [27], [34]. In the HEVC codec, edges are calculated by gradients pixel by pixel
on the largest coding unit (LCU) boundaries [32], which is time-consuming and may not
be capable of detecting all the edges. To solve these issues, the (quantized) outlier image
that is available at both the encoder and decoder (based on the first future work) can be
incorporated into the deblocking process, which contains edges and other global features
that are perceptually important and are better not be filtered. For SAO filters, the outlier
image can be used to find samples needed to be offset (such that smaller distortion is
achieved) more efficiently, so that time complexity can be reduced.
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