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Abstract
We continue to investigate branching systems of directed graphs
and their connections with graph algebras. We give a sufficient condi-
tion under which the representation induced from a branching system
of a directed graph is faithful and construct a large class of branching
systems that satisfy this condition. We finish the paper by providing
a proof of the converse of the Cuntz-Krieger uniqueness theorem for
graph algebras by means of branching systems.
1 Introduction
Directed graphs are combinatorial objects that appear in numerous situa-
tions throughout all mathematical subjects. In particular, graph C*-algebras
were introduced about two decades ago, see [5, 13], as generalizations of
Cuntz-Krieger algebras and more recently, see [1, 2], algebraic analogues of
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graph C*-algebras, called Leavitt path algebras, were introduced. Both graph
C*-algebras and Leavitt path algebras (which here forth we just call graph
algebras) have been the focus of intense research in the last few years, one
of the main reasons for this is the fact that many combinatorial properties
of a directed graph characterize properties of the associated algebra and vice
versa.
It is natural to consider the relations between Leavitt path algebras and
graph C*-algebras. Actually, the study of these relations was one of the
main goals of the meeting ”Bridges between graph C*-algebras and Leavitt
path algebras” which was held in April 2013 at BIRS, Canada. Among the
motivating aspects for the study of these relations is the fact that many
results of graph C*-algebras have Leavitt path algebras versions and vice
versa. For example, the graph-theoretic conditions under which the C*-
algebra C∗(E) of a directed graph E is simple (finite-dimensional, AF, simple
purely infinite, respectively) are precisely the same as the graph-theoretic
conditions under which the Leavitt path algebra LK(E) is simple (finite-
dimensional, ultramatricial, simple purely infinite, respectively). However,
there is no prescription on how to obtain a result in one setting from a
similar result in the other setting. In fact their proofs are often completely
independent, which leads to the development of new methods.
In the previous work [6, 7, 8, 9, 10], motivated by the connection be-
tween wavelet theory and representations of the Cuntz-Krieger algebra, see
[4], the study of representations of graph algebras via branching systems
has been initiated and developed. Branching systems arise in many areas
of mathematics such as the Perron-Frobenius operator from ergodic theory
(see [7, 9]). In [10] it was shown that for a large class of directed graphs
every representation of a graph C*-algebra is unitarily equivalent to a repre-
sentation induced from a branching system (a similar result for Leavitt path
algebras was shown in [8]). Furthermore, in the Leavitt path algebra con-
text and in case of row-finite directed graphs without sinks, in [8] a sufficient
condition over a branching system, to guarantee faithfulness of the induced
representation, was given. In this paper, we find an analogous condition over
branching systems of an arbitrary graph and prove, by completely different
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means, that the representation of the graph C*-algebra from a branching
system satisfying such condition is faithful.
Finally, we take advantage of branching systems techniques to give an
alternative proof of the converse of the Cuntz-Krieger uniqueness theorem
for graph algebras. In the context of graph C*-algebras this result can be
derived from a more general result by Katsura (see [11, Theorem 6.14]). The
advantage of our proof in the graph C*-algebra case is that our techniques are
much simpler than Katsura’s construction of the topological graph algebra
and its deep structure results. Regarding the algebraic setting we are unaware
of a converse for the Cuntz-Krieger uniqueness theorem for Leavitt path
algebras and believe this is a new result.
This paper is organized as follows: In Section 2 we give a review necessary
to make the paper self-contained. In Section 3 we present a sufficient condi-
tion over branching systems of a directed graph such that the representation
induced from a branching system satisfying this condition is faithful. Then
we construct a class of branching systems associated to a directed graph sat-
isfying the above condition. This class of examples were firstly built in [8],
in the algebraic setting, and hence it is interesting to note that the same
class of branching systems provide faithful representations of both Leavitt
path algebras and graph C*-algebras. We finish this paper by proving the
converse of the Cuntz-Krieger uniqueness theorem for graph algebras.
2 Preliminaries
Throughout this paper, all measure spaces are assumed to be σ-finite.
In this section we recall some background about directed graphs and its
corresponding algebras. We also recall the notion of branching systems of a
directed graph and the construction of a representation of the graph algebra
from a branching system.
Firstly recall that a directed graph is a quadruple E = (E0, E1, r, s) con-
sisting of two countable sets E0, E1, and two maps r, s : E1 → E0. We think
of E0 as a set of vertices, and we think of every element e ∈ E1 as an arrow
pointing from s(e) to r(e). The graph E is called row-finite if |s−1(v)| < ∞
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for all v ∈ E0. For v ∈ E0, we call v a sink if s−1(v) = ∅, and we call
v a source if r−1(v) = ∅. In this paper we use the following combinatorial
definitions regarding a directed graph:
Definition 2.1 ([14, 15]) Let E be a directed graph. For n ≥ 1, a path
of length n is a tuple (ei)
n
i∈1 ∈
∏n
i=1E
1 such that r(ei) = s(ei+1) for i =
1, . . . , n− 1. The path (ei)
n
i=1 is called a cycle if s(e1) = r(en), and s(e1) is
called the base point of the cycle. The cycle is called simple if r(ei) 6= r(ej)
for all i 6= j. We say the cycle (ei)
n
i=1 has no exits if r
−1(r(ei)) = ei for all
i. We say that the graph E satisfies Condition (L) if any cycle of E has no
exits.
Recall that the graph C*-algebra C∗(E), as defined in [5], is the universal
C*-algebra generated by a family of partial isometries with orthogonal ranges
{se : e ∈ E
1} and a family of mutually orthogonal projections {pv : v ∈ E
0}
satisfying
1. s∗ese = pr(e), for all e ∈ E
1;
2. ses
∗
e ≤ ps(e) for all e ∈ E
1; and
3. pv =
∑
s(e)=v
ses
∗
e whenever 0 < |s
−1(v)| <∞.
Leavitt path algebras may be defined in terms of the same relations as
above, though in the algebraic context the more common definition is the
following one: Given a graph E and a field K, the Leavitt path algebra of E,
denoted by LK(E), is the universal K-algebra generated by a set {v : v ∈
E0}, of pairwise orthogonal idempotents, together with a set {e, e∗ : e ∈ E1}
of elements satisfying
1. s(e)e = er(e) = e, r(e)e∗ = e∗s(e) = e∗ and e∗f = δe,fr(e) for all
e, f ∈ E1,
2. v =
∑
e∈E1:s(e)=v
ee∗ for every vertex v with 0 < #{e : s(e) = v} <∞.
Now we recall the notion of branching systems of a directed graph from
[7].
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Definition 2.2 ([7, Definition 2.1]) Let E be a directed graph, let (X, µ)
be a measure space, and let {Re, Dv}e∈E1,v∈E0 be a family of measurable sub-
sets of X. Suppose that
1. Re ∩Rf
µ−a.e.
= ∅ if e 6= f ∈ E1;
2. Dv ∩Dw
µ−a.e.
= ∅ if v 6= w ∈ E0;
3. Re
µ−a.e.
⊆ Ds(e) for all e ∈ E
1;
4. Dv
µ−a.e.
=
⋃
e∈s−1(v) Re if 0 < |s
−1(v)| <∞; and
5. for each e ∈ E1, there exist two measurable maps fe : Dr(e) → Re and
f−1e : Re → Dr(e) such that fe ◦ f
−1
e
µ−a.e.
= idRe , f
−1
e ◦ fe
µ−a.e.
= idDr(e),
the pushforward measure µ ◦ fe of f
−1
e in Dr(e) is absolutely continuous
with respect to µ in Dr(e), and the pushforward measure µ◦f
−1
e of fe in
Re is absolutely continuous with respect to µ in Re. Denote the Radon-
Nikodym derivative d(µ◦fe)/dµ by Φfe, and denote the Radon-Nikodym
derivative d(µ ◦ f−1e )/dµ by Φf−1e .
We call {Re, Dv, fe}e∈E1,v∈E0 an E-branching system on the measure space
(X, µ).
Remark 2.3 In the algebraic context, an E-algebraic branching system as
defined in [8] is the same as an E-branching system, except we deal with
exact equalities instead of equality almost everywhere, there is no mention to
measures or to Radon-Nykodym derivatives and the maps between the sets
are only required to be bijections.
Theorem 2.4 ([7, Theorem 2.2]) Let E be a directed graph. Fix an E-
branching system {Re, Dv, fe}e∈E1,v∈E0 on a measure space (X, µ). Then
there exists a unique representation pi : C∗(E) → B(L2(X, µ)) such that
pi(se)(φ) = Φ
1/2
f−1e
(φ ◦ f−1e ) and pi(pv)(φ) = χDvφ, for all e ∈ E
1, v ∈ E0, and
for all φ ∈ L2(X, µ).
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Remark 2.5 In a similar way as above, see [8], given an E-algebraic branch-
ing system we obtain a representation pi of LK(E) in HomK(M), the K alge-
bra of all homomorphism fromM to M , whereM is the K module of all func-
tions in X, such that for all v ∈ E0, e ∈ E1, and φ ∈ M , pi(v)(φ) = χDvφ,
pi(e)(φ) = χRe · φ ◦ fe−1 and pi(e
∗)(φ) = χDr(e) · φ ◦ fe.
Finally, for an E-branching system {Re, Dv, fe}e∈E1,v∈E0 on a measure
space (X, µ), let pi : C∗(E) → B(L2(X, µ)) be the representation induced
from the branching system. Fix a finite path α ∈ En, for some n ≥ 1. Define
fα := fα1 ◦ · · ·◦fαn, and define f
−1
α := f
−1
αn ◦ · · ·◦f
−1
α1
. It is straightforward to
see that µ ◦ fα1 ◦ · · · ◦ fαn in Dr(αn) is absolutely continuous with respect to µ
in Dr(αn), and µ ◦ f
−1
αn ◦ · · · ◦ f
−1
α1
in Rα1 is absolutely continuous with respect
to µ in Rα1 . Denote the Radon-Nikodym derivative d(µ ◦ fα1 ◦ · · · ◦ fαn)/dµ
by Φfα , and denote the Radon-Nikodym derivative d(µ ◦ f
−1
αn ◦ · · · ◦ f
−1
α1
)/dµ
by Φf−1α . So for any φ ∈ L
2(X, µ), we have that
pi(sα)(φ) = Φ
1/2
f−1α
φ ◦ f−1α , and pi(sα)
∗(φ) = Φ
1/2
fα
φ ◦ fα (1)
and the analogue result also holds in the algebraic context.
3 Faithful Representations
For row-finite directed graphs without sinks in [8, Theorem 4.2] it was
shown that, under a mild condition over an algebraic branching system, the
induced Leavitt path algebra representation is faithful. Next, for any directed
graph E, we give an analogous condition over an E-branching system so
that the induced graph C*-algebra representation is faithful. The following
theorem is our main result in this paper.
Theorem 3.1 Let E be a directed graph, {Re, Dv, fe}e∈E1,v∈E0 be an E-
branching system on a measure space (X, µ) such that µ(Dv) 6= 0 for all
v ∈ E0 and let pi : C∗(E)→ B(L2(X, µ)) be the representation induced from
the branching system. Suppose that for each v ∈ E0 such that v is a base
point of a cycle which has no exits, and for finitely many cycles {αi}ni=1 with
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the base point v, there exists a measurable subset F of Dv with µ(F ) 6= 0,
such that fαi(F ) ∩ F
µ−a.e.
= ∅ for all i. Then pi is faithful.
Proof. For each v ∈ E0, since µ(Dv) 6= 0, we have that pi(pv) 6= 0. For
v ∈ E0 such that v is a base point of a cycle which has no exits, there exists
a unique simple cycle α = (e1, ..., em) with the base point v. In order to
show that pi is faithful, by [15, Theorem 1.2], we only need to show that the
spectrum of pi(sα) contains the full circle. Since α is a simple cycle without
exits, by the universal property of C(T), there exists a unique homomorphism
h : C(T) → C∗(pi(sα)), such that h(I) = pi(pv), and h(u) = pi(sα) where u
is the universal unitary element in C(T). Since the spectrum of u is the full
circle, by [3, Corollary II.1.6.7], to prove that the spectrum of pi(sα) in C
∗(E)
contains the full circle, it is sufficient to prove that h is an isomorphism. By
[14, Proposition 3.2] (by considering the action T ∋ z 7→ βz ∈ Aut(C(T))
defined by βz(u) = zu and βz(I) = I), there exists a faithful conditional
expectation on C(T) sending ui(u∗)j to δi,jI. Hence by [12, Proposition 3.11],
to show that h is faithful, we only need to construct a conditional expectation
Ψ : C∗(pi(sα)) → C
∗(pi(sα)) such that Ψ(pi(sν)pi(sτ )
∗) = δ|ν|,|τ |pi(sν)pi(sτ )
∗
whenever s(ν) = s(τ) = r(ν) = r(τ) = v. Since
C∗(pi(sα)) := span{pi(pv), pi(sν), pi(sτ )
∗ : s(ν) = s(τ) = r(ν) = r(τ) = v},
it is sufficient to show that
|z| ≤
∥∥∥zpi(pv) +
n∑
i=1
zipi(sνi) +
m∑
j=1
z′jpi(sτ j)
∗
∥∥∥
whenever s(νi) = r(νi) = s(τ j) = r(τ j) = v for each i, j and z, zi, z
′
j ∈ C.
We do this below.
By the assumption of the theorem, there exists a measurable subset F
of Dv with µ(F ) 6= 0, such that fνi(F ) ∩ F
µ−a.e.
= ∅ and fτ j (F ) ∩ F
µ−a.e.
= ∅
for each i, j. Take an arbitrary function φ ∈ L2(X, µ) with ‖φ‖ = 1 and
supp(φ)
µ−a.e.
⊂ F . Then pi(sνi)(φ)(x) = 0 and pi(sτ j )
∗(φ)(x) = 0 for each i, j
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and almost every x ∈ F . Then
∥∥∥zpi(pv)(φ) +
n∑
i=1
zipi(sνi)(φ) +
m∑
j=1
z′jpi(sτ j)
∗(φ)
∥∥∥2
=
∫
X
∣∣∣zpi(pv)(φ) +
n∑
i=1
zipi(sνi)(φ) +
m∑
j=1
z′jpi(sτ j )
∗(φ)
∣∣∣2 dµ
≥
∫
F
∣∣∣zpi(pv)(φ) +
n∑
i=1
zipi(sνi)(φ) +
m∑
j=1
z′jpi(sτ j )
∗(φ)
∣∣∣2 dµ
=
∫
F
∣∣∣zpi(pv)(φ)
∣∣∣2 dµ
= |z|2.
So |z| ≤
∥∥∥zpi(pv) +∑ni=1 zipi(sνi) +∑mj=1 z′jpi(sτ j)∗
∥∥∥ and hence we are done.

Next we introduce a class of branching systems satisfying the condition
of the previous theorem.
Let E be a directed graph, let X = R and let µ be the Lebesgue mea-
sure on all Borel sets of R. Enumerate E1 = {ei}i≥1 and the set of sinks
E0sink = {vi : s
−1(vi) = ∅}i≥1, where each i is a natural number. For each
i ≥ 1, define Rei := [i − 1, i) and Dvi := [−i, 1 − i). For v ∈ E
0, with
s−1(v) 6= ∅, define Dv := ∪e∈s−1(v)Re. Now, for each e ∈ E
1, define fe
as an arbitrary diffeomorphism fe : Dr(e) → Re and denote the derivative
of fe by Φfe and the derivative of f
−1
e by Φf−1e . By [7, Theorem 3.1], we
have that {Re, Dv, fe}e∈E1,v∈E0 is an E-branching system on (X, µ). Let
pi : C∗(E)→ B(L2(X, µ)) be the induced representation.
In the next paragraph we redefine some of the maps fe defined above to
obtain branching systems that induce faithful representations of C∗(E).
Denote by W the set of vertices which are base points of cycles without
exits. For each w ∈ W , there exists a unique simple cycle α = (α1, ..., αm)
with the base point w. Notice that Dr(αi) and Rαi are all unit intervals,
that is, for 1 ≤ i ≤ m,Dr(αi) = [ki, ki + 1) and Rαi = [li, li + 1), for some
ki, li ≥ 0. For 1 ≤ i ≤ m, take θi ∈ [0, 1) and define fαi : Dr(αi) → Rαi
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by fαi(x) = (x + θi)mod(1) + li (instead of any diffeomorphpism). So we
now have a new E-branching system and below we characterize when this
branching system induces a faithful representation of C∗(E).
For each w ∈ W , consider the unique simple cycle α = (α1, ..., αm) whose
base point is w and let fα : Dr(αm) → Rα1 be the composition fα = fα1 ◦ ... ◦
fαm . Since Dr(αm) = Rα1 = [l1, l1+1) we get that fα : [l1, l1+1)→ [l1, l1+1).
It is not hard to see (by direct calculations) that
fα(x) = [x+ (θ1 + θ2 + ...+ θm)mod(1)]mod(1) + l1,
for each x ∈ [l1, l1 + 1). Let θw = (θ1 + θ2 + ... + θm)mod(1) and notice that
fα(x) = (x+ θw)mod(1) + l1 for each x ∈ [l1, l1 + 1).
✲
✻
l1 l1 + 1
l1
l1 + 1
l1 + θw
 
 
❝
s
l1 + 1− θw
 
 
 
 
 
 
s
❝
Graph of fα
Proposition 3.2 Let {Re, Dv, fe}e∈E1,v∈E0 be the branching system intro-
duced above and let pi : C∗(E)→ B(L2(X, µ)) be the induced representation.
Then pi is faithful if and only if θw is irrational for each w ∈ W .
Proof. First suppose that each θw is irrational. By Theorem 3.1 it is
enough to show that, for finitely many cycles {βi}ni=1 with the base point
w, there exists a measurable subset F of Dw, with µ(F ) 6= 0, such that
fβi(F ) ∩ F
µ−a.e.
= ∅ for all i.
Notice that each βi has the form βi = (α, . . . , α) (qi times), where α is
the unique simple cycle based on w. By direct calculations it follows that
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fβi(x) = (x + (qiθw))mod(1) + l1, for each x ∈ Dw = [l1, l1 + 1) and hence
(looking at the graph of fβi) we have that fβi([l1, y)) = [fβi(l1), f(y)), for
each y ∈ [l1, l1+1− (qiθw)mod(1)). Since fβi(l1) = l1+ (qiθw)mod(1) and θw
is irrational then fβi(l1) is irrational and so fβi(l1) > l1 for each βi.
Now, let c ∈ R be such that c > l1, c < l1 + 1 − (qiθw)mod(1) and
c < fβi(l1), for each i ∈ {1, ..., n}, and define F = [l1, c). Then µ(F ) 6= 0 and
fβi(F ) ∩ F = ∅ for each βi and hence, by Theorem 3.1, we have that pi is
faithful.
Suppose now that some θw ∈ [0, 1) is rational, say θw =
p
q
with p, q
positive integers. Let α be the (unique) simple cycle based on w and let
β = (α, ..., α) (p times). Note that for each x ∈ Dw = [l1, l1 + 1) we have
that
fβ(x) = [x+ (pθw)mod(1)]mod(1) + l1 = (x)mod(1) + l1 = x,
and therefore pi(Sβ) = pi(pw) and pi is not faithful.

Remark 3.3 The above result allows us to construct faithful representations
of graph C*-algebras even when the condition of the Cuntz-Krieger uniqueness
theorem fails. We exemplify below.
Example 3.4 Let E be a row finite directed graph consisting of a single
cycle of length 1, that is, E0 = {v}, E1 = {e}, r(e) = s(e) = v. Let X = R
and let µ be the Lebesgue measure on all Borel sets of R. Fix an irrational
number θ ∈ [0, 1). Define Dv = Re := [0, 1), and define fe : Dv → Re by
fe(x) := (x + θ)mod(1). Then {Re, Dv, fe} is an E-branching system. By
the above discussions, the representation induced by this branching system is
faithful.
We mention that Katsura proved a version of the converse of the Cuntz-
Krieger uniqueness theorem for topological graph algebras (see [11, Theo-
rem 6.14]), whose proof is very complicated. The following theorem is an
application of branching systems which gives a simple proof of the converse
of the Cuntz-Krieger uniqueness theorem for graph algebras.
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Theorem 3.5 Let E be a directed graph not satisfying Condition (L). Then
there exist an E-branching system {Re, Dv, fe} on a measure space (X, µ)
and a representation pi : C∗(E)→ B(L2(X, µ)) from Theorem 2.4 such that
pi(pv) 6= 0 for all v ∈ E
0 and pi is not faithful.
Proof. Since E does not satisfy Condition (L), there is a cycle α =
(α1, . . . , αn) such that αi 6= αj if i 6= j, and s
−1(s(αi)) = {αi} for all i.
We enumerate the edge set as E1 = {α1, . . . , αn, en+1, . . . }, and enumerate
the vertex set as E0 = {s(α1), . . . , s(αn), vn+1, . . . }. By the construction
in [7, Theorem 3.1], there is an E-branching system on (R, µ) denoted by
{Re, Dv, fe}, where µ is the Lebesgue measure on all Borel sets of R, such
that for each i, Ds(αi) = Rαi = [i − 1, i] and fαi is the increasing bijec-
tive linear map. Notice that fα = id and so Φfα ≡ 1 on Rα1 = [0, 1]. So
pi(s∗α) = pi(ps(α1)). By the construction in [7, Theorem 3.1], we deduce that
pi(pv) 6= 0 for all v ∈ E
0.
Suppose that pi is not faithful, for a contradiction. By the universal
property there exists a gauge action γ on pi(C∗(E)). So for each z ∈ T we
have that
pi(ps(α1)) = γz(pi(psα1 )) = γz(pi(s
∗
α)) = z
npi(s∗α) = z
npi(ps(α1)),
which is impossible. Therefore pi is not faithful. 
Using the theory of branching systems we can also prove the converse of
the Cuntz-Krieger uniqueness theorem (see [16]) for Leavitt path algebras, a
result that we could not find in the literature.
Theorem 3.6 Let E be a directed graph not satisfying Condition (L). Then
there exists an E-algebraic branching system {Re, Dv, fe} such that the repre-
sentation pi : LK(E)→ Hom(M) given above do not vanishes at the vertices,
that is pi(v) 6= 0 for all v ∈ E0, but pi is not faithful.
Proof. Since E does not satisfy Condition (L), there exists a cycle α =
(α1, . . . , αn) such that αi 6= αj if i 6= j, and s
−1(s(αi)) = {αi} for all i.
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We enumerate the edge set E1 = {α1, . . . , αn, en+1, . . . }, and enumerate
the vertex set as E0 = {s(α1), . . . , s(αn), vn+1, . . . }. Following the construc-
tion given in theorem 3.1 of [8] (which is analogous to the construction pre-
sented above for graph C*-algebras), we obtain an E-algebraic branching
system on R, such that for each i, Ds(αi) = Rαi = [i − 1, i) and fαi is the
increasing bijective linear map. So pi(s∗α) = pi(ps(α1)).
To complete the proof we need to show that s∗α 6= ps(α1) in LK(E). But
this can be done using once more the theory of algebraic branching systems.
Just notice that, if in the construction above instead of picking fα1 : Dr(α1) →
Rα1 as the increasing bijective linear map we pick fα1 as a non-linear bijective
increasing map, and we keep the same choice for the remaining fαi, then
fα 6= id and it is straightforward to check that pi(s
∗
α − ps(α1)) 6= 0 and hence
s∗α 6= ps(α1) as desired. 
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