Broadcasting is an information dissemination process in which a message is to be sent from a single originator to all members of a network by placing calls over the communication lines of the network.
Introduction
Broadcasting refers to the process of message dissemination in a communication network whereby a message, originated by one member, is transmitted to all members of the network. Broadcasting is accomplished by placing a series of calls over the communication lines of the network. This is to be completed as quickly as possible subject to the constraints that each call involves only two vertices, each call requires one unit of time, a vertex can participate in only one call per unit of time, and a vertex can only call a vertex to which it is adjacent. For a survey of results on broadcasting and related problems, see Hedetniemi, Hedetniemi and
Liestman [14] . Slater, Cockayne, and Hedetniemi [24] showed that given an arbitrary graph G, vertex v and k ≥ 4 as input, deciding whether b (v ) ≥ k is NP-complete. In [11] Farley, Hedetniemi, Mitchell and
Proskurowski studied B (n ) . In particular, they determined the values of B (n ) for n ≤ 15 and noted that k k−1 k B (2 ) = k 2 (the k-cube is an mbg on n = 2 vertices). Mitchell and Hedetniemi [22] determined the value for B (17) , Wang [25] found the value of B (18) , and Bermond, Hell, Liestman and Peters [3] found the values of B (19) , B (30) and B (31) . These studies suggest that mbgs are extremely difficult to find; in k fact, no mbg with n vertices is known for any value of n > 32 , except for the easy values of n = 2 , where k the k-cube can be used, and the recently discovered family of graphs with n = 2 − 2 [8] .
Since mbgs seem to be difficult to find, several authors have devised methods to construct sparse graphs which allow minimum time broadcasting from each vertex. We use the term sparse broadcast graph (sbg) to denote a graph G on n vertices and "close to" B (n ) edges such that b (G ) = log n .
  2
In [10] Farley designed several techniques for constructing sparse broadcast graphs with n vertices and n approximately log n edges, for arbitrary values of n. Chau and Liestman [5] presented constructions 2 2 based on Farley's techniques which yield somewhat sparser graphs for most values of n. In [13] Grigni and Peleg showed that B (n ) ∈ Θ ( L (n ) n ) for n ≥ 1 where L (n ) denotes the exact number of consecutive leading 1's in the binary representation of n − 1 . Recently, Gargano and Vaccaro [12] gave constructions which produce the best of the known graphs for some large values of n. Asymptotically, Grigni and Peleg's construction (which establishes their upper bound) produces the best of the known graphs for most values of n.
So far, the emphasis in this research has been on obtaining sparse graphs in which each vertex can broadcast in minimum time. If these graphs are to be used in the design of actual networks, other considerations may override the need for minimum time broadcasting. In particular, the constructions of Farley, of Chau and Liestman, and of Gargano and Vaccaro result in graphs with n vertices and average degree O ( log n ) while the construction of Grigni and Peleg yields n vertex graphs with some vertices of 2 degree log log n + L(n ) . It may be more realistic to use a graph with fixed maximum degree (see [1] , [2] , 2 2 [15]) in which every vertex can broadcast "quickly". We will use the term bounded degree broadcast graph (bdbg) to describe a graph G on n vertices with maximum degree ∆ such that b (G ) is "close to" b (n , ∆ ) = min { b (H ) H has n vertices and max degree ∆ } . (Questions related to broadcasting in  slightly more than minimum time have previously been addressed by Liestman [19] and by Grigni and Peleg [13] .)
In a recent paper, Liestman and Peters [20] investigated bounded degree broadcast graphs with maximum degrees 3 and 4. They gave lower bounds on the time required to broadcast in such graphs and presented several constructions which produce good bounded degree broadcast graphs. Liestman and Peters showed that b (n , 3 ) ≥ 1.440 log n − 1.769 and that if n is a power of 2, then 2 b (n , 3 ) ≤ 2 log n + 1 . The upper bound is achieved by constructing folded-shuffle-exchange graphs [6] . 2 They also showed that b (n , 4 ) ≥ 1.137 log n − 0.637 and that if n is a power of 4, then particular, that b (n , 4 ) ≤ 1.5 log n + 1 when n is either a power of 2 or 3 times a power of 2.
2
In this paper, we improve on the results of Liestman and Peters [20] and of Bermond and Peyrat [4] . In Section 2 we present general lower bounds on the time required to broadcast in bounded degree graphs.
In Section 3 we give the definition of de Bruijn digraphs and summarize some of the work of Bermond and
Peyrat [4] which will be useful in later sections. In Section 4 we give some examples of constructions which motivate the formal definitions of compound graphs in Section 5. In Section 6 we describe how to broadcast in compound graphs, generalizing the work of Bermond and Peyrat [4] reported in Section 3.
Finally, in Section 7 we report the best of the known upper bounds on the time required to broadcast in bounded degree graphs. All of these bounds are achieved by using compound graphs. In particular, it will follow from our results that b (n , 3 ) ≤ 1.875 log n + 2.903 when n is 6 times a power of 4 and that 2 b (n , 4 ) ≤ 1.417 log n + 4 when n is a power of 8. 
Lower Bounds
We wish to prove a lower bound on b (n , ∆ ) , the minimum b (G ) for any graph G with n vertices and ∆ maximum degree ∆. It will be more convenient to first consider the quantity a which denotes the 
Notice that a = 2 for s = 0, 1, . . . , ∆ since the s-cube, with s ≤ ∆ , is of degree at most ∆ and has 2 s ∆ ∆ vertices. It is possible that a = b for all t. and we do not know whether a = 104 . For ∆ = 5 , we know that a = b = 62 since there is a 5-regular graph on 62 vertices with broadcast 
∆ ∆
We suspect that a = b for all t ≥ ∆ , or at least that the values are very close. At present, this seems t t difficult to prove. For example, for ∆ = 3 this would mean that b (n ,3) ≈ 1.440 log n . However, the best 2 construction for n-vertex cubic graphs with small diameter (see [16] or [6] ) gives graphs with diameter 1.472 log n . Since the diameter of a graph is an obvious lower bound for its broadcast time, this means 2 that if we could show that b (n ,3) ≈ 1.440 log n , then the cubic graphs which achieve this bound would 2 also improve the results for the diameter problem.
∆
Note that b (n , ∆ ) is at least as large as the minimum t for which a ≥ n . The best lower bound on
the true optimum time for broadcasting in graphs with n vertices and maximum degree ∆. In [20] , the recurrence (1) was derived and used to determine that b (n , 3 ) ≥ L (n ) ≈ 1.440 log n − 1.769 and 3 2 b (n , 4 ) ≥ L (n ) ≈ 1.137 log n − 0.637 . Iterated numerical techniques can be used to find other values of 4 2 c such that L (n ) ≈ c log n . 
In contrast, the following careful analysis of the recurrence relation (1) gives the asymptotic behaviour of L (n ) and therefore the best general lower bound for b (n , ∆ ) obtainable from (1).

Theorem 1:
For every ε > 0 and all sufficiently large n and ∆,
log e log e 2 2 Remark: We interpret Theorem 1 to say that c ≈ 1 + . We have listed the values of 1 + in 
for all ∆ and all sufficiently large n.
Corollary 2 follows from the proof of Theorem 1.
Proof: (of Theorem 1) For simplicity of notation, let ∆ = d + 1 .
To solve (1), consider its characteristic equation x − 2x + 1 = 0 . It is known (see Miles [21] ) that this equation has d + 1 distinct roots r , r , . . . , r , that two of these roots are real, say r = 1 and r = r To apply his results we only need to
.) By a standard technique [21] , there exist complex
Thus it is important to estimate r. (We have just discovered that a result similar to t Lemma 3 is described by Knuth [18] .)
Lemma 3: 2 − < r < 2 − for all ε > 0 and all sufficiently large d.
Proof: Let r = 2 − δ . Since r is the root of x − 2x + 1 = 0 , we have δ ( 2 − δ ) = 1 . We will show that
Both of these inequalities follow from the fact that ( 2 − ) < 1 and
The first fact is obvious. The second fact is equivalent to (1 + ε ) (1 − ) > 1 . For y = , we can use
< . This certainly holds for any fixed ε and d large enough.
To complete the proof of Theorem 1 we need to bound L (n ) . Let ∆ be fixed and let α = 2 − be the
upper bound from Lemma 3. If b ≥ n and n is sufficiently large, then t will also be large enough so that
b ≤ c α (for some positive c ). Thus c α ≥ n and t ≥ log n + O (1) . This means that
. Now since log α = 1 + log e ln ( 1 − ) , we can use the fact that
For given n and ∆, let t be such that b ≥ n and b < n and let β = 2 − be the lower bound from
Lemma 3. If n is sufficiently large, then t will be large enough so that c β ≤ b (for some c > 0 ).
1 + ε log β = 1 + log e ln ( 1 − ) , we can use the fact that for any ε′, 0 < ε′ < 1 , there exists f ( ε′ ) such that if
for ∆ large enough. Therefore, for any ε′′ such that ( 1 + ε′′ ) > ( 1 + ε ) ( 1 + ε′ ) , and for any ∆ and n
sufficiently large we get L (n ) < (1 + ) log n .
As mentioned above, it may be the case that L (n ) is the optimum broadcast time in graphs with ∆ maximum degree ∆ . However, the best of our constructions at present only achieves c ′ b (n , ∆ ) ≤ (1 + ) log n asymptotically with c ′ ≈ .415 (see Section 7).
2 ∆
Broadcasting in de Bruijn Digraphs
In the remainder of the paper, we show how to construct bounded degree graphs which allow rapid broadcasting. Our constructions make use of de Bruijn digraphs which were defined in [7] . The de Bruijn label (x , . . . , x ) . Vertex (x , . . . , x ) sends the message to its uninformed neighbours in the order
shown in [4] , the message will arrive at any vertex (z , . . . , z ) from (x , . . . , x ) after at most
Strictly speaking, in the above scheme the message may arrive at some vertex more than once. By deleting redundant calls, a scheme can be obtained which completes the broadcast at the appropriate time.
Introduction to Compound Graphs
Our goal is to construct graphs with bounded degree and good (asymptotic) broadcasting time. To do this, we will use the notion of compound graphs (see [2] ). In particular we will use the ideas developed by Jerrum and Skyum [16] to construct bounded degree graphs with the best diameter currently known. (It appears that a bounded degree graph with smallest diameter does not necessarily give the best broadcasting time.) In this section, we describe some ad hoc constructions which give some insight into the details that are addressed more formally in later sections.
To construct a bounded degree graph which may have good broadcasting time, begin with a "good" Peters [20] for graphs of maximum degree 3. As we will see, this technique will enable us to make further improvements.
Note that in the previous example we did not specify which of the two arcs leaving x will be associated (in the compound graph) with (x ; 0) and which with (x ; 1) . In this case it does not matter as some vertex in both copies G and G will receive the message two units of time after it arrives in copy G .
However, this need not always be the case as is illustrated by the next example. To broadcast in G [ B ] we can use the following scheme. If a message arrives (or originates) at time t at vertex (x ; j ) in some copy G , send it to (x ; 3) at time t + 1 . At time t + 2 , (x ; 3) sends it to (x ; j + 1) and x (x ; j ) sends it to the copy G joined to G by the arc going out from (x ; j ) . At time t + 3 , (x ; 3) sends it to
x ′ x (x ; j + 2) while (x ; j + 1) sends it to the copy G joined to G by the arc going out from (x ; j + 1) . At time
x ′′ x t + 4 , (x ; j + 2) sends it to the copy G joined to G by the arc going out from (x ; j + 2) . (All additions on
x ′′′ x vertex labels are performed modulo 3.) This is illustrated in Figure 4 -2(c) where the vertex labels denote the delay in transmitting the message from (x ; j ) . Even without specifying exactly how the arcs are If we are more specific about the connections in H ′ , the bound can be improved. We will use e to j label the arc entering the vertex (x ; j ) and o to label the arc leaving (x ; j ) as shown in Figure 4 -3. (Of j course these labels are relative to a particular G .) For any G , e will come from
3-arity of x. We will see in Section 7 that the broadcast time b (H ′ ) is at most 3 D + 6 with these connections. 
Construction of the Compound Graph G [ B ]
We now formally describe the construction of G The set of vertices of the copy G is the set of all vertices (x ; j ) with j ∈ V ( G ) . There are d arcs entering x and d arcs leaving a given G . An arc entering G will be labelled e if it comes from G .
Now we can assign the d in-arcs to the vertices of G in a uniform way for all copies of G by giving a x mapping g of {0, 1, . . . , d − 1} into V ( G ) so that the arc e enters G by way of the vertex (x ; g (i )) .
i x
We label the outgoing arcs o in each copy of G. In G , we let the arc o go to 
will always enter (x ; 2) since g (3) = 2 . Similarly, o will always connect (x ; 2) to the copy
the sum of the degree of j in G and the number of arcs from B (d , D ) entering and leaving (x ; j ) , that is, 
In fact, for constructing bounded degree broadcast graphs we do this backwards. Given the degree ∆ that we desire for the compound graph, we choose a graph G with maximum degree at most ∆ and then
. In order to obtain the maximum possible number of vertices
In the broadcast scheme for the de Bruijn digraph B described in Section 3, when a message arrives at vertex (x , . . . , x ) , the vertex relays the message to its right neighbours (x , . . . , x , λ) . The general of this copy of G and relay the message to the "out-neighbour copies" of G which replaced the neighbours of (x , . . . , x ) . 
The examples of Figure 6 -1 illustrate how ( b G ) is calculated. In each case, the vertex labelled 0 is the originator. The label on each other vertex indicates the time at which the vertex receives the message (assuming that the first call is received at time 1). The label at the end of an arc indicates the time at which the message reaches the corresponding copy of G. Figure 6-1(a) shows the times for G = K . Since both adjacent copies receive the message at time 2, ( b K ) = 2 . Figure 6 -1(b) shows that 2 2 if G is the 3-star, the neighbouring copies receive the message at times 2, 3 and 4. Thus, ( b G ) = 3 for this graph G. Figure 6-1(c) shows the times for G = T , where T is a particular tree on six vertices. 6 6 With this particular graph, the neighbouring copies receive the message at times 2, 4, 4 and 5 giving Theorem 4:
Proof: Choose, for each vertex u of G, a broadcasting scheme in G such that ( b G , u ) ≤ b (G ) . Using this scheme, if a message arrives at the vertex (x ; u ) in G at time t, it will be received at the other end of
the arc o at time t + t and we obtain a scheme for
Note that by the definition of ,
Consider an arbitrary originator, vertex (x ; j ) with x = (x , . . . , x ) , and a goal copy G with 
The minimum time at which G is informed is min
units of time to complete the broadcast within G , we have
As noted in Section 3, in the above scheme the message may arrive at some vertex more than once.
By deleting redundant calls, a scheme can be obtained which completes the broadcast at the appropriate time.
Upper Bounds
In this section, we give examples of the construction of specific bounded degree graphs and determine the broadcast time for these graphs. We have determined the broadcast time of many such graphs. The best result obtained for each degree ∆, 3 ≤ ∆ ≤ 16 , is given in Table 7 have obtained for cubic graphs.
As ∆ gets larger, the number of possible constructions grows rapidly and the task of finding the best construction for a particular fixed ∆ becomes difficult. Another approach is to start with a particular graph which is known to be good for broadcasting, such as a minimum broadcast graph or a sparse broadcast graph, and compound it with de Bruijn digraphs of various degrees to obtain compound graphs for various values of ∆.
As an example, consider the Heawood graph (shown in Figure 7-1(a) ), a cubic graph which is a minimum broadcast graph on 14 vertices. Table 7-1, the Heawood graph produces the   28  2  28 best bounded degree graph for ∆ = 7 .
In fact, if we wish to produce an odd degree ∆ ≥ 5 compound graph, we can replace each vertex of the de Bruijn digraph B ( 7 (∆ − 3 ), D ) with a Heawood graph such that each vertex of each Heawood graph
has in-arcs and out-arcs. 2 2 To produce a degree 4 compound graph, we can replace each vertex of the de Bruijn digraph B (7 , D ) with a Heawood graph so that each vertex of each Heawood graph has either one in-arc or one out-arc.
If the arcs are connected arbitrarily, we can be assured that each of the seven vertices with out- denote the cycles on six and eight vertices, respectively. Note that although C is a minimum broadcast 6 graph, C is not. 14-mbg indicates the Heawood graph of Figure 7 -1(a), a minimum broadcast graph on 8 14 vertices. i -mbg indicates a minimum broadcast graph on i vertices and i -sbg is used to represent a sparse broadcast graph on i vertices (see [3] and [8] Tables   Table 2-1: lower bounds  5  Table 7 
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