Abstract. We study the determinant det(I − KPII) of an integrable Fredholm operator KPII acting on the interval (−s, s) whose kernel is constructed out of the Ψ-function associated with the Hastings-McLeod solution of the second Painlevé equation. This Fredholm determinant describes the critical behavior of the eigenvalue gap probabilities of a random Hermitian matrix chosen from the Unitary Ensemble in the bulk double scaling limit near a quadratic zero of the limiting mean eigenvalue density. Using the Riemann-Hilbert method, we evaluate the large s-asymptotics of det(I − KPII).
Introduction and statement of the results
Let M(n) be a unitary ensembles of random n × n Hermitian matrices M = (M ij ) = M t equipped with the probability measure,
Here dM denotes the Haar measure on M(n) ≃ R n 2 , N is a fixed integer and the potential V : R → R is assumed to be real analytic satisfying the growth condition V (x) ln(x 2 + 1) → ∞ as |x| → ∞.
(1.
2)
The principal object of the analysis of the model is the statistics of eigenvalues of the matrices from M(n). A classical fact [8] , [25] is that the eigenvalues form a determinantal random point process with the kernel In particular, one of the basic statistical characteristics, the gap probability, where K n.N is the trace class operator acting on L 2 (−s, s), dx with kernel K n.N (x, y). Assumptions (1.2) on the potential V (x) ensure [12] (see also [8] for more on the history of the subject) that the mean eigenvalue density 1 n K n,N (x, x) has a limit, lim n,N →∞ n N →1 1 n K n,N (x, x) = ρ V (x) ≥ 0, (1.5) whose support, Σ V ≡ {x ∈ R : ρ V (x) > 0}, is a finite union of intervals (simultaneously, ρ V (x) defines the density of the equilibrium measure for the logarithmic potentials in the presence of the external potential V ). The limiting density ρ V (x) is determined by the potential V (x). At the same time, the local statistics of eigenvalues in the large n, N limit satisfies the so-called universality property, i.e. it is determined only by the local characteristics of the eigenvalue density ρ V ( [26] , [3] , [13] ). For instance, let us choose a regular point x * ∈ Σ V , i.e. ρ V (x * ) > 0. Then the bulk universality states that
uniformly on compact subsets of R, which in turn implies [13] that for a regular point x * , lim n,N →∞ n N
→1
Prob M ∈ M(n) has no eigenvalues ∈ x * − s nρ V (x * ) , x * + s nρ V (x * ) = det(I − K sin ), (1.7) where K sin is the trace class operator on L 2 (−s, s); dλ with kernel K sin (λ, µ) given in (1.6) . (This result was first obtained for GUE in the classical works of Gaudin and Dyson.) The Fredholm determinant in the right hand side of (1.7) admits the following asymptotic representation [15] , ln det(I − K sin ) = − (πs) 2 2 − 1 4 ln(πs) + 1 12 ln 2 + 3ζ ′ (−1) + O s −1 , s → ∞, (1.8) where ζ ′ (z) is the derivative of the Riemann zeta-function (a rigorous proof without the constant term was obtained independently by Widom and Suleimanov -see [11] for more historical details; a rigorous proof including the constant terms was obtained independently in [24] , [16] -see also [9] ). This remarkable formula yields one of the most important results in random matrix theory, i.e. an explicit evaluation of the large gap probability. Equation (1.7) shows that in double scaling limits the basic statistical properties of hermitian random matrices are still expressible in terms of Fredholm determinants. This is also true for the first critical case, when ρ V (x) vanishes quadratically at an interior point x * ∈ Σ V . However, in this situation the scaling limit is more complicated [4] , [6] . Let ρ V (x * ) = ρ ′ V (x * ) = 0, ρ ′′ V (x * ) > 0 and n, N → ∞ such that λ 3 +xλ)σ 3 , λ → ∞, 0 < arg λ < π.
Then, the kernel K PII (λ, µ; x) is given by the formula, 11) where ψ 11 (λ, x) and ψ 21 (λ, x) are the entries of the matrix valued function Ψ(λ, x) ≡ {ψ jk (λ, x)} j,k=1,2 .
Remark 1. The function Ψ(λ, x) can be alternatively defined as a solution of a certain matrix oscillatory Riemann-Hilbert problem. The exact formulation of this RiemannHilbert problem is given in the next section.
In this paper we study the Fredholm determinant det(I − K PII ), (1.12) where K PII is the trace class operator on L 2 (−s, s); dλ with kernel (1.11) . In virtue of (1.9), this determinant replaces the sine -kernel determinant in the description of the gap-probability near the critical point x * , i.e. instead of (1.7) one has that lim Prob M ∈ M(n) has no eigenvalues ∈ x * − s cn 1/3 , x * + s cn 1/3 = det(I − K PII ), (1.13) as n, N → ∞ and lim n,N →∞ n 2/3 n N − 1 = xc 1 .
(The proof can obtained in a same manner as the proof of the similar equation (21) in [10] with the help of the proper estimates from [4] .) The main result of the present paper is the following analogue of the Dyson formula (1.8) for the Painlevé II determinant (1.12).
Theorem 1. Let K PII denote the trace class operator on L 2 (−s, s); dλ with kernel (1.11). Then as s → ∞ the Fredholm determinant det(I − K PII ) behaves as 14) and the error term in (1.14) is uniform on any compact subset of the set
We bring the reader's attention to the following two interesting aspects of formula (1.14). One is the appearance in the asymptotics of the Tracy-Widom function,
The second important feature of the estimate (1.14) is related to the Forrester-ChenEriksen-Tracy conjecture ( [19] , [5] ; see also [2] ) concerning the behavior of the large gap probabilities. The conjecture states that the probability E(s) of emptiness of the (properly scaled) interval (x * − s, x * + s) around the point x * satisfies the estimate, 16) if the mean density ρ(x) behaves as ρ ∼ (x − x * ) κ . This conjecture is supported by the classical results concerning the regular bulk point (κ = 0, the sine-kernel determinant) and regular edge point (κ = 1/2, the Airy-kernel determinant). For higher order critical edge points (κ = 2l + 1/2, the higher Painlevé I -kernel determinants), estimate (1.16) follows from the asymptotic results of [7] . Our asymptotic equation (1.14) supports the Forrester-Chen-Eriksen-Tracy conjecture for the first critical case in the bulk, when κ = 2.
The proof of Theorem 1 is based on a Riemann-Hilbert approach. This approach (compare [21] , [11] ) uses the given integrable form of the Fredholm operator, allowing us to connect the resolvent kernel to the solution of a Riemann-Hilbert problem. The latter can be analysed rigorously via the Deift-Zhou nonlinear steepest descent method.
Let us finish this introduction with a brief outline for the rest of the paper. Section 2 starts with the more details concerning the definition of the kernel (1.11) followed by a short review of the Riemann-Hilbert approach for the asymptotics of integrable Fredholm operators. We then apply the general framework to the Fredholm determinant det(I − K PII ) and formulate the associated "master" Riemann-Hilbert problem (RHP). We will also evaluate logarithmic s and x derivatives of the determinant det(I − K s ) in terms of the solution of this RHP and outline a derivation of an integrable system whose taufunction is represented by det(I−K PII ). Since the main objective of this paper is the large s asymptotics of det(I −K PII ), we shall postpone a thorough discussion of the differential equations describing this determinant until the next publication. In sections 4, 7 − 12, following the Deift-Zhou scheme, we construct the asymptotic solution of the master Riemann-Hilbert problem. Comparing to the more usual cases, an extra "undressing" step is needed to overcome the transcendentality of the kernel K PII (λ, µ; x). Here, a crucial role is played by the aforementioned alternative Riemann-Hilbert definition of the function Ψ(λ, x). The situation is similar to the one dealt with in [7] . The calculations of sections 13 and 14 provide us with the asymptotics of ln det(I − K PII ) announced in (1.14) but up to the constant term. In order to determine the latter, we will, in section 15, go back to equation (1.11) and look at the behavior of the kernel K PII (λ, µ; x) as x → ∞. We will see that in the large x limit, the kernel K PII (λ, µ) is replaced by the following cubic generalization of the sine kernel,
We will then introduce a parameter t ∈ [0, 1]
and compute the large s behavior of det(I − K csin ) using again the Riemann-Hilbert approach. This will be done in sections [17] [18] [19] [20] [21] [22] [23] [24] . This analysis will indeed produce the constant term in (1.14) since det(I − K csin ) t=0 reduces to the sine kernel with known asymptotics see (1.8),
uniformly on any compact subset of (1.15).
Remark 2. We do not address in this paper the question of the higher corrections to (1.14). After the leading and constant terms are determined, the higher corrections can be in principal obtained by iterating the final R-Riemann-Hilbert problem (see section 14) . Alternatively, one can use the related to the determinant det(I − K PII ) differential system which we have mentioned above, and which we intend to discuss in detail in our next publication.
The asymptotic of the determinant det(I −Ǩ csin ) is of interest on its own. We show, that it is given by a formula ignoring the Tracy-Widom term in (1.14). That is, our second asymptotic result is the following. Theorem 2. LetǨ csin denote the trace class operator on L 2 (−s, s); dλ with kernel (1.17). Then as s → ∞ the Fredholm determinant det(I −Ǩ csin ) behaves as
and the error term in (1.18) is uniform on any compact subset of the set (1.15).
Riemann-Hilbert approach -setup and review
The classical theory of ordinary differential equations in the complex plane implies that system (1.10) has precisely one irregular singular point of Poincaré rank 3 at infinity. This observation leads to the existence of seven canonical solutions Ψ n (λ) which are fixed uniquely by their asymptotics (for more detail see [17] )
where the canonical sectors Ω n (compare Figure 1 ) are defined by Moreover the presence of an irregular singularity gives us a non trivial Stokes phenomenon described by the Stokes matrices S n :
In the given situation (1.11) (see again [17] ) these multipliers are
hence the required solution in (1.10) is the second and third canonical solution Ψ(λ,
and Stokes matrices as in (2.1). Now that we have defined the integral kernel (1.11) let us locate its structure within the algebra of integrable Fredholm operators and discuss the underlying Riemann-Hilbert approach. The given kernel belongs to an algebra of integrable operators first introduced in [21] : Let Γ be an oriented contour in the complex plane C such as a Jordan curve. We are interested in operators of the form λI + K on L 2 (Γ), where K denotes an integral operator with kernel
with functions f i , h i which are smooth up to the boundary of Γ. Given two operators λI + K,λI +Ǩ of this type, the composition (λI + K)(λI +Ǩ) is again of the same form, hence we have a ring. Moreover let K t denote the real adjoint of K, i.e.
Our results are based on the following facts of the theory of integrable operators (see e.g. [11] ). First an algebraic Lemma, showing that the resolvent of I − K is again integrable.
in the previous algebra with kernel (2.3) . Suppose the inverse (I − K) −1 exists, then I + R = (I − K) −1 lies again in the same algebra with
and the functions F i , H i are given by
Secondly an analytical Lemma, which connects integrable operators to a RiemannHilbert problem. 
• At an endpoint of the contour Γ, Y (z) has no more than a logarithmic singularity
Then Y (z) determines the resolvent kernel via
and conversely the solution of the above RHP is expressible in terms of the function F (z) using the Cauchy integral
Let us use this general setup in the given situation (1.11). We have
hence the Y -RHP of Lemma 2 reads as
• Orienting the line segment [−s, s] from left to right, the following jump holds
• At the endpoints λ = ±s, Y (λ) has logarithmic singularities, i.e.
The given jump matrix on the segment [−s, s] can be factorized using the unimodular fundamental solution Ψ(λ) of (1.10) corresponding to the choices (2.1) and (2.2)
This motivates the first transformation of the RHP.
First transformation of the RHP
We make the following substitution in the original Y -RHP
This leads to a RHP for the functionX(λ)
• The following jump holds
• As λ → ±s, we haveX
We will now use the Stokes phenomenon (2.1) of Ψ(λ) and introduce more cuts to the Riemann-Hilbert problem in order to uniformize its behavior at infinity. 
Second transformation of the RHP -uniformization
• Along the infinite rays Γ k , X(λ) has jumps described by the Stokes matrices
whereas on the line segment [−s, s] we have the following jump
• In a neighborhood of the endpoints λ = ±s,
whereX(λ) is analytic at λ = ±s and the branch of the logarithm is fixed by the condition −π < arg λ−s λ+s < π.
1
• As λ → ∞ the following asymptotical behavior holds
As we are going to see in the next sections the latter X-RHP can be solved asymptotically by approximating its global solution with local model functions. Before we start this analysis in detail, we first connect the solution of the X-RHP to the Fredholm determinant det(I − K PII ).
Logarithmic derivatives -connection to X-RHP
We wish to express logarithmic derivatives of the determinant det(I − K PII ) in terms of the solution of the X-RHP. To this end recall the following classical identity
where, by definition
and therefore
with R(λ, µ) denoting the kernel (see (2.4)) of the resolvent R = (I − K PII ) −1 K PII . The latter derivative can be simplified using the equations (see (2.8))
The local behavior (4.1) of X(λ) at the endpoints ±s can be derived directly from the a-priori informationX(λ) = O(ln(λ ∓ s)), λ → ±s and the jump condition (3.2).
as well as the identity det Y (λ) ≡ 1, which is a direct consequence of the unimodularity of the jump matrix G(λ) and Liouville's theorem. We have,
Since R(λ, µ) is continuous along the diagonal λ = µ we obtain further
2) provided F i is analytic at λ = ±s. One way to see this is a follows. Use the connection
and (2.6)
as well as (4.1) to derive the following local identity
valid in a vicinity of λ = ±s. But this proves analyticity of F (λ) at the endpoints and as we shall see later on, (5.3) is all we need to connect (5.1) via (5.2) to the solution of the X-RHP. We summarize Proposition 1. The logarithmic s-derivative of the Fredholm determinant (1.12) can be expressed as
2 (±s)F 1 (±s) and the connection to the X-RHP is established through
Besides the logarithmic s-derivative we also differentiate with respect to
In our situation the kernel depends explicitly on x, since (see e.g. [17] )
and with (2.5)
On the other hand the Cauchy integral (2.6) implies
and the connection to the X-RHP is established via (4.2). Again we summarize Proposition 2. The logarithmic x-derivative of the given Fredholm determinant can be expressed as
As already indicated in the introduction, Proposition 1 and 2 are enough to determine the large s-asymptotics of ln det(I − K PII ) up to the constant term.
6. Differential equations associated with the determinant det(I − K PII ) Our consideration relies only on the underlying Riemann-Hilbert problem. Nevertheless, before we go further ahead in the asymptotical analysis, we would like to take a short look into the differential equations associated with the X-RHP.
To this end we notice that the X-RHP has unimodular constant jump matrices, thus the well-defined logarithmic derivatives X λ X −1 (λ), X s X −1 (λ) and X x X −1 (λ) are rational functions. Indeed using (4.1) as well as (4.2) we have
where
and with parameters b, c, d, e, f which can be expressed in terms of the entries of m 1 and m HM 1 (see (4.2)). Moreover
and also
Hence we arrive at the Lax-system for the function X,
Considering the compatibility conditions of the system,
we are lead to a system of eighteen nonlinear ordinary differential equations for the unknown quantities b, c, d, e, f and the entries of A and B. Since it is possible to express the previous derivatives of ln det(I − K PII ) solely in terms of the unknowns b, c, d, e, f, A and B, one could then try to derive a differential equation for the Fredholm determinant (1.12) using (6.2). We shall devote to these issues our next publication.
Second transformation of the RHP -rescaling and g-function
Along the line segment [−s, s] (see Figure 2 ) we have that
i.e. we face a permutation jump matrix. This behavior (cf. [11] ) motivates the introduction of the following g-function,
This function is analytic outside the segment [−1, 1] and as z → ∞
Also,
We put
and, taking into account (7.3), are lead to the following RHP
• The jump properties of T (z) are given by the equations
• In a neighborhood of the endpoints z = ±1
Let us analyse the behavior of the jumps along the infinite branches Γ k as s → ∞. To this end consider the sign-diagram of the function Re g(z), depicted in Figure 3 , where x is chosen from a compact subset of the real line and s > 0 is sufficiently large. Since Re g(z) is negative resp. positive along the rays Γ 1 , Γ 3 resp. Γ 4 , Γ 6 ,
uniformly on any compact subset of the set (1.15) and the stated convergence is in fact exponentially fast. From (7.6) we expect, and this will be justified rigorously, that as s → ∞, T (z) converges to a solution of the model RHP, in which we only have to deal with the constant jump matrix on the line segment [−1, 1]. Let us now consider this model RHP.
The model RHP
Find the piecewise analytic 2 × 2 matrix valued function M (z) such that
has at most logarithmic singularities at the endpoints z = ±1 • M (z) = I + O z −1 , z → ∞ A solution to this problem can be obtained explicitly via diagonalization (cf. [11] ) 9. construction of a parametrix at the edge point z = +1
In this section we construct a parametrix for the right endpoint z = +1. We start from the local expansion
and the singular endpoint behavior (4.1)
Both observations suggest (cf. [11] ) to use the Bessel functions H 
0 (ζ) for our construction. This idea can indeed be justified rigorously as follows. First we recall that the Hankel functions of first and second kind are unique independent solutions to Bessel's equation
satisfying the following asymptotic conditions as ζ → ∞ and −π < arg ζ < π (see [1] )
0 (ζ) satisfy monodromy relations, valid on the entire universal covering of the punctured plane
and finally the following expansions at the origin are valid (compare to (4.1))
with coefficients a i given as
where γ E is Euler's constant and the expansion for H
0 (ζ) is up to the replacement a i →ā i identical to (9.2) . Remembering all these properties we now introduce the following matrix-valued function on the punctured plane ζ ∈ C\{0}
Using the behavior of H 
0 (ζ) at infinity we deduce
as ζ → ∞ and −π < arg ζ ≤ π. Let us now assemble the following model function
which solves the RHP depicted in Figure 4 .
Figure 4. The model RHP near z = +1 which can be solved explicitly using Hankel functions
More precisely, the function P RH BE (ζ) possesses the following analytic properties.
• The following jumps hold
And for the jump on the line arg ζ = π we notice that the monodromy relations imply
and hence
• In order to determine the behavior of P RH BE (ζ) at infinity we make the following observations. First let arg ζ ∈ ( π 6 , π) and consider
Observe that Re i √ ζ < 0, hence the given product approaches the identity exponentially fast as ζ → ∞. Secondly for arg ζ ∈ (−π,
and in this situation Re − i √ ζ < 0, so again the product approaches the identity exponentially fast as ζ → ∞. Both cases together with the previously stated asymptotics for P BE (ζ) imply therefore
as ζ → ∞ in a whole neighborhood of infinity.
The model function P RH BE (ζ) will now be used to construct the parametrix to the solution of the original X-RHP in a neighborhood of z = +1. We proceed in two steps. First define
or respectively
This change of variables is indeed locally conformal, since
and it enables us to define the right parametrix U (z) near z = +1 by the formula:
with ζ(z) as in (9.6) and the matrix multiplier
, B r (1) = 1 1 1 −1
By construction, in particular since B r (z) is analytic in a neighborhood of z = +1, the parametrix U (z) has jumps along the curves depicted in Figure 5 , and we can always locally match the latter curves with the jump curves of the original RHP. Also these jumps are described by the same Stokes matrices as in the original T -RHP. Furthermore, and we will elaborate this in full detail very soon, the singular behavior of U (z) at the endpoint z = +1 matches the singular behavior of T (z):
Hence the ratio of T (z) with U (z) is locally analytic, i.e. 
This relation together with the asymptotic equation (9.5) implies that,
as s → ∞ and 0 < r 1 ≤ |z − 1| ≤ r 2 < 1 (so |ζ| → ∞). Since the function ζ(z) is of order O s 6 on the latter annulus and β(z) is bounded, equation (9.11) yields the matching relation between the model functions U (z) and M (z),
which is crucial for the successful implementation of the nonlinear steepest descent method as we shall see after the next subsection. This is the reason for chosing the left multiplier B r (z) in (9.7) in the form (9.8).
10. Construction of a parametrix at the edge point z = −1
The model RHP near the other endpoint z = −1 can be introduced in a similar way as we did it in the last section. First we consider on the punctured plane ζ ∈ C\{0}
as ζ → ∞ and 0 < arg ζ ≤ 2π. Next, instead of (9.4), definẽ
,
(10.1) which solves the model RHP of Figure 6 . More precisely, the functionP RH BE (ζ) has the following analytic properties Figure 6 . The model RHP near z = −1 which can be solved explicitly using Hankel functions
6 , 2π} • We have the following jumps on the contour depicted in Figure 6 P RH BE (ζ)
and on the line segment arg ζ = 2π
as well as
• A similar argument as given in the construction of P RH BE (ζ) implies
as ζ → ∞, valid in a full neighborhood of infinity. Again we use the model functionP RH BE (ζ) in the construction of the parametrix to the solution of the original X-RHP near z = −1. Instead of (9.6)
or equivalently
This change of the independent variable is locally conformal ζ(z) = 32s 6 
(z + 1) 1 + O(z + 1) , |z + 1| < r and allows us to define the left parametrix V (z) near z = −1 by the formula:
with the matrix multiplier
, B l (−1) = 1 1 1 −1
(10.5) Similar to the situation in the last section, V (z) has jumps on the contour depicted in Figure 7 which are described by the same Stokes matrices as in the original T -RHP. Figure 7 . Transformation of parametrix jumps to original jumps Also here, as we shall see in detail in the section 13, the singular behavior at z = −1 matches:
Hence the ratio of parametrix V (z) with T (z) is locally analytic
and the left multiplier (10.5) in (10.4) provides us with the following asymptotic matchup between V (z) and M (z):
as s → ∞ and 0 < r 1 ≤ |z + 1| ≤ r 2 < 1, thus
At this point we can use the model functions M (z), U (z) and V (z) to employ the final transformation.
Third and final transformation of the RHP
In this final transformation we put
where 0 < r < 1 4 remains fixed. With C r and C l denoting the clockwise oriented circles shown in Figure 8 , the ratio-function R(z) solves the following RHP Cr C l γ1 γ3 γ4 γ6 Figure 8 . The jump graph for the ratio-function R(z)
and on the clockwise oriented circles C r,l
• R(z) is analytic at z = ±1. This observation follows from (9.9) and (10.6), which will be proved in section 13.
• In a neigborhood of infinity, we have R(z) → I We emphasize that, by construction, the function R(z) has no jumps inside of C r and C l and across the line segment in between them. In order to apply the Deift-Zhou nonlinear steepest descent method for the ratio-RHP, all its jump matrices have to be close to the unit matrix, as s → ∞, see [14] . Due to the triangularity of all Stokes matrices S k , the jump matrices corresponding to the infinite parts k γ k of the R-jump contour are in fact exponentially close to the unit matrix
emanating from C r,l as s → ∞ with constants c i > 0 whose values are not important. Moreover, by virtue of (9.11), U (z) M (z) −1 approaches the unit matrix as s → ∞
and from (10.7), also V (z) M (z)
All together, with G R denoting the jump matrix in the latter ratio-RHP and Σ R the underlying contour
uniformly on any compact subset of the set (1.15). The latter estimation enables us to solve the ratio-RHP iteratively.
Solution of the RHP for R(z) via iteration
The RHP for the function R(z), • R(z) is analytic for z ∈ C\Σ R • Along the contour depicted in Figure 8 R
• At infinity, R(z) = I + O z −1 , z → ∞ is equivalent to the singular integral equation
and by standard arguments (see [14] ) we know that for sufficiently large s the relevant integral operator is contracting and equation (12.1) can be solved iteratively in L 2 (Σ R ). Moreover, its unique solution satisfies
It is now time to connect the latter information with (5.4) and (5.5) to determine the large s asymptotics of det(I − K PII ) up to the constant term.
Asymptotics of ln det(I − K PII ) -preliminary steps
Let us recall the transformations, which have been used in the asymptotical solution of the original Y -RHP
Thus, in order to determine ln det(I − K PII ) via Proposition 1 we need to connectX(±s) andX ′ (±s) to the values R(±1) and R ′ (±1) of the ratio-function. This can be done as follows: From (11.1) and (7.5) for |z − 1| < r
and for |z + 1| < r
This shows that the required values ofX(±s) andX ′ (±s) can be determined via comparison in either (13.1) or (13.2), once we know the local expansions of U (z), respectively V (z) at z = ±1. Our starting point is (9.2)
as ζ → 0 and − π 6 < arg ζ < π 6 . The latter expansion together with the changes of variables ζ = ζ(z) = −s 6 g 2 (z) and λ = zs implies for −
with the matrix functions Ω = (Ω ij ) and Π = (Π ij ) being determined from (13.3). Now we combine the latter expansion with (9.7) and (11.1)
and similar identities hold for −π < arg (λ − s) < − π 6 and π 6 < arg (λ − s) < π, they differ from (13.3) only by right multiplication with a Stokes matrix (see (9.4) ). On the other hand the right hand side in (13.1) implies for − 
and thus by comparison of the left hand side and right hand side in (13.1)
Although (13.4) was derived from a comparison in the sector − 
All together we have the identities
related to the solution of the ratio-RHP via (13.4),(13.5) and (13.6). A completely similar analysis for the left endpoint λ = −s provides us with 
We can now derive
We make the following observation Proposition 3. R(z) is unimodular for any x ∈ R, i.e. det R(z) ≡ 1.
Proof. From (9.4) we obtain that det P RH BE (ζ) = 
Asymptotics of ln det(I − K PII ) up to the constant term
The stated asymptotics (1.14) without the constant term is a direct consequence of Proposition 1 and 2. We first need to compute R(±1). From the integral representation and estimates (11.5),(12.2) In order to compute the values R ′ (±1) one uses (9.11) and (10.7)
with the local variables given in (9.6),(10.3):
In the end residue theorem leads us to 
and the error term is uniform on any compact subset of the set (1.15).
Opposed to (14.2) we are going to determine det(I − K PII ) now via Proposition 2
To this end remember the definition of β(z) and g(z), hence as z → ∞ M (z) = I + 1 2z
which gives
ii already neglecting exponentially small contributions in the last equality. The latter integral can be evaluated in a similar way as we did it during the computation of (14.2), we end up with i 2π
again uniformly on any compact subset of the set (1.15). Given the asymptotic expansions (14.2) and (14.3) we can now determine the large s-asymptotics of ln det(
recalling that u(x) ∼ Ai(x) as x → +∞. As we see (14.4) matches (1.14) up to a general, universal constant term ω. We shall now determine this constant term using an approximation argument for the given kernel (1.11).
Kernel approximation -K PII → K csin
Within the asymptotical analysis of the X-RHP in the past sections, one of the first transformations of the RHP was the g-function transformation: it allowed us to transform the jumps on the infinite branches Γ k to exponentially small contributions and to solve the model problem on the line segment [−1, 1]. Then and there it was crucial that for x chosen from a compact subset of the real line and s sufficiently large, one always has that Re g(z) is negative on the infinite parts Γ 1 , Γ 3 in the upper halfplane and positive on the infinite contours Γ 4 , Γ 6 in the lower halfplane. This fact however also holds in the limit x → +∞, on the other hand it fails for x → −∞: Let
denote the two vertices of the curves depicted in Figure 9 below. In case x, s > 0, they are purely imaginary and bounded away from zero, hence the statement on the sign of Re g(z) on Γ i follows.
Our approach henceforth will be to study the large positive x-limit of (1.11), i.e. the large positive x-limit of the associated function Ψ(λ, x). We begin with the following Riemann-Hilbert problem depicted in Figure 10 , compare [17] • Ψ ∞ (λ) is analytic for λ ∈ C\ k R k where R k denote the rays
• On the rays R k , the boundary values of the the function Ψ ∞ satisfy the jump relation Ψ
which is connected to the given Ψ-function of (1.11) by
As we see, determining the large positive x behavior of Ψ(λ, x) therefore reduces to an analysis of the oscillatory Ψ ∞ -RHP. However the latter RHP is very well known since it is used to determine the large x-asymptotics of the Hastings-McLeod solution of the second Painlevé transcendent given in the introduction (cf. [17] ). We have in fact for λ ∈ (−s, s)
x 3/2 √ 4λ 2 + x as x → +∞ and λ ∈ (−s, s). Going back to (1.11) we obtain
The latter integral kernel is a cubic generalization of the well known sine kernel
acting on L 2 (−s, s); dλ . In order to compute the constant term in (1.14) we will introduce a parameter t ∈ [0, 1] and pass from (15.2) tǒ
Our strategy is as follows. First we are going to find the large s-asymptotics of d dt ln det(I − K csin ) (15.4) using the Riemann-Hilbert approach of section 2. This analysis can be done independently of the original kernel (1.11), although in some details it is similar to the presented one. Afterwards, using uniformity of the asymptotic expansion with respect to t ∈ [0, 1] we shall integrate
but since the asymptotic expansion of the sine kernel as s → ∞ is known including the constant term, we know the large s-asymptotics of
uniformly on any compact subset of the set (1.15) with
which is the statement of Theorem 2. On the other hand from (14.4)
hence considering (15.1) as well as
we might conjecture that ω = ω 0 , and this conclusion can be justified as follows. Notice the following identity for trace class operators A, B (see [27] )
which gives in our situation
exists as a bounded operator. The latter statement will follow from the Riemann-Hilbert analysis given in section 23. Since from (15.1)
where the trace class operator E has a kernel satisfying
we obtain
Now from the boundedness of I +Ř csin as well as (15.9) we see that the convolution kernel of the operator (I +Ř csin )E approaches zero exponentially fast as x → ∞, thus via Hadamard's inequality
We combine (15.5),(15.6), (15.10) and obtain from Schwarz inequality
for all x ≥ x 0 and s ≥ s 0 , with a universal constant α and a positive function β = β(s). Recalling (15.7) we first take the limit x → ∞ and afterwards s → ∞ to conclude ω 0 = ω.
Riemann-Hilbert problem for det(I
Before we start proving (15.5), let us locate (15.3) within the framework of integrable Fredholm operators and derive the connection of (15.4) with the solution of the underlying Riemann-Hilbert problem.
The given kernel (15.3) is of integrable type with 
• Θ(λ) has at most logarithmic endpoint singularities at λ = ±s
Also here we can factorize the jump matrix 
• Φ(λ) has at most logarithmic endpoint singularities at λ = ±s • We have the following asymptotics at infinity
As we are going to see in the next sections the latter RHP admits direct asymptotical analysis via the nonlinear steepest descent method. This analysis shows similarities to the analysis of the sine kernel determinant analysis (see [11] ) and the analysis presented in the past sections of the current paper. However one major difference to (1.11) is the absence of infinite jump contours in the given Φ-RHP, hence we should not start our analysis from the X-RHP in section 2 and use the previously discussed large xapproximation Ψ ∞ (λ, x).
Before we start the asymptotical analysis, let us first express (15.4) in terms of Θ(λ).
18. The logarithmic t-derivative of det(I − K csin )
The following derivation is a special situation of the general case given in [23] . We start from (5.1)
with (I − K csin ) −1 = I + R csin denoting the resolvent. In the given situation
On the other hand Lemma 1 allows us to write the second summand as
At this point the following observation is crucial 
Finally, as a consequence of (2.5) and (2.6), we note
and adding the latter equality and (18.1) we derived
showing explicitly the connection to the Θ-RHP an which infact can be evaluated using residue theorem. We summarize Proposition 4. The logarithmic t-derivative of the Fredholm determinant det(I −K csin ) can be expressed as
Our next task is to determine the large s-asymptotics of the stated matrix coefficients Θ 1 , Θ 2 and Θ 3 , i.e. we need to asymptotically solve the Φ-RHP. Also here, a g-function transformation is essential.
Second transformation of the Θ-RHP -rescaling and g-function
The jump contour of the Φ-RHP consists only of the line segment [−s, s] oriented from left to right
and this jump equals the jump one faces during the asymptotical analysis of the sine kernel determinant (cf. [11] ). Here and there we use a g-function together with the scaling z = λ s . Introducê
being analytic outside the segment [−1, 1] and as z → ∞
In the situation t = 1, (19.1) reduces to the previously used g-function (7.2), whereas for t = 0, we obtain the g-function used in the analysis of the sine kernel (see [11] ). We put
and are lead to the following RHP
• S(z) has at most logarithmic singularities at the endpoints z = ±1 
• N (z) has at most logarithmic singularities at the endpoints z = ±1
• N (z) = I + O z −1 , z → ∞ This problem has an explicit solution (compare section 8) 
Construction of edge point parametrices in the S-RHP
The construction of endpoint parametrices is very similar to the constructions given in sections 9 and 10. We use again Bessel functions. First for the right endpoint z = +1 introduce on the punctured plane ζ ∈ C\{0}
σ 3 σ 1 we can use (9.5) and deduce
as ζ → ∞, valid in a full neighborhood of infinity. Also on the line arg ζ = π we obtain
thus (21.1) solves the RHP depicted in Figure 11 . We use the model function Q RH BE (ζ) in the construction of the parametrix to the solution of the original Φ-RHP in a neighborhood of z = +1. First (compare (9.6)) Figure 11 . The model RHP near z = +1 which can be solved in terms of Hankel functions with
4s 2 which gives a locally conformal change of variables
Secondly define the right parametrix S r (z) near z = +1 by the formula
with ζ(z) as in (21.3) and
As a result of our construction the parametrix has jumps only on the line segment depicted in Figure 11 , described by the same jump matrix as in the original S-RHP.
σ 3 σ 1 , the singular endpoint behavior matches. Therefore the ratio of S(z) with S r (z) is locally analytic, i.e. S(z) = M r (z)S r (z), |z − 1| < r < 1 2 and moreover from (21.2)
as s → ∞ and 0 < r 1 ≤ |z − 1| ≤ r 2 < 1 (so |ζ| → ∞). It is very important that the function ζ(z) is or order O s 2 on the latter annulus for all t ∈ [0, 1]. Hence since β(z) is bounded, equation (21.5) yields the desired matching relation between the model functions S r (z) and N (z),
uniformly on any compact subset of the set
We move on to the left endpoint z = −s. For ζ ∈ C\{0} definẽ
σ 3 σ 1 we obtain from (10.2)
as ζ → ∞ and on the line arg ζ = 2π
which shows that (21.7) solves the model problem of Figure 12 . This model problem Given the left parametrix S l (z) near z = −1 by the formula
and ζ = ζ(z) as in (21.9), we see that the model jump matches the jump in the original S-RHP and by the symmetry relationQ RH BE (ζ) = σ 1 e
Hence the ratio of S(z) with S l (z) is locally analytic
, |z + 1| < r < 1 2 and via (21.8)
as s → ∞ and 0 < r 1 ≤ |z + 1| ≤ r 2 < 1 (hence |ζ| → ∞). Also here the function ζ(z) in (21.9) is of order O s 2 on the latter annulus for all t ∈ [0, 1]. Therefore (21.11) yields
again uniformly on any compact subset of the set (21.6).
Third and final transformation of the S-RHP
Similar to (11.1) we define
with 0 < ε < 1 4 fixed and are lead to the ratio-RHP depicted in Figure 13 More precisely, the function Λ(z) has the following analytic properties.
• Λ(z) is analytic for z ∈ C\{(−1 + ε, 1 − ε) ∪Ĉ r ∪Ĉ l } Cr C l Figure 13 . The jump graph for the ratio function Λ(z)
• The following jumps are valid on the clockwise oriented circles
whereas on the line segment (−1 + ε, 1 − ε)
• Λ(z) is analytic at z = ±1
• As z → ∞ we have Λ(z) → I.
As a result of our construction (22.1), Λ(z) has no jumps in the parts of the original jump contour which lie inside the circlesĈ r,l and as we shall see now, the latter Λ-RHP admits direct asymptotical analysis. To this end recall the matching relations (21.5), (21.11) and deduce
which holds uniformly on any compact subset of the set (21.6) with some constant c 4 > 0. Secondly recall (20.1)
however, as we mentioned previously, for z ∈ (−1 + ε, 1 − ε)
also here uniformly on any compact subset of the set (21.6). Thus together in the limit s → ∞, with G Λ denoting the jump matrix in the Λ-RHP and Σ Λ the underlying contour,
uniformly on any compact subset of (21.6). The last estimate provides us with the unique solvability of the Λ-RHP.
Solution of the RHP for Λ(z) via iteration
The given Λ-RHP is equivalent to the singular integral equation
which, by (22.4) , can be solved iteratively in L 2 (Σ Λ ). Its unique solution satisfies
uniformly on any compact subset of (21.6). Tracing back the transformations
we also obtain existence and boundedness of Θ(λ), λ ∈ [−s, s] and hence existence and boundedness of the resolvent I +Ř csin for sufficiently large s which is needed in (15.8).
The given information enables us now to determine the large s-asymptotics of det(I − K csin ) via Proposition 4, however the computations will be more involved than in section 14.
Asymptotics of det(I − K csin ) -proof of theorem 2
Let us start to connect the required coefficients Θ i in (18.4) to the solution of the Λ-RHP. Since
we have as s → ∞ for t > 0 respectively with an error term of order O s −4 for t = 0. Here the functions a = a(s, t) and b = b(s, t) can be read of from the previous lines, we state I 0 in this form since as we will see, only the structure of the term of order O s −9 matters.
