INTRODUCTION
The integral inequality which holds for any convex function /: [a, b] -» K, is well known in literature as the Hermite-Hadamard inequality.
There is an extensive amount of literature devoted to this simple and nice result which has many applications in the theory of special means and in information theory for divergence measures, from which we would like to refer the reader to [l]- [54] .
The main aim of this paper is to consider some natural sequences of functions defined by multiple integrals and study their properties in relation to the HermiteHadamard inequality.
PROPERTIES OF THE SEQUENCE OF MAPPINGS H n
Let I C U -> R be an interval of real numbers and a, b G / with a < 6, and let /: / -> R be a mapping which is integrable on 
-••
we obtain the last part of (2.2).
(iii) Let 0 < t\ < t^ ^ 1. By the convexity of H n , which follows by (i) now proved, we have that hold for ah n ^ 1 and t G [0,1].
Proof. As / is convex on I, we can write 
from where we deduce the second part of (2.6). Now, let us observe that the right hand side in the inequality (2.7) is the integral
By the well-known Cauchy-Buniakowsky-Schwartz integral inequality for multiple integrals, we deduce the last part of the inequality (2.6). The proof of the theorem is thus completed.
• for all te [0,1] andn ^ 1.
In particular, we have
The following result also holds:
Under the assumptions as in Theorem 3, we have
for all n> 1 and* G [0,1].
Proof. By the convexity of / we can write Taking an integral mean over [a,6] n , we have (b-a) n J a J a n 2
Thus, the second inequality in (2.9) is proved. Now, applying the Cauchy-Buniakowsky-Schwartz integral inequality, we deduce the last part of the theorem. We omit the deatils, •
Corollary 2. Under the assumptions as in Theorem 3 and provided M := sup \f'(x)\ < oo, we have the inequality
In particular,
The following corollary is interesting as well.
Corollary 3. Under the assumptions as in Theorem 3 and provided there exists a constant K > 0 such that \f\_(x)-f + (y)\^K\x-y\ for all x,y e[a,b],
we have the inequality
In addition, it is natural to ask for an upper bound for the difference we have the inequality
Now we establish an upper bound for the difference H n (t) -H n+ i(t), n ^ 1 which is non-negative for all t G [0,1] (cf. Theorem 2): _^.p l( .______i + (1 _ () _±_) The following theorem also holds.
Theorem 7.
Under the assumptions as in Theorem 3, we also have the bound Finally, note that, by a similar argument to that in the proof of Theorem 6, we can give the following result which completes, in a sense, the estimate in Theorem 3. Abstract. New properties for some sequences of functions defined by multiple integrals associated with the Hermite-Hadamard integral inequality for convex functions and some applications are given.
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Introduction
The integral inequality
which holds for any convex function f : [a, b] → , is well known in literature as the Hermite-Hadamard inequality.
There is an extensive amount of literature devoted to this simple and nice result which has many applications in the theory of special means and in information theory for divergence measures, from which we would like to refer the reader to [1] - [54] .
The main aim of this paper is to consider some natural sequences of functions defined by multiple integrals and study their properties in relation to the HermiteHadamard inequality. (ii) the following inequalities hold: 
. (i) Follows by the convexity of f . (ii) Applying Jensen's integral inequality, we obtain
Taking an integral mean over [a, b] n we deduce the second inequality in (2.1).
By Jensen's integral inequality for multiple integrals we have
and the inequality (2.1) is completely proved. By the convexity of f on [a, b], we can write
and the first inequality in (2.2) is proved. As we know (see for example [26] ) that
(iii) Let 0 < t 1 < t 2 1. By the convexity of H n , which follows by (i) now proved, we have that
but H n (t 1 ) H n (0) (see the first inequality in (2.1)) and hence we get that H n (t 2 ) − H n (t 1 ) 0 for all 0 t 1 < t 2 1, which shows that the mapping H n (·) is monotonic nondecreasing on [0, 1]. The bounds (2.3) and (2.4) follow by the inequalities (2.1) and (2.2). We omit the details.
We now give another result on monotonicity which, in a sense, completes the above theorem.
Theorem 2. Let f : I ⊆ → be a convex mapping on I and let a, b ∈ I with a < b. Then
where
for all n 1 and t ∈ [0, 1]. That is, the sequence of mappings (H n ) n 1 is monotonically nonincreasing. ! # " . Let us define real numbers belonging to [a, b]:
. . .
Using Jensen's discrete inequality, we may state that
Taking an integral mean over [a, b] n+1 , we deduce
However, it is easy to see that
and thus, by the above inequality, we conclude
The proof is thus completed.
It is natural to ask what happens with the difference H n (t) − f 1 2 (a + b) which is clearly non-negative for all t ∈ [0, 1].
The following theorem contains an upper bound for this difference.
Theorem 3. Let f : I ⊆ → R be a convex mapping and f + its right derivative which exists onI and is monotonic nondecreasing onI. If a, b ∈I with a < b, then the inequalities
hold for all n 1 and t ∈ [0, 1]. ! # " . As f is convex on I, we can write
Choosing in this inequality
we deduce the inequality
Taking an integral mean over [a, b] n , we derive that
By the well-known Cauchy-Buniakowsky-Schwartz integral inequality for multiple integrals, we deduce the last part of the inequality (2.6). The proof of the theorem is thus completed. |f (x)| < ∞. Then we have the inequality
for all t ∈ [0, 1] and n 1.
for all n 1 and t ∈ [0, 1]. ! # "
. By the convexity of f we can write
Similarly, we have
If we multiply the inequality (2.10) by t and (2.11) by (1 − t) and add the obtained inequalities, we deduce
That is,
Taking an integral mean over [a, b] n , we have
because a simple calculation shows us that
Thus, the second inequality in (2.9) is proved. Now, applying the Cauchy-Buniakowsky-Schwartz integral inequality, we deduce the last part of the theorem. We omit the deatils. |f (x)| < ∞, we have the inequality
for all n 1 and t ∈ [0, 1].
In particular, lim
Corollary 3.
Under the assumptions as in Theorem 3 and provided there exists a constant K > 0 such that
In addition, it is natural to ask for an upper bound for the difference H n (1)−H n (t), n 1 for all t ∈ [0, 1].
Theorem 5. Let f : I ⊆ → be a convex mapping on the interval I and let a, b ∈I with a < b. Then we have the inequalities
for all t ∈ [0, 1] and n 1. ! # "
. By the convexity of f , we have that
Now, the argument proceeds as above and we omit the details. |f (x)| < ∞, we have the inequality
Corollary 5. Under the assumptions as in Theorem 3 and provided there exists a constant K > 0 such that
Now we establish an upper bound for the difference H n (t) − H n+1 (t), n 1 which is non-negative for all t ∈ [0, 1] (cf. Theorem 2): Theorem 6. Let f : I ⊆ → be a convex function on the interval I and let a, b ∈I with a < b. Then the inequality
holds for all t ∈ [0, 1] and n 1. ! # "
Taking an integral mean on [a, b] n+1 , we derive 0 H n (t) − H n+1 (t) , and thus the last inequality is also proved.
Corollary 6. Under the assumptions as in Theorem 3, given that M := sup x∈ [a,b] |f (x)| < ∞, we have
In particular, lim The following theorem also holds. for all t ∈ [0, 1] and n 1. ! # " . The proof is similar to the one of Theorem 6 and we omit the details. for all t ∈ [0, 1] and n 1.
Finally, note that, by a similar argument to that in the proof of Theorem 6, we can give the following result which completes, in a sense, the estimate in Theorem 3. for all t ∈ [0, 1] and n 1.
