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Abstract
The circulant digraph  is considered when the number n of vertices of  is equal to pm
for an odd prime p. The main results are an implicit characterization of the groups Aut() in
the general case, and an explicit characterization in the case n = p4. The argument is based
on spectral techniques and classical constructions of permutation groups.
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1. Introduction
The digraph  is called circulant if it admits a regular automorphism group which
is cyclic. Circulant digraphs gained much attention specially after 1967 when Ádám
posed his famous conjecture about a necessary and sufficient isomorphism condition
for circulant digraphs. This problem is closely related to the automorphisms of the
digraphs, hence they have been also the subject of extensive research during the last
40 years. This paper concerns with the automorphism groups of circulant digraphs
in the particular case when the number n of vertices is equal to pm, p an odd prime.
Our main goal is to characterize these groups as much as possible. We will refer to
this as the characterization problem.
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The simplest case n = p is covered by a classical result of Burnside [3] claiming
that each transitive permutation group of degree p is doubly transitive or it is isomor-
phic to a group of affine transformations x → ax + b acting on the finite field GF(p).
A successful attempt to solve the characterization problem for the case pm,
m > 1, was initiated by Klin and Pöschel using Schur ring theory (for short S-ring
will be used for Schur ring). They first solved the case p2 in [12], and later the
solution was presented by Klin [11] in the case p3. Although they have announced
several times the complete solution covering all pm, p an odd prime, the abstract
[11] was the last published result on this matter.
After this our final results can be regarded as much as a partial repetation of their
classification. Nevertheless, the author believes that it is worth to be published for
more reasons. All the results are obtained by an approach which is independent of
S-ring theory. Our approach combines spectral techniques with classical manipu-
lations of the automorphism groups viewed as permutation groups. One basic tool
in our argument is the Fourier transformation defined over cyclic groups, which is
closely related to the notion of the second standard basis in the theory of associ-
ation schemes. Spectral techniques using the second standard basis led to recent
developments in S-ring theory [2,10,17].
In the remaining part of this section the main results of this paper are briefly
described and its short outline is also given.
Let  be a circulant digraph on pm vertices, m > 1, which is not the complete
neither the empty graph. It is well known, see for example [21], that such digraph
has an imprimitive automorphism group, therefore it is natural to look at the im-
primitivity systems of this group. We consider first the case when  has the property
that it is the lexicographical product of some 1 and 2, each of the two i is a
circulant digraph on pr vertices, r < m. Such  will be called wreath decomposable
(or shortly decomposable). The group Aut() will be then expressed in terms of
Aut(i ), i = 1, 2, and consequently the characterization problem will be reduced
to consider those  which are not decomposable. All the details on decomposable
digraphs will be given in Section 3. Before this in Section 2, we present a brief digest
of all the notions and facts that will be used later.
Besides the lexicographical product construction there is another essential con-
struction for us, the imprimitivity systems of Aut() regarded as a permutation group
on the vertex set of the digraph . The exact definition of imprimitivity systems
together with other required notions will be introduced in Section 2. Towards the
complete characterization the following observation will turn out to be crucial.
If both  and its complement  are connected, then Aut() has a nontrivial im-
primitivity system η such that the induced action of Aut() on η is isomorphic to
a group of transformations x → ax + b acting on the ring Zpr of residue classes
modulo pr , 1  r  m− 1.
The exact formulation will be given in Section 7 (Theorem 7.2), and we will refer
to it as the Reduction Theorem. Our two final results on the characterization problem
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are based on this observation. They are the following: a recursive formula for Aut()
(Theorem 8.1); and a list of all possible Aut() in the cases pm, m  4. These results
will be derived in Section 8, only after the Reduction Theorem is proved in Section
7. As it was mentioned earlier, the cases m  3 are already covered by the published
results. Since these were derived by the use of S-ring theory, in Section 4 we briefly
recall the basic elements of this approach and also give some historical remarks.
The proof of the Decompositon Theorem requires some preparatory sections. The
argument combines the notion of the Fourier transformation defined over cyclic groups
and spectral porperties of. In Section 5 we will introduce the Fourier transformation
defined over an abelian groupH , and derive some results relating it to Cayley digraphs
over H . (In fact the circulant digraphs correspond to the particular class that H is cy-
clic. The details will be given in Section 2.) Let F be an automorphism of the Cayley
digraph  defined over H . We will introduce the function
f :H → C
as f (x) = χ(F (x)) for x ∈ H , where χ is a fixed character of H . It will be shown
in Section 5 that the Fourier transform fˆ of f can be well described if the spectrum
of  satisfies certain conditions. In Section 6, we return to the particular case that H
is a cyclic group of order pm, p any prime. In this case, we will be able to translate
the spectral conditions to structural properties of . The Reduction Theorem will be
derived in Section 7 according to the next pattern:
• examine the structure of  carefully;
• get information from this on the spectrum of ;
• use this to describe the functions fˆ and also F ;
• describe Aut().
The idea of a spectral approach to Cayley digraphs goes back to Bridges and
Mena [4]. Applications to cyclic digraphs can be found in [5,6].
In this paper the spectrum of a circulant digraph over Zn will be regarded rather as
a multiset, in which each eigenvalue occurs with its multiplicity. However, in some
cases it will be convenient to consider also this multiset as an ordered one, assigning
to each its member a label t ∈ Zn. This allows one to recognize the circulant digraph
from its labeled spectrum as it was emphasized by Klin earlier.
2. Preliminaries
In this section we introduce all notions and notations needed later and collect
some facts.
2.1. Cayley digraphs and circulant digraphs
Let H denote an arbitrary group. In our text only abelian groups will be con-
sidered, hence we use additive notation for H with identity element 0. For a given
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subset T of H\{0} we define (H, T ) to be the directed graph with vertex set H ,
and with (g, h) an arc in (H, T ) if and only if h− g ∈ T . (H, T ) is called the
Cayley digraph of H with respect to T . T is called the connection set of (H, T ).
In the case when T is inverse-closed, that is T = −T = {−b: b ∈ T }, (H, T ) is
regarded to be undirected. It is easy to see that the right regular representation of
H induces a regular automorphism group of (H, T ). The full automorphism group
of  = (H, T ) will be denoted as Aut() = Aut(H, T ). The stabilizer of 0 ∈ H
will be denoted as Aut◦() = Aut◦(H, T ). The digraph  is called circulant when
∼=(H, T ) for some cyclic group H .
2.2. Eigenvalues of Cayley diraphs and cyclotomic fields
Let H be an abelian group of order n. A character of H is a homomorphism
from H into the nonzero complex numbers viewed as a multiplicative group. H ∗
will denote the set of all characters of H . Under the functional multiplication the set
H ∗ becomes a group with identity element the trivial character, that is the one which
maps any h ∈ H to 1. It is well known that H∼=H ∗ [8, Theorem 8.1].
Spectral properties of circulant digraphs will play an essential role in this paper.
The eigenvalues of a digraph  are defined as the eigenvalues of one of its adja-
cency matrices. For an eigenvalue λ the corresponding eigenvectors form a sub-
space, which is called the eigenspace of λ. In the particular case that  = (H, T )
for some abelian group H , there is a simple way to calculate the spectrum of . The
elements of H ∗ form an eigenvector basis of (H, T ) for any possible T (cf. [8,





We refer to [1] where the spectrum of Cayley digraphs over arbitrary (not only
abelian) groups was determined in terms of the irreducible characters of the given
groups.
Let ω be a primitive sth root of unity for some integer s > 0. By Qs we will refer
to the sth cyclotomic field, that is the cyclotomic extension of the rational field Q
by ω. In particular if H has exponent r , then it follows in (1) that λ(χ) ∈ Qr for
each χ . The following properties of cyclotomic fields will be needed later.
Proposition 2.1 [15,Corollary 7.8]. The group of Galois automorphisms of Qs over
Q is equal to the set {σi : gcd(i, s) = 1}, where σi is determined by σi(ω) = ωi .
Proposition 2.2 [15, p. 77]. Let s, s′ be positive integers with d = gcd(s, s′). Then
Qs ∩ Qs′ = Qd .
The following property will be useful in the examinations of the spectrum of
circulant digraphs with pm vertices, p a prime.
I. Kova´cs / Linear Algebra and its Applications 356 (2002) 231–252 235
Proposition 2.3 [14,Lemma 4.1]. Letω be a primitive pmth root of unity, p a prime.
Suppose that
∑pm−1
i=0 aiωi = 0, where ai are rational numbers. Then aj = aj+kpm−1
for all j = 0, . . . , pm−1 − 1 and for all k = 0, . . . , p − 1.
2.3. Group rings
For the arbitrary group H by Z(H) we refer to the group ring of all formal sums∑
h∈H
ahh







































The Z-submodule generated by the elements α1, . . . , αr will be denoted as 〈α1, . . . ,
αr 〉. The elements of the form T =∑h∈T h, where T ⊆ H , are called simple quanti-
ties in Z(H). The transposed element of α =∑h∈H ahh is defined as αT =∑
h∈H (−ah)h.
2.4. Affine groups and Burnside’s theorem
For the positive integer n denote Zn = ({0, 1, . . . , n− 1};+, ·) the ring of
residue classes modulo n. Zn also denotes the additive group of Zn, and by Z∗n
we denote the multiplicative group of units of Zn. This group consists of those 1 
i  n− 1, for which gcd(n, i) = 1, hence its order is ϕ(n), ϕ is the Euler
function.
For n = pm, p a prime, throughout the paper Hi will denote the subgroup of Zpm
of order pi , i = 0, . . . , m. By ηi we will denote the partition of Zpm which consists
of all cosets of Hi .
In most cases we present circulant digraphs with n vertices as Cayley di-
graphs (Zn, T ), T ⊆ (Zn\{0}). The regular representation of Zn consisting of the
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permutations x → x + b, x, b ∈ Zn, induces a regular automorphism group of
(Zn, T ). For a subgroup H of Z∗n we define the affine group Aff(n,H) with re-
spect to H over Zn as the group of permutations of Zn of the form x → a · x + b,
a ∈ H and b ∈ Zn. It is known that Z∗pm , p an odd prime, is a cyclic group of order
(p − 1)pm−1. Hence each of its subgroups is uniquely determined by its order, and
for sake of simplicity we put Aff(pm, f ) = Aff(pm,H), if |H | = f .
If n = p prime and (Zp, T ) is neither empty nor complete (or equivalently 0 <
|T | < p − 1), then the automorphisms are completely described by affine groups
because of the theorem of Burnside [3], see Section 1 and Theorem 4.1.
Theorem 2.4. If p is a prime and T is a nontrivial subset of Z∗p, then Aut(Zp, T )=
Aff(p, f ) for some proper divisor f of p − 1.
It will be clear later that the affine groups of the type Aff(pm, f ), f divides
p − 1, play an essential role also in the description of the groups Aut(Zpm, T ),
m > 1.
2.5. Imprimitivity systems of permutation groups and quotient of digraphs
For a set M let Sym(M) denote the group of all permutations of M . Let G be a
transitive permutation group acting on M , that is G  Sym(M). For g ∈ G and x ∈
M , we denote by xg the image of x under g, and for B ⊆ M let Bg = {xg: x ∈ B}.
A subset B of M is called an imprimitivity block of G if Bg = B or Bg ∩ B = ∅ for
each g ∈ G. If B is an imprimitivity block of G, then so is Bg . The collection of all
Bg , g ∈ G, is called an imprimitivity system of G. Each element of M itself and the
whole set M are both clearly imprimitivity blocks of G. We refer to the imprimitivity
system induced by them as trivial.
Let G be a transitive permutation group on M , and suppose that the partition
µ = {B1, . . . , Bk} of M is an imprimitivity system of G. For g ∈ G let g denote
the naturally induced permutation of g on µ. Then the the mapping g → g is a
homomorphism of G into Sym(µ) such that the image of G acts transitively on µ,
see [21, Proposition 7.2]. We call this image the induced action of G on µ, and
denoted as Gµ.
The notion of imprimitivity systems of automorphism groups of digraphs can
be closely related to the notion of quotient of digraphs. Let  be any digraph with
vertex set X, and let µ = {X1, . . . , Xk} any partition of X. By the quotient digraph
of  with respect to µ we mean the digraph /µ with vertices Xi , i = 1, . . . , k. For
i /= j there is an arc from Xi to Xj if and only if there exists an arc (x, y) in  such
that x ∈ Xi and y ∈ Xj . (We remark that we could have alternatively introduced
the notion of quotient in the sense of [8, Chapter 5], that is when µ is required to
be a so called equitable partition. However, to avoid superfluous complexity we are
contented by the most extended meaning.) The next straightforward lemma shows a
useful combination of the two notions.
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Lemma 2.5. Let  be a vertex-transitive digraph with vertex set X, and suppose
that µ = {X1, . . . , Xk} is a partition of the vertex set of  whose members form an
imprimitivity system of Aut(). Then the mapping
τ : Aut() → Aut(/µ)
given as F → F, F ∈ Aut(), is a homomorphism, hence Aut()µ  Aut(/µ).
If H = Ker(τ ) and G is the image of Aut() under τ , then Aut() is obtained as
an extension of H by G. This will be denoted as Aut() = H •G. This construc-
tion will play a basic role in the explicit solution of the characterization problem in
Section 8. A subclass of groups Aut(Zpm, T ) will be expressed via this construction.
There will be another essential subclass containg those groups which can be ob-
tained from the wreath product construction. We will discuss this subclass in the next
section.
3. Wreath products of groups and graphs
Let G1 be a permutation group acting on the set M1, and G2 be another permu-
tation group acting on the set M2. Each element f of Sym(M1 ×M2) is uniquely
determined by its natural projections, that is by fi :M1 ×M2 → Mi , i = 1, 2, such
that fi : (x1, x2) → x′i , where (x1, x2)f = (x′1, x′2). Let G denote the set of all f ∈
Sym(M1 ×M2)which satisfies the properties that f1 depends only on x1, f1 ∈ G1 
Sym(M1), and for each fixed x1 ∈ M1, f2(x1, x2) ∈ G2  Sym(M2) regarded here
x2 ∈ M2 as a variable. The set G becomes then also a subgroup of Sym(M1 ×M2),
which is called the wreath product of G1 by G2. The order of G can be then given
as |G| = |G1| · |G2||M1|. The usual denotation G1 G2 will be used for G.
Let the digraphs i have vertex set Xi , i = 1, 2. The lexicographical product
or wreath product of 1 by 2 is defined to be the digraph 1[2] with vertex set
X1 ×X2 such that there is an arc from (x1, y1) to (x2, y2) if and only if either there
is an arc from x1 to x2 in 1 or x1 = x2 and there is an arc from y1 to y2 in 2. It
follows from the definitions that
Aut(1)  Aut(2)  Aut(1[2]). (2)
In general we do not have equality in (2). We refer to [19] where the undirected 1
and 2 are described for which equality holds in (2).
We call the circulant digraph (Zn, T ) wreath decomposable (or shortly decom-
posable), if it is the wreath product of two circulants of smaller order. In the case
when n = pm, p a prime, then the size of the both components of a wreath decom-
position is also some power of p. In order to describe the components of a given
 precisely one further denotation need to be introduced. Denote (s) the subgraph
of  induced by the vertices in Hs . Clearly (s) ∼= (Zps , T ′), where T ′ = {x ∈
Zps : xp
m−s ∈ T }.
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Note that (Zpm, T ) is decomposable if and only if there exists some 1  s 
m− 1 such that T \Hs is the union of some cosets Hs , and then  = /ηs[(s)].
Lemma 3.1. Suppose that  is a noncomplete and nonempty decomposable circu-
lant digraph on pm vertices, p an odd prime. Then there exists some 1  s  m− 1
such that  = /ηs[(s)] and
Aut() = Aut(/ηs)  Aut((s)). (3)
If  is undirected, then the proof can be done using the result of Sabidussi [19].
A proof covering all cases will be given in the end of Section 6.
4. Structural approach to circulant digraphs
Several problems concerning automorphisms of circulant digraphs were exten-
sively studied by the use of S-ring theory. The notion of S-rings was created by
Schur to use them in his investigation of permutation groups, and it became a well
known tool in this field, see [20,21]. The idea to use S-rings also for examining
circulant digraphs was proposed by Klin and Pöschel during the early 1970’s. In this
section, we recall the main ideas and results of this approach. A survey on the recent
development can be found in [16].
Let Z(H) be the group ring of some abelian group H . The subring S of Z(H)
which as a module is generated by the simple quantities Ti , i = 0, . . . , r , is called
an S-ring if it satisfies the following axioms.
(S1) T0 = {0}, Ti ∩ Tj = ∅ for all i /= j .
(S2) ∑ri=0 Ti = H .
(S3) For each i ∈ {0, . . . , r} there exists some j ∈ {0, . . . , r} such that TiT = Tj .
The subsets Ti of H are called the basic sets of S. The automorphism group of the





Classical examples of S-rings are provided by permutation groups G on a set M
which have a regular subgroup isomorphic to H . It is convenient to identify M with
H and to consider the action of G rather on H . Let 0 denote the identity element of
H . Then it follows that the orbits of G0 form the basic sets of an S-ring of Z(H). This
S-ring is called the transitivity module of G0 over H , and it is denoted asS(H,G0).
In general there exist S-rings which do not come from this example. An S-ring
is called Schurian if it is the transitivity module of a suitable permutation group
over H .
LetS be an S-ring of Z(H) and let G  Sym(H) which contains the regular rep-
resentation of H . It was shown that the operation of taking the automorphism group
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of S and the one of taking the transitivity module of G estabilish a Galois connec-
tion between S-rings and permutation groups. This implies among others that if  =
(H, T ) and if S denotes the least S-ring containing T , then Aut() = Aut(S).
Moreover, for each  = (H, T ) there exists such Schurian S-ring S over H that
Aut(S) = Aut(). Motivated by these observations Klin and Pöschel suggested the
following scheme to describe all groups Aut(H, T ):
• describe all S-rings over H ;
• describe their automorphism groups;
• check that which are Shurian;
• give a possible algorithmic reformulation.
In the case when H = Zpm for an odd prime p they have successfully applied the
scheme. This finally led to the complete list of all groups Aut(Zpm, T ) and also a
simple algorithm which gives the autmorphisms of any given (Zpm, T ). The elabo-
ration of the steps suggested above was carried out in more stages. In the case n = p
for the first time all S-rings were described in an explicit from in [18].
Theorem 4.1. If p is a prime, then each S-ring over Zp coincides with S(Zp,H)
for some H  Z∗p.
This implies Theorem 2.4 immediately. A rather elementary treatment of this case
can be found in [7], where a short proof of the classical result of Burnside (cf. 2.3)
is given.
The solution of Klin and Pöschel [12] in the case p2 is regarded as a classical
application of S-rings. We postpone to give the exact formulation until Section 8,
where it will be obtained as a consequence of our results (see Theorem 8.2). The
next case p3 was discussed by Klin [11]. We reformulate his result also in Section 8
(see Theorem 8.3).
The characterization of all S-rings over Zpm by Pöschel [18] was an essential step
towards the solution in the general case pm. Although the complete solution was
announced a few times in conferences in different level of details, the result still
waits to be published (see more comments in Section 8).
5. The Fourier transformation
Let H be an abelian group, and denote V the space of functions f : H → C.
It is well known that the characters in H ∗ form an orthogonal basis of V with re-
spect to the inner product 〈f, g〉 =∑x∈H f (x)g(x), see [8, Lemma 8.2]. Also, each
f ∈V can be expressed uniquely as a linear combination of the elements of H ∗.
Thus
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holds with uniquely determined complex numbers fˆ (χ). To calculate these numbers







fˆ (χ ′)χ ′, χ
〉
= fˆ (χ)|H | 〈χ, χ〉 = fˆ (χ)
from which







The Fourier transform of f is defined to be the function fˆ :H ∗ → C as fˆ :χ →
fˆ (χ) for each χ ∈ H ∗.
The basis H ∗ is known as the second standard basis in the theory of association
schemes, see [2]. It must be remarked here that the following lemmas could be ob-
tained by known results with respect to second standard basis, see [10]. Recall that
an eigenvalue of a digraph is called simple if its multiplicity is equal to 1.
Lemma 5.1. Suppose that  = (H, T ) with eigenvalues λ(χ), χ ∈ H ∗. For a
fixed χ ∈ H ∗ define the function f of V as f (x) = χ(F (x)), x ∈ H. Then
(i) fˆ (χ ′)(λ(χ ′)− λ(χ)) = 0 holds for each χ ′ ∈ H ∗.
(ii) If λ(χ) is simple and Ker(χ) = {0}, then Aut() ∼= H.
Proof. (i) LetW denote the eigenspace of λ(χ). ThenW is spanned by those χ ′ for
which λ(χ) = λ(χ ′). Since f ∈W, f (x) =∑λ(χ)=λ(χ ′) cχ ′χ ′ follows with suitable
complex numbers cχ ′ . Compare this with (4) to conclude that fˆ (χ ′) = 0 whenever
λ(χ) /= λ(χ ′).
(ii) Choose F ∈ Aut() such that F(0) = 0. It is enough to show that F = I , I is
the idenitity. By (i) one obtains that fˆ (χ ′) = 0 for all χ ′ /= χ . Hence f = c · χ be-
cause of (4). Also using that F(0) = 0 it follows that c = 1, hence χ(F (x)− x) = 1
holds for each x ∈ H by the definition of f . Now use the assumption that Ker(χ) =
{0} to derive that F(x)− x = 0 for all x, that is F = I . 
Lemma 5.2. Let χ be a character of H with K = Ker(χ). If the spectrum of  =
(H, T ) has the property that λ(χ ′) = λ(χ) implies that K  Ker(χ ′), then the
cosets of K form an imprimitivity system of Aut().
Proof. Choose F ∈ Aut() arbitrarily. Introduce f ∈V by f (x) = χ(F (x)), x ∈
H . Then by Lemma 5.1(i) and (4)




The assumption gives that K  Ker(χ ′) whenever χ ′ occurs in the above sum. This
implies f (x) = f (y) for any pair x, y, such that they belong to the same coset of K .
By the definiton of f this gives Ker(F (x)− F(y)) = 1, that is F(x)− F(y) ∈ K ,
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or equivalently F maps both x and y into the same coset of K . Note that this is equiv-
alent to the property that the cosets of K form an imprimitivity system of Aut() as
it was required. 
In the next proposition we reformulate the previous two lemmas in the particular
case that H = Zpm , p a prime. Then H ∗ is the set of all functions χa : x → ωax ,
where a, x ∈ Zpm , and ω is a primitive pmth root of unity. For short we put λt =
λ(χt ) to denote the eigenvalues of a given circulant over Zpm and fˆ (t) = fˆ (χt ),
t ∈ Zpm , for the function f : Zpm → C.
Proposition 5.3. Let  = (Zpm, T ) with eigenvalues λt , t ∈ Zpm. Fix some F ∈
Aut().
(i) If f (x) = χa(F (x)) for some a ∈ Zpm, then fˆ (b)(λb − λa) = 0 for each b ∈
Zpm .
(ii) If λ1 is simple, then Aut() ∼= Zpm.
(iii) If λt = λps implies that ps divides t, for some fixed 1  s  m− 1, then ηs is
an imprimitivity system of Aut().
Fix some integer s, 1  s  m− 1. It is well known that for each z ∈ Zpm z can
be uniquely written in the form z = x + yps , x ∈ Zps and y ∈ Zpm−s . This way Zpm
can be uniquely associated with the set Zps × Zpm−s .
In the particular case when ηm−s is an imprimitivity system of Aut() it will be
convenient to consider the action of Aut() rather on the set Zps × Zpm−s instead of
Zpm . More precisely, for each F ∈ Aut() there are permutations: ψ ∈ Sym(Zps )
and φi ∈ Sym(Zpm−s ), i = 0, . . . , ps − 1, such that
F : (x + yps) → (ψ(x)+ φψ(x)(y)ps) .
Define f (x) = χ1(F (x)). In what follows we are going to determine the values fˆ (t)
using the permutations ψ and φi . For this purpose we introduce the characters over
Zpm−s as µi : x → ζ ix , i, x ∈ Zpm−s , where ζ = ωps. For the complexed valued func-
tion g on Zpm−s , we put gˆ(i) = gˆ(µi), i ∈ Zpm−s .
Proposition 5.4. Let f, ψ and φi be defined as above, define fi(x) = µ1(φi(x)),
































In Proposition 5.3(ii) we get Aut(Zpm, T )  Zpm requires that λ1 is a repeated
eigenvalue of (Zpm, T ). The following section is devoted to the examination of T
when λ1 is of multiplicity at least 2.
6. Circulant digraphs with repeated eigenvalue λ1
Throughout this section fix the digraph  = (Zpm, T ), p a prime. Let the spec-
trum  of  be given as 1 = {λt : t ∈ Zpm}. Our main goal in this section is to
describe T when λ1 has multiplicity at least 2. At first we study the case that λ1 = λt
for some t ∈ Z∗pm . As a consequence of Proposition 2.3 it follows that Z∗pm has an
action on 1 in a natural manner. Namely for t ∈ Z∗pm define t ∈ Sym(1) to be the
mapping
t : λx → λx·t ,
where the product x · t is regarded in Zpm . By this the set G = {t ∈ Z∗pn : λ1 = λt } is
a subgroup of Z∗pm , namely the stabilizer of 1 in the above action of Z∗pm . We refer
to this subgroup as G(T ). Note that below we simultaneously use the additive and
multiplicative notation for the groups Zpm and Z∗pm , respectively.
Lemma 6.1. The set T can be divided into two parts T1 and T2, such that T1 is the
union of some cosets of H1; and T2 = T2 · t for each t ∈ G(T ).
Proof. Observe first that
∑
x∈H1+a χt (x) = 0 for each t ∈ Z∗pm . Thus the eigen-
value of the digraph (Zpm, T \(H1 + a)) corresponding to χt is equal to λt .
Define T2 to be the largest part of T that contains no coset of H1, and let λ′a
denote the eigenvalue of (Zpm, T2), which corresponds to χa . Also, it follows
G(T ) = G(T2). In order to complete the proof it has to be shown that T2 · t = T2
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and fix some t ∈ G(T ). Since t is prime to p,
h(X) = g(X)− g(Xt ) =
pm−1−1∑
i=0
(bi·t − bi)Xi·t (where Xpm = 1).
Then λ1 = λt gives h(ω) = 0, and by Lemma 2.3 bi·t − bi is a constant for each
i ∈ H1 + x, x is a fixed element of Zpm .
By way of contradiction assume that there exists some a ∈ T2, such that a · t /∈ T2,
then by the previous observation ba′·t − ba′ = −1 for each a′ ∈ H1 + a, hence the
coset H1 + a is contained in T2 contradicting the construction of T2. 
We now turn to the case that λ1 = λt for some t with gcd(t, pm) > 1. We start by
a simple consequence of Proposition 2.3.
Corollary 6.2. If λ1 is a rational number, then λ1 = 0 or −1. Furthermore, λ1 =
0(−1) if and only if T ∩H1 = ∅(H1\{0}), and T\H1 is the union of some cosets
of H1.









Then g(ω) = 0 and Proposition 2.3 can be applied. The assertion with respect to
T \H1 is obvious. Regarding T ∩H1 we have bi = −c for each i ∈ (H1\{0}). Also,
c = 0 or −1, and correspondingly T ∩H1 = ∅ or H1\{0} respectively. 
Lemma 6.3. If λ1 = λt and p divides t, then T \H1 is the union of cosets of H1,

















and let 1 < ps = gcd(pm, t). Denote ϕt the homomorphism x → x · t from Zpm
onto Hm−s . Then
tx = |{ϕ−1t (x) ∩ T }|. (6)
λ1 = λt is the same as∑pm−1i=0 (ti − bi)ωi = 0, and Proposition 2.3 gives
If x ≡ y(modpm−1), then (tx − bx) = (ty − by). (7)
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If s = m, then T = ∅ follows easily. Assume that 1  s < m. We are going to de-
rive by induction that T \Hm−s−l is the union of some cosets of H1 for all 0  l 
m− s − 1. Particulary, this will give for l = m− s − 1 that T \H1 is the union of
some cosets of H1.
Since tx = 0 for all x with gcd(x, pm) < ps , T \Hm−s is the union of cosets
of H1 by (7). In other words the assertion is true for l = 0. Assume next that s <
m− 1, and that the assertion holds for 0  l < m− s − 1. Choose some x0 ∈
Hm−s−l\Hm−s−l−1. Then
ϕ−1t (x0) ⊂ Hm−l\Hm−l−1 ⊆ Zpm\Hm−l−1 ⊆ Zpm\Hm−s−l .
By the inductional hypothesis T \Hm−s−l is the union of cosets of H1, hence so is
ϕ−1t (x0) ∩ T . This gives in (6) that p divides tx0 . Apply this in (7). It follows that
p divides bx − by for any x, y ∈ Hm−s−l\Hm−s−l−1 that satisfy x ≡ y(modpm−1).
This implies that (Hm−s−l\Hm−s−l−1) ∩ T also consists of some cosets of H1, that
is the assertion follows for l + 1.
It remains to consider T ∩H1. Since ϕ−1t (x) ∩H1 = ∅ for each x ∈ H1\{0}, (6)
implies that tx can be divided by p. This shows in (7) that bx takes the same value
for all such x, which gives the two possibilities for T ∩H1. 
Lemma 6.4. Suppose that λ1 = λp = · · · = λpk for some 1  k  m− 1 (1 < m).
Then T \Hk+1 is the union of cosets of Hk+1, and T ∩Hk+1 = ∅ or HK+1\{0}.
Furthermore, if k < m− 1 and λ1 /= λpk+1 , then pk+1 divides t for all t that satisfy
λt = λpk+1 .
Proof. For the first part of the lemma we use an inductional argument on k. Assume
at first that k = 1. By Lemma 6.3 T \H1 =⋃x∈T ′(H1 + x) for some T ′ ⊂ Zpm−1 ,
and either T ∩H1 = ∅, or T ∩H1 = H1\{0}. We consider only the case T ∩H1 =
∅, otherwise an analogous argument can be used. Recall that /η1 = (Zpm−1 , T ′)
(cf. Section 2.5). Let λ′u denote the eigenvalues of /η1, u ∈ Zpm−1 . Then













Apply Corollary 6.2 to /η1 to conclude that T ′ is the union of some cosets of H1.
By the construction it follows that T is the union of some cosets of H2 as required.
Assume next that k > 1. Copying the previous argument gives the assertion by
the inductional hypothesis on /η1.
To show the second part of the lemma proceed by way of contradiction. Assume
that λt = λpk+1 with t = ups , ps  pk and gcd(u, pm) = 1. Then λ1 = λps , hence
u(λ1) = u(λps ), that is λu = λt = λpk+1 . Because of Lemma 6.3 λ1 = 0 or −1, thus
it follows by Corollary 6.2 that λ1 = λu. Also, λ1 = λpk+1 , a contradiction. 
We conclude this section by proving Lemma 3.1.
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The Proof of Lemma 3.1. Let = (Zpm, T ) be a noncomplete and nonempty de-
composable circulant digraphs, and denote λi the eigenvalues of , i ∈ Zpm . It fol-
lows that λ1 = · · · = λpk /= λpk+1 for some 0  k < m− 1 (1 < m).
If k > 0, then Lemma 6.4 gives  = /ηk+1[′], where ′ = Kpk+1 or Kpk+1 ,
and it follows that ηk+1 is an imprimitivity system of Aut(). (By Kn we denote
the complete graph with n vertices.) These together imply (3) in Lemma 3.1 with
s = k + 1.
If k = 0, then η1 is an imprimitivity system. Now if  = /η1[(1)], then Lemma
3.1 follows with s = 1. Otherwise observe that 1/η1 is a nonempty decompos-
able circulant digraph. If it is also noncomplete, then the proof can be completed
by applying an inductional argument on m.
Finally, if /η1 is complete, then there exists some 1 < r  m− 1 such that
(Zpm\Hr) ⊂ T and 0 < |T ∩ (Hr\Hr−1)| < pr − pr−1. These imply that  =
Kpm−r [(r)], and because of this Lemma 3.1 follows with s = r . 
7. Main reduction theorem
In this section we study those  = (Zpm, T ), p an odd prime, such that both 
and  are connected (or equivalently 0 < |T ∩ Z∗pm | < (p − 1)pm−1). We are going
to show that in this case it is possible to give a suitable integer 1  s  m− 1 such
that ηs is an imprimitivity system of Aut(), and Aut()ηs can be well described.
The determination of s for a given  comes from an immediate observation on the
structure of T . We start with a particular case.
Proposition 7.1. Let  = (Zpm, T ), and let T ∗ = T ∩ Z∗pm. If 0 < |T ∗| <
(p− 1)pm−1 and T ∗ is not the union of some cosets ofH1, then Aut()= Aff(pm, f )
for some divisor f of p − 1.
Proof. Fix some F ∈ Aut◦(). Let Wpm be used to denote the subgroup of Z∗pm of
order p − 1. We need to show that F is equal to the mapping x → x · t for some
t ∈ Wpm . If m = 1, then the assertion is true by Theorem 2.4, hence assume m > 1.
In fact we are going to show that fˆ (x) vanishes in all but some x = t ∈ Wpn for
f (x) = χ1(F (x)). This will then imply the required form of F . The argument is
divided into more stages.
Observe first thatλ1 = λt can hold only for t ∈ Z∗pm , see Lemma 6.3. ThusG(T ) ={t ∈ Zpm : λ1 = λt }. Let T1 and T2 be a partition of T according to Lemma 6.1,
and define T ′ = T2 ∩ Z∗pn .
(a) t is unique modulo p for each t ∈ G(T ).
It is clear by Lemma 6.1 that T ′ is the nonempty union of some cosets of G(T ),
and T ′ cannot be the union of cosets of H1. Denote σi the canonical homomor-
phism of Zpm onto Zpi , that is σi : x → x′ ∈ Zpi , where x ≡ x′(modpi). σi is also a
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homomorphism from Z∗pm onto Z∗pi with Ker(σi) = {xpi + 1: x ∈ Zpm−i }. Note that
(a) can be equivalently expressed as σ1 acts injectively on G(T ). This is provided
by the fact that G(T ) has a trivial intersection with Ker(σ1), because that |G(T )|
is prime to p, or equivalently G(T )  Wpm . For otherwise, by the fact that Z∗pn is
cyclic, G(T ) would contain Ker(σm−1) = {ipm−1 + 1: i ∈ Zp}, hence G(T ) would
be the union of cosets of H1, and also would be T ′, a contradiction.
The next observation is that λp /= λt for any t ∈ Z∗pm . For otherwise λ1 = λu
would follow for some u with gcd(u, p) > 1, which would imply a contradiction
by Lemma 6.3. Also, η1 is an imprimitivity system of Aut(). Therefore, there are
permutations ψ ∈ Sym(Zpm−1) and φx ∈ Sym(Zp), x ∈ Zpm−1 , which uniquely de-
termine F . Actualize the denotations given in Proposition 5.4, now we have s =
m− 1. Let f (x) = χ1(F (x)) and fx = µ1(φx(i)), x ∈ Zpm−1 .




holds for all x, y ∈ Zpm−1 , where b is the unique element of Zpm−1 such that a +
bp ∈ G(T ).
Because of Proposition 5.4





Regarding this equation with the values fˆψ(x)(a) as indeterminants for a fixed a one
obtains a system of equations by leting b run over Zpm−1 . The matrix M of this sys-
tem of equations is then given as M(b, x) = ωψ(x)−xt . If one puts Gx = ωψ(x)−ax
and ξ = ωp, then M(b, x) = Gxξ−bx . This shows that det(M) /= 0. For short write
the above system of equations as
M · x = f  , (9)
x = (fˆψ(0)(a), . . . , fˆψ(pm−1−1)(a))
and
f = (fˆ (a), fˆ (a + p), . . . , fˆ (a + (pm−1 − 1)p)).
To derive (b) one needs to study (9) carefully. If a was chosen in such a way, that
a !≡ t (modp) for any t ∈ G(T ), then λ1 /= λa+xp for all x ∈ Zpm−1 by the definition
of G(T ). In this case Lemma 5.3(i) gives fˆ (a + xp) = 0 for all x. Also, f = 0, and
(9) has trivial solution by det(M) /= 0. It follows that fˆx(a) = 0 for all x.
Assume next that a ≡ t (modp) for some t ∈ G(T ). Because of (a) λ1 = λa+tp
holds only for a unique t = b ∈ Zpm−1 . By Lemma 5.3(i) this implies that f has 0
in all but at most the b-th entry. This implies that for f /= 0 the solution x of (9)
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can be determined as cvb with some appropriate complex number c, c /= 0, where in















This gives fˆψ(x)(a)/fˆψ(y)(a) = Gy/Gxξb(x−y), which provides the required equa-
tion (8).
(c) There exists a unique a0 ∈ Zp such that fˆx(a) = 0 for all x and for all a /= a0.
Assume that a ∈ Zp is chosen in such a way that fˆψ(0)(a) /= 0. Then fˆψ(x)(a) /=
0 for all x by (c), and (8) gives
fˆψ(x)(a)/fˆψ(y)(a) = ωψ(y)−ψ(x)−(y−x)(a+bp)
for all x, y. Since fˆψ(x)(a) ∈ Qp for all x, ωψ(y)−ψ(x)−(y−x)(a+bp) ∈ Qp. This im-
plies that the exponent must be equal to 0 modulo pm−1, see Proposition 2.2. Also,
ψ(y)− ψ(x) ≡ (y − x)(a + bp)(modpm−1) for all x, y. This implies that ψ(y)−
ψ(x) ≡ (y − x)a(modp) for all x, y, hence a is indeed uniquely determined.
(d) F is equal to x → x · t , t ∈ G(T ).
We are going to determine F by calculating all coefficients fˆ (z). By (c) fˆx(a) =
0 for all x, if a /= a0. Thus (9) implies that fˆ (z) = 0 whenever z !≡ a0(modp).
Let b0 be the unique element for which t = a0p + b0 ∈ G(T ). If z ≡ a0(modp)
and z /= a0p + b0, then by (b) λ1 /= λz, hence fˆ (z) = 0 by Lemma 5.3(i).
Also, we can summarize the previous observations as fˆ (z) = 0 for all z /= t . It
follows from (4) that f = cχt , where in addition c = 1 follows by the assumption
F(0) = 0. This means ωF(x) = ωxt , that is ωF(x)−tx = 1. Equivalently, F(x)− t ·
x = 0 for all x. By this the proof of the proposition is completed. 
Theorem 7.2 (Reduction theorem). Let  = (Zpm, T ), m > 1 and let T ∗ = T ∩
Z∗pm. If 0 < |T ∗| < (p − 1)pm−1 and T ∗ is the union of some cosets of Hs and not
the union of cosets of Hs+1 for some 0  s  m− 1, then ηs is an imprimitivity
system of Aut(), and Aut()ηs=Aff(pm−s , f ) for some divisor f of p − 1.
Proof. We are going to use an inductional argument on s. For s = 0 the assertion is
true by Proposition 7.1, hence assume that s > 0. It suffices to prove that Aut◦()ηs
is isomorphic to subgroup of Z∗
pm−s whose order f is a divisor of p − 1.
Since 0 < |T ∗| < (p − 1)pm−1,  cannot be the empty neither the complete
graph, hence λ1 = . . . = λpk−1 /= λpk holds for some 1  k  m. We are going to
show next that s  k. Since s  1 is assumed, only the case k > 1 have to be con-
sidered. In this case Lemma 6.4 gives T \Hk is the union of cosets of Hk , and s  k
becomes clear.
Because of Lemma 6.4 pk divides t for all t that satisfy λt = λpk . Thus Lemma
5.3(iii) implies that ηk is an imprimitivity system of Aut(). Also, F ∈ Aut◦() can
be expressed as
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F : (x + ypm−k) → (ψ(x)+ φψ(x)(y)pm−k)
with suitable permutations ψ ∈ Sym(Zpm−k ) and φi ∈ Sym(Zpk ), i ∈ Zpm−k . Note
that ψ ∈ Aut◦(/ηk), and in addition that the inductional hypothesis can be applied
to /ηk . This gives that the action of ψ can be written as ψ : x → ψ(x) = t · i +
j ′pm−s for x = i + jpm−k−(s−k) = i + jpm−s with a suitable t ∈ Z∗
pm−s . Since s 
k, substitute this for ψ(x) in the above expression of F to conclude the required
property of Aut◦()ηs . 
Corollary 7.3. Let  = (Zpm, T ), m > 1 and let T ∗ = T ∩ Z∗pm. If 0 < |T ∗| <
(p − 1)pm−1 and T ∗ is the union of some cosets of Hs and not the union of cosets
of Hs+1 for some 0  s  m− 1. Then ηr is an imprimitivity system of Aut() for
each s  r  m− 1, and Aut()ηr ∼=Aff(pm−r , f ) for some divisor f of p − 1.
8. Applications
In this section we are going to apply the results of the previous sections to the
characterization problem of Aut(Zpm, T ), p an odd prime. If at least one of  and
 is not connected, then the problem to determine Aut() can be reduced to the
determination of the the automorphism group of its connected components. Thus we
consider the case that both  and  are connected. In this case Theorem 7.2 implies
the following recursive formula for Aut().
Theorem 8.1 (An implicit characterization). Let  = (Zpm, T ), p an odd prime,
m > 1, and that both  and  are connected. Then Aut() is equal to either
(1) Aff(pm, f ) for some divisor f of p − 1; or
(2) Aff(pm−s , f ) Sym(Zps ) for some 1  s  m− 1, and some divisor f of p − 1;
or
(3) there exist suitable 1  s, r  m− 1 and some divisor f of p − 1 such that
Aut() = (Aff(pm−s , f )  Sym(Zps ) ) ∩ (Sym(Zpm−r )  Aut((r)) ). (10)
Proof. Denote s the integer 0  s  m− 1 such that T ∩ Z∗pm is the union of some
cosets of Hs , but not the union of some cosets of Hs+1. If s = 0, then Proposition
7.1 gives (1).
Because of Corollary 7.3 Aut◦() fixes Hm−1. Thus the action of Aut◦() can be
regarded separately on the subgraphs1 = (Zpm,Z∗pm ∩ T ) and2 = (Zpm, T ∩
Hm−1). Equivalently, Aut◦() = Aut◦(1) ∩ Aut◦(2), and from this
Aut() = Aut(1) ∩ Aut(2).
The proof will be completed by determining both groups Aut(i ). Observe that
1 is decomposable such that Aut(1/ηs) = Aff(pm−s , f ) for some divisor f of
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p − 1. This explains Aut(1) = Aff(pm−s , f )  Sym(Zps ). Denote r the maximal
integer 1  r  m− 1 such that T ∩ (Hr\Hr−1) /= ∅, if T ∩Hm−1 /= ∅, and let
r = 0 otherwise. If r > 0, then 2 is pm−r disjoint copies of (r), and (3) follows.
If r = 0, then 2 is empty, hence Aut() = Aut(1), and (2) is obtained. 
The problem to elaborate a procedure which gives the automorphism group of
any given circulant digraph was explicitly posed in [9]. Although (10) provides us
in principal such a procedure in the odd prime-power case, the intersection of the
wreath products occuring in (10) does not give in general a satisfactory description
of Aut(). At this point it must be emphasized once more that characterisation of
Klin and Pöschel [13] provides us a list of all possible groups Aut(Zpm, T ) together
with a complete characterization of the corresponding T . Also, the most efficient
way to determine Aut(Zpm, T ) is to find the place on this list where T fits. In the rest
part of the section it will be shown how this list can be derived by our approach in
the cases when m  4.
The casem = 1 is covered by Theorem 2.4. Ifm = 2, then observe that(Zp2 , T )
is either decomposable or it satisfies the conditions of Proposition 7.1. Therefore the
following classification is an immediate consequence of our results.
Theorem 8.2 [12,Theorem 3.4]. Every Aut(Zp2 , T ), p an odd prime, belongs to
one of the following types:
(i) Aut(1)  Aut(2), where 1 and 2 are circulant digraphs on p vertices;
(ii) Sym(Zp2);
(iii) Aff(p2, f ) for some divisor f of p − 1.
Let  = (Zp3 , T ). Because of Lemma 3.1 assume that  is indecompos-
able. Look at the structure of T ∗ = T ∩ Z∗
p3
, and define s to be the integer such
that T ∗ is the union of cosets of Hs , but it is not the union of cosets of Hs+1
(s = 0, 1).
If s = 0, then Proposition 7.1 can be applied, hence assume that s = 1. Note that
in this case T ∩ (H2\H1) /= ∅ and it is not the union of cosets of H1, otherwise 
would be decomposable. Also, Aut((2)) = Aff(p2, f1) by Proposition 7.1.
Because of Theorem 7.2 Aut()η1 ∼= Aff(p2, f2) for a suitable f2. Also, we get a
homomorphism
τ : Aut() → Aff(p2, f2)
by Lemma 2.5. We are going to obtain Aut() in terms of group extension by de-
terming both the image of Aut() under τ and Ker(τ ). According to the first group
it can be checked that the image of Aut() will be isomorphic to Aff(p2, f ), where
f = gcd(f1, f2).
It remains to determine Ker(τ ). Ker(τ ) consists of those automorphisms which
fix all cosets of H1 setwise. Corollary 7.3 shows that Aut()η2 ∼= Aff(p, f1). Also,
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each F ∈ Ker(τ ) can be expressed as F : (i + xp) → (i + φi(x)p) with suitable
φi ∈ Sym(Zp2), i ∈ Zp. Since each φi ∈ Aut((2)), φi(x) = x + bip follows with
some bi ∈ Zp. Clearly the mapping F → (b0, . . . , bp−1) provides an isomorphism
between Ker(τ ) and Zpp. Finally we get Aut() = Zpp • Aff(p2, f ), and by this we
have the the following characterization.
Theorem 8.3 [11,Theorem]. Every Aut(Zp3 , T ), p an odd prime, belongs to one of
the following types:
(i) Aut(1)  Aut(2), where 1 and 2 are circulant digraphs on ps and p3−s
vertices respectively (s = 1, 2);
(ii) Sym(Zp3);
(iii) Aff(p3, f ) or Zpp • Aff(p2, f ), where f is some divisor of p − 1;
As a demonstration we include also the case p4.
Theorem 8.4. Every Aut(Zp4 , T ), p an odd prime, belongs to one of the following
types:
(i) Aut(1)  Aff(2), where 1 and 2 are circulant digraphs on ps and p4−s
vertices resp. (s = 1, 2, 3);
(ii) Sym(Zp4);
(iii) Aff(p4, f ), Zpp • Aff(p3, f ), Zp
2
p • Aff(p3, f ), Zpp2 • Aff(p2, f ), Z
p2
p • (Zpp
• Aff(p2, f )), where f is a divisor of p − 1.
Proof. The proof copies the argument used in the case p3, hence we give only
a sketch. Again, only the groups in type (iii) need to be explained . Suppose that
T ∗ = T ∩ Z∗
p4
is the nonempty union of some cosets of Hs , but it is not the union
of cosets of Hs+1. Three cases must be distinguished according to the value of s. If
s = 0, then the first group in type (iii) follows by Proposition 7.1.
Let s = 1. Here there are two further essential possibilities with respect
to the intersection of T with proper subgroups of Zp4 : T ∩H3\H2 is not the
union of cosets of H1, or otherwise T ∩H2\H1 is not the union of cosets of H1.
The former case implies the second, while later one gives the third group in
(iii).
If s = 2, then there are also two subcases: T ∩ (H3\H2) is not the union of cosets
ofH1, or otherwiseT ∩ (H2\H1) is not the union of cosets ofH1. The former case gives
the fourth group of (iii). Finally, in order to derive the fifth group in (iii) one has to take
care according to which imprimitivity system should be used. This time is more con-
venient to consider the imprimitivity system η1. Note that this is indeed such system,
see Lemma 6.4. Then Aut(/η1) is just the last type in Theorem 8.3, which is the ho-
momorphic image of Aut() under the homomorphims induced by η1. Its kernel can
be then determined as Zp
2
p , and by this the proof is completed. 
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We finally remark that in order to continue the above argument to the cases
pm, m  5, one would need a more sophisticated description with respect to the
nature of the sets T ∩ (Hi\Hi−1), i < m. In fact such a description can be ob-
tained from the results of Pöschel [18] on S-rings. This shows a good chance to
combine the techniques used here with techniques of S-rings theory to attack future
problems.
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