Surveys undergird government statistical systems and social scientific research throughout the world. Rates of nonresponse are rising in cross-sectional surveys (those conducted during a fixed period of time and not repeated). Although this trend worries those concerned with the validity of survey data, there is no necessary relationship between the rate of nonresponse and the degree of bias. A high rate of nonresponse merely creates the potential for bias, but the degree of bias depends on how factors promoting nonresponse are related to variables of interest. Nonresponse can be reduced by offering financial incentives to respondents and by careful design before entering the field, creating a trade-off between cost and potential bias. When bias is suspected, it can be countered by weighting individual cases by the inverse of their response propensity. Response propensities are typically estimated using a logistic regression equation to predict the dichotomous outcome of survey participation as a function of auxiliary variables. The Multi-level Integrated Database Approach employs multiple databases to collect as much information as possible about the target sample during the initial sampling stage and at all possible levels of aggregation to maximize the accuracy of estimated response propensities.
I
n their systematic assessment of the challenge that survey nonresponse poses to social statistics and social research, the authors of articles in this volume have abundantly highlighted the critical importance of surveys to 
Dimensions of the Problem
As brick and Williams note in their contribution, the consensus view among social scientists is that survey nonresponse rates are indeed rising to an alarming extent. As recently as 1979, for example, the Survey of Consumer Attitudes of the university of Michigan boasted a response rate above 70 percent, whereas the current rate is below 40 percent and falling (Curtin, Presser, and Singer 2005) . In the four national surveys examined by brick and Williams, the increase in nonresponse averaged roughly 0.5 percentage points per year since the mid1990s, and this occurred despite greater efforts and more resources aimed at securing cooperation. Nonresponse rates above 30 percent are quite common in major national surveys today, and rates above 60 percent are no longer rare. Although the decline in response rates has occurred for both telephone surveys and face-to-face interviews, the drop appears to be steeper for phone surveys (Atrostic et al. 2001; de Leeuw and de Heer 2002) . Moreover, whatever forces are driving response rates downward, they are not peculiar to the united States. Similar, and in some cases worse, declines in response rates are apparent in europe (de Leeuw and de Heer 2002; Stoop 2005) . It is not clear, however, whether mail surveys are subject to the same trend. The 2010 census had a somewhat higher mail return rate than did the 2000 census, although this may simply reflect the greater use of advertising to encourage mail returns or the fact that all households received a short, rather than a long, form. Whereas mail surveys historically displayed lower response rates than telephone surveys, today they often evince higher response and are increasingly accepted as a viable alternative to phone surveys (Link et al. 2008 ).
The problem of nonresponse appears to be more serious for cross-sectional than longitudinal surveys. In the six panel surveys examined by Schoeni et al. in their article, none displayed consistent declines. In general, response rates either remained stable at high rates or actually increased. This pattern may reflect the fact that longitudinal surveys rely extensively on financial incentives. Schoeni et al. report that even small increases in payments to respondents yield significant improvements in response rates, and most panels have increased the size of their incentives over time. In the Panel Study of Income Dynamics, for example, the reward for participation rose from $20 in 1999 to $60 in 2009, in constant 1999 dollars. Although the length of the survey also increased from 35 to 75 minutes over the same period, the rise in incentives was faster, yielding an increase from 58 cents to 67 cents per minute of interview time. In addition, respondents were offered further incentives for assistance in locating other sample members.
Causes of Nonresponse
Survey researchers classify the reasons for nonresponse into three basic categories: noncontact, meaning that interviewers or screeners were unable to communicate with a targeted respondent; refusals, in which contact is established but the respondent declines to participate in the survey; and a residual "other" category (too infirm, inability to schedule a time, interviewer problems, etc.). Refusals generally constitute the largest category of nonresponse, followed by noncontact, and finally other reasons. Moreover, according to brick and Williams, this ordering has changed little over time, though noncontact may be starting to rise a bit in the united States (Tourangeau 2004) . Nonetheless, when they examined the National Health Interview Survey from 1997 through 2007, they found that 60 to 65 percent of nonresponse was attributable to refusals, 25 to 30 percent to noncontact, and 5 to 10 percent to other reasons. Likewise, on the National Household education Survey the respective shares were 75 to 85 percent, 10 to 20 percent, and 5 to 10 percent. When nonrespondents were asked for the specific reason for declining to participate, the top three explanations were not interested, too busy, and takes too much time. Refusals likely account for the lion's share of nonresponse because most surveys make use of repeated callbacks until contact is achieved.
In terms of specific respondent characteristics that predict nonresponse, Schoeni et al. report that young people, minorities, males, renters, urban residents, single persons, the poor, and people with fewer social ties and attachments tend consistently to display lower probabilities of participation. The likelihood of responding also varies by context, with brick and Williams finding that persons living in areas with greater concentrations of young children, higher crime rates, more family households, and shorter average commuting times generally display higher response rates. In the end, they conclude that the increase in nonresponse is driven by powerful generational changes, as younger cohorts increasingly display characteristics associated with low response likelihoods and are less comfortable with communication channels favored by survey researchers-telephone surveys and face-to-face interviews-than with emerging Internet and social networking technologies.
effects of Nonresponse
Whatever its causes, whether nonresponse biases sample estimates depends not only on the response rate itself but also how different respondents are from nonrespondents. When the rate of nonresponse is low, the second factor is largely irrelevant. And even if differences between respondents and nonrespondents are great, if very few fail to respond, their absence from the sample will have little effect on estimates. As the rate of nonresponse rises, however, the potential for bias increases, and differences between those who do and do not respond become increasingly relevant in determining the degree and nature of any bias.
Historically, researchers have mostly relied on the size of the response rate itself as a rough gauge of the risk of bias, to the point where many scientific journals and statistical agencies required the reporting of response rates and sometimes specified a minimum acceptable value. More recently, however, a statistical formula derived by bethlehem (2002) revealed that there is no necessary relationship between response rate and degree of bias. Consistent with this theoretical insight, in his article for this volume Peytchev reports that a meta-analysis of studies done 228 THe ANNALS OF THe AMeRICAN ACADeMy on nonresponse bias yields scatterplots that show virtually no relationship between response rates and degree of bias across studies. As Olson explains in her contribution, the bethlehem formula reveals that bias is inversely related to the response rate (the higher the response rate the lower the bias) but directly related to the covariance or degree of association between the response rate and the survey variable of interest. even if nonresponse is high, no bias will result unless the likelihood of response is somehow related to the variable under consideration (see also Lessler and Kalsbeek 1992) . That correlation is likely to vary from one survey variable to the next, so there will be considerable variation across estimates within the same survey in the level of nonresponse error. In general, such a relationship will exist if the variable is causally related to survey participation or if a third variable is a common cause of both the variable and participation.
The bethlehem equation has several important implications. First, it is impossible to know a priori whether a high rate of nonresponse will produce bias. Second, to the extent that bias results from nonresponse, it will vary from item to item, and in fact, most of the variation in bias is not across surveys but between items within surveys. Last, raising response rates does not guarantee a reduction in bias, and it is even possible to increase the degree of bias by reducing the rate of nonresponse. Given the emphasis historically placed on achieving high response rates, the latter may seem counterintuitive, but in their contribution Singer and ye offer a simple example using financial incentives. They point out that if the incentives affect all sample members equally, they will have no effect on bias; but if they bring into the sample more of those who are already overrepresented, they will increase bias. Only if incentives have the effect of bringing into the sample those who are underrepresented will they have the desired effect of reducing bias and improving the accuracy of estimates.
Drawing on the foregoing insights, investigators have sought to develop better indicators of potential bias that go beyond simple nonresponse rates. In her article, Kreuter describes two such indicators: the R-indicator, which captures imbalances in response propensities between respondents and nonrespondents and measures the similarity between the original sample and the sample respondents, and the FMI (fraction of missing information) indicator, which measures uncertainty about values imputed for nonresponding cases. both of these indicators require auxiliary information on both the respondents and nonrespondents from outside the survey. To assess bias, therefore, one needs additional information from sources such as sampling frames, contact forms, process logs, interviewer observations, administrative files, or geocoded data files.
Limiting Nonresponse
The most effective way of minimizing bias is to maximize the response rate to a survey through improvements in design and implementation. As Schoeni and his colleagues point out in their article, these improvements begin before any contact with respondents is attempted by making sure that address lists are accurate and up to date using the u.S. Postal Service's National Change-of-Address System and, for federal surveys at least, relying on the Census bureau's Master Address File. In panel surveys, mailings sent to all respondents should include a prepaid postcard with a request for address verification and correction. Special respondent websites are increasingly being used to share information of value to survey participants, maintain their interest, and permit online updating of contact information.
Schoeni et al. report on strategies that have proved effective in boosting participation during fieldwork itself. The most important is establishing contact with targeted respondents prior to attempting the survey, normally through a letter or email that, to the extent possible, is tailored to the interests and circumstances of the respondent, explaining why the survey is of interest or relevance to that person or addressing the stated reasons for an earlier refusal. Most surveys require interviewers to attempt repeated callbacks before giving up on a targeted respondent. In panel studies, interviewers also collect names and contact information of friends and relatives of the respondent, people he or she is likely to stay in contact with over time. Many surveys increasingly employ directory assistance and other online databases to update address lists and refresh the sampling frame. In her article, Kreuter advocates the use of management techniques developed in the quality control literature-such as flow diagrams, scatterplots, Pareto charts, and control charts-to achieve greater efficiency and higher rates of participation.
Researchers can also take steps to maximize response in the design of the questionnaire itself. In general, anything that can be done to reduce the burden on respondents can be expected to improve participation. In addition to the obvious strategy of limiting the number of questions asked, whenever possible investigators should make use of administrative data to fill in certain variable fields prior to the interview and offer respondents a choice of survey mode-telephone interview, personal interview, online survey, or mail survey. The number of items on a survey can also be limited through the use of "matrix" sampling whereby different sets of questions are created and administered to random subsets of respondents so that information is gathered on a larger number of items than would be included in any single respondent's survey. In the absence of selfreported information, proxy reports by knowledgeable others may also be used. In panel studies, the burden may be reduced by reducing the frequency of interviews by spacing out the survey waves. Panel studies also offer the opportunity to attempt reinterviews with respondents who dropped out of earlier waves.
As a result of increased efforts to minimize nonresponse, survey costs have risen even as response rates have fallen. For example, the cost per household of the decennial census rose from about $77 in 2000 to about $111 in 2010; given that these figures are in constant dollars, they represent a cost increase of nearly 50 percent. The Census bureau does not pay respondents, of course, since participation in the census is required by law. Other surveys, however, increasingly rely on financial incentives to induce participation; and in their contribution Singer and ye draw on the leverage-salience theory of respondent decisionmaking to argue that payments are indeed quite useful in recruiting into the sample people who otherwise would not be motivated to respond, in particular those who have little interest in the topic, those who lack altruistic motives for responding, and those with alternative obligations and competing uses for their time.
Their careful review of the literature clearly indicates that incentives increase response rates across all modes of implementation (telephone, face-to-face, mail, and Internet), that monetary incentives work better than gifts to promote participation, and that prepaid incentives increase the likelihood of participation more than promised incentives or lotteries. However, there is no good evidence about how large an incentive should be, only that as payments rise the effect on response rates declines. Although studies are limited, they generally indicate that incentives have few effects on the quality of responses or the composition of the sample.
In sum, it is clear that response rates can be increased by spending more money, either indirectly by improving the design and implementation of the survey or directly by incentivizing respondents with monetary payments. In this sense, the issue of nonresponse sometimes boils down to a trade-off between cost and bias and ultimately depends on how much researchers are willing or able to spend to minimize the potential for bias inherent in a high rate of nonresponse. Striking this balance is a guessing game, however, for, absent auxiliary information, it is impossible to know the degree to which nonresponse will, in fact, bias estimates of means, variances, covariances, or other parameters such as regression coefficients. While access to such additional information allows an assessment of potential bias, the assessment must be carried out on an item-by-item basis. Moreover, auxiliary data also open up the possibility of adjusting sample estimates to correct for nonresponse bias, which may be a less expensive alternative than boosting response rates.
Adjusting for Nonresponse
The simplest and most common means of adjusting for bias created by nonresponse is to weight individual cases by the inverse of the response propensitythat is, the likelihood of survey participation. In this way, cases from subgroups that are less likely to be included in the sample are given relatively more weight in computing the estimated parameter, and the inverse of the response propensity is known as the response propensity weight. The response propensity for any sampled element depends on its characteristics, which of course are not observed for nonrespondents. Therefore, response propensities must be estimated, typically using a logistic regression equation to predict the dichotomous outcome of survey participation as a function of auxiliary variables. In her contribution here, Olson lists the characteristics of the ideal auxiliary variables for use in estimating response propensities: nonmissing values are available for respondents and nonrespondents, values are measured completely and without error for all cases, and the variables are strongly associated with survey variables of interest as well as the response propensity. even when such data are available, adjustment is always complicated by the fact that investigators typically have many variables of interest, each of which may be biased to a different degree (or not at all) by nonresponse, and by the fact that both item and unit nonresponse are relevant.
In his appraisal of the suitability of administrative data for nonresponse adjustment, Czajka notes that several sources provide excellent coverage of the u.S. population: the IRS, the Social Security Administration (SSA), and files compiled by the Census bureau. The coverage rate for tax return files and associated information documents (e.g., W-2s and 1099 Forms) from the IRS are estimated at 95 to 96 percent, while the SSA's application files provide basic data on age, race, gender, and Hispanic origin. The Census bureau's Statistical Administrative Records System seeks to create a census-style database from a variety of federal administration systems, including the SSA and the IRS files as well as data from Medicare, the Department of Housing and urban Development, the Selective Service System, and the Indian Health Service.
The most important limitation on the potential use of these administrative systems as data for nonresponse adjustment is legal: federal legislation prohibits the public release of the data (Title 13 of the u.S. Code for the Census bureau and Title 26 for the IRS). Thus, they are available only for adjustment of data collected by the federal government and can only be done in-house by the Census bureau or some other authorized agency. even then, files from the IRS, the SSA, and the Census bureau have weaknesses; coverage is not perfect, as 4 to 5 percent are typically missing; administrative data contain significant measurement error, especially on items that are not central to the agency's mission; and information is generally not available in a timely fashion but at a lag (e.g., tax returns are filed only once a year).
Given restricted access to federal administrative data, survey researchers have turned to the Multi-level Integrated Database Approach (MIDA). As Smith and Kim explain in their article, MIDA employs multiple databases to collect as much information as possible about the target sample during the initial sampling stage at all levels of aggregation: individual, household, block, tract, zip code, county, and even state. The first step is to extract all publicly available information at several levels of aggregation and link it to units on the sampling frame. The Census bureau, for example, routinely releases public use data on block groups, census tracts, counties, and states. The second step is to enhance the resulting file by linking units on the sampling frame to other available sources of data, such as phone directories, credit reports, property records, and voter registration lists as well as information from private vendors such as the Claritas Corporation. The third step is to use the combined information from steps one and two to make matches to units that were not possible with information from a single source. For example, a number from a telephone directory can lead to households in databases where a simple address did not enable a match.
The final step is to process, clean, and update the now large amount of paradata on each case and to make the resulting file available routinely to all survey users. If MIDA were to become the norm in the survey research industry, it 232 THe ANNALS OF THe AMeRICAN ACADeMy might produce multiple benefits. It would, of course, facilitate measurement and adjustment for nonresponse. Having access to comprehensive multilevel data would enable researchers to test representativeness of the respondents across a wide range of variables and facilitate the specification of models to estimate response propensities for use in weighting whenever bias is detected. As Smith and Kim point out, MIDA would also make data collection more efficient and effective, improve interview validation, facilitate the use of GIS technology, and create a much richer database for substantive analysis. The principal concern is the confidentiality of respondents, which would need to be assured through protocols similar to those currently used for the release of geocoded datasets such as the Panel Study of Income Dynamics or the Adolescent Health Survey. An additional worry is the accuracy of the data, which may be inaccurate at its source or simply not characterize the sample person because the data are so highly aggregated. It is important to question whether MIDA or auxiliary data more generally will prove to be valuable tools in countering the effects of survey nonresponse.
best Practices for Managing Nonresponse
When all is said and done, the good news is that methodological studies generally show that even relatively large changes in response rates do not have much effect on final sample estimates (Keeter et al. 2006 (Keeter et al. , 2000 , again demonstrating that nonresponse bias does not depend in any simple way on the nonresponse rate. Despite declining response rates in telephone surveys, election polls still seem to yield accurate predictions of the outcomes of elections. As Schoeni et al. report in their contribution, even cumulative nonresponse across waves of the Panel Study of Income Dynamics failed to have a significant effect on estimates of income, health, consumer spending, or wealth. Although nonresponse biases can at times be large, their magnitude does not vary closely with nonresponse rates (Groves and Peytcheva 2008; Tourangeau, Groves, and Redline 2010) .
Still, almost all we know about nonresponse bias involves bias in means and proportions; and while response rates may be flawed as measures of nonresponse bias, they are still widely seen as important indicators of overall survey quality. In addition, high response rates impose an upper bound on the possible impact of nonresponse, most clearly for estimated means and proportions. Thus, for the foreseeable future, survey researchers are likely to use various techniques to boost response rates (or at least stem their decline). The proven methods for increasing response rates include -sending sample members an advance letter describing the purpose of the survey and explaining why it is important, -making multiple callbacks or other follow-up efforts to contact sample members, -carrying out persuasion ("refusal conversion" in the parlance of survey research) attempts with reluctant members of the sample, and -offering small prepaid incentives to encourage participation.
The effectiveness of most of these methods has been clear for at least 30 years (Heberlein and baumgartner 1978) , and recent evidence indicates that they continue to work. Financial incentives continue to be effective, especially prepaid cash incentives, for both mail and interviewer-mediated surveys. Advance letters are likely to be an increasingly important tool for survey researchers as it becomes harder to reach people by telephone or by knocking on doors. Attrition rates in longitudinal surveys do not seem to have dropped in the same way as response rates to cross-sectional surveys for this reason. Panel surveys can and often do deploy an extensive set of tools for minimizing attrition over the life of a panel; and to date, these efforts often seem encouragingly successful.
An additional tactic used in many surveys involves offering sample members more than one method to respond. Some surveys offer respondents a choice of methods for completing the survey from the outset. Sample members may, for example, be given the option of completing a mail questionnaire or of responding to the survey online. Other surveys use a sequence of modes, beginning with the mail, say, and then following up with mail nonrespondents via telephone or faceto-face contacts. The American Community Survey (ACS) follows this sequential strategy, starting with mail and ending with face-to-face interviews.
Advance letters, multiple callbacks, refusal conversion, incentives, and multiple modes of data collection are all attempts to raise response rates. Other methods for coping with nonresponse represent attempts to reduce nonresponse bias. One method that has been used (although infrequently) for several decades is two-phase sampling. With a two-phase sample, a subsample of the initial cases is selected during the field period, and only those selected for the subsample are retained for further follow-up efforts. The subsampling allows a greater concentration of effort and resources on the remaining sample members; they may be offered larger incentives than the initial sample was, approached by more persuasive interviewers, asked to complete a shorter questionnaire, or approached with some combination of these enticements to get them to respond.
Depending on how effective these second-phase efforts are, the researchers may estimate the level of bias using the data from the respondents to the second phase effort (comparing the first phase respondents with the second phase respondents), or they may just combine the data collected during the two phases (giving greater weight to the second phase respondents to compensate for the additional stage of sampling that these cases underwent). The ACS uses a twophase sampling strategy, selecting only one in three of the remaining nonrespondents for the final face-to-face follow-up efforts.
As noted earlier, nonresponse introduces bias into means and proportions only when the response propensities of the sample members are related to their values on survey variables. A consequence of this fact is that, if everyone has the same response propensities, there cannot be any relation between the response propensities and the survey variables, and bias is no longer an issue. When the overall response propensities are equal, nonresponse simply functions as an extra stage of random sampling. Thus, one goal of the field effort is (or should be) to equalize response propensities across the sample members. Two-phase sampling is one means of accomplishing this (or at least of reducing the variability in response propensities). The change in protocol during the second phase of the field period raises the response propensities among the initial nonrespondents selected for further follow up; these initial nonrespondents presumably had low response propensities during the first phase of data collection.
"Responsive design" (Groves and Heeringa 2006 ) is a more general strategy for retooling the field effort to raise the response propensities among those with low initial propensities. Survey field managers have long attempted to tailor the approach taken with specific members of the sample to reduce the chances that they would become nonrespondents. Responsive design attempts to use paradata (process data on the prior attempts to complete the interview) in place of field manager judgment to tailor the follow-up efforts to specific cases, with the goal of reducing variation across individual cases or subgroups in overall response propensities. Furthermore, response propensities estimated through statistical models can be used in place of interviewer judgment to direct how much effort a given case receives.
After the data have been collected, many surveys adjust the weights for the respondents to compensate for any remaining differences in response propensities across the responding cases. Various weighting schemes can be used (for example, cell-based weighting adjustments or adjustments based on logistic regression models), but almost all of them are based on the principle of increasing the weight given to a respondent by the inverse of his or her estimated response propensity (Kalton and Flores-Cervantes 2003) . Such nonresponse adjustments can reduce nonresponse bias, but, as Little and Vartivarian (2005) demonstrate, they do not always work; the adjustments can also increase the variance in survey estimates. Still, most survey researchers regard weighting adjustments as a useful, even essential, step to take in addressing nonresponse.
All these tactics aim either to prevent nonresponse bias by increasing the response rates (or equalizing the response propensities) or to reduce the effects of nonresponse on the estimates by adjusting the case weights. As a final move, researchers may attempt to estimate the level of nonresponse bias that remains. The usual strategies are to compare the respondents and nonrespondents using frame data or data from administrative records; in addition, in some surveys, there are data from preliminary screening interviews that can be used to compare respondents and nonrespondents (Groves and Peytcheva 2008) . A final option is to compare the characteristics of the respondents to some external population benchmark, such as figures from the ACS. Clearly, these efforts are useful whenever nonresponse bias is a threat to a survey's conclusions.
Conclusion
Perhaps the greatest threat to the future of survey data is ultimately the lack of public recognition for the importance of statistical and scientific surveys in the world today. In our introduction to this volume, we suggested that it might be time for an industry-wide effort to improve the image of survey research and to differentiate legitimate social scientific surveys from the onslaught of unwanted solicitations that masquerade as surveys. This could be achieved through a comprehensive advertising, education, and outreach campaign aimed at the general public through the mass media and sponsored by survey research firms, legitimate polling agencies, and the federal government.
Protecting the integrity of survey research also requires better efforts to educate our political leaders. We appear to be in the midst of a remarkable wave of antiscientific, anti-intellectual sentiment in the united States, one in which data, statistics, and the instruments that produce them are viewed with suspicion and sometimes outright hostility in many quarters of government and the public. The most recent manifestations of such unproductive sentiments were proposals by some members of Congress to repeal mandatory participation in the ACS, the instrument that has replaced the old long form of the decennial census, and the introduction of an amendment (H.R. 5326) to prohibit the use of federal funds to conduct the ACS altogether, both actions that would cripple the federal statistical system. Somehow our public leaders must be better educated to appreciate and understand the critical importance of social surveys in contemporary society, not only because they provide basic information to inform citizen voters in a democratic society but also because they generate key inputs needed by American businesses to compete effectively in a global, knowledge-based economy and because they give policy-makers the facts they need to make competent, evidence-based decisions. We offer this volume as a first step in a broader and more concerted effort to educate policy-makers and the public about the key importance of social surveys to the healthy functioning of postindustrial society.
Note
