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thickness ratio of Γ = 0.25 , N = 800, σ(Si) = 0 Å, and σ(Si/W) = 0 Å. 37
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CHAPTER 1

INTRODUCTION

X-ray astronomy was first developed in the early 1960’s with the aid of relatively primitive instruments using a simple detector to collect incident X-ray photons.
This incident radiation included not only source X-ray emissions but also background
radiation that nearly drowned out the object of observation, limiting observations
to the brightest sources. Another method of imaging X-rays was paramount to the
development of this field of study. In 1978, NASA launched Einstein, the first fully
imaging space-borne X-ray telescope. Einstein achieved a resolution of several arcseconds and a sensitivity 1,000 times greater than that provided by previous X-ray
missions with the use of grazing incidence X-ray optics [1]. Unlike visible radiation
imaging mirrors, grazing incidence optics are specialized mirrors formed to collect
high-energy radiation at very shallow grazing angles. They are characterized by precise figures (see Wolter type I geometry) and thin-film coatings to produce a highly
focused X-ray image and increase reflectivity of incident radiation respectively. Such
a configuration increases the signal to noise ratio by focusing the signal, but not the
background, thereby producing much higher sensitivity and precise angular resolution.
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Grazing incidence X-ray optics are widely used in modern astrophysics and
astronomy to uncover the mysteries of our universe. NASAs Chandra X-ray Observatory reached its status of one of NASA’s ”Greatest Observatories” [2] with the
unparalleled performance of such optics. Chandra operates at an energy range of
approximately 0.8 − 10 keV which is considered standard for X-ray emission. With
its single layer iridium coated grazing incidence optics, Chandra performs optimally
within this energy range. Well known X-ray sources such as the black hole at SgrA*
as well as the Crab nebula have been successfully imaged and continue to be studied
today in the low X-ray energy range. However, soft X-ray photons are not the only
emission products of these sources. X-ray radiation at energies beyond Chandra’s optimum range is emitted by many sources throughout the universe and when detected,
can lead to the fulfillment of some of cosmology’s fundamental objectives.
At higher and higher X-ray energies, the grazing angles required to focus such
high energy radiation become incredibly small to the limit where detection is nearly
impossible. One solution to this problem is to replace the single film coating on the
optics with multilayer coatings. Multilayer coatings are a relatively new technology
in the field of hard X-ray astronomy with recent missions such as NuSTAR [3] just
beginning to implement the technique. Multilayers consist of many bilayers, within
which two materials of high and low density are positioned one on top of the other.
This design allows for the reflection of X-ray radiation through the principle of constructive interference as prescribed by the Bragg relation and boosts reflectivity into
the hard X-ray radiation regime. Depending on the materials used in the structure
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as well as the quality of the multilayer, reflection of radiation upwards of 200 keV can
be achieved.
Before the implementation of a multilayer coating on a telescope’s mirror configuration, they must be optimized to ensure the best performance at the desired
energy or energy range. This is achieved by the characterization of the coating with
the use of an X-ray reflectometer system. A reflectometer is used to generate an
X-ray reflectivity (XRR) measurement, which displays the reflectivity, R, of a given
coating as a function of graze angle at a certain energy. From this curve, certain characteristics of the coating can be extracted such as surface and interface roughness as
well as the film’s density. These parameters are analyzed and adjusted to optimize
the performance of a given coating. The XRR measurement and consequently the
reflectometer system is crucial to the successful development of hard X-ray multilayer
coatings.

1.1

Graze Angle Reflection

In X-ray astronomy, detection of electromagnetic radiation in the X-ray region
becomes difficult as the energy of the incident radiation increases. For wavelengths
less than 110 nm, absorption-free materials do not exist, thus making the reflection
of high energy photons extremely difficult [4]. Previous X-ray telescopes have implemented single layers of reflective material on the optics used for low-energy X-rays
(1 keV photons for example). However, as the X-ray energy increases, the penetration
depth also increases, elevating the complexity of optical coatings required. Core and
valence electron excitation energies are within the X-ray range causing most materials
3

to be poor reflectors of high energy radiation [4]. In addition, as the incident radiation nears the X-ray region, the pertinent optical parameters of standard materials
approach unity, resulting in very little reflectance for coatings and minimal optical
contrast between materials. In order to bolster the reflectivity of optics suitable for
use in the hard X-ray region, multiple layers of reflective material must be used.
When an electromagnetic wave is incident upon a sample material surface,
it produces a specular reflected wave and a refracted wave in addition to diffuse
scattered radiation. In the X-ray region of the electromagnetic radiation spectrum,
the complex refractive index of any sample material (not vacuum), n, is nearly 1.
The complex refractive index of an attenuating material is given as:

n = n0 + iβ

(1.1)

where n0 is the real part of the refractive index and β is the imaginary part of the
refractive index, related to the attenuation coefficient. In X-ray energies, the complex
refractive index can be written as

n = 1 − δ − iβ

(1.2)

where δ contains information about dispersion within the material. In the context
of X-ray radiation, both δ and β are very small quantities, on the order of 10−4 and
10−8 respectively. Comparing (1.1) to (1.2), the real part of the refractive index can
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be written as
n0 = 1 − δ.

(1.3)

Thus, showing that for X-ray energies, the real refractive index in addition to the
complex refractive index is slightly less than 1 as the quantity δ is very small in this
energy range. This results in the reflection of incident X-ray radiation only at very
shallow grazing angles, as measured from the sample surface. The maximum graze
angle below which X-ray radiation experiences total external reflection is known as
the critical angle, θc . Above this angle, no incident X-rays are reflected. The critical
angle of a certain optical configuration depends on the incident energy such that, as
the incident energy increases, the critical angle decreases. Using Snell’s law, it can
be shown that as a material’s refractive index approaches 1, θc approaches 0◦ . Snell’s
law is normally stated as:
ni sin(θi ) = nt sin(θt )

(1.4)

where ni and nt are the refractive indices of the initial and final materials respectively,
and θi and θt are the incident and refracted angles measured with respect to the surface
normal. For total external X-ray reflection in an ambient vacuum, (1.4) becomes:

sin(θt ) =

sin(θi )
<1
ni
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(1.5)

Rearranging (1.5), the index of refraction of the material, nt , is shown to depend
upon the incident angle θi in the following way:

sin(θi ) < nt

(1.6)

Rewriting the angle of incidence θi in terms of the critical angle θc , Equation (1.6)
becomes
sin(90◦ − θc ) < nt .

(1.7)

Using the trigonometric identity sin( π2 − u) = cos(u), Equation (1.7) is rewritten to
give the dependence of the critical angle, θc , upon the material’s refractive index, nt :

θc < cos−1 (nt )

(1.8)

From (1.8), it is shown that as a material’s refractive index nt approaches unity, the
critical angle approaches 0◦ . Thus, at X-ray energies, where the real refractive index
of any material is nearly 1, total external reflection is only achievable at very small
grazing angles below θc .
Although these relations indicate that reflection of X-rays is achievable down
to graze angles of nearly zero, the practicality of designing optics for such parameters
comes into question. Designing traditional grazing angle optics that have capability
of detecting a large range of energies, including hard X-ray energies, is desirable;
however, this capability comes at a cost. As the graze angle decreases, the reflection
area of the incident radiation also decreases, which can require unrealistic focal lengths
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for the system [5]. It is important to first parameterize such physical limitations when
designing an X-ray reflectance system. Reflective X-ray coatings must be tested to
determine the critical angle below which total reflection is achieved. Beginning with
this initial parameter, the remaining characteristics of an X-ray reflectance system
can be derived.

1.2

Multilayers

For a physically realistic X-ray reflectance system, multilayer coatings on X-ray
optics have been implemented to improve high energy incident radiation detection at
larger graze angles. This reduces the focal length of the imaging system consequently
reducing the overall size of the instrument. Multilayers were first introduced into
the field of X-ray astronomy with the utilization of the following, well-known Bragg
condition:
mλ = 2d sin θ

(1.9)

where m is an integer describing the order of the diffraction event, λ is the wavelength of the incident radiation, d is the spacing between scattering planes, and θ is
the grazing angle. The factor of 2 on the right hand side of (1.9) is present because
a beam that passes into a given layer within a multilayer stack must travel an integral multiple of the wavelength λ further than the beam in the layer above in order
for the condition of constructive addition of the reflected radiation to be met. Each
beam must travel an extra distance of 2d sin(θ) than the beam being reflected in the
layer above it. The Bragg condition stems from the study of coherent diffraction of
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X-rays by a natural crystal. The incident radiation is scattered elastically through
each parallel atomic plane in the crystal lattice where the individual scattering effects
add constructively. The constructive scattering phenomena occurs only at specific
wavelengths and angles for any given crystal structure as dictated by (1.9). The
phenomena of constructive interference as a result of the addition of weak scattering
periodic (atomic) planes became the basis for the development of multilayer stacks
for use in increasing the reflectance of X-ray optics at higher energies. Multilayers
were developed to mimic the crystal structure so that the small reflectance at each
period interface adds constructively to increase the overall reflectivity of an X-ray
mirror. The period limitations inherent in crystal scattering are not an issue with
multilayers in that stacks of multilayer materials may be made with any desirable
period spacing, or d-spacing d. Traditionally, multilayers are made by alternating
a spacer and reflector layer each composed of a different material [4]. The spacer
material is selected because of its characteristically low absorption, whereas the reflector material is selected due to its good optical contrast to the chosen spacer layer
material.
The number of multilayers used depends upon criteria specific to the energies
of interest. The period refers to the two alternating material layers in a multilayer
stack. The period spacing in a multilayer, described by the following equation, is
relatively straightforward to derive as it simply depends on the Bragg condition [4]:

d=

mλ
2 sin(θ)

8

(1.10)

The minimum period spacing is limited by the quality of the boundary between
the two layer materials, specifically the boundary roughness and diffuseness. If the
bilayer thickness is of the same order of magnitude as the layer roughness, σ, then
the reflectance goes to nearly zero. Therefore it is important to choose a material
combination that will create a smooth interface allowing for increased reflectivity. A
good lower bound value for the period is around 10 angstroms, 10 Å. Below this limit,
diffusion between the two layer materials occurs, creating imperfect interfaces. This
results in a reduction of the reflectivity of the coating. However, at and above this
period limit, smooth interfaces are achievable and result in efficient reflectivity for
high energy X-rays. The exact d value that should be selected is dependent upon the
desired energy range that is to be reflected or the desired angle at which the radiation
is incident.
In addition to periodic structures, so called depth graded multilayers are structures in which d depends on the layer index or period number, N . The variability
of d facilitates the reflection of a larger range of X-ray energies. However, for these
a-periodic structures, layer thickness determination cannot be provided by the Bragg
equation.

1.3

Single Layer Reflection

The propagation of electromagnetic waves in a medium (a thin film or multilayer stack for example) can be completely described by Maxwells equations in
matter. These equations give rise to specific boundary conditions for the parallel, k,
and perpendicular, ⊥, components of the fields within an electromagnetic wave. The
9

derivation of these conditions from Maxwells equations can be found in Griffiths [6].
An electromagnetic wave impinging on a planar surface between two dielectric media
with permittivities of i and t , and permeabilities of µi and µt respectively must meet
the following conditions:
i Ei⊥ − t Et⊥ = 0

(1.11)

Bi⊥ − Bt⊥ = 0

(1.12)

k

k

Ei − Et = 0

(1.13)

1 k
1 k
Bi − Bt = 0
µi
µt

(1.14)

(1.11) - (1.14) must hold for all points on a planar interface and at all times giving
rise to the law of reflection:
θi = θr

(1.15)

where the angle of incidence θi is equal to the angle of reflection θr , in addition to
Snell’s law of refraction given in (1.1).
A monochromatic plane wave may be written in the form E = E0 exp[i(k·
r - ω t)] where E0 is the amplitude, k is the propagation vector that describes the
direction of the wave, r is the position vector (the vector describing the position of
the wave relative to a predetermined origin), ω is the frequency of the wave, and
t is the time dependence [7]. When a wave of this form is incident on a planar
interface (plane of incidence), the reflected and refracted waves produced also have
characteristic amplitudes where all three amplitudes depend on the polarization with
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respect to the plane of incidence. Using (1.13) and (1.14), the Fresnel equations can
be derived [7]:

r⊥ =

t⊥ =

rk =

tk =

E0,r
E0,i



E0,t
E0,i



E0,r
E0,i



E0,t
E0,i



=

ni cos(θi ) − nt cos(θt )
ni cos(θi ) + nt cos(θt )

(1.16)

=

2ni cos(θi )
ni cos(θi ) + nt cos(θt )

(1.17)

=

nt cos(θi ) − ni cos(θt )
ni cos(θt ) + nt cos(θi )

(1.18)

=

2ni cos(θi )
ni cos(θt ) + nt cos(θi )

(1.19)

⊥

⊥

k

k

The r⊥ and t⊥ of (1.16) and (1.17) represent the amplitude reflection and transmission
coefficients respectively in the case when the electric field E is perpendicular to the
plane of incidence, or s-polarization. When the two materials that join to create an
interface are nonmagnetic dielectrics (in the case when the electric field E is parallel
to the plane of incidence), then the amplitude coefficients become (1.18) and (1.19),
representing p-polarization. At X-ray energies, the roughness or diffusion of the
material layer and substrate boundary (or layer boundaries within a multilayer stack)
is on the order of the incident radiation wavelength, requiring a modification to the
Fresnel coefficients. The modification factor, known as the Debye-Waller factor is of
the form
0
r = r⊥,k
= r⊥,k e

−8π 2 σ 2
λ2

sin2 (θ)

(1.20)

where r⊥,k is the standard reflection coefficient from a perfectly smooth interface (see
(1.16) and (1.18)), σ is the roughness of the given interface, λ is the incident radiation
wavelength, and θ is the graze angle at the layer interface [8].
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1.4

Multilayer Reflection

When testing periodic multilayers for good reflectivity, the characteristic reflectance is derived from the interface of many beams of light throughout the stack
with each material layer having its own characteristic Fresnel coefficients. When the
reflection coefficients, r⊥ or rk , become non-negligible, i.e., in a periodic multilayer
stack being testing at relatively high X-ray energies, a large number of high order
reflected waves are produced [9]. the optical path difference of two adjacent rays
within a film layer is given as:

∆ = 2ni tf ilm cos(θi )

(1.21)

where ni is the index of refraction of the layer in which a light beam is currently
incident, tf ilm is the layer thickness, and θi is the angle of incidence within that layer.
There is a corresponding phase shift of

φ = (l + 1)(

2π
)∆
λ

(1.22)

where l is the total number of reflections [9]. This phase shift corresponds to the
first incident beam, Ei , being out of phase by exactly 180◦ with the higher order
reflected waves. The resulting reflected amplitude of a thin film layer is then given
by a geometric series with the coefficients rij and tij denoting the Fresnel coefficients
between two mediums i and j in which the light beam is traveling from i to j. The
following series form is applicable to both parallel and perpendicular polarization
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with reflection from two interfaces (01 and 12):
∞
X
Er
r01 + r12 exp[−2iφ]
= r01 + t01 r12 t10 exp[−2iφ]
(−1)n (r12 r10 )n exp[−2inφ] =
Ei
1 + r01 r12 exp[−2iφ]
(n=1)

(1.23)
From (1.23), the total reflectance of a thin film is found to be

R=

E0r
E0i

2

=

2
2
+ 2r01 r12 cos(2φ)
+ r12
r01
2 2
1 + r01 r12 + 2r01 r12 cos(2φ)

(1.24)

For a periodic multilayer of k layers, this solution for reflectivity can then either be
applied recursively or through transfer matrix methods. Using the recursive method,
the following result is obtained for the effective Fresnel coefficient, ρk eiδk , or reflection
coefficient, of the k th layer in the stack [9]:

ρk exp[iδk ] =

rk + rk+1 exp[−2iφk ]
.
1 + rk rk+1 exp[−2iφk ]

(1.25)

where ρk is the amplitude of the reflected light from the k th layer. For the adjacent
layer to the k th layer, (k − 1), the effective Fresnel coefficient can be found from the
following equation [9]:

ρk−1 exp[iδk−1 ] =

rk−1 + ρk exp[−iδk ]exp[−2iφk−1 ]
1 + rk−1 ρk exp[−iδk ]exp[−2iφk−1 ]

(1.26)

where δk and δk−1 are the phase of the light wave reflected from the k th and (k − 1)
layers respectively and are found from the Fresnel coefficients, r, and optical thickness
of the given layer [10]. (1.26) and δk−1 are calculated in the same way as (1.25) and
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δk . This is then repeated for the remaining layers until the reflection coefficient of
the total system is found: ρ1 . The total reflectance, R, of the system is now defined
as |ρ1 |2 .
The above relations for the reflectance of a single thin film and multilayer
film are used to determine the performance of a particular optical coating. When this
characteristic reflectance is measured as a function of graze angle, the resulting reflectivity curve is used to extract particular characteristics of the coating. Thus, for the
successful development of new X-ray optic coatings, such as multilayers, reflectivity
measurements of each new coating must be made.
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CHAPTER 2

BACKGROUND

The X-ray reflectivity, XRR, measurement is used to find the reflectance of
a sample, e.g. developed multilayers, single thin films, etc. This technique is used
to analyze X-ray reflectivity curves produced by grazing incidence X-ray optics with
the purpose of characterizing the effectiveness of a proposed coating design. This
chapter addresses the diagnostic capabilities of the X-ray reflectivity measurement. In
particular, characteristic parameters of thin films such as film thickness, bulk density,
and surface/interface roughness upon which the performance of a particular coating
depends are derived from the reflectivity curves. All theoretical reflectivity curves
presented in this chapter were produced using the IMD software [11]. It should also
be noted that 8.048 keV X-rays, the energy of the copper K alpha (Cu-Kα) emission
line, are used in the production of theoretical reflectivity curves as well as for actual
XRR measurements throughout this work.

2.1

Film Thickness

For reflectivity tests, a thin film of a certain material is deposited onto a very
smooth substrate with characteristically different electron density. Incident X-ray
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Figure 2.1: Theoretical reflectivity curves for a 25 nm and 5 nm nickel thin film on
silicon substrate.

light is reflected off the thin-film surface as well as the thin-film substrate interface.
These two reflected beams then undergo constructive and destructive interference
producing an oscillatory pattern, Kiessig fringes [9], in the reflectivity curve as the
reflected radiation falls off with increasing graze angle. The period of these oscillations
is a function of the film thickness, d, with smaller oscillation periods corresponding
to larger film thicknesses. Figure 2.1 displays the X-ray reflectivity curves of two
nickel thin films of differing thicknesses: 25 nm (solid curve) and 5 nm (dashed curve).
From Figure 2.1, it is clear that thin films of lesser thickness do not produce as
many oscillatory features, or Kiessig fringes, in the reflectivity curve as films of larger
thickness. Such artifacts in the reflectivity curves of thin films enable the deduction
of distinct thickness parameters, resulting in the precise characterization of the films.
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Film thickness is not the only coating property of interest that can be extracted from
reflectivity curves. The following sections describe how other coating properties affect
the appearance of reflectivity curves.

2.2

Coating Material Density

This film density, ρ, is another parameter that can be extracted from X-ray
reflectivity curves. The amplitude of the oscillations in a reflectivity curve is a function
of the difference in density between the film and the substrate. As shown in Figure 2.2,
the reflectivity curves of a nickel thin film of ρ = 5 g/cm3 (dashed curve) and a more
dense nickel film of ρ = 7 g/cm3 (solid curve), both of the same thickness, 25 Å, are
compared. The bulk density of nickel is 8.908 g/cm3 ; however, in the lower thickness
limit of tens of angstroms, such a bulk density is unachievable. Thus, the density
measurement is important as it relays information pertaining to the quality of the
thin film coating. From Figure 2.2, it is easily seen that the larger the bulk density,
the higher the relfectivity of the coating.

2.3

Surface and Interface Roughness

All thin film materials are subject to various measures of surface roughness.
Zero roughness films and substrates are only available for use in theoretical calculations. However, steps to reduce surface and interface roughness, both represented as
σ, of films and substrates can be taken. Roughness values in the range of 2 − 5 Å are
routinely achieved. Surface roughness reduction proves to be incredibly important
for X-ray reflection, as a small increase in this roughness translates to a drastic loss
17

Figure 2.2: Theoretical reflectivity curves for two 25 Å thick nickel thin films of
differing densities.

in reflected X-ray radiation. Figure 2.3 compares the reflectivity curves of a silicon
substrate with a surface roughness of 3 Å (solid curve) and 5 Å (dashed curve). In addition, an increase in interface roughness between two consecutive film layers within a
multilayer stack results in a loss of the amplitude of oscillation of a reflectivity curve
as shown in Figure 2.4 shows the theoretic reflectivity curves of a 150 Å thick nickel
thin film with an interface roughness of 5 Å (solid curve) and 15 Å (dashed curve).
This loss in oscillation amplitude effectively omits any useful information about the
thin film or multilayer stack.
XRR measurements are the most efficient and preferred method for determining the characteristic properties of thin films. When developing new thin film
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Figure 2.3: Reflectivity curves of silicon substrates with differing surface roughness.

Figure 2.4: Reflectivity curves of a 150 Å thick nickel thin film with differing interface
roughness.
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coatings, either single layer or multilayer, the accumulation of coating characteristics
is crucial. A system that integrates both mechanical necessities such as an X-ray
source and detector as well as real-time data collection and analysis capabilities provides a means for such convenient characterization. This system, known as an X-ray
reflectometer, is developed in the present study for the purpose of practically and
conveniently collecting thin film reflectance data.
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CHAPTER 3

DEVELOPMENT OF THE X-RAY REFLECTOMETER SYSTEM

To confirm the chosen material combination and arrangement of the layers
within a deposited multilayer stack, reflectivity measurements are made. This is accomplished with the use of a reflectometer system. X-ray radiation from a commercial
source is incident on the multilayer sample and reflected toward an X-ray detector at
an angle of 2θ as measured from the X-ray beam axis. θ is the grazing incident angle
with respect to the surface of the sample. A diagram of the configuration of the reflectometer system including the major components is shown in Figure 3.1. Figure 3.2
is a photograph of the entire system located at the Marshall Space Flight Center
(MSFC) X-ray and Cryogenic Facility (XRCF) source building. The generated X-ray
beam travels from the source to the detector along the beam tube. The sample is
placed on the surface of the vacuum chuck sample holder. The left hand side of the
system is covered in a borosilicate glass enclosure to absorb any scattered radiation
that is not incident on the detector face.
The main components comprising the reflectometer system include an X-ray
generator, an X-ray detector, a goniometer, a vacuum chuck acting as the sample
holder, radiation shielding around the area where X-rays propagate in air and slits
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Figure 3.1: Reflectometer configuration, top view (not to scale).

Figure 3.2: Photograph of reflectometer system at MSFCs XRCF source building.
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along the beam path to control the size of the beam and the angular resolution of
the measurement. The X-ray generator and detector perform the relatively straightforward tasks of producing and collecting X-rays. The goniometer hardware allows
the sample and detector to be rotated through precise angles. All of these components in conjunction with one another form a reflectometer whose function is to study
thin-film coatings.

3.1

X-ray Generator

The X-ray source used for this work is a Rigaku rotor flex low-voltage rotating
anode X-ray generator seen in Figure 3.3. The X-rays are produced by bombarding
the target located on a rotating anode with incoming energetic electrons generated
from the cathode end of the source. The cathode and anode set up a large potential
difference through which the electrons are accelerated. When the electrons strike the
surface of the rotating target material, they are energetic enough to eject an electron
out of an inner shell of the target material’s atoms. The electrons from the higher
energy states within these atoms drop down into the vacancies within the inner shells
thereby emitting the X-ray bremsstrahlung continuum as well as X-ray photons with
energies characteristic of the particular target material. The generated X-ray beam
exits the source along the beam tube in the direction of the arrow shown in Figure 3.3.
The target to be used for the X-ray optic testing is copper with characteristic X-ray
emission at about 8 keV. Specifically, copper produces three K-line emissions: The
Cu-Kα1 at 8.048 keV, Cu-Kα2 at 8.028 keV and the Cu-Kβ1 at 8.905 keV [12]. For the
purposes of this thesis, the Kα1 line is used for testing thin film coatings. This line
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Figure 3.3: Rigaku rotating anode source at MSFC XRCF source building.

provides a precise energy with which to work, and, in addition, the Kα1 line yields a
large flux, significantly larger than the Kα2 and Kβ1 lines.

3.2

X-ray Detector

It is important for the system to be able to resolve the X-ray source alpha
lines from the beta line, which are at different energies. For the purposes described in
this thesis, the alpha line energies are averaged and approximated into one Kα line.
The detector must have good energy resolution, enough to distinguish between the
two Cu-K lines, in addition to the capability of measuring high count rates for good
statistics. The desired total count rate for the detector based on the current reflec-
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tometer design is approximately 3 × 104 photons/sec. When performing reflectivity
scans for a given sample, it is important to be able to measure the features of a reflectivity curve at larger graze angles. This is especially critical for multilayer samples,
as the higher order reflections contain important structural information about the
layers within the stack. However, at these higher graze angles, the reflected counts
are greatly diminished. Therefore, the value of 3 × 104 photons/sec is selected as
a good count rate that allows the user to sample the reflectivity features at large
graze angles in a reasonable time frame. Detectors from the company Amptek were
sourced and compared, with the resulting conclusion that the XR-100 Fast Silicon
Drift Detector (Fast SDD) is the most appropriate detector for the present research.
It is capable of resolving the two Cu-K lines while maintaining the fastest possible
peaking time of 0.2 µs. The peaking time refers to the time required for a shaped
pulse (representing the incident photon) to go from the baseline voltage to the peak
voltage in the detector electronics. A smaller peaking time allows the SDD to detect
a larger number of individual incident photons than at larger peaking times, resulting
in a better throughput. Figure 3.4 and Figure 3.5 show the throughput and energy
resolution of the Amptek SDD at several different peaking times [13].

Figure 3.4

shows that with lower detector peaking times, the throughput of the detector is much
more accurate, with the total number of input counts equaling the total number of
output counts for most count rates displayed in the plot. However, when operating
at higher peaking times, for example 4 µs, the detector is capable of giving the same
output count rate for drastically different input count rates, potentially resulting in
misleading detector performance. For the application discussed in this thesis, the
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Figure 3.4: Throughput plot for Fast SDD.

small detector peaking time of 0.2 µs is desired as this setting produces a highly accurate output count rate at the operational input count rate of 30,000 cps (counts per
second). The drawback with this setting is that the detector’s energy resolution is
slightly decreased as shown in Figure 3.5, though only by about 0.020 keV compared
to the 4 µs setting. However, this loss of resolution is negligible as the Cu-Kα and
Cu-Kβ lines have an energy separation of about 0.9 keV.
The quantum efficiency of the detector was another important parameter to
consider in the selection process. It is the measure of a device’s sensitivity to incident
radiation, or the ratio of incident photons to converted electrons in the detector.
Figure 3.6 shows that the quantum efficiency of the Fast SDD at 8 keV is nearly
100% which further confirms the performance capabilities of this detector.
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Figure 3.5: Energy resolution vs. ICR for Fast SDD.

3.3

Goniometer and Sample Stages

The goniometer used for the reflectometer system is a simple device that employs two Newport RV160PEV6 rotation stages both driven by stepper motors which
allow the stages to be driven independently of one another. The resolution achieved
with these stages is 0.001◦ . The sample is mounted onto the θ stage, and the Fast
SDD is connected to the 2θ stage. As the sample rotates through an angle of θ, the
detector rotates through an angle of 2θ, thereby collecting the radiation reflected by
the sample. The configuration is shown in Figure 3.7. This arrangement allows for
the testing of both single layer coatings as well as periodic multilayer samples. Initial
testing involved the use of both of these test sample configurations.
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Figure 3.6: Quantum efficiency plot for the Amptek silicon drift detector.

In order to align the system, the sample, as it rotates about an angle of θ,
has the capability to move both in the x (laterally) and z (vertically) directions
with the use of two Newport UTS150PPV6 linear stages, one mounted on the other.
Figure 3.8. The resolution of these linear stages is 0.0001 mm. The sample surface
is mounted perpendicular to the incoming X-ray beam on a custom vacuum chuck
made of porous ceramic through which air is pulled from the ambient environment
into a vacuum pump attached to a hollow chamber behind the ceramic face of the
chuck. In this configuration, the sample is mounted on a relatively uniform surface
as no significant pressure points are present. The vacuum chuck is itself mounted
on another Newport stage, the BGS80PP tipping stage, enabling the chuck and the
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Figure 3.7: XRR goniometer configuration.

sample to tip forward and backward at a range of ±45◦ with respect to the z-axis.
See Figure 3.8. The resolution of this tipping stage is 0.0001◦ .

3.4

Slits

The optical slits noted in Figure 3.1 and shown in Figure 3.9 and Figure 3.10
are necessary to limit the beam size such that the features in the reflectivity curves of
samples are resolvable by the detector. The slits also allow for optimized operation of
the system by restricting the extent of the projected area of the X-ray beam incident
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(a) Front view.

(b) Side view.

Figure 3.8: Vacuum chuck, linear stage, and tipping stage configuration.

30

on the surface of the sample. This insures the sample is illuminated with no spillage
of the incident radiation to either side of the sample edges. The graze angle at which
total illumination of the sample occurs for a given beam size is defined as the angle
ψ. Figure 3.11 presents a schematic illustrating this scenario.
The beam tube in which slits 1 and 2 are positioned is under vacuum at approximately 10−5 Torr. This eliminates any attenuation of the X-ray beam while also
functioning as a safety feature. The original design of the reflectometer incorporated
just slits 1 and 2 for the purpose of limiting the beam size. However, it was found
that the blades of slits 1 and 2 are comprised mostly of thin nickel and are highly
transparent to the 8.048 keV X-ray radiation produced by the source, resulting in
a much larger beam size than desired. Figure 3.12 shows where the nickel K-edge
(8.3315 keV [12]) is in relation to the Cu-Kα line [14]. Nickel is highly transparent
at energies below this K-edge. Because of the nature of the design of the beam tube,
slits 1 and 2 were kept in their original locations with their widths set to the highest
setting of 200 µm. To mitigate the problem of the radiation leakage through the
nickel slits, a third, stainless steel slit was positioned on the end of the beam tube,
just outside of the beryllium window. Slit 3 can be adjusted down to nearly 0 µm
at 10 µm increments with an error in the parallelism of the blades of ± 25 µm The
remaining two slits on the detector side of the system, slit 4 and slit 5, are used to
reduce scattered radiation detected by the SDD.
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Figure 3.9: Beam tube with slit configuration.

Figure 3.10: Slit 3 configuration.

Figure 3.11: Total illumination of the sample achieved at a graze angle ψ.

Figure 3.12: Screen-shot of the Cu X-ray spectrum after passing through slits 1 and
2.

CHAPTER 4

CHARACTERIZATION OF THE X-RAY REFLECTOMETER
SYSTEM

For initial testing of the reflectometer, single layer coatings and several multilayer coatings on circular silicon wafer substrates were used to verify the operation
of the XRR system. The width of slit 3 was chosen to ensure that the full extent of
the projected area of the X-ray beam is incident on the sample without spillage at
several graze angles less than the critical angle of a given coating. For example, in
Figure 4.1, the critical angle is 0.381◦ for a 50 nm thick nickel coating on a silicon
substrate. When this particular coating is deposited onto a silicon wafer substrate
of a given diameter and tested using the reflectometer system, the angle ψ (see Figure 3.11) at which optimized reflectivity is achieved must be less than the critical
angle predicted by the nickel coating model. Otherwise, no data for high reflectance
of that particular sample will be collected by the reflectometer, drastically limiting
the accuracy of the characteristic parameters of the sample extracted from the XRR
measurement. To ensure the angle ψ is less than the critical angle of a given coating,
the widths of the slits can be optimized for each sample size.
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Figure 4.1: Reflectivity curve of 50 nm thick nickel film on silicon substrate.

With a slit 3 width of approximately 20 µm, and taking the geometry of the
system into account, including the size of the X-ray source, the beam is calculated to
be approximately 100 µm in width at the sample. Thus, the minimum graze angle at
which no spillage of the beam would occur on a 1 inch sample (the smallest sample
size used for testing) is approximately 0.23◦ . Nickel and iridium thin films used in
the initial testing of the system have critical angles of approximately 0.35◦ and 0.45◦
respectively, verifying that a slit 3 width of 20 µm is workable with these samples.
However, when measuring the reflectivity of an uncoated silicon wafer, the slit 3 width
should be reduced slightly to further limit the width of the X-ray beam, as the critical
angle of such a sample is approximately 0.2◦ . Thus, it is important to optimize the
width of slit 3 for each sample being measured.
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Figure 4.2: Reflectivity curve for W/Si multilayer with d-spacing of d = 25 Å, a
thickness ratio of Γ = 0.25 , N = 800, σ(Si) = 0 Å, and σ(Si/W) = 0 Å.

Although the XRR system can be used to test single layer thin films, it must
be capable of characterizing small d-spacing multilayers. With this goal in sight,
certain design parameters of the system were chosen for this purpose. Multilayers
are being researched for high energy X-ray optic applications because of their ability
to increase the reflectance of optics at higher energies. Figure 4.2 shows a calculated
reflectivity curve for a sample multilayer. With the implementation of a multilayer
coating such as this one on an X-ray optic, the reflectance of the sample recovers up
to high R values at specific angles that are larger than the critical angle. These higher
order reflectance peaks are characteristic of the coating and are used to determine
the coating parameters as previously described in Chapter 2.
The detector in the reflectometer system must be able to resolve the reflectance
peaks that are characteristic of a multilayer coating. This is achieved by insuring that
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the beam reflected from the sample does not spread in size any larger than the width
of the reflectance peaks at FWHM. To produce a reflectance curve with the desired
detail, the system has been designed such that the beam spread does not exceed
a relatively small fraction of the measured reflectance peak width at FWHM. For
example 1/10 of FWHM. Using the multilayer reflectance curve in Figure 4.2 as an
example, it is seen that the width of the narrowest peak at FWHM is approximately 6
arcminutes. Thus, the X-ray beam incident on the detector should not have a spread
greater than 0.6 arcminutes, or 0.06◦ . With a slit 3 width of 20 µm, the horizontal
extent, or spread, of the beam at the detector does not exceed approximately 250

µm which corresponds to an angular spread of approximately 0.036◦ . Therefore a slit
5 width of 300 µm is used to ensure the entirety of the specularly reflected X-ray
beam is collected by the detector while blocking the majority of scattered radiation.
Slit 4 is opened to approximately 650 µm in width to also block the widely scattered
radiation, though this slit is not used to limit the beam size. Slit 4 and 5 are positioned
at approximately 10.25 inches and 2.25 inches from the end of the detector face. See
Figure 4.3.

4.1

4.1.1

Reflectometer Alignment

Laser Alignemnt
With all of the reflectometer components in place, the system was aligned

with respect to the central axis of the X-ray beam. An initial, rough alignment of
the system was done using a small laser pointer mounted in the detector holder.
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Figure 4.3: Detector-side slit configuration.

See Figure 4.4 and Figure 4.5. Although the laser beam exiting the laser pointer is
not precisely in the center of the exit aperture, this error is corrected by ensuring
that the laser beam passes through the slit 4 and slit 5 in the same location which
then defines the axis. These two slits are at the same height with respect to the
laser pointer. The laser beam is now assumed to be level through the rest of the
configuration. The beam is then directed down the beam tube, through the two
scattered radiation limiting slits, slits 1 and 2, shown in Figure 3.9, toward the exit
tube of the source. Adjustments to the vertical and lateral positions of the beam tube
and slit configuration result in the propagation of the laser beam through the beam
tube with the beam being incident on the X-ray source exit tube. The co-aligned slit
configuration in the beam tube results in a diffraction of the propagating laser beam.
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Figure 4.6 shows the resulting diffraction pattern of this optical configuration on the
exit tube.
With the laser beam propagating down the reflectometer optical axis, final
minor adjustments to the vertical placement of the laser and detector holder are made
to ensure the laser beam incident on the source exit tube is as close to the center of
the tube as possible. Once this is accomplished, the reflectometer components are
locked in place, the beam tube is made vacuum tight, and the radiation shielding is
put back in place around the sample and detector side of the system. The source and
beam tube are pumped down to a vacuum around 10−4 Pa, or about 10−6 Torr, the
required operational pressure for the Rigaku RAS system, to prepare for the X-ray
alignment.

4.1.2

X-ray Alignment
X-rays propagate down the beam tube from the source to the detector to test

the alignment at operational X-ray energies. The X-ray spot size was set internally
to 0.5 mm by 10 mm with the smaller dimension corresponding to the horizontal x
direction. The smaller dimension is much less than the size of the laser beam cross
section, making the final alignment of the system crucial as very small changes to the
locations of all of the slits could potentially block the X-ray beam completely.
The X-rays are set to a voltage of 15 kV to test the alignment, with the
system operating at a current of 25 mA. The detector is positioned in line with the
X-ray beam path, defined as θ = 0◦ . The detector then collects incoming X-ray
photons that pass through the beam tube and slit configuration. The beam tube is
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mounted onto two vertical stages that allow for the tube to be precisely positioned
in the vertical z direction. Between the vertical stage and the beam tube mounts are
two linear stages that allow for the linear positioning of the tube. These stages are
adjusted one at a time, first finding the maximum count rate with adjustments to one
stage then repeating this by adjusting the other stage. This procedure itself is then
repeated several times. With the configuration of the beam tube and slits 1 and 2
that produces the largest count rate set, the detector is then moved off-axis in both
the positive and negative θ directions by small increments to find the true θ = 0◦
position of the detector. The above alignment is then repeated with slits 3 through
5 in place. Table 4.1 contains the standard operational settings of the XRR system.
An operational voltage of 15 kV and a current of 25 mA with the slits set to
the values in Table 4.1, produce approximately 13,100 cps in the Cu-Kα peak, with
a total flux of approximately 31,000 cps. Referring to the graph shown in Figure 3.4,
an input total count rate of 30,000 cps at a detector peaking time of 0.2 µs produces
an output count rate equal to that of the input, ensuring an efficient throughput.
The dead time of the detector with this configuration is approximately 3%, further
verifying that the total number of output counts the detector records is most nearly
equal to the actual input counts. The dead time is defined as a time period after
a radiation interaction occurs in the detector during which any subsequent pulses
cannot be detected and will not contribute to the total outputs counts [13].If the
detector were to be over-saturated with input counts, the dead time would be much
larger, and the total number of recorded output counts would be lower than expected.
Thus, the detector peaking time was set to 0.2 µs as a standard XRR operation value.
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Table 4.1: XRR Settings for Standard Operation
Parameter

Standard Setting

Source Voltage
Source Current
Source Bias
Slit 1
Slit 2
Slit 3
Slit 4
Slit 5
Total Flux
Kα Flux
Kβ Flux
Detector Peaking Time

15 keV
25 mA
0%
200 µm
200 µm
20 µm
640 µm
300 µm
30, 000 cps
13, 100 cps
3, 300 cps
0.2 µs

An X-ray generator bias setting is also available, which is used to reduce the size of
the X-ray beam cross section. This is useful if the user finds the number of counts
generated by the system at 0% bias is too low and would like to achieve a larger flux
at the same energy. However, for the alignment and the majority of the testing, a
bias of zero is used. In this optimum system configuration, the copper spectrum is
verified. The Kα and Kβ lines are clearly seen with the linear scale as well as the log
scale in Figure 4.7. The spectrum was generated using Amptek’s DPPMCA display
and acquisition software [14].
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Figure 4.4: Laser beam alignment setup.

Figure 4.5: Close up of slit 2 in the beam tube configuration looking toward the
X-ray source.
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(a) Diffraction pattern of laser beam at source exit tube.

(b) X-ray source exit tube without paper.

Figure 4.6: Position of laser beam at X-ray source exit tube.
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(a) Cu X-ray spectrum with linear y-scale (X-ray flux).

(b) Cu X-ray spectrum with log y-scale (X-ray flux).

Figure 4.7: Cu X-ray spectrum at a source voltage of 15 kV.
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4.2

Reflectometer Software

The mechanical hardware components of the reflectometer described in the
previous section are all incorporated though software developed using LabVIEW [15].
This software allows the user to remotely control the sample and detector movements
during system alignment as well as during X-ray reflectance tests. All five stages of
the reflectometer system are connected to a Newport ESP300 series 3-axis motion
controller/driver. The two linear stages and the tipping stage are controlled by one
of the Newport controllers while the two rotary stages are controlled by the other.
These two controllers are interfaced with the desktop on which the reflectometer
motion control software is located, allowing the user to control all five stages in one
location. There are three main modes of operation in the software: a manual mode,
an alignment sub routine, and the data collection routine.

4.2.1

Manual Mode
The manual mode allows the user to step all five stages to a particular position

with a user-determined step size while monitoring the X-ray spectrum. Manual mode
is used mostly for the initial alignment of the system, but can be used to make minor
stage adjustments between data collection runs.

4.2.2

Alignment Routines
The alignment routine automatically aligns the sample before a data run with

the press of one button. Before the alignment routine is selected, the user can make
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any adjustments to the start and stop positions of the stages, the step sizes, as well
as the acquisition times for each of the sub-routines within the alignment routine
itself. However, the initial values for all of these parameters are general enough to
accommodate proper alignments of most samples. The alignment routine is composed
of four sub-routines that operate in sequence with a user command. The routines are
modeled after the sample alignment steps presented in LaPuma et al. [16].
The first sub-routine aligns the two theta stage, upon which the detector is
located, with the X-ray beam, verifying that the detector is at the true home position.
The detector is stepped through a range of angles large enough to sample the straight
through X-ray beam from which a beam profile consisting of counts as a function
of angular position θ is found, plotted and fit with a Gaussian model function from
which the peak value is extracted. The angular value θ associated with the peak
counts value is taken to be the center of the X-ray beam and the two theta stage is
moved to this location. The software also makes note of the maximum Kα counts at
the peak angular position. This value will be used to calculate the reflectivity value
at each of the data collection graze angle positions. Figure 4.8 shows a sample 2θ
alignment profile. All example alignment plots are from the alignment of a high dspacing multilayer coating from the Smithsonian Astrophysical Observatory’s (SAO)
Multilayer Coating Facility in the High Energy Astrophysics Division at the HarvardSmithsonian Center for Astrophysics.
The second sub-routine finds the center of the beam by stepping the vacuum
chuck, and consequently sample, through the X-ray beam sampling the X-ray flux
along the way until all of the flux is blocked. An error function is produced from
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Figure 4.8: 2θ beam profile from alignment of high d-spacing multilayer from SAO.

which the position of the center of the X-ray beam is extracted. The x position
at which the flux of the beam is half of the total flux is taken to be the center of
the X-ray beam. The sample is then moved to that particular location along the x
direction. Figure 4.9 shows the error function plot from the alignment of the high
d-spacing multilayer from SAO. The X position at which the beam flux is half of
the total flux is found to be 1.685 mm. Of course, even with the sample positioned
at the x value at which the X-ray flux is half of the total flux, the sample is not
guaranteed to be parallel to the beam. The third alignment routine addresses this
possible misalignment.
The third sub-routine aligns the face of the sample with the X-ray beam such
that the surface of the sample is parallel to the beam. This is accomplished by
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Figure 4.9: Error function plot produced from alignment of the sample in the x
direction.

stepping the θ stage, and consequently the sample and vacuum chuck, through a
range of angles resulting in a distribution of counts as a function of angle θ. From
the data, the peak θ value is extracted. The theta stage is then moved to that θ
value and reset as the home position. At this point, the vacuum chuck and sample
are parallel with the beam. See Figure 4.10 for an example θ alignment curve.
Upon completion of the third alignment sub-routine, a secondary run of the
second alignment sub-routine is begun to move the sample to the precise center of the
X-ray beam. The sample is once again moved outside of the X-ray beam then stepped
back into the beam to produce an error function with the X-ray flux as a function
of position x. Figure 4.11 shows the plot of this second beam center alignment. The
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Figure 4.10: θ alignment data with the Cu-Kα flux plotted as a function of the θ
position.

x position at which the total flux is halved is found to be 1.683 mm. This is 2
micrometers less than the initial X position found in the first x alignment proving
that a slight misalignment in the parallelism of the sample with the beam translates
to a shift in the exact positioning of the sample with respect to the middle of the
beam.
The fourth sub-routine addresses the alignment of the reflection off the sample.
This step further optimizes the reflection off a sample by aligning the exact area of
a given sample illuminated by the beam at larger graze angles with the X-ray beam.
Every sample, especially those on very thin wafers, will have some inherent surface
waviness or irregularities causing the surface to deviate from a perfectly smooth plane.
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Figure 4.11: Error function plot produced from second alignment of sample in the
x direction.

Because the X-ray beam is incident on only a small point on the sample, for angles
larger than the minimum graze angle ψ, the surface features at that point will affect
the XRR measurement. Therefore those features must themselves be aligned with
the X-ray beam to optimize the reflection off that sample. The theta and two theta
stages are moved to the angles θ and 2θ just before the critical angle of a given
sample. The θ stage is then stepped through a small range of angles about the
initial θ value, θI . The reflected X-ray flux is plotted as a function of θ from which
the peak flux and the corresponding θ value, θF , are extracted. Figure 4.12 shows
an example of this alignment from the high d-spacing multilayer sample. The data
are not symmetrically distributed around the peak flux data point, suggesting that
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Figure 4.12: Reflected X-ray flux as a function of angle θ.

the surface imperfections illuminated by the incident X-ray beam do not give off a
symmetric or normal distribution reflection response. θI is then subtracted from θF ,
to give the offset in the positioning of the θ stage, ∆θ:

θF − θI = ∆θ.

(4.1)

From the data shown in Figure 4.12, θF is found to be 0.295◦ with θI = 0.3◦ . For this
sample, the offset ∆θ is 0.005◦ . After finding ∆θ, the θ stage is reset to 0◦ taking
into account this offset. The 2θ stage is also driven back to 0◦ before data collection
begins. With all four sub routines completed, the automated alignment of the sample
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is completed. The program remains in a wait mode until the user specifies the data
collection routine to begin.

4.2.3

Data Collection
After the alignment routine is completed, accurate X-ray reflectivity measure-

ments can be made. The sample is at its optimum position with respect to the center
of the X-ray beam axis. The user selects a starting graze angle position, θ, and an
end graze angle position through which the sample will be moved. The step size is
also specified. The user can decide to limit the time at each θ position based on the
number of counts collected or by specifying a time in seconds before the sample is
moved to the next position. After the user determined parameters are set, the routine begins by stepping the sample to the first θ position. While the sample is being
moved to θ, the detector is moved to the position 2θ to collect the reflected X-ray
radiation. When the stages are finished traveling to the desired located, the detector
then begins collecting the reflected radiation for the preset time limit or number of
counts. These reflected radiation data are saved and normalized by dividing them
by the through flux of the X-ray beam found in the alignment routine. This value is
then plotted as a function of graze angle, θ, to produce a reflectivity curve for a given
sample that continuously updates as more data are collected. When the reflected
X-ray radiation is finished being collected at the last specified θ value, the routine
ends and the R curve for the particular sample being tested is saved to the desktop
for further analysis.
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CHAPTER 5

DATA AND ANALYSIS

5.1

Verification of the XRR System

Upon the completion of the construction of the XRR system, methods used to
verify the proper functionality of the system were implemented. Several tests of the
consistency of the X-ray beam were conducted including a measure of the variability
of the X-ray flux as well as a measure of the linear position of the X-ray beam peak
over periodic time intervals. With the verification of the beam consistency, initial
XRR measurements of a single layer film and multilayer film were made and are
presented in Section 5.1.3.

5.1.1

X-ray Flux Variability Test
To ensure the X-ray flux is stable during data collection, an X-ray flux vari-

ability test was conducted. With either a constantly increasing or decreasing flux,
the XRR measurement can produce false data, making a source with constant flux
imperative to the operation of the XRR system. The flux of the X-ray beam was
measured every minute immediately after the X-ray source was turned on for a total
of 160 minutes with a source voltage of 15 kV and current of 25 mA. The flux was
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Table 5.1: Source Flux Variability Results

Test

Average Flux from
60 - 160 minutes
(cps)

1
2

14836.39
15168.56

Counting Standard
Error
Deviation
(cps)
(cps)
±38.52
±38.95

±38.40
±48.48

found by acquiring X-ray photons with the detector for 10 s and dividing the resulting
Cu-Kα total counts by the acquisition time of 10 s. All slits were set to the standard
settings in Table 4.1. This test was conducted twice to ensure consistency. Figure 5.1
shows how the X-ray generator flux changes over time.
Upon initial inspection of the data presented in Figure 5.1, it is seen that the
X-ray photon flux given off by the X-ray generator begins to level out at approximately
60 minutes after each test is begun. X-ray production is a Poisson process and can
consequently be analyzed using Poisson statistical methods, or counting statistics,
where the error is taken as the square root of the counts collected in a given time
interval [17]. To ensure that variations in the source flux can be accounted for under
Poisson counting statistics, the counting error of the average X-ray flux after 60
minutes is compared with one standard deviation of this average for each test. These
average flux values and associated errors are shown in Table 5.1.
Test 1 results are in very good agreement with the counting error and standard
deviation associated with the average flux value computed from data after 60 minutes. Test 2 results in a larger discrepancy between the counting error and standard
deviation of the average flux, suggesting that the variations of the source flux are
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(a) Test 1.

(b) Test 2.

Figure 5.1: X-ray generator flux variability tests.
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Table 5.2: Source Flux Variability Test 2 Data Subset Results

Range
(min)

Average
Counts
(counts/10 s)

60 - 85
85 - 110
110 - 135
135 - 160

151655.08
151472.08
151731.04
151886.81

Counting
Counting
Error
Error
(counts/10 s) (± cps)
389.43
389.19
389.53
389.73

38.94
38.92
38.95
38.97

Average
Flux
(cps)

Standard
Deviation
(± cps)

15165.51
15147.21
15173.10
15188.68

32.46
50.40
56.05
44.60

not purely statistical since they cannot be explained by counting statistics alone. To
determine the level of significance of these variations, a more in-depth analysis of the
results of Test 2 was conducted. The source flux data from Test 2 was divided into
four subsets from the 60 to 160 minute marks for each of which the average X-ray
flux and associated counting error and standard deviations were calculated. Table 5.2
contains these values.
As seen in Table 5.2, the standard deviations found for each of the three of
the four Test 2 data subsets are higher than the associated counting error. However,
the standard deviations, although larger than the corresponding counting error, are
still very small compared to the average flux values. Taking the average X-ray flux
after 60 minutes from Test 2 as 15,168.56 cps, the corresponding average standard
deviation of the flux after 60 minutes is 45.90 cps. This error is only 0.30% of the
average flux value, thus confirming that the variation in the X-ray flux is insignificant.
The data are found to not vary significantly beyond the 60 minute mark for
both Test 1 and 2. To ensure the most accurate measurements, no data was taken
before this 60 minute period. However, in both Test 1 and 2, the count rate drop from
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the start of the test to the 60 minute mark, on average, is about 477 cps. With the
maximum flux in the range of 15,000 cps to 16,000 cps, the reflectivity measurement
will not be dramatically affected by such an insignificant change in the total counts.
Worst case; if the total flux is taken to be 477 cps higher than the flux used to take an
XRR measurement of a sample, the reflectivity value, R, will only change by 3.08%
with a total flux of 15500. Thus, the small fluctuations within the flux 60 minutes
after the source began running are insignificant to the XRR measurement.

5.1.2

X-ray Beam Peak Position
It is also necessary to insure that the position of the X-ray beam does not

wander, or shift in the horizontal X direction, over time. If this were to occur, part of
the beam could be cut off by the slits thus giving a false X-ray flux reading leading to
corrupted reflectance data. To test the consistency of the lateral position of the X-ray
beam, a series of three tests was conducted during which the X-ray beam profile was
measured with the X-ray flux as a function of the 2θ angle. The detector, sitting on
the 2θ arm, is swept from negative angle 2θ to positive angle 2θ, thereby collecting
the X-ray flux over a range of angles. This procedure was repeated and compared
with previous results to determine if the 2θ angle corresponding to the highest X-ray
flux value changes over time.
The first test was conducted over approximately 5.5 hours, with an X-ray
beam profile taken every hour. This time period was chosen because this is likely
the longest that the X-ray generator will be operated uninterrupted during data
collection periods. A total of 6 2θ beam scans were made and are shown in Figure 5.2.
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Table 5.3: X-ray Beam Profile Test 1: Max Flux Values and Corresponding 2θ Beam
Peak Positions

Scan
Max Flux
Number
(cps)
1
2
3
4
5
6

15325.1
15353.1
15409.0
15403.0
15474.0
15546.4

2θ Position
at Max Flux
(degrees)

Average
Max Flux
(cps)

Standard
Deviation
(± cps)

0.0035
0.0005
0.0025
0.0015
0.0015
0.0005

15418.4

±70.90

The maximum flux of each scan and the corresponding 2θ value were found from a
Gaussian fit to the data (the fits are also shown in Figure 5.2). These values as well as
the average maximum flux value from all six scans and associated standard deviation
are shown in Table 5.3.
The standard deviation of the X-ray flux over a 5.5 hour time period is 0.46%
of the average, or mean, X-ray flux given in Table 5.3. Because the variation in the
max flux values is very small compared to the mean maximum X-ray flux, the small
shifts in the 2θ position of the X-ray beam peak do not seem to significantly impact
the X-ray flux collected by the detector. Therefore, the reflectivity measurements will
have no additional error introduced via small instabilities in the X-ray beam profile
position.
The second and third tests were conducted to determine if any changes in the
voltage and current settings on the X-ray source affect the peak X-ray flux 2θ position.
Although the source will typically be operated at a voltage of 15 kV and a current
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(a) X-ray beam scans 1 - 3.

(b) X-ray beam scans 4 - 6.

Figure 5.2: 6 X-ray beam profile scans taken hourly over an approximate 5.5 hour
time period.
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Table 5.4: Variation in the 2θ position of the X-ray beam peak and FWHM of
Gaussian fit as a function of source voltage and current
Scan
Scan
Voltage
Number (keV)
1
2
3
4
5
4

Current
(mA)

Max Flux
(cps)

2θ Position
at Max Flux
(degrees)

10
10
10
10
19
25

3283.3
9137.6
15593.2
3283.3
5976.1
7635.7

−0.0036
−0.0053
−0.0036
−0.0036
−0.0061
−0.0044

15
20
25
15
15
15

FWHM
(degrees)
0.0279
0.0281
0.0295
0.0279
0.0282
0.0285

of 25 mA, changes in the voltage or current could possibly be made to accommodate
any changes, for example, in the widths of the slits of the system. Thus, any drastic
change in position of the peak of the X-ray beam profile caused by a change in voltage
or current was an important correlation to examine. However, this will not typically
affect the measurements because the 2θ alignment routine is performed before each
measurement (see Subsection 4.4.2). Figure 5.3 shows three 2θ beam profile scans
that were made at three different voltages: 15 kV, 20 kV, and 25 kV with a constant
current setting of 10 mA. Figure 5.4 shows three 2θ beam profile scans made at three
different currents: 10 mA, 19 mA, and 25 mA with a constant voltage setting of 15
kV. The maximum X-ray flux value and the corresponding 2θ position are found from
Gaussian fits to the data. Table 5.4 contains these flux and 2θ values. The full width
at half maximum (FWHM) of each of the Gaussian fits are also given in Table 5.4
and are examined for any relation between beam profile width and the X-ray source
voltage and/or current setting.
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Figure 5.3: X-ray flux as a function of position 2θ for three scans at different voltages.

Figure 5.4: X-ray flux as a function of position 2θ for three scans at different
currents.
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Upon inspection of the values in Table 5.4, the 2θ X-ray beam peak position
is found to not vary greatly over a range of source voltages or currents. Additionally,
there is no clear correlation between source voltage (or current) and the beam peak
position. Thus, changing the X-ray source settings will not affect the total X-ray
flux or the reflectivity measurements significantly. Although the FWHM values in
Table 5.4 increase slightly as the current and voltage is increased, the change in the
width of the X-ray beam profile is relatively small. Therefore, it is not necessary to
change the widths of the slits to better accommodate the differing beam widths if
operation is conducted at or below a voltage setting of 25 kV and a current setting
of 25 mA.

5.1.3

Initial XRR Measurements
An initial test of the functionality of the XRR system and its components was

conducted during which both a single layer and a multilayer X-ray optic coating were
measured. The single thin film coating is nickel on a borosilicate glass substrate.
Figure 5.5 shows the reflectivity curve of this sample. The data, shown in red, are fit
with a theoretical reflectivity model using the software IMD [11]. The model is for
specular reflection off a single film using the Debye-Waller formalism. This prescribes
the modification made to the Fresnel reflection and transmission coefficients for the
computation of the optical functions and electric fields for any given model. The
Debye-Waller formalism is the most commonly used modification for modeling thin
film X-ray optic coatings.
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Figure 5.5: Reflectivity curve of nickel single thin film on borosilicate glass substrate.

Data were taken out to a graze angle of 0.7◦ with a step size of 0.01◦ to verify
the general functionality of the XRR system. The measured data (shown as data
points connected by solid line) are fitted with a theoretical reflectivity model (shown
as solid line) from which parameters of the sample are extracted. Error bars are too
small to see, though the error at a graze angle of 0.4◦ and 0.6◦ is ±0.002176 R and
±0.000427 R respectively. The critical angle of this nickel sample is easily identified
to be 0.39◦ with the 0.01◦ resolution of the measurement. The fitting of the critical
angle at this value results in a density of 8.908 g/cm3 for the nickel film, which is also
bulk density. Before the critical angle, the data do not follow the theoretical curve
up to nearly 100% reflectivity. Instead, the R values decrease as the graze angle
goes to 0◦ . This is due to the spilling of the X-ray beam off of the sample up until
the minimum angle, ψ, at which total illumination of the sample is reached. This
spillage of the incident radiation is not critical to the measurement as long as the
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reflectivity of the sample recovers enough before the critical angle is reached. The
data in Figure 5.5 also display reflectivity oscillations characteristic of the thin nickel
film. These features are used to constrain the thickness and roughness of the thin
film. The model fit results in a thickness value, d, of 751 Å, a surface roughness of
7 Å and a substrate roughness of 4 Å. All of these values are found to be reasonable
and further testing of different substrates will be pursued.
MSFC’s multilayer coating production capabilities are in development, prompting collaboration with SAO and their X-ray optic team. As the XRR system was developed for the main purpose of testing X-ray optic multilayers, samples of this type
were sent from SAO for the use of verifying the system. A small d-spacing multilayer,
ML 1, was measured with the reflectometer. The resulting reflectivity curve is shown
in Figure 5.6. The measured data is shown as data points connected by a solid line
while the theoretical fit is shown as a solid line. A subset of this measurement is
presented in Figure 5.7 in which the error bars associated with each data point are
more clearly shown.
The data in Figure 5.6 and Figure 5.7 were taken out to a graze angle of 3.18◦
with a step size of 0.02◦ , a large enough range to measure the first and second order
reflection peaks. At graze angles of 0.5◦ and 3.0◦ , the errors are 0.00044266 R and
0.00004920 R respectively. The critical angle is clearly defined in the data shown in
Figure 5.6 as 0.28◦ . The reflectivity of this sample drops off steeply after the critical
angle, recovering up to higher reflectance values at the first and second order reflection
peaks at graze angles of approximately 1.5◦ and 2.9◦ respectively. This type of reflectivity response is why multilayer coatings are being studied and developed for the
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Figure 5.6: ML 1: Si/W small d-spacing multilayer with 30 periods on a SiO2
substrate.

Figure 5.7: Subset of reflectivity curve from Figure 5.6 clearly showing data point
error bars.
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Table 5.5: ML 1 fit parameter values.
Parameter

MSFC

SAO

d (Å)
Γ (%)
d-Si (Å)
σ-vacuum/Si (Å)
σ-W/Si (Å)
d-W (Å)
σ-W (Å)
ρ-SiO2 (g/cm3 )
σ-SiO2 (Å)

30.50
0.70
21.35
10.00
4.00
9.25
5.00
2.30
3.00

29.95
0.60
17.97
4.00
4.00
11.98
5.00
2.30
3.00

purpose of high energy X-ray reflection. Between the large reflectance peaks, Kiessig
fringes are present, indicating that this multilayer was not optimized. For example,
the physical parameters of the multilayer such as number of periods, N , d-spacing,
d, and the layer ratio, Γ , are not the values at which the best performance of the two
materials comprising the multilayer can be achieved. With proper optimization, the
fringes between the reflectance peaks diminish resulting in a much smoother curve.
Behavior of the measured reflectance response at the second order reflectance peak
of ML 1 should be noted as it is suppressed compared to the theoretical model. This
is caused by random fluctuations in the d-spacing of the layers within the multilayer
stack. This is an artifact of instability in the layer deposition process. All of the multilayer parameters extracted from the model fit to the data in Figure 5.6 are given in
Table 5.5. ML 1 was also measured by SAO, and their fit parameters are also given
in Table 5.5 for comparison.
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Not all the parameters shown in Table 5.5 agree exactly, some varying between
the two labs more than others. This variation could be due to the XRR systems
different geometries. The SAO system uses a second slit that limits the beam in
the vertical direction in addition to the horizontal direction, thereby decreasing the
projected area of the beam on the sample. In contrast, the XRR system discussed in
this thesis (the MSFC system) employs a series of slits that limits the size of the beam
in the horizontal direction only, resulting in a relatively large projected area of the
beam on the sample, or beam footprint. With the X-ray beam being reflected from
a larger area of the sample, the coating parameters extracted from this measurement
represent an average of that parameter over the sample rather a value taken at a
precise location on the sample. This could be why the MSFC coating parameters do
not agree exactly with the SAO parameters. Additionally, the disagreement in the Γ
values in Table 5.5 indicate that random thickness errors are present throughout the
ML 1 stack such that the d values throughout the multilayer are not constant. These
errors make it difficult to get a good fit to a periodic multilayer structure model where
d is assumed to be constant throughout the stack. However, most parameters listed
in Table 5.5 are in relative agreement, prompting a continuation of the validation of
the XRR measurements made with the MSFC reflectometer system.

5.2

Repeatability of Measurements

With the consistency of the X-ray source flux verified and parameterized and
initial reflectance measurements made, a repeatability test was conducted to ensure
the alignment and data collection procedures of the reflectometer are consistent across
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a large number of measurements. The repeatability of the XRR measurement must
be verified such that any variation in the fitted sample parameters can be solely
attributed to coating quality and not large systematic error.
An iridium single thin film coating on a 1 inch silicon substrate and a second
multilayer coating, ML 2, on a 2 inch SiO2 substrate from SAO were both measured
10 times by the reflectometer. For each repeatability measurement, the sample was
precisely placed on the vacuum chuck at a value X from the right edge of the ceramic
disk and at a value of Y from the bottom edge of the ceramic disk. Figure 5.8
shows ML 2 on the vacuum chuck at X = 1.0625 inches and Y = 1.25 inches. The
iridium sample is 0.5 times the size of ML 2 so X and Y are adjusted accordingly to
0.5625 inches and 0.75 inches respectively. Between each measurement, the sample
was removed then re-positioned on the vacuum chuck to test the repeatability of the
placement of the sample.

5.2.1

Iridium Single Thin Film Repeatability
A reflectivity curve corresponding to repeatability measurement # 6 of the

iridium single thin film coating is shown in Figure 5.9. All ten of the repeatability
measurements of the iridium sample were made with a detector acquisition time of
1.0 s and a step size of 0.002◦ . The acquisition time is the total time the detector
collects reflected X-ray photons from the sample per step. A longer acquisition time
results in the collection of more photons per position, increasing the statistics. At an
acquisition time of 1.0 s second, the detector cannot collect data below a reflectance
value of 10−4 , but this threshold can be lowered by increasing the acquisition time.
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Figure 5.8: Photo of ML 2 positioned on vacuum chuck for a repeatability measurement.

However, even with a small acquisition time of 1.0 s, many of the features of the
reflectivity curve (Kiessig fringes) are still resolvable in the measurement. Because
the smaller acquisition time results in a shorter measurement time, this setting is
preferred over longer times for this repeatability study. The error bars denoting the
counting error for each data point in Figure 5.9 are not shown but range from 0.98%
of the incident X-ray flux at a graze angle of 0.45◦ to 99% at a graze angle of 2.714◦ .
Four coating parameters were extracted from each of the 10 measurements
made of the iridium coating: the critical angle, d-spacing, d-Ir, surface roughness,
σ-Ir, and film density, ρ-Ir. The critical angle is defined as the lowest graze angle
at which the intensity (or flux) of the reflected X-ray beam divided by the incident
intensity (or flux) of the beam is 0.5. For this repeatability study, the critical angle is
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Figure 5.9: Repeatability measurement # 6 of the iridium single thing film coating.

found by extracting the graze angle at which the above criterion is met from a fit of a
fifth order polynomial to the data between a graze angle of 0.3◦ and 0.6◦ . The three
remaining parameters were extracted from a best fit to the data in each repeatability
measurement using a genetic algorithm. This algorithm is accessed in IMD’s curvefitting tools, of which a description is available in the IMD Installation Guide and
User’s Manual [18] pages 150 - 155. Initial starting values for each of the desired
fitting parameters are chosen, and the algorithm begins fitting to the measured data.
The best fit values for the three coating parameters are found along with a figure of
merit corresponding to each fit which is calculated using the following equation:
N
m
P

F OM =

w(i) × |Y (i) − Ym (i)|n

i=1
N
m
P
i=1
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(5.1)
w(i)

where Nm is the total number of data points for one measurement, w(i) is the weighting factor, Y (i) is the best fit to the measured data, Ym is the measured data, and n
is an exponent determined by the user [18]. For fits to the iridium coating reflectivity
curves, n = 2, the default value. The instrumental weighting factor is used and is
defined by the following equation:

w(i) =

1
(σYm )2

(5.2)

where σYm is the counting error associated with each measurement [18]. The figure
of merit simply signifies the goodness of fit, whereby a comparison of these values
between measurements can help to determine which fit parameters are likely to be
closest to the actual sample parameters.
Table 5.6 shows the critical angle values, the three best fit coating parameters
and corresponding figure of merit values for each of the 10 XRR repeatability measurements of the iridium single thin film coating. The averages and corresponding
standard deviations of the critical angles and three coating parameters are shown in
Table 5.7
Of the ten measurements in Table 5.6, the critical angle value and best fit
parameters of measurement 9 seem to vary significantly compared to the others.
Upon further inspection of the sample, it was found that the surface was visibly
contaminated (with dust, dirt, etc.). The sample was then cleaned using ethyl alcohol
and a small optical wipe. Measurement 10 was taken immediately afterward, and the
resulting fit was compared with those of the other measurements. The critical angle
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Table 5.6: Critical angles and best fit coating parameter values from genetic algorithm fit for iridium single thin film coating.

Measurement
#

Critical Angle
(deg)

1
2
3
4
5
6
7
8
9
10

0.5565
0.5848
0.5792
0.5804
0.5371
0.5827
0.5860
0.5727
0.4955
0.5769

Genetic Algorithm Fitting Results
Layer
Surface
Film
Thickness d Roughness σ Density ρ FOM (n=2)
(Å)
(Å)
(g/cm3 )
165.42
162.08
164.44
162.84
164.00
164.00
163.69
161.43
150.77
166.07

11.03
7.54
9.80
8.96
8.61
8.63
7.92
9.12
16.99
10.30

22.554
22.560
22.560
22.560
22.558
22.559
22.559
22.559
22.000
22.554

0.692
0.285
0.198
0.180
0.198
0.198
0.219
0.257
0.245
0.351

Table 5.7: Average critical angle and coating fit parameters for iridium single thin
film with associated standard deviations.

Value

Average

Standard Deviation,
1σ

Critical Angle (deg)
Layer Thickness (Å)
Surface Roughness (Å)
Film Density (g/cm3 )

0.5652
162.47
9.98
22.50

±0.0273
±4.123
±2.569
±0.167

value and fit parameters of measurement 10 were in much better agreement with
measurements 1-8 than with those of measurement 9. It is concluded that the sample
was contaminated between measurements 8 and 9 such that the XRR measurement
was affected resulting in an uncharacteristic R curve. The standard deviation of the
critical angle values and film parameters are 4.85%, 2.54%, 25.98%, and 0.74% of
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the mean critical angle, mean layer thickness, mean surface roughness, and mean
film density respectively. These variations are very small compared to the mean
parameter value. Although the variation in the surface roughness values is larger
than that of the other three parameters, a standard deviation of approximately 26%
of the mean roughness value is still relatively small as the surface roughness tends to
vary most compared to other coating parameters over a given sample area. The XRR
alignment and measurement procedures are therefore verified to be repeatable over a
ten measurement study of a single thin film, as the variation in fitted parameters was
a result of sample contamination, not systematic error.

5.2.2

ML 2 Repeatability
ML 2 is a larger d-spacing multilayer than ML 1 described in Section 5.1.3

and has many higher order reflectance peaks that can be used to easily and effectively
determine the repeatability of the reflectivity measurement. Figure 5.10 shows one
of the 10 repeatability measurement reflectivity curves of ML 2. All 10 of the ML 2
repeatability measurements were made with a detector acquisition time of 1.0 second
and a step size of 0.002◦ . A statistical analysis of the repeatability of the XRR
measurements of ML 2 was made by finding the critical angle of each data set as well
as analyzing the characteristics of the second order reflectance peak. The critical angle
for the ML 2 measurements was found in the same way as described for the iridium
single thin film repeatability measurements, except the fifth order polynomial is fit
to the ML 2 data between a graze angle of 0.1◦ and 0.35◦ . These critical angle values
as well as the second order reflectance peak parameters for the ML 2 repeatability
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measurements are shown in Table 5.8. The second order reflectance peak of each of
the 10 ML 2 data sets is analyzed for the peak reflectance value R, peak reflectance
position θ, and full-width at half-maximum (FWHM). The peak reflectance R and
peak position θ are found by fitting the top 30% of the second order reflectance peak
with a parabolic model. An example parabolic fit to the second order reflectance peak
in ML 2 repeatability measurement # 10 is shown in Figure 5.11. The FWHM of each
of the second order reflectance peaks is found by calculating half of the maximum
peak reflectance value and interpolating several data points about that value on either
side of the peak to find the corresponding graze angles. Because the ML 2 multilayer
coating has many more parameters than the iridium single thin film, a model fit was
not used for this repeatability study. In the case of a multilayer, the large number of
fit parameters can introduce more error into the fitting method, potentially skewing
the repeatability results. The average critical angle value and average second order
reflectance peak parameters as well as the standard deviations of these averages at
one sigma are shown in Table 5.9
The standard deviations of the ML 2 coating parameters in Table 5.9 are
0.27%, 5.91%, 0.17%, and 0.79% of the mean critical angle, mean peak reflectance,
mean peak position, and mean FWHM, confirming that the variation in the data does
not indicate any systematic error in the repeatability of the reflectometer’s measurements.
The repeatability study discussed here, Section 5.2, resulted in the verification
of the in-house repeatability of the XRR measurements made with MSFC’s reflectometer. Although the fit parameters of each measurement from both samples vary
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Figure 5.10: ML 2 repeatability measurement # 10.

Table 5.8: Critical angles and second order reflection peak parameters of ML 2
repeatability measurements.

Measurement #

Critical Angle (deg)

1
2
3
4
5
6
7
8
9
10

0.3340
0.3315
0.3317
0.3330
0.3326
0.3339
0.3322
0.3310
0.3325
0.3323

2nd Order R Peak
Peak Position
Peak
(deg)
Reflectance R
1.3403
1.3409
1.3449
1.3461
1.3443
1.3479
1.3465
1.3427
1.3433
1.3445
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0.4479
0.4380
0.3896
0.3949
0.3919
0.3731
0.3939
0.3874
0.3872
0.3948

FWHM
(deg)
0.0372
0.0375
0.0377
0.0375
0.0381
0.0377
0.0376
0.0383
0.0383
0.0378

Figure 5.11: Parabolic fit to second order reflection peak for ML 2 repeatability
measurement # 10.

Table 5.9: Average critical angle and second order reflectance peak parameters of
ML 2 repeatability measurements.

Value

Average

Standard Deviation,
1σ

Critical Angle (deg)
Peak Reflectance
Peak Position (deg)
FWHM (deg)

0.3325
0.3909
1.3446
0.0378

±0.0009
±0.0231
±0.0023
±0.0003

slightly, the variation is not significant enough to indicate any king of intrinsic error
with the mechanical parts or software alignment and data collection procedures of the
reflectometer. However, even with the in-house repeatability verified, the consistency
of the XRR measurements must be investigated. It is possible that the measurements
from the repeatability study at MSFC may not agree with the XRR measurements
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of the same samples made at independent laboratories. There an interlaboratory
study was conducted to confirm that the reflectometer at MSFC produces not only
repeatable measurements, but those that are consistent with other independent XRR
measurements as well.

5.3

XRR Interlaboratory Study

Although the results presented in Section 5.2 confirm that the XRR measurements made with the reflectometer system are repeatable, further evaluation of those
results must be made to verify that the system produces true measurements of the
samples. This was done by implementing an XRR measurement interlaboratory study
in which one sample, ML 2, was measured not only by the XRR system discussed
here, but also by other independent XRR systems. The two laboratories participating in this study were Lawrence Livermore National Laboratory (LLNL) and SAO’s
multilayer coating facility. Both labs measured the ML 2 sample three times at the
center of the wafer (x = 0 mm, y = 0 mm) to mimic MSFC’s measurements. The
sample center measurements were then compared with 3 of the 10 repeatability measurements, chosen at random, made with ML 2 at MSFC to determine the precision
of the XRR measurement procedure. The interlaboratory study is modeled after a
standard practice of ASTM designation E691-14 described in [19], an American National Standard. The main results of the study are two consistency statistics, h and
k, that determine whether the data are consistent at a level such that the XRR measurement method is considered precise enough for continued use. The consistency
statistics are calculated for each participating lab’s results of the four measurement
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parameters of the ML 2 sample: the critical angle, peak reflectance of the second
order reflectance peak, peak position of the second order reflectance peak, and the
FWHM of the second order reflectance peak (see Table 5.8). A calculation worksheet
for each of these four parameters was created in which the parameter statistics and
the final consistency statistics are displayed. The parameter statistics include the
average of the sample parameter values from each measurement made at a given lab,
x̄ the standard deviation of those sample parameter values, s, and the parameter
deviation, d. All of the statistical equations and detailed descriptions are found in
Standard Practice Designation E691-14 [19]. The parameter average is calculated for
each laboratory using the following expression:

x̄ =

n
X
x
1

n

(5.3)

where x is the individual parameter from each measurement and n is the number of
measurements made of the parameter at the given laboratory. Using these definitions,
the parameter standard deviation is found for each laboratory using the following
equation:
v
u n
uX
s = t (x − x̄)2 /(n − 1)

(5.4)

1

The parameter mean deviation is calculated, once again for each laboratory, using
the following expression [19]:
d = x̄ − x̄¯
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(5.5)

where x̄ is the parameter average from (5.3) and x̄¯ is the average of the parameter
averages from each lab.
With these statistics calculated for each laboratory for a given parameter;
for example, the parameter statistics for the critical angle of ML 2 found from the
measurements of MSFC, LLNL, and SAO; several intermediate calculations were
made before the consistency statistics are found. First the standard deviation of the
parameter averages for all the labs in the study is found using the following equation
[19]:
v
u p
uX
d2 /(p − 1)
sx̄ = t

(5.6)

1

where d is the parameter deviation in (5.5) and p is the number of laboratories in the
study. The parameter measurement repeatability standard deviation for all the labs
in the study is then calculated using the following equation [19]:
v
u p
uX
sr = t
s2 /p

(5.7)

1

where s is the parameter standard deviation given in (5.4) and p is the number of
laboratories. Finally, the consistency statistics, h and k, for each lab and a given
parameter can be calculated. The between-laboratory statistic h, defined here as a
figure of merit of the parameter mean for each laboratory is found using the following
equation [19]:
h = d/sx̄
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(5.8)

Table 5.10: Statistical calculation worksheet for the critical angle parameter of the
ML 2 measurements.

Laboratory
MSFC
LLNL
SAO

Critical Angle - x
1
2
3

x̄

s

d

h

0.334 0.332 0.332 0.332 0.001 0.005
0.96
0.321 0.322 0.323 0.322 0.001 −0.005 −1.03
0.330 0.328 0.326 0.328 0.002 0.000
0.07

k
0.84
0.72
1.33

where d and sx̄ are given by (5.5) and (5.6) respectively. The within-laboratory
consistency statistic, or figure of merit of the parameter standard deviation for each
laboratory, is found using the following equation [19]:

k = s/sr

(5.9)

where s and sr are given by (5.4) and (5.7) respectively. Table 5.10, Table 5.11,
Table 5.12, and Table 5.13 display the calculation worksheets for each of the four
ML 2 coating parameters defined at the beginning of this section. These worksheets
contain the statistics given in (5.3), (5.4), (5.5), (5.8), and (5.9). The intermediate
statistics for each of the four ML 2 measurement parameters are shown in Table 5.14.

The consistency statistics, h and k, for each of the ML 2 measurement parameters made at the three laboratories participating in the study are analyzed for
particular patterns, some of which could denote possible inconsistencies in the measurements. Critical values of these statistics, hcrit and kcrit , are found at the 0.5%
significance level from Table 5 in standard practice E691-14 [19]. These values help
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Table 5.11: Statistical calculation worksheet for the second order reflection peak
value parameter of the ML 2 measurements.

Laboratory
MSFC
LLNL
SAO

2nd Order R Peak
Value - x
1
2
3

x̄

s

d

h

k

0.448 0.438 0.390 0.425 0.031 −0.001 −0.03 1.67
0.431 0.411 0.400 0.408 0.007 −0.018 −0.98 0.38
0.449 0.442 0.441 0.444 0.005 0.018
1.02 0.24

Table 5.12: Statistical calculation worksheet for the second order reflection peak
position parameter of the ML 2 measurements.

Laboratory
MSFC
LLNL
SAO

2nd Order R Peak
Position - x
1
2
3

x̄

1.3340 1.341 1.345 1.342
1.331 1.333 1.334 1.333
1.343 1.339 1.338 1.340

s

d

h

0.003 0.004
0.77
0.001 −0.006 −1.13
0.002 0.002
0.35

k
1.18
0.57
1.14

Table 5.13: Statistical calculation worksheet for the second order reflection peak
FWHM parameter of the ML 2 measurements.

Laboratory
MSFC
LLNL
SAO

2nd Order R Peak
FWHM - x
1
2
3

x̄

s

d

h

0.037 0.037 0.038 0.037 0.000 0.002
0.96
0.035 0.032 0.035 0.034 0.002 −0.002 −1.04
0.036 0.036 0.036 0.036 0.000 0.000
0.08
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k
0.28
1.70
0.12

Table 5.14: Intermediate statistics for the four ML 2 parameters.
ML 2 Parameter
Critical Angle
Peak Reflectance
Peak Position
FWHM

x̄¯

sx̄

sr

0.3275 0.0051 0.0016
0.4258 0.0180 0.0186
1.3382 0.0049 0.0021
0.0357 0.0018 0.0009

determine which measurements (if any) from a particular laboratory could be considered inconsistent with the others and may indicate a rounding error or procedural
error. Figure 5.12 and Figure 5.13 show how the consistency statistics compare with
one another and whether they fall below or above the critical value given at a 0.5%
significance level. This level indicates that the data are considered consistent (or not
consistent) at 99.5% confidence if the consistency statistics fall below (or above) the
critical value for either h or k.
The h plot usually contains one of three general patterns. The first and second
would indicate no inconsistency in the data while the third one does. In the first one,
all laboratories have both positive and negative h values for the parameters. This is
clearly not the case for the data presented here, Figure 5.12, as MSFC and SAO have
mostly positive h values while LLNL has all negative h values. The second pattern
to look for is when each lab tends toward either positive or negative h values. This
does not present a problem if the number of mostly positive labs equals the number of
negative labs. However, because an odd number of labs participated in this study, it is
not possible to definitively conclude that this is the correct pattern. The third pattern
to be aware of is when one lab out of the group has h values of the opposite sign of
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Figure 5.12: Bar plot of the consistency statistic h for each of the four ML 2
measurement parameters found from the data taken at MSFC, LLNL, and SAO. The
critical value for h, hcrit = ±1.15, is denoted by the two dashed lines.

those from all the other labs. This could be the pattern that best describes the data
shown in Figure 5.12, indicating that the measurements from LLNL are inconsistent
with those from MSFC and SAO. Although, definitive conclusions must not be drawn,
as the data could also follow pattern 2, in which case the results are expected and
do not suggest any inconsistencies in the data. For these data, the critical value,
hcrit = 1.15, is the best indicator of consistency. None of the h values from any of
the laboratories exceed the critical value at a 0.5% significance level, leading to the
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Figure 5.13: Bar plot of the consistency statistic k for each of the four ML 2
measurement parameters found from data taken at MSFC, LLNL, and SAO. The
critical value for k, kcrit = 1.67, is denoted by the dashed line.

conclusion that the ML 2 measurement data from the three laboratories are consistent
at that level.
For the k statistic, the main pattern to identify that indicates measurement
inconsistencies is that in which one laboratory has either very large or very small k
values for all or most of the investigated parameters. Analyzing the data presented
in Figure 5.13, no laboratory follows this pattern as each lab generally tends to have
two smaller and two lager k values for the given parameters. Upon inspection of the
data with respect to the critical value of kcrit = 1.67, the k value of the 2nd order R
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peak FWHM parameter found from the measurements made at LLNL just exceeds
the critical value at a 0.5% significance level. In addition, the k value of the 2nd
order R peak value parameter found from the measurements made as MSFC equals
the critical value of 1.67. Investigating the three measured values of these parameters
at each lab; see Table 5.9 and Table 5.11, these parameters are found to vary the
most out of all the labs. The standard deviation, s, of the 2nd order R peak FWHM
values found from the three measurements made at LLNL is 0.002◦ as compared to
the standard deviations of 0.000◦ and 0.000◦ for that same parameter found from
measurements at MSFC and SAO respectively. The standard deviation, s, of the
2nd order R peak values found from the three measurements made at MSFC is 0.031
as compared to standard deviations of 0.007 and 0.005 of the same parameter found
from measurements at LLNL and SAO respectively. Thus, the unusually high k values
found for these two parameters at MSFC and LLNL at a 0.5% significance level are
not unexpected.
Another source of error in the interlaboratory study stems from the different
system geometries among the three participating laboratories. In particular, the slit
sizes used for defining the cross-sectional area of the X-ray beam and, consequently,
projected area of the X-ray beam on the sample, varies between laboratories. MSFC
uses a slit size of 25 µm by 10 mm (x-direction, z-direction) while LLNL and SAO use
slits sizes of 100 µm by 100 µm and 60 µm by 400 µm respectively. Thus, MSFC is
sampling a much larger area of the sample as compared to the other two laboratories,
resulting in a slightly different measurement. However, only one parameter found
from the measurements made at MSFC was flagged as being potentially inconsistent
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(the 2nd order R peak value). Therefore, the varying slit sizes among laboratories
do not result in significant variation among the XRR data. However, for coating
characterization, making more precise measurements on the sample by implementing
better-defining slits is a highly desired improvement to the system as coating thickness
and uniformity across the sample substrate can be determined, which aids in the
optimization of the coating formation process.
The interlaboratory study results indicate that the majority of the XRR measurements of ML 2 made at MSFC, LLNL, and SAO are consistent at 99.5% confidence, verifying that XRR measurements made at MSFC are of the same standard
as those made at other well-established XRR laboratories.
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CHAPTER 6

CONCLUSION

The design, construction, alignment, and initial test results of the X-ray reflectometer system used in the testing and development of X-ray optic coatings at
MSFC have been described. The design of the XRR is specific to grazing-incidence
X-ray optics, the coatings of which are the main test sample to be used in the XRR
system. The sample placement was chosen to allow for X-rays to be incident on and
reflected from the sample at very shallow angles as well as larger angles (up to tens
of degrees) to test the coatings X-ray reflectivity response at a large range of incident
angles. The resulting measurement is a reflectivity curve, the features of which are
used in the characterization of the sample coating. The main function of the XRR
system will be to test newly developed high energy X-ray multilayer coatings. As
such, the coating parameters extracted from the reflectivity curve are crucial as they
are the main tool used in determining how well a coating was made and how well
it performs at X-ray energies. The XRR system was first verified and the results
of initial measurements were compared with other in-house measurements as well as
with those made at well-established XRR laboratories.
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The results of the in-house repeatability study of a single thin film coating
and multilayer coating as well as the interlaboratory study of XRR measurements of
a multilayer coating confirm the performance of MSFCs first XRR system. Further
testing of the system is being considered in which several more laboratories can be
added to the interlaboratory study to help further refine the systems performance.
In addition, future improvements to the system, such as a laser alignment system for
sample placement, X-ray beam collimation, and motorized slits capable of being computer controlled to define the beam in both the horizontal and vertical directions, are
being considered to further improve XRR measurements made at MSFC. However,
the system at this time is fully capable of producing high-quality XRR measurements,
and full time use will begin immediately in the characterization of single thin film
coatings for X-ray optics. With the completion of MSFCs multilayer coating capabilities in the coming months, the XRR system will be used extensively and aid in the
development of new high-energy X-ray optic coatings.
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