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Co continuous basis functions for use in the finite element method when the elements
extend to infinity in one or more directions can be derived simply following the method
of Zienkiewicz . The numerical code for these functions can be generated autosnatically
using computer algebra languages such as REDUCE . This paper describes the method
and explains how REDUCE is used to easily produce numerical code .
1. Introduction
The finite element. method is a field where much research has taken and still takes place
because of its wide-ranging application in areas which include most aspects of mechan-
ical engineering, fluid mechanics, semi-conductor design, thermal conduction analysis,
bioengineering . . . etc. The method is based on the division of the domain of the problem
into elements of finite size where some quantity of interest is approximated by means of
interpolating functions, the shape functions . The reader is referred to the many textbooks
on the method, for example Zienkiewicz and Taylor (1989) .
Although real mechanical problems are bounded, some may be best regarded as infinite .
This is the case when the extent of the surrounding medium is so large that its limits are
imprecise and the area of interest becomes very tiny in comparison. Examples include an
object in the sea being struck by waves, flow of a fluid past an aerofoil, seepage flow or
stress patterns in the foundations of a dam, electromagnetic fields around an electrical
machine . . . etc .
Most of these problems can be modelled more efficiently using infinite elements on the
boundaries, instead of simply truncating the finite element mesh . Using infinite elements
requires appropriate shape functions which are defined up to infinity and tend to the
infinite value in the suitable way . Infinite elements are now well known and a complete
review of the method can be found in Bettess (1992) .
One particularly effective technique is the mapped infinite element where the element
is mapped from finite to infinite domain . The first explicitly stated mapping was by Beer
and Meek (1981) who used a mapping which included a term of the form 1/(1-t ;) which
mapped a finite t domain onto an infinite x domain . Their mapping was in two sections,
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linear and non-linear . The second part of the mapping had the same form as the one
proposed later by Zienkiewicz et al. (1983) . They also used a standard Gauss-Legendre
numerical integration over the finite
t
domain . The Pissanetzky (1983 and 1984) approach
was similar, but he carried out the integration in the infinite domain, so had to modify
the Gauss-Legendre abscissas and weights . However, the mapping method had the benefit
of retaining the finite element quadrature rule .
The Zienkiewicz approach lead to a clarification and simplification of the class of meth-
ods introduced by Beer and Meek and Pissanetsky . The form in which the Zienkiewicz
mapping was originally given has been simplified by Marques and Owen (1984), who
worked out and tabulated the mapping functions for a large range of commonly used
infinite elements . The simplification was also proposed by Kumar(1984) .
Computer algebra systems have been used in computational mechanics for at least
twenty years (Levi (1971)) . More specifically, researchers in the finite element field have
investigated the application of these systems to various aspects of the finite element
method (Pedersen (1975 and 1977), Noor and Andersen (1981)) . Wang and his co-workers
(Wang el a!. (1984 and 1986), Wang (1986)) have investigated the area of automatic
generation of numerical code for the finite element method using a computer algebra
system. They have developed an interactive system called FINGER (FINite element
code GEneratoR) . This system allows the user to develop Fortran code for isoparametric
elements to various levels of sophistication . Recent research work has been undertaken in
this field (Steinberg and Roache (1988), Bardnell (1989), Noor et al. (1990), Yagawa et
al. (1990), Barbier (1992), Barbier (in press)) but the total number of papers published
remains surprisingly small . It is likely that with the advent of computer algebra packages
which run on PCs, and with the spread of powerful workstations this will change .
The use of REDUCE to automatically generate the main families of Co continuous
shape functions for finite elements was given in an earlier paper (Barbier et al. (1990)) .
Following the same ideas, the automatic generation of mapping function routines can be
achieved easily when the Zienkiewicz method is used .
As an example, the paper demonstrates how easier and simpler it is to derive the map-
ping functions using the computer algebra system REDUCE . The REDUCE program
incorporates the calculation of the one dimensional mapping functions, the formation of
multi-dimensional mapping functions and the analytical derivation of the mapping func-
tion derivatives, which is probably the most tedious task to carry out by hand despite the
fact that these functions are rationals . FORTRAN code is also automatically produced
from the symbolic expressions using the translator of code GENTRAN . The method is
flexible as it allows us to . generate the mapping functions for any size of element in one,
two and three dimensions for the Lagrange elements and up to quartic order for the
Serendipity elements .
2. One-dimensional mapping functions
The mapping from finite to infinite domain developed by Zienkiewicz et at (1983)
has been used in this work . The reason is that it leads to a formulation which is sim-
ple and suitable for treatment with computer algebra . Beyond this consideration, it has
advantages specifically connected with its use in practical finite element codes . Its main
characteristics are that the mapping used for the shape functions and the one for the
numerical integration (usually Gauss-Legendre) are identical . This means that the orig-
inal Gauss-Legendre abscissas and weights are retained and the only change needed to a
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Figure 1. Zienkiewicz Infinite Element Mapping
finite element routine to make the element infinite is a new computation of the Jacobian
matrix .
For the convenience of the reader the theory for deriving the one-dimensional elements
is briefly repeated here .
Consider the geometry of the one-dimensional problem as shown in Figure 1 . The
element extends from point x l through x2 to x3, which is at infinity. x o is taken to be
the `pole' of the radial behaviour . This element is to be mapped onto the finite domain
-1 < 4 < 1. A suitable mapping expression is:
x = No(Oxo + 1'2 ()x2
(2.1)
x
No(f) =
N2(~) = 1+
X = ( 1 { ~ ) (x2-xo)+x2=x3=00
x=x2
X = (xo + x2)/ 2 = x1
The point at
t
= -1 is to correspond to the point x t , which is now defined to be
midway between xo and x2 . It implies that the inner half of the infinite element, from
the `pole' to the inner boundary of the infinite element, has the same extent as the finite
domain. The next step is to see into what form polynomials in the finite 4 domain are
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Table 1. Relation between f
and r, for mapped infinite elements
transformed in the unbounded x domain . Consider a polynomial, P,
P = ao + alf + a2~ 2 + ag3 + . . . (2
.4)
which is typical of those used in finite element methods . The ~ to x mapping already
given in equation 2 .1 can be written :
X = to + (1 2a
0
(2.5)
where a = z2 -
x1
= xl - to . Its inverse is :
_ 2a
(2.6)
1 (x - to)
and where r = x - to, the two previous equations can be written as :
r = 12a~
and = 1 -
2a
(2.7)
On substitution into the general polynomial P, a new polynomial in inverse powers of r
is obtained :
P=Qo+QI +p2+~+ . . • (2 .8)
where the #;'s can be calculated from a and the a;'s. The value of ,(3o can be adjusted to
meet the convergence requirements at infinity . For example, if the polynomial is required
to decay to zero at infinity then Bo = 0 .
It can be seen from equation 2.7 that there is a strict relation between C and r, and
this should be adhered to when placing the nodes of the infinite element in the radial
direction. Specific values are given in Table 1 .
Many exterior potential problems have solutions of the form of equation 2 .8 and the
advantage of this mapping is that they can be modelled using ordinary finite element
polynomials. Any degree of accuracy can be obtained by adding extra terms to the series
in equation 2 .4 .
In some respects it is more convenient to relate the mapping to the element nodes .
This can be simply achieved by changing the mapping functions, as was done by Marques
and Owen (1984) . A similar procedure was suggested by Kumar (1984) .
In the Marques and Owen formulation, No and 1N 2 are replaced by mapping functions
M1 and M2 so that :
x =
M1x1
+ M2x2 (2.9)
The new mapping functions are shown in Table 2 . The mapping functions for the `last'
node, the node at infinity, are not given, because they are not generally needed and also
they are difficult to define .
Now consider the standard Lagrange type finite element shape functions for a one
dimensional quadratic element . The three nodes are conventionally placed at f = -1,
{ -1 -1/2 -1/3 0 1/3 1/2 1
r a 4a/3 3a/2 2a 3a 4a
M3
M2
Generation of Mapping Functions with REDUCE
	
527
Table 2 . Infinite Element Mapping Functions
Mapping Function (= -1 0 1
2 x 1Vo(f) _
-2(/1 - (
1 0 -oo
N2(() - No(() _ (1 + ()/(1
-
()
0 1 00
Table 3. Comparison of Infinite and Finite Element Functions
Node
(,
Quadratic Finite Element Quadratic Infinite Element
Number, i
Parent Shape Functions P, Mapping Functions M;
1 -1 -
(x (1 - ()/2
-(x 2/(1
- ()
2 0
0 + 0 x 0 - 0 0 + () x 1/0 - 0
= 0 and = 1 . The shape functions can be written as follows :
L1(f ) _ ( f - t2 )( C -
t3)
_ ( C - 0 )( t - 1 ) = -&( 1 -
f
) (
2.10)
G 6 6 6
-1-0 -1-1 2
L2V) _
(t-~1 )( f -f3 )=( t+1 )( {-1
)=(1+e)(1-t) (2.11)
6 - 6 6 - 6 0+1 0-1
On comparing the two sets of shape and mapping functions (Table 2 and equations
2.10 and 2 .11), we note that the only difference is in the terms corresponding to = 1,
that is the terms at `infinity'. This is demonstrated in Table 3 .
The term corresponding to the node at infinity is inverted . This immediately shows
the possibility of generating an open-ended set of infinite element mapping functions
from the corresponding shape functions . Analytically, the shape functions are polynomial
functions of { and the process of inverting one term is straightforward although the
subsequent algebraic manipulations of expanding and reorganizing the resulting fractions
can be tedious and error prone if carried out by hand . Computer algebra systems are
good at such manipulations and they enable the user to contemplate more complicated
expressions such as those occurring when the number of nodes in the element is increased .
3. Two- and three-dimensional mapping functions
In two and three dimensions, the most usual case is to have an element which extends
to infinity in one direction and is finite in the other directions . More infrequently, one
needs an element which extends to infinity in several directions . The method for deriving
these multi-dimensional mapping functions is similar to that used for the ordinary shape
functions for finite elements. One-dimensional mapping functions related to each direction
are multiplied together and adjusted for each type of elements . In this work two types
of elements have been considered : the Lagrangian and the Serendipity elements (see
Figure 2) . The Lagrangian element is the simplest and will be dealt with first .
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Figure 2. Lagrangian and Serendipity elements
3 .1
. LAGRANGIAN MAPPING FUNCTIONS
Let us denote P," the Lagrange polynomials and M; the mapped Lagrange polynomi-
als. P is given by :
P'"(0 =
	 V -toW -W. . . .(f
-
6-I	-~i+1)
. . ..(~-~a)	
(3.1)
(6 - foMi - W
. . . .(6 -
6-1 )(& - &+
1)
. . . .
(fi -W
where i = 0, . . .n, ~ is the normalized coordinate in the range [-1,+1] and the one dimen-
sional element has n + 1 nodes . M is calculated from P as described in Section 2 . Its
expression is :
M,•"
(0
_ (~ -
l;o)(l:i
- {1) . . . .(t
- &-IM -~i+1) . . . .
(~i
- G)
(3.2)
) . . . .(6 -
Si-1)(G - Si+1) . . . .V - Sn)
The mapping functions for a q-dimensional Lagrangian element with p infinite direc-
tions dirt, dire, . . .dir,, out of q directions and n + 1 nodes along one edge is as follows :
MF,,,d,(I,, . . .1,, . . .I,)(dirli
. . .dire, . . .dirt'
)
= Mr; (dir l ) * . . .Mn~(dirP) * P(dir,+1) * . . .Pj"~(dirt')
P q
_ (dir;)* Pt (din) (3.3)
i=1 i=r+1
where 11, .J. denotes the position of the node in the element (see 3 .4) and node(11, . . .l,)
gives the number of the node at that position . The 1i are related to the dir; as follows :
1i=2(diri+1) -1<diri<l--t'0<l,<n (3.4)
In practice, q < 3 and p < 3 .
For example, the mapping functions for a 2 dimensional quadratic Lagrangian element
r1~
WPW'_
7	
j8 9
i
ib	f4
f
I
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Figure 3. Quadratic infinite Lagrangian element
(n=2) extending to infinity in the C direction (see Figure 3) are as follows :
MF1(~,11) = 0(1-1))f
(1 - e)
MF4(t,17)
_
-24(1 + rl)(1- r))
( 1- 4)
MF7(4,17) _ -
00	
+ ~)
(1 - 4)
MF2(f,17) _
MF5((, ,7) _
MFs(4, i1)
_
3.2 . SERENDIPITY MAPPING FUNCTIONS
A rational procedure for deriving the shape functions of the Serendipity elements
is described by Zienkiewicz and Taylor (1989) . A precisely analogous procedure can
be followed for deriving the mapping functions . A formula is now given for the two
dimensional quadratic and cubic elements with one infinite direction .
Let us denote 4 and r) the two directions, 4 being the infinite direction and
q
the finite
one. As for the Lagrange mapping functions, P will represent the Lagrange polynomials
and M the mapped Lagrange polynomials . The mapping functions take three different
values depending on the position of the node in . the quadrilateral . (see Figure_ 4) : .
EHnode(ij)(4, 17)
MFn,de(ij) V
,r7)=
EVnode(ij)(f, 11)
Cnode(ij)(4,17)
where
EHnode(i j)(4, 17) = M; (4)P; (n)
node(1,1) = I
node(2,1) = 2
node(3,1) = 3
node(1, 2)
= 4
node(2,
2 = 5
node(3, 2) = 6
node(1,3)
= 7
node(2, 3) = 8
node(3,3) = 9
EVnode(ij)(4, 17) =
Mi (4)Pj (ri) i = 0,1 and j =0, . ..n- 1
Cnode(i j)(4, 17) = Mi (4)Pj ( 17) - Tnode(i.j)(4 ,17) -
Unode(ij)(4, 17)
i=0,1 and j=0,1
529
for mid-side nodes on edges 1 and
3
for mid-side nodes on edges 4 (3.5)
for corner nodes at finite distance
i = 1, . . .n- 1 and j = 0,1
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Figure 4. 2D infinite cubic Serendipity element
n-1 2
Tnode(ij)(Ct1) = 1: (1 + tc{M) EHnode(vj)(C g)
Unode(ij)(C 17)
= L
(1 +2n`70)EVnode(i,pAe
tl)
(3
.6)
µ=1
are the coordinates of the corner node, n+1 is the number of nodes along one
edge of the element, and edges are as shown in Figure 4 .
EH corresponds to the nodes on the horizontal edges, except the corner nodes . It is
composed of a (n + 1)'h order mapped Lagrange polynomial in the
f
direction and a
linear Lagrange polynomial in the q direction as there are n+1 nodes in the f direction
and only two nodes in the q direction. Similarly, EV corresponds to the nodes on the
vertical edges, except the corner nodes .
C is the shape function for all four corner nodes. It is formed from a mapped linear
function in f and a linear function in q, from which two polynomials are subtracted . The
two polynomials are weighted sums of EH and EV along the f and q directions. They
ensure that C is equal to 1 at the corner and zero at all other finite points of the element .
The first part of C gives 1 at the corner, zero at the other finite corners and- some non
zero values at the finite mid-side nodes along the edges . T and U modify C so that its
value at the finite mid-side nodes is zero .
When the g direction is infinite and the f direction is finite, the formula for the mapping
functions can be obtained from equation 3.6 by using M in place of P in the q direction,
P in place of M in the f direction and inverting the scaling factors in the sums for T and
U, that is to say (1 +&{,,)/2 for T and 2/ (1 +
g,%)
for U. When both directions are
infinite, M should be used everywhere in the formula 3.6 and inverted scaling factors
should be used in T and U, which are 2/(1+&et„) and 2/(1+q,%)
.
The procedure for the three dimensional case is similar . Mapped Lagrange polynomi-
als are used in the infinite directions and ordinary Lagrange polynomials in the finite
directions. Extension to quartic and higher order Serendipity polynomials requires the
Generation of Mapping Functions with REDUCE
	
53 1
introduction of mid-face nodes . Although simple in principle, it has not been done here
as such elements are not widely used .
4. REDUCE program
The version 3.3 (July 1987) of the REDUCE system has been used, running on an
Amdahl 5860 with up to 1 MByte of memory available for users' programs . The REDUCE
program is organized as follows .
First the algebraic expressions for the Lagrange polynomials and the one-dimensional
mapping functions are obtained according to formulae 3.1 and 3 .2 . The multi-dimensional
mapping functions are constructed as described in Section 3 . Using REDUCE the alge-
braic expressions obtained are differentiated with respect to the variables f, q (and C in
three dimensions) to obtain the mapping function derivatives, needed for the calculation
of the Jacobian matrix . These expressions are then translated into FORTRAN using
GENTRAN . This method enables us to automatically produce compilable FORTRAN
code with a high confidence in its correctness. A sketch of the functional behaviour of
the code is given in Figure 5 .
5. Conclusions
REDUCE has been used to automatically generate FORTRAN code for mapping func-
tions and their derivatives . The known expressions for the Lagrangian and Serendipity
elements have been analytically rederived in a reliable manner . Beyond showing the sim-
plicity and ease of using computer algebra in this particular problem, and reliability of
the produced code, the REDUCE code can also be employed for generating other types
of basis functions for infinite elements, with little alteration to the code .
It is possible to design elements extending not only in the positive infinite direction
but also in the negative infinite direction or in both directions at the same time . Other
types of elements such as triangular, tetrahedral and triangular prism elements can also
be considered. Another way of obtaining basis functions is through the use of decay
functions . In this case the finite element shape functions are retained and multiplied by
a decay function whose role is to ensure that the behaviour of the element at infinity
is a reasonable reflection of the physics of the problem. These functions can take vari-
ous forms, including exponential functions and (1/P(~)") type functions, where P is a
polynomial in l;. Further details on these functions can be found in Bettess (1992) . The
development of such basis functions by computer algebra has not been attempted, to the
knowledge of the authors .
The REDUCE code developed can be adapted to include the new types of elements
and basis functions and the basis function derivatives can also be obtained analytically .
Calculations for these functions are probably more complex to carry out by hand than
the mapping functions and the use of computer algebra may then become a necessity .
It is thus clear that the computer algebra systems can profitably be used in the develop-
ment of basis functions for finite and infinite element codes and assist in the formulation
of new elements and functions . One key point in the use of computer algebra in practical
finite element codes is the availability of an interface between the symbolic language and
the numerical finite element code . A number of recent papers on the integration of numer-
ical and algebraic systems have appeared (Dewar (1989), Senac , Dewar and Richardson
(1990), Wang (in press), Steinberg and Roache (in press)) . In this work, GENTRAN
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Figure 5. Structure of the REDUCE code
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has been used to implement this interface . The problem of optimization of the resulting
numerical code has arisen, which can be solved using packages like SCOPE available with
the latest version of REDUCE (July 1991) .
6. Code availability
All the software described above is available from Mrs J .A . Bettess (Computing Service,
University of Durham, South Road, DH1 3LE, Tel : 091 374 2895, Email: J .A .Bettess@
durham.ac .uk) for a modest charge . The complete set of material consists of :
1 REDUCE source codes .
2 Automatically produced FORTRAN F77 source codes for all the mapping functions
described above .
3 User instruction file .
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