We develop a new method for placing a given context-free grammar into Greibach normal form with only polynomial increase of its size. Starting with an arbitrary "-free context-free grammar G, we transform G into an equivalent context-free grammar H in extended Greibach normal form; i.e., in addition to rules, ful lling the Greibach normal form properties, the grammar can have chain rules. The size of H will be O(jGj 3 ), where jGj is the size of G. Moreover, in the case that G is chain rule free, H will be already in Greibach normal form. If H is not chain rule free then we use the standard method for chain rule elimination for the transformation of H into Greibach normal form. The size of the constructed grammar is O(jGj 4 ).
Introduction and de nitions
We assume that the reader is familiar with the elementary theory of nite automata and context-free grammars as written in standard text books, e.g. 1, 4, 5, 11] . First, we will review the notations used in the subsequence. A leftmost (rightmost) derivation is a derivation where, at every step, the variable replaced has no variable to its left (right) in the sentential form from which the replacement is made.
A context-free grammar G = (V; ; P; S) is "-free if each production is of the form i) A ! with 2 (V n fSg) + , or ii) S ! ". Rosenkrantz's algorithm uses formal power series. In 10] Urbanek has given an algorithm for the transformation of a given context-free grammar in Chomsky normal form into Greibach normal form which produces in a pure derivation-oriented way without using systems of equations the same grammar as Rosenkrantz's algorithm. Ehrenfeucht and Rozenberg 2] have given another algorithm which constructs for a given arbitrary "-free contextfree grammar G an equivalent grammar in 2 Greibach normal form of size O(jGj 6 ). They also use the language L B of sentential forms of terminal leftmost derivations introduced in Section 2. But during the construction they use a chain rule free right linear scheme H, where the absence of chain rules seems to be essential. In 8], we have given a similiar construction. But since we do not need the chain rule freedom in between, we get an equivalent context-free grammar in 2 Greibach normal form of size O(jGj 4 ).
We will develop a more direct method for placing a given context-free grammar into Greibach normal form with only polynomial increase of its size. Starting with an arbitrary "-free context-free grammar G, we transform G into an equivalent context-free grammar H in extended Greibach normal form. The size of H will be O(jGj 3 ). Moreover, in the case that G is chain rule free, H will be already in Greibach normal form. If H is not chain rule free, then we use the standard method for chain rule elimination for the transformation of H into Greibach normal form. The size of the constructed grammar is O(jGj 4 ). For A 2 N, the set W(A) contains exactly the variables which can be reached from A using only chain rules; i.e., W(A) = fC 2 N j A ) Cg:
Our goal is now to de ne the productions in P B in a way such that a terminal leftmost derivation is simulated by a rightmost derivation backwards. The grammar G B has the following properties:
2. jG B j 3jGj 3. S B ! 2 P B implies that = a , a 2 .
4. G B is in extended Greibach normal form with respect to the terminal alphabet V .
5. B 6 = C implies N B \ N C = ;.
Starting with an arbitrary derivation in G B and G, respectively, Property 1 can easily be proven by construction of the corresponding derivation with respect to the other context-free grammar G and G B , respectively. Property 2 follows from the observation that for every production of G with rst symbol in there correspond at most two start productions of G B and the fact that each other production of G corresponds to at most one inner production and to at most one nal production. Note that the length of a start production is at most equal the length of the corresponding production in G plus 1 and the length of any other production is at most equal the length of the corresponding production in G. Properties 3 { 5 follow directly from the construction. Now, we obtain H from G by performing the following algorithm:
(1) For all B 2 N n fSg add P B to P. If we want to construct for an arbitrary "-free context-free grammar an equivalent context-free grammar in 2 Greibach normal form, then we transform G in a rst step into an equivalent context-free grammar in extended Chomsky normal form and apply in a second step the algorithm above to the resulting grammar. It is easy to see that we get a context-free grammar G 0 in 2 Greibach normal form. Since the rst step increases the size of the grammar only by a small constant factor (see e.g. 4]), jG 0 j = O(jGj 4 ).
