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Fast screening of homogeneous catalysis mecha-
nisms using graph-driven searches and approximate
quantum chemistry
Christopher Robertson and Scott Habershon∗
Computational methods for predicting multistep reaction mechanisms, such as those found in
homogeneous catalysis by organometallic complexes, are rapidly emerging as powerful tools to
support experimental mechanistic insight. We have recently shown how a graph-driven sam-
pling scheme can be successfully used to propose a series candidate reaction mechanisms for
nanoparticle catalysis; however, identifying the most-likely reaction mechanism amongst this can-
didate set in an efficient scheme remains a challenge. Here, we show how simple descriptors for
each reaction path, calculated using quick semi-empirical quantum chemistry, enable identification
of the mechanism, but only if one considers both thermodynamic and kinetic parameters of pro-
posed reaction mechanisms. Successful application to cobalt-catalysed alkene hydroformylation
is used to benchmark this strategy, and provides insight into remaining algorithmic challenges.
The last few years have seen rapid development of a number of
computational methods which are aimed at automated discovery
of complex chemical reaction networks.1–12 The broad concept of
this field is to integrate novel algorithms which can: (i) propose
(at least in principle) the full set of chemical reactions for a given
set of molecular reactants, (ii) calculate thermodynamic and ki-
netic properties for each reaction, and (iii) analyse the emergent
chemical kinetic network using, for example, direct kinetic simu-
lations13–16 or methods such as network pruning5,17 in order to
predict the macroscopic reaction outcomes of experiments. These
reaction-discovery-based simulations are therefore highly appeal-
ing in enabling a direct connection between mechanistic chem-
istry, ab initio quantum chemistry, and macroscopic observables
such as rate laws and product selectivities.
Emerging directions in this field include the development of
novel graph-based schemes in order to quickly postulate and
categorize chemical reactions in order to build-up large-scale
chemical reaction networks,3,6,11,17–20 development of acceler-
ated sampling schemes to drive chemical reactions to popu-
late reaction networks,7 and the integration of such reaction-
sampling schemes with efficient and accurate strategies for find-
ing transition-state structures in order to underpin reaction-rate
calculations.1,21,22 In parallel with these atomistic simulation de-
velopments, the last decade or so has seen a large explosion in the
application of artificial intelligence and machine-learning tech-
niques, which aim to mine large experimental datasets for chem-
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ical reactivity patterns in order to predict new synthesis routes
for organic molecules; for example, neural networks have been
shown capable of predicting reaction outcomes, typically based
on training against the USPTO database.23–25 All together, the
rapidly-expanding field of reaction discovery and prediction is set
to become an increasingly powerful supplement to traditional ex-
perimental synthesis in the coming years.
In our own recent work in this area,3,6,11 we have begun to
make progress in addressing a slightly different, albeit related,
challenge. Initially, we developed a Hamiltonian-based reaction
discovery scheme which treats a given reaction-path as a dynamic
object, allowing conformation sampling of reaction-path-space. A
novel aspect of this Hamiltonian sampling scheme was the intro-
duction of a graph-restraining potential (GRP) which enforced a
well-defined bond connectivity matrix on the reaction-path end-
point configurations; by introducing random changes to the re-
actant and product connectivity matrices, corresponding to pos-
sible chemical reactions, the natural dynamics of the Hamilto-
nian is then such that reaction-path configurations for the new
set of reactant/product bonding matrices are sampled. In other
words, by combining Hamiltonian reaction-path sampling with
GRP-enforced stochastic changes to the end-point bonding, this
scheme enables generation of complex chemical reaction net-
works, while simultaneously providing the configurational infor-
mation required for further analysis by ab initio thermodynamics
or rate calculations.
Building on this scheme, we have recently demonstrated that
similar ideas can be adapted to enable generation of multi-step
mechanisms connecting user-defined reactant and product con-
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figurations;6 this double-ended graph-driven sampling (GDS)
scheme has been successfully demonstrated in predicting reaction
mechanisms for the water-gas shift reaction, carbon monoxide
oxidation and hexane aromatization, all occurring on a platinum
nanoparticle. Here, the key distinction between the reaction dis-
covery methods noted above and the approach developed herein
is the fact that our GDS scheme is specifically aimed at search-
ing for reaction mechanisms which definitively connect a user-
defined set of reactants and products, rather than aiming at un-
guided (or open-ended) reaction discovery. As described below,
the search for a mechanism connecting well-defined end-points
is treated as a problem in optimization: one seeks the sequence
of chemically-allowed bonding changes which transform the con-
nectivity matrix (CM) of the reactants into that of the products.
The sequence of CM updates can then be transformed into cor-
responding molecular structures using the concept of the GRP,
after which ab initio quantum chemical calculations can be used
to calculate thermodynamic and kinetic parameters for each in-
dividual reaction-step comprising the entire reaction mechanism;
as a result, our scheme provides a direct way of discovering, and
assessing the suitability of, reaction mechanisms in an ab initio
manner.
Our GDS scheme for finding reaction mechanisms does not di-
rectly require ab initio quantum chemistry calculations, instead
relying on manipulation of CMs followed by optimization under
the GRP in order to generate atomic coordinates. However, even
though our double-ended mechanism search scheme can success-
fully locate reaction mechanisms connecting input reactants and
products, there are of course many such possible mechanisms: so
how can one go about trying to filter out the “most likely” mech-
anism? This is the key problem addressed in this Article.
Clearly, in order to distinguish which of the (potentially many)
GDS-generated reaction mechanisms are the most likely mecha-
nism, ab initio electronic structure calculations become essential.
In an ideal scenario, one would take each GDS-generated reac-
tion mechanism and calculate the reaction free energy change
and reaction free energy barrier for each elementary step com-
prising the multi-step mechanism. Calculating the reaction free
energy change is (often) relatively straightforward, particularly
if one adopts the usual rigid-rotor/harmonic oscillator approxi-
mations for the molecular partition function;26–29 however, this
approach requires geometry optimization and evaluation of the
Hessian matrix, which may both be time-consuming if a high-level
of ab initio theory is demanded. However, the real bottle-neck in
these hypothesized screening calculations would be the evalua-
tion of the activation free energy barriers; in general, this requires
a multi-stage process which might encompass a nudged elastic
band (NEB) calculation,30–33 followed by a transition-state (TS)
search. Despite ongoing development of TS structure-finding al-
gorithms,1,22,34,35 such calculations remain a challenge to any
automated scheme; in addition, if one must perform such TS-
finding calculations for all elementary steps for all proposed reac-
tion mechanisms, the computational burden would be enormous.
Instead, the aim of this paper is to investigate the extent to
which one can screen for the “most likely” reaction mechanism
amongst a large number of possible mechanisms using only ap-
proximate quantum chemical methods and seeking to avoid di-
rect TS searches. In particular, we provide the first proof-of-
concept results showing that our GDS-based reaction discovery
scheme, when combined with approximate quantum chemical
calculations, enables direct identification of the reaction mech-
anism of a homogeneous catalytic cycle. We show that by gen-
erating a large number of candidate multi-step reaction mech-
anisms, and subsequently screening these based only on calcu-
lations of relative energetics of reaction intermediates, one can
quickly identify a small number of plausible mechanism candi-
dates. We then show that further calculations of kinetic proper-
ties, namely approximate activation barriers for each elementary
reaction step in the candidate mechanism, enable unique identi-
fication of the most plausible reaction mechanism. In particular,
we find that this highly-automated reaction-mechanism-finding
scheme can auto-discover the well-known Heck-Breslow mecha-
nism for hydroformylation of ethene by HCo(CO)4. The method-
ology outlined here is therefore demonstrated as an exciting com-
putational tool for mechanism discovery and, ultimately, catalyst
design, as discussed below.
1 Theory
1.1 Double-ended graph-driven search
We have recently reported an automated computational scheme
for proposing candidate reaction mechanisms for multi-step
chemical reaction mechanisms which takes the viewpoint of
chemical reactions as updates of CMs. Our GDS scheme has been
described previously,6 so we only give the key details here.
First, the input coordinates are required for the reactants rR
and products rP, noting that each system must contain the same
number of atoms n. These coordinates are then used to generate
the reactant and product CMs, GR and GP respectively. The CMs
G are n×n matrices with elements given by
Gi j =
{
1 if ri j < rcuti j ,
0 otherwise.
(1)
We note that the definition of Eq. 1 does not rely on the type of
bonding (e.g. single, double, triple). In Eq. 1, rcuti j is a distance
cut-off value which defines whether or not two atoms i and j are
bonded; this cut-off is typically defined as
rcuti j = γ(Ri +R j), (2)
where Ri and R j are approximate covalent radii for the element-
types of atoms i and j, and γ is a parameter which allows for some
chemical variation in bonding definitions, with a typical value
γ = 1.1. In the simulations reported below, we use RCo = 1.52
Å, RC = 0.72 Å, RO = 0.62 Å, and RH = 0.4 Å, noting that our
experience to date suggests that the precise values of these con-
stants is not too important as long as they fall within typical es-
timated covalent radii. At this point, we note that, in keeping
with many other graph-based reaction discovery tools, our focus
is in identifying the set of bond-changes (or elementary reaction
steps) which connect reactants and products. However, we note
that the approach outlined here can also be modified to account
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for the formation of van der Waals intermediates too, using the
same method developed by Peláez and coworkers,36 which re-
cast the CM in a block-diagonal form separating out bonding for
discrete molecular species and their intermolecular interactions.
We next define the allowed library of chemical reactions which
might occur in our system. In our approach, building on previous
graph-based reaction discovery systems,5,37 we define a series of
reaction classes; each reaction class is defined as a pair of m×m
matrices which define the bonding pattern for m atoms before and
after reaction. Noting that two-atom, three-atom and four-atom
reactions are by far the most common in typical chemical systems,
the corresponding size of each reaction class is typically 2≤m≤ 4.
We note that the set of m-atom indices I which participate in a re-
action does not have to be defined individually for every possible
reaction; instead, in our reaction discovery approach, I is treated
as set of parameters to vary, as described below. Throughout this
Article, we use Ri(I) to indicate reaction class i operating on the
set of atomic indices I.
To clarify the concept of reaction classes, Fig. 1 shows two ex-
amples of reaction classes which are used in our simulations be-
low. In Fig. 1(A), we show a 2-atom dissociation reaction applied
to the atomic indices I = (1,2), and also to the indices I = (1,3);
note that, in these two cases, the reaction class is the same but
the atomic indices I are different. However, by using reaction
classes, we do not need to individually define each possible reac-
tion independently. Furthermore, we note that the definition of
reaction classes is such that the bonding pattern for the atomic
indices I is defined both before and after reaction. As a result, we
note that our definition of reaction classes places constraints on
which atoms in a given molecular system can react; for example,
the dissociation reaction in Fig. 1(A) can only occur for initially-
bonded atoms. This aspect seems like a triviality now, but will be
important when searching for reaction mechanisms, as described
below. As a further example, Fig. 1(B) shows a 3-atom insertion
reaction applied to example indices I = (1,2,3); again, we note
that only the generic reaction class must be initially defined here,
with the indices I appearing as optimization parameters below.
Given the definition of the input reactant and product CMs, GR
and GP, as well as definitions of the reaction classes R, our aim
is then to search for the sequence of chemical reactions which
transform GR into GP, while simultaneously also constraining
this search to only those "chemically sensible" transformations.
In other words, we want to identify the sequence of reactions and
associated atomic indices such that





Here, nr is the total number of allowed reaction steps in a given
proposed mechanism, k(i) is the reaction class of the i-the reaction
step, and Ii is the corresponding set of atomic indices.
On the basis of Eq. 3, the search for a mechanism connecting
GR to GP can now be viewed as an optimization problem. If we
have a trial sequence comprising nr reaction classes and atomic
indices, namely
[
Rk(1)(I1),Rk(2)(I2), . . . ,Rk(nr)(Inr )
]
, then applica-
tion of Eq. 3 gives a corresponding product graph G̃P, and the
error associated with the trial reaction mechanism can be quanti-









where Gi j is the (i, j) matrix element of G, and similarly G̃Pi j is the
(i, j) matrix element of G̃.
To perform the search for a mechanism which obeys Eq. 3,
we use a simulated annealing (SA) procedure (linearly cooling
from an arbitrary temperature Tinit), using F as an effective en-
ergy function, in order to find a candidate mechanism with F = 0.
Our SA algorithm uses simple moves at each iteration which mod-
ify either the atomic indices Ii at a randomly selected intermedi-
ate reaction i, or modifies both the reaction class Rk(i) and indices
Ii for intermediate reaction i. After a trial update, the new error
function Fnew is evaluated using Eqs. 3 and 4, with the new can-
didate mechanism being accepted or rejected based on the stan-
dard Metropolis criterion using the current temperature. This SA
search is continued until a mechanism with F = 0 is obtained, or
a maximum number of iterations is reached.
1.2 Chemical constraints
At this point, it is worth noting several factors which have an im-
portant impact on the success of our graph-based reaction mech-
anism search. First, we note that our reaction class definitions are
such that they act only on sets of atoms which obey a given bond-
ing pattern, as highlighted in Fig. 1. By ensuring that our reaction
classes available to the SA search algorithm represent “chemically
sensible” reactions, this constraint on the reactive atom set sim-
ilarly ensures that we limit our search to only “chemically sen-
sible” reactions. Second, we note that is is straightforward to
include common chemical valence constraints in our SA search.
Most importantly, the user can define allowed valence ranges for
each atom type in the simulation, such as “carbon atom valence
must be between one and four” or “hydrogen atom valence must
be one”. If any trial reaction mechanism violates one of these con-
straints during the SA search, the corresponding trial mechanism
is assigned an arbitrarily-high value for F to ensure that the trial
move is rejected. In this way, the SA search can be easily limited
to consider only the sub-set of chemical reaction mechanisms in
which atomic valences lie within well-known ranges (although, of
course, one can always removes this constraint to explore more
exotic mechanisms if desired).
As a final point, we also note that our SA scheme is consistent
with the idea of defining active and inactive atoms as a way of
accelerating the mechanism search; a similar idea has been ex-
ploited by Kim and others in previous graph-based schemes. For
example, in the case of organometallic complexes, one might de-
fine the organic ligands of an organometallic complex as being
inactive; in cases where such ligands control the steric and elec-
tronic properties of the reactive metal site, this might be an en-
tirely valid assumption. However, in the calculations below, we
do not explicitly define ligands as being inactive; instead, we im-
pose the related constraint that all reaction steps must involve the
metal centre of our considered system as one of the atomic indices



























i 0 0 1
j 0 0 0
k 1 0 0
i j k
i 0 1 0
j 1 0 1
k 0 1 0
(i, j, k) = (3, 2, 4)
(i, j) = (2, 3)
(i, j) = (2, 4)
Fig. 1 Illustrative demonstrations of reaction class definitions and reactive indices. (A) shows the reactant and product connectivity matrices for a
reaction class corresponding to atomic dissociation, while the right-hand side shows the application of this reaction class to different atomic indices
(i, j). (B) shows an example of a three-atom reaction class, namely insertion, as applied to atoms (i, j,k) = (3,2,4). Note that, in each case, the reactant
connectivity matrix constraints which atomic indices might be considered for reaction; for example, in (A), application to atomic indices (1,3) would not
be considered as a viable reaction for the starting molecule because atoms 1 and 3 are not bonded, as required by the reactant connectivity matrix for
this reaction class.
for each reaction. The underlying assumption is, of course, that
the reaction is catalysed by the metal atom; however, all atoms in
our SA search results presented here are active.
These chemical constraints on valences and reactive atoms can
always be removed, but the effect in preliminary tests is that the
number of possible reaction mechanisms which can be generated
by our SA search increases enormously, with most mechanisms
involving chemical structures which would simply be thermody-
namically or kinetically inaccessible under normal reaction con-
ditions. As a result, chemical constraints are an important feature
of graph-based heuristic schemes; however, we note here that im-
posing common valence constraints and restraining reactions to
involve the metal centre represent very weak constraints indeed.
1.3 Molecular structure generation
After a reaction mechanism with F = 0 has been identified by our
SA search, the final task is to generate molecular structures (and,
possibly, initial reaction paths) for each of the nr intermediate
elementary steps in the mechanism. These molecular structures
can then be used in further analysis of thermodynamic and kinetic
properties using quantum chemical calculations.
To generate molecular structures, we use the concept of the
GRP, as introduced in our previous work. The GRP is a simple
analytical PES which depends on both a set of atomic coordinates
r and a CM G, and is constructed such that it is a minimum only
when the bonding pattern encoded in the atomic coordinates ex-
actly matches that in G. In other words, the GRP imposes the
connectivity pattern in G onto the set of atomic coordinates r.
The functional form of the GRP is somewhat arbitrary, and is
given here as
W (r,G) = ∑
j>i
[












The summation in Eq. 5 runs over all pairs of atoms, the “delta”
function is defined as
δ (x) =
{
1 if x = 0,
0 otherwise,
(8)
and the Heaviside step function is defined as
H(x) =
{
0 if x < 0,
1 if x > 0.
(9)
From these definitions, we see that the first term in square brack-
ets in Eq. 5 only acts between bonded pairs of atoms, and acts as
a harmonic restraint term which ensures that the bond lengths of
these bonded pairs remains between between the fixed limits rmini j
and rmaxi j . Similarly, the second term, involving the f2(r is a simple
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repulsive interaction which only acts between non-bonded pairs
of atoms, making sure that these non-bonding pairs simply stay
apart from each other. The parameters σ1, σ2 and σ3 are user-
defined parameters with values of 0.05 Eha
−2
0 , 0.03 Eh and 2.2a0,
respectively, in the simulations performed in this Article. Simi-
larly, the parameters rmini j and r
max
i j are minimum and maximum
appropriate bonding ranges for each atom pair; here, we simply
set these to be rcuti j ±0.1a0 respectively.
Supplementing the pairwise additive terms in Eq. 5 is an
intermolecular term which operates between distinct molecular
species to simply ensure that they are “kept apart” from each




where RIJ is the distance between the centers-of-mass of two
molecules I and J, Rmin is a user-defined minimum separation
distance between any pair of molecules (typically 10 Å), and
σ4 = 0.03 Eha−20 .
Starting from some arbitrary atomic coordinates r, and with a
target graph G, optimization of the GRP with respect to r will
force all atoms to move to adopt positions such that the connec-
tivity pattern of r matches that of G. This procedure can therefore
be used with our SA search scheme in order to generate molecular
structure representing each reaction intermediate along the string
of nr reactions for any candidate mechanism with F = 0. Starting
from the initial input coordinates for the reactants, rR, as well as
the input reactant CM GR, we then apply the first reaction in the
mechanism to GR in order to generate a new CM G1 representing
the outcome of the first reaction-step. Optimization of the GRP
W (r,G1) starting from the coordinates rR then produces a molec-
ular structure r1 which is representative of G1. This procedure
can be repeated along the reaction steps to generate coordinates
for all steps rk by optimizing under the action of W (r,Gk starting
from the coordinates generated in the previous step rk−1. The re-
sult is that the sequence of CM updates can be converted into a
sequence of atomic coordinates; further quantum chemical calcu-
lations can then be used to characterize the thermodynamic and
kinetic parameters of each individual reaction step to build up a
picture of the full mechanism.
1.4 Quantum chemistry calculations
As discussed below, electronic structure calculations are used in
two contexts within our simulations. First, once a given GDS
simulation has successfully found a reaction mechanism connect-
ing reactants and products, resulting in generation of molecular
structures for all intermediates, we routinely perform geometry
optimization of the nr reaction intermediates to generate repre-
sentative stationary points (and relative energies) along the full
reaction coordinate. Second, as described below, for each ele-
mentary reaction comprising the full reaction mechanism, we can
also perform MEP searches using NEB if desired. In principle, the
geometry optimization and NEB calculations can be performed
with any ab initio or semi-empirical electronic method which ad-
equately describes the system of interest and is computationally
feasible; in the present work, we use a semi-empirical method as
described below.
However, for the homogeneous organometallic catalytic cycles
which are a major interest in our work, performing geometry opti-
mizations at a reasonable level of theory (e.g. DFT with polarized
basis sets) is extremely time-consuming. Furthermore, perform-
ing NEB calculations for all intermediate reaction-paths gener-
ated in all GDS simulations is clearly also too computationally-
demanding if one is interested in screening multiple candidate
reaction mechanisms. As a result, our approach is to instead em-
ploy more approximate methods for calculating molecular ener-
gies and forces in order to rapidly screen reaction mechanisms as
a first pass; the underlying assumption is that the energetics (i.e.
reaction energy changes and barriers) given by these approximate
methods are at least proportional to those which would be given
by more accurate methods such as DFT. Depending upon the de-
tails of the system, this is of course not guaranteed; however, for
the case of the hydroformylation reaction considered herein, our
results below suggest that this assumption is appropriate.
All calculations of molecular energies performed here used
the self-consistent charge density-functional tight-binding (SCC-
DFTB) methodology, as implemented in DFTB+.38,39 Our pre-
vious investigations using this approach have shown that SCC-
DFTB gives reasonably accurate molecular structures and relative
energetics;3 for example, the SCC-DFTB parameter set used in
this work was demonstrated to exhibit qualitative accuracy for a
series of organometallic complexes when compared to benchmark
DFT B3LYP calculations.39 Most importantly, however, is the fact
that SCC-DFTB calculations are very fast compared to DFT calcu-
lations, meaning that they are compatible with our goals of devel-
oping a rapid screening approach suitable for predicting catalytic
reaction mechanisms.
As a final point, we note that the suitability of SCC-DFTB in
the present system is a little fortunate; given the semi-empirical
nature of this energy calculation approach, it is of course not
guaranteed that the requisite accuracy or energy-ordering in our
calculations should emerge. However, we know from previous
experience that SCC-DFTB is a suitable description of the reac-
tion dynamics in the hydroformylation system studied below. In
addition, we emphasise that there is nothing in our GDS method-
ology which is tied to any particular energy calculation method;
instead, our GDS scheme is a broadly applicable tool which can
be used in conjunction with any state-of-the-art energy calcula-
tion method which is reasonably applicable to the chemical sys-
tem under study.
2 Application
We now turn to the main aim of this Article, namely addressing
the question of whether or not our GDS reaction mechanism gen-
eration scheme, when combined with fast approximate quantum
chemical calculations, can enable us to unambiguously identify a
homogeneously-catalyzed reaction mechanism. For this, we con-
sider the hydroformylation reaction (or ‘oxo’ process) as a proto-
typical example of a ‘known’ mechanism
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2.1 Cobalt-catalyzed hydroformylation
The hydroformylation of ethene by the complex HCo(CO)4 is
well-studied from both experimental and computational view-
points.12,40–47 As shown in Fig. 2, the accepted mechanism
comprises six key steps, namely: (i) carbon monoxide dissocia-
tion from HCo(CO)4 to form the catalytically active HCo(CO)3
species, (ii) coordination of alkene, (iii) Alkene insertion into the
Co-H bond to form a cobalt alkyl species, (iv) coordination of car-
bon monoxide, (v) Insertion of carbon monoxide into the Co−C
bond, (vi) Oxidative addition of H2, and (vii) Reductive elimina-
tion of the aldehyde product and reformation of the active cata-
lyst. The rate law of cobalt-catalyzed hydroformylation has ben
studied experimentally,43–45,47 where the necessity of the carbon
monoxide dissociation step from HCo(CO)4 is supported by the
finding that reaction rate decreases as carbon monoxide partial
pressure increases. In addition, Harvey et al have shown how
steady-state approximations applied to a kinetic model of propene
hydroformylation also support the experimental rate law and its
inverse carbon monoxide pressure dependence.41
As a result of the detailed level of experimental and theoretical
insight into the Heck-Breslow alkene hydroformylation mecha-
nism, this catalytic cycle has served as an important benchmark
problem in the development of a number of recent reaction dis-
covery methods, including both graph-based strategies and meth-
ods based on automatic searches for transition-states.3,12,19,48
For example, by combining an earlier version of our GDS scheme
with DFT calculations and microkinetic modelling, we were able
to successfully reproduce the key features of the experimental
rate law for hydroformylation, notably the well-known inverse
dependence on the partial pressure of carbon monoxide.3 Using
MD-based transition-state searches and graph-based characteriza-
tion of reaction products, Martinez-Nunez and coworkers demon-
strated an alternative methodology which was also shown capable
of reproducing experimental kinetics,48 while recent heuristics-
based work by Kim and coworkers also showed capable of cap-
turing the key details of hydroformylation.19
As such, it is clear that hydroformylation provides a key bench-
mark test for any automated reaction discovery tool; in this paper,
we use our new double-ended GDS scheme to assess whether it is
capable of picking out the accepted catalytic mechanism of cobalt-
catalyzed hydroformylation, and whether approximate quantum
chemistry is suitable in guiding the identification of the mecha-
nism amongst the many possibilities generated by our simulation
approach.
2.2 Mechanism identification
In order to investigate whether our double-ended GDS scheme,
in combination with fast approximate quantum chemistry calcu-
lations, can correctly identify the “correct” ethene hydroformyla-
tion mechanism (i.e. hopefully the Heck-Breslow scheme of Fig.
2), we generated molecular models for typical reactant and prod-
uct configurations. Here, the reactant configuration comprised
C2H4 +CO+H2 +HCo(CO)4 and the product configuration com-
prised HCOCH2CH3 +HCo(CO)4. In the initial molecular con-




































Fig. 2 The Heck-Breslow catalytic cycle for HCo(CO)4-catalyzed hydro-
formylation. Dissociation of CO from HCo(CO)4 gives the active catalyst
HCo(CO)3, which then undergoes addition of alkene and insertion into
the Co−H bond. Further addition and insertion of CO, followed by ox-
idative addition of H2, ultaimtely leads to generation of aldehyde product
and reformation of the catalyst.
were well-separated; an initial geometry optimization using DFTB
was then performed and the resulting configurations were used as
the target mechanism end-points for GDS.
The set of reaction classes used in our SA searches for mech-
anisms is shown in Table 1. The set of eight reaction classes in-
cludes generic association/dissociation reactions, insertions and
three-atom rearrangements, as well as four-atom rearrangement
reactions; as shown below, this set of reactions is broad enough
that a large number of possible reaction mechanisms connecting
reactants and products for the hydroformylation reaction can be
readily generated. We note that the only reactivity constraint im-
posed during our SA search is that one of the atoms must be the
Cobalt atom, a relatively weak assumption based on well-known
organometallic chemistry. Table 1 also shows the atomic valence
constraints used in our SA searches; if any CM updates lead to
atoms which disobey one of these atomic valence constraints, the
move will be rejected. Again, we note that these allowed va-
lence ranges are sufficiently generic and broad that one can find a
large number of possible reaction mechanisms. We note that the
valence ranges chosen here are a broad as they can be without
allowing the generation of chemically improbably species, such
as ‘bare? hydrogen (with a valence of zero). As such, the suc-
cess rates of our simulations should be viewed as the ‘worst case
scenario?, and we expect the success rates for finding reaction
mechanisms would improve as one places more constraints on
6 | 1–13Journal Name, [year], [vol.],
the allowed valence ranges, thereby narrowing the mechanism
search-space.
Table 1 (A) Reaction classes used in graph-drive simulated annealing
search or reaction mechanisms; note that the inverse of each reaction is
also included as a possible reaction class. (B) Allowed atomic valence
ranges during simulated annealing searches.
(A) Reaction classes
Reactants Products




(B) Atomic valence ranges
Atom type Valence (v) range
C 1≤ v≤ 4
H 1≤ v≤ 1
O 1≤ v≤ 2
Co 4≤ v≤ 6
We performed 50 independent GDS simulations, running SA
of the graph error function for a maximum of 2× 106 iterations.
At each iteration, our SA algorithm attempts to modify either (i)
the atoms involved in a randomly-selected reaction step, or (ii)
both the atoms and the reaction class of a randomly-selected re-
action step. In all calculations, the number of reactions in each
generated mechanism was nr = 10; however, we note that “null”
reactions are allowed in our GDS scheme, such that nr represents
the maximum number of active reactions which could be used in
each reaction mechanism. This value of nr is sufficiently large
that it should enable a wide range of reaction mechanisms to be
generated (including, potentially, the mechanism of Fig. 2).
Of the 50 GDS simulations, 47 located a reaction mechanism
(i.e. sequence of nr reaction steps) which led from reactant to
product CMs. Figure 3(A) shows the progression of the graph er-
ror function F in two different representative GDS simulations,
one successful and one unsuccessful. Both start with F ' 10 for
the initial sequence of nr = 10 reactions and, as the SA simula-
tion proceeds, the graph error function fluctuates but generally
decreases as expected. After around 600× 103 iterations, one of
the calculations falls into a minimum on the F hypersurface with
F = 0, demonstrating that a mechanism has been located which
successfully leads to generation of the target product CM after
nr = 10 reaction steps. In the case of the other calculation, the
graph error function converges to F = 1 after around 1.5×106 SA
iterations; this calculation is clearly trapped in a local minimum
with a single incorrect CM element after nr = 10 reaction steps.
However, the fact that more than 95 % of our GDS calculations
managed to locate a mechanism highlights the overall simplicity
and efficiency of our reaction-mechanism-finding scheme.
To further investigate the reaction mechanisms proposed by our
GDS scheme, we have performed a comparative analysis of the 47
successful reaction-mechanism searches; the results are shown in
Fig. 4. In Fig. 4(A), we show a color-coded diagram illustrating
the sequence of reactions taken in each of the 47 mechanisms,
with each color corresponding to one of the allowed elementary
reaction-types shown in Table 1. A simple visual comparison of
each row (corresponding to a single proposed mechanism) shows
a wide variety of mechanisms and sequence-lengths (once the
“null?? reactions have been removed). Figure 4(B) further quan-
tifies this comparison of mechanisms by illustrating the calculated
similarity between all pairs of reaction mechanisms; this similar-
ity is evaluated by counting the number of common reaction-steps
shared by each pair of reaction mechanisms. Here, we find that all
47 of the successful reaction mechanisms are unique; the highest
degree of similarity found between any pair of reaction mecha-
nisms is around 85% (as highlighted in Figs. 4(A) and 4(B)),
whereas the average similarity is around 11%. These results sug-
gest that most mechanisms only share one or two elementary re-
action steps in common; this is also borne out in the energetic
considerations outlined below.
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Fig. 3 (A) Progress of graph-error function F during two different SA opti-
mization calculations, one successful (red) and one unsuccessful (blue).
(B) Q-values and |∆Emax| values for all successful GDS simulations of the
50 calculations performed. (C) shows the same data as (B), but zoomed
into the region of lower Q-values.
In order to seek to identify the most plausible reaction mech-
anism, we adopted the common idea that an idealized reaction
profile for a catalytic cycle should be “flat”, in that both ener-
getic changes for each reaction step and kinetic barriers should be
minimized.49 However, as already noted above, the evaluation of
energy barriers for many-step reactions can be computationally-
demanding; this is exacerbated if one must evaluate energy bar-
riers for the large number of mechanisms generated here. As a
result, we instead calculated two readily-accessible descriptors
which approximately characterise the “flatness” of the energy
landscape associated with a given reaction mechanism based on
the structures of the reaction-mechanism intermediates (i.e. the
end-points of each reaction step) alone. First, we calculate the Q-













Fig. 4 (A) shows a graphical representation of each of the 47 successful
reaction mechanisms located in our GDS approach. Each row represents
a different mechanism, and each color-coded box represents one of the
nine possible elementary reaction-types shown in Table 1. Where ap-
plicable, mechanisms have been concatenated such that contain ?null?
reactions (which result in no changes to bonding) appear at the end of
the nr = 10 reaction set. (B) shows a similarity matrix (with more intense
color showing greater similarity) calculated by counting the number of
reaction-steps each pair of mechanisms have in common. In the case of
mechanisms with different lengths (ignoring null reactions), the similarity
is assumed to be zero. The red circle indicates the mechanism pair with
maximum similarity; these mechanisms are highlighted by red arrows in
(A).
where ∆Ei is the energy change for reaction i in the proposed
mechanism (e.g. calculated using DFTB for GRP-optimized ele-
mentary reaction end-points). In all of the calculations which
follow, we use the electronic energies of reaction intermediates to
evaluate Q, to avoid calculation of the Hessian and hence further
accelerate this screening process.
For a mechanism, with a “flat” energy landscape, we would ex-
pect Q to be small; we note that absolute values of the energy
changes appear in Eq. 11, so that mechanisms with intermedi-
ates with either very high energy or very low energy will be dis-
favoured when searching for mechanisms with low Q-values. As a
second descriptor to categorize each reaction mechanism, we cal-
culated the maximum absolute energy change, |∆Emax|, along the
mechanism. We note that both of these descriptors are straight-
forward to calculate after geometry optimization of molecular
configurations for each intermediate in a proposed reaction mech-
anism; no NEB or TS-finding calculations are required. However,
as we show below, while these descriptors are a very useful initial
screening tool, the ultimate test of a proposed mechanism must
incorporate reaction barrier information too.
Figure 3(B) shows the Q-values and |∆Emax| values plotted for
all 47 of the successful GDS simulations; as a reminder, each of
the points shown corresponds to an entire candidate mechanism
which connects the reactants and products, and all energies were
calculated using DFTB following geometry optimization of reac-
tion intermediates initially-generated by GRP optimization. The
|∆Emax| values range up to about 4000 kJ mol−1, showing that
some GDS-generated mechanisms involve extremely high-energy
intermediates; such mechanisms can be readily discounted as vi-
able candidates for the “correct” mechanism. In the case of the
high-energy intermediates, it is essentially impossible for a ther-
mal reaction mechanism to generate such paths with any signifi-
cant probability, bearing in mind that the kinetic barrier to reac-
tion, if it exists, must be at least |∆Emax| for the reaction leading to
the highest-energy intermediate. In the case of very low-energy
intermediates, the reverse argument applies; catalytic cycles with
very low-energy intermediates should be disfavoured in order to
avoid kinetic trapping and reduced catalytic turnover.49
Figure 3(C) shows the same plot as Fig. 3(B), but focussing
on the region with small Q-value and small |∆Emax|. If Q and
|∆Emax| are good descriptors to categorize different mechanisms,
we expect that the “correct” Heck-Breslow mechanism would
fall in the lower left-hand corner of Fig. 3(B) and, preferably,
should indeed be the point with the lowest values of both de-
scriptors. However, as highlighted in Fig. 3(C), we actually find
two mechanisms which both have much lower Q and |∆Emax| val-
ues than the other generated mechanisms. One of these mech-
anisms (referred to hereafter as mechanism I) has Q = 527 kJ
mol−1 and |∆Emax|= 118 kJ mol−1, whereas the other mechanism
(referred to hereafter as mechanism II) has Q = 409 kJ mol−1 and
|∆Emax|= 119 kJ mol−1.
Based on the Q and |∆Emax| values alone, one might therefore
hope that mechanism II is the well-known Heck-Breslow mech-
anism; this is not the case, although it is found that the Heck-
Breslow mechanism does indeed correspond to mechanism I, with
slightly larger Q-value than mechanism II. Closer visual inspec-
tion of the intermediate structures generated along mechanism II
reveals a slightly different catalytic cycle than that shown in Fig.
2. As shown in Fig. 5, mechanism II actually proceeds by direct
insertion of C2H4 into the cobalt-carbonyl bond HCo(CO)4, in
a concerted reaction which also leads to hydrogen transfer onto
one end of the ethene. This concerted step is quite different to
the Heck-Breslow scheme, which suggests that CO must initially
dissociate from HCo(CO)4 to initiate reaction. However, the en-
ergetics of the reaction intermediates for mechanism II is clearly
slightly more favourable than that of mechanism I; this is a con-
sequence of the concerted nature of the reaction.
So, based on intermediate energetics and the concept of “flat
energy profile” alone, our results suggest not the usual Heck-
Breslow scheme, but an alternative concerted reaction scheme
(Fig. 5) as the “most likely” mechanism. To truly distinguish
between these two mechanisms obviously requires further calcu-
lations relating to the kinetic barriers for each intermediate re-
action in the two proposed catalytic cycles. To this end, we per-
formed NEB calculations for all nr = 10 reaction paths in each of
mechanism I and II, giving the full energy profile for the entire
mechanism in each case. Here, to generate a fine resolution of
the energy profile of each reaction step in each mechanism, we
used the AutoNEB scheme50 with a total of 20 images describing
each reaction step.














Fig. 5 A summarized version of an alternative hydroformylation reaction
mechanism located by our GDS simulations. This mechanism, involving
a concerted insertion of the alkene into HCo(CO)4, has similar reaction
energetics to the expected Heck-Breslow mechanism (Fig. 2).
The results of these NEB optimizations are shown in Figs. 6 and
7 Somewhat satisfyingly, we find that the highest energy barrier
to reaction is around 213 kJ mol−1 in mechanism I (R7) and 264
kJ mol−1 in mechanism II (R5). In other words, although mecha-
nism II seems slightly more favourable based on energetics alone,
there is a clear kinetic preference (by ' 50 kJ mol−1) for mecha-
nism I; the Heck-Breslow mechanism comes out on top as the ki-
netically favoured catalytic cycle. We conclude that a combination
of (i) pre-screening based on reaction intermediates, and (ii) di-
rect energetic barrier estimation enables unambiguous identifica-
tion of the preferred catalytic mechanism. In the case considered
here, we find that the mechanism with both the most favourable
energetics of reaction intermediates and the lowest maximum en-
ergy barrier corresponds to the Heck-Breslow scheme.
3 A closer look at GDS reaction paths
Although our GDS scheme, when combined with screening based
on reaction energetics and reaction barriers, enables identifica-
tion of the hydroformylation mechanism, these challenging simu-
lations reveal a great deal of additional information about graph-
driven reaction discovery. Here, we highlight two key features
which emerge from our combination of GDS with NEB simula-
tions; importantly, these features of our simulation approach do
not impact on the ability of our overall scheme to discern the most
likely overall mechanism, but do suggest some ways forward in
terms of improving our simulation scheme.
Irrelevant isomerization reactions. As noted above, the
largest energy barrier to reaction in mechanism I is associated
with reaction R7. However, closer inspection of the reaction in-
termediates in R7 in mechanism I reveals that this step is actually
an isomerization step which rearranges two adjacent carbonyl lig-
ands on an alkyl-cobalt intermediate but does not ultimately lead
to a change in chemical structure. This is highlighted in Fig. 8,
which shows more detailed structures along R7; as shown by the
labelling of carbonyl groups, R7 involves a ligand exchange re-
action which swaps the carbonyl group within the cobalt-bound
COCH2CH3 group for one of the other CO ligands. The net ef-
fect of this reaction is no overall change in chemical structure or
energy; in other words, if this high-barrier step in mechanism I
is simply removed, the mechanism as a whole does not change
(other than skipping an unnecessary isomerization step) and the
remaining maximum energetic barrier is then reduced to 141 kJ
mol−1, around 120 kJ mol−1 lower than the lowest barrier in
mechanism II.
Conformational changes. As well as the unnecessary isomer-
ization reactions which have been highlighted above, we also find
that several reaction steps can exhibit barriers as a results of con-
formational changes, where no change in bonding is observed but
changes in molecular geometry induce either an energetic barrier
or reaction energy change. In such cases, as with the isomer-
ization reactions noted above, these conformational changes can
serve to complicate the assessment of a given reaction mecha-
nism.
Two clear examples of conformational change occur in mech-
anisms I (Fig. 6). In the first example, in R2, it is found
that the initial HCo(CO)3(C2H4) species differs from the prod-
uct of the reaction by a conformational change in which the C2H4
adduct differs in its rotational orientation relative to the catalyst.
This conformational change decreases the energy by about 70 kJ
mol−1; more importantly, as in the case of the isomerization re-
actions considered above, it does not lead to significant progress
along the reaction coordinate towards products. That said, there
is a clear energetic preference for the conformation which re-
sults from R2 for further reaction, indicating that conformational
searching could be implemented to search for not only the set of
chemical reactions which lead from reactants to products, but also
the most energetically-favourable molecular conformations of the
associated intermediate structures. As a second example, in R4
in Fig. 6, it is found that the large barrier of about 141 kJ mol−1
actually arises from a conformational change which corresponds
to an umbrella inversion of the CH2 group in the cobalt-bound
alkane species; the shallow minimum and smaller barrier at the
end of R4 then corresponds to binding of CO and insertion into
the cobalt-alkyl bond, reactions which do actually progress the
system towards the target products.
As a final point, it is interesting to note what mechanism I
would look like if these non-progressing isomerizations and con-
formational changes were screened out. This would remove the
large barriers in R7 and R4, leaving the next largest energetic
barriers as 121 kJ mol−1 (alkene replacing CO in R1) and 95 kJ
mol−1 (dissociation of aldehyde product in R9). Furthermore,
we note that similar consideration of isomerizations and confor-
mations do not significantly change the larger barriers in mech-
anisms II (Fig. 7); in other words, it is clear that accounting for
these features leads to an even stronger steer towards mechanism
I as the ‘most likely” mechanism, as expected based on previous
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Fig. 6 One of two mechanisms with the lowest Q and |∆Emax| values. NEB calculations were performed for all nr = 10 reactions in this mechanism; key
intermediate structures are shown, with non-involved reactant molecules removed for clarity. This mechanism maps onto the well-known Heck-Breslow
reaction mechanism of Fig. 2.
R1 R2 R3 R4 R5
R6 R7 R8
R9 R10
Fig. 7 A further mechanism postulated on the basis of low Q and |∆Emax| values. In contrast to Fig. 6, the key step here (R5) is the concerted
addition of C2H4, simultaneously forming a Co−(CO)−CH2 group and also adding hydrogen to the other alkene CH2 to form CH3. The remainder of
the mechanism after this step follows the usual Heck-Breslow scheme of Figs. 2 and 6.









Fig. 8 An example of an isomerization reaction which does not progress
the reaction. Here, the CO ligand labelled “1” is swapped for the CO
group labelled “2”; as a result, the initial and final structures in this isomer-
ization have the same energy and no net reaction has been performed.
simulations and experiments.
GDS improvements. Both the irrelevant isomerization reac-
tions and conformational changes observed in our GDS-generated
reaction paths arise as a consequence of two details of our GDS
implementation. First, we have not explicitly assumed that we
know the correct number of steps in the target mechanism; in-
stead, we have chosen some maximum value of nr (here, nr = 10)
which we expect to be “large enough”. In other words, there is
a greater degree of flexibility in our generated mechanisms than
is absolutely necessary and, as a result, it is possible to find reac-
tion mechanisms which successfully connect reactant and product
CMs but also make some unnecessary excursions (e.g. isomeriza-
tions). Second, we note that adapting our GDS scheme to account
for permutational invariance of atomic labelling might have an
impact on minimizing these unnecessary isomerization reactions;
for example, if permutational invariance under changes of atomic
labelling was accounted for, this could be used to identify the
fact that both the reactants and products of R7 (Figs. 6 and 8)
are chemically identical. As such, this permutationally-invariant
monitoring of chemical structures could be used to remove any
isomerization reactions which do not progress the reaction mech-
anism towards the target products. Accounting for permutational
invariance, as well as investigating strategies for trimming reac-
tions from maximum-length mechanisms, are currently under ac-
tive investigation and will be reported shortly.
At this point, it is also important to highlight the stochastic na-
ture of our current GDS scheme; because our approach is based
on stochastic generation of trial mechanisms, there is no guaran-
tee that any of the mechanisms located by a given number of such
searches will actually correspond to the “correct” mechanism. In-
stead, in common with many stochastic approaches, one must
simply run enough calculations to be sufficiently confident about
the results, but it is not clear a priori exactly what this number
should be. However, we note that the next stage in development
of this algorithm will be to couple our approach to an outer global
optimization algorithm, enabling us to not only search for any re-
action mechanism connecting reactants and products, but to seek
out that reaction mechanism which is most likely (as judged, for
example, using Q and |∆E| values).
Although our GDS scheme is compatible with any energy cal-
culation scheme (given that the energy evaluations are used as a
post-processing analysis tool), some further adapatations will be
necessary to deal with catalytic systems in which the electronic
state (e.g. spin or redox state) change during a reaction. In
such cases, we anticipate that one could calculate the energies of
all relevant electronic states for each reaction intermediate; con-
necting these electronic manifolds together when assessing the
suitability of a given proposed reaction mechanism would then
enable greater insight into the role of electronic state changes,
and this will be explored in the near future.
4 Conclusions
To summarize, we have shown that a combination of novel re-
action discovery algorithm, combined with approximate evalu-
ation of reaction energetics, can act as a strong filter in seek-
ing to determine the most likely reaction mechanism for a given
catalytic cycle. However, we have also found that, in order to
truly distinguish between two conflicting mechanisms with simi-
lar energetic descriptors, evaluation of approximate energy bar-
riers (here performed using NEB calculations) is invaluable and
enables unique identification of the thermodynamically and ki-
netically favourable mechanism. In the case illustrated here, we
have shown that this strategy enables identification of a mech-
anism of ethene hydroformylation which maps directly onto the
well-known Heck-Breslow scheme.
Although this Article has successfully demonstrated our graph-
driven scheme for reaction discovery in the context of homoge-
neous catalysis, there are obviously a large number of avenues for
improvement and expansion. For example, screening such a large
number of candidate reaction mechanisms is obviously a compu-
tational burden, and can only be achieved if efficient yet accurate
approximations to the PES of general molecular systems are avail-
able. In the case considered here, DFTB has proven sufficient
in enabling us to pick out the most likely reaction mechanism,
but this may not be the case in all systems, particularly those for
which the performance of DFTB is not well characterized. As we
have emphasised above, our GDS scheme can be used in combi-
nation with any energy calculation method, so there is scope to
explore how one might most efficiently achieve this to improve
overall predictive accuracy. As a further example of remaining
challenges, we note that our graph-driven scheme (in common
with other graph-based schemes) does not currently contain in-
formation about stereochemistry; in order to evaluate stereos-
electivity, one could envisage performing separate NEB calcula-
tions for each different possible stereochemistry, although this
would become very time-consuming when multiple stereocentres
are present. As noted above, an important next step in develop-
ment of our approach will also be to couple our GDS scheme to an
outer global optimization procedure which guides the search over
mechanisms to not only find any mechanism, but the most likely
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mechanism, as judged, for example, by energetic considerations
such as calculation of Q and |∆E|. In addition, the SA scheme
which underlies our GDS calculations also has room for improve-
ment; we have not yet sought to increase its efficiency or reliabil-
ity, and there is scope to do both by, for example, changing how
SA moves are proposed or optimizing the annealing schedule. Fi-
nally, we note that searching over reactive conformers at each
reaction intermediate is not performed here; again, this approach
is quite common in the field of reaction discovery, but forgoes
the possibility of conformer-dependence in the reaction kinetics.
So, there are challenges (and possible solutions) ahead, but this
Article represents an important step towards fully-automated re-
action discovery and mechanism identification for homogeneous
catalytic systems.
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