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Abstract
Ising machines (IMs) are a potential breakthrough in the NP-hard problem of score-
based Bayesian network (BN) learning. To utilize the power of IMs, encoding of
BN learning into quadratic unconstrained binary optimization (QUBO) has been
proposed using up to O(N2) bits, for N variables in BN and M = 2 parents
each. However, this approach is usually infeasible owing to the upper bound of
IM bits when M ≥ 3. In this paper, we propose an efficient conversion method
for BN learning into QUBO with a maximum of
∑
n(Λn − 1) +
(
N
2
)
bits, for
Λn parent set candidates each. The advance selection of parent set candidates
plays an essential role in reducing the number of required bits. We also develop a
pre-processing algorithm based on the capabilities of a classification and regression
tree (CART), which allows us to search for parent set candidates consistent with
score minimization in a realistic timeframe. Our conversion method enables us to
more significantly reduce the upper bound of the required bits in comparison to an
existing method, and is therefore expected to make a significant contribution to the
advancement of scalable score-based BN learning.
1 Introduction
A Bayesian network (BN) is a probabilistic graphical model that represents the hierarchical structure
among variables flexibly. Approaches to BN learning are classified as score-based and constraint-
based [Cowell, 2001]. Score-based BN learning, which is superior for representing global hierarchical
structures, aims to obtain the optimal graph G∗ that minimizes Score(G |D) under a directed acyclic
graph (DAG) constraint,
G∗ = arg min
G∈DAG
Score(G |D), (1)
where G is a graph that consists of the set of variables X = (Xn)Nn=1, D is an observed datum, and
Score : G → R is a score function. In this paper, we mainly discuss the case in which the score is the
negative log marginal likelihood.
The joint probability distribution of variables in a BN is factorized into products of conditional
probability distributions [Koller and Friedman, 2009], enabling us to represent the score as
Score(G |D,F) =
∑
n
− log P(D | Fn(Pa(Xn))), (2)
where Pa(Xn) ⊆ X \ Xn is the parent set of Xn, F = (Fn)Nn=1, and Fn : X \ Xn →
P(Xn)represents the probability model P(Xn | Pa(Xn)). This feature is of great benefit for learning
BN structures from data. However, the computational cost of the score-based approach is still NP-hard
[Chickering et al., 2004]. Therefore, we generally cannot solve it when the number of variables is
large.
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Many studies have attempted to overcome this limitation and to increase the number of variables.
However, most of them are based on heuristic approaches [Larranaga et al., 1997, Cooper and
Herskovits, 1992], and the lack of a guarantee of exact BN computation sometimes deters practical
use. Meanwhile, Cussens 2011—one of several works [Koivisto and Sood, 2004, Silander and
Myllymaki, 2006, Yuan and Malone, 2013] that challenge exact BN learning—successfully used
integer programming for N = 60 variables in BN with M = 3 parents each. Although this was a
significant achievement, our problems are usually more scalable.
1.1 Conversion of BN Learning into QUBO
It may be possible to solve scalable BN learning using Ising machines (IMs). Recently, the per-
formance of IMs, an alternative to von Neumann computers for combinatorial optimization, has
improved dramatically. A breakthrough is expected in the use of IMs to solve quadratic unconstrained
binary optimization (QUBO) problems [Sao et al., 2019]. QUBO is a combinatorial optimization
technique to determine the state of v = (vi)Ii=1 ∈ BI that minimizes the Hamiltonian
H(v) = w0 +
∑
i
wivi +
∑
i<i′
wi,i′vivi′ , (3)
where w0, wi, wi,i′ ∈ R. IMs are heuristic, but greatly outperform von Neumann computers for
accuracy and speed of solving QUBO [Rønnow et al., 2014].
Our objective functions are usually not in the form of QUBO. Therefore, we typically convert them
to QUBO using auxiliary variables. We call this conversion quadratization. From this definition, it is
indirectly possible to obtain v∗ = arg min
v
f(v) by minimizing g(v,h).
Definition 1. [Boros and Gruber, 2014] For a pseudo-Boolean function f(v) on BI , g(v,h) is a
quadratization of f(v) if g(v,h) is a quadratic polynomial depending on v and on auxiliary variables
h = (hj)
J
j=1, such that f(v) = minh∈BJ g(v,h) for all v ∈ BI .
It is well known that every pseudo-Boolean function can be uniquely represented as a multilinear
polynomial in its variables [Boros and Hamme, 2002].
For the conversion of BN learning into QUBO given the limited bit capacity of IMs, we need efficient
quadratization methods [Boros et al., 2019]. Anthony et al. 2016 proved the upper bound on the
number of required auxiliary variables in the worst case for general objective functions.
Lemma 1. Every pseudo-Boolean function of I variables has a quadratization involving at most
O(2 I2 ) auxiliary variables.
It is also important to select suitable lower bounds of penalty terms because excessively high penalty
weights are undesirable from the viewpoint of a fixed energy scale. In addition, we need to carefully
consider that the difficulty of Hamiltonian minimization strongly depends on the number of terms in
the Hamiltonian.
1.2 Related Work
O’Gorman et al. 2014 used N(N − 1) bits to encode the possible paths d = (dn′,n)n′ 6=n (dn′,n = 1
if Xn′ is the parent of Xn, dn′,n = 0 otherwise),
N(N−1)
2 bits to encode the topological orders
r = (rn′,n)n′<n (rn′,n = 1 if the order of Xn is higher than Xn′ , rn′,n = 0 otherwise), and Nµ bits
to encode the maximum parent number constraint of each variable y = ((yn,l)
µ
l=1)
N
n=1 (yn,l ∈ B,
µ = dlog2(M + 1)e). The Hamiltonian was represented as the sum of the score component, the cycle
constraint, and the maximum parent number constraint,
H
(full)
total (d, r,y) ≡
∑
n
Hn(full)score (d·,n) +H
(full)
cycle (d, r) +H
(full)
max (d,y), (4)
where Hn(full)score : d·,n → R, H(full)cycle : d× r → R, and H(full)max : d× y → R.
2
The score component of the Hamiltonian was represented as
Hn(full)score (d·,n) =
∑
X′
X′⊆X\Xn
|X′|≤M
|X′|∑
e=0
∑
X′′
X′′⊆X′
|X′′|=e
(−1)|X′|−e+1 log P(D | Fn(X ′′))
∏
n′
Xn′∈X′
dn′,n. (5)
As the score, they used the negative log marginal likelihood in the case that the probability model
is a multinomial distribution and the prior distribution is a Dirichlet distribution [Heckerman et al.,
1995]. The number of M degree terms in this representation is N
(
N−1
M
)
. For the quadratization, it is
necessary to use bN (N−2)24 c auxiliary bits when M = 3, and O(N2 logM ) auxiliary bits generally.
The DAG constraint is represented by topological order r that must satisfy Ra,b,c = 0,
Ra,b,c = ra,brb,c(1− ra,c) + (1− ra,b)(1− rb,c)ra,c = ra,c + ra,brb,c − ra,bra,c − rb,cra,c, (6)
for all integers a, b, c that are 1 ≤ a < b < c ≤ N . Using Ra,b,c, the cycle constraint of the
Hamiltonian was represented as
H
(full)
cycle (d, r) =
∑
n′<n
δ
(full)
n′,n (dn,n′rn′,n + dn′,n(1− rn′,n)) +
∑
a<b<c
δ
(full)
a,b,c Ra,b,c. (7)
If δ(full)n′,n , δ
(full)
a,b,c ∈ R is sufficiently large, then the topological order of the DAG structure is satisfied
indirectly through d. They also showed the sufficient lower bound δ(full)lower <
δ
(full)
a,b,c
3 = δ
(full) <
δ
(full)
n′,n
N−2 ,
δ
(full)
lower = max{0,max
n′ 6=n
max
d·,n\dn′,n
(−Hn(full)score (d·,n | dn′,n = 1) +Hn(full)score (d·,n | dn′,n = 0))}. (8)
We are deeply inspired by this work. Using this approach, it is necessary only to select N variables.
All other processes are included in the Hamiltonian minimization. However, the number of required
auxiliary variables for quadratization is usually significantly disadvantageous when M ≥ 3.
1.3 Our Result
In this paper, we propose an efficient conversion method based on the advance selection of parent set
candidates. Our Hamiltonian consists of the score component and the cycle constraint,
Htotal(p, r) ≡
∑
n
Hnscore(p·,n) +Hcycle(p, r), (9)
where p = ((pλ,n)Λn−1λ=0 )
N
n=1 (p0,n = 0, pλ,n ∈ B for all n, λ > 0), Λn ∈ N is the number of parent
set candidates of the variable Xn, Hnscore : p·,n → R, Hcycle : p× r → R.
Compared to the Hamiltonian of the prior work, the cycle constraint is almost the same. On the other
hand, we do not use the maximum parent number constraint and the possible paths d. Instead, we
directly encode the parent set candidates using p on
∑
n(Λn − 1) bits. Furthermore, it is usually
possible to reduce the number of bits to less than
∑
n(Λn − 1). For this purpose, we generalize this
conversion with the representation of the parent set candidates in the form of direct products of parent
subsets.
As a premise of this conversion, we need to select the parent set candidates consistent with score
minimization. However, it is generally infeasible to search for such candidates in a realistic timeframe.
To solve this issue, we focus on the capabilities of the classification and regression tree (CART)
[Breiman et al., 1984], and provide a search algorithm that repeatedly trains the CART. Using this
algorithm, we obtain the parent set candidates consistent with score minimization. The parameters of
the multinomial distribution as the probability model are set by the CART.
Contribution. Our method enables us to reduce the upper bound of required bits significantly. We
represent BN learning on at most
∑
n(Λn − 1) +
(
N
2
)
bits.
3
2 Parent Set Candidates Selection
The total number of path combinations is 3(
N
2 ). This is usually greater than the maximum number of
patterns 2I that we can represent on the Hamiltonian. Therefore, we consider narrowing the parent set
candidates as a pre-processing step for our conversion. However, there is generally no guarantee that
parent set candidates and score minimization are consistent. Furthermore, the power set P(X \Xn)
of possible parent set candidates of each variable Xn is also large. We need to search for the parent
set candidates consistent with score minimization efficiently.
To solve these issues, we use the CART, which has a superior capability from the perspective of
efficiency and consistency with score minimization as
Corollary 1. When Sn(X ′ | D) ≡ − log P(D | Tn(X ′ | D)) for all X ′ ⊆ X \ Xn, the following
property holds for all n,W ⊆ X \Xn, V ⊆W \ U ,
Sn(U |D) = Sn(U ∪ V |D), (10)
where Tn(W |D) is a multinomial distribution, the parameters of which are estimated by the CART
trained on dataset D with objective variable Xn and the explanatory variables limited to W , and U
is the set of variables obtained from the nodes of the tree.
From corollary 1, if we obtain U,W by training the CART model, it is possible to know the score of
the case for which the explanatory variables are limited to U ∪V for all V ⊆W \U without training.
This feature reduces by P(W \ U)− 1 times the required CART model training.
Using this feature of CART, we provide algorithm 1 to search for the score corresponding to the case
where each element of the power set P(X \Xn) is in the parent set of variable Xn. We alternately
repeat obtaining U from the nodes of the tree and eliminating each element one by one included in U
from W until U = φ. It is possible to represent P(X \Xn) using all pairs (U,W ) in this process.
Lemma 2. The following property holds, for all n,
{U ∪ V | V ⊆W \ U, (U,W ) ∈ (Unω ,Wnω )Ωnω=1} = P(X \Xn), (11)
where (Unω ,W
n
ω )
Ωn
ω=1 is the output list of algorithm 1.
Proof. If we remove any one element X(ω) included in Unω ∩X ′ until there are no more relevant
elements, then ∪Ω′−1ω=0 X(ω) ⊆ X ′, UnΩ′ ∩ X ′ = φ, and WnΩ′ = (X \ Xn) \ ∪Ω
′−1
ω=0 X
(ω), where
X(0) = φ,X ′ ∈ P(X \Xn), and Ω′ ∈ N is the number of iterations. Therefore, V = (WnΩ′ \UnΩ′) \
(X ′ \ ∪Ω′−1ω=0 X(ω)) ⊆WnΩ′ \UnΩ′ satisfies UnΩ′ ∪ V = (X \Xn) \X ′ ∈ P(X \Xn), for all X ′. This
shows that lemma 2 holds.
Algorithm 1 Parent Set Candidates Selection
1: Input: data D, number n, Output: list (Unω ,Wnω , Sn(Unω |D))Ωnω=1.
2: Initialize: Ωn ← 0, L← blank
3: Run: PSCS(X \Xn)
4: procedure PSCS(W )
5: if there exists (Unω ,Wnω )
Ωn
ω=1 which satisfy U
n
ω ⊆W ⊆Wnω , then
6: U ← Unω .
7: else
8: Train CART on dataset D with objective variable Xn and the explanatory variables W .
9: Substitute Ωn ← Ωn + 1, UnΩn ← U from the nodes of the tree, WnΩn ←W .
10: Add (UnΩn ,W
n
Ωn
, Sn(U
n
Ωn
|D)) to list (Unω ,Wnω , Sn(Unω |D))Ωn−1ω=1 .
11: if U 6= φ then
12: Run PSCS(W \ u) for each element u included in U .
CART is a greedy tree-building algorithm. Therefore, the computational cost of algorithm 1 is
relatively low if Ωn is not too large. However, care must be taken to ensure the appropriateness of the
representation by CART for each problem. For variety of representation, it is possible to apply other
greedy tree-building algorithms (e.g., Random Forest [Kam, 1995]) to algorithm 1. Corollary 1 also
holds for non-greedy tree-building algorithms that represent our problems more richly [Norouzi et al.,
2015]. However, they are computationally expensive.
4
3 Efficient Conversion
3.1 Encoding of Parent Set Candidates
The main concept of our conversion method is the reduction of the required bits to represent the score
component by narrowing the parent set candidates in advance based on the result of the previous
subsection. There is a relationship of (Unωn ,W
n
ωn)
N
n=1 as
Corollary 2. If a graph G1 is DAG, then another graph G2 is DAG, for all G1,G2 satisfying Unωn ⊆
Pa(Xn | G1) ⊆Wnωn ,Pa(Xn | G2) = Unωn for all n.
From lemma 2 and corollary 2, it is sufficient for the representation of BN learning to encode
the family (Uλ,n)Λn−1λ=0 of U emerging through algorithm 1 into the Hamiltonian, where Λn ≤
Ωn, U0,n = φ for all n.
At first, we allocate (Uλ,n)Λn−1λ=0 into (pλ,n)
Λn−1
λ=0 . In this allocation, (pλ,n)λ6=λ′ = 0, pλ′,n = 1
corresponds to Uλ′,n, and (pλ,n)Λn−1λ=0 = 0 to U0,n = φ, for all n, λ
′ > 0. It is necessary to set the
penalty terms between any two bits so that
∑
λ pλ,n ≤ 1. The score component of the Hamiltonian is
Hnscore(p·,n) = sn +
∑
λ
sλ,npλ,n +
∑
λ<λ′
ξλ,λ′,npλ,npλ′,n, (12)
where sn, sλ,n, ξλ,λ′,n ∈ R. By solving the linear equations from the correspondence between
(Uλ,n)
Λn−1
λ=0 and (pλ,n)
Λn−1
λ=0 , we obtain
sn = Sn(φ |D), (13)
sλ,n = Sn(Uλ,n |D)− Sn(φ |D). (14)
For the DAG constraint, we replace dn,n′ , dn′,n of eq. (7) to qn,n′ , qn′,n,
qn,n′ =
∑
λ
Xn∈Uλ,n′
pλ,n′ . (15)
The cycle constraints of the Hamiltonian are
Hcycle(p, r) =
∑
n′<n
δn′,n(qn,n′rn′,n + qn′,n(1− rn′,n)) +
∑
a<b<c
δa,b,cRa,b,c, (16)
where δn′,n, δa,b,c ∈ R. The sufficient lower bound δlower < ξλ,λ′,n, δlower < δa,b,c3 = δ <
δn′,n
N−2 is
δlower = max
n
max
λ
−sλ,n. (17)
Compared to definition 1, this conversion can be seen as a special case of quadratization for a
pseudo-Boolean function of the possible paths d. We can identify the state of the possible paths d
by the state of the parent set candidates p as auxiliary variables. In addition, the actual
∑
n(Λn −
1) required auxiliary variables for this conversion is usually much smaller than the upper bound
O(∑n 2 12 |∪Λn−1λ=0 Uλ,n|) for general objective functions from lemma 1. However, the number of
required auxiliary variables in the worst case for this conversion is O(∑n 2|∪Λn−1λ=0 Uλ,n|).
3.2 Generalization
To reduce the number of bits more than this conversion achieves, we split the parent set
candidates (Uλ,n)Λn−1λ=0 into {Uλ,n ∩ Zn}Λn−1λ=0 , {Uλ,n ∩ (∪Λn−1λ′=0 Uλ′,n \ Zn)}Λn−1λ=0 by Zn ⊆
∪Λn−1λ′=0 Uλ′,n, arrange them to (U1,λ,n)Λ1,n−1λ=0 , (U2,λ,n)Λ2,n−1λ=0 , and allocate them into (p1,λ,n)Λ1,n−1λ=0 ,
(p2,λ,n)
Λ2,n−1
λ=0 . In this allocation, (po,λ,n)λ 6=λ′ = 0, po,λ′,n = 1 corresponds to Uo,λ′,n, and
(po,λ,n)
Λo,n−1
λ=0 = 0 to Uo,0,n = φ, for all n, λ
′ > 0, o = 1, 2. It is possible to represent the
parent set candidates (Uλ,n)Λn−1λ=0 ⊆ (U1,λ,n)Λ1,n−1λ=0 × (U2,λ,n)Λ2,n−1λ=0 by the direct product of
(U1,λ,n)
Λ1,n−1
λ=0 , (U2,λ,n)
Λ2,n−1
λ=0 . The Hamiltonian is
H
(Z)
total(p1,p2, r) ≡
∑
n
Hn(Z)score(p1,·,n,p2,·,n) +H
(Z)
cycle(p1,p2, r), (18)
5
rp
p1, ⋅ , 1 p2, ⋅ , 1 p1, ⋅ , 2 p1, ⋅ , 3 p2, ⋅ , 3
r1, 2
r1, 3
r1, 4
r2, 3
r2, 4
r3, 4
{2,3}
{3}
{4} {3} {1} {4}
Figure 1: An example of bit allocation for BN learning. N = 4,Λ1,1 = 3,Λ2,1 = 2,Λ1,2 =
2,Λ2,2 = 1,Λ1,3 = 2,Λ2,3 = 2,Λ1,4 = 1,Λ2,4 = 1, U1,1,1 = {2, 3}, U1,2,1 = {3}, U2,1,1 =
{4}, U1,1,2 = {3}, U1,1,3 = {1}, U2,1,3 = {4}.
where p1 = ((p1,λ,n)
Λ1,n−1
λ=0 )
N
n=1,p2 = ((p2,λ,n)
Λ2,n−1
λ=0 )
N
n=1 (p1,0,n = p2,0,n = 0, p1,λ,n, p2,λ,n ∈
B for all n, λ > 0), Λ1,n,Λ2,n ∈ N, and Z = (Zn)Nn=1. The score component of the Hamiltonian is
Hn(Z)score(p1,·,n,p2,·,n) =sn +
∑
o=1,2
∑
λ
s
(Z)
o,λ,npo,λ,n +
∑
λ,λ′
t
(Z)
λ,λ′,np1,λ,np2,λ′,n
+
∑
o=1,2
∑
λ<λ′
ξ
(Z)
o,λ,λ′,npo,λ,npo,λ′,n, (19)
where s(Z)o,λ,n, t
(Z)
λ,λ′,n, ξ
(Z)
o,λ,λ′,n ∈ R. By solving the linear equations from the correspondence between
(U1,λ,n)
Λ1,n−1
λ=0 , (U2,λ,n)
Λ2,n−1
λ=0 and (p1,λ,n)
Λ1,n−1
λ=0 , (p2,λ,n)
Λ2,n−1
λ=0 , we obtain
s
(Z)
o,λ,n = Sn(Uo,λ,n |D)− Sn(φ |D), (20)
t
(Z)
λ,λ′,n = Sn(U1,λ,n ∪ U2,λ′,n |D)− Sn(U1,λ,n |D)− Sn(U2,λ′,n |D) + Sn(φ |D). (21)
Furthermore, we replace qn,n′ of eq. (16) with q
(Z)
n,n′ ,
q
(Z)
n,n′ =
∑
o=1,2
∑
λ
Xn∈Uo,λ,n′
po,λ,n′ . (22)
The cycle constraints of the Hamiltonian are
H
(Z)
cycle(p1,p2, r) =
∑
n′<n
δ
(Z)
n′,n(q
(Z)
n,n′rn′,n + q
(Z)
n′,n(1− rn′,n)) +
∑
a<b<c
δ
(Z)
a,b,cRa,b,c, (23)
where δ(Z)n′,n, δ
(Z)
a,b,c ∈ R. The sufficient lower bound δ(Z)lower < ξ(Z)o,λ,λ′,n, δ(Z)lower <
δ
(Z)
a,b,c
3 = δ
(Z) <
δ
(Z)
n′,n
N−2 is
δ
(Z)
lower = maxn
max{max
λ,λ′
(−s(Z)1,λ,n − t(Z)λ,λ′,n),max
λ,λ′
(−s(Z)2,λ′,n − t(Z)λ,λ′,n)}. (24)
When Zn = φ or ∪Λn−1λ=0 Uλ,n for all n, H(Z)total(p1,p2, r) is equivalent to Htotal(p, r). Therefore,
this conversion can be seen as a more generalized representation of the conversion in the previous
6
subsection. Furthermore, the required bits
∑
n(Λ1,n + Λ2,n − 2) for the score component of the
Hamiltonian are at most O(∑n 2 12 |∪Λn−1λ=0 Uλ,n|) when |Zn| = b 12 | ∪Λn−1λ=0 Uλ,n|c for all n, which
guarantees that the required bits in this conversion do not exceed the upper bound for general objective
functions. In addition, the number of terms is
∑
n(
1
2 (Λ1,n + Λ2,n − 12 )2 − 98 ) +O(N3). Therefore,
the number of terms is smaller as the required bits for each variable Xn is smaller, which motivates
us to minimize Λ1,n + Λ2,n,
Λ∗n = min
Zn
(Λ1,n + Λ2,n). (25)
4 Experimental Results
We experimentally verified the performance of algorithm 1 and the behavior of our conversion. The
dataset is a processed version of the application data for training from the Home Credit Default Risk
Kaggle competition 1. The size of D is 307, 511 rows and N = 111 columns after the columns of the
categorical variables with four or more states are removed and the continuous variables are converted
into three states. The computing environment was Microsoft Windows 10 Pro, Processor: 3.6 GHz
Intel Core i9, Memory: 64 GB. The code to replicate each experiment in this paper is available 2.
Performance of algorithm 1. We use the cross-entropy to measure the impurity criteria for extending
a branch. The hyperparameter that we control is only the threshold of decreasing cross-entropy
when a branch extends. Figure 2 suggests that the number of parent set candidates Λn tends to be
large when the threshold is small, and the ratio ΩnΛn tends to be large when Λn is large. Furthermore,
the calculation time is approximately proportional to the number of training iterations Ωn. There
exist pairs of (Unω ,W
n
ω ), (U
n
ω′ ,W
n
ω′) satisfying ω 6= ω′, Unω = Unω′ ,Wnω 6= Wnω′ . On the other hand,
only the information of (Uλ,n)Λn−1λ=0 is required. Therefore, we can interpret the ratio
Ωn
Λn
as an
indicator for the efficiency of algorithm 1. More specifically, the ratio also includes the efficiency
of our conversion because we need the information of (Wnω )
Ωn
ω=1 to represent ((U1,λ,n)
Λ1,n−1
λ=0 ×
(U2,λ,n)
Λ2,n−1
λ=0 ) \ (Uλ,n)Λn−1λ=0 . It should be cautioned that Ωn is sometimes unacceptably large when
the threshold of decreasing entropy is too small.
Figure 2: The performance of algorithm 1. Left: Efficiency ΩnΛn against log2 Λn. Right: Calculation
time [sec] against the number of training iterations Ωn. The result for each n is plotted in both graphs.
Behavior of our conversion. We optimize Zn to minimize Λ1,n + Λ2,n for the allocation of the
output list (Unω ,W
n
ω , Sn(U
n
ω |D))Ωnω=1 of algorithm 1. However, it is often infeasible to search all
elements of the power set P(∪Λn−1λ=0 Uλ,n). Therefore, we limit the search space,
Λ(k)n = min
Zn
|Zn|≤k
(Λ1,n + Λ2,n), (26)
1https://www.kaggle.com/c/home-credit-default-risk/data
2https://github.com/MLPaperCode/EfficientConversion
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where Λ(b
1
2 |∪Λn−1λ=0 Uλ,n|c)
n = Λ∗n for all n. From fig. 3, Λ
(1)
n − 2 grows almost linearly against Λn − 1.
On the other hand, the larger k is, the greater is the variance of Λ(k)n − 2. It is possible to reduce the
required bits significantly by setting k larger. However, the size of {Zn |Zn ⊆ ∪Λn−1λ=0 Uλ,n, |Zn| ≤ k}
is at most O(| ∪Λn−1λ=0 Uλ,n|k) when k  | ∪Λn−1λ=0 Uλ,n|. Therefore, the computation is usually
infeasible when k is too large. There is a trade-off between the computational cost and the required
bits. In this experiment, we exhaustively search for the optimal Zn. Depending on (Uλ,n)Λn−1λ=0 , we
can obtain the optimal Zn more efficiently than this exhaustive search. For example, there are often
pairs of variables Xn′ , Xn′′ that satisfy Xn′′ ∈ Uλ,n if Xn′ ∈ Uλ,n, Xn′′ /∈ Uλ,n otherwise, for all λ.
By containing either both of them in Zn or neither of them, it is possible to reduce the computational
cost to optimize Zn.
Figure 3: The behavior of our conversion. Left: the required bits Λ(k)n − 2 for the score component
of the Hamiltonian against Λn − 1. Right: | ∪Λn−1λ=0 Uλ,n| against Λn − 1. The result for each n is
plotted in both graphs. The threshold of decreasing entropy is 0.050.
5 Discussion and Conclusion
We proposed a conversion method to represent BN learning with at most
∑
n(Λn − 1) +
(
N
2
)
bits
by selecting the parent set candidates in advance. It is usually possible to reduce the required bits∑
n(Λ
(k)
n − 2) to less than∑n(Λn − 1) with the representation of the parent set candidates in the
form of direct products of parent subsets. In addition, we presented an algorithm to select the parent
set candidates consistent with score minimization using the capabilities of CART.
In an existing method, the method for selecting the parent set candidates is incorporated into the
Hamiltonian minimization. However, O(N2 logM ) auxiliary bits are required when M ≥ 3. The
proposed method more significantly reduces the upper bound of the required bits in comparison to
the existing method. We expect that our conversion method will make a significant contribution to
the advancement of scalable score-based BN learning. However, it is necessary to further discuss the
following points.
Appropriateness of the use of CART. In this paper, we mainly discuss minimization of the score,
which is defined by the negative log marginal likelihood when (Tn)Nn=1 is given. However, whether
CART is an appropriate representation for actual usage depends on the particular problem under
consideration. In particular, the method may be inappropriate to represent some problems because
the threshold of decreasing entropy is sometimes limited because of the computational cost.
Score minimization by IMs. The performance of IM to solve QUBO outperforms von Neumann
computers, but it is only heuristic. There is no guarantee that we can obtain the global optimal
solutions. Therefore, further experimental work is required to explore this aspect. In particular,
a method to measure the exactness of score minimization must be developed. At present, we are
continuing our experiments on score minimization by IMs using our conversion method, and we look
forward to reporting the future results of our work.
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Broader Impact
This paper is sufficiently general that there is no particular application foreseen. Therefore, a Broader
Impact discussion is not applicable.
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A Cycle Constraint
O’Gorman et al. 2014 used
∑
a,b,c
a<b
δ
(a,b,c)
trans R
′
a,b,c as the cycle constraint of the Hamiltonian, and showed the
sufficient lower bound δ(full)lower < δ
(a,b,c)
trans = δ
(full) <
δ
(full)
n′,n
N−2 , where δ
(a,b,c)
trans ∈ R, R′a,b,c = r′a,c + r′a,br′b,c −
r′a,br
′
a,c − r′b,cr′a,c, and r′n′,n = rn′,n if n′ < n, 1− rn,n′ otherwise. We replaced
∑
a,b,c
a<b
δ
(a,b,c)
trans R
′
a,b,c with∑
a<b<c δ
(full)
a,b,cRa,b,c for simplicity, and set δ
(a,b,c)
trans =
δ
(full)
a,b,c
3
for the following reasons:∑
a,b,c
a<b
R′a,b,c =
∑
a,b,c
a<b
(r′a,c + r
′
a,br
′
b,c − r′a,br′a,c − r′b,cr′a,c)
=
∑
a<b<c
(ra,c + ra,brb,c − ra,bra,c − rb,cra,c)
+
∑
a<c<b
(ra,c + ra,b(1− rc,b)− ra,bra,c − (1− rc,b)ra,c)
+
∑
c<a<b
((1− rc,a) + ra,b(1− rc,b)− ra,b(1− rc,a)− (1− rc,b)(1− rc,a))
=
∑
a<b<c
(ra,c + ra,brb,c − ra,bra,c − rb,cra,c)
+
∑
a<c<b
(ra,b + ra,crc,b − ra,cra,b − rc,bra,b)
+
∑
c<a<b
(rc,b + rc,ara,b − rc,arc,b − ra,brc,b)
=3
∑
a<b<c
(ra,c + ra,brb,c − ra,bra,c − rb,cra,c)
=3
∑
a<b<c
Ra,b,c.
B Sufficient Lower Bound
It is clear that
δ
(Z)
lower = maxn
max{max
λ,λ′
(−s(Z)1,λ,n − t(Z)λ,λ′,n),max
λ,λ′
(−s(Z)2,λ′,n − t(Z)λ,λ′,n)} < ξ(Z)o,λ,λ′,n
so that
∑
λ po,λ,n ≤ 1 for all n, o. In addition, it does not lose its generality by assuming that s(Z)1,λ,n+ t(Z)λ,λ′,n ≤
s
(Z)
1,0,n + t
(Z)
0,λ′,n = 0, s
(Z)
2,λ′,n + t
(Z)
λ,λ′,n ≤ s(Z)2,0,n + t(Z)λ,0,n = 0 for all λ, λ′, n because Uo,0,n = φ is always most
advantageous in the term of the DAG constraint.
Under these conditions and Λ1,n,Λ2,n > 1, the sufficient lower bound δ
(Z)
lower satisfies
δ
(full)
lower = max{0,max
n′ 6=n
max
d·,n\dn′,n
(−Hn(full)score (d·,n | dn′,n = 1) +Hn(full)score (d·,n | dn′,n = 0))}
≤max
n
max
o′,o,λ
o′ 6=o
max
p
o′,·,n
(−Hn(Z)score(p1,·,n,p2,·,n | po,λ,n = 1) +Hn(Z)score(p1,·,n,p2,·,n | po,·,n = 0))
= max
n
max{max
λ,λ′
(−s(Z)1,λ,n − t(Z)λ,λ′,n),max
λ,λ′
(−s(Z)2,λ′,n − t(Z)λ,λ′,n)}
=δ
(Z)
lower.
It is obvious that δ(Z)lower is also the sufficient bound when Λ1,n = 1 or Λ2,n = 1.
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