Abstract Content-based image retrieval (CBIR) systems aim to retrieve the most similar images in a collection, given a query image. Since users are interested in the returned images placed at the first positions of ranked lists (which usually are the most relevant ones), the effectiveness of these systems is very dependent on the accuracy of ranking approaches. This paper presents a novel re-ranking algorithm aiming to exploit contextual information for improving the effectiveness of rankings computed by CBIR systems. In our approach, ranked lists and distance scores are used to create context images, later used for retrieving contextual information. We also show that our re-ranking method can be applied to other tasks, such as (a) combining ranked lists obtained using different image descriptors (rank aggregation) and (b) combining post-processing methods. Conducted experiments involving shape, color, and texture descriptors and comparisons with other post-processing methods demonstrate the effectiveness of our method.
image collections, accessible through various technologies. In this scenario, effective and efficient systems for searching and organizing these contents are of great interest.
Content-based image retrieval (CBIR) can be seen as any technology that helps to search and organize digital picture archives by means of their visual content [11] . In general, given a query image, a CBIR system aims to retrieve the most similar images in a collection by taking into account image visual properties (such as shape, color, and texture). Collection images are ranked in decreasing order of similarity, according to a given image descriptor. An image content descriptor is characterized by [8] : (a) an extraction algorithm that encodes image features into feature vectors and (b) a similarity measure used to compare two images. The similarity between two images is computed as a function of the distance of their feature vectors.
A direct way to improve the effectiveness of CBIR systems consists in using more accurate features for describing images. Another possibility is related to the definition of similarity (or distance) functions that would be able to measure the distance between feature vectors in a more effective way.
Commonly, CBIR systems compute similarity considering only pairs of images. On the other hand, the user perception usually considers the query specification and the query responses in a given context. In interactive applications, the use of context can play an important role [1] . Context can be broadly defined as all information about the whole situation relevant to an application and its set of users. Information retrieval and recommendation systems, that include geographic information, user profiles, and relationships among users and objects, can be used for improving the effectiveness of obtained results. In a CBIR scenario, relationships among images, encoded in ranked lists, can be used for extracting contextual information.
In this paper, we present a new post-processing method that re-ranks images by taking into account contextual information encoded in ranked lists and distance among images. We propose a novel approach for retrieving contextual information, by creating a gray scale image representation of distance matrices computed by CBIR descriptors (referenced in this paper as context image). The context image is constructed for the k-nearest neighbors of a query image and analyzed using image processing techniques. The use of image processing techniques for contextual information representation and processing is an important novelty of our work. Our method uses distance matrices computed by CBIR descriptors that are later processed considering their image representation. The median filter, for instance, which is a well-known non-linear filter often used for removing noise, is exploited in our approach to improve the quality of distance scores. Basically, we consider that "wrong" distances can be considered and represented as "noise" in the context image, and the median filter is used for filtering this noise out. In fact, a very large number of image processing techniques can be used for extracting useful information from context images. We believe that our strategy opens a new area of investigation related to the use of image processing approaches for analyzing distances computed by CBIR descriptor, in tasks such as image re-ranking, rank aggregation, and clustering.
We evaluated the proposed method on shape, color, and texture descriptors. Experimental results demonstrate that the proposed method can be used in several CBIR tasks, since it yields better results in terms of effectiveness performance than various post-processing algorithms recently proposed in the literature. This paper differs from previous works [29, 32] with regard to the following aspects: (a) it presents and discusses in more details the main concepts of the proposed methods, (b) it extends both re-ranking and rank aggregation algorithms by considering more contextual information, and (c) it presents new experimental results that overcome the original methods.
The paper is organized as follows. Section 2 discusses related work and Sect. 3 presents the problem definition. Section 4.1 describes the contextual information representation, while Sects. 4.2 and 4.3 describe the re-ranking and rank aggregation methods, respectively. Section 4.4 discusses how to use our approach for combining post-processing methods. Experimental design and results are reported in Sect. 5. Finally, Sect. 6 presents conclusions and future work.
Related work
This section discusses related work. Section 2.1 discusses the re-ranking approaches and Sect. 2.2 describes the rank aggregation methods.
Re-ranking
Recently, several approaches have been proposed for performing re-ranking tasks on various information retrieval systems [3, 12, 20, 29, 33, 34, 36, 41] . In general, these methods perform a post-processing analysis that uses an initial ranking and exploits additional information (e.g., relationships among items, user profiles) for improving the effectiveness of ranked lists.
In the Information Retrieval scenario, the term "global ranking" was proposed in [34] for designating a ranking model that takes all the documents together as its input, instead of only individual objects. In other words, a global ranking uses not only the information of documents but also the relation information among them.
The continuous conditional random fields (CRF) has been proposed in [34] for conducting the learning task in global ranking tasks. This model is defined as a conditional probability distribution over ranking scores of objects. It represents the content information of objects as well as the relation information between objects, necessary for global ranking. A global ranking framework that solves the problem via data fusion was proposed in [10] . The main idea of the approach is to take each retrieved document as a pseudo-information retrieval system. Each document generates a pseudo-ranked list by a global function. A data fusion algorithm is then adapted to generate the final ranked list.
Inter-documents similarity is considered in [12] and a clustering approach is applied for regularizing retrieval scores. In [45] , a semi-supervised label propagation algorithm [50] was applied for re-ranking documents in information retrieval applications.
In the CBIR scenario, several methods have also been proposed for post-processing retrieval tasks, considering relationships among images. A graph transduction learning approach is introduced in [48] . The algorithm computes the shape similarity of a pair of shapes in the context of other shapes as opposed to considering only pairwise relations. The influence among shape similarities in an image collection is analyzed in [46] . Markov chains are used to perform a diffusion process on a graph formed by a set of shapes, where the influences of other shapes are propagated. The approach introduces a locally constrained diffusion process and a method for densifying the shape space by adding synthetic points. A shortest path propagation algorithm was proposed in [44] , which is a graph-based algorithm for shape/ object retrieval. Given a query object and a target database object, it explicitly finds the shortest path between them in the distance manifold of the database objects. Then a new distance measure is learned based on the shortest path and is used to replace the original distance measure. Another approach based on propagating the similarity information in a weighted graph is proposed in [47] and called by affinity learning.
Instead of propagating the similarity information on the original graph, it uses a tensor product graph (TPG) obtained by the tensor product of the original graph with itself.
A method that exploits the shape similarity scores is proposed in [21] . This method uses an unsupervised clustering algorithm, aiming to capture the manifold structure of the image relations by defining a neighborhood for each data point in terms of a mutual k-nearest neighbor graph. The Distance Optimization Algorithm (DOA) is presented in [31] . DOA considers an iterative clustering approach based on distances correlation and on the similarity of ranked lists. The algorithm explores the fact that if two images are similar, their distances to other images and therefore their ranked lists should be similar as well.
Recently, contextual information has also been considered for improving the effectiveness of image retrieval [19, 33, 36, 49] . The objective of these methods is somehow mimic the human behavior on judging the similarity among objects by considering specific contexts. More specifically, the notion of context can refer to updating image similarity measures by taking into account information encoded on the ranked lists defined by a CBIR system [36] . Similar to approaches based on global ranking, these methods take information about relationships among images for re-ranking. In [33] , the notion of context refers to the nearest neighbors of a query image. A similarity measure is proposed for assessing how similar two ranked lists are. An extension of this approach was proposed in [36] . A clustering method is used for representing the contextual information. In [33] , a family of contextual measures of similarity between distributions is introduced. These contextual measures are then used in the image retrieval problem as a re-ranking method.
The contextual re-ranking algorithm proposed in this paper aims to exploit contextual information for image re-ranking tasks. An important novelty of the contextual reranking algorithm consists in the use of image processing techniques for contextual information representation and processing. The proposed method is flexible in the sense that it can be easily tailored to different CBIR tasks, considering shape, color and texture descriptors. Furthermore, it can also be used for rank aggregation and for combining post-processing methods.
Rank aggregation
Different CBIR descriptors produce different rankings. Further, it is intuitive that different descriptors may provide different but complementary information about images, and therefore their combination may improve ranking performance. An approach for improving CBIR systems consists in using rank aggregation techniques. Basically, rank aggregation approaches aim to combine different rankings in order to obtain a more accurate one.
Although rank aggregation problem has a long and interesting history that goes back at least two centuries [14, 26] , it has been receiving great attention by the computer community in the last few decades. Rank aggregation is being employed in many new applications [14, 26] , such as document filtering, spam webpage detection, meta-search, word association finding, multiple search, biological databases, and similarity search. Commonly, different rank aggregation approaches consider that objects highly ranked in many ranked lists are likely to be relevant [7] . For estimating the relevance of an object, given a ranked list, both rank positions [6] and retrieval scores [16] are considered.
Recently, learning to rank approaches are being considered [15] . Their objective is to use machine learning techniques to combine different CBIR descriptors. Rank aggregation can also be thought as an unsupervised regression, in which the goal is to find an aggregate ranking that minimizes the distance to each of the given ranked lists [37] . It can also be seen as the problem of finding a ranking of a set of elements that is "closest to" a given set of input rankings of the elements [13, 14, 35] .
In general, using supervised or unsupervised techniques, rank aggregation methods consider only scores or positions for producing new rankings. The rich contextual information encoded in relationships among images is ignored. In this paper, we exploit these relationships for rank aggregation.
Different from the aforementioned methods, in our work, the similarity (in terms of effectiveness measures) between descriptors to be combined is considered for rank aggregation tasks. It is expected that uncorrelated systems would produce different rankings of the relevant objects, even when the overlap in the provided ranked lists is high. This observation is consistent with the statement that the combination with the lowest error occurs when the classifiers are independent and non-correlated [7] .
Problem definition
This section presents a formal definition for problems discussed in this paper. Section 3.1 presents a definition of the re-ranking problem considering contextual information. Section 3.2 presents a definition of the rank aggregation problem.
Re-ranking method
Let D be an image descriptor which can be defined [8] as a tuple ( , ρ), where
is a function, which extracts a feature vector
vÎ from an imageÎ .
is a distance function that computes the distance between two images as a function of the distance between their corresponding feature vectors.
In order to obtain the distance between two images img i and img j it is necessary to compute the value of ρ( (img i ), (img j )). For simplicity and readability purposes we use the notation ρ(img i , img j ) along the paper.
The distance ρ(img i , img j ) among all images img i , img j ∈ C can be computed to obtain an N × N distance matrix A. Given a query image img q , we can compute a ranked list R img q in response to the posed query by taking into account the distance matrix A. The ranked list R img q = {img i , img j , . . . , img N } can be defined as a permutation of the collection C, such that, if img i is ranked higher than img j , then ρ(img q , img i ) < ρ(img q , img j ). We can also take each image img i ∈ C as a query image img q , in order to obtain a set
A re-ranking method that considers relations among all images in a collection can be represented by function f r , such that f r takes as input the distance matrix A and the set of ranked lists R for computing a new distance matrixÂ:
Based on the distance matrixÂ, collection images can be re-ranked, i.e., a new set of ranked lists can be obtained. The contextual re-ranking algorithm, detailed in Sect. 4.2, consists in an implementation of function f r .
Rank aggregation method
Let C be an image collection and let D = {D 1 , D 2 , . . . , D m } be a set of m image descriptors. The set of descriptors D can be used for computing a set of distances matrices A = {A 1 , A 2 , . . . , A m }. As discussed in previous subsection, for each distance matrix A i ∈ A, a set of ranked lists
. . , R m } be a set of sets of ranked lists (one set R i for each matrix A i ), the objective of rank aggregation methods that consider relationships among images is to use the sets A and R A as input for computing a new distance matrixÂ c :
Based on the combined distance matrixÂ c , a new set of ranked lists can be computed. The Contextual Rank Aggregation Algorithm, detailed in Sect. 4.3, consists in an implementation of function f a .
Contextual methods
This section presents our methods for image re-ranking and rank aggregation considering contextual information. Section 4.1 discusses the contextual information representation used by our methods. Section 4.2 presents the re-ranking algorithm while Sect. 4.3 presents the rank aggregation algorithm. Finally, Sect. 4.4 discusses the use of our approach for combining re-ranking methods.
Contextual information representation
Let C be an image collection and let D be an image descriptor. The distance function ρ defined by D can be used for computing the distance ρ(img i , img j ) among all images img i , img j ∈ C in order to obtain an N ×N distance matrix A.
Our goal is to represent the distance matrix A as a gray scale image and to analyze this image for extracting contextual information using image processing techniques. For the gray scale image representation, referenced in this paper as context imageÎ , we consider two reference images img i , img j ∈ C.
Let the context imageÎ be a gray scale image defined by the pair (D I , f ), where D I is a finite set of pixels (points in N 2 , defined by a pair (x, y)) and f : D I → R is a function that assigns to each pixel p ∈ D I a real number. We define the values of f function in terms of the distance function ρ (encoded into matrix A) and reference images img i , img j ∈ C.
. . , img i N } be the ranked list defined by matrix A considering the reference image img i as query image; and R j = {img j 1 , img j 2 , . . . , img j N } the ranked list of reference image img j . In this way, the axis of context imageÎ is ordered according to the order defined by ranked lists R i and R j . Let img i x ∈ R i be an image at x position of ranked list R i and img j y ∈ R j an image at y position of the ranked list R j , the value of f (x, y) (function that defines the gray scale of pixel p(x, y)) is defined as follows: f (x, y) =ρ(img i x , img j y ), whereρ is defined by the distance function ρ normalized in the interval [0, 255] .
An example, considering two similar reference images (from MPEG-7 dataset [23] ), is illustrated in Fig. 1 . The respective gray scale image representing matrix A is illustrated in Fig. 2 . An analogous example for non-similar images is shown in Figs. 3 and 4 .
The context images can represent a great source of information about an image collection and distance among images. A single context image contains information about all distances among images and their spatial relationship defined by the ranked lists of the reference images. In other words, a single pixel can relate four collection images: the two reference images (that define the position of the pixel, according to their ranked lists) and the two images whose distance defines the grayscale value of the pixel. Another important advantage of this image representation relies on the possibility of using a large number of image processing techniques.
In this paper, our goal is to exploit useful contextual information provided by context images. Low distance values (similar images) are associated with dark pixels in the image, while high values (non-similar images) refers to non-black pixels. Considering two similar images as reference images, the beginning of two ranked lists should have similar images as well. This behavior creates a dark region at the top left corner of a context image (as we can observe in Fig. 2 ). This region represents a neighborhood of similar images with low distances.
The top left corner represents images at the first position of the ranked lists of the two reference images, whose accuracy is higher than any other region in context image. We aim to characterize contextual information by analyzing this region using image processing techniques. These information will be used by the re-ranking method presented in next section.
Other regions of context images could also be of interest. Considering similar reference images, the region close to the main diagonal, for example, contains more dark pixels (low distances) than the remaining of the image. Once the ranked lists of reference images are similar, pixels close to the main diagonal represent distances between similar images. The 
The contextual re-ranking algorithm
Given an image img i ∈ C, we aim to process contextual information of img i by constructing context images for each one of its k-nearest neighbors (based on distance matrix A). We use an affinity matrix W to store the results of processing contextual information. Let N be the size of collection C, the affinity matrix W is an N × N matrix where W [k, l] represents the similarity between images img k and img l .
We use image processing techniques to process the context images that consider img i and each one of its k-nearest neighbor and then update the affinity matrix W . The same process is performed for all img i ∈ C. Since all images of C are processed, the affinity matrix W is used as input for computing a new distance matrix A t+1 (where t indicates the current iteration).
Based on the new distance matrix A t+1 , a new set of ranked lists is computed. These steps are repeated along several iterations. Finally, after a number T of iterations, a re-ranking is performed based on the final distance matrix A T in order to obtain the final set of ranked lists. The main steps of contextual re-ranking algorithm are illustrated in Fig. 5 . Algorithm 1 outlines the complete re-ranking method, that is detailed in the following. The affinity matrix W is initialized with value 1 for all positions in Line 4. Context images are created in Line 7, as explained in Sect. 4.1, considering img i (image being processed) and img j (current neighbor of img i ) as reference images. The parameter L refers to the size of the square in the top left corner of context image that will be analyzed.
Image processing techniques are applied to context images in Line 8. Our goal is to identify dense regions of dark pixels. Dark pixels indicate low distance values and, therefore, similar images. These regions represent the set of similar images at first positions of both ranked lists whose distances to each other are low. We use a threshold for obtaining a binary image and then identify dark pixels. The threshold l used is computed based on normalization given by average and maximum distance values contained in L × L square in top left corner of context image:
with p, q < L. Next, we use a median filter for determining regions of dense black pixels. The non-linear median filter, often used for removing noise, is used in our approach aiming to correct distances among images. Basically, we consider that "wrong" distances can be considered and represented as "noise" and the median filter is used to filter this noise out. More specifically, consider a dense region of black pixels at the top left corner of a context image. It represents a set of similar images (low distances) at the top positions of ranked lists of reference images. Consider a white pixel in this region, indicating a high distance between two images. By taking into account the contextual information given by the region of the pixel (position and other close pixels), it is very likely that the distance represented by this pixel is incorrect. In this scenario, the median filter replaces the white pixel by a black pixel. Similar reasoning can be applied to isolated black pixels in white regions. We should note that, in extreme situations, in which the CBIR descriptors completely confuse similar and non-similar images, there is less contextual information available in the context images. Figure 6 illustrates an example of a binary image and Fig. 7 shows the same image after applying the median filter (with a 3 × 3 mask).
Line 9 updates the affinity matrix W based on the context images. For updating, only black pixels (and their positions) are considered. The objective is to give more relevance to pixels next to the origin (0, 0), i.e., pixels that represent the beginning of ranked lists. The importance of neighbors should also be considered: neighbors at first positions should be considered more relevant when updating W .
Let img i ∈ C be the current image being processed. Let img j be the k (such that k < K ) neighbor of img i . Let img i and img j be reference images and letÎ (D I , f ) be the context image after thresholding and applying the median filter. Let L be the size of the top left corner square that should be processed and let p(x, y) ∈ D I be a black pixel ( f (x, y) = 0), such that x, y < L. The pixel p(x, y) represents the distance between images img x and img y such that the image img x is the image at the position x of the ranked list R i and the image img y is the image at position y of ranked list R j .
Let H = √ 2 × L 2 be the maximum distance of a pixel p(x, y) to origin (0, 0), as illustrated in Fig. 8 . Let W [x, y] represent the similarity between images img i x and img i y . Then, for each black pixel p(x, y), the matrix W receives five updates: the most relevant one refers to the similarity between images img x and img y ; two updates refer to the relationship between the reference image img i with images img x and img y ; and two updates refer to the relationships between reference image img j and images img x and img y . Figure 9 illustrates the relationship among these images provided by each black pixel in the context image. The update of the similarity score between img x and img y (the most relevant one) is computed as follows:
Note that low values of k, x, y (the beginning of ranked lists) lead to high increments of W . Smaller increments occur when k has high values and x, y = L. In this case, the term H/ x 2 + y 2 is equal to 1. The remaining four updates (relationship among reference images and images img x , img y ) are computed as follows:
Observe that these four updates have together the same weight of the first update. They are computed based on the position of img x and img y (x, y) in the ranked the lists of other images (reference images img i , img j ), while the first update is given by a pixel that represents the distance between images img x and img y .
When all images have been processed, and therefore an iteration has finished, the affinity matrix W presents high values for similar images. But there may be positions of W that was not updated (e.g., in the case of non-similar reference images), and have the initial value 1. The new distance matrix A t+1 (Line 12 of Algorithm 1) is computed as follows: 
Finally, a re-ranking is performed based on values of A t+1 (Line 15 of Algorithm 1). At the end of T iterations, a new computed distance matrix A T and a set of new ranked list are obtained.
The contextual rank aggregation algorithm
The presented re-ranking algorithm can be easily tailored to rank aggregation tasks. In this section, we present the contextual rank aggregation algorithm, aiming to combine the results of different descriptors. The main idea consists in using the same iterative approach based on context images, but using the affinity matrix W for accumulating updates of different descriptors at the first iteration.
Algorithm 2 outlines the rank aggregation algorithm. We can observe that the algorithm is very similar to the re-ranking algorithm (Algorithm 1). It also considers an iterative approach and the context images for the contextual information processing. Note that the main difference relies on lines 8-13 of Algorithm 2, that are executed only at the first iteration, when different matrices A d ∈ A of different descriptors are being combined.
Combining post-processing methods
We defined a generic re-ranking algorithm as a implementation of a function f r (A, R) in Sect. 3.1. Both the input and output of the function f r are given by a distance matrix (since the set of ranked lists R can be computed based on a distance matrix). In this way, a matrix obtained from another postprocessing method (other implementation of f r ) can be submitted to our re-ranking algorithm. Different approaches may exploit different relationships among images and further improve the effectiveness of CBIR systems. Contextual information can be exploited by our re-ranking algorithm even after other methods have already been processed. We present experiments for validating this conjecture in Sect. 5.4.
Algorithm 2 Contextual Rank Aggregation Algorithm

Experimental evaluation
In this section, we present the set of conducted experiments for demonstrating the effectiveness of our method. We analyzed and evaluated our method under several aspects. In Sect. 5.1, we present an analysis of the Contextual Algorithm considering: the impact of parameters and image processing techniques on the re-ranking algorithm; and a brief discussion about complexity and efficiency.
In Sect. 5.2, we discuss the experimental results for our re-ranking method. Section 5.2.1 presents results of the use of our method for several shape descriptors, considering the well-known MPEG-7 dataset [23] . Sections 5.2.2 and 5.2.3 aim to validate the hypothesis that our method can be used in general image retrieval tasks. In addition to shape descriptors, we conducted experiments with color and texture descriptors. Section 5.3 presents experimental results of our method on rank aggregation tasks. Section 5.4 presents experimental results of our re-ranking method combined with other postprocessing methods. Finally, we also conducted experiments aiming to compare our results with state-of-the-art-related post-processing and rank aggregation methods in Sect. 5.5.
All experiments were conducted considering all images in the collections as query images. Results presented in the paper (MAP and Recall@40 scores) represent an average score.
Experiment 1: analysis of contextual re-ranking algorithm
In this section, we evaluated the contextual re-ranking algorithm with regard to different aspects. Section 5.1.1 analyzes the impact of parameters in effectiveness results. Section 5.1.2 evaluates the relevance of image processing techniques for the algorithm. Section 5.1.3 discusses aspects of efficiency and computational complexity.
Impact of parameters
The execution of Algorithms 1 and 2 considers three parameters: (a) K : number of neighbors used as reference images, (b) L: size of top left square of context image to be analyzed, and (c) T : number of iterations that the algorithm is executed. To evaluate the influence of different parameter settings on the retrieval scores and for determining the best parameters values we conducted a set of experiments. We use the MPEG-7 dataset [23] with the so-called bullseye score (Recall@40), which counts all matching objects within the 40 most similar candidates. The MPEG-7 data set consists of 1,400 silhouette images grouped into 70 classes. Each class has 20 different shapes. Since each class consists of 20 objects, the retrieved score is normalized with the highest possible number of hits. For distance computation, we used the CFD [30] shape descriptor.
Retrieval scores are computed ranging parameters K in the interval [1, 10] and L in the interval [1, 60] (with increments of 5) for each iteration. Figures 10, 11 , 12, and 13 show surfaces that represent retrieval scores for iterations 1, 2, 3, and 4, respectively. For each iteration, the best retrieval score was determined.
We observed that the best retrieval scores increased along iterations and parameters converged for values K = 7 and L = 25. Figure 14 illustrates the evolution of precision according to the iterations of re-ranking algorithm. The best retrieval score was reached at iteration T = 5: 95.71%. Note that these parameters may change for datasets with very different sizes. The parameter values K = 7, L = 25, and T = 5 were used for all experiments, except for Soccer color dataset (described in Scet. 5.2.3). Since this dataset is very smaller than others, we used K = 3. 
Impact of image processing techniques
In this section, we aim to evaluate the impact of the image processing techniques in effectiveness results. For the experiments, we consider the MPEG-7 [23] dataset (with Recall@40 score), the CFD [30] shape descriptor and the parameters values defined in Sect. 5.1.1. We evaluated the method with regard to the follows aspects:
-Median filter: we have disabled the median filter (considering only the thresholding). The retrieval score obtained was 93.94%. -Thresholding: we have disabled the thresholding and filter steps (considering updating for all pixels in context images). The effectiveness result obtained was 92.89%. -Masks of median filter: we evaluated the effectiveness of the method for different sizes of masks (3, 5, and 7). We have obtained for masks 3, 5, and 7, respectively, 95.71, 95.36, and 95.18%.
The experimental results demonstrate the positive impact of image processing techniques in effectiveness results of contextual re-ranking algorithm. The best retrieval score was obtained when a thresholding and a median filter of mask 3 × 3 are used.
Aspects of efficiency
This paper focuses on the presentation of Contextual re-ranking Algorithm and its effectiveness evaluation. The focus on effectiveness is justified by the fact that the execution of the algorithm is expected to be off-line, as in other post-processing methods [44] . This subsection aims to briefly discuss some aspects of efficiency and computational complexity. Let C be an image collection with N images. The number of context images that should be processed is equal to (N × K × T ). The size of context images that impacts the number of updates in matrix W is given by L 2 pixels. Since the parameters K , T , and L have fixed values independent of N , the asymptotic computional complexity of main steps of the algorithm (image processing and W matrix updating steps) is O(N ). Other steps of the algorithm have different complexities. The matrices A and W are recomputed (O(N 2 ) ) at each iteration. The re-ranking step computes a sort operation (O(N log N ) ) for all images (O (N 2 log N ) ). However, these steps admit optimizations: once the updatings for matrix W impact a small subset of positions (depending on the size L 2 of context image), the matrices do not require to be totally recomputed and the ranked lists do not require to be totally sorted again. The contextual re-ranking algorithm can also be massively parallelized, since there is no dependence between processing of different context images at a same iteration. Optimizations and parallelization issues will be investigated in future work.
Also note that other post-processing methods use matrices multiplication approaches [48, 46] and graph algorithms [44] , both with complexity of O(N 3 ).
We evaluated the computation time of contextual re-ranking algorithm for MPEG-7 dataset (N = 1,400), using the parameters defined in Sect. 5.1.1 (K = 7, L = 25 and T = 5), executing in a Linux PC Core 2 Quad and using a C implementation. This execution took approximately 6 s.
Experiment 2: re-ranking
In this section, we present a set of conducted experiments for demonstrating the effectiveness of our method. Various post-processing methods [21, 28, 46, 48] have been evaluated considering only one type of visual property (usually, either color or shape). We aim to evaluate the use of our method in a general way for several CBIR tasks. We compared results for several descriptors (shape, color, and texture) in differents datasets. The measure adopted is mean average precision (MAP), geometrically referred as the average area below precision × recall curves considering different queries. Table 1 presents results for 11 image descriptors in three different datasets. As we can be observed in Table 1 , the contextual re-ranking method presents positive effectiveness gains for all descriptors (including shape, color, and texture). The gains ranged from +1.37 to +18.90%, with 8.57% on the average. We conducted a paired t test and conclude that there is a 99.9% chance of difference between the mean values (before and after the re-ranking) being statistical significantly. Next subsections present the descriptors and datasets used for shape, color, and texture experiments.
Shape descriptors
We evaluate the use of our method with six shape descriptors considering the MPEG-7 dataset [23] : beam angle statistics (BAS) [2] , segment saliences (SS) [9] , inner distance shape context (IDSC) [24] , contour features descriptor (CFD) [30] , articulation-invariant representation (AIR) [17] , and aspect shape context (ASC) [25] . Results of bullseye score for all descriptors are presented in Table 2 . Note that the effectiveness gains are always positive and represent very significant improvement of effectiveness, ranging from +5.29 to +16.80%, with 10.56% on average. Figure 15 presents the percentage gain obtained by contextual re-ranking algorithm for CFD [30] descriptor considering each of 70 shape classes in MPEG-7 dataset. Note that bullseye score was improved over 30% for several classes. The iterative behavior of the contextual re-ranking algorithm can be observed in results illustrated in Fig. 16 . The figure shows the evolution of rankings along the iterations. The first row presents 20 results for a query image (first column) according to the CFD [30] shape descriptor. The remaining rows present the results for each iteration of contextual re-ranking algorithm. We can observe the significant improvement in terms of precision, ranging from 40% (on the ranking computed by the CFD [30] descriptor) to 100% at the fifth iteration of the re-ranking algorithm.
Texture descriptors
The experiments considered three texture descriptors: local binary patterns (LBP) [27] , local activity spectrum (LAS) [40] , and color co-occurrence matrix (CCOM) [22] . We used the Brodatz [5] dataset, a popular dataset for texture descriptors evaluation. The Brodatz dataset is composed by 111 different textures. Each texture is divided into 16 blocks, such that 1,776 images are considered. Our re-ranking method presents positive gains, presented in Table 1 , ranging from +1.37 to 10.60%.
Color descriptors
Three color descriptors was considered for our evaluation: auto color correlograms (ACC) [18] , border/interior pixel classification (BIC) [38] , and global color histogram (GCH) [39] . The experiments were conducted on a database used in [43] and composed by images from seven soccer teams, containing 40 images per class. We can observe positive gains for all color descriptors, presented in Table 1 , ranging from +2.42 to 9.63%.
Experiment 3: rank aggregation
This section aims to evaluate the use of our re-ranking method to combine different CBIR descriptors. We selected two descriptors for each visual property (shape, color, and texture): descriptors with best effectiveness results are selected (except for the MPEG-7 dataset, for which the AIR [17] descriptor yields results very close to the maximum scores). Table 3 presents the MAP scores obtained for rank aggregation (in bold) considering these descriptors. We can observe significant gains compared with each isolated descriptors results. Figure 17 illustrates the precision × recall curves of shape descriptors CFD [30] and ASC [25] in different situations: before and after using the contextual re-ranking algorithm, and after using it for rank aggregation. As it can be observed, for both re-ranking and rank aggregation, very significant gains in terms of precision have been achieved.
Experiment 4: combining post-processing methods
In this section, we aim to evaluate the use of our re-ranking method combined with other post-processing methods. We considered two post-processing approaches: DOA [30] and Mutual kNN graph [21] . Table 4 presents the results for MAP and Recall@40 measures. The gains are positives, ranging from +0.30 to +0.90%.
Experiment 5: comparison with other approaches
We also evaluated our method in comparison with other stateof-the-art post-processing methods. We used the MPEG-7 dataset with the bullseye score again. Table 5 presents results of our contextual re-ranking algorithm (in bold) and several other post-processing methods in different tasks (reranking, rank aggregation, and combining post-processing methods). We also present the retrieval scores for some descriptors that have been used as input for these methods. We can observe that the contextual re-ranking method presents high effectiveness scores when compared with stateot-the-art approaches. Note that our method has the best effectiveness performance when compared with all other post-processing methods in rank aggregation tasks.
Conclusions
In this work, we have presented a new re-ranking method based on contextual information. The main idea consists in creating gray scale image representations of distance matrix and performing a re-ranking based on information extracted from these images. We conducted a large set of experiments, considering several descriptors and datasets. Experimental results demonstrate the use of our method in several image retrieval tasks based on shape, color and texture descriptors. The proposed method achieves very high effectiveness performance when compared with state-of-the-art postprocessing methods on well-known datasets.
Future work focuses on: (a) parallelizing and optimizing the proposed algorithm, (b) using other image processing techniques, as dynamic thresholding and other filtering approaches, (c) analyzing other regions of context images, and (d) investigating the use of context images for other applications (for clustering and computing the similarity between ranked lists, for example).
