Applications of duality for Hp spaces by Yapıcı, Eser
APPLICATIONS OF DUALITY FOR HP
SPACES
a thesis
submitted to the department of mathematics
and the institute of engineering and science
of bilkent university
in partial fulfillment of the requirements
for the degree of
master of science
By
Eser Yapıcı
September, 2006
I certify that I have read this thesis and that in my opinion it is fully adequate,
in scope and in quality, as a thesis for the degree of Master of Science.
Assoc. Prof. Dr. Aurelian Gheondea (Supervisor)
I certify that I have read this thesis and that in my opinion it is fully adequate,
in scope and in quality, as a thesis for the degree of Master of Science.
Prof. Dr. Mefharet Kocatepe
I certify that I have read this thesis and that in my opinion it is fully adequate,
in scope and in quality, as a thesis for the degree of Master of Science.
Assoc. Prof. Dr. Alexander Goncharov
I certify that I have read this thesis and that in my opinion it is fully adequate,
in scope and in quality, as a thesis for the degree of Master of Science.
Asst. Prof. Dr. Sec¸il Gergu¨n
Approved for the Institute of Engineering and Science:
Prof. Dr. Mehmet B. Baray
Director of the Institute Engineering and Science
ii
ABSTRACT
APPLICATIONS OF DUALITY FOR HP SPACES
Eser Yapıcı
M.S. in Mathematics
Supervisor: Assoc. Prof. Dr. Aurelian Gheondea
September, 2006
We present several classical theorems on Hardy spaces that have in common the
idea of duality. Thus, we prove the Rogosinski-Shapiro theorems on realizations of
the distance to Hp, the Sarason Theorem on the algebra C+H∞, V.M. Adamyan,
D.Z. Arov, and M.G. Krein Theorem stating that if F ∈ L∞ and ‖F −H∞‖∞ < 1
then F + H∞ contains an element ω whose modulus is 1 almost everywhere,
D. Marshall Theorem stating that the closed unit ball of H∞ is the closed convex
hull of the set of all Blaschke products, as well as G. Szego¨ Theorem providing a
formula to calculate the distance in Lp(µ), where µ is a positive Borel measure on
[−pi, pi], of the function 1 to the algebra of polynomials vanishing at 0, in terms
of the Radon-Nykodim derivative of µ with respect to the Lebesgue measure.
Keywords: Hardy spaces.
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O¨ZET
HP UZAYLARININ DUALLI˙KLERI˙NI˙N
UYGULAMALARI
Eser Yapıcı
Matematik, Yu¨ksek Lisans
Tez Yo¨neticisi: Aurelian Gheondea
Eylu¨l, 2006
Bu tezde, Hardy uzayları u¨zerinde duallik o¨zellig˘yle ortak bir kac¸ klasik teo-
rem sunulmus¸tur. Bunun ic¸in, Hp’deki uzaklık bag˘lantısıyla Rogosinski-Shapiro
teoreminin, C + H∞ cebiri u¨zerindeki Sarason teoreminin, V.M. Adamyan, D.Z.
Arov, and M.G. Krein tarafından ispatlanan ve eg˘er, F ∈ L∞ ve ‖F −H∞‖∞ < 1
ise F + H∞’nin ic¸inde modu¨lu¨su¨ hemen hemen her yerde 1 olan bir ω elementi
oldug˘unu belirten teoremin, H∞’nin kapal birim ku¨resinin, Blaschke c¸arpımlarının
kapalı konveks o¨rtu¨su¨ oldug˘unu belirten D. Marshall teoreminin ve bize, µ’nu¨n
[−pi, pi] u¨zerinde pozitif Borel o¨lc¸u¨mu¨ oldug˘u, Lp(µ) ic¸inde 1 fonksiyonunun sabit
terimi olmayan polinomların cebirine olan uzaklıg˘ını µ’nu¨n Lebesgue o¨lc¸u¨mu¨ne
go¨re Radon-Nykodim tu¨revi cinsinden veren G. Szego¨ teoreminin ispatları ver-
ilmis¸tir.
Anahtar so¨zcu¨kler : Hardy uzaylari.
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Chapter 1
Introduction
The theory of Hardy spaces Hp on the unit disk (or, the upper half-plane) is
difficult to be circumvented to only one domain of analysis, because the techniques
used are so diverse, from complex functions, to measure and integration, harmonic
analysis, functional analysis and operator theory. The present work has the aim to
present a few results from this theory, from the point of view of function theory
and functional analysis, following our expositions in the Graduate Seminar on
Functional Analysis and Operator Theory at the Department of Mathematics of
Bilkent University, under the supervision of Aurelian Gheondea. Thus, we have
chosen to present a few classical results that have in common the idea of duality
of Hardy spaces. In order to outline the main topics, let us first recall that the
Hardy spaces Hp have a duality theory close to that of the Lebesgue spaces Lp but
with relevant differences in the sense that the duals of Hp are, in general, factor
spaces in Lq, where p and q are conjugate numbers in the sense 1p +
1
q
= 1. Other
dualities can be expressed in terms of factorizations of the algebra of continuous
functions by disk type algebras (continuous functions that admit certain analytic
continuations in the disk), cf. Section 3.1.
The first results that we present refer to distances of functions F ∈ Lp to Hp
and the possibility that these distances be actually minima (that is, the infima
are attained), a collection of theorems that are attributed to W. Rogosinski and
H.S. Shapiro [8], independently obtained by S. Havinson [4].
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The second result that we present is a theorem of D. Sarason [9] stating that
C +H∞ is a (closed) algebra in L∞. We do this by two different approaches, the
latter being an abstract version due to W. Rudin and based on an older idea of
L. Zalcman.
Then we present a theorem that belongs to V.M. Adamyan, D.Z. Arov, and
M.G. Krein stating that if F ∈ L∞ and ‖F−H∞‖∞ < 1 then F +H∞ contains an
element ω whose modulus is 1 almost everywhere. The original proof of Adamyan,
Arov, and Krein was operator theoretical, but the proof that we present here is
functional theoretical and belongs to J. Garnett.
Further, we present the celebrated result of D. Marshall [7] stating that the
closed unit ball of H∞ is the closed convex hull of the set of all Blaschke products,
in particular, that the set of Blaschke products is uniformly dense in H∞. The
proof is based on two technical lemmas, one belonging to A. Bernard Lemma and
the second of R.G. Douglas and W. Rudin [2].
Finally, given 1 ≤ p < ∞ and a positive measure µ on [−pi, pi], there was
a general problem of determining the distance in Lp(µ) of 1 to the algebra of
complex polynomials vanishing at 0. We first prove a theorem due to A.N. Kol-
mogorov stating that in this problem only the absolutely continuous part of the
measure µ with respect to the Lebesgue measure matters and then, we present
the full answer due to G. Szego¨ that calculates this distance in terms of the
Radon-Nykodim derivative of µ with respect to the Lebesgue measure.
All the above results make the contents of Chapter 3. In order to make the
presentation understandable as much as possible and, in the same time, to keep it
at a reasonable size, we have included in Chapter 2 a review of the basic definitions
and results on Hardy spaces that we use: Poisson representations of harmonic
functions in the disk, the Fatou Theorem on the nontangential limit of a harmonic
function that is the Poisson transform of a finite signed measure µ on [−pi, pi], the
harmonic conjugate, the Theorem of F. and M. Riesz on absolute continuity of
Borel measures on [−pi, pi] in terms of the Fourier coefficients, Blaschke products,
and inner/outer functions and factorizations.
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In the preparation of our presentations we have used mainly the monograph of
P. Koosis [6] on Hardy spaces, and partially those of P.L. Duren [3] and K. Hoff-
man [5]. For the prerequisites on functional analysis we refer to the textbook of
J.B. Conway [1].
Chapter 2
Preliminaries
Before passing to the main chapter we have to give some basic definitions and
results. We know any infinitely differentiable function satisfying Laplace equation
is called harmonic function and for any function U(z) harmonic in |z| < R we
know that there is an analytic function F (z) =
∑∞
0 anz
n such that
F (z) = U(z) + iV (z)
where V (z) is harmonic conjugate of U(z). So we have,
U(z) = <F (z)
and we have a series representation for U ;
U(reiθ) =
∞∑
−∞
Anr
|n|einθ (2.1)
which is uniformly convergent on compact subsets of |z| < R and
An = 12an, n > 0,
A0 = <a0
An = 12a−n, n < 0.
Moreover we have Poisson’s representation: If U(z) is harmonic for |z| < R,
R > 1, and if 0 ≤ r < 1, we have
U(reiθ) =
1
2pi
∫ pi
−pi
(1− r2)U(eit)
1 + r2 − 2r cos(θ − t)dt.
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Now we can restrict ourselves such that U(z) is harmonic in |z| < 1. Then we
have some version of Poisson’s representation:
Theorem 2.1. Let p > 1, let U(z) is harmonic in |z| < 1, and suppose that∫ pi
−pi
|U(reiθ)|pdθ
called means are uniformly bounded in θ, for r < 1. Then there is an F ∈
Lp(−pi, pi) with
U(reiθ) =
1
2pi
∫ pi
−pi
(1− r2)
1 + r2 − 2r cos(θ − t)F (t)dt.
for r < 1.
For p = ∞ we have almost the same result:
Theorem 2.2. If U(z) is harmonic and bounded in |z| < 1, there is an F ∈
L∞(−pi, pi) with
U(reiθ) =
1
2pi
∫ pi
−pi
(1− r2)
1 + r2 − 2r cos(θ − t)F (t)dt.
for r < 1.
Since L1(−pi, pi) is not a dual of anything things are different for p = 1.
However using duality between the space of finite signed measures µ on [−pi, pi]
and the space of continuous functions on [−pi, pi], we have
Theorem 2.3. If U(z) is harmonic in |z| < 1, and suppose that the means∫ pi
−pi
|U(reiθ)|dθ
are uniformly bounded in θ, for r < 1. Then there is a finite signed measure µ
on [−pi, pi] with
U(reiθ) =
1
2pi
∫ pi
−pi
Pr(θ − t)dµ(t), 0 ≤ r < 1.
where
Pr(θ − t) = (1− r
2)
1 + r2 − 2r cos θ
is called Poisson’s Kernel.
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Now our aim is to discuss the pointwise behaviour of U(z) as z tends to points
eiθ on the boundary of the unit circle. We know if U(z) is harmonic in |z| < 1
then we have one of the representations given above. However all of them are
subsumed in the second one since for if F ∈ Lp we can take dµθ = F (θ)dθ, then
µ is a finite signed measure on [−pi, pi]. In dealing with this measure we introduce
the function µ(θ) of bounded variation on [−pi, pi] given by
µ(θ) =
∫ θ
0
dµ(θ).
Then we have:
Theorem 2.4 (Fatou). Let −pi < φ0 < pi and suppose that the derivative µ′(φ0)
exists and is finite. Then
U(reiθ) =
1
2pi
∫ pi
−pi
Pr(θ − t)dµ(t)
tends to derivative µ
′
(φ0) for reiθ tending to eiφ0, from within any region of the
form |θ − φ0| ≤ c(1− r).
This means z = reiθ tends to eiφ0 from within any sector of opening < 180◦
having vertex at eiφ0 . In this situation we say that U(reiθ) → µ′(φ0) as reiθ tends
to eiφ0 non-tangentially, and write
U(reiθ) → µ′(φ0) for reiθ −→∠ e
iφ0 .
Now we can discuss the harmonic conjugate we mentioned at the beginning
of this chapter. If a harmonic function U(z) is the form (2.1) then harmonic
conjugate of U(z) is given by
U˜(reiθ) = −
∞∑
−∞
isgnnAnr
|n|einθ,
where sgn0 means 0. Similar to the Poisson’s Kernel we have conjugate Poisson
Kernel which is given by
Qr(θ) =
2r sin θ
1 + r2 − 2r cos θ
and we have
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Theorem 2.5. If
U(reiθ) =
1
2pi
∫ pi
−pi
1− r2
1 + r2 − 2r cos(θ − t)dµ(t).
with a measure µ then harmonic conjugate U˜ is given by
U˜(reiθ) =
1
2pi
∫ pi
−pi
2r sin(θ − t)
1 + r2 − 2r cos(θ − t)dµ(t).
Now let us change our direction and have the famous F. and M.Riesz theorem:
Theorem 2.6. Let µ be a Borel measure on [−pi, pi]. If∫ pi
−pi
einθdµ(θ) = 0 for n = 1, 2, 3, . . . ,
then µ is absolutely continuous with respect to Lebesgue measure.
Now we are going into Hp functions. However let us start first with H1.
Definition 2.7. F(z), analytic for |z| < 1 is said to be in H1 if∫ pi
−pi
|F (reiθ)|dθ is bounded for r < 1.
For a function in H1 we have the following Poisson representations:
Theorem 2.8. Let F ∈ H1.
F (reiθ) =
1
2pi
∫ pi
−pi
1− r2
1 + r2 − 2r cos(θ − t)F (e
it)dt
where
F (eiθ) = lim
z−→
∠
eiθ
F (z)
.
Also we have important result for functions in H1. This is called uniqueness
theorem for H1 functions:
Theorem 2.9. Let F (z) ∈ H1 and suppose, for a set E of positive measure, that
F (eiθ) = 0 for θ ∈ E. Then F (z) ≡ 0.
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Now we can define Hp functions and some properties:
Definition 2.10. Let p > 0, then Hp is the set of F (z), analytic in {|z| < 1}
with
sup
0≤r<1
∫ pi
−pi
|F (reiθ)|pdθ <∞.
Definition 2.11. If F ∈ Hp, we write
‖F‖p = sup
r<1
(∫ pi
−pi
|F (reiθ)|pdθ
)1/p
for p ≥ 1 and
‖F‖p = sup
r<1
∫ pi
−pi
|F (reiθ)|pdθ
for 0 < p < 1.
In this case ‖ · ‖p satisfies triangle inequality in all cases but it is positive
homogenous, i.e it is a norm for only p ≥ 1.
Now, to define norm in Hp we can have:
Theorem 2.12. If p > 0 and F ∈ Hp, for almost all eiθ, limF (z) for z −→∠ e
iθ
exists and is finite,and if we call that limit F (eiθ), we have∫ pi
−pi
|F (eiθ)|pdθ = ‖F‖p , 0 < p < 1,
∫ pi
−pi
|F (eiθ)|pdθ = ‖F‖pp , p ≥ 1.
We also have a theorem about the convergence in mean to boundary data
function:
Theorem 2.13. If f ∈ Hp,∫ pi
−pi
|f(reiθ)− f(eiθ)|pdθ → 0
as r → 1, where feiθ is the ∠ boundary value of f(z) which exists a.e. by theorem
2.12.
CHAPTER 2. PRELIMINARIES 10
Moreover as a last case we have:
Definition 2.14. We also have H∞ which denotes the set of functions analytic
and bounded in {|z| < 1} with the norm
‖F‖∞ = sup{|F (z)|; |z| < 1}.
We will see factorization of Hp functions but before that we need more defi-
nitions:
Definition 2.15. A Blaschke product is an analytic function B(z) of the form
B(z) =
∞∏
1
|zn|
zn
.
zn − z
1− znz
which converges absolutely for |z| < 1 and 0 < |zn| < 1, for n = 1, 2, 3, . . .
Definition 2.16. An inner function is an analytic function g in the unit ball
such that |g(z)| ≤ 1 and |g(z)| = 1 a.e. on the unit circle. An outer function is
an analytic function F in the unit disc of the form
F (z) = λ exp
[
1
2pi
∫ pi
−pi
eiθ + z
eiθ − zh(θ)dθ
]
where h is a real-valued integrable function on the unit circle and λ is a complex
number of modulus 1.
Now we can have some results.
Theorem 2.17. Let F (z) 6≡ 0 belong to Hp. Then there is a Blaschke product
B(z) and a G(z) ∈ Hp with F (z) = B(z)G(z), G(z) without zeros in {|z| < 1}.
Theorem 2.18. Let F (z) 6≡ 0 belong to Hp. Let B(z) be the Blaschke product
consisting of the zeros of F(z). Then there is a singular measure σ ≥ 0 on [−pi, pi]
with
F (z) = B(z) exp
(
− 1
2pi
∫ pi
−pi
eit + z
eit − z dσ(t)
)
eic · exp
(
1
2pi
∫ pi
−pi
eit + z
eit − z log |F (e
it)|dt
)
for |z| < 1, where c is a real constant.
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This is called the canonical representation of the function F 6≡ 0 in Hp. We
call
IF (z) = e
icB(z) exp
{
− 1
2pi
∫ pi
−pi
eit + z
eit − zdσ(t)
}
the inner factor and
OF (z) = exp
{∫ pi
−pi
eit + z
eit − z log |F (e
it)|dt
}
called the outer factor of F (z).
Theorem 2.19. Let F and G (both 6≡ 0) belong to Hp spaces. If the ratio of their
outer factors k(z) = OF (z)/OG(z) has k(eiθ) ∈ Lp′ then OF (z)/OG(z) ∈ Hp′
where p
′
is a number greater than p.
We also have an important result for Hp spaces from Beurling:
Theorem 2.20. Let F = IFOF ∈ Hp, p > 0. Then the closure of F(z).
{polynomials in z} in Hp is precisely IF .Hp.
We now have a result on approximation of inner functions by Blaschke prod-
ucts:
Theorem 2.21 (Frostman). Let ω(z) be any inner function. Then given any
² > 0, there is a Blashke product B(z) and a real c with
‖ω − eicB‖∞ < ².
Up to know we talked about Hp functions for unit ball. We should also talk
about Hp functions for upper half plane. In order to study this we should use the
conformal mapping
z 7→ w = i− z
i + z
onto the unit ball {|w| < 1} an we will apply the above results. Let us start with
Poisson’s formula:
Theorem 2.22. Let V(z) be harmonic and bounded for =z > 0. Then the limit
V (t) = limV (z) for z −→
∠
exists a.e. for t on R, and for z = x + iy and =z > 0
V (z) =
1
pi
∫ ∞
−∞
y
(x− t)2 + y2V (t)dt.
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Theorem 2.23. Let V(z) be harmonic and ≥ 0 for =z > 0. Then there is a
constant α ≥ 0 and a measure µ ≥ 0 on R with∫ ∞
−∞
dµ(t)
1 + t2
<∞,
such that, for =z > 0,
V (z) = αy +
1
pi
∫ ∞
−∞
ydµ(t)
(x− t)2 + y2 .
Now let us give the result for harmonic conjugate:
Theorem 2.24. Let,
V (z) =
1
pi
∫ ∞
−∞
y
(x− t)2 + y2V (t)dt.
then we have the following two choices of harmonic conjugate :
1
pi
∫ ∞
−∞
x− t
(x− t)2 + y2dµ(t) and
1
pi
∫ ∞
−∞
(
x− t
(x− t)2 + y2 +
t
t2 + 1
)
dµ(t)
For the boundary behaviour we have :
Theorem 2.25. Let,
V (z) =
1
pi
∫ ∞
−∞
y
(x− t)2 + y2V (t)dt.
where µ is a signed measure on R with∫ ∞
−∞
|dµ(t)|
1 + t2
<∞.
Then, at any t0 where µ′(t0) exists and is finite, V (z) → µ′(t0) as z −→∠ t0.
Now we can define Hp spaces for upper half plane:
Definition 2.26. F(z), analytic for =z > 0, is said to belong to Hp(=z > 0), if
there is a constant C <∞ such that∫ ∞
−∞
|F (x + iy)|pdx ≤ C
for all y > 0. This definition is used for all p > 0.
Now we can pass to our main chapter to see dual spaces of Hp spaces and
their applications.
Chapter 3
Applications of Duality For Hp
Spaces
3.1 Hp Spaces and Their Duals. Sarason’s The-
orem
3.1.1 Various Spaces and Their Duals
We will first consider the unit circle. If we look at the boundary values f(eiθ) ∈
Hp, we see that Hp can be considered as a ‖ · ‖p-closed subspace of Lp(−pi, pi).
In order to describe dual spaces of Hp we first recall some definitions. Firstly,
let
C = {f continuous on [−pi, pi]; f(−pi) = f(pi)},
and then let A = C ∩ H∞ be the set of functions in C which have analytic
extensions to the open disk {|z < 1} and that give continuous functions on the
closed unit disc.
Both spaces A and C are equipped with the sup-norm ‖ · ‖∞.
13
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Moreover, let M be the set of all finite complex-valued Radon measures on
the unit circle {|ζ| = 1} equipped with the norm
‖µ‖ =
∫ pi
−pi
|dµ(eiθ)|.
Note that by the classical F. Riesz’s Theorem, M is the dual space of C.
Finally we denote
Hp(0) = {f ∈ Hp;
∫ pi
−pi
f(eiθ)dθ = 0} = zHp.
Theorem 3.1. If 1 < p <∞ and (1/p) + (1/q) = 1, then:
(a) The dual of Lq/Hq is Hp(0).
(b) The dual of Hp is Lq/Hq(0).
Proof. (a) Let Λ be a bounded linear functional on Lq/Hq. Then, by composing
Λ with the canonical projection of Lq onto Lq/Hq, Λ gives a linear functional on
Lq with the same norm as on Lq/Hq so, for any f ∈ Lq, we have
Λ(f) = Λ(f + Hq) =
∫ pi
−pi
f(eiθ)G(eiθ)dθ, (3.1)
where G is some function in Lp with ‖G‖p equal to the norm of Λ, by the Riesz’s
Representation Theorem. We have Λ(h) = 0 for all h ∈ Hq, in particular,∫ pi
−pi
einθG(eiθ)dθ = 0, n = 0, 1, 2, . . . ,
so G(eiθ) has a Fourier series of the form
∞∑
1
Ane
inθ,
and, since G(eiθ) ∈ Lp, G(eiθ) ∈ eiθHp = Hp(0).
Conversely, any function G(eiθ) of this form gives rise to a linear functional Λ
on Lq/Hq by formula (3.1).
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(b) If G(eiθ) ∈ Lq and f ∈ Hq(0) is arbitrary, then the linear form
Λh =
∫ pi
−pi
(
G(eiθ) + f(eiθ)
)
h(eiθ)dθ,
defined for all h ∈ Hp, does not depend on f ∈ Hq(0). So G+Hq(0) is a bounded
linear functional on Hp
Conversely, take any linear functional Λ on Hp. By Hahn-Banach Theorem
and the duality of Lp and Lq spaces, we can extend Λ to all of Lp and get a
function L ∈ Lq with
Λh =
∫ pi
−pi
L(eiθ)h(eiθ)dθ, h ∈ Lp.
If we restrict this function back to Hp, then Λ is given by the coset L + Hq(0),
by argument as above.
By similar arguments in the proof of above theorem we have:
Theorem 3.2. The dual of
L1/H1 is H∞(0)
, and the dual of
H1 is L∞/H∞(0).
Now, we have
Theorem 3.3. The dual of
C/A is H1(0).
Proof. Since M is the dual of C the dual of C/A is
{µ ∈M;
∫ pi
−pi
f(eiθ)dµ(θ) = 0. for f ∈ A}
In particular, for µ to be in the dual of C/A, we must have∫ pi
−pi
einθdµ(θ) = 0, n = 0, 1, 2, . . . .
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Therefore, by the theorem of brothers Riesz, dµ(θ) = g(eiθ)dθ for some g ∈
L1(−pi, pi). For the case when n = 0 we have∫ pi
−pi
dµ(θ) =
∫ pi
−pi
g(eiθ)dθ = 0
which implies g ∈ H1(0).
Conversely, any g ∈ H1(0) defines a functional Λ on C/A by putting, for
φ ∈ C,
Λ(φ +A) =
∫ pi
−pi
g(eiθ)φ(eiθ)dθ
Remark 3.4. If we define the space A(0) = {eiθf(eiθ); f ∈ A}, then by the same
arguments used in the above proof, we see that C/A(0) has dual H1. To sum up,
we have
C/A(0) has dual H1 which has dual L∞/H∞(0)
Now we can have our table summarizing these results for the unit circle:
For Unit Circle
Space Dual
Hp, 1 ≤ p <∞ Lq/Hq(0), 1q = 1− 1p
Hp(0), 1 ≤ p <∞ Lq/Hq, 1q = 1− 1p
Lp/Hp, 1 ≤ p <∞ Hq(0), 1q = 1− 1p
Lp/Hp(0), 1 ≤ p <∞ Hq, 1q = 1− 1p
C/A H1(0)
C/A(0) H1
CHAPTER 3. APPLICATIONS OF DUALITY FOR HP SPACES 17
Very similar results holds for the Hp spaces for the upper half plane. However
letting
C0 = {f continuous on R; F (x) → 0, as x→ ∓∞}
A0 = C0 ∩H∞(=z > 0)
instead of C and A. Both C0 and A0 are equipped with sup norm. With similar
proofs we had for the results for the unit circle we have:
For Upper Half Plane
Space Dual
Hp, 1 ≤ p <∞ Lq/Hq, 1q = 1− 1p
Lp/Hp, 1 ≤ p <∞ Hq, 1q = 1− 1p
C0/A0 H1
3.1.2 Duality method of Havinson and Rogosinski-
Shapiro
In this subsection we will have some theorems about approximation of Hp func-
tions based on duality results given above.
Theorem 3.5. Let F ∈ Lp(−pi, pi), 1 < p <∞, and denote
‖F −Hp‖p = inf {‖F − h‖p; h ∈ Hp}
. Then, with 1/q = 1− (1/p), we have
(i) ‖F −Hp‖p = sup
{∣∣∣∫ pi−pi F (eiθ)g(eiθ)dθ∣∣∣ ; g ∈ Hq(0) and ‖g‖q = 1}.
(ii) There is an h0 ∈ Hp with ‖F −Hp‖p = ‖F − h0‖p.
(iii) There is a g0 ∈ Hq(0), ‖g0‖q = 1 with
‖F −Hp‖p =
∫ pi
−pi
F (eiθ)g0(e
iθ)dθ.
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Proof. (i) This is a restatement of the duality between Lp/Hp and Hq(0).
(ii) Let hn ∈ Hp with ‖F −hn‖p −→
n
‖F −Hp‖p. Then ‖hn‖p is bounded since
‖hn‖p = ‖hn + F − F‖p ≤ ‖F − hn‖p + ‖F‖p
so there is a subsequence {hnj} converging weakly to a limit h0 ∈ Hp. Then
F − hnj −→
j
F − h0 (weakly). It follows that
‖F − h0‖p ≤ lim inf
j→∞
‖F − hnj‖p = ‖F −Hp‖p,
so ‖F − h0‖p = ‖F −Hp‖p.
(iii) We consider the coset F +Hp in Lp/Hp and by the definition of the quo-
tient norm in Lp/Hp and the Hahn-Banach Theorem, there is a linear functional
Λ with norm equal to 1 on Lp/Hp such that Λ(F +Hp) = ‖F −Hp‖p. By (ii) we
have
Λ(f + Hp) =
∫ pi
−pi
f(eiθ)g0(e
iθ)dθ
for all f ∈ Lp and some g0 ∈ Hq(0) of q-norm 1.
Theorem 3.6. Let F ∈ L1(−pi, pi) Then there is an h0 ∈ H1 with
‖F −H1‖1 = ‖F − h0‖1
and there is an g0 ∈ H∞(0) with ‖g0‖∞ = 1 and(
F (eiθ)− h0(eiθ)
)
g0(e
iθ) = |F (eiθ)− h0(eiθ)| a.e. θ ∈ [−pi, pi]
where
‖F −H1‖1 = inf{‖F − h‖, h ∈ H1}
Proof. For the first part of the statement, it suffices to use the w∗-compactness of
unit ball with respect to duality in remark 3.4 in H1 and the proof of the second
part of the previous theorem, to show the existence of such an h0.
Also, as in the proof of the third part in the previous theorem we can get a
go ∈ H∞ with ‖g0‖∞ = 1 and
‖F −H1‖1 = ‖F − h0‖1 =
∫ pi
−pi
F (eiθ)g0(e
iθ)dθ.
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=
∫ pi
−pi
(
F (eiθ)− h0(eiθ)
)
g0(e
iθ)dθ
Since |g0(eiθ)| ≤ 1 equality of∫ pi
−pi
|F (eiθ)− h0(eiθ)|dθ and
∫ pi
−pi
(
F (eiθ)− h0(eiθ)
)
g0(e
iθ)dθ
shows that g0(eiθ) has the properties.
Theorem 3.7. Let F ∈ C. Then:
(i) ‖F−A‖∞ = ‖F−H∞‖∞ = sup
{∣∣∣∫∞−∞ F (eiθ)g(eiθ)dθ∣∣∣ ; g ∈ H1(0)and‖g‖1 = 1}
(ii) There is a g0 ∈ H1(0), ‖g0‖1 = 1 with
‖F −A‖∞ =
∫ pi
−pi
F (eiθ)g0(e
iθ)dθ.
.
(iii) There is an h0 ∈ H∞ with
|F (eiθ)− h0(eiθ)| = ‖F −A‖∞ a.e. θ ∈ [−pi, pi].
Proof. Since H∞ ⊃ A so we have ‖F −A‖∞ ≥ ‖F −H∞‖∞. Since H1(0) is the
dual of C/A, we get a g0 ∈ H1(0), ‖g0‖1 = 1 so that (ii) holds. However∫ pi
−pi
h(eiθ)g0(e
iθ)dθ = 0
for all h ∈ H∞, so we have∣∣∣∣∫ pi−pi F (eiθ)g0(eiθ)dθ
∣∣∣∣ ≤ ‖g0‖1‖F −H∞‖∞.
Therefore by the choice of g0, we have that ‖F −A‖∞ ≤ ‖F −H∞‖∞ proving (i).
Now by duality results we have H∞ is the dual of L1/H1(0) and, using the
w∗-compactness of H∞, there is an h0 ∈ H∞ with ‖F − H∞‖∞ = ‖F − h0‖∞.
Then
‖F − h0‖∞ = ‖F −H∞‖∞ = ‖F −A‖∞
=
∫ pi
−pi
F (eiθ)g0(e
iθ)dθ =
∫ pi
−pi
[F (eiθ)− h0(eiθ)]g0(eiθ)dθ
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and, since ∫ pi
−pi
|g0(eiθ)|dθ = 1,
we have ∫ pi
−pi
[F (eiθ)− h0(eiθ)]g0(eiθ)dθ = ‖F − h0‖∞
∫ pi
−pi
|g0(eiθ)|dθ
So |F (eiθ)− h0(eiθ)| = ‖F − h0‖∞ a.e on the support of g0. By theorem 2.9 from
preliminaries, |g0(eiθ)| > 0 a.e so we have |F (eiθ)− h0(eiθ)| = ‖F − h0‖∞ a.e.
Remark 3.8. If F ∈ C, then there is only one h ∈ H∞ with ‖F − h‖∞ =
‖F −H∞‖∞
Indeed, suppose there were two, say, h1 and h2. Take the g0 ∈ H1(0) as in the
theorem 3.7. Then as we get in the proof of theorem 3.7.∫ pi
−pi
[F (eiθ)− hk(eiθ)]g0(eiθ)dθ = ‖F − hk‖∞
∫ pi
−pi
|g0(eiθ)|dθ for k = 1, 2.
and since |g0(eiθ)| > 0 a.e. we must have
F (eiθ)− h1(eiθ) = ‖F − h1‖∞ |g0(e
iθ)|
g0(eiθ)
a.e.
F (eiθ)− h2(eiθ) = ‖F − h2‖∞ |g0(e
iθ)|
g0(eiθ)
a.e.
or, since ‖F − h1‖∞ = ‖F − h2‖∞ = ‖F −H∞‖∞ we have
h1(e
iθ) = F (eiθ)− ‖F −H∞‖∞ |g0(e
iθ)|
g0(eiθ)
= h2(e
iθ) a.e.
Remark 3.9. Suppose F ∈ L∞ but F 6∈ C. Using w∗-compactness of H∞ and
above results we can get an h0 ∈ H∞ with
‖F−h0‖∞ = ‖F−H∞‖∞ = sup
{∣∣∣∣∫ pi−pi F (eiθ)g(eiθ)dθ
∣∣∣∣ ; g ∈ H1(0) and ‖g‖1 = 1} .
3.1.3 Sarason’s Theorem
In the first subsection we have proved that
C/A(0) has dual H1 which has dual L∞/H∞(0).
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Thus, if B is the Banach Space C/A(0), then B∗∗ is L∞/H∞(0). B has a canonical
isometric image in B∗∗ obtained by identifying linear functionals over B∗. In this
case, the element of L∞/H∞(0) corresponding to F ∈ C, is the coset Φ +H∞(0),
where Φ ∈ L∞ is determined by∫ pi
−pi
F (eiθ)g(eiθ)dθ =
∫ pi
−pi
g(eiθ)Φ(eiθ)dθ
for all g ∈ H1. This holds iff Φ ∈ F + H∞(0), i.e in the canonical embedding of
C/A(0) in L∞/H∞(0), F + A(0), F ∈ C corresponds to F + H∞(0). Therefore,
the image of C/A(0) in L∞/H∞(0) under this embedding is
Ξ = {F + H∞(0); F ∈ C}
In particular Ξ is ‖ · ‖∞ − closed in the quotient space L∞/H∞(0).
Since the canonical homomorphism Θ : L∞ 7→ L∞/H∞(0) is continuous we have
Θ−1(Ξ) is ‖ · ‖∞-closed in L∞. But Θ−1(ξ) = C +H∞(0) = C +H∞, since 1 ∈ C.
Therefore we have
Theorem 3.10 (Sarason). C + H∞ is ‖.‖∞ − closed.
Now we can prove:
Theorem 3.11 (Sarason). If F and G ∈ C + H∞ then FG ∈ C + H∞ i.e,
C + H∞ is an algebra.
Proof. It is enough to show that if F ∈ C and G ∈ H∞, then FG ∈ C + H∞.
Since F ∈ C by the Weierstrass theorem we can find FN(eiθ) of the form
N∑
−N
Ak(N)e
ikθ
such that FN → F uniformly. Then FNG → FG uniformly so if we can show
that each FNG ∈ C + H∞, then FG ∈ C + H∞ by theorem 3.10 .
Let
G(z) =
∞∑
0
anz
n ∈ H∞
CHAPTER 3. APPLICATIONS OF DUALITY FOR HP SPACES 22
and define
GN(z) =
∞∑
N
anz
n ∈ H∞.
Clearly GN(z) ∈ H∞ and
FN(e
iθ)GN(e
iθ) =
N∑
−N
An(N)e
inθGN(e
iθ).
Since einθGN(eiθ) ∈ H∞ for n = −N, −N + 1, . . . we get FN(eiθ)GN(eiθ) ∈ H∞.
Also we have FN(G−GN) ∈ C since
FN(G−GN) =
(
N∑
−N
An(N)e
inθ
)(
N∑
0
ane
inθ
)
is clearly a trigonometric polynomial. So we have FNG = FN(G−GN) +FNG ∈
C + H∞.
In the following we describe an abstract and operator theoretical approach to
theorem 3.10
Theorem 3.12. Let (B, ‖ · ‖) be a Banach space with E and F norm-closed
subspaces of B. Suppose there is a family F of linear operators on B with the
following properties:
(i) ‖T‖ ≤M <∞ for all T ∈ F .
(ii) TB ⊆ E for each T ∈ F .
(iii) TF ⊆ F for each T ∈ F .
(iv) If u ∈ Eand ² > 0, there is a T ∈ F with ‖Tu− u‖ < ².
Then E+F is norm-closed in B.
Proof. Let x be in the norm closure of E + F . Then we can find un ∈ E, vn ∈ F,
with ‖un + vn‖ ≤ 2−n for n ≥ 2 and
x =
∞∑
n=1
(un + vn).
CHAPTER 3. APPLICATIONS OF DUALITY FOR HP SPACES 23
Write xn = un + vn. Then x =
∑∞
n=1 xn, and we have
xn = (un − Tnun + Tnxn) + (vn − Tnvn)
where for each n, Tn ∈ F is chosen so that ‖un − Tnun‖ < 2−n. Now, define
u˜n = un − Tnun + Tnxn. Since Tnun, Tnxn ∈ E by condition (ii) we get u˜n ∈ E
and we have ‖u˜n‖ ≤ 2−n+‖Tnxn‖ ≤ 2−n(1+M) for n ≥ 2 by (i) and ‖xn‖ ≤ 2−n
for n ≥ 2. Similarly since Tnvn ∈ F by (iii) so v˜n ∈ F and ‖v˜n‖ ≤ ‖u˜n‖+ ‖xn‖ ≤
2−n(2 + M) for n ≥ 2. Therefore ∑∞n=1 u˜n converges, to, say u ∈ E because E is
closed, and
∑∞
n=1 v˜n converges to v ∈ F since F is closed. So we have,
x =
∞∑
n=1
xn =
∞∑
n=1
(u˜n + v˜n) = u + v ∈ E + F.
Now we can state the theorem 3.10 of this subsection as a corollary of this
theorem:
Corollary 3.13. C + H∞ is ‖ · ‖∞ − closed.
Proof. Take B = L∞, E = C, F = H∞, and let F = {TN ; N = 1, 2, ...} where, if
F ∈ L∞ and f(eiθ) ∼
∑∞
−∞Ane
inθ, we have
(TNF )(e
iθ) =
N∑
−N
(
1− |n|
N
)
Ane
inθ.
Then ‖TN‖ ≤ 1 and for each F ∈ C, ‖TNF −F‖∞ −→
n
0. Also we have TNL∞ ⊆ C
and TNH∞ ⊆ H∞. So by the previous theorem E + F = C + H∞ is norm-closed
in B = L∞.
3.2 Marshall’s Theorem
3.2.1 A result of Adamyan, Arov and Krein
In the previous section we have seen that given F ∈ L∞, the coset F + H∞
contains an element of constant modulus equal to ‖F − H∞‖∞ under certain
circumstances.
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Now we are interested which elements of constant modulus occur in F +H∞.
Theorem 3.14. If F ∈ L∞ and ‖F − H∞‖∞ < 1, then F + H∞ contains an
element ω with |ω(eiθ)| ≡ 1 a.e.
Proof. We will look for the ω ∈ F + H∞ with ‖ω‖∞ ≤ 1 which maximizes∣∣∣∣∫ pi−pi ω(eiθ)dθ
∣∣∣∣
and we will show such ω does the job.
Now let,
a = sup
{∣∣∣∣∫ pi−pi ω(eiθ)dθ
∣∣∣∣ ;ω ∈ F + H∞, ‖ω‖∞ ≤ 1}
There is indeed an ω ∈ F + H∞, ‖ω‖∞ ≤ 1 with∣∣∣∣∫ pi−pi ω(eiθ)dθ
∣∣∣∣ = a.
For, if we take ωn ∈ F + H∞, ‖ωn‖∞ ≤ 1 with∣∣∣∣∫ pi−pi ωn(eiθ)dθ
∣∣∣∣ −→n a,
we can let ω be a w∗-limit (in L∞) of some w∗-convergent subsequence of the ωn,
and then ‖ω‖∞ ≤ 1, while ∣∣∣∣∫ pi−pi ω(eiθ)dθ
∣∣∣∣ = a
since 1 ∈ L∞.
Therefore, we can suppose that∫ pi
−pi
ω(eiθ)dθ = a
since we can attain this by working with eiγF instead of F where γ is a real
constant.
Now, firstly let us show ‖ω‖∞ = 1. Assume that ‖ω‖∞ = 1 − ² with ² > 0.
Then we have ω + ² ∈ ω + H∞ = F + H∞, ‖ω + ²‖∞ ≤ 1 and∫ pi
−pi
(ω(eiθ) + ²)dθ = a + 2pi² > a,
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which is a contradiction to the choice of ω.
Secondly, let us show that ‖ω − H∞(0)‖∞ = 1. For, otherwise, ‖ω −
H∞(0)‖∞ < 1, and then there is an h ∈ H∞(0) with ‖ω − h‖∞ = 1 − ², ² > 0.
Then −h + ² ∈ H∞ so
ω − h + ² ∈ F + H∞, ‖ω − h + ²‖ ≤ 1,
and since h ∈ H∞(0),∫ pi
−pi
(ω(eiθ)− h(eiθ) + ²)dθ =
∫ pi
−pi
ω(eiθ)dθ + 2pi² = a + 2pi² > a
again contradiction with the choice of ω ∈ F + H∞.
Now, since ‖ω − H∞(0)‖∞ = 1, and using duality results we have proven,
there is a sequence of fn ∈ H1, ‖fn‖ = 1, with∫ pi
−pi
ω(eiθ)fn(e
iθ)dθ −→
n
1
We must have |fn(0)| ≥ c for some c > 0. Indeed, otherwise without loss of
generality, let us assume fn(0) = cn with cn −→
n
0. Then fn − cn ∈ H1(0),
‖fn − cn‖1 −→
n
1, whilst ∫ pi
−pi
ω(eiθ)(fn(e
iθ)− cn)dθ −→
n
1 .
Therefore ‖ω −H∞‖∞ ≥ 1 because of the duality. So we have ‖F −H∞‖∞ ≥ 1
since ω ∈ F + H∞, which contradicts with the hypothesis ‖F −H∞‖∞ < 1, i.e.
we have |fn(0)| ≥ c > 0
Now using this inequality we can show that |ω(eiθ)| ≡ 1 a.e. Assume the
contrary. Then, for some λ < 1 there is a measurable set E, |E| > 0, with
|ω(eiθ)| ≤ λ on E. Without loss of generality assume |E| < 2pi so that |Ec| > 0.
Since, in any case, |ω(eiθ)| ≤ 1 and ‖fn‖1 = 1 we have∣∣∣∣∫ pi−pi ω(eiθ)fn(eiθ)dθ
∣∣∣∣ ≤ λ ∫
E
|fn(eiθ)|dθ +
(
1−
∫
E
|fn(eiθ)|dθ
)
,
and since the left side tends to 1 as n approaches infinity, we must have∫
E
|fn(eiθ)|dθ −→
n
0.
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Therefore
1
|E|
∫
E
log |fn(eiθ)|dθ ≤ log
(∫
E
log |fn(eiθ)|dθ
)
−→
n
−∞.
At the same time we have
1
|Ec|
∫
Ec
log |fn(eiθ)|dθ ≤ log
(‖fn‖1
|Ec|
)
= log
(
1
|Ec|
)
<∞,
so finally ∫ pi
−pi
log|fn(eiθ)|dθ −→
n
−∞
Therefore the sequence of the outer factors of fn already tend to 0 at the origin,
so surely |fn(0)| −→
n
0. However, this is a contradiction with the fact that|fn(0)| ≥
c > 0. So we have |ω(eiθ)| ≡ 1 a.e.
Corollary 3.15. Let f ∈ H∞, let ‖f‖∞ < 1, and let Ω be any inner function.
Then there is another inner function ω ∈ f + ΩH∞.
Proof. Apply theorem 3.14 with F (eiθ) = f(eiθ)/Ω(eiθ). Then ‖F‖∞ < 1, so
‖F−H∞‖∞ < 1, and there is an h ∈ H∞ with |F +h| ≡ 1 a.e. Then f+Ωh ∈ H∞
and |f + Ωh| ≡ 1 a.e. So f + Ωh is also an inner function.
3.2.2 Marshall’s Theorem
In this subsection we will investigate the apporximation of H∞ functions by
Blaschke products. There is a theorem related to this given by D. Marshall.
Before Marshall’s theorem let us present an analogous proposition about L∞
Theorem 3.16. Let f ∈ L∞(−pi, pi) and ‖f‖∞ ≤ 1. Then given any ² > 0 we can
find u1, . . . un ∈ L∞ with |uk(θ)| ≡ 1 a.e and numbers λ1, . . . λn ≥ 0,
∑
k λk = 1,
with ∥∥∥∥∥f −∑
k
λkuk
∥∥∥∥∥
∞
< ².
This means that the norm-closed convex hull of the set of unimodular func-
tions in L∞ is the unit ball of L∞.
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Proof. Without loss of generality, we can assume ‖f‖∞ ≤ 1− (²/2), otherwise we
work with (1− (²/2))f instead of f and observe that ‖f − (1− (²/2)f)‖∞ ≤ (²/2).
Then we may assume |f(θ)| ≤ 1− (²/2) everywhere, so by Cauchy theorem,
f(θ) =
1
2pi
∫ pi
−pi
eit + f(θ)
1 + f(θ)eit
dt.
Now each of the functions
ut =
eit + f(θ)
1 + f(θ)eit
is in L∞ and clearly |ut(θ)| ≡ 1. Also, since ‖f‖∞ ≤ 1− (²/2), we have
‖ut − ut′‖∞ <
²
2
if |t− t′| < δ, δ depending on ². So for large N,∥∥∥∥∥ 12pi
∫ pi
−pi
utdt− 1
N
N∑
k=1
u2pik/N
∥∥∥∥∥
∞
<
²
2
.
Therefore ∥∥∥∥∥f − 1N
N∑
k=1
u2pik/N
∥∥∥∥∥
∞
<
²
2
.
This is the analogous result of Marshall’s conjecture that the norm-closed
convex hull of the set of inner functions is the unit ball of H∞. Before getting
into the theorem we have a lemma.
Lemma 3.17. Let u ∈ L∞, |u(ζ)| ≡ 1 a.e for |ζ| = 1. Then there are inner
functions ω and Ω in H∞ with∣∣∣∣u(ζ)− ω(ζ)Ω(ζ)
∣∣∣∣ < ² a.e, |ζ| = 1.
Proof. Let Ek denote the set
2pi
N
(k − 1) ≤ arg u(ζ) < 2pi
N
k, k = 1, . . . , N
Then E ′ks are clearly subsets of |ζ| = 1, they are disjoint and add up to the unit
circumference. Put
uk(ζ) =
{
e2kipi/N , ζ ∈ Ek,
1, ζ 6∈ Ek.
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Then clearly each uk is unimodular, takes only two values and
‖u− u1 · u2 · · · uN‖∞ ≤ 2pi
N
.
Since product of inner functions is also an inner function it is enough to establish
the result for each uk.
Now let u be the unimodular function taking only two values say 1 and γ,
|γ| = 1,γ 6= 1, with
u(ζ) = 1, ζ ∈ E,
u(ζ) = γ, ζ ∈ Ec.
Using the Poisson’s formula construct V (z) bounded and harmonic in {|z| < 1}
having nontangential boundary values
V (ζ) = 0 a.e on E,
V (ζ) = −K, a.e on Ec.
Then define h = exp(V + iV˜ ). Clearly h is analytic and bounded in |z| < 1,
and takes values in the open ring e−K < |h| < 1. On E, |h| = 1 a.e and on Ec
|h| = e−K a.e.
Now let ΦK be a conformal mapping of the ring e−K < |w| < 1 onto the
infinite domain obtained from C ∪ {∞} by removing therefrom two segments
[−², 0] and [l, l′ ] with
l = i
1− γ
1 + γ
and l
′
> l. We furthermore want ΦK so as to map |w| = 1 onto [−², 0] and map
|w| = e−K onto [l, l′ ].
In this mapping we can choose ² as small as we want but l
′
> l depends on
the radius e−K . However, it is clear that l tends to l
′
as K approaches infinity,
i.e. ΦK tends to conformal mapping of {|w| < 1} onto (C∪{∞}) ∼ [−², 0] which
takes 0 to l. So, given ² > 0 let us fix K so large that l
′
< l + ².
Put
Ψ(w) =
i− Φk(w)
i + Φk(w)
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for e−K ≤ |w| ≤ 1. Ψ takes the ring e−K < |w| < 1 conformally on to the
complement, in C ∪ {∞}, of the two arcs
i + ²
i− ², 1 and γ, γ
′
lying on the unit circle. Here we have γ
′
= (i− l′)/(i + l′) and γ = (i− l)/i + l.
Also clearly these two arcs have diameters less than 2².
Now let us go back to function h constructed above. We have Ψ(h(ζ)) lies on
the arc
i + ²
i− ², 1
for almost all ζ ∈ E, and on the arc
γ, γ
′
for almost all ζ in Ec. Therefore, |Ψ(h(ζ)) − u(ζ)| < 2² a.e on |ζ| = 1, and
|Ψ(h(ζ))| = 1 a.e., so it is unimodular.
Moreover, Ψ(h(ζ)) is meromorphic for |z| < 1. Indeed, Ψ is conformal and
there is only one point c, e−K < |c| < 1 with Ψ(c) = ∞, and it has a simple
pole at c. Ψ is regular elsewhere. So, it is regular at the points z, |z| < 1, where
h(z) 6= c and has a pole at z, h(z) = c. The order of the pole is equal to the
order of zero that h(z)− c has there.
However h(z)− c is in H∞. By theorem 2.18 we can write
h(z)− c = Ω(z)O(z)
with Ω(z) is inner and O(z) is an outer factor and we have:
|O(ζ)| = |h(ζ)− c| ≥ 1− |c| > 0 a.e for ζ in E
|O(ζ)| = |h(ζ)− c| ≥ |c| − e−K > 0 a.e for ζ in Ec.
Thus |O(ζ)| is bounded below a.e. on |ζ| = 1. So by theorem 2.19 1/O(ζ) ∈ H∞
meaning |Ω(z)/(h(z)− c)| is bounded above in |z| < 1.
Now let ω(z) = Ω(z)Ψ(h(z)). This function is analytic in |z| < 1 because
any poles of Ψ(h(z)) is cancelled by corresponding zeros of Ω(z), i.e inner factor
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of h(z) − c. It is also bounded in |z| < 1. Indeed, take any small δ > 0, if
e−K < |w| < 1 and |w − c| ≥ δ, Ψ(w) is bounded, hence Ψ(h(z)) and therefore
Ω(z)Ψ(h(z)) is bounded on the set z, |h(z) − c| ≥ δ. If |w − c| < δ we have
|Ψ(w)| ≤ A/|w − c|, so if |h(z)− c| < δ
|Ω(z)Ψ(h(z))| ≤ A|Ωz/(h(z)− c)|.
However, we have just seen that the expression on the right side is bounded in
|z| < 1. Therefore ω(z) is bounded above, hence it is in H∞.
Also, for almost all ζ we have
|ω(ζ)| = |Ω(ζ)||Ψ(h(ζ))| = 1.
Therefore ω is an inner function and since Ψ(h(z)) = ω(z)/Ω(z) we have∣∣∣∣u(ζ)− |ω(ζ)||Ω(ζ)|
∣∣∣∣ = |u(ζ)−Ψ(h(ζ))| < 2² a.e, |ζ| = 1.
Therefore, we established the result for each factor uk with 2² instead of ², but
this means the lemma is proved.
Remembering Theorem 3.16 and using this lemma we get
Corollary 3.18. Let f ∈ L∞, ‖f‖∞ ≤ 1 and let ² > 0. Then we can find inner
funtions ω1, . . . , ωn, Ω1, . . . ,Ωn and numbers λk > 0,
∑n
1 λk = 1 with∣∣∣∣∣f(ζ)−
n∑
1
λkωk(ζ)/Ωk(ζ)
∣∣∣∣∣ < ² a.e, |ζ| = 1.
Remark 3.19. Since product of inner functions is also a inner function we can
take all Ωk equal, in order to get a common denominator.
Now we have another lemma
Lemma 3.20. Let f ∈ H∞. Then we can find inner functions Ω, ω, ω1, . . . , ωn
and real constants a, a1, . . . , an such that
(i) g = (aω + a1ω1 + . . . + ωn)/Ω is in H∞;
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(ii) ‖f − g‖∞ < 2².
Proof. Without loss of generality, ‖f‖∞ ≤ 1. Then by Corollary 3.18 and Remark
3.19 we get inner functions ω1, . . . , ωn,Ω and numbers λk > 0 with∣∣∣∣∣f(ζ)−
n∑
1
λkωk(ζ)/Ωk(ζ)
∣∣∣∣∣ < ²2 a.e for |ζ| = 1 (3.2)
Call
F (ζ) =
n∑
1
λkωk(ζ)/Ωk(ζ)
Since f ∈ H∞, (3.2) shows that ‖F − H∞‖∞ < ². Therefore, by Theorem 3.14
there is a g ∈ H∞ with |g(ζ)− F (ζ)| ≡ ² a.e. So, we have
‖f − g‖∞ ≤ ‖f − F‖∞ + ‖F − g‖∞ < 2².
Also,
Ω(ζ)g(ζ)− Ω(ζ)F (ζ) ∈ H∞,
because
ΩF =
∑
k
λkωk ∈ H∞,
and since |Ω(ζ)| ≡ 1 a.e for |ζ| = 1, Ω(ζ)g(ζ)−Ω(ζ)F (ζ) must be equal to ²ω(ζ),
with an inner function ω, being in H∞ and of constant modulus ² a.e. on |ζ| = 1.
Therefore
g(ζ) = ²
ω(ζ)
Ω(ζ)
+
n∑
1
λk
ωk(ζ)
Ωk(ζ)
Theorem 3.21 (Marshall). Let f ∈ H∞ and ‖f‖∞ ≤ 1. Given ² > 0, we can
find inner functions, u1, . . . , un and positive numbers λ1, . . . , λn,
∑n
1 λk = 1 with∥∥∥∥∥f −∑
k
λkuk
∥∥∥∥∥
∞
< 4².
Proof. Without loss of generality, we may suppose ‖f‖∞ ≤ 1− 2², otherwise we
may work with (1 − 2²)f instead of f .By Lemma 3.20 we can find a g ∈ H∞ of
the form ∑
k
akωk/Ω,
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with real constants ak and inner functions ωk,Ω, such that ‖f − g‖∞ < ². In
particular, ‖g‖∞ < 1 − ². Now, since for |ζ| = 1 we have |ωk(ζ)| ≡ 1 and
|Ω(ζ)| ≡ 1 a.e we have
g(ζ) =
∑
k
ak
Ω(ζ)
ωk(ζ)
a.e.
Let Ω1 be the product of ωk’s so it is a inner function. So we have Ω1(ζ)g(ζ) in
H∞.
We have g ∈ H∞ and since |g(ζ)| ≤ 1− ² a.e we can apply Cauchy’s theorem
to have
g(ζ) =
1
2pi
∫ pi
−pi
γeit + g(ζ)
1 + g(ζ)γeit
dt,
γ being any number of modulus 1. Take γ = Ω1(ζ) to get
g(ζ) =
1
2pi
∫ pi
−pi
Ω1(ζ)eit + g(ζ)
1 + g(ζ)Ω1(ζ)eit
dt.
Denote by
ut(ζ) =
Ω1(ζ)eit + g(ζ)
1 + g(ζ)Ω1(ζ)eit
.
Each function ut ∈ H∞, because all of Ω1, g and Ω1g are in H∞, and because
‖Ω1g‖∞ ≤ 1− ² < 1. Also, since |Ω1| = 1 a.e for |ζ| = 1, we have |ut(ζ)| = 1 a.e
for |ζ| = 1, meaning that ut’s are inner.
By the same arguments we have used to prove Theorem 3.16, we get∥∥∥∥∥g − 1N
N∑
k=1
u2pik/N
∥∥∥∥∥
∞
< ² ,
if N is large.
Therefore, ∥∥∥∥∥f − 1N
N∑
k=1
u2pik/N
∥∥∥∥∥
∞
< 2²
for the function f with ‖f‖∞ < 1 − 2², but if ‖f‖∞ ≤ 1 we get the result with
4².
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Recall from preliminaries that any inner function can be approximated by
Blaschke products. Combining this result with above theorem we have Marshall’s
Theorem:
Theorem 3.22. Let f ∈ H∞, ‖f‖∞ ≤ 1. Then there are Blaschke products
B1, . . . , Bn and positive numbers λk,
∑n
1 λk = 1, such that for any ² > 0∥∥∥∥∥f −∑
k
λkBk
∥∥∥∥∥
∞
< ²
Thus, the unit ball in H∞ is the norm-closed convex hull of the set of Blaschke
products.
3.3 Szego¨’s Theorem
In this section we will investigate how small we can make∫ pi
−pi
|1− P (eiθ)|pdµ(θ) for P ∈ P(0),
for 1 ≤ p <∞, where µ is a finite positive measure on [−pi, pi] and P(0) denotes
the class of polynomials without constant term, i.e. P (z) with P (0) = 0.
Theorem 3.23. If σ is a positive finite singular measure, then
inf
{∫ pi
−pi
|1− P (eiθ)|pdσ(θ) ∣∣P ∈ P(0)} = 0
Proof. Assume the infimum is strictly positive. Then, for
1
p
+
1
q
= 1,
there is a G ∈ Lq(dσ) with∫ pi
−pi
G(eiθ)einθdσ(θ) = 0, n = 1, 2, . . . , (3.3)
but ∫ pi
−pi
G(eiθ)1dσ(θ) > 0.
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By Ho¨lder Inequality, G ∈ L1(dσ), so ds(θ) = G(eiθ)dσ(θ) is a finite Radon
measure on [−pi, pi] whose support is contained in a set of Lebesgue measure zero,
i.e ds(θ) is singular. Then (3.3) becomes∫ pi
−pi
einθds(θ) = 0, n = 1, 2, . . . ,
Therefore, by brothers Rieszs’ theorem we have ds(θ) is absolutely continuous.
This implies ds(θ) = 0. However, on the other hand∫ pi
−pi
1.ds(θ) > 0,
and we have a contradiction.
Theorem 3.24 (Kolmogorov). Let dµ(θ) = w(θ)dθ+dσ(θ), with w ∈ L1, w ≥
0, dσ ≥ 0 and σ is singular. Let 1 ≤ p <∞. Then
inf
P∈P(0)
∫ pi
−pi
|1− P (eiθ)|pw(θ)d(θ) = inf
p∈P(0)
∫ pi
−pi
|1− P (eiθ)|pdµ(θ).
This means that only the absolutely continuous part of µ matters.
Proof. It is clear that
inf
P∈P(0)
∫ pi
−pi
|1− P (eiθ)|pw(θ)d(θ) ≤ inf
P∈P(0)
∫ pi
−pi
|1− P (eiθ)|pdµ(θ).
So we need to prove only the inverse inequality.
Let
K = inf
p∈P(0)
∫ pi
−pi
|1− P (eiθ)|pw(θ)d(θ).
Then, there is a P ∈ P(0) with∫ pi
−pi
|1− P (eiθ)|pw(θ)d(θ) < K + ².
It suffices to find a Q ∈ P(0) with∫ pi
−pi
|1−Q(eiθ)|p(w(θ)d(θ) + dσ(θ)) < K + 4².
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First of all, by Theorem 3.23 we can find P1 ∈ P(0) with∫ pi
−pi
|1− P1(eiθ)|pdσ(θ) < ².
Let P2(eiθ) = P1(eiθ)− P (eiθ); then P2(0) = 0, i.e it is in P(0) and∫ pi
−pi
|1− P (eiθ)− P2(eiθ)|pdσ(θ) < ² .
Now we will take a closed set E ⊆ supp(σ), with∫
Ec
(
1 + |P (eiθ)|+ |P2(eiθ)|
)p
dσ(θ) < ² .
This is possible because dσ is singular, |E| = 0. Therefore, we can find h ∈ A
with h(eiθ) ≡ 1 for eiθ ∈ E and |h(eiθ)| < 1 if eiθ 6∈ E. So, for n = 1, 2, . . . ,∫
E
|1− P (eiθ)− [h(eiθ)]nP2(eiθ)|pdσ(θ) =
∫ pi
−pi
|1− P (eiθ)− P2(eiθ)|pdσ < ² .
In any case we have |h(eiθ)| ≤ 1 so by the choice of E, we have∫ pi
−pi
|1−P (eiθ)−[h(eiθ)]nP2(eiθ)|pdσ(θ) ≤ ²+
∫
Ec
(
1 + |P (eiθ)|+ |P2(eiθ)|
)p
dσ < 2².
Since |h(eiθ)| < 1 outside E, hence a.e.
1− P (eiθ)− (h(eiθ))nP2(eiθ) −→
n
1− P (eiθ) a.e. ,
whence, since w(θ) ∈ L1, by Lebesgue Dominated Convergence Theorem we have∫ pi
−pi
|1−P (eiθ)− (h(eiθ))nP2(eiθ)|pw(θ)d(θ) −→
n
∫ pi
−pi
|1−P (eiθ)|pw(θ)d(θ) < K+ ² .
Therefore, for sufficiently large n we have∫ pi
−pi
|1− P (eiθ)− (h(eiθ))nP2(eiθ)|pw(θ)d(θ) < K + 2² .
Thence∫ pi
−pi
|1− P (eiθ)− (h(eiθ))nP2(eiθ)|pdµ(θ) < K + 2² + 2² = K + 4² .
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Now, since h ∈ A we can approximate it uniformly by polynomials
N∑
0
ake
ikθ
as closely as we want. We have
(∑N
0 ake
ikθ
)n
P2(eiθ) ∈ P(0) since P2 ∈ P(0), and
if
∑N
0 ake
ikθ is close enough to h we have∫ pi
−pi
|1−Q(eiθ)|pdµ(θ) < K + 4² ,
with Q ∈ P(0), since
Q(eiθ) = P (eiθ) +
(
N∑
0
ake
ikθ
)n
P2(e
iθ)
and P, P2 ∈ P(0).
Now our study reduces to determine
inf
P∈P(0)
∫ pi
−pi
|1− P (eiθ)|pw(θ)d(θ)
with w ∈ L1(−pi, pi), w ≥ 0. This is solved by a theorem by Szego¨:
Theorem 3.25. If 1 ≤ p <∞
inf
P∈P(0)
1
2pi
∫ pi
−pi
|1− P (eiθ)|pw(θ)d(θ) = exp
(
1
2pi
∫ pi
−pi
logw(θ)dθ
)
.
Proof. Firstly suppose that ∫ pi
−pi
log−w(θ)dθ <∞,
so that logw(θ) ∈ L1(−pi, pi), because, since w ∈ L1 it is clear that∫ pi
−pi log
+ w(θ)dθ <∞. We will work with
w1(θ) = w(θ) · exp
(
− 1
2pi
∫ pi
−pi
logw(t)dt
)
and let
K = exp
(
1
2pi
∫ pi
−pi
logw(t)dt
)
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to have w(θ) = Kw1(θ) with ∫ pi
−pi
logw1(θ)dθ = 0 .
Now we have to show that
inf
p∈P(0)
∫ pi
−pi
|1− P (eiθ)|pw1(θ)d(θ) = 2pi .
Since logw1(θ) ∈ L1(−pi, pi), we can form an analytic function
f(z) =
1
2pi
∫ pi
−pi
eit + z
eit − z logw1(t)dt, |z| < 1;
so we have
f(0) =
1
2pi
∫ pi
−pi
logw1(t)dt = 0 .
Actually we have ef(z) ∈ H1 indeed, we have
|ef(z)| = e<f(z) = exp
{
1
2pi
∫ pi
−pi
<
{
eit + z
eit − z
}
logw1(t)dt
}
= exp
{
1
2pi
∫ pi
−pi
Pr(θ − t) logw1(t)dt
}
.
we know Poisson’s Kernel Pr(θ− t) is non-negative and 12piPr(θ− t)dt is a positive
measure of mass 1. Therefore we have:
|ef(z)| ≤ 1
2pi
∫ pi
−pi
Pr(θ − t)w1(t)dt
i.e.
1
2pi
∫ pi
−pi
|ef(z)|dθ ≤ 1
2pi
∫ pi
−pi
w1(t)dt
resulting ef(z) ∈ H1 since w1 ∈ L1. Hence we have exp(f(z)/p) ∈ Hp and it is
outer by definition. Also since ef(z) ∈ H1 and outer we have
|ef(eiθ)| = w1(θ) a.e
equivalently
| exp(f(eiθ)/p)| = (w1(θ))1/p a.e.
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If P ∈ P(0), G(z) = (1 − P (z)) exp(f(z)/p) is also in Hp, and G(0) = 1 since
f(0) = 0. So, for r < 1,
1
2pi
∫ pi
−pi
|G(reiθ)|pdθ ≥ 1.
Since G(reiθ) → G(eiθ) in the Lp norm as r → 1, we get
1
2pi
∫ pi
−pi
|G(eiθ)|pdθ ≥ 1,
implying, ∫ pi
−pi
|1− P (eiθ)|pw1(θ)d(θ) ≥ 2pi
for any P ∈ P. So the infimum is greater than 2pi.
To show the reverse inequality, since exp(f(z)/p) is outer, by Beurling’s The-
orem, there is a sequence of polynomials Qn(z) with
Qn(z) exp(f(z)/p) −→
n
1
in the Hp norm and, since exp(f(0)/p) = 1, we must have Qn(0) −→
n
1, so we have
Qn(z)
Qn(0)
exp
f(z)
p
−→
n
1
in the Hp norm. We can write Qn(z)/Qn(0) = 1− Pn(z) with Pn ∈ P(0), i.e.∫ pi
−pi
|1− Pn(eiθ)|pw1(θ)d(θ) =
∫ pi
−pi
|1− Pn(eiθ)|p|ef(eiθ)|d(θ) −→
n
∫ pi
−pi
1pd(θ) = 2pi,
implying the infimum is less than 2pi.
So, the theorem is proved for∫ pi
−pi
log−w(θ)dθ <∞ .
If now ∫ pi
−pi
logw(θ)dθ = −∞,
let us take
wn(θ) = max(w(θ), 1/n) .
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Then for each n logwn ∈ L1. We have∫ pi
−pi
logwn(θ)dθ −→
n
−∞ .
For each n, wn(θ) ≥ w(θ), so that
inf
P∈P(0)
∫ pi
−pi
|1− P (eiθ)|pw(θ)d(θ) ≤ inf
P∈P(0)
∫ pi
−pi
|1− P (eiθ)|pwn(θ)d(θ)
= 2pi exp
(
1
2pi
∫ pi
−pi
logwn(θ)dθ
)
.
This is true for all n so letting n→∞ we get
inf
p∈P(0)
∫ pi
−pi
|1− P (eiθ)|pw(θ)d(θ) = 0 .
But, in this case, this equals to
2pi exp
(
1
2pi
∫ pi
−pi
logw(θ)dθ
)
.
3.4 The Helson-Szego¨ Theorem
In this section we will see the characterization of a finite positive measure µ on
[−pi, pi] having the property that∫ pi
−pi
|T˜ (θ)|2dµ(θ) ≤ const.
∫ pi
−pi
|T (θ)|2dµ(θ)
where T (θ) is a trigonometric polynomial and T˜ (θ) is its harmonic conjugate.
Definition 3.26. A positive measure µ is called Helson-Szego¨ measure if∫ pi
−pi
|T˜ (θ)|2dµ(θ) ≤ const.
∫ pi
−pi
|T (θ)|2dµ(θ)
for all trigonometric polynomials T.
Theorem 3.27. A Helson-Szego¨ measure is absolutely continuous.
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Proof. Suppose E is closed, |E| = 0, but µ(E) > 0. As we used in the proof
Theorem 3.24 there exist h ∈ A with h(eiθ) ≡ 1 on E and h(eiθ) < 1 elsewhere.
We have h(0) = a with |a| < 1. Put Fn(z) = (h(z))n − an. Then Fn ∈ A and
Fn(0) = 0 so <Fn = −=˜Fn. If µ is Helson-Szego¨, we have∫ pi
−pi
|(<Fn)(eiθ)|2dµ(θ) ≤ C.
∫ pi
−pi
|(=Fn)(eiθ)|2dµ(θ) (3.4)
because Fn ∈ A, so for each n there is a sequence of trigonometric polynomials
Tm with Tm −→
m
(=Fn)(eiθ) uniformly and T˜m −→
m
−(<Fn)(eiθ) uniformly.
Now on the set E we have,
(<Fn)(eiθ) = 1−<an −→
n
1
so,
lim inf
n→∞
∫ pi
−pi
|(<Fn)(eiθ)|2dµ(θ) ≥ µ(E) > 0.
However,
|(=Fn)(eiθ)| ≤ 1 + |a|n < 2,
whilst, for eiθ ∈ E,
(=Fn)(eiθ) = −=an −→
n
0,
and for eiθ 6∈ E,
|(=Fn)(eiθ)| ≤ |h(eiθ)|n + |=an| −→
n
0 .
Therefore (=Fn)(eiθ) −→
n
0 boundedly and everywhere, hence∫ pi
−pi
|(=Fn)(eiθ)|2dµ(θ) −→
n
0 .
This contradicts with (3.4).
Theorem 3.28. A nonzero Helson-Szego¨ measure is necessarily of the form
dµ(θ) = w(θ)dθ with w ≥ 0 in L1(−pi, pi) and
∫ pi
−pi logw(θ)dθ > −∞.
Proof. By theorem we have dµ(θ) = w(θ)dθ with w ≥ 0 and w ∈ L1. Suppose∫ pi
−pi
logw(θ)dθ = −∞;
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then we have sequence of trigonometric polynomials Pn ∈ P(0) such that,∫ pi
−pi
|1− Pn(θ)|2w(θ)dθ −→
n
0.
Put Tn(θ) = 1− Pn(θ). Then Pn = ˜˜T n, so if w(θ)dθ is a Helson-Szego¨ measure,∫ pi
−pi
|Pn(θ)|2w(θ)dθ =
∫ pi
−pi
|˜˜T n(θ)|2w(θ)dθ ≤ C. ∫ pi
−pi
|T˜n(θ)|2w(θ)dθ
≤ C2.
∫ pi
−pi
|Tn(θ)|2w(θ)dθ −→
n
0.
So, ∫ pi
−pi
|Pn(θ)|2w(θ)dθ −→
n
0,
and finally, ∫ pi
−pi
12w(θ)dθ = 0.
or w(θ) = 0 a.e. So we get a contradiction using Szego¨’s theorem.
Therefore, our study reduces to investigate measures of the form w(θ)dθ with
w ≥ 0 and in L1 having property
∫ pi
−pi logw(θ)dθ > −∞. Now we have a definition:
Definition 3.29. If T (θ) =
∑
n ane
inθ is a trigonometric polynomial, call
(ΠT )(θ) =
∑
n>0
ane
inθ.
Also we have following notations:
〈f, g〉w =
∫ pi
−pi
f(θ)g(θ)w(θ)dθ,
‖f‖w =
√∫ pi
−pi
|f(θ)|2w(θ)dθ.
Now we have two lemmas;
Lemma 3.30.
‖T˜‖w ≤ K‖T‖w
for all trigonometric polynomials T and some K iff
‖ΠT‖w ≤ C‖T‖w
for all such T and some C.
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Proof. First of all observe that for all trigonometric polynomial T (θ) =
∑
n ane
inθ
we have,
T (θ) =
∑
n
a−neinθ,
so,
(ΠT )(θ) =
∑
n<0
ane
inθ,
and finally,
T˜ = −iΠT + i(ΠT ).
and clearly we have ‖T‖w = ‖T‖w, so if ‖ΠT‖w ≤ C‖T‖w,
‖T˜‖w ≤ ‖ΠT‖w + ‖ΠT‖w ≤ C‖T‖w + C‖T‖w = 2C‖T‖w.
Now observe that, for all T we have 2ΠT = −˜˜T + iT˜ , so if ‖T˜‖w ≤ K‖T‖w,
‖ΠT‖w ≤ K
2 + K
2
‖T‖w.
Lemma 3.31. w(θ)dθ is a Helson-Szego¨ measure iff there is a ρ < 1 such that,
whenever P,Q ∈ P(0),∣∣∣∣<∫ pi−pi P (eiθ) · e−iθQ(eiθ)w(θ)dθ
∣∣∣∣ ≤ ρ‖P‖w‖Q‖w. (3.5)
Proof. By Lemma 3.30, w(θ)dθ is a Helson-Szego¨ iff ‖ΠT‖w ≤ C‖T‖w for each
trigonometric polynomial T. Any such T can be written as P (θ)+eiθQ(eiθ) where
P,Q ∈ P(0) and P = ΠT . For such T we have
‖T‖2w = ‖P‖2w + ‖Q‖2w + 2<
∫ pi
−pi
P (eiθ)e−iθQ(eiθ)w(θ)dθ. (3.6)
If the inequality (3.5) holds then (3.6) is,
≥ ‖P‖2w + ‖Q‖2w − 2ρ‖P‖2w‖Q‖2w = (1− ρ2)‖P‖2w + (ρ‖P‖2w − ‖Q‖2w)2
≥ (1− ρ2)‖P‖2w = (1− ρ2)‖ΠT‖2w,
proving
‖ΠT‖2w ≤
1
1− ρ2‖T‖
2
w.
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Conversely, if w(θ)dθ is a Helson-Szego¨ measure i.e ‖P‖2w ≤ C2‖T‖2w where we
can assume C is greater than 1, when ‖P‖2w = ‖Q‖2w = 1, we have ‖T‖2w ≥ 1/C2.
So using (3.6) we get,
‖T‖2w = 1 + 1 + 2<
∫ pi
−pi
P (eiθ)e−iθQ(eiθ)w(θ)dθ ≥ 1
C2
,
<
∫ pi
−pi
P (eiθ)e−iθQ(eiθ)w(θ)dθ ≥ −
(
1− 1
2C2
)
.
Repeating same argument with −P instead of P we get,
<
∫ pi
−pi
P (eiθ)e−iθQ(eiθ)w(θ)dθ ≤ 1− 1
2C2
,
this proves (3.5) with ρ = 1− 1/2C2.
Now we can have Helson-Szego¨’s result:
Theorem 3.32 (Helson-Szego¨). A measure dµ such that∫ pi
−pi
|T˜ (θ)|2dµ(θ) ≤ C
∫ pi
−pi
|T (θ)|2dµ(θ)
for all trigonometric polynomials T is necessarily of the form
dµ(θ) = eu(θ)+v˜(θ)dθ
where u and v are real valued, |u(θ)| is bounded, and
|v(θ)| ≤ pi2 − ², ² > 0
Conversely, if dµ(θ) = eu(θ)+v˜(θ)dθ as given above, then the above inequality holds
for some C.
Proof. By theorems 3.4 and 3.28 we can restrict to examine dµ(θ) = w(θ)dθ with
w ∈ L1, and ∫ pi
−pi
logw(θ)dθ > −∞.
Take any such w and form
φ(z) = exp
(
1
2pi
∫ pi
−pi
eit + z
eit − z log
√
w(t)dt
)
;
CHAPTER 3. APPLICATIONS OF DUALITY FOR HP SPACES 44
clearly φ is an outer function and it is in H2 because w ∈ L1, and by boundary
behaviour of harmonic functions
|φ(eiθ)| = w(θ) a.e.
Call
w(θ)
(φ(eiθ))2
= eiv(θ).
By Lemma 3.31, w(θ)dθ is Helson-Szego¨ iff, for some ρ < 1, P, q ∈ P(0) and
‖P‖w ≤ 1, ‖Q‖w ≤ 1 imply∣∣∣∣<∫ pi−pi φ(eiθ)P (eiθ).φ(eiθ)e−iθQ(eiθ)eiv(θ)dθ
∣∣∣∣ ≤ ρ.
By replacing P with eiγ and varying γ through real values, we get∣∣∣∣∫ pi−pi φ(eiθ)P (eiθ).φ(eiθ)e−iθQ(eiθ)eiv(θ)dθ
∣∣∣∣ ≤ ρ‖φP‖2‖φQ‖2
for all P,Q ∈ P(0). Now by Beurling’s Theorem φP(0) is dense in H2(0) and
e−iθφ(eiθ).P(0) is dense in H2. So above condition is equivalent to∣∣∣∣∫ pi−pi eiv(θ)F (eiθ)G(eiθ)dθ
∣∣∣∣ ≤ ρ‖F‖2‖G‖2
for all F ∈ H2(0) and G ∈ H2.
We can have any f ∈ H1(0) can be written as FG with F ∈ H2(0), G ∈ H2
and ‖F‖2 = ‖G‖2 =
√‖f‖1.
So, finally w(θ)dθ is a Helson-Szego¨ measure iff, for some ρ < 1∣∣∣∣∫ pi−pi eiv(θ)f(θ)dθ
∣∣∣∣ ≤ ρ‖f‖1, f ∈ H1(0).
By subsection (3.1.2) this equivalent to
‖eiv(θ) −H∞‖∞ ≤ ρ < 1. (3.7)
Suppose now that w0(θ) = ev˜(θ) with
|v(θ)| ≤ pi
2
− ², ² > 0.
CHAPTER 3. APPLICATIONS OF DUALITY FOR HP SPACES 45
Then, as we constructed in the beginning of the proof the corresponding outer
function φ0(eiθ) satisfies (φ0(eiθ))2 = ev˜(θ)−iv(θ), so w0(θ)/φ0(eiθ))2 = eiv(θ).
Since |v(θ)| ≤ (pi/2)− ², we have
|eiv(θ) − sin ²| ≤ cos ² < 1,
and the constant sin ² is in H∞, so (3.7) is fulfilled with ρ = cos ² < 1. Then,
‖T˜‖w0 ≤ K0‖T‖w0 . If now w(θ) = eu(θ)w0(θ), and −c ≤ u(θ) ≤ c, we still have
‖T˜‖w ≤ e2c‖T‖w.
So our condition is sufficient.
For if the (3.7) holds we get an h ∈ H∞ with∣∣∣∣ w(θ)(φ(eiθ))2 − h(eiθ)
∣∣∣∣ = |eiv(θ) − h(eiθ)| ≤ ρ < 1.
Multiplying by |φ(eiθ)|2 = w(eiθ), we almost everywhere get,
|(φ(eiθ))2h(eiθ)− w(θ)| ≤ ρw(θ).
where w(θ) > 0 a.e. because
∫ pi
−pi logw(θ)dθ > −∞. So the boundary values
(φ(eiθ))2h(eiθ) of the H1 function φ2h belongs almost everywhere to the sector
|argW | ≤ arcsin ρ < (pi/2), and by Poisson formula for H1 functions given in
Theorem 2.8, the values (φ(z))2h(z) also belong to that sector for |z| < 1. In
particular, <φ2h ≥ 0 meaning φ2h ≥ 0 is outer. So it is of the form eiγeu+iu˜
where γ is real. We now have |u˜(eiθ + γ)| ≤ arcsin ρ, so by we can take harmonic
conjugate
˜˜u + γ = −u + u(0).
Call −u˜(eiθ − γ) = v1(θ). Then |v1(θ)| ≤ arcsin ρ and u(eiθ)v˜1(θ) + c, c real
constant, so
|h(eiθ)||φ(eiθ)|2 = ev˜1(θ)+c.
Finally,
|ev(θ) − h(eiθ)| ≤ ρ < 1
makes
1
1 + ρ
≤ 1|h(eiθ)| ≤
1
1− ρ,
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so we can call
ec
|h(eiθ)| = e
u1(θ)
with a bounded real u1. Then
w(θ) = |φ(eiθ)|2 = eu1(θ)+v˜1(θ)
with |v1(θ)| ≤ arcsin ρ < pi/2.
Bibliography
[1] J.B. Conway: A Course in Functional Analysis, Second Edition,
Springer-Verlag, Berlin 1990.
[2] R.G. Douglas, W. Rudin: Approximation by inner functions, Pacific
J. Math. 31(1969), 313–320.
[3] P.L. Duren: Theory of Hp Spaces, Academic Press, New York 1970.
[4] S. Havinson: On some extremal problems of the theory of analytic
functions [Russian], Moskov. Univ. Uchen. Zapiski Matem. 148(1951),
133–143.
[5] K. Hoffman: Banach Spaces of Analytic Functions, Prentice-Hall, En-
glewoods Cliffs 1962.
[6] P. Koosis: Introduction to Hp Spaces, Second Edition, Cambridge Uni-
versity Press, Cambridge 1998.
[7] D. Marshall: Blaschke products generate H∞, Bull. Amer. Math. Soc.
82(1976), 494–496.
[8] W. Rogosinski, H.S. Shapiro: On certain extremum problems for
analytic functions, Acta Math. 90(1953, 287–318.
[9] D. Sarason: Algebras of functions on the unit circle, Bull. Amer. Math.
Soc. 79(1973), 286–299.
47
