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Abstract
A general method produces from a compact Hausdorff space S a compact Hausdorff space T with
IndT = IndS + 1. We show that if S is chainable, then T is also chainable while DgT < IndT ,
where Dg denotes dimensionsgrad, the dimension in the original sense of Brouwer. This leads to a
chainable, first countable, separable space Xn with DgXn < IndXn = n for each integer n > 1.
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1. Introduction
In this paper, all spaces are T1 and normal, a continuum is a non-empty compact and
connected space, and a continuum between A and B is a continuum that meets both A and
B . Let A,B be disjoint closed sets of a space X and C a closed set of X disjoint from
A ∪ B . C is called a (zero) partition between A and B if (C is a zero set of X and) there
are disjoint open sets U,V of X such that A ⊂ U,B ⊂ V and X \C = U ∪ V . C is called
a cut between A and B if every continuum between A and B meets C. Evidently, every
partition is a cut.
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1272 M.G. Charalambous / Topology and its Applications 153 (2006) 1271–1278Now Ind, Ind0 and Dg are defined inductively as follows. IndX, Ind0 X or DgX equals
−1 iff X = ∅. For X = ∅, IndX (respectively Ind0 X,DgX) is the smallest non-negative
integer n for which between any pair of disjoint closed sets A and B of X, there is a parti-
tion (respectively zero partition, cut) C with IndC (respectively Ind0 C,DgC)  n − 1, if
such an integer exists. If no such integer exists, we set IndX (respectively Ind0 X,DgX)
= ∞.
If in the above definition of Ind (respectively Ind0), we stipulate that the set A is a
singleton, we obtain the definition of ind (respectively ind0). Evidently, ind Ind Ind0,
Dg Ind and ind ind0  Ind0.
Two results make ind0 and Ind0 a useful tool in computing inductive dimensions. Firstly,
ind0 = Ind0 for completely paracompact, in particular for Lindelöf, spaces. Secondly, Ind0
obeys a countable sum theorem: If a space X is the countable union of zero subsets
with Ind0  n, then Ind0 X  n (see [3,14]). The notations ind0 and Ind0 appeared for
the first time in [14], where the definitions of these dimension functions are attributed to
V.V. Filippov. However, these coincide on normal spaces with the functions ind∗ and Ind∗,
respectively, introduced and studied in [2,3] on all spaces.
Dg or dimensionsgrad is Brouwer’s original definition of dimension [1]. Because of an
erroneous statement on page 4 of the classic book of Hurewicz and Wallman [13], it was
until recently taken for granted that Dg agrees with Ind on locally connected separable met-
ric spaces. Recently, however, Fedorcˇuk and van Mill [12] constructed for any given n > 1
an n-dimensional locally connected Polish space with Dg equal to 1. Other recent results
include the equality dim = Dg for compact metric spaces by Fedorcˇuk, Levin and Šcˇepin
[11] and the inequality dim  Dg for compact Hausdorff spaces by Fedorcˇuk [10], who
also points out that a first countable compact space with dim = 2 previously constructed
by Fedorcˇuk has Dg = ∞. Finally, Chatyrko and Fedorcˇuk [7] show that two first count-
able, separable, snake-like (or chainable) compacta due to Chatyrko with dim = 1 < ind
satisfy Dg = 1.
This note was prompted by the question raised by Chatyrko and Fedorcˇuk in [7] whether
every compact snake-like space has Dg = 1. We show that, for each n ∈ N, the set of natural
numbers, the compact Hausdorff, first countable and separable space Xn constructed in [5]
with dimXn = 1 and indXn = IndXn = n is, in fact, chainable and, for n > 1, DgXn < n.
While we show that ind0 Xn = Ind0 Xn = n, the precise value of DgXn remains an open
problem.
For the standard results in dimension theory, the reader is referred to [8].
2. The general construction
The method of construction we are about to describe is a somewhat simplified version
of a method presented in [5]. It is a particular form of what Watson [15] calls the method
of resolution, a technique invented by Fedorcˇuk [9].
Let R denote the set of real numbers, c its cardinality, ω(c) the first ordinal of cardinality
c and {(Mα,Nα): α < ω(c)} the collection of all pairs (M,N) of sequences of the unit
interval I = [0,1] with |M ∩N | = c. Call a point of a closed subset F of I one-sided if it is
the end-point of an open interval disjoint from F . Evidently, only countably many points
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of both Mα and Nα such that xα = xβ for α = β . For each point x of J = (0,1), we fix a
strictly decreasing sequence {xn} converging to x and such that, if x = xα for some α, then
xαn belongs to Mα for n is odd, and to Nα for n is even.
For each n ∈ N, let In denote the segment of the plane with end-points (0, 1n ), (1, 1n+1 )
for n is odd, and (1, 1
n
), (0, 1
n+1 ) for n is even. L denotes the union of all these segments.
Finally, D denotes the subspace of the plane consisting of L together with I, where I is
identified with the segment from the origin to the point (1,0).
For each x ∈ J, let sx = 12 min{x,1 − x}. Let hx : I − {x} → (x,1] be a function such
that its restriction to (x,1] is the identity, its restriction to [0, x) is a homeomorphism and,
for 0 < y  sx , hx(x − y) = x + y. Also, let gx : (x,1] → L be any homeomorphism such
that the distance along L between gx(xn) and gx(xn+1) tends to zero as n tends to infinity,
and define fx to be the composite of hx followed by gx . It is important to note that, for
each open set V of the plane that intersects I, g−1x (V ) contains infinitely many pairs of
successive members of the sequence {xn} and, if x = xα , g−1x (V ) contains infinitely many
points from both Mα and Nα . Also, for any subset F of D distant from I, the subsets
g−1x (F ) and f−1x (F ) of D are distant from x.
Let x ∈ I. For y > 0, we let Lxy denote the perimeter of the square with one diameter
the segment from x − y to x + y. For x ∈ J, an x-symmetric set will mean a subset of
(x − sx, x + sx) that is symmetric about x. For x = 0,1, an x-symmetric set will mean
any subset of J ∪ {x}. For an x-symmetric set A, we define Ax =⋃{Lxy : y > 0, x − y or
x + y ∈ A} ∩D.
Plane geometry arguments readily establish the following facts.
Lemma 1.
(i) The operation ( )x respects unions and intersections.
(ii) Ax ∩ I = A \ {x}.
(iii) Ax is an open set of D whenever A \ {x} is an open set of J.
(iv) {x} ∪Ax is an open neighbourhood of x in D whenever A is an open neighbourhood
of x in I.
(v) Any neighbourhood of x in D contains V x for some open x-symmetric neighbourhood
V of x in I.
(vi) If the distance of a point y ∈ I from an x-symmetric set A is , then the distance of y
from Ax is at least √
2
(vii) If the distance between an x-symmetric set A and a y-symmetric set B of I is , then
the distance between Ax ∩By and I in D is at least 2 .
Recall that a map f :X → Y is called fully closed if for every y ∈ Y and every finite
open cover {V1,V2, . . . , Vk} of f−1(y) in X, {y}∪⋃ki=1 f #(Vi) is open in Y , where f #(V )
denotes the set Y \ f (X \ V ).
Consider now the class C consisting of all fully closed maps π :S → I with compact
fibers, where every point s of S has a base of open, σ -compact neighbourhoods U such
that π(U) \ {π(s)} is a non-empty π(s)-symmetric subset of π#(U) and either π(U) is an
interval or π(U) \ {π(s)} consists of a sequence of open intervals converging to π(s). For
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π(U) = π#(U) or π(U) = π#(U) ∪ {π(s)} and, by Lemma 1(iii), π(U)π(s) is open in D
and one readily sees that, for any x ∈ J, (x − sx, x + sx)∩ f−1x (π(U)π(s)) is x-symmetric
and consists of a sequence of open intervals converging to x. Note that the existence of
a base of special neighbourhoods implies that S is separable and the fact that π is fully
closed and has compact fibers implies that S is compact.
Given π :S → I in C, let T = T (π) = {0,1} ∪ J× S and define σ = σ(π) :T → I to be
the function that fixes 0 and 1 and sends the points of J × S to their first coordinate. T is
given the topology generated by all sets of the form σ−1[0, x) or σ−1(x,1], x ∈ J, together
with all sets of the form
O(x, s,U,V ) = {x} × V ∪ σ−1(U ∩ f−1x
(
π(V )π(s)
))
where x ∈ J, U is an x-symmetric open neighbourhood of x and V is a π -special neigh-
bourhood of s. Note that if t ∈ V and π(s) = π(t), by Lemma 1(ii), (iii) and (v), π(V )π(s)
is an open neighbourhood of π(t) in D and therefore contains Gπ(t) for some π(t)-
symmetric open neighbourhood G of π(t). Let W be a π -special neighbourhood of t inside
V ∩π−1(G). Then O(x, t,U,W) is contained in O(x, s,U,V ). Consequently, the sets that
by definition generate the topology of T , in fact, constitute a base.
Lemma 2. Let Vi,Wi be π -special neighbourhoods of si ∈ S, i = 1,2, with Vi ⊂ Wi and
W1 ∩W2 = ∅. Then for some open x-symmetric neighbourhood U of x, O(x, s1,U,V1)∩
O(x, s2,U,V2) = ∅.
Proof. If π(s1) = π(s2), by Lemma 1(i) the result holds for all open x-symmetric
neighbourhoods U of x assuming only V1 ∩ V2 = ∅. Let π(s1) = π(s2). Then because
π−1(π(Wi) \ {π(si)}) ⊂ Wi , π(s1) /∈ π(W2), π(s2) /∈ π(W1) and π(W1) ∩ π(W2) = ∅.
Hence π(V1) ∩ π(V2) = ∅. By Lemma 1(vii), π(V1)π(s1) ∩ π(V2)π(s2) and therefore its
closure F in D is distant from I. It is readily seen that U = (x − sx, x + sx)∩ f−1x (D \ F)
has the required properties. 
Proposition 1. σ :T → I is a member of C, and T is first countable if S is.
Proof. Clearly, if S is first countable then so is T , σ is continuous and, by Lemma 2, T is
Hausdorff. To see that σ is fully closed, consider a finite open cover {W1,W2, . . . ,Wk}
of σ−1(x) in T , where x ∈ J. Because S and therefore σ−1(x) is compact, we can as-
sume Wi = O(x, si,U,Vi). If π(si) does not belong to some π#(Vj ), by the properties of
π -special neighbourhoods and the fact that π is fully closed,
⋃
π(sj )=π(si ) π(Vj ) is an open
neighbourhood of π(si). It follows from Lemma 1(i)–(iv), that
⋃k
i=1{π(si)} ∪ π(Vi)π(si )
is an open set of D containing I and therefore its complement in D is distant from I.
Hence {x} ∪ f−1x (
⋃
i π(Vi)
π(si )) is open in I. Thus, {x} ∪ ⋃i (U ∩ f−1x (π(Vi)π(si ))) ={x} ∪⋃i σ #(Wi) is open in I, and σ is fully closed.
Now, because σ has compact fibers, σ−1(W) is σ -compact for any open and therefore
σ -compact subset W of I. Moreover, π -special sets being σ -compact, sets of the form
O(x, s,U,V ) are also σ -compact and evidently σ -special. It is now clear that σ :T → I
belongs to C. 
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Proof. Recall that for compact spaces ind0 = Ind0 so that the countable sum theorem for
ind0 holds. Consider a point p outside a closed set B of T . There is an open set H and
a zero set E of T such that p ∈ H ⊂ E ⊂ T \ B . Let O be a basic open neighbourhood
of p inside H . Then σ(O) \ {σ(p)} is either an open interval with one endpoint σ(p)
or a sequence of open intervals converging to σ(p). Therefore the boundary F of σ(O) \
{σ(p)} is a countable set containing σ(p). Now the compact space σ−1(F ) as the union
of a countable number of zero sets each homeomorphic to S has ind0  ind0 S. Note that
O ∪ σ−1(F ) = σ−1(σ (O)∪F) is a zero set and O as an open Lindelöf subset is a cozero
set of T . Hence C = E ∩ (O ∪ σ−1(F )) \ O is a zero partition between p and B . As
C ⊂ σ−1(F ), by the subset theorem for ind0, ind0 C  ind0 S. Thus, ind0 T  ind0 S + 1.
Equivalently, Ind0 T  Ind0 S + 1.
Consider regular closed subsets E,F of T with E ∪ F = T and σ(E) ∩ σ(F ) ⊂ J
and observe, as in Claim 3 of [5], that either σ(E) ∩ σ(F ) is uncountable and therefore
has cardinality c or it contains an isolated point x. Recall that for any O(x, s,U,V ),
g−1x (π(V )π(s)) and hence σ(O(x, s,U,V )) contains infinitely many points from both
{x1, x3, x5, . . .} and {x2, x4, x6, . . .}, which implies that {x} × S is a subset of the closure
in T of any subset A of T whose image under σ contains a tail of either {x1, x3, x5, . . .}
or {x2, x4, x6, . . .}. Thus, in the first case, for some α < ω(c), Mα ⊂ σ(E), Nα ⊂ σ(F )
and therefore {xα} × S ⊂ E ∩ F . In the second case, by the regularity of E and F , x
is a limit point of both σ(E) and σ(F ) and, because σ(E) ∪ σ(F ) = I and open in-
tervals are connected, there are y, z ∈ J with y < x < z and, without loss of generality,
(y, x) ⊂ σ(E)\σ(F ) and (x, z) ⊂ σ(F )\σ(E). This implies that E∩F contains {x}×S.
Hence indT  indS + 1. 
Corollary 1. If indS = Ind0 S, then indT = IndT = Ind0 T = indS + 1.
Lemma 3. Let S be connected. Then σ−1(J ) is connected for any interval J of I.
Proof. This is an immediate consequence of the fact that every fiber of the surjective and
closed map σ is connected. For completeness, let τ :σ−1(J ) → J be the restriction of σ
to σ−1(J ) and consider disjoint open sets G,H of σ−1(J ) with G ∪ H = σ−1(J ). Then
τ(G) ∩ τ(H) = ∅ as well as τ(G) ∪ τ(H) = J . Because τ is a closed map, τ(G), τ (H)
are open sets of the connected space J . Hence one of τ(G), τ (H) is empty. Therefore, one
of G,H is empty, and σ−1(J ) is connected. 
Consider an indexed irreducible cover {U1,U2, . . . ,Uk} of a space X. It will be called a
chain of X if Ui ∩Uj = ∅ iff |i − j | 1. Note that if X is connected, it suffices to require
Ui ∩ Uj = ∅ for |i − j | > 1. X is called chainable or snake-like if every open cover of X
can be refined by a chain. A chainable space is clearly compact and connected.
Proposition 3. Let S be chainable. Then T is also chainable.
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of S with {x} ×Ui inside an element Wi of W . By regularity and compactness of S, there
is an open x-symmetric neighbourhood U of x and a finite number of π -special neighbour-
hoods Vi,j ,Wi,j of points si,j of S with Vi,j ⊂ Wi,j ⊂ Ui , O(x, si,j ,U,Wi,j ) ⊂ Wi and⋃
i,j Vi,j = S. Let Vi =
⋃
j Vi,j . Then {Vi : i = 1, . . . , k} is a cover of S with Vi ⊂ Ui .
Recalling that chains are irreducible covers and S is connected, we see that {Vi : i =
1, . . . , k} is a chain of S and Vi \ ⋃j =i Vj = ∅. Let O(U,Vi) =
⋃
j O(x, si,j ,U,Vi,j ).
By Lemma 2, we can choose U with the additional property that O(x, si,l ,U,Vi,l) ∩
O(x, sj,m,U,Vj,m) = ∅ for |i − j | > 1. Then O(U,Vi)∩O(U,Vj ) = ∅ for |i − j | > 1.
As π#(V1 \⋃i =1 Vi) is clearly not empty, it contains a point s, which lies outside each
π(Vi, j) with i = 1. By Lemma 1(v) and (vi), s is contained in an s-symmetric interval
V such that V s is distant from each π(Vi,j )π(si,j ) with i = 1. Because σ is fully closed,
{x} ∪ ⋃i σ #(O(U,Vi)) contains an open interval (y, z) around x. Now, f−1x (V s) con-
tains a sequence of open subintervals of (0, x) converging to x, and those of them that
are sufficiently close to x, because they are disjoint from σ #(O(U,Vi)) for i = 1, are
contained in σ #(O(U,V1)). Thus, a proper subinterval (a, b) of (y, x) may be chosen ar-
bitrarily close to x such that σ−1(a, b) is a subset of O(U,V1) disjoint from O(U,Vi) for
i = 1. Similarly, there is a proper subinterval (c, d) of (x, z), which may be chosen arbi-
trarily close to x, such that σ−1(c, d) is a subset of O(U,Vk) disjoint from O(U,Vi) for
i = k. Setting, Gi = O(U,Vi) ∩ σ−1(a, d), one can readily see with the help of Lemma 3
that {G1, . . . ,Gk} is a chain refining the trace of W on σ−1(a, d) and extends the chain
{{x} × Vi : i = 1, . . . , k} of {x} × S.
As T is compact, W has a finite refinement by σ -special sets and, therefore, I \⋃
W∈W σ #(W) consists of finitely many points x1, x2, . . . , xm of J with x1 < x2 < · · · <
xm. By the preceding part of the proof, for i = 1,2, . . . ,m, there are real numbers
ai, bi, ci, di such that 0 < ai < bi < xi < ci < di < ai+1, where am+1 = 1, and a chain
{Gi1, . . . ,Gil(i)} refining the trace ofW on σ−1(ai, di) and such that σ−1(ai, bi) is disjoint
from Gij for j = 1 while σ−1(ci, di) is disjoint from Gij for j = l(i).
Because
⋃
W∈W σ #(W) = I\{x1, . . . , xm}, for each i = 0,1,2, . . . ,m, we can find open
intervals J i1, . . . , J
i
k(i) of I such that {J 01 , . . . , J 0k(0), (a1, b1)} is a chain refining the trace
of {σ #(W): W ∈W} on [0, b1), {(cm, dm), Jm1 , . . . , Jmk(m)} is a chain refining the trace of
{σ #(W): W ∈W} on (cm,1] and, for i = 1, . . . ,m−1, {(ci, di), J i1, . . . , J ik(i), (ai+1, bi+1)}
is a chain refining the trace of {σ #(W): W ∈W} on (ci, bi+1). One now readily verifies
with the help of Lemma 3 that the sets
σ−1
(
J 01
)
, . . . , σ−1
(
J 0k(0)
)
,G11, . . . ,G
1
l(1), σ
−1(J 11
)
, . . . , σ−1
(
J 1k(1)
)
,
...
Gm1 , . . . ,G
m
l(m), σ
−1(Jm1
)
, . . . , σ−1
(
Jmk(m)
)
constitute a chain of T that refines W . Thus, T is chainable. 
Proposition 4. Let S be connected with 0 < Ind0 S  n. Then DgT  n.
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σ(F ) of I is finite. Otherwise, A contains an infinite sequence {xn} converging to a point
x ∈ A. But then the subset {(xn, s): n ∈ N} of T , where s is a fixed point of S, would
have a limit point, which would necessarily belong to each of {x} × S, E and F . Thus,
A is finite and therefore Ind0 σ−1(A)  Ind0 S  n. Let L be a zero partition in σ−1(A)
between E ∩ σ−1(A) and F ∩ σ−1(A) with Ind0 L n− 1. By Lemma 6.1.5 of [8], there
is a zero partition M of T between E and F with M ∩ σ−1(A) = L. Let G and H be
disjoint open sets of T with E ⊂ G, F ⊂ H and M = T \G∪H .
Let {Ji = (ai, bi): i ∈ N} be a faithful enumeration of the countably many proper inter-
vals (a, b) contained in J \ σ(E) ∪ σ(F ) such that a ∈ σ(E) and b ∈ σ(F ) or a ∈ σ(F )
and b ∈ σ(E). For each i ∈ N , by Lemma 3, σ−1(Ji) is connected, and we can pick a
point ci ∈ σ−1(Ji) \G∪H . Let C = L∪ {ci : i ∈ N}. Observe that only a finite number of
Ji ’s can have length bigger than a given positive number. Therefore, if p is a limit point of
{ci : i ∈ N}, then σ(p) is a limit point of both {ai : i ∈ N} and {bi : i ∈ N} and so belongs
to A. Hence p ∈ σ−1(A) \ G ∪ H = L. Thus, C is a closed set of T disjoint from both
E and F . Observe also that because every non-trivial compactum of C is contained in L,
DgC max{DgL,0}max{Ind0 L,0} n− 1.
Consider now a continuum K in T between E and F . It remains to show that K∩C = ∅.
Clearly, σ(K) is a closed subinterval of I. If σ(K) is a singleton, then K is a subset of
σ−1(A) and so it intersects L, which is a partition between E ∩ σ−1(A) and F ∩ σ−1(A).
We may, therefore, suppose that σ(K) is a proper closed interval. Now, for x ∈ σ(K),
every point of σ−1(x) is a limit point of K , which therefore contains σ−1(x). Hence, if
σ(K) ∩ A = ∅, then K intersects L. Thus, we may suppose σ(K) ∩ A = ∅ and that there
is s ∈ σ(K ∩ E) and t ∈ σ(K ∩ F). Then s = t and, without loss of generality, s < t .
Let s1 = supσ(K ∩ E) ∩ [s, t) and t1 = infσ(K ∩ F) ∩ (s1, t]. Then s1 ∈ σ(K ∩ E),
t1 ∈ σ(K ∩ F) and s1 < t1. Because K = σ−1(σ (K)), the subset (s1, t1) of the closed
interval σ(K) is disjoint from σ(E) ∪ σ(F ) and one readily sees that (s1, t1) = Ji for
some i ∈ N . Evidently, K contains σ−1(Ji) and so ci ∈ K ∩ C. This completes the proof
that C is a cut between E and F . Since DgC  n− 1, we conclude that DgT  n. 
3. Chainable spaces with non-coinciding dimensions
In order to apply the construction of the previous section, we let X1 = I and start with
the identity π1 :X1 → I. Recursively, for each integer n > 1, we define Xn = T (πn−1) and
let πn :Xn → I be the map σ(πn−1).
It is clear from Proposition 1 that each Xn is compact Hausdorff, first countable and
separable, while Corollary 1 assures that indXn = IndXn = ind0 Xn = Ind0 Xn = n.
By Proposition 3, Xn is chainable and therefore dimXn = 1. Finally, by Proposition 4,
DgXn  n− 1 for n > 1.
The precise value of DgXn for n > 2 is an open question and neither of the possibilities
DgXn = 1 or DgXn = n − 1 can be ruled out. Evidently, DgX2 = 1, but it is not clear
whether DgX3 = 1 or DgX3 = 2.
1278 M.G. Charalambous / Topology and its Applications 153 (2006) 1271–1278The space Xn as defined above is essentially the same as the space Xn in [5]. The space
X2 is essentially the same as the space X of [4] and resembles closely the space X of [6]
and the space (I2, τ2) in [7].
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