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Abstract: A nonlinear boundary value problem, exhibiting a nonlocal bifurcation i  its solution set, is considered. It is 
shown that for some values of the problem parameters there is only the zero solution, while for other values of these 
parameters two nontrivial solutions also appear. These nontrivial solutions do not lie in small neighborhoods of the 
zero function, so that the bifurcation analysis is not local to the origin. The method of reduction to (alternative) 
finite-dimensional problems i applied to give a numerical description of the bifurcation, and in particular, to describe 
a surface of bifurcating solutions. In addition the solution set of the 1-dimensional Galerkin approximation is also 
shown to have the same qualitative nature as the solution set of the full problem. 
1. Introduction 
In this paper we consider the model problem (that may be regarded as describing steady-states) 
.xx+U.+g(u)=O, (x, y) S2, (1.1) 
u(x,  y)=0,  (x, y)  ~ 0~2, (1.2) 
in which 12 is assumed to be a rectangular domain and g(u)=-u(u -a ) (u -b )  a cubic 
nonlinearity with 0 < a < ½b. Theoretically (cf. [8]) a nonlocal bifurcation is expected to take 
place when g(u) is replaced by Xg(u) and X is varied. By a nonlocal bifurcation we mean that 
the number of elements in the solution set changes as the parameters in the problem are varied, 
while for all values of these parameters there is a (sup-norm) neighborhood of the solution u = 0 
in I2 that contains no other solutions. Thus the nontrivial solutions do not bifurcate from the 
zero solution, but rather appear spontaneously (cf. [12, p. 185]). 
In the corresponding 1-dimensional problem a complete analysis has been given (cf. [13]) 
which shows that the size of the domain acts as a bifurcation parameter. A numerical study of 
this 1-dimensional problem was presented in [10]. The same methods are employed here, 
principally the method of alternative problems [1,3]. Our goal is to describe the bifurcation that 
takes place in (1.1)-(1.2) numerically. We show that the dimensions LI, L 2 of the rectangle 
~2---(0, L1))< (0, L2) are bifurcation parameters and that a two-sheeted bifurcation surface 
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exists above the L1,L2-plane. That is for some rectangles there are two nontrivial (positive) 
solutions in addition to the trivial solution. 
The nonlinearity parameters a, b also play a role in the bifurcation and we give evidence that 
as in the 1-dimensional case it is necessary that a < ½b. Of the four parameters a, b, L 1, L 2 one 
can always be eliminated by a scaling argument. In presenting our numerical results we have 
implicitly done this by assuming b = 1. With this choice we have the 3 remaining parameters a. 
L 1, L 2 appearing in our determining equations. Ultimately we may find, for example, that the 
solutions are completely determined by a scalar equation of the form F(a, L 1, L 2, uH)= O, 
where u H is the first Fourier coefficient of u. We then have a 3-manifold of solutions in R 4. We 
can visually imagine this as a moving surface in (La, Z2, u~)-space with the parameter a being 
the dynamic variable. That is, the bifurcation 3-manifold in R 4 can be viewed as a moving 
surface in R 3, the (nonrigid) movement resulting from variations in the parameter a. 
Our work is motivated by a number of considerations. From a theoretical viewpoint problem 
(1.1)-(1.2) provides a model for more complicated problems in which the existence of solutions 
may have been established but the exact multiplicity of solutions remains uncertain, as does a 
comprehensive understanding of the bifurcation phenomena (cf. [8]). The analysis of the 
1-dimensional case relies on phase plane arguments and so cannot be generalized, even to the 
present case. The methods employed here, to provide a theoretical foundation for our numerical 
work, are applicable to more general problems including the addition of nonhomogeneous terms 
(cf. [1,3,7]). 
From a computational standpoint he multiplicity of solutions of (1.1)-(1.2) and similar 
problems provides additional difficulties, including the need for good initial approximations. We 
believe that our work shows the effectiveness of a two stage process, relying on the method of 
alternative problems [2], in overcoming some of these difficulties. We also show that the classical 
Galerkin method can be used successfully for obtaining initial approximations, and even to the 
point of predicting bifurcations. In fact, the qualitative behavior of the solution set of the 
Galerkin approximation equation appears to be identical to that of the boundary value problem. 
This leads us to conjecture that there is a precise correspondence b tween these solution sets 
which may possibly be established analytically in the future, A similar correspondence has been 
investigated in [15]. 
2. Reduction to a finite-dimensional problem 
In this section we begin by considering the nonhomogeneous sernilinear elliptic equation 
Au+g(u)=f ,  (x,  y )~12,  (2.1) 
u(x,  y)=0,  (x, y) ~ ~$2, (2.2) 
in which ga = (0, L1) X (0, L2), Au = u,,,, + Uyy and f~ L2(I2). We assume that g ~ CI(R) has a 
bounded derivative so that the Nemytsky operator g: L2(I2)---,LZ(D) is well defined and 
continuous (cf. [14]). This can be weakened if a priori estimates on u(x, y) are known as in 
(1.1)-(1.2). In this problem we can use the translation invariance of the left-hand side of (2.1), 
and a recent and elegant result on symmetry properties of solutions [4] to conclude that any 
solution of this problem will be symmetric with respect o the lines x = ½L 1, y = ½L 2 provided 
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that same is true of f. We denote by (Okra: k., m >1 1} the set of eigenfunctions ~k,,,(X, y )= 
s in [ (2k -  1)':rx/La]sin[(2m - 1)'try~L2] and by (Xk,,, : k, m >/1} the set of eigenvalues Xk,,, = 
(2k - 1)2~r2/L~ + (2m - D2'rr2/L2"j / , thus Aq~k,,, + ~kkm(~lkm = 0 for all k, m >/1. Let PKM" L2(~2) 
---) R r X R m denote the projection operator 
K M 
PrMU( x, Y)= E )-". Uk,,Ckk,,,(X, Y), 
k~l rn~l 
4 foL,foL2U(X, y)epk,,(X ' y )dy  dx where uk, . = (u, ~bk,,) ---- L1L---- ~ 
We identify the linear span of the set { ffkr~ : 1 ~ k ~ K, 1 ~ m ~< M } with R r X R M. We also use 
the notation U 0=PrM u, U I=( I -P rM)U so that u=U 0+U 1 is a double Fourier series 
representation f u, U o being a finite sum and U1 being doubly infinite. Appealing to the theory 
of alternative problems (cf. [1,3,11]) we may consider the equivalent system of equations 
AU1 + ( I -  Prm)g( Uo + Ua) = F1, (2.3) 
AU 0 "Jr PKMg(Uo "b U1)  = F0, (2.4) 
where U 0, U1 are defined above and F 0 = PrMf, F1 = ( I - -PrM) f .  We define XXM to be the 
subspace of functions u ~ H1($2) which are symmetric about the lines x = ½L 1, y = ½L 2 and 
such that PKM u = 0; and consider the operator T: R r x R M × XrM ~ XP:M defined by 
T(Uo, U1) = -AU a - ( I  - PKM)g(Uo + U,). (2.5) 
Clearly Uo, U1 satisfy (2.3) if and only if T(Uo, UI)= -1;1. With Uo held fixed T(Uo, ") is an 
operator from XKM tO X~CM. Let ( . , . ) 'X~M X XKM--* R denote the dual pairing and set 
u = Uo + U1, v = Uo + Vv Following the arguments presented in [11, Section 2] (also compare [1]) 
we have, since PrM(U~ -- 1"1) = 0, that 
(r(Uo, wl) - T( Wo, V,), Wl - v l )  
= ( - -  A (U  1 - -  V I ) ,  O 1 - V1)  - (g(Uo + U,) - g(Uo + V1), UI - V1)  
= [l v(U1 - -  V l ) I I~=(u>-  (g (u)  - g (v ) ,  u - v)L (m 
>/8 II XT(Ua - Wx)II L~(m2 + (1 -- 8) ~'~:g II U1 - V1 112=(m 
II - tlb(   x uER / 
>I min i8,  (1 -8 )X~:  M-  maxg ' (u ) ]  f lU , -  VI [l 2 Ho~(g.), UER 
for any 8, 0<8<I ,  where h*rM=min{Xkt 'k>K or re>M}.  This shows that T(U o, .) is 
monotone and coercive [6], provided that the constant rain[6, ( I -  6 )X~M- -max~eag ' (u ) ]  is
positive. This wiU be true whenever K, M >i 1 are such that 
X~M-- maxg'(u)  >0,  (2.6) 
uER 
for then certainly 8 > 0 can be chosen small enough to insure that (1 - 8)7~: m - max~ug ' (u )  
>/& In this case we may reduce problem (2.1)-(2.2) to a finite dimensional problem, of 
dimension KM. 
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Lemma 2.1. Let F 1 ~ XKM. I f  K, M>~ 1 satisfy (2.6) then T(Uo, U 1) = -F  1 has (cf. [6]) a unique 
solution U 1 ~ XKM for each f ixed U o ~ R r x R M. Hence there is a (continuous) map z : R r × R M 
XKM defined implicitly by the equation T( Uo, r(U0) ) -- - F 1. Moreover (2.1)-(2.2) has a solution 
u = U o + U1 if and only if U 1 = r(Uo) and U o ~ R K × R M satisfies 
AUo + PKMg(Uo + r(Uo)) = Fo- (2.7) 
Remarks. (1) We shall be particularly interested in the case K = M = 1. 
(2) If (2.6) is satisfied with K = M--- 0 then (2.1)-(2.2) has a unique solution. 
(3) Let g(u)=-u(u -a ) (u -b ) .  According to the maximum principle any solution of 
(1.1)-(1.2) must satisfy 0 ~< u(x, y)  ~ b, (x, y) ~ I2. Thus, without changing the solution set, we 
may suitable redefine g(u)  outside of the interval [0, b] so that maxu~Rg' (u  ) = ](a 2 + b 2 - ab). 
Then inequality (2.6) becomes 
X*KM + ~( ab - a 2 - b 2) > 0. (2.8) 
Corollary 2.2. For all values of the parameters L x, L 2 > 0 and 0 < a < b there is a pair of integers 
K, M such that the boundary value problem (1.1)-(1.2) is equivalent o the KM-dimensional 
problem (2.7) with F o = O. In particular if K, M are integers such that (2.8) is satisfied, then 
(1.1)-(1.2) is equivalent to a KM-dimensional problem. 
3. The 1-dimensional Galerkin approximation 
For convenience we now consider (1.1)-(1.2) with g(u)= -u (u -  a ) (u -  b). We begin by 
assuming that (2.8) is satisfied with K= M = 1. We let 0 < a < b be fixed and consider the 
solution set of (2.8) in the first quadrant of the L 1,L2-plane. It is easy to see that 
{ 'rr2(L~-2+9L~ -2) i f L I~L2 ,  
~'1 = ,rrE(9Ll 2 + L22) if L l > L 2. 
Since XTI(Li, L2) = )kTI(L2, L1) the solution set of (2.8), and its boundary curve, are symmetric 
with respect to the line L 2 = L~. We define a function L 2 = om(Li) implicitly by the equation 
)tTI(L1, L2) = ½(a 2 - ab - bE). The graph of o m is the boundary of the solution set of (2.8). If 
L 1 .%< L 2 we find that 
27,rrEL 2 ]1/2 
L 2=am(La)= L2 (aE_ab+b 2) -3r r  2 
which has a vertical asymptote at L 1 = Lm0 = "u[3/(a 2 -  ab + b2)] 1/2. The intersection of the 
graph of o m and the line L 2 = L 1 occurs when L 1 = Lml = "rr[30/(a 2 -  ab + b2)] 1/2. The first 
quadrant is divided into two regions ~m, ~¢ by the graph of o,,,. We have A m = ( (L  1, L2):  
L 1 ~< Lm0 or L 2 < am(L1)  } and ~c the complementary set. If (L  1, L2)  E~ m then our original 
problem (1.1)-(1.2) is equivalent o a 1-dimensional problem. Taking the inner product of (2.7) 
with ~lx(x, y), recalling that F 0 = 0, and using "r(ull ) = ~'(U0) = U1 with Uo(x, y)  = uneOal(X, y), 
we obtain the scalar equation 
-Xuu  H + (g (u l , ,n  +, (un) ) ,  ~u)=0.  (3.1) 
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Hence (1.1)-(1.2) has solutions if and only if Ull E R satisfies (3.1). This special case in fact 
contains a great deal of information concerning the bifurcation that take place in the solution set 
of (I.I)-(1.2). 
A polynomial approximation of (3.1) (the Galerkin approximation) is obtained by setting 
I" = 0 in (3.1); that is we seek an approximation of the form u = u,1~,,(x, y). With g(u) = -u(u 
- a)(u - b) as before, and after computing the necessary integrals, we obtain the cubic Galerkin 
polynomial equation 
Q(u1,, L,, L2) = uu(auZn- flu,,+ 7)=0, (3.2) 
in which, a = 9, fl = (a + b)(8/3"rr) z, ~/= ab + ~,i. We see that u,, = 0 is always a solution and 
that a bifurcation of the solution set takes place when the discriminant fiE_ 4a3' changes ign 
from negative to positive. This occurs when 13 2 = 4oty or equivalently when 
[ 9,n2L2 ]1/2, (3.3) 
L2 = °G(L1) = LE[4(a+b)2(8/3~r)4_9ab]_9,rr2 
where necessarily L 1 > Lo0 = 3'rr /~4(a+ b)E(8/3¢r) 4 -  9ab. This curve is symmetric with re- 
spect to the line L 1 = L- 2 and has a horizontal asymptote at L 2 = LG0. When L 2 > aG(L1) ,  
L 1 > Lo0 , two nontrivial Galerkin approximations are determined by (3.2); otherwise there is 
only the trivial approximate solution. Thus a two-sheeted surface of bifurcating solutions in 
L1, L2, Ull space is predicted by (3.2) for the boundary value problem (1.1)-(1.2). 
Another approach to obtaining scalar equations, with solution sets exhibiting the same 
qualitative behavior as the solution set of (1.1)-(1.2), can be applied when g(u)= -~2u(u-  
a ) (u -  b). Here we may think of X2 as a scale factor obtained by changing variables x = ~,  
y = X~. In this case changes in X correspond to scaling the domain ~2 so that the vertex (L1, L2) 
moves along the line y = rx, where r = LE/L 1 is the ratio of the lengths of the sides of ~2. Using 
this approach we replace Au by -u  to obtain the scalar equation 
-u -  X2u(u-  a ) (u -  b) = 0. (3.4) 
The qualitative behavior of the solution set of equations analogous to (3.4) has been (cf. [15]) 
analytically shown to be in exact correspondence with the behavior of the solution set for the full 
problem for some classes of equations in which g(0) > 0. 
Let P(u) = u[u 2 - (a + b)u + (ab + h-E)]. Then (3.4) is equivalent to P(u) -- 0 when X ~ 0. 
Clearly the number of solutions of (3.4) increases from 1 to 3 as (a + b)  2 - 4(ab + ~-2) changes 
sign from negative to positive. This will certainly happen as X increases from near 0 towards 
+ oo, provided only that a < b; the bifurcation occurs at ~ = 2/(b - a). Qualitatively we obtain 
the same type of solution set as before. However the predicted bifurcation point is only 
qualitative and does not contain any quantitative information. This is clear since it depends only 
on the nonlinearity and we know (see Section 5) that the domain parameters also play a role in 
the bifurcation process. In addition it is believed that a < ½b is necessary for bifurcation to take 
place. 
Regardless of the approach, the correspondence b tween the solution set of associated scale 
equations and that of the complete boundary value problem is not yet understand (cf. [8]). This 
problem certainly deserves to be the focus of further investigations. In following the Galerkin 
approximation approach and trying to make an analytical correspondence b tween the solution 
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Table 1 
Comparison of the 
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solution u = uu~al + ~'(ull ) with the second component ~- = ~(ull ), computed with a = 0.1 
2t L1 = L2 I[ u II = II T [I = II ~ II ~ / I I  u II = 
18.0 12.73 0.4245 0.0585 0.138 
17.0 12.02 0.4690 0.0562 0.120 
16.0 11.31 0.5342 0.0517 0.097 
15.5 10.96 0.5835 0.0469 0.080 
15.0 10.61 0.6749 0.0323 0.048 
14.93 10.56 0.7249 0.0241 0.033 
15.0 10.61 0.7708 0.0201 0.026 
15.5 10.96 0.8498 0.0367 0.043 
16.0 11.31 0.8873 0.0672 0.076 
17.0 12.02 0.9302 0.1195 0.128 
18.0 12.73 0.9548 0.1650 0.173 
Table 2 
Comparison of the solution u = u11~ H + r(ula) with the second component ~" = ~-(ul1 ), computed with a = 0.3 
X L1=L2 I lul[~ t1~11~ I1~'[I ~ / I I  u[l:~ 
26.0 18.38 0.7791 0.2326 0.299 
25.0 17.68 0.7891 0.2069 0.262 
24.0 16.97 0.8037 0.1777 0.221 
23.0 16.26 0.8268 0.1408 0.170 
22.5 15.91 0.8447 0.1148 0.136 
22.0 15.55 0.8868 0.0811 0.091 
22.5 15.91 0.9396 0.0564 0.060 
23.0 16.26 0.9542 0.0720 0.075 
24.0 16.97 0.9713 0.1274 0.131 
25.0 17.68 0.9806 0.1718 0.175 
26.0 18.38 0.9866 0.2093 0.212 
4O 
~'~20 - -  " - ._  . - ,  
lO 20 3O aO 
L 1 
Fig. 1. Curves in the L 1, L2-plane computed with a = 0.1 and b =1.0. ( . . . . . .  ) Bifurcation curve for the Galerkin 
polynomial equation. (. . . .  ) Boundary curve for the region (to the left and below) in which the boundary value 
problem is equivalent o a one-dimensional problem. (. ) Computed bifurcation curve for the boundary value 
problem. 
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1.2 
, i~ ,  • I .  in t~ im)t  []o.]ol 
0.-'. 
0.~ 
0.2 ) I I I 
14 15 IG 17 18 
lambda 
19 
1'4 
1.0 
~=0.8 
O.G 
0.4 
0.2 
5 I0 15 20 25 30 
lombdo 
35 
I m 50 
1"25 
I "00 
== 0 .75 
0.50 
0"25 
0"00 
• ePt l~t  l i~ .  int,Peepl l~dD.40l 
8 q 10 11 
l ombdo 
12 
I+4 
1.2 
1.0 
=--0.8 
O.G 
0.4 
0.2 
ol~G • Z. I.~.~,,q~(, (:]o.:]oI 
9 10 11 12 
l ombda 
13 
Fig. 2. Trace curves of bifurcation surfaces, in planes perpendicular to the Lt, L2-plane generated by various lines, 
computed with a = 0.1 and b =1.0. ( ) Computed bifurcation trace curve for the boundary value problem. 
( . . . .  ) Bifurcation trace curve for the Galerkin polynomial equation. 
set of (3.2) and (1.1)-(1.2), one must account for the influence of "r(uta). One difficulty in doing 
this is the relative size of ~'(Ull). In general we have observed that ~-(ull ) comprises a nontrivial 
portion of the total solution. Tables 1 and 2, with a = 0.1 and 0.3 respectively, are provided to 
40 
3o_  
\ ~ ~ (30,30) 
\\ :: 
", ,1~ . l  
to _ " -  2/_ . . . . . . . . . . . . . . . . .  
0 
0 I0 20 30 40 
L I 
Fig. 3. Curves in the L I, L2-plane computer with a = 0.3 and b-- I .0.  ( . . . . . .  ) Bifurcation curve for the Oalerkin 
polynomial equation. (. . . .  ) Boundary curve for the region (to the left and below) in which the boundary value 
problem is equivalent to a one-dimensional problem. ( ) Computed bifurcation curve for the boundary value 
problem. 
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illustrate this fact. For several values of L 1 = L 2 (i.e. $2 a square), we give maximum values on I2 
for both the total solution u = unqhl + ~'(un) and the part ~" = ¢(uu).  The relative size of "r is 
also given. The entries in the tables all correspond to values of the parameters a, L~, L 2 for 
which the reduction to (3.1) is valid (cf. Figs. 1 and 3). When an equivalent 1-dimensional 
problem is not available the difference u -  unq) n becomes more prominent, although the 
difference ~-(U0) = u - U 0 is comparable to the values presented. 
4. A continuation algorithm 
Continuation methods for solving parameterized nonlinear equations have been studied by 
many authors (cf. [9] and references therein). Here we briefly describe the continuation algorithm 
that was used in our computations. This algorithm closely parallels the one described in [10], and 
applies to the equation (2.7) regardless of the dimension of the problem (see also [2,11]). Since 
the function J described below is a composite function involving the map ~', our algorithm uses a 
modification of the usual Newton method which is peculiar to this type of function. Let 
IrM = ((i, j )  : 1 ~ i ~< K, 1 ~<j ~< M} be the set of index pairs. When (2.7) is multiplied by - ~b~j, 
(i, j )  ~ IKM, we obtain 
4j=•, ju , j - (g (Uo+z(Uo) ) ,  dp,j)+f~j=O, (i, j )~ IKM,  (4.1) 
where Uo(x, y )= Euijep~j(x, y) with the summation being over (i, j )~  IKM. Let 00 = (u~j) 
R K X R M denote the corresponding matrix of Fourier coefficients. Clearly (2.7) is equivalent to 
the equation (with b = 1) J(a, L1, L2, /)0) = 0, where J" (0, ½) x R + x R + x R KM --+ R K'w and 
J=  (J, j), (i, j )~  IKM. By fixing a, L 1, L 2 we can consider J(a, L 1, L 2, .): RKM--+ R KM and 
apply Newton's method to numerically solve the equation J = 0. 
To evaluate J(a, L 1, L2, U0) we proceed through two basic steps. First "r(U0) is determined 
by solving (2.3) as a fixed point equation in U 1 with U0 fixed. Then a quadrature is used to 
determine ach of the integrals in (4.1) and hence the value of J. The derivative of J can be 
computed by the chain rule but would involve the derivative ~f/OUo. It is not necessary to 
compute this derivative however if we consider a modified problem and take full advantage of 
the two stage process needed for any evaluation of J. If we assume r(U0) = % is a constant map, 
taking the value computed in the first stage, we obtain the modified problem F(a, L1, L2, Uo) 
= O, where F" (0, ½) x R + x R + x R KM __+ R KM and 
Fij= h i ju i j -  (g(Uo + ro), dpij) + fij, (i, j )  ~ lKg. (4.2) 
The derivative DF(a,  L 1, L z, 00) of this map is easily computed and thus Newton's method can 
be efficiently used to solve F = 0. Once a zero is found we return to the first stage and update 
"r(U0) = % by solving the fixed point equation (2.3) again, with the new found Uo held fixed. The 
two stage cycle is then repeated until convergence takes place. 
We can use these ideas to achieve a continuation along the solution surface of (2.7), and hence 
(2.1)-(2.2), in any of the parameters a, L l, L~ or u n. Let us use the notation (u n, z )= Uo, 
where u n ~ R is the first Fourier coefficient of U 0 and z ~ R KM-~ is the vector of the remaining 
KM-1  coefficients. When solving F(a, L1, L2, un, z )=0 we need to hold three of the 
variables fixed. The choice of (a, L~, L2) is certainly not the only possibility. In the computa- 
tions described in the next section, we have usually restricted (L~, Lz) to range along a line ~ in 
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the L:, L2-plane while keeping the parameter a fixed throughout a set of computations. By 
letting (L 1, L2) coincide with various chosen points along ~ we obtain a continuation 
algorithm for finding points (u~, z +) along the surface J (a ,  L1, L2, Un, z)= 0, over the line 
.£,'. 
Similarly by letting any three of the variables (a, L1, L2, Ull ) assume fixed values along a 
1-manifold ¢¢t' in the corresponding three dimensional parameter space, we obtain a continua- 
tion algorithm for determining the remaining variable by solving J (a ,  L 1, L2, Ull, z)--0 
restricted to each of the chosen points on the manifold ¢g. In this way one can move about on a 
3-manifold of solutions of (2.1)-(2.2) in R 3+rM. Below we consider the projection of this 
3-manifold onto the 4-dimensional parameter space {(a, L 1, L 2, un) ~ (0, ½) × R + × R + × R }. 
When the parameter a is held fixed we obtain the two-sheeted surfaces (2-manifolds) in 
L1, L2, un-space described below. 
5. Numerical results 
We henceforth assume that b = 1, so that we are considering (1.1)-(1.2) with g(u)  = -u (u  - 
a ) (u -  1). With a = 0.1, 0.3, 0.4 we have numerically determined that there is a two sheeted 
surface of bifurcating solutions in L 1, L2, un-space above the L1, L2-plane for the boundary 
value problem (1.1)-(1.2). Any vertical ine (parallel to the Ull-axis ) intersects this surface in at 
most two points, corresponding to at most two positive solutions. 
We describe our findings in a series of figures. For each value of a = 0.1, 0.3, 0.4 we present 
two figures. One figure is a portrait of the L 1, L2-plane and the other contains four portraits of 
trace curves of surfaces of bifurcating solutions in planes perpendicular to the L~, L2-plane. In 
particular these perpendicular planes are generated by four straight lines in the L~, L2-plane, 
which appear in the corresponding portrait of the L1, L2-plane. The coordinate system used in 
the planes perpendicular to the L1, L2-plane inherits the same vertical coordinate un, so that in 
effect the generating line becomes the horizontal axis. We have used X as a horizontal coordinate 
variable, where X denotes the distance along the line to the point of intersection on the Lx-axis 
(or the L2-axis for lines having slope -1) .  Three of the generating lines remain the same 
throughout; he line with slope -1  changes with a. 
There are three additional curves appearing in the portraits of the L1, L2-plane. The curve 
L 2 = ore(L1), which borders the region on which (1.1)-(1.2) is equivalent o a 1-dimensional 
problem, is one of these. It is seen to change very little as a varies. The curve L 2 = oa(L1), where 
the bifurcation in the Galerkin polynomial equation (3.2) occurs, is also plotted. The third curve 
is the computed bifurcation curve for the boundary value problem (1.1)-(1.2), or equivalently the 
finite-dimensional problem (2.7) with F 1 = F 0 = 0. The number of solutions changes from 1 to 3 
as this curve is crossed, moving outward. 
The bifurcation curves for the boundary value problem in the L1, L2-plane and the trace 
curves in the planes perpendicular to the L1, L2-plane were obtained by linear interpolation 
through points numerically determined by solving (1.1)-(1.2) with a specific set of parameter 
values. The numerical solution was accomplished by using spectral methods and a two stage 
iterative process in which (2.3) was solved, with U0 held fixed, to update U 1 = ~'(U0); and then 
(2.4) was solved for U0, with U 1 held fixed. This two stage process is well documented [2], and 
can incorporate the use of finite elements. After the iterative process halted, solutions were 
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Fig. 4. Trace curves of bifurcation surfaces, in planes perpendicular to the La, L2-plane generated by various lines, 
computed with a = 0.3 and b =1.0. ( ) Computed bifurcation trace curve for the boundary value problem. 
( . . . .  ) Bifurcation trace curve for the Galerkin polynomial equation. 
checked by computing the residual in the corresponding finite-difference equations. The residu- 
als were typically on the order of 0.005, with a grid corresponding to 16 subdivisions in each 
direction. 
In Figs. 1 and 2 we see that the Galerkin approximation provides an excellent (initial) 
approximation of the boundary value problem. Unlike the 1-dimensional case [10], not all of the 
information on the occurrence of the bifurcation is contained in an equivalent 1-dimensional 
equation. In particular along the vertical ine L 1 = 40 the bifurcation takes place when such an 
equivalence is not available. As a increases to 0.3 (in Fig. 3) and then to 0.4 (in Fig. 5) an 
equivalent scalar equation description of the bifurcation is almost completely lost. 
In Figs. 3 and 4 we see that the effectiveness of the Galerkin approximation has diminished. 
The qualitative nature of the approximation is still quite good however. In Figs. 5 and 6 the 
Galerkin approximation remains qualitatively valid but certainly is beginning to completely fail 
quantitatively. 
The observed movement of the bifurcation surface as a increases lends credence to the 
conjecture that as a increases beyond ½b multiple solutions fail to exist for any size rectangle O. 
This would be completely analogous to the 1-dimensional case. We also observed that the level of 
the surface, and in particular the value of u n at which the bifurcation takes place, increases with 
a; and already u H exceeds 1 when a -- 0.4. Since the maximum principle (cf. [5]) implies that any 
solution is valued between 0 and 1, this increase may in fact lead to the ultimate breakdown in 
the bifurcation phenomena. 
The trace curves in the plane generated by the line L 1 = 40 were surprising to us. They show 
the bifurcation surface to be nearly vertical as it folds over this line. In addition numerical 
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instability was encountered. With a--0.3, 0.4 and a grid corresponding to 16 subdivisions in 
each direction we observed wiggles in the near vertical portions of the curves, indicating perhaps 
more than three solutions. However, with a refined grid using 32 subdivisions in each direction 
the wiggles disappeared. Residuals in the difference quations were also reduced by one-third. 
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All solutions that we obtained showed the pairs of nontrivial solutions to be ordered in the 
sense that one solution surface was entirely contained in the region between the other (upper) 
solution surface and the x, y-plane. This supports the claim that there is a stable upper solution 
and an unstable lower solution. 
In conclusion the results of our computations support the claim that, when (2.1)-(2.2) is 
equivalent to the N-dimensional problem (2.7), there is a 3-manifold of bifurcating solutions in 
(0, ½)× R+× R+X R u described by J (a ,  L1, L2, U0) , where J is defined in (4.1). In addition 
there is a bifurcation surface in the parameter space ((a, L 1, L 2) ~ (0, ½) × R + × R +}, with the 
property that the number of solutions of (2.1)-(2.2) changes from 1 to 3 as the point (a, L a, L2) 
moves through the surface in an outward direction. The traces of this surface in the planes 
a = 0.1, 0.3, and 0.4 (and with f=  0 in I2) appear in Figs. 1, 3, and 5 (resp.) as the computed 
bifurcation curves for the boundary value problem. 
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