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When a gap of tunable size opens at the conic band intersections of graphene, the Berry phase
does not vanish abruptly, but progressively decreases as the gap increases. The phase depends on
the reciprocal-space path radius, i.e., for a doped system, the Fermi wave vector. The phase and its
observable consequences can thus be tuned continuously via gap opening –by a modulating potential
induced by strain, epitaxy, or nanostructuration– and doping adjustment.
PACS numbers: 73.22.Pr,72.80.Vp,73.43.Cd
A characteristic feature of graphene is its cone-shaped
singular band dispersion near the six vertexes of the
Brillouin zone at the Fermi energy [1, 2]. The locally
linear dispersion relation enables a description of near-
Fermi-level carriers in graphene as massless Dirac quasi-
particles [2, 3]. Limiting for simplicity the discussion to
electrons, and to the vicinity of one of the two types of
vertexes (for example, the point K), the periodic part of
the Bloch wavefunction for wavevector q is
uKq (r) =
1√
2
(
1
eiΘq
)
(1)
with Θq=arctan (qx/qy). We now recall that the Berry
phase [4]
Γ =
∮
Λ
A · dΛ =
∫
S
B · dS (2)
is the circulation on a line Λ in q-space of the Berry
connection A=i〈uKq |∇q|uKq 〉 or the flux of the Berry cur-
vature B=∇×A on the area S encircled by C. It follows
that an electron in graphene collects a Berry phase of pi
as it circles the singular (or Dirac, or conical) point K.
By contrast, an electron in a 2-dimensional free-electron
gas (2DEG), with parabolic dispersion and plane-wave
eigenfunction, has a vanishing Berry phase (modulo 2pi
[5]) as it circles its locally parabolic band extremum.
The non-trivial phase in graphene is directly observ-
able in the Shubnikov-de Haas oscillations in magnetic
field and in the quantum Hall effect [6, 7, 9], which is,
due to the very existence of this phase, quite different
that in a 2DEG [3]. The Dirac quasiparticles also enjoy
an additional constant of motion (chirality or helicity)
[18] which is responsible for the suppression of backscat-
tering known as the Klein paradox, itself a key ingredient
of the exceptional transport properties of graphene. Chi-
rality is a good quantum number as long as the Dirac
hamiltonian is applicable, i.e. the dispersion is linear [2],
and its conservation is directly linked to the non-trivial
phase; indeed, both are a consequence of the linear dis-
persion, and chirality eigenvalues and phase values are in
a one-to-one correspondence.
A natural question is now what happens to the Berry
phase when graphene is subjected to a weak periodic
bandwidth-limited potential that opens a small gap at
the Dirac points. By the demands of time reversal
and analiticity [10], the band dispersion must now be
quadratic at the band gap edges, i.e. near the (former)
Dirac point; however, for a weak potential, the linear dis-
persion is likely to survive over much of the region around
the former conical intersection.
In this paper we examine the Berry phase in the regime
just outlined, when a gap of tunable size opens at the
conic intersections. We find that the Berry phase does
not vanish abruptly, but progressively decreases as the
gap increases. The phase now depends on, and increases
with, the radius of the path in q-space (when electrons
are doped into the system, that radius is just the Fermi
wave vector, which obviously can be directly tuned). It
follows that the Berry phase and its observable conse-
quences can be tuned away from their value in graphene
by i) tuning the gap by a modulating potential, strain,
or nanostructuration and ii) adjusting the doping level.
From the practical viewpoint, our suggestion is easy to
countercheck and exploit. Gaps from 20 meV upwards
can be produced by strain [11], epitaxy [12], nanostruc-
turation [13]. Doping would be in the typical currently-
reachable range. The main effect one expects would be a
reduction of the extra phase in the quantum oscillations
in a magnetic field. A worsening of transport properties
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2via the reduction of chirality is also expected, although
this may be harder to interpret being superimposed on
the effects of gap opening, dispersion change, etc.
We study bands and Berry curvature and phase for a
minimal first-neighbor tight-binding model of graphene,
using the PythTB suite by Coh and Vanderbilt [14]. The
lattice vectors are a(1,0) and a(1/2,
√
3/2), with site coor-
dinates (1/3,1/3) and (2/3,2/3). The energies are hence-
forth in eV; the band structure of graphene is on the cor-
rect energy scale setting the hopping parameter to t=–3
in internal units.
As expected, we find that lowering the symmetry of the
lattice or of the first-neighbor hoppings does not open a
gap, but only displaces the conical intersections within
q-space. A gap does open when different on-site tight-
binding terms, e.g. ±δ, are added to the two sublattices,
which are thus rendered inequivalent. This is the same as
assuming that graphene is subjected to an external mod-
ulating potential of amplitude ∆=2δ and zero average
with the periodicity of a sublattice, a concept investi-
gated in terms of strain-induced pseudomagnetic fields
by Guinea et al. [15]. (See below for a discussion of
long-wavelength modulations.) The resulting gap Eg'∆
at the former conical intersections can therefore be con-
sidered an adjustable parameter.
FIG. 1: Band stucture of graphene with on-site energies
δ=0.1 (top) and 0.5 eV (bottom).
As the symmetry of two triangular sublattices is bro-
ken by turning on the amplitude ∆, a gap appears at the
Dirac point. This is shown in Fig. 1 for two values of
∆. By analiticity and Kramers degeneracy, the top va-
lence and bottom conduction bands, resulting from the
anticrossing of the formerly-crossing conical bands, must
have quadratic dispersion in the immediate vicinity of
the former Dirac point. This has consequences, as we
now discuss, for the Berry phase.
In pristine graphene the phase is pi (as can be cal-
culated numerically, modulo a minor technicality [17]).
This property can be interpreted in various ways. Eq.2
and attendant definitions lend themselves naturally to an
analogy with electrodynamics, whereby the connection is
identified with the vector potential, the curvature with
the magnetic field, and the phase with the magnetic flux.
Similarly to the electrodynamics case, the Berry curva-
ture is a gauge-invariant observable geometric property
of the wavefunction in q-space; the Berry connection is
physically measurable only when integrated, but it is nev-
ertheless relevant in the present case, much in the same
way as the vector potential in the Aharonov-Bohm effect.
In terms of this analogy, the non-trivial Berry phase
of graphene can be thought of as due to a singular cur-
vature, i.e. the phase is the flux of the curvature at the
conical intersection point. Alternatively, one can see this
as the electron picking up the phase as the circulation
of the Berry connection on any path in q-space around
the conical point: this is because the connection has the
same form everywhere around the Dirac point if the dis-
persion is linear everywhere. Again, this is akin to the
Aharonov-Bohm effect: where the electrons circulate, the
field (the curvature) is zero; not so the vector poten-
tial (the connection). A possible magnetic analog of the
Berry curvature is the field in an extremely long solenoid
of extremely small radius, i.e. entirely confined within
the solenoid and strictly zero outside (asymptotically for
infinite length and infinitesimal radius), which still pro-
duces a finite flux over a sectional area. A color-coded
contour plot of the Berry curvature would display zero,
except for a δ-like spike at the Dirac point [17].
As shown above, when we turn on the amplitude ∆
a gap appears at the Dirac point, and a region with
quadratic dispersion appears in its immediate vicinity.
The Berry curvature, displayed in Fig.2 for two ∆ values,
is non-zero in a finite (and increasing with ∆) region of
q space, and now looks more like the field generated by a
finite-length, finite-radius solenoid. The Berry curvature
being non zero, we expect a non-zero Berry phase, which
will depend on the radius of the path that the electrons
circle upon. Indeed we find that as the radius increases,
the phase value rapidly saturates. The resulting value is
always smaller than pi and greater than 0 whenever ∆ is
non-zero. Upon doping or field-effect injection, the path
radius just mentioned is in effect the Fermi wavevector
qF , which can therefore be tuned via the free-carrier den-
3FIG. 2: (Color online) Berry curvature in q-space
obtained with the same on-site terms as in Fig.1.
sity n2D=q
2
F /2pi in the conduction band. Therefore, the
Berry phase can be tuned in a substantial range using
two knobs: ∆ (the external potential) and the path ra-
dius (or qF , or n2D; doping or injection).
In Fig.3, top, we report the behavior of the phase as
function of n2D, as parametrized by ∆. As ∆ increases,
the band structure becomes quadratic in a larger and
larger q-space region near the former Dirac point, and
the curvature is less and less localized in q; in this case, a
progressively larger path radius is needed to obtain a sat-
urated Berry phase. Clearly, however, a saturation value
between 0 and pi is always reached at plausible densities,
and a significant tuning of the Berry phase can obtained.
In Fig.3, bottom, we report the ∆ dependence of the sat-
FIG. 3: (Color online) Berry phase and Maslov index
vs. 2D charge density (top) and gap (bottom).
uration value of the phase, which appears roughly linear
at least near the unperturbed limit. Also reported in
these figures is the Maslov index, relevant to the mag-
netic spectrum, to be discussed below.
This behavior is due, in essence, to the fact that when
the perturbation removes the conical-intersection singu-
larity and a quadratic dispersion appears in a finite q-
space portion, linear sections of the dispersion do survive
and give rise to a non-zero phase. This is also borne out
by the circulation of the Berry connection. Let us assume
that the Bloch function is a linear combination of that of
the 2DEG and of the Dirac function (Eq.1)
ugg = e
iq·r[a+ buK ], (3)
4with a2+b2=1. For a given non-zero perturbing poten-
tial, both a and b are always smaller than 1 (except at
the former Dirac point where the linear term is zero). As
q increases, a decreases and b grows (although it never
gets back to 1 because the dispersion never recovers ex-
act linearity). On the other hand, at a given q, a will
dominate if the potential is large, and b will in the small
potential limit. The connection on the circular path or
radius q is A = a2A2DEG + b
2Ag, the two A’s being
those of the 2DEG and of graphene. The 2DEG connec-
tion gives zero phase and the mixed terms cancel out, so
the phase is Γ=b2pi with b∈(0,bmax), where bmax<1 de-
pends on the potential intensity (as well as on the chosen
radius q). If the path radius could become infinite (i.e.
the quadratic component of the dispersion disappeared
entirely) b→1 and the pi phase would be recovered; but
that never happens, due (at least) to the finiteness of
the Brillouin zone. The interpretations in terms of flux
of the curvature and of circulation of the connection are
of course consistent: as function of radius q, the phase
picks up strongly (Fig.3) as the curvature drops to zero
(Fig.2). Both quantities are signaling that electrons are
leaving the quadratic-dispersion region and re-entering
the linear-dispersion Dirac-particle-like regime.
We now take an educated guess at the observable con-
sequences of these results. Firstly, chirality will not
be an exact quantum number for a non-zero quadratic-
dispersion region [2]. Using the same wavefunction as for
the phase (Eq.3), the chirality would be b/2, i.e. smaller
than in graphene, and growing towards (but never reach-
ing) the graphene value for small gaps or for large path
radius, i.e. large carrier density. (Of course, in this case
too at some point the radius will become large enough
to pick up contributions from other Dirac valleys.) It
would be interesting to probe and assess chirality in a
gapped system, similarly to that of graphene, even with
non-transport probes [19].
Secondly, the quantum Hall effect will be modified, be-
cause the Landau spectrum should now be a combination
of that of free electrons and Dirac particles. We can by-
pass the thicket of a direct calculation noting that, as
discussed in Refs.[7–9], the magnetic-quantized observ-
ables (Shubnikov-de Haas frequencies, orbit areas, Lan-
dau energies, etc.) depend on the so called Maslov in-
dex γ, which is zero for linear dispersion, and 1/2 for
quadratic dispersion. The Maslov index, also displayed
in Fig.3 above, is a property of the topology of the band
structure and is related to the Berry phase Γ [8, 9]:
γ =
1
2
(1− Γ
pi
). (4)
Since the Berry phase can be changed continuously by
the gap opening as discussed here, we expect that mea-
surable quantities in the QHE and related phenomena
will take on intermediate values between graphene and
the electron gas.
So far we have implicitly assumed that the perturba-
tion opening the gap has the periodicity of graphene it-
self (which is the case, for example, for combined shear-
tension strains preserving vibrational stability [11]). This
consideration is relevant in view of a recent report of
quantum Hall effect measurements [16] for graphene on
h-BN, which suggest that the system has a gap of order 20
meV and no n=0 Landau level–that is, the Berry phase
would be essentially zero. This is not in contrast with
our result. Because the gap-opening potential produced
by epitaxy on BN has a wavelength of order 20 unit cells,
the Brillouin zone shrinks to about 1/20th of its size in
graphene; considering the bands in e.g. Fig.1, it is clear
that in such a case the corners of the zone would be too
close for a significant linear portion of the dispersion to
survive (assuming, as is natural, that the Fermi velocity,
i.e. ultimately the Dirac cone opening angle, does not
change). So in terms of our present interpretation, the
suppression of the phase in Ref.[16] is not due to the gap
opening itself but to the Brillouin zone collapse due to
the long wavelength of the gap-opening perturbation. We
thus expect that long-wavelength perturbing potentials
will generally suppress the Berry phase more strongly,
or even entirely. By the same token, the perturbing-
potential wavelength offers a further adjustable parame-
ter for the tuning of the phase.
In summary, we have shown that, when a gap of
tunable size opens at the conic band intersections of
graphene, the Berry phase does not vanish abruptly, but
progressively decreases as the gap increases; the phase
depends on, and increases with, the radius of the path
in reciprocal space (i.e. the Fermi wave vector for a
doped system). The phase and its observable conse-
quences can thus be tuned continuously via gap opening
–by a modulating potential induced by strain, epitaxy, or
nanostructuration– and doping adjustment. The pertur-
bation wavelength also affects the degree of suppression
of the phase, weak at short wavelength and strong at long
wavelength.
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