Introduction
Let (1.1) 1 = .To > a-'i > •.
• > x n > x n+ i = -1 r be n + 2 distinct points, which are the zeros of (l^-x 2 )U n (x), U n (x) being the n th Tchebycheif polynomial of second kind. If p{x) = (1 -a: 2 ) 3 / 2 be the weight function, then we aim at formulating polynomial R n (x) of degree < 3ra + 1 such that where , y' k and are arbitrary real numbers. This problem is an extension of a weighted (0, 2) interpolation problem considered by me [1] on the same nodes. It is a well known fact that the weighted interpolation problems originated with the work of J. Balazs [2] . He studied the problem on the roots of P£(x), the ultraspherical polynomial of degree n. Thereafter the subject has been extensively dealt by Eneduanya [3] on roots of T n (x), the n th Tchebyclieff polynomial of first kind, Prasad [5] on roots of Pn a ' a \x), the n th Jacobi polynomial, and Szili [6] on roots of H n (x), the n th Hermite polynomial.
Preliminaries
The differential equation satisfied by U n (x) has the form
It is easily verified that
according as n is odd or even. Now let <"> "
be the fundamental polynomials of Lagrange's interpolation satisfying The polynomial R n (x) satisfying (1.2) can be written as n+l n n (3.1)
where u k (x), v k (x) and U;A.(.T) are fundamental polynomials of degree at most 3ra + 1 satisfying
2)
{{l-x 2 f 2 u k {x)]'^X j =0, j = 1,2,..., n, fc = 0,1,..., n + 1,
We shall be using tlie following lemma.
LEMMA 3.1.
Proof of Th eor em 3.1. To prove Theorem 3.1, we show that, in case yk -0, k = 0,1,..., n + 1, y'k = 0 and y'k = 0, k = 1,2, ...,n, the only polynomials of degree < 3n+ 1 which satisfies conditions (
is a polynomial of degree < n + 1. Then the last condition in (1.2) gives (owing to Lemma 3.1)
where c\, c-x are constants determined by <jfn+i(±l) = 0. From ^n+i(-1) = 0 we get C2 = 0 and <7n+i(+l) = 0 requires l CI f Un(t)dt = 0.
-l For n even, using (2.4), wc get c\ = 0 which gives Rn(x) = 0. But if n is odd, ci remains undetermined and the general form of solutions is
Explicit representation of fundamental polynomials
Vk(x) and xvk(x), Ic = 1,2,..., n, are given by
where
It is easily verified that tlie above polynomials satisfy the conditions (3.2)-(3.4).
Convergence
Let f(x) be a continuous function having a continuous derivative of order 1 in [-1, +1] and let y k = f(x k ), y' k = f'{x k )\ then we consider the following sequence of polynomials
We shall now prove the following theorem.
then the sequence of interpolatory polynomials R n (f,x) converges uniformly to f(x) in the closed interval -1+ E<X<1 -£,£ being fixed (0 < £ < 1) provided
-xj c
For the proof of the above theorem, we need the estimates of the fundamental polynomials and a lemma on aproximating polynomials. Also we need to evaluate the two integrals occuring in (4.3) and (4.7). The second one has already been obtained in [1] (Lemma 5.1).
LEMMA 5. 
Alternative representation of fundamental polynomials
The process of estimation is simplified much more if we use the alternative forms of the fundamental polynomials given below. 
Estimation of fundamental polynomials
We shall be using the following known results on
Un(x).
For all x such that -1 < x < 1, we have (7.5) (7.6)
10) and (7.11)
For the above results reference can be made to [1] and [7] .
Estimation of
For all x such that -1 + e < x < 1 -e (0 < e < 1) we have
Proof. From (4.10) we have, on using (2.3) and (7.6),
e 3 (n + l) 3 3(l-x|)3/2^2(a;fc)_J which implies (7.11). Now from (6.5), on using (2.3), (7.1), (7.3), (7.8) and (7.9), we have M*)| <
Estimation of Vfc(x)
(1 -z*)Ufa)l' k {z)
From (6.6), (7.1), (7.4), (7.5), (7.8), (7.9), we obtain 
The above results give us (7.12) which implies (7.13).
Estimation of u 0 (x), u n+1 (x) and u k (x) LEMMA 7.3. We have for all x such that -1 < x < 1 |« 0 («)| < 1 nnd |« n+ i(a;)| < 1.
The above estimates are obtained on applying (7.1) and (7.4) in (4.1), (4.2).
, , \ i 211 M*)l < -r LEMMA 7.4. For all x such thai -1 + £ < a; < 1 -£ (0 < £ < 1) we have (7.14) and jt=i (7.15) Proof. We use the form (6.1) for u k (x) and have, by (7.4) , by (7.2),
and from (7.12)
Further, on applying (7.1), (7. 3) in (6.2), we get
Lastly, from (6.3) we obtain which implies (7.14) and then (7.15 ). 
Lemmas on approximating polynomials
The above results have already been obtained by Mathur [4] . Ilence the proof has been omitted.
The above results arc easily verified on making use of Lemma 8.1 and (4.10). This completes the proof of Theorem 9.1.
