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Abstract
We consider a one-dimensional generalized diffusion operator G on an open interval which is not nec-
essarily bounded. We characterize [SP] (i.e., 1 is a small perturbation of the operator G) in terms of the
classification of the boundary points from the view point of diffusion processes and give a sufficient condi-
tion for [IU] (i.e., the associated heat kernel is intrinsically ultracontractive).
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1. Introduction
In this paper we are concerned with one-dimensional generalized diffusion operators G rep-
resented by triplet of Borel measures, and consider the conditions [IU], [SP] and [SSP] for such
operators G (see (2.23), (S4) and (S6) in the next section for the definitions of [IU], [SP] and
[SSP], respectively). We characterize [SP] and [SSP] in terms of the classification of the bound-
ary points due to Feller [8], and give sufficient conditions for [IU] in terms of measures appeared
in the definition of G.
Our first interest in this subject was inspired by Minoru Murata who obtained interesting
results on [IU], [SP] and [SSP] for second order elliptic operators (see [16–20]). Namely, let M
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Denote by ν the Riemannian measure on M . TxM and TM denote the tangent space to M
at x ∈ M and the tangent bundle, respectively. Denote by End(TxM) and End(TM) the set of
endomorphisms in TxM and the corresponding bundle, respectively. The inner product on TM
is denoted by 〈X,Y 〉, where X,Y ∈ TM ; and |X| = 〈X,X〉1/2. The divergence and gradient with
respect to the metric on M are denoted by div and ∇ , respectively. Let D be a non-compact
domain of M . Let L be an elliptic differential operator on D of the form
Lu = −w−1div(wA∇u)+ V u, (1.1)
where w is a positive measurable function on D such that w and w−1 are bounded on any
compact subset of D, A is a symmetric measurable section on D of End(TM), and V is a real-
valued measurable function on D such that
V ∈ Lploc(D,w dν), for some p > max(n/2,1).
Here Lploc(D,w dν) is the set of real-valued functions on D locally pth integrable with respect
to wdν. Assume that L is locally uniformly elliptic on D, i.e., for any compact set K in D there
exists a positive constant λ such that
λ|ξ |2  〈Axξ, ξ 〉 λ−1|ξ |2, x ∈ K, (x, ξ) ∈ TM.
Assume that the quadratic form Q on C∞0 (D) defined by
Q[u] =
∫
D
(〈A∇u,∇u〉 + V u2)wdν
is bounded from below, and put
λ0 = inf
{
Q[u]; u ∈ C∞0 (D),
∫
D
u2wdν = 1
}
.
Denote by LD the selfadjoint operator in L2(D;wdν) associated with the closure of Q. Assume
that λ0 is an eigenvalue of LD . Let φ0 be the normalized positive eigenfunction for λ0. Let
p(x, y, t) be the minimal fundamental solution for the following (1.2), which is equal to the
integral kernel of the semigroup e−tLD on L2(D,w dν).(
∂
∂t
+L
)
u = 0 in D × (0, T ), (1.2)
where T is a positive number. Then the following condition [IU] (i.e., intrinsic ultracontractivity)
is introduced.
[IU] For any t > 0, there exists a constant Ct > 0 such that
p(x, y, t) Ctφ0(x)φ0(y), x, y ∈ D.
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lutions of (1.2) (see [20, Theorem 1.2]). He also showed that [IU] implies the following [SP]
(i.e., small perturbation) for any a < λ0 (see [20, Theorem 1.1]).
[SP] 1 is a small perturbation of L− a on D, i.e., for any ε > 0 there exists a compact subset K
of D such that∫
D\K
G(x, z)G(z, y)w(z) dν(z) εG(x, y), x, y ∈ D \K,
where G is the Green function of L− a.
The condition [SP] also implies the following condition [SSP] (i.e., semismall perturbation).
[SSP] 1 is a semismall perturbation of L − a on D, i.e., for any ε > 0 there exists a compact
subset K of D such that∫
D\K
G
(
x0, z
)
G(z, y)w(z) dν(z) εG
(
x0, y
)
, y ∈ D \K,
where x0 is a reference point fixed in D.
(For results on [IU], see [1–7,9,13,16–20] and references therein; for results on [SP] and
[SSP], see [18,19,21,22] and references therein.)
Now we turn to one-dimensional generalized diffusion operators G. Since there exist the fun-
damental solution and the Green function in our case whose definitions are given in the next
section, the notions of [IU], [SP] and [SSP] are available. The result corresponding to Theo-
rem 1.1 of [20] is given in Proposition 2.9, which is naturally derived from our setting. We
should note that Theorem 1.1 of [20] is already obtained in Proposition 3.5 of [18] and Theo-
rems 6.1 and 6.3 of [19] for one-dimensional second order differential operators, and the proof
of Theorem 1.1 of [20] is applicable to our general case. Our aim of this paper is to show that
[SSP] implies [SP], to characterize [SP] and [SSP] in terms of the classification of the boundary
points due to Feller [8], and to give sufficient conditions for [IU] in terms of measures appeared
in the definition of G.
The organization of this paper is as follows. In Section 2 we give the precise definition of G
and the corresponding items, and state our main results (see Theorems 2.5, 2.6, 2.8 for char-
acterization of [SP] and [SSP]; Theorems 2.11 and 2.12 for sufficient conditions for [IU]). In
Section 3 we summarize some results of h-transform of G. In Sections 4 and 5 we prove our
main results. Sections 6 and 7 are devoted to second order differential operators. Note that both
the Martin boundary and the minimal Martin boundary for G consist of two end points (see
Proposition 2.4). Thus Proposition 7.2, a sufficient condition for [IU], together with Theorem 1.2
of [20] immediately gives explicit integral representations of nonnegative solutions of (1.2) with
L = −L for L given by (2.2) or (2.3) (see Examples 6.1, 6.2 and 7.3). However, it is an open
problem whether Theorem 1.2 of [20] holds true also for generalized diffusion operators.
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Let m be a right-continuous nondecreasing function on an open interval I = (l1, l2), where
−∞  l1 < l2 ∞, s be a continuous increasing function on I , and k be a right-continuous
nondecreasing function on I . We assume that the support of the measure dm(x) on I induced
by m(x) is equal to I . For a function u on I , we set u(li) = limx→li , x∈I u(x) if there exists the
limit, for i = 1,2. We set I ∗ = I ∪ {x; x = li with |m(li)| + |s(li )| + |k(li)| < ∞, i = 1,2}. Let
us fix a point co ∈ I arbitrarily and set
I (x) =
∫
(co,x]
ds(y)
∫
(co,y]
{
dm(z)+ dk(z)},
J (x) =
∫
(co,x]
{
dm(y)+ dk(y)} ∫
(co,y]
ds(z),
for x ∈ I , where the integral ∫
(a,b] is read as −
∫
(b,a] if a > b. Following [8], we call the boundary
li to be
regular if I (li) < ∞ and J (li) < ∞,
exit if I (li) < ∞ and J (li) = ∞,
entrance if I (li) = ∞ and J (li) < ∞,
natural if I (li) = ∞ and J (li) = ∞.
Recall that
if li is regular,
∣∣(m+ k)(li)∣∣< ∞ and ∣∣s(li )∣∣< ∞,
if li is exit,
∣∣(m+ k)(li)∣∣= ∞ and ∣∣s(li )∣∣< ∞,
if li is entrance,
∣∣(m+ k)(li)∣∣< ∞ and ∣∣s(li )∣∣= ∞,
if li is natural,
∣∣(m+ k)(li)∣∣= ∞ or ∣∣s(li )∣∣= ∞.
Let D(G) be the space of all functions u ∈ L2(I,m) which have a continuous version u (we use
the same symbol) satisfying the following conditions:
(i) There exist two constants A,B and a function hu ∈ L2(I,m) such that
u(x) = A+Bs(x)+
∫
(co,x]
{
s(x)− s(y)}hu(y) dm(y)
+
∫
(co,x]
{
s(x)− s(y)}u(y)dk(y), x ∈ I. (2.1)
(ii) If li is regular, then u(li) = 0 for each i = 1,2.
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ator G from D(G) into L2(I,m) is defined by Gu = hu, and it is called the one-dimensional
generalized diffusion operator with the speed measure m, the scale function s, and the
killing measure k (ODGDO with (m, s, k) for brief). In the following, for a measurable func-
tions u on I , u+(x) stands for the right derivative with respect to s(x), that is, u+(x) =
limε↓0{u(x + ε) − u(x)}/{s(x + ε) − s(x)}, provided it exists. It is obvious that u ∈ D(G) has
the right derivative u+ and it satisfies
u+(y)− u+(x) =
∫
(x,y]
Gu(z) dm(z)+
∫
(x,y]
u(z) dk(z), x, y ∈ I.
So we sometimes use the symbol Gu = (du+ − udk)/dm. An ODGDO G is a generalization of
a second order differential operator. Indeed, first consider an operator L given by
L= α(x) d
2
dx2
+ β(x) d
dx
− γ (x), (2.2)
where α(x) > 0 and γ (x) 0 on I . Set
B(x) =
x∫
co
β(y)
α(y)
dy, m(x) =
x∫
co
1
α(y)
eB(y) dy,
s(x) =
x∫
co
e−B(y) dy, k(x) =
x∫
co
γ (y)
α(y)
eB(y) dy.
Then Lu = Gu on I , where G is the ODGDO with (m, s, k). Next consider an operator L given
by
L= 1
w(x)
d
dx
(
w(x)A(x)
d
dx
)
− V (x), (2.3)
where L = −L is a differential operator on I of the form (1.1). Fix a < λ0, and choose a positive
solution h of the equation (L+ a)h = 0 in I . Then we see that
h−1 ◦ (L+ a) ◦ h = 1
w(x)h(x)2
d
dx
(
w(x)h(x)2A(x)
d
dx
)
.
Set
mh(x) =
x∫
co
w(y)h(y)2 dy, (2.4)
sh(x) =
x∫
co
[
w(y)h(y)2A(y)
]−1
dy, (2.5)
and kh = 0. Then h−1 ◦ (L+ a) ◦ hu = Ghu on I , where Gh is the ODGDO with (mh, sh, kh).
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positive solution h satisfying −∞ < sh(l1) < sh(l2) < ∞. If we choose such a solution h, then
both of l1 and l2 are not entrance for the operator h−1 ◦ (L+ a) ◦ h.
Following McKean [12] (see also [10, Section 4.11]), we can define the elementary solution
of the following equation:
∂
∂t
p(x, y, t) = Gp(x, y, t), t > 0, x, y ∈ I, (2.6)
where G is applied to x or y. It is known that p(x, y, t) satisfies the following properties:
0 <p(x, y, t) = p(y, x, t) is continuous on I × I × (0,∞),
p(x, y, s + t) =
∫
I
p(x, z, s)p(z, y, t) dm(z), s, t > 0, x, y ∈ I,
p(li , y, t) = 0, t > 0, y ∈ I, if li is not entrance,
p+1 (li , y, t) = 0, t > 0, y ∈ I, if li is entrance,
where p+1 (x, y, t) = limε↓0{p(x + ε, y, t) − p(x, y, t)}/{s(x + ε) − s(x)}. It is also known that
there exists a generalized diffusion process D= [X(t): t  0, Px : x ∈ I ∗] such that
Px
(
X(t) ∈ E)= ∫
E
p(x, y, t) dm(y), t > 0, x ∈ I ∗.
By this reason, p(x, y, t) is sometimes called the transition probability density with respect to m.
For α  0 and i = 1,2, let gi(·, α) be a function on I satisfying the following properties.
(g1) gi(x,α) is positive and continuous in x.
(g2) g1(x,α) is nondecreasing in x and g2(x,α) is nonincreasing in x.
(g3) If |s(li )| < ∞, then gi(li , α) = 0.
(g4) gi(x,α) satisfies
gi(x,α) = gi(co,α)+ g+i (co, α)
{
s(x)− s(co)
}
+
∫
(co,x]
{
s(x)− s(y)}gi(y,α){α dm(y)+ dk(y)}, x ∈ I. (2.7)
Here g+i (x,α) = limε↓0{gi(x + ε,α) − gi(x,α)}/{s(x + ε) − s(x)}, i = 1,2. It is known that
there exist functions gi(·, α), i = 1,2, satisfying the properties (g1)–(g4) (see [10, Section 4.6]).
We set W(α) = g+1 (x,α)g2(x,α) − g1(x,α)g+2 (x,α). Note that W(α) is a positive number in-
dependent of x ∈ I . We put
G(α,x, y) = G(α,y, x) = W(α)−1g1(x,α)g2(y,α), (2.8)
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ODGDO G with (s,m, k). It is also known that
G(α,x, y) =
∞∫
0
e−αtp(x, y, t) dt, α > 0, x, y ∈ I ∗. (2.9)
It is easy to see that, if k = 0, then there exists G(0, x, y) which is given by
G(0, x, y) = G(0, y, x) = W−1g1(x)g2(y), x, y ∈ I, x  y, (2.10)
where gi(x) = gi(x,0), i = 1,2, and W = g+1 (x)g2(x) − g1(x)g+2 (x), which is a positive con-
stant independent of x ∈ I . We also note that, in the case k = 0, there exists G(0, x, y) if and
only if |s(li )| < ∞ for i = 1 or 2 (see [23]).
For β  0, let hβ(·) be a positive continuous function on I satisfying
hβ(x) = hβ(co)+ h+β (co)
{
s(x)− s(co)
}
+
∫
(co,x]
{
s(x)− s(y)}hβ(y){β dm(y)+ dk(y)}, x ∈ I. (2.11)
Such a function hβ(·) there exists. Indeed, it is represented as a linear combination of gi(·, β),
i = 1,2.
For β  0 let H∗β be the set of all positive functions hβ satisfying (2.11). For h ∈H∗β , we set
g∗h,i(x,α) = gi(x,α)/h(x), i = 1,2, α  0, (2.12)
m∗h(x) =
∫
(co,x]
h(y)2 dm(y), (2.13)
s∗h(x) =
∫
(co,x]
h(y)−2 ds(y). (2.14)
Let G∗h be the ODGDO with (m∗h, s∗h,0) and G∗h(γ, x, y) be the γ -Green function corresponding
to G∗h . Then we obtain the following result whose proof is given in the next section.
Proposition 2.2. Let α  β  0 and h ∈H∗β . Then the following (2.15) holds true.
G∗h(α − β,x, y) = G∗h(α − β,y, x) = W(α)g∗h,1(x,α)g∗h,2(y,α)
= G(α,x, y)/h(x)h(y), (2.15)
for l1 < x  y < l2.
Remark 2.3. The above elementary solution p(x, y, t) and the α-Green function G(α,x, y)
coincide with the minimal fundamental solution p˜(x, y, t) and the minimal α-Green function
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trance. Choose sequences {aj }∞j=1 and {bj }∞j=1 such that l1 < aj+1 < aj < bj < bj+1 < l2,
limj→∞ aj = l1 and limj→∞ bj = l2. Let gj be the α-Green function of G on (aj , bj ), where aj
and bj are regular. By definition, g = limj→∞ gj . Fix y ∈ I . By the maximum principle together
with (g3) and (2.8), for ε > 0 there exists N such that for any j N ,
G(α,x, y) gj (α, x, y)+ ε, aj < x < bj .
Thus G  g + ε for any ε > 0, which implies G  g. Hence G = g, since g is minimal. We
have shown that G(α,x, y) = g(α, x, y) for any α > 0. But this together with (2.9) implies that
p(x, y, t) = p˜(x, y, t). Next suppose that l1 or l2 is entrance. Let α > β > 0. Lemma 3.2 below
shows that there exists a positive function h ∈H∗β such that both of l1 and l2 are not entrance for
the operator G∗h . Then, by virtue of (2.15),
G(α,x, y)/h(x)h(y) = g(α, x, y)/h(x)h(y),
which implies G(α,x, y) = g(α, x, y). The proof is complete.
The following result immediately follows from (2.10).
Proposition 2.4. Assume that there exists the 0-Green function. Then both the Martin boundary
and the minimal Martin boundary consist of two-end points.
Note that the above result corresponding to the operator L given by (2.3) is obtained in [19,
Theorem 6.1].
For α  0, consider the following conditions (S1)–(S6).
(S1) sup
x,y∈I
1
G(α,x, y)
∫
I
G(α, x, z)G(α, z, y) dm(z) < ∞.
(S2)
∫
I
G(α, x, x) dm(x) < ∞.
(S3) For any ε > 0 there exists a compact subset K of I such that∫
I\K
G(α,x, x) dm(x) ε.
(S4) For any ε > 0 there exists a compact subset K of I such that∫
I\K
G(α,x, z)G(α, z, y) dm(z) εG(α,x, y), x, y ∈ I \K.
(S5) For any ε > 0 there exists a compact subset K of I such that∫
I\K
G(α,x, z)G(α, z, y) dm(z) εG(α,x, y), x, y ∈ I.
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I\K
G
(
α,x0, z
)
G(α, z, y) dm(z) εG
(
α,x0, y
)
, y ∈ I \K,
where x0 is an arbitrarily fixed point of I .
Here we note: the condition (S1) means that 1 is GI−G+α-bounded following the terminology
in [18]; the condition (S4) (respectively (S6)) means that 1 satisfies [SP] (respectively [SSP])
for −G + α.
Theorem 2.5.
(i) One of the conditions (S1)–(S6) holds for some α > 0 if and only if all the conditions
(S1)–(S6) hold for any α > 0.
(ii) In the case that there exists the 0-Green function, the statement of (i) holds true for α  0 in
place of α > 0.
Theorem 2.6.
(i) If both l1 and l2 are not natural, then all of the conditions (S1)–(S6) hold for any α > 0. The
statement holds true for α  0 in the case that there exists the 0-Green function.
(ii) Assume that k = 0 or Supp[dk] is compact. Further assume that there exists the 0-Green
function. Then one of the conditions (S1)–(S6) with some α  0 implies that both l1 and l2
are not natural.
Theorems 2.5 and 2.6 are proved in Section 4.
Recall that
p(x, x, t) t−1G
(
t−1, x, x
)
, t > 0, x ∈ I
(see [10,14]). Therefore we get the following result as a direct consequence of Theorem 2.6.
Corollary 2.7. If both l1 and l2 are not natural, then∫
I
p(x, x, t) dm(x) < ∞, t > 0. (2.16)
We next proceed to an h-transformed version of Theorem 2.6. For h ∈ H∗β , we denote by
I ∗h (x) (respectively J ∗h (x)) the integral I (x) (respectively J (x)) with s = s∗h , m = m∗h and k = 0,
that is,
I ∗h (x) =
∫
ds∗h(y)
∫
dm∗h(z), (2.17)
(co,x] (co,y]
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∫
(co,x]
dm∗h(y)
∫
(co,y]
ds∗h(z). (2.18)
Theorem 2.8. Assume that k = 0. One of the conditions (S1)–(S6) holds for some α  0 if and
only if
min
{
I ∗h (l1), J ∗h (l1)
}
< ∞, (2.19)
and
min
{
I ∗h (l2), J ∗h (l2)
}
< ∞, (2.20)
for some h ∈H∗β with some β  0, or equivalently (2.19) and (2.20) hold for any β  0 and any
h ∈H∗β .
We turn to the condition [IU]. If both of l1 and l2 are not natural, then there is a complete
orthonormal base of eigenfunctions {φj }∞j=0 with eigenvalues 0  λ0 < λ1  λ2  · · · repeated
according to multiplicity, so that
p(x, y, t) =
∞∑
j=0
e−λj tφj (x)φj (y), x, y ∈ I, t > 0, (2.21)
where the series converges uniformly on any compact set of (0,∞)× I × I (see [10]). By virtue
of (2.16), we see that
∞∑
j=0
e−λj t < ∞, t > 0. (2.22)
Note that λ0 > 0 if there exists the 0-Green function. In our general case we also say that
p(x, y, t) satisfies [IU] when
sup
x,y∈I
p(x, y, t)
φ0(x)φ0(y)
< ∞, t > 0. (2.23)
In our case, [IU] obviously implies that both of l1 and l2 are not natural. Therefore the follow-
ing result is an immediate consequence of Theorem 2.6(i).
Proposition 2.9. The condition [IU] implies that both of l1 and l2 are not natural, and all the con-
ditions (S1)–(S6) are satisfied for any α > 0. In particular, if there exists the 0-Green function,
then the statement holds true for α  0.
We should note that the proof of Theorem 1.1 of [20] is available in our general case, that
is, the condition [IU] implies (S4), and hence all the conditions (S1)–(S6). We also note that
Proposition 2.9 corresponding to the case that m, s and k are absolutely continuous is already
obtained in [18, Proposition 3.5] and [19, Theorems 6.1 and 6.3].
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0 < s(l2) without loss of generality. We fix points ci ∈ I , i = 1,2, such that m(c1) < 0 < m(c2)
and s(c1) < 0 < s(c2). Let (Aj), j = 1,2,3,4, be the following conditions:
(A1)
∫
(l1,c1)
∣∣m(x)∣∣ds(x) < ∞ and ∫
(l1,c1)
μ1(x)
|m(x)| dm(x) < ∞,
where μ1(x) = supl1<yx |m(y)|{s(y) − s(l1)}.
(A2)
∫
(l1,c1)
∣∣m(x)∣∣ds(x) = ∞ and ∫
(l1,c1)
ν1(x)
|s(x)| ds(x) < ∞,
where ν1(x) = supl1<yx |s(y)|{m(y)−m(l1)}.
(A3)
∫
(c2,l2)
m(x)ds(x) < ∞ and
∫
(c2,l2)
μ2(x)
m(x)
dm(x) < ∞,
where μ2(x) = supxy<l2 m(y){s(l2)− s(y)}.
(A4)
∫
(c2,l2)
m(x)ds(x) = ∞ and
∫
(c2,l2)
ν2(x)
s(x)
ds(x) < ∞,
where ν2(x) = supxy<l2 s(y){m(l2)−m(y)}.
Remark 2.10. If l1 is regular, then (A1) holds. Indeed,∫
(l1,c1)
∣∣m(x)∣∣ds(x) ∣∣m(l1)∣∣{s(c1)− s(l1)}< ∞,
∫
(l1,c1)
μ1(x)
|m(x)| dm(x)
|m(l1)|
|m(c1)|
∫
(l1,c1)
{
s(x)− s(l1)
}
dm(x) < ∞. (2.24)
Similarly we find that if l2 is regular, then (A3) holds.
Assume that k = 0 or Supp[dk] is compact. If (A1) holds, then l1 is regular or exit; if (A2)
holds, then l1 is entrance. Indeed, if (A1) holds, then∫
(l1,c1)
ds(y)
∫
(y,c1)
dm(x) =
∫
(l1,c1)
{
s(x)− s(l1)
}
dm(x)
∫
(l1,c1)
μ1(x)
|m(x)| dm(x) < ∞,
and hence l1 is regular or exit. If (A2) holds, then∫
(l1,c1)
dm(y)
∫
(y,c1)
ds(x) =
∫
(l1,c1)
{
m(x)−m(l1)
}
ds(x)

∫
ν1(x)
|s(x)| ds(x) < ∞.
(l1,c1)
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that if (A3) holds, then l2 is regular or exit; if (A4) holds, then l2 is entrance.
Theorem 2.11. Assume that k = 0 or Supp[dk] is compact. Further assume that both of l1 and l2
are not natural, and if l1 (respectively l2) is not regular, assume (A1) or (A2) (respectively (A3)
or (A4)). Then [IU] holds.
For β  0 and h ∈H∗β , we denote by (Aj)∗h the condition (Aj) with m(x) and s(x) replaced
by m∗h(x) and s∗h(x), respectively, where j = 1,2,3,4.
Theorem 2.12. Assume that k = 0, and for some β  0 there exists an h ∈H∗β satisfying (2.19)
and (2.20). Further assume that
(A1)∗h or (A2)∗h holds if max
{
I ∗h (l1), J ∗h (l1)
}= ∞;
(A3)∗h or (A4)∗h holds if max
{
I ∗h (l2), J ∗h (l2)
}= ∞.
Then [IU] holds true.
We prove Theorems 2.11 and 2.12 in Section 5.
3. Harmonic transform of ODGDOs
In this section we show Proposition 2.2. Throughout this section we fix β  0 and h ∈H∗β ,
arbitrarily.
It follows from (2.11) that h+(·) is right-continuous and
h+(x) h(y)− h(x)
s(y)− s(x)  h
+(y), l1 < x < y < l2. (3.1)
Lemma 3.1.
(i) Assume s(l1) > −∞. Then
h+(l1) ∈ [0,∞) if h(l1) = 0,
h+(l1) ∈ [−∞,∞) if h(l1) ∈ (0,∞),
h+(l1) = −∞ if h(l1) = ∞.
Assume s(l1) = −∞. Then
h+(l1) = 0 if h(l1) ∈ [0,∞),
h+(l1) ∈ [−∞,0) if h(l1) = ∞.
(ii) Assume s(l2) < ∞. Then
h+(l2) ∈ (−∞,0] if h(l2) = 0,
h+(l2) ∈ (−∞,∞] if h(l2) ∈ (0,∞),
h+(l ) = ∞ if h(l ) = ∞.2 2
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h+(l2) = 0 if h(l2) ∈ [0,∞),
h+(l2) ∈ (0,∞] if h(l2) = ∞.
Proof. We only show the statement (i).
First assume s(l1) > −∞. Letting x ↓ l1 in (3.1) leads us to
h+(l1)
h(y)− h(l1)
s(y)− s(l1)  h
+(y), y ∈ I.
This shows that h(l1) = 0 implies h+(l1) < ∞ and h+(y) > 0, y ∈ I , and hence h+(l1) ∈
[0,∞); h(l1) ∈ (0,∞) implies h+(l1) ∈ [−∞,∞); h(l1) = ∞ implies h+(l1) = −∞.
Next assume s(l1) = −∞. Suppose h(l1) ∈ [0,∞). Letting x ↓ l1 in (3.1) shows h+(l1) 
0  h+(y), y ∈ I ; and hence h+(l1) = 0. Suppose h(l1) = ∞. Since h+(l1) ∈ [0,∞] im-
plies h+(l1){s(y) − s(l1)} ∈ [0,∞], by means of (3.1) h(l1)  h(l1) + h+(l1){s(y) − s(l1)} 
h(y) < ∞, y ∈ I . Thus h(l1) = ∞ implies h+(l1) ∈ [−∞,0). 
Lemma 3.2.
(i) For i = 1,2, the following holds:∣∣∣∣ ∫
(li ,co]
h(x)−2 ds(x)
∣∣∣∣< ∞ if h(li) = ∞.
(ii) If β > 0 and h(x) is represented as h(x) = C1g1(x,β)+C2g2(x,β) for some positive con-
stants Ci , i = 1,2, then ∫
I
h(x)−2 ds(x) < ∞.
Proof. (i) We only treat the case i = 1. Since h+(l1) ∈ [−∞,0) by means of Lemma 3.1, there
is a point xo ∈ I such that
h(xo)− h(x)
s(xo)− s(x)  h
+(xo) < 0, l1 < x < xo.
Therefore
h(x) h(xo)+
∣∣h+(xo)∣∣{s(xo)− s(x)}, l1 < x < xo,
from which ∫
h(x)−2 ds(x) < ∞.(l1,xo]
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(l1,co]
g2(x,β)
−2 ds(x) g2(co,β)−2
{
s(co)− s(l1)
}
< ∞.
Assume s(l1) = −∞. By using the results in [10, Section 4.6], we see that g2(l1, β) = ∞. Com-
bining this with the first statement,∫
(l1,co]
g2(x,β)
−2 ds(x) < ∞.
In the same way as above, we can obtain∫
(co,l2)
g1(x,β)
−2 ds(x) < ∞.
Thus we get the second statement. 
Recall g∗h,i(x,α), m∗h(x) and s∗h(x) defined by (2.12)–(2.14), respectively.
Lemma 3.3. Let i = 1,2. If α = β and |s∗h(li)| = ∞, then g∗h,i(x,α) is a positive constant func-
tion on I . If α > β or |s∗h(li)| < ∞, then g∗h,i(x,α) satisfies the following properties:
(1) g∗h,i(x,α) is positive and continuous on I .
(2) g∗h,1(x,α) is nondecreasing on I and g∗h,2(x,α) is nonincreasing on I .
(3) If |s∗h(li)| < ∞ or |m∗h(li)| = ∞, then g∗h,i(li , α) = 0.
(4) If |s∗h(li)| = ∞, then (g∗h,i)+
∗
(li , α) = 0, where(
g∗h,i
)+∗
(x,α) = lim
ε↓0
{
g∗h,i(x + ε,α)− g∗h,i(x,α)
}/{
s∗h(x + ε)− s∗h(x)
}
.
(5) g∗h,i(x,α) satisfies
g∗h,i(x,α) = g∗h,i(co,α)+
(
g∗h,i
)+∗
(co,α)
{
s∗h(x)− s∗h(co)
}
+ (α − β)
∫
(co,x]
{
s∗h(x)− s∗h(y)
}
g∗h,i(y,α)dm∗h(y), (3.2)
for x ∈ I .
Proof. We only give the proof for i = 1. For simplicity we write g∗1(x) = g∗h,1(x,α), s∗(x) =
s∗h(x) and m∗(x) = m∗h(x). The first property (1) is obvious.
By virtue of (2.12) and (2.14),
(
g∗1
)+∗
(x) = g+(x,α)h(x)− g1(x,α)h+(x). (3.3)1
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g∗1
)+∗
(y)− (g∗1)+∗(x)
=
∫
(x,y]
h(z) dg+1 (z,α)+
∫
(x,y]
g+1 (z,α) dh(z)
−
∫
(x,y]
h+(z) dg1(z,α)−
∫
(x,y]
g1(z,α) dh
+(z)
= (α − β)
∫
(x,y]
g1(z,α)h(z) dm(z) = (α − β)
∫
(x,y]
g∗1(z) dm∗(z). (3.4)
This shows that g∗1 satisfies (3.2), (g∗1)+
∗ is nondecreasing on I , and there exists the limit
(g∗1)+
∗
(l1) = limx↓l1(g∗1)+
∗
(x). It is obvious that (g∗1)+
∗
(l1) ∈ [−∞,∞).
We show that (g∗1)+
∗
(l1) 0, from which (g∗1)+
∗
(x) 0, x ∈ I and g∗1(x) is nondecreasing
on I . Recall that g1(l1, α) ∈ [0,∞) by (g1), and g+1 (l1, α) ∈ [0,∞) by (g2). If s(l1) > −∞, then
g1(l1, α) = 0 by (g3). If s(l1) = −∞, then g+1 (l1, α) = 0 by (g4). Combining these facts with
Lemma 3.1 and (3.3), we obtain (g∗1)+
∗
(l1) 0.
We next show that
g∗1(l1) = 0 if s∗(l1) > −∞. (3.5)
Assume that |s∗(l1)| =
∫
(l1,co] h(y)
−2 ds(y) < ∞. If s(l1) = −∞, then h(l1) = ∞, from which
g∗1(l1) = 0. If s(l1) > −∞, then h(l1) ∈ (0,∞]. Indeed, by means of (3.1),
1
h(x)
− 1
h(y)
=
∫
(x,y)
h(z)−2h+(z) ds(z)
 h+(y)
∫
(x,y)
h(z)−2 ds(z), (3.6)
for l1 < x < y < l2. Letting x ↓ l1 shows that
1
h(l1)
− 1
h(y)
 h+(y)
∫
(l1,y)
h(z)−2 ds(z) < ∞.
Therefore we find that h(l1) > 0. Since g1(l1, α) = 0 in the case s(l1) > −∞, we get g∗1(l1) = 0.
We show that (
g∗1
)+∗
(l1) = 0 if s∗(l1) = −∞. (3.7)
Assume that |s∗(l1)| =
∫
(l1,co] h(y)
−2 ds(y) = ∞. If s(l1) > −∞, then h(l1) = 0. Combining
this with Lemma 3.1, we find that h+(l1) ∈ [0,∞). Since g1(l1, α) = 0, letting x ↓ l1 in (3.3)
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∗
(l1) = 0. Suppose s(l1) = −∞. Then h(l1) = ∞ implies that h+(l1) ∈ [−∞,0)
by Lemma 3.1 and hence there exists an xo ∈ I such that h+(xo) < 0. Letting x ↓ l1 in (3.6) tells
us that
− 1
h(y)
 h+(y)
∫
(l1,y)
h(z)−2 ds(z) = −∞, y ∈ (l1, xo).
This contradicts h(y) ∈ (0,∞). Thus h(l1) ∈ [0,∞). By using Lemma 3.1 again, we see that
h+(l1) = 0. Since g+1 (l1, α) = 0, (3.3) leads us to (g∗1)+
∗
(l1) = 0.
We finally show that
g∗1(x) = g∗1(co), x ∈ I, if α = β and s∗(l1) = −∞, (3.8)
g∗1(l1) = 0 if α > β, s∗(l1) = −∞ and m∗(l1) = −∞. (3.9)
Assume |s∗(l1)| = ∞. By virtue of (3.7), (g∗1)+
∗
(l1) = 0. Combining this with (3.4), we get that
(
g∗1
)+∗
(y) = (α − β)
∫
(l1,y]
g∗1(z) dm∗(z), y ∈ I. (3.10)
If α = β , (3.10) implies (3.8). Assume α > β . Then (3.10) implies ∫
(l1,y] g
∗
1(z) dm
∗(z) ∈
(0,∞), y ∈ I , from which (3.9) follows.
Thus we complete the proof. 
Proof of Proposition 2.2. It follows from Lemma 3.3 that
G∗h(α − β,x, y) = G∗h(α − β,y, x) =
(
W ∗h
)−1
g∗h,1(x,α)g∗h,2(y,α),
for l1 < x  y < l2, where
W ∗h =
(
g∗h,1
)+∗
(x,α)g∗h,2(x,α)− g∗h,1(x,α)
(
g∗h,2
)+∗
(x,α).
Since W ∗h = W(α) by means of (3.3), we obtain (2.15). 
Recall I ∗h and J ∗h defined by (2.17) and (2.18), respectively. If h is nonincreasing near the end
point l1, then I ∗h (l1) I (l1). If h is nondecreasing near the end point l1, then J ∗h (l1) J (l1). If h
is nondecreasing near the end point l2, then I ∗h (l2)  I (l2). If h is nonincreasing near the end
point l2, then J ∗h (l2) J (l2). Therefore we obtain the following result.
Lemma 3.4. If l1 is not natural, then either I ∗h (l1) < ∞ for nonincreasing h ∈ H∗β , or
J ∗h (l1) < ∞ for nondecreasing h ∈ H∗β . If l2 is not natural, then either I ∗h (l2) < ∞ for non-
decreasing h ∈H∗β , or J ∗h (l2) < ∞ for nonincreasing h ∈H∗β .
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In this section we show Theorems 2.5, 2.6 and 2.8. To this end we need some lemmas.
The following Lemma 4.1 is easily shown by using the properties (g1)–(g4), and so we omit
its proof.
Lemma 4.1. Let k and k˜ be the killing measures such that dk = dk˜ on I \ K , where K is a
compact subset of I . Let G and G˜ be the ODGDOs with (s,m, k) and (s,m, k˜), respectively,
and G(α,x, y) and G˜(α, x, y) be the α-Green functions corresponding to G and G˜, respectively.
Assume that both of l1 and l2 are not natural. Then, for any α > 0, there exist positive numbers
Ci , i = 1,2, such that
C1 G(α,x, y)/G˜(α, x, y) C2, x, y ∈ I. (4.1)
In the case that there exist G(0, x, y) and G˜(0, x, y), (4.1) with α = 0 also holds for some
positive numbers Ci , i = 1,2.
Lemma 4.2. Let a ∈ I .
(i) Let α > 0. If l1 (respectively l2) is not natural, then∫
(l1,a)
G(α, x, x) dm(x) < ∞
(
respectively
∫
(a,l2)
G(α, x, x) dm(x) < ∞
)
.
(ii) Assume that k = 0 or Supp[dk] is compact. Further assume that there exists the 0-Green
function. If l1 (respectively l2) is natural, then∫
(l1,a)
G(0, x, x) dm(x) = ∞
(
respectively
∫
(a,l2)
G(0, x, x) dm(x) = ∞
)
.
Proof. (i) We only show the statements for l1. If l1 is regular or exit, then g2(l1, α) < ∞ and∫
(l1,a)
g1(x,α)dm(x) < ∞ (see [10]). Therefore∫
(l1,a)
G(α, x, x) dm(x)W(α)−1g2(l1, α)
∫
(l1,a)
g1(x,α)dm(x) < ∞.
If l1 is entrance, then
∫
(l1,a)
g2(x,α)dm(x) < ∞ (see [10]). Therefore∫
(l1,a)
G(α, x, x) dm(x)W(α)−1g1(a,α)
∫
(l1,a)
g2(x,α)dm(x) < ∞.
(ii) Assume that k = 0 or Supp[dk] is compact. Further assume that there exists the 0-Green
function and l1 is natural. Then by means of (g3) and (g4) with α = 0, there exist c1 ∈ (l1, a] and
positive numbers Ci (i = 1,2,3) such that
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g1(x) = C1
{
s(x)− s(l1)
}
if s(l1) > −∞,
g2(x) = −C2s(x)+C3,
for l1 < x < c1. Therefore, if s(l1) = −∞,∫
(l1,c1)
G(0, x, x) dm(x)W−1g1(l1)
∫
(l1,c1)
g2(x) dm(x)
W−1g1(l1)C2
∫
(l1,c1)
{
s(c1)− s(x)
}
dm(x) = ∞;
if s(l1) > −∞,∫
(l1,c1)
G(0, x, x) dm(x)W−1g2(c1)
∫
(l1,c1)
g1(x) dm(x)
= W−1g2(c1)C1
∫
(l1,c1)
{
s(x)− s(l1)
}
dm(x) = ∞.
Thus we obtain the statement (ii). 
Next we show the following Lemma 4.3. Note that, in the case that m and s are absolutely
continuous, (S2) ⇔ (S4) ⇔ (S6) is already obtained in Theorem 6.3 of [19].
Lemma 4.3. The conditions (S1)–(S6) are mutually equivalent.
Proof. (S2) ⇔ (S3) is obvious. Noting the property (g2), we find that∣∣∣∣ ∫
(x,y]
G(α, z, z) dm(z)
∣∣∣∣ 1G(α,x, y)
∫
I
G(α, x, z)G(α, z, y) dm(z)

∫
I
G(α, z, z) dm(z),
for x, y ∈ I . From this (S1) ⇔ (S2) follows. We show (S4) ⇒ (S5). Assume (S4), so that for any
ε > 0 there exist a, b ∈ I (a < b) such that
sup
x,y∈I\[a,b]
Q(x,y) < ε, (4.2)
where
Q(x,y) = 1
G(α,x, y)
∫
G(α,x, z)G(α, z, y) dm(z).I\[a,b]
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Q(x,y) = W(α)−1
{
g2(x,α)
g1(x,α)
∫
(l1,x]
g1(z,α)
2 dm(z)+
∫
(x,a)
g1(z,α)g2(z,α) dm(z)
+ g1(y,α)
g2(y,α)
∫
(b,l2)
g2(z,α)
2 dm(z)
}
W(α)−1
{
g2(x,α)
g1(x,α)
∫
(l1,x]
g1(z,α)
2 dm(z)+
∫
(x,a)
g1(z,α)g2(z,α) dm(z)
+ g1(b,α)
g2(b,α)
∫
(b,l2)
g2(z,α)
2 dm(z)
}
= Q(x,b) ε.
Following the same argument as above, we can show that
Q(x,y) ε, for a  x  b, a  y < l2.
Thus we obtain (S4) ⇒ (S5). Since (S5) ⇒ (S4) is obvious, the proof is complete. 
Lemma 4.4. Assume that one of the conditions (S1)–(S6) is satisfied for some α > 0. Then, for
any β > 0 there is a positive constant Cβ such that
G(β,x, y)CβG(α,x, y), x, y ∈ I. (4.3)
In the case that there exists the 0-Green function, the statement holds true for β  0.
Proof. We assume one of the conditions (S1)–(S6), and in view of Lemma 4.3, we may assume
(S3) with some positive α. Therefore there exists a compact subset K of I such that∫
I\K
G(α,x, x) dm(x) 1/4α. (4.4)
We denote by Gα the resolvent operator, that is,
Gαf (x) =
∫
I
G(α, x, y)f (y) dm(y), f ∈ L2(I,m).
By means of (4.4),
∥∥Gα(χI\Kf )∥∥2L2(I,m) = ∫ dm(x)( ∫ G(α,x, y)f (y) dm(y))2
I I\K
308 M. Tomisaki / Journal of Functional Analysis 251 (2007) 289–324
∫
I
dm(x)
∫
I\K
G(α,x, y) dm(y)
∫
I\K
G(α,x, z)f (z)2 dm(z)

∫
I\K
G(α,y, y) dm(y)
∫
I\K
f (z)2 dm(z)
∫
I
G(α, x, z) dm(x)
 1
4α2
‖f ‖2
L2(I,m).
Thus we find that
∥∥Gα(χI\Kf )∥∥L2(I,m)  12α ‖f ‖L2(I,m), f ∈ L2(I,m). (4.5)
Therefore there exists the unique bounded inverse operator (1 − αGαχI\K)−1, where 1 is the
identity operator, which satisfies
(1 − αGαχI\K)−1 ◦Gα ◦ (−G + αχK)
= (1 − αGαχI\K)−1 ◦Gα ◦
(
α1 − (G + αχI\K)
)
= (1 − αGαχI\K)−1 ◦ (1 − αGαχI\K)
= 1, (4.6)
where we used Gα ◦ (α1 − G) = 1. Note that G − αχK is the ODGDO with (m, s, kα), where
kα(x) = k(x)+ α
∫
(co,x]
χK(y)dm(y), x ∈ I.
Also note that there exists the 0-Green function G˜(0, x, y) corresponding to G − αχK . By (4.5)
and (4.6), we see that∫
I
G˜(0, x, y)f (y) dm(y) = (1 − αGαχI\K)−1 ◦Gαf (x),
for x ∈ I and f ∈ L2(I,m), and
G˜(0, x, y) 2G(α,x, y), x, y ∈ I. (4.7)
For β  α, (4.3) is trivial. Let 0 < β < α. Since dkα = dk on I \K , in view of Lemma 4.1,
C1G(β,x, y) G˜(β, x, y) G˜(0, x, y), x, y ∈ I, (4.8)
for some positive constant C1. Combining this with (4.7), we obtain (4.3). In the case that there
exists the 0-Green function, (4.8) holds true for β = 0 and hence (4.3) holds true for β = 0. 
We are now ready to show Theorems 2.5, 2.6 and 2.8.
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for the same α by Lemma 4.3. By means of Lemma 4.4, (S2) holds for any α > 0. Thus the
statement (i) is obtained. The statement (ii) is also obtained in the same way as above. 
Proof of Theorem 2.6. (i) Assume that both l1 and l2 are not natural. Lemma 4.2(i) shows that
(S2) holds for any α  0. By means of Theorem 2.5(i), all the conditions (S1)–(S6) holds for any
α > 0. In the case that there exists the 0-Green function, by means of Theorem 2.5(ii), all the
conditions (S1)–(S6) holds for any α  0.
(ii) Assume that k = 0 or Supp[dk] is compact. Further assume that there exists the 0-Green
function, and one of the conditions (S1)–(S6) holds for some α  0. By virtue of Theorem 2.5(ii),
(S2) holds for α = 0. By means of Lemma 4.2(ii), l1 and l2 are not natural. 
Proof of Theorem 2.8. By means of (2.15),
1
G(α,x, y)
∫
I
G(α, x, z)G(α, z, y) dm(z)
= 1
G∗h(α − β,x, y)
∫
I
G∗h(α − β,x, z)G∗h(α − β, z, y) dm∗h(z),
for α  β  0 and h ∈H∗β . This shows that the condition (S1) holds for G(α,x, y) if and only if
(S1) holds for G∗h(α − β,x, y) with β ∈ [0, α] and h ∈H∗β . Similarly, (Sj ) holds for G(α,x, y)
if and only if (Sj ) holds for G∗h(α − β,x, y) with β ∈ [0, α] and h ∈H∗β , where j = 2,3, . . . ,6.
Note that we can apply Theorem 2.6(ii) to G∗h(γ, x, y) because there exists G∗h(0, x, y).
We now assume that one of (S1)–(S6) holds for some α  0. By virtue of Theorem 2.6(ii),
all the conditions (S1)–(S6) hold for any α  0. Therefore they hold for G∗h(γ, x, y) with γ  0,
β  0 and h ∈H∗β . By means of Theorem 2.6(ii), we then see that both of l1 and l2 are not natural
for m∗h, s∗h , that is, (2.19) and (2.20) hold for any β  0 and any h ∈H∗β .
Conversely assume that (2.19) and (2.20) hold for some β  0 and some h ∈H∗β . By means
of Theorem 2.6(i), one of (S1)–(S6) holds for G∗h(γ, x, y) with γ  0, and especially for
G∗h(α − β,x, y) with α  β . Thus it holds for G(α,x, y). 
5. Sufficient conditions for intrinsic ultracontractivity
In this section we show Theorems 2.11 and 2.12.
Proof of Theorem 2.11. In [11, Theorem 4.1], Matsumoto showed
sup
x,y∈I
p(x, y, t) < ∞, t > 0, (5.1)
under the assumption that l1 is regular and the boundary condition pu(l1) + (1 − p)u+(l1) = 0
is posed, where p ∈ [0,1], and l2 is entrance and (A4) is satisfied. Following the same argument
as for (5.1), we can show that
sup p(x, y, t) < ∞
(
respectively sup p(x, y, t) < ∞
)l1<x,yc1 c2x,y<l2
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is satisfied. Since infl1<xc1 φ0(x) > 0 (respectively infc2x<l2 φ0(x) > 0), we get the follow-
ing (5.2) (respectively (5.3)):
sup
l1<x,yc1
p(x, y, t)
φ0(x)φ0(y)
< ∞, t > 0. (5.2)
sup
c2x,y<l2
p(x, y, t)
φ0(x)φ0(y)
< ∞, t > 0. (5.3)
Assume l2 is regular or exit, and (A3) is satisfied. Therefore there exists the 0-Green function.
We may assume that [c2, l2)∩ Supp[dk] = ∅.
We show that (5.3) holds. Since φ0(l2) = 0 and φ0(x) > 0, x ∈ I , there is an a0 ∈ [c2, l2) such
that φ+0 (a0) < 0. Then
φ+0 (y)− φ+0 (x) = −λ0
∫
(x,y]
φ0(z) dm(z) < 0,
and φ+0 (y) < φ
+
0 (x) < φ
+
0 (a0) < 0, a0 < x < y < l2, which implies that φ0(x) is concave with
respect to s(x) on (a0, l2). Therefore
φ0(l2)− φ0(x)
s(l2)− s(x)  φ
+
0 (x) < φ
+
0 (a0), a0  x < l2,
that is,
φ0(x)
∣∣φ+0 (a0)∣∣{s(l2)− s(x)}, a0  x < l2. (5.4)
Note that φj (l2) = 0 and −φj (x) =
∫
(x,l2)
φ+j (y) ds(y) for each j = 0,1,2, . . . . Combining this
with (5.4), we see that, for x, y ∈ [a0, l2),
p(x, y, t)
φ0(x)φ0(y)
=
∞∑
j=0
e−λj tφj (x)φj (y)/φ0(x)φ0(y)

∞∑
j=0
e−λj t
∫
(x,l2)
∣∣φ+j (z)∣∣ds(z) ∫
(y,l2)
∣∣φ+j (z)∣∣ds(z)
× ∣∣φ+0 (a0)∣∣−2{s(l2)− s(x)}−1{s(l2)− s(y)}−1. (5.5)
In order to get (5.3) it is enough to show that, for each t > 0, there exists an at ∈ [a0, l2) satisfying
Mt ≡ sup
atx,y<l2
∞∑
j=0
e−λj t
∣∣φ+j (x)φ+j (y)∣∣< ∞. (5.6)
Indeed, by means of (5.5) and (5.6) we get
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atx,y<l2
p(x, y, t)
φ0(x)φ0(y)
Mt
∣∣φ+0 (a0)∣∣−2 < ∞,
which implies (5.3).
We note that there exists the limit p++12 (x, y, t) ≡ limε↓0{p+1 (x, y + ε, t) − p+1 (x, y, t)}/{s(y + ε)− s(y)} for x, y ∈ I and t > 0. Further we note that g1(x) and g2(x) are represented as
g1(x) = C1s(x)+C2, g2(x) = C3
{
s(l2)− s(x)
}
,
for c2  x < l2, where Ci (i = 1,2,3) are positive numbers. Therefore
φj (x)
2
λj
G(0, x, x)W−1g1(l2)C3s(l2) = s(l2), x ∈ [c2, l2), j = 0,1,2, . . . . (5.7)
If l2 is regular, then by means of (5.7),∣∣φ+j (x)∣∣ ∣∣φ+j (a0)∣∣+ λj ∫
(a0,l2)
∣∣φj (y)∣∣dm(y) ∣∣φ+j (a0)∣∣+ λ3/2j s(l2)1/2m(l2),
for every x ∈ [a0, l2) and j . Therefore
Mt  2
{ ∞∑
j=0
e−λj t
∣∣φ+j (a0)∣∣2 + s(l2)m(l2)2 ∞∑
j=0
e−λj tλ3j
}
 2p++12 (a0, a0, t)+Ct
∞∑
j=0
e−λj t/2,
for some positive constant Ct . By virtue of (2.22), we get (5.6).
Assume that l2 is exit and (A3) is satisfied. We follow the same argument as for (5.1) to get
(5.6). It is easy to see that
0 <
∣∣φ+j (l2)∣∣< ∞, j = 0,1,2, . . . . (5.8)
In the following we fix a t > 0 and take an at ∈ [a0, l2) such that∫
(at ,l2)
μ2(z)
m(z)
dm(z) < t/16. (5.9)
Let jt = min{j  0; 4λjμ2(at ) 1} and let j  jt . Since μ2(x) is continuous and nonincreasing
on (c2, l2), and limx→l2 μ2(x) = 0 by (A3), there exists ξj ≡ max{ξ ∈ [at , l2);4λjμ2(ξ) = 1} ∈[at , l2). Note that ξj ↑ l2 as j ↑ ∞ because λj ↑ ∞ as j ↑ ∞ and μ2(ξ) ↓ 0 as ξ ↑ l2.
Fix y ∈ [ξj , l2) arbitrarily. We consider the following integral equation:
v(x) = λjm(x)
{
s(l2)− s(x)
}+m(x) ∫ v(z)2
m(z)2
dm(z), x ∈ (y, l2). (5.10)
(x,l2)
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such that
0 < v(x) σ, x ∈ (y, l2), (5.11)
where σ is the smaller root of the quadratic equation τ 2 − τ + λjμ2(y) = 0, that is, σ =
1
2 − ( 14 − λjμ2(y))1/2. We next note that
v(x) = λjm(x)
∣∣φj (x)∣∣/∣∣φ+j (x)∣∣, x ∈ (y, l2). (5.12)
Since φ+j (l2) = 0, we may assume that φ+j (l2) < 0, and set bj = inf{ξ ∈ I ;
supξ<x<l2 φ
+
j (x) < 0}. Then φj (x) = −
∫
(x,l2)
φ+j (z) ds(z) > 0, x ∈ (bj , l2). We set w(x) =
φj (x)/|φ+j (x)|, x ∈ (bj , l2). Note that w(l2) = 0, w(x) is positive and right-continuous, and
satisfies
w(x) =
∫
(x,l2)
∣∣φ+j (z)∣∣−2{∣∣φ+j (z)∣∣2 ds(z)+ λjφj (z)2 dm(z)}
=
∫
(x,l2)
{
ds(z)+ λjw(z)2 dm(z)
}
= s(l2)− s(x)+ λj
∫
(x,l2)
w(z)2 dm(z).
Further we set v∗(x) = λjm(x)w(x), x ∈ (bj , l2). Then v∗(x) satisfies
v∗(x) = λjm(x)
{
s(l2)− s(x)
}+m(x) ∫
(x,l2)
v∗(z)2
m(z)2
dm(z).
Since there exists a unique positive solution v(x) of (5.10), we see that bj  ξj and get (5.12).
Since σ  2λjμ2(y), by means of (5.11) we find that, for y < x < l2,
φj (x)/
∣∣φ+j (x)∣∣ 2μ2(y)/m(x),
and hence
log
∣∣φ+j (x)∣∣− log∣∣φ+j (y)∣∣= λj ∫
(y,x]
φj (z)
|φ+j (z)|
dm(z)
 2λjμ2(y)
∫ 1
m(z)
dm(z). (5.13)(y,x]
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[y, x], we have
log
∣∣φ+j (x)∣∣− log∣∣φ+j (y)∣∣ 2λj ∫
(y,x]
μ2(z)
m(z)
dm(z),
and consequently
sup
x∈[ξj ,l2)
∣∣φ+j (x)∣∣ ∣∣φ+j (ξj )∣∣ exp{2λj ∫
(ξj ,l2)
μ2(z)
m(z)
dm(z)
}
. (5.14)
By means of (5.7),
sup
x∈[at ,ξj ]
∣∣φ+j (x)∣∣ ∣∣φ+j (at )∣∣+ λj ∫
(at ,ξj ]
∣∣φj (z)∣∣dm(z)

∣∣φ+j (at )∣∣+ λ3/2j s(l2)1/2m(ξj ). (5.15)
Since 4λjμ2(ξj ) = 1 and μ2(x) is nonincreasing,
m(ξj ) = exp
{
logm(ξj )
}= exp{ ∫
(at ,ξj ]
dm(z)
m(z)
+ logm(at )
}
= m(at ) exp
{
4λjμ2(ξj )
∫
(at ,ξj ]
dm(z)
m(z)
}
m(at ) exp
{
4λj
∫
(at ,ξj ]
μ2(z)
m(z)
dm(z)
}
. (5.16)
By virtue of (5.9), (5.14)–(5.16),
sup
x∈[at ,l2)
∣∣φ+j (x)∣∣
 sup
x∈[at ,ξj ]
∣∣φ+j (x)∣∣+ sup
x∈[ξj ,l2)
∣∣φ+j (x)∣∣

{∣∣φ+j (at )∣∣+ λ3/2j s(l2)1/2m(ξj )}{1 + exp{2λj ∫
(ξj ,l2)
μ2(z)
m(z)
dm(z)
}}
 2
{∣∣φ+j (at )∣∣+ λ3/2j s(l2)1/2m(at )} exp{4λj ∫
(at ,l2)
μ2(z)
m(z)
dm(z)
}
 2
{∣∣φ+(at )∣∣+ λ3/2s(l2)1/2m(at )}eλj t/4.j j
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Mt 
jt−1∑
j=0
e−λj t sup
x,y∈[at ,l2)
∣∣φ+j (x)φ+j (y)∣∣
+ 8
∞∑
j=jt
{∣∣φ+j (at )∣∣2 + λ3j s(l2)m(at )2}e−λj t/2

jt−1∑
j=0
e−λj t sup
x,y∈[at ,l2)
∣∣φ+j (x)φ+j (y)∣∣+ 8p++12 (at , at , t/2)+Dt ∞∑
j=1
e−λj t/4,
for some positive constant Dt . By means of (5.8), we find that Mt < ∞.
When l1 is regular or exit, and (A1) is satisfied, we can obtain (5.2) in the same way as above.
It follows from (5.2) and (5.3) that [IU] holds. 
Example 5.1. We consider the following conditions.
(L1) l1 is regular.
(L2) l1 is exit (hence m(l1) = −∞ and s(l1) > −∞), and |m(x)|{s(x) − s(l1)} is increasing in
x ∈ (l1, e1) for some e1 ∈ (l1, c1].
(L3) l1 is entrance (hence m(l1) > −∞ and s(l1) = −∞), and |s(x)|{m(x) − m(l1)} is increas-
ing in x ∈ (l1, e1) for some e1 ∈ (l1, c1].
(R1) l2 is regular.
(R2) l2 is exit (hence m(l2) = ∞ and s(l2) < ∞), and m(x){s(l2) − s(x)} is decreasing in
x ∈ (e2, l2) for some e2 ∈ [c2, l2).
(R3) l2 is entrance (hence m(l2) < ∞ and s(l2) = ∞), and s(x){m(l2)−m(x)} is decreasing in
x ∈ (e2, l2) for some e2 ∈ [c2, l2).
We observed that (L1) (respectively (R1)) implies (A1) (respectively (A3)) in Remark 2.10. It is
easy to see that (L2) implies (A1). Indeed,
∫
(l1,c1)
∣∣m(x)∣∣ds(x) ∫
(l1,c1)
∣∣m(x)−m(c1)∣∣ds(x)+ ∣∣m(c1)∣∣{s(c1)− s(l1)}< ∞,
and ∫
(l1,e1)
μ1(x)
|m(x)| dm(x)
∫
(l1,e1)
{
s(x)− s(l1)
}
dm(x) < ∞,
since μ1(x) = |m(x)|{s(x) − s(l1)}, x ∈ (l1, e1). In the same way as above, we can show that
(L3) implies (A2), (R2) implies (A3), and (R3) implies (A4).
Therefore if k = 0 or Supp[dk] is compact, and if one of (L1)–(L3) is satisfied, and one
of (R1)–(R3) is satisfied, then [IU] holds.
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by G∗h . We note that l1 and l2 are not natural for (m∗h, s∗h,0) because (2.19) and (2.20) hold.
Therefore there is a complete orthonormal base of eigenfunctions {φ∗h,j }∞j=0 with eigenvalues
0 < λ∗h,0 < λ∗h,1  λ∗h,2  · · · repeated according to multiplicity, so that
p∗h(x, y, t) =
∞∑
j=0
e
−λ∗h,j tφ∗h,j (x)φ∗h,j (y), x, y ∈ I, t > 0. (5.17)
Note that λ∗h,0 > 0 because there exists the 0-Green function G∗h(0, x, y). It follows from Theo-
rem 2.11 that
sup
x,y∈I
p∗h(x, y, t)
φ∗h,0(x)φ∗h,0(y)
< ∞, t > 0. (5.18)
By means of (2.15),
eβtp∗h(x, y, t) =
p(x, y, t)
h(x)h(y)
, x, y ∈ I, t > 0. (5.19)
This implies that λ∗h,0 = β + λ0. In the same way as the proof of (5) of Lemma 3.3, we see that
φ∗h,0(x) = φ0(x)/h(x), x ∈ I . Combining this with (5.18) and (5.19), we obtain the assertion of
the proposition. 
Remark 5.2. We leave to the reader a formulation of the h-transformed version of Example 5.1,
which is a direct consequence of Example 5.1 and Theorem 2.12.
6. Examples
In this section we observe two examples.
Example 6.1. Let l1 = −∞, l2 = ∞, m(x) =
∫ x
co
m0(y) dy, s(x) =
∫ x
co
s0(y) dy, and k(x) = 0,
where m0 and s0 are positive functions belonging to L1loc(R). Then G is reduced to
G = 1
m0(x)
d
dx
(
1
s0(x)
d
dx
)
.
Assume that there exist real numbers αi,βi , i = 1,2, such that
m0(x) ∼ |x|α1 , s0(x) ∼ |x|β1 as x → −∞,
m0(x) ∼ xα2 , s0(x) ∼ xβ2 as x → ∞,
where f (x) ∼ g(x) as x → li stands for
0 < lim inf
x→li
f (x)/g(x) lim supf (x)/g(x) < ∞,
x→li
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i = 1, 2 if and only if one of the conditions (S1)–(S6) holds for some α  0. Further [IU] then
holds. Note that [IU] holds without the assumption β1 < −1 or β2 < −1.
Here is a proof. It is obvious that
m(li) =
li∫
co
m0(y) dy ∈ R ⇔ αi < −1, and
s(li) =
li∫
co
s0(y) dy ∈ R ⇔ βi < −1.
Further, if αi < −1, then
J (li) < ∞ ⇔ αi + βi < −2;
if βi < −1, then
I (li) < ∞ ⇔ αi + βi < −2.
Therefore
li is regular ⇔ αi < −1, βi < −1,
li is exit ⇔ αi −1, αi + βi < −2,
li is entrance ⇔ βi −1, αi + βi < −2,
li is natural ⇔ αi + βi −2.
We note that there exists G(0, x, y) because |s(li )| < ∞ for i = 1 or 2 (see [23]). Combining this
with Theorem 2.6, we obtain that αi + βi < −2 for i = 1,2 if and only if one of the conditions
(S1)–(S6) holds.
We next show that [IU] holds. Assume αi + βi < −2 for i = 1, 2. If α2 −1 and β2 < −1,
then l2 is exit and s(l2) − s(x) ∼ xβ2+1 and m(x){s(l2) − s(x)} ∼ M(x) as x → ∞, where
M(x) = xα2+β2+2 if α2 > −1, or = xβ2+1 logx if α2 = −1, for x  R with sufficiently large R.
Since M(x) is decreasing on (R,∞), we find that μ2(x) ∼ M(x) as x → ∞, where μ2(x) is
given in the condition (A3). Therefore
∞∫
R
μ2(x)
m(x)
m0(x) dx < ∞ ⇔
∞∫
R
M(x)
m(x)
m0(x) dx < ∞ ⇔ α2 + β2 < −2.
This shows that the condition (A3) is satisfied. If α2 < −1 and β2 −2, then l2 is entrance and
m(l2) − m(x) ∼ xα2+1 and s(x){m(l2) − m(x)} ∼ S(x) as x → ∞, where S(x) = xα2+β2+2 if
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that ν2(x) ∼ S(x) as x → ∞, and
∞∫
R
ν2(x)
s(x)
s0(x) dx < ∞ ⇔
∞∫
R
S(x)
s(x)
s0(x) dx < ∞ ⇔ α2 + β2 < −2.
Thus the condition (A4) is satisfied. In the same way as above, we see that the condition (A1)
(respectively (A2)) is satisfied if α1  −1 and β1 < −1 (respectively α1 < −1 and β1  −2).
Since li is regular if αi < −1 and βi < −1, by means of Theorem 2.11, [IU] holds. [IU] holds
without the assumption β1 < −1 or β2 < −1. Indeed, the assumption β1 < −1 or β2 < −1 is
satisfied if and only if there exists the 0-Green function. Theorem 2.11 holds true without the
assumption of the existence of the 0-Green function.
Example 6.2. Let l1 = −∞, l2 = ∞, and
m(x) =
x∫
co
m0(y) dy, s(x) =
x∫
co
s0(y) dy, k(x) =
x∫
co
m0(y)k0(y) dy,
where m0(x) > 0, s0(x) > 0, k0(x) > 0 and they belong to L1loc(R). Then G is reduced to G =
1
m0(x)
d
dx
( 1
s0(x)
d
dx
) − k0(x). Assume that there exist positive R and real numbers αi, βi, γi, i =
1,2, such that
m0(x) = |x|α1 , s0(x) = |x|β1 , k0(x) = |x|γ1 , x < −R,
m0(x) = xα2, s0(x) = xβ2, k0(x) = xγ2 , x > R.
Then one of the conditions (S1)–(S6) holds for some α  0 if and only if the following inequali-
ties
αi + βi + 2 < max{γi, 0}, i = 1,2, (6.1)
are satisfied. Further [IU] then holds.
We give a proof of the assertions. First we note that there exists G(0, x, y) because of k = 0.
Let g˜i (x,α), i = 1,2, be the functions satisfying the properties (g1)–(g4) corresponding to G˜
with (m˜, s˜,0), where m˜(x) = ∫ x
co
m0(y)k0(y) dy, s˜(x) = s(x). Therefore (2.7) is replaced by
g˜i (x,α) = g˜i (co,α)+ g˜+i (co, α)
{
s(x)− s(co)
}
+ α
∫
(co,x]
{
s(x)− s(y)}g˜i (y,α)m0(y)k0(y) dy, x ∈ R.
We set h(x) = g˜1(x,1)+ g˜2(x,1). Then h is positive and satisfies Gh = 0, and hence h ∈H∗0.
We divide the proof into four cases. We only give the proof for i = 2 in each case.
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min
{
I ∗h (li), J ∗h (li)
}= I ∗h (li) < ∞ ⇔ αi + βi − γi + 2 < 0.
Further, if αi +βi −γi +2 < 0, then max{I ∗h (li), J ∗h (li)} = ∞, and the condition (A1)∗h or (A3)∗h
holds according to i = 1 or 2.
It is well known that any solution of the equation w′′(z) + z−1w′(z) − (1 + ν2z−2)w(z) = 0,
z ∈ [0,∞), is represented as a linear combination of Iν(z) and Kν(z), where ν is a real number
and Iν(z), Kν(z) are the modified Bessel functions:
Iν(z) =
(
z
2
)ν ∞∑
n=0
(z/2)2n
(ν + n+ 1) ;
Kν(z) = π2
I−ν(z)− Iν(z)
sinνπ
if ν = 0, ±1,±2, . . . ;
Kn(z) = K−n(z) = (−1)
n
2
[
∂I−ν(z)
∂ν
− ∂Iν(z)
∂ν
]
ν=n
if n = 0,1,2, . . . .
Note that g(x) ≡ g˜1(x,1) is increasing and satisfies
g′′(x)− β2x−1g′(x)− xα2+β2+γ2g(x) = 0, x ∈ (R,∞). (6.2)
Therefore we may set g(x) = AxBCIB(C−1xC), x ∈ (R,∞), where A is a positive number,
B = (β2 + 1)/(α2 + β2 + γ2 + 2) ∈ R, and C = (α2 + β2 + γ2 + 2)/2 ∈ (0,∞). Since g˜2(x,1)
is decreasing and Iν(z) ∼ z−1/2ez as z → ∞, we see that
h(x) ∼ g(x) ∼ xBC−C/2 exp{C−1xC} as x → ∞.
Therefore
s∗h(l2)− s∗h(x) =
∞∫
x
h(y)−2s0(y) dy ∼
∞∫
x
yβ2−2BC+C exp
{−2C−1yC}dy
∼ exp{−2C−1xC} as x → ∞.
From this
I ∗h (l2) =
∞∫
co
ds∗h(y)
y∫
co
dm∗h(z) =
∞∫
co
{
s∗h(l2)− s∗h(z)
}
dm∗h(z) < ∞
⇔
∞∫
R
zα2+2BC−C dz =
∞∫
R
z(α2+β2−γ2)/2 dz < ∞
⇔ α2 + β2 − γ2 + 2 < 0.
Further we note that
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x∫
co
h(y)2m0(y) dy ∼
x∫
R
yα2+2BC−C exp
{
2C−1yC
}
dy
∼ x−γ2 exp{2C−1xC} as x → ∞,
and hence J ∗h (l2) = ∞. Thus
min
{
I ∗h (l2), J ∗h (l2)
}= I ∗h (l2) < ∞ ⇔ α2 + β2 − γ2 + 2 < 0.
We assume α2 + β2 − γ2 + 2 < 0. Then max{I ∗h (l2), J ∗h (l2)} = ∞. Since x−γ2 is decreasing
on (R,∞),
μ∗h,2(x) ≡ sup
xy<l2
m∗h(y)
{
s∗h(l2)− s∗h(y)
}∼ x−γ2 as x → ∞.
Therefore
∞∫
R
μ∗h,2(x)
m∗h(x)
dm∗h(x) < ∞
⇔
∞∫
R
xα2+2BC−C dx =
∞∫
R
x(α2+β2−γ2)/2 dx < ∞
⇔ α2 + β2 − γ2 + 2 < 0.
This shows that (A3)∗h holds.
Case 2. Assume αi + βi + γi + 2 = 0. Then
min
{
I ∗h (li), J ∗h (li)
}
< ∞ ⇔ αi + βi + 2 < 0.
Let δi = {βi + 1 +
√
(βi + 1)2 + 4}/2. If αi + 2δi + 1 < 0, then max{I ∗h (li), J ∗h (li)} < ∞. If
αi +βi + 2 < 0 αi + 2δi + 1, then max{I ∗h (li), J ∗h (li)} = ∞ and the condition (A1)∗h or (A3)∗h
holds according to i = 1 or 2.
In this case g(x) ≡ g˜1(x,1) satisfies
g′′(x)− β2x−1g′(x)− x−2g(x) = 0, x ∈ (R,∞),
so that we may set g(x) = Axδ2 , x ∈ (R,∞), where A is a positive number. Since h(x) ∼ g(x) ∼
xδ2 as x → ∞, we obtain the following:
s∗h(l2)− s∗h(x) ∼ xβ2−2δ2+1 as x → ∞;
I ∗h (l2) < ∞ ⇔ α2 + β2 + 2 < 0;
m∗h(x) ∼
x∫
yα2+2δ2 dy as x → ∞;R
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If α2 + 2δ2 + 1 < 0, then J ∗h (l2) < ∞. Assume that αi + βi + 2 < 0  α2 + 2δ2 + 1. Then
J ∗h (l2) = ∞ and m∗h(x) ∼ Mα2+2δ2+1(x) as x → ∞, where Mε(x) = xε if ε > 0, or = logx
if ε = 0. Since Mα2+2δ2+1(x)xβ2−2δ2+1 is decreasing on (R,∞), we find that μ∗h,2(x) ∼
Mα2+2δ2+1(x)xβ2−2δ2+1 as x → ∞, and hence
∞∫
R
μ∗h,2(x)
m∗h(x)
dm∗h(x) < ∞ ⇔ α2 + β2 + 2 < 0.
Thus we obtain the statement of Case 2.
Case 3. Assume βi + 1 0 and αi + βi + γi + 2 < 0. Then
min
{
I ∗h (li), J ∗h (li)
}
< ∞ ⇔ αi + βi + 2 < 0.
If αi + 2βi + 3 < 0, then max{I ∗h (li), J ∗h (li)} < ∞. If αi + βi + 2 < 0  αi + 2βi + 3, then
max{I ∗h (li), J ∗h (li)} = ∞ and the condition (A1)∗h or (A3)∗h holds according to i = 1 or 2.
Note that g(x) ≡ g˜1(x,1) satisfies (6.2) in this case, too. Since α2 +β2 + γ2 + 2 < 0, we may
set g(x) = AxBCKB(C−1x−C), x ∈ (R,∞), where A is a positive number, B = (β2 + 1)/|α2 +
β2 + γ2 + 2| ∈ [0,∞), and C = |α2 + β2 + γ2 + 2|/2 ∈ (0,∞). Noting that limx→∞ x−C = 0
and K0(z) ∼ − log z as z ↓ 0, we see that h(x) ∼ g(x) ∼ Mβ2+1(x) as x → ∞. Therefore we
obtain the following:
s∗h(l2)− s∗h(x) ∼ Mβ2+1(x)−1 as x → ∞;
I ∗h (l2) < ∞ ⇔ α2 + β2 + 2 < 0;
m∗h(x) ∼
x∫
R
yα2Mβ2+1(y)2 dy as x → ∞;
m∗h(l2) < ∞ ⇔ α2 + 2β2 + 3 < 0.
If α2 + 2β2 + 3 < 0, then J ∗h (l2) < ∞. Assume that α2 + β2 + 2 < 0 α2 + 2β2 + 3. Then β2 +
1 > 0, J ∗h (l2) = ∞ and m∗h(x) ∼ Mα2+2β2+3(x) as x → ∞. Further Mα2+2β2+3(x)/Mβ2+1(x) =
Mα2+2β2+3(x)x−(β2+1) is decreasing on (R,∞) because β2 +1 > 0 and α2 +β2 +2 < 0. There-
fore μ∗h,2(x) ∼ Mα2+2β2+3(x)x−(β2+1) as x → ∞, and hence
∞∫
R
μ∗h,2(x)
m∗h(x)
dm∗h(x) < ∞ ⇔ α2 + β2 + 2 < 0.
Thus we obtain the statement of Case 3.
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min
{
I ∗h (li), J ∗h (li)
}
< ∞ ⇔ αi + βi + 2 < 0.
If αi + 1 < 0, then max{I ∗h (li), J ∗h (li)} < ∞. If αi + βi + 2 < 0  αi + 1, then max{I ∗h (li),
J ∗h (li)} = ∞ and the condition (A1)∗h or (A3)∗h holds according to i = 1 or 2.
First we note that s(l2)− s(x) ∼ xβ2+1 as x → ∞ and hence
∞∫
R
s0(y) dy
y∫
R
m0(z)k0(z) dz =
∞∫
R
{
s(l2)− s(z)
}
m0(z)k0(z) dz
= A
∞∫
R
zα2+β2+γ2+1 dz < ∞,
for some positive number A. Therefore g˜1(l2,1) < ∞ by virtue of the results of [10, Section 4.6].
This implies h(l2) ∈ (0,∞), which is different from Cases 1–3. Thus we get the following:
s∗h(l2)− s∗h(x) ∼ xβ2+1 as x → ∞;
I ∗h (l2) < ∞ ⇔ α2 + β2 + 2 < 0;
m∗h(x) ∼
x∫
R
yα2 dy as x → ∞;
m∗h(l2) < ∞ ⇔ α2 + 1 < 0.
If α2 + 1 < 0, then J ∗h (l2) < ∞. Assume that α2 + β2 + 2 < 0  α2 + 1. Then J ∗h (l2) = ∞
and m∗h(x) ∼ Mα2+1(x) as x → ∞. Since Mα2+1(x)xβ2+1 is decreasing on (R,∞), we see that
μ∗h,2(x) ∼ Mα2+1(x)xβ2+1 as x → ∞, and hence
∞∫
R
μ∗h,2(x)
m∗h(x)
dm∗h(x) < ∞ ⇔ α2 + β2 + 2 < 0.
Thus we obtain the statement of Case 4.
Combining above four cases with Theorems 2.8 and 2.12, we obtain that one of the conditions
(S1)–(S6) holds for some α  0 if and only if (6.1) is satisfied, and (6.1) implies [IU].
7. Application
In this section we give applications of Theorems 2.6 and 2.11 to an operator L given by (2.3).
For a < λ0, we denote byHa the set of all positive solutions h of the equation (L+a)h = 0 in I .
For h ∈Ha , we set
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co∫
l1
w(y)h(y)2 dy
co∫
y
[
w(z)h(z)2A(z)
]−1
dz,
Jh(l1) =
co∫
l1
[
w(y)h(y)2A(y)
]−1
dy
co∫
y
w(z)h(z)2 dz,
Ih(l2) =
l2∫
co
w(y)h(y)2 dy
y∫
co
[
w(z)h(z)2A(z)
]−1
dz,
Jh(l2) =
l2∫
co
[
w(y)h(y)2A(y)
]−1
dy
y∫
co
w(z)h(z)2 dz.
For a < λ0, let Ga(x, y) the 0-Green function of L+ a and consider the conditions (S1)–(S6)
for Ga(x, y), where dm(x) must be replaced by w(x)dx.
Proposition 7.1. The following statements (i)–(iv) are equivalent:
(i) One of the conditions (S1)–(S6) holds for Ga(x, y) with some a < λ0.
(ii) All the conditions (S1)–(S6) hold for any a < λ0 and Ga(x, y).
(iii) For some a < λ0, there exists an h ∈Ha satisfying
min
{
Ih(l1), Jh(l1)
}
< ∞, (7.1)
and
min
{
Ih(l2), Jh(l2)
}
< ∞. (7.2)
(iv) (7.1) and (7.2) hold for any a < λ0 and any h ∈Ha .
Proof. Let a < λ0 and h ∈Ha . Let Gh(α,x, y) be the α-Green function corresponding to the
ODGDO Gh with (mh, sh,0), where mh and sh are given by (2.4) and (2.5), respectively. Since
h−1 ◦ (L+ a) ◦ h = Gh, we see that
Gh(α,x, y) = Ga−α(x, y)/h(x)h(y), x, y ∈ I, α  0, (7.3)
and hence
Gh(α,x, y)h(x)h(y) = Ga−α(x, y) = Ga+ε−(α+ε)(x, y)
= Gh˜(α + ε, x, y)˜h(x)˜h(y), x, y ∈ I, (7.4)
for 0  ε < λ0 − a and h˜ ∈ Ha+ε . Now Theorems 2.5 and 2.6 together with (7.4) show the
proposition. 
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by mh(x) and sh(x), respectively, where j = 1,2,3,4. In the same way as Theorem 2.12, we can
show the following proposition.
Proposition 7.2. Assume that for some a < λ0 there exists an h ∈Ha satisfying (7.1) and (7.2).
Further assume that:
(A1)h or (A2)h holds if max
{
Ih(l1), Jh(l1)
}= ∞;
(A3)h or (A4)h holds if max
{
Ih(l2), Jh(l2)
}= ∞.
Then [IU] holds true.
The following example is also derived from Example 5.1 and Proposition 7.2.
Example 7.3. We consider the following conditions.
(L1)h Ih(l1) < ∞ and Jh(l1) < ∞.
(L2)h Ih(l1) < ∞, Jh(l1) = ∞, and |mh(x)|{sh(x) − sh(l1)} is increasing in x ∈ (l1, e1) for
some e1 ∈ (l1, c1].
(L3)h Ih(l1) = ∞, Jh(l1) < ∞, and |sh(x)|{mh(x) − mh(l1)} is increasing in x ∈ (l1, e1) for
some e1 ∈ (l1, c1].
(R1)h Ih(l2) < ∞ and Jh(l2) < ∞.
(R2)h Ih(l2) < ∞, Jh(l2) = ∞, and mh(x){sh(l2)− sh(x)} is decreasing in x ∈ (e2, l2) for some
e2 ∈ [c2, l2).
(R3)h Ih(l2) = ∞, Jh(l2) < ∞, and sh(x){mh(l2) − mh(x)} is decreasing in x ∈ (e2, l2) for
some e2 ∈ [c2, l2).
If for some a < λ0 there exists an h ∈ Ha satisfying one of (L1)h, (L2)h, (L3)h, and one
of (R1)h, (R2)h, (R3)h, then [IU] holds.
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