We calculate the wave-function renormalization in 2-dimensional O(3) sigma model, nonperturbatively. It is evaluated in a box with a finite spatial extent. We determine the anomalous dimension in the finite volume scheme through an analysis of the step scaling function. Results are compared with a perturbative evaluation, and the reasonable behavior is confirmed.
I. INTRODUCTION
In the late '80s and the early '90s, some people have developed methods to extract information at infinite volume from the information on a system in a finite box. One is to calculate the scattering phase shift [1] , and another is to determine the running coupling constant [2] . The latter prescribes a renormalization group (RG) evolution of the renormalized coupling as a response to change of the box size. The workability of this method might give us a foresight of the existence of RG equation which describes the box-size dependence of N-point Green function. It will be useful to describe a spatially extended object in a finite box. An example is the deuteron, and another one is the Efimov system [3] . For the latter, the infinity of the object size is essential, so that we cannot avoid a discussion of the box-size dependence in a study with a lattice simulation.
The end goal of our study is to establish such a RG equation. For this purpose, we use the 2-dimensional O(n) sigma model. Until now, however, the wave-function renormalization has not been discussed in the context where the system has been put in a finite box. For the establishment of the RG equation, one might need information on the scale dependence of wave-function renormalization, which is called anomalous dimension, The present work aims to give a non-perturbative evaluation for the anomalous dimension as a first step for constructing the RG equation.
Before entering the main issue, we summarize the basic properties on the 2-dimensional O(n) sigma model [4] from the standpoint of perturbative studies. In the middle '70s, the renormalizability, and the asymptotic freedom have been established [5, 6] . The asymptotic freedom is important to guarantee the applicability of the perturbative expansion in the high-energy region. Then, the renormalization above 2 dimension has been also discussed [7, 8] . The infrared (IR) divergence is regularized with a magnetic field in these studies. A vanishment of the magnetic field activates the IR divergence, again. However, the renormalization in minimal subtraction (MS) scheme [9] requires only the cancellation of ultraviolet (UV) divergence. If we restrict ourselves to evaluate the renormalization factor, the IR divergence is not a difficulty. On the other hands, if we focus on a physical quantity like a mass gap, the IR divergence is a serious problem.
The IR divergence originates from the low dimensionality of the system. MerminWagner's theorem forbids spontaneous symmetry breaking in 2 dimension [10] . The perturbative expansion with a fixed direction of the magnetization cannot be justified. As the results, the IR divergence remains in the the Green function of the pion mode. It has been conjectured by Elitzur [11] and proved by David [12] that the O(n)-invariant Green function including the sigma mode is IR finite. Then, the O(n)-invariant Green function in a finite box has been discussed, and the value of the mass gap has been evaluated [2, [13] [14] [15] [16] . In these studies, the particular attention is payed for the treatment of the zero mode. There are several methods. One is to add compact extra dimensions [13] . Another is to separate the collective motion of the magnetization [14] . Another is to use a background field [15, 16] . The other is to introduce the IR-cutoff mass by using the lattice regularization [2] . We add that some works are relatively recently performed besides these works [17] [18] [19] [20] .
At present, we have no difficulty to evaluate the mass gap of the 2-dimensional O(n) sigma model in a finite box regardless of perturbatively or non-perturbatively. The mass gap can be used to define the renormalized coupling, and discuss the scale dependence of it [2] . On the other hands, having the O(n)-invariant 2-point Green function, it is also easy to evaluate the amplitude. Then, we can define the wave-function renormalization from the amplitude, and discuss the scale dependence. This is just the theme addressed in the present study.
This article is organized as follows. In Sec. II, we introduce the 2-dimensional O(n) sigma model. Then, we briefly describe a renormalization in the finite volume scheme and the procedure to determine the evolution of parameters of the theory. In Sec. III, the details of Monte Carlo simulation are explained. In Sec. IV, we show the results for the wave-function renormalization in addition to results for the renormalized coupling. We also discuss their scale dependence. In Sec. V, our conclusions are given.
II. MODEL, RENORMALIZATION SCHEME AND SCALE DEPENDENCE A. 2-dimensional O(n) sigma model
The 2-dimensional O(n) sigma model is formally prescribed by the euclidean action
Here φ(x) = ( φ i (x), i = 1, · · · , n ) is the n-component field with the constraint φ(x) · φ(x) = 1 .
The bullet point symbol denotes the scalar product of n-component vectors. The system is put on a finite box with the temporal extent T and the spatial extent L. We assume that T is sufficiently large compared to L. In the present work, we impose the Neumann boundary condition (NBC) for the temporal direction, and the periodic boundary condition (PBC) for the spatial direction,
where ∂Λ τ represents the temporal boundary. The reason why we use the NBC in the temporal direction is to realize the O(n)-invariant state at ∂Λ τ . As the results, states other than the spin-1 state do not contribute the 2-point Green function. The NBC is called also the free boundary condition.
As we have said in Sec. I, the O(n)-invariant Green function should be used to avoid the IR divergence. The O(n)-invariant 2-point Green function is defined by
where the angle blacket refers to the expectation values over the configurations of φ field. We consider the zero-momentum projected Green function,
With the NBC for the temporal direction, it can be written as
For our purpose, the mass gap M and the amplitude A are needed. Energies of the excited states are known to be at least 4π/L. With a finite L, they are large enough to ignore the contributions to G inv (x 0 ; y 0 ).
B. Renormalization scheme
The renormalization of the 2-dimensional O(n) sigma model is done by the replacement
Here g 2 R is the renormalized coupling, and φ R (z) is the renormalized field. We hava a finite arbitrariness for the choice of them. This arbitrariness can be removed by setting values of g 2 R and the wave-function renormalization Z φ R at an energy scale µ. Such conditions are called renormalization conditions. The definition of µ in the MS scheme is given in Sec. A.
In the present study, we consider the renormalization conditions at µ = 1/L as
M and A are the mass gap and amplitude, respectively, which are determined from the measured value of the O(n)-invariant 2-point Green function. The renormalized coupling in Eq. (9) has been first proposed in Ref. [2] , and called the finite volume (FV) coupling. In the following, we refer Eqs. (9) and (10) by renormalization in the FV scheme. As long as there is no confusion, we write the argument of g 2 FV and Z φ FV by L, but not 1/L. The β function and the anomalous dimension describe µ dependence of the renormalized parameters with the fixed bare parameters g 2 and φ(x). They are defined as
respectively. In the FV scheme, they are written as
by using µ = 1/L to Eqs. (11) and (12).
C. Scale dependence
The step scaling function (SSF) describes how parameters of a theory evolves when the scale is changed. We consider two types of SSFs, σ g and σ φ . They are defined through
with a scaling factor s. σ g (s, g 2 FV ) is proposed in Ref. [2] , and σ φ (s, g 2 FV ) is motivated from Ref. [21] . They are related to β FV (g 
respectively. However, the SSFs are directly related with values measured in a Monte Carlo simulation in contrast to β FV (g 
and ones of the SSFs
By substituting Eqs. (19) and (20) to Eqs. (17) and (18), and by comparing the coefficients at the same order of u, we obtain
and
up to the 3-loop order. Note that all the coefficients in σ g i (s) and σ φ i (s) are not independent due to the constraint
Later, we need the perturbative evaluation of σ g,φ (s, u). They are evaluated by Eq. (20) with Eqs. (21) and (22) obtained from
and σ g,φ i (s) = 0 for i ≥ 3 . We refer these SSFs by σ g,φ P (s) . The derivation of Eq. (23) is given in Sec. A.
III. DETAILS OF MONTE CARLO SIMULATION

A. Setup
We set n = 3. The calculation is performed on the (T /a) × (L/a) lattice with T = 5L. Here a is the lattice spacing, and is determined from the bare coupling g 2 . Due to the discretization, the action is changed to
where x moves all the lattice space-time points, andμ is a unit vector in the µ direction. The NBC is imposed for the temporal direction, and the PBC for the spatial direction. In Table I , we list (1/g 2 , L/a) which are used in the present calculation. As we will mention in Sec. IV A, we classify them into five sets ("A", "B", "C", "D" and "E") depending on the value of renormalized coupling. For updating of φ configurations, the heat bath algorithm is used, and even sites and odd sites are alternately updated. After the thermalization by 5000 sweeps, we calculate
on the i-th configuration at every 100 sweeps. We set t src /a = L/a. The total number of samples is 999950 for each parameter set. The expectation value of Eq. (25) is nothing less than the O(n)-invariant 2-point Green function.
B. Autocorrelation
We consider the autocorrelation function of G 
where the angle bracket denotes the expectation value as
The function A(j) represents the correlation between G (i) inv (t)'s separated by the j-time measurements. For a precise analysis, we introduce the integrated autocorrelation time,
2τ int (∞) will indicate the separation where the measurements can be regarded to be independent.
In Fig. 1 , we give 2τ int (j) for some (1/g 2 , L/a)'s. To guarantee a reliable analysis, N ≫ j is required, and we adopt N = 100000. The statistical error is evaluated by the singleeliminated jackknife method. The autocorrelation time becomes large near the continuum limit, so that we show the data for 1/g 2 which gives the smallest lattice spacing from the sets A and E. For each (1/g 2 , L/a) , the situations with (t − t src )/a = 10, 20 and 30 are shown. The data with large (t − t src )/a do not give a significant contribution for the evaluation of the mass gap and amplitude. We consider that the verification at (t − t src )/a = 10 − 30 is sufficient. We confirm, from Fig. 1 , that 2τ int (∞) is at most about 10 with our simulation parameters. For the sake of safety, we evaluate the statistical errors on the mass gap and amplitude by the jackknife method with the bin size of 50 samples in the following analysis.
C. Fit range
For the O(N)-invariant 2-point Green function, we carry out the fit considering the correlation between the different time slices with the variance-covariance matrix. We refer the fit range by [ t min : t max ] . For all the parameter sets, (t max − t src )/a = 3(L/a) − 1 is chosen to avoid the contamination from the temporal boundary. On the other hand, t min should be determined from the behavior of χ 2 /N df . We increase t min from 1, and adopt the value when χ 2 /N df falls to the vicinity of 1. An example for (1/g 2 , L/a) = (2.2403, 32) is shown in Fig. 2 . For this parameter set, (t min − t src )/a = 12 is adopted, and the fitted value is shown by the horizontal dotted lines.
IV. NUMERICAL RESULTS
A. Data of SSF
We obtain the mass gap in the lattice unit Ma and the amplitude A by fitting Eq. (6) to the data of O(n)-invariant 2-point Green function. The renormalized coupling g To take the continuum limit later, we classify the numerical data into five sets ("A", "B", "C", "D" and "E"). The classification is based on the value of g 2 FV in the smallest L for each 1/g 2 . We refer the smallest L by L 0 . In Tables II, III, IV, V and VI, we 
2 , L/a). We also list χ 2 /N df in the fit. We can determine SSFs by using Eqs. (15) and (16) . However, they are the SSFs on a lattice. We need to extrapolate the lattice SSFs to the continuum ones. As the preparation, in each set, we line up g 2 FV (L 0 , L 0 /a) to the specific value. As an example, we consider the set A in Table II . We adopt u ′ 0 ≡ 0.6755 as the specific value. By using SSFs, we can evolve g
0 with some factor s 0 . In this situation, s 0 is nearly equal to 1, so that we can safely use the perturbative expression of the continuum SSFs. By solving u
numerically with Newton's method, we determine s 0 . Then, we evaluate the lattice SSFs by
In the present study, s ≡ L/L 0 is a factor greater than 1 but not more than 2. The statistical errors are roughly estimated from
The symbol ∆ denotes the statistical error. We refer g
where the coefficient E is defined as
In Tables VII, VIII, IX, X and XI, we give Σ g (s, In Fig. 3 , we show the
show a larger fluctuation. One of the reasons is considered as follows. The renormalized coupling g 2 FV is defined by multiplying L/a to the dimensionless mass gap Ma. As the results, the uncertainty of Ma due to the fitrange dependence is amplified in the value of g
, and evaluate the values at (s, a/L 0 ) = (2, 0).
B. Continuum limit
The continuum limit is nothing less than the limit of a/L 0 → 0 . We extract the values of
We use the fitting forms as
The function W k (s, a/L 0 ) is defined by
for i = 1, · · · , i max and j = 0, · · · , j max − 1 . These are motivated from Eqs. (20) , (21) and (22) . Σ 
with
(40)
. The summation is taken over (s, a/L 0 ) used in the measurement. We need an attention for the evaluation of the statistical errors of Σ g,φ (s, u ′ 0 , 0) . When (ln s) takes non-zero value, correlation between the fitting parameters must be considered. The variance-covariance matrix for the parameter Σ
Thus, the statistical errors are evaluated by
Eqs. (17) and (18) suggest that we can evaluate the β function and the anomalous dimension at σ g (s, u
) determined by the fit. We evaluate the expectation values by
The statistical error of
On the other hands, to evaluate the statistical error of
From Tables VII, VIII Table XII , we give the fitting results to Eqs. (35) and (36) 
We also list the β function and the anormalous dimension at σ g (2, u
C. Scale dependence
We discuss the continuum SSFs with s = 2, which are obtained in the analysis of Sec. IV B. In Fig. 4 , we give a comparison between the Monte Carlo simulation and the perturbative evaluation.
is shown in the top panel, and σ φ (2, g 2 FV ) in the bottom panel. It can be observed that the perturbative evaluation approaches the result by Monte Carlo simulation with an increase in the order. Moreover, we fit 
by Eqs. (15) and (16) . Here L min is defined by L min = 2 −5 L max with mL max = 0.5557 (13) . m is the mass gap in the infinite volume. The value of mL max corresponds to g 2 FV (L max ) = 1.2680, and is referred from Ref. [2] . In addition, we set Z 
) denotes the statistical error due to ones of the fitting parameters. For the estimation, we include a contribution from the correlation between the parameters as we have done in Sec. IV B. In Table XIII , the values of m×2 . We can confirm a reasonable behavior of the Monte Carlo data in comparison with the perturbative evaluation.
Finally, we discuss the β function and the anomalous dimension. In principle, we can obtain them by differentiating g In Fig. 6 , the results by the Monte Carlo simulation are shown. The perturbative evaluation is also described for a comparison. We can observe the reasonable behaviors again although the statistical errors are relatively large compared to ones of the SSFs or the renormalized parameters. It is possible to fit β FV (g 2 FV ) and γ FV (g 2 FV ), and determine the coefficients. However, we have only five data points in the present study. It is difficult to determine them with a sufficient statistical precision, so that we do not perform the fit. We leave the precise determination of the coefficients as a future task.
V. CONCLUSION
We have studied the finite box-size effects on the wave-function renormalization of the 2-dimensional O(3) sigma model. We have analyzed the step-scaling functions (SSF), which was proposed in a successful analysis of the renormalized coupling of the same model [2] . The SSF of the wave-function renormalization factor, Z φ FV , is determined with a sufficient precision and its scale dependence is studied. We have compared the results with the perturbative evaluation and found a good agreement between them. The β function and the anomalous dimension are determined and it is found that their behaviors are also consistent with the perturbative evaluation.
Our analysis supports that the RG description of Z φ FV works well, and thus it gives another evidence for the existence of RG equation, which describes the box-size dependence of the N-point Green function. The concrete construction of the RG equation will be addressed in the forthcoming report [22] .
At the end, we give prospective views. The RG equation in few-body quantum systems will be a useful tool for the analysis of spatially extended objects, such as (loosely) bound two or a few-body systems and of the Efimov-like critical behaviors of the system as we have mentioned in Sec. I. The analyses of the finite box-size effects should also have realistic physical meaning, not being an artifact or an systematic error. A well-known example is the finite temperature system, where the finiteness in the imaginary time direction plays a key role. There the RG equation for the box-size parameter must be a new powerful tool for studying the temperature dependences.
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Appendix A: Perturbative evaluation
Preparation
To clarify the notation, we give a brief description of the action, Feynman rules, Green functions and boundary condition.
We use the dimensional regularization, so that Eq. (1) must be extended to d-dimensional action,
Here the system is put on
As we have said in Sec. I, a paticular attention must be paid for the treatment of zero mode. The zero mode occurs from the degree of freedom where the φ field is rotated by a same matrix over all points of the time and space. To separate it, we use an O(n) rotation matrix Ω which is independent of the space-time points, and parametrize the φ field as
In the following, we use the bullet point symbol also for the scalar product of (n − 1)-component vectors. As long as there is no confusion, we use the abbreviation such as π 2 = π · π . According to Ref. [14, 23] , we consider the identity,
Substituting Eq. (A3) to Eq. (A4), we obtain
where S n−1 is the surface area of (n − 1)-dimensional unit sphere. Note that the identity (A5) is satisfied even in the interior of path integration with respect to the π field. By applying Eq. (A5) to the partition function, we have
The factor of delta functions excludes the zero mode of π field. As the compensation, we must include an extra interaction term,
Due to Eq. (A3), π must satisfy the condition, |π| ≤ 1/g. However, starting from the final expression of Eq. (A6), we are no longer constrained by the condition. It can be also understood from the free-field part of Eq. (A6) that |π| ≤ 1 gives a main contribution to the path integration, and |π| ∼ 1/g does an exponentially small contribution. Thus, the range of integration can be safely extended to |π| < ∞. See Ref. [24] for more details.
We have δ d (0) = 0 with the dimensional regularization 1 . Thus, we need not consider the interaction due to the integral measure,
, in the following discussion.
Note that if we use the lattice regularization, the IR cutoff mass g/a is introduced due to δ 2 (0) = 1/a 2 and enables to isolate the momentum zero mode in a finite volume. The action for the π field can be written as
In Fig. 7 , we summalize the Feynman rules which we can interpret from this action. The details of the π propagator, G(x, y), are discussed a bit later. We define the expectation value of an operator O as
In the following, the coefficient of (g 2 ) i is referred by O i with a non-negative integer i. From Eq. (A8), the free π propagator,
To determine G(x; y), the boundary condition must be set. We adopt the NBC for the temporal direction, and the PBC for the spatial direction,
with an arbitrary non-zero parameter α . After changing the order of integration and doing the k-integration, we have δ 
One can confirm the appearance of the constant term from the calculation of
Then, G(x; y) can be written as
mn and φ mn (x) are are the eigenvalue and eigenfunction of
with the boundary condition
The normalization of ϕ mn (x) is taken such that the orthnormal condition
is satisfied. It is useful to separate G(x; y) as
where G Z (x 0 ; y 0 ) is a contribution from the momentum zero mode ( m = 0, n = 0 )
and G N (x; y) is one from the momentum non-zero mode ( n = 0 )
After some calculations, we obtain
with the non-zero mode propagator in the infinite temporal extent,
Eq. (A22) can be interpreted that R(z) is padded in the temporal extent T in such a way as to satisfy the NBC. In addition, if we use the zero mode propagator in the infinite temporal extent,
instead of R(z) in Eq. (A22), we can reproduce Eq. (A21).
The O(n)-invariant 2-point Green function defined by Eq. (4) can be written as
The final expression of Eq. (A25) is evaluated in Sec. A 2 and A 3, perturbatively.
Evaluation at O(g 2 )
It is instructive to follow the derivation of the O(g 2 ) contribution to O(n)-invariant 2-point Green function. The contribution is given by the second term in Eq. (A25). Corresponding to π(x) · π(y) 0 , π 2 (x) 0 and π 2 (y) 0 , we refer these contributions by "a", "b" and "c", respectively. The diagramatic description is given in Fig. 8 . We project the total momentum in the external line to zero. Each contribution can be calculated from
except for the coefficient in Eq. (A25), the coefficient in the brace of Eq. (A8), the multiplicity of the spin component and the statistical factor. Here we adopt x 0 = −τ and y 0 = +τ .
We need not consider to the momentum non-zero mode for P a (τ ),
On the other hands, the momentum non-zero mode is needed for P b (τ ) and P c (τ ). Dropping the terms which are exponentially small in T → ∞, we have
In the derivation of Eqs. (A28) and (A29), the condition −T /2 < τ < T /2 is used. The factors multiplying to each P (τ ) are given by
Thus, the total contribution at O(g 2 ) can be written as
Note that the terms proportional to T cancel. This fact means that the divergence at T → ∞ (IR divergence) vanishes by treating the O(n)-invariant Green function. It should be also noted that the terms proportional to τ 2 cancel. The appearance of the τ 2 terms in P b (τ ) and P c (τ ) is due to the use of NBC. Such a cancellation does not occur if we use the periodic boundary condition for the temporal direction.
Evaluation at O(g 4 )
The O(g 4 ) contribution to O(n)-invariant 2-point Green function is given by the third term in Eq. (A25). Corresponding to π(x) · π(y) 1 
0 and π 4 (y) 0 , we refer these contributions by "a", "b", "c", "d", "e" and "f", respectively. Moreover, we subdivide each contribution into some groups based on the type of interaction, or the pattern for contraction. The diagramatic description is given in Fig.  9 . We project the total momentum in the external line to zero, again, and introduce the abridged notation,
Then, each contribution can be calculated from
except for the coefficient in Eq. (A25), the coefficient in the brace of Eq. (A8), the multiplicity of the spin component and the statistical factor. Here the superscript in partial differential symbol means
The explicit forms of each P (τ ) in Eq. (A33) and the factor to be multiplied F are summarized in Table XIV. Note that R(x 0 + y 0 ± T, x − y) in Eq. (A20) cannot be ignored for the derivation of some of P (τ ) at this order. In addition, it should be also noted that
vanishes due to δ(0) = 0 with the dimensional regularization.
The total contribution at O(g 4 ) can be written as
Evaluation of R(0)
We evaluate R(0) which appears in Eqs. (A31) and (A35). Discussion in this subsection is based on Ref. [20] . From Eq. (A23), we have
We change the variable from λ to u ≡ 4πλ/L 2 . Then, we have
where arbitrary scale µ with a mass dimension is introduced to make R(z) dimensionless. µ is called renormalization scale.
We consider the case of z = 0 . We define the function
Using the relation S(u) = u −1/2 S(u −1 ), we obtain
Moreover, we introduce the notation
where [ f (u) ] 0 and [ f (u) ] ∞ denote the leading asymptotic parts of f (u) at u → 0 and u → ∞, respectively. Then, Eq. (A39) can be rewritten as
We expand S(u) d−1 with respect to (d − 2), and obtain
As we will see later, X 0 and X 1 do not appear in the final expression of the β function and anomalous dimension up to the O(g 6 ) order of the renormalization factor. Thus, we do not give the numerical values of X 0 and X 1 . We add that X 0 can be written in an analytical form
Finally, expanding (µL) −(d−2) with respect to (d − 2), we obtain
where we use the following functions,
Renormalization in MS scheme
In Eq. (A25) with Eqs. (A31) and (A35), the O(n)-invariant 2-point Green function was given as a series of the bare coupling g 2 . It might be preferable to rewrite in terms of the renormalized coupling. As the UV property is not affected by properties of the box such as the size or the boundary condition, it is possible to use the MS scheme for the renormalization. The O(g 6 ) renormalization factor on the O(n) sigma model has been already given in Ref. [25] . The renormalization is done by the replacement
µ, which was introduced in Sec. A 4, is also used to make g 2 MS dimensionless. Note that the MS scheme focuses on only the elimination of UV divergence and thus the coefficients in Eqs. (A50) and (A51) contain only the pole terms.
Using Eqs. (A48) and (A50), the zero-momentum projected O(n)-invariant Green function G inv (x 0 ; y 0 ) | x 0 =−τ, y 0 =+τ can be rewritten as
2 ) terms in the coefficient of g For the later discussion, we summalize the β function and the anomalous dimension. In general, the perturbative expression in R scheme can be written as
with the dimensional regularization. For the MS scheme, each coefficient are given by
up to the O(g 6 MS ) order of the renormalization factor. β MS,2 and γ MS,2 have been first derived in Ref. [25] . The derivation is straightforward from Eqs. (A48), (A50) and (A51).
Renormalization in FV scheme
The zero-momentum projected O(n)-invariant Green function can be re-expressed with the mass gap M and the amplitude A as
Using the expansion
the right hand side of Eq. (A57) can be expand as
Comparing Eqs. (A52) and (A59), we obtain
2 ) terms in M 1 and A 1 , and O(d − 2) terms in M 2 and A 2 . Until now, the perturbative evaluation of the mass gap in a finite box has been given at the O(g 4 MS ) order [13, 16] , the O(g 6 MS ) order [2, 15, 19] , and the O(g
Our evaluation in Eq. (A60) is consistent with C 1 in Eq. (A63) at d = 2. The mass gap M does not depend on arbitrarily introduced µ . This fact means that the µ-dependence in C i cancels with one in g 2 MS , and M leaves only the L-dependence. The situation is same for the amplitude A.
We introduce the FV scheme. The µ-and L-dependences in each coefficient C i appear only through the form of µL even in a higher order. Thus, if we set the renormalization scale by µ = 1/L , the coefficient c i ≡ C i | µ=1/L is a constant independent of µ and L . Then, we can consider the new renormalized coupling
Moreover, with the another constant coefficient a i ≡ A i | µ=1/L , we can introduce the new wave-function renormalization
These are nothing less than the renormalization in the FV scheme, which has been discussed in Sec. II B.
β function and anomalous dimension in FV scheme
We discuss the β function and the anomalous dimension in the FV scheme. The β function in the FV scheme is conberted from one in the MS scheme by
Substituting Eqs. (A53) and (A64) to Eq. (A66), at d = 2, we obtain
up to the O(g 6 MS ) of the renormalization factor. Then, we have
with Eqs. (A55) and (A63). We add Eq. (A68) has been first given in Ref. [2] . The anomalous dimension in the FV scheme is converted from one in the MS scheme by
The difference of the renormalization scheme affects only the finite part. Thus, in the expansion of
each coefficient η i has no pole terms at d = 2. In fact, the coefficients are 
with Eqs. (A55), (A56), (A63) and (A71). (13) and (14) from mL = 0.017366 with the perturbative β FV (g 2 FV ) and γ FV (g 2 FV ) . The 1-loop evaluation is described by the blue dotted curve, the 2-loop one by the green dashed curve, and the 3-loop one by the red solid curve. 
FIG. 6:
The former is shown in the top panel, and the latter in the bottom panel. The perturbative evaluation is also plotted for a comparison. The 1-loop evaluation is described by the blue dotted curve, the 2-loop one by the green dashed curve, and the 3-loop one by the red solid curve. Tables   TABLE I: A list of (1/g 2 , L/a) which are used in the present calculation. (36) with (i max , j max ) = (2, 2) . We show σ g (2, u ′ 0 ) = Σ g (2, u ′ 0 , 0) and σ φ (2, u ′ 0 ) = Σ φ (2, u ′ 0 , 0) for each u ′ 0 . We also list the β function and the anormalous dimension at σ g (2, u ′ 0 ) = Σ g (2, u ′ 0 , 0) . 
