Let either X = R×T or X = Σ a ×T, where R is the additive group of real number, T is the cycle group and Σ a is an a-adic solenoid. Let α ij , where i, j = 1, 2, 3, be topological automorphisms of the group X. We prove the following analogue of the well-known Skitovich-Darmois theorem for the group X. Let ξ j , where j = 1, 2, 3, be independent random variables with values in the group X and distributions µ j such that their characteristic functions do not vanish. If the linear statistics L 1 = α 11 ξ 1 + α 12 ξ 2 + α 13 ξ 3 , L 2 = α 21 ξ 1 + α 22 ξ 2 + α 23 ξ 3 , and L 3 = α 31 ξ 1 +α 32 ξ 2 +α 33 ξ 3 are independent, then all µ j are Gaussian distributions.
1. Introduction. V.P. Skitovich and G. Darmois proved the following characterization theorem for a Gaussian distribution on the real line.
Theorem A ( [24] , [2] , see also [19, Ch. 3] ). Let ξ j , where j = 1, 2, . . . , n, and n ≥ 2, be independent random variables. Let α j , β j be nonzero constants. If the linear statistics L 1 = α 1 ξ 1 + · · · + α n ξ n and L 2 = β 1 ξ 1 + · · · + β n ξ n are independent, then all random variables ξ j are Gaussian.
A number of works have been devoted to group analogues of the Skitovich-Darmois theorem (see e.g. [6] , [7] , [9] [10] [11] [12] , [14] [15] [16] [17] , [20] , [21] , and also [13] , where one can find additional references). In particular, the following theorem was proved in [12] .
Theorem B. Let X be a second countable locally compact Abelian group. Assume that the group X contains no subgroup topologically isomorphic to the circle group. Let ξ j , where j = 1, 2, . . . , n, and n ≥ 2, be independent random variables with values in X and with nonvanishing characteristic functions. Let α j , β j be topological automorphisms of the group X. If the linear statistics L 1 = α 1 ξ 1 + · · · + α n ξ n and L 2 = β 1 ξ 1 + · · · + β n ξ n are independent, then all random variables ξ j are Gaussian.
Denote by T = {z ∈ C : |z| = 1} the circle group (the one-dimensional torus). As have been noted in [5] , Theorem B fails for the group T even for two linear statistics L 1 = ξ 1 + ξ 2 and L 2 = ξ 1 − ξ 2 . It follows from this that if a group X contains a subgroup topologically isomorphic to T, then the class of distributions which are characterized by the independence of linear statistics L 1 = α 1 ξ 1 + α 2 ξ 2 and L 2 = β 1 ξ 1 + β 2 ξ 2 generally speaking contains not only Gaussian distributions. To put it in another way, if a group X contains a subgroup topologically isomorphic to T, the Skitovich-Darmois theorem fails if we consider two linear statistics of two independent random variables.
The aim of the article is the proof of the following somewhat unexpected result. We prove that for some locally compact Abelian groups containing a subgroup topologically isomorphic to T, the Skitovich-Darmois theorem holds again if we consider three linear statistics of three independent random variables.
Consider the following general problem. Problem 1. Let X be a second countable locally compact Abelian group, ξ j , where j = 1, 2, . . . , n, and n ≥ 2, be independent random variables with values in X and distributions µ j such that their characteristic functions do not vanish. Let α ij , where i, j = 1, 2, . . . , n, be topological automorphisms of X. Assume that the linear statistics L i = α i1 ξ 1 + · · · + α in ξ n , where i = 1, 2, . . . , n, are independent. Describe distributions µ j .
It follows from Theorem B that under conditions of Problem 1 if a group X contains no subgroup topologically isomorphic to T, then µ j are Gaussian. Therefore we should study only the case when X contains a subgroup topologically isomorphic to T.
As has been proved in [12] the solution of Problem 1 can be reduced to its solution for a connected locally compact Abelian group, one of its characteristic is its dimension.
If the dimension of X is equal to 1 and X contains a subgroup topologically isomorphic to T, then X ∼ = T. As has bee proved in [1] , under the conditions of Problem 1 the distributions µ j are either Gaussian or convolutions of Gaussian distributions and signed measures supported in the subgroup generated by the element of order 2.
Suppose now that the dimension of X is equal to 2 and the group X contains a subgroup topologically isomorphic to T. Then the group X is topologically isomorphic to one of the groups: R × T, where R is the group of real numbers, Σ a × T, where Σ a is an a-adic solenoid, and T 2 . For n = 2 Problem 1 for the groups R × T and Σ a × T was solved in [17] . As in the case when X = T, the distributions µ j are also either Gaussian or convolutions of Gaussian distributions and signed measures supported in the subgroup generated by the element of order 2 in the subgroup T. In the case when n = 2 and X = T 2 Problem 1 was not solved completely, but it is known the complete description of topological automorphisms α j , β j of the group T 2 such that the independence of the linear statistics [20] .
To the best of our knowledge Problem 1 for n > 2 has not been studied yet. Moreover, in all articles devoted to the Skitovich-Darmois theorem on groups two linear statistics of n ≥ 2 independent random variables were considered. But in studying characterization problems on groups, in contrast to the classical case, generally speaking, the consideration of two linear statistics of n > 2 independent random variables does not make it possible to characterize the Gaussian distributions and their analogues (see e.g. [13, §14] ). As follows from Theorems 1 and 2 proved in the article, the situation is changed if we consider n linear statistics of n independent random variables.
In this article we solve Problem 1 completely in the case when n = 3 for the group R × T, and then, based on this result, for the group Σ a × T too. The answer is somewhat unexpected: the distributions µ j must be Gaussian. To put it in another way, if we consider three linear statistics of three independent random variables the Skitovich-Darmois theorem holds again for these groups. We underline that as has been noted above if we consider two linear statistics of two independent random variables, then for each of the listed groups the distributions µ j are either Gaussian or convolutions of Gaussian distributions and signed measures, i.e. the Skitovich-Darmois theorem fails. Moreover, we see that for these groups the class of distributions which are characterized by the independence of n linear statistics of n independent random variables depends on n.
2. Notation and definitions. The main theorem. Let X be a second countable locally compact Abelian group, Y be its character group. Let (x, y) be the value of the character y ∈ Y at the point x ∈ X. Denote by Aut(X) the group of topological automorphisms of X. If H is a closed subgroup of Y , denote by A(X, H) = {x ∈ X : (x, y) = 1 for all y ∈ H} its annihilator. If X 1 and X 2 are locally compact Abelian groups, then for any continuous homomorphism α :
Denote by Z(2) the subgroup of T consisting of elements ±1, and denote by Z the group of integers. Denote by I the identity automorphism of a group. Put Y (2) = {2y : y ∈ Y }. Let f (y) be a function on the group Y , and h be an arbitrary element of Y . Denote by ∆ h the finite difference operator
A function f (y) on Y is called a polynomial if
h f (y) = 0 for some n and for all y, h ∈ Y . The minimal n for which this equality holds is called the degree of the polynomial f (y). If A and B are subsets of X, we put A + B = {x ∈ X : x = a + b, a ∈ A, y ∈ B}.
Denote by M 1 (X) the convolution semigroup of probability distributions on X. For µ ∈ M 1 (X) we denote by
its characteristic function, and define the distributionμ ∈ M 1 (X) by the formulaμ(B) = µ(−B) for all Borel sets B in X. Note that μ(y) = µ(y). Denote by σ(µ) the support of µ ∈ M 1 (X). If H is a closed subgroup of Y and µ(y) = 1 for y ∈ H, then σ(µ) ⊂ A(X, H). We say that a distribution µ ∈ M 1 (X) is concentrated on a Borel set A ⊂ X, if µ(B) = 0 for any Borel set B in X such that B ∩ A = ∅. Denote by E x the degenerate distribution concentrated at a point x ∈ X.
A distribution γ ∈ M 1 (X) is called Gaussian [23] , see also [22, Ch. IV] , if its characteristic function is represented in the form
where x ∈ X, and ϕ(y) is a continuous nonnegative function on Y satisfying the equation
Denote by Γ(X) the set of Gaussian distributions on X. It should be noted that according to this definition degenerate distributions are Gaussian. Let X = T. Then Y ∼ = Z. In order not to complicate notation we will assume that Y = Z. Let X = R × T. Denote by x = (t, z), where t ∈ R, and z ∈ T, elements of the group X. If X = R × T, then Y ∼ = R × Z. In order to avoid introducing new notation we assume that Y = R × Z, and denote by y = (s, n), where s ∈ R, and n ∈ Z, elements of Y . It is easy to verify that every automorphism ε ∈ Aut(R × Z) is defined by a matrix a c 0 p , where a, c ∈ R, a = 0, p = ±1, and ε operates on
Then the adjoint automorphism δ = ε ∈ Aut(X) is of the form
We identify δ and ε with the corresponding matrix a c 0 p .
The main result of the article is the following theorem. Theorem 1. Let X = R × T, and α ij ∈ Aut(X), where i, j = 1, 2, 3. Let ξ j , where j = 1, 2, 3, be independent random variables with values in X and distributions µ j such that their characteristic functions do not vanish. Assume that the linear statistics
, and L 3 = α 31 ξ 1 + α 32 ξ 2 + α 33 ξ 3 are independent. Then all µ j are either degenerate distributions or Gaussian distributions such that their supports are cosets of a subgroup of X topologically isomorphic to R.
The proof of Theorem 1 is long enough and it is based on the series of lemmas. So, we will explain in some words the idea of the proof. First we prove that under the conditions of Theorem 1 on an arbitrary locally compact Abelian group X the convolution
is a Gaussian distribution. If a group X contains no subgroup topologically isomorphic to T, then on the group X the Cramér theorem about decomposition of a Gaussian distribution holds [4] , and it implies that the distributions µ j are Gaussian. But on the group X = R× T a Gaussian distribution may have non-Gaussian factors. Thus, generally speaking, if ν ∈ M 1 (R × T), and ν is a Gaussian distribution, it does not imply that factors of ν are also Gaussian. We prove that under the conditions of Theorem 1 the Gaussian distribution ν is not arbitrary, but ν is concentrated on a subgroup topologically isomorphic to R. It follows from this by the classical Cramér theorem about decomposition of a Gaussian distribution that the distributions µ j are also Gaussian.
3. Proof of lemmas. To prove Theorem 1 we need some lemmas. Lemma 1. Let X be a second countable locally compact Abelian group, and α i , β i ∈ Aut(X), where i = 1, 2. Let ξ j , where j = 1, 2, 3, be independent random variables with values in X and distributions µ j . The linear statistics
, and L 3 = β 1 ξ 1 + β 2 ξ 2 + ξ 3 are independent if and only if the characteristic functions µ j (y) satisfy the equation
Proof. Note that if ξ is a random variable with values in the group X and distribution µ, then µ(y) = E[(ξ, y)]. Obviously, the linear statistics L 1 , L 2 and L 3 are independent if and only if the equality
holds for all u, v, w ∈ Y . Taking into account that the random variables ξ j are independent, we transform the left-hand side of equality () as follows
We transform similarly the right-hand side of equality ()
Lemma 2. Let ξ j , where j = 1, 2, 3, be independent random variables with values in the group R and distributions µ j . Let a i , b i , where i = 1, 2, be nonzero constants. Assume that the linear statistics
Then all µ j are either degenerate distributions or nondegenerate Gaussian distributions, and the following statements hold:
2) possible combinations of signs of a i , b i are described in the table:
Proof. By Lemma 1 the characteristic functions µ j (y) satisfy equation (), which takes the form
By the Skitovich-Darmois theorem the independence of the linear statistics L 1 and L 2 implies that all µ j are Gaussian distributions, i.e. the characteristic functions µ j (s) are represented in the form
where σ j ≥ 0, and τ j ∈ R. Substituting (5) in () we get that the following equalities hold:
It follows easily from (6)- (8) that either all µ j are degenerate distributions or all µ j are nondegenerate distributions. Assume that µ j are nondegenerate distributions. Then in (6)- (8) all σ j > 0. Prove statements 1)-5).
1) Since in (6)- (8) all σ j = 0, we have
2) Since all σ j > 0, statement 2) follows directly from (6)- (8).
3) Suppose that a 1 = a 2 . Then it follows from 2) that a i < 0, and (7) and (8) imply that (1 − a 1 )σ 3 = 0. Since a 1 < 0, it follows from this that σ 3 = 0. Then we get from (6) that σ 1 = σ 2 = 0. The obtained contradiction proves 3) in the case when a 1 = a 2 . In the case when
Taking into account (9), we rewrite (7) in the form
It follows from this and from (6) that
Taking into account 2), (9) implies that either a 1 > 0, a 2 < 0, b 1 < 0, and b 2 > 0 or a 1 < 0, a 2 > 0, b 1 > 0, and b 2 < 0. Since in the both cases a 1 b 1 < 0, it follows from (10) that σ 3 = 0. Then taking into account that a i b i < 0, we get from (8) that σ 1 = σ 2 = 0. The obtained contradiction proves 4).
5) Assume that
Taking into account (11), we rewrite the left hand-side of equality 1) in the following way:
Since, according to 4), a 2 b 1 − a 1 b 2 = 0, we have either a 2 = 1 or b 1 = 1. It follows from 2) that in these cases a 1 < 0, and b 2 < 0, hence this contradicts to (11) .
. Let X be a topological Abelian group, and G be a Borel subgroup of X, µ ∈ M 1 (G), and µ = µ 1 * µ 2 . Then the distributions µ j may be replaced by their shifts µ ′ j such that
). Let X = T, and ξ 1 and ξ 2 be independent random variables with values in the group X = T and distributions µ j such that their characteristic functions do not vanish. Assume that the sum ξ 1 + ξ 2 and the difference ξ 1 + ξ 2 are independent. Then µ j = E x j * γ * π j , where x j ∈ T, γ ∈ Γ(T), π j are signed measures on Z(2) such that π 1 * π 2 = E 1 . To put it in another way, the characteristic functions µ j (n) are represented in the form
where
Lemma 5. Let X = T, and ξ j , where j = 1, 2, 3, be independent random variables with values in X and distributions µ j such that their characteristic functions do not vanish. Let α ij ∈ Aut(X),
Proof. It is obvious that Aut(X) = {I, −I}. We note that, if for some two linear statistics, say for L 1 and L 2 , we have L 1 = ±L 2 , then all µ j are degenerate distributions. So, we can assume that L i = ±L j , where i, j = 1, 2, 3, and i = j. This easily implies that we can suppose without loss of generality that
Then η 1 and η 2 are independent random variables. The independence of L 1 and L 2 implies that the sum η 1 + η 2 and the difference η 1 − η 2 are also independent. Applying Lemma 4 to the random variables η 1 and η 2 we obtain that there exists σ 2 ≥ 0 such that
Reasoning as above we get that the independence of the linear statistics L 1 and L 3 , and the linear statistics −L 2 and L 3 imply that there exist σ 1 ≥ 0 and σ 3 ≥ 0 such that
It follows from (13)- (15) that
Since µ j (n) are the characteristic functions of some distributions, (16) implies that in () κ = 0. Hence, µ j are degenerate distributions.
Let X be a locally compact Abelian group, α i , β i ∈ Aut(X), where i = 1, 2. We introduce the notation
and retain them in the course of the article.
Lemma 6. Let X be a second countable locally compact Abelian group, and α i , β i ∈ Aut(X), where i = 1, 2. Let ξ j , where j = 1, 2, 3, be independent random variables with values in X and distributions µ j such that their characteristic functions do not vanish. Assume that the linear statistics
, and the functions ψ j (y) = − log ν j (y) satisfy the equations:
Proof. By Lemma 1 the characteristic functions µ j (y) satisfy equation (). Note that ν j (y) = | µ j (y)| 2 > 0, y ∈ Y , and the characteristic functions ν j (y) also satisfy equation (). It follows from equation () that
We use the finite difference method to solve equation (). Let k 1 and m 1 be arbitrary elements of the group Y . Set h 1 = −k 1 − m 1 , then h 1 + k 1 + m 1 = 0. Substitute u + h 1 for u, v + k 1 for v, and w + m 1 for w in equation (). Subtracting equation () from the resulting equation we obtain
where l 
where (22) . Subtracting equation (22) from the resulting equation we get
Let h 4 be an arbitrary element of the group Y . Substitute u + h 4 for u in equation (23) . Subtracting equation (23) from the resulting equation we obtain
Putting in (24)
Thus, A(y) is a polynomial of degree ≤ 3. Then there exist symmetric k-additive functions g k (y 1 , y 2 , . . . , y k ), where k = 1, 2, 3, such that
. . , y), and g 0 = const [3] . It is obvious that g * k (−y) = (−1) k g * k (y). Since A(−y) = A(y) and A(0) = 0, we have A(y) = g * 2 (y). It is not difficult to verify that the function g * 2 (y) satisfies equation (1) . Hence, ν ∈ Γ(X).
Since A(y) = g * 2 (y) = g 2 (y, y), it is easily seen that the function A(y) satisfies the equation
Reasoning as above we get that the functions B(v) and C(w) also satisfy equation (26). Let h be an arbitrary element of the group Y . Substitute u + h for u in equation (22) . Subtracting equation (22) from the resulting equation and taking into account (26) we find
Putting here v = w = 0 and considering expressions for l 11 and l 21 , we obtain that the function ψ 1 (y) satisfies equation (17) . Reasoning as above we make sure that the functions ψ 2 (y) and ψ 3 (y) satisfy equations (18) and (19) respectively.
automorphisms of the group X. Let ξ j , where j = 1, 2, 3, be independent random variables with values in X and distributions µ j . Assume that the linear statistics
and L 3 = β 1 ξ 1 + β 2 ξ 2 + ξ 3 are independent. Then either all µ j are degenerate distributions or all µ j are nondegenerate distributions, and there are the following possibilities for the subgroups L, M , and N :
Proof. By Lemma 1 the characteristic functions µ j (y) satisfy equation (). Putting in ()
Set ν j = µ j * μ j . Then ν j (y) = | µ j (y)| 2 > 0, y ∈ Y . Obviously, the functions ν j (y) also satisfy equation (). Hence, they satisfy equation (). It follows from () and Lemma 2 for the group R that if at least one of the functions ν j (s, 0) is the characteristic function of a nondegenerate distribution, then all ν j (s, 0) are the characteristic function of nondegenerate Gaussian distributions. To put it in another way, either ν j (s, 0) = 1, s ∈ R or ν j (s, 0) = e −σ j s 2 , s ∈ R, where σ j > 0, and j = 1, 2, 3.
Assume that ν j (s, 0) = 1, s ∈ R, where j = 1, 2, 3. This implies the inclusions σ(ν j ) ⊂ A(X, R) = T, where j = 1, 2, 3. Hence, by Lemma 3 the distributions µ j may be replaced by their shifts µ ′ j such that σ(µ ′ j ) ⊂ T, where j = 1, 2, 3. Since the subgroup T is invariant with respect to any topological automorphism of the group X, by Lemma 5 all µ j are degenerate distributions.
Suppose now that ν j (s, 0) = e −σ j s 2 , where s ∈ R, σ j > 0, and j = 1, 2, 3. Then statement 2) of Lemma 2 implies that the following conditions hold:
Note that it follows from (i) that there are only two possibilities for L: either L = R or L = Y (2) . Reasoning as above we get from (ii) that there are only two possibilities for M : either M = R or M = Y (2) . Obviously, each of these possibilities can be realized.
Let L = R и M = R. Then p i = q i = 1, where i = 1, 2. Hence, p 2 − p 1 = 0, and q 2 − q 1 = 0. Taking into account statement 3) of Lemma 2, this implies that for N there exists the only possibility N = R.
Let L = R and M = Y (2) . Then p 1 = q 1 = 1 and either p 2 = −1 or q 2 = −1. Hence, either p 2 − p 1 = −2 or q 2 − q 1 = −2. Taking into account statement 3) of Lemma 2, this implies that for N there exists the only possibility N = Y (2) .
Let L = Y (2) and M = R. Then either p 1 = −1 or q 1 = −1, and p 2 = q 2 = 1. Hence, either p 2 − p 1 = 2 or q 2 − q 1 = 2. Taking into account statement 3) of Lemma 2, this implies that for N there exists also the only possibility N = Y (2) .
Let L = Y (2) and M = Y (2) . Then either p 1 = −1 or q 1 = −1, and either p 2 = −1 or q 2 = −1. If p 1 = p 2 and q 1 = q 2 , then by statement 3) of Lemma 2, N = R. If either p 1 = p 2 or q 1 = q 2 , then by statement 3) of Lemma 2, N = Y (2) .
Lemma 8. Let Y = R × Z, and a continuous function f (y), y = (s, n) ∈ Y, satisfies the equation
Assume also that f (−y) = f (y), y ∈ Y . Then
where κ(−n) = −κ(n) and λ(−n) = λ(n), n ∈ Z. Proof. Put f n (s) = f (s, n), where s ∈ R, n ∈ Z. Putting in (29) y = (s, n), k = h = (t, 0), we get that the function f n (s) for any fixed n satisfies the equation ∆ It follows from (31) that the function f n (s) is of the form
Substitute representation (32) for the function f n (s) into (29), supposing that h = (0, m), k = (t, 0).
This implies that ∆ m σ(n) = 0, i.e. σ(n) = σ = const.
Since f (−y) = f (y), y ∈ Y , it is obvious that κ(−n) = −κ(n) and λ(−n) = λ(n), n ∈ Z. It should be noted that any function f (s, n) of the form (30) satisfies equation (29). 4. Proof of Theorem 1. Let X be an arbitrary second countable locally compact Abelian group. First we note that if µ is the distribution of a random variable ξ with values in the group X and α ∈ Aut(X), then the characteristic function of a random variable αξ is µ( αy). This implies that µ ∈ Γ(X) if and only if α(µ) ∈ Γ(X). Thus, putting ζ j = α 1j ξ j , where j = 1, 2, 3, we reduce the proof of Theorem 1 to the case when the L 1 , L 2 , and L 3 have the form
, and L 3 = δ 31 ξ 1 + δ 32 ξ 2 + δ 33 ξ 3 , where δ ij ∈ Aut(X). We also note that if α, β ∈ Aut(X), then the linear statistics L 1 , L 2 , and L 3 are independent if and only if the linear statistics L 1 , αL 2 , and βL 3 are independent. Thus, in proving Theorem 1 we may assume
, and i = 1, 2, are topological automorphisms of the group X = R × T.
Put ν j = µ j * μ j . Taking into consideration Lemma 7, we can prove the theorem assuming that all µ j are nondegenerate distributions. Moreover, it follows from the proof of Lemma 7, we have in this case ν j (s, 0) = e −σ j s 2 , s ∈ R, where σ j > 0, and j = 1, 2, 3. We note that then σ j satisfy equations (6)-(8) and statements 1)-5) of Lemma 2 hold.
By Lemma 1 the characteristic functions µ j (y) satisfy equation (). Obviously, the characteristic functions ν j (y) also satisfy equation (). Put ψ j (y) = − log ν j (y). Then () implies that the functions ψ j (y) satisfy equation ().
By Lemma 6 the function ψ 1 (s, n) satisfies equation (17) . Apply now Lemma 7, and note that the inclusion
is always valid. Then it follows from (17) and (33) that the function ψ 1 (s, n) satisfies equation (29).
Reasoning as above we get that the functions ψ 2 (s, n) and ψ 3 (s, n) also satisfy equation (29). Applying Lemma 8 to the functions ψ j (s, n) we obtain the representations
where κ j (−n) = −κ j (n), λ j (−n) = λ j (n), n ∈ Z, and κ j (0) = 0, λ j (0) = 0, j = 1, 2, 3. By Lemma 6, ν = ν 1 * ν 2 * ν 3 ∈ Γ(X). Obviously, then we have
where σ > 0, κ ∈ R, λ ≥ 0 and
We check that κ j (n) in (34) are linear functions. Put in () u = (0, n), v = (s 2 , 0), w = (s 3 , 0).
, and β 2 w = (b 2 s 3 , 0). Taking into account representations (34), we find from () that
Setting in () s 2 = 1, s 3 = 0, we get
Setting in () s 2 = 0, s 3 = 1, we find
On the other hand it follows from (34) and (36) that
Subtracting from (38) and (39) equality (40), we obtain
Taking into account that by statement 5) of Lemma 2 the inequality
follows from (40)-(42) that κ j (n) are linear functions, i.e. κ j (n) = κ j n, n ∈ Z, where κ j ∈ R. Thus, representations (34) take the form
Note that it follows from (36) and (43) that
. Substituting representations (43) into (), we get that equalities (6)- (8) hold. Moreover, the following equalities also hold:
We find from (36) and (43) that
and
Prove that the support of ν is a subgroup of X topologically isomorphic to R. It follows from (35) that this statement will be proved if we check that
i.e. taking into account (52) and (53), we should prove that
The proof of (55) is the series of elementary and boring computations. Note that by statement 4) of Lemma 2 we have a 2 b 1 − a 1 b 2 = 0. Then it follows from (6) and (7) that
Similarly we find from (45) and (46) that
Each of the numbers p j and q j can take the values ±1. We have here some cases and consider each of them separately.
I. Let p 1 = p 2 = 1. Then (47) implies that
Putting in () n 1 = −n 2 = 1, n 3 = 0, we get
Substituting (58) and (59) into (55) and taking into account (56) and (57), we make sure that we obtain an equality. Thus, in case I equality (54) is proved. II. Let q 1 = q 2 = 1. Then (48) implies that
Putting in () n 1 = −n 3 = 1, n 2 = 0, we obtain
Substituting (60) and (61) into (55) and taking into account (56) and (57), we make sure that we obtain an equality. Thus, in case II equality (54) is proved.
III. Let either p 1 = p 2 = q 1 = q 2 = −1 or p 1 = q 1 = −1 and p 2 = q 2 = 1 or p 1 = q 1 = 1 and p 2 = q 2 = −1. Putting in () n 1 = 0, n 2 = −n 3 = 1, we get
Note that by statement 3) of Lemma 2 we have a 1 = a 2 and b 1 = b 2 . It follows from (47) and (50) that
We find from (48) and (49) that
Finding λ from (62) and substituting the obtained expression into (55), we get that we should check the equality
Substitute (56), (57), (63), and (64) into (). After elementary computations we see that the verification of () is reduced to the verification of the equality
The correctness of () follows from statement 1) of Lemma 2. Thus, in case III equality (54) is proved.
To consider the remaining cases put in () n 1 = n 2 = n 3 = 1. Taking into account that λ j (−n) = λ j (n), n ∈ Z, j = 1, 2, we get
IV. Let p 1 = p 2 = −1, and q 1 = −q 2 . Putting in () n 1 = 2, n 2 = 1, n 3 = 0, we obtain
It follows from this and from () that
V. Let q 1 = q 2 = −1, and p 1 = −p 2 . Putting in () n 1 = 2, n 2 = 0, n 3 = 1, we get
Then in each of these cases we reason as in case III. Thus, we have proved that equality (54) holds. So, we have obtained the representation
, it follows from Lemma 3 that the distributions µ j may be replaced by their
Since ν is a Gaussian distribution and G ∼ = R, by the classical Cramér theorem on the decomposition of a Gaussian distribution, we get that all µ ′ j Gaussian distributions, and hence µ j are also Gaussian.
5. Comments to Theorem 1. Remark 1. For n = 2 on the group X = R×T under the conditions of Problem 1 the distributions µ j are either Gaussian or convolutions of Gaussian distributions and signed measures supported in Z(2) [17] . According to Theorem 1 for n = 3 the distributions µ j are only Gaussian. We see that in contrast to the case of the real line R on the group X = R× T the class of distributions which are characterized by the independence of n linear statistics of n independent random variables depends on n.
Remark 2. As established in the proof of Theorem 1, if L 1 , L 2 , and L 3 are of the form
, and µ j are nondegenerate distributions, then supports of µ j are cosets of the group X with respect the one-parameter subgroup G = {(t, e it κ 2σ ) : t ∈ R}. We will check that the subgroup G is invariant with respect to all topological automorphisms α i , β i . Taking into account (52), (53), (56) and (57), we get that G = {(t, e it κ 3 2σ 3 ) : t ∈ R}. Verify that the subgroup G is invariant with respect to α 1 . Since
, it suffices to show that
To check equality (68) substitute first in (68) the representation for c 1 from (63), and then substitute the representation for σ 1 and κ 1 from (56) and (57) into the obtained expression. After simple transformations we see that (68) is reduced to equality 1) of Lemma 2.
Reasoning as above we get that the subgroup G is invariant with respect to α 2 , β 1 , β 2 . Obviously, the restriction of any automorphism α i , β i to the subgroup G is a topological automorphism of G.
It follows from what has been said that the statement in Theorem 1 that µ j are Gaussian distributions can be made without the Cramér theorem but directly from the Skitovich-Darmois theorem for the real line.
We note that the property: G is invariant with respect to all topological automorphisms α i , β i , imposes the strong restrictions on α i , β i . Indeed, let G be an arbitrary subgroup of the group X = R × T topologically isomorphic to R. Then G is of the form G = {(t, e iωt ) : t ∈ R}, where ω is a fixed real number. It is obvious that the subgroup G is invariant with respect to an automorphism α = a c 0 p ∈ Aut(X) if and only if c = (a − p)ω.
e. α i , β i are diagonal matrices, moreover statements 1)-5) of Lemma 2 hold for a i and b i .
Let ω = 0. Assume also that no α i , β i is equal to ±I. It follows from this that in addition to statements 1)-5) of Lemma 2 the equalities
also hold. In particular, if at least one of these equalities does not hold, then all µ j are degenerate distributions. If some of the automorphisms α i , β i are equal to ±I, then in (69) the expressions corresponding to these automorphisms are omitted. Remark 3. Theorem 1 can not strengthened to the statement that µ j are degenerate distributions (compare with Lemma 5). Indeed, let G be an arbitrary one-parameter subgroup of the group X = R × T of the form G = {(t, e iωt ) : t ∈ R}, where ω is a fixed real number. Let a i , b i , where i = 1, 2, be nonzero real numbers such that system of equations (6)- (8) has a solution σ 1 > 0, σ 2 > 0, σ 3 > 0. Consider the automorphisms α i , β i ∈ Aut(X) of the form
Let ξ j , where j = 1, 2, 3, be independent Gaussian random variables with values in the group X and distributions µ j having the characteristic functions
Obviously, the support of any distribution µ j coincides with the subgroup G. Taking into account (6)- (8) , it is easy to verify directly that the characteristic functions µ j (s, n) satisfy equation (), and hence, by Lemma 1 the linear statistics
Remark 4. On the group X = T for n = 2 under the conditions of Problem 1 the distributions µ j are either Gaussian or convolutions of Gaussian distributions and signed measures [1] , and for n = 3 all µ j are degenerate distributions by Lemma 5. On the group X = R × T for n = 2 under the conditions of Problem 1 the distributions µ j are also either Gaussian or convolutions of Gaussian distributions and signed measures [17] , but for n = 3 all µ j are Gaussian distributions by Theorem 1. So, we could surmise that with increasing n, the class of distributions in Problem 1, which are characterized by the independence of n linear statistics of n independent random variables, decreases. It turns out that this assumption is not true.
Indeed, let ξ 1 , ξ 2 , ξ 3 , ξ 4 be independent random variables with values in the group T and distributions µ j . Consider the linear statistics
where γ ∈ Γ(T), and π j are signed measures supported in Z(2) such that π 1 * π 2 = E 1 . It is easy to verify that in this case the linear statistics L 1 , L 2 , L 3 , and L 4 are independent, but all µ j ∈ Γ(T).
6. Solution of Problem 1 for the group X = Σ a × T. Pass to the solution of Problem 1 in the case n = 3 for the group X = Σ a × T. Remind the definition of a-adic solenoid Σ a .
Let a = (a 0 , a 1 , . . . ), where all a j ∈ Z, a j > 1. First we define the group of a-adic integers ∆ a .
As a set ∆ a coincides with the Cartesian product ∞ P n=0 {0, 1, . . . , a n − 1}. Consider x = (x 0 , x 1 , x 2 , . . . ), y = (y 0 , y 1 , y 2 , . . . ) ∈ ∆ a , and define the sum z = x + y as follows. Let x 0 + y 0 = t 0 a 0 + z 0 , where z 0 ∈ {0, 1, . . . , a 0 − 1}, t 0 ∈ {0, 1}. Assume that the numbers z 0 , z 1 , . . . , z k ; t 0 , t 1 , . . . , t k have been already determined. Let us put then x k+1 + y k+1 + t k = t k+1 a k+1 + z k+1 , where z k+1 ∈ {0, 1, . . . , a k+1 − 1}, t k+1 ∈ {0, 1}. This defines by induction a sequence z = (z 0 , z 1 , z 2 , . . . ). The set ∆ a with the addition defined above is an Abelian group. The obtained group considering in the product topology is called the a-adic integers. Consider the group R × ∆ a . Let B be the subgroup of the group R × ∆ a of the form B = {(n, nu)} ∞ n=−∞ , where u = (1, 0, . . . , 0, . . . ). The factor-group Σ a = (R × ∆ a )/B is called the a-adic solenoid. The group Σ a is compact, connected and has dimension one [18, (10.12) , (10.13), (24.28)]. Denote by Q the group of rational numbers considering in the discrete topology. The character group of the group Σ a is topologically isomorphic to a subgroup H a ⊂ Q of the form Let X = Σ a × T. Denote by x = (g, z), where g ∈ Σ a , and z ∈ T, elements of the group X. If X = Σ a ×T, then Y ∼ = H a ×Z. In order to avoid introducing new notation we assume that Y = H a ×Z, and denote by y = (r, n), where r ∈ H a , and n ∈ Z, elements of Y . It is easy to verify that every automorphism ε ∈ Aut(H a × Z) is defined by a matrix a c 0 p , where a ∈ Aut(H a ), c ∈ H a , p = ±1, and ε operates on Y = H a × Z as follows ε(r, n) = (ar + cn, pn), r ∈ H a , n ∈ Z.
Then the adjoint automorphism δ = ε ∈ Aut(X) is of the form δ(g, z) = ( ag, (g, c)z p ), g ∈ Σ a , z ∈ T.
Denote by ι the natural embedding ι : Y → R × Z, ι(r, n) = (r, n). Let τ = ι be the adjoint homomorphism τ : R × T → X. Put g t = τ (t, 1), g t ∈ Σ a . Then τ (t, z) = (g t , z). Since, ι(Y ) = R × Z, we conclude that τ is a monomorphism [18, (24.41) ]. Lemma 9 ([17] ). Let r be a rational number, τ : R × T → X be the homomorphism defined above. Let K = {(t, e itr ) : t ∈ R} be the subgroup of R × T. Then τ (K) ∼ = Σ a .
Lemma 10. Let X = Σ a × T, and α ij ∈ Aut(X), where i, j = 1, 2, 3. Let ξ j , where j = 1, 2, 3, be independent random variables with values in X and distributions µ j such that their characteristic functions do not vanish. Assume that the linear statistics L 1 = α 11 ξ 1 + α 12 ξ 2 + α 13 ξ 3 , L 2 = α 21 ξ 1 + α 22 ξ 2 + α 23 ξ 3 , and L 3 = α 31 ξ 1 + α 32 ξ 2 + α 33 ξ 3 are independent. Then the distributions µ j may be replaced by their shifts µ ′ j such that µ ′ j are concentrated on the subgroup τ (R × T). The proof of this lemma can be done in a way as in [17] the corresponding statement was proved for two independent random variables ξ 1 and ξ 2 with values in the group X and two linear statistics L 1 = ξ 1 + ξ 2 and L 2 = ξ 1 + δξ 2 , where δ ∈ Aut(X).
Theorem 2. Let X = Σ a × T, and α ij ∈ Aut(X), where i, j = 1, 2, 3. Let ξ j , where j = 1, 2, 3, be independent random variables with values in X and distributions µ j such that their characteristic functions do not vanish. Assume that the linear statistics L 1 = α 11 ξ 1 + α 12 ξ 2 + α 13 ξ 3 , L 2 = α 21 ξ 1 + α 22 ξ 2 + α 23 ξ 3 , and L 3 = α 31 ξ 1 + α 32 ξ 2 + α 33 ξ 3 are independent. Then all µ j are either
