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A new balanced file organization scheme of order two for binary-valued 
records is given which we call HUBFS2 (Hiroshima University balanced file 
organization scheme). It can be constructed for a wide range of parameters as 
is in NBFS2. Moreover, it has the least redundancy among the file organization 
schemes of order two under a general class of probability distribution of records 
having the invariance property in permutation of attributes. Our scheme is 
superior to the corresponding NBFS 2 due to Chow as well as BFS~ due to 
Abraham, Ghosh, and Ray-Chaudhuri so far as the redundancy is concerned. 
1. INTRODUCTION 
A fil ing system is concerned wi th  a col lection ~ of records wh ich  may be 
cal led a master  file. Every record oJ of the  file f2 has an identif ication, or an 
accession number ,  together  wi th  in format ion about  the record. Usual ly,  the  
in format ion of each record co is character ized by  an e lement  or an / -d imen-  
sional character ist ic  vector 
X(~)  = (x 1 , xu ,.. . ,  x 3 (1.1)  
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belonging to the Cartesian product space R (~} of l finite sets R 1 , R 2 ,..., R~, 
with cardinalities greater than one, respectively, i.e., 
R (~) ---- R1 X R2 X "" X Rz, (1.2) 
where Ri is the range of the ith attribute and xi = xi(@ is the ith attribute 
value of a record co for each i ~ 1, 2,..., l. 
When every attribute can take only binary values, i.e., either 1 or 0, which 
may correspond, respectively, to that either has or has not the attribute, 
the collection of records is called binary valued. Otherwise, it is called 
multiple valued. In this paper, we shall restrict our discussion to the binary- 
valued records. 
A query or a retrieval request is to determine a subset of the master file D 
which is composed of all records having characteristic vectors of prescribed 
properties. Thus a query can, in general, be defined as a subset Q of R m. 
A procedure of retrieving a query Q can be described by that of finding a 
subset D o of the master file D characterized by 
D O = {co iX(w) ~ 9}. (1.3) 
The most primitive file organization scheme would be to store the records 
serially in some prescribed order. Ailthough there is no redundant storage of 
records in this scheme, it requires a large amount of retrieval time for a query 
in that it is necessary to examine one by one whether a record is pertinent 
to the query or not. 
In most computerized filing schemes, the master file or the totality of 
records is organized in some comparatively slow parmanent memory, for 
instance, in a tape or disk storage. Since the identification or the accession 
number for a record is much smaller in size than the complete record, a set 
of addresses of a comparatively faster memory is reserved for storing the 
accession umbers. Filing schemes are composed of two functions, i.e., the 
storing rule which gives the addresses where the accession umber of any given 
record should be stored and the retrieval rule which determines the set of 
addresses where the accession umber of all records pertinent o any query 
is stored. 
The most familiar file organization scheme would be an inverted filing 
scheme (IFS, inventer unknown). A set of memories, called bucket, for every 
query Q in the set Q of selected queries is provided and every accession 
number of those records pertinent o the query is stored in it. An inverted 
scheme has an efficient retrieval property for every Q in Q in that it is sufficient 
to access a bucket corresponding to the query. The scheme, however, 
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requires quite redundant storage since a record can be pertinent to a number 
of queries simultaneously. It can require considerable computer time in 
storing the accession umbers to those pertinent buckets. One way of reducing 
the redundancy factor of storage and, at the same time, reducing the computer 
time required in storing the accession umbers is to restrict he queries under 
consideration within a limited number. This might be a reason why the 
first-order inverted file is organized for those simple queries of order one 
specifying only one attribute each. In such a limited inverted scheme, a 
matching process is inevitable in retrieving a compound query, for instance, 
a query of order two which specifies two attributes imultaneously. It can 
require a considerable amount of computer time. 
File organization is somewhat like a game in time and space. Unfortunately, 
reduction in one can only be achieved at the cost of the other. Every theory 
of file organization scheme having been developed so far can be considered 
to strike a ledger between these two concepts. A key to this is to organize 
the buckets, each corresponding to more than one query. The accession 
number of a record pertinent to one of the queries of a bucket is stored in it 
once for all. This can be achieved, for instance, by providing several sub- 
buckets in each of the buckets. 
The balanced filing scheme (BFS~) proposed by Abraham, Ghosh, and 
Ray-Chaudhuri (1968) and the balanced multiple-valued filing scheme 
(BMFS~) proposed by Ghosh and Abraham (1968) have been so designed 
combinatorially that every bucket corresponds toseveral queries of order two 
by using the theory of finite geometries. Ray-Chaudhuri (1968), Bose, 
Abraham, and Ghosh (1969), Bose and Koch (1969), and Yamamoto, one of 
the present authors, Teramoto and Futagami (1972) have contributed 
something in this direction of study. Among others, the new balanced filing 
scheme (NBFS~) proposed by Chow (1969) is somewhat different in that it is 
not based on the theory of finite geometries. Although the scheme is not 
balanced since the structure of the buckets is not invariant under the permuta- 
tion in attributes, it is worthwhile to note that the NBFS 2 have uniformly 
smaller edundancy than the corresponding BFSe. 
In this paper we shall propose a new balanced filing scheme of order two 
for binary-valued records which we shall call the Hiroshima University 
balanced file organization scheme (HUBFS2). It can be constructed for the 
wide range of parameters and the structure of buckets of our scheme is 
really balanced in that the pattern of every bucket is homogeneous all over 
the scheme. Moreover, it has the least redundancy among the filing schemes 
of order two under a general class of probability distribution of records 
having the property permutation i variance in attributes. 
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2. PROBABILITY DISTRIBUTION OF RECORDS 
Let X2 be a collection of binary-valued records and let R (z) be the space of 
/-dimensional characteristic vectors of those records, i.e., 
R,~ = {~ = (q ,  ~ .... ,*~) I ~ - 0 o~ 1}. (2.1) 
Let P(')  be a probability distribution (measure) over R (~) induced by the 
probability distribution of records over -(2 through (1.1). 
DEFINITION. A probability distribution of records is said to have the 
property-P if it is invariant with respect o the permutation of attributes, i.e., 
P(¢e) = P(e) (2.2) 
holds for any permutation 
, s=(  1,2, . . . , l  ] 
\ j , ,  j,_, .... , j J  
in  {1, 2,..., I}. 
For a probability distribution having the property-P, we have 
LE~'IMA 2.1. Let w(e) be the weight or the number of nonzero elements of a 
characteristic vector e and suppose that P(') has the property-P. Then 
we have 
P(~) = er{X(~) = , )  = p ,~,  (2.3) 
where Pwle) is a function of the weight w(e) (= • ei) and satisfies 
i '  
(2.4) 
Pro@ Since a maximal invariant function over R ¢~1 with respect o the 
symmetric group of permutation is w(e), we have (2.3). The formula (2.4) 
follows from 52E~z~ P(e) = 1. 
DEFINITION. The probability distribution of records is said to have the 
property of independence in attributes if the random variables X~(~o), X~(o)),..., 
X~(co) giving l attribute values of a record are mutually independent. 
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LE~a~eXA 2.2. A probability distribution having the property of independence 
is given by 
P(e) = Pr(X(co) = e} = IF[ p~'(l --  p~)l-% (2.5) 
i=1 
where pi is the probability of a record to have the ith attribute for any i = 1,2 ..... l. 
COROLLARY 2.3. I f  a probability distribution of records has the property 
of independence in addition to the property-P then it is given by 
P(e) = er{X(w) -= ~} = pY"*(1 --  p)t-x,, (2.6) 
for some p satisfying 0 < p < 1. 
The uniform distribution of records which has been used so far in the 
evaluation of redundancy for a filing scheme is a special case of p = 1/2 
in (2.6), and, of course, a special case of (2.3) having the property-P. A 
general class of probability distributions (2.3) having the property-P will 
be assumed in the following discussions. Any conclusion obtained here, 
therefore, holds true for those distributions atisfying (2.6) and, of course, 
for the uniform distribution of records. 
3. GRAPHICAL STRUCTURE OF BUCKETS AND REDUNDANCIES 
A query or a subset of R") defined by 
(3.1) 
is called a query of order k. It requires to retrieve those records having the 
@h, the @h,..., and the @h attributes imultaneously. It is an l -  k dimen- 
sional cylinder set of R m and is expressed as the intersection of k first-order 
queries Qq , Q~2 .... , and Qi k . 
If the distribution of records has the property-P, the probability that a 
record is pertinent to a query Qq.q ..... % is given by 
P(Q~1& ..... ~) 
= ~=0(w_ k)pw.- (3.2) l h 
Note that a convention of being (~) = 0 for those integers n and r satisfying 
r < 0 and/or n < r is used in the following as well as in (3.2). 
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Since the property-P is assumed for the probability distribution of records, 
a query of order h can be considered as a complete graph K~ with h points 
or attributes in so far as the probability whether a record is pertinent to the 
query or not. Namely, a query of order one, that of order two, that 
of order three, etc., can be considered as a point, a line, a triangle, etc., 
respectively. 
Consider a bucket B corresponding to a set of queries and suppose that the 
accession umber of a record is stored in it once for all if and only if the record 
is pertinent to at least one of the queries. The redundancy of a bucket, which 
is defined as the probability of being a record stored in the bucket, is dependent 
on the set of queries corresponding to the bucket only through the graphical 
structure of corresponding set of graphs. 
Now, consider a bucket B corresponding to a set of c (>/2) queries 
Qil. h , Qi2,j~ ..... and Qi~.J, of order two. Then, the redundancy of the bucket 
is given by 
R(B) = P( ,Q Q~,,h)" (3.3) 
It is dependent on the set of queries corresponding to the bucket only 
through the graphical structure of the collection of c lines. In connection 
with this, we have the following theorem. 
T~IEORE~ 3.1. The redundancy of a bucket corresponding toa set of c (>/2) 
queries of order two is reduced to the least if the graphicalstructure of correspon- 
ding set of c lines turns out to be a claw (or a complete bipartite graph KI,~) ,
provided c < I. 
The least redundancy attained by a claw-type bucket B c is given by 
R(Bc ) = ~ ~ ( l - - f l - -  1) ~ {[ I - -  1,  (l c - -  1)I 
~=os=l \ w- -2  Pw ~,~=ol tW- -  1}--  ; - -1  p~,. (3.4) 
Moreover, the least redundancy can only be attained by a claw-type bucket, 
provided at least one of the Pw is positive for some w satisfying 2 < w < l. 
The proof of Theorem 3.1 will be given in the Appendix. 
In a BFS2, every bucket corresponds to a set of s attributes and hence 
corresponds to c = (~) queries of order two. The corresponding graph of a 
bucket in BFS 2 is, therefore, a complete graph K~. The redundancy of such 
a bucket BB is not the least since its graph is not a claw K1, c . 
162 YAMANIOTO ET AL. 
It is given by 
• . .+  )po++ _ )po 
j= l  
=~=0 ~ t~--1 (w-1) - ( s -1 ) ( /~ l  p~'" 
The derivation of the formula (3.5) will be given in the Appendix. 
(3.5) 
4. CONSTRUCTION OF HUBFS~ 
Design of a filing scheme can, in general, be considered as a partition of 
the set of queries into mutually disjoint subsets. Those subsets correspond to 
the buckets of the scheme, respectively. As has been stated in Section 3, if we 
identify the set of 1 attributes with the set of points {1, 2 , . ,  l}, then the set 
of all second-order queries, 
Q~ = {Q~.9 J {i,j} C {1, 2,.,/}}, (4.1) 
is identified with the set of (~) lines E(K~) of a complete graph K~ with 1 
points 1, 2,..., l. Design of a filing scheme of order two can, therefore, be 
considered as a partition of E(K~) into mutually disjoint subsets. Each subset 
E~, which corresponds to a bucket B~, can be considered as a set of lines of 
a subgraph G~ of Kz. 
If it is possible to construct a partition of Q2 which satisfies the following 
two requirements: 
(i) every bucket corresponds toc queries of order two, and 
(ii) graphical structure of every bucket is a claw with c lines, 
then we have a balanced filing scheme of order two with the least redundancy 
for any probability distribution of records having the property-P of 
permutation i variance. 
DEFINITION. A filing scheme based on the partition of the set of second- 
order queries satisfying the above two requirements i  called an HUBFS 2 
(Hiroshima University balanced file organization scheme of order 2). 
As will be seen presently, HUBFS~ can be constructed for the wide range 
of parameters. 
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In a BFS 2 , the first requirement is obviously satisfied. The second require- 
ment, however, is not satisfied since graphical structure of every bucket in 
BFS 2 is a complete graph. Moreover, the size e or the number of corresponding 
queries of a bucket in BFS2 is restricted in that c must be equal to (~) for some 
positive integer s. In an NBFS~, the first requirement is always satisfied 
provided c divides (~). The second requirement, however, is not satisfied. 
Though the majority of the buckets in an NBFS2 is for claw-type, the graphical 
structure of the buckets is not homogeneous in the scheme. 
As to the existence of HUBFS2 we have Theorem 4.1. 
THEOREM 4.l. An HUBFSz can be constructed if and only if the following 
conditions are satisfied: 
(i) (~) is an integral multiple of c, and 
(ii) l ~> 2e, 
where l is the number of attributes and c is the size of a bucket. 
The redundancy of an HUBFS 2 , or the mean number of times the acession 
number of a record to be stored in the scheme, is given by 
-- 2c - -  --(  w--  1 Pw.  (4.2)  
The formula (4.2) can easily obtained from (3.4). The main part of Theorem 
4.1 can equivalently be stated as a theorem in the theory of graphs. 
THeOReM 4.2. A complete graph Kz with l points and (~) lines can be decom- 
posed into a union of line disjoint (~)/c claws, K (~) with c lines each if and only if 1,c  ' 
(i) (~) is an integral multiple of c, and 
(ii) l /> 2e. 
The proof of Theorem 4.2 which gives a construction algorithm of HUBFS2 
will be given in the Appendix. The address or the ordinal number of the 
bucket pertinent o a query Qi,J can also be computed by our algorithm 
given there. 
5. AN EXAMPLE 
Consider, for example, a master file t-2 composed of records characterized 
by 9 (= l) binary attributes each. The cardinality of the set of second-order 
queries Q2 = {Qi,j} is 36 [= (z)]. In this case HUBFS 2 can be constructed 
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for any bucket of size c = 2, 3, or 4. Here c = 3 is used for i l lustration since 
BFS~,  NBFS2,  as well as HUBFS.~, can be constructed. An IFS  2 with 36 
buckets can, of course, be constructed. 
TABLE I 
Construction of Buckets in an HUBFS2 (l = 9, c = 3) 
Claw decomposition of K9 Bucket and corresponding 
queries 
Bucket Queries 
12" 12" 6 12" 11" 9 i 11 11 B1 (1, 5)(2, 5)(3, 5) 
10" 5 6 10" 8 9 ' 10 .. "( B2 (1, 6)(2, 6)(3, 6) 
. . . . . . . . . .  . . . . . . . . . . . . .  I ..-" (C) Ba (1, 7)(2, 7)(3, 7) 
3 3 3 1 7 8 9. \ • B4 (1,2)(1, 3)(1, 4) 
2 2 2 , 7 8 . "" (E) B5 (2, 3)(2, 4)(2, 8) 
1 1 1 ', 7 . .  " (  Be (3, 4)(3, 8)(3, 9) 
. . . . . . . . . . . . .  (A2) Br (4, 5)(4, 6)(4, 7) 
4 5 6 \ Bs (5, 6)(5, 7)(5, 8) 
4 5 .  -"" (91) B9 (6, 7)(6, 8)(6, 9) 
4 . *  '~ Blo (1, 8)(4, 8)(7, 8) 
" (A1) Bit (5, 9)(7, 9)(8, 9) 
B~ (1, 9)(2, 9)(4, 9) 
1 2 3 4 5 6 7 8 i 
First  we shall i l lustrate the construction of an HUBFS 2 with l = 9 and 
c = 3. In this case, Case 2 in the proof of Theorem 4.2 given in the Appendix  
can be appl ied where r =1- -3c=0 and b 2=b-4c -3r+l  = 1 so 
that three sets B, D 2 and D a in (A.13) are all empty. Remaining subsets A 1 , 
As, C, D1, and E of T can be seen in Table  I. The entry of each (i,j) cell 
represents the ordinal  number  of c law-type bucket in which the query Qi,~ 
is included. To  arrive at the results, labeling of the points in E is per formed 
first. Those points labeled (r) are marked with an asterisk in Table I. They  
are selected by using Lemma A.2 so that the row sum and column sum vectors 
of the number  of points labeled (r) in E are (2,4) and (2, 1, 0, 2, 1, 0), respec- 
tively. The  remaining points are those labeled (c). Next, starting with D 1 , 
1st, 2nd, and 3rd claws are obtained. Div id ing A 1 and As vertically, and 
combining those points labeled (c) in corresponding columns, 4th to 9th 
claws are obtained. Dividing C horizontal ly and combining some of those 
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TABLE II 
Construct ion of Buckets in a BFS2 (l = 9, c = 3) 
165 
Incidence matr ix of points and 
lines in EG(2, 3) 
Line Point (attribute) 
(bucket) 1 2 3 4 5 6 7 8 
1 1 
2 1 
3 
4 
5 1 
6 1 1 
7 1 
8 
9 
10 
11 1 
12 1 
1 
1 
1 
1 
1 1 
1 1 1 
1 1 
1 1 
1 
Buckets and corresponding 
queries 
Bucket Queries 
B1 (1, 5)(1, 9)(5, 9) 
B2 (2, 6)(2, 9)(6, 9) 
Ba (3, 7)(3, 9)(7, 9) 
B,  (4, 8)(4, 9)(8, 9) 
B~ (1, 3)(1, 8)(3, 8) 
B6 (1, 2)(1, 4)(2, 4) 
B7 (2, 3)(2, 5)(3, 5) 
B s (3, 4)(3, 6)(4, 6) 
Bs (4, 5)(4, 7)(5, 7) 
Bto (5, 6)(5, 8)(6, 8) 
Bn  (6, 7)(6, 1)(7, 1) 
B12 (7, 8)(7, 2)(8, 2) 
TABLE I I [  
Construct ion of Buckets in an NBFS2 (l = 9, c = 3) 
9 
8 
7 
6 
5 
4 
3 
2 
1 
Ordinal number  of query 
8 15 21 26 
7 14 20 25 
6 13 19 24 
5 12 18 23 
4 11 17 22 
3 10 16 
2 9 
1 
30 33 35 
29 32 34 
28 31 
27 
36 
1 2 3 4 5 6 7 8 i 
Buckets and corresponding 
queries 
Bucket Queries 
B~ (1, 2)(1, 3)(1, 4) 
B 2 (1, 5)(1, 6)(1, 7) 
B 3 (1, 8)(1, 9)(2, 3) 
B~ (2, 4)(2, 5)(2, 6) 
B~ (2, 7)(2, 8)(2, 9) 
Bo (3, 4)(3, 5)(3, 6) 
B, (3, 7)(3, 8)(3, 9) 
B8 (4, 5)(4, 6)(4, 7) 
B~ (4, 8)(4, 9)(5, 6) 
BI0 (5, 7)(5, 8)(5, 9) 
Bn (6, 7)(6, 8)(6, 9) 
B12 (7, 8)(7, 9)(8, 9) 
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points labeled (r) in corresponding rows, 10th and 1 l th  claws are obtained. 
Remaining three points labeled (r) come into the 12th claw and the 
decomposit ion is completed. In  Table  I, 12 buckets and corresponding 
queries of order two are also listed. 
In  order to compare our HUBFS2 with corresponding BFS2,  NBFS2,  
as well as I FS  2 , construction of 12 buckets in a BFS 2 and in a NBFS 2 are 
i l lustrated in Tables I I  and I I I .  In Table I I ,  an incidence matr ix of 9 (= l) 
attributes and 12 [= (~)/c] buckets in a BFS2 obtained by that of 9 points 
and 12 lines in a finite affine plane EG(2, 3) over the Galois field GF(3) is 
given. Twe lve  buckets and corresponding queries of order two are also listed. 
In Table  I I I ,  the ordinal number  of a query Qi,j arranged in the order of 
magnitude of the concatenation ij is given in each of the (i, j )  cells. Twe lve  
buckets 
TABLE IV 
A Comparison of Redundancy (l = 9, c = 3) 
(HUBFS2, BFSz, NBFS2, and IFS2) 
Probability Distribution 
Weight of record Uniform Independent Others 
w (~)(1/2)~ (~)(i/3)~,(2/3)z-~ (~)z p~,m (~,)~ p~,~) 
0 .00195 .02601 - -  - -  
1 .01758 .11706 .I - -  
2 .07031 .23411 .2 .25 
3 .16406 .27313 .4 .50 
4 .24609 .20484 .2 .25 
5 .24609 .10242 .1 - -  
6 .16406 .03414 - -  - -  
7 .07031 .00732 - -  - -  
8 .01758 .00091 - -  - -  
9 .00195 .00005 - -  - -  
Redundancy of 
IFS~ 9.000 4.000 3.600 3.250 
BFS2 6.000 3.111 2.971 2.821 
NB FS 2 5.500 2.922 2.817 2.706 
HUBFS~ 5.250 2.815 2.724 2.631 
FILING SCHEMES WITH LEAST REDUNDANCY 167 
of an NBFS 2 and corresponding queries of order two disposed three by three 
in this order are also listed. 
The redundancy of a filing scheme is, of course, the sum of all redundancies 
of buckets in the scheme and can be interpreted as the mean number of times 
of a record to be stored. 
In Table IV, a numerical comparison of redundancy is made among BFSe, 
NBFS~, HUBFS 2 with l ~ 9 and c = 3 and corresponding IFS2 with 36 
buckets. Four kinds of record distributions having propcrty-P of permutation 
invariance are selected for comparison. Specifically, the uniform distribution 
[p~ = (1/2)~], a distribution having the property of independence [Pw 
(1/3)w(2/3) ~-w] and two other general distributions listed in Table IV are 
selected. 
6. CONSTRUCTION" OF GHUBFS~ 
The HUBFS 2 is primarily designed for an information retrieval system in 
which the number of attributes in a query is two. The HUBFS~ has much 
slower response time for a query of order one. In order to overcome such 
deficiency, a partition of the combined set of queries of order one as well as 
order two must be considered. To this effect, we have the following theorem 
which is a generalization of Theorem 3.1. The proof will be given in the 
Appendix. 
THEOREM 6.1. A bucket corresponding to the combined set of a single query 
of order one and c queries of order two has the least redundancy if its graphical 
structure corresponds to the root-point and c lines of a claw K1, ~ . The least 
redundancy is given by 
w~O 
(6.1) 
Theorem 6.1 suggests a problem of assigning I first-order queries one by 
one to l buckets among b buckets of an HUBFS2 in a way such that every 
first-order query corresponds to the root-point of assigned claw bucket. In 
this connection, it can be seen from our algorithm of decomposition given in 
the proof of Theorem 4.2 (see Appendix) that the assignment is possible in 
HUBFS~ except only the case l = 2c, since for any attribute there exists at 
least a claw-type subset in T whose root-point corresponds to the attribute 
(see, for example, Table I). 
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DEFINITION. An HUBFS 2 which has l buckets corresponding respectively 
to one of the I first-order queries in addition to c queries of order two is called 
GHUBFS~ if each of the first-order queries corresponds to the root-point of 
a claw with c queries of order two. 
With respect to the GHUBFS 2 we have the following theorem: 
THEOREM 6.2. A GHUBFS2 can be constructed if and only if the foUowing 
conditions are satisfied: 
(i) (~) is an integral multiple of c, and 
(ii) l > 2c, 
where I is the number of attributes and c is the number of second-order queries 
corresponding to a bucket. 
The redundancy of GHUBFS~ is given by 
= w=o 2c - -  1 p~.  (6 .2)  
APPENDIX 
(a) Proof of Theorem 3.1. In the beginning, it should be noted that the 
restriction imposed on c, i.e., 2 ~< c < l is natural in that it is necessary for 
the existence of a nontrivial claw-type bucket and at the same time for the 
exclusion of an insignificant bucket corresponding to more than one half 
of the queries of order two. 
Let GB be a graph composed of c lines corresponding, respectively, to c 
queries of order two and N (e -k 1 ~ N ~< 2e) end-points of those lines. 
Suppose that v 0 be a point having maximal degree, say d, in G8 and that 
%, % ,..., and va be those d points adjacent to v0 • The queries corresponding 
to those lines (%, vi) may be labeled by Q0,i (=  QoQi) for i = 1, 2,..., d. The 
remaining c -  d lines and the corresponding queries may be denoted by 
(v(~ j), v(+ )) and ~t,mC)(J) [ :  Q(I~)Q~J)] for j --- d -}- 1, d -q- 2,..., c. Since d is the 
maximal degree of Ga, none of the points %(J) and v~ j) can coincide with %. 
The redundancy R(B) of this bucket is given by evaluating P(QB), where 
Q.= Qo,+ u U Q1,2. 
\ J :=d+l  / 
(A.1) 
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The set QB can be partitioned into disjoint sum, denoted by 4-, of three sets: 
9~ = 9~ > 4- Q~> 4- 9~ > (A.2) 
where 
Q~l) = 9o91 4- Qo<~Q~+ 4- "'" 4- QoOl "'" Qe-~Qe (A.3) 
Q (2) = 2:0£'1. '~t~ O (g+l) 4 k(0}~l,2t~ ,%(a+x)n(+++z)k~t,2 ~-+ " "' 4-vova,m +q h('++l) """ vl,2+~(o-1)"~+;ca.2 (A.4)
Q~) = Q0Ol "" Qe Q . (A.5) 
Xj=d+l  ] 
Thus we have 
R(B) = PCQ~) = PCQ~>) q- PC9~ 2)) + PCQ~)) 
~> pCQ~l)) + pCQ~)). 
(A.6) 
The first term p(Q~l~) of the last member of (A.6) can be evaluated easily from 
(A.3) as 
+=o ~=t w -- 2 P+" (A.7) 
For the 7th term Q~',~ of the right-hand member of (A.4), a set of points 
% I iv = 1 or  2;  p = 1, 2 ..... y --  1} can be chosen in a way such that 
none of them coincides with v 0 , v(1 d+~), or v~ ~+~), and that 
Q(2) ~ t~(a+l) ... ~(a+v-1)g~(a+?) D ~ ~(a+a) ... ¢~(a+v-1)O(a+v) 
holds. Some of those points v (d+v) may, however, coincide with each other. i v 
Thus we have 
p(~ ¢~(d+1)/7(d+2) .. ~(d+v- -1)o(d+v)"  ~ 
W - -  z. 
and hence we have 
-'+(+P'>  k 
w=O B=d+l 
( l -~+ d-  2)p~ 
- -2  
(A.S) 
643/28/2-6 
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From (A.6), (A.7), and (A.8) we have 
R(B) ~ p(Q~I)) + p(Q~)) ~ ~, ~ (I w fi-2 1) pw 
w=0 B=I 
__-- ~ t(w/~_ll)_(l-c- 1)tpw. (A.9) 
w=0 w -- 1 
The lower bound of the redundancy given in (A.9) can be attained by a 
bucket whose maximal degree d is equal to c, i.e., by a claw-type bucket. 
The last statement of the theorem can be proved by examining that when 
d ~ 2, the strict inequality holds between the second and the third members 
of (A.9) and when d = l, strict inequality holds for the first and second 
members of (A.9) since p/f)(ah ~ptt-) ~ ~(2)~ z ~B J  ~0 a~l. ) = ~=o (~-~a) Pw > 0, provided 
at least one of the Pw is positive for some w satisfying 2 < w < I. This 
completes the proof. 
(b) Derivation of Formula (3.5). The formula (3.5) will be obtained by the 
following decomposition f the set of queries, i.e., 
S--1 
Q, -~ U Qi,i = U Qi(Qi+l k.) Qi+2 kA ... k.) Q~) 
l< i< j~s  i=1 
= {QIQ~ ~- QaQ~Qa ~- ' "  -~ QI(Q~ "'" Q~-~Q,} 
(AA0) 
~- ~I{Q2Qa ~- Q2~3Qa -~ "" -~ Q2Q3 "" ~)s-lQs} 
(c) Proof of Theorem 4.2. Before entering the proof of Theorem 4.2 we 
shall provide two lemmas concerning the existence and construction algorithm 
of a 0-1 matrix having given marginal totals. 
LEMMA A.1 (Ryser, 1957). Let (rl, rz ..... rm) and (sl, s~ ..... s~) be two 
n sets of nonnegative integers satisfying ~i=1 ri = ~=l  s~ and suppose r 1 
r2 ~ "'" ~ r~ . A necessary and sufficient condition for the existence of a 0-1 
matrix having (rl, r 2 ,..., r~) and (sl, s~ .... , s~) as its row and column sum 
vectors, respectively, is that the inequalities 
X ri ~ ~ min(k, s3-) (A.11) 
i~1 j=l 
hold simultaneously for all k ~ 1, 2,..., m. 
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LEMMA A.2 (Algorithm). A necessary and sufficient condition for  the 
existence of  a 0-1 matr ix  N of  size m × n having ( r l ,  r2,...  , r,~) with r t 
r~ ~ .." >/r,,~ and (s 1 , s 2 .... , s~) as its row and column sum vectors, respectively, 
is that the existence of  a 0-1 matr ix  N 1 of  size m × (n - -  1) having (r 1 - -  1, 
r 2 - -  I,..., rs~ - -  1, r s+l  .... , r,,) and (Sl, s 2 ..... S~_x) as its row and column sum 
vectors, respectively. 
Proof. I f  Nt  exists, a 0-1 matrix N having required marginal sum vectors 
can be constructed by adding a column with s~ ones followed by m - -  s~ zeros 
to N 1 . The existence of N 1 is, therefore, sufficient. 
Suppose there exists N = ]] nij ]] having prescribed marginal sum vectors 
and ifnin = 0 and ni,~ = 1 for some i < i ', then there exists somej  such that 
ni~- = 1 and ni'j = 0, since ri > / r ( .  Interchanging zeros and ones with those 
four elements we have a 0-1 matrix N* = [] n~ II with n~ ~ n*~ = 1 and 
* = 0. Clearly, the marginal sum vectors are invariant under such a n/*, n ~ hid 
transformation. 
Repeated application of such a transformation will yield a 0-1 matrix 
~ [I~i~ []which has the same marginal sum vectors with N and has nth 
column with s~ ones followed by m - -  sn zeros. Removing nth column of N, 
we have N 1 of required marginal sum vectors. The existence of N 1 is, there- 
fore, necessary. 
Proof  of  Theorem 4.2 (Necessity). The condition (i) is obviously necessary. 
Suppose 1 < 2c and assume that Kz can be decomposed into a line-disjoint 
union of b ~ (~)/c claws. Since b < l - -  1, there exists a point which cannot 
be the root-point (or a point of degree c) of any claw. Its degree must, there- 
fore, be Iess than I - -  1. This contradicts the fact that the degree of any point 
in K~ is l - -  1. Thus, the condition (ii) is also necessary. 
(Sufficiency). The set E(Kz)  can be identified with the triangular set of 
lattice points T = {(i,j) I 1 ~< i < j ~< 1}. 
The set of e lines of a claw KI,~ which is a subgraph of K~ can be identified 
with a subset of c lattice points standing together in the same ith row and/or 
ith column. Such a subset may be called a claw-type subset of T. The proof of 
sufficiency will be completed by giving an algorithm of the decomposition 
of T into b = (~)/c claw-type subsets. 
In the following we shall show by dividing into three cases. 
Case 1. (2 c~<l<3c) .  
Put l=2c+randb = (~)/c =2c- -1  @ 2r + b~ . Since O ~r <cand 
172 YAMAMOTO ET AL. 
b 1 ~ r ( r -  1)/(2c), b 1 is zero for 
0 < b I < (r - -  1)/2, otherwise. 
The  set of lattice points T can 
disjoint subsets A, B, C, D, and E: 
r = 0 or 1, and an integer satisfying 
be decomposed into the following five 
A =- {(i, j) 1 1 ~i<j<~c+l )  
B ={(i,j) l c -~ l  <~i<j<~c-~r@l}  
C={( i , j )  l c+r+l  <~i<j~ l}  
D = {(i, j) [ 1 <~i<c,c -k2  <~j~c-kr -k l}  
E={( i , j ) ] l  <~i<~c+r ,c÷r+2<~j~l} .  
(A.12) 
Among those subsets, D can be decomposed into r c law-type subsets by 
dividing it into r rows. In order to decompose the remaining T -  D into 
claw-type subsets, every point in E will first be classified into either labeled (r) 
or labeled (c) in a way such that the column totals of points labeled (r) ranging 
from 1st to (c + r)th column will be c - -  1, c - -  2,..., 1, 0, r - -  1, r - -  2 ..... 1, 0, 
respectively, and that the row totals of those points labeled (r) ranging from 
(c + r -~- 2)nd to / th  row will be c - -  1, c - -  2,..., b 1 @ 1, b~ -t- c, b 1 @ c - -  1,..., 
c + 1, respectively. This  labeling is possible since it can be shown that these 
row and column sum vectors satisfy the necessary and sufficient condit ion 
(A . I I )  of Lemma A.1. Lemma A.2 provides a straightforward algorithm of 
the labeling. 
After labeling those points in E, the subsets A and B are divided vertical ly 
into c and r subsets. These subsets contain c, c - -  1,..., 2, 1; r - -  1,..., 2, 1 
points standing vertical ly in T, respectively. Combin ing those labeled (c) 
points standing on the corresponding columns in the above subsets, we have 
c + r c law-type subsets, since the numbers of points labeled (c) in corre- 
sponding columns are 0, 1 .... , c - -  1, c - -  r, c - -  r + 1,..., c - -  1. The  subset 
C is divided horizontal ly into c - -  1 subsets. These subsets contain 1, 2 , . ,  
c - -  1 points, respectively. Combin ing those c - -  1, c - -  2,..., 2, 1 points 
labeled (r) to the corresponding subsets we have c -  1 claw-type subsets. 
The  remaining b1 × c points labeled (r) can easily be divided into b 1 claw-type 
subsets. This  completes the decomposit ion of T into b ~ 2c -t- 2r - -  1 -[- b 1 
claw-type subsets. 
Case 2. (3c ~ l < 4c). 
Put l=3c+randb =(~) /c -=4c+3r - -1  +b~.SinceO ~<r <cand 
b~ = {c(c -- 1) + r(r -- 1)}/(2c), bz is a posit ive integer satisfying (c - -  1)/2 ~< 
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b 2 < c --  1. In this case, T will be divided into the following eight subsets: 
A 1 : ((i,j) [ 1 ~< i < j  ~< c -k 1} 
A 2 = {(i,j) Ic + 1 <~ i < j  <~ 2c q- 1} 
B ={( i , j )  12c+1 ~<i<j~<2c-} - ,  r÷ l}  
C={( i , j )  12cq- r+ l  <~i<j~l}  
(A.13) 
D~ = {(i,j) l l ~ i ~ c,c + 2 ~ j  ~ 2c + l} 
D 2={( i , j ) [1  ~<i~<c, 2cq-2~<j~<2c+r+l} 
D a ={( i , j ) [ c -? l  ~<i~2c ,  2c+2~<j~2e+r+t}  
E={( i , j )  I1 ~<i~<2c+r ,  2c+r+2 ~<j~l} .  
The subsets D 1 , D 2 , and D a can be divided horizontally into c + 2r claw- 
type subsets. As is in Case 1, the labeling of points in E will be performed 
first by determining a 0-1 matrix of size (c --  1) × (2c q- r) with row and 
column totals c - - l ,  c - -2  ..... b~+l ,  c+b2,  c+b~- - I  .... , cq -1  and 
c --  1, c --  2,..., 1, 0, c - -  1, c --  2,..., 1, 0, r -- 1, r --  2 ..... 1, 0, respectively. 
It can be shown that those totals satisfy the condition (A. 11) of Lemma A. 1. 
Those subsets A,  , A 2 , and B will be divided vertically into 2c + r subsets 
and combining those points labeled (c) of corresponding columns, we have 
2c + r claw-type subsets. The subset C will be divided horizontally into 
c - 1 subsets and combining those points labeled (r) of corresponding rows 
we have c - -  1 claw-type subsets. The remaining/;9. × e points labeled (r) 
will easily be divided into b 2 claw-type subsets. This completes the decom- 
position of T into b = 4c + 3r --  1 + b 2 claw-type subsets. 
Case 3. (I ~ 4c). 
There exist positive integers n and 1 o satisfying I = 2nc + 1 o and 2c ~< 
l o < 4c. In this case, T can be divided into 2n -l- 1 subsets: 
U:o={(i,j) l l o+2(p- -1 )c<~i<j~l+2pc};  p = 1, 2,...,n 
V~={( i , j )  I1 ~ i~<l  o+2(p-1)  c -1 ,  
l o + 2(p - -  1) c q- 1 ~ j  ~< lo q- 2pc}; p = 1, 2,..., n. (A.14) 
To = {(i,j) l 1 ~< i < j ~< 10}. 
Since 2c ~< l0 < 4c, the decomposition of T o will be reduced to Case 1 or 
Case 2 described above. The decomposition of U~ can be performed by the 
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method described in Case 1 since it is the same with that of I = 2c + 1. The 
decomposition of V~ can be performed by dividing them vertically since there 
stand 2c points vertically in each of the columns. 
This completes the proof of Theorem 4.2 and, consequently, the proof 
of the main part of Theorem 4.1 with a construction algorithm of 
decomposition. 
Those results on the theory of graphs, such as Theorem 4.2, Lemmas A.1 
and A.2, and related topics can also be seen in Yamamoto, Ikeda, Shige-eda, 
Ushio, and Hamada (1975). 
(d) Proof of Theorem 6.1. Let Q~ and Q~.~ (~ = 1, 2,..., c) be a query of 
order one and c queries of order two, respectively, and let B be a bucket 
corresponding to those c + 1 queries. Then we have 
c~ " - -  C6 ~_Q~. 9B = 9~ u 1,2 - -  9~ + 9~ 1,2 (A15) 
It is easy to verify that the equality in (6.2) holds if and only if those c 
queries of order two correspond to c lines of a claw Kx,c and Q~ is a query of 
order one corresponding to its root-point. Formula (6.1) can be obtained 
easily from (6.2) and (3.2) since R(Ba) = P(Q~). 
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