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Abstract
In this paper, we examine the numerical computation of the (multiple) integrals generated by Galerkin methods applied to two
nonstandard hypersingular integral equations, which are of interest by their own. These equations are used to solve two classical
electromagnetic problems that are brieﬂy described.
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1. Introduction
For the evaluation of integrals we have at our disposal many quadrature formulas and techniques, which we can
nowadays deﬁne standard and whose properties have been well studied. In spite of this, applications continuously give
rise to new situations where the straightforward application of these formulas is either rather inefﬁcient or simply not
possible.
In this paper, we describe two of these situations, that we have encountered in the numerical solution of integral
equations arising in the solution of two classical electromagnetic problems. In one case, that we describe in Section
2, we have to deal with an integral having a (convolution) kernel known through a series expansion diverging at the
origin, whose Fourier transform is however known explicitly. In the second case, considered in Section 3, the kernel
is given by an integral representation. The presence of complex conjugate poles which can be arbitrarily close to the
interval of integration, makes the computation of this integral by means of standard approaches fairly expensive.
In both cases the goal is the efﬁcient computation of the integrals generated by Galerkin methods, using a low number
of points. Each one of the problems we consider suggests some new questions that we believe are of some interest.
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2. Galerkin matrix elements from a hypersingular integral equation arising in a waveguide scattering
problem
In [6] an electromagnetic problem, described by the application of Maxwell equations to a junction composed by an
inﬁnite (primary) waveguide
1 = {(x, y, z) ∈ R3 : 0<x <a, 0<y <b, −∞<z<∞}
and a semi-inﬁnite (secondary) waveguide
2 = {(x, y, z) ∈ R3 : −∞<x < 0, 0<y <b, 0<z<a′},
has been solved by means of a fast Galerkin BIE method. The above wave-guides are coupled through the common
aperture
A = {(x, y, z) ∈ R3 : x = 0, 0<y <b, 0<z<a′},
where in general a′ = a.
Since in the problem both the geometry of the structure and the incident ﬁeld are invariant with respect to the y
coordinate, the electric and magnetic ﬁelds E = (Ex,Ey,Ez)T and H = (Hx,Hy,Hz)T are constant with respect to y.
This implies
Ex = Ez = Hy = 0 in .
Therefore, the only nonvanishing components of E and H are Ey,Hx,Hz.
Taking this into account, and denoting by xz the section y = constant of the domain , and by xz its boundary, it
is shown in [6] that a standard calculation reduces Maxwell equations to the simpler and scalar two-dimensional form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(∇2xz + k2)Ey = −
Jmz
x
+ Jmx
z
in xz,
Ey = 0 on xz,
limx→−∞ Ey(x, z) = 0, 0za′,
limz→±∞ Ey(x, z) = 0, 0xa,
Hx = 1j
[
Ey
z
− Jmx
]
,
Hz = − 1j
[
Ey
x
+ Jmz
]
,
(1)
where Jm is a known (source) function and Jmu denotes its u-axis component. Here and in the following section j is
the imaginary unit.
By invoking a well-known surface equivalence principle in electromagnetic theory, the aperture A of the T-junction
is closed by inserting a thin metallic wall, and on the two faces of it equivalent magnetic currents are introduced:
J Ieqm = M(z)(x − 0+)zˆ, 0za′, (2)
on the primary waveguide side, where  denotes the Dirac function, and
J IIeqm = −M(z)(x − 0−)zˆ
on the secondary one, where
M(z) = −Ey(0+, z) = −Ey(0−, z) (3)
is analytic in (0, a′), and M(z) = 0 for z0 and za′. Globally, M(z) is continuous in (−∞,∞). These equivalent
magnetic currents are the sources of the scattered ﬁeld in each waveguide and their purpose is to allow the de-coupling
of problem (1) into two independent problems, each deﬁned in the corresponding waveguide. Since on the two sides
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of the (closed) aperture the magnetic currents are equal and opposite, the tangential electric ﬁeld is automatically
continuous on the aperture. Therefore, only the continuity of the tangential component Hz of the total magnetic ﬁeld
needs to be enforced.
The following integral representations for the scattered magnetic ﬁelds in each waveguide are then determined:
H Isz (0+, z) =
1
j limx→0+
∫ a′
0
2gI (x′, z′; x, z)
xx′
∣∣∣∣
x′=0+
M(z′) dz′ (4)
in Ixz, and
H IIsz (0−, z) = −
1
j limx→0−
∫ a′
0
2gII(x′, z′; x, z)
xx′
∣∣∣∣
x′=0−
M(z′) dz′ (5)
in IIxz, where gI(x′, z′; x, z) and gII(x′, z′; x, z) are known Green functions deﬁned in the primary and secondary
waveguide, respectively, given by the following expansions:
gI(x′, z′; x, z) = 1ja
∞∑
m=1
sin
(m
a
x
)
sin
(m
a
x′
) e−jkzm|z−z′|
kzm
, (6)
gII(x′, z′; x, z) = − 2
a′
∞∑
m=1
sin
(m
a′
z
)
sin
(m
a′
z′
) ejkxmx< sin(kxmx>)
kxm
, (7)
where
kxm =
√
k2 −
(m
a′
)2
, kzm =
√
k2 −
(m
a
)2
,
x> = max(x, x′), x< = min(x, x′). (8)
The square root is deﬁned to be the branch with negative imaginary part. By enforcing the continuity condition on the
total magnetic ﬁelds
H Iz(0+, z) = H IIz (0−, z), 0<z<a′, (9)
i.e.,
H Isz (0+, z) + H Iiz (0+, z) = H IIsz (0−, z) + H IIiz (0−, z), 0<z<a′, (10)
where the superscripts s and i denote the scattered and incident components, respectively, we obtain the following
hypersingular integral equation deﬁning the unknown magnetic current M(z):
GI(z − z′)M(z′) dz′ + GII(z, z′)M(z′) dz′
= j[H Iiz (0, z) − H IIiz (0, z)], 0<z<a′, (11)
where
GI(z − z′) = lim
x→0+
2gI(x′, z′; x, z)
xx′
∣∣∣∣
x′=0+
,
GII(z, z′) = lim
x→0−
2gII(x′, z′; x, z)
xx′
∣∣∣∣
x′=0−
(12)
and the integrals are deﬁned in the ﬁnite-part sense (see [3,6]). In other words, in (4) and (5) one can interchange
the limit and the integral operations if, after the exchange, the integral is deﬁned in the ﬁnite-part sense. This is not
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a general rule, but a property of the kernels of (4) and (5). The knowledge of M(z) allows then to solve completely the
original electromagnetic problem.
From representations (6), (7) the corresponding series for the kernels GI and GII
GI(z − z′) = 1ja
∞∑
m=1
(m
a
)2 e−jkzm|z−z′|
kzm
, (13)
GII(z, z′) = 2ja′
∞∑
m=1
kxm sin
(m
a′
z
)
sin
(m
a′
z′
)
(14)
are derived.
The Fourier transform of GI(z) is, however, known in closed form
G˜I() = GI(z)ejz dz = kx cot(kxa), (15)
where kx =
√
k2 − 2.
Eq. (11) is of interest from several points of view. Its kernels are hypersingular at z = z′ and are given by series
expansions; moreover, the kernel GII has also two ﬁxed second-order hypersingularities at the endpoints (see [6]). The
study of its invertibility in proper functional spaces appears to be a quite difﬁcult task. But also very little is known
about numerical methods for its resolution.
To solve numerically the integral equation (11), in [6] the Galerkin method deﬁned by an approximant for the
unknown function M(z) of the form
M(z) ≈ M(N)(z) =
N∑
n=1
Mn
√
2
a′
sin
(nz
a′
)
(16)
has been applied.
This approximant leads to a Galerkin matrix whose elements require in particular the evaluation of the integrals
Amn = 2
a′
〈
GI(z − z′) sin
(
nz′
a′
)
dz′, sin
(mz
a′
)〉
L2(0,a′)
, (17)
where
〈f, g〉L2(a,b) =
∫ b
a
f (z)g(z) dz.
The integral containing the second kernel GII is easily computed in closed form (see [6]). The evaluation of Amn is far
from being trivial. Standard approaches require the evaluation of the function
F(z) = GI(z − z′) sin nz
′
a′
dz′.
However, since the kernel GI(z − z′) is known explicitly only through the series expansion (13), which implies
(see [6]) that
GI(z) ∼ 1
z2
, z → 0,
it is not clear how to compute F(z) efﬁciently. In [6] a different approach, which involves the known Fourier transform
of GI rather than GI itself, was developed. First the functions were extended trivially to the whole real axis, by setting
them equal to zero when the variables are outside the interval (0, a′). Then, by interpreting the ﬁnite-part integral as
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a distribution, and applying Parseval’s identity and the property of the Fourier transform of a convolution product, we
obtained:
Amn = 12 〈G˜
I()fn(), fm()〉L2(−∞,∞), (18)
where
fm() =
√
2
a′
∫ a′
0
sin
(mz
a′
)
ejz dz (19)
and G˜I() is the Fourier transform of the kernel GI(z), given in (15). Notice that fm is an entire function.
Thus
Amn = 12
∫ ∞
−∞
G˜I()fn()f¯m() d, (20)
where the overbar indicates complex conjugation. We remark that fm can be evaluated analytically; indeed
fm() =
√
a′
2
mej(a′/2)
(
a′
2 )
2 − (m2 )2
⎧⎪⎨
⎪⎩
− cos
(
a′
2
)
, m = 1, 3, . . . ,
j sin
(
a′
2
)
, m = 2, 4, . . . .
(21)
This expression, together with that of G˜I() given in (15) above, implies Amn = 0 whenever m − n is odd.
Taking into account the expression of G˜I(), the integrals Amn for m − n even have been computed by complex
analysis techniques, in particular using Cauchy’s theorem (see [6]).
By decomposing either fm or fn into the sum of two meromorphic functions and then applying the Cauchy residue
theorem, the following series expansion for Amn is obtained:
Amn = mn a
′
2a
∞∑
p=0
	p
(m)2 − (ka′)2
(m)2 − (kzpa′)2
, (22)
−j2mn a
′
a
∞∑
p=1
[(kzpa′)2 − (ka′)2]
(kzpa′)[(m)2 − (kzpa′)2][(n)2 − (kzpa′)2]
(1 ± e−jkzpa′) =: mnS1 + S2.
The sign ± becomes + when both m, n are odd, and − when m, n are both even. Moreover, 	p denotes the Neumann
symbol: 	0 = 1 and 	p = 2 for p1.
The ﬁrst series originates from the residues of the meromorphic components of fm() at the poles  = ±m/a′.
Notice that these residues are different from zero only if m=n. The second series is generated by the residues of GI()
at the poles = ±kzp.
The ﬁrst series can be summed in closed form. Recalling the relationship
∞∑
p=0
	p
p2 + 
2 = 
coth 



, 
 = jn, n ∈ Z.
we obtain
S1 = 12
√
(m)2 − (ka′)2 coth
(
a
a′
√
(m)2 − (ka′)2
)
.
To sum the second series, we notice ﬁrst that the behavior of its pth term is, as p → ∞,
−j
( a
a′
)3 1
3
1
p3
− j
( a
a′
)3 1
3
(
k2a
2
− am − an
)
1
p5
+ O(p−7), (23)
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where
ka = ka

, am = m2
( a
a′
)2 − k2a ,
and that
∞∑
p=1
1
p3
= (3) = 1.202056903159594 . . . ,
∞∑
p=1
1
p5
= (5) = 1.036927755143369 . . . ,
where (z) is the Riemann zeta function. Then we accelerate the series by subtracting (23) from its pth term: let Tp
denote the new series term. There is no need to perform analytically this subtraction, to eliminate a possible numerical
cancellation phenomenon. Thus we obtain the following new expression for S2:
S2 = jmn

( a
a′
)2⎧⎨
⎩
∞∑
p=1
Tp + j(3) + j
(
k2a
2
− am − an
)
(5)
⎫⎬
⎭ . (24)
The series S2 in (24), for all requestedm, n, has been approximated by its truncated sumof orderP =(a/a′)(3N+50),
where N is the number of expansion functions used in (16). In the examples considered in [6], this truncation criterion
has given a relative error lower than 10−8.
Problem 1. The quadrature problem deﬁned by (20) can be viewed as a particular case of a more general one: compute
the integral∫ b
a
f (x)g(x) dx,
where f (x) is not known explicitly. Rather a (smoothing) integral transform of it, for example the Fourier transform,
is given explicitly in closed form. In this situation we believe that quadrature rules of the type
∫ b
a
f (x)g(x) dx ≈
n∑
i=1
wiF (xi)g(xi)
or ∫ b
a
f (x)g(x) dx ≈
n∑
i=1
wiF (xi)G(xi),
where F,G denote the given integral transforms of f, g, respectively, would be useful.
Problem 2. Another problem of interest is the construction of a series representation for Amn converging faster than
(24) above.
3. Galerkin matrix elements for Pocklington’s equation
In this section we consider the Pocklington integro-differential equation (see [4]) for the current u(z) induced on
a thin wire of (normalized) radius a > 0 by an incident harmonic electromagnetic ﬁeld. When the wire is perfectly
conducting and represented by the interval [−1, 1] in the z-axis, the equation has the form(
d2
dz2
+ k2
)∫ 1
−1
G(z − z′)u(z′) dz′ = f (z), −1<z< 1, (25)
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where k > 0 is the (normalized) wave number of the incident ﬁeld, u(±1) = 0, the kernel G : R→ C is deﬁned by
G(t) = 1
2
∫ 2
0
e
−jk
√
t2+4a2 sin2 2√
t2 + 4a2 sin2 2
d (26)
and f : (−1, 1) → C is a known function.
Once the induced current is known, the scattered ﬁeld can be obtained by means of a standard integral representation.
Several numerical methods for solving Pocklington’s equation have been applied; see for instance [1,2]. Generally
these are of Galerkin type. The elements of corresponding ﬁnal linear system matrix are of the form
cij =
〈(
d2
dz2
+ k2
)
Ai ,j
〉
L2(−1,1)
(27)
that is,
cij =
〈
d2
dz2
Ai ,j
〉
L2(−1,1)
+ k2〈Ai ,j 〉L2(−1,1) =: c(1)ij + k2c(2)ij , (28)
where the i’s denote the chosen basis functions, all satisfying i (±1) = 0, and
Av(z) =
∫ 1
−1
G(z − z′)v(z′) dz′. (29)
Their computation in [1,2], however, is time consuming and not fully satisfactory. This may be due to the ignoring the
behavior of the integrand function in (26), when t,  → 0.
Notice that since G(t) ∼ log t, t → 0, Eq. (25) can be considered hypersingular.
In this section we propose a new approach to compute (27). For simplicity we consider the term c(1)ij in (28), since
c
(2)
ij is quite similar, and we assume that the i’s are continuous and piecewise C1. Then, recalling that (±1) = 0,
integration by parts gives
c
(1)
ij = −
∫ 1
−1
(
d
dz
Ai (z)
)
′j (z) dz. (30)
If {i} denotes the Lagrange basis for the piecewise polynomials of local degree d vanishing at the endpoints ±1, and
associated with the partition
−1 ≡ z0 <z1 < · · ·<zN−1 <zN ≡ 1,
then we further have
c
(1)
ij = −
dj∑
l=j0
[′j (zl+1)Ai (zl+1) − ′j (zl)Ai (zl)] +
dj∑
l=j0
∫ zl+1
zl
Ai (z)
′′
j (z) dz, (31)
where the sum is extended to all mesh elements belonging to the support of j (z).
In the particular case that the i’s are piecewise linear, the previous expression takes the simpler form
−[Ai (zl+1) − Ai (zl−1)]. (32)
Therefore, from (31), (32) and c(2)ij it emerges that the key computation is the efﬁcient evaluation of the function
Ai (z) =
∫ bi
ai
G(z − z′)i (z′) dz′, (33)
where (ai, bi) is the support (supp) of i and z ∈ suppj .
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When z is not very close to the interval (ai, bi), the function G(z − z′) is smooth and (33) as well as (26) can
be computed by means of Gauss–Legendre rules. Difﬁculties arise when either z /∈ (ai, bi) but is very close to it, or
z ∈ (ai, bi), due to the presence of complex conjugate poles very close to the domain of integration. The integration
of analytic functions, having complex conjugate poles very close to the interval of integration is a problem that arises
in an increasing number of applications (see for example [5]). As in the case we are examining, the positions of the
poles depend upon outer variables which move the poles towards the interval of integration. The approaches suggested
to overcome this difﬁculty are not yet fully satisfactory, in particular when one can effort to use only a few integration
points per variable. In our case we suggest to decompose ﬁrst G(t) as follows:
G(t) = GR(t) − jGI(t), (34)
where
GR(t) = 12
∫ 2
0
cos(k
√
t2 + 4a2 sin2 2 )√
t2 + 4a2 sin2 2
d, (35)
GI(t) = 12
∫ 2
0
sin(k
√
t2 + 4a2 sin2 2 )√
t2 + 4a2 sin2 2
d. (36)
Notice that the integrand function of GI(t) is entire and the corresponding integrals can be computed efﬁciently using
Gauss–Legendre quadratures with very few nodes.
Thus the problem relies in the evaluation of the integrals associated with GR(t), that is
Iz = 12
∫ bi
ai
i (z
′) dz′
∫ 2
0
cos(k
√
(z′ − z)2 + 4a2 sin2 2 )√
(z′ − z)2 + 4a2 sin2 2
d. (37)
First we rewrite (37) as follows:
Iz = 12
⎡
⎢⎣∫ bi
ai
i (z
′) dz′
∫ 2
0
cos(k
√
(z′ − z)2 + 4a2 sin2 2 ) − 1√
(z′ − z)2 + 4a2 sin2 2
d
+
∫ bi
ai
i (z
′) dz′
∫ 2
0
1√
(z′ − z)2 + 4a2 sin2 2
d
⎤
⎥⎦ =: 12 (I (1)z + I (2)z ) (38)
and remark that we also have
I (2)z =
∫ 2
0
d
∫ bi
ai
i (z
′)√
(z′ − z)2 + 4a2 sin2 2
dz′. (39)
Then we consider I (1)z above, and use the new equivalent representation
I (1)z = −2
∫ 2
0
d
∫ bi
ai
i (z
′)
sin2
(
k
2
√
(z′ − z)2 + 4a2 sin2 2
)
√
(z′ − z)2 + 4a2 sin2 2
dz′. (40)
Notice that as t =|z′ − z| → 0 and  → 0, the inner integrand function behaves like
√
t2 + 4a2 sin2 (/2). Thus, when
z ∈ [ai, bi] this function is continuous together its ﬁrst derivative, with respect to z′, while the following derivatives
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blow up at the origin; moreover, when > 0 it has complex conjugate poles, whose imaginary parts move to zero as
 → 0.
For simplicity, to compute this integral, when in (37) we have z ∈ (ai, bi) it is useful, at least when  is small,
to break the interval of integration into two parts: (ai, z) and (z, bi), and apply a Gauss–Legendre rule to each of
these subintervals. If z /∈ (ai, bi) then we apply a Gauss–Legendre rule to the whole interval. The construction of
more sophisticated rules which take into account the presence of the singularities does not seem to pay off, since the
singularities depend upon other variables.
Since in (ai, bi) the basis functions i (x) are polynomials, generally of low degree, the computation of the inner
integral in (39) can be performed analytically, once we know the moments
m(z) =
∫ bi
ai
xm√
(x − z)2 + 2
dx. (41)
These can be evaluated using symbolic computation. Here are the ﬁrst of them, where m = m(z):
0 = log
bi − z +
√
(bi − z)2 + 2
ai − z +
√
(ai − z)2 + 2
,
1 =
√
(bi − z)2 + 2 −
√
(ai − z)2 + 2 + z0,
2 =
1
2
[bi
√
(bi − z)2 + 2 − ai
√
(ai − z)2 + 2 + 3z1 − (z2 + 2)0]. (42)
The corresponding outer integral is then computed using a Gauss–Legendre rule.
To justify the experiments we have performed, we recall that in (25) the original antenna length has been normalized
to 2 and the antenna itself is represented by the interval (−1, 1). The original wave number and antenna radius have
then been normalized accordingly. In practical applications, the new (normalized) wave number k generally ranges
from 1 to ; actually, standard values are 2 , . The (normalized) radius a is of order 10−2 or less. Larger values of
a, for example a = 1, would contradict the assumptions made to derive (25); nevertheless, we have also examined
this case.
In Tables 1 and 2 we report the relative errors we have obtained by approximating the integral
∫ 1
−1
dz
∫ 2
0
d
∫ 1
−1
sin2
(
k
2
√
(z′ − z)2 + 4a2 sin2 2
)
√
(z′ − z)2 + 4a2 sin2 2
dz′ (43)
using then3-pointGauss–Legendre rule for the outer integral, then2-pointGauss–Legendre rule for the intermediate one,
and the (composite) n1-point Gauss–Legendre rule for the inner most integral, after having splitted the corresponding
interval into (−1, z) and (z, 1). For simplicity we have chosen n3 =n2 =2n1 =n, so that the total number of quadrature
points is n3. The sequence of values of n we have chosen has no particular meaning; other choices of n3, n2 and n1
could very well be more effective. As reference values to compute the relative errors we have taken the approximations
obtained with n3 = n2 = 128 and n1 = 64.
Table 1
Relative errors
n3, n2, n1 a = 1 a = 10−2 a = 10−4
k = 1
4, 4, 2 1.97E − 03 8.53E − 04 5.17E − 04
6, 6, 3 2.98E − 04 2.38E − 04 2.47E − 06
12, 12, 6 5.80E − 06 8.76E − 05 6.88E − 08
24, 24, 12 1.07E − 07 8.26E − 06 4.75E − 08
48, 48, 24 1.82E − 09 5.91E − 08 2.60E − 08
G. Monegato / Journal of Computational and Applied Mathematics 210 (2007) 244–253 253
Table 2
Relative errors
n3, n2, n1 a = 1 a = 10−2 a = 10−4
k = 
4, 4, 2 1.18E − 01 3.07E − 02 3.00E − 02
6, 6, 3 1.12E − 01 6.83E − 04 1.18E − 03
12, 12, 6 4.21E − 05 1.81E − 04 1.49E − 07
24, 24, 12 7.91E − 07 1.71E − 05 9.84E − 08
48, 48, 24 1.34E − 08 1.23E − 07 5.40E − 08
It is clear that as k increases, the oscillatory behavior of the corresponding sin function will require an increasing
number of quadrature nodes. Fortunately, as we have already remarked, in practical antenna applications the order of
magnitude of k is 1.
Problem 3. Also the computation of integral (37) suggests a new problem: construct an efﬁcient rule for approximating
integrals of the form∫ 1
0
d
∫ 1
0
f (x, )√
x2 + 	2() dx (44)
or ∫ 1
0
d
∫ 1
0
f (x, )
√
x2 + 	2() dx, (45)
where 	(), f (x, ) are smooth functions and 	() ∼  and it is not homogeneous, and derive corresponding error
estimates. With reference to the simple approach we have proposed, ﬁnd the error estimates in the case of product
Gauss–Legendre rules.
Since when in (37) z ∈ (ai, bi) we have suggested to break the interval of integration into two parts: (ai, z) and
(z, bi), after a simple change of variable we are lead to integrals of the form above, where the upper limit of the inner
integral depends upon a third variable z. In this case the needed error estimates should be uniform with respect to the
variable z.
Acknowledgments
The author thanks Carsten Carstensen for drawing his attention to Pocklington’s equation and Refs. [1,2].
References
[1] C. Carstensen, B.P. Rynne, A posteriori error control for ﬁnite element approximations of the integral equation for thin wire antennas, ZAMM
82 (2002) 284–288.
[2] P.J. Davies, D.B. Duncan, S.A. Funken, Accurate and efﬁcient algorithms for frequency domain scattering from a thin wire, J. Comput. Phys.
168 (2001) 155–183.
[3] M. Diligenti, G. Monegato, Finite-part integrals: their occurrence and computation, Rend. Circ. Mat. Palermo, Ser. II 33 (1993) 39–61.
[4] R.S. Elliott, Antenna Theory and Design, Prentice-Hall, Inc., Englewood Cliffs, NJ, 1981.
[5] G. Monegato, L. Scuderi, Numerical integration of functions with endpoint singularities and/or poles in 3D Galerkin BEMs, Publ. Res. Inst.
Math. Sci. 41 (2005) 869–896.
[6] G. Monegato, R. Orta, R. Tascone, A fast method for the solution of a hypersingular integral equation arising in a waveguide scattering problem,
Internat. J. Numer. Methods Eng. 67 (2006) 272–297.
