Abstract-Wind generation is growing fast worldwide. The stochastic variation of large-scale wind generation may impact the power systems in almost every aspect. Probabilistic analysis method is an effective tool to study power systems with random factors. In this paper, a systematic nonlinear analytical probabilistic method is proposed to evaluate the possible effect of random wind power generation on power system small signal stability. A second-order polynomial is proposed to approximate the nonlinear relationship between the wind generation and the damping of a particular dynamic mode, such as the dominant mode. Gaussian mixture model formulates wind uncertainty in a uniform way. Spectral theorem is adopted to reshape the second-order polynomial into a form without cross-product terms. Cholesky decomposition is used to eliminate correlations among outputs of different wind farms. Thereafter the cumulative distribution function (CDF) of the damping ratio with respect to random wind power is consequently constructed. Numerical simulations are carried out in the IEEE standard test system. The proposed method is verified with higher accuracy than the traditional linearized method. Meanwhile, it is much more time-saving in calculation than Monte Carlo simulation.
Abstract-Wind generation is growing fast worldwide. The stochastic variation of large-scale wind generation may impact the power systems in almost every aspect. Probabilistic analysis method is an effective tool to study power systems with random factors. In this paper, a systematic nonlinear analytical probabilistic method is proposed to evaluate the possible effect of random wind power generation on power system small signal stability. A second-order polynomial is proposed to approximate the nonlinear relationship between the wind generation and the damping of a particular dynamic mode, such as the dominant mode. Gaussian mixture model formulates wind uncertainty in a uniform way. Spectral theorem is adopted to reshape the second-order polynomial into a form without cross-product terms. Cholesky decomposition is used to eliminate correlations among outputs of different wind farms. Thereafter the cumulative distribution function (CDF) of the damping ratio with respect to random wind power is consequently constructed. Numerical simulations are carried out in the IEEE standard test system. The proposed method is verified with higher accuracy than the traditional linearized method. Meanwhile, it is much more time-saving in calculation than Monte Carlo simulation.
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I. INTRODUCTION

W
IND generation is considered as an economical and environmental friendly way of electricity production. In China, a great number of large scale wind farms are integrated into power systems directly in transmission level. When wind farms are deployed in large scale, the injection of intermittent wind power brings many challenges and difficulties to power systems, including the power system small signal stability. Since the wind power cannot be forecasted with satisfying accuracy, the impact of stochastic wind generation on power system small signal stability should be carefully evaluated. Probabilistic analysis is a good tool for this issue [1] , [2] . The authors are with the Department of Electrical Engineering, Tsinghua University, Beijing 100084, China (e-mail: wang-zw13@mails. tsinghua.edu.cn).
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The probabilistic analysis mainly aims to obtain the CDF or probabilistic density function (PDF) of an index, say, imaginary part or damping ratio of critical modes. As it is known, given wind generation are specified, eigenvalues of power systems are correspondingly determined. Thus, eigenvalues could be regarded as functions of wind generation. Due to the complexity of power systems, these functions are implicit and nonlinear. Also, random variables (wind generation of different wind farms) are correlated. Therefore, from the prospective of mathematics, the probabilistic analysis of small signal stability could be regarded as "constructing the CDF (or PDF) of a random variable which is an implicit and nonlinear function of some other correlated random variables". Several efforts have been devoted into this topic.
Monte Carlo simulation (MCS) is a versatile probabilistic methodology [4] - [6] which is of high accuracy, thus it is regarded as a benchmark to examine the validity of other methods. However, the computation of a huge amount of operating scenario samples makes it time-consuming. In order to reduce computation burden, other kind of method, namely "analytical method" attracts great attention [7] . Reference [8] advocated a method using Gram-Charlier expansion to investigate the impact of stochastic uncertainty of wind generation on power system small signal stability. Basically, this method assumes that eigenvalues linearly depend on wind power. However, stability analysis shows that the relationship between eigenvalues and wind generation is strongly nonlinear, especially when the power system is with high penetration of wind power. Therefore, the accuracy of linearized method [9] , [10] is not satisfying, and needs improvements. Multi-point linearization technique proposed in [11] , [12] aims to handle the nonlinearity and enhances the accuracy. However, it is not a strictly proved mathematical method as the author admitted.
The main contribution of this paper is to propose a nonlinear analytical method to obtain the CDF of the damping ratio of power system critical mode with respect to random wind generation. Firstly, aiming at reducing the errors which stem from linearization of a nonlinear function, this paper uses a secondorder polynomial to approximate the relationship between wind power and the damping ratio of a particular dynamic mode. Then, Gaussian Mixture Model is adopted to model wind power forecast errors in a uniform way with satisfying accuracy. Considering cross-product terms of the second-order polynomial and correlations among wind generation of different wind farms, this paper adopts spectral theorem and Cholesky decomposition to reshape the quadratic function of damping ratio into summation of independent random variables. Finally, Cornish Fisher expansion speeds up the calculation of the CDF in order to meet the requirement of practical use.
The prominent features of the proposed method are: 1) The proposed method is analytical, thus much faster than MCS. 2) Because this work takes nonlinearity into account, it leads to higher accuracy than traditional linearized method.
3) Compared to multi-point linearization technique, this method lies on a solid theoretical foundation and can be strictly proved.
This paper is organized in the following manner. Section II details the second-order approximation of a selected mode's damping ratio with respect to wind power. Section III introduces how to apply Gaussian Mixture Model to approximate any distributions of wind power forecast errors. Since the damping ratio is expressed in a quadratic form, in Section IV, Cholesky decomposition, spectral theorem and Cornish-Fisher expansion are applied to construct the CDF of damping ratio. In Section V, the proposed method is verified in IEEE standard systems. Section VI concludes the whole paper.
II. A SECOND ORDER APPROXIMATION OF DAMPING RATIO
It is a common practice to approximate an implicit function by using the first-order and second-order sensitivities with respect to some independent variables. This section details the procedure to obtain sensitivities of a selected dynamic mode's damping ratio with respect to wind generation. For ease of reference, the terms "sensitivity" or "sensitivities" used in the following part of this paper mean "sensitivity or sensitivities with respect to wind generation" unless otherwise stated.
A. Small Signal Stability Analysis
Power systems are modeled by a set of differential-algebraic equations (DAEs) as follows:
where x are state variables and y are algebraic variables. The system's state matrix A s is obtained at an equilibrium point.
Definitions of A, B, C, D could be found in [13] . The small signal stability can be evaluated by eigenvalues of A s .
B. Sensitivities
Given a multi-machine power system integrated with W gridconnected wind generations, the damping ratio of kth selected eigenvalue is regarded as an implicit function with respect to wind generation. Thus, its first-order and second-order partial derivatives (sensitivities) of the damping ratio with respect to the w i th and w j th wind power can be computed by the perturbation method if ΔP wi and ΔP wj are assigned a small increment [8] :
where ξ k denotes the damping ratio. P wi , P wj represent the w i th and w j th wind power generation, respectively. Besides the above numerical way, we also provide a theoretical method for derivatives calculation. Detailed descriptions are available in APPENDIX A.
According to the Taylor series expansion, the second order approximation of the damping ratio is formed:
where ξ k0 denotes the initial damping ratio. Δ and Γ denote the first-order and second-order sensitivities of damping ratio ξ k , respectively. For example, the ith element of Δ, denoted as ∂ξ k /∂P wi , is the first-order sensitivity of ξ k with respect to the ith wind generation. And the element in the ith row, jth column of Γ, denoted as ∂ 2 ξ k /∂P wi ∂P wj , is the second-order sensitivity of ξ k with respect to the ith, and the jth wind generation. P w0 is a column vector which denotes wind power at a selected equilibrium point. Thus, (P w − P w0 ) denotes the variation of wind power. Specifically, if P w0 is assigned wind power forecast value, then (P w − P w0 ) represents the wind power forecast error. How to model the distribution of wind power forecast error will be discussed in the next section.
III. MODELING WIND POWER FORECAST ERRORS
A. Wind Power Forecast Errors
Many literatures have used Weibull distribution to model wind speed, and adopted "wind speed VS power" curve to characterize the distribution of wind power. Due to the existence of cut-in wind speed and rated wind speed, this distribution consists of spikes at 0 and 1 p.u. This model is difficult for subsequent analysis.
This paper adopts a different model for wind power distribution with the help of wind power forecast information. If there are W wind farms, then wind power output can be modeled as forecast values plus forecast errors (the superscript ∼ is used to denote random variables):
where X wi0 is the w i th wind farm forecast value which is deterministic.x wi denotes the forecast error of the w i th wind farm forecast which is a random variable.X wi is the power output of the w i th wind farm. Two important but easy to be confused definitions [14] are introduced: distribution of wind power forecast errors, and distribution of wind power output. As the author of reference [14] stated: both of the above distributions (errors/output) are conditional probability functions with respect to the forecast value. The distribution curve of forecast errors, if it is shifted to the right by a magnitude of the corresponding forecast value, becomes the distribution curve of wind power output. They have the same shape, but different locations. The distribution curves of errors and output are shown in Fig. 1 . More detailed information about features and examples of wind power forecast errors can be found in [14] .
B. Gaussian Mixture Model
Several literatures [14] - [16] have reported that wind farm forecast errors obey different distributions in different time scales. a) For ultra-short-term forecast (1 min ∼60 min), the forecast errors are well modeled by Cauchy distribution. b) For short-term forecast (1 h∼48h), when the forecast value is close to 0 or 1, the PDF of the forecast errors have a distortion because the wind power could not be smaller than 0 or greater than 1 p.u. Under this circumstance, beta distribution better captures the character of forecast errors. c) As for many geographically dispersed wind farms, according to the central limit theorem, the wind forecast errors approach Gaussian distribution.
Wind power forecast errors or output with respect to the forecast value obey different distributions. In order to model them in a uniform way, the Gaussian Mixture Model (GMM) is adopted. The GMM is a widely-used technique to model variability with different distributions in signal, audio and image processing. In recent years, it has been extended to modeling uncertainty in power systems [17] , [18] . It is worth mentioning that even if the uncertainty cannot be well described by Cauchy, Beta or Gaussian distributions, it still can be modeled by GMM with better accuracy. Detailed information about how to use GMM to model different distributions is available in paper [17] .
The GMM is a parametric probability density function represented as a weighted sum of Gaussian component densities. Each component has three sets of parameters: weight, mean, and variance (or mean vector and covariance matrix for the multivariate case). The GMM PDF for W-dimension random variablesx is given by:
where fX (x) denotes the joint PDF of multivariatex. The mixture component N (x |μ m , Σ m ) denotes the multivariate Gaussian distribution. μ m and Σ m represent for mean vector and covariance matrix. ω m denotes the weighed coefficient. Considering the requirement that the integral of the joint PDF should be unity, there is a constraint that the summation of ω m equals to 1. In order to adopt GMM to modeling wind power errors/ output, parameters μ m , Σ m , ω m of each mixture component should be estimated according to historical data of wind forecast errors. This is a typical parameter estimation problem, which can be solved by the expectation maximization algorithm proposed in [17] .
IV. DISTRIBUTION OF THE QUADRATIC FORM FUNCTION
In the Section II, the damping ratio ξ k is approximated by a quadratic function of wind power. This section will propose a method to calculate the CDF of ξ k .The rest of the section is organized in two parts. In part A, wind power errors are modeled by multivariate Gaussian distribution. Under this assumption, with the help of Cholesky decomposition, eigenvalue spectral theorem and Cornish-Fisher expansion, the CDF of ξ k is obtained. In part B, wind power errors are modeled in a uniformed way by GMM. Then, based on derivations and results in part A, the CDF of ξ k is also constructed. At the end of this section, a flow chart of the proposed methodology is given.
A. CDF of Damping Ratio When Gaussian Distribution Adopted
To better describe the rest of the section, Equation (5) is reformed in a more common way, which is called Theta-DeltaGamma model in the financial research field [19] :
whereX denotes random variables which obeys multivariate Gaussian distribution with mean vector μ and covariance matrix Σ. fX (x) is the PDF ofX.
Since Γ is not a diagonal matrix,Ỹ is a quadratic polynomial ofX with cross-product termX iXj . And elements inX have correlations with each other. Hence, the CDF ofỸ shown below cannot be directly calculated by multi-dimensional integrals:
. .
In the following part, Cholesky decomposition and spectra theorem are used to get over such difficulties.
1) Cholesky Decomposition and Spectral Theorem:
The main idea, coming from [20] , to eliminate correlations among random variables is based on Cholesky decomposition. And a non-diagonal matrix can be transformed into a diagonal matrix by its eigenvectors, thus cross-product terms no longer exist. Detailed derivations are given as follows.
Let z denotes a lower triangular matrix and satisfies (Cholesky decomposition):
If there is a symmetric matrix zΓz T , then an orthogonal matrix L exists and it can transform zΓz T into diagonal matrix (spectral theorem):
Λ is a diagonal matrix containing the eigenvalues of zΓz T . L is a square matrix whose rows comprise orthogonal eigenvectors of zΓz T . Define the linear transform of variablesX as:
It can be deduced that the expected values and correlation matrix of the new variablesX satisfy:
Applying (12) to (8), yields:
To be brief, equation (15) is denoted as:
where
, a i is the ith diagonal element of Λ, and X i is the ith element ofX . Equation (18) shows that there are no more cross-product terms andX are independent standard Gaussian variables.
2) Cumulants ofỸ:
Note that a single term of equation (16) could be rewritten as non-central chi-square form by 'completing the squares'. And the cumulant generating function of the chi-square distribution is analytically known [20] :
Since elements inX are independent random variables, according to operation principles of cumulant generating function, the cumulant generating function ofỸ, which is the summation of each element inX , is the summation of K i (t):
The rth order cumulant κ r is defined as:
According to (18) (19) , κ r is calculated:
Since cumulants ofỸ are available, the following part proposes Cornish Fisher expansion to obtain the CDF ofỸ.
3) Cornish-Fisher Expansion: Cornish-Fisher expansion provides a way to approximate the quantile of any random variable as a combination of its first few cumulants and α-quantile of a standard Gaussian random variable. The formula of Cornish-Fisher expansion using the first five cumulants is shown below [22] :
where Φ −1 (α) denotes the α-quantile of a standard Gaussian distribution. κ r denotes the rth order cumulant ofỸ. Since F −1 Y (α) is obtained, its inverse function FỸ (y), i.e., the CDF ofỸ, is also obtained.
B. CDF of Damping Ratio When GMM Adopted
Considering the multiple random variablesX are modeled by GMM, equation (8) is modified as:
According to the definition of CDF ofỸ and criterions of multi-dimensional integrals, the following equations are derived: Fig. 2 . Procedure of the nonlinear probabilistic analysis methodology for implicit functions of correlated random variables.
Equation (23) shows the CDF ofỸ is the weighed summation of different multi-dimensional integrals FỸ m (y). Note that each multi-dimensional integral FỸ m (y) could be computed according to our previous derivations in part A, so the CDF of Y is obtained.
A flow chart of the whole procedure of the proposed nonlinear methodology based on the second order approximation, GMM, and Cornish-Fisher expansion is given in Fig. 2 .
Firstly, given the historical data of wind forecast errors, the GMM parameters estimation problem is solved to obtain the weighed coefficient ω m , mean vector μ m , and covariance matrix Σ m . Also, sensitivities at the equilibrium point where wind power are assigned forecast value are calculated through the numerical or analytical way. Then, cumulants of each mixture component are obtained with the algorithm shown in Section IV, part A. Thirdly, FỸ m (y) of each mixture component is computed by Cornish-Fisher expansion. Finally, FỸ (y) is the weighed summation of all FỸ m (y).
The above derivations describe a procedure to obtain the CDF. Sometimes, people are more interested in the PDF than the CDF. A detailed description of obtaining the PDF is available in APPENDIX B. 
A. Simulation Introduction
The proposed probabilistic analysis method for small signal stability is tested in the IEEE 39-bus-10-machine standard system. Synchronous generators are modeled by the fourth order differential equations. The AVR installed in each generator is regarded as a simple first-order excitation system. There is no PSS. G2 is the slack node. Detailed parameters of dynamic models and load conditions are in [23] .
Since locations of wind farms do not affect the correctness and effectiveness of the proposed method, without losing generality, two wind farms, namely WF1 and WF2, are assumed to be connected to bus node 1 and 25. Installed capacities of the two wind farms both are 900 MW. Wind generation type is assumed to be DFIG. According to the previous research in [24] , [25] , dynamics of DFIG model have little impact on electromechanical modes as small signal stability analysis is concerned. The mechanism for DFIG to influence power systems low frequency oscillation is to change the equilibrium point of the system through power injection. Therefore, it is reasonable to reduce the detailed DFIG dynamics model as a static power source in this paper. As for dynamics of other types of wind generation, they may have effects on electromechanical modes. Thus, their dynamic models should be taken into account. It is worth mentioning that the proposed methodology can embrace these different dynamic models of wind generation. No matter what wind generation model is adopted, basic concepts and algorithm of the proposed methodology remain the same.
In the following test, MCS is used as a benchmark to verify the correctness of the proposed method. And also, results obtained by linearized method [8] - [10] are available for 
B. Test of Case A
Three cases are tested. Case A is used as the base scenario where the wind power forecast values for the two wind farms are 0.8 and 0.8 p.u, respectively. Power set points of synchronous machines are depicted in APPENDIX C.
There are no available wind power forecast errors for the 39-bus-10-machines system. Without losing generality, we simulated 5000 samples of forecast errors as shown in Fig. 3 . The marginal distributions of the forecast errors are assumed to obey Beta distribution, whose shape parameters are 10 and 3, respectively. Correlation coefficient matrix is given as follows: 
Usually, a mode is regarded to be dangerous if its damping ratio is less than 3% (or 5% in some cases). In Case A, two modes shown in TABLE I are identified as critical modes because their damping ratios are closer to 3%.
The second order approximations of the two modes' damping ratios are constructed with the methods introduced in Section II. Sensitivities are listed in TABLE II. The bivariate distribution of wind forecast errors is modeled through four Gaussian components. TABLE III shows the parameters of GMM components. Since sensitivities and GMM parameters are obtained, the first five cumulants of quadratic forms are computed. Finally, CDF curves are sketched in Fig. 4 . CDF curves by the linearized method and MCS are also available.
In Fig. 4 , the CDF obtained by the proposed method is much closer to the CDF obtained by MCS than that attained by the linearized method. For both modes, there are significant differences between the CDFs obtained by the two different methods. The linearized method overestimates the risk, thus appears to be conservative. For mode 2, there are some points at which both the linearized method and proposed method do not match with the MCS very well. However, as the whole scope of the picture is concerned, the proposed method still performs better than the linearized one.
A quantitative error index [10] named "Average Root Mean Square (ARMS)" is adopted to demonstrate the higher accuracy of the proposed method than the linearized one. ARMS is defined as:
where MC i and SL i represent the ith point's value on the CDF curve obtained by MCS and another selected method respectively, and N represents the number of points. In this paper, the range over which the ARMS values are calculated is between the 1st and 99th percentiles. Obviously, the smaller the ARMS is, the higher accuracy of the selected method is. TABLE IV lists the ARMSs of the two damping ratios' CDFs obtained by the proposed method and the linearized method.
ARMS of the proposed method dramatically drops 84.4%, 30.9% respectively, which clearly demonstrates that the second order approximation adopted in the proposed method is a better description of the real distribution. Explanations for this phenomenon are that the linearized method lacks consideration of the inherent nonlinearity in damping ratio variation, while the proposed method takes it into account.
As for computational efficiency, MCS generating 5000 iterations costs 1853 s, the linearized method costs 13.72 s, and the proposed method needs 16.34 s to complete the same probabilistic analysis. The total time cost of the proposed method are divided into four parts: 0.48 s for the initialization, 2.86 s for the GMM parameters estimation, 2.51 s for the sensitivities computation, and 10.49 s for obtaining the CDF. The program for the sensitivities computation, which mainly consists of eigenvalue solutions at different equilibrium points, is implemented by a commercial software toolbox named PSAT-2.1.9 in Matlab
In order to give a deeper insight of the proposed method, PDFs are available in APPENDIX D. Results of PDFs also demonstrate that the proposed method enhances the accuracy. 
C. Test of Case B
Case B differs from Case A in which wind power forecast values for the two wind farms become 0.2 and 0.2 p.u. The marginal distribution of the forecast errors in Case B is still assumed to be Beta distribution. Shape parameters become 3 and 8, respectively. Other parameters are the same as those in Case A. The scatter diagram (Fig. 5) shows forecast errors in Case B.
The proposed probabilistic analysis is conducted for Case B. Due to the limited space, selected critical modes, sensitivities and GMM parameters are no longer listed in detail. Results of CDFs are shown in Fig. 6 (PDFs are available in APPENDIX D). Generally speaking, although the forecasted wind generation and distributions of the forecast errors have changed, the proposed method still provides favorable agreement with the results of MCS. The proposed method agrees with MCS on both modes, while the linearized method overestimates the risk in mode 1 and underestimates the risk in mode 2.
For mode 1, the linearized method indicates that there is a probability of 100% for the damping ratio to be less than 3.9%. However, both the proposed method and MCS show the actual probability is 83%. The linearized method is conservative.
Linearized Method : P (ξ 1 < 0.039) = 100%
MCS : P (ξ 1 < 0.039) = 83.2% Proposed Method : P (ξ 1 < 0.039) = 83.5%
For mode 2, the probability of damping ratio to be less than 3.6%, estimated by the linearized method, is 52.6%, while MCS indicates the actual probability is 100%. The proposed method provides the same results as MCS does. The linearized method underestimates the risk.
Linearized Method : P (ξ 2 < 0.036) = 52.6%
MCS : P (ξ 2 < 0.036) = 100% Proposed Method : P (ξ 2 < 0.036) = 100%
(27) Case B shows that the proposed methodology is consistent with MCS across almost the whole range of possible wind generation. Forecast values' distributions with different parameters will not affect the performance of the proposed methodology.
D. Test of Case C
Case C is to investigate how correlations affect test results. Case C differs from Case A in which the two wind farms have no correlations, which means the off-diagonal terms of the correlation coefficient matrix become zero. Fig. 7 shows the distribution of the forecast errors in Case C. Other parameters are the same as those in Case A.
In Case C, the correctness of the proposed method is also verified by MCS. The ARMS of mode 1 drops from 21.1 × 10 −3 to 5.6 × 10 −3 (a reduction of 73.63%). And the ARMS of mode 2 drops from 4.1 × 10 −3 to 2.1 × 10 −3 (a reduction of 48.78%). In order to save space, related results are omitted. Instead, comparisons of modes' CDF between Case A and Case C are shown in Fig. 8 . It shows that correlations have changed the shapes of CDF curves. For mode 1 and mode 2, the CDF curves (in red) of uncorrelated random variables are always higher than the correlated one's (in blue), which indicates correlations decrease the system risk of losing small signal stability in this case.
VI. CONCLUSION
This paper has developed a nonlinear analytical methodology for power system small signal stability probabilistic analysis. Second-order polynomials are used to approximate the nonlinear relationship between modes' damping ratios and multiple wind generations in a large scope. With the help of Cholesky decomposition and spectral theorem, correlations of wind generations and cross-product terms of quadratic function are eliminated. This makes it possible to construct the CDF of a modes' damping ratio precisely and analytically. Cornish Fisher expansion helps to further reduce computational burden. The proposed method is compared with the traditional linearized method and MCS in test systems. And the proposed method is verified to be more accurate than linearized method and computationally time-saving than MCS.
APPENDIX A This section is to introduce an analytical computing procedure for sensitivities. Firstly,power flow equations are used to calculate sensitivities of node voltage. Secondly, sensitivities of all algebraic variables and state variables are obtained from the sensitivities of node voltage. Thirdly, eigenvalue sensitivities can be computed since they are composite functions of the sensitivities of state variables and algebraic variables. Finally, the second-order approximation to the function of damping ratio with respect to wind generation is given.
A. Sensitivities of Algebraic Variables 1) Node Voltage Magnitude and Phase:
There is an N + 1 node systems with r PV nodes. Synchronous machines and wind power injection nodes are all regarded as PV nodes. Voltages at the terminal generation bars are considered constant. Then the power flow equations are expressed as equation (A-1):
where subscript w 1 , . . . , w i , . . . , w j , . . . w W represent nodes with wind power injection. When the ith bus is a ZIP load, the corresponding equations become:
to the right, equation (A-2) has the same form as equation (A-1) . Then, equations (A1) (A2) are briefly denoted by:
By applying the multivariable chain rule, equation (A-3) is differentiated with respect to P wi
∂(U t θ) denotes the short form of Jacobian matrix of power flow equations. And e is a column vector in which the w i th element is 1 and other elements are zero.
From (A-4), the first-order sensitivity of node voltage magnitudes and phase angles with respect to P wi can be obtained by (A-5):
Consequently, the second-order sensitivity shown in (A-7) is deduced from (A-6):
2) Other Algebraic Variables: Sensitivities of other algebraic variables with respect to P wi can be obtained through the following procedures. For example, the ith node current magnitudes I i and phase angles ϕ i are:
The first-order and second-order sensitivities of I i can be obtained by differentiating (A-8) as shown in (A-9): 
Sensitivities of other state variables can also be obtained with similar procedures. where,
(B-4)
It is worth mentioning that the PDF computation needs integral calculations, thus it has a relatively heavier computational burden than computing the CDF. With the help of the integral function quadgk() in matlab, it is also very convenient to compute fỸ (y).
B. PDF of Damping Ratio When GMM Adopted
When the multiple random variablesX are modeled by GMM, according to equation (23) where fỸ m (y) is the PDF of a quadratic function when the input random variables are modeled by Gaussian distributions. Equation (B-5) shows that the PDF ofỸ is the weighed summation of different fỸ m (y). Since each fỸ m (y) can be computed according to equation (B-3) , the PDF ofỸ is obtained. According to the above four figures, PDF curves obtained by the proposed method match better with the MCS than the linearized one. It is demonstrated that the proposed method is of higher accuracy than the linearized one as the PDF is concerned. The time cost to obtain PDFs is 18.23 s in Case A, and 17.47 s in Case B. 
APPENDIX C
