In this paper an autoregressive model for price changes in high frequency financial data is developed. This model utilises the discrete nature of the price changes on a trade-by-trade basis, as these changes typically are only a few cents. The autoregressive model is an extension of those used for time series of count data and is based on a Poisson distribution. The model is extended by adding a conditional variance (ARCH) equation.
Introduction
The ready availability of very high frequency data has provided new areas for research. These have included investigations into the "compass rose" effect (see Wang and Wang 2002; Wang et al 2000 and Szpiro 1998) and the component GARCH model (Engle and Lee 1999) . This paper is an attempt to jump on the high frequency bandwagon.
When looking at high frequency data two features that immediately become apparent are the preponderance of zero changes and the relatively small number of values taken by the changes. In one case in this study, shares in Coles-Myer 1 over a one month period, the price changes on a trade-by-trade basis range from -5 to +4 cents and 81%
of the trades involved no price change. Although the returns appear to be continuous they are generated by a highly discrete set of price changes. It is this underlying discreteness that causes the "compass rose" pattern, see Szipro (1998) . Another feature that is apparent in the six shares and the exchange rate investigated in this paper, is a significant negative autocorrelation between the changes, which ranges from -0.46 to -0.13. This is also noted as typical of high frequency data by Engle and Russell (2002) .
[Insert Figure 1 About Here] prices changes are non-stationary Amilon's approach would be preferred, but in all the cases considered here, the price and exchange rate changes were stationary, as
shown by the results of the Dickey-Fuller tests given in Table 1 . Hellström and Simonsen (2006) developed an autoregressive type model, which allows for negative integer valued price changes which are correlated. However their model is not a direct analogue of the standard ARIMA model as it assumes that price changes in the present period depend on the price level in the previous period, rather than using the same order of integration throughout. Whether this is likely to cause problems when the price levels are non-stationary is not addressed, but as their study was only interested in short-run effects, non-stationarity may not have been an issue.
The model proposed in this paper uses differenced data throughout, analogously to the continuous ARIMA model.
Clearly the standard autoregressive model will not provide discrete forecast values, as can be seen using the estimated continuous AR ( where the figures in brackets are standard errors. To find a model which better characterises the nature of this data we look to the literature on time series of count data. McKenzie (1986) and Al-Osh et al. (1987) were among the first in the area and used what is called the binomial thinning operator. These models are, for the AR(1)
and for the MA(1)
Here M t is a set of i. This model forms the basis for the one in this study but has two serious limitations.
The first is that it restricted to counts, that is non-negative integers only, while price changes require both positive and negative values. The second is that only positive correlations can be generated using these models, but the data used here is negatively correlated. To overcome these limitations the following models are proposed: for the AR(1)
If the series is positively correlated the minus sign before the α should be omitted.
As before ∆P t is a discrete valued time series and M t is a set of i.i.d. integer random variables. The Poisson distribution is used here, but the negative binomial or other unbounded discrete distribution could be used. The symbol α* represents the thinning operator similar to the one defined above with probability α, Bin(|∆P t-1 |, α) for the AR(1) process. This thinning operator works for negative values of ∆P t by using the absolute value of ∆P t in the binomial distribution. The negative sign allows the contribution from this term to be negative and so introduces negative correlation.
Here Y t is an i.i.d. random variable, independent of M t , and taking the values 0 with probability γ 0 = (1 − γ 1 -γ 2 ), +1 with probability γ 1 and -1 with probability γ 2 . This Y t variable allows the innovation process to take both positive and negative values and also allows for a high proportion of zeros through the probability γ 0 .
Unlike the count models of equations (2) and (3) 
and covariances
For this process the mean of ∆P t will be zero if and only if γ 1 = γ 2 .
Proof:
Letting t → ∞ and using α < 1 gives
, which is constant.
For the covariance
By the independence of M t and Y t , we can write:
Using (6) gives the formula for the covariance which does not depend on t. From this, (9) and (6) 
and 2 2 2 2 1
All other covariances are zero.
Proof:
The proofs of formulae (10), (11) and (12) 
This together with (10) and the result for the covariances establishes the stationarity of the process.
Estimation
This proves more difficult than in the continuous case. The term α*∆P t-1 is an unobserved random variable, unlike the continuous case where there is an unknown constant multiplying an observed ∆P t-1 . The moving average case is even more difficult. The standard procedure used in the count time series literature is the generalised method of moments based on the probability generating function (see Brännäs K. and Hall A. 2001) . This is not possible here because the probability generating function is not defined for negative integers.
It was decided to estimate the more tractable AR(1) model using maximum likelihood estimation. It was assumed that the innovations followed a Poisson distribution, again to make the likelihood more tractable. It also makes it easier to fit an ARCH type model. The log likelihood is given by the expression
where λ is the mean of the Poisson distribution and I is the zero-one indicator function. This function is not smooth at ∆P t equals zero, which can cause problems when standard estimation algorithms are used.
The models were estimated using Matlab's optimization toolbox, which uses sequential quadratic programming and the Broyden, Fletcher, Goldfarb and Shanno (BFGS) algorithm for updating the Hessian. For this method to produce reliable results the objective function must be continuous and differentiable with respect to the parameter values in a region about the solution.
An alternative method of estimation that could be used is estimation by simulation (see for example Lee and Ingram: 1991) . Using this method, a vector of parameters is simulated, then used to simulate a time series using a set of fixed errors. The sample moments of this estimated series are then compared to those of the original data and a distance measure computed. The parameter vector that gives the smallest distance measure is taken as the best estimate. This method could be used to estimate the MA process, as the likelihood function is not required; however it has not been attempted here.
Empirical Results
To test this model it was estimated using data on three large US companies, three large Australian companies and the US-Australian dollar exchange rate bid price 2 .
The US stocks used are Exxon-Mobil (XOM), General Electric (GE) and IBM. [Insert Table 1 about Here]
The estimation results for the seven data sets are given in Table 2 . The parameter α for the binomial thinning operator is roughly the same size as the first order correlation, which is as expected. For two of the models γ 0 , the probability of getting excess zeros is extremely close to zero. With the possible exception of CML, the difference between the estimated values of γ 1 and γ 2 , the probabilities of a positive and a negative innovation, is also very small. This suggests some simplification of the model may be possible.
[Insert Table 2 about Here]
The first restricted model estimated is where γ 1 = γ 2 . This forces the innovation process to be symmetric, which implies that the price does not change on average over the period. The results for this are given in Table 3 .
[Insert Table 3 about Here]
For second the restricted model γ 0 = 0, but allow γ 1 and γ 2 to differ. This reduces the number of zero innovations. The results for this are given in Table 4 .
[Insert Table 4 about Here]
Finally both restrictions are applied simultaneously. This means γ 1 = γ 2 = 0.5. These results are given in Table 5 .
[Insert Table 5 about Here]
Likelihood ratio tests were then carried out to determine the preferred model for each company. The results are given in Table 6 .
[Insert Table 6 IBM's price has increased from $82 to $97 of the period of the study and this in confirmed by γ 1 , the probability of an increase, being greater than γ 2 , the probability of a decrease. The reverse is true for CML, which has decreased in price over the study period. IBM and one of the Australian firms, CBA, require a non-zero γ 0 , implying they have an excessive number of zero returns. Only two firms, GE and NCP, are fitted well by the simplest model, and one firm, IBM, required the most complicated formulation.
[Insert Figure 2 about Here] To determine whether an ARCH model should be considered for the data used here, continuous AR(1) models were fitted to each data set and LaGrange Multiplier tests for ARCH were carried out. The results are given in Table 7 . All the estimated models show strong ARCH effects in the residuals. These do not extend past the first lag, which indicates that an ARCH(1) model would be a suitable formulation. The AR (1) ARCH(1) model given below was then fitted to each of the data sets and the results are given in Table 7 . For All models the coefficient of the ARCH(1) term is highly significant.
The Addition of ARCH
[Insert Proof: Taking expectations of both sides of the variance equation (16) Provided β 1 <1 this can be rearranged to give 
Substituting (17) into equations (8) and (9) it is easy to see the conditions for stationarity are satisfied.
As the ARCH effect depends on M t , which is not directly observable, the likelihood is specified using
where [] represents rounding to the nearest integer.
It can be argued that instead of using [α∆P t-1 ] all possible values of α * ∆P t-1 should be used. This has not been done here, as it would make the likelihood function extremely unwieldy. the variance of this term, given by λ for the Poisson distribution.
The log likelihood for the AR(1) ARCH(1) model is given by
The models are next estimated using the most parsimonious representation found suitable in Table 6 . The results are given in Table 8 . This shows that for two of the companies, CML and NCP, the coefficient of the ARCH term is not significantly different from zero, despite it being highly significant when treated as continuous. As the Hessian matrices, used to calculate the standard errors, tended to be ill conditioned for some estimations, this result was confirmed using the likelihood ratio test given in Table 8 . This suggests that the use of a continuous model for this type of data can
give a false indication of ARCH effects.
[Insert Table 8 about Here] The model is more advantageous for smaller valued stocks that have small price movements. This is particularly evident when looking at ARCH effects, which were incorrectly found using continuous modelling for two of the three Australian stocks.
Conclusions
As price changes rather than returns are used the issue of stationarity needs to be considered. This will be an issue when there is a large increase or decrease in the share price as the size of price changes is related to the price of the share. It is unlikely to be a problem with exchange rates or when a short period of share trading is considered. None of the series used in this study showed no evidence of nonstationarity in the price changes, but the longest period used was three months for the US stocks 
