Abstract
Introduction

31
Exploring an unfamiliar, changing environment in search of valuable resources such as food or 32 potential nest sites is a challenge for many organisms. A memory of where one has already explored,
33
to avoid revisiting unprofitable locations, would generally seem to be an advantage. Nevertheless,
34
while having a spatial memory of e.g. foraging locations is clearly adaptive, developing such a 35 memory is associated with physiological costs. These include the metabolic overhead of a bigger 36 brain (memory storage capacity) and the cost of encoding and retrieving memories (brain activity); 37 these costs have to be traded-off against the benefit of improved foraging performance (Fagan et al. 
43
Markers may be left in the environment to signify the presence or absence of good foraging or nest-44 making prospects at that location, so that when an animal returns it can make an appropriate and 45 timely decision about the expenditure of its efforts.
46
An analogous problem to animals searching for food sources in an unfamiliar environment is 47 that of sampling efficiently from unknown probability distributions. Markov chain Monte Carlo
48
(MCMC) methods have been developed to generate such samples but suffer from the same problem 49 of potentially revisiting the same area of probability space repeatedly. Although methods such as the
50
Metropolis-Hastings algorithm show random walk behaviour in their sampling trajectory, they are 51 still popular techniques because of their ease of implementation and computational simplicity. As 52 discussed in the second paper of our series on the 'Bayesian superorganism' ),
53
MCMC methods can be used as a model of animal movement that enacts the optimal probability 54 matching strategy for collective foraging ('gambling') (Kelly 1956 ). There, we drew a parallel with 55 advances in efficiency in MCMC methods, to more adaptive animal behaviours emerging in natural history: for example, from the random-walk type behaviour of the Metropolis-Hastings algorithm 57 (Metropolis et al. 1953; Hastings 1970 ) to the correlated random walks produced by Hamiltonian
58
Monte Carlo (Duane et al. 1987 ). The performance boost provided by externalised memories,
59
discussed here, may similarly be understood as an evolutionary advancement in collective 60 information processing capabilities.
61
Here, we present two main findings: (1) evidence that Temnothorax albipennis worker ants 62 avoid the footprints of nestmates during the reconnaissance of an unfamiliar space, and that this 
77
help establish their territorial boundaries (Mackintosh 1973 ). In the Hymenoptera, the honeybee
78
Apis mellifera ligustica marks visited flowers with a scent and rejects flowers that have been recently 79 visited; it responds more strongly to its own markers than that of its nestmates (Giurfa 1993) . Such 80 repellent scent-marks should help the bee to forage more efficiently. As in the ants, these marks 81 may simply be hydrocarbon footprints rather than costly signals (Eltz 2006 
93
Apart from pheromones, which are signals laid deliberately by ants at a cost to themselves,
94
to influence the behaviour of other ants, ants have also been shown to respond to cues such as the 95 cuticular hydrocarbon footprints left by other ants. These can also be used to distinguish between 96 different colonies (Akino and Yamaoka 2005) , and potentially also to recognize different castes, as in 97 a study of Reticulitermes termites (Bagnères et al. 1998 ). They can also be detected by ant 98 predators, and so this deposition is not without costs (Cárdenas et al. 2012 ). The response ants make 99 to detecting such markers depends on whether the cue is from a nestmate, a competing colony, or a 100 different species altogether, because depending on the relationship between sender and receiver, it 101 could represent a threat or useful information about the location of foraging resources (Wüst and 
102
Menzel 2016). The role of the ant species (dominant or submissive) in the local community can be 103 key in this respect (Binz et al. 2014 ).
104
In our study organism, the house-hunting rock ant T. albipennis, there is evidence for T. curvispinosus (Bowens et al. 2013 ). Other Temnothorax species are also known to use individual-107 specific trail pheromones for orientation outside their nests: T. affinis (Maschwitz et al. 1986 ) and T. unifasciatus (Aron et al. 1988 nestmates (Nonacs 1991) . This question has recently been revisited when evidence was found that
129
Myrmica rubra (Myrmicinae) ants avoid the footprints of their nestmates, which suggests that they 130 are using the information it conveys to inform their foraging or scouting decisions (Binz et al. 2014 
139
Methods
140
Data processing and analysis
141
We examine data from a previous study of T. albipennis ant movement patterns ).
142
These data present two experimental regimes, one in which the foraging arena was entirely novel to 143 exploring ants, because it was cleaned by the experimenter in advance, and one in which previous 144 traces of the ants' activities remained. We call these treatments 'No cleaning' (NC) and 'Cleaning' 145 (C). These were both applied to six ants each from three colonies, for a total of 36 ants. The colonies 146 inhabited small artificial nests with a 2mm diameter entrance hole drilled into the centre of the top.
147
A colony was placed into a 90×90cm arena and a 15×15cm white paper mask with a 1×1cm central 148 hole affixed over the top, with a further 1.5×1.5cm white paper removable cover to block the nest 149 entrance. This created a smooth surface (with a raised area over the nest) to allow continuous 150 tracking of a single ant. The paper cover was removed to allow a single ant out of the nest, and the 151 entrance cover was then replaced, so that the ant would explore freely in isolation for 45 minutes 152 before being removed to a separate dish for the duration of the experiment. The exploration 153 trajectory of the ant was recorded by a camera mounted on a motorised gantry system, which 154 followed the ant's movements and recorded its path as a sequence of ( , ) points spaced by 0.1 155 seconds. In the NC treatment, six ants were consecutively released from the same colony on the 156 same day, and pheromone signals and/or other cues such as cuticular hydrocarbon footprints were 157 allowed to accumulate. In the C treatment, the arena surface was cleaned before the subsequent 
161
In the previous study ) the focus of the analysis was on the characteristics of 162 movement 'events' -a period of non-zero speed followed by stopping -and the effect of treatments 
174
site may be more likely to be located in brighter regions of space than darker regions, because it 175 could benefit from warmer ambient temperatures. Therefore, in a natural environment we would 176 not expect the ants to explore uniformly in the region around their nest; and while we might naively 177 suppose that an empty experimental arena represents a uniform environment, from an ant's 178 perspective it may be somewhat heterogeneous in terms of lighting and so forth, despite an 179 experimenter's best efforts. Therefore, rather than measure the ants' exploration efficiency by 180 reference to how quickly they fill uniform space, we take the 'target distribution' that ants are trying 181 to sample from as being approximated by the actual exploratory trajectories taken by all 36 ants.
182
Although this may seem an unconventional approach, it will account for any heterogeneity in terms 
187
which may relate to these ants having slightly asymmetric eyes ).
188
We create a target distribution for the exploring ants in the following way, using MATLAB 
198
The coordinates from all 36 trajectories were counted using a histogram on a grid 881 × 1257 ( step 199 size 0.01, ln step size 0.0025). The periodic boundary prevented 'ringing' effects at the edge when 200 a gaussian blur was then applied over all the points in the space, to create a continuous distribution.
201
The gaussian blur has two parameters, filter size and which controls the width of the blur. In the To measure how quickly each treatment converged toward the final distribution, the 211 exploration trajectories were combined by colony from all ants up to ant 1,2, … 6 out of the nest. For 212 instance, to measure the progress by ant 2 of the NC treatment, the trajectories of 2 ants were 213 combined (the first ant, and the second) to see its cumulative progress toward the goal. The process 214 described above was then repeated to obtain a probability distribution, which was then compared 215 against the final distribution using the cross-entropy (CE) as a measure of their similarity, where a 216 lower CE signifies greater progress toward the equilibrium distribution of a well-explored arena (see 217 also ). In the last step the three colony-level CE measures were averaged to 218 obtain a mean cross-entropy for the NC treatment by ant 2. Our hypothesis that the ants use 219 chemical information from preceding nestmates to explore more efficiently would correspond to a 220 CE that falls faster in the NC treatment than the C treatment.
221
While the NC and C treatments measure the difference to exploration made by chemical 
246
sampling from complex probability distributions or computing numerical integrations. This is 247 because in order to sample from a probability distribution efficiently, one must identify regions of 248 high probability density, but these are not known a priori but only after evaluating the probability 
269
In a simple encapsulation of this exploration and trail avoidance behaviour, we can say that 270 an ant trying to sample from unknown resource quality distribution also leaves behind a consistent 271 marker at every step that it takes, which corresponds to its subjective experience or model of the 272 world (but which does not require any internal memory in the ant itself). starts off as a uniform 273 prior of the world (e.g. a distribution of ones for each location) but then is added to (e.g. +1) at each 274 visited location. This is equivalent to Bayesian updating with a Dirichlet prior, because this is the 275 conjugate to the multinomial distribution (Frigyik et al. 2010 ). can be renormalised at each time 276 step to be a probability distribution that sums to 1. Over time, as the ant more thoroughly explores 277 the distribution , this model will converge → , with more markers accumulating in regions of 278 higher probability. Since the objective of the ant is to sample from regions of high probability first,
279
one way to prioritise such regions is to sample from ? , since this will substantially increase the 280 relative value of high probability regions over low probability regions. For instance, an ant would 281 rather visit a region of 0.2 probability over a region of 0. 
293
Pseudocode for self-avoiding MCMC method applied to M-H algo.
input: target probability distribution P, α M=M/ ∑ M renormalise to probability distribution summing to 1 end for loop 294 Table 1 . Pseudocode for the self-avoiding MCMC method.
296
Simulations of this 'trail-MCMC' model of ant exploration (or sampling approach) are presented in
297
the results, using a Metropolis-Hastings (M-H) method to sample from both a random distribution
298
(corresponding to a noisy, sparse world) and a distribution with three patches of differing qualities.
299
The random distribution was Dirichlet-distributed, generated by sampling from a gamma distribution 300 of shape and scale parameter = 1. The probability density function (p.d.f.) for this distribution is 301 shown in Figure 1 . This results in mostly low-probability cells with a few higher-probability cells, 
305
The distribution with three patches had values of increasing relative magnitude of 1, 2, and 3 which
306
were given a Gaussian blur ( = 10 , filter size 100×100) and combined in equal proportion with a 
313
The M-H method samples from the distributions using periodic boundary conditions. To assess the 
322
Results
323
Ant exploration trajectories
324
The rate of convergence of the exploring ants toward the final distribution is shown in Figure 2 ; the 
361
The result of a set of simulations sampling from three patches of different quality is shown in Figure   362 4. This does not show such a large improvement in performance for trail-avoidance M-H over Steps of model 
366
problem the ants also face of prematurely favouring a local, rather than a global, quality maximum.
367
In comparison, the no cleaning trail-avoidance M-H samples from the three patches in the correct
368
proportion to their quality in this example, and converges most quickly to the target distribution as a Steps of model 
399
where an ant holds private information about a source of food, for instance, that conflicts with social 400 information (an exploratory marker) it is likely to dominate the decision about whether to return to 401 the space when it is held with high confidence (probability) 
422
The model presented here retains a perpetual memory of where the ant has walked,
423
although ongoing movement and pheromone deposition will lessen the relative weighting of past 424 trails as pheromone accumulates elsewhere. In reality, pheromones will decay in strength over time.
425
Although this is unavoidable, in a dynamic foraging environment it may well be preferable that 
462
that can be used to make a quick decision not to re-enter that space when it is encountered later.
463
For 
470
In addition to empirical findings, after noting the analogy between ant exploration and 471 sampling from unknown probability distributions, we developed an ant-inspired enhancement to
472
Markov chain Monte Carlo methods, whereby a memory is kept of where a walker has moved 473 through the probability space. 
