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Abstract
We study multivariate entire functions and polynomials with non-negative coefficients.
A class of Strongly Log-Concave entire functions, generalizingMinkowski volume polyno-
mials, is introduced: an entire function f in m variables is called Strongly Log-Concave
if the function (∂x1)
c1 ...(∂xm)
cmf is either zero or
log((∂x1)
c1 ...(∂xm)
cmf) is concave on Rm+ . We start with yet another point of view (of prop-
agation) on the standard univarite (or homogeneous bivariate) Newton Inequalities. We
prove analogues of the Newton Inequalities in the multivariate Strongly Log-Concave
case. One of the corollaries of our new Newton-like inequalities is the fact that the sup-
port supp(f) of a Strongly Log-Concave entire function f is discretely convex (D-convex
in our notation). The proofs are based on a natural convex relaxation of the derivatives
Derf (r1, ..., rm) of f at zero and on the lower bounds on Derf (r1, ..., rm), which generalize
the Van Der Waerden-Falikman-Egorychev inequality for the permanent of doubly-
stochastic matrices. A few open questions are posed in the final section.
∗
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1 Introduction
This paper is concerned with multivariate polynomials and entire functions with nonnegative
real coefficients.(All Taylor’s series in this paper are taken at zero.) We continue the research,
initiated in the recent papers [9], [10], [11], [7], [12] by the present author, on “combinatorics
and combinatorial applications hidden in certain homogeneous polynomials with non-negative
coefficients.” Essentially, the main goal here is understanding how far one can push the approach
from the above mentioned papers. The following definition introduces the main notation of the
paper.
Definition 1.1:
1. We denote by Sim(n) the standard simplex in Rn:
Sim(n) = {(a1, ..., an) : ai ≥ 0, 1 ≤ i ≤ n;
∑
1≤i≤n
ai = 1.
2. We denote by Pol+(m,n) the convex cone of polynomials with nonnegative coefficients in
m variables of total degree n; the corresponding convex cone of homogeneous polynomials
is denoted as Hom+(m,n).
We denote by Ent+(m) the convex cone of entire functions on C
m with nonnegative
Taylor’s series.
3. An entire function f ∈ Ent+(m) is called Strongly Log-Concave if for all integer vectors
(c1, ..., cm) ∈ Zm+ the function (∂x1)c1 ...(∂xm)cmf is either zero or log((∂x1)c1 ...(∂xm)cmf)
is concave on Rm+ . A set of Strongly Log-Concave polynomials p ∈ Pol+(m,n) is de-
noted as SLC(m,n) and a set of Strongly Log-Concave entire functions f ∈ Ent+(m)
is denoted as SLC(m).
4. A (discrete) subset S ⊂ Zm is called D-convex if
Conv(S) ∩ Zm = S,
where Conv(S) is the convex hull of S and Zm is the m-dimensional integer lattice.
A map G : Zm → [−∞,+∞] is called D-concave if
G(
∑
1≤i≤k<∞
aiYi) ≥
∑
1≤i≤k<∞
aiG(Yi)
for all sequences (a1, ..., ak) ∈ Sym(k) and all vectors Y1, ..., Yk ∈ Zm such that
∑
1≤i≤k<∞ aiYi ∈
Zm.
Our notion of D-convexity coincides with the notion of pseudo-convexity from [3]. As
the term “pseudo-convex” is already occupied in the complex analysis, we think that the
term D-convexity is more appropriate (and informative).
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5. The support of an entire function
f(x1, ..., xm) =
∑
(r1,...,rm)∈Zm+
ar1,...,rm
∏
1≤i≤m
xrii (1)
is defined as supp(f) = {(r1, ..., rm) : ar1,...,rm 6= 0}.
6. For an entire function f ∈ Ent+(m) and an integer vector R = (r1, ..., rm) ∈ Zm+ we define
Derf (R) =: (∂x1)
r1 ...(∂xm)
rmf(0).
In the notation of (1), Derf (R) = ar1,...,rm
∏
1≤i≤m ri!
Example 1.2:
1. First, we note that a homogeneous polynomial p ∈ Hom+(m,n) is log-concave on Rm+ if
and only if the function p
1
n is concave on Rm+ .
2. A natural class of Strongly Log-Concave homogeneous polynomials in Hom+(m,n)
consists of H-Stable polynomials: a polynomial p ∈ HomC(m,n) is called H-Stable
if p(Z) 6= 0 provided Re(Z) > 0. It is easy to show and is well known that if p ∈
HomC(m,n) is H-Stable then the polynomial
p
p(x1,...,xm)
∈ Hom+(m,n) for any positive
real vector (x1, ..., xm) and (∂xi)p is either zero or H-Stable. Consider an univariate
polynomial R(t) =
∑
0≤i≤k ait
i, ak 6= 0 and the associated homogeneous polynomial p ∈
Hom+(2, n), p(x, y) =
∑
0≤i≤k aix
iyn−i.
Then p is H-Stable iff the roots of R are non-positive real numbers, which shows that
H-Stable polynomials are Strongly Log-Concave.
3. Another, different from H-Stable, class of Strongly Log-Concave homogeneous poly-
nomials in Hom+(m,n) consists of Minkowski polynomials V oln(
∑
1≤i≤m xiKi), where
V oln stands for the standard volume in R
n and K1, ...,Km are convex compact subsets
of Rn. The Strong Log-Concavity of Minkowski polynomials is essentially equivalent
to the famous Alexandrov-Fenchel inequalities [1] for the mixed volumes.
Remark 1.3: H-Stable and Minkowski polynomials satisfy a seemingly stronger prop-
erty: they are invariant respect to the changes of variables Y = AX, where A is a
rectangular matrix with non-negative entries and without zero rows. We don’t know
whether such invariance holds in the general Strongly Log-Concave case.
We are interested in the following natural question: when the support supp(f) of an entire
function f ∈ Ent+(m) is D-convex?. Clearly, supp(f) is D-convex if, for instance, the map
log(Derf ) : Z
m → [−∞,+∞) is D-concave. This is the case for f(x, y) =∑1≤i≤n aixiyn−i, f ∈
Hom+(2, n) such that the univariate polynomial R(t) =
∑
1≤i≤n ait
i has only real roots.
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Spelling out the definition of D-concavity gives us a reformulation of the famous Newton’s
inequalities.
In the case of Strongly Log-Concave multivariate entire functions, the map log(Derf ) is not
necessary D-concave.
We introduce the following map
Cf (r1, ..., rm) = inf
xi>0
f(x1, ..., xm)∏
1≤i≤m(
xi
ri
)ri
, (r1, ..., rm) ∈ Zm+ (2)
It is easy to show that if f ∈ Ent+(m) and log(f) is concave on Rm++ then log(Cf ) is D-concave.
Therefore, the D-convexity of the support supp(f) would follow from the property
Cf (R) > 0⇔ Derf (R) > 0. (3)
We prove in this paper a sharp quantative version of (3):
∏
1≤i≤m
ri!
r
ri
i
Cf (R) ≥ Derf (R) ≥ exp

−( ∑
1≤i≤m
ri)

Cf (R). (4)
The inequalities (4) (and their more refined versions) generalize the Van Der Waerden-
Falikman-Egorychev lower bound on the permanent of doubly-stochastic matrices [6], [5]
and used in this paper to prove Newton-like inequalities for Strongly Log-Concave entire
functions.
2 Univariate Newton-like Inequalities
2.1 Propagatable sequences (weights)
Definition 2.1: Let us define the following closed subset of Rn+1 of log-concave sequences:
LC = {(d0, ..., dn) : di ≥ 0, 0 ≤ i ≤ n; d2i ≥ di−1di+1, 1 ≤ i ≤ n− 1}.
We also associate with a given positive vector (c0, ..., cn) the weighted shift operator Shiftc :
Rn+1 −→ Rn+1,
Shiftc((x0, ..., xn)
T ) = (c0x1, ..., cn−1xn, 0)
T .
If c is the vector of all ones, then Shiftc =: Shift.
A positive finite sequence (b0, ..., bn) is called propagatable if the following implication holds:
(p(0)(0)b0, ..., p
(n)(0)bn) ∈ LC =⇒ (p(0)(t)b0, ..., p(n)(t)bn) ∈ LC, t ≥ 0, (5)
where p is a polynomial of degree at most n.
Analogously, we define infinite propagatable sequences by considering infinite log-concave
sequences and entire functions in (5).
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Proposition 2.2: Let c0, ..., cn−1 be a nonnegative sequence. Then exp(t(Shiftc))(LC) ⊂ LC
for all t ≥ 0 if and only if
2ci ≥ ci+1 + ci−1, 1 ≤ i ≤ n− 2; 2cn−1 ≥ cn−2.
(In other words, the infinite sequence (c0, ..., cn−1, 0, ...) is concave).
Proof:
1. The ”only if” part: Consider the linear system of differential equations :
X ′(t) = ShiftcX(t) : X(0) = (1, 1, ..., 1),X(t) = (X0(t), ...,Xn(t)).
Suppose that exp(tShiftc)(LC) ⊂ LC, t ≥ 0 , i.e X(t) ∈ LC : t ≥ 0.
Define the following smooth functions:
ri(t) = (Xi(t))
2 −Xi+1(t)Xi−1(t), 1 ≤ i ≤ n− 1.
It follows that ri(0) = 0 and ri(t) ≥ 0, t ≥ 0. Therefore r′i(0) ≥ 0. Thus
0 ≤ r′i(0) = 2ci − ci+1 − ci−1, 1 ≤ i ≤ n− 2; 0 ≤ r′n−1(0) = 2cn−1 − cn−2.
2. The ”if” part: As exp(A) = limn→∞(I +
A
n
)n, thus it is sufficient to prove that
(I + tShiftc)(LC) ⊂ LC for all t ≥ 0, which is done by straigthforward derivations.
Remark 2.3: The observation that (I + Shift)(LC) ⊂ LC is probably well known; we have
learned it from Julius Borcea.
Theorem 2.4: Let (b0, ..., bk) be a positive sequence. Define ci =
bi
bi+1
, 0 ≤ i ≤ k − 1. The
sequence (b0, ..., bk) is propagatable iff the infinite sequence (c0, ..., ck−1, 0, ...) is concave.
Proof: Define a vector function Momb(t) = (b0p
(0)(t), ..., bnp
(n)(t)). Clearly, Momb(t) solves
the following system of linear differential equations:
Momb(t)
′ = Shiftc(Momb(t)).
Therefore (b0, ..., bn) is propagatable iff
exp(t(Shiftc))(LC) ⊂ LC for all t ≥ 0. The result now follows from Proposition (2.2).
The following result follows fairly directly from Theorem (2.4).
Corollary 2.5: Let (b0, ..., bk , ...) be a positive infinite sequence. Define ci =
bi
bi+1
, 0 ≤ i < ∞.
The sequence (b0, ..., bk, ...) is propagatable iff the infinite sequence (c0, ..., ck−1, ...) is concave.
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Example 2.6 : A polynomial p(t) =
∑
0≤i≤k ait
i with nonnegative coefficients is called n-
Newton for n ≥ k if
d2i ≥ di−1di+1 : 1 ≤ i ≤ k − 1, di =:
ai(n
i
) . (6)
Or, in other words, the vector (p(0)(0)b0, ..., p
(k)(0)bk) ∈ LC, where bi = (n− i)!.
As ci =
bi
bi+1
= n− i : 0 ≤ i ≤ k − 1 hence it follows from Theorem (2.4) that
(p(0)(t)b0, ..., p
(k)(t)bk) ∈ LC : t ≥ 0. Equivalently,
(p(i+1)(t))2 ≥ n− i
n− i− 1p(i)(t)p
(i+2)(t) : t ≥ 0, i ≤ k − 2, (7)
which means that the functions n−i
√
p(i) : 0 ≤ i ≤ k are concave on R+.
Let f ∈ Ent+(1) be entire univariate function, f(t) =
∑
0≤i<∞ ait
i.
A natural generalization of the n-Newton property, i.e. when n→∞, is the log-concavity of the
infinite sequence f (0)(0), ..., f (k)(0), .... Corollary (2.5) proves that this property is equivalent
to Strong Log-Concavity of f .
We collect the above observations in the following proposition.
Proposition 2.7:
1. A polynomial p with nonnegative coefficients is n-Newton, where n ≥ deg(p), iff the func-
tions n−i
√
p(i) : 0 ≤ i ≤ k are concave on R+.
Let us n-homogenize the univariate polynomial p, i.e. put R(x, y) = ynp(x
y
). Then,
R ∈ Hom+(2, n) and the functions n−i
√
p(i) : 0 ≤ i ≤ k are concave on R+ if and only if
the polynomial R is Strongly Log-Concave.
2. An entire function f ∈ Ent+(1) is Strongly Log-Concave iff the infinite sequence
f (0)(0), ..., f (k)(0), ... is log-concave.
Remark 2.8: The standard Newton Inequalities correspond to the case n = deg(p) and hold if,
for instance, the roots of p are real. It was proved by G. C. Shephard in [23] that a polynomial p
is n-Newton iff p(t) = V oln(tK1+K2) for some convex compact subsets(simplices)K1,K2 ⊂ Rn.
This remarkable result can be used (see [14] and [15]) for alternative short proofs of Proposition
(2.7) and Liggett’s convolution theorem, which states that pq is m + n-Newton provided that
p is n-Newton and p is m-Newton.
The literature on univariate Newton Inequalities is vast, we refer the reader to the recent survey
[20]. But the results presented here seem to be new, nothing of the kind is mentioned in [20].
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3 Multivariate Case
The main upshot of Proposition(2.7) is that in the univariate case as well in the bivariate ho-
mogeneous case the following equivalence holds:
“f is Strongly Log-Concave” ⇐⇒ “the map log(Derf ) is D-concave”.
In the general multivariate case both implication fail.
Example 3.1:
1. Consider the polynomial p(x1, ..., x2n) = (x1 + x2)(x2 + x3)...(x2n−1 + x2n)(x2n + x1).
Clearly, it isH-Stable. Consider three vectors: R0 = (1, ..., 1), R1 = (2, 0, 2, ..., 0, 2), R2 =
(0, 2, ..., 0, 2); 2R0 = R1+R2. By direct inspection,Derp(R0) = 2,Derp(R1) = Derp(R2) =
2n. Which gives
log(Derp(
1
2
(R1 +R2))) =
1
2
(log(Derp(R1)) + log(Derp(R2))) − (n− 1) log(2). (8)
2. Alexandrov-Fenchel Inequalities.
Consider a homogeneous Strongly Log-Concave polynomial p ∈ Hom+(m,n) and fix
a non-negative integer vector R = (r1, r2, ..., rm),
∑
1≤i≤m ri = m. Define the following
polynomial q ∈ Hom+(2, n −
∑
3≤i≤m ri),
q(x1, x2) = (∂x3)
r3 ...(∂xm)
rmp(x1, x2, 0, ..., 0).
Then q is either zero or Strongly Log-Concave. This observation leads to the following
inequalities: if both vectors
R1 = (r1 + 1, r2 − 1, r3, ..., rm), R2 = (r1 − 1, r2 + 1, r3, ..., rm)
are non-negative then
Derp(R) = Derp(
1
2
(R1 +R2)) ≥ (Derp(R1))
1
2 (Derp(R2))
1
2 (9)
3. Consider p ∈ Hom+(4, 4), p(x1, x2, x3, x4) = x1x2x3x4 + 14((x1x2)2 + (x3x4)2). Here the
map log(Derf ) is D-concave but the polynomial p is not log-concave on R
4
+.
We prove in this paper that in the general multivariate case if f is Strongly Log-Concave
then the map log(Derf ) is “almost” D-concave.
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3.1 Generalized Van Der Waerden-Falikman-Egorychev lower bounds
This section follows the recent inductive approach by the author [10].
Definition 3.2: For an entire function f ∈ Ent+(n) we define its Capacity as
Cap(f) = inf
xi>0
p(x1, ..., xn)∏
1≤i≤n xi
(10)
We need the following elementary result:
Lemma 3.3: Consider a function f : R+ → R+ such that the derivative f ′(0) exists.
1. If f
1
k is concave on R+ for k > 1 then f
′(0) ≥ (k−1
k
)k−1 inft>0
f(t)
t
.
2. If f is log-concave on R+ then f
′(0) ≥ 1
e
inft>0
f(t)
t
.
If, additionally, the function f is analytic and f ′(0) = 1
e
inft>0
f(t)
t
then f(t) = exp(at), a >
0.
3. Let R(t) = a0 + ... + ant
n be a strongly log-concave on R+ univariate polynomial with
nonnegative coefficients:
G(i)2 ≥ G(i − 1)G(i + 1) : 1 ≤ i ≤ n− 1, G(i) = aii!.
Then f ′(0) ≥ L(n) inft>0 f(t)t , where L(n) = (inft>0 expn(t)t )−1 and the truncated expo-
nential is defined as expn(t) = 1 + ... +
1
n!t
n. (Note that expn is strongly log-concave on
R+.)
Proof:
1. If f(0) = 0 then, obviously, f ′(0) ≥ inft>0 f(t)t . Therefore, we can assume that f(0) = 1.
As f
1
k is concave and non-negative on R+ thus
f(t) ≤ (1 + f ′(0)
k
t)k, t ≥ 0.
The standard calculus gives us for l(t) = (1 + f
′(0)
k
t)k that
inf
t>0
l(t)
t
= f ′(0)(g(k))−1, g(k) =
(
k − 1
k
)k−1
.
As inft>0
f(t)
t
≤ inft>0 l(t)t , we deduce that f ′(0) ≥ g(k) inf t>0 f(t)t .
2. As in the proof above, we can assume that f(0) = 1. It follows from the log-concavity
that f(t) ≤ exp(f ′(0)t), t ≥ 0. It is easy to see that
inf
t>0
f(t)
t
≤ inf
t>0
exp(f ′(0)t)
t
= f ′(0)exp(1) =
exp(f ′(0)s)
s
, s = (f ′(0))−1.
Therefore, f ′(0) ≥ 1
e
inft>0
f(t)
t
.
If f ′(0) = 1
e
inft>0
f(t)
t
then, using the log-concavity again, we get that f(t) = exp(f ′(0)t), 0 ≤
t ≤ s. If f is analytic then f(z) = exp(az), z ∈ C, a = f ′(0) > 0.
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3. Again, assume WLOG that R(0) = 1. It follows then from the strong log-concavity that
R(t) ≤ 1 + ...+ 1
n!
tn = expn(t), t ≥ 0.
The rest of the proof is now as above.
Corollary 3.4: Let f ∈ Ent+(n+ 1) and gn(x1, ..., xn) = (∂xn+1)p(x1, ..., xn, 0).
If f is log-concave on Rn+1+ then
Cap(qn) ≥ 1
e
Cap(f). (11)
If p ∈ Hom+(n+ 1, n + 1) is log-concave on Rn+1+ then
Cap(qn) ≥ g(n + 1)Cap(p), where g(k) =:
(
k − 1
k
)k−1
. (12)
Proof: We need to prove that (∂xn+1)p(x1, ..., xn, 0) ≥ 1eCap(p)
∏
1≤i≤n xi. Define an univari-
ate log-concave entire function R(t) = f(x1, ..., xn, t).
Then R(t) ≥ Cap(p)t∏1≤i≤n xi : t ≥ 0 and R′(0) = (∂xn+1)f(x1, ..., xn, 0).
It follows from the second item in Lemma(3.3) that
(∂xn+1)p(x1, ..., xn, 0) ≥ 1
e
Cap(p)
∏
1≤i≤n
xi.
The inequality (12) is proved in the very same way, using the first item in Lemma (3.3) and
the fact that if p ∈ Hom+(n + 1, n + 1) is log-concave on Rn+1+ then also p
1
n+1 is concave on
Rn+1+ . We use below the following notation:
vdw(n) =
n!
nn
.
Theorem 3.5:
1. Let f ∈ Ent+(n) be Strongly Log-Concave entire function in n variables. Then the
following inequality holds:
Cap(f) ≥ ∂
n
∂x1...∂xn
f(0) ≥ 1
en
Cap(f) (13)
Note that the right inequality in (13) becomes equality if f = exp(
∑
1≤i≤n aixi) where
ai > 0, 1 ≤ i ≤ n.
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2. Let a homogeneous polynomial p ∈ Hom+(n, n) be Strongly Log-Concave. Then the
next inequality holds:
Cap(f) ≥ ∂
n
∂x1...∂xn
f(0) ≥ vdw(n)Cap(p) (14)
Note that the right inequality in (14) becomes equality if p = (
∑
1≤i≤n aixi)
n where ai >
0, 1 ≤ i ≤ n.
3. Let a polynomial p ∈ Pol+(n, n) be Strongly Log-Concave. Then the next inequality
holds:
Cap(f) ≥ ∂
n
∂x1...∂xn
f(0) ≥
∏
1≤i≤n
L(i)Cap(p), (15)
where L(n) = (inft>0
expn(t)
t
)−1.
(Note that L(1) = 1, L(2) = (1 +
√
2)−1 and L(n) > e−1, n ≥ 1.)
Proof:
1. Define the following entire functions qi ∈ Ent+(i):
qn = f , qi(x1, ..., xi) =
∂n−i
∂xi+1...∂xn
f(x1, ..., xi, 0, ..., 0). Notice that q
′
1(0) =
∂n
∂x1...∂xn
f(0).
By the definition of Strongly Log-Concavity, these entire functions are either log-
concave or zero. Using the inequality (11), we get that
Cap(qi) ≥ 1
e
Cap(qi+1), 1 ≤ i ≤ n− 1.
Therefore
inf
t>0
q1(t)
t
= Cap(q1) ≥ (1
e
)n−1Cap(f).
Finally, using Lemma (3.3), we get that
∂n
∂x1...∂xn
f(0) = q′1(0) ≥
1
e
inf
t>0
q1(t)
t
≥ 1
en
Cap(f).
2. If a homogeneous polynomial p ∈ Hom+(n, n) is Strongly Log-Concave then the poly-
nomials qi ∈ Hom+(i, i), ∂n∂x1...∂xnp(0) = Cap(q1) and (qi)
1
i is concave on Ri+, 1 ≤ i ≤ n.
It follows from the inequality (12) that
∂n
∂x1...∂xn
p(0) = Cap(q1) ≥
∏
2≤k≤n
g(k)Cap(p) =
n!
nn
Cap(p).
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3.2 General monomials
Consider an entire function f ∈ Ent+(m) and an integer non-negative vector R = (r1, ..., rm) .
Assume WLOG that R = (r1, ..., rk, 0, ..., 0) : ri > 0, 1 ≤ i ≤ k; k ≤ n. Let us define the entire
function fR ∈ Ent+(|R|1), where |R|1 = r1 + ...+ rk.
f(R)(y1, ..., y|R|1) = f(e1(y1 + ...+ yr1) + ...+ ek(yr1+...+rk−1+1 + ...+ yr1+...+rk)),
where {e1, ..., em} is the standard basis in Cm. The following identity is obvious:
(∂x1)
r1 ...(∂xm)
rmf(0) = (∂y1)...(∂y|R|1)f(R)(0).
Note that if the original entire function (homogeneous polynomial) f is Strongly
Log-Concave (H-Stable) then the same holds for the entire function (homogeneous
polynomial) f(R).
It easily follows from the arithmetic-geometric means inequality that
Cap(f(R)) = Cf (r1, ..., rm) =: inf
xi>0
f(x1, ..., xm)∏
1≤i≤m(
xi
ri
)ri
(16)
As we deal only with entire functions with the non-negative coefficients hence the following
inequality holds:

 ∏
1≤i≤m
vdw(ri)

Cf (r1, ..., rm) ≥ (∂x1)r1 ...(∂xm)rmf(0) (17)
Putting these observations together, we get the Corollary to Theorem(3.5).
Corollary 3.6:
1. Let f ∈ Ent+(m) be Strongly Log-Concave entire function in m variables. Then for
all integer vectors R = (r1, ..., rm) ∈ Zm+ the next inequalities hold:

 ∏
1≤i≤m
vdw(ri)

Cf (r1, ..., rm) ≥ (∂x1)r1 ...(∂xm)rmf(0) ≥ exp(−|R|1)Cf (r1, ..., rm)
(18)
2. Let a homogeneous polynomial p ∈ Hom+(m,n) be Strongly Log-Concave. Then for
all integer vectors R = (r1, ..., rm) ∈ Zm+ ,
∑
1≤i≤m ri = n the next inequalities hold:

 ∏
1≤i≤m
vdw(ri)

Cp(r1, ..., rm) ≥ (∂x1)r1 ...(∂xm)rmp(0) ≥ vdw(n)Cp(r1, ..., rm) (19)
Let us recall the generalized Schrijver’s inequality from [10].
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Theorem 3.7: Let p ∈ Hom+(n, n) be H-Stable. Let us denote the degree of variable xi in
the polynomial p as degp(i).
If degp(i) ≤ k ≤ n, 1 ≤ i ≤ n, Then the next inequality holds:
Cap(p) ≥ ∂
n
∂x1...∂xn
p(0) ≥ (k − 1
k
)(k−1)(n−k)vdw(k)Cap(p) (20)
Combining Theorem (3.7) and observations (16), (17) we get the following Corollary.
Corollary 3.8:
Let p ∈ Hom+(n, n) be H-Stable. Assume that the degree of variable xi in the polynomial
p, degp(i) ≤ k ≤ n, 1 ≤ i ≤ n. Then the following inequalities hold:

 ∏
1≤i≤m
vdw(ri)

Cp(r1, ..., rm) ≥ (∂x1)r1 ...(∂xm)rmp(0) ≥ (k − 1
k
)(k−1)(n−k)vdw(k)Cp(r1, ..., rm)
(21)
3.3 A lower bound on the inner products of H-Stable polynomials
Theorem 3.9: Let us consider two H-Stable polynomials p, q ∈ Hom+(m,n):
p(x1, ..., xm) =
∑
r1+...+rm=n
ar1,...,rm
∏
1≤i≤m
xrii , q(x1, ..., xm) =
∑
r1+...+rm=n
br1,...,rm
∏
1≤i≤m
xrii ,
and a nonnegative vector (l1, ..., lm) such that
∑
1≤i≤m li = n.
Let us assume that
inf
xi>0,1≤i≤m
p(x1, ..., xm)∏
1≤i≤m x
li
i
=: A > 0, inf
xi>0,1≤i≤m
q(x1, ..., xm)∏
1≤i≤m x
li
i
=: B > 0. (22)
Then the following inequality holds:
< p, g >=:
∑
r1+...+rm=n
ar1,...,rmbr1,...,rm ≥ AB
vdw(nm)
vdw(n)m
(23)
Proof: Let us consider a rational function F =
∏
1≤i≤m x
n
i p(x1, ..., xm)q(
1
x1
, ..., 1
xm
). It is clear
that, in fact, F ∈ Hom+(m,nm) and F is H-Stable. Note that
(n!)m
∑
r1+...+rm=n
ar1,...,rmbr1,...,rm = (∂x1)
n...(∂xm)
nF (0).
It follows from (22) that CF (n, ..., n) ≥ ABnnm. Using the right inequality in (19), we get that
∑
r1+...+rm=n
ar1,...,rmbr1,...,rm ≥ AB
vdw(nm)
vdw(n)m
.
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Remark 3.10:
1. It is easy to see that the inequalities (22) holds for some vector (l1, ...., lm) if and only if
the Newton polytopes, Newt(p) and Newt(q), have non-empty intersection. (Recall that
the Newton polytope Newt(p) is the convex hull of the support supp(p).)
One of the corollaries of Theorem (3.9) is the fact that the intersection Newt(p)∩Newt(q)
is not empty iff the intersection supp(p)∩ supp(q) is not empty. There is alternative( and
harder) way to prove this fact. It was proved in [9] and [11] that if p is a H-Stable
polynomial then the Newton polytope Newt(p) is the polymatroid, based on some
integer valued submodular function.It follows from the celebrated Edmonds’ result [4]
that all the vertices of Newt(p) ∩Newt(q) are integer. Therefore, if Newt(p) ∩Newt(q)
is not empty then the exists an integer vector (r1, ..., rm) ∈ Newt(p) ∩Newt(q). But all
integer vectors in Newt(p)(Newt(q)) belong to the support supp(p)(supp(q)).
The inequality (23) is unlikely sharp. We conjecture here a sharp version:
∑
r1+...+rm=n
ar1,...,rmbr1,...,rm
∏
1≤i≤m
(ri)! ≥ AB n!
mn
.
2. If H-Stable polynomials p, q ∈ Hom+(m,n) are both multilinear, i.e. degp(i), degq(i) ≤
1, 1 ≤ i ≤ m, then
< p, q >= (∂x1)...(∂xm)G(0), where G(x1, ..., xm) = (
∏
1≤i≤m
xi)p(x1, ..., xm)q(
1
x1
, ...,
1
xm
).
Note that the polynomial G ∈ Hom+(m,m) is H-Stable, Cap(G) ≥ AB and degG(i) ≤
2, 1 ≤ i ≤ m. Using Theorem (3.7), we get the following inequality:
< p, q > ≥ AB2−m+1 (24)
The inequality (24) is sharp for m = 2n.
4 Multivariate Newton Inequalities
We start with the following simple fact.
Fact 4.1: If an entire function f ∈ Ent+(m) is log-concave on Rm+ then the map Cf , defined
as
Cf (y1, ..., ym) = inf
xi>0
f(x1, ..., xm)∏
1≤i≤m(
xi
yi
)yi
, yi ≥ 0
is log-concave on Rm+ .
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Proof: Assume WLOG that yi > 0, 1 ≤ i ≤ k ≤ m and yj = 0, k + 1 ≤ j ≤ m. It follows from
the monotonicity of f that
Cf (x1, ..., xm) = inf
xi>0,1≤i≤k
f(x1, ..., xk , 0, ..., 0)∏
1≤i≤k(
xi
yi
)yi
.
Therefore Cf (y1, ..., ym) ≥ a iff log(f(x1y1, ..., xmym)) ≥ log(a) +
∑
1≤i≤m yi log(xi) for all
positive vectors (x1, ..., xm). The desired log-concavity follows now from the log-concavity of
the function f and of the logarithm.
Let Y = (r1, ..., rm) ∈ Zm+ be an integer vector. We use below the following notations:
V DW (Y ) =
∏
1≤i≤m
vdw(ri), where vdw((r) =
r!
rr
.
Theorem 4.2: Let us consider integer vectors Y0, Y1, ..., Yk ∈ Zm+ such that
Y0 =
∑
1≤i≤k
aiYi; ai ≥ 0,
∑
1≤i≤k
ai = 1.
1. Suppose that the entire function f ∈ Ent+(m) is Strogly Log-Concave. Then
Derf (Y0) ≥

exp(−|Y0|1) ∏
1≤i≤k
(V DW (Yi))
−ai

 ∏
1≤i≤k
(Derf (Yi))
ai (25)
2. If p ∈ Hom+(m,n) is Strogly Log-Concave then
Derf (Y0) ≥

vdw(n) ∏
1≤i≤k
(V DW (Yi))
−ai

 ∏
1≤i≤k
(Derf (Yi))
ai (26)
3. If p ∈ Hom+(m,n) is H-Stable and degp(i) ≤ k ≤ n for all 1 ≤ i ≤ m then
Derf (Y0) ≥

(k − 1
k
)(k−1)(n−k)
vdw(k)
∏
1≤i≤k
(V DW (Yi))
−ai

 ∏
1≤i≤k
(Derf (Yi))
ai (27)
Proof: We wiil prove only the inequality (25) as the other ones are proved in the same way.
Using the the right inequality in (18), we get that
Derf (Y0) ≥ exp(−|Y0|1)Cf (Y0).
Since the map Cf is log-concave hence
Cf (Y0) ≥
∏
1≤i≤k
(Cf (Yi))
ai .
Finally, we use the left inequality in (18):
Cf (Yi) ≥ (V DW (Yi))−1Derf (Yi).
13
Corollary 4.3: The support supp(f) of Strogly Log-Concave entire function f ∈ Ent+(m)
is D-convex.
Example 4.4:
1. Let us consider the following vectors in Zn+:
Y0 = (1, 1, ..., 1);Y1 = (n, 0, ..., 0), ..., Yn = (0, 0, ..., n).
Note that Y0 =
∑
1≤i≤n
1
n
Yi. If p ∈ Hom+(n, n) is Strogly Log-Concave then (26)
gives the next inequality
Derp(Y0) ≥
∏
1≤i≤k
(Derf (Yi))
1
n ,
which is attained on p(x1, ..., xn) = (x1 + ...+ xn)
n.
2. Consider three vectors in Z2n+ :
Y0 = (1, 1, ..., 1);Y1 = (2, ..., 2, 0, ..., 0), Y1 = (0, ..., 0, 2, ..., 2), |Y1 |1 = |Y2|1 = 2n.
If p ∈ Hom+(2n, 2n) is H-Stable and degp(i) ≤ 2 ≤ 2n for all 1 ≤ i ≤ 2n then it follows
from (27) that
Derp(Y0) ≥ 2−n+1
∏
1≤i≤2
(Derp(Yi))
1
2 . (28)
The inequality (28) is attained on the polynomial p(x1, ..., x2n) = (x1+x2)(x2+x3)...(x2n−1+
x2n)(x2n + x1).
5 Comments and Open problems
1. The inequality (14) is a far going generalization of the famous Van der Waerden conjecture
on the permanent of doubly-stochastic matrices([19], [6], [5] and the Bapat’s conjecture
[2]),[12]. See more on this combinatorial connection in [11], [13], [7].
The Van der Waerden conjecture conjecture corresponds to H-Stable polynomials
ProdA(x1, ..., xn) =
∏
1≤i≤n
∏
1≤j≤n
A(i, j)xj ,
where n × n matrix is non-negative entry-wise and has no zero rows. If such a matrix is
doubly-stochastic, i.e. all its rows and columns sum to 1, then Cap(ProdA) = 1.
The convex relaxation approach to Newton-like inequalities in Theorem(4.2) was intro-
duced by the author in [12] for the determinantal polynomials det(
∑
1≤i≤m xiAi), where
A1, ..., Am are n × n hermitian PSD matrices.The corresponding inequalities in [12] are
weaker than in the present paper.
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2. Just the log-concavity of f is not sufficient for D-convexity of its support supp(f) even
for univariate polynomials with non-negative coefficients. Indeed, consider p(t) = t+ t3.
The fourth root 4
√
p(t) is concave on R+:
(p(1)(t))3 − 4
3
p(t)p(2)(t) = (1 + 3t2)2 − 4
3
(t+ t3)6t = (t2 − 1)2 ≥ 0.
This example can be ”lifted” to a “bad” log-concave homogeneous polynomial q ∈ Hom+(4, 4):
q(x, y, v, w) = (x+ y)3(v + w) + (v + w)3(x+ y). It is easy to see that Cap(q) = 25 but
∂4
∂x∂y∂v∂w
q(0) = 0.
3. In the case of H-Stable polynomials, Corollary (4.3) can be made much more precise:
Define, for a subset S ⊂ {1, ...,m} and a polynomial p ∈ Hom+(m,n), the integer number
Degp(S) equal to the maximum total degree attained on variables in S.
Then the following relation holds:
ar1,...,rm > 0⇐⇒
∑
j∈S
rj ≤ Degp(S) : S ⊂ {1, ...,m}, p ∈ Hom+(m,n). (29)
Additionaly, the integer valued map Degp : 2
{1,...,m} → {0, ..., n} is submodular.
The characterization (29), proved in [9], is a far going generalization of the Hall-Rado
theorems on the existence of perfect matchings.
The paper [11] provides algorithmic applications of this result: strongly polynomial deter-
ministic algorithms for the membership problem as for the support as well for the Newton
polytope of H-Stable polynomials p ∈ Hom+(m,n), given as oracles.
We don’t know whether (29) works for Strongly Log-Concave homogeneous polynomi-
als. But it would follow from the following conjecture/question:
Conjecture 5.1: Let p ∈ Hom+(3, n) be Strongly Log-Concave. Then there exist
convex compact subsets K1,K2,K3 ⊂ Rn such that
p(x1, x2, x3) = V oln(x1K1 + x2K2 + x3K3) : x1, x2, x3 ≥ 0 (30)
Or put more modestly:
Question 5.2: Which Strongly Log-Concave polynomials p ∈ Hom+(3, n) allow the
representation (30)?
The Minkowski polynomials V oln ∈ Hom+(3, n), V oln(x1K1+x2K2+x3K3) actually have
seemingly stronger, than Strong Log-Concavity, property:
the polynomials
∏
1≤j≤r<n(
∑
1≤i≤3(ai,j∂xi)V oln are either zero or log-concave on R
3
+ pro-
vided that ai,j ≥ 0.
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4. Question 5.3: Is the set of Strongly Log-Concave entire functions closed under the
multiplications?
If true it would imply that the Minkowski sum supp(f)+supp(g) = supp(fg) is D-convex
if f, g are Strongly Log-Concave.
We note that the problem of D-convexity of Minkowski sums of D-convex sets was studied
from a combinatorial point of view in [3].
5. Question 5.4: What are the asymptotically exact constants in Theorem(4.2)? Are the
cyclic polynomials in Example(3.1) extremal?
6. Can recently refuted Okounkov’s conjecture [21], in the representation theory, on log-
concavity of multiplicities be fixed/generalized in the way similar to Theorem(4.2)?
7. Stable multivariate polynomials form a backbone of linear multivariate control. If p ∈
HSP+(n, n) then Cap(p) = infRe(zi)>0
|p(z1,...,zn)|∏
1≤i≤n
Re(zi)
. In other words, the capacity can
be viewed as a measure of stability. What is a meaning of capacity if terms of con-
trol/dynamics or in terms of the corresponding hyperbolic PDE?
8. Can our results be reasonably generalized to the fractional derivatives?
References
[1] A. Aleksandrov, On the theory of mixed volumes of convex bodies, IV, Mixed discriminants
and mixed volumes (in Russian), Mat. Sb. (N.S.) 3 (1938), 227-251.
[2] R. B. Bapat, Mixed discriminants of positive semidefinite matrices, Linear Algebra and its
Applications 126, 107-124, 1989.
[3] V.I. Danilov and G.A. Koshevoy, Discrete convexity and unimodularity, Advances in Math-
ematics, Volume 189, Issue 2, 20 December 2004, Pages 301-324.
[4] J. Edmonds, Submodular functions, matroids, and certain polyhedra, in: R. Guy, H.
Hanani, N. Sauer and J. Schonheim (eds.), Combinatorial Structures and Their Applica-
tions, Gordon and Breach, New York, 1970, 69-87.
[5] G.P. Egorychev, The solution of van der Waerden’s problem for permanents, Advances in
Math., 42, 299-305, 1981.
[6] D. I. Falikman, Proof of the van der Waerden’s conjecture on the permanent of a doubly
stochastic matrix, Mat. Zametki 29, 6: 931-938, 957, 1981, (in Russian).
[7] S. Friedland and L. Gurvits, Lower Bounds for Partial Matchings in Regular Bipartite
Graphs and Applications to the Monomer-Dimer Entropy, Combinatorics, Probability and
Computing, 2008.
[8] L.Garding, An inequality for hyperbolic polynomials, Jour. of Math. and Mech., 8(6):
957-965, 1959.
16
[9] L. Gurvits, Combinatorial and algorithmic aspects of hyperbolic polynomials, 2004; avail-
able at http://xxx.lanl.gov/abs/math.CO/0404474.
[10] L. Gurvits, A proof of hyperbolic van der Waerden conjecture : the right generaliza-
tion is the ultimate simplification, Electronic Colloquium on Computational Complexity
(ECCC)(103): (2008) and arXiv:math/0504397.
[11] L. Gurvits, Hyperbolic polynomials approach to Van der Waerden/Schrijver-Valiant like
conjectures: sharper bounds, simpler proofs and algorithmic applications, Proc. 38 ACM
Symp. on Theory of Computing (StOC-2006),417-426, ACM, New York, 2006.
[12] L. Gurvits, Van der Waerden Conjecture for Mixed Discriminants, Advances in Mathe-
matics , 2006 .
[13] L. Gurvits, Van der Waerden/Schrijver-Valiant like Conjectures and Stable (aka Hyper-
bolic) Homogeneous Polynomials : One Theorem for all, Electron. J. Combin. 15 (2008),
no. 1, Research Paper 66, 26 pp.
[14] L. Gurvits, Polynomial time algorithms to approximate mixed volumes within a simply
exponential factor, arXiv:cs/0702013v3, 2007.
[15] L. Gurvits, A Short Proof, Based on Mixed Volumes, of Liggett’s Theorem on the Convo-
lution of Ultra-Logconcave Sequences, The Electronic Journal of Combinatorics, Volume
16(1), 2009.
[16] L. Hormander , Analysis of Linear Partial Differential Operators, Springer-Verlag , New
York , Berlin , 1983 .
[17] V. L. Kharitonov and J. A. Torres Munoz, Robust Stability of Multivariate Polynomials.
Part 1: Small Coefficients Pertubrations, Multideminsional Systems and Signal Processing,
10 (1999), 7-20.
[18] A.G. Khovanskii, Analogues of the Aleksandrov-Fenchel inequalities for hyperbolic forms,
Soviet Math. Dokl. 29(1984), 710-713.
[19] H.Minc, Permanents, Addison-Wesley, Reading, MA, 1978.
[20] C. Niculescu, Constantin, ”A New Look at Newton’s Inequalities”. Journal of Inequalities
in Pure and Applied Mathematics 1 (2) (2000).
[21] A. Okounkov, Why would multiplicities be log-concave? The orbit method in geometry
and physics (Marseille, 2000), 329–347, Progr. Math., 213, Birkhuser Boston, Boston, MA,
2003.
[22] A. Schrijver, Counting 1-factors in regular bipartite graphs, Journal of Combinatorial
Theory, Series B 72 (1998) 122–135.
[23] G. C. Shephard, Inequalities between mixed volumes of convex sets, Mathematika 7 (1960)
, 125-138.
17
