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Abstract
Generalized noncontextuality as deﬁned by Spekkens is an attempt to make precise the distinction between
classical and quantum theories. It is a restriction on models used to reproduce the predictions of quantum
mechanics. There has been considerable progress recently in deriving experimentally robust noncontextuality
inequalities. The violation of these inequalities is a suﬃcient condition for an experiment to not admit a
generalized noncontextual model.
In this thesis, we present an algorithm to automate the derivation of noncontextuality inequalities. At the
heart of this algorithm is a technique called Fourier Motzkin elimination (abbrev. FM elimination).
After a brief overview of the generalized notion of contextuality and FM elimination, we proceed to demon-
strate how this algorithm works by using it to derive noncontextuality inequalities for a number of examples.
Belinfante’s construction, presented ﬁrst for the sake of pedagogy, is based on a simple proof by Belinfante to
demonstrate the invalidity of von Neumann’s notion of noncontextuality. We provide a quantum realization
on a single qubit that can violate this inequality.
We then go on to discuss paradigmatic proofs of noncontextuality such as the Peres-Mermin square, Mermin’s
Star and the 18 vector construction and use them to derive robust noncontextuality inequalities using the
algorithm.
We also show how one can generalize the noncontextuality inequalities obtained for the Peres-Mermin square
to systems with continuous variables.
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Chapter 1
Introduction
Quantum mechanics is a strange physical theory. In a typical introduction to the topic, we ﬁnd abstruse
machinery concerning vectors in Hilbert spaces. Upon turning the gears, we can calculate the probabilities
of diﬀerent events. The formalism permits us to ask questions such as, “How likely is it for that photon to
be polarized vertically?”.
What distinguishes quantum theory from other theories that make statistical predictions? It is not a strange
theory merely because we use probabilities. There are plenty of phenomena about which we have limited
information and thus resort to a probabilistic description.
Consider for instance the canonical example of a probabilistic phenomenon - a coin toss. Given a restricted
amount of information about the coin, we can tell how strongly we believe the coin is going to land facing
heads up. However, we do not have an entire industry dedicated to interpreting this phenomenon because
it is clear, at least hypothetically, how we might construct a sensible model for it. If we knew the mass,
the radius, the moment of inertia of the coin, the force applied to it when ﬂipped and so on, it should be
straightforward, using Newtonian mechanics, to calculate the trajectory of the coin and thus predict the
outcome of the toss. It is in the face of a lack of knowledge that we opt to use probability theory instead.
There is as yet no consensus on what the underlying guts of quantum mechanics could be although there
have been many proposals. Of late, there has been a trend to move away from speciﬁc models. Instead we
take a bird’s eye view and consider entire classes of possible models endowed with properties that we tend to
think of as classical. In this sense, these models help us dilineate the space between classical and quantum.
It often comes as a surprise when we discover that models for quantum theory do not permit a certain
classical property as they showcase the true innovation of quantum theory over a classical one. These results
go under the umbrage of “no-go theorems”. Most famous among these results is that of Bell [1], who showed
that no model for quantum mechanics can be local. Although this seems to ﬂy in the face of intuition we
have garnered from studying special relativity, there is no contradiction at the operational level because we
cannot take advantage of these processes to communicate. Yet it seems like a conspiracy theory that Nature
might be nonlocal under the hood but that there is no way for us to see it. This is what is unsettling about
Bell’s theorem.
It is important to point out that these results are not mere exercises in philosophy. Bell’s theorem kicked oﬀ
the study of entanglement and buttresses many key results in quantum information theory. We can use it to
quantify the cost of classical simulation complexity [12] and device-independent quantum key distribution
[2, 36, 45].
Although it is the most popular, nonlocality is not the only constraint on models for quantum mechanics. In
the 1960s, Kochen and Specker put forth certain natural constraints on models called noncontextuality, now
referred to as KS noncontextuality. As early as the 1950s, Ernst Specker was thinking about incompatible
measurements in quantum mechanics and was curious whether it would be possible that the outcomes of
the measurements were somehow determinable perhaps in some deeper theory underlying quantum theory.
He was apparently motivated by a question in Christian theology which asks whether God’s omniscience
extended to the truths of conterfactual claims. [40]
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Bell had also independently arrived at the same conclusion as Kochen and Specker [9]. For this reason, KS
noncontextuality is also sometimes known as BKS noncontextuality.
Since then, the notion of noncontextuality has been modiﬁed and generalized by Spekkens [41]. As will be
explained below, quantum theory does not permit models that are noncontextual. Sometimes we will just
say that quantum theory is contextual. What we really mean when we say that is that no model for quantum
theory can be noncontextual.
In the past, physicists had considered the negativity of “quasi-probability distributions” such as the Wigner
function to be a signature of non-classicality. [27, 33, 10, 22, 19]. If the distributions are everywhere
positive, it implies that the quasi-probability representations are in fact bonaﬁde probability distributions.
This suggests that they can be thought of as arising from an epistemic restriction as has been illustrated in [4].
From the perspective of quantum computation, the outcomes of such experiments can be simulated eﬃciently
on a classical computer by sampling [5, 6, 46]. It has been shown that the negativity of quasiprobability
representations is unavoidable [17, 18, 42].
After the development of generalized noncontextuality, Spekkens found a deep connection between noncon-
textuality and the negativity of quasi-probability representations [42]. An experiment allows a noncontextual
model if and only if the elements of its Wigner representation are everywhere positive.
This, together with the above result that experiments that permitted a quasiprobability representation that
is everywhere positive can be eﬃciently simulated implies that contextuality is a necessary condition for the
potential speedup that quantum computers could oﬀer. In the context of state injection [11, 23], contextuality
is a suﬃcient condition for universality [21].
Aside from quantum computation, contextuality has also been shown to power another information process-
ing task called parity oblivious multiplexing [44].
An important question that has been the impetus for current research is to see whether we can devise
experimental tests to verify if Nature is noncontextual. We do so by studying the sorts of correlations that
can arise from a noncontextual model and comparing it with the data from the test. This is important
because even if quantum theory itself was to be superseded by a more powerful theory such as a theory of
quantum gravity, we will know that that theory must be contextual.
Previous approaches to experimental tests of contextuality have failed to take noise into consideration and
have assumed that an experiment can be implemented ideally. The central premise of these works is that
measurements in a noncontextual model are deterministic - i.e. that knowledge of the ontic state allows one
to determine the outcome of the measurement. However, this assumption is not justiﬁed in the presence of
noise [43].
In addition, ignoring noise in experiments leads to another problem. One of the central tenets of tests
of noncontextuality is the operational equivalence of two or more procedures. Two procedures are said to
be operationally equivalent if they are statistically indistinguishable (and is deﬁned precisely below). Exact
operational equivalence is never achieved in a real experiment and therefore it is not clear whether an analysis
based on this assumption holds water.
For these reasons, it is not clear what to make of their conclusions and their results have been the subject
of controversy.
There has been a breakthrough recently in devising experimentally robust tests for noncontextuality [29, 25].
Both papers model noisy measurements by assigning them indeterministic response functions. They construct
a single inequality that is robust to noise whose violation is suﬃcient to rule out all noncontextual models
underlying the statistics of that experiment.
Furthermore, Mazurek et. al. also demonstrate how to deal with the problem of inexact operational equiv-
alence. Finally, they also performed an experiment which conﬁrmed the violation of the inequality with a
high degree of conﬁdence. We direct the interested reader to [29] for details.
Pusey [35] found a set of necessary and suﬃcient conditions for a toy model to admit of a noncontextual
model. For this toy model, 2 binary-outcome measurements are tomographically complete. 1. However, this
is not applicable to quantum theory as even the simplest quantum system, a qubit, requires 3 binary-outcome
1A set of measurements is said to be tomographically complete if it allows one to pin down the state of the system
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measurements to be tomographically complete.
Ideally we would like to ﬁnd a set of necessary and suﬃcient conditions for an experiment to admit of a
noncontextual model in cases where quantum theory predicts violations. In this thesis, we make progress
towards that ideal. We restrict our attention to a subset of the data from the experiment and ﬁnd necessary
and suﬃcient conditions for a noncontextual model on this subset. We show how to derive these conditions
using some illustrative examples. Our derivation involves Fourier-Motzkin elimination [47] (abbrev. FM
elimination) which has also recently been used in inferring causal structures and studying Bell inequalities
[16, 15].
In this chapter, we shall provide the background material that is suﬃcient to understand what follows in
the rest of this thesis. We begin with an introduction to generalized noncontextuality. We then proceed to
provide a brief description of FM elimination.
All the work in this thesis was done together with my adviser, Dr. Spekkens. The results in the second
chapter on the Belinfante construction was work done with Ravi Kunjwal and Dr. Spekkens.
The plots in this thesis were made using Mathematica 10.1. [37]
1.1 Generalized noncontextuality
As deﬁned by Spekkens [41], generalized noncontextuality is a constraint on the ontological models used to
reproduce the statistics of an operational theory. To the reader who is already familiar with the deﬁnition
of noncontextuality, we note that our usage of measurement noncontextuality is equivalent to the original
deﬁnition but expressed in a slightly diﬀerent fashion.
An operational theory for an experiment is a way of computing the probability p(k|M,P) of an outcome k
given that we prepared the system using a preparation procedure P and measured it using a procedure M.
Both the preparation and measurement procedures are speciﬁed as lists of instructions to be performed in
the laboratory.
An ontological model for an operational theory attempts to reproduce the predictions of the operational
theory by modelling the physical states of the system that is being subject to the experiment. All the
physical attributes of the system at any given point in time are speciﬁed by the ontic state of the system.
We shall denote this by λ, a point in the space Λ of all possible physical states of the system.
The preparation procedure might not necessarily uniquely pin down the ontic state of the system. Instead,
it might only specify the probabilities with which we are likely to ﬁnd the system in an ontic state λ. This
probability distribution is denoted µ(λ|P).
Similarly, the outcome k of a measurement M might not be completely determined by specifying the ontic
state of the system (for instance, the measurement outcome k could also depend on the microscopic degrees
of freedom of the measurement apparatus). We associate with every measurement M a response function
ξ(k|λ,M) which is the probability that the measurement M returns a value k if the system is in the ontic
state λ.
For the ontological model to be consistent, we require
pr {k|M,P} =
∫
λ∈Λ
dλ ξ(k|λ,M)µ(λ|P) , (1.1)
that is, the model reproduces the statistics of the experiment.
Let A(k) be some random variable which is a function of the outcome k of the measurement M. We shall
deﬁne the operational expectation value of A as
⟨A⟩P =
∑
k
A(k) pr {k|M,P} , (1.2)
and the ontic expectation value of A as
⟨A⟩λ =
∑
k
A(k)ξ(k|M, λ) . (1.3)
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It follows from the consistency condition, Eq. (1.1), that we can write the operational expectation value of
A in terms of its ontic expectation value:
⟨A⟩P =
∫
λ∈Λ
dλ ⟨A⟩λµ(λ|P) . (1.4)
Two random variables A and A′ are said to be operationally equivalent if
⟨A⟩P = ⟨A′⟩P (1.5)
for all preparation procedures P. We denote this by
A ≃ A′ . (1.6)
The assumption of measurement noncontextuality stipulates that if two random variables A and A′ are
operationally equivalent, then their ontological counterparts must also be equal, i.e.,
⟨A⟩λ = ⟨A′⟩λ (1.7)
for all λ ∈ Λ.
Similarly, two preparation procedures P and P ′ are said to be operationally equivalent if
pr {k|M,P} = pr{k|M,P ′} (1.8)
for all measurement procedures M. We denote this by
P ≃ P ′ . (1.9)
The assumption of preparation noncontextuality states that if two preparations are operationally equivalent,
then their ontological representations must also be equivalent, i.e.
µ(λ|P) = µ(λ|P ′) . (1.10)
An operational theory will be said to admit of a universally noncontextual ontological model if it admits of
an ontological model that is both preparation and measurement noncontextual.
1.1.1 Kochen Specker contextuality
Prior to [41], noncontextuality often meant only measurement noncontextuality together with the assump-
tion that the outcomes of a projective measurement were deterministic, i.e. that the response function
ξ(k|λ,M) would either be 0 or 1 everywhere on the ontic state space Λ. The latter assumption is called
outcome determinism. Although it was not originally formulated this way, it is equivalent to the deﬁnition
of noncontextuality introduced by Kochen and Specker in the 60s. Following Kunjwal and Spekkens [25], we
shall refer to it in this thesis as KS noncontextuality.
At this point, the reader might ask: “Shouldn’t the case where the measurement outcome is assigned
a probabilistic value simply be a convex combination of deterministic assignments? If so, shouldn’t KS
noncontextuality suﬃce?”.
We begin by reemphasizing that KS noncontextuality consists of two assumptions - measurement noncontex-
tuality and outcome determinism. However, it wraps both of them together and this becomes problematic
both conceptually and practically.
When we demonstrate a failure of KS noncontextuality in the lab, we are demonstrating a failure of the
following logical conjuction:
(Operational equivalences between observables)∧(Measurement Noncontextuality)
∧(Outcome determinism) .
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Since we can verify the operational equivalences in the laboratory, we know that they are valid. However,
it is unclear which of the two assumptions of KS contextuality led to a contradiction. By providing a toy
example below, we demonstrate how we can salvage measurement noncontextuality by dropping outcome
determinism.
Consider a triple of binary variables A,B and C that can take values in the set {0, 1}. Furthermore, suppose
we were able to verify that these three observables were always pairwise anticorrelated. This has been
depicted in ﬁg. 1.1 below.
.
A
B C
Figure 1.1: Three random variables A, B and C represented by nodes. An edge between two random variables
means that they are anticorrelated.
Each node in this ﬁgure represents one of the three random variables A,B or C. Suppose the ontic state
space of this construction was Λ and a point in this space was denoted λ. If we assume that the ontic states
λ always assign these random variables deterministic outcomes, i.e. only 0 or 1, it is quite easy to see that
there exists no assignment that can yield perfect anticorrelation for each pair. Equivalently, this could be
phrased as the uncolourability of the above graph with just two colours.
On the other hand, if we assume that the ontic state λ can assign these random variables indeterministic
outcomes, then the assignment
⟨A⟩λ = ⟨B⟩λ = ⟨C⟩λ = 12 (1.11)
is valid while it still preserves measurement noncontextuality.
What does it mean for the ontic state to assign a value 12 to the random variables? The interpretation is that
knowing the ontic state of the system tells you nothing whatsoever about the random variables themselves
but only about the correlations between them.
For a detailed analysis of the above example, see [26].
Our second critique of the assumptions that go into KS contextuality is that it seems inconsistent to assume
only measurement noncontextuality and ignore preparation noncontextuality. Indeed, the latter can be seen
as the same assumption, except the direction of time has been reversed. If we want to be even handed, we
should assume both preparation and measurement noncontextuality.
We refer the interested reader to [41] for a detailed discussion of these points.
1.2 Fourier Motzkin elimination
Fourier Motzkin elimination (abbrev. FM elimination) is a technique to convert a given set of inequalities
on n variables x1, · · · , xn to an equivalent set of inequalities on n− 1 variables x2, · · · , xn. We might wish
to do so because we do not have access to x1, and would like to know how the other variables are related
to each other in its absence. We have explained how the algorithm works below and then provided our
implementation written in python.
Suppose we are given a set of inequalities
n∑
j=1
Aijxj ≥ bi (1.12)
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over n variables x1, · · · , xn and we want to eliminate the ﬁrst variable, x1, from this set. FM elimination
constructs an equivalent set of inequalities without this variable. It takes as input the matrices A and b and
outputs matrices A′ and b′ which specify a set of inequalities
n∑
j=2
A′ijxj ≥ b′i . (1.13)
We start by partitioning the inequalities into three sets. Let us write the inequalities as
Ai1x1 +
n∑
j=2
Aijxj ≥ bi . (1.14)
Deﬁne the set G to be the set of indices i for which Ai1 < 0. For g ∈ G,
x1 ≤
∑n
j=2Agjxj − bg
|Ag1| . (1.15)
Similarly, deﬁne the set L to be the set of indices i for which Ai1 > 0. For l ∈ L,
x1 ≥
bl −
∑n
j=2Aljxj
Al1
. (1.16)
Finally, we deﬁne the set E that contains the indices i for which Ai1 = 0. We do not need to eliminate x1
from this set of inequalities as they do not contain x1. Equations 1.16 and 1.15 state that for all g ∈ G and
all l ∈ L,
bg −
∑n
j=2Agjxj
Ag1
≥ x1 ≥
∑n
j=2Aljxj − bl
|Al1|
. (1.17)
This is equivalent to
bg −
∑n
j=2Agjxj
Ag1
≥
∑n
j=2Aljxj − bl
|Al1|
(1.18)
because we can always postulate the existence of a variable x1 such that 1.17 is true. We can re-arrange
these inequalities to write
n∑
j=2
(
Ag1Alj + |Al1|Agj
)
xj ≤ |Al1|bg +Ag1bl .
Together with the set of inequalities corresponding to the set E, we can write these inequalities as
n∑
j=2
A′ijxj ≥ b′i (1.19)
which is an equivalent set of linear equations without x1. The matrices A′ and b′ are the output of the
algorithm.
If the size of A is O(n), it follows that the size of A′ is O
((
n
2
)2) in the worst case scenario. The drawback of
this approach is that many of the inequalities in eq. (1.18) are redundant. If we need to eliminate d variables
without getting rid of the redundant inequalities, the size of A′, and thus the complexity of the problem,
scales as O
((
n
4
)2d).
To overcome this hurdle, we have to trim the redundant inequalities after eliminating each variable. It is
possible to do so using standard software.
The algorithm below was written in python based on the algorithm in [38]. This algorithm will be called as
a subroutine in larger algorithms to obtain noncontextuality inequalities.
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import numpy as np
#This program performs Fourier-Motzkin elimination. It assumes
#that the linear inequalities are expressed as
#
# SUM_j (A[i][j] * x[j]) - b[i] geq 0
#
#For the sake of readability, we have assumed that A[i][0] = -b[i]
#It takes as input the matrix A and an index j
#It eliminates x[j] and outputs A_out
#For simplicity, this program has been divided into two parts. The first subroutine
#constructs the matrices G, L and E and drops the column corresponding to x[j]
def Sort(A,j):
r,c = A.shape
G,L,E = np.array([np.ones(c)]),np.array([np.ones(c)]),np.array([np.ones(c)])
for i in np.arange(r):
x = np.copy(A[i])
if A[i][j] < 0.0:
k = np.abs(A[i][j])
G = np.concatenate((G,[x]/k),axis=0)
elif A[i][j] > 0.0:
L = np.concatenate((L,[-1*x]/A[i][j]),axis=0)
else:
E = np.concatenate((E,[x]),axis=0)
G = np.delete(G,0,0)
L = np.delete(L,0,0)
E = np.delete(E,0,0)
G = np.delete(G,j,1)
L = np.delete(L,j,1)
E = np.delete(E,j,1)
return(G,L,E)
#The actual FM elimination is done by the function FMEliminate(A,j)
def FMEliminate(A,j):
G,L,E = Sort(A,j)
rG,cG = G.shape
rL,cL = L.shape
if rL == 0:
A_out = G
elif rG == 0:
A_out = L
else:
A_out = np.array([np.ones(cG)])
for l in np.arange(rL):
for g in np.arange(rG):
A_out = np.append(A_out,[G[g] - L[l]],axis=0)
A_out = np.delete(A_out,0,0)
A_out = np.append(A_out,E,axis=0)
return(A_out)
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Chapter 2
Belinfante’s construction
2.1 Introduction
In his famous textbook on quantum theory [32], von Neumann had shown that certain types of hidden
variable models could not reproduce the statistics of quantum theory. At the time, it was assumed that
this no-go theorem spelt the end of the hidden variables program, but three decades later, his assumptions
faced a lot of critique especially from Bell [1] and Mermin [31] who dismissed his results. Following the
development of generalized contextuality, Spekkens was able to return to von Neumann’s assumptions and
has shown [39] that they can be justiﬁed using measurement noncontextuality.
In this section, we start by considering a proof of von Neumann’s no-go theorem due to Belinfante [8] and
show how to adapt it into an experimentally testable noncontextuality inequality.
Von Neumann’s assumptions can be summarized as follows:
1. A Hermitian operator A is associated with a unique function over the ontic states A(λ).
2. A(λ) ∈ spectrum(A)
3. If [A,B] = 0, then C = AB implies that C(λ) = A(λ)B(λ)
4. If C = αA+ βB for α, β ∈ R, then C(λ) = αA(λ) + βB(λ).
Ballentine[3] and Belinfante [8] presented a simple proof of von Neumann’s no go theorem in terms of qubits
and it proceeds as follows. Deﬁne
X =
(
0 1
1 0
)
, Z =
(
1 0
0 −1
)
and H ≡ (X +Z)/
√
2 . (2.1)
The deﬁnition of H together with assumption 4 above,
H(λ) = 1√
2
(X(λ) + Z(λ)) . (2.2)
Given that each observable has spectrum {+1,−1}, the LHS of this equation takes its values in {+1,−1}
whereas the RHS can take values in {−√2, 0,√2}. Thus we have derived a contradiction from Von Neumann’s
assumptions.
In the next section, we shall begin our analysis by reformulating the construction from an operational
perspective. We then discuss ontological models that could reproduce the statistics of this construction if
we assume that the model is noncontextual. We shall see that the ontic assignments are constrained to lie
within a polytope. This in turn implies how predictable we can make each of the measurements above.
This is the simplest possible example to understand the techniques that will be used later to obtain contex-
tuality inequalities and is hence the ﬁrst example we shall tackle. This work was done together with Rob
Spekkens and Ravi Kunjwal.
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2.2 An operational description of the Belinfante construction
We describe the construction from an operational standpoint because we would like it to be such that even
if quantum theory were superceded by a more powerful theory tomorrow, we could conclude that the new
theory must be contextual.
Consider three two-outcome measurement procedures {M1,M2,M3}. The outcome of measurement Mi is
a random variable Ai that can take values in {+1,−1}. It follows that
−1 ≤ ⟨Ai⟩P ≤ 1 , (2.3)
for all preparations P.
We suppose that the three measurements satisfy the following operational equivalences:
⟨A3⟩P = 1√2 (⟨A1⟩P + ⟨A2⟩P ) , (2.4)
for all preparations P.
Corresponding to each outcome α ∈ {+1,−1} of each measurementMi, we associate a preparation procedure
P
(α)
i . The reason for doing so shall become evident shortly. Out of these, we shall construct three coarse-
grained preparation procedures, {P1,P2,P3}. Pi is performed by ﬂipping a fair coin and then implementing
P
(+)
i or P
(−)
i depending on the outcome. We require that the preparations procedures satisfy the following
operational equivalences:
P1 ≃ P2 ≃ P3 . (2.5)
In an ideal quantum realization of the Belinfante construction, the three measurements would correspond
to measuring the observables Z, X and H respectively. The preparations P (α)i would correspond to the
preparations of the α-th eigenstate of the i-th observable, e.g. P(+)1 would prepare the quantum state |0⟩,
P(−)1 would prepare the quantum state |1⟩, P(+)2 would prepare the quantum state |+⟩ and so on. The
operational equivalences in eqn. (2.5) follow from the fact that equal mixtures of eigenstates of any qubit
observable yields the completely mixed state.
Of course, the six quantum states one assiocates with these preparations can be chosen arbitrarily so long as
they obey the operational equivalences above; What distinguishes this particular association of preparations
to quantum states and measurements to quantum observables is that it maximally violates the noncontex-
tuality inequality we derive.
Furthermore, we emphasize that this construction is an operational one in the sense that it captures the
consequences of noncontextuality for the statistical data one expects to see for any six preparations and
three measurements one might implement experimentally (assuming these satisfy the appropriate operational
equivalences). This is true regardless of whether this statistical data admits of a quantum explanation or
not. The inequality we derive can be used to test the assumption of noncontextuality for any operational
theory that obeys the operational equivalences we have stipulated above.
2.3 Ontic space geometry
As discussed in the previous chapter, we assume that the true state of aﬀairs of the system is given by its
ontic state, which we denote λ. Each ontic state assigns to each of the random variables Ai an expecation
value denoted ⟨Ai⟩λ ∈ R.
At the outset, the three expectation values are constrained to lie within a cube
−1 ≤ ⟨A1⟩λ ≤ 1, (2.6)
−1 ≤ ⟨A2⟩λ ≤ 1, (2.7)
−1 ≤ ⟨A3⟩λ ≤ 1 , (2.8)
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and are independent otherwise. This follows from eqn. (2.3) via eqn. (1.4).
However, the three ontic expectation values cannot simultaneously be made deterministic, that is, they cannot
each be made to take an extremal value of ±1. Given the operational equivalence between measurement
procedures in eqn. (2.4), measurement noncontextuality implies
⟨A3⟩λ = 1√2 (⟨A1⟩λ + ⟨A2⟩λ) , (2.9)
for all λ ∈ Λ. This further constrains the triplet (⟨A1⟩λ, ⟨A2⟩λ, ⟨A3⟩λ) to lie within a polytope contained
within the cube as depicted below in ﬁgure 2.1.
Figure 2.1: The polytope of noncontextual assignmenst to (⟨A1⟩λ, ⟨A2⟩λ, ⟨A3⟩λ)
The vertices of the cube correspond to assignments of expectation values that make all the observables
deterministic. The polytope of noncontextual expectation value assignments does not include any of these
vertices. As we can see from the diagram, only one observable can be made deterministic for a given ontic
state.
2.4 Bounds on the predictability
We deﬁne the predictability of measurement Mi with respect to the preparation P (α)i as
ωαi ≡ |α⟨Ai⟩P (α)i | . (2.10)
The predictability is the modulus of an aﬃne transformation of the probability of obtaining outcome Ai = α
when measuring Mi on the preparation P(α)i .
pr
{
Ai = α|Mi, P (α)i
}
= 12
(
1 + α⟨Ai⟩P (α)i
)
. (2.11)
The predictability ω(α)i is bounded:
0 ≤ ω(α)i ≤ 1 . (2.12)
When it attains the value 1, it means that the outcome of the measurement Mi for preparation P(α)i is
either Ai = ±α or Ai = −1 with certainty. In other words, the probability pr
{
Ai = α|Mi,P(α)i
}
is either
0 or 1.
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When the predictability attains the value 0, it means that the outcome is equally likely to be Ai = +1 or
Ai = −1. Equivalently, the probability pr
{
Ai = α|Mi,P(α)i
}
= 1/2.
The average predictability of Mi with respect to the preparation Pi is
ωi =
1
2
(
ω
(+)
i + ω
(−)
i
)
(2.13)
= 12
(
|⟨Ai⟩P (+)i |+ |⟨Ai⟩P (−)i |
)
. (2.14)
It follows that the average predictability is an average measure of correlation between the input and output
variables.
The average predictabilities are bounded as follows:
0 ≤ ωi ≤ 1 . (2.15)
The further ωi is from 0, the higher the predictability for the measurement Mi.
Theorem 1. The assumption of universal noncontextuality implies the following trade-oﬀ relation between
ω1, ω2 and ω3
1
3
(
ω1 + ω2 + (2−
√
2)ω3
)
≤ 23 . (2.16)
This is an example of noncontextuality inequality that is experimentally testable and robust to noise. This
inequality can be visualized as follows.
Figure 2.2: The contextuality inequality is the plane depicted in orange. Any triple of (ω1, ω2, ω3) above
that plane is not allowed.
As can be seen from the diagram, the noncontextuality inequality shaves oﬀ a corner of the set of allowed
values of triples (ω1, ω2, ω3).
We shall present the proof of this theorem in two iterations. The ﬁrst iteration is a straightforward application
of FM elimination. The second iteration will improve upon the ﬁrst by taking advantage of the symmetries
of the polytope to reduce the complexity of the problem. Although this is unnecessary for Belinfante’s
construction, it will become imperative in later chapters and this example will help illustrate the technique.
Proof. Iteration 1: We begin by expressing ω(α)i in terms of an average over the ontic state space by using
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equation 1.4. This will permit us to upper bound ω(α)i .
ω
(α)
i = |α⟨Ai⟩P (α)i | (2.17)
= |α
∑
λ
⟨Ai⟩λµ(λ|P (α)i )| (2.18)
≤
∑
λ
|⟨Ai⟩λ|µ(λ|P (α)i ) , (2.19)
where the last inequality followed from a triangle-inequality.
Since the three coarse-grained preparations P1,P2 and P3 are operationally equivalent, eqn. (2.5), the
assumption of preparation noncontextuality implies that
µ(λ|P1) = µ(λ|P2) = µ(λ|P3) = ν(λ) . (2.20)
Furthermore, by deﬁnition of the coarse-grained preparations, we must have
µ(λ|Pi) = 12
(
µ(λ|P(+)i ) + µ(λ|P(−)i )
)
. (2.21)
We are thus guaranteed the existence of a distribution ν(λ) such that
1
2
(
µ(λ|P(+)i ) + µ(λ|P(−)i )
)
= ν(λ) , (2.22)
for all i ∈ {1, 2, 3}. We can use this to deduce that the average predictability can be expressed as
ωi =
1
2
∑
α
ω
(α)
i (2.23)
≤ 12
∑
α
∑
λ
|⟨Ai⟩λ|µ(λ|P(α)i ) . (2.24)
We can move the sum over α and use 2.22 to write
ωi ≤
∑
λ
|⟨Ai⟩λ|ν(λ) . (2.25)
Since the set of allowed expectation values (⟨A1⟩λ, ⟨A2⟩λ, ⟨A3⟩λ) lies within a polytope, the vectors can be
expressed as convex combinations of the triple of expectation values evaluated on the vertices. Let κ index
the vertices of the polytope. There must exist a conditional distribution ν(κ|λ) such that
⟨Ai⟩λ =
∑
κ
⟨Ai⟩κν(κ|λ) . (2.26)
Substituting this into the expression above, we obtain
ωi ≤
∑
λ
∑
κ
⟨Ai⟩κν(κ|λ)ν(λ) (2.27)
=
∑
κ
⟨Ai⟩κη(κ) , (2.28)
where we deﬁned the probability distribution {η(κ)} over the vertices of the polytope as
η(κ) =
∑
λ
ν(κ|λ)ν(λ) . (2.29)
13
At this point, we shall set up some notation that we shall use for the rest of this thesis. We shall express
the inequalities as
ωi ≤
6∑
κ=1
Qiκη(κ) , (2.30)
where
Qiκ = |⟨Ai⟩κ| . (2.31)
The matrix Q will change from construction to construction but we shall express bounds on the predictabil-
ities in the form 2.30 for all of them. We would like to eliminate η(κ) from these equations.
We can use brute-force FM elimination to eliminate the distribution η(κ) from this set of inequalities. We
shall deﬁne the vector x as
x ≡ (η(1), · · · , η(6))⊕ (ω1, ω2, ω3) (2.32)
In addition to the constraints imposed by Q, we also need to ensure that η forms a bonaﬁde probability
distribution. To this end, we can deﬁne the matrices A and b such that
A =

Q −I3
11×6 01×3
−11×6 01×3
03×6 I3
 b =

03×1
1
−1
03×1
 . (2.33)
We have used I3 to represent the 3× 3 identity matrix; e to represent a vector in R6 of all 1s; 0i×j and 1i×j
to represent a matrix of all 0s and 1s respectively of size i× j.
It is straightforward to verify that Ax ≥ b. The ﬁrst row of A encodes (2.30). The next two rows ensure that
η is a probability distribution. The last row states that the ωi are lower bounded by 0. We shall apply FM
elimination 6 times to eliminate the probability distribution over the 6 vertices. This yields the inequalities
of eqn. (2.16). Furthermore, the inequality 2.30 implies that ωi are upper bounded by 1.
Iteration 2: In this iteration, we shall exploit the symmetry of the polytope. Looking back, we are not
interested in the vector (⟨Ai⟩λ, ⟨A2⟩λ, ⟨A3⟩λ) but only in the modulus of its components, i.e. the vector
(|⟨Ai⟩λ|, |⟨A2⟩λ|, |⟨A3⟩λ|. The polytope of these vectors has been depicted below in ﬁgure 2.3 below.
Figure 2.3: The modiﬁed polytope with only three vertices
We shall index the vertices of the new polytope using κ′. In inspecting the new polytope, we ﬁnd that the
modulus of the vector of expectation values (|⟨A1⟩κ|, |⟨A2⟩κ|, |⟨A3⟩κ|) takes equal values on vertices 1 and 6,
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2 and 5 and ﬁnally 3 and 4. This implies that we can write equation 2.26 as
|⟨Ai⟩| =
3∑
κ′=1
|⟨Ai⟩κ′ |ν˜(κ′|λ) . (2.34)
Where ν˜(1′) = ν(1)+ ν(6), ν˜(2′) = ν(2)+ ν(5) and ν˜(3′) = ν(3)+ ν(4). In essence, we have formed aggregate
vertices by clumping together vertices 1 and 6, 2 and 5, 3 and 4. This reduces the number of vertices by a
factor of 2. Henceforth, we shall refer to this process as “aggregating vertices”.
We ﬁnd these vertices as follows. Consider the κ1-th column of theQmatrix, the vector (|⟨A1⟩κ1 |, |⟨A2⟩κ1 |, |⟨A3⟩κ1 |).
If there exists another vertex κ2 such that Qiκ2 = (|⟨A1⟩κ2 |, |⟨A2⟩κ2 |, |⟨A3⟩κ2 |) is the same as Qiκ1 then it
means that κ1 and κ2 assign values to the random variables such that their modulus is equal. Hence, repeated
columns of Q correspond to vertices that can be aggregated.
The inequalities in 2.30 will now be expressed as
ωi ≤
3∑
κ′=1
Q′iκ′ η˜(κ
′) , (2.35)
where η˜(κ′) =∑λ ν˜(κ′|λ)ν(λ).
The number of inequalities and variables to be eliminated has been reduced, thereby reducing the complexity.
2.5 The algorithm
The algorithm has been written to run on SAGE, a freely available open-source software. We have provided
comments below to understand the code.
import numpy as np
from FME import*
#Let n denote the number of observables
n = 3
M = np.eye(n + 1)
#The three ontic expectation values are defined as vectors
A_1 = M[1]
A_2 = M[2]
A_3 = M[3]
#They are constrained to lie between -1 and +1
Ineqs = [
M[0] - A_1,
M[0] - A_2,
M[0] - A_3,
M[0] + A_1,
M[0] + A_2,
M[0] + A_3
]
#Contextuality imposes a linear constraint
contextualityConstraint = [
np.sqrt(2)*A_3 - A_1 - A_2
]
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#The SAGE function Polyhedron takes as input the constraints on the variables and
#returns a Polyhedron object
p = Polyhedron(ieqs = Ineqs, eqns=(contextualityConstraint), base_ring=RDF)
#The function ineqs(p,n) performs FM elimination on the vertices of the polytope and
#returns the contextuality inequalities as a matrix
def ineqs(p,n):
A = [np.array(np.zeros(n))]
for v in p.vertices():
z = abs(np.array(v))
A = np.concatenate((A,[z]),axis=0)
A = (np.delete(A, 0, 0)).T
r,c = np.shape(A)
I = -1*np.eye(n)
b = np.array([np.zeros(r)])
A = np.concatenate((b.T,A,I),axis=1)
e = np.concatenate((np.ones(1),np.ones(c),np.zeros(n)))
e = np.array([e])
f = np.concatenate((np.ones(1),-np.ones(c),np.zeros(n)))
f = np.array([f])
#|omega_i| are lesser than or equal to 1
i = np.zeros(shape=(nMsmt,qr + 1))
i[:,0] = np.ones(nMsmt)
ii = -1*np.eye(nMsmt)
I = np.concatenate((i,ii),axis=1)
#And are greater than 0
j = np.zeros(shape=(nMsmt,qr + 1))
jj = np.eye(nMsmt)
J = np.concatenate((j,jj),axis=1)
A = np.concatenate((A,H,I,J,e,f),axis=0)
p = Polyhedron(ieqs=(A), base_ring=RDF)
A = np.array(p.inequalities())
for i in range(c):
F = FMEliminate(A,1)
p = Polyhedron(ieqs=F, base_ring=RDF)
A = np.array(p.inequalities())
return(A)
c = ineqs(p,n)
print(c)
16
Chapter 3
The Peres-Mermin magic square
3.1 Introduction
The Peres-Mermin magic square construction in quantum theory [34, 31] consists of six triples of commuting
observables on two qubits, organized into the table shown in Fig. 3.1. I, X, Y and Z are the Pauli matrices
I =
(
1 0
0 1
)
X =
(
0 1
1 0
)
(3.1)
Y =
(
0 i
−i 0
)
Z =
(
1 0
0 −1
)
. (3.2)
The notation PQ is shorthand for P ⊗Q. We have eliminated the tensor symbol for the sake of brevity. It
can be shown that the observables on any row or column of the square commute pairwise. Furthermore, the
product of the observables along each of the rows and along each of the ﬁrst two columns is II. The product
of the observables on the last column is −II.
XI IX XX
IZ ZI ZZ
XZ ZX Y Y
(3.3)
Figure 3.1: Observables of the Peres-Mermin Square
3.2 An operational description of the Peres-Mermin square
In order to derive a noncontextuality inequality that ultimately makes no reference to the quantum formalism,
we begin by describing this construction operationally. The construction involves six measurements, labelled
M1, . . . ,M6. Measurements 1− 3 correspond to measurements of the 3 rows of the square and measurements
4− 6 correspond to measurements of the columns. The measurement outcome can be speciﬁed by 3 binary
random variables, Ai,Bi and Ci that take values in {+1,−1}. For measurements {M1, . . . ,M5}, the triple
satisﬁes the constraint Ai ·Bi ·Ci = 1. For the 6th measurement, they satisfy instead A6 ·B6 ·C6 = −1. The
outcome of a measurement can be speciﬁed by specifying the value of any two of these variables. We will
typically use A and B.
To represent these measurements and their operational equivalences, we use a hypergraph with two types
of edges, of the sort introduced in [24] depicted in 3.4. A set of random variables that are deﬁned in terms
of the outcome of a single measurement are connected by an edge in the graph, depicted as a loop as in ﬁg.
3.2.
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3A B C
:  ABC=1
:  ABC=-1
A B C
Figure 3.2: Each node represents a random variable taking values in {+1,−1}. A loop encircling a set of
nodes implies that these variables can be computed from the outcome of a single measurement. Blue loops
imply that the three variables have product +1; a red dashed loop implies that the product is −1.
Two nodes corresponding to operationally equivalent variables are connected in the hypergraph by a second
type of edge, denoted by a shaded yellow loop as depicted in ﬁg. 3.3.
A A’
: A ≅ A’
Figure 3.3: A yellow shaded loop enclosing a set of nodes implies that the expectation value of the correspond-
ing variables are equal for all preparation procedures, i.e., the two variables are operationally equivalent.
Fig. 3.4 portrays the 18 random variables in the Peres-Mermin construction, (3 random variables for each
of the 6 measurements) as well as the functional relations and operational equivalences that hold between
them.
B1 C1A1
A5 A6A4
B2 C2A2
B5 B6B4
B3 C3A3
C5 C6C4
Figure 3.4: The hypergraph representing both the compatibility relations and the operational equivalences
among the random variables in the Peres-Mermin square
The duality between expectation values and probabilities One might ask why we do not focus on the
probability distribution over the measurement outcomes. For the Peres-Mermin hypergraph, the expectation
values of the three random variables Ai,Bi,Ci fully specify the former. To wit,
pr {Ai = α,Bi = β} = 14 (1 + α⟨Ai⟩+ β⟨Bi⟩+ (αβ)⟨Ci⟩) . (3.4)
This will be shown in the proof of lemma 2.
For each measurement Mi, we shall be concerned with four preparation procedures {P(αβ)i }α,β for α, β ∈
{+1,−1}.
In the ideal quantum realization of the Peres-Mermin hypergraph, the P(αβ)i might correspond to preparations
of the four eigenstates of the commuting observables in the i-th measurement. For example, consider the
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ﬁrst row of the magic-square where the observables are XI, IX and XX. The common eigenbasis is the set
|a⟩X ⊗ |b⟩X where a, b ∈ {+,−}. {P+,+1 } is the preparation corresponding to the eigenvector |++⟩.
From these preparations, we shall construct a course-grained preparation Pi which is formed by sampling
α, β ∈ {±1} with equal probability and then implementing P(αβ)i . These coarse-grained preparations obey
the following operational equivalence relations
Pi ≃ Pj ∀i, j ∈ {1, . . . , 6} . (3.5)
To illustrate, we refer again to the ideal quantum realization. If we let {P(αβ)i } be the set of preparations
corresponding to the eigenbasis of the i-th row or column, then the coarse-graining of all these preparations
is the maximally mixed state, 14I ⊗ I, for any value of i.
3.3 The space of expectation values assigned by an ontic state
3.3.1 Measurement noncontextuality and the impossibility of deterministic as-
signments
By the assumption of measurement noncontextuality Eq. (1.7), for any pair A, A′ such that A ≃ A′, we
have ⟨A⟩λ = ⟨A′⟩λ ∀λ ∈ Λ. Therefore, in the Peres-Mermin construction, the expectation value assigned by
the ontic state to A1 in the context of measurementM1 must be the same as the expectation value assigned
by the ontic state to A4 in the context of measurement M4, that is ⟨A1⟩λ = ⟨A4⟩λ. Similarly, for the other
eight cases of operational equivalence.
A random variable A in measurementM is said to receive a deterministic assignment if ⟨A⟩λ ∈ {+1,−1}. If
all the random variables generated by a measurement are deterministic, then the measurement itself is said
to be outcome-deterministic.
It is straightforward to see that there is no noncontextual deterministic assignment to the Peres-Mermin
construction. The product of the values assigned to the nine variables appearing in the three horizontal
loops must be +1 (because for each loop, the product is +1), while the product of the values assigned to the
nine variables appearing in the three vertical loops must be −1 (because for the ﬁrst two the product is +1
and for the third it is -1). Of course, if one had equality for every pair of variables that are operationally
equivalent, these two products would have to be equal. Therefore, if one wishes to maintain deterministic
assignments these must be contextual which is to say that the values assigned to operationally equivalent
variables are not equal. An example of a deterministic but contextual assignment is given in Fig. 3.5.
+1 +1 +1 
+1 +1 +1 
+1 +1 +1 
+1 +1 +1 
+1 +1 +1 
+1 -1 +1 
A B C 
:  A£B£C=1 
:  A£B£C=-1 
A B C 
[A|M] [A’|M’] : [A|M]' [A’|M’] 
Figure 3.5: An example of a contextual assignment to the Peres-Mermin magic square is given here, with
the contextuality highlighted.
It follows, therefore, that the only noncontextual assignments to these variables are assignments that are
indeterministic for at least some of the measurements. An example of such an assignment is given in Fig. 3.6.
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For this example, we have
(⟨A2⟩λ, ⟨B2⟩λ, ⟨C2⟩λ) = (+1, 0, 0) (3.6)
which is an equal mixture of the deterministic assignments (+1,+1,+1) and (+1,−1,−1). Note that both the
deterministic assignments obey the product relation for measurement M2. We can make similar statements
for measurements M3 and M5. For measurement M6,
(⟨A6⟩λ, ⟨B6⟩λ, ⟨C6⟩λ) = (+1, 0, 0) , (3.7)
but in this case it is an equal mixture of the deterministic assignments (+1,+1,−1) and (+1,−1,−1), each
of which obeys the product relation for measurement M6.
+1 +1 +1 
+1 +1 +1 
0 0 +1 
0 0 +1 
0 0 +1 
0 0 +1 
A B C 
:  A£B£C=1 
:  A£B£C=-1 
A B C 
[A|M] [A’|M’] : [A|M]' [A’|M’] 
Figure 3.6: An example of an indeterministic noncontextual assignment to the variables in the Peres-Mermin
square construction.
The lack of a deterministic assignment to all the random variables implies that there is a bound on how
predictable the experiment is. We can see this as follows: Let P be some preparation whose corresponding
distribution over ontic states is µ(λ|P). Suppose Ai in measurement Mi is indeterministic i.e.
−1 < ⟨Ai⟩λ < 1 (3.8)
Since the operational expectation value ⟨Ai⟩P is
⟨Ai⟩P =
∫
dλ ⟨Ai⟩λµ(λ|P) (3.9)
it must be strictly between +1 and −1. From the deﬁnition in the previous section, the random variable
cannot be perfectly predictable.
3.3.2 The polytope space
It remains to determine the set of possible indeterministic noncontextual assignments to the eighteen variables
Ai,Bi,Ci for i ∈ {1, · · · , 6}. To this end, it will be convenient to work with the vector space
⊕6
i=1R
3. The
expectation values of the random variables will be a vector within this space.
For each measurement Mi, we can specify the triple of expectations assigned by a hidden-variable λ as a
vector (⟨Ai⟩λ, ⟨Bi⟩λ, ⟨Ci⟩λ) ∈ R3
This vector lies inside a tetrahedron which can be speciﬁed by its faces (also known as the half-space
representation or the H-representation of the tetrahedron).
Lemma 2. For measurements M1, . . . ,M5, the expectation values of the random variables are related as
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follows:
0 ≤ 14 (1 + ⟨Ai⟩λ + ⟨Bi⟩λ + ⟨Ci⟩λ) ≤ 1 (3.10)
0 ≤ 14 (1 + ⟨Ai⟩λ − ⟨Bi⟩λ − ⟨Ci⟩λ) ≤ 1 (3.11)
0 ≤ 14 (1− ⟨Ai⟩λ + ⟨Bi⟩λ − ⟨Ci⟩λ) ≤ 1 (3.12)
0 ≤ 14 (1− ⟨Ai⟩λ − ⟨Bi⟩λ + ⟨Ci⟩λ) ≤ 1. (3.13)
For measurement M6, the expectation values of the random variables obey
0 ≤ 14 (1 + ⟨A6⟩λ + ⟨B6⟩λ − ⟨C6⟩λ) ≤ 1 (3.14)
0 ≤ 14 (1 + ⟨A6⟩λ − ⟨B6⟩λ + ⟨C6⟩λ) ≤ 1 (3.15)
0 ≤ 14 (1− ⟨A6⟩λ + ⟨B6⟩λ + ⟨C6⟩λ) ≤ 1 (3.16)
0 ≤ 14 (1− ⟨A6⟩λ − ⟨B6⟩λ − ⟨C6⟩λ) ≤ 1. (3.17)
The proof illustrates the duality between probabilities and expectations that we alluded to earlier. This
duality will also be useful later.
Proof. Let the four outcomes of any of the six measurements be labelled by the values of A and B which are
in the set {++,+−,−+,−−}.
We begin by considering measurements M1, . . . ,M5. The random variables associated with these measure-
ments satisfy Ai ·Bi ·Ci = 1. The expectation values of the random variables A,B and C in a measurement
can be expressed in terms of the probabilities ξ{A = α; B = β|Mi, λ} which, for the sake of brevity, are
written as ξ{αβ}.
⟨A⟩λ = ξ{++}+ ξ{+−}− ξ{−+} − ξ{−−} (3.18)
⟨B⟩λ = ξ{++} − ξ{+−}+ ξ{−+} − ξ{−−} (3.19)
⟨C⟩λ = ξ{++} − ξ{+−}− ξ{−+}+ ξ{−−} . (3.20)
Together with the normalization rule for probabilities, this relation can be inverted to write down the
probabilities in terms of the expectation values. The probability ξ{(αβ)} can be expressed succinctly in
terms of the expectation values as
ξ{αβ} = 14 (1 + α⟨A⟩+ β⟨B⟩+ αβ⟨C⟩) . (3.21)
The inequalities follow from the fact that
0 ≤ ξ{αβ} ≤ 1 (3.22)
for all α, β.
Finally we consider measurement M6. The random variables associated with the measurement satisfy a
slightly diﬀerent constraint, A6 ·B6 ·C6 = −1. We can derive the corresponding inequalities following a
similar line of reasoning.
Equivalently, we could have speciﬁed the tetrahedron by specifying its vertices (which is known as the vertex
representation or the V-representation). For the ﬁrst ﬁve measurements, the vertices of the tetrahedron are
V⃗+1,+1 = (+1,+1,+1) (3.23)
V⃗+1,−1 = (+1,−1,−1) (3.24)
V⃗−1,+1 = (−1,+1,−1) (3.25)
V⃗−1,−1 = (−1,−1,+1) (3.26)
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which correspond to deterministic assignments. These vectors can be parametrized as
V⃗(αβ) = (α, β, (αβ)) (3.27)
for α, β ∈ {+1,−1}. For measurement M6, the vertices of the tetrahedron are speciﬁed by the vectors
U⃗+1,+1 = (+1,+1,−1) (3.28)
U⃗+1,−1 = (+1,−1,+1) (3.29)
U⃗−1,+1 = (−1,+1,+1) (3.30)
U⃗−1,−1 = (−1,−1,−1) . (3.31)
They too can be parametrized in a similar fashion
U⃗(αβ) = (α, β,−(αβ)) . (3.32)
for α, β ∈ {+1,−1}.
Thus, the vector ⊕6i=1 (⟨Ai⟩λ, ⟨Bi⟩λ, ⟨Ci⟩λ) lies inside a polytope in ⊕6i=1R3. The inequalities in lemma
2 can be thought of as “local” constraints within each 3-dimensional subspace. In addition to these, the
assumption of measurement noncontextuality constrains them further through a “global” constraint. For
instance, the constraint
⟨A1⟩λ = ⟨A4⟩λ (3.33)
relates the ﬁrst component of the ﬁrst subspace with the ﬁrst component of the fourth subspace. Since the
9 contextuality constraints are linear, the space of allowed expectation values is still a polytope.
3.4 Bounds on the predictability
In this section, we will deﬁne a measure of the predictability.
The predictability of the measurement Mi with respect to the preparation P(αβ)i is
ω
(αβ)
i =
1
3
∣∣∣∣(α⟨Ai⟩P(αβ)i + β⟨Bi⟩P(αβ)i + αβ⟨Ci⟩P(αβ)i
)∣∣∣∣ . (3.34)
Recall that the preparation Pi is the uniform mixture of the 4 preparations P(αβ)i . The predictability of the
measurement Mi with respect to the preparation Pi is
ωi =
1
4
∑
α,β∈{+1,−1}
ω
(αβ)
i . (3.35)
The ωi are bounded:
0 ≤ ωi ≤ 1 . (3.36)
The further ωi is from 0, the higher the predictability of measurement Mi.
Let us continue with the ideal quantum realization from earlier. Suppose we considered the ﬁrst row of the
Peres-Mermin hypergraph. Recall the preparation {P(αβ)1 } prepares the eigenstates of the operators XI, IX
and XX. Consider the preparation P(++)1 which prepares the state |++⟩.
The predictability of P(++)1 with respect to measurement M1 is
ω
(++)
1 = 1 . (3.37)
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The predictability of the average preparation procedure P1 with respect to measurement M1 is
ω1 = 1 . (3.38)
Indeed, we have ωi = 1 for all i ∈ {1, · · · , 6}. However, for a universally noncontextual ontological model,
the fact that the only measurement-noncontextual assignments are indeterministic implies, through the
assumption of preparation noncontextuality, that the predictability of our six measurements cannot all be
arbitrarily high, even when we cater the preparation to the measurement. Formally, this can be stated as
follows.
Theorem 3. Consider an operational theory that admits of a universally noncontextual ontological model.
Let {Mi : i ∈ {1, . . . , 6}} be six four-outcome measurements which obey the equivalences shown in ﬁg. 3.4.
Let {P(αβ)i : i ∈ {1, . . . , 6}, α, β ∈ {+1,−1}} be twenty-four primary preparation procedures, organized into
six sets of four according to the value of i. Let Pi be the average of the four preparations in set labelled by
i. Suppose we ﬁnd that the preparation procedures obey the equivalences
Pi ≃ Pj ∀i, j ∈ {1, . . . , 6} . (3.39)
Then the predictabilities are constrained as follows:
1
2 (ω1 + ω2) ≤
2
3
1
2 (ω1 + ω3) ≤
2
3
1
2 (ω2 + ω3) ≤
2
3
1
3 (ω1 + ω2 + ω3) ≤
5
9
1
2 (ω4 + ω5) ≤
2
3
1
2 (ω4 + ω6) ≤
2
3
1
2 (ω5 + ω6) ≤
2
3
1
3 (ω4 + ω5 + ω6) ≤
5
9
The bounds on the left are on the predictabilities of the measurements associated with the rows whereas
those on the right are bounds on the predictabilities associated with the columns.
The noncontextual assignment in ﬁgure 3.6 saturates the inequalities. However, the ideal quantum realization
of the Peres-Mermin construction violates them. As an example, we shall demonstrate how to violate the
inequalities on the left. Recall the preparation P(αβ)i corresponded to the (αβ)-th eigenvector of the i-th row
of the magic square and achieves a predictability of 1. Furthermore, it is easy to see that the preparations
satisfy the equivalences demanded of them - the average of the 4 preparations along each row yields the
maximally mixed state on two-qubits. Each of the three predictabilities ω1, ω2 and ω3 is 1 and hence all the
bounds on the left are violated.
We now provide the proof of the theorem 3.
Proof. Albeit a little more complicated, the proof is conceptually identical to that of Belinfante’s construc-
tion.
Consider the predictability ω(αβ)i for measurement Mi. By expressing it in terms of the ontic expectation
values, we can obtain an upper bound on them as follows:
ω
(αβ)
i =
1
3
∣∣∣∣(α⟨Ai⟩P(αβ)i + β⟨Bi⟩P(αβ)i + αβ⟨Ci⟩P(αβ)i
)∣∣∣∣ (3.40)
= 13
∣∣∣∣∣∑
λ
(α⟨Ai⟩λ + β⟨Bi⟩λ + (αβ)⟨Ci⟩λ)µ(λ|P(αβ)i )
∣∣∣∣∣ (3.41)
≤ 13
∑
λ
(|⟨Ai⟩λ|+|⟨Bi⟩λ|+|⟨Ci⟩λ|)µ(λ|P(αβ)i ) . (3.42)
The last step follows from the triangle inequality.
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This permits us to upper bound the average predictability ωi
ωi =
∑
α,β
ω
(αβ)
i (3.43)
≤ 112
∑
λ
(|⟨Ai⟩λ|+|⟨Bi⟩λ|+|⟨Ci⟩λ|)
∑
α,β
µ(λ|P(αβ)i ) . (3.44)
At this stage, we shall invoke preparation noncontextuality. From the equivalence relations between the
preparations and the assumption of preparation noncontextuality, we can deduce that for all i, j ∈ {1, · · · , 6},
1
4
∑
α,β
µ(λ|P(αβ)i ) =
1
4
∑
α,β
µ(λ|P(αβ)j ) ≡ ν(λ) , (3.45)
where ν(λ) is a distribution independent of the choice of measurement.
Substituting this into the upper-bound for ωi, we get
ωi ≤
∑
λ
(|⟨Ai⟩λ|+|⟨Bi⟩λ|+|⟨Ci⟩λ|) ν(λ) . (3.46)
As noted in section III, the set of valid expectation value assignments lies inside a polytope. Therefore,
the expectation value assignments (⟨Ai⟩λ, ⟨Bi⟩λ, ⟨Ci⟩λ) can be expressed as a convex combination of the
expectation value assignments on the vertices of the polytope. Let κ be a variable that indexes the vertices
so that we may write
(⟨Ai⟩λ, ⟨Bi⟩λ, ⟨Ci⟩λ) =
∑
κ
ϑ(κ|λ) (⟨Ai⟩κ, ⟨Bi⟩κ, ⟨Ci⟩κ) , (3.47)
where ϑ(λ|κ) is a conditional distribution. Substituting this into the expression above, we obtain∑
λ
∑
κ
(|⟨Ai⟩λ|+|⟨Bi⟩λ|+|⟨Ci⟩λ|) ϑ(λ|κ)ν(λ) (3.48)
=
∑
κ
(|⟨Ai⟩κ|+|⟨Bi⟩κ|+|⟨Ci⟩κ|) η(κ) , (3.49)
where η(κ) =∑λ ϑ(λ|κ)ν(λ). Thus it is possible to re-write the above bound on ωi as
ωi ≤
∑
κ
(|⟨Ai⟩κ|+|⟨Bi⟩κ|+|⟨Ci⟩κ|) η(κ) , (3.50)
We would now like to eliminate the variables {η(κ)|κ is a vertex of the polytope } from the above set of
inequalities. As noted in the introduction, FM elimination is a standard algorithm for this task.
Unfortunately, brute-force FM elimination alone did not work for this task. As noted in the section 1.2, the
complexity of the problem scales doubly exponentially in the number of vertices n to be eliminated. Given
the number of inequalities we have to deal with, it was infeasible with the computational resources we have
available. To get around this problem, we used the trick explained in the previous chapter. Let us represent
the above set of inequalities as
ωi ≤
∑
κ
Qiκη(κ) , (3.51)
where Q(iκ) = (|⟨Ai⟩κ|+|⟨Bi⟩κ|+|⟨Ci⟩κ|). To simplify the problem, we again consider aggregating vertices.
As in the Belinfante construction, this leads to a new polytope with fewer vertices.
Let us label the matrix obtained from this process as Q′ and index the vertices of the new polytope by κ′.
We have the set of inequalities
ωi ≤
∑
κ′
Qiκ′ η˜(κ′) . (3.52)
FM elimination on the matrix Q′ is found to be computationally feasible to obtain the inequalities described
in the statement of the theorem.
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The key feature of the magic square that led to a restriction of the predictability is the relation A6 ·B6 ·C6 =
−1. If we replace this constraint by A6 ·B6 ·C6 = +1 (this would be equivalent to replacing the red loop
with a blue loop in ﬁg 3.4) the predictability achievable in a noncontextual ontological model attains the
maximum value of 1. Such a relation holds in Spekkens’ toy theory.
At this point, a reader who is familiar with proofs of contextuality might ask whether the proof of con-
textuality above is a state-dependent proof or a state-independent proof. However, as we elaborate in the
appendix, this distinction is not meaningful under the assumption of the generalized notion of contextuality.
We have also provided a review of previous attempts to derive noncontextuality inequalities based on the
Peres-Mermin square and highlighted their shortcomings.
3.5 Continuous variable noncontextuality inequalities
In this section, we obtain noncontextuality inequalities for continuous variable systems based on the inequal-
ities above. We do so by considering qubits encoded in modes of an oscillator and then demonstrate how to
extend the Peres-Mermin construction to this setup. To this end, we employ modular variables. Modular
variables were used by Massar and Pironio [28] to construct a continuous variable analogue of the GHZ
proof of contextuality for quantum mechanics [31]. In particular, the modular variables allow us to deﬁne
continuous variable analogues of the Pauli operators.
Alternatively, it is also possible to think of them as logical operators acting on a qubit encoded in an oscillator
[20].
These inequalities are interesting because one of the major proposals for constructing fault-tolerant quantum
computers using optical elements involve qubits encoded in oscillators [30]. Howard et. al. [21] have shown
evidence that contextuality is a resource for quantum information processing on qutrit systems. Our hope
is that these inequalities may prove helpful in characterizing resources required for optical implementations
of quantum computers.
3.5.1 Modular operators
Let q be the position operator and p be the momentum operator. We shall ﬁnd it convenient to scale these
operators. Let us deﬁne
Q = q√
pi
P = p√
pi
. (3.53)
Deﬁne the shift and boost operators as
X ≡ exp (−ipiP) Z ≡ exp (ipiQ) . (3.54)
Let |q⟩ deﬁne a position eigenstate. For the sake of convenience, we shall be working with the basis {||q⟩}q∈R
where
||q⟩ ≡ ∣∣√piq⟩ . (3.55)
Similarly, let {|p)}p∈R be a momentum eigenvector. The round brackets here are used to denote the mo-
mentum basis in contrast to the angular brackets for the position basis. We deﬁne the vector ||p)
||p) ≡ ∣∣√pip) . (3.56)
The action of the shift and boost operators can be expressed neatly in these bases.
X ||p) = exp (−ipip) ||p) , Z ||q⟩ = exp (ipiq) ||q⟩ . (3.57)
We can use this to deduce that these operators anti-commute
XZ = −ZX . (3.58)
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For a real number x, let x¯ denote the parity of its integral part.
x¯ =
{
0 ⌊x⌋ is even
1 ⌊x⌋ is odd . (3.59)
We can deﬁne the modular shift and boost operators as
X¯ ||p) = (−1)p¯ ||p) Z¯ ||q⟩ = (−1)q¯ ||q⟩ . (3.60)
These are both binary valued observables. It follows from the deﬁnition that
X¯2 = Z¯2 = I . (3.61)
For x, z ∈ [0, 1), let us deﬁne the vectors
||0¯⟩x,z =
∑
j∈Z
exp (piiz(2j)) ||x+ 2j⟩ (3.62)
||1¯⟩x,z =
∑
j∈Z
exp (piiz (2j + 1)) ||x+ (2j + 1)⟩ . (3.63)
It is easy to see that for all x, z ∈ [0, 1),
Z¯ ||0¯⟩x,z = + ||0¯⟩x,z X¯ ||0¯⟩x,z = ||1¯⟩x,z (3.64)
Z¯ ||1¯⟩x,z = − ||1¯⟩x,z X¯ ||1¯⟩x,z = ||0¯⟩x,z . (3.65)
Thus for ﬁxed x, z ∈ [0, 1), the ||0¯⟩x,z and ||1¯⟩x,z are identical to the qubit algebra.
Proposition 4. The set {||0¯⟩x,z , ||1¯⟩x,z |x, z ∈ [0, 1)} forms a complete orthonormal basis.
Proof. Without loss of generality, consider a position eigenvector ||q⟩ such that ⌊q⌋ is even. It has no support
along the vectors ||1¯⟩x,z. Consider the inner product
⟨q| ||0¯⟩x,z =
{
exp ipiz⌊q⌋ if x = {q}
0 otherwise . (3.66)
Therefore, we may write
||q⟩ =
∫
dz exp ipiz⌊q⌋ ||0¯⟩{q},z . (3.67)
From this it follows that X¯ and Z¯ anti-commute.
We note that these states are not physical - they require inﬁnite squeezing and are not normalized.
3.5.2 The PM Square
Instead of two qubits, the proof of CV contextuality shall involve two-modes. The square construction looks
very similar to the qubit case and is drawn in ﬁg. 3.7 below.
X¯ I I X¯ X¯X¯
I Z¯ Z¯ I Z¯Z¯
X¯Z¯ Z¯X¯ Y¯Y¯
Figure 3.7: Modular operators used to construct the Peres-Mermin square
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It can be shown that the product of the observables along the rows and the ﬁrst two columns is I I whereas
the product of the observables along the last column is -I I.
The modular Pauli operators as deﬁned are binary valued. Thus, the operational description of the Peres-
Mermin square as described in section I applies to the one made of modular operators above. For this reason,
the contextuality inequalities we derived in the previous chapter apply to this construction as well.
Now we shall demonstrate that there exists a quantum violation of the above inequality. Since the algebra
of these states is the same as that for qubits, the quantum violation looks identical. For some ﬁxed choice of
x, z ∈ [0, 1), let us choose the preparations P(αβ)i to prepare the αβ-th eigenstate of the i-th set of observables.
Each of the ω(αβ)i quantities is 1 and therefore, so are the ωi quantities.
In a real lab, it is impossible to prepare the states ||0¯⟩x,z and ||1¯⟩x,z because they require inﬁnite squeezing
and are unnormalized. It is still an open problem to ﬁnd how well we can violate the inequality if we had a
bound on how much we could squeeze these states.
3.6 Appendix
3.6.1 A review of previous attempts to derive noncontextuality inequalities for
the Peres-Mermin square
In this section, we shall review previous proposals for experimental tests of noncontextuality based on
the Peres-Mermin proof of the Kochen-Specker theorem and discuss their shortcomings. The ﬁrst such
proposal appears in Cabello, Filipp, Rauch and Hasegawa [14]. Cabello [13] subsequently proposed an
experimental test of noncontextuality for the state-independent version of Peres-Mermin and we shall begin
with a discussion of this proposal.
In this model, the expectation value assigned to a random variable by an ontic state depends only on the
equivalence class of the random variable. We introduce labels for the diﬀerent equivalence classes of variables
in the example, as depicted in Fig. 3.8.
Figure 3.8: Our labelling convention for the equivalence classes of variables in the Peres-Mermin magic
square construction.
In Ref [13], it is proposed that the operational quantity of interest is
R(P ) ≡ ⟨X1X2X3⟩P
+ ⟨X4X5X6⟩P
+ ⟨X7X8X9⟩P
+ ⟨X1X4X7⟩P
+ ⟨X2X5X8⟩P
− ⟨X3X6X9⟩P , (3.68)
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and that it should satisfy the following inequality in a noncontextual model
R(P ) ≤ 4 . (3.69)
We dispute the claim that this bound delimits the boundary between contextual and noncontextual theories.
To begin, we present the derivation of this inequality in the notation introduced here. First, we note that
R(P ) =
∑
λ
R(λ)µ(λ|P ). (3.70)
The inequality of Eq. (3.69) is derived through an argument wherein it is claimed that in any noncontextual
model,
R(λ) ≤ 4 (3.71)
and then using Eq. (3.70),
R(P ) ≤ 4 (3.72)
The argument presented in favour of Eq. (3.71) in [13] is simply that the possible assignments of values to
(X1, . . . , X9) by an ontic state λ are chosen from all 29 possible combinations of assignments of an element
of {−1,+1} to each of the nine Xi. For every such combination, one can verify that R(λ) ≤ 4.
The problem with the argument is as follows. It is by the deﬁnition of a triple of variables such as X1, X2
and X3 that we expect that any deterministic assignment to these must satisfy X3 = X1X2. Recall that
each is a coarse-graining of the variable that represents which outcome of the measurement occurred. The
case of X3 = −X1X2 is, strictly speaking, a logical contradiction. But each of the 29 diﬀerent assignments
of values to (X1, . . . , X9) implies such a logical contradiction. Indeed, this is precisely the content of the
Kochen-Specker theorem for this construction.
It follows that the sort of model that a violation of inequality (3.69) rules out can already be ruled out
by logic alone; no experiment is required. In fact, because of the deﬁnitions, as long as one has the right
operational equivalences, then regardless of the operational theory, we will have R(P ) = 1.
In [14], the authors propose a state-dependent proof whose reasoning is very similar to the above. Following
the same reasoning as above, we dispute this claim too.
A contradiction with the assumption of a KS-noncontextual model can always be eliminated by rejecting
outcome determinism and holding on to the generalized notion of noncontextuality.
As we have shown, there are novel inequalities that do not assume outcome determinism. Our inequality
starts with the premise that the noncontextual model assigns indeterministic outcomes to the measurements,
and then one can ﬁnd assignments that do not involve any logical contradiction, such as the one in Fig.3.6.
The second response that one can make is that the proposal did not incorporate enough preparation proce-
dures to verify the operational equivalences. The actual experiment only used a single preparation procedure
P∗. But to verify operational equivalencs of measurements, one has to show that the measurements give the
same statistics for a tomographically complete set of preparations.
Follow up experiments, such as the one by Bartosik et al. [7], consider a diﬀerent inequality, which is no
better. They acknowledge that ⟨X1X4X7⟩P = 1 and ⟨X2X5X8⟩P = 1 must hold for all preparations (and
hence also for all λ) and so they conclude that they need not test them. (To be clear, we agree that these
two equalities need not be tested, but only if one has already veriﬁed the operational equivalences that serve
to deﬁne the Xs, which was not done in the Bartosik et al. experiment.) They propose the inequality
−⟨X1X2⟩ − ⟨X4X5⟩ − ⟨X7X8⟩ ≤ 1 , (3.73)
which is based on similar reasoning to 3.72. Consequently, the inequality they derive has the same conceptual
issues as the ones above.
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3.6.2 A criticism of the distinction between state-dependent and state-independent
proofs
In the framework of the generalized version of noncontextuality, the distinction between state-dependent
and state-independent proofs of noncontextuality is no longer meaningful. Indeed, to verify the operational
equivalences required in theorem 3, one needs to perform a tomographically complete set of preparations
so that many states are always required. If we just chose one preparation P(αβ)i for all our measurements
then some of our measurements are necessarily going to be unpredictable and therefore we are not going to
violate the inequality.
One way to salvage the state-dependent proof is as follows. One could assume that an ontic state assigns a
certain expectation value to the random variables of a measurement. In eﬀect, this will restrict us to a sub-
polytope within the polytope speciﬁed by lemma 2. We can perform FM elimination within this polytope
to obtain the new bounds on the predictability quantities.
To illustrate, we shall consider the following example. Consider a speciﬁc assignment to measurement M6
in the ontological model, for example, (⟨A6⟩λ, ⟨B6⟩λ, ⟨C6⟩λ) = (−1,−1,−1). This deterministic assignment
restricts us to lie within a subset of the polytope. Performing FM elimination within this restricted polytope,
we ﬁnd that the inequalities for the predictabilities of the row measurements are unchanged. On the other
hand, the predictabilities for the measurements along the columns are
ω4 ≤ 13 (3.74)
ω5 ≤ 13 , (3.75)
which are the inequalities we get from the original theorem if we let M6 be maximally predictable, i.e.
ω6 = 1.
3.7 The algorithm
import numpy as np
from FME import*
#The number of measurements is 6
nMsmt = 6
nOut = 3
#------------------------------------------------------------------------------#
#-------- Polytope Generation ------------#
#------------------------------------------------------------------------------#
M = np.eye(19)
rXI,rIX,rXX = M[1:4]
rIZ,rZI,rZZ = M[4:7]
rXZ,rZX,rYY = M[7:10]
Row = np.array([[rXI,rIX,rXX],
[rIZ,rZI,rZZ],
[rXZ,rZX,rYY]])
cXI,cIZ,cXZ = M[10:13]
cIX,cZI,cZX = M[13:16]
cXX,cZZ,cYY = M[16:19]
Col = np.array([[cXI,cIZ,cXZ],
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[cIX,cZI,cZX],
[cXX,cZZ,cYY]])
contextualityConstraints = [
#Placeholder for contextuality constraints
]
for i in range(3):
for j in range(3):
contextualityConstraints.append(Row[i][j] - Col[j][i])
#Tetrahedron inequalities from Lemma 1
tetrahedronIneqs = [
#Placeholder for tetrahedron inequalities
]
#Sum of expectations GEQ -1
for i in range(3):
for a in {-1,+1}:
for b in {-1,+1}:
tetrahedronIneqs.append(M[0] + a*Row[i][0] + b*Row[i][1] + a*b*Row[i][2])
for i in range(2):
for a in {-1,+1}:
for b in {-1,+1}:
tetrahedronIneqs.append(M[0] + a*Col[i][0] + b*Col[i][1] + a*b*Col[i][2])
#Things work differently for the last column
for a in {-1,+1}:
for b in {-1,+1}:
tetrahedronIneqs.append(M[0] + a*Col[2][0] + b*Col[2][1] - a*b*Col[2][2])
#Sum of expectations LEQ 3
for i in range(3):
for a in {-1,+1}:
for b in {-1,+1}:
tetrahedronIneqs.append(3*M[0] - a*Row[i][0] - b*Row[i][1] - a*b*Row[i][2])
for i in range(2):
for a in {-1,+1}:
for b in {-1,+1}:
tetrahedronIneqs.append(3*M[0] - a*Col[i][0] - b*Col[i][1] - a*b*Col[i][2])
#Things work differently for the last column
for a in {-1,+1}:
for b in {-1,+1}:
tetrahedronIneqs.append(3*M[0] - a*Col[2][0] - b*Col[2][1] + a*b*Col[2][2])
#Define the polyhedron using these inequalities
p = Polyhedron(ieqs = tetrahedronIneqs, eqns=contextualityConstraints)
#------------------------------------------------------------------------------#
#------- Contextuality inequalities --------#
#------------------------------------------------------------------------------#
def unique_rows(a):
a = np.ascontiguousarray(a)
30
unique_a = np.unique(a.view([('', a.dtype)]*a.shape[1]))
return unique_a.view(a.dtype).reshape((unique_a.shape[0], a.shape[1]))
def ineqs(p,n):
nVertices = p.n_vertices()
M = np.zeros(shape=(nVertices,nMsmt))
i = 0
for v in p.vertices():
z = abs(np.array(v))
for j in np.arange(nMsmt):
M[i][j] = sum(abs(z[j*nOut:(j+1)*nOut]))
M[i][j] = (1.0/nOut)*M[i][j]
i += 1
Q = unique_rows(M)
qr,qc = Q.shape
#Q is a 16 x 5 matrix
#First we impose the inequality w_i \leq sum_j Q_ij v_j
b = np.array([np.zeros(nMsmt)])
W = -1*np.eye(nMsmt)
A = np.concatenate((b.T,Q.T,W),axis=1)
#Ensure that \nu is a probability distribution
##First impose positivity of \nu
h = np.eye(qr + 1)
hh = np.zeros(shape=(qr,nMsmt))
H = np.concatenate((h[1:],hh),axis=1)
##Then impose sum to 1
e = np.array([np.concatenate(([1],-1*np.ones(qr),np.zeros(nMsmt)),axis=1)])
f = np.array([np.concatenate(([-1],np.ones(qr),np.zeros(nMsmt)),axis=1)])
#And are greater than 0
j = np.zeros(shape=(nMsmt,qr + 1))
jj = np.eye(nMsmt)
J = np.concatenate((j,jj),axis=1)
A = np.concatenate((A,H,I,J,e,f),axis=0)
for m in range(qr):
print("Done round " + str(m+1) + "/" + str(qr))
A = FMEliminate(A,1)
p = Polyhedron(ieqs = A, base_ring = RDF)
A = np.array(p.inequalities())
return(A)
o = ineqs(p,n)
print(o)
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Chapter 4
Mermin’s Star
In this chapter, we shall provide another example to demonstrate how FM elimination can be used to
automate the derivation of noncontextuality inequalities. We shall consider Mermin’s star, a popular proof
of the impossibility of noncontextual ontological models [31]. As we did before, we shall begin by providing an
operational description of the star construction. We shall then see how the assumption of noncontextuality
restricts the set of possible ontological expectation value assignments to the star. We shall see how the
predictabilities are bounded if a noncontextual model underlies the experiment.
Mermin’s star construction in quantum theory is another proof of impossibility of noncontextual hidden
variables. It consists of 5 sets of 4 observables on 3 qubits arranged in the shape of a star depicted below in
ﬁg. 4.
YII
XXX YYX YXY XYY
IIX IIY
IXIIYI
XII
Figure 4.1: Mermin’s Star
The notation is the same as that of the Peres-Mermin square in the previous chapter: I,X,Y and Z represent
Pauli operators. The observables along each edge of the star commute pairwise and thus can be simultane-
ously measured. Every observable appears in 2 measurements and can thus be part of two contexts. The
product of the observables along any edge is I, except for the horizontal edge where it is − I.
4.1 An operational description of Mermin’s Star construction
To derive a noncontextuality inequality, it will be convenient to have an operational description of the
star construction. It involves ﬁve eight-outcome measurements M1, · · · ,M5. The output of measurement
Mi is speciﬁed by 4 binary random variables Ai,Bi,Ci and Di which take values in the set {+1,−1}.
The random variables associated with measurements M1, · · · ,M4 satisfy the relation Ai ·Bi ·Ci ·Di = 1.
For measurement M5, the random variables satisfy the product relation Ai ·Bi ·Ci ·Di = −1. If, upon
measurement of observable Mi, we ﬁnd Ai = α, Bi = β and Ci = γ for α, β, γ ∈ {+1,−1}, we shall say that
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the outcome of measurement Mi is αβγ.
In addition to these product relations, there are also some operational equivalences between the random
variables. This is illustrated in the hypergraph in ﬁg. 4.1 below.
c
A1
A2
A3
A4
A5
B1
B2
B3
B4
B5
C1
C2 C3
C4
C5
D1
D2
D3
D4
D5
Figure 4.2: The hypergraph corresponding to the star construction.
As in the case of the Peres-Mermin square, there is a duality between probabilities and expectation values
of random variables. We may express
pr {Ai = α,Bi = β,Ci = γ|Mi,P} =
∑
p,q,r∈{0,1}
αpβqγr⟨Api Bqi Cri ⟩P . (4.1)
We note that some products of the random variables that apppear in the above expression for the probabilities
do not appear in the square. For instance, the product Ai Bi does not appear anywhere in the square.
For each outcome αβγ of measurement Mi, we shall consider a preparation procedure P(αβγ)i . From these,
we shall construct the coarse-grained preparation Pi by sampling α, β and γ with uniform probability and
then performing the corresponding preparation. The coarse-grained preparations are assumed to satisfy the
equivalence
P1 ≃ P2 ≃ P3 ≃ P4 ≃ P5 . (4.2)
4.2 Constraints on the ontic assignments
It is straightforward to show that there exists no KS noncontextual model underlying Mermin’s star. For
the sake of contradiction, let us suppose we have a deterministic assignment. Each of the random variables
is assigned a value in {+1,−1}. Consider ﬁrst the random variables in measurements M1 through M4.
Almost all the random variables appear in pairs - for instance, B1 and C4 are always assigned the same
value and hence their product is going to be +1. The only random variables that do not appear in pairs are
those that are operationally equivalent to those appearing in measurement M5. If we were to multiply all
the random variables appearing in these measurements, we would have
D2C1 B4A3 . (4.3)
To evaluate this product, we note that the random variables all lie within the blue loops and hence their
product must be +1.
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Similarly, the product of the random variables which appear in measurement M5 is −1. However, measure-
ment noncontextuality stipulates that
A5 B5C5D5 = D2C1 B4A3 (4.4)
and hence we run into a contradiction.
Thus all the random variables cannot be made deterministic simultaneously. The following lemma will help
us gain a better understanding of the relationship between the random variables and the tradeoﬀs involved
in making some of them deterministic.
Lemma 5. For measurements M1, · · · ,M4, the ontic expectation values obey
−2 ≤ ⟨Ai⟩λ + ⟨Bi⟩λ + ⟨Ci⟩λ − ⟨Di⟩λ ≤ 2 (4.5)
−2 ≤ ⟨Ai⟩λ + ⟨Bi⟩λ − ⟨Ci⟩λ + ⟨Di⟩λ ≤ 2 (4.6)
−2 ≤ ⟨Ai⟩λ − ⟨Bi⟩λ + ⟨Ci⟩λ + ⟨Di⟩λ ≤ 2 (4.7)
−2 ≤ −⟨Ai⟩λ + ⟨Bi⟩λ + ⟨Ci⟩λ + ⟨Di⟩λ ≤ 2 (4.8)
−1 ≤ ⟨Ai⟩λ ≤ 1 (4.9)
−1 ≤ ⟨Bi⟩λ ≤ 1 (4.10)
−1 ≤ ⟨Ci⟩λ ≤ 1 (4.11)
−1 ≤ ⟨Di⟩λ ≤ 1 . (4.12)
For measurement M5, the ontic expectation values obey
−2 ≤ ⟨Ai⟩λ + ⟨Bi⟩λ + ⟨Ci⟩λ + ⟨Di⟩λ ≤ 2 (4.13)
−2 ≤ ⟨Ai⟩λ + ⟨Bi⟩λ − ⟨Ci⟩λ − ⟨Di⟩λ ≤ 2 (4.14)
−2 ≤ ⟨Ai⟩λ − ⟨Bi⟩λ + ⟨Ci⟩λ − ⟨Di⟩λ ≤ 2 (4.15)
−2 ≤ −⟨Ai⟩λ + ⟨Bi⟩λ + ⟨Ci⟩λ − ⟨Di⟩λ ≤ 2 (4.16)
−1 ≤ ⟨Ai⟩λ ≤ 1 (4.17)
−1 ≤ ⟨Bi⟩λ ≤ 1 (4.18)
−1 ≤ ⟨Ci⟩λ ≤ 1 (4.19)
−1 ≤ ⟨Di⟩λ ≤ 1 . (4.20)
Proof. From the duality between expectation values and random variables, we can translate the inequalities
0 ≤ pr {Ai = α,Bi = β,Ci = γ} ≤ 1 ∀α, β, γ ∈ {+1,−1} (4.21)
into bounds on the expectation values. Some products of random variables do not occur explicitly in Mermin’s
star. We can use FM elimination to project down to the observables that appear in Mermin’s star.
One might argue that in measuring the random variables Ai, Bi and Ci that we could construct the expec-
tation values of any product of them. While this is true we wish to restrict our attention to observables that
appear explicitly in the star construction for the sake of simplicity.
4.3 Bounds on the predictability
The predictability of measurement Mi with respect to the preparation P(αβγ)i is deﬁned as
ω
(αβγ)
i =
1
4
∣∣∣(α⟨Ai⟩(αβγ)Pi + β⟨Bi⟩(αβγ)Pi + γ⟨Ci⟩(αβγ)Pi + αβγ⟨Di⟩(αβγ)Pi )∣∣∣ . (4.22)
Similar to the examples we have seen previously, this measures the correlation between the input setting
αβγ and the outcome αβγ of measurement Mi.
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The average degree of correlation between the input and the output of measurement Mi is the average of
the predictabilities
ωi =
1
8
∑
αβγ
ω
(αβγ)
i . (4.23)
These quantities are bounded as follows
Theorem 6. For a universally noncontextual ontological model with 5 measurements M1, · · · ,M5 that
obey the constraints and equivalences in ﬁg. 4.1 and a set of preparation procedures {Pαβγi } that obey the
equivalences in eqn. (4.2) the predictabilities obey the following bounds:
Bound on triples of measurements: For any i ̸= j ̸= k,
1
3 (ωi + ωj + ωk) ≤
5
6 (4.24)
Bound on quadruples of measurements: For any i ̸= j ̸= k ̸= l,
1
4 (ωi + ωj + ωk + ωl) ≤
3
4 . (4.25)
Bound on all measurements:
1
5 (ω1 + ω2 + ω3 + ω4 + ω5) ≤
7
10 . (4.26)
Proof. The proof proceeds similarly to the other proofs. As before, we begin by upper bounding the pre-
dictability ω(αβγ)i .
ω
(αβγ)
i =
1
4
∣∣∣∣(α⟨Ai⟩P(αβγ)i + β⟨Bi⟩P(αβγ)i + γ⟨Ci⟩P(αβγ)i + αβγ⟨Di⟩P(αβγ)i
)∣∣∣∣ (4.27)
= 14
∣∣∣∣∣∑
λ
(
α⟨Ai⟩λµ(λ|P(αβγ)i ) + β⟨Bi⟩λµ(λ|P(αβγ)i ) + γ⟨Ci⟩λµ(λ|P(αβγ)i ) + αβγ⟨Di⟩λµ(λ|P(αβγ)i )
)∣∣∣∣∣
(4.28)
≤ 14
∑
λ
(|⟨Ai⟩|λ|+|⟨Bi⟩λ|+|⟨Ci⟩λ|+|⟨Di⟩λ|)µ(λ|P(αβγ)i ) . (4.29)
At this point, we can invoke preparation noncontextuality to deduce that we can deﬁne a distribution ν(λ)
such that
1
8
∑
α,β,γ
µ(λ|P(αβγ)i ) = ν(λ) . (4.30)
This implies
ωi ≤ 14
∑
λ
(|⟨Ai⟩λ|+|⟨Bi⟩λ|+|⟨Ci⟩λ|+|⟨Di⟩λ|) ν(λ) . (4.31)
As before, we can express the ontic expectation values as a convex combination of their valuations on the
vertices of the polytope speciﬁed by lemma 5. If we index the vertices of this polytope by κ, we can express
this inequality as
ωi ≤
∑
κ
Qiκη(κ) , (4.32)
where Qiκ = 14 (|⟨Ai⟩λ|+|⟨Bi⟩λ|+|⟨Ci⟩λ|+|⟨Di⟩λ|) and η is some probability distribution over the vertices
of this polytope. We then aggregate vertices of the polytope and perform FM elimination to obtain the
inequalities speciﬁed in the statement of the theorem.
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4.4 The algorithm
from FME import*
nMsmt = 5
nOut = 4
#---------------------------------------------------------------------------#
#----- Polytope setup ----------#
#---------------------------------------------------------------------------#
#G is the matrix that will encode the geq 0 condition
G = np.array([np.ones(8)],dtype=np.float64)
for j in np.arange(1,8):
i = '{0:03b}'.format(j)
G = np.concatenate((G,[np.zeros(8)]))
G[j][0] = 1.0
G[j][1] = (-1.0)**int(i[0])
G[j][2] = (-1.0)**int(i[1])
G[j][3] = (-1.0)**int(i[2])
G[j][4] = (-1.0)**(int(i[0])+int(i[1]))
G[j][5] = (-1.0)**(int(i[1])+int(i[2]))
G[j][6] = (-1.0)**(int(i[0])+int(i[2]))
G[j][7] = (-1.0)**(int(i[0])+int(i[1])+int(i[2]))
#L is the matrix that will encode the leq 1 condition
L = (-1.0)*np.copy(G)
L[:,0] = 7*np.ones(8)
#Altogether we have 16 inequalities
Ineq = np.append(G,L,axis=0)
P = Polyhedron(ieqs = Ineq, base_ring=RDF)
I = np.array(P.inequalities())
Ineq4 = FMEliminate(I,4)
P4 = Polyhedron(ieqs = Ineq4, base_ring=RDF)
I4 = np.array(P4.inequalities())
Ineq5 = FMEliminate(I4,4)
P5 = Polyhedron(ieqs = Ineq5, base_ring=RDF)
I5 = np.array(P5.inequalities())
Ineq6 = FMEliminate(I5,4)
P6 = Polyhedron(ieqs = Ineq6, base_ring=RDF)
I6 = np.array(P6.inequalities())
r,c = I6.shape
#4 observables on each row. 5 rows. 20 variables.
M = np.eye(21)
#Row1,...,Row5 represent the expectation values in each row
Row1 = np.concatenate(([M[0]],M[1:5]),axis=0)
Row2 = np.concatenate(([M[0]],M[5:9]),axis=0)
Row3 = np.concatenate(([M[0]],M[9:13]),axis=0)
Row4 = np.concatenate(([M[0]],M[13:17]),axis=0)
Row5 = np.concatenate(([M[0]],M[17:21]),axis=0)
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#A,...,E are the placeholders for the inequalities for each row
A = np.zeros(r*21).reshape(r,21)
B = np.zeros(r*21).reshape(r,21)
C = np.zeros(r*21).reshape(r,21)
D = np.zeros(r*21).reshape(r,21)
E = np.zeros(r*21).reshape(r,21)
for i in range(r):
for j in range(c):
A[i] += I6[i][j]*Row1[j]
B[i] += I6[i][j]*Row2[j]
C[i] += I6[i][j]*Row3[j]
D[i] += I6[i][j]*Row4[j]
E[i] += I6[i][j]*Row5[j]
Ineqs = np.concatenate((A,B,C,D,E))
contextualityConstraints = [
Row1[1] - Row3[4],
Row2[1] - Row4[4],
Row3[1] - Row5[4],
Row4[1] - Row1[4],
Row5[1] + Row2[4],
Row1[2] - Row2[3],
Row2[2] - Row3[3],
Row3[2] - Row4[3],
Row4[2] - Row5[3],
Row5[2] - Row1[3]
]
p = Polyhedron(ieqs = Ineqs, eqns = contextualityConstraints, base_ring=RDF)
#---------------------------------------------------------------------------#
#------- Contextuality inequalities -------#
#---------------------------------------------------------------------------#
def unique_rows(a):
a = np.ascontiguousarray(a)
unique_a = np.unique(a.view([('', a.dtype)]*a.shape[1]))
return unique_a.view(a.dtype).reshape((unique_a.shape[0], a.shape[1]))
def ineqs(p):
nVertices = p.n_vertices()
M = np.zeros(shape=(nVertices,nMsmt))
i = 0
for v in p.vertices():
z = abs(np.array(v))
for j in np.arange(nMsmt):
M[i][j] = (1.0/nOut)*sum(abs(z[j*nOut:(j+1)*nOut]))
i += 1
Q = unique_rows(M)
qr,qc = Q.shape
#Q is a 16 x 5 matrix
#First we impose the inequality w_i \leq sum_j Q_ij v_j
b = np.array([np.zeros(nMsmt)])
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W = -1*np.eye(nMsmt)
A = np.concatenate((b.T,Q.T,W),axis=1)
#Ensure that \nu is a probability distribution
##First impose positivity of \nu
h = np.eye(qr + 1)
hh = np.zeros(shape=(qr,nMsmt))
H = np.concatenate((h[1:],hh),axis=1)
##Then impose sum to 1
e = np.array([np.concatenate(([1],-1*np.ones(qr),np.zeros(nMsmt)),axis=1)])
f = np.array([np.concatenate(([-1],np.ones(qr),np.zeros(nMsmt)),axis=1)])
#omega_i are greater than 0
j = np.zeros(shape=(nMsmt,qr + 1))
jj = np.eye(nMsmt)
J = np.concatenate((j,jj),axis=1)
A = np.concatenate((A,H,I,J,e,f),axis=0)
for m in range(qr):
print("Done round " + str(m+1) + "/" + str(qr))
A = FMEliminate(A,1)
p = Polyhedron(ieqs = A, base_ring = RDF)
A = np.array(p.inequalities())
return(A)
o = ineqs(p)
print(o)
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Chapter 5
18 vector construction
Recently, Kunjwal and Spekkens [25] considered a proof of KS noncontextuality called the 18 vector construc-
tion and were able to obtain a noncontextuality inequality for this construction without assuming outcome
determinism. This inequality is a bound on the average of the predictabilities of all the measurements. How-
ever, there is no justiﬁcation a priori to consider the average of the predictabilities. The natural question
to ask at this point is whether FM elimination can be used to derive the same inequalities or perhaps even
stronger bounds.
In this chapter, we answer this question in the aﬃrmative. The inequalities we obtain are an improvement
over the inequality presented in Kunjwal & Spekkens in that they form a tighter set of necessary and suﬃcient
conditions for the 18 vector construction to admit of a noncontextual model. Furthermore, it can be shown
that these inequalities imply the Kunjwal and Spekkens bound.
The narrative in this chapter will be fairly similar to the previous chapters apart from one minor change: the
predictabilities are expressed in terms of probabilities instead of expectation values. As has been emphasized
repeatedly, this is just an aﬃne transformation of the above predictabilities. Hence, there is no diﬀerence
conceptually between the two deﬁnitions.
The ﬁgures used in this chapter are from [25].
5.1 The original proof
The original construction consists of 18 vectors in C4. These vectors are used to construct 9 bases. Each of
the 18 vectors appears in exactly 2 bases. The vectors within a basis are orthogonal to each other. These 9
bases can be used to specify 9 measurement procedures with 4 outcomes each.
Suppose we associated an ontological model with this construction. The probabilities assigned by an ontic
state λ to the vectors in a basis must add to 1. As per the assumptions of KS noncontextuality, if we assume
that these probability assignments are deterministic, then one and only one vector in each basis can be
assigned a value of 1, while the rest must be assigned 0.
The 18 ray proof of KS noncontextuality is typically presented as the uncolourability of a particular graph.
This can be visualized as done in ﬁg. (5.1). Each of the 18 vectors is depicted as a node. Vectors that
constitute a basis are encircled by a blue loop. When a node has been coloured black it means it has been
assigned a value 1 and if it is white, it means it has been assigned a value 0. It can be shown that there
exists no consistent assignments of colours and hence we run into a contradiction with the assumption of KS
noncontextuality. An example of how an attempt at such a colouring leads to an inconsistent assignment is
also depicted in ﬁg. 5.1.
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Figure 5.1: Each node in this graph represents one of the 18 vectors in the construction. The blue loop
encircles quadruples that constitute a basis. On the right is an example of an impossible assignment. By
assigning 1’s and 0’s as described above, we run into a contradiction depicted by a red cross.
5.2 An operational description of the 18 vector construction
As has become our routine, we begin with an operational description of the 18 vector construction. It has
been noted that the construction has 9 4-outcome measurements M1, · · · ,M9. We shall denote by [k|Mi]
the k-th outcome of the measurement Mi. Unlike the square and star constructions, there are no product
relations between the random variables. The equivalences between the diﬀerent outcomes have been depicted
in the hypergraph below. If a yellow edge of the hypergraph encircles the nodes [k|Mi] and [k′|Mj ], it means
that pr {k|Mi,P} = pr
{
k′|Mj ,P
}
for all preparations P.
[1|M1]
[k|M]
[k’|M’]
[2|M1] [3|M1] [4|M1]
[1|M2]
[2|M2]
[3|M2]
[4|M2]
[1|M3]
[2|M3]
[3|M3]
[4|M3]
[1|M4][2|M4][3|M4][4|M4]
[1|M5]
[2|M5]
[3|M5]
[4|M5]
[1|M6]
[2|M6]
[3|M6]
[4|M6]
[1|M7]
[2|M7]
[3|M7]
[4|M7]
[1|M8]
[2|M8]
[3|M8]
[4|M8]
[1|M9]
[2|M9][3|M9]
[4|M9]
:Figure 5.2: Measurement equivalences for the 18 vector construction.
With each outcome k of each measurement Mi, we shall consider a preparation procedure Pki . We shall
denote by Pi the coarse-grained preparation formed by sampling k ∈ {1, · · · , 4} with equal probability and
implementing Pki . These preparations are assumed to obey the operational equivalences
Pi ≃ Pj ∀i, j ∈ {1, · · · , 9} . (5.1)
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5.3 Constraints on the ontic assignments
To understand the tradeoﬀs between the diﬀerent measurements, we note that for all measurementsMi, the
ontic response functions are bounded by
0 ≤ ξ {k|Mi, λ} ≤ 1 , (5.2)
for every outcome k over the entire ontic space Λ.
Since there are 9 measurements and 4 outcomes, this speciﬁes 36 inequalities.
In addition, measurement noncontextuality imposes 18 linear constraints on the 36 response functions. These
follow from the hypergraph in ﬁg. 5.2. Finally, we must ensure that the probabilities assigned by an ontic
state to the outcomes of a measurement sum to 1. Since there are 9 measurements, this constitutes 9 more
linear constraints on the response functions.
These constraints deﬁne a 9 dimensional polytope with a 146 vertices.
5.4 Bounds on the predictability
The predictability of measurement Mi with respect to preparation Pki is deﬁned as
ωki = pr
{
k|Mi,Pki
}
. (5.3)
Although this is expressed in terms of probabilities, it has the same interpretation as it previously did: it
measures how likely it is to see outcome k if we prepare Pki and measure Mi.
The average predictability of Mi is then deﬁned as
ωi =
1
4
4∑
k=1
ωki . (5.4)
Note that we do not need to consider the modulus of this quantity as
0 ≤ ωi ≤ 1 , (5.5)
by deﬁnition.
Theorem 7. Consider an operational theory that admits of a universally noncontextual ontological model.
Let {M1, · · · ,M9} be nine four-outcome measurements that obey the measurement equivalences speciﬁed in
ﬁg. 5.2.
Let {Pki |k ∈ {1, · · · , 4}, i ∈ {1, · · · , 9}} be 36 preparation procedures that obey the equivalence speciﬁed in
equation (5.1). Then the predictabilites are restrained as follows:
43
1
4 (ω1 + ω2 + ω4 + ω5) ≤
7
8
1
4 (ω1 + ω3 + ω4 + ω6) ≤
7
8
1
4 (ω1 + ω3 + ω8 + ω9) ≤
7
8
1
4 (ω1 + ω5 + ω7 + ω9) ≤
7
8
1
4 (ω2 + ω3 + ω5 + ω6) ≤
7
8
1
4 (ω2 + ω4 + ω7 + ω9) ≤
7
8
1
4 (ω2 + ω6 + ω7 + ω8) ≤
7
8
1
4 (ω2 + ω4 + ω7 + ω9) ≤
7
8
1
4 (ω3 + ω5 + ω7 + ω8) ≤
7
8
1
4 (ω4 + ω6 + ω8 + ω9) ≤
7
8
1
3 (ω1 + ω3 + ω5) ≤
5
6
1
3 (ω1 + ω4 + ω9) ≤
5
6
1
3 (ω2 + ω4 + ω6) ≤
5
6
1
3 (ω2 + ω5 + ω7) ≤
5
6
1
3 (ω3 + ω6 + ω8) ≤
5
6
1
3 (ω7 + ω8 + ω9) ≤
5
6
Notice that there are two types of bounds on the predictabilities. The ﬁrst is a bound on the triples and
the second is a bound on quadruples. Although it is not evident initially, there is a certain symmetry to the
inequalities which we depict using the following cartoons.
(a) Alternate measurements around the hexagon (b) Inequalities that bound measurements on oppo-
site sides of the hexagon
As depicted in ﬁg. 5.3(a), some inequalities involve predictabilities of alternate measurements around the
hexagon in the hypergraph. The inequalities
1
3 (ω1 + ω3 + ω5) ≤
5
6 (5.6)
1
3 (ω2 + ω4 + ω6) ≤
5
6 (5.7)
are examples of such triples.
There are also inequalities on triples that bound measurements on opposite sides of the hexagon and the
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measurement that is parallel to the two sides as shown in ﬁg. 5.3(b). The inequalities
1
3 (ω1 + ω4 + ω9) ≤
5
6 (5.8)
1
3 (ω2 + ω5 + ω8) ≤
5
6 (5.9)
are examples of such triples.
Note that we can put the inequalities on triples together to obtain
1
9
9∑
i=1
ωi ≤ 56 , (5.10)
which was the bound obtained by Kunjwal and Spekkens in [25].
(c) Quadruples of predictabilities (d) Quadruples of predictabilities
Inequalities involving quadruples of predictabilities are depicted in ﬁg. 5.4. The ﬁrst kind is depicted in
5.3(c). Examples of such inequalities are
1
4 (ω1 + ω2 + ω4 + ω5) ≤
7
8 (5.11)
1
4 (ω1 + ω3 + ω4 + ω6) ≤
7
8 (5.12)
Finally, we have quadruples that involve all measurements connected to a side of the hexagon. For example,
the inequality
1
4 (ω1 + ω3 + ω8 + ω9) ≤
7
8 (5.13)
involves all measurements that are connected to measurement 2.
Proof. (Sketch) Following the procedure outlined in Chapter 2, we can derive inequalities of the form
ωi ≤ Qiκη(κ) , (5.14)
where Qiκ = maxk ξ(k|Mi, κ) where κ is a vertex of the polytope of permitted expectation value assignments.
Brute force FM elimination does not work for this problem either. However, by aggregating vertices, we can
make the problem feasible. Aggregating vertices reduces the number of vertices from 146 to 61.
We can now perform FM elimination to obtain the inequalities presented in the theorem statement. The
algorithm has been presented below.
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5.5 The algorithm
import numpy as np
from FME import*
#The number of measurements is 9
nMsmt = 9
nOut = 4
#------------------------------------------------------------------------------#
#------- Polytope setup ---------#
#------------------------------------------------------------------------------#
M = np.eye(37)
M_11, M_12, M_13, M_14 = M[1:5]
M_21, M_22, M_23, M_24 = M[5:9]
M_31, M_32, M_33, M_34 = M[9:13]
M_41, M_42, M_43, M_44 = M[13:17]
M_51, M_52, M_53, M_54 = M[17:21]
M_61, M_62, M_63, M_64 = M[21:25]
M_71, M_72, M_73, M_74 = M[25:29]
M_81, M_82, M_83, M_84 = M[29:33]
M_91, M_92, M_93, M_94 = M[33:37]
contextualityConstraints = [
M_11 - M_64,
M_12 - M_72,
M_13 - M_81,
M_14 - M_21,
M_22 - M_82,
M_23 - M_91,
M_24 - M_31,
M_32 - M_92,
M_33 - M_73,
M_34 - M_41,
M_42 - M_74,
M_43 - M_83,
M_44 - M_51,
M_52 - M_84,
M_53 - M_93,
M_54 - M_61,
M_62 - M_94,
M_63 - M_71
]
probConstraints = [
M[0] - M_11 - M_12 - M_13 - M_14,
M[0] - M_21 - M_22 - M_23 - M_24,
M[0] - M_31 - M_32 - M_33 - M_34,
M[0] - M_41 - M_42 - M_43 - M_44,
M[0] - M_51 - M_52 - M_53 - M_54,
M[0] - M_61 - M_62 - M_63 - M_64,
M[0] - M_71 - M_72 - M_73 - M_74,
M[0] - M_81 - M_82 - M_83 - M_84,
M[0] - M_91 - M_92 - M_93 - M_94
]
N = -1*np.copy(M)
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N[:,0] = np.ones(37)
ineqs = np.concatenate((M[1:],N[1:]),axis=0)
eqs = np.concatenate((contextualityConstraints,probConstraints),axis=0)
p = Polyhedron(ieqs = ineqs, eqns=eqs, base_ring = RDF)
#------------------------------------------------------------------------------#
#------- Contextuality inequalities ----------#
#------------------------------------------------------------------------------#
def unique_rows(a):
a = np.ascontiguousarray(a)
unique_a = np.unique(a.view([('', a.dtype)]*a.shape[1]))
return unique_a.view(a.dtype).reshape((unique_a.shape[0], a.shape[1]))
def ineqs(p):
nVertices = p.n_vertices()
M = np.zeros(shape=(nVertices,nMsmt))
i = 0
for v in p.vertices():
z = abs(np.array(v))
for j in np.arange(nMsmt):
M[i][j] = max(z[j*nOut:(j+1)*nOut])
i += 1
Q = unique_rows(M)
qr, qc = Q.shape
#qr is 61. There are 61 unique vertices!
#First we impose the inequality w_i \leq sum_j Q_ij v_j
b = np.array([np.zeros(nMsmt)])
W = -1*np.eye(nMsmt)
A = np.concatenate((b.T,Q.T,W),axis=1)
#A is an array of size n x (1 + qr + n)
#Ensure that \nu is a probability distribution
##First impose positivity of \nu
h = np.eye(qr + 1)
hh = np.zeros(shape=(qr,nMsmt))
H = np.concatenate((h[1:],hh),axis=1)
#H is an array of size qr x (1 + qr + n)
##Then impose sum to 1
e = np.array([np.concatenate(([1],-1*np.ones(qr),np.zeros(nMsmt)),axis=1)])
f = np.array([np.concatenate(([-1],np.ones(qr),np.zeros(nMsmt)),axis=1)])
#e and f are each arrays of size 1 x (1 + qr + n)
A = np.concatenate((A,H,e,f),axis=0)
for m in range(qr):
print("Done round " + str(m+1) + "/" + str(qr))
A = FMEliminate(A,1)
p = Polyhedron(ieqs = A, base_ring = RDF)
A = np.array(p.inequalities())
return(A)
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o = ineqs(p)
print(o)
48
Chapter 6
Conclusion
We have presented a way to derive noncontextuality inequalities based on Fourier Motzkin elimination. In
each of the experiments that we studied, we began with an operational description of our experimental
construction. This is because we wished to make the noncontextuality inequalities independent of quantum
theory. In an operational theory, the preparation and measurement procedures are speciﬁed as lists of
instructions to be performed in the lab.
For each of our constructions, we considered measurement procedures whose outcomes were random variables.
We found that there were constraints on the values assigned to linear combinations of the random variables
by the ontic state.
For each outcome of each measurement, we deﬁned a preparation procedure. These preparation procedures
in turn deﬁned coarse-grained preparation procedures. We required that the coarse-grained preparation
procedures obey an operational equivalence.
Measurement noncontextuality permitted us to explore the geometry of the ontic expectation values. The
fact that the constraints on the random variables were linear was important because this led to a poly-
tope structure for the ontic expectation values. This polytope structure is central to the derivation of the
noncontextuality inequalities.
We then proceeded to deﬁne the predictability quantities that measure the correlation between the input to
the i-th preparation and outcome of the i-th measurement. Using the “Q matrix” construction, we found
that we could express the predictabilities in terms of a probability distribution over the vertices of the
polytope in the ontic expectation value space and then eliminate these probabilities using FM elimination
on the predictabilities alone.
For Belinfante’s construction, we obtained a set of necessary and suﬃcient conditions on the predictability
quantities for the experiment to admit of a noncontextual model.
When we moved on to studying the Peres Mermin square construction, brute force FM elimination was not
suﬃcient. The task was computationally diﬃcult and instead we had to resort to exploiting the symmetries
of the polytope to make the problem tractable. By observing that the modulus of the ontic expectation
values of all the random variables were equal on diﬀerent vertices, we were able to lump them together to
construct aggregate vertices. The redundancy was high enough that we were able to use FM elimination to
obtain a set of bounds on the predictability quantities.
Furthermore, using the Peres Mermin square construction as an example, we argued that the distinction be-
tween state-dependent and state-independent proofs of contextuality is not meaningful from the perspective
of generalized noncontextuality.
Using the modular variables construction, we were able to generalize our noncontextuality inequalities to
systems of continuous variables.
We demonstrated that the technique could also be used to study Mermin’s star construction so long as we
eliminated products of random variables that did not explicitly appear in the star.
Finally we studied the 18 ray construction. Although we modiﬁed the deﬁnition of the predictability, these
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quantities also measure the average correlation between the input to the i-th preparation and the output of
the i-th measurement. By aggregating vertices, we were able to obtain the noncontextuality inequalities for
this construction. Furthermore, it was found that the inequalities we obtained could reproduce the one in
[25].
At this juncture, we point out what the algorithm does not do. It only considers the correlation between the
outcome of measurement Mi and the choice of preparation Pi. In general we should be able to analyze all
the data from an experiment including cases where we have prepared P(αβ)i but measured Mj where j ̸= i
and we should look at more reﬁned information than just the average predictabilities to gauge whether or
not the experiment permits of an underlying noncontextual model.
In the near future, we hope that these noncontextuality inequalities can be used to clarify resources that are
required for quantum information processing.
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