Abstract-In this paper, we provide a proof for the conjec ture made by Abu Surra et al.
I. INTRODUCTION
Low density parity check (LOPC) codes are known to achieve very good performance both in the waterfall and the error floor region. In order to predict the performance in the error floor region, one can evaluate the average codeword weight enumerators: good code ensembles are those which have a minimum distance that grows linearly with the code length. Inspired from concatenated schemes [2] , the deriva tion of the ensemble weight enumerators for protograph based LOpe codes are well explained [3] , [4] . However, the simulations become quickly unfeasible when dealing with large code lengths. The bottleneck is the evaluation of the check node enumerators, especially for high rate codes (highly connected check nodes) and for generalized check nodes. In order to alleviate the computations, [1] proposed a conjecture based on the edge types. In this paper, we intend to provide a proof of the Abu Surra's conjecture. Additionally, we introduce a new method that computes more efficiently the enumerator of the check nodes. Based on a continuous relaxation optimization, this method gives very accurate results and reduces greatly the complexity even for very large code lengths or large degree check nodes. This paper is organized as follows: after the introduction of the main notations and a review of the propograph code ensemble weight enumerators in Section 11, we provide the proof of the Abu Surra's conjecture in Section Ill. In Section IV, we introduce our new method for evaluating the check node ensemble weight enumerators. Finally, some numerical results are presented in Section V.
PROTOGR APH ENSEMBLE WEIGHT ENUMERATORS
A. Notations A proiograph [5] is a relatively small bipartite graph described by the tuple (V, C, E). The set of variable nodes V (of cardinality nv) is connected to the set of check nodes C (of cardinality ne) through edges in E (the set of edges with cardinality IEI). The protograph is usually described by its protomatrix B where B(j, i) 2: 0 is the number of connections between the variable node (VN) Vi and the check node (eN) C j . 
(i i)
Let f2 t (reps. f2 p ) denote the set of transmitted (resp. punctured) VNs of cardinality n t (resp. n p ). The set operator 1.1 returns the number of elements of an ensemble, the matrix operator .T denotes the transposition and the vector function 11.l h (resp. 11.112) is the L 1 (resp. L 2 ) norm. ing, for ease of notations, we omit the subscripts i and j as long as it is clear from the context that we refer to an arbitrary VN or eN.
B. Weight enumerators
To derive the expression of the ensemble weight enumerLet qv, (qc) be the degree of the VN Vi (resp. eN C j ).
ator of protograph-based Lope codes, we consider that the The corresponding protograph based LOpe code is consize-N interleavers {7feh::;e::;IEI are uniform. Hence, based structed by "copy-and-permute" operations [5] : it consists of on the result for serially concatenated codes [2] , the average IT n c ACj (w )
where ACj (Wj) denotes the input weight-vector-wj enumer ator for the Cj constituent CN code. Writing Eq.
(1) in the log-domain gives:
For sufficiently large N, using Stirling's approximation and denoting 6i = d; /N, we get:
where H(.) is the binary entropy function.
In order to derive the expression of aCj (Wj), [6] Let MC be the qc x K matrix formed by the codewords of the CN c, denoted {C l ," . , CK}, as its columns (K = 2Qc-1 ). Equation (4) can be rewritten as:
where {n} = {( nI, ... , nK)} T is the set of solutions of W = MC.n such that n; 2: 0 and L: 1 n; = N. C(N; n)
is the multinomial coefficient [7] .
Rewriting AC( w) in the logarithm domain gives: log (AC(w)) = log (2: C(N; n) ) {n} =max* ( IOgC(N;n) ) (6) {n} where the pairwise max * operator is defined as max *(x, y) = max(x, y) + log (1 + e-1 x-yl).
As the number of combinations C(N; n) can be very large, Eq. (6) can be approximated by:
{n} inducing an error of at most maxx,y log (1 + e-1 x-yl) log 2.
where H(.) is the multivariate entropy function.
Inserting Lemma 1 in Eq. (7) gives: where 6 = diN and (9) <5t:vtEOt <5p:vpEOp j=1 i=l
The computation complexity of 1' (6) [1] conjectured that "in the maximization of Eq. (8), the optimal point occurs when codewords of equal SWV have the same proportion of occurence". This is equivalent to say that the maximum is reached when edges that belongs to the same type carry the same weight. In general, this is not always possible since the total weight carried by the edges of the same type is not necessarily a multiple of the number of edges of this type. In the following we will prove the generalized form of this conjecture: A triplet (h, 12, Is), of total weight s = N h + N 12 + N Is is called as as-uniform-as-possible (AUAP) if a permu tation of (Nh, Nh, NIs) has the form:
N.B.: In the asymptotic case, i.e. as N goes to infinity, the weights will be equal (dealing with normalized weights kiN asymptotically equals (k + 1)IN, when N goes to infinity), as-uniform-as-possible could then be substituted simply with uniform.
Since MC is not necessarily unimodular [8] , MC.p = <5 does exist only for some <5. 
Let us find three variables a, band c such that a<51 + 6<52 + c<53 is AUAP wih respect to 15",,15(3 and b-y. To this end, we have to solve the system: i.e <5* is within the same search space in Eq. (9) as <51, <52 and <53. 
L" 0 ..,.
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Concerning single parity check codes, notice that the neces sary and sufficient condition of any CN codeword Ci is that it must have an even number of 'l's. 
Similarly, we can show that H(P 2 ) � H(pd. This leads to H(P 1) = H(P2)' Same conclusion can be drawn for P3.
Consequently:
Using Lemma 3 and the concavity of H, Jensen's in equality gives:
• To summarize, for a fixed 6, from an admissible input weight vector 6, we built an admissible input-weigth vector 6* which is AUAP such that aC (6*) � aC (6) . Consider first the particular case when the CN has 4 edges of the same type . .a in Eq. (14) is a size-4 right-hand circulant matrix. Consider its associated polynomial [9] :
f(x) = 6e> + 6(3x + 6-yx2 + 6"x 3
It follows that the 4 eigenvalues of .a are given by [9] :
where z = exp( 2; i ) is the 4-th root of unity and i the imaginary unit. We have:
If 6e> = 6-y and 6(3 = 6", then A2 = 0, therefore, .a is not invertible. Consequently the previous proof cannot be applied. A strategy to generalize our approach when more than 3 edges of the same type exist is as follows:
1)
Pick the first leftmost edge, say edge i, whose weight 6i is different from its AUAP value (i.
2)
Select two adequate edges j and k within the same type such that: 6i + 6j + 6k � (i.
3)
Give to 6i its final value (i by putting h = (i.
4)
Form the new vector 6, where 6i = (i, and its corresponding p.
5)
Go back to step 1 if 6 # 6* .
At the end, we obtain the configuration 6* and its corre sponding p* that maximizes H.
IV. EFFICIENT COMPUTATION OF f(6) THROUGH COUNTlNUOUS RELAXATION
In order to solve Eq. (8), [7] enumerates all the solutions of the equality MC.p = 6 where N .pi E N. Even if some reduction of the search space can be made (cf. [7, Appendix AD, Theorem 1 does not simplify necessarily the computation of Eq. (8) for protographs where not much VNs can be gathered as belonging to the same type. If besides that, we have a generalized or a highly connected CN, the computation of Eq. (8) becomes very complex. More over, for convolutional LDPC codes [10] , this simplification cannot be applied since the VNs belongs to different time instants [11] .
A.
Continuous relaxation
The constituent CN c weight vector enumerator in Eq. (8) is computed by solving the following optimization:
By putting together the equality constraints, which de fines M'c.x = b, and noting!£ = {ft/k E [O, N]}, we get the following discrete optimization programming:
Eq. (17) is a concave but nonlinear discrete optimization with equality constraints. To our knowledge, no method is given to solve efficiently this kind of problems. Conse quently, we have to enumerate all possible solutions in the search space, which grows in exponential time with the CN degree qc and polynomial time with the lifting factor N. •
B. On numerical implementations
To solve Eq. (18), we can apply different iterative opti mization methods such as internal point (IP) or sequential quadratic programming (SQP) [12] . One can compute the Moore-Penrose pseudo inverse [13] (not necessarily unique) of M'C, denoted M'C+' Hence,
In Eq. (17), since M'C is not necessarily unimodular [14] , M'c.x = b does not have a solution 'ib, i.e. for any value of the CN input-weight vector w. When it is not possible, it means that ¥? is an empty set and no codeword of the protograph with such Hamming weight exists.
When the system is solvable, Moore-Penrose pseudoin verse does not provide necessarily a solution that remains within the domain of the multivariate entropy function H, (some entries of Yo may be < ° or > 1). We can solve this problem by considering an adequate analytic continuation of H. Since H is concave, it has one global maximum, then substituting in Eq. 
VI. CONCLUSION
In this paper, we provided a proof of Abu Surra's con jecture used to lighten the computation of ensemble weight enumerators of protograph-based LOPC codes. Moreover, we proposed a new method based on a continuous relaxation to compute more efficiently the ensemble weight enumerator especially for CNs with large M'C such as highly connected CNs of generalized CNs. The results of this paper also might be usefull for enumeration of other non-codeword objects in LOPC codes such as trapping sets, stopping sets and pseudocodewords.
