We define a product, a coproduct, a differential, a bracket and a cobracket on a chain complex of graphs first introduced by Kontsevich. These structures fit together in various ways to form both a Hopf algebra and a Batalin-Vilkovisky algebra (and therefore also a Gerstenhaber algebra), as well as forming a Lie bialgebra on the subcomplex spanned by one-particle irreducible graphs. All operations descend to operations on homology. Although they are highly nontrivial on chains it is unknown whether the differential, bracket or cobracket are non-trivial on the homology level.
Introduction
In [K1] and [K2] , M. Kontsevich introduced three infinite-dimensional Lie algebras, and showed how to use invariant theory to compute their Lie algebra homology in terms of chain complexes of graphs. The homology of one of these complexes is Kontsevich's "graph homology," the trivalent part of which paramaterizes finite type 3-manifold invariants (see, e.g., [KT] , [LMO] , [BGRT] ). The homology of another computes the cohomology of moduli spaces of surfaces, after appealing to the identification of the space of ribbon graphs with Teichmüller space (see, e.g., [P] ), and the homology of the third computes the cohomology of the group of outer automorphisms of the free group, via Outer space (see [CV] ). Each of these Lie algebras is associated to an operad; in particular the "associative operad" and the "Lie operad" give the mapping class group case and the outer automorphism group case respectively. In this paper we will focus on the third, "commutative operad," though we expect that our results will extend without difficulty to the associative and Lie cases, and indeed to the case of other operads.
In the commutative case, the relevant Lie algebra c∞ is the direct limit of Lie algebras cn, where cn is defined to be the Lie algebra of polynomial functions on R 2n with no linear or constant terms, under the standard Poisson bracket. Alternatively, cn can be described as the Lie algebra of derivations of this polynomial algebra which preserve the symplectic form. The equivalence of these two descriptions comes from the correspondence, given by the symplectic form, between the Lie algebra of functions and the Lie algebra of vector fields on R 2n . The other two Lie algebras, l∞ and a∞, are defined directly as Lie algebras of derivations preserving a natural symplectic "form." In the Lie case one takes derivations of the free Lie algebra, and in the associative case derivations of the free associative algebra.
The chains in commutative graph homology are spanned by oriented graphs, where the orientation can be most easily described as an equivalence class of certain labellings of edges and vertices. The chain complex is graded by the number of vertices in a graph, and the boundary operator ∂E is given by summing over all edge contractions. The appropriate notion of induced orientation guarantees that the square of ∂E is zero.
After examining Kontsevich's paper closely, we discovered the implicit presence of another boundary operator ∂H , which anticommutes with ∂E. This boundary operator is defined by contracting over pairs of half-edges. (See Figure 3 , which depicts the contraction of the two half edges h and k.) The commutative graph complex is a Hopf algebra, with multiplication given by disjoint union and comultiplication defined as 1 ⊗ X + X ⊗ 1 on connected graphs and extended multiplicatively. It is easy to see that ∂E is both a derivation and a coderivation with respect to these operations. However, ∂H is neither of these. Instead, it satisfies the Batalin-Vilkovisky axiom, which implies that the defect from being a derivation is a Lie bracket. Similarly the deviation from being a coderivation is a Lie cobracket on graphs. We at first expected these operations to fit together as a Lie bialgebra, but it turns out they are only compatible on the subcomplex of connected graphs with no separating edges.
Both of these operations, bracket and cobracket, are actually graded symmetric and not graded antisymmetric, as the definition of Lie operations requires. They do, however, satisfy the standard Jacobi and coJacobi identities. We call such operations symmetric Jacobi operations. As we explain in section 3, there is in fact a natural equivalence between symmetric Jacobi (co,bi)algebras and Lie (co,bi)algebras via a sign and grading shift.
The differential ∂H, the bracket and the cobracket are all highly nontrivial on the level of chains, but we know of no examples where they are nontrivial on the level of homology. We suspect that the sparsity of low degree homology classes is the reason for this. Still, we must ask Question: Are the bracket, cobracket and differential ∂H nontrivial on the level of homology?
We also at first suspected that the complex of connected graphs without separating edges carries the entire primitive part of the homology, but computer calculations of F. Gerlits [Gts] indicate that this is not so.
Sullivan and Chas have found a Batalin-Vilkovisky structure and a Lie bialgebra structure on string homology, which is the homology of the free loop space of a manifold ( [CS] , [C] ). They also find an uncountable collection of Lie∞ structures on string homology. Our graph bracket can also be generalized to give uncountably many Lie∞ structures on G. We expect the analog to be true of the cobracket as well. This will be described in a future paper.
We would like to acknowledge a debt to Swapneel Mahajan, who was instrumental in helping us to interpret many of Kontsevich's ideas, as well as to Dennis Sullivan, Ferenc Gerlits and Ezra Getzler for their interest and stimulating conversations.
Chain complexes of graphs
In this section we describe Kontsevich's commutative graph complex G and the two boundary operators, ∂E and ∂H.
By a graph we mean a finite 1-dimensional CW -complex X, with vertices v(X) and edges e(X). We assume that all vertices in the graph have valence at least 3. An orientation on a graph X is simply an orientation of the vector space R e(X) × H1(X; R). We will usually find it more convenient to think of an orientation as an equivalence class of labellings, where a labelling of X consists of an ordering of the vertices v(X) and arrows on all edges. Reversing the arrow on any edge, or switching the order of two vertices changes the orientation. (See [T] , [KT] for an explanation of the equivalence of these two notions of orientation).
The k-chains of G are linear combinations of oriented graphs (X, or) with k vertices, modulo the relation (X, or) = −(X, −or). This relation forces all graphs with loops to be zero, since one can switch the arrow on the loop to get an isomorphic graph with the opposite orientation, giving (X, or) = −(X, or). Therefore we may assume that our graphs have no loops.
Given an edge e of X, we define Xe to be the graph obtained from X by collapsing e to a point. The first boundary operator ∂E is given by summing over all possible edge collapses:
Definition: Let (X, or) be an oriented graph. Then
where the sum is over all edges e of X, and Xe is given the orientation induced from the orientation on X.
To specify the induced orientation on Xe in terms of labelled graphs, choose a representative for the orientation of X such that the initial vertex of e is labelled 1 and the terminal vertex is labelled 2. The labelling on Xe is then given by the following rule: the vertex which results from collapsing e is numbered 1 and the numbering on all other vertices is reduced by one. The arrows on all uncontracted edges are unchanged.
Lemma 1 Choose a labelling to represent the oriented graph X. Then collapsing an edge of X from vertex i to vertex j with i < j induces the orientation (−1) j or, where or is the orientation which results from numbering the collapsed edge i and reducing the numbering on the vertices labelled j, . . . , n by 1.
Since all of our graphs will be oriented, we will suppress the orientation in our notation, writing simply X instead of (X, or).
Since the boundary operator preserves the first Betti number, or loop degree of a graph, one can decompose graph homology as a direct sum over the homologies of a fixed loop degree. For loop degree two, there is only one possible graph, the theta graph. (All other possibilities are excluded because they have loops or vertices of valence 1 or 2.) Therefore the theta graph gives rise to a degree two homology class. In loop degree three, there are two possible graphs which have four vertices, as shown in There is also a graph on two vertices with no loops, but this has an orientation reversing automorphism. It is easy to see that ∂EA = −6C and ∂EB = 2C. Hence we get one homology class in degree four, A + 2B.
To describe the second boundary operator on G, we use the half-edges of a graph X. Each halfedge h begins at a vertex v(h), is contained in an edge e(h) and has a complementary half-edgeh, with h ∪h = e(h). Given two half-edges h and k of X, we form a new graph X hk by cutting and pasting, as follows: if k =h, then X hk = X; if k =h, we cut to separate h fromh and k fromk, then glue h to k andh tok to form two new edges (see Figure 3) . In terms of labelled graphs, the orientation on X hk is given as follows: choose a representative for the orientation on X so that h is the initial half-edge of e(h), and k is the terminal half-edge of e(k). In X hk , the edge h ∪ k is oriented from h to k, and the edgeh ∪k is oriented fromk toh.
Figure 3: Contracting half-edges h and k
If h and k are half-edges of X with v(h) = v(k), then h ∪ k forms an edge of X hk , which we can now collapse; the result, (X hk ) h∪k , is more simply denoted X hk . If, on the other, hand, v(h) = v(k), then X hk has a loop, so is equal to 0; thus we define X hk to be 0. Note that X hk = X kh as oriented graphs.
The second boundary map on G is given by
where the sum is over all pairs {h, k} of half-edges of X with h =k, and X hk is given the orientation induced from X.
To check that ∂E and ∂H are boundary operators, we use the following lemma:
Lemma 2 (Orientation Lemma) For any four distinct half-edges h, k, r, s of X, (X hk )rs = −(Xrs) hk .
[Proof ] (X hk )rs and (Xrs) hk are the results of collapsing the edges h ∪ k and r ∪ s of X hk rs = X rs hk , in the opposite order. Now observe that collapsing two edges of an oriented graph in opposite order results in isomorphic graphs with opposite orientations, using Lemma 1.
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where the sum is over all sets {h, k} and {r, s} of half-edges with h, k, r and s distinct. These terms cancel in pairs, by Lemma 2. Similarly, the terms in both squares (∂E) 2 (X) and (∂H ) 2 (X) cancel in pairs: for ∂E, the sum is over all sets {h,h} and {k,k} with {h,h} = {k,k}, and for ∂H the sum is over all sets of pairs {h, k} and {r, s} with k =h, s =r and {r, s} = {h,k} (equivalently, {h, k} = {r,s}).
Figure 4: Dotted line notation 2 We also briefly mention a slightly different, suggestive visualization of ∂H . The terms of ∂HX naturally group themselves into sets of four, namely the four graphs X hk which can be formed from the half edges contained in a given pair of edges. We represent each such set of four graphs graphically by drawing a dotted line between the corresponding full edges (see Figure 4 ). Now ∂HX is given by summing over all possible ways of drawing a dotted line between two edges of X. The fact that ∂ coming into a dotted line means that the second dotted line will attach to the uncontracted edge in each summand coming from the first dotted line. When we later define a bracket on graphs, these two identities can be used to give an alternative proof that this bracket is a Lie bracket.
Figure 6: Jacobi relation
Kontsevich's "associative" and "Lie" complexes have similar descriptions to the above ("commutative") complex, except that the graphs have additional structure. In the associative case graphs come with a cyclic ordering of the edges incident to each vertex. In the Lie case an equivalence class of trivalent trees with r leaves (modulo antisymmetry and IHX, or "Jacobi," relations) is associated to each vertex of valence r. The operations of cutting, pasting and collapsing described above can be done in such a way as to induce natural cyclic orderings or trees on the new vertices created, so that the boundary operators ∂H and ∂E have natural definitions in these settings as well. In this paper, we present only the commutative case, for simplicity; details of the remaining cases will appear in a subsequent paper.
Some graded algebra
Both chain complexes and their homology have the structure of graded vector spaces. We describe algebraic structures in this paper which are cognizant of the grading on the chain complexes of graphs, and descend to structures on homology. In this section we collect some standard definitions from graded algebra. We introduce the notions of symmetric Jacobi algebra, symmetric Jacobi coalgebra, and symmetric Jacobi bialgebra which are symmetric versions of their Lie cousins. They are useful mainly for sign bookkeeping purposes, since by Propositions 3, 4 and 5 below they can be converted to Lie objects without much trouble.
Suppose V is a graded vector space, either
In order to make algebraic structures derived from graded vector spaces reflect the grading, we use the twist map τ :
for any permutation π ∈ Σ k and graded vector spaces V1, V2, . . . , V k ; for example, the cyclic permutation (123) in Σ3 gives an isomorphism σ :
In general, the sign is determined by "Koszul rule of signs": every time one switches two adjacent terms in a tensor product, the sign changes by the product of their degrees. The isomorphisms given by the Koszul rule can be interpreted as new actions of Σ k on the tensor product of k copies of a graded vector space V : there is a symmetric action,
and an alternating action,
The graded wedge product, denoted Λ k V , is the quotient of ⊗ k V by the alternating action of Σn, and the graded symmetric product, denoted
Let V [−n] denote V with the grading shifted downward by n. The wedge product and symmetric product are related as follows.
Proposition 2 There is a natural isomorphism φ :
,
In particular, for k = 2 this isomorphism is given by v ⊙ w → (−1) |v| v ∧ w, and for k = 3 by
The graded definition of Lie algebra [M-M] is as follows.
Definition: A graded Lie bracket is a linear map
An equivalent way to state the antisymmetry and Jacobi relations is that the following two compositions are zero:
This diagrammatic description is convenient because it allows us to define a graded Lie cobracket by simply reversing all the arrows: The definitions of bracket and cobracket can be reformulated in the following nice way. Notice that the antisymmetry conditions imply that the bracket and cobracket induce maps
(In the case of the bracket, we are thinking of V ∧ V as a quotient of V ⊗ V , and in the cobracket case as a submodule of V ⊗ V .) Further, these maps can be extended to the entire algebra Λ * V to itself. The map b extending the bracket is a coderivation, and is just the usual Lie-algebra-homology boundary map. The map θ extends as a derivation.
Lemma 3 The Jacobi identity is equivalent to the assertion that b 2 = 0. The co-Jacobi identity is equivalent to the assertion that θ 2 = 0 .
By the lemma, the Jacobi identity is precisely what is needed to make the Chevalley-Eilenberg complex Λ * V of a graded Lie algebra V into a chain complex. There is another standard operation on Λ * V , the Schouten bracket, which usually appears in the context of Lie algebras of vector fields.
Definition: Let V be a graded Lie algebra. Then the Schouten bracket on Λ * V is defined as follows:
where
Notice that i + j + p + 1 is the sign of the permutation bringing vi,wj to the front of the wedge product.
To express the compatibility of bracket and cobracket in the graded setting we first review the condition in the ungraded setting. One way of doing this is as follows ( [M] ),
where the adjoint action is extended to the tensor product as a derivation: adv(w1 ⊗ w2) = [v, w1] ⊗ w2 + w1 ⊗ [v, w2] . This is the same as the following condition:
where τ12 is the transposition swapping the first two tensor factors. Let θ(v) = v1 ⊗ v2 and θ(w) = w1 ⊗ w2. Adding the Koszul signs and the degrees |b| of the bracket and |θ| of the cobracket in the graded situation, the above condition becomes
Now, passing to wedge products,
We therefore adopt the following definition of graded Lie bialgebra.
Definition: A graded Lie bialgebra is a graded vector space V together with a Lie bracket
where the bracket on the right hand side of the equation is the Schouten bracket.
The definition of graded Lie bialgebra as formulated above has a natural analog using the graded symmetric algebra SV in place of ΛV .
Definition: A symmetric Jacobi algebra is a graded vector space V , together with an operation b : S 2 V → V , which, when extended as a coderivation to the symmetric algebra SV , has trivial square.
We remark that one can think of a symmetric Jacobi bracket as an operation b = [·, ·] : V ⊗V → V satisfying two axioms:
Note that the second axiom is the usual graded Jacobi identity, so that the only difference between a symmetric Jacobi algebra and a graded Lie algebra is that the bracket is graded symmetric rather than graded antisymmetric. In fact, this difference disappears altogether with a dimension shift:
symmetric Jacobi bracket if and only if the induced map on
2 The symmetric analog of a Lie coalgebra is the following:
Definition: A symmetric Jacobi coalgebra is a graded vector space V together with an operation θ : V → S 2 V , which, when extended as a graded derivation to the symmetric algebra SV, has trivial square.
As before, if V = ⊕Vi is a direct sum of finite dimensional vector spaces we have that (⊕Vi, ⊕bi) is a symmetric Jacobi algebra, if and only if (⊕V * i , ⊕b * i ) is a symmetric Jacobi coalgebra.
is a symmetric Jacobi cobracket if and only if the induced map
In order to define the compatibility conditions between bracket and cobracket giving a symmetric Jacobi bialgebra structure, we need to transfer the Schouten bracket to the symmetric setting. 
Definition: Let V be a graded Lie algebra. The symmetric Schouten bracket on SV is defined by:
where the bracket is extended as the symmetric Schouten bracket.
Using the isomorphism between ΛV and SV , we now have 
Product and bracket
Let X be a labelled graph with vertices numbered 1, 2, . . . , x, and Y a labelled graph with vertices numbered 1, 2, . . . , y. Define the product X · Y to be the disjoint union of X and Y , with the numbering on vertices of Y shifted by adding x to each, thus becoming x + 1, . . . , x + y. Then we have
This product extends bilinearly to linear combinations of graphs, turning G into a graded commutative algebra. One may allow the empty graph as a basis element of G, since it acts as a unit under the disjoint union operation.
Lemma 4 With respect to this product the boundary operator ∂E is a graded derivation:
[Proof ] This follows since each term (X · Y )e of ∂E(X · Y ) is obtained by collapsing an edge e, which is either in X or is in Y . The sign comes from the fact that if e is an edge of Y , then (XY )e = (−1) x XYe. 2
The second boundary operator ∂H , on the other hand, is not a derivation; if h ⊂ X and
We define the bracket [X, Y ] so that it measures how far ∂H is from being a derivation:
In other words, the bracket of X and Y is the sum of all graphs obtained by contracting a half-edge of X with a half-edge of Y :
The bracket obeys symmetry and Jacobi relations as given in the following two lemmas:
Lemma 5 Let X and Y be graphs with x and y vertices, respectively. Then
[Proof ]
Lemma 6 Let X, Y and Z be graphs with x, y, and z vertices, respectively. Then
where h ∈ X, k ∈ Y, s ∈ Z and r ∈ X ∪ Y, r ∈ {h, k}. If r ∈ Y , then by Lemma 2 ((X · Y · Z) hk )rs cancels with the term The above two lemmas combine to give
Proposition 6
The bracket makes G into a symmetric Jacobi algebra.
2 Remark. In terms of the dotted line notation we introduced after the definition of ∂H, the bracket [X, Y ] is the sum over all possible ways of drawing a dotted line between an edge of X and an edge of Y . An alternate proof of the fact that the bracket satisfies the Jacobi identity can be given using the antisymmetry and Jacobi identities of dotted lines.
By Proposition 3, if we redefine the degree of a graph to be the number of vertices minus 1, the bracket makes G[−1] into a graded Lie algebra. In fact, the bracket gives a stronger structure on G[−1]. Recall that a Gerstenhaber algebra is a graded commutative, associative algebra V with a degree -1 symmetric Jacobi (equivalently, Lie) bracket, satisfying
Remark. Gerstenhaber algebras are sometimes called graded Poisson algebras.
Proposition 7 G is a Gerstenhaber algebra, under the product and bracket defined above.
[Proof ] Let X, Y and Z be graphs with x, y and z vertices, respectively. Then
2 An algebraic structure that has recently gained attention is a Batalin-Vilkovisky algebra. See [Ge] , [CS] . It is a graded commutative algebra together with with a degree 1 map ∆ satisfying ∆ 2 = 0 and such that (−1) |v| ∆(vw) − (−1) |v| (∆v)w − v∆w is a derivation of each variable. That is,
If we consider G as a Z/2-graded vector space, then ∂H , which is a degree -1 operator, becomes "degree 1," and makes G into a super Batalin-Vilkovisky algebra.
Proposition 8 As a super algebra, G is a Batalin-Vilkovisky algebra with respect to the operator ∆ = ∂H.
[Proof ] We know that ∂ 2 H = 0, so it suffices to check ∂H(XY Z) is of the required form. This follows essentially because each term of ∂H can only affect at most two of {X, Y, Z}.
2 This provides an alternate proof that (−1)
x [X, Y ] is a graded Lie bracket because of the following proposition. (See [Ge] , [C] .) Proposition 9 Any BV algebra is also a Gerstenhaber algebra (in the super sense), by defining the Lie bracket to satisfy:
Coproduct and cobracket
In addition to the product structure µ : G ⊗ G → G on the graded vector space G of graphs, there is also a coproduct structure ∆ : G → G ⊗ G. To describe this, note that the algebra structure on G induces an algebra structure on G ⊗ G, by
For a connected graph X, we define ∆(X) = X ⊗ 1 + 1 ⊗ X, where 1 denotes the empty graph. ∆ is extended multiplicatively to all of G by ∆(X · Y ) = ∆(X) · ∆(Y ). For example, if X and Y are connected, then
As usual, it is convenient to express things diagramatically when defining "co-"objects. If we extend a map d :
, the fact that d is a derivation can be said efficiently as dµ = µd, i.e. the following diagram commutes:
To define a coderivation, we simply reverse the arrows and replace multiplication by comultiplication: a map δ is said to be a co-derivation if ∆δ = δ∆, where δ is extended to G ⊗ G as before by
Proposition 10 ∂E is a coderivation.
[Proof ]
If X is connected, then all terms of ∂E(X) = e Xe are connected, so that
The case when X is not connected can be handled as follows. Since ∂E is a derivation of G, it is a derivation of G ⊗ G. That is, for any a, b, c and d in G,
Apply this formula to ∂E∆(XY ) = ∂E(∆(X)∆(Y )), using that you inductively know ∂E∆(X) = ∆∂E(X) and ∂E∆(Y ) = ∆∂E(Y ). 2
When we try the same computation with ∂H , we run into problems because the terms X hk in ∂H(X) may not be connected, even when X is connected, and the first line of the calculation in the proof of Proposition 10 is not valid. For example, in Figure 7 , contracting the half-edges h and k separates the graph into two pieces.
By analogy with our definition of the bracket, we define the cobracket θ : G → G ⊗ G to measure how far ∂H is from being a coderivation, i.e. In terms of graphs, the cobracket has the following interpretation. If X is connected, we say that a pair {h, k} of half-edges separates X if X hk is not connected. If {h, k} separates a connected graph X, then h and k must be in one of the configurations depicted in Figure 8 , where the graphs Xi are connected. We compute Figure 8 : All configurations of a separating pair
In the second summand, note that the graphs A hk and B hk are connected. If A hk has a vertices and B hk has b vertices, we have
On the other hand,
Thus the difference θ(X) between ∂H∆(X) and ∆(∂HX) is the sum, over all pairs {h, k} of halfedges which separate X, of A hk ⊗ B hk + (−1) ab B hk ⊗ A hk . We can simplify the notation by writing this in the symmetric algebra, as
If X is not connected, the formula is more complicated. Specifically, if X = X1 · X2 . . . · X k , with all Xi connected, we need to consider separating pairs {r, s} in Xi and pairs {r, s} with r separating in Xi and s separating in Xj (see Figure 9 ). Given such a pair, write (Xi)rs = A · B or X i r s X j X i r s Figure 9 : Separating pairs in disconnected graphs (Xi · Xj )rs = A · B, and list all ordered partitions (I, J) of {1, . . . ,î, . . . ,ĵ, . . . , k} into two subsets (either or both of which may be empty). Then
where XI is the product of the Xi with i ∈ I, XJ is the product of the Xj with j ∈ J, and κ is the Koszul sign. For example, if k = 2, with X1 = X and X2 = Y , then
If we assume our graphs have no separating edges, then the first summand above vanishes, and the formula takes the following more elegant form:
where X has x vertices and Y has y vertices. In fact this formula holds for arbitrary graphs X and Y , not necessarily connected. Here we have used the fact that G is graded cocommutative, hence the coproduct induces a map G → G ⊙ G.
Proposition 11 θ is a symmetric Jacobi co-bracket, and hence φ • θ :
For the purposes of the proof it is easier to dualize. Since G is the direct sum ⊕ Gv,e of vector spaces spanned by graphs with v vertices and e edges, and each Gv,e is finite dimensional, from our earlier remarks it follows that an operation θ is a symmetric Jacobi cobracket if and only if θ † = ⊕θ * v,e is a bracket on G † = ⊕ G * v,e . Suppose X ∈ G. Let < X, · > denote the unique functional such that, for any graph
We denote the resulting isomorphism by A : G → ⊕ G † . The boundary operator ∂H will be replaced in the dual setting by a coboundary operator δH : Gv → Gv+1, defined as follows:
Let X be a graph, and let (P,P ) be a partition of the edges incident to a vertex v of X. Expand the vertex v to obtain a new graph X (P,P ) , with a new edge separating P fromP . This new edge is the union of two half-edges, which we name p andp to reflect the original edges of X to which they are now incident. The orientation on X (P,P ) is chosen so that collapsing the new edge gives back the original orientation on X. Given a half-edge h in X, we can now form the graph X (P,P ) ph for the graph obtained from X (P,P ) by cutting and pasting together the two half-edges p and h. If both P andP have at least two elements, we denote this new graph by X P h ; otherwise we set X P h = 0 (see Figure 10 ).
Lemma 7 As oriented graphs,
Figure 10: Decontracting a partition and a half-edge Definition: δH : Gv → Gv+1 is defined by
where h runs over all half edges of X, and P over all subsets of the edges at all vertices.
The factor of 1 2 is there to account for the fact that, since X P h = XPh, we have counted each graph in the coboundary twice.
Proposition 12
The following diagrams commute.
We first show that the left-hand diagram commutes. Start in the lower-left with a graph X. Trace through the diagram in both ways, evaluating in the upper-right hand corner on the graph Y . Let A+ denote the set {(P, h) :
Going right and then up in our diagram, we get
Let B+ denote the set {h, k : Y hk = X}. Let B− denote the set {h, k : Y hk = −X}. Going up and then right in the diagram:
6 Compatibility of bracket and cobracket
Recall that a chain complex is a symmetric Jacobi bi-algebra if the bracket b = [·, ·] and cobracket θ satisfy the compatibility relation
In our case, the cobracket is of degree -1 (though it becomes degree 0 when translated to the alternating setting). The graph complex G does not satisfy the compatibility relation, as one can verify by computing using the graphs X and Y depicted in Figure 11 The problem in this example Figure 11 : Bracket and cobracket not compatible is that both graphs X and Y have separating edges, so that some terms in the bracket [X, Y ] are not connected. To remedy this, we consider the subspace H ⊂ G generated by connected graphs with no separating edges. In the literature these are often called one-particle irreducible graphs. Note that H is a subcomplex of G with respect to the boundary operator ∂E, though it is not with respect to ∂H .
The following two lemmas are easily verified: [Proof ] The Lemmas show that bracket and cobracket restrict to operations on H. To prove the compatibility relation, we will show that all terms in the sum
x [X, θ(Y )] cancel in pairs. As usual, x denotes the number of vertices of X.
Because H has a basis consisting of connected graphs, multiplication actually induces an isomporphism µ : H ⊙ H → H 2 . Composing µ with θ simplifies the expression for the cobracket to:
We If {r, s} is not a separating pair in X, then the edge e(k) containing k must be a separating edge in Y , contradicting our assumptions. Thus (X · Y ) hk are arranged as in Figure 12 , where e(r) contains r and e(s) contains s. Case 2. r, s ⊂ Y, r, s =k. This is similar to the last case (see Figure 13 ). Yrs is a term of µθ(Y ) and (X · Yrs) hk = 2 Remark. The technique of this proof can be used to give an easy argument that θ 2 = 0 on H.
Homology
In this section we consider G as a complex with boundary operator ∂E.
Proposition 13
The graph bracket descends to the level of homology.
[Proof ] This follows from the identity [Proof ] The proof of the previous lemma can be dualized to yield a proof of the present lemma by considering the equation ∆((∂H∂E + ∂E∂H )X) = 0.
In the course of expanding this out one must use the fact that ∂E is a coderivation and that ∂H ⊗ id + id ⊗ ∂H anti-commutes with ∂E ⊗ id + id ⊗ ∂E, where one must as always respect the Koszul rule of signs. 2 It turns out that the bracket can be interpreted in terms of the Lie algebra cn mentioned in the introduction. Kontsevich constructs an isomorphism between sp(2n)-invariants in Λ * cn and elements of G.
Proposition 15
The Schouten bracket on these invariants coincides with the graph bracket [·, ·] .
[Proof ]
We recall that an sp(2n) invariant tensor is associated to a graph by the following procedure. Each vertex of the graph represents a tensor factor, in the order given by the vertex labelling. For each edge we put a pi at the tail of the arrow and a qi at the head or we put the qi at the tail and the pi at the head, incurring a minus sign as a result. We sum over all possible choices, each choice is called a "state." Passing to the wedge product yields an sp(2n) -invariant. The Schouten bracket involves first choosing two tensor factors to bracket, which means picking a vertex from each of the two graphs. Then one takes the Poisson bracket of the monomials at each vertex. This can be thought of as deleting a pi from one and a qi from the other, and then multiplying the monomials together. One can view the result as breaking the edges with the pi and qi into half-edges, gluing them together and contracting, and also gluing together the resulting dangling edges. Summing over all possible states, we see that this contribution to the Schouten bracket is given by contracting the two given half-edges, which is the definition of the bracket.
2 The homology of G is a Hopf algebra, with multiplication induced by disjoint union. Kontsevich's graph homology is defined as the primitive part of the homology of G, corresponding to the subcomplex of connected graphs. Since the bracket of connected graphs may not be connected (if both graphs have separating edges), we do not obtain a bracket on graph homology. However, if we restrict to the subcomplex of graphs with no separating edges, then we have:
Corollary 2 The graph bracket and cobracket give a symmetric Jacobi bi-algebra structure on the homology of H. Therefore H * (H) is a Lie bialgebra and the inclusion of chain complexes H ⊂ P rim(G) induces a map H * (H) → H * (P rim(G)).
Question: Is this map an injection?
Computer calculations due to F. Gerlits [Gts] indicate that the map is not onto in the commutative case, i.e. H does not carry the entire homology. Calculations have not been made in the other two cases.
Question: Is the homology of H equal to graph homology in the Lie and associative cases?
We remark that in the cases of both Out(Fn) and of mapping class groups of surfaces, there is a deformation retraction of the moduli space of graphs which is used to compute the rational homology of the group onto the subspace consisting of graphs with no separating edges. (See [CV] .)
