In recent years, the techniques for screening transportation networks to identify high crash locations have become more sophisticated. Many transportation agencies, however, lack sufficient data, either in timeliness, completeness, or accuracy to implement many of the recent advances. This paper presents the results of an empirical analysis of screening and ranking for specific crash type (speed and ice related crashes) on rural 1.6 km (1 mi) highway sections of Oregon highways. The analysis includes data generated with the extensive use of spatial techniques and incorporates climate data to enhance environmental considerations. The paper compares the results of five ranking methods-critical rate (by functional class), critical rate (by functional class and climate zone), potential for crash reduction, expected frequency (adjusted by empirical-Bayes), and frequency. For the empiricalBayes (EB) methods, safety performance functions were generated using negative binomial regression techniques.
INTRODUCTION
For state highway safety improvement programs, the identification of high crash locations (HCL) is a critical tool for safety engineers and planners. In general, networks can be screened and locations ranked based on frequency, severity, or rate of crashes, some combination of these factors in indices, trend or pattern analysis, or an estimate of the excess crashes with respect to the expected average for similar sites (i.e., potential for improvement, potential accident reduction). In recent years, techniques for screening transportation networks to identify high crash locations have become more sophisticated. These methods have more data requirements than the traditional methods and state departments of transportation (DOTs) have been slow to adopt them. Many agencies still rely on traditional methods to identify candidate locations for safety improvement (frequency, rate, severity). For example, Hallmark, et al. (2001) recently surveyed 17 other state DOTs for the Iowa DOT and found that they all used frequency, rate, severity or a combination of methods.
Each method has relative advantages and disadvantages but the final criterion for how well a screening method does is, ultimately, how effectively it identifies locations where correctable crashes are found (Cheng and Washington, 2005a) . Once an HCL has been identified, the typical procedure is to perform detailed engineering studies to diagnose potential countermeasures based on site conditions, crash history, and other factors. Following a benefit-cost analysis, the most promising sites are usually programmed for improvement. Thus, it is important to identify sites with the most "promise" for improvement since engineering studies are expensive, agencies have limited budgets, and if a site with potential is not identified, an opportunity to substantially improve safety are missed .
While networks are often screened for total crashes, another approach is to screen for unusual occurrences of a particular crash type with some countermeasure in mind. Analysis of recent data in Oregon reveal that speeding (defined as a driver charged with a speeding, racing, driving too fast for conditions as indicated by police officer, or exceeding the posted limit) is a contributing factor in approximately 31% of fatal crashes (Monsere et al., 2004) .
Speed has a strong correlation with highway crashes for numerous reasons: it reduces a driver's ability to safely navigate around curves or objects, increases the stopping distance of a vehicle, and decreases the time available for collision avoidance in dangerous situations. Safety professionals at the Oregon DOT are strongly interested in managing vehicle speeds to improve road safety through engineering, enforcement, and education strategies. The current Oregon DOT HCL method is a sliding window approach that calculates a safety index as a function of frequency, rate, and severity for all crashes and does not prioritize high crash locations by a specific crash type (ODOT, 2006) .
The focus of this paper is to compare five screening and ranking methods for one specific crash type-speed and ice related crashes. The paper compares critical rate (by functional class), critical rate (by functional class and climate zone), potential for crash reduction, and empirical-bayes adjusted frequency and frequency screening methods. In the sections that follow, the paper describes the data that were assembled for analysis and spatial techniques used to create additional data. Each of the ranking methods is then described, including the development process of safety performance functions for use in the empirical-bayes methods. Finally, the results of the analysis are presented, followed by conclusions.
Data Assembly
Two primary sources were used in generating the data for analysis-crash and highway data. The Statewide Crash Data System (CDS) includes all legally reported crashes that occur on public roads in Oregon. For this analysis, three years of data (2000) (2001) (2002) on state highways were used. The crash data contains details about the crash, environmental and roadway conditions, and driver information. For state highways, crashes are located by a route-milepost system. Crashes were selected from the crash data base where both icy road conditions were present and at least one vehicle was coded with a speed involvement flag. The speed-involved flag is generated by the system and includes crashes where speed was too fast for conditions and where the vehicle was exceeding the posted limit. Both of these fields are based on judgment and are known to be somewhat biased (especially in icy conditions), however, it is the only current way to identify speed-involved crashes.
Other highway data were available in a spatial format such as number of lanes, total roadway width, shoulder width, average daily volumes, presence of medians, and functional class. A geographic information systems (GIS) representation of the state highway system contains a linear referencing system which allows these data to easily be attributed to any point on the highway network. City boundaries were also used to attribute sections as rural or urban and as shown later, climate data was used to attribute environmental factors. How these data were used for network screening is described in the following sections.
Ranking Methods Considered
This empirical analysis of ranking speed and ice crashes compares five methods: critical rate (by functional class), critical rate (by functional class and climate zone), potential for crash reduction, expected frequency (adjusted by empirical-Bayes), and frequency. While severity data were available, rankings that consider severity were not conducted. The rural state highway system was the focus of this analysis which was categorized according to functional class (interstate, principal arterial, and minor arterial or collector). For use in this network screening, the highways were divided in to 1.6 kilometer (1 mile) segments. A sliding window approach, which can improve screening methods used in practice, was not used in this comparison. There are 530 1.6 km (1 mi) mile rural interstate sections, 2,224 rural principal arterial sections, and 2,343 rural minor arterial sections. The following sections describe the methods used.
Rate Quality Control by Functional Class
The rate quality control (RQC) method determines a critical rate for a particular segment using the exposure (vehicle-kilometers traveled-VKT), a probability constant, and the average rate for similar sections. The critical rate is calculated for each 1.6 km (1 mi) section i as shown in equation 1:
where R Ci = critical rate for each 1.6 km (1 mi) section i, R A = the average rate for similar facility, K = probability constant based on desired level of significance (1.645 for 95%) and M i = millions of vehicle kilometers traveled (VKT or entering vehicles = (V*D*L)/1,000,000). In this analysis, the average rate is for all roadway segments in the database sharing a similar functional classification. The first column (statewide) in Table 1 lists the mean crash rates for each of the three functional classifications. All rates were calculated for the total speed and ice crashes that occurred in the three year period. The 2001 volumes were used for exposure and were assumed to be constant over the three year period. If the observed crash rate for a segment exceeds the critical rate, the section is considered hazardous and then ranked by the percent that it exceeds the critical rate.
Rate Quality Control by Functional Class with Climate Zones
An improvement in the rate quality control method is to better define peer sites for the crash type being screened. In this analysis, it is appropriate to consider environmental factors related to snow and ice when aggregating roadway segments. Oregon's geography produces a diverse climate which means that winter weather Using these zones, highways in them were attributed with the climate data using a spatial query. The average crash rate for speed-ice related crashes for all roadway sections in each climate zone was determined by functional classification. It should be noted that the climate zones 1 and 8 do not have any interstate highways. The results of this analysis are shown in Table 1 . The table reveals that, as expected, the climate zones with more winter weather conditions have higher average crash rates in each zone (i.e. 5, 7, 8, and 9) Coast Mountains all have low winter weather crash rates, due in large part to the temperate natures of these regions.
In general, using more aggregation should improve critical rate methods since sites are compared more directly to peer sites. Using the average rate for each climate zone and functional class, a critical rate was calculated for each segment in the analysis region as described previously. Sections were again ranked in descending order by the percent that the observed crash rates for speed and ice crashes exceeded the critical rate.
Potential for Crash Reduction
To apply the potential for crash reduction method, safety performance functions were estimated for the three functional classes of roadways. The best of these models were then combined with observed crash counts for three years in an empirical-Bayes approach to estimating the "excess" crashes on each 1.6 km (1 mi) section. These models were also used to generate a fourth ranking based on an adjusted frequency described in the next section.
Predictive crash models are used to estimate the frequency of crashes based on a set of explanatory variables. In most recent research, safety performance functions have been estimated with Poisson and negative binomial (NB) regression models. Safety performance functions (SPFs) developed using these techniques have been advanced by Hauer (1997) , Poch and Mannering (1996) , Shankar et al. (1995) , and Miaou and Lum (1993) and Hauer (1998) , Vogt and Bared (1998), and Persaud (1993) , Harwood et al. (2002) and many others. As suggested in Lord et al. (2005) , the Poisson and NB models are theoretically appealing representations of the crash occurrence process. The
Poisson model is suited for crash count data since the distribution approximates rare events; however, it requires the mean of the count process equal its variance. Evidence in a large body of literature suggests that most crash data will likely be overdispersed (i.e., the variance will be significantly greater than the mean) and the restriction can be relaxed in the negative binomial regression method. The Poisson model in terms of the probability of having y i number of crashes per year at location is given by equation (2) where P (y i ) = probability of a crash at location i having y crashes per year, λ i is the expected number of crashes per year for location i.e., E (y i ). Poisson regression models estimate λ i using standard maximum likelihood methods as a function of X i explanatory variables using the log-linear model in equation (3) (Washington et al., 2003) .
The NB model adds an independent distributed error term ε in the parameter equation (3) which allows relaxes the assumption the mean equal the variance as shown in (4). The NB model is estimated from equation (5) using standard maximum likelihood techniques where α = a measure of dispersion (Washington et al., 2003) .
In this research, crash models were developed using 2001 data. As one would expect given that the more populated areas of the state do not experience significant winter weather, there is a large percentage of 1.6 km (1 mi) segments with zero crashes in the section for the year 2001 (72% of interstate, 85% principal arterial, 94% minor arterial). The mean number of crashes per km per year for interstates (0.35, or 0.56 crashes per mile), and principal arterials (0.14, or 0.23 crashes per mile), and rural minor (0.04, or 0.07 crashes per mile) are low.
The following variables were selected from the analysis data set for inclusion in the model. A summary of the response variable and the five predictive variables used in the model is shown in Table 2 .
• TOTALSI_01: total speed and ice crashes on the 1.6 km Six negative binomial regression models were estimated for 2001 speed and ice crashes (TOTALSI_01) as a function of exposure, road geometry, and weather variables in Table 2 using the glm.nb function in the statistical software R (R, 2005) . The following models were specified (note that exposure was transformed with the natural logarithm consistent with other approaches to model counts). For each model, estimates of the variable coefficients were generated, diagnostic plots were created, correlations of variables were determined, and measures of model fit generated. The estimated coefficients and significance for each of the models are shown in Table 3 . In all models, the exposure variable is significant. For all models of interstate functional class the coefficient for exposure is counterintuitive in that the sign is negative. This is because the higher volume sections are in climate zones with very limited winter weather conditions sections (Valley & Foothills). The weather variable (SNWDYS) is also significant in all models and has the expected sign in all models. The geometry variables are only significant in about half of the models. The posted speed code is significant in the interstate and principal arterial models (but has the opposite sign) and in model 6 for the minor arterials. In Table 3 Using the diagnostics, the significance of the coefficients for each model, and judgment, a model was chosen for each functional class. The selected models are shaded in Table 3 . For interstates, model 5 was chosen and model 6 was chosen for principal arterials. In both cases, both the R 2 DEV and AIC were the best for these models. Using an empirical-Bayes approach discussed in , the expected number of crashes can be combined with the observed count of crashes at a location to produce an improved estimate of the expected number of crashes. The observed crash counts (K) can be combined with the expected value of λ from equation (6) in the following equation:
where α is the weight and is calculated in equation (8) 
where Y is the years of crash counts K and φ is the overdispersion parameter estimated from the SPFs and shown in Table 3 . For a full derivation and justification, see the discussion by Hauer (1997, pp. 193-194) . When subtracting the expected number of crashes estimated in equation (7) below have fewer crashes than expected and the magnitude of the excess was used to rank these segments.
Frequency and Adjusted Frequency
The final ranking method involves a simple rank of the three-year counts (frequency) and the rank based on the EB estimate in equation (7). These ranking are included for additional comparison to the other ranking methods.
RESULTS
The ranking results of all five methods are shown in Table 4 . Any segment that was identified in the "Top 20" has been included with rankings higher than 20 being shaded for better visual identification. The list is sorted in descending order for the "Potential for Crash Reduction" method. The table includes values for all predictive variables. A total of 54 segments were identified as top 20 by at least one method. The top 20 sites by each method identified segments with total speed and ice crashes of 224, 198, 163, 268 , and 287 crashes, respectively. For reference there were 3,026 crashes on all 5,097 1.6 km (1 mi) segments in the database.
A simple visual inspection of Table 4 reveals that the ranking methods identify different sites. A tabulation was made of the number of common segments identified by each paired comparison and shown in Table 5 . There are no sites that were identified by all five methods. From the table one can see that the critical rate methods identify 9 common segments. However, the sites ranked 1 and 3 by the critical rate with climate zones (also ranked by the potential for crash reduction) were ranked 287 and 31 by the critical rate with only functional class aggregation. These two sites are outliers for their climate zones but not when compared against the statewide average. The remaining sites identified by both methods are fairly close in rank. The potential crash reduction identified only 3 sites in common with the simple frequency and no segments in common with EB adjusted frequency. The EB adjusted frequency and simple frequency produced the most similar rank ordered list with 16 segments in common. This is perhaps as expected, as the count of crashes is included in the EB adjustment. The segment ranked first by the potential for crash reduction method, is ranked 5 by the critical rate with climate zones and frequency, but 287 by the critical rate with functional class and 169 by the adjusted EB method. This segment is a rural freeway (I-5) south of Salem that experiences relatively few snow days (4) but recorded 15 speed and ice crashes in the three year period. The predictive models estimate a mean crash occurrence of essentially 0 (0.09 crashes) and the critical rate for other interstate section in its climate zone is 0.02/MVKT (0.01/MVMT). Only 1 crash occurred in 2001 (used in the modeling effort). That 15 ice related crashes occurred here over 3 years appears unusual but could be a result of the weather-related conditions that occurred in 2000 (5 crashes) and 2002 (9 crashes). A modeling approach that used annual weather data rather than 30-year averages might be able to better capture these unusual weather events.
Without having knowledge of the true safety of segments, it is difficult to say which ranking method is superior.
In most recent work, however, rate-based methods have been discouraged in favor of EB-based methods. It was thought that better aggregation might better approximate the potential for crash reduction methods but this appears to not be the case. This analysis shows that these methods will identify different segments than the EB-based method. The frequency method appears to identify similar segments as the EB-based methods. Recent research by Cheng and Washington (2005) suggest that the EB approach produces a superior identification of truly unsafe sites by limiting the number of falsely identified sites. The soon to be released Safety Analyst software will use the potential for crash reduction method as one network screening method. In practice, a number of states use rate, or critical rate. What is a useful from this analysis is that it is clear that rate-based methods will produce different list even with more detailed aggregations.
One issue that deserves further analysis is the safety performance models generated for use in the analysis. A simplification was made in adopting consistent 1.6 km (1 mi) sections for modeling rather than varying section lengths to capture consistent variables (i.e. breaking segments by changes in lane width). There were highway data that were developed in Oregon by Strathman et al. (2001) but the segment lengths were very short. In Strathman's models of mainline crashes, zero-inflated models were fit. With speed and ice crashes being a subset of total crashes, the negative binomial models did not fit well. An alternative approach that was considered was to model total crashes, then estimate the expected number of speed and ice crashes by assuming an average percentage of total crashes for each of the functional classes and climate zones. While the models of total crashes had better fits, the usefulness of the modeling approach to capture other variables' influences on speed and ice crashes would be diminished. Finally, none of these SPF models included any measure of intersections or driveways. These variables should be added to future models. The resolution and comparability of the weather data (30 year averages) might highlight segments as "above average" when they may have just been misclassified.
CONCLUSIONS
This empirical analysis of ranking speed and ice crashes compared five ranking methods: critical rate (by functional class), critical rate (by functional class and climate zone), potential for crash reduction, expected frequency (adjusted by empirical-Bayes), and frequency. For each method, the "top 20" 1.6 km (1 mi) sections were identified. A comparison of the methods showed that rate-based methods identified similar rank-order segments and that the EB-adjusted frequency compared well with the simple frequency method. The potential for crash reduction screening method (with EB-adjusted expected crash frequencies) identified the most unique list. A definitive answer on which method is superior is difficult, since that answer would require a detailed analysis of each site identified.
However, with other research confirming the advantages of EB-based methods, one should consider these results to support the use of count-based methods since even with significant aggregation to improve the rate-based methods, a different set of segments were identified. The SPFs used in this screening and ranking method could be improved.
Other predictive variables could be included in the models and additional years of data could be included in the modeled data. While this research effort focused on identifying segments related to speed and ice conditions, the methodology could be applied to any number or combinations of crash variables. For example, the analysis of wet weather crashes could include precipitation, pavement roughness, and the usual highway geometry in generating a network screening approach. Finally, the treatment of severity or crash type in network screening should be explored further. 
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