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Abstract
Under the assumption of outdated channel state information (CSI) at the source, we consider the
finite blocklength (FBL) throughput of a two-hop relaying system. Previous work has considered this
setting so far only for the infinite blocklength case, where decoding can be arbitrarily reliable as long
as operating below the Shannon limit. In contrast, in the FBL regime residual decoding errors can
not be avoided even when transmitting below the Shannon limit. This makes the scheduling problem
at the source more vulnerable to transmission errors, where we investigate the trade-off between the
choice of so called scheduling weights to avoid transmission errors and the resulting coding rate. We
show that the corresponding maximization of the throughput under a reliability constraint can be solved
efficiently by iterative algorithms. Nevertheless, the optimal solution requires a recomputation of the
scheduling weights prior to each transmission. Thus, we also study heuristics relying on choosing the
scheduling weights only once. Through numerical analysis, we first provide insights on the structure of
the throughout under different scheduling weights and channel correlation coefficients. We then turn to
the comparison of the optimal scheduling with the heuristic and show that the performance gap between
them is only significant for relay systems with high average signal-to-noise ratios (SNR) on the backhaul
and relaying link. In particular, the optimal scheduling scheme provides most value in case that the data
transmission is subject to strict reliability constraints, justifying the significant additional computational
burden.
Index Terms
decode-and-forward, finite blocklength, optimal scheduling, outdated CSI, relaying.
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2I. INTRODUCTION
In wireless communications, relaying [1]–[3] is well known as an efficient way to mitigate
fading by exploiting spatial diversity and providing better channel quality. Specifically, two-hop
decode-and-forward (DF) relaying protocols significantly improve the throughput and quality of
service [4]–[7]. However, typically these studies on the advantage of relaying are under the ideal
assumption of communicating arbitrarily reliable at Shannon’s channel capacity, i.e., code words
are assumed to be infinitely long.
In the finite blocklength regime, the data transmission is no longer arbitrarily reliable. Es-
pecially when the blocklength is short, the error probability (due to noise) becomes significant
even if the rate is selected below the Shannon limit. Taking this into account, an accurate
approximation of the achievable coding rate under the finite blocklength assumption for an
additive white Gaussian noise (AWGN) channel was derived in [8] for a single-hop transmission
system. Subsequently, the initial work for AWGN channels was extended to Gilbert-Elliott
channels [9] as well as quasi-static fading channels [10]–[15]. It is shown in these works that
the finite blocklength performance of a single-hop transmission is determined by the coding
rate, error probability and blocklength. In particular, the performance loss due to the additional
decoding errors at finite blocklength is considerable and increases as the blocklength decreases.
Also, if the channel and the blocklength are given, the error probability of the single-hop
transmission is strictly increasing in the coding rate. In our own previous work [16]–[18], we
extended Polyanskiy’s model [8] of single-hop transmission to a two-hop DF relaying network,
where the relay halves the distance to provide a power gain but at the same time also halves the
blocklength of the transmission. Subsequently, we provided a general analytical model of the
finite blocklength performance under static/quasi-static channels in [16]–[18] while assuming the
transmitter to have only average CSI. More recently, the throughput of a relaying network with
finite blocklengths and queuing constraints was studied in [19] under the perfect CSI assumption.
In practical relay systems (as for instance specified by the LTE standard) CSI feedback
mechanisms are usually implemented, i.e., allowing the receiver to instantaneously estimate
and feedback the CSI to the transmitter. However, typically there exists a delay between the
instant of sampling the channel and the point in time when this CSI sample is received by the
transmitter making the CSI feedback delayed and therefore outdated. The performance analysis
3and optimization of relaying systems operating on outdated CSI have been widely discussed in
the infinite blocklength (IBL) regime. In [20], the probability of an outage event (defined as
the event when the coding rate is higher than the Shannon capacity) of a DF relaying network
is studied under the outdated CSI relaying scenario. Protocols are designed in [21] for a relay
system operating based on outdated CSI to optimally trade-off outage, delay, and throughput.
For multi-relay scenarios with outdated CSI, optimal relay selection algorithms [22], [23] are
proposed to minimize the outage probability. However, these works generally ignore the impact of
transmitting under finite blocklength restrictions, which introduces further subtleties in addition
to the imperfect channel knowledge.
In this paper, we thus study the finite blocklength performance of a relaying network assuming
the source to have only outdated CSI. Different from the average CSI scenario considered in [16]–
[18], based on the provided CSI the source is able to adjust the coding rate per frame. However,
due to the outdated CSI, scheduling the coding rate in this way can result in more frequent
transmission errors. We hence study the optimal scheduling of the coding rate in the relay
system with outdated CSI under a reliability constraint for the data transmission. As objective
function we focus on the maximization of the FBL throughput. Solving this optimal scheduling
problem requires the source to choose the coding rate based on scheduling weights, i.e. factors
by which the outdated channel SNRs are rescaled. We contribute by first deriving a model for
the FBL throughput of the relaying system operating with outdated CSI. Next, we propose an
optimal scheduling scheme that maximizes the FBL throughput. We show that the objective
function of the scheduling problem is concave in the coding rate and quasi-concave in the
scheduling weights. Therefore, the optimal scheduling problem can be solved efficiently by
iterative methods. Nevertheless, to mitigate the computational complexity, we also consider a
sub-optimal scheduling scheme, where fixed scheduling weights are applied per frame. We refer
to this scheme as constant heuristic and study the problem of choosing the constant scheduling
weights which maximize the average FBL throughput over time. We finally perform numerical
evaluations and show that the optimal scheme outperforms the best constant heuristic, especially
when the reliability constraint is strict and/or the average SNR is high. Surprisingly, we find that
the channel correlation has only a marginal impact on the performance gap between the two
schemes.
The rest of the paper is organized as follows. Section II describes the system model and briefly
4reviews the background regarding the finite blocklength regime. In Section III, we first derive
the finite blocklength performance model of the considered relaying scenario with outdated CSI.
Afterwords, we state the optimization problem of interest and provide the theoretical insights
that lead to the optimal solution. We then turn to the constant heuristic and provide an optimal
solution for choosing the fixed scheduling weight. In Section IV we then present our numerical
results. Finally, we conclude our work in Section V.
II. SYSTEM MODEL
We consider a straightforward scenario with a source S, a destination D and a relay R as
schematically shown in Figure 1. The relay is assumed to work under a DF principle. The
Source Relay Destination
h1 h2
Backhaul link Relaying link
Fig. 1. Example of the considered DF relaying scenario.
entire system operates in a slotted fashion where time is divided into frames of length n+ 2m
symbols, as shown in Figure 2. Each frame consists of two parts, the initialization part and the
CSI acquisition Backhaul Relaying
n symbols m symbols m symbols 
Channel 
estimation 
time point
Backhaul 
phase start 
time point
Relaying 
phase start 
time point
Transmission 
end time 
point
Fig. 2. Illustration of the relationship of channel estimation and data transmission within the considered frame time.
transmission part. For the initialization part a certain amount of symbols are spent for acquiring
the CSI. During this part, messages are exchanged to essentially obtain the CSI of the backhaul
and relaying link at the source node. We assume this part to have a duration of n symbols,
without specifying closer the exact system operation. The second part of each frame is the
transmission part containing two phases, which are the backhaul phase (of length m) and the
relaying phase (of length m). During the backhaul phase, the source sends a data block to the
relay. Then, if the relay decodes the block successfully, it forwards the block to the destination
5in the subsequent relaying phase. Overall, we assume a setting where the initialization part takes
a significantly longer amount of time than a single data transmission phase, i.e. n > m. This
is motivated for example by rather short (but important) payload packets for which a reliable
transmission is crucial, which justifies the acquisition of the CSI upfront.
Channels are assumed to experience a time-varying Rayleigh-distributed random fading. As
both the backhaul phase and the relaying phase are short, we assume that the channel state
is constant during each phase. However, the channel states in different frames are assumed
to be independent. Considering a frame i, the channel’s complex states of the backhaul link
and the relaying link are denoted by h1,i and h2,i and are assumed to be independent and
identically distributed (i.i.d.). The received SNR at the relay of the backhaul phase and the
received SNR at the destination of the relaying phase are denoted by γ1,i and γ2,i. Hence, we
have γk,i = γ¯kh2k,i, k = 1, 2, where γ¯k is the average SNR of link k (either the backhaul link or
the relaying link). Recall that we assume the source to acquire the instantaneous CSI by sampling
the channel n symbols prior to the backhaul phase and n + m symbols prior to the relaying
phase. Thus, due to the time-varying nature of the fading, the sampled channel coefficients,
denoted by hˆk,i, k = 1, 2, differ from the actual instantaneous channel coefficients hk,i that the
data packet will experience. We adopt the widely-used Jakes model for the relation between hˆk,i
and hk,i [24], [25]:
hk,i = ρkhˆk,i +
√
1− ρk2ek,i, (1)
where ek,i is a complex Gaussian random variable, i.e., ek,i ∼ CN (0, 1). In addition, ρk, k = 1, 2
are channel correlation coefficients. Taking the frame sequence into account, we thus obtain
ρ1 = J0(2pifS−Rn) and ρ2 = J0(2pifR−D(n+m)), where fS−R and fR−D stand for the Doppler
frequency experienced on the backhaul link and the relaying link. In addition, J0(·) denotes the
zero-order Bessel function of the first kind [26]. Based on the outdated CSI hˆk,i, the outdated
SNRs are given by γˆk,i = γ¯khˆ2k,i, k = 1, 2. Thus, the instantaneous channel SNRs γk,i become
now random variables conditioned on the outdated SNRs γˆk,i. The conditional probability density
function (PDF) of the instantaneous SNRs of link k during frame i thus results to [25]:
P [γk,i|γˆk,i] =
exp(−γk,i+ρ2kγˆk,i
γ¯k(1−ρ2k)
)
γ¯k(1− ρ2k)
· I0
(
2ρk
√
γk,iγˆk,i
γ¯k(1− ρ2k)
)
, (2)
where I0 is the zero-order modified Bessel function of the first kind. We further denote by γ¯k,i
6the median of the instantaneous SNR γk,i, for which the following equation holds:∫ γ¯k,i
0
P [γk,i|γˆk,i] dγk,i =
∫ +∞
γ¯k,i
P [γk,i|γˆk,i] dγk,i = 0.5 . (3)
Due to (1) the median of the distribution of the instantaneous channel hk,i is ρkhˆk,i, thus we
have γ¯k,i ≈ ρ2kγk,i.
A. Finite Blocklength Error Model under Perfect CSI
For the real additive white Gaussian noise (AWGN) channel [8, Theorem 54] derives an
accurate approximation of the coding rate of a single-hop transmission system. With blocklength
m, block error probability ε and SNR γ, the coding rate (in bits per channel use) is given by
r ≈ 1
2
log2 (1 + γ) −
√
Vreal
m
Q−1 (ε), where Q−1(·) is the inverse of the Q-function given by
Q (w) =
∫∞
w
1√
2pi
e−t
2/2dt. In addition, Vreal is the channel dispersion of a real Gaussian channel
which is given by Vreal = γ2
γ+2
(1+γ)2
(log2e)
2.
Under a quasi-static fading channel model, each channel state is assumed to be static during a
frame, i.e., in each frame a quasi-static fading channel with fading coefficient h can be viewed
as an AWGN channel with channel gain |h|2. Therefore, the above result of the real AWGN
channel has been extended to a complex quasi-static fading channel model [10]–[14]: For a
received SNR γ, the coding rate of a frame (in bits per channel use) is given by:
r = R(γ, ε,m) ≈ C(γ)−
√
Vcomp
m
Q−1 (ε) , (4)
where C (γ) is the Shannon capacity function of a complex channel with received SNR γ :
C(γ)=log2 (1 + γ). In addition, the channel dispersion of a complex Gaussian channel is twice
the one of a real Gaussian channel: Vcomp = 2Vreal = γ γ+2(1+γ)2 (log2e)
2 =
(
1− 1
(1+γ)2
)
(log2e)
2.
Then, for a single-hop transmission under a quasi-static fading channel, with blocklength m
and coding rate r, the decoding (block) error probability at the receiver is given by:
ε = P(γ, r,m) ≈ Q
(
C(γ)− r√
Vcomp/m
)
. (5)
Considering the channel fading, the expected/average error probability is given by [10]:
E
γ
[ε] = E
γ
[P(γ, r,m)] ≈ E
γ
[
Q
(
C(γ)− r√
Vcomp/m
)]
. (6)
7In the remainder of the paper, we investigate the considered relaying system in the finite
blocklength regime by applying the above approximations. As these approximations have been
shown to be accurate for a sufficiently large blocklength m [8], for simplicity we will assume
them to hold in equality in our analysis and numerical evaluation conditioned on the assumption
of a sufficiently large value of m at each hop.
III. MAXIMIZING THE FBL THROUGHPUT UNDER RELIABILITY CONSTRAINTS
As discussed in the previous section, the source has outdated channel state information that
it can rely on for scheduling the data transmission in the relay system. In this section, we
address thus the problem of how to optimally schedule the coding rate based on the inaccurate
outdated CSI such that the throughput of the relay system is maximized. We restrict this
scheduling problem to a reliability constraint such that for each data transmission a target
error probability εth must be met. Such a scheduling problem is justified by current discussions
around industrial wireless communication systems, where small payload packets need to be
transmitted within a bounded time interval while keeping a (stochastic) reliability guarantee. In
the following, we first develop a throughput model of the relaying system with respect to the finite
blocklength assumption, building on Section II-A. Subsequently, the mathematical statement of
the optimization problem is provided. We then turn to the solution, providing both an optimal
solution as well as a low-complexity heuristic.
A. FBL Throughput Model for Relay Systems
Assuming ri is the scheduled coding rate1 for frame i with instantaneous SNRs γ1,i and γ2,i,
the overall error probability of the relaying system during frame i is:
εR,i(ri) = 1− (1− ε1,i)(1− ε2,i)
= ε1,i + ε2,i − ε1,iε2,i,
(7)
where εk,i = P(γk,i, ri,m), i = 1, 2. Based on (7), we immediately have the expected overall
error probability conditioned on the outdated CSI γˆ. It is the expected value of (7) over the
conditioned channel fading distribution:
ε¯R,i(ri) = ε¯1,i + ε¯2,i − ε¯1,iε¯2,i. (8)
1Note that only a single coding rate is scheduled for both links per frame.
8ε¯k,i=
+∞∫
0
P [γk,i|γˆk,i]P(γk,i,ri,m)dγk,i=
+∞∫
0
I0(
2ρk
√
γk,iγˆk,i
γ¯k(1−ρ2k)
)exp (− γk,i+ρ2kγˆk,i
γ¯k(1−ρ2k)
)
γ¯k(1− ρ2k)
Q(
C(γk,i)− ri√
1
m
(
1− 2−2C(γk,i))log2e )dγk,i
=
1√
2pi
+∞∫
0
∞∫
α(γk,i,ri)
I0(
2ρk
√
γk,iγˆk,i
γ¯k(1−ρ2k)
)
γ¯k(1− ρ2k)
e
− γk,i+ρ
2
kγˆk,i
γ¯k(1−ρ2k)
− t2
2
dtdγk,i
x=
√
2γk,i
γ¯k,(1−ρ2k)
=
1√
2pi
+∞∫
0
∞∫
α(x,ri)
xI0(
xρk
√
2γˆk,i√
γ¯k(1− ρ2k)
)e
− x2
2
− ρ
2
kγˆk,i
γ¯k(1−ρ2k)
− t2
2
dtdx
=
1√
2pi
+∞∫
0
∞∫
α(x,ri)
xI0 (xρkxk,i)e
− x
2+ρ2kxk,i+t
2
2 dtdx.
(9)
In (8), ε¯k,i, k = 1, 2 are the expected error probabilities of either the backhaul link or the relaying
link. Then, by averaging εk,i over the conditional PDF in (2), ε¯k,i, k = 1, 2 is given by (9), where
α(x, ri)=
C(x2γˆk,i(1−ρ2k)/2)−ri√
1
m
(1−2−2C(x2γˆk,i(1−ρ2k)/2))log2e
and xk,i =
√
2γˆk,i
γ¯k(1−ρ2k)
.
Notice that for the relaying system considered, the (source-to-destination) equivalent coding
rate during each frame i is actually ri/2. Therefore, the expected FBL throughput of relaying
during frame i, i.e., the expected effectively transmitted information (number of correctly received
bits at the destination) per channel use, is given by:
µFBL,i = CFBL(ri) = ri(1− ε¯R,i(ri))/2. (10)
The above µFBL,i is the expected FBL throughput of relaying for an upcoming frame i based
on a scheduled coding rate. By marginalizing over all possible channel states for both links,
we finally end up with the average FBL throughput of relaying: µFBL = E
i=1,...,+∞
[CFBL,i(ri)] =
E
γ1,i,γ2,i
[CFBL,i(ri)]. Note in particular that this throughput depends on the scheduled coding rate
ri which itself can be based on the information at hand of the source, i.e. the outdated SNRs
γˆ1,i and γˆ2,i.
B. Optimal Scheduling
Recall that we are interested in scenarios with reliability constraints, i.e., the (expected/average)
error probability of each link should be lower than a threshold εth of practical interest, e.g.,
εth  0.5. If the source schedules the coding rate directly based on the outdated CSI, it is
likely that the instantaneous SNR is lower. This can introduce a significant source of block
errors while generally leading to a higher coding rate in case of successful transmissions, i.e.
9we face a typical trade-off. To study this trade-off, we introduce weights, i.e., SNR back-offs,
to let the source choose a relatively lower coding rate obtained by scaling the outdated SNR.
Denote these weights for frame i for the backhaul link by η1,i and for the relaying link by η2,i,
where 0 < ηk,i, k = 1, 2. Recall that the performance of the two-hop relaying system is subject
to the bottleneck link which can be either the backhaul or the relaying link. Thus, for a given
selection of the weights η the coding rate ri of frame i is determined based on the bottleneck
link: ri = R(min{η1,iγˆ1,i, η2,iγˆ2,i}, εth,m).
Our aim is to determine - per frame - the optimal scheduling weights (of the backhaul link
and the relaying link) for coding rate scheduling which maximizes the average FBL throughput
while guaranteeing the reliability of transmissions. Therefore, the optimization problem actually
equals to maximize the expected FBL throughput per frame by solving the following optimization
problem:
max
η1,i,η2,i
µFBL
s.t. : ε¯k,i≤εth, k = 1, 2; i = 1, ...,+∞.
(11)
For this optimization problem, note that the space of feasible solutions for the scheduling weights
is restricted in the following way: We are interested in reliable transmission, i.e. we restrict
the transmission to the reliability constraint th  0.5. Then, according to (3) we have ε¯k,i=
E
γk,i|γˆk,i
[εk,i] ≤ 0.5 ⇔ P{ E
γk,i|γˆk,i
[C(γk,i)] ≥ ri} ≥ 0.5 ⇔ P {γk,i ≥ ηk,iγˆk,i} ≥ 0.5 ⇔ ηk,i ≤ ρ2k,
which results thus in the space ηk,i ∈ [0, ρ2k].
Under this constraint, the following proposition can be shown with respect to the scheduling
of the weights for the considered relay system:
Proposition 1. For a relay network operating on outdated CSI, if the coding rate for frame
i is scheduled according to ri = R(min{η1,iγˆ1,i, η2,iγˆ2,i}, εth,m), ηk,i ∈ (0, ρ2k], k = 1, 2, the
expected FBL throughput of the upcoming frame i, µFBL,i = CFBL(ri), is concave in the coding
rate ri.
Proof. See Appendix A.
Recall that the coding rate is chosen by the source based on min{η1,iγˆ1,i, η2,iγˆ2,i}. Due to (4),
the coding rate is strictly increasing in min{η1,iγˆ1,i, η2,iγˆ2,i} and therefore increasing in η1,i or
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η2,i. In combination with Proposition 1, we thus obtain an important corollary regarding the
optimal scheduling of the system:
Corollary 1. For a relay network operating on outdated CSI, if the coding rate for frame i is
scheduled according to ri = R(min{η1,iγˆ1,i, η2,iγˆ2,i}, εth,m), ηk,i ∈ (0, ρ2k], k = 1, 2, CFBL,i the
expected FBL throughput of frame i is quasi-concave in η1,i in the region (0, ρ21] and quasi-
concave in η2,i in the region (0, ρ22].
Proof. See Appendix B.
According to Corollary 1, the expected FBL throughput of frame i CFBL,i can be optimized
by applying quasi-convex optimization techniques, e.g., backtracking line search, to obtain the
optimal weights for determining the coding rate. Nevertheless, this can be computationally heavy,
as this optimization step needs to be conducted prior to each data transmission. Note in this
context that the smaller the reliability requirement is, the smaller is also the search space of the
scheduling weights, making it more likely that for a given instance the optimal solution is on
the boundary of the feasible set. Still, in order to reach the optimal system performance, some
computations need to be executed prior to each frame.
C. Constant Weight Heuristic
To further reduce the computational complexity, in this section we consider scheduling schemes
where the weight is not adapted per frame. Once the scheduling weights are determined at
system initialization (depending on the average SNR and the correlation coefficients) they remain
constant during all frames. We are interested in determining the constant heuristic with the best
performance.
Denote these constant weights by η1 and η2 for the backhaul and relaying link. Then, the coding
rate for frame i under the constant weight scheme is subject to the instantaneous SNR and the
constant weights. As a result, obviously the coding rate is not constant over different frames.
In particular, the coding rate ri of frame i is obtained by: ri=R(min{η1γˆ1,i, η2γˆ2,i}, εth,m).
According to (4), the coding rate ri is strictly increasing in min{η1γˆ1,i, η2γˆ2,i} and therefore
monotonically increasing in η1 and η2. Thus, under this constant weight scheme, the average
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FBL throughput can be determined by:
µFBL(η1, η2)=E
ri
[CFBL(ri)]
=
∫ ∞
0
∫ ∞
0
CFBL (R(min{η1γˆ1, η2γˆ2}, εth,m))e−
γˆ1
γ¯1
−γˆ2
γ¯2 d
γˆ1
γ¯
d
γˆ2
γ¯
=
1
γ¯1¯γ2
∫ ∞
0
∫ ∞
η1γˆ1
η2γ¯2
CFBL (R(η1ˆγ1, εth,m))e−
γˆ1
γ¯1
−γˆ2
γ¯2 dγˆ2dγˆ1
+
1
γ¯1¯γ2
∫ ∞
0
∫ ∞
η2γˆ2
η1γ¯1
CFBL(R(η2γˆ2, εth,m))e−
γˆ1
γ¯1
− γˆ2
γ¯2 dγˆ1dγˆ2.
(12)
Under the best constant heuristic, the aim is to maximize the average FBL throughput while
the constraint is to guarantee the average error probability over time 2. Then, the resulting
optimization problem is given by:
max
η1,η2
µFBL(η1, η2).
s.t : E
γk,i
[ε¯k,i]≤εth, k = 1, 2.
(13)
As we assume εth  0.5, we have E
γk,i
[ε¯k,i]= Eˆ
γk,i
[ E
γk,i|γˆk,i
[εk,i]] ≤ 0.5⇔ Eˆ
γk,i
[ E
γk,i|γˆk,i
[Q(
C(γk,i)−ri√
Vcomp/m
)]]≤0.5⇔
E
γˆk,i
[P{E
γk,i|γˆk,i
[C(γk,i)]≥ri}]≥0.5 ⇔ Eˆ
γk,i
[P {γk,i ≥ ηkγˆk,i}] ≥ 0.5 ⇔ ηk ≤ ρ2k. Therefore, the feasible set
of ηk,i is (0, ρ2k] under the case εth = 0.5 and covers a subset of (0, ρ
2
k] when εth  0.5.
Denote η∗1 and η
∗
2 as the solution to the above optimization problem, i.e. they are the optimal,
constant scheduling weights. We then have the following proposition:
Proposition 2. Considering a relay network operating on outdated CSI with constant scheduling
weights, if the coding rate of each frame i is scheduled according to ri = R(min{η1γˆ1,i, η2γˆ2,i}, εth,m),
then the average FBL throughput CFBL is quasi-concave in η1 in the region (0, ρ21] and quasi-
concave in η2 in the region (0, ρ22].
Proof. See Appendix C.
According to Proposition 2, (13) can be efficiently solved by applying quasi-convex optimiza-
tion techniques. For a relay system with a certain set of average SNRs and correlation coefficients
as well as a given reliability constraint, we obtain a unique pair of fixed scheduling weights.
2From a statistical point of view, guaranteeing the expected error probability per frame leads to the same results as guaranteeing
the average error probability over time
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Note that these fixed weights are then strictly applied per frame, leading to a varying coding
rate that maximizes the long-term average FBL throughput (under the assumption of using fixed
weights). This reduces drastically the computational complexity, but leads to an inferior system
performance in comparison to the optimal scheduling scheme with adaptive scheduling weights,
i.e. the optimal solution presented in Section III-B.
IV. NUMERICAL EVALUATION AND DISCUSSION
In this section, we present some numerical results regrading the throughput maximization in
relay systems. We consider in particular two issues: Initially, we study several aspects of the
quasi-convexity of the FBL throughput with respect to the scheduling weights. In particular,
we are interested in the sharpness of the optimum. This investigation is important for practical
system design, as it clarifies the potential cost of non-optimal weight selection. After clarifying
these issues, we move to a more general performance investigation. Here, we are especially
interested in the performance comparison between the optimal scheduling scheme (with changing
scheduling weights per frame) and the low-complexity best constant heuristic.
From a methodological point of view, all following numerical results are based on simulations.
We consider a basic scenario for these simulations with the following parameterization: We
assume an urban outdoor scenario where the distances of the backhaul and relaying link are both
set to 100 m. For channel propagation, we utilize the well-known COST [27] model (which is a
commonly-used model for urban scenarios) for calculating the path loss. The center frequency is
set to to 2 GHz while the transmit power ptx is selected to 35 dBm (we vary the transmit power
in Figures 7 and 8) considering a noise power of -90 dBm, respectively. Lastly, the blocklength at
each hop of relaying is set to m = 300 symbols3. Recall that the channel correlation coefficients
ρ21 and ρ
2
1 of the backhaul and relaying links are subject to the settings of n, n + m and the
Doppler frequency. In particular, ρ21 ≥ ρ22 as n ≤ n + m, i.e., the CSI of the relaying phase is
more delayed. In the simulation, we don’t set a fixed value for either the length of initialization
phase n or the Doppler frequency. Instead, we consider different setups of ρ21 and ρ
2
1, which
corresponds to different settings of n and the Doppler frequency as m is fixed, while ρ21 ≥ ρ22
holds for all setups.
3From [8, Figure 2] it is known that the relative difference of the approximate and the exact achievable rates is less than 2%
for cases with m ≥ 100.
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A. Quasi-Convexity of the FBL Throughput
In this subsection, we consider numerical results regarding the quasi-convexity of the average
FBL throughput. We first study the relationship between the expected FBL throughput of an
upcoming frame and the choice of scheduling weights (based on the corresponding outdated
CSI) in case of the optimal scheduling scheme that adapts the weights per frame. In order to
do so, we fix the outdated CSI and generate realizations of the corresponding instantaneous
channel states. Then, we study the expected FBL throughput (the expectation/average over all
realizations) by varying the scheduling weights. The results are shown in Figure 3. First of
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Fig. 3. Expected FBL throughput [bit/ch.use] of an upcoming frame i vs. the choice of scheduling weights. In the figure, we
set ρ21 = 0.7 and ρ22 = 0.5.
all, the figure illustrates that the FBL throughput per frame is quasi-concave in the scheduling
weights η1,i and η2,i. Hence, by choosing appropriate values for η1,i and η2,i the FBL throughput
can be optimized. Secondly, the figure also shows that the expected FBL throughput of the
upcoming frame is actually subject to both scheduling weights η1,i and η2,i in general. However,
if η1,i is chosen optimally, then the choice of η2,i can be arbitrarily large (but not arbitrarily
small). This stems essentially from the fact how the scheduling weights influence the bottleneck
link. The case "FBL throughput being only influenced by η1,i" corresponds to the situation where
the bottleneck link (for determining the coding rate) is the backhaul link. At the same time, as
long as η2,i (the scheduling weight of the relaying link) is not set to a very small value, the
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Fig. 4. Expected FBL throughput [bit/ch.use] of an upcoming frame i with different channel correlation coefficients. In the
figure, we vary the scheduling weight η1,i while setting η2,i = 0.7.
impact on the SNR of the backhaul link is considerably small and therefore does not influence
the coding rate. In other words, there is no impact of a link’s scheduling weight on the FBL
throughput of the upcoming frame if this link is not the bottleneck link. Obviously, reducing
the scheduling weight of a link likely makes this link become the bottleneck link eventually.
As a consequence of this dependence between η1,i and η2,i, we observe that there are multiple
solutions maximizing the FBL throughput surface for the considered channel setting.
We next study the quasi-convexity of the optimal scheduling for scenarios with different
channel correlation setups. The results are shown in Figure 4 where we fix η2,i to 0.7, i.e.,
make the backhaul link the bottleneck and vary η1,i. The figure reveals that a stronger channel
correlation results in a higher optimal FBL throughput. More importantly, this higher maximum
is achieved by a bigger scheduling weight. In other words, a strong channel correlation allows
us to set the scheduling weight more aggressively, leading to a higher coding rate and a higher
FBL throughput.
We now turn to the constant heuristic, where the scheduling weight is determined once for the
given system and then left constant for each frame. In Figure 5, we show the relationship between
the average FBL throughput CBL and the constant scheduling weights η1 and η2 while generating
many different outdated channel instances and the corresponding instantaneous channel state
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Fig. 5. Average FBL throughput [bit/ch.use] vs. choice of constant scheduling weights for a relay system with parameters
ρ21 = 0.7 and ρ22 = 0.5.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
1 (while we set 2=0.7)
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Av
er
ag
e 
FB
L 
th
ro
ug
hp
ut
 
 ( 1
2
, 2
2) = (0.9,0.9)
 ( 1
2
, 2
2) = (0.9,0.7)
 ( 1
2
, 2
2) = (0.7,0.5)
 ( 1
2
, 2
2) = (0.5,0.3)
 ( 1
2
, 2
2) = (0.3,0.1)
Fig. 6. Average FBL throughput [bit/ch.use] vs. choice of constant scheduling weights for relay systems with different channel
correlation coefficients. In the figure, we vary the fixed scheduling weight η1 while setting η2 = 0.7.
realizations. Firstly, the figure confirms again our analytical insight (Proposition 2), i.e. CFBL is
quasi-concave in η1 or η2. In addition, we observe that a near-optimal FBL throughput is achieved
for a large set of different scheduling weights, e.g., a small error of the optimal solution does
not change the average FBL throughput too much. Hence, the FBL throughput in the case of the
constant scheduling weights is somewhat robust to an erroneous choice of the weights. Similar
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to the optimal scheduling, we further study the average FBL throughput of the best constant
heuristic with different channel correlation coefficients. The results are provided in Figure 6. It is
shown that under the best constant heuristic scheme a strong channel correlation also introduces
a higher FBL throughput attained for larger scheduling weights. Nevertheless, note that the
throughput difference is smaller when comparing the throughput for small and large channel
correlations in case of the constant scheduling weights in comparison to the optimal, adaptive
choice of the scheduling weights per frame (Figure 4).
We conclude the discussion regarding the quasi-convexity by summarizing the following
guidelines for choosing the scheduling weights: Firstly, in general the optimal weights are lower
than 0.5 even for channels with high correlation coefficients. Secondly, in comparison to a weak
channel correlation, a strong one allows us to set a relatively bigger scheduling weight. Thirdly,
it is important to have an accurate characterization of the channel correlation, otherwise the
FBL throughput can be significantly reduced. In particular, the optimal scheduling scheme is
more sensitive to an inaccurate knowledge of the channel correlations than the constant weight
heuristic. Furthermore, a low error probability constraint leads to a small feasible set for choosing
the scheduling weights. Finally, it appears that for constant weight scheduling, the choice of the
weights is less sensitive to wrong choices, especially if these choices end up being too large. In
the case of the optimal scheduling, this only applies to cases where one of the link weights is
set optimally.
B. Optimal vs. Constant Scheduling
In this subsection, we focus on investigating the performance gap between the two schemes
presented in Section III-B and III-C for a set of variable parameters with respect to the SNR, reli-
ability constraint and channel correlation coefficient. To start with, we show the FBL throughput
of the two schemes versus the average channel SNR while considering different settings of the
reliability threshold εth. The results are shown in Figure 7, where the average FBL throughputs
are based on the optimal/sub-optimal choice of coding rate under either the optimal scheduling
or the best constant heuristic. Firstly, we observe that the lower the reliability threshold is, the
lower the optimal average FBL throughput is. Secondly, a higher SNR also increases the gap
between the optimal scheduling and the constant heuristic. Lastly, a lower reliability constraint
εth leads to a significantly bigger gap between the two schemes. For instance, the gap is quite big
17
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Fig. 7. Comparison of the average FBL throughput [bit/ch.use] for the two different schemes (optimal and constant scheduling)
versus the average channel SNR for different reliability constraints εth. For the channel correlations, we considered ρ21 = 0.7
and ρ22 = 0.5.
under the constraint εth = 10−3 while it is small when εth = 0.5. This suggests that it only pays
off to spend the additional computational complexity for the optimal scheduling scheme in case
of a high reliability constraint (i.e. a rather low requirement on the error probability). In case of a
rather low reliability constraint, there is no big difference between the two scheduling schemes.
This is essentially due to the fact that in case of a high reliability constraint the constant heuristic
needs to select a proportionally lower value for the scheduling weight to fulfill the reliability
constraint even in cases where the instantaneous channel state drops significantly below the
outdated CSI. In case of the optimal scheduling, this can be compensated for by frame-specific
scheduling of the weights.
Finally, we show in Figure 8 the average FBL throughput of the two different schemes
regarding different channel correlation coefficients while the reliability constraint is fixed at
εth = 10
−2. We observe that there is a big loss in comparison to the Shannon capacity, even for
the FBL throughput with a strong channel correlation. In addition, a stronger channel correlation
introduces a higher FBL throughputs for both the optimal scheduling and the constant heuristic.
Furthermore, in the high SNR region the performance gap between the two schemes is less
18
−10 −5 0 5 10 15 20 25 30 35
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
SNR 
Av
er
ag
e 
FB
L 
th
ro
ug
hp
ut
 
 
 
Shannon capacity
Opt, ρ1
2
=0.9, ρ2
2
=0.7
Cst, ρ1
2
=0.9, ρ2
2
=0.7
Opt, ρ1
2
=0.7, ρ2
2
=0.5
Cst, ρ1
2
=0.7, ρ2
2
=0.5
Opt, ρ1
2
=0.3, ρ2
2
=0.1
Cst, ρ1
2
=0.3, ρ2
2
=0.1
Fig. 8. Comparison of the average FBL throughput [bit/ch.use] for the two different schemes (optimal and constant scheduling)
versus the average channel SNR for different correlation coefficients of the links. For the reliability constraint we set εth = 10−2.
influenced by the channel correlation, e.g., at point SNR=25 dB the gap between the two schemes
of the case (ρ21 = 0.9, ρ
2
2 = 0.7) is quite similar to the gaps under the other two cases. This is
due to the fact that a strong channel correlation makes the outdated CSI more accurate, which
reduces the importance of choosing the best scheduling weight. As a result, the performance gap
between the optimal and the heuristic scheduling schemes is relatively constant. On the other
hand, in the low SNR region the gap between the two schemes is slightly bigger for the case
with a strong channel correlation.
Combining the insights from Figure 7 and Figure 8, we can conclude that the performance
gap between the proposed optimal and heuristic scheduling schemes mainly depends on the error
probability threshold and the average channel SNR, while it is only marginally influenced by
the channel correlation coefficients. Thus, it is perhaps only worth to spend the computational
complexity of the optimal scheme in case of high reliability constraints and a rather high average
SNR.
V. CONCLUSION
In this work, we study the finite blocklength performance of relaying with outdated CSI. Both
an optimal and an low-complexity sub-optimal scheduling scheme are proposed to maximize the
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FBL throughput while satisfying a reliability constraint regarding the data transmission. We show
that in both cases an optimal performance can be obtained by exploiting the quasi-concavity of
the FBL throughput with respect to scheduling weights. By numerical analysis, we conclude
a set of guidelines for the design of efficient relaying systems in the FBL regime. Firstly, it
is important to have accurate channel correlation information, otherwise the inaccurate channel
correlation coefficients can reduce the throughput. In particular, the optimal scheme is more
sensitive regarding the accuracy of the channel correlation. Secondly, the optimal scheme is
more sensitive to erroneous selection of the scheduling weights in comparison to the constant
scheme. Thus, in practice a precise computation of the scheduling weights in case of the
optimal scheme needs to be performed which nevertheless only pays off in certain scenarios.
For the constant scheme, a less accurate computation of the optimal weights leads already to a
satisfactory performance in particular if the scheduling weights are chosen rather too large versus
too small. Thirdly, the performance gap between the proposed two schemes depends mainly on
the reliability constraint regarding the data transmissions. The stricter this constraint is, the more
does the optimal scheme outperform the constant scheme. Finally, the performance gap between
the two schemes is less influenced by the channel correlation coefficients.
APPENDIX A
PROOF OF PROPOSITION 1
Based on (8) and (10), we immediately have µFBL,i = CFBL(ri) = (1− ε¯1,i(ri))(1− ε¯2,i(ri))ri/2.
Therefore, the first and second derivatives of CFBL with respect to ri are given by:
∂CFBL
∂ri
=
(1− ε¯1,i(ri))(1− ε¯2,i(ri))
2
− ∂ε¯1,i
∂ri
(1− ε¯2,i(ri))ri
2
− ∂ε¯2,i
∂ri
(1− ε¯1,i(ri))ri
2
,
(14)
∂2CFBL
∂2ri
=− ∂ε¯1,i
∂ri
(1− ε¯2,i(ri))− ∂ε¯2,i
∂ri
(1− ε¯1,i(ri))
− ∂
2ε¯1,i
∂2ri
(1− ε¯2,i(ri))ri
2
− ∂
2ε¯2,i
∂2ri
(1− ε¯1,i(ri))ri
2
+
∂ε¯1,i
∂ri
∂ε¯2,i
∂ri
ri.
(15)
In the following, we prove Proposition 1 by showing ∂
2CFBL
∂2ri
< 0.
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Recall that εk,i = P(γk,i, ri,m), k = 1, 2. According to (4), we have:
∂εk,i
∂ri
=
m
1
2 exp (− m(C(γk,i)−ri)
2
2(1−2−2C(γk,i))(log2e)2
)
√
2pi
(
1− 2−2C(γk,i)) 12 log2e > 0, (16)
∂2εk,i
∂2ri
=
m
3
2 (C(γk,i)− ri) exp (− m(C(γk,i)−ri)
2
2(1−2−2C(γk,i))(log2e)2
)
√
2pi(1− 2−2C(γk,i)) 32 (log2e)3
. (17)
Based on (9), we have:
∂ε¯k,i
∂ri
=
∫ +∞
0
P [γk,i|γˆk,i] ∂εk,i
∂ri
dγk,i > 0, (18)
∂2ε¯k,i
∂2ri
=
∫ +∞
0
P [γk,i|γˆk,i] ∂
2εk,i
∂2ri
dγk,i. (19)
As ηk ≤ ρ2k, k = 1, 2, the following inequality holds: ri < C (mink=1,2{ηkγˆk,i}) ≤ C (mink=1,2{ρ2kγˆk,i}).
Hence, C(γk,i)− ri > 0 and therefore ∂
2εk,i
∂2ri
> 0 during the intervals γk,i ∈ [ηkγˆk,i, ρ2kγˆk,i) and
γk,i ∈ [ρ2kγˆk,i +∞). As P [γk,i|γˆk,i] > 0, hence we have:
∫ ρ2kγˆk,i
ηkγˆk,i
P [γk,i|γˆk,i] ∂
2εk,i
∂2ri
dγk,i > 0 and∫ +∞
ρ2kγˆk,i
P [γk,i|γˆk,i] ∂
2εk,i
∂2ri
dγk,i > 0.
Considering equation (3), we have:∫ +∞
ρ2kγˆk,i
P [γk,i|γˆk,i] ∂
2εk,i
∂2ri
dγk,i
=
∫ +∞
ρ2kγˆk,i
P [γk,i|γˆk,i] m
3
2 (C(γk,i)−ri) e
− m(C(γk,i)−ri)
2
2(1−2−2C(γk,i))(log2e)2
√
2pi(1−2−2C(γk,i)) 32 (log2e)3
dγk,i
>
∫ ρ2kγˆk,i
0
P [γk,i|γˆk,i] m
3
2 |C(γk,i)−ri| e
− m(C(γk,i)−ri)
2
2(1−2−2C(γk,i))(log2e)2
√
2pi(1−2−2C(γk,i)) 32 (log2e)3
dγk,i
>
∫ ηkγˆk,i
0
P [γk,i|γˆk,i] m
3
2 |C(γk,i)−ri| e
− m(C(γk,i)−ri)
2
2(1−2−2C(γk,i))(log2e)2
√
2pi(1− 2−2C(γk,i)) 32 (log2e)3
dγk,i
=
∣∣∣∣∫ ηkγˆk,i
0
P [γk,i|γˆk,i] ∂
2εk,i
∂2ri
dγk,i
∣∣∣∣ .
(20)
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So far, it has been shown that
∂2ε¯k,i
∂2ri
=
∫ +∞
0
P [γk,i|γˆk,i] ∂
2εk,i
∂2ri
dγk,i
≥
∫ ρ2kγˆk,i
ηkγˆk,i
P [γk,i|γˆk,i] ∂
2εk,i
∂2ri
dγk,i
+
∫ +∞
ρ2kγˆk,i
P [γk,i|γˆk,i] ∂
2εk,i
∂2ri
dγk,i
−
∣∣∣∣∫ ηkγˆk,i
0
P [γk,i|γˆk,i] ∂
2εk,i
∂2ri
dγk,i
∣∣∣∣
>0 .
(21)
According to (5), the error probability of a link is higher than 0.5 only if the coding rate
is higher than the Shannon capacity. Recall that the coding rate chosen by the source satisfies
ri < C
(
min
k=1,2
{ηkγˆk,i}
)
≤ C
(
min
k=1,2
{ρ2kγˆk,i}
)
. This makes the expected error probability of each
single link (during frame i) be lower than 0.5, i.e., ε¯k,i < 0.5, k = 1, 2. Based on (15), we have:
∂2CFBL
∂2ri
< −∂
2ε¯1,i
∂2ri
ri
4
− ∂
2ε¯2,i
∂2ri
ri
4
+
∂ε¯1,i
∂ri
∂ε¯2,i
∂ri
ri
<
(
2
∂ε¯1,i
∂ri
∂ε¯2,i
∂ri
− ∂
2ε¯1,i
∂2ri
− ∂
2ε¯2,i
∂2ri
)
ri
2
≤
(
2
∂ε¯1,i
∂ri
∂ε¯2,i
∂ri
−
√
∂2ε¯1,i
∂2ri
∂2ε¯2,i
∂2ri
)
ri
2
.
(22)
Hence, ∂
2CFBL
∂2ri
< 0 if ∂
2ε¯k,i
∂2ri
− 4
(
∂ε¯k,i
∂ri
)2
> 0.
According to the Cauchy–Schwarz inequality, we have
(
∂ε¯k,i
∂ri
)2
= {∫ +∞
0 P [γk,i|γˆk,i]
∂εk,i
∂ri
dγk,i}2 ≤∫ +∞
0 P [γk,i|γˆk,i]2(
∂εk,i
∂ri
)2dγk,i<
∫ +∞
0 P [γk,i|γˆk,i](
∂εk,i
∂ri
)2dγk,i.
Hence, we have:
∂2ε¯k,i
∂2ri
− 4
(
∂ε¯k,i
∂ri
)2
>
∫ +∞
0 P [γk,i|γˆk,i] [
∂2εk,i
∂2ri
− 4(∂εk,i
∂ri
)2]dγk,i
=
∫ +∞
0
m·eA√
2pi(log2e)
2(1−2−2C(γk,i))
· P [γk,i|γˆk,i]Bdγk,i,
where A = (− m(C(γk,i)−ri)
2
2(1−2−2C(γk,i))(log2e)2
) and B =
m
1
2 (C(γk,i)−ri)
(1−2−2C(γk,i))
1
2 log2e
− 4eA√
2pi
<
m
1
2 (C(γk,i)−ri)−2ln2
(1−2−2C(γk,i))
1
2 log2e
.
There exists a positive constant t, which makes B ≤ t·m
1
2 (C(γk,i)−ri)
(1−2−2C(γk,i))
1
2 log2e
. Same to the discussion
in (20) and (21), it holds that:
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∫ +∞
0
m·eA·P[γk,i|γˆk,i]√
2pi(log2e)
2(1−2−2C(γk,i))
t·m 12 (C(γk,i)−ri)
(1−2−2C(γk,i))
1
2 log2e
dγk,i > 0. Hence, ∂
2CFBL
∂2ri
< 0. As µFBL,i = CFBL(ri),
µFBL,i is concave in ri.
APPENDIX B
PROOF OF COROLLARY 1
The coding rate of frame i is scheduled based on the outdated CSI of the bottleneck link, i.e.,
min{η1,iγˆ1,i, η2,iγˆ2,i}. According to (4), we know that ri is strictly increasing in min{η1,iγˆ1,i, η2,iγˆ2,i}.
Hence, when the source schedules the coding rate ri, high values of η1,i and η2,i lead to a big
ri. In other words, ri is monotonically increasing in ηk,i, k = 1, 2.
⇒ ∀ xk < yk, xk, yk ∈ (0, ρk] and λk ∈ [0, 1], we have ri|ηk,i=xk < ri|ηk,i=λkxk+(1−λk)yk <
ri|ηk,i=yk , where k = 1, 2.
Based on Proposition 1, CFBL is concave in ri,
⇒ min
{
CBL,i
(
ri|ηk,i=xk
)
, CBL,i
(
ri|ηk,i=yk
)}
6 CBL,i
(
ri|η=λkxk+(1−λ)y
)
.
⇒ CBL,i is quasi-concave in ηk,i, where k = 1, 2 and 0 < ηk,i ≤ ρ2k.
APPENDIX C
PROOF OF PROPOSITION 2
According to the proof of Corollary 1, ri, i = 1, 2, ...,+∞ is monotonically increasing in
ηk, k = 1, 2.
⇒ ∀ xk,i < yk,i, i = 1, 2, ...,+∞, xk,i, yk,i ∈ (0, ρk] and λk,i ∈ [0, 1], we have ri|ηk=xk,i <
ri|ηk=λk,ixk,i+(1−λk,i)yk,i < ri|ηk=yk,i , where k = 1, 2.
As shown in Proposition 1, CFBL is concave in ri. Hence, CFBL =
∑
i
CFBL is concave in
r = (r1, r2, ..., ri, ...).
⇒ min
{∑
i
CFBL
(
ri|ηk=xk,i
)
,
∑
i
CFBL
(
ri|ηk=yk,i
)}
≤∑
i
CFBL
(
ri|ηk=λk,ixk,i+(1−λk,i)yk,i
)
.
⇒ CBL is quasi-concave in ηk, where 0 < ηk ≤ ρ2k and k = 1, 2.
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