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ABSTRACT
AQUEOUS TURBULENCE STRUCTURE IMMEDIATELY ADJACENT TO THE
AIR – WATER INTERFACE AND INTERFACIAL GAS EXCHANGE

by
Binbin Wang

The University of Wisconsin – Milwaukee, 2013
Under the Supervision of Professor Qian Liao

Air-sea interaction and the interfacial exchange of gas across the air-water
interface are of great importance in coupled atmospheric-oceanic environmental systems.
Aqueous turbulence structure immediately adjacent to the air-water interface is the
combined result of wind, surface waves, currents and other environmental forces and
plays a key role in energy budgets, gas fluxes and hence the global climate system.
However, the quantification of turbulence structure sufficiently close to the air-water
interface is extremely difficult. The physical relationship between interfacial gas
exchange and near surface turbulence remains insufficiently investigated. This
dissertation aims to measure turbulence in situ in a complex environmental forcing
system on Lake Michigan and to reveal the relationship between turbulent statistics and
the CO2 flux across the air-water interface. The major objective of this dissertation is to
investigate the physical control of the interfacial gas exchange and to provide a universal
parameterization of gas transfer velocity from environmental factors, as well as to
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propose a mechanistic model for the global CO2 flux that can be applied in three
dimensional climate-ocean models.
Firstly, this dissertation presents an advanced measurement instrument, an in situ
free floating Particle Image Velocimetry (FPIV) system, designed and developed to
investigate the small scale turbulence structure immediately below the air-water interface.
Description of hardware components, design of the system, measurement theory, data
analysis procedure and estimation of measurement error were provided.
Secondly, with the FPIV system, statistics of small scale turbulence immediately
below the air-water interface were investigated under a variety of environmental
conditions. One dimensional wave-number spectrum and structure function sufficiently
close to the water surface were examined. The vertical profiles of turbulent dissipation
rate were intensively studied. Comparison between the turbulence structures measured
during the wind wave initiation period and those obtained during the growing period was
presented. Significant wave effects on near surface turbulence were found. A universal
scaling law was proposed to parameterize turbulent dissipation rate immediately below
the air-water interface with friction velocity, significant wave height and wave age.
Finally, the gas transfer velocity was measured with a floating chamber (FC)
system, along with simultaneously FPIV measurements. Turbulent dissipation rate both at
the interface and at a short distance away from the interface (~ 10 cm) were analyzed and
used to examine the small scale eddy model. The model coefficient was found to be
dependent on the level of turbulence, instead of being a constant. An empirical
relationship between the model coefficient and turbulent dissipation rate was provided,
which improved the accuracy of the gas transfer velocity estimation by more than 100%
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for data acquired. Other data from the literature also supported this empirical relation.
Furthermore, the relationship between model coefficient and turbulent Reynolds number
was also investigated. In addition to physical control of gas exchange, the disturbance on
near surface hydrodynamics by the FC was also discussed. Turbulent dissipation rates are
enhanced at the short distance away from the interface, while the surface dissipation rates
do not change significantly.
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Chapter 1

Introduction

1.1 background and motivation
Gas exchange across the air-water interface is an important process in atmosphere
– aquatic system coupling and relevant to global biogeochemical cycling and climate.
The physical transport of gas across the air-water interface is governed by the interplay of
molecular and turbulent transport processes across several boundary layers immediately
adjacent to the interface. For example, turbulent motions damp at viscous boundary layer
where molecular viscosity controls the mechanism of momentum transport; mass
transport processes across the diffusive boundary layer (DBL) are dominated by
molecular diffusion. The random bursts of turbulent eddies renew the water surface and
hence control the strength of the gas exchange across the air-water interface, referred to
surface renewal model [Danckwerts, 1951]. The coefficient controlling the speed of gas
exchange across the air-water interface, that is, the transfer velocity k is given by Ficks
diffusion law: k  D /  , where D is molecular diffusivity of gas of interest and δ is
thickness of DBL.

2

In the past decades, many efforts have been made to parameterize the transfer
velocity in variety of laboratory and field aquatic systems [Ho et al., 2011a; Jähne et al.,
1987; R Wanninkhof, 1992]. Most of studies are focused over a range of temporal and
spatial scales in the ocean and wind speed parameterizations are routinely established
[Nightingale et al., 2000; R Wanninkhof, 1992]. However, wind speed is not the only
factor that dominates gas transfer velocity due to complexity of environmental forcing. In
river and estuaries, gas transfer velocities were found to be correlated with combined
effect of wind speed, current velocity and water depth [Raymond and Cole, 2001].
Although a transfer velocity can be well parameterized by environmental forces,
the relationship among them is location specific. Recently, evidence shows that the gas
transfer velocity is directly correlated to near surface turbulence [Zappa et al., 2007],
characterized by a small scale eddy model (SEM) [Lamont and Scott, 1970]:

k   ( )1/ 4 Sc  n

(1)

where  is the turbulent kinetic energy dissipation rate at the surface;  is the kinematic
viscosity of water; Sc is the Schmidt number defined as Sc   / D ;  is the coefficient.
In SEM, the concept of surface renewal is related with the near surface
hydrodynamics through the renewal time scale  , determined by Kolmogorov time scale,
 ~ ( /  )1/ 2

(2)

Generally, the environmental parameters are appreciated proxies that dominate
the near surface turbulence mechanism in different aquatic systems. Wind shear is
dominant in oceans and large lakes [R Wanninkhof, 1992], current or tidal velocities are
dominant in shallow rivers and estuaries. Other environmental factors also need to be
considered in the natural system, such as rainfall [Ho et al., 1997], wind fetch [Borges et
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al., 2004], breaking wave induced bubbles [Woolf, 1997] and micro-scale wave breaking
associated vortex structures [Zappa et al., 2004]. Among these factors, the wide range of
applications of small scale eddy model (SEM) can be insured by measuring or modeling ε
in the water sufficiently close to the interface, regardless of the generation mechanism of
turbulence. Soloviev et al. [2007] estimated transfer velocity based on SEM from remote
sensing data, accounting for the effect of shear, convection and breaking waves. More
recently, the SEM has been utilized to estimate gas transfer velocity in lakes with great
impact of convective motion [MacIntyre et al., 2010; Read et al., 2012].
However, due to the strong dependency of turbulent dissipation rates on the
distance away from the air-water interface at the ocean upper layer, the dissipation rate
measurement location is critical to the coefficient α in the SEM. To date, field
applications of the SEM have been made by measuring turbulent dissipation rate over a
large range of distances (from tens of centimeters to meters) away from interface
[Vachon et al., 2010; Zappa et al., 2007]. As a result, the coefficient α (determined by
linear regression of predicted transfer velocity against measured data) varies significantly
with the depth at which the turbulent dissipation rate is measured.
Alternatively, surface divergence has been shown to be correlated to transfer
velocity at the unsheared free water surface, known as the surface divergence model
[McCready et al., 1986]:
k ~ Sc 1/ 2 ( RMS )1/ 2

(3)

where  RMS is the root mean square of surface divergence, defined as,

 RMS

 u ' v' 

 

 x y 

2

(4)
int
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where u' and v' are fluctuating horizontal velocities, and subscript “int” denotes the airwater interface. In this study,  RMS is evaluated through the expression,

 w' 

 z 

2

 RMS  

(5)
int

where the vertical gradient of vertical velocity fluctuating component

w'
is easily
z

measured from aqueous side in situ PIV system.
Banerjee et al. [2004] pointed out that the “surface divergence” physically is the
signature of turbulent “sweep” events representing local “upwelling” motions at the
surface from the bulk fluid. On the other hand, it is an alternative expression of the
surface renewal and more specifically modeled by tangential components of velocities at
the interface. In the laboratory facility the surface divergence can be measured by surface
PIV system [Asher et al., 2012]. However, as to our knowledge, the field implementation
of surface divergence has never been done associated with transfer velocity
measurements.
Due to evidence of the relationship between near surface turbulence and
interfacial gas exchange, it is important to simultaneously measure the statistics of near
surface turbulence and gas flux across the air-water interface. However, to date, most
field measurements of the turbulence dissipation rate have been conducted in the ocean
upper layer (O(1-10m)) through indirect means, such as the spectra fitting method.
Breaking waves have been considered as a direct source of near surface turbulence due to
momentum transfer into the water column [Melville, 1996; Melville et al., 2002].
Breaking associated dissipation of wave energy has been extensively studied [Lamarre
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and Melville, 1991; Rapp and Melville, 1990]. Highly intermittent turbulent energy
dissipation due to wave-breaking is of great importance for the air-water flux of gas and
heat. Direct measurements of the turbulence intensity in both laboratory and field studies
indicate that the decay of turbulence intensity follows a power law relationship with time
[J R Gemmrich and Farmer, 2004; Melville et al., 2002; Rapp and Melville, 1990]. Nonbreaking waves without wind shear are suggested as another important source of near
surface turbulence. Wave orbital motion can directly generate turbulence when the
Reynolds number, defined according to wave conditions ( Rew  a 2 /

), is above a

critical value [Babanin and Haus, 2009]. Here, a is the wave amplitude at the water
surface, ω is the angular frequency of the wave, and ν is kinematic viscosity of water.
However, the generation of turbulence due to this mechanism is still not clearly
understood.

With the triple decomposition of the instantaneous velocity field, i.e.,

ui ( xi , t )  ui ( xi )  ui ( xi , t )  ui '( xi , t ) , where

ui is the mean current velocity, ui is wave

induced orbital velocity and ui ' is turbulent fluctuation, Cheung and Street [1988]
suggested that wave induced Reynolds stresses transfer kinetic energy from the wave to
mean flow and eventually to turbulence, because the wave kinetic energy production term

~
 u~w

u
u
is generally negative, while the turbulent production term  u' w'
is typically
z
z

positive. Moreover, the near surface turbulence is affected by wave induced Stokes drift
and strongly interacts with surface wave motion [Ardhuin and Jenkins, 2006; Thais and
Magnaudet, 1996; Veron et al., 2009].
In order to better understand turbulence in the ocean upper layer, much effort has
been put into designing instruments or systems to quantify turbulence in situ. For
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example, in situ platforms or vehicles [Dhanak and Holappa, 1999; Osborn and Lueck,
1985] carrying a variety of sensors have been deployed to measure turbulence in the open
ocean. In the past several decades, Acoustic Doppler Velocimetry (ADV) and Acoustic
Doppler Current Profilers (ADCP) have been extensively applied for field turbulence
measurements. Several methods have been developed to estimate dissipation rate with
ADCP measurements [Lorke and Wuest, 2005]. However, coarse spatial resolution and
high background noise near the water surface make it difficult to resolve the detailed
structures of turbulence just beneath the water surface. Most field measurements of
turbulence in the upper layer have been made within several meters beneath the air-water
interface. Turbulence within a very short distance (<20 cm) of the surface is typically
extrapolated from data measured below. Direct observations in this thin layer of surface
water are needed in order to validate mechanistic models of the gas transfer velocity,
such as the eddy cell model, in which the dissipation rate immediately below the water
surface needs to be quantified. Recently, attempts have been made to measure high
resolution near surface turbulence structures. For example, a high resolution ocean upper
layer observation was conducted by J Gemmrich [2010], who applied a single beam
Doppler Sonar to measure the vertical profiles of dissipation rate using the structure
function method.
Particle Image Velocimetry (PIV) has been used to investigate the surface
boundary layer turbulence in the laboratory [Babanin and Haus, 2009; Peirson, 1997].
Near surface coherent structures can be resolved in the vertical 2-D velocity map derived
from PIV measurements. Using this approach in laboratory studies, “eddies” with high
vorticity have been detected and are considered to be associated with micro-breaking
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events in the near surface region [M H K Siddiqui and Loewen, 2007]. In general,
standard PIV systems are unsuitable for field deployments due to complex optical
configurations and high demands on electrical power and computing resources.
Nevertheless, a partially submersible PIV system has been developed and successfully
deployed to study turbulent flow structures in coastal oceans during the past decade
[Doron et al., 2001; Hackett et al., 2011; Nimmo Smith et al., 2002]. More recently, with
the development of compact diode lasers and diode-pumped solid state (DPSS) laser
technologies, battery-powered, self-contained in situ PIV systems [Katija and Dabiri,
2008; Liao et al., 2009; Tritico et al., 2007] have been developed, extending PIV
measurements from the laboratory to field studies. For example, Steinbuck et al. [2010]
used a stereoscopic PIV along with a biological profiler to quantify physical and
biological structure in the upper layer of the ocean.

1.2 Scope and objective

In this dissertation, an in situ measurement system has been developed to
simultaneously quantify the near surface turbulence and CO2 flux across the air-water
interface. Furthermore, the turbulence structure immediately below the air-water interface
was examined at the wind wave surface layer of Lake Michigan.
The objective of this research is to provide in situ data to better understand the
relation between the interfacial gas flux and near surface hydrodynamics under a variety
of environmental forcing conditions. A free floating PIV system was designed, developed
and tested for field deployment. With the advanced technique, the hydrodynamics model
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of interfacial gas exchange was investigated with in situ data of the PIV system and
compared with the direct measurement of CO2 flux by using a floating chamber (FC) and
a portable gas analyzer. The physical control of the gas exchange was examined carefully.
Furthermore, I am specifically interested in the vertical turbulence structure
sufficient close to the water surface at the existence of surface gravity waves. A universal
parameterization of vertical structure of near surface turbulence dissipation rate would be
investigated based on the meteorological data and wave parameters. To study the wave
impact on near surface turbulence and interfacial gas exchange, a series of field
experiments were conducted in the surface layer of Lake Michigan and the embayment of
Milwaukee harbor for multiple purposes. The primary objectives of this dissertation is
listed as follows:
[1] To develop an in situ Particle Image Velocemitry system to measure statistics
of turbulence immediately below the air-water interface.
[2] To investigate the hydrodynamics model of interfacial gas exchange rate,
including the small scale eddy model and surface divergence model. The model
coefficient would be carefully examined.
[3] To quantify wave impact to the near surface turbulence characteristics.
[4] To seek a universal scaling to normalize the turbulent dissipation rate
immediately below the air-water interface.
In the long run, I hope to provide a comprehensive study on parameterization of
near surface turbulence with the meteorological and hydrodynamic data and its
application on interfacial gas flux.
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1.3 Outline

The introduction of the background of this dissertation as well as the scope and
objective of this dissertation has been presented in Chapter 1. Chapter 2 provides a detail
of review of the process of mechanistic and experimental studies of gas exchange across
the air-water interface. In Chapter 3, the development of a free floating Particle Image
Velocimetry (FPIV) system is introduced. A series of field deployments of the FPIV is
presented as well. Chapter 4 presents a series of experimental studies on turbulence
structure immediately below the air-water interface. The wave impact on vertical
turbulent dissipation rate profiles is discussed. In Chapter 5, the relation between the
interfacial gas exchange and near surface turbulence is studied with in situ FPIV/FC
measurements. Chapter 6 provides conclusions of this dissertation and recommendations
for future studies.
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Chapter 2

Review of Research Progress on Mechanistic
and Experimental Studies on Gas Exchange
Across the Air-Water Interface

2.1 Theoretical models

Oceans and the atmosphere are tightly coupled to influence the energy budget, gas
exchange and the global climate. For example, 20%~30% anthropogenic emitted CO2
was sequestered by oceans. The ocean surface boundary layer plays an intermediary role
on the exchange of mass, momentum and energy between air and ocean. Quantifying
transport terms (such as temperature, gas fluxes) across the air-water interface has been
an important subject of physical oceanography for several decades.
The physical mechanism of interfacial gas exchange is complex for several
reasons. (1) Fluid motions on both sides of the interface are typically turbulent, a
stochastic feature with a wide range of scales; (2) The interface can be disturbed and
hence deformed into irregular shapes, and interacts with the turbulence structure in both
boundary layers.
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Gas transfer velocity k is the key parameter that regulates the interfacial gas
exchange, which is usually determined through experimental methods. The gas transfer
velocity can be defined as

k

F
Cw  Ca

(1)

where, F is gas flux across the air water interface, Cw and Ca are bulk gas
concentration at water and air phase, α is the Ostwald solubility coefficient.
It is a well accepted concept that the flux of slightly soluble gas (such as CO2)
across the air-water interface without wave breaking is largely controlled by the transport
mechanism through a very thin aqueous diffusive boundary layer. The gas transfer
velocity is determined by molecular transport though this thin layer, whose thickness is
usually related to the level of turbulence very close to the interface

2.1.1 Film theory

The simplest model to quantify the interfacial gas exchange is film theory [Lewis
and Whitman, 1924]. In this model, gas transfer occurs through a thin “stagnant” film of
laminar fluid adjacent to the air-water interface of thickness δ. According to the Fick’s
diffusion law, the gas transfer velocity is given as,
k

D



(2)

where D is molecular diffusivity of the dissolved gas.
In reality, a “stagnant” diffusivity boundary layer (DBL) with a constant thickness
is a poorly modeled concept, actual DBL is disrupted by sporadic “bursts” of turbulent
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“eddies”, which are large scale turbulent motions that lift “fresh” fluids to the surface and
create renewed exposure to the air phase [Danckwerts, 1951; Higbie, 1935]. The gas
transfer is still driven by molecular diffusion during the exposures. Therefore, the
exposure time θs becomes a key parameter controlling the flux across the interface. And
the thickness of near surface DBL is a dynamic value, which is related to properties of
impinging turbulent eddies.

2.1.2 Penetration model and surface renewal model

In the penetration model [Higbie, 1935], near surface DBL is periodically
disrupted by penetrating eddies from the bulk water body with a constant exposure time
scale. In contrast, the surface renewal model [Danckwerts, 1951] considers a random
renewal time function, hence the average time is introduced to represent the exposure of
elements of surface. Therefore, gas transfer velocity is described as,
k

k

4D

 s
D or k

s

 Df

(Penetration model)

(3)

(Surface renewal model)

(4)

where f is the surface renewal rate. In these two models, gas transfer velocity are
modeled by,

k ~ D1/ 2

(5)

Both laboratory and fields studies have shown that k is better modeled by the
surface renewal model than by the “stagnant film” model[Jähne et al., 1984; Upstill-
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goddard et al., 1990]. And k is observed as k ~ Dn, where n varies between 1/2 and 2/3,
depending on free surface roughness and near surface hydrodynamics [Jähne et al., 1987].

2.1.3 Random eddy model

Differing slightly from the concept of surface renewal, Harriott [1962] proposed
that near surface random eddies would also enhance the gas flux while approaching airwater interface even without completely renewing the interfacial layer. Laboratory study
of renewal events of a thermal boundary layer (TBL) has proven that significant fraction
of renewal events do not renew the TBL completely [Jessup et al., 2009]. Gas transfer is
therefore controlled by the eddy penetration depth and the lifetime of those random
eddies [Atmane et al., 2004].
Many efforts have been made to parameterize the mean time interval between
surface renewals through the properties of near surface random eddies. The “large eddy
model” [Fortescue and Pearson, 1967] argued that the renewal time scale is dominated
by the largest turbulent eddies, which suggested,

 s ~ L / u

(6)

where L is the integral length scale and u´is the root-mean-square of fluctuating turbulent
velocities.
One the other hand, the “small eddy model” [Banerjee et al., 1968; Lamont and
Scott, 1970] suggested that the smallest eddies are the controlling mechanism of
interfacial gas exchange. Thus the renewal time scale is determined by Kolmogorov time
scale,
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 s ~ ( /  )1/ 2

(7)

where ν is kinematic viscosity and ε is turbulent dissipation rate at the interface.
If substituting the renewal time scale into transfer velocity given by surface
renewal model (e.g. equation (4)), k can be written as,
k ~ Sc 1/ 2u' Re t1/ 2 (large eddy model)

(8)

k ~ Sc 1/ 2u' Re t1/ 4 (small eddy model)

(9)

where Sc is Schmidt number defined as Sc = ν / D, Ret is turbulent Reynolds number,
which is defined,
Ret  u' L / .

(10)

In the “small scale eddy” model, dissipation rate has been scaled with the large
scale eddies as,

 ~ u3 / L

(11)

following the concept of turbulent energy cascade. These hydrodynamic models have
shown good agreement with both laboratory and field measurements on the interface gas
transfer velocity. Chu and Jirka [1992] conducted simultaneous measurements on
turbulence and gas concentrations in a grid-stirred tank to reveal the relation between
large eddy motions and gas transfer with the turbulent Reynolds number varying from 80
to 660. Small scale eddy motions have also been shown to be correlated with gas flux in a
variety of experiments [Asher and Pankow, 1986; Zappa et al., 2003; Zappa et al., 2007].
In the “small scale eddy” model, gas transfer velocity is generally expressed explicitly as
related with near surface turbulent dissipation rate,

k ~ Sc 1/ 2 ( )1/ 4

(12)
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The “two regime model” proposed by Theofanus et al. [1976]combined the “large
eddy model” and the “small eddy model” by arguing that different size of the near
surface turbulent eddies dominate interfacial gas flux mechanism depending on the
turbulent Reynolds number. That is, the “large eddy model” is more appropriate at low
turbulent Reynolds numbers (Ret< 500), and small scale eddies are more relevant at high
turbulent Reynolds number flows (Ret> 500),
k  0.73Sc1 / 2u ' Ret1 / 2 at Ret> 500

(13)

k  0.25Sc1 / 2u ' Ret1 / 4 at Ret< 500

(14)

2.1.4 Surface divergence model

Based on the source layer theory (or blocking theory) and considering the
transport of homogeneous and isotropic turbulence in the far field away from the free
surface without tangential shear [Hunt and Graham, 1978], Banerjee [1990] provided a
“surface divergence model” that relates the gas transfer velocity to the divergence of
horizontal velocities on the air-water interface,

 u ' v'
k ~ Sc 1 / 2u ' Ret1 / 2 

 x y


2

1/ 4



 int

(15)

where u’ and v’ are fluctuating horizontal velocities, and subscript “int” denotes the airwater interface.
Banerjee et al. [2004] pointed out that the “surface divergence” physically is the
signature of turbulent “sweep” events representing local “upwelling” motions at the
surface from the bulk fluid. On the other hand, it is an alternative expression of the

16

surface renewal and more specifically modeled by tangential components of velocities at
the interface. Csanady [1990] emphasized the role of breaking wavelet at the interface
with high surface divergence by squeezing DBL due to “upwelling” motions, i.e., the
disturbance of DBL by turbulent eddies is enhanced during micro-wave breaking events.
Recently, surface divergence has been shown to correlate with interfacial gas transfer
process in laboratory studies [Asher et al., 2012; McKenna and McGillis, 2004].
One advantage of the “surface divergence” model is that it can be easily
implemented: (1) concept of “surface divergence” replaces the renewal time scale by
velocity fluctuating motions, while the renewal time varies due to different environmental
flow conditions (2) “surface divergence” is easier to measure than the renewal time (e.g.
through the surface PIV measurement using infrared imaging techniques at the water
surface [Asher et al., 2012]).

2.2 Measurement techniques on interfacial gas transfer

Considering the fact that the interfacial gas transfer is ultimately limited by the
very thin layer of DBL (on the order of micrometers), existing measurement technologies
are not direct measurement of the gas transfer velocity across the air-water interface.
Most measurement techniques applied are indirect methods, e.g., measuring a designed
tracer flux across the air-water interface then converting it to the gas of interest assuming
that both are controlled by the near surface turbulence then the transfer velocity is scaled
by the molecular diffusivity (i.e. equation (5) in surface renewal model).
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2.2.1 Deliberate volatile trace experiments

Inert volatile tracers have been widely used in determining gas transfer velocities
in field studies through a mass balance approach. For example, sulfur hexafluoride (SF6)
was deliberately added to water bodies to quantify the gas transfer velocity as a function
of wind speed [Clark et al., 1995; Upstill-goddard et al., 1990; R Wanninkhof et al., 1985;
R Wanninkhof et al., 1987; R H Wanninkhof and Bliven, 1991], since it can be detected at
a very low levels in water with an excellent signal-to-noise ratio. Based on mass balance
approach, gas transfer velocity can be determined,

k

C wt1
h
ln
t 2  t1 C wt2

(16)

where Cwt is concentration of released tracer in water at time t. h is the mean depth of
mixed layer. Originally, the tracer experiment was designed for closed lakes with
relatively small size [Clark et al., 1995]. The experiment time scale is on the order of
days to weeks depending on the size of lakes. However, for a large lake or ocean, the
concentration of tracer decreases quickly due to horizontal transport and dispersion.
Meanwhile, the mixing layer depth may vary significantly in space as the surface area
and volume exposed to the atmosphere increases due to dispersion effect.
The tracer method can be improved by co-releasing a second inert tracer with a
different diffusion coefficient (e.g. 3He). By releasing two tracers with a constant ratio,
the decreases of concentration due to dispersion are the same for the two gases, but
different due to interfacial exchange. Since the transfer velocity should differ by a factor
of 3, as Sc(3He) is about eight times smaller than Sc(SF6), the effect of horizontal
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dispersion can be separated out. The dual tracer technique has been used to measure gas
exchange in different water bodies [Ho et al., 2006a; Ho et al., 2011b; R Wanninkhof et
al., 2004; Watson et al., 1991]. Besides dual tracer technique, a third nonvolatile tracer
(e.g. bacterial spores and rhodamines) can also be introduced to determine the gas
transfer velocity independently based on an arbitrary tracer pair [Nightingale et al., 2000].

2.2.2 Active controlled flux technique (proxy technique)

The active controlled flux technique (ACFT) is a method to quantify the gas
transfer velocity through the analogy with the heat transfer across the air-water interface
[Haußecker and Jähne, 1995; Haußecker et al., 1995]. One example is to use an infrared
laser to heat a certain area of water surface. A sensitive infrared imager is used to capture
the time series of images of the heated patch on water surface. In order to determine the
renewal frequency f, the “surface renewal model” is employed to fit the observed average
surface temperature decay curve. The transfer rate of heat can be calculated as,

k H  DH f

(17)

where DH is thermal conductivity of water. Thus, gas transfer velocity can be estimated
as,

 Sc 
kG  k H  
 Pr 

n

(18)

where Sc is Schmidt number of gas of interest and Pr is Prandtl number defined as
Pr   / DH

, the exponent n varies in the range between 1/2 and 2/3 depending on the

roughness of water surface [Jähne and Haußecker, 1998; Jähne et al., 1987]. Using this
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technique, Garbe et al. [2004] have experimentally demonstrated the probability density
function of the surface renewal time can be described with a lognormal distribution.
However, several experiments found that discrepancies exist between estimates of
transfer velocity based on ACFT and that from dual tracers measurements [Atmane et al.,
2004] or direct covariance method [McGillis et al., 2001; McGillis et al., 2004]. Atmane
et al. [2004] found gas transfer velocity (as referenced to Sc = 600) determined by ACFT
(using heat as proxy) was overestimated by a factor of 2, approximately.
The discrepancy can be attributed to the fact that the random eddies might not
take effect on heat and gas exchange equally through renewal events. The Sc number is
typically much greater (e.g. Sc(CO2) is 600 at 25°C in fresh water) than the Pr (e.g. Pr is
around 7 at 20°C in water) number, hence the thickness of the gas DBL is significantly
smaller than that of the TBL. Some of the “upwelling” eddies might not approach the gas
DBL but they can disturb the TBL effectively. Asher et al. [2004] proposed a different
scaling with Sc number and explain the solution to the problem by using the surface
penetration model. Atmane et al. [2004] argued that the eddy approach distance need to
be included as an extension to the surface renewal model.

2.2.3 Eddy covariance (correlation) method

The vertical flux of the scalar of interest (e.g. temperature, moisture, CO2
concentration) can be estimated by evaluating the covariance between the fluctuating
vertical velocity component and the fluctuating scalar concentration measured
simultaneously at a certain height above the air-water interface. With the method,
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horizontal homogeneity is assumed and Reynolds decomposition is applied. The “eddy
flux” is written as,

F = w'c'

(19)

where w’ and c’ are fluctuation of vertical velocity and concentration.
In order to apply the eddy covariance method, fast response instrumentations are
required to capture the high frequency fluctuation of gas concentration and turbulent flow,
as measuring gas transfer across the air-water interface. The eddy covariance method has
been applied to measure the air-sea CO2 flux from the air side [Edson et al., 1998;
McGillis et al., 2001] and DO (Dissolved Oxygen) flux from the aqueous side [Chu and
Jirka, 1992]. Applying eddy covariance method from the air side on the open ocean can
be challenging due to the distortion of flow induced by the movement of ship-based
platform and the uncertainty of gas concentration due to changes in air density caused by
variations in temperature and water vapor known as the Webb effect [Webb et al., 1980].
Alternative to the eddy covariance method, a relaxed eddy accumulation (EA)
method [Businger and Oncley, 1990; Zemmelink et al., 2004; Zemmelink et al., 2002] was
developed and employed to estimate the gas flux by separating measurement of gas
concentration from updrafts and downdrafts. This method avoids the requirement of high
frequency measurement on the fluctuating gas concentration.
Recently, measurements of turbulent flux with particle image velocimetry (PIV)
and laser induced fluorescence (LIF) techniques [Herlina and Jirka, 2004] were
conducted in a grid stirred tank. Herlina and Jirka [2008] suggested that the gas transfer
at different turbulent levels can be associated with different dominant eddy sizes
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according to the spectra of covariance terms, which agreed with the “two regime” theory
[Theofanus et al., 1976].
In the field, eddy covariance method has been widely applied to measure DO flux
across the water-sediment interface [Berg et al., 2003; Berg et al., 2009]. Recently, a
waterside direct covariance measurement [D'Asaro and McNeil, 2007] has also been
conducted in the field to investigate the air-sea gas exchange under extreme wind speed
conditions. Although the requirement of high sampling rate can be relaxed due to longer
time and length scales of turbulence on the waterside than the air side, the isotropic
turbulence assumption still needs to be invoked and justified.

2.2.4 Floating chamber measurements

Gas flux across the air-water interface can also be estimated by monitoring the
buildup of gas emitted into a floating chamber (FC) [Frankignoulle, 1988] over a certain
period of time. Kremer et al. [2003] suggested that FC method would be applicable for
low to moderate wind conditions (less than 8-10 m/s) and with a limited fetch such that
waves are young and nonbreaking. An ideal chamber should have a large ratio of water
surface area to chamber volume. Matthews et al. [2003] compared the CO2 and CH4
fluxes based on the FC method, tracer technique and wind dependence estimation. The
result showed that the FC method overestimate the transfer velocity in low wind shear
condition. Guerin et al. [2007] conducted FC measurements in reservoirs and rivers,
which gave similar results with the eddy covariance technique. FC method was also
applied in coastal regions [Tokoro et al., 2007] under low to moderate wind (<10 m/s)
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and weak current condition (<20 cm/s). The results showed overestimation on transfer
velocity compared with wind dependent relationship. Vachon et al. [2010] tested the FC
method with dissipation rate measurement. The results showed that the artificial effect of
FC on near surface turbulence depends strongly on the background turbulence level, that
is, overestimation by FC method is relatively large in a low turbulence environment.

2.3 Driving forces and parameterizations

2.3.1 Wind speed

Most experimental work and modeling on gas transfer velocity are based on wind
speed measurements and parameterization. Although it is not a direct driving force on
interfacial gas transfer, wind stress has been considered as the primary source of near
surface turbulence. Overall, wind speed is a reliable parameterization variable and is
found to agree well with experimental data on gas transfer velocity. The advantage of
wind speed models is that wind speed can be easily measured or obtained through
meteorological modeling or remote sensing thus it can be easily implemented into
regional and global gas flux estimations.
Although accurate wind speed measurement is rather difficult [Frost and UpstillGoddard, 2002; Nightingale et al., 2000; Upstill-Goddard, 2006; M J Yelland et al.,
1998], a large amount of laboratory and field experiments [Frost and Upstill-Goddard,
2002; Liss, 1983; Liss and Merlivat, 1986; Merlivat and Memery, 1983; Nightingale et al.,
2000; R Wanninkhof, 1992; R Wanninkhof and McGillis, 1999; R Wanninkhof et al., 1993;
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R H Wanninkhof and Bliven, 1991] have been conducted to estimate the empirical
relationship between wind speed and gas transfer velocity and they are summarized in the
following.
The first wind speed model was presented by Liss and Merlivat [1986]. A “three
linear segments” relationship between the gas transfer velocity and the wind speed was
proposed based on wind tunnel experiments. The three segments were categorized
according to the surface roughness (smooth surface,U10< 3.6 m/s; rough surface, 3.6 m/s
<U10< 13 m/s; breaking wave region,U10> 13 m/s).
Up to the present day, the most popular wind speed based gas transfer model is a
quadratic relation. R Wanninkhof [1992] suggested that gas transfer velocity scales with
U102

[R H Wanninkhof and Bliven, 1991] based on global bomb

14

C constraint [W S

Broecker et al., 1985] and wind wave tank results. The quadratic relation indicates that
the gas transfer scales with wind stress as 

~ CDU102

. The quadratic relationship [R

Wanninkhof, 1992] for gas transfer velocity of CO2 at 20°C for seawater (Sc = 660) is
written as

k660  0.39 U10

2

(20)

where the transfer velocity is expressed in “cm/hour” and wind speed is in “m/s”.
Furthermore, R Wanninkhof [1992] modified the scaling factor for the cases of short-term
or steady wind conditions,
k660  0.31 U10

2

(21)

Similar quadratic relationship was derived by Nightingale et al. [2000] from
deliberate tracer experiments in the coastal ocean:
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k660  0.222U102  0.333U10

(22)

This result is in between the model of Liss and Merlivat [1986] and that of R
Wanninkhof [1992]. Recently, the SOLAS Air-Sea Gas Exchange (SAGE) experiment
was conducted in the Southern Ocean [Ho et al., 2006a]. The new quadratic relationship
is given from dual tracer injection experiments as

k660  (0.266  0.019 )U 102

(23)

More recently, additional dual tracer experiments were conducted in Southern
Ocean [Ho et al., 2011c]. From the new data, the relationship [Ho et al., 2011b] was
updated to,

k660  (0.262  0.022)U102

(24)

Alternatively, a cubic relation was proposed by R Wanninkhof and McGillis [1999]
for steady or short term wind conditions,
3
k660  0.0283U10

(25)

This relation is in good agreement with direct covariance results of air-sea Gas
Exchange Experiment conducted in 1998 (GasEx-98). The cubic relation is supported by
GasEx-98 data [McGillis et al., 2001] and GasEx-2001 data [McGillis et al., 2004] in the
following expressions,
k660  0.026U103  3.3

(26)

k660  0.014U103  8.2

(27)

Although wind speed parameterization is probably the most convenient and a
successful model [Takahashi et al., 2002] for estimating interfacial gas transfer velocity,
the method is largely empirical. Most supporting data came from local experiments,
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which could be affected by many factors (such as the experiment location, measurement
techniques, instrumentation errors and experimental uncertainties). Ho et al. [2006b]
argued that the experiments of Nightingale et al. [2000] might be affected by an
underdeveloped wind field and higher concentration of surfactants in coastal area. And
the result of R Wanninkhof [1992] is most likely an overestimate because of an excessive
14

C inventory of the global ocean.
If the wind speed model were to apply to estimate the global CO2 uptake by

oceans, the global wind speed estimate would be a very critical issue. The total fluxes
estimation is very sensitive to the accuracy of global wind speed estimation [Boutin et al.,
2002; Naegler et al., 2006]. R Wanninkhof et al. [2009] pointed out since the long term
averaged transfer velocity essentially scales with the second or third order of moment of
the wind speed, the quadratic relationship gives a 27% higher result compared with the
short term estimation while the cubic relationship gives a 91% higher result. It should be
noted that the global wind speed distribution can be approximately represented by a
Rayleigh distribution [R Wanninkhof, 1992; Wentz et al., 1984].

2.3.2 Wind stress

In general, the relation between gas transfer velocity and wind speed can be
summarized as,
b
k ~ Sc  nU 10

(28)

where b = 1, 2, 3, representing linear, quadratic, cubic relations with respect to the wind
speed. According to Charnock’s Law [Charnock, 1955],
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(29)

where κ is von Kármán’s constant. Meanwhile the surface shear stress caused by wind
can be related to the wind speed as,

   a C DU 102

(30)

where CD is the wind drag coefficient, which is also a function of U10 [Large and Pand,
1981; M Yelland and Taylor, 1996]. If one applies the continuity of shearing stress at the
interface,

   a u*2a   w u*2w

(31)

So the relation among the wind speed and friction velocities of the air and water
sides can be ,

U 10 ~ u*a ~ u*w

(32)

where α depends on the scaling of the drag coefficient with the wind speed. Many
experimental results suggested that the drag coefficient increases linearly with wind
speed except for the case of low wind speed, so α= 1/2 can be derived [Anderson, 1993;
Geernaert et al., 1988; Large and Pand, 1981; Smith et al., 1992; M Yelland and Taylor,
1996]. Also since the quadratic law is the most widely accepted wind speed model for gas
transfer velocity, i.e., b = 2 in equation (28), the gas transfer velocity is linearly scaled
with the water side shear velocity,

k ~ Sc  n u*

(33)

For most wind speed models, the power of Schmidt number –n is typically set to
be -1/2, then have,
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k~ D

(34)

which is consistent with the surface renewal model (equation (4)).
On the other hand, Jähne and Haußecker [1998] show that the gas transfer
velocity can be expressed explicitly by interfacial shear velocity though turbulent
diffusive boundary layer theory:

k ~ u* Sct

(35)

where Sct is the turbulent Schmidt number, defined as the ratio of turbulent diffusion
coefficient of momentum and gas concentration:

Sct 

Km
Kc

(36)

Using the concept of diffusive boundary layer Deacon [1977] proposed that,

k  0.082 Sc 2 / 3u*w

(37)

which shows that gas transfer velocity is proportional to interfacial shear velocity.
The relation derived from diffusion boundary layer theory is also similar the
equation (33), which is derived from the empirical wind speed model (quadratic relation).
The difference is the exponent of the Schmidt number. In Deacon [1977]’s model, the 2/3 power scaling is suitable for smooth surface, as it is pointed out by Jähne and
Haußecker [1998]. The -1/2 power scaling is more appropriate for a wave-covered water
surface [Jähne et al., 1987]. Fairaill et al. [2000] conducted a comprehensive analysis on
a number of parameters including effects of shear forcing, roughness Reynolds number
and buoyancy effects on the gas transfer. Their results have been applied by Hare et al.
[2004] to evaluate the GasEx data. And they found significant gas flux occurs due to
wave breaking and air bubble entrainment, which will be discussed in the next section.
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2.3.3 The effect of sea surface roughness, wave breaking and entrained air bubbles

Experiments confirmed that gas transfer is enhanced by the presence of wind
induced ripples. From the perspective of momentum transport, turbulence can be
enhanced by the increase of surface roughness. The exponent of the Schmidt number in
wind speed models or wind shear models varies from about -2/3 to -1/2, which was found
to be dependent on the surface roughness. For CO2, that implies a variation in the
transfer velocity by a factor of 3. Jähne et al. [1987] demonstrated a good correlation
between the gas transfer velocity and the mean square slope of surface waves in a
wind/wave facility. Frew et al. [2004]’s field experiments shows stronger correlation
between the transfer velocity and the mean square slope compared to wind speed relation.
Since the wave slope can be obtained through satellite-base remote sensing, this relation
provides a method can be easily implemented to estimate the global gas flux [Frew et al.,
2007].
The majority of laboratory and field experiments on gas transfer were conducted
under weak to moderate wind conditions. Extremely high wind speed makes the
measurement very difficult. From the few existing data, the transfer velocity is
significantly enhanced in high wind fields. The accepted theory is that the gas flux across
the interface is dominated by wave breaking and entrained air bubbles [Asher et al., 1996;
Farmer et al., 1993; Kitaigorodskii, 1984; McNeil and D'Asaro, 2007; Merlivat and
Memery, 1983; Zhang et al., 2006]. Woolf and Thorpe [1991] argued that the transfer
velocity is only enhanced by bubbles for very low soluble gases. Woolf [1993] introduced
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a transfer velocity term which is specifically due to bubbles. Thus the transfer velocity
can be expressed by a hybrid model [Woolf, 2005],

k  k0  kb

(38)

where kb is approximately proportional to the whitecap coverage [Woolf, 1997]. Factors
that influence bubble mediated transfer were reviewed by Woolf [1997] and Woolf et al.
[2007]. Alternatively, other parameterizations and analyses on gas transfer velocity
through the whitecap coverage exist [R Wanninkhof et al., 1995; Zhao et al., 2003].

2.3.4 The effect of surfactants

The presence of surfactants is believed to have an attenuation effect on interfacial
gas exchange. The early laboratory experiments observed a large amount of reduction of
transfer velocity due to the presence of surfactants [H C Broecker et al., 1978]. Asher
[1997] reported a linear relationship between the transfer velocity and wind speed at the
presence of surfactant when wind speed is smaller than 12.5 m/s.
Numerous studies of the effects of surfactants on air-sea gas transfer have been
conducted in laboratory settings and in situ [Asher and Pankow, 1986; McKenna and
McGillis, 2004; Saylor et al., 2000; Tsai, 1996a; b; Tsai and Yue, 1995; Tsai and Liu,
2003]. Some of surfactants are soluble, while others are not. The insoluble surfactant acts
as a barrier film. However, this effect can be easily dispersed by wind and waves. For
high wind conditions, the soluble surfactants are believed to have a prevailing effect on
gas transfer even at the presence of breaking waves, while insoluble surfactants do not
[Bock et al., 1999; Frew et al., 1990; Goldman et al., 1988].
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2.3.5 The effect of rainfall

Air-sea gas exchange during rainfall events has been brought into attention
recently. It has been shown that rainfall will enhance the transfer velocity across the
interface [Frost and Upstill-Goddard, 2002; Ho et al., 1997; Ho et al., 2007; Ho et al.,
2004; Zappa et al., 2009]. Existing evidence shows that the enhancement is due to
rainfall generated turbulence and bubble entrainments. The kinetic energy flux (KEF)
caused by raindrops has been introduced to scale with the gas transfer velocity [Ho et al.,
1997; Ho et al., 2000]. However, Takagaki and Komori [2007] argued that transfer
velocity is more correlated with the momentum flux of rainfall (MF).
The effect of raindrops on the enhancement of surface mixing, damping waves
and changing the air-sea momentum flux has been investigated through the surface
renewal model [Schlussel et al., 1997]. Rainfall could also induce surface density
stratification and additional surface heat flux because of temperature difference between
raindrops and the sea surface. The combined effect of rainfall and high wind speed is
believed to have a significant impact on air-water gas exchange, however, this effect is
complex and yet to be investigated comprehensively.

2.3.6 Near surface turbulence

The parameterizations of interfacial gas exchange discussed above are generally
empirical or semi-empirical. For most empirical models, gas transfer velocities are
scaled with meteorological parameters such as wind speed, wind shear, momentum flux

31

or kinetic energy flux induced by rainfalls (rainfall dominant environment), etc. In
comparison, models based on near surface turbulence structures, such as the surface
renewal model and the surface divergence model, are more mechanistic. For gases with
low solubility, the resistance of gas transfer is dominated by the water side, which is in
turn controlled by the near surface turbulence.
A large amount of experiments was conducted to investigate the near surface
turbulence and its relation to air-sea gas transfer process. Lamont and Scott [1970]
presented an eddy cell model to quantify the mass transfer from the hydrodynamic
parameters (equation (12)). Some recent studies show the gas transfer velocity is better
scaled with the surface turbulence [Asher and Pankow, 1986; Zappa et al., 2003; Zappa
et al., 2009]. Zappa et al. [2007] has shown that gas transfer velocity is well correlated
with the dissipation rate rather than wind speed under a variety of environmental forcing,
regardless the how the near surface turbulence was produced. Vachon et al. [2010]
performed a number of measurements to demonstrate direct relationship between gas
transfer velocity (measured by a floating chamber) and near surface turbulent dissipation
rate (measured by an ADV). Lorke and Peeters [2006] demonstrated that equation (12)
can be derived by assuming the thickness of diffusive sub-layer to be scaled with the
Batchelor’s micro-scale,
1/ 4

 D 2 

 D  LB  2 

  

(39)

It is worth noting that the dissipation rate scaling is based on the assumption of
homogenous and isotropic turbulence near the water surface. Correspondingly, the small
eddy model is applicable for a high Reynolds number condition, which is the prerequisite
of the Kolmogorov’s similarity hypothesis.
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Despite the promising results from small scale eddy models, the scaling
coefficient has not been clearly determined yet. In most of these studies, the coefficient
is usually obtained empirically from fitting modeled transfer velocities with measured
ones. Another uncertainty is associated with the depth at which the dissipation rate
should be applied in the model. In theory the dissipation rate should be measured
immediately below the air-water interface, but this cannot be easily achieved during field
measurements.

While there is very few in situ data available for the near surface

turbulence, existing field data was obtained at a short distance (tenth of centimeters)
away from the wavy surface. Zappa et al. [2007]argued that this might not be a serious
issue, as the gas transfer velocity should scale with 1/4. However, if a strong gradient of
dissipation rate exists near the surface, this assumption has to be examined carefully.

2.4 Summary

Gas transfer across the atmosphere/ocean interface is a very important physical
process that regulates the global climate, considering the fact that this process occurs over
an area that is about 70% of the Earth surface. This chapter provides a review on the
current technologies of measuring the gas flux across the air/ocean surface and existing
models for the gas transfer velocity. Many environmentally important gases, such as O2
or CO2, have a low solubility, so the major resistance of gas exchange is from the water
side. Near surface turbulence might be the key physical parameter that determines the
gas transfer velocity as it controls the thickness of the diffusive boundary layer, e.g.,
“eddy” upwelling induced surface renewal. Global gas flux estimates still use the wind
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speed, or wind shear stress as the primary modeling parameter, as wind is the major
source of near surface turbulence. For example W92 model is commonly applied to
estimate the global air-sea CO2 flux. Additionally, breaking wave parameters such as the
whitecap coverage, are also included to account for gas exchange through bubbles
induced by breaking waves. Other environmental forcing may also be significant sources
of near surface turbulence that can affect the gas flux. Turbulence can be generated by
bottom mixing then diffuses to the surface in a coastal area; turbulent buoyant convection,
surface currents, precipitation and micro-breaking of short surface waves can also
contribute to near surface turbulence production.

These parameters are usually not

directly related to the wind stress.
Recent studies indicated that small scale eddy models parameterized with the
surface dissipation rate or divergence are more mechanistic thus universal approach to
estimate the gas transfer velocity under a wide range of environmental forcing conditions,
except for the case of breaking waves. In this thesis, I provide encouraging opportunities
to quantify the structure of turbulence in the upmost layer below the air-sea interface.
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Chapter 3

A Free Floating PIV system: Measurement of
Small – Scale Turbulence under the Wind
Wave Surface

3.1 Instrumentation

An in situ UnderWater Miniature PIV (UWMPIV) system has been recently
developed and successfully deployed to characterize the hydrodynamics of the bottom
boundary layer of Lake Michigan [Liao et al., 2009]. Following this, a second generation
UWMPIV was developed for high speed flow measurement with a Dual-Beam-DualCamera configuration [Wang et al., 2012]. The current design of the UWMPIV is
flexible. Primarily, it consists of three submersible units: 1) a laser unit with one or two
continuous wave (CW) DPSS lasers and a galvanometer (scanning mirror) that scans the
laser beam(s) into an effective laser “sheet”; 2) a camera unit with a CCD camera, a
compact computer for streaming image data and a signal control unit; and 3) a power-
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supply unit that contains high-capacity lithium-ion batteries. The power consumption of
the entire system is about 30 W when running at the full rate.
In order to construct a floating PIV system, the three units are mounted on a
platform built with iron pipes and Kee Klamp® adapters. The laser unit is allowed to
slide along the direction of the optical axis of the camera to achieve the desired field of
view (FOV) and to adjust the focus. Floating fenders are attached at the two ends of the
frame to keep the system free-floating on the water surface (figure 3-1). In addition, a
wireless router with an amplification antenna is placed on top of the system to provide an
ad-hoc Wi-Fi network so the UWMPIV system can be remotely controlled during
deployment. A black plastic plate is mounted at the tail end of the frame, behind the
FOV of the camera. The plate is designed with two purposes: 1) to block background
sunlight from entering the camera lens directly, 2) to guide the floating system so that the
FOV of the camera is approximately parallel to the mean current direction or the wave
propagation direction, thereby minimizing the out-of-plane motion of particles. Also,
according to observation during deployments, the guide plate helps to orient the platform
such that flow disturbance generated by the frame and the camera housing is not
propagated into the laser “sheet”. Preliminary tests with moderate wave conditions
(significant wave height < 0.4 m) showed that the floating UWMPIV could move up and
down with the undulating water surface, such that the air-water interface is visible in
most if not all images acquired. These tests also indicated that, for some cases, the
location of the water surface can be automatically tracked through ad-hoc image
processing algorithms.
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Figure 3-1. The free-floating UWMPIV. 1: camera housing; 2: laser housing; 3: battery
housing; 4: effective” laser sheet; 5: guide plate; 6: wireless router; 7: tail fender; 8: head
fender.

3.2 Deployment

The free-floating UWMPIV is designed to measure the surface boundary layer
under low to moderate wind conditions. The objective is to reveal the structure of
turbulence beneath the water surface. Under high wind wave conditions, air bubbles
entrained may significantly “contaminate” PIV images and thus invalidate velocity
measurements. The preliminary tests have proved that successful measurements can be
made under a wavy water surface in the absence of “white caps”. Microscale wave
breaking associated with high vorticity near the water surface can be clearly observed.
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To quantify the flow structure during the wind wave generation phase, five
experiments (denoted as runs 1 ~ 5) were conducted in the Milwaukee Harbor (Lake
Michigan), with a nearly zero-fetch condition. A variety of wind forcing conditions were
selected for field experiments from August to November of 2011, with the wind speed
ranging from 1 to 15 m s-1, and the significant wave height ranging from 2 to 9 cm. A
summary of environmental conditions and experimental parameters for the 5 experiments
is given in Table 1. Wind speed and direction were obtained from a wind sensor installed
on the top of a building situated near the experiment site (within 50 meters). The height
of the wind sensor was about 10 m above the water surface.

Parameters for PIV

measurements, including the camera FOV, sample frequency, and laser beam sweeping
time, were selected to attain the best image quality. One experiment was also conducted
on open Lake Michigan (run 6). In this case, the wind speed was relatively low (2~3 m s1

), and the wave age was fairly old ( c p / u*a  39 ). The water depth was about 10 meters,

and the significant wave height was about 35 cm. The near surface current was about 6
cm s-1 as estimated from the drifting speed of the floating platform.
For each run 2-4 sets of images were acquired. Each data set consisted of 2000 ~
3000 images pairs at a rate of 6-12 Hz, which corresponded to a measurement duration of
about 10 - 15 minutes per set. For runs 1~4 and 6, no significant difference was found
among statistics of turbulence calculated for each dataset, hence only one set was
reported here. For run 5, many PIV images were contaminated by entrained bubbles,
hence one set with the best image quality for this run was reported.
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3.3 Effects of platform motion on turbulence measurements

The PIV system is free-floating and moves with the waves, currents, and large
“eddies” near the surface. Therefore it is not able to measure absolute velocities of the
flow field. Smaller turbulent “eddies” that are comparable in size with the FOV of PIV
images (~10 cm) usually do not have adequate energy to significantly affect the motion
of the platform. Visually, no vibration caused by near surface turbulence was observed.
Therefore, the measured velocity field is a combination of the real flow and the apparent
velocity induced by the solid-body movement of the platform relative to the water. Since
the purpose of the free-floating UWMPIV system is to measure the turbulence structure
near the water surface represented by vorticity, rate-of-strain, or dissipation rates which
are calculated through the gradients of fluctuating velocity components, the solid-body
translation induced by the platform movement does not affect these measurements.
However, the rotation (pitch and roll) of the system needs to be considered, as it does
affect the calculation of velocity gradients.
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Figure 3-2. Sketch of the most severe situation when steep (near breaking) wave-induced
floating platform rotation has the maximum angular speed, where cp is the phase speed of
the propagating wave, and λ is the wave length.

It should be pointed out that the impact of platform rotation is negligible under the
conditions in this study, as small-scale turbulence characterized by statistics of local
velocity gradients is typically dominated by intermittent peak values which are usually
much greater than the angular speed of the platform rotation. This is illustrated by
considering the most severe situation, in which the floating platform closely follows the
surface wave. Under these conditions the maximum angular speed is expected to occur
under the steepest non-breaking surface wave condition when the ratio of the wave high
to wave length is approximately 1:7. In this case, the maximum rotation angle of the PIV
system can be estimated as:

2
7

  2  tan 1  

(3)
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as illustrated in figure 3-2. Meanwhile, according to the dispersion relation for deep
water waves, the travel time of a half wave length can be estimated as

t

T 1 2

2 2
g

(4)

where λ is the wave length, and T is the wave period. Thus the artificial vorticity induced
by system rotation can be estimated as

sys ~ 2


t

(5)

which is about 1.1 s-1 for the worst case when the wave length is about twice of the size
of the floating platform (~ 3 m) while waves longer or shorter than that length will
produce a lower rotational speed (i.e., smaller angle  for shorter waves and long period
T for longer waves). It should be emphasized that this estimate represents a “worst case
scenario”, and the actual platform rotational speed will likely be lower due to the inertia
of the platform, i.e., it will not perfectly follow the water surface. Moreover, the directly
measured vorticity was found usually to be much higher than ωsys = 1.1 s-1 under a low to
moderate wave steepness condition.
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(a)

(b)

Figure 3-3. Comparison of measured instantaneous velocity field (left) and
fitted velocity field (right) with a solid-body platform movement. (a)
horizontal velocity component; (b) vertical velocity component.
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(a)

(b)

Figure 3-4. Comparison between turbulent characteristic signals of the
measured velocity field and the fitted velocity field that represents the
platform motion. (a) time series of the mean square of out of plan vorticity; (b)
time series of the dissipation rate of TKE. Note: horizontal lines represent
averages of corresponding signals.
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In order to further evaluate the effect of artificial platform rotation on turbulence
structure measurements, a regression analysis was performed for each measured
instantaneous 2D velocity field with a velocity field reconstructed by the combination of
a 2D linear translation and a solid body rotation. The reconstructed velocity field was
considered as the relative velocity distribution between the system platform and the fluid.
A least-square fit was applied to the measured velocity field with 5 parameters: the 2D
coordinates of the center of rotation, the two translational velocity components and the
angular speed. Figure 3-3 shows an example of the comparison between the measured
velocity field and the fitted solid body movement velocity field. The fitted angular speed
should be considered as an overestimation of the platform rotation, as it may contain
swirling motion of “eddies” that are larger than the size of the FOV of the PIV image and
smaller than the size of the platform. Following this step, the out-of-plane vorticities
based on measured and fitted velocity fields were calculated respectively.
Figure 3-4(a) shows the time series of the mean square of the out of plane
vorticity averaged over every velocity field over a 100-second period acquired during run
6 that represents the strongest platform motion among all 6 runs. As shown in figure 34(a), the mean square vorticity of the measured velocity field is about two orders of
magnitude larger than that of the fitted velocity field representing the platform motion.
Indeed, the vorticity of the fitted platform motion seldom exceeded the hypothetical
worst case, i.e., ωsys = 1.1 s-1 (see figure 3-4(a)). The dissipation rates of TKE were also
calculated for the two velocity fields (following equation (7)), and the comparison is
shown in figure 3-4(b). It is evident that the artificial dissipation rate due to platform
motion was on average about two orders of magnitude smaller than the directed
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calculated dissipation rate. In this figure, the dissipation rate immediately below the
water surface (within 2 cm) is also plotted in addition to the mean dissipation rate
averaged over the entire FOV. The calculated near surface dissipation is also two orders
of magnitudes higher than that of the artificial platform motion.

Therefore, I can

conclude that the platform motion has a negligible impact on the measurement of smallscale turbulence structures near the surface.

3.4 PIV data processing

A fundamental component of the UWMPIV system design is the laser “beam
sweep” [Gray et al., 1991; Kawahashi and Hosoi, 1989; 1991], which provides adequate
particle illumination while avoiding particle image “motion blur”[Liao et al., 2009; Wang
et al., 2012]. Longer sweeping time can increase the brightness of particle images, but at
the cost of a longer time lag (t) between two consecutive particle exposures. For PIV
interrogation analysis, larger values of t may cause significant loss of correlation
between sub-image pairs due to the “out-of-plane” particle motion or excessive “in-plane”
distortion. This problem usually becomes worse as the strength of turbulence increases.
In this study, the sweeping time was carefully adjusted and tested before each
deployment to achieve the best balance between the image quality and the correlation of
PIV interrogation. The distance between the camera housing and the laser “sheet” was
also adjusted according to water turbidity conditions to optimize clarity and focus of
particles in the laser plane. Consequently, the resolution of the PIV images varies from
one data set to another (see Table 1).
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Table 3-1. Environmental parameter and UWMPIV parameter

Figure 3-5 (a) shows a pair of sample images (Run 1).

The image was

constructed as the image intensity difference between one pair of images separated by t
in time, hence a black particle image represents the exposure of the particle at an earlier
time while a white particle images represent its exposure at a later time. The air-water
surface was clearly visible due to the higher density of natural particles (plankton
particles or micro air bubbles) at the water surface. Figure 3-5 (b-d) are sample image
pairs recorded during Runs 2, 3 and 5. For runs wind speed smaller than 10 m s-1, the
digital signal of the surface is clear enough that it can be tracked by an ad-hoc image
processing procedure: first, I divide each image horizontally into several vertical panels,
and the width of each panel is set to 30~50 pixels (3~5 mm in this study). Then the
image intensity is averaged over the horizontal direction for each panel to produce a
mean intensity distribution along the vertical direction. A peak can be detected from the
mean intensity profile, and the location of the peak intensity is considered as the surface
at the central line of the panel. Any stray points due to bright large particles under the
surface are filtered out. Eventually, the water surface is reconstructed through a 4th order
polynomial curve fitted over these detected surface locations.

The ad-hoc surface
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tracking algorithm did not work well for Runs 3 and 5 since the signal of the surface was
quite noisy due to the disruption of the surface at high wind speed (e.g., see Figure 3-5 (c)
and (d)). For Run 5, wind shear was relatively high; wrinkles on the surface were visible
in all images. Occasionally, wind gust reached >16 m s-1, and small “white caps” could
be observed. As a result, air bubbles were entrained below the water surface, as shown in
Fig 5 (d). For these Runs, more comprehensive image-processing algorithms are needed
to track the water surface automatically. In the present study, surface locations were
identified manually image by image (marked and then interpolated) for Runs 3 and 5.
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Figure 3-5. Samples of PIV image pairs (zoomed into the near-surface
region). (a) Run1, a sub-window of the size 21.9 mm × 16.5 mm; (b) Run 2,
43.5 mm × 43.5 mm; (c) Run 3, 66 mm × 66 mm; (d) Run 5, 70.5 mm × 70.5
mm
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Figure 3-6. (a) A sample image pair with triangular PIV mesh; (b) The
instantaneous velocity vector map superimposed on the calculated vorticity
map. The unit of the color bar is (s-1).

Due to the movement of the water surface within the FOV, PIV interrogation was
applied on a dynamic unstructured triangular mesh. The triangular mesh is generated
with the Partial Differential Equation toolbox of Matlab (Mathworks, Inc.). First, the
boundary of the mesh domain was determined, which includes the reconstructed water
surface and the edges of the laser “sheet”. Then, a triangulation algorithm was applied to
generate a mesh for the domain with a predefined nominal mesh size (15 image pixels, or
0.8~1.8 mm, depending on the actual FOV for the presented cases). Figure 3-6(a) shows
an example of the triangular mesh generated for PIV interrogation. The 2-D velocity
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component was evaluated at each grid node using an in-house Matlab program based on
the PIV interrogation algorithm developed by Liao and Cowen [2005].

The PIV

interrogation algorithm is a multi-pass procedure, and the sub-window size of the final
pass being used was 24  24 image pixels, or 1.1  1.1 ~ 2.3  2.3 mm physically for the
cases presented here.
Figure 3-6 (b) shows a sample of PIV interrogation results (obtained in run 6, the
open water experiment), with an instantaneous out of plane vorticity map superimposed
on the instantaneous velocity vector field.

In this example, the spatially averaged

velocity components over the mesh domain are subtracted from the instantaneous
velocity to reveal vortex structures. Further statistical analysis shows that higher vortex
intensity was usually observed close to the wavy water surface, while the frequency of
occurrence and the intensity of vortice structures decreased away from the water surface.
Occasionally, strong vortices can be observed at relatively deeper positions, which might
be the result of vortex production and transport by the wave orbital motion. In laboratory
studies conducted by M H K Siddiqui and Loewen [2007], the vorticity magnitude above
a certain threshold value was considered as an index of the occurrence of microscale
breaking events.
For statistical analysis, velocity maps evaluated on the triangular mesh were
interpolated onto a fixed structured mesh with the top boundary always aligned with the
moving water surface. By doing so, I define the vertical coordinate z = 0 at the surface,
with z increasing downward with depth. A large number of PIV maps (1000~2000 image
pairs) were sampled and analyzed to obtain the statistics of turbulence characteristics,
with the spatial coordinates aligned with respect to the moving water surface (z = 0).
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Wave heights were also estimated from each PIV measurement. Under the “zerofetch” condition, waves were not well developed. Dominant waves were high frequency
short gravity waves with wave heights <10 cm. Due to its inertia, the floating platform
was not significantly affected by these small waves. The wave height was then estimated
from the location of the water surface recorded in PIV images, and the dominant wave
period was obtained from spectral analysis of the time series of the estimated surface
elevation. Figure 3-7 presents a sample result of time series of surface elevation and the
surface elevation spectrum for Run 3. For the open water Runs, an ADV and two
pressure sensors were moored on a large ship to record pressure and wave induced
velocity at the depth of about 1 m. These measurements were used to estimate wave field
parameters through the PUV method [Gordon and Lohrmann, 2002]. The resultant wave
parameters and turbulence parameters are listed in Table 2 for Runs 1, 3, 4, 5 and 6.
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Figure3-7. A sample result of wave analysis obtained from PIV images (Run
3). (a) the time series of surface elevation; (b) the wave elevation spectrum.
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Table 3-2. Wave field parameters and turbulence parameters (note: the
turbulent kinetic energy k in the definition of Turbulent Reynolds number
ReL is calculated as: k = (u’2+ 2w’2)/2)

3.5 TKE dissipation rate

Determining the vertical profile of dissipation rate is of interest as it relates to the
mixing process in the surface layer. Under breaking wave conditions, Terray et al. [1996]
proposed a three-layer structure, with the top layer exhibiting an approximately constant
dissipation rate, where turbulence is produced directly from wave breaking. Below this
layer (about 60% of significant wave height, Hs), a rapid decaying region with  ~ z-2
scaling is present, with the combined effect of wave and wind forcing. The thickness of
this region depends on Hs and the wave age. The third layer is found to have a scaling
similar to the wall turbulence, i.e.,  ~ z-1. For a water surface covered by microbreakers, M H K Siddiqui and Loewen [2007] used laboratory PIV measurements to
determine a dissipation rate of ~z-0.7 in the top layer. They also observed  ~ z-2 in the
transition region, with a thickness of 3.6Hs to 7.2Hs for young wind waves. There are

53

very few field data available to describe turbulence immediately below the water surface.
The floating UWMPIV system presented here provides a unique approach to reveal the
structures of dissipation rate and other statistics in the very top layer of the ocean/lake
surface. Although such measurements are still highly challenging under high wind and
bubble entraining conditions, for low to moderate wind speeds, the quality of obtained
images was extremely good. Even under more turbulent conditions (e.g. Run 5), good
statistical analysis was still possible after filtering out noisy images.

Figure 3-8. Wave-number velocity spectra of two velocity components
measured at the depth z = 20 mm
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Ensemble-averaged 1D velocity spectra along the horizontal direction (Eu and Ew
for the horizontal velocity component u and the vertical component w, respectively) were
calculated. Figure 3-8 shows the wavenumber spectra at a depth of about 20 mm from
the water surface under different wind speed conditions. A -5/3 slope was observed in
both the horizontal and vertical velocity spectra, suggesting the existence of an inertial
sub-range. Higher signal noise was also found under a higher wind shear situation. The
spectra demonstrated that the measured turbulence for runs 3, 5 and 6 were likely
isotropic at this depth, since the average ratios of Ew to Eu within the inertial sub-range
were very close to 4/3. For other cases, this ratio was generally lower than 4/3.
From the wavenumber spectra, the dissipation rate can be estimated by fitting the
inertial sub-range with the -5/3 power law:

Eu 

18  8 


55  9 

2/3

 5 / 3

(6)

where  is the wave number and the constant  is set to 0.4 [Hinze, 1975; M H K
Siddiqui and Loewen, 2007; Veron and Melville, 1999]. In addition, another independent
estimate of dissipation rate was determined by a “direct method” based on calculating the
local in-plane velocity gradients from PIV measurements [Doron et al., 2001; Liao et al.,
2009]:
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The comparison of estimated dissipation rates between the two methods averaged
over the top 5 cm of water column is shown in Table 3 except for Run 2, when the
turbulence was very low under quiescent environmental conditions. The results from the
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“spectra fitting method” were systematically ~10% greater than those from the “direct
method” for runs 3-5. Similar comparisons were reported by Doron et al. [2001](53%
higher) and M H K Siddiqui and Loewen [2007] (44% higher). For Run 1 and Run 6, the
“spectra fitting method” resulted in smaller dissipation rates than the “direct method”.

Table 3-3. Comparison of surface shear velocity and dissipation rate of TKE

In order to further compare the two methods, vertical profiles of dissipation rates
for all runs were plotted (Fig. 9). Profiles estimated from the two methods agree well in
shape, with matches being better under higher wind stresses.
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Figure 3-9. Vertical profiles of the dissipation rate of TKE, estimated with
the spectral fitting method (SF) and the “direct” method (DM).

Vertical profiles of dissipation rate with the “direct method” estimation are also
shown in Figure 3-10 with a log-log scale. Two power law relations, ~ z -1 and ~ z -2, are
plotted as references. Measured dissipation rate in this study covered a wide range from
10-6 m2 s-3 to 10-3 m2 s-3. In general, all profiles exhibited power-law behaviors,  ~ z  n
with the exponent n ranging between 1 and 2. A thin layer with nearly constant
dissipation rate was observed immediately below the air-water interface. For all runs, the
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thickness of the thin layer was less than 1 cm. Below this thin layer, wall turbulence
scaling behaviors were observed for runs 1~5. A least-square fitting with the power law
was applied to these cases, with the fitted exponent n being 1.30, 1.31, and 1.43 for Runs
1, 3, and 4, respectively.

For the case of run 5, two power law layers can be

distinguished, with the dissipation rate decaying more rapidly (

z 2.0 ) at deeper

positions, i.e., (z > 4 cm). The slower decaying layer in the top 4 cm, where the enhanced
near-surface dissipation might be attributted to microscale breaking, scales approximately
z 0.72 , which is very close to Siddiqui and Loewen’s (2007) laboratory

with

observation,. For the open lake case (run 6) with a much weaker wind shear and older
wave age, the dissipation rate decays more slowly with depth (n = 0.82). The difference
in the exponent may be an indication of different turbulence production and transport
mechanisms. For a high wind condition, near surface turbulence is dominated by surface
shear. When waves are present, turbulence might be a product of energy transfer from
wave orbital motion to turbulent fluctuations.

Nonlinear interaction among waves,

surface current and turbulence may also significantly affect the vertical structures of
dissipation rate.
It is worth noting that the thin layer of nearly constant dissipation rate
immediately below the water surface might be an indication of a higher mixing rate
within this layer due to microscale breaking. This rapid mixing in this upper layer could
have a significant influence on the transport of momentum, heat and gases.

More

investigations are needed to reveal the mechanism and scaling of turbulence near the
surface.
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Figure 3-10. Vertical profiles of dissipation rate of TKE on a log-log scale.

3.6 Reynolds shear stress and surface shear velocity

Surface shear velocity, u*w is an index of interface shear stress on the water side,
and is a crucial property that regulates the transfer of mass, momentum and energy. It
can be defined as

u*w   i /  w

(8)
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where  i is the shear stress at the air-water interface and ρw is the density of water. It is
difficult to make an accurate estimate of the shear velocity in field studies. One common
method is to fit the wind velocity profile U(z) in the air side “wall layer” following
“Charnock’s Law” [Charnock, 1955]:
 gz 
U ( z)
  1 ln  2   C
u*a
 u*a 

(9)

where u* a   i /  a , is the air side shear velocity. A more empirical method is to use
wind speed measured at 10 m height, U10, to estimate the shear stress through the drag
law:

u*a  CDU102

(10)

where, CD is drag coefficient, which is an empirical parameter that depends on surface
roughness, fetch, waves, and wind speed. In this study, the drag coefficients for run 1~5
were calculated as functions of wind speed [M Yelland and Taylor, 1996] as follows,

1000 CD10  0.29 

3.1 7.7

(3  U 10  6m / s )
U 10 U 102

(11)

1000 CD10  0.60  0.070 * U10 (6  U10  26 m / s )
For the open water case (i.e. run 6), due to the influence of “virtual” roughness
generated by gravity waves on surface stress eases, I applied the empirical
parameterization

CD10  0.0044U101.15

suggested by Wuest and Lorke [2003] for weak wind

(U10 < 3 m/s). The resultant drag coefficients for runs 1, 3~6 are 0.0012, 0.0013, 0.0011,
0.0016 and 0.0014, respectively.
With the wind shear estimation, shear velocity on the water side can be
obtained through:
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 a u*2a
u*w 
w

(12)

u*w can also be estimated by fitting the vertical profile of the dissipation rate with
the “law of the wall” (LOW) scaling for cases under a relatively low or moderate wind
speed,

u* w  z LOW 

1/ 3

(13)

LOW scaling implies equilibrium between turbulence production and dissipation,
and ε ~ z-1 near the water surface. For a wave dominant boundary layer, this scaling has
been shown to underestimate the decay rate of TKE dissipation [Agrawal et al., 1992;
Melville, 1994].
In this study, I applied a “direct” method to calculate the profile of Reynolds
stresses, which uses the estimates of surface shear velocity. First, an empirical approach
is adopted to decompose turbulent fluctuations from the raw data, which include wave
orbital velocities, mean current and platform motions. This empirical approach assumes
that the integral length scale of turbulence near the water surface is smaller than the FOV
of PIV images (i.e., it would scale with κz if the law of wall applied). It is also assumed
that the wavelength of surface waves is much larger than the FOV. Therefore the
horizontal mean velocity over the FOV of one PIV image is considered as an estimate of
the combined velocity of current, wave and platform motion, and the deviation from the
mean is considered as turbulent fluctuations. In practice, the instantaneous vertical
profile of mean velocity (or low-pass filtered velocity) was obtained by spatially
averaging each row of the 2D velocity field at different depths below the water surface.
In addition, the instantaneous mean profile was further smoothed in time with a running
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average over the time series of these profiles. The low-pass filtered mean velocities are
denoted as U(z, t) and W (z, t) . Then the instantaneous turbulent fluctuations were
determined by subtracting the reconstructed mean profile. As a result, Reynolds stresses
can be directly calculated through the cross-correlation of the fluctuating velocity
components.
Figure 3-11 (a) shows the profiles of Reynolds shear stress for wind shear
dominant runs (e.g. runs 1, 3, 4 and 5) and the open water run 6. Figure 3-11 (b) shows
the profiles of Reynolds shear stress normalized to u*w obtained from equation (10) and
(12) (i.e., estimated from wind shear/drag), versus the normalized depth with respect to
the estimated significant wave heights (see Table 2). The non-dimensional Reynolds
shear stress profiles are very similar in shape, although they do not seem to collapse onto
a universal scaling. For higher wind conditions (e.g. runs 3, 4, 5), the turbulence is
dominated by surface wind shear, which shows good agreement with the wall turbulence
2
scaling, e.g., the ratio of the near surface Reynolds stress to u*w
equals approximately 1.0.

Profiles normalized with u*w and the viscous length ν/u*w result in a slightly better scaling
than with the wave height, except for the two low wind cases (run 1 and 6) (Fig. 11(c)).
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Figure 3-11. Vertical profiles of Reynolds shear stresses. (a) un-scaled; (b)
non-dimensionalized by the surface shear velocity (estimated from wind drag)
and the significant wave heights. (c) non-dimensionalized by the surface
shear velocity and the viscous length scale. (d) Production and dissipation of
TKE for run 6.
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According to the profiles of Reynolds shear stresses (Fig 11(a)), I denote the
maximal value along the vertical profile for each run as the estimate of the surface shear
velocity squared.

The estimated shear velocities are compared with those obtained

through wind drag estimates (equations (10) and (12)). Meanwhile, I performed another
estimation by forcing the LOW scaling (equation (13)) to the measured profiles of
dissipation rate in the upper layer (z = 0.4 ~ 4 cm) for each run. A comparison of results
is shown in Table 3. For runs 3~5 when the surface wave heights were small, the surface
shear velocity estimated from Reynolds shear stress is very close to, but systematically
larger than, that from the wind drag estimation (the ratio ranges from 1.02 to 1.18), while
the LOW estimation is systematically smaller than the wind stress estimation (the ratio
ranges from 0.62 to 0.63). The LOW estimation assumes that the Reynolds stress in the
wall scaling region (z = 0.4 ~ 4 cm for case 3~5) is constant and equal to the shear
velocity squared. However, measured data in this layer showed that Reynolds shear
stress clearly decreases with depth, and it should be smaller than the shear velocity
squared at the surface. This might explain the underestimation following the LOW
estimation. Given the fact that the three estimates were from independent measurements,
the agreements from observations are very good.

It suggests that turbulence

decomposition with respect to spatial mean is a valid approach for this study.
For run 6 on the open lake, surface shear velocity from the ensemble average
Reynolds stress matched well with the wind drag estimate.

However, the LOW

dissipation approaches significantly overestimated the surface shear velocity. This is an
indication that other sources of turbulence exist in addition to the direct wind input. The
turbulence might be a direct result of the wave orbital velocity combining with effects of
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wind, wave, current-wave and wave-wave interactions.

It should be noted that the

Reynolds shear stress does have a sign. For a shearing dominant turbulent flow under an
equilibrium condition, the sign of the Reynolds shear stress ui ' u j ' is usually the same as
the mean velocity gradient,

U
U i
, so the production term, ui ' u j ' i , is positive. This
x j
x j

implies that the Reynolds stresses arise from shear induced “eddies”. The sign of mean
velocity gradients alternates between positive and negative in a wave induced orbital
velocity field. Figure 3-11(d) presents profiles of dissipation and turbulence production
terms with two different approaches, where

Pc  u ' w '

U
W
 w' w'
z
z

(14)

is the production with ensemble averaging, which represents effects of wind induced
mean current and/or Stokes drift, whereas

Pw   u ' w '

 U
z

 w' w'

 W
z

(15)

represents production that includes the effects of wave induced velocities. The bracket
“< >” denotes spatial averaging of the instantaneous velocity field in the horizontal
direction. The ensemble averaging over the spatial mean is applied to evaluate the mean
production. Vertical binning over every 0.5 cm depth interval was also applied to the
instantaneous profiles of <U> and <W> in order to obtain smoother profiles for the
calculation of their vertical gradients. Turbulence production due to the mean flow (Pc)
is much smaller than the dissipation rate over the entire depth, so it is not the major
source of turbulence. Turbulence production due to waves (Pw) is approximately in
balance with dissipation for top 5 centimeters, but decreases rapidly as it goes deeper.
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These observations suggest that under a low wind shear, wave induced motion itself can
contribute significantly to turbulence production, which occurs in a relatively thin layer
under the air water interface. At a deeper position, enhanced dissipation rates may arise
from turbulent transport of the Reynolds stresses from the production region, and this
needs to be evaulated with further investigations.
Overall, the presented results suggest that the turbulence structure in a wind wave
surface boundary layer is close to wall turbulence under low to moderate winds, while
turbulence can be greatly enhanced by waves, which agrees with the laboratory
observation of Cheung and Street [1988].

3.7 Conclusions

I have shown that a free-floating PIV system is capable of measuring near-surface
turbulence structures. This has significant implications for the quantification of gas
exchange across the ocean-atmosphere interface. With an oscillating and deforming wind
wave surface on an ocean or lake, it is extremely difficult to accurately capture the
structures of small-scale turbulence with traditional point-wise flow measurement
instruments, such as the ADV. An advantage of PIV measurements is that small-scale
turbulence properties, such as dissipation rate and vorticity, can be directly obtained
through calculating the instantaneous spatial velocity gradients. It has been also
demonstrated that, due to the intermittent nature of turbulence at the dissipative scales,
velocity gradient statistics are dominated by spatially sporadic but strong local straining
and rotational motions (see the filamentary structures on the vorticity map shown in
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figure 3-6(b)), and they are much greater than the rotational speed of the floating
platform created by surface waves. Therefore measured statistics such as the dissipation
rate will not be significantly affected by the platform motion. Because the moving airwater interface is visible on most recorded PIV images, the position of the surface can be
tracked either automatically through imaging processing, or manually through hand
drawing. So the ambiguity of the vertical depth with respect to the moving surface can
be resolved.

These advantages make the floating PIV system a unique tool to

characterize very detailed profiles of turbulence immediately below the air-water
interface under non-breaking conditions.
Calibrating and exploratory experiments have been conducted in Lake Michigan
to investigate the surface layer hydrodynamics with a nearly “zero-fetch” wind condition
in the lake harbor and wavy surface conditions on the open lake. Experiments were
conducted under a wide range of wind shear conditions (wind speed varied from <1 to
about 14.3 m s-1) to quantify near surface turbulence during the wind-wave generating
and growing period. Vortices produced by high wind shear were observed near the water
surface. Wavenumber spectra of velocities demonstrated -5/3 slopes of the inertial subrange. The dissipation rates of TKE were estimated through the spectral fitting method
and through the “direct” method by calculating the spatial gradients of velocities. Good
agreement was found between the two methods. Vertical profiles of dissipation rate
showed a thin layer (< 1 cm) of nearly constant values beneath the water surface for all
cases. Profiles of dissipation beneath this thin layer can be well described by a power
law decaying trend with depth, i.e., ε ~ z-n. For “zero-fetch” wind shear cases n was
found to be approximately 1.0, suggesting a “law of the wall” scaling for turbulence. For
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the high wind case (wind speed = 15 m s-1), another power law layer was found below the
wall layer, with n approximately equal to 2.0, indicating a more rapid decay with water
depth. The profile of dissipation for open lake, wavy conditions also exhibited a power
law dependency, with the decaying power n being significantly smaller than 1.0.
Another advantage of PIV is that turbulence can be decomposed from the
measured instantaneous velocity field, which consists of currents, waves and the platform
motion. Considering the residual of the spatial filtering as the turbulent fluctuation, i.e., a
concept similar to the “large eddy simulation” (LES) approach, I was able to calculate the
Reynolds stresses directly. For wind shear dominated cases measured under the “zero
fetch” condition, the estimated shear velocity from the measured profiles of Reynolds
shear stress agreed well with the estimates from the surface wind shear stress. They also
scaled well with shear velocities estimated from the profiles of dissipation rates following
the “law of the wall”. These comparisons suggest that the turbulence decomposition
approach is valid.
Measurements in the open water case with low wind and moderate surface waves
indicated that surface waves are a significant source of turbulence. The near-surface
vertical structures of dissipation and Reynolds shear stress can not be described by the
“law of the wall” scaling. More field experiments are needed to investigate near-surface
turbulence budgets under waves, and the free-floating PIV system will be a valuable tool
for this purpose. Coupled with measurements of air/water gas gradients and gas flux
measurements, such as those derived with the eddy covariance method, I hope this
instrument can provide new insights into the fundamental physics of near surface

68

turbulence and its role in controlling the fluxes of mass, momentum and energy across
the lake-atmosphere and ocean-atmosphere interfaces.
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Chapter 4

Experimental Study on Turbulence Structure
Immediately Below the Air-Water Interface

4.1 Experiments

The primary data presented in this chapter was collected in an open lake
environment (outside of Milwaukee Harbor) from November 2011 to November 2012 on
Lake Michigan (denote as run “W” in this chapter). For all “W” runs with relatively large
waves, the deployment sites are about 1.2 km away from the shore with a nominal water
depth of 10 meters. Besides FPIV system, two pressure sensors and a Nortek ADV were
moored on the R/V to record simultaneously the pressure and wave induced velocity at
about 1 meter depth below the air-water interface for W1. PUV method [Gordon and
Lohrmann, 2002] was applied to estimate wave field parameters in this dataset. During
the experiments, wind speed, wave height, as well as wave age were recorded. For all
“W” runs, the wave height was typically larger than the FOV of PIV images. In addition,
a series of field deployments at the inner harbor of Lake Michigan (Milwaukee River)
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were conduced prior to open lake experiment from August to November 2011 (denote as
run “T”). One can consider run T as the cases under effects of very young waves with
almost zero fetch condition. Table 1 summarizes the environmental conditions and
experimental configuration parameters.
For all “T” runs, the FPIV system is loaded to the measured sites from the dock
area of harbor or a small boat. For open lake run “W”, the instrument was launched from
the deck of R/V Neeskay or Osprey. Prior to deployment, the instrument need to be
calibrated (to get resolution of CCD camera) and carefully adjusted (e.g. focus condition,
sweeping time of laser, the position of floating fenders, etc) to meet different
environmental conditions, such as, surface wind forcing, background light, water
turbidity, etc. In summary, 2-4 sets of images were acquired in each run. 2000-4000
image pairs were collected in each dataset at sampling rate of 6-12 Hz, which
corresponded to measurement duration of about 10-15 minutes.

Table 4-1: Summary of Floating PIV parameters and statistical

characteristics for each run1

1

u * is friction velocity in water side in definition of wave age.
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4.2 Data analysis

The main purposes of the FPIV deployment in this chapter is to measure vertical
profiles of turbulent characteristics immediately below the air-water interface. The airwater interface can be clearly identified for cases under low to moderate wind speed
conditions, as higher density of natural particles (plankton, sediment or micro air bubbles)
accumulate on the surface. For these cases, the surface location can be tracked by an adhoc image processing algorithm. However, for cases with strong wave motion and
surface scatter due to air entrainment, a more complicated image processing algorithm
might be required for locating water surface. In the present study, surface location is
traced manually image by image. Details of the surface locating and reconstruction
procedures can be found in chapter 3. The estimated maximum error for water surface
location is about 50 image pixels, or 6 millimeters according to the PIV resolution. In this
study, the triangular mesh was generated (see chapter 3) in the determined computational
domain with a predefined nominal mesh size (15 image pixels, 1.76 mm). The mean
effective area of a triangular mesh is equivalent to a square of about 8 × 8 pixels.
A multi-pass anti-aliasing interrogation algorithm [Liao and Cowen, 2005] was
applied to evaluate 2-D instantaneous velocity at each grid node. In this study, the subwindow size of the final pass was set to 24 × 24 pixels, or 2.8 × 2.8 mm physically.
Ensemble average analysis was applied to statistically investigate the turbulent
characteristics under the waving water surface. In order to obtain vertical profiles, the
coordinate system was transformed from moving unstructured system to a fixed
structured one. For each column of the structured mesh, I realign all the columns into the
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fixed coordinate system with z = 0 indicate water surface and z increases downward with
depth, following the same definition of coordinate system as in chapter 3.

4.3 A typical vortices evolution snapshot

Vortices with strong vorticity were observed in near surface region. Since
strong shearing motions exist near the air-water interface, reliable vortex statistics
need to be quantified as the evidence of strong swirling motion rather than significant
vorticity [Adrian et al., 2000]. To illustrate eddy structure, two dimensional velocity
gradient tensor D2D is calculated to quantify the swirling strength in 2-D
instantaneous velocity field [Chong et al., 1990].

D2D

 u u 
 x z 


 w w 
 x z 

(1)

In this case, D2D either has two real eigenvalues ( r ) or a pair of complex
conjugate eigenvalues ( cr  ci ). Therefore, the local eddies are defined in iso-regions of

ci  0 . Figure 4-1 shows the time sequence of eddy evolution during 1 second. The
vortex structure was clearly seen being transported and deformed. A group eddies with
high swirling strength rotate clockwise in the FOV of PIV images and meanwhile
stretched by local shear motion into several individual eddies.
The breaking down process on these eddies by local shear is consistent with high
turbulent dissipation, which is related to the interfacial gas transfer when approaching the
air-water interface. From the experiment results, the evolution of turbulent eddies is
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typically of very short time scale, which is controlled by combined effect of wind shear
and surface waves.
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Figure 4-1: Evolution process of identified near surface vorteices. Velocity
vector of “local eddies” is superimposed. The unit of colorbar is s-1
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4.4 Dissipation rate estimation

The dissipation rate of TKE for Newtonian fluids is defined,

  2 sij sij

(2)

where the rate of strain tensor sij contained nine local velocity gradients to be measured
or estimated. Therefore, to obtain the spatial distribution of dissipation rate with this
definition requires measurement of the 3 components of velocities in the 3 dimensional
space with high resolution. Although the technology exists, such as a 3D3C PIV system,
it has only been done in laboratory settings. Field measurements of dissipation rate
usually invoke the Kolmogorov’s similarity hypothesis of isotropy, and rely on the
existence of the inertial subrange, where the velocity spectra or the structure function
scale with the dissipation rate only. With the high resolution 2D PIV technique, there
exists a number of methods to estimate the dissipation rate with less assumptions than a
point-wise measurement device.

4.4.1 Vertical profiling with "direct method"

The “direct method” is widely used for estimating dissipation rate for a 2-D PIV
system [Doron et al., 2001; Liao et al., 2009; K Siddiqui and Loewen, 2010], since 4 inplane local velocity gradients can be directly measured from PIV data (e.g.

,

u u w
,
,
x z x

v
w
in this study). Additionally,
can be estimated from continuity equation. Only
y
z
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out-of-plane gradients of u and w need to be modeled with assumption of local isotropy.
In this study, “direct” estimation of dissipation rate of TKE is given by

 u 2  w 2  u 2  w 2
u w 2 u w 

 D  3    

 
 
 2
z x 3 x z 
 x   z   z   x 


(3)

Figure 4-2: Time series vertical profile of turbulent dissipation rate
immediately below the air-water interface (Run W1). z = 0 represents the airwater interface after vertical mapping. Black area indicates no data at that
depth below the water surface.

The instantaneous turbulent dissipation was calculated in each grid points of
triangular mesh and transformed to a structured mesh for each PIV sampling snapshot.
Figure 4-2 shows a time series of dissipation rate of TKE profile immediately below the
detected air-water interface. Because of the moving water surface, the sampling distance
below the water surface varies responding to the instantaneous wavy lake surface. The
black area means no data acquired at such distance below the water surface. The result
shows the high intermittency near the air-water interface. Two orders of magnitude
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differences were observed in the top 15 centimeters. The dissipation rate time series
profile clearly shows the stronger turbulent level near the water surface (Figure 4-3).

Figure 4-3: Time series of dissipation rate at two different depths below the
air-water interface (Run W1): z = 1 cm and z = 10 cm

In order to investigate the near surface turbulence wave interaction, the vertical
profile of dissipation rate for all runs was compared in figure 4 with log-log plotting. The
turbulent dissipation varies from order of magnitude of 10-6 to 10-3 m2/s3 depending on
different wind shear and wave field. A thin layer with nearly constant dissipation rate was
observed immediately below the air-water interface. For all runs, the thickness of the
thin layer is less than 1 cm. Below this thin layer, the vertical dissipation rate profile
approximately follows the power law with depth as  ~ z  n . As the reference, n = 1 and 2
are also plotted in figure 4-4.
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Figure 4-4: Vertical profile of dissipation rate by “direct” estimation

Shown in figure 4-4, the dissipation rate profiles for runs W can be clearly
distinguished from runs T. Slower decay rate of turbulent dissipation rate was observed in
the measured region under effect of surface waves. M H K Siddiqui and Loewen [2007]
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argued that the small n indicates the thin layer in the presence of micro-breaking waves.
In their laboratory study, n = 0.7 in the enhanced turbulent dissipation region (about
0.4Hs). For “T” runs, the power scaling n is close to 1 similar to wall turbulence behavior.
The difference in the exponent n might be an indication of different turbulence
production and transport mechanisms. For a high wind condition, near surface turbulence
are dominated by the surface shear. When waves are present, turbulence might be a
product of energy transfer from wave orbital motions to turbulent fluctuations.
Meanwhile, nonlinear interaction among waves, surface current and turbulence may
significantly affect the vertical structures of dissipation rate. As can be seen in figure 4-4,
with the increasing the distance away from the air-water interface, the turbulent level in
run W trends to be larger than T3 with wind speed of 14.3 m/s as the result of slower
decaying rate. The evidence clearly shows the effect of waves on near surface turbulence
structure.

4.4.2 Discussion on different methods for dissipation rate estimation

(a) Linear fitting in inertial sub-range from 1-D velocity spectra

The most popular mean in estimating dissipation rate in field is linear fitting in the
inertial sub-range (IR) based on velocity spectra data. For single-point measurement,
wave number spectrum can be obtained from the transform of frequency spectrum based
on the advection velocity (ship movement if device moored on a ship, current speed if
drifting device is used). For PIV data, the wavenumber spectra is directly obtained since
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2-D spatial velocity domain can be resolved without invoking Taylor’s frozen turbulence
hypothesis. This method relies on the assumption of fully developed, homogeneous and
isotropic turbulence in the IR such that the corresponding wave-number spectrum
exhibits -5/3 slope.
In this study, the dissipation rate was determined from the relation,

18  8 
E11 ( k1 )   LF 
55  9 

2/3

k15 / 3

(4)

where E11 is the 1-D spectrum density based on Fourier transform of horizontal velocity
(representing the superscript 1) as a function of horizontal wave-number k1, and constant
α=0.4 [Veron and Melville, 1999]. The dissipation rate can also be estimated by vertical
velocity spectrum E33. Isotropic turbulence will be shown if,

E11 (k1 ) 

3
E33 (k1 )
4

(5)

Figure 4-5 shows log-log scale plot of 1-D horizontal wave-number for both
horizontal and vertical velocity spectrum (represented by 3/4E33) with kolmogorov
scaling for three different depths below the water surface (z = 1, 5 and 10 cm). Higher
energy level is clearly shown in the figure when approaching the interface. -5/3 slope
indicating the kolmogorov universal scaling in sub-range is observed in near surface
turbulence structure. Dissipation rate was estimated through linear fitting in the IR from


both horizontal and vertical spectrum, denoted as  LF 11 and LF 33 .
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Figure 4-5: Nondimensional 1-D velocity spectrum at different depth from
the air-water interface (Run W1)

For ideally isotropic turbulence, the 1-D velocity spectrum plotting for E11 and
3/4E33 should be collapse with the same energy level. As is evident in figure 4-5, near
surface turbulence shows 3/4E33>E11 in the observed wave-number range, although they
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are very close. However, the local isotropic turbulence is hard to conclude by the mean of
this feature. The ratio of 3/4E33 and E11 is 1.03, 1.23 and 1.23 for z = 1, 5 and 10 cm,
respectively. Since the FOV limited the range of wave-number, the data do not reach the
integral length scale. Nimmo Smith et al. [2005] applied an extended method for PIV
analysis by local advection velocity in a bottom boundary layer in a costal ocean.
However, this method is not suitable for near surface turbulence since strong wave orbital
motion and short time scale of turbulence evolution. At the high wave-number end of
observed spectrum (250 rad/m < k < 300 rad/m), Doron et al. [2001] reported spectral
“humps” when velocity components are parallel to wave-number direction, i.e., E11(k1)
and E33(k3). The laboratory study in near surface region also demonstrated this
“bottleneck effect”, which is explained by unbalanced spectral flux of energy at low
wave-number with the rate of dissipation at dissipassive length scale [Drazen and
Melville, 2009]. In this study, the spectral “humps” were not clearly observed. Although
the high wave-number end in spectra is ~O(103), the present data does not reach smallest
length scale due to high turbulent level near the surface (dissipation rate is ~O(10-4
m2/s3)).

(b) structure function fitting

Structure function (SF) fitting method can be used to estimate dissipation rate
based on the Kolmogorov’s second similarity hypothesis. The second order velocity
structure function is defined as the covariance of difference in velocity between two
points,
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Dij (r , z )  cov[ui , u j ]  [ui ( x, z )  ui ( x  r , z )][u j ( x, z )  u j ( x  r , z )]

(6)

Dij (r , z )  2ui ' u j ' is a valid assumption for the case that velocity at two points are
uncorrelated (r is larger than integral length scale of the turbulence) and the wave
induced velocities at the two points are approximately equivalent ( r is much smaller than
the wavelength the surface waves). Figure 4-6 shows an example of second order
structure function as the function of r in log-log scale for h = 1, 5 and 10 cm.

Figure 4-6: Second order structure function at different depth from the airwater interface (Run W1)
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In the IR, the second order structure functions has the form,

D11 (r , z )  C2 ( SF ( z )r ) 2 / 3

(7)

In equation (7), C2 = 2.12 [Sreenivasan, 1995] where the Reynolds number (based
on Taylor micro-scale) is large enough. Practically, the dissipation rate can be resolved
by linear fitting of second order structure function plotting with r2/3 [J Gemmrich, 2010].
Both horizontal and vertical second order velocity structure function were used to
estimate dissipation rate, denoted as  SF11 and  SF 33 .

(c) Large eddy PIV method

Large Eddy PIV analysis approach was proposed by Sheng et al. [2000] to
estimate dissipation rate of TKE, since PIV interrogation algorithm are based on the subwindow selection, which is similar to Large Eddy Simulation approach (LES). The idea
is that the resolution of PIV velocity resolution (typically grid size for structured mesh)
can be treated as the “resolved size” in LES. The assumption of the dynamic equilibrium
of the energy transferred from the production length scale to the dissipation length scale
is applied in large eddy PIV analysis. The instantaneous velocity field can be separated
into two parts,


ui  U i  ui

(8)


where U i is the resolved scale velocity by PIV measurements, and ui is the unresolved
scale out of the resolution of PIV results. The LES equation can be obtained by filtering
of the incompressible continuity equation and the Navier-Stokes equation,
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U i
0
xi

(9)

U i  (U iU j )
P
 2U i  ij




t
x j
x j
x 2j
x j

(10)

where  ij  uiu j  U iU j is the sub-grid-scale (SGS) stress tensor. In this study,
Smagorinsky model was applied to model SGS stress, given by,

 ij  Cs22 S Sij

(11)

where Smagorinsky constant Cs = 0.17, and  is the window size of PIV analysis. For
triangular mesh,  is defined,


AROI
N

(12)

where AROI is the area is region of interest, N is total number of triangular meshes. In this
study, the LES filter size was calculated for each PIV image pair and averaged, that is,
0.095 mm.
The resolved scale rate of strain tensor S ij is defined,

1  U U j 
Sij   i 
2  x j
xi 

(13)

For 2-D PIV analysis, only 4 of 9 components of S ij can be measured, that is,

U1 U1 U 3 U 3
,
,
,
x1 x3 x1 x3

(14)

To estimate remaining terms of S ij ,the continuity and isotropy is assumed such
that,
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U 2
U U 3
 1 
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(16)

S  2Sij Sij

(17)

Therefore,

Based on PIV data and SGS model, the dissipation rate of TKE can be
estimated by Reynolds averaged SGS dissipation rate,

 LES   SGS  2  ij Sij

(18)

(d) comparison and discussion

From the different approaches discussed above, total six estimation of
evaluated. Mean value of

 were

 for entire FOV is summarized in Table 2 and vertical profile

is shown in figure 4-7. In general, the vertical profiles are very close in shape although
there are not collapsed. The structure function fitting gives larger estimation than other
methods. The overall difference of independent methods is quite small. The largest
difference of estimation for entire FOV is between 1-D spectrum fitting at horizontal
direction and structure function fitting at vertical direction (Table 2).
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Table 4-2: comparison of mean dissipation rate of entire FOV estimation
from different methods (m2/s3), Run W1

For "direct method", least assumption is invoked in estimation of dissipation rate.
On the other hand, this method is very sensitive to the PIV interrogation window size,
since local velocity gradient is based on finite differences. In principle, more accurate
estimation is expected for smaller grid size. However, the smaller window size increases
measurement noise of velocity difference of adjacent grids. The tradeoff need to be
determined with direct method estimation, which is extremely difficult in field
measurements due to large variation of flow condition and spatial resolution of PIV
system. In this study, direct method estimation is considered to be valid, since grid size of
velocity vector map is averaged about 0.1 mm < 5.5  0.14 mm.
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Figure 4-7: Comprasion of dissipation rate vertical profiles in log-log scale
plotting from different methods (Run W1).

For 1-D velocity spectrum fitting and structure function fitting, the local isotropic
turbulence is assumed in IR. Figure 4-5 shows a large region of IR indicated by -5/3
slope, which is need for 1-D velocity spectrum fitting. In theory, the spectrum fitting
method is highly dependent on resolved IR. Typically, the high wave-number end of the
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IR k ≈ 0.1/η (figure 4-5), while the low wave-number end of the IR varies depending on
the turbulence anisotropy. For shear flow, the well defined IR relies on the turbulent level
(i.e., Reynolds number), mean shear time scale and separation decades ( log10 ( Ls / ) )
between integral length scale (Ls) and Kolmogorov length scale (η) [Bluteau et al., 2011].
If considering the near surface turbulence as wind-induced shear flow, the integral length
scale is bounded by air-water interface hence Ls/ η is small. Consequently, the width of
IR is reduced by increasing low wave-number end. However, in this study, the IR is well
observed even very close to the interface, such that the dissipation rate estimation from
linear fitting of 1-D velocity spectrum is reliable. In the coastal ocean bottom boundary
layer study [Doron et al., 2001], they argued that the wave contaminate dissipation rate
estimation based on spectral fitting, because the range of wave-number covered the scale
of wave induced motion in their experiment. In this study, the turbulent level is quite
strong and waves are fairly developed such that the dominant wave scale is out of the
fitted wave-number range.
Similarly, structure function fitting method relies on the observation of IR. Since
the velocity difference is calculated from large separation distance ( ~ O(cm)), the bias
error issue from velocity spatial derivatives is negligible compared with direct method.
The requirement of spatial resolution is relaxed and less sensitive to the sub-windows
size of PIV analysis in SF fitting [de Jong et al., 2009], therefore the dissipation rate
estimation from SF fitting is an alternative approach, especially for coarse resolution
measurement [J Gemmrich, 2010]. With a single beam Doppler sonar measurement, J
Gemmrich [2010] implemented a vertical SF fitting to estimate near surface turbulence
under breaking waves since no horizontal data available. Consequently, the structure
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function data (4 data points at z = 0.03 m) near the interface is less and hence
measurement noise would be a great issue. For PIV measurement, the instantaneous 2-D
velocity map is available for calculating both horizontal and vertical SF to estimate
turbulent dissipation (figure 4-6).
In the LES PIV analysis, the dissipation rate estimation is highly dependent on the
sub-grid size Δ. Various Δ leads large uncertainty on dissipation rate estimates. de Jong
et al. [2009] pointed out that dissipation rate estimation is independent of Δ in the IR.
The advantage of LES PIV method is its suitability of the lack resolution measurement by
modeling the kinematic viscosity by a sub-grid viscosity, where direct method is not
reliable. Additionally, LES PIV method is independent on isotropic turbulence
assumption in the IR rather than 1-D velocity spectrum fitting and SF fitting. The only
matter is large separation of Ls and η. In figure 4-9, Δ = 0.095 mm gives close estimates
with other direct and indirect methods.
In summary, all methods give close estimation on turbulence dissipation rate
immediately below the developing progressive waves. The accuracy of different methods
rely on the instrumentation setup and flow condition, such as, natural particle density,
resolution of PIV analysis (depends on FOV and CCD size of camera), Reynolds number,
turbulent anisotropy, etc. In field measurement, the measurement environment varies and
cannot be well controlled before deployment. Therefore, a proper method should be
chosen afterwards case by case. In principle, PIV measurement is more robust and
accurate in estimating dissipation rate other than fixed point or two dimensional (time
and single direction space) measurements.
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4.4.3 Phase dependence on wave dominant field (W1)

Under breaking wave condition, the near surface turbulence is dominated by
ejection of energy from breakers. Similarly, when waves occasionally break or microbreak by strong tangential stress on wave crest, strong turbulence is generated.
Laboratory and field studies on phase dependence of turbulence dissipation rate
confirmed higher turbulent level under wave crests [J Gemmrich, 2010; K Siddiqui and
Loewen, 2010]. In laboratory study, PIV is an excellent technique to investigate phase
dependent turbulent structure, since it can provide “direct” measurement of water surface
in the case that the wave length is small enough compared of the FOV of PIV images
[Peirson, 1997]. For resolving phase coverage, the FOV of PIV image is expected to be
large to better estimate phase angle of sample area. This can be well controlled in
laboratory studies. However, due to limitation of CCD array in the PIV camera system,
the resolution for large FOV is consequently coarse. As the result, the PIV data
substantially underestimate the dissipation rate, since 99% of dissipation takes place in
the region of wave-number smaller than 5.5 1 [Cowen and Monismith, 1997].
In field studies, it is almost impossible to accomplish the “direct” phase
measurement with PIV since the sea surface wavelength is too large even under short
fetch. In this case, Hilbert Huang Transform (HHT) [N E Huang et al., 1998] can be used
to resolve the phase angle and local amplitude for water elevation signals. The Hilbert
transform of input signal X(t) is defined,

H (t ) 

1





X (t ' )
dt '
  (t  t ' )

P

(19)
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where P indicates the Cauchy principal value. X(t) and H(t) form the complex conjugate
pair, so analytic signal Z(t) can be defined,

Z (t )  X (t )  iH (t )  a (t )e i ( t )

(20)

where, a(t) is local amplitude and θ(t) is corresponding phase angle, defined as,

a ( t )  X 2 ( t )  H 2 ( t ) 

1/ 2

 H (t ) 
 (t )  tan 1 

 X (t ) 

(21)

(22)

It should be noted that original Hilbert transform is only suitable for narrow
banded signals. According to HHT, the raw near surface velocity data need to be
decomposed into finite number of intrinsic mode functions (IMF), since the raw signal is
broad banded. Empirical mode decomposition (EMD) method can be applied in the raw
signal to get IMFs. After pre-process, the Hilbert transform on each IMF gives sharp
identifications of imbedded structures. In this study, the HHT method is proposed to be
applied to identify the phase dependence on near surface turbulence under propagating
surface waves. For example, surface elevation signal can be represented in Hilbert
expansion form,
N

 (t )   a n (t ) exp(i n (t ))

(23)

n 1

where N is total number of IMFs for decomposed signals.
However, for present PIV study, the water elevation wasn’t recorded during
experiment. Alternatively, the wave orbital velocity was used to analyze the phase angle
for each instantaneous snapshot in this study. Assuming that the water elevation is due to
wave orbital motion and uncorrelated with turbulence, local surface elevation can be
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estimated from the horizontal velocity signal [J R Gemmrich and Farmer, 2004]. Since
the PIV system is almost aligned with wave propagating direction, the determination of
phase angle based on horizontal velocity is valid.
In practice, the horizontal velocity signal was averaged in entire FOV of PIV
image since both wave length and height is large comparing to the FOV. Then, EMD
method was applied to decompose the original signal into several IMF modes. In this
study, totally 10 IMF modes were obtained in this pre-processing. Therefore, HHT can be
applied to each mode to obtain the instantaneous local amplitude and phase angle. The
dominant instantaneous wave frequency and phase angle can be obtained based on
dominant IMF amplitude. Furthermore, to test the physical meaning of each IMF mode, a
Fourier transform was performed to obtain the spectrum for individual IMF mode. To
demonstrate the physical meaning of EMD method, figure 4-8 shows the horizontal
velocity spectrum of the individual IMF modes in frequency domain from ADV data. The
-5/3 slope line is also presented in figure to show the region of IR for ADV measurement.
Total 18 IMF modes were obtained and the first 12 modes and original velocity signal
were plotted in log-log scale. It should be noted that the ADV is moored on one side of
the R/V, consequently the raw velocity signal contains the wave motion, turbulence, ship
motion, and measuring noise. For separated IMF modes, each mode contains a certain
time scale with increasing trend from the first to last mode. For example, the mode 1
interpret the most of turbulent dissipation range and measurement noise, the inertial subrange is included in the first modes indicated by -5/3 slope. The time scale associated
with dominant wave motion is located from mode 6 to 10.
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Figure 4-8: ADV horizontal velocity spectrum in frequency domain for
seperated IMF modes from EMD method (Run W1)

For PIV data, similar trend is obtained but with less IMF modes (10 modes in
total). It is noting that the sampling rate of PIV (8 Hz) is much smaller than ADV data
(50 Hz), so that the time scale is not as well separated as ADV. In general, the most of
energy are constricted in first two modes and large wave motion is contributed by mode
7. All other modes have no contribution to the local maximum amplitude an(t). Based on
the EMD methods and HHT process, 20 degree bin was selected to separate the region of
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wave crest or trough for each PIV image. Then instantaneous dissipation rate was phase
averaged corresponding to the dominant phase angle. Figure 4-9 shows the vertical
profile of phase averaged dissipation rate in crest and trough region. Larger turbulent
dissipation rate was observed under wave crest even without breaking waves. In this
experiment, the enhanced dissipation rate under crest region is about 70% compared it in
the trough region for entire FOV (vertically about 15 centimeters, over 7 minutes) of PIV
analysis for 20 degree bin separation. It should be noted that only small portion of
samples can be counted into the phase averaged calculation. Only about 10% of PIV
images can be utilized to contribute phase average analysis for the following reasons. (1)
a part of PIV images are excluded into vertical mapping because water surface is not
shown in them; (2) another part of PIV images with very low water surface location in
FOV cannot be counted into dissipation rate averaging, especially over 10 centimeters
below the water surface; (3) the bandwidth of selected phase bin significantly affects the
dissipation rate averaging. Larger bandwidth gives more samples at crest and trough
region but less difference between dissipation rate, and vice versa. For example, the 40
degree bin leads the enhancement of dissipation rate at crest region decreasing to 24% but
double the samples.
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Figure 4-9: Phase dependence of vertical profile of TKE dissipation rate in
crest and trough region (Run W1).

Enhanced shearing effect on water column with accelerating wind speed might be
the direct energy source from the air side when approaching the wave crest. Strong
turbulent energy might be transferred from micro-scale breakers associated with high
level local vorticity. As shown in figure 4-8, the dissipation rate is strongly affected by
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waves. In the meantime, the thickness of interaction layer should be distinguished with
the different wave phase. The enhanced dissipation rate layer is thicker in the crest region
(about 10 centimeters) than that in the trough region (about 2 centimeters).

4.5 Turbulence structure immediately below the air-water interface with existence
of surface gravity waves

The existence of surface waves which is initialized by energy transported from
wind renders complexities to the near surface turbulence characteristics and hence they
are poorly understood. On the highly energetic ocean surface, the concept that turbulence
is directly injected from breaking waves has been well accepted [Terray et al., 1996].
Below the wave energy injection boundary, surface waves interact with current and
turbulent structure in a complex way, leading to enhanced dissipation rate and wave
related surface roughness [Craig, 1996; Craig and Banner, 1994].
The region where surface waves have great effect is denoted wave affected
surface layer (WASL), in which the surface wave induced stress need to be account for
transfer of energy among current, waves and turbulence [Wuest and Lorke, 2003]. In the
wave breaking zone, the wave energy dissipates rapidly after breaking, following a power
law relationship with time [J R Gemmrich and Farmer, 2004; Rapp and Melville, 1990].
During that process, the turbulent kinetic energy dissipation is independent with depth in
the “turbulence injection” layer (thickness is about 60% of significant wave height)
[Terray et al., 1996]. In order to predict turbulent structure in WASL, the injection of
TKE was introduced into one dimensional turbulent closure, which explains some field
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observation results [Burchard, 2001; Craig, 1996; Craig and Banner, 1994; Jones and
Monismith, 2008]. However, the model related parameters vary in a wide range while
comparing with measured data such as surface roughness length, von Karman’s constant,
and wave energy factor [Burchard, 2001; Jones and Monismith, 2008].
In past several decades, the argument of similarity between near surface
turbulence vertical structure and wall turbulence is of great interest. In wall turbulence,
TKE production by Reynolds stress balance with viscous dissipation of TKE in the loglayer yield the law-of-wall (LOW) scaling,

 LOW  u*3 (z ) 1

(24)

where  =0.41 is von Kármán constant. Figure 4-10 shows the vertical profile of nondimensional dissipation rate scaling with  LOW . All “T” runs seems like collapse together
while runs W are very different.
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Figure 4-10: No dimensional plot of vertical profiles of dissipation rate, depth
scales with the surface roughness length scale. The solid line indicates wall
turbulence scaling.

The reason for scattered profiles is that energy is input downward from wind
shear production for run T, which is similar to the classic wall turbulence generation
mechanism. Therefore, the scaling of non-dimensional dissipation rate profile is close to z
= 1. Moreover, because the energy of initiation of waves is also transported from wind
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shear production such that the turbulent level for runs T is smaller than wall turbulence.
The LOW applies for runs T indicated as the profiles collapse at the LHS of solid line
(represent wall turbulence) in figure 4-10 with the scaling of friction velocity (calculated
from wind drag law) and boundary roughness length scale. However, under sufficient
effect of surface gravity waves, the momentum and energy input to turbulence is not only
contributed from surface skin friction due to wind shear but also contributed from wave
produced fluctuations of pressure and interactions with wave and current [Anis and
Moum, 1995].
As can be seen in figure 4-10, the profiles scatter in the non-dimensional plotting
with scaling of wall turbulence parameters for run W. Many hypotheses were made to
explain the scaling rule of dissipation rate with depth in WASL. Stokes drift distort
turbulence in surface layer and hence induced additional shear stress, which leads to a
scaling rule of  w ~ e 2 kz , where k  2 / L is wave number [C J Huang and Qiao, 2010].
In this case, dissipation decays with respect to depth faster when wave length is small.
With the development of surface gravity waves, the decaying become slower and slower
and reaches equilibrium state for mature sea. This relation was proved in the field
observation with the depth on the order of meters [C J Huang and Qiao, 2010]. However,
in the present study, this relation failed to predict dissipation rate at the region
immediately below the air-water interface. The possible reason is that the turbulence
generation mechanism very close to water surface combined the effect of wind stress,
wind induced turbulence and wave-turbulence interaction. In the field observation of Anis
and Moum [1995], two fitting were applied to extrapolate the surface dissipation rate. For
their data, the surface dissipation rate from upper 6 meters fitting is 10 times larger than
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that below 6 meters. However, the profile immediately below the interface was not
provided for comparison.
Once wave amplitude reaches a critical value where breaking occurs, the wave
energy injects to TKE directly with a constant vertical dissipation rate layer of 1-2Hs
[Melville, 1994; Terray et al., 1996]. The enhanced dissipation rate due to wave breaking
is about 1-2 orders of magnitude higher than  LOW [Agrawal et al., 1992]. Additionally,
with the interaction of developing waves or wave induced another turbulent source, the
TKE dissipation rate enhancement is one order of magnitude higher than  LOW even
without breaking. Meanwhile, the interaction maintains high turbulent level away from
interface such that the slow decay rate comparing with LOW scaling. Consequently, the
ratio of dissipation rate with  LOW in the wave dominant case become larger and larger as
depth increases from the interface.
In this chapter, the concept of energy injection was adopted from the surface as
described in Craig and Banner [1994]. In the original presentation of energy injection,
the injection of turbulent kinetic energy comes from the wave breaking. In this study, no
significant wave breaking was observed during the measurements. However, the microscaling wave breaking, which is featured as superposition of bore-like crest with capillary
waves riding along the forward face of longer waves [M H K Siddiqui et al., 2004], was
observed at the water surface. In light of strong vorticity induced by existence of microbreaking waves at the air-water interface [M H K Siddiqui et al., 2004], I suggest to
analyze data following the similar way. Therefore, the original model for turbulent
structure in WASL (below the wave breaking zone) should be directly adopted to this
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study as modeling of turbulent structure immediately below the air-water interface
without significant wave breaking.
One dimensional Mellor-Yamada 2.5 level turbulent closure model was employed
with an additional transport term in TKE equation, i.e., 


  q2  
 lqSq    , indicating
z 
z  2  

the downward transport of energy from surface. In this model, turbulent kinetic energy
flux from air-sea interface can be approximately scaled with the cubic of water side
surface friction velocity u* such that,


  q2  
 lqSq     u*3
z 
z  2  

(25)

where Sq is model constant; q is turbulent velocity scale, defined as square root of
twice the TKE, q  2k ; l is mixing length, defined as l   z0  z  ; and wave energy
factor α is related to sea state. For fully developed sea, α ≈ 100-150 [Craig, 1996].
Craig [1996] provided the analytical solution for steady-state as follows,
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in which,
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In this paper, the model parameters were set as follows,
B = 16.6, Sq = 0.2, SM = 0.39; α = 150, κ = 0.4 and surface roughness length
z0  0.6 H s
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From the relation  

q3
, the turbulent dissipation rate at WASL can be written
Bl

as,
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(27)

Figure 4-11 plots the non-dimensional dissipation rate profiles for all runs in loglog scale with the analytical solution of 1-D turbulent closure model in WASL. The
dashed line represents rigid boundary without wave affect and solid line represent wave
effect due to downward transport from the air-water interface. In this nondimensionalization scheme, dissipation rate is normalized with u*3 / z 0 , where surface
roughness length scale z0 is related with significant wave height.
As can be seen in figure 4-11, when wind shear is large, the normalized
dissipation rate tends to shift to the left due to large friction velocity. Although wave
parameter is enclosed in this scheme, however, the profiles still scatter with each other. In
this model, the energy flux superimposed from air-sea interface is also scaled with wind
shear, based on the assumption that wave energy is extracted from wind input. In figure
4-11, the solid line represents the cases of fully developed sea, but the measured profiles
represent different combinations of wind and wave parameters.
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Figure 4-11: No dimensional plot of vertical profiles of dissipation rate, depth
scales with the significant wave height. The dash line indicates wall
turbulence scaling. The solid line indicates analytical solution of dissipation
rate profile in the WASL model.

Terray et al. [1996] provided a dissipation rate scaling scheme, considering the
development of wind waves, i.e., represented by wave age cp/u*. The vertical profiles of
turbulent dissipation rate seem to collapse towards a universal form (figure 4-12), that is,
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H s
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u*3
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n

(28)

According to the linear regression in the log-log scale, the coefficients are
determined as A = 0.017 and n = -0.83. In the field observation of Terray et al. [1996], A
= 0.15 and n = -2, which corresponds to wave affected surface layer under breaking wave
condition. M H K Siddiqui and Loewen [2007] measured dissipation rate profiles
immediately below the air-water interface using PIV in a laboratory wind wave facility,
and they observed a two-layer structure. At the surface layer immediately below the airwater interface, n = -0.7 was found in their laboratory experiments, which is close to n = 0.83 in the field observations. However, they did not provide the coefficient A in this
layer. Below this layer, they found A = 0.035 and n = -2, which is in agreement of the
second layer of Terray et al. [1996] but with a different coefficient A. M H K Siddiqui
and Loewen [2007] argued that A is a function of wave age. In their laboratory
experiments, the thickness of this top layer is 0.4 Hs. However, in this field observation, I
did not see such two layer structures within 15 centimeters below the air-water interface.
The top layer reaches up to 6Hs during the wind wave initiation period (i.e., “T” cases).
For the datasets presented in this chapter, wave age is only a characteristic
parameter to describe the state of wind and wave condition. The full wave spectrum
should be investigated due to the unknown interaction effect between turbulence and
waves with a variety of spectral bandwidth. Although incomplete, the scaling law of
equation (28) indicates that the energy transfer mechanism immediately below the airwater interface is similar to the injection diffusion effect from the wave breaking zone.
Therefore, I suggest that micro-scale breaking wave delivers the turbulent kinetic energy
from the surface “skin” and then diffuses downward to water column. The strength of
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micro-breaking should be determined by the combination effects of wind and wave
parameters (e.g. wind speed, wave height and wave age).

Figure 4-12: Vertical profiles of turbulent dissipation rate sacled with the
friction velocity, significant wave height and wave age, following Terray et
al. [1996]. The solid line is the linear regression line with the least square fit.
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4.6 Small scale turbulence effect on air-sea gas transfer

Large amount of air-sea gas transfer occur at the presence of wave breaking
events, when the air bubbles entrain into sea surface. Whitecap coverage was used to
parameterize the gas exchange during wave breaking events, since bubble effects on gas
exchange are dominant [Woolf, 2005]. The enhancement of gas transfer is also correlated
with the enhanced turbulent level with high dissipation associated with breaking
[Melville, 1996]. Wind speed or wind shear is more universal parameters for estimating
global air-sea gas exchange [Deacon, 1977; R Wanninkhof, 1992]. However, in low wind
shear condition, the mechanism of gas transfer across the air-water interface is dominated
by near surface turbulence, represented by turbulent dissipation rate following small scale
eddy model [Zappa et al., 2001; Zappa et al., 2007].
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Figure 4-13: Comparison between wind speed model and small scale eddy
model on estimating transfer velocity of CO2 flux across the air-sea interface.

The factor α = 0.419 is a fitted constant from several environmental conditions
[Zappa et al., 2007]. The dissipation rate in small scale eddy model is measured value at
z = 1cm below the air-water interface for all runs. For three wind speed models, W92
represents the short term or steady wind speed condition estimation [R Wanninkhof,
1992]; N00 represents the coastal area measurement in fetch limited environments
[Nightingale et al., 2000]; H06 relationship is obtained from SOLAS Air-Sea Gas
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Exchange (SAGE) experiment in Southern Ocean [Ho et al., 2006b]. The comparison in
figure 4-13 shows close estimation of transfer velocity at moderate wind speed (5-11 m/s)
with all models for Runs T1-2 and W2-3. Since runs T were conducted in the Milwaukee
Harbor with almost “zero-fetch” condition, the dissipation rate can be considered as a
representative of wind shear with very small wave effects. Transfer velocity estimation
based on dissipation rate match the wind speed model very well except for T3 at wind
speed of about 15 m/s. In T3, the result of small scale eddy model might be
underestimated for following reasons. First, the smallest turbulent eddy scale turned to be
very small consequently the PIV resolution is not fine enough to cover the dissipation
range of energy cascade. Thus, near surface dissipation rate is underestimated by
measurement limitation. Second, for intermittent wind gust, air bubbles enter the water
column hence PIV analysis cannot be accomplished. In this situation, two consequences
lead to underestimation of gas exchange: (1) the excluded contaminated PIV images
contains significant intermittent turbulent dissipation directly injected from breaking
waves, which lead to underestimation of near surface dissipation rate; (2) air bubble
dominant gas exchange mechanism such that small scale eddy model estimation is not
accurate.
For field experiments on air-sea gas exchange, most of data (both coastal area and
open ocean) are concentrated in the wind speed range of 5-12 m/s [Ho et al., 2011c]. In
such environmental condition, the discrepancy of large amount empirical wind speed
models and other theoretical methods (e.g. wind shear model represented by surface shear
velocity) is acceptable. In low wind condition, wind speed modeled transfer velocity
decreases rapidly since its quadratic relation with wind speed. However, near surface
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turbulence controls gas exchange mechanism and small scale eddy model gives the better
estimation of interfacial transfer velocity. As discussed above, the near surface turbulent
dissipation is significantly enhanced by interaction with surface gravity waves or
associated with micro-breaking events. As evidenced for Run W1 in figure 4-13, the
transfer velocity estimated by small scale eddy model is almost 10 times larger than that
of wind speed models for fully developed sea with weak wind speed. Therefore, the wind
speed model could significantly underestimate global air-sea gas transfer, since the sea
surface is covered by low to moderate wind condition most of the time [Monahan, 2006].
For example, 5 years statistical data of Martha’s Vineyard Coastal Observatory (MVCO)
from 2001 to 2005 shows the predominant wind speed distributed at 2-6 m/s in JulyAugust with direction of costal ocean, which means infinite fetch enable the growth of
surface waves and its impact on near surface turbulence. To conclude, I recommend that
this significant enhancement should be considered into global air-sea CO2 flux estimation
in the future.
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Chapter 5

Interfacial Gas Transfer Velocity and its
Relationship with Statistics of the Near
Surface Turbulence

5.1 Instrumentation and methods

In this chapter, a free floating PIV (FPIV) system and a floating chamber were
employed to measure near surface turbulence and CO2 flux across the air-water interface
on Lake Michigan under different wind and wave conditions. Table 1 summarizes the
environmental parameters in this study.
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Table 5-1. Summary of environmental parameters in this study

5.1.1 Free floating PIV system

In order to quantify the turbulent statistics immediately below the air-water
interface, Wang et al. [2013] developed an in situ PIV system which is designed to follow
the wavy water surface during measurement. Successful deployments have been made on
Lake Michigan and detailed description of the FPIV can be found in Chapter 3 of this
dissertation.
Different than the bottom PIV measurements [Liao et al., 2009], the floating PIV
measurements are ideally made based on a Lagrangian coordinate system. In theory, the
system should follow the wavy surface perfectly to clearly track the air-water interface in
each image pair. However, the wave following feature is not perfectly performed due to
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the inertia of the system, especially in the sea swell condition. Therefore, not all the PIV
images appropriately capture the air-water interface. The PIV images without the water
surface were discarded in data analysis process. In this study, the number of the discarded
images is small compared with the total images acquired (< 2% in relatively small wave
fields, i.e. “T” conditions; < 20% in relatively large wave fields, i.e. “W” conditions, see
section 3 and Table 1 for detail of “T” and “W”). (note: the "T" and "W" condition
presented in Chapter 5 is independent with that in Chapter 4).

5.1.2 Floating chamber system

The floating chamber system was used to measure the flux CO2 based on mass
balance inside of chamber,

F (t )  S 1

dC
dt

(1)

where C is the moles of CO2 in the chamber at time t, and S is the surface area of water
covered by the chamber. The time interval, dt, is 5 seconds. A time series of the transfer
velocity of CO2 across the air-water interface, k600(t), was calculated from this flux
measurement by solving the standard equation for CO2 flux,
k600 (t ) 

F
Sc1 / 2
K 0 ( pCO2 w  pCO2 a )

(2)

where the gas transfer velocity is normalized to the value of CO2 at 20°C for fresh water
(Sc = 600), Sc is the Schimidt number, F is flux of CO2 obtained evaluating the rate of
change of CO2 concentration in the FC from equation (1), K0 is the solubility coefficient
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of CO2 in water, pCO2w and pCO2a are partial pressure of CO2 in water and air,
respectively. The detailed description of the FC can be found in Wang et al. [2013b].

5.2 Measurements

5.2.1 Study sites

All field measurements for this study were conducted on Lake Michigan and
Milwaukee river harbor from September to November 2012. Two primary categories
were selected in this study with and without wave motions. The environmental conditions
without large wave motion were conducted in Milwaukee river harbor, denoting “T” to
refer near surface turbulence measurements. For relatively large wave motion, I denote
“W” to emphasize the wave effect. All “W” runs were carried out on Lake Michigan
(outside of the Harbor). Run T1 was carried out in the harbor but with relatively large
surface area. Run T2 was conducted in an embayment of Kinnickinnic River connected to
the harbor.

5.2.2 Sampling

In order to quantify the gas exchange/near surface turbulence relationship and
evaluate the artificial effect of the FC on near surface turbulence, two configurations
(“covered” and “un-covered”) are designed in this study. In “covered” configuration, the
FPIV is placed underneath the FC to measure the dissipation rate in the sample area
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where transfer velocity is measured. Figure 5-1 shows a picture of “covered”
configuration of FPIV/FC system. In this configuration, simultaneous measurement of the
FC and the FPIV were carried out to investigate the relation of interfacial gas exchange
and near surface turbulence. Continuous FC measurement over a short period (about 10
minutes) was made and data was recorded at each 5 seconds. In the meantime, the FPIV
measured the turbulence inside of the FC covered area. The clocks of the two systems
were synchronized before the deployments. The sampling frequency of the FPIV
measurement (6-8 Hz) is much higher than that of the FC, because a large amount of PIV
images were acquired for statistic analysis. During the “covered” measurements, the
FPIV is assigned to sample for several bursts with each burst about 3-5 min. The
“covered” bursts are labeled “C”. For example, T1-2C means the second PIV burst under
the “covered” condition at deployment T1.
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Figure 5-1: UWMPIV/FC system in Lake Michigan

In “un-covered” configuration, the FC was removed from the UWMPIV to
measure the dissipation rate at natural aqueous boundary layer. Several bursts were
conducted as well for statistical consistency. It should be noted the “un-covered”
measurements were carried out immediately before or after the “covered” measurements.
Then comparison was made to determine the artificial turbulence induced by FC. In this
configuration, sample label rule applies except for “C”. For example, W2-1 means the
first PIV burst under “uncovered” condition at deployment W2.
In total four series of experiments were conducted in this study. However, the gas
flux data of run W1 is not available due to malfunction of the FC during the experiment.
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Therefore, the simultaneous measurements of the FPIV and the FC were not achieved.
Fortunately, the FC disturbance effect on near surface turbulence can also be evaluated
for this run.

5.2.3 Environmental data

Wind speed data were generally obtained from nearby observation tower. For run
T2, the wind speed was measured by a wind sensor installed on the top of a building
(maintained by Great Lakes WATER Institute). The height of the wind sensor is
approximately 10 meters above the water surface. It should be noted that the accuracy of
wind speed data for run T2 is questionable, because the “sheltering effect” might cause
the variation of wind speed at the experiment location. Consequently, the wind gust
might dominate the surface turbulence statistics for T2. For all other runs, the experiment
sites were close to one of the NOAA real time meteorological observation sites
(43°02’44’’N, 87°52’’44’’W). The meteorological data were retrieved from this
observation site. Water temperature was measured before and after each run for both
“covered” and “un-covered” configurations. Average water temperature was taken for
each run.
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5.3 Results and discussion

5.3.1 Small scale eddy model (SEM)

Despite many sources generating turbulence close to the air-water interface in this
study (current, wind shear, surface waves and artificial effect of FC), the dissipation rate
is directly estimated with the in situ FPIV system, following “direct method” [Doron et
al., 2001],

 u 2  w 2  u 2  w 2
u w 2 u w 

 D  3    
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 x   z   z   x 
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From the measured dissipation rate data, one can compare the time series of
predicted transfer velocity based on the SEM with the measured one by the FC. Figure 52 shows the direct comparison of predicted k values with measured ones for one burst in
T1, T2 and W2. The raw dissipation rate data was smoothed every 2 seconds in the plot.
All k values were converted to transfer velocity of CO2 at 20°C in freshwater system (Sc
= 600). The coefficient α is determined based on the best fit of correlation between
measured k and the SEM predicted during the period of each burst. In figure 5-2, α is
determined to be 0.2604, 0.1045 and 0.4298 for run T1, T2 and W2 respectively. Figure
5-2 shows good match between measured transfer velocity with the SEM prediction in
such short time scale, especially for run T1 and T2.
The coefficient α varies case by case, although the dissipation rates are all taken
immediately below the air-water interface. α for two T runs is much smaller but run W2
is close to the best fit value of Zappa et al. [2007] (α = 0.419) and Vachon et al. [2010] (α
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= 0.43). In their experiments, the dissipation rate was measured at short distance below
the water surface (tenth of centimeters). In figure 5-2, the applied dissipation rate was
measured directly at the air-water interface. The measurement results on vertical
dissipation rate profiles show a significant gradient close to the water surface (i.e.,
Chapter 3 and 4). Therefore, small α at T1 and T2 is not surprising, since strong
turbulence present immediately below the water surface.
Moreover, it should be noted that α increases monotonically with the value of
transfer velocity. The possible explanation is that α is not a constant value. It seemed to
increase with the intensity of turbulence represented by near surface dissipation rate, or
Reynolds number.
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Figure 5-2: Direct comparison of time series of measured transfer velocity
with the SEM prediction, dissipation rate data is measured at the air-water
interface, (a) T1C (b) T2C (c) W2C
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If considering the SEM as a universal model for gas transfer and parameterized by

,  and D only, the coefficient  may only be a function of . In light of this hypothesis,
I re-analyzed the data to seek an empirical relation between  and . Figure 5-3 plots the
relationship between the model coefficient with the near surface dissipation rate if there
is any. Data from laboratory experiments of Chu and Jirka [2003] and from field
observations of Vachon et al. [2010] were also included for analysis. For consistence
with the field observations of Vachon et al. [2010], the dissipation rate represented in
figure 5-3 were all evaluated at z = 10 centimeters away from the water surface. High
frequency data measured in this study was broken into several sections based on the
variation of , resulting in 16 pairs of averaged k600 vs. . The coefficient  was then
calculated following equation (1) for each pair. Results from others were digitized and
the coefficient  was also calculated for every data point. Good correlation was observed
between α and log in figure 5-3, with the coefficient of determination R2 is 0.47 for all
available data, and R2 = 0.93 for our data alone. The log-linear regression was also made
to the data when dissipation rate evaluated at the water surface (z = 0.5 cm) (see small
panel in figure 5-3). Good correlation was also observed at the surface (R2 = 0.91). This
experiment also found that the vertical dissipation rate profile tends to be uniform at the
short distance away from the water surface under the effect of the FC, compared with the
natural aquatic systems (“uncovered” measurements). Therefore, the relationship between
coefficient and dissipation can be evaluated while dissipation rate was measured at short
distance away from the interface.
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Figure 5-3: Log-linear relation between the coefficient α and the near surface
turbulent dissipation rate. The solid line represents the log-linear relation
  0.188 log   1.158 . The small panel represents log-linear relation
between the coefficient α and the turbulent dissipation rate at the water
surface

In addition, I also plot the relationship between the model coefficient and
dissipation rate for the field observations of Zappa et al. [2007], shown in figure 5-4.
Data in Zappa et al. [2007] can be further divided into four groups with different
environments, including a micro-tidal estuary of the Parker River (Denoted as Parker), a
tidal freshwater Hudson River (Hudson), a modeled ocean of the Biosphere 2 with nearsurface turbulence produced by raindrops (Biosphere) and a coastal ocean near Duck, NC,
USA (Duck). All data from Zappa et al. [2007] showed a large scatter with no clear
correlation. However, a closer inspection indicated that 11 out of 16 data points from
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Duck still agreed well with the observed log linear relation, while the other 5 data points
were about 4~5 times higher than those predicted by the relation. For Biosphere data, 4
out 5 seemed to fall onto the same log-linear trend, but one point with a lower dissipation
rate (about 4×10-6 m2s-3) was much higher. The log-linear relation failed to describe
observations in Hudson and Parker. These observations suggested that a relation between
the coefficient  and may depend on the mechanism of turbulence generation. Duck
experiments were conducted in a similar environment to this study and that of Vachon et
al. [2010], i.e., coastal ocean/lake with near-surface turbulence primarily controlled by
wind shear and waves, hence showed the similar trend. Hudson and Parker data were
obtained in a river/estuary environment with near-surface turbulence affected by tidal
current and wind. Turbulence was generated by rainfall in Biosphere experiments and
the available data may not be adequate for us to draw a conclusion. Due to large
uncertainty of dissipation rate measurement and applicability of the SEM in extreme
environments, such as high surfactant aquatic system (e.g., rivers), that field data was not
used for analyzing the relation between the coefficient and the dissipation rate.
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Figure 5-4: Log-linear relation between the coefficient α and the measured
turbulent dissipation rate. The solid is the same as in figure 5-3.

I applied the empirical equation  ( )  0.188 log   1.158 to the SEM and recalculate transfer velocities, which are compared with measured transfer velocities in
figure 5-5 (b), It is clearly shown that the dissipation rate dependent α(ε) provides a better
estimation than a constant α (figure 5-5(a)), improving R2 from 0.75 to 0.80. The
improvement is more significant for a lower turbulence level, i.e., if I limit the analysis to
data with ε < 9×10-5 m2/s3 (or equivalently transfer velocity k600< 18 cm/hr), R2 would be
improved from 0.27 to 0.60.
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Figure 5-5: comparison between measured transfer velocity and the SEM
prediction (a) coefficient is constant (b) coefficient depends on dissipation
rate, following regression equation:  ( )  0.188 log   1.158
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Analysis clearly shows that the coefficient in the SEM is not a constant, and it is
related to the turbulence level in aquatic system. It is noted that the relationship between
coefficient and dissipation rate varies with the location where the dissipation rate was
measured. As shown in field studies on near surface turbulence structure [Wang et al.,
2013] and literatures [M H K Siddiqui and Loewen, 2007; Teixeira, 2012; Terray et al.,
1996], strong gradient exists for the vertical profile of the near surface dissipation rate,
and the scaling with z is not universal, which is likely dependent on the mechanism of
turbulence generation on the surface. In this study, turbulent dissipation rate close to the
interface (e.g. z~ 0 cm) is more likely correlated to the wind shear but would be
significantly affected by surface waves away from the interface but still within the wave
affected surface layer (e.g. z ~ 10 cm). Consequently, the accuracy of the SEM
application might be significantly affected by appropriate location where the dissipation
rate would be measured.

5.3.2 Surface divergence model (SDM)

Several laboratory experiments showed evidence of the surface divergence model
(SDM) on estimating interfacial gas transfer velocity for both wind shear turbulence and
mechanical generated turbulence [Asher et al., 2012; Turney et al., 2005]. The SDM is
expressed as equation (3) in Chapter 1. In this study, I also provide the verification of the
SDM from in situ measurement of the surface divergence. Asher et al. [2012] argued that
not every divergence and convergence event extends the surface layer to the air-water
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interface and contributes to the interfacial gas exchange. They compared the renewal time
scales of water surface temperature and PH value within 0.3 millimeters of the water
surface and found that the divergence and convergence events do not completely renew
the interface. Following the concept of the depth of divergence (defined as the location of
zero-velocity at the divergence direction because of surface “blocking” effect), the
divergence term should be measured immediately below the air-water interface (within
the thickness of the divergence depth).
The root mean square of surface divergence term was evaluated at the water surface
following equation (5) in Chapter 1. Following the similar procedure shown in section
5.4.1, the time series of predicted transfer velocity from the SDM are plotted (figure 5-6)
and compared with that of the FC measurements for the same bursts shown in figure 5-2.
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Figure 5-6: Direct comparison of time series of measured transfer velocity
with the SDM prediction, (a) T1C (b) T2C (c) W2C
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In general, the predicted k match well with the FC measured value in the acceptable
range of variations. Compare to the SEM prediction in figure 5-2, the results of the SDM
show noisier signals. Surprisingly, from the similarity of overall trends of the SEM and
SDM signals in figure 5-2 and 5-6, they should be correlated with each other. This might
be a side evidence of local isotropic turbulence near the water surface, since dissipation
rates receive contributes from two velocity fluctuation gradient components at both
horizontal and vertical directions, while the surface divergence term is only subjected to
the vertical velocity fluctuation gradient in the vertical direction (i.e., “upwelling” and
“downdraft” motions) [Banerjee et al., 2004].
Although figure 5-2 and figure 5-6 look similar, the model coefficient for the SDM
is different from that of the SEM. In figure 5-6, the coefficient from the best fit of
regression is 0.3806, 0.2101 and 0.3375 for cases T1C, T2C and W2C. Section 5.4.1
shows that the model coefficient in the SEM is a function of dissipation rate. However,
the coefficient in the SDM is more likely a constant.
The results presented above show that both the SEM and the SDM provide
reasonable predictions on interfacial gas transfer velocity. The similarity of time series
plotting shows potential correlation between two models. In order to further investigate
the relationship between two models, Sc1 / 2 ( 0 )1 / 4 is plotted against Sc1 / 2 ( RMS )1 / 2 for
all cases (see figure 5-7).

130

Figure 5-7: Relationship between the SEM and the SDM for all cases. The
solid line represents linear regression of best fit with intercept = 0.
Strong correlation is observed (R2 = 0.743) between the two models at the air-water
interface. The slope of linear regression line represented in figure 5-7 is 1.99. If the
concept of surface divergence was adapted to the whole water column (i.e., “upwelling”
motions), the averaged profile of Sc1 / 2 ( RMS )1 / 2 at different depth is plotted with that of
Sc1 / 2 ( z )1 / 4 in figure 5-8.
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Figure 5-8: Relationship between vertical profiles of Sc1 / 2 ( z )1 / 4 and
Sc1 / 2 ( RMS )1 / 2 for all cases. The solid line represents linear regression of
best fit with intercept = 0.
The linear correlation is also observed with higher coefficient of determination (R2
= 0.94). The slope of solid line in the profile plotting is 2.15, indicating the relationship
 w' 
between the  D with 
 . In isotropic turbulence,
 z 
2
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The ratio of  iso
and  1 / 4 is 151/4 (approximately 1.97), which is very close to the

value of the fitted slopes in figure 5-7 and figure 5-8. This result demonstrates an
isotropic turbulence signature at near surface region. Chapter 3 shows 1-D velocity
spectrum for E11 and 3/4E33 are close to the same energy level. Although the evidence of
isotropic turbulence should not be able to be concluded, from the above analysis I suggest
that isotropic turbulence assumption is suitable for estimating near surface dissipation
rate (e.g. ADV measurements).

5.3.3 Chamber effects on estimation of interfacial gas transfer velocity

Floating chamber is a widely used device to measure interfacial gas flux and
transfer velocity in a variety of natural aquatic environments [Alin et al., 2011; Tokoro et
al., 2007], although the accuracy of this technique is still questionable [Eugster et al.,
2003; Kremer et al., 2003]. For the purpose of verifying the near surface turbulence
modeling, the FC method is appropriate for this study since both transfer velocity and
near surface measurements are highly local and correlated (inside of the chamber). Any
artificial effects of the FC on natural aquatic system were captured by in situ FPIV
measurements. However, due to discrepancy of the FC measurement and other
techniques (e.g., eddy correlation method, tracer release technique), I further investigate
the artificial effects of the FC on the statistics of near surface turbulence, which is
directly related to the interfacial gas exchange.
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As described in the experiment arrangement, two configurations were carried out
for each case. All “uncovered” cases were performed after “covered” measurements.
Several bursts were also taken for each case (see Table 1). Ideally, simultaneous
measurements of the statistics of turbulence inside and outside of the FC should be done
to make direct comparison. However, due to the limitation of the experiment arrangement,
the measurements of two configurations were conducted consecutively.
The vertical profiles of TKE dissipation rate for all cases are plotted in log-log
scale (figure 5-9). The solid line represent -1 power law of decaying rate of dissipation
rate (  ~ z 1 ). Averaged dissipation rate profiles for all runs are plotted in figure 5-10.
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Figure 5-9: Comparison of vertical dissipation rate profiles inside and outside
of the FC. The solid lines represent -1 power law decaying rate of (z). (a) T1;
(b) T2; (c) W1; (d) W2
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Generally, all profiles show high  close to the water surface with certain decaying
rate away from the interface. The decaying rates are mostly smaller than wall turbulence
behavior (i.e., -1 decaying rate in figure). As can be seen in figure 5-9, two major effects
of the FC on near surface turbulence were observed in this study: (1) The chamber effect
on enhancing near surface turbulence is apparent for all cases. The enhanced TKE
dissipation rate (i.e., measured inside of the FC) is approximately within one order of
magnitude larger than that in the natural system (i.e., measured outside of the FC) for all
cases. (2) The FC generating artificial turbulence make the vertical profile of dissipation
rate more uniform than that in the natural system (i.e., slower decaying rate of dissipation
rate away from the air-water interface).

136

Figure 5-10: Averaged vertical profiles of dissipation rate based on “covered”
or “uncovered” configurations.

Kremer et al. [2003] suggested that the FC method should be employed in case of
low to moderate winds (i.e., < 8 ~ 10 m/s in their experiments) with limited fetch. In this
study, T1 was carried out in low wind environment without significant surface waves. In
this case, 3 ~ 6 times enhanced surface dissipation rate (0) was observed for “covered”
condition with respect to “uncovered” condition. Approximately 5 ~ 8 times difference of

(z) between two configurations was shown at z = 10 cm (see figure 5-9(a)). Kremer et al.
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[2003] argued that the ideal FC deployment should drift with current of surface layer,
since that could significant reduce the disruption to the aqueous boundary layer. In this
study, the system was tethered on the vessel due to experiment limitation. Therefore, the
movement of vessel would also generate disturbance on the surface layer that could be
advected to the sampling area. A relatively small difference would be expected if the
whole system is free drifting.
For case T2, a significant difference in the near surface turbulent dissipation rate
was observed compared with that of T1, although no significant surface waves were
present. Totally eight PIV bursts were carried out in case T2 and three bursts were
measured for the FC covered area. For “uncovered” condition, (z) decays rapidly away
from the water surface almost following -1 decaying rate, although no significant decay
shows at the topmost layer (i.e., z < 1 cm) (see figure 5-9(b)). The near surface turbulence
behaves similar to the bottom shear wall turbulence, with the surface shear dominated by
wind. At the topmost layer, the dissipation rate is almost constant because of the
existence of surface capillary waves. For “covered” conditions, the dissipation rate
decaying rate is much smaller than that in the real natural system (i.e., “uncovered”
measurements). 2 ~ 3 times difference in the upper 10 cm layer was observed compared
with that of 3 ~ 10 times difference for “covered” configurations. During this run, the
wind changed rapidly such that the statistics of near surface turbulence were largely
controlled by the environmental forces in a very short time scale (several minutes or less).
It should be noted that the wind data for this run might not be accurate enough for direct
comparison. But certainly, the wind speed for “covered” configurations was far smaller
than that of “uncovered” configurations during the measurements. As can be seen in
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figure 5-9(b), (z) at z = 10 cm for “covered” configurations are comparable or even
larger than that for “uncovered” configurations, which demonstrates direct evidence of
enhancement effect or the FC on statistics of near surface turbulence.
For case W1 and W2, the near surface layer was covered by gravity waves with
approximately one foot wave height, and moderate wind shear (see Table 1). The surface
dissipation rate is on the order of 10-4 m2/s3, the enhancement due to the chamber effect is
less than that for all T cases. Under waves-covered field with moderate to large wind
speed, the near surface turbulence is generally strong at the surface layer (see Chapter 4).
Several turbulence sources play different roles in this complex environment. Wave
induced turbulence demonstrate low decaying effect from the water surface to the great
deep (shown as smaller slope of dissipation rate vertical profile in figure 5-9 c and d).
Furthermore, strong vortex structures would be generated by micro-scale wave breaking
and hence enhanced gas transfer at the air-water interface. (It should be noted, in this
study, I am not able to quantify the effect of micro-scale wave breaking). As the results,
the disturbance of the FC on the topmost layer is not as significant as that for T cases.
However, away from the air-water interface (e.g., z = 10 cm), the enhancement effect is
clear seen in figure 5-9 c and d.
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Figure 5-11: Plot of the enhancement ratio R against the depth z, the solid
lines represent R = 1. (a) enhancement ratio of dissipation rate R; (b)
enhancement ratio of transfer velocity Rk.

In order to quantify the enhancement of the FC on transfer velocity, the
enhancement ratio of dissipation rate and gas transfer velocity are plotted in figure 5-11,
where the enhancement ratio R is defined as: Rzcoveredzuncovered and Rk =
k(z)covered / k(z)uncovered = (zcoveredzuncovered)1/4 for dissipation rate and transfer
velocity, respectively. The enhancement effect is clearly seen in figure 5-11. It is noting
that only T2 shows underestimate of dissipation rate under “covered” configuration. The
reason is due to the relatively calm environment force during the “covered”
measurements, while wind gusts were quite strong during “uncovered” measurements.
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Vachon et al. [2010] argued that the FC disturbance effect on near surface
turbulence is related to the turbulent level, represented by measured dissipation rate in
their study. The results are consistent with their observation showing relatively strong
enhancement at low turbulence levels (e.g., case T1,  ~ 1×10-5 m2/s3). However, the
enhancement effect is not uniformly distributed at the surface layer. As can be seen in
figure 5-11, the weaker enhancement effects are present at the water surface due to two
reasons: (1) the natural turbulence is higher at the air-water interface representing larger
denominator in the definition of enhancement ratio; (2) the most of artificial turbulence
generated by the FC are due to the edge of chamber and wall effect of chamber. Since the
FPIV measurements were located at the center of chamber, the artificial turbulence at the
sampling area are most likely advected from the walls of the chamber. Therefore, the
artificial turbulence close to the air-water interface should be weaker than that of the
bottom area in this study. Consequently, the disturbance effect might be considerably
overstated in the direct comparison of dissipation rate where it is measured at the short
distance away from the interface (e.g., z ~ 10 cm in Vachon et al. [2010]). From the
above analysis, this study suggests that the FC method is an acceptable technique for
estimating interfacial gas exchange flux and transfer velocity, although overestimate is
problematic. Importantly, the deployment of the FC requires careful attention because the
disturbance effect could be magnified by any unnatural perturbations by movement of the
nearby vessel from where the FC was deployed.
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5.3.4 Comments on wind speed parameterization
Wind speed has been recognized as the primary proxy to model the interfacial gas
exchange over a range of natural environments, especially for oceans and lakes with large
surface area [R Wanninkhof, 1992]. Although the combination effect need to be
considered for other turbulence sources in rivers (e.g., the stream current and water
depth), wind speed is still the dominant driving factor of gas transfer across the air-water
interface [Ho et al., 2011a].

Figure 5-12: Plot of interfacial transfer velocity k600 against wind speed, the
cases with "uncovered" configurations are also plotted based on the SEM
prediction.
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In this study, I also plot the relation of measured or modeled transfer velocity of
CO2 in fresh water system at 20 °C against recorded wind speed. Three widely used wind
speed models are employed for comparison in the figure 5-12. W92 represents the short
term or steady wind speed condition estimation, since the measurements in this study is
much shorter than that of tracer release experiments in the ocean [R Wanninkhof, 1992].
N00 represents the model based on the coastal area measurement in fetch limited
environments [Nightingale et al., 2000]. H06 relationship is obtained from SOLAS AirSea Gas Exchange (SAGE) experiment in Southern Ocean [Ho et al., 2006a].
In general, good correlation between interfacial gas exchange rate and wind speed
was observed for current data (both FC measured and SEM modeled). As can be seen, for
cases with wind speed smaller than 5 m/s, estimation of gas transfer velocity from local
measurement method is higher than that from wind speed estimation. For most cases with
higher wind speed, the SEM predicted transfer velocity is smaller than that from wind
speed model, while the FC method is difficult to be achieved.
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Chapter 6

Concluding Remarks and Recommendation
for Future Works

6.1 Concluding remarks

The aim of this dissertation is to conduct in situ experimental studies on the
interfacial gas exchange and its relationship with the aqueous side turbulence
immediately adjacent to the air-water interface. An advanced in situ free floating PIV
system was developed in this work. The use of scanning mirror technique is a successful
approach to bring the standard laboratory instrumentation to real and natural
environmental systems. With the FPIV, the turbulence structures, including the rate of
strain, turbulent dissipation rate and other statistical parameters, were investigated
immediately below the undulating water surface, in the presence of surface gravity waves.
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Most of the work that contributed to this dissertation centered at aquatic system of
Lake Michigan. Lake Michigan is an excellent environment to study the interfacial gas
exchange under the complex wind-wave forcing conditions. Lake Michigan is also an
excellent research site for field PIV deployment, since the natural tracers provide bright,
high quality images for PIV analysis. The experimental results at wind wave surface layer
of Lake Michigan validated the methodology. These results also reveal a significant wave
effect on near surface turbulence production term, which agree with laboratory results in
the literature.
With the application of field PIV technique, a series of experiments were
conducted at the topmost layer of Lake Michigan, focusing on measurement of the
turbulent structure immediately below the air-water interface with surface gravity waves.
Two apparently distinguished sea states were studied. Turbulence under surface waves at
the wind-wave initiation period was measured inside of Milwaukee harbor. The results
show that the turbulence structure is most likely similar to wall bounded turbulence.
Dissipation rates decay away from the air-water interface quickly following near  ~ z-1.
The value of turbulent dissipation rate is smaller than that predicted with the Law of Wall.
Due to growth of wind waves, the effects of wave age should be investigated as
parameterizing the statistics of near surface turbulence, particularly close to the air-water
interface. In this dissertation, I compared the turbulence dissipation rate profiles for the
cases with different wind speed but very short fetch, the cases with similar wave height
but different sea state. The wave age was found significantly affecting the TKE
dissipation rate near the water surface. A universal relation was found for all cases
accounting for the factors contributed by wind shear velocity, wave height and wave age.
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To this end, the result can be utilized in estimation of surface turbulent dissipation under
non-breaking wave condition, which would update the current transfer velocity model.
At last, two hydrodynamic models for estimating interfacial gas transfer velocity
were compared with direct measurement within an incubated surface area by a floating
chamber. Both small scale eddy model and surface divergence model give reliable
estimation of gas transfer velocity. Although promising, it should be noted that the model
coefficient in the SEM may not be a constant. A strong correlation was found between
the coefficient and measured dissipation rate. I suggest the controlling mechanism of
interfacial gas exchange is the result of combined effects of turbulent eddies with
different scales. The smallest scale turbulent bursts might not fully explain the process of
interfacial gas flux. Two dimensional PIV measurements also enable us to evaluate the
effect of floating chamber on quantifying gas transfer velocities. The artificial effect of
the FC would be very different with various environmental conditions. However, the FC
generally overestimates the gas transfer velocity due to the disturbance on aquatic system.

6.2 Recommendation for future works

In light of the apparent relation among surface gravity waves, wind shear and
turbulence close to the water surface, comprehensive studies are need to investigate how
energy transfer is made amongst the all three physical parameters. Herein, I present a
series of experimental studies of statistics of turbulence immediately below the air-water
interface, aiming to give a practical parameterization of near surface turbulence using
environmental factors.
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Therefore, upon the finding of this dissertation, I suggest the future work should
focus on quantifying the wave-current-turbulence interaction and further studying on
appropriate scales of near surface turbulence which can be utilized to characterize gas
transfer across the interface.
More specifically, a well designed laboratory experiment can be used to study the
unsolved questions in the future. Both wind wave and mechanic wave are worth to the
interaction effect with free surface turbulence and background current. One can focus on
studying the small-scale turbulence structure immediately below the air-water interface
and scaling rule at vertical direction. Obviously, the completely understanding the
interaction among current, waves and turbulence needs triple decomposition of measured
velocity data. However, there might be no way to completely make this decomposition.
In this case, one might investigate wave impact on background turbulence from a series
known parameters. For example, if applying mechanic waves on background turbulence
generated by grid stirred device, which has been extensively studied and described by a
well established turbulence generation mechanism. Then, one can investigate wave
impact on background turbulence. In such a way, changes can be made on wave
frequency, wave height, wave length, steepness, etc to investigate if there exists a peak
frequency where interaction between surface wave and turbulence is maximum.
I also suggest study the evolution of interaction between surface waves and near
surface turbulence. Moreover, one of most important topic in the future is to quantify the
energy path among the current, waves and turbulence. For momentum and energy budget,
each term in mean kinetic energy (MKE) equation, wave kinetic energy (WKE) equation
and turbulent kinetic energy equation (TKE) equation would be analyzed carefully for
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different wave generation mechanism. This is important to compare the shear stress
production term with other interaction terms for wind wave cases and mechanic wave
cases.
From the biogeochemical point of view, it is ideal to estimate interfacial gas flux
from environmental data, which is easy to implement in the global models. Surface
renewal model suggest to use a time scale to quantify the gas transfer velocity, which
results hydrodynamic models with different parameterization based on the size of
dominant eddies. In this study, both large and small eddies are found to be important.
However, the relationship between gas transfer velocity with turbulent characteristics is
still semi-empirical. The finding suggested a single scaling might not be enough to
describe the gas transfer process at the air-water interface. Future study should focus on
investigating the spectrum of near surface hydrodynamics that can be linked with gas flux
parameterization.
Finally, the interfacial gas exchange is related to complex environmental forcing,
such as wave breaking with air bubble entrainment, precipitation, micro-scale wave
breaking, etc. A universal parameterization may or may not exist to describe the gas
transfer velocity. I am hoping to get clear pictures for individual dominant case, which
can be used in global models.
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