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Physics on the edge: contour dynamics, waves and solitons in the quantum Hall effect
C. Wexler and Alan T. Dorsey
Department of Physics, Box 118440, University of Florida, Gainesville, Florida 32611-8440
(May 1999, modified July 1999)
We present a theoretical study of the excitations on the edge of a two-dimensional electron
system in a perpendicular magnetic field in terms of a contour dynamics formalism. In particular,
we focus on edge excitations in the quantum Hall effect. Beyond the usual linear approximation, a
non-linear analysis of the shape deformations of an incompressible droplet yields soliton solutions
which correspond to shapes that propagate without distortion. A perturbative analysis is used and
the results are compared to analogous systems, like vortex patches in ideal hydrodynamics. Under a
local induction approximation we find that the contour dynamics is described by a non-linear partial
differential equation for the curvature: the modified Korteweg-de Vries equation.
PACS number(s): 73.40.Hm, 02.40.Ma, 03.40.Gc, 11.10.Lm
I. INTRODUCTION
The theoretical description of many-body systems is
often best realized in terms of collective modes, i.e. the
familiar sound waves in solids or plasmons in charged
systems. Collective modes become especially important
when their energies are lower than competing single-
particle excitations. Sometimes, however, both single-
particle and collective modes in the bulk of a system are
gapped or scarce and these systems are often referred to
as “incompressible.” This incompressibility can be real
or a convenient limit due to large differences in relevant
length- or time-scales, as in the case of the macroscopic
motion of a liquid. Under these conditions, one can usu-
ally focus our attention on the motion of the boundaries
of the system, which will generally have softer modes,
with frequencies much lower than those in the bulk (e.g.
surface waves in a liquid droplet travel at speeds consid-
erably slower than sound waves).
Concentrating on the motion of the boundary of the
system has a considerable advantage: the reduction in
the dimensionality of the problem often permits simpler
analytical treatment, or a tremendous reduction in the
effort needed to numerically solve or simulate the prob-
lem. Associated with this incompressibility, however, one
usually finds microscopic conservation laws that translate
into global constraints on the whole system, even when
the microscopic dynamics is completely local (e.g. the
volume of a liquid droplet is conserved). These global
constraints enter the edge dynamics through Lagrange
multipliers associated with the conserved quantities.1
These conservation laws are often evident when the mo-
tion of the system is observed, and it is interesting to see
how they are embedded in the dynamics of the bound-
ary; that is, how these essential aspects of the problem
are related to the laws of motion of the edges.
These shape deformations, and their dynamics, have
played an important role in the understanding of numer-
ous problems in diverse fields of physics. The incompress-
ibility is reflected in the existence of a field which is piece-
wise constant, so that there is a sharp boundary between
two or more distinct regions of space with different physi-
cal properties. This field can be of classical origin like the
density of a liquid or the charge density of a plasma, or it
can originate in the quantum mechanical properties of the
system, like the magnetization of a type-II superconduc-
tor. There are various examples where these questions
are relevant, such as waves on the surface of a liquid,2–4
the motion of non-neutral plasmas,5 low lying “rotation-
vibration” modes of deformed nuclei,6 the evolution of
atmospheric plasma clouds,7 pattern formation in ferro-
magnetic fluids,8 vortex patches in ideal fluids,9–12 and
two-dimensional electron systems (2DES) in strong mag-
netic fields.13,14
The edges of a two-dimensional electron system
(2DES), and in particular the edges of a quantum Hall
(QH) liquid, present a unique opportunity to study the
dynamics of shape deformations in a clean and controlled
environment. The 2DES in the QH state is incompress-
ible, so that the electron density is approximately piece-
wise constant, suggesting that a contour dynamics ap-
proach to studying the droplet excitations is viable. The
lack of low-lying excitations eliminates dissipative effects,
further simplifying the treatment of the problem. In ad-
dition, the charged nature of the system facilitates the
excitation and detection of deformations of the droplet.
In this paper we will formulate the study of the excita-
tions of a droplet in a 2DES as a problem in contour dy-
namics. In the usual treatment of the edge excitations,13
a linearization of the equation of motion is done at early
stages, thus limiting the applicability to small deforma-
tions of the edge of the system from an unperturbed
state. In this paper we consider non-linear terms which
are present in the full contour dynamics treatment. We
first present perturbative results for non-linear deforma-
tions of the 2DES shape. For the sake of comparison,
and as means of verification, we also apply this method
to the vortex patch case, which has well known exact9
and numerical11 solutions. We then show that the lo-
cal induction approximation to the full contour dynam-
ics generates the modified Korteweg-de Vries (mKdV)15
equation for the curvature dynamics; the mKdV equa-
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tion also arises in studies of vortex patches12 and sus-
pended liquid droplets.4 The mKdV dynamics conserve
an infinite number of quantities, including the area, cen-
ter of mass, and angular momentum of the droplet,16 so
that our local approximation to the nonlocal dynamics
preserves the important conservation laws. The mKdV
equation also possesses soliton solutions, including trav-
eling wave solutions.
In Sec. II we present a brief review of the hydrody-
namics of a two-dimensional electron system in a strong
perpendicular magnetic field and analyze the bulk and
edge excitations in the linear approximation. Sections
III and IV and analyze in more detail the dynamics and
kinematics of these edge modes, and ask what conditions
must be satisfied so that a large edge deformation is able
to travel without any dispersion, that is, preserving its
shape. The question is posed in terms of a non-linear
eigenvalue problem and is solved perturbatively to fifth
order in the deformation in Sec. V (for completeness, we
also solve the analogous problem of vortex patch defor-
mations in Appendix B). Some solutions and limiting
cases are then presented in Sec. VI. An alternative ap-
proach to find non-dispersive or invariant deformations
of the edge, namely the local induction approximation, is
developed in Sec. VII, where results are also compared
with the perturbative approach of Secs. V and VI.
II. HYDRODYNAMICS OF A
TWO-DIMENSIONAL ELECTRON SYSTEM
Consider a 2DES in a perpendicular magnetic field.
Treated as a classical fluid, the system is characterized
by the electron density n(r) and velocity v(r). If we
neglect dissipative effects (which is essentially correct in
the quantum Hall regime), the dynamics is determined
by the Euler and continuity equations:
v˙ ≡ ∂v
∂t
+ (v ·∇)v
= −ωc ez×v − e
2
meǫ
∇
∫
d2r′
n(r′)
|r− r′| +
e
me
Eext , (1)
∂tn+∇·(nv) = 0 , (2)
where ωc = eB/me is the cyclotron frequency and ǫ is
the dielectric constant of the medium. The first term
on the right-hand side of Eq. (1) represents the Lorentz
force, the second is the Coulomb interaction, and Eext is
the electric field due to the background positive charge,
gates, etc.
Consider first the possible bulk collective excitations
in a uniform system. These are oscillations of the den-
sity around the equilibrium solution v=0, n= n¯. If we
consider small amplitudes and Fourier analyze Eqs. (1)
and (2), we find that{
v(r, t) = v0 e
ik·r−iωt ,
δn(r, t) =
n¯
ω
k·v0 eik·r−iωt , (3)
ω2 = ω2c +
2πn¯e2
meǫ
k , (4)
that is, bulk magnetoplasmons are gapped, and in the QH
regime can be neglected since h¯ωc∼17meV∼200K at B
= 10 T (in GaAs), whereas T ∼ 1K. We will disregard
them from now on and concentrate on the excitations at
the edge which, as we shall see, have considerably lower
energies.
The theory of small deformations of the edge has been
extensively studied.17–20 The main conclusion is that for
strong magnetic fields, when Landau level quantization
becomes important, the only low-lying modes are edge
modes which propagate in only one direction along the
edge of the 2DES. We further classify these modes into
the “conventional” edge magnetoplasmon mode, with a
singular dispersion relation:17
ω0(k) = −2 ln
(
e−γ
2|ka|
)
n¯e2
ǫmeωc
k , (5)
where k is the mode wave-number, γ≈0.5772 is the Euler
constant, and a is a short-distance cut-off (the largest of
the transverse width of the 2DES, the magnetic length,
or the width of the compressible edge-channel). In addi-
tion, for wide compressible edges, “acoustic” modes can
be found:
ωj(k) = − 2 n¯e
2
ǫmeωc j
k , j = 1, 2, ... (6)
These results are approximately correct as long as iner-
tial and confining terms are negligible. The first requires
that n¯e2/ǫmea≪ ω2c , which is usually true in quantum
Hall conditions.20 In addition, the effects of the confining
potential have been neglected. While the confining po-
tential is essential for long-term stability and is usually
not negligible when compared to interactions, its effect
is mainly reduced, in the simplest cases, to an additional
vext k term in the frequencies, where the external velocity
is given by
vext = − e
meωc
ez ×Eext . (7)
Recent time-of-flight measurements21 in 2DES confirm
this simple picture. The theoretical formulation above,
however, is restricted to small deformations of the bound-
ary. In what follows we will consider a formulation that
goes beyond this limitation.
III. DYNAMICS OF THE EDGE MODES
Consider the case when the edge between bulk and
vacuum is sharp. The electronic density has some con-
stant value n¯ inside the edge and vanishes outside (see
Fig. 1). Since the edge is essentially one-dimensional
only the edge magnetoplasmon is important (and even
in more general cases this mode is the most readily
2
observable17,21). Following the derivation of the edge
magnetoplasmons17,20 we neglect inertial terms in Eq.
(1), thus obtaining an equation for the electron velocity:
v(r) = − e
2
ǫmeωc
∇× ez
∫
A
d2r′
n(r′)
|r− r′| + vext , (8)
where A is the area of the droplet (see Fig. 1).
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FIG. 1. A charged incompressible liquid in a magnetic
field. We assume a piecewise constant electron density (n= n¯
inside, while n = 0 outside the droplet). The parameteriza-
tion R(ϕ, t), the tangent t and normal n unit vectors to the
boundary Γ are indicated; s is the arc-length and θ the tan-
gent angle.
Let us now concentrate on the “internal” velocity given
by the first term in Eq. (8). We should note that the ne-
glected external velocity vext derived from the confining
field [Eq. (7)] is important for long term stability of the
system, and will modify the propagation velocity. In gen-
eral, it could also change the shape of the modes, yet one
can devise situations in which this effect is not important,
i.e. a linear confining potential in a rectilinear infinite
edge, or a parabolic potential for a circular droplet.
For an incompressible 2DES with a piecewise constant
density, the density can be taken outside the integral;
then using Stokes’ theorem, the area integral can be
transformed into a line integral over the boundary Γ=∂A
of the electron liquid:
v(r) =
n¯e2
ǫmeωc
∮
Γ
ds′
t(s′)
|r− r(s′)| . (9)
Here t(s′) is the unit tangent vector at arc-length s′:
t(s′) = ∂s′r(s′) ≡ rs′ ,
n(s′) ≡ −ez × t(s′) , (10)
and we defined the unit normal vector n(s′) for later use.
The short distance singularity in the integrand is cut off
at a length scale r0. Equation (9) forms the basis of our
contour dynamics treatment—it expresses the velocity of
the edge in terms of a nonlocal self-interaction of the
edge.
We see that: (i) the dynamics is chiral, being deter-
mined by the tangent vector; (ii) the fluid contained
within Γ is incompressible, so that the area is conserved.
It is interesting to note similar traits were found in the
past for the dynamics of vortex patches;9–12 indeed, it is
this analogy which inspired the present work. A detailed
description of the vortex patch case, and stressing the
similarities and differences with the shape deformations
of the 2DES is presented for completeness in Appendix
B.
IV. KINEMATICS OF UNIFORMLY
PROPAGATING DEFORMATIONS
Having determined the velocity of the electron liquid,
we now focus on the motion of the 2DES boundary Γ.
The velocity of a point on the boundary can be written
in terms of the normal and tangential components,
v = U(s)n+W (s) t. (11)
The tangential velocity W (s) is largely irrelevant, as it
solely accounts for a reparametrization of the curve; the
boundary motion is determined by the normal compo-
nent of the velocity.
t = 0 t > 0
ϕ ϕ
FIG. 2. A uniformly propagating edge deformation. The
boundary satisfies R(ϕ, t) = R(ϕ− Ωt).
We now ask whether there are modes which propagate
along the boundary with no change in shape. Previous
work17 has focused on small perturbations of a straight,
infinite edge. Here we consider deformations of a circular
droplet of incompressible electrons (the non-linear defor-
mation of a straight infinite edge is discussed in Appendix
F). A uniformly propagating mode is, in this case, char-
acterized by a boundary that moves like a rotating rigid
body (see Fig. 2), namely, the radius of the boundary
satisfies
R(ϕ, t) = R(ϕ− Ωt) , (12)
where ϕ is the azimuthal angle, and Ω is the angular fre-
quency of the boundary rotation. This translates into a
condition for the normal velocity:
U ≡ n(r) · v(r)|
r∈Γ = Ω n(r) · (ez × r) . (13)
We seek surface shapes R(ϕ) (see Figs. 1 and 2) that
rotate uniformly, satisfying Eq. (13). Consider the fol-
lowing parameterization of the surface:
R(ϕ) = R0
(
1 +
∞∑
l=−∞
bl e
ilϕ
)
. (14)
3
In this parametrization, we can write the unit tangent
vector explicitly as
t(ϕ) =
τ (ϕ)
|τ (ϕ)| , (15)
where
τ (ϕ) ≡ ∂r(ϕ)
∂ϕ
= erR
′(ϕ) + eϕR(ϕ) . (16)
Likewise, the unit normal vector is given by
n(ϕ) = −ez × τ (ϕ)|τ (ϕ)| . (17)
Given the identity rs ds= rϕ dϕ, the normal velocity of
the boundary, derived from Eq. (9), can be written as
U(ϕ) =
n¯e2
ǫmeωc
∫ 2pi
0
dϕ′
n(ϕ) · τ (ϕ′)
|R(ϕ)−R(ϕ′)| , (18)
while inserting Eqs. (16) and (17) into Eq. (13) yields
U(ϕ) = Ω n(R) · (ez ×R) (19)
= − iΩ|τ (ϕ)|
[∑
l
l bl e
ilϕ +
∑
l
∑
p
l
2
bl−pbp eilϕ
]
.
We seek frequencies Ω and coefficients bl that satisfy Eqs.
(18) and (19). The solutions to this non-linear eigenvalue
problem represent edge modes that propagate without
any dispersion.
V. SOLVING THE NON-LINEAR EIGENVALUE PROBLEM—PERTURBATIVE APPROACH
Unfortunately, it has not been possible to solve exactly the non-linear eigenvalue problem for bl and Ω as written in
Eqs. (18) and (19). We therefore seek a perturbative solution by expanding the right-hand side of Eq. (18) in powers
of bl. This allows us to to go beyond the linear approximations used in the past, and we have succeeded in calculating
shape deformations to O[b4l ] and angular frequencies to O[b5l ]. Expanding the non-linear eigenvalue problem to fifth
order, we find the condition
Ω˜
(
bl +
1
2
∑
p
bl−pbp
)
= Ql bl +
∑
p
Rl−p,p bl−pbp +
∑
p,q
Sl−p,p−q,q bl−pbp−qbq
+
∑
p,q,r
Tl−p,p−q,q−r,r bl−pbp−qbq−rbr +
∑
p,q,r,s
Ul−p,p−q,q−r,r−s,sbl−pbp−qbq−rbr−sbs +O[b6l ] , (20)
where
Ω˜ =
ǫmeωcR0
n¯e2
Ω, (21)
and the “matrix elements” Q, R, S, T and U are obtained from Eq. (18) in Appendix A.
Since the equation to be solved results from an expansion in powers of bl, it is sufficient to solve Eq. (20) pertur-
batively, by expanding in powers of the largest coefficient bL. Let us assume that
bl
{
= O[δ] , for l = ±L ,
= O[δ2] , for l 6= ±L . (22)
We then consider an expansion of the coefficients bl and eigenvalue Ω˜ in powers of δ:
bl =
{
b
(1)
L , for l = ±L ,
b
(2)
l + b
(3)
l + · · · , for l 6= ±L .
(23)
Ω˜L = Ω˜
(0)
L + Ω˜
(1)
L + Ω˜
(2)
L + · · · (24)
where b(k) and Ω˜(k) are of order O[δk]. By substituting expressions (23) and (24) into Eq. (20), and grouping terms
order by order, we find that:
1. The first-order term yields the dispersion relation in the linear approximation:
Ω˜(0)[L] = QL ; (25)
4
2. Second-order terms couple the fundamental and second harmonics of the deformation, with no correction to the
eigenvalue:
Ω˜(1)[L] = 0 ,
b
(2)
±2L =
1
2
2RL,L −QL
QL −Q2L [b
(1)
L ]
2 , (26)
b
(2)
l = 0 , for l 6= ±2L ;
3. Third-order terms give the first correction to the frequency and couple the first and third harmonics:
Ω˜(2)[L] = 3SL,L,−L[b
(1)
L ]
2 + (2R2L,−L −QL)b(2)2L ,
b
(3)
±3L =
(2R2L,L −QL)b(2)2Lb(1)L + SL,L,L[b(1)L ]3
QL −Q3L , (27)
b
(3)
l = 0 , for l 6= ±3L ;
4. Fourth-order terms provide coupling to both second and fourth harmonics:
Ω˜(3)[L] = 0 ,
b
(4)
±2L =
1
QL −Q2L
{
(2R3L,−L −QL)b(3)3Lb(1)L − Ω˜(2)[L]
(
b
(2)
2L +
[b
(1)
L ]
2
2
)
+ 6S2L,L,−Lb
(2)
2L [b
(1)
L ]
2 + 4TL,L,L,−L[b
(1)
L ]
4
}
,
b
(4)
±4L =
1
QL −Q4L
{
1
2
(2R2L,2L −QL)[b(2)2L ]2 + (2R3L,L −QL)b(3)3Lb(1)L + 3S2L,L,Lb(2)2L [b(1)L ]2 + TL,L,L,L[b(1)L ]4
}
, (28)
b
(4)
l = 0 , for l 6= ±4L ;
5. The fifth-order term follows the same pattern. The couplings to higher harmonics is quite complex and we chose
not to pursue it. We show only the correction to the eigenvalue:
Ω˜(4)[L] = (2R2L,−L −QL)b(4)2L + (2R3L,−2L −QL)
b
(3)
3Lb
(2)
2L
b
(1)
L
− Ω˜(2)[L]b(2)2L + 3S3L,−L,−Lb(3)3Lb(1)L
+6SL,2L,−2L[b
(2)
2L ]
2 + (12T2L,L,−L,−L+ 4T−2L,L,L,L)b
(2)
2L [b
(1)
L ]
2 + 10UL,L,L,−L,−L[b
(1)
L ]
4 . (29)
Note that the largest term in the perturbative expansion corresponds to the lowest harmonic and that higher order
elements preserve the rotational symmetry CL (rotations by 2π/L) of the initial term.
VI. SOLUTIONS FOR THE TWO-DIMENSIONAL
ELECTRON SYSTEM
We now show some invariant shapes for the 2DES (see
Secs. III and IV). Coefficients bl and frequencies Ω˜ are
obtained using the formulæ of Sec. V and matrix elements
Q, R, S, T and U calculated in Appendix A.
Table I summarizes these results for states of rotational
symmetry CL, with L = 2, 3, 4 and 5. Some particular
shapes obtained from these coefficients and Eq. (14) are
shown in Fig. 6 [for a comparison with similar states for
vortex patches see Figs. 8 and 9].
For large deformations, the appearance of oscillations
indicate that higher order terms are needed, since the
perturbative method corresponds to a truncation of the
Fourier decomposition [Eq. (14)]. An alternative ap-
proach, based on a local induction approximation, pro-
vides a better description in those cases. This alternative
formulation is presented in Sec. VII.
It is interesting to note that the linear result for the
frequency is [see Eqs. (25) and (A3)]
Ω˜(0)[l] = Ql = 4
|l|∑
k=2
1
2k − 1 , (30)
where the last sum can be related to the digamma
function22 ψ(|l|+1/2). This linear result has been previ-
ously derived by several authors;18 corrections are O[b2l ].
For a direct comparison with Eq. (5), which corresponds
to the large-l limit, we substitute the asymptotic expan-
sion for the sum in Eq. (30); multiplication by R0 yields
the propagation velocity:
5
vg = −2 ln
(
e−γ
4 e2|l|
)
n¯e2
ǫmeωc
, (31)
which closely corresponds to the group velocity vg ≡
∂ω0(k)/∂k obtained from Eq. (5) after the substitu-
tion l ∼ ka. The dispersion for these linear edge exci-
tations has been confirmed experimentally in both the
frequency23 and time21,24,25 domains.
TABLE I. Stationary deformations of a two-dimensional electron system. Angular frequencies and lowest harmonics of the
deformation for L=2, 3, 4, 5.
l Ω˜ = (ǫmeωcR0/n¯e
2) Ω b2l b3l b4l
2 4
3
− 5.09048 b22 − 16.1333 b
4
2
29
24
b22 + 1.86911 b
4
2 0.911769 b
3
2 −0.345388 b
4
2
3 32
5
− 16.8464 b23 + 39.6332 b
4
3 1.63473 b
2
3 + 8.36452 b
4
3 1.97442 b
3
3 −0.540557 b
4
3
4 284
105
− 30.0989 b24 − 154.821 b
4
4 1.94074 b
2
4 + 24.3045 b
4
4 2.56102 b
3
4 −3.45272 b
4
4
5 992
315
− 45.5507 b25 − 418.524 b
4
5 2.17945 b
2
5 + 50.1748 b
4
5 2.74603 b
3
5 −9.80691 b
4
5
VII. LOCAL INDUCTION APPROXIMATION
As we have seen, the motion of the edge is determined
by the velocity of the fluid at the surface. The nonlocal
equation for the velocity of the boundary, Eq. (9), can
be turned into a differential equation for the curvature of
the boundary if we concentrate on the local contributions.
This local induction approximation (LIA)26 was explored
by Goldstein and Petrich in a series of papers dealing
with the evolution of vortex patches.12,16 The situation
is considerably more favorable in this problem, due to
the more rapid decay of the interaction [1/r for charges
vs. ln(r) for vortices, see Eqs. (9) and (B3)]. Figure 1
defines most terms used in this section.
The LIA corresponds to the introduction of a large dis-
tance cut-off Λ in the expression for the velocity of the
boundary v[r(s)] [Eq. (9)]:
∮
Γ
{· · ·} ds′ −→
∫ s+Λ/2
s−Λ/2
{· · ·} ds′ . (32)
The line integral in Eq. (9) is then calculated by ex-
panding the integrand in powers of ∆≡(s′−s). By using
the Frenet-Serret relations
rs = t ,
ts = −κn ,
ns = κ t ,
(33)
where κ= θs is the local curvature of the boundary, we
obtain
t(s′) ≃ t(s)
[
1− ∆
2
2
κ2 − ∆
3
2
κκs + ...
]
(34)
+n(s)
[
−∆κ− ∆
2
2
κs +
∆3
6
(κ3 − κss) + ...
]
,
r(s′)− r(s) ≃ t(s)
[
∆− ∆
3
6
κ2 − ∆
4
8
κκs + ...
]
(35)
+n(s)
[
−∆
2
2
κ− ∆
3
6
κs +
∆4
24
(κ3 − κss) + ...
]
.
To lowest order the normal and tangential velocities
then are given by:
ULIA = −
[
n¯e2
ǫmeωc
]
Λ2
8
κs ,
WLIA =
[
n¯e2
ǫmeωc
](
ln
Λ2
2r0
− 11Λ
2
96
κ2
)
. (36)
It is worth noting that since the rate of change of the area
A of the droplet is At=
∮
dsU(s) [see Eq. (D8)], the LIA
with ULIA∝ κs (or any exact differential) automatically
conserves area. This is not surprising since we started
with an incompressible system, but shows that the local
approximation used has not introduced an obvious error.
It is also interesting to realize that the perimeter L of the
curve derived from these velocities is conserved as well:
Lt=
∮
ds (κU +Ws) = 0 [see Eq. (D7)].
The time evolution of a curve in two dimensions
is given quite generally by the integro-differential
equation16,27 (see Appendix D)
κt = −[κ2 + ∂ss]U + κsW − κs
∫ s
0
[κU +Ws′ ]ds
′ . (37)
6
We now introduce the results from Eq. (36). A “gauge”
change, realized by modifying W so that the integrand
of Eq. (37) vanishes, eliminates the remaining non-local
dependences and yields
κt =
[
n¯e2
ǫmeωc
]
Λ2
8
(
3
2
κ2κs + κsss
)
. (38)
After a simple time rescaling, the curvature satisfies the
mKdV equation:15
κt =
3
2
κ2κs + κsss . (39)
The mKdV dynamics are integrable, with an infinite
number of globally conserved geometric quantities,12 the
most important of which are the center of mass, area,
and angular momentum of the droplet.
The mKdV equation possesses a variety of soliton solu-
tions, including traveling wave solutions and propagating
“breather” solitons (see Appendix F). Here we will focus
on the traveling wave solutions of Eq. (39) of the form
κ(s, t) = κ(z) , with z ≡ s− c t , (40)
which represents uniformly rotating deformed droplets
(see Fig. 3). The ordinary differential equation for κ(z)
can be integrated twice with the result
1
2
(κ′)2 = −1
8
κ4 +
1
2
cκ2 + aκ− 2b , (41)
where a and b are constants of integration (a= b=0 for
infinite systems, see Appendix F). This ordinary differ-
ential equation can be easily integrated:
z − z0 = ±
∫ κ
κ0
dκ′√
−V (κ′) , (42)
V (κ) =
κ4
4
− c κ2 − 2a κ+ 4b . (43)
s = z sz
t > 0t = 0
FIG. 3. A uniformly propagating edge deformation. The
curvature satisfies κ(s, t) = κ(z), with z = s− c t.
This problem is thus analogous to a particle moving in
a quartic potential (Fig. 4). The integrals involved can
be expressed in terms of elliptic integrals22 and depend
crucially on the nature and location of the zeros of V (κ).
For curves with finite perimeter and no self-crossings we
find that it is necessary to have two real and two com-
plex zeros: κmax, κmin, and −(κmax+κmin)/2± iξ (see
Appendix E). Note that κmax and κmin correspond to
the maximum and minimum curvatures of the boundary.
V
κ
V
κ
V
κ
V
κ
(a)
κmin κmax
(c) (d)
κmin κmax
(b)
FIG. 4. Some possible potentials V (κ) and corresponding
schematic solutions for the shape of the boundary. Potentials
with two real zeros may have physical solutions: (a) Curva-
ture is fixed, the solution is a circle; (b) Curvature is positive
definite, the boundary is convex; (c) Positive and negative
curvatures. (c) Potentials with four zeros have solutions with
unphysical self-intersections.
The periodic solutions of Eq. (42), expressed in terms
of Jacobi elliptic functions,22 are given by (Appendix E):
κ(z) =
(qκmax+pκmin) + (pκmin−qκmax) cn
(√
pq z2 |λ
)
(p+ q) + (p− q) cn(√pq z2 |λ) ,
(44)
where
p =
√
(3κmax + κmin)2 + ξ2 ,
q =
√
(κmax + 3κmin)2 + ξ2 , (45)
λ =
√
[(κmax − κmin)2 − (p− q)2] /4pq .
The free parameter ξ is actually determined by the
boundary conditions. The period of κ is given by the
elliptic integral
Lκ =
8√
pq
K(λ) . (46)
We now require that the tangent angle increases by a
factor of 2π after an integer multiple l curvature periods,
so that the curve is closed and with no self crossings (see
Fig. 5):
θ(lLκ) =
∫ lLκ
0
κ(s) ds = 2π . (47)
It is evident that the resulting curves are invariant under
rotations by 2π/l, that is the curves have Cl symme-
try. The curves thus generated can be characterized by
(l, κmax, κmin) or more conveniently, although indirectly,
by the symmetry, the area and the perimeter of the curve.
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κ
s
2pi
κ θ
l = 2
L
FIG. 5. Illustration of the boundary conditions implied
by Eq. (47). Top: after l periods Lκ of the curvature κ(s),
the tangent angle θ increases by precisely 2π. Bottom: the
resulting deformed boundary.
The contour shape can be easily determined once the
tangent angle θ(s) is known as a function of arc-length.
Since dz ≡ dx+ i dy = exp[i θ(s)] ds, we have
z(s) ≡ x(s) + i y(s) =
∫ s
0
ei θ(s
′) ds′ . (48)
The full lines in Fig. 6 show some uniformly rotating
soliton shapes, calculated from Eqs. (44) and (48). These
are essentially identical with Goldstein and Petrich’s16
soliton solutions for the vortex patch problem, but the
more local nature of the interaction in the 2DES case
should guarantee a better correspondence with the exact
solutions including non-local terms. Indeed, the curves
resulting from the perturbative method and the LIA are
quite close, even for considerable deformations of the
boundary. For larger deformations the perturbative re-
sults show artifacts due to the limited number of Fourier
components. The advantage of the LIA becomes evident
in this case, since it is an expansion in powers of the
curvature and not the deformation, and thus allows for
relatively large long-wavelength deformations. More sig-
nificantly, the LIA and the resulting integrable dynam-
ics allow one to uncover geometrical conservation laws
which would be hidden in a perturbative calculation.28
This advantage comes at a price: the detailed informa-
tion on frequencies is obscured by the introduction of the
long distance cut-off Λ and by the gauge transformation
of the tangential velocityW , while the frequency is easily
obtained in the perturbative calculation.
(g) (h) (i)
(f)(e)(d)
(c)(b)(a)
FIG. 6. Uniformly rotating shapes of a 2DES. Solid lines: solutions of the mKdV equation obtained from the local induction
approximation. Dotted lines: solutions obtained using the perturbative expansion. The values of the coefficient bl, and the
ratio of curvatures σ≡κmin/κmax are: (a) b2=0.073, σ=0.4; (b) b2=0.19, σ=0; (c) b2=0.36, σ=−0.2; (d) b3=0.027, σ=0.4;
(e) b3=0.10, σ=−0.2; (f) b3=0.29, σ=−0.45; (g) b4=0.014, σ=0.4; (h) b4=0.089, σ=−0.4; (i) b4=0.24, σ=−0.56.
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VIII. CONCLUSIONS
A contour dynamics formulation of the excitations on
the edge of a two-dimensional electron system in a mag-
netic field has allowed us to demonstrate the existence,
beyond the usual linear regime, of shape deformations
that propagate uniformly. A local approximation to the
nonlocal dynamics shows that the curvature of the edge of
the droplet obeys the modified Korteweg-de Vries equa-
tion, which has integrable dynamics and soliton solutions.
Earlier studies29 of edge channels in QH samples have
shown the presence of nonlinear waves, but in Ref. 29 the
nonlinearity originates in the variations of the strength of
the confining field (the Eext of Sec. II), whereas here we
concentrate on nonlinear effects originating in geometri-
cal effects.
Since these solutions are dispersionless, it may be pos-
sible to distinguish them from linear edge waves in time-
of-flight measurements of the type depicted in Fig. 7. In
a circular QH system24 a voltage pulse applied to a gate
produces an edge deformation. The deformation propa-
gates along the edge of the system in one direction and
is detected, i.e. by means of a capacitive probe. For
this geometry, the pulse comes back repeatedly and it
is possible to observe it after numerous passes. While
a gradual decrease of the amplitude is always expected
due to residual dissipation, dispersive and non-dispersive
modes may be distinguished by the preservation of the
general shape and width of the non-dispersive modes.
On the theoretical side, it would be interesting to con-
nect our hydrodynamic treatment of these edge solitons
with field-theoretical treatments of edge excitations.18,19
VoutVin
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FIG. 7. Soliton excitations travel without shape changes.
In a circular QH system24 with non-contact probes it is pos-
sible to observe repeated signals. While a gradual decrease
of the amplitude is always expected due to residual dissi-
pation, dispersive and non-dispersive modes may be distin-
guished by the preservation of the general shape and width of
the non-dispersive modes.
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APPENDIX A: MATRIX ELEMENTS FOR THE NON-LINEAR EIGENVALUE PROBLEM
In order to determine the matrix elements Q, R, S, T and U for the non-linear eigenvalue problem [Eq. (20)], we
need to expand Eq. (18) in powers of the coefficients bl of the parametrization [Eq. (14)]. We initially realize that
n(ϕ)·τ (ϕ+ ω) = 1|τ (ϕ)|
{
− sinω − 2
∑
l
bl e
ilϕ
[
cos
lω
2
sinω + l cosω sin
lω
2
]
+
+
∑
l,p
bl−pbp eilϕ
[
(lp−p2−1) cos (l−2p)ω
2
sinω−(l−2p) cosω sin (l−2p)ω
2
]}
, (A1)
|R(ϕ+ ω)−R(ϕ)|2 =
4 sin2
ω
2

1 + 2∑
l
bl e
ilω/2 cos
ω
2
−
∑
l,p
bl−pbp eilω/2
sin (l−p+1)ω2 sin
(p−1)ω
2 + sin
(l−p−1)ω
2 sin
(p+1)ω
2
2 sin2 ω2

 . (A2)
By expanding n(ϕ)·τ (ϕ + ω)/|R(ϕ + ω) − R(ϕ)| in powers of bl, and integrating over ω [see Eq. (18)], one obtains
the relevant matrix elements Q, R, S, T and U . All integrals converge without the need for short distance cut-offs.
The three lowest order terms can be written as follows:
Ql = 4
|l|∑
k=2
1
2k − 1 , (A3)
9
Rl−p,p =
|l|∑
k=1
1
2k − 1 −
|l−p|∑
k=1
1
2k − 1 −
|p|∑
k=1
1
2k − 1 , (A4)
Sl−p,p−q,q = −5
l
[
l
1− 4l2 +
p
1− 4p2 +
q
1− 4q2 +
l− p
1− 4(l − p)2 +
l − q
1− 4(l− q)2 +
p− q
1− 4(p− q)2 +
l − p+ q
1− 4(l − p+ q)2
]
+
1
12

−(3 + 4l2) |l|∑
k=1
1
2k − 1 − (1 + 4p
2)
|p|∑
k=1
1
2k − 1 + (5 + 4q
2)
|q|∑
k=1
1
2k − 1 + [5 + 4(l − p)
2]
|l−p|∑
k=1
1
2k − 1
−[1 + 4(l − q)2]
|l−q|∑
k=1
1
2k − 1 + [5 + 4(p− q)
2]
|p−q|∑
k=1
1
2k − 1 − [1 + 4(l − p+ q)
2]
|l−p+q|∑
k=1
1
2k − 1

 . (A5)
Higher order terms are long and uninspiring.
APPENDIX B: COMPARISON WITH THE
VORTEX PATCH CASE
For the sake of comparison, we draw analogy to the
case of a vortex patch, a two-dimensional, bounded re-
gion of constant vorticity ωp surrounded by an irrota-
tional fluid.9 The vorticity can either be distributed, as
in a regular fluid, or concentrated in individual vortices,
in the case of a superfluid (in this case it is clear that the
hydrodynamic treatment will be valid only for length-
scales larger than the inter-vortex spacing). The impor-
tant thing is that in ideal fluids the area of the vortex
patch is conserved due to Kelvin’s circulation theorem,26
and therefore the vortex patch is essentially incompress-
ible. Figure 1 can be used to describe this case by re-
placing the electron density n by the vorticity ωp.
The steady state solution in this case is clearly a cir-
cle, and small deformations of the boundary travel along
the boundary itself, as has been known for a long time.9
One can also ask what happens when the deformations
are large: are there modes that do not change shape, i.e.,
solitons? One such solution has been known since Kirch-
hoff’s time: an ellipse with constant vorticity will rotate
uniformly in an ideal fluid. Numerical calculations by
Deem and Zabusky12,11 in the 70’s obtained additional
invariant shapes.
For inviscid incompressible fluids, the equations of mo-
tion for the fluid are simply given by:
∇ · v = 0 , (B1)
∇× v = ω , (B2)
where ω is the vorticity. Assuming that the velocity far
from the patch vanishes, the velocity of the fluid in pres-
ence of a region of finite vorticity ωp can be expressed
as
vv(r) = −ωp
2π
∮
Γ
ds′ t(s′) ln
[ |r− r(s′)|
r0
]
. (B3)
The arguments presented in Secs. III and IV are now
applied mutatis mutandis to this case. The only differ-
ence with the 2DES comes from the fact that the kernel
in the interaction is now logarithmic, and Eq. (9) is then
replaced by Eq. (B3). We see that, as in the 2DES case
(Secs. III and IV), the dynamics is chiral, being deter-
mined by the tangent vector; and since the fluid con-
tained within Γ is incompressible the area is conserved.
The normal velocity of the contour is then given by
Uv(ϕ) = −ωp
2π
∫ 2pi
0
dϕ′ n(ϕ) · τ (ϕ′) ln
[ |R(ϕ)−R(ϕ′)|
r0
]
.
(B4)
As before, we seek solutions that satisfy Eqs. (13) [or
(19)] and (B4). First, we follow the procedure of Ap-
pendix A to determine the matrix elements Q, R, S, T
and U . The first few of these are given by
QVl =
1
2
− 1
2|l| , (B5)
RVl,p = −
1
4|l| . (B6)
SVl−p,p−q,q =
1
12
[
1− |l| − |l − p|+ |2l − p|+ |l − q|
−|2l− q| − |p− q|+ |l + p− q|
+δ(2l− p) + δ(l − q) + δ(l + p− q)
]
. (B7)
We then apply the results of Sec. V, to determine the
amplitude of the lowest harmonics for the vortex-patch
case, using the appropriate matrix elements [Eqs. (B5)–
(B7)]. These results are summarized in Table II, and
some of the resulting invariant shapes are shown in Figs.
8 and 9.
It has long been known9 that an elliptical region of vor-
ticity in an otherwise irrotational fluid, namely the Kirch-
hoff ellipse, rotates uniformly with angular frequency
Ω = (ωp/4)(1− b2/a2), where (a+ b) and (a− b) repre-
sent the maximum and minimum radii respectively (see
Appendix C). A simple analysis shows that both fre-
quency and angular components bl shown in Table II
exactly match a series expansion of the ellipse. Figure
8 compares the perturbative results with the exact solu-
tion. Even for relatively high deformations both results
are in reasonable agreement.
10
ba
FIG. 8. The l = 2 stationary deformations of a vortex
patch. Dotted line: the Kirchoff ellipse. Full line: perturba-
tive solution. (a) b2=0.2, (b) b2=0.3.
In the case of deformations with higher angular de-
pendences there are no analytic solutions beyond the lin-
ear approximation. In this case, the angular frequen-
cies are given9 to zeroth-order in the deformation by
Ω=(m−1)/2m, which coincides with the values for QVl
[see Eqs. 25 and B5]. Numerical solutions by Deem and
Zabusky11 for l = 3, 4 also compare favorably with the
perturbative results, as can be seen in Fig. 9. In fact,
the angular velocities determined from Table II coincide
with those shown in Ref. 11 to all significant figures of
that paper.
TABLE II. Stationary deformations of a vortex patch. Angular frequencies and lowest harmonics of the deformation for
L=2, 3, 4, 5 [the equivalent results for the 2DES are summarized in Table I].
l Ω˜ = Ω/ωp b2l b3l b4l
2 1
4
− b22 + b
4
2
3
2
b22 −
1
2
b42
5
2
b32
35
8
b42
3 1
3
− 2b23 − 20b
4
3
5
2
b23 + 16b
4
3 8b
3
3
231
8
b43
4 3
8
− 3b24 − 57b
4
4
7
2
b24 +
135
2
b44
33
2
b34
715
2
b44
5 2
5
− 4b25 − 152b
4
5
9
5
b25 + 172b
4
5 28b
3
5
1615
8
b45
a b c d
e f g h
FIG. 9. Vortex-patch “eigenstates” with L=3 and L=4. (a)-(d) Obtained numerically by Deem and Zabusky [figures are
scanned from Ref. 11]; (e)-(h) Determined perturbatively. The lowest harmonic bL is taken in each case from Table I of Ref.
11: b3 = 0.096, b3 = 0.11, b4 = 0.048 and b4 = 0.070 respectively. The solutions are essentially identical and are too close to
compare effectively in the same picture.
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APPENDIX C: THE KIRCHHOFF ELLIPSE AS A
SOLUTION OF A CONTOUR DYNAMICS
PROBLEM
It is illustrative to show, starting from the contour dy-
namics, that an ellipse is indeed an invariant deformation
for a vortex patch. Additionally it can be shown that this
is an inherent property of the logarithmic kernel [Eq. B3]
and that an ellipse it is not a solution for the 2DES.
Consider the following parametrization of an ellipse:
x = (a+ b) cos η ,
y = (a− b) sin η . (C1)
It is evident that the radius is given by
r(η) =
√
a2 + 2ab cos 2η + b2 , (C2)
and that tangential and normal vectors are given by
τ ≡ ∂r
∂η
= −(a+ b) sin η ex + (a− b) cos η ey , (C3)
n = −ez × τ|τ | =
(a− b) cos η ex + (a+ b) sin η ey
|τ | ,
where |τ |=
√
a2 − 2ab cos 2η + b2 . The “rigid-body ro-
tation” condition [Eq. (13)] can then be written as
U =
Ω
|τ (η)| 2ab sin 2η . (C4)
In addition the distance between two points on the ellipse
takes the simple form
R2 ≡ |r(η) − r(η′)|2 (C5)
= 4(a2 + b2) sin2
(
η − η′
2
)[
1− 2ab
a2 + b2
cos(η + η′)
]
,
and the dot product involved in Eqs. (18) and (B4) is
given by
n(η) · τ (η′) = 1|τ (η)| (a
2 − b2) sin(η − η′) . (C6)
1. Vortex patches—exact solution
It is now simple to show that an ellipse is, indeed, a uniformly rotating shape for the vortex patch [Eqs. (13) and
(B4)], since the normal velocity is given by
Uv = − ωp
4π|τ (η)|
∫ 2pi
0
dη′ ln
{[
4(a2 + b2) sin2(
η − η′
2
)
]
×
[
1− 2ab
a2 + b2
cos(η + η′)
]}
sin(η − η′) (C7)
= − ωp
4π|τ (η)|
∫ 2pi
0
dx ln
[
1− 2ab
a2 + b2
cosx
]
× (sin 2η cosx− cos 2η sinx) , (C8)
where in going from Eq. (C7) to (C8) we eliminated the
term inside the first braces in the logarithm due to sym-
metry and changed variables to x= η+η′. Finally, the
term proportional to cos 2η vanishes upon integration
and we are left with a simple integral, proportional to
sin 2η. As long as a>b (for a=b the ellipse has collapsed
into a line), the integral exists in closed form:
Uv = ωp
(a2 − b2)b
2a|τ (η)| sin 2η , (C9)
which, by direct comparison with Eq. (C4), yields the
angular velocity
Ωv =
ωp
4
(
1− b
2
a2
)
. (C10)
Consider now the parametrization given by Eq. (14)
with bl given by the first row in Table II. The maximum
and minimum radii correspond to R(ϕ) for ϕ equal to 0
and π/2 respectively (for b2 > 0). It is easy to see that
a∼1+3b22−b42 and b∼2b2+5b32, thus Ω/ωp≃1/2−b22+b42,
as shown in Table II. A simple Fourier analysis of Eq.
(C2) also results in coefficients bl which agree with the
perturbative solution.
2. Two dimensional electron systems—no exact
solution
It is also simple to see why an ellipse is not a station-
ary solution of the two-dimensional electron system. In-
stead of the logarithm, one has to deal with 1/
√
R2, and
the elimination of the first term inside the braces is not
possible. The resulting integrands depend on η in a non-
trivial way, and the normal velocity is not proportional
to |τ (η)|−1 sin 2η.
APPENDIX D: GEOMETRY OF PLANAR
CURVE MOTION
For completeness, it is worth considering some general
features of the planar curve motion.27 Consider a curve
described by some parametrization r(α), where α is a
parameter defined on a fixed interval (see Fig. 10). It is
then possible to consider tangent and normal unit vectors
defined by
12
t ≡ τ (α)|τ (α)| , where τ (α) = rα =
∂r(α)
∂α
,
n ≡ −ez × t .
(D1)
The arc-length s(α) corresponds to the length of the
curve from some arbitrary point to r(α) and is defined by
ds =
√
dx2 + dy2 =
√
g dα, where the metric g is defined
by g ≡ τ · τ . We then have the Frenet-Serret relations
rs = t ,
ts = −κn ,
ns = κ t ,
(D2)
which define the curvature κ. It is also possible to de-
fine the curve in terms of its tangent angle θ(s), where
θs = κ.
αr(   )
θ
t
n
α
s
FIG. 10. Parametrization of a closed curve by a parame-
ter α defined on a fixed interval. The illustration shows the
arc-length s, the normal and tangential unit vectors n and t
and the tangent angle θ.
The kinematics of the curve can be determined if the
velocity of the curve rt is determined. It is convenient
to decompose this velocity into its normal and tangential
velocities (at fixed α):
rt = U n+W t . (D3)
In general, U andW may be arbitrary functionals of r(s)
and its derivatives. It is easy to show that
nt = −(Us − κW )t ,
tt = (Us − κW )n ,
(
√
g)t = Wα +
√
g κU .
(D4)
The length L and area A of the curve are given by
L ≡
∮
ds =
∫ √
g dα , (D5)
A = 1
2
∮
(r× t) · ez ds = 1
2
∫
(r× rα) · ez dα , (D6)
and it is evident from the expressions above that their
time derivatives are equal to
Lt =
∮
(κU +Ws) ds =
∮
κU ds , (D7)
At =
∮
U(s) ds , (D8)
where in the rightmost part of Eq. (D7) we assumed that
W was periodic.
Consider now the following identity
∂
∂t
∂
∂s
=
∂
∂t
1√
g
∂
∂α
= − gt
2g3/2
∂
∂α
+
∂
∂s
∂
∂t
. (D9)
Using Eq. (D4), we obtain the commutator between the
arc-length and time derivatives[
∂
∂s
,
∂
∂t
]
= (Ws + κU)
∂
∂s
. (D10)
We are finally able to determine a kinematic equation
for the curvature κ. While the procedure is completely
general, this becomes particularly important when the
dynamics obeys a geometric law of motion, that is when
U and W are functions of the curvature and its deriva-
tives only. Using Eqs. (D4) and (D10) to calculate the
time derivative of the curvature at fixed α we find that[
∂κ
∂t
]
α
= −[κ2 + ∂ss]U + κsW . (D11)
It is convenient, however, to write a differential equa-
tion in a parametrization-independent form, that is the
time derivative should be evaluated at fixed arc-length s.
Since ∂t|s = ∂t|α − κs
∫ s
0 [κU +Ws′ ] ds
′, we have[
∂κ
∂t
]
s
= −[κ2 + ∂ss]U + κsW − κs
∫ s
0
[κU +Ws′ ] ds
′ ,
(D12)
which is the form used in Eq. (37).
APPENDIX E: ELLIPTIC INTEGRALS,
ELLIPTIC FUNCTIONS AND BOUNDARY
CONDITIONS
A quick inspection of Eq. (42) reveals the following pos-
sible alternative solutions, in terms of elliptic functions,22
which depend on the nature of the zeros of V (κ):
1. Four real zeros α≥κ≥β>γ>δ (Fig. 5-d):
z(κ)=
4√
(α−γ)(β−δ)F
(
sin−1
√
(α−γ)(κ−β)
(α−β)(κ−γ) ,λ4
)
, (E1)
λ24=(α− β)(γ − δ)/(α− γ)(β − δ) , (E2)
which can be inverted to read
κ(z) =
β(γα) + γ(α− β) sn2[c4 z, λ4]
(γ − α) + (α− β) sn2[c4 z, λ4] , (E3)
with c24 = (α− γ)(β− δ)/16. The period of κ(z)
is given in terms of the complete elliptic integral
L4 = (2/c4)K(λ4).
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2. Two real and two complex conjugate zeros α≥κ≥
β, m±in (Fig. 5-a,b,c):
z(κ) =
2√
pq
F
(
2 tan−1
√
q(α− κ)
p(κ−β) , λ2
)
, (E4)
p2 = (m− α)2 + n2 ,
q2 = (m− β)2 + n2 , (E5)
λ22 =
[
(κmax − κmin)2 − (p− q)2
]
/4pq ,
which can be inverted to read
κ(z) =
(βp+ αq) + (βp− αq) cn[√pqz/2, λ2]
(p+ q) + (p− q) cn[√pqz/2, λ2] .
(E6)
The period of κ(z) is given in this case by by
L2 = (8/
√
pq)K(λ2).
Since there is no cubic term in the potential V (κ), the
sum of all roots must vanish. That leaves only one free
parameter in each case, once the minimum and maximum
curvatures are fixed. As mentioned in Sec. VII, this free
parameter is determined by the boundary condition that
the curve is closed and without self-crossings. For the
case of four real zeros, it is not possible to find solu-
tions that satisfy these conditions. It is still possible to
find beautiful closed curves (Fig. 11), but these do not
correspond to physical solutions for the problem under
consideration. The case with two real and two complex
conjugate solutions does have physical solutions and is
discussed in detail in Sec. VII.
FIG. 11. Examples of closed boundaries for the solutions
corresponding to four real zeros of V (κ). Note that all curves
cross themselves at least once and are not physical solutions
for the problem of interest.
APPENDIX F: THE STRAIGHT INFINITE EDGE
In Sec. VII we discussed the invariant shapes of a closed
curve when the curvature satisfies a modified Korteweg-
de Vries equation (39). Single soliton solutions where
the curvature satisfied κ(s, t) = κ(s − ct) were obtained
by twice integrating Eq. (39), thus resulting in Eq. (41),
which can then be reduced to a simple problem in quadra-
tures [Eq. (42)] and the solutions for the curvature in
terms of Jacobi elliptic functions were discussed in that
context [see also Appendix E].
In the case of an infinite curve, however, κ and all its
arc-length derivatives should vanish as s→ ±∞, and the
constants of integration a = b = 0 in Eqs. (41) and (43),
so that V (κ) = κ4/4− cκ2. The traveling wave solutions
can then be found as
κ(z) = 2
√−c sech[√−c (s− ct)] , c < 0 . (F1)
The tangent angle and the shape can then be obtained
by a simple integration:
θ(z) =
∫
κ ds = 4 arctan
{
tanh
[√−c
2
(s−ct)
]}
+ π, (F2)
x+ i y =
∫ s
0
eiθ ds′
= (s− ct)− 4√−c
[
1
i+ tanh[
√−c
2 (s− ct)]
− iπ
4
]
. (F3)
Unfortunately these curves represent a small loop trav-
eling along the boundary, and self-crossing solutions are
not possible for the boundary of a physical system.
It is, however, possible to have more complicated solu-
tions that have a traveling envelope with time dependent
oscillations within it. One such example is the “breather”
solution,15 which loosely speaking, corresponds to a pair
of bound solitons:
κ(s, t) = −4 ∂
∂s
arctan
{
l
k
sin[k s− k(k2 − 3l2)t]
cosh[l s− l(3k2 − l2)t]
}
,
(F4)
where l and k are arbitrary. The value for the tangent
angle in this case is evident since θs = κ; however, the
shape of the curve requires numerical integration. Figure
12 shows a sequence corresponding to the motion of one
example of a breather.
-1
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FIG. 12. A breather soliton for k = 2 and l = 1. In this
time sequence ∆t = 0.125.
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