Abstract: In case of restricting the relation between the parents and the offspring as each one in order to learn in real time, a new numerical formula is proposed to solve the difficulty of adjusting the search region as reducing the individual by using the error generated from the sensor of the dynamic system. The mutation equation of evolutionary strategy uses the error that is generated from the dynamic system. Competitive individuals among total population are reduced with automatic adjustments of the search region in accord with the error. Therefore, it is possible to control the control object varied as time changes because control signal of the learning is generated in real-time. As the state value of the control object is generated, applied evolutionary strategy each sampling time because the learning process of an estimation, selection and mutation is done in real-time. These algorithms can be applied; the people who do not have knowledge about the technical tuning of dynamic systems could design the controller or problems in which the characteristics of the system dynamics are slightly varied as time changes.
INTRODUCTION
In order to maximize the ability of a system, classic controllers need the information about the exact dynamic model of the systems and the turning of the controller based on the knowledge of the model (Chang and Lee, 2000a; 2000b) . The design of a control system using the technique of artificial intelligence removes these difficulties, not only regarding the uncertainty of the actual dynamic model but also regarding the artificial turn of a controller can automatically solve through the process of a learning. However, it is difficult for a controller to learn in real-time because the learning requires much time to search for data in the global region (Jain et al., 1969; Minsky et al., 1969; Lippmann, 1989; Kohonen, 1989) . The learning method using artificial intelligent can be divided into supervised learning, unsupervised learning, and reinforcement learning. In both supervised and unsupervised learning, composing the controller synchronized with the actual system in real-time is very difficult. However, for conducting much research on reinforcement learning as the real-time controller, reinforcement learning is faulty because the continuity of the success in itself is very low and because continuous success cannot be guaranteed (Haykin, 1999; Anderson, 1989; .
Evolutionary computation based on the natural evolutionary process may solve many engineering problems. Evolutionary algorithms can represent the natural selection in crossovers, mutations, production of the offspring, selection, etc. Nature has already shown is the superiority through evolutionary history, but the methods that are used for the algorithms in the natural evolutionary process is varied significantly. Much research on this subject has been done (Saravanan et al., 1994; Saravanan et al., 1995) . Evolutionary strategy is a branch of evolutionary algorithms that calculates probability using the normalized Gaussian distribution. The evolutionary strategy shows how evolutionary process of nature will find the optimal solution.
Adjustments to and capability of a search region have the most important factor on an algorithm. Through the process of natural selection, algorithms are regulated automatically through competition among individuals, mutations in nature, and reproduction among the parents and offspring. Many studies have found that these automatic adjustments optimal solution through the adjustment to the search region have provided optimal results (Fogel, 1996; Fogel et al 1996) . However, the probability of the converging to the solutions according to the number of individuals among parents and offspring has been influenced because of the algorithm characteristics that can be adjusted automatically through the natural competition among the individual parents and off-spring. Because evolution through competition is done well in proportion to the increase of individual parents and offspring, the adjustment of the search region must be activated (Chellapilla, et al., 1997; Back et al., 1991; Back and Schwefel, 1996) . It is very difficult to apply a learning system in real time using an evolutionary algorithm, because much calculating time is needed in order to scheme totally the evolutionary process of the algorithm (Fogel, 1995a) .
In this paper the individuals are reduced in order to learn the evolutionary strategy in real-time and new method that guarantees the convergence of evolutionary Copyright © 2002 IFAC 15th Triennial World Congress, Barcelona, Spain mutations are proposed. It is possible to control the control object varied as time changes. As the state value of the control object is gotten, evolutionary strategy generates the new control signals each sampling time because the learning process of an estimation, selection and mutation is done in real-time. The capability of the algorithm that is suggested from the computer simulation would be proved as the verification of a realtime test and the consideration its influence from the actual experiment.
BACKGROUND OF THE THEORY

The real-time learning of neural networks based on evolutionary algorithm
The evolutionary algorithm which is the basic model of the evolutionary process of nature, can be divided into the process of generating new populations from the mutation of both parents and the natural selection of superior parameters through the competition among the parents and generated offspring (Fogel, 1995b) . Based on much research, the process of evolution in nature has been a influence of mutation greater than the crossover has been (Vonk et al., 1997) . The evolutionary algorithm is composed of structures that are done the natural adjustment of a search region, evolution and the selection from the competition between the parents and the offsprings. It may be already confirmed that the population number of competitive parents and offsprings are relation to the calculation time for learning or if the populations are reduced, the solution reach local optimal region. The studies that search for optimal solutions have been done in off-line learning mainly because of the large size of the competitive population (Fogel and Atmar, 1990; Back, 1996) . In order to learn an evolutionary strategy in real-time, all the process of the learning must be done in sampling time at the feedback system. Because the populations of the parents and offspring are restricted as each one, the problem of totally increasing learning time from the number of the individual, the problem of adjusting the search-region, and the problem of regarding the convergence can be solved.
The evolutionary strategy randomly searches the search region of the solution by using the Gaussian distribution, which is normally distributed. Its characteristics are automatically doing the adjustment of the search region from the competition among the individual (Schwefel, 1995; Michalewicz et al., 2000; Sanchez et al., 1996) . However, in case of reducing the individuals for real-time, it may be very difficult to automatically adjust the search region through natural competition among the population (Back et al., 1997; Fogel, 1994) . Fig. 1 Schematic of the real-time learning system Fig. 1 shows the schematic of the real-time learning system (Jang el al., 1997). As shown in the figure, the state vector of the output from plants is done through estimation and selection using the fitness function. Surviving individuals from selection are input into the real-time adaptive learning system. Control signals are generated from the learning results operate the plants. All of these processes must be completed within sampling time that is 1[ms]. The output results that are generated in the sampling time influence the learning that generates the following control signals. In case of restricting the relation between the parents and the offspring as each one in order to learn in real time, a numerical formula is proposed to solve the difficulty of adjusting the search region as reducing the individual by using the error generated from the control of the dynamic system. If ) (t x is the current position vector and
is a vector of variances corresponding to each dimension of
(2) From Eq. (1), as the value of the normalized Guassian distribution, ) (t σ is updated as (1) and Fig.2, Fig.3 , the search-region is automatically done according to the increase or the decrease of the error. If the error increases, as the value of ) 1 ( + t σ increases, the global searching characteristics have increased; otherwise, it is possible to search for local limits according to the decrease error. The output generated by the system may reach point A or point B in Fig. 4 . As the value of point A can be selected and reproduced, which may be learned in real time, the value of point B is discarded.
ELECTRO-HYDRAULIC SERVO SYSTEM
Hydraulic servo system
A hydraulic servo system is composed of a hydraulic supply unit, a servo valve, an inertia load, a position sensor, the amplifier of the servo valve, and so on. The position control of a hydraulic servo system is schematically shown in Fig. 5 . 
Mathematical model of the servo valve.
Generally, linear transfer functions of the servo valve are highly complex devices that exhibit highorder, nonlinear responses. Regarding the displacement of valve spool by input current, a servo valve is approximated to the proportional, first-order, secondorder factors from a differential equation based on the frequency response curve. This study, by considering the characteristics of the frequency response, can approximate the second-order term, as follows (Moog, 1981) :
where t K is the torque motor gain, v ζ is the reduction ratio of the servo valve, v ω is the undamped frequency of the servo valve, v x is the spool displacement of servo valve, and i is the input current of the servo amplifier.
Load-pressure characteristics of the servo valve.
The arrow represented in Fig.1 is in the positive direction. Based on the spool displacement of the servo valve, flows of supply and return that come through the spool is given by (Merrit, 1967) 
where d C is the orifice flow coefficient of the valve spool, w is the area gradient of the valve port, ρ is density of the hydraulic oil, s P is the supply pressure of the pump, and 1 P and 2 P are respectively the supply and return pressure of the hydraulic cylinder. The spool of the valve is symmetric and is a critic center, the equation of which is given by,
respectively defines the load pressure and the flow as Eq. (8) and Eq. (9) ) ( ) ( ) (
Eq.(10) and Eq.(11) are derived from Eq. (8) and Eq. (9) 2 ) ( ) (
for a matched and symmetrical valve, Eq.(6), Eq. (7), Eq.(10), Eq.(11) are applicable, and Eq.(9) becomes,
Load-flow equation of a double rod hydraulic cylinder.
For a symmetrical double rod cylinder, the flows in each line (supply flow: ) K is the elastic load, and L F is the total disturbance of the load, the co-friction, and the static friction. Fig.6 shows the process that updates the weight of neural networks in real-time using the evolutionary strategy. The control signals that are learned adaptively from the neural networks control the hydraulic servo system. The output states that come from the hydraulic servo system input the neural networks controller for each sampling time. The each weight of neural networks are updated in sampling time based on the Fig. 6 Block diagram of the real-time learning system using the evolutionary algorithm evolutionary strategy that is applied from the output states in real-time, which make it possible to perform the real-time adaptive learning control. In order to learn in real-time each sampling time, fitness function can judge the success or the failure of the learning based on the output signals. After the selection and reproduction process in the evolutionary strategy, the controller generates the control input by updating the weight of the neural networks.
SIMULATION RESULTS AND CONSIDERATION
The sampling time is 1 [ms] . The inputs of the neural networks use the error and the ratio of the error. The changing ratio of the error comes from the output of the system is applied as the reference of the estimation. New individuals always need to be evolved for each generation, just as in nature. To learn in realtime and to apply the evolutionary strategy, it is very important that new individuals are reproduced. The learning ability of the dynamic system is influenced by reproduction and selection. As checking the success or failure of the control result each sampling time in the computer simulation and the selection and estimation of the individual are done according to its success or failure, survival individual that is selected be a natural selection generates new population from the process of the mutation. Fig. 7 The simulation results of the success ratio according to the learning time However, these computations of the mutations are randomly according to a normalized Gaussian distribution because ) 1 ( + t σ is symmetric by zero, and it follows that the probability that is generated from the positive or the negative direction of the mutations is equal. Because of these reasons, real-time adaptive learning based on mutations makes progress at least within two sampling time. Fig.7 shows the simulation results of the success ratio according to learning time during one hundred iterations were executed. Because sampling time is 1[ms], 1 [s] means that the learning, mutation and the estimation of one thousand times are accomplished. Fig.6 shows that the success ratio is 55% within 2[s] that are learning time, which is very good. As success ratio is about 91% within 10[s], the superiority of the real-time learning based on the adjustment of the search region according to the error Fig. 8 The simulation result of real-time learning system using evolutionary algorithm that are proposed by the probability is reasonable. Fig.8 shows the simulation results of the real time adaptive learning system using the evolutionary strategy at the position control of the hydraulic servo system. The figure shows that the output of the dynamic system is very good because the rising time is 0.2[s] and the settling time is 0.4 [s] . Regarding the results of Fig.7 , Fig.8 , we found that it is possible to apply the real-time adaptive learning controller to a real system. Because applying these learning methods can be applied without the exact knowledge of the real dynamic system, it is possible to control an actual system. Because the learning of the controller is done based on the outputs generated from the system for each sampling time in real-time, the real-time learning method can be applied to the situations in which the characteristic of the dynamic system are slightly varied as time changes.
THE COMPOSITION OF EXPERIMENT
In order to verify the real-time learning algorithms, the setup of the experimental equipment is shown in Fig.9 . As shown in the figure a hydraulic servo system uses a variable axial piston pump connected to an electric motor that is 7.5 [kW] . A relief valve is attached in front of the pump in order to maintain a stable supply pressure in the hydraulic circuit. The flow rate of the servo valve is 38 [l/min]. Fig. 9 Experimental set-up of the hydraulic servo system A hydraulic actuator uses a double rod cylinder. The displacement converter is used to convert the displacement of the hydraulic cylinder into electric signals. A data acquisition card that can convert a 12bit analog and digital is used to control with the input and output of the controller (User manual, 1993). Each sampling time the selected value from the evolutionary strategy is converted to the weight of the neural networks. The control signals that come from the neural networks are amplified from the servo amplifier, it controls the servo valve. The servo valve operates hydraulic cylinder. The output states generated from the hydraulic servo system are inputted to the controller of d is p la c e m e n t neural networks each sampling time. It is possible to do real-time learning control because each neural networks weight is updated each sampling time from the evolutionary algorithm based on the output state in realtime. Table. 1 shows the specification of the experimental apparatus. 6. THE CONSIDERATION AND RESULT OF THE EXPERIMENT Fig.10 shows the process that updates the neural network weights in real-time using the evolutionary strategy. As shown in the figure in order to learn in real-time, the fitness function must estimate the success or failure of the learning using the changing ratio of error that comes from the result of the control each sampling time. The weights of neural networks are updated by using the result that come from the application of the evolutionary strategy, which generates control input u. Fig. 10 Block diagram of the real-time learning system using the evolutionary algorithm These control forces operate the hydraulic servo system. The real-time learning controller generates new learning data from calculating the error each sampling time. The error is the difference between the reference signals and the sensor output. Sampling time is 1 [ms] in the experiments. The error and the changing ratio of the error are used as the input of the neural networks. The changing ratio of the error that is based on the output of the system is applied as the reference of estimation. It surely needs the reproduction of the new individuals in order to evolve each generation in nature. In the case of applying an evolutionary strategy for real-time learning, it is very important that new individuals are reproduced. The learning ability is decided according to the reproduction and estimation of those individuals. Therefore, the real-time adaptive learning controller checks the success or failure of the learning each sampling time using the estimation and the selection of the individuals. The superior individual survives after the natural selection from the process of selection and mutation each sampling time. Fig. 11 The experimental result of real-time learning system using evolutionary algorithm From the Fig.11 the applicable capability and the validity of the algorithms that are suggested from computer simulation can be confirmed through the experiments. Inferring from the figure that the settling time is 0.25[sec], the output value of the dynamic system maintains a stable value after a steady state is reached. With the figure, the results of the computer simulation are coincidence with expected results. Because the actual system and the computer simulation have very stable operation, these algorithms are used into this study is valid. In case this learning method can be applied without exact knowledge of the dynamic system it is possible to control the actual system. The learning of the controller is done with a base outputs that are generated from the system each sampling time in real-time. These real-time learning methods can be applied when the dynamic system is slightly varied due to time changes.
CONCLUSION
In this study as we apply an evolutionary strategy to feed forward neural networks, the evolving controller is designed through the real-time learning uses output signals comes from the characteristics of the system each sampling time. The capabilities through computer simulation and actual experiment were judged to be reasonable. Because learning using natural networks is very difficult to consider both the design of a controller and a plant, much recent research about reinforcement learning in real-time have been done in order to solve such problem (Anderson, 1989; Geva et al., 1995; Sutton, 1988; Sutton et al., 1998) . Proposed the real-time learning in this paper uses a basic structure of general feed forward neural networks. In order to update the weights of the neural networks each sampling time, a real time evolutionary strategy is applied. With due confirmation of the adequacy of the algorithm as checking the relation between the experimental result and simulation result using computer about the hydraulic servo systems that are very strong a non-linearity of the fluid, the real-time adaptive learning control algorithms is validated.
Individuals of total population are reduced in order to perform real-time learning based on the evolutionary strategy and all the process of reproduction, estimation, and selection is carried out within sampling time. The evolutionary strategy has the characteristics of making automatic adjustments for a search region as the result of the natural competition among many individuals. Because the errors that is generated from the dynamic system applies to the equation of the mutation, the problems related to reduction of competitive individuals are solved as an automatic adjustment of the search region according to the error.
Consequently in case the problems that need the additive information for the technical tuning of dynamic systems in order to design the controller or the problems in which the characteristics of the system dynamics are slightly varied as time changes, this algorithm can be applied.
