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Abstract—A terrestrial robot that can maneuver rough terrain
and scout places is very useful in mapping out unknown areas. It
can also be used explore dangerous areas in place of humans. A
terrestrial robot modeled after a scorpion will be able to traverse
undetected and can be used for surveillance purposes. Therefore,
this paper proposes modelling of a scorpion inspired robot and
a reinforcement learning (RL) based controller for navigation.
The robot scorpion uses serial four bar mechanisms for the legs
movements. It also has an active tail and a movable claw. The
controller is trained to navigate the robot scorpion to the target
waypoint. The simulation results demonstrate efficient navigation
of the robot scorpion.
Index Terms—robot scorpion, reinforcement learning, nature-
inspired, navigation
I. INTRODUCTION
Robotic scorpions can be used for exploring various plane-
tary terrains hazardous for humans [1]. The tail of a scorpion
can adjust to balance out the scorpion when walking on uneven
terrain. By using a combination of various tail angles, the
scorpion robot and cross uneven and steep terrain with minimal
effort. A robotic scorpion using a central pattern generator
(CPG) has been done in [2]. In the works of [3], the stability
of the scorpion robot when it loses the legs are studied. In the
works of [4], various geometric parameter of a scorpion robot
were controlled and accelerated running were observed in the
simulation.
A reinforcement learning (RL) setup consists of 2 compo-
nents, an agent and en environment. The agent is the robot
scorpion which interacts with the environment by performing
the actions given by the RL controller. The environment is
acted on by the agent and after the action is performed, it
returns the new state and rewards. Most RL algorithms follow
a similar pattern: Firstly, the environment passes the initial
state to the agent, which then performs some actions in order
to proceed to the next state. The environment then returns
the new state along with the reward for the performed action.
Based on the reward, the agents learn which action-state pairs
maximize the rewards. This loop continues until the terminal
state is reached.
We use a model-free RL algorithm with a deterministic
policy, as we do not intend to learn the complex dynamics of
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the environment. This is unlike model-based RL algorithms
which need to learn the complete state transition probabilities
from the pair of current state and action to the next state.
The organization of the paper is as follows: Section II
describes the URDF and CAD model of the scorpion and
Section III describes the RL based scorpion controller. A
thorough comparison of results is done in Section IV and
conclusions are drawn in Section V.
II. MODEL OF THE SCORPION
Figure 1a shows the proposed robotic scorpion that uses
two sets serial four-bar mechanism, one on each side to which
the legs are attached, for walking. This is controlled using an
encoded DC motor. It has an active tail and claw controlled
using servo motors. The scorpion was modelled in Unified
Robot Description Format (URDF) for simulation. Figure 1b
shows the CAD model of the scorpion which is fabricated
using a 3D printer. Both models are made to mimic a real
scorpion.
A. Simulation Environment
The simulation environment was created using the python
wrapper of the Bullet Real-Time Physics Simulator (PyBullet)
[5]. The URDF of the scorpion was imported into pybullet.
To make the simulation environment RL algorithm friendly, it
was wrapped using OpenAI Gym. This makes the simulation
environment RL compatible by ensuring the environment takes
as input, the actions and returns, as output, the next state and
the appropriate reward.
III. CONTROLLING THE SCORPION
This work uses proximal policy optimization (PPO), a
model-free RL aglorithm, in order to control the scorpion.
A trained RL network takes as input the current state of the
agent, and outputs the most optimal action to be taken by the
agent.
A. Policy Optimization
PPO is a policy optimization algorithm. The general policy
optimization algorithm is given in Algorithm 1 where value
function network is V (s|η) with parameters η and our policy
is pi(s|θ) with parameters θ. vt is defined as
vt =
T−1∑
i=t
γi−1ri + γT−tV (sT |η) (1)
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(a) URDF model of the scorpion used for simulation (b) CAD model of the scorpion for experiments
Fig. 1: Figure showing both the URDF and CAD model of the scorpion
where, η are the parameters of the approximated value func-
tion, T is the length of the trajectory, γ is the discount factor
and r is reward as given in (4) below.
Algorithm 1 Policy Optimization
1: Initialize parameters for V (s|η) and pi(s|θ)
2: while j = 1,2,3.. until convergence do
3: Collect data according to Exploration Strategy
4: Compute MC estimate of vpt using (1)
5: Update V (s|η) nv times.
6: Update pi(s|θ) once using standard gradient descent.
7: end while
B. State
The state of the RL agent is position (x, y) and orientation
(φ, θ, ψ) in Euler angle format, that is, roll, pitch and yaw.
Other state defining parameters like linear velocity and accel-
eration are not used so as to reduce the dependence of the
model on too many sensor data. Let the state be defined by
parameter s, where s is,
s = {x, y, φ, θ, ψ} (2)
We have trained our agent with reasonable environmental
constraints in position and orientation. These constraints are,
the position of the scorpion is constrained to a [200, 200]
arena with origin as the centre, and the orientation of the
scorpion is always horizontal. The constraint in position helped
in normalising the observation space between -1 to 1. This also
gives us the benefit of scaling the space during testing even
though the model is not trained for an expanded space.
x, y ∈ [−100, 100]
z = 15
φ, θ, ψ ∈ [−pi, pi]
C. Actions
Our actions comprises of three outputs, left motor speed,
right motor speed and tail angle. We believe tail plays an
important role in balancing the scorpion and so we include it
Fig. 2: The policy network and the value function network.
as an action in the RL model. The actions are also normalised
between -1 to 1.
ML,MR, T ∈ [−1, 1] (3)
where ML, MR and T are left motor speed, right motor
speed and tail angle respectively. The outputs of the RL agent
are scaled appropriately before sending it to the simulation
environment. ML and MR are scaled by 3.5 rad/s. As motor
speeds above 3.5 rad/s make the scorpion highly unstable and
therefore is not recommended. Similarly, T is scaled with
0.365 rad and shifted by a mean of -0.105 rad to scale and
constrain the tail angle in the range of [0.26, 0.47] rad. This
also puts constraints in the actions which aids in learning the
optimum policy.
D. Rewards
Our aim is to do way-point tracking so the reward is based
on position. The reward should increase as the distance to the
Parameter Values
Learning Rate 10−3
Discount Factor 0.99
Entropy Coefficient 0.0005
No. of Training Epochs 1500
TABLE I: Training parameters
target point waypoint decreases and vice versa. Therefore, we
have used the negative of the euclidean distance in the reward
formulation.
rt = −2× 10−3||x, y|| (4)
We take the euclidean distance from the center (0, 0) and
train our network to track the origin as the target waypoint.
While executing position control for some other arbitrary point
we can shift the global frame of reference such that the
arbitrary point becomes (0, 0) point.
E. Proximal Policy Optimization
As mentioned, we have used a policy gradient method, Prox-
imal Policy Optimization (PPO) [6] with deterministic policy.
There exist several policy optimization algorithms alongside
PPO like DDPG (Deep Deterministic Policy Gradient) [7] and
TRPO (Trust Region Policy Optimization) [8]. Among these,
DDPG, has convergence issues and TRPO is complex and
computationally intensive. Hence, we selected PPO which has
been found to be simpler and more computationally efficient.
The agents consists of two networks for training, a value
network, and a policy network. Both networks have 2 hidden
layers of 128 and 64 nodes respectively with tanh activation
function. The network architecture is given in 2.
F. Training
Each trajectory is of 50 seconds with 0.1 sec simulation step.
Thus, each trajectory is 500 timesteps long. It takes around 6
hours for the model to train completely and loss to saturate on
Nvidia GTX 1080 Ti. The other training parameters are listed
in Table I.
IV. RESULTS
We evaluated the RL controller in simulation and performed
waypoint tracking. We plotted the scorpion position (x, y)
along with target waypoint (x0, y0) for a single simulation
run. We also shift the target waypoint and show that the RL
controller is able to do waypoint tracking. We also plot the
trajectories of 20 simulations to calculate the failure rate of
the controller. Each simulation is run for 1000 timesteps to
give it enough time to reach the waypoint.
A. Single simulation Results
Figure 3 shows waypoint tracking of the scorpion RL
controller. The graphs show the position (x, y) of the scorpion
along with the point it is tracking. The initial target point
is (−50,−50) and after 200 seconds the target waypoint is
shifted to (0, 0). As can be seen from the figure, the scorpion
is able to tracking the changing waypoint quite effectively.
Fig. 3: Figure showing the x and y plots while the scorpion is
doing waypoint tracking
B. Failure rate Calculation
Figure 4 shows the various trajectories followed by 25 scor-
pions tracking the origin as the target waypoint. The scorpions
were initialized with random position and orientation and their
convergence is plotted. As can be seen from the figure, out of
25 scorpions, all but one converged to the target waypoint
within the error margin. The average error of the convergence
from the tragte waypoint is ... . For further reference, the x
and y position of the 25 robot scorpions have been plotted in
Figure 5. As can be seen from these plots, the x and y position
of the scorpion converges to the target waypoint of (0, 0).
V. CONCLUSION AND FUTURE WORK
The main application of this work is in surveillance. There-
fore, we plan to implement control of the scorpion even after
damage or failure of legs, motors etc. We also aim to train it
for various different terrain and elevation height.
Another future work is to enhance the grabbing mechanism
of the scorpion for pick and place tasks. Recurrent neural
networks like LSTMs instead of multi-layer perceptron can
Fig. 4: Figure showing the trajectories and distance from target
waypoint for 25 runs of the simulation
also significantly improve the performance and thus can be
implemented as future work.
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Fig. 5: Figure showing the x and y position of the scorpion for
25 runs of the simulation
