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Abstract
We study the worst-case error of quasi-Monte Carlo (QMC) rules for multivariate integration in
some weighted Sobolev spaces of functions deﬁned on the product of d copies of the unit sphere
Ss ⊆ Rs+1. The space is a tensor product of d reproducing kernel Hilbert spaces deﬁned in terms
of uniformly bounded ‘weight’ parameters d,j for j = 1, 2, . . . , d. We prove that strong QMC
tractability holds (i.e. the number of function evaluations needed to reduce the initial error by a
factor of ε is bounded independently of d) if and only if lim supd→∞
∑d
j=1d,j <∞; and tractabil-
ity holds (i.e. the number of function evaluations grows at most polynomially in d) if and only if
lim supd→∞
∑d
j=1d,j / log(d + 1)<∞. The arguments are not constructive.
© 2004 Elsevier Inc. All rights reserved.
Keywords: Quasi-Monte Carlo methods; Multivariate integration; Products of spheres; Worst-case error;
Tractability
1. Introduction
Many important problems in quantum mechanics and transport theory require the eval-
uation of repeated angular integrals of the form∫
S2
· · ·
∫
S2
f (x1, . . . , xd) d(x1) · · · d(xd), (1)
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where d is large, and possibly unbounded. Here S2 ⊆ R3 denotes the usual unit sphere, and
d(x) denotes surface measure on the unit sphere. To be explicit, in the case of a single
sphere and the familiar polar coordinates, the integral can be written as∫
S2
f (x) d(x) =
∫ 2
0
∫ 
0
f (x(,)) sin  d d.
Most deterministic numerical methods for such problems (for example, for each sphere
the product of a Gauss cubature rule with respect to cos  and a trapezoidal rule with respect
to ) have a cost (in terms of the number of function evaluations) that grows exponentially
with d. In this paper we seek to answer the theoretical question: Can we ﬁnd a function
space setting in which the cost (in terms of the number of function evaluations needed to
reduce the initial error by a factor of ε) is bounded independently of d? The answer turns
out to be yes, but with arguments that tell us nothing about the construction of numerical
schemes to achieve the theoretical bounds.
In recent years, there has been intensive study of the analogous question for integration
over the d-dimensional unit cube (see [20,6,7,21,22,3]), using quasi-Monte Carlo (QMC)
algorithms: they are equal-weight cubature rules of the form
Qn,d(f ) = 1
n
n∑
i=1
f (ti ) = 1
n
n∑
i=1
f (ti,1, . . . , ti,d ), (2)
where ti,j ∈ [0, 1] for each i = 1, 2, . . . , n and j = 1, 2, . . . , d. The problem in (1) is
similar: the integration region in (1) is the product of d copies of the unit sphere S2, whereas
the unitd-dimensional cube is the product ofd copies of the unit interval.Arguingby analogy,
and taking the works above for the unit cube as our guide, we choose the function spaces in
which wework to be d-fold tensor products of reproducing kernel Hilbert spaces; moreover,
the factors in the tensor product are assumed to be weighted by certain parameters d,j , for
j = 1, 2, . . . , d, since the unweighted problem turns out (as in the case of the d-cube) to
have a cost that grows exponentially with d.
In the case of the d-dimensional unit cube, the non-constructive arguments in the works
quoted above were quickly followed by constructive methods (see [18,16,10,17]), that
achieve the optimal orders of convergence (see [9,2]) in the particular Hilbert spaces. We
may hope that constructivemethodswill similarly emerge from the present non-constructive
study.
2. Formulation of the problem
For s ∈ N+, let Ss ⊆ Rs+1 denote the s-dimensional unit sphere given by
Ss := {(x1, x2, . . . , xs+1) ∈ Rs+1 : x21 + x22 + · · · + x2s+1 = 1}.
In this paper, we study the problem of integration on the Cartesian product (Ss)d = Ss ×
Ss × · · · × Ss of d copies of the unit sphere Ss , where s is usually small, e.g., s = 2, and
d1 can be very large. The paper [8] was perhaps the ﬁrst to consider QMC integration (in
that case via low discrepancy sequences) on products of spheres. There are many research
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works on integration over the sphere S2 (for example [11,4,12,19,5]), but few advances have
been made on the problem of integration on products of spheres. Recommended sources of
background information on the mathematics of a single sphere are [15,4].
To keep the algebraic expressions simple, we will consider the ‘normalized’ integral
Id(f ) = 1|Ss |d
∫
(Ss )d
f (x) ds(x) (3)
:= 1|Ss |d
∫
Ss
· · ·
∫
Ss
f (x1, . . . , xd) ds(x1) · · · ds(xd),
where |Ss |denotes the surface area ofSs , and ds(x) = ds(x1) · · · ds(xd),with ds(x)
denoting the s-dimensional surfacemeasure. The integrands f are assumed to belong to some
Sobolev space Hd , which is a tensor product of d reproducing kernel Hilbert spaces, with
the factors in the tensor product weighted by certain parameters d,j , for j = 1, 2, . . . , d.
The precise deﬁnition is given Section 3.
We are interested in approximating integral (3) by QMC rules as in (2), but where now
ti,j ∈ Ss for each i = 1, 2 . . . , n and j = 1, 2, . . . d. The ‘worst-case error’ of the QMC
rule (2) for integration in Hd is deﬁned as
en,d = en,d(t1, . . . , tn) := sup
f∈Hd,‖f ‖d 1
|Id(f )−Qn,d(f )|, (4)
where ‖ ·‖d denotes the norm inHd . For n = 0 we formally setQ0,d = 0 so that the ‘initial
error’ is
e0,d := sup
f∈Hd,‖f ‖d 1
|Id(f )|.
Now we deﬁne what we mean by QMC tractability. A general discussion of tractability
can be found in [24,25,14]. For ε ∈ (0, 1) and d1, we want to reduce the initial error by a
factor of ε, that is, we want to ﬁnd the smallest n = n(ε, d) for which t1, . . . , tn exist such
that en,dεe0,d . The integration problem (in the worst-case setting) is said to be ‘QMC
tractable’ in the space Hd if
n(ε, d)Cε−pdq, (5)
where C,p, q are non-negative constants independent of ε and d. If (5) holds then the inﬁ-
mum of p and the inﬁmum of q are called the ε-exponent and the d-exponent of tractability,
respectively. The integration problem is said to be ‘strongly QMC tractable’ in Hd if (5)
holdswith q = 0. In this case, the inﬁmumof p is called the ε-exponent of strong tractability.
We obtain in Section 4 the necessary and sufﬁcient conditions for QMC tractability and
strong QMC tractability in our Sobolev space Hd . The main result, stated in Theorem 4,
is that, under the assumption that the parameters d,j are positive and uniformly bounded,
strong QMC tractability holds if and only if
lim sup
d→∞
d∑
j=1
d,j <∞
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and QMC tractability holds if and only if
lim sup
d→∞
∑d
j=1 d,j
log(d + 1) <∞.
These conditions, which are exactly the conditions established for the unit cube in
[20,7,21,22,3], are obtained from upper and lower bounds of the worst-case error. We shall
see that, just as for the unit cube, the argument is non-constructive; we are yet to develop
constructive methods for QMC rules that achieve the theoretical bounds in the manner of
[18,16,10,17].
3. Preliminaries
3.1. The sphere Ss
For s ∈ N+, recall that the unit sphere Ss ⊆ Rs+1 is given by
Ss = {(x1, x2, . . . , xs+1) ∈ Rs+1 : x21 + x22 + · · · + x2s+1 = 1}.
Here we present some well-known results about Ss ; see for example [15]. The surface area
|Ss | of Ss satisﬁes
|Ss | = 2
s+1
2

(
s+1
2
) ,
where (·) is the gamma function. For s = 2, we recover the well-known surface area of
the usual unit sphere, |S2| = 4.
Let L2(Ss) denote the space of square-integrable and measurable real-valued functions
on Ss with the normalized inner product
〈f, g〉L2(Ss ) :=
1
|Ss |
∫
Ss
f (x)g(x) ds(x).
LetP(s+1) denote the space of spherical polynomials of degree  on Ss (i.e. the restriction
to Ss of the polynomials of degree  inRs+1), and letH(s+1) denote the space of spherical
harmonics (see [13]) of degree onSs (i.e. the restriction toSs of the homogeneous harmonic
polynomials of degree  inRs+1). SinceP(s+1) =
⊕
=0H
(s+1)
 , a popular basis forP
(s+1)

consists of spherical harmonics
{Y (s+1),k : 1kN(s+1) , 0},
where for each , {Y (s+1),k : 1kN(s+1) } is a basis forH(s+1) , andN(s+1) is the dimension
ofH(s+1) , satisfying
N
(s+1)
 =
{
1 if  = 0,
2+s−1

(
+s−2
−1
)
if 1.
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The dimension of P(s+1) is thus
∑
=0N
(s+1)
 = N(s+2) . In the case of s = 2, we have
N
(3)
 = 2+ 1, and dim P(3) = (+ 1)2. We will assume that the spherical harmonics are
orthonormal with respect to the normalized L2 inner product, i.e.
1
|Ss |
∫
Ss
Y
(s+1)
,k (x)Y
(s+1)
′,k′ (x) d
s(x) = ,′k,k′ ,
where ,′ is the Kronecker symbol with value 1 if  = ′ and 0 otherwise.
The addition theorem of spherical harmonics will play an important role. With the nor-
malization used here, it states
N
(s+1)
∑
k=1
Y
(s+1)
,k (x)Y
(s+1)
,k (y) = N(s+1) C˜
( s−12 )
 (x · y),
where x ·y is the usual dot product inRs+1, and C˜(	) is the ‘scaled’Gegenbauer polynomial
of degree  with parameter 	 = s−12 . These scaled Gegenbauer polynomials are related to
the classical Gegenbauer polynomials C(	) by
C˜
(	)
 (u) =
C
(	)
 (u)
C
(	)
 (1)
, u ∈ [−1, 1],
so that C˜(	) (1) = 1. In the special case of s = 2 (see [4]), C˜
( 12 )
 = C
( 12 )
 = P is the classical
Legendre polynomial of degree . It follows from the addition theorem that Y (s+1)0,1 = 1.
Another important property of the spherical harmonics is
(−
∗)Y (s+1),k (x) = (+ s − 1)Y (s+1),k (x),
that is, Y (s+1),k is an eigenfunction of the Beltrami operator

∗ with respect to the eigenvalue
−(+ s − 1). For any real number r > 0, we may deﬁne the operator (−
∗) r2 by
(−
∗) r2 Y (s+1),k (x) := [(+ s − 1)]
r
2 Y
(s+1)
,k (x). (6)
Since the Beltrami operator is the angular portion of the Laplace operator, which is a
differential operator of second degree, the operator (−
∗) r2 has the intuitive meaning of
taking rth derivatives. This operator will be used in the next section when we deﬁne the
norms of our Sobolev spaces.
3.2. The Sobolev space H1
A function (or distribution) f ∈ L2(Ss) is associated with its Fourier series
f (x) ∼
∞∑
=0
N
(s+1)
∑
k=1
fˆ,kY
(s+1)
,k (x),
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where
fˆ,k = 1|Ss |
∫
Ss
f (x)Y
(s+1)
,k (x) d
s(x)
and the L2 norm of f has, due to the Parseval theorem, the representation
‖f ‖2L2(Ss ) =
∞∑
=0
N
(s+1)
∑
k=1
fˆ 2,k.
For r > 0 and  > 0, we deﬁne the Sobolev space H1 = H(s,r)1, ⊆ L2(Ss) as the closure
of the space P(s+1) = ⋃∞=0P(s+1) of all spherical polynomials on Ss with respect to the
norm
‖f ‖21 := I1(f )2 + −1‖(−
∗)
r
2 f ‖2L2(Ss ),
where I1(f ) is the normalized integral of f
I1(f ) = 1|Ss |
∫
Ss
f (x) ds(x)
and (−
∗) r2 f denotes the distribution
(−
∗) r2 f (x) ∼
∞∑
=0
N
(s+1)
∑
k=1
[(+ s − 1)] r2 fˆ,kY (s+1),k (x),
corresponding to deﬁnition (6). It then follows that for r > 0 and f ∈ H1
‖f ‖21 = fˆ 20,1 +
1

∞∑
=1
N
(s+1)
∑
k=1
[(+ s − 1)]r fˆ 2,k
=
∞∑
=0
N
(s+1)
∑
k=1
Bs,r,()fˆ
2
,k <∞,
where
Bs,r,() =
{
1 if  = 0,
−1 [(+ s − 1)]r if 1.
The space H1 is a Hilbert space with respect to the inner product
〈f, g〉1 =
∞∑
=0
N
(s+1)
∑
k=1
Bs,r,()fˆ,kgˆ,k.
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It follows from the Cauchy–Schwarz inequality and the addition theorem of spherical
harmonics that the Fourier series of f satisﬁes, for arbitrary f ∈ H1 and x ∈ Ss ,∣∣∣∣∣∣∣
∞∑
=0
N
(s+1)
∑
k=1
fˆ,kY
(s+1)
,k (x)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
∞∑
=0
N
(s+1)
∑
k=1
(
Bs,r,()
) 1
2 fˆ,k
(
Bs,r,()
)− 12 Y (s+1),k (x)
∣∣∣∣∣∣∣
 ‖f ‖1
 ∞∑
=0
N
(s+1)
∑
k=1
(
Bs,r,()
)−1 (
Y
(s+1)
,k (x)
)2
1
2
= ‖f ‖1
( ∞∑
=0
N
(s+1)

Bs,r,()
) 1
2
= ‖f ‖1(1+ cs,r) 12 ,
where
cs,r :=
∞∑
=1
N
(s+1)

[(+ s − 1)]r . (7)
Since N(s+1)  s−1 (i.e. there exist numbers , > 0 independently of  such that
s−1N(s+1) s−1), we require r > s2 for the sum cs,r to be ﬁnite. We have therefore
shown that when r > s2 the Fourier series of f converges uniformly, thus f is continuous
and equal pointwise to its Fourier series, and H1 ⊆ C(Ss); and we have also shown that
‖f ‖∞C‖f ‖1 for some constant C > 0. In other words, we have recovered the well-
known Sobolev embedding theorem (see [23]).
For r > s2 it follows from |f (x)|C‖f ‖1 that point evaluation is a bounded linear
functional on H1, and H1 is therefore a reproducing kernel Hilbert space. That is to say,
there existsK1 : Ss × Ss → R, withK1(x, y) = K1(y, x) for all x, y ∈ Ss andK1(x, ·) ∈
H1 for all x ∈ Ss , such that
〈f,K1(·, y)〉1 =
∞∑
=0
N
(s+1)
∑
k=1
fˆ,kY
(s+1)
,k (x) = f (y), ∀f ∈ H1, y ∈ Ss.
(More details about reproducing kernels may be found in [1].) In fact, it can be easily
veriﬁed that the reproducing kernel K1(x, y) is given by
K1(x, y) = K(s,r)1, (x, y)=
∞∑
=0
N
(s+1)
∑
k=1
Y
(s+1)
,k (x)Y
(s+1)
,k (y)
Bs,r,()
= 1+ 
∞∑
=1
N
(s+1)

[(+ s − 1)]r C˜
( s−12 )
 (x · y).
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The scaled Gegenbauer polynomials satisfy |C˜(	) (u)|C˜(	) (1) = 1 for all u ∈ [−1, 1].
Thus we have K1(x, y)1 + cs,r , which for r > s2 converges absolutely and uniformly
for x, y ∈ Ss . Thus for r > s2 , K1(x, y) is a continuous function on Ss × Ss .
3.3. The Sobolev space Hd
Assuming from now on that r > s2 , we deﬁne the Sobolev space Hd = H(s,r)d,d as the
tensor product (see [25] for details about tensor product spaces)
H
(s,r)
d,d
:= H(s,r)1,d,1 ⊗H
(s,r)
1,d,2
⊗ · · · ⊗H(s,r)1,d,d ,
where the sequence d = (d,1, d,2, . . . , d,d) is assumed to be positive and uniformly
bounded, that is
∗ := sup
d1
max
1 jd
d,j <∞.
Functions in the tensor product space Hd are continuous functions on (Ss)d , and can be
written as
f (x) = f (x1, . . . , xd) =
∑
l∈Nd
∑
k∈K(d,l)
fˆl,k
d∏
j=1
Y
(s+1)
j ,kj
(xj ),
where K(d,l) := {k ∈ Nd : 1kjN(s+1)j for each j = 1, 2, . . . , d}, and
fˆl,k = 1|Ss |d
∫
(Ss )d
f (x)
d∏
j=1
Y
(s+1)
j ,kj
(xj ) ds(x).
The inner product in Hd is given by
〈f, g〉d =
∑
l∈Nd
∑
k∈K(d,l)
d∏
j=1
Bs,r,d,j (j )fˆl,kgˆl,k,
the norm is ‖f ‖d = ‖f ‖d,d = 〈f, f 〉
1
2
d , and the reproducing kernel is
Kd(x, y)=
d∏
j=1
K
(s,r)
1,d,j
(xj , yj )
=
d∏
j=1
(
1+ d,j
∞∑
=1
N
(s+1)

[(+ s − 1)]r C˜
( s−12 )
 (xj · yj )
)
.
The reproducing property of the kernel is
〈f,Kd(·, y)〉d = f (y), ∀f ∈ Hd, y ∈ (Ss)d .
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In the special case of s = 1, the space Hd is equivalent to the weighted Korobov spaces
of periodic functions considered in [21].
4. QMC tractability in Hd
Suppose for now that Hd is a general reproducing kernel Hilbert space of continuous
functions deﬁned on (Ss)d , with inner product 〈·, ·〉d , norm ‖ · ‖d and reproducing kernel
Kd . It follows from the reproducing property of Kd that (3) and (2) can be expressed as
Id(f ) =
〈
f,
1
|Ss |d
∫
(Ss )d
Kd(x, ·) ds(x)
〉
d
andQn,d(f ) =
〈
f,
1
n
n∑
i=1
Kd(ti , ·)
〉
d
.
Thus we see from the deﬁnition of worst-case error (4) that
e2n,d = sup
f∈Hd,‖f ‖d 1
〈
f,
1
|Ss |d
∫
(Ss )d
Kd(x, ·) ds(x)− 1
n
n∑
i=1
Kd(ti , ·)
〉2
d
=
∥∥∥∥∥ 1|Ss |d
∫
(Ss )d
Kd(x, ·) ds(x)− 1
n
n∑
i=1
Kd(ti , ·)
∥∥∥∥∥
2
d
= 1|Ss |2d
∫
(Ss )d
∫
(Ss )d
Kd(x, y) ds(x) ds(y)
− 2|Ss |dn
n∑
i=1
∫
(Ss )d
Kd(x, ti ) ds(x)+ 1
n2
n∑
i=1
n∑
h=1
Kd(ti , th),
where we used again the reproducing property of Kd . The initial error e0,d satisﬁes
e20,d =
1
|Ss |2d
∫
(Ss )d
∫
(Ss )d
Kd(x, y) ds(x) ds(y).
We deﬁne, as a convenient benchmark for later analysis, the mean of the squared worst-case
errors over all cubature points
E(e2n,d) :=
1
|Ss |nd
∫
(Ss )d
· · ·
∫
(Ss )d
e2n,d(t1, . . . , tn) d
s(t1) · · · ds(tn).
It then follows from the expression for e2n,d , by separating the diagonal and off-diagonal
terms in the double sum, that
E(e2n,d)=
1
n
(
1
|Ss |d
∫
(Ss )d
Kd(x, x) ds(x)
− 1|Ss |2d
∫
(Ss )d
∫
(Ss )d
Kd(x, y) ds(x) ds(y)
)
.
So far we have shown that the worst-case error in a general reproducing kernel Hilbert
space can be expressed in terms of the reproducing kernel. Now we focus on the Sobolev
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space Hd = H(s,r)d,d deﬁned in Section 3.3. We have
Kd(x, x) =
d∏
j=1
(
1+ d,j
∞∑
=1
N
(s+1)

[(+ s − 1)]r
)
=
d∏
j=1
(
1+ cs,rd,j
)
,
which is independent of x, and
1
|Ss |d
∫
(Ss )d
Kd(x, y) ds(x)
=
d∏
j=1
(
1+ d,j
∞∑
=1
N
(s+1)

[(+ s − 1)]r ×
1
|Ss |
∫
Ss
C˜
( s−12 )
 (xj · yj ) ds(xj )
)
.
For 1 the inner integral is
1
|Ss |
∫
Ss
C˜
( s−12 )
 (xj · yj ) ds(xj )
= |S
s−1|
|Ss |
∫ 1
−1
C˜
( s−12 )
 (u)(1− u2)
s−2
2 du
= |S
s−1|
|Ss |
∫ 1
−1
C˜
( s−12 )
0 (u)C˜
( s−12 )
 (u)(1− u2)
s−2
2 du = 0,
where the ﬁrst equality follows from a change of variables (see [15, Problem 2.3]), the
second equality follows from C˜(	)0 = 1, and the last equality follows from the fact that
the Gegenbauer polynomials C˜(	) (u) are orthogonal on [−1, 1] with respect to the weight
function (1 − u2)	− 12 . (See [15] for the properties of Gegenbauer polynomials.) Thus we
have
1
|Ss |d
∫
(Ss )d
Kd(x, y) ds(x) = 1,
which leads to the following explicit expressions for e0,d , e2n,d , and E(e
2
n,d) in Hd .
Lemma 1. Let r > s2 . Then e0,d = 1,
e2n,d(t1, . . . , tn)
= −1+ 1
n2
n∑
i=1
n∑
h=1
d∏
j=1
(
1+ d,j
∞∑
=1
N
(s+1)

[(+ s − 1)]r C˜
( s−12 )
 (ti,j · th,j )
)
and
E(e2n,d) =
1
n
 d∏
j=1
(
1+ cs,rd,j
)− 1
 ,
where cs,r is given by (7).
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4.1. Upper bound
Since E(e2n,d) is the mean of e
2
n,d over all possible selections of cubature points, there
must exist at least one set of points t1, . . . , tn such that
e2n,d(t1, . . . , tn)E(e2n,d).
We thus obtain an upper bound on e2n,d for well-chosen points t1, . . . , tn.
Lemma 2. Let r > s2 . There exist t1, . . . , tn ∈ (Ss)d such that
e2n,d(t1, . . . , tn)
1
n
 d∏
j=1
(
1+ cs,rd,j
)− 1
 ,
where cs,r is given by (7).
4.2. Lower bound
Here we follow closely the argument used to obtain lower bounds in [21]. The argument
would be straightforward if, as in [20], all terms in the double sum in the expression
for e2n,d(t1, . . . , tn) were non-negative. Because this may not be so, we introduce d =
(d,1, d,2, . . . , d,d), a positive sequence such that d,jd,j for all j = 1, 2, . . . , d, and
later choose d so as to make the corresponding terms in the double sum non-negative.
Since d,jd,j for all j = 1, 2, . . . , d, we have Bs,r,d,j ()Bs,r,d,j () for all j =
1, 2, . . . , d, which leads to
‖f ‖d,d ‖f ‖d,d .
This means that the unit ball ofH(s,r)d,d is contained in the unit ball ofH
(s,r)
d,d
, and hence from
deﬁnition (4) we have
en,d,d (t1, . . . , tn)en,d,d (t1, . . . , tn).
Thus to obtain a lower bound on en,d = en,d,d , we just need to choose an appropriate
sequence d and then obtain a lower bound on en,d,d .
To help specify a choice of d , consider the continuous function
g(u) =
∞∑
=1
N
(s+1)

[(+ s − 1)]r C˜
( s−12 )
 (u), u ∈ [−1, 1].
Recall that the scaled Gegenbauer polynomials satisfy |C˜(	) (u)|C˜(	) (1) = 1 for all
u ∈ [−1, 1]. Let gmax and gmin denote the maximum and the minimum of g(u). Clearly
gmax = g(1) = cs,r , which is ﬁnite because r > s2 . Since C˜(	) (u) = −1 cannot hold for
all values of , we have gmin > −gmax and hence |gmin| < gmax.
Now we deﬁne
br,s := min
(
1,
1
∗|gmin|
)
(8)
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and set d,j = br,sd,j for each j = 1, 2, . . . , d. The sequence d deﬁned this way is
positive, and we have for all j = 1, 2, . . . , d,
1+ d,j g(u) = 1+ br,sd,j g(u)  1+ br,sd,j gmin
 1− br,sd,j |gmin|
 1− br,s∗|gmin|0, (9)
with the last inequality following from the deﬁnition of br,s in (8). From Lemma 1 and (9)
we have
e2n,d,d (t1, . . . , tn) = −1+
1
n2
n∑
i=1
n∑
h=1
d∏
j=1
(
1+ d,j g(ti,j · th,j )
)
 −1+ 1
n2
n∑
i=1
d∏
j=1
(1+ d,j g(ti,j · ti,j ))
= −1+ 1
n
d∏
j=1
(1+ cs,rd,j ),
where the inequality is obtained by omitting the (non-negative) i = h terms in the double
sum.
This lower bound on e2n,d,d is also a lower bound on e
2
n,d,d
. Thus we have the following
lemma.
Lemma 3. Let r > s2 . For all t1, . . . , tn ∈ (Ss)d , we have
e2n,d(t1, . . . , tn) − 1+
1
n
d∏
j=1
(1+ bs,rcs,rd,j ),
where bs,r is given by (8) and cs,r is given by (7).
4.3. Tractability
For ε ∈ (0, 1) and d1, recall that n(ε, d) denotes the smallest number of points n
required in a QMC rule to ensure that the minimal en,d is no larger than εe0,d . Since
e0,d = 1, it follows from Lemmas 2 and 3 that for QMC rules,
1
1+ ε2
d∏
j=1
(1+ bs,rcs,rd,j )n(ε, d)
1
ε2
d∏
j=1
(1+ cs,rd,j ),
which can be written as
1
1+ ε2 exp
 d∑
j=1
log(1+ bs,rcs,rd,j )
  n(ε, d)
 1
ε2
exp
 d∑
j=1
log(1+ cs,rd,j )
 .
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LetMs,r := bs,rcs,r∗. Then bs,rcs,rd,jMs,r for all j = 1, 2, . . . , d. For x ∈ (0,Ms,r ],
we have log(1+ x)s,rx, with
s,r := log(1+Ms,r )
Ms,r
.
Using this property and the fact that log(1+ x)x for x > 0, we obtain
1
1+ ε2 exp
s,rbs,rcs,r d∑
j=1
d,j
 n(ε, d) 1
ε2
exp
cs,r d∑
j=1
d,j
 . (10)
If lim supd→∞
∑d
j=1 d,j < ∞, then the upper bound in (10) leads to n(ε, d)Cε−2 for
some constant C, and we have strong tractability with ε-exponent at most 2. On the other
hand, if lim supd→∞
∑d
j=1 d,j = ∞, then the lower bound in (10) implies n(ε, d) → ∞
as d → ∞ which contradicts strong tractability. Thus lim supd→∞
∑d
j=1 d,j < ∞ is a
necessary and sufﬁcient condition for strong tractability.
Now we write (10) as
1
1+ ε2 (d + 1)
s,r bs,r cs,r
∑d
j=1 d,j / log(d+1)
n(ε, d) 1
ε2
(d + 1)cs,r
∑d
j=1 d,j / log(d+1). (11)
If  := lim supd→∞
∑d
j=1 d,j / log(d + 1) < ∞, then for any  > 0 there exists d1
such that∑d
j=1 d,j
log(d + 1)(+ ) for all dd,
which, together with the upper bound in (11), leads to
n(ε, d)ε−2(d + 1)cs,r (+) for all dd.
Thus there exists a constant C such that for all d1,
n(ε, d)Cε−2dcs,r (+).
Since this holds for arbitrary  > 0, we have tractability with ε-exponent at most 2 and
d-exponent atmost cs,r. If instead lim supd→∞
∑d
j=1 d,j / log(d+1) = ∞, then the lower
bound in (11) implies n(ε, d) → ∞ as d → ∞ and this contradicts tractability. Hence
the condition lim supd→∞
∑d
j=1 d,j / log(d+ 1) <∞ is both necessary and sufﬁcient for
tractability.
We summarize these conclusions in the following theorem.
Theorem 4. Let r > s2 , and let d = (d,1, d,2, . . . , d,d) be a positive and uniformly
bounded sequence, that is
∗ := sup
d1
max
1 jd
d,j <∞.
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1. Multivariate integration is strongly QMC tractable in H(s,r)d,d if and only if
lim sup
d→∞
d∑
j=1
d,j <∞.
If the above is true, then the ε-exponent of strong QMC tractability is at most 2.
2. Multivariate integration is QMC tractable in H(s,r)d,d if and only if
 := lim sup
d→∞
∑d
j=1 d,j
log(d + 1) <∞.
If the above is true, then the ε-exponent of QMC tractability is at most 2 and the d-
exponent of QMC tractability is at most cs,r, where cs,r is given by (7).
5. Concluding remarks
The result in this paper asserts the existence of a sequence of QMC rules for integration
on the product of spheres with the Monte Carlo rate of convergenceO(n−1/2). The proof is
non-constructive, and there is currently no known algorithm for the construction of QMC
rules that achieve the bound. In the special case of a single sphere S2, there are many ways
of obtaining cubature points, and some of these (see for example [5]) may achieve a higher
rate of convergence than Monte Carlo. Much more work is needed here, both to obtain
higher rate of convergence and to construct QMC rules to achieve these bounds.
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