Abstract Studies attest that learning is facilitated if teaching strategies are in accordance with students learning styles, making learning process more effective and considerably improving students performances. In this context, one major research point -and a challenge -is to efficiently discover students' learning styles. But, the test and validation of new approaches in this field requires substantial amounts of financial, human resources (tutors and students) and time. In this way, the use of simulated students for test and validation of new approaches in this field is very important. Therefore, this work depicts the implementation and use of simulation for empirical evaluation of three different strategies for automatic learning styles modelling. It was necessary to compare the efficiency of the strategies, in order to choose the best one. Therefore, it was needed a practical mechanism to evaluate and compare them, preferably without the engagement of human resources. Then, the main goal of using simulation in this work is to compare strategies' efficiency and to discover the most promising one. The research was empirical, and has led to considerable enhancements on an intelligent component for automatic modelling of learning and teaching styles, which has been tested, adjusted and improved in a reasonable time and with low cost. The best strategy was clearly found, as depicted by experiments and results presented in this paper.
Introduction
There is a growing demand for the incorporation of intelligent aspects into educational systems, so that individualization abilities may be developed in these systems. According to Virvou et al. (2003) , these systems are meant to provide individualized tutoring to students by adapting the teaching material to their specific needs and abilities, like learning styles.
The design of such features demands an extensive and carefull experimentation and validation, in order to guarantee that they work as expected. The design of such features typically require the construction of intelligent algorithms and relatively complex mathematical models. Therefore, knowing its efficiency and effectiveness requires systematic experimentation and detailed analysis of results, so one can get a safe idea about the validity of a particular approach. The conduction of experiments and tests involving human subjects may add great complexity to the work. It is widely known that running a single test using real students could take months.
A big challenge in this research field is to test and validate automatic student modelling approaches before effectively using them. In this way, careful experimentation are demanded. This issue is even more critical when considering that the demand for these systems is growing fast, and the number of students who rely on these systems grows rapidly ). Therefore, testing and validating new approaches in the domain of adaptive educational systems have become a critical issue. In this context, one major research point -and a challenge -is to efficiently evaluate new approaches on content personalization in adaptive educational systems.
One critical aspect on content personalization is the efficient and effective learning styles modelling. Then, it is imperative that new approaches on learning styles modelling are tested and validated before being effectively implanted and used in an adaptive educational system, in order to guarantee the effectiveness of the teaching process. According to Goguadze et al. (2011) , the quality of an adaptive educational system critically depends on the quality of its student modelling. In this context, computer simulation techniques are essential, since the implementation and test of new features in adaptive educational systems require substantial amounts of financial, human resources and time.
The use of simulation is gradually becoming essential for testing new approaches on this research field. It allows the correction of problems and the improvement of new models, because it allows immediate evaluations, comparisons, adjustments and corrections of problems since the very beginning of the development process. Simulation is a widespread and widely used technique for testing educational approaches and may bring advantages, as stated by Abdullah and Cooley (2002) , Vanlehn et al. (1994) , Vizcaino and Du Boulay (2002) , Virvou et al. (2003) , Bravo and Ortigosa (2006) , Mertz (1997) , and Meyn et al. (1996) .
Considering this challenging scenario, this paper presents details on the use of simulation for experimenting different strategies proposed for automatic and dynamic learning styles modelling. The main intention on using simulation was to compare the strategies rapidly and identify the most promising one, without the engagement of human students, due to the lack of knowledge on the efficiency and reliability of each strategy.
Therefore the main hypotheses to be tested in this work are:
• 1. There is a most efficient and promising strategy among the proposed ones; • 2. The most efficient and promising strategy could be discovered by the use of simulation, saving expensive resources as time, infra-structure, human tutors and students; • 3. Simulation contributes to a deep analysis of a new model, method, approach or strategy.
In this work, the simulated student is a module of software implemented through an expert system that encapsulates knowledge about how learning styles affect student performance in learning. It infers the student performance according to its learning styles, considering the teaching style provided by the system during a learning session. The inference is probabilistic and takes into account some available studies on how learning styles may affect student performance, as discussed by Felder and Silverman (1988) , Haider et al. (2010) , , Kinshuk and Graf (2009) , , and Bajraktarevic et al. (2003) . The simulated student has been successfully used for testing automatic approaches for learning styles modelling and teaching styles selection. This experience is fully depicted in this paper.
Next section introduces some theoretical foundation related to this work.
Theoretical Foundation

Learning Styles
Recent studies claim that learning is improved if teaching strategies are in accordance with student's learning styles (Haider et al. 2010; Kinshuk and Graf 2009; Bajraktarevic et al. 2003) . According to them, it makes learning process more effective and considerably improves student performance. Therefore, when there is a significant mismatch between teaching strategies and student's preferences, the student becomes inattentive, bored or discouraged, and performs poorly. There are many different theories and models of learning styles with varying dimensions and variables. They focus on different aspects, cognitive processes, skills, sensory modalities, learning processes and thinking styles. The term learning style may include more than 70 different models with conflicting assumptions about learning, and with different designs. Theories on how learning styles may affect student performance assume that everyone can learn, but in different ways and levels (Bostrom 2011) .
Well-known theories and models of learning styles have been proposed by Kolb and et al. (1984) , (Honey and Mumford 1992) , (Entwistle 1981) , (Pask 1976) and (Felder and Silverman 1988) . Each one of these models describes different aspects in which students prefer to learn. In this work, we consider the Felder and Silverman's definition, where learning styles are defined as the preferences in the way people receive and process information (Felder and Silverman 1988) . Graf and Kinshuk. C. (2009) point out that Felder and Silverman's Learning Styles Model (FSLSM) is one of the most frequently used in adaptive educational systems (Brusilovsky 2001) . Besides, Kuljis and Liu (2005) claim that the FSLSM is the most appropriate model for the implementation of adaptive educational systems. According to Kinshuk and Graf (2009) , the FSLSM combines features from the main models, such as Kolb and et al. (1984) , Pask (1976) , and Myers et al. (1985) .
According to Graf and Kinshuk. C. (2009) and Graf and Kinshuk (2010) , the FSLSM uses the concept of dimensions, and therefore describes learning styles more thoroughly. As proposed by Felder and Silverman (1988) , each learner has a dominant preference in each of the four dimensions: processing (active/reflective); perception (sensitive/intuitive); input (visual/verbal); understanding (sequential/global). Each preference tells us about how a student learns best, and the related teaching strategies for effective learning. According to FSLSM, each preference within the scope of the four dimensions described above is measured on a scale from 0 to 11, according to the answers given by the student in the Index of Learning Styles Questionnaire (ILSQ). This characteristic makes it possible to describe the strength of the learners' preferences. Kinshuk and Graf (2009) .
As described by Graf and Kinshuk. C. (2009) , learning styles in the FSLSM are considered to be flexibly stable, which means that they are relatively stable but they can change over time, for example, when learners trains their weak, or balanced, preferences. Furthermore, the FSLSM is based on the concept of tendencies, which means that even a strong active learner can, sometimes, act in a reflective way (Graf and Kinshuk. C. 2009 ).
An important characteristic of the FSLSM for this work is that it uses scales to classify students, instead of using fixed types. In this way, the strength of each preference can be finely measured (Felder and Silverman 1988) . It means that the student doesn't have a fixed preference for one or other learning style. The student have a major or minor tendency for one learning style. The strength of this tendency may vary on the time, as student evolve, or train weakness. Another important aspect of the FSLSM is that it considers learning styles as tendencies, which means that students may act differently in specific situations, in other words, in a non-deterministic way, as pointed out by Kinshuk and Graf (2009) . Therefore, there is a fuzzy aspect enclosed in the learning styles modelling and in the selection of appropriate teaching strategies.
Stochastic Simulation
Research reveals that stochastic models are important tools for representation of the real world. Due to fast and inexpensive computational power, the best approach is to model a real phenomenon as faithfully as possible, and then rely on a simulation study to analyse it. Prodan and Prodan (2001) alerts about the advantages of stochastic models for representation of real world activities.
Simulation methods have great importance in a diversity of projects. Stochastic simulation is an analysis mechanism for evaluate non-deterministic models. This models, even called stochastic models, allow the representation of uncertainty variables and their values. Because of these uncertainty variables, every time that a non-deterministic model is evaluated its behaviour can change, even if the same parameters' values are provided.
Being stochastic implies in being or having a random variable. In this way, stochastic simulation considers the generation of random numbers in order to explore the uncertainty space of a given phenomenon such that behaviour may be mathematically quantified. Stochastic simulation is the art of generating samples of random variables in a computational environment, and use them to obtain of a certain result (Geiss 2009) .
In this kind of process, random variables with uniform distribution in the interval [0, 1] are used in different ways. Commonly, they are used to generate discrete and continuous distributions, and to generate set of dependent variables (Prodan and Prodan 2001) .
There are three levels of simulation to be considered. The first level consists of simulating random numbers, as they are the basis of any stochastic simulation study. Based on the first level, the second level of simulation applied for distributional models is built. Prodan and Prodan (2001) presents the most commonly used distributional models. The third level of simulation is devoted to applications. As an application, this work presents the simulated student module.
Related Works
Some works, such as Abdullah and Cooley (2002) , Vanlehn et al. (1994) , Vizcaino and Du Boulay (2002) , Virvou et al. (2003) , Bravo and Mertz (1997) propose different simulation approaches for evaluating adaptive educational systems. Abdullah and Cooley (2002) proposes the simulation of three different types of students: one that possesses all the relevant skills in the domain, one that holds a subset of the relevant skills, and one which possess some wrong knowledge about the domain. Then, it was verified whether the system behaved properly, considering each type of student. Vanlehn et al. (1994) discusses about the use of machine learning techniques to build students simulators, and comments about different applications of them: testing new systems, teachers training in tutoring, and collaborative learning through the interaction of simulated students with real students. Vizcaino and Du Boulay (2002) present a simulated student used to encourage collaborative participation of human students in the teaching-learning process, checking their knowledge and helping them to solve exercises, besides analysing messages posted in chats and interacting directly with them in this environment. Virvou et al. (2003) present an evaluation agent that simulates students behaviour in Intelligent Tutoring Systems. The authors present an approach for evaluating elearning systems through simulation-based techniques for modelling real students through cognitive characteristics (level of knowledge, memorization ability and retention of knowledge) and temperamental characteristics (how the student behaves and interacts with the system). Bravo and Ortigosa (2006) use simulation in order to create log files from the interaction of fictitious students with the system. These log files are then used by data mining systems, which verify the efficiency of an adaptive educational system in providing adaptivity.
Mertz (1997) presents a cognitive model used in the simulation of students in order to assist the evaluation of lessons developed by human tutors. That is, tutors can test the lessons developed before making them available in a course.
However, none of these studies take into account learning styles for inferring student performance and behaviour. Therefore, this work focuses in the description of a stochastic model that reacts to events in a simulated learning process. The main intention is to reproduce the performance of students during the interaction with a fictitious learning environment, in order to test the effectiveness of three different strategies for automatic learning styles modelling. The stochastic characteristic of the proposed model enables to simulate the uncertainty aspect related to the student behaviour and performance. This aspect is essential when simulating student performance for testing new approaches for automatic modelling of students.
Considering the learning process as a non-deterministic process, which is influenced by many factors, the simulated student presented in this work behaves in a way that the occurrence of inadequately adapted content may contribute to its failure, but, cannot determine it. Some of the factors that exert influence on the learning process are pointed out by Al-Dujaily and Ryu (2006), Lim et al. (2007) , Zhang et al. (2010) , Santos and Boticario (2008) , and Mosakhani and Jamporazmey (2010) . These factors are taken into account by the simulated student, which considers the non-deterministic aspects involved in student performance. The uncertainty about student actions and performance is even more critical when considering e-learning, in which the teacher doesn't have close contact with students.
This work focus on addressing these points. As a result, it was possible to find the best strategy for learning style modelling among three different strategies initially proposed. This is an innovative point of this work in relation to the others. Comparing different strategies in order to decide which is the best one, and discard unsatisfactory strategies, is essential and it must be done rapidly. This implies in the use of simulation, avoiding the use of human students. Human students should enter in process only when the quality of an approach is attested, avoiding time losing and unnecessary human effort. This is the main subject of this work and the next section depicts how this point was addressed.
Modelling Learning Styles and Selecting Appropriate Teaching Styles
The student model is essential for an adaptive educational system. It enables the system to provide adapted content to individual students. The student model considered in this work is restricted to leaning styles, and it is based on the Felder and Silverman Learning Styles Model (FSLSM) (Felder and Silverman 1988) . Graf and Kinshuk. C. (2009) and Graf and Kinshuk (2010) discusses some important aspects and advantages of this model in the implementation of adaptive educational systems. However, this work could have been realized considering other learning styles theories.
An important characteristic of FSLSM to this work is that it uses scales instead of fixed types. In this way, the strength of each preference can be measured (Felder and Silverman 1988) . FSLSM considers learning styles as tendencies Graf and Kinshuk. C. 2009 ). Therefore, every student has a certain preference for every pole of a dimension.
These tendencies are treated in this work as probabilities, being called here as student's probabilistic learning styles (LS p ). LS p represents the probability of preference for each learning style by a specific student. Thus, a probabilistic student model is considered in this work, in which learning styles are processed by the system as probabilities, and not as certainties. Table 1 shows an example (where "A" is Active; "R" is Reflective; "S" is Sensitive; "I" is Intuitive; "Vi" is Visual; "Ve" is Verbal; "Seq" is Sequential and "G" is Global).
This model can be initialized through cold start, setting these probabilities to 0.50. Or, it can be initialized using the results of Index of Learning Styles Questionnaire (ILSQ). In this case, it is necessary to transform the obtained results into percentages, which denote probabilities in our approach, as it can be seen in next section. It can be easily done by dividing by 11 the number of answers favourable to each learning style, considering that the ILSQ has 11 questions for each dimension of the FSLSM, totalling 44 questions.
Selecting Teaching Styles
Considering this probabilistic student model, there are 16 possible Learning Styles Combinations (LSC), such that LSC=(A,S,Vi,Seq), (A,S,Vi,G), (R,S,Vi,Seq), (R,S,Vi,G), (A,S,Ve,Seq), (A,S,Ve,G), (R,S,Ve,Seq), (R,S,Ve,G),(A,I,Vi,Seq), (A,I,Vi,G), (R,I,Vi,Seq), (R,I,Vi,G), (A,I,Ve,Seq), (A,I,Ve,G), (R,I,Ve,Seq), (R,I,Ve,G). Therefore, a learning style combination is formed by a learning style from each dimension of FSLSM, representing different combinations of preferences.
At each learning session, the student must interact with a set of learning objects (LO) (IEEE 2010), which satisfy a specific learning style combination, stochastically selected according to the student's LS p . A learning session is a small part of a course, designed to teach a specific part of the knowledge domain, and allowing students reaching a specific learning goal. A learning goal represents a piece of the knowledge domain that must be learned by the student during the course. The probability of selecting a specific learning style combination in a learning session is given by (1), such that: a refers to a learning style in the dimension Processing; b refers to a learning style in the dimension Perception; c refers to a learning style in the dimension Input; and d refers to a learning style in the dimension Understanding.
(1) Therefore, a learning style combination can be selected in the beginning of a learning session according to the probability distribution shown in Table 2 , considering the student model presented in Table 1 . Table 2 presents the probability of selection of each learning style combination. As it is a probability distribution, the sum of the probabilities must equal 1.
At each learning session, a new learning style combination is selected through a simple stochastic selection method, the roulette wheel selection (Goldberg 1989) . The selected learning style combination points out the teaching style that will be adopted during a learning session. The teaching style dictates the kind of material that will be presented to the student, and how it will be presented. Thus, the closer the selected learning style combination from the student preferences, the better the content adaptation.
The probability distribution (Table 2 ) guides the adaptive process, which is a stochastic process with discrete states. It means that previous states are irrelevant for the prediction of the following states, since the current state is known. In this case, the state space is represented by LSC, with a total of 16 states. As the learning process evolves, LS p is automatically updated. Therefore, the LSC's probability 
Evolving the Student Model
The student model is evolved by a process based on reinforcement learning (Sutton and Barto 1998) . Three strategies for updating LS p according to student performance were implemented and tested:
• 1. reinforce the LS p that appear in selected LSC when student obtain good performance.
• 2. reinforce the LS p that appear in selected LSC when student obtain good performance, and reinforce the LS p that don't appear in selected LSC when student obtain poor performance.
• 3. reinforce the LS p that don't appear in LSC when student obtain poor performance.
Poor performance occurs when student performance is lesser than m, such that m is the threshold between good and bad performance.
Knowing the most efficient strategy was an important issue in this work. In this way we could concentrate in the most promising, and discard the others. This scenario really encouraged us on the use of simulation, in order to deeply analyse the behaviour of each strategy, and decide which should be chosen.
In the strategies presented above, the reinforce of LS p was done through adding a reinforcement R to LS p . The reinforcement R to be applied in LS p is calculated according to the performance (P) obtained by the student during a learning session.
As the values of LS p represent probability distributions related to student preferences for each dimension, when a LS p in a dimension is reinforced, its pair in the dimension is reduced by the same value, maintaining their sum equal 1.
For example, considering the LS p presented in Table 1 , considering that the LSC (A,S,Vi,Seq) was selected, considering that the strategy 3 was in use, considering that the student obtained poor performance, and considering that the value of R was 0.09, then the resulting LS p is presented in Table 3 .
Observe that the LS p that don't appear in LSC were incremented by 0.09, and automatically the LS p that appear in LSC were decremented by the same value, keeping consistent probability distributions. The updating of the LS p causes the re-computation of LSC's probability distribution, shown in Table 2 . Consequently, different LSC may be selected, due to their increase of probability. The main goal of this process is to converge LS p to the student actual preferences, making the adaptive process as effective as possible. R is inversely related to performance, since, probably, the lower the performance, the greater the difficulty of learning, which can probably be caused by strong inconsistency in LS p , which should be eliminated as soon as possible, requiring greater reinforcement. It was important to limit the value of R in order to avoid abrupt changes in LS p , which could lead to inconsistency in some dimensions. In this way, gradual changes in the values of LS p were essential.
In order to test and compare the three strategies presented above, a simulated student module has been implemented and used. The simulated student interacts with a fictitious course, and its performance at each learning session is inferred by a stochastic model, taking into account how the course attends to its preferences. The simulated student is depicted in next section.
Simulating Students Based on Learning Styles
Before implementing this student modeling approach in an adaptive educational system and using it with real students, it was really important to test it using a simulated process. Testing it through a simulated process was vital to verify how efficiently the presented strategies could:
• model student's LS • select the most appropriate teaching style • diminish learning difficulties, or learning problems • improve the overall student's performance
Testing it on a simulated way enabled to quickly find the best strategy, and make modifications and adjustments in its mathematical model and parameters, in order to improve its efficiency. Many variables and parameters were involved, and adjusting them was essential in order to guarantee the efficiency of the proposed model. As we know, if estimations about the student's LS are incorrect, the adaptive process are unlikely to be effective, because inadequate teaching styles could be selected.
As showed in the previous section, considering the presented student modelling approach, the only necessary variable to test it is the student performance, which is used to calculate the reinforcement R. Therefore, the reasonable estimation of the performance during the test is the main goal of the simulated student module depicted in this section. Thus, the goal is to observe whether the proposed approach can effectively improve the performance of students in the course. The simulated student allowed to compare the approach presented in this paper with other approaches, and continuously evolve it.
The simulated student is implemented as an expert system which encapsulates knowledge about students behaviour considering their learning styles and the teaching styles provided for them. The knowledge necessary was mainly obtained from Haider et al. (2010) , , Kinshuk and Graf (2009) Graf and Kinshuk (2007) , Bajraktarevic et al. (2003) , Sangineto et al. (2008) , Terry et al. (1995) , Friedel and Rudd (2006) , and Vasilyeva et al. (2006) .
The main characteristic of the simulated student is that when the student's LS are met by the selected teaching style, learning becomes easier, and the probability of success is increased. It means that the student is benefited when his/her learning styles are supported by the learning environment. As pointed out by , strong preferences produce stronger negative effects on the student's performance when these preferences are unmet by the teaching style, and this fact is modelled by the simulated student. The impact of LS strengths on students' performances is analysed by Felder and Silverman (1988) , Haider et al. (2010) , , and Kinshuk and Graf (2009) .
Studies have shown that learners with strong preferences on a specific LS have more difficulties to learn than learners with mild preferences. According to Kinshuk and Graf (2009) , this finding shows that learners with strong LS preferences can be especially benefited from adaptivity. According to Kinshuk and Graf (2009) , in mismatched courses these students scored significantly lower on the final exam than students who did not have preferences as pronounced. This result confirms Felder's argument about the importance of adaptivity with respect to LS, especially for students who have strong preferences (Felder and Silverman 1988) . In the same way, unmet moderate preferences tend to cause greater negative impact than unmet week (or balanced) preferences, since in this type of preference the student tends to have dexterity in both LS in a dimension, as stated by Kinshuk and Graf (2009) .
The simulated student experiences an increase of difficulty when its LS are unmet by the currently selected teaching style. In this way, the simulated student infers the degree of difficulty to be faced during a learning session in the simulated learning process. Increasing the probability of failure also increases the level of difficulty. Therefore, considering the learning process as a non-deterministic process, which is influenced by many factors besides LS, the simulated student behaves in a way that the occurrence of inadequately adapted content may contribute to its failure, but, cannot determine it.
Some of the factors that exert influence on the learning process are pointed out by Al-Dujaily and Ryu (2006), Lim et al. (2007) , Zhang et al. (2010) , Santos and Boticario (2008) , and Mosakhani and Jamporazmey (2010) . These factors are taken into account by the simulated student, which considers the nondeterministic aspects involved in students' performances evaluations and learning processes.
Before running the simulated student, the student's real LS (LS r ) and the strength of each preference (strong, moderate, weak or balanced) are set. These strengths exert influence on the outcome student's performances, as stated before. In this context, the simulated student considers the amount of unmet LS (LS u ) between its LS r and the currently selected LSC.
As FSLSM has four dimensions, it is possible to occur between 0 and 4 unmet LS. For example, if LS r = (A,S,Vi,Seq) and LSC = (R,I,Ve,G), then there are 4 unmet LS (LS u = 4). By the other way, if LS r = (A,S,Vi,Seq) and LSC = (A,S,Vi,Seq), then there are 0 unmet LS (LS u = 0). In the latter case, the simulated student will face less difficulty in the learning session, because its preferences are attended by the system. Thus, its performance will probably be better.
A performance (P) is given by (2).
such that:
• M is the maximum performance. In this work, M = 100.
• D is a difficulty factor in the range [0, 5] , and it is given by (3).
• K is a constant value. If K = 20 and M = 100, then P is in the range [0,100].
• α is a random number in the range [0,1].
It is important to mention that α represents a random difficulty factor, which is applied because not only LS but also many factors exert some influence on students' performances, making it harder to infer students' LS based only on fixed behavioural pattern rules (Haider et al. 2010; Kinshuk and Graf 2009; Alfonseca et al. 2006; Messick 1976) .
• LS u is the amount of unmet LS between LS r and the currently selected LSC, being in the range [0,4]. β and γ allows the simulated student to behave in a way such that strong preferences may exert stronger impact in its performances than moderate preferences. And, moderate preferences may exert stronger impact than week preferences, as stated by Felder and Silverman (1988) , Haider et al. (2010) , , and Kinshuk and Graf (2009) . Furthermore, D is increased as LS u is increased, which means that unmet preferences may increase the difficulty of the learning process, and probably decrease student's performance. If D is valued as 0 (when LS u is equal to 0) -student's LS fully met by the currently selected LSC -D is set to a random number in the range [0,1], representing an unknown and non-deterministic probability of difficulty, which means that even if student's preferences are fully met by the selected teaching style, the student may show some degree of difficulty due to other factors, which are unknown to us, and non-deterministic. Therefore, the occurrence of inadequately adapted content may contribute to students' failure, but, cannot determine it. In this way, the simulated student is able to infer its performances stochastically, considering the uncertainty aspects related to it.
As the simulated student presented here does not consider features of a specific educational system, it can be easily adapted and reused for testing other student modelling approaches based on LS. The simulated student module presented in this paper is uncoupled from any educational system, being independent from any specific behaviour of students in a specific system.
The simulated student receives the selected LSC on each learning session, and returns the performance obtained by the student on the learning session. The learning styles active, sensitive, visual and sequential are internally represented by 0. And the learning styles reflective, intuitive, verbal and global are represented by 1. Therefore, the LSCs={(A,S,Vi,Seq), (A,S,Vi,G), (R,S,Vi,Seq), (R,S,Vi,G), 1,1,1), (1,1,1,0), (1,1,1,1) }. In this way, we use a binary representation of LSCs in order to simplify the implementation. Figure 1 shows the input and output values related to the execution of the simulated student.
As it can be seen, the simulated student is a module, which receives LS r and LSC, and calculates performance according to the stochastic model presented.
According to Wojtusiak et al. (2012) , modelling complex systems often requires using simulation techniques that approximate real-world systems behaviour. Stochastic simulation is frequently used to model systems whose operation cannot be captured directly by deterministic rules, and thus need to be approximated probabilistically, as it occurred in this work. Important considerations on stochastic modelling and simulation are done by Geiss (2009) . Next section presents experiments and results.
Methods
An application was built for tests and experiments using the simulated student, allowing the execution of the simulated learning processes. The application's user interface is shown in Fig. 2 .
The application allows the adjustment of important parameters, such as the learning rate, the performance threshold m, the reinforcement limit R max , and the number of concepts to be learned by the student (learning goals). The learning rate is in the range [0,1] and it indicates how fast the system learns with the reinforcements (the strength of reinforcements applied on LS p ). The learning rate is a common feature in reinforcement learning process. R max limits the value of the reinforcement with the intention of preventing too large reinforcements when student performance is very low (reinforcement and performance are inversely proportional). The main intention here is to allow a gradual modelling process, which is important to guarantee efficient convergence of LS p towards student's real learning styles. The application allows to set the student's real learning styles and the strength of each preference (strong, balanced or moderate).
For the experiments presented in this section, we considered that good performances occurs when P ≥ 60, and poor performances (learning problem detected) occurs when P < 60, which means that m = 60 (such that m is the threshold between good and bad performance). In Fig. 2 , m is represented by the text field labelled as "PFMthreshold". The m may be configured with different values. For example, if m = 70 it is possible to observe the occurrence of more learning problems (the student needs to obtain higher performances), and consequently, more updates will be done in LS p . If m = 50 it is possible to observe the occurrence of less learning problems (the student needs to obtain lower performances), and consequently, less updates will be done in LS p . If m is very low (e.g. less than 50), few learning problems are detected, and consequently, few updates in LS p are applied, which retards the student modelling process. On the other hand, if m is very high (e.g. greater than 70), many learning problems are detected, and consequently, many updates in LS p are applied, which can disturb the convergence of LS p to the real learning styles.
The learning rate, which sets how fast the algorithm learns about the student's LS, was set to 0.8, and the limit value for the reinforcement to be applied in LS p , R max was set to 0.2. The constant K was set to K = 20. In this way, as 0 ≤ LS u ≤ 5, we have, then, 0 ≤ P ≤ 100.
We considered a set of 30 concepts to be learned by the student. In each concept, the student should progress through 6 levels. Therefore, the simulated learning process in these experiments must have at least 180 learning sessions, or iterations (30 concepts × 6 levels = 180 iterations/learning sessions). It is, on purpose, a long course, which allows visually observing the behaviour of LS p during a long period. This analysis is important, and allowed to observe that LS p maintain consistence along the course after becoming consistent. If P < m is obtained, the student must repeat the learning session, which causes an increasing on the total number of iterations necessary to finish the course. Therefore, the easier the learning process, fewer iterations are needed to finish the course.
The concepts are fictitious. There is no specific domain involved in the simulation. It is free of domain. This is a great advantage of using simulation in this context. There is no need to have real learning objects and content. They are simulated too.
The Algorithm 1 summarizes the experiments. Each experiment runs until the student learns all concepts. At the beginning of the process, LS p is initialized, and LS r is set. At each learning session, the simulated student receives a selected LSC, and returns the performance obtained on the learning session.
Algorithm 1
The student modeling process using simulated student initialize set while remaining concepts to learn do select a infer the student performance update student end while
As it can be seen, the basic idea is to iterate while the student should learn something. The performance obtained by the student is used to update LS p , according to one of the three strategies presented. The line marked with an asterisk shows where the simulated student acts.
Three aspects were carefully observed and analyzed in order to compare the strategies:
• consistency: Does LS p effectively converge to LS r during the learning process?
• efficiency: Does LS p converge to LS r in a reasonable time, i.e., LS p becomes consistent at the beginning of the learning process? • maintenance: Does LSp maintain consistency after becoming consistent?
Following it is presented experiments that analyse the strategies for updating LS p considering these aspects. The experiments were divided in two phases. Initially, in the first phase, the goal was to identify the more promising approach in terms of consistency. In this phase, the hypotheses 1 and 2, presented in introduction, are proved. Then, in the later phase, efficiency and maintenance of the best found strategy is analysed, showing that simulation in this context may contribute to a rich analysis of a new model, method, approach or strategy. In this phase the hypothesis 3 is proved. Table 4 presents the initial LS p for this experiment. The LS r considered in this experiments was { Reflective (strong), Intuitive (strong), Verbal (moderate), Global (balanced) }. Therefore, initial LS p is inconsistent in its four dimensions. An inconsistent LS p means that its value does not corresponds to the student's real preference. For example, in Table 4 , the value of the Active LS p is 0.70, which suggests that the student probably is an active student. But, the student's real preferences points that the student is a strong reflective. Therefore we have an inconsistency between the student model (LS p values) and the student's real preferences. The main goal of the student modeling process, previously presented, is to converge LS p to consistent values during the student modeling process. This initial test is a extreme test, in which we have an initial student model totally inconsistent, in its four dimensions.
Experiments and Results
The main goal was to identify which strategy would obtain consistent LS p more frequently. Therefore, in this test the strategies are analysed in terms of their consistency aspect. In this experiment, the hypotheses 1 and 2 presented in introduction are tested, and proved.
A comparison of the three strategies is following presented. The three strategies were previously described in this paper.
Experimenting Strategy 01 Table 5 shows the number of iterations, the amount of learning problems occurred, and resulting LS p values at the end of the learning process, in 10 executions of this experiment. The LS p values marked with an asterisk were not corrected during the learning process, remaining inconsistent at the end of the process.
As it can be seen, the inconsistency level of resulting LS p is very high. It shows, then, that this strategy is ineffective for LS modelling.
Experimenting Strategy 02 Table 6 shows the number of iterations, the amount of learning problems occurred, and resulting LS p values at the end of the learning process in 10 executions of this experiment. We can notice a better level of consistency in these results, when compared to results obtained through strategy 01. Resulting LS p values obtained at execution N.3 and N.5 were fully consistent. In the other executions, one inconsistency remained in resulting LS p Table 6 . There was a significant reduction in the number of learning problems, consequently reducing the number of iterations of the learning process. Therefore, there was a significant efficiency gain in relation to strategy 01.
Experimenting Strategy 03 Table 7 shows the number of iterations, the amount of learning problems occurred, and resulting LS p values at the end of the learning process in 10 executions of this experiment. We can notice a better level of consistency in these results, when comparing them with results obtained through strategy 02 (Table 6 ). It shows a reduction in the number of learning problems, consequently reducing the number of iterations in the learning process. Therefore, we can conclude that using this strategy results in an efficiency gain when comparing it with strategies 01 and 02. It is possible to clearly notice that this strategy is much more efficient and effective than the others. With this result, the hypotheses presented in introduction were proved. Therefore, this is the chosen strategy to explore. Following it is presented new tests on this strategy. The main goal is to show that hypothesis 3 is true by analysing aspects of efficiency and maintenance described in the methods section.
Deepening Tests with the Chosen Strategy
As it was showed, strategy 03 is the best in terms of consistency, obtaining more consistent final results than strategies 01 and 02. In this section, the main goal is to analyse aspects of efficiency and maintenance.
In this strategy, if poor performance is detected during a learning session, each learning style that appear in the selected LSC is decremented in LS p , considering the existence of probable inconsistencies in the LS p , which probably caused the selection of a possibly inadequate teaching style. Each learning style that doesn't appear in the selected LSC is incremented (reinforced) in LS p , making it stronger, considering that the poor performance may be occurred because this learning style was not present in the selected LSC. Therefore, it has caused the selection of a possibly inadequate teaching style. In this way, the system learns how the student learns best. In the following analysis, we present graphically details on how LS p is updated during the learning process. In each graph, the axis x shows the number of iterations of the learning process, and the axis y shows the values of LS p (multiplied by 100) throughout the learning process in each dimension of the FSLSM. The main goal was to observe how LS p is gradually updated throughout the learning process. Hence, it was possible to clearly visualize the student modelling process. Moreover, for each experiment we present a graph showing the performance inferred by the simulated student at steps of 5 iterations. It is also presented the average performance obtained by the simulated student, and the average learning problems occurred at intervals of 20 iterations. Therefore, it is possible to notice that the average performance increases, and the amount of learning problems decreases, as LS p is updated and becomes consistent with the simulated student's LS.
Following, we present results obtained through an experiment considering the initial LS p presented in Table 8 . In this experiment, we simulated the case in which there is no initial assumptions about student's LS. Therefore, LS p is initialized with cold start, which sets 0.50 to the LS p . The simulated student's real LS considered in the following experiment is { Reflective (strong), Intuitive (strong), Verbal (moderate), Global (balanced) }. Figure 3 graphically presents the updating of LS p during the first execution of this experiment. One more time, it is important to notice that all LS p dimensions become consistent during the learning process, satisfying consistency and efficiency aspects. Table 9 shows the number of iterations, the amount of learning problems (LP), and the resulting LS p values at the end of the simulated learning process for 10 consecutive executions of this experiment. As it can be seen, all executions produced consistent results. Figure 4 displays performance values inferred by the simulated student at intervals of five learning sessions, obtained at the first execution of this experiment. The horizontal line represents m, and divides good performances from poor performances. The axis x represents the iteration (learning session), and the axis y shows the performance obtained by the student in the learning session. As expected, the student's performance were improved, and learning problems were reduced, as inconsistencies were eliminated from LS p . Figure 5 shows the average performance achieved by the simulated student, and the average learning problems in steps of 20 learning sessions. The axis x, in both graphs, represents the iteration (learning session). The axis y show the average performance along the learning sessions, and the number of learning problems that occurred along the learning sessions (depending on the graph).
It is important to notice that, in this experiment, less iterations were necessary. This occurred because inconsistencies in the student model seem to be worse than the lack of initial information about student's LS. When the system doesn't have any initial assumption about the student's LS, it discovers them faster and provides accurate adaptivity earlier, making the learning process easier from its very beginning.
Following, it is presented results obtained through an experiment considering initial LS p presented in Table 10 . In this experiment, the initial LS p were set with The student's actual learning styles considered in this experiment are equal to those considered in the previous experiment. Figure 6 graphically presents the updating of LS p during the execution of this experiment. It is important to notice that LS p remained consistent during the learning process, satisfying the maintenance aspect. Figure 7 displays the performance values inferred by the simulated student at intervals of five learning sessions. We can notice that a lesser number of poor performances appeared in the figure. Figure 8 shows the average performance achieved by the simulated student, and the average learning problems in steps of 20 learning sessions. It is important to observe that even when LS p is fully consistent with the simulated student's LS (LS u = 0), learning problems may occur, because not only learning styles exert influence on students' performances.
It is possible to notice that in this experiment we had less learning problems and greater average performance than in previous experiments. Consequently, a lesser number of iterations was necessary in order to finish the course. Therefore, we can state that the reuse of student models in new courses is essential. The emergence of patterns could enable to share student models between different platforms. In this case, a diversity of characteristics should be shared, including LS. This practice should enable different AES to collaboratively and continuously evolve the student model, making it more consistent along the time. Next section present conclusion and future work.
Conclusions and Future Work
Modelling complex systems usually requires the use of simulation techniques, which allow us to simulate real-world systems behaviour. Stochastic simulation is frequently used to model systems whose operation cannot be captured directly by deterministic rules, as it occurred in this work.
The simulation of students has been increasingly adopted for testing AES, allowing us to observe in advance how the system behaves and the results generated. Therefore, it allows us to understand the system and its behaviour, enabling us to improve the system design.
In this context, using simulated students for testing new approaches in the field of AES is crucial, since the test and validation of these systems require considerable amounts of financial, human resources and time. Thus, it is important to evaluate the performance of a model before effectively deploying it in an educational system, due to the complexity of this task and the amount of resources required.
That said, this work presented a simulated student able to simulate performances while its learning styles preferences are matched or mismatched by the system. It is important to mention that the simulated student presented in this work takes into account some important aspects related to students performances and LS. It considers that not only LS but also many factors exert some influence on students' performances, making it harder to infer students' performances based only on fixed behavioural pattern rules, because students' behaviour and performance may be influenced by other factors besides LS. Some of these factors are pointed out by Haider et al. (2010) , , Kinshuk and Graf (2009) , Alfonseca et al. (2006) , Messick (1976) .
In this way, the simulated student presented in this work has been developed based on recent investigations on how LS may exert influence on students' performances, as stated by Felder and Silverman (1988) , Haider et al. (2010) , , Kinshuk and Graf (2009) , Alfonseca et al. (2006) , and . This issue have been largely studied, and many knowledge may be extracted from the literature, enabling researchers to automate tests through simulated students. It means that it is possible to find consistent information on how student learning styles guides behaviour and affects performance. Consequently, it is possible to create a mathematical model that represents this knowledge, implement and execute it using computers.
It is important to notice that there are uncertainty aspects on how learning styles exert influence on students' performances, and it definitely is not a deterministic process, as previously stated by (Felder and Silverman 1988) . But, it is known that when the learning environment, its features, its content, its navigation model and its resources are adapted to a particular student's learning styles, chances of getting good performances increases. This decreasing of difficulty and consequent improvement of performance is stochastically modelled by the simulated student presented in this paper.
The simulated student module allowed us to test, adjust and improve our approach since the very beginning, optimizing the development process. Different strategies for updating the student model were analysed, and their efficiency and effectiveness were compared. The best strategy has been found, proving the hypotheses 1 and 2 presented in introduction. A deep study on the chosen strategy was possible by the use of simulation, proving the hypothesis 3. This finding was possibility by the use of simulation. Without this possibility, the comparison between different strategies, and the carefull observation of their behaviours would be impossible, due to reasons exposed before in this work.
The strategies were analysed considering three important aspects: consistency, efficiency and maintenance. The use of simulation was critical at this point, allowing detailed comparison of the strategies. Therefore, it was possible to quickly discard less efficient strategies, focusing efforts on the most promising strategy. Without the use of simulation, the clear observation of the efficiency of each strategy and the discover of the most promising would be impossible. This is because this observation requires a process with considerable number of iterations, so you can be confident and clear about what is the most efficient. In this case, the comparison of strategies by conducting experiments with human subjects would require extremely long time, certainly impeding this work and its promising results.
As a result, the best strategy have been chosen, and it is currently being deployed in Moodle (Moodle 2010). Therefore, on a future work, we will test it with real students, and compare the results with those presented in this paper. In this opportunity, we will be interested in observe if the average performance of real students increase as their LS p converges to their real learning styles, as it happened with simulated students.
