Abstract The synchronisation phenomena in biological systems is a current and recurring subject of scientific study. This topic, namely that of circadian clocks, served as inspiration to develop an agent-based simulation that serves the main purpose of being a proof-of-concept of the model used in the BitBang framework, that implements a modern autonomous agent model. Despite having been extensively studied, circadian clocks still have much to be investigated. Rather than wanting to learn more about the internals of this biological process, we look to study the emergence of this kind of adaptation to a daily cycle. To that end we implemented a world with a day/night cycle, and analyse the ways the agents adapt to that cycle. The results show the evolution of the agents' ability to gather food. If we look at the total number of agents over the course of an experiment, we can pinpoint the time when reproductive technology emerges. We also show that the agents adapt to the daily cycle. This circadian rhythm can be shown by analysing the variation on the agents metabolic rate, which is affected by the variation of their movement patterns. In the experiments conducted we can observe that the metabolic rate of the agents varies according to the daily cycle.
Introduction
In this paper we describe and analyse the experiments conducted as part of the development of an agent-based simulation model and framework-BitBang-based on principles of complexity science . The main drive to build such a system came from noticing that, despite substancial advances in both hardware and software technologies, computer games' artificial intelligence fail to demonstrate the abilities to both surprise the human player for an undetermined period of time and display creative behaviour. Sophisticated as they may be, when played for long enough time, most game AI reveals the deterministic nature of its internal processes. We believe that a system based on complexity science can provide a solution to these shortcomings.
The BitBang framework implements a modern autonomous agent model (Russel and Norvig 1995) , with roots in Alife systems. Our world is composed of entities. These can either be inanimate objects which we designate as things, or entities that have reasoning capabilities and power to perceive and affect the world-the agents. Both have traits that characterise them, such as colour, size, or energy-the features. The agents communicate with, and change the environment using perceptions and actions, taking decisions using the brain. In this model, there is no definition of a simulation step, as we wont have any type of centralised control. As such, the simulation is asynchronous. The agents will independently perceive, decide, and act. Moreover, there is no evolutionary mechanism included in the definition of the model. That is because we implement evolution as an action. That is accomplished by giving the agents the capability of reproduction. Again, there is no central control bound to the process of reproduction. The agents choose when to reproduce and with what other agent to reproduce with. In addition, there is no explicit fitness function. The agents die due to lack of resources, predators, age, or any other mechanism implemented in the world. Thus, in this model we have open ended evolution. To have a more in-depth view of the conceptual model and architecture of BitBang, refer to Baptista et al. (2006) .
The experiment described in this paper gets inspiration from a current subject in biology research. Despite having been extensively studied, circadian clocks still have much to be investigated (Rand et al. 2006) . Rather than wanting to learn more about the internals of this biological process, we look to study the emergence of this kind of adaptation. To that end we implemented a world with a day/night cycle, and analysed the ways the agents adapt to that cycle. In sum, we study the emergence of a circadian rhythm in the behaviours of the agents.
In the next section we describe the world implemented. We will describe the various components of the world conforming to the BitBang architecture. Next we describe the reasoning system used for these experiments, and the mechanisms to evolve it. We will then present the experimental results and end with some conclusions and future work proposals.
Materials and methods
This section details the world created. We divide this description into two parts. The first part describes the world created for the simulation, according to the general architecture of the BitBang framework. The second part will present the reasoning system that was used in these experiments.
The DayNight world
In this world, we define one agent species with its actions, perceptions, features and brain; one type of thing to represent the food; and the environment with schedules to control the cycle and the population size. We will now detail each of these components.
Agents Features

Energy
This feature represents the current energy level of the agent. When this feature reaches zero, the agent dies. The feature is initialised with a predetermined value at agent birth.
Metabolic rate
The metabolic rate is the amount of energy the agent consumes per time unit. This rate is initialised to its configured base value, and changes as the agent moves or sleeps. The increase or decrease amounts for move and sleep are configurable.
Birth date
This feature is set to the current time at birth and remains constant. It is used to calculate the agent's age. When the agent reaches a given age, it dies. This procedure allows the evolution to continue past the moment when the agents have developed good navigation and eating capabilities.
Perceptions
Energy This is a self-referencing perception on the agent's current energy level. This perception is tied to the corresponding feature. This is a numerical perception, and the range of values can be configured. Resource location This is the agent's main perception of vision, representing the position of the nearest resource, relative to the agent's position and orientation. The agent's vision is implemented as a 3D cone in front of the agent. The vision cone is configured with a given range and angle, representing its height and aperture. This is a numerical perception with possible values 0, 1, 2, and 3. The value 0 means no resource is visible. The value 1 means there is a resource to the left. The value 2 means there is a resource directly in front of the agent. The value 3 means there is a resource to the right. This perception is influenced by the light level of the environment. As the light level drops, so does the range of vision for the agent, using the following equation:
where V(t) is the vision range at time t, V 0 is the configured vision range of the agents, L(t) is the light level at time t, and L 0 is the configured maximum light level. Reach resource This is a boolean perception that evaluates to true whenever the agent has a resource within its reach. The distance the agent can reach is configurable.
Light level
This perception gives the agent the power of sensing the brightness of the environment. This can also be considered a perception of vision. The value of the perception is numeric and, at each time, is evaluated to the environment's current light level.
Actions
Movement We define three actions for movement. One to walk forward, one to turn left, and one to turn right. These actions have a tie to the metabolic rate feature in such a way that whenever the agent is moving, the metabolic rate increases. Eat This action enables the agent to eat a resource within its range. If no resource is in range when the action is executed, nothing happens. This action will add a configured amount of energy to the agent's energy feature.
Sleep
The agent can use this action to sleep. In this simulation, when an agent is sleeping, it will stand still and its metabolic rate will decrease, falling below the base metabolic rate and thus allowing the agent to conserve energy. As for the rest of the actions, it gets executed whenever the agent chooses to do so. Reproduce This action allows the agent to reproduce itself. The reproduction implemented is asexual. When the action is executed, a new agent is created and placed in the world. The new agent will be given a brain that is a mutated version of its parent's brain. Note that, as each mutation operator has a given probability of being applied, the child's brain can be a perfect clone of its parent's brain. The action will also transfer energy from the parent to the offspring. The amount of energy consumed in the action is the sum of the initial energy for the new agent and a configurable fixed cost. It is important to have a cost of reproduction higher than the initial energy of an agent, so as to provide evolutionary pressure.
Brain The agents' brain used in these experiments is a simple rule list. The architecture of this system is explained in a later section. On initial creation of an agent, the brain is randomly initialised. This initialisation conforms to some configurable parameters. These parameters are: the maximum number of rules, the minimum number of rules, and the maximum number of conditions per rule. Other configured values are the mutation probabilities used in the reproduction.
Things
Only one type of thing is defined for this world: the resources that the agents eat to acquire energy. No features are associated with them. A configurable parameter defines the amount of energy each resource provides.
Environment
Our world is a 3D world where agents and resources are placed. To differentiate the day from the night, the environment has a light level that oscillates between a configurable maximum and minimum.
There are three schedules defined. Schedules, as defined by the BitBang engine, are portions of code that get executed at a given time and may repeat at a configurable time interval. The first schedule keeps replenishing the world with resources. The number of resources available is configurable to be able to fine tune the system so as to allow agents to survive but also provide enough evolutionary pressure.
Another schedule generates new agents when the number of agents in the world falls below a given threshold. This schedule will pick agents that are still alive and create new agents based on them, as if they had reproduced. If there are no agents alive, new random agents are generated.
The last schedule generates the day/night cycle. It raises and lowers the light level at specified intervals. The light level has a maximum, a minimum, and a span. For each day the maximum light level is randomly calculated as the overall maximum minus a random value between zero and the span. The same applies for the day's minimum. The size of 1 day can be configured, and remains constant for the duration of the experiment. The light level does not rise or fall abruptly, but rather changes linearly during a specified time interval. In Fig. 2 this variation of the light level can be observed.
The RuleList brain
The RuleList brain implements a simple rule list. It was chosen to use in these experiments mainly due to its simplicity. We did not want to over-complicate the reasoning scheme to show that complex behaviours can emerge from a simple brain architecture.
We now describe the architecture of this brain. The reasoning process is straightforward. The first rule that evaluates to true is chosen. The rules are composed of a conjunction of conditions and an action. The structure of a rule is: Not all of the mutation operators must be used. The programmer decides which of them to use for a particular experiment. In the case of the experiment described in this paper, the operators used were the Mutate Order, Mutate Rules, and Mutate List.
Results
In this section we expose and analyse the results of the experiments. But first we give an overview of the main configuration values used for the simulations. These values are the result of previous experimentation and some finetuning.
The terrain is a square with sides of 1,000 units. The world is infinite, i.e., an agent can move past the initial square. This field is populated initially with 20 agents, and that minimum number of agents is maintained by the schedule. These initial agents are generated with a brain composed of a random set of rules. The initial and minimum number of food items is 200. One day lasts for 100 time units and the transitions from day to night, and vice versa, last 10 time units. As the environment's light level has a fundamental influence in the emergence of a circadian rhythm, we show results of different configuration values. Thus, the light level has a maximum of 100 and a minimum of 20 or of 0. The range of variance for the light level is set to 10. That means that for a given day the actual maximum light level will be between 100 and 90, and the minimum level between 20 and 30 or between 0 and 10. Each agent is created with a vision range of 200 units and a vision angle of 60°. The agents reach is 20 units. Agents are initialised with energy 10 and consume a base metabolic rate of 0.1 energy units for each time unit. The metabolic rate increases by 0.01 when the agent is moving and drops by 0.03 when sleeping. The maximum age of the agents is 500 time units. The cost of reproduction is 2 energy units. Each food item gives an agent 3 energy units. Finally the agents' brains are initialised with between 15 and 20 rules, having each up to two conditions. The mutation probabilities are 0.01 for every operator. These experiments were run with a time limit of 100,000 time units. Using these values, we ran 30 independent simulations for each configuration of minimum light level and collected the results.
In Fig. 1 we are able to examine the evolution of the agents ability to gather food and the point where they start to reproduce by themselves. By analysing the progress of the average energy and average age of the agents, its clear that they learn to gather food. In this example, the agents start to eat at about 28,000 time units, then make a considerable improvement in their food gathering capabilities around time 38,000. At that time almost every agent will die of old age, as can be seen by the average age of the population reaching 250. Then, at about time 48,000, the agents start to reproduce by themselves. When that happens, both the average age and the average energy of the agents fall. As the number of agents competing for the food increases, the quantity of food each one can harvest is naturally smaller. As for the average age of the agents, we notice that the fall is not as high as for the energy. This indicates that most agents are still capable of reaching old age. Some time after, at about 52,000, both the average age and average energy, to some degree, recover. This, again, suggests another improvement in the agents food gathering capabilities. From here on the values stabilise, except for a slow increase in the population size.
In Fig. 2 we try to show the adaptation of the agents to the cycle. This phenomenon would be best observed by watching the real-time 3D visualisation of a running simulation. In that case one can clearly see that the agents stop moving during the night and are active during the day. As that is not possible to show here, we can get a sense of that phenomenon by analysing the variation of the agents metabolic rate, which is affected by the variation of their movement patterns. We can see that at the beginning of the simulation, the agents' behaviours have no connection to the light level. In the middle plot, we can see that, by the time 30,000, the agents have adapted to the daily cycle. It is interesting to note, however, that the average metabolic rate of the population does not fall to 0.07 during the night. This can be due to any of two possibilities: first, at this time, there might still be some agents in the population that do not follow the cycle, and second, the agents have evolved to do nothing at night, rather than sleep. In the case of this simulation run, it seems to be the latter, owing to the fact that an agent that does nothing will have a metabolic rate of 0.1. Then, by the time 52,000, the value of the average metabolic rate lowers, nearing the 0.07 value, as more and more agents follow a circadian rhythm, sleeping during the night. To allow an overview of the effects this adaptation has on the population, we show a plot in Fig. 3 , similar to that of Fig. 1 , but with the data from this simulation run. It is interesting to verify that, once the agents start sleeping during the night, both the average age and average energy of the population go up, as does the number of agents, due to the increased energy efficiency.
In the previous figures we show the results of typical simulation runs. However, we ran 30 trials for each configuration scenario. Most simulation runs exhibited similar results, differing mainly on the time where the phenomena can be observed. In Table 1 we try to give an overview of the results from all simulation runs.
By analysing the results from the simulation runs, it is clear that, the added evolutionary pressure introduced by having a lower minimum light level, forces the agents to adapt to the daily cycle. The 70% value may not seem too high, but if we consider only those runs where there was any possibility of developing this rhythm (those where the agents evolve eating capabilities), the percentage raises to 91%. In this case only two runs exhibit eating capabilities and no circadian rhythm. In both these runs, the agents gain eating capabilities only after 90,000 time units, leaving no time to evolve the circadian rhythm. As for the experiment with a minimum light level of 20, the broader range of possible wining strategies reveals itself, as different behaviours are evolved. Moreover, these behaviours seem to be, to some extent, a better strategy to survive in this world with that value for minimum light level. In Fig. 4 we can see that the population size will grow to about 350, whereas in the Fig. 1 The evolution of the total number of agents in the population, their average age and average energy, over the course of one simulation run. The curves of the two bottom plots are smoothed using a bezier curve. The minimum light level in this simulation run is 0
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Discussion
These experiments serve primarily as a proof-of-concept regarding the ability of the BitBang model and framework to generate interesting behaviours. In that regard, we believe these results corroborate that purpose. The agents evolved interesting and different behaviours on the several simulation runs, adapting to their environment. As pointed in the results section, some of the evolved behaviours do not show a circadian rhythm, and, to some extent defeat the purpose of the primary objectives of the experiments. However, as introduced earlier, one of the major concerns of the BitBang project is to enable the emergence of unexpected and interesting behaviours, and maintaining Fig. 3 The evolution of the total number of agents in the population, their average age and average energy, over the course of one simulation run. All the curves are smoothed using a bezier curve Table 1 Results from all simulation runs for both minimum light level 0 and 20 (%)  77  70  70  90  77  40 For each configuration and each run, we show whether the agents evolve eating capabilities, reproductive capabilities, and a circadian rhythm, within the allotted simulation time. The * means that, at some point in the simulation run, the agents evolved to have a behaviour that, though not truly adapted to the daily cycle, does provide a good enough strategy to survive in this world. The last line displays the percentage of runs that exhibit the specified behaviour Fig. 4 The evolution of the total number of agents in the population, their average age and average energy, over the course of one simulation run. All the curves are smoothed using a bezier curve. The minimum light level for this simulation run is 20 Theory Biosci. (2008) 127:141-148 147 variance in the population. In that regard, we believe these results do provide some good indications. One possible criticism of these conclusions is that the behaviours evolved are expected by the design of the model. We are aware that, to some degree, that may be the case. However, we argue that, in fact, it is our goal to develop worlds that, by its constraints, force the agents to develop a given behaviour. Still, by not over-specifying, provide enough freedom to evolve surprising behaviours.
One other interesting observation is that whilst the brain algorithm used could seem, at first notice, not capable of behaviours suitable to survive in this world, the agents did acquire good food gathering capabilities. In that regard, we argue that complex behaviours can emerge from simple agents given a complex environment. We believe these results support, to some extent, such a claim. This is a topic we consider deserves further study. Also, regarding future work, we think an interesting development on the line of these experiments would be to sever the direct link of light level to the agents' perceptions. That is, it would be interesting not to give the agents a perception of the current light level of the environment, but rather find ways of designing the world in such a way that the agents can perceive it from other environmental feedback.
We conclude by expressing our conviction that this type of modelling could be used in several research projects, providing a simulation framework that can bring interesting results to the community.
