Classifying data is a common task in Machine learning. Data mining plays an essential role for extracting knowledge from large databases from enterprises operational databases. Data mining in health care is an emerging field of high importance for providing prognosis and a deeper understanding of medical data. Most data mining methods depend on a set of features that define the behaviour of the learning algorithm and directly or indirectly influence the complexity of resulting models. Heart disease is the leading cause of death in the world over the past 10 years. Researches have been using several data mining techniques in the diagnosis of heart disease. Diabetes is a chronic disease that occurs when the pancreas does not produce enough insulin, or when the body cannot effectively use the insulin it produces. Most of these systems have successfully employed Machine learning methods such as Naïve Bayes and Support Vector Machines for the classification purpose. Support vector machines are a modern technique in the field of machine learning and have been successfully used in different fields of application. Using diabetics' diagnosis, the system exhibited good accuracy and predicts attributes such as age, sex, blood pressure and blood sugar and the chances of a diabetic patient getting a heart disease.
INTRODUCTION
To extract hidden patterns and relationships from large data bases, Data mining merges statistical analysis, machine learning and database technology. [1] Diabetes is a chronic disease which causes serious health complications including heart disease, kidney failure and blindness. [4] , [5] It is a major risk factor for cardiovascular disease (disease of the heart and circulatory system). Diabetes also increases the risk of micro-vascular damage and macrovascular complications. Thus diabetes is found to be one of the leading causes of global death by disease. Around 366 million people have diabetes world wide according to statistics taken in the year 2011. Also it has been projected that the people with diabetes will increase to around 552 million by the year 2030. Heart disease is a term for variety of disease that affecting the heart such as chest pain, shortness of breath, heart attack and other symptoms. It encompasses the diverse diseases that affect the heart. [6] Chest pains arise when the blood received by the heart muscles is inadequate. Heart disease refers to numerous problems that distress the heart and the blood vessels in the heart. The term 'cardiovascular disease' that represents a category of heart disease comprises a broad variety of conditions that upset the heart and the blood vessels and the way in which blood is pumped and circulated in the body [7] . Heart disease is the leading cause of death in the world over the past 10 years. The World Health Organization reported that heart disease is the first leading cause of death in high and low income countries [8] . There are several methods in the literature individually to diagnosis diabetes or heart disease. There is no automated diagnosis method to diagnose Heart disease for diabetic patient based on diabetes diagnosis attributes to our knowledge. This research paper is related to our previous work, diagnosis of heart disease for diabetic patients using Naïve bayes method [23] and Diagnosing Vulnerability of Diabetic Patients to Heart Diseases using Support Vector Machines [24] to predict the heart disease for diabetic patients using diabetic diagnosis attributes.
DATA MINING TECHNOLOGY
Data mining technology is useful for extracting non trivial information from medical databases. It is the intelligent computational analysis of large sets of data by using a combination of machine learning, statistical analysis and database technology, with the objective to discover patterns and rules useful for guiding decisions about future activities [2] , [3] The goal of data mining is predicting and generalizing a pattern to other data. Medical data mining is becoming increasingly important in health care. Data mining is a powerful technology with great potential to help organizations focus on the most important information in their data warehouses [9] . Data mining tools predict future trends and behaviours, help organizations to make proactive knowledgedriven decisions [10] . There are various data mining techniques available with their suitability dependent on the domain application. Data mining application in health can have tremendous potential and usefulness. It automates the process of finding predictive information in large databases. Data mining classification technology consists of two models such as classification model and evaluation model. The classification model makes use of training data set in order to build classification predictive model. Testing data set is used for testing the classification efficiency. Patient dataset is collected from diabetes healthcare institute who have symptoms of heart disease. The classification algorithm like Naive bayes and Support vector machine used for prediction to find whether diabetic patient is suffering from heart disease with indicating levels.
NAÏVE BAYES METHOD
Naïve Bayes Classifier is a term dealing with simple probabilistic classifier based on applying Bayes Theorem with strong independence assumptions. It assumes that the presence or absence of particular feature of a class is unrelated to the presence or absence of any other feature [11] . The Naive Bayes algorithm is based on conditional probabilities. It uses Bayes' theorem, a formula that calculates a probability by counting the frequency of values and combinations of values in the historical data. Bayes' Theorem finds the probability of an event occurring given the probability of another event that has already occurred. If B represents the dependent event and A represents the prior event, Bayes' theorem can be stated as follows.
Prob (B given A) = Prob(A and B)/Prob(A)
To calculate the probability of B given A, the algorithm counts the number of cases where A and B occur together and divides it by the number of cases where A occurs alone. An advantage of the Naive Bayes classifier is that it requires a small amount of training data to estimate the parameters (means and variances of the variables) necessary for classification. Since independent variables are assumed, only the variances of the variables for each class need to be determined and not the entire. It can be used for both binary and multi class classification problems. The diabetes attributes used in our proposed system and their descriptions are shown in Table 1 . We have used Naïve bayes method to perform the mining and classification process. We have used 10 folds cross validation to minimize any bias in the process and improve the efficiency of the process. The results of our experimentation are shown in Figure1.
Figure 1 Result window of the data mining process
The proposed naïve bayes model was able to classify 74% of the input instances correctly. It exhibited a precision of 71% in average, recall of 74% in average, and F-measure of 71.2% in average. The results show clearly that the proposed method performs well compared to other similar methods in the literature, taking into the fact that the attributes taken for analysis are not direct indicators of heart disease. [15] , [16] Classifying data is a common task in machine learning. Suppose in some given data points each belong to one of two classes and the goal is to decide which class a new data point will be in. In the case of support vector machines, a data point is viewed as a p-dimensional vector (a list of p numbers), and we want to know whether we can separate such points with a (p − 1)-dimensional hyper plane. This is called a linear classifier [17] .
International Journal of Applied Information Systems (IJAIS) -ISSN

SUPPORT VECTOR MACHINES (SVM)
SVM is a learning machine that plots the training vectors in high dimensional space and labels each vector by its class. [18] SVM based on the principle of risk minimization which aims to, minimize the error rate. [19] , [20] SVM uses a supervised learning approach for classifying data. That is, SVM produces a model based on a given training data which is then used for predicting the target values of the test data. Given a labelled training set (x i ,y i ), SVM require the solution of the following optimization problem to perform classification [22] . 
BASIC METHODOLOGY
The methodology described in this paper is diagnosing vulnerability of diabetic patients to heart diseases and we had collected 500 records of diabetic patients to perform the experimentation. The attributes making up each record is shown in Table 2 . Out of the 500 records, 142 records were pertaining to patients highly vulnerable to heart diseases. The remaining 358 records were pertaining to patients less vulnerable to heart disease. Since SVM processes only numeric attributes, the nominal were converted to numeric attributes by replacing each value by a unique integer. For example, the attribute Sex values are converted as follows: Male -1 and Female -0. The values of the attributes were then normalized to the range 0 to 1. These records were then given as input to the SVM classifier. SVM uses kernel functions to map the data set to a high dimensional data space for performing classification. The different types of kernel functions are as follows [22] : where , r, d are kernel parameters. The choice of the kernel depends on whether the relationship between the class labels and attributes are linear or nonlinear. For nonlinear relationships, the radial basis function (RBF) kernel has been found to be a good choice as it has lesser number of hyper parameters than other nonlinear kernels. Also RBF kernel has fewer numerical difficulties [22] . Hence we have used RBF kernel in our SVM classifier.
RESULT ANALYSIS
The data set used for training the classifier comprises of 500 diabetic patient records out of which 142 records are of those having heart disease (positive cases) and the remaining 358 records are of those not having heart disease (negative cases). These records after sufficient pre-processing was given as input to train the SVM classifier. The SVM classifier was trained for different values of the RBF kernel parameters, C and . The models thus obtained for each of the values of C and  where then tested for accuracy. A good classifier should be able to exhibit high accuracy for datasets unseen rather than the training data. Hence we have used 10 fold cross validation for testing the accuracy of the classifier. In 10-fold cross-validation, we first divide the training set into 10 subsets of equal size. Sequentially one subset is tested using the classifier trained on the remaining 9 subsets. Thus, each instance of the whole training set is predicted once so the cross-validation accuracy is the percentage of data which are correctly classified. The cross validation tests prevents over fitting problem. Based on the exhaustive trials conducted, we found that for C = 5.0 and  = 1.0 the classifier exhibited the best accuracy of 94.60%. The accuracy obtained for a few values of C and  in our trials is shown in the Table  3 . ROC chart is based on the conditional probabilities sensitivity and specificity [26] . The confusion matrix indicating the accuracy of the SVM classifier for the given data set is shown in Table 4 . The confusion matrix is a Visualization tool used in supervised learning which contains actual and predicated classification. Each column represents instance in a predicated class and each row represents instance in an actual class. From the results obtained, it can be seen that the classifier exhibits a very high classification accuracy i.e 94.60% overall. It also shows a very high precision for the positive class (97.52%) and also the recall of the positive class is quite good (83.10%). In the case of negative classes, the classifier exhibits high precision (93.67%) as well as high recall (99.10%).
CONCLUSIONS
Application of Data mining in analysing the medical data is a good method for considering the existing relationships between variables. From our proposed approach we have shown that mining helps to retrieve useful correlation even from attributes which are not direct indicators of the class we are trying to predict.
(5) In our work we have tried to predict the chances of getting a heart disease using attributes from diabetic's diagnosis and we have shown that it is possible to diagnose heart disease vulnerability in diabetic patients with reasonable accuracy. Classifiers of this kind can help in early detection of the vulnerability of a diabetic patient to heart disease. There by the patients can be forewarned to change their lifestyle. This will result in preventing diabetic patients from being affected by heart disease, there by resulting in low mortality rates as well as reduced cost on health for the state. SVM's have proven to be a classification technique with excellent predictive performance and also been investigated with the help of ROC curve for both training and testing data. Hence this SVM model can be recommended for the classification of the diabetic dataset.
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