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Abstract
The purpose of this research is to describe an efficient iterative method suitable for obtaining high accuracy solutions to
high frequency time-harmonic scattering problems. The method allows for both refinement of local polynomial degree
and non-conforming mesh refinement, including multiple hanging nodes per edge. Rather than globally assemble the
finite element system, we describe an iterative domain decomposition method which can use element-wise fast solvers
for elements of large degree. Since continuity between elements is enforced through moment equations, the resulting
constraint equations are hierarchical. We show that, for high frequency problems, a subset of these constraints should
be directly enforced, providing the coarse space in the dual-primal domain decomposition method. The subset of
constraints is chosen based on a dispersion criterion involving mesh size and wavenumber. By increasing the size of
the coarse space according to this criterion, the number of iterations in the domain decomposition method depends
only weakly on the wavenumber. We demonstrate this convergence behaviour on standard domain decomposition
test problems and conclude the paper with application of the method to electromagnetic problems in two dimensions.
These examples include beam steering by lenses and photonic crystal waveguides, as well as radar cross section
computation for dielectric, perfect electric conductor, and electromagnetic cloak scatterers.
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1. Introduction
The goal of this paper is to describe an efficient iterative method suitable for obtaining high accuracy solutions to
high frequency time-harmonic scattering problems. These problems are modelled by the Helmholtz equation and its
variants (for example, problems with variable coefficients). To achieve high accuracy, we use a spectral finite element
method [1, 2]. We do so because experimental and theoretical results regarding dispersion errors (sometimes called
pollution errors) for finite element methods applied to the Helmholtz equation [3, 4, 5, 6, 7, 8, 9] suggest that an
effective approach to control pollution is to increase the polynomial degree p (sometimes called order) as a function
of mesh size h and wavenumber k. While significant efforts have been made to avoid polynomials in attempts to
eliminate pollution errors, experimental evidence suggests that high-order finite element methods are competitive
with these alternative approaches [10]. However, there are difficulties associated with the solution of the resulting
linear systems when the polynomial degree increases [11, 12] which tend to limit the extent to which high-order
methods are adopted in practice. To circumvent these difficulties, we describe an iterative domain decomposition
method for which fast algorithms from spectral methods can be applied locally [13, 14].
While low frequency problems can be effectively solved using Krylov subspace methods with preconditioners
suitable for nearby static problems [15] (such as domain decomposition methods [16] or multi-grid methods [17]),
high frequency problems remain difficult to precondition effectively due to the complex-symmetric and/or indefi-
nite nature of the arising discretized systems [18]. Efforts to formulate improved preconditioners for discretizations
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of the Helmholtz equation include extensions of domain decomposition methods, variants on multi-grid methods,
shifted-Laplacian preconditioners, and combinations of these methods, e.g. multi-grid applied to a shifted-Laplacian
preconditioner (see [19] for an overview of such methods). More recently, a type of domain decomposition method
called sweeping preconditioner has been proposed for second-order finite difference discretizations of the Helmholtz
equation which can be applied with near-linear computational complexity [20, 21].
The iterative method we propose for our high-order scheme is closely related to methods of finite element tearing
and interconnecting (FETI) type [22]. In particular, we use ideas from dual-primal FETI (FETI-DP) [23, 24, 25]
and their extension to the Helmholtz problem (FETI-DPH) [26]. Recent experimental evidence [27] suggests that
FETI-DPH can be effective for high frequency Helmholtz problems when compared to other domain decomposition
methods if a suitably chosen coarse space of plane waves is used to augment the primal constraints.
In this work, we make two primary modifications to FETI-DPH. First, rather than augment the coarse space
with carefully chosen plane waves, we formulate a spectral finite element method where continuity between element
subdomains is imposed via a hierarchy of weak constraints. The method is globally conforming (unlike a mortar
method [28]), but we use the flexibility of the weak constraints to construct a non-conforming coarse space used in
a corresponding FETI-DP domain decomposition method. We show experimentally that, by choosing the size of the
coarse space based on a dispersion error criterion [5], the number of iterations in our domain decomposition method
depends weakly on k. Second, we use Robin boundary conditions [29, 30] between subdomains to eliminate non-
physical resonant frequencies which arise in the FETI-DPH method. We show that this increased robustness can come
at a computational cost, increasing the number of iterations required for convergence.
The method is applicable to interior problems with Dirichlet or Robin boundary conditions, but we show that exte-
rior Helmholtz problems can be treated by introducing perfectly matched layers (PMLs) [31]. With suitable parameter
choices, PMLs do not adversely affect iteration counts for our iterative method. The weak continuity constraints be-
tween elements are sufficiently general so as to allow irregular mesh refinement and polynomial mismatch between
adjacent elements making h and p refinement possible. We conclude the paper with examples which demonstrate that
the iterative method is effective in the presence of both h and p refinements, and for both low and high frequency
problems.
2. Numerical Methods
We will describe our method as applied to the boundary value problem (BVP)
− ∇ · (α∇φ) + βφ = f in Ω, (1)
subject to boundary conditions
φ = p on ΓD, (2)
n · (α∇φ) + γφ = q on ΓR, (3)
where: Ω is a specified bounded, d-dimensional domain; φ is a scalar function of x ∈ Ω ⊂ Rd; α ∈ Cd×d is a
symmetric matrix whose entries depend upon spatial variables x; β, f , p, γ, and q are complex scalar functions of x;
and n ∈ Rd is the outward pointing unit normal to Ω. The functions α, β, f , p, γ, and q can be discontinuous. We
assume that the two boundary components ΓD and ΓR are disjoint; that is, ΓD ∩ ΓR = ∅. Furthermore, we also assume
that the boundary of Ω, denoted ∂Ω, is given by the union of the two boundary components ΓD and ΓR (which may
themselves be composed of disconnected components) so that the boundary of Ω is the disjoint union of Dirichlet and
Robin boundary components. Throughout this paper, we illustrate the method using d = 1, 2, although extension to
d = 3 is natural.
Remark 1. Note that this BVP is sufficient to describe time-harmonic acoustic scattering in two and three dimensions
and electromagnetic scattering in two dimensions (we will describe examples of this type in Section 3). For three-
dimensional electromagnetic scattering, an analogous approach may be formulated for the weak form of the curl-curl
equation [32]. 
In Section 2.1, we describe the spectral element method in one dimension. We include a discussion of affine
transformations of Legendre polynomials which helps extend the method to higher dimensions. In particular, we
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perform this extension in Section 2.2 for two-dimensional problems on non-conforming meshes. In both sections, the
discretization of the BVP results in a saddle point system of equations which must be solved. We explain how to solve
this system via domain decomposition in Section 2.3. In this last section regarding numerical methods, we emphasize
how to ensure that the method, when applied to the Helmholtz problem, converges in a number of iterations only
weakly dependent on the wavenumber k.
2.1. Preliminaries in One Dimension
Our method in higher dimensions makes use of concepts developed in one dimension. It will be useful to describe
a one-dimensional spectral method for solving (1) subject to (2)-(3). The example will be to find φ(x) such that
− d
dx
(
α(x)
dφ
dx
)
+ β(x)φ = f (x) x ∈ (−1, 1), (4)
and
φ(−1) = p,
[
α
dφ
dx
+ γφ
]
x=1
= q, (5)
where α, β, and f are specified smooth functions and p, γ, and q are specified constants. All of our computations will
be done with respect to orthonormal Legendre polynomials pk satisfying the recurrence relation
pk(x) =
√
(2k + 1)(2k − 1)
k
xpk−1(x) − k − 1k
√
2k + 1
2k − 3 pk−2(x), k = 2, 3, 4, ... (6)
with p0(x) = 1/
√
2 and p1(x) =
√
3/2x. Defining a vector containing the first n + 1 such polynomials
p(x) =

p0(x)
p1(x)
p2(x)
...
pn(x)

(7)
allows us to encode certain important operations on Legendre polynomials (from now on, orthonormality will be
implied). Since the polynomials are orthonormal,∫ 1
−1
p(x)p(x)Tdx = I (8)
where I is the identity matrix and integration is performed entry-wise. Similarly, by virtue of the derivative property
√
2k + 1pk =
1√
2k + 3
d
dx
pk+1 − 1√
2k − 1
d
dx
pk−1 (9)
we have that differentiation can be encoded as
d
dx
p(x) = Dp(x) (10)
with entries
di j =

√
(2i − 1)(2 j − 1) i + j odd and i > j,
0 otherwise.
(11)
In the following, we choose integrated Legendre polynomials as basis functions in Section 2.1.1. This choice
results in sparse matrices when discretizing (4) subject to boundary conditions (5) via the method of weighted residuals
when α and β are constant. We then describe Legendre expansions in Section 2.1.2 to treat the forcing function f .
These Legendre expansions, together with an expression for the integral of triple products of Legendre polynomials
(as described in Section 2.1.3) allow us to extend sparsity results to cases where α and β are not constant. Combining
the ideas in these three sections leads to a spectral method, as described in Section 2.1.4, which we extend to a
spectral finite element method in Section 2.1.5. We conclude Section 2.1 with a discussion of affine transformations
of Legendre polynomials in Section 2.1.6 which will be useful in higher dimensions when imposing non-conforming
continuity constraints.
3
2.1.1. Integrated Legendre Polynomials
In practice, we will not directly use Legendre polynomials as basis functions to represent φ, but a particular linear
combination of them. We define
N(x) =
[
p0(x)∫
p(x) dx
]
(12)
where p(x) has only n entries (rather than n + 1 as before so that N(x) has n + 1 entries). We set all constants of
integration in (12) to zero (this is acceptable because of the inclusion of p0 which is a constant). Then
N(x) = Sp(x) (13)
where S = diag (g) − SDL diag (g)SDL,
gi =

1 i = 1,
1√
(2i − 1)(2i − 3) otherwise,
(14)
and (sDL)i j = δi, j+1 where δi, j is the Kronecker delta. The definition of S follows from (9). SDL is a shift matrix
which shifts entries in a matrix down a row when multiplying from the left (adding zeros to the first row), and shifts
entries left one column when multiplying from the right (adding zeros to the last column). This means that S is
lower triangular with two non-zero diagonals (the main diagonal and the second sub-diagonal). Since g has no zero
entries, S is invertible and its inverse can be applied to a vector with linear complexity via forward substitution. As a
consequence, we can efficiently change basis between Legendre polynomials and integrals of Legendre polynomials.
We choose to use integrated Legendre polynomials because of the following differentiation property:
d
dx
N(x) =
d
dx
Sp(x) (15)
= S
d
dx
p(x) (16)
= SDp(x) (17)
= SDLp(x) (18)
in light of definition (12).
The polynomials (12) are closely related to those described in the spectral method [13] and hp finite element
[1, 33] literature. In particular, we note that besides the two representations described thus far (integrals of Legendre
polynomials or linear combinations of Legendre polynomials), there is also the equivalent description in terms of
orthonormal Jacobi polynomials p(α,β)k (x):
Nk(x) = − (1 − x)(1 + x)√
k(k − 1) p
(1,1)
k−2 (x), k = 2, 3, 4, ... (19)
with N0(x) = 1/
√
2 and N1(x) = x/
√
2. For k ≥ 2, these polynomials are eigenfunctions of
d2
dx2
Nk +
λk
(1 − x)(1 + x)Nk = 0 (20)
with eigenvalues λk = k(k − 1) subject to homogeneous Dirichlet boundary conditions at x = ±1. Often, the first two
polynomials N0 and N1 are replaced with interpolatory functions l0 = (1 + x)/2 and l1 = (1 − x)/2. This simplifies
certain boundary expressions at the cost of complicating the sparsity of the discretized form of (4). In practice, we
transform between the two representations via[
N0
N1
]
=
1√
2
[
1 1
1 −1
]
︸         ︷︷         ︸
Q
[
l0
l1
]
. (21)
4
Note that Q is orthogonal and symmetric and thus involutory so that Q−1 = Q. Thus, if N˜(x) is the vector containing
integrated Legendre polynomials with first two polynomials interpolatory, then
N˜(x) =
[
Q 0
0 I
]
︸  ︷︷  ︸
B
N(x) (22)
and also N(x) = BN˜(x).
When dealing with Dirichlet or Robin boundary conditions, we will need to evaluate N(±1). Equation (19)
together with N0 = 1/
√
2 and N1 = x/
√
2 yield
N(+1) =
1√
2
(e1 + e2), (23)
N(−1) = 1√
2
(e1 − e2), (24)
where ei is the ith unit vector.
2.1.2. Legendre Expansions
To represent (potentially variable) coefficients α, β, and forcing function f , we use Legendre polynomials as well.
That is, we represent these functions using linear combinations of Legendre polynomials. For example,
f (x) = fTp(x) =
K f∑
k=0
fkpk(x) (25)
such that
f =
∫ 1
−1
f (x)p(x) dx (26)
(α and β are treated in a similar fashion). In practice, to compute such a Legendre expansion, we first interpolate
f at points xi = cos (ipi/M) with i = 0, 1, ...,M and M = 2n for modest n and use a fast inverse discrete cosine
transform to compute the coefficients in a Chebyshev polynomial expansion representing the interpolating polynomial
in O(M log M) operations. This process is repeated adaptively by increasing n until the magnitude of coefficients at
the tail end of the expansion has decayed to machine precision (or to a user specified tolerance). For a description
of how to terminate such a process and to "chop" the expansion keeping only necessary coefficients to achieve a
desired accuracy, see [34]. Once the Chebyshev expansion is constructed, we convert the Chebyshev coefficients
to Legendre coefficients using the fast algorithm described in [35]. If K f coefficients are needed to describe the
Chebyshev expansion, then conversion to Legendre coefficients requires O(K f (log K f )2) operations. When K f is
known to be small, direct evaluation of (26) can be performed via Gauss or Clenshaw-Curtis quadrature and is more
efficient than the fast transform.
2.1.3. Integrals of Triplets of Legendre Polynomials
Finally, it will be useful to characterize the integral of triple products of Legendre polynomials. In particular, we
define the third-order tensor T whose entries are given by
Ti jk =
∫ 1
−1
pi−1(x)p j−1(x)pk−1(x) dx. (27)
Of particular interest are the matrices
Tk =
∫ 1
−1
pk(x) p(x)p(x)T dx (28)
related to frontal slices of T . The entries are known explicitly [36] and are given by
∫ 1
−1
pip jpk dx =
Ci jk
A (s − i) A (s − j) A (s − k)
A (s)
i + j + k even, i + j ≥ k, and |i − j| ≤ k,
0 otherwise,
(29)
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where
Ci jk =
2
2s + 1
√
2i + 1
2
√
2 j + 1
2
√
2k + 1
2
, (30)
A (m) = 1 · 3
2
· 5
3
· . . . ·
(
2 − 1
m
)
, m = 1, 2, 3, ..., (31)
A(0) = 1, and s = (i + j + k)/2.
Let us comment on the sparsity of T in more depth. First, the condition i + j + k even means that we will observe
a checkerboard pattern of non-zeros which alternates with k for each slice Tk. Second, the condition i + j ≥ k means
that for each slice, there is an anti-diagonal before and including which all anti-diagonal entries are zero (the kth
anti-diagonal counting from the top left corner of each slice). Third, the condition |i − j| ≤ k implies that each slice
has a bandwidth k.
2.1.4. A Simple Spectral Method
We now describe a spectral method for solving (4) subject to (5) which makes use of Legendre polynomials p(x)
and integrated Legendre polynomials N(x). Multiplying (4) by test function ψ and integrating by parts yields the weak
form ∫ 1
−1
dψ
dx
α(x)
dφ
dx
dx +
∫ 1
−1
ψβ(x) φ dx −
[
ψα(x)
dφ
dx
]1
−1
=
∫ 1
−1
ψ f dx. (32)
Substituting
[
α(x) dφdx
]
x=1
from (5) and letting ν =
[
α(x) dφdx
]
x=−1 yields∫ 1
−1
dψ
dx
α(x)
dφ
dx
dx +
∫ 1
−1
ψβ(x) φ dx + ψ(1) γ φ(1) + ψ(−1) ν =
∫ 1
−1
ψ f dx + ψ(1) q (33)
subject to φ(−1) = p.
Let φ = N(x)Tφ where φ is an unknown vector of coefficients to be determined and assume that Legendre expan-
sions for α, β, and f have been computed as described in Section 2.1.2 such that
α =
Kα∑
k=0
αkpk, β =
Kβ∑
k=0
βkpk, (34)
and f = p(x)T f. Repeating the weak form for each function in N(x) yields
SDL
 Kα∑
k=0
αkTk
 STDLφ+ S
 Kβ∑
k=0
βkTk
 STφ+ 1√2(e1 + e2) γ 1√2(e1 + e2)Tφ+ 1√2(e1 − e2) ν = Sf + 1√2(e1 + e2) q (35)
subject to
1√
2
(e1 − e2)Tφ = p. (36)
Letting
A = SDL
 Kα∑
k=0
αkTk
 STDL + S
 Kβ∑
k=0
βkTk
 ST + γ2 (e1 + e2)(e1 + e2)T , (37)
C =
1√
2
(e1 − e2)T , (38)
b = Sf +
1√
2
(e1 + e2) q, (39)
d = p, (40)
yields the saddle point system [
A CT
C 0
] [
φ
ν
]
=
[
b
d
]
(41)
6
which can be solved for φ and/or ν via numerous methods [37]. Notice how the sparsity of A depends crucially on
the sum of frontal slices of tensor T . In fact, we have a banded matrix with bandwidth KA = max(Kα, Kβ + 2). Of
course, if KA is equal to or larger than the degree L of the expansion for φ then the matrix A is full. When both α and
β are constant and γ = 0, A is pentadiagonal with first sub- and super-diagonal equal to zero. Solution of the linear
system can be performed in O(L) operations (using a banded solver). Alternatively, a perfect shuffle permutation
matrix P2,(L+1)/2 (assuming L + 1 is even) separating odd and even degree polynomials in N(x) can transform the
pentadiagonal matrix A into two tridiagonal matrices of half the size via PT2,(L+1)/2AP2,(L+1)/2 (each can then be solved
using a banded solver).
2.1.5. A Spectral Finite Element Method
In the event that the bandwidth of A is too large, preventing computation of φ with linear complexity, it is possible
to adaptively subdivide the interval (−1, 1) into subdomains by computing local expansions of α and β of smaller
degree meeting some user-defined maximum bandwidth criterion locally, and then enforcing continuity of the global
solution via additional constraint equations. Doing so results in a spectral finite element method with the same saddle
point structure as in (41) but with
A =

A1
A2
. . .
AN
 , φ =

φ1
φ2
...
φN
 , b =

b1
b2
...
bN
 , (42)
where each A j, φ j, and b j corresponds to discretization of a local element subdomain (x j−1, x j) (suppose, for sim-
plicity, that −1 = x0 < x1 < · · · < xN = 1 with j = 1, 2, ...,N). The structure of each local matrix A j and vector
b j remains the same as in (37) and (39) but appropriate scale factors must multiply integral and derivative terms by
virtue of transforming the interval x ∈ (x j−1, x j) to the canonical interval u ∈ (−1, 1) via
x =
x j − x j−1
2︸     ︷︷     ︸
J j
u +
x j + x j−1
2
. (43)
In particular, the first term in (37) must be multiplied by sign (J j)J−1j while the second term in (37) and the first term
in (39) must be multiplied by |J j|. For our example, Robin boundary terms should appear only in the local matrix and
vector corresponding to the element adjacent to x = 1.
Note that the constraint matrix C grows (by concatenating rows) to include equations enforcing inter-element
continuity. For example, if two elements are defined on intervals (x j−1, x j) and (x j, x j+1), then continuity at x j is
imposed by constraint [
0 · · · 0 1√
2
(e1 + e2)T − 1√2 (e1 − e2)T 0 · · · 0
]
φ = 0 (44)
with 1√
2
(e1 + e2)T appearing in the jth block column and − 1√2 (e1 − e2)T in the ( j + 1)th block column. The dual
variable ν and right hand side d must grow in accordance with the number of additional constraints, becoming vectors
ν and d.
This finite element construction is necessary for the spectral method to effectively handle situations where α and
β are discontinuous. Otherwise, their Legendre expansions exhibit Gibbs oscillations, and the sparsity of A is lost.
In practice, we choose certain x j to coincide with points of discontinuity so that α and β are continuous on element
subdomains.
2.1.6. Affine Transformations of Legendre Polynomials
In order to extend the methods of Section 2.1.5 to non-conforming meshes in higher dimensions, we require
an additional one-dimensional construct. We will need the coefficients which relate Legendre polynomials p(x) to
Legendre polynomials under an affine transformation of variable p(ax + b). In practice, we will assume x ∈ (−1, 1)
and that a and b are chosen such that ax+b defines a subinterval of (−1, 1). In particular, we seek the lower triangular
matrix L such that
p(ax + b) = Lp(x). (45)
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We will focus on the situation where L is square. Rather than compute L via
L =
∫ 1
−1
p(ax + b)p(x)T dx, (46)
we can solve a Sylvester equation using recurrence to obtain the entries of L. We will also show that a fast multipli-
cation algorithm exists for products of L with vectors.
To do so, rewrite the recurrence relation (6) by isolating the term xpk−1. Then
xp(x) = Jn+1p(x) +
√
βn+1pn+1(x)en+1 (47)
with the truncated Jacobi matrix
Jn+1 =

0
√
β1√
β1 0
√
β2
√
β2 0
. . .
. . .
. . .
√
βn√
βn 0

(48)
and
√
βk = k/
√
(2k + 1)(2k − 1). Typically, (47) is encountered when computing Gauss quadrature rules via eigen-
value routines [38]. Instead, here we rewrite (47) with argument ax + b so that
(ax + b)p(ax + b) = Jn+1p(ax + b) +
√
βn+1pn+1(ax + b)en+1 (49)
then substitute (45) so that
(ax + b)Lp(x) = Jn+1Lp(x) +
√
βn+1pn+1(ax + b)en+1. (50)
A second application of (47) removes xp(x) giving
aL[Jn+1p(x) +
√
βn+1pn+1(x)en+1] + bLp(x) = Jn+1Lp(x) +
√
βn+1pn+1(ax + b)en+1. (51)
Finally, multiplying from the right by p(x)T and integrating over (−1, 1) yields the matrix equation
aLJn+1 + bL = Jn+1L + en+1
[ √
βn+1
∫ 1
−1
pn+1(ax + b)p(x)T dx
]
︸                                       ︷︷                                       ︸
pTn+1
. (52)
Letting A˜ = Jn+1 − bI and B˜ = aJn+1 shows that (52) corresponds to
A˜L − LB˜ = −en+1pTn+1, (53)
which is a Sylvester equation for L.
Since entry l11 = 1 (the affine transformation of a constant function returns the same constant function), A˜ and B˜
are tridiagonal, and en+1pTn+1 is almost entirely zero, we can solve for the rows of L sequentially without computing
pn+1 (enlarge A˜, B˜, and L by one row and column and stop the recurrence relation one iteration prematurely). If lTk is
the kth row of L, then lT1 = e
T
1 and
lTk+1 =
1
a˜k,k+1
(
lTk B˜ − a˜k,k−1lTk−1 − a˜k,klTk
)
(54)
for k = 1, 2, ... (zero indices are treated by ignoring zero-indexed terms). This algorithm requires O(n2) operations to
compute the entries of L. This is comparable with the algorithm [39].
When the size of L is large, we can avoid explicitly computing its entries and only compute its action on a vector.
To do so, we notice that (53) indicates that L has displacement rank 1, suggesting that fast matrix vector products are
possible. Indeed, notice that A˜ and B˜ are simultaneously diagonalizable. By computing the eigenvalue decomposition
Jn+1V = VΛ, we directly obtain the eigenvectors V of both matrices. Their eigenvalues are ΛA = Λ−bI and ΛB = aΛ
respectively. Then letting L = VL˜VT , e˜ = VTen+1, p˜ = VTpn+1, and multiplying the Sylvester equation from the left
by VT and from the right by V yields
ΛAL˜ − L˜ΛB = −e˜p˜T . (55)
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This means that
l˜i j = − e˜i p˜ j(λA)i − (λB) j (56)
and that L˜ is Cauchy-like so that its matrix-vector product can be computed using the fast multipole method (FMM)
[40]. Similarly, the matrix-vector products with V and VT can also be accelerated by FMM since Jn+1 is tridiagonal
[41]. For this process to work, we also need to be able to compute pn+1 efficiently. Recall that this vector is a scaled
vector of Legendre coefficients for the function pn+1(ax + b). We can compute this vector efficiently by using O(1)
evaluation of Legendre polynomials [42] to sample pn+1(ax+ b) and use those samples as in Section 2.1.2 to compute
the Legendre coefficients with O(n(log n)2) operations.
2.2. Extension to Higher Dimensions
There are several complications that arise when extending the spectral finite element method in Section 2.1.5 to
higher dimensions. We describe how to perform such an extension by starting with a spectral method on the canonical
domain Ω = (−1, 1)2, as described in Section 2.2.1. We then consider a related method on a domain Ω whose
geometry is described by transfinite interpolation [43] with corresponding map x : (−1, 1)2 → Ω and u ∈ (−1, 1)2,
as described in Section 2.2.2. Properties of this spectral method will suggest certain mesh design criteria, described
in Section 2.2.3, that we adhere to when constructing the corresponding spectral finite element method. Finally, in
Section 2.2.4, we describe how to impose weak continuity constraints between adjacent elements in both conforming
and non-conforming configurations.
2.2.1. A Simple Spectral Method
We begin by solving (1) subject to (2) and (3) on Ω = (−1, 1)2. We will refer to x = [x1 x2]T and boundary
components
Γ1 =
{
x ∈ R2 : x1 = −1, x2 ∈ (−1, 1)
}
, (57)
Γ2 =
{
x ∈ R2 : x1 = +1, x2 ∈ (−1, 1)
}
, (58)
Γ3 =
{
x ∈ R2 : x1 ∈ (−1, 1) , x2 = −1
}
, (59)
Γ4 =
{
x ∈ R2 : x1 ∈ (−1, 1) , x2 = +1
}
. (60)
Boundary component Γ1 corresponds to the left edge, Γ2 to the right edge, Γ3 to the bottom edge, and Γ4 to the top
edge of Ω. We assume that ΓD and ΓR satisfy ∂Ω = ΓD ∪ΓR, ΓD ∩ΓR = ∅, and that they are each comprised of a union
of a subset of Γ1, Γ2, Γ3, and Γ4. This last assumption eliminates the possibility of a single edge sharing more than
one type of boundary condition. Rather than explicitly specify which edges belong to ΓD and ΓR, we will describe
how to address either type of boundary condition on any of Γ1, Γ2, Γ3, or Γ4.
We leverage as much as possible from the one-dimensional construction by exploiting the tensor product structure
of Ω. That is, we approximate the solution φ by a linear combination of products of integrated Legendre polynomials:
φ(x) = N(x1)TΦN(x2) (61)
or, in vectorized form,
φ(x) =
(
N(x2)T ⊗ N(x1)T
)
vec (Φ) (62)
=
(
N(x2) ⊗ N(x1)
)T
vec (Φ) (63)
where ⊗ denotes the Kronecker product between two matrices and vec (·) denotes the vectorization operator. To save
on notation, we define N(x) = N(x2) ⊗ N(x1) and φ = vec (Φ) so that φ(x) = N(x)Tφ. Partial differentiation of φ with
respect to x1 and x2 respectively is given by
∂
∂x1
φ(x) =
(
N(x2) ⊗ SDLp(x1)
)T
φ,
∂
∂x2
φ(x) =
(
SDLp(x2) ⊗ N(x1)
)T
φ, (64)
by differentiation property (18).
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The boundary functions pi, γi, and qi for each possible edge Γi are represented by one-dimensional Legendre
expansions, as in Section 2.1.2. We also represent each function in α, β, f , by expansions in terms of products of
Legendre polynomials. However, using f as an example, we require that these expansions be of the form
f (x) =
K∑
k=1
σkuk(x1)vk(x2). (65)
By doing so, we can compute one-dimensional Legendre expansions for each function uk(x1) = p(x1)Tuk and vk(x2) =
vTk p(x2) as in Section 2.1.2. Suppose that each vector of coefficients uk is zero padded so that they all have the same
dimensions (and likewise for vk), then
f (x) =
K∑
k=1
σk
(
p(x1)Tuk
) (
vTk p(x2)
)
(66)
= p(x1)T
 K∑
k=1
σkukvTk
 p(x2) (67)
= p(x1)T UΣVT︸ ︷︷ ︸
Fˆ
p(x2) (68)
with Σ diagonal with diagonal entries σk.
In practice, if we know in advance that the dimension of vectors uk and vk will be small, then the entries of Fˆ can
be computed by Gauss or Clenshaw-Curtis quadrature by
Fˆ = P diag (w)F diag (w)PT (69)
where w is a vector of quadrature weights wi of length n + 1, the entries of F are samples of f at quadrature points xi
such that fi j = f (xi, x j), and P = [p(x0) p(x1) · · · p(xn)]. Then the singular value decomposition (SVD) of Fˆ yields
the factors U, Σ, and VT .
For more complicated functions f , we use the potentially more efficient low rank algorithm described in [44]
to compute an expansion of the form (66) with Legendre polynomials replaced by Chebyshev polynomials. If K1
is the degree required to represent functions in x1 and K2 the degree for functions in x2, then O(K2(K1 + K2) + K3)
operations are required to produce the expansion. We then apply the algorithm of [35] (as in one dimension) to convert
each one-dimensional Chebyshev expansion into its corresponding Legendre expansion which costs an additional
O
(
K
(
K1(log K1)2 + K2(log K2)2
))
operations. Compared with the O(K1K2(K1 + K2) + K32 ) operations of the SVD,
this more sophisticated approach can be significantly less expensive when K is small compared to K1 and K2. Note
that, when using the low rank algorithm, matrices U and V need not possess orthonormal columns, nor does Σ have
diagonal entries satisfying σ1 ≥ σ2 ≥ · · · ≥ σK ≥ 0 as one expects from the SVD.
Having constructed valid Legendre expansions, we find the weak form of (1) by multiplying by test function ψ
and integrating by parts to obtain∫
Ω
∇ψ · (α∇φ) dΩ +
∫
Ω
ψβφ dΩ −
∮
∂Ω
ψn · (α∇φ) dΓ =
∫
Ω
ψ f dΩ (70)
then use (3) so that∫
Ω
∇ψ · (α∇φ) dΩ +
∫
Ω
ψβφ dΩ +
∫
ΓR
ψγ φ dΓ −
∫
ΓD
ψn · (α∇φ) dΓ =
∫
Ω
ψ f dΩ +
∫
ΓR
ψq dΓ (71)
subject to (2). Letting ν = −n · (α∇φ) on ΓD and testing (2) with ψD yields{∫
Ω
∇ψ · (α∇φ) dΩ +
∫
Ω
ψβφ dΩ +
∫
ΓR
ψγ φ dΓ
}
+
∫
ΓD
ψν dΓ =
∫
Ω
ψ f dΩ +
∫
ΓR
ψq dΓ (72)∫
ΓD
ψD φ dΓ =
∫
ΓD
ψDp dΓ (73)
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Table 1: Connection between matrices (75)-(78) and method of evaluation (79).
X1 X2 X3 X4
S11 S S SDL SDL
S12 S SDL SDL S
S22 SDL SDL S S
M S S S S
which we have typeset to emphasize how the following discretization will lead to a symmetric saddle point system.
We use test functions N(x) in (72) and test functions related to p(x1) or p(x2) (depending on which edges Γi belong to
ΓD) in (73). Since α is symmetric, we compute two-dimensional separable Legendre expansions for α11, α12 = α21,
α22, β, and f , each with their corresponding set of coefficients Σ, U, and V. Since
∇ψ · (α∇φ) =
2∑
i=1
2∑
j=1
∂ψ
∂xi
αi j (x)
∂φ
∂x j
, (74)
the matrices
S11 =
∫
Ω
[
∂
∂x1
N(x)
]
α11
[
∂
∂x1
N(x)
]T
dΩ, (75)
S12 =
∫
Ω
[
∂
∂x1
N(x)
]
α12
[
∂
∂x2
N(x)
]T
dΩ, (76)
S22 =
∫
Ω
[
∂
∂x2
N(x)
]
α22
[
∂
∂x2
N(x)
]T
dΩ, (77)
discretize
∫
Ω
∇ψ · (α∇φ) dΩ via the sum of products (S11 + S12 + ST12 + S22)φ. Similarly,
M =
∫
Ω
N(x) βN(x)TdΩ (78)
discretizes
∫
Ω
ψβφ dΩ via the product Mφ. Since these four matrices share similar structure, their entries can all be
computed explicitly using∫
Ω
(X1 ⊗ X3)(p(x2) ⊗ p(x1)) [p(x1)TUΣVTp(x2)] (p(x2) ⊗ p(x1))T (X2 ⊗ X4)T dΩ =
K∑
k=1
σk
X1
 K2∑
i=0
vikTi
 XT2 ⊗ X3
 K1∑
i=0
uikTi
 XT4
 . (79)
The matrices Xi depend on which of the four integrals must be computed and Table 1 summarizes this dependence.
Notice that by choosing to use tensor products of one-dimensional basis functions for testing and expanding the
solution, as well as using separable Legendre expansions to represent α and β, matrix-vector products with these
matrices can be performed using only matrices arising from one-dimensional problems. This is performed using the
relationship
σk
X1
 K2∑
i=0
vikTi
 XT2 ⊗ X3
 K1∑
i=0
uikTi
 XT4
φ = σk vec
X3
 K1∑
i=0
uikTi
 XT4 ΦX2
 K2∑
i=0
vikTi
 XT1
. (80)
When K1 and K2 are small, and the polynomial degree in each dimension is L, then each product, either with Xi or Ti
(both of which are sparse) requires O(L2) operations which is linear in the total number of unknowns in φ.
If Σ, U, and V contain the coefficients in a separable Legendre expansion for f , then the contribution of term∫
Ω
ψ f dΩ to the discretization is
f˜ =
∫
Ω
N (x) f dΩ (81)
= vec
(
(SU) Σ (SV)T
)
. (82)
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Discretization of
∫
ΓR
ψγ φ dΓ depends on the definition of boundary ΓR. Here we state the outcome as a function
of edge Γi. To do so, we compute one-dimensional Legendre expansions
γi(x2) =
K(i)γ∑
k=0
γ(i)k pk(x2), i = 1, 2, (83)
γi(x1) =
K(i)γ∑
k=0
γ(i)k pk(x1), i = 3, 4, (84)
then compute the matrices
Ri =
∫
Γi
N (x) γiN (x)T dΓ =

S

K(i)γ∑
k=0
γ(i)k Tk
 ST ⊗ 12 (e1 + (−1)ie2) (e1 + (−1)ie2)T i = 1, 2,
1
2
(
e1 + (−1)ie2
) (
e1 + (−1)ie2
)T ⊗ S

K(i)γ∑
k=0
γ(i)k Tk
 ST i = 3, 4.
(85)
We define the index set I = {1, 2, 3, 4} and specify the index of those edges which belong to ΓD byD. Then the edges
belonging to ΓR have indices R = I \ D and (∑i∈R Ri)φ represents the discretized Robin boundary term.
We proceed similarly for the discretization of
∫
ΓR
ψq dΓ. We compute one-dimensional Legendre expansions
qi(x2) = p(x2)Tqi for i = 1, 2, and qi(x1) = p(x1)Tqi for i = 3, 4, then compute the vectors
ri =
∫
Γi
N (x) qi dΓ =

Sqi ⊗
1√
2
(
e1 + (−1)ie2
)
i = 1, 2,
1√
2
(
e1 + (−1)ie2
)
⊗ Sqi i = 3, 4.
(86)
The sum
∑
i∈R ri represents the contribution to the forcing term from the Robin boundary.
Finally, we consider the Dirichlet boundary terms
∫
ΓD
ψD φ dΓ and
∫
ΓD
ψDp dΓ. We treat each edge Γi separately
and begin by computing one-dimensional Legendre expansions pi(x2) = p(x2)Tpi for i = 1, 2, and pi(x1) = p(x1)Tpi
for i = 3, 4 on each edge. Weighting by ψ set to one of either
√
2S−Tp(x2) (for i = 1, 2) or
√
2S−Tp(x1) (for i = 3, 4)
gives matrices
Ci =
∫
Γi
ψN (x)T dΓ =
I ⊗
(
e1 + (−1)ie2
)T
i = 1, 2,(
e1 + (−1)ie2
)T ⊗ I i = 3, 4, (87)
and vectors
di =
∫
Γi
ψpi dΓ =
√
2S−Tpi i = 1, 2, 3, 4, (88)
which constrain the solution as Ciφ = di. Note that the choice to use weight functions scaled by
√
2S−T leads
to constraint matrices Ci comprised of only ±1 entries (this is not necessary and simply weighting by Legendre
polynomials would suffice). To obtain a symmetric saddle point system, the function ν in term
∫
ΓD
ψν dΓ must be
expanded using the same weight functions ψ as for the corresponding Dirichlet boundary condition. For example, on
edge Γi, we let νi = ψTνi which produces terms of the form CTi νi.
Putting these observations together, the resulting saddle point system has components
A = (S11 + S12 + ST12 + S22) + M +
∑
i∈R
Ri, (89)
b = f˜ +
∑
i∈R
ri, (90)
and C (the concatenation of all Ci with i ∈ D by stacking rows), d, and ν (the same concatenation for di and νi
respectively). This transforms (72) and (73) into the system of equations[
A CT
C 0
] [
φ
ν
]
=
[
b
d
]
. (91)
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When α and β are constant and φ is represented by degree L polynomials in x1 and x2, using the nullspace method
[37] to eliminate ν allows for the application of a fast solver [13] to compute φ in O(L3) operations. In certain variable
coefficient cases, it may be possible to achieve similar computational complexity using a Krylov subspace method for
generalized Sylvester equations [45] with the fast solver as preconditioner.
Remark 2. If more than one edge Γi is constrained by Dirichlet conditions, the saddle point system (91) may be
singular. This situation arises depending on the particular set of indices inD and is a consequence of over-constraining
vertices of Ω which results in redundant constraint equations and a constraint matrix C which does not have full row
rank.
Fortunately, correcting this rank deficiency is simple. One approach is to begin with an empty constraint matrix
C and vector d and update them by considering each edge Γi sequentially while updating a list of vertices (−1,−1),
(1,−1), (−1, 1), and (1, 1), and the edges connected to them. This vertex to edge incidence list is a list of every vertex.
For each vertex, the list indicates which edges are incident upon the vertex (for example, vertex (−1,−1) has edges Γ1
and Γ3 incident upon it). To impose Dirichlet constraints, we sequentially check edges to see if a Dirichlet boundary
condition should be imposed. If yes, we go to the vertex to edge incidence list and mark that edge Γi in all locations
it appears. We then add the constraints Ci and di by appending their rows to C and d. For every list associated to a
vertex that becomes completely marked, we have a redundant equation. If only one equation is redundant, we remove
the first row from the constraint matrix Ci and vector di that we would otherwise append to the currently assembled
constraint matrix and vector. If two equations are redundant, we remove the first two rows from Ci and di. This
procedure ensures that the final constraint matrix C has full rank. 
2.2.2. A Spectral Method on Curvilinear Quadrilaterals
In this section we extend the spectral method from Section 2.2.1 to domains Ω with curvilinear edges. Consider
domains with x ∈ Ω described by the transfinite interpolation map
x (u) =
(1 − u1)
2
X˜1p (u2) +
(1 + u1)
2
X˜2p (u2) +
(1 − u2)
2
X˜3p (u1) +
(1 + u2)
2
X˜4p (u1)
− (1 − u1) (1 − u2)
4
X˜1p (−1) − (1 + u1) (1 − u2)4 X˜2p (−1)
− (1 − u1) (1 + u2)
4
X˜1p (1) − (1 + u1) (1 + u2)4 X˜2p (1) (92)
where u1, u2 ∈ (−1, 1) and X˜i for i = 1, 2, 3, 4, are 2-by-(Li + 1) matrices whose multiplication with Legendre polyno-
mials p(u j) describe parametric curves representing four components of the boundary of Ω.
In practice, the matrices X˜i can be computed by the methods described in Section 2.1.2 if the edges of Ω are
specified as curves parametrized by arc length. If each edge is specified as the zero level set of implicit function Φ(x),
we can still compute these matrices by constructing line segment
y (t) =
1 − t
2
xstart +
1 + t
2
xend (93)
joining each pair of adjacent vertices (xstart and xend) and projecting the points yk = y(cos (kpi/Li)) for k = 0, 1, ..., Li
onto the boundary using initial iterate x(0)k = yk and iteration
x(i+1)k = x
(i)
k −
Φ(x(i)k )
‖∇Φ(x(i)k )‖22
∇Φ(x(i)k ). (94)
This iteration is performed to find each point xk on the boundary from which the Legendre coefficients are computed
(in the same way as in Section 2.1.2). When the curved boundary satisfies an implicit function theorem with respect
to the line segment y(t), this approach works well. The iterative method is a first order method for finding the closest
point xk on the boundary to the point yk [46]. If Φ is a signed distance function, the iteration terminates after one
iteration. If the gradient of the implicit function is unknown, the gradient can be approximated by finite differences.
Both of these approximations do not significantly affect the quality of the interpolation of the curve because we iterate
on the degree Li to ensure that a given accuracy of boundary representation is met.
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Partial derivatives of the transfinite map yield
∂
∂u1
x(u) = −1
2
X˜1p (u2) +
1
2
X˜2p (u2) +
1 − u2
2
X˜3Dp (u1) +
1 + u2
2
X˜4Dp (u1)
+
1 − u2
4
X˜1p (−1) − 1 − u24 X˜2p (−1) +
1 + u2
4
X˜1p (1) − 1 + u24 X˜2p (1) (95)
and
∂
∂u2
x(u) =
1 − u1
2
X˜1D˜p (u2) +
1 + u1
2
X˜2D˜p (u2) − 12 X˜3p (u1) +
1
2
X˜4p (u1)
+
1 − u1
4
X˜1p (−1) + 1 + u14 X˜2p (−1) −
1 − u1
4
X˜1p (1) − 1 + u14 X˜2p (1) (96)
which we use to populate the Jacobian matrix
J =
[
∂
∂u1
x(u)
∂
∂u2
x(u)
]
. (97)
If weight functions and basis functions are defined such that they transform to N(u) after change of variables, then
the matrices from Section 2.2.1 continue to hold, with the exception that the Legendre expansions used to represent
parameters α, β, f , γ, q, and p must be replaced by expansions for their corresponding effective parameters.
That is, taking integrals from Section 2.2.1 over x ∈ Ω and changing variables to the canonical domain u ∈ (−1, 1)2
yields effective parameters
αeff = J−1α (x(u)) J−T | det (J)|, (98)
βeff = β (x(u)) | det (J)|, (99)
feff = f (x(u)) | det (J)|. (100)
Similarly, for boundary integrals
γ(i)eff =
γ
(
X˜ip (u1)
)
‖X˜iDp (u1) ‖2 i = 1, 2,
γ
(
X˜ip (u2)
)
‖X˜iDp (u2) ‖2 i = 3, 4, (101)
and
q(i)eff =
q
(
X˜ip (u1)
)
‖X˜iDp (u1) ‖2 i = 1, 2,
q
(
X˜ip (u2)
)
‖X˜iDp (u2) ‖2 i = 3, 4. (102)
No changes are needed for p since the term ‖X˜iDp(u j)‖2 can be absorbed in the definition of the boundary weight
functions. This means that
p(i)eff =
p
(
X˜ip (u1)
)
i = 1, 2,
p
(
X˜ip (u2)
)
i = 3, 4.
(103)
Remark 3. Notice that in the special case where parameters α, β, f , γ, q, and p are constant with respect to x, the
map x(u) renders the effective parameters variable in u. This can seriously degrade the sparsity of the matrix A in
Section 2.2.1. In fact, even a standard bilinear transformation (a specific simple case of the transfinite map) can have
such an effect. However, affine transformations do not change the sparsity of A when parameters are constant. 
2.2.3. A Desirable Finite Element Mesh
To account for more complicated domains than can be described by the techniques of Section 2.2.2, we partition
the domain Ω into several subdomains Ω j each described by its own transfinite interpolation map. As per Remark 3,
a desirable finite element mesh is comprised mostly of subdomains whose map is affine. In this section, we describe a
mesh generation procedure which subdivides Ω into subdomains described by affine maps, wherever possible, ideally
to avoid bilinear or more general transfinite maps wherever possible. The method is applicable to domains with
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internal boundaries which are necessary when dealing with discontinuous parameters α or β and belongs to the family
of superposition methods for quadrilateral mesh generation [47].
Rather than parametrize the boundary and internal interfaces, we assume that domain Ω is comprised of a disjoint
union of subdomains Ωˆi (not to be confused with element subdomains Ω j), each described by
Ωˆi = {x ∈ R2 : Φi(x) < 0}. (104)
The implicit functions Φi need not be signed distance functions, but we use them wherever possible (for a calculus
of signed distance functions that can be used to build more complicated domains from simple implicit functions,
see [48]). We choose a bounding square large enough to contain Ω and recursively subdivide the square into four
congruent squares (in the same manner as a quadtree). We do this for a user specified maximum level of recursive
subdivisions chosen such that the squares are small enough to represent the fine features of the boundary (boundaries
with high curvature require more subdivisions). For now, we work with this uniform mesh of elements to better
approximate the boundaries of Ωˆi, although the quadtree is used at the end of this subsection to allow for non-uniform
refinement away from boundaries. In the following, we use as example a bounding box (−2, 2)2 with four levels of
uniform refinement performed to build a mesh which can accurately accommodate an internal boundary corresponding
to the unit circle.
First, we classify these elements into groups by sampling each implicit function at the vertices of the mesh. If
an element has all four of its vertices in one subdomain Ωˆi, we classify this element as belonging to group i. Those
elements that lie entirely outside Ω are discarded in the process. There will be small bands of unclassified elements
which straddle the boundaries of the subdomains. To classify them, we perform a more careful check by computing
an approximate area fraction of the element that lies inside each subdomain [49]. If |Ω j| is the area of Ω j, then the
area fraction of Ω j contained in Ωˆi is
Ai j =
1
|Ω j|
∫
Ω j
1Ωˆi
dΩ (105)
=
1
|Ω j|
∫
Ω j
[1 − H(Φi(x))]dΩ (106)
where 1Ωˆi is the unit indicator function on Ωˆi which we represent using the Heaviside step function H. In practice,
we use a first order approximation to the Heaviside step function [48] and numerically integrate to compute Ai j. Since∑
i Ai j + A0 j = 1, we also compute the area fraction A0 j corresponding to the exterior of Ω. We then classify these
boundary elements by largest area fraction.
The classification of elements is used to determine which vertices to project onto the boundaries of Ωˆi. A vertex
sharing four elements of the same classification is considered fixed while others are projected. When more than one
boundary is present local to the vertex, the decision of which boundary to project to is made by comparing the distance
of a point to its approximate projection onto each boundary of Ωˆi (the projection is computed using (94)). A user is
also able to specify vertices (e.g. corner vertices of the boundary) that must be part of the final mesh. We satisfy such
criteria at this stage by substituting the closest movable vertices with these fixed vertices. Figure 1(a) illustrates the
mesh after this projection step.
Next, pillow layers of elements are added along all interfaces [49]. This is done to ensure that the quality of
elements near interfaces is not compromised. Pillow layer elements are formed by duplicating the interface vertices
on either side of the interface. If h is the original spacing of the uniform grid, then we project the duplicated vertices
away from interfaces along the gradients of Φi a distance
√
2h/4. The duplicated vertices maintain the original
connectivity of the interface vertices on either side of the interface and are then connected to the interface vertices
themselves to form pillow layer elements that are conforming at the interface. Figure 1(b) illustrates the mesh after
this pillowing step.
Then a smoothing and mesh optimization step follows. We apply Laplacian smoothing [50] to vertices xm adjacent
to and on boundaries by computing their new locations
xnew,m =
∑
n∈Nm
xn (107)
where Nm is the set of indices corresponding to vertices xn sharing an edge connecting to vertex xm. Any boundary
vertices prior to smoothing are projected back onto their respective boundaries (this means that they can move along
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the boundary). When boundaries are not convex (e.g. at re-entrant corners), it is possible that Laplacian smoothing
produces invalid elements (whose Jacobian determinant corresponding to the transfinite map changes sign).
In such cases, we follow the smoothing step by a local optimization step which returns valid elements where
invalid elements were produced [51]. Inverted elements are found by computing four signed areas A(t)i j corresponding
to triangles within element j. If any of the areas is negative, we mark the element as possibly inverted. For each
possibly inverted element, we solve a local minimization problem for each vertex of the element which attempts to
relocate the vertex so that the signed areas of all elements sharing the vertex become positive. For a given vertex, we
solve
xuntangled = arg minx
∑
i=1,2,3,4
j∈J
|A(t)i j − βA| − (A(t)i j − βA) (108)
where J denotes the set of elements sharing the vertex, β is a tolerance used to prevent untangling the element but
producing one with zero area (set to the square root of the tolerance that the optimization problem is solved to), and
A is the average area of the elements in set J .
Then a final local shape-based optimization is used to improve the quality of the elements that were invalid [52].
For each untangled vertex, we solve the local optimization problem
xoptimized = arg minx
∑
i=1,2,3,4
j∈J
‖Ti j‖F‖T−1i j ‖F (109)
with initial iterate xuntangled. Here Ti j corresponds to the matrix whose two columns represent two edges of each
triangle with area Ati j. This tends to produce elements with roughly the same shape (in terms of angles and aspect
ratio) and disregards size and orientation properties. We repeat the Laplacian smoothing and optimization steps no
more than five times. Figure 1(c) illustrates the mesh after three iterations of smoothing and optimization.
At this stage, we have a boundary-fitted mesh that is uniform away from boundaries which consists of quadrilater-
als with straight edges. The mesh is conforming, but may be over refined away from fine features of boundaries. Since
we started with a quadtree refinement (although only used elements at a uniform level of the tree), we can produce
a non-conforming mesh by aggregating elements away from boundaries. We do so only for groups of four adjacent
elements generated together by steps of the (quadtree-oriented) recursive subdivision algorithm that belong to a single
subdomain Ωˆi and that have all remained unchanged in the mesh. Finally, we use the method in Section 2.2.2 to
determine transfinite interpolation maps for each element. Only elements on boundaries require the projection step to
resolve possibly curved boundaries. Figure 1(d) illustrates this final graded and curvilinear mesh.
2.2.4. Non-Conforming Continuity Constraints
To finalize the description of the spectral finite element method, we show how to impose continuity constraints
between adjacent elements arising from the mesh generation procedure in Section 2.2.3. For clarity, we focus on
continuity between one fine element connected to a coarser element (one full edge Γi of the fine element shares
a portion of edge Γ j of the coarse element) then explain how this simple configuration can be applied to enforce
continuity on a general mesh. We enforce continuity in the weak sense in the same way that Dirichlet boundary
conditions were enforced in Section 2.2.1. That is, we require∫
Γi
ψ
(
φc(x) − φ f (x)
)
dΓ = 0 (110)
where φc is the local expansion for φ corresponding to the coarse element, φ f is the local expansion for φ correspond-
ing to the fine element, and ψ is the same set of weight functions as in Section 2.2.2.
To account for situations where the coarse and fine element do not have the same degree of local expansion
(say degree Lc and L f respectively), we work with zero-padded coefficient vectors so as to treat both elements as
though they have the same degree. That is, we use degree L = max (Lc, L f ) expansions in canonical coordinates
φc(u) = N(u)Tφc,pad and φ f (u) = N(u)Tφ f ,pad where φc,pad = vec (PcΦcPTc ) and φ f ,pad = vec (P fΦ fPTf ). The matrices
Pc and P f extend the coefficient matrices Φc and Φ f by zeros appropriately. That is,
Pc =
[
ILc+1
0
]
, P f =
[
IL f +1
0
]
, (111)
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(a) Projection of vertices from a uniform grid onto the internal
boundary.
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(b) Double layer of pillow elements added to the mesh. New ele-
ments are shown with red dashed edges.
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(c) Conforming mesh after Laplacian smoothing and mesh opti-
mization.
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
x1
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
x
2
(d) Final non-conforming mesh after quadtree coarsening and in-
troduction of curvilinear edges.
Figure 1: Mesh generation for an internal boundary given by the unit circle.
where In denotes the identity matrix in Rn×n and Pc ∈ R(L+1)×(Lc+1) and P f ∈ R(L+1)×(L f +1). Note that, by construction,
one of the two padding matrices will be the identity matrix. Using such a padding induces modified constraint matrices
C fi =
P f ⊗
(
e1 + (−1)ie2
)T
P f i = 1, 2,(
e1 + (−1)ie2
)T
P f ⊗ P f i = 3, 4,
(112)
similar to those from Section 2.2.1. The term
∫
Γi
ψφ f (x) dΓ in constraint (110) gives rise to the discretized form C fi φ f
with φ f = vec (Φ f ).
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The term
∫
Γi
ψφc(x) dΓ is complicated by the fact that integration is performed only over a portion of the edge of
the coarse element. However, Section 2.1.6 provides the requisite basis transformation to account for this difficulty.
That is, we define the change of basis matrix
L fc = SLS−1 (113)
where L is the matrix satisfying p(ax + b) = Lp(x) for the appropriate choice of parameters a and b (notice that
N(ax + b) = L fcN(x)). The parameters a and b depend on the portion of Γ j shared with Γi (for example, if Γi
corresponds to half of Γ j, then a = 1/2 and b = ±1/2). In addition, we define Cci as in (112) with Pc replacing
P f so that
∫
Γi
ψφc(x) dΓ gives rise to the discretized form (L fc )TCcjφc where φc = vec (Φc). The index j in C
c
j must
correspond to the edge Γ j of the coarse element that shares a portion of edge Γi of the fine element ( j may be different
from i). The resulting constraint equations corresponding to (110) are
(L fc )TCcjφc − C fi φ f = 0. (114)
They simplify considerably when the polynomial degrees Lc and L f match (making Pc = P f = I) and the edges Γi
and Γ j match (making L fc = I).
When more than two elements are used to discretize a given domain Ω as in Section 2.2.3, we formulate a spectral
finite element method as in Section 2.1.5 where we obtain block diagonal matrix A and block vectors φ and b (see
(42)) using the methods of Sections 2.2.1 and 2.2.2 applied to each element independently. This leaves assembling
the global constraint matrix C using (114) along each edge in the mesh.
In the absence of additional constraints, constraint equations of the form (114) possess full row rank (assuming in-
finite precision) but may become rank deficient when taken together in a global constraint matrix imposing continuity
along all element edges. A systematic procedure can be followed to restore full row rank in the global case (similar
to the method described in Remark 2). First, we construct a set of vertex to edge incidence lists (one for each level
of the quadtree) which enumerate distinct vertices that belong to elements of a given level of the tree and track which
edges of elements on that level are incident to each vertex. Then, we construct the global constraint matrix in a local
fashion, visiting each element edge (beginning with all elements belonging to the finest level of the tree, then moving
to the next coarser level, etc.) and imposing continuity to an adjacent leaf element in the tree. The tree data structure
allows us to determine the parameters a and b in the affine map along each edge so as to compute the appropriate
change of basis matrix L fc . Each time continuity is imposed along an edge, we verify if all edges on that given level
of the tree have been visited for a given vertex in the vertex to edge incidence list. For each vertex whose list has been
completely visited, we have one redundant equation in the global constraint matrix, and can remove the lowest order
equation from the new set of local constraints to restore full rank to the global system.
There is also the possibility of losing global full rank when multiple fine elements share a common edge with a
single coarse element. In particular, when an edge must be constrained to match a lower polynomial degree on an
adjacent element, we zero certain basis functions through the padding matrices Pc or P f . If a second set of constraint
equations requires a similar reduction in the degree along the edge, naively imposing the local constraints leads to a
second set of redundant constraints zeroing the same basis functions. Instead, we track which basis functions have
been zeroed on an edge and discard those constraints which would lead to redundancy. These are always the higher
order equations in the local constraint and do not interfere with the removal of the lowest order constraints described
above.
It remains to explain how parameters a and b are selected at each edge. By virtue of sequentially imposing
constraints element by element starting at the finest level of the tree and moving to the next level of the tree after all
finer element constraints have been imposed, we always impose constraints in the form (114) (that is, always from
the perspective of a fine element connecting to a coarser element). The quadtree lets us query the neighbour of an
element on the same level of the tree (which may not be a leaf). We can then trace up the quadtree (by going to the
parent of the neighbour, then its parent, etc.) until a leaf is found. If no leaf is found, this edge corresponds to a
coarse edge relative to a previous finer level and has already been constrained. If a leaf is found, we must impose the
constraint. We keep track of the sequence of nodes in the quadtree that were visited in finding the leaf to compute
a and b. Because each level of the quadtree is comprised of squares constructed by subdividing a square on the
previous level into four squares of equal size, the affine transformation used to represent the coarse basis functions in
terms of fine basis functions is of the form ax + b = {[(x + s1)/2 + s2]/2 + · · · }/2. The signs si ∈ {−1,+1} in this
composition of functions (x + si)/2 depend on the sequence of nodes used to find the neighbour leaf node starting
from the fine neighbour. Figure 2 illustrates one possible configuration of fine and coarse elements and the sequence
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Figure 2: (left) Quadtree mesh where continuity between a fine element (shaded) and neighbouring coarse element above it (dashed) must
be imposed. (right) Schematic illustrating the selection of signs si for the associated edge configuration: s3 is negative because the fine
element shares a portion of the left bisection of the coarse edge, s2 is positive because the fine element shares a portion of the right bisection
of the previous bisection, and s1 is positive because the fine element edge corresponds to the right bisection of the previous bisection.
of signs required to determine a and b for a given edge constraint. If there is a difference of m levels between the fine
element to the coarse leaf neighbour, then
a =
1
2m
, b =
1
2m
m∑
i=1
si2i−1, (115)
where s1 is the sign corresponding to the first step up the quadtree and sm corresponds to the mth step required to
finally reach the neighbouring leaf.
With the global constraint matrix C assembled, we obtain a saddle point system of form (91) where each block
now depends upon multiple elements (rather than a single element). One benefit of such a construction is that the
change of basis matrix L fc along each edge yields a quantitative way of assessing whether the saddle point system
is invertible in finite precision. In particular, it quantifies whether the mismatch in adjacent polynomial degree and
element size is too severe, leading to extreme ill-conditioning of the global saddle point system and suggests what
type of refinement to avoid in order to compute accurate solutions.
This ill-conditioning arises because the matrix L fc tends to have decaying diagonal entries when the number of
levels m between coarse and fine element is sufficiently large and/or the polynomial degree is large enough. The
diagonals decay because row k + 1 of L corresponds to the coefficients in a Legendre expansion of the function
pk(ax + b). When x ∈ (−1, 1) and a and b are chosen as in (115), then ax + b represents a small subinterval of
(−1, 1) (particularly when the number of levels m is large). As a consequence, pk(ax + b) varies slowly over (−1, 1)
compared to pk(x) and only a small number of low degree Legendre polynomials make a significant contribution to
the expansion (higher degree polynomials contribute, but substantially less) causing entries near the diagonal of L to
decay in magnitude. Matrix L fc inherits this property from L.
Since the constraints along edges involve the product of the transpose of L fc (which is upper triangular with
entries in the final rows possibly decaying), corresponding rows of the global constraint matrix C may become near
zero, causing an effective loss of full row rank in finite precision when certain combinations of polynomial degree
and edge refinements are made. Introducing a 2:1 mesh refinement rule common to quadtree-based finite element
meshes [53] can alleviate this problem with low or moderate degree polynomials on neighbouring elements, but is
ineffective at large polynomial degree (even at degree 32, the diagonal has decayed to approximately 10−10). Instead,
we can monitor the magnitude of the diagonal and discard any constraints which have decayed below a user specified
threshold. This results in a non-conforming finite element method. Alternatively, we can use the diagonal to indicate
where in the mesh to prohibit further refinement of degree or element size.
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2.3. Solution of the Saddle Point System via Domain Decomposition
The discretization process described in Sections 2.2.1, 2.2.2, 2.2.3, and 2.2.4 leads to a saddle point system[
A CT
C 0
] [
φ
ν
]
=
[
b
d
]
(116)
where A is block diagonal. In this section, we describe a domain decomposition algorithm which solves this system.
While our derivation of the saddle point system employed the weak form and Galerkin’s method, we note that the
same saddle point system can be obtained discretizing an appropriate functional and finding the stationary point of
the Lagrangian
L(φ, ν) = 1
2
φTAφ − φTb + νT (Cφ − d) (117)
where φ are primal variables and ν corresponding dual variables (Lagrange multipliers). Consequently, we refer to
unknowns φ and ν as primal and dual respectively in subsequent sections.
In Section 2.3.1, we describe a general dual-primal domain decomposition framework applicable to solving (116)
which splits the constraints into two sets, and explicitly enforces one set via a nullspace method. Then, in Section
2.3.2, we describe how to choose a sparse basis for the nullspace required by the dual-primal method for the constraint
matrices that arise in Section 2.2. Section 2.3.3 explains how this choice affects the dual-primal method, and describes
how to exploit the resulting structure of the problem. Finally, Section 2.3.4 emphasizes how to adapt the domain
decomposition algorithm to the Helmholtz problem to obtain convergence in a number of iterations only weakly
dependent on the wavenumber k.
2.3.1. A Dual-Primal Algorithm
Rather than solve only for the primal variables as in a standard finite element method, domain decomposition
methods of FETI-DP type (DP stands for Dual-Primal) begin by directly enforcing a subset of the constraints in C.
Suppose that the constraint matrix is partitioned into two submatrices such that A C
T
p C
T
d
Cp 0 0
Cd 0 0

φνp
νd
 =
 bdpdd
 (118)
so that constraints in Cp are meant to be imposed first. Using a partial nullspace method, we let
φ = Zφp + φz (119)
with CpZ = 0 such that Z is a basis for the nullspace of Cp. We call this a partial nullspace method because the
standard nullspace method chooses Z as a basis for the nullspace of the full constraint matrix C [37]. Substituting
(119) into (118) and multiplying the first row by ZT yields two systems
Cpφz = dp,
[
Aˆ CˆT
Cˆ 0
] [
φp
νd
]
=
[
bˆ
dˆ
]
, (120)
where Aˆ = ZTAZ, Cˆ = CdZ, bˆ = ZT (b − Aφz), and dˆ = dd − Cdφz. The first system can be satisfied by φz = C+pdp
using the Moore-Penrose pseudoinverse C+p = C
T
p (CpC
T
p )
−1 since Cp has full row rank.
Rather than solve the second system directly, we eliminate the primal variables using the range space method [37]
to obtain
CˆAˆ−1CˆTνd = CˆAˆ−1bˆ − dˆ (121)
and use a left preconditioned Krylov subspace method to solve for νd. Instead of the preconditioner
P−1 = (Cˆ+)T AˆCˆ+ (122)
(see, for example, [54]), we use a modified approach. In particular, since
P−1CˆAˆ−1CˆT = (Cˆ+)T Aˆ Cˆ+Cˆ︸︷︷︸
projection
Aˆ−1CˆT (123)
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we replace Cˆ+ in P−1 by
Cˆ? = WCˆT (CˆWCˆT )−1 (124)
which preserves the projection property of Cˆ?Cˆ. When W = I, then Cˆ? = Cˆ+ and the projection is an orthogonal
projection onto the range of CˆT . Other choices of W result in projections that are not orthogonal, but that produce
more effective preconditioners (that is, they reduce the number of iterations required by the preconditioned Krylov
subspace method to converge to a given tolerance). Once νd has been computed, we find φp by solving
Aˆφp = bˆ − CˆTνd (125)
and compute (119) to obtain the original primal unknown. If needed, the Lagrange multipliers νp can be obtain using
νp = (C+p)
T (b − CTd νd − Aφ). (126)
2.3.2. A Sparse Basis for the Nullspace
In order to complete our description of the domain decomposition method, we must specify how to partition
the constraints into matrices Cp and Cd and how to construct the basis Z for the nullspace of Cp. One particularly
important constraint on the basis Z is that it should be sparse, otherwise we risk taking the original sparse finite
element problem and transforming it into a dense problem. Fortunately, such a basis exists and can be computed in a
straightforward manner.
Choosing the subset of constraints Cp depends on how we wish to perform domain decomposition. In the fol-
lowing, we will consider each element to belong to its own domain in the decomposition algorithm. We restrict
our attention to this case because we are describing a spectral element method aimed at computing highly accurate
solutions with potentially large polynomial degree on each element. This is not typical of domain decomposition
algorithms applied to finite element methods of low polynomial degree because the number of unknowns for a single
element is small. Instead, several elements are grouped together into domains and the solutions of the resulting local
problems are performed using direct methods in parallel. While grouping several elements into a single domain is
possible using our method, it is not clear how to directly apply the fast solver [13] for local problem solution in such
cases.
Remark 4. An interesting problem that we have not addressed arises when performing domain decomposition using
domains of a single element for problems with corner singularities whose mesh has been obtained iteratively through
hp refinement. In such situations, the mesh tends to be graded near singularities of the solution, requiring small
elements of low degree near singularities and large elements of high degree away from them. As such, problems
with load balancing can occur when using a single-element domain decomposition method in parallel. The key is
modifying matrix Cp to group elements of low degree into domains separate from other domains with single elements
of high degree. 
In a typical FETI-DP method, the constraint matrix Cp corresponds to constraints enforcing continuity at so-
called cross points of the decomposition (vertices where several domains meet) and, in three dimensions, averages
along boundaries between domains [16]. By virtue of imposing continuity constraints in the weak sense of (110),
we have a hierarchy of constraints along each edge whose lowest order constraints fit into the standard FETI-DP
framework. To enforce continuity at vertices between elements, include the first constraint equation from (114) along
each edge in Cp. Note that care must be taken in situations where certain constraints were discarded (as described in
Section 2.2.4) in assembling C. In particular, having been discarded, no constraint from the associated edge should
be added to Cp.
However, in contrast with a standard FETI-DP method, the hierarchy of constraints along each edge means that
we can include however many constraints we wish along a given edge in Cp. In practice, we keep this number, called
l, fixed across the whole mesh (with the understanding that if the first ldiscard constraints have been discarded along
an edge, we only include the remaining l − ldiscard constraints corresponding to that edge). Note that if l exceeds the
polynomial degree for all elements (all constraints are to be included), then Cp = C and the domain decomposition
method reduces to the nullspace method (that is, we globally assemble the finite element problem and there is no
domain decomposition to speak of). If l = 0 (no constraints are to be included), then Cd = C and the domain
decomposition method reduces to the range space method (but then the domain decomposition method does not
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possess a coarse space and the number of iterations required for the Krylov subspace method to converge can be
large).
Having defined Cp, we make use of the orthogonal projection I − C+pCp onto the nullspace of Cp to define a
sparse basis for the nullspace. Unfortunately, this matrix has more columns than the number of columns in such a
basis, a consequence of the rank-nullity theorem. However, if we change basis, choosing an appropriate set of linearly
independent columns is straightforward. We use the connection (22) between integrated Legendre polynomials and
the basis with first two polynomials interpolatory to define the block diagonal matrix Bz = diag (B j) with block entries
B j = B⊗B. The size of matrices B in B j should be chosen to agree with the local polynomial degree of each element j
so that matrix products of Bz conform with φ. Then the constraint equations Cpφ = dp are equivalent to CpB2zφ = dp
since B is involutory. Defining φ˜ = Bzφ leads to constraints
CpBzφ˜ = dp. (127)
This alternative representation of the constraints is useful because the coefficients in φ˜ correspond to basis functions
that: interpolate the vertices of each element (vertex functions); are non-zero on edges of each element but zero at
vertices (edge functions); are zero on all edges of each element (interior functions). It is easier to determine which
columns of the orthogonal projection
I − (CpBz)+(CpBz) = Bz(I − C+pCp)Bz (128)
to discard because of the interpretation of unknowns φ˜. If we keep columns indexed by the set J , then a sparse basis
for the nullspace of CpBz is
Z˜ = [Bz(I − C+pCp)Bz] I(:,J) (129)
where I(:,J) corresponds to the columns of the identity matrix indexed by set J . Given Z˜, a sparse basis for the
nullspace of Cp is
Z = BzZ˜ (130)
= (I − C+pCp)Bz I(:,J). (131)
Choosing the set J can be performed systematically because of the direct correspondence between unknowns φ˜
and columns of Bz(I−C+pCp)Bz. Starting from the finest (i.e. lowest) level of the quadtree, we visit each element. For
each element, we visit each edge (we keep track of each edge that has been visited). We then check if the edge belongs
to a boundary where a boundary condition is meant to be imposed. If it does, and the edge corresponds to a Dirichlet
boundary condition, we discard the first l − 1 edge unknowns corresponding to that edge. If the edge corresponds
to a Robin boundary condition, we keep the first l − 1 edge unknowns corresponding to that edge. If the edge does
not correspond to a boundary condition and it has not been visited yet, we find the current element’s neighbour that
shares the current edge. If the neighbour is on the same level of the tree, then we keep the first l − 1 edge unknowns
of the element corresponding to that edge and discard the first l − 1 edge unknowns of the neighbour corresponding
to the shared edge. If the neighbour is on a coarser (i.e. higher) level of the tree, then we discard the first l − 1 edge
unknowns of the element corresponding to that edge and keep all edge unknowns of the neighbour corresponding to
the shared edge.
We must also consider the vertex unknowns. While visiting the edges of the mesh (in the order described in the
previous paragraph), if the neighbour element is on a coarser (i.e. higher) level, we discard the vertex unknowns of
the current element corresponding to that shared edge. If the neighbour is on the same level or the current edge has
multiple smaller neighbours on a finer (i.e. lower) level, then one vertex unknown per vertex must be kept, but all
other vertex unknowns corresponding to the same vertex must be discarded. We classify all of these kept vertex and
edge unknowns as type 2. They are associated with explicitly enforcing the constraints in Cp along edges and at
vertices. All interior unknowns are kept and all edge unknowns that were not discarded or already classified as type 2
are kept and classified as type 1. They are unknowns that are only coupled through the matrix Cd or that are coupled
only with other unknowns on an element-by-element basis (e.g. interior unknowns for a given element). We make
sure that the splitting into two types of unknowns is reflected in the index set J so that
Z =
[
Z1 Z2
]
. (132)
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Algorithm 1 Pseudocode to determine the index set J .
for all levels of the quadtree (starting from finest level) do
for all elements on current level do
for all edges of current element do
// discard redundant edge unknowns
if edge belongs to boundary then
if edge belongs to Dirichlet boundary then
discard first l − 1 edge unknowns
else
keep first l − 1 edge unknowns
end if
else
if edge has not been visited then
find neighbour element and edge
if neighbour is on same level then
keep first l − 1 edge unknowns
discard first l − 1 edge unknowns of neighbour
else if neighbour is on coarser level then
discard first l − 1 edge unknowns
keep all edge unknowns of neighbour
end if
mark current edge and neighbour edge as visited
end if
end if
// discard redundant vertex unknowns
if edge belongs to Dirichlet boundary or edge is adjacent to coarse neighbour then
discard vertices
else if vertices have not already been visited then
keep vertex unknowns and mark these vertices as visited
end if
end for
end for
end for
set all interior unknowns and edge unknowns not yet kept or discarded as type 1
set all kept edge and vertex unknowns as type 2
return unknowns of type 1 and 2
Algorithm 1 summarizes how to compute the index set using pseudocode.
As an example, Figure 3 illustrates which edge and vertex unknowns to keep in set J for a given quadtree mesh.
For this example, we have assumed that the boundaries of the square have Dirichlet boundary conditions imposed.
The particular set of unknowns shown in Figure 3 is selected by following a z-ordering of the quadtree from the
finest level up to the coarsest level (indicated by the numbering). The edges for each element are visited following
the sequence: left, right, bottom, top (the same order as defined in Section 2.2.1). For clarity, the edge and vertex
diagrams are separated, but in practice, the edges and vertices can be tracked simultaneously.
2.3.3. Consequences of this Choice of Basis for the Nullspace
The partitioning of constraints into Cp and Cd and the choice of the associated basis for the nullspace Z in Section
2.3.2 affect the partially assembled saddle point system (120) in Section 2.3.1. In particular, the splitting in Z induces
the splitting
Aˆ =
[
A11 A12
AT12 A22
]
, bˆ =
[
b1
b2
]
, Cˆ =
[
C1 C2
]
, (133)
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Figure 3: (left) Illustration of edge unknowns (columns of Z˜) to keep when constructing Z. The first l − 1 edge unknowns are discarded
on edges marked with an × and kept on edges marked with a X. A double X indicates edges where all edge unknowns are kept. (right)
Illustration of vertex unknowns to keep. An × indicates that the corresponding vertex unknown is discarded whereas a X indicates that it
is kept. The first edge and vertices visited by the algorithm are highlighted in yellow.
with Ai j = ZTi AZ j, bi = Z
T
i (b − Aφz), and C j = CdZ j. By construction, A11 is block diagonal (one block for each
element) with each block corresponding to edge and interior unknowns that have not been constrained by Cp. We
exploit this block diagonal structure using block matrix inversion[
A11 A12
AT12 A22
]−1
=
[
A−111 + A
−1
11 A12K
−1AT12A
−1
11 −A−111 A12K−1
−K−1AT12A−111 K−1
]
(134)
where K = A22 − AT12A−111 A12. In particular, substituting (133) and (134) into (121) yields{
C1[A−111 + A
−1
11 A12K
−1AT12A
−1
11 ]C
T
1 − C2K−1AT12A−111 CT1 − C1A−111 A12K−1CT2 + C2K−1CT2
}
νd =
C1[A−111 + A
−1
11 A12K
−1AT12A
−1
11 ]b1 − C2K−1AT12A−111 b1 − C1A−111 A12K−1b2 + C2K−1b2 − dˆ (135)
where matrix-vector products with A−111 can be applied by solving local problems in parallel.
We choose the matrix W in the preconditioner
P−1 = (CˆWCˆT )−T CˆWT AˆWCˆT (CˆWCˆT )−1 (136)
from Section 2.3.1 as
W =
[
W1 −A−111 A12W2
0 W2
]
(137)
which is partitioned in accordance with Aˆ. Substituting (133) and (137) gives components of P−1
CˆWCˆT = C1W1CT1 + C2W2C
T
2 − C1A−111 A12W2CT2 (138)
and
CˆWT AˆWCˆT = C1WT1 A11W1C
T
1 + C2W
T
2 KW2C
T
2 . (139)
When W1 = I and W2 = 0, this corresponds to the lumped preconditioner for FETI-DP. To obtain the Dirichlet
preconditioner, we choose W2 = 0 and W1 to be block diagonal with blocks
W( j) =
[
I 0
−(A( j)ii )−1(A( j)ei )T 0
]
(140)
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where
A( j) =
[
A( j)ee A
( j)
ei
(A( j)ei )
T A( j)ii
]
(141)
are the diagonal blocks of A11 partitioned according to edge and interior unknowns. Finally, if there are jumps in the
parameter α between subdomains, we modify the weight matrix to include diagonal scaling
W( j) =
[
I 0
−(A( j)ii )−1(A( j)ei )T 0
] diag (A( j)ee )−1 00 I
 (142)
where diag (A( j)ee ) is the diagonal matrix with diagonal entries corresponding to diagonal entries of A
( j)
ee . If β is non-zero
or there are Robin boundary conditions which contribute to A( j), such a scaling will not improve convergence of the
iterative scheme. Instead, when forming the preconditioner, we take only the part of Aˆ that arises from discretization
of −∇ · (α∇φ). Using only this portion of the operator is a standard preconditioning technique when discretizing more
complicated operators whose complicating terms involve lower order derivatives [15].
When the mesh is conforming, C2 = 0, and (135) simplifies to
C1[A−111 + A
−1
11 A12K
−1AT12A
−1
11 ]C
T
1 νd = C1[A
−1
11 + A
−1
11 A12K
−1AT12A
−1
11 ]b1 − C1A−111 A12K−1b2 − dˆ. (143)
In addition, the preconditioner (136) becomes
P−1 = (C1WT1 C
T
1 )
−1C1WT1 A11W1C
T
1 (C1W1C
T
1 )
−1. (144)
With both the lumped and Dirichlet preconditioner, the matrix C1W1CT1 in P
−1 is diagonal, facilitating its inverse.
If, in addition, l = 1, then we have a typical FETI-DP algorithm for the spectral element method. When the mesh
is non-conforming, C2 is non-zero and we choose W2 = I (we can choose W1 to be either the lumped or Dirichlet
preconditioner). This choice of W2 complicates the preconditioner. However, we have found that zeroing the terms
−C1A−111 A12W2CT2 and C2WT2 KW2CT2 in (138) and (139) respectively does not adversely affect convergence measured
by reduction of the preconditioned relative residual (although they may have an effect on the error in the solution as
described in Remark 5). Removing the term C2W2CT2 from (138) does adversely affect convergence and we keep it
at the cost of (138) no longer being diagonal. It is possible to recover this diagonal property if the elements sharing
non-conforming edges are grouped together in a single domain of the domain decomposition (but the local fast solver
would not be used).
Remark 5. While ignoring C2WT2 KW2C
T
2 in (139) does not adversely affect the reduction of the preconditioned
relative residual, we have found that for high accuracy applications, one should include this term. For example, in
Section 3.3.1 we solve a Helmholtz problem with a non-conforming mesh to an accuracy of 10 digits by including
C2WT2 KW2C
T
2 . Without this term in the preconditioner, the preconditioned relative residual decreases in the same
way, but the solution is only accurate to 4 digits on non-conforming edges in the mesh (and far more accurate away
from them). 
2.3.4. Considerations for the Helmholtz Problem
The Poisson problem with α positive definite, β = 0, and γ = 0, subject to Dirichlet boundary conditions yields
symmetric positive definite system (121) with associated symmetric positive definite preconditioner P−1 = LPLTP (we
never compute the factorization of P−1 explicitly). In such situations, we use the preconditioned conjugate gradients
method (PCG) as Krylov subspace method. On a conforming mesh with all elements possessing degree p and the
number of assembled constraints l = 1, the condition number
κ2
(
LTPCˆAˆCˆ
TLP
) ≤ C(1 + log (p2))2 (145)
with C > 0 a constant independent of degree p, mesh size h, and parameter α (similar to [25]). In practice, this bound
translates to a number of iterations of PCG that depends weakly on the polynomial degree, and consequently, the size
of the discrete problem. However, this bound does not continue to hold for the Helmholtz problem when β = −k2 and
the wavenumber k > 0 becomes large. It is possible to recover such behaviour by increasing the number of assembled
constraints l as a function of h and k.
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In particular, the key is to make sure that dispersion errors when kh  1 are controlled for the coarse problem
Aˆφp = bˆ which arises from (120) by ignoring the additional constraints Cˆφp = dˆ and associated dual variables νd.
On a uniform mesh with mesh size h, this is possible as long as we choose
l >
1
2
[
kh + (kh)1/3 − 1]. (146)
In practice, we set l (which must be an integer) to the ceiling of the right hand side of (146). We do not allow l to be
smaller than 1 so that the partial nullspace method actually provides a loosely coupled coarse problem (l = 0 has no
such coupling). The constraint (146) is adopted from Theorem 3.3 in [5]. There, the error in the discrete dispersion
relation for conforming finite element discretization of the Helmholtz equation is analyzed on a uniform grid and is
found to enter a regime of superexponential decay when replacing l in (146) by p, the degree of approximation used
on the mesh. In practice, we observe experimentally that a similar phenomenon holds when solving Aˆφp = bˆ in
non-conforming cases even when p is larger than l as long as (146) is satisfied.
To illustrate this phenomenon, we consider a hypothetical Helmholtz problem with α = I, β = −k2, k = 10.75,
and f = 0 on domain Ω = (−1, 1)2 with Dirichlet boundary conditions such that p(x) = −( /4)H(2)0 (k‖x − xc‖) on ∂Ω
where  =
√−1 and H(2)0 is the Hankel function of the second kind of zeroth order. The solution φ(x) on Ω is p(x) .
We choose the center xc = [−2, 1]T in our test. We subdivide Ω into four square elements of equal size using degree
64 polynomials on each element to represent φ. Figure 4 illustrates the coarse problem solution for two values of
l = 5, 6. Condition (146) is satisfied for l & 5.9785 so that the coarse problem poorly approximates the true solution
in the first case, but is suitable in the second. Figure 4 also illustrates the eigenvalues of the associated preconditioned
problem using these corresponding coarse spaces. When 1 ≤ l < 5, these eigenvalues are less clustered (and can also
be negative) and their corresponding coarse solutions even less effective. We have chosen to illustrate the case l = 5
to show that the condition (146) is relatively sharp.
It is not possible to directly apply the theory of [5] to our setting because the analysis of the discrete dispersion
relation there is only valid for an infinite grid of uniform square elements with continuity enforced between elements.
Theorem 3.3 of [5] shows that in such a setting, the discrete dispersion error as a function of increasing p enters a
regime of decay for
p >
1
2
[kh + (kh)1/3 − 1] (147)
where p is the polynomial degree of each element, k is the wavenumber of the problem, and h is the edge length of
each element (the analysis holds for kh  1). For smaller values of p, the dispersion error oscillates and is O(1).
The main departure from the theory of [5] comes by only enforcing a hierarchy of edge moments to match between
elements, rather than impose full continuity between elements (as in [5]). This is achieved by choosing l < p, and
performing the partial assembly Aˆ = ZTAZ. One can think of the partially assembled problem as a continuous
finite element method of degree l augmented with additional basis functions up to degree p for which continuity
has not been enforced. This interpretation is valid because of the hierarchical nature of the basis functions. Under
this interpretation, criterion (146) is required to hold for the partially assembled problem to leave the O(1) regime of
dispersion error (the additional basis functions do not worsen the dispersion error). We choose l to be the smallest
integer that satisfies this relation to obtain a coarse problem that has entered the regime of decay. The coarse problem
on its own need not be accurate since it has just exited the O(1) regime of dispersion error. However, it provides
just enough coupling for the following step of the domain decomposition method (to solve the system CˆAˆ−1CˆT via
a preconditioned Krylov subspace method) since the inversion of Aˆ captures the wave-like behaviour of the problem
(dispersion errors are controlled, although not to high accuracy). Full continuity and high accuracy of the solution are
recovered by the Krylov subspace iterations.
Remark 6. In our method, since there is a natural hierarchy of constraints along edges, there is a straightforward way
of increasing the size of the coarse problem (that is, increasing l and correspondingly the size of K). In a sense, this
is similar to the FETI-DPH method in that convergence can be achieved by increasing the size of the coarse problem.
However, the methods differ in the way that the coarse problem is grown. In FETI-DPH, new constraints are added
to C of the form QTb C which are then eliminated when applying the range space method (and consequently grow
the coarse problem). The matrix Qb consists of plane waves sampled along edges in the domain decomposition. In
practice, because it is unclear a priori how to choose the directions of these plane waves, many are chosen along each
edge and rank-revealing QR factorizations are performed to select a set of orthogonal columns for Qb such that it is
not rank deficient. See [26] for details. 
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(a) Real part of the solution to the coarse problem when l = 5. (b) Real part of the solution to the coarse problem when l = 6.
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(c) Eigenvalues of the preconditioned problem when l = 5.
0 1 2 3 4 5 6 7 8
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(d) Eigenvalues of the preconditioned problem when l = 6.
Figure 4: Comparison of the solution to the coarse problem Aˆφp = bˆ for two values of l and its effect on the eigenvalues of the associated
preconditioned matrix P−1CˆAˆCˆT .
As with FETI-DPH, increasing the coarse space is not enough to achieve robust performance of the iterative
method. Equation (121) becomes indefinite for large enough k so we also replace PCG with the preconditioned
generalized minimum residual method (PGMRES). In addition, like FETI-DPH, the method described in this paper
is also susceptible to spurious resonant frequencies associated with each domain in the domain decomposition. This
is problematic because at such frequencies, the matrix A11 is singular, whereas the original saddle point problem is
not. One possible solution is to choose the domains in the decomposition small enough so that all domains have
resonances at frequencies larger than k [26].
Alternatively, instead of limiting the size of domains, it is possible to change the discretization in such a way that
each subdomain problem becomes uniquely solvable without changing the primal solution [30]. This involves adding
Robin boundary terms to each local matrix with parameter γ = ± k and treating the corresponding parameter q as a
new dual variable replacing ν. If the sign of γ is chosen to be positive for an element and negative in its neighbour, then
the new dual variable is related to the old one via q = ν+ kφ. When there are more than two elements, it is necessary
to choose signs so that every element has at least one neighbour with a different sign. If we define an undirected graph
where each element in the mesh has an associated vertex in the graph and where edges in the graph represent the
element adjacencies in the mesh, then assigning signs to each element is equivalent to solving the weak 2-colouring
problem [55]. We do so by constructing a spanning tree of the graph (choose an arbitrary initial element in the mesh
and perform a breadth-first-search). Label elements in even levels of the spanning tree as positive and elements in odd
levels as negative (or vice versa). When adding the local Robin boundary conditions for each element, we only add
the condition on an edge adjacent to an element labelled with opposite sign. Following this process ensures that each
element has a component of its boundary with Robin boundary condition with γ = ± k of a single chosen sign. Such
problems are uniquely solvable [56].
The resulting saddle point system possesses the same structure as (116); only the A block is modified via Robin
boundary terms (all other terms remain unchanged, although the interpretation of the dual variables has changed).
However, such a modification makes the original real symmetric problem complex symmetric. In practice, we have
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found that applying the same domain decomposition approach to this modified saddle point system requires roughly
twice as many iterations to converge than the unmodified approach. However, the modified method converges even
at spurious resonant frequencies where the unmodified approach fails to converge at all. If one must use the modified
approach for robustness to spurious resonant frequencies, it is possible to reduce the number of iterations by increasing
l at the cost of increasing the size of the coarse problem (this is also possible in the unmodified approach).
3. Numerical Results and Discussion
In this section we demonstrate convergence properties of the domain decomposition methods described in Section
2 using certain Poisson and Helmholtz test problems then verify that the methods can be used to solve more challeng-
ing problems from electromagnetism. The Poisson test problems are used to confirm that the method described here
converges in much the same way that a nodal FETI-DP method does [25], with the added benefit that the size of the
coarse problem can be increased easily (through adding continuity constraints), decreasing the number of iterations
required for convergence if needed. Similar tests are used for Helmholtz problems to show that increasing the size of
the coarse problem becomes necessary to retain small numbers of iterations as the wavenumber is increased. Unless
otherwise stated, we use the zero vector for initial iterate in all applications of PCG and PGMRES.
3.1. Convergence Tests for the Poisson Equation
We begin by demonstrating the number of iterations and maximum eigenvalues of the preconditioned system
when applied to solve (1) with α = ρ(x)I and β = 0 on Ω = (−1, 1)2 subject to zero Dirichlet boundary conditions on
∂Ω. We use a test problem presented in Table 2 of [25] where the element size and degree are varied to compare the
convergence of our method with that of the FETI-DP method. This test shows that the number of iterations depends
weakly on discontinuities in parameter ρ, as well as on the element degree, and the number of elements in the mesh.
This favourable performance matches the performance presented in [25] when l = 1, and improves upon it when l > 1
(at the expense of increasing the size of the coarse problem).
In the tests, the domain Ω is partitioned into a regular grid of N = 22n elements (with n = 1, 2, 3, 4) with each
element possessing a local degree p expansion (with p = 2, 3, 4, 8, 16, 32). If the elements in the grid are numbered as
k = i + ( j − 1)2n for i, j = 1, 2, ..., 2n, then the parameter ρ is chosen to be piecewise constant over each element with
corresponding value ρi j = 10(i− j)/4. For all problems, we set the right hand side b randomly (each entry sampled from
the uniform distribution on the open interval (0, 1)). We use the Dirchlet preconditioner with diagonal scaling with
parameter l = 1, 2, 3, 4 and report the number of iterations required for the relative residual to be reduced by ten orders
of magnitude. We also compute the maximum eigenvalue λmax of the preconditioned matrix P−1CˆAˆCˆT . In all tests,
the smallest eigenvalue is 1 to within at least two digits so we do not list it. Table 2 shows the number of iterations and
maximum eigenvalue for each combination of degree p, number of elements N, and parameter l. Table 2 also provides
the number of iterations and maximum eigenvalue for the FETI-DP method described in [25] for direct comparison.
Dashes in the table indicate problems where the partial nullspace step of the method globally assembles the finite
element matrix, leaving no dual problem to solve (and consequently no iterations for PCG). In subsequent examples,
we use large degree p with small values of l satisfying p > l so that the problem is never globally assembled.
We note that for a given l and p, the number of iterations converges to some fixed value as the number of elements
N increases. The same behaviour is observed in the maximum eigenvalue which controls how clustered the eigenval-
ues of the preconditioned system are to 1. We also note that for fixed p and N, the number of iterations can be reduced
by increasing l (although the cost of each iteration increases because l increases the size of the matrix K which must
be factored). If N and l are fixed, increasing p leads to a mild increase in the number of iterations.
To explain this increase, we consider another test from Table 6 and Figure 4 in [25]. This test demonstrates that
(145) is satisfied. In particular, we now set α = I and fix n = 6. We then compute λmax for p ranging from 6 to 32
in increments of 2. We repeat this process for l = 1, 2, 3, 4. Figure 5 illustrates how λmax increases as a function of
degree p for each possible l. Figure 5 also includes a comparison to the FETI-DP method of [25] which demonstrates
that the l = 1 case of our method behaves similarly to the FETI-DP method, and that l > 1 improves upon FETI-DP.
The figure also illustrates least squares fits to the data such that√
λmax ≈ A + B log10(p2) (148)
where we have used only data with p ∈ {14, 16, ..., 32} to obtain the fit (we do this because the data for l = 3, 4 does
not appear to have entered the asymptotic regime for smaller values of p).
28
Table 2: Number of iterations for PCG to reach convergence and maximum eigenvalue of the preconditioned system as functions of degree
p, number of elements N, and parameter l for the Poisson problem.
FETI-DP [25] l = 1 l = 2 l = 3 l = 4
p N Iterations λmax Iterations λmax Iterations λmax Iterations λmax Iterations λmax
2 4 2 1.05 4 1.82 - - - - - -
2 16 6 1.46 11 1.93 - - - - - -
2 64 8 1.61 13 2.00 - - - - - -
2 256 8 1.62 13 2.02 - - - - - -
3 4 3 1.21 6 2.02 5 1.14 - - - -
3 16 8 2.10 13 2.45 7 1.16 - - - -
3 64 11 2.31 15 2.56 7 1.17 - - - -
3 256 12 2.36 15 2.59 7 1.17 - - - -
4 4 3 1.37 8 2.68 7 1.18 5 1.04 - -
4 16 10 2.65 15 3.12 8 1.26 6 1.07 - -
4 64 13 2.94 18 3.21 8 1.28 6 1.08 - -
4 256 14 3.00 18 3.23 8 1.29 6 1.08 - -
8 4 4 1.89 9 4.02 8 1.54 6 1.23 6 1.10
8 16 12 4.37 18 4.90 11 1.70 8 1.30 6 1.12
8 64 18 4.86 23 5.10 11 1.74 8 1.32 7 1.13
8 256 19 4.97 23 5.15 11 1.75 8 1.33 7 1.13
16 4 5 2.57 11 5.84 10 2.08 8 1.61 7 1.38
16 16 15 6.63 20 7.25 13 2.30 10 1.71 8 1.44
16 64 21 7.38 27 7.59 13 2.37 10 1.74 8 1.45
16 256 25 7.53 28 7.67 13 2.39 11 1.75 8 1.46
32 4 6 3.42 13 8.14 11 2.79 9 2.17 8 1.86
32 16 17 9.44 22 10.22 15 3.08 12 2.30 10 1.94
32 64 25 10.52 33 10.72 15 3.16 13 2.34 11 1.96
32 256 31 10.74 33 10.84 16 3.18 13 2.35 11 1.96
From these least squares computations, we can change base of the logarithm to obtain fits
λmax ≈ C(1 + logD(p2))2 (149)
with constants C ≈ 0.473, 0.354, 0.244, 0.191 and bases D ≈ 6.15, 31.6, 26.8, 23.1 for l = 1, 2, 3, 4, respectively. The
fit for the FETI-DP method yields C ≈ 0.626 and D ≈ 5.08. Since the smallest eigenvalue of the preconditioned
system is 1 and λmax is real and positive, we have
κ2
(
LTPCˆAˆCˆ
TLP
)
= λmax (150)
which agrees with (145). Note that increasing l from 1 to 2 appears to change the slope in Figure 5 but that further
increases in l tend primarily to decrease the offset of the curve. This is reflected in constants C and bases D as well
as in the number of iterations in Table 2 (the number of iterations are roughly halved when changing l from 1 to 2 but
only decrease mildly when going from 2 to 3 or 4). This means that for relatively small degree p, there is little value
in increasing l beyond 2 when solving Poisson problems. This result is not true when solving Helmholtz problems.
3.2. Convergence Tests for the Helmholtz Equation
We now perform similar tests for the Helmholtz equation and address the added complexities involved. We solve
(1) with α = I, β = −k2, and f = 0 on Ω = (−1, 1)2 subject to the same Dirichlet boundary condition on ∂Ω described
in Section 2.3.4. We use the same discretizations as described in Section 3.1 and vary element degree p, number
of elements N, and parameter l in the same ways. We repeat this exercise for several values of k from 1 to 101 in
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Figure 5: Dependence of the maximum eigenvalue of the preconditioned system λmax on polynomial degree p for the Poisson problem as a
function of parameter l. The FETI-DP plots correspond to the work reported in [25].
increments of 10. We do not spatially vary α so that the effect of k on the number of iterations is clear. Table 3 shows
the number of iterations required to reduce the relative residual by ten orders of magnitude for the cases k = 11, 21, 31.
We use the unmodified domain decomposition method without adding Robin boundary terms. Problems where the
number of iterations exceeds 100 are marked with a dash. Problems where condition (146) is satisfied are marked in
bold. In Table 3, we do not show the eigenvalue with maximum absolute value as it is not necessarily an indicator of
the condition number of the preconditioned system (now that the problem can be indefinite).
We note that often when N is small (the first and sometimes second row for each new value of p in Table 3)
the method converges but requires a relatively large number of iterations. This is not the regime we are interested
in because these tend to be low accuracy solutions to the BVP. For high accuracy, condition (146) does a good job
predicting which problems tend to converge with a small number of iterations, as desired. However, there are a small
number of cases where this criterion is met, but the method fails to convergence in under 100 iterations. In our data
set (which includes the data shown in Table 3 as well as data for k up to 101) there are 26 such failures out of a
total of 252 cases where l meets the criterion. It is interesting to note that, in every failure case, increasing l by 1
leads to convergence within 100 iterations. We attribute these failures to the fact that criterion (146) is based on a
dispersion analysis on an infinite grid and holds only when kh  1 [5]. For a more refined criterion, the same paper
contains the exact dispersion relation on an infinite grid. We find that the numbers of iterations in Table 3 are small
wherever the dispersion errors are small (taking care to replace p with l as in (146)). These observations suggest that
for the preconditioner to be effective, dispersion errors must be controlled for the coarse problem. Similar behaviour
is observed using the criteria from [7] where dispersion error is controlled on finite unstructured grids (although the
criteria now depend on two implicit constants).
Remark 7. It is important to consider the dispersion errors of the coarse problem rather than the global problem
when determining the efficacy of the preconditioner. For example, if we replace l by p in criterion (146) (giving a
global dispersion criterion) then there are 445 tests which fail to converge out of a total 724 cases satisfying this global
dispersion criterion. Increasing l by 1 in failure cases of this type does not lead to convergence. 
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Table 3: Number of iterations for PGMRES to reach convergence as a function of degree p, number of elements N, parameter l, and
wavenumber k for the Helmholtz problem.
k = 11 k = 21 k = 31
p N l = 1 l = 2 l = 3 l = 4 l = 1 l = 2 l = 3 l = 4 l = 1 l = 2 l = 3 l = 4
8 4 61 42 29 22 69 58 47 35 72 58 50 40
16 79 42 20 9 - - 69 42 - - - 95
64 88 27 10 7 - - 30 10 - - 98 34
256 - 15 9 7 - 51 11 7 - - 26 9
1024 - 12 8 6 - 21 9 7 - 54 11 7
16 4 65 45 32 24 - 93 76 61 - - - -
16 85 43 21 12 - - 73 46 - - - -
64 - 32 13 9 - - 33 12 - - - 36
256 - 19 11 9 - 62 13 9 - - 30 11
1024 - 15 11 8 - 26 11 9 - 67 13 9
32 4 67 46 34 25 - 94 78 63 - - - -
16 91 46 24 14 - - 78 49 - - - -
64 - 34 15 11 - - 37 15 - - - 38
256 - 22 13 11 - 72 15 11 - - 33 13
1024 - 17 13 11 - 31 13 11 - 79 15 11
64 4 69 47 35 26 - 95 80 64 - - - -
16 - 53 27 15 - - 83 52 - - - -
64 - 38 16 14 - - 42 17 - - - 43
256 - 25 15 13 - 75 18 14 - - 37 16
1024 - 20 15 12 - 36 15 13 - 89 18 13
The data in Table 3 was collected using grids and wavenumbers that avoid spurious resonant frequencies. In the
following, we construct an example to illustrate that spurious resonant frequencies can adversely affect convergence.
First, we solve the same BVP but with N = 64, p = 32, l = 3, and k = 16.55 with both the unmodified domain
decomposition method and the Robin boundary modified method. This wavenumber is close to, but not exactly, an
element resonant frequency k ≈ 16.56157163134991 (which was computed numerically). Parameter l was chosen
to satisfy (146). Figure 6 illustrates the relative residual as a function of number of iterations for both methods. We
terminate both methods when the relative residual has decreased by ten orders of magnitude. The behaviour in Figure
6 is typical in the sense that the modified method requires more iterations to converge than the unmodified method.
In both cases, the error in the computed solution measured in the H1 norm is on the order of 10−16.
Next, we repeat the same experiment but with k set to the spurious resonant frequency. The unmodified method
fails catastrophically after one iteration and returns a solution with error on the order of 105 (additional iterations
can reduce the norm of the preconditioned residual but do not succeed in reducing this error). The modified method
converges largely in the same way as in Figure 6 with a solution whose error is on the order of 10−16.
3.3. Electromagnetic Problems
In the following examples, we solve Maxwell’s source-free equations
∇ × E = − ∂
∂t
B, (151)
∇ ×H = ∂
∂t
D, (152)
∇ · D = 0, (153)
∇ · B = 0, (154)
subject to constitutive relations D = E and B = µH where E(x, t) is the electric field intensity, H(x, t) is the magnetic
field intensity, D(x, t) is the electric flux density, B(x, t) is the magnetic flux density, and  = 0r and µ = µ0µr are the
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Figure 6: Preconditioned relative residual ‖P−1rk‖2/‖P−1r0‖2 versus iteration number for the unmodified and modified Helmholtz problem.
Vector rk is the residual vector corresponding to (121) at the kth iteration.
permittivity and permeability tensors respectively, comprised of the permittivity of free space 0, permeability of free
space µ0, and relative permittivity r and permeability µr. These governing equations are subject to homogeneous
boundary condition
n × E = 0 (155)
on perfect electric conductors (whose boundary has normal n directed into the conductor) and continuity conditions
n × (E2 − E1) = 0, (156)
n × (H2 −H1) = 0, (157)
at discontinuities in tensors  and µ where E1 and H1 are fields to one side of the discontinuity and E2 and H2 fields
to the other side. The discontinuity is given along a boundary with normal n directed into the second region.
We assume time-harmonic solutions to Maxwell’s equations (for example, E(x, t) = <{Eˆ(x)e ωt}) so that the
time-harmonic solutions are governed by curl-curl equations
∇ × (µ−1∇ × Eˆ) = ω2Eˆ, (158)
∇ × (−1∇ × Hˆ) = ω2µHˆ. (159)
Since we strictly work with the time-harmonic quantities rather than their time-varying counterparts, we suppress the
hat notation in this paper. Although the quantities in (158)-(159) possess units, we will work with a set of scaled
quantities that are unitless using the change of variables
x˜ =
1
L
x, t˜ =
1
L
√
0µ0
t, H˜ =
1
H
H, E˜ =
1
H
√
0
µ0
E, (160)
and corresponding angular frequency ω˜ = L
√
0µ0ω where L and H are chosen constants (typically associated with
the wavelength of the phenomena and the peak amplitude of H, respectively, for a given problem). This change of
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variables results in permittivity ˜ = r and µ˜ = µr. We assume that all examples in the paper have been scaled in this
way and suppress the tilde notation.
All of our examples seek solutions to scattering problems on unbounded domains. To discretize such problems on
a finite domain, we use PMLs aligned with the coordinate axes. We define
si = 1 − σi(x)
ω
(161)
with σi(x) piecewise positive constant functions non-zero only where the PMLs are required and i = 1, 2, 3. In
addition, we let SPML = diag (s) and ΛPML = det (SPML)S−2PML so that, using the complex coordinate stretching approach
to implementing PMLs [32], we replace permittivity and permeability tensors with PML = ΛPML and µPML = ΛPMLµ.
Then E and H solve the original equations (158)-(159) in regions where σi(x) are all zero, but decay exponentially
to zero in the PMLs. We then terminate the domain of interest by using fictitious homogeneous boundary conditions
outside the PMLs.
In addition, all of our examples will be translation invariant in the x3 direction (E, H, , µ are independent of x3)
and will have permittivity and permeability structured as
 =
11 12 012 22 00 0 33
 , µ =
µ11 µ12 0µ12 µ22 00 0 µ33
 . (162)
As a consequence, solutions to either of (158)-(159) can be decomposed into independent transverse magnetic and
transverse electric modes (denoted by TMx3 mode and TEx3 mode, respectively). The TMx3 mode assumes a solution
to (158) with the third component of H and first and second components of E set to zero. Then a BVP of the form
(1) for the third component of E can be solved (from which the first and second components of H can be obtained
without solution of additional BVPs). A similar procedure can be performed to compute the TEx3 mode.
In our first three examples, we consider the TMx3 mode with both µ and  diagonal and spatially varying. The
third equation in (158) becomes
− ∂
∂x1
(
1
µ22
∂
∂x1
Ex3
)
− ∂
∂x2
(
1
µ11
∂
∂x2
Ex3
)
− ω233Ex3 = 0. (163)
We solve this equation by separating the total field Ex3 into a known incident field Ei and unknown scattered field Es
such that Ex3 = Ei + Es. Then (163) becomes (1) with
α =
[
µ−122 0
0 µ−111
]
, β = −ω233, φ = Es, f = ∇ · (α∇Ei) − βEi, (164)
and we enforce zero Dirichlet boundary conditions on φ on an enclosing boundary beyond the PML. The techniques
described in Section 2 are used to compute the scattered field.
3.3.1. Dielectric Cylinder
We begin with a classical example of scattering from an infinitely long dielectric cylinder [57] which we use to
demonstrate the accuracy of the method. The cylinder is coaxial with the x3 axis, has radius a = 1, and is enclosed
inside domain Ω = (−4, 4)2. We choose 33 = 4 inside the cylinder and 33 = 1 outside. Both µ11 = µ22 = 1 throughout
the domain. We select an incident plane wave Ei = e− ωk
T x with unit vector k so that
f = ω2(33 − kTαk)Ei (165)
and is non-zero only inside the cylinder. We set the direction k = e1 corresponding to propagation of the incident
wave in the positive x1 direction. We choose ω = 4 · 2pi so that the wavelength outside the cylinder is λ = 1/4 and the
domain is 32λ × 32λ in size.
To absorb the scattered wave, we include a PML of thickness w = 1 adjacent to each edge of Ω with σ1 non-zero
in the two bands x1 ∈ (−4,−3) and x1 ∈ (3, 4) (similarly, σ2 is non-zero when x2 ∈ (−4,−3) and x2 ∈ (3, 4)). Each
decay rate parameter takes the value 15 in their respective bands. Recall that the PML modifies the parameters 33,
µ11, and µ22 wherever σi is non-zero.
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We select a mesh (illustrated in Figure 7(a)) whose edges match boundaries in discontinuities in the parameters σi
and 33 (that is, at boundaries of the PML or at the boundary of the cylinder) using the mesh generation technique of
Section 2.2.3. In particular, elements in the quadtree near the cylinder boundary belong to the sixth level of refinement,
whereas elements away from the boundary are kept with four levels of refinement. All boundary projections and
Legendre expansions are computed to a tolerance of 10−12. Each element uses a degree 32 polynomial expansion
to represent the scattered field. We solve the associated discrete problem using the domain decomposition method
without Robin boundary modification (and do not use scaling) and terminate iteration when the relative residual has
decreased by 10−10. We use the criterion (146) to determine the smallest acceptable value of l then add one as a safety
precaution (see the discussion in Section 3.2). The mesh size h in (146) is chosen as the longest edge in the mesh (this
may be pessimistic in practice since many edges in the mesh may be smaller than h).
Figure 7(b) demonstrates the relative residual reduction as a function of iteration number for this problem. There
is a total of 640,332 unknowns in φ and the coarse problem matrix K is square with 9,909 rows. Factorization of this
matrix represents the main bottleneck of the domain decomposition method for high frequency problems because the
size of the coarse problem grows as the frequency is increased (because l is one factor that determines the size of K
and l must grow as the frequency grows to continue to satisfy (146)).
Figure 7(c) illustrates the real part of the computed scattered field Es and Figure 7(d) shows the point-wise error
|Es − Es,exact|. The exact solution (see, for example, [57]) is computed using the sum
Es,exact(r, ϕ) =

2
∞∑′
i=0
aiH
(2)
i (ωr) cos (iϕ) r ≥ a
−Ei + 2
∞∑′
i=0
ciJi(ωrr) cos (iϕ) r < a
(166)
where
ai = − −i
J′i (ωa)Ji(ωra) −
√
rJi(ωa)J′i (ωra)
H(2)′i (ωa)Ji(ωra) −
√
rH
(2)
i (ωa)J
′
i (ωra)
(167)
ci =
−(i+1)
piωa
2
H(2)′i (ωa)Ji(ωra) −
√
rH
(2)
i (ωa)J
′
i (ωra)
(168)
and ωr =
√
rω, r = 4, r = ‖x‖2, ϕ = atan2(x2, x1), and Ji denotes the Bessel function of the first kind of order i. The
primes on summation symbols in (166) require halving the i = 0 term and primes on Bessel and Hankel functions
require taking the derivative with respect to their arguments. We truncated the sum after 75 terms which was enough
for the series to converge in a disk large enough to include domain Ω. In both the solution and error figures, we
have shown the field in the PML region to emphasize that the scattered field decays to zero (in later examples, we
do not show the PML region since the solution is not physically relevant there). Note that the error is computed
to approximately 10 digits of accuracy throughout the physical domain (the error in the PML is large, but this is
expected). To achieve such high accuracy, it is necessary to accurately capture the curvilinear boundary and use a
PML with parameters w and σi chosen appropriately (as we have done here).
In addition to the scattered field, Figure 7(e) illustrates the computed radar cross section (RCS) of the cylinder and
Figure 7(f) its corresponding error at 1000 evenly spaced observation angles. The RCS (sometimes called scattering
width or echo width in two dimensions [32]) is given by
σ2D(ϕ, ϕi) = lim‖x‖2→∞
2pi‖x‖2 |Es|
2
|Ei|2 (169)
=
ω
4
|Efar|2 (170)
with far field integral
Efar(ϕ) =
∮
Γ
[
xˆ · n′Es(x′) − ( ω)−1n′ · ∇′Es(x′)]e ωxˆ·x′ dΓ′ (171)
and xˆ = [cos (ϕ), sin (ϕ)]T . We integrate over the boundary of the cylinder Γ. Since the dielectric cylinder is invariant
under rotations about the x3 axis, we do not need to consider multiple incident field directions ϕi and the solution in
Figure 7(c) is enough to characterize the RCS.
34
In practice, we evaluate the far field integral by performing local integrals over elements with curvilinear bound-
aries belonging to the cylinder. Each local integral is computed using Clenshaw-Curtis quadrature. The exact RCS
is computed by substituting the exact solution (166) into (171). The integrand is periodic and continuous so we can
use the Trapezoidal rule to compute the full boundary integral accurately. Figure 7(f) shows that the RCS determined
from the computed scattered field Es is accurate to 9 digits.
3.3.2. Eaton Lens
For our next example, we consider a lens problem based on one in [58]. We use this example to demonstrate
the method on a problem with more complicated spatial variation of permittivity and also to show how the method
behaves when increasing the frequency of the problem relative to the size of the domain. Our lens example is a two-
dimensional Eaton lens that is meant to bend electromagnetic beam fields by 90 degrees. Again, we work with the
TMx3 mode. The lens has spatially varying permittivity
33 =

[
n(‖x‖2)]2 ‖x‖2 ≤ a
1 otherwise
(172)
where the radially symmetric index of refraction n satisfies
n2 =
a
n‖x‖ 2 −
√(
a
n‖x‖2
)2
− 1. (173)
We choose radius a = 0.45 and compute n for a given ‖x‖2 when needed using Newton’s method with initial iterate 1.
Instead of an incident plane wave, we use an incident Gaussian beam Ei = H
(2)
0 (ω‖x− xc‖2)e−ω/2 with complex center
xc = [−0.76 − 0.5 , 0.275]T at frequency ω = 48 · 2pi which corresponds to a wavelength λ = 1/48 outside the lens.
We solve for the scattered field in domain Ω = (−0.75, 0.75)2 which is 72λ × 72λ in size.
The PML has thickness w = 0.1875 and decay rates σi = 37. Since the index of refraction is singular at the
origin, we truncate it at a radius of 1/30 and leave it constant inside that radius (choosing the constant so that 33 is
continuous). We resolve both this artificial radius and the radius a using a mesh that is one refinement finer than the
mesh in Section 3.3.1 to avoid having to compute large Legendre expansions for β (which is no longer smooth, only
continuous). We compute those coefficients to a reduced error tolerance of 10−6 and apply the domain decomposi-
tion method with a reduced relative residual reduction tolerance of 10−6 since we have already compromised on the
accuracy of such a solution by truncating the index of refraction. Degree 24 polynomials are used for all elements.
Otherwise, all other parameters are the same as in Section 3.3.1.
Figure 8(a) illustrates the real part of the total field Ei + Es for the Eaton lens. Clearly, the Gaussian beam is bent
by 90 degrees around the origin. Figure 8(b) shows the preconditioned relative residual as a function of the number
of iterations. A modest number of iterations is required to compute the solution. There are 1,717,500 unknowns in
φ with 58,629 rows in matrix K. This growth in the size of K relative to the dielectric cylinder problem in Section
3.3.1 is due to two factors: first, the increase in the problem size in terms of wavelength λ; second, the increase in the
number of elements (by refining the grid we introduce more edges).
3.3.3. Photonic Crystal Waveguide
Next, we consider a photonic crystal waveguide with geometry as described in [59]. In that paper, the dielectric
rods that constitute the photonic crystal are spatially varying Gaussian cylinders. We choose to replace those cylinders
with more conventional dielectric cylinders of constant permittivity (see, for example, [60]). Our method is capable
of handling both problems, but the circular rods are more challenging (we discretize using a finer mesh to capture
the circular boundary of each cylinder). We use this example to show how the method behaves when fine geometric
features must be captured by the mesh.
The photonic crystal is comprised of a 20 × 20 array of dielectric cylinders, each of radius a = 4/475, enclosed
in domain Ω = (−0.8, 0.8)2. The centers of the rods are spaced uniformly in the region [−0.4, 0.4]2. A channel is
removed along the 11th row and 15th column so as to form a type of waveguide bend (see Figure 9(b) for a schematic
of the centers of the rods). The rods each have permittivity 33 = 12.25 (corresponding to silicon) and are immersed
in free space 33 = 1. Again, we work with the TMx3 mode. The incident field is a plane wave with frequency ω = 50
corresponding to a free space wavelength of λ ≈ 1/8 so that the domain is approximately 13λ × 13λ in size. This
frequency is chosen to lie in the first bandgap of the photonic crystal.
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(a) Mesh used to compute the scattered field.
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(b) Preconditioned relative residual versus iteration number.
(c) Real part of the scattered field. (d) Logarithm of the absolute value of the error in the scattered
field (log10 |Es − Es,exact |).
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(e) Scattering width (RCS).
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(f) Logarithm of the absolute value of the error in the RCS.
Figure 7: Results for the dielectric cylinder problem described in Section 3.3.1.
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(a) Real part of the total field.
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(b) Preconditioned relative residual versus iteration number.
Figure 8: Eaton lens problem described in Section 3.3.2.
The PML has thickness w = 0.2 and decay rates σi = 37. The mesh has a maximum level of refinement of 9 and
a minimum level of refinement of 4. All elements have polynomial degree 8 and all expansions are computed to a
tolerance of 10−6. The iterative method is terminated with a relative residual reduction tolerance of 10−6. All other
unspecified parameters are chosen as in Section 3.3.1.
Figure 9(a) illustrates the mesh used to resolve the photonic crystal waveguide problem. The mesh is very fine
near dielectric cylinders and coarse away from them. Figure 9(a) shows a detailed view of the mesh in the vicinity
of one of the cylinders. Curvilinear elements are used to model the circular boundary. Similar mesh detail is used to
model the boundaries of the remaining 375 cylinders.
The real part of the total field Ei+Es is shown in Figure 9(b) (the PML region is not shown). By virtue of choosing
an incident field with frequency in the first bandgap of the photonic crystal, the total field is attenuated in the crystal,
but propagates through the waveguide channel. Figure 9(c) shows the reduction in the relative residual for the domain
decomposition method used to produce this solution. There are 3,662,658 unknowns in φwith 324,387 rows in matrix
K. A weakness of the domain decomposition method is evident in this example. In particular, because we use a fixed
number of constraints l along each edge in the mesh to assemble the coarse problem, when the mesh must capture
many fine features, the size of the coarse problem can grow rapidly. See Remark 4 for a related discussion concerning
mesh refinement near corners and a possible way to reduce the size of matrix K.
3.3.4. Perfect Electric Conducting Ogival Cylinder
In our final two examples, we consider the TEx3 mode. In the first of these two examples, both µ and  are
diagonal. The third equation in (159) becomes
− ∂
∂x1
(
1
22
∂
∂x1
Hx3
)
− ∂
∂x2
(
1
11
∂
∂x2
Hx3
)
− ω2µ33Hx3 = 0. (174)
Like with the TMx3 mode, we solve this equation by separating the total field Hx3 into a known incident field Hi and
unknown scattered field Hs such that Hx3 = Hi + Hs. Then (174) becomes (1) with
α =
[
−122 0
0 −111
]
, β = −ω2µ33, φ = Hs, f = ∇ · (α∇Hi) − βHi, (175)
and we enforce zero Dirichlet boundary conditions on φ on an enclosing boundary beyond the PML.
In this section, we consider scattering from an infinitely long, perfectly conducting, ogival cylinder. We use
this example to show that the method can be applied to geometries including corners and provide comparisons to the
existing literature [32]. The two boundary components of the ogive are circular arcs. Defining parameters ho = 2.07/2,
wo = 5/2, and ρo = (h2o + w
2
o)/(2ho), both arcs have radius ρo. The upper arc is comprised of points satisfying x2 ≥ 0
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(a) Mesh used to compute the scattered field. A detailed view near one dielectric rod appears on the left with the full mesh on the right.
(b) Real part of the total field. Centers of dielectric rods are shown
with black dots.
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(c) Preconditioned relative residual versus iteration number.
Figure 9: Results for the photonic crystal waveguide problem described in Section 3.3.3.
on the circle with center [0, ho − ρo]T . The lower arc is comprised of points satisfying x2 ≤ 0 on the circle with center
[0,−(ho − ρo)]T . The ogive measures 2wo along the x1 axis and 2ho along the x2 axis.
We solve for the scattered field in domain Ω = (−3.5, 3.5)2 \ Ωo where Ωo is the interior of the ogive. We assume
free space conditions  = I and µ = I throughout the domain. We choose the plane wave incident field
Hi = e ωk
T x (176)
which means, together with the free space assumption, that the forcing function f is zero. Note that the unit vector
k = [cos (ϕi), sin (ϕi)]T will be varied according to angle ϕi but that we will fix frequency ω = 2pi, as in [32]. This
gives a free space wavelength λ = 1 so that the domain is 7λ × 7λ in size.
We enforce the perfect electric conductor boundary condition (155) on the ogive boundary. In our problem setting,
(155) implies
n · (α∇Hx3 ) = 0 (177)
where n is the inward pointing normal to the perfect electric conductor. Thus to treat a scattering problem from a
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perfect electric conductor, we impose the inhomogeneous Neumann boundary condition
n · (α∇Hs) = −n · (α∇Hi) (178)
so that (3) takes parameters γ = 0 and q = −n · (α∇Hi). The perfect electric boundary condition (178) on the ogive
for the incident plane wave (176) requires
q = − ωnTαkHi (179)
with inward pointing normal
n(x) =
−1√
x21 +
(
x2 ± (ho − ρo))2
[
x1
x2 ± (ho − ρo)
]
(180)
(the sign changes depending on if on the upper or lower arc of the ogive).
A PML of thickness w = 0.4375 with decay rates σi = 16 is chosen to attenuate the scattered field. The quadtree
mesh is refined to a maximum level of 7 and minimum level of 4 with points [±wo, 0]T fixed in the mesh to preserve
the corners of the ogive (see Figure 10(a) for an illustration of this mesh). In all results, the solution is expanded with
degree 16 polynomials on all elements, and coefficient expansions and boundary representations are computed to a
tolerance of 10−6. The domain decomposition algorithm is run until the preconditioned relative residual is reduced by
a factor of 10−6.
First, we show results for a single angle of incidence ϕi = 0. Figure 10(b) shows the preconditioned relative
residual as a function of number of iterations associated with the computation of the real part of the scattered field,
illustrated in Figure 10(c) (the PML region is not shown). For comparison purposes, we reproduce Figure 4.23(b)
in [32] which demonstrates the ratio of the magnitude of the total field |Hx3 | and the incident field |Hi| observed at
the surface of the ogive. Figure 10(d) reproduces Figure 4.23(b) in [32], where s is the distance along the upper arc
of the ogive (or lower arc due to symmetry of the solution) measured from its leading edge (the rightmost corner
of the ogive). There are 269,926 unknowns in φ with 6,158 rows in matrix K. Our solution matches the moment
method integral equation reference solution (labelled MM Solution on the figure) and improves upon the reported
finite element solution with second order absorbing boundary conditions (labelled 2nd Order ABC on the figure).
Second, we compute the RCS of the ogive. We do so for 360 equally spaced incident angles ϕi and 360 observation
angles ϕ in [0, 2pi). The RCS is computed in the same way as (170) and (171) replacing Es with Hs and Efar with Hfar.
We choose the boundary of the ogive as Γ when computing the far field integral. Since the ogive is not invariant under
rotations about the x3 axis, we compute the bistatic RCS illustrated in Figure 10(e). We do so by computing Hs for a
given incident angle ϕi using the domain decomposition method, then compute (171) and (170) at the 360 observation
angles ϕ, repeating this process for every new incident angle. We also include the monostatic RCS (where incident
and observation angles are equal) for angles between 0 and 90 degrees in Figure 10(f) for direct comparison with
the result presented in Figure 4.25(b) in [32]. This corresponds to sampling the bistatic RCS along the line ϕi = ϕ
(only angles 0 to 90 degrees are required to characterize the monostatic RCS due to symmetries of the ogive). That
being said, we have not exploited any symmetries when computing the bistatic RCS of Figure 10(e) which shows
that such symmetries exist. Our monostatic RCS matches the moment method integral equation reference monostatic
RCS (labelled MM Solution on the figure) and improves upon the reported finite element monostatic RCS computed
with second order absorbing boundary conditions (labelled 2nd Order ABC on the figure).
3.3.5. Electromagnetic Cloak
As a final example, we consider the electromagnetic cloak in [61]. We use this example to show how the method
behaves with anisotropic, spatially varying permittivity and permeability and again demonstrate the accuracy of the
method. The cloak is meant to eliminate scattering from objects inside the radius R1 infinite cylinder coaxial with the
x3 axis. It is comprised of a layer of anisotropic and spatially varying permittivity and permeability that surrounds the
cylinder. In practice, anything can be placed inside the layer, but we will assume that the cylinder is a perfect electric
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(a) Mesh used to compute the scattered field.
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(b) Preconditioned relative residual versus iteration number.
(c) Real part of the scattered field.
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(d) Magnetic field observed at the surface of the ogive.
(e) Bistatic scattering width (RCS).
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(f) Monostatic scattering width (RCS).
Figure 10: Results for the ogive problem described in Section 3.3.4.
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conductor. The layer has outer radius R2 and its permittivity has components
ρ =
ρ − R1
ρ
, (181)
ϕ =
1
ρ
, (182)
33 =
(
R2
R2 − R1
)2
ρ, (183)
where ρ = ‖x‖2 and ϕ = atan2(x2, x1) are cylindrical coordinates. Conversion to Cartesian coordinates yields
11 = ρ cos2 ϕ + ϕ sin2 ϕ, (184)
12 = (ρ − ϕ) sinϕ cosϕ, (185)
22 = ρ sin2 ϕ + ϕ cos2 ϕ. (186)
The cloak also has µ =  so that both are of the form (162). Both the permeability and permittivity hold for R1 ≤
ρ ≤ R2. Note that ϕ is singular at radius R1 which can cause problems in our solver when computing Legendre
expansions. We regularize ϕ by adding a small quantity δ = 10−8 to its denominator. Outside the cloak layer, we
have free space with  = µ = I.
Working with the TEx3 mode and using the decomposition Hx3 = Hi + Hs, equation (159) becomes (1) with
α =
[
11 12
12 22
]
, β = −ω2µ33, φ = Hs, f = ∇ · (α∇Hi) − βHi. (187)
The simplicity of α is due to the fact that 1122 − 212 = 1.
Remark 8. This formulation is insufficient because it does not enforce tangential continuity (156) at the interface
between the cloaking layer and free space. This is a problem in this example but not in other examples presented in
Section 3 because of the discontinuity in  at an interface for the TEx3 mode (a discontinuity in µ would have the same
effect in TMx3 mode examples). To enforce tangential continuity, we add a boundary term to elements in free space
adjacent to the interface of the form ∫
Γ
ψn · (α2 − α1)∇Hi dΓ (188)
where α1 denotes α outside the cloak and α2 denotes α inside the cloak with n the unit normal into the cloak. This is
needed because (156) implies
n ·
(
α2∇(Hx3 )2 − α1∇(Hx3 )1
)
= 0 (189)
at interfaces but the weak form without the added boundary term only implies such a constraint on the scattered field
Hs rather than the total field Hx3 . Adding the boundary forcing term corrects the condition by including the effect of
the incident field Hi while only changing the interpretation of the Lagrange multipliers ν. Under this change, rather
than represent the normal flux of the scattered field, the Lagrange multipliers represent the normal flux of the total
field. 
In our example, we choose a plane wave incident field
Hi = e− ωk
T x (190)
with unit vector k = e1 and frequency ω = 20 · 2pi corresponding to a free space wavelength λ = 1/20. This choice
leads to the imposition of Robin boundary conditions (3) with parameters
γ = 0, q = − ωnT (α2 − α1)kHi, (191)
on the boundary between the cloak and free space (see Remark 8 for the orientation of the normal and the meaning of
subscripts 1 and 2) and Robin boundary conditions (3) with parameters
γ = 0, q = ωnTαkHi, (192)
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on the perfect electric conductor cylinder (see (178) from Section 3.3.4). Computation of the forcing function inside
the cloak (using the chain rule and product rule) gives
f =
[
ω2(µ33 − 11) − ω
(
∂11
∂x1
+
∂12
∂x2
)]
Hi (193)
with
∂11
∂x1
=
x1
ρ
(
∂ρ
∂ρ
cos2 ϕ +
∂ϕ
∂ρ
sin2 ϕ
)
+ 2
x2
ρ2
(ρ − ϕ) sinϕ cosϕ, (194)
∂12
∂x2
=
x2
ρ
(
∂ρ
∂ρ
− ∂ϕ
∂ρ
)
sinϕ cosϕ +
x1
ρ2
(ρ − ϕ)(cos2 ϕ − sin2 ϕ), (195)
and
∂ρ
∂ρ
=
R1
ρ2
, (196)
∂ϕ
∂ρ
= − R1
(ρ − R1)2 . (197)
In the presence of regularization, ϕ = ρ/(ρ − R1 + δ) so that this last derivative is (−R1 + δ)/(ρ − R1 + δ)2.
We choose the radius of the perfectly conducting cylinder as R1 = 0.1 and the outer radius of the cloak as R2 = 2R1.
We solve for the scattered field in domain Ω = (−0.8, 0.8)2 \ Ωc where Ωc is the interior of the perfect conducting
cylinder of radius R1. This domain is 32λ × 32λ in size. A PML with thickness w = 0.2 and decay rates σi = 70
is chosen to attenuate the scattered field. The quadtree mesh is refined to a maximum of 6 levels and minimum of
4. We use degree 10 polynomials outside the cloak and increase the degree of polynomials to 20 in a graded fashion
approaching the perfect conducting cylinder (the grading is based on how complicated the forcing function f is to
resolve using Legendre polynomials). All coefficient expansions and boundary representations are computed to a
tolerance of 10−12. We continue to choose the parameter l as in Section 3.3.1 and the domain decomposition method
is run until the preconditioned relative residual is reduced by a factor of 10−10.
Figure 11(a) illustrates the real part of the computed total field Hx3 for the electromagnetic cloak problem. Outside
the cloak, the total field appears to be identical to the incident field, as though no scatterer were present. Figure11(b)
shows the preconditioned relative residual as a function of number of iterations. There are a total of 117,791 unknowns
in φ and 9,676 rows in matrix K. Figure 11(c) shows the base ten logarithm of the pointwise absolute error in the
total field (this is the same as measuring the scattered field since we take the incident field as exact solution). Note
that, as expected, the error in the cloak is large (on the order of 1 depicted in yellow) but that, immediately outside
the cloak, the error is on the order of 10−5 (depicted in green) and that the error decays to zero in the PML (depicted
in blue). The fact that we only recover 5 digits of accuracy is a consequence of the choice of regularization parameter
δ and not our discretization. Decreasing δ decreases the error, but makes computing the Legendre expansions near
the cylinder increasingly costly. The error is small in the PML because the PML causes the scattered wave to decay
to zero which happens to be the desired solution for this example (in almost all other scattering problems, this decay
would cause the error to be large in the PML; see Section 3.3.1, for example). Figure 11(d) shows the RCS of the
cloak, computed in the same way as in Sections 3.3.1 and 3.3.4. We choose the surface for the far field integral to
be the interface between the cloak and free space. The RCS confirms that the cloak is effective at reducing reflected
waves, as expected.
4. Conclusions
In this paper, we have described an efficient iterative method suitable for obtaining high accuracy solutions to
high frequency time-harmonic scattering problems and have shown how this method can be used to solve certain
challenging electromagnetic problems in two dimensions. The method is a generalization of FETI-DP and can be
viewed as a method of FETI-DPH type with a coarse space that can be grown so that the number of iterations of
PGMRES depends only weakly on the frequency k for Helmholtz problems. As with all domain decomposition
methods, the size of the associated coarse problem remains a computational bottleneck and can be particularly large
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(a) Real part of the total field.
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(b) Preconditioned relative residual versus iteration number.
(c) Logarithm of the absolute value of the scattered field
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Figure 11: Results for the electromagnetic cloak problem described in Section 3.3.5.
for problems with fine mesh features (for example, see Section 3.3.3) or for high frequency problems (for example,
see Section 3.3.2).
For these reasons, future work is aimed at reducing the size of the coarse problem. Since we intend to apply
the method in an hp-adaptive framework, relaxing the constraint that each element belong to its own subdomain is
important. Aggregating small elements of low degree near singularities or fine features into subdomains is one way to
reduce the size of the coarse space (as in standard low polynomial degree domain decomposition methods). Another
approach to reducing the size of the coarse problem involves choosing the number of constraints per edge l in a non-
uniform manner reflecting the non-uniform refinement of the mesh. Both of these changes may extend the range of
problems for which the method is efficient.
While our mesh generation procedure has been applied to force many elements to be affine maps of the canonical
domain (−1, 1)2, this can come at the expense of relatively poorly shaped elements near boundaries. These elements
can require Legendre expansions of high degree to capture the variation of the map with sufficient accuracy. Future
work includes improving the shape quality of elements near boundaries. One possible approach is to allow a larger
number of elements with maps that are not affine, but whose maps, on average, are closer to affine than those in the
current method. When maps are nearly affine, low order terms in the Legendre expansions representing effective
parameters on elements allow us to use the local fast solver as a preconditioner.
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Finally, all computations presented in this paper were performed using MATLAB on a workstation with a four
core Intel Xeon E5-1603 processor and 32 GB of RAM. Future work includes implementation of the algorithm in
C/C++ using MPI so as to test parallel scalability of the method. This is particularly crucial when implementing the
method in three dimensions with local polynomial degree higher than the choices made in this paper. Extension to
three-dimensional electromagnetic scattering problems via discretization of the curl-curl equation is planned.
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