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Gene assembly in ciliates
Local complementation
Circle graph
a b s t r a c t
Weconsider sequences of local and edge complementations on graphswith loops (we allow
local complementation only on looped vertices). We recall that these operations together
form the matrix operation of principal pivot transform (or pivot) restricted to graphs. This
fact is not well known, and as a consequence various special cases of the properties of
pivot have been rediscovered multiple times. In this paper we give a gentle overview of
various properties of pivot for local and edge complementations on graphs. Moreover,
we relate the pivot operation to perfect matchings to obtain a purely graph-theoretical
characterization of the effect of sequences of pivot operations. Finally, we show that two of
the three operations that make up a formal graph model of the biological process of gene
assembly in ciliates together form the matrix operation of Schur complement restricted to
graphs.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The operation of local complementation for a vertex in a graph takes the neighbourhood of that vertex in the graph
and replaces that neighbourhood by its graph complement. The related operation of edge local complementation (or edge
complementation for short) takes an edge in the graph and toggles edges in a particular way based on how its endpoints are
connected to the endpoints of the given edge.
The operations are related in a natural way to circle graphs (also called overlap graphs). Given a finite set of chords of a
circle, the circle graph contains a vertex for each chord, and two vertices are connected if the corresponding chords cross.
Taking out a piece of the perimeter of the circle delimited by the two endpoints of a chord, and reinserting it in reverse,
changes the way the chords intersect, and hence changes the associated circle graph. The effect of this reversal on the
circle graph can be obtained by a local complementation on the vertex corresponding to the chord. Similarly, interchanging
two pieces of the perimeter of the circle, each starting at the different endpoints of one common chord and ending at the
endpoints of another, can be modelled by edge complementation in the circle graph.
Circle graphs naturally occur in theories of genetic rearrangements [13,8], and also the local and edge complementation
operations are applied in various settings, such as in the theories of Eulerian tours in 4-regular graphs [15], equivalence of
certain codes [6], rank-width of graphs [17], and quantum graph states [24].
In the present paper we are interested in sequences of local and edge complementations in graphs where loops are
possible—we allow local complementation only on looped vertices. In this setting local and edge complementation can be
interpreted as the matrix operation of principal pivot transform (called pivot for short) [22,21] applied on the adjacency
matrix of the graph [11].
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The definition of edge complementation in the literature usually distinguishes three disjoint neighbourhoods in the
graph, and edges are updated according to the neighbourhoods to which the endpoints belong. Describing the effect
of a sequence of edge complementation operations in terms of neighbourhood connections is involved—the number of
neighbourhoods to consider grows exponentially in the size of the sequence.
It turns out that by considering local and complementation as the pivot operation we can more effectively describe the
effect of sequences of pivot operations. As a consequence, we trivially obtain that the result of a sequence of local and edge
complementation only depends on the nodes involved (with multiplicity modulo 2). Various special case of this result have
been rediscovered [17,12,1,14]. Also, we find that for any applicable sequence of local and edge complementation there
exists an equivalent reduced sequence where each node appears at most once in the sequence.
Subsequently, we relate pivot to perfect matchings, a perfect matching is a set of edges that forms a partition of the set of
vertices, to obtain a graph-theoretical characterization. We find that the existence of an edge between two given unlooped
vertices after a sequence of pivots directly depends on the number (modulo two) of perfect matchings in the subgraph
induced by the two vertices and the vertices used in the pivot sequence (with ‘multiplicity’ if vertices occur more than
once).
This paper is a revised edition of our arXiv contribution [2]. Recently Pflueger [19] has independently observed the
importance of pivots for the theory of gene assembly in ciliates.
2. Preliminaries
We use⊕ to denote both the logical exclusive-or (addition over GF(2)) as well as the related set operation of symmetric
difference.
Let V be a finite set, and let A be a V × V matrix (i.e., a matrix where the columns and rows are indexed by V ). For a set
X ⊆ V we use A[X] to denote the principal submatrix induced by X (i.e., the rows and columns are indexed by X). Moreover,
we define A \ X = A[V \ X].
By graph we mean an undirected graph G where loops are allowed, but parallel edges are not allowed. More precisely,
G = (V , E) where V is a finite set of vertices and E ⊆ {{x, y} | x, y ∈ V } (we have {x} ∈ E iff x is a looped vertex). We use
V (G) and E(G) to denote its set of vertices V and set of edges E of G, respectively. In fact, if the graph G is clear from the
context of considerations, then we also denote V (G) simply by V .
For X ⊆ V , we denote the subgraph of G induced by X as G[X]. Let NG(v) = {w ∈ V | {v,w} ∈ E, v ≠ w} denote the
neighbourhood of vertex v in graph G.
With a graph G one associates its adjacency matrix A(G), which is a V × V matrix au,v over GF(2) with au,v = 1 iff
{u, v} ∈ E. Obviously, for X ⊆ V , A(G[X]) = A(G)[X].
We oftenmake no distinction between G and A(G) and sowewrite, e.g., detG to denote det A(G), the determinant of A(G)
computed over GF(2). In this way, graphs correspond precisely to symmetric V × V -matrices over GF(2). By convention,
the determinant of the empty matrix (or graph) is 1.
3. Pivot operation
We recall in this section the graph operations of local and edge complementation. As observed in [11], these graph
operations arise as a special case of a matrix transformation operation called principal pivot transform.
3.1. Matrices
Let A be a V × V -matrix (over an arbitrary field), and let X ⊆ V be such that A[X] is nonsingular, i.e., det A[X] ≠ 0. The





with P = A[X]. Then
A ∗ X =

P−1 −P−1Q
RP−1 S − RP−1Q

.
Matrix (A ∗ X) \ X = S − RP−1Q is called the Schur complement of X in A. Hence, A ∗ X is defined iff A[X] is nonsingular. We
will say that ∗X is applicable to A iff A ∗ X is defined.
The pivot is sometimes considered a partial inverse, as A and A ∗ X are related by the following characteristic equality,






















Note that if det A ≠ 0, then A ∗ V = A−1. By Eq. (1) we see that a pivot operation is an involution (i.e., operation of order 2),
and more generally, if (A ∗ X) ∗ Y is defined, then A ∗ (X ⊕ Y ) is defined and they are equal.
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In order to apply the pivot ∗ X to matrix A it is required that A[X] is nonsingular. The following fundamental result on
pivots is due to Tucker [22] (see also [5, Theorem 4.1.1] and [18]). This result allows one to formulate the applicability of the
pivot ∗ Y to the resulting matrix A ∗ X in terms of applicability of the pivot ∗ (X ⊕ Y ) to the original matrix A.
Proposition 1 ([22]). Let A be a V×V-matrix, and let X ⊆ V be such that A[X] is nonsingular. Then, for all Y ⊆ V , det(A∗X)[Y ]
= det A[X ⊕ Y ]/ det A[X].
We remark here that Proposition 1 for the case Y = V \ X is called the Schur determinant formula, det((A ∗ X) \ X) =
det A/ det A[X], and was shown already in 1917 by Issai Schur, see [20].
It is easy to verify from the definition of pivot that A∗X is skew-symmetric whenever A is (a matrix A is skew-symmetric
if A = −AT , where AT denotes the transpose of A).
3.2. Graphs
From now onwe restrict our attention in this paper to (undirected, and loops allowed) graphs, i.e., to symmetric matrices
over GF(2). Note that if G is a graph, then, since the notions of skew-symmetric and symmetric coincide over GF(2), G ∗ X
is also a graph.
We may now trivially specialize Proposition 1 to graphs.
Theorem 2. Let G be a graph and let X ⊆ V (G) such that G[X] is nonsingular. Then, for all Y ⊆ V , (G ∗ X)[Y ] is nonsingular iff
G[X ⊕ Y ] is nonsingular.
It is noted in Little [16] that singularity of G over GF(2) has a combinatorial graph interpretation: det(G) = 0 (i.e., G is
singular) iff there exists a non-empty set S ⊆ V (G) such that every v ∈ V (G) is adjacent to an even number of vertices in S
(a vertex is adjacent to itself iff it has a loop). Indeed, S represents a linear dependent set of columns modulo 2.
For a graph G and nonempty X ⊆ V , X is called an elementary in G if G[X] is nonsingular and for all nonempty Y ⊂ X ,
G[Y ] is singular. Hence, if X is elementary in G, then G∗X is defined but G∗Y is not defined for any nonempty proper subset
of X . It is observed in [11] that if X is elementary in G, either (1) X = {u} ∈ E(G) (i.e., X is a loop) or (2) X = {u, v} ∈ E(G)
and {u}, {v} ∉ E(G). A pivot of Case (1) is called local complementation and a pivot of Case (2) is called edge complementation.
Local complementation. If vertex u has a loop in G, then the matrix G[{u}] is equal to the 1 × 1 identity matrix: uu 1 .
Hence, ∗{u} is indeed applicable to G and
G ∗ {u} =
 u V \ {u}
u 1 χ Tu
V \ {u} χu G[V − u] − χuχ Tu

,
where χu is the column vector belonging to u without element at position (u, u). From this description it follows that the
local complement G ∗ {u} is obtained from G by complementing the neighbourhood NG(u) of u: {x, y} ∈ E(G ∗ {u}) iff
({x, y} ∈ E)⊕ ({x, u} ∈ E ∧ {y, u} ∈ E) (we allow x = y). Note that, as a consequence of the case x = y, for v ∈ NG(u), v is a
looped vertex of G iff v is not a looped vertex of G ∗ {u}.
Note that local complementation in this paper is only defined for looped vertices. We remark that the results in this
paper do not carry over straightforwardly to local complementation for unlooped vertices; in order to interpret the results
for local complementation on unlooped vertices one needs to consider loop complementation as well [4].




. Hence, ∗{u, v} is indeed applicable to G and
G ∗ {u, v} =

u v V \ {u, v}
u 0 1 χ Tv
v 1 0 χ Tu
V \ {u, v} χv χu G[V − u− v] − (χvχ Tu + χuχ Tv )

where χu is the column vector of G belonging to uwithout elements at positions (u, u) and (v, u) (and similarly for χv).
Example 3. The (adjacency matrix of) graph G and its pivot G ∗ {2, 3} are respectively

1 2 3 4 5 6
1 0 0 1 0 0 1
2 0 0 1 1 1 0
3 1 1 0 1 0 1
4 0 1 1 0 0 1
5 0 1 0 0 0 1
6 1 0 1 1 1 0


1 2 3 4 5 6
1 0 1 0 1 1 1
2 1 0 1 1 0 1
3 0 1 0 1 1 0
4 1 1 1 0 1 0
5 1 0 1 1 0 0
6 1 1 0 0 0 0

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Fig. 1. Pivot on an edge {u, v} in a graph. Adjacency between vertices x and y is toggled iff x ∈ Vi and y ∈ Vj with i ≠ j. Note that u and v are adjacent to
all vertices in V3 — these edges are omitted in the diagram. The operation does not affect edges adjacent to vertices outside the sets V1, V2, V3 , nor does it
change any of the loops.
Fig. 2. A graph G and its pivot G ∗ {2, 3}, cf. Example 5.
The (adjacency matrix of) graph G ∗ {2, 3} is obtained from G by swapping the neighbours of 2 and 3, given by χ T2 = 1 4 5 6
0 1 1 0

, and χ T3 =
 1 4 5 6
1 1 0 1

, and by adding the product χ2χ T3 , and its transpose χ3χ
T
2 to the submatrix of the
remaining vertices G[V − 2− 3], given by respectively

1 4 5 6
1 0 0 0 0
4 1 1 0 1
5 1 1 0 1
6 0 0 0 0
,

1 4 5 6
1 0 1 1 0
4 0 1 1 0
5 0 0 0 0
6 0 1 1 0
, and

1 4 5 6
1 0 0 0 1
4 0 0 0 1
5 0 0 0 1
6 1 1 1 0
.
Note that the element at position (x, y) in (χvχ Tu + χuχ Tv ) is 1 iff (({x, v} ∈ E ∧ {y, u} ∈ E)⊕ ({x, u} ∈ E ∧ {y, v} ∈ E)).
Wemay now straightforwardly extend this characterization to the full graph G∗{u, v} by defining x ∼G y if either {x, y} ∈ E
or x = y. Thus we obtain an easy extension of the characterization of Oum [17] from simple graphs to graphs where loops
are allowed.
Lemma 4 ([17]). Let G be a graph, and let {u, v} ∈ E(G)where u and v are unlooped vertices. We have {x, y} ∈ E(G ∗ {u, v}) iff
({x, y} ∈ E(G))⊕ ((x ∼G u) ∧ (y ∼G v))⊕ ((x ∼G v) ∧ (y ∼G u))
for all x, y ∈ V (G) (we allow x = y).
For a vertex x consider its closed neighbourhood N ′G(x) = NG(x) ∪ {x} = {y ∈ VG | x ∼G y}. The edge {u, v} partitions
the vertices of G connected to u or v into three sets V1 = N ′G(u) \ N ′G(v), V2 = N ′G(v) \ N ′G(u), V3 = N ′G(u)∩ N ′G(v). Note that
u, v ∈ V3. Let {u, v} ∈ E(G). Then G ∗ {u, v} is obtained from G by ‘toggling’ all edges between different Vi and Vj: for {x, y}
with x ∈ Vi and y ∈ Vj (i ≠ j): {x, y} ∈ E(G) iff {x, y} /∈ E(G ∗ {u, v}), see Fig. 1. The remaining edges remain unchanged.1
Example 5. For graphG depicted on the left-hand side of Fig. 2we have the closed neighbourhoodsN ′G(2) = {2, 3, 4, 5}, and
N ′G(3) = {1, 2, 3, 4, 6}. The neighbourhoods are indicated by ‘‘labels’’ next to the vertices. The graph G ∗ {2, 3} (right-hand
side of Fig. 2) is obtained from G by toggling the edges between vertices that differ in at least one of these neighbourhoods,
i.e., that do not have the same non-empty ‘‘label’’.
Notice that edge complementation is (only) applicable to an edge without loops, and moreover does not introduce or
remove loops. Hence edge complementation is a natural graph operation for simple graphs (i.e., graphs without loops) —
indeed, most often edge complementation is only considered for simple graphs in the literature.
1 The description of the definition of edge complementation in the literature usually adds the rule that the vertices u and v are swapped. Here this is
avoided by including u and v in the set V3 .
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Fig. 3. A circle graph G and its pivot G ∗ {2, 3}, cf. Example 6, along with circular string representations of the graphs.
3.3. Circle graphs
The operations of local and edge complementation have a natural interpretation for circle graphs (also called overlap
graphs), see, e.g., Kotzig [15]. We illustrate this interpretation by an example.
Example 6. We start with six segments, of which the relative positions of the endpoints can be represented by the string
3 5 2 6 5 4 1 3 6 1 2 4.
The ‘entanglement’ of these intervals can be represented by the circle graph given on the left-hand side of Fig. 3. When
we apply edge complementation on {2, 3}we obtain the graph on the right-hand side. The resulting graph is the circle graph
of 3 6 1 2 6 5 4 1 3 5 2 4.
4. Sequences of pivots
In this section we study sequences of local and edge complementations that are applied consecutively to a graph. The
results in this section follow trivially from the linear algebraic characterization of these graph operations in Section 3.
However this perspective is not well known, which is apparent from the fact that various special cases were obtained
independently and using non-linear-algebraic approaches. The general result in this section seems hard to obtain if one
uses, e.g., purely graph-theoretical arguments.
We assume left associativity of the pivot operation, i.e., G ∗ X ∗ Y denotes (G ∗ X) ∗ Y . Let ϕ = ∗ X1 ∗ X2 · · · ∗ Xn be a
sequence of pivot operations. The support of ϕ, denoted by sup(ϕ), is defined as

i Xi, i.e., the set of vertices that occur an
odd number of times in ϕ.
Theorem 7. If ϕ and ϕ′ are applicable sequences of local and edge complementations for G, then sup(ϕ) = sup(ϕ′) implies
Gϕ = Gϕ′.
Proof. We have recalled that for any matrix A, if (A∗X)∗ Y is defined, then A∗ (X ⊕ Y ) is defined and they are equal. Hence
we apply this to sequences of operations and obtain Gϕ = G ∗ sup(ϕ) = G ∗ sup(ϕ′) = Gϕ′. 
As a direct corollary to Theorem7, ifϕ is a sequence of local and edge complementations applicable toG, thendetG[S] = 1
with S = sup(ϕ).
Note that by Theorem 7, when calculating the orbit of graphs under the pivot operation, as done in [6], we need not
consider every sequence—only those that have different support.
It is easily verified that, {x} ∈ E(G) iff (detG[{x}]) = 1, and {x, y} ∈ E(G) iff (det(G[{x, y}]) = 1)⊕ ((det(G[{x}]) = 1) ∧
(det(G[{y}]) = 1)) (for all x, y ∈ V (G)with x ≠ y). We thus obtain the following characterization of the resulting graph Gϕ.
Theorem 8. Let ϕ be an applicable sequence of local and edge complementations for a graph G, and let S = sup(ϕ). Let
x, y ∈ V (G) with x ≠ y. Then
• {x} ∈ E(Gϕ) iff det(G[S ⊕ {x}]) = 1, and
• {x, y} ∈ E(Gϕ) iff
(det(G[S ⊕ {x, y}]) = 1)⊕ ((det(G[S ⊕ {x}]) = 1) ∧ (det(G[S ⊕ {y}]) = 1)).
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Note that if G is a simple graph, then Theorem 8 reduces to an easy expression: for all x, y ∈ V (G), x ≠ y, {x, y} ∈ E(Gϕ)
iff det(G[S ⊕ {x, y}]) = 1.
As mentioned above, various special cases of Theorem 7 were obtained independently. In particular, we mention two
examples known from the literature: the triangle equality (involving three vertices) and commutativity (involving four
vertices). Arratia et al. give a proof [1, Lemma 10] of the triangle equality involving certain graphs with 11 vertices.
Independently Genest obtains this result in his thesis [12, Proposition 1.3.5]. The cited work of Oum [17, Proposition 2.5]
also contains a proof which uses Lemma 4.
Corollary 9. If u, v, w are three distinct unlooped vertices in graph G such that {u, v} and {u, w} are edges. Then G ∗ {u, v} ∗
{v,w} = G ∗ {u, w}.
Proof. As v and w are unlooped, by Theorem 2, {v,w} is an edge in G ∗ {u, v} iff G ∗ {u, v}[{v,w}] is nonsingular iff
G[{v,w} ⊕ {u, v}] = G[{w, u}] is nonsingular. The latter holds as {u, w} is an edge in G where u and w are unlooped.
Hence both sides of the equality are well defined, and thus the result follows from Theorem 7. 
Another result that fits in this framework is the commutativity of edge complementation on disjoint sets of nodes. It
was obtained by Harju et al. [14] (with its erratum [3]) studying graph operations modelled after gene rearrangements in
organisms called ciliates. The property states that two disjoint edge complementations, when applicable in either order,
have a result independent of the order in which they are applied.
The next result is also proved in [23, Corollary 7] using linear fractional transformations. It states that ‘twins’ stay ‘twins’
after pivot. Here we obtain it as a consequence of Theorem 7.
Corollary 10. Let u, v be unlooped vertices in a graph G such that their closed neighbourhoods are equal, i.e., N ′G(u) = N ′G(v).
Then, for each applicable sequence ϕ of edge complementations, N ′Gϕ(u) = N ′Gϕ(v).
Proof. First we observe that, over GF(2), det(G[X]) = det(G[X ⊕ {u, v}]) for arbitrary X ⊆ V (G). If X contains exactly one
of u and v, then G[X] and G[X ⊕ {u, v}]) are isomorphic. Otherwise, assume X does not contain u, v. G[X] is singular iff
there is a nonempty set S ⊆ V (G) such that every vertex in X has an even number of neighbours in S (see the remark below
Theorem 2 on a remark by Little). Any such S ⊆ X can be extended to a similar set S ′ ⊆ X ⊕ {u, v}] for G[X ⊕ {u, v}] by
adding {u, v} to S in case u and v have an odd number of neighbours in S. Conversely any ‘even neighbour set’ S ′ ⊆ X⊕{u, v}
for G[X ⊕ {u, v}] can be restricted to one for G[X] after observing that u, v are either both in S ′ or both outside S ′.
Let S = sup(ϕ) and x ∈ V (G). We have x ∈ N ′Gϕ(u) iff det(Gϕ[{u}⊕{x}]) = 1 iff (by Theorem 2) det(G[S⊕{u}⊕{x}]) = 1
iff (by the observation above) det(G[S ⊕ {v} ⊕ {x}]) = 1 iff det(Gϕ[{v} ⊕ {x}]) = 1 iff x ∈ N ′Gϕ(v). 
Note that the result does not hold for sequences of pivot in general, for instance for local complementation with respect
to one of the twins u and v.
5. Reduced sequences
Wehave seen that if we have an applicable sequence of pivots, then the result of that series of operations only depends on
the support, the set of vertices occurring an odd number of times as a pivot-vertex.We call a sequence of pivots reduced [12]
if no vertex occurs more than once in the pivots.
It turns out that for any applicable sequence of pivots with support S there exists a reduced applicable sequence of pivots
with support S. Moreover, this reduced sequence can be obtained using a greedy strategy.
Let G be a graph, and let S ⊆ V (G) be the support of an applicable sequence ϕ of pivots for G. Wewill construct a reduced
sequence of pivots with support S. Obviously we may assume that S is non-empty. Observe that since G[S] is nonsingular,
∗S is applicable to G. By [11] (recall Section 3.2), there is an elementary pivot ∗X1 applicable to G with X1 ⊆ S. Now, by
Theorem 2, G[S] is nonsingular iff G∗X1[S \X1] is nonsingular. By iteration, we obtain a reduced sequence ϕ′ = ∗X1 · · · ∗Xn
of pivots with support equal to the support of ϕ.
Theorem 11. Let S be a set of vertices of graph G. Then detG[S] = 1 iff there exists a (reduced) sequence of local and edge
complementation ϕ with support S that is applicable in G.
The possibility to construct an applicable reduced sequence with given support depends on the fact that there must be
at least one edge (which may be a loop) to obtain a non-zero determinant. In fact, every column in the matrix must contain
at least one non-zero element. This means we may arbitrarily choose one vertex u ∈ X of the elementary pivot ∗X .
As an example, we return to the topic of commutativity. It is known that if ∗ {u, v} ∗ {w, z} is applicable, then we cannot
conclude that ∗ {w, z} ∗ {u, v} is applicable. However, detG[u, v, w, z] = 1, so we can construct an applicable sequence
with support {u, v, w, z}. Fixing z we know that there is an edge adjacent to that vertex, which can be either {w, z}, {v, z}
or {u, z}. When pivoting over this edge, the remaining two vertices must form an edge in the graph.
Hence, we have shown the following fact: if, for different vertices, ∗ {u, v} ∗ {w, z} is applicable, then either at least one
of the pivot sequences ∗ {w, z} ∗ {u, v}, ∗ {v, z} ∗ {u, w}, or ∗ {u, z} ∗ {v,w} is applicable. This is essentially Lemma 1.2.11
of [12].
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6. Pivots and perfect matchings
To make the transition from the algebraic notion of determinant to equivalent combinatorial terminology we consider
the concept of perfect matching for graphs, adapted to the case where loops are allowed. A (generalized) perfect matching
of graph G is a partition P of V (G) such that P ⊆ E(G). Thus P consists of (disjoint) vertices and edges of G covering V (G).
Like the determinant, the permanent of a square matrix is computed by considering all permutations and choosing
matrix elements in positions according this permutation. For the permanent the sign of the permutation is ignored. As
we here consider GF(2), permanent and determinant are equal. As each permutation of nonzero elements in the adjacency
matrix corresponds to a vertex cycle cover of the graph, the permanent equals the number of these vertex cycle covers.
This observation is used by Little [16] to show there is a direct correspondence between (the parity of) the determinant of
a graph and (the parity of) the number of perfect matchings in that graph.2 The permanent counts the vertex cycle covers,
including the perfect matchings, which occur as cycle covers that have only cycles of length one and two (representing
disjoint vertices and edges). Little observes that the other cycle covers must occur an even number of times, thus showing
the equality between the determinant, permanent, and number of perfect matchings of G over GF(2).
This equality between the determinant and the number of perfectmatchings of a graph allows us to reformulate results in
terms of graph properties, rather than properties of the associated adjacencymatrix.We also give an application, illustrating
that the link to perfect matchings gains some useful intuition. Let pm(G) be the number of perfect matchings of G, modulo 2.
Thus, for a graph Gwe know that det(G) = pm(G).
We may now rephrase Theorem 11 by replacing det by pm.
Theorem 12. Let S be a set of vertices of a graph G. Then pm(G[S]) = 1 iff there exists a (reduced) sequence of local and edge
complementation ϕ with support S that is applicable in G.
Similarly, we rephrase Theorem 8. For convenience, we restrict to the case of simple graphs.
Theorem 13. Let ϕ be an applicable sequence of local and edge complementations for a simple graph G, and let S = sup(ϕ).
Then, for all x, y ∈ V (G), {x, y} ∈ E(Gϕ) iff pm(G[S ⊕ {x, y}]) = 1.
For small graphs the number of perfect matchings might be easier to determine by hand than the determinant. For
instance, for a simple graph G on four nodes there are only three pairs of edges that can be present to contribute to the
value pm(G).
Hence, by Theorem 8, for vertices x and ywith x ≠ y, {x, y} ∈ E(G ∗ {u, v}) iff det(G[{u, v} ⊕ {x, y}]) = 1 iff pm(G[{u, v}
⊕ {x, y}]) = 1 iff
((x ∼G y) ∧ (u ∼G v))⊕ ((x ∼G u) ∧ (y ∼G v))⊕ ((x ∼G v) ∧ (y ∼G u))
holds. Note that, since u ∼G v holds and x ∼G y iff {x, y} ∈ E(G), this is precisely Lemma 4!
A commutativity result is obtained in [14, Theorem 6.1(iii)]. Assume {u, v} and {z, w} are edges in G on four different
vertices u, v, w, z. Then both ∗ {u, v} ∗ {w, z} and ∗ {w, z} ∗ {u, v} are applicable iff the induced subgraph G[{u, v, w, z}]
has no loops, and is not isomorphic to C4 or D4.
Its proof in [14] is not difficult; a simple case analysis suffices. Here we consider perfect matchings to show the result.
Both ∗ {u, v} ∗ {w, z} and ∗ {w, z} ∗ {u, v} are applicable iff pm(G[u, v, w, z]) = 1 and u, v, w, z are unlooped. Thus the
subgraph G[u, v, w, z] must contain either one or three perfect matchings, where the first {{u, v}, {w, z}} is given. Two
perfect matchings occur precisely when the subgraph is isomorphic to C4 or D4.
As is noted just below Theorem 2, we may equivalently look for a non-empty set S such that every v ∈ V (G) is adjacent
to an even number of vertices of S. E.g., for D4 we can take S to be the set of the two vertices that are not connected by an
edge.
Also the observation det(G[X]) = det(G[X⊕{u, v}]) in the proof of Corollary 10 has an easy argument in terms of perfect
matchings. If u, v /∈ X , then the perfectmatchings inG[X⊕{u, v}] are those inG[X] plus the edge {u, v}, and an even number
of perfect matchings without that edge.
2 Originally the argumentation is for simple graphs, but it can be used unchanged when loops are allowed in graphs and perfect matchings.
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7. Application to gene assembly in ciliates
Local and edge complementation for graph (where loops are allowed) turns out to be very much related to the formal
graph model, called GPRS, of intramolecular gene assembly from Ehrenfeucht et al. [7,9,10,8]. The GPRS model consists of
three operations called the graph negative rule, the graph positive rule, and the graph positive rule defined on signed graphs. A
signed graph is a simple graph where each vertex is labelled by either− or+.
Recall that for a V × V matrix A and X ⊆ V with A[X] nonsingular, A ∗ X \ X is called the Schur complement of X in
A. Let G be a graph. If ∗ {u} is a local complementation operation applicable to G, then we call the corresponding Schur
complementation ∗{u}\ {u} a vertex reduction on {u}. Similarly, if ∗{u, v} is an edge complementation operation applicable
to G, then we call ∗ {u, v} \ {u, v} a edge reduction on {u, v}.
Let us identify a signed graph SG with a graph obtained from SG by ‘‘encoding’’ the vertex labelling by loops: label − in
SG corresponds to a unlooped vertex in G and label+ in SG corresponds to a looped vertex in G. With this identification in
place, we observe that vertex reduction on {u} is precisely the graph positive rule and edge reduction on {u, v} is precisely
the graph double rule.
Hence, we obtain the result that any two sequences of graph positive and double rules with equal support obtain the
same graph. Finally, we obtain that a signed graph can be transformed into the empty graph by graph positive and double
rules iff the determinant of corresponding adjacency matrix is 1 (modulo 2).
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