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NLTK Natural Language Toolkit Python knjizˇnica za delo z na-
ravnim jezikom
SSKJ Dictionary of Literary Slovene Slovar slovenskega knjizˇnega
jezika
WSD Word Sense Disambiguation razdvoumljanje besednega po-
mena
NLP Natural Language Processing obdelava naravnega jezika
PDT Prague Dependency Treebank Prasˇka odvisnostna drevesnica
POS Part of Speech besedna vrsta




Povzetek: Za racˇunalniˇsko obdelavo naravnega jezika so kljucˇnega pomena
veliki oznacˇeni ucˇni korpusi. Ko obravnavamo manjˇse kolicˇine podatkov,
lahko te obogatimo s podrobnejˇso analizo strukture jezika. Lastnost narav-
nega jezika, ki jo bomo obravnavali v diplomskem delu, je vezljivost. Ve-
zljivost se nanasˇa na pomen povedi. Nosilci vezljivosti so pogosto glagoli,
lahko pa tudi pridevniki in samostalniki. Dolocˇenemu pomenu nosilca ve-
zljivosti v teoriji pripada dolocˇen vezljivostni vzorec. Vezljivostni vzorci so
racˇunalniˇsko dobro berljivi in vsebujejo dovolj informacij za razdvoumljanje
pomena nosilca vezljivosti.
Nasˇe delo temelji na korpusu ssj500k 2.1 [15]. Dobra polovica korpusa
vsebuje povedi z rocˇno oznacˇenimi udelezˇenskimi vlogami, iz katerih smo
razbrali vezljivostne vzorce. Pripravili smo program, ki uporabniku omogocˇa
interaktiven pregled vezljivostnih vzorcev v korpusu.
Razlicˇni pomeni istega glagola tvorijo razlicˇne vezljivostne vzorce. Nad
stavki v korpusu smo preizkusili nabor algoritmov za grucˇenje z namenom
iskanja vezljivostnih vzorcev, znacˇilnih za dolocˇeni pomen glagola. Imple-
mentirali smo tri razlicˇice Leskovega algoritma in dve razlicˇici algoritma k-
voditeljev. Podatke za Leskov algoritem smo cˇrpali iz leksikona SloWNet
[10] in slovarja SSKJ [3].
Kljucˇne besede: vezljivostni vzorci, vezljivost, glagol

Abstract
Abstract: Natural language processing greatly depends on a sufficient amount
of training data. When handling with smaller datasets, we can enrich our
data by analyzing the semantic structure of the language. In our thesis, we
will be working with valency. Valency carries information about the meaning
of a sentence. While valency is usually a feature of verbs, we can also observe
it in adjectives and nouns. Valency forms valency patterns around carriers.
In theory, each sense of the valency carrier should form a distinguishable
valency pattern. Valency patterns have a small feature space and are fit for
training machine learning algorithms. They contain enough information to
distinguish the sense of the valency carrier.
Our work is based on corpus ssj500k 2.1 [15]. Over half of the corpus
contains hand-annotated semantic roles from which we extracted valency
patterns. We built a program for listing and analyzing the valency patterns.
In theory, different verb senses form different valency patterns. We tested
a number of clustering algorithms on the corpus sentences. The goal was to
cluster the valency frames, based on similar senses, and to find sense specific
valency patterns. We implemented three versions of Lesk algorithm and two
versions of k-means algorithm. We used data from SloWNet [10] and SSKJ
[3] for the knowledge based Lesk algorithms.




V zadnjih letih se je obcˇutno povecˇalo sˇtevilo aplikacij, ki znajo prepoznavati
naravni jezik, tako pisni kot govorjeni. Pametni telefoni prepoznavajo upo-
rabnikove govorjene ukaze, spletni prevajalniki so zmozˇni prevajanja celotnih
besedil in na spletu se pojavljajo roboti, ki se znajo pogovarjati z uporabniki
klepetalnic.
Za racˇunalniˇsko obdelavo naravnega jezika je pomembno razdvoumljanje
pomenov posameznih besed. Pomen besede je odvisen od konteksta ali be-
sed, ki jo obdajajo. Preprost model za dolocˇanje pomena besede so lahko
vse besede v povedi. V slovensˇcˇini se besede mocˇno sklanjajo, kar privede
do prevelike mnozˇice znacˇilk. Za racˇunalniˇsko branje slovenskega jezika po-
trebujemo model, neodvisen od stavcˇne strukture in sklanjatev. Primerna je
ponazoritev jezika v obliki vezljivostnih vzorcev.
Teorija vezljivosti pravi, da lahko pomen stavka razberemo iz glavne be-
sede, ki je v vecˇini primerov glagol, ter iz vezljivostnih vzorcev, ki jih ta tvori.
Dolocˇeni pomen glagola zahteva okoli sebe dolocˇeno sˇtevilo t. i. udelezˇenskih
vlog. Te udelezˇenske vloge tvorijo vezljivostne vzorce. Za posamezni glagol
bomo poskusˇali poiskati povezavo med vezljivostnimi vzorci in pomeni gla-
gola.
V diplomskem delu bomo predstavili orodje za pregledovanje vezljivo-
stnih vzorcev v korpusu ssj500k 2.1 [15]. Vezljivostne vzorce je potrebno
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zdruzˇiti v pomenske skupine. S pomocˇjo pomenskih skupin lahko odkrijemo
vezljivostne vzorce, znacˇilne za dolocˇene pomene glavne besede.
Pomenske skupine smo poskusili dolocˇiti z algoritmi strojnega ucˇenja. Im-
plementirali smo tri razlicˇice Leskovega algoritma ter dve razlicˇici k-voditeljev.
Podatke za slovarsko podprto strojno ucˇenje smo cˇrpali iz slovarja SSKJ [3]
in leksikona SloWNet [10].
V naslednjem poglavju predstavimo jezikoslovno teorijo vezljivosti in
udelezˇenskih vlog. V tretjem poglavju opiˇsemo sorodne resˇitve za hrvasˇki
in cˇesˇki jezik, po katerih smo se zgledovali v nasˇem delu. Cˇetrto poglavje
je predstavitev nasˇe resˇitve. Predstavimo spletno aplikacijo za pregledova-
nje vezljivostnih vzorcev ter opiˇsemo algoritme strojnega ucˇenja, ki smo jih
preizkusili nad vhodnim korpusom. Cˇetrto poglavje zakljucˇimo s pregledom
dodatnih algoritmov za razdvoumljanje, ki bi jih lahko uporabili za nasˇ pro-
blem. V petem poglavju evalviramo rezultate algoritmov strojnega ucˇenja.
Sˇesto poglavje predstavlja zakljucˇek in povzetek diplomskega dela.
Poglavje 2
Vezljivost
Vezljivost ali mednarodno valenca je lastnost besede, da nase vezˇe dolocˇeno
sˇtevilo obveznih skladenjskih mest, imenovanih udelezˇenske vloge. Vezljivost
lahko opazujemo v t. i. globoki zgradbi povdei, ki vsebuje podatke o jeziko-
slovnem pomenu. V nekateri tuji literaturi se vezljivostni vzorci nahajajo v
t. i. tektogramaticˇni ravni povedi [18].
Nosilci vezljivosti so najpogosteje glagoli, a poznamo tudi vezljivost pri-
devnikov, izglagolskih samostalnikov ter izpridevniˇskih samostalnikov. V di-
plomskem delu smo analizirali vezljivostne vzorce glagolov ter majhno sˇtevilo
vezljivostnih vzorcev pridevnikov. V nadaljevanju se bodo opisi vezljivosti
nanasˇali na vezljivost glagolov. Vezljivost dolocˇa obvezna skladenjska mesta,
ki jih zapolnjujejo dolocˇila v dolocˇeni slovnicˇni obliki. Obvezna skladenjska
mesta nam napove pomenska usmerjenost glagola. Udelezˇenska vloga je za
dolocˇene pomene glagola obvezna in za druge pomene neobvezna. Z razvrsti-
tvijo vseh mozˇnih udelezˇenskih vlog v okviru posameznega pomena glagola
lahko opazujemo t. i. pomenske skupine glagolov [38].
Za primer vzamemo vezljivostne vzorce za glagol delati, predlagane v
knjigi Vezljivost v slovenskem jeziku [38]. Vezljivostne vzorce smo poeno-
stavili tako, da vsebujejo le oznake, ki se nanasˇajo na pomensko raven po-
vedi. Navedeni so primeri povedi ter vezljivostnih vzorcev, ki jih opazujemo
v posameznem povedi. Vezljivostni vzorci so v nasˇem primeru zgrajeni iz
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udelezˇenskih vlog, nasˇtetih v tabeli 2.1. Medsebojna povezanost ter obve-
znost ali neobveznost udelezˇenskih vlog je ponazorjena z operatorji v tabeli
2.2.
Pomenske skupine glagola delati :
1. ’delovanje – zavestno uporabljanje telesne in dusˇevne energije’
Poved Vezljivostni vzorec
Motorji delajo. No + Glagol
Strup dela hitro. Pv + Glagol /+ Pr/Ra/Vs // N
Srce je zacˇelo delati. V + Glagol /+ N/Cˇ/M
2. ’razmerje delovanja’
Poved Vezljivostni vzorec
S knjigo delajo kakor s cunjo. Pv + Glagol + Pr/Ra/Vs /+ N
Dela s pravopisom. V + Glagol + Pr/Vs
3. ’rezultativnost ali ciljnost dejanja’
Poved Vezljivostni vzorec
Delajo gumi (iz kavcˇuka). V + Glagol + R (+ Pr/IM)
Delajo (narocˇniku) za denar. V + Glagol + (Pre) + C
4. ’delovanje, dejanvnost, lastnost ali odnos’
Poved Vezljivostni vzorec
Delajo korake. V + Glagol + L
Dela kot skladiˇscˇnik. V + Glagol + L
Cvetje dela sobo lepsˇe. Pv + Glagol + Pr + L






Pr prizadeto z dejanjem







IM izhodiˇscˇno mesto dejanja
L lastnost
Tabela 2.1: Okrajˇsave udelezˇenskih vlog.
Operator Opis operatorja
// skladenjsko obvezni modifikator
+ sosledje stavcˇnih cˇlenov
/ izbirna razlicˇica




Oznacˇevanje udelezˇenskih vlog (ang. Semantic Role Labeling – SRL) je eden
od podproblemov obdelave naravnega jezika. Udelezˇenske vloge predstavljajo
pomensko raven povedi in morajo biti morajo cˇim bolj neodvisne od stavcˇne
morfolosˇke in skladenjske zgradbe. Kljub specificˇnosti za posamezni jezik
obstaja velika tezˇnja po medjezikovni kompatibilnosti udelezˇenskih vlog.
Slovenski raziskovalci [16] so z udelezˇenskimi vlogami rocˇno oznacˇili pri-
blizˇno polovico korpusa ssj500k 2.1 [15]. Oznake in opisi udelezˇenskih vlog
so izpeljani iz funkcijskega generativnega pristopa Prasˇke odvisnostne dre-
vesnice [22]. Podobne oznake uporabljata hrvasˇki CROVALLEX [1] in cˇesˇki
PDTVallex [13], ki sta opisana v 3. poglavju.
Udelezˇenske vloge imajo lahko vlogo delovalnika ali okoliˇscˇine. Za pri-
mer vzemimo glagol narediti: kdo naredi komu kaj (kdaj, kje, kako, zakaj ).
Kdo, komu in kaj so realizacija delovalniˇskih udelezˇencev, kdaj, kje, kako
in zakaj pa realizacija okoliˇscˇinskih udelezˇencev. Dolocˇeni pomen glagola
lahko predvideva dolocˇene udelezˇenske vloge, ki pa niso nujno realizirane.
Medtem ko zgornji primer lahko predvideva vse delovalnike, okoliˇscˇine niso
nujno potrebne za izrazˇanje pomena glagola. Delovalniki so lahko predvideni
in nerealizirani. Primer za to je poved ”Delam nalogo.”, v kateri je vrsˇilec
dejanja navzocˇ (”jaz”), a ni realiziran.
V tabeli 2.3 nasˇtejemo udelezˇenske vloge, predlagane v zgoraj opisanem
projektu. Udelezˇenske vloge v korpusu ssj500k 2.1 so pripravljene kot ogrodje




ACT delujocˇi udelezˇenci, povzrocˇitelji ali
nosilci dejanja
PAT prizadeti predmet dejanja
REC prejemnik, posredni udelezˇenec dejanja;
nedelovalniˇski udelezˇenec, ki mu je dejanje
v sˇkodo ali v prid
ORIG izhodiˇscˇe, izvor/vir/povod dejanja
RESLT ucˇinek, rezultat, cilj dejanja




LOC konkretna lokacija, kraj, mesto dejanja; kje
SOURCE zacˇetna tocˇka v prostoru; od kod
GOAL koncˇna tocˇka v prostoru; kam
AIM namen dejanja; cˇemu, s kaksˇnim namenom
CAUSE vzrok dejanja; zakaj
CONTR nepricˇakovana posledicˇnost dejanja;
kljub cˇemu
COND pogoj za obstoj dejanja ali dogodka
REG glede na, primerjava
ACMP predmet, oseba ali dogodek, ki spremlja
dejanje ali druge udelezˇence
RESTR izjema, omejitev
MANN nacˇinovna lastnost dejanja, rezultat
ob koncu dejanja
MEANS sredstvo ali orodje za izvedbo dejanja
QUANT kolicˇina, razlika
MWPRED zveze z nedolocˇniki
MODAL zveze glagola biti + modalnega prislova/pridevnika
PHRAS pomensko neprozorne zveze
Tabela 2.3: Udelezˇenske vloge, predlagane v cˇlanku [16]. Udelezˇenske vloge




Pri izgradnji vezljivostnih vzorcev za slovenske glagole smo se zgledovali po
dveh podobnih projektih: PDT-Vallex in CROVALLEX. PDT-Vallex je cˇesˇki
leksikon vezljivosti, ki je nastal na osnovi Prasˇke odvisnostne drevesnice.
CROVALLEX je hrvasˇki leksikon vezljivosti, ki je nastal po vzoru cˇesˇkega
Vallexa. V spodnjih razdelkih podamo kratek opis obeh leksikonov.
3.1 PDT-Vallex
Na cˇesˇkem se izvaja dolgorocˇni projekt sintakticˇne in semanticˇne anotacije
dela cˇesˇkega nacionalnega korpusa, rezultat katere je nastanek Prasˇke odvi-
snostne drevesnice (ang. The Prague Dependency Treebank ali PDT [13]).
V diplomskem delu bomo opisali PDT-Vallex 2.0, ki je nastal na osnovi
Prasˇke odvisnostne drevesnice 2.0. To je prva razlicˇica Prasˇke odvisnostne
drevesnice, ki vsebuje oznacˇene globoke stavcˇne strukture, iz katerih lahko
razberemo vezljivostne vzorce.
Prasˇka odvisnostna drevesnica od razlicˇice 2.0 naprej predvideva oznacˇevanje
na treh nivojih ali ravneh:
Morfolosˇka raven obsega zaporedje cˇlenov, ki predstavljajo posamezne be-
sede in locˇila. Cˇleni vsebujejo podatek o lemi besede ter njene obliko-
slovne oznake. Lema je kanonska in nespregana oblika neke besede.
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Analiticˇna raven obsega drevesno strukturo, katere vozliˇscˇa so cˇleni, ki
sestavljajo izvorno poved. Nobeno vozliˇscˇe ni dodano ali izvzeto. Kjer
sintakticˇna pravila dovoljujejo, so med vozliˇscˇi povezave, ki opisujejo
sintakticˇno odvisnost cˇlenov.
Tektogramaticˇna raven predstavlja globoko, pomensko strukturo stavka.
Kot analiticˇna raven je tudi tektogramaticˇna raven predstavljena v
obliki drevesne strukture. Od analiticˇne ravni se razlikuje v tem, da
vsebuje le vozliˇscˇa, ki so pomembna za pomen povedi. Tektogramaticˇna
raven vsebuje le t. i. avtosemanticˇne besede (to so polno- ali predme-
tnopomenske besede). Povezave med vozliˇscˇi predstavljajo pomensko
odvisnost cˇlenov. Iz te strukture lahko razberemo vezljivostne vzorce.
Najpomembnejˇsa lastnost vozliˇscˇ na tej ravni je udelezˇenska vloga (v
PDT-Vallex imenovana funktor). Udelezˇenska vloga nam pove, kaksˇno
pomensko vlogo ima vozliˇscˇe v razmerju do iztocˇnice. Iztocˇnica je lahko
glagol, pridevnik ali samostalnik [12].
3.1.1 Struktura PDT-Vallexa
Ob prvotni izgradnji leksikona je PDT-Vallex vseboval 5 262 glagolov, 4 090
samostalnikov ter 831 pridevnikov. Leksikon je bil oznacˇen kot PDT-Vallex
2.0.
Leksikon je sestavljen iz iztocˇnic. Vsaki iztocˇnici pripada eden ali vecˇ
vezljivostnih vzorcev. V teoriji ima vsak pomen iztocˇnice svoj vezljivostni
vzorec. Vezljivostni vzorec sestavljajo mesta, ki jih zapolnjujejo udelezˇenske
vloge. Posamezni vezljivostni vzorec napoveduje dolocˇene obvezne in neob-
vezne udelezˇenske vloge [12].
3.1.2 Valencˇni okvir v PDT-Vallexu
Na sliki 3.1 vidimo primer vezljivostnih vzorcev v leksikonu PDT-Vallex.
Vsaka vrstica predstavlja svojo lemo. Lema zastopa osnovno obliko iztocˇnice.
V nasˇem primeru vsaki lemi pripada po en vezljivostni vzorec. Vezljivostni
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vzorec vsebuje mesta (Slot1, Slot2 ... Slotn), ki jih zapolnjujejo udelezˇenske
vloge. Udelezˇenski vlogi sta dodana podatek o obveznosti (obl) ali izbirnosti
(opt) ter sklon [12].
Slika 3.1: Vezljivostni vzorci v leksikonu PDT-Vallex 2.0 za besede da´t (dati),
dopis (pismo) in plny´ (poln).
3.2 CROVALLEX
CROVALLEX 200.8 je valencˇni leksikon hrvasˇkih glagolov [29]. Leksikon
vsebuje 1739 glagolov, ki jim pripada 5118 vezljivostnih vzorcev. Vsebuje
tudi 173 sintakticˇno-semanticˇnih razredov, ki so bili iz baze VerbNet [32] pri-
lagojeni za hrvasˇki jezik. Leksikon ne vsebuje samostalnikov in pridevnikov.
Glagoli so bili izbrani iz Hrvasˇkega frekvencˇnega slovarja [24]. Za leksikon so
bili izbrani glagoli s frekvenco 11 ali vecˇ.
Leksikon je na voljo kot datoteka XML, dostopen pa je tudi preko sple-
tnega brskalnika [1].
3.2.1 Struktura vnosa v CROVALLEX
Na sliki 3.2 je prikazan vnos iztocˇnice napisati. Iztocˇnici je v primeru homo-
nima ali homografa dodana rimska sˇtevilka. Homonima sta dve lemi z istim
cˇrkovanjem ter naglasˇevanjem, homografa pa sta lemi z istim cˇrkovanjem in
razlicˇnim naglasˇevanjem.
Iztocˇnici pripada eden ali vecˇ vezljivostnih vzorcev. Vsak vzorec predsta-
vlja po en pomen iztocˇnice. Najprej so nasˇteti vzorci, ki predstavljajo glavne
12 Kristjan Voje
Slika 3.2: Vnos iztocˇnice napisati v leksikonu CROVALLEX.
pomene iztocˇnice, sledijo pa vzorci, ki prestavljajo redkeje uporabljene po-
mene, na primer idiome ali stalne besedne zveze.
Razmerje med glagolom ter notranjimi udelezˇenci je v CROVALLEX-
u ponazorjeno s t. i. globokimi strukturami. Teoreticˇno ozadje leksi-
kona je podobno kot pri leksikonu PDT-Vallex, zato so uporabljene podobne
udelezˇenske vloge. Struktura vezljivostnega vzorca v CROVALLEX-u je po-
dobna strukturi vzorca v PDT-Vallexu. Vzorec je sestavljen iz vsaj ene ali vecˇ
udelezˇenskih vlog. Posamezni udelezˇenski vlogi je dodan seznam oblikoslov-
nih oblik, ki predstavljajo t. i. povrsˇinsko slovnicˇno strukturo. Udelezˇenske
vloge imajo v leksikonu oznako za obvezno ali neobvezno prisotnost v vezlji-
vostnem vzorcu.
Udelezˇenska vloga lahko pri dolocˇenem pomenu implicitno dolocˇa obli-
koslovno obliko. Cˇe je mozˇnih oblikoslovnih oblik vecˇ, je udelezˇenski vlogi
dodan seznam teh oblik.
Dolocˇeni pomen glagola ima tocˇno dolocˇeno sintakticˇno obliko vezave
udelezˇenskih vlog. Sprememba ene od udelezˇenskih vlog nam da nov vezlji-
vostni vzorec.
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V hrvasˇkem jeziku obstajajo tri razmerja med vezljivostjo ter pomenom
povedi:
• Sprememba v pomenu glagola ne povzrocˇi spremembe vezljivosti: Ri-
bolovci mrezˇom plasˇe ribe. - Ribicˇi plasˇijo ribe v mrezˇo. V tem primeru
plasˇe pomeni ’loviti, preganjati’. Surla je plasˇio djecu paklom. - Surla
je s peklom strasˇil otroke. V tem primeru plasˇio pomeni ’strasˇiti’.
• Sprememba v vezljivosti glagola ne spremeni pomena: povedi Marko
pliva. - Marko plava. ter Marko pliva rekord. - Marko plava rekord.
imata podoben pomen (’plavati’) kljub razlicˇnima vezljivostnima vzor-
cema.
• Sprememba pomena povzrocˇi spremembo vezljivosti: povedi Zagreb
pije vodu iz podzemlja. - Zagreb pije vodo iz podzemlja. ter Juraj
pije nekontrolirano. - Juraj pije nekontrolirano. imata razlicˇna po-
mena (prvi je ’pitje’, drugi je ’alkoholiziranost’) ter razlicˇna vezljivostna
vzorca.
V hrvasˇkem jeziku pogosto manjka prvi notranji udelezˇenec AGT, saj je
lahko del glagola (npr. Radim./Ja radim. - Delam.). To pravilo velja tudi za
slovensˇcˇino in ostale oblikoslovno bogate jezike. CROVALLEX to uposˇteva
in oznacˇuje prvi argument kot AGT 0/1, kar pomeni, da je prvi argument
lahko ali samostojna beseda ali pa del glagola.
V hrvasˇcˇini so povrsˇinske oblikoslovne strukture povezane z dolocˇenimi
globokimi strukturami. AGT je pogosto vezan na imenovalnik, PAT na
tozˇilnik, REC na dajalnik, ORIG se pogosto vezˇe z od + tozˇilnik, medtem




Izdelali smo spletno aplikacijo, ki sluzˇi kot pregledovalnik vezljivostnih vzor-
cev slovenskih glagolov. Podatke za aplikacijo smo cˇrpali iz ucˇnega korpusa
ssj500k 2.1 [15] (razdelek 4.1). Aplikacija uporabniku omogocˇa interaktiven
pregled vezljivostnih vzorcev glagolov in pridevnikov, razvrsˇcˇenih glede na
iztocˇnico ali glede na vsebovane udelezˇenske vloge. Vezljivostni vzorci vse-
bujejo izvorno poved ter MSD oznake posameznih besed v povedi. Uporabnik
lahko pregleduje vezljivostne vzorce, zdruzˇene glede na skupne udelezˇenske
vloge ali glede na skupni pomen povedi.
V diplomskem delu smo preizkusili skupino algoritmov strojnega ucˇenja
za razdvoumljanje pomenov povedi (razdelek 4.3). Algoritmi niso dosegli
natancˇnosti za prakticˇno uporabo, zato smo uporabnikom spletne aplikacije
omogocˇili rocˇno oznacˇevanje pomenov povedi. Rocˇno oznacˇeni pomeni povedi
bodo lahko v prihodnosti sluzˇili kot ucˇni korpus za razdvoumljanje pomenov
povedi.
V prvem razdelku bomo opisali ucˇni korpus, iz katerega smo cˇrpali po-
datke za spletno aplikacijo. V drugem razdelku bomo opisali funkcionalnost
in uporabniˇsko izkusˇnjo spletne aplikacije. V tretjem razdelku bomo podali
arhitekturo in tehnicˇne specifikacije spletne aplikacije. V zadnjem razdelku




Orodje za pregledovanje vezljivostnih vzorcev cˇrpa podatke iz ucˇnega korpusa
ssj500k 2.1 [15]. Korpus ssj500k 2.1 je bil zgrajen iz korpusov jos100k in jos
1M, ki sta nastala v okviru projekta JOS [2].
Korpus vsebuje 27 829 stavkov, sestavljenih iz skupno 586 248 pojavnic,
od tega 500 293 besed. Glagole predstavlja skupaj 15 988 pojavnic. Delezˇ
glagolskih lem, ki se v korpusu pojavijo le enkrat, je 47,5 %. Najpogostejˇse
glagolske leme v korpusu so biti (7203 pojavitev), imeti (333 pojavitev)
in morati (178 pojavitev). Zaradi nesorazmerno velike frekvence smo pri
analizi korpusa izpustili glagol biti.
Pojavnice vsebujejo lemo, oblikoskladenjske oznake ter podatke o povrsˇinski
in globinski zgradbi stavka. Priblizˇno cˇetrtina korpusa vsebuje rocˇno oznacˇene
udelezˇenske vloge [16].
Iz korpusa smo vzeli 5 030 povedi z oznacˇenimi udelezˇenskimi vlogami.
Udelezˇenske vloge skupaj z iztocˇnicami tvorijo vezljivostne vzorce. V nasˇem
delu se osredotocˇamo na glagolske iztocˇnice, vkljucˇili pa smo tudi vezljivo-
stne vzorce s pridevniˇskimi iztocˇnicami. Vezljivostne vzorce smo razvrstili v
skupine z isto iztocˇnico. Rezultat je 2 252 skupin, od tega 1 724 skupin z
glagolsko iztocˇnico in 528 skupin s pridevniˇsko iztocˇnico.
4.2 Spletna aplikacija
Izdelali smo spletno aplikacijo, ki sluzˇi kot orodje za pregledovanje vezljivo-
stnih vzorcev glagolov in nekaterih pridevnikov v korpusu ssj500k 2.1 [15].
Aplikacija na vhod prejme poljuben korpus, zgrajen po smernicah TEI [7]. Iz
korpusa razbere vezljivostne vzorce ter jih interaktivno prikazˇe uporabniku
(Slika 4.1). Uporabnik lahko pregleduje vezljivostne vzorce ter povedi, iz ka-
terih so bili zgrajeni. Na voljo mu je pregled MSD oznak posameznih cˇlenov
stavka. Implementirali smo osnovne funkcionalnosti za pregledovanje vezlji-
vostnih vzorcev, ki jih vsebujeta orodji za pregledovanje CROVALLEX-a in
PDT-Vallexa.
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Uporabniku smo dodali mozˇnost, da rocˇno definira pomenske skupine
prikazanih glagolov in pridevnikov. Z uporabo aplikacije je mogocˇe zgraditi
ucˇno mnozˇico vezljivostnih vzorcev glagolov in pridevnikov, oznacˇeno s po-
meni stavkov. Tovrstna ucˇna mnozˇica bo uporabna za nadaljnje projekte
obdelave naravnega jezika.
Slika 4.1: Vezljivostni vzorec glagola napisati.
4.2.1 Uporabniˇska izkusˇnja
Uporabnik lahko v meniju ”Pregled” izbira iskanje po besedah ter iskanje po
udelezˇenskih vlogah. Iskanje po udelezˇenskih vlogah uporabniku predstavi
seznam vseh udelezˇenskih vlog. Poleg posamezne udelezˇenske vloge je na-
vedeno sˇtevilo povedi, v katerih je ta udelezˇenska vloga prisotna. Privzeta
nastavitev je iskanje po iztocˇnicah. Uporabniku se prikazˇe seznam glagolov
in pridevnikov. Pridevniki so v seznamu od glagolov locˇeni s koncˇnico ” ”.
Poleg vsake besede je sˇtevilo povedi, v katerih najdemo to besedo.
Ob kliku na besedo se v osrednjem oknu prikazˇe seznam okvirjev te be-
sede. Posamezni okvir vsebuje seznam udelezˇenskih vlog ter eno ali vecˇ
povedi. Prikazane udelezˇenske vloge so razporejene po naslednjem pravilu:
prva je ACT, druga PAT, nato sledijo ostale udelezˇenske vloge, razporejene
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po abecednem vrstnem redu.
Udelezˇenske vloge so interaktivno povezane s povedmi. Uporabnik lahko
gre z miˇsko nad udelezˇensko vlogo in ta se bo obarvala rdecˇe. Istocˇasno
se bo rdecˇe obarvala beseda, ki ji je pripisana ta udelezˇenska vloga. Ob
kliku na udelezˇensko vlogo bo par ostal rdecˇe obarvan tudi, ko uporabnik
miˇsko odmakne. Uporabnik lahko klikne na prazen prostor v okvirju in tako
odstrani obarvanje udelezˇenske vloge in besede.
Uporabnik lahko s pomocˇjo mozˇnosti ”zdruzˇevanje okvirjev” izbira nacˇin,
na katerega se bodo okvirji zdruzˇevali. Na voljo so trije nacˇini zdruzˇevanja
okvirjev:
– posamezne povedi: nasˇtete so vse povedi, ki jim pripada iztocˇnica. Vsaki
povedi je dodan seznam udelezˇenskih vlog;
– skupne udelezˇenske vloge: povedi z enakim seznamom udelezˇenskih vlog
se zdruzˇijo v skupni okvir;
– skupni pomen: povedi se zdruzˇijo po skupnih pomenih. Pomeni so vzeti
iz SSKJ v spletnem portalu Fran [3]. Udelezˇenske vloge vseh zdruzˇenih
povedi se zdruzˇijo v skupni seznam udelezˇenskih vlog. Ob izbiri nacˇina
”skupni pomen” se v okvirjih pokazˇejo informacije o pomenu povedi,
ki so zdruzˇene v posameznem okvirju. Privzeto povedi nimajo pomena
ter spadajo v skupni okvir z oznako ”pomen ni definiran”. Uporab-
nik lahko s klikom na gumb ”Uredi pomene” poljubno dodaja pomene
posameznim povedim. Za urejanje pomenov je potrebna prijava, ki je
mogocˇa s klikom na povezavo ”Prijava”. Pred prvo prijavo se mora
uporabnik registrirati s klikom na povezavo ”Registracija”.
Prijavljeni uporabnik lahko preko gumba ”Uredi pomene” dostopa do
pogleda za urejanje in dodajanje pomenov (Slika 4.2). Na voljo sta
mu seznam povedi ter seznam pomenov. Privzeti seznam pomenov je
narejen po zgledu pomenov iz SSKJ. Uporabniku je na dnu seznama
na voljo okno, v katerega lahko napiˇse poljubni pomen in ga doda
seznamu. Pomenu bo dodano uporabniˇsko ime avtorja. Vsaki povedi
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pripada po en pomen. Uporabnik lahko klikne na poved in okoli te se
bo pojavil moder okvir. Poved je izbrana in uporabnik lahko klikne na
enega od pomenov, ki se bo ob kliku obarval modro. Povezava med
povedjo in pomenom je prikazana z barvnim okvirjem okoli povedi ter
z obarvanim pomenom. Primer lahko vidimo na sliki 4.2.
Ob kliku na gumb ”Shrani” se novi pomeni ter nove povezave med
povedmi in pomeni shranijo v strezˇnik. Spremembe lahko vidijo vsi
uporabniki spletne aplikacije.
Slika 4.2: Dodajanje pomenov povedim z glagolom napisati.
4.2.2 Arhitektura spletne aplikacije
Spletno aplikacijo sestavljajo tri komponente: podatkovna baza, zaledni del
in uporabniˇski vmesnik.
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Za podatkovno bazo smo uporabili odprtokodni projekt MongoDB. Mon-
goDB je NoSQL baza, namenjena shrambi dokumentov, po strukturi podob-
nih in skladnih s formatom JSON. Prednost NoSQL baz pred klasicˇnimi SQL
bazami je shranjevanje manj strukturiranih in nestrukturiranih objektov.
Spletna aplikacija uporabniku omogocˇa dodajanje pomenov glagolov in
dodajanje teh pomenov povedim iz vhodnega korpusa. Podatki so shranjeni
v naslednjih tabelah:
v2 senses hrani pomene, prepisane iz SSKJ, in uporabniˇsko dodane po-
mene. Posamezni vnos vsebuje iztocˇnico, opis pomena, avtorja pomena
ter datum vnosa. Vnosu je dodan unikatni identifikator;
v2 sense map hrani povezave med pomeni in povedmi iz vhodnega kor-
pusa. Posamezni vnos vsebuje identifikator pomena, identifikator po-
vedi, iztocˇnico, avtorja povezave ter datum vnosa.
Zaledni del je implementiran v jeziku Python 3. Za obdelavo besedil
smo uporabili knjizˇnico NLTK [6]. Strezˇnik in API smo implementirali z
uporabo ogrodja Flask. Uporabniˇski vmesnik smo implementirali v jeziku
JavaScript. Interaktivnost in uporabniku prijazen uporabniˇski vmesnik smo
implementirali z uporabo knjizˇnice Vue.js.
4.3 Razdvoumljanje pomenov besed
Za avtomatiziran postopek odkrivanja vezljivostnih vzorcev glagolov moramo
najprej locˇiti povedi glede na pomen glagola. V spodnjem primeru lahko
vidimo, da ima beseda igrati v SSKJ navedenih 8 razlicˇnih pomenov. Od
tega imajo trije pomeni vsak po dva dodatna podpomena.
Primer pomenov besede igrati v SSKJ:
1. poustvarjati, navadno z umetnisˇkim hotenjem
2. povzrocˇati glasbo z glasbilom
3. biti dejaven v dolocˇenem skupinskem sˇportu, organiziranem
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po dolocˇenih pravilih
4. biti dejaven v dolocˇeni
a) druzˇabni igri
b) igri za denar
5. ukvarjati se, navadno poklicno
a) nepreh. z gledalisˇko dejavnostjo
b) z dolocˇenim skupinskim sˇportom
6. ekspr. pretvarjati se, hliniti
7. ekspr., z dajalnikom delati nehotene majhne gibe,
premike za izrazˇanje, kazanje
a) mocˇnega razburjenja
b) prijetnega vznemirjenja, veselosti
8. ekspr., s prislovnim dolocˇilom biti opazen, viden
Razdvoumljanje pomenov besed (ang. Word Sense Disambiguation, WSD)
je proces dodeljevanja pomenov besedam glede na njihov kontekst. Pri lju-
deh se ta proces dogaja podzavestno, medtem ko v racˇunalniˇstvu obstajajo
metode strojnega ucˇenja, ki se poskusˇajo priblizˇati natancˇnosti cˇloveka. Ob-
staja vecˇ metod strojnega razdvoumljanja, ki jih delimo v tri kategorije:
Slovarsko podprte metode cˇrpajo informacije iz slovarjev in tezavrov.
Dobra lastnost teh metod je dobra zastopanost vecˇine besed v velikih
slovarjih.
Nadzorovano strojno ucˇenje uporablja oznacˇeni korpus kot ucˇno mnozˇico.
Te metode dajejo relativno natancˇne rezultate, a so omejene na velikost
oznacˇenega korpusa.
Nenadzorovano strojno ucˇenje ne uporablja zunanjih virov. Povedi po-
skusˇa locˇiti po njihovih pomenih z uporabo informacij iz samega bese-
dila.
Metode nadzorovanega strojnega ucˇenja veljajo za najbolj uspesˇne. Za
delovanje potrebujejo obsezˇno ucˇno mnozˇico oznacˇenih primerov, cˇesar pa
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trenutno nimamo na voljo. Aplikacijski del te naloge se med drugim ukvarja
z rocˇnim oznacˇevanjem pomenov stavkov. Preizkusili bomo nekaj implemen-
tacij Leskovega algoritma, ki spada med slovarsko podprte metode, ter dve
implementaciji algoritma k-voditeljev (ang. k-means), ki spada med metode
nenadzorovanega strojnega ucˇenja.
4.3.1 Leskov algoritem
Leskov algoritem [17] je klasicˇen algoritem za razdvoumljanje pomena besed.
Zasnovan je bil leta 1986, do danes pa je bil delezˇen sˇtevilnih revizij in po-
sodobitev. Algoritem naj bi v osnovi sluzˇil kot racˇunsko cenejˇsa alternativa
algoritmom, ki besedila razdvoumljajo s pomocˇjo slovnicˇne strukture.
Leskov algoritem uporablja zˇe obstojecˇe in racˇunalniˇsko berljive slovar-
ske opise. Poved lahko vsebuje vecˇpomenske besede. Vsak pomen dolocˇene
besede ima v slovarju svoj opis ali gloso. Cˇe med seboj primerjamo glose
parov besed, opazimo podobnost med glosami, ki se nanasˇajo na podoben
pomen. Bolj natancˇno, podobne glose vsebujejo vecˇje sˇtevilo skupnih besed.
S pomocˇjo opisov pomenov lahko najdemo tiste pomene besed, ki se najbolje
ujemajo s pomeni ostalih besed v povedi.
Primer za locˇevanje "ice cream cone" in "pine cone":
PINE
1. kinds of evergreen tree with needle-shaped leaves
2. waste away through sorrow or illness
CONE
1. solid body which narrows to a point
2. something of this shape whether solid or hollow
3. fruit of certain evergreen trees
Najvecˇji presek imata opisa PINE 1 in CONE 3.
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Algoritem 4.1: Originalni Leskov algoritem (OL)
max presek = −1
naj pomen = None
for razdv pomen in pomeni ( razdv beseda ) :
for beseda in ( poved \ razdv beseda ) :
for pomen in pomeni ( beseda ) :
i f presek ( razdv pomen , pomen) > max presek :
max presek = presek ( razdv pomen , pomen)
naj pomen = pomen
Algoritem 4.1 prikazuje potek originalnega Leskovega algoritma. Raz-
dvoumljamo pomen besede, shranjene v spremenljivki razdv beseda. Vsak
pomen te besede primerjamo z vsemi pomeni ostalih besed v povedi in za
vsako primerjavo izracˇunamo sˇtevilo besed v preseku obeh opisov pomenov.
Shranimo pomen, ki je dal najvecˇji presek s pomenom besede v povedi [39].
Razvite so bile sˇtevilne izboljˇsave Leskovega algoritma. Glavne spre-
menljivke pri novejˇsih implementacijah so izbira glose ter konteksta. Gloso
definiramo kot tekstovne podatke o pomenu besede. Preprosto gloso lahko
dobimo iz slovarske definicije pomena, medtem ko so kompleksnejˇse glose se-
stavljene iz glos originalne besede ter glos njenih nadpomenk ali sopomenk.
Cˇe imamo na razpolago besedila, v katerih so bili pomeni rocˇno oznacˇeni,
lahko glose zgradimo iz te ucˇne mnozˇice.
Kontekst so besede, ki obkrozˇajo besedo, katere pomen razdvoumljamo.
Kot kontekst je lahko izbranih nekaj besed levo in desno od izbrane besede,
lahko pa uporabimo celotno poved, v kateri se tarcˇna beseda nahaja.
V nadaljevanju opiˇsemo nekaj inacˇic Leskovega algoritma.
Preprosti Lesk (ang. Simple Lesk, SL) [35] je prirejen Leskov algori-
tem (Original Lesk ali OL), ki uporablja poenostavljen kontekst. Kot
kontekst vzame besede okoli tarcˇne besede in ne njihovih slovarskih
definicij. Preprosti Lesk je racˇunsko manj zahteven od originalnega al-
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goritma, saj vsak pomen besede, ki jo razdvoumljamo, primerja z istim
kontekstom.
Raziskava je pokazala, da SL daje boljˇse rezultate od OL [35]. V
raziskavi so primerjali oba algoritma, razlicˇne velikosti konteksta ter
razlicˇne glose. SL se je v vseh poskusih izkazal za boljˇsega od OL. Pri-
merjali so kontekste velikosti 2, 3, 8, 10 in 25 besed. Najprimernejˇsa
velikost konteksta se je izkazala za 2 besedi pred in za tarcˇno besedo.
Pri izbiri konteksta so uposˇtevali besede, za katere so obstajale slovar-
ske glose.
Prirejeni Lesk (ang. Adapted Lesk, AL) [5] [9] za vir pomenov besed
uporablja slovar WordNet [23]. Algoritem izbere kontekst okoli tarcˇne
besede, nato za vsako besedo v kontekstu v slovarju poiˇscˇe gloso. Glosa
je sestavljena iz definicije osnovnega pomena ter iz definicij pomenov
nadpomenk. Najboljˇse rezultate je dal algoritem, ki je iskal pomene do
druge nadpomenke v drevesu. Kontekst, ki je dal najboljˇse rezultate,
je vseboval 2 besedi levo in desno od tarcˇne besede. Ti dve besedi sta
morali biti vsebovani v WordNetu, sicer jih je algoritem nadomestil.
Potek algoritma je podoben kot pri OL. Vsaka tarcˇna beseda ter be-
seda v kontekstu dobi enega ali vecˇ pomenov iz WordNeta. Naj bo |bi|
sˇtevilo pomenov besede bi. Algoritem primerja vse mozˇne kombinacije
pomenov besed in izbere tisto z najviˇsjo oceno. Cˇe je sˇtevilo besed
N, je sˇtevilo vseh kombinacij
∏N
i=0 |bi|. Eden od problemov, na kate-
rega so raziskovalci naleteli, je veliko sˇtevilo pomensko precej podobnih
pomenov v slovarju, ki jih je tezˇko locˇevati med sabo.
Lesk z dodatnimi izboljˇsavami : v raziskavi, opisani v cˇlanku [30], so
preizkusili vecˇ nacˇinov izgradnje in primerjave glos. Algoritem podobno
kot AL cˇrpa opise pomenov iz leksikona WordNet. Tudi v tej raziskavi
se je izkazalo, da najboljˇse rezultate dajejo zdruzˇene glose same besede
z dvema nadpomenkama. Za primerjavo glos so izdelali vektorje tf-idf
in izracˇunali kosinusno podobnost.
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Tf-idf je utezˇni vektor, ki uposˇteva pogostost besede in pogostost poja-
vitve te besede v razlicˇnih dokumentih. V nasˇem primeru dokumente
predstavljajo glose. Tf-idf je izracˇunan za vsako besedo vseh glos, ki
jih primerjamo med sabo po formuli (4.3):
tf(b) = |b|/B, (4.1)
kjer sta:
|b| : sˇtevilo pojavitev besede b v dokumentu,
B : sˇtevilo vseh besed v dokumentu;
idf(b) = log(D/Db), (4.2)
kjer sta:
D : sˇtevilo vseh dokumentov,
Db : sˇtevilo dokumentov, ki vsebujejo besedo b;
tfidf(b) = tf(b) ∗ idf(b). (4.3)
Intuitivno da tf-idf vecˇjo tezˇo manj pogostim besedam v dokumentih
ali glosah.
Raziskava je pokazala, da najboljˇse rezultate daje Leskov algoritem, ki
za kontekst uporablja eno poved, pri kateri uporabi osnovne besede brez
njihovih glos iz WordNeta. Glose za tarcˇno besedo izdela iz definicije
te besede ter iz definicij prvih dveh nadpomenk.
V Pythonu smo implementirali sˇtiri razlicˇice Leskovega algoritma in jih
preizkusili na korpusu. Nad besedili smo v vseh primerih izvedli tokenizacijo
in korenjenje (stemming).
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Za korenjenje anglesˇkih besedil je bil uporabljen paket nltk.stem.snowball.
Za korenjenje slovenskih besedil smo uporabili paket polyglot, ki omogocˇa
razcˇlenjevanje slovenskih besed na zloge. Besedam smo odstranili zadnji zlog
in tako dobili priblizˇke korenov besed.
lesk nltk je implementacija Leskovega algoritma, ki jo najdemo v knjizˇnici
NLTK. Algoritem poiˇscˇe glose pomenov glagola v SSKJ, kontekst pa
zgradi iz besed v povedi. Algoritem primerja vse glose s kontekstom.
Primerjava je presek besed dveh mnozˇic.
lesk sl je implementacija SL. Algoritem cˇrpa glose iz SSKJ. Kontekst zgradi
iz sˇtirih besed: dve besedi sta pred tarcˇno besedo ter dve besedi za
tarcˇno besedo. Vsako gloso primerja s kontekstom ter izbere tisto
z najvecˇjim prekrivanjem. Prekrivanje je definirano kot presek dveh
mnozˇic besed.
lesk al je implementacija AL. Algoritem v slovarju SloWNet poiˇscˇe glose
vseh pomenov tarcˇnega glagola. Nato poiˇscˇe sˇe glose vseh besed iz
konteksta. Vsaka glosa je sestavljena iz opisov besede in dveh nadpo-
menk. Kontekst vsebuje dve besedi pred in za besedo, katere pomen
razdvoumljamo. Algoritem nato primerja vse kombinacije glos vseh
besed ter izbere kombinacijo z najvecˇjim prekrivanjem. Prekrivanje je
definirano kot kosinusna podobnost dveh tf-idf vektorjev.
lesk ram [30] je implementacija, podobna AL. Razlikuje se v izgradnji kon-
teksta, ki je sestavljen iz posameznih besed povedi. Ta kontekst se
s pomocˇjo tf-idf primerja z vsemi glosami tarcˇnega glagola. Glose so
sestavljene iz opisov besede in dveh nadpomenk.
Natancˇnost algoritmov smo ocenili s pomocˇjo rocˇno oznacˇene podmnozˇice.
Rezultate najdemo v razdelku 5.
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4.3.2 Algoritem k-voditeljev
Algoritem k-voditeljev se uporablja za razporejanje N tocˇk v vecˇimenzionalnem
prostoru v K grucˇ. Srediˇscˇe vsake grucˇe je predstavljeno z vektorjem mk [19].
Potek algoritma k-voditeljev:
1. V prostoru izberemo K nakljucˇih sredisˇcˇ grucˇ.
2. Vsako tocˇko v prostoru dodamo grucˇi z najblizˇjim sredisˇcˇem.
3. Vsaki grucˇi ponovno izracˇunamo sredisˇcˇe,
ki predstavlja povprecˇje tocˇk grucˇe.
4. Koraka 2 in 3 ponavljamo, dokler sredisˇcˇa grucˇ ne konvergirajo.
Cˇlanek [4] opisuje grucˇenje arabskih dokumentov po podobnih tematikah.
Za grucˇenje uporabi algoritma k-voditeljev ter bisekcijski k-voditeljev (od tu
naprej BK). Algoritma k-voditeljev in BK se razlikujeta po nacˇinu iskanja
grucˇ. Algoritem k-voditeljev zˇe v prvi iteraciji poiˇscˇe s parametrom dolocˇeno
sˇtevilo grucˇ. BK grucˇe iˇscˇe postopoma, tako da v vsaki iteraciji razpolovi
najvecˇjo grucˇo. Po zgledu cˇlanka smo pripravili dva algoritma, ki na vhodu
prejmeta seznam povedi z glagolom, katerega pomen razdvoumljamo. Al-
goritma izracˇunata sˇtevilo pomenov glagola ter vhodnim povedim pripiˇseta
pomenske labele.
Ker posamezna poved vsebuje malo informacij, smo jo obogatili z uporabo
semanticˇnega leksikona SloWNet. Vsaka beseda v povedi je zamenjana z
verigo njenih nadpomenk, ki jih dobimo z algoritmom 4.2. Pri izdelavi verige
nadpomenk smo zaradi vecˇjega sˇtevila le-teh uporabili anglesˇke leme. Vsako
poved torej pretvorimo v mnozˇico anglesˇkih lem.
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Algoritem 4.2: Veriga nadpomenk
def veriga nadpomenk ( lema ) :
r e z u l t a t = [ lema ]
i f len (SloWNet [ lema ] . nadpomenke ) == 0 :
return r e z u l t a t
for nadpomenka in SloWNet [ lema ] . nadpomenke :
r e z u l t a t . extend ( veriga nadpomenk ( nadpomenka ) )
return r e z u l t a t
Mnozˇice lem, ki predstavljajo povedi, pretvorimo v vektorje tf-idf (4.3)
ter jih posˇljemo na vhod prirejenemu algoritmu k-voditeljev. Vektor tf-idf
predstavlja utezˇene frekvence pojavitev posameznih besed v opazovanih do-
kumentih. Dolzˇina vektorja je skupno sˇtevilo unikatnih besed v dokumentih,
v katerih posamezna vrstica predstavlja posamezno besedo.
Za osnovni algoritem k-voditeljev smo uporabili algoritem, implementi-
ran v Pythonovi knjizˇnici NLTK. Za ocenjevanje razdalje med vektorji smo
uporabili kosinusno razdaljo (4.5). Kosinusno razdaljo izracˇunamo s pomocˇjo
kosinusne podobnosti, ki nam pove, kako podobna sta si dva vektorja.
simcos(a, b) =
aT b
‖a‖ ‖b‖ , (4.4)
distcos(a, b) = 1− simcos(a, b) (4.5)
kjer sta:
a : tf-idf vektor prvega dokumenta,
b : tf-idf vektor drugega dokumenta.
BK smo implementirali po zgledu cˇlanka [34]. Za razliko od osnovnega
algoritma k-voditeljev, ki zacˇne s k centroidi, bisekcijska razlicˇica zacˇne z
enim samim centroidom, ki ga razpolavlja, dokler ne dosezˇe zˇelenega sˇtevila
grucˇ.
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Potek algoritma bisekcijskih k-voditeljev:
1. Izberemo najvecˇjo grucˇo.
2. Razdelimo jo na 2 grucˇi z uporabo osnovnega algoritma k-voditeljev.
3. Korak 2 vecˇkrat ponovimo in vzamemo rezultat z najmanjsˇimi
povprecˇnimi razdaljami med elementi grucˇ in njihovimi centri.
4. Korake 1,2 in 3 ponavljamo, dokler ne dobimo
zˇelenega sˇtevila grucˇ.
Zgoraj opisane implementacije k-voditeljev zahtevajo vnaprej dolocˇeno
sˇtevilo grucˇ (parameter k). Preizkusili smo avtomaticˇno dolocˇanje sˇtevila
grucˇ z uporabo silhuetne ocene.







i : tocˇka ali vektor v prostoru,
a(i) : povprecˇna razdalja med i in centroidom grucˇe, ki ji pripada,
b(i) : povprecˇna razdalja med i in drugim najblizˇjim centroidom.
Oba algoritma (k-voditeljev ter BK) smo pognali z vrednostmi parametra
k od 1 do 10. Za vsak k smo izracˇunali povprecˇno silhuetno oceno vseh tocˇk.
Na koncu smo izbrali rezultat z najboljˇso povprecˇno silhuetno oceno.
Algoritma smo pognali nad vsemi glagoli v korpusu ter ju evalvirali s
pomocˇjo rocˇno oznacˇene podmnozˇice. Rezultate najdemo v razdelku 5.
4.3.3 Druge metode razdvoumljanja
Poleg Leskovega algoritma in k-voditeljev obstajajo druge metode nenadzo-
rovanega razdvoumljanja, ki bi bile primerne za nasˇe podatke [8]:
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Pedersenov pristop [26] je algoritem, ki za razdvoumljanje ne potrebuje
zunanjih virov. Algoritem na zacˇetku za vsako tarcˇno besedo zgradi
svoj kontekst. Kontekst je predstavljen kot vektor znacˇilk. Vsebuje
oblikoslovne podatke o tarcˇni besedi, besedne vrste besed iz okolice
ter medsebojne pojavitve pogostih besed v korpusu z besedami v po-
vedi, ki jo razdvoumljamo. Algoritem zgradi matriko razlicˇnosti med
posameznimi konteksti, na podlagi katere grucˇa podobne kontekste.
HyperLex je algoritem, primeren za iskanje odstavkov s podobnim pome-
nom, kot ga ima tarcˇna beseda. Iz besed, ki obdajajo tarcˇno besedo,
zgradi graf, v katerem posamezna vozliˇscˇa predstavljajo besede. Pove-
zava med dvema vozliˇscˇema je utezˇena tako, da nizˇjo utezˇ dobijo pari
besed, ki v korpusu pogosto nastopajo skupaj. Algoritem poiˇscˇe go-
steje povezane skupine vozliˇscˇ. Znotraj vsake gosteje povezane skupine
poiˇscˇe vozliˇscˇe z najviˇsjo stopnjo, ki ga imenujemo zvezdiˇscˇe. Gosto
povezane skupine z zvezdiˇscˇi predstavljajo razlicˇne pomene. Algoritem
doda tarcˇno besedo ter jo povezˇe z vsemi zvezdiˇscˇi. Novim povezavam
priredi utezˇ 0, nato poiˇscˇe minimalno vpeto drevo v grafu. Lastnost
nastalega vpetega drevesa je, da ima vsako vozliˇscˇe natanko eno pot do
vozliˇscˇa tarcˇne besede. Vozliˇscˇe tarcˇne besede je povezano s poddrevesi,
ki predstavljajo njene mozˇne pomene. Algoritem vsakemu poddrevesu
izracˇuna oceno, ki odrazˇa gostoto poddrevesa. Poddrevo z najviˇsjo
oceno predstavlja pomen tarcˇne besede [36].
PageRank je algoritem, ki poiˇscˇe najpomembnejˇsa vozliˇscˇa v grafu. Algo-
ritem lahko uporabimo za razdvoumljanje na grafu pomenskih razmerij
[20]. Algoritem na vhodu prejme besedilo, ki ga razdvoumljamo, ter le-
ksikon WordNet [23]. Za vsako besedo v vhodnem besedilu se poiˇscˇejo
vnosi v leksikonu WordNet. Vnosi se dodajo v graf. Vozliˇscˇa so skupine
sopomenk in predstavljajo pomene. Povezave so semanticˇne povezave,
ki jih razberemo iz leksikona WordNet. Vozliˇscˇa, katerih sopomenke
vsebujejo isto lemo, ostanejo med seboj nepovezana. Zgrajeni graf po-
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damo na vhod algoritmu PageRank [25]. PageRank vozliˇscˇu dolocˇi po-
membnost glede na sˇtevilo vhodnih povezav ter glede na pomembnost
vozliˇscˇ, iz katerih te povezave izhajajo. Pomen tarcˇne besede razdvou-
mljamo tako, da poiˇscˇemo vsa vozliˇscˇa, ki vsebujejo tarcˇno besedo med
sopomenkami. Pomen predstavlja izbrano vozliˇscˇe z najviˇsjo PageRank
oceno.
Zgoraj omenjeni algoritmi spadajo med starejˇse pristope k razdvoumlja-
nju. V zadnjih letih dajejo najboljˇse rezultate algoritmi, ki uporabljajo ne-
vronske mrezˇe. Opisali bomo algoritme, ki bi jih lahko uporabili na nasˇih
podatkih [28].
Z uporabo nevronskih mrezˇ lahko slovnicˇne in semanticˇne lastnosti jezika
predstavimo v nizˇjedimenzionalnem prostoru, primernejˇsem za racˇunalniˇsko
obdelavo. Postopek se imenuje vlozˇitev (ang. embedding). Vlozˇitev resˇi
problem dimenzionalnosti, saj posamezno besedo pretvori v vektor spreje-
mljive velikosti (300 do 400). Izkazˇe se, da medsebojna geometricˇna razdalja
vektorjev dobro ponazarja semanticˇne lastnosti izvornih besed. Najboljˇso
vlozˇitev dajejo pristopi z uporabo preproste nevronske mrezˇe, naucˇene z ve-
liko kolicˇino podatkov (nekaj bilijonov besed). Cˇlanek [21] opisuje dva mo-
dela za vlozˇitev: CBOW in Skip-gram. CBOW na vhod prejme kontekst
tarcˇne besede (na primer 5 besed pred in 5 besed za tarcˇno besedo). Na izhod
poda verjetnostno porazdelitev za tarcˇno besedo. Skip-gram deluje obratno.
Na vhodu prejme tarcˇno besedo in na izhodu vrne kontekst tarcˇne besede.
Oba modela imata projekcijsko plast, ki se posodablja pri ucˇenju. Projekcij-
ska plast je koncˇni rezultat ucˇenja in predstavlja vlozˇitev besed. Oba modela
sta implementirana in prosto dostopna pod imenom word2vec.
Zgoraj opisana vlozˇitev besed ne uposˇteva razlicˇnih pomenov posamezne
besede. Vlozˇitev pomenov posameznih besed je tezˇavna, saj je tezˇko rocˇno
oznacˇiti ucˇni korpus primerne velikosti za ucˇenje nevronskih mrezˇ. Medtem
ko obstaja sprejemljiva resˇitev za vlozˇitev posameznih besed, raziskovalci
poskusˇajo v isti vektorski prostor vlozˇiti tudi pomene.
Cˇlanek [14] opisuje postopek nenadzorovanega razdvoumljanja z uporabo
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Slika 4.3: Graficˇni prikaz arhitektur CBOW in Skip-gram.
vhodnega korpusa in leksikona pomenskih razmerij med besedami. Razi-
skovalci predlagajo algoritem, ki v isti vektorski prostor vlozˇi tako leme iz
vhodnega korpusa kot pomene besed iz leksikona. Pomen vlozˇene tarcˇne
besede se dolocˇa z geometricˇno najblizˇjim vlozˇenim pomenom v vektorskem
prostoru.
Najsodobjensˇi model je trenutno ELMo [27]. Kratica ELMo pomeni
’vlozˇitve iz jezikovnih modelov’ (ang. Embeddings from Language Models).
Vlozˇitev besede v modelu ELMo predstavlja funkcijo celotne povedi, iz ka-
tere beseda izhaja. Tako posamezna vlozˇitev vsebuje informacije o kontekstu.
Vlozˇitve so izracˇunane na podlagi vecˇplastnega dvosmernega jezikovnega mo-
dela (ang. bidirectional Language Model ali biML). Posamezna vlozˇitev be-
sede v ELMo je utezˇena vsota skritih plasti modela biML. Utezˇi modela




Pri izdelavi algoritmov za razdvoumljanje smo uporabljali razlicˇne zunanje
vire, kot sta SSKJ in SloWNet [10], v primeru algoritmov k-voditeljev pa
smo vse informacije dobili iz podatkov samih. Vsak algoritem je proizvedel
razlicˇno mnozˇico razredov za posamezni glagol. Preprosti Lesk je na primer
za razrede uporabil pomene glagola v SSKJ, prirejeni Lesk pa je za razrede
uporabil pomene iz SloWNeta. Pomeni v SSKJ in pomeni v SloWNetu za
posamezno besedo niso enotni.
Algoritmi nam vrnejo razrede, ki jih je tezˇko preslikati na razrede rocˇno
oznacˇene mnozˇice. Zanima nas, kako dobro so se zdruzˇevale povedi s po-
dobnimi pomeni, ne pa, katerim razredom so bile dodeljene. Za oceni smo
uporabili cˇistost grucˇenja (ang. clustering purity) ter Randov indeks.
Cˇistost grucˇenja [33] je ocena, ki nam pove delezˇ pravilno dodeljenih razre-
dov. Podatkom v grucˇah dodelimo razrede iz rocˇno oznacˇene mnozˇice.
Razred, ki je v dolocˇeni grucˇi prevladujocˇ, smatramo kot pravilen ra-
zred te grucˇe. Ocena je sˇtevilo pravilno dodeljenih tocˇk v vseh grucˇah
deljeno s sˇtevilom vseh tocˇk. Cˇistost grucˇenja poda vrednost med










|ωk ∩ cj|, (5.1)
kjer sta:
Ω = {ω1, ω2, ..., ωK} : mnozˇica grucˇ,
C = {c1, c2, ..., cJ} : mnozˇica razredov.
Randov indeks [31] za ocenjevanje grucˇ uporablja pare tocˇk. Predposta-
vlja, da so vse tocˇke enako pomembne. Tocˇki sta pravilno razvrsˇcˇeni v
dveh primerih:
• algoritem ju razporedi v isti razred ter v rocˇno oznacˇeni mnozˇici
pripadata istemu razredu,
• algoritem ju razporedi v razlicˇna razreda ter v rocˇno oznacˇeni
mnozˇici pripadata razlicˇnima razredoma.
Algoritem vrne vrednost na intervalu [0, 1], pri cˇemer 1 predstavlja
najboljˇse grucˇenje:







{X0, X1, XN} : primeri, tocˇke
Y : algoritemsko kreirane grucˇe
Y ′ : rocˇno oznacˇene grucˇe
γi,j =

1, obstajata k in k′, kjer sta primera Xi in Xj
skupaj v obeh grucˇah Yk in Y
′
k′
1, obstajata k in k′, kjer je primer Xi v obeh grucˇah
Yk in Y
′
k′ ter Xj v nobeni od teh dveh grucˇ
0 sicer
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Prilagojeni Randov indeks (ang. Adjusted Rand Index, ARI) [37] je
razlicˇica Randovega indeksa, ki bolje locˇuje dobra grucˇenja od na-
kjlucˇnih grucˇenj. Uporabili smo adjusted rand score iz Pythonove
knjizˇnice sklearn.metrics. Algoritem poda oceno na intervalu [−1, 1].
Vrednost 0 predstavlja nakljucˇni grucˇenji, vrednost 1 pa identicˇni grucˇenji.
Za evalvacijo smo rocˇno oznacˇili pomene 60 glagolov. Izbirali smo glagole,
ki so se v korpusu nahajali v vsaj sˇtirih povedih. Izbirali smo tudi glagole,
katerih povedi smo lahko jasno razvrstili v vecˇ razlicˇnih pomenskih razredov.
Evaluirali smo primere, za katere so vsi algoritmi (sˇtirje Leskovi algoritmi
in dva algoritma k-voditeljev) dali rezultate. Algoritmi, ki so uporabljali
leksikon SloWNet in SSKJ, so primer preskocˇili, cˇe kljucˇne besede ni bilo v
leksikonu ali slovarju. Ocenili smo delovanje vseh sˇestih algoritmov na 45
primerih. Rezultate najdemo v tabeli 5.1.
Algoritem Randov indeks ARI Cˇistost grucˇenja
lesk nltk 0.579 0.188 0.834
lesk sl 0.608 0.248 0.911
lesk al 0.488 0.069 0.676
lesk ram 0.576 0.142 0.841
k-voditeljev 0.457 -0.005 0.650
bisekcijski k-voditeljev 0.475 -0.010 0.668
Tabela 5.1: Ocene algoritmov za razdvoumljanje
Izkazˇe se, da je najboljˇse rezultate ponudil preprosti Leskov algoritem.
Preprosti Lesk razdvoumlja pomen glagola z uporabo sˇtirih besed, ki so v
stavku najblizˇje glagolu. Iz rezultata lahko sklepamo, da besede v ozˇji okolici
glagola najbolj pripomorejo k razdvoumljanju pomena.
Algoritmi so dali prenizke rezultate za prakticˇno uporabo, zato smo orodju
za pregledovanje vezljivostnih vzorcev dodali funkcionalnost za rocˇno ureja-
nje pomenov povedi. Orodje je dostopno preko spleta in pri urejanju lahko
sodeluje vecˇ uporabnikov. Eden od zazˇelenih rezultatov uporabe orodja je
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izdelava ucˇne mnozˇice z oznacˇenimi pomeni povedi. S tovrstno ucˇno mnozˇico
bo mogocˇe razvijati algoritme nadzorovanega strojnega ucˇenja, ki pri razdvo-
umljanju pomenov povedi dajejo boljˇse rezultate od algoritmov nenadzoro-
vanega strojnega ucˇenja [8].
Poglavje 6
Zakljucˇek
Izdelali smo aplikacijo za pregledovanje vezljivostnih vzorcev. V delu smo
se osredotocˇali na korpus ssj500k 2.1 [15], aplikacijo pa smo prilagodili za
procesiranje poljubnega korpusa, zgrajenega po smernicah TEI [7]. Pripra-
vlja se korpus Gigafida 2.0, avtomatsko oznacˇen z udelezˇenskimi vlogami, iz
katerega bo aplikacija znala razbrati vezljivostne vzorce.
Na korpusu smo preizkusili nabor algoritmov za razdvoumljanje pomenov
povedi, ki temeljijo na slovarsko podprti metodi. Natancˇnost algoritmov je
bila prenizka za prakticˇno uporabo, zato smo uporabnikom omogocˇili rocˇno
dodeljevanje pomenov povedi. Ta lastnost aplikacije nam omogocˇa postopno
grajenje rocˇno oznacˇene ucˇne mnozˇice za nadaljnje strojno ucˇenje.
Kljucˇni dejavnik pri izdelavi algoritmov za razdvoumljanje je bogata ucˇna
mnozˇica. Pri delu smo cˇrpali podatke iz leksikona SloWNet [10] in SSKJ [3].
SloWNet je preveden v slovensˇcˇino, a ne v celoti. Sˇtevilo slovenskih primerov
je premajhno za strojno ucˇenje. Slovar SSKJ nam ponuja nedvoumne opise
in primere za posamezne iztocˇnice, tezˇava pa je v majhni kolicˇini primerov
za posamezno iztocˇnico.
Za hitrejˇsi razvoj algoritmov za razdvoumljanje pomenov besed v slo-
venskem jeziku bi bil kljucˇnega pomena prostodostopni korpus, po obsegu
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