Abstract-Low-density parity-check (LDPC) codes are usually decoded by running an iterative belief-propagation algorithm over the factor graph of the code. In the traditional message-passing schedule, in each iteration all the variable nodes, and subsequently all the factor nodes, pass new messages to their neighbors. Recently several studies show that serial scheduling, in which messages are generated using the latest available information, significantly improves the convergence speed in terms of number of iterations. It was observed experimentally in several studies that the serial schedule converges in exactly half the number of iterations compared to the standard parallel schedule. In this correspondence we provide a theoretical motivation for this observation by proving it for single-path graphs.
I. INTRODUCTION
The belief propagation (BP) algorithm [9] also known as the sumproduct algorithm is a popular method for computing approximate marginal probabilities in graphical models. The BP algorithm is an exact inference algorithm for singly connected graphs. Although inference Manuscript received August 10, 2007 . J. Goldberger is with the Bar-Ilan University, Ramat-Gan 52900, Israel (e-mail: goldbej@eng.biu.ac.il).
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Communicated in graphs with loops is known to be NP-hard, the loopy belief propagation, can often lead to good approximations of the marginals. Excellent approximation performance have been reported for BP decoding of LDPC codes [2] . The BP algorithm is based on passing messages between the nodes of the graphical model. However, the belief-propagation paradigm does not imply a specific order of passing the messages. The standard message-passing schedule for LDPC decoding is the parallel (flooding) schedule [5] , in which in each iteration all the variable nodes, and subsequently all the factor nodes, pass new messages to their neighbors. Even though the flooding schedule is popular, it is known to be nonoptimal. Several recent studies [13] , [3] , [6] , [10] reported empirical results that convergence of serial scheduling is about twice as fast as parallel schduling, without loss of performance. In all previous works, this gain was explained by the fact that serial schedules utilize the most updated information at every calculation. However, no analytic support has been provided to this effect, and especially to the question where does the factor 1=2 originate from, and whether it can be further improved. Recently the Density-Evolution technique was used to prove this fact for certain LDPC codes over the BEC channel [11] .
In this study, we prove that random serial schedules converge twice as fast as flooding schedule for all single path graphs. The paper proceeds as follows. In Section II, we summarize the possible messagepassing schedules. A concentration theorem for Eulerian numbers is given in Section III, and its application to the analysis of serial schedules is presented in Section IV.
II. SERIAL SCHEDULING
LDPC codes can be efficiently decoded using iterative message-passing decoding algorithms. These algorithms operate on the bipartite graph representation of the code by iteratively exchanging messages between the variable and check nodes along the edges of the graph. Even though the results derived in this paper can be applied to any message passing algorithm, we will mainly concentrate on the Belief Propagation (BP) algorithm [9] , [2] with Log-Likelihood Ratio (LLR) messages. We denote the LLR channel message for a variable node v by P v , the message sent from a variable node v to a check node c by Q vc , and the LLR message sent from c to v by R cv . The BP algorithm utilizes the following message computation rules:
where N (c) denotes the variables that are neighbors of c. The order of passing the messages between the nodes is referred to as an updating rule or a schedule. In the case of cycle-free graphs the situation is simple and well understood. Given any iterative schedule, the BP algorithm will converge after a finite number of iterations to the exact a-posteriori probabilities. The number of iterations is bounded by D=2 where D is the diameter (length of the longest path) of the factor graph. In case of cycle-free graphs, we can even construct an optimal schedule [5] in the sense of the minimum number of messages that have to be sent until the convergence is achieved. The number of messages passed in the optimal schedule is precisely 2jEj, where jEj is the number of factor graph edges, and exactly one message will pass in each direction over each edge. Hence a single iteration is needed for convergence. However, graphs defining good 0018-9448/$25.00 © 2008 IEEE LDPC codes contain cycles. In these graphs, the behavior of iterative decoding is less clear. BP produces inaccurate a-posteriori probabilities and may even not converge. Nevertheless, it exhibits excellent empirical performance. The standard message-passing schedule for decoding LDPC code, already presented by Gallager [2] , is the flooding schedule, in which in each iteration all the variable nodes, and subsequently all the check nodes, pass new messages to their neighbors. Even though the flooding schedule is popular, there is no evidence that it is optimal and provides a good complexity-performance tradeoff. Actually, on cycle-free graphs the flooding schedule will converge exactly after D=2 iterations. Hence, in terms of the number of iterations it can be considered as the worst schedule, converging in the maximum number of iterations.
Serial schedules, in contrast to the flooding schedule, enable immediate propagation of messages, resulting in faster convergence. We consider two serial scheduling strategies, referred to as serial-V [13] , [3] serial-C [10] schedules. The serial-V schedule is based on a serial update of variable nodes' messages. Instead of sending all the messages from variable nodes to check nodes and then all the messages from check nodes to variable nodes, as done in the flooding schedule, the two phases are interleaved. The variable nodes are traversed in some order and for each variable node v the following messages are sent:
1) send all Rcv messages into the node v; 2) send all Q vc messages from the node v. The serial-C schedule is based on a serial update of the check nodes' messages, hence it can be seen as dual to the serial-V schedule. The check nodes are traversed in some order and for each check node c the following messages are sent: 1) send all Qvc messages into the node c; 2) send all R cv messages from node c. Fig. 1 shows simulation results of flooding and serial-C schedules for (3; 6) regular LDPC code of length 5000 over a BEC channel. Each point is based on averaging of 1000 decoding sessions. Fig. 1(a) shows the number of iterations for the two schedules as a function of the erasure channel parameter. Fig. 1(b) shows the same information in a different way. It plots the number of serial iterations as a function of the number flood-iterations for same values of shown in Fig. 1(a) . Fig. 1(b) also shows the plot of the function f (x) = (x + 1)=2 and as it can be seen, the points are almost on the line. This linear relation between the convergence times of serial and flood schedules, is theoretically motivated in the next two sections.
III. CONCENTRATION OF EULERIAN NUMBERS
In this section we develop the probabilistic tools we need to analyze serial schedules. We prove a concentration theorem on the number of runs in a random permutation. A set of ascending values in a permutation is called a run. The identity permutation consists of a single run whereas the reverse permutation on n elements consists of n runs. We use the notation (1; 2; . . . ; n) for a permutation 2 Sn, where Sn is the set of all the n! permutations. Using this notation, the permutation (314526) 2 S 6 contains the following three runs: 3, 145, and 26.
The Eulerian number A(n; k) is the number of permutations of length n with exactly k runs (e.g., A(n; 1) = A(n; n) = 1). A thorough introduction on Eulerian numbers can be found in [4] .
Define the random variable f () as the number of runs in a uniformly selected permutation 2 S n . The expected number of runs arises from a symmetry condition: if a permutation ( 1 ; 2 ; . . . ; n ) has k runs, the reflected permutation, (n; . . . ; 2; 1) will have n+10k runs, hence A(n; k) = A(n; n+10k). Therefore the expected number of runs is: E(f ) = n+1 2 .
Next we utilize the Azuma inequality [7] to show that f () is concentrated around its expectation. Define the following sequence of random variables:
Zi() = E(f j1; . . . ; i) i = 0; . . . ; n (1) Z i is the conditional expectation of f , knowing how the permutation operates only on the first i elements, i.e., Zi() is a random variable obtained by uniformly sampling a permutation and averaging the number of runs over all the permutations that coincide with on the first i elements. It is easily verified from (1) that E(Zi+1jZi) = Zi, i.e., the sequence Z 0 (= E(f )); Z 1 ; . . . ; Z n01 ; Z n (= f ) is a martingale. Actually, the sequence forms a permutation-element exposing Doob-Martingale [1] . To apply the Azuma inequality we need to show that the martingale differences are bounded. Proof: Fix i and . Denote by A(x) the set of all the permutations that coincide with on the first i elements and i+1 = x. To prove the lemma, we first define for every x; y 2 f i+1 ; . . . ; n g a 1-1 correspondence between A(x) and A(y) such that the number of runs in each pair differs at most by 1. Assume, without loss of generality, that x < y. Given a permutation 2 A(x), we define where the summation is performed over x 2 fi +1 ; . . . ; ng.
We note in passing that the bound 1 on the Martingale differences that appears in Lemma 1 can be replaced with one-half and this is a tight bound.
Utilizing Lemma 1, the concentration theorem for the number of runs in a random permutation, follows directly from the Azuma inequality which extends the Chernoff bound to the case of martingales with bounded differences.
Azuma Inequality [7] : Let Z0; . . . ; Zn be a Martingale such that for
). In this section we analyze the simple case of belief-propagation applied to the following single chain that consists of n factors. 
The factors ci(xi; xi+1) are defined on pairs of consecutive variables. The probabilistic model described by the factor graph (7) is precisely the hidden Markov model (HMM) when the latent variables are discrete and a linear dynamical system when latent and observed random variables are jointly Gaussian. In the case of LDPC codes the factors are parity-check nodes, namely c i (x i ; x i+1 ) = 10(x i 8x i+1 ).
For this cycle free graph, the BP will converge to the exact marginal (posterior) probabilities, after a message from variable x 1 has arrived at node x n+1 and a message from variable x n+1 has arrived at node x1. The optimal schedule for this case will be the forward-backward algorithm which can be implemented in a single iteration by sending the messages forward : x 1 !c 1 (x 1 ; x 2 ) !x 2 ; . . . ; ! x n+1 and backward xn+1 ! cn(xn; xn+1) ! xn; . . . ; ! x1.
Note that in the optimal algorithm the messages in the two directions can be interlaced in any order. The worst updating rule will be flooding which requires exactly n iterations.
Consider the case of propagating a message from x 1 to x n+1 according to a randomly selected factor-based (Serial-C) schedule. A random schedule is described by a permutation 2 Sn that dictates the order in which the checks are updated. It can be verified that the number of iterations needed to propagate a message from x1 to xn+1 according to the check-based schedule is exactly the number of runs in . For example, the permutation = (314526) defines a schedule where the check-node c2 is updated first, check-node c5 is updated second and the check-node c 6 is updated last. Since has 3 runs, we need 3 iterations to propagate a message from x 1 to x 7 . On the first iteration the message from x1 is propagated to x2. Since according to , c2 is updated before c 1 , the message from x 1 is not further propagated on the first iteration. On the second iteration the message is propagating from x2 to x5, and on the third and last iteration the message reaches x 7 . The connection between the number of runs in a permutation and the number of iterations of the schedule induced from the permutation yields a concentration theorem for the serial schedule. The following theorem states that in the case of HMM, the number of iterations required until the BP algorithm converges, when we use a random serial schedule, is concentrated around half of the number of iterations needed by the the flooding schedule. Combining expressions (9) and (6) we obtain the the concentration result for a serial-schedule BP applied to a single path graph.
V. CONCLUSION
The theorems and observations in this paper provide an explanation to the opening question presented: why serial schedules converge twice as fast as the parallel schedules for the loopy BP algorithm. We proved that for single path graphs random serial schedules converge on average in half the number of iterations that parallel schedules do. We proved that the distribution is highly concentrated about this mean, and showed that in simulations these results are also applicable to graphs with loops. We introduced the martingale concentration theory to the area of message-passing scheduling. A theoretical generalization of the proposed serial-schedule analysis to the general case of loopy graphs is left for future research. We strongly believe, however, that this paper is a step in this direction. Serial schedules require less memory than parallel ones [3] , and they can be implemented inplace. In this sense, the relation between parallel and serial schedules highly resembles the relation that exists between the Jacobi and the Gauss-Seidel iterative methods for solving linear equations. The serial method can be applied in a semi-parallel fashion that allows for several variables to be updated in the same time step [13] , [10] . Therefore, it seems that serial schedules should be a considerable choice for BP on loopy graph applications, such as LDPC.
