Given a function y ¼ f ðxÞ in one variable, we consider the problem of computing a k-peaked curve y ¼ ðxÞ minimizing the L p distance between them. In other words, ðxÞ has at most k local peaks and minimizes the area bounded by the curves f ðxÞ and ðxÞ. This gives extension of the authors' previous work [5] on the unimodal (i.e., single-peaked) approximation for the L 2 distance.
Introduction
Given a function y ¼ f ðxÞ defined on an interval I ¼ ½0; 1, we consider the problem of approximating f by a kpeaked function y ¼ ðxÞ. Here, a function is k-peaked if the function has at most k maximal peaks (each peak may be a flat interval). If the distance between input function f and output is minimized, we call the optimal k-peaked approximation of f .
In particular, if k ¼ 1, we call it the optimal unimodal approximation. See Fig. 1 to get intuition. We assume that the input function f is piecewise linear with n linear pieces, and evaluate the quality of approximation by the L p -distance
For example, the L 1 minimization problem is equivalent to minimization of the area of the region bounded by the curves of input and output functions (see Fig. 1 ), since the integral of vertical distance becomes the area.
For the special case when the input is a histogram (piecewise constant function), Stout [10] gave an Oðn log nÞ time algorithm for L 1 and OðnÞ time algorithms for L 2 and L 1 metrics. For the general piecewise linear functions, the authors previously gave a linear time algorithm to compute the L 2 -optimal unimodal approximation in [5] , reducing the problem to the convex hull computation of the curve of the integral function of f ðxÞ. If p is even, it is not difficult to generalize the method of [5] to have an OðnÞ time algorithm provided that we can solve a polynomial equation of degree p in Oð1Þ time. On the other hand, it was not known how to generalize the method to deal with the L p case if p is odd.
In this paper, we reformulate the argument in [5] and [10] , so that the theory can be adapted to a general L p metric. We start with the unimodal approximation, and give efficient algorithms for computing the optimal unimodal L papproximation for a piecewise linear function. The time complexity is Oðn log nÞ, and we use an extended version of the orthogonal range query for designing an efficient algorithm.
Then, we consider the k-peaked approximation problem. The k-peaked function minimizing the L p error can be computed in Oðkh 2 þ nh log nÞ time by transforming the problem into k-link shortest path problem based on our unimodal-case algorithm, where h < n is the number of maximal peaks of the input function f . We also give an Oðnh log 2 nÞ time algorithm to give a near-optimal solution if k is large. We assume that in our model of computation, given a polynomial function of degree p and a range I where the function is monotone and have a unique root, we can compute the root in Oðlog nÞ time numerically up to a sufficient precision. This is a reasonable assumption, since we can apply the Newton method to do the computation. If p is even, y= f(x) Unimodal approximation Interdisciplinary Information Sciences, Vol. 11, No. 2, pp. 191-197 (2005) we can simplify our algorithm and improve the time complexity to OðnÞ provided that the above computation of the root is done in Oð1Þ time, although we omit details on this improvement in this paper for improving the readability.
We often write Cð f Þ for the curve given by y ¼ f ðxÞ, and the problem of computing the optimal k-peak approximation is to approximate Cð f Þ by CðÞ; this is a version of curve simplification problem in computational geometry. The problem is not only theoretically interesting, also related to data mining [7, 8] problems and statistics. For example, consider a particular data set in a database. Consider the function representing the difference of distribution of values of each attribute between the whole database and the data set. In data mining applications, it is desired to extract meaningful minor features of the data, and we should have a system that automatically collect meaningful features for each attribute.
Some peaks of the function may show meaningful features of the data set, whereas others come from noise or sampling error. We can propose the following strategy by using our algorithms: If the L p error of k-peak approximation is considerably smaller than that of ðk À 1Þ-peak approximation (i.e., improvement is larger than a given threshold), we decide that we should extract k features from the data instead of ðk À 1Þ features. Indeed, the cases where k ¼ 2 and k ¼ 3 are useful in practice. We will report results on this data mining application elsewhere.
L p Unimodal Approximation
We consider the unimodal approximation in this section. Without loss of generality, we assume that f is continuous, and no linear piece of f is horizontal (i.e., non-constant). These assumption are only given for simplifying the proofs, and it is routine to remove them without increasing computational complexity. Indeed we can insert a vertical segment at a discontinuous point to connect the curve, and perturb the vertical and horizontal segments infinitesimally to have a function approximating f to any precision.
The interval [0, 1] is divided into n subintervals I 1 ; I 2 ; . . . ; I n , and f is linear on each subinterval. Since we assume that f is continuous, we allow overlap of intervals at endpoints, and regard them to be closed intervals called prime intervals. We write I k ¼ ½p k ; q k by using its left and right endpoints, and assume that
. . . ; n), and q n ¼ 1. Without loss of generality, we assume that f is not linear on I i [ I iþ1 for each i ¼ 1; 2; . . . ; n À 1.
Prefix isotonic approximation
The L p -optimal nondecreasing (resp. nonincreasing) isotonic approximation of a function g is a nondecreasing (resp. nonincreasing) function É such that D p ðg; ÉÞ is minimized. It is easy to see the following: Observation 2.1. If É and É 0 are both optimal nondecreasing isotonic approximations of g. The function É 00 obtained by É 00 ðxÞ ¼ minfÉðxÞ; É 0 ðxÞg is also an optimal isotonic approximation of g. The same statement holds for nonincreasing isotonic approximations.
Thus, if the optimal isotonic approximation is not unique, the minimum one (with respect to the point-wise evaluation of the function) exists, and we always consider it as our isotonic approximation from now on. We remark that the argument in this paper implies that the optimal isotonic approximation is indeed unique under our assumption of continuity of f , although we do not utilize this fact directly.
Let f i be the restriction of f on the interval ½0; q i ¼ S 1 j i I j for 1 i n. Similarly, f >i is the restriction of f on the interval ½q i ; 1 ¼ [ i< j n I j for 0 i n À 1. We call f i the prefix of f at q i , while f >i the suffix of f at q i (see Fig. 2 ). Let i be the nondecreasing isotonic approximation of f i and let i be the nonincreasing isotonic approximation of f >i .
The following lemma is trivial. Lemma 2.2. There exists i 2 f0; 1; 2; . . . ; ng such that the unimodal function obtained by combining
Thus, if we compute i and i for all i together with their L p errors, we can compute the optimal unimodal approximation in additional OðnÞ time. Because of symmetry, we concentrate on the problem of computing i for all 1 i n efficiently. We write C i for the curve obtained as the trajectory of y ¼ i ðxÞ.
The following lemma is given for L 2 case in [5] , and easy to prove for L p cases in general. Proof. Suppose on the contrary there exists an x q i such that i ðxÞ < j ðxÞ. Let us consider supremum z of such x. Then, we exchange the part of j and i to the left of z with the one of i to have another pair of isotonic approximation. The summation of L p error is invariant. Thus, the new approximation of f j is also an optimal isotonic approximation. This contradicts the minimality of j . The second statement can be similarly proven. Ã Corollary 2.5. The union of curves C i for 1 x n forms a tree T drawn on the plane without crossings.
Our objective is to construct the tree T.
Construction of T
The bivariate function Gðy; tÞ ¼ jy À tj p is a key constituent of the L p distance, since
We define a function Hðy; tÞ behaving as the differential of Gðy; tÞ with respect to t (except at t ¼ y if p ¼ 1). Note that Hðy; tÞ is not continuous at t ¼ y if p ¼ 1. The following lemma is straightforward from the definition, but it is a crucial fact in our algorithm. Lemma 2.6. Hðy; tÞ is a nondecreasing function with respect to t, and strictly increasing if p ! 2. In particular, Hðy; tÞ > 0 if t > y while Hðy; tÞ < 0 if t < y.
The following lemma is a key constituent in our algorithm, and will be proven later.
Lemma 2.7. We can construct a data structure to report R x2I Hð f ðxÞ; tÞdx and R x2I jf ðxÞ À tj p dx for any given value t and interval I. Moreover, consider any trapezoid in the (x; y)-space bounded by two horizontal lines y ¼ t 0 , y ¼ t 1 and two side line segments ' 0 and ' 1 that are either vertical or pieces of the input curve Cð f Þ. If the trapezoid contains no vertex of Cð f Þ, the data structure reports R x2IðtÞ Hð f ðxÞ; tÞdx and R x2IðtÞ jf ðxÞ À tj p dx as polynomial functions of degrees at most p þ 1 in t for t 2 ½t 0 ; t 1 where IðtÞ is the horizontal section of the trapezoid at y ¼ t. Each query is done in Oðlog nÞ time and preprocessing time for constructing the data structure is Oðn log nÞ.
We remark that if p is even, the query time and preprocessing time are improved to Oð1Þ and OðnÞ, respectively. Now, we describe our algorithm to compute all the prefix isotonic approximations. Suppose that we have already computed iÀ1 , and next want to compute i . Lemma 2.8. If f ðxÞ is nonincreasing on the prime interval I i ¼ ½p i ; q i , there is x 0 p i such that i ðxÞ ¼ iÀ1 ðxÞ for x < x 0 and i ðxÞ ¼ t ¼ iÀ1 ðx 0 Þ for x ! x 0 . In other words, the curve C i is obtained by connecting a horizontal segment to (the part to the left of x 0 of) the curve C iÀ1 .
If f ðxÞ is increasing on the prime interval I i , there are x 0 p i x 1 q i such that i ðxÞ ¼ iÀ1 ðxÞ for x < x 0 , i ðxÞ ¼ t ¼ iÀ1 ðx 0 Þ ¼ f ðx 1 Þ for x 0 x x 1 and i ðxÞ ¼ f ðxÞ for x > x 1 .
Proof. The case p ¼ 1 is easy, and immediately obtained from the argument of Stout [10] for the case of histograms. Thus, we assume that p ! 2. From Lemma 2.4, it cannot happen that i ðp i Þ > iÀ1 ðp i Þ, and if i ðp i Þ ¼ iÀ1 ðp i Þ, i ðxÞ ¼ iÀ1 ðxÞ for x p i . These cases are easy to handle.
horizontal segment has height t, its projection to the x-axis is JðtÞ (Fig. 3) . Let GðtÞ ¼ R x2JðtÞ Hð f ðxÞ; tÞdx. Lemma 2.9.
(1) GðtÞ is increasing with respect to t. (Monotonicity) (2) The height t of the newly created horizontal segment satisfies that GðtÞ ¼ 0 (Balancing condition).
Proof. Since we can apply induction on i, we assume the condition (2) holds for every horizontal segment constructed so far. Let us compare GðtÞ and Gðt þ ÁðtÞÞ if ÁðtÞ < for a small constant . We take small enough such that there exists at most one vertex of C i in the height interval ½t; t þ for any t. Suppose that x 0 ðtÞ and x 0 ðt þ ÁðtÞÞ are on the same line segment of C iÀ1 . The segment must be a piece of the input curve Cð f Þ, and it must have a positive slope because of isotonicity of C iÀ1 . Thus, x 0 ðt þ ðtÞÞ > x 0 ðtÞ, and R x 0 ðtÞ<x<x 0 ðtþÞ Hð f ðxÞ; tÞdx < 0 since f ðxÞ > t in this interval. Similarly, by considering the situation at the right endpoints, we have x 1 ðt þ ðtÞÞ ! x 1 ðtÞ and R x 1 ðtÞ<x<x 1 ðtþÁðtÞÞ Hð f ðxÞ; t þ ÁðtÞÞdx ! 0 since t þ ðtÞ > f ðxÞ in this interval if the interval is nonempty. On the other hand, R x 0 ðtþÞ x x 1 ðtÞ Hð f ðxÞ; t þ ÁðtÞÞdx ! R x 0 ðtþÞ x x 1 ðtÞ Hð f ðxÞ; tÞdx since Hðy; tÞ is nondecreasing with respect to t (Lemma 2.6). Now, consider the case where we have a vertex of C iÀ1 of height t 0 in the height interval ½t; ÁðtÞ. At the height t 0 , x 0 ðtÞ have discontinuity if C iÀ1 is horizontal at the height. However, the horizontal piece is constructed by the algorithm in the previous steps, and if ½x 0 0 ðt 0 Þ; x 0 ðt 0 Þ is the interval corresponding to the piece, R x 0 0 ðt 0 Þ<x<x 0 ðt 0 Þ Hð f ðxÞ; t 0 Þdx ¼ 0 because the balancing condition (2) must be satisfied. Therefore, this discontinuity does not affect the argument, and the rest is routine to show the monotonicity.
The balancing condition (2) follows from usual theory of minimization where GðtÞ works as the differential of the objective function. Ã Thus, it suffices to find the unique height t opt such that Gðt opt Þ ¼ 0 to compute C i . The algorithm is as follows: Let V be the set of vertices (i.e., joints) of the input curve Cð f Þ lying below the curve C iÀ1 and let W be the set of vertices of C iÀ1 . We store the y-values of V [ W in a priority queue (say, a heap) Q. We pop the maximum element a from Q, and compute GðaÞ by using our query structure. If GðaÞ > 0, we delete the element from Q, and pop the next element. If GðaÞ 0, the height t opt is between a and b, where b is previously popped element. The trapezoid bounded by JðaÞ and JðbÞ contains no vertex of the input curve and side edges are either vertical or pieces of the input curve; thus we can apply our query data structure to report GðtÞ as a function of t. Since GðtÞ is monotone, we can compute the unique solution GðtÞ ¼ 0, a t < b.
Finally, we insert f ðq i Þ (the y-value of f at the rightmost end of I i ) and the height of the newly created horizontal piece (if any) of C i to Q. It is easy to see that Q is correctly updated such that it contains the set of heights of vertices below or on C i .
The following lemma is straightforward.
J(t)
t : height Fig. 3 . The interval JðtÞ when f ðxÞ is decreasing in I i . 1 Indeed, equality holds. Lemma 2.10. Let n i be the number of deleted elements from Q in the above procedure. Then, the computation time of C i from C iÀ1 is Oðð1 þ n i Þ log nÞ.
Since
P n i¼1 n i ¼ OðnÞ, we have the following: Theorem 2.11. The algorithm compute T ¼ [ 1 i n C i in Oðn log nÞ time.
We remark that if p is even, we only need to consider vertices of C iÀ1 instead of vertices below or on C iÀ1 , and hence we need not use a priority queue.
Efficient algorithm for the unimodal problem
Now, we have the tree T ¼ [ 1 i n C i . We want to compute D p ð f i ; i Þ for all i ¼ 1; 2; . . . ; n. This is the sum of (p-th power of) L p error of edges of C i to the corresponding piece of the input curve, and hence the sum of errors of edges on a root-to-leaf path of T. Thus, for each edge of T, we compute the error. If the edge is a piece of f , the error is 0, otherwise, the price is horizontal segment of height t and x-range I, and the error R x2I jf ðxÞ À tj p dx is computed by using our query. Thus, we can compute the error for all edges of T in Oðn log nÞ time. Now, we can compute the errors of C i for all i ¼ 1; 2; . . . ; n by using a tree traversal. Now, we have computed all the L p errors of prefix isotonic approximations, and similarly compute all the L p errors of suffix isotonic approximations. Thus, we have the optimal unimodal approximation by finding the index i such that the sum of errors of i and i is minimized. Hence, we have the following theorem:
Theorem 2.12. The L p -optimal unimodal approximation of a piecewise linear function f with n linear pieces can be computed in Oðn log nÞ time.
The query data structure
In our algorithm, we need a data structure that can compute the value R x2I Hð f ðxÞ; tÞdx and R x2I jf ðxÞ À tj p dx in Oðlog nÞ time for any given height t and an interval I. We only describe the data structure for HðI; tÞ ¼ R x2I Hð f ðxÞ; tÞdx, since the other query can be done analogously. We assume p is odd. If p is even, it is easy to have a data structure to answer the query in Oð1Þ time.
Suppose the simplest case where I itself is a subinterval of a prime interval I i . The input function f ðxÞ is a linear segment y ¼ cx þ d within I i . Let y 1 ¼ cp i þ d and y 2 ¼ cq i þ d be height of the left and right endpoints of the segment. Without loss of generality, we assume c > 0, and hence y 2 > y 1 .
We have three cases: t ! y 2 , t < y 1 , and y 2 > t ! y 1 . The line y ¼ t intersects f in the third case. In the first case, HðI; tÞ ¼ R We can store all of them as polynomials of t of degree (at most) p. Now, we consider an interval tree Y that is a complete binary ordered tree with n leaves, and the i-th leaf from the left is associated with the prime interval I i , and an internal node is associated with an interval that is the union of all prime intervals associated with leaves in the subtree rooted by it. We call an interval associated with a node of Y a primitive interval.
Each node v has some additional information: (1) v contains the sorted list ListðvÞ of y-values of vertices of the input curve located within the corresponding interval IðvÞ. (2) For each adjacent y-values y i and y iþ1 , we precompute a polynomial in t representing HðIðvÞ; tÞ ¼ R x2IðvÞ Hð f ðxÞ; tÞdx for y i t y iþ1 . If u and u 0 are children of v, we have HðIðvÞ; tÞ ¼ HðIðuÞ; tÞ þ HðIðu 0 Þ; tÞ; and hence the polynomials can be computed easily, and the construction of the tree Y with its information is done in Oðn log nÞ time, since the total size of ListðvÞ over all nodes of the tree is Oðn log nÞ. Now, given a query ðI; tÞ, we first have decomposition of I into Oðlog nÞ primitive intervals and at most two intervals contained in prime intervals. It is easy to compute integrals in the subintervals of prime intervals. For each primitive interval IðvÞ in the decomposition, we search t in the list ListðvÞ, and obtain the polynomial HðIðvÞ; tÞ. Thus, we compute the summations of these polynomials to have HðI; tÞ. It is easy to see that the second type of the query in Lemma 2.7 can be also done, since we have a polynomial in t to represent HðI; tÞ without knowing the exact value of t if we know the location of t in ListðvÞ.
Naively, we search t in Oðlog nÞ different lists, thus it takes Oðlog 2 nÞ time. However, it is well known that we can locate the position of t in all LðvÞ in the decomposition of I in Oðlog nÞ time by using Fractional Cascading technique [3, 9] without increasing the preprocessing time. Thus, we have a data structure with the desired properties.
Multi-peaked Approximation Problems

k-peaked approximation
A natural extension of the unimodal approximation is to find the k-peaked function (precisely speaking, a function with at most k maximal peaks) minimizing Dð f ; Þ.
Let h be the number of maximal peaks of the input function f . Then, we have the following: Theorem 3.1. Optimal k-peaked approximation of f is computed in Oðkh 2 þ hn log nÞ time.
Proof. We can easily find all maximal and minimal peaks of f in OðnÞ time. Thus, we assume that we have the set V of x-coordinate values of all local peaks of f . For each q 2 V, if it is a local minimal (resp. maximal) peak, we can compute the optimal increasing (resp. nonincreasing) isotonic prefix approximation of f starting from q to the right in Oðn log nÞ time. Thus, in Oðnh log nÞ time, for all intervals I ¼ ½q; q 0 between a minimal (resp. maximal) peak q and a maximal (resp. minimal) peak q 0 , we can compute the optimal nondecreasing (resp. nonincreasing) isotonic approximation I of the restriction of f to I.
Without loss of generality, we assume that f has more than k maximal peaks, and hence have exactly k maximal peaks. If we cut the interval [0, 1] at all the local minimum points and maximal points of , is decomposed into an alternating sequence of k nondecreasing curves and k nonincreasing curves. Each of the monotone curve in the sequence corresponds to I for the associated interval I.
Thus, we can apply a standard dynamic programming algorithm: We construct a directed graph G that has V as the vertex set, and we have a directed edge e ¼ ðv; wÞ if v < w is a pair of x-values of a maximal (resp. minimal) peak and a minimal (resp. maximal) peak of f . The edge e has an weight wðeÞ that is the approximation error of ½v;w . The source node and sink node s and t correspond to the left and right endpoints of [0, 1], respectively. The optimal solution corresponds to the minimum weight 2k-link s-t path of this graph, and can be computed in Oðkh 2 Þ time. Ã
The above method needs Oðn 3 Þ time in the worst case where k and h are large. If we change the optimization criterion, we can have a much efficient approximation algorithm.
Given an input function f and a threshold of error, a function is called an optimal piecewise unimodal approximation of f if consists of unimodal portions such that the L p distance between each portion and the corresponding part of f is at most a given threshold . The optimization criterion is to minimize the number of portions.
In this formulation, a greedy algorithm works. We utilize the following two lemmas:
Proof. Trivial Ã Lemma 3.3. Let j be the largest index such that E j . Then, an optimal piecewise unimodal approximation is obtained by concatenating the optimal unimodal approximation of f i and an optimal piecewise unimodal approximation of f >i .
Proof. The first portion of must be a unimodal approximation of f j for some j i. Suppose that j < i, and g be the portion of in ½q i ; n. Then, we can concatinate and g to have another optimal piecewise unimodal approximation. Thus, the lemma follows. Ã Thus, the algorithm first computes the largest index j such that E j , and then processes f > j in a recursive manner. By using doubling search technique discussed in [2] , the above index j can be computed in OðTð jÞ log nÞ time, where Tð jÞ is time for computing the optimal unimodal approximation of f j . Thus, by using a simple recursive argument, the multi-peaked problem is solved in OðTðnÞ log nÞ time. Thus, we can compute an optimal piecewise unimodal approximation in Oðn log 2 nÞ time by using our Oðn log nÞ time algorithm for the unimodal problem.
Concluding Remarks
We have proposed an Oðn log nÞ time algorithm for the unimodal approximation, and some efficient algorithms for the multipeak problems. The author believes the multipeak approximation is useful tools in several applications, and comparable to the optimal quantization [1] . It is reported by Stout [10] that ðn log nÞ time is necessary if we compute all the prefix isotonic approximations for the L 1 problem. However, we may avoid computing all the prefix istonic approximations for solving the optimal unimodal approximation, and the latter problem has no known nontrivial lower bound.
Two and higher dimensional analogues of the unimodal approximation have been proposed in [4, 6] , in which variants of L 2 -optimal unimodal approximation of a terrain defined on a voxel grid are defined such that the problems are solved in polynomial time. However, its multi-peak version has not been theoretically investigated yet.
A preliminary version of this paper has been presented in Japan Conference on Discrete and Computational Geometry held in October 2004.
