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Abstract
In monographs [Theory of Limit Cycles, 1984] and [Qualitative Theory of Differential Equations,
1985], eleven propositions by several mathematicians are listed on the uniqueness of limit cycles
for equations of type (I), (II), and (III) of the quadratic ordinary differential systems. In this paper,
we first point out that all these propositions were not completely proved since the equations under
consideration do not satisfy the conditions of the theorems used to guarantee the uniqueness of limit
cycles. Then we give a new set of theorems that guarantee the uniqueness of limit cycles for the
Liénard systems, which not only can be applied to complete the proof of the propositions mentioned
above but generalize many other uniqueness theorems as well. The conditions in these uniqueness
theorems, which are independent and were obtained by different methods, can be combined into one
improved general theorem that is easy to apply. Thus many of the most frequently used theorems on
the uniqueness of limit cycles are corollaries of the results in this paper.
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The number of limit cycles for polynomial differential systems is part of the sixteenth
problem of the twenty three problems proposed by D. Hilbert in 1900. Over the last century,
the uniqueness of limit cycles for the quadratic systems has been studied very thoroughly
[1,2]. These results are all based on the uniqueness of limit cycles for Liénard systems, for
which there are many methods to study and of which the most efficient criteria are those
based on the comparisons of the integral of divergence and the estimation of the integral of
divergence. Of those classical results on the uniqueness of the limit cycles for (I), (II) and
(III) types of equations in the quadratic system, eleven propositions [1,2,4,5] are obtained
by the following well-known theorem of Zhang [2,3], which is based on the comparisons
of the integral of the divergence. All the rest are obtained by the criteria based on the
estimation of the integral of divergence.
Consider the system
dx
dt
= y, dy
dt
= −f (x)y − g(x) (E1)
or
dx
dt
= y − F(x), dy
dt
= −g(x),
(
F(x) =
x∫
0
f (u)du
)
(E2)
of the Liénard equation (x′′ + f (x)x′ + g(x) = 0) type.
Theorem A (Zhang [2,3]). Suppose
(1) xg(x) > 0, x = 0; G(±∞) = +∞, where G(x) = ∫ x0 g(x)dx; g(x) is continuous and
satisfies the Lipschitz condition in any range of the domain;
(2) f (x) is continuous; f (x)/g(x) in nondecreasing when x increases for x ∈ (−∞,0)∪
(0,+∞); and f (x)/g(x) ≡ 0 in any neighborhood of x = 0.
Then system (E1) or (E2) has at most one limit cycle; if exists, it must be stable.
Now consider
dx
dt
= h(y)− F(x), dy
dt
= −g(x),
(
F(x) =
x∫
0
f (u)du
)
, (E3)
where h(y) is continuous and monotone and satisfies the Lipschitz condition.
In [2,3], Theorem A is generalized to the above system without proof:
Theorem B [2,3]. Suppose that all conditions in Theorem A hold. In addition, suppose
(3) yh(y) > 0 for y = 0; h(±∞) = ±∞;
(4) h(y) has left derivative h′−(0) and right derivatives h′+(0) such that h′−(0)h′+(0) = 0,when F(0) = 0.
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Besides quadratic systems, Theorems A and B can be widely applied in cubic systems
and ecological systems. It should be noted that Zhang [2] explicitly pointed out before the
proof of Theorem A that f (x) has exactly two zeros, x1 < 0 < x2, with one positive and
the other negative. But many mathematicians who have applied these theorems neglected
this limitation since it does not appear in the statements of Theorem A and B. For example,
in the above mentioned propositions proven using Theorem A and B, f (x) has only one
zero in the range in which the limit cycles exist. If we denote the proposition with only one
zero for f (x) as Theorem A*, then the following questions arise:
Question 1. Is Theorem A* true? In order for Theorem A* to be true, is there any additional
condition needed? If so, what condition? Otherwise, how does one prove Theorem A*?
Question 2. Is it legitimate to apply Theorem A to prove the above 11 propositions?
To answer these questions, we must review the proof of Theorem A. In [2], the case
for g(x) = x is proved first, which we denote as Theorem C (with the additional condi-
tion f (0) = 0). Making the transformation u = √2G(x) sgnx, whose inverse function is
denoted as x = x(u), (E2) becomes
du
dt
= y − F (x(u)), dy
dt
= −u, (1.1)
and Theorem A can be inferred directly from Theorem C. It must be noted that f (0) = 0
should be included in Theorem A since it is based on Theorem C.
Now let us consider the first question. We claim that if the following conditions are
included, then Theorem A* holds:
(5) there exists a real number α such that f1(x) = f (x) + αg(x) has exactly two zeros,
x1 < 0 < x2, with one positive and the other negative.
This is because of the fact that
∮
Γ
f1(x) dt =
∮
Γ
f (x) dt for any closed orbit Γ . Theo-
rem A* can be obtained if we compare the integral of f1(x), as in [5], along Γ which is
divided by the regions x < x1, x1  x  x2 and x > x2. Following the proof of Theorem C,
the two zeros x1 and x2 are found as follows: Let Γ be the limit cycle of (E2) closest
to the origin, whose horizontal coordinate at the left most point is x1. Let α = −f (x1)g(x1) .
Then f1(x1) = 0, α > 0, by the assumption of Theorem A, and f1(x) > 0 (< 0) for x < x1
(x1 < x  0). Since Γ cannot be situated in f1(x) < 0 completely, there must be a positive
zero x2 for f1(x) on the x-axis within Γ , and for x > x2,
f1(x) = f (x)+ αg(x) > 0.
This proof is valid. But the problem here lies in the fact that the position of Γ cannot be
determined and neither can x1 nor α. This indeterminacy in the position of Γ , as a matter
of fact, requires that(6) for any α > 0, there exists x > 0 such that f (x) > −αg(x).
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Certainly, we could start our discussion from the right most point of Γ , whose horizontal
coordinate is x2 (> 0). Let α = −f (x2)g(x2) (α < 0). Then f1(x2) = 0. Following the above
procedure we can find the negative zero of f1(x). From the above discussion, we need
condition
(7) for any α < 0, there exists x < 0 such that f (x) > −αg(x).
From the discussion above, if the condition (6) or (7) is added, then under the condi-
tions of Theorem A, condition (5) holds so that Theorem A* is true. But if we do not add
conditions (6) or (7), then the proof for Theorem A is no longer valid for Theorem A*
and we have to find another way to prove Theorem A*. Therefore, the proof for the above
mentioned eleven propositions based on Theorem A is not complete. For example,
Theorem D [1]. The (I)n=0 type equation
dx
dT
= −y + δx + lx2 + xy, dy
dt
= x (1.2)
for the quadratic system has at most one limit cycle when δ < 0, l + δ > 0.
This is a proposition proven using Theorem A. The proof is as follows. Take a transfor-
mation x → 1 − ex . Then (1) becomes (E2), where
f (x) = (δ + l)e−x − lex, g(x) = ex − 1. (1.3)
It is easy to prove that (f (x)/g(x))′ > 0, for x ∈ (−∞,0) ∪ (0,+∞). Therefore Theo-
rem A implies Theorem D.
But it follows from f (−∞) = +∞, f (0) = δ < 0 and f ′(x) = −(δ + l)e−x − lex < 0
that f (x) has only one zero which is negative. Now consider
f1(x) = f (x)+ αg(x) = (δ + l)e−x + (α − l)ex − α, α > 0.
Then f1(−∞) = +∞, f1(0) = δ < 0; hence if 0 < α  l, then we have
f ′1(x) = −(δ + l)e−x + (α − l)ex < 0. (1.4)
Thus f1(x) has only one zero which is negative and condition (6) does not hold. From the
above discussion, the proof of Theorem D is not complete.
In this paper, we give a couple of new criteria for the uniqueness of the limit cycles
for (E2) and (E3) by estimating the integral of the divergence. First, these theorems com-
pletely answer the above questions and complete the proofs of the above eleven composi-
tions. Secondly, these results extend the most commonly used theorems for the uniqueness
of the limit cycles for systems (E2) and (E3) and the conditions are easy to apply. More
interestingly, none of them are implied by any other due to the different methods of the
proof used, and are now included into one general form. Because there are two fairly gen-
eral functions ϕ(x) and ψ(x) in our conditions, we can obtain a series of important criteria
for the uniqueness of the limit cycles [1,2] by carefully selecting different ϕ(x) and ψ(x).
Thus these theorems become corollaries of our theorem and, as a matter of the fact, we
give a new proof for these theorems.
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Suppose that systems (E2) and (E3) are defined in d ′ < x < d with d > 0,−d > 0
sufficiently large, the functions (and their derivatives, if involved) on the right sides are
continuous in (d ′, d), and satisfy the conditions for the existence and uniqueness of the
solutions.
Let Γ1 and Γ2 be two limit cycles for (E2) enclosing the origin with Γ1 inside Γ2
(denoted by Γ1 < Γ2); Γi intersects the line x = x′1 and x = x1 with d ′ < x′1  0 x1 < d.
Let the part of Γi within x > x1 be denoted as li , and the part within x < x′1 be l′1, i = 1,2
(l1 < l2, l
′
1 < l
′
2).
The divergence of system (E2) is div(E2) = −f (x). The following lemmas give the
conditions for the integral of the divergence to be monotone:
Lemma 1 [6,7]. Suppose that system (E2) satisfies the following:
(1) g(x1) 0, g(x) > 0 for x ∈ (x1, d), x1  0;
(2) one of the following conditions is true:
(i) there exists a nonnegative continuously differentiable function ϕ(x) with positive
derivative in (x1, d) such that the functions f (x)ϕ′(x) and ϕ(x)f (x)g(x) are nondecreasing
(nonincreasing) in (x1, d) and f (x) 0 ( 0) if x1 > 0;
(ii) f (x)
g(x)
is nondecreasing (nonincreasing) in (x1, d) and f (x) 0 ( 0).
Then ∫
l1
f (x)dt −
∫
l2
f (x)dt < 0 (> 0). (2.1)
Lemma 2 [6,7]. Suppose that system (E2) satisfies the following:
(1) g(x′1) 0, g(x) < 0 for x ∈ (d ′, x′1), x′1  0;
(2) one of the following conditions is true:
(i) there exists a nonpositive continuously differentiable function ψ(x) with positive
derivative in (d ′, x′1) such that functions f (x)ψ ′(x) and ψ(x)f (x)g(x) are nonincreasing
(nondecreasing) in (d ′, x′1) and f (x) 0 ( 0) if x′1 < 0;
(ii) f (x)
g(x)
is nondecreasing (nonincreasing) in (d ′, x1) and f (x) 0 ( 0).
Then ∫
l′1
f (x)dt −
∫
l′2
f (x)dt < 0 (> 0). (2.2)
Next, we have a lemma for the orbit arc of system (E3).
Lemma 3. Suppose that yh(y) > 0 for y = 0, h′(y) > 0 and the orbit arc l : y(x) for
system (E3) is defined over [a, b]. Then the integral of the divergence on l is
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l
−f (x)dt = sgn(h(y(a) − F(a))
[
ln
∣∣∣∣ F(b)− F(a)F (a)− h(y(a))
∣∣∣∣
+
b∫
a
h′(y)[F(x) − F(b)]g(x)dx
[h(y(x)) − F(b)][h(y(x)) − F(x)]2
]
.
Proof. We just show the case for h(y(x)) − F(x) > 0 for x ∈ [a, b]. In fact,
∫
l
−f (x)dt =
b∫
a
F ′(x) dx
F (x) − h(y(x)) =
b∫
a
(F ′(x)− h′(y)y′(x) + h′(y)y′(x)) dx
F (x)− h(y(x))
= ln
∣∣∣∣F(b) − h(y(b))F (b) − h(y(a))
∣∣∣∣+
b∫
a
h′(y)y′(x) dx
F (x) − h(y(x))
= ln
∣∣∣∣F(b) − h(y(a))F (a) − h(y(a))
∣∣∣∣+ ln
∣∣∣∣F(b)− h(y(b))F (b)− h(y(a))
∣∣∣∣+
b∫
a
h′(y)g(x) dx
F (x)− h(y(x))2
= ln
∣∣∣∣F(b) − h(y(a))F (a) − h(y(a))
∣∣∣∣−
b∫
a
h′(y)y′(x) dx
F (b)− h(y(x)) +
b∫
a
h′(y)g(x) dx
(F (x) − h(y(x))2
= ln
∣∣∣∣F(b) − h(y(a))F (a) − h(y(a))
∣∣∣∣+
b∫
a
h′(y)[F(b) − F(x)]g(x)dx
(F (b) − h(y(x))(F (x) − h(y(x))2
= sgn(h(y(a)− F(a)))
[
ln
∣∣∣∣ F(b) − F(a)F (a) − h(y(a))
∣∣∣∣
+
b∫
a
h′(y)[F(x) − F(b)]g(x)dx
[h(y(x)) − F(b)][h(y(x)) − F(x)]2
]
.
3. Main theorems
Theorem 1. Suppose that system (E2) satisfies:
(1) xg(x) > 0 for x ∈ (d ′, d), x = 0;
(2) (x − x0)f (x) < 0, for x ∈ (d ′, d), x = x0, x0  0;
(3) one of the following conditions is true:
(i) there exists a nonpositive continuously differentiable function ψ(x) with positive
derivative in (d ′, b) such that f (x)
ψ ′(x) and
ψ(x)f (x)
g(x)
are nonincreasing or f (x)
g(x)
isnondecreasing in (d ′, b), where b x0, F(b) = 0;
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derivative in (0, d) such that f (x)
ϕ′(x) and
ϕ(x)f (x)
g(x)
are nonincreasing or f (x)
g(x)
is non-
increasing in (0, d);
(4) the system of equations
F(u) = F(v), f (u)
g(u)
= f (v)
g(v)
(3.1)
has at most one solution (u, v), d ′ < u < b, 0 < v < d;
(5) when x0 = 0, g(v)f (u)− g(u)f (v) < 0 for 0 < v 
 1, 0 < −u 
 1.
Then system (E2) has at most one limit cycle; if it exists it must be simple and stable.
Proof. The proof of the theorem is divided into several steps.
Step 1. It follows from condition (1) that the origin O(0,0) is the only singular point of the
system. When x0 < 0, f (0) < 0 so that xF(x) < 0 for 0 < |x| 
 1. Thus for V (x, y) =
1
2y
2 + ∫ x0 g(x)dx, we have dVdt = −g(x)F (x) > 0 for 0 < |x| 
 1. Therefore, O is a
completely unstable singular point. Due to the fact that two neighboring limit cycles have
different stability and the divergence of the system is div(E2) = −f (x), we just need to
show that for any closed orbit Γ of the system∮
Γ
f (x) dt > 0. (3.2)
Now let p = F(x), p0 = F(x0). The inverse function of p = F(x) for x > x0 (x < x0) is
denoted by x1(p) (x2(p)) and let
λi(p) = − g(xi(p))
f (xi(p))
, i = 1,2.
Then under the transformation T :x → xi(p), y → y, system (E2) can be changed into
two equations
dy
dp
= λi(p)
y − p , p < p0, i = 1,2, (3.3)i
which are equivalent to (E2). Let the part of the limit cycle Γ within x > x0 (x < x0) be
denoted by Γ1 (Γ2) and the interior region bounded by Γ1 (Γ2) and the line x = x0 be
Ω1 (Ω2). Under the action of T , Γi becomes Γ ′i and Ωi becomes Ω ′i (i = 1,2). In the
p,y-plane, let yi1(p) (yi2(p)) denote the equation of the part of Γi above (below) the line
y = p.
Step 2. Next, we prove that the system (E2) has no closed orbit when Eq. (3.1) has no
solutions.
From conditions (1) and (2), it is easy to see that
λ2(p) > λ1(p) (3.4)
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(−1)j−1 λ2(p)
y − p > (−1)
j−1 λ1(p)
y − p (3.5)
for 0 p < p0. It follows from y1j (p) = y2j (p) and the comparison theorem of differen-
tial equations that
(−1)j−1y1j (p) > (−1)j−1y2j (p) (3.6)
for 0 p < p0. When Eq. (3.1) has no solutions, we can assume that (3.4) and (3.5) hold
for p < 0 so that (3.6) holds for p < 0, which shows that Γ ′2 does not intersect Γ ′1 and
Γ ′2 is completely inside Γ ′1 (Γ ′2 < Γ ′1). If we denote the area of Ω ′i by SΩ ′i then we have
SΩ ′2 < SΩ ′1 .
On the other hand, since (y − F(x)) dy = −g(x)dx along Γ it follows by Green’s
formula that
0 =
∮
Γ
(
y − F(x))dy + g(x)dx = ∫∫
Ω1∪Ω2
f (x)dx dy.
In addition, we have∣∣∣∣ ∂(x, y)∂(p, y)
∣∣∣∣= (−1)if (xi(p)) in Ω ′i .
Therefore,∫∫
Ω1∪Ω2
f (x)dx dy =
∫∫
Ω1
f (x)dx dy +
∫∫
Ω2
f (x)dx dy =
∫∫
Ω ′1
−dp dy +
∫∫
Ω ′2
dp dy
= −SΩ ′1 + SΩ ′2 = 0.
This contradiction shows that Γ does not exist.
Step 3. It follows from Step 2 that Γ ′1 must intersect Γ ′2. Let p∗ be the unique root of
λ2(p) = λ1(p). Then p∗ < 0 and (3.4)–(3.6) all hold for p ∈ (p∗,p0). Now suppose that
p¯j is the first number such that y2j (p) = y1j (p). Then by the uniqueness of p∗ we infer
that λ2(p) < λ1(p) for p < p¯j . Thus
(−1)j−1 λ2(p)
y − p < (−1)
j−1 λ1(p)
y − p . (3.7)
Therefore,
(−1)j−1y1j (p) < (−1)j−1y2j (p), (3.8)
which shows that Γ ′1 and Γ ′2 have exactly one intersection point in the semi-plane above
and below the line y = p which are all in p < p∗, and P2 < P1, where Pi is the intersection
point of Γ ′i with the line y = p. For simplicity, we denote the horizontal coordinate of Pi
in the p,y-plane by pi as in Fig. 2.
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Now let us denote the part of the limit cycle Γ within b x  0 by l. Then by Lemma 3
we have
∫
l
f (x) dt > 0. For simplicity, we still denote the part of Γi cut by l by Γi (i =
1,2) (i.e., Γ = Γ1 ∪ l ∪ Γ2) whose image is still denoted by Γ ′i . So we have
I =
∮
Γ
f (x) dt >
∫
Γ1
f (x)dt +
∫
Γ2
f (x)dt. (3.9)
Step 4. Now suppose (i) in condition (3) of Theorem 1 holds.
Draw the orbit of (3.2)2 through P1. The part of the orbit for p < 0 is denoted by Γ¯ ′3,
whose preimage is Γ3 (Γ3 < Γ2). Under the condition of (i) of (3), it follows from Lemma 2
that ∫
Γ3
f (x)dt <
∫
Γ2
f (x)dt.
Therefore, noticing the direction of the orbit, we have
I =
∮
Γ
f (x) dt >
∫
Γ1
f (x)dt +
∫
Γ2
f (x)dt >
∫
Γ1
f (x)dt +
∫
Γ3
f (x)dt
=
∫
Γ ′1
dp
y − p +
∫
Γ ′3
dp
y − p
=
0∫ ( −1 + 1 )dp +
0∫ ( 1 + −1 )dp
p1
y11 − p y12 − p
p1
y31 − p y32 − p
482 Y. Zhou et al. / J. Math. Anal. Appl. 304 (2005) 473–489=
0∫
p1
(
1
y31 − p −
1
y11 − p
)
dp +
0∫
p1
(
1
y12 − p +
1
y32 − p
)
dp
=
0∫
p1
y11(p)− y31(p)
(y31 − p)(y11 − p) dp +
0∫
p1
y32(p)− y12(p)
(y12 − p)(y32 − p) dp.
So to show (3.2) to be true, we need only to show that the numerators of the above integral
functions are positive, i.e.,
(−1)j−1y1j (p) > (−1)j−1y3j (p), j = 1,2, (3.10)
holds for all p ∈ (p1,0). If p ∈ (p∗,0), then by the discussion of Step 3 it follows that
(3.6) holds, and by the fact that
(−1)j−1y2j (p) > (−1)j−1y3j (p), j = 1,2,
we know that (3.10) is true. If p ∈ (p1,p∗), then
(−1)j−1 λ2(p)
y − p < (−1)
j−1 λ1(p)
y − p (3.11)
is true. Since y1j (p1) = y3j (p1), it follows from the comparison theorem of differential
equations that (3.10) is also true. This completes the case that the condition (i) in (3) is
true.
Step 5. Now suppose (ii) in condition (3) of Theorem 1 holds.
We just need to make the following changes in the proof of Step 4: Draw the orbit Γ ′3 of
(3.2)1 through P2. The part of the orbit for p < 0 is denoted by Γ¯ ′3, whose preimage is Γ3
(noticing that Γ3 is outside Γ1, i.e., Γ1 < Γ3). If (ii) in (3) holds, then∫
Γ1
f (x)dt >
∫
Γ3
f (x)dt.
Thus, we have∮
Γ
f (x) dt >
∫
Γ1
f (x)dt +
∫
Γ2
f (x)dt >
∫
Γ3
f (x)dt +
∫
Γ2
f (x)dt.
The rest of the proof is similar to that of Step 4, so we just skip it.
Step 6. For x0 = 0, the condition (5) guarantees that λ2(p) > λ1(p), 0 < −p 
 1, which
implies (3.6). The rest of the proof is the same as that for the case x0 < 0.
Thus the proof of the theorem is complete. 
Remark 1. Theorem 1 includes a series of important theorems for the uniqueness of the
limit cycles for system (E2) as special cases. For example,
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g(x)
is nondecreasing for x < b, then Theorem 1
becomes Cherkac and Zhilevich’s theorem [8] (i.e., Lemma 14.9 in [1]).
(2) If we apply the transformation x → −x, t → −t in Theorem 1, then it becomes
Rychkov’s theorem [9] (i.e., Theorem 6.11 in [1]).
(3) If we use the transformation x → −x, t → −t and let ψ(x) = −√G(x) in Theorem 1,
then it becomes another of Rychkov’s theorems [10] (i.e., Lemma 2 in [1, p. 358]).
(4) If we make the transformation x → −x, y → −y and let ϕ(x) = F(x) in Theorem 1,
then it becomes Coppel’s theorem [11] (i.e., Theorem 9.4 in [12]).
(5) If we let ϕ(x) = −F(x) or ψ(x) = F(x) in Theorem 1, then it becomes part of Zeng’s
theorem [13].
All the above theorems are obtained by estimating the integral of the divergence which
requires that one compares the integrals of the divergence for two segments of the orbits.
Therefore, the key conditions in these theorems are those to guarantee the monotonicity of
the integral of the divergence. Because different methods are used in their proof, different
conditions arise. So far, there are four kinds of conditions. They are the monotonicity of
f (x)
g(x)
[3],
√
G(x)f (x)
g(x)
[10], F(x)f (x)
g(x)
[11,13] and (x−x0)f (x)
g(x)
[14]. The last three can be in-
cluded in the monotonicity of ϕ(x)f (x)
g(x)
or
ψ(x)f (x)
g(x)
. For the first kind of monotonicity, if
f (x)
g(x)
is monotone, then G(x)f (x)
g(x)
is monotone since f (x) preserves the sign. Therefore, the
first kind is also included into one of our general forms. For example, it follows from the
latter part of the condition of (i) ( f (x)
g(x)
)′ > 0 in Theorem 1 that, if ψ(x) = −G(x), then
(
f (x)
ψ ′(x)
)′
= −
(
f (x)
g(x)
)′
< 0
and (
ψ(x)f (x)
g(x)
)′
= −f (x) −G(x)
(
f (x)
g(x)
)′
< 0,
which implies that the latter part of condition (i) in Theorem 1 holds. The reason we list
the latter part of the condition (i) is that it is frequently used. Certainly, we can select ϕ(x)
or ψ(x) appropriately according to the problems being investigated in the applications and
it will greatly reduce the procedure when using the above theorems.
Next, we will discuss the relationship between the condition (4) in Theorem 1 and the
conditions for the monotonicity of the integral of the divergence, which gives us another
new theorem on the uniqueness of the limit cycles. For the sake of simplicity, we introduce
Proposition 1. The system of equations (A)
F(u) = F(v), f (u)
f (v)
= f (v)
g(v)
(3.12)has at most one solution (u, v), d ′ < u < b 0 < v < d.
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F(u) = F(v), G(u) = G(v) (3.13)
has at most one solution (u, v), d ′ < u < b 0 < v < d.
In the theorems for the uniqueness of the limit cycles, some mathematicians use Propo-
sition 1 as a condition and some use Proposition 2. Now what is the relationship between
them? A thorough study of the relationship between the systems of equations (A) and (B)
for the nonexistence of the solutions can be found in [15] and it points out that they are not
equivalent. Next we prove
Lemma 4. If xg(x) > 0, x ∈ (d ′, d), x = 0; (x − x0)f (x) < 0, x ∈ (d ′, d), x = x0  0,
then Propositions 1 and 2 are equivalent.
Proof. First we assume that Proposition 1 is true and let the function determined by
F(u) = F(v) be v = η(u). Differentiating both sides, we get v′ = η′(u) = f (u)
f (η(u))
. Sub-
stituting v = η(u) into G(u) = G(v) and differentiating both sides give us η′(u) = g(u)
g(η(u))
.
To verify Proposition 2, we need to show that
Ψ (u) = f (u)
f (η(u))
− g(u)
g(η(u))
(3.14)
has at most one zero. But
Ψ (u) = g(u)
f (η(u))
[
f (u)
g(u)
− f (η(u))
g(η(u))
]
.
It follows from Proposition 1 that the function inside of the square brackets has at most
one zero.
Now suppose that Proposition 2 holds. If the system of equations (A) has two solu-
tions (ui, vi), i = 1,2. Then F(ui) = F(vi), i.e., vi = η(ui), i = 1,2. Since g(u)du =
g(v)η′(u) du, by integrating both sides, we have
∫ ui
0 g(u)du =
∫ vi
0 g(v) dv, i.e., G(ui) =
G(vi), i = 1,2. Thus the system of equations (B) has two solutions which contradicts our
assumption. The proof is done. 
Lemma 5. Suppose that xg(x) > 0, x ∈ (d ′, d), x = 0; (x − x0)f (x) < 0, x ∈ (d ′, d),
x = x0  0. If
√
G(x)f (x)
g(x)
is nondecreasing for x ∈ (d ′, b)∪ (0, d), then Proposition 2 holds.
Proof. On the contrary, suppose that the system of equations (B) has two solutions (ui, vi),
ui < b < 0 < vi , i = 1,2. We also suppose u1 < u2. Since F(x) is nondecreasing (nonin-
creasing) for x < b (x > b), we see that v1 > v2. Therefore,√
G(u1)f (u1)
g(u1)
<
√
G(u2)f (u2)
g(u2)
=
√
G(v2)f (v2)
g(v2)
<
√
G(v1)f (v1)
g(v1)
=
√
G(u1)f (u1)
g(u1)
,which is a contradiction. 
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Lemma 6. Suppose that xg(x) > 0, x ∈ (d ′, d), x = 0; (x − x0)f (x) < 0, x ∈ (d ′, d),
x = x0  0. If F(x)f (x)g(x) or f (x)g(x) is nondecreasing for x ∈ (d ′, b)∪ (0, d), then Proposition 1
holds.
Now we give another new theorem for the uniqueness of the limit cycles.
Theorem 2. Suppose that system (E2) satisfies:
(1) xg(x) > 0 for x ∈ (d ′, d), x = 0;
(2) (x − x0)f (x) < 0, for x ∈ (d ′, d), x = x0, x0  0;
(3) λ(x)f (x)
g(x)
is nondecreasing for x ∈ (d ′, b) ∪ (0, d), where λ(x) ≡ 1 or λ(x) = F(x) or√
G(x), b x0  0, F(b) = 0;
(4) when x0 = 0, g(v)f (u)− g(u)f (v) < 0 for 0 < v 
 1, 0 < −u 
 1.
Then system (E2) has at most one limit cycle; if it exists it must be simple and stable.
Proof. If λ(x) = √G(x) and we let ψ(x) = −√G(x), then the condition (i) of (3) in
Theorem 1 is satisfied. It follows from Lemmas 4 and 5 that the condition (4) in Theorem 1
is also satisfied.
If λ(x) = F(x) and we let ϕ(x) = −F(x), then the condition (ii) of (3) in Theorem 1 is
satisfied. It follows from Lemma 6 that the condition (4) in Theorem 1 is also satisfied.
If λ(x) ≡ 1, then the condition (i) of (3) in Theorem 1 is satisfied. It follows from
Lemma 6 that the condition (4) in Theorem 1 is also satisfied.
The proof of Theorem 2 is complete. 
Remark 2. If λ(x) ≡ 1, then Theorem 2 is just Theorem A* mentioned in Section 1 and
we also extend its applicability. That is because Theorem 2 allows x0 = 0 which in conse-
quence allows f (0) = 0. But as we mentioned above, Theorem A* requires f (0) = 0.
Remark 3. Theorem 1 also answers Question 1 in Section 1. Since Theorem A* has been
proved, the proof for the above mentioned 11 propositions on the uniqueness of the limit
cycles is valid. So far, these propositions are completely proven.
In the following, we have a theorem for the system (E3).
Theorem 3. Suppose that system (E3) satisfies:
(1) xg(x) > 0 for x ∈ (d ′, d), x = 0;
(2) (x − x0)f (x) < 0, for x ∈ (d ′, d), x = x0, x0  0;
(3) h(y) is continuous and increasing and yh(y) > 0, y = 0;
(4) f (x)
g(x)
is nondecreasing in (d ′, b), where b x0  0, F(b) = 0;(5) one of the following conditions is true:
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(ii) f (x)
g(x)
is nondecreasing in (0, d);
(6) when x0 = 0, g(v)f (u)− g(u)f (v) < 0 for 0 < v 
 1, 0 < −u 
 1.
Then system (E3) has at most one limit cycle; if it exists it must be simple and stable.
In the proof of Theorem 1, substituting h(y) for y and applying Lemmas 3–5, yields a
proof of Theorem 2.
This theorem says that if f (x) has only one zero, Theorem B is still true.
4. Application examples
There are many results on the uniqueness of the limit cycles for the quadratic system.
Among these are the above mentioned eleven classical propositions which are based on
Theorems A and B. All the others are based on (1)–(5) in Remark 1. As we stated, all
these results can be generalized by the theorems in this paper to the extent that some of
their conditions are weakened or removed. Hence all the theorems on the uniqueness of
the limit cycles for the quadratic systems can be proved by our theorems and the proof is
simpler as can be seen in the next two examples.
Consider the (II)n=0 type equation in the quadratic system:
dx
dt
= −y + δx + lx2 + mxy, dy
dt
= x(1 + x), l > 0. (4.1)
Applying the time transformation dτ = (1 −mx)dt , it becomes (E2), where
f (x) = lmx
2 − 2lx − δ
(1 −mx)2 , g(x) =
x + x2
1 −mx , and F(x) =
−lx2 − δx
1 − mx . (4.2)
Theorem 4 [1,8]. (II)n=0 has only one limit cycle, which is simple and stable when δ = 0.
Proof. The proof of this theorem is divided into two parts: (1) It has at most one limit
cycle; (2) It has at least one limit cycle.
Part (1) is proved by Cherkac and Zhilevich [8] based on the following theorem.
Theorem E ([8], i.e., Lemma 14.9 in [1]). Suppose that
(1) xg(x) > 0 for x = 0, g′(0) = 0;
(2) F1(z) < 0, 0 < z < z01;
(3) there are two numbers z0 and z∗ (0 z0 < z∗ < z0i ) such that
(a) F ′2(z)(z − z0) < 0, z = z0, 0 < z < z02;
(b) F1(z∗) = F2(z∗);
(c) F ′′2 (z) < 0 for z∗ < z < z02;
(d) either F ′′2 (z) < 0 for z0 < z < z∗ or when z0 = 0 and limz→0 αi(z) = α0 > 0(where αi(z) = Fi(z) − 1F ′i (z) ) the following inequalities are true:
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F1(z) < 0, 0 < z < z01; (4.3)
(e) d
dy
(F¯2(y)− F¯1(z)) > 0, where F¯i(y) is the inverse function of Fi(z).
Then system (E2) has at most one limit cycle; if it exists it must be simple.
In Theorem E, Fi(z) = F((−1)i+1(xi(z)), xi(z) is the inverse function of zi(x) =∫ x
0 |g((−1)i+1x)|dx, x  0, i = 1,2. 0 < z < z01 and 0 < z < z02 correspond to x > 0
and x < 0 in the x, y-plane.
This theorem is very complicated to verify. In comparison, the conditions in our Theo-
rem 1 are simple and can be chosen from several options. In addition, we also eliminated
the condition F ′′2 (z)(z − z¯) < 0, which make it easier to verify. Next we prove part (1) by
applying Theorem 1.
From the above discussion, l > 0, m > 2, and the domain in which the limit cycle exists
is −1 < x < 1
m
. Apparently, the conditions (1) and (2) of Theorem 1 hold with x0 = 0. We
also know that(
f (x)
g(x)
)′
= P(x)
(1 −mx)2(x + x2)2 , (4.4)
where P(x) = lx2(m2x2 − 4mx + 2 −m) < 0, 0 < x < 1
m
. Therefore, the condition (ii) of
(3) in Theorem 1 is true. To verify the condition (4), consider the system of equations (A).
It follows from F(u) = F(v) that v = η(u) = −lu1−mu . Substituting this into f (u)g(u) = f (v)g(v) , we
can compute
Ψ (u) = f (u)
f (η(u))
− g(u)
g(η(u))
= P(u)
l2u(1 − u −mu)(1 −mu)2 . (4.5)
Obviously, P(u) has exactly one zero in (−1,0). Thus the condition (4) is true. Finally, we
can also compute
g(v)f (u) − g(u)f (v) = luv(v − u)(m − 2 + 2m(v + u))
(1 −mu)2(1 −mv2) < 0 (4.6)
for 0 < v 
 1,0 < u 
 1. So the condition (5) of Theorem 5 holds. Therefore, the proof
of part (1) is complete.
Next we prove part (2). If δ = 0, then the origin is a fine focus with the quantity for the
focus [1,2] w1 = l(m − 2). Therefore, the origin O is a stable fine focus of the first order
when δ = 0,m < 2. If δ = 0, m = 2, w1 = 0, and w2 = −12l < 0, the origin O is a stable
fine focus of the second order, which implies that (E2) has no closed orbit by the relevant
discussion. If δ = 0, m > 2, O becomes an unstable fine focus of the first order. Therefore,
if δ = 0,0 < m−2 
 1, there exists at least one limit cycle around O . By parts (1) and (2),
the proof of Theorem 4 is complete. 
Remark 4. So far the only two theorems guaranteeing the uniqueness of limit cycles
around a fine focus are Zeng’s theorem [13] and Theorem E. Our theorems can be applied
for both the fine and harsh focus.
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if it exists it must be simple.
Proof. This theorem is proved for 0 < m 2 in [8] by applying Theorem E and for m > 2
in [16] by applying Rychkov’s theorem [9]. Since the conditions for these theorems are
very complicated, they are difficult to verify and the necessary calculations are very te-
dious. Next we give a much simpler proof using Theorem 1.
By the relevant discussion [1], if m > 0, δ > 0, f (0) = −δ (i.e., the origin is an unstable
harsh focus), the zero of F(x) is − δ
l
< 0 and the domain in which the limit cycle exists is
−1 < x < 1
m
. It is clear that the conditions (1) and (2) of Theorem 1 hold. The condition (4)
can be verified using the same method as in the proof of Theorem 4.
Now let us verify the condition (3) of Theorem 1. Let ψ(x) = mx − 1 < 0. Then
ψ ′(x) = m > 0. For x ∈ (−1,− δ
l
), we have
f (x) > 0,
(
f (x)
ψ(x)
)′
= 1
m
f ′(x) = −2(l + mδ)
m(1 −mx)3 < 0; (4.7)
and (
ψ(x)f (x)
g(x)
)′
= −
(
lmx2 − 2lx − δ
x + x2
)′
= −1
(x + x2)2
[
lmx2 + 2x(lx + δ)+ δ]< 0, (4.8)
which means that the condition (3) is true. The proof of Theorem 5 is complete. 
Remark 5. From the proof above, the condition (3) in Theorem 1 guaranteeing the
monotonicity of the integral of the divergence is completely different from the conditions
in Remark 1. This condition is very special and easy to apply. We can find some exam-
ples [7] that cannot be proved by any other theorems for the uniqueness of the limit cycles
except our theorems.
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