Abstract-Due to their intermittency and unpredictability, increasing the penetration level of renewable energy (RE) resources to the power system leads to difficulties in operation. Reliable system operation requires a precise forecast of generated power by RE units. Photovoltaic (PV) and wind units are the significant portion of RE resources integrated into the power system. This paper proposes a forecast method for PV and wind generated power to achieve good prediction accuracy in different weather conditions. Not only is the relation between the wind and PV output power modeled, but the heat index (HI) is also taken into consideration as a useful meteorological variable to achieve the 15-min ahead precise expectation of PV/wind output power. Moreover, the input data are discretized in such a way that the best accuracy for the PV and wind power forecast is achieved. Comparing the results of the proposed method with the historical data recorded at actual PV and wind plants shows that the proposed forecast method results in high accuracy in PV and wind output power forecast. Moreover, the forecast model performance with HI consideration is compared with the model not using HI as an input variable.
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Forecasted value for the r-th DS at time t + 1 I. INTRODUCTION I NTEGRATION of REs to the power system has gained major interest in recent years due to the lack of carbon emission during their power generation cycles [1] . Being non-polluting, renewable and available in most sites and requiring no fuel, PV and wind have been the most significant parts of REs incorporated in the bulk power system [2] . To improve the economic sustainability and technical characteristics, the hybrid energy plants including different types of REs and energy storage systems are connected to the power system. The hybrid PV-wind power plant has been investigated as an economically and technically efficient scheme [3] .
The wind and PV generated power has high variability, therefore the power system operation and control becomes more complex by increasing their penetration either in the form of hybrid renewable power plants or separate RE resource operations [4] . In line with this statement, forecasting the PV/wind energy production on regional scale would be crucial for the transmission system operators and managers [5] when making the mediumterm control and long-term planning of the transmission system, especially regarding the cross-border power flows [6] or the 1949-3029 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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power system with low marginal risk index [7] . This explains why much recent research has been devoted to the PV/wind generated power forecast [8] . Two approaches have been proposed in the PV/wind output power forecast. Some research studies have attempted to forecast the solar irradiance and wind speed and convert them to the power generated by PV/wind units by using the predefined mathematical models [9] . In this approach, some issues are not considered, e.g., tilt angle, control actions of the solar tracking system, shadow effect of trees, buildings and other generation units and nonlinear control actions of wind turbines. The other approach directly models the output power of REs [10] . Compared to the indirect PV/wind power prediction, this method leads to a higher level of accuracy because the nonlinear behavior of different elements in the RE site are modeled as the generated power is measured at the connecting point to the power system. Therefore, the direct RE power forecast is studied in this paper. Various prediction methods have been presented to forecast the RE output power. The size of input variable vector is fixed in a number of proposed models meaning that a determined vector of measured variables are keyed in the model to forecast the PV/wind power generation in the next time interval. If a set of variable(s) is going to be added to the input vector to increase the forecast model accuracy, the model should be rebuilt, meaning the training procedure should be started from the beginning. This issue negatively affects the flexibility of the forecast models. In [11] , the support vector machine (SVM)-based forecast is integrated into the finite-state Markov models and the proposed SVM-enhanced Markov model is applied to predict the wind power in a 10-min ahead horizon. The proposed method only uses the wind power measured samples to develop the model. In other words, additional variables cannot be exploited as input to the power forecast unit. Moreover, the incomplete data set cannot be handled by the proposed method in [11] . Another example is proposed in [12] , which captures the regime-switching behavior with an approach relying on Markov-switching autoregressive (AR) models for the 1-step-ahead point forecasting of wind power time-series. Well-ordered data samples are assumed to be available during parameterization of the model coefficients. As a probabilistic approach, the first order Markov chain (MC) has been applied to PV/wind power modeling to predict data based on the last measured data sample in [11] . Since the first order MC is able to model only the normal fluctuations of the PV/wind power, it results in significant uncertainties and errors for PV/wind power modeling, especially in a short term forecast. As another example, in [13] a solar power prediction model based on various satellite images and SVM learning scheme is proposed. The historical satellite images are utilized to configure a large number of input and output data sets for the SVM learning to forecast motion vectors of clouds and finally to predict the power generated by the PV module in the next time interval.
Adding new features/variables to the list of prediction model inputs can increase the accuracy of the forecast units. However, all the needed sensors are not installed at the time of site construction. In other words, with the technology growing over time, some variables/features would be provided later than the RE site accomplishment [10] . Moreover, the PV arrays and wind turbine characteristics are being continuously changed over time and the RE peripheral conditions are also exposed to variations such as new building construction, tree condition changes, etc. Therefore, the forecast model should be time-adaptable to forecast RE power effectively over time. Failing to have this capability in forecasting methods [10] , [11] leads to a higher level of forecast errors over time.
Another important issue is that in some cases, a coherent batch of historical data is not available for developing the forecast model, e.g., newly constructed PV/wind sites or cases in which there are not so many recorded data samples available or some samples are missed. Forecast models, which are developed based on a complete batch of historical data cannot be operative in this case [11] , [12] .
A comprehensive model based on HMMC to forecast the 15-min ahead PV and wind output power is proposed in this paper, which is developed based on historical data of PV modules and wind turbine output power. The developed model predicts the PV/wind power variations based on the last data samples measured from the RE units while taking into account the generated power by the other RE unit(s) to consider the dependency between solar irradiation and wind speed. In other words, the proposed model considers both intra-and inter-relations between PV and wind power DS. This issue increases the power forecast accuracy because the solar irradiance and wind speed are correlated meteorological variables. Moreover, HI is also considered as a contributory meteorological variable to enhance the HMMC accuracy of the PV and wind power fluctuation forecast. HI is a nonlinear function of the ambient temperature and relative humidity reflecting a strong correlation with PV and wind output power. The model developing procedure proposed in this paper can be applied to an incomplete data set of the input variables. This feature is momentous in the case that some data samples are missed due to measurement problems or filtered out by the preprocessing data analysis to detect bad data. Parameters of the proposed method can be dynamically and adaptively updated with newly measured data points, i.e., PV and wind power and HI to capture the generation units' characteristic changes and peripheral variations. Moreover, the constructed model can exploit newly additive variable(s) to enhance the model performance. To capture the seasonality and daily non-stationarity of PV and wind power, time-adaptive sets of forecast model parameters are used, i.e., one special set of model parameters for each daily 4-hour epoch in each month. Based on output power measured from actual PV modules and wind turbines, the accuracy of the proposed forecast procedure is significantly improved.
The first contribution of this paper is to enhance the accuracy of PV/wind power output modeling by considering intra-and inter-relations between PV and wind power and also HI samples. The latter is an effective variable to increase the forecast algorithm accuracy, which is calculated in each time interval based on gauged instantaneous temperature and humidity.
The second contribution of this paper is proposing a flexible framework for forecasting PV/wind generated power in the case of disjointed batch of historical data. In other words, in the cases where are few recorded data samples available or some samples are missed, the forecast model can be developed.
II. MATHEMATICAL FORMULATION OF HMMC
In this section, the notation and concept of HMMC are reviewed which are used in this paper to develop an effective tool for PV and wind power modeling.
A. Feature Selection for PV and Wind Power Modeling
In this section, the HMMC is applied to the problem of PV and wind output power modeling. To enhance the forecast model accuracy, the relationship between the PV/wind output power and also HI as an efficient meteorological data are considered in this paper.
To show the effectiveness of different meteorological variables on PV/wind power forecast, the monthly linear correlation index between the PV generated power, wind output and some meteorological data are calculated according to (1) 
The PV/wind generated power, ambient temperature and relative humidity data measured in the year 2013 with the resolution of 15 min in an actual site in Belgium [14] , [15] are used to calculate the linear correlation index. Moreover, HI, a nonlinear function of the T, and RH calculated as (2) [16] , is considered as a descriptive meteorological index.
where C ij parameters, listed in [16] , are the coefficients determined by different experimental results. The mean and standard deviation of the monthly correlation indices are calculated as (3) and (4), respectively.
Statistical analysis of the linear correlation index between PV power and some meteorological data of the year 2013 is listed in Table I and the same statistical analysis of the linear correlation index between wind output power and some meteorological data of the year 2013 is listed in Table II . These two tables are used in Section IV to prioritize several variables to be included in the forecast algorithm input. As shown in these two tables, compared to the others, the correlations between HI and the PV and wind outputs are higher, which are reflected by the great mean values, i.e., −0.29 (bold font in gray background in Table I ) and −0.58 (bold font in gray background in Table II) , respectively. Moreover, the mentioned correlations remain quite unchanged during 12 months, which are reflected by low standard deviation values, i.e., 0.18 (bold font in white background in Table I ) and 0.29 (bold font in white background in Table II) , respectively. Therefore, HI is considered as an effective meteorological variable to enhance the PV/wind power forecast. Moreover, as shown in Table I , the mean value of the correlation between PV and wind output power is also high, i.e., −0.36, therefore the inter-relation between these two DS are taken into account in the RE power forecast and this explains the main motivation of using HMMC.
As another case study to show the strong correlation between PV and wind power, one can refer to [10] which corroborates our findings in this section by analyzing the data of an actual PV system located in Salem, OR, USA [17] .
Based on the aforementioned explanations, three DS are considered in this paper to construct a comprehensive model for wind and solar power forecast. DS 1: Measured wind ouput power (kW) in each time interval, i.e., X (1) ; DS 2: Measured PV generated power (kW) in each time interval, i.e., X (2) ; DS 3: Calculated HI, i.e., X (3) in each time interval based on the measured RH (%) and T (°C) in that time interval according to (2) .
The layout of the forecast system inputs and outputs is shown in Fig. 1 .
As shown in Fig. 1 , the discretized PV/wind power and HI are considered as forecast unit inputs to predict the wind and PV power in the next time interval.
B. Data Discretization
Since 15-min ahead forecasting is considered in this paper, the DS continuous data should be quantized to form a discrete HMMC. Assume that there are s categorical continuous DS, i.e., wind output, PV power and HI. These data sequences can be modeled by a discrete HMMC including N (r) possible states for each DS, i.e., {1, 2, . . . , N (r) }, r = 1, …, s = 3. Each DS, i.e., X (r) = {x (r) t }, 1≤ t ≤ T is discretized based on the following states definition.
It should be noted thatx
N +1 are minimum and maximum values observed in the r-th DS, respectively. It is stated that the r-th DS is at i-th state when the measured value of the variable related to the r-th DS at time t, x (r) t lies in the i-th interval, i.e.,x
i+1 . The first step to design a HMMC-based forecast model is data discretization, which is carried out by determining appropriate intervals as indicated in (5) . The selection of interval boundaries, i.e.,x (r) i , is a challenging procedure because it affects the ability of HMMC to capture the PV/wind power dynamics. One approach attempts to divide the entire range of data to intervals with equal length, i.e., |x
. . , s where Δx
(r) is the equal length for all the states related to the r-th DS. This approach can be simply implemented. However, due to its drawbacks which has been mentioned in [4] , in this paper, the continuous data of three DS, i.e., wind power, PV output and HI is discretized in such a way that an equal time of staying is achieved for all the states. Therefore, the following criteria should be satisfied [18] .
δ (r) is the equal time of staying for the r-th DS states, which will be determined optimally in Section IV. In this paper, x (r) i intervals are determined by solving (6) numerically after defining an appropriate value for δ (r) . After the state design step, the representative value for each state is determined so that the following mean square error is minimized.
After designing the states, the discrete HMMC-based model can be developed which is explained in the next subsection.
C. HMMC Model Development
It is assumed that the state probability distribution of a sequence in the next time interval depends on the state probability distribution of all the sequences (including the mentioned one) at the present time and k − 1 previous temporal intervals. HMMC is applied to model the transition among states in subsequent time intervals, as follows [19] :
The constraints of [18] .
It should be noted thatπ (r) can be estimated by computing the proportion of the occurrence of each state in the r-th sequence.
Considering (8) and (9), the following equation can be written:
Parameter λ should be determined in such a way that the developed model shows the long-term pattern of the data samples. Therefore, the following linear optimization problem is formed to estimate the parameter λ.
subject to:
The objective function in (11) addresses the difference between the long-term pattern of DS achieved by data investigation, i.e.,π (r) and the developed model, i.e.,
Equation (11) is solved in this paper by using the interior-point method implemented in the optimization toolbox of MATLAB software. The globally optimal solution is achieved by solving (11) because it is a linear convex optimization problem.
Considering the aforementioned procedure for HMMC development, λ and Q are two model parameters. Parameter Q reflects the short-term variation of a DS as it is calculated based on investigating transitions of states in subsequent time intervals.
Referring to (10), parameter λ is calculated such that the developed model matches the long-term pattern of the DS. Therefore, λ reflects the long-term dynamic of inter-and intra-DS relations.
Remark: As discussed in this section, when s > 1 and k > 1, a HMMC is developed to consider the inter-and intra-relations among s series of data, where k samples of each of them are considered in each step. If s = 1 and k > 1, the developed model is called HMC in which only interdependency among data samples of a sequence is taken into consideration.
III. HMMC-BASED PV AND WIND POWER FORECAST
Once a HMMC-based forecast model is developed as explained in Section II, it can be used to forecast the PV and wind outputs in the next time interval, i.e., 15 min ahead by using k last data samples observed in each DS according to the following equation:
t+1 , considering that the current state in the r-th DS is c (r) , (1 ≤ c (r) ≤ N (r) ). Moreover, the parameters of the forecast system, i.e., λ and Q can be updated dynamically by using the last measured data samples after each epoch, i.e., 4 h, so that the updated values of the parameters are used to forecast the power of RE units according to (12) . It should be noted that the process of parameter updating can be done in parallel with the calculations related to power forecast. Therefore, it does not interfere with the calculations related to the power forecast procedure. The flowchart of the proposed forecast method and procedure of model parameter update is shown in Fig. 2 .
IV. CASE STUDIES OF REAL WIND/PV POWER DATA
In this section, the PV/wind generated power, ambient temperature and relative humidity data measured and collected in Belgium are used to test the proposed method effectiveness for the 15-min ahead power forecast [14] , [15] . The instantaneous values of the mentioned variables are recorded every 15 min for the years 2013 and 2014. The monitored capacity of PV and wind generated power ratings are 2915.88 MW and 592.20 MW, respectively. In this section, the data of the year 2013 is used to train the HMMC and the data of the year 2014 is used to test the performance of the proposed method. Separate HMMC based forecast models are developed for each daily 4-hour epoch in each month to capture the seasonality and daily non-stationarity of PV and wind power. In other words, time-adaptive sets of coefficients are used in the proposed forecast method such that different PV/wind power patterns can be accurately modeled. The PV output power of 8:00-16:00 is considered in this paper because the generated power by the PV plant is low/very fluctuating on the other time intervals in some seasons. The proposed methods for HMMC-based model development and power forecast are implemented in MATLAB software. 
A. Scenario 1: HMC-Based PV/Wind Power Forecast
In this section, the PV output and wind generated power are modeled by constructing two separate forecast models based on the higher-order Markov Chain.
1) States Design: Wind generated power, PV output power and HI are used in this paper as three DS. These sequences include continuous data, which should be quantized by determining appropriate intervals as stated in (5) . Since δ plays a major role in the states design step and it affects the forecasting accuracy, the state intervals are determined by solving (6) numerically for a predefined value of δ (r) . In order to find the best value for δ, the states are designed by using different values for δ (r) , i.e., δ (r) = 1, 1.5, . . . , 5 min, r = 1, 2, 3 and the best forecast model is picked. After the state design step, the probability transition matrix, Q, is determined according to the method described in Section II.C by investigating the batch of data samples, i.e., wind/PV power and HI. To construct the model completely, the parameters λ should be calculated by solving the linear programming problem (11) via the MATLAB optimization toolbox.
NRMSE of the forecasted PV and wind power is used in this paper as a useful index to evaluate the forecast method accuracy which can be calculated according to (13) based on the actual and estimated values of a DS, i.e., x(t) and x est (t), respectively.
Since the aim of this paper is to forecast the PV and wind power, the optimal value of δ (r) is chosen to reach the minimum of the NRMSE values related to the wind and PV power. The NRMSE related to HI forecast is not considered because HI prediction is not the objective of this paper.
Using the data of the year 2013, the power forecast model is developed. Different values of NRMSE are shown in Fig. 3 versus the variation of δ. As shown in this figure, the NRMSE related to wind (PV) power forecast decreases with increasing the parameter δ until it reaches δ (1) = 2.5 min (δ (2) = 1.5 min) while increasing the δ more than 2.5 min (1.5 min) leads to an increase in the NRMSE index of wind (PV) power forecast. If a large value is selected for δ, the long-term trend of the output power variations is modeled and the short-term variations cannot be captured accurately which lead to a larger error. Conversely, if the value of δ is small, the forecast model concentrates on modeling the short-term variations and the long-term characteristic of output power dynamics cannot be modeled well, which results in a lower forecast accuracy. Therefore, the best values of δ are selected as δ (1) = 2.5 min and δ (2) = 1.5 min for wind and PV power data discretization, respectively based on Fig. 3 and they are applied to the data discretization as explained in Section II.B. The results of Fig. 3 are achieved as the optimal value of δ (3) = 3.5 min is used for the HI data discretization.
2) Power Forecast Model Development:
In this section, the simplest form of the HMC, i.e., set of two separate higher-order Markov chains is used to forecast PV output and wind power individually. Only the temporal dynamics of PV/wind power are captured and the other interdependencies are neglected. The wind and PV power DS is discretized considering δ (1) = 2.5 min and δ (2) = 1.5 min, respectively which are related to minimum forecast error as shown in Fig. 3 . With k = 10, the 10 last observed samples to forecast the next one are considered. State transition matrices are estimated according to the procedure stated in subsection II.C and λ is calculated by solving (11) (assuming s = 1 in this scenario) via the optimization toolbox of MATLAB software. It should be noted that there are two different λ parameters, each of them related to one DS as shown in Fig. 4 . As shown in Fig. 4 , the dependency between the samples in the first and second DS decreases with increasing the time lag parameter showing that the forecasted power of PV and wind depends more on the recently measured data sample than the previous ones. Remark: The effect of k values on the HMMC accuracy is listed in Table III. In the second and forth columns of Table III, the calculated NRMSE related to PV and wind power are listed, respectively. In the third and fifth column of Table III , the accuracy improvement of forecast method, i.e., decrease in NRMSE is calculated based on (14) and listed for that value of k.
B. Scenario 2: HMMC Based PV/Wind Power Forecast Model
In this section, the inter-dependencies of the PV output, wind generated power and HI variable are captured by constructing the HMMC-based forecast model. In this scenario, it is assumed that the HI data samples are provided from the year 2013 onward and they can be used in the training procedure. Considering k = 10, the state transition probability matrices, i.e., Q the approach proposed in subsection II.C to construct the power forecast model. Data of PV/wind power and HI in the year 2013 is used to develop the forecast model while the data measured in the year 2014 is used to evaluate the performance of the developed model. A useful parameter to reflect the performance of the proposed method for PV/wind power forecast is the correlation index between the forecasted values and their respective measured ones, which can be calculated according to (1) . The correlation indices related to PV and wind power in each epoch are listed in Table IV The median of the correlation indices are achieved as 97.58% and 91.62% by applying scenario 2 for the PV and wind power forecast, respectively, showing that frequently accurate forecasts are achieved for the set of PV and wind systems.
As shown in Table IV , the PV output power is taken into consideration in the time interval of 8:00-16:00. Therefore, the correlation between the actual and forecasted values of PV power is not calculated in the other time intervals.
To show the scattering of forecast errors, the cumulative distribution function of the NRMSE related to the PV and wind forecast procedure is used as a good index, calculated according to the following equation:
where the NRMSE is the forecast error calculated by (13) and Prob. (.) is the probability function.
Regarding the CDF of PV forecast error shown in Fig. 5 , almost 76% of the annual PV forecast errors have an NRMSE lower than 4% and 95% of them have an NRMSE lower than 4.5%. Moreover, as shown in Fig. 5 , 90% of the wind forecast errors have an NRMSE less than 3.5%. Fig. 5 depicts the low dispersion of the PV and wind forecast errors in different daily times, months and weather conditions.
The hourly values of PV and wind forecasted NRMSEs are statistically analyzed and their mean and standard deviation are shown in Fig. 6 . It should be noted that 24 points show the hourly mean and standard deviation of wind forecast NRMSE and 8 points indicate hourly mean and standard deviation of the PV forecast NRMSE related to 8:00-16:00. As shown in Fig. 6 , the wind power can be forecasted by using the proposed method with a lower error and lower standard deviation compared to the PV power prediction. However, both of them have reasonable values of NRMSE showing that the proposed method can be effectively used in the PV and wind power forecast.
C. Scenario 3: Input Vector Modification
In this section, the effect of increasing the dimension of the input vector of the forecast algorithm is investigated. At the first stage, the variations of PV output and wind generated power are modeled by constructing the simplest form of the HMMC-based framework, which uses just the PV and wind power samples as its input. In each of the next stages, one of the other variables, i.e., ambient temperature, relative humidity, atmospheric pressure and heat index, is added to the list of input variables to investigate their effect on enhancing the accuracy of the forecast model. It should be noted that the variables are added in each step based on their priority calculated in Table I and Table II. Data of the year 2013 is used to develop the forecast model while the data measured in the year 2014 is used to evaluate the performance of the developed model. As listed in Table V , yearly values of NRMSE PV and NRMSE wind will reflect the performance of the proposed method for the PV/wind power forecast. As listed in Table V , adding the additional variables to the forecast method will enhance the PV/wind forecasting accuracy because the NRMSE values regarding steps 1-4 are less than that of the base case, i.e., considering PV/wind power as input variables. However, the HI is the most effective additional variable, which can be considered in the input vector in addition to PV and wind power.
To show the proposed framework ability to work with higher order input the largest size of input vector, i.e., a vector of PV and wind power, heat index, temperature, relative humidity and atmospheric pressure, is used as input to the forecast algorithm which leads to the NRMSE PV = 3.17 and NRMSE wind = 2.21.
D. Scenario 4: Forecast Model Update
In scenario 2, the forecast model is built based on the complete training set of the data, i.e., data of PV and wind output power and HI in the year 2013. To show the capability of the model parameters update, in this scenario, it is assumed that the HI data samples are not available in the year 2013 and the process of recording HI values was initiated from the commencement of the year 2014. This means that the constructed model is a HMMC with two DS, i.e., PV and wind output power based on data of the year 2013. The third DS, i.e., the HI values set, is added to the list of prediction model inputs after model development. This means that the constructed model should be expanded such that the third DS can be used as an additional predictor. Moreover, the model parameters should be updated as HI data arrives. In this scenario, the proposed model coefficients, i.e., Q and λ are updated at the end of each epoch of the year 2014 when a new set of data samples, i.e., PV and wind output power and HI become available. In other words, the proposed model is sequentially updated and the PV/wind forecast is carried out based on the updated version of the forecast unit.
In Fig. 7 , NRMSE PV and NRMSE wind versus time are shown in the year 2014. In this scenario, it is assumed that there is no batch of HI historical data in the year 2013. Therefore, the forecast error is high at the beginning of 2014 (NRMSE wind = 4.37% SCENARIO 4 and NRMSE PV = 5.34%) as the power forecast is carried out by using the forecast model which is developed based on only two DS, i.e., wind power and PV generation in the year 2013. The forecast model accuracy will be enhanced over time as more HI samples are provided. Another reason for decreasing forecast error is that some of the characteristics of PV and wind units vary over time and some peripheral changes occurred which are taken into consideration by updating the forecast model parameters as newly measured PV and wind power is available. As shown in Fig. 7 , NRMSE PV decreases from 5.34% to 3.90% (26.96% reduction in error) by considering the update capability of the proposed method to add the HI values, which are provided from the beginning of 2014 onwards to the predictor input list. The other error index, NRMSE wind decreases from 4.37% to 2.59% (40.73% reduction in error).
To compare the performance of the proposed method to forecast the PV/wind power, some newly proposed methods are applied to the PV and generated power data samples [11] , [12] . AR models are adopted from [12] by considering one regime, and then the support of the Gaussian distribution is truncated into [0, P max ]. Specifically, the order of the AR models is determined by using the partial autocorrelation functions of the PV/wind power time series [20] . The SVM-enhanced Markov model is also provided by integrating the forecast done by the SVM into the first order Markov models as explained in [11] .
The NRMSE values related to PV and wind power forecast are listed in Table VI . The naïve forecast model is applied as a benchmark. It is the estimating technique in which the last period measurements are used as the next period forecast, without adjusting them or attempting to establish causal factors. It is used SCENARIO 5 only for comparison with the forecasts generated by the more sophisticated techniques [21] . As shown in this table, the adaptable HMMC-based method outperforms the other ones, which reflects its capability in modeling the dynamic variations, and stochastic nature of the output power of PV and wind plants.
E. Scenario 5: Incomplete Batch of Historical Data
In scenarios 2 and 3, the forecast model is developed based on a complete batch of historical data of PV/wind power and HI. In some real cases, a number of samples are not measured accurately or they are not transmitted/recorded successfully. Moreover, the data preprocessing may omit some data samples when they are detected as bad data samples. In conventional model construction methods, the procedure of data recovery should be carried out to make the set of historical data ready for model construction. However, the proposed method can be applied to the incomplete set of historical data and no missed data detection/recovery procedure is needed to prepare the data samples.
In scenario 5, the performance of the proposed method to capture the PV/wind power variations from the incomplete set of historical data is evaluated.
In scenario 5, 5% of the randomly selected data samples of PV/wind power and HI are excluded from the historical data set. Based on the incomplete batch data, the forecast model is developed as stated in Section II and its performance index, i.e., NRMSE is calculated as stated in (13) . It should be noted that these steps are repeated 1000 times and the mean of the NRMSE values are calculated as NRMSE = 1 1000 1000 1 NRMSE which are listed in Table VII. The mentioned procedure is also repeated for 10% and 15% of the data points drop of the original data set and the mean of the error results are listed in Table VII . As shown in this table, the proposed method outperforms the other ones when applied on the incomplete set of historical data. This issue reflects its capability in modeling the dynamic variations, and the stochastic nature of the output power of PV and wind plants.
V. CONCLUSION
In this paper, the higher-order multivariate Markov Chain was developed to forecast the PV and wind generated power. The time-adaptive stochastic correlation between the wind and PV output power was taken into consideration in the proposed method, which works based on the observation window of the last measured data samples to follow the pattern of PV/wind power variations. Moreover, to enhance the forecast accuracy, two issues are considered: the HI index was utilized as an additional meteorological variable and the procedure of dynamic update of the model parameters was applied to the PV/wind power forecast. Compared to scenario 1, in which the PV and wind power interdependency is not considered, the HMMC-based method models the correlation between PV and wind output power and HI and leads to higher forecast accuracy (scenario 2). The other advantage of applying the proposed framework to forecast the PV/wind power is that the dimension of the input vector of the forecast algorithm can be increased in a flexible manner to reach better performance of the forecast algorithm. This issue is simulated in scenario 3 with adding one of the variables, i.e., ambient temperature, relative humidity, atmospheric pressure and heat index, in different steps to the list of forecast algorithm input. Another advantage of using the proposed method is its adaptability, which was simulated in scenario 4 such that lower forecast error is achieved, compared to the condition in which the forecast model parameters cannot be updated dynamically (scenario 2). Finally, scenario 4 is the result of the proposed method, which matches well with the measurement data recorded from the actual PV and wind plants. To make the proposed method more applicable to real conditions in scenario 5, the proposed method was applied to the incomplete set of historical data to show the proposed method capability to model the PV/wind power variation in the case some samples are missed.
