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Abstract: Elementary particles are atomic or sub-atomic particles that 
make up all kinds of matter. They are classified into two main groups, 
namely: bosons and fermions. In other words, bosons and fermions are 
found in all states of matter, viz: solids, liquids and gases. Fermions are 
constituents of matter while bosons are force carriers. Bosons are 
particles that transmit interactions or the constituents of radiation. The 
main objective of this paper is to derive and integrate the intermolecular 
partition function into the general partition function of the elementary 
gases. The application of the partition function so formulated in the 
determination of the thermodynamic states of the elementary particles 
and its validity can eventually be addressed. The partition function of a 
system is the ratio of the total number of particles in the system to the 
number of particles in the lowest energy state of that system. Thus, it is 
dimensionless. Partition function is very important in the analyses of 
thermodynamic systems. Once an expression for the partition function of 
a system is known, then the thermodynamic functions appertaining to 
the system; entropy, specific heat capacity, Helmholtz free energy, 
internal energy, etc can be determined. Many have been neglecting the 
effects of intermolecular interactions while calculating the overall 
partition function of interacting systems. This article considered the 
common way of determining partition function, z without considering 
intermolecular interaction effects and compared it with z determined by 
taking cognizance of the effects of intermolecular interactions. A 
comparison of the two was made, and the result analyzed. An overview 
of the various z’s in the old way was presented and a new one called 
inter-particle interaction partition function was derived using the 
Schrodinger equation. . To validate the work, the entropies and specific 
heats of hydrogen were compared with published data by two-way 
ANOVA.  It was determined that the values were significantly different 
as expected. This work has established that intermolecular interaction  
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effects cannot be neglected in the thermodynamics of elementary 
particles especially at high temperatures. It goes further to establish the 
correlation between classical and statistical thermodynamics. 
KEY WORDS: Entropy, Specific, Heat, Hydrogen, Partition, 
Functions, Elementary, and Particles 
 
I. Introduction 
In nature real particle gases do not 
obey the perfect gas equations. Some 
of these particles/gases are 
elementary in nature. They are 
elementary because they are a part of 
the make- up of every known 
substance as constituents of matter 
[1]. They are grouped as Bosons and 
Fermions .The laws governing these 
particles are studied under the 
advanced aspect of Thermodynamics 
referred to as Statistical 
Thermodynamics. Statistical 
Thermodynamics is the study of the 
techniques used to average the 
behavior of particles, so that by 
ignoring details of characteristics of 
individual particles the gross effects 
of detail are discovered [2]. Consider 
a low-density gas phase.  A gas 
filling volume V is composed of N 
similar molecules.  If the molecules 
are far enough apart, the forces 
between molecules are small 
compared to the forces within a 
molecule [3].  At first consideration, 
intermolecular forces are negligible.  
This does not mean that the forces are 
completely non-existent; there must 
be occasional collisions between 
molecules so that the gas can come to 
equilibrium [4].   Again, if the 
collisions are rare enough, the mean 
potential energy of interaction 
between molecules may be negligible 
compared to the mean kinetic energy 
of molecules [5]. Note here that the 
energy is conserved and so the total 
energy remains constant. At ultra 
cold conditions, the gases are dense 
and the average distance between 
molecules will be small.  In such 
situations, the potential energy of 
interaction cannot be considered 
negligible [6]. 
 
In either case, the total energy of the 
system will be the sum of the separate 
energies εi of the individual 
molecules, each one depending only 
on its own quantum numbers. Eq.(1) 
can now be modified to include 
intermolecular interaction effect as 
[7]; 
 
(1) 
So that eq.(1) becomes   
      (2) 
Where;  intermolecular 
(interparticle) partition function.   
 
II. Intermolecular Partition 
Function 
Potential Energy of Interaction 
When two particles, say molecules 
are far apart, they move completely 
independently. Neither will feel the 
presence of the other. However, if 
they come close together, then the 
intermolecular forces get to work. 
They will attract one another. The 
magnitude of the attraction depends 
on several factors [8]. For example, 
the forces that hold helium atoms, or 
covalent substances like iodine 
together in a liquid or solid are called 
intermolecular forces [9]. If the 
forces are between atoms rather than 
molecules, one can speak about 
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interatomic forces. Another name 
given to these forces is van der  
Waal’s forces. For elementary 
particles such as bosons and 
fermions, the forces are referred to as 
interparticle forces. More precisely, 
they can be referred to as 
interbosonic and interfermionic 
forces, as the case may be. 
The attraction between the particles 
tends to bring them together. The 
outside of a molecule is really a layer 
of negatively charged electrons called 
the electron cloud [10]. When 
molecules approach closely, the 
electron clouds repel each other. It is 
the great strength of the repulsion that 
puts a limit on how close the 
molecules can get. The separation of 
a positive and a negative charge 
produces what is called a dipole [11]. 
The force of attraction between two 
temporary dipoles is known as a 
London Force. Another name for it is 
dispersion force. London or 
Dispersion forces are just one type of 
intermolecular force. Recall that 
attraction means lowering of energy   
and repulsion, increase in energy 
[12]. 
 
 
 
Fig. 1  Potential Energy curve for two particles (atoms  or molecules) 
 
In Fig. 1, the energy diagram is 
displayed. Here, there is a minimum 
in the curve. This is when the 
attractive and repulsive forces 
balance each other. The particles are 
at their equilibrium distance apart. 
The normal equilibrium distance 
between molecules is about 200 to 
800 pectometers (pm) [9]. The shape 
of the curve gives an idea why it is 
difficult or sometimes impossible to 
liquefy gases at high temperatures. 
This is the reason why bosons and 
fermions, which are smaller than 
molecules, can be liquefied at very 
low temperatures, to obtain the ultra 
cold conditions. The average speed of 
bosons and fermions at high 
temperature is usually high. 
If two particles hit each other at a 
great speed they tend to become 
squashed together. This is rather like 
two springs being pushed together. 
This brings them high up the 
repulsion part of the curve. Then, 
they fly apart and go off to make 
further collisions. At lower 
temperatures when the speeds are 
much lower, the force of the 
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collisions can be very much less. The 
interaction of their electron clouds  
may take them only part of the way 
up the repulsion part of the curve. If 
they do not get too high, they will not 
spring apart. Rather, they will stick 
together and oscillate around their 
equilibrium position. 
 
Considering an ensemble, if there are 
no forces acting between the 
molecules of the system, the 
canonical ensemble partition 
function, Z is given by the 
expression; 
Z =                  (3) 
Where;   z  =  V  (4) 
However, the partition function, z 
pertains to a single molecule 
(monatomic) moving in a volume V 
which is potential free. The gas 
molecules move in a field generated 
by all molecules and the molecular 
interactions can be described on pair 
wise basis as;  
 = , r    =   ,   r 
                                                (5) 
The potential energy minimum 
occurs at U =  at r =  (Fig.1). 
Replacing V in eq (4) with , and 
introducing the Boltzmann’s factor 
exp  , where  is the potential 
energy of interaction between any 
one molecule and all others of the 
system. The factor  is introduced 
because each pair interaction is to be 
shared between two molecules in 
counting the total potential energy. 
Hence;  
z =  exp  
  (6) 
Z =   exp
                                        (7) 
Several kinds of force fields are at 
play between two particles as they 
undergo an encounter. The potential 
function for a given type of particle is 
a combination of the various 
components. As in eq. (7), assume a 
particular molecule of interest 
wanders through volume V and then 
collides with another molecule thus 
excluding a volume   (fig.1). 
This volume should be divided by 
two because the excluded volume 
arises by the collision of two 
molecules and only  can be assigned 
to one molecule. Therefore;  
 = V - Nb   where b =      (8) 
In the neighbourhood of a particular 
moving molecule between r = 0 and r 
= , the density of other moving 
molecules will be zero. Between r 
=  and r =  it will be constant, 
N/V. If a random distribution of 
molecules is assumed throughout the 
volume, the number of molecules 
(dN)  lying near a particular molecule 
in a spherical shell ranging between r 
and r + dr is; = 4   (i.e. 
volume of the shell  density). 
Where; r  . The potential energy 
of interaction between each of these 
and a central molecule at r = 0 is 
given by; 
φ = 4  =  
N                                                 (9) 
Where;   
Applying the above equations into eq. 
(7), gives the complete canonical 
ensemble partition function; 
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                                      (10) 
Eq. (10) is the partition function  
derived from potential energy of 
interaction and from it various 
thermodynamic properties can be 
evaluated. Several authors recognize 
the importance of intermolecular 
interactions, the partition function for 
intermolecular interaction was not 
developed [13]. This work attempted 
the derivation of intermolecular 
partition functions from different 
potential models. 
Lenard-Jones Potential Energy 
An ideal gas is characterized by the 
absence of molecular interactions. 
Real gases and other fluids are 
comprised of molecules that have not 
only the energy of individual 
molecules, but also energy that is 
shared among them because of 
intermolecular forces. This produces 
intermolecular potential energy, 
which is associated with collections 
of molecules, and is the form of 
energy that reflects the existence of 
such forces. Two molecules attract 
each other when they are far apart 
and repel each other when they are 
close together. Intermolecular forces 
represent interactions among the 
charge distributions of neighbouring 
molecules. 
 
Fig.1 shows the intermolecular 
potential energy, U for an isolated 
pair of spherically symmetric neutral 
molecules for which U depends on 
the distance between the molecular 
centres, i.e. on the molecular 
separation, r. U is also a function of 
the relative orientations of the two 
molecules. This curve of fig.1 best 
fits the Lenard-Jones Potential; 
 =                   (11) 
Where;  is the potential energy at 
a separation distance A and B are 
constants. The intermolecular force, 
F is proportional to the r-derivative of 
U [14]; 
                (12) 
A positive F represents an 
intermolecular attraction. Molecules 
repel each other at small separations 
and attract each other at modest-to-
large separations. The hard-core 
diameter, ‘d’ is a measure of the 
centre-to-centre distance for which U 
and hence F becomes infinite. The 
collision diameter,  is the separation 
for which U = 0. The equilibrium 
separation  is the separation for 
which U attains its minimum value of 
 . At r = , the net intermolecular 
force is zero.  is the well depth. 
Typical ranges of values of and  
are  3 to 8  m and  
0.1  J respectively. 
Commonly,  is about 10 to 15% 
greater than .(Zee 2003). Thus, eq 
(3.24), the short range Lenard-Jones 
12 / 6 pair potential function, is 
commonly stated;  
 = 4   (13) 
Stockmayer improved on the above 
equation by including the factor 
 which can be shown to be 
characteristic of a dipole-dipole 
interaction [2]; 
 = 4   (14) 
This provides a semi-qualitative 
representation of the thermodynamic 
and transport properties for non-
popular substances of relatively 
simple molecular structure.  
(15) 
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Recall that  the potential energy 
of interaction between any one 
molecule and all others of the system. 
Therefore, can logically be 
replaced with  of eq.( 13) to get; 
Z  
             (16)                          
From this partition function, various 
thermodynamic properties for gases 
can be derived using eq. (16). 
   
Van der Waals interaction 
forces 
Three distinct types of force 
contribute to what is now collectively 
known as van der Waals force 
between two atoms or molecules; 
they are dispersion forces, orientation 
forces and induction forces. 
Dispersion forces, also known as 
London forces, charge fluctuation 
forces or electrodynamic forces, arise 
between totally non polar molecules 
such as helium, methane and carbon 
dioxide [15]. These forces are 
electrostatic in origin which may be 
understood as follows:  For a non 
polar atom the time average of its 
dipole moment is zero, yet at instant 
there exists a finite dipole moment 
given by the instantaneous positions 
of electrons about the nuclear protons 
[16].  This instantaneous dipole 
moment generates an electric field 
which polarizes a nearby atom, 
inducing in it a dipole moment.  The 
resulting interaction between the two 
dipoles gives rise to an instantaneous 
attractive force between the two 
neutral atoms. The dispersion free 
energy Udis of two atoms of 
polarizabilities α1 and α2 at a distance 
r apart is given approximately by 
London equation; 
 (17)     
Where h is Planck’s constant 
and  are the characteristic 
absorption frequencies of the atoms.  
Orientation forces also known as 
Keesom forces or dipole-dipole 
forces arise between molecules which 
have permanent electric dipoles, and 
the resulting energy can be 
represented as; 
               (18) 
The induction forces also known as 
Debye forces arise between polar and 
non polar molecules and the 
interaction energy can be represented 
by; 
   (19) 
The dispersion, orientation and 
induction energies give the total van 
der Waals energy between two atoms 
or molecules, as follows; 
                                        (20) 
Whereas there may be no orientation 
and induction forces between two 
molecules, dispersion forces are 
always present in which case, eq.(17) 
can suffice in calculations of van der 
Waals energy [16]. Thus, the 
interaction energy equation that 
should be used is; 
  (21) 
It is easier to use this expression in 
this form since gases are involved 
and the terms of this expression can 
easily be obtained [17]. Thus, the 
partition function can be written as in 
eq.(22) as can logically be replaced 
with  
Zp  
               (22) 
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Detailed analysis of eq.(.21) 
especially for liquids and other 
condensed matter will resort to the 
theories of Hamaker and the 
equations of Lifshitz. For interaction  
in a single gas component,  
 and  [18]. 
Knowledge of intermolecular 
interaction energies is essential for 
the understanding of the properties of 
gases, the strength and structure of 
molecular crystals and the magnitude 
of surface free energies of liquids. 
The Time Independent 
Schroedinger Equation 
 
r
mm1 2
 
Fig. 2 Interparticle interaction force 
Fig. 2 is an arrangement of two 
interacting elementary particles. 
Their masses are m1 and m2  at a 
distance r apart. The time 
independent Schroedinger equation 
for two interacting elementary 
particles [2] is given by the 
expression;  
  (23) 
This can be written as; 
  (24) 
Since the potential is spherically 
symmetric, it is convenient to work in 
spherical polar co-ordinates  
r, , and  
(
). Expressing eq. (24) in polar co-
ordinates, the following expression is 
obtained; 
   (25) 
where  and 
 was obtained from consideration 
of van der Waals interactions.  Eq. 
(25) can be expanded and put in the 
form; 
                             (26) 
Where;  =  and L= the 
orbital angular momentum of a 
particle and l = the quantum number.  
Introducing a variable, and a 
constant, defined by; 
 
,
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(
2
7
) 
As  is negative for bound states, 
  are real quantities. In terms 
of the new variable, eq.(26) becomes;  
                                       (28) 
Solution of the radial equation: The 
asymptotic solution of eq.(28) can 
first of all be investigated [20]. When 
i.e when interparticle distance  
is long, eq.(28) reduce to  
.                                                                                             
It’s solution is  
.  
At  .  
Therefore; , .  
For a minimum or maximum, 
. 
Therefore  and 
 Therefore;   
            (28a)                                       
Combining eqs. (27) and (28a); 
              (28b) 
  
               (28c)                                                                                               
. If the interacting 
particles are similar and equal, then 
 and                                                                                                       
Therefore eq.(28c) becomes;  
              (28d) 
The partition function is defined by 
the expression; 
                 (29)         
Eq.(29) is an infinite series with first 
term, a=1 and common ratio, 
   
Therefore;    
   
    (30)          
 is the inter-particle partition 
function of the system of interacting 
particles. 
 
Thermodynamic 
Considerations 
It was reported that it is the 
translational partition function that is 
most affected by intermolecular 
interactions.  In the absence of 
intermolecular interactions, the ideal 
gas condition is obtained.  In reality, 
there is no ideal gas condition; some 
intermolecular forces do exist, the 
difference lies in the order of 
magnitude. 
In the absence of intermolecular 
forces, eq.(4) gives the translational 
partition function so that the various 
thermodynamic properties can be 
determined using eqs.(16) and eq.(16) 
can be rewritten as; 
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.                         (31)          
Eq.(31) is the overall partition 
function excluding intermolecular 
interaction effects. The 
intermolecular interactions affect 
strongly the translational term so that 
the other terms – rotational, 
vibrational, electronic and nuclear 
motions of each molecule - have 
negligible effects on the partition 
function [5]. Molecular interactions 
tend to destroy the factorability of the 
translational partition function. The 
molecular interaction modified 
partition function becomes; 
  
               (32)   
From Statistical thermodynamics, 
various thermodynamic functions can 
be determined using the above 
expressions [21]; 
 
              (33a) 
 
                        (33b) 
 
                   (33c) 
Helmholtz Free energy function; 
               (33d)                                                                 
Intermolecular Partition 
Functions 
The operational partition function 
including intermolecular interaction 
is shown in eq.(32) but when only the 
translational partition function is 
considered, the operating equation is 
shown in eq.(6).  Figs.(3-7) give a 
plots of the overall partition function 
i.e. for eq(31) and the superimposed 
overall  partition function modified 
for the effect of intermolecular 
interactions i.e. for eq.(32) [22]. 
These plots show the overall partition 
function with and without effects of 
intermolecular interaction forces 
being compared with each other. It 
can be observed that at extremely low 
temperature the old overall partition 
function is reduced by intermolecular 
interactions (Fig.3). At temperatures 
of say 100K to about 2,000k, there is 
no effect that intermolecular 
interactions have on the overall 
partition function (Fig.4). Fig.5 
presents a comparison of the two 
partition functions at 2,000K and 
above. 
Table 1: Properties Relations [7, 16] 
Property He Ne H2 C0 N2 
Polarizability,  (10
-24 
cm
3
)   0.79 1.95 1.76 
Absorption frequency   (10
15
 s
-1
)   3.73 3.39 3.77 
Dipole moment, md (3.336x10
-20
 cm)   0 0112 0 
Constants in Lennard-Jones potential: 
/k, 
o
K 
  
 
10.8 
2.57 
 
35.8 
2.75 
 
36.7 
2.96 
 
100.2 
3.76 
 
95.1 
3.70 
 
Boltzmann constant, k = 1.38x10
-23
 J 
Planck’s constant, h = 6.626 x 10-34 J s 
Avogadro’s number, No = 6.022 x 10
-23 
mol
-1 
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Element Particle mass ( kg) wan der Waals radius (m) 
Hydrogen 1.67  0.37  
Helium 6.65  0.32  
Argon 6.6  0.97  
Iodine 4.22  1.33  
Proton 1.67495 x 10
-27 
 
Electron 1.67265 x 10
-27
  
Neutron 1.66057 x 10
-27
  
 
 
 
Fig.3 Graphs of partition functions against temperature using Hydrogen atom 
comparing the already existing formula for z with the newly-derived formula at 
temperatures from 10-300 K. 
 
As indicated in Fig.3, the new partition 
function, Znew is shown with broken 
line whereas the old partition function, 
Zold is shown with solid line. At ultra-
cold region Znew is   smaller than  
Zold, beyond 40K. It then means that 
intermolecular effects affect the 
partition function of canonical 
ensembles at ultra-cold temperatures, 
beyond a temperature of 40K. It then 
follows that the thermodynamic 
functions of canonical ensembles are 
affected at the ultra-cold region. 
Hydrogen at the ultra cold region is 
solid; and for such there is no 
difference in the partition functions 
below a temperature of 40K Beyond 
40K, however, the partition functions 
begin to differ, probably because of the 
solid hydrogen changing to liquid. 
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Fig.4 Graphs comparing old and new Z for Canonical Ensembles using Hydrogen atoms 
with temperatures from 100-2000K 
 
The figure above shows that the 
partition functions of hydrogen atoms 
are equal from ultracold region to a 
temperature of about 2000K. After 
this temperature, a difference begins 
to be noticed in the two graphs as can 
be observed later in Fig.5. 
 
 
 
Fig,5 Graphs comparing the two partition functions , old and new(for Hydrogen) with each 
other at temperatures 10K-7000K. 
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Fig. 6 Graphs showing the Entropies of hydrogen calculated from old and new Z from 10-
7500K 
 
Fig5, it can be observed that the two 
z’s are equal up to a temperature of 
about 2,000K, where the new z starts 
becoming higher than the old z for 
hydrogen. 
Fig 6, both entropies are equal at 
temperatures up to about 1400K. This 
means that Intermolecular interaction 
forces don’t affect the entropy of 
Grand canonical ensembles .At ultra-
cold conditions, entropy increase is 
dramatic. However, beyond a 
temperature of about 1000K, there is  
a reduction in entropy change. Note 
that entropy gives idea of quantity of 
heat involved. This does not appear to 
increase dramatically at higher 
temperatures. 
III. Validation  
New developments in science and 
industry are aided by accurate 
knowledge of the behavior of 
important substances.  The great 
abundance of chemical processes and 
compounds in which hydrogen is 
involved makes it of particular 
interest. Availability of data on 
hydrogen over a range of 
temperatures is important. Low 
temperatures are required for the 
liquid and solid, and moderate and 
high temperatures occur in chemical 
reactions.  
The mathematical models derived in 
this work are for non ideal situations, 
the statistical thermodynamic state. 
The aspects of these models based on 
grand canonical ensemble will be 
used as hydrogen is treated as a boson 
gas. Data for hydrogen calculated 
from these models are thus compared 
with experimental data, representing 
the ideal classical thermodynamic 
situation. These data are obtained 
from steam tables (based on ideal gas 
situation) and published experimental 
data [23]. 
Entropy of Hydrogen 
It is apparent that this work has so far 
been analytical. However, it is 
pertinent that some validation should 
be made to substantiate the efforts 
made to accomplish the project. This 
has led to some comparison of this 
work with some already existing 
empirical and existing results. Fig.7 
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presents a comparison between the 
entropies of hydrogen molecule 
obtained as seen in the steam table 
and those obtained in this work using 
the formula for partition function 
without intermolecular interaction 
effects and the one obtained with 
effect of intermolecular forces. 
 
 
Fig. 7 Comparing the values of Entropies of hydrogen from steam tables, old formula for 
Z (ie without taking into consideration the effects of intermolecular interaction forces) and 
the new formula for Z (ie with the effect of intermolecular interaction forces taken into 
consideration) from 100 to 4000K. 
 
The three entropies in fig.7 appear to 
be approximately of the same values 
at temperatures up to about 200K. 
This means that intermolecular 
interaction forces appear not to affect 
the entropy of hydrogen, obtained 
using the grand canonical ensemble at 
ultra cold conditions. Beyond 200K, 
the entropy as obtained from the 
steam tables, i.e., from classical 
thermodynamics (hydrogen in ideal 
gas state) appears to change more 
slowly than the other two. The 
entropies for the cases with and 
without intermolecular interactions 
appear to remain the same up to a 
temperature of about 1300K. This 
shows that intermolecular forces start 
becoming effective above 1300K. 
Note that entropy gives an idea of 
quantity of heat involved; this 
quantity of heat is increased by the 
presence of intermolecular forces 
which appear to become effective 
beyond 1300k.  
The Steam table values (classical 
thermodynamics) are different as 
shown in fig.8 because these values 
were obtained assuming ideal gas 
conditions whereas the values 
calculated from the models described 
in this study are based on non-ideal 
statistical thermodynamics situations. 
Note that the difference in the 
entropies obtained by classical 
thermodynamics (the steam table 
values from ideal gas state) and the 
calculated values must also have been 
partly as a result of varying changes 
in the isotopes of hydrogen at various 
temperatures. The different isotopes 
of hydrogen include the normal 
hydrogen (n-H2), the ortho-hydrogen 
(o-H2) and para-hydrogen (p-H2) and 
   98 
 
Sam N. Omenyi,  et al                                        CJET Vol.1 No.1, March. 2018 (Special Edition) 86 - 104    
 
the values of the entropy in J/K are 
given [23] in fig.8. The significance 
of this set of data is that where it 
appears that there is not much 
difference between the normal and 
ortho hydrogen, marked difference is 
observed with the para-hydrogen. 
 
 
Fig. 8 Entropies of the different isotopes of hydrogen [23]. 
 
Specific heat of hydrogen 
The specific heat data calculated 
using the relevant mathematical 
models are compared with the 
experimental data of [23]. These data 
are rather old but this comprehensive 
compilation by U.S. Department of 
Commerce, National Bureau of 
Standards [23], is regarded as a 
standard to which other data have 
been compared. It has come to serve  
as a standard reference guide just as 
the Steam tables that have beaten the 
test of times. 
 
 
 
Fig.9 Specific heats of Hydrogen molecules calculated from old and new Z from 
10-2000K 
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Fig.10 Specific heats of hydrogen molecules calculated from old and new Z at 10-7500K 
 
 
 
Fig.11 Comparison of values of Cp's for hydrogen molecules calculated from old and new 
Z with empirical values of Cp (Cptext), obtained from a Journal. 
  
Figs. (9-11) give the values of the 
specific heat as a function of 
temperature for different ranges of 
temperature. These figures show the 
importance of intermolecular 
interactions in the specific heats of 
hydrogen. At temperatures below 
500K, the intermolecular forces 
appear not to affect the specific heats 
of hydrogen.  Beyond 500K, the 
intermolecular forces cause the 
specific heat to rise by about 27% at 
3000K.  
In fig.12, the specific heat values 
obtained from classical 
thermodynamics (experimental 
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values, [23-24]) are compared with 
those obtained considering the 
absence and presence of 
intermolecular forces. The 
experimental values at temperatures 
below 300K are substantially lower, 
being about 27.5% lower than the 
calculated values at ultra cold 
condition of 50K. This behavior of 
the actual experimental data captures 
the fact that bosons condense at low 
temperatures. When the gas 
condenses to liquid, its ideal gas 
behavior will change. Thus, the 
behavior may be explained by the 
release of energy which is required 
for the gas to condense; whereas this 
can conveniently be captured 
experimentally, it may be difficult to 
capture from the mathematical 
models. Note again that the sharp 
drop in the experimental value of the 
specific heat as the temperatures 
drops below 300k could be as a result 
of the practical composition of 
hydrogen by various hydrogen 
isotopes at various temperatures . 
From ultracold temperatures until 
around 200K hydrogen molecules are 
made of about 100% para-hydrogen. 
The atomic weight of this isotope is 
1amu. As the temperature increases 
above 1OOK, the percentage of para-
hydrogen reduces to about 25% and 
that of ortho-hydrogen increases to  
about 75%.The atomic weight of 
ortho-hydrogen is about 3amu. 
However, the major fact is that 
intermolecular interaction forces 
affect the Specific heat both at ultra-
cold and high temperatures. 
Between the temperature range of 
300K to 500K, the three specific heat 
values are the same.  Beyond 500K, it 
is observed that while the values 
considering intermolecular forces 
increase, those without 
intermolecular forces and the 
experimental data are the same and 
show no effect of intermolecular 
interactions. It is interesting to 
observe that experiments did not 
record effects on intermolecular 
forces. This relationship is 
significant, pointing out that classical 
thermodynamics in the absence of 
intermolecular forces may 
approximate to statistical 
thermodynamic condition. This is 
true since the ideal situation in 
classical thermodynamics assumes 
that intermolecular forces are 
negligible. 
   
IV. Statistical Analyses of Results 
Fig.8 gives values of the entropies of 
hydrogen at various temperatures and 
it was observed that these values 
were different at certain temperatures.  
The question arises as to whether the 
differences are actually significant.  
To answer these questions, two-way 
ANOVA was conducted. 
 
 
Table 2: Two-way ANOVA for the entropies Source of Variation 
 
SS df MS F 
P-
value F crit 
A Rows 
(Temperatures) 62554.02 21 2978.7629 1112.49 
5.38E-
51 1.812817 
B-Columns 
(Entropies) 129.69 2 64.845014 24.21792 
1.01E-
07 3.219942 
Error 112.4576 42 2.6775628       
Total 62796.17 65         
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 Table 2 is a presentation of the 
Analysis of Variance (ANOVA) for 
the entropies obtained. From Statistical 
tables, the critical value of F for (2,42) 
degree of freedom at 5% level of 
significance is 3.22. Since the 
calculated value of the test statistic, FB 
=24.22 is much greater than the critical 
value, 3.22, the null hypothesis is 
rejected and it can be concluded that  
 
 
there is a significant difference in the 
average values of the entropies from 
the three sets of data at 0.05 level of 
confidence.  Similarly, for critical F 
equal to 1.82 and calculated F equal to 
1112, the null hypothesis is rejected 
and it can be concluded that there is a 
significant difference at 0.05 level of 
significance in the average values of 
the entropies when different 
temperatures are considered. 
  
Table 3: Two-way ANOVA for the specific heat. Source of Variation 
 
SS Df MS F P-value F crit 
Rows 369.1902 11 33.56274917 6.246742366 0.00013741 2.2585184 
Columns 128.3289 2 64.16445513 11.94237153 0.00030782 3.4433568 
Error 118.2025 22 5.372840307       
Total 615.7216 35         
 
Table 3 is a presentation of the 
Analysis of Variance (ANOVA) for 
the specific heats obtained. From 
Statistical tables, the critical value of F 
for (2,22) degree of freedom at 5% 
level of significance is 3.44. Since the 
calculated value of the test statistic, FB 
=11.942 is far greater than the critical 
value, 3.44, the null hypothesis is 
rejected and one can conclude that 
there is a significant difference in the 
average specific heats in the three sets 
of data, at 5% level of significance. On 
the other hand, for the critical F value 
of 2.26 and calculated value of 6.25, 
the null hypothesis is rejected and it 
can be concluded that there is a 
significant difference in the average 
values of the specific heats when 
different temperatures are considered. 
These significant differences are found 
to be due to the effects of 
intermolecular forces which become 
highly pronounced at high 
temperatures. 
 
V. Conclusion 
From the results above, it can be 
observed that from ultracold 
temperatures to about 300K, the old 
partition function is higher than the 
new one.. From 300K to about 7000K 
the two partition functions are equal . 
From 7000K and above, the new Z is 
higher. So, the temperature at which 
the new Z has effect is at high 
temperatures. Bosons condense at 
ultra cold temperatures and fermions 
condense at very high temperatures 
(from about 7000K upwards). One 
can therefore easily infer that 
intermolecular interactions lower the 
partition function of bosons and 
increase the partition function of 
fermions. So, generally, 
intermolecular interactions affect the 
overall partition function of bosons 
and fermions. Hence, their 
thermodynamic functions are affected 
by intermolecular interaction forces. 
Thus, the thermodynamics of 
elementary particles is affected at 
extreme temperatures by 
intermolecular interaction forces. The 
work was validated by comparing the 
entropies and specific heats of 
hydrogen calculated with  
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and the Shelf Model: A Quantum 
Physical Approach to a Physical 
Property". Journal of Chemical 
thermodynamic functions derived 
from the partition functions. The two-
way ANOVA results showed that 
significant differences existed 
between the entropies and between 
the specific heats. The significant 
differences were attributed to the 
inclusion of intermolecular effects in 
the partition functions. 
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