It has been known that the centralizer Z W (W I ) of a parabolic subgroup W I of a Coxeter group W is a split extension of a naturally defined reflection subgroup by a subgroup defined by a 2-cell complex Y. In this paper, we study the structure of Z W (W I ) further and show that, if I has no irreducible components of type A n with 2 ≤ n < ∞, then every element of finite irreducible components of the inner factor is fixed by a natural action of the fundamental group of Y. This property has an application to the isomorphism problem in Coxeter groups.
Introduction
A pair (W, S) of a group W and its (possibly infinite) generating set S is called a Coxeter system if W admits the following presentation
m(s,t) = 1 for all s, t ∈ S with m(s, t) < ∞ , where m : (s, t) → m(s, t) ∈ {1, 2, . . . } ∪ {∞} is a symmetric mapping in s, t ∈ S with the property that we have m(s, t) = 1 if and only if s = t. A group W is called a Coxeter group if (W, S) is a Coxeter system for some S ⊆ W . Since Coxeter systems and some associated objects, such as root systems, appear frequently in various topics of mathematics, algebraic or combinatorial properties of Coxeter systems and those associated objects have been investigated very well, forming a long history and establishing many beautiful theories (see e.g., [5] and references therein). For example, it has been well known that, given an arbitrary Coxeter system (W, S), the mapping m by which the above group presentation defines the same group W is uniquely determined. In recent decades, not only the properties of a Coxeter group W associated to a specific generating set S, but also the group-theoretic properties of an arbitrary Coxeter group W itself have been studied well. One of the recent main topics in the study of group-theoretic properties of Coxeter groups is the isomorphism problem, that is, the problem of determining which of the Coxeter groups are isomorphic to each other as abstract groups. In other words, the problem is to investigate the possible "types" of generating sets S for a given Coxeter group W . For example, it has been known that for a Coxeter group W in certain classes, the set of reflections S W := {wsw −1 | w ∈ W and s ∈ S} associated to any possible generating set S of W (as a Coxeter group) is equal to each other and independent of the choice of S (see e.g., [1] ). A Coxeter group W having this property is called reflection independent. A simplest nontrivial example of a Coxeter group which is not reflection independent is Weyl group of type G 2 (or the finite Coxeter group of type I 2 (6)) with two simple reflections s, t, which admits another generating set {s, ststs, (st) 3 } of type A 1 × A 2 involving an element (st) 3 that is not a reflection with respect to the original generating set. One of the main branches of the isomorphism problem in Coxeter groups is to determine the possibilities of a group isomorphism between two Coxeter groups which preserves the sets of reflections (with respect to some specified generating sets). Such an isomorphism is called reflection-preserving.
In a recent study by the author of this paper, it is revealed that some properties of the centralizers Z W (r) of reflections r in a Coxeter group W (with respect to a generating set S) can be applied to the study of reflection independent Coxeter groups and reflection-preserving isomorphisms. An outline of the idea is as follows. First, by a general result on the structures of the centralizers of parabolic subgroups [7] or the normalizers of parabolic subgroups [2] in Coxeter groups applied to the case of a single reflection, we have a decomposition Z W (r) = r × (W ⊥r ⋊ Y r ), where W ⊥r denotes the subgroup generated by all the reflections except r itself that commute with r, and Y r is a subgroup isomorphic to the fundamental group of a certain graph associated to (W, S). The above-mentioned general results also give a canonical presentation of W ⊥r as a Coxeter group. Then the unique maximal reflection subgroup (i.e., subgroup generated by reflections) of Z W (r) is r × W ⊥r . Now suppose that W ⊥r has no finite irreducible components. In this case, the maximal reflection subgroup of Z W (r) has only one finite irreducible component, that is r . Now it can be shown that, if the image f (r) of r by a group isomorphism f from W to another Coxeter group W ′ is not a reflection with respect to a generating set of W ′ , then the finite irreducible components of the unique maximal reflection subgroup of the centralizer of f (r) in W ′ have more elements than r , which is a contradiction. Hence, in such a case of r, the image of r by any group isomorphism from W to another Coxeter group is always a reflection. See the author's preprint [6] for more detailed arguments.
As we have seen in the previous paragraph, it is worthy to look for a class of Coxeter groups W for which the above subgroup W ⊥r of the centralizer Z W (r) of each reflection r has no finite irreducible components. The aim of this paper is to establish a tool for finding Coxeter groups having the desired property. The main theorem (in a special case) of this paper can be stated as follows:
Main Theorem (in a special case). Let r ∈ W be a reflection, and let s γ be a generator of W ⊥r (as a Coxeter group) which belongs to a finite irreducible component of W ⊥r . Then s γ commutes with every element of Y r . (See the previous paragraph for the notations.) By virtue of this result, to show that W ⊥r has no finite irreducible components, it suffices to find (by using the general structural results in [7] or [2] ) for each generator s γ of W ⊥r an element of Y r that does not commute with s γ . A detailed argument along this strategy is given in the preprint [6] .
In fact, the main theorem (Theorem 4.1) of this paper is not only proven for the abovementioned case of single reflection r, but also generalized to the case of centralizers Z W (W I ) of parabolic subgroups W I generated by some subsets I ⊆ S, with the property that I has no irreducible components of type A n with 2 ≤ n < ∞. (We notice that there exists a counterexample when the assumption on I is removed; see Section 7 for details.) In the generalized statement, the group W ⊥r is replaced naturally with the subgroup of W generated by all the reflections except those in I that commute with every element of I, while the group Y r is replaced with a subgroup of W isomorphic to the fundamental group of a certain 2-cell complex defined in [7] . We emphasize that, although the general structures of these subgroups of Z W (W I ) have been described in [7] (or [2] ), the main theorem of this paper is still far from being trivial; moreover, to the author's best knowledge, no other results on the structures of the centralizers Z W (W I ) which is in a significantly general form and involves much detailed information than those given in the general structural results [2, 7] have been known in the literature.
The paper is organized as follows. In Section 2, we summarize some fundamental properties and definitions for Coxeter groups. In Section 3, we summarize some properties of the centralizers of parabolic subgroups relevant to our argument in the following sections, which have been shown in some preceding works (mainly in [7] ). In Section 4, we give the statement of the main theorem of this paper (Theorem 4.1) , and give a remark on its application to the isomorphism problem in Coxeter groups (also mentioned in a paragraph above). The proof of the main theorem is divided into two main steps: First, Section 5 presents some auxiliary results which do not require the assumption, put in the main theorem, on the subset I of S that I has no irreducible components of type A n with 2 ≤ n < ∞. Then, based on the results in Section 5, Section 6 deals with the special case as in the main theorem that I has no such irreducible components, and completes the proof of the main theorem. The proof of the main theorem makes use of the list of positive roots given in Section 2 several times. Finally, in Section 7, we describe in detail a counterexample of our main theorem when the assumption that I has no irreducible components of type A n with 2 ≤ n < ∞ is removed. helped him, especially to Professor Itaru Terada who was the supervisor of the author during the graduate course in which a part of this work was done, and to Professor Kazuhiko Koike, for their invaluable advice and encouragement. The author would also like to the anonymous referee for the precious comments, especially for suggestion to reduce the size of the counterexample shown in Section 7 which was originally of larger size. A part of this work was supported by JSPS Research Fellowship (No. 16-10825 ).
Coxeter groups
The basics of Coxeter groups summarized here are found in [5] unless otherwise noticed. For some omitted definitions, see also [5] or the author's preceding paper [7] .
Basic notions
A pair (W, S) of a group W and its (possibly infinite) generating set S is called a Coxeter system, and W is called a Coxeter group, if W admits the following presentation
m(s,t) = 1 for all s, t ∈ S with m(s, t) < ∞ , where m : (s, t) → m(s, t) ∈ {1, 2, . . . } ∪ {∞} is a symmetric mapping in s, t ∈ S with the property that we have m(s, t) = 1 if and only if s = t. Let Γ denote the Coxeter graph of (W, S), which is a simple undirected graph with vertex set S in which two vertices s, t ∈ S are joined by an edge with label m(s, t) if and only if m(s, t) ≥ 3 (by usual convention, the label is omitted when m(s, t) = 3; see Figure 1 below for example). If Γ is connected, then (W, S) is called irreducible. Let ℓ denote the length function of (W, S). For w, u ∈ W , we say that u is a right divisor of w if ℓ(w) = ℓ(wu −1 ) + ℓ(u). For each subset I ⊆ S, the subgroup W I := I of W generated by I is called a parabolic subgroup of W . Let Γ I denote the Coxeter graph of the Coxeter system (W I , I). For two subsets I, J ⊆ S, we say that I is adjacent to J if an element of I is joined by an edge with an element of J in the Coxeter graph Γ. We say that I is apart from J if I ∩ J = ∅ and I is not adjacent to J. For the terminologies, we often abbreviate a set {s} with a single element of S to s for simplicity.
Root systems and reflection subgroups
Let V denote the geometric representation space of (W, S), which is an R-linear space equipped with a basis Π = {α s | s ∈ S} and a W -invariant symmetric bilinear form , determined by
where W acts faithfully on V by s ·v = v − 2 α s , v α s for s ∈ S and v ∈ V . Then the root system Φ = W · Π consists of unit vectors with respect to the bilinear form , , and Φ is the disjoint union of Φ + := Φ ∩ R ≥0 Π and Φ − := −Φ + where R ≥0 Π signifies the set of nonnegative linear combinations of elements of Π. Elements of Φ, Φ + , and Φ − are called roots, positive roots, and negative roots, respectively. For a subset Ψ ⊆ Φ and an element w ∈ W , define
It is well known that the length ℓ(w) of w is equal to |Φ[w]|.
For an element v = s∈S c s α s of V , define the support Supp v of v to be the set of all s ∈ S with c s = 0. For a subset Ψ of Φ, define the support Supp Ψ of Ψ to be the union of Supp γ over all γ ∈ Ψ. For each I ⊆ S, define
It is well known that Φ I coincides with the root system W I · Π I of (W I , I). We notice the following well-known fact:
Lemma 2.1. The support of any root γ ∈ Φ is irreducible.
Proof. Note that γ ∈ Φ I = W I · Π I , where I = Supp γ. On the other hand, it follows by induction on the length of w that, for any w ∈ W I and s ∈ I, the support of w · α s is contained in the irreducible component of I containing s. Hence the claim follows.
For a root γ = w · α s ∈ Φ, let s γ := wsw −1 be the reflection along γ, which acts on V by s γ · v = v − 2 γ, v γ for v ∈ V . For any subset Ψ ⊆ Φ, let W (Ψ) denote the reflection subgroup of W generated by {s γ | γ ∈ Ψ}. It was shown by Deodhar [3] and by Dyer [4] that W (Ψ) is a Coxeter group. To determine their generating set S(Ψ) for W (Ψ), let Π(Ψ) denote the set of all "simple roots" γ ∈ (W (Ψ) · Ψ) + in the "root system" W (Ψ) · Ψ of W (Ψ), that is, all the γ for which any expression γ = r i=1 c i β i with c i > 0 and β i ∈ (W (Ψ) · Ψ) + satisfies that β i = γ for every index i. Then the set S(Ψ) is given by
We call Π(Ψ) the simple system of (W (Ψ), S(Ψ)). Note that the "root system" W (Ψ) · Ψ and the simple system Π(Ψ) for (W (Ψ), S(Ψ)) have several properties that are similar to the usual root systems Φ and simple systems Π for (W, S); see e.g., Theorem 2.3 of [7] for the detail. In particular, we have the following result: Theorem 2.2 (e.g., [7, Theorem 2.3] ). Let Ψ ⊆ Φ, and let ℓ Ψ be the length function of (W (Ψ), S(Ψ)). Then for w ∈ W (Ψ) and γ ∈ (W (Ψ) · Ψ) + , we have ℓ Ψ (ws γ ) < ℓ Ψ (w) if and only if w · γ ∈ Φ − .
We say that a subset Ψ ⊆ Φ + is a root basis if for each pair β, γ ∈ Ψ, we have
For example, it follows from Theorem 2.3 below that the simple system Π(Ψ) of (W (Ψ), S(Ψ)) is a root basis for any Ψ ⊆ Φ. For two root bases Ψ 1 , Ψ 2 ⊆ Φ + , we say that a mapping from
is an isomorphism if it induces an isomorphism from S(Ψ 1 ) to S(Ψ 2 ). We show some properties of root bases: 4, Theorem 4.4] ). Let Ψ ⊆ Φ + . Then we have Π(Ψ) = Ψ if and only if Ψ is a root basis. 2.4 ([7, Corollary 2.6] ). Let Ψ ⊆ Φ + be a root basis with |W (Ψ)| < ∞. Then Ψ is a basis of a positive definite subspace of V with respect to the bilinear form , .
Proposition
Proposition 2.5 ( [7, Proposition 2.7] ). Let Ψ ⊆ Φ + be a root basis with |W (Ψ)| < ∞, and U = span Ψ. Then there exist an element w ∈ W and a subset I ⊆ S satisfying that |W I | < ∞ and w · (U ∩ Φ + ) = Φ + I . Moreover, the action of this w maps U ∩ Π into Π I .
Finite parabolic subgroups
We say that a subset I ⊆ S is of finite type if |W I | < ∞. The finite irreducible Coxeter groups have been classified as summarized in [5, Chapter 2] . Here we determine a labelling r 1 , r 2 , . . . , r n (where n = |I|) of elements of an irreducible subset I ⊆ S of each finite type in the following manner, where the values m(r i , r j ) not listed here are equal to 2 (see Figure 1 ):
Type F 4 : m(r 1 , r 2 ) = m(r 3 , r 4 ) = 3 and m(r 2 , r 3 ) = 4;
Type H n (n = 3, 4): m(r 1 , r 2 ) = 5 and m(r i , r i+1 ) = 3 (2 ≤ i ≤ n − 1);
We call the above labelling r 1 , . . . , r n the standard labelling of I. Let w 0 (I) denote the (unique) longest element of a finite parabolic subgroup W I . It is well known that w 0 (I) 2 = 1 and w 0 (I) · Π I = −Π I . Now let I be irreducible of finite type. If I is of type A n (n ≥ 2), D k (k odd), E 6 or I 2 (m) (m odd), then the automorphism of the Coxeter graph Γ I of W I induced by (the conjugation action of) w 0 (I) is the unique nontrivial automorphism of Γ I . Otherwise, w 0 (I) lies in the center Z(W I ) of W I and the induced automorphism of Γ I is trivial, in which case we say that I is of (−1)-type. Moreover, if W I is finite but not irreducible, then w 0 (I) = w 0 (I 1 ) · · · w 0 (I k ) where the I i are the irreducible components of I.
Figure 1: Coxeter graphs of the finite irreducible Coxeter groups (here we write i instead of r i for each vertex)
Known properties of the centralizers
This section summarizes some known properties (mainly proven in [7] ) of the centralizers Z W (W I ) of parabolic subgroups W I in Coxeter groups W , especially those relevant to the argument in this paper. First, we fix an abstract index set Λ with |Λ| = |I|, and define S (Λ) to be the set of all injective mappings x : Λ → S. For x ∈ S (Λ) and λ ∈ Λ, we put x λ = x(λ); thus x may be regarded as a duplicate-free "Λ-tuple" (x λ ) = (x λ ) λ∈Λ of elements of S. For each x ∈ S (Λ) , let [x] denote the image of the mapping x; [x] = {x λ | λ ∈ Λ}. In the following argument, we fix an element x I ∈ S (Λ) with [x I ] = I. We define
Note that C x,y · C y,z ⊆ C x,z and C x,y −1 = C y,x for x, y, z ∈ S (Λ) . Now we define w * y λ := x λ for x, y ∈ S (Λ) , w ∈ C x,y and λ ∈ Λ , therefore we have w · α s = α w * s for any w ∈ C x,y and s ∈ [y]. (This * can be interpreted as the conjugation action of elements of C x,y to the elements of [y] .) Moreover, we define w * y := x for x, y ∈ S (Λ) and w ∈ C x,y (this * can be interpreted as the diagonal action on the Λ-tuples). We define C I = C x I ,x I , therefore we have
which is a normal subgroup of Z W (W I ).
To describe generators of C I , we introduce some notations. For subsets J, K ⊆ S, let J ∼K denote the set of elements of J ∪ K that belongs to the same connected component of Γ J∪K as an element of K. Now for x ∈ S (Λ) and s ∈ S [x] for which [x] ∼s is of finite type, there exists a unique y ∈ S (Λ) for which the element
belongs to C y,x . In this case, we define ϕ(x, s) := y , therefore ϕ(x, s) = w s x * x in the above notations. We have the following result:
(see [7, Section 3.1] ). In the notations, the symbol J will be omitted when J = S; hence we have
On the other hand, we define [7, Section 3.1] ). Note also that
We have the following results:
Proposition 3.2 (see [7, Lemma 4.1] ). For x ∈ S (Λ) and s ∈ S [x], the three conditions are equivalent:
1.
[x] ∼s is of finite type, and ϕ(x, s) = x;
2.
[x] ∼s is of finite type, and
If these three conditions are satisfied, then we have
Proposition 3.4 (see [7, Proposition 4.8] ). For any x ∈ S (Λ) , the group Y x,x is torsion-free.
For the structure of the entire centralizer Z W (W I ), a general result (Theorem 5.2 of [7] ) implies the following proposition in a special case (a proof of the proposition from Theorem 5.2 of [7] is straightforward by noticing the fact that, under the hypothesis of the following proposition, the group A defined in the last paragraph before Theorem 5.2 of [7] is trivial and hence the group B I used in Theorem 5.2 of [7] coincides with Y I ): Proposition 3.5 (see [7, Theorem 5.2] ). If every irreducible component of I of finite type is of (−1)-type (see Section 2.3 for the terminology), then we have
We also present an auxiliary result, which will be used later: Lemma 3.6 (see [7, Lemma 3.2] ). Let w ∈ W and J, K ⊆ S, and suppose that w · Π J ⊆ Π and w · Π K ⊆ Φ − . Then J ∩ K = ∅, the set J ∼K is of finite type, and w 0 (J ∼K )w 0 (J ∼K K) is a right divisor of w (see Section 2.1 for the terminology).
Main results
In this section, we state the main results of this paper, and give some relevant remarks. The proof will be given in the following sections.
The main results deal with the relations between the "finite part" of the reflection subgroup W ⊥I and the subgroup Y I of the centralizer Z W (W I ). In general, for any Coxeter group W , the product of the finite irreducible components of W is called the finite part of W ; here we write it as W fin . Then, since W ⊥I is a Coxeter group (with generating set R I and simple system Π I ) as mentioned in Section 3, W ⊥I has its own finite part W ⊥I fin .
To state the main theorem, we introduce a terminology: We say that a subset I of S is A >1 -free if I has no irreducible components of type A n with 2 ≤ n < ∞. Then the main theorem of this paper is stated as follows: Theorem 4.1. Let I be an A >1 -free subset of S (see above for the terminology). Then for each γ ∈ Π I with s γ ∈ W ⊥I fin , we have w · γ = γ for every w ∈ Y I . Hence each element of the subgroup Y I of Z W (W I ) commutes with every element of W ⊥I fin .
Among the several cases for the subset I of S covered by Theorem 4.1, we emphasize the following important special case: Corollary 4.2. Let I ⊆ S. If every irreducible component of I of finite type is of (−1)-type (see Section 2.3 for the terminology), then we have
where W ⊥I inf denotes the product of the infinite irreducible components of
Proof. Note that the assumption on I in Theorem 4.1 is now satisfied. In this situation, Proposition 3.5 implies that Z W (W I ) = Z(W I ) × (W ⊥I ⋊ Y I ). Now by Theorem 4.1, both Y I and W ⊥I inf centralize W ⊥I fin , therefore the latter factor of Z W (W I ) decomposes further as
We notice that the conclusion of Theorem 4.1 will not generally hold when we remove the A >1 -freeness assumption on I. A counterexample will be given in Section 7.
Here we give a remark on an application of the main results to a study of the isomorphism problem in Coxeter groups. An important branch in the research on the isomorphism problem in Coxeter groups is to investigate, for two Coxeter systems (W, S), (W ′ , S ′ ) and a group isomorphism f : W → W ′ , the possibilities of "shapes" of the images f (r) ∈ W ′ by f of reflections r ∈ W (with respect to the generating set S); for example, whether f (r) is always a reflection in W ′ (with respect to S ′ ) or not. Now if r ∈ S, then Corollary 4.2 and Proposition 3.4 imply that the unique maximal reflection subgroup of the centralizer of r in W is r × W ⊥{r} , which has finite part r × W ⊥{r} fin . Moreover, the property of W ⊥{r} fin shown in Theorem 4.1 can imply that the factor W ⊥{r} fin becomes "frequently" almost trivial. In such a case, the finite part of the unique maximal reflection subgroup of the centralizer of f (r) in W ′ should be very small, which can be shown to be impossible if f (r) is too far from being a reflection. Thus the possibilities of the shape of f (r) in W ′ can be restricted by using Theorem 4.1. See [6] for a detailed study along this direction. The author hope that such an argument can be generalized to the case that r is not a reflection but an involution of "type" which is A >1 -free (in a certain appropriate sense).
Proof of Theorem 4.1: General properties
In this and the next sections, we give a proof of Theorem 4.1. First, this section gives some preliminary results that hold for an arbitrary I ⊆ S (not necessarily A >1 -free; see Section 4 for the terminology). Then the next section will focus on the case that I is A >1 -free as in Theorem 4.1 and complete the proof of Theorem 4.1.
Decompositions of elements of Y z,y
It is mentioned in Proposition 3.3(2) that each element u ∈ Y z,y with y, z ∈ S (Λ) admits a kind of decomposition into elements of some Y . Here we introduce a generalization of such decompositions, which will play an important role below. We give a definition: Definition 5.1. Let u ∈ Y z,y with y, z ∈ S (Λ) . We say that an expression D := ω n−1 · · · ω 1 ω 0 of u is a semi-standard decomposition of u with respect to a subset J of S if there exist
with y (0) = y, y (n) = z and J (0) = J, satisfying the following conditions for each index 0 ≤ i ≤ n − 1:
• The subset
of S is of finite type (see Section 3 for the notation).
• We have
We call the above subset K (i) of S the support of ω i . We call a component ω i of D a wide transformation if its support K (i) intersects with J (i) [y (i) ]; otherwise, we call ω i a narrow transformation, in which case we have
. Moreover, we say that D = ω n−1 · · · ω 1 ω 0 is a standard decomposition of u if D is a semi-standard decomposition of u and ℓ(u) = n−1 j=0 ℓ(ω j ). The integer n is called the length of D and is denoted by ℓ(D).
Example 5.2. We give an example of a semi-standard decomposition. Let (W, S) be a Coxeter system of type D 7 , with standard labelling r 1 , . . . , r 7 of elements of S given in Section 2.3. We put n := 4, and define the objects y (i) , t (i) and J (i) as in Table 1 , where we abbreviate each r i to i for simplicity. In this case, the subsets K (i) of S introduced in Definition 5.1 are determined as in the last row of Table 1 . We have ω 0 = w 0 ({r 1 , r 2 , r 3 , r 4 , r 5 })w 0 ({r 1 , r 2 , r 3 , r 5 }) = r 2 r 3 r 4 r 5 r 1 r 2 r 3 r 4 , ω 1 = w 0 ({r 3 , r 4 , r 5 , r 6 })w 0 ({r 3 , r 4 , r 5 }) = r 3 r 4 r 5 r 6 , ω 2 = w 0 ({r 4 , r 5 , r 6 , r 7 })w 0 ({r 4 , r 5 , r 6 }) = r 7 r 5 r 4 r 6 r 5 r 7 , ω 3 = w 0 ({r 3 , r 4 , r 5 , r 6 })w 0 ({r 4 , r 5 , r 6 }) = r 6 r 5 r 4 r 3 .
Let u denote the element ω 3 ω 2 ω 1 ω 0 of W . Then it can be shown that u ∈ Y z,y where y := y (0) = (r 1 , r 2 , r 3 ) and z := y (n) = (r 5 , r 4 , r 3 ), and the expression D = ω 3 ω 2 ω 1 ω 0 is a semi-standard decomposition of u of length 4 with respect to J := J (0) = {r 5 }. Moreover, D is in fact a standard decomposition of u (which is the same as the one obtained by using Proposition 5.3 below). Among the four component ω i , the first one ω 0 is a wide transformation and the other three ω 1 , ω 2 , ω 3 are narrow transformations. 
The next proposition shows existence of standard decompositions:
Proposition 5.3. Let u ∈ Y z,y with y, z ∈ S (Λ) , and let J ⊆ S satisfying that u · Π J ⊆ Π. Then there exists a standard decomposition of u with respect to J.
Proof.
We proceed the proof by induction on ℓ(u). For the case ℓ(u) = 0, i.e., u = 1, the empty expression satisfies the conditions for a standard decomposition of u. From now, we consider the case ℓ(u) > 0. Then there is an element
∼t is of finite type and ω 0 := ω t y,J is a right divisor of u (see Section 2.1 for the terminology). By the definition of ω t y,J in Definition 5.1, there exist unique y (1) ∈ S (Λ) and J (1) ⊆ S satisfying that y (1) = ω 0 * y (see Section 3 for the notation) and
Hence the concatenation of ω 0 to a standard decomposition of u ′ ∈ Y z,y (1) with respect to J (1) obtained by the induction hypothesis gives a desired standard decomposition of u.
We present some properties of (semi-)standard decompositions. First, we have the following:
Then by applying Proposition 3.2 to the pair of [y (i) ]∪J (i) and t (i) instead of the pair of [x] and s, it follows that there exists a root
) + with ω i · γ ∈ Φ − (note that, in this case, the element w s x in Proposition 3.2 coincides with ω i ). By the definition of the support
The following lemma is straightforward to prove:
Lemma 5.5. In the above setting, let σ denote the mapping from {0, 1, . . . , n−k} to {0, 1, . . . , n}
Example 5.6. For the case of Example 5.2, the simplification D of the standard decomposition
We have
Now since ω 3 is the inverse of ω 1 , the semi-standard decomposition D of u is not a standard decomposition of u.
Moreover, we have the following result:
Let r ∈ [y (0) ], and suppose that the support of each ω i is apart from r. Moreover, let s ∈ J (0) , s ′ ∈ J (n+1) and suppose that u * s = s ′ . Then we have r ∈ [y (n+1) ], u * r = r and u ∈ Y z ′ ,z , where z and z ′ are elements of S (Λ) obtained from y (0) and y (n+1) by replacing r with s and with s ′ , respectively.
Proof. We use induction on n ≥ 0. Put
follows that r ∈ [y (n+1) ] and ω n * r = r, therefore u * r = ω n u ′ * r = r. On the other hand, we have z ′ = ω n * z ′′ by the construction of z ′ and z ′′ . Moreover, by the definition of ω n , the set
Reduction to a special case
Here we give a reduction of our proof of Theorem 4.1 to a special case where the possibility of the subset I ⊆ S is restricted in a certain manner.
First, for J ⊆ S, let ι(J) denote temporarily the union of the irreducible components of J that are not of finite type, and let ι(J) denote temporarily the set of elements of S that are not apart from ι(J) (hence J ∩ ι(J) = ι(J)). For example, when (W, S) is given by the Coxeter graph in Figure 2 (where we abbreviate each r i ∈ S to i) and J = {r 1 , r 3 , r 4 , r 5 , r 6 } (indicated in Figure 2 by the black vertices), we have ι(J) = {r 1 , r 5 , r 6 } and ι(J) = {r 1 , r 2 , r 5 , r 6 , r 7 }, therefore J ∩ ι(J) = {r 1 , r 5 , r 6 } = ι(J) as mentioned above. Now we have the following: Lemma 5.8. Let I be an arbitrary subset of S. Then we have w ∈ W S ι(I) for any w ∈ Y y,x I with y ∈ S (Λ) , and we have (2), there are a finite sequence z 0 = x I , z 1 , . . . , z n−1 , z n = y of elements of S (Λ) and a finite sequence s 0 , s 1 , . . . , s n−1 of elements of S satisfying that
. It follows from the induction hypothesis when i > 0, and is trivial when
, therefore the first part of the claim holds.
For the second part of the claim, the inclusion ⊇ is obvious by the definitions of ι(I) and ι(I). For the other inclusion, it suffices to show that Φ ⊥I ⊆ Φ S ι(I) , or equivalently Π I ⊆ Φ S ι(I) . Let γ ∈ Π I . By Proposition 3.3(3), we have γ = w · γ(y, s) for some y ∈ S (Λ) , w ∈ Y x I ,y and a root γ(y, s) introduced in the statement of Proposition 3.2. Now by applying the result of the previous paragraph to w −1 ∈ Y y,x I , it follows that ι([y]) = ι(I), ι([y]) = ι(I), and w ∈ W S ι(I) . Moreover, since [y] ∼s is of finite type (see Proposition 3.2), a similar argument implies that [y] ∼s ⊆ S ι([y]) = S ι(I) and w s y ∈ W S ι(I) , therefore γ(y, s) ∈ Φ S ι(I) . Hence we have γ = w · γ(y, s) ∈ Φ S ι(I) , concluding the proof of Lemma 5.8.
For an arbitrary subset I of S, suppose that γ ∈ Π I , s γ ∈ W ⊥I fin , and w ∈ Y I . Then by the second part of Lemma 5.8, we have γ ∈ Π I = Π S ι(I),I ι(I) and s γ also belongs to the finite part of W ⊥I ι(I) S ι(I) . Moreover, we have w ∈ W S ι(I) by the first part of Lemma 5.8, therefore w also belongs to the group Y I ι(I) constructed from the pair S ι(I), I ι(I) instead of the pair S, I. Hence we have the following result: If the conclusion of Theorem 4.1 holds for the pair S ι(I), I ι(I) instead of the pair S, I, then the conclusion of Theorem 4.1 also holds for the pair S, I. Note that I ι(I) = I ι(I) is the union of the irreducible components of I of finite type. As a consequence, we may assume without loss of generality that every irreducible component of I is of finite type (note that the A >1 -freeness in the hypothesis of Theorem 4.1 is preserved by considering I ι(I) instead of I).
From now on, we assume that every irreducible component of I is of finite type, as mentioned in the last paragraph. For any J ⊆ S, we say that a subset Ψ of the simple system Π J of W ⊥J is an irreducible component of Π J if S(Ψ) = {s β | β ∈ Ψ} is an irreducible component of the generating set R J of W ⊥J . Now, as in the statement of Theorem 4.1, let w ∈ Y I and γ ∈ Π I , and suppose that s γ ∈ W ⊥I fin . Let Ψ denote the union of the irreducible components of Π I containing some w k · γ with k ∈ Z. Then we have the following: Lemma 5.9. In this setting, Ψ is of finite type; in particular, |Ψ| < ∞. Moreover, the two subsets I Supp Ψ and Supp Ψ of S are not adjacent.
Proof. First, there exists a finite subset K of S for which w ∈ W K and γ ∈ Φ K . Then, the number of mutually orthogonal roots of the form w k · γ is at most |K| < ∞, since those roots are linearly independent and contained in the |K|-dimensional space V K . This implies that the number of irreducible components of Π I containing some w k · γ, which are of finite type by the property s γ ∈ W ⊥I fin and Proposition 3.3 (1), is finite. Therefore, the union Ψ of those irreducible components is also of finite type. Hence the first part of the claim holds.
For the second part of the claim, assume contrary that some s ∈ I Supp Ψ and t ∈ Supp Ψ are adjacent. By the definition of Supp Ψ, we have t ∈ Supp β ⊆ Supp Ψ for some β ∈ Ψ. Now we have s ∈ Supp β. Let c > 0 be the coefficient of α t in β. Then the property s ∈ Supp β implies that α s , β ≤ c α s , α t < 0, contradicting the property β ∈ Φ ⊥I . Hence the claim holds, concluding the proof of Lemma 5.9.
We temporarily write L = I ∩ Supp Ψ, and put Ψ ′ = Ψ ∪ Π L . Then we have Supp Ψ ′ = Supp Ψ, therefore by Lemma 5.9, I Supp Ψ ′ and Supp Ψ ′ are not adjacent. On the other hand, we have |Ψ| < ∞ by Lemma 5.9, therefore Supp Ψ ′ = Supp Ψ is a finite set. By these properties and the above-mentioned assumption that every irreducible component of I is of finite type, it follows that Π L is of finite type as well as Ψ. Note that Ψ ⊆ Π I ⊆ Φ ⊥L . Hence the two root bases Ψ and Π L are orthogonal, therefore their union Ψ ′ is also a root basis by Theorem 2.3, and we have |W (Ψ ′ )| < ∞. By Proposition 2.4, Ψ ′ is a basis of a subspace U := span Ψ ′ of V Supp Ψ ′ . By applying Proposition 2.5 to W Supp Ψ ′ instead of W , it follows that there exist u ∈ W Supp Ψ ′ and J ⊆ Supp Ψ ′ satisfying that W J is finite, u · (U ∩ Φ + ) = Φ + J and u · (U ∩ Π) ⊆ Π J . Now we have the following: Lemma 5.10. In this setting, if we choose such an element u of minimal length, then there exists an element y ∈ S (Λ) satisfying that u ∈ Y y,x I , the sets [y] J and J are not adjacent, and 
Finally, we show that such an element u of minimal length satisfies that u
On the other hand, since Ψ is the union of some irreducible components of Π I , it follows that β is orthogonal to Ψ, hence orthogonal to Ψ ′ . By these properties, the element us β also satisfies the above characteristics of the element u. However, now the property u · β ∈ Φ − implies that ℓ(us β ) < ℓ(u) (see Theorem 2.2), contradicting the choice of u. Hence we have u · β ∈ Φ + for every β ∈ Π I Ψ, therefore u · Π I ⊆ Φ + , concluding the proof of Lemma 5.10.
For an element u ∈ Y y,x I as in Lemma 5.10, Proposition 3.3(1) implies that u · γ ∈ Π [y] and s u·γ = us γ u −1 ∈ W ⊥[y] fin . Now w fixes the root γ if and only if the element uwu −1 ∈ Y y,y fixes the root u · γ. Moreover, the conjugation by u defines an isomorphism of Coxeter systems
instead of I, w, γ and Ψ if necessary, we may assume without loss of generality the following conditions:
(A1) Every irreducible component of I is of finite type.
(A2) There exists a subset J ⊆ S of finite type satisfying that I J and J are not adjacent and Ψ ∪ Π I∩J is a basis of V J .
Moreover, if an irreducible component J ′ of J is contained in I, then a smaller subset J J ′ instead of J also satisfies the assumption (A2); indeed, now Π J ′ ⊆ Π I∩J spans V J ′ , and since Ψ ∪ Π I∩J is a basis of V J and the support of any root is irreducible (see Lemma 2.1), it follows that the support of any element of Ψ ∪ Π I∩(J J ′ ) does not intersect with J ′ . Hence, by choosing a subset J ⊆ S in (A2) as small as possible, we may also assume without loss of generality the following condition:
We also notice the following properties:
Lemma 5.11. In this setting, we have
Proof. The inclusion Ψ ⊆ Π J,I∩J follows from the definition of Ψ and the condition (A2). Now assume contrary that β ∈ Π J,I∩J Ψ. Then we have β ∈ Π I by (A2). Since Ψ is the union of some irreducible components of Π I , it follows that β is orthogonal to Ψ as well as to Π I∩J . This implies that β belongs to the radical of V J , which should be trivial by Proposition 2.4. This is a contradiction. Hence the claim holds.
Lemma 5.12. In this setting, the element w ∈ Y I satisfies that w · Φ J = Φ J , and the subgroup w generated by w acts transitively on the set of the irreducible components of Π J,I∩J .
Proof. The second part of the claim follows immediately from the definition of Ψ and Lemma 5.11. It also implies that w · Π J,I∩J = Π J,I∩J , while w · Π I∩J = Π I∩J since w ∈ Y I . Moreover, Π J,I∩J ∪ Π I∩J is a basis of V J by Lemma 5.11 . This implies that w · V J = V J , therefore we have w · Φ J = Φ J . Hence the claim holds.
A key lemma
Let I ⊥ denote the set of all elements of S that are apart from I. Then there are two possibilities:
Here we present a key lemma regarding the former possibility (recall the three conditions (A1)-(A3) specified above):
Lemma 5.13. If Π J,I∩J ⊆ Φ I ⊥ , then we have I ∩ J = ∅ and J is irreducible.
Proof. First, take an element β ∈ Π J,I∩J Φ I ⊥ . Then we have β ∈ Φ I since Π J,I∩J ⊆ Φ ⊥I . Moreover, since the support Supp β of β is irreducible (see Lemma 2.1), there exists an element s ∈ Supp β I which is adjacent to an element of I, say s ′ ∈ I. Now the property β ∈ Φ ⊥I implies that s ′ ∈ Supp β, since otherwise we have β, α s ′ ≤ c α s , α s ′ < 0 where c > 0 is the coefficient of α s in β. Hence we have Lemma 5.11 and the support of any root is irreducible (see Lemma 2.1), it follows that β ∈ Ψ ′ , Ψ ′ is orthogonal to Π J,I∩J Ψ ′ and Ψ ′ ∪Π I∩K is a basis of V K . Now Ψ ′ is the union of some irreducible components of Π J,I∩J . We show that J is irreducible if we have w · Φ K = Φ K . In this case, we have w · Ψ ′ = Ψ ′ , therefore Π J,I∩J = Ψ ′ ⊆ Φ K by the second part of Lemma 5.12. Now by the condition (A3), J has no irreducible components other than K (indeed, if such an irreducible component J ′ of J exists, then the property Π J,I∩J ⊆ Φ K implies that the space V J ′ should be spanned by a subset of Π I∩J , therefore J ′ ⊆ I). Hence J = K is irreducible.
Thus it suffices to show that w · Φ K = Φ K . For the purpose, it also suffices to show that w · Φ K ⊆ Φ K (since K is of finite type as well as J), or equivalently w · Π K ⊆ Φ K . Moreover, by the three properties that K is irreducible,
This contradicts the property that t ′ is adjacent to t, since w leaves the bilinear form , invariant. Hence we have w · α t ′ ∈ Φ K , as desired.
Proof of Theorem 4.1: On the special case
In this section, we introduce the assumption in Theorem 4.1 that I is A >1 -free, and continue the argument in Section 5. Recall the properties (A1), (A2) and (A3) of I, J and Ψ = Π J,I∩J (see Lemma 5.11) given in Section 5.2. Our aim here is to prove that w fixes Π J,I∩J pointwise, which implies our goal w · γ = γ since γ ∈ Ψ = Π J,I∩J by the definition of Ψ. We divide the following argument into two cases: Π J,I∩J ⊆ Φ I ⊥ , or Π J,I∩J ⊆ Φ I ⊥ (see Section 5.3 for the definition of I ⊥ ).
The first case
Here we consider the case that Π J,I∩J ⊆ Φ I ⊥ . In this case, the subset J ⊆ S of finite type is irreducible by Lemma 5.13, therefore we can apply the classification of finite irreducible Coxeter groups. Let J = {r 1 , r 2 , . . . , r N }, where N = |J|, be the standard labelling of J (see Section 2.3). We write α i = α r i for simplicity. We introduce some temporal terminology. We say that an element y ∈ S (Λ) satisfies Property P if [y] J = I J (hence [y] J is apart from J by the condition (A2)) and Π J,[y]∩J ∪ Π [y]∩J is a basis of V J . For example, x I itself satisfies Property P. For any y ∈ S (Λ) satisfying Property P and any element s ∈ J [y] with ϕ(y, s) = y, we say that the isomorphism t → w s y * t from [y] ∩ J to [ϕ(y, s)] ∩ J is a local transformation (note that now [y] ∼s ⊆ J and w s y ∈ W J by the above-mentioned property that [y] J is apart from J). By abusing the terminology, in such a case we also call the correspondence y → ϕ(y, s) a local transformation. Note that, in this case, ϕ(y, s) also satisfies Property P, we have w s y ∈ Y ϕ(y,s),y and w s y * t = t for any t ∈ Proof. We show that Π J,I∩J ∪ Π I∩J cannot span V J if J is of type A N , which deduces a contradiction and hence concludes the proof. By the A >1 -freeness of I, each irreducible component of I ∩ J (which is also an irreducible component of I) is of type A 1 . Now by applying successive local transformations, we may assume without loss of generality that r 1 ∈ I (indeed, if the minimal index i with r i ∈ I satisfies i ≥ 2, then we have ϕ(x I , r i−1 ) * r i = r i−1 ). In this case, we have r 2 ∈ I, while we have Φ ⊥I J ⊆ Φ J {r 1 ,r 2 } by the fact that any positive root in the root system Φ J of type A N is of the form
To prove the next lemma (and some other results below), we give a list of all positive roots of the Coxeter group of type E 8 . The list is divided into six parts (Tables 2-7) . In the lists, we use the standard labelling r 1 , . . . , r 8 of generators. The coefficients of each root are placed at the same relative positions as the corresponding vertices of the Coxeter graph of type E 8 in Figure 1 ; for example, the last root γ 120 in Table 7 is 2α 1 + 3α 2 + 4α 3 + 6α 4 + 5α 5 + 4α 6 + 3α 7 + 2α 8 (which is the highest root of type E 8 ). For the columns for actions of generators (4th to 11th columns), a blank cell means that the generator r j fixes the root γ i (or equivalently, α j , γ i = 0); while a cell filled by "-" means that γ i = α j . Moreover, the positive roots of the parabolic subgroup of type E 6 (respectively, E 7 ) generated by {r 1 , . . . , r 6 } (respectively, {r 1 , . . . , r 7 }) correspond to the rows indicated by "E 6 " (respectively, "E 7 "). By the data for actions of generators, it can be verified that the list indeed exhausts all the positive roots.
Then we have the following:
Lemma 6.2. In this setting, if J is of type E 6 , then |I ∩ J| = 1.
Proof. By the property N ≥ |I ∩ J| + 2 and the A >1 -freeness of I, it follows that I ∩ J is either {r 2 , r 3 , r 4 , r 5 } (of type D 4 ) or the union of irreducible components of type A 1 . In the former case, we have Φ ⊥I J = ∅ (see Tables 2-7) , a contradiction. Therefore, I ∩ J consists of irreducible components of type A 1 . Now assume contrary that I ∩ J is not irreducible. Then, by applying successive local transformations and by using symmetry, we may assume without loss of generality that r 1 ∈ I (cf., the proof of Lemma 6.1). Now we have Π J,{r 1 } = {α 2 , α 4 , α 5 , α 6 , α ′ } which is the standard labelling of type A 5 , where α ′ is the root γ 44 in Table 4 . Note that Π (I∩J) {r 1 } ⊆ Π J,{r 1 } . Now the same argument as Lemma 6.1 implies that the subspace V ′ spanned by Π J,I∩J ∪ Π (I∩J) {r 1 } is a proper subspace of the space spanned by Π J,{r 1 } , therefore dim V ′ < 5. This implies that the subspace spanned by Π J,I∩J ∪ Π I∩J , which is the sum of V ′ and Rα 1 , has dimension less than 6 = dim V J , contradicting the fact that Π J,I∩J ∪ Π I∩J spans V J (see Lemma 5.11 ). Hence I ∩ J is irreducible, therefore the claim holds.
We also give a list of all positive roots of the Coxeter group of type D n (Table 8) in order to prove the next lemma (and some other results below). Some notations are similar to the above case of type E 8 . For the data for actions of generators on the roots, if the action r k · γ does not appear in the list, then it means either r k fixes γ (or equivalently, γ is orthogonal to α k ), or γ = α k . Again, these data imply that the list indeed exhausts all the positive roots.
Then we have the following: Lemma 6.3. In this setting, suppose that J is of type D N .
1. If I ∩ J has an irreducible component of type D k with k ≥ 4 and N − k is odd, then we have Proof. Assume contrary that the hypothesis of one of the three cases in the statement is satisfied but the inequality in the conclusion does not hold. We show that Π J,I∩J ∪ Π I∩J cannot span V J , which is a contradiction and therefore concludes the proof. First, recall the property N ≥ |I ∩ J| + 2 and the A >1 -freeness of I. Then, in the case 1, by applying successive local transformations, we may assume without loss of generality that I ∩ J consists of elements r 2j with 1 ≤ j ≤ (N − k − 1)/2 and r j with N − k + 1 ≤ j ≤ N . Similarly, in the case 2 (respectively, the case 3), by applying successive local transformations and using symmetry, we may assume without loss of generality that I ∩ J consists of elements r 2j with 1 ≤ j ≤ (N − 1)/2 (respectively, r 2j with 1 ≤ j ≤ (N − 1)/2 and r N ). In any case, we have Φ ⊥I J ⊆ Φ J {r 1 } (see Table 8 ), therefore the subspace spanned by Π J,I∩J ∪ Π I∩J is contained in V J {r 1 } . Hence Π J,I∩J ∪ Π I∩J cannot span V J , concluding the proof.
We divide the following argument into two cases.
Case w · Π J ⊆ Φ +
In order to prove that w · Π J ⊆ Φ + , here we assume contrary that w · Π J ⊆ Φ + and deduce a contradiction.
In this setting, we construct a decomposition of w in the following manner. Take an element s ∈ J with w · α s ∈ Φ − . By Lemma 3.6, the element w s x I is a right divisor of w. This implies that Φ ⊥I [w s
x I ] ⊆ Φ ⊥I [w] = ∅ (see Lemma 2.2 of [7] for the first inclusion), therefore we have w s x I ∈ Y y,x I where we put y := ϕ(x I , s) ∈ S (Λ) . By Proposition 3.2, we have y = x I . This element w s x I induces a local transformation x I → y. Now if w(w s x I ) −1 · Π J ⊆ Φ + , then we can similarly factor out from w(w s x I ) −1 a right divisor of the form w t y ∈ Y ϕ(y,t),y with t ∈ J. Iterating this process, we finally obtain a decomposition of w of the form w = uw
where we put y 0 = x I and y n = z, and u · Π J ⊆ Φ + .
Put u ′ := w s n−1 y n−1 · · · w s 1 y 1 w s 0 y 0 = 1. By the construction, the action of u ′ ∈ Y z,x I ∩ W J induces (as the composition of successive local transformations) an isomorphism σ : I ∩ J → [z] ∩ J, t → u ′ * t, while u ′ fixes every element of Π I J . Now σ is not an identity mapping; otherwise, we have z = x I and 1 = u ′ ∈ Y x I ,x I , while u ′ has finite order since |W J | < ∞, contradicting Proposition 3.4. On the other hand, we have u
This implies that u · Π J = Π J , therefore the action of u defines an automorphism τ of J. Since w = uu ′ ∈ Y I , the composite mapping τ • σ is the identity mapping on I ∩ J, while σ is not identity as above. As a consequence, we have τ −1 | I∩J = σ and hence τ −1 is a nontrivial automorphism of J, therefore the possibilities of the type of J are D N , E 6 and F 4 (recall that J is neither of type A N nor of type I 2 (m)).
Lemma 6.4. In this setting, J is not of type F 4 .
Proof. Assume contrary that J = {r 1 , r 2 , r 3 , r 4 } is of type F 4 . In this case, each of r 1 and r 2 is not conjugate in W J to one of r 3 and r 4 by the well-known fact that the conjugacy classes for the simple reflections r i are determined by the connected components of the graph obtained from the Coxeter graph by removing all edges having non-odd labels. Therefore, the mapping τ −1 | I∩J = σ induced by the action of u ′ ∈ W J cannot map an element r i (1 ≤ i ≤ 4) to r 5−i . This contradicts the fact that τ −1 is a nontrivial automorphism of J. Hence the claim holds.
From now, we consider the remaining case that J is either of type D N with 4 ≤ N < ∞ or of type E 6 . Take a standard decomposition D = ω ℓ(D)−1 · · · ω 1 ω 0 of u ∈ Y x I ,z with respect to J (see Proposition 5.3) . Note that J is irreducible and J ⊆ [z]. This implies that, if 0 ≤ i ≤ ℓ(D) − 1 and ω j is a narrow transformation for every 0 ≤ j ≤ i, then it follows by induction on 0 ≤ j ≤ i that the support of ω j is apart from J, the product 
Now note that K = ([y]
∪ J) ∼t is irreducible and of finite type, and t is adjacent to [y] . Moreover, by Lemma 5.4 , the element ω = ω t y,J does not fix Π K {t} pointwise. By these properties and symmetry, we may assume without loss of generality that the possibilities of K are as follows:
1. J is of type E 6 , and; (a) K = J ∪ {t, t ′ } is of type E 8 where t is adjacent to r 6 and t ′ , and t ′ ∈ [y], (b) K = J ∪ {t} is of type E 7 where t is adjacent to r 6 , and r 6 ∈ [y], 2. J is of type D 7 , K = J ∪ {t} is of type E 8 where t is adjacent to r 7 , and r 7 ∈ [y], 3. J is of type D 5 , and; (a) K = J ∪ {t, t ′ } is of type E 7 where t is adjacent to r 5 and t ′ , and t ′ ∈ [y], Table  9 , where we put (r ′ 1 , r ′ 2 , r ′ 3 , r ′ 4 , r ′ 5 , r ′ 6 , r ′ 7 , r ′ 8 ) = (t, r 6 , r 7 , r 5 , r 4 , r 3 , r 2 , r 1 ) (hence K = {r ′ 1 , . . . , r ′ 8 } is the standard labelling of type E 8 ). Now by Tables 2-7 , we have β, β ′ = 0 for some β ∈ Π J,[y]∩J and β ′ ∈ Π K,[y]∩K Φ J as listed in Table 9 , where we write α ′ j = α r ′ j and the roots γ k are as in Tables 2-7 . This contradicts Lemma 6.5. 
We Table 10 , where we put (r ′ 1 , r ′ 2 , r ′ 3 , r ′ 4 , r ′ 5 , r ′ 6 , r ′ 7 ) = (r 1 , r 4 , r 2 , r 3 , r 5 , t, t ′ ) (hence K = {r ′ 1 , . . . , r ′ 7 } is the standard labelling of type E 7 ). Now by Tables 2-7 , we have β, β ′ = 0 for some β ∈ Π J,[y]∩J and β ′ ∈ Π K,[y]∩K Φ J as listed in Table  10 , where we write α ′ j = α r ′ j and the roots γ k are as in Tables 2-7 . This contradicts Lemma 6.5.
We Table 8 for the notation), while 
, where each ω ′ j is a wide transformation and each ω ′′ j is a (possibly empty) product of narrow transformations. Let each wide transformation ω ′ j belong to Y z ′ j ,z j with z j , z ′ j ∈ S (Λ) . In particular, we have ω ′ 1 = ω and z 1 = y. Now we give the following lemma:
Lemma 6.7. In this setting, the following properties hold for every 1 ≤ j ≤ ℓ − 1: The action of the element
, r 2 , r 3 , r 4 ) to (r 1 , r 2 , r 3 , r 4 ) when j is odd and to (r 1 , r 2 , r 4 , r 3 ) when j is even; the subsets J and [z j ] J are not adjacent; the support of ω ′ j is as in Case 4 above, with t replaced by some element t j ∈ S; and ω ′ j maps (r 1 , r 2 , r 3 , r 4 ) to (r 1 , r 2 , r 4 , r 3 ).
Proof. We use induction on j. By the definition of narrow transformations, the first and the second parts of the claim hold obviously when j = 1 and follow from the induction hypothesis when j > 1. In particular, we have u j · Π J = Π J . Put (h, h ′ ) := (3, 4) when j is odd and (h, h ′ ) := (4, 3) when j is even. Then we have [z j ] ∩ J = {r 1 , r h }. Now, by using the above argument, it follows that the support of ω ′ j is of the form {r 1 , r 2 , r 3 , r 4 , t j } which is the standard labelling of type D 5 , where t j is adjacent to one of the two elements of [z j ] ∩ J. We show that t j is adjacent to r 1 , which already holds when j = 1 (note that t j = t when j = 1). Suppose j > 1 and assume contrary that t j is adjacent to r h . In this case, t j is apart from [z j ] {r h }. On the other hand, we have [z ′ j−1 ] ∩ J = {r 1 , r h }, the subsets [z ′ j−1 ] J and J are not adjacent, and the support of each narrow transformation in ω ′′ j is apart from to J. Moreover, by the induction hypothesis, we have [z j−1 ] ∩ J = {r 1 , r h ′ } and the action of ω ′ j−1 maps (r 1 , r 2 , r h , r h ′ ) to (r 1 , r 2 , r h ′ , r h ) while it fixes every element of [z j−1 ] J. This implies that ω ′′ j ∈ Y z ′′ ,z j−1 for the element z ′′ ∈ S (Λ) obtained from z j by replacing r h with r h ′ . Now we have
. This root belongs to Φ S J and has non-zero coefficient of α t j , since the support of each narrow transformation in ω ′′ j is not adjacent to J and hence does not contain t j . Therefore, the roots
∩J are not orthogonal. This contradicts the fact that Π J,[y]∩J is the union of some irreducible components of Π [y] (see Lemma 6.5) and
∩J (since the action of this element leaves the set Π J invariant). This contradiction proves that t j is adjacent to r 1 , therefore the third part of the claim holds. Finally, the fourth part of the claim follows immediately from the third part. Hence the proof of Lemma 6.7 is concluded.
By Lemma 6.7, the action of the element
, maps the elements (r 1 , r 2 , r 3 , r 4 ) to either (r 1 , r 2 , r 3 , r 4 ) or (r 1 , r 2 , r 4 , r 3 ). This contradicts the above-mentioned fact that σ exchanges r 1 and r 3 .
Summarizing, we have derived a contradiction in each of the six possible cases, Cases 1a-4. Hence we have proven that the assumption w · Π J ⊆ Φ + implies a contradiction, as desired.
By the result of Section 6.1.1, we have w · Π J ⊆ Φ + . Since w · Φ J = Φ J by Lemma 5.12, it follows that w · Φ
Hence the action of w defines an automorphism τ of J (in particular, w · Π J = Π J ). To show that τ is the identity mapping (which implies the claim that w fixes Π J,I∩J pointwise), assume contrary that τ is a nontrivial automorphism of J. Then the possibilities of the type of J are as follows: D N , E 6 and F 4 (recall that J is neither of type A N nor of type I 2 (m)). Moreover, since the action of w ∈ Y I fixes every element of I ∩ J, the subset I ∩ J of J is contained in the fixed point set of τ . This implies that J is not of type F 4 , since the nontrivial automorphism of a Coxeter graph of type F 4 has no fixed points.
Suppose that J is of type E 6 . Then, by the above argument on the fixed points of τ and Lemma 6.2, we have I ∩ J = {r 2 } or I ∩ J = {r 4 }. Now take a standard decomposition of w with respect to J (see Proposition 5.3) . Then no wide transformation can appear due to the shape of J and the position of I ∩ J in J (indeed, we cannot obtain a subset of finite type by adding to J an element of S adjacent to I ∩ J). This implies that the decomposition of w consists of narrow transformations only, therefore w fixes Π J pointwise, contradicting the fact that τ is a nontrivial automorphism.
Secondly, suppose that J is of type D N with N ≥ 5. Then, by the above argument on the fixed points of τ , we have I ∩ J ⊆ J {r N −1 , r N }, therefore every irreducible component of I ∩ J is of type A 1 (by A >1 -freeness of I). Now take a standard decomposition D of w with respect to J (see Proposition 5.3) . Note that D involves at least one wide transformation, since τ is not the identity mapping. By the shape of J and the position of I ∩ J in J, only the possibility of the first (from right) wide transformation ω = ω i in D is as follows: K = J ∪ {t} is of type D N +1 , t is adjacent to r 1 , and r 1 ∈ [y], where we put Finally, we consider the remaining case that J is of type D 4 . By the property N = 4 ≥ |I ∩ J| + 2 and A >1 -freeness of I, it follows that I ∩ J consists of at most two irreducible components of type A 1 . On the other hand, by the shape of J, the fixed point set of the nontrivial automorphism τ of J is of type A 1 or A 2 . Since I ∩ J is contained in the fixed point set of τ as mentioned above, it follows that |I ∩ J| = 1. If I ∩ J = {r 1 }, then we have Π J,I∩J = {α 3 , α 4 , β} where β = α 1 + 2α 2 + α 3 + α 4 (see Table 8 ), and every element of Π J,I∩J forms an irreducible component of Π J,I∩J . However, now the property w · Π J = Π J implies that w fixes α 2 and permutes the three simple roots α 1 , α 3 and α 4 , therefore w · β = β, contradicting the fact that w acts transitively on the set of the irreducible components of Π J,I∩J (see Lemma 5.12) . By symmetry, the same result holds when I ∩ J = {r 3 } or {r 4 }. Hence we have I ∩ J = {r 2 }. Take a standard decomposition of w with respect to J (see Proposition 5.3) . Then no wide transformation can appear due to the shape of J and the position of I ∩ J in J (indeed, we cannot obtain a subset of finite type by adding to J an element of S adjacent to I ∩ J). This implies that the decomposition of w consists of narrow transformations only, therefore w fixes Π J pointwise, contradicting the fact that τ is a nontrivial automorphism.
Summarizing, we have derived in any case a contradiction from the assumption that τ is a nontrivial automorphism. Hence it follows that τ is the identity mapping, therefore our claim has been proven in the case Π J,I∩J ⊆ Φ I ⊥ .
The second case
In this subsection, we consider the remaining case that Π J,I∩J ⊆ Φ I ⊥ . In this case, we have Π I ⊥ ⊆ Π I , therefore Π J,I∩J = Π J I . Let L be an irreducible component of J I. Then L is of finite type. The aim of the following argument is to show that w fixes Π L pointwise; indeed, if this is satisfied, then we have Π J,I∩J = Π J I = Π L since w acts transitively on the set of irreducible components of Π J,I∩J (see Lemma 5.12), therefore w fixes Π J,I∩J pointwise, as desired. Note that w · Π L ⊆ Π J I , since now w leaves the set Π J,I∩J = Π J I invariant.
Possibilities of semi-standard decompositions
Here we investigate the possibilities of narrow and wide transformations in a semi-standard decomposition of the element w, in a somewhat wider context. Let D = ω ℓ(D)−1 · · · ω 1 ω 0 be a semi-standard decomposition of an element u of W , with the property that [y (0) ] is isomorphic to I, J (0) is irreducible and of finite type, and J (0) is apart from [y (0) ]. Note that any semistandard decomposition of the element w ∈ Y I with respect to the set L defined above satisfies the condition. Note also that
is also a semi-standard decomposition of u −1 , and (ω i ) −1 is a narrow (respectively, wide) transformation if and only if ω i is a narrow (respectively, wide) transformation. The proof of the next lemma uses a concrete description of root systems of all finite irreducible Coxeter groups except types A and I 2 (m). Table 11 shows the list for type B n , where the notational conventions are similar to the case of type D n (Table 8) . For the list for type F 4 (Table 12) , the list includes only one of the two conjugacy classes of positive roots (denoted by γ (Tables 2-7 ). The list for type H 4 is divided into two parts (Tables 13 and 14) . In the list, [c 1 , c 2 , c 3 , c 4 ] signifies a positive root c 1 α 1 + c 2 α 2 + c 3 α 3 + c 4 α 4 , where we put c = 2 cos(π/5) for simplicity and therefore c 2 = c + 1. The other description is in a similar manner as the case of type E 8 , and the marks "H 3 " indicate the positive roots of the parabolic subgroup of type H 3 generated by {r 1 , r 2 , r 3 }.
Then, for the wide transformations in D, we have the following:
Lemma 6.8. In this setting, if ω i is a wide transformation, then there exist only the following two possibilities, where K (i) = {r 1 , r 2 , . . . , r N } is the standard labelling of K (i) given in Section 2.3:
. . , r N }; now the action of ω i maps r 1 to r N and (r 3 , r 4 , . . . , r N ) to (r 1 , r 2 , . . . , r N −2 );
, r 2 , r 3 , r 4 , r 5 } and J (i) = {r 7 }; now the action of ω i maps (r 1 , r 2 , r 3 , r 4 , r 5 ) to (r 1 , r 5 , r 3 , r 4 , r 2 ) and r 7 to r 7 .
Hence, if D involves a wide transformation, then J (0) is of type A N ′ with 1 ≤ N ′ < ∞.
Proof. The latter part of the claim follows from the former part and the fact that the sets J (i) for 0 ≤ i ≤ ℓ(D) are all isomorphic to each other. For the former part, note that J (i) is an 
, and ω i cannot fix the set Π K (i) {t} pointwise (see Lemma 5.4) . Moreover, since I is A >1 -free, [y (i) ] is also A >1 -free. By these properties, a case-by-case argument shows that the possibilities of K (i) , [y (i) ] and t (i) are as enumerated in Table 15 up to symmetry (note that
. Now, for each case in Table  15 except the two cases specified in the statement, it follows by using the tables for the root systems of finite irreducible Coxeter groups that there exists a root β ∈ (Φ
) + that has non-zero coefficient of α t (i) , as listed in Table 15 (where the notations for the roots β are as in the tables). This implies that ω i · β ∈ Φ − . Moreover, the definition of
However, this contradicts the property ω i ∈ Y y (i+1) ,y (i) . Hence one of the two conditions specified in the statement should be satisfied, concluding the proof of Lemma 6.8.
On the other hand, for the narrow transformations in D, we have the following: Lemma 6.9. In this setting, suppose that ω i is a narrow transformation, [y (i+1) ] = [y (i) ], and (i) ] and the definition of ω i , the action of the longest element of W K (i) induces a nontrivial automorphism of K (i) which does not fix the element t (i) . This property restricts the possibilities of K (i) to one of the followings (where we use the standard labelling of K (i) ): K (i) = {r 1 , . . . , r N } is of type A N and t (i) = r (N +1)/2 ; K (i) = {r 1 , . . . , r N } is of type D N with N odd and t (i) ∈ {r N −1 , r N }; K (i) = {r 1 , . . . , r 6 } is of type E 6 and t (i) ∈ {r 2 , r 4 }; or K (i) is of type I 2 (m) with m odd. Secondly, by considering the A >1 -freeness of I (hence of [y (i) ]), the possibilities are further restricted to the followings: K (i) is of type A 2 ; K (i) is of type E 6 and t (i) ∈ {r 1 , r 6 }; and K (i) is of type I 2 (m) with m odd. Moreover, by the hypothesis that K (i) ∩ [y (i) ] has an irreducible component of type A 1 , the above possibility of type E 6 is denied. Hence the claim holds. , and the following conditions are satisfied, where we put M := {s 1 , s 2 . . . , s µ } (see Figure 3 ):
2. m(s j , s j+1 ) = 3 for every 1 ≤ j ≤ µ − 1.
3. For each 0 ≤ h ≤ ℓ(D), there exists an odd number λ(h) with 1 ≤ λ(h) ≤ µ − N + 1 satisfying the following conditions, where we put ρ(h) := λ(h) + N − 1:
5. For each 0 ≤ h ≤ ℓ(D) − 1, if ω h is a narrow transformation, then one of the following two conditions is satisfied: 
6. For each 0 ≤ h ≤ ℓ(D) − 1, if ω h is a wide transformation, then one of the following two conditions is satisfied:
, and the action of ω h maps s λ(h)+j ∈ J (h) (0 ≤ j ≤ N − 1) to s λ(h+1)+j and maps
Moreover, we say that such a sequence Figure 4 ): 
For each
if ω h is a narrow transformation, then one of the following two conditions is satisfied:
if ω h is a wide transformation, then one of the following two conditions is satisfied:
and the action of ω h exchanges the unique element of J (h) and the unique element of J (h+1) ;
Moreover, we say that such a sequence 
Moreover, the sequence s 1 , s 2 , . . . , s µ is also admissible of type A N with respect to D −1 .
The above definitions are relevant to our purpose in the following manner: Proof. First, note that
where M is as defined in Definition 6.10 (when N ≥ 2) or Definition 6.11 (when N = 1). Now it follows from the properties in Definition 6.10(3) when N ≥ 2, or Definition 6.11 (2) when
Hence w fixes Π L pointwise when N = 1. Moreover, when N ≥ 2, the property in Definition 6.10(6) implies that ω h * s λ(h)+j = s λ(h+1)+j for every 0 ≤ h ≤ ℓ(D) − 1 and 0 ≤ j ≤ N − 1. Now by this property and the above-mentioned property J (ℓ(D)) = J (0) , it follows that w fixes the set Π J (0) = Π L pointwise. Hence the proof is concluded.
As mentioned above, a standard decomposition of w with respect to L exists. Therefore, by virtue of Lemma 6.12, it suffices to show that there exists a sequence which is admissible with respect to this standard decomposition. More generally, we prove the following proposition (note that the above-mentioned standard decomposition of w satisfies the assumption in this proposition): To prove Proposition 6.13, we give the following key lemma, which will be proven below:
Lemma 6.14. Let n ≥ 0. Let D = ω n ω n−1 · · · ω 1 ω 0 be a semi-standard decomposition of an element, and put D ′ := ω n−1 · · · ω 1 ω 0 , which is also a semi-standard decomposition of an element satisfying that 
2. If N = 1, ω n is a wide transformation and
3. If N = 1, ω n is a wide transformation and
, and the action of ω n exchanges the unique element of J (n) and the unique element of
4. If N ≥ 2 and ω n is a wide transformation, then K (n) is of type A N +2 , the unique element
, and one of the following two conditions is satisfied:
(a) t (n) is adjacent to s ′ and s λ(n) , and the action of ω n maps the elements s λ(n) , s λ(n)+1 , s λ(n)+2 , . . . , s ρ(n) and s ′ to s ′ , t (n) , s λ(n) , . . . , s ρ(n)−2 and s ρ(n) , respectively. Moreover;
is adjacent to s ′ and s ρ(n) , and the action of ω n maps the elements s ρ(n) , s ρ(n)−1 , s ρ(n)−2 , . . . , s λ(n) and s ′ to s ′ , t (n) , s ρ(n) , . . . , s λ(n)+2 and s λ(n) , respectively. Moreover;
i. if ρ(n) ≤ µ − 2 and s ρ(n)+2 ∈ n j=0 J (j) , then we have s ′ = s ρ(n)+2 and t (n) = s ρ(n)+1 ;
ii. otherwise, we have s ′ ∈ n j=0 J (j) .
Then Proposition 6.13 is deduced by applying Lemma 6.14 and the next lemma to the semistandard decompositions D ν := ω ν−1 · · · ω 1 ω 0 (0 ≤ ν ≤ ℓ(D)) successively (note that, when ν = 0, i.e., D ν is an empty expression, the sequence s 1 , . . . , s N , where J (0) = {s 1 , . . . , s N } is the standard labelling of type A N , is admissible of type A N with respect to D ν ): Lemma 6.15. In the situation of Lemma 6.14, we define a sequence σ of elements of S in the following manner: For Cases 1, 2, 4(a)i and 4(b)i, let σ be the sequence s 1 , . . . , s µ ; for Case 3, let s ′ be the unique element of K (n) (J (n) ∪ {t (n) }) = J (n+1) , and let σ be the sequence s 1 , . . . , s µ , s ′ when s ′ ∈ {s 1 , . . . , s µ } and the sequence s 1 , . . . , s µ when s ′ ∈ {s 1 , . . . , s µ }; for Case 4(a)ii, let σ be the sequence s ′ , t (n) , s λ(n) , s λ(n)+1 , . . . , s ρ ′ , where ρ ′ denotes the largest index 1 ≤ ρ ′ ≤ µ with s ρ ′ ∈ n j=0 J (j) ; for the case 4(b)ii, let σ be the sequence s ′ , t (n) , s ρ(n) , s ρ(n)−1 , . . . , s λ ′ , where λ ′ denotes the smallest index 1 ≤ λ ′ ≤ µ with s λ ′ ∈ n j=0 J (j) . Then σ is admissible of type A N with respect to D = ω n · · · ω 1 ω 0 . Now our remaining task is to prove Lemma 6.14 and Lemma 6.15. For the purpose, we present an auxiliary result: Lemma 6.16. Let s 1 , . . . , s µ be a sequence which is admissible of type A N , where N ≥ 2, with respect to a semi-standard decomposition D of an element of W . Suppose that the sequence s 1 , . . . , s µ is tight. If 1 ≤ j 1 < j 2 ≤ µ, j 2 − j 1 ≥ 2, and either j 1 ≡ 1 (mod 2) or j 2 ≡ µ (mod 2), then s j 1 is not adjacent to s j 2 .
Proof. By symmetry, we may assume without loss of generality that j 1 ≡ 1 (mod 2). Put D = ω n−1 · · · ω 1 ω 0 . Since the sequence s 1 , . . . , s µ is tight, there exists an index 0 ≤ h ≤ n with s j 2 ∈ J (h) . Now the properties 2 and 3 in Definition 6.10 imply that J (h) = {s λ(h) , s λ(h)+1 , . . . , s ρ(h) } is the standard labelling of type A N , therefore the claim holds if s j 1 ∈ J (h) (note that j 2 − j 1 ≥ 2). On the other hand, if s j 1 ∈ J (h) , then the property 3 in Definition 6.10 and the fact j 1 < j 2 imply that j 1 < λ(h), therefore s j 1 ∈ [y (h) ] since j 1 ≡ 1 (mod 2). Hence the claim follows from the fact that J (h) is apart from [y (h) ] (see the property 1 in Definition 6.10).
From now, we prove the pair of Lemma 6.14 and Lemma 6.15 by induction on n ≥ 0. First, we give a proof of Lemma 6.15 for n = n 0 by assuming Lemma 6.14 for 0 ≤ n ≤ n 0 . Secondly, we will give a proof of Lemma 6.14 for n = n 0 by assuming Lemma 6.14 for 0 ≤ n < n 0 and Lemma 6.15 for 0 ≤ n < n 0 .
Proof of Lemma 6.15 (for n = n 0 ) from Lemma 6.14 (for n ≤ n 0 ). When n 0 = 0, the claim is obvious from the property of ω n 0 specified in Lemma 6.14. From now, we suppose that n 0 > 0. We may assume without loss of generality that the sequence s 1 , . . . , s µ (denoted here by σ ′ ) which is admissible with respect to D ′ is tight, therefore we have M ′ := {s 1 , . . . , s µ } = n 0 j=0 J (j) . We divide the proof according to the possibility of ω n 0 listed in Lemma 6.14. By symmetry, we may omit the argument for Case 4b without loss of generality.
In Case 1, since M ′ = n 0 j=0 J (j) as above, ω n 0 satisfies the condition for σ ′ in Definition 6.10(5) (when N ≥ 2) or Definition 6.11(4) (when N = 1), hence σ = σ ′ is admissible of type A N with respect to D. Similarly, in Case 2, Case 4(a)i, and Case 3 with s ′ ∈ M ′ , respectively, the wide transformation ω n 0 satisfies the condition for σ ′ in Definition 6.11(5), Definition 6.10(6), and Definition 6.11(5), respectively. Hence σ = σ ′ is admissible of type A N with respect to D in these three cases.
From now, we consider the remaining two cases: Case 3 with s ′ ∈ M ′ , and Case 4(a)ii. Note that, in Case 4(a) ii, the tightness of σ ′ implies that λ(n 0 ) = 1 and ρ ′ = µ, therefore σ is the sequence s ′ , t (n 0 ) , s 1 , . . . , s µ . Moreover, in this case the unique element s ′ of K (n 0 ) ∩ [y (n 0 ) ] does not belong to n 0 j=0 J (j) = M ′ , therefore t (n 0 ) cannot be adjacent to [y (n 0 ) ] ∩ M ′ ; hence t (n 0 ) ∈ M ′ by the property of σ ′ in Definition 6.10(3) . Note also that, in both of the two cases, we have s ′ ∈ J (n 0 +1) and {s ′ } is an irreducible component of [y (n 0 ) ].
We prove by induction on 0 ≤ ν ≤ n 0 that the sequence σ is admissible of type A N with respect to D ν and s ′ ∈ [y (ν+1) (D ν )], where
is a semi-standard decomposition of an element with respect to J (n 0 +1) . Note that y (j) (D ν ) = y (n 0 −j+1) , J (j) (D ν ) = J (n 0 −j+1) , t (j) (D ν ) = t (n 0 −j+1) and K (j) (D ν ) = K (n 0 −j+1) for each index j. When ν = 0, this claim follows immediately from the property of ω n 0 specified in Lemma 6.14, properties of σ ′ and the definition of σ. Suppose that ν > 0. Note that s ′ ∈ [y (ν) (D ν−1 )] (which is equal to [y (ν) (D ν )] = [y (n 0 −ν+1) ]) by the induction hypothesis. First, we consider the case that ω ′ ν (or equivalently, ω n 0 −ν ) is a wide transformation. In this case, the possibility of ω n 0 −ν is as specified in the condition of σ ′ in Definition 6.10(6) (when N ≥ 2) or Definition 6.11 (5) z → ϕ(z, t) with an appropriate element t ∈ S. Table 16 gives a list of all the element y ∈ S (Λ) obtained in this way. In the second and the fourth columns of the table, we abbreviate each s i (1 ≤ i ≤ 7) to i for simplicity. This table shows, for each y, all the elements t ∈ S [y] satisfying that [y] ∼t is of finite type and ϕ(y, t) = y, as well as the corresponding element ϕ(y, t) ∈ S (Λ) (more precisely, the subset [ϕ(y, t)] of S). Now the list of the y in the table is closed by the operations y → ϕ(y, t), while it involves the starting point x I (No. I in Table 16 ), therefore the list indeed includes a complete list of the possible y. On the other hand, Table 16 also includes some elements of (Φ ⊥[y] ) + for each possible y ∈ S (Λ) . In the third column of the table, we abbreviate a root ) + also appears in the row corresponding to the element ϕ(y, t) ∈ S (λ) . Moreover, for each y in the table, if an element s ∈ S [y] satisfies that [y] ∼s is of finite type and ϕ(y, s) = y, then the corresponding root γ(y, s) always appears in the row corresponding to the y. By these properties, the above-mentioned characterization of the elements of Π I and the decompositions of elements of Y x I ,y given by Proposition 3.3(2) , it follows that all the elements of Π I indeed appear in the list. Hence we have Π I = {α s 1 , α s 2 } (see the row I in Table 16 ), therefore both elements of Π I satisfy that the corresponding reflection belongs to W ⊥I fin .
Moreover, we consider the following sequence of operations: → z ′ to signify the operation z → z ′ = ϕ(z, s i ). Then a direct calculation shows that the element w of Y I defined by the product of the elements w t z corresponding to the above operations satisfies that w · α s 1 = α s 2 . Hence the conclusion of Theorem 4.1 does not hold in this case where the assumption on the A >1 -freeness of I is not satisfied.
