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ABSTRACT

Ionized groups carry net charge and thus play a major role in the electrostatic
interactions between the ligand and receptor. Therefore understanding the role of
electrostatics on protein-protein interactions is crucial for understanding the
contribution of ionizable groups to the binding. However, their ionization states
depend on many factors including pH of the water phase. The complexity comes from
the fact that the pKa’s of ionizable groups may be quite different from their standard
values and even may change due to protein-protein binding. The main difficulty in
modeling plausible ionization changes induced by the complex formation arises from
the differences in the size of the receptors and the ligand, and the large number of
small molecules to screen. The prediction of protonation states prior binding also
requires different approaches: On the receptor side, while the computational protocol
does not have to be fast, it must account for the shape of the receptor and the long
range interactions of all ionizable groups within. Conversely, while the calculations of
the ionization states of the ligand must be fast, they do not have to consider many
long range interactions because of the small size of the ligand.

In this thesis we are mainly interested in understanding the role of electrostatics on
protein-protein interactions and how the ionizable residues give rise to measurable
effects which can be quantified to understand binding and docking. The progress in
predicting binding pockets is also investigated in this regard. We aim to understand
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perturbation of pKa’s of ionizable groups during protein-protein interactions, because
this phenomena results in pH-dependence of protein-protein binding free energy.

Protein-protein association is a pH-dependent process and thus the binding affinity
depends on the local pH. In vitro the association occurs in particular cellular
compartments, where the individual monomers are supposed to meet and form a
complex. Since the monomers and the complex exist in the same micro environment,
it is plausible that they coevolved toward its properties, in particular, toward the
characteristic subcellular pH. Our results show that the pH-optimum of stability (the
pH at which the monomers are most stable) of monomers is correlated with the pHoptimum of binding (the pH of maximal affinity) of the complexes made of the
corresponding monomers. This confirms the observation (Biophysical Journal, 2006,
91(5), 1724-1736) which was delivered using the rigid body approach. Here we
extend our previous study to include conformational changes induced by the binding
on a set of 32 protein complexes and demonstrate that pH-optimum of binding can be
roughly estimated using a parameter reflecting the net charge of individual monomers.
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Chapter 1
Introduction

1.1 Motivation

The main goal of molecular biology is to decipher the function of biological
macromolecules in the cell which implies understanding receptor-ligand interactions as
well1,2. From a biophysical point of view, revealing the details of a particular biochemical
reaction involving macromolecular binding is a crucial step toward being able to control
and alter it in a desired fashion. On another perspective , i.e. on proteomic scale, better
understanding of the forces that drive receptor-ligand interactions will elucidate how
molecular recognition processes govern complex biological systems3. In both cases,
however, combined experimental and modeling approaches are needed to predict the
binding site and its biophysical properties. From a broad perspective the goal is to alter
either the function of a given macromolecule or particular metabolic network by drugs in
order to reduce the effect of a disease4.
Most biological processes it is imperative that there will be an orchestrated collaboration
of groups of proteins, which act in tandem. Protein complexes can be formed by varity of
non covalent interactions, including hydrogen bonding, Van-der Waals and electrostatic
interactions. Biologists through the years have developed high throughput assay
techniques for detecting

these physically interacting proteins. Of late the two-hybrid

technique has been employed on yeast and fly5. The two-hybrid protein interactions
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detection mechanism works by generating a signal if a pair of query proteins interacts.
However as of now many protein interactions remain to be discovered. There exists a
large number of large-scale (or high-throughput) experimental approaches which have
been applied to define sets of interacting proteins on a proteome-wide scale. However,
the generated interaction datasets are often incomplete and highly noisy. Another
important issue is that there is surprisingly little convergence of the data generated by
different detection methods, which clearly shows that they are non-saturating, erroneous,
or both.

These limitations of experimental data and the need to identify protein

interrelationships at the system level, demands additional approaches to be implemented
to accelerate the prediction of complex protein-interaction systems. Given the vast
amount of available biological evidence and the current representative ability of
mathematical models, computational methods are gaining importance in almost all
related research areas6,7.
The study of protein interactions is driven by 1) identifying interaction sites of proteins
and 2) predicting which proteins interact with which ones. In recent years, with the
development of genomic technologies, massive amounts of data about protein
interactions are being generated. Studies using high-throughput experimental approaches
such as yeast two-hybrid based methods, mass spectrometry and proteome chips have
each resulted in the accumulation of protein-protein interaction data8. This extensive
increase of protein interactions cover organisms from bacteria to eukaryotes and help to
elucidate the large-scale organization of cellular processes. In addition to the
experimental methods, a growing number of computational methods for predicting
protein interactions have emerged. These techniques exploit the already present genomic,
structural and protein interaction data to infer new interactions in silico6,9. As new
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information is generated, we get the picture of proteins as parts of complex networks or
pathways rather than isolated entities. The function of a protein depicts its position within
this cellular interaction network. A balance of specificity and promiscuity of interactions
are prominent to be an edge or hub protein. Integrating structural knowledge can have a
significant role in rationalizing the promiscuity/specificity of the junctions, where
interaction sits can be specific to a single protein or many proteins. Understanding protein
interfaces provides understanding of the relations among the protein and its surrounding
and function as well as constructing new interactions.
As we thereby understand protein-protein interactions are significantly important in all
biological processes and in the post gnomic-era protein function defines every protein as
a part of complex network of specific interactions. The mapping of protein-protein
interactions provides a framework of the network of biological systems, however the
time-dependent development of interactions and protein complexes and their regulation is
to a large degree unknown. Again it is true that the regulation of complete protein
complexes looks impossible to be studied till date on a large scale. An emerging new
approach is to take advantage of structural information to predict physical binding as the
prediction of protein binding-sites can guide the structural elucidation of protein
complexes, allowing function prediction for large number of unannotated structural
genomics targets and the design of molecules that can modulate biological function at a
systems-level10.

1.2 Thesis Overview
The main objective of the thesis is to investigate protein-protein binding and to
understand the electrostatics of protein interactions and to investigate the role of key
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factors which dominate the electrostatics contribution to protein-protein binding. We
believe that changes in protonation states of the individual residues of monomers play a
crucial role in the complex formation process. The change of protonation states of
titratable groups is predicted by the computing the pKa values before and after binding. It
is also interesting to look into the contribution of the pH-dependent component of the
binding energy. So as a whole we look into how we can get hold of the pH and pKa's
role in protonation for a class of protein-protein complexes.
The change of the pKa’s of ionizable groups upon the binding results in proton
uptake/release and in turn in the pH dependence of the binding free energy . Along the
same lines, the change of pKa’s upon protein folding results in pH -dependence of the
folding free energy. The magnitude of the energy change, either binding or folding
energy, upon pH variations could be significant and in some cases can alter the optimal
value by more than 50%, even at physiological pH. As a matter of fact, at pH quite
different from physiological pH acidic/basic denaturation may occur and protein-protein
binding may be abolished as well. However, the physiological pH varies within cellular
compartments. For example, pH is nearly neutral in the cytoplasm, in the endoplasmic
reticulum and in mitochondria, it is more acidic in vacuoles, lysosomes (as low as pH 5)
and in the Golgi and it is more basic in the nucleus and in peroxisomes (as high as pH 8).
If charges of proteins have indeed been optimized for specific functional purposes, quite
possibly they also display adaptation to specific sub-cellular conditions or pH11.
Our main emphasis in this work has been to compute the pH dependence of the proton
uptake/release of binding and folding and correspondingly the pH-dependence of the free
energy of binding and folding. Specifically we pay attention on the pH at which these
energies are maximal, the pH-optimum or are almost pH-independent, pH-tolerance. It
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has been already demonstrated previously that pH-optimum of binding and pH-optimum
of folding of bound monomers are correlated, however it was done without accounting
for plausible conformational changes induced by the binding12-14. In this thesis our main
thrust has been to extend the investigation applying more realistic protocol to include the
conformational changes caused by the complex formation. It is done on a large set of 32
protein-protein complexes for which bound and unbound structure are experimentally
available15. Our aim is to reveal the plausible correlations between the pH-optimum/pHtolerance of binding free energy and pH-optimum/pH-tolerance of folding of individual
(unbound) monomers forming the complex and plausible relations of pH-optimum/pHtolerance and global characteristics of the corresponding proteins.

1. 3 Related Work – A Brief Survey
The role of electrostatic interactions on the protein-protein association was also broadly
studied, and it was shown that electrostatic interactions play a more important role in the
protein binding than they do in folding16. It was found experimentally and
computationally that most of the polar and charged residues on the protein-protein
interfaces are ‘hot spots’, i.e., their replacement with alanine residue critically affect
protein-binding affinity. It was shown that redesigning charged interfacial residues results
in a complex with better affinity. Charge complementarity appears to also be an
important factor affecting the binding affinity as it was demonstrated in the case of the
barnase-barstar complex. Recent experimental studies of the complex TEM1-blactamase
have demonstrated that the interface between proteins is built by modules, with main
interfacial interactions being within the module and with only a few interactions between
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different modules. The role of electrostatic interactions in formation of protein-protein
interfaces
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was thoroughly studied using the set of four proteins, and it was concluded

that relatively the contributions of electrostatic and hydrophobic forces to the binding
depends on the interfacial area. One of the largest series of works devoted to computation
of electrostatic properties for different groups of complexes is that by McCammon and
co-workers. In an earlier review the role of salt bridges across the complex interfaces has
been scrutinized. The findings in those work clearly reflected that the interfacial residues
which are acidic in the active sites of the enzyme are the proton donors and thereby their
pKa values are shifted either toward neutral or towards the basic pH region18.
The role of ionizable groups has been studied extensively, with regard to both protein
stability and solubility, and in terms of specific functionality, such as proton buffering by
hemoglobin19. Computational models of charge interactions can be applied across
databases, looking for example at predicted ionization states of amino acids. Varying
degrees of model complexity have been introduced, and are assessed through agreement
with experiment for properties such as pKas, the pH dependence of folding energy, and
mutational effects. In cells, pH is nearly neutral in the cytoplasm, in the endoplasmic
reticulum and in mitochondria. It is more acidic in vacuoles, lysosomes (as low as pH 5)
and in the Golgi. It is more basic in the nucleus and in peroxisomes (as high as pH 8).
Proteins can harness these differences in cellular and sub-cellular pH for physiological
purposes. For example, the influenza virus requires exposure to the slightly acidic
conditions in the lysosome to become activated.

Many examples of regulatory

adaptations of proteins for stability or function at a specific pH are known. If charges in
proteins have indeed been optimized for specific functional purposes, quite possibly they
also display structural adaptations to specific sub cellular conditions of pH and ionic
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composition. These adaptations will not be easily identified from bioinformatics analysis
of proteomes using global metrics of charge distribution (such as pI). Although in
general, the mean properties of proteins might be less informative than the deviations
from the mean, in practice the only correlations that have been found with intracellular
pH are with electrostatic properties calculated with physical models, averaged over many
different types of proteins in a given sub cellular compartment20,21. To identify further
adaptations of proteins to sub cellular pH it will be useful to analyze proteomes with
physicochemical models, and to consider simultaneously many of the physical and
biological constraints that guided the evolution and the adaptation of proteins to the pH
and ionic properties of their physiological milieu. This more integrative and physical
approach might begin to reveal how different elements are combined in harmony to
constitute the symphony of the cell. The success of the numerical protocol to compute
the pH dependence of the free energy 22depends on the model of the unfolded state, the
model of folded state and thus on the calculated pKa’s. It is well recognized that the
unfolded state is compact and native-like, but the magnitude of the residual pairwise
interactions and the desolvation energies has been debated. Some of the studies found
that any residual structure of the unfolded state has negligible effect on the calculated pH
dependence of unfolding free energy, while others found the opposite. It was estimated
that the pKa’s of the acidic groups in unfolded state are shifted by – 0.3 pK units in
respect to the pKa’s of model compounds. Although including the measured and
simulated pKa shifts into the model of unfolded state changes the pH dependence of the
unfolding free energy, in most of the cases it does not change the pH of maximal
stability.
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1. 4 Thesis Organization
This work is organized as follows:
Chapters 2-4 provide a review of the characteristics of proteins, protein interactions and
electrostatic properties of proteins

14,23

. In chapter 2 we discuss briefly the molecular

biology of proteins and the functional role played by the proteins and comment about
how can the proteins’ characteristics (including their 3D structures) can be obtained from
the databases. In chapter 3 we try to look into the chemistry of protein-protein
interactions and the protein complex formation process. In Chapter 4 we discuss the
electrostatics of proteins in context to the role of ionizable residues of amino acids and
understanding pKa’s and how pKa shifts arise in proteins and protein-protein complexes.
Chapter 5 mainly looks into the problem from a protonation perspective and investigates
the electrostatic effects and role of protonation on protein-protein binding. We also
discuss the importance of binding pockets and how they can enhance our understanding
of the role of electrostatics on binding and protein interaction.
Chapter 6 mainly reviews the theoretical & computational tools and algorithms employed
in electrostatics & thermodynamics of protein interactions, and we also discuss the rules
and procedures we use for doing specific studies in determining pKa and pH dependence
in protein-protein binding and methods used for calculating global and interfacial
properties
Chapter 7 mainly refers to the sources for the data used by us both in relation to
experimental and theoretical data. We also discuss the software used by us.
In Chapter 8 we mainly show the results from our calculations. We look into proton
uptake and release and then on finding the role of pKa on binding which can be compared
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with the previous results. We also show the distribution of pH-optimum and then find
out the pH-dependence of binding and folding free energies and dependence on
global/interfacial properties.
We conclude in Chapter 9 discussing our results and mentioning some future avenues of
this research.
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Chapter 2
MOLECULAR BIOLOGY OF PROTEINS – A PRELUDE
2.1 Analyzing Protein Structures
Proteins are the workhorses of the cell, performing nearly every function required for
life. In the last decade a large number of proteins have been analyzed and a lot of
insight has been acquired in understanding the dynamics at the macromolecular level.
Here we briefly review the biochemistry of proteins and mainly follow the analysis
provided in Refs. 1,24-27.
Proteins are biological macromolecules. They consist of chains of amino acid
sequences, which fold into unique structures. The structure of a protein is classified at
four levels (see Table 2.1).
Table 2.1: Definitions of Primary, Secondary, Tertiary, and Quaternary Structure by
IUPAC-IUB Commission on Biochemical Nomenclature (CBN).

The most common method to analyze protein structures at the moment is X-ray
diffraction. It is a technique in the field of crystallography, which uses the diffraction
pattern produced by X-rays to determine the atom structure of a crystallized biological
macromolecule. The next popular technique is nuclear magnetic resonance (NMR)
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spectroscopy. For X-Ray the protein has to be available in its crystallized form. The
task of crystallizing a protein can be a very enduring and exhausting task, which does
not always achieve accuracy. Many parameters like the pH, the temperature or the
concentration of the additives are usually considered and varied. NMR determines
structures of proteins in solution, but is limited to molecules not much greater than 30
kDa..

2.2 Protein Function
Proteins play a crucial role in cellular functionality by carrying out a diverse set of
functions and they can bind to other molecules with high specificity. Study of the
interactions between specific proteins is a key to understanding important aspects of
cellular function.. The binding ability of proteins is mainly governed by the tertiary
structure of the protein, which defines the binding site pocket, and by the chemical
properties of the surrounding amino acids' side chains. Proteins also have the ability
to bind to other proteins as well as to small-molecule substrates. When proteins bind
specifically to other copies of the same molecule, they can oligomerize to form fibrils;
this process occurs often in structural proteins that consist of globular monomers that
self-associate to form rigid fibers. Proteins are biosynthetic polymers composed of
covalently connected amino acid units. They are involved in practically every
function performed by a cell. Several important functional classes include: (1)
enzymes, which catalyze, for example, the many of the reactions of metabolism; (2)
structural proteins, such as collagen which is the main protein of connective tissue in
animals; (3) regulatory proteins, such as transcription factors that regulate the
transcription of genes; (4) signaling molecules, such as certain hormones, like insulin,
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and their receptors; and (5) defensive proteins such as antibodies of the immune
system.

Owing to the advent of high-throughput sequencing techniques, the complete
sequences of several genomes are now known, but the biological function of a large
proportion of sequenced proteins remains to be identified. Apart from this a given
protein may have more than one function, so many proteins that are known to be in
some class may have as yet undiscovered functionalities. Predicting protein functions
is one of the most important challenges of current computational biology research. To
facilitate such research, various biological data could be used, including sequence,
gene expression patterns, phylogenetic profiles, domain fusions and so on. Protein–
protein interactions help in regulating enzymatic activity, control progression through
the cell cycle, and allow the assembly of large protein complexes that carry out many
closely related reactions with a common biological function. Proteins can also bind to,
or even be integrated into, cell membranes. The ability of binding partners to induce
conformational changes in proteins allows the construction of enormously
complex signaling networks.

2. 3 Existing Protein Databases
The Protein Data Bank is an archival database for experimentally determined
macromolecular structures. The database was established in 1971 by Brookhaven
National Laboratory, Upton, New York, as a public domain repository for resolved
3D structures28,29. The Research Collaboration for Structural Bioinformatics is a nonprofit consortium dedicated to improve the understanding of the function of biological
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systems through the study of the 3D structure of biological macromolecules. RCSB
members work cooperatively and equally through joint grants and subsequently
provide free public resources and publications to assist others and further the fields of
bioinformatics and biology30.
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Chapter 3

PROTEIN- PROTEIN INTERACTIONS

3.1 Protein-Protein Interactions (PPI)
Protein interactions can be classified based on a number of different features which
are described below13,31,32.

• Strength: stable or transient. Stable and transient interactions can be either strong or
weak. (1) Stable interactions are usually associated with proteins that are purified as
multi-subunit

complexes.

Stable

interactions

are

best

studied

by

coimmunoprecipitation, pull-down or far-Western methods. (2) Transient interactions
are believed to control the majority of cellular processes. As the name implies,
transient interactions are on/off or temporary in nature and typically require a set of
conditions that stimulate the interaction. Transient interactions can be captured by
cross-linking or label-transfer methods.

• Specificity: specific or nonspecific. A specific interaction means that one protein
could only interact with another specific protein partner.

• The similarity between interacting subunits: homo-oligomers or hetero oligomers. A
protein complex made of several different protein subunits is called a heterooligomer.
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When only one type of protein subunit is used in the complex, it is called homooligomer.

3.2 Protein Complex Identification
Because of their importance in development and disease, protein-protein interactions
have been the subject of intense research in recent years. The interactions among
proteins can take on many forms and many proteins only operate in complexes and
through physical contact with other proteins. These factors have prompted the
development of various experimental methods for detecting protein-protein
interactions. We briefly mention the broad methods employed. The discussion below
follows8,33,34.

Protein complexes can be formed by varity of non covalent protein interactions,
including hydrogen interactions and electrostatic interactions. To detect these
physically interacting proteins, biologists have developed high-throughput assay
techniques. Most recently the two hybrid technique has been employed on yeast and
fly. The two-hybrid protein interaction detection mechanism works by generating a
signal if a pair of query proteins interact. Specifically, the signal generated in the twohybrid assay is the transcription of an indicator gene. For this gene to be transcribed,
the transcription factor that activates the gene must contain both a sequence binding
and an activation domain. In the high-throughput two-hybrid experiment, every gene
in the genome is cloned and augmented with a sequence binding domain. Another
clone is made with each gene containing an activation domain. Clone pairs from the
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cross product of the activation and binding domain sets are systematically tested for
resulting transcription. If the pair of clones bind to form a complete transcription
factor, the indicator gene is transcribed. From the pairs of clones that activate
transcription of the indicator gene, the set of interacting proteins is derived.

Co-immunoprecipitation is another method to discover interacting proteins. The
interaction detection mechanism works by isolating a bait protein and any proteins
bound to the bait. The bait protein is cloned and augmented with a antibody binding
tag. To isolate the bait from whole cell lysate, an antibody which is known to bind to
the antibody tag on the bait is added. Next, a Gprotein, known to bind to most
antibodies, is used to extract the antibody, bait protein, and any proteins bound to the
bait protein.10 Subsequently, the purified protein complex is denatured into its
component proteins for identification. The experiment yields a complex of two or
more proteins containing the bait is derived. Co immunoprecipitation has been applied
on a genome wide scale to detect many protein complexes. Some of the important
methods for detecting proteins interacting through complexes are shown below.
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Table 3.1: Widely employed in vitro biological experimental methods for identifying
protein-protein interactions.

3. 3 Availability of PPI Data
In spite of many results on the study of the interaction between proteins, current
experimental PPI data is still preliminary, both in terms of the quality as well as
quantity35-37. Quality of high-throughput data, undertook a comprehensive analysis to
compare different yeast PPI sets with each other and with a reference set of previously
reported protein interactions. The goal was to measure the accuracy and potential as
well as to identify biases, strengths and weaknesses. It was found that among
approximately 80,000 interactions between yeast proteins available from different
high-throughput methods, only a surprisingly small number (about 2,400 pairs) were
supported by more than one method5. It has also been estimated that more than half of
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all current high-throughput data were spurious. Different methods may have
difficulties for certain types of interactions. Thus, to increase the coverage and to
improve the confidence in detected or predicted protein interactions, as many
complementary methods as possible should be used. We list below the popular public
PPI databases38.
Table 3.2: Recent Public PPI Databases. The third column describes the
type of PPI data contained in each database: H (high-throughput experimental
data), M(manual curation), F (functional predictions).

3. 4 Related Biological Interactions
Most of a cell’s biological characteristics arise from interactions between its
numerous constituents, including the proteins, small molecules, membranes DNA and
RNA. So, a key challenge for biology is to understand the structure and the dynamics
of the complex intercellular graph of interactions that contribute to the structure and
function of a living cell. However apart from protein-protein interactions, there are
other types of biological interactions also important for the cell. Genetic interactions
combine functional relationships among genes revealed by the phenotype of cells
carrying combined mutations of those genes. The synthetic genetic array (SGA) and
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synthetic lethal analysis by microarray (dSLAM) methods were used to systematically
uncover synthetic lethal genetic interactions, in which a group of non-lethal gene
mutations combine to cause inviability. The BioGRID database provides a
comprehensive curation of reliable genetic interactions from the current primary
biomedical literature39. Protein-DNA or protein-RNA interactions Protein-RNA and
protein-DNA interactions are involved in several processes essential to normal cell
function. These interactions are integrated into key cellular processes including
transcription, translation, regulation of gene expression, recognition, replication,
recombination, repair etc. DNA, as the genetic repository of information, requires
interaction with proteins for the genetic information to be extracted and utilized
timely within the cell. DNA or RNA-binding proteins are commonly used to
recognize and manipulate DNA or RNA structures. Transcription complex formation,
initiation of transcription, and translation of messenger RNA to the proteins, all
involve formation of protein to nucleic acid complexes containing either DNA or
RNA. These complexes naturally play an essential role in the regulation of protein
expression40,41.
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Chapter 4
IONIZABLE CHARECTERSTICS OF PROTEINS
4.1

Ionizable Groups of Proteins

The ionizable groups can be divided into two categories, the neutral acids and the
ionized acids. The neutral acids can be modeled by the following equation:
Ka
HA ←→
H + + A−

(4.1)

where HA is the ionizable group with a proton bound, A − is the group without a
bound proton, or the conjugate base of HA,

H + is a proton and Ka is the acid

dissociation constant. The common neutral acids found in proteins and the amino acid
where each group appears is shown in Figure below1,42-45.

Figure 4.1(a): The neutral acid ionizable groups of proteins. Each group is shown in its

typical protonation state at pH 7.
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Ka
The cationic acids can be modeled by the following equation: HB+ ←→
H+ + B

where HB+ is the ionizable group with a proton bound, B is its conjugate base, H + is
a proton and Ka is the acid dissociation constant. The common cationic acids found in
proteins and the amino acid where each group appears is shown in Figure 4.1(b). It
can be seen that when a cationic acid binds a proton, the group has a positive charge.

Figure 4.1(b): The basic ionizable groups in proteins. Each group is shown in its

typical protonation state at pH 7.

4.2

pKa & Henderson- Hasselbach Equation

The acid dissociation constant, Ka, from the neutral acid equation, describes the
equilibrium between the charged form and the neutral form of the respective ionizable
group. It is defined as follows:
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Ka =

[ A− ][ H + ]
[ HA]

(4.2)

If we take the negative logarithm of both sides of the above equation and separate
terms we get:

[ A− ]
− log( Ka ) =
− log[ H ] − log
[ HA]
+

(4.3)

We can apply our definition of pH( pH = − log[ H + ] ) to Ka and to [ H + ] . If we then
rearrange terms we get:

pH pKa + log
=

[ A− ]
[ HA]

(4.4)

The above equation is the commonly referred as the Henderson-Hasselbalch equation,
which defines the relationship between the concentration of an acid and its conjugate
base as a function of pH. Now we see that if [ A− ] = [ HA] , then log([ A− ] / [ HA]) = 0
which implies pH = pKa. Therefore, the pKa of an ionizable group is the pH where
the concentration of the acid form of the ionizable group, HA, equals the
concentration of its conjugate base, A-, or it is the pH where half of the ionizable
group is protonated and half is deprotonated. If we know the pKa of an ionizable
group and the pH of a solution containing that group, we can use eq (4.4) to determine
the percentage of the group protonated, HA, and the percentage deprotonated, A-. The
same analysis follows for the Henderson- Hasselbalch equation to cationic acids.
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4. 3 INTRINSIC pKa OF IONIZABLE GROUPS IN PROTEINS
Each ionizable group has an intrinsic pKa. A group’s intrinsic pKa is the pKa of that
group when it is fully solvent exposed and not interacting with any other local group.
The intrinsic pKas were based on the pKas of ionizable groups in model compounds.
The model compounds were chosen based on the similarity of their structures with the
structures of the amino acids containing the ionizable groups24,46,47. Almost any
change in the local environment of an ionizable group can perturb the pKa of that
group, resulting in a different, observed pKa. When a protein folds into its three
dimensional conformation, ionizable groups usually remain on, or near, the surface of
the protein where they remain exposed to solvent and typically the perturbations on
their pKa are small, <2 units. In some cases these groups are sequestered into local
environments removed from solvent. This sequestering of an ionizable group often
results in significant pKa perturbations, >2 units.

4.4 Perturbation of pKa’s of Ionizable Residues in proteins and
protein-protein complexes
Perturbations of a group’s pKa can result from charge-charge interactions (both shortrange contacts and long-range global effects), burial in a hydrophobic environment, or
hydrogen bonding46. If either a neutral acid or a cationic acid is brought into close
contact with a positive charge, the neutral or cationic equilibrium will

shift to the

right due to charge-charge interaction. The pKa of the group will be lower as a result
of the interaction. When either type of acid is brought into close contact with a
negative charge the equilibrium of the equation describing the ionization will shift to
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the left, resulting in a higher pKa for the group. When a neutral acid is buried in a
hydrophobic region the equilibrium will shift to the left and the pKa of the group will
increase. When a cationic acid is buried in a hydrophobic region we expect that the
equilibrium will shift to the right. If the group is exposed to bulk solvent and the
solvent conditions are changed to resemble a more hydrophobic environment, the
equilibrium will probably not shift because the net charge cancels out. But with the
group buried in a hydrophobic environment in a protein, the free H+ will be allowed to
migrate out of the protein to solvent so the charge on the right side of cationic acid
becomes zero. The equilibrium of the equation will shift to the right, to the neutral
form of the group, and the pKa will decrease as a result. The effect of hydrogen
bonding on the apparent pKa of a group is a little more complicated. It depends on
whether the ionizable group is a neutral acid or cationic acid, whether the group is the
hydrogen bond (h-bond) donor or acceptor or both and whether the hydrogen bonds
are charge-neutral or charge-charge48-51.
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Chapter 5
Problem Detail
5.1

Role of protonation and ionization in protein-protein binding

The functions of a single protein can vary according to its interaction partners and
localization. Thus protein -protein interaction is a very important step to learn about cell
functions. This is a complex process with significant contribution from electrostatics. This
association dramatically changes the ionization of the titratable groups of the amino acids
situated at the binding interface. This change of ionization due to binding results in proton
uptake/release and causes pH dependence of binding free energy52,53. So this association is a
pH dependent process. For such a process there is by definition a pH range over which the
association is accompanied by the uptake or release of protons that results from the change in
ionization state of

one or more ionizable

groups upon complexation. This complex

formation linked change in proton binding arises from perturbation of the electrostatic
environment of the ionizable groups. The proton uptake or release upon the formation of the
complex reflect the difference in net proton charge between the free unbound proteins and the
associated bound complex. Embodied in this process is the information concerning the pKa of
the groups that are affected by complex formation54.
The overall proton uptake/release induced by protein-ligand association originates from
individual pKa shifts of titratable groups .The ionization changes are strongly coupled to
energetics of binding and thus contribute to specificity of binding . Thus understanding the
details of molecular recognition requires better understanding of protonation events induced
by protein-protein binding. A recent study on 37 protein-protein complexes showed that in a
vast majority of the cases the average pKa shifts for acidic residues induced by the complex
formation were negative, indicating that complex formation stabilizes their ionizable states,
whereas the histidines were predicted to destabilize the complex55. Jensen and co-workers
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used the PROPKA method and structures of 75 protein-protein complexes, and their
corresponding free forms, to model changes in the protonation state of individual residues,
and net changes in the protonation state of the complex relative to the unbound
proteins.20,47,56 It was concluded that protein-protein binding is often associated with changes
in the protonation state of amino acid residues and with changes in the net protonation state
of the proteins. The biophysical effects causing such pKa shifts were extensively investigated
by McCammon and co-workers57,58 .

Most of the above investigations

were done adopting the so termed, bound-to-bound

approach, i.e. the calculations were performed using 3D structures of monomers as they are
in the 3D structure of the complexes. Instead, the bound-to-unbound set, that uses the 3D
structures of protein-protein complex and independently determined structures of free
monomers, has been utilized in this work. In this approach conformational change induced by
the binding is not taken into account.

Fig 5.1: The distribution of the calculated proton uptake/release for 2887 protein complexes.
The net charge of unbound monomers and protein-protein complex will be calculated with
MCCE59,60 and the corresponding proton uptake/release is:
∆q = q ( A : B ) − q ( A) − q ( B)
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(5.1)

where q(A:B), q(A) and q(B) are the net charges of the protein-protein complex and the charge of
unbound monomers A and B, respectively. Negative Δq corresponds to proton release and positive to
proton uptake.

Fig 5.2: Schematic representation of the protonation/deprotonation events associated with binding.

Separated unbound monomers (marked as A and B in the figure) and the resulting receptorligand complex (marked as A:B). The small open circles indicate positions of titratable
groups which pKa’s may change due to the binding or the conformational changes induced
by the binding. Some of these changes may result in releasing a proton (or absorbing a proton
from the water phase) and the contribution of all such cases will result in proton
uptake/release at a particular pH shown with curved arrows in Fig 5.2. Note that proton
uptake/release may originate from titratable groups.
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5.2 Understanding Binding Pockets
Protein-protein and protein-ligand interactions are fundamental as many proteins mediate
their biological function through these interactions. Many important applications follow
directly from the identification of residues in the interfaces between protein-protein and
protein-ligand interactions, such as drug design, protein mimetics engineering, elucidation of
molecular pathways, and understanding of disease mechanisms. The identification of
interface residues can also guide the docking process to build the structural model of proteinprotein complexes. The recognition of protein-protein interaction sites is of great importance
to identify functionally important amino acid residues, facilitate experimental efforts to
catalog protein interactions, enhance computational docking studies and drug design, as well
as enable functional annotation for the growing number of structurally resolved proteins of
unknown function. The binding of ligands to proteins generally shows to a large extent a
degree of pH dependence. Proton linkage reflects the coupling of ligand binding and proton
binding equilibria. Role of proton linkage mainly promotes structural features of the protein
binding pocket and the ligand, by assigning microscopic pKa values to specific functional
groups24,61.

Computational approaches to predict protein binding sites and protein-protein complex
structure are powerful tools to gain such structural knowledge and improve our understanding
of protein function and their recognition mechanisms. The protein surface can form pockets,
which are binding sites of small molecule ligands. The determination of pockets on a protein
surface is therefore a prerequisite for protein-ligand docking and an important step in
structure-based drug design. We focus here on developing computational approaches for
protein-ligand and protein-protein binding site and pocket prediction and applying these
predictions to improve protein-protein docking62-64.
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This section of the chapter outlines the progress made in analyzing and predicting binding
pockets. Typical structure-based drug discovery project begins with 3D structure of the target
protein, identifies putative binding pocket(s), analyses its properties and performs virtual
screening to find suitable candidate drug molecules. The success crucially depends on both
the correct binding pocket prediction and revealing essential biophysical characteristics of the
binding site. These two tasks are intertwined, since many of the binding pocket prediction
methods relay of previous studies on binding site physico-chemical properties. In this section
the most popular methods and approaches for both analysis and prediction of binding sites are
reviewed and the corresponding URLs are provided. The emerging picture is the most
successful methods of binding site prediction are based on many components analysis and
thus reflect the complex nature of the receptor-ligand interactions65.

Molecular biology aims to decipher the function of biological macromolecules in the cell and
this goal ultimately includes understanding receptor-ligand interactions. On one hand,
revealing the details of a particular biochemical reaction involving macromolecular binding is
a crucial step toward being able to control and alter it in a desired fashion. On another hand,
i.e. on proteomic scale, better understanding of the forces that drive receptor-ligand
interactions will elucidate how molecular recognition processes govern complex biological
systems. In both cases, however, combined experimental and modeling approaches are
needed to predict the binding site and its biophysical properties. Even more, frequently the
goal is to alter either the function of a given macromolecule or particular metabolic network
by drugs in order to reduce the effect of a disease. This will require targeted binding of a drug
molecule to a pre-selected macromolecule, a task involving binding pocket analysis and
prediction.
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The phenomenon of molecular recognition, which is ubiquitously important for almost all
biological processes, is dynamic, complex and subtle. Interaction between the receptor and
the ligand involves mutual structural rearrangements guided by a highly convoluted energy
landscape. Several different models have attempted to explain protein binding mechanisms.
The lock and key concept assumes that one protein has a cavity or indentation that the ligand
perfectly fits into. Thus the receptor and the ligand interact with almost no change in
conformations. However, this model cannot account for proteins that can bind various
substrates that have different shape in unbound form. The induced fit model accounts for this
by assuming that there is a certain amount of plasticity in the active site to accommodate its
ligand, analogous to a hand and a glove66,67. The ligand would induce a conformational
change at the binding site, shifting it toward an active state. Even more, for proteins that
exhibit allosteric behavior, the binding of a ligand in one area of a protein can affect the
conformation of the protein at a distant region away from the binding site. A more recent
popular model for cooperative regulation, the dynamic population shift model, assumes that
proteins exist in a population of conformations. Upon ligand binding, the probability
distribution of the ensemble of native states will be redistributed, changing the stability of
certain residues throughout the protein molecule and propagating a conformational change at
specific residues.

The interactions of a protein with ligands or other proteins occur physically on the surface of
the protein molecule and frequently the interaction requires a specific shape (either preexisting or induced) of the local binding region. The ligand- or substrate-binding regions of
macromolecules are often solvent-accessible manifolds, and in most cases, they are in the
form of a cavity (i.e., a pocket). Identification of “druggable” (a term coined to denote protein
surface pockets) protein-binding pockets and allosteric sites68 is the most important starting
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point when working on a potential target. However, while large number of protein structures
have already been solved, many of them have unknown binding sites and functions.
Successful prediction of putative binding pockets/interfaces requires that their properties are
well understood, which in turn requires further analysis of the biophysical characteristics of
binding epitopes.

Of specific interest are cases for which the 3D structure of either the receptor or the receptorligand complex is experimentally available. Analyzing the 3D structure of the receptor is a
crucial step in any drug design. Typically the first step is to predict the binding site(s), which
may be different for different ligands. Further, the 3D structure can be used to predict
plausible structural changes induced by the binding by the means of normal mode analysis or
another technique. At the end, the researcher is armed with 3D structure of the target protein,
the location of the binding site(s) and possible changes of the geometry of the binding pocket,
and could begin in silico screening for appropriate drugs. If the structure of the receptorligand complexes is available, it can be used to analyze the receptor-ligand interactions and to
provide insights of the driving force causing the binding. New ligands can be designed by
either mimicking the physico-chemical properties and geometry of the native ligand or by
growing/deleting atoms from the original ligand.

To achieve broader representation of the field of receptor-ligand interaction, we will not
distinguish between binding pockets, binding sites and binding interfaces. The analysis of the
binding sites is the necessary step toward understanding the principles of binding and
delivering either statistical measurements or semi-empirical rules to guide structure-based
drug design.
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Several databases contain information about binding sites and allow comparison of binding
sites properties. The PROSITE

69,70

is a particular example and it consists of documentation

entries describing protein domains, families and functional sites, as well as associated
patterns and profiles to identify them. The CavBase
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provides useful classification of the

amino acids in the binding pocket depending on their physico-chemical properties. Patterns
the In Non-homologous Tertiary Structures (PINTS) Site Engine
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allows for search of

sequence patterns and provides a measure of statistical significance for any similarity
uncovered. In addition, it predicts what residues may the functionally important by
comparing them with pre-defined patterns in databases of complete structures. The eF-site 7375

(electrostatic surface of Functional site) is a newly constructed molecular surface database

that includes pre-computed potential at the molecular surface. It is done by numerically
solving Poisson-Boltzmann equation. The ProFunc76 is a web server that is developed to help
functional annotation of proteins with unknown function. However, it can be also used to
predict functionally important groups and thus in many practical cases the catalytic amino
acids. The ProFunc76 is an web server that allows for predicting functional motifs by
comparing the input sequence/structure to functionally characterized proteins. The
SitesBase77 can be used for molecular recognition of small molecules to the target protein. It
holds information about structural similarities between known ligand binding sites found in
the Protein Data Bank. These and other, some time in-house built databases, were used to
study characteristics of the binding pockets. Below we conveniently group these
investigations into several topics.
(a)amino acid frequencies within binding pockets

It is a straightforward question to address if the amino acid frequencies (preferences) within
binding interfaces are similar to the amino acids distribution over the entire protein structure
or only for the accessible surface of the proteins. Depending on the dataset used in particular
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investigation slight controversial results were reported. Thus, on a set of 37 protein-protein
complexes was shown14 that the occurrence frequencies of amino acids on the complex
interfaces do not differ considerably from the compositions of both entire complexes and of
all known proteins in Protein Data Bank with several hydrophobic (alanine, valine and
leucine) and polar (threonine) groups found to be underrepresented while other polar
(tyrosine, asparagine and tryptophan) groups and glycine were overrepresented. Similar
conclusion was reached in another study78 on much larger set of dimers (768 entries) that
includes also homodimers and interfaces created from the multi-chain entries in the PDB
databank. The absolute numbers and trends for interfacial residues being under- or
overrepresented (except for tryptophane and glycine) are very similar to those observed in the
present work. The similar values for occurrence frequencies of interfacial residues were also
reported in the work79 on the non-redundant set of 621 protein-protein interfaces. However
different conclusion was reached in the study80 where six types pf protein-protein interfaces
were analyzed for the set of 1812 PDB structures. For that set of proteins, the residue
composition on all types of interface (including interfaces of hetero-complexes which
correspond to the interface type in our protein set) differ considerably form the “background”
frequencies for majority of the amino acids, which most likely is related to a different way of
defining interfacial residues. Other investigations focused on understanding the role of
specific sequence motif affecting specificity of given binding pocket toward different ligands.
(b)geometric properties of the binding pocket

Many of the current methods for comparing binding pockets are focused on geometric
properties81,82. The shape and properties of binding site are determining factors for binding
of a ligand to a protein pocket 83-85. Geometric descriptions of the ‘depth’ or ‘size’ of binding
pockets are method-dependent and vague. Indeed, several commonly used pocket detection
methodologies, give different and potentially conflicting descriptions of a pocket's size and
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location86. The geometrical properties of the binding site ca also be evaluated from the point
of view of the ligand. Thus, a promising approach is to use cubic ‘quantization’ of small
molecules where each conformation of a compound is represented as a set of contiguous 4.24
Å cubes that encompassed the Van-Der Waals (VDW) volume of the molecule’s atoms87,88.
Each of the cubes of the quantized molecule is assigned functionalities based on the attributes
of the atoms it contained: Once in a cubically quantized format, the small-molecules are then
mapped to a basis set of theoretical target surfaces: a complete enumeration under a given set
of rules of all possible shapes containing 6–14 4.24 Å cubes. This process coined as
Quantized Surface Complementarity Diversity( QCSD)

89,90

has been shown to be a valid

method of classifying small molecules; when small molecules were grouped according to the
similarity of their QSCD mappings, these groupings correlated well with the actual biological
activity of the molecules. An extension of the QSCD approach has been implemented to map
actual protein pockets to the same basis set of theoretical target surfaces, thus bringing both
proteins and small molecules into the same frame of reference by developing an algorithm
that dissected a potentially large protein pocket into a set of constituent ‘binding volumes’.
The set of binding volumes that results from dissection of a given protein pocket must both
be able to characterize the protein pocket in comparison to other protein pockets, and must
also be complementary to the small molecules that bind to the protein pocket.
(c) physical characteristics of the binding pocket

The dynamic component of ligand binding as well as the thermodynamic contribution of
solvation effects have contributed to the difficulty of predicting a priori specific residues or
binding pockets that are hot spots for ligand binding affinity. Physical properties of the
binding sites are one of the most important characteristics of molecular recognition. In
addition to the above geometrical parameters, other physical properties include density of
contacts, hydrophobicity and hydrophilicity, net charge and many others. A review of the
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empirical structural rules for specificity of protein-protein recognition was recently
published91.
A typical approach is to compare physico-chemical characteristics across several protein
families92,93. A complete Multiple Solvent Crystal Structure (MSCS) analysis of a protein
surface takes into account patterns of organic solvent molecules indicating the location of hot
spots, binding pockets and the areas of plasticity observed for superimposing the protein
models and the distribution of visible water molecules94-96. The results should be consistent
with binding site properties deciphered form database analysis of large number of proteins as
the properties being probed are the component features of binding sites. A novel approach
which takes into account specific information on geometric, physicochemical and
evolutionary characteristics for local surface assignments, is the SPLITPOCKET97-100
algorithm which uses the Alpha Shape Theory, and develops analytical approach to identify
protein functional surfaces by the geometric concept of a split pocket, which is a pocket split
by a binding ligand.
Binding Pockets Prediction:

Below we review the existing methods for predicting binding pockets, beginning with
experimental technique and ending with computational approaches. Although they are
discussed separately, frequently they are used in tandem in practical investigations.
Experimental Techniques:

Straightforward method of identifying the binding pocket is simply to experimentally
determine the 3D structure of the receptor-ligand complex by either X-ray or NMR methods.
This could be tedious and difficult process and in addition, will result in localizing the
binding site for that particular ligand. In cases of a receptor with single, well defined binding
pocket, as many enzymes, this will provide ultimate detection of the binding site since almost
for sure all potential ligands will bind to the same pocket. However, in case of receptor with
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multiple binding sites, which in addition can not be detected from geometrical considerations
only, such an approach will not resort to complete picture and will identify one of many
binding pockets. Instead, the Multiple Solvent Crystal Structures (MSCS) method is based on
solving the X-ray crystal structure of a protein in aqueous solutions of various compounds;
primarily organic solvents95. The method is based on superimposing different receptor
structures that have been solved in different solvents. Typically the organic molecules cluster
at the binding sites forming 'consensus' sites of the binding pockets. This method allows also
studying the selectivity of alternative binding sites, singe sites with no preference will bind
all types of organic molecules present in the solvent, while more selective sites will bind only
a subset of the molecules.

Mapping of proteins by NMR is a well established method which is particularly well suited in
identifying and characterizing localized protein hot spots which are strongly affected by
ligand binding101-104. Measuring the NMR spectra of the protein in isolation (prior binding)
and following the spectra changes as the protein is being titrated with a particular ligand will
result in identifying the results at the binding epitope. The major strength of NMR-based
screening is the high sensitivity of the method to chemical shifts, and fragments that bind to
the protein with even millimolar affinity can be detected using heteronuclear single-quantum
correlation (HSQC) NMR spectroscopy105,106. As the chemical shift is highly sensitive to the
local environment each amino acid has a unique chemical shift if the NMR frequency is
sufficiently high. Upon addition of organic fragments to the protein, changes in the HSQC
parameters will occur in the amino acids that form the binding site. Chemical shift data are so
sensitive to perturbations in the local environment that variations of the HSQC parameters as
a function of concentration of added ligand can be used to generate dose response curves and
estimates of binding constants107.
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Pure biochemical methods as alanine mutagenesis can be also used to identify amino acids
contributing to the binding, which in vast majority of the cases will be the groups situated in
the binding epitope. Thus, each alanine-substituted protein must be separately constructed,
expressed and sometimes refolded, and the change of binding affinity is then assessed

108-112

.

Alanine substitution of an amino acid situated at the binding interface almost always should
cause a change of the binding affinity, since the substitution will either leave a hole at the
interface (replacement of a bulky side chain), remove a charge (replacement of a charged
residue), or delete a hydrogen bond (replacement of a polar group). The change of the affinity
could be in both directions: it can make it more favorable by replacing residue opposing the
binding or to lead to decrease of the affinity by mutating an amino acid contributing
favorably to the binding. Specific cases are mutations of charged residues which contribute
to the binding through long range electrostatic interactions and therefore do not necessary
have to be at the binding interface to contribute to the binding affinity. Alanine mutagenesis
will show a change of the binding affinity, but the charged residue may not be located in the
binding pocket113.

Computational Methods
Common methods consider pocket size, surface roughness or polar/apolar surface area as key
descriptors for druggability analyses86,114. Previous results indicate that the endogenous
binding site is usually the largest, most hydrophobic and geometrically most complex pocket
of a protein, though none of these parameters alone is sufficient to predict binding site
druggability86,115,116.
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Table 5.1: Software for Binding Pocket Determination:
PROGRAMS &

URL

DESCRIPTION

DATABASES
APROPOS

Generates a list of atoms arranged in
http://www.csb.yale.edu/

clusters which represent pockets at the
molecule envelope.

AUTOLIGAND

Searches the space surrounding the protein
http://mgltools.scripps.edu/

and finds the contiguous envelope with the
specified volume of atoms, which has the
largest possible interaction energy with the
protein.

CAST

Locating and measuring protein pockets and
http://cast.engr.uic.edu.

cavities, based on precise computational
geometry methods, including alpha shape,
Voronoi diagrams, Delaunay triangulation
and discrete flow theory

CAVBASE

Describing and comparing protein binding
http://www.ccdc.cam.ac.uk/

pockets on the basis of the geometrical and
physicochemical properties of the active
sites.

DOCK

Semigrid Body Method, takes into account
http://dock.compbio.ucsf.edu/

possible chemical Interactions, that analyses
shape & chemical complimentarity of
ligand & binding site

eFSITE

Database for molecular surfaces of proteins'
http://ef-site.hgc.jp/

functional sites, displaying the electrostatic
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potentials and hydrophobic properties
together on the Connolly surfaces of the
active sites, for analyses of the molecular
recognition mechanisms.
FINDSITE

http://cssb.biology.gatech.edu/skolnic

Threading based method for ligand-binding

k/files/FINDSITE/

site prediction and functional annotation
based on binding-site similarity across
groups of weakly homologous template
structures

GRID

Binding Site Embedded in a regular grid
http://www.bestgrid.org/

and energy interactions between protein and
probe (small molecule) placed at lattice
interactions calculated for favourable
positions

ICM

Performs grid-based rigid-receptor flexiblehttp://www.bestgrid.org/

ligand docking through a modified MonteCarlo searching procedure and a rigorous
empirical scoring function

LIGSITE

http://projects.biotec.tu-dresden.de/

Automatic and time-efficient detection of
pockets, using a series of simple operations
on a cubic grid on the surface of proteins
that may act as binding sites for small
molecule ligands

PASS

Uses geometry to characterize regions of
http://www.ccl.net/

buried volume in proteins and to identify
positions likely to represent binding sites
based upon the size, shape, and burial
extent of these volumes

PINTS

http://www.russell.emblheidelberg.de

Finds similarities between protein structures

/pints/

containing structural patterns and provides a
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statistical measure of local structural
similiarities
POCKET

Operates on a rectangular grid, which is
http://pocket.ekmd.huji.ac.il/

constructed around the protein and denotes
grid points as either solvent-accessible or
inaccessible to the solvent and searches for
cavities by scanning along the x-, yand zaxes to locate groups of solvent accessible
gridpoints that are enclosed by grid points
not accessible to solvent

POCKETPICKER

A Pymol plugin for cavity detection and
http://fpocket.sourceforge.net

PROSITE

binding site prediction

Database of protein families
http://www.expasy.ch/prosite/

and domains.which consists of entries
describing the domains, families and
functional sites as well as amino acid
patterns, signatures, and profiles in them.

QSITE FINDER

Energy-based method for predicting
http://fpocket.sourceforge.net

protein-ligand binding sites by evaluating
the interaction energy between the protein
and a simple van der Waals probe to locate
energetically favourable binding sites

SITE ENGINE

Receives as an input two protein structures
http://fpocket.sourceforge.net

and searches the complete surface of one
protein for regions similar to the binding
site of the other.
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SPLITPOCKET

SURFNET

Web server to identify functional surfaces
http://pocket.uchicago.edu/

of protein from structure coordinates.

www.biochem.ucl.ac.uk/~roman/surf

Geometric algorithms, which detects the

net/

gap regions in proteins by fitting spheres
into the spaces between protein atoms. The
fitting process results in a number of
separate groups of interpenetrating spheres,
which correspond to the cavities and clefts
of the protein.

VISGRID

uses visibility of surface points to find
http://dragon.bio.purdue.edu/

pockets, aimed to identify large
protrusions, hollows, and flat regions,
which can characterize geometric features
of a protein structure

Below we outline the existing approaches grouped into several distinctive categories
(a) geometric approaches

Typically the algorithms search protein surface for pockets assuming that the binding site is
usually in the largest pocket. From an algorithm point of view, for identifying and measuring
binding pockets, the discrete-flow method is employed117. For the two-dimensional model,
discrete flow is defined only for empty triangles, that is, those Delaunay triangles that are not
part of the dual complex118,119. An obtuse empty triangle “flows” to its neighboring triangle,
whereas an acute empty triangle is a sink that collects flow from neighboring empty triangles.
All flows are stored, and empty triangles are later merged when they share dotted edges
(dual, non-complex edges). Ultimately, the pocket is delineated as a collection of empty
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triangles. The actual size of the molecular pocket is computed by subtracting the fractions of
atom disks contained within each empty triangle. The two-dimensional mouth is an edge on
the boundary of the pocket. All the features of the two-dimensional description have more
complex three-dimensional counterparts. The convex hull in three dimensions is a convex
polytope instead of a polygon, and its Delaunay triangulation is a tessellation of the polytope
with three dimensional tetrahedra. When atoms have different radii, the weighted Delaunay
triangulation is required, and the corresponding weighted Voronoi cells are also different. An
explicit realization of the algorithm is the program Delaney, a technique in which the protein
is placed within a three-dimensional grid. Where grid points intersect the protein, they are set
to ‘true’, otherwise they are set to ‘false’. The protein surface(and cavity boundaries) are
defined to be grid points set to ‘true’ that are adjacent to grid points set to ‘false’. A
monolayer of particles is then added to the protein surface (a surface expansion) and the
true/false representation is recalculated to redefine the surface. A surface contraction then
takes place, where a monolayer of particles is removed. Another method, Automatic Protein
Pocket Search (APROPOS )117,120,121 looks for characteristic patterns of small “caves” into
which molecular groups can fit into, and has a high reported success rate. The specific
algorithm for this technique is based upon creating an a-shape representation of the protein.
The algorithm is used to generate the a-shape which creates a Delaunay representation of the
protein. The nature of the a-shape is dependent on a parameter a. The probe can erase the
sides and edges of the triangles, except the vertices. When a approaches infinity, the convex
hull is formed The pockets are identified by comparing the structures of the alpha-shape and
convex hull. Protein pockets are revealed where the structures of the two representations
differ significantly. Another popular prescription FINDSITE122, a recently developed
algorithm for ligand binding site prediction, ligand screening and molecular function
prediction, is based on binding site conservation across evolutionary distant proteins
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identified by threading. One key features of the FINDSITE is that it gives comparable results
when high-resolution experimental structures as well as predicted protein models are used. .
Some approaches operate specifically on a rectangular grid (POCKET) or hinges upon
geometric criteria of initial gap sphere (SURFNET) 94,123,124.

Fig 5.3: Two-dimensional depiction of the pocket detection process of SURFNET. A: An
initial gap sphere (blue disc) is placed midway between the van der Waals surfaces of a pair
of atoms. The radius of this gap sphere is then reduced until it is not penetrated by any of the
neighboring atoms. The resulting final gap sphere is shown in red. B: The arrangement of
final gap spheres is used to describe the shapes and sizes of protein cavities in SURFNET.
(b) volume based approaches

The most common approach to ligand binding site localization is volumetric search for large
cavities, more recent methods also use electrostatic potential and conservation. SURFNET
performs a gap search by fitting spheres inside protein convex hull. PocketPicker and
LIGSITE120 methods consist in creating a grid and scanning it for protein-void protein events
in many directions, whereas VisGrid uses visibility of surface points to find pockets. From a
well defined algorithmic perspective, pockets are identified by using ligand-binding sites in
proteins. Briefly, the algorithm is based on a van der Walls grid potential map using a carbon
probe125,126. Bracketing and successive smoothing of that map with two parameter sets
produces two distinct maps. One indicates volume considered inside the molecule. The other
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indicates cavities of empty space. Applying a threshold to the product of those two maps
creates solid geometrical objects, which represent the identified pockets. Pockets below a
minimum volume are discarded. The algorithm and all pocket analysis routines made use of
the ICM software127,128 package.
Another approach to detect similarities between a query binding site and other similar
preprocessed protein cavities stored in a database using cleft descriptors. PASS129-131, is
another approach, a purely geometrical method in which the protein is covered with
spherical probes. These probes are then filtered and are given weights proportionally to the
number of their neighboring spheres and the extent to which they are buried. Among the
probes with the highest weights, the active-site points are determined, which represent the
center of potential binding sites. The algorithm looks at all possible combinations of three
protein atoms. If the three atoms are close enough together, the algorithm calculates the two
possible positions for a probe sphere.

Fig 5.4: Pocket detection method used in POCKET, LIGSITE and its derivatives. Grid probes

are installed at the edges of an artificial grid generated around the protein (shaded area). A
scanning process is applied to detect protein-solvent-protein events (POCKET and LIGSITE)
or surface-solvent-surface events (LIGSITE).
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LIGSITE is an extension and implementation of the LIGSITE algorithm, adding information
on the degree of conservation of the involved surface residues and thus becoming a
combination of pure geometrical approach with homology-based prediction. In this method
the identification of protein pockets is less dependent on the orientation of the protein in the
three-dimensional grid. LIGSITE has a variable known as the MINPSP (minimum proteinsite-protein) threshold. A single grid point has seven probe lines passing through it (x, y, z
and the four cubic diagonals). The grid point can be defined to be a pocket (PSP event) up to
seven times. The MINPSP threshold defines how many PSP events must occur for a grid
point to be defined as being part of a pocket. By setting the threshold higher, shallow pockets
are excluded. The accuracy, speed and simplicity of this type of algorithm has made it ideal
for use in several subsequent developments, including CavBase and SuperStar. Pockets were
ranked by a scoring function132-134 with six terms, with lower scores indicating a better
pocket. The general equation of the scoring function is
S=
−C A − CR +

1
2
2
+ (V − V0 ) + ( A − A0 ) + R
1.0001 − CH

where CA is the absolute residue conservation and CR is the relative residue conservation.
CH is the absolute conservation with Homo sapiens. V and A are the pocket volume and
surface area, respectively. Both V0 and A0 were set to a specific value. R is the resolution of
the crystallographic structure.
Another combination of geometric descriptors and homology (conservation) is imple,eneted
in PocketPicker which uses a buriedness index at grid points, and then clusters those with
values lying within a cutoff range. SURFNET-ConSurf use the SURFNET program to
identify pockets on the protein surface, and retains regions that are more highly conserved
using the ConSurf-HSSP database94. The SURFNET algorithm identifies the clefts on the
surface of a protein by placing a sphere between all pairs of atoms such that the sphere just

45

touches each atom and is between some predefined minimum and maximum radius. Each
sphere is progressively reduced in size if any other atoms intersect it until it either intersects
with no further atoms, in which case it is retained, or its radius drops below the minimum
size, in which case it is discarded. Once the clefts on the surface have been filled by spheres it
is possible to cluster the spheres into separate regions and calculate a volume for each cleft.
The second part of SURFNET-ConSurf involves discarding the spheres that are distant from
highly conserved residues, resulting in a trimming of the clusters representing each cleft.
Residue conservation scores are obtained from the ConSurf-HSSP database which provides
estimates for the rate of evolution of each amino acid in a PDB structure. The scores are
calculated using HSSP's multiple sequence alignments (MSA) as the input for the Rate4Site
algorithm. Another technique POCKET where a probe sphere of radius 3Å is passed across
the protein along each line of a Cartesian three-dimensional grid and an interaction between
the protein and probe sphere occurs if the centre of a protein atom is found to be within the
probe sphere. A pocket is identified if an interaction occurs followed by a period of no
interaction, and then followed by another interaction.
Separate class of approaches are (a) the CS-Map135 which is a method that performs
computational solvent mapping in an attempt to recreate the multiple solvent crystal
structures (MSCS) results and (b) the CAST117 is a method for measuring protein pockets and
cavities, based on precise computational geometry methods, including alpha shape and
discrete flow theory and it identifies and measures pockets and pocket mouth openings, as
well as cavities. The program specifies the atoms lining pockets, pocket openings, and buried
cavities; the volume and area of pockets and cavities; and the area and circumference of
mouth openings.
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Fig 5.5: Overview of the binding pocket representation process: the ligand binding site of a

protein (on the left, PDB:1dwd protein) is represented by the whole cavity surface (middle),
which is sphere-mapped from its center of gravity and projected (right)
(a) homology based approaches

The homology approach is based on the presumption that sequence and structural features
that are important for the function of proteins should be conserved94,136-144. Thus, if two
proteins perform their function by binding the same ligand, the binding site properties in
terms of sequence and structure should be similar. This statement needs clarification: not all
amino acids within the binding interface have to be conserved, but only that have specific
role in the molecular recognition.

Recently a two-stage template-based ligand binding site prediction method was applied to
CASAP8 targets and reported results are very encouraging145. Homology approach was
utilized in developing another method (FINDSITE) for ligand-binding site prediction based
on binding-site similarity across groups of weakly homologous template structures 122.
Another unique binding pocket detection method is local similarity search on protein surface.
It consists in using a database of known binding sites and scanning the surface of a protein to
find surface patch matches in the database146,147. Current implementations include patch
analysis combined with a Bayesian network148, support vector machine149,150, neural
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network151, analysis of biophysical surface properties152,153, and regression approaches as
implemented in the Multilayer Perceptron algorithm154.
(b) evolutionary methods

Evolutionary methods are based on understanding binding sites properties may be
evolutionary conserved. In general this means that the network of important interactions and
the shape of the binding pocket should be similar across protein families binding similar
ligands.

Preserving important interactions is the core of the correlated mutation analysis. Thus, if two
macromolecules interact, and a spontaneous mutation occurs at the binding site of one of
them, the other molecule will evolutionary accept a mutation that compensates the effect.
Thus, by monitoring mutations that are correlated within multiple sequence alignment of the
receptor and the ligand, the amino acids important for the binding can be predicted85,124,155159

. Such an approach, however, can be applied only to protein interaction with relatively

large ligands, but not to the case of protein binding small molecules.

Evolutionary trace (ET) method does not have such a limitation since is it based on the
evolutionary conserved properties of the target protein only160. The ET method can be used
to identify residues of functional importance161,162, to design proteins with broader substrate
specificity163 and to predict new drug binding sites164. Amino acid propensity, or in general,
the propensity at different levels can be used to predict binding sites159,165. These levels could
include curvature of the binding pocket, amino acid identity and electrostatic potential166,
just the contact preferences167 or the propensities of surface residues (InterProSurf) 168.
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The object of drug design is to find a drug molecule that tightly binds to the target protein,
moderates function and/or competes with natural substrates of the protein. Such a drug can be
best found on the basis of knowledge of the structure of the target protein. Even more, if the
binding site is known or can be reliably predicted, then docking methods can be applied to
select suitable lead compounds that have the potential of being refined to drugs. Because of
that, developing methods and software for binding site prediction is very important task

In general biological processes are mediated by interactions between proteins and their
interacting partners including proteins, nucleic acids and small molecules. It is well known
that biological cells function through a network of interacting proteins and other molecules. In
order

for

a protein to interact

dynamically with multiple partners,

the complexes

of

interacting proteins are often not obligatory but necessary transient with relatively
weak binding affinity. Such a weak binding affinity, however, makes it difficult to solve the
structures of transient complexes experimentally. As a result, there is a growing gap between
the number of known interactions and the number of their 3-dimensional structures that are
available. However, the 3D structures of protein complexes are pivotal for a full
understanding of the mechanism of interactions because they provide specific interaction
details at the atomic level. Such details are important for rational design of
drug molecules to modulate protein interactions. The accuracy of protein–protein docking
can be improved significantly if their binding region is known. This is because identification
of binding regions dramatically reduces the conformational space of docking. Several
recent studies attempted to predict possible protein–protein binding sites (interface residues)
from known unbound monomer structures.
Computational efforts to identify protein-protein interaction sites, in particular, identify
surface residues that are associated with protein-protein interaction, play an increasingly
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important role because the experimental determination of protein structures, protein-protein
complexes lag behind the number of protein sequences. In recent years there have been many
investigations which have been made to analyze the properties of protein-protein interaction
in order to predict interaction sites.
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Chapter 6

THEORETICAL

&

COMPUTATIONAL

ANALYSIS

ON

THE

ROLE

OF

ELECTROSTATICS OF PROTEIN INTERCATIONS

6.1

Electrostatics Effects on Protein Interactions

Electrostatic interactions play a central role in a variety of biological processes. Due to its
importance, there has recently been an increase of understanding of electrostatics in biology
motivated by major biological problems such as protein interactions, protein folding, and
structure-based drug design. In particular for protein interactions, electrostatics can provide
insight for estimating electrostatic free energy of a system, understanding protein stability,
rate associations of complexes, and calculating pKa values. Experimental and theoretical
studies have established connections between protein electrostatic properties and function. In
the interior of the protein the back-bone polar atoms compensate their charge desolvation by
forming favorable electrostatic interactions as main chain-main chain hydrogen-bonds
(Hbonds), resulting in the formation of secondary structures. The specificity of the tertiary
structure, binding and unique function stems from spatial arrangement of polar and charge
atoms, and by formation of electrostatic interactions, mainly salt-bridges and main chainmain chain, main chain-side chain and side chain-side chain H-bonds (Fig. 6.1). We discus
below the general methods24,51,169 and in specific the methods we used.
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Fig 6.1: Salt-bridges and inter-molecular hydrogen-bonds in trypsin-soyabean inhibitor
complex (Pdb id:1avw). Salt-bridges and H-bonds are shown with their side-chains, colored
by atom type. Trypsin and soyabean inhibitor are shown in cyan and yellow colors,
respectively.

The electrostatic free energies give information on the stability and binding on proteins. One
free energies of interest is solvation free energy (ΔGsol), the free energy required to transfer a
molecule from vacuum to a solvent of high dielectric ε. The equation for ΔGsol is

∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 = ∆𝐺𝐺elec + ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 + ∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐

(6.1)

Where ΔGelec is the component contributed by electrostatics from the polarization of the
solvent170. One way to evaluate ΔGsol is by Continuum Electrostatics (CE), or macroscopic
solvent models. Some instances of methods of CE are Simple Coulomb Electrostatics (SCE),
the Poisson-Boltzmann Equation (PBE), and Generalized Born (GB) methods. SCE uses
coulomb’s law to estimate ΔGsol, however, it is quite inaccurate because it excludes effects
from the change of dielectric from vacuum to solvent and the solvent reactions fields. The
classical treatment of electrostatics in solution is based on the PBE
∇ ∙ [𝜀𝜀(𝑟𝑟)∇ ∙ 𝜑𝜑(𝑟𝑟)] − 𝜀𝜀(𝑟𝑟)𝜅𝜅(𝑟𝑟)2 sinh[φ(r)] = −
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4𝜋𝜋𝜌𝜌 𝑓𝑓 (𝑟𝑟)
𝑘𝑘𝑘𝑘

(6.2)

The above equation can be derived from the Poisson Equation with the incorporation of the
change in dielectric with respect to, the number density of mobile ions, and a mean-field
approximation. The Born method solves for ΔGsol by finding the difference in charging an ion
in medium of high dielectric and vacuum
𝑞𝑞 2

1

Δ𝐺𝐺elect = − 2𝑎𝑎 (1 − 𝜀𝜀 )

(6.3)

where ‘a’ is the Born radius. Generalizing to N ions
1

𝑞𝑞 𝑞𝑞

1

𝑖𝑖 𝑗𝑗
𝑁𝑁
Δ𝐺𝐺elect = − 2 (1 − 𝜀𝜀 ) ∑𝑁𝑁
𝑖𝑖=1 ∑𝑗𝑗 =1 𝑓𝑓(𝑟𝑟 ,𝑎𝑎
𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖 )

where 𝑓𝑓(𝑟𝑟𝑖𝑖𝑖𝑖 , 𝑎𝑎𝑖𝑖𝑖𝑖 ) is a function of the distance between charges and the Born radius. These are
the methods of CE that provide the tools for studying protein interactions from an
electrostatic approach. Analytical thermodynamic studies have also been done to calculate
the binding free energy of electrostatics as a function of temperature, pH and salt
concentration. ΔFelec gives information about whether complex formation is favorable or
not. The equation for finding ΔFelec is
∆𝐹𝐹elec (𝑇𝑇,𝑝𝑝𝑝𝑝 ,𝑐𝑐𝑠𝑠 )
𝑘𝑘𝑘𝑘

= 2𝑅𝑅

𝑄𝑄𝑛𝑛2 𝑙𝑙 𝑏𝑏

𝑛𝑛 (1+𝜅𝜅𝑅𝑅𝑛𝑛

− 2𝑅𝑅
)

𝑄𝑄𝑑𝑑2 𝑙𝑙 𝑏𝑏

𝑑𝑑 (1+𝜅𝜅𝑅𝑅 𝑑𝑑 )

Where “Q” is the total charge and “R” is the radius of gyration of the natured or denatured
states. This is a relatively simple equation that has been shown to fit experimental data very
well.

Protein complexes consist of smaller protein units. For example. Adenylosuccinate Lyase is a
homotetramer which is constructed by four identical subunits. As these larger structures form
a significant amount of charge is “buried” inside final product. Because the internal charges
cancel each other out, the only charge considered is the surface charge which tends to be
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polar distribution. This can be confirmed by measuring a hydrophobicity to see how soluble
an amino acid is in water, as most protein structures which indicates hydrophilic amino acids
where amino acids are known to be located on the exterior of the protein. However, the
surface charge actually produces a stabilizing effect due to having a polar interface between
the subunits that constitute the structure. This in turn can also explain the specificity that
determines whether or not two proteins will interact or not. If the charges do not correspond
to a stabilizing polar effect, then the complex will not form. This has lead to experiments
which attempt to optimize protein interactions as well as the charge-charge interactions on
the protein surface by engineering mutations within the amino acid sequence of proteins to
increase or decrease protein stability. Since charged amino acids can significantly affect
diffusion-controlled association rates and protein stability, changing an amino acid can
potentially enhance or inhibit the formation of a protein complex. Ionization properties, or
pKa values, of enzymes active-sites are also of interest to study because they can provide
information about the catalytic mechanism, the step by step reaction or a reactant becoming a
product(s). The electrostatic energies from solving the PBE has been used to solve for pKa
values of protein interactions. Knowledge of the pKa values of wild-type and mutants can
improve predictions of interactions at a molecular level and systems level. They are
commonly used in estimating flux rates or rate constants.

Classical electrostatics supplies both qualitative and quantitative tools in regards to protein
interactions. Because of the improvements of computational, methods such as PBE can be
used to find a plethora of helpful electrostatic values such as ΔGsol, ΔFelec, and pKa. These
values offer information about protein rate association, stability, and the reaction mechanism.
All of which are needed to understand and control the kinetics of proteins.
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6.2

Molecular Modeling & Force Fields

Forces that mediate protein-protein interactions include electrostatic interactions, hydrogen
bonds, the van der Waals attraction and hydrophobic effects. Protein interactions are mainly
modeled using molecular dynamics simulations and introducing different forms of forces
between the macromolecules171. The standard functional form of a force field incorporates
the types of bonded terms relating to atoms that are linked by covalent bonds, and
nonbonded (or "noncovalent") terms describing the long range electrostatic and van-der
Waals forces. In particular the decomposition of the terms in the implementation depends on
the force field assumed, but a general form for the total energy in an additive force field can
be written as172

where the components of the covalent and noncovalent contributions are given by the
summations below:

The bond and angle terms are in general modeled as harmonic oscillators in force fields that
do not allow bond breaking. The functional form for the rest of the bonded terms depends on
various circumstances. Proper dihedral potentials are usually included. Additionally,
"improper torsional" terms may be added to enforce the planarity of aromatic rings and
other conjugated systems, and "cross-terms" that describe coupling of different internal
variables, such as angles and bond lengths. Some force fields also include explicit terms
for hydrogen bonds. The nonbonded terms are most computationally intensive because they
include many more interactions per atom. A popular choice is to limit interactions to pair
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wise energies. The van der Waals term is usually computed with a Lennard-Jones potential
and the electrostatic term with Coulomb's law, although both can be buffered or scaled by a
constant factor to account for electronic polarizability and produce better agreement with
experimental observations.
Apart from the functional form of the potentials, a force field defines a set of parameters for
each type of atom. The typical parameter set includes values for atomic mass, van-der Waals
radius, and partial charge for individual atoms, and equilibrium values of bond lengths, bond
angles, and dihedral angles for pairs, triplets, and quadruplets of bonded atoms, and values
corresponding to the effective spring constant for each potential. There exist numerous
packages and software’s which are characterized by their force fields each of which are
parameterized differently. However most of them use a "fixed-charge" model by which each
atom is assigned a single value for the atomic charge that is not affected by the
local electrostatic environment, and lately there have been proposals for developments in
next-generation force fields which incorporate models for polarizability, in which a particle's
charge is influenced by electrostatic interactions with its neighbors. However the introduction
of polarizability into force fields in common use has been inhibited by the high computational
expense associated with calculating the local electrostatic field.
In

general

the

molecular

simulations

involve

biological macromolecules such

as proteins, DNA, and RNA, and in each cases of interactions the parameters for given atom
types are generally derived empirically from observations on small organic molecules that are
more tractable for experimental studies and quantum calculations. As an illustration different
force fields can be derived from dissimilar types of experimental data, such
as enthalpy of vaporization (OPLS), enthalpy of sublimation (CFF), dipole
various spectroscopic parameters (CFF).
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moments,

or

Force fields are of immense importance in de novo drug design programs, in pharmacophore
mapping, and represent the “scoring functions” in many docking programs. As scoring
functions, force fields are used to rank “ligand poses” obtained by a docking algorithm, or in
de novo ligand design programs to suggest placement of fragments in sites in the enzyme
with the highest binding affinity. In all these applications, force fields are mainly used to
compute the interaction energy between the protein and the ligand as pair-wise interaction
potentials consisting of van-der Waals and electrostatic interactions, in addition to H-bond
energy between the ligand and the enzyme. Some examples of drug design software where
force fields have been implemented as scoring functions are AMBER, GOLD AutoDock and
DOCK. Force fields also play an important role in Free Energy perturbations (FEP)
calculations that allow the design of newer analogs or inhibitors with an accurate prediction
of their activity.

6.3 Thermodynamics of Binding
Important insights into the molecular basis of protein-protein interactions and binding can be
obtained thorough characterization of the energetic governing complex formation. In many
cases the magnitude and the sign of thermodynamic reaction parameters such as the enthalpy
change, ∆𝐻𝐻 or the heat capacity change, ∆𝐶𝐶𝑝𝑝 can be sensitive diagnostic tools for the
occurrence of structural changes associated with protein binding169. The energetic of protein-

protein equilibrium can be conveniently characterized by four thermodynamic parameters:
the standard Gibbs energy ∆𝐺𝐺 0 , the standard molar enthalpy, ∆𝐻𝐻 0 , the standard molar

entropy, ∆𝑆𝑆 0 , and the molar heat capacity change at constant pressure, ∆𝐶𝐶𝑝𝑝0 . All of these
quantities can in principle be derived from direct calorimetric measurements. However, the

standard Gibbs energy change is usually calculated from the equilibrium constant, K, of the
reaction, using the relationship
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∆𝐺𝐺 0 = −𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝐾𝐾)

(6.4)

where R and T refers to the gas constant and the absolute temperature, respectively and K is
mainly determined from changes in spectroscopic properties of the complex relative to the
reactants. Since protein-protein equilibrium crucially depends on many factors such as pH,
buffering compounds, salt, reducing agents, etc, and since their influence on K is rarely
known, it appears to be appropriate to adopt the terminology of apparent equilibrium
constants K'

apparent Gibbs energies, 𝐺𝐺 0 ′. Apparent standard enthalpies per mole of

cooperative unit can be obtained from the dependence on temperature of the apparent
equilibrium constant K' by means of the Van't- Hoff equation
𝜕𝜕 ln(𝐾𝐾 ′ ) = − �

∆𝐻𝐻 0
𝑅𝑅

′

1

� 𝜕𝜕(𝑇𝑇 )

(6.5)

The apparent standard entropy change ∆𝑆𝑆 0′ , can be derived from the equation
′

∆𝑆𝑆 0′ = (∆𝐻𝐻 0 − ∆𝐺𝐺 0′ )/𝑇𝑇

(6.6)

Calorimetric enthalpies of protein interactions have been found to vary strongly with
temperature, which means that there exists a difference in heat capacity ∆𝐶𝐶𝑝𝑝0′ between
products and reactants as

∆𝐶𝐶𝑝𝑝0′ = (

6.4

𝜕𝜕∆𝐻𝐻 0
𝜕𝜕𝜕𝜕

′

)𝑝𝑝

(6.7)

pKa Calculations

The net charge of either unbound proteins or the protein-protein complexes were calculated
within Multi-Conformation-Continuum-Electrostatics (MCCE47) formalism. The program is
available at (URL:www.sci.ccny.cuny.edu/;mcce/). The corresponding PDB files were used
as input to the MCCE to calculate the pKa’s of titratable groups. The MCCE method
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calculates the equilibrated conformation and ionization states of protein side chains, buried
waters, ions, and ligands and thus the net charge of the corresponding structure as a function
of pH. The X-ray structures of the complex and of unbound monomers were subjected to
MCCE calculations and the corresponding net charges as a function of pH were obtained.
Thus the proton uptake/release induced by the binding is calculated as the difference between
the net charge of the complex and unbound monomers, marked in the eq. (1) as “A” and “B” .
Qbinding ( pH=
) Qcomplex ( pH ) − QA ( pH ) − QB ( pH )

(6.8)

Similarly, the proton uptake/release upon folding was calculated as the difference between
the net charge of folded and unfolded protein as a function of pH : The unfolded state was
modeled as extended polypeptide chain, where it is seen that such an approach reproduces
well the experimental data of pH-dependence of folding of several proteins and resulted in
very good fit against experimental pH-optimum of proteins. The net charge of unfolded
protein molecules is calculated using the Henderson- Hasselbalch equation

10−23γ (i )( pH − pKa (i ))
−23γ ( i )( pH − pK a ( i ))
i =1 1 + 10
N

Qu ( pH ) = ∑

(6.9)

and the summation runs over all N titratable residues. γ is 1 for bases and -1 for acids, pKa is
the standard pKa value in solution of group 'i', and pH is the pH of the solution. Thus, proton
uptake/release upon folding, for each unbound monomer, is:
∆Q folding ( pH ) = Q folded ( pH ) − Qunfolded ( pH )

6.5

(6.10)

pH Dependence of Binding Affinity and Stability

The pH dependence of the stability of the unbound monomers and their binding affinity was
calculated using the formula

59

∆G ( pH )= 2 RT.

pH1

∫ 3∆Q( pH )d ( pH )

(6.11)

pH 0

where ΔQ(pH) is either ΔQfolding

or binding,

R is the universal gas constant, and T is the

temperature (in K) and ΔG(pH) is the pH-dependent component of free energy of stability or
binding, respectively.
The main implication of equation (6.11) is that the optimum pH of binding/stability may be
estimated as the pH at which the corresponding ΔQ(pH) is zero. However, frequently
ΔQ(pH) is zero at several pHs, and determining the global energy minimum requires
integration.
A typical case is illustrated on the complex made of trypsin and amyloid beta-protein
precursor inhibitor domain (PDB ID 1BRC ). Figure 6.2 a shows the proton uptake/release
upon the binding (ΔQbinding) as a function of pH (pH = 0 – 14). It can be seen that the ΔQbinding
is zero at pH 7.1 (excluding the point at pH=1.8, which is an obvious artifact of the
calculations). In addition, it can be seen another feature namely that ΔQbinding is very small
(ΔQbinding < 0.74 electron units, corresponding to ΔGbinding < 1kcal/mol) in a pH region from
pH=3.0 to pH=8.0. The mid point of this pH region, which will be termed pH-tolerance, is at
pH-tolerance = 5.5. It is seen that the plot is a bell shaped graph with a minimum binding
energy at pH 7.1 In the pH-tolerance regions, pH=3.0 to pH=8.0, the ΔGbinding changes by less
that 1kcal/mol. Similar effects can be found in case of pH-dependence of folding free energy
ΔGfolding(pH) of unbound monomers. As indicated in Table 6.1, the 1BRC complex is
constituted of unbound monomers which corresponding PDB ID are 1BRA and 1AAP,
respectively. The proton uptake/release ΔQfolding(pH) upon the folding of 1BRA and 1AAP is
shown in Fig. 6.2 c and Fig. 6.2e, respectively. The corresponding ΔGfolding(pH) is shown in
Fig. 6.2 d and Fig. 6.2f, for 1BRA and 1APP, respectively. It can be seen that pH-optimum of
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folding for 1BRA is 5.9 (pH-optimum = 5.9), while pH-tolerance is 9.0. For the 1AAP, the
pH-optimum is 4.8, while pH-tolerance is the mid point of the pH interval from pH = 4.0 to
pH = 9.0, resulting in pH-tolerance = 6.5.
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Fig 6.2 (a-f) : Proton uptake/release and pH-dependence of the binding free energy for
trypsin and amyloid beta-protein precursor inhibitor domain complex and its monomers.(a)
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Proton uptake/release upon formation of the 1BRC complex as a function of pH. (b) pHdependence of the binding free energy of 1BRC complex calculated with eq. (4). (c) Proton
uptake/release upon 1BRA folding as a function of pH. (d) pH-dependence of the folding
free energy of 1BRA as a function of pH (e) Proton uptake/release upon 1AAP folding as a
function of pH. (f) pH-dependence of the folding free energy of 1AAP as a function of pH.
There are indications that there exists correlations between pH-dependence of the binding
free energy of the complexes and the pH-dependence of the folding free energy of unbound
monomers. It is speculated that such a correlation can be revealed by comparing either pHoptimum or pH-tolerance. In accordance we assume that most of the proteins and the
corresponding complexes evolved to function at pH at which they can tolerate small pH
fluctuations and maintain their function (if they are not associated with pH regulation). As it
was demonstrated in Figs. 6.2 a-f, such pH regions are either pH-optimum (the bottom of the
corresponding energy profile is more or less flat) or pH-tolerance. Since it is not obvious
which of them will be utilized is each case, for benchmarking purposes, a new quantity is
introduced termed pH-best, defined below:
 pH - optimum(X), if pH - optimum(X) closer to pH - optimum(Y) than pH - tolerance(X) is

pH - best (X) = pH - tolerance(X) t if pH - tolerance(X) is closer to pH - optimum(Y) than pH - optimum(X) is



where “X” and “Y” stand to any combination of protein-protein complex and unbound
monomers. For example, the calculations done for 1BRC complex, indicate the complex pHoptimum is 7.1 and pH-tolerance is 5.5. Comparing to the unbound monomers, PDB files
1BRA and 1AAP, we see that the best fit will be: pH-best(complex) = 5.5 against pHoptimum of 1BRA = 5.9 and against pH-optimum of 1AAP = 4.8.
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6.6

Calculations of global and interfacial properties

Variety of global and interfacial properties was calculated in attempt to deliver plausible
correlations with the corresponding pH-optima or pH-tolerances. They are grouped into
global properties, which reflect the properties of either the protein-protein complex or
unbound monomers. They are termed global, because their calculations do not require
knowledge of the 3D structure of the complex, and thus could be used to predict pHdependent properties even of protein-protein complex which 3D structures are still not
available. The second class, the interfacial properties, requires that 3D structure of the
complex is available in order to determine interfacial residues (it should be noted that in
principle interfaces can be predicted with quite reasonable accuracy and thus to eliminate the
need of 3D structure of the complex173
(a) Global properties: Using the structures of monomers, we find the total number of amino
acids in each protein and the complex is simply the sum of the amino acids of monomers.
Similarly, the net negative charge of each monomer was obtained assigning -1 to each Glu or
Asp residues, assuming that they are fully ionized. The same approach was used to obtain the
total positive charge accounting for Lys, Arg and His residues as carrying +1 charge. While
one may argue if all His are ionized at physiological pH, they represent a minor fraction in
our calculations. As above, the total negative/positive charge of the complex was the sum of
the charges of individual monomers. The total net charge is the sum of negative and positive
charges with appropriate sign. The results are shown in Table 6.1 and 6.2.
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Table 6.1: Protein-protein complexes and the unbound monomers and corresponding PDB
files used in this work. The fifth and sixth column gives the net charge and the number of
residue of the complex.
PDB -COMPLEX
1ACB
1AVW
1BRC
1BRS
1BVK
1CSE
1CG1
1DFJ
1FSS
1FIN
1FQ1
1GOT
1LOY
1MAH
1WQ1
1UGH
2KAI
2PCC
2PTC
2SIC
2SNI
1BGX
1SBB
1E6E
1EER
1BVN
1D6R
1EAW
1EZU
1F34
1TMQ

PDB- A
5CHA
2PTN
1BRA
1A2P
1BVL
1SCD
1CHG
2BNH
2ACE
1HCL
1B39
1TAG
1BEC
1MAA
1WER
1AKZ
2PKA
1CCA
2PTN
1SUP
1SUP
1AY1
1SE4
1E1N
1ERN
1PIG
1K9B
1EAX
1ECZ
4PEP
1B1U

PDB-B
1CSE
1BA7
1AAP
1A19
3LZT
1ACB
1HPT
7RSA
1FSC
1VIN
1FPZ
1TBG
1B1Z
1FSC
5P21
1UGI
6PTI
1YCC
6PTI
3SSI
2CI2
1CMW
1BEC
1CJE
1BUY
1HOE
2TGT
9PTI
1TRM
1F32
1JAE

PROTEIN NAME ( A/B)
α -chymotrypsin/Eglin C
Trypsin/Soybean Trypsin inhibitor
Trypsin/APPI
Barnase/Barstar
Antibody Hulys11 Fv/Lysozyme
Subtilisin Carlsberg/Eglin C
α-chymotrypsinogen/Pancreatic secretory trypsin inhibitor
Ribonuclease inhibitor/Ribonuclease A
Snake Venom Acetylcholinesterase/Fasciculin II
CDK2 cyclin-dependant kinase 2/Cyclin
CDK2/KAP
Transducin Gt-α, Gi-α chimera/Gt-β-γ
T Cell Receptor β chain/Exotoxin A1
Mouse Acetylcholinesterase/Fasciculin 2
RAS activating domain/RAS
Human Uracil-DNA glycosylase/Inhibitor
Kallikrein A/Trypsin inhibitor
Cytochrome C Peroxidase/Iso-1-Cytochrome C
β-trypsin/Pancreatic trypsin inhibitor
Subtilisin BPN/Subtilisin inhibitor
Subtilisin Novo/Chymotrypsin inhibitor
FAB/Taq polymerase
Staphylococcus enterotoxin /BT-cell receptor
Adrenoxin reductase/Adrenoxin
EPO receptor/Erythropoietin
-amylase/Tendamistat
Bowman–Birk inhibitor/Bovine trypsin
Matriptase/BPTI
Ecotin/D102N trypsin
Porcine pepsin/Ascaris inhibitor 3
-amylase/RAGI inhibitor

NET CHARGE
9
4
-6
-1
16
4
17
-7
10
21
23
-3
6
8
1
7
-9
7
15
2
6
7
18
23
8
3
11
7
-2
-40
-10

# OF RESIDUES
299
382
279
197
353
336
282
580
588
544
468
704
454
594
490
306
286
399
259
383
340
1038
491
682
597
599
301
322
290
467
627

(b) Interfacial properties: Consider a complex made of two monomers, marked as monomer
“A” and monomer “B”. The interface area, S1, was calculated as the difference in the gross
solvent accessible surface area (SASA)of the monomers, SA and SB and the SASA of the
complex, SAB:

S=
I

1
( S A + S B − S AB )
2

(6.12)

The SASAs were calculated by means of the SURFV program developed in the Honig lab
(URL: trantor.bioc.columbia.edu) with a water probe radius of 1.4 A˚ and with default atomic

64

radii. A residue was considered to be interfacial if its accessibility changes by more than
5𝐴𝐴°2 from unbound to bound state. Knowing the interfacial residues, we obtain the above

mentioned characteristics for the interface only (Table 6.2).
Table 6.2: Global and interfacial properties
PDB of Complex
1ACB
1AVW
1BRC
1BRS
1BVK
1CSE
1CG1
1DFJ
1FSS
1FIN
1FQ1
1GOT
1LOY
1MAH
1WQ1
1UGH
2KAI
2PCC
2PTC
2SIC
2SNI
1BGX
1SBB
1E6E
1EER
1BVN
1D6R
1EAW
1EZU
1F34
1TMQ

Interfacial Area
Interfacial Charge
NetCharge_A
Net Charge_B
# of Residues_A
# of Residues_B
1359.945
3
4
5
63
236
1694.569
0
-3
7
165
217
1486.734
-4
-3
-3
56
223
1882.801
3
-5
4
89
108
644.393
6
-9
25
129
224
1760.332
4
4
0
62
274
1401.304
2
9
8
56
226
2529.923
-1
8
-15
124
456
986.974
11
6
4
61
527
1778.31
4
5
16
250
294
1361.152
6
7
16
178
290
1809.88
3
-3
0
398
306
932.57
9
-2
8
218
236
1289.499
0
6
2
533
61
3834.732
-4
-5
6
166
324
2575.124
1
-11
18
83
223
1377.936
0
1
-10
55
231
287.941
5
12
-5
108
291
1509.029
4
6
9
56
203
1680.615
2
4
-2
108
275
1849.921
1
4
2
65
275
-1690.46
4
1
6
228
823
1028.59
11
11
7
259
257
936.09
-4
10
13
476
227
2502.69
8
8
0
180
427
1982.543
3
5
-2
545
85
1906.345
5
9
2
256
70
2085.758
5
1
6
259
73
4609.69
-1
-6
4
509
290
2579.395
-5
-38
-2
355
140
2197.586
2
-18
8
510
130
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Chapter 7
ROLE OF DATA & SOFTWARE

7.1 Role of Experimental Data
The protein – protein binding energies are pH dependent and the binding induces either
proton uptake or release. There is now a very strong indication that pH effects due to binding
induced changes in protonation states make a non-negligible contribution to the binding
energy

of

most

protein-protein

complexes.

Electrospray

ionization,

mass

spectrometry,circular dichroism and fluorescence spectroscopy are the techniques which
provides a useful means for probing such a phenomena. Isothermal titration calorimetry is
the most quantitative means available for measuring the thermodynamic properties of a
protein-protein interaction. Experimental data inferred by this technique is described below.
The proton uptake/release and the binding energy for three complexes with available
experimental data were numerically studied: pepstatin-cathepsin D, pepstatin-plasmepsin II
and pepstatin-endothiapepsin

by

Emil Alexov54. It was in very good agreement with

experimental data especially when conformation changes are taken into account. Xie and
coworkers performed a complete thermodynamic study of pepstatin binding to plasmepsin II,
an aspartic proteinase found in Plasmodium falciparum, using isothermal titration calorimetry
and circular dichroism174. At pH 5.0, where the protease has optimum activity, the proton
transfer process contributes almost 40% of the total binding free energy change and the total
charge of the active-site aspartic acid residues is -1. These experimental results provide direct
measurement for the protonation states of the catalytic aspartates in the presence of bound
ligands.
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A new approach to the study of protein−protein interaction using Fourier transforms infrared
spectroscopy (FTIR). This approach is based on the combination of FTIR technique with both
protein titration experiments and the principal component analysis (factor analysis) of the IR
absorption spectra in the 1500−1800 cm -1 region for the protein mixtures175. To be mentioned
here Isothermal Titration Calorimetry (ITC) was among the first experimental methods used
to determine protonation changes induced by receptor-ligand interactions. The ITC method
was applied to measure the proton uptake for a series of ligands binding to the serine
proteases trypsin and thrombin and significant pKa shifts were measured in some cases. A
combined approach of site-directed mutagenesis, NMR, isothermal titration calorimetry and
microtiter plate assays was used to study the interaction between TSG-6(TSG-6 is an
inflammation-associated hyaluronan (HA)-binding protein) and HA176. The interaction
between TSG-6 and HA was found to be pH-dependent, with a significant reduction in
affinity when the pH was increased from 6.0 to8.0. It was concluded that the binding caused a
change inionization state of His 4 transmitting the proton to the HA binding site and was
responsible for the observed pH dependence of the binding affinity. Fig 5.1 shows the
distribution of the calculated proton uptake/release for 2887 protein complexes. Another
example of pH-dependence is the activity of mammalian purple acid phosphatases (PAPs),
with optimal pH values of 5.5 - 6.2176. Important classes of enzymes are aspartic proteases,
the binding free energy of which is pH-dependent as well. A thermodynamic study of
pepstatin binding to plasmepsin II, an aspartic proteinase found in Plasmodium falciparum,
used isothermal titration calorimetry and circular dichroism to measure the pH-dependence of
binding constant. Thermodynamic proton linkage theory was used to derive both the pHindependent binding energetic for pepstatin and the number and pKa values of ionizable
residues whose pKa values change during ligand binding. These experimental results provide
direct measurement for the protonation states of the catalytic aspartates in the presence of
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bound ligands. Other aspartic proteases binding pepstatin that were experimentally
investigated further revealed the mechanism of the pH-dependence of the binding177. The
importance of the pKa’s in the receptor and ligand, and their pKa’s shifts upon binding is
illustrated in a comparative study of two calcium-dependent lectins, DC-SIGNand DCSIGNR (collectively termed DC-SIGN/R) which bind to high-mannose carbohydrates in a
variety of viruses178 An exposure to low-pH medium, which mimics the acidic luminal
environment in endosomes/lysosomes, released ligand bound to DC-SIGN/R but had no
effect on LSECtin interactions with ligand. These results revealed important differences
between the pathogen capture by DCSIGN/R and LSEC and provided hint towards different
biological functions of these lectins. Another experimental study reported the pH-dependence
and stoichiometry of binding of the herpes simplex virus Fc receptor gE-gI to theFc region of
IgG. It was shown that at a slightly basic pH (pH =7.4) the binding affinity was hundreds of
nm, but the binding was almost undetectable at a pH of 6.0. This strongly pH-dependent
interaction suggests a physiological role for gE-gI dissociation from IgG at low pH (acidic
intracellular compartments), consistent with a mechanism that the herpes simplex virus
promotes intracellular degradation of anti-viral antibodies. The importance of ionization
phenomana

upon complex formation is illustrated by observed

ionizations within a

subtilisin-glyoxal inhibitor complex179. It was shown that the inhibitor binding is dependent
upon a pKa of approximately 6.5 in the free enzyme and on a pKa < 3.0 when the inhibitor is
bound to subtilisin. Thus, the protonation of the oxyanion promotes the dissociation of the
inhibitor180.
However, ionic strength- (or salt-) effects on the protein-protein binding free energy has been
included in many studies, to name a few48,181 while comparatively fewer computational as
well as experimental studies have looked at the corresponding effect of pH48.
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7.2 Databases used for simulation
Protein-protein complexes used in the study so far:

Hundreds of protein complexes have been analyzed by X-Ray crystallography and other
methods. Data about the structures of proteins and complexes are available from the Protein
Databank (http://www.rcsb.org/). Relevant databases used for the study on the induced
ionization changes on protein-protein binding and its corresponding effects on biophysical
properties are as follows : Talley182,183 et. al studied the electrostatic component of proteinprotein binding free energy on a large set of protein-protein complexes comprised of 260
hetero- 2148 homo-complexes. Here the main focus was on to test the sensitivity of the
electrostatic component of the binding free energy with respect to different force field
parameters, structural relaxation, values of the internal dielectric constant, and probe radii.
Protein-protein hetero-complexes subjected to the study were extracted from the ProtCom184
database (http://www.ces.clemson.edu/compbio/protcom), which contains 1771 entries at
95% sequence identity level. The structures of homo complexes were taken from 40%
sequence identity of the ProtCom database. Jensen et al in their work48 showed that proteinprotein binding is often associated with changes in protonation state of amino acid residues
and with changes in the net protonation state of the proteins . In this study the protein
structures used were taken from PPDB developed by Weng and co-workers. The PPDB is a
collection of PDB files of protein - protein complexes and when available the corresponding
uncomplexed proteins. There are 84 protein complexes in PPDB 2.0 and an additional 35
from PPDB 1.0

Talley et al. worked on the pH of maximal protein stability

185

on

BRENDA database. Then he made an attempt to select the PDB structures to calculate the
optimum pH of those whose experimental data was provided.
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Following Jensen and co-workers we extracted a set of protein-protein complexes from the
Protein-Protein Docking Benchmark (PPDB) database (the Boston University benchmark set
( http://zlab.bu.edu/zdock/benchmark.html)). The PPDB is a database of PDB files of
protein-protein complexes and complemented with the corresponding unbound proteins. For
the purpose of our study, we selected only binary complexes Table 6.1 & 6.2.The proteinprotein complexes are either taken from PPDB 2.0 or from PPDB version 1.0. Frequently the
amino acid sequences of bound and unbound proteins are not identical due to details of the
expression and crystallization procedures. Such differences, which from point of view of this
study are artifacts, would introduce unwanted errors and must be avoided, if possible. This
motivated us to perform sequence alignments of bound and unbound proteins using GRASP2
with the goal to purge cases for which the sequences of bound and unbound protein are quite
different or having more than two side chains. This resulted in 32 cases. The sequence
alignment was also used to fix small sequence differences by the following procedure. All
titratable groups (if any) which were not present in both the sequence of bound and unbound
protein were deleted. This was done to reassure that the number and type of titratable groups
prior and after formation of the protein-protein complex remain the same. No action was
taken for non-titratable groups, i.e. they were kept as shown in the original PDB file.
7.3 Software’s Used
MCCE (Multi-Conformation Continuum Electrostatics) developed by Gunner, Alexov and
co-workers is a biophysics simulation program combining continuum electrostatics and
molecular mechanics. In this program, the protein side chain motions are simulated explicitly
while the dielectric effect of solvent and bulk protein material is modeled by continuum
electrostatics. So the fixed 3D structures will be inputted to MCCE to calculate the pKa’s of
ionizable groups. This is an algorithm that adds side chain and ligand conformational degrees
of freedom to electrostatic analysis of pKa’s. The side chain conformation and ionization are
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sampled within the same Monte Carlo analysis. This allows the conformation freedom to
remain in equilibrium with the changing charge throughout a titration. The MCCE output
generates a file with predicted pKa’s and net charge of the system as a function of pH. The
details of the algorithm are described in47,186.

Eventually, the MCCE procedure is divided into three stages: (a) selection of residues and
generation of conformers; (b) calculation of energies and (c) Monte Carlo sampling.
The newest version MCCE (MCCE2) provides more extensive rotamer sampling and
relaxation (different from pure library approach), which further improve the accuracy.
Several issues were addressed in the newest version as for example the observation that (a)
the additional rotamers were shown to produce some systematic errors; (b) the added side
chains increase the low dielectric region increasing pair wise interactions and (c) rotamer
making and clustering usually produces more neutral than ionized conformers generating an
entropy artifact that favors the neutral state. MCCE2 corrects these problems while allowing
extensive, efficient side chain conformation sampling within pH titrations and will be used in
our study

For the purposes of this study, the most important MCCE output is the file with the net
charge as a function of pH. The net charge is delivered from the calculated protonation states
of titratable groups in default pH interval from 0.0 to 14.0.
MCCE calculates net charge at set of pH in a pH interval specified ( in this work from 0-14).
This will be used to obtain Δq(pH). Typically Δq(pH) is a monotonic function that
crosses the zero only once which corresponds to pH of maximal binding affinity. However,
in some cases Δq(pH) could have more than one crossing point and these cases will be
analyzed separately to determine which pH will be used in the further analysis.
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The decision will be based on the energy integration formula,

∆G ( pH ) = 2.3RT

pH 2

∫ ∆q( pH )d ( pH )

(7.1)

pH

where Δq(pH) is the proton uptake/release calculated with MCCE in pH interval, R is the
universal gas constant and T is the temperature. The pH at which the ΔG(pH) has global
minimum will be selected as the pH optimum.

The MCCE obtains electrostatic energies using DelPhi , developed in Dr. Honig’s lab
Delphi calculates the electrostatic potential and the corresponding energies and the output
strongly depends on the value of the internal dielectric constant and the probe radius used to
build the molecular surface. Sequence alignments of the complexes and the monomers are
carried out with GRASP2. While purging the complex and the monomer files only the
titratable residues of the monomers and the complex were made the same. In this work this
constraint resulted in 32 complexes. This is done because the the pH dependence arises from
binding induced change in pKa values of both the isolated proteins and the protein-protein
complexes. This distribution of pKa shifts of various titratable residues leads to the
correlation between the optimum pH of the complex and the monomers.

In many cases, when the binding is expected to change the conformation of the free receptor,
alternative conformations with Molecular Simulations or Monte Carlo Simulations can be
created. But here, in this work conformation changes are not taken into account and so MD
simulations are not carried out.
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SURFV

Surfv calculates solvent accessible area which is defined by a probe as it rolls on the surface
of the molecule. Thus use of a zero radius probe will give the Van der Walls surface area.
The SASAs (solvent accessible surface area )were calculated by means of the SURFV
program developed in the Honig lab with a water probe radius of 1.4 A˚ and with default
atomic radii. (URL: trantor.bioc.columbia.edu)
Programs:
The scripts has mainly been written in perl and the jobs were processed using in Axiom
cluster.
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Chapter 8
RESULTS
8.1 Role of pKa in Pr otein Binding
One of the major driving forces in receptor-ligand association is the electrostatics force
14,65,187,188

. Being long range,the electrostatic force has been shown to steer the molecules

toward their docking positions62,189-191. It was also demonstrated that electrostatic energy
plays an important role in determining the binding mode25,192 and ranking alternative
solutions193. However, the ionization states of the receptor and the ligand are unknown prior
the binding and may change due to that binding. Thus, correct assignment of the protonation
states requires that the pKa’s of the ionizable groups be calculated prior to application of the
docking or screening protocol. The receptor is usually a particular protein and its pKa’s can
be calculated with methods based on the first principle. However, because the ligands can be
millions of small molecules, their pKa’s must either be pre-computed or estimated with very
fast algorithms during the docking procedure. This requires using different approaches for
the receptor and the ligand.

We review two possible scenarios here. In the first case, the 3D structure of the receptorligand complex is assumed to be available. With a provided 3D structure of the complex, it is
possible to apply any of the above methods for predicting pKa’s and to calculate the pKa’s of
ionizable groups in the complex. Any difference between these pKa’s and pKa’s calculated
for separated receptor and ligand can result in a change of the protonation states of either the
receptor or the ligand. While this approach cannot be directly used in the screening/docking
procedure, it can provide insight into possible ionization changes on the receptor side. To
some extent, it can also provide clues to the expected ionization change on the ligand side,
74

assuming that other candidate ligands have similar properties. In the second case, the pKa’s
of ionizable groups in both the receptor and ligand are calculated during the
docking/screening procedure providing “real-time” estimation of the “correct” protonation
states. As these algorithms must be fast to allow screening of thousand or million candidate
drugs, some assumptions should be made to reduce the computational demand.
(1) Calculating pKa Shifts Induced by the Binding in Cases when the Structure of the Complex is
Available

Practically all receptor-ligand interactions are pH dependent. The origin of the pHdependence is proton uptake/releases caused by the complex formation.A classical example
of pH-dependence of the binding is barnase and its inhibitor, barstar. Zhou and coworkers171,194 studied the contributions of electrostatic interactions to the binding stability,
using three different protocols reflecting different presentations of molecular surface. A
combination of experimental and numerical approaches was applied to study the activity of
Thimet oligopeptidase implicated in the physiological regulation of processes involving
neuropeptides. The enzyme exhibited a bell-shaped pH dependence of activity having an
acidic limb due to a protonation event with a pKa of 5.7 and a basic limb with pKa of 8.8
Another study utilized automated docking, molecular dynamics and binding free energy
calculations with the linear interaction energy LIE method to investigate the binding of
allophenylnorstatine inhibitors to plasmepsin IV from two different species195. The
calculations yielded excellent agreement with experimental binding data provided new
information regarding protonation states of active site residues and conformational properties
of the inhibitor complexes. Another study of three aspartic proteases binding to plasmepsin
achieved similar results19,56.
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(2) Calculating pKa Shifts During Screening/Docking Algorithms

An example of taking into account protonation states in the modeling protocol is the study
that applied a variety of molecular modeling, molecular docking, and first-principles
electronic structure calculations to study how the alpha4beta2 nicotinic acetylcholine receptor
(nAChR) binds with different species of two typical agonists, (S)-(-)-nicotine and (R)-(-)deschloroepibatidine18,196,197. The results revealed the equilibrium concentration distributions
of the free ligand species and the corresponding microscopic ligand-receptor binding species,
their pH dependence, and their contributions to the phenomenological binding affinity. The
predicted equilibrium concentration distributions, pKa values, absolute phenomenological
binding affinities, and their pH dependence were in good agreement with available
experimental data, suggesting that the computational strategy from the microscopic binding
species and affinities to the phenomenological binding affinity is reliable for studying
alpha4beta2 nAChR-ligand binding. A recently developed screening algorithm takes into
account the protonation states of the receptor and the ligand198,199. The algorithm is based on
the empirical HINT program which accounts for three major contributions: (a) free energy
scores for ligand binding, (B) the implicit and explicit effects of water in and around the
ligand binding site, and (c) the effects of global and local pH in molecular models. As
described by the authors, the main innovation is the simultaneous consideration of a number
of molecular models with individual different protonation profiles. Similar algorithm was
applied to examine the computational titration

and pH effects in molecular models of

neuraminidase-inhibitor complexes198,200. Such a computational titration methods allow
modeling the effect of pH in silico and may be helpful in improving ligand binding free
energy prediction in cases when the binding induces protonation/deprotonation of the
residues or ligand functional groups. At present time, the existing tools for pKa’s calculations
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are reasonably developed and generate satisfactory predictions (list of available program
packages and their URLs are provided in Table 8.1
Table 8.1: Software for pKa calculations

8.2 Proton Uptake and Release
Our calculations in this project confirm the observations made in previous works by Jensen
and coworkers20,48,56,201 and by our group’s previous studies14,202,203 that protein-protein
complex formation is frequently accompanied with proton uptake/release. Figure 8.1 below
shows the calculated uptake/release at three different pHs. It is evident that vast majority of
the cases in our dataset do involve proton uptake or release. In some cases, the net charge
change is calculated to be very large, significantly larger than in our previous calculations
utilizing bound-to-bound protocol. Analysis of these cases indicates that structural changes
induced by the binding are significant contribution to the proton uptake/release.
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Comparison between the distributions calculated at different pHs, reveals that at low pH (pH
= 5.0), vast majority of the complex formation is associated with proton release, while at high
pH (pH = 9.0) the distribution is shifted toward positive values (proton uptake). This is to be
expected from point of view of protein electrostatics, since at low pH the protein-protein
complexes are predominantly positively charged (all basic groups fully protonated and some
of the acidic groups being protonated as well) and thus providing favorable environment for
ionization of the acidic groups being fully or partially protonated in unbound monomers. At
high pH (pH = 9.0) the situation is reversed, since most of the complexes are negatively
charged (all acids deprotonated while some basic group may be deprotonated as well), and
thus favoring the charged state of bacis groups in the complex that were either fully or
partially deprotonated in unbound monomers. Occasionally, some acidic group may happen
to be in very unfavorable environment in the complex, and thus also to contribute to the
proton uptake.

Fig 8.1: pH dependence on proton uptake & release
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8. 3

Distribution of pH Optimum

Fig.8.2 below shows the distribution of the pH-optimum of binding and the pH-optimum of
folding the monomers. When we compare the peaks of the three we find that maximum
number of the complex formed as well as of the monomer A & B have an optimum pH ~ 77.4 . Now majority of the protein complexes in this study are extracellular .In this region the
pH is around 7.6 Thus the aim of this study that the pH-optimum of the complex as well as
the monomers have a strong correlation with each other and as well as with the pH of their
localization i.e where they function, is validated

Fig 8.2: Distribution plot for the pH-optimum of binding and pH-optimum of folding of the
monomers respectively
8.4 pH-Dependence of Binding and Folding Free energies
The pH-optimum and pH-tolerance were calculated as discussed in chapter 6 section 6.5 and
pH-optimum of binding and pH-optimum of folding were plotted for the complex and each
unbound monomer, respectively in Fig.8.3. The correlation coefficient are 0.3 and 0.5
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respectively which indicates that the correlation is not that significant .Next, we investigated
for possible correlation between pH-bests, as defined in chapter 6 section 6.5. Figure 8.4
shows the pH-best of the binding free energy versus the pH-best of the folding free energy of
unbound monomers. As it can be seen the correlation coefficients (R) are significant
indicating a strong correlation between pH-dependent properties of the complex and
monomers. However, in both cases, pH-best of the complex against pH-best of monomer “A”
or “B”, the slope of the fitting line is about 0.5. This indicates that pH-best of the monomers
tend to be more acidic at low pH and more basic at high pH as compared with the
corresponding pH-best of the binding free energy. This tendency can be seen in Fig. 8.2 as
well, showing the distribution of pH-optimum. pH-optimum of monomers tends to be more
spread than the pH-optimum of the binding free energy.

pH Optimum Folding of monomer A

y = 3.3279 + 0.42646x R= 0.59076
y = 5.3916 + 0.28121x R= 0.34137

pH Optimum Folding of monomer B

pH Optimum Folding of monomer A/B

12

10

8

6

4

2
0

2

4

6

8

10

12

14

pH Optimum Binding

Fig 8. 3: Correlation between optimum pH of binding and optimum pH of folding
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optimum pH of monomer A
optimum pH of monomer B

y = 2.8877 + 0.58419x

R= 0.85071

y = 3.9324 + 0.48412x

R= 0.72827

optimum pH of monomer A/B

12

10

8

6

4

2
0

2

4

6

8

10

12

14

optimum pH of binding

Fig 8.4: pH-optimum of binding and of component A and B of Table 8.2.
Table 8.2: The “optimum pH” and the “tolerance pH” of binding and folding. The seventh column
gives the pH of the sub-cellular part where the protein complex is localized. Maximum protein
complexes are extracellular having pH range 7.4-7.6
optimum pH binding

tolerance optimum pH of binding
9.2
9.1
7.1
6.6
9.1
8.1
11.8
4.2
3.6
12.6
11.4
9
4.6
11
8.6
5.6
8.8
6.6
9.2
10
9
6.5
5.2
4.8
8.5
8.9
11.5
10.5
10.2
1.5
4.2

optimum pH _A

5

5
8
5.4
8
5
5.5

tolerance optimum pH_A
4.7
4.7
5.9
5.6
6.6
6.4
10.2
5.1
5.6
9.5
9.4
9.2
6.6
5.7
5.4
7.2
4.9
4.8
4.8
5.7
5.9
6.1
6.6
6.3
8.1
7
11.2
10.4
9.5
3.5
5.9

optimumpH_B

9
9
8.5
9
8
9.4
7
9
8.6
7
9.2
9.2
8
8
9
8
9
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tolerance optimum ph _B
5.7
4.8
4.8
10.1
9.7
5.5
7.5
6.9
10.7
5.7
10.1
5.8
5.5
11.3
4.9
4.6
9.7
10.2
10.2
8
8
6.1
5.9
6.5
10.2
10.1
9.5
8.1
10.1
4.2
6.2

pH at localization
9
7.4
8
7.4
9
7.4
5.5 7.4/7.2
6.5 7.4/7.2
9
7.4
7.4/7.2
7.5 7.4/7.2
7
7.7
9
7.7
6
7.7
7 na
9 na
7
7.4
8
6.6
8
7.5
6.5 na
7
7.5
6.5
7.4
7.4
7.4
na
7.4
7.5
7.4
7.4
7.4
7.4
na
7.4
7.4

Similar comparison done for the pH-dependent properties of unbound monomers (Fig.8.5)
shows the same trend, although the correlation coefficient is slightly lower. However, the
slope of the fitting line is closer to one (slope = 0.7) as compared with the slope above
y = 2.0542 + 0.70017x

R= 0.67779

optimum pH of monomer A

12

10

8

6

4

2
4

5

6

7

8

9

10

11

12

optimum pH of monomer B

Fig 8.5: pH-optimum of the ionization component A and component B of Table 8.2

8.5 pH-Dependence on global/interfacial properties
The effect of net charge on the stability of the proteins is demonstrated in Fig 8.6.where the
pH-optimum of binding is plotted against the net charge at optimum pH of binding. The
Pearson coefficient = 0.5 and thus is not negligible. There is a clear tendency that proteins
with acidic optimum pH are positively charged and for proteins with basic optimum pH carry
negative net charge.
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y = 7.4672 - 0.16132x R= 0.51286
14
12
optimum pH
10
8
6
4
2
0
-30

-20

-10

0

10

20

30

net charge at optimum pH

Figure 8.6: Dependence of Net Charge on pH-binding

Most of the attempts to correlate pH-best with either global or interfacial parameters resulted
to no correlation . This is in agreement with our previous investigations indicating no
correlation between pH-best and isoelectric point (pI)7,11,21,204. However, recently we have
introduced a parameter (γ) reflecting the net charge of the monomers (QA and QB) and their
polarity
γ = sig nQ
( A QB ) | QA QB |

(8.1)

Using this parameter the correlation coefficient between γ and pH-optimum of binding is
found to be 0.0298 as shown in Fig 8.7. Thus pH-optimum seems to have no correlation with
any of the macroscopic parameters.
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Chapter 9
CONCLUSIONS AND FUTURE DIRECTIONS

Studies of protein complexes reveal that protein–protein interactions are quite polar and are
more closely related to the surfaces of proteins than to their interiors. This requires that
interfaces be designed so as to exploit electrostatic interactions, which generally destabilize
folded proteins. Desolvation effects are partially compensated in interfaces through the
formation of networks of ion pairs and hydrogen bonds, which are positioned so as to interact
favorably with one another205,206. The rate of protein–protein association is also strongly
affected by electrostatic interactions. It appears that protein interfaces can be designed so as
to optimize interactions between charged and polar groups, and that these interactions, under
certain circumstances, can be stronger than the desolvation penalty associated with their
burial207. This, in turn, can produce interactions that are stabilizing highly directional and
distant-dependent, allowing the remarkable specificity that characterizes recognition
processes involving biological macromolecules.
The electrostatics contributes both globally and locally to protein–protein associations.
Locally, electrostatic interactions, both structurally and thermodynamically, play major roles
in determining specificity and affinity by limiting conformational flexibility. Globally, the
proportion and distributions of charged residues determine the overall electrostatic
contributions toward binding and define the extent of electrostatic environment in protein.
The generally accepted phenomenon of electrostatic steering is enhancement of diffusional
encounter through what is generally believed to be a long-range interaction. However,
apparent enhancement of initial association rates may also reflect specific and local
electrostatic interactions, which stabilize the initial encounter complex through binding-site
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ionic interactions and strong salt bridges. Protein electrostatic properties stem from the
proportion and distribution of polar and charged residues. Polar and charged residues regulate
the electrostatic properties by forming short-range interactions, like salt-bridges and
hydrogen-bonds, and by defining the over-all electrostatic environment in the protein208,209.
As we have discussed electrostatics play a major role in defining the mechanisms of proteinprotein complex formation, molecular recognitions, thermal stabilities, conformational
adaptabilities and protein movements.

The analysis of the complexes and the monomers in our data set revealed that the pH
dependence arises from a binding induced change in pKa values. This systematic study of 32
protein-protein complexes also indicates that there exists a correlation between the best pH of
the complexes and the monomers. However there are proteins which are exceptions.
It should be emphasized that in our work when the net charge of the monomers in the pH
range 0-14 is calculated the unfolded state is believed to be compact and native-like which
may not be an appropriate one. The modeling of the unfolded state would require molecular
dynamics runs or some assumptions of the organization of the amino acids in unfolded state.
There were proteins whose optimum pH was difficult to determine since ∆Q proximity to
zero in the wide pH region. Then the pH tolerance is taken into account and the “best pH" is
estimated. Thus the discrepancy in the optimum pH of such protein complexes and the
monomers can be an artifact of our methodology.
Despite several failures the presented methodology predicted the correlation between the best
pH of the monomers themselves as well as with the complexes formed with reasonable
accuracy. This suggests that the pH dependent properties of the monomers and of the
complexes coevolved at the same pH. Another most important finding of this study is that it
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showed that the optimum pH value of the complexes formed tolerates the conditions where
they are localized. Most of the proteins in the dataset were extracellular and the optimum pH
of the complexes as well as the monomers was computed to lie in the basic region. There may
be some uncertainty in precise values of the pH but the overall trend of acidic, basic or
neutral is the key factor.
Thus we can conclude that at pH optimum the proton uptake/release is zero and the binding
affinity is maximal. ∆Q of the protein complexes is zero or close to zero at the characteristic
pH where the protein complexes are localized. Thus the localization, in this case, the
extracellular activity of the proteins can be benchmarked with the pdb localization as
described in PDB which also gave a similar result. One can combine such information with
information from other sources to achieve better functional prediction of the protein
complexes. The majority of the cases in our dataset provided a good correlation between the
optimum pH of the monomers among themselves as well as with the complex formed. They
are also correlated with the pH of their localization. There may be cases suggesting just the
opposite but that are minor in number and there should be a specific reason for it. These
strong indications may spark more experimental work in this field to validate the theoretical
findings.
The overall free energy contributions of electrostatics may also be stabilizing or destabilizing
towards proteins and protein-protein complexes. It is possible that the overall contribution of
electrostatics may be destabilizing even if the free energy contribution of the close-range
electrostatic interactions is stabilizing210. Considerable work is needed to further improve
current electrostatic models. Widespread experimental and theoretical work has indicated that
dominant electrostatic interactions, likely due to the polarity of protein surfaces, play
important functional roles in mediating many protein−protein interactions, including
antibody−antigen, enzyme−inhibitor, potassium channel−peptide inhibitor, and so forth. The
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control of protein−protein recognition remains a significant challenge in biotechnological
applications. However, this field could be more predictive if the molecular characteristics of
both the binding and nonbinding interfaces of proteins can be completely understood.
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