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FACTORIZATION OF QUADRATIC POLYNOMIALS IN THE
RING OF FORMAL POWER SERIES OVER Z
DANIEL BIRMAJER, JUAN B. GIL, AND MICHAEL D. WEINER
Abstract. We establish necessary and sufficient conditions for a quadratic
polynomial to be irreducible in the ring Z[[x]] of formal power series with
integer coefficients. For n,m ≥ 1 and p prime, we show that pn+pmβx+αx2 is
reducible in Z[[x]] if and only if it is reducible in Zp[x], the ring of polynomials
over the p-adic integers.
1. Introduction
If K is a field, the question of whether or not a quadratic polynomial is reducible
in the polynomial ring K[x] is well understood: A polynomial f(x) = c+ bx+ ax2,
with a 6= 0, can be written as a product of two linear factors in K[x] if and only
if its discriminant b2 − 4ac is a square in K. More generally, if D is a unique
factorization domain, a primitive quadratic polynomial in D[x] is reducible if and
only its discriminant is a square in D.
If we consider the polynomials in Z[x] as elements of Z[[x]], the ring of formal
power series over Z, the factorization theory has a different flavor. A power series
over an integral domain D is a unit in D[[x]] if and only if its constant term is a unit
in D, so irreducible elements in Z[x], such as 1 + x, are invertible as power series.
On the other hand, any power series whose constant term is not a unit or a prime
power, is reducible in Z[[x]], hence we can produce many examples of polynomials
that are reducible as power series, yet irreducible in Z[x].
Similarly, when considering polynomials with integer coefficients as elements of
Z[[x]] and as polynomials over Zp, the ring of p-adic integers, we also observe
different behaviors in their arithmetic properties. For instance, the polynomial
p2 + x + x2, which is irreducible as a power series, is reducible in Zp[x] for any
prime p. On the other hand, 6 + 2x+ x2 is reducible in Z[[x]] and in Z3[x], but it
is irreducible in Z2[x] and Z5[x].
In this paper, we discuss the factorization theory of quadratic polynomials in
the ring of formal power series over Z. Based on the above examples, it is natural
to ask whether the question of reducibility of polynomials in Z[[x]] can be reduced,
at least in some cases, to the reducibility in D[x] for some integral domain D. The
implication of such a reduction in the quadratic case is clear: a reducibility criterion
that relies on the discriminant being a square in D. In this direction, we found the
following connection between Z[[x]] and Zp[x]:
Main Theorem. Let p be prime. Let α, β ∈ Z be such that gcd(p, α) = 1 and
gcd(p, β) = 1. Let f(x) = pn + pmβx + αx2 with n,m ≥ 1. Then f(x) is reducible
in Z[[x]] if and only if it is reducible as a polynomial over Zp.
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We present the proof of this theorem in Sections 3 and 4. Since the conditions for
being a square in Zp are well known, our approach provides an effective procedure
for deciding whether or not a quadratic polynomial is reducible as a power series
and, in the affirmative case, our proofs give an algorithmic method (whose founda-
tions are based on the Euclidean Algorithm) for finding a proper factorization.
In addition to our main theorem, we give a complete picture of the factorization
theory for quadratic polynomials in Z[[x]]. Some basic cases are treated in Section 2
where we discuss the necessary background and develop some preliminary results.
In Section 5 we finish with some simple reducibility criteria that apply to power
series whose quadratic part is of the form discussed in the other sections.
A standard reference for an introduction to divisibility over integral domains
is [3]. For an extensive treatment of the arithmetic on the ring of formal power
series over an integral domain the reader is referred to [4] and [5]. All the necessary
material about the ring Zp of p-adic numbers, can be found for instance in [2, 4, 6].
2. Factorization in the ring of power series
In order to place our main result in the appropriate context, and for the reader’s
convenience, we review some elementary facts about the factorization theory in
Z[[x]]. First, recall that Z[[x]] is a unique factorization domain. Moreover, if f(x)
is a formal power series in Z[[x]] and f0 ∈ Z is its constant term, then:
i. f(x) is invertible if and only if f0 = ±1.
ii. If f0 is prime then f(x) is irreducible.
iii. If f0 is not a unit or a prime power then f(x) is reducible.
iv. If f(x) = f0 is a constant then it is irreducible if and only if f0 is prime.
v. If f(x) = pm + f1x, with p prime and m ≥ 1, then f(x) is irreducible if and
only if gcd(p, f1) = 1.
For an accessible and more detailed treatment of the divisibility theory in Z[[x]]
the reader is referred to [1].
At this point, we have definitive criteria for deciding irreducibility in Z[[x]] for
constant and linear polynomials. The next natural step is to examine quadratic
polynomials, say f(x) = f0 + f1x + f2x
2. Unless f0 is a prime power, we know
that f(x) is either a unit or it is reducible in Z[[x]]. On the other hand, if f0 = p
n,
n > 1, p prime, and if f(x) = a(x)b(x) is a proper factorization, then we must have
a0 = p
s, b0 = p
t with s, t ≥ 1, s + t = n. This implies f1 = p
sb1 + p
ta1, so we
conclude that f(x) is irreducible unless p | f1. Finally, if p divides all coefficients,
then f(x) is either reducible or associate to p. Thus the interesting case is when
f(x) is primitive.
Therefore, in the next sections we will focus on polynomials of the form
f(x) = pn + pmβx+ αx2,
with n,m ≥ 1, gcd(p, α) = 1, and gcd(p, β) = 1 or β = 0.
As stated in the introduction, we will analyze the factorization of such polyno-
mials by considering them as elements in Zp[x] and Z[[x]], and the main tool for
establishing this link will be the discriminant. Our strategy will be to produce
explicit factorizations in Z[[x]], when appropriate. To this end, it will be helpful
to assume that one of the factors in f(x) = a(x)b(x) has a certain simplified form.
The basis for this assumption is the following lemma.
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Lemma 2.1. Let a(x) ∈ Z[[x]] such that a0 = p and gcd(p, a1) = 1. For every
t ≥ 2 there exists an associate q(x) to a(x) such that q0 = a0, q1 ≡ a1 (mod p),
and q2 = q3 = · · · = qt = 0.
More precisely, we will show that there exists a polynomial
u(x) = 1 + u1x+ u2x
2 + · · ·+ utx
t,
invertible in Z[[x]], such that u(x)a(x) = p+ λx+ qt+1x
t+1 + qt+2x
t+2 + · · · , with
λ ≡ a1 (mod p). In order to find u(x), we set up the t× t system of equations:
λ = a1 + pu1,
0 = a2 + a1u1 + pu2,
0 = a3 + a2u1 + a1u2 + pu3,
...
0 = at +
t−1∑
j=1
ajut−j + put,
(2.2)
in the unknowns u1, . . . , ut. Since the determinant of the matrix associated with
this system of equations is pt, it is clear that (2.2) admits a unique solution over
the rationals for any integer λ. Our goal is to prove that for any t ≥ 2, there exist
a suitable λ ∈ Z such that (2.2) admits a solution over the integers. This follows
from the following two propositions.
Proposition 2.3. If for some λ ∈ Z, the solution (u01, . . . , u
0
t ) of the system (2.2)
is such that u0i ∈ Z for all 1 ≤ i ≤ t, then for every k ∈ Z the system
λ+ kpt = a1 + pu1,
0 = a2 + a1u1 + pu2,
0 = a3 + a2u1 + a1u2 + pu3,
...
0 = at +
t−1∑
j=1
ajut−j + put,
(2.3.a)
also has a (unique) solution over the integers. Moreover, the solution (uk1 , . . . , u
k
t )
of (2.3.a) and the solution (u01, . . . , u
0
t ) of (2.2) are related as follows:
uki ≡ u
0
i (mod p) for 1 ≤ i ≤ t− 1,
ukt ≡ u
0
t + (−1)
t+1kat−11 (mod p).
Proposition 2.4. If the t× t system of equations
λ = a1 + pu1,
0 = a2 + a1u1 + pu2,
0 = a3 + a2u1 + a1u2 + pu3,
...
0 = at +
t−1∑
j=1
ajut−j + put,
4 DANIEL BIRMAJER, JUAN B. GIL, AND MICHAEL D. WEINER
has a solution (u01, . . . , u
0
t ) over the integers, then there exists k ∈ Z such that the
(t+ 1)× (t+ 1) system
λ+ kpt = a1 + pu1,
0 = a2 + a1u1 + pu2,
0 = a3 + a2u1 + a1u2 + pu3,
...
0 = at+1 +
t∑
j=1
ajut+1−j + put+1,
also has its solution (uk1 , . . . , u
k
t+1) over the integers.
Proof of Lemma 2.1. Choose λ ∈ Z such that λ ≡ a1 (mod p). Then the equa-
tion λ = a1 + pu1 can be solved for u1 ∈ Z. Then proceed to the desired value of t
by applying repeatedly Proposition 2.3 and Proposition 2.4. 
Proof of Proposition 2.3. Let A be a (t×t)-matrix and letBk be a t-dimensional
column vector defined as
A =

p 0 0 · · · 0 0
a1 p 0 · · · 0 0
a2 a1 p · · · 0 0
...
at−1 at−2 at−3 · · · a1 p
 and Bk =

kpt
0
...
0
 .
If A1, A2, . . . , At are the columns of A then, by Cramer’s rule, the unique solution
(over the rationals) of the system (2.3.a) is given by
uki = u
0
i +
1
pt
det
(
A1, . . . , Ai−1, B
k, Ai+1, . . . , At
)
= u0i + (−1)
i+1k detA1i,
where A1i denotes the (t− 1)× (t− 1) matrix obtained from A by deleting its first
row and ith column. Thus uki ∈ Z for every 1 ≤ i ≤ t.
The entries qirr, r = 1, . . . , t− 1, in the principal diagonal of A1i, are as given by
qirr =
{
a1 if 1 ≤ r ≤ i− 1,
p if i ≤ r ≤ t− 1,
and the entries in the super-diagonal of A1i are
qir,r+1 =
{
p if 3 ≤ i ≤ t, 1 ≤ r ≤ i− 2,
0 otherwise.
Of course, all the entries above the super-diagonal in A1i are 0. Thus, when ex-
panding detA1i as a sum over all permutations in the symmetric group of t − 1
elements, the term corresponding to the identity is pt−iai−11 , 1 ≤ i ≤ t, and the
term corresponding to any other permutation is a multiple of p. Then,
uki = u
0
i + (−1)
i+1k detA1i ≡ u
0
i (mod p) for 1 ≤ i ≤ t− 1,
ukt = u
0
t + (−1)
t+1k detA1t ≡ u
0
t + (−1)
t+1kat−11 (mod p).

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Proof of Proposition 2.4. Since gcd(p, a1) = 1, we can choose k such that
at+1 + a1u
0
t +
t∑
j=2
aju
0
t+1−j + (−1)
t+1kat1 ≡ 0 (mod p).
By Proposition 2.3, the system
λ+ kpt = a1 + pu1
0 = a2 + a1u1 + pu2,
0 = a3 + a2u1 + a1u2 + pu3,
...
0 = at +
t−1∑
j=1
ajut−j + put,
(2.5)
has its solution (uk1 , . . . , u
k
t ) over the integers. Moreover
uki = u
0
i (mod p), 1 ≤ i ≤ t− 1,
ukt = u
0
t + (−1)
t+1kat−11 (mod p).
Therefore,
at+1 +
t∑
j=1
aju
k
t+1−j =
at+1 + a1u
k
t +
t∑
j=2
aju
k
t+1−j =
at+1 + a1
(
u0t + (−1)
t+1kat−11
)
+
t∑
j=2
aju
0
t+1−j =
at+1 + a1u
0
t +
t∑
j=2
aju
0
t+1−j + (−1)
t+1kat1 ≡ 0 (mod p).
Hence, we can solve the equation 0 = at+1 +
∑t−1
j=1 ajut+1−j + put+1 for ut+1. 
3. The case when the constant term is an odd prime power
Let p be an odd prime, let α, β ∈ Z be such that gcd(p, α) = 1 and gcd(p, β) = 1.
Proposition 3.1. Let f(x) = pn + pmβx+ αx2 with n,m ≥ 1.
(i) If 2m < n, then f(x) is reducible in both Zp[x] and Z[[x]].
(ii) If 2m > n and n is odd, then f(x) is irreducible in both Zp[x] and Z[[x]].
Proof. (i) Observe first that the discriminant of f(x) is
p2mβ2 − 4αpn = p2m(β2 − 4αpn−2m),
a nonzero square in Zp, and so f(x) is reducible in Zp[x]. To show that f(x) is
reducible as a power series, we will find sequences {ak} and {bk} such that
f(x) = (pm + a1x+ a2x
2 + · · · )(pn−m + b1x+ b2x
2 + · · · ).
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For k ≥ 1 let tk = bk + p
n−2mak. For the above factorization to hold, we need
pmβ = pn−ma1 + p
mb1, so we have t1 = β.
Since β2 − 4αpn−2m is a square in Zp, the polynomial g(x) = p
n−2mx2 − βx+ α is
reducible in Zp[x]. In particular, g(x) has a root in Z/p
m
Z, hence there are integers
a1 and t2 such that
pn−2ma21 − βa1 + α = p
mt2.
Suppose that we have defined ak, tk+1 for k = 1, . . . , N − 1, N ≥ 2, and let
vN = a1tN +
N−1∑
k=2
ak(tN+1−k − p
n−2maN+1−k).
We want to define aN and tN+1 in such a way that
∑N+1
k=0 akbN+1−k = 0 for N ≥ 2.
In other words, we need
0 =
N+1∑
k=0
akbN+1−k
= a0bN+1 + aN+1b0 + aNb1 + a1bN +
N−1∑
k=2
akbN+1−k
= pmtN+1 + (β − p
n−2ma1)aN + a1(tN − p
n−2maN ) +
N−1∑
k=2
akbN+1−k
= pmtN+1 + (β − 2p
n−2ma1)aN + vN .
At last, since gcd(p, β) = 1, this equation can be solved for tN+1, aN ∈ Z. This
shows that f(x) is reducible in Z[[x]].
(ii) In this case, the discriminant of f(x),
p2mβ2 − 4αpn = pn(p2µ−nβ2 − 4α),
is not a square in Zp. Thus f(x) is irreducible as a polynomial over Zp. To show
that f(x) is irreducible as a power series, assume
f(x) = (ps + a1x+ a2x
2 + · · · )(pt + b1x+ b2x
2 + · · · )
with t > s ≥ 1, s+ t = n. Note that t 6= s because n is odd. Then we must have
pmβ = pta1 + p
sb1,
α = pta2 + a1b1 + p
sb2.
Since p and α are coprime, it follows that gcd(p, a1) = 1 = gcd(p, b1). Therefore, it
must be s = m, and so 2m = 2s < s+ t = n. 
It remains to analyze the cases when n is even, say n = 2ν, and m ≥ ν ≥ 1.
Proposition 3.2. Let m ≥ ν. The polynomial f(x) = p2ν+pmβx+αx2 is reducible
in Z[[x]] if and only if f̂(x) = p2 + pm−ν+1βx+ αx2 is reducible in Zp[x].
This follows from the following three lemmas.
Lemma 3.3. If f(x) is reducible in Z[[x]], then f̂(x) is reducible in Z[[x]].
Lemma 3.4. Let ℓ ≥ 1. If the polynomial p2 + pℓβx + αx2 is reducible in Z[[x]],
then it is reducible in Zp[x].
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Lemma 3.5. If f̂(x) is reducible in Zp[x], then f(x) is reducible in Z[[x]].
Proof of Lemma 3.3. We first observe that if f(x) = a(x)b(x) is a proper fac-
torization in Z[[x]], then a0 = b0 = p
ν . To see this, assume that a0 = p
s, b0 = p
t
with s, t ≥ 1, s+ t = 2ν. Then we have that
α = psb2 + a1b1 + p
ta2.
Since gcd(p, α) = 1, we conclude that gcd(p, a1) = gcd(p, b1) = 1. We also have
pmβ = psb1 + p
ta1.
If s < t, then we would have s < ν ≤ m, implying from the above equation that
p | b1, a contradiction. Similarly, we can rule out the case t < s, hence s = t = ν.
We now write f(x) = a(x)b(x) with a0 = b0 = p
ν . Since
p2ν−2f̂(x) = f(pν−1x) = a(pν−1x)b(pν−1x),
it follows that
f̂(x) =
(a(pν−1x)
pν−1
)(b(pν−1x)
pν−1
)
is a proper factorization of f̂(x) in Z[[x]]. 
Proof of Lemma 3.4. To prove that g(x) = p2+pℓβx+αx2 is reducible in Zp[x],
we must show that its discriminant p2ℓβ2 − 4αp2 is a square in Zp.
Write p2ℓ−2β2 − 4α = ptu with gcd(p, u) = 1. Suppose that g(x) is reducible in
Z[[x]]. By Lemma 2.1 we can assume that g(x) admits a factorization of the form
p2 + pℓβx + αx2 = a(x)b(x) with a0 = b0 = p, a2 = a3 = · · · = at+2 = 0.
With the notation sj = aj + bj for j ≥ 1, we must have
pℓβ = ps1,
α = ps2 + a1s1 − a
2
1.
Then s1 = p
ℓ−1β and a1 is a root of y
2 − s1y + α ≡ 0 (mod p). Note that p 6 | a1.
For n = 3 we have
0 = ps3 + a1s2. (3.6)
Then p | s2 and a
2
1 − a1s1 + α ≡ 0 (mod p
2). For n = 4 we have
0 = ps4 + a1s3.
Then p | s3, which by (3.6) implies that p
2 | s2, and so a
2
1 − a1s1 +α ≡ 0 (mod p
3).
Working inductively, the equation
0 = pst+3 + a1st+2
implies that pt+1 | s2, and so a
2
1 − a1s1 + α = p
t+2v for some v.
Now, since
(2a1 − s1)
2 = (p2ℓ−2β2 − 4α) + 4pt+2v = ptu+ 4pt+2v = pt(u+ 4p2v),
and since gcd(p, u) = 1, we have that t is even and that u is a square mod p. Hence
p2(ℓ−1)β2 − 4α is a square in Zp, and so is p
2(p2(ℓ−1)β2 − 4α). Therefore, g(x) is
reducible in Zp[x]. 
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Proof of Lemma 3.5. We will consider the cases m = ν and m > ν separately.
In both cases we will prove the reducibility of f(x) in Z[[x]] by providing an ex-
plicit factorization algorithm. More precisely, we will give inductive algorithms
(depending on m and ν) to find sequences {ak} and {bk} in Z such that
f(x) =
( ∞∑
k=0
akx
k
)( ∞∑
k=0
bkx
k
)
. (3.7)
For k ≥ 1 we let sk = ak + bk.
Case 1: Let m > ν. Since f̂(x) = p2 + pm−ν+1βx + αx2 is reducible in Zp[x], the
polynomial ĝ(x) = x2 − pm−νβx + α is reducible in Zp[x], too. Observe that the
discriminant of f̂(x) is p2 times the discriminant of ĝ(x).
Let
a0 = p
ν = b0 and s1 = p
m−νβ.
Since ĝ(x) is reducible in Zp[x], it has a root in Z/p
ν
Z. Let a1, s2 ∈ Z be such that
a21 − p
m−νβa1 + α = p
νs2.
Now, m > ν and gcd(p, α) = 1 imply gcd(p, a1) = 1 and gcd(p
ν , pm−νβ− 2a1) = 1.
We let a2 and s3 be integer numbers such that
0 = pνs3 + (p
m−νβ − 2a1)a2 + a1s2.
Suppose we have defined ak and sk+1 for k = 1, . . . , N − 1, N ≥ 3, and let
vN = a1sN +
N−1∑
k=2
ak(sN+1−k − aN+1−k).
We know that gcd(pν , pm−νβ − 2a1) = 1, so the equation
0 = pνsN+1 + (p
m−νβ − 2a1)aN + vN
can be solved for aN , sN+1 ∈ Z. For k = 1, . . . , N we now have ak and bk, and it
can be easily checked that the sequences {ak} and {bk} give (3.7).
Case 2: If m = ν, then
f̂(x) = p2 + pβx+ αx2 and f(x) = p2ν + pνβx+ αx2.
Since f̂(x) is reducible in Zp[x], so is ĝ(x) = x
2 − βx+ α. Thus there are numbers
ℓ ∈ N0 and q ∈ Z such that
β2 − 4α = p2ℓq with gcd(p, q) = 1.
Moreover, ĝ(x) has a root in Z/pnZ for every n ∈ N. In particular, for n =
3max(ℓ, ν), there are integers a and r such that
a2 − βa+ α = pµr with gcd(p, r) = 1, (3.8)
for some µ ≥ 3max(ℓ, ν). Since (β − 2a)2 − (β2 − 4α) = 4ĝ(a), we get
(β − 2a)2 = 4pµr + p2ℓq = p2ℓ(4pµ−2ℓr + q),
hence we can write
β − 2a = pℓt with gcd(p, t) = 1. (3.9)
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Again, our goal is to construct sequences {ak} and {bk} such that (3.7) holds.
This will be done with slightly different algorithms for ν > ℓ and ν ≤ ℓ. In both
cases we let
a0 = p
ν = b0, s1 = β,
a1 = a, s2 = p
µ−νr,
where a and r are the integers from (3.8). With these choices, the first three terms
in the expansion of (3.7) coincide with f(x).
Assume ν > ℓ. Let
a˜1 = 0, u1 = s2 = p
µ−νr, and u2 = −p
µ−2νra1.
Let t be as in (3.9). For k ≥ 2 we will define a˜k and uk+1 such that the sequences
defined by
ak = p
ν−ℓa˜k and bk = uk−1 − ta˜k−1 − ak (3.10)
give the factorization (3.7). Note that sk+1 = ak+1 + bk+1 = uk − ta˜k.
Let a˜2 = p
µ−2ν and u3 = −p
µ−3ν
[
pν−ℓ(s2 − a2)− ta1
]
. Thus
pνu3 +
[
pν−ℓ(s2 − a2)− ta1
]
a˜2 = 0.
Suppose we have defined a˜k and uk+1 for k = 1, . . . , N − 1, N ≥ 3, and let
vN = a1uN + a2sN +
N−1∑
k=3
ak(sN+2−k − aN+2−k).
Since gcd(p, β) = 1, the relation (3.9) implies
gcd(p, a1) = 1 and gcd(p
ν−ℓ, pν−ℓ(s2 − 2a2)− ta1) = 1.
Therefore, there are a˜N , uN+1 ∈ Z such that
pνuN+1 +
[
pν−ℓ(s2 − 2a2)− ta1
]
a˜N + v˜N = 0.
The sequences {ak} and {bk} defined by (3.10) give (3.7) when ν > ℓ.
Assume now ν ≤ ℓ. In this case, for k ≥ 2 we will find a˜k and s˜k+1 such that
the sequences defined by
ak = p
ℓa˜k and bk = p
3ℓ−ν s˜k − ak
give a factorization of f(x). Let r and t be as in (3.8) and (3.9), respectively. Since
gcd(pν , t) = 1, there are y, z ∈ Z such that
pνy + tz + r = 0.
Let a˜2 = p
µ−2ℓ−νza1, s˜2 = p
µ−3ℓr, and s˜3 = p
µ−3ℓya1. Note that
pℓs˜3 + ta˜2 + a1p
ℓ−ν s˜2 = 0.
Suppose we have defined a˜k and s˜k+1 for k = 1, . . . , N − 1, N ≥ 3, and let
v˜N = a1p
ℓ−ν s˜N +
N−1∑
k=2
a˜k(p
2ℓ−ν s˜N+1−k − a˜N+1−k).
Finally, since gcd(pℓ, t) = 1, the equation
0 = pℓs˜N+1 + ta˜N + v˜N
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can be solved for a˜N , s˜N+1 ∈ Z. This implies
0 = p3ℓs˜N+1 + p
2ℓta˜N + p
2ℓv˜N
= pνsN+1 + p
ℓtaN + a1sN +
N−1∑
k=2
ak(sN+1−k − aN+1−k)
= pνsN+1 + (β − 2a1)aN + a1sN +
N−1∑
k=2
akbN+1−k =
N+1∑
k=0
akbN+1−k,
as desired. This completes the proof. 
The main result of this section is the following.
Theorem 3.11. Let p be an odd prime and let n,m ≥ 1. Let α, β ∈ Z be such
that gcd(p, α) = 1 and gcd(p, β) = 1. The polynomial f(x) = pn + pmβx + αx2 is
reducible in Z[[x]] if and only if it is reducible in Zp[x].
Proof. Using the fact that f(x) is reducible in Zp[x] iff f̂(x) is reducible in Zp[x],
the statement of the theorem follows from Proposition 3.1 and Proposition 3.2. 
Remark 3.12. The previous theorem is not valid when m = 0. In fact, if p 6 |β,
any power series of the form pn + βx + · · · is irreducible in Z[[x]]. However, any
polynomial pn + βx+ αx2 with gcd(p, β) = 1 is reducible in Zp[x].
We finish this section with the remaining case: β = 0.
Proposition 3.13. Let p be an odd prime and let n ≥ 1. Let α ∈ Z be such that
gcd(p, α) = 1. The polynomial f(x) = pn + αx2 is reducible in Z[[x]] if and only if
it is reducible in Zp[x].
Proof. Recall that f(x) = pn+αx2 is reducible in Zp[x] if and only if its discriminant
−4αpn is a nonzero square in Zp. This in turn is the case if and only if n is even
and −α is a square in Z/pZ. We will show that these conditions on n and α are
equivalent to f(x) being reducible in Z[[x]].
For f(x) to admit a factorization of the form
pn + αx2 = (a0 + a1x+ a2x
2 + · · · )(b0 + b1x+ b2x
2 + · · · )
it is necessary to solve the equations
a0 = p
t and b0 = p
s with t+ s = n,
0 = ptb1 + p
sa1,
α = ptb2 + a1b1 + p
sa2.
Since gcd(p, α) = 1, these three equations can be solved in Z only when s = t, that
is, when n is even. Now, if n = 2ν, we must have a0 = b0 = p
ν , s1 = a1 + b1 = 0,
and α = pν(a2 + b2)− a
2
1. Thus, if f(x) is reducible in Z[[x]], then −α is a square
in Z/pZ. On the other hand, if −4αp2ν is a nonzero square in Zp, so is −α, i.e.,
y2 + α has a root in Zp. Let a1 and s2 be integers such that
a21 + α = p
νs2.
Note that gcd(pν , 2a1) = 1. Therefore, there are integers a2 and s3 such that
0 = pνs3 − 2a1a2 + a1s2.
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Finally, a factorization of f(x) in Z[[x]] can be obtained with the sequences {ak}
and {sk+1} defined inductively for N ≥ 3 by the equation
0 = pνsN+1 − 2a1aN + vN ,
where vN = a1sN +
∑N−1
k=2 ak(sN+1−k − aN+1−k). 
4. The case when the constant term is a power of 2
In this section we consider polynomials of the form
f(x) = 2n + 2mβx+ αx2 with n,m ≥ 1,
where α, β are assumed to be odd integers. Observe that β2 ≡ 1 (mod 8).
Proposition 4.1. Let f(x) = 2n + 2mβx+ αx2 with n,m ≥ 1.
(i) If 2m < n, then f(x) is reducible in both Z2[x] and Z[[x]].
(ii) If 2m > n and n is odd, then f(x) is irreducible in both Z2[x] and Z[[x]].
Proof. (i) If 2m < n, then 4α2n−2m ≡ 0 (mod 8), so β2 − 4α2n−2m ≡ 1 (mod 8).
Thus the discriminant 4m(β2 − 4α2n−2m) of f(x) is a square in Z2 and f(x) is
reducible in Z2[x].
Similarly, the polynomial g(x) = 2n−2mx2 − βx + α is also reducible in Z2[x].
Therefore, the factorization algorithm given in the proof of Proposition 3.1(i) works
here as well and we can conclude that f(x) is reducible in Z[[x]].
(ii) In this case, the discriminant of f(x) can be written as
∆ = 2n(22m−nβ2 − 4α).
Recall that n is odd. If n = 2m− 1, then ∆ = 2n+1(β2 − 2α). Since α is odd and
β2 ≡ 1 (mod 8), we have β2−2α 6≡ 1 (mod 8) which implies that ∆ is not a square
in Z2. If n ≤ 2m− 3, then ∆ = 2
n+2(22m−n−2β2−α) and we get, once again, that
∆ is not a square in Z2 since 2
2m−n−2β2 − α and n+ 2 are both odd numbers. In
conclusion, f(x) is irreducible in Z2[x].
That f(x) is irreducible in Z[[x]] follows verbatim from the arguments in the
proof of Proposition 3.1(ii). 
Proposition 4.2. If n = 2m, then f(x) is irreducible in both Z2[x] and Z[[x]].
Proof. Since β2 ≡ 1 (mod 8) and α is odd, we have β2−4α 6≡ 1 (mod 8). Thus the
integer 4m(β2 − 4α), the discriminant of f(x), is not a square in Z2 which implies
that f(x) is irreducible in Z2[x].
Suppose now that f(x) is reducible in Z[[x]]. Then there are power series a(x),
b(x) ∈ Z[[x]] such that
f(x) = (2m + a1x+ a2x
2 + · · · )(2m + b1x+ b2x
2 + · · · )
with
β = a1 + b1, α = 2
m(a2 + b2) + a1(β − a1).
Since β is odd, the number a1(β − a1) is always even, a contradiction. 
It remains to analyze the case when 2m > n and n = 2ν for some ν ∈ N. To
this end, we will consider the cases m > ν + 1 and m = ν + 1, separately.
Proposition 4.3. Let m > ν + 1. The polynomial f(x) = 4ν + 2mβx + αx2 is
reducible in Z[[x]] if and only if it is reducible in Z2[x].
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Proof. First of all, observe that the discriminant of f(x) can be written as
∆ = 4ν+1(4m−(ν+1)β2 − α).
For ∆ to be a square in Z2, we need 4
m−(ν+1)β2−α ≡ 1 (mod 8). Ifm−(ν+1) ≥ 2,
this holds iff −α ≡ 1 (mod 8), and if m−(ν+1) = 1, the discriminant ∆ is a square
in Z2 iff 4− α ≡ 1 (mod 8). In other words,
• if m− (ν + 1) ≥ 2, f(x) is reducible in Z2[x] ⇐⇒ α ≡ 7 (mod 8),
• if m− (ν + 1) = 1, f(x) is reducible in Z2[x] ⇐⇒ α ≡ 3 (mod 8).
We will prove the corresponding statements in Z[[x]].
Assume first that f(x) is reducible in Z[[x]] and can be factored as
f(x) =
( ∞∑
k=0
akx
k
)( ∞∑
k=0
bkx
k
)
. (4.3.a)
Then we must have a0 = 2
ν = b0, and using the notation sk = ak + bk,
2mβ = 2νs1, which implies s1 = 2
m−νβ,
α = 2νs2 + (2
m−νβ − a1)a1,
0 = 2νs3 + (2
m−νβ − 2a1)a2 + a1s2.
(4.3.b)
The second equation implies that a1 is odd, and the third one gives that s2 is even.
Thus we get
a21 − 2
m−νβa1 + α = 2
νs2 = 2
ν+1t2 for some t2 ∈ Z. (4.3.c)
Since ν ≥ 1 and m− ν ≥ 2, this equation implies a21 + α ≡ 0 (mod 4), i.e.,
α ≡ 3 (mod 8) or α ≡ 7 (mod 8).
If ν > 1 and α ≡ 3 (mod 8), then
0 ≡ 2ν+1t2 = a
2
1 − 2
m−νβa1 + α ≡ 4− 2
m−νβa1 (mod 8).
This implies 2m−νβa1 ≡ 4 (mod 8), and so m − ν = 2, that is, m − (ν + 1) = 1.
If ν > 1 and α ≡ 7 (mod 8), then −2m−νβa1 ≡ 0 (mod 8), which is possible only
when m− (ν + 1) ≥ 2.
If ν = 1, then f(x) = 4 + 2mβx + αx2 and (4.3.c) becomes
a21 − 2
m−1βa1 + α = 2s2.
By Lemma 2.1 we can choose a2 = a3 = 0, so the third equation in (4.3.b), and the
next one, take the form
0 = 2s3 + a1s2,
0 = 2s4 + a1s3.
Thus s3 is even, hence s2 ≡ 0 (mod 4) and a
2
1 − 2
m−1βa1 + α ≡ 0 (mod 8). As
above, α ≡ 3 (mod 8) implies m− 1 = 2, and α ≡ 7 (mod 8) implies m− 1 ≥ 3.
We now prove the reducibility of f(x) in Z[[x]] under the conditions onm, ν, and
α specified above for the reducibility in Z2[x]. To this end, consider the polynomial
g(x) = x2−2m−νβx+α whose discriminant is 22(4m−(ν+1)β2−α). Ifm−(ν+1) = 1
and α ≡ 3 (mod 8), then 4m−(ν+1)β2−α = 4β2−α ≡ 1 (mod 8). Ifm−(ν+1) ≥ 2
and α ≡ 7 (mod 8), then 4m−(ν+1)β2 − α ≡ 1 (mod 8). Thus, in both cases, the
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discriminant of g(x) is a square in Z2. Hence g(x) is reducible and thus has a root
in Z2. Let a˜1, t2 ∈ Z be such that
a˜21 − 2
m−νβa˜1 + α = 2
2ν+1t2.
Let a0 = 2
ν = b0, a1 = a˜1, s1 = 2
m−νβ, and s2 = 2
ν+1t2. With these choices, f(x)
coincides with the first three terms of the product in (4.3.a). Since m > ν + 1, we
have that 2m−ν−1β − a1 is odd, hence there are integers a˜2 and t3 such that
0 = 2νt3 + (2
m−ν−1β − a1)a˜2 + a1t2.
If we let a2 = 2
ν a˜2 and s3 = 2
ν+1t3, then
0 = 2ν+1
(
2νt3 + (2
m−ν−1β − a1)a˜2 + a1t2
)
= 2ν(2ν+1t3) + (2
m−νβ − 2a1)(2
ν a˜2) + a1(2
ν+1t2)
= 2νs3 + (2
m−νβ − 2a1)a2 + a1s2.
Suppose we have defined a˜k and tk+1 for k = 1, . . . , N − 1, N ≥ 3, and let
wN = a1tN + 2
ν−1
N−1∑
k=2
a˜k(2tN+1−k − a˜N+1−k).
As before, there are a˜N , tN+1 ∈ Z such that
0 = 2νtN+1 + (2
m−ν−1β − a1)a˜N + wN .
If we let ak = 2
ν a˜k and sk = 2
ν+1tk for every k ≥ 3, then the sequences {ak} and
{bk} with bk = sk − ak give a factorization of f(x). 
Proposition 4.4. The polynomial f(x) = 4ν +2ν+1βx+αx2 is reducible in Z[[x]]
if and only if it is reducible in Z2[x].
Proof. Assume first that f(x) is reducible in Z2[x]. Then 4
ν+1(β2 − α) must be a
square in Z2, which implies
β2 − α = 22ℓq with ℓ ∈ N0 and q ≡ 1 (mod 8).
Thus the polynomial g(x) = x2 − 2βx + α is also reducible in Z2[x], and so it has
a root in Z2. Let a˜1, t2 ∈ Z be such that
a˜21 − 2βa˜1 + α = 2
2ℓ+ν+2t2.
Let u be the odd integer such that β− a˜1 = 2
ℓu. As in the proof of Proposition 4.3,
a factorization of f(x) in Z[[x]] can be obtained as follows. We let a0 = 2
ν = b0,
a1 = a˜1, s1 = 2β, s2 = 2
2ℓ+2t2, and for N ≥ 2, we define a˜N and tN+1 inductively
by means of the equation
0 = 2νtN+1 + ua˜N + wN ,
where
wN = a1tN +
N−1∑
k=2
a˜k(2
ℓ+1tN+1−k − a˜N+1−k).
For k ≥ 2, we then let ak = 2
ℓ+1a˜k and bk = sk − ak = 2
2ℓ+2tk − ak.
Assume now that f(x) is reducible in Z[[x]] and consider f̂(x) = 4+ 4βx+αx2.
By Lemma 3.3 and Lemma 3.4 with p = 2, m = ν + 1, and ℓ = 2, we get that
f̂(x) is reducible in Z2[x]. Finally, since the discriminant of f(x) is 4
ν−1 times the
discriminant of f̂(x), we conclude that f(x) is reducible in Z2[x], too. 
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Theorem 4.5. Let α, β ∈ Z be odd. The polynomial f(x) = 2n+2mβx+αx2 with
n,m ≥ 1 is reducible in Z[[x]] if and only if it is reducible in Z2[x].
Remark 4.6. The previous theorem is not valid when m = 0. In fact, 2n+βx+αx2
is always reducible in Z2[x], but irreducible in Z[[x]].
Proposition 4.7. Let α ∈ Z be odd. The polynomial f(x) = 2n + αx2 is reducible
in Z[[x]] if and only if it is reducible in Z2[x].
Proof. As in Proposition 3.13, it can be easily checked that if n is odd, then f(x)
is irreducible in both Z2[x] and Z[[x]]. If n = 2ν, then the statement follows from
the arguments in the proof of Proposition 4.3 for the case when m > ν + 2. 
5. Further reducibility criteria
In this last section we briefly discuss the factorization in Z[[x]] of power series
whose quadratic part is a polynomial like the ones studied in the previous sections.
More precisely, we consider power series of the form
f(x) = pn + pmβx + αx2 +
∞∑
k=3
ckx
k, (5.1)
where α and β are integers such that gcd(p, α) = 1 = gcd(p, β).
For simplicity, we only discuss the case when p is an odd prime. We will focus
on the situations for which the arguments in Section 3 extend with little or no
additional effort. For instance, if m 6= n2 , the reducibility of f(x) in Z[[x]] follows
the same pattern as the reducibility of its quadratic part. In fact, we can use the
exact same arguments from Section 3 to prove the following two propositions.
Proposition 5.2. If 2m < n, then (5.1) is reducible in Z[[x]]. If 2m > n and n is
odd, then (5.1) is irreducible.
Proposition 5.3. If 2m > n and n is even, then (5.1) is reducible in Z[[x]] if and
only if −α is a quadratic residue mod p.
If 2m = n, the situation is in general more involved and the reducibility of f(x)
depends on the roots of x2 − βx+ α. The following proposition is easy to prove.
Proposition 5.4. If 2m = n and the polynomial x2 − βx+ α has a simple root in
Z/pmZ, then (5.1) is reducible in Z[[x]].
If x2−βx+α has a double root in Z/pmZ, it is not enough to look at the quadratic
part of f(x) and its reducibility depends on the coefficients ck. To illustrate this
fact, consider for example the power series
f(x) = p2 + pβx+ αx2 + c3x
3 + c4x
4 + · · · ,
with α, β ∈ Z such that β2 − 4α = p2q, where q is a quadratic residue mod p with
gcd(p, q) = 1. In order to get a proper factorization f(x) = a(x)b(x) in Z[[x]], we
must have a0 = p = b0, β = s1, as well as
α = ps2 + a1(β − a1),
c3 = ps3 + (β − 2a1)a2 + a1s2,
where sk = ak + bk. Then (β − 2a1)
2 − (β2 − 4α) = 4ps2, which implies p | s2.
Therefore, f(x) is irreducible in Z[[x]] unless p | c3.
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On the other hand, if p2 | ck for every k ≥ 3, then with the same assumptions on α
and β as above, we can find ak, bk ∈ Z such that a(x) =
∑
akx
k and b(x) =
∑
bkx
k
give a proper factorization f(x) = a(x)b(x). Note that β2 − 4α is a square in Zp,
so the polynomial g(x) = x2 − βx+ α is reducible in Zp[x]. In particular, g(x) has
a root in Z/p3Z, so there are a, r ∈ Z such that
a2 − βa+ α = p3r.
Moreover, since (β−2a)2− (β2−4α) = 4p3r and p2 | (β2−4α), we have p | (β−2a).
In fact, there is an integer t with gcd(p, t) = 1 such that
β − 2a = pt.
Choose a1 = a, s˜2 = r, and write ck+1 = p
2c˜k+1. Since gcd(p, t) = 1, for k ≥ 2 we
can choose a˜k and s˜k+1 inductively as integer solutions of the equation
c˜k+1 = ps˜k+1 + ta˜k + a1s˜k +
k−1∑
j=2
a˜j(ps˜k+1−j − a˜k+1−j).
If we let ak = pa˜k and sk = p
2s˜k, then multiplication by p
2 gives
ck+1 = psk+1 + ptak + a1sk +
k−1∑
j=2
aj(sk+1−j − ak+1−j)
= psk+1 + (β − 2a1)ak + a1sk +
k−1∑
j=2
ajbk+1−j
=
k+1∑
j=0
ajbk+1−j .
In other words, a(x) and b(x) provide a factorization of f(x) in Z[[x]], as claimed.
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