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Adjustments to Computer Models via Projected Kernel Calibration∗
Rui Tuo†
Abstract. Identification of model parameters in computer simulations is an important topic in computer exper-
iments. We propose a new method, called the projected kernel calibration method, to estimate these
model parameters. The proposed method is proven to be asymptotic normal and semi-parametric
efficient. As a frequentist method, the proposed method is as efficient as the L2 calibration method
proposed by Tuo and Wu [Ann. Statist. 43 (2015) 2331-2352]. On the other hand, the proposed
method has a natural Bayesian version, which the L2 method does not have. This Bayesian ver-
sion allows users to calculate the credible region of the calibration parameters without using a large
sample approximation. We also show that, the inconsistency problem of the calibration method
proposed by Kennedy and OHagan [J. R. Stat. Soc. Ser. B. Stat. Methodol. 63 (2001) 425-464]
can be rectified by a simple modification of the kernel matrix.
Key words. Computer Experiments, Uncertainty Quantification, Semi-parametric Methods, Reproducing Ker-
nel Hilbert Spaces, Orthogonal Gaussian Process Models
AMS subject classifications. 62P30, 62A01, 62F12
1. Introduction. With the development of mathematical modeling and computational
techniques, there has become a wide spread use of computer simulations to study physical pro-
cesses which can be expensive to observe or experiment with. An important task in computer
modeling is to identify the model parameters involved in the computer code. For example,
many computer simulators are built based on physical equations such as conservation laws.
In these equations, there are constants or parameters, such as physical constants or inherent
attributes of the physical objects, which cannot be controlled during the physical processes.
Sometimes the values of these parameters are not known or cannot be measure directly from
available physical experiments, and thus they need to be estimated using other physical ob-
servations. The activity of adjusting these model parameters are known as calibration of the
computer model, and these parameters are call calibration parameters.
Kennedy and O’Hagan [7] propose a Bayesian framework for the calibration of computer
models. They point out that there is a distance between the computer outputs and the
physical responses, because the computer models are normally built under assumptions and
simplifications which do not strictly hold true in reality. They also suggest to take this
distance into account in the statistical model and a Gaussian process model is used to fit this
discrepancy function. The Kennedy-O’Hagan (abbreviated as KO thereafter) model has been
widely used in the literature in many disciplines. See [5, 2, 4, 1, 6, 3], among others. However,
because of the use of the discrepancy function, the method has an identifiability issue. It is
shown in [16] that, as the sample size goes to infinity, the limit value of the KO parameter
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estimation depends on the choice of the prior and thus it should be considered as inconsistent.
A mathematical framework for calibration is suggested by [15, 16]. a new calibration
method, called the L2 calibration is introduced in [15], which is proven to enjoy nice frequentist
properties including consistency, asymptotic normality and semi-parametric efficiency. How-
ever, the L2 calibration only provides a point estimate of the calibration parameter, which do
not meet the practical needs of uncertainty quantification. Recall that we are also interested
in the uncertainty of the estimate. In practice, users usually prefer Bayesian methods because
the physical sample size is usually rather small and Bayesian methods are more flexible in
small sample size. Because L2 calibration is a two-step approach, it does not admit a simple
Bayesian version.
In this work, we propose a novel calibration approach called the projected kernel calibra-
tion. The main idea is to use an orthogonality condition arisen in the framework of [15]. In
view of this orthogonality condition, we project the kernel function onto some linear subspace
and use the projected kernel to build basis functions to construct non-parametric estimators.
The projected kernel calibration is proven to be asymptotically equivalent to the L2 calibra-
tion, and it also has a natural Bayesian interpretation. The Bayesian version of the proposed
method has a similar expression as the method by [7]. This implies that we can rectify the
inconsistency problem of KO method by a simple modification.
The reminder of this article is organized as follows. In Section 2, we state the aim of
calibration for computer models and review the framework suggested by [15, 16]. In Section 3,
we introduce the projected kernel functions and study their properties. We propose a new type
of calibration method in Section 4. The asymptotic properties and Bayesian interpretation
are also given in this section. Concluding remarks are given in Section 5. Technical proofs
are given in Section 6.
2. Background. The calibration of computer models is the activity of adjusting the model
parameters of a computer simulator so that the outputs of the computer code fit the physical
responses.
Denote the experimental region of the physical experiments by Ω, which is assumed to be
a convex and compact subregion of Rd. Suppose we have a sequence of physical observations,
denoted as (xi, yi), i = 1, 2, . . . , n. We follows a standard modeling assumption imposed in the
computer experiments literature like [7] and use the following nonparametric model to link
the physical response yi and the covariant xi:
yi = ζ(xi) + ei,(1)
where ζ is an unknown continuous function over Ω, referred to as the true process; ei’s are
independent and identically distributed random variables with mean zero and finite variance.
For simplicity, we suppose the design points {xi} is a sequence of independent and identically
distributed random variables following the uniform distribution over Ω.
2.1. Purpose of Calibration. Let ys(x, θ) be the output of the deterministic computer
simulator given the control variable x and the calibration parameter θ. Denote the parameter
space of θ by Θ. Suppose Θ is a compact subset of Rq. As discussed in [15, 16], there are
two types of computer simulators. In the first case, the cost of running the computer code is
negligible so that we can treat ys simply as a known function and we refer such computer codes
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as “cheap” codes. In the second case, each run of the computer code is costly so that only a
limited number of runs can be conducted. Such computer codes are said to be “expensive”.
For the expensive code, a standard approach in computer experiments is to run the computer
code over a selected set of scattered points and then build a surrogate model, denoted as
yˆs. Although the computer codes are said to be expensive, they are much less costly than
the corresponding physical runs. Therefore, the number of computer runs should be larger
than the physical sample size. Moreover, the computer code is deterministic while the physical
responses are noisy. As a consequence, it is reasonable to believe that the approximation error
of the surrogate modeling is much smaller than the statistical estimation error for the true
process ζ. For convenience, in this work we only consider the case where the computer code
is cheap. For expensive computer codes, the main results of this work is still valid provided
that ‖ys − yˆs‖L∞(Ω) and ‖
∂ys
∂θ −
∂yˆs
∂θ ‖L∞(Ω) are sufficiently small. We refer to [15] for detailed
conditions and arguments.
Calibration for computer models, first suggested by [7], is to find a good value for the
vector of calibration parameters so that the computer response surface “matches” the physical
observations best. Kennedy and O’Hagan [7] do not give a mathematical definition of the
optimal values of the calibration parameters. In [15], the optimal choice of the calibration
parameters is defined by the L2 projection
θ∗ := argmin
θ∈Θ
‖ζ(·)− ys(·, θ)‖L2(Ω).(2)
2.2. Review on L2 Calibration. Kennedy and O’Hagan [7] propose a Bayesian approach
to estimate the calibration parameter. However, it is known that the KO model suffers from
some identifiability issue. As a consequence of this identifiability problem, the KO method
can give highly unstable answers which rely heavily on the prior distributions. See [8] for
more discussions. From a frequentist point of view, the estimator is inconsistent because of
the non-identifiability. In work by [16] studies the asymptotic behavior of the KO approach
and point out that it may render unreasonable results.
The L2 calibration method is proposed by [15], which proceeds in two steps. First, estimate
the true process in a nonparametric manner by solving the following smoothing problem in
the native space
ζˆn = argmin
f∈NΦ(Ω)
1
n
n∑
i=1
(ypi − f(xi))
2 + λ‖f‖2NΦ(Ω).(3)
A detailed discussion about the native space NΦ(Ω) will be given in Section 3.3. Next,
calculate the L2 calibration estimate defined as
θˆL2 = argmin
θ∈Θ
‖ζ(·)− ys(·, θ)‖L2(Ω).(4)
A remarkable theoretical property of the L2 calibration is the semi-parametric efficiency.
[15] prove that under certain conditions the L2 calibration estimator has the asymptotic
representation
θˆL2n − θ
∗ = −2V −1
{
1
n
n∑
i=1
ei
∂ys
∂θ
(xi, θ
∗)
}
+ op(n
−1/2),(5)
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with
V = E
[
∂2
∂θ∂θT
(ζ(xi)− y
s(xi, θ
∗))2
]
,
and thus is asymptotically normally distributed. Moreover, the L2 calibration is semi-parametric
efficient, in the sense that there does not exist a regular estimator with an even smaller asymp-
totic variance.
The semi-parametric efficiency is a benchmark for new calibration estimators to be found
later.
2.3. Goal of This Work. In view of the semi-parametric efficiency property, the L2 cal-
ibration is not improvable. However, there remains some drawbacks of the L2 calibration
method. In practice, researchers and engineers wish not only to obtain a point estimate for
the calibration parameters, but also a confidence/credible region, in order to assess the un-
certainty of the estimator. Although the asymptotic normality of the L2 calibration admits
a natural asymptotic confidence ellipsoid, in reality it is usually too rough to use the asymp-
totic distribution of the L2 calibration estimator directly because the physical sample size
is typically rather small. Furthermore, its performance is deteriorated by the estimation of
the unknown parameters in the asymptotic distribution. As stated before, the high cost of
physical experiments prohibits a large number of physical runs and this is why we seek the
help of computer experiments.
Because small sample problems are common in expensive physical or computer experi-
ments, researchers and engineers favor Bayesian approaches which are more flexible to sample
size. For the calibration of computer models, the KO-type estimators [7, 5] are of this kind.
However, [16] conduct some asymptotic analysis and show that these estimators may render
unreasonable results for calibration.
In order to find a stable Bayesian approach for calibration, one may want to construct
a Bayesian version of the L2 calibration. Unfortunately, it seems that there does not exist
a simple Bayesian version or interpretation of the L2 calibration. The main reason is that
the L2 calibration is a two-step approach, which does not allow us to construct an explicit
expression of the posterior density.
The goal of this work is to find an estimator for the calibration parameters which enjoys
two properties. First, the estimator is semi-parametric efficient, i.e., the estimator admits an
asymptotic representation as shown in (5). Second, the estimator can be interpreted from a
Bayesian point of view, i.e., the point estimator is the posterior mode of a Bayesian estimator.
3. Projected Kernels and Their Properties. We first briefly introduce the work of [9] on
Orthogonal Gaussian process models, which inspires us to introduce the projected kernels.
3.1. Review on Orthogonal Gaussian Process Models. Let G be a finite-dimensional
subspace of L2(Ω) with dimG = m. For any f ∈ L2(Ω), let PGf be the projection of f onto
G, given by
PGf =
m∑
i=1
〈f, ei〉L2(Ω)ei,
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where {e1, . . . , em} forms an orthonormal basis of G. Define the perpendicular component
P⊥G f = f − PGf.
Let Z(·) be a Gaussian process over Ω with mean zero and covariance function K(·, ·).
It can be shown that P⊥G Z(·) is also a Gaussian process with mean zero, and its covariance
function is
KG(s, t) = Cov
(
Z(s)−
m∑
i=1
〈Z, ei〉L2(Ω)ei(s), Z(t)−
m∑
i=1
〈Z, ei〉L2(Ω)ei(t)
)
= K(s, t)−
m∑
i=1
ei(s)
∫
Ω
K(x, t)ei(x)dx−
m∑
j=1
ej(t)
∫
Ω
K(s, y)ej(y)dy
+
m∑
i=1
m∑
j=1
ei(s)ej(t)
∫
Ω×Ω
K(x, y)ei(x)ej(y)dxdy,(6)
for s, t ∈ Ω. The process P⊥G Z is referred to as the orthogonal Gaussian process of Z with
respect to G in [9].
3.2. Projected Kernels. Although KG in (6) is derived from a Gaussian process, we can
regard (6) as the definition of KΩG without a Gaussian process context. For the ease of the
mathematical treatments later, we introduce some linear operators.
Given a measurable set Ω ⊂ Rd, a finite dimensional subspace G ⊂ L2(Ω), define the linear
operators P
(1)
G ,P
(2)
G : L2(Ω× Ω)→ L2(Ω× Ω) as
(P
(1)
G u)(x, y) =
m∑
i=1
ei(x)
∫
Ω
u(s, y)ei(s)ds,
(P
(2)
G u)(x, y) =
m∑
i=1
ei(y)
∫
Ω
u(x, t)ei(t)dt,
for u ∈ L2(Ω×Ω), x, y ∈ Ω, where {ei}
m
i=1 forms an orthonormal basis of G. It is easily verified
that the definitions of P
(1)
G and P
(2)
G are independent of the choice of {ei}. Define the bilinear
operator κ : L2(Ω× Ω)× L2(Ω)→ L2(Ω) as
κ(u, f) =
∫
Ω
u(·, y)f(y)dy,
for u ∈ L2(Ω× Ω), f ∈ L2(Ω).
Now we can define the projected kernel.
Definition 3.1. Suppose Ω is a measurable subset of Rd, K(·, ·) is a positive definite function
over Ω×Ω, G is a finite dimensional subspace of L2(Ω). Define the projected kernel of K with
respect to G by
KG = K − P
(1)
G K − P
(2)
G K + P
(1)
G P
(2)
G K.(7)
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By the symmetricity of K, it can be verified that
(P
(1)
G K)(x, y) = (P
(2)
G K)(y, x),
(P
(1)
G P
(2)
G K)(x, y) = (P
(1)
G P
(2)
G K)(y, x).
Therefore, KG in (7) is also a symmetric function. It is easily verified that the projected kernel
KG can be expressed as the right hand side of (6) if {ei}
m
i=1 is an orthonormal basis of G. Let
G⊥ be the orthogonal complement of G in L2(Ω).
It is proved in [9] that KG defined in (7) is semi-positive definite under mild conditions.
However, here we have to pursue a stronger result. Our goal is to show that KG is in fact
positive definite. The positive definiteness is crucial in both orthogonal Gaussian process
modeling [9] and the interpolation scheme to be discussed later in this work. In Gaussian
process modeling, the positive definiteness of the covariance function is necessary to ensure
that the covariance matrix is invertible for all possible design sets (with distinct points), which
allows for finite likelihood values. In the interpolation scheme discussed later, we also need
KG to be positive definite to guarantee the uniqueness of the interpolant.
Now we give some sufficient conditions that ensure the positive definiteness of KG . Using
the terminology of Gaussian process modeling, we assume that the Gaussian process Z(·)
discussed in Section 3.1 is stationary, i.e., there exists R(·), such thatK(x, y) = R(x−y) for all
x, y ∈ Ω. Besides, we assume that R(x) can be defined for all x ∈ Rd and H(x, y) = R(x− y)
is positive definite over Rd × Rd. In Gaussian process modeling and radial basis functions
interpolation, stationary covariance functions over Rd like the power exponential and the
Mate´rn families are commonly used [10, 19]. Theorem 3.2 shows that a large class of stationary
kernels can produce positive definite projected kernels.
Theorem 3.2. Suppose R ∈  L1(R
d) possesses a real-valued Fourier transform satisfying
R˜ > 0 almost everywhere. Define KΩG by (6) with K(x, y) = R(x − y). Then KG is positive
definite for all Ω ⊂ Rd with Lebesgue measure m(Ω) ∈ (0,+∞) and all finite-dimensional
G ∈ L2(Ω).
We note that the Fourier transform of the correlation function of a stationary process is
referred to as its spectral density. The spectral densities of commonly used stationary Gaussian
processes can be found in books such as [13] or [10]. By Theorem 3.2, for many common
correlation functions like the Gaussian and the Mate´rn families, the covariance functions for
the orthogonal processes are positive definite under a broad choice of Ω and G.
3.3. Native Spaces. In this section we investigate the native spaces (also referred to as
the reproducing kernel Hilbert spaces) generated by K and KΩG in (6).
Given a symmetric and positive definite continuous function Φ over Ω × Ω, define the
linear space
FΦ(Ω) =
{
N∑
i=1
βiΦ(·, xi) : N ∈ N, βi ∈ R, xi ∈ Ω
}
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and equip this space with the bilinear form〈 N∑
i=1
βiΦ(·, xi),
M∑
j=1
γjΦ(·, yj)
〉
Φ
:=
N∑
i=1
M∑
j=1
βiγjΦ(xi, yj).
Define the native space NΦ(Ω) as the closure of FΦ(Ω) under the inner product 〈·, ·〉Φ. The
inner product of NΦ(Ω), denoted as 〈·, ·〉NΦ(Ω), is induced by 〈·, ·〉Φ. Define the native norm
as ‖f‖NΦ(Ω) =
√
〈f, f〉NΦ(Ω). We refer to [19] for more discussions about the native spaces
and their properties.
Because K is positive definite over Ω×Ω, it generates native space NK(Ω). Theorem 3.2
guarantees the positive definiteness of many commonly encountered projected kernels. From
now on, we always assume that the projected kernel KG is positive definite so that it generates
the native space NKG (Ω).
SinceKG is induced fromK, it is of interest to explore certain relationship between NK(Ω)
and NKG(Ω). Because the definition of KG also involves projection in L2(Ω), it is natural to
start with embedding the native spaces into L2(Ω). Such a result is given by Lemma 6.3 in
Section 6, which collects the results from Lemma 10.27 and Proposition 10.28 of [19].
In practice, it is reasonable to assume G ⊂ NK(Ω), because the space NK(Ω) is regarded
as the set of “all possible functions of interest” and thus should contain all “regular” functions
like the elements of G. Besides, we will show that the native space NKG(Ω) enjoys some nice
properties by assuming G ⊂ NK(Ω).
Intuitively, we expect thatNKG (Ω) is formed by certain “projected functions” fromNK(Ω).
A natural question is whether we can bound ‖P⊥G f‖NKG (Ω)
by a multiple of ‖f‖NK(Ω). Such a
result is given in Theorem 3.3, which is an important step to establish the asymptotic theory
in Section 4.2.
Theorem 3.3. Suppose Ω ⊂ Rd is compact and K is a symmetric positive definite function
over Ω× Ω. Let G ⊂ NK(Ω) be finite dimensional. Then the following statements are true:
(i) For any f ∈ NK(Ω), we have P
⊥
G f ∈ NKG(Ω) with
‖P⊥G f‖NKG (Ω) ≤ C1‖f‖NK(Ω),(8)
where
C1 = 1 + sup
g∈G
‖g‖L2(Ω)=1
‖g‖NK (Ω)‖κ(K, g)‖NK (Ω).
(ii) For any f ∈ NKG (Ω), we have f ∈ NK(Ω) with
‖f‖NK(Ω) ≤ C2‖f‖NKG (Ω),(9)
where
C2 = 1 + sup
g∈G
‖g‖L2(Ω)=1
‖g‖NK (Ω)
(∫
Ω
K(x, x)dx
)1/2
,
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Remark 3.4. Given K and G, C1 and C2 are finite because G is a finite dimensional space
and all norms over a finite dimensional space are equivalent.
Remark 3.5. Using Lemma 6.4 in Section 6.2 it is easily verified that
‖κ(K, g)‖NK (Ω) ≤ ρmax‖g‖NK (Ω),(10)
where ρmax is the greatest eigenvalue of κ(K, ·).
Corollary 3.6 is an immediate consequence of Theorem 3.3 together with Lemma 6.3 in
Section 6.2.
Corollary 3.6. As linear spaces, NK(Ω) = NKG(Ω)⊕ G.
4. Projected Kernel Calibration. In this section we introduce the proposed projected
kernel calibration method and discuss its properties.
4.1. Methodology. In Section 3.3, we introduce the native space NKG(Ω), which is a
subset of G⊥, the L2(Ω)-orthogonal complement of G. The orthogonality plays an important
role in estimating the L2 projection θ
∗ defined in (2). To see this, we suppose θ∗ is an interior
point of Θ. Then, we differentiate the right hand side of (2) and use the optimality condition
to obtain
0 =
∫
Ω
∂ys
∂θ
(x, θ∗)(ζ(x)− ys(x, θ∗))dx.(11)
For θ = (θ1, . . . , θq) ∈ Θ ⊂ R
q, define
Gθ = span
{
∂ys
∂θi
(·, θ) : i = 1, . . . , q
}
.(12)
Then (11) implies that ζ(·)− ys(·, θ∗) is orthogonal to Gθ∗ in L2(Ω).
As suggested by [15], the goal of calibration is to estimate θ∗. Let θˆ be an estimator of θ∗.
In view of (11), it is natural to impose the following analogous orthogonality requirement:
(ζˆ(·)− ys(·, θˆ)) ⊥ Gθˆ,(13)
where ζˆ is an estimate of ζ. Recall that [15] suggest to estimate ζ via smoothing in a native
space, denoted by NK(Ω). In this work, we use a similar idea and suppose that ζˆ and y
s(·, θˆ)
lie in NK(Ω). Now in view of (13) and Corollary 3.6, we find that δˆ = ζˆ − y
s(·, θˆ) ∈ NKG(Ω).
This inspires us to introduce the projected kernel smoothing estimator (θˆPK , δˆPK) as the
minimizer of
min
θ∈Θ,δ∈NKGθ
(Ω)
1
n
n∑
i=1
(ypi − δ(xi)− y
s(xi, θ))
2 + λ‖δ‖2NKGθ (Ω)
= min
θ∈Θ
min
δ∈NKGθ
(Ω)
1
n
n∑
i=1
(ypi − δ(xi)− y
s(xi, θ))
2 + λ‖δ‖2NKGθ (Ω)
,(14)
where λ is a tuning parameter. We suggest choosing λ by generalized cross validation (GCV);
see [18]. Although (14) is formulated as an infinite-dimensional minimization problem, the
inner minimization problem can be solved analytically with the help of the representer theorem
[12, 18]; see Section 4.3 for details.
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4.2. Asymptotic Theory. In this section, we investigate the asymptotic properties of the
proposed projected kernel calibration estimators. We will show that under certain conditions
these estimators attain the semi-parametric efficiency mentioned in Section 2.2. To be precise,
in this section we use the notation θˆn, δˆn instead of θˆPK , δˆPK defined in (14), where n is the
physical sample size. The tuning parameter λ in (14) should also vary with n, denoted as λn.
As suggested in [15], we assume that the design points xi’s are independent samples from the
uniform distribution over Ω.
In the first asymptotic result, we are concerned with the predictive power of the proposed
method, in terms of estimating the true process ζ(·). Let ζˆn(·) = δˆn(·) + y
s(·, θˆn), which is a
natural estimator of ζ(·).
Theorem 4.1. Suppose xi’s are independent random samples from the uniform distribution
over Ω and NK(Ω) can be continuously embedded into the Sobolev space H
m(Ω) with m > d/2.
There exists C0 > 0 such that
E[exp(C0|ei|)] <∞,(15)
Moreover, we assume the following uniform boundedness conditions:
C3 := sup
θ∈Θ,i=1,...,q
{∥∥∥∥∂ys∂θi (·, θ)
∥∥∥∥
NK(Ω)
/
∥∥∥∥∂ys∂θi (·, θ)
∥∥∥∥
L2(Ω)
}
<∞,(16)
C ′3 := sup
θ∈Θ
‖ys(·, θ)‖NK(Ω) <∞.(17)
Then if λn ∼ n
− 2m
2m+d , we have
‖ζ − ζˆn‖L2(Ω) = Op(n
− m
2m+d ),(18)
‖ζˆn‖NK(Ω) = Op(1).(19)
The rate of convergence in (18) is known to be optimal in the current context; see [14].
Next, we turn to the calibration consistency, i.e., whether θˆn converges to the L2 calibration
θ∗.
Theorem 4.2. In addition to the assumptions of Theorem 4.1, we assume that the matrix
V =
∫
Ω
∂2
∂θT∂θ
(ζ(x)− ys(x, θ∗))2dx(20)
is positive definite. Moreover, there exists a neighborhood of θ∗, denoted as Θ′, satisfying
sup
θ∈Θ′,1≤i≤q
∥∥∥∥∂ys∂θi (·, θ)
∥∥∥∥
NKGθ
(Ω)
≤ ∞.(21)
Then there exists a local minimum point of (14), denoted as (θˆ∗n, δˆ
∗
n), such that the sequence
{θˆ∗n} converges to θ
∗ in probability as n goes to infinity.
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Although the nonparametric estimator ζˆn converges at a rate lower than O(n
−1/2) as in
(18), it is shown by Theorem 4.3 that the consistent estimator θˆ∗n in Theorem 4.2 has O(n
−1/2)
rate of convergence. Define matrix
Dθ =
(〈
∂ys(·, θ)
∂θi
,
∂ys(·, θ)
∂θj
〉
L2(Ω)
)
ij
.
Let λmin(Dθ) be the minimum eigenvalue of Dθ.
Theorem 4.3. Under the conditions of Theorem 4.2, let {(θˆ∗n, δˆ
∗
n)} be a sequence of local
minimum points such that θˆ∗n converges to θ
∗ in probability as shown in Theorem 4.2. In
addition, we suppose
sup
1≤i,j≤q,θ∈Θ′
∥∥∥∥ ∂2ys∂θi∂θj (·, θ)
∥∥∥∥
NKGθ
(Ω)
≤ ∞,(22)
inf
θ∈Θ′
λmin(Dθ) > 0.(23)
Then we have
θˆ∗n − θ
∗ = −2V −1
{
1
n
n∑
i=1
ei
∂ys
∂θ
(xi, θ
∗)
}
+ op(n
−1/2).(24)
We find that the asymptotic representation of θˆ∗n − θ
∗ agrees with (5). This suggests that
the proposed projected kernel calibration also achieves the semi-parametric efficiency.
4.3. Bayesian Interpretation. From (14), the projected kernel calibration proceeds by
solving a one-step minimization problem, which differs from the L2 calibration in (3)-(4).
This formulation allows us to present a Bayesian interpretation for the proposed calibration
method.
It follows from the representer’s Theorem [18, 12] that (14) is equivalent to the following
optimization problem:
min
θ∈Θ,α∈Rn
1
n
n∑
i=1
ypi − n∑
j=1
αjKGθ(xi, xj)− y
s(xi, θ)
2
+λ
n∑
i=1
n∑
j=1
αiαjKGθ(xi, xj),(25)
where α = (α1, . . . , αn).
This expression gives a natural Bayesian interpretation of the projected kernel calibration.
Specifically, consider the following Bayesian problem with the likelihood function
LPK(α, θ)
∝ exp
− 1n
n∑
i=1
ypi − n∑
j=1
αjKGθ (xi, xj)− y
s(xi, θ)
2 ,(26)
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and the prior distribution
piPK(α, θ) ∝ exp
−λ
n∑
i=1
n∑
j=1
αiαjKGθ(xi, xj)
 .(27)
Clearly, (25) is the posterior mode of the Bayesian problem (26)-(27). In view of this connec-
tion, we recommend using the posterior distribution given by (26)-(27) for statistical inference.
In the literature of computer experiments, it is a common practice to use a family of
covariance functions Kφ instead of a fixed kernel K, where the hyper-parameter φ is assumed
to have a hyper-prior distribution; see [10]. A similar extension can be made to the model
(26)-(27) by allowing K to be indexed by a hyper-parameter. Another extension is to in-
corporate expensive computer experiments. By applying a standard technique in computer
experiments, we can model the computer output as a realization of a Gaussian process. The
above extensions are straightforward and we omit the details.
Now we make a comparison between the model (26)-(27) and the model proposed by [7].
For simplicity, we assume that the computer code is cheap and the covariance function K is
known. According to the discussions in the preceding paragraph, these simplifications do not
affect the general message to be delivered later. This simplified version of the KO model has
a likelihood function
LKO(α, θ)
∝ exp
− 1n
n∑
i=1
ypi − n∑
j=1
αjK(xi, xj)− y
s(xi, θ)
2 ,(28)
and prior distribution
piKO(α, θ) ∝ exp
−λ
n∑
i=1
n∑
j=1
αiαjK(xi, xj)
 .(29)
By comparing (26)-(27) and (28)-(29), it can be seen that the only difference between the
KO model and the proposed model is on the use of the kernel: the KO method use the original
kernel K, while the proposed method uses the projected kernel KGθ . [16] proves that the KO
method is inconsistent in calibration. The above discussion shows that this inconsistency
problem can be rectified by replacing K with KGθ . This modification keeps the major steps
of the KO method, and thus most of the computer code for KO method can be reused. Given
the wide spread use of the KO method, the proposed method is potentially quite impactful.
We also compare the proposed method with the Bayesian method proposed by [8], which
is based on an orthogonal Gaussian process (OGP) modeling technique [9]. As addressed in
Section 3.1, the covariance function of an orthogonal Gaussian process is a projected kernel
function. Therefore, the likelihood function of the method by [8] is
LOGP (α, θ)
∝ exp
− 1n
n∑
i=1
ypi − n∑
j=1
αjK(xi, xj)− y
s(xi, θ)
2 ,(30)
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and the prior distribution is
piOGP (α, θ) ∝ (detKθ)
−1/2 exp
−λ
n∑
i=1
n∑
j=1
αiαjK(xi, xj)
 ,(31)
where Kθ = (KGθ (xi, xj))ij . The model (30)-(31) is very close to the proposed model (26)-
(27), expect for a determinant factor (detKθ)
−1/2 in the prior. The OGP-based model has
this determinant factor because it is part of the density function of a multivariate normal
distribution. So far we are unclear about the role of the determinant factor from a theoretical
point of view.
5. Discussion. In this work, we propose a novel method for the calibration of computer
models. The proposed method enjoys three nice properties: consistency, semi-parametric
efficiency and it has a Bayesian version. Thus it is a desirable method from both theoretical
and practical points of view. The Bayesian version of the proposed method can be regarded
as a modification of the widely used KO method. The inconsistency problem of KO method
is rectified by this modification. Another related method is the orthogonal Gaussian process
models proposed by [8]. We conjecture that the posterior mode of this model is asymptotically
equivalent to that of the proposed method.
At the end of this article, we would like to point out that the proposed projected kernel
method can be used in areas beyond computer experiments. In fact, we have proposed a
nonparametric regression method, which gives an estimate satisfying certain orthogonality
constraints. Since orthogonality is a widely used concept in statistics and machine learning
today, the proposed method can be potentially useful in related problems.
6. Technical Proofs. In this section we prove the theorems stated in Section 3 and 4.
Some necessary lemmas are also introduced.
6.1. Proof of Theorem 3.2. Because R˜ is continuous, R possesses a nonnegative-valued
Fourier transformation. Without loss of generality, we assume R(0) = 1. Then the spectral
theory of stationary processes asserts that there exists a stationary Gaussian process Z(·)
over Rd with correlation function R(·). See, for example, [13] or any time series textbook for
detailed discussions. By normalization, we assume E(Z(x)) = 0 and E(Z2(x)) = 1.
From (6) it can be seen that
KG(s, t) = Cov
(
Z(s)−
m∑
i=1
ei(s)
∫
Ω
Z(x)ei(x)dx,
Z(t)−
m∑
i=1
ei(t)
∫
Ω
Z(x)ei(x)dx
)
.
ThusKG is not positive definite if and only if there existsN ∈ N, distinct points x1, . . . , xN ∈ Ω
and α = (α1, . . . , αN ) ∈ R
N \ {0} such that
N∑
j=1
αj
(
Z(xj)−
m∑
i=1
ei(xj)
∫
Ω
Z(x)ei(x)dx
)
= 0(32)
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almost surely. Suppose (32) holds for distinct points x1, . . . , xn. Then it suffices to prove that
α = 0.
Rearranging (32), we obtain
N∑
j=1
αjZ(xj) =
N∑
j=1
αj
m∑
i=1
ei(xj)
∫
Ω
Z(x)ei(x)dx
=
∫
Ω
Z(x)
 N∑
j=1
m∑
i=1
αjei(xi)ei(x)
 dx(33)
almost surely. Set g0(·) =
∑N
j=1
∑m
i=1 αjei(xi)ei(·) ∈ L2(Ω). For any x0 ∈ R
d, multiplying by
Z(x0) and taking expectation on both sides of (33), together with Fubini’s Theorem yields
N∑
j=1
αjR(x0 − xj) =
∫
Ω
R(x0 − x)g0(x)dx,(34)
for all x0 ∈ R
d. Define gE0 ∈ L2(R
d) by
gE0 (x) =
{
g0(x), for x ∈ Ω,
0, for x 6∈ Ω.
Then (34) becomes
N∑
j=1
αjR(x0 − xj) =
∫
Rd
R(x0 − x)g
E
0 (x)dx,(35)
for all x0 ∈ R
d. Because m(Ω) < ∞, we have L2(Ω) ⊂ L1(Ω). Therefore, g0 ∈ L1(Ω) and
thus gE0 ∈ L1(R
d). Taking the Fourier transform with respect to x0 on both sides of (35) and
applying the convolution theorem gives
N∑
j=1
αe−ix
T xiR˜(x) = R˜(x)g˜E0 (x),
for x ∈ Rd, which, together with R˜ > 0 almost everywhere, implies
N∑
j=1
αie
−ixTxi = g˜E0 (x)(36)
for x almost everywhere in Rd. Because xi’s are distinct points, it is easily verified that the
left hand side of (36) is not in L2(R
d) unless α = 0. Noting the fact that the Fourier transform
of every integrable function in L2(R
d) is also in L2(R
d), we obtain α = 0, which completes
the proof.
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6.2. Some Lemmas. We introduce some lemmas in this section. Lemma 6.1 and Lemma
6.2 gives some simple but useful formulae of the projected operator and the projected kernel.
Their proofs are rather elementary and thus are omitted. Lemma 6.3 and 6.4 are fundamental
results in the theory of native spaces. Lemma 6.3 describes some simple embedding relation-
ships in native spaces. Lemma 6.4 gives a full characterization for the native spaces with the
help of the eigenvalues and eigenfunctions of κ(Φ, ·). We refer to [19] for the proof of Lemma
6.3. A proof of Lemma 6.4 can be found in [11]. Lemma 6.5 plays an important role in the
proof of Theorem 3.3.
Lemma 6.1. For any u ∈ L2(Ω ×Ω), f ∈ L2(Ω), the following statements are true.
(i) P
(1)
G P
(2)
G u = P
(2)
G P
(1)
G u.
(ii) κ(P
(1)
G u, f) = PGκ(u, f).
(iii) κ(P
(2)
G u, f) = κ(u,PGf).
Lemma 6.2. Suppose K(·, ·) is a positive definite function over Ω×Ω, G is a finite dimen-
sional subspace of L2(Ω). The following statements for KG are true.
(i) For all f ∈ L2, κ(KG , f) ∈ G⊥.
(ii) For all f ∈ G, κ(KG , f) = 0.
(iii) For all f ∈ G⊥, κ(KG , f) = P
⊥
G κ(K, f).
(iv) For all f ∈ G⊥, 〈f, κ(K, f)〉L2(Ω) = 〈f, κ(KG , f)〉L2(Ω).
Lemma 6.3. Suppose Ω ⊂ Rd is compact and Φ is a symmetric positive definite function
over Ω × Ω. Then the native space NΦ(Ω) has a continuous linear embedding into L2(Ω)
satisfiying
‖f‖L2(Ω) ≤ C‖f‖NΦ(Ω),(37)
with C = (
∫
Ω Φ(x, x)dx)
1/2. Moreover, the integral operator κ(Φ, ·) maps L2(Ω) continuously
into NΦ(Ω) and satisfies
〈f, v〉L2(Ω) = 〈f, κ(Φ, v)〉NΦ(Ω),(38)
for all f ∈ NΦ(Ω) and v ∈ L2(Ω). The range of κ(Φ, ·) is dense in NΦ(Ω).
Lemma 6.4. Let Φ(·, ·) be a continuous and positive definite function over Ω×Ω, where Ω
is a compact subset of Rd. Then there is an orthonormal set {φi}
∞
i=1 in L2(Ω) consisting of the
eigenfunctions of κ(Φ, ·) such that κ(Φ, φi) = ρiφi for eigenvalues ρi > 0 with ‖φi‖L2(Ω) = 1.
Then the native space generated by Φ is embedded into L2(Ω) with
NΦ(Ω) =
{
f ∈ L2(Ω) : f =
∞∑
i=1
〈f, φi〉L2(Ω)φi,
with
∞∑
i=1
1
ρi
|〈f, φi〉L2(Ω)|
2 <∞
}
(39)
and the inner product has the representation
〈f, g〉NΦ(Ω) =
∞∑
i=1
1
ρi
〈f, φi〉L2(Ω)〈g, φi〉L2(Ω),(40)
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for f, g ∈ NΦ(Ω).
Lemma 6.5. Suppose Ω ⊂ Rd is compact and K is a symmetric positive definite function
over Ω× Ω. Then for any f ∈ NK(Ω), h ∈ L2(Ω), we have
‖κ(K, 〈f, h〉L2(Ω)f)‖NK(Ω) ≤ ‖κ(K,h)‖NK (Ω)‖f‖NK(Ω)‖κ(K, f)‖NK (Ω).
Proof. Let {φi}
∞
i=1 be an orthonormal basis of L2(Ω) consisting of the eigenfunctions of
κ(K, ·). Denote the set of the corresponding eigenvalues by {ρi}
∞
i=1. Because f, h ∈ L2(Ω),
they admits a unique representation using the basis functions, which is denoted as
f =
∞∑
i=1
ηiφi, h =
∞∑
i=1
τiφi.
First, by the definition of the eigenvalues and eigenfunctions we have
κ(K, 〈f, h〉L2(Ω)f) = κ
(
K,
∞∑
i=1
(
∞∑
k=1
τkηk
)
ηnφn
)
.
=
(
∞∑
k=1
τkηk
)(
∞∑
i=1
ρnηnφn
)
.
Applying Lemma 6.4 yields that
‖κ(K, 〈f, h〉L2(Ω)f)‖
2
NK(Ω)
=
(
∞∑
k=1
τkηk
)2( ∞∑
i=1
ρnη
2
n
)
≤
(
∞∑
k=1
ρkτ
2
k
)(
∞∑
k=1
η2k
ρk
)(
∞∑
k=1
ρkη
2
k
)
= ‖κ(K,h)‖2NK (Ω)‖f‖
2
NK(Ω)
‖κ(K, f)‖2NK (Ω),
where the inequality follows from the Cauchy-Schwarz inequality. The desired result then
follows.
6.3. Proof of Theorem 3.3. First we show (8) holds for all f in the range of κ(K, ·). For
any h ∈ L2(Ω), we have the following identity
κ(K,P⊥G h) = κ(K,h) − κ(K,PGh).(41)
By Lemma 6.3, the three terms appeared in (41) lie in NK(Ω). We take the NK(Ω)-norm on
both sides of (41) and use the triangle inequality to find
‖κ(K,P⊥G h)‖NK (Ω) ≤ ‖κ(K,h)‖NK (Ω) + ‖κ(K,PGh)‖NK (Ω).(42)
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Using Lemma 6.3, the square of the left hand side is
‖κ(K,P⊥G h)‖
2
NK(Ω)
= 〈κ(K,P⊥G h),P
⊥
G h〉L2(Ω)
= 〈κ(KG ,P
⊥
G h),P
⊥
G h〉L2(Ω) = 〈κ(KG , h), h〉L2(Ω)
= ‖κ(KG , h)‖
2
NKG (Ω)
= ‖P⊥G κ(K,h)‖
2
NKG (Ω)
,(43)
where the first equality follows from (38) with Φ = K; the second equality follows from (iv)
of Lemma 6.2; the third equality follows from (i) and (ii) of Lemma 6.2; the fourth equality
follows from (38) with Φ = KG ; the fifth equality follows from (iii) of Lemma 6.2. Combining
(42) and (43), we have obtained
‖P⊥G κ(K,h)‖NKG (Ω)
≤ ‖κ(K,h)‖NK (Ω) + ‖κ(K,PGh)‖NK(Ω).(44)
Next we want to show that ‖κ(K,PGh)‖NK (Ω) can be bounded by a multiple of ‖κ(K,h)‖NK (Ω).
Let h0 = PGh/‖PGh‖L2(Ω), we have ‖h0‖L2(Ω) = 1 and PGh = 〈h, h0〉L2(Ω)h0. Apply Lemma
6.5 to arrive at
‖κ(K,PGh)‖NK (Ω) =
∥∥κ (K, 〈h, h0〉L2(Ω)h0)∥∥NK(Ω)
≤ ‖κ(K,h)‖NK (Ω)‖h0‖NK(Ω)‖κ(K,h0)‖NK(Ω)
≤ sup
g∈G,‖g‖L2(Ω)=1
‖g‖NK(Ω)‖κ(K, g)‖NK (Ω)‖κ(K,h)‖NK (Ω),
which, together with (44), implies
‖P⊥G κ(K,h)‖NKG (Ω) ≤ C1‖κ(K,h)‖NK (Ω),(45)
for all h ∈ L2(Ω).
By Lemma 6.3, the range of κ(K, ·) is dense in NK(Ω), i.e., for any f ∈ NK(Ω), there
exists a sequence ei ∈ L2(Ω), i = 1, 2, . . ., with
‖f − κ(K, ei)‖NK (Ω) → 0(46)
as i→∞. Noting that (46) implies
‖κ(K, ei)− κ(K, ej)‖NK(Ω) → 0
as i, j →∞, which, together with (45), implies that
‖P⊥G κ(K, ei)− P
⊥
G κ(K, ej)‖NKG (Ω) → 0,
as i, j → ∞. This suggests that P⊥G κ(K, ei) is a Cauchy sequence. Thus the completeness
of NKG(Ω) ensures that {P
⊥
G κ(K, ei)}
∞
i=1 is a convergent sequence in NKG(Ω). By Lemma
6.3, NKG (Ω) is continuously embedded into L2(Ω), which implies that the limiting function
of P⊥G κ(K, ei) in NKG(Ω) is P
⊥
G f . The desired result then follows from the continuity of the
native norm. This proves (i).
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Take f ∈ NKG . The goal is to show that ‖f‖NK(Ω) is bounded above by a multiple of
‖f‖NKG (Ω). As before, we first suppose that f is in the range of κ(KG , ·), say, f = κ(KG , h).
Using (ii) of Lemma 6, we can assume h ∈ G⊥ without loss of generality. By (iii) of Lemma 6,
κ(KG , h) = P
⊥
G κ(K,h) = κ(K,h) − PGκ(K, f).(47)
Let h1 = PGκ(K, f)/‖PGκ(K, f)‖L2(Ω). Then
‖PGκ(K, f)‖NK (Ω)
= ‖〈κ(K, f), h1〉L2(Ω)h1‖NK(Ω)
≤ ‖κ(K, f)‖L2(Ω)‖h1‖L2(Ω)‖h1‖NK(Ω)
≤ sup
g∈G,‖g‖L2(Ω)=1
‖g‖NK (Ω)
(∫
Ω
K(x, x)dx
)1/2
‖κ(K, f)‖NK (Ω),(48)
where the first inequality follows from the Cauchy-Schwarz inequality; the second inequality
follows from the fact that h1 ∈ G and Lemma 6.3. Now we combine (47) and (48) to arrive at
‖κ(KG , h)‖NK (Ω) ≤ C
−1
1 ‖κ(K,h)‖NK (Ω)
= C2‖κ(K,P
⊥
G h)‖NK (Ω) = C2‖κ(KG , h)‖NKG (Ω)
,(49)
where the last identity follows from (43). To prove that (49) holds for a general f ∈ NKG (Ω) as
well, one can apply a continuous-extension argument similar to that disclosed in the previous
paragraph. This proves (ii).
6.4. Proof of Theorem 4.1. Let I(g, θ) = ‖g‖NKGθ
for θ ∈ Θ and g ∈ NKθ(Ω). By
Theorem 3.3, (10) and (16), we find that the following inequality holds for all θ ∈ Θ:
C4‖g‖NK (Ω) ≤ I(g, θ) ≤ C5‖g‖NK (Ω),(50)
with
C−14 = 1 + C3
(∫
Ω
K(x, x)dx
)1/2
,
C5 = 1 + ρmaxC
2
3 ,
where ρmax denotes the maximum eigenvalue of κ(K, ·).
Because (θˆn, δˆn) minimizes (14), we have
1
n
n∑
i=1
(ypi − ζˆ(xi))
2 + λn‖ζˆ(·)− y
s(·, θˆn)‖
2
NKG
θˆn
(Ω)
≤
1
n
n∑
i=1
(ypi − ζ(xi))
2 + λn‖ζ(·)− y
s(·, θn)‖
2
NKGθ
(Ω),
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which, together with (50) and (17), yields
1
n
n∑
i=1
(ypi − ζˆ(xi))
2 + λnC4
(
‖ζˆ(·)‖2NK (Ω) − C
′
3
)2
≤
1
n
n∑
i=1
(ypi − ζ(xi))
2 + λnC5‖ζ(·)− y
s(·, θn)‖
2
NKGθ
(Ω)
Define the empirical norm ‖h‖2n = n
−1
∑n
i=1 h
2(xi). Because NK(Ω) can be continuously
embedded into Hm(Ω), we use the metric entropy of balls of Sobolev spaces [17, 16] and
Theorem 5.11 of [17] to obtain the modulus of continuity of the empirical process v(ζ ′) =
n−1/2
∑n
i=1 ei(ζ
′ − ζ) as
sup
ζ′∈NK(Ω)
n−1
∑n
i=1 ei(ζ
′ − ζ)
‖ζ ′ − ζ‖
1−d/2m
n ‖ζ ′‖
d/2m
NK(Ω)
= Op(n
−1/2).(51)
The remainder of the proof is standard. Using the arguments similar to the proof of
Theorem 10.2 of [17], we obtain (19) and
‖ζ − ζˆ‖n = Op(n
− 2m
2m+d ).(52)
Now invoking the condition that xi’s follow the uniform distribution over Ω, we apply Lemma
5.16 of [17] to conclude an asymptotic equivalence relation between the L2 and the empirical
norm as:
lim sup
n→∞
P
 sup‖h‖NK (Ω)=Op(1)
‖h‖L2(Ω)>τn
− m
2m+d /η
∣∣∣∣ ‖h‖n‖h‖L2(Ω) − 1
∣∣∣∣ ≥ η
 = 0.(53)
Combining (19), (52) and (53), we prove (18).
6.5. Proof of Theorem 4.2. Let f(θ, δ) = 1n
∑n
i=1(y
p
i − δ(xi)− y
s(xi, θ))
2+λn‖δ‖
2
NKGθ
(Ω)
and δ∗(x) = ζ(x)− ys(x, θ∗). We prove the desired results by showing that
f(θ∗, δ∗) ≤ inf
‖θ−θ∗‖=cn
− m
2m+d ,δ
f(θ, δ),(54)
for sufficiently large n and some constant c > 0 to be specified later, where ‖ · ‖ denotes the
usual Euclidean distance.
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First we observe that for fixed θ ∈ Θ,
inf
δ∈NKGθ
‖ζ(·) − ys(·, θ)− δ(·)‖2L2(Ω)
≥ inf
δ⊥Gθ
‖ζ(·)− ys(·, θ)− δ(·)‖2L2(Ω)
= ‖PGθ (ζ(·)− y
s(·, θ))‖2L2(Ω)
=
q∑
i=1
〈
ζ(·)− ys(·, θ),
∂ys
∂θi
(·, θ)
〉2
L2(Ω)
/∥∥∥∥∂ys∂θi (·, θ)
∥∥∥∥2
L2(Ω)
≥
∥∥∥∥∫
Ω
(ζ(x)− ys(x, θ))
∂ys
∂θ
(x, θ)dx
∥∥∥∥2/ max1≤i≤q
∥∥∥∥∂ys∂θi (·, θ)
∥∥∥∥2
L2(Ω)
=
∥∥∥∥12
∫
Ω
∂
∂θ
(ζ(x)− ys(x, θ))2dx
∥∥∥∥2/ max1≤i≤q
∥∥∥∥∂ys∂θi (·, θ)
∥∥∥∥2
L2(Ω)
.
Therefore, using (21), Lebesgue’s dominated convergence theorem and the positive definiteness
of V , we can find constants c1, c2 > 0, such that for ‖θ − θ
∗‖ ≤ c1,
inf
δ∈NKGθ
‖ζ(·)− ys(·, θ)− δ(·)‖L2(Ω) ≥ c2‖θ − θ
∗‖.(55)
Now suppose (54) is false. Then there exists θ˜ with ‖θ∗ − θ˜‖ = cn−
m
2m+d so that
1
n
n∑
i=1
e2i + λn‖δ
∗‖2NKGθ∗
(Ω)
>
1
n
n∑
i=1
(ei + ζ(xi)− δ˜(xi)− y
s(xi, θ˜))
2 + λn‖δ˜‖
2
NKG
θ˜
(Ω),(56)
which is equivalent to
2
n
n∑
i=1
ei(δ˜(xi) + y
s(xi, θ˜)− ζ(xi)) + λn‖δ
∗‖2NKGθ∗
(Ω)
> ‖δ˜(·) + ys(·, θ˜)− ζ(·)‖2n + λn‖δ˜‖
2
NKG
θ˜
(Ω).(57)
From (56) we have
λn‖δ˜‖
2
NKG
θ˜
(Ω) <
1
n
n∑
i=1
e2i + λn‖δ
∗‖2NKGθ∗
(Ω) = Op(λn),(58)
which implies ‖δ˜‖NKG
θ˜
(Ω) = Op(1). Then analogous to (51) we have
2
n
n∑
i=1
ei(δ˜(xi) + y
s(xi, θ˜)− ζ(xi))(59)
= Op(n
−1/2)‖δ˜(·) + ys(·, θ˜)− ζ(·)‖1−d/2mn .(60)
20 RUI TUO
Combining (57)-(59), we arrive at
Op(n
−1/2)‖δ˜(·) + ys(·, θ˜)− ζ(·)‖1−d/2mn > ‖δ˜(·) + y
s(·, θ˜)− ζ(·)‖2n,
which gives ‖δ˜(·) + ys(·, θ˜) − ζ(·)‖n = Op(n
− m
2m+d ). This implies that there exists a constant
K0 such that the event {‖δ˜(·)+y
s(·, θ˜)− ζ(·)‖n ≤ K0n
− m
2m+d } occurs with probability tending
to one.
On the other hand, choose c = max{2K0, τ}/c2, where τ is defined in (53). Choose n
sufficiently large so that cn−
m
2m+d < c1. Then by (55) we have
‖δ˜(·) + ys(·, θ˜)− ζ(·)‖L2(Ω) ≥ c2cn
− m
2m+d ,
which, together with (55) and (53), yields
‖δ˜(·) + ys(·, θ˜)− ζ(·)‖n ≥ (1 + op(1))2K0n
− m
2m+d .(61)
This leads to a contradiction.
6.6. Calculus for Projected Kernels. In this section, we introduce some calculus results
which help prove the asymptotic normality of the projected kernel calibration.
Let Gθ = span{g1θ, g2θ, . . . , gqθ} for θ ∈ Θ, where g1θ, . . . , gqθ ∈ L2(Ω) are linearly in-
dependent and are differentiable with respect to θ. Define the “distance matrix” Eθ =
(〈giθ, giθ〉L2(Ω))ij and gθ = (g1θ, . . . , gqθ)
T .
Fix f ∈ L2(Ω) and let bθ = (〈f, g1θ〉L2(Ω), . . . , 〈f, gqθ〉L2(Ω))
T . It follows from basic linear
algebra that
PGθf = b
T
θ E
−1
θ gθ.(62)
The goal of this section is to bound the derivative of the norm in the native spaces
generated by projected kernels.
Lemma 6.6. Suppose sup1≤j≤q,x∈Ω |
∂gj
∂θi
(x)| <∞. Then, for any f ∈ NK(Ω),
∂
∂θi
‖P⊥Gθf‖
2
NKGθ
(Ω) ≤ 2‖f‖
2
NK (Ω)
‖v1‖‖v2‖/λmin(Eθ),
where
v1 =
(
‖κ(K, g1θ)‖NK (Ω), . . . , ‖κ(K, gqθ)‖NK(Ω)
)T
,
v2 =
(∥∥∥∥∂g1θ∂θi
∥∥∥∥
NK(Ω)
, . . . ,
∥∥∥∥∂gqθ∂θi
∥∥∥∥
NK(Ω)
)T
,
and λmin(Eθ) denotes the minimum eigenvalue of Eθ.
Proof. Following a continuous extension argument similar to that used in Theorem 3.3,
it suffices to prove that the desired inequality holds if f lies in the range of κ(K, ·). Suppose
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f = κ(K,h) for h ∈ L2(Ω). By identity (43),
‖P⊥Gθκ(K,h)‖
2
NKGθ
(Ω) =
∫
Ω×Ω
h(x)KGθ (x, y)h(y)dxdy(63)
=
∫
Ω×Ω
(P⊥Gθh)(x)KGθ (x, y)(P
⊥
Gθh)(y)dxdy.
Hence, without loss of generality, we assume h ∈ G⊥θ . From the definition of KGθ and the
uniform boundedness of
∂gj
∂θi
, the conditions of Lebesgue’s dominated convergence theorem are
fulfilled, allowing us to calculate the derivative of (63) by interchanging differentiation and
integration, which gives
∂
∂θi
‖P⊥Gθκ(K,h)‖
2
NKGθ
(Ω) =
∫
Ω×Ω
h(x)
∂KGθ
∂θi
(x, y)h(y)dxdy.
Use the definition of KGθ to obtain
∂
∂θi
KGθ =
∂
∂θi
{
−P
(1)
Gθ
K − P
(2)
Gθ
K + P
(1)
Gθ
P
(2)
Gθ
K
}
.
Now we bound these three terms separately. Using (62), we get
P
(1)
Gθ
K(x, y) = bTθ (y)E
−1
θ gθ(x),
with bTθ (y) = (
∫
ΩK(s, y)g1(s)ds, . . . ,
∫
ΩK(s, y)gq(s)ds). Applying Leibniz’s rule, we obtain
∂
∂θi
P
(1)
Gθ
K(x, y) =
∂(bTθ E
−1
θ )
∂θi
(y)gθ(x) + b
T
θ (y)E
−1
θ
∂gθ
∂θi
(x).(64)
Noting that h ⊥ gθ, the first term of
∫
Ω×Ω h(x)
∂P
(1)
Gθ
K
∂θi
(x, y)h(y)dxdy corresponding to (64)
vanishes and we use dominated convergence theorem to find∣∣∣∣∣
∫
Ω×Ω
h(x)
∂P
(1)
Gθ
K
∂θi
(x, y)h(y)dxdy
∣∣∣∣∣
=
∣∣∣∣(∫
Ω
h(y)K(s, y)gTθ (s)dsdy
)
E−1θ
∫
Ω
∂gθ
∂θi
(x)h(x)dx
∣∣∣∣
=
∣∣∣∣∣〈κ(K,h), κ(K,gTθ )〉NK(Ω)E−1θ
〈
∂gθ
∂θi
, κ(K,h)
〉
NK(Ω)
∣∣∣∣∣
≤ ‖κ(K,h)‖2NK (Ω)‖v1‖‖v2‖/λmin(Eθ),(65)
where the second equality follows from (40); the inequality follows from Cauchy-Schwarz
inequality and the standard theory of quadratic forms.
For a similar reason, |
∫
Ω×Ω h(x)
∂P
(2)
Gθ
K
∂θi
(x, y)h(y)dxdy| is bounded above by the right hand
side of (65) as well.
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Now we use (62) twice to find that P
(1)
Gθ
P
(2)
Gθ
K(x, y) has the form∑
1≤j,k≤q
cjkθgiθ(x)gjθ(y),
for some cjkθ independent of x and y. Then,
∂
∂θi
P
(1)
Gθ
P
(2)
Gθ
K(x, y) is given by∑
1≤j,k≤q
{
∂cjkθ
∂θi
giθ(x)gjθ(y) + cjkθ
∂giθ
∂θi
(x)gjθ(y)
+cjkθgiθ(x)
∂gjθ
∂θi
(y)
}
.(66)
Because each term in (66) has factor either giθ(x) or gjθ(y), we use the condition h ⊥ gθ to
conclude that ∫
Ω×Ω
h(x)
∂
∂θi
P
(1)
Gθ
P
(2)
Gθ
K(x, y)h(y) = 0.
The proof is then completed.
6.7. Proof of Theorem 4.3. Define
l(θ, δ) =
1
n
n∑
i=1
(ypi − P
⊥
Gθ
δ(xi)− y
s(xi, θ))
2 + λn‖P
⊥
Gθ
δ‖2NKGθ (Ω)
.
It follows from Theorem 3.3 that l(θ, δ) is finite for all θ ∈ Θ and δ ∈ NK(Ω). It can be
seen from (62) and Lemma 6.6 that l is differentiable with respect to θ for fixed δ. Because
P⊥G
θˆ∗n
δˆ∗n = δˆn, (θˆ
∗
n, δˆn) minimizes l. Then we have
∂l(·, δˆn)
∂θ
∣∣∣
θ=θˆ∗n
= 0.(67)
Because P⊥Gθ δˆ
∗
n = δˆ
∗
n − PGθ δˆ
∗
n, we use (62) and Leibniz’s rule to derive
∂
∂θ
P⊥Gθ δˆ
∗
n
∣∣∣
θ=θˆ∗n
= −
∂bTθ
∂θ
∣∣∣
θ=θˆ∗n
D−1
θˆ∗n
∂ys
∂θ
(·, θˆ∗n)− b
T
θˆ∗n
∂(D−1θ
∂ys
∂θ )
∂θ
∣∣∣
θ=θˆ∗n
,(68)
where bθ = 〈δˆ
∗
n(·),
∂ys(·,θ)
∂θ 〉L2(Ω). Because θˆ
∗
n ⊥ Gθˆ∗n
, we have bθˆ∗n
= 0 and thus the second term
of (68) vanishes. Using Theorem 3.3, Lemma 6.6, (19), (21) and (22), we conclude that
∂
∂θ
λn‖P
⊥
Gθ θˆ
∗
n‖
2
NKGθ
(Ω) = Op(λn) = op(n
−1/2).(69)
Combining (67), (68) and (69) we obtain
1
n
n∑
i=1
(ypi − δˆ
∗
n(xi)− y
s(xi, θˆ
∗
n))
(
I −
∂bTθ
∂θ
∣∣∣
θ=θˆ∗n
D−1
θˆ∗n
)
∂ys
∂θ
(xi, θˆ
∗
n)
=
1
n
n∑
i=1
(ypi − δˆ
∗
n(xi)− y
s(xi, θˆ
∗
n))
((
Dθˆ∗n
−
∂bTθ
∂θ
∣∣∣
θ=θˆ∗n
)
D−1
θˆ∗n
)
∂ys
∂θ
(xi, θˆ
∗
n),
= op(n
−1/2),(70)
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where I denotes the identity matrix. Direct calculation shows
2Dθˆ∗n
− 2
∂bTθ
∂θ
∣∣∣
θ=θˆ∗n
=
∫
Ω
∂2
∂θT∂θ
(ζˆ∗n(x)− y
s(x, θˆ∗n))
2dx,
where ζˆ∗n(·) = δˆ
∗
n(·) + y
s(·, θˆ∗n). Therefore, by (18) and the consistency of θˆ
∗
n,
∫
Ω
∂2
∂θT ∂θ
(ζˆ∗n(x)−
ys(x, θˆ∗n))
2dx tends to I∗ in probability. Hence by (20) and (23), the matrix (Dθˆ∗n
−
∂bT
θ
∂θ |θ=θˆ∗n
)D−1
θˆ∗n
is invertible with probability tending to one, which, together with (70), implies
op(n
−1/2) =
1
n
n∑
i=1
(ypi − δˆ
∗
n(xi)− y
s(xi, θˆ
∗
n))
∂ys
∂θ
(xi, θˆ
∗
n)
=
1
n
n∑
i=1
(ζ(xi)− δˆ
∗
n(xi)− y
s(xi, θˆ
∗
n))
∂ys
∂θ
(xi, θˆ
∗
n)
+
1
n
n∑
i=1
ei
∂ys
∂θ
(xi, θˆ
∗
n)
=: I1 + I2.(71)
Because ‖δˆ∗n‖NK(Ω) = Op(1), δˆ
∗
n lies in a Donsker set with probability tending to one; see
[17, 15]. Then we invoke the asymptotic equicontinuity of the empirical processes [17] and the
conditions ‖ζ(·)− δˆ∗n(·)− y
s(·, θˆ∗n)‖L2(Ω) = op(1) to conclude
I1 =
∫
Ω
(ζ(x)− δˆ∗n − y
s(x, θˆ∗n))
∂ys
∂θ
(x, θˆ∗n)dx+ op(n
−1/2)
=
∫
Ω
(ζ(x)− ys(x, θˆ∗n))
∂ys
∂θ
(x, θˆ∗n)dx+ op(n
−1/2)
=
1
2
∫
Ω
∂
∂θT∂θ
(ζ(x)− ys(x, θ˜∗n))dx(θˆ
∗
n − θ
∗) + op(n
−1/2),(72)
with some θ˜∗n lying between θˆ
∗
n and θ
∗, where the second equality follows from the fact
that δˆ∗n ⊥ Gθˆ∗n
; the last equality follows from Taylor expansion and the fact that
∫
Ω(ζ(x) −
ys(x, θ∗))∂y
s
∂θ (x, θ
∗)dx = 0. A similar asymptotic equicontinuity argument leads to an approx-
imation to I2:
I2 =
1
n
n∑
i=1
ei
∂ys
∂θ
(xi, θ
∗) + op(n
−1/2).(73)
The desired result follows from combining (71), (72) and (73).
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