Nowadays fuzzy systems are frequently applied in data analysis problems like classification, function approximation or time series prediction. Here we interpret fuzzy data analysis as the application of fuzzy systems to the analysis of crisp data. The goal is to obtain simple intuitive models for interpretation and prediction. We interpret data analysis as a process that is exploratory to some extent. In order for neuro-fuzzy learning to support this aspect we require fast and simple learning algorihtms that result in small rule bases. In this paper we present the current version of the NEFCLASS structure learning algorithms that support those requirements.
Introduction
Data analysis can be described as the process of computing summaries and derived values from data, ormore general -as the process of converting data into knowledge or information. In this paper we discuss the suitability of neuro-fuzzy systems in the setting of intelligent data analysis (IDA). Berthold and Hand [2] describe IDA as a process of critical assessment, exploration, testing and evaluation. It requires the application of knowledge and expertise about the data and it is fundamentally interdisciplinary.
We regard neuro-fuzzy systems as a valuable method for intelligent data analysis as they are especially useful, if simple and interpretable models are required [6, 71.
Neuro-fuzzy approaches can be seen as a technique to create models that act as a bridge between models for understanding and models for prediction. Neuro-fuzzy methods create fuzzy models from data that can on the one hand be used for prediction, but on the other hand are induced by a neuro-fuzzy method must be comprehensible. In data analysis the emphasis is not on modeling but on answering questions, or as Hand [3] puts it: "it is these questions, not the model per se, which must be paramount". If a fuzzy model is to be created in such a scenario it is important to apply algorithms that support the exploratory nature of the data analysis process. It is important that the main advantages of a fuzzy system -its simplicity and interpretability -are exploited.
Using fuzzy methods for data analysis requires methods for inducing fuzzy systems from examples.
The induction of fuzzy systems must consider structure learning, i.e. creation of a rule base, and parameter learning, i.e. optimization of fuzzy sets. Parameter learning is often done by algorithms that were inspired by neural network learning, hence the name neuro-fuzzy methods [7] . Structure learning on the other hand is usually not taken from neural networks.
Fuzzy data analysis plays an important role in the creation of intelligent systems. From intelligent systems we expect that they can learn, adapt to the users preferences, filter information, act on the behalf of the user, simplify complex information. are simple to use etc.
[I]. Neuro-fuzzy methods can help in achieving some of these goals, especially if we apply neuro-fuzzy methods that focus on interpretability.
in this paper we present the recent version of structure learning in NEFCLASS. a neuro-fuzzy data analysis approach that emphasizes interpretability 
Fuzzy Data Analysis
are also interpretable in an intuitive linguistic way and are therefore useful to describe the underlying data.
The application of fuzzy systems for data analysis is usually called fuzzy data analysis. This term can also
We think of neuro-fuzzy methods not mainly as a tool to build predictive models, but as a way to answer questions about data, and for this reason the fuzzy rules that refer to analysis of fuzzy, i.e. vague, data. However, in this paper we concentrate on the analysis of crisp data by fuzzy means.
Fuzzy systems conveniently allow us to model a partially known dependency between independent and dependent variables by using linguistic rules. By using linguistic terms represented by fuzzy sets to describe values, we can select a certain granularity under which the data is observed. We can use a fuzzy system both for predicting values for the dependent variables and for knowledge representation.
If the fuzzy system is generated in a data analysis process by a neuro-fuzzy learning procedure, then we must take into account that we will probably not obtain a very precise solution. We cannot allow a learning algorithm to apply all the possible modifications to the parameters of a fuzzy system. For the sake of interpretability we must constrain the learning procedure.
In the area of data analysis the interpretability and simplicity of fuzzy systems are the key advantage. Fuzzy systems are not better function approximators or classifiers than other approaches. If we want to keep the model simple, the prediction is usually less accurate. This means fuzzy systems should be used for data analysis, if an interpretable model is needed that can also be used to some extent for prediction.
Interpretability of a fuzzy model should not mean that there is an exact match between the linguistic description of the model and the model parameters. This is not possible anyway, due to the subjective nature of fuzzy sets and linguistic terms. Interpretability means that the users of the model can accept the representation of the linguistic terms, more or less. The representation must roughly correspond to their intuitive understanding of the linguistic terms. It is more important that the rule base is small and thus comprehensible.
Furthermore, interpretability should not mean that anybody can understand a fuzzy system. It means that users who are at least to some degree experts in the domain where the data analysis takes place can understand the model. Obviously we cannot expect a lay person to understand a fuzzy system in a medical domain. It is important that the medical expert who uses the model should understand it.
From the viewpoint of a user we can formulate the following intuitive criterion for the interpretability of a fuzzy system. We assume that the linguistic interpretability of a fuzzy system is adequate if 0 it provides a rough idea about the underlying process or the relations within the data, put values, 0 it sufficiently justifies the majority of observed outit is usable for explanations, 0 it covers all important observed input/output situations (rare cases or exceptions might be ignored).
A neuro-fuzzy learning procedure for creating interpretable fuzzy systems in data analysis must be simple and fast to allow a user to understand what it does and to experiment with it. We prefer a tool-oriented, exploratory view on neuro-fuzzy systems. The learning algorithm should take the semantics of the desired fuzzy system into account, and adhere to certain constraints. The learning result should also be interpreted, and the insights gained by this should be used to restart the learning procedure to obtain better results if necessary. A neuro-fuzzy system supports the user in finding a desired fuzzy system based on training data, but it cannot do all the work. This view matches the exploratory nature of intelligent data analysis.
Semantical problems will occur if neuro-fuzzy systems do not have mechanisms to make sure that all changes caused by the learning procedure are interpretable in terms of a fuzzy system. The learning algorithms should be constrained such that adjacent membership functions do not exchange positions, do not move from positive to negative parts of the domains or vice versa, have a certain degree of overlapping, etc. An interpretation in terms of a Mamdani-type fuzzy system may not be possible if the evaluation of antecedents is not done by tnorms, but by certain special functions. The following points influence the interpretability of a fuzzy system:
The number of fuzzy rules: a fuzzy system with a large rule base is less interpretable than a fuzzy system that needs only few rules. The number of fuzzy sets per variable: only a few meaningful fuzzy sets should be used to partition a variable. A fine granularity not only increases the number of linguistic terms for a variable, but also the number of possible fuzzy rules increases exponentially with the number of variables and fuzzy sets. A coarse granularity increases the readability of the fuzzy model. Characteristics of fuzzy sets: fuzzy sets should be "meaningful" to the user of the fuzzy system. After training, the fuzzy partition of a variable should still be reasonably similar to the partition provided by the user. At least the relative position of the fuzzy sets must be maintained. Usually, a minimudmaximum degree of overlapping must be enforced. Fuzzy sets should be normal and convex and be interpretable as fuzzy numbers or fuzzy intervals (for numeric variables, symbolic variables are discussed e.g. in [5]).
NEFCLASS Structure Learning
In order to be useful as a data analysis tool for classification problems, the NEFCLASS implementation provides following features: fast generation of fuzzy classifiers through simple learning strategies, constrained fuzzy set learning to retain the interpretability of a generated classifier, automatic pruning to reduce the complexity of a generated classifier, automatic cross-validation to generate error estimates for a generated classifier, methods for integrating prior knowledge and for modifying generated classifiers manually, treatment of missing values, both numeric and symbolic variables, treatment of unbalanced data sets.
In this section we present the most recent structure learning algorithm for NEFCLASS. The algorithm can handle missing values and any mixture of numeric and symbolic data. The primary rule learning procedure is given in Algorithm 1. It computes a fuzzy rule base by using a modified W a n m e n d e l procedure to find antecedents. If a numeric feature is missing, it results in more rules to be created, because all available fuzzy sets for this variable, are eligible for the antecedent. After the numeric variables have been processed, the antecedents are completed by adding fuzzy sets for the symbolical features. Those fuzzy sets are not parameterised, but they store the membership degrees individually for each attribute value. A fuzzy set for a symbolic feature is therefore basically a normalise histogram. If a value of a symbolic feature is missing, no further action is required.
After the antecedents have been created, we select for each antecedent a suitable consequent is selected, such that the resulting rule cause as few errors as possible. To obtain the final rule base, we select an appropriate number from the list of created rules. This number can either be specified by the user or computed automatically such that all patterns are covered by rules. Algorithm 2 shows a rule selection procedure that tries to create an equal number of rules for each class. 
41: end if
Algorithm 1 starts by creating initial antecedents that contain only numeric attributes using a Wang-Mendel procedure [12] . After the training data is processed once, all k antecedents that are supported by the data have been found. Then from each antecedent m rules are created, one for each class, and the initial antecedents are completed by constructing fuzzy sets for the symbolic attributes by counting the frequencies of the symbolic values [ 5 ] . This means there is now an initial rule base that contains a set of ma k rules. This rule set can be inconsistent, because it can contain contradictory rules. After resolving inconsistencies, by selecting the rule with a better performance from multiple rules with identical antecedents but different consequents, a final list of rule base candidates is created. Then a rule evaluation algorithm is applied to select a final rule base The mixed fuzzy rules created by Algorithm 1 cannot be as easily interpreted as fuzzy rules that use only numeric variables and continuous membership functions, which can be labelled with terms like small or large. This interpretation is similar to common linguistic labels like approximately zero for a numeric variable. In this case we also know, that 0 is the most typical value for the variable and larger or smaller values are less typical. If we are interested in the exact degrees, we also have to look at the membership function.
Algorithm 2 Select best rules Der class

Pruning Fuzzy Rule Bases
In order to improve the readability of a fuzzy rule base derived by a learning process pruning techniques can be used. Pruning techniques are well-known from neural networks [ 101 and decision tree learning [ 111. They are used to reduce the complexity of a model.
In neural networks, tests are made for the parameters of a network (weights or nodes) to determine how the error would change, if the parameter is removed. Frequently applied pruning strategies are, for example, OBD (optimal brain damage) [4] or EBD (early brain damage) [lo] , which try to remove weights from a neural network. There are also pruning techniques known from decision tree learning [ 111.
Fuzzy rule base pruning can be based on a simple greedy algorithm that does not need to compute complex test values as in neural network pruning methods like OBD or EBD.
In order to prune a rule base we consider four heuristic strategies that can work in an automatic fashion without the necessity of user interaction.
Pruning by correlation: The variable that has the smallest influence on the output is deleted. To identify this variable statistical measures like correlations and xz tests or measures from information theory like the information gain can be used.
(ii)
Pruning by classification frequency: The rule that yields the largest degree of fulfilment in the least number of cases is deleted. Such a rule is only responsible for the classification of a small number of patterns. If these patterns are also covered by other rules, the performance of the fuzzy rule base may not decrease. But if these patterns represent exceptions it may not be possible to delete the selected rule without a decrease in performance.
Pruning by redundancy: The linguistic term that yields the minimal degree of membership in an active rule in the least number of cases is deleted. This pruning strategy assumes that the min operator is used in order to evaluate the antecedent of a rule. In this case a term that always provides large degrees of membership, does not influence the computation of the degree of fulfilment and the term assumes the role of a don't care variable. This pruning strategy can also be applied, if other t-norms are used, e.g. the product, but it may be less effective in these cases.
Pruning by fuzziness: The fuzzy set with the largest support is identified and all terms that use this fuzzy set are removed from the antecedents of all rules. This pruning strategy is comparable to (iii), because it assumes that fuzzy sets with large supports provide large degrees of membership for many input values and thus terms that use this fuzzy set do not influence the computation of the degree of fulfilment in a rule. Another justification for this strategy is that fuzzy sets actually get very large supports during training, if the corresponding variable has a large variance and is thus less useful for prediction.
An automatic pruning algorithm can be obtained by applying the four strategies consecutively. After each pruning step the membership functions should be trained again before a pruning step is declared a failure or a success. If a pruning step has failed, the rule base is restored to its previous state. This means the modifications caused by a pruning step are only kept, if the step has successfully improved the rule base. In the case of a classification problem, the pruning algorithm must take care not to remove the last rule for a class.
After an application step of one of the strategies has failed, it must be decided whether to carry on with this strategy and the next parameter it recommends for pruning, or to switch to the next pruning strategy. In order to reduce runtime, usually each of the four pruning strategies is iterated until a pruning step fails to improve the performance of the rule base. Then the next pruning strategy is selected. An implementation of this approach produces good results for neuro-fuzzy classification systems [9] . However, especially in high-dimensional problems exhaustive pruning can provide better results. In this case each pruning method is applied exhaustively and is not stopped when it fails for the first time. To speed up the process fuzzy set learning should be only done after an after exhaustive pruning process and not after each single pruning step. Exhaustive pruninig can be iterated several time until the rule base cannot be reduced further.
The improvement of the rule base can be defined in terms of performance (i.e. reduction of error) and in terms of complexity or simplicity (i.e. number of parameters). There is usually a trade-off between performance and simplicity. To obtain high accuracy, a large number of free parameters is needed, which again result in a very complex and thus less comprehensible model. However, often the performance of a model can actually increase with the reduction of the number of parameters because the generalization capabilities of the model may increase. If the model has too many parameters, it tends to overfit the training data and displays poor generalization on test data. But if the number of parameters is too small, sufficient accuracy can no longer be attained.
If variables are deleted from the rule, the rule base can become inconsistent during pruning. This may happen for the above-mentioned pruning strategies (i), (iii) and (iv). Inconsistencies must be resolved by deleting some rules. If the rule learning algorithm shown in the previous section is applied the performance values of the rules can be used to select rules for deletion until the rule base is consistent again.
A consistent rule base is a rule base that does not contain contradictions or redundancies. The rule base can be made consistent by identifying pairs of contradictory and/or redundant rules and deleting rules with smaller performance values.
Conclusions
are designed to support the exploratory process in fuzzy data analysis. They are based on a fast structureoriented approach to create interpretable rules. Pruning strategies can help to reduce the complexity of an induced rule base to further enhance interpretability. Due to lack of space, we do not provide leaming results. Some recent results can be downloaded from the Intemet [6]. A free academic version of NEFCLASS is available at www.neuro-fuzzy.dnefclass.
