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ABSTRAKT
Tato diplomová práce se zabývá problematikou postranních kanálů, šifrovacího algoritmu
AES a využití neuronových sítí za účelem získání šifrovacího klíče. První část této práce
se zaměřuje na základy kryptografie a útoky na kryptografický modul. Druhá část pak
na útok elektromagnetickým postranním kanálem na mikroprocesor PIC16F84A s im-
plementovaným algoritmem AES. V této části se tato diplomová práce snaží analyzovat
průběhy elektromagnetické emise operace S-Box v algoritmu AES, najít v nich citlivé
informace a za pomocí neuronových sítí určit tajný klíč algoritmu AES. Na závěr jsou
popsány zdrojové kódy softwaru pro určení šifrovacího klíče, shrnuty výsledky a probrány
metody, jak se útoku elektromagnetickým postranním kanálem bránit.
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ABSTRACT
This Master Thesis deals with the side channels, AES encryption algorithm and the use
of neural networks to obtain the encryption key. The first part of this work is focused
on the basics of cryptography and attacks on cryptographic module. The second part
is focused on electromagnetic side channel attack on PIC16F84A microcontroller with
embedded AES algorithm. In this section, the Master Thesis tries to analyze electromag-
netic emissions of operation S-Box in AES algorithm and try to find sensitive information
to use neural network identify encryption key of the AES algorithm. In conclusion is de-
scribed the software source code to determine the encryption key, summarized results
and discussed ways to defend against electromagnetic side channel attack.
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ÚVOD
V této diplomové práci bude zpracována problematika postranních kanálů v kryp-
tografii. Ty zavádějí zcela nový přístup, jak získat citlivé informace. Využívají nežá-
doucí výměny informace mezi kryptografickým modulem a jeho okolím. Dílčím cíle
diplomové práce je prostudovat problematiku analýzy elektromagnetického postran-
ního kanálu, který využívá úniku informací střídavým elektromagnetickým polem,
generovaným při průchodu proudu elektronickým obvodem.
Nejprve budou probrány základní pojmy z kryptografie, zejména pak kryptogra-
fický modul a šifrovací algoritmus AES, se kterým se bude při analýze pracovat.
Budou probrány principy jednotlivých útoků postranními kanály a poté podrob-
něji popsán elektromagnetický postranní kanál, který bude v praktické části této
práce analyzován. Popsán bude princip měření elektromagnetické pole v okolí mik-
roprocesorů vyrobených technologií CMOS a způsoby analýzy elektromagnetického
postranního kanálu, včetně diferenciální elektromagnetické analýzy.
Ve čtvrté a páté kapitole této práce pak budou popsány základy neuronových
sítí, jejich struktura a typy. Dále bude popsáno experimentální pracoviště, na kte-
rém bylo prováděno vlastní měření. Bude zde popsán způsob zapojení pracoviště,
speciální elektromagnetická sonda, sloužící k měření blízkého elektromagnetického
pole, kryptografický modul PIC16F84 a také program AES, který bude použit při
analýze elektromagnetického postranního kanálu.
Hlavním cílem této diplomové práce je analyzovat S-Box v algoritmu AES a z na-
měřených průběhů se pokusit určit šifrovací klíč algoritmu AES pomocí neuronových
sítí. Toto bude diskutováno v šesté a sedmé kapitole. Dopodrobna budou rozebrány
naměřené průběhy elektromagnetické emise S-Boxu. Následně pak určeny instrukce,
ze kterých lze zjistit šifrovací klíč algoritmu. Poté bude popsáno zpracování naměře-
ných dat, tvorba a trénování neuronové sítě. S pomocí natrénované neuronové sítě
budou určeny možné šifrovací klíče. Budou prezentovány výstupy z programů a dis-
kutováno možné využití výsledků této diplomové práce a nebezpečí, jaké představují
postranní kanály.
Na závěr pak bude v osmé kapitole diskutováno o způsobech obrany proti útoku
elektromagnetickým postranním kanálem a popsány jednotlivé metody a principy
jejich funkce.
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1 ZÁKLADNÍ POJMY Z KRYPTOGRAFIE
V této kapitole jsou vysvětleny základní pojmy týkající se kryptografie, do které
problematika postranních kanálů spadá.
1.1 Kryptologie
Je to vědní obor zabývající se problematikou šifrování, dešifrování, prolamování šifer
a analýzy odolnosti kryptografických systémů. Je rozdělena na dva podobory a to
kryptografii a kryptoanalýzu [1].
1.2 Kryptografie
Zabývá se studiem matematických postupů souvisejících s různými aspekty zabez-
pečení informací jako je důvěryhodnost a integrita informací, ověření neboli auten-
tizace původu informací a autentizace subjektů, které nějakým způsobem zacházejí
s informacemi, které jsou předmětem zabezpečení.
Kryptografie není jediným způsobem zajištění bezpečnosti informací, ale spíše
jen část z technik, jež jsou k tomuto účelu využívány [1].
Šifrování
Zdroj zprávy
Nezabezpečený
kanál
E  (m) = cc
Dešifrování
Cíl zprávy
D  (c) = md
Obr. 1.1: Jednoduché schéma šifrované komunikace.
1.3 Kryptoanalýza
Jedná se ve své podstatě o opak kryptografie. Kryptoanalýza je věda, zabývající
se studiem a vývojem matematických metod umožňujících pokusy o prolomení, či
testování odolnosti kryptografických technik.
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Snaží se tak rozluštit šifrovanou informaci bez znalosti soukromého klíče a najít
tím slabiny dané kryptografické techniky [1].
1.4 Kryptografický modul
Kryptografický modul se používá pro zajištění všech bezpečnostních požadavků spo-
jených s výměnou informací. Jedná se vlastně o fyzickou implementaci konkrétního
kryptografického algoritmu. Kryptografický modul představuje zařízení realizova-
telné jak hardwarovou, tak i softwarovou cestou.
Uvnitř kryptografického modulu probíhají všechny operace, které jsou spojené
s šifrováním, dešifrováním, autentizací, podepisováním, ověřováním, apod. Požaduje
se po něm rychlé plnění těchto operací, přičemž může s okolím komunikovat jen
za pomocí vlastních definovaných vstupních a výstupních kanálů. Obecné blokové
schéma kryptografického modulu je uvedeno na Obr. 1.2.
Bezpečnostní požadavky kladené na kryptografický modul jsou:
• fyzická bezpečnost;
• logická bezpečnost;
• bezpečnost prostředí.
Vstup Výstup
Kryptografický modul
(program, čipová karta, šifrátor, dešifrátor, počítač,...)
OPERACE
- šifrování
- dešifrování
- autentizace
- digitální podpis
- atd.
KRYPTOGRAFICKÉ 
ALGORITMY
- symetrické šifry
- asymetrické šifry
- hashovací funkce
CITLIVÁ DATA
- klíče, piny, atd.
Obr. 1.2: Obecné schéma kryptografického modulu.
V praxi se pak můžeme setkat s kryptografickými moduly v podobě počítačů,
programů, čipových karet, serverů, bankomatů, šifrátoru, dešifrátoru nebo televiz-
ních karet a podobně [2].
14
1.5 Kryptografické algoritmy
Kryptografický algoritmus můžeme obecně definovat jako matematickou funkci, která
se používá k šifrování a dešifrování. Vstupní informace se tak transformuje z podoby
otevřeného textu do šifrované podoby (šifrovaný text) a naopak.
V moderní kryptografii jsou algoritmy všeobecně známy. Zabezpečení šifrované
informace je založeno na utajení čísla (šifrovacího klíče), pomocí kterého algoritmus
vytváří z nešifrované informace informaci šifrovanou a naopak. Cílem tedy je utajit
šifrovací klíč [1].
1.5.1 Symetrické algoritmy
První ze dvou algoritmů využívajících šifrovací klíč je symetrický algoritmus. Ten
využívá k šifrování i dešifrování stejný šifrovací klíč.
Symetrické algoritmy jsou využívány zejména k zabezpečení rychlého přenosu
většího množství dat. K nejznámějším zástupcům symetrických algoritmů patří
DES, AES, 3-DES, IDEA, Blowfish, atd [2].
1.5.2 Asymetrické algoritmy
Druhým algoritmem využívajícím šifrovací klíč je asymetrický algoritmus. Ten při
šifrování využívá 2 různé druhy klíčů. První klíč slouží k šifrování informací, zatímco
druhý klíč slouží k dešifrování informací.
Asymetrické algoritmy jsou oproti symetrickým algoritmům pomalejší. Využívají
se zejména k distribuci klíčů, digitálních podpisů a autentizací. K nejrozšířenějším
zástupcům asymetrických algoritmů patří RSA, Diffie-Hellman, ECC, DSS, ElGa-
mal, atd [2].
1.5.3 Hashovací funkce
Hashovací funkce, na rozdíl od symetrických a asymetrických algoritmů, nemusí vyu-
žívat žádný klíč. Jedná se o jednoduchý algoritmus, který ze vstupní zprávy libovolné
konečné délky vytvoří otisk, neboli hash. Ten už má pevně danou délku n bitů, kde
n nabývá délky 128, 160, 256, 512 bitů. Hashovací funkce může být dvojího typu [1]:
• bez klíče – jediným vstupním parametrem je zpráva M ;
• s klíčem – vstupními parametry jsou zpráva M a klíč K .
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1.6 Advanced Encryption Starndard – AES
AES je jedním ze zástupců symetrických kryptografických algoritmů. Základy stan-
dardu AES jsou postaveny na algoritmu Rijndael. Vstupní data algoritmu AES tvoří
nešifrovaná data rozdělená do bloků o délce 128 bitů a klíč, který může nabývat
délky 128, 192 nebo 256 bitů. Tyto bloky dat jsou v rundách (kolech) transformo-
vány čtyřmi operacemi: AddRoundKey, SubBytes, ShiftRows a MixColumns. Počet
rund (označováno Nr) závisí na délce klíče (Tab. 1.1), podle kterého se určí počet
opakování průchodů bloků dat šifrovacím algoritmem [3].
Tab. 1.1: Počet rund pro různé délky klíče
𝑁𝑘 = 4 (128 bitů) 𝑁𝑘 = 6 (192 bitů) 𝑁𝑘 = 8 (256 bitů)
𝑁𝑟 10 12 14
AddRoundKey
AddRoundKey
AddRoundKey
SubBytes
SubBytes
ShiftRows
ShiftRows
MixColumns
Stav
Klíč šifry
+
Rundovní subklíč n
+
Rundovní subklíč 10
+
Expanze klíče
9 hlavních rund
Inicializační runda
10. runda
Obr. 1.3: Šifrování AES 128 b.
Šifrování pomocí standardu AES (128 bitů) je znázorněno na Obr. 1.3. Jednotlivé
transformace jsou prováděny v následujících krocích:
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1. Expanze klíče – odvození jednotlivých rundovních subklíčů.
2. Inicializační runda – transformace pomocí operace AddRoundKey.
3. 9 hlavních rund – postupný opakovaný průchod bloků dat operacemi SubBytes,
ShiftRows, MixColumns a AddRoundKey.
4. 10. (finální) runda – zde je oproti hlavní rundě vynechána operace MixCo-
lumns.
1.6.1 Operace AddRoundKey
Operace AddRoundKey je přičtení rundovních klíčů postupně ke sloupcům matice
stav. Přičtení se provádí pomocí operátoru XOR. Definice operace XOR je znázor-
něna v Tab. 1.2.
Tab. 1.2: Pravdivostní tabulka XOR
X Y X ⊕ Y
0 0 0
0 1 1
1 0 1
1 1 0
=+
32 88 31 e0 2b 28 ab 09
43 5a 31 37 7e ae f7 cf
f6 30 98 07 15 d2 15 4f
a8 8d a2 34 16 e6 88 3c
32 2b 19 19 a0 9a e9
43 7e 3d 3d f4 c6 f8
f6 15 e3 e3 e2 8d 48
a8 16 be be 2b 2a 08
Stav Klíč
Výsledek
Obr. 1.4: Operace AddRoundKey.
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Na Obr. 1.4 je pak tato operace znázorněna pro průchod bloků dat inicializační
rundou, kde se vstupní bloky dat XORují přímo s klíčem šifry.
1.6.2 Operace SubBytes
Operace SubBytes je jediná nelineární transformace v algoritmu AES. Tato operace
se aplikuje nezávisle na každý bajt matice stav podle substituční tabulky (S-Boxu).
Průběh operace SubBytes je znázorněn na Obr. 1.5.
0 1 2 3 4 5 6 7 8 9 a b c d e f
0 63 7c 77 7b f2 6b 6f c5 30 01 67 2b fe d7 ab 76
1 ca 82 c9 7d fa 59 47 f0 ad d4 a2 af 9c a4 72 c0
2 b7 fd 93 26 36 3f f7 cc 34 a5 e5 f1 71 d8 31 15
3 04 c7 23 c3 18 96 05 9a 07 12 80 e2 eb 27 b2 75
4 09 83 2c 1a 1b 6e 5a a0 52 3b d6 b3 29 e3 2f 84
5 53 d1 00 ed 20 fc b1 5b 6a cb be 39 4a 4c 58 cf
6 d0 ef aa fb 43 4d 33 85 45 f9 02 7f 50 3c 9f a8
7 51 a3 40 8f 92 9d 38 f5 bc b6 da 21 10 ff f3 d2
8 cd 0c 13 ec 5f 97 44 17 c4 a7 7e 3d 64 5d 19 73
9 60 81 4f dc 22 2a 90 88 46 ee b8 14 de 5e 0b db
a e0 32 3a 0a 49 06 24 5c c2 d3 ac 62 91 95 e4 79
b e7 c8 37 6d 8d d5 4e a9 6c 56 f4 ea 65 7a ae 08
c ba 78 25 2e 1c a6 b4 c6 e8 dd 74 1f 4b bd 8b 8a
d 70 3e b5 66 48 03 f6 0e 61 35 57 b9 86 c1 1d 9e
e e1 f8 98 11 69 d9 8e 94 9b 1e 87 e9 ce 55 28 df
f 8c a1 89 0d bf e6 42 68 41 99 2d 0f b0 54 bb 16
hex
x
y 19   a0   9a  e9
3d   f4   c6   f8
e3   e2   8d  48
be   2b   2a  08
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 d4   e0   b8  1e
27   bf   b4   41
11   98  5d   52
be   2b   2a  08
d4
Stav
Výsledek
Obr. 1.5: Operace SubBytes.
1.6.3 Operace ShiftRows
Na matici stav jsou prováděny následující transformace:
• první řádek je ponechán beze změny;
• druhý řádek cyklicky rotuje o jednu pozici vlevo;
• třetí řádek cyklicky rotuje o dvě pozice vlevo;
• čtvrtý řádek cyklicky rotuje o tři pozice vlevo.
Tyto transformace jsou ukázány na Obr. 1.6.
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d4 e0 b8 1e d4 e0 b8 1e
27 bf b4 41 bf b4 41 27
11 98 5d 52 5d 52 11 98
ae f1 e5 30 30 ae f1 e5
VýsledekStav
Obr. 1.6: Operace ShiftRows.
1.6.4 Operace MixColumns
Operace MixColumns je postupně aplikována na jednotlivé sloupce matice stav. Tyto
sloupce, brány jako polynomy, jsou násobeny fixním polynomem e(x). Na Obr. 1.7
je znázorněna operace MixColumns pro polynom e(x), vyjádřený jako matice 4× 4.
d4 e0 b8 1e 04 e0 48 28
bf b4 41 27 66 cb f8 06
5d 52 11 98 81 19 d3 26
30 ae f1 e5 e5 9a 7a 4c
d4 02 03 01 01 04
bf 01 02 03 01 66
5d 01 01 02 03 81
30 03 01 01 02 e5
=
Stav Výsledek
Obr. 1.7: Operace MixColumns.
1.6.5 Expanze klíče AES
Plánování klíče AES, neboli také expanze klíče, je zachyceno na Obr. 1.8. První čtyři
sloupce tabulky zobrazují matici 128 b klíče AES. V dalších čtyřech sloupcích je již
odvozený první rundovní subklíč.
První sloupec rundovního subklíče Wi je vypočítán jako kombinace XOR prv-
ního sloupce klíče Wi−4 s rotovaným a následně ještě substituovaným klíčem Wi−1
a s prvním sloupcem tabulky Rcon. Takto se vypočítá každý první sloupec všech
rundovních subklíčů.
Druhý sloupec rundovního subklíče Wi+1 se vypočte jako XOR druhého sloupce
předchozího klíče Wi−3 s prvním sloupcem rundovního subklíče Wi . Třetí a čtvrtý
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sloupec rundovního subklíče je vypočítán analogicky stejně [3].
=
01 02 04 08 10 20 40 80 1b 36
00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00
=
Rundovní klíč 1Klíč šifry
2b 28 ab 09 a0 88 23 2a 28 a0 88
7e ae f7 cf fa 54 a3 6c ae fa 54
15 d2 15 4f fe 2c 39 76 d2 fe 2c
16 e6 88 3c 17 b1 39 05 e6 17 b1
09 cf
cf 4f
4f 3c
3c 09
2b 8a 01 a0
7e 84 00 fa
15 eb 00 fe
16 01 00 17
Rcon
+
+ +
SubBytes
Wi-4 Wi-3 Wi-1 Wi Wi+1 Wi-3 Wi
Wi-4
Wi-1 rotace
Rcon Wi
Wi+1
Obr. 1.8: Schéma expanze klíče AES 128 b.
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2 ÚTOK POSTRANNÍMI KANÁLY
2.1 Konvenční kryptoanalýza
Konvenční kryptoanalýza byla využívána zejména v dřívější době. Je založena na
útoku přes vstupní a výstupní komunikační kanál (primární kanál), kdy útočník
zachytává na těchto kanálech zašifrovaná data (Obr. 2.1). Většina dnešních krypto-
grafických algoritmů je ovšem v případě, kdy máme k dispozici jen šifrovaný text,
prakticky neprolomitelná. Z tohoto důvodu je v dnešní době neefektivní a časově
náročná [4].
Kryptografický modulVstup Výstup
Útočník
Konvenční způsoby útoku
Obr. 2.1: Konvenční kryptoanalýza.
2.2 Kryptoanalýza postranních kanálů
Tento typ analýzy zavádí zcela nový přístup, jak může útočník získat přístup k in-
formacím, které jsou zpracovávány v kryptografickém modulu. Postranní kanál je
definován jako nežádoucí výměna informací mezi kryptografickým modulem a jeho
okolím (Obr. 2.2).
S objevem postranních kanálů se musel zcela změnit pohled na bezpečnost kryp-
tografických modulů. Začalo totiž docházet k totálnímu prolomení těchto šifrovacích
systémů. Bezpečnostní problém u těchto systémů však nejsou samotné kryptogra-
fické mechanizmy. Ty mohou být dostatečně silné a odolné vůči útoku, avšak k vý-
razné degradaci těchto algoritmů může dojít vlivem špatné implementace. Můžou
tak vzniknout nežádoucí postranní kanály, přes které je útočník schopen kromě
samotné zašifrované komunikace získat i další citlivé informace, a tím si výrazně
usnadnit prolomení kryptografického systému.
Z hlediska analýzy získaných dat přes postranní kanál existují dva druhy analýz,
a to:
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• jednoduchá analýza (Simple Analysis) – jedná se o základní způsob zpracování
získaných dat. Tyto data jsou útočníkem přímo pozorovány a vyhodnoceny,
což však neumožňuje získat citlivé informace, jejichž přítomnost není zřejmá;
• diferenční analýza (Differential Analysis) – naopak umí pomocí komplikova-
nějších metod a matematického aparátu tyto citlivé informace získat. Zároveň
také umožňuje celý tento proces zautomatizovat a ušetřit tak potřebný čas
nutný k získání potřebných informací [4].
Kryptografický modulVstup Výstup
Útočník
Konvenční způsoby útoku Postranní kanály
Obr. 2.2: Kryptoanalýza zahrnující využití postranních kanálů.
2.2.1 Elektromagnetický postranní kanál
Jedním ze zástupců využívaných postranních kanálů je právě elektromagnetický po-
stranní kanál. Využívá se zde skutečnosti, že v elektronickém obvodu vzniká v dů-
sledku průchodu elektrického proudu střídavé elektromagnetické pole.
Prakticky vždy je součástí kryptografického modulu nějaká elektronická část,
která vytváří elektromagnetické pole. Velikost vyzařovaného pole je přímo úměrné
operaci, kterou kryptografický modul vykonává. Pokud je generované elektromag-
netické pole dostatečné silné, je možné vhodnou analýzou naměřených dat získat
informaci, která povede k prolomení šifrovacího klíče [5].
2.2.2 Výkonový (proudový) postranní kanál
Únik informace výkonovým postranním kanálem je založen na souvislosti proudo-
vého odběru zařízení s prováděnou operací kryptografického modulu. Při analýze se
využívá výkonových špiček, které vznikají při změně z logické úrovně „0“ na logic-
kou úroveň „1“ a naopak. Při této změně je na krátkou chvíli napájení zkratováno
vůči zemi. Při měření se pak projeví jako špičky v průběhu proudu v závislosti na
čase. Velikost špiček je přímo úměrná počtu tranzistorů, které se přepínají. Můžeme
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tak získat cenou informaci o prováděných operacích uvnitř kryptografického modulu
[4].
2.2.3 Časový postranní kanál
Časový postranní kanál využívá skutečnosti, že různé operace kryptografického mo-
dulu trvají různě dlouhou dobu. Tato doba se liší zejména z důvodu výkonové op-
timalizace, větvení a různě dlouhé doby provádění strojových instrukcí. Přesným
změřením času trvání operace a následným porovnáním rozdílu jednotlivých operací
může vést až k úplnému odhalení tajného klíče [5].
2.2.4 Chybový postranní kanál
Při útoku pomocí chybového postranního kanálu je využíváno toho, že se do krypto-
grafického modulu začnou uměle zavádět chyby. Tyto chyby vyvolají chybové hlášení
nebo selhání kryptografického modulu. Ten následně musí komunikovat s okolím.
Postupným opakováním chyb a následným zkoumáním chybových hlášení je možné
získat některé citlivé informace [5].
2.2.5 Optický postranní kanál
Analýza optického postranního kanálu vychází z podobného faktu jako v případě
výkonového postranního kanálu. Při změně z logické úrovně „0“ na logickou úroveň
„1“ a naopak tranzistor část využité energie uvolní do svého okolí v podobě fotonů.
Speciálním zařízením, které se nazývá PICA, je pak možné toto záření zachytit,
analyzovat a použít k rozluštění tajného klíče. Vzhledem k tomu, že toto zařízení je
dostupné jen v pár laboratořích na světě, je analýza optického postranního kanálu
velice finančně náročná [4].
2.2.6 Akustický postranní kanál
Akustický postranní kanál je úzce spjat s použitím klávesnice jako vstupního zaří-
zení do kryptografického systému (bankomaty, klávesnice u počítače nebo mobilního
telefonu). Zmáčknutí každé klávesy vydává určitým způsobem jedinečný zvuk, který
je možný zachytit a rozlišit a tím pádem tak získat například PIN kód pro přístup
k bankovnímu účtu. Analýzu akustického postranního kanálu lze využít například
také u tiskáren [4].
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2.2.7 Kleptografický postranní kanál
Jedná se o zvláštní případ takzvaného podprahového kanálu. Ten je v kryptografic-
kém modulu záměrně vytvořen bez vědomí uživatele za účelem vynášení citlivých
informací. Tyto informace jsou pod rozlišovací schopnosti daného protokolu, spojení
či modulu [5].
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3 ELEKTROMAGNETICKÝ POSTRANNÍ KA-
NÁL
V praktické části této práce bude zkoumán právě elektromagnetický postranní kanál,
proto je nutné si ho rozebrat více dopodrobna.
3.1 Elektromagnetické záření
Elektromagnetické záření je kombinace příčného postupného vlnění elektrického pole
a magnetického pole, tedy elektromagnetického pole. Elektrickou složku představuje
vektor intenzity elektrického pole E a magnetickou složku tvoří vektor magnetické
indukce B. Obě složky jsou navzájem kolmé a ještě navíc jsou kolmé na směr šíření
vlnění. Elektromagnetické záření dělíme do několika skupin, které se rozdělují dle
frekvence (popřípadě délky vlny) záření.
Světlo je elektromagnetické vlnění vnímatelné lidským okem. Jedná se tedy o vi-
ditelnou část spektra. Jeho vlnové délky leží v intervalu 390 nm – 790 nm. Elemen-
tární částice, která popisuje kvantum elektromagnetické energie, se nazývá foton.
Ten je základní částí všech elektromagnetických záření.
Elektromagnetické záření bylo poprvé popsáno Jamesem Maxwellem a následně
jeho teorie potvrzeny Heinrichem Hertzem. Maxwell odvodil vlnovou formu elek-
trických a magnetických rovnic, které popisují vlnové vlastnosti elektrických a mag-
netických polí a jejich symetrii. Z těchto rovnic vyplývá, že prostorově proměnné
elektrické pole generuje časově proměnné magnetické pole a naopak. Obě tyto osci-
lující pole dohromady tvoří elektromagnetické vlnění [6].
3.2 Zdroje elektromagnetického záření
V zařízeních s integrovanými obvody a čipy jsou ve většině případů použity tranzis-
torové součástky technologie CMOS. Základním stavebním prvkem této technologie
je CMOS invertor. Ten můžeme vidět na Obr. 3.1.
CMOS invertor se skládá ze dvou tranzistorů typu MOS-FET, které jsou zapo-
jeny jako spínače řízené napětím. Princip funkce je následující:
• v případě, že je Uvst rovno napětí logické úrovně „0“, je otevřen horní tranzistor
a uzavřen dolní tranzistor;
• naopak v případě, že je přivedeno na Uvst napětí logické úrovně „1“, je horní
tranzistor uzavřen a otevřen dolní tranzistor.
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Uvst=0V Uvst=5VUvýst Uvýst
Ucc=5V
IdIc
Obr. 3.1: CMOS invertor.
Pro oba případy popsané výše je proudová spotřeba nízká, avšak u obou pří-
padů různá. Ovšem při přechodu z jednoho stavu do druhého nastává výkonová
špička způsobená nabíjením a vybíjením kondenzátoru. Tato výkonová špička způ-
sobí emitaci elektromagnetického pole v blízkém okolí invertoru. Intenzita pak závisí
na počtu právě přepínaných invertorů [6].
3.3 Princip měření elektromagnetického záření
Elektromagnetické pole v okolí invertorů je generováno vlivem proudových smyček
v IO. Magnetická složka EM pole má pak dvě části. První z nich se uzavírá kolem
zemnícího kontaktu DPS. Druhá část je generována proudy ve vnitřních kondenzá-
torech a uzavírá se na IO v oblasti přibližně do 10mm nad povrchem. Tato část
je výrazně větší. Elektrická složka EM pole se pak nachází v okolí součástí pod
napětím. Většina z elektrické složky se uzavírá do země, ale část je vyzářena do
okolí.
Magnetickou složku blízkého EM pole pak můžeme změřit pomocí magnetické
sondy malých rozměrů. Výhodou těchto malých rozměrů je možnost umístit sondu co
nejblíže ke zdroji záření, čímž z velké části eliminujeme nežádoucí zdroje záření. Tím
u mikroprocesorů bývá zejména hodinový signál CLK, který svou úrovní výrazně
převyšuje ostatní signály. Užitečné EM signály, které jsou závislé na zpracovaných
datech, můžeme zachytit zejména v oblastech procesoru a pamětí kryptosystému [6].
3.3.1 Jednoduchá elektromagnetická analýza
Analýzy EM signálů se dělí na dvě základní oblasti. První z nich je jednoduchá elek-
tromagnetická analýza SEMA (Simple Electromagnetic Analysis). SEMA využívá
především přímé sledování EM emise kryptografického modulu. Předpokládá dosta-
tečnou znalost a zkušenosti s měřením EM emise a znalost konkrétní implementace
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šifrovacího standardu. Za těchto předpokladů lze při pohledu na EM emisi opticky
rozeznat jednotlivé instrukce či závislost EM emise na vstupních datech.
Jednoduchá elektromagnetická analýza nepoužívá žádné matematické postupy,
a tak ji nemůžeme automatizovat [4].
3.3.2 Diferenciální elektromagnetická analýza
Druhou oblastí je diferenciální elektromagnetická analýza DEMA (Differential Electro-
magnetic Analysis). Ta naopak matematických operací využívá. DEMA je založena
na sběru dat EM emise v okolí kryptografického modulu a jejich následných statis-
tických úprav tak, aby užitečná data oddělila od nežádoucích informací v podobě
šumu. Základní technikou diferenciální elektromagnetické analýzy je vytváření dife-
renčních průběhů pro signály s různými vstupními hodnotami.
DEMA se používá tam, kde je třeba zvolit podrobnější analýzu chování krypto-
grafického modulu a je možné ji automatizovat [4].
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4 UMĚLÉ NEURONOVÉ SÍTĚ
Umělé neuronové sítě byly vytvořeny na základě jednoduchých modelů neuronů –
funkčních buněk nervového systému živých organizmů. Současné aplikace neurono-
vých sítí využívají selektivní a generalizační vlastnosti těchto struktur. Pokročilejší
aplikace jsou pak navíc schopné řešit i úlohy složitějšího typu, jako jsou například
optimalizační úlohy [7].
4.1 Model neuronu
První matematický model neuronu vytvořili McCulloch a Pitts v roce 1943 a tento
model se dodnes využívá pro běžné aplikace. Tento model je zobrazen na Obr. 4.1
a skládá se ze tří částí. Jedná se o vstupní, výstupní a funkční část.
W1
W1
W2
W3
W4
W0
∑
X1
X2
X3
X4
X0
Y
synaptické váhy
nelineární funkceagregace
prahová hodnota
Obr. 4.1: Jednoduchý model neuronu.
Vstupní část je složena ze vstupů a z nastavitelných (synaptických) vah. Těmito
váhovými koeficienty mohou být jednotlivé vstupy zvýhodňovány, či potlačovány.
Vstupní část neuronu slouží, jako jakási paměť, pomocí které si je systém schopen
zapamatovat informace v podobě váhových koeficientů. Funkční část neuronu, nebo
také výkonová jednotka, je tvořena nelineární funkcí. Tato část zpracovává informace
ze vstupu a generuje výstupní odezvy. Výstupní část pak přivádí výstupní informaci
na vstup jiných neuronů.
Model neuronu se dá matematicky popsat jako 𝑦 = 𝐹 (∑︀𝑛𝑖=1 𝑥𝑖𝑤𝑖 +𝑄) a funguje
tak, že vstupní hodnoty xi jsou vynásobeny s příslušnými váhovými koeficienty wi
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a sečteny. Následně je na tento výsledek aplikována nelineární funkce F a výsledná
hodnota je přivedena pomocí výstupní části na vstup jiných neuronů. Neuron má
také jeden zvláštní vstup, který se nazývá prahová hodnota Q. Ten není připojen
k výstupu žádného neuronu. Funguje jako prahová hodnota, která pomocí konstantní
hodnoty aktivuje výstupy. Pokud by suma vstupů nepřekročila určitou prahovou
hodnotu, nedošlo by k aktivaci neuronu a jeho výstup by zůstal nezměněný [7].
4.2 Neuronová síť
Jediný neuron však není schopen vykonat samostatně příliš složitou funkci. Síla neu-
ronové sítě spočívá ve využití struktury (sítě) s velkým počtem neuronů. Takovéto
uspořádání pak má velkou flexibilitu a spolehlivost. Umožňuje pak zvýhodnit či po-
tlačit některé vstupy a minimalizovat vliv nesprávně fungujícího neuronu na celkový
výsledek.
Neurony většinou tvoří vrstvy, jako je tomu na Obr. 4.2. První vrstva je vstupní
nebo také rozdělovací. Má za úkol hodnoty ze vstupu každého neuronu přivést na
vstup každého neuronu další vrstvy. Vnitřní vrstva se nazývá skrytá a může sdru-
žovat i více vrstev, jejichž počet závisí na složitosti úkolu a zvoleném typu sítě.
Poslední vrstva (výstupní) je odezvou celého systému na vstupní vzorky [8].
X1
X2
X3
Y1
vstupní vrstva výstupní vrstvaskrytá vrstva
Y2
Obr. 4.2: Neuronová síť (3–4–2).
Celá síť je pak označována ve formátu 3–4–2. Kde první číslo označuje počet
neuronů ve vstupní vrstvě. Druhé počet neuronů ve skryté vrstvě a poslední počet
neuronů ve výstupní vrstvě. Při práci s vícevrstvou sítí je důležité stanovit optimální
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počet neuronů v jednotlivých vrstvách. V současné době ale neexistuje jednoznačné
pravidlo, které by stanovilo optimální počet neuronů. Je tedy nutné otestovat různé
počty neuronů, než zjistíme jejich optimální počet.
4.3 Typy neuronových sítí
Podle struktury dělíme neuronové sítě na dvě hlavní skupiny. Jedná se o sítě s do-
předným šířením signálu a o sítě se zpětnou vazbou. Síť na Obr. 4.2 je síť s do-
předným šířením signálu. Výstupy z jedné vrstvy jsou vedeny na vstup následující
vrstvy. Výstupy z poslední vrstvy pak tvoří výstupy z celé sítě.
Sítě se zpětnou vazbou se liší ve struktuře tím, že výstupy z vrstvy jsou vedeny
zpět na vstup dané vrstvy. To umožňuje realizovat složitější výpočty založené na
iteračním procesu a řešit tak například optimalizační úlohy. Příklad tohoto typu
struktury je Hopfieldova síť.
Nelineární síť s dopředným šířením signálu probíhá ve dvou fázích. Fáze učení,
která předchází fázi vlastní práce, slouží k určení váhových koeficientů, čímž ukládá
informace do paměti systému. Vlastní učení může probíhat s učitelem nebo bez uči-
tele. Při učení s učitelem jsou na vstup přivedeny trénovací vzorky, které jsou ve dvo-
jici s očekávaným výstupním vzorkem. Na základě této dvojice jsou pak upravovány
váhové koeficienty tak, aby se výstup co nejvíce podobal očekávanému výstupnímu
vzorku. Obecně platí, že s větším počtem trénovacích vzorků stoupá přesnost dané
sítě. Příkladem takovéto sítě je síť „back-propagation“.
Při učení bez učitele se na vstup přivedou trénovací data, na základě kterých se
postupně konfigurují váhové koeficienty tak, aby pro každý vstupní trénovací vzorek
existoval vždy jediný, jednoznačně určený výstup [7], [8].
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5 EXPERIMENTÁLNÍ PRACOVIŠTĚ
V této části bude popsáno pracoviště, na kterém bude v praktické části této práce
probíhat měření. Nejprve bude popsán kryptografický modul, který byl tvořen mik-
roprocesorem PIC16F84A, s implementovaným algoritmem AES, který byl popsán
v kapitole 1.6. Následně pak programový kód operace S-Box, na kterou bude analýza
zaměřena.
5.1 Vybavení měřícího pracoviště
Pracoviště bylo připraveno k měření v laboratoři PA-339. Na Obr. 5.1 můžeme vidět
schéma zapojení měřícího pracoviště.
:
:
PICDEM™ 2 PLUS
DEMO BOARD
PC Osciloskop DPO4032
CH2 CH1
Navzorkovaná data
GNDPříznak RA0Elektromagnetická sonda
PIC16F84
Programátor
MPLAB ICD2
RS-232
Obr. 5.1: Schéma měřícího pracoviště.
Součástí toho pracoviště (Obr. 5.2) jsou následující přístroje:
• PC – osobní počítač, na kterém je nainstalován operační systém Windows XP
SP3. Dále pak software MPLAB IDE ve verzi 8.63 a MATLAB ve verzi 7.0.1
určený k analýze a zpracování naměřených dat;
• digitální osciloskop – dvoukanálový digitální osciloskop DPO4032 od firmy
Tektronix. Maximální vzorkovací kmitočet činní 2,5GSa/s. Pro ukládání dat
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obsahuje rozhraní USB. Délka ukládaného záznamu je maximálně 10 milionů
vzorků [9];
• programátor MPLAB ICD2 – programátor určený k programování mikrokon-
trolérů PIC s USB a RS-232 rozhraními. Programátor je ovládán programem
MPLAB IDE, nainstalovaným na PC;
• vývojová deska PICDEM™ 2 PLUS – vývojová deska sloužící jako základ pro
programování a testování funkcí 18, 28 a 40 pinových mikroprocesorů řady
PIC16X a PIC18X. Na desce je zařazen 4MHz nebo 20MHz oscilátor [10];
• elektromagnetická sonda – ručně vyrobená elektromagnetická sonda pro sní-
mání magnetické složky blízkého elektromagnetické pole. Podrobnosti v kapi-
tole 5.2.
Obr. 5.2: Měřící pracoviště.
5.2 Elektromagnetická sonda
V této práci bude použita k měření magnetické složky blízkého EM pole ručně
vyrobená elektromagnetická sonda. Tato sonda byla vyrobena již dříve jako výsledek
jiné diplomové práce [11]. V této diplomové práci byly zhotoveny 4 různé sondy
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a byly porovnávány jednotlivé průběhy. Jako nejvhodnější sondou se jeví sonda
vyobrazená na Obr. 5.3. Tato sonda byla zhotovena z měděného drátu o průměru
d = 0,3mm, z 11 závitů navinutých do tvaru solenoidu s vnitřním průměrem 0,7mm,
naletovaným přibližně na 5 cm dlouhý koaxiální kabel s charakteristickou impedancí
50Ω s připojeným N konektorem [11].
Obr. 5.3: Sonda magnetické složky EM pole.
5.3 Kryptografický modul PIC16F84
Mikroprocesor PIC16F84A patří do skupiny PIC16CXX. Jedná se o universální 8bi-
tové jednočipové mikrokontrolery. Jsou vyrobeny pomocí technologie CMOS a jsou
založeny na rozšířené architektuře RISC. Mají oddělenou programovou a datovou
paměť. Instrukční sada se skládá z 35 instrukcí. Ty jsou vykonávány v jednom in-
strukčním cyklu. Výjimku tvoří pouze instrukce větvení programu, které jsou zpra-
covávány ve dvou cyklech [12].
Na Obr. 5.4 je vidět taktovací a instrukční cyklus mikroprocesoru PIC16F84A.
Pochopení této problematiky je stěžejní pro analýzu naměřených dat. Taktovací
signál z oscilátoru je interně dělen čtyřmi. Vzniknou tak 4 samostatné časovací sig-
nály nazvané Q1, Q2, Q3, Q4. V době každého takovéhoto samostatného časovacího
signálu se vykonávají určité specifické operace:
• cyklus Q1 – během tohoto cyklu je instrukce dekódována;
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• cyklus Q2 – během tohoto cyklu probíhá načtení dat (operandů);
• cyklus Q3 – v tomto cyklu proběhne vlastní vykonání instrukce;
• cyklus Q4 – v posledním cyklu jsou pak zapsány výsledky.
Q1
OSC
Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4
Q1
Q2
Q3
Q4
PC
Výstupní takt
PC PC + 1 PC + 2
Obr. 5.4: Taktovací a instrukční cyklus.
Tento proces však je u těchto typů mikroprocesorů PIC ovlivněn metodou tzv.
pipelining. Tato metoda provádí zřetězení nebo také překrývání dvou sousedních
instrukcí. Princip spočívá v paralelním zpracování instrukcí, kdy programový čítač
PC obsahuje adresu instrukce, která se má vykonávat až v následujícím instrukčním
cyklu. PC je inkrementován z každým Q1. Během doby trvání jednoho instrukčního
cyklu proběhne načtení instrukce na adrese PC + 1 a vykonání instrukce na adrese
PC [12].
Doba trvání jedné instrukce závisí na použitém oscilátoru. V našem případě je
použit oscilátor s frekvencí 4MHz. Jeden instrukční cyklus trvá 4 hodinové takty,
z čehož vyplývá, že doba trvání jednoho instrukčního cyklu je 1𝜇s.
5.4 Popis programu AES
Při měření bude použit program „Implementation of AES (Rijndael) 128 bit on
PIC16F84“. Tento program vytvořil Edi Permadi [13]. Vzhledem k tomu, že není
zkoumán celý algoritmus AES, ale jen jeho část, můžeme tento program upravit tak,
že se algoritmus provede pouze do části, kde dochází k substituci pomocí tabulky
S-Box.
Program tedy bude ve smyčce provádět operace AddRoundKey a SubBytes.
Zkrácení programu pomůže lépe zasynchronizovat osciloskop. Takto bude možné
s vyšší přesností provést analýzu úniku informací elektromagnetickým postranním
kanálem. Data budou před započetím každé smyčky SubBytes načtena do paměti
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tak, aby smyčka vždy pracovala se stejnými vstupními proměnnými. Do programu je
také přidána funkce, která při zmáčknutí tlačítek přičte nebo odečte hodnotu stavu
a pro kontrolu ji odešle po lince RS-232 do počítače. Část kódu provádějící operaci
SubBytes vypadá následovně:
;====================================================================
; Sbox SubBytes
;====================================================================
sub movlf pclath,sbox
movlf fsr,s0
suba movf indf,w
bsf SIG
call lookup
movwf indf
incf fsr,f
btfss fsr,5
bcf SIG
goto suba
return
;====================================================================
; Sbox Lookup Table
;====================================================================
lookup movwf pcl
org ($+0xff)&~0xff
sbox equ ($>>8)
dt 0x63,0x7c,0x77,0x7b,0xf2,0x6b,0x6f,0xc5,0x30,0x01,0x67,0x2b,...
dt 0xca,0x82,0xc9,0x7d,0xfa,0x59,0x47,0xf0,0xad,0xd4,0xa2,0xaf,...
dt 0xb7,0xfd,0x93,0x26,0x36,0x3f,0xf7,0xcc,0x34,0xa5,0xe5,0xf1,...
...
Před vlastním měřením je také nutné rozebrat si jednotlivé instrukce smyčky
SubBytes, zejména pak to, jestli trvají jeden nebo dva cykly a také co dělají. Smyčka
začíná instrukcí bsf SIG, která rozsvítí diodu LED0 a zároveň sepne výstup RA0,
čímž zajistíme správnou synchronizaci osciloskopu a končí instrukcí bcf SIG, která
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synchronizační signál vypne. Popis jednotlivých instrukcí je zde:
• BSF – Bit Set f
– Syntaxe: BSF f,b.
– Popis: bitově orientovaná instrukce, která nastavuje hodnotu bitu „b“
v registru „f“ na 1.
– Operace: 1 → (f<b>).
• BCF – Bit Clear f
– Syntaxe: BCF f,b.
– Popis: bitově orientovaná instrukce, která nastavuje hodnotu bitu „b“
v registru „f“ na 0.
– Operace: 0 → (f<b>).
• MOVF – Move f
– Syntaxe: MOVF f,d.
– Popis: bytově orientovaná instrukce, která ukládá obsah registru „f“, do
cílového registru „d“. Pokud „d“ = 0, cílem je registr W, pokud naopak
„d“ = 1, cílem je sám registr f.
– Operace: (f) + 1 → (cíl).
• CALL – Call Subroutine
– Syntaxe: CALL k.
– Popis: jedná se o dvoucyklovou instrukci, která provádí skok do podpro-
gramu.
• MOVWF – Move W to f
– Syntaxe: MOVWF f.
– Popis: bytově orientovaná instrukce, která provádí přesun registr „W“ do
registru „f“.
– Operace: (W) → (f).
• ORG – Set Program Origin
– Syntaxe: [label] ORG expr.
– Popis: pokud není ORG nijak specifikováno, program začíná na adrese 0.
V případě že je ORG definováno, tak je do proměnné [label] přiřazena
adresa definovaná v „expr“.
• EQU – Define an Assembler Constant
– Syntaxe: [label] equ expr.
– Popis: přířadí proměnnou (hodnotu) „expr“ k odkazu [label]. Tím způsobí
to, že proměnnou „expr“ můžeme následně volat proměnnou [label].
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• DT – Define Data Table
– Syntaxe: dt expr [,expr, . . . ,expr].
– Popis: vytváří sérii instrukcí RETLW, pro každý výraz „expr“ jednu.
Každý výraz musí nabývat 8bitové hodnoty. Používá se pro generování
tabulky dat.
• INCR – Increment f
– Syntaxe: INCF f,d.
– Popis: bytově orientovaná instrukce, která inkrementuje obsah registru
f a výsledek uloží buďto do registru W, pokud „d“ = 0, nebo naopak
pokud „d“ = 1, cílem je sám registr f.
– Operace: (f) + 1 → (cíl).
• BTFSS – Bit Test f, Skip if Set
– Syntaxe: BTFSS f,b.
– Popis: jedná se o dvoucyklovou instrukci. Pokud bit v registru „b“ = 0,
provede se další operace. V případě, že „b“ = 1, další operace se přeskočí
a namísto ní se vykoná instrukce NOP.
– Operace: přeskoč, když (f<b>) = 1.
• GOTO – Goto Adress
– Syntaxe: GOTO k.
– Popis: jedná se o řídící instrukci, která se skládá ze dvou cyklů, které ob-
sah registru „f“ uloží buďto do registru W, pokud „d“ = 0, nebo naopak
pokud „d“ = 1, cílem je sám registr f [12].
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6 ANALÝZA NAMĚŘENÝCH PRŮBĚHŮ
Cílem této diplomové práce je analyzovat S-Box (operaci SubBytes) v algoritmu
AES a pokusit se z naměřených průběhů určit tajný klíč algoritmu.
Měření probíhalo podle zapojení pracoviště probraném v kapitole 5.1. Osciloskop,
nebude-li řečeno jinak, byl nastaven dle Tab. 6.1.
Channel 2 zde neslouží jen k synchronizaci, ale také k orientaci v programu. Před
každou operací můžeme nechat bliknout LED0 a tím změnit stav příznaku RA0. Po
zobrazení synchronizačního signálu nad EM signál pak můžeme vidět doby, kdy
došlo ke změně operace a tím se pro účely analýzy lépe orientovat v naměřeném EM
průběhu.
Tab. 6.1: Nastavení osciloskopu pro měření EM emise
Channel 1 EM signál
Channel 2 Synchronizační signál
Snímací mód Průměrování – Average 16
Trigger mód Channel 2 – nástupná hrana
Coupling DC
Sampling rate Max. 2,5GSa/s
Délka záznamu 100 000 vzorků
6.1 Analýza EM průběhu programu AES
Na Obr. 6.1 můžeme vidět elektromagnetický signál (emisi) celého jednoho cyklu
upraveného programu AES. Je vidět, že implementovaný algoritmus je vykonán za
0,4ms. Z takového rozlišení nejsme schopni správně rozpoznat jednotlivé instrukce,
ale jsme schopni nalézt hranice mezi jednotlivými operacemi. Vidíme tak pouhým
okem hranici mezi první operací, kde se ukládá stav dat do registru, dále probíhá
operace AddRoundKey, která XORuje data s šifrovacím klíčem a pak vlastní operaci
SubBytes, kde je i vlastní tabulka S-Box.
Dále jsme také schopni vypozorovat, že všechny špičky v operaci SubBytes jsou
stejně vysoké. To je způsobeno tím, že na vstup jsou přivedeny v podobě dat samé
nuly a v podobě klíče samé jedničky. To nám po operaci AddRoundKey dá opět
samé jedničky. V operaci SubBytes jsou pak pomocí substituční tabulky všechny
jedničky nahrazeny novou hodnotou. V hexadecimálním vyjádření nám po operaci
AddRoundKey všechny bajty nabývají hodnoty „ff“. Po operaci SubBytes pak „16“.
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Obr. 6.1: EM signál celého cyklu upraveného programu AES.
6.2 Analýza EM průběhu operace SubBytes
Podíváme-li se na průběh operace SubBytes podrobněji, můžeme již rozpoznat jed-
notlivé instrukce mikroprocesoru, analyzovat průběh a následně určit části signálu,
kde by mohlo docházet k úniku citlivé informace, ze které bychom mohli zjistit klíč
šifry.
Na Obr. 6.2 vidíme emisi části operace SubBytes. Dochází zde k substituování
prvního bajtu. Příznak RA0 (zelený průběh) zde byl použit k rozpoznání instrukcí.
Červený průběh v grafu odděluje jednotlivé instrukce. Oproti příznaku RA0 je po-
sunut z důvodu toho, že vykonání instrukce se provádí až v jejím třetím taktovacím
cyklu. A tak se příznak RA0 objeví na výstupu až ve 3/4 instrukce.
Vynecháme-li instrukce BSF a BCF, které nám v této části programu jen rozsvěcují
a zhasínají LED0 a tím mění příznak RA0, zbydou nám instrukce MOVF, CALL, MOVWF,
ORG, EQU, DT, MOVWF, INCR a BTFSS. Z toho instrukce týkající se přímo S-Boxu jsou
instrukce ORG, která právě na tuto tabulku odkazuje, až po instrukci MOVWF, která
ukládá data do paměti.
Rozdíly v průbězích pro různá data, popřípadě šifrovací klíče, by tak měly být
právě v této části EM signálu.
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Obr. 6.2: EM signál operace SubBytes.
6.3 Nalezení rozdílů v průbězích
Porovnání průběhů pro různá vstupní data můžeme vidět na Obr. 6.3. Zde porovná-
váme tři průběhy substituce prvního bajtu. První rozdíl je, dle analýzy EM průběhu
v kapitole 6.2, v druhé části dvoucyklové instrukce CALL. Druhý rozdíl, který je
daleko lépe vidět, je v instrukci MOVWF, která je v grafu vyznačena příznakem RA0.
Instrukce MOVWF provádí přesun z registru do registru a přepisuje tak původní
stav stavem novým, který je dán tabulkou S-Box. Instrukce MOVWF je tak vhodnou
instrukcí k další analýze, ze které bychom mohli zjistit šifrovací klíč algoritmu AES.
Na Obr. 6.4 můžeme vidět emisi přímo pro celou instrukci MOVWF, se 3 různými
vstupními stavy. V grafu jsou naznačeny hodnoty v binárním zápisu po operaci
SubBytes. Porovnáme-li tyto tři průběhy EM signálu, zjistíme že se výrazně liší
zejména ve velikosti naměřené emise třetího taktovacího cyklu, což odpovídá cyklu
Q3, ve kterém probíhá vlastní vykonání instrukce.
Porovnáme-li více naměřených průběhů pro různá vstupní data 3. části instrukce
MOVWF, jako je tomu na Obr. 6.5, vidíme jednoznačný rozdíl ve velikosti emise. V grafu
jsou opět naznačeny hodnoty v binárním zápisu po operaci SubBytes. Rozdíly v emi-
sích jsou způsobeny různou spotřebou energie. Ta by měla odpovídat Hammingově
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Obr. 6.3: EM signál operace SubBytes – porovnání 3 průběhů.
váze, která je dána součtem jedniček v bitové kombinaci. To znamená, že když zpra-
cováváme data s vyšší Hammingovou vahou, kryptografický modul spotřebuje více
energie a tím pádem jí i více vyzáří do okolí v podobě EM emise, než při zpracovávání
stejně dlouhé bitové kombinace s nižší Hammingovou vahou.
V Tab. 6.2 jsou určeny Hammingovy váhy pro průběhy z Obr. 6.5. Tabulka je
seřazená od průběhu s největší EM emisí, po nejmenší. Je z ní patrné, že velikost EM
emise instrukce MOVWF na Hammingově váze nezávisí. Tato skutečnost je stejná i při
porovnání všech vstupních stavů. V tabulce jsou také uvedeny hodnoty Hammingovy
vzdálenosti, což je počet změn v bitové kombinaci před a po operaci SubBytes. Tedy
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Obr. 6.4: EM signál instrukce MOVWF – porovnání 3 průběhů.
počet paměťových CMOS invertorů, které je nutné překlopit, aby se do paměti
uložila nová hodnota. EM emise však nezávisí ani na této veličině. Jelikož toto
nesouhlasí s teorii, celé měření bylo tedy provedeno znovu, opět se stejnými výsledky
a byla tak vyloučena chyba měření. Naměřené průběhy tak lze použít.
Tato nezávislost může být způsobena ovlivněním EM emise instrukce MOVWF
v operaci SubBytes některou ze sousedních instrukcí, která se díky metodě pipe-
lining provádí paralelně právě s instrukcí MOVWF. Za normálních okolností by totiž
měla Hammingově váze, popřípadě vzdálenosti, odpovídat.
Tab. 6.2: Hammingova váha a vzdálenost pro vybrané vstupní hodnoty
Vstupní Stav po Stav po Hammingova Hammingova
stav AddRoundKey SubBytes váha vzdálenost
0000 0011 0010 1000 0011 0100 3 3
0000 0000 0010 1011 1111 0001 5 5
0000 0010 0010 1001 1010 0101 4 3
0000 0001 0010 1010 1110 0101 5 6
0000 0100 0010 1111 0001 0101 3 4
1111 1111 1101 0100 0100 1000 2 4
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Obr. 6.5: EM signál 3. části instrukce MOVWF – porovnání 6 průběhů.
6.4 Určení dalšího postupu
Z předchozích výsledků plyne, že i když EM emise instrukce MOVWF nezávisí na Ha-
mmingově váze ani vzdálenosti, jsou v průbězích dostatečně velké a jednoznačné
změny, které by bylo možné analyzovat a přiřadit tak k průběhu správný šifrovací
klíč algoritmu. Při určování dalšího postupu je možné uvažovat nad dvěma meto-
dami, jak získat šifrovací klíč. Jedná se o diferenciální elektromagnetickou analýzu
(kapitola 3.3.2), a nebo využití neuronových sítí (kapitola 4).
Diferenciální EM analýza je založena na změření stovek až tisíců opakování. Tato
analýza je velmi složitá závisí na přesnosti měření. Pokud by měření nebylo přesné,
tak by se výsledný diferenční signál nedal k analýze použít.
Jelikož v praxi je dosáhnout přesného měření složité, bude vhodnější pro určení
klíče zvolit metodu s využitím neuronových sítí, které se jsou schopné naučit roz-
poznávat EM emise pro všechny vstupní stavy a následně při rozpoznávání určit
podobnost průběhu, a tím i pravděpodobnost klíče použitého k šifrování.
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7 STANOVENÍ ŠIFROVACÍHOKLÍČE POMOCÍ
NEURONOVÉ SÍTĚ
Tato kapitola se zabývá vlastním stanovením šifrovacího klíče pomocí neuronových
sítí. Vychází z analýzy, která byla provedena v kapitole 6. Jako základ pro vytváření
neuronových sítí byl zvolen volně šiřitelný softwarový balík NETLAB Toolbox [14],
pracující pod prostředím MATLAB.
Cílem bude určit co nejpřesněji první bajt klíče šifrovacího algoritmu AES v mi-
kroprocesoru PIC16F84A. Jako vstupní data do neuronové sítě budou sloužit prů-
běhy EM emise 3. taktu instrukce instrukce MOVWF, naměřené na experimentálním
pracovišti. Bude použit náhodný kontrolní klíč o hodnotě 00101011𝑏, se kterým se
provede jedno měření pro všechny možné vstupní data (0–255) a poté opětovné mě-
ření, které bude sloužit jako kontrolní, ze kterého budeme klíč určovat. Celkem tedy
bude naměřeno 512 průběhů EM emise.
7.1 Zpracování naměřených dat
Tyto naměřené průběhy je nutné nejprve zpracovat, aby zůstala jen užitečná část
průběhu, které bude sloužit napřed k učení neuronové sítě a druhá kontrolní část
průběhu, která bude sloužit k určování šifrovacího klíče.
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Obr. 7.1: Princip zpracování naměřených dat skriptem nacti_uloz.m.
Naměřené průběhy jsou uloženy z osciloskopu ve formátu „.csv“. CSV je jedno-
duchý formát souborů určený pro výměnu tabulkových dat. Je složen ze řádků, na
kterých jsou jednotlivé hodnoty odděleny čárkou. Prvních 15 řádků v tomto souboru
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osciloskop používá k uložení informací o nastavení osciloskopu pro pozdější kontrolu.
První řádek s naměřenými hodnotami je tedy řádek s číslem 16. První hodnota je ča-
sová základna, druhá hodnota za čárkou je kanál 1, což je v našem případě naměřená
EM emise a třetí hodnota je kanál 2, což je příznak RA0. Dle nastavení osciloskopu
je délka ukládaných dat 100 000 vzorků. Poslední řádek v souboru má tedy číslo
100 015. Číslo v názvu souboru, například „255.csv“, značí vstupní hodnotu, která
se má šifrovat.
Pro zpracování dat je připraven skript nacti_uloz.m (příloha A.1) pro prostředí
MATLAB. Ten pracuje rovněž s připravenými funkcemi csv_import.m (příloha A.2)
a orez_priznak.m (příloha A.3). Skript nejprve načte pomocí funkce csv_import.m
ze všech souborů hodnoty EM emise a následně je pomocí funkce orez_priznak.m
upraví tak, aby zůstal jen 3. takt instrukce MOVWF. Následně tyto hodnoty uloží do
souboru s koncovkou „.mat“ (Obr. 7.1). To je soubor, který je používán v prostředí
MATLAB k uložení pole hodnot. Popisovaná část skriptu, ve které probíhá vlastní
zpracování naměřených dat, pak vypadá následovně:
for i = (cislo_prvni_hodnoty+1):(cislo_posledni_hodnoty+1);
[a_t a_ch1 a_ch2] = ...
csv_import(strcat(slozka_s_daty, ’/’, int2str(i-1),’.csv’));
[t(i,:) ch1(i,:) ch2(i,:)] = ...
orez_priznak(a_t, a_ch1, a_ch2, 1847, 2458);
end
7.2 Trénování neuronové sítě
Jak již bylo řečeno, jako základ pro vytvoření neuronové sítě byl zvolen NETLAB
Toolbox. Skripty pro ovládání tohoto prostředí budou rozděleny na učení neuronové
sítě a rozpoznávání šifrovacího klíče. V této kapitole bude popsáno nastavení a ovlá-
dání skriptu pro učení neuronové sítě. Skript se jmenuje uceni_neuronove_site.m
(příloha A.4).
Zpracovaná (trénovací) data mají 256 průběhů a každý z nich má 612 vzorků.
Na všechny tyto průběhy je třeba vytvořit klasifikační matici. Tato matice obsahuje
správný výsledek pro danou hodnotu a musí mít stejný počet řádků, jako je počet
průběhů. Počet sloupců se stanový jako celkový počet vzorků, tj. 256 x 612, což je
156 672 sloupců. Pak první řádek bude například vypadat tak, že prvních 612 hodnot
budou jedničky a zbývající hodnoty nuly. Pro druhý řádek budou jedničky od 613.
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hodnoty po 1224. hodnotu a zbytek nuly, atd. Takto se vytvoří matice pro všechny
průběhy. Je vidět, že se jedná o velké množství dat, na která by se síť učila velmi
dlouho (hodiny až dny).
7.2.1 Volba a úprava vstupních dat
Z analýzy dat z kapitoly 6.3 (Obr. 6.5) je vidět, že rozdíl EM emise pro různé průběhy
je znatelný pro celý 3. takt instrukce MOVWF. Je tedy možné spočítat z těchto průběhů
střední hodnotu, či použít maximální hodnotu, na které se pak neuronové síť naučí
mnohem rychleji. Pro srovnání klasifikační matice bude mít velikost jen 256 x 256.
Na Obr. 7.2 je porovnání maximální hodnoty z průběhu, se střední hodnotou
spočítanou z absolutních hodnot průběhu pro kompletní dvě sady měření. Hod-
noty jsou seřazeny pro přehlednost vzestupně. Z grafu je patrné, že střední hodnoty
sice nejsou tolik rozdílné jako maximální hodnoty, eliminují však možnou chybu při
měření, proto budou k učení sítě použity střední hodnoty spočítané z absolutních
hodnot průběhů.
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Obr. 7.2: Porovnání maximální a střední hodnoty 3. taktu instrukce MOVWF.
K určování šifrovacího klíče ze střední hodnoty není nutné použít neuronové sítě,
stačilo by použít prostý porovnávací algoritmus, který by na základě střední hodnoty,
vypočítané z kontrolního průběhu, vybral z trénovacích dat ty nejpodobnější. Použití
neuronové sítě zde však není na škodu. Učení na 256 středních hodnot trvá několik
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desítek sekund a je nutné ho provést pouze jednou, než se natrénovaná síť uloží. Navíc
toto řešení umožňuje kdykoliv přidat k rozpoznávání další parametry naměřených
průběhů.
%********************************************************************
% Vzorová data
%********************************************************************
data = mean(abs(movwf_1), 2) * 1000;
data = data - mean(data);
[data,index] = sort(data);
%********************************************************************
% Příprava matice
%********************************************************************
class = zeros(pocet_mereni,pocet_mereni * pocet_vzorku);
for i = 1 : pocet_mereni
for j = ((i * pocet_vzorku) - ...
pocet_vzorku + 1) : (i*pocet_vzorku)
class(i,j) = 1;
end
end
Vzorová (trénovací) data jsou nejprve převedena do absolutní hodnoty a pak je
pro každý průběh spočítána střední hodnota. Tato střední hodnota je řádu 10−6.
S takovými malými hodnotami by neuronová síť měla problémy z důvodu počtu
desetinných míst, proto střední hodnoty vynásobíme a zvýšíme tak řád na 10−3.
Dále od středních hodnot odečteme hodnotu jejich offsetu a seřadíme vzestupně.
Při řazení je nutné uložit si správný index průběhů kvůli pozdějšímu rozpoznání.
Klasifikační matice se pak automaticky vygeneruje dle počtu měření a vzorků.
7.2.2 Vytvoření neuronové sítě
Dále je nutné vytvořit si strukturu neuronové sítě. Ta v programu NETLAB Toolbox
má 3 vrstvy. Vstupní vrstva má stejný počet neuronů jako je počet vzorků v průběhu.
V našem případě se tedy o vstup stará pouze jediný neuron. Ve výstupní vrstvě musí
být stejný počet neuronů jako je délka jednoho řádku klasifikační matice, to znamená
256 neuronů. Střední (skrytá vrstva) může mít libovolný počet neuronů dle složitosti
úkonu. V našem případě je možné tento počet nastavit od asi 128 do 256 neuronů,
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se kterými vycházejí nejlepší výsledky. Poslední nastavení při vytváření struktury
neuronové sítě je typ aktivační funkce (’logistic’).
%********************************************************************
% Vytvoření a trénink neuronové sítě
%********************************************************************
nn = mlp(pocet_vzorku, pocet_neuronu, (pocet_vzorku * ...
pocet_mereni), ’logistic’); % Vytvoření neuronové sítě
options = zeros(1,18); % Reset konfiguračního pole
options(1) = vypis; % Výpis chyby během učení
options(14) = pocet_iteraci; % Počet trénovacích cyklů
[nn, options] = netopt(nn, options, data, class, ’scg’);
% Nastavení parametrů sítě a trénování
naucena_sit_nn = nn;
naucena_sit_data = data;
naucena_sit_index = index;
save(’data/naucena_sit’, ’naucena_sit_nn’, ’naucena_sit_data’,...
’naucena_sit_index’);
Trénování neuronové sítě probíhá pomocí funkce netopt. Do té je vložena struk-
tura sítě nn, nastavení options, trénovací data, klasifikační matice class a typ
optimalizační funkce. V nastavení je možné určit, jestli se má po každém cyklu vy-
psat aktuální chyba učení sítě a také počet iterací, nebo-li počet trénovacích cyklů
sítě. V našem případě je počet iterací nastaven na 500. Následně je natrénovaná
síť spolu s vzorovými daty a indexy uložena do souboru naucena_sit.mat. Tuto
natrénovanou síť je pak možné použít při rozpoznávání, aniž by jsme museli znovu
provést trénování sítě.
7.3 Klasifikace pomocí neuronové sítě
V této části je popsána klasifikace dat na základě již natrénované neuronové sítě.
Skript, který klasifikaci provádí se jmenuje rozpoznani_sifrovaciho_klice.m (pří-
loha A.5). Před klasifikací je nejprve nutné opět stejným způsobem, jako v případě
dat k trénování, upravit vstupní data. Ta jsou z jiné sady měření. Ke klasifikaci pak
z těchto dat bude vybrán vždy jen jeden průběh, respektive jeho střední hodnota.
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Ke klasifikace je použita funkce mlpfwd, do které vstupují data natrénované sítě
a vzorek určený ke klasifikaci. Výstupem pak je pole, které však pro každý průběh
obsahuje stejný počet výstupních hodnot, kolik je vzorků. V našem případě je vzorek
jen jeden pro každý průběh, takže není třeba nic upravovat. Ovšem všechny skripty
jsou dělány universální tak, aby v případě jiných vstupních dat nebylo třeba nic
upravovat.
Pole vys (výsledek) určuje jakousi podobnost klasifikovaného vzorku se vzoro-
vými daty. Tato podobnost se dá částečně vyjádřit i procentně, ovšem s tím, že
některé výsledky mohou vycházet i záporně či mohou přesahovat 100%. Je to dáno
nepřesností dané naučené sítě, která nemusí některé vzorky vyhodnotit správně.
%********************************************************************
% Využití natrénované neuronové sítě pro rozpoznání dat
%********************************************************************
res_1 = mlpfwd(naucena_sit_nn,data_1sit(vzorek,:));
% data_1sit je pole s vzorkem, který má být klasifikován
%********************************************************************
% Úprava dat ze sítě
%********************************************************************
for i = 1:pocet_mereni
vys(i) = sum(res_1(((i * pocet_vzorku) - pocet_vzorku + 1) : ...
(i * pocet_vzorku)) / pocet_vzorku);
end
7.3.1 Výsledky klasifikace dle střední hodnoty
Výsledek této kvalifikace hodně závisí na přesnosti měření. Jak je vidět na Obr. 7.2,
každá drobná odchylka může způsobit nepřesnost klasifikace až o několik vzorků.
Z tohoto důvodu není neuronová síť naučená na 100% a dané výsledky pak odpo-
vídají odhadu. Tomuto odhadu je možné nastavit v kódu hranici, od které už je
vzorek podobný a od které ještě ne. Jak je vidět na Obr. 7.3, naměřili bychom data
s dokonalou přesnotí, neuronová síť by nad stanovenou hranici vybrala průměrně
8 podobných vzorků a po seřazení podle podobnosti by pak správný vzorek byl na
1. až 2. místě.
V normálních podmínkách však nejsme schopni naměřit tak přesné data, aby
výsledky byly tak dobré. Na Obr. 7.4 jsou výsledky pro reálná data. V tomto případě
je síť schopna najít správný vzorek v 94,5% případů. Neuronová síť by v tomto
případě vybrala v průměru 18 až 19 hodnot a z toho by správný vzorek byl průměrně
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Obr. 7.3: Výsledek klasifikace dat pomocí střední hodnoty - vzorová data.
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Obr. 7.4: Výsledek klasifikace dat pomocí střední hodnoty - reálná data.
na 5. až 6. místě. Tyto výsledky také nejsou špatné. Dokáží značně zkrátit čas
potřebný k prolomení šifrovacího klíče pomocí útoku hrubou silou. Jelikož dokážeme
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s tak vysokou přesností vybrat množinu vzorků, mezi kterými je ten správný, je
možné tuto množinu použít jako indexy průběhů pro další neuronovou síť. Ta se již
bude učit na celé naměřené průběhy, ale jen ty, které jsou vybrány první neuronovou
sítí. Tím značně zkrátíme dobu potřebnou ke správnému naučení sítě.
7.3.2 Klasifikace pomocí celých průběhů
Klasifikace pomocí celých průběhů probíhá stále ve stejném skriptu. K učení je
použita zvláštní funkce (příloha A.6), které ale funguje naprosto stejně jako v případě
učení na střední hodnotu. Rozdílná je pouze velikost sítě, která je závislá na počtu
vybraných průběhů z předchozí neuronové sítě. Ve střední vrstvě neuronové sítě je
použito 64 neuronů a trénování probíhá v tisíci cyklech. Učení neuronové sítě v tomto
případě trvá dle počtu vybraných průběhů několik minut. Výsledek této klasifikace
ještě zpřesňuje výběr správných vzorků, ze kterých se určí šifrovací klíč.
7.4 Stanovení šifrovacího klíče
Stanovení šifrovacího klíče využívá obousměrného kódování funkce XOR. Nejprve
je ze vzorových hodnot vypočítán stav po operaci AddRoundKey k jednotlivým prů-
běhům. Při měření vzorových hodnot musíme tedy znát stav, který do šifrovacího
modulu vstupuje, tak i klíč, kterým je stav šifrován. Výsledkem je množina hodnot,
které vstupují do operace SubBytes a jsou svázány indexem s naměřeným průběhem.
Obr. 7.5: Výstup programu MATLAB pro zkoumaný průběh č. 15.
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Po určení podobných průběhů zkoumaného průběhu použijeme jejich indexy
a opětovným XORováním množiny hodnot s hodnotou (stavem) zkoumaného prů-
běhu, která byla šifrována, získáme šifrovací klíče. Těchto klíčů je několik. Ke kaž-
dému je pak přiřazena pravděpodobnost z první a druhé neuronové sítě, která upřed-
nostní některé klíče před druhými.
Na Obr. 7.5 je finální výstup ze skriptu rozpoznani_sifrovaciho_klice.m pro
průběh číslo 15, který byl měřen při šifrování hodnoty 14𝑑. Číslo měření a stav ve
výstupu jsou hodnoty vzorových dat. Tyto čísla se v našem případě shodují i se
zkoumanými daty, protože byly naměřeny se stejným klíčem. První síť vybrala pro
tento průběh jen 5 podobných a správný šifrovací klíč 00101011𝑏 vyhodnotila jako
druhý. Ve druhé síti se tento průběh pak umístil jako nejpravděpodobnější správný.
Obr. 7.6: Výstup programu MATLAB pro zkoumaný průběh č. 143.
Na Obr. 7.6 je pak pro porovnání výstup pro průběh číslo 143. Zde první neuro-
nová síť vybrala 17 podobných průběhů a ten se správným klíčem vyhodnotila jako
třetí nejpodobnější. Druhá neuronová síť pak tento průběh vyhodnotila jako pátý
nejpravděpodobnější.
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Z těchto výsledků je patrné, že nelze spoléhat jen na data z jedné neuronové sítě.
Není pravidlem, že jedna síť má lepší výsledky než druhá, avšak podíváme-li se na
celkové výsledky, je z nich patrné, že pomocí elektromagnetické postranního kanálu
lze značně snížit počet klíčů pro útok hrubou silou, což značně ohrožuje bezpečnost
šifrovacího algoritmu AES.
Šifrovací algoritmus AES 128b má 2128 možných klíčů. To se dá vyjádřit i jako
25616. Celkově se tedy jedná o zhruba 3, 4 × 1038 klíčů. Z výsledků této práce ale
plyne, že jsme schopni v reálných podmínkách snížit počet možností pomocí útoku
elektromagnetickým postranním kanálem z 256 na 5, v průměru pak na 19 pro každý
z šestnácti bajtů klíče. Z toho vyplývá jen 516 až 1916 možných klíčů. Jedná se tedy
o zhruba 1, 5 × 1011 až 2, 9 × 1020 možností. Pro srovnání, algoritmus DES 56b,
který již byl hrubou silou prolomen, má počet možných klíčů 7, 2× 1016 [15]. Jedná
se tedy o číslo, které je již možné prolomit pomocí útoku hrubou silou. Je tedy třeba
dávat velký pozor na implementaci algoritmu do kryptografického modulu, protože
postranní kanály mají v této problematice velký potenciál.
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8 OBRANA PROTI ÚTOKU EM POSTRAN-
NÍM KANÁLEM
Z výsledků této práce vyplývá, že je nutné klást velký důraz na implementaci šif-
rovacího algoritmu do kryptografického modulu. Útok postranním kanálem totiž
neútočí přímo na šifrovací algoritmus, ale spíše na jeho hardwarovou implementaci.
V současné době je již popsáno hodně strategií vedoucích k zamezení či stížení útoku
elektromagnetickým postranním kanálem.
Obecně můžeme tyto strategie rozdělit do tří skupin. První skupina se snaží roz-
bít vztah mezi jednotlivými běhy programu, například pomocí zavedení náhodných
časových posuvů, vkládáním falešných instrukcí, či náhodným prováděním instrukcí.
Druhá skupina nahrazuje kritické instrukce jinými, jejichž EM emisi je těžké ana-
lyzovat. Třetí skupina pracuje na principu maskování dat pomocí vnesení náhodně
vygenerované masky v každém běhu programu.
8.1 Náhodnost
Jedním z nejpoužívanějších opatření je vnášení náhodnosti do veličin ovlivňujících
EM emisi kryptografického modulu. Může se jednat o náhodnou změnu napájecího
proudu či změnu délky času prováděné operace. To má za následek změnu EM emise,
kterou útočník nemůže předpovídat.
Z hlediska hardwarové implementace se pak používá metoda zvýšení úrovně vy-
zářeného neužitečného EM signálu. Využívá se přídavné vodivé mřížky, která je
implementovaná ve vrchní části mikroprocesoru. Mřížka se v praxi skládá z proklá-
daného zemnícího a napájecího přívodu a tak ní protéká proud, který je v ideálním
případě náhodný. Výhodou je, že v případě narušení této mřížky dojde k přerušení
obvodu a kryptografický modul přestává fungovat [5].
8.2 Skrývání signálu
Dalším možným protiopatřením je analýza stávajícího assembler kódu a nahrazení
instrukcí, u kterých je otisk EM emise dobře čitelný, instrukcemi, které je těžké
analyzovat a otisk EM emise je nejednoznačný.
Skrytí signálu je možné také pomocí změny hardwarového návrhu mikroproce-
soru, kdy je na mikroprocesor přidáno stínění vrstvami mědi, či hliníku. Toto řešení
je nejzákladnější opatření proti útoku EM postranním kanály a prakticky tak zne-
možňuje naměření jakékoliv EM emise, ze které by bylo možné dešifrovat citlivé
informace. Další možností je použití obvodů se sníženou spotřebou energie, jejichž
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EM emise je minimální. Jedním ze způsobů je technika SOI (Silicon On Insulator).
Ta využívá k výrobě mikroprocesorů silikon-izolátor-silikonových substrátů, které
na rozdíl od běžných silikonových substrátů snižují vliv parazitních kapacit a zvy-
šují výkonnost, což má za následek snížení spotřeby a tím pádem i minimalizaci EM
emise.
Se změnami výrobní technologie dochází také k znemožnění zpětného inženýrství
a tím zamezení získání obvodového řešení. Na Obr. 8.1 je vidět porovnání starší tech-
nologie, u které lze snadno pozorovat po odstranění primární vrstvy druhou vrstvu
mikročipu a novější technologie, u které je skládání vrstev na sebe vyřešeno pomocí
planárního nárůstu za pomoci chemicko-mechanického leštění předchozí vrstvy. Tím
se znesnadní odstranění vyšších vrstev [16].
Obr. 8.1: Porovnání technik výroby mikroprocesorů PIC.
8.3 Maskování signálu
Maskování signálu je jednou z nejúčinějších metod při ochraně před útokem postran-
ním kanálem. Princip je jednoduchý. Zpráva a klíč jsou před výpočtem maskovány
nějakou náhodnou maskou. EM emise je tak prakticky nezávislá na hodnotách klíče
a citlivých dat. V případě že útočník zachytí EM emisi, nemůže z ní zjistit žádné cit-
livé informace. EM emise nese informaci, jak o citlivé informaci, tak použité masce,
ale bez znalosti jedné hodnoty nelze odhalit ta druhá a tak je pro něj EM emise
nečitelná [5].
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9 ZÁVĚR
Cílem této diplomové práce bylo seznámit se s problematikou útoku pomocí elektro-
magnetického postranního kanálu, s vlastním experimentálním pracovištěm a po-
kusit se z naměřených průběhů za pomoci diferenciální analýzy nebo s využitím
neuronových sítě určit šifrovací klíč algoritmu AES.
K realizování útoku elektromagnetickým postranním kanálem na šifrovací al-
goritmus AES bylo nejprve nutné nastudovat problematiku tohoto typu útoků,
který využívá vyzařování elektromagnetického pole v okolí zařízení, kterými pro-
téká proud. Dále také strukturu šifrovacího algoritmu AES, technologii výroby mi-
kroprocesoru PIC16F84A a implementaci algoritmu do tohoto procesoru. Toto je
popisováno v teoretické části této diplomové práce.
Na základě těchto poznatků bylo realizováno měření na pracovišti připraveném
v laboratoři PA-339 v budově ústavu telekomunikací FEKT VUT v Brně. Toto mě-
ření mělo za úkol analyzovat emisi elektromagnetickým postranním kanálem. Nej-
prve byla rozebrána emise celého programu AES, ze které bylo postupně možné
určit místo, kde se provádí operace S-Box. Poté byly z průběhu určeny instrukce,
které by mohly způsobit únik nežádoucích informací. Na základě těchto rozborů byla
následně nalezena citlivá informace v instrukci MOVWF, která ukládá výsledky ope-
race S-Box do paměti mikroprocesoru. Jako nejvhodnější postup určení šifrovacího
klíče byly určeny neuronové sítě.
Poté byly na pracovišti naměřeny dvě sady měření pro všechny vstupní stavy.
Tyto data bylo nejprve nutné zpracovat. Za tímto účelem byl vytvořeny skripty pro
prostředí MATLAB. Následně pak byla vytvořena neuronová síť, která se učila po-
mocí středních hodnot první sady měření. Z druhé sady měření pak byl náhodně
vybrán průběh a pomocí natrénované neuronové sítě pak byly určeny nejpodobnější
průběhy. Tyto průběhy byly použity k natrénování další neuronové sítě, které vy-
užívala již všechny vzorky průběhu. Výsledkem byla množina podobných hodnot,
u kterých byla určena pravděpodobnost.
Ze znalosti klíče použitého u vzorových dat a stavu vstupu u vybraného mě-
ření z kontrolních dat pak byly vypočítány na základě obousměrnosti funkce XOR
šifrovací klíče. U každého klíče byla také podle podobnosti průběhů určena prav-
děpodobnost, že je správný. Tento postup fungoval v 94,5% případů a umožňoval
snížit počet klíčů pro útok hrubou silou z 3, 4× 1038 na 2, 9× 1020.
Na závěr byla na základě těchto výsledků vyhodnocena účinnost útoku elektro-
magnetickým postranním kanálem a byly probrány způsoby a metody, jak se tomuto
útoku bránit a znemožnit tak unik citlivých informací touto cestou.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
AES Advanced Encryption Standard
CMOS Complementary Metal–Oxide–Semiconductor
DA Differential Analysis
DEMA Differential Electromagnetic Analysis
DES Data Encryption Standard
DPS Deska plošných spojů
DSS Digital Signature Standard
ECC Elliptic Curve Cryptography
EM Elektromagnetický
IDEA International Data Encryption Algorithm
IO Integrovaný obvod
MOS-FET Metal–Oxide–Semiconductor Field-Effect Transistor
PC Personal Computer
PIN Personal Identification Number
RSA Rivest Shamir Adleman
SA Simple Analysis
SEMA Simple Electromagnetic Analysis
SOI Silicon On Insulator
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A SKRIPTY PRO PROSTŘEDÍ MATLAB
A.1 Skript ’nacti_uloz.m’
%********************************************************************
% Funkce nacti_uloz()
%********************************************************************
% Tato funkce načte naměřená data uložená osciloskopem ve formátu
% .csv z příslušné složky, ořeže instrukci movwf, vybere užitečná
% data (3. takt instrukce movwf a uloží do příslušného souboru .mat.
%
% Naměřená data musí mít název ve tvaru "číslo.csv", a musí mít:
% 100015 řádků (15 řádků text, 100000 řádků vzorky),
% čárkou oddělené 3 hodnoty - 1. čas, 2. em-signál, 3. příznak.
%
% Příznak musí být spuštěn před instrukcí movwf a vypnut hned po ní.
%********************************************************************
function nacti_uloz()
close all
clear all
clc
disp(’Spuštění funkce nacti_uloz()’);
addpath(’funkce’)
%% Nastavení funkce
disp(’ ’);
disp(’Inicializace a nastavení skriptu:’);
cislo_prvni_hodnoty = 0;
disp(strcat(’Název prvního souboru:’, ...
int2str(cislo_prvni_hodnoty), ’.csv’));
cislo_posledni_hodnoty = 255;
disp(strcat(’Název posledního souboru:’, ...
int2str(cislo_posledni_hodnoty), ’.csv’));
slozka_s_daty = ’1mereni’;
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disp(strcat(’Složka s daty:’, slozka_s_daty));
nazev_ciloveho_souboru = ’kontrolni_data_movwf_1’;
disp(strcat(’Název cílového souboru:’, ...
nazev_ciloveho_souboru, ’.mat’));
%% Tělo funkce
disp(’ ’);
disp(’Načítám a upravuji data’);
for i = (cislo_prvni_hodnoty+1):(cislo_posledni_hodnoty+1);
% načtení dat ze souborů pomocí funkce csv_import
[a_t a_ch1 a_ch2] = ...
csv_import(strcat(slozka_s_daty, ’/’, int2str(i-1),’.csv’));
% ořezání dat pomocí funkce orez_priznak -
% ponechá jen 3. takt MOVWF
[t(i,:) ch1(i,:) ch2(i,:)] = ...
orez_priznak(a_t, a_ch1, a_ch2, 1847, 2458);
end
%% Uložení do souboru
disp(’Ukládám data’);
movwf = ch1; % uloží pouze EM emisi
save(nazev_ciloveho_souboru, ’movwf’)
disp(’Hotovo’);
end
A.2 Funkce ’csv_import.m’
%********************************************************************
% Funkce [sloupec_0,sloupec_1,sloupec_2] = csv_import(file)
%********************************************************************
% Tato funkce importuje data ze souboru .csv a vrátí je zpět.
%
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% Data musí mít:
% 100015 řádků (15 řádků text, 100000 řádků vzorky),
% čárkou oddělené 3 hodnoty - 1. čas, 2. em-signál, 3. příznak.
%********************************************************************
function [sloupec_0,sloupec_1,sloupec_2] = csv_import(file)
sloupec_0 = (csvread(file, 15, 0, [15,0,100014,0]))’;
sloupec_1 = (csvread(file, 15, 1, [15,1,100014,1]))’;
sloupec_2 = (csvread(file, 15, 2, [15,2,100014,2]))’;
end
A.3 Funkce ’orez_priznak.m’
%********************************************************************
% Funkce [orezane_t,orezane_ch1,orezane_ch2] =
% = orez_priznak(orez_t,orez_ch1,orez_ch2, od, do)
%********************************************************************
% Tato funkce ořeže data podle příznaku na instrukci movwf,
% vybere užitečná data (3. takt instrukce movwf a vrátí je zpět.
%********************************************************************
function [orezane_t,orezane_ch1,orezane_ch2] = ...
orez_priznak (orez_t,orez_ch1,orez_ch2, od, do)
delka_pole = length(orez_t);
delka_nove_pole = 0;
for i = 1:delka_pole
if orez_ch2(i) > 4
delka_nove_pole = delka_nove_pole + 1;
orezane_t(delka_nove_pole) = orez_t(i);
orezane_ch1(delka_nove_pole) = orez_ch1(i);
orezane_ch2(delka_nove_pole) = orez_ch2(i);
end
end
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orezane_t = orezane_t(od:do);
orezane_ch1 = orezane_ch1(od:do);
orezane_ch2 = orezane_ch2(od:do);
end
A.4 Skript ’uceni_neuronove_site.m’
%********************************************************************
% Inicializace skriptu
%********************************************************************
close all
clear all
clc % Smazání příkazového okna
disp(’Inicializace skriptu’);
addpath(’netlab’) % Přidání cesty k toolboxu
pocet_neuronu = 256; % použít 128 - 256 neuronů
pocet_iteraci = 500; % k natrénování stačí 500 cyklů
vypis = 1; % Výpis průběhu při učení sítě (1 - zapnuto, 0 - vypnuto)
%********************************************************************
% Vzorová data
%********************************************************************
disp(’Načtení dat’);
load data/kontrolni_data_movwf_1;
movwf_1 = movwf;
disp(’Příprava dat’);
data = mean(abs(movwf_1), 2) * 1000;
data = data - mean(data);
[data,index] = sort(data);
pocet_mereni = length(data(:,1));
pocet_vzorku = length(data(1,:));
%********************************************************************
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% Příprava matice
%********************************************************************
disp(’Vytváření klasifikační matice’);
class = zeros(pocet_mereni,pocet_mereni * pocet_vzorku);
for i = 1 : pocet_mereni
for j = ((i * pocet_vzorku) - ...
pocet_vzorku + 1) : (i*pocet_vzorku)
class(i,j) = 1;
end
end % Klasifikační vzor
%********************************************************************
% Vytvoření a trénink neuronové sítě
%********************************************************************
disp(’Vytváření neuronové sítě’);
nn = mlp(pocet_vzorku, pocet_neuronu, (pocet_vzorku * ...
pocet_mereni), ’logistic’); % Vytvoření neuronové sítě
disp(’Nastavení parametrů neuronové sítě’);
options = zeros(1,18); % Reset konfiguračního pole
options(1) = vypis; % Výpis chyby během učení
options(14) = pocet_iteraci; % Počet trénovacích cyklů
disp(’Trénování neuronové sítě’);
tic;
[nn, options] = netopt(nn, options, data, class, ’scg’);
% Nastavení parametrů sítě
toc;
disp(’Ukládání sítě’);
naucena_sit_nn = nn;
naucena_sit_data = data;
naucena_sit_index = index;
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save(’data/naucena_sit’, ’naucena_sit_nn’, ’naucena_sit_data’,...
’naucena_sit_index’);
disp(’Hotovo’);
%********************************************************************
A.5 Skript ’rozpoznani_sifrovaciho_klice.m’
%********************************************************************
% Inicializace skriptu
%********************************************************************
close all
clear all
clc % Smazání příkazového okna
disp(’Inicializace skriptu’);
addpath(’netlab’) % Přidání cesty k toolboxu
addpath(’funkce’)
%********************************************************************
% Kontrolní data
%********************************************************************
disp(’Načtení dat’);
load data/kontrolni_data_movwf_1;
movwf_1 = movwf; % Data použitá k tréninku
load data/kontrolni_data_movwf_2;
movwf_2 = movwf; % Data sloužící k rozpoznávání
%********************************************************************
% Příprava dat
%********************************************************************
disp(’Příprava dat’);
% Slouží ke změně dat, na kterých bude prováděna klasifikace
vzorek = 15; % Výběr vzorku z dat k rozpoznání (1-256)
data_1sit = movwf_2; % Výběr dat k rozpoznání
hodnota_vzorku = vzorek - 1; % ...
% Dekadicky vyjádřená hodnota stavu (vstupu) do AES vybraného vzorku
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data_2sit = data_1sit(vzorek,:);
data_2sit = (data_2sit - mean(data_2sit, 2)) * 1000;
data_1sit = mean(abs(data_1sit), 2) * 1000;
data_1sit = data_1sit - mean(data_1sit);
%********************************************************************
% Vzorová data
%********************************************************************
load data/naucena_sit;
% naucena_sit_nn
% naucena_sit_data
% naucena_sit_index
klic = 43; % Klíč použitý u vzorových dat
po_xorovani = bitxor(0:255, klic);
for i = 1:length(movwf_1(:,1))
data_vzor(i,:) = (movwf_1(i,:) - mean(movwf_1(i,:), 2)) * 1000;
end
%********************************************************************
% Využití natrénované neuronové sítě pro rozpoznání dat
%********************************************************************
disp(’Klasifikace dat pomocí neuronové sítě’);
pocet_mereni = length(data_1sit(:,1));
pocet_vzorku = length(data_1sit(1,:));
res_1 = mlpfwd(naucena_sit_nn,data_1sit(vzorek,:));
% data_1sit je pole s vzorkem, který má být klasifikován
%********************************************************************
% Úprava dat ze sítě
%********************************************************************
for i = 1:pocet_mereni
vys(i) = sum(res_1(((i * pocet_vzorku) - pocet_vzorku + 1) : ...
(i * pocet_vzorku)) / pocet_vzorku);
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end
disp(’Klasifikace dat dokončena’);
%********************************************************************
% Vybírání podobných hodnot podle procentuální podobnosti
%********************************************************************
disp(’Vybírání podobných hodnot podle procentuální podobnosti’);
j = 1;
for i = 1:pocet_mereni
if vys(i) > 0.01 % Hranice výběru podobných dat (0.01)
podobne_hodnoty_vys(j) = vys(i);
podobne_hodnoty_index(j) = naucena_sit_index(i);
j = j + 1;
end
end
pocet_mereni_2 = length(podobne_hodnoty_index);
for i = 1:pocet_mereni_2
podobne_hodnoty(i,:) = data_vzor(podobne_hodnoty_index(i),:);
end
pocet_vzorku_2 = length(podobne_hodnoty_index(1,:));
fprintf(’Vybráno %d hodnot\n’, pocet_mereni_2);
%********************************************************************
% Vytváření a učení nové neuronové sítě pouze s vybranými naměřenými
% průběhy
%********************************************************************
disp...
(’Vytváření a učení neuronové sítě pouze s vybranými průběhy...’);
nn_2 = funkce_uceni_neuronove_site(podobne_hodnoty, 64, 1000, 0);
disp(’Opětovná klasifikace dat pomocí neuronové sítě’);
res_2 = mlpfwd(nn_2,data_2sit);
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%********************************************************************
% Úprava dat ze sítě
%********************************************************************
for i = 1:pocet_mereni_2
vys_2(i) = sum(res_2(((i*pocet_vzorku_2) - pocet_vzorku_2 + ...
1) : (i * pocet_vzorku_2)) / pocet_vzorku_2);
end
disp(’Klasifikace dat dokončena’);
%********************************************************************
% Textová prezentace a nalezení klíče
%********************************************************************
disp(’Určení možných klíčů:’);
for i = 1:pocet_mereni_2
mozny_klic = ...
bitxor(hodnota_vzorku, po_xorovani(podobne_hodnoty_index(i)));
fprintf(’Č. měření %.3d’, podobne_hodnoty_index(i));
fprintf(’ (Stav %.3d)’, podobne_hodnoty_index(i)-1);
fprintf(’\tPodobnost:\t1.síť: %4.1f’, ...
abs(podobne_hodnoty_vys(i)*100));
fprintf(’\t\t2.síť: %4.1f’, abs(vys_2(i)*100));
fprintf(’\t\tKlíč: %s\n’, dec2bin(mozny_klic,8));
end
%********************************************************************
% Grafické znázornění procentuální podobnosti
%********************************************************************
figure(1)
hold on
scatter(naucena_sit_index-1,abs(vys*100), ’b’,’+’)
scatter(podobne_hodnoty_index-1,abs(vys_2*100),’r’,’+’)
figure(1)
h=title([’\bfPodobné hodnoty’]);
set(h,’FontName’,’Arial’)
set(gca,’xlim’, [0 pocet_mereni-1])
xlabel(’{{\itn}} [-] \rightarrow’)
ylabel(’{{\itProcentuální podobnost}} [%] \rightarrow’)
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legend(’{\bf1. síť}’, ’{\bf2. síť}’)
grid on
%********************************************************************
A.6 Funkce ’funkce_uceni_neuronove_site.m’
%********************************************************************
% Funkce [nn] = funkce_uceni_nn_site(vstupni_data, ...
% pocet_neuronu, pocet_iteraci, vypis)
%********************************************************************
% Tato funkce slouží k naučení neuronové sítě, pro rozpoznání
% šifrovacího klíče z celých průběhů 3. taktu instrukce MOVWF.
%
% Vstup je matice se vstupními daty, počet neuronů střední vrstvy,
% pocet iteraci, které se při učení sítě provedou a nastavení výpisu
% chyby při učení sítě.
%********************************************************************
function [nn] = funkce_uceni_neuronove_site(vstupni_data, ...
pocet_neuronu, pocet_iteraci, vypis)
%********************************************************************
% Inicializace skriptu
%********************************************************************
addpath(’netlab’) % Přidání cesty k toolboxu
%********************************************************************
% Vzorová data
%********************************************************************
data = vstupni_data;
pocet_mereni = length(data(:,1));
pocet_vzorku = length(data(1,:));
%********************************************************************
% Příprava matice
%********************************************************************
class = zeros(pocet_mereni,pocet_mereni * pocet_vzorku);
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for i = 1 : pocet_mereni
for j = ...
((i * pocet_vzorku) - pocet_vzorku + 1) : (i*pocet_vzorku)
class(i,j) = 1;
end
end % Klasifikační vzor
%********************************************************************
% Vytvoření a trénink neuronové sítě
%********************************************************************
nn = mlp(pocet_vzorku, ...
pocet_neuronu, (pocet_vzorku * pocet_mereni), ’linear’);
%Vytvoření neuronové sítě
options = zeros(1,18); % Reset konfiguračního pole
options(1) = vypis; % Výpis chyby během učení
options(14) = pocet_iteraci; % Počet trénovacích cyklů
tic;
[nn, options] = netopt(nn, options, data, class, ’scg’);
% Nastavení parametrů sítě
toc;
end
%********************************************************************
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B OBSAH ELEKTRONICKÉ PŘÍLOHY
Adresář / Soubor Obsah / Popis
∖data Uložená upravená data vzorové a kontrolní
sady naměřených průběhů EM emise
a uložená naučená neuronová síť.
∖funkce Vytvořené funkce potřebné ke spuštění
vytvořených sktiptů v MATLABu.
∖netlab Použitý NETLAB Toolbox.
∖upraveny-aes-128b-pic16f84 Upravený program AES 128b pro
mikroprocesor PIC16F84A.
∖nacti_uloz.m Skript pro načtení a uložení dat ze souborů
s koncovkou .csv.
∖napoveda-skripty.pdf Nápověda k nastavení a spuštění
skriptů v MATLABu.
∖rozpoznani_sifrovaciho_klice.m Skript pro rozpoznání šifrovacího klíče.
∖uceni_neuronove_site.m Skript pro učení neuronové sítě.
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C OBSAH PŘILOŽENÉHO DVD
Adresář na DVD Obsah
∖aes-pic16f84 Původní verze programů pro mikroprocesor PIC16F84A.
∖Diplomová práce Elektronická podoba diplomové práce.
∖Elektronická příloha Elektronická příloha diplomové práce, se všemi kódy
z MATLABu.
∖Literatura Elektronická verze použité literatury.
∖Naměřená data Obě kompletní sady naměřených vzorků EM emise ve
formátu .csv.
∖Ostatní Ostatní užitečné programy a skripty.
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