Introduction
The last two decades have seen tremendous progress in understanding the moments of central values in families of L-functions. There are now precise, and widely believed, conjectured asymptotic formulae for moments in several important families (see [3] , [9] , [21] , [22] ), and these conjectures have been verified in a variety of cases (see for example [1] , [4] , [30] ). Furthermore, the work of Rudnick and Soundararajan ( [27] , [28] ), together with its extension by the authors in [25] , produces lower bounds of the conjectured order of magnitude for all moments larger than the first, provided a little more than the first moment can be computed. In this paper, we enunciate a complementary principle, which (roughly speaking) establishes that if one can compute a little more than a particular moment for some family of Lfunctions, then upper bounds of the conjectured order of magnitude hold for all smaller moments. Conditional on the Generalized Riemann Hypothesis, the work of Soundararajan [31] together with its sharp refinement by Harper [13] establishes the conjectured upper bounds for moments in many families; our work may be viewed as an unconditional analog of such results, but for a restricted range of moments. We shall illustrate our method for the important and well-studied family of quadratic twists of an elliptic curve. Here the first moment for central L-values is known, but the second moment can (at present) only be calculated assuming GRH (by adapting the argument of [30] ). However, there is enough flexibility for us to work out an upper bound for all moments below the first. These ideas also enable us to study the distribution of the logarithm of the central L-values (when these are nonzero) and establish a one sided central limit theorem; this supports a conjecture of Keating and Snaith [21] , and is an analog of Selberg's theorem on the normal distribution of log |ζ( 1 2 + it)|. Finally, our work leads to a conjecture on the distribution of the order of the Tate-Shafarevich group for rank zero quadratic twists of an elliptic curve, and establishes the upper bound part of this conjecture (assuming the Birch-Swinnerton-Dyer conjecture).
Let us now describe our results more precisely. Let E be an elliptic curve defined over Q with conductor N. Write the associated Hasse-Weil L-function as
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where the coefficients are normalized such that the Hasse bound reads |a(n)| ≤ d(n) for all n, and so the center of the critical strip is 1 2 . Recall that L(s, E) has an analytic continuation to the entire complex plane and satisfies the functional equation Λ(s, E) = ǫ E Λ(1 − s, E),
where ǫ E , the root number, is ±1, and Λ(s, E) = √ N 2π s Γ(s + log log |d| log log |d| ≥ V is at most |{d ∈ E, |d| ≤ X}| 1 √ 2π
2 dx + o(1) .
The connection between moments and analogs of Selberg's theorem for central values in families of L-functions is discussed in [31] , where the possibility of establishing upper bounds as in Theorem 2 conditional on the Generalized Riemann Hypothesis is mentioned. Furthermore, if in addition to GRH one assumes the one level density conjectures of Katz and Sarnak [20] then the full Keating-Snaith conjecture on the normality of log L( 1 2 , E d ) would follow. In certain families of L-functions, Hough [16] has established unconditionally analogs of our Theorem 2. Hough's method relies on zero density results which show that most zeros of the L-functions under consideration lie near the critical line. While such zero density results are known in a number of cases, the family of quadratic twists of an elliptic curve is an example where such results remain elusive. The method used here is different (and perhaps simpler) and uses only knowledge about the first moment (plus epsilon) in the family.
In view of the Birch and Swinnerton-Dyer conjectures, our work contributes to the understanding of the distribution of the order of the Tate-Shafarevich group for those quadratic twists with analytic rank zero. Define, for d ∈ E, , E d ) = 0 then the Birch and Swinnerton-Dyer conjecture predicts that S(E d ) equals the order of the Tate-Shafarevich group X(E d ). Now Ω(E d ) is about size 1/ |d|, and the Tamagawa factors T p (d) are generically 1 and for p|d equal one more than the number 1 2 log log |d| log log |d| ≥ V are both
Analogously to Theorems 1, 2 and 3, our methods would enable us to obtain sharp upper bounds for the k-th moment (with 0 ≤ k ≤ 1) in this family, and also the upper bound part of Conjecture 2 (unconditionally for the distribution of log L( 1 2 , E d ), and restricted to twists with analytic rank zero and conditional on Birch and Swinnerton-Dyer for log(|X(E d )|/ |d|)). We shall address these problems in a sequel paper.
With minor modifications, our work applies to the family of quadratic twists of any modular form. By Waldspurger's theorem, thus we may obtain an understanding of the Fourier coefficients of half-integer weight modular forms. Further, we could also consider the family of quadratic twists where the root number is −1, and study here the moments of the derivative L ′ (
, E d ). As mentioned earlier, the method developed here is general and whenever some moment (plus epsilon) is known in a family, our method produces sharp upper bounds for all smaller moments. For the Riemann zeta-function, where the fourth moment (plus epsilon) is known (see [17] ), we are thus able to establish sharp upper bounds for all moments below the fourth; previously such bounds were established by Heath-Brown [14] conditional on the Riemann Hypothesis. Another application of this circle of ideas is to the problem of the fluctuations of a quantum observable for the modular surface. More precisely, let ψ denote a fixed even Hecke-Maass form for X = P SL 2 (Z)\H, and let φ j denote an even Hecke-Maass form with eigenvalue λ j = 1 4 + t 2 j . The problem is to understand the behavior of µ j (ψ) = X ψ(z)|φ j (z)| 2 dx dy y 2 as λ j gets large. The mean of this quantity is approximately zero, and its variance is calculated in Zhao [32] (see also [23] for a holomorphic analog). It has been suggested in the physics literature that µ j (ψ) has Gaussian fluctuations (see [10] , ψ × φ j × φ j ) and the Keating-Snaith conjectures strongly suggest that µ j (ψ) is not Gaussian (but instead log |µ j (ψ)| is). This is another instance where only the first moment (plus epsilon) can be calculated, and our work would give sharp upper bounds for all moments up to the first, and establish a one sided central limit theorem for log |µ j (ψ)|. In particular, it would follow that
for almost all eigenfunctions with λ j ≤ λ.
It would be interesting to obtain lower bounds towards the Keating-Snaith conjectures, complementing the upper bounds established here. In work in progress, we have extended the ideas developed here to obtain a partial result in that direction provided one can control two moments in the family under consideration. Unfortunately this does not apply to the family of quadratic twists of an elliptic curve, but would apply for example to the family of quadratic Dirichlet L-functions, or to the family of newforms of weight 2 and large level N. Finally, we comment that the method developed here is related to the iterative method of Harper [13] (discovered independently) which yields sharp conditional estimates for moments.
Two technical propositions
We begin by introducing some notation that will be in place throughout the paper. Let N 0 denote the lcm of 8 and N. Let κ = ±1, and let a (mod N 0 ) denote a residue class with a ≡ 1 or 5 (mod 8). We assume that κ and a are such that for any fundamental discriminant
so that E is the union of all such sets E(κ, a). Note that if d ≡ a (mod N 0 ) then d is automatically 1 (mod 4) so that the condition of being a fundamental discriminant is simply that d is squarefree. Further, note that for d ∈ E(κ, a) the values χ d (−1), χ d (2), and χ d (p) for all p|N are fixed. Therefore, it is well defined (and convenient) to set, for Re(s) > 0,
Lastly, let Φ denote a smooth, non-negative function compactly supported on [1/2, 5/2] with Φ(x) = 1 for x ∈ [1, 2], and define, for any complex number s,
Throughout the paper, implied constants may depend upon E (and thus N 0 ) and Φ. Our theorems rely upon two technical propositions which allow us to compute averages of short Dirichlet polynomials, as well as averages of L( 1 2 , E d ) multiplied by short Dirichlet polynomials. Proposition 1. Let n and v be positive integers both coprime to N 0 , with v square-free, and
If n is not a perfect square, then
Proposition 2. Let u and v be positive integers with (u, v) = 1, (uv, N 0 ) = 1 and v squarefree. Define
Write u = u 1 u 2 2 with u 1 square free. Then
Here G(1; u, v) may be expressed as Cg(u)h(v) where C = C(E) is a non-zero constant, and g and h are multiplicative functions with g(p k ) = 1 + O(1/p), and h(p) = 1 + O(1/p).
The constant C and the functions g and h are described explicitly in the proof given in section 10. For our work here, we only need Proposition 2 in the case v = 1, but the general version above gives us the flexibility to introduce a sieve for the values of d, and thus enables us to obtain results over 'prime' discriminants; we will discuss this problem elsewhere. We postpone the proofs of these propositions to sections 7 and 10, and proceed now to outline the proofs of the main theorems.
Proof of Theorem 1
To prove Theorem 1 we first obtain good bounds for L(
k in terms of a suitable short Dirichlet polynomial and L( 1 2 , E d ) times another short Dirichlet polynomial. We next formulate a general such inequality.
3.1. The key inequality. Let ℓ be a non-negative integer, and x a real number. Define
Lemma 1. Let ℓ be a non-negative even integer. The function E ℓ (x) is positive valued and convex. Further, for any x ≤ 0 we have E ℓ (x) ≥ e x . Finally, if ℓ is a positive even integer and x ≤ ℓ/e 2 , we have
Proof. We prove the first assertion by induction on ℓ, the case ℓ = 0 being clear. Since
, it suffices to prove that E ℓ (x) takes on positive values, and convexity follows at once. Consider a point x where E ℓ takes a local minimum. Then
x for x ≤ 0 follows similarly by considering a local minimum for E ℓ (x) − e x on (−∞, 0). Now we prove the final assertion, and we may assume that 0 ≤ x ≤ ℓ/e 2 . Using ℓ! ≥ e(ℓ/e) ℓ , we see that
and since E ℓ (x) ≥ 1 for x ≥ 0, the lemma follows.
Lemma 2. Let y ≥ 0 be a real number. Suppose that x 1 , . . ., x R are real numbers, and ℓ 1 , . . ., ℓ R are positive even integers. Then, for any 0 ≤ k ≤ 1 we have
Proof. Suppose first that |x j | ≤ ℓ j /e 2 for all 1 ≤ j ≤ R. Recall Young's inequality: if a and b are non-negative and p ≥ 1 with 1/p + 1/q = 1 then ab ≤ a p /p + b q /q. Using this with
. Using these inequalities we obtain
This is one of the terms in the right hand side of our claimed inequality, and since all the terms are non-negative, the desired estimate follows in this case. Now suppose that there exists 0 ≤ r ≤ R − 1 such that |x j | ≤ ℓ j /e 2 for all j ≤ r, but |x r+1 | > ℓ r+1 /e 2 . As before, using Young's inequality we obtain
Since |x r+1 | > ℓ r+1 /e 2 by assumption, multiplying the right hand side by (e 2 x r+1 /ℓ r+1 )
only increases that quantity, and so our desired inequality follows in this case also.
Estimating
We now specialize Lemma 2 to the situation at hand. Let d be an element of E(κ, a). Let R be a natural number and ℓ 1 , . . ., ℓ R be even natural numbers. Let P 1 , . . ., P R be disjoint subsets of primes p not dividing N 0 . Define
Given a real number 0 ≤ k ≤ 1, put
Proposition 3. With notations as above, we have
Proof. The Proposition follows upon applying Lemma 2 with y = L(
), and x j = P j (d).
3.3. Estimation of terms arising from the key inequality. Suppose now that X is large and X/2 ≤ |d| ≤ 5X/2. Define a sequence of even natural numbers ℓ j by setting ℓ 1 = 2⌈100 log log X⌉ and for j ≥ 1 put ℓ j+1 = 2⌈100 log ℓ j ⌉. Let R be the largest natural number with ℓ R > 10 4 . Note that the sequence ℓ j is monotone decreasing for 1 ≤ j ≤ R, and indeed we have ℓ j > ℓ 2 j+1 in this range. Now define P 1 to be the set of primes below X 1/ℓ 2 1 that do not divide N 0 . For 2 ≤ j ≤ R define P j to be the primes lying in the interval (X (6), (7) and (8) above. We shall invoke Proposition 3 with this choice of parameters, and use Propositions 1 and 2 to estimate the terms that arise.
Proposition 4. With notations as above,
Proposition 5. With notations as above,
The implied constants in Propositions 4 and 5 depend only on k, Φ, and E. We defer the proofs of these propositions to sections 8 and 9, and now complete the proof of Theorem 1.
3.4.
Completing the proof of Theorem 1. Applying Propositions 3, 4, and 5 we obtain that
Now summing over the different possibilities for a and κ, and breaking the range |d| ≤ X into dyadic blocks, we obtain Theorem 1.
Proof of Theorem 2
We begin with a well-known result on the average size of a(p) 2 , which will be useful throughout the paper. The proof of the lemma follows from the Rankin-Selberg theory for L(s, E); see Chapter 5 of Iwaniec and Kowalski [19] .
Lemma 3. There exists a positive constant c such that
Further, there exists a constant B such that
Let X be large, and let P denote the set of primes below X 1/(log log X) 2 with p ∤ N 0 . Let d ∈ E(κ, a) with X ≤ |d| ≤ 2X, and define
Proposition 6. Let k be a given non-negative integer. Then, for large X and any v ≤ X
where M k denotes the k-th Gaussian moment:
Proof. Let P v denote the set of primes in P that do not divide v. Expanding P(d) k , we obtain (9) d∈E(κ,a) v|d
Now we use Proposition 1. If p 1 · · · p k is not a perfect square (which is always the case when k is odd) then the sum over d above is O(X 1 2
2 ), and the contribution of these remainder terms to (9) is O(X 1 2 +ǫ ). This proves the proposition in the case when k is odd. When k is even, we have a main term arising from the case p 1 · · · p k = . This term contributes
Suppose q 1 < q 2 < . . . < q s are the distinct primes in p 1 , . . ., p k . Then each q j appears an even number (say a j ≥ 2) of times among the p j , and thus s ≤ k/2. The terms with s < k/2 contribute an amount
which is an acceptable error term. When s = k/2, all the a j must equal 2, and so these terms contribute
Appealing to Lemma 3, this establishes our proposition.
Since the normal distribution is determined by its moments, by taking Φ to approximate the characteristic function of [1, 2] , summing over dyadic blocks and then over all possibilities for κ and a, we find from Proposition 6 (with v = 1) that for any fixed V ∈ R and as X → ∞ d ∈ E, 20 < |d| ≤ X :
log log X ≥ V √ log log X then we must have one of the following three cases: (11) we already have a satisfactory estimate for the frequency with which the first case happens. Next using Proposition 6 with v = 1 and k = 2 we see that case (2) appears with frequency o(X). Finally consider case 3. Put ℓ = 20⌊log log X⌋ so that ℓ is an even integer with ℓ ≥ e 2 |P(d)|. By Lemma 1 we must have L(
. Now, a small modification of Proposition 5 shows that
and so case (3) also occurs with frequency o(X). This completes our proof.
Proof of Theorem 3
Recall that the elliptic curve E is given in Weierstrass form by y 2 = f (x) for a monic cubic polynomial f with integer coefficients, and that K is the splitting field of f over Q. Let c(p) denote 1 plus the number of solutions to f (x) ≡ 0 (mod p), so that c(p) = 1, 2, or 4. The Tamagawa number Tam(E d ) = p T p (d) may be calculated using Tate's algorithm (see [26] ). Primes dividing the discriminant of f make a bounded contribution, and for a prime not dividing the discriminant the factor T p (d) equals c(p) if p|d, and T p (d) = 1 otherwise. Proof. Let us consider the case when [K : Q] = 6, so that the extension has Galois group S 3 . The Chebotarev density theorem gives that c(p) = 4 for a set of primes of density 1/6, c(p) = 2 on a set of primes of density 1/2, and c(p) = 1 on a set of primes of density 1/3. This proves the lemma in this case, and the other cases are similar.
Let X be large and define P(d) as in Section 4. Further define, for primes p ∤ N 0 ,
Put z = X 1/(log log X) 2 and set
Since the real period Ω(E d ) is ≍ 1/ |d|, and |E d (Q) tors | is bounded, in order to prove Theorem 3, it suffices to estimate
If d is a discriminant counted in (14) then one of the following four cases must happen: (1)
√ log log X. From our work in Section 4, we know that cases 2 and 3 occur for at most o(X) discriminants d. Now consider case 4. By Lemma 4
log c(p) + O(log log log X).
Summing the above over all d ∈ E with X/ log X ≤ |d| ≤ X we get
Therefore case 4 also occurs with frequency o(X). It remains lastly to estimate the occurrence of case 1, which we achieve by computing the moments of P(d) − C(d), and showing that these approximate the moments of a normal distribution with mean zero and variance σ(E) 2 log log X; our work here follows the argument in [12] . Since, as noted already, the Gaussian is determined by its moments, this completes the proof of Theorem 3.
Proposition 7. Let k be a given non-negative integer. Then for large X we have
Proof. Expanding out our sum, we must evaluate
Suppose that q 1 < q 2 < . . . < q ℓ are the distinct primes appearing in p 1 , . . ., p j and that q i appears with multiplicity a i . For such a choice of p 1 , . . ., p j , note that
Therefore the inner sum over d in (15) 
Using our work from Section 4, and in particular (10) there, we see that the sum over d above iš
Above, as in Section 4, P v denotes the set of primes below z that do not divide N 0 or v. But the contribution of terms above with some p i dividing v is easily seen to be O(X(log log X) k /(v log X)), since all the prime factors of v are larger than log X. Thus removing the restriction that p i do not divide v (for j + 1 ≤ i ≤ k), we see that the quantity in (16) is, up to an error O(X(log log X) k /(v log X)),
where
Now it is easy to see that G is a multiplicative function and that
is non-zero only if all the a i are at least 2, and G(p a ) ≪ (log c(p)) a /p for all a ≥ 2.
We now use this evaluation of the inner sum over d in (15) , and then perform the sum over p 1 , . . ., p j . First note that the error term incurred above leads to a total error of at most O(X(log log X) 2k /(log X)), which is acceptable for the proposition. Now let us simplify the main term that arose above. Given q 1 < . . . < q ℓ and a i ≥ 2 with a i = j, the number of choices for p 1 , . . ., p j is j!/(a 1 ! · · · a ℓ !). Thus the main term iš
Now if any a i ≥ 3, then the sum over q i above is seen to be ≪ (log log X) (j−1)/2 , and the sum over p j+1 , . . ., p k contributes ≪ (log log X) (k−j)/2 , leading to a total of ≪ X(log log X) (k−1)/2 . Thus the effect of such terms is negligible, and we are left with the case when all a i = 2, so that j = 2ℓ is even. Since G(p 2 ) ∼ (log c(p)) 2 /p, using Lemma 4, these terms contribute
. Now, the sum over p j+1 , . . . , p k is zero unless k − j is even (so that k is even), and in that case, arguing as in Section 4, it equals ∼
(log log X) (k−j)/2 . Using this above, we conclude the proposition.
6. Preliminary Lemmas 6.1. The approximate functional equation.
where for ξ > 0 and any c > 0 we define
The function W (ξ) is smooth in ξ > 0 and satisfies
N for non-negative integers k and further we have
Proof. We begin with, for c > 
On the one hand, since
integrating term by term we see that
On the other hand, moving the line of integration in I to −c and using the functional equation (note that the sign is positive by assumption) we may see that
and the stated identity follows. Now from the definition of W we see that
From this it is clear that W is smooth in ξ > 0, and the stated bound on W (k) (ξ) follows. The last claim on the behavior of W (ξ) as ξ → 0 is obtained by moving the line of integration to Re(s) = − 1 2 + ǫ, and picking up the contribution of the pole at s = 0.
Poisson summation.
Here we apply the Poisson summation formula to understand real character sums. Let n be an odd integer and define the Gauss type sum G k (n) for any integer k by
a n e ak n .
In addition to G k , it is helpful to define the closely related sum
The Gauss type sum G k (n) has been calculated explicitly in Lemma 2.3 of [29] which we now quote.
Lemma 6. If m and n are coprime odd integers then
Lemma 7. Let r (mod q) be a given residue class, and let n be an odd natural number coprime to q. Let F be a smooth compactly supported function. Then
where F denotes the Fourier transform.
Proof. The desired sum is
Since q and n are coprime, the congruence conditions above may be expressed as d ≡ bqq+rnn (mod qn) where≡ 1 (mod n) and nn ≡ 1 (mod q). Thus, using Poisson summation the inner sum over d equals d≡bqq+rnn (mod qn)
Bringing back the sum over b we conclude that the desired sum equals
Proof of Proposition 1
Since v is square-free and coprime to N 0 , note that, (for d coprime to N 0 , and d a multiple of v)
Thus, writing d = kvβα 2 , we obtain (20) d∈E(κ,a) v|d
Estimating the sum over k trivially, the terms in (20) with
For the terms with α ≤ A, we use the Poisson summation as stated in Lemma 7, which gives (22)
, we see that the terms with ℓ = 0 above contribute (using the trivial bound |τ ℓ (n)| ≤ n) an amount ≪ X −1 say. If n is not a perfect square, then the term ℓ = 0 above vanishes, and we conclude that the quantity in (22) is ≪ X −1 . Using this in (20) we see that the terms with α ≤ A contribute ≪ X −1+ǫ A in this case. Thus the proposition follows in the case when n is not a perfect square.
When n is a perfect square, the term ℓ = 0 makes a contribution ofΦ(0) φ(n) n X vN 0 βα 2 in (22). Thus the terms with α ≤ A contribute to (20) 
It is easy to check that the main term above equals
and so the proposition follows in the case when n is a perfect square, completing our proof.
Proof of Proposition 4
Letã(n) denote the completely multiplicative function defined on primes p byã(p) = a(p). Let w(n) be the multiplicative function defined by w(p α ) = α! for prime powers p α . For 1 ≤ j ≤ R we may write
where Ω(n j ) denotes the number of prime factors of n j (counted with multiplicity), and b j (n j ) = 1 if n j is composed of at most ℓ j primes, all from the interval P j , and b j (n j ) is zero otherwise. In particular, note that b j (n j ) = 0 unless n j < (X
where p j (n j ) = 1 if n j is composed of exactly ℓ j primes (counted with multiplicity) all from the interval P j , and p j (n j ) = 0 otherwise. This too is a short Dirichlet polynomial supported only on n j ≤ X 1/ℓ j . Thus note that r+1 that arises in our proposition. We expand this term using (23) and (24) , and appeal to Proposition 1 (with v = 1 there). Since the Dirichlet polynomials B j and P j ℓ j are short, the error terms arising from Proposition 1 contribute a negligible amount. We are thus left with the main term, which is
Now, since all the terms involved are non-negative,
Similarly we find that
Putting all these observations together, we find that
. Using Stirling's formula, Lemma 3, and that ℓ r+1 ≥ 10 4 we find that the above is
Arguing in the same way, we obtain
Summing all these bounds, the proposition follows.
Proof of Proposition 5
Letã(n), w(n), b j (n) and p j (n) be defined as in Section 8. Then for 1 ≤ j ≤ R we may write
We shall also use the expression (24) . Thus, as in Section 8,
are short Dirichlet polynomials of length at most X 1/1000 . Let 0 ≤ r ≤ R − 1 and consider one of the terms
r+1 that arises in our proposition. We expand this term into its Dirichlet series, and appeal to Proposition 2 (with v = 1 there). The error terms are negligible and we are left once again with the main term, which is
Here C(a, E) is a constant, depending only on a and E; we write n j = n j1 n 2 j2 with n j1 square-free; and g is the multiplicative function of Proposition 2.
Consider one of the terms with 1 ≤ j ≤ r in (25) above. The factor b j (n j ) constrains n j to have all prime factors in P j , and also restricts Ω(n j ) to be at most ℓ j . If we ignore the restriction on Ω(n j ), the result would be given by the Euler product
the first sum above counts terms where n j is divisible by an even power of p (so that n j1 is not a multiple of p), and the second sum counts those terms with an odd power of p dividing n j (so that n j1 is divisible by p). The error in replacing the quantity in (25) by the Euler product of (26) comes from terms with Ω(n j ) > ℓ j . We estimate this error using "Rankin's trick." Since 2 Ω(n j )−ℓ j ≥ 1 if Ω(n j ) > ℓ j , the error in passing from (25) to (26) is at most
Since the quantity in (26) is ≫ exp(
) and, using Lemma 3 and the definition of ℓ j , we may check that ℓ j ≥ 10 p∈P j a(p) 2 /p, we conclude that
Now consider the contribution of the n r+1 terms in (25) . Note that the terms here satisfy Ω(n r+1 ) = ℓ r+1 , and we estimate these using Rankin's method again. Thus, the contribution of the n r+1 terms is
Since ℓ r+1 ! ≤ ℓ r+1 (ℓ r+1 /e) ℓ r+1 , the above is, using Lemma 3 and the definition of ℓ j ,
Using the above estimate together with (25) and (27) , we conclude that
Using Lemma 3, we check that for all 0 ≤ r ≤ R − 1 the above is
Now using the definition of W , the sum over n above can be rewritten as
Write the discriminant 4kvβα 2 as k 1 k 2 2 with k 1 a fundamental discriminant. Note that αβ must divide k 2 . Since n is odd, χ kvβα 2 (n) = χ k 1 k 2 2 (n), and so the sum over n above may be expressed as L ( 1 2 + s, E k 1 ) up to Euler factors coming from primes dividing k 2 and N 0 (and these factors are at most X ǫ in size). Thus the quantity in (31) may be bounded by
Using this in (30) we obtain a bound
where the ♭ indicates a sum over fundamental discriminants. By an application of HeathBrown's large sieve for quadratic characters (see [15] , and also Corollary 2.5 of [30] ) this is the sum over n is at most X 1+ǫ /( √ u 1 vβα 2 ) and adding this over the terms with βα 2 > Y contributes an error of O(X 1+ǫ /( √ u 1 Y v)). Note that this error is smaller than the error term in (32) .
Next, using the definition of W , we obtain that for any c > 0
This is the main term in our Theorem, and the decomposition of G(1; u, v) as a constant times g(u)h(v) for appropriate multiplicative functions g and h follows from our remarks on the Euler factors of G. Since W (t) and its derivatives decrease rapidly as t → ∞, we obtain that |F (λ; x, y)| ≪ A x(x/y) A for any integer A ≥ 0. Further, integrating by parts many times, we also find that |F (λ; x, y)| ≪ A x(|λ|y) −A . Thus we have First we show that the terms |ℓ| > N 0 uvY X ǫ make a negligible contribution above. Using (37) we see that by choosing A appropriately large. Using this in (38), we deduce that the contribution of the terms with |ℓ| > N 0 uvY X ǫ is ≪ X −1 , which is indeed negligible. Now suppose 1 ≤ |ℓ| ≤ N 0 uvY X ǫ , and consider the sum over n in (38). We remove the e(ℓavβα 2 nu/N 0 ) term by introducing Dirichlet characters ψ (mod N 0 ): 
