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Re´sume´
Dans cette note, nous pre´sentons les travaux de re-
cherche et de´veloppement que nous avons re´alise´s dans
le cadre du Challenge ROADEF 2007. Le sujet de la
compe´tition, propose´ par France Te´le´com, consiste en
la planification des interventions de maintenance et des
e´quipes de techniciens ne´cessaires a` leurs re´alisations.
Le proble`me conside´re´ est un proble`me d’optimisation
combinatoire difficile a` plusieurs titres : il contient plu-
sieurs sous-proble`mes NP-difficiles et son e´chelle (des
centaines d’interventions et de techniciens) induit une
combinatoire gigantesque. Nous de´crivons une heuris-
tique a` base de recherche locale permettant de re´soudre
ce proble`me de manie`re effective et efficace ; cet algo-
rithme a e´te´ classe´ 2e`me du challenge toutes cate´gories
confondues (sur les 35 e´quipes ayant soumis leurs tra-
vaux). En outre, de ce travail transparaˆıt une me´thodo-
logie pour la mise en oeuvre d’heuristiques a` base de
recherche locale hautement performantes.
Abstract
In this note, we present the works of research and
development realized in the context of ROADEF 2007
Challenge. The subject of the contest, proposed by
France Te´le´com, consists in planning maintenance inter-
ventions and teams of technicians needed for their achie-
vements. The problem considered is a hard combinatorial
optimization problem : it contains several NP-hard sub-
problems and its scale (some hundreds of interventions
and technicians) induces a huge combinatorics. We des-
cribe an effective and efficient local search-based heuris-
tic to solve this problem ; this algorithm was ranked 2nd
of the competition (over the 35 teams who have sub-
mitted their works). In addition, this work reveals a me-
thodology for engineering high-performance local search
heuristics.
1 Introduction
1.1 Pre´sentation du proble`me
De manie`re ge´ne´rale, le proble`me propose´ par
France Te´le´com comme sujet du Challenge ROADEF
2007 [3] (compe´tition organise´e tous les deux ans par
la Socie´te´ Franc¸aise de Recherche Ope´rationnelle et
d’Aide a` la De´cision) peut eˆtre vu comme un proble`me
d’ordonnancement de taˆches avec affectation de res-
sources. Ici, les taˆches a` planifier sont des interventions
et leur re´alisation ne´cessite l’affectation de ressources
humaines, des techniciens, posse´dant un certain niveau
de compe´tence dans diffe´rents domaines. Les interven-
tions sont plus ou moins prioritaires ; au total, 4 prio-
rite´s sont de´finies. L’objectif est alors de minimiser un
couˆt fonction des dates de fin des interventions les plus
tardives pour chacune des priorite´s.
Formellement, l’entre´e du proble`me est compose´e de
n interventions Ii et de m techniciens Tt. A` chaque
technicien Tt est associe´ son niveau de compe´tence
C(t, d) dans le domaine d et sa pre´sence P (t, j) le jour
j (1 si pre´sent, 0 sinon). De meˆme, chaque interven-
tion Ii posse`de plusieurs caracte´ristiques : D(i) sa du-
re´e d’exe´cution, R(i, d, l) le nombre de techniciens de
niveau l dans le domaine d ne´cessaire a` son exe´cution,
Z(i) son niveau de priorite´.
A` propos des compe´tences, il faut noter que les dif-
fe´rents domaines de compe´tence sont disjoints mais
que les niveaux a` l’inte´rieur de chaque domaine sont
hie´rarchiques. Ainsi, un technicien de niveau l dans
le domaine d peut effectuer toute intervention ne´-
cessitant un niveau de compe´tence infe´rieur (l′ < l)
dans le meˆme domaine. En conse´quence, les constantes
R(i, d, l) sont cumulatives, c’est-a`-dire qu’elles spe´ci-
fient le nombre ne´cessaire de techniciens de niveau au
moins l dans le domaine d. Par exemple, pour une in-
tervention Ii qui requiert pour le domaine d deux tech-
nicien de niveau 1 et un technicien de niveau 3, nous
aurons R(i, d, 0) = 3, R(i, d, 1) = 3, R(i, d, 2) = 1,
R(i, d, 3) = 1 et R(i, d, l) = 0 pour tout l ≥ 4. Les
R(i, d, l) ainsi de´finis sont donc croissants selon l’in-
dice l : R(i, d, l) ≤ R(i, d, l′) pour tout l ≤ l′.
De la`, la notion d’e´quipe de techniciens apparaˆıt.
En effet, les techniciens (pre´sents) doivent chaque jour
eˆtre regroupe´s en e´quipes (meˆme si une e´quipe peut
n’eˆtre compose´e que d’un seul technicien). Nous insis-
tons sur le fait qu’une e´quipe est constitue´e pour la
journe´e entie`re (pour des raisons pratiques). Ainsi, le
proble`me consiste a` constituer journellement des en-
sembles de techniciens, les e´quipes, et a` leur affecter
des ensembles d’interventions de fac¸on a` minimiser une
fonction de couˆt de´pendant des dates de fin des inter-
ventions. Deux contraintes portent sur cette affecta-
tion : la somme des dure´es des interventions (exe´cu-
te´es de fac¸on se´quentielle) ne peut exce´der la dure´e
d’une journe´e de travail fixe´e a` H = 120 et la somme
des compe´tences de l’e´quipe doit eˆtre en ade´quation
avec les compe´tences requises par l’ensemble des taˆches
dans chacun des domaines. En de´finitive, une solution
du proble`me est repre´sente´e comme suit : pour chaque
jour j, l’e´quipe Ej,e a` laquelle appartient le technicien
Tt (l’e´quipe Ej,0 contiendra tous les techniciens non
pre´sents ce jour) ; pour chaque intervention Ii, le jour
ji et l’heure de de´but hi de son exe´cution, ainsi que
l’e´quipe Ej,e charge´e de cette exe´cution.
L’objectif de la planification est de minimiser la
fonction de couˆt suivante : 28 · t1 + 14 · t2 + 4 · t3 + f ,
ou` tk repre´sente la date de fin la plus tardive parmi
celles des interventions de priorite´ k et f repre´sente
la date de fin de l’ensemble des interventions. La date
de de´but di (resp. date de fin fi) d’une intervention Ii
s’obtient comme ji ·H + hi (resp. ji ·H + hi +D(i)),
les jours e´tant nume´rote´s a` partir de 0.
La de´finition du proble`me peut encore eˆtre e´tendue
de deux manie`res. La premie`re est l’introduction de
relations de pre´ce´dence entre les interventions ; pour
toute intervention Ii, une liste P (i) d’interventions
devant pre´ce´der l’exe´cution de Ii peut eˆtre pre´cise´e
(c’est-a`-dire que toute intervention Ii′ ∈ P (i) doit
satisfaire fi′ ≤ di). Notons que les e´ventuels temps
de latence entre interventions (de´placements, pauses,
etc) sont ici conside´re´s comme nuls. La seconde exten-
sion est lie´e a` l’existence d’un budget B permettant de
sous-traiter un certain nombre d’interventions. Ainsi,
un couˆt de sous-traitance S(i) est de´fini pour toute in-
tervention Ii et la somme des couˆts S(i) de toutes les
interventions sous-traite´es (c’est-a`-dire non planifie´es)
doit eˆtre infe´rieure au budget B. Afin de garantir le
respect des pre´ce´dences dans ce cas, toute intervention
Ii sous-traite´e entraˆıne re´cursivement la sous-traitance
des interventions Ii′ telles que Ii ∈ P (i′).
1.2 E´tat-de-l’art et contribution
A` notre connaissance, ce proble`me n’a pas e´te´
aborde´ en l’e´tat dans la litte´rature, tant du point de
fondamental qu’expe´rimental. Du fait de sa ge´ne´ricite´,
le proble`me contient plusieurs sous-proble`mes NP-
difficiles. Pour une partition des techniciens en e´quipes
un jour donne´, de´terminer si un ensemble d’interven-
tions peut eˆtre affecte´ a` cet ensemble d’e´quipes tout
en respectant la dure´e H de la journe´e, les contraintes
de pre´ce´dence et les contraintes de compe´tences est
NP-complet, meˆme si la dure´e d’exe´cution des inter-
ventions est unitaire (toutes les interventions ont la
meˆme dure´e d’exe´cution), le nombre d’e´quipes fixe´ a`
deux et le graphe des pre´ce´dences isomorphe a` un
ensemble de chemins oriente´s sommets-disjoints [18].
Dans le cas de pre´ce´dences quelconques, le proble`me
reste NP-complet, meˆme si la dure´e d’exe´cution des
interventions est unitaire et les contraintes de com-
pe´tences omises (une intervention peut eˆtre effectue´e
par n’importe quelle e´quipe) [10]. Minimiser le nombre
de jours ne´cessaires a` l’exe´cution de toutes les inter-
ventions est NP-difficile au sens fort, meˆme si les in-
terventions peuvent eˆtre effectue´es par une seule et
meˆme e´quipe chaque jour, sans contrainte de pre´ce´-
dences ni de compe´tences. En effet, ce sous-proble`me
se rame`ne au proble`me de bin-packing [10], lorsque la
dure´e H n’est pas une constante du proble`me. Enfin,
maximiser la somme des dure´es de l’ensemble des in-
terventions sous-traite´es est e´quivalent a` un proble`me
de knapsack (avec contraintes de pre´ce´dence) [10].
Ce proble`me, de par sa complexite´ et son e´chelle
(des centaines d’interventions et de techniciens), est
typique des grands proble`mes industriels d’optimisa-
tion combinatoire. Dans cette note, nous de´crivons une
heuristique a` base de recherche locale pour le re´soudre
de manie`re effective et efficace. Notre algorithme a
e´te´ classe´ 2e`me du Challenge ROADEF 2007 toutes
cate´gories confondues (sur les 35 e´quipes ayant sou-
mis leurs travaux) [3]. L’algorithme victorieux, duˆ a`
Hurkens [16], peut eˆtre vu comme une heuristique a`
base de recherche locale ou` de larges voisinages sont
explore´s par programmation line´aire en nombres en-
tiers (a` l’aide du solveur ILOG CPLEX 10.0) ; Cor-
deau et al. [2], classe´ 2e`me ex æquo, ont e´galement
de´veloppe´ une approche par recherche locale a` voisi-
nages larges, mais base´e sur des mouvements de type
destruction/re´paration. Avant de de´crire notre algo-
rithme, nous introduisons dans ses grandes lignes la
me´thodologie que nous avons suivie pour concevoir et
imple´menter celui-ci. Cette me´thodologie, initie´e lors
de notre participation au pre´ce´dent Challenge ROA-
DEF 2005 [4, 5, 6, 7] que nous avions alors rem-
porte´, est susceptible d’inte´resser les chercheurs et in-
ge´nieurs proches de la communaute´ “contraintes” (la
recherche locale est par exemple au cœur du re´solveur
de contraintes Comet [20]).
Pour une introduction au paradigme de la recherche
locale et des exemples d’applications, le lecteur peut
consulter le livre e´dite´ par Aarts and Lenstra [1].
2 Me´thodologie
Nous insistons ici sur la notion de performance, cen-
trale dans notre approche de la recherche locale. C’est
pourquoi avant de de´crire la me´thodologie sur laquelle
nous nous appuyons, voici quelques de´tails sur ce que
nous entendons par algorithmique haute performance.
2.1 Algorithmique haute performance
Nous conside´rons comme performant un algorithme
capable de fournir en temps raisonnable (quelques mi-
nutes) une solution de qualite´. La plupart des besoins
en optimisation rencontre´s dans l’industrie s’exprime
en ces termes ; lorsque les instances conside´re´es sont de
tre`s grandes tailles (par exemple un voyageur de com-
merce parcourant plus d’un million de villes), un temps
d’exe´cution de plusieurs heures peut eˆtre envisage´. Un
algorithme performant doit e´galement re´pondre a` cer-
taines exigences en matie`re d’inge´nierie logicielle (fia-
bilite´, robustesse, portabilite´, maintenabilite´).
La notion de haute performance est souvent assimi-
le´e a` l’imple´mentation d’algorithmes sur une architec-
ture a` haute performance (en particulier sur une ar-
chitecture paralle`le). En fait, un algorithme haute per-
formance reprend simplement la de´finition que nous
avons donne´ dans le paragraphe pre´ce´dent, en y ajou-
tant des superlatifs : algorithme capable de fournir une
solution de tre`s grande qualite´ en un temps tre`s court.
De meˆme, l’exigence de robustesse est redouble´e : un
tel algorithme doit eˆtre capable de traiter convenable-
ment des instances pathologiques. Pour plus de de´tails
sur la notion de haute performance, nous invitons le
lecteur a` consulter les articles de Moret [21, 22] et les
travaux remarquables d’Helsgaun [13, 14, 15] sur le
proble`me du voyageur de commerce.
2.2 Une conception a` 3 niveaux
Nous pre´conisons d’aborder la conception d’une
heuristique a` base de recherche locale suivant un cadre
a` trois niveaux : 1) strate´gie de recherche, 2) mouve-
ments, 3) algorithmique & imple´mentation. Nous esti-
mons que la performance d’une heuristique a` base de
recherche locale est fonction a` part e´gale du bon traite-
ment de chacun de ces trois niveaux. En fait, ces trois
niveaux couvrent les deux aspects fondamentaux de la
recherche locale : la de´finition de l’espace des solutions
(densite´ + connexite´) et l’exploration de cet espace.
La strate´gie de recherche, spe´cifique au proble`me
traite´, permet de rede´finir si ne´cessaire l’espace des
solutions et la fonction objectif. En particulier, relaˆ-
cher certaines contraintes du proble`me en les bascu-
lant dans la fonction objectif augmente la densite´ (et
a fortiori la connexite´) de l’espace des solutions, ce
qui favorise la convergence de la recherche locale (les
solutions non admissibles peuvent eˆtre vues comme
des points de l’espace sur lesquels s’appuie la re-
cherche afin d’atteindre des solutions admissibles de
meilleur couˆt). Il semble pre´fe´rable de relaˆcher en prio-
rite´ les contraintes les moins dures du proble`me ; re-
laˆcher des contraintes qui structure fortement la so-
lution du proble`me permet une grande diversifica-
tion de la recherche, mais rend d’autant plus difficile
la convergence vers une nouvelle solution admissible.
C’est e´galement a` ce niveau que peuvent eˆtre inte´-
gre´es des fragments de me´taheuristiques (seuils de de´-
gradation, listes tabou, etc). Toutefois, nous pensons
que la diversification des solutions au cours de la re-
cherche doit eˆtre le fait de la (re)de´finition de l’espace
de recherche (densite´) et de la de´finition des mouve-
ments (connexite´), et non pas seulement graˆce a` une
“me´ta-strate´gie”, chose qui est rarement mentionne´e
dans la litte´rature. C’est pourquoi nous pre´fe´rons, au
moins dans un premier temps, imple´menter une simple
strate´gie du type first-improvement descent [1] avec
choix stochastique des mouvements. Notons que l’in-
troduction d’e´le´ments stochastiques dans toute proce´-
dure de choix apparaˆıt comme favorisant la diversifica-
tion, et donc la convergence vers un optimum local de
meilleure qualite´ (stochastique ne signifiant pas pour
autant uniforme).
Comme nous l’avons mentionne´ pre´ce´demment, les
mouvements sont au cœur de l’approche par recherche
locale. Clairement, la connexite´ de l’espace des solu-
tions, de´terminante pour la convergence, est fonction
de la diversite´ des mouvements employe´s. Dans un
contexte de haute performance, des mouvements ba-
siques de type e´change ou insertion ne suffisent plus :
un grand nombre de mouvements, plus ou moins or-
thogonaux, plus ou moins larges, plus ou moins spe´cia-
lise´s, doivent eˆtre de´finis. En particulier, en s’appuyant
sur des proprie´te´s structurelles spe´cifiques au proble`me
(et parfois meˆme aux instances), il est possible d’aug-
menter la probabilite´ de succe`s d’un mouvement (voir
par exemple le travail d’Helsgaun [13, 14, 15] sur le
voyageur de commerce ou [6, 7] pour le proble`me d’or-
donnancement de ve´hicules). Notons que cette ide´e
naturelle consistant a` employer syste´matiquement un
pool de mouvements au cours de la recherche est pre´-
sente dans les me´taheuristiques Iterated Local Search
et Variable Neighborhood Search [12].
Enfin, l’algorithmique, en particulier lie´e a` l’e´valua-
tion des mouvements, est de´terminante quant a` l’ef-
fectivite´ de l’algorithme. La recherche locale e´tant une
technique de recherche incomple`te, son effectivite´ de´-
pend fortement du nombre de solutions visite´es dans
le temps imparti. Bien que triviale, gardons a` l’esprit
l’analogie suivante : un pilote quelconque peut gagner
en concourant avec un moteur de formule 1, mais le
meilleur des pilotes ne gagnera jamais en concourant
avec un moteur quelconque. Ainsi, une algorithmique
incre´mentale, base´e sur l’exploitation d’invariants dans
les structures de donne´es, peut diviser le temps de
convergence par 10 (voir par exemple les travaux de
Van Hentenryck [20] re´alise´s autour du logiciel Co-
met). De meˆme, une imple´mentation travaille´e, sou-
cieuse du principe de localite´ pre´sidant la gestion de
la me´moire cache et optimise´e par profiling du code,
peut encore acce´le´rer par 10 la convergence (voir par
exemple les travaux re´alise´s autour des solveurs SAT
[24]). En de´finitive, il n’est pas surprenant de constater
un facteur 100, voire 1000, entre les temps de conver-
gence de deux heuristiques a` base de recherche locale
relevant pourtant des meˆmes principes.
3 Description de l’algorithme
3.1 L’heuristique ge´ne´rale
L’heuristique ge´ne´rale se de´compose en quatre
phases successives, chaque phase k s’inte´ressant a` la
planification des interventions de priorite´ k. L’objec-
tif d’une phase k est de minimiser la date de fin tk
des interventions de priorite´ k, sans de´grader les dates
de fin des interventions de priorite´ k′ < k. Pour cela,
un algorithme glouton comple`te la solution admissible
he´rite´e de la phase pre´ce´dente a` l’aide des interven-
tions de priorite´ k. Ensuite, cette solution est modifie´e
par recherche locale de manie`re a` diminuer tk tout en
maintenant les dates de fin tk′ pour chaque priorite´
k′ < k. La proce´dure de recherche locale, qui a pour
finalite´ de “tasser” un ensemble d’interventions d’une
priorite´ donne´e, est centrale dans notre approche.
Plus pre´cise´ment, l’e´tape de minimisation d’une
date de fin tk se fait comme suit. E´tant donne´e une so-
lution admissible avec comme dates de fin t1, t2, . . . , tk,
une nouvelle solution admissible avec comme dates de
fin t1, t2, . . . , tk − 1 est recherche´e. Au cours de la re-
cherche, une intervention est dite non satisfaite si elle
de´passe la date de fin tk − 1 ou si l’e´quipe de tech-
niciens a` laquelle celle-ci est affecte´e ne posse`de pas
toutes les compe´tences pour la re´aliser (nous avons
ici un exemple pre´cis de densification de l’espace de
recherche : le relaˆchement de la contrainte de compe´-
tences qui porte sur les e´quipes de techniciens). Dans
ce cadre, l’objectif de la recherche locale est de mini-
miser le nombre d’interventions non satisfaites. Lors-
qu’elle parvient a` toutes les satisfaire, une nouvelle
solution admissible est obtenue et le processus est re´-
ite´re´. Il est a` noter que la contrainte de compe´tence des
e´quipes est relaˆche´e afin de densifier l’espace des solu-
tions sur lequel travaille la recherche locale, et donc de
permettre une plus grande diversification.
Une phase de pre´traitement a e´te´ adjointe a` l’heu-
ristique ge´ne´rale de manie`re a` pouvoir ge´rer les phe´no-
me`nes de compensation entre les diffe´rents termes de
la fonction de couˆt. En effet, dans certains cas, placer
les interventions d’une priorite´ k avant les interven-
tions d’une priorite´ k′ < k peut eˆtre plus favorable
en terme de couˆt, les coefficients de la fonction ob-
jectif e´tant peu discriminants. Cette incohe´rence dans
le mode`le mathe´matique introduit une difficulte´ sup-
ple´mentaire, qui en de´finitive est la plus grande dans
le cadre de notre approche par recherche locale : de´-
terminer l’ordre de planification des priorite´s. Ainsi,
la phase de pre´traitement cherche a` “deviner” cette
ordre. Pour cela, nous ordonnanc¸ons se´pare´ment les
interventions de chaque priorite´ k de fac¸on a` de´ter-
miner une borne supe´rieure de leur dure´e de comple´-
tion ck ; concre`tement, ceci est fait par la proce´dure
de recherche locale dans un de´lai tre`s court (quelques
dizaines de secondes). L’ordre effectif de planification
des priorite´s sera celui qui minimise la fonction objectif
de´crit pre´ce´demment, les dates de fin tk s’obtenant par
sommation des dure´es ck dans l’ordre conside´re´. Par
exemple, admettons que l’on ait c1 = 1200, c2 = 120,
c3 = 600. L’ordre naturel de planification des priorite´s
induit les dates de fin t1 = 1200, t2 = 1320, t3 = 1920,
soit un couˆt de 59760. Or, en inversant la planifica-
tion des priorite´s 1 et 2, nous obtenons t1 = 1320,
t2 = 120, t3 = 1920, soit un couˆt de 46320. Par conse´-
quent, l’ordre de planification des priorite´s retenu pour
l’application de l’heuristique ge´ne´rale sera : 2, 1, 3, 4.
Les expe´rimentations nume´riques, pre´sente´es en fin
de papier, montrent que l’ordre optimal de planifi-
cation des priorite´s est diffe´rent de l’ordre naturel
1, 2, 3, 4 pour plus de la moitie´ des instances. L’ordre
qui apparaˆıt le plus souvent apre`s 1, 2, 3, 4 est 2, 1, 3, 4,
ce qui est logique compte tenu des coefficients de la
fonction objectif. Par conse´quent, une phase de pre´-
traitement pragmatique aurait pu eˆtre de lancer l’heu-
ristique ge´ne´rale sur chacun des deux ordres 1, 2, 3, 4 et
2, 1, 3, 4 sur une courte pe´riode de temps, afin d’iden-
tifier le plus prometteur. Nous ne nous attarderons
pas d’avantage sur cet aspect du proble`me, puisque
notre travail s’est essentiellement porte´ sur la proce´-
dure de recherche locale. Mettre en œuvre une heuris-
tique a` base de recherche locale travaillant de front sur
la fonction objectif globale du proble`me (et donc l’en-
semble des interventions) est envisageable, mais beau-
coup plus complexe. Il est a` noter que le traitement
de fonctions de couˆt a` objectifs multiples (notamment
sans ordre lexicographique) reste une difficulte´ ma-
jeure dans la conception d’algorithmes de recherche
locale.
3.2 Les mouvements
La recherche locale, employe´e pour tasser les in-
terventions durant chaque phase, consiste a` exe´cu-
ter de fac¸on stochastique un ensemble de mouvements
modifiant la solution courante. Ces mouvements sont
de deux types, de´placement ou e´change, et de deux
cate´gories, les uns agissent sur les techniciens, les
autres sur les interventions. Un mouvement est ac-
cepte´ a` condition que la solution obtenue respecte les
contraintes de pre´ce´dence entre interventions, la dure´e
maximale H d’une journe´e de travail et que le nombre
d’interventions non satisfaites ne soit pas augmente´.
Comme nous l’avons e´voque´ plus haut, l’efficacite´ de
la recherche locale repose essentiellement sur les deux
points suivants : limiter le taux de rejet de chacun des
mouvements et acce´le´rer le processus d’e´valuation de
chaque mouvement. Ce second point est aborde´ dans
la section suivante, ou` sont de´taille´s les aspects algo-
rithmiques de la recherche locale.
Nous avons de´fini 8 mouvements de base, qui forme
le ve´ritable moteur de la recherche locale :
- De´placer_Technicien ;
- E´changer_Techniciens ;
- De´placer_Intervention_Inter_Journe´es ;
- De´placer_Intervention_Intra_Journe´e ;
- De´placer_Intervention_Intra_E´quipe ;
- E´changer_Interventions_Inter_Journe´es ;
- E´changer_Interventions_Intra_Journe´e ;
- E´changer_Interventions_Intra_E´quipe.
Les mouvements sur les techniciens consistent a` de´-
placer ou e´changer des techniciens au sein d’une jour-
ne´e du planning. Les mouvements sur les interven-
tions consistent a` de´placer ou e´changer des interven-
tions du planning ; les suffixes Inter_Journe´es, In-
tra_Journe´e, Intra_E´quipe signifient respectivement
que les interventions sont de´place´es ou e´change´es au
sein de journe´es diffe´rentes, au sein d’une meˆme jour-
ne´e, au sein d’une meˆme e´quipe. Ces 8 mouvements
sont de´cline´s sous des formes spe´cifiques afin d’aug-
menter leur probabilite´ de succe`s (on peut voir cela
comme un raffinement des voisinages au sein desquels
est effectue´e la recherche). Ainsi, pour chaque mouve-
ment, nous avons de´fini les 3 formes suivantes :
- Ge´ne´rique : techniciens ou interventions sont
choisis ale´atoirement ;
- Journe´e_Non_Satisfaite : techniciens ou inter-
ventions sont choisis ale´atoirement dans une jour-
ne´e ou` apparaˆıt au moins une intervention non
satisfaite ;
- E´quipe_Non_Satisfaite : techniciens ou inter-
ventions sont choisis ale´atoirement dans une
e´quipe ou` apparaˆıt au moins une intervention non
satisfaite.
Enfin, nous avons introduit des mouvements de´die´s
aux deux possibles extensions du proble`me que sont
l’introduction de pre´ce´dences entre les interventions
et la pre´sence d’un budget permettant d’abandonner
des interventions a` des sous-traitants :
- Abandonner_Intervention_Budget : abandonne
une intervention (de´cline´ en Ge´ne´rique, Jour-
ne´e_Non_Satisfaite) ;
- E´changer_Intervention_Budget : e´change une
intervention abandonne´e avec une intervention
du planning (de´cline´ en Ge´ne´rique, Jour-
ne´e_Non_Satisfaite) ;
- Re´inte´grer_Intervention_Budget : re´inte`gre
une intervention dans le planning ;
- E´changer_Intervention_Pre´ce´dences : e´change
deux interventions Ii, Ii′ telles que fi ≤ di′ et le
nombre de descendants de Ii′ dans le graphe des
pre´ce´dences est supe´rieur ou e´gal au nombre de
descendants de Ii (de´cline´ en Inter_Journe´es,
Intra_Journe´e).
En de´finitive, nous utilisons un pool de 31 mouve-
ments. La vitesse de convergence de la recherche lo-
cale de´pend fortement du taux d’emploi de chacun
de ces mouvements. Ce taux d’utilisation suit une
distribution que nous avons fixe´e apre`s une expe´-
rimentation minutieuse sur les instances des bases
A et B fournies par France Te´le´com. Voici les
grandes lignes de cette distribution : 25 % de mouve-
ments De´placer_Intervention_Inter_Journe´es en
Journe´e_Non_Satisfaite, 25 % de mouvements
De´placer_Technicien en E´quipe_Non_Satisfaite,
12 % de mouvements E´changer_Technicien en
E´quipe_Non_Satisfaite, 0.2 % a` 3 % pour les 28
autres mouvements. Le taux de succe`s de l’ensemble
des mouvements (c’est-a`-dire le nombre de mouve-
ments accepte´s divise´ par le nombre de mouvements
tente´s) varie entre 10 % et 50 % au cours de la re-
cherche, selon les instances conside´re´es.
3.3 Algorithmique & imple´mentation
Le sche´ma d’exe´cution d’un mouvement est le sui-
vant : si l’e´valuation du mouvement est positive (eva-
luate), alors le mouvement est accepte´ (perform). En
effet, le nombre de mouvements tente´s e´tant largement
supe´rieur au nombre de mouvements finalement ac-
cepte´s, l’e´valuation des mouvements apparaˆıt comme
critique dans tout algorithme a` base de recherche lo-
cale. La proce´dure d’e´valuation est elle-meˆme e´tage´e
de manie`re a` couper au plus toˆt en cas d’e´chec du
mouvement. Ainsi, les diffe´rents tests composant celle-
ci sont ordonne´es en fonction de leur complexite´ et de
leur propension a` e´chouer. Par exemple, les contraintes
de pre´ce´dence e´tant dures, tous les tests ayant at-
trait aux respect des pre´ce´dences lors de l’e´valuation
des mouvements De´placer_Intervention et E´chan-
ger_Intervention sont effectue´s en premier lieu. Ne
pouvant de´tailler ici toute l’imple´mentation mise en
œuvre pour acce´le´rer le processus d’e´valuation pour
chacun des 8 mouvements de base, nous insisterons sur
deux points qui nous paraissent cruciaux : l’e´valuation
des compe´tences et la gestion des pre´ce´dences.
3.3.1 L’e´valuation des compe´tences
Tout mouvement qui touche aux techniciens ou aux
interventions d’une e´quipe ne´cessite une e´valuation de
l’ade´quation entre les compe´tences fournies par les
techniciens et les compe´tences requises par les inter-
ventions de l’e´quipe. Pour re´aliser cette e´valuation,
nous associons a` chaque e´quipe de techniciens une ma-
trice Ce de compe´tences qui donne pour chaque do-
maine d et niveau l, le nombre de techniciens de niveau
au moins l dans le domaine d. De fac¸on syme´trique,
une matrice Ci est associe´e a` chaque intervention de´-
crivant le nombre de techniciens de niveau au moins l
requis dans chaque domaine d. Ainsi, une intervention
Ii affecte´e a` l’e´quipe Ee est non satisfaite (du point de
vue des compe´tences) s’il existe un couple (d, l) tel que
Ci(d, l) > Ce(d, l). Le nombre de domaines et de ni-
veaux de compe´tence n’e´tant pas borne´ (par exemple,
l’instance B4 des jeux de donne´es fournis par France
Te´le´com comporte 40 domaines de compe´tences), il
est difficile de concevoir une structure de donne´es plus
efficace que cette matrice domaines/niveaux pour e´va-
luer les compe´tences. De fait, l’e´valuation de l’impact
d’un mouvement sur les compe´tences s’ave`re couˆteuse
en temps dans le pire des cas, puisque en O(d · l).
En veillant a` re´duire le parcours de cette matrice
aux seules cases pour lesquelles un test est ne´cessaire,
il est possible de re´duire conside´rablement le couˆt de
cette e´valuation en pratique. Par exemple, lors du de´-
placement d’une intervention, il est possible de ne par-
courir que les domaines utiles de la matrice des compe´-
tences requises par cette intervention, c’est-a`-dire les
domaines pour lesquels au moins un technicien est re-
quis quelque soit le niveau conside´re´. Ensuite, pour
chaque domaine d utile, on peut se restreindre a` un
intervalle de niveaux. Rappelons que nos matrices de
compe´tences sont construites de manie`re cumulative :
pour chaque domaine, le nombre de techniciens requis
par niveau croissant est de´croissant. Ainsi, l’e´valua-
tion peut de´buter au plus haut niveau linf tel que
Ci(d, linf) = Ci(d, l) pour tout l ≤ linf et se terminer au
plus bas niveau lsup tel que Ci(d, lsup) = 0. Enfin, un
test heuristique moins couˆteux en temps peut eˆtre ef-
fectue´ en amont du parcours de la matrice, de manie`re
a` couper au plus toˆt en cas d’e´valuation ne´gative. Pour
chaque domaine d, de´finissons Ce(d) =
∑
l Ce(d, l) et
de fac¸on syme´trique Ci(d) =
∑
l Ci(d, l). Nous avons
alors la condition ne´cessaire suivante : s’il existe un
domaine d tel que Ci(d) > Ce(d), alors Ii est non satis-
faite (notons bien que la re´ciproque est fausse). Ce test
place´ en amont permet, en cas d’e´chec, de de´terminer
en temps O(d) seulement le statut de l’intervention.
De la meˆme manie`re, il est opportun de placer encore
en amont un test ve´rifiant si Ci =
∑
d Ci(d) est stricte-
ment supe´rieur a` Ce =
∑
d Ce(d). En de´finitive, l’e´va-
luation des compe´tences comprend une succession de 3
tests, respectivement en temps O(1), O(d) et O(d · l),
chacun permettant de conclure en cas d’e´chec. Bien
entendu, toutes ces structures employe´es pour l’e´va-
luation doivent eˆtre maintenues de fac¸on incre´mentale
au cours de la recherche.
3.3.2 La gestion des pre´ce´dences
Le second point concerne l’e´valuation du de´passe-
ment de la dure´e H de chaque journe´e de travail ainsi
que des dates de fin t1, t2, . . . , tk − 1. En effet, cette
ope´ration est complique´e par la pre´sence de pre´ce´-
dences entre les interventions, car ne´cessitant un cal-
cul des plus longs chemins (PLC) dans un graphe
acyclique oriente´ (DAG, de l’anglais directed acyclic
graph). Pour cela, nous attachons un DAG a` chaque
journe´e du planning. Chaque DAG contient un nœud
source marquant le de´but de la journe´e et un nœud
destination marquant la fin de la journe´e. A` chaque in-
tervention planifie´ dans la journe´e est associe´ un nœud
dans le DAG. Ces nœuds sont relie´s entre eux par des
pre´ce´dences de deux types : des arcs bleues mate´riali-
sant l’ordre dans lequel sont planifie´es les interventions
de chaque e´quipe au sein de la journe´e et des arcs
rouges repre´sentant les contraintes donne´es en entre´e
du proble`me. La longueur l(i, i′) de l’arc reliant les
nœuds correspondant a` deux interventions Ii ≺ Ii′ est
donne´ par la dure´e D(i) de l’intervention Ii. De cette
fac¸on, la date de de´but au plus toˆt d’une intervention
est donne´e par la longueur du PLC allant a` son nœud
dans le DAG. Cette date, stocke´e a` chaque nœud, per-
met de ve´rifier le respect de la dure´e maximale H des
journe´es de travail et des dates de fin t1, t2, . . . , tk− 1,
et donc d’e´valuer le nombre d’interventions non satis-
faites.
Ainsi, tout mouvement De´placer_Intervention
ou E´changer_Intervention entraˆınent un cascade
d’ajouts/suppressions d’areˆtes dans les DAG des jour-
ne´es concerne´es, ne´cessitant une mise a` jour (tempo-
raire) des PLC afin d’e´valuer l’impact du mouvement.
Les interventions de chaque e´quipe e´tant re´alise´es de
manie`re se´quentielle, chaque nœud posse`de un unique
pre´de´cesseur bleu et un unique successeur bleu ; les
pre´de´cesseurs et les successeurs rouges sont eux sto-
cke´s dans des tableaux au niveau du nœud. Le choix de
cette repre´sentation est motive´ par la faible densite´ du
graphe des pre´ce´dences constate´e sur les instances A et
B (ou` le nombre d’arcs rouges est infe´rieur au nombre
n d’interventions). Cette mise a` jour temporaire des
PLC est re´alise´e par une propagation re´cursive en lar-
geur a` partir du nœud inse´re´ ou supprime´ : le nouveau
PLC au nœud en question est calcule´ en parcourant ses
pre´de´cesseurs, si ce nouveau PLC est diffe´rent de l’an-
cien, alors les successeurs du nœud sont place´s dans
une file afin d’eˆtre examine´s re´cursivement. Cette pro-
pagation permet e´galement de de´tecter la cre´ation de
cycles, invalidant le mouvement. De`s lors que les de-
gre´s maximums entrant et sortant d’un nœud est en
O(1), ce qui s’ave`re eˆtre le cas ici, notre algorithme
incre´mental s’exe´cute en temps optimal O(a), avec a
le nombre de nœuds affecte´s (c’est-a`-dire ceux dont le
PLC est modifie´). Nous invitons le lecteur inte´resse´ a`
consulter les travaux de Katriel et al. [19] sur le su-
jet, qui proposent un algorithme incre´mental dont la
complexite´ se re´ve`le avantageuse lorsque le degre´ maxi-
mum entrant d’un nœud est grand.
3.3.3 Un de´tail d’imple´mentation
Comme nous l’avons e´voque´ en introduction, intro-
duire des e´le´ments stochastiques dans les proce´dures
de choix apparaˆıt comme de´terminant dans le proces-
sus de diversification. Ainsi, outre le choix du mou-
vement lui-meˆme, tous les choix ne´cessaires a` l’exe´-
cution d’un mouvement sont aussi stochastiques. En
moyenne, la fonction MyRand(n), qui retourne un en-
tier (pseudo) ale´atoire entre 0 et n − 1, est appele´e
5 fois par mouvement. Par exemple, le mouvement
De´placer_Intervention_Inter_Journe´es de´cline´ en
Journe´e_Non_Satisfaite (qui repre´sente 25 % des
mouvements tente´s) comporte 6 appels a` la fonction
MyRand. En de´finitive, cette dernie`re est de loin la plus
appele´e du programme (plus de 10 milliards d’appels
sur 20 mn d’exe´cution).
Une imple´mentation na¨ıve (en langage C ISO) de
MyRand est rand() % n, ou dans une version plus ro-
buste n * rand() / (RAND_MAX + 1.0), ou` rand()
est une fonction de la bibliothe`que stdlib retour-
nant un nombre pseudo-ale´atoire entre 0 et le plus
grand entier positif de type int (pour tout de´tail
a` propos du langage C et ses bibliothe`ques, nous
renvoyons le lecteur a` [11]). Bien que produisant
des se´quences de nombres pseudo-ale´atoires de qua-
lite´ suffisante pour notre application, une telle im-
ple´mentation est relativement lente (due a` la pre´-
sence d’une ope´ration de division). Plus pre´cise´ment,
un profiling de notre programme a` l’aide du logi-
ciel gprof [9] identifiait MyRand comme un goulot
d’e´tranglement majeur au niveau du temps d’exe´cu-
tion. Inspire´s du ge´ne´rateur de Knuth et Lewis [23,
pp. 274–286], nous avons e´crit notre propre fonction
MyRand(n) optimise´e : (n * ((seed = 1664525 *
seed + 1013904223) À 16)) À 16, qui fonctionne
a` condition que n soit compris entre 0 et 216 − 1 =
65535 et que le type int soit code´ sur 32 bits (seed
est la graine du ge´ne´rateur, initialise´e en de´but du pro-
gramme).
En moyenne, cette imple´mentation, qui comprend
seulement 2 multiplications, 2 de´calages, 1 addition
et 1 affectation, est 3.5 fois plus rapide que l’imple´-
mentation na¨ıve (la qualite´ des se´quences de nombres
pseudo-ale´atoires retourne´es e´tant comparable). Elle
nous a permis de re´duire la part du temps total d’exe´-
cution consomme´ par la fonction MyRand de 17 % a`
7 %, la ramenant ainsi au meˆme niveau que d’autres
fonctions cle´s du programme (les 3 fonctions les plus
couˆteuses apre`s MyRand consomment chacune autour
de 5 % du temps total d’exe´cution).
4 Re´sultats expe´rimentaux
L’algorithme a e´te´ imple´mente´ en langage C ISO
(C99). Le programme re´sultant, qui compte environ
12000 lignes de code, a e´te´ compile´ et teste´ sous dif-
fe´rentes architectures aux performances comparables
(entre autres : Red Hat Linux sur AMD Athlon 64,
Windows XP sur Intel Pentium 4, Windows Vista sur
Intel Xeon) a` l’aide du compilateur GCC 3.4.4 (avec
les options -O3 -pedantic -Wall -W -std=c99 -
march={athlon64,pentium4,nocona}). Les jeux de
donne´es A, B et X utilise´s pour les tests, fournis
par France Te´le´com, peuvent eˆtre te´le´charge´s sur la
page internet du Challenge [3] (le jeu X, qui a servi
a` l’e´valuation des algorithmes soumis par les partici-
pants, n’a e´te´ de´voile´ qu’une fois le Challenge termine´).
Quelque soit l’architecture, notre imple´mentation per-
met la tentative de plus d’un million de mouvements
par seconde, et ce meˆme dans le cas d’instances vo-
lumineuses (par exemple l’instance B8 : 800 interven-
tions, 150 techniciens, 10 domaines de compe´tence, 4
niveaux, 440 pre´ce´dences) ; sur 20 minutes d’exe´cution,
l’algorithme de´passe le milliard de solutions visite´es.
La me´moire alloue´e par notre programme n’exce`de pas
10 Mo quelque soit l’instance conside´re´e (par exemple,
8 Mo sont alloue´es pour l’instance B8), permettant
une pleine exploitation de la me´moire cache. Les ta-
bleaux ci-dessous (Fig. 1, 2, 3, 4, 5, 6) regroupent les
re´sultats obtenus sur un ordinateur e´quipe´ d’un sys-
te`me Windows XP et d’un processeur Intel Xeon 3075
(2 cœurs CPU 2.67 GHz, cache L1 2×64 Ko, cache L2
4 Mo, RAM 2 Go). Un code exe´cutable du programme
(compile´ pour l’architecture cible souhaite´e) peut eˆtre
obtenu aupre`s des auteurs sur demande.
data n m d l P B
A1 5 5 3 2 0 0
A2 5 5 3 2 2 0
A3 20 7 3 2 0 0
A4 20 7 4 3 7 0
A5 50 10 3 2 13 0
A6 50 10 5 4 11 0
A7 100 20 5 4 31 0
A8 100 20 5 4 21 0
A9 100 20 5 4 22 0
A10 100 15 5 4 31 0
Fig. 1 – Instances A : caracte´ristiques.
data FT EGN BEST % e´cart ordre
A1 2490 2340 2340 0.0 1234
A2 4755 4755 4755 0.0 1234
A3 15840 11880 11880 0.0 2134
A4 14880 14040 13452 4.4 1234
A5 41220 29400 28845 2.0 2134
A6 30090 18795 18795 0.0 2134
A7 38580 30540 29690 2.9 1234
A8 26820 20100 16920 18.8 1234
A9 35600 27440 27440 0.0 2134
A10 51720 38460 38296 0.5 1234
Fig. 2 – Instances A : re´sultats.
Chaque jeu d’instances est pre´sente´ a` l’aide de deux
tableaux. Dans le premier tableau, nous donnons pour
chaque instance la taille des donne´es cle´s en entre´e :
le nombre n d’interventions, le nombre m de tech-
niciens, le nombre d de domaines de compe´tence, le
nombre l de niveaux de compe´tence, le nombre P de
pre´ce´dences (non transitives) entre interventions, le
budget B alloue´. Pour chaque instance, nous avons
avons effectue´ 5 essais, chacun avec temps d’exe´cution
limite´ a` 1200 secondes (20 mn). Dans le second ta-
bleau, les colonnes “FT”, “EGN”, “BEST”, “% e´cart”,
“ordre” contiennent respectivement le re´sultat obtenu
par France Te´le´com, le moins bon re´sultat obtenu par
notre algorithme, le meilleur re´sultat obtenu parmi les
participants au Challenge (et les 5 essais re´alise´s avec
notre algorithme), l’e´cart relatif (en %) entre les va-
leurs des deux colonnes pre´ce´dentes, et l’ordre de pla-
nification des priorite´s utilise´ par l’algorithme EGN
(par exemple, la valeur 3214 signifie que l’ordre de pla-
nification des priorite´s est 3, 2, 1, 4).
data n m d l P B
B1 200 20 4 4 47 300
B2 300 30 5 3 143 300
B3 400 40 4 4 57 500
B4 400 30 40 3 112 300
B5 500 50 7 4 427 900
B6 500 30 8 3 457 300
B7 500 100 10 5 387 500
B8 800 150 10 4 440 500
B9 120 60 5 5 55 100
B10 120 40 5 5 55 500
Fig. 3 – Instances B : caracte´ristiques.
data FT EGN BEST % e´cart ordre
B1 69960 33900 33675 0.7 1234
B2 34065 16260 15510 4.9 1234
B3 34095 16005 15870 0.9 1234
B4 50340 24330 23700 2.7 2134
B5 150360 88680 87300 1.6 1234
B6 47595 27675 27210 1.8 2134
B7 56940 36900 33060 11.7 1234
B8 51720 36840 32160 14.6 1234
B9 44640 32700 28080 16.5 1234
B10 61560 41280 34440 19.9 1234
Fig. 4 – Instances B : re´sultats.
De manie`re ge´ne´rale, nous constatons un faible e´cart
entre les 5 essais que nous avons re´alise´s. Notons que
les e´carts sont d’autant plus grands que le nombre de
jours planifie´s augmente. Ainsi, des e´carts entre essais
supe´rieurs a` 1 % sont constate´s pour les instances sui-
vantes : X1 (57 jours), X5 (52 jours), X9 (50 jours),
X10 (49 jours). L’e´cart relatif entre les re´sultats de
notre algorithme et les meilleurs re´sultats du Chal-
lenge montre que notre algorithme est tre`s compe´ti-
tif. En moyenne, l’algorithme EGN obtient un gain de
30.6 % sur le couˆt des solutions obtenues par France
Te´le´com (41.5 % sur les instances B). D’autre part, nos
solutions se situent en moyenne a` 6.4 % de la meilleure
solution obtenue sur l’ensemble des compe´titeurs (avec
un e´cart a` la moyenne de 5.8 %). Sur les 30 instances,
notre algorithme obtient la meilleure solution en terme
de couˆt pour 13 d’entre elles (7 sur le jeu A, 6 sur le
jeu B) et obtient une solution d’un couˆt infe´rieur a` 6 %
data n m d l P B
X1 600 60 15 4 195 50
X2 800 100 6 6 536 500
X3 300 50 20 3 224 1000
X4 800 70 15 7 321 150
X5 600 60 15 4 201 50
X6 200 20 6 6 128 500
X7 300 50 20 3 235 1000
X8 100 30 15 7 40 150
X9 500 50 15 4 184 50
X10 500 40 15 4 184 500
Fig. 5 – Instances X : caracte´ristiques.
data FT EGN BEST % e´cart ordre
X1 n/a 180240 151140 19.3 1234
X2 n/a 8370 7260 15.3 1234
X3 n/a 50760 50040 1.5 1234
X4 n/a 68960 65400 5.5 2134
X5 n/a 178560 147000 21.5 1234
X6 n/a 10440 9480 10.2 1234
X7 n/a 38400 33240 15.6 1234
X8 n/a 23800 23640 0.7 1234
X9 n/a 154920 134760 15.0 1234
X10 n/a 152280 137040 11.2 1234
Fig. 6 – Instances X : re´sultats.
de celui de la meilleure solution pour 18 d’entre elles
(9 sur le jeu A, 6 sur le jeu B, 3 sur le jeu X). En outre,
nous avons pu identifier les raisons de l’e´chec de l’algo-
rithme EGN sur les 17 instances pour lesquelles nous
n’obtenons pas la meilleure solution. La raison pre-
mie`re est le fait que l’ordre retourne´ de planification
des priorite´s calcule´ par notre phase de pre´traitement
n’est pas optimal. En effet, le tableau ci-contre (Fig.
7) montre le couˆt obtenu par l’algorithme en suppo-
sant l’ordre optimal connu. Ce couˆt est donne´ dans la
colonne marque´ “EGN∗” et l’ordre optimal est donne´
dans la colonne “ordre”. Dans ce cas, nous consta-
tons que pour 6 instances de plus, nous obtenons la
meilleure solution en terme de couˆt. La seconde rai-
son est e´galement due au caracte`re multi-objectif de la
fonction de couˆt. Par exemple, pour l’instance A4, l’al-
gorithme EGN obtient la solution suivante : t1 = 315,
t2 = 540 et t3 = 660 pour un couˆt global de 14040. Or,
relaˆcher le´ge`rement la date de fin des interventions de
priorite´ 1 permet d’ame´liorer le couˆt global par com-
pensation des deux premiers termes de la fonction ob-
jectif : t1 = 324, t2 = 480 et t3 = 660 pour un couˆt
global de 13452 (meilleure solution connue).
En revanche, notre approche par recherche locale
data EGN EGN∗ BEST % e´cart ordre
A5 29700 28845 28845 0.0 3214
A8 20100 16979 16979 0.0 2134
B7 36900 35700 33300 7.3 2134
B9 32700 28080 28080 0.0 2134
B10 41280 34440 34440 0.0 2314
X2 8370 7440 7260 2.5 2134
X6 10440 10140 9480 7.0 2134
X7 38400 32280 32280 0.0 2134
X8 23800 23220 23220 0.0 2134
Fig. 7 – Re´sultats obtenus connaissant l’ordre optimal
des priorite´s.
semble de´passe´e sur les instances X1, X5, X9, X10 par
les approches par recherche locale a` voisinages larges
de Hurkens [16], vainqueur du Challenge, et dans une
moindre mesure, de Cordeau et al. [2], classe´ 2e`me ex
æquo. (Une caracte´ristique de ces 4 instances est d’eˆtre
plus volumineuse en terme de jours planifie´s.) Pour
palier a` cette faiblesse, il nous faudrait donc ajouter a`
notre pool de transformations un mouvement a` voisi-
nage large (comme nous l’avions fait dans [7] pour le
proble`me d’ordonnancement de ve´hicules). Ci-dessous
(Fig. 8) sont pre´sente´s les re´sultats que nous obtenons
pour ces 4 instances en allongeant les temps d’exe´cu-
tion, montrant que notre algorithme converge vers une
solution d’une qualite´ proche de celles qu’obtiennent
Hurkens et Cordeau et al. [3].
data 20 mn 1 heure 3 heures 9 heures
X1 180240 170460 168240 158280
X5 178560 167280 165120 164760
X9 154920 146520 146040 141720
X10 152280 144360 140340 140160
Fig. 8 – Re´sultats obtenus avec des temps d’exe´cution
plus longs.
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