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識別器に入力する画像の回転角度を θi, (i = 1, 2..., N)とする．セグメント結果の把持不可
能領域以外のクラスを aj, (j = 1, 2..., A)とする．これは，A通りの把持手段について把持候
補点を識別することを意味する．
θi回転させた入力画像から得られた把持候補点のうち，ajクラスで最も識別器の反応度合
いが高い候補点座標を (uij, vij)とし，その座標の反応度合いを sij とする．回転角度，クラ
スそれぞれの認識結果から合計N ×A個の認識度合いの高い把持候補点が選出される．全
ての sijを比較し，sijが最大となる i, jに対応する把持クラス，角度，候補点をそれぞれ把

























































N 回分把持点の識別が行われる．その後，ただ一つに選定された把持点の位置 (umax, vmax)
を画像中央を中心として−θmaxだけ回転させ，位置 (urotate, vrotate)を得る．これは，θmax回
転して入力された回転画像上での座標から，元の 0度の状態のバラ積み画像上での座標へ変
換するためである．次に位置 (urotate, vrotate)に対応する深度情報 dmaxを深度情報マップから
取得し，これらを合わせてカメラ座標系での 3次元空間座標 cP を作成する．これは，カメ
ラ座標系から見た把持点を意味する．
最後にカメラ座標系での目標座標 cP をロボット座標系での目標座標 wP へ変換する．これ
は，董らの紹介している，カメラから得た点群データをワールド座標系に変換する式を参考













































PA10に対する操作はRTC PA10を介して行う．RTC PA10は独立の PA10制御 PCに実
装し，一定時間内に通信する権利が保証されたリアルタイムネットワーク ARCNETを通
じて PA10のドライバと通信し，PA10を制御する．力覚センサは PA10制御 PCに接続し，
RTC PA10を介して指令を受ける．平行グリッパの開閉やRGB-Dカメラの制御はそれぞれ



















す．識別器から得られた θmax，および画像上の座標 (umax, vmax)をロボット座標系へ変換し



















β = 0.012 · sin (θmax) (3.2)





























図 3.9: モデル食材で確認したすくい上げ把持手段工程 5の工夫






把持方向は θ = 0, 45, 90の 3方向，把持手段は「食材直上把持」の 1種類とした．すなわ

















図 4.3: アノテーションツールVer. 1の操作画面








































































































把持方向は θ = 0, 90, 180, 225, 270, 315の 6方向，把持手段は「食材直上把持」と「すくい
上げ把持」2種類とした．すなわち，識別器は 3クラス分類を行うため，N = 6, A = 2とな
37
バラ積み実験,本物,16個第 13試行 バラ積み実験,本物,16個第 15試行後
上図中央上拡大 上図中央上拡大
図 4.10: 正解ラベル画像とネットワーク出力画像の比較




には，図 4.2の最終層のチャネル数を 2から 3へ変更した．それに伴い，最終層の特徴マッ
プも 2チャネル分保存するようにした．図 4.14にネットワーク構造を示す．
4.2.2 アノテーションツールVer. 2











































































クラス 1 25枚中 24枚 96%
クラス 2 39枚中 20枚 51.28％
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