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Based on numerical computation of energy level spacing statistics as well as one-particle density matrix eigen-
values we establish the many-body localization and quantum integrability of the ionic Hubbard model (IHM)
in one space dimension. But the Choy-Haldane issue prevents it from being solvable by Bethe ansatz (BA).
Nevertheless, a constrained IHM (CIHM) can be solved with BA. We construct Bethe ansatz wave function
for CIHM and show that the resulting two-particle scattering matrix satisfies the Yang-Baxter equation, thereby
analytically proving the quantum integrabiltiy of CIHM. We numerically solve the Bethe equations and compute
the ground state energy in the thermodynamic limit. Our results reduces to the standard Hubbard model in the
limit of vanishing ionic potential. Cold atoms are a promising platform to realize CIHM.
PACS numbers:
I. INTRODUCTION
Bethe Ansatz (BA) is a powerful method to construct ex-
act wave functions for the ground and excited states of vast
classes of one-dimensional Hamiltonians [1–11]. It provides
solutions of Heisenberg model [12], Lieb-Liniger Model [13],
Hubbard model [14, 15], XXZ [16, 17], XYZ [18, 19],
Temperley-Lieb spin chain [20], Thirring model [21, 22] and
Chiral-Invariant Gross-Neveu Hamiltonian [9].
Among all these, the celebrated Hubbard model addresses
the competition between kinetic energy and the on-site
Coulomb repulsion between electrons of opposite spins [23,
24]. An interesting deformation of this model is the so
called ionic Hubbard model [25]. The IHM is the Hubbard
model plus an additional alternating (ionic) scalar potential of
strength ∆. The essential phyiscs of this model is the compe-
tition between the inoic potential ∆ and the Hubbard term U .
This model in arbitrary dimension and at half-filling has been
the subject of extensive studies with various techniques [26–
57]: In infinite dimension the method of dynamical mean field
theory (DMFT) has been applied to investigate the phase tran-
sitions of the IHM at half filling [33, 37, 39, 42, 48, 50, 51].
For large U (∆) the Mott (band insulating) phase is stabi-
lized. While with cellular DMFT one obtains a direct tran-
sition between Mott and band insulating phases [48], within
a single-site DMFT one obtains an intermediate conducting
phase, i.e. when U and ∆ become comparable, the par-
ent conducting states is restored [37, 42, 50]. This agrees
with coherent potential treatment of Hoang [46]. A simi-
lar picture can be obtained from continuous unitary transfor-
mations [40]. This method has been extensively applied by
Hafez and co-workers to study the excitaiton sepctrum of this
model [44, 45, 47, 52, 54].
In two space dimensions the picture remains unclear. De-
terminantal quantum Monte Carlo study gives a metallic
phase [38]. Building on an orthogonal metallic state [58],
interesting possibility of semiconductor of spinons has been
proposed [57]. On triangular lattice, crossovers between Mott
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and charge transfer and covalent insulators and magnetically
ordered states is reported [41]. Aligia uses charge and bond
operator formalism to study the phase diagram of IHM in var-
ious dimensions [31]. Mancini has employed his composit
operator method to study IHM [35].
In one dimension, Fabrizio and co-workers used the
bosonization to address the competition between U and ∆ at
half-filling. They find an spontaneously dimerized phase [32]
between the Mott and ban insulating phase [26]. IHM in
1D was subsequently studied with density matrix renormal-
ization group (DMRG) [28, 30, 43] and Quantum Monte
Carlo [27, 49] which support the bond ordered state. This
model has also been studied using an interesting two-site en-
tropy as a diagnosis tool of phase transitions [36]. The opit-
cal response of an extension of IHM has also been studied by
Maeshima and Yonemitsu [34].
Given the recent cold atom realization of IHM [53] and the
invention of superlattice modulation spectroscopy to probe the
bond order [56], an exact solution of this model in 1D would
be desirable. The first question one faces in this direction is
the quantum integrability of the model. Using energy level
spacing statistics as well as the eigenvalues of the one-particle
density matrix, we establish the many-body localization for
IHM. Therefore, there should exist an exact solution. How-
ever the Choy-Haldane issue [59] prevents the Bethe ansatz
from solving the IHM: Beyond two electrons per unit cell
(containing two sites or ”orbitals” with energies±∆) in Fig. 1,
the BA wave function will not be eigen-state of the IHM [59–
61]. This prompts us to propose a deformation of IHM where
the hopping terms are projected into a subspace with no more
than two-electrons per unit cell. In this paper, this will be
called the constrained IHM. In the limit of large Hubbard U
which prevents the double occupancy of every orbital, the con-
straint of CIHM is naturally satisfied. In the ∆ = 0 limit, there
is no Choy-Haldane issue and there is no need to constrain the
model. In this sense, the limit ∆ = 0 of both IHM and CIHM
is the standard Hubbard model.
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2FIG. 1. One-dimensional ionic Hubbard model energy schematic
by considering two orbitals in each unit cell, each belonging to one
sublattice.
II. MODEL HAMILTONIAN
Hamiltonian describing the one-dimensional IHM, is a
innocent-looking extension of the Hubbard model in which
the lattice sites are assigned alternating electrostatic poten-
tials ±∆ as shown in Fig. 1. The Hamiltonian of the IHM
and CIHM are given by,
HIHM = Ht +HU +H∆, (1)
HCIHM = PHtP +HU +H∆, (2)
where P is the projection operator into the subspace with no
more than two electrons per unit cell [60], the Ht + HU and
H∆ are the standard Hubbard Hamiltonian and the ionic part
respectively which are described by,
Ht =−t
L∑
j=1,σ
(
ca
†
j,σc
b
j,σ + c
a†
j+1,σc
b
j,σ + c
b†
j,σc
a
j,σ + c
b†
j,σc
a
j+1,σ
)
(3a)
HU =U
L∑
j=1
(
cb
†
j,↑c
b
j,↑c
b†
j,↓c
b
j,↓ + c
a†
j,↑c
a
j,↑c
a†
j,↓c
a
j,↓
)
, (3b)
H∆ =∆
L∑
j=1,σ
(
cb
†
j,σc
b
j,σ − ca
†
j,σc
a
j,σ
)
. (3c)
The parameters t, U and ∆ are hopping integral between two
adjacent sublattice, on-site Hubbard interaction, and ionic
terms, respectively. In this paper, we set the energy unit by
t = 1. The superscripts a, b are introduced to label the two
sublattices with ionic potentials ±∆, respectively. There-
fore cη
†
j,σ and c
η
j,σ are the creation and annihilation opera-
tors for an electron of spin σ in the Wannier state at the
jth unit cell as in Fig. 1 and η = a, b labels the inter-
nal orbital degree of freedom corresponding to two sublat-
tices. The Fermionic anticommutation relations is given by
{cη†j,σ, cη
′
j′,σ′} = δj,j′δη,η′δσ,σ′ . They act in a Fock space with
the pseudovacuum |0〉 defined by cηj,σ|0〉 = 0.
The model has translational symmetry in the j and rota-
tional invariance in spin space, with the corresponding SU(2)
generators given by,
Sx =
1
2
L∑
j=1
∑
η
(
cη
†
j,↑c
η
j,↓ + c
η†
j,↓c
η
j,↑
)
, (4a)
Sy =
i
2
L∑
j=1
∑
η
(
cη
†
j,↓c
η
j,↑ − cη
†
j,↑c
η
j,↓
)
, (4b)
Sz =
1
2
L∑
j=1
∑
η
(
cη
†
j,↑c
η
j,↑ − cη
†
j,↓c
η
j,↓
)
. (4c)
The number operators of given spins are nˆ↑ =∑L
j=1
∑
η c
η†
j,↑c
η
j,↑ and nˆ↓ =
∑L
j=1
∑
η c
η†
j,↓c
η
j,↓ from
which the total number of electrons will become, nˆ =∑L
j=1
∑
η,σ c
η†
j,σc
η
j,σ . Obviously we have the commutation re-
lations [H, nˆ] = [H, nˆ↑] = [H, nˆ↓] = 0 that imply the total
number of electrons N , down-spin electrons, M , and up-spin
electrons, (N−M), are constants. Therefore we can label the
eigenstates in sectors specified by N and M .
In the following we will first numerically establish the
many-body localization and hence the quantum integrability
of IHM (1). Then for CIHM (2) we will prove its integrabil-
ity by direct construction of BA wave function and verifying
that its two-particle scattering matrix satisfies the Yang-Baxter
equation. In this way we will end up with the CIHM as a solv-
able extension of the IHM which will hopefully allow us to
explore strong U limit of the IHM.
III. INTEGRABILITY OF IHM
Quantum integrability for a model means that one can find
a maximal set of independent commuting quantum opera-
tors according to Hilbert space dimensions [62, 63]. But this
definitoin is not always practically the easiest thing to ver-
ify. Therefore equivalent defitions of alterantive forms are
provided which include, (i) the exact solvability [64, 65] (ii)
possibility of mapping to set of harmonic oscillators [65], (iii)
the scattering that the model supports is nondiffractive [66],
(iv) the energy level separation obeys Poissonian level statis-
tics [67] (v) it shows level attraction rather than level repul-
sion [68–70] (vi) Many-body localization (MBL) [71–73].
In recent years in connection with MBL an intuitively sim-
ple picture of quantum integrability has emerged which is
based on a formal analogy with Fermi Liquids. In this sec-
tion, we use numerical methods to show the integrability of
the IHM from the viewpoint of the level statistics and MBL.
A. Level statistics
The approach of using level statistics for many-body sys-
tems to connect the quantum behaviour to a semi-classical
description has been developed quite a long time ago [67].
The belief formed from quantum integrable systems is that
energy levels of such systems follow the Poisson distribution.
The Poissonian level statistics is a sufficient condition for in-
tegrability. The Poisson level statistics of the Heisenberg and
Hubbard models already have been verified numerically [74].
Considering ei as a set of ordered energies arranged from low
to high, and following the criterion introduced in Ref. [75], let
us define, si =
ei+1−ei
ei−ei−1 as the ratio of two consecutive spac-
ing. Then P (s) will be the probability that a normalized ratio
of spacing between adjacent levels lies between s and s+ ds.
If P (s) turns out to be Poissonian, then the quantum system
will be integrable.
Our exact diagonalization [76] computation for a finite size
IHM is represented in Fig. 2. We have used 4 unit cells (i.e.
3FIG. 2. Energy level statistics of IHM that shows Poissonian dis-
tribution for parameters (a) ∆ = 0 and various U , (b) U = 0 and
various ∆, (c) U = 4 and finally (d) ∆ = 4. The energy unit is
t = 1.
8 sites), with N = 8(4 ↑, 4 ↓) electrons corresponding to
Hilbert space of dimension D = 4900 which is enough to
give us a good level statistics. In panel (a), we have set ∆ = 0
which results in the standard Hubbard model to benchmark
our numerical code. In panel (b), we have set U = 0 which
results in a simple quadratic band insulator model. This is a
further check of the numerical procedure of exact diagonaliza-
tion. Both cases clearly show the enhancement of the energy
level distribution near the s = 0 in a characteristic Poissonian
fashion. Now for the genuine IHM case with U = 4 in panel
(c) and ∆ = 4 in panel (d), again the same Poissonian distri-
bution of energy levels is obtained. Therefore we have our first
evidence for the integrability of IHM from the level statistics.
In the next subsection, we provide yet another indication.
B. Many-body localization from a one-particle perspective
Fermi gas is the simplest (and very important) solvable
model in condensed matter physics [77], where the ground
state is a Slater determinant of a handful of ”occupied” single-
particle orbitals [78]. In the language of one-particle density
matrix (OPDM) this means that single-particle orbitals whose
occupation is 1 are separated by a step of size 1 from unoc-
cupied ones. Adiabatically continuing this state to interacting
cases gives a Fermi liquid state where the size of jump will be
given by 0 < Z < 1 and Z is the quasi-particle weight [79].
Integrable MBL states have similar features with respect to the
eigenvalues of OPDM [80]. Ideally a unit step in the eigenval-
ues of OPDM means that the ground state of the many-body
system can be written as a single Slater determinant. This
is equivalent to a sharp localization in the Fock space. Such
MBL states are adiabatically connected to some eigenstates of
the Anderson localization problem [72]. As long as the dis-
continuity in the OPDM spectrum persists, the resulting MBL
state can still be viewed as Slater determinant of a finite num-
FIG. 3. Occupation spectrum – eigenvalues of OPDM – for IHM for
parameters. Parameters are, (a)( Hubbard model) ∆ = 0, (b) U = 0,
(c) U = 4 and (d) ∆ = 4. All energies are in units of t = 1.
ber of neighboring Anderson localized states the particle-hole
excitations of which dress the underlying one-particle state.
Even more so in fully MBL system, every eigenstate is adi-
abatically connected to some eigenstate of the Anderson in-
sulator [71]. So, characterization of conserved quasiparticle
densities (from OPDM spectrum) amounts to establishing an
emergent integrable phase.
Therefore, a rather complete characterization of MBL is
based on the eigenvalues (occupations) and eigenstates (natu-
ral orbitals) of the OPDM. In the MBL (integrable) phase the
occupation spectrum develops a steplike discontinuity, simi-
lar to occupation profile of a Fermi liquid. Let us apply this
diagnostic tool to IHM. For any many body eigenstate |ψn〉
of Hamiltonian (1), the one-particle density matrix is defined
as [80],
ρij,σ = 〈ψn|c†i,σcj,σ|ψn〉, (5)
Diagonalizing ρσ gives us the natural orbitals |φα〉 defined by,
ρσ|φα〉 = nασ|φα〉, (6)
where α = 1, 2, ..., L (Length of system), with
∑L
α=1 nασ =
trρσ = Nσ , equal to the total number of particles with spin σ
in the system.
Fig. 3 shows our results for the ground state of IHM in dif-
ferent regions of parameter space at half filling and total spin
S = 0 with system length L = 8 sites (4 unit cells). We ar-
range eigenvalues in descending order n1 > n2 > ... > nL.
In Fig. 3(a) where the value of ionic parameter is equal to
zero, ∆ = 0 (i.e. standard Hubbard model). As can be seen,
at U = 0, where the ground state is a simple Slater determi-
nant of band states, the discontinuity in the OPDM spectrum
is precisely 1. By increasing U , the discontinuity persists, but
its magnitude decreases. This means that more Slater determi-
nants are required to build the ground states. Since the shape
of OPDM spectrum still remains steplike it can be concluded
that the system remains integrable. The results of Fig. 3(b) are
4produced for U = 0. In this limit for any ∆ the system is
a band insulator whose ground state is Slater determinant of
filled valence band states. That is why for any ∆ the OPDM
spectrum shows a unit jump.
We are now ready to discuss the competition between the
two parameters U and ∆. As is evident in Fig. 3(c), for fixed
U = 4, at any ∆ the jump in the OPDM spectrum exists which
implies many-body localization and hence integrability. Even
more interesting point is that by increasing ∆, the jump in-
creases and approaches 1 which means that the dressing of
quasi-particles is decreasing, and less Slater determinants will
be required to build the ground state. Finally in Fig. 3(d) for a
fixed ∆ = 4 ionic potential, we have plotted the OPDM spec-
trum for various values of U indicated in the legened. Again
the discontinuity exists which implies integrability. Further-
more, panel (d) is very similar to panel (b) that corresponds
to a pure band insulator. The OPDM spectrum suggests that
at half-filling, as long as U  2∆, the ground state can be
regarded as a renormalized band-insulator [55]. Classically
the energy 2∆ is the ionic barrier that prevents the Hubbard
U from excluding the double occupancy.
To summarize this section, level statistics and OPDM anal-
ysis suggest that the one-dimensional IHM is integrable. So in
principle there exists an analytic solution for this model. In the
next section we will see how Choy-Haldane issue prevents the
BA from solving IHM. The very root of Choy-Haldane issue
directly allows to constrain IHM in a way defined in Eq. (2).
The resulgint CIHM can be solved by BA which is the subject
of next section.
IV. THE BETHE ANSATZ SOLUTION FOR CIHM
In this section we discuss the coordinate Bethe ansatz solu-
tion of CIHM (2). From this equation we construct the two-
particle scattering matrix and show that it satisfies the Yang-
Baxter equation. Let the Hilbert space of N electrons be HN
that contains a vacuum state |0〉. In this Hilbert space, we
search for wave functions of the following Bethe ansatz form,
|F 〉 =
∑
x1,...,xN
∑
η1,...,ηN
∑
σ1,...,σN
Fσ1,...,σN (x1, η1; ...;xN , ηN )
N∏
j=1
c
η†j
xj ,σj |0〉, (7)
where j = 1 . . . N labels the electrons, xj and σj are position
and spin of j’th electron, ηj = a, b is the sublattice label of the
j’th electron and Fσ1...σN (x1, η1; . . . xN , ηN ) ≡ FΣ(X,η) is
the BA wave function in coordinate basis. The Schro¨dinger
equation H|F 〉 = E|F 〉 in the coordinate basis becomes
hNFΣ(X,η) = EFΣ(X,η) with the first quantized Hamil-
tonian hN given by,
hN =
∑N
j=1
(
−2t cos
(
kj
2
)(
cos
(
kj
2
)
τxj + sin
(
kj
2
)
τyj
)
+ ∆τzj
)
+ U
2
∑
j≤l δxj ,xl
(
τ0j ⊗ τ0l + τzj ⊗ τzl
)
, (8)
where τ ij is the ith (i = 0, x, y, z) unit and Pauli matrix acting
in sublattice space a, b of the jth electron.
In the one-particle sector (N = 1) the Schro¨dinger equation
becomes,[
−2t cos
(
k
2
)(
cos
(
k
2
)
τx + sin
(
k
2
)
τy
)
+ ∆τz
]
F ησ (x) = EF
η
σ (x),
whose solution are,
F ησ (x) = Aσe
ikxχη(θ),
E(θ) = ∆ cosh(θ),
k(θ) = 2 cos−1( ∆
2t
sinh(θ)).
(9)
where θ is the rapidity of the particle, k is the wave vector,
Aσ is a spinor in spin space and χη(θ) is a spinor in sublattice
space whose components are of the following form,
χb(θ) = −κ(θ)
cosh
(
θ
2
)√
cosh(θ)
, χa(θ) =
sinh
(
θ
2
)√
cosh(θ)
. (10)
In this equation, κ(θ) = ∆2t sinh(θ) + i
√
4t2
∆2 − sinh2(θ).
There are two bands with positive and negative energies.
Eq. (9) is for positive energy states. The negative energy states
are simply obtained by θ → ipi − θ.
In construction of BA for models (such as Hubbard model)
with only one orbital degree of freedom per unit cell, one
breaks up the region of spatial variables (x1, . . . , xN ) into
N ! corners obtained by operating permutation Q of indices
1, 2 . . . , N on x1 < x2 . . . < xN and look for a wavefunction
in each of these corners. For N = 2 there are N ! = 2
corners, namely x1 < x2 and x2 < x1. In the case of CIHM
where there is additional orbital degree of freedom labeled
by η = a, b, we need to slightly adjust the notation to take
proper care of the spatial ordering of electron coordinates.
In this case the spatial coordinates are (x1, η1; ...;xN , ηN )
and a modified step function will be introduced to handle
the ordering of the actual location of electrons. Let us see
how this is done for N = 2 electrons. Higher N values
is similarly treated. The Hamiltonian for two electrons is h2 =∑2
j=1
(
−2t cos
(
kj
2
)(
cos
(
kj
2
)
τxj + sin
(
kj
2
)
τyj
)
+ ∆τzj
)
+
U
2 δx1,x2
(
τ01 ⊗ τ02 + τz1 ⊗ τz2
)
. The Hubbard interaction U
operates when x1 = x2 (i.e. the particles are in the same
unit cell), and further η1 = η2 meaning that they are on the
same sublattice. Away from the boundary of the corners the
Hamiltonian is free and the wavefunction can be written in
the form of product of single particle solutions,
Fσ1,σ2(x1, η1;x2, η2) =(
Aσ1,σ2H˜(x1 − x2) +Bσ1,σ2H˜(x2 − x1)
)
×ei(k1x1+k2x2)χη1(θ1)χη2(θ2)
−
(
Aσ2,σ1H˜(x2 − x1) +Bσ2,σ1H˜(x1 − x2)
)
×ei(k1x2+k2x1)χη1(θ2)χη2(θ1), (11)
Here H˜(xj − xl) = H(xj − xl) +
δxj,xl
2
(
δηj ,bδηl,a − δηj ,aδηl,b
)
is the extended Heaviside
5step function that separates the two corners by incorporating
their orbital degree of freedom η = a, b of the j’th and l’th
electrons. This wave function is explicitly antisymmetric.
The total energy and total momentum for this wave function
are given by E = E1 + E2 = ∆ (cosh(θ1) + cosh(θ1)) and
k = k1+k2 = 2
(
cos−1( ∆2t sinh(θ1)) + cos
−1( ∆2t sinh(θ2))
)
,
respectively, that are conserved in all corners.
We introduce scattering matrix relating to the spin ampli-
tudes in two corners of Eq. (11) as Bσ1,σ2 = S
σ′1,σ
′
2
σ1,σ2Aσ′1,σ′2 .
This is determined by imposing two conditions [81]:
(i) Continuity of the wavefunction in the corner boundary
(Uniqueness). Considering the condition of the continuity of
the wavefunction at x1 = x2 and η1 = η2 leads to,
S =
1
2
(I + P) +
1
2
(I− P) s, (12)
where Iσ
′
1,σ
′
2
σ1,σ2 = δ
σ′1
σ1 δ
σ′2
σ2 and Pσ
′
1,σ
′
2
σ1,σ2 = δ
σ′2
σ1 δ
σ′1
σ2 are the identity
and exchange operators in the spin space, respectively. In the
ordinary Hubbard model where there is one orbital degree of
freedom per unit cell, s has to be a scalar (which is called
spin scalar parameter in the BA literature). But in the present
case where we have two orbitals (sublattices) a, b in each unit
cell, s will be a matrix in the orbital space that completely
characterizes the scattering process.
(ii) The Schro¨dinger equation on the corner boundary (x1 =
x2; η1 = η2). The Schro¨dinger equation for two electrons
has four components labeled with sublattice indices bb,ba, ab
and aa. For two of the four cases, namely, (bb, aa) Hubbard
interactions occur between electrons. Therefore s for these
components are obtained as follows (for details see appendix
A),
sbb =
bb − Ut
bb + Ut
, saa =
aa − Ut
aa + Ut
, (13)
where bb =
(
χa(θ2)
χb(θ2)
(
1− eik2)− χa(θ1)χb(θ1) (1− eik1)), and
aa =
(
χb(θ1)
χa(θ1)
(
1− e−ik1)− χb(θ2)χa(θ2) (1− e−ik2)). It can be
seen that, by changing the sign of ∆, these two amplitudes
transform to each other, namely, sbb(∆) = saa(−∆) as ex-
pected. In the limit (∆ → 0) the scalar spin parameters in
Eq. (13) reduce to,
sbb = saa =
(
sin
(
k1
2
)− sin (k22 ))− iU2t(
sin
(
k1
2
)− sin (k22 ))+ iU2t , (14)
which has the expected form for the ordinary Hubbard model,
except that the argument of the sin function is kj/2 rather than
kj . This is because in the present formulation each unit cell
contains two degrees of freedom corresponding to which the
Brillouin zone will be folded into half of the case where only
one degree of freedom in each unit cell is considered. For
the other two cases (ba, ab), the Hubbard interaction does not
appear in their equations. In this case the parameter s can be
written as sba = sab = ζ − ξ, with the constraint that ζ + ξ =
1. This is because when two electrons do not interact with
each other, they can either pass each other without change
(scattering matrix is unit matrix I), or exchange (scattering
matrix is solely P [81]). Any linear combination of the above
two cases is also acceptable and this is the source of degree of
arbitrariness in choosing ζ and ξ. The only constraint is ζ +
ξ = 1 which stems from the solution of Schro¨dinger equation
at the boundary. By choosing ζ = 0 and ξ = 1, the spin scalar
parameter will be sba = sab = −1 and we can write them as
follows:
sba = sab =
0− Ut
0 + Ut
. (15)
Finally, by combining various components of the spin
scalar in Eqs. (13) and (15), and by taking into account the
probability of each (a, b) components of the electrons, the spin
scalar parameter becomes,
s =
(|χb(θ1)|2|χb(θ2)|2bb + |χb(θ1)|2|χa(θ2)|2×0
+|χa(θ1)|2|χb(θ2)|2×0 + |χa(θ1)|2|χa(θ2)|2aa − U/t
)
/
(|χb(θ1)|2|χb(θ2)|2bb + |χb(θ1)|2|χa(θ2)|2×0
+|χa(θ1)|2|χb(θ2)|2×0 + |χa(θ1)|2|χa(θ2)|2aa + U/t
)
.
(16)
By inserting Eq. (16) into Eq. (12) and after some algebra, and
using the definition α(θ) ≡ tanh(θ)
√
4t2/∆2 − sinh2(θ),
the two particle scattering matrix will be,
Si,j =
(α(θi)− α(θj)) Ii,j + i 2U∆ Pi,j
(α(θi)− α(θj)) + i 2U∆
. (17)
By changing the variable from the rapidity θ to momentum k
according to Eq. (9), for particles with positive energies we
have α(k) ≡ 2t cos(k/2) sin(k/2)√
∆2+4t2 cos2(k/2)
which then gives,
Si,j =
(α(ki)− α(kj)) Ii,j + iUt Pi,j
(α(ki)− α(kj)) + iUt
. (18)
From Eq. (18) it is clear that the limit of ∆→ 0, this scattering
matrix is exactly the same as the scattering matrix obtained
for the standard Hubbard model. The only difference is that
U has been replaced with 2U . This is because the present
scattering matrix is for a unit cell containing an orbital degree
of freedom η = a, b. Thus, each electron in interaction with
another electron is experiencing a total potential of 2U .
A straightforward calculation shows that the above S ma-
trix obtained for the CIHM satisfies the Yang-Baxter equa-
tion (for details see appendix B). Therefore the following BA
wavefunction for the N -particle system is consistent at three-
particle scattering level and the model is integrable,
Fσ1,...,σN (x1, η1; ...;xN , ηN ) (19)
= A
N∏
j=1
eikjxjχηj (θj)
∑
Q
S(Q)Aσ1,...,σN H˜(xQ).
Here Q is a corner corresponding to one set of permuta-
tions, S(Q) is the corresponding product of S-matrices, and
Aσ1,...,σN is the spin amplitude in some reference corner. The
extended Heaviside function is defined below Eq. (11) which
6incorporates the sublattice structure into the definition of cor-
ners.
Now we would like to study the system of 0 < N 6 L
electrons on a finite length L with periodic boundary condi-
tions. We can impose this condition in different regions in
configuration space to the wavefunction as,
Fσ1,...,σN (...;xj = 1, ηj ; ...)
= Fσ1,...,σN (...;xj = L+ 1, ηj ; ...).
(20)
For the configuration Q(x1 < x2 < ... < xN ) the above
relation is translated to conditions on the spin amplitude of
wavefunction in a single corner as,
(Zj)
σ′1,...,σ
′
N
σ1,...,σNAσ′1,...,σ
′
N
(Q) = e−ikjLAσ1,...,σN (Q), (21)
where Zj = Sj,j−1Sj,j−2Sj,1Sj,NSj,N−1Sj,j+2Sj,j+1, is
the so called the transfer matrix. Again, we are encoun-
tered with a eigenvalue problem of diagonalization of the spin
Hamiltonian (Zj) by using of the quantum inverse scattering
method for a state with M down spins and N −M up spins
and obtain Bethe Ansatz equations as follows [81],
eikjL =
M∏
δ=1
Λδ − αj − ic/2
Λδ − αj + ic/2 , j = 1, 2, ..., N (22a)
−
M∏
δ=1,δ 6=γ
Λδ − Λγ + ic
Λδ − Λγ − ic =
N∏
j=1
Λγ − αj − ic/2
Λγ − αj + ic/2 , γ = 1, 2, ...,M
(22b)
where c = 2U∆ , αj ≡ α(θj) is defined in Eq. (17) and M
labels the number of down spins in a specific configuration.
The spin variables Λγ are coupled with momenta kj and must
be determined self-consistently as detailed in the next section.
V. THERMODYNAMIC LIMIT AND GROUND STATE
PROPERTIES OF CIHM
As already mentioned, we are going to solve these equa-
tions for the 0 < N 6 L where N is the total number of
electrons and L is the number of unit cells. We will con-
sider the filling factors (n = N/L 6 1) of less than a quarter
filled bands. This amounts to average satisfaction of the con-
straint that avoids Choy-Haldane issue on average. So the
hope is that the obtained results for CIHM will be an effec-
tive description of IHM. From here on, we write equations in
the wave vector space instead of rapidities. At low enough
temperatures, only the lower band will be relevant and there-
fore, the αj parameter in Eqs. (22) will be in the form of
αj =
2t cos(kj/2) sin(kj/2)√
∆2+4t2 cos2(kj/2)
where c = U/t. We will be in-
terested in the limit N,M,L → ∞ with n = N/L and M/L
held constant.
For a finite system with N electrons the total energy and
momentum of the system given by,
E = −
N∑
j=1
√
∆2 + 4t2 cos2
(
kj
2
)
, P =
N∑
j=1
kj . (23)
Eigenvalues and eigenfunctions of the system are character-
ized by set of momenta and spin variables {kj ,Λγ} as fol-
lows: Taking the logarithm of Eqs. (22) we obtain,
Lkj = 2piIj +
M∑
δ=1
Θ(2αj − 2Λδ), j = 1, 2, ..., N (24a)
and
N∑
j=1
Θ(2αj − 2Λγ) = 2piIγ +
M∑
δ=1
Θ(Λδ − Λγ), γ = 1, 2, ...,M
(24b)
where Θ(x) = −2 tan−1(x/c) with condition −pi < Θ(x) <
pi. The {Ij , Iγ} are integer or half-integer quantum numbers
which labels the states. Using Eqs. (24) the momentum of the
system becomes, the P = 2piL
(∑
j Ij +
∑
γ Iγ
)
. Solutions
of Eqs. (22) in the thermodynamic limit, based on string hy-
pothesis [81, 82], can have different forms, one of which is the
real kj’s and real Λγ’s. This is the case for the ground state of
the system.
In the thermodynamic limit we define the densities of solu-
tions ρ(k) and σ(Λ) by,
ρ(kj) =
1
L(kj+1 − kj) , σ(Λγ) =
1
L(Λγ+1 − Λγ) . (25)
The values of ρ(kj) and σ(Λγ) are continuously distributed in
intervals [−Q,Q] and [−B,B], respectively. The integration
limits Q 6 pi and B 6 ∞ are specified by the following two
conditions:∫ Q
−Q
ρ(k)dk =
N
L
,
∫ B
−B
σ(Λ)dΛ =
M
L
. (26)
According to the Lieb-Mattis theorem [83] the ground state
of the system on a bipartite lattice should be a total singlet.
Therefore in our one-dimensional case, the ground state con-
figuration will be specified by the consecutive arrangement of
{Ij}’s and {Iγ}’s around zero. Also thermodynamic limit, is
given by (L → ∞, N → ∞,M → ∞) but N/L and M/L
kept finite. We use the subscript g in the following to indi-
cate that the quantity under consideration is associated with
the ground state of the system.
Algebraic manipulation of Eqs. (24) for solution densities
at the ground state, gives two coupled integral equations [81]
ρg(k) =
1
2pi
+ f(k)
∫ Bg
−Bg
dΛσg(Λ)K1(α(k)− Λ), (27a)
σg(Λ) =
∫ Qg
−Qg
dkρg(k)K1(α(k)− Λ)
−
∫ Bg
−Bg
dΛ′σg(Λ′)K2(Λ− Λ′), (27b)
where f(k) = dα(k)dk , Kn(x) =
1
pi
(nc/2)
(nc/2)2+x2 and its Fourier
transform is Kn(ω) = 1√2pi e
−n c2 |ω|. For the ground state,
the z-component and total spin is equal to zero (Sz = S =
1
2 (N − 2M)) such that one has Bg = ∞. Then by using the
7FIG. 4. The ground state energy of CIHM as a function of U,∆
and n. The unit of energy is taken to be T = 1. The dependence
of ground state energy to electron density and Hubbard parameter U
for ionic potential (a) ∆ = 0 (the standard Hubbard model). Panel
(b) is represents constant U cuts of Panel (a). Panel (c) is similar to
(b), except that now ∆ = 2.0. In the second column we represent the
ground state energy as a function of ∆ and n for fixed (d) U = 0.5,
(e) constant ∆ cuts from panel (d). Panel (f) is the same constant ∆
plots for strong Hubbard U = 4.0.
Fourier transform of σg(Λ) = 1/
√
2pi
∫∞
−∞ dωσg(ω)e
iΛω for
ρg(k) we have,
ρg(k) =
1
2pi
+
2
c
f(k)
∫ Qg
−Qg
dk′ρg(k′)R
(
2
c
(
α(k)− α(k′))) .
(28)
In this equation, R(x) ≡ (1/4pi) ∫∞−∞ dy ei xy21+e|y| =
(1/pi)
∑∞
n=1(−1)n+1 2nx2+(2n)2 is a real valued function. Thus
the ground state energy can be written as,
Eg(k) = −L
∫ Qg
−Qg
dkρg(k)
√
∆2 + 4t2 cos2
(
k
2
)
. (29)
For quarter filling (N/L = 1) one has Qg = pi, and the den-
sity of electron states (ρg(k)) and ground state energy can be
analytically calculated as,
ρg(k) =
1
2pi
+
f(k)
pi
∫ ∞
0
dω cos(ωα(k))
J0(ω)
1 + ecω
, (30a)
Eg(k) = −2L
(
∆
pi
E
[
−4t
2
∆2
]
+
∫ ∞
0
dω
J0(ω)J1(ω)
ω (1 + ecω)
)
,
(30b)
where E(ν) =
∫ pi/2
0
dx
√
1− ν sin2(x) , is the complete
elliptic integral of the second kind. The functions J0 and
FIG. 5. Ground state energy of the quarter-filled CIHM. Left panel
shows the dependence of the ground state energy on U and ∆ for
n = 1 electron per unit cell. Right panel is the constant U cuts of the
same thing.
J1 are defined by J0(ω) ≡ pi−1
∫ pi
0
dk cos(ωα(k)), and
J1(ω) ≡ ωpi−1
∫ pi
0
dk cos(ωα(k))f(k)
√
∆2 + 4t2 cos2
(
k
2
)
.
In the limit ∆ → 0, these functions reduce to the standard
Bessel functions J0 and J1 of the Lieb-Wu solution [84].
Therefore our expression for the ground state energy in the
limit of ∆→ 0, correctly reduces to the Lieb-Wu result.
To obtain the ground state energy for different conditions,
we numerically solve the equations (26), (28) and (29). Fig. 4
shows our results for ground-state energy. In panels (a) and (b)
we plot the ground state energy as a function of U and n for
∆ = 0 that corresponds to the standard Hubbard model [85].
In panel (c) we increase the ionic potential to ∆ = 2.0. In the
second column we plot the ground state energy as a function
of ∆ and n for a fixed U . The values of U in panels (d) and
(e) are U = 0.5 while in panel (f) we have a quite strong Hub-
bard U = 4.0. First of all, the ∆ = 0 results in (a) and (b)
agree with the numerical results for the Hubbard model [85].
As can be seen in panel (b), at low densities the chemical po-
tential (slope of the curve) is not much dependent on U . But
by increasing n towards quarter filling, the U dependence of
the slope (chemical potential) becomes important. This is in
contrast to panel (c) with ∆ = 2.0 where even near the quarter
filling the slope is not much sensitive to the values of U . Near
the quarter-filling (n = 1) there is in average one electrons in
a unit cell which occupies the negative ∆ site. Therefore for
large enough ∆, one barely faces a situation with two elec-
trons coming across each other at the same site and that is
why the U dependence upto quarter filling is not strong. In
Panel (d) and its constant ∆ cuts in panel (e), for very small
U = 0.5, we are essentially dealing with a linear band sim-
ilar to non-interacting situation (i.e. (k) ∝ k) which gives
rise to a constant density of states. Therefore increasing the
density of electrons by δn, the ground state energy will grow
proportional to δn. That is why for small U in panel (e) we
essentially have a linear E versus n curves. This becomes
more manifest for larger ∆. By increasing U to 4.0 in panel
(f), the E(n) curves starts to deviate from linearity. This is
more manifest for smaller ∆ where the role of U becomes
dominant.
In Fig. 5 we have plotted the ground state energy as a func-
tion of ∆ and U for a fixed n = 1 corresponding to quarter
filling. As can be inferred from Eq. (2), the quantity ∂E/∂∆
corresponds to the average sublattice-imbalance, namely the
difference in the average population of the two sublattices. As
8expected in the ∆ = 0 limit, irrespective of the value of U ,
due to translational invariance the average population of two
sublattices must be the same. Therefore the slope of E(∆)
curve has to be zero. This can be clearly seen in both panels,
and in particular in panel (b). For quite large values of ∆, all
curves with Hubbard U values upto 8.0 converge to the same
slope ≈ 1. This simply means that when ∆ is very large, one
sublattice (with negative ∆) is fully occupied, while the other
sublattice is completely empty. Another interesting feature
that can be seen in both (a) and (b) panels is that, for a con-
stant finite ∆ the grounds state energy reduces by increasing
the Hubbard U . This is better seen for smaller ∆. This can be
explained as follows: In small U limit and at quarter (or even
less) filling the electrons dominantly occupy negative ∆ sites
and positive ∆ sites are empty. Due to kinetic term, electrons
may come to positive ∆ sites. Strong U can take advantage
of this and lower the ground state energy by superexchange
mechanism. In this way the positive ∆ sites will act like effec-
tive ligand sites for the superexchange mechanism. As such,
superexchange is suppressed by large ∆.
VI. SUMMARY AND OUTLOOK
In this work, first using the level statistics and one-particle
density matrix eigenvalues, we numerically established that
IHM is many-body localized. In the present context it means
that it is exactly solvable. Since in every unit cell of the IHM
there are two atomic orbitals with on-site energies ±∆ (see
Fig. 1), the Choy-Haldane issue prevents us from constructing
a Bethe ansatz solution for IHM. This lead us to propose a de-
formation of IHM in Eq. (2) called CIHM in this paper. Since
the IHM has already been realized in cold atom setting [53],
perhaps the realization of CIHM by constraining the unit cell
to avoid having more than two fermions is quite thinkable.
We constructed the BA wave function for CIHM and inves-
tigated its solvability by direct construction of appropriate BA
wave function. Every unit cell in CIHM will have an addi-
tional sublattice label, η = a, b. This acts like an additional
orbital degree of freedom for every unit cell, albeit with dif-
ferent energies ±∆. We constructed the two-particle scatter-
ing matrix in the space of η and spin. For this purpose we
introduced extensions of the step function to properly define
various ”corners” in the configuration space. Our scattering
matrix satisfies the Yang-Baxter equation which indicates the
solvability of CIHM in terms of Bethe ansatz wave functions.
Using our Bethe Ansatz wave function for CIHM, we con-
structed the ground state energy as a function of various pa-
rameters n,∆, U . In the ∆ = 0 limit, our results agree with
the standard Hubbard model. This wave function can be used
to study various correlations in the ground state, as well as the
excitation spectrum with particular attention to the spin and
charge excitations and the effect of ∆ in these excitations.
In the absence of an analytic solution for IHM, our
constrained-IHM is a promising playground to learn about the
competition between the Hubbard U and the ionic potential
∆ in a framework other than (but related to) IHM. Plethora
of numerical methods used to study IHM can also be used to
study CIHM to learn about the differences and similarities of
the two models.
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Appendix A: Scattering matrix
For two electrons, the wavefunction for the sublattice components is,
Fσ1,σ2(x1, b;x2, b) = (Aσ1,σ2H(x1 − x2) +Bσ1,σ2H(x2 − x1))× ei(k1x1+k2x2)χb(θ1)χb(θ2)
− (Aσ2,σ1H(x2 − x1) +Bσ2,σ1H(x1 − x2))× ei(k1x2+k2x1)χb(θ2)χb(θ1), (A1a)
Fσ1,σ2(x1, a;x2, a) = (Aσ1,σ2H(x1 − x2) +Bσ1,σ2H(x2 − x1))× ei(k1x1+k2x2)χa(θ1)χa(θ2)
− (Aσ2,σ1H(x2 − x1) +Bσ2,σ1H(x1 − x2))× ei(k1x2+k2x1)χa(θ2)χa(θ1), (A1b)
Fσ1,σ2(x1, b;x2, a) =
(
Aσ1,σ2 [H(x1 − x2) +
δx1,x2
2
] +Bσ1,σ2 [H(x2 − x1)−
δx1,x2
2
]
)
× ei(k1x1+k2x2)χb(θ1)χa(θ2)
−
(
Aσ2,σ1 [H(x2 − x1)−
δx1,x2
2
] +Bσ2,σ1 [H(x1 − x2) +
δx1,x2
2
]
)
× ei(k1x2+k2x1)χb(θ2)χa(θ1), (A1c)
Fσ1,σ2(x1, a;x2, b) =
(
Aσ1,σ2 [H(x1 − x2)−
δx1,x2
2
] +Bσ1,σ2 [H(x2 − x1) +
δx1,x2
2
]
)
× ei(k1x1+k2x2)χa(θ1)χb(θ2)
−
(
Aσ2,σ1 [H(x2 − x1) +
δx1,x2
2
] +Bσ2,σ1 [H(x1 − x2)−
δx1,x2
2
]
)
× ei(k1x2+k2x1)χa(θ2)χb(θ1). (A1d)
9The Schro¨dinger equation for this wavefunction is given by the following matrix relation,
2∆ + Uδx1,x2 −t∆2+ −t∆1+ 0
−t∆2− 0 0 −t∆1+
−t∆1− 0 0 −t∆2+
0 −t∆1− −t∆2− −2∆ + Uδx1,x2


Fσ1,σ2(x1, b;x2, b)
Fσ1,σ2(x1, b;x2, a)
Fσ1,σ2(x1, a;x2, b)
Fσ1,σ2(x1, a;x2, a)
 = ∆(cosh(θ1) + cosh(θ2))

Fσ1,σ2(x1, b;x2, b)
Fσ1,σ2(x1, b;x2, a)
Fσ1,σ2(x1, a;x2, b)
Fσ1,σ2(x1, a;x2, a)

(A2)
where
∆1±Fσ1,σ2(x1, η1;x2, η2) = Fσ1,σ2(x1, η1;x2, η2) + Fσ1,σ2(x1 ± 1, η1;x2, η2),
∆2±Fσ1,σ2(x1, η1;x2, η2) = Fσ1,σ2(x1, η1;x2, η2) + Fσ1,σ2(x1, η1;x2 ± 1, η2). (A3)
Then in the case x1 = x2 ≡ x, for component Fσ1,σ2(x, b;x, b) we have,
(2∆ + U)Fσ1,σ2(x, b;x, b)− t∆2+Fσ1,σ2(x, b;x, a)− t∆1+Fσ1,σ2(x, a;x, b)
= ∆(cosh(θ1) + cosh(θ2))Fσ1,σ2(x, b;x, b). (A4)
By doing the calculations and using S = 12 (I + P) +
1
2 (I− P) sbb, the sbb component of spin scalar becomes,
sbb =
(
χa(θ2)
χb(θ2)
(
1− eik2)− χa(θ1)χb(θ1) (1− eik1))− Ut(
χa(θ2)
χb(θ2)
(1− eik2)− χa(θ1)χb(θ1) (1− eik1)
)
+ Ut
. (A5)
Repeating these calculations for the Fσ1,σ2(x, a;x, a) component, the saa component of spin scalar obtain as,
saa =
(
χb(θ1)
χa(θ1)
(1− e−ik1)− χb(θ2)
χa(θ2)
(1− e−ik2)
)
− Ut(
χb(θ1)
χa(θ1)
(1− e−ik1)− χb(θ2)
χa(θ2)
(1− e−ik2)
)
+ Ut
. (A6)
Appendix B: Yang-Baxter Equation
The Yang-Baxter equation or the star-triangle relation is a consistency equation which if it is established for a scattering
matrix, the system (Hamiltonian) governing the dispersion will be integrable. In the case of our problem, this equation is written
in the form,
S1,2(k1, k2)S1,3(k1, k3)S2,3(k2, k3) = S2,3(k2, k3)S1,3(k1, k3)S1,2(k1, k2), (B1)
where the scattering matrix is,
Si,j =
(α(ki)− α(kj)) Ii,j + iUt Pi,j
(α(ki)− α(kj)) + iUt
. (B2)
Assuming the two-particle scattering matrix at the brief form of Si,j ≡ ΥijI + ΩijP, and by performing matrix multiplication
the left-hand side(LHS) of Eq. (B1) is,
LHS = (Υ12Υ13Υ23 + Υ12Ω13Ω23 + Ω12Ω13Υ23 + Ω12Υ13Ω23)I+ (Υ12Υ13Ω23 + Ω12Υ13Υ23 + Υ12Ω13Υ23 + Ω12Ω13Ω23)P (B3)
Performing these calculations in a similar manner for the right-hand side(RHS) of Eq. (B1) indicates that RHS is exactly equal
to LHS.
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