Abstract. In this paper the discrete eigenvalues of elliptic second order differential operators in L 2 pR n q, n P N, with singular δ-and δ 1 -interactions are studied. We show the self-adjointness of these operators and derive equivalent formulations for the eigenvalue problems involving boundary integral operators. These formulations are suitable for the numerical computations of the discrete eigenvalues and the corresponding eigenfunctions by boundary element methods. We provide convergence results and show numerical examples.
Introduction
Schrödinger operators with singular interactions supported on sets of measure zero play an important role in mathematical physics. The simplest example are Schrödinger operators with point interactions, which were already introduced in the beginnings of quantum mechanics [27, 35] . The importance of these models comes from the fact that they reflect the physical reality still to a reasonable exactness and that they are explicitly solvable. The point interactions are used as idealized replacements for regular potentials, which are strongly localized close to those points supporting the interactions, and the eigenvalues can be computed explicitly via an algebraic equation involving the values of the fundamental solution corresponding to the unperturbed operator evaluated at the interaction support, cf. the monograph [1] and the references therein.
Inspired by this idea, Schrödinger operators with singular δ-and δ 1 -interactions supported on hypersurfaces (i.e. manifolds of codimension one like curves in R 2 or surfaces in R 3 ) where introduced. Such interactions are used as idealized replacements of regular potentials which are strongly localized in neighborhoods of these hypersurfaces e.g. in the mathematical analysis of leaky quantum graphs, cf. the review [15] and the references therein, and in the theory of photonic crystals [18] . Note that in the case of δ-potentials this idealized replacement is rigorously justified by an approximation procedure [3] . The self-adjointness and qualitative spectral properties of Schrödinger operators with δ-and δ 1 -interactions are well understood, see e.g. [6, 7, 11, 15, 16, 29] and the references therein, and the discrete eigenvalues can be characterized via an abstract version of the Birman Schwinger principle. However, following the strategy from the point interaction model one arrives, instead of an algebraic equation, at a boundary integral equation involving the fundamental solution for the unperturbed operator.
In this paper we suggest boundary element methods for the numerical approximations of these boundary integral equations. With this idea of computing the eigenvalues of the differential operators with singular interactions numerically, we give a link of these models to the original explicitly solvable models with point interactions. As theoretical framework for the description of the eigenvalues in terms of boundary integral equations we use the theory of eigenvalue problems for holomorphic and meromorphic Fredholm operator-valued functions [19, 20, 26] . For the approximation of this kind of eigenvalue problems by the Galerkin method there exists a complete convergence analysis in the case that the operator-valued function is holomorphic [21, 22, 34] . This analysis provides error estimates for the eigenvalues and eigenfunctions as well as results which guarantee that the approximation of the eigenvalue problems does not have so-called spurious eigenvalues, i. e., additional eigenvalues which are not related to the original problem.
Other approaches for the numerical approximation of eigenvalues of differential operators with singular interactions are based on finite element methods, where R n is replaced by a big ball, whose size can be estimated with the help of Agmon type estimates. Moreover, in [12, 17, 30] it is shown in various settings in space dimensions n P t2, 3u that Schrödinger operators with δ-potentials supported on curves (for n " 2) or surfaces (for n " 3) can be approximated in the strong resolvent sense by Hamiltonians with point interactions. An improvement of this approach is presented in [14] . This allows also to compute numerically the eigenvalues of the limit operator.
Let us introduce our problem setting and give an overview of the main results. Consider a strongly elliptic and formally symmetric partial differential operator in R n , n P N, of the form P :"´n ÿ j,k"1 B k a jk B j`n ÿ j"1`a j B j´Bj a j˘`a , see Section 3 for details. Moreover, let Ω i be a bounded Lipschitz domain with boundary Σ :" BΩ i , let Ω e :" R n zΩ i , and let ν be the unit normal to Ω i . Eventually, let γ be the Dirichlet trace and B ν the conormal derivative at Σ (see (3.4) for the definition). We are interested in the eigenvalues of two kinds of perturbations of P as self-adjoint operators in L 2 pR n q which are formally given by A α :" P`αδ Σ and B β :" P`βxδ
where δ Σ is the Dirac δ-distribution supported on Σ and the interaction strengths α, β are real valued functions defined on Σ with α, β´1 P L 8 pΣq. For P "´∆ these operators have been intensively studied e.g. in [7, 11, 15, 16] , for certain strongly elliptic operators and smooth surfaces several properties of A α and B β have been investigated in [6, 29] . For the realization of A α as an operator in L 2 pR n q we remark that if the distribution A α f is generated by an L 2 -function, then f i/e :" f ae Ω i/e has to fulfill (1.1) γf i " γf e and B ν f e´Bν f i " αγf on Σ, as then the singularities at Σ compensate, cf. [7] . In a similar manner, if the distribution B β f is generated by an L 2 -function, then f has to fulfill (1.2) B ν f i " B ν f e and γf e´γ f i " βB ν f on Σ.
Hence, the relations (1.1) and (1.2) are necessary conditions for a function f to belong to the domain of definition of A α and B β , respectively. Our aims are to show the self-adjointness of A α and B β in L 2 pR n q and to fully characterize their discrete spectra in terms of boundary integral operators. We pay particular attention to establish formulations which fit in the framework of eigenvalue problems for holomorphic and meromorphic Fredholm operator-valued functions and which are accessible for boundary element methods. This requires a thorough analysis of the involved boundary integral operators.
When using boundary element methods for the approximations of discrete eigenvalues of A α and B β it is convenient to consider the related transmission problems. A value λ belongs to the point spectrum of A α if and only if there exists a nontrivial f P L 2 pR n q satisfying pP´λqf " 0 in R n zΣ, γf i " γf e , on Σ, B ν f e´Bν f i " αγf on Σ.
(1.3)
Similarly, λ belongs to the point spectrum of B β if and only if there exists a nontrivial f P L 2 pR n q satisfying pP´λqf " 0 in R n zΣ,
γf e´γ f i " βB ν f on Σ.
(1. 4) This shows that the eigenvalue problems for A α and B β are closely related to transmission problems for P´λ, as they were treated in [24, 25] , and the strategies presented there are useful for the numerical calculation of the eigenvalues of A α and B β . For the analysis of the spectra of A α and B β a good understanding of the unperturbed operator A 0 being the self-adjoint realization of P with no jump condition at Σ and some operators related to the fundamental solution of P´λ are necessary. Assume for λ P ρpA 0 q Y σ disc pA 0 q that Gpλ; x, yq is the integral kernel of a suitable paramatrix associated to P´λ which is explained in detail in Section 3; for λ in the resolvent set ρpA 0 q it is in fact a fundamental solution for P´λ. We remark that the knowledge of Gpλ; x, yq or at least a good approximation of this function is essential for our numerical considerations. We introduce the single layer potential SLpλq and the double layer potential DLpλq acting on sufficiently smooth functions ϕ : Σ Ñ C and x P R n zΣ as As we will see, all solutions of pP´λqf " 0 will be closely related to the ranges of SLpλq and DLpλq. Moreover, the boundary integral operators which are formally given by
Spλqϕ :" γSLpλqϕ, T pλq 1 ϕ :" B ν pSLpλqϕq i`Bν pSLpλqϕq e , and T pλqϕ :" γpDLpλqϕq i`γ pDLpλqϕq e , Rpλqϕ :"´B ν DLpλqϕ, will play an important role. While the properties of the above operators are wellknown for many special cases, e.g. for P "´∆, the corresponding results are, to the best of the authors' knowledge, not easily accessible in the literature for general P. Hence, for completeness we spend some efforts in Section 3.3 to provide those properties of the above integral operators which are needed for our considerations. Eventually, following a strategy from [9] , we show that the discrete eigenvalues of A 0 can be characterized as the poles of an operator-valued function which is built up by the operators Spλq, T pλq, T pλq 1 , and Rpλq; see also [13] for related results. Compared to [9] our formulation is particularly useful for the application of boundary element methods to compute the discrete eigenvalues of A 0 numerically, as the appearing operators are easily accessible for numerical computations.
In order to introduce A α and B β rigorously, consider the Sobolev spaces
Inspired by (1.1) and (1.2) we define A α as the partial differential operator in L 2 pR n q given by 5) and B β by
In Section 4 and 5 we show the self-adjointness of these operators in L 2 pR n q and via the Weyl theorem that the essential spectra of A α and B β coincide with the essential spectrum of the unperturbed operator A 0 . Hence, to know the spectral profile of A α and B β we have to understand the discrete eigenvalues of these operators. The characterization of the discrete eigenvalues of A α and B β in terms of boundary integral equations depends on the discrete spectrum of the unperturbed operator A 0 being empty or not. Let us consider the first case. It turns out that λ P ρpA 0 q is a discrete eigenvalue of A α if and only if there exists a nontrivial ϕ P L 2 pΣq such that
pI`αSpλqqϕ " 0.
Similarly, the existence of a discrete eigenvalue λ P ρpA 0 q of B β is equivalent to the existence of a corresponding nontrivial ψ P H 1{2 pΣq which satisfies (1.8) pβ´1`Rpλqqψ " 0.
As shown in Sections 4 and 5 the boundary integral formulations in (1.7) and (1.8) are eigenvalue problems for holomorphic Fredholm operator-valued functions. These eigenvalue problems can be approximated by standard boundary element methods.
The convergence of the approximations follows from well-known abstract convergence results [21, 22, 34] , which are summarized in Section 2. In the case that σ disc pA 0 q is not empty, still all eigenvalues of A α and B β in ρpA 0 q can be characterized and computed using (1.7) and (1.8), respectively. For the possible eigenvalues A α and B β which lie in σ disc pA 0 q also boundary integral formulations are provided which are accessible by boundary element methods and discussed in detail in Section 4 and 5.
Finally, let us note that our model also contains certain classes of magnetic Schrödinger operators with singular interactions with rather strong limitations for the magnetic field. Nevertheless, one could use our strategy and the BirmanSchwinger principle for magnetic Schrödinger operators with more general magnetic fields provided in [4, 30] to compute the discrete eigenvalues of such Hamiltonians numerically. Also, an extension of our results to Dirac operators with δ-shell interactions [5] would be of interest, but this seems to be a rather challenging problem.
Let us shortly describe the structure of the paper. In Section 2 we recall some basic facts on eigenvalue problems of holomorphic Fredholm operator-valued functions and on the approximation of this kind of eigenvalue problems by the Galerkin method. In Section 3 we introduce the elliptic differential operator P and the associated integral operators and investigate the properties of the unperturbed operator A 0 . Sections 4 and 5 are devoted to the analysis of A α and B β , respectively. We introduce these operators as partial differential operators in L 2 pR n q, show their self-adjointness and derive boundary integral formulations to characterize their discrete eigenvalues. Moreover, we discuss how these boundary integral equations can be solved numerically by boundary element methods, provide convergence results, and give some numerical examples.
Notations. Let X and Y be complex Hilbert spaces. The set of all anti-linear bounded functionals on X and Y are denoted by X˚and Y˚, respectively, and the sesquilinear duality product in X˚ˆX, which is linear in the first and anti-linear in the second argument, is p¨,¨q; the underlying spaces of the duality product will be clear from the context. Next, the set of all bounded and everywhere defined linear operators from X to Y is BpX, Y q; if X " Y , then we simply write BpXq :" BpX, Xq. For A P BpX, Y q the adjoint A˚P BpY˚, X˚q is uniquely determined by the relation pAx, yq " px, A˚yq for all x P X and y P Y˚.
If A is a self-adjoint operator in a Hilbert space, then its domain, range, and kernel are denoted by dom A, ran A, and ker A. The resolvent set, spectrum, discrete, essential, and point spectrum are ρpAq, σpAq, σ disc pAq, σ ess pAq, and σ p pAq, respectively. Finally, if Λ is an open subset of C and A : Λ Ñ BpX, X˚q, then we say that λ P Λ is an eigenvalue of Ap¨q, if ker Apλq ‰ t0u.
Galerkin approximation of eigenvalue problems for holomorphic Fredholm operator-valued functions
In this section we present basic results of the theory of eigenvalue problems for holomorphic Fredholm operator-valued functions [19, 26] and summarize main results of the convergence analysis of the Galerkin approximation of such eigenvalue problems [21, 22, 36] . These results build the abstract framework which we will utilize in order to show the convergence of the boundary element method for the approximation of the discrete eigenvalues of A α as well as of B β which lie in ρpA 0 q. Under specified conditions the convergence for discrete eigenvalues of A α and B β in σ disc pA 0 q is also guaranteed.
Let X be a Hilbert space and let Λ Ă C be an open and connected subset of C. We consider an operator-valued function F : Λ Ñ BpX, X˚q which depends holomorphically on λ P Λ, i.e., for each λ 0 P Λ the derivative F 1 pλ 0 q :" lim λÑλ0 1 λ´λ0 }Fpλq´Fpλ 0 q} LpX,X˚q exists. Moreover, we assume that Fpλq is a Fredholm operator of index zero for all λ P Λ and that it satisfies a so-called Gårding's inequality, i. e., there exists a compact operator Cpλq : X Ñ X˚and a constant cpλq ą 0 for all λ P Λ such that
for all u P X.
We consider the nonlinear eigenvalue problem for the operator-valued function Fp¨q of the form: find eigenvalues λ P Λ and corresponding eigenelements u P Xzt0u such that (2.2)
Fpλqu " 0.
In the following we assume that the set tλ P Λ : DFpλq´1 P BpX˚, Xqu is not empty. Then the set of eigenvalues in Λ has no accumulation points inside of Λ [19, Cor. XI 8.4] . The dimension of the null space ker Fpλq of an eigenvalue λ is called the geometric multiplicity of λ. An ordered collection of elements u 0 , u 1 , . . . , u m´1 in X is called a Jordan chain of pλ, u 0 q, if it is an eigenpair and if
is satisfied, where F pjq denotes the jth derivative. The length of any Jordan chain of an eigenvalue is finite [26, Lem. A.8.3] . Elements of any Jordan chain of an eigenvalue λ are called generalized eigenelements of λ. The closed linear space of all generalized eigenelements of an eigenvalue λ is called generalized eigenspace of λ and is denoted by GpF, λq. The dimension of the generalized eigenspace GpF, λq is finite [26, Prop. A.8.4] and it is referred to as algebraic multiplicity of λ.
2.1. Galerkin approximation. For the approximation of the eigenvalue problem (2.2) we consider a conforming Galerkin approximation. We assume that pX N q N PN is a sequence of finite-dimensional subspaces of X such that the orthogonal projection P N : X Ñ X N converges pointwise to the identity I : X Ñ X, i.e., for all u P X we have
The Galerkin approximation of the eigenvalue problem reads as: find eigenpairs pλ N , u N q P ΛˆX N zt0u such that
For the formulation of the convergence results we need the definition of the gap δ V pV 1 , V 2 q of two subspaces V 1 , V 2 of a normed space V :
Theorem 2.1. Let F : Λ Ñ BpX, X˚q be a holomorphic operator-valued function and assume that for each λ P Λ there exist a compact operator Cpλq : X Ñ Xå nd a constant cpλq ą 0 such that inequality (2.1) is satisfied. Further, suppose that pX N q N PN is a sequence of finite-dimensional subspaces of X which fulfills the property (2.3). Then the following holds true:
(i) (Completeness of the spectrum of the Galerkin eigenvalue problem) For each eigenvalue λ P Λ of the operator-valued function Fp¨q there exists a sequence pλ N q N of eigenvalues of the Galerkin eigenvalue problem (2.4) such that
(ii) (Non-pollution of the spectrum of the Galerkin eigenvalue problem) Let K Ă Λ be a compact and connected set such that BK is a simple rectifiable curve. Suppose that there is no eigenvalue of Fp¨q in K. Then there exists an N 0 P N such that for all N ě N 0 the Galerkin eigenvalue problem (2.4) has no eigenvalues in K. (iii) Let D Ă Λ be a compact and connected set such that BD is a simple rectifiable curve. Suppose that λ PD is the only eigenvalue of F in D. Then there exist an N 0 P N and a constant c ą 0 such that for all N ě N 0 we have:
holds, where F˚p¨q :" pFp¨qq˚is the adjoint function with respect to the pairing p¨,¨q for X˚ˆX and is the maximal length of a Jordan chain corresponding to λ.
Proof. The Galerkin method fulfills the required properties in order to apply the abstract convergence results in [21, 22, 36 ] to eigenvalue problems for holomorphic operator-valued functions which satisfy inequality (2.1), see [34, Lem. 4.1] . We refer to [21, Thm. 2] for assertion (i) and (ii), and to [22, Thm. 3] for (iii)a). The error estimate in (iii)b) is a consequence of [36, Thm. 4.3.7] .
Strongly elliptic differential operators and associated integral operators
In this section we introduce the class of elliptic differential operators which will be perturbed by the singular δ-and δ 1 -interactions supported on a hypersurface Σ, and we introduce the integral operators Spλq, T pλq, T pλq 1 , and Rpλq in Section 3.3 in a mathematically rigorous way and recall their properties, which will be of importance for our further studies. Eventually, in Section 3.4 we show how the discrete eigenvalues of A 0 can be characterized with the help of these boundary integral operators. But first, we introduce our notations for function spaces which we use in this paper.
Function spaces.
For an open set Ω Ă R n , n P N, and k P N 0 Y t8u we write C k pΩq for the set of all k-times continuously differentiable functions and
Moreover, the Sobolev spaces of order s P R are denoted by H s pΩq, see [28, Chapter 3] for their definition.
In the following we assume that Ω Ă R n is a Lipschitz domain in the sense of [28 3.2. Strongly elliptic differential operators. Let a jk , a j , a P C 8 b pR n q, n P N, and j, k P t1, . . . , nu, and define the differential operator (3.2) Pf :"´n
in the sense of distributions. We assume that a jk " a kj and that a is real valued; then P is formally symmetric. Moreover, we assume that P is strongly elliptic, that means there exists a constant C ą 0 independent of x such that
holds for all x P R n and all ξ P C n .
Next, define for an open subset Ω Ă R n the sesquilinear form Φ Ω :
In the following assume that Ω Ă R n is a Lipschitz set, let ν be the unit normal vector field at BΩ pointing outwards Ω, denote by γ the Dirichlet trace operator, see (3.1), and introduce for f P H 2 pΩq the conormal derivative B ν f by
Then one can show that
holds. Next, we introduce the Sobolev space
where Pf is understood in the distributional sense. It is well known that the conormal derivative B ν has a bounded extension
such that (3.5) extends to
where the term on the boundary in (3.5) is replaced by the duality product in H´1 {2 pΣq and H 1{2 pΣq, see [28, Lemma 4.3] . We remark that this formula also holds for Ω " R n , then the term on the boundary is not present.
Our first goal is to construct the unperturbed self-adjoint operator A 0 in L 2 pR n q associated to P. With the help of [28, Theorem 4.7] it is not difficult to show that the sesquilinear form Φ R n fulfills the assumptions of the first representation theorem [23, Theorem VI 2.1], so we can define A 0 as the self-adjoint operator corresponding to Φ R n . The following result is well-known, the simple proof is left to the reader. Lemma 3.1. Let P be given by (3.2) and let the form Φ R n be defined by (3.3). Then Φ R n is densely defined, symmetric, bounded from below, and closed.
Assume that Ω i is a bounded Lipschitz domain in R n with boundary Σ :" BΩ i , let ν be the unit normal to Ω i , and set Ω e :" R n zΩ i . Then it follows from [28, Theorem 4.20] 
Next, we review some properties of the resolvent of A 0 which are needed later. In the following, let λ P ρpA 0 q Y σ disc pA 0 q be fixed. Recall that a map G is called a paramatrix for P´λ in the sense of [28, Chapter 6] , if there exist integral operators K 1 , K 2 with C 8 -smooth integral kernels such that
GpP´λqu " u´K 1 u and pP´λqGu " u´K 2 u holds for all u P E˚pR n q, where E˚pR n q is the set of all distributions with compact support, cf. [28] . A paramatrix is a fundamental solution for P´λ, if the above equation holds with
Let us denote the orthogonal projection onto kerpA 0´λ q by p P λ and set (3.11) P λ :" I´p P λ .
Note that P λ " I for λ P ρpA 0 q and if te 1 , . . . e N u, N :" dim kerpA 0´λ q, is a basis of kerpA 0´λ q for λ P σ disc pA 0 q, then
Kp¨, yqf pyqdy, Kpx, yq :"
for all f P L 2 pR n q. We remark that the integral kernel K is a C 8 -function by elliptic regularity [28, Theorem 4.20] . By the spectral theorem we have that A 0´λ is boundedly invertible in P λ pL 2 pR n qq. Therefore, the map (3.12)
is bounded in L 2 pR n q, and it is a paramatrix for P´λ, as
Therefore, by [28, Theorem 6.3 and Corollary 6.5] there exists an integral kernel Gpλ; x, yq such that for almost every x P R n (3.14)
Gpλqf pxq "
In the following proposition we show some additional mapping properties of Gpλq for λ P ρpA 0 q Y σ disc pA 0 q; they are standard and well-known, but for completeness we give the proof of this proposition.
Proposition 3.2. Let A 0 be defined by (3.9), let λ P ρpA 0 qYσ disc pA 0 q, and let Gpλq be given by (3.12). Then, for any s P r´2, 0s the mapping Gpλq can be extended to a bounded operator
Moreover, the map
Proof. Assume that λ P ρpA 0 q Y σ disc pA 0 q is fixed. First, we show that
is bounded. The operator in (3.16) is well-defined, as ran Gpλq " ran P λ pA 0λ q´1P λ " P λ dom pA 0´λ q Ă H 2 pR n q. Moreover, we claim that the operator in (3.16) is closed, then it is also bounded by the closed graph theorem. Let pf n q Ă L 2 pR n q be a sequence and let f P L 2 pR n q and g P H 2 pR n q be such that
Hence, we conclude Gpλqf " g, which shows that the operator in (3.16) is closed and thus, bounded.
Since the operator in (3.16) is bounded for any λ P ρpA 0 qYσ disc pA 0 q, we conclude by duality that also
is bounded. Therefore, interpolation yields that the mapping property (3.15) holds also for all s P p´2, 0q. In order to show that λ Þ Ñ pA 0´λ q´1 is holomorphic in BpH s pR n q, H s`2 pR nfor any s P r´2, 0s in a fixed point λ 0 P ρpA 0 q, we note that the resolvent identity implies " 1´pλ´λ 0 qpA 0´λ0 q´1 ‰ pA 0´λ q´1 " pA 0´λ0 q´1. If λ is close to λ 0 , we deduce from the Neumann formula that 1´pλ´λ 0 qpA 0´λ0 q´1 is boundedly invertible in H s`2 pR n q and hence,
In particular, pA 0´λ q´1 is uniformly bounded in BpH s pR n q, H s`2 pR nfor λ belonging to a small neighborhood of λ 0 and continuous in λ. Employing this and once more the resolvent identity pA 0´λ q´1´pA 0´λ0 q´1 " pλ´λ 0 qpA 0´λ q´1pA 0´λ0 q´1, we find that ρpA 0 q Q λ Þ Ñ pA 0´λ q´1 is holomorphic in BpH s pR n q, H s`2 pR n qq.
3.3.
Surface potentials associated to P. In this section we introduce several families of integral operators associated to the paramatrix Gpλq which will be of importance in the study of A α and B β and for the numerical calculation of their eigenvalues. Remark that many of the properties shown below are well known for special realizations of P, for instance P "´∆, but for completeness we also provide the proofs for general P. Throughout this section assume that Σ is the boundary of a bounded Lipschitz domain Ω i , set Ω e :" R n zΩ i , and let ν be the unit normal to Ω i . If f is a function defined on R n , then in the following we will often use the notations f i :" f ae Ω i and f e :" f ae Ω e .
Recall that the Dirichlet trace operator γ : H 1 pR n q Ñ H 1{2 pΣq is bounded by (3.1). Hence, it has a bounded dual γ˚: H´1 {2 pΣq Ñ H´1pR n q. This allows us to define for λ P ρpA 0 q Y σ disc pA 0 q the single layer potential (3.17) SLpλq :" Gpλqγ˚:
By the mapping properties of γ˚and Proposition 3.2 the map SLpλq is well-defined and bounded. Moreover, we have ran SLpλq Ă ran P λ " L 2 pR n q a kerpA 0´λ q. With the help of (3.14) and duality, it is not difficult to show that SLpλq acts on functions ϕ P L 2 pΣq and almost every x P R n zΣ as
Some further properties of SLpλq are collected in the following lemma. In particular, the map SLpλq plays an important role to construct eigenfunctions of the operator A α defined in (1.5). For that, we prove in the lemma below the correspondence of the range of SLpλq with all solutions f P H 1 P pR n zΣq of the equation pP´λqf " 0 in R n zΣ and γf i " γf e .
For this purpose we define for λ P ρpA 0 q Y σ disc pA 0 q the set (3.18) M λ :" tϕ P H´1 {2 pΣq : pϕ, γf q " 0 @f P kerpA 0´λ qu.
We remark that M λ " H´1 {2 pΣq for λ P ρpA 0 q. Lemma 3.3. Let SLpλq, λ P ρpA 0 q Y σ disc pA 0 q, be defined by (3.17) . Then the following is true:
(ii) Let B ν be the conormal derivative defined by (3.8). Then for any ϕ P H´1 {2 pΣq the jump relations γpSLpλq ϕq i´γ pSLpλq ϕq e " 0 and B ν pSLpλq ϕq i´Bν pSLpλq ϕq e " ϕ hold.
. , e N u be a basis of kerpA 0´λ q (we use the convention that this set is empty for λ P ρpA 0 q). Since Gpλq is a paramatrix for P´λ, the considerations in [28, equation (6.19) ] and (3.13) imply for ϕ P H´1 {2 pΣq that
This implies, in particular, that ran SLpλq Ă H 1 P pR n zΣq and hence, B ν pSLpλqϕq i{e is well-defined for ϕ P H´1 {2 pΣq by (3.7). The jump relations in item (ii) are shown in [28, Theorem 6.11] . Furthermore, (3.20) implies pP´λqSLpλqϕ " 0 in R n zΣ for ϕ P M λ and thus,
Next, we verify the second inclusion in (3.19). Let
{2 pΣq. We claim that ϕ P M λ . For λ P ρpA 0 q this is clear by the definition of M λ in (3.18). For λ P σ disc pA 0 q Ă R we get with (3.8) applied in Ω i and Ω e (note that ν is pointing outside Ω i and inside Ω e ) for any g P kerpA 0´λ q Ă H 2 pR n q
which implies ϕ P M λ . Next, consider the function h :" f´SLpλqϕ. Then h P H 1 pR n q and by (ii) we have
Hence, (3.10) yields h P dom A 0 . Eventually, due to the properties of f and SLpλqϕ for ϕ P M λ we conclude pA 0´λ qh " pP´λqh i ' pP´λqh e " pP´λqpf i´p SLpλqϕq i q ' pP´λqpf e´S Lpλqϕq e q " 0.
This gives h " f´SLpλqϕ P kerpA 0´λ q. Therefore, we have also verified
The inclusions in (3.21) and (3.22) imply finally (3.19).
(iii) By the definition of SLpλq and Proposition 3.2 we have that SLpλq is holomorphic in BpH´1 {2 pΣq, H 1 pR n qq. Since PSLpλqϕ " λSLpλqϕ in R n zΣ for λ P ρpA 0 q by (i), we find that the H 1 -norm is equivalent to the norm in H 1 P pR n zΣq on ran SLpλq. Therefore, SLpλq is also holomorphic in BpH´1 {2 pΣq, H 1 P pR n zΣqq.
Two important objects associated to SLpλq are the single layer boundary integral operator Spλq, which is defined by (3.23) Spλq :
and the mapping T pλq 1 , which is given by
The operators Spλq and T pλq 1 have for a density ϕ P L 2 pΣq and almost all x P Σ the integral representations
Some further properties of Spλq and T pλq 1 are stated in the following lemma:
Lemma 3.4. Let Spλq and T pλq 1 , λ P ρpA 0 q Y σ disc pA 0 q, be defined by (3.23) and (3.24), respectively. Then, the following is true:
(i) The restriction S 0 pλq :" Spλq ae L 2 pΣq has the mapping property S 0 pλq : Next, we define the double layer potential associated to P´λ. For that we recall the definition of the conormal derivative B ν from (3.4) and note that B ν :
Hence, it admits a dual Bν P BpL 2 pΣq, H´2pR nand with the help of Proposition 3.2 (applied for s "´2) we can define the double layer potential as the bounded operator
Since ran Gpλq Ă L 2 pR n q a kerpA 0´λ q, we have ran DLpλq Ă L 2 pR n q a kerpA 0´λ q. Using (3.14) and duality it is not difficult to show that DLpλq acts on functions ϕ P L 2 pΣq and almost all x P R n zΣ as
Some further properties of DLpλq are collected in the following lemma. In particular, the map DLpλq plays an important role to construct eigenfunctions of the operator B β defined in (1.6). For that, we investigate the correspondence of the range of DLpλq with all solutions f P H 1 P pR n zΣq of the equation
For this purpose we define for λ P ρpA 0 q Y σ disc pA 0 q the set
We remark that N λ " H 1{2 pΣq for λ P ρpA 0 q. In analogy to Lemma 3.3 we have the following properties of DLpλq.
Lemma 3.5. Let DLpλq, λ P ρpA 0 q Y σ disc pA 0 q, be defined by (3.25) . Then the following is true:
(i) The restriction of DLpλq onto H 1{2 pΣq gives rise to a bounded operator
(ii) Let B ν be the conormal derivative defined by (3.8) . Then for any ϕ P H 1{2 pΣq the jump relations γpDLpλq ϕq e´γ pDLpλq ϕq i " ϕ and B ν pDLpλq ϕq i´Bν pDLpλq ϕq e " 0 hold.
Proof. The proofs of many statements of this lemma are analogous to the ones in Lemma 3.3, so we point out only the main differences. Since Gpλq is a paramatrix for P´λ, the considerations in [28, equation (6.19) ] and (3.13) imply for ϕ P H 1{2 pΣq that (3.28) pP´λqDLpλqϕ "´p P λ Bν ϕ on R n zΣ.
In particular, PpDLϕq i{e P L 2 pΩ i{e q. Next, we show that DLpλq :
n zΣq is bounded. Using the last observation and the closed graph theorem it is enough to verify (3.29) DLpλqϕ P H 1 pR n zΣq for ϕ P H 1{2 pΣq;
cf. the proof of (3.16) for a similar argument. To prove (3.29) choose R ą 0 such that Ω i is contained in the open ball Bp0, Rq of radius R centered at the origin and a cutoff function χ P C 8 pR n q which is supported in Bp0, R`1q and satisfies χ ae Bp0, Rq " 1. Moreover, let ϕ P H 1{2 pΣq be fixed. Then χDLpλqϕ P H 1 pR n zΣq by [28, Theorem 6.11] . Furthermore, p1´χqDLpλqϕ belongs to L 2 pR n q and by the product rule we have
Since supp ∇p1´χq " supp ∇χ Ă Bp0, R`1q, we have again with the help of [28, Theorem 6.11] that pB k p1´χqqpB j DLpλqϕq P L 2 pR n q and thus with PDLpλqϕ P L 2 pR n q and a j , a jk P C 8 b pR n q we obtain Pp1´χqDLpλqϕ P L 2 pR 2 q. Therefore, we conclude from elliptic regularity that p1´χqDLpλqϕ P H 2 pR n q. This implies eventually that DLpλqϕ " χDLpλqϕ`p1´χqDLpλqϕ P H 1 pR n zΣq and thus (3.29). Next, item (ii) is shown in [28, Theorem 6.11] . Furthermore, the relation (3.27) can be shown in the same way as (3.19) using (3.28) instead of (3.20) .
In order to prove statement (iii), let λ 0 , λ P ρpA 0 q. Using the resolvent identity we have DLpλq´DLpλ 0 q "`pA 0´λ0 q´1´pA 0´λ q´1˘Bν " pλ 0´λ qpA 0´λ0 q´1pA 0´λ q´1Bν . Since pA 0´λ0 q´1pA 0´λ q´1 P BpH´2pR n q, H 2 pR nis continuous in λ in this topology, see Proposition 3.2, we conclude that DLpλq :
Two important objects associated to DLpλq are the hypersingular boundary integral operator Rpλq, which is defined by
and the operator
It follows from Lemma 3.5 (i) and (3.7) that Rpλq and T pλq are well-defined and bounded. While T pλq has for a continuous density ϕ P CpΣq and almost all x P Σ a representation as a strongly singular integral operator, 3.4. Characterization of discrete eigenvalues of A 0 . In this section we show how the discrete eigenvalues of A 0 can be characterized with the help of the boundary integral operators Spλq, T pλq, T pλq 1 , and Rpλq. For that purpose we follow closely considerations from [9] , but we adapt the arguments to obtain a formulation on more general hypersurfaces Σ which is also more convenient for numerical considerations.
We define for λ P ρpA 0 q the operator
Apλq "ˆS pλq
Some basic properties of Apλq are collected in the following lemma:
Lemma 3.7. Let Apλq, λ P ρpA 0 q, be defined by (3.33) . Then the following is true:
(ii) There exists a compact operator Kpλq and a constant cpλq ą 0 such thaťˇˇˇˆp 
With Lemma 3.6 (v) we havè ϕ, T pλqψ˘´`T pλq 1 ϕ, ψ˘"`ϕ, pT pλq´T pλqqψȃ nd the operator T pλq´T pλq is compact by Lemma 3.6 (iv). Therefore, we get with a compact operator Kpλq ReˆApλqˆϕ ψ˙,ˆϕ ψ˙˙" Re`pSpλqϕ, ϕq`pRpλqψ, ψq``ϕ, pT pλq´T pλqqψ˘ě
which implies because of |z| ě Re z for z P C the claimed result.
In the following theorem we characterize the discrete eigenvalues of A 0 with the help of the operator-valued function A. For that we define for a number λ 0 P σ disc pA 0 qYρpA 0 q " Czσ ess pA 0 q, for which there exists an ε ą 0 with Bpλ 0 , εqztλ 0 u Ă ρpA 0 q, the map (3.35) R Apλ0q :" lim λÑλ0 pλ´λ 0 qApλq.
The proof of the following theorem follows closely ideas from [9, Theorem 3.2], but the operator Apλq appearing in our formulation is easier accessible for numerical applications as the map M pλq in [9] since it consists of explicitly computable integral operators.
Theorem 3.8. A number λ 0 belongs to the discrete spectrum of A 0 if and only if λ 0 is a pole of Apλq. Moreover,
Proof. Let λ 0 R σ ess pA 0 q. It suffices to show that (3.36) is true. Let µ P CzR be fixed and let p P λ0 be the orthogonal projection in L 2 pR n q onto kerpA 0´λ0 q. We claim first that (3.37) kerpA 0´λ0 q " p P λ0 rSLpµqϕ`DLpµqψs : ϕ P H´1 {2 pΣq, ψ P H 1{2 pΣqu.
To show this assume that f P kerpA 0´λ0 q is such that 0 "`f, p P λ0 rSLpµqϕ`DLpµqψs˘L 2 pR n q "`f, SLpµqϕ`DLpµqψ˘L 2 pR n q holds for all ϕ P H 1{2 pΣq and ψ P H´1 {2 pΣq. Since f P kerpA 0´λ0 q, we have pA 0´µ q´1f " pλ 0´µ q´1f and thus, the definitions of SLpµq and DLpµq lead to 0 "`f, pA 0´µ q´1γ˚ϕ`pA 0´µ q´1Bν ψ˘L 2 pR n q "`γpA 0´µ q´1f, ϕ˘``B ν pA 0´µ q´1f, ψ"
Since this is true for all ϕ P H 1{2 pΣq and ψ P H´1 {2 pΣq, we conclude that γf " B ν f " 0. It follows from [8, Proposition 2.5] (this result and its proof are also true for unbounded domains) that f " 0. Since for λ 0 R σ ess pA 0 q the set kerpA 0´λ0 q is finite-dimensional, (3.37) is shown.
We are now prepared to prove (3.36) . By the spectral theorem the resolvent of A 0 can be written in a small neighborhood of λ 0 as
where Fpµq is a locally bounded and continuous operator in µ. Hence, we conclude that R Apλ0q can be a nontrivial operator, only if p P λ0 is nontrivial, and that
To show the other inclusion in (3.36), let f P kerpA 0´λ0 q, fix µ P CzR, and choose ϕ P H´1 {2 pΣq and ψ P H 1{2 pΣq such that f " p P λ0 rSLpµqϕ`DLpµqψs; such a choice is always possible by (3.37). Note that according to the spectral theorem we have p P λ0 g " lim λÑλ0 pλ 0´λ qpA 0´λ q´1g, where the limit is the one in L 2 pR n q. Hence, we find
Note that the mappinĝ
is continuous. Hence, we concludê
Applying two times the resolvent identity, we find first for g P L 2 pR n q that pA 0´µ q´1pA 0´λ q´1pA 0´µ q´1g " 1 µ´λ rpA 0´µ q´1´pA 0´λ q´1spA 0´µ q´1g " 1 µ´λ pA 0´µ q´2g´1 pµ´λq 2 rpA 0´µ q´1´pA 0´λ q´1sg.
With a continuity argument this extends to all g P H´2pR n q. R Apλ0qˆϕ ψ˙, which shows that also the second inclusion in (3.36) is true. This finishes the proof of this theorem.
Elliptic differential operators with δ-potentials supported on compact Lipschitz smooth surfaces
This section is devoted to the study of the spectral properties of the differential operator which is formally given by A α :" P`αδ Σ . First, we introduce A α in Section 4.1 as an operator in L 2 pR n q and show its self-adjointness; in this procedure we also obtain in Proposition 4.2 the Birman-Schwinger principle to characterize the discrete eigenvalues of A α via boundary integral equations. Then, in Section 4.2 we discuss how these boundary integral equations can be solved numerically by boundary element methods. Finally, in Section 4.3 we show some numerical examples.
4.1.
Definition and self-adjointness of A α . As usual, Ω i Ă R n is a bounded Lipschitz domain with boundary Σ :" BΩ i , Ω e :" R n zΩ i , and ν denotes the unit normal to Ω i . Recall the definition of the elliptic partial differential expression P from (3.2), the Sobolev space H 1 P pΩ i{e q from (3.6), and the weak conormal derivative B ν from (3.4) and (3.7). For a real valued function α P L 8 pΣq we define in L 2 pR n q the partial differential operator A α by
With the help of (3.8) it is not difficult to show that A α is symmetric in L 2 pR n q:
Proof. We show that pA α f, f q L 2 pR n q P R for all f P dom A α . Let f P dom A α be fixed. Using (3.8) in Ω i and Ω e and that the normal ν is pointing outside of Ω i and inside of Ω e we get
Since f P dom A α we have γf i " γf e . This implies, in particular, f P H 1 pR n q and hence Φ Ωi rf i , f i s`Φ Ωe rf i , f e s " Φ R n rf, f s. With the help of the transmission condition for f P dom A α along Σ we conclude
Since the sesquilinear form Φ R n is symmetric and α is real valued, the latter number is real and therefore, the claim is shown.
In the following proposition we show how the discrete eigenvalues of A α can be characterized with the help of boundary integral operators. First, we determine the eigenfunctions in kerpA α´λ q a kerpA 0´λ q with the Birman-Schwinger principle for A α , where the linear eigenvalue problem for the unbounded partial differential operator A α is translated to the nonlinear eigenvalue problem for a family of boundary integral operators which are related to the single layer boundary integral operator Spλq. The eigenfunctions of A α in kerpA α´λ q X kerpA 0´λ q are characterized with the help of Theorem 3.8. To formulate the result below recall for λ P ρpA 0 q Y σ disc pA 0 q the definition of the single layer potential SLpλq from (3.17), the set M λ from (3.18), the single layer boundary integral operator Spλq from (3.23), S 0 pλq :" Spλq ae L 2 pΣq, and R Apλ0q from (3.35). The following result allows us later in Section 4.2 to apply boundary element methods to compute all discrete eigenvalues of A α numerically. Proposition 4.2. Let α P L 8 pΣq be real valued and let A α be defined by (4.1). Then the following is true for any λ P ρpA 0 q Y σ disc pA 0 q: (i) kerpA α´λ q a kerpA 0´λ q ‰ t0u if and only if there exists 0 ‰ ϕ P M λ X L 2 pΣq such that pI`αS 0 pλqqϕ " 0. Moreover, (4.2) kerpA α´λ qakerpA 0´λ q " SLpλqϕ : ϕ P M λ XL 2 pΣq, pI`αS 0 pλqqϕ " 0 ( .
(ii) If λ P ρpA 0 q, then λ P σ p pA α q if and only if´1 P σ p pαS 0 pλqq.
(iii) kerpA α´λ q X kerpA 0´λ q ‰ t0u if and only if there exists pϕ, ψq J P ran R Apλ0q such that αϕ " 0. (iv) If λ R σ p pA α q Y σpA 0 q, then I`αS 0 pλq admits a bounded and everywhere defined inverse in L 2 pΣq.
Proof. (i) Assume first that kerpA α´λ q a kerpA 0´λ q ‰ t0u and let f P kerpA αλ qakerpA 0´λ q. Then by Lemma 3.3 (i) there exists ϕ P M λ such that f " SLpλqϕ. Since f P dom A α one has with Lemma 3.3 (ii)
αγf " B ν f e´Bν f i " B ν pSLpλqϕq e´Bν pSLpλqϕq i "´ϕ.
In particular, we deduce ϕ P L 2 pΣq and with γf " Spλqϕ " S 0 pλqϕ this can be rewritten as´ϕ " αS 0 pλqϕ. Moreover, the above considerations show
kerpA α´λ q a kerpA 0´λ q Ă SLpλqϕ : ϕ P M λ , pI`αS 0 pλqqϕ " 0 ( .
Conversely, assume that there exists 0
n zΣq X H 1 pR n q and it follows from Lemma 3.3 (ii) that f is nontrivial. Using the jump properties of SLpλqϕ from Lemma 3.3 (ii) we conclude further
where it was used that ϕ belongs to the kernel of I`αS 0 pλq. Hence, f P dom A α . With Lemma 3.3 (i) we conclude, as ϕ P M λ , that pA α´λ qf " pP´λqpSLpλqϕq i ' pP´λqpSLpλqϕq e " 0, which shows λ P σ p pA α q and (4.4) SLpλqϕ : ϕ P M λ , pI`αS 0 pλqqϕ " 0 ( Ă kerpA α´λ q.
Note that (4.3) and (4.4) give (4.2). Hence, all claims in item (i) are proved. Assertion (ii) is a simple consequence of item (i), as for λ R σpA 0 q we have kerpA 0´λ q " t0u and M λ " H´1 {2 pΣq.
Statement (iii) follows from Theorem 3.8. Note that f P dom A α X dom A 0 if and only if f P H 2 pR n q and αγf " B ν f e´Bν f i " 0. With Theorem 3.8 it follows that f P kerpA α´λ q X kerpA 0´λ q if and only if there exists pϕ, ψq J " pγf, B ν f q J P ran R Apλq such that αϕ " 0.
(iv) Since S 0 pλq is compact in L 2 pΣq by Lemma 3.4 (i), it follows from Fredholm's alternative that I`αS 0 pλq is bijective in L 2 pΣq and admits a bounded inverse, if 0 R σ p pI`αS 0 pλqq. According to item (ii) this is fulfilled, if λ R σ p pA α qYσpA 0 q. Now we are prepared to show the self-adjointness of the operator A α . In the proof of this result we show also a Krein type resolvent formula, which allows us to verify that the essential spectrum of A α coincides with the essential spectrum of the unperturbed operator A 0 . We remark that the resolvent formula in (4.5) is well defined, as I`αS 0 pλq is boundedly invertible in L 2 pΣq for λ P ρpA 0 q X ρpA α q by Proposition 4.2 (iv). Proposition 4.3. Let α P L 8 pΣq be real valued, let the operators A 0 , SLpλq, and Spλq, λ P ρpA 0 q, be given by (3.9), (3.17), and (3.23), respectively, and let S 0 pλq " Spλq ae L 2 pΣq. Then the operator A α defined by (4.1) is self-adjoint in L 2 pR n q and the following is true:
(i) For λ P ρpA 0 q X ρpA α q the resolvent of A α is given by (4.5) pA α´λ q´1 " pA 0´λ q´1´SLpλq`I`αS 0 pλq˘´1αγpA 0´λ q´1.
(ii) σ ess pA α q " σ ess pA 0 q.
Proof. In order to prove that A α is self-adjoint, we show that ranpA α´λ q " L 2 pR n q for λ P CzpσpA 0 q Y σ p pA α qq. Let f P L 2 pR n q be fixed and define g :" pA 0´λ q´1f´SLpλq`I`αS 0 pλq˘´1αγpA 0´λ q´1f.
Note that g is well defined, as I`αS 0 pλq admits a bounded inverse in L 2 pΣq for λ R σpA 0 q Y σ p pA α q by Proposition 4.2 (iv). We are going to show that g P dom A α and pA α´λ qg " f . This shows then ranpA α´λ q " L 2 pR n q and also (4.5). B ν g e´Bν g i´α γg "`I`αS 0 pλq˘´1αγpA 0´λ q´1f´αγpA 0´λ q´1f αS 0 pλq`I`αS 0 pλq˘´1αγpA 0´λ q´1f " 0, which shows g P dom A α . Next, we have with ϕ :" pI`αS 0 pλqq´1αγpA 0´λ q´1f pA α´λ qg " pP´λqpA 0´λ q´1f´pP´λqpSLpλqϕq i ' pP´λqpSLpλqϕq e " f, where (3.19) for λ P ρpA 0 q was used in the last step. With the previous considerations we deduce now the self-adjointness of A α and (4.5). It remains to show assertion (ii). Let λ P CzR be fixed. First, due to the mapping properties of the resolvent of A 0 from Proposition 3.2 and the mapping properties of γ from (3.1) the operator
is bounded. Since H 1{2 pΣq is compactly embedded in L 2 pΣq this and Proposition 4.2 (iv) yield that
is compact. As L 2 pΣq is boundedly embedded in H´1 {2 pΣq and SLpλq : H´1 {2 pΣq Ñ L 2 pR n q is bounded, we conclude that
is compact in L 2 pR n q. Therefore, with the Weyl theorem we get σ ess pA α q " σ ess pA 0 q.
By combining the results from Proposition 4.2 and Proposition 4.3 we can prove now the following proposition about the inverse of the Birman-Schwinger operator I`αS 0 pλq, which will be of great importance for the numerical calculation of the discrete eigenvalues of A α via boundary element methods. Proposition 4.4. Let α P L 8 pΣq be real valued and let A α be defined by (4.1). Then the map ρpA α q X ρpA 0 q Q λ Þ Ñ`I`αS 0 pλq˘´1 can be extended to a holomorphic operator-valued function, which is holomorphic in ρpA α q with respect to the toplogy in BpL 2 pΣqq. Moreover, for λ 0 R σ ess pA α q " σ ess pA 0 q one has kerpA α´λ0 q a kerpA 0´λ0 q ‰ t0u if and only if pI`αS 0 pλqq´1 has a pole at λ 0 and (4.6) kerpA α´λ0 qakerpA 0´λ0 q " SLpλ 0 qϕ : lim λÑλ0 pλ´λ 0 qpI`αS 0 pλqq´1ϕ ‰ 0 ( .
Proof.
The proof is split into 4 steps.
Step 1: Define the map
and let λ P ρpA α q X ρpA 0 q be fixed. We show that (4.7)`I`αSpλq˘´1 " rB ν s Σ pA α´λ q´1γ˚.
Note that pI`αSpλqq´1 is well defined by the same reasons as in Proposition 4.2 (iv), as αSpλq P BpH´1 {2 pΣq, L 2 pΣqq is compact in H´1 {2 pΣq. In particular, this implies that rB ν s Σ pA α´λ q´1γ˚P BpH´1 {2 pΣqq. To show (4.7) we note first that (4.5) implies γpA α´λ q´1 " γpA 0´λ q´1´Spλq`I`αSpλq˘´1γpA 0´λ q´1, which implies, after taking the dual, pA α´λ q´1γ˚" SLpλq´SLpλqα`I`Spλqα˘´1Spλq.
Using α`I`Spλqα˘´1´`I`αSpλq˘´1α
we can simplify the last expression to pA α´λ q´1γ˚" SLpλq´SLpλq`I`αSpλq˘´1αSpλq
In particular, by Lemma 3.3 the right hand side belongs to BpH´1 {2 pΣq, H 1 P pR n zΣqq and thus, the same must be true for pA α´λ q´1γ˚. Therefore, we are allowed to apply rB ν s Σ and the last formula shows, with the help of Lemma 3.3 (ii), the relation (4.7).
Step 2: We show that rB ν s Σ pA α´λ q´1γ˚P BpH´1 {2 pΣqq for any λ P ρpA α q and that ρpA α q Q λ Þ Ñ rB ν s Σ pA α´λ q´1γ˚is holomorphic in BpH´1 {2 pΣqq.
First, we note that dom A α Ă H 1 pR n q X H 1 P pR n zΣq implies that pA α´λ q´1 P BpL 2 pR n q, H 1 pR nand pA α´λ q´1 P BpL 2 pR n q, H 1 P pR n zΣqq, see (3.16) for a similar argument. Hence, by duality also
With the resolvent identity this implies for any λ 0 P ρpA α q and λ P ρpA α q X ρpA 0 q, in a similar way as in the proof of Proposition 3.2, first that rB ν s Σ pA α´λ0 q´1γ˚´rB ν s Σ pA α´λ q´1γ" pλ 0´λ qrB ν s Σ pA α´λ0 q´1pA α´λ q´1γ˚, which yields first with (4.7) that rB ν s Σ pA α´λ0 q´1γ˚P BpH´1 {2 pΣqq and in a second step, that rB ν s Σ pA α´λ0 q´1γ˚is holomorphic in BpH´1 {2 pΣqq, which shows the claim of this step.
Step 3: With the help of (4.7) and the result from Step 2 we know that pIὰ Spλqq´1 can be extended to a holomorphic map in BpH´1
{2 pΣqq for λ P ρpA α q. By duality we deduce that pI`αSpλqq´1 is holomorphic in BpH 1{2 pΣqq for λ P ρpA α q. Finally, by interpolation we conclude that pI`αSpλqq´1 is also holomorphic in BpL 2 pΣqq for λ P ρpA α q.
Step 4: Finally, it follows from Proposition 4.2 (i) that kerpA α´λ0 q a kerpA 0λ 0 q ‰ t0u if and only if there exists ϕ P M λ0 such that pI`αS 0 pλ 0 qqϕ " 0, i.e. if and only if λ Þ Ñ pI`αS 0 pλqq´1 has a pole at λ 0 . This shows immediately (4.6).
4.2.
Numerical approximation of discrete eigenvalues of A α . For the numerical approximation of the discrete eigenvalues of A α and the corresponding eigenfunctions we consider boundary element methods. These require the knowledge of an explicit integral representation of the paramatrix Gpλq of P´λ or at least a good approximation of the boundary integral operator S 0 pλq. This is for example the case when P has constant coefficients. We restrict ourselves to three-dimensional domains Ω i Ă R 3 in order to keep the presentation simple. The presented procedure and the obtained convergence results can be straightforwardly transfered to domains with general space dimensions. The discrete eigenvalues of A α split into the eigenvalues of the nonlinear eigenvalue problem (4.8) pI`αS 0 pλqqϕ " 0 in ρpA 0 q and into distinct discrete eigenvalues of A 0 , which can be characterized on the one hand as poles of the operator-valued functions Ap¨q having the property specified in Proposition 4.2 (iii) and on the other hand as poles of rI`αS 0 p¨qs´1 lying in σ disc pA 0 q. In the following we will first consider the case that there are no discrete eigenvalues of A 0 , that means that all discrete eigenvalues can be characterized as eigenvalues of the nonlinear eigenvalue problem (4.8) . This is for example the case when P has constant or periodic coefficients. Afterwards the general case will be treated. For both cases we will present convergence results of the boundary element approximations of the discrete eigenvalues of A α . In the first situation a complete numerical analysis is provided, whereas in the general case for the approximation of the eigenvalues in σ disc pA 0 q the convergence theory of Section 2 can not be applied. In addition we will address the numerical solution of the discretized problems which results in the determination of the poles of matrix-valued functions. For that the so-called contour integral method is suggested [10] which is a reliable method for finding all poles of a meromorphic matrix-valued function inside a given contour in the complex plane. 4.2.1. Approximation of discrete eigenvalues of A α for the case σ disc pA 0 q " ∅. If σ disc pA 0 q " ∅, then, by Proposition 4.2 (ii), λ 0 P Czσ ess pA α q is a discrete eigenvalue of A α if and only if it is an eigenvalue of the nonlinear eigenvalue problem (4.8). Any conforming Galerkin method for the approximation of the eigenvalue problem (4.8) is according to the abstract results in Section 2 a convergent method since ρpA 0 q Q λ Þ Ñ pI`αS 0 pλqq is by Lemma 3.4 (iii) holomorphic in BpL 2 pΣqq and pI`αS 0 pλqq satisfies for λ P ρpA 0 q Gårding's inequality of the form (2.1) because αS 0 pλq :
For the presentation of the boundary element method for the approximation of the discrete eigenvalues of A α we want to consider first the case that Ω i Ă R 
The Galerkin approximation of the eigenvalue problem (4.8) reads as: find eigenpairs pλ N , ϕ N q P CˆS 0 pT N qzt0u such that (4.11) ppI`αS 0 pλ N qqϕ N , ψ N q " 0 @ψ N P S 0 pT N q.
All abstract convergence results from Theorem 2.1 can be applied to the approximation of the eigenvalue problem (4.8) by the Galerkin eigenvalue problem (4.11).
In the following theorem we only state the asymptotic convergence order of the approximations of the eigenvalues and the corresponding eigenfunctions.
Theorem 4.5. Let D Ă ρpA 0 q be a compact and connected set in C such that BD is a simple rectifiable curve. Suppose that λ PD is the only eigenvalue of I`αS 0 p¨q in D and that kerpI`αS 0 pλqq Ă H s pΣq for some s P p0, 1s. Then there exist an N 0 P N and a constant c ą 0 such that for all N ě N 0 we have:
Proof. The error estimates follow from the abstract convergence results in Theorem 2.1, the approximation property (4.10) of S 0 pT N q, and the fact, that the eigenfunctions of the adjoint problem are more regular than those of pI`αS 0 p¨qq. To see the last claim, we note that a solution of the adjoint eigenproblem pI`αS 0 pλqq˚ϕ " pI`S 0 pλqαqϕ " 0 belongs by Lemma 3.4 (i) to H 1 pΣq and hence, by (4.10)
Remark 4.6. If Ω is a bounded Lipschitz domain with a curved piecewise C 2 -boundary the approximation of the boundary by a triangulation with flat triangles as described in [31, Chapter 8] still guarantees convergence of the approximations of the eigenvalues and eigenfunctions with the same asymptotic convergence order as in Theorem 4.5. This can be shown by using the results of the discretization of boundary integral operators for approximated boundaries [31, Chapter 8] and the abstract results of eigenvalue problem approximations [21, 22] .
The Galerkin eigenvalue problem (4.11) results in a nonlinear matrix eigenvalue problem of size npN qˆnpN q, which can be solved by the contour integral method [10] . The contour integral method is a reliable method for the approximation of all eigenvalues of a holomorphic matrix-valued function M p¨q which lie inside of a given contour in the complex plane, and for the approximation of the corresponding eigenvectors. The method is based on the contour integration of the inverse function M p¨q´1 and utilizes that the eigenvalues of the eigenvalue problem for M p¨q are poles of M p¨q´1. By contour integration of the inverse M p¨q´1 a reduction of the holomorphic eigenvalue problem for M p¨q to an equivalent linear eigenvalue problem is possible such that the eigenvalues of the linear eigenvalue problem coincide with the eigenvalues of the nonlinear eigenvalue problem inside the contour. For details of the implementation of the method we refer to [10] .
4.2.2.
Approximation of discrete eigenvalues of A α for the case σ disc pA 0 q ‰ ∅. If σ disc pA 0 q ‰ ∅, then Proposition 4.2 and Proposition 4.4 show that the discrete eigenvalues of A α are poles of rI`αS 0 p¨qs´1 or the poles of Ap¨q satisfying the property specified in Proposition 4.2 (iii). The boundary element approximation of the discrete eigenvalues of A α are based on these characterizations.
First we want to consider the approximation of the poles of pI`αS 0 p¨qq´1. For those poles of pI`αS 0 p¨qq´1 which lie in ρpA 0 q the abstract convergence results of Section 2 can be applied with the same reasoning as in the case σ disc pA 0 q " ∅, since pI`αS 0 p¨qq is holomorphic in ρpA 0 q and the poles of pI`αS 0 p¨qq´1 in ρpA 0 q coincide with the eigenvalues of the eigenvalue problem for pI`αS 0 p¨qq in ρpA 0 q. If λ 0 is a pole of pI`αS 0 p¨qq´1 which lies in σ disc pA 0 q, then pI`αS 0 p¨qq is not holomorphic in λ 0 and therefore the convergence results of Section 2 are not applicable for the boundary element approximation of λ 0 . To the best of our knowledge a rigorous numerical analysis of the Galerkin approximation of such kind of poles of Fredholm operator-valued functions for which the inverse is not holomorphic at the poles have not been considered so far in the literature. However, we expect similar convergence results also of such kind of poles. If this holds, then this kind of poles of pI`αS 0 pλqq´1, which is holomorphic in ρpA α q by Proposition 4.4, are appropriately represented as poles of the discretized problem and will be identified by the contour integral method.
Finally, we want to discuss the approximation of the discrete eigenvalues of A α which are not poles of rI`αS 0 p¨qs´1. If λ 0 is such an eigenvalue, then, by Proposition 4.2 (iii), it is a pole of Ap¨q such that a pair pϕ, ψq P ran R Apλ0q defined by (3.35) exists with αϕ " 0 or equivalently that pλ, ϕ, ψq, pϕ, ψq ‰ p0, 0q, satisfies (4.13)
Apλq´1ˆψ ϕ˙"ˆ0 0˙a nd αϕ " 0.
The characterization in (4.13) can be used for the numerical approximation of the discrete eigenvalues of A α which are not poles of rI`αS 0 p¨qs´1. For the boundary element approximation of the eigenvalue problem in (4.13) we need in addition to the space of piecewise constant functions S 0 pT N q the space of piecewise linear functions S 1 pT N q. Formally, the Galerkin eigenvalue problem (4.14)ˆApλq´1ˆψ
is considered. However, if the contour integral method is used for the computations of the eigenvalues of the Galerkin eigenvalue problem (4.14), then Ap¨q´1 has not to be computed, since the contour integral method operates on its inverse Ap¨q.
The abstract convergence results of Section 2 can be applied to the approximation of those eigenvalues λ 0 of the eigenvalue problem (4.13) for which Ap¨q´1 is holomorphic. In general it is possible that λ 0 is a pole of Ap¨q and of Ap¨q´1. In this case, as mentioned before, a rigorous analysis of the Galerkin approximation has not been provided so far.
Numerical examples.
We present two numerical examples for P "´∆. In this case A 0 is the free Laplace operator and σpA 0 q " σ ess pA 0 q " r0, 8q, and the fundamental solution for P´λ is given by Gpλ; x, yq " e i ?
λ}x´y} p4π}x´y}q´1 [28, Chapter 9]. In particular, the operator A 0 has no discrete eigenvalues and therefore the eigenvalues of A α coincide with the eigenvalues of the eigenvalue problem for I`αS 0 p¨q. The Galerkin eigenvalue problem (4.11) is used for the computation of approximations of discrete eigenvalues of A α and corresponding eigenfunctions. In all numerical experiments the open-source library BEM++ [32] is employed for the computations of the boundary element matrices. 4.3.1. Unit ball. As first numerical example we consider as domain Ω i the unit ball and a constant α. The eigenvalues of A α for constant α have an analytical representation [2, Theorem 3.2] which are used to show that in the numerical experiments the predicted convergence order (4.12) is reflected. Let l P N 0 be such that 2l`1 ă´α. Then λ plq is an eigenvalue of A α of multiplicity 2l`1 if
where I l`1{2 and K l`1{2 denote modified Bessel functions of order l`1{2. Conversely, all eigenvalues of A α are of the above form.
For the numerical experiments we choose α "´6. In Table 1 the errors of the approximation of the eigenvalues of A α with α "´6 for three different mesh sizes h are given. For multiple eigenvalues λ plq , l " 1, 2, we have used the mean value of the approximations, denoted by p λ plq h , for the computation of the error. The experimental convergence order (eoc) reflects the predicted quadratic convergence order (4.12). In Figure 1 plots of computed eigenfunctions of A α in the xy-plane are given where for each exact eigenvalue one approximated eigenfunction is selected. 
4.3.2.
Screen. For the second numerical example we have chosen a δ-potential supported on the non-closed surface Γ :" r0, 1sˆr0, 1sˆt0u Ă R 3 , which is referred to as screen. The interaction strength α is defined by α "´15χ Γ , where χ Γ is the characteristic function on Γ given as
Such a problem fits in the described theory of this section. Take for example as domain Ω i the unit cube, as we have done in our numerical experiments, then Γ is identical with one of the faces of Σ " BΩ i .
In the numerical experiments we have chosen as contour the ellipse gptq " cà cosptq`ib sinptq, t P r0, 2πs, with c "´15.0, a " 14.99 and b " 0.01. We have got four eigenvalues of the discretized eigenvalue problem inside the contour, namely λ In this section we study the spectral properties of the partial differential operator which corresponds to the formal expression B β :" P`βxδ 1 Σ ,¨yδ 1 in a mathematically rigorous way and study its spectral properties. The considerations are very 5.1. Definition and self-adjointness of B β . For a real valued function β with β´1 P L 8 pΣq we define in L 2 pR n q the partial differential operator B β by
With the help of (3.8) it is not difficult to show that B β is symmetric in L 2 pR n q:
Lemma 5.1. Let β be a real valued function on Σ with β´1 P L 8 pΣq. Then the operator B β defined by (5.1) is symmetric in L 2 pR n q.
Proof. We show that pB β f, f q L 2 pR n q P R for all f P dom B β . Let f P dom B β be fixed. Using (3.8) in Ω i and Ω e and that the normal ν is pointing outside of Ω i and inside of Ω e we get
Since f P dom B β we have B ν f i " B ν f e and βB ν f " pγf e´γ f i q. Therefore, we conclude
Since the sesquilinear forms Φ Ω i{e are symmetric, the latter number is real and therefore, the claim is shown.
The following proposition is the counterpart of Proposition 4.2 to characterize the discrete eigenvalues of B β via boundary integral operators. It is the theoretic basis to compute these eigenvalues with the help of boundary element methods in Section 5.2. To formulate the result below recall for λ P ρpA 0 q Y σ disc pA 0 q the definition of the double layer potential DLpλq from (3.25) , the set N λ from (3.26), the hypersingular boundary integral operator Rpλq from (3.31), and R Apλ0q from (3.35).
Proposition 5.2. Let β be a real valued function on Σ with β´1 P L 8 pΣq and let B β be defined by (5.1). Then the following is true for any λ P ρpA 0 q Y σ disc pA 0 q: (i) kerpB β´λ q a kerpA 0´λ q ‰ t0u if and only if there exists 0 ‰ ϕ P N λ such that pβ´1`Rpλqqϕ " 0. Moreover,
2) kerpB β´λ q a kerpA 0´λ q " DLpλqϕ : ϕ P N λ , pβ´1`Rpλqqϕ " 0 ( .
(ii) If λ P ρpA 0 q, then λ P σ p pB β q if and only if 0 P σ p pβ´1`Rpλqq.
(iii) kerpB β´λ q X kerpA 0´λ q ‰ t0u if and only if there exists pϕ, ψq
{2 pΣq admits a bounded and everywhere defined inverse.
Proof. (i) Assume first that kerpB β´λ q a kerpA 0´λ q ‰ t0u and let f P kerpB βλ qakerpA 0´λ q. Then by Lemma 3.5 (i) there exists ϕ P N λ such that f " DLpλqϕ. Since f P dom B β one has with Lemma 3.5 (ii)
With B ν f "´Rpλqϕ this can be rewritten as β´1ϕ "´Rpλqϕ. Hence, the above considerations show
Conversely, assume that there exists ϕ P N λ such that pβ´1`Rpλqqϕ " 0. Then f :" DLpλqϕ P H 1 P pR n zΣq is nontrivial by Lemma 3.5 (ii). Using the jump properties of DLpλqϕ from Lemma 3.5 (ii) we conclude further B ν f i " B ν f e and γf e´γ f i " γpDLpλqϕq e´γ pDLpλqϕq i " ϕ "´βRpλqϕ " βB ν f, where β´1pI`βRpλqqϕ " 0 was used. Hence, f P dom B β . With Lemma 3.5 (i) we conclude with ϕ P N λ eventually pB β´λ qf " pP´λqpDLpλqϕq i ' pP´λqpDLpλqϕq e " 0, which shows λ P σ p pB β q and
Note that (5.3) and (5.4) give (5.2). Hence, all claims in item (i) are proved. Assertion (ii) is a simple consequence of item (i), as for λ R σpA 0 q we have kerpA 0´λ q " t0u and N λ " H 1{2 pΣq.
Statement (iii) follows from Theorem 3.8. Note that f P dom B β X dom A 0 if and only if f P H 2 pR n q and B ν f " β´1pγf e´γ f i q " 0. With Theorem 3.8 it follows that f P kerpB β´λ q X kerpA 0´λ q if and only if there exists pϕ, ψq J " pγf, B ν f q J P ran R Apλ0q such that ψ " 0.
(iv) First, we note that the multiplication with the function β´1 P L 8 pΣq gives rise to a bounded operator from H 1{2 pΣq to L 2 pΣq and as L 2 pΣq is compactly embedded in H´1 {2 pΣq, the operator β´1 : H 1{2 pΣq Ñ H´1 {2 pΣq is compact. Therefore, we deduce from [28, Theorem 2.26 ] that β´1`Rpλq : H 1{2 pΣq Ñ H´1 {2 pΣq is a Fredholm operator with index zero, as Rpλq is a Fredholm operator with index zero by Lemma 3.6 (ii). Since λ is not an eigenvalue of B β by assumption, we deduce from (ii) that β´1`Rpλq is injective and hence, this operator is also surjective. Therefore, it follows from the open mapping theorem that β´1`Rpλq has a bounded inverse from H´1 {2 pΣq to H 1{2 pΣq.
In the following proposition we show the self-adjointness of B β and a Krein type resolvent formula for this operator. We remark that the resolvent formula in (5.5) is well defined, as β´1`Rpλq : H 1{2 pΣq Ñ H´1 {2 pΣq is boundedly invertible for λ P ρpA 0 q X ρpB β q by Proposition 5.2 (iv).
Proposition 5.3. Let β be a real valued function on Σ with β´1 P L 8 pΣq and let the operators A 0 , DLpλq, and Rpλq, λ P ρpA 0 q, be given by (3.9), (3.25) , and (3.31), respectively. Then the operator B β defined by (5.1) is self-adjoint in L 2 pR n q and the following is true:
(i) For λ P ρpA 0 q X ρpB β q the resolvent of B β is given by (5.5) pB β´λ q´1 " pA 0´λ q´1`DLpλq`β´1`Rpλq˘´1B ν pA 0´λ q´1.
(ii) σ ess pB β q " σ ess pA 0 q.
Proof. In order to show that B β is self-adjoint, we show that ranpB β´λ q " L 2 pR n q for λ P CzpσpA 0 q Y σ p pB β qq. Let f P L 2 pR n q be fixed and define g :" pA 0´λ q´1f`DLpλq`β´1`Rpλq˘´1B ν pA 0´λ q´1f.
Note that g is well defined, as β´1`Rpλq : H 1{2 pΣq Ñ H´1 {2 pΣq admits a bounded inverse for λ R σpA 0 q Y σ p pB β q by Proposition 5.2 (iv). We are going to show that g P dom B β and pB β´λ qg " f . This shows then ranpB β´λ q " L 2 pR n q and also (5.5).
Since pA 0´λ q´1f P H 2 pR n q by Proposition 3.2 implies B ν pA 0´λ q´1f P L 2 pΣq Ă H´1 {2 pΣq, we conclude from Proposition 5.2 (iv) and Lemma 3.5 that DLpλq`β´1`Rpλq˘´1B ν pA 0´λ q´1f P H 1 P pR n zΣq. Therefore, also g P H 1 P pR n zΣq. Moreover, we get with the help of Lemma 3.5 (ii) that B ν g e " B ν g i . Applying once more Lemma 3.5 (ii) we conclude β´1pγg e´γ g i q´B ν g " β´1`β´1`Rpλq˘´1B ν pA 0´λ q´1f´B ν pA 0´λ q´1f
Rpλq`β´1`Rpλq˘´1B ν pA 0´λ q´1f " 0, which shows g P dom B β . Next, we have with ϕ :" pβ´1`Rpλqq´1B ν pA 0´λ q´1f pB β´λ qg " pP´λqpA 0´λ q´1f`pP´λqpDLpλqϕq i ' pP´λqpDLpλqϕq e " f, where (3.27) was used in the last step. With the previous considerations we deduce now the self-adjointness of B β and (5.5).
It remains to show assertion (ii). Let λ P CzR be fixed. Due to the mapping properties of the resolvent of A 0 from Proposition 3.2 and the mapping properties of B ν from (3.7) the operator
is bounded. Hence, Proposition 5.2 (iv) yields that β´1`Rpλq˘´1B ν pA 0´λ q´1 : L 2 pR n q Ñ H 1{2 pΣq is bounded. As H 1{2 pΣq is compactly embedded in L 2 pΣq we conclude that the latter operator is compact from L 2 pR n q to L 2 pΣq. Since DLpλq : L 2 pΣq Ñ L 2 pR n q is bounded by (3.25), we find eventually that pB β´λ q´1´pA 0´λ q´1 " DLpλq`β´1`Rpλq˘´1B ν pA 0´λ q´1 is compact in L 2 pR n q. Therefore, we get with the Weyl theorem σ ess pB β q " σ ess pA 0 q.
The following result is the counterpart of Proposition 4.4 on the inverse of the Birman-Schwinger operator β´1`Rpλq, which will be of great importance for the numerical calculation of the discrete eigenvalues of B β via boundary element methods.
Proposition 5.4. Let β be a real valued function with β´1 P L 8 pΣq and let B β be defined by (5.1). Then the map
can be extended to a holomorphic operator-valued function, which is holomorphic in ρpB β q with respect to the toplogy in BpH´1 {2 pΣq, H 1{2 pΣqq. Moreover, for λ 0 R σ ess pB β q " σ ess pA 0 q one has kerpB β´λ0 q a kerpA 0´λ0 q ‰ t0u if and only if pβ´1`Rpλqq´1 has a pole at λ 0 and (5.6) kerpB β´λ0 qakerpA 0´λ0 q " DLpλ 0 qϕ : lim
Proof.
The proof is similar as the proof of Proposition 4.4 and split into 3 steps.
Let λ P ρpB β q X ρpA 0 q be fixed. We show that (5.7)`β´1`Rpλq˘´1 " rγs Σ pB β´λ q´1rγsΣ.
In particular, with Proposition 5.2 (iv) this implies that rγs Σ pB β´λ q´1rγs Σ belongs to BpH´1 {2 pΣq, H 1{2 pΣqq. To show (5.7) we note first that rγs Σ f " βB ν f holds for f P dom B β and hence (5.5) implies rγs Σ pB β´λ q´1 " βB ν pB β´λ q´1 " βB ν pA 0´λ q´1´βRpλq`β´1`Rpλq˘´1B ν pA 0´λ q´1
"`β´1`Rpλq˘´1B ν pA 0´λ q´1, which implies, after taking the dual,
In particular, by Lemma 3.5 and Proposition 5.2 (iv) the right hand side belongs to BpH´1 {2 pΣq, H 1 P pR n zΣqq and thus the same must be true for pB β´λ q´1rγsΣ. Therefore, we are allowed to apply rγs Σ and the last formula shows, with the help of Lemma 3.5 (ii), the relation (5.7).
Step 2: We show that rγs Σ pB β´λ q´1rγsΣ P BpH´1 {2 pΣq, H 1{2 pΣqq for any λ P ρpB β q and that the mapping ρpB β q Q λ Þ Ñ rγs Σ pB β´λ q´1rγsΣ is holomorphic in BpH´1 {2 pΣq, H 1{2 pΣqq.
First, we note that dom B β Ă H 
With the resolvent identity this implies for any λ 0 P ρpB β q and λ P ρpB β q X ρpA 0 q, in a similar way as in the proof of Proposition 3.2, that rγs Σ pB β´λ0 q´1rγsΣ´rγs Σ pB β´λ q´1rγsΣ
" pλ 0´λ qrγs Σ pB β´λ0 q´1pB β´λ q´1rγsΣ, which shows first with (5.7) that rγs Σ pB β´λ0 q´1rγsΣ P BpH´1 {2 pΣq, H 1{2 pΣqq and in a second step, that rγs Σ pB β´λ q´1rγsΣ is holomorphic in BpH´1 {2 pΣq, H 1{2 pΣqq, which shows the claim of this step.
Step 3: Finally, it follows from Proposition 5.2 (i) that kerpB β´λ0 q a kerpA 0λ 0 q ‰ t0u if and only if there exists ϕ P N λ0 such that pβ´1`Rpλ 0 qqϕ " 0, i.e. if and only if λ Þ Ñ pβ´1`Rpλqq´1 has a pole at λ 0 . This shows immediately (5.6).
5.2.
Numerical approximation of discrete eigenvalues of B β . The approximation of the discrete eigenvalues of B β by boundary element methods is based on the same principles as those for the discrete eigenvalues of A α described in Section 4.2. In order to apply boundary element methods for the approximation of the discrete eigenvalues of B β it is necessary to have an integral representation of the paramatrix Gpλq of P´λ or at least a good approximation of the boundary integral operator Rpλq. We use the characterization of the discrete eigenvalues of B β in terms of boundary integral operators given in Proposition 5.2 and Proposition 5.4. The discrete eigenvalues split into the eigenvalues of the nonlinear eigenvalue problem (5.8) pβ´1`Rpλqqψ " 0 in ρpA 0 q and into distinct discrete eigenvalues of A 0 which are either the poles of Ap¨q satisfying the properties specified in Proposition 5.2 (iii) or poles of pβ´1R p¨qq´1 in σ disc pA 0 q. In the following presentation of the boundary element method we want to consider first the case that σ disc pA 0 q " ∅ and then the general case. If σ disc pA 0 q " ∅, then the discrete eigenvalues of B β coincide with the eigenvalues of the nonlinear eigenvalue problem (5.8) in ρpA 0 q as shown in Proposition 5.2 (ii). In this situation a complete convergence analysis is provided by the theory of Section 2. For the general case the convergence of the approximations of the discrete eigenvalues of B β which lie in σ disc pA 0 q is an open issue.
The discretized problems for the approximation of the discrete eigenvalues of B β which result from the approximations of the boundary integral operators by boundary element methods are problems for the determination of poles of meromorphic matrix-valued functions. For this kind of problems we suggest the contour integral method [10] , which was discussed in Section 4.2.1.
5.2.1.
Approximation of discrete eigenvalues of B α for the case σ disc pA 0 q " ∅. For σ disc pA 0 q " ∅ the discrete eigenvalues of B β coincide, according to Proposition 5.2 (ii), with the eigenvalues of the eigenvalue problem for pβ´1`Rp¨qq. Lemma 3.6 (iii) shows that the map ρpA 0 q Q λ Þ Ñ pβ´1`Rpλqq is holomorphic in BpH 1{2 pΣq, H´1 {2 pΣqq. Moreover, by Lemma 3.6 (i) the operators β´1`Rpλq satisfy for λ P ρpA 0 q Gårding's inequality of the form (2.1). Hence, any conforming Galerkin method for the approximation of the eigenvalue problem (5.8) is a convergent method, which follows from the theory in Section 2.
For the boundary element approximation of the eigenvalue problem (5.8) we first assume that Ω i is a polyhedral Lipschitz domain. The case of general Lipschitz domains is addressed in Remark 5.6. Let pT N q N PN be a sequence of quasi-uniform triangulations of Ω i with the properties specified in (4.9). As approximation space for the approximation of the eigenfunctions of the eigenvalue problem (5.8) we choose the space S 1 pT N q of piecewise linear functions with respect to the triangulation T N . The approximation property of S 1 pT N q depends on the regularity of the functions which are approximated. In order to measure the regularity of functions defined on a piecewise smooth boundary Σ, partitioned by open sets Σ 1 , . . . , Σ J such that Σ " The Galerkin approximation of the eigenvalue problem (5.8) reads as follows: find eigenvalues λ N P C and corresponding eigenfunctions ψ N P S 1 pT N qzt0u such that (5.10)`pβ´1`Rpλ N qqψ N , χ N˘" 0 @χ N P S 1 pT N q.
We can apply all convergence results from Theorem 2.1 to the Galerkin eigenvalue problem (5.10). In the following theorem the asymptotic convergence order of the approximations of the eigenvalues and the corresponding eigenfunctions are specified.
Theorem 5.5. Let D Ă ρpA 0 q be a compact and connected set in C such that BD is a simple rectifiable curve. Suppose that λ PD is the only eigenvalue of pβ´1`Rp¨qq in D and that kerpβ´1`Rpλqq Ă H 1{2`s pw pΣq for some s P p0, Proof. We have shown in Lemma 3.6 (iii) that the map ρpA 0 q Q λ Þ Ñ pβ´1`Rpλqq is holomorphic in BpH 1{2 pΣq, H´1 {2 pΣqq. Moreover, by Lemma 3.6 (i), the operators β´1`Rpλq satisfy for λ P ρpA 0 q Gårding's inequality of the form (2.1). The Galerkin approximation (5.10) of the eigenvalue problem for pβ´1`Rp¨qq is a conforming approximation since S 1 pT N q is a subspace of H 1{2 pΣq. Hence, we can use Theorem 2.1. The error estimates follows from the approximation property (5.9) of S 1 pT N q and the fact, that the eigenfunction of the adjoint problem are as regular as for pβ´1`Rp¨qq.
Remark 5.6. If Ω is a bounded Lipschitz domain with a curved piecewise C 2 -boundary the approximation of the boundary by a triangulation with flat triangles as described in [31, Chapter 8] reduces the maximal possible convergence order s for the error of the eigenvalues in (5.11) and for the error of the eigenfunctions in (5.12) from s " 3 2 to s " 1. This follows from the results of the discretization of boundary integral operators for approximated boundaries [31, Chapter 8] and from the abstract results of eigenvalue problem approximations [21, 22] .
5.2.2.
Approximation of discrete eigenvalues of B α for the case σ disc pA 0 q ‰ ∅. If σ disc pA 0 q ‰ ∅, then Proposition 5.2 and Proposition 5.4 imply that the discrete eigenvalues of B β are poles of pβ´1`Rp¨qq´1 or poles of Ap¨q with the property given in Proposition 5.2 (iii). These characterizations are used for the approximation of the discrete eigenvalues of B β . We will separately discuss both cases.
Let λ 0 be a discrete eigenvalue of B β and in addition be a pole of pβ´1`Rp¨qq´1. Then pβ´1`Rp¨qq is either holomorphic in λ 0 , which is the case for λ 0 P ρpA 0 q, or λ 0 is a pole of pβ´1`Rp¨qq. A pole λ 0 P ρpA 0 q of pβ´1`Rp¨qq´1 can be considered as an eigenvalue of the eigenvalue problem for the homomorphic Fredholm operatorvalued function pβ´1`Rp¨qq in ρpA 0 q and the convergence results of Section 2 can be applied with the same reasoning as in the case of σ disc pA 0 q " ∅. If λ 0 P σ disc pA 0 q is a pole of pβ´1`Rp¨qq, then the convergence theory of Section 2 is not applicable for λ 0 . We expect convergence of the approximations for this kind of poles of pβ´1`Rp¨qq´1, but a rigorous numerical analysis has not established so far.
The approximation of a discrete eigenvalue λ 0 of B β which is not a pole of pβ´1`Rp¨qq´1 is based on the following characterization from Proposition 5.2 (iii): λ 0 is a pole of Ap¨q and there exists a pair p0, 0q ‰ pψ, ϕq P H 1{2 pΣqˆH´1 {2 pΣq such that (5.13) Apλq´1ˆψ ϕ˙"ˆ0 0˙a nd ψ " 0.
For the approximation of the eigenvalues of the nonlinear eigenvalue problem in (5.13) formally the Galerkin problem in S 1 pT N qˆS 0 pT N q as given in (4.14) is considered. If the contour integral method is used for the computations of the approximations of the eigenvalues for Ap¨q´1, then Ap¨q´1 does not have not be computed, but instead its inverse Ap¨q. The convergence theory of Section 2 can be applied to the approximation of those eigenvalues of Ap¨q´1 for which Ap¨q´1 is holomorphic. If λ 0 is a pole Ap¨q and of Ap¨q´1, we again expect convergence, but a numerical analysis for such kind of poles has not been provided so far.
Numerical examples.
For the numerical examples of the approximation of discrete eigenvalues of B β we choose P "´∆. In this case σ ess pA 0 q " r0, 8q, σ disc pA 0 q " ∅, the fundamental solution is given by Gpλ; x, yq " e i ? λ}x´y} p4π}xý }q´1, and the discrete eigenvalues of B β coincide with the eigenvalues of the nonlinear eigenvalue problem for pβ´1`Rp¨qq. The Galerkin eigenvalue problem (5.10) is used for the computation of approximations of discrete eigenvalues of B β and corresponding eigenfunctions.
5.3.1. Unit ball. We consider for the first numerical example as domain Ω i again the unit ball. Analytical representations for the discrete eigenvalues of B β are known in this case [2, Section 6] and are used to compute the errors of the approximations and to check the predicted asymptotic error estimate (5.11). The errors of the approximations of the eigenvalues of B β with β´1 "´1.5 which lie inside the contour gptq " c`a cosptq`ib sinptq, t P r0, 2πs, with c "´6.0, a " 5.99 and b " 0.01 are given in Table 2 for three different mesh sizes h. We denote by p λ plq h , l " 1, 2, the mean value of the approximations of the multiple eigenvalues λ plq . A quadratic experimental convergence order (eoc) can be observed which is according to Remark 5.6 the best possible convergence order if flat triangles are used for the triangulation of a curved boundary as it has been done in our experiments. In Figure 3 plots of computed eigenfunctions of B β in the xy-plane are given where for each exact eigenvalue one approximated eigenfunction is selected. Table 2 . Error of the approximations of the eigenvalues of B β , β´1 "´1.5, of the unit ball for different mesh-sizes h. , 1sq and we have set β´1 "´0.75. In the numerical experiments the ellipse gptq " c`a cosptqì b sinptq, t P r0, 2πs, with c "´4.0, a " 3.99 and b " 0.01, is taken as contour for the contour integral method. We have got three eigenvalues of the discretized 
