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A GENERALIZATION OF THE KATZMAN-ZHANG
ALGORITHM
MEHMET YESIL
Abstract. In this paper, we study the notion of special ideals.
We generalize the results on those as well as the algorithm obtained
for finite dimensional power series rings by Mordechai Katzman
and Wenliang Zhang to finite dimensional polynomial rings.
1. Introduction
Throughout this paper our general assumption on R is to be a com-
mutative Noetherian regular ring of prime characteristic p. Let e be
a positive integer. Let f : R → R be the Frobenius homomorphism
defined by f(r) = rp for all r ∈ R, whose e-th iteration is denoted by
f e. Let M be an R-module. F e∗M = {F e∗m | m ∈ M} denotes the
Abelian group M with the induced R-module structure via the e-th
iterated Frobenius and it is given by
rF e∗m = F
e
∗ r
pem for all m ∈M and r ∈ R
In particular, F e∗R is the Abelian group R with the induced R-module
structure
rF e∗ s = F
e
∗ r
pes for all r, s ∈ R.
An e-th Frobenius map on M is an R-linear map φ : M → F e∗M ,
equivalently an additive map φ : M → M such that φ(rm) = rpeφ(m)
for all r ∈ R and m ∈ M . Let R[X ; f e] be the skew-polynomial ring
whose multiplication is subject to the rule Xr = f e(r)X = rp
e
X for all
r ∈ R. Notice that defining an e-th Frobenius map on M is equivalent
to endowing M with a left R[X ; f e]-module structure extending the
rule Xm = φ(m) for all m ∈M .
This paper studies the notion of special ideals. It was introduced by
R. Y. Sharp in [15]. For a left R[φ; f e]-module M , when φ is injective
on M , he defines an ideal of R to be M-special R-ideal if it is the
annihilator of some R[φ; f e]-submodule ofM (cf. [15, Section 1]). Later
on, it was generalized by M. Katzman and used to study Frobenius
maps on injective hulls in [7] and [8]. For a left R[φ; f e]-module M ,
Katzman defines an ideal of R to be M-special if it is the annihilator
of some R[φ; f e]-submodule of M (cf. [7, Section 6]). A special case of
special ideals is when R is local, M is Artinian, and φ is injective. In
this case, Sharp showed that the set ofM-special ideals is a finite set of
radicals, consisting of all intersections of the finitely many primes in it
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([15, Corollary 3.11]). It was also proved by F. Enescu and M. Hochster
independently ([4, Section 3]). When R is complete local regular andM
is Artinian, the notion of special ideals becomes an important device
to study Frobenius maps on injective hulls. In particular, since top
local cohomology module of R is isomorphic to the injective hull of
the residue field of R, it provides an important insight to top local
cohomology modules.
In the case that R is a finite dimensional formal power series ring over
a field of prime characteristic p, in [10], M. Katzman and W. Zhang
focus on the M-special ideals when M is Artinian. In this case, they
define the special ideals depending on the R[φ; f ]-module structures
on Eα, where E is the injective hull of the residue field of R and α
is a positive integer. They define an ideal of R to be φ-special if it is
the annihilator of an R[φ; f ]-submodule of Eα, where φ = U tT with
T is the natural Frobenius on Eα and U is an α × α matrix with
entries in R (see Section 4). Furthermore, they use Katzman’s ∆e
and Ψe functors, which are extensions of Matlis duality keeping track
of Frobenius maps, to define φ-special ideals equivalently to be the
annihilators of Rα/W for some submodule W satisfying UW ⊆ W [p],
where W [p] is the submodule generated by {w[p] = (wp1, . . . , wpα)t | w =
(w1, . . . , wα)
t ∈ W} (see Proposition 4.4). Katzman and Zhang show
that there are only finitely many φ-special ideals P of R with the
property that P is the annihilator of an R[φ; f e]-submodule M of Eα
such that the restriction of φe to M is not zero for all e, and introduce
an algorithm for finding special prime ideals with this property in [10].
They first present the case α = 1, which was considered by M. Katzman
and K. Schwede in [9] with a geometric language. Then they extend
this to the case α > 1.
In this paper, we adapt the equivalent definition of φ-special ideals
above to the polynomial rings, and for an α × α matrix U we define
U -special ideals to be the annihilators of Rα/W for some submodule
W of Rα satisfying UW ⊆ W [p]. We generalize the results in [10] to
the case that R is a finite dimensional polynomial ring over a field
of prime characteristic p, and show that there are only finitely many
U -special ideals with some non degeneracy conditions (see Theorem
4.18). We also present an algorithm for finding U -special prime ideals
of polynomial rings. Furthermore, we consider the notion of F -finite F -
modules, which is a prime characteristic extension of local cohomology
modules introduced by G. Lyubeznik in [13], and we show that our new
algorithm gives a method for finding the prime ideals of R such that
crk(H iIRP (RP )) 6= 0 (see Definition 5.2 and Theorem 5.3).
2. Preliminaries
In this section, we collect some notations and necessary background
for this paper.
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2.1. The Frobenius Functor. Let M be an R-module. The Frobe-
nius functor FR from the category of R-modules to itself is defined by
FR(M) := F∗R ⊗R M where FR(M) acquires its R-module structure
via the identification of F∗R with R. The resulting R-module structure
on FR(M) satisfies
s(F∗r ⊗m) = F∗sr ⊗m and F∗spr ⊗m = F∗r ⊗ sm
for all r, s ∈ R and m ∈M . The e-th iteration of FR is denoted by F eR,
and it is clearly given by F eR(M) = F
e
∗R ⊗R M .
Regularity of R implies that the Frobenius functor is exact.
2.2. Lyubeznik’s F -modules. An R-module M is called to be an
F -module if it is equipped with an R-module isomorphism θ : M →
FR(M) which we call the structure isomorphism of M.
An F -module homomorphism is an R-module homomorphism φ :
M→M′ such that the following diagram commutes
M φ−−−→ M′
θ
y yθ′
FR(M) −−−→
FR(φ)
FR(M′)
where θ and θ′ are the structure isomorphisms of M and M′, respec-
tively.
A generating morphism of an F -module M is an R-module homo-
morphism β : M → FR(M), where M is an R-module, such thatM is
the limit of the inductive system in top row of commutative diagram
M
β−−−→ FR(M) FR(β)−−−→ F 2R(M)
F 2
R
(β)−−−→ · · ·
β
y FR(β)y F 2R(β)y
FR(M) −−−→
FR(β)
F 2R(M) −−−→
F 2
R
(β)
F 3R(M) −−−→
F 3
R
(β)
· · ·
and the structure isomorphism of M is induced by the vertical arrows
in this diagram.
An F -module M is called F -finite if it has a generating morphism
β : M → FR(M) with M a finitely generated R-module. In addition, if
β is injective, M is called a root ofM and β is called a root morphism
of M.
Example 2.1. Any R-module isomorphism φ : R → FR(R) makes R
into an F -module. In particular, the canonical isomorphism
φ : R→ F∗R⊗R R = FR(R) defined by r 7→ F∗r ⊗ 1.
In particular, R is F -finite F -module. Therefore, by [13, Proposition
2.10], local cohomology modules H iI(R) with support on an ideal I ⊆ R
4 MEHMET YESIL
are F -finite F -modules. Furthermore, by [13, Proposition 2.3], we have
H iI(R) = lim−→(M
β−→ FR(M) FR(β)−−−→ F 2R(M)
F 2R(β)−−−→ · · · )
where β : M → FR(M) is a root morphism.
2.3. Ie(−) Operation and ⋆-closure. In this subsection, we will give
definitions of Ie(−) operation and ⋆-closure, and some properties of
them. To do this we need the property that F e∗R are intersection flat
R-modules for all positive integer e.
Definition 2.2. An R-module M is intersection flat if it is flat and
for all sets of R-submodules {Nλ}λ∈Λ of a finitely generated R-module
N ,
M ⊗R
⋂
λ∈Λ
Nλ =
⋂
λ∈Λ
(M ⊗R Nλ)
Definition 2.3. Let I be an ideal of R. Ideal generated by the set
{rpe | r ∈ I} is called the Frobenius power of I and denoted by I [pe].
Consequently, if I = 〈r1, . . . , rn〉, then I [pe] = 〈rpe1 , . . . , rpen 〉.
Remark 2.4. Since intersection flat R-modules include R and closed
under arbitrary direct sum, free R-modules are intersection flat. For
instance, when R = k[x1, . . . , xn] over a field k of prime characteristic
p, F e∗R are free, and so intersection flat. In addition, by [7, Proposition
5.3], when R = k[[x1, . . . , xn]] over a field k of prime characteristic p,
F e∗R are intersection flat. Because of regularity, these rings have the
property that for any collection of ideals {Aλ}λ∈Λ of R,
(∩λ∈ΛAλ)[pe] ∼= F eR(∩λ∈ΛAλ) ∼= ∩λ∈ΛF eR(Aλ) ∼= ∩λ∈ΛA[p
e]
λ ,
and this is enough to define the minimal ideal J ⊆ R with the property
A ⊆ J [pe].
Henceforth R will denote a ring with the property that F e∗R are
intersection flat for all positive integer e.
Proposition-Definition 2.5. [7, Section 5] Let e be a positive integer.
(1) For an ideal A ⊆ R there exists a minimal ideal J ⊆ R with the
property A ⊆ J [pe]. We denote this minimal ideal by Ie(A).
(2) Let u ∈ R be a non zero element and A ⊆ R an ideal. The set
of all ideals B ⊆ R which contain A and satisfy uB ⊆ B[pe] has
a unique minimal element. We call this ideal the star closure
of A with respect to u and denote it by A⋆
eu.
Definition 2.6. Given any matrix (or vector) V with entries in R, we
define V [p
e] to be the matrix obtained from V by raising its entries to
the pe-th power. Given any submodule K ⊆ Rα, we define K [pe] to be
the R-submodule of Rα generated by {vpe | v ∈ K}.
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The Proposition-Definition below extends Ie(−)-operation and ⋆-
closure defined on ideals to submodules of free R-modules.
Proposition-Definition 2.7. Let e be a positive integer.
(1) Given a submodule K ⊆ Rα there exists a minimal submodule
L ⊆ Rα for which K ⊆ L[pe]. We denote this minimal submod-
ule Ie(K).
(2) Let U be an α×α matrix with entries in R and V ⊆ Rα. The set
of all submodules K ⊆ Rα which contain V and satisfy UK ⊆
K [p
e] has a unique minimal element. We call this submodule
the star closure of V with respect to U and denote it V ⋆
eU .
Proof. For the proof of (1 ) we refer to [10, Section 3]. For the proof of
(2 ) we shall construct a similar method to that in [10, Section 3]. Let
V0 = V and Vi+1 = Ie(UVi) + Vi. Then {Vi}i≥0 is an ascending chain
and it stabilizes, since R is Noetherian, i.e. Vj = Vj+k fo all k > 0 for
some j ≥ 0. Therefore, Vj = Ie(UVj)+Vj implies Ie(UVj) ⊆ Vj, and so
UVj ⊆ V [p
e]
j . We show the minimality of Vj by induction on i. Let Z be
any submodule of Rα containing V with the property that UZ ⊆ Z [pe].
Then we clearly have V0 = V ⊆ Z, and suppose that Vi ⊆ Z for some i.
Thus, UVi ⊆ UZ ⊆ Z [pe], which implies Ie(UVi) ⊆ Z and so Vi+1 ⊆ Z.
Hence, Vj ⊆ Z. 
For the calculation of Ie(−) operation, if R is a free Rpe-module,
we first fix a free basis B for R as an Rpe-module, then every element
v ∈ Rα can be expressed uniquely in the form v = ∑b∈B u[pe]b b where
ub ∈ Rα for all b ∈ B.
Proposition 2.8. [10, Proposition 3.4] Let e > 0.
(1) For any submodules V1, . . . , Vn of R
α, Ie(V1+· · ·+Vn) = Ie(V1)+
· · ·+ Ie(Vn).
(2) Let B be a free basis for R as Rpe-module. Let v ∈ Rα and
v =
∑
b∈B u
[pe]
b b be the unique expression for v where ub ∈ Rα
for all b ∈ B. Then Ie(〈v〉) is the submodule of Rα generated by
{ub | b ∈ B}.
The behaviour of the Ie(−) operation under localization is very cru-
cial for our results. The following lemma shows that it commutes with
localization.
Lemma 2.9. [11, Lemma 2.5] Let R be a localization of R or a com-
pletion at a prime ideal. For all e ∈ N, and all submodules K ⊆ Rα,
Ie(K ⊗R R) exists and equals to Ie(K)⊗R R.
Lemma 2.10. Let U be a non-zero α×α matrix with entries in R and
K ⊆ Rα a submodule. For any prime ideal P ⊆ R,
(K̂P )
⋆eU = ̂(K⋆eU)P .
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Proof. Define inductively K0 = K and Ki+1 = Ie(UKi) +Ki, and also
L0 = K̂P and Li+1 = Ie(ULi) + Li for all i ≥ 0. Since Ie(−) operation
commutes with localization and completion, an easy induction shows
that Li = (̂Ki)P , and the result follows. 
3. The Katzman-Schwede Algorithm
The purpose of this section is to redefine the algorithm described in
[9] with a more algebraic language and show that it commutes with
localization. Let R = k[x1, . . . , xn] be a polynomial ring over a field of
characteristic p and e be a positive integer.
Definition 3.1. For any R-linear map φ : F e∗R → R, we say that an
ideal J ⊆ R is φ-compatible if φ(F e∗J) ⊆ J .
Given φ which is compatible with J as above definition, there is
always a commutative diagram
F e∗R
φ−→ R
↓ ↓
F e∗ (R/J)
φ′−→ R/J
where the vertical arrows are the canonical surjections.
Lemma 3.2. [9, Lemma 2.4] Assuming a commutative diagram as
above, the φ-compatible ideals containing J are in the bijective corre-
spondence with the φ′-compatible ideals of R/J , where φ′ is the induced
map F e∗ (R/J)
φ′−→ R/J as in above diagram.
Next we will explain the F e∗R-module structure of HomR(F
e
∗R,R),
which is crucial for our computational techniques in this paper.
Remark 3.3. Let C be a base for k as a kpe-vector space which includes
the identity element of k. It is well known that F e∗R is a free R-module
with the basis set
B = {F e∗λxα11 . . . xαnn | 0 ≤ α1, . . . , αn < pe, λ ∈ C}.
Lemma 3.4. [1, cf. Example 3.0.5] Let πe : F
e
∗R→ R be the projection
map onto the free summand RF e∗x
pe−1
1 . . . x
pe−1
n . Then HomR(F
e
∗R,R)
is generated by πe as an F
e
∗R-module.
Proof. For each basis element F e∗λx
α1
1 . . . x
αn
n ∈ B, the projection map
onto the free summand RF e∗λx
α1
1 . . . x
αn
n is defined by the rule
F e∗ z.πe(−) = πe(F e∗ z.−),
where z = λ−1xp
e−1−α1
1 . . . x
pe−1−αn
n . Since we can obtain all of the
projections in this way, the map
Φ : F e∗R→ HomR(F e∗R,R) defined by Φ(F e∗u) = φu,
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where φu : F
e
∗R → R is the R-linear map φu(−) = πe(F e∗u−), is
surjective. On the other hand, if Φ(F e∗u) = 0 for some u ∈ R, then we
have
φu(F
e
∗ r) = πe(F
e
∗ur) = F
e
∗u.πe(F
e
∗ r) = 0 for all r ∈ R.
This means that F e∗u must be zero, and so Φ is injective. Hence, Φ is
an F e∗R isomorphism. In other words, πe generates HomR(F
e
∗R,R) as
an F e∗R-module. 
Definition 3.5. Let the notation and situation be as in Lemma 3.4.
We call the map πe the trace map on F
e
∗R, or just the trace map when
the content is clear.
Next lemma provides an important property of the trace map πe
which gives the relation between elements of HomR(F
e
∗R,R) and Ie(−)
operation (cf. [1, Claim 6.2.2]).
Lemma 3.6. Let A and B be ideals of R. Then πe(F
e
∗A) ⊆ B if and
only if A ⊆ B[pe].
Proof. (⇒) Since R Noetherian, A is finitely generated, and since πe
is R-linear we may assume that A is a principal ideal, i.e. A = aR
for some a ∈ R. Now since F e∗R is a free R-module with basis B as
in Remark 3.3, F e∗ a =
∑
i riF
e
∗ gi for some ri ∈ R and F e∗ gi ∈ B. On
the other hand, by Lemma 3.4, πe(F
e
∗ zia) = ri for some zi ∈ R. This
implies that πe(F
e
∗Ra) = 〈ri〉. Then by the assumption πe(F e∗A) =
〈ri〉 ⊆ B, and since F e∗ a = F e∗
∑
i r
pe
i gi we have a =
∑
i r
pe
i gi ∈ B[pe].
Hence, A ⊆ B[pe].
(⇐) Assume first that A ⊆ B[pe] which implies that F e∗A ⊆ F e∗B[pe].
Therefore,
πe(F
e
∗A) ⊆ πe(F e∗B[p
e]) = πe(BF
e
∗R) = Bπe(F
e
∗R) ⊆ B.

Corollary 3.7. Let A be an ideal of R, and let φ ∈ HomR(F e∗R,R)
be such that φ(−) = πe(F e∗u−) for some u ∈ R. Then φ(F e∗A) =
πe(F
e
∗uA) = Ie(uA) and ⋆-closure of A gives the smallest φ-compatible
ideal containing A.
Proof. Since uA ⊆ Ie(uA)[pe], the first claim follows from Lemma 3.6.
The second claim follow from the fact that
A is φ− compatible⇔ φ(F e∗A) = πe(F e∗uA) = Ie(uA) ⊆ A
⇔ uA ⊆ A[pe]

Next we recall Fedder’s Lemma which translates the problem of find-
ing compatible ideals of R/I for an ideal I to finding compatible ideals
on R. In the case that R is a Gorenstein local ring, this lemma was
proved by R. Fedder in [5].
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Lemma 3.8. [5, Lemma 1.6][1, Lemma 6.2.1] Let S = R/I for some
ideal I and πe the trace map, then for any φ ∈ HomR(F e∗R,R) satisfies
φ(F e∗ I) ⊆ I if and only if there exists an element u ∈ (I [pe] : I) such
that φ(−) = πe(F∗u−). More generally, there exists an isomorphism of
F e∗S-modules
HomS(F
e
∗S, S)
∼=
(
F e∗ (I
[pe] : I)
)(
F e∗ I
[pe]
) .
Proof. By Lemma 3.4, for any φ ∈ HomR(F e∗R,R) there exists an ele-
ment u ∈ R such that φ(−) = πe(F∗u−). Then by Lemma 3.6,
φ(F e∗ I) = πe(F
e
∗uI) ⊆ I ⇔ uI ⊆ I [p
e] ⇔ u ∈ (I [pe] : I).
For the second claim, we shall show that the map Φ : F e∗ (I
[pe] : I) →
HomS(F
e
∗S, S) which sends F
e
∗ z to the map πe(F
e
∗ z−) is surjective. It
is easy to verify that this map is well-defined and F e∗R-linear. Since
HomR(F
e
∗S, S) = HomS(F
e
∗S, S), by freeness of F
e
∗R, for any map ϕ ∈
HomS(F
e
∗S, S) there always exists a map ψ ∈ HomR(F e∗R,R) such
that I is ψ-compatible. Namely, Φ is surjective. On the other hand,
by Lemma 3.6 again, Ker Φ = (F e∗ I
[pe]), and the result follows by the
first isomorphism theorem. 
Lemma 3.9. [9, Proposition 2.6.c] If φ is surjective, then the set of φ-
compatible ideals is a finite set of radicals closed under sum and primary
decomposition.
For φ-compatible prime ideals P ( Q, we say that Q minimally
contains P if there is no φ-compatible prime ideal strictly between
P and Q. For a given φ-compatible prime ideal P , next proposition
shows that how to compute φ-compatible prime ideals which minimally
contain P , and we turn it into an algorithm (cf. [10, Theorem 4.1] and
[9, Section 4]).
Proposition 3.10. Let φ : F e∗R → R be an R-linear map where
φ(−) = πe(F e∗u−) for some u ∈ R. Let P and Q be φ-compatible
prime ideals such that Q minimally contains P , and let J be the ideal
whose image in R/P defines the singular locus of R/P . Then:
(1) If (P [p
e] : P ) ⊆ (Q[pe] : Q) then J ⊆ Q,
(2) If (P [p
e] : P ) * (Q[p
e] : Q) then (uR + P [p
e]) : (P [p
e] : P ) ⊆ Q.
Proof. For (1 ), let RQ be the localization of R at Q, and let S =
R̂Q be the completion of RQ with respect to the maximal ideal QRQ.
Since colon ideals, Frobenius powers and singular locus commute with
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localization and completion,
P and Q are φ-compatible⇒uP ⊆ P [pe] and uQ ⊆ Q[pe]
⇒uPS ⊆ PS [pe] and uQS ⊆ QS [pe]
⇒PS and QS are u-special ideals of S
with QS is a prime ideal
and we have (P [p
e] : P ) ⊆ (Q[pe] : Q) ⇒ (PS [pe] : PS) ⊆ (QS [pe] : QS).
Thus, by [10, Theorem 4.1], JS ⊆ QS, and so J ⊆ Q. For (2 ), we refer
to [10, Theorem 4.1]. 
The following algorithm is the same algorithm described in [9], which
we call it here the Katzman-Schwede algorithm, finds all φ-compatible
prime ideals of R which do not contain Ie(uR). We describe it here in
a more algebraic language.
Input: An R linear map φ : F∗R → R where φ(−) = πe(F e∗u−) and
u ∈ R.
Output: Set of all φ-compatible prime ideals which do not contain
Ie(uR).
Initialize: AR = {0} and B = ∅
Execute the following: While AR 6= B pick any P ∈ AR − B, set
S = R/P ;
(1) Find the ideal J ⊆ R whose image in S defines the singular
locus of S, and compute J⋆
eu,
(2) Find the minimal prime ideals of J⋆
eu, add them to AR,
(3) Compute the ideal B := ((uR + P [p
e]) : (P [p
e] : P )), and com-
pute B⋆
eu,
(4) Find the minimal prime ideals of B⋆
eu, add them to AR,
(5) Add P to B.
Output AR and stop.
The Katzman-Schwede algorithm produces a list of all φ-compatible
prime ideals which do not contain L := Ie(uR). Because for any prime
ideal Q, whenever L ⊆ Q we have the property that Q is φ-compatible
if and only if Q/L is φ′-compatible where φ′ is the induced map from
φ. But Q/L is clearly compatible since φ′ is zero. Thus, we do not
need to assume that φ is surjective.
Discussion 3.11. Let Rp be a localization of R at a prime ideal p, and
let R̂p be the completion of Rp with respect to the maximal ideal pRp.
We know that pR̂p is the maximal ideal of R̂p. Now let X1, . . . , Xs be
minimal generators of pR̂p, and let K[[X1, . . . , Xs]] be the formal power
series ring over the residue field K of Rp. By the Cohen’s structure
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theorem S ∼= K[[X1, . . . , Xs]]. Let E = ES(S/m) be the injective hull
of the residue field. Then by [15, 13.5.3 Example], E is isomorphic
to the module of inverse polynomials K[X−1 , . . . , X
−
s ] whose R-module
structure is extended from the following rule
(λXα11 . . .X
αs
s )(µX
−ν1
1 . . .X
−νs
s )
=
{
λµX−ν1+α11 . . .X
−νs+αs
s if αi < νi for all i
0 if αi ≥ νi for any i
for all λ, µ ∈ k, non-negative integers α1, . . . , αs, and positive integers
ν1, . . . , νs. Therefore, E has a natural S[T ; f
e]-module structure by
extending additively the action T (λXα11 . . .X
αs
s ) = λ
peX−p
eν1
1 . . .X
−peνs
s
for all λ ∈ K and positive integers ν1, . . . , νs. Notice that T : E → E
defines a Frobenius map.
Following [10, Section 4], we can also view the Katzman-Schwede al-
gorithm from the point of Frobenius maps on injective hull of residue
fields. Any S[Θ; f e]-module structure on E can be given by Θ = uT
for some u ∈ S where T is the natural action as above. We also know
that the set of S-submodules of E is {AnnE J | J is an ideal of R}. In
addition, [7, Theorem 4.3] shows that an S-submodule AnnE J ⊆ E is
an S[Θ; f e]-submodule if and only if uJ ⊆ J [pe]. Thus, the Katzman-
Schwede algorithm finds all submodules AnnE P of E which are pre-
served by the Frobenius map Θ, under the assumptions that P is a
prime ideal of S and the restriction of Θ to AnnE P is not the zero
map (i.e. it finds all the Θ-special prime ideals of S, see Definition
4.8).
All of the operations used in the Katzman-Schwede algorithm are
defined for localizations of R. Therefore, we can apply the algorithm
to any localization of R at a prime ideal. In the rest of this section,
we investigate behaviour of the Katzman-Schwede algorithm under lo-
calization. Let Rp be a localization of R at a prime ideal p. Our next
theorem gives the exact relation between the output sets AR and ARp
of the Katzman-Schwede algorithm for R and Rp, respectively.
Theorem 3.12. The Katzman-Schwede algorithm commutes with lo-
calization: for a given u ∈ R, if AR and ARp are the output sets of the
Katzman-Schwede algorithm for R and Rp, respectively, then
ARp = {PRp | P ∈ AR and P ⊆ p}
Proof. We shall show that the Katzman-Schwede algorithm commutes
with localization step by step. Since the ideal defining singular locus
commutes with localization, so is step 1. Since Frobenius powers and
colon ideals commute with localization under Noetherian hypothesis,
so is step 3. Then by Lemma 2.10, ⋆-closure commutes with local-
ization. Therefore, step 2. and 4. follow from the fact that primary
decomposition commutes with localization.
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Let P be a φ-compatible prime ideal of R. Then since uP ⊆ P [pe] ⇔
uPRp ⊆ P [pe]Rp, PRp is a φ-compatible prime ideal of Rp. Since the
Katzman-Schwede algorithm commutes with localization, Q is a φ-
compatible prime ideal of R minimally containing P if and only if QRp
is a φ-compatible prime ideal of Rp minimally containing PRp. Hence,
ARp = {PRp | P ∈ AR and P ⊆ p}. 
4. A Generalization of the Katzman-Zhang Algorithm
Let R = k[x1, . . . , xn] be a polynomial ring over a field of character-
istic p and e be a positive integer. Let Rp be a localization of R at a
prime ideal p, and let S = R̂p be the completion of Rp with respect to
the maximal ideal m = pRp. Let E = ES(S/m) be the injective hull
of residue field of S. The purpose of this section is to generalize the
algorithm defined in Section 6 of [10] to R, and show that it commutes
with localization.
Remark 4.1. Given an Artininan S-module M , we can embed M in
Eα for some positive integer α, we can then embed Coker(M →֒ Eα)
in Eβ for some positive integer β. Continuing in this way, we get an
injective resolution
0→M → Eα At−→ Eβ → · · ·
ofM , where A is an α×β matrix with entries in S since HomS(Eα, Eβ) ∼=
HomS(S
α, Sβ), and so M ∼= kerAt.
Remark 4.2. Let T : E → E be as in Discussion 3.11. We can extend
this natural S[T ; f e]-module structure on E to Eα which is given by
T
 a1...
aα
 =
 Ta1...
Taα

for all a1, . . . , aα ∈ E.
Remark 4.3. Following [7, Section 3], let Ce be the category of Ar-
tinian S[θ; f e]-modules and De be the category of S-linear maps M →
F eS(M) where M is Noetherian S-module and a morphism between
M → F eS(M) and N → F eS(N) is a commutative diagram of S-linear
maps
M
φ−→ N
↓ ↓
F eS(M)
F e
S
(φ)−→ F eS(N)
We define the functor ∆e : Ce → De as follows: given an e-th Frobe-
nius map θ : M → M , we can obtain an R-linear map φ : F e∗R ⊗
M → M such that φ(F∗r ⊗ m) = rθ(m) for all r ∈ R, m ∈ M .
Applying Matlis duality to this map gives the R-linear map M∨ →
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(F e∗R ⊗M)∨ ∼= F e∗R ⊗M∨ where the last isomorphism is described in
[13, Lemma 4.1]. Conversely, we define the functor Ψe : De → Ce
as follows: given a Noetherian R-module N with an R-linear map
N → F eR(N). Applying Matlis duality to this map gives the R-linear
map ϕ : F eR(N
∨) ∼= F eR(N)∨ → N∨ where the first isomorphism is the
composition F eR(N
∨) ∼= F eR(N∨)∨∨ ∼= F eR(N∨∨)∨ ∼= F eR(N)∨. Then we
define the action of θ on N∨ by defining θ(n) = ϕ(1⊗n) for all n ∈ N∨.
The mutually inverse exact functors ∆e and Ψe are extensions of
Matlis duality which also keep track of Frobenius actions.
Proposition 4.4. [10, Proposition 2.1] Let M ∼= kerAt be an Artin-
inan S-module where A is an α × β matrix with entries in S. For a
given e-th Frobenius map on M , ∆e(M) ∈ HomS(CokerA,CokerA[pe])
and is given by an α × α matrix U such that U ImA ⊆ ImA[pe], con-
versely any such U defines an S[Θ; f e]-module structure on M which
is given by the restriction to M of the Frobenius map Θ : Eα → Eα
defined by Θ(a) = U tT (a) for all a ∈ Eα.
Remark 4.5. By Proposition 4.4, for any Artinian submodule M ∼=
kerAt of Eα with a given S[Θ; f e]-module structure, where Θ = U tT ,
there is a submodule V of Sα such that M = AnnEα V
t := {a ∈ Eα |
V ta = 0} and UV ⊆ V [pe], (in fact V = ImA). For simplicity, for
V ⊆ Sα we denote E(V ) = AnnEα V t.
Lemma 4.6. [10, Lemma 3.6, Lemma 3.7] Let Θ = U tT : Eα → Eα
be a Frobenius map where U is an α× α matrix with entries in S and
let K ⊂ Sα. Then
(1) E(Ie(ImU
[pe−1]U [p
e−2] · · ·U)) = {a ∈ Eα | Θe(a) = 0},
(2) E(I1(UK)) = {a ∈ Eα | Θ(a) ∈ E(K)}.
Remark 4.7. LetM = AnnEα V
t be as in Remark 4.5. Then AnnSM =
AnnS S
α/V because AnnSM ⊆ AnnSM∨ ⊆ AnnS M∨∨ ∼= AnnSM .
Definition 4.8. Let Θ = U tT : Eα → Eα be a Frobenius map, where U
is an α×α matrix with entries in S. We call an ideal of S a Θ-special
ideal if it is an annihilator of an S[Θ; f ]-submodule of Eα, equivalently
if it is the annihilator of Sα/W for some W ⊂ Sα with UW ⊆W [pe].
Notice that the concept of injective hull of the residue field is not
available for polynomial rings. Therefore, we adapt above definition for
a more general setting and define special ideals depending on a given
square matrix as follows.
Definition 4.9. Let R be R or Rp or S. For a given α× α matrix U
with entries in R, we call an ideal of R a U-special ideal if it is the
annihilator of Rα/V for some submodule V ⊆ Rα satisfying UV ⊆
V [p
e].
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Next we will provide some properties of special ideals. The following
lemma gives the most important properties which are actually gener-
alization of Lemma 3.8 and 3.10 in [10] to R with similar proofs.
Lemma 4.10. Let R be R or Rp or S. Let U be an α×α matrix with
entries in R and J be a U-special ideal of R. Then
(1) Associated primes of J are U-special,
(2) V = (JRα)⋆
eU is the smallest submodule of Rα such that J =
AnnRRα/V and UV ⊆ V [pe].
Proof. For 1. let P be an associated prime of J and J = AnnRRα/V
for some V ⊆ Rα such that UV ⊆ V [pe]. Then for a suitable element
r ∈ R we have P = (J : r). If W = (V :Rα r) = {w ∈ Rα | rw ∈ V }
then P = AnnRRα/W since s ∈ P ⇔ rs ∈ J ⇔ rsRα ⊆ V ⇔
sRα ⊆ W . On the other hand, since UV ⊆ V [pe] and rW ⊆ V we
have rUW ⊆ UV and so rpeUW ⊆ rpe−1UV ⊆ rpe−1V [pe] ⊆ V [pe]. This
means that UW ⊆ (V [pe] :Rα rpe) = (V :Rα r)[pe] = W [pe].
For 2. let J = AnnRRα/V for some V ⊆ Rα such that UV ⊆ V [pe].
It is clear that JRα ⊆ (JRα)⋆eU and JRα ⊆ V ⇒ (JRα)⋆eU ⊆ V ⋆eU =
V . Therefore, J ⊆ AnnRRα/(JRα)⋆eU ⊆ AnnRRα/V = J , and so
J = AnnRR/(JRα)⋆eU . 
Theorem 4.11. [10, Theorem 5.1] There are only finitely many Θ-
special prime ideals P of S with the property that for some S[Θ; f ]-
submodule M ⊆ Eα with AnnS M = P and the restriction of Θ to M
is not zero.
Theorem 4.11 was proved by induction on α using the aid of injective
hull of the residue field of S, and turned into an algorithm in [10],
which we call it here Katzman-Zhang Algorithm. Since injective hulls
of residue fields are not available for polynomial rings, we only use
techniques of Ie(−) operation and ⋆-closure to generalize the Katzman-
Zhang Algorithm to R. Next theorem allows us to prove polynomial
version of Theorem 4.11.
Theorem 4.12. [11, Theorem 3.2] Let U be an α × α matrix with
entries in R and α ∈ N.
(1) If Ie(U
[pe−1]U [p
e−2] · · ·URα) = Ie+1(U [pe]U [pe−1] · · ·URα) then
Ie(U
[pe−1]U [p
e−2] · · ·URα) = Ie+j(U [pe+j−1]U [pe+j−2] · · ·URα)
for all j ≥ 0.
(2) There exists an integer e such that (1) holds.
For the rest of this section, we will fix an α×α matrix U with entries
inR, andK will denote the stable value of {Ie(U [pe−1]U [pe−2] · · ·URα)}e≥1
as in Theorem 4.12.
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Proposition 4.13. If P is a prime ideal of R with the property that
K ⊆ PRα where K = Ie(UeRα) and Ue = U [pe−1]U [pe−2] · · ·U , then P is
Ue-special.
Proof. Let P be a prime ideal of R such that K ⊆ PRα. Then
K ⊆ PRα ⇒ UeRα ⊆ P [pe]Rα ⇒ UePRα ⊆ P [pe]Rα ⇒ PRα = (PRα)⋆Ue .
Therefore, P is Ue-special. 
By Proposition 4.13, any prime ideal containing K is Ue-special. This
is equivalent to saying that the action of Ue on submodules PR
α con-
taining K with P being a prime is the same as the action of zero matrix.
Henceforth, we will assume that K 6= 0.
Our next theorem is the generalization of Theorem 4.12 to R, and
we will prove it using a very similar method to that in [10, Section 5].
Theorem 4.14. The set of all U-special prime ideals P of R with the
property that K * PRα is finite.
We will prove Theorem 4.14 by induction on α. Assume that α = 1.
For a prime ideal P being a u-special prime, i.e. P = AnnRR/P
⋆u, is
equivalent to the property that uP ⊆ P [p]. This means, by Corollary
3.7, that P is a φ-compatible ideal where φ(−) = π(F∗u−). Then the
set of all u-special prime ideals are finite and the Katzman-Schwede
algorithm finds such primes. Henceforth in this section, we will assume
that Theorem 4.14 holds for α− 1.
For a U -special prime ideal P , we will present an effective method for
finding all U -special prime ideals Q ! P for which there is no U -special
prime ideal strictly between P and Q, and we will call such U -special
prime ideals Q as minimally containing P . The following lemma is a
generalization of Lemma 5.2 in [10] to R, which is our starting point
of finding U -special prime ideals minimally containing P .
Lemma 4.15. Let P ( Q be U-special prime ideals of R such that Q
contains P minimally. If a ∈ Q \ P , then Q is among the minimal
prime ideals of AnnRR
α/W where W = ((P + aR)Rα)⋆U .
Proof. Since PRα ⊆ (P + aR)Rα ⊆ QRα we have
(PRα)⋆U ⊆ ((P + aR)Rα)⋆U ⊆ (QRα)⋆U .
Then by Lemma 4.10,
P = AnnR
Rα
(PRα)⋆U
⊆ AnnR R
α
W
⊆ AnnR R
α
(QRα)⋆U
= Q
which implies that Q contains a minimal prime ideal of AnnRR
α/W .
Therefore, by Lemma 4.10 again, this minimal prime is U -special. Since
Q contains P minimally, it has to be Q itself. 
Next, we will prove a generalization of Lemma 5.3 in [10] to R, which
is a crucial step for proving Theorem 4.14.
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Lemma 4.16. Let Q be a U-special prime ideal of R, where Q =
AnnRR
α/W for some submodule W ⊆ Rα satisfying UW ⊆ W [p].
Let a /∈ Q and X be an invertible α × α matrix with entries in the
localization Ra. Let ν ≫ 0 be such that U1 = aνX [p]UX−1 has entries
in R and W1 = XWa ∩ Rα. Then
(1) Q is a minimal prime of AnnRR
α/W1 and U1W1 ⊆ W [p]1 , i.e.
Q is U1-special.
(2) If Ie(U
[pe−1]U [p
e−2] · · ·URα) *W , then
Ie(U
[pe−1]
1 U
[pe−2]
1 · · ·U1Rα) *W1.
Proof. Let J = AnnRR
α/W1. Then
Ja = (AnnRR
α/W1)a = AnnRa R
α
a/(W1)a = AnnRa R
α
a/XWa
∼= AnnRa Rαa/Wa = (AnnRRα/W )a = Qa.
Therefore, Q is a minimal prime ideal of J . We also have
U1W1 = a
νX [p]UX−1(XWa ∩ Rα) ⊆ (aνX [p]UX−1XWa) ∩Rα
⊆ X [p]W [p]a ∩Rα = (XWa)[p] ∩Rα = (XWa ∩ Rα)[p] = W [p]1 .
This means that J is U1-special. Therefore, by Lemma 4.10, Q is U1-
special.
Assume that
Ie(U
[pe−1]U [p
e−2] · · ·URα) *W , i.e. U [pe−1]U [pe−2] · · ·URα *W [pe].
Now suppose the contrary that
Ie(U
[pe−1]
1 U
[pe−2]
1 · · ·U1Rα) ⊆W1, i.e. U [p
e−1]
1 U
[pe−2]
1 · · ·U1Rα ⊆W [p
e]
1 .
Since
U
[pe−1]
1 U
[pe−2]
1 · · ·U1 = (aνX [p]UX−1)[p
e−1](aνX [p]UX−1)[p
e−2] · · · aνX [p]UX−1
= aν(p
e−1)X [p
e]U [p
e−1](X−1)[p
e−1]aν(p
e−2)X [p
e−1]U [p
e−2](X−1)[p
e−2] · · · aνX [p]UX−1
= aν(p
e−1+pe−2+···+1)X [p
e]U [p
e−1]U [p
e−2] · · ·UX−1,
we have bX [p
e]U [p
e−1]U [p
e−2] · · ·UX−1Rα ⊆ W [pe]1 = (XWa ∩ Rα)[pe] =
X [p
e]W
[pe]
a ∩Rα, where b = aν(pe−1+pe−2+···+1). Therefore,
X [p
e]U [p
e−1]U [p
e−2] · · ·UX−1Rαa ⊆ X [p
e]W
[pe]
a ,
and so U [p
e−1]U [p
e−2] · · ·URαa ⊆ W [p
e]
a . Then U
[pe−1]U [p
e−2] · · ·URα ⊆
W
[pe]
since a is not a zero divisor on Rα/W [p
e], which contradicts with
our assumption. 
Next, we will give a generalization of Proposition 5.4 in [10] to R,
which will give us an effective method for finding the U -special prime
ideals containing a U -special prime P minimally in an important case.
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Proposition 4.17. Let P be a U-special prime ideal of R such that
K * PRα. Assume that the α-th column of U is zero and PRα =
(PRα)⋆U . Then the set of U-special prime ideals minimally containing
P is finite.
Proof. Let Q be a U -special prime ideal minimally containing P and
W = (QRα)⋆U . Let U0 be the top left (α − 1)× (α − 1) submatrix of
U . Since PRα = (PRα)⋆U ⇔ UPRα ⊆ P [p]Rα, all entries of U are in
(P : P [p]). Therefore, U0PR
α−1 ⊆ P [p]Rα−1, and so P is U0-special.
Let K0 be the stable value of {Ie(U [p
e−1]
0 U
[pe−2]
0 · · ·U0Rα−1)}e>0 as in
Theorem 4.12. We now split our proof into two parts. Assume first
that K0 ⊆ PRα−1, i.e. Ie(U [p
e−1]
0 U
[pe−2]
0 · · ·U0Rα−1) ⊆ PRα−1 for some
e > 0.
1) Let (g1, . . . , gα−1, 0) be the last row of the matrix U
[pe−1]U [p
e−2] · · ·U .
Note that its top left (α−1)×(α−1) submatrix is U [pe−1]0 U [p
e−2]
0 · · ·U0.
By our assumption, all entries of U
[pe−1]
0 U
[pe−2]
0 · · ·U0 are in P [pe] ⊆
Q[p
e]. Therefore, Ie(U
[pe−1]
0 U
[pe−2]
0 · · ·U0Rα−1) ⊆ QRα−1. Then
by Proposition 4.13, P and Q are U
[pe−1]
0 U
[pe−2]
0 · · ·U0-special,
and so the action of U [p
e−1]U [p
e−2] · · ·U is the same action of
a matrix Ue whose first α − 1 rows are zero and last row is
(g1, . . . , gα−1, 0), and so we replace U
[pe−1]U [p
e−2] · · ·U with Ue
without effecting any issues. We now define inductively V0 =
QRα and Vi+1 = Ie(UeVi) + Vi for all i ≥ 0. Since
UeQR
α = {(0, . . . , 0,
α−1∑
i=1
giqi)
t | ∀i, qi ∈ Q},
Ie(UeQR
α) = {(0, . . . , 0, v) | v ∈ Ie(
α−1∑
i=1
giQ)}.
Therefore, the sequence {Vi}i≥0 stabilizes at V1 = Ie(UeQRα) +
QRα. By definition of ⋆-closure, we have QRα ⊆ V1 ⊆ W , and
so AnnRR
α/V1 = Q. Furthermore, we have
AnnR
R
Ie(
∑α−1
i=1 giQ)
= AnnR
Rα
Ie(UeQRα)
⊆ Q since Ie(UeQRα) ⊆ V1,
which implies that
Ie(
α−1∑
i=1
giQ) =
α−1∑
i=1
Ie(giQ) ⊆ Q,
i.e. Ie(giQ) ⊆ Q ⇔ giQ ⊆ Q[pe] for all 1 ≤ i < α. Hence, Q is
gi-special for all 1 ≤ i < α. On the other hand, at least for one
gi we must have gi /∈ P [pe] so that we do not get a contradiction
with our assumption K * PRα. We can now produce all such
Q using the Katzman-Schwede algorithm.
A GENERALIZATION OF THE KATZMAN-ZHANG ALGORITHM 17
Let τ ⊂ R be intersection of the finite set of U0-special prime ideals
of R minimally containing P . Let ρ : Rα → Rα−1 be the projection
onto first α−1 coordinates, and let J = AnnRRα−1/ρ(W ). Then since
U0ρ(W ) = ρ(UW ) ⊆ ρ(W [p]) = ρ(W )[p], J is U0-special. Note that
Q ⊆ J , and so P ( J . Assume now that K0 * PRα−1.
2) We now compute (τ [p
e]K0)⋆U0 as the stable value of
L0 = τ
[pe]K0
L1 = I1(U0L0) + L0 = τ
[pe−1] I1(U0K0) + τ [pe]K0 = τ [pe−1]K0 + τ [pe]K0
...
Le = τK0 + Le−1
...
and we deduce that τK0 ⊆ Le ⊆ (τ [pe]K0)⋆U0. On the other
hand, since J is a U0-special ideal strictly containing P , τ ⊆
√
J .
Thus, for all large e ≥ 0, we have τ [pe] ⊆ J . Therefore,
τK0 ⊂ (τ [pe]K0)⋆U0 ⊆ (JRα−1)⋆U ⊆ ρ(W )⋆U0 = ρ(W ).
where the last equality follows from the fact that UW ⊆ W [p].
Moreover, since τ * P , we have τK0 * PRα−1.
3) Now we define v¯ = (v1, . . . , vα−1, 0)
t for v = (v1, . . . , vα−1, vα)
t ∈
Rα, and V = {v¯ | v ∈ V } for any submodule V ⊆ Rα. Let
l : Rα−1 → Rα−1 ⊕ R be the natural inclusion l(v) = v ⊕ 0.
Note that V = l(ρ(V )). Then we also define W0 = {w ∈ W |
ρ(w) ∈ τK0} and note that (2) implies that ρ(W0) = τK0. We
have W ⋆U0 ⊆ W ⋆U = W and W ⋆U0 = I1(UW0)⋆U +W0. Since
UW0 = UW0 = Ul(τK0), I1(Ul(τK0))⋆U ⊆ W ⋆U0 ⊆ W . On the
other hand, if I1(Ul(τK0))⋆U ⊆ PRα, then
I1(Ul(τK0)) ⊆ PRα ⇒ Ul(τK0) ⊆ P [p]Rα ⇒ ρ(Ul(τK0)) ⊆ ρ(P [p]Rα)
⇒ U0τK0 ⊆ P [p]Rα−1 ⇒ τ [p]U0K0 ⊆ P [p]Rα−1
⇒ I1(τ [p]U0K0) ⊆ PRα−1 ⇒ τ I1(U0K0) ⊆ PRα−1
⇒ τK0 ⊆ PRα−1
which contradicts with (2). Hence, we also have I1(Ul(τK0))⋆U *
PRα.
4) Let M ′ be a matrix whose columns generate I1(Ul(τK0))⋆U ⊆
W . Choose an entry a of M ′ which is not in P . Then
(a) If a ∈ Q, Lemma 4.15 shows that Q is among the minimal
prime ideals of AnnRR
α/((P + aR)Rα)⋆U .
(b) If a /∈ Q, we shall apply Lemma 4.16 with the matrix
X with entries in Ra such that the α-th elementary vec-
tor eα ∈ W1 = XWa ∩ Rα and U1 as in Lemma 4.16.
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Then Rα/W1 ∼= Rα−1/ρ(W1), and so Q is a minimal prime
AnnRR
α−1/ρ(W1). Let U2 be the top left (α − 1) × (α −
1) submatrix of U1. Then since U2ρ(W1) ⊆ ρ(U1W1) ⊆
ρ(W
[p]
1 ) = ρ(W1)
[p], AnnRR
α−1/ρ(W1) is U2-special, and
so is Q.
This shows that in any case Q is an element of a finite set of prime
ideals. Hence, there are only finitely many U -special prime ideals of R
which contain P minimally. 
Next Theorem is a generalization of Theorem 5.5 in [10] to R, and
it provides an effective algorithm for finding all U -special prime ideals
P of R with the property that K * PRα.
Theorem 4.18. Let P a U-special prime ideal of R such that K *
PRα, and Q be a U-special prime ideal minimally containing P . Let
M be a matrix whose columns generate (PRα)⋆U .
(1) If PRα ( ImM , then either
(a) all entries of M are in Q, and so there exist an element
a ∈ Q \ P and Q is among the minimal prime ideals of
AnnRR
α/((P + aR)Rα)⋆U , or
(b) there exists an entry of M which is not in Q, and Q is a
special prime over an (α− 1)× (α− 1) matrix.
(2) IfPRα = ImM , then there exist an element a1 ∈ R \ P , an
element g ∈ (P [p] : P ), and an α × α matrix V such that for
some µ ≫ 0, we have aµ1U ≡ gV modulo P [p]. If d = det V ,
then either
(a) d ∈ P , and Q is a special prime ideal over an (α − 1) ×
(α− 1) matrix, or
(b) d ∈ Q \ P , and Q is among the minimal prime ideals of
AnnRR
α/((P + dR)Rα)⋆U , or
(c) d /∈ Q, and Q is a g-special ideal of R.
Proof. Let W ⊆ Rα be such that UW ⊆ W [p] and Q = AnnRRα/W .
When all entries ofM are in P , ImM ⊆ PRα, i.e., ImM = (PRα)⋆U =
PRα. Thus, if we are in case 1., we have at least one entry a of M
which is not in P . If a ∈ Q, by Lemma 4.15, Q is among the minimal
primes of AnnRR
α/((P + aR)Rα)⋆U . If a /∈ Q, by Lemma 4.16, Q is
a minimal prime of AnnRR
α/W1 such that U1W1 ⊆ W [p]1 , where U1
and W1 as in Lemma 4.16. On the other hand, since a becomes a
unit in Ra, we can choose the invertible matrix X with entries in Ra
such that W1 = XWa ∩ Rα contains the α-th elementary vector eα.
Then we have Rα/W1 ∼= Rα−1/ρ(W1), where ρ : Rα → Rα−1 is the
projection onto first α−1 coordinates. Let U2 be the top left (α−1)×
(α− 1) submatrix of U1. Then AnnRRα/W1 = AnnRRα−1/ρ(W1) and
U2ρ(W1) ⊆ ρ(U1W1) ⊆ ρ(W [p]1 ) = ρ(W1)[p]. Therefore, AnnRRα/W1 is
U2-special, and so is Q.
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Assume now that we are in case 2., by definition of ⋆-closure UPRα ⊆
P [p]Rα, i.e., the entries of U are in (P [p] : P ). On the other hand,
by Lemma 3.8, if A = R/P , F∗((P
[p] : P )/P [p]) ∼= HomA(F∗A,A) is
rank one F∗A-module. This means that (P
[p] : P )/P [p] is rank one
A-module, and so we can find an element g ∈ (P [p] : P )\P [p] such that
(P [p] : P )/P [p] is generated by g + P [p] as an A-module. Also we can
find an element a1 ∈ R \ P such that the localization of (P [p] : P )/P [p]
at a1 is generated by g/1+P
[p]
a1 as an Aa1-module and hence as an Ra1-
module. If a1 ∈ Q, we can find Q as in the case 1.(a), thus, we assume
that a1 /∈ Q. Then for any entry u of U , working in the localization,
we have an expression
u
1
+ P [p]a1 =
r
aw11
g
1
+ P [p]a1
which implies that
u− rg
aw11
∈ P [p]a1 , i.e.,
u− rg
aw11
=
r′
aw21
, where r ∈ R,
r′ ∈ P [p] and w1, w2 ∈ N. Thus,
aw1+w21 u = a
w2
1 rg + a
w1
1 r
′
Therefore, we can write aµ1U = gV + V
′ for some µ ≫ 0 and α ×
α matrices V and V ′ with entries in R and P [p], respectively. Then
by Proposition 4.13, we may replace V ′ with the zero matrix, since
I(V ′Rα) ⊆ PRα. Let d = det V . We now consider three cases:
(1) If d ∈ P , then the determinant of V in the fraction field F of A,
say d¯, will be zero. So we can find an invertible matrix X with
entries in F such that the last column of V X−1 is zero, and so
is UX−1. Let a2 is the product of all denominators of entries of
X and X−1, i.e. the entries of X and X−1 are in Ra2 . If a2 ∈ Q,
we can find Q as in the case 1.(a) again, thus, we also assume
that a2 /∈ Q. Let a = a1a2. By Lemma 4.16, P and Q are U1-
special prime ideals where U1 = a
νX [p]UX−1 whose last column
is zero. Then since PRα = (PRα)⋆U ⇔ UPRα ⊆ P [p]Rα, we
also have
U1PR
α = aνX [p]UX−1PRα ⊆ aνX [p]UPRα ⊆ UPRα ⊆ P [p]Rα
which implies PRα = (PRα)⋆U1. Hence, we can produce Q as
in Proposition 4.17.
(2) If d ∈ Q \ P , then by Lemma 4.15, Q is among minimal prime
ideals of AnnRR
α/((P + dR)Rα)⋆U .
(3) If d /∈ Q, let a = da1, W = (QRα)⋆U and X = Iα be the
α × α identity matrix. Then by Lemma 4.16, Q is a minimal
prime ideal of AnnRR
α/W1 where W1 = (QR
α)⋆Ua ∩ Rα. By
definition of ⋆-closure (QRα)⋆Ua = (QR
α
a )
⋆U is the stable value
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of the sequence
L0 = QR
α
a
L1 = I1(UQR
α
a ) +QR
α = I1(gV QR
α
a ) +QR
α
a = I1(gQR
α)a +QR
α
a
L2 =
...
which also equals to (QRα)⋆gIα. The third equality for L1 is be-
cause of the fact that Ie(−)-operation commutes with localiza-
tion and V is invertible. This implies that AnnRR
α/W1 is gIα-
special, and so is Q. Therefore, Q is g-special and can be com-
puted using the Katzman-Schwede algorithm, since g /∈ P [p].
This method also shows that for a given U -special ideal P , there are
only finitely many U -special prime ideals minimally containing P . 
For the sake of integrity, we shall give the proof of Theorem 4.14.
The main difference between our methods and the methods in [10,
Section 5] is that we do not use the aid of injective hulls of residue
fields although our results are identical with the results in [10, Section
5] over power series rings.
Proof of Theorem 4.14. The proof is by induction on α. The case α = 1
is established in section 3. Assume that α > 0 and the claim is true
for α − 1. Since zero ideal is always a U -special prime ideal of R,
we start with 0 and use Theorem 4.18 to find U -special prime ideals
minimally containing 0. Continuing this process recursively gives us
bigger U -special prime ideals at each steps. Therefore, since R is of
finite dimension, the number of steps in this process is bounded by the
dimension of R. Hence, there are only finitely many U -special prime
ideals with the desired property. 
Next we turn Theorem 4.18 into an algorithm which gives us a gen-
eralization of the Katzman-Zhang algorithm to R. Note also that over
power series rings the following is identical with the Katzman-Zhang
algorithm.
Intput: An α× α matrix U with entries in R such that K 6= 0.
Output: Set of all U -special prime ideals P of R with the property
that K * PRα.
Initialize: ARα = {0},B = ∅.
Execute the following: If α = 1, use the Katzman-Schwede Algo-
rithm to find desired primes, put these in ARα, output ARα and stop.
If α > 1, then while ARα 6= B, pick any P ∈ ARα \ B. If K ⊆ PRα,
add P to B, if not, write W = (PRα)⋆U as the image of a matrix M
and do the following:
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(1) If there is an entry a of M which is not in P , then;
(a) Find the minimal primes of AnnR
Rα
((P + aR)Rα)⋆U
, and
add them to ARα ,
(b) Find an invertible α×α matrix X with entries in Ra such
that the α-th elementary vector eα ∈ XWa∩Rα, and choose
ν ≫ 0 such that U1 = aνX [p]UX−1 has entries in R. Let
U0 be the top left (α− 1)× (α− 1) submatrix of U1. Then
apply the algorithm recursively to U0 and add resulting
primes to ARα .
(2) If ImM = PRα, then find elements a1 ∈ R \ P , g ∈ (P [p] : P ),
and an α×α matrix V , and µ≫ 0 such that aµ1U ≡ gV modulo
P [p]. Compute d = det V and do the following:
(a) If d ∈ P , find an element a2 ∈ R \ P and an invertible
matrix X with entries in Ra2 such that the last column
of UX−1 is zero. Find ν ≫ 0 such that the entries of
U1 = (a1a2)
νX [p]UX−1 are in R. Let U0 be the top left (α−
1)× (α−1) submatrix of U1, and K0 be the stable value of
{Ie(ImU [p
e−1]
0 U
[pe−2]
0 · · ·U0)}e>0 as in Theorem 4.12. Then;
(i) If K0 ⊆ PRα−1, write the last row of the matrix
U
[pe−1]
1 U
[pe−2]
1 · · ·U1 as (g1, . . . , gα−1, 0) and apply the
Katzman-Schwede Algorithm to the case u = gi for
each i, and add resulting primes to ARα,
(ii) If K0 * PRα−1, find recursively all prime ideals for
U0 which contain P minimally and denote their inter-
section with τ . Compute I1(U1l(τK0))⋆U1 , and write
this as the image of a matrix M ′. Find an entry a′
of M ′ not in P . Now;
(A) Add the minimal primes of AnnR
Rα
((P + a′R)Rα)⋆U1
to ARα ,
(B) Find an invertible matrix X with entries in Ra′
such that the αth elementary vector eα ∈ X(ImM ′)a′∩
Rα. Find ν ≫ 0 such that U2 = (a′)vX [p]U1X−1
has entries in R. Let U3 be the top left (α−1)×
(α − 1) submatrix of U2. Apply the algorithm
recursively to U3, and add resulting primes to
ARα .
(b) If d /∈ P , then;
(i) add the minimal primes of AnnR
Rα
((P + dR)Rα)⋆U
to
ARα ,
(ii) apply the Katzman-Schwede algorithm to the case
u = g, and add resulting primes to ARα.
(3) Add P to B
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Output ARα and stop.
Since all the operations used in the above algorithm are defined for
localizations of R, we can apply our algorithm to any localization of
R at a prime ideal p. In the rest of this section, we investigate the
relations between output sets of our algorithm applied to R and Rp.
Lemma 4.19. Let R be R or Rp or R̂p. P is a U-special ideal of R
not contained in p if and only if PR is a U-special ideal of R.
Proof. Let P be a prime ideal of R. Then
P is U -special ⇔ P = AnnRRα/(PRα)⋆U
⇔ PR = AnnRRα/(PRα)⋆U ⇔ PR is U -special

Our next theorem gives the exact relation between the output sets
ARα and ARαp of our algorithm for R and Rp, respectively.
Theorem 4.20. Let U be an α × α matrix with entries in R. Our
algorithm commutes with localization: if ARα and ARαp are the output
sets of our algorithm for R and Rp, respectively, then
ARαp = {PRp | P ∈ ARα and P ⊆ p}.
Before proving our claim we need a remark which we will use it in
step 2. of the proof.
Remark 4.21. Keeping the notations of above theorem, for any prime
ideal P of R, and any submodule K of Rα we have the property that
K ⊆ PRα ⇔ Kp ⊆ PRαp . We already know that K ⊆ PRα implies
Kp ⊆ PRαp . For the converse, suppose the contrary that there is an
element k = (k1, . . . , kα)
t ∈ K \ PRα where ki ∈ R \ P for some
i. Then there exists an element s ∈ R \ p such that sk ∈ PRα, i.e.
ski ∈ P . Since P is prime, ki ∈ P or s ∈ P , which is impossible.
Therefore, Kp ⊆ PRαp implies that K ⊆ PRα.
Proof. By Theorem 3.12, the Katzman-Schwede Algorithm commutes
with localization. Therefore, we can, and do, assume α > 1. Let P
be the prime ideal of R in the initial step of our algorithm, and Rp be
a localization of R at a prime ideal p containing P . Since the stable
value of {Ie(U [pe−1]U [pe−2] · · ·URαp )}e≥1 is equal to the stable value of
Kp = {Ie(U [pe−1]U [pe−2] · · ·URα)Rp}e≥1. we have K ⊆ PRα ⇔ Kp ⊆
PRαp . Since ⋆-closure commutes with localization, whenever we write
(PRα)⋆U as the image of a matrix M with entries in R, we can write
(PRαp )
⋆U = (PRα)⋆URp as the image of same matrix but working in
Rp.
(1) Since a /∈ P ⇔ a /∈ PRp, a is an entry of M not in (PRαp )⋆U .
Then, by Lemma 2.10, step 1.(a) commutes with localization.
However, for step 1.(b), we can take the same matrix X with
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entries in Ra but working in Rp. Then while we do operations
in Rp, we see that eα ∈ X(ImM)a ∩ Rα implies that eα ∈
(X(ImM)a∩Rα)Rp ∼= X(ImM)a∩Rαp . Also U1 = aνX [p]UX−1
has entries in R (and in Rp) for the same ν ≫ 0. Therefore, we
end up with the same matrix U0.
(2) We first note that (PRα)⋆U = PRα ⇔ (PRαp )⋆U = PRαp .
Therefore, if (PRαp )
⋆U = PRαp , we can have the same con-
struction working in Rp, i.e., we can take a1 ∈ Rp \ PRp,
g ∈ ((PRp)[p] : PRp), α × α matrix V for the same µ ≫ 0
such that aµ1U = gV modulo (PRp)
[p] and compute d = det V .
(a) For any r ∈ R, we have the property that r ∈ P ⇔ r ∈
PRp. Thus, if d ∈ PRp, then we can have the same con-
struction again, and so we can take a2 ∈ Rp \ PRp and
the same invertible matrix X with entries in Ra2 (and in
(Rp)a2
∼= (Ra2)p) such that the last column of UX−1 is
zero, working in Rp. We also can take the same ν ≫ 0
such that the entries of U1 = (a1a2)
νX [p]UX−1 are in R
(and in Rp), and U0 to be the same matrix. In addition,
since Ie(−) operation commutes with localization, if we do
calculations in Rp, then the stable value of
{Ie(U [p
e−1]
0 U
[pe−2]
0 · · ·U0Rp)}e>0
is going to equal to the stable value of
{Ie(U [p
e−1]
0 U
[pe−2]
0 · · ·U0R)Rp}e>0
which is K0Rp. Now, since K0 ⊆ PRα−1 ⇔ K0Rp ⊆
PRα−1p , we can do next:
(i) Working in Rp, if K0Rp ⊆ PRα−1p we can write the
last row of the matrix U
[pe−1]
1 U
[pe−2]
1 · · ·U1 as (g1, . . . , gα−1, 0).
(ii) Working in Rp, if K0Rp * PRα−1p , we can apply our
algorithm recursively to U0 and find all prime ideals
which contain PRp minimally and denote their inter-
section with τ¯ , which is τRp, as we have showed all
steps of algorithm commute with localization. Then
we have
I1(U1 l¯(τ¯K0Rp))⋆U1 = (I1(U1l(τK))⋆U1)Rp,
where l¯ : Rα−1p → Rα−1p ⊕ Rp is the extension map
induced by l.
All other steps are similar to previous steps, and so all steps of our
algorithm commute with localization.
Since our algorithm commutes with localization, by Lemma 4.19, the
output set ARαp is the set of all U -special prime ideals of Rp, and hence,
ARαp = {PRp | P ∈ ARα and P ⊆ p}.
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
Let U be an α × α matrix with entries in R, and let ARα and ASα
be the output sets of our algorithm for R and S, respectively. Let P
be a U -special prime ideal of R, i.e. P ∈ ARα . Since PS is not always
a prime ideal of S, we do not have a relation between ARα and ASα
like in Theorem 4.20. However, by Lemma 4.19, we can say that the
minimal prime ideals of PS are in ASα. Therefore, the set of minimal
prime ideals of elements from {PS | P ∈ ARα} is contained in ASα.
5. An Application to Lyubeznik’s F-modules
In this section, we investigate the connections between special ideals
and local cohomology modules using Lyubeznik’s theory of F -finite
F -modules.
By Example 2.1, the i-th local cohomology module of R with respect
to an ideal I is an F -finite F -module and there exist a finitely generated
module M with an injective map β :M → FR(M) such that
H iI(R) = lim−→(M
β−→ FR(M) FR(β)−−−→ F 2R(M)
F 2R(β)−−−→ · · · )
where β : M → FR(M) is a root morphism. Since M is finitely gener-
ated, we also have M ∼= CokerA = Rα/ ImA for some matrix A with
entries in R. Hence,
H iI(R)
∼= lim−→(CokerA
U−→ CokerA[p] → · · · )
for some α×α matrix U with entries in R such that U ImA ⊆ ImA[p].
Furthermore, U defines an injective map on CokerA, since β is a root
morphism.
Remark 5.1. Following [13, Section 4], if (R,m) is a local ring, for
any F -finite F -module M, there exists a smallest F -submodule N of
M with the property that dimR SuppM/N = 0. Hence, M/N ∼= Ek
as R-modules for some k ∈ N, where E is the injective hull of the
residue field of R.
Definition 5.2. If R is local, we define the corank of an F -finite F -
module M the number k in Remark 5.1, and denote it by crkM = k.
In Section 4 of [13], Lyubeznik uses the theory of corank to shed more
light on the notion of F -depth of a scheme in characteristic p, which is
analogous to the notion of DeRham depth of a scheme in characteristic
0. Following [13, Section 4], in equicharacteristic 0 one can interpret
the DeRham depth in terms of closed points only. Proposition 4.14 in
[13] shows that in characteristic p we can not interpret the F -depth
of a scheme Y in terms of closed points only. To show this Lyubeznik
proves that there are only finitely many prime ideals P of A such that
crk(H iIAP (AP )) 6= 0. Here Y = SpecB, where B is a finitely generated
algebra over a regular local ring S, A = S[x1, · · · , xn] and I is the
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kernel of the surjection A → B. Our next theorem not only reproves
this result but also gives us an effective way to compute desired prime
ideals.
Theorem 5.3. Let I be an ideal of R and P ⊂ R a prime ideal. If
H iIRP (RP ) has non zero corank then P is in the output of our algorithm
introduced in section 4, i.e.
crk(H iIRP (RP )) 6= 0⇒ P ∈ ARα.
for some α× α matrix U with entries in R.
Proof. Since H iIRP (RP )
∼= Rp ⊗R H iI(R), we have
H iIRP (RP )
∼= lim−→(CokerAP
UP−→ CokerA[p]P → · · · )
where AP and UP are localizations of A and U , respectively. We also
have that UP defines an injective map on CokerAP since U defines a
root morphism for H iI(R).
crk(H iIRP (RP )) 6= 0 implies that there exists a proper FRP -submodule
N of H iIRP (RP ) such that dimRP Supp(H iIRP (RP )/N ) = 0. Since
H iIRP (RP ) is FRP -finite, we have
N = lim−→(N → FRP (N)→ F
2
RP
(N)→ · · · )
where N = N ∩ CokerAP is an RP -submodule of CokerAP . Thus,
N ∼= V/ ImAP for some submodule V ⊆ RαP such that UPV ⊆ V [p].
Then
H iIRP (RP )/N ∼= lim−→(CokerAP/N
UP−→ FRP (CokerAP/N)→ · · · )
∼= lim−→(R
α
P/V
UP−→ RαP/V [p] → · · · ).
Furthermore,
dimRP Supp(H
i
IRP
(RP )/N ) = 0⇒ Ass(H iIRP (RP )/N ) = {PRP}
⇒ Ass(RαP/V ) = {PRP}
⇒ AnnRP (RαP/V ) is PRP -primary
Therefore, AnnRP (R
α
P/V ) is UP -special and so is PRP by Lemma 4.10,
because it is the only minimal prime ideal of AnnRP (R
α
P/V ), i.e. PRP ∈
ARα
P
. Then by Theorem 4.20, P ∈ ARα 
Corollary 5.4. CR := {P ∈ ARα | (ImAP + PRαP )⋆UP 6= RαP} is the
set of all prime ideals of R which satisfy crk(H iIRP (RP )) 6= 0
Proof. By Theorem 5.3, crk(H iIRP (RP )) 6= 0 implies that PRP is a
UP -special prime ideal of RP such that PRP = AnnRP (R
α
p/W ) for
some proper submodule W ⊂ Rαp where ImAP ⊆ W and AP as in
Theorem 5.3. Since (ImAP + PR
α
P )
⋆UP is the smallest submodule of
RαP which satisfies PRP = AnnRP (R
α
p/(ImAP +PR
α
P )
⋆UP ), if (ImAP +
PRαP )
⋆UP = RαP , then we have a contradiction with the existence of W .
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Hence, the set of primes ideals of R which satisfy crk(H iIRP (RP )) 6= 0
is the set {P ∈ ARα | (ImAP + PRαP )⋆UP 6= RαP}. 
Corollary 5.4 says that if we want to compute the prime ideals of R
which satisfy crk(H iIRP (RP )) 6= 0, we pick an element P ∈ ARα and
need to check whether (ImAP + PR
α
P )
⋆UP is equal to RαP .
Acknowledgements. I would like to thank my supervisor Mordechai
Katzman for his support, guidance and patience throughout this project.
Without his helpful advice and insights this preprint would not be pos-
sible.
References
[1] M. Blickle and K. Schwede, p−1-linear maps in algebra and geometry, Comm.
Algebra, 123-205, Springer, New York, 2013.
[2] M. P. Brodmann and R. Y. Sharp, Local Cohomology: An Algebraic Introduc-
tion with Geometric Applications, Cambridge University Press, Second Edition
2013.
[3] F. Enescu, Local cohomology and F -stability, J. Algebra 322 (2009), 3063-3077.
[4] F. Enescu and M. Hochster, The Frobenius structure of local cohomology, Al-
gebra Number Theory, 2(7):721-754, 2008.
[5] R. Fedder, F -purity and rational singularity, Trans. Amer. Math. Soc. 278
(1983) 461-480
[6] C. Huneke and R. Sharp, Bass numbers of local cohomology modules, AMS
Transactions 339 (1993), 765-779.
[7] M. Katzman, Parameter test ideals of Cohen Macaulay rings, Compos. Math.
144 (2008), no.4, 933-948.
[8] M. Katzman, Frobenius maps on injective hulls and their applications to tight
closure, J. Lond. Math. Soc. 81 (2010), 589-607.
[9] M. Katzman and K. Schwede, An algorithm for computing compatiply Frobe-
nius split subvarieties, J. Symb. Comput. 47 (2012), 996-1008.
[10] M. Katzman and W. Zhang, Annihilators of Artinian modules compatible with
a Frobenius map, J. Symb. Comput. 60 (2014), 29-46.
[11] M. Katzman and W. Zhang, The support of local cohomology modules, Inter-
national Mathematics Research Notices, 2018, Issue 23, 7137-7155.
[12] E. Kunz, Characterizations of regular local rings of characteristic p, Amer. J.
Math 91(1969), 772-784.
[13] G. Lyubeznik, F -modules: applications to local cohomology and D-modules in
characteristic p > 0, J. Reine Angew. Math. 491 (1997), 65-130.
[14] H. Matsumura, Commutative Ring Theory, Cambridge Studies in Adv. Math.
8, Cambridge University Press, Cambridge, 1986.
[15] R. Y. Sharp, Graded annihilators of modules over the Frobenius skew polyno-
mial ring, and tight closure, Transactions of the AMS 359(2007), no. 9, pp.
4237-4258.
Department of Pure Mathematics, The University of Sheffield, Hicks
Building, Sheffield S3 7RH, UK
Department of Mathematics, Batman University, Batman, Turkey
E-mail address : mehmet-yesil@outlook.com
