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Abstract
We give a compactness result with respect to G-convergence for sequences of mixed evolution (elliptic–parabolic) equa-
tions Phu = ∂t (μhu) − div(ah(x, t,Du)) = f , μh positive, null and negative. We show that the limit operator is of the form
Pu = ∂t (μu) − div(a(x, t,Du)) and that μ and a are independent of each other. Under some time regularity we show that this
convergence is equivalent to the pointwise (in time) elliptic G-convergence.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
On donne un résultat de compacité en G-convergence pour des suites d’équations d’évolution mixtes (elliptiques–paraboliques)
Phu = ∂t (μhu) − div(ah(x, t,Du)) = f , avec μh positive, nulle ou négative. On démontre que l’opérateur limite est de la forme
Pu = ∂t (μu)− div(a(x, t,Du)), et que μ et a sont indépendantes l’une de l’autre. Sous une hypothèse de régularité en temps, on
démontre que cette convergence est équivalente à la G-convergence elliptique ponctuelle (en temps).
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
The asymptotic behavior as h → ∞, from the point of view of G-convergence, of equations like,
Phu = f, u ∈ Xh, (1)
(Xh suitable space) has been widely studied when Ph is an elliptic or a parabolic operator in divergence form of
the type:
Ph = −div
(
ah(x,D)
)
or Ph = ∂
∂t
− div(ah(x, t,D)),
where x ∈ Ω and t ∈ (0, T ) with Ω open set of Rn and T > 0. G-convergence was introduced for operator Ph in the
linear case by Spagnolo: we recall here only [32,33] among the first papers about linear and self-adjoint operators,
[12] in which for the first time an expression of the limit operator is given (in the case of homogenization), [29] in
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non-linear case is given, [7] in which a comparison between linear elliptic and parabolic G-convergence is made,
[39] in which linear operator also of degree greater than two are considered. Besides, as regards the non-linear case,
we recall [5] and [34].
G-convergence is designed to express the convergence of the solutions of partial differential equations and, some-
times, of minimum problems when the equations represent the Euler–Lagrange equations of a family of functionals.
The interest arises just in this property which is not directly connected with the convergence of the coefficients
of the differential operators. A particular case of interest is homogenization, the case when one considers fast-
oscillating inhomogeneities which in the limit (with respect to G-convergence) often disappear producing an apparent
homogeneous behavior.
Here we consider operators like Ph with ah satisfying (x ∈ Ω ⊂ Rn, t ∈ [0, T ], n 2, p  2),
λh(x, t)|ξ − η|p 
(
ah(x, t, ξ)− ah(x, t, η), ξ − η
)
,∣∣ah(x, t, ξ)− ah(x, t, η)∣∣ Lλh(x, t)(1 + |ξ |p + |η|p)(p−2)/p|ξ − η|, (2)
for every ξ, η ∈ Rn, where λh are weights, i.e. suitable almost everywhere positive functions, and L> 1. The classical
case, considered, for instance, in [32,33,12,7] with p = 2 and ah linear in the third variable, corresponds to λh ≡ λ0
with λ0 > 0 (and Xh = X for every h ∈ N).
In the degenerate setting, i.e. when λh are weights, an approach via Γ -convergence (used to study limit behavior
for functionals; we refer to [8] for it) for linear functionals is consider in [18] with λh = λ for every h ∈ N, λ weight.
In [11] a more general situation is considered: in the elliptic case a sequence of non-linear equations is considered,
with λh = λh(x) satisfying a uniform Muckenhoupt’s condition Ap (see Section 2) and ah verifying a more general
condition than (2). For the parabolic case we recall [22] in which the linear case is studied with λh = λh(x) satisfying
a uniform Muckenhoupt’s condition.
About the degenerate situation we want also to recall [37] in which a simple situation is considered in the elliptic
case, namely Phu = −div(λh(x)Du), λh weights, in which it is shown that knowing the limit behavior of λh is not
sufficient to characterize the limit problem.
In the present paper we consider operators like,
Phu = ∂t (μhu)− div
(
ah(x, t,Du)
)
, (3)
with ah satisfying (2), λh and μh suitable functions, and give a compactness result with respect to G-convergence
for Ph (see (61) for the precise problems with suitable boundary and initial/final conditions). By this we extend some
known result regarding the linear case to the monotone framework, with degeneration depending also on time (see
below and Section 8). But the main originality of this paper is that we consider μh which may be positive, null and
negative, i.e. the equations may be forward parabolic, elliptic, backward parabolic or all these types together.
In this situation the greatest problem for our purposes is the lack of a natural compactness result which we need
for the sequence of the solutions (for this we refer to [25], Theorem 2.18 and Example 2.19). To bypass this difficulty
we first study the problem in the situation,
L1- weak lim
h→∞ μh = μ = 0 a.e. in Ω × (0, T ),
i.e. μ invertible, in which we are able to give a compactness result for the solutions (see Theorem 3.7). Then we give
the compactness theorem, one of the main results (stated in Theorem 6.9), using an approximation argument (see
Theorem 3.8 and Lemma 3.13) and show that the operators Ph converge, up to a subsequence, to an operator Pμ
defined as
Pμu = ∂t (μu)− div
(
aμ(x, t,Du)
)
, (4)
for suitable μ and aμ.
The main thing we want to show is that if we look the operators defined in (3) as evolution operators whatever
is μh, i.e. also when μh ≡ 0 for every h ∈ N, the limit behavior is in some sense independent of the coeffi-
cients μh. The meaning is stated in Lemma 6.3 which shows that if ∂t (μh·) − div(ah(x, t,D·)) G-converges to
∂t (μ·)− div(aμ(x, t,D·)) and ∂t (νh·)− div(ah(x, t,D·)) G-converges to ∂t (ν·)− div(aν(x, t,D·)) then aμ = aν .
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nization with where ah and μh are bounded, linear, periodic and independent of time. In this situation the periodicity
simplifies the lack of compactness and the general case is not solved neither in the linear case.
We give a partial solution in [27] with μh  0 and ah linear. In that case the lack of compactness is bypassed using
a regularity result (with respect to time) for the solutions (see Theorem 3.11 in [25]), but we are able to prove it only
with μh  0 and p = 2.
We also recall that the problem we treat, as far as the periodic case is concerned, is mentioned in [21], Appendix B.
The case in which we consider time-pointwise G-convergence is different. In Section 7 we show that under
some regularity assumption (which could be refined) on time of (ah)h G-convergence for the evolution equations
(PG-convergence defined in Section 6) is equivalent to time-pointwise G-convergence, but this in general does not
hold (we refer to an example in [7] for this).
In the last section we consider some particular cases (Theorem 8.1 extending the result contained in [22] and
Theorem 8.2 extending the result contained in [24]). In particular we get that the class A1+p/n is sharp among the
Muckenhoupt classes to have compactness with respect to G-convergence for operators Ph = ∂t − div(ah(x, t,D·)),
i.e. μh ≡ 1 for every h.
Mixed equations arise in many fields. As regards the case μh  0 one can think, for instance, to heterogeneous
material in which an evolution equation may degenerate to an elliptic one in some regions where the diffusion
is very quick. The coefficients μh may represent, for instance, the electrical conductivity. An interesting example
which lead to elliptic–parabolic equations is the study of Maxwell’s equations, in dimension two, for quasistationary
electromagnetic fields (for this example we refer to [36]). Here we briefly refer to [3] for other examples with μh  0.
As regards the more general case, i.e. μh which may be also negative, equations of the type (3), with μh = μh(x),
may arise from kinetic theory (the stationary form of the Fokker Plank equation, see, e.g., [19] and [4]) and stochastic
processes (see, e.g., [14,20] and [15] and the references therein).
The paper is organized as follows. In Section 2 we recall some results about Muckenhoupt weights and show
some results with weights depending on time. Section 3 is devoted to give some results for mixed equations we will
need later (some of them are generalizations of results contained in [25] needed since we are dealing with weights
depending on time). In Section 4 we set the problem we want to study and fix assumptions and in Section 5 we
give some compactness results needed later. Finally in Section 6 we give the main results and in Section 7 we make
a comparison with the standard elliptic G-convergence. In the last section we give some examples and particular
compactness results.
2. Review of Muckenhoupt weights
With the word weight we will mean a function η such that
η weight if: η 0 a.e. in Rn and η ∈ L1loc
(
Rn
)
.
From now on ν and λ will be functions such that (p will be a constant greater than 1 and by p′ we will denote the
number p/(p − 1)),
ν, λ, λ−1/(p−1) weights. (5)
The following definition is usually given for pairs (ν, λ) with ν,λ > 0 a.e.: we extend this to pairs of weights.
Definition 2.1. Let p,q > 1, K > 0 be constants, ν,λ two weights, λ > 0 a.e., α ∈ [0, n) and Q0 a cube in Rn (even
the whole Rn if α = 0). We say that the pair (ν, λ) belongs to the class Aαp,q(Q0,K) if,
|Q| αn
(
−
∫
Q
ν dx
)1/q(
−
∫
Q
λ−1/(p−1) dx
)(p−1)/p
K for every cube Q ⊂ Q0. (6)
We denote by Aαp,q(Q0) the class
⋃
K>0 A
α
p,q(Q0,K). Moreover we denote by Ap,q(Q0,K) the class Aαp,q(Q0,K)
when α = 0 and by Ap,q(K) the same class when Q0 = Rn. Finally we denote by Ap(Q0,K) the Muckenhoupt class
of weights for which (6) holds with α = 0, p = q and ν ≡ λ, by Ap(K) the class Ap(Q0,K) with Q0 = Rn, by
Ap =⋃K1 Ap(K) and A∞ =⋃p>1 Ap .
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Remark 2.3. From the definition it follows that λ ∈ Ap(K) if and only if λ1−p′ = λ−1/(p−1) ∈ Ap′(Kp′−1).
Remark 2.4. By definition we have that Aαp,q(Q0,K) ⊂ Aβp,q(Q0, |Q0|(β−α)/nK) if 0 α < β < n; Ap(K) ⊂ Aq(K)
if 1 <p < q < ∞.
Remark 2.5. Consider 0 < s < r < +∞, 1 < q  p < +∞, α ∈ [0, n/r). Then if (νr , λr) ∈ Aαrp,q(Q0,K) then
(νs, λs) ∈ Aαsp,q(Q0,K ′) (K ′ = Ks/r |Q0|
r−s
r
( 1
q
− 1
p
)).
Ap weights verify the following higher summability property (see [6,9]): for every K  1, for every p > 1, there
exist two positive constants c = c(n,p,K) and δ = δ(n,p,K) (depending only on n, p and K) such that(
−
∫
Q
λ1+δ dx
) 1
(1+δ)
 c
(
−
∫
Q
λdx
)
,
(
−
∫
Q
λ
− 1+δ
p−1 dx
) 1
(1+δ)
 c
(
−
∫
Q
λ
− 1
p−1 dx
)
, (7)
for every cube Q and λ ∈ Ap(K). Ap weights also verify the doubling property, i.e. if λ ∈ Ap(K) one has that for
every t > 0 there exists a constant c = c(t, n,p,K) (depending only on t , n, p, K) such that
λ(tQ) cλ(Q), (8)
for every cube Q of Rn (see for instance [16]). The condition (8) implies the reverse doubling property, which we will
call (δ1, δ2)-reverse doubling, defined as
there exist δ1, δ2 ∈ (0,1) such that λ(δ1Q) δ2λ(Q) for every cube Q of Rn. (9)
The following result, for positive weights, is contained in [28] (for ν non-negative it is sufficient to consider the
positive weight:
νλ =
{
ν in {x ∈ Rn | ν > 0},
λ in {x ∈ Rn | ν = 0}; (10)
see Remark 3.8 in [26]).
Theorem 2.6. Suppose Q0 is a proper cube of Rn, 1 < p < +∞, and u is a Lipschitz continuous function defined on
Q0, with either support in Q0 or
∫
Q0
f (x)dx = 0. Consider ν  0, λ > 0 a.e., weights on Rn. Then
[ ∫
Q0
∣∣u(x)∣∣pν(x) dx]1/p  C(ν, λ,Q0)
[ ∫
Q0
∣∣Du(x)∣∣pλ(x) dx]1/p,
where
C = C(ν, λ,Q0) = c(p, r) sup
Q⊂8Q0
|Q|1/n
(
−
∫
Q
νr
)1/pr(
−
∫
Q
λ
− r
p−1
)(p−1)/pr
,
for any r > 1, or
C = C(ν, λ,Q0) = c(p) sup
Q⊂8Q0
|Q|1/n−1
( ∫
Q
ν
)1/p( ∫
Q
λ
− 1
p−1
)(p−1)/p
,
if both νλ and λ−1/(p−1) satisfy (9).
Remark 2.7. Observe that λ ∈ Ap(K) satisfies Theorem 2.6 (see Remark 2.5).
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W 1,p(Ω,ν,λ) = {u ∈ W 1,1loc (Ω) ∣∣ u ∈ Lp(Ω,ν) and Diu ∈ Lp(Ω,λ), i = 1, . . . , n}.
With hypotheses (5) the space W 1,p(Ω,ν,λ) endowed with the topology induced by the norm,
‖u‖W 1,p(Ω,ν,λ) :=
( ∫
Ω
(|u|pν + |Du|pλ)dx)1/p, (11)
is a separable Banach space and C1c (Ω) ⊂ W 1,p(Ω,ν,λ) (see Theorem 2.3 in [26]).
We will denote by W 1,p0 (Ω,ν,λ) the closure of C
1
c (Ω) in the topology of W 1,p(Ω,ν,λ) and by W−1,p
′
(Ω,ν,λ)
its dual space.
Under assumptions of Theorem 2.6, if Ω is a bounded open set, the following weighted Poincaré type inequality
holds, ∫
Ω
|u|pν dx  c
∫
Ω
|Du|pλdx for every u ∈ W 1,p0 (Ω,ν,λ), (12)
for a suitable positive constant c and then we endow W 1,p0 (Ω,ν,λ) by the norm:
‖u‖
W
1,p
0 (Ω,ν,λ)
:=
( ∫
Ω
|Du|pλdx
)1/p
. (13)
Moreover, by Theorem 2.6 (with ν = λ) and Theorem 1.4 in [30], if Ω is a bounded open set with Lipschitz boundary
and λ ∈ Ap , we have that for every ν such that the pair (ν, λ) satisfies hypotheses of Theorem 2.6 we have that
W
1,p
0 (Ω,ν,λ) = W 1,p(Ω,λ,λ)∩W 1,10 (Ω). (14)
Suppose now to consider:
λ ∈ Ap(K1) and (ν, λ) satisfying Theorem 2.6.
By (7), (8) and Remark 2.3 if Ω is a bounded open set there exist σ = σ(n,p,K1) > 0 (depending only on n,p,K1)
and ci = ci(n,p,K1,Ω) > 0 (depending only on n,p,K1,Ω), i = 1,2, such that
c1
∥∥λ−1/(p−1)∥∥−(p−1)/p
L1(Ω)
‖w‖L1+σ (Ω)  ‖w‖Lp(Ω,λ)  c2 ‖λ‖1/pL1(Ω)‖w‖L(1+σ)′ (Ω),
c1‖λ‖−1/pL1(Ω)‖w‖L1+σ (Ω)  ‖w‖Lp′ (Ω,λ−1/(p−1))  c2
∥∥λ−1/(p−1)∥∥(p−1)/p
L1(Ω)
‖w‖
L(1+σ)′ (Ω) (15)
for every w ∈ L(1+σ)′(Ω). Applying (15) to w = |Du|, using also Theorem 2.6 with ν = λ where Q0 is a cube
containing Ω , there exist σ = σ(n,p,K1) > 0 (depending only on n,p,K1) and ci = ci(n,p,K1,C,Ω) > 0
(depending only on n,p,K1,C,Ω), C being the constant appearing in Theorem 2.6, i = 1,2, such that
c1
∥∥λ−1/(p−1)∥∥−(p−1)/p
L1(Ω)
∥∥|Du|∥∥
L1+σ (Ω) 
∥∥|Du|∥∥
Lp(Ω,λ)
 c2‖λ‖1/pL1(Ω)
∥∥|Du|∥∥
L(1+σ)′ (Ω) (16)
for every u ∈ W 1,p0 (Ω,ν,λ), so that
W
1,(1+σ)′
0 (Ω) ⊂ W 1,p0 (Ω,ν,λ) ⊂ W 1,1+σ0 (Ω), W−1,p
′
(Ω,ν,λ) ⊂ W−1,1+σ (Ω).
Moreover, since W 1,p0 (Ω,ν,λ) continuously embeds in W
1,1(Ω) which continuously embeds in Ln/(n−1)(Ω) if n 2
(and in L2(Ω) if n = 1), there exists a positive constant c3 = c3(n,p,K1,C,Ω) (depending only on n,p,K1,C,Ω)
such that
‖f ‖
W−1,p′ (Ω,ν,λ)  c3
( ∫
Ω
λ−1/(p−1) dx
)(p−1)/p
‖f ‖Ln(Ω). (17)
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space:
X = {u ∈ Lp(Ω × (0, T );ν) ∣∣Diu ∈ Lp(Ω × (0, T );λ), i = 1, . . . , n},
(Diu, i = 1, . . . , n, denote the first n derivatives, i.e. the spatial derivatives) endowed with the norm,
‖u‖pX =
T∫
0
∫
Ω
|u|pν dx dt +
T∫
0
∫
Ω
|Du|pλdx dt.
Define, analogously to (10), the positive weight (one can consider ν defined not only in Q0×(0, T ) but in Rn×(0, T )):
νλ =
{
ν in {(x, t) ∈ Rn × (0, T ) | ν > 0},
λ in {(x, t) ∈ Rn × (0, T ) | ν = 0}. (18)
Suppose that the pair (ν, λ) satisfies:
ν,λ,λ−1/(p−1) ∈ L∞(0, T ;L1(Ω)), (19)
ess sup
t∈(0,T )
sup
Q⊂Rn
(
−
∫
Q
λ(x, t) dx
)1/p(
−
∫
Q
λ−1/(p−1)(x, t) dx
)(p−1)/p
= K1, (20)
and one of the following (see assumptions of Theorem 2.6)
a) ess sup
t∈(0,T )
sup
Q⊂Q0
|Q|1/n
(
−
∫
Q
νr(x, t) dx
)1/rp(
−
∫
Q
λ−r/(p−1)(x, t) dx
)(p−1)/rp
= K2,
b)
∣∣∣∣∣∣∣∣
ess sup
t∈(0,T )
sup
Q⊂Q0
|Q|1/n
(
−
∫
Q
ν(x, t) dx
)1/p(
−
∫
Q
λ−1/(p−1)(x, t) dx
)(p−1)/p
= K2,
and νλ(·, t) uniformly (in t) reverse doubling, i.e. satisfying (9),
(21)
for any r > 1.
Then on C1c (Ω × (0, T )), if (21)a) or (21)b) is satisfied, the following Poincaré inequality holds:
T∫
0
∫
Ω
|u|pν dx dt  c
T∫
0
∫
Ω
|Du|pλdx dt. (22)
We then define (observe that C1c (Ω × (0, T )) ⊂X ),
Vλ := completion of C1c
(
Ω × (0, T )) w.r.t. the topology induced by ‖ · ‖X , (23)
endowed by the norm,
‖u‖pVλ =
T∫
0
∫
Ω
|Du|pλdx dt, (24)
V ′λ its dual space with the dual norm,
Hν,λ := L2
(
Ω × (0, T ), νλ
)
(denoted by Hλ if ν = λ),
endowed with the norm,
‖u‖2Hν,λ =
T∫ ∫
|u|2νλ dx dt.
0 Ω
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Vλ ⊂ Lp
(
Ω × (0, T );λ) and Vλ ⊂ L2(Ω × (0, T ), νλ). (25)
As a consequence of (19) and (20) (thanks to (7)) for a function u ∈ Lp(Ω × (0, T );λ) we derive from (16) the
following estimates (c′i = c′i (n,p,K1,K2,Ω), i = 1,2):
‖u‖Lp(0,T ;L1+σ (Ω))  c′1
∥∥λ−1/(p−1)∥∥(p−1)/p
L∞(0,T ;L1(Ω))‖u‖Lp(Ω×(0,T ),λ),
‖u‖Lp(Ω×(0,T ),λ)  c′2 ‖λ‖1/pL∞(0,T ;L1(Ω))‖u‖Lp(0,T ;L(1+σ)′ (Ω)), (26)
and consequently, assuming (21) and taking u = |Dv| for v ∈ Vλ, we have the following continuous embedding
(the constants estimating the embedding operators being the constants appearing in (26))
Lp
(
0, T ;W 1,(1+σ)′0 (Ω)
)⊂ Vλ ⊂ Lp(0, T ;W 1,1+σ0 (Ω)), V ′λ ⊂ Lp′(0, T ;W−1,1+σ (Ω)). (27)
Moreover by (17) we also get:
‖f ‖V ′λ  c3
∥∥λ−1/(p−1)∥∥
L∞(0,T ;L1(Ω))‖f ‖Lp′ (0,T ;Ln(Ω)). (28)
Finally we present a slight generalization of a result contained in [23].
Fix ρ a radial non-negative function in C∞(Rn), supported in B(0,1), such that
∫
Rn ρ = 1, and consider (ρδ)δ>0 a
family of mollifiers, i.e. ρδ(x) = δ−nρ(x/δ). We define:
vδ(x, t)
def=
∫
Rn
ρδ(x − y)v(y, t) dy, (x, t) ∈ Rn × [0, T ], (29)
(where v(y, t) = v(y, t) if y ∈ Ω , 0 otherwise) if v ∈ Vλ.
Proposition 2.8. Let Ω be a bounded open set of Rn, Q0 a cube containing Ω , T > 0, K1  1. Then for every (ν, λ)
satisfying:
K2 = ess sup
t∈(0,T )
sup
Q⊂3Q0
|Q|α/n
(
−
∫
Q
ν(x, t) dx
)1/p(
−
∫
Q
λ−1/(p−1)(x, t) dx
)(p−1)/p
< +∞, (30)
with α ∈ [0,1) there exists a positive constant c = c(n,ρ,p,α,K2) (depending only on n,ρ,α,K2) such that
T∫
0
∫
Q0
|vδ − v|pν dx dt  c δp(1−α)
T∫
0
∫
Q0
|Dv|pλdx dt,
for every δ > 0, for every v ∈ Vλ.
Remark 2.9. As a consequence of this proposition, by (26), we deduce that, for a fixed v ∈ Vλ, we have that
vδ → v in Lp
(
0, T ;L1+σ (Ω)),
since as particular case one has ν ≡ λ (which satisfies (30) with α = 0).
Remark 2.10. Another particular case in the proposition above is ν ≡ 1. In this last case vδ → v in Lp(Ω × (0, T )).
Remark 2.11. Notice that if (νr , λr) ∈ Aαrp,p(K2), K2 ∈ L∞(0, T ), for some α ∈ [0,1) then by Remark 2.5
assumption (30) is satisfied.
Remark 2.12. The following weak compactness result holds: if (λh)h is a sequence of weights satisfying:
λh,λ
−1/(p−1)
h ∈ C0
([0, T ];L1(Ω)), equi-continuous in L1(Ω),
‖λh‖L∞(0,T ;L1(Ω))  c,
∥∥λ−1/(p−1)h ∥∥L∞(0,T ;L1(Ω))  c for some constant c,
λh(t) ∈ Ap(K1) for every t ∈ [0, T ], (31)
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there are two positive constants c1, c2 such that c1ν1  ν2  c2ν1), λ, λ˜ ∈ C0([0, T ];L1(Ω)), λ(t), λ˜(t) ∈ Ap(K1) for
every t ∈ [0, T ] such that, up to a subsequence,
λh(t) → λ(t), λ−
1
p−1
h (t) → λ˜−
1
p−1 (t) in L1(Ω)-weak for every t ∈ [0, T ],
and moreover
λ˜ λK1λ˜. (32)
Indeed by (7) and (31) we have that t → ∫
Ω
g(x)λh(x, t) dx are equibounded and equicontinuous for every
g ∈ L(1+δ)′(Ω) (the same holds for λ−
1
p−1
h ). Since L(1+δ)
′
(Ω) is separable we conclude. Finally (32) can be obtained
(using (8)) as in [9] or [22].
Remark 2.13. If two weights ν1, ν2 defined in a domain D ⊂ Rk are comparable weights (see the previous remark),
then Lp(D,ν1) = Lp(D,ν2).
3. Equations of mixed type
In this section we want to present some generalizations to spaces depending on time of results contained in [25]
(see also the references therein for similar results).
Consider the following family of evolution triplets:
V (t) ⊂ H(t) ⊂ V (t)′, t ∈ [0, T ],
where H(t) is a Hilbert space, V (t) a reflexive Banach space which continuously and densely embeds in H(t) and
V (t)′ the dual space of V (t).
Moreover we will suppose the existence of a set U such that
U ⊂ V (t) dense in V (t) for a.e. t ∈ [0, T ]. (33)
In [25] a triplet V ⊂ H ⊂ V ′ of spaces not depending on time is considered, so we do not give proofs since they are
very similar to those contained in [25].
We define U the set of polynomials v(t) =∑Nk=0 uktk with uk ∈ U , N ∈ N and suppose that the functions,
t → ∥∥v(t)∥∥
V (t)
, t → ∥∥v(t)∥∥
H(t)
, t → ∥∥v(t)∥∥
V (t)′ , t ∈ [0, T ],
are measurable for every v ∈ U . Consider p ∈ [2,+∞); we denote (improperly) the spaces,
V = Lp(0, T ;V (t)), H= L2(0, T ;H(t)), V ′ = Lp′(0, T ;V (t)′)
(p′ = p/(p − 1)) defining respectively by V and H the closure of U with respect to the following norms:
‖v‖pV :=
T∫
0
∥∥v(t)∥∥p
V (t)
dt and ‖v‖2H :=
T∫
0
∥∥v(t)∥∥2
H(t)
dt,
and by V ′ the dual space of V .
Suppose to have a family R(t) of linear operators from H(t) to H(t) satisfying:
(i) R : [0, T ] → L(H(t)), for every t ∈ [0, T ],
(ii) R(t) self-adjoint,
(iii) supt∈(0,T )
∥∥R(t)∥∥L(H(t))  C1,
(iv) t → (R(t)u, v)
H(t)
absolutely continuous on [0, T ],
(v)
∣∣∣∣ ddt
(
R(t)u, v
)
H(t)
∣∣∣∣ C2‖u‖V (t)‖v‖V (t) for a.e. t ∈ [0, T ],
(vi) d (R(t)u,u)
H(t)
 0 for a.e. t ∈ [0, T ]
(34)dt
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one can consider C1([0, T ];U) instead of U and simply V if V (t) = V for every t ∈ [0, T ].
By (34) we can define an operator R by:
R :H→H by Ru(t) := R(t)u(t), (35)
it turns out to be linear and bounded by the constant C1.
Now define the Banach space:
WR =
{
u ∈ V ∣∣ (Ru)′ ∈ V ′}, ‖u‖WR := ‖u‖V + ∥∥(Ru)′∥∥V ′, (36)
where (Ru)′ denotes the derivative of Ru with respect to the variable t in the following distributional sense:
〈
(Ru)′, φ〉V ′×V = −
T∫
0
(Ru(t),φ′(t))
H(t)
dt
for every φ ∈ U such that R(0)φ(0) = R(T )φ(T ) = 0.
Observe that in (34)(v) we require a control on the temporal derivative of (R(t)u, v)H(t) by the norm of u and v in the
space V (t) and not H(t).
By (34) we can also define a family of equibounded operators:
R′ : [0, T ] → L(V (t),V (t)′) by 〈R′(t)u, v〉
V (t)′×V (t) :=
d
dt
(
R(t)u, v
)
H(t)
,
and, by density of U in V , an operator
R′ :V → V ′ by 〈R′u,v〉V ′×V :=
T∫
0
〈
R′(t)u(t), v(t)
〉
V (t)′×V (t) dt,
which turns out to be linear and bounded by C2.
Remark 3.1. Observe that, if H(t) = H for every t , R′(t) is the derivative of R(t), while it could be something else
in a more general situation (see Section 4 for the situation in which we are interested on).
Some other notations. For every t ∈ [0, T ] we will write H(t) as sum of three subspaces:
H(t) = H+(t)⊕H0(t)⊕H−(t), R(t) = R+(t)+R0(t)+R−(t),
where H0(t) is the kernel of R(t) and H+(t) and H−(t) are the invariant subspaces of H(t) associated to respectively
the positive and negative part of the spectrum of R(t). By R+(t) we denote the restriction of R(t) to H+(t), i.e.
R+(t)u = R(t)u for u ∈ H+(t), and by R−(t) we denote the operator defined by R−(t)u = −R(t)u for u ∈ H−(t), in
such a way that both R+(t) and R−(t) are positive (analogously we define R0(t) which turns out to be simply such
that R0(t)u = 0 for every u ∈ H0(t)). We moreover define:
H˜+(t) := completion of H+(t) w.r.t. the norm ‖w‖H˜+(t) =
∥∥R+(t)1/2w∥∥H(t),
H˜−(t) := completion of H−(t) w.r.t. the norm ‖w‖H˜−(t) =
∥∥R−(t)1/2w∥∥H(t),
H˜ (t) := H˜+(t)⊕H0(t)⊕ H˜−(t). (37)
For the following density result one can simply adact Proposition 2.4 in [25].
Proposition 3.2. The space U is dense in WR.
Also for the following result one can simply adact Proposition 2.6 in [25].
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d
dt
(Ru(t), v(t))
H(t)
= 〈R′u(t), v(t)〉
V (t)′×V (t) +
〈Ru′(t), v(t)〉
V (t)′×V (t) +
〈Rv′(t), u(t)〉
V (t)′×V (t), (38)
so in particular we have:
2
t∫
s
〈
(Ru)′(τ ), u(τ )〉
V (t)′×V (t) dτ
= (R(t)u(t), u(t))
H(t)
− (R(s)u(s), u(s))
H(s)
+
t∫
s
〈R′u(τ), u(τ )〉
V (τ)′×V (τ) dτ. (39)
Moreover the function,
t → (R(t)u(t), u(t))
H(t)
is continuous,
and there is constant c = c(T ,‖R‖) (depending only on T ,‖R‖ C1) such that
max
[0,T ]
∣∣(R(t)u(t), u(t))
H(t)
∣∣ c‖u‖2WR . (40)
Thanks to the previous proposition it makes sense to evaluate u(t) in H˜ (t) for every t ∈ [0, T ]. Then for every
t ∈ [0, T ] we can consider the orthogonal projections,
π+(t) : H˜ (t) → H˜+(t), π−(t) : H˜ (t) → H˜−(t), π0(t) : H˜ (t) → H˜0(t), (41)
and, once defined H+, H− as the subspaces of H associated to respectively the positive and negative part of the
spectrum of R, H0 = Ker R, we defined R+, R0, R− analogously as R+, R0 and R− we define:
H˜+ := completion of H+ w.r.t. the norm ‖w‖H˜+ =
∥∥R1/2+ w∥∥H,
H˜− := completion of H− w.r.t. the norm ‖w‖H˜− =
∥∥R1/2− w∥∥H,
H˜ := H˜+ ⊕H0 ⊕ H˜−. (42)
For given ϕ ∈ H˜+(0) and ψ ∈ H˜−(T ) we can also define the space:
Wϕ,ψR =
{
u ∈WR
∣∣ π+(0)u(0) = ϕ, π−(T )u(T ) = ψ}. (43)
Now we give an existence result (see Theorems 3.4 and 3.5 in [25]) for the following problem: suppose you are given
f ∈ V ′, ϕ ∈ H˜+(0) and ψ ∈ H˜−(T ). Consider the problem:⎧⎨
⎩
(Ru)′ +Au = f,
π+(0)u(0) = ϕ,
π−(T )u(T ) = ψ,
(44)
where A is defined by a family of operators,
A(t) :V (t) → V (t)′, t ∈ [0, T ], with t → 〈A(t)u, v〉
V (t)′×V (t) measurable, (45)
as follows
A :V → V ′, Au(t) = A(t)u(t), 0 t  T . (46)
Definition 3.4. A function u ∈WR is a solution of (44) if〈
(Ru)′(t), v〉
V (t)′×V (t) +
〈Au(t), v〉
V (t)′×V (t) =
〈
f (t), v
〉
V (t)′×V (t),
π(0)u(0) = ϕ in H˜+(0), π−(T )u(T ) = ψ in H˜−(T ),
for every v ∈ U and for a.e. t ∈ [0, T ] (the initial data make sense thanks to Theorem 3.3) or equivalently (see, e.g.
[31, Proposition 2.1 in Chapter 3] or [36, Theorem 43.3]) if
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T∫
0
(
(Ru)(t), ∂φ
∂t
)
H(t)
dt +
T∫
0
〈Au(t),φ(t)〉
V (t)′×V (t) dt
=
T∫
0
〈
f (t),φ(t)
〉
V (t)′×V (t) dt +
(
R+(0)ϕ,φ(0)
)
H(0) +
(
R−(T )ψ,φ(T )
)
H(T )
,
for every φ ∈ U such that π+(T )φ(T ) = 0, π−(0)φ(0) = 0. If R≡ 0 the initial condition has no meaning and in this
case a solution is a function u ∈ V such that〈Au(t), v〉
V (t)′×V (t) =
〈
f (t), v
〉
V (t)′×V (t) for every v ∈ U, for a.e. t ∈ [0, T ].
Theorem 3.5. Define the operator P :WR → V ′ by Pu = (Ru)′ + Au where R satisfies (34) and A :V → V ′ is
continuous. Suppose that there exist two constants α,β > 0 such that either,
Au = 0 if u = 0,〈
Au−Av + 1
2
(R′u−R′v),u− v
〉
V ′×V
 α‖u− v‖2V ,∥∥∥∥Au+ 12R′u−Av − 12R′u
∥∥∥∥V ′  β‖u− v‖V , (47)
or for some p > 2,
Au = 0 if u = 0,
〈Au−Av,u− v〉V ′×V  α‖u− v‖pV ,
‖Au−Av‖V ′  β
(
1 + ‖u‖pV + ‖v‖pV
) p−2
p−1 ‖u− v‖
1
p−1
V ,
〈R′u,u〉V ′×V  0, (48)
for every u,v ∈ V . Then for every f ∈ V ′, ϕ ∈ H˜+(0), ψ ∈ H˜−(T ), problem (44) has a unique solution and more-
over there is a constant c1 = c1(α,p) (depending only on α and p) and a constant c2 = c2(α,β,p,‖R′‖L(V,V ′))
(depending only on α, β , p and, if p = 2, possibly also on ‖R′‖L(V,V ′)) such that for every u ∈WR
‖u− v‖WR  ‖Pu−Pv‖V ′
+ c1
[‖Pu−Pv‖ 1p−1V ′ + ∥∥R1/2+ (0)(u(0)− v(0))∥∥2/pH+(0) + ∥∥R1/2− (T )(u(T )− v(T ))∥∥2/pH−(T )]
+ c2
(
1 + ‖u‖pV + ‖v‖pV
) p−2
p−1
× [‖Pu−Pv‖ 1p−1V ′ + ∥∥R1/2+ (0)(u(0)− v(0))∥∥2/pH+(0) + ∥∥R1/2− (T )(u(T )− v(T ))∥∥2/pH−(T )] 1p−1 . (49)
Proof. We confine to prove the estimate (49). For the proof of the existence (and uniqueness) we refer to Theorem 3.8
in [25] (but see also [31, Section III.3]).
Observe that for w1,w2 ∈WR we have that, both if p = 2 and if p > 2,
α‖w1 −w2‖pV  〈Aw1 −Aw2,w1 −w2〉 +
1
2
〈R′(w1 −w2),w1 −w2〉.
Then by (39) we derive:
α‖w1 −w2‖pV  〈Pw1 −Pw2,w1 −w2〉 +
1
2
(
R(0)
(
w1(0)−w2(0)
)
,
(
w1(0)−w2(0)
))
H(0)
− 1(R(T )(w1(T )−w2(T )), (w1(T )−w2(T )))H(T )2
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(
R+(0)
(
w1(0)−w2(0)
)
,
(
w1(0)−w2(0)
))
H+(0)
+ 1
2
(
R−(T )
(
w1(T )−w2(T )
)
,
(
w1(T )−w2(T )
))
H−(T ). (50)
By this we derive first, using Young inequality,
‖w1 −w2‖V  c1
[‖Pw1 −Pw2‖1/(p−1)V ′ + ∥∥w1(0)−w2(0)∥∥2/pH˜+(0) + ∥∥w1(T )−w2(T )∥∥2/pH˜−(T )], (51)
where c1 = c1(α,p). Moreover, since (Rw1)′ − (Rw2)′ = Pw1 − Pw2 −Aw1 +Aw2, using (48) we also obtain,
for p > 2,
∥∥(Rw1)′ − (Rw2)′∥∥V ′  ‖Pw1 −Pw2‖V ′ + β(1 + ‖w1‖pV + ‖w2‖pV) p−2p−1 ‖w1 −w2‖ 1p−1V ,
and conclude using (51). For p = 2 we can proceed analogously using (47) and (34)(v). 
In the classical situation (i.e. R= Id) the following compactness result holds (see [17]):
Theorem 3.6. Consider three Banach spaces B0,B,B1 such that the embeddings B0 ⊂ B ⊂ B1 are continuous, with
B0 and B1 reflexive. Fix two numbers p0,p1 ∈ (1,∞) and T > 0. The space {v ∈ Lp0(0, T ;B0) | v′ ∈ Lp1(0, T ;B1)}
compactly embeds in Lp0(0, T ;B).
In this framework the natural compactness result reads as follows (see Theorems 2.12 and 2.16 in [25]).
Theorem 3.7. Consider a family R : [0, T ] → L(H) of operators satisfying (34)(i), (34)(ii), (34)(iii). Consider the
operator R and suppose R ≡ 0. Suppose the embedding V (t) ⊂ H(t) is compact for every t ∈ [0, T ]. Then the space
WR compactly embeds in H˜+ ⊕ H˜−.
In general, i.e. if R is not invertible, a compactness result (in H) is un-natural (see Example 2.19 in [25]) and
clearly also if we have a sequence of operators Rh →R, R not invertible, as we will consider in the next sections.
For this reason we will consider a family of parabolic operators approximating the elliptic–parabolic ones, in the
sense stated in the theorem below.
Therefore we introduce the following approximation argument. Consider a family of operators R defined analo-
gously to R and satisfying (34), a family A :V → V ′, all satisfying assumptions of Theorem 3.5, f ∈ V ′, ϕ,ψ ∈ U .
If we denote by H˜ +(t), H˜ −(t), H0 (t) the analogous of the spaces defined in (37) defined via R and π,+(t) and
π,−(t) the corresponding projections, we consider the following problems:
(E0)
⎧⎨
⎩
(Ru)′ +Au = f,
π+(0)u(0) = π+(0)ϕ,
π−(T )u(T ) = π−(T )ψ,
(E)
⎧⎨
⎩
(Ru)′ +Au = f,
π,+(0)u(0) = π,+(0)ϕ,
π,−(T )u(T ) = π,−(T )ψ,
and define,
W =
{
u ∈ V ∣∣ (Ru)′ ∈ V ′}.
Theorem 3.8. Denote by u ∈WR the solution of (E0), by u ∈W the solution of (E). Suppose,
(Rw)′ → (Rw)′ and Aw →Aw in V ′ for every w ∈ V .
Then
u → u in V,
(Ru)′ → (Ru)′ in V ′,
Au →Au in V ′,
when  → 0+.
Remark 3.9. We will use this result with R =R+ S for a suitable S . Notice that ((R+ S)z)′ → (Rz)′ in V ′ for
every z ∈ V since, for regular z, ((R+ S)z)′ = (Rz)′ + (Sz)′.
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w(0) = ϕ, w(T ) = ψ, ‖u−w‖WR < δ. (52)
Then by (50) we can write,
α‖w − u‖pV  〈Pw −Pu,w − u〉,
where Pz = (Rz)′ +Az and Pz = (Rz)′ +Az. Notice that Pu =Pu. Then
α‖w − u‖pV  〈Pw −Pu,w − u〉
= 〈Pw −Pu,w − u〉
= 〈(Rw)′ − (Ru)′ +Aw −Au,w − u 〉.
Now since (Rw)′ − (Ru)′ +Aw −Au = (Rw)′ − (Rw)′ + (Rw)′ − (Ru)′ +Aw −Aw +Aw −Au, by (52)
we conclude (c = β(1 + ‖w‖pV + ‖u‖pV )
p−2
p−1 ),
α‖w − u‖p−1V  δ + cδ1/(p−1) +
∥∥(Rw)′ − (Rw)′∥∥V ′ + ‖Aw −Aw‖V ′ . (53)
To prove that u → u in V it is sufficient to estimate,
‖u − u‖V  ‖u −w‖V + ‖w − u‖V ,
and let  go to zero. Observing that A are equibounded we derive that Au →Au and, since Pu = Pu, we also
conclude that (Ru)′ − (Ru)′. 
Lemma 3.10. Consider a sequence (wh)h∈N ⊂ Lp(A) (A open set and p  1), wh → w in Lp(A) and a sequence of
mollifiers (ρn)n∈N defined as usual by a function ρ. Then, for every δ > 0, it is possible to choose nh ∈ N such that
‖wh ∗ ρnh −wh‖Lp < δ and suph∈N nh < +∞.
Proof. Fix δ > 0 and consider nh ∈ N the minimum integer for which
‖wh ∗ ρnh −wh‖Lp < δ.
By this choice it follows that suph nh is finite. Indeed one has:
‖wh ∗ ρnh−1 −wh‖Lp  δ,
and consequently
lim inf
h
‖wh ∗ ρnh−1 −w‖Lp  δ,
which implies that lim supnh < +∞ since limh ‖wh ∗ ρjh −w‖Lp = 0 for every sequence jh →h +∞. 
Remark 3.11. Clearly, in this last lemma, the strong convergence wh → w is fundamental. If (wh)h is only bounded
the result is not true. Take for instance wh(x) := w(hx) in L1(0,1) where w(x) = χ[0,1](x) for x ∈ [0,2] extended by
periodicity to the whole R.
By these two last lemmas we can now state the following corollary of Theorem 3.8. Before suppose to have
three sequences of operators Ah :V → V ′, satisfying (45), Rh,Sh :H → H defined by Rh and Sh satisfying (34),
h ∈ N. Consider H˜h,+(t), H˜h,−(t) the analogous of the spaces defined in (37) defined via Rh, H˜ h,+(t), H˜ h,−(t), the
analogous of the spaces defined in (37) defined via Rh + Sh and πh,+(t) and πh,−(t), πh,,+(t) and πh,,−(t) the
corresponding orthogonal projections. Consider the following sequences of problems for f ∈ V ′, ϕ,ψ ∈ U ,
(E0)h
⎧⎨
⎩
(Rhu)′ +Ahu = f,
πh,+(0)u(0) = πh,+(0)ϕ,
πh,−(T )u(T ) = πh,−(T )ψ,
(E)h
⎧⎨
⎩
((Rh + Sh)u)′ +Ahu = f,
πh,,+(0)u(0) = πh,,+(0)ϕ,
πh,,−(T )u(T ) = πh,,−(T )ψ,
where Phu = (Rhu)′ +Ahu and Ph,u = ((Rh + Sh)u)′ +Ahu satisfy the assumptions of Theorem 3.5.
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operators R,S :H→H such that
Rhw →h Rw, Shw →h Sw in V ′, for every w ∈H.
Then for every δ ∈ (0,1) there is hδ ∈ N such that for every  ∈ (0,1),
‖uh − uh,‖p−1V  c
[
 + δ1/(p−1)] for every h ∈ N, h hδ,
with c > 0 depends only on α,β,p,‖f ‖V ′,‖Rh(0)1/2ϕ‖H(0), ‖Rh(T )1/2ψ‖H(T ), ‖Sh(0)1/2ϕ‖H(0), ‖Sh(T )1/2ψ‖H(T ).
Proof. As in the proof of Theorem 3.8 we fix a datum η, θ ∈ V and denote by vh and vh, the solutions respectively of
(E0)h and (E)h with initial/final data η and θ in such a way, for a fixed δ > 0, ‖vh − uh‖V < δ/3, ‖vh, − uh,‖V <
δ/3.
Now we approximate vh. First, for a fixed δ > 0, we consider a sequence (w˜h)h ⊂ Lp(0, T ;U) such that
‖vh − w˜h‖V < δ/3 and then regularize the sequence via a family of mollifiers (ρn)n. In particular for each h ∈ N
we can find nh such that ‖w˜h − w˜h ∗ ρnh‖V < δ/3. By Lemma 3.10 we can choose nh in such a way,
sup
h∈N
nh < +∞.
Then, defined wh := w˜h ∗ ρnh , we have:
‖uh −wh‖V < δ, ‖vh −wh‖V < δ.
Arguing as in the proof of Theorem 3.8 we get, as in (53) that
‖wh − vh,‖p−1V  
∥∥(Shwh)′∥∥V ′ + δ + cδ1/(p−1)
where c = c(α,β,p,‖f ‖V ′,‖Rh(0)1/2ϕ‖H(0),‖(Rh(T )1/2ψ‖H(T ), ‖Sh(0)1/2)ϕ‖H(0), ‖Sh(T )1/2)ψ‖H(T ). We are
done if ‖(Shwh)′‖V ′ is equibounded. But notice that∥∥(Shwh)′∥∥V ′  ‖S ′hwh‖V ′ + ‖Shw′h‖V ′  ‖S ′h‖L(V,V ′)‖wh‖V + ‖Sh‖L(H)‖w′h‖V ′
 ‖S ′h‖L(V,V ′)
(‖vh‖V + δ)+ c‖Sh‖L(H)
[ ∫
R
∣∣ρ′nh(τ )∣∣p′ dτ
]1/p′
‖vh‖V ,
and since Sh, S ′h and vh are equibounded, using Lemma 3.10 to estimate
∫
R |ρ′nh(τ )|p
′
dτ , we conclude as in
Theorem 3.8. 
We conclude this section with an abstract result which will be useful to prove the G-compactness result.
Lemma 3.13. Consider an operator S :H → H defined by a family S(t) satisfying (34), S ≡ 0. Suppose
KerR∩ KerS = {0} and H is separable.
Then for every  ∈ (0,1], except at most a countable subset of (0,1], the operator R+ S is invertible.
Proof. We denote by K the subspace Ker(R) where R :=R+ S , possibly K = {0}. Clearly if δ,  > 0, δ = ,
K ∩ Kδ = {0}. Notice that ⊕δ∈(0,1] Kδ is a subspace of H. Now we affirm that Kδ = {0} for every δ > 0, except at
most a countable set of positive values of δ. Indeed it is impossible that Kδ = {0} for δ ∈ D ⊂ (0,1] and D more than
countable. If this were true, we could find for each δ ∈ D, uδ ∈ Kδ , uδ = 0, with the elements of the family {uδ}δ∈D
which turn out to be linearly independent. But since H is separable this is not possible. 
4. Position of the problem
In this section we are going to define the problem we want to study. We will consider a sequence of elliptic–
parabolic problems, so first we are going to fix assumptions we will make about the coefficients of these equations.
From now on we will consider fixed an open bounded set Ω with Lipschitz boundary, a cube QΩ containing Ω ,
and some positive constants T ,p,L,K1,C1, r, δ1, δ2,C2 with p  2, L,K1  1, r > 1, 0 < δ1, δ2 < 1, a constant
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We moreover denote by F a continuous function:
F : [0, T ] → [0,+∞) s.t. F(0) = 0 and F(t) > 0 for t ∈ (0, T ]. (54)
Finally we denote and consider fixed also the spaces:
U1 := W 1,1+σ0 (Ω), U2 := W 1,(1+σ)
′
0 (Ω),
U1 := Lp(0, T ;U1), U2 := Lp(0, T ;U2), U =
{
u ∈ U1
∣∣ u′ ∈ U ′2}. (55)
Definition 4.1. We denote by MΩ×(0,T )(p,L,K1,C1,F ) (sometimes we will omit the constants if not necessary)
the class of Carathéodory functions,
a :Ω × (0, T )× Rn → Rn, a = a(x, t, ξ),
for which there exists a function λa = λa(x, t) such that the following hold:
(S.1) a(x, t,0) = 0,
(S.2) ∣∣a(x, t, ξ)− a(x, t, η)∣∣ Lλa(x, t)(1 + |ξ |p + |η|p)(p−2)/p|ξ − η|,
(S.3) (a(x, t, ξ)− a(x, t, η), ξ − η) λa(x, t)|ξ − η|p,
(S.4) λa(t) ∈ Ap(K1), i.e. (20) is satisfied,
(S.5) ∥∥λa(t)∥∥L1(Ω) + ∥∥λ−1/(p−1)a (t)∥∥L1(Ω)  C1,
(S.6) ∥∥λa(t)− λa(s)∥∥L1(Ω)  F (|t − s|),
(S.7) ∥∥λ−1/(p−1)a (t)− λ−1/(p−1)a (s)∥∥L1(Ω)  F (|t − s|),
where (S.1), (S.2), (S.3) hold for a.e. (x, t) ∈ Ω × (0, T ) and for every ξ, η ∈ Rn, and (S.4), (S.5), (S.6), (S.7) hold
for every t, s ∈ [0, T ] and F is the function defined in (54).
We denote by NΩ×(0,T )(p,L,K1,C1,F ) the class of Carathéodory functions a :Ω × (0, T )×Rn → Rn for which
(S.1), (S.3)–(S.6) and the following hold,
(S.2)′ ∣∣a(x, t, ξ)− a(x, t, η)∣∣ Lλa(x, t)(1 + |ξ |p + |η|p) p−2p−1 |ξ − η| 1p−1 .
Finally we denote by Λ(a) the classes of weights λa for which (S.1)–(S.7) hold if a ∈MΩ×(0,T ) or for which (S.1),
(S.2)′, (S.3)–(S.6) hold if a ∈NΩ×(0,T ).
Remark 4.2. Observe that MΩ×(0,T )(p,L,K1,C1,F ) ⊂NΩ×(0,T )(p,L′,K1,C1,F ) for L′ = L′(p,L) depending
only on p, L (see the proof of Lemma 4.9).
Remark 4.3. It follows from the definition that two weights λ1, λ2 ∈ Λ(a) are comparable.
Definition 4.4. For a given a ∈ MΩ×(0,T ) and λ ∈ Λ(a) we denote by F(λ,K2, r, α, δ1, δ2,C2, C3,F ), or simply
by F(λ) since the constants will be fixed, the class of functions μ such that (T.2)–(T.6) and one among (T.1)a) and
(T.1)b) hold:
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a) (|μ|r (t), λr(t)) ∈ Aαrp,p(K2,8QΩ),
b)
∣∣∣∣∣
(|μ|(t), λ(t)) ∈ Aαp,p(K2,8QΩ),
|μ|λ(·, t), (δ1, δ2)-reverse doubling uniformly in t, t ∈ [0, T ],
(T.2) ‖μ‖L∞(0,T ;Lr(Ω))  C2,
(T.3) ∥∥μ(t)−μ(s)∥∥
Lr(Ω)
 F
(|t − s|) for every s, t ∈ [0, T ],
(T.4) t →
∫
Ω
u(x)v(x)μ(x, t) dx, t →
∫
Ω
u(x)v(x)λ(x, t) dx ∈ AC([0, T ]),
(T.5)
∣∣∣∣ ddt
∫
Ω
u(x)v(x)μ(x, t) dx
∣∣∣∣ C3‖u‖W 1,p0 (Ω,|μ|(t),λ(t))‖v‖W 1,p0 (Ω,|μ|(t),λ(t)),∣∣∣∣ ddt
∫
Ω
u(x)v(x)λ(x, t) dx
∣∣∣∣ C3‖u‖W 1,p0 (Ω,|μ|(t),λ(t))‖v‖W 1,p0 (Ω,|μ|(t),λ(t)),
(T.6) d
dt
∫
Ω
u2(x)μ(x, t) dx  0, d
dt
∫
Ω
u2(x)λ(x, t) dx  0,
for a.e. t ∈ [0, T ] and for every u,v ∈ U2 and where the function |μ|λ is defined in (18), F is the function defined in
(54) and the space W 1,p0 (Ω, |μ|(t), λ(t)) is defined in Section 2.
Remark 4.5. Assumption (T.1) is needed for Theorem 2.6 and Proposition 2.8 to hold (using Remark 2.5).
Assumption (T.6) could be weakened, at least if p = 2. Indeed in this case one could consider the derivative of
t → ∫
Ω
u2(x)μ(x, t) also negative, but suitable bounded by below (see Theorem 3.5 and [27] where linear operators
are considered).
Remark 4.6. The class just defined is compact: consider a sequence (λh)h (λh ∈ Λ(ah) for
(ah)h ⊂ MΩ×(0,T )(p,L,K1,C1,F )), and a sequence (μh)h such that μh ∈ F(λh,K2, r, α, δ1, δ2, C2,C3,F ).
First of all (see Remark 2.12) there is a weight λ˜ satisfying (S.4), (S.5), (S.7) such that λ−
1
p−1
hj
(t) → λ˜− 1p−1 (t) in
L1(Ω)-weak for every t ∈ [0, T ] and a weight λ satisfying (S.4), (S.5), (S.6) such that λhj (t) → λ(t) in L1(Ω)-
weak for every t ∈ [0, T ] with λ and λ˜ comparable. Moreover, by (T.2) and (T.3) there is a subsequence, still
indexed for simplicity by hj , (μhj )j and a function μ such that μhj → μ in C0([0, T ];Lr(Ω)-weak) (this can
be proved as done for (λh)h in Remark 2.12). Therefore (|μ|, λ˜), and since λ˜  λ also (|μ|, λ), satisfies (T.1)
and μ (T.2) and (T.3). Now one can consider a countable set U , dense in U1, and for every u,v ∈ U define the
functions Fu,vhj (t) =
∫
Ω
u(x)v(x)μhj (x, t) dx, which turn out to be equicontinuous and equibounded, and conclude
(following the proof in Remark 4.3 in [27]) that μ ∈F(λ,K2, r, α, δ1, δ2,C2,C3,F ).
Now we consider a sequence of functions (ah)h and two sequences of weights (λh)h, (μh)h such that
(ah)h ⊂MΩ×(0,T )(p,L,K1,C1,F ), λh ∈ Λ(ah),
μh ∈F(λh,K2, r, α, δ1, δ2,C2,C3,F ), for every h ∈ N. (56)
Denote by |μ|λh the extension |μh|λh defined in (18). For simplicity we denote by:
Hh and Vh,
respectively the spaces H|μ|λh and Vλh defined in Section 2. Then, once considered (it is possible to define ωh(t) for
every t thanks to assumption (T.4)):
ω+h (t) =:
{
x ∈ Ω ∣∣ μh(x, t) > 0}, Ω+T ,h =: {(x, t) ∈ Ω × (0, T ) ∣∣ μh(x, t) > 0},
ω−h (t) =:
{
x ∈ Ω ∣∣ μh(x, t) < 0}, Ω−T ,h =: {(x, t) ∈ Ω × (0, T ) ∣∣ μh(x, t) < 0},
ωh(t) =: ω+(t)∪ω−(t), ΩT,h =: Ω+ ∪Ω− . (57)h h T ,h T ,h
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(Hh(t) := L2(Ω, |μ|λh(·, t)), Hh,+(t) := L2(ω+h (t),μh,+(·, t)), Hh,−(t) := L2(ω−h (t),μh,−(·, t)),
Hh,+ := L2(Ω+T ,h;μh), Hh,− := L2(Ω−T ,h;−μh)),
R+h (t) :Hh(t) → Hh,+(t), R+h :Hh →Hh,+,
R−h (t) :Hh(t) → Hh,−(t), R−h :Hh →Hh,−, (58)
the orthogonal projections, and finally,
Rh(t) := R+h (t)−R+h (t), Rh :=R+h −R−h , (59)
in such a way that ∥∥Rh(t)∥∥L(L2(Ω,|μ|λh (·,t)),L2(ωh(t),|μ|h(·,t)))  1, ‖Rh‖L(Hh,Hh,+⊕Hh,−)  1.
Remark 4.7. Notice that, once defined rh(x, t) = χΩ+T ,h − χΩ−T ,h , one can represent Rh by rh, i.e.
(Rhu)(x, t) = rh(x, t)u(x, t).
Finally denote:
Ahu = −div
(
ah(x, t,Du)
)
, Ah :Vh → V ′h.
For fixed
f ∈ Lp′(0, T ;Ln(Ω)), ϕ ∈ L∞(Ω), ψ ∈ L∞(Ω),
we consider the sequence of abstract problems (see Theorem 3.5 for existence of the solutions):⎧⎨
⎩
(Rhu)′ +Ahu = f,
R+h (0)u(0) = R+h (0)ϕ,
R−h (T )u(T ) = R−h (T )ψ,
(60)
which correspond to
(Ph)
⎧⎪⎪⎨
⎪⎪⎩
∂
∂t
(μhu)− div(ah(x, t,Du)) = f, on Ω × (0, T ),
u = 0, on ∂Ω × (0, T ),
u(x,0) = ϕ(x), on ω+h (0),
u(x,T ) = ψ(x), on ω−h (T ).
(61)
Remark 4.8. The choice of f ∈ Lp′(0, T ;Ln(Ω)) guarantees (see (28)) that f ∈ V ′h for every h ∈ N. Analogously
ϕ ∈ L∞(Ω) (and the same holds for ψ ) guarantees that ϕ ∈ L2(Ω,λh(·,0)) and ϕ ∈ L2(Ω,μh(·,0)) for every
h ∈ N. In fact, in order that ϕ ∈ Lp(Ω,λh(·,0)), and consequently ϕ ∈ L2(Ω,λh(·,0)), and ϕ ∈ L2(Ω, |μh|(·,0)), it
would be sufficient to consider ϕ ∈ Lq(Ω) where q = max{(1 + σ)′,2r ′} (see (15) and use Hölder’s inequality since
μh(·, t) ∈ Lr(Ω) for every t ∈ [0, T ]).
Notice that in this case, since we identify the dual space of Hh with itself, and then have the triplet,
Vh ⊂Hh ⊂ V ′h, 〈·,·〉h := 〈·,·〉V ′h×Vh,
(and also Vh ⊂Kh ⊂ V ′h) we have,
〈
(Rhu)′, φ
〉
h
= −
T∫
0
∫
Ω
u
∂φ
∂t
μh dx dt for every φ ∈ C1c
(
Ω × (0, T )),
and the solution uh will belong to the space Wϕ,ψh defined as follows:
Wh :=
{
u ∈ Vh
∣∣ (Rhu)′ ∈ V ′h},
Wϕ,ψh :=
{
u ∈Wh
∣∣R+h (0)u(0) = R+h (0)ϕ,R−h (T )u(T ) = R−h (T )ψ}. (62)
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for p  2, (L′ = L′(L,p)),
‖Au−Av‖V ′  L′
(‖λ‖L1(Ω×(0,T )) + ‖u‖pV + ‖v‖pV) p−2p−1 ‖u− v‖ 1p−1V .
Proof. By (S.1), (S.2), (S.3) and using suitably Young’s inequality we derive:
∣∣a(x, t, ξ)− a(x, t, η)∣∣ Lλ(x, t)1/p(λ(x, t)+ (a(x, t, ξ), ξ)+ (a(x, t, η), η)) p−2p (a(x, t, ξ)− a(x, t, η), ξ − η) 1p
 L′λ(x, t)
(
1 + |ξ |p + |η|p) p−2p−1 |ξ − η| 1p−1 .
Then
‖Aau−Aav‖V ′λ 
( T∫
0
∫
Ω
∣∣a(x, t,Du)− a(x, t,Dv)∣∣p′λ1−p′ dx dt
)1/p′

( T∫
0
∫
Ω
[
L′λ
(
1 + |Du|p + |Dv|p) p−2p−1 |Du−Dv| 1p−1 ]p′λ1−p′ dx dt
)1/p′
 L′
( T∫
0
∫
Ω
λdx +
T∫
0
∫
Ω
|Du|pλdx +
T∫
0
∫
Ω
|Dv|pλdx
) p−2
p−1
‖u− v‖
1
p−1
Vλ . 
Theorem 4.10. Problem (61) admits a unique solution. Moreover there is a positive constant c, independent of h,
such that, denoted by uh the solution of (Ph), we have:
‖uh‖Wh  c,
where c depends (only) on f,ϕ,p,L,C1,C2,C3.
Proof. By Theorem 3.5 the existence of a unique solution uh and the boundedness of the solution follow immediately.
The bound is independent of h since, by Lemma 4.9, the operators Ah satisfy assumptions of Theorem 3.5. 
To study the limit behavior, as h → +∞, of problems (Ph), since a compactness result does not hold in general
(see Theorem 3.7) we will approximate problems (Ph) by the following problems:⎧⎨
⎩
(Rhu+ Shu)′ +Ahu = f,
[Rh(0)+ Sh(0)]−u(0) = [Rh(0)+ Sh(0)]+ϕ,
[Rh(T )+ Sh(T )]+u(T ) = [Rh(T )+ Sh(0)]−ψ,
 ∈ (0,1]
with the solution uh belonging to the space,
Wh, :=
{
u ∈ Vh
∣∣ (Rhu+ Shu)′ ∈ V ′h}, (63)
where Sh(t) and Sh denote the identities in L2(Ω,λh(·, t)) and Kh := L2(Ω × (0, T );λh) respectively, i.e.
Sh(t) :L
2(Ω,λh(·, t))→ L2(Ω,λh(·, t)), Sh :Kh →Kh,
u → u u → u. (64)
Notice that for u,v ∈Kh, (u, v)Kh =
∫ T
0
∫
Ω
uvλh dx dt , and
〈
S′h(t)u, v
〉
W−1,p′ (Ω,λh(·,t),λh(·,t))×W 1,p0 (Ω,λh(·,t),λh(·,t))
= d
dt
∫
u(x)v(x)λh(x, t) dx.Ω
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(P h )
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂
∂t
((μh + λh)u)− div(ah(x, t,Du)) = f, on Ω × (0, T ),
u = 0, on ∂Ω × (0, T ),
u(x,0) = ϕ(x), on ω+h,(0),
u(x,T ) = ψ(x), on ω−h,(T ),
(65)
where ω+h,(0) = {x ∈ Ω | (μh + λh)(x,0) > 0}, ω−h,(T ) = {x ∈ Ω | (μh + λh)(x,T ) < 0}.
By Lemma 3.13 we can find  > 0 such that
μh + λh = 0 a.e. in Ω × (0, T ).
The idea is to study before the limit behavior of problems (P h ) and then use Theorem 3.8 to study the limit
behavior of (Ph).
5. Preliminary compactness results
In this section we will give some compactness results for a sequence of functions (vh)h, vh ∈ Wh. We recall
that T ,p,L,K1,K2,C1,C2,C3, r, δ1, δ2, σ are the constants and F the function fixed at the beginning of Section 4.
Then we consider the three sequences (μh)h, (ah)h, (λh)h (considered in (56)) where λh(x, t) ∈ Λ(ah). Then we
will consider the constants, the Carathéodory functions ah, the weights λh and μh fixed in this and in the following
sections.
If assumptions for a particular result can be weakened we will stress it (as done, for instance, in Remark 5.3).
We can suppose λh, λ−1/(p−1)h and μh to converge (otherwise we extract a subsequence); we denote by μ, λ, λ˜ the
following limits,
μh(t) → μ(t), λh(t) → λ(t), λ−1/(p−1)h (t) → λ˜−1/(p−1)(t), in L1(Ω)-weak, (66)
for every t ∈ [0, T ], which we recall to satisfy (see Remarks 2.12 and 4.6):
λ˜ λK1λ˜,
λ, λ˜ ∈ C0([0, T ];L1(Ω)),
λ(t), λ˜(t) ∈ Ap(K1) for every t,
μ ∈ L∞(0, T ;L1(Ω)) and (|μ|, λ) satisfies (T.1)a) or (T.1)b).
Analogously as done in (59) we associate to μ the operator R. In the same way we denote ω+(t), ω−(t), μ+, μ−,
R+(t), R−(t) the sets, functions and operators analogous to those defined in (57) corresponding to μ.
Remark 5.1. Notice that μh → μ in C0([0, T ];Lr(Ω)-w) if and only if Rh(t)w → R(t)w in L1+σ (Ω) for every
t ∈ [0, T ] and w ∈ C0(Ω¯).
By Vλ,Vλ˜ we will denote the spaces defined in (23) associated to λ and λ˜, by Wμ,λ and Wϕ,ψμ,λ the spaces associated
to μ and λ defined analogously as done in (36) and (43) (the spaces Vλ and Vλ˜ do not depend on μ, while Wμ,λ andWϕμ,λ do).
The compactness result which follows, and consequently some results we state in this section, holds with the
additional assumption that
A) μ = 0 a.e. in Ω × (0, T ).
This result could not be obtained without A) (see, e.g., Theorem 2.18 and Example 2.19 in [25] for more details).
In any case this assumption is temporary, in the sense that for the G-compactness results we want to state it will be
removed.
Theorem 5.2. Consider a sequence (vh)h with vh ∈Wh. Suppose there is a positive constant c for which ‖vh‖Wh  c
for every h ∈ N and moreover suppose A) holds. Then, up to a subsequence,
vh → v in Lp
(
0, T ;L1(Ω)).
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this case, taking a cube Q containing Ω , one can find a subsequence such that
lim
j→+∞ supt∈(0,T )
∫
Q
λ
−1/p−1
hj
(x, t) dx = 0.
By (26) one obtain that vhj → 0 in Lp(0, T ;L1(Ω)).
Proof. We consider, for every positive δ, the sequence (vh,δ)h obtained as in (29). Now consider Ω˜ such that Ω¯ ⊂ Ω˜
and define δ0 = dist(Ω, ∂Ω˜). Consider
Z = {u ∈ U2 | u′ ∈ U ′2},
where Ω is replaced by Ω˜ . Then for every δ ∈ (0, δ0] one can prove that the sequence (vh,δ)h satisfies, for a.e. t ,∥∥Dvh,δ(·, t)∥∥L∞(Ω)  ‖∇ρδ‖∞∥∥vh(·, t)∥∥L1(Ω),
by which we get
‖vh,δ‖U2  c1‖∇ρδ‖∞‖vh‖Lp(0,T ;L1(Ω)),
with c1 depending on |Ω˜|, σ (σ is the value fixed at the beginning of Section 4 by which U2 is defined). As regards
(Rhvh,δ)′ first observe that, given φ ∈ C1c (Ω × (0, T )) and defined (Jφ)(t) :=
∫ t
0 φ(·, s) ds, one has:(
J
(Rh(Rhφt )δ))(t) = (J [R′h(Rhφ)δ −Rh(R′hφ)δ])(t). (67)
Then we have (recall that ρ is radial and that R2h = Id, by A); 〈·,·〉 denotes the duality between U ′2 and U2)〈
(Rhvh,δ)′, φ
〉= −〈Rhvh,δ, φ′〉 = −〈vh, (Rhφ′)δ 〉= −〈Rhvh,Rh(Rhφ′)δ 〉
= 〈(Rhvh)′, JRh(Rhφ′)δ 〉− (Rhvh(T ), (JRh(Rhφ′)δ)(T ))L2 .
Then, by (67) and the density of C1c (Ω˜ × (0, T )) in Lp(0, T ;W 1,(1+σ)
′
0 (Ω˜)) we get that (Rhvh,δ)′ is bounded by a
constant c2 which depends on c and δ. Then we conclude that there is c3 > 0 such that
‖vh,δ‖
Lp(0,T ;W 1,(1+σ)′0 (Ω˜))
+ ∥∥(Rhvh,δ)′∥∥Lp′ (0,T ;W−1,1+σ (Ω˜))  c3.
Applying Theorem 2.18ii) in [25] we get that (for a fixed δ),
(vh,δ)h is precompact in Lp
(
0, T ;L(1+σ)′(Ω˜)).
Moreover the estimate, thanks to (26) and Proposition 2.8,
‖vh,δ − vh‖Lp(0,T ;L1+σ (Ω))  c4‖vh,δ − vh‖Lp(Ω×(0,T );λh)  c5δ1−α‖vh‖Vh,
holds (here c5 depends (only) on n,p,K1,K2,Ω,C1, α,ρ) by which we obtain the compactness of (vh)h in
Lp(0, T ;L1(Ω)). 
Corollary 5.4. If there is γ > 0 such that |μh| γ (or λh  γ ) for every h and ‖vh‖Wh  c for every h, the sequence
(vh)h is compact in Lp(Ω × (0, T )).
Proof. From the proof of Theorem 5.2 we know that (vh,δ)h is compact in Lp(Ω × (0, T )). Then we conclude thanks
to the last estimate of the proof of Theorem 5.2, since we get (σ may be possibly changed and chosen such that
(1 + σ)′  p),
γ ‖vh,δ − vh‖Lp(Ω×(0,T ))  ‖vh,δ − vh‖Lp(Ω×(0,T );μh)  Cδ1−α‖vh‖Vh . 
Before stating the theorem which follows we recall the following lemma (the proof is analogous to that of
Lemma 3.7 in [22]).
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such that
ν
−1/(p−1)
h → ν−1/(p−1) in L1(D)-weak.
Let wh ∈ (Lp(D;νh))m (h = 1,2, . . .) be a sequence of functions such that
wh → w in
(
L1(D)
)m
-weak.
Then w ∈ (Lp(D;ν))m, and
‖w‖Lp(D;ν)  lim inf
h→∞ ‖wh‖Lp(D;νh).
Theorem 5.6. Consider a sequence (vh)h with vh ∈ Vh. If
‖vh‖Vh  c for every h ∈ N,
then there is a function v ∈ U1 (U1 and U2 being the spaces defined in (55)) such that, up to subsequences,
(i) vh → v in U1-weak, v ∈ Vλ˜ and ‖v‖Vλ˜  lim infh→∞ ‖vh‖Vh .
If moreover vh ∈Wh, and
‖vh‖Wh  c for every h ∈ N,
then, up to subsequences,
(ii) (Rhvh)′ → (Rv)′ in U ′2-weak, (Rv)′ ∈ V ′λ,‖(Rv)′‖V ′λ  lim infh→∞ ‖(Rhvh)′‖V ′h .
Proof. The proof of point i) can be obtained using Lemma 5.5 and following the proof of Proposition 3.8 in [22].
Applying Theorem 3.6 to the sequence (Rhvh)h, one has that there is ξ ∈ U ′2 such that, up to subsequences,
Rhvh → ξ and (Rhvh)′ → ξ ′ in U ′2-weak. By Corollary 5.7 we get that for every φ ∈ C1c (Ω × (0, T )):
〈ξ ′, φ〉 = lim
h
〈
(Rhvh)′, φ
〉= − lim
h
〈Rhvh,φ′〉 = 〈Rv,φ′〉 =
〈
(Rv)′, φ〉,
and then ξ =Rv. Then one concludes as for point i). 
Corollary 5.7. Consider two sequences (vh)h, (wh)h such that vh,wh ∈ Vh and a constant c and two functions
v,w ∈ Vλ such that
‖vh‖Vh  c, ‖wh‖Vh  c, vh → v and wh → w in Lp
(
0, T ;L1(Ω)).
Then, for every ϕ ∈ L∞(Ω × (0, T )), we have:
T∫
0
∫
Ω
vhwhϕμh dx dt →
T∫
0
∫
Ω
vwϕμdx dt.
Remark 5.8. As particular cases we have:
i) if wh = vh and ϕ ≡ 1 we have
T∫
0
∫
Ω
v2hμh dx dt →
T∫
0
∫
Ω
v2μdx dt;
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T∫
0
∫
Ω
vhϕμh dx dt →
T∫
0
∫
Ω
vϕμdx dt for every ϕ ∈ L∞.
Proof. First of all notice that, by Theorem 5.6(i), v,w ∈ Vλ˜ and then in particular v,w ∈ L2(Ω × (0, T );ν+ + ν−),
where ν+ = limh μh,+ and ν− = limh μh,−, respectively the positive and negative part of μh, and then
v,w ∈ L2(Ω × (0, T ); |μ|) since |μ| ν+ + ν−. One can easily see that (v and vδ defined in (29)):∣∣vh,δ(x, t)− vδ(x, t)∣∣=
∣∣∣∣
∫
Rn
(
vh(ξ, t)− v(ξ, t)
)
ρδ(x − ξ) dξ
∣∣∣∣
 ‖ρδ‖∞
∫
Ω
∣∣vh(ξ, t)− v(ξ, t)∣∣dξ,
from which we obtain that
vh,δ →h vδ in Lp
(
0, T ;L∞(Ω)). (68)
Using this estimate and following the proof of Corollary 4.7 in [23] one can conclude. 
Remark 5.9. By point (i) of Theorem 5.6 and since λ and λ˜ are comparable (see Remark 2.13), if vh → v satisfy
assumption of Theorem 5.6, we deduce that v ∈ L2(Ω × (0, T );ν) for every weight ν  0 satisfying the Poincaré’s
inequality (22).
Now we show a series of result regarding the pointwise convergence of some functions involving the solutions of
the problems:
(Ph)f,ϕ,ψ
⎧⎨
⎩
(Rhu)′ +Ahu = f,
Rh(0)u(0) = ϕ,
Rh(T )u(T ) = ψ,
(Ph)g,η,ϑ
⎧⎨
⎩
(Rhu)′ +Ahu = g,
Rh(0)u(0) = η,
Rh(T )u(T ) = ϑ,
for f,g ∈ Lp′(0, T ;Ln(Ω)) and ϕ,ψ,η,ϑ ∈ L∞(Ω). As regards the following theorem we adapt the proof of the
analogous result in [38]; to do this we need the two lemmas which follows.
Theorem 5.10. Let uh = uh(f,ϕ,ψ) be the solutions of the problems (Ph) above, h ∈ N. Suppose A) holds. Then,
called u the limit, up to subsequences, of uh in Lp(0, T ;L1(Ω)), we have that
Uh(t) =
∫
Ω
u2h(x, t)μh(x, t) dx →h U(t) =
∫
Ω
u2(x, t)μ(x, t) dx in C0
([0, T ]).
Before we need a result, stated in Lemma 5.12, for which we need the following lemma:
Lemma 5.11. Consider a sequence (wh)h such that wh ∈Wh and ‖wh‖Wh  c for every h ∈ N and for some positive
constant c and such that wh → w in Lp(0, T ;L1(Ω)) for some w ∈ Lp(0, T ;L1(Ω)). Then for every φ ∈ C1c (Ω) the
sequence, (
t →
∫
Ω
wh(x, t)φ(x)μh(x, t) dx
)
h
is equibounded and equicontinuous,
and if w is the limit, up to subsequences, of (wh)h in Lp(0, T ;L1(Ω)), we get∫
Ω
wh(x, t)φ(x)μh(x, t) dx →h
∫
Ω
w(x, t)φ(x)μ(x, t) in C0
([0, T ]).
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prove the equicontinuity. By (38) we have:∣∣∣∣
∫
Ω
wh(x, t)φ(x)μh(x, t) dx −
∫
Ω
wh(x, s)φ(x)μh(x, s) dx
∣∣∣∣
=
∣∣∣∣∣
t∫
s
〈
(Rhwh)′(τ ),φ
〉
V ′h(τ)×V ′h(τ) dτ
∣∣∣∣∣

t∫
s
∥∥(Rhwh)′(τ )∥∥V ′h(τ)‖φ‖Vh(τ) dτ
 ‖∇φ‖∞
t∫
s
∥∥(Rhwh)′(τ )∥∥V ′h(τ)
( ∫
Ω
λh(x, τ ) dx
)1/p
dτ
 c(p,C1,C2,C3, φ)
∥∥(Rhwh)′∥∥V ′h |t − s|1/p.
Therefore the first part is proved. Now for every φ ∈ C1c (Ω) define V φh the function
∫
Ω
wh(x, t)φ(x)μh(x, t) dx.
There is a continuous function V φ such that∫
Ω
wh(x, t)φ(x)μh(x, t) dx = V φh (t) → V φ(t) in C0
([0, T ]).
Then we have that for every η ∈ L∞(0, T ),
T∫
0
V
φ
h (t)η(t) dt =
T∫
0
( ∫
Ω
wh(x, t)φ(x)μh(x, t) dx
)
η(t) dt →
T∫
0
V φ(t)η(t) dt.
Since wh → w in Lp(0, T ;L1(Ω)) (see Remark 5.8ii)) we derive that for every η ∈ L∞(0, T ),
T∫
0
∫
Ω
wh(x, t)φ(x)μh(x, t)η(t) dx dt →
T∫
0
∫
Ω
w(x, t)φ(x)μ(x, t)η(t) dx dt,
and then
V φ(t) =
∫
Ω
w(x, t)φ(x)μ(x, t) dx for every t ∈ [0, T ]. 
Lemma 5.12. Consider a sequence (wh)h, wh ∈ Wρ,ςh for some ρ,ς ∈ L∞(Ω), h ∈ N; suppose wh → w in
Lp(0, T ;L1(Ω)). Then, defined Wh(t) =
∫
Ω
w2h(x, t)μh(x, t) dx and W(t) =
∫
Ω
w2(x, t)μ(x, t) dx,
lim sup
h
Wh(0)W(0), lim inf
h
Wh(T )W(T ).
Proof. There are two non-negative functions ν+ and ν− such that, up to subsequences,
lim
h
μh,+(·,0) = ν+, lim
h
μh,−(·,0) = ν− in Lr(Ω)-weak,
where μh,+(·,0) and μh,−(·,0) are respectively the positive and negative parts of μh(·,0) and ν+(x) − ν−(x) =
μ(x,0).
First of all notice that, since by the previous result and the fact that wh(x,0)μh,+(x,0) = ρ(x)μh,+(x,0) we have
that ∫
wh(x,0)φ(x)μh(x,0) dx →
∫
w(x,0)φ(x)μ(x,0) dx,
Ω Ω
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wh(x,0)φ(x)μh,+(x,0) dx →
∫
Ω
ρ(x)φ(x)ν+(x) dx, (69)
we also get that there is a function ζ such that∫
Ω
wh(x,0)φ(x)μh,−(x,0) dx →
∫
Ω
ζ(x)φ(x) dx. (70)
By density we can reach (69) and (70) for every φ ∈ L∞(Ω). Since∣∣∣∣
∫
Ω
wh(x,0)φ(x)μh,−(x,0) dx
∣∣∣∣
( ∫
Ω
φ2(x)μh,−(x,0) dx
∫
Ω
w2(x,0)μh,−(x,0) dx
)1/2
,
taking the lim inf we get:∣∣∣∣
∫
Ω
ζ(x)φ(x) dx
∣∣∣∣
( ∫
Ω
φ2(x)ν−(x) dx
)1/2(
lim inf
h
∫
Ω
w2h(x,0)μh,−(x,0) dx
)1/2
.
First observe that, since this holds for every φ ∈ L∞(Ω) and w2h(x,0)μh,+(x,0) → ρ2(x)ν+(x) implies that the
sequence (
∫
Ω
w2h(x,0)μh,−(x,0) dx)h is bounded, we get that
ζ = zν−,
for some function z. Moreover taking the supremum over all φ ∈ C1c (Ω) such that
∫
Ω
φ2(x)ν−(x) dx  1 we
conclude: ∫
Ω
z2(x)ν−(x) dx  lim inf
h
∫
Ω
w2h(x,0)μh,−(x,0) dx. (71)
Now
Wh(0) =
∫
Ω
w2h(x,0)μh(x,0) dx =
∫
Ω
ρ2(x)μh,+(x,0) dx −
∫
Ω
w2h(x,0)μh,−(x,0) dx.
Then
lim sup
h
Wh(0) lim sup
h
∫
Ω
ρ2(x)μh,+(x,0) dx + lim sup
h
(
−
∫
Ω
w2h(x,0)μh,−(x,0) dx
)

∫
Ω
ρ2(x)ν+(x) dx − lim inf
h
∫
Ω
w2h(x,0)μh,−(x,0) dx

∫
Ω
ρ2(x)ν+(x) dx −
∫
Ω
z2(x)ν−(x) dx. (72)
By Lemma 5.11, (69) and (70) we get that
w(x,0)μ(x,0) = ρ(x)ν+(x)− z(x)ν−(x). (73)
Suppose first ρ ≡ 0. Then
z(x) = − 1
ν−(x)
w(x,0)μ(x,0) where ν−(x) > 0,
and then
−z2(x)ν−(x) =
{
−w2(x,0)μ2(x,0) 1
ν−(x) if ν−(x) > 0,
0 if ν (x) = 0.−
F. Paronetto / J. Math. Pures Appl. 93 (2010) 361–407 385Since μh(x,0)−μh,−(x,0) taking the (weak) limit one has that μ(x,0)−ν−(x), and then
−μ(x,0)
ν−(x)
 1 where ν−(x) > 0.
Summing up we get that
−z2(x)ν−(x)
{
w2(x,0)μ(x,0) if ν−(x) > 0,
= 0 if ν−(x) = 0. (74)
Since we are considering ρ ≡ 0 we also get that w(x,0)μ(x,0) = −z(x)ν−(x) and then w(x,0)μ(x,0) = 0 where
ν− = 0 we conclude that
−
∫
Ω
z2(x)ν−(x) dx 
∫
Ω
w2(x,0)μ(x,0) dx
and by (72) we get the thesis for ρ ≡ 0. In the general case call w˜h(x, t) the functions wh(x, t)− ρ(x). Then
lim sup
h
∫
Ω
w˜2h(x,0)μh(x,0) dx 
∫
Ω
w˜2(x,0)μ(x,0) dx,
where w˜(x,0) = w(x,0)− ρ(x), that is
lim sup
h
[ ∫
Ω
w2h(x,0)μh(x,0) dx +
∫
Ω
ρ2(x)μh(x,0) dx − 2
∫
Ω
wh(x,0)ρ(x)μh(x,0) dx
]

∫
Ω
w2(x,0)μ(x,0) dx +
∫
Ω
ρ2(x)μ(x,0) dx − 2
∫
Ω
w(x,0)ρ(x)μ(x,0) dx.
By Lemma 5.11 and since μh(x,0) → μ(x,0) we conclude that
lim sup
h
∫
Ω
w2h(x,0)μh(x,0) dx 
∫
Ω
w2(x,0)μ(x,0) dx.
In an analogous way one can prove the other inequality. 
Proof of Theorem 5.10. Notice that, by Theorem 3.3, we get that the functions Uh are continuous. Moreover the
sequence (uh)h admits a subsequence, still denoted by (uh)h, compact in Lp(0, T ;L1(Ω)). Say u the limit. By
Theorem 5.6 we deduce that u ∈ Vλ and (μu)′ ∈ V ′
λ˜
. Finally, thanks to Remark 2.12, we get that Vλ = Vλ˜, and (see
Remark 4.6) the pair (μ, λ˜) satisfies (T.1); then, by Theorem 3.3, U is continuous. So now we have to prove that
Uh → U . By Remark 5.8 we get that Uh → U a.e. in [0, T ]. Now the idea is to prove that (Uh)h are relatively
compact in C0([0, T ]), from which the thesis will follow.
Now suppose, by contradiction, that Uh does not converge to U uniformly. Then there is  > 0 and a sequence
(tk)k∈N with tk → t0, such that ∣∣Uk(tk)−U(t0)∣∣>  for every k. (75)
Notice that, since uk are the solutions of (61), by Theorem 4.10 and (40) we get that |Uk(tk)| c for some positive
constant c. Then, up to subsequence, Uk(tk) → a for some constant a. Since |Uk(tk)−U(t0)| >  we have that there
is a positive constant σ such that ∣∣U(t0)− a∣∣ σ.
Then we can suppose that
i) Uk(tk) > U(t0) for every k ∈ N, or,
ii) Uk(tk) < U(t0) for every k ∈ N
otherwise we can extract a further subsequence such that i) or ii) holds.
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i) ⇒ t0 = 0, and
ii) ⇒ t0 = T .
Indeed multiply the equation (Rkuk)′(s) +Akuk(s) = f (s) in (60) by uk(s) and integrate in [0, tk] (ϕ is the initial
condition) and obtain, by (39) and (47)–(48):
1
2
(
Uk(tk)−Uk(0)
)

tk∫
0
〈
f (s), uk(s)
〉
ds.
If we suppose f ∈ L∞(Ω × (0, T )),
Uk(tk)Uk(0)+ 2‖f ‖∞
[ tk∫
0
∫
Ω
|uk|p(x, τ )λk(x, τ ) dx dτ
] 1
p
[ tk∫
0
∫
Ω
λ
−1/(p−1)
k (x, τ ) dx dτ
] 1
p′
Uk(0)+ c max
τ∈[0,T ]
[ ∫
Ω
λ
−1/(p−1)
k (x, τ ) dτ
]1/p′
tk
1/p′,
where, thanks to Theorems 2.6 and 3.5, c = c(p,L,K2, r,C2,C3, T ,ϕ,f ). Then, using assumption (S.5) about λk ,
if t0 were 0, using Lemma 5.12 we would have,
lim
k
Uk(tk) lim sup
k
Uk(0)U(0) = U(t0),
and this is impossible if i) and (75) hold. In an analogous way, integrating in [tk, T ], and using Lemma 5.12, one can
prove that if ii) holds then t0 = T .
Suppose now that i) holds. Then t0 > 0 and we can fix η > 0 in such a way tk −η > 0, at least definitively. Multiply
the equation (Rkuk)′(s)+Akuk(s) = f (s) by uk(s) and integrate in [tk − η, tk] and obtain, as above,
Uk(tk)−U(tk − η) cη1/p′ .
We have, for sufficiently big k,
Uk(tk − η)Uk(tk)− cη1/p′  a − σ4 − cη
1/p′ .
By i) we deduce that the inequality |U(t0)− a| σ is indeed a U(t0)+σ . Then, choosing η0 sufficiently small and
η ∈ (0, η0), we have:
Uk(tk − η)U(t0)+ σ − σ4 −
σ
4
= U(t0)+ σ2 .
By continuity of U we also have U(t0)U(tk − η)− σ/4 and then finally,
Uk(tk − η)U(tk − η)+ σ4 ,
for every η sufficiently small. But Uk(s) → U(s) for almost every s ∈ [0, T ], while for every η ∈ (0, η0),
Uk(tk − η)−U(tk − η) σ4 .
This concludes the proof if i) holds. If ii) holds, and then t0 = T , integrating in [tk, tk + η], we get a positive constant
c such that, analogously as before, for η ∈ (0, η0),
−Uk(tk + η)−Uk(T )− cη1/p′ −U(t0)+ σ2 ,
and again, similarly as before,
−Uk(tk + η)+U(tk + η) σ4 ,
for every η ∈ (0, η0), which is impossible. 
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u and v the limits, up to subsequences, of uh and vh respectively in Lp(0, T ;L1(Ω)), we have that
lim
h
∫
Ω
uh(x,0)vh(x,0)μh(x,0) dx →
∫
Ω
u(x,0)v(x,0)μ(x,0) dx,
lim
h
∫
Ω
uh(x,T )vh(x,T )μh(x,T ) dx →
∫
Ω
u(x,T )v(x,T )μ(x,T )dx.
Proof. Since
lim sup
h
∫
Ω
2uh(x,0)vh(x,0)μh(x,0) dx
 lim sup
h
∫
Ω
(
uh(x,0)+ vh(x,0)
)2
μh(x,0) dx − lim
h
∫
Ω
uh(x,0)2μh(x,0) dx −
∫
Ω
vh(x,0)2μh(x,0) dx
by which, applying Lemma 5.12 to the sequence wh = uh + vh and then using the first step we get:
lim sup
h
∫
Ω
uh(x,0)vh(x,0)μh(x,0) dx 
∫
Ω
u(x,0)v(x,0)μ(x,0) dx.
The same argument applied to the sequence wh = uh − vh gives:∫
Ω
u(x,0)v(x,0)μ(x,0) dx  lim inf
h
∫
Ω
uh(x,0)vh(x,0)μh(x,0) dx,
and consequently
lim
h
∫
Ω
uh(x,0)vh(x,0)μh(x,0) dx =
∫
Ω
u(x,0)v(x,0)μ(x,0) dx.
In an analogous way one can prove:
lim
h
∫
Ω
uh(x,T )vh(x,T )μh(x,T ) dx =
∫
Ω
u(x,T )v(x,T )μ(x,T )dx. 
We now give an important corollary of Lemma 5.11 and Theorem 5.10, which will give us information about the
initial/final conditions of the limit problem.
Corollary 5.14. Let uh = uh(f,ϕ,ψ) be the solutions of the problems (Ph) above, h ∈ N. Suppose A) holds.
Then, called u(f,ϕ,ψ) the limit, up to subsequences, of uh in Lp(0, T ;L1(Ω)), we have that u(f,ϕ,ψ)(0) = ϕ
in {x ∈ Ω | μ(x,0) > 0}, u(f,ϕ,ψ)(T ) = ψ in {x ∈ Ω | μ(x,T ) < 0}.
Proof. We show the proof for t = 0, being the proof for t = T similar. First of all notice that if we substitute ϕ with
a whatever function ϕ˜ such that
ϕ˜ ≡ ϕ in ω+(0) :=
{
x ∈ Ω ∣∣ μ(x,0) > 0},
the solutions uh(ϕ,ψ,f ) and uh(ϕ˜,ψ,f ) have the same limit. Indeed, by (49), we get∥∥uh(ϕ,ψ,f )− uh(ϕ˜,ψ,f )∥∥Wh  c
∫
Ω
(
ϕ(x)− ϕ˜(x))2μh,+(x,0) dx
= c
∫
ω+(0)∩(ω (0))c
(
ϕ(x)− ϕ˜(x))2μh,+(x,0) dxh +
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(uh(ϕ˜,ψ,f ))h.
The first step is to show that for every φ ∈ L∞(Ω)
lim
h
∫
Ω
φ(x)u2h(x,0)μh(x,0) dx =
∫
Ω
φ(x)u2(x,0)μ+(x,0) dx. (76)
Consider, thanks to Proposition 3.2, a family depending on δ > 0 of sequences of functions uh,δ and a family (uδ)δ>0
such that
‖uh − uh,δ‖Wh < δ, ‖u− uδ‖WR < δ,
lim
h
‖uh,δ − uδ‖L∞(Ω×(0,T )) = 0 for every fixed δ > 0. (77)
Since the functions t → ∫
Ω
u2h(x, t)μh(x, t) dx and t →
∫
Ω
uh(x, t)φ(x)μh(x, t) dx are continuous (for every
φ ∈ L∞(Ω)) the same holds for the analogous functions when uh is replaced by uh,δ ; analogously for u and uδ .
Then we can also choose uh,δ and uδ in such a way that for t = 0 (the same holds for t = T , but only for 0 and T ),∫
Ω
(
uh(x,0)− uh,δ(x,0)
)2|μh|(x,0) dx < δ,
∫
Ω
(
u(x,0)− uδ(x,0)
)2|μ|(x,0) dx < δ, (78)
since uh ∈Wϕ,ψh . Then we have∫
Ω
φ(x)u2h(x,0)μh(x,0) dx −
∫
Ω
φ(x)u2(x,0)μ+(x,0) dx
=
∫
Ω
φ(x)u2h(x,0)μh(x,0) dx −
∫
Ω
φ(x)u2h,δ(x,0)μh(x,0) dx
(
1◦
)
+
∫
Ω
φ(x)u2h,δ(x,0)μh(x,0) dx −
∫
Ω
φ(x)u2δ (x)μh(x,0) dx
(
2◦
)
+
∫
Ω
φ(x)u2δ (x,0)μh(x,0) dx −
∫
Ω
φ(x)u2δ (x,0)μ(x,0) dx
(
3◦
)
+
∫
Ω
φ(x)u2δ (x,0)μ(x,0) dx −
∫
Ω
φ(x)u2(x,0)μ(x,0) dx
(
4◦
)
.
It is easy to check that the first and the fourth terms are O(δ) by (78) and the third is going to zero since
μh(·,0) → μ(·,0) weakly in L1(Ω). To estimate the second term it is sufficient to use (77) and (78) and then taking
the limit for h → +∞ and since what said holds for every δ > 0 (76) is proved.
Now we want to show that
∫
ω+(0)(u(x,0)− ϕ(x))2 dx = 0. Using (76) with φ = χ{μ(·,0)>0} we get:
lim
h
∫
ω+(0)
u2h(x,0)μh(x,0) dx =
∫
ω+(0)
u2(x,0)μ+(x,0) dx.
Using that, the previous computations and (78) we have:∫
ω+(0)
(
u(x,0)− ϕ(x))2μ+(x,0) dx = lim
h
∫
ω+(0)
(
uh(x,0)− ϕ(x)
)2
μh(x,0) dx
= lim
h
∫
ω (0)∩(ω+(0))c
(
uh(x,0)− ϕ(x)
)2
μh(x,0) dx+ h
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h
∫
ω+(0)∩(ω+h (0))c
(
uh,δ(x,0)− ϕ(x)
)2
μh(x,0) dx + δ
 lim sup
h
∥∥uh,δ(x,0)− ϕ(x)∥∥2L∞(Ω)
∫
ω+(0)∩(ω+h (0))c
μh(x,0) dx + δ
 c lim sup
h
∫
ω+(0)∩(ω+h (0))c
μh(x,0) dx + δ  δ,
since μh(x,0)  0 in ω+(0) ∩ (ω+h (0))c and where c depends only on ‖ϕ‖L∞(Ω) and ‖uδ(·,0)‖L∞(Ω). Since δ is
arbitrary we conclude that u(·,0) = ϕ in ω+(0). 
Finally we give an important result, useful later for many of the results of the following sections.
Theorem 5.15. Consider two sequences ρh, νh ∈F(λh), h ∈ N, two sequences (uh)h, (vh)h such that
‖uh‖Vh  c,
∥∥(ρhuh)′∥∥V ′h  c, ‖vh‖Vh  c, ∥∥(νhvh)′∥∥V ′h  c,
uh → u and vh → v in U-weak.
Consider two sequences (Ah)h, (Bh)h ⊂ Lp′(Ω × (0, T ), λ−1/(p−1)h ) such that
‖Ah‖Lp′ (Ω×(0,T ),λ−1/(p−1)h )  c, ‖Bh‖Lp′ (Ω×(0,T ),λ−1/(p−1)h )  c,
Ah → M and Bh → N in Lp′
(
0, T ; (L1(Ω))n)-weak.
Finally suppose that
(ρhuh)
′ − divAh and (νhvh)′ − divBh compact in Lp′
(
0, T ;L∞(Ω)).
Then (Ah −Bh,Duh −Dvh) → (M −N,Du−Dv) in D′(Ω × (0, T )).
Remark 5.16. Indeed it is sufficient to consider (ρhuh)′ − divAh and (νhvh)′ − divBh compact in
Lp
′
(0, T ;L(1+σ)′(Ω)) where σ is the number fixed at the beginning of Section 4 (the quantity uh − vh is compact in
Lp(0, T ;L1+σ (Ω)), see the proof of Theorem 5.2).
Proof. Up to a choice of a subsequence we can suppose that ρh → ρ, νh → ν in C0([0, T ];L1(Ω)-weak). Multiply
the quantity ((ρhuh)′ − divAh) − ((νhvh)′ − divBh) by (uh − vh)ϕ for a fixed ϕ ∈ C∞c (Ω × (0, T )), by which we
derive
T∫
0
∫
Ω
(Ah −Bh,Duh −Dvh)ϕ dx dt =
〈(
(ρhuh)
′ − divAh
)− ((νhvh)′ − divBh), (uh − vh)ϕ〉
− 〈(ρhuh)′ − (νhvh)′, (uh − vh)ϕ〉−
T∫
0
∫
Ω
(Ah −Bh,Dϕ)(uh − vh) dx dt.
(79)
Consider the right-hand side terms. Since (uh − vh)ϕ ∈ Lp(0, T ;L1+σ (Ω)) (see (16)), by assumption we have that
there are two functions f,g ∈ Lp′(0, T ;L∞(Ω)) such that〈(
(ρhuh)
′ − divAh
)− ((νhvh)′ − divBh), (uh − vh)ϕ〉→ 〈f − g, (u− v)ϕ〉.
As regards the second term: denoting by Rρh and Rνh the operators associated to ρh and νh as defined in (35), one
has that
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〈
(Rρhuh)′, uhϕ
〉= 〈R′ρhuh,uhϕ〉 − (Rρhuh,uhϕ)+
∫
Ω
ϕ(x,T )u2h(x,T )ρh(x,T ) dx
−
∫
Ω
ϕ(x,0)u2h(x,0)ρh(x,0) dx.
To prove that the left-hand side term converges we look at the right-hand side. The second term converges thanks
to Corollary 5.7. The third and fourth terms converge thanks to (76). As regards the first term, adapting Lemma 2.2
in [27] we can relate again to Corollary 5.7 and finally prove that the second term on the right-hand side of (79)
converges to 〈(ρu)′ − (νv)′, (u − v)ϕ〉. For the third term we consider the approximating functions uh,δ and vh,δ
defined in (29) which satisfy (68) and write,
T∫
0
∫
Ω
(Ah −Bh,Dϕ)(uh − vh) dx dt
=
T∫
0
∫
Ω
(Ah −Bh,Dϕ)(uh,δ − vh,δ) dx dt +
T∫
0
∫
Ω
(Ah −Bh,Dϕ)
[
(uh − uh,δ)− (vh − vh,δ)
]
dx dt.
Then by Proposition 2.8 and (68) if one lets h → ∞ and then δ → 0 obtain:
T∫
0
∫
Ω
(M −N,Dϕ)(u− v)dx dt.
Thus we get that
T∫
0
∫
Ω
(Ah −Bh,Duh −Dvh)ϕ dx dt
→ 〈(f − (ρu)′)− (g − (νv)′), (u− v)ϕ〉−
T∫
0
∫
Ω
(M −N,Dϕ)(u− v)dx dt.
Since
−divAh → f − (ρu)′ and −divBh → g − (νv)′ in D′
we conclude that −divAh → −divM and −divBh → −divN and then the thesis. 
Proposition 5.17. For every f ∈ Lp′((0, T );Ln(Ω)),
‖f ‖V ′λ  lim infh→∞ ‖f ‖V ′λh  lim suph→∞ ‖f ‖V
′
λh
 ‖f ‖V ′
λ˜
K1/p1 ‖f ‖V ′λ .
Proof. The proof follows by arguing as in Lemma 1.4(ii) in [11]. 
6. The PG-compactness result
In this section we will give two definition of convergence (Definitions 6.1 and 6.12) for sequences of operators
Phu = (μhu)t − div(ah(Du)) and some results of compactness with respect to these. First (see Theorem 6.8) we give
a result under the assumptions A) made at the beginning of the Section 5,
μ = 0 a.e. in Ω × (0, T ),
so that we can use all the results of the previous section. Later we give the result for a generic sequence (μh)h dropping
assumption A) (see Theorem 6.9). Finally we give a result which shows that the convergence we are going to define
below is independent of the coefficients μh (Theorem 6.13).
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a sequence (μh)h with, for λh ∈ Λ(ah), μh ∈ F(λh,K2, r, α, δ1, δ2, C2, C3,F ) and a function μ. We say that the
sequence (μh, ah)h G-converges to (μ,a) in Ω × (0, T ), and we write,
G- lim
h→+∞(μh, ah) = (μ,a) or (μh, ah)
G−→ (μ,a) in Ω × (0, T ),
if for every f ∈ Lp′(0, T ;Ln(Ω)) and ϕ,ψ ∈ L∞(Ω) what follows holds:
uh → u, in Lp
(
0, T ;L1(Ω)),
ah(·,·,Duh) → a(·,·,Du), in Lp′
(
0, T ; (L1(Ω))n)-weak,
where uh and u denote respectively the solutions:
(Ph)f,ϕ,ψ
⎧⎪⎪⎨
⎪⎪⎩
∂
∂t
(μh(x, t)v)− div(ah(x, t,Dv)) = f, in Ω × (0, T ),
v = 0, in ∂Ω × (0, T ),
v(x,0) = ϕ(x), in ω+h (0),
v(x,T ) = ψ(x), in ω−h (T ),
(P )f,ϕ,ψ
⎧⎪⎪⎨
⎪⎪⎩
∂
∂t
(μ(x, t)v)− div(a(x, t,Dv)) = f, in Ω × (0, T ),
v = 0, in ∂Ω × (0, T ),
v(x,0) = ϕ(x), in ω+(0),
v(x,T ) = ψ(x), in ω−(T ),
(80)
where ω+(0) := {x ∈ Ω | μ(x,0) > 0} and ω−(T ) := {x ∈ Ω | μ(x,T ) < 0}.
Lemma 6.2. Given a sequence (μh, ah)h as in Definition 6.1, if (μh, ah)h G-converges to (μ,a) in Ω × (0, T ) then
μh → μ in L1(Ω × (0, T ))-weak.
Proof. Consider the operator Q :Lp′(0, T ;Ln(Ω)) × L∞(Ω) → Vλ where λ ∈ Λ(a) defined as Q(f,ϕ) is the solu-
tion of (P )f,ϕ in (80). Denote by uh the solution of (Ph)f,ϕ in (80). We get:
T∫
0
∫
Ω
uh
∂φ
∂t
μh dx dt →
T∫
0
∫
Ω
u
∂φ
∂t
μdx dt,
for every φ ∈ C1c (Ω × (0, T )). On the other hand for every subsequence (μhj )j , by (T.2), there is a subsequence
(μhjk
)k and a weight ν such that (μhjk )k → ν in L1(Ω × (0, T ))-weak and, by Corollary 5.7,
T∫
0
∫
Ω
uhjk
∂φ
∂t
μhjk
dx dt →
T∫
0
∫
Ω
u
∂φ
∂t
ν dx dt.
Since Q(Lp′(0, T ;Ln(Ω))×L∞(Ω)) is dense in Vλ in particular one concludes that
T∫
0
∫
Ω
u
∂φ
∂t
(ν −μ)dx dt = 0 for every u ∈ C1c
(
Ω × (0, T )).
Then ν = μ and since this holds for every subsequence (μhj )j of (μh)h we conclude that μh → μ. 
Lemma 6.3. Suppose to have a sequence (ah)h ⊂ NΩ×(0,T ) and, for λh ∈ Λ(ah), two sequences ρh, νh ∈ F(λh),
h ∈ N, satisfying A). Suppose (ρh, ah)h G-converges to (ρ, aμ) and (νh, ah)h G-converges to (ν, aν) in Ω × (0, T ).
Then aρ(x, t, ξ) = aν(x, t, ξ) for a.e. (x, t) ∈ Ω × (0, T ) and for every ξ ∈ Rn.
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the solutions of problems (Ph)f,ϕ,ψ and (Ph)g,η,ϑ in (80) respectively with coefficients ρh and νh in the place of μh.
Denote by u and v the limits, respectively, of uh and vh. Now consider a φ ∈ C∞c (Ω × (0, T )), φ  0: then(
ah(x, t,Duh)− ah(x, t,Dvh),Duh −Dvh
)
φ  0 a.e. in Ω × (0, T ).
Integrating this quantity and taking the limit, by Theorems 5.6 and 5.15 we deduce that
T∫
0
∫
Ω
(
aρ(x, t,Du)− aν(x, t,Dv),Du−Dv
)
φ dx dt  0, for every φ  0,
and then (
aρ(x, t,Du)− aν(x, t,Dv),Du−Dv
)
 0, a.e. in Ω × (0, T ).
Since Qρ,aρ (Lp
′
(0, T ;Ln(Ω))×L∞(Ω)) and Qν,aν (Lp′(0, T ;Ln(Ω))×L∞(Ω)) are dense in Vλ (Qρ,aρ and Qν,aν
defined analogously to the Q of the proof of Lemma 6.2) the inequality above holds for every u,v ∈ Vλ.
Consider then v,w ∈ Vλ and define u := v+ τw with τ > 0: we get (aρ(x, t,Dv+ τDw)−aν(x, t,Dv),Dw) 0
a.e. in Ω × (0, T ).
If we let τ → 0 we obtain:(
aρ(x, t,Dv)− aν(x, t,Dv),Dw
)
 0 for every v,w ∈ Vλ
and for a.e. (x, t) ∈ Ω × (0, T ). Then taking φ ∈ C1c (Ω × (0, T )) with φ ≡ 1 in Ω ′ × I Ω × (0, T ), ξ, η ∈ Rn and
inserting v(x) = (ξ, x)φ(x), w(x) = (η, x)φ(x) in the above inequality we get:(
aρ(x, t, ξ)− aν(x, t, ξ), η
)
 0 a.e. in Ω ′ × I,
and for every ξ, η ∈ Rn. Since Ω ′, I , ξ , η are arbitrary we derive that
aρ(x, t, ξ) = aν(x, t, ξ), for every ξ ∈ Rn and a.e. in Ω × (0, T ). 
From the following proposition the uniqueness of the G-limit follows immediately.
Proposition 6.4. Consider two sequences (ah)h∈N ⊂NΩ×(0,T ), μh ∈ F(λh) for λh ∈ Λ(ah). Consider Ω1,Ω2 ⊂ Ω
open sets with Lipschitz boundary and I1, I2 ⊂ [0, T ] intervals. Suppose
(μh, ah)
G−→ (νi, bi), on Ωi × Ii (i = 1,2),
for suitable bi ∈NΩ×(0,T ) and νi weights (i = 1,2). Then ν1 = ν2 and b1 = b2 a.e. in Ω1 × I1 ∩Ω2 × I2.
Proof. The proof that b1 = b2 in Ω1 × I1 ∩ Ω2 × I2 can be easily obtained following the proof of Proposition 2.9
in [11]. By Lemma 6.2 we also conclude that ν1 = ν2 in Ω1 × I1 ∩Ω2 × I2. 
Before proving the compactness result we need several preliminary steps. In all these steps we will consider
ah,λh,μh,λ, λ˜,μ and all the constants considered in Definition 6.1 fixed as done at the beginning of Section 5.
For simplicity we define the following operators:
Ph :Wϕ,ψh → V ′h, Phv :=
∂
∂t
(
μh(x, t)v
)− div(ah(x, t,Dv)),
Ah :Vh → V ′h, Ahv := −div
(
ah(x, t,Dv)
)
. (81)
Lemma 6.5. Denote by uh(f,ϕ,ψ) the solution belonging to Wϕ,ψh of (61). There exist three continuous oper-
ators B :V ′λ × L2(ω+(0),μ+(·,0)) × L2(ω−(T ),μ−(·, T )) → Wμ,λ, K :V ′λ × L2(ω+(0),μ+(·,0)) × L2(ω−(T ),
μ−(·, T )) → V ′λ and M :V ′λ×L2(ω+(0),μ+(·,0))×L2(ω−(T ),μ−(·, T )) → Lp
′
(Ω× (0, T ), λ−1/(p−1)), such that,
up to subsequence, for every f ∈ Lp′(0, T ;Ln(Ω)), ϕ,ψ ∈ L(1+σ)′(Ω),
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(
0, T ;L1(Ω)),
ah
(·,·,Duh(f,ϕ,ψ))→ M(f,ϕ,ψ), in L2(0, T ; (L1(Ω))n)-weak.
Moreover B satisfies B(f,ϕ,ψ)(0) = ϕ, in L2(ω+(0),μ+(0)), B(f,ϕ,ψ)(T ) = ψ , in L2(ω−(T ),μ−(T )) and K
satisfies:
d
dt
(B(f,ϕ,ψ))+K(f,ϕ,ψ) = f, in V ′λ,
K(f,ϕ,ψ) = −divM(f,ϕ,ψ), in V ′λ,
for every f ∈ V ′λ, ϕ ∈ L2(ω+(0),μ+(0)), ψ ∈ L2(ω−(T ),μ−(T )).
Proof. Fix X countable and dense in Lp′(0, T ;Ln(Ω)) × L(1+σ)′(Ω) × L(1+σ)′(Ω). We can consider L(1+σ)′(Ω)
instead of L∞(Ω) (see Remark 4.8). First we define B. By Theorem 4.10 we derive, for (f,ϕ,ψ) ∈ X, that
‖uh(f,ϕ,ψ)‖Wh  c. By Theorem 5.2 we get that a subsequence, still denoted by uh, and
B(f,ϕ,ψ) ∈ Lp(0, T ;L1(Ω)) such that uh(f,ϕ,ψ) →h B(f,ϕ,ψ) in Lp(0, T ;L1(Ω)) and by Theorem 5.6
u′h(f,ϕ,ψ) →h B′(f,ϕ,ψ) in Lp
′
(0, T ;U2)-weak. By Corollary 5.14 we get that B(f,ϕ,ψ)(0) = ϕ in
L2(ω+(0),μ+(0)), B(f,ϕ,ψ)(T ) = ψ in L2(ω−(T ),μ−(T )). By Theorem 5.6 we get B(f,ϕ,ψ) ∈ Vλ˜ and
B(f,ϕ,ψ)′ ∈ V ′λ. Since λ˜ is comparable to λ (see assumptions at the beginning of Section 5 and Remark 2.12)
we have that Vλ˜ = Vλ and then B(f,ϕ,ψ) ∈Wμ,λ. In fact,
〈
(Rhuh)′, φ
〉
U ′2×U1 =
〈
(Rhuh)′, φ
〉
V ′h×Vh = −
T∫
0
∫
Ω
uh
∂φ
∂t
μh dx dt,
and by Corollary 5.7〈
(Rhuh)′, φ
〉
U ′2×U1 →h
〈(RB(f,ϕ,ψ))′, φ〉U ′2×U1 = 〈(RB(f,ϕ,ψ))′, φ〉V ′λ×Vλ,
for every φ ∈ C1c (Ω × (0, T )). Using a diagonal process, we can extract a subsequence which converges for every tern
(f,ϕ,ψ) ∈ X. By (50),
α
∥∥uh(f,ϕ,ψ)− uh(g, η,ϑ)∥∥pVh

〈
f − g,uh(f,ϕ,ψ)− uh(g, η,ϑ)
〉+ 1
2
∫
Ω
(
ϕ(x)− η(x))2μh(x,0) dx − 12
∫
Ω
(
η(x)− ϑ(x))2μh(x,T )dx.
Taking the lim inf, using Theorem 5.6, (32) and Theorem 5.10, we get:
αK−11
∥∥B(f,ϕ,ψ)−B(g, η,ϑ)∥∥pVλ

〈
f − g,B(f,ϕ,ψ)−B(g, η,ϑ)〉+ 1
2
∫
Ω
(
ϕ(x)− η(x))2μ(x,0) dx − 1
2
∫
Ω
(
η(x)− ϑ(x))2μ(x,T )dx.
Then, arguing as in the proof of Theorem 3.5 and using Proposition 5.17, there is a constant c depending only on
α,p,K1, such that∥∥B(f,ϕ,ψ)−B(g, η,ϑ)∥∥Vλ
 c‖f − g‖1/pV ′λ + c
( ∫
Ω
(
ϕ(x)−ψ(x))2μ+(x,0) dx
)1/p
+ c
( ∫
Ω
(
η(x)− ϑ(x))2μ−(x, T ) dx
)1/p
. (82)
Similarly we get that there is c′, independent of h and depending on ‖f ‖V ′λ,‖g‖V ′λ , ‖ϕ‖L2(ω+(0),μ+(·,0)),‖ψ‖L2(ω+(T ),μ (·,T )), ‖η‖L2(ω+(0),μ (·,0)), ‖ϑ‖L2(ω+(T ),μ (·,T )), L,p,K1,C3, such that+ + +
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 c′
[‖f − g‖V ′λ + ‖f − g‖1/pV ′λ + ‖ϕ − η‖2/pL2(ω+(0),μ+(·,0)) + ‖ψ − ϑ‖2/pL2(ω−(T ),μ−(·,T ))]
+ c′[‖f − g‖1/pV ′λ + ‖ϕ − η‖2/pL2(ω+(0),μ+(·,0)) + ‖ψ − ϑ‖2/pL2(ω−(T ),μ−(·,T ))]1/(p−1). (83)
Then we conclude by density of X in V ′λ × L2(ω+(0),μ+(·,0)) × L2(ω−(T ),μ−(·, T )) that B can be extended to
V ′λ ×L2(ω+(0),μ+(·,0))×L2(ω−(T ),μ−(·, T )) to a (locally Hölder) continuous operator.
Now we define M . We estimate, with (f,ϕ,ψ) ∈ X, the quantity ah(x, t,Duh(f,ϕ,ψ)): by (S.2) we derive:∣∣ah(x, t,Duh)∣∣ Lλh(1 + |Duh|p) p−2p |Duh| Lλh(1 + |Duh|p) p−1p ,
by which
T∫
0
∫
Ω
∣∣ah(x, t,Duh)∣∣ pp−1 λ− 1p−1h dx dt  L
T∫
0
∫
Ω
(
1 + |Duh|p
)
λh dx dt  LTC1 +L‖uh‖pVh  c,
where c is a constant depending (only) on f,ϕ,ψ,p,L,C1, T .
Then ‖ah(x, t,Duh(f,ϕ,ψ))‖Lp′ (Ω×(0,T ),λ−1/(p−1)h ) is bounded (for every (f,ϕ,ψ) ∈ X fixed). By (15) we
also deduce that ah(x, t,Duh(f,ϕ,ψ)) is bounded in Lp
′
(0, T ; (L1+σ (Ω))n) and then there exists
M(f,ϕ,ψ) ∈ Lp′(0, T ; (L1+σ (Ω))n) such that
ah
(
x, t,Duh(f,ϕ,ψ)
)→ M(f,ϕ,ψ) in Lp′(0, T ; (L1+σ (Ω))n)-weak.
Moreover by Lemma 5.5 we have that∥∥∣∣M(f,ϕ,ψ)∣∣∥∥
Lp
′
(Ω×(0,T ),λ−1/(p−1))  lim infh
∥∥∣∣ah(x, t,Duh(f,ϕ,ψ))∣∣∥∥Lp′ (Ω×(0,T ),λ−1/(p−1)h ),
and then M(f,ϕ,ψ) ∈ (Lp′(Ω × (0, T ), λ−1/(p−1)))n. Now, for (f,ϕ,ψ), (g, η,ϑ) ∈ X, again by Lemma 5.5 and by
Lemma 4.9 we have:∥∥∣∣M(f,ϕ,ψ)−M(g,η,ϑ)∣∣∥∥
Lp
′
(Ω×(0,T ),λ−1/(p−1))
 lim inf
h
∥∥∣∣ah(x, t,Duh(f,ϕ,ψ))− ah(x, t,Duh(g, η,ϑ))∣∣∥∥Lp′ (Ω×(0,T ),λ−1/(p−1)h )

( T∫
0
∫
Ω
λh dx +
T∫
0
∫
Ω
∣∣Duh(f,ϕ,ψ)∣∣pλh dx +
T∫
0
∫
Ω
∣∣Duh(g,η,ϑ)∣∣pλh dx
) p−2
p−1
× ∥∥uh(f,ϕ,ψ)− uh(g, η,ϑ)∥∥ 1p−1Vλh .
Using (82) and (S.5) we finally obtain:∥∥∣∣M(f,ϕ,ψ)−M(g,η,ϑ)∣∣∥∥
Lp
′
(Ω×(0,T ),λ−1/(p−1))
 c′
[‖f − g‖1/pV ′λ + ‖ϕ − η‖2/pL2(ω+(0),μ+(0)) + ‖ψ − ϑ‖2/pL2(ω−(T ),μ−(T ))]
1
p−1 , (84)
with c′ = c′(L,p,K1,C1, T ,‖f ‖Vλ,‖g‖Vλ , ‖ϕ‖L2(ω+(0),μ+(0)), ‖η‖L2(ω+(0),μ+(0)), ‖ψ‖L2(ω−(T ),μ−(T )),
‖ϑ‖L2(ω−(T ),μ−(T ))). Then we can extend M to V ′λ ×L2(Ω,μ(·,0)) to a continuous operator.
Finally we define K on V ′λ ×L2(ω+(0),μ+(0))×L2(ω−(T ),μ−(T )) simply as follows:
K(f,ϕ,ψ) := f − d
dt
B(f,ϕ,ψ).
By Theorem 5.6 we have that
Ah
(
uh(f,ϕ,ψ)
)→K(f,ϕ,ψ) in Lp′(0, T ;U2)-weak.
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obtain:
1
2
[ ∫
Ω
u2h(x,T )μh(x,T ) dx −
∫
Ω
u2h(x,0)μh(x,0) dx
]
+ 〈Ahuh,uh〉V ′h×Vh = 〈f,uh〉V ′h×Vh,
1
2
[ ∫
Ω
(B(f,ϕ,ψ))2(x, T )μ(x,T )dx − ∫
Ω
(B(f,ϕ,ψ))2(x)μ(x,0) dx]+ 〈K(f,ϕ,ψ),B(f,ϕ,ψ)〉V ′λ×Vλ
= 〈f,B(f,ϕ,ψ)〉V ′λ×Vλ . (85)
Using Theorem 5.10 we obtain that〈Ah(uh(f,ϕ,ψ)), uh(f,ϕ,ψ)〉V ′h×Vh → 〈K(f,ϕ,ψ),B(f,ϕ,ψ)〉V ′λ×Vλ . (86)
Moreover since by Theorem 5.6(ii) (Rhuh(f,ϕ,ψ))′ → (RB(f,ϕ,ψ))′ in Lp′(0, T ;U ′2)-weak, for every
φ ∈ C1c (Ω × (0, T )),
〈Ahuh(f,ϕ,ψ),φ〉V ′h×Vh =
T∫
0
∫
Ω
(
ah
(
x, t,Duh(f,ϕ,ψ)
)
,Dφ
)
dx dt,
and taking the limit
〈K(f,ϕ,ψ),φ〉V ′λ×Vλ =
T∫
0
∫
Ω
(
M(f,ϕ,ψ),Dφ
)
dx dt.
By density we conclude that
K(f,ϕ,ψ) = −divM(f,ϕ,ψ) on V ′λ for every (f,ϕ,ψ) ∈ X. (87)
Now we estimate ‖K(f,ϕ,ψ)−K(g, η,ϑ)‖V ′λ . By the last equality we have that∥∥K(f,ϕ,ψ)−K(g, η,ϑ)∥∥V ′λ
= sup
‖v‖Vλ1
T∫
0
∫
Ω
(
M(f,ϕ,ψ)−M(g,η,ϑ),Dv)dx dt

[ T∫
0
∫
Ω
∣∣M(f,ϕ,ψ)−M(g,η,ϑ)∣∣p′λ−1/(p−1) dx dt
]1/p′[ T∫
0
∫
Ω
|Dv|pλdx dt
]1/p
and by (84) we derive that, for every (f,ϕ,ψ), (g, η,ϑ) ∈ X,∥∥K(f,ϕ,ψ)−K(g, η,ϑ)∥∥V ′λ  c[‖f − g‖1/pV ′λ + ‖ϕ − η‖2/pL2(ω+(0),μ+(0)) + ‖ψ − ϑ‖2/pL2(ω−(T ),μ−(T ))]
1
p−1 .
Then K can be extended to a continuous operator defined in V ′λ × L2(ω+(0),μ+(·,0)) × L2(ω−(T ),μ−(·, T )),
and (87) turns out to hold for every (f,ϕ,ψ) ∈ V ′λ ×L2(ω+(0),μ+(·,0))×L2(ω−(T ),μ−(·, T )). 
We recall the following result (see [5], Lemma 7.8).
Lemma 6.6. Let D be a bounded open set in Rk . Let ϑ1, . . . , ϑm be non-negative numbers such that ϑ1 +· · ·+ϑm  1.
Let us assume that (r1,h)h, . . . , (rm,h)h and (sh)h are sequences in L1(D) such that
ri,h  0 for i = 1, . . . ,m, |sh| rϑ1 · · · · · rϑm a.e. in D, for every h,1,h m,h
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ri,h →h ri for i = 1, . . . ,m, sh → s in D′(D).
Then
|s| rϑ11 · · · · · rϑmm a.e. in D.
Lemma 6.7. The operator B :V ′λ × L2(ω+(0),μ+(·,0)) × L2(ω−(T ),μ−(·, T )) →Wμ,λ introduced in Lemma 6.5
is invertible.
Proof. First of all we prove that B is injective. Consider (f,ϕ,ψ), (g, η,ϑ) ∈ Lp′(0, T ;Ln(Ω)) × L(1+σ)′(Ω) ×
L(1+σ)′(Ω). We have that, by (S.2) and (S.3),∣∣ah(x, t,Duh(f,ϕ,ψ))− ah(x, t,Duh(g, η,ϑ))∣∣
 Lλh
(
1 + ∣∣Duh(f,ϕ,ψ)∣∣p + ∣∣Duh(g,η,ϑ)∣∣p) p−2p ∣∣Duh(f,ϕ,ψ)−Duh(g,η,ϑ)∣∣
 Lλ1/ph
(
λh +
(
ah
(
x, t,Duh(f,ϕ,ψ)
)
,Duh(f,ϕ,ψ)
)+ (ah(x, t,Duh(g, η,ϑ)),Duh(g, η,ϑ))) p−2p
× (ah(x, t,Duh(f,ϕ,ψ))− ah(x, t,Duh(g, η,ϑ)),Duh(f,ϕ,ψ)−Duh(g,η,ϑ))1/p.
By Lemma 6.5, Theorem 5.15 and Lemma 6.6 we derive,∣∣M(f,ϕ,ψ)−M(g,η,ϑ)∣∣ Lλ1/p(λ+ (M(f,ϕ,ψ),DB(f,ϕ,ψ))+ (M(g,η,ϑ),DB(g, η,ϑ))) p−2p
× (M(f,ϕ,ψ)−M(g,η,ϑ),DB(f,ϕ,ψ)−DB(g, η,ϑ))1/p,
by which (as done in the proof of Lemma 4.9) there is L′ depending (only) on p,L such that∣∣M(f,ϕ,ψ)−M(g,η,ϑ)∣∣
 L′λ1/(p−1)
(
λ+ (M(f,ϕ,ψ),DB(f,ϕ,ψ))+ (M(g,η,ϑ),DB(g, η,ϑ))) p−2p−1
× ∣∣DB(f,ϕ,ψ)−DB(g, η,ϑ)∣∣1/(p−1). (88)
Then, if we suppose B(f,ϕ,ψ) = B(g, η,ϑ), we deduce that M(f,ϕ,ψ) = M(g,η,ϑ). By (87) we deduce that
K(f,ϕ,ψ) = K(g, η,ϑ) and finally, since by definition of K we have K(f,ϕ,ψ) = f − d
dt
(B(f,ϕ,ψ)) and
K(g, η,ϑ) = g − d
dt
(B(g, η,ϑ)), we conclude that f = g. Since, by Lemma 6.5, ϕ = η in L2(ω+(0),μ+(·,0)) and
ψ = ϑ in L2(ω−(T ),μ−(·, T )) and B is injective.
We denote by D the set of possible data V ′λ × L2(ω+(0),μ+(·,0)) × L2(ω−(T ),μ−(·, T )). Now we show
that B(D) is dense in Vλ. Consider f0 ∈ V ′λ such that 〈f0,B(f,ϕ,ψ)〉V ′λ×Vλ = 0 for every (f,ϕ,ψ) ∈ D.
In particular 〈f0,B(f0, ϕ,ψ)〉V ′λ×Vλ = 0 for every ϕ ∈ L2(ω+(0),μ+(·,0)), ψ ∈ L2(ω−(T ),μ−(·, T )). From (85)
and Lemma 6.5, taking ϕ ≡ 0 and ψ ≡ 0, we derive that 〈K(f0,0,0),B(f0,0,0)〉V ′λ×Vλ  0. On the other side,
by (S.3) and (86), we get that 〈K(f0,0,0),B(f0,0,0)〉V ′λ×Vλ  0 and than 〈K(f0,0,0),B(f0,0,0)〉V ′λ×Vλ = 0. Again
by (S.3) and (86), using Theorem 5.6(i) and the fact that λK1λ˜ (see Remark 2.12) we have that∥∥B(f0,0,0)∥∥pVλ K1〈K(f0,0,0),B(f0,0,0)〉V ′λ×Vλ ,
and then B(f0,0,0) = 0. Since B(0,0,0) = 0 and B is injective we get f0 = 0 and then the density of B(D) in Vλ.
Then B is invertible and the inverse is defined on a dense subset of Vλ.
Now we construct the inverse. First we define A :B(D) → V ′λ as
A(B(f,ϕ,ψ)) :=K(f,ϕ,ψ).
Take (f,ϕ,ψ), (g, η,ϑ) ∈D and consider the equations (in the corresponding spaces):(RB(f,ϕ,ψ))′ +A(B(f,ϕ,ψ))= f, B(f,ϕ,ψ)(0) = ϕ, B(f,ϕ,ψ)(T ) = ψ,(RB(g, η,ϑ))′ +A(B(g, η,ϑ))= g, B(g, η,ϑ)(0) = η, B(g, η,ϑ)(T ) = ϑ. (89)
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1
2
[ ∫
Ω
(B(f,ϕ,ψ)(x,T )−B(g, η,ϑ)(x,T ))2μ(x,T )dx − ∫
Ω
(B(f,ϕ,ψ)(x,0)−B(g, η,ϑ)(x,0))2μ(x,0) dx]
+ 〈A(B(f,ϕ,ψ))−A(g, η,ϑ),B(f,ϕ,ψ)−B(g, η,ϑ)〉V ′λ×Vλ
= 〈f − g,B(f,ϕ,ψ)−B(g, η,ϑ)〉V ′λ×Vλ . (90)
Now consider the equations (in the corresponding spaces):(Rh(uh(f,ϕ,ψ)))′ +Ahuh(f,ϕ,ψ) = f, uh(f,ϕ,ψ)(0) = ϕ, uh(f,ϕ,ψ)(T ) = ψ,(Rhuh(g, η,ϑ))′ +Ahuh(g, η,ϑ) = g, uh(g, η,ϑ)(0) = η, uh(g, η,ϑ)(T ) = ϑ,
subtract one to the other and multiply by uh(f,ϕ,ψ)− uh(g, η,ϑ). One obtains:
1
2
[ ∫
Ω
(
uh(f,ϕ,ψ)(x,T )− uh(g, η,ϑ)(x,T )
)2
μh(x,T )dx
−
∫
Ω
(
uh(f,ϕ,ψ)(x,0)− uh(g, η,ϑ)(x,0)
)2
μh(x,0) dx
]
+ 〈Ah(uh(f,ϕ,ψ))−Ah(uh(g, η,ϑ)), uh(f,ϕ,ψ)− uh(g, η,ϑ)〉V ′h×Vh
= 〈f − g,uh(f,ϕ,ψ)− uh(g, η,ϑ)〉V ′h×Vh .
Since the right-hand side converge to the right-hand side of (90) and, by Theorem 5.10, also the first term of the
left-hand side converge to the first term of the left-hand side of (90), we deduce that〈Ah(uh(f,ϕ,ψ))−Ah(uh(g, η,ϑ)), uh(f,ϕ,ψ)− uh(g, η,ϑ)〉V ′h×Vh
→h
〈A(B(f,ϕ,ψ))−A(B(g, η,ϑ)),B(f,ϕ,ψ)−B(g, η,ϑ)〉V ′λ×Vλ .
By this convergence, (S.3), Theorem 5.6(i) and (32) we have that∥∥B(f,ϕ,ψ)−B(g, η,ϑ)∥∥pVλ K1〈A(B(f,ϕ,ψ))−A(B(g, η,ϑ)),B(f,ϕ,ψ)−B(g, η,ϑ)〉V ′λ×Vλ .
Moreover, by Lemma 6.5, we have that for every φ ∈ C1c (Ω × (0, T )),〈A(B(f,ϕ,ψ))−A(B(g, η,ϑ)), φ〉V ′λ×Vλ = limh 〈Ah(uh(f,ϕ,ψ))−Ah(uh(g, η,ϑ)), φ〉V ′h×Vh
=
T∫
0
∫
Ω
(
M(f,ϕ,ψ)−M(g,η,ϑ),Dφ)dx dt.
Since |(M(f,ϕ,ψ),DB(f,ϕ,ψ))|  (ah(x, t,Duh(f,ϕ,ψ)),Duh(f,ϕ,ψ))  λh|Duh(f,ϕ,ψ)|p (idem for
uh(g, η,ϑ)), using (88), estimating
∫ T
0
∫
Ω
λdx dt by C1T , taking the supremum over all φ with ‖φ‖Vλ = 1 and
arguing as in the proof of Lemma 4.9 we obtain there exists L′′ = L′′(p,L,C1, T ) (depending only on p,L,C1, T )
such that ∥∥A(B(f,ϕ,ψ))−A(B(g, η,ϑ))∥∥V ′λ
 L′′
(
1 + ∥∥B(f,ϕ,ψ)∥∥pVλ + ∥∥B(g, η,ϑ)∥∥pVλ) p−2p−1 ∥∥B(f,ϕ,ψ)−B(g, η,ϑ)∥∥
1
p−1
Vλ .
By the density of B(D) in Vλ we can extend the operator A to another operator, still denoted by A, A :Vλ → V ′λ such
that
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‖Au−Av‖V ′λ  L′′
(
1 + ‖u‖pVλ + ‖v‖
p
Vλ
) p−2
p−1 ‖u− v‖
1
p−1
Vλ . (91)
Finally, by definition, we have that
d
dt
(RB(f,ϕ,ψ))+A(B(f,ϕ,ψ))= f, in V ′λ,
B(f,ϕ,ψ)(0) = ϕ, in L2(ω+(0),μ+(·,0)),
B(f,ϕ,ψ)(T ) = ψ, in L2(ω−(T ),μ−(·, T )),
for every f ∈ V ′λ and ϕ ∈ L2(ω+(0),μ+(·,0)), ψ ∈ L2(ω−(T ),μ−(·, T )). 
Theorem 6.8. Consider (ah)h ⊂MΩ×(0,T )(p,L,K1,C1,F ), (λh)h, (μh)h with λh ∈ Λ(ah) μh ∈F(λh,K2, r, α, δ1,
δ2,C2,C3,F ) satisfying A). There is a subsequence (ahj )j , a ∈NΩ×(0,T )(p,L∗, K1,C1,K−11 F), L∗ = L′K1 with
L′ = L′(L,p), such that
(μhj , ahj )
G−→ (μ,a) in Ω × (0, T ).
Proof. As done in the proof of the previous lemma, denote by D the set of possible data V ′λ × L2(ω+(0),
μ+(·,0)) × L2(ω−(T ),μ−(·, T )). Consider the space Y = B(D) and call P :Wμ,λ → D the inverse of B (B is the
operator of Lemma 6.7). Define an operator M :Y → (Lp′(Ω × (0, T );λ−1/(p−1)))n as Mu := M ◦B−1u = M ◦Pu
(M defined in Lemma 6.5) which can be extended to Vλ (by the proof of Lemma 6.7 the space Y is dense in Vλ). Since
Duhj := D(P−1hj Pu) →j Du and Dvhj := D(P−1hj Pv) →j Dv in Lp(0, T ; (L1(Ω))n)-weak (see Theorem 5.6(i))
and∣∣D(P−1hj Pu)−D(P−1hj Pv)∣∣p  λ−1hj (ahj (x, t,D(P−1hj Pu))− ahj (x, t,D(P−1hj Pv)),D(P−1hj Pu)−D(P−1hj Pv)),
by Lemma 6.6 (and also (32) and Theorem 5.15) we get:
1
K1
|Du−Dv|pλ (Mu−Mv,Du−Dv) a.e. in Ω × (0, T ). (92)
By (88) we also get, for u,v ∈ Vλ,
|Mu−Mv| L′λ1/(p−1)(λ+ (Mu,Du)+ (Mv,Dv)) p−2p−1 · |Du−Dv|1/(p−1). (93)
Now we consider a sequence ωk × Ik , k ∈ N, ωk open sets such that ωk ⊂ Ω , Ik open intervals such that I k ⊂ (0, T )
in such a way
⋃∞
k=1 ωk × Ik = Ω × (0, T ). Now choose φk ∈ C10(Ω × (0, T )) such that φk ≡ 1 on ωk × Ik and define,
for a fixed ξ ∈ Rn, φ(ξ)k (x, t) = (ξ, x)φk(x, t). Finally define:
a(x, t, ξ) =M(φ(ξ)k )(x, t), (x, t) ∈ Ω × (0, T ).
Taking v = 0 in (93) and then u = φ(ξ)k (x, t) with ξ = 0 we deduce that a(x, t,0) = 0 almost everywhere. More-
over for ξ, η ∈ Rn consider u = φ(ξ)k (x, t) and v = φ(η)k (x, t). Now for almost every (x, t) ∈ ωk × (0, T ) we derive
from (92) and (93):
(S.1) a(x, t,0) = 0,
(S.2)′ ∣∣a(x, t, ξ)− a(x, t, η)∣∣ L′λ(x, t)(1 + |ξ |p + |η|p) p−2p−1 |ξ − η| 1p−1 ,
(S.3) (a(x, t, ξ)− a(x, t, η), ξ − η) 1
K1
λ(x, t)|ξ − η|p,
with λ satisfying (S.4), (S.5) in Definition 4.1. Defining λa := 1K1 λ we get that∥∥λa(t)− λa(s)∥∥L1(Ω) K−11 F (|t − s|),∥∥λ˜−1/(p−1)(t)− λ˜−1/(p−1)(s)∥∥ 1  F (|t − s|),L (Ω)
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only on p,L.
The proof is complete observing that since μh → μ we also have μhj → μ, taking the solutions of the problems
(Phj ) in (61) and applying the preceding lemmas. 
Now, in the following theorem, we drop assumption A) required at the beginning of the section and in the previous
theorem.
Theorem 6.9. Consider three sequences (ah)h ⊂MΩ×(0,T )(p,L,K1,C1,F ), (λh)h, (μh)h with λh ∈ Λ(ah), μh ∈
F(λh, K2, r, α, δ1, δ2,C2,C3,F ). There are two subsequences (ahj )j , (μhj )j , a ∈NΩ×(0,T )(p,L∗, K1,C1,K−11 F),
L∗ = L′K1 with L′ depending only on p and L, λ ∈ Λ(a) and μ ∈F(λ,K2, r, α, δ1, δ2,C2, C3,F ) such that
(μhj , ahj )
G−→ (μ,a) in Ω × (0, T ).
Proof. Consider  > 0 and the problems (P h ) defined in (65) and call, for simplicity,
μh := μh + λh.
Consider μ, λ the weights defined in (66). We have (up to subsequences)
μh → μ := μ+ λ.
Thanks to Lemma 3.13 we can find E ⊂ (0,1], E countable and dense in (0,1], in such a way that for every  ∈ E ,
μ+ λ = 0 a.e. in Ω × (0, T ).
By Theorem 6.8 we have that (μh, ah)h is relatively compact with respect to G-convergence. Thus one can find a
subsequence (μhj , ahj )j and a Carathéodory function a
 ∈NΩ×(0,T )(p, L′K1, K1,C1,K−11 F) (L′ = L′(p,L)) such
that (μhj , ahj )j G-converges to (μ+ λ, a). By a diagonal process one can find a further subsequence, still denoted
by hj , such that (μhj , ahj )
G−→ (μ + λ, a) for every  ∈ E . By Lemma 6.3 a is in fact independent of  so we
denote it by a, and (
μhj , ahj
) G−→ (μ+ λ, a), in Ω × (0, T ), for every  ∈ E . (94)
In particular for every  ∈ E :
uhj →j u, in Lp
(
0, T ;L1(Ω)),
ahj
(·,·,Duhj )→j a(·,·,Du), in Lp′(0, T ; (L1(Ω))n)-weak,
where uhj and u
 solve respectively the following problems:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂
∂t
((μhj + λhj )v)− div(ahj (x, t,Dv)) = f, in Ω × (0, T ),
v = 0, in ∂Ω × (0, T ),
v(x,0) = ϕ(x), in ω+h,(0),
v(x,T ) = ψ(x), in ω−h,(T ),⎧⎪⎪⎨
⎪⎪⎩
∂
∂t
((μ+ λ)v)− div(a(x, t,Dv)) = f, in Ω × (0, T ),
v = 0, in ∂Ω × (0, T ),
v(x,0) = ϕ(x), in ω+ (0),
v(x,T ) = ψ(x), in ω− (T ),
where ωh, and ω are the subset analogous to those defined in (57) and corresponding to μh and μ . By Theorem 3.8
we get that
lim
→0+
u = u in Vλ,
∈E
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where uhj and u are respectively the solutions of the problems (Phj )f,ϕ,ψ and (P )f,ϕ,ψ in (80). Moreover, since ahj
and a are Carathéodory functions, by the convergence above we also get that, for every τ > 0 there is σ > 0 such that∥∥ahj (·, ·,Duhj )− ahj (·, ·,Duhj )∥∥Lp′ (0,T ;(L1(Ω))n) < τ, for every  ∈ E ∩ (0, σ ), j  jσ ,
lim
→0+
a
(·, ·,Du)= a(·, ·,Du), in Lp′(0, T ; (L1(Ω))n).
Then in particular we conclude that
uhj →j u, in Lp
(
0, T ;L1(Ω)),
ahj (·,·,Duhj )→j a(·,·,Du), in Lp
′(0, T ; (L1(Ω))n)-weak,
which concludes the proof. 
Remark 6.10. By Theorems 6.9 and 3.8 we get that (94) holds in fact for every  ∈ (0,1].
Moreover from the proof of Theorem 6.9 one gets that
G-lim
h→+∞G-lim→0+
(μh + λh, ah) = G-lim
→0+
G-lim
h→+∞(μh + λh, ah).
Lemma 6.11. Suppose to have a sequence (ah)h ⊂ NΩ×(0,T ) and, for λh ∈ Λ(ah), two sequences μh, νh ∈ F(λh),
h ∈ N. Suppose (μh, ah)h G-converges to (μ,aμ) and (νh, ah)h G-converges to (ν, aν) in Ω × (0, T ). Then
aμ(x, t, ξ) = aν(x, t, ξ) for a.e. (x, t) ∈ Ω × (0, T ) and for every ξ ∈ Rn.
Proof. Fix  > 0 and consider the sequences (μh + λh, ah)h, (νh + λh, ah)h. By assumptions and Theorem 3.8 we
have that
G-lim
h→+∞G-lim→0+
(μh + λh, ah) = (μ,aμ),
G-lim
h→+∞G-lim→0+
(νh + λh, ah) = (ν, aν).
By Remark 6.10 and Lemma 6.3 (if necessary taking a further subsequence (λhj )j ) we conclude. 
Thanks to this result we can give the following definition and conclude the section stating the theorem below.
Definition 6.12. Consider a sequence (ah)h and a Carathéodory function a with a1, a2, . . . , a ∈NΩ×(0,T )(p,L,K1,
C1,F ) and (λh)h with λh ∈ Λ(ah) for every h ∈ N. We say that the sequence (ah)h PG-converges to a in Ω × (0, T ),
and we write,
ah
PG−−→ a in Ω × (0, T ),
if for every sequence (μh)h with μh ∈F(λh,K2, r, α, δ1, δ2,C2,C3,F ) we have that
(μh, ah)
G−→ (μ,a) in Ω × (0, T ).
Theorem 6.13. There is L′ = L′(p,L) such that the class MΩ×(0,T )(p,L,K1,C1,F ) is relatively compact in
NΩ×(0,T )(p, L′K1,K1,C1,K−11 F) with respect to PG-convergence.
Proof. The proof follows immediately by Theorem 6.9 and Lemma 6.11. 
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The goal of this section is to compare the results of the previous section with the known results about the elliptic
case. First we introduce some classes of functions we need in this section and recall the definition of convergence in
the elliptic case.
Definition 7.1. By MΩ(p,L,K1,C1) and NΩ(p,L,K1,C1) we denote the subclasses respectively of
MΩ×(0,T )(p,L,K1,C1,F ) and of NΩ×(0,T )(p,L,K1,C1,F ) of Carathéodory functions independent of time.
By MΩ×(0,T )(p,L,K1,C1,F,G) and NΩ×(0,T )(p,L,K1,C1,F,G) we denote the subclasses respectively of
MΩ×(0,T )(p,L,K1,C1,F ) and NΩ×(0,T )(p,L,K1,C1,F ) for which the following holds:
there is λ ∈ Λ(a) with λ = λ(x) such that ∣∣a(x, t, ξ)− a(x, s, ξ)∣∣ λ(x)G(|t − s|)(1 + |ξ |p−1) (95)
for almost every x ∈ Ω , for every t, s ∈ [0, T ], for every ξ ∈ Rn, where G : [0, T ] → [0,+∞) is a bounded function,
continuous in zero and such that G(0) = 0.
Definition 7.2. A sequence (ah)h ⊂NΩ(p,L,K1,C1) is said to EG-converge to a ∈NΩ(p,L, K1,C1) in Ω , and we
will write,
ah
EG−−→ a in Ω,
if for every f ∈ Ln(Ω) we have that
uh → u, in L1(Ω),
ah(·,Duh) → a(·,Du) , in L1(Ω)n-weak,
where uh and u are respectively the solutions of:{−div (ah(x,Dw)) = f, on Ω,
w = 0, on ∂Ω,
{−div (a(x,Dw)) = f, on Ω,
w = 0, on ∂Ω.
The following result is a particular case of Theorem 3.5 in [11].
Theorem 7.3. There is L′ = L′(p,L) such that the class MΩ(p,L,K1,C1) is relatively compact in
NΩ(p,L′K1,K1,C1) with respect to EG-convergence.
Lemma 7.4. Consider (ah)h, (bh)h ⊂MΩ(p,L,K1,C1) such that ah EG−−→ a and bh EG−−→ b in Ω . Suppose moreover
there is a constant c > 0 such that ∣∣ah(x, ξ)− bh(x, ξ)∣∣ cλh(x)(1 + |ξ |p−1),
where λh(x) := λah(x) is such that λh → λ in L1(Ω)-weak. Then there is a constant c′  c, c′ depending (only) on
c,p,L, |Ω|, such that ∣∣a(x, ξ)− b(x, ξ)∣∣ c′λ(x)(1 + |ξ |p−1).
Proof. Consider a sequence (λh)h ⊂ Ap(K), λh = λh(x) and suppose that λh → λ, λ−1/(p−1)h → λ˜−1/(p−1) in
L1(Ω)-weak. Consider f,g ∈ Ln(Ω) and let −div (ah(x,Duh)) = f , −div (bh(x,Dvh)) = g,
u,v ∈ W 1,p0 (Ω,λh,λh). Let λ be the weak limit (up to subsequences) of λh and let u,v ∈ W 1,p0 (Ω,λ,λ) such
that −div (a(x,Du)) = f , −div (b(x,Dv)) = g. First of all using the assumption and the Young’s inequality (in what
follows  > 0, c a constant depending only on , c1 depending on c and p) we get:
|Duh −Dvh|p  λ−1h
(
bh(x,Duh)− bh(x,Dvh),Duh −Dvh
)
 λ−1h
[(
bh(x,Duh)− ah(x,Duh),Duh −Dvh
)+ (ah(x,Duh)− bh(x,Dvh),Duh −Dvh)]
 c1
(
1 + |Duh|p−1
)|Duh −Dvh| + λ−1h (ah(x,Duh)− bh(x,Dvh),Duh −Dvh)
 c1
c
′
(
1 + |Duh|p−1
)p′ + c  |Duh −Dvh|p + λ−1h (ah(x,Duh)− bh(x,Dvh),Duh −Dvh)p p
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|Duh −Dvh|p  c2
[(
1 + |Duh|p−1
)p′ + λ−1h (ah(x,Duh)− bh(x,Dvh),Duh −Dvh)]
 c3
[
1 + λ−1h
(
ah(x,Duh),Duh
)+ λ−1h (ah(x,Duh)− bh(x,Dvh),Duh −Dvh)] (96)
with c3 = c3(c, ,p)  c2. Consider ϕ  0, ϕ ∈ C∞c (Ω). Since by assumption we have
ah(x,Duh) − bh(x,Dvh) → a(x,Du) − b(x,Dv) in (L1(Ω))n-weak, by Lemma 5.5 we derive that (c4 a constant
depending only on p),∫
Ω
∣∣a(x,Du)− b(x,Dv)∣∣p′λ1−p′ϕ dx  lim inf
h
∫
Ω
∣∣ah(x,Duh)− bh(x,Dvh)∣∣p′λ1−p′h ϕ dx
 c4
[
lim inf
h
∫
Ω
∣∣ah(x,Duh)− bh(x,Duh)∣∣p′λ1−p′h ϕ dx
+ lim inf
h
∫
Ω
∣∣bh(x,Duh)− bh(x,Dvh)∣∣p′λ1−p′h ϕ dx
]
. (97)
As regard the first term of the right-hand side from the assumptions we get:∫
Ω
∣∣ah(x,Duh)− bh(x,Duh)∣∣p′λ1−p′h ϕ dx  c
∫
Ω
λ
p′
h
(
1 + |Duh|p−1
)p′
λ
1−p′
h ϕ dx
 cc5
∫
Ω
λh
(
1 + |Duh|p
)
ϕ dx
 cc5
∫
Ω
λh
(
1 + (ah(x,Duh),Duh)λ−1h )ϕ dx
= cc5
∫
Ω
(
λh +
(
ah(x,Duh),Duh
))
ϕ dx (98)
with c5 = c5(p). By Theorem 2.3 in [10] and by assumption we derive that
lim
h→∞
∫
Ω
(
λh +
(
ah(x,Duh),Duh
))
ϕ dx =
∫
Ω
(
λ+ (a(x,Du),Du))ϕ dx.
As regard the second term of the right-hand side in (97) we estimate,∫
Ω
∣∣bh(x,Duh)− bh(x,Dvh)∣∣p′λ1−p′h ϕ dx

∫
Ω
Lp
′
λ
p′
h
(
1 + |Duh|p + |Dvh|p
) p−2
p
p′ |Duh −Dvh|p′λ1−p
′
h ϕ dx
=
∫
Ω
Lp
′
λh
(
1 + |Duh|p + |Dvh|p
) p−2
p−1 |Duh −Dvh|
p
p−1 ϕ dx

∫
Ω
Lp
′
λh
(
1 + λ−1h
(
ah(x,Duh),Duh
)+ λ−1h (bh(x,Dvh),Dvh)) p−2p−1 |Duh −Dvh| pp−1 ϕ dx
=
∫
Ω
Lp
′
λ
1
p−1
h
(
λh +
(
ah(x,Duh),Duh
)+ (bh(x,Dvh),Dvh)) p−2p−1 |Duh −Dvh| pp−1 ϕ dx.
To estimate this we put, for simplicity, Ah := (ah(x,Duh),Duh), Bh := (bh(x,Dvh),Dvh) and Dh := (ah(x,Duh)−
bh(x,Dvh),Duh −Dvh) and use inequality (96) to obtain
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Ω
∣∣bh(x,Duh)− bh(x,Dvh)∣∣p′λ1−p′h ϕ dx  Lp′
∫
Ω
λ
1
p−1
h (λh +Ah +Bh)
p−2
p−1
[
c3
(
1 + λ−1h Ah + λ−1h Dh
)] 1
p−1 ϕ dx.
Then using Hölder’s inequality we find a constant, denoted by c6, depending on L, c3 and |Ω|, such that∫
Ω
∣∣bh(x,Duh)− bh(x,Dvh)∣∣p′λ1−p′h ϕ dx  c6
[ ∫
Ω
(λh +Ah +Bh)ϕ dx
] p−2
p−1 [ ∫
Ω
(λh +Ah +Dh)ϕ dx
] 1
p−1
.
Taking the limit and using Theorem 2.3 in [10] we get
lim inf
h→∞
∫
Ω
∣∣bh(x,Duh)− bh(x,Dvh)∣∣p′λ1−p′h ϕ dx  c6
[ ∫
Ω
(λ+A+B)ϕ dx
] p−2
p−1 [ ∫
Ω
(λ+A+D)ϕ dx
] 1
p−1
,
where A := (a(x,Du),Du), B := (b(x,Dv),Dv) and D := (a(x,Du) − b(x,Dv),Du − Dv). Taking into account
this last inequality and (98) in (97) we get∫
Ω
∣∣a(x,Du)− b(x,Dv)∣∣p′λ1−p′ϕ dx
 c7
[ ∫
Ω
(
λ+ (a(x,Du),Du))ϕ dx +( ∫
Ω
(
λ+ (a(x,Du),Du)+ (b(x,Dv),Dv))ϕ dx)
p−2
p−1
×
( ∫
Ω
(
λ+ (a(x,Du),Du)+ (a(x,Du)− b(x,Dv),Du−Dv))ϕ dx) 1p−1 ],
where c7 = max{cc5, c6}. This last inequality holds for every u ∈ E−1a (Ln(Ω)) and v ∈ E−1b (Ln(Ω)), with
Eau = −div
(
a(x,Du)
)
, Ebv = −div
(
b(x,Dv)
)
.
By density this holds for every u,v ∈ W 1,p0 (Ω,λ,λ). In particular choosing u = v = ψ(x)(x, ξ) where ξ ∈ Rn,
ψ ∈ C1c (Ω), ψ ≡ 1 in ωΩ , we obtain, since the above inequality holds for every ϕ ∈ C∞c (Ω), ϕ  0,∣∣a(x, ξ)− b(x, ξ)∣∣p′λ1−p′(x)
 c7
[(
λ(x)+ (a(x, ξ), ξ))+ (λ(x)+ (a(x, ξ), ξ)+ (b(x, ξ), ξ)) p−2p−1 · (λ(x)+ (a(x, ξ), ξ)) 1p−1 ]
 c7
[
λ(x)+ 3λ(x)(1 + |ξ |p−2)|ξ |2]
almost everywhere in ω (and then in Ω). Finally by this we conclude deriving the existence of a constant c′ > c for
which ∣∣a(x, ξ)− b(x, ξ)∣∣ c′λ(x)(1 + |ξ |p−1). 
Corollary 7.5. Consider (ah)h ⊂MΩ×(0,T )(p,L,K1,C1,F,G), i.e. such that∣∣ah(x, t, ξ)− ah(x, s, ξ)∣∣ λh(x)G(|t − s|)(1 + |ξ |p−1).
Then there is a constant c > 1, a constant L′ depending (only) on L,p and a map a ∈NΩ(p,L′K1,K1,C1,F, cG)
such that, up to subsequences, ah(·, t, ·) EG−−→ a(·, t, ·) for every t ∈ [0, T ].
Proof. For every fixed t ∈ [0, T ] the sequence (ah(·, t, ·))h ⊂ MΩ(p,L,K1,C1). Then by Theorem 7.3, by lower
semicontinuity and by a diagonalization argument we can find a subsequence, denoted by (ahj )j , such that
ahj (·, t, ·) EG−−→ a(·, t, ·) for every t ∈ Q ∩ [0, T ].
By Lemma 7.4 we also get that there is λ ∈ Ap and c > 1 such that∣∣a(x, t, ξ)− a(x, s, ξ)∣∣ cλ(x)G(|t − s|)(1 + |ξ |p−1), for every t, s ∈ Q ∩ [0, T ],
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Now fix t ∈ [0, T ] \ Q: for every subsequence of (ahj )j we can find a further subsequence, denoted by (ahjk )k , and
a map b such that
ahjk
(·, t, ·) EG−−→ b(·, t, ·).
By Lemma 7.4 we have that∣∣b(x, t, ξ)− a(x, t, ξ)∣∣ cλ(x)G(|t − t |)(1 + |ξ |p−1), for every t ∈ Q ∩ [0, T ].
By the continuity of G we derive that b(x, t, ·) = a(·, t, ·). 
Proposition 7.6. Consider a sequence (ah)h ⊂MΩ×(0,T )(p,L,K1,C1,F,G). Then
(0, ah) G−→ (0, a) in Ω × (0, T ),
if and only if
ah(·, t, ·) EG−−→ a(·, t, ·) in Ω, for every t ∈ [0, T ],
a ∈MΩ×(0,T )(p,L,K1,C1,F, cG) for any c > 0.
Proof. We can suppose that (0, ah) G−→ (0, a) in Ω × (0, T ) and ah(·, t, ·) EG−−→ b(·, t, ·) in Ω for every t ∈ [0, T ],
otherwise we can extract a common subsequence, thanks to Theorem 6.9 and Corollary 7.5, and prove the result for
every further subsequence.
Consider a function f (x, t) = g(x)h(t), g ∈ Ln(Ω) and h ∈ C([0, T ]), and denote by uh the solution of:{−div (ah(x, t,Dw)) = f, in Ω × (0, T ),
w = 0, in ∂Ω × (0, T ),
which coincides, for a.e. t ∈ [0, T ], with the solution,{−div (ah(x, t,Dw)) = f (·, t), in Ω,
w = 0, in ∂Ω,
and the sequence (uh)h is such that uh → u in Lp(0, T ;L1(Ω)). By Theorem 5.15 we get that for every
φ ∈ C∞c (Ω × (0, T )),
T∫
0
∫
Ω
(
ah(x, t,Duh),Duh
)
φ(x, t) dx dt →
T∫
0
∫
Ω
(
a(x, t,Du),Du
)
φ(x, t) dx dt,
and by Theorem 2.3 in [10] for every ϕ ∈ C∞c (Ω) and t ∈ [0, T ],∫
Ω
(
ah(x, t,Duh),Duhj
)
ϕ(x)dx →
∫
Ω
(
b(x, t,Du),Du
)
ϕ(x)dx.
Define the functions:
ζ uh (t) =
∫
Ω
(
ah(x, t,Duh),Duh
)
ϕ(x)dx.
Since by Proposition 2.7 in [11] and (17) we get that there is a constant c (depending only on n,p,K1,K2,Ω,C1,L)
such that ∣∣ζ uh (t)∣∣ c∣∣h(t)∣∣‖ϕ‖∞‖g‖Ln(Ω),
with h ∈ C([0, T ]) and ζ uh (t) → ζ ub (t) :=
∫
Ω
(b(x, t,Du),Du)ϕ(x)dx for every t ∈ [0, T ], we get that
T∫
τ(t)ζ uh (t) dt →
T∫
τ(t)ζ ub (t) dt,0 0
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T∫
0
τ(t)ζ uh (t) dt →
T∫
0
τ(t)ζ ua (t) dt,
for every τ ∈ C∞c (0, T ), where ζ ua (t) :=
∫
Ω
(a(x, t,Du),Du)ϕ(x)dx. We conclude that∫
Ω
(
a(x, t,Du),Du
)
ϕ(x)dx =
∫
Ω
(
b(x, t,Du),Du
)
ϕ(x)dx,
for every ϕ ∈ C∞c (Ω) and for almost every t ∈ [0, T ]. Then (a(x, t,Du),Du) = (b(x, t,Du),Du). Since this holds
for every u ∈A−1(Ln(Ω)×C([0, T ])) where A= −div(a(·,·,D)), by the density in Lp′(0, T ;Ln(Ω)) of the finite
sums of functions in Ln(Ω) × C([0, T ]) and arguing as in the last part of the proof of Lemma 7.4 we conclude that
b(x, t, ξ) = a(x, t, ξ) (for a.e. x ∈ Ω , every t ∈ [0, T ] and every ξ ∈ Rn). 
Theorem 7.7. Consider a sequence (ah)h ⊂MΩ×(0,T )(p,L,K1,C1,F,G). The following are equivalent:
i) ah(·, t, ·) EG−−→ a(·, t, ·), in Ω , for every t ∈ [0, T ],
ii) ah PG−−→ a, in Ω × (0, T ).
Proof. The proof follows immediately from Theorem 6.13 and Proposition 7.6. 
Remark 7.8. If we drop assumption of continuity in time, i.e. we consider a sequence
(ah)h ⊂MΩ×(0,T )(p,L,K1,C1,F ) \MΩ×(0,T )(p,L,K1,C1,F,G),
the last theorem could not hold (see [7]).
8. Some particular cases
Consider the equations ∂t (μhu) − div(ah(x, t,Du)) = f for some functions ah ∈MΩ×(0,T ) and μh ∈ F(λh) for
λh ∈ Λ(ah). Here we analyze briefly some particular examples, first the “classical” case, i.e. λ0  μh,λh Λ0 with
λ0 > 0, then we give some compactness result in two particular cases, one with μh ≡ 1 for every h ∈ N and finally a
situation in which assumptions (T.1) are easily satisfied.
Example 1. Consider λh ≡ λ0, λ0 positive constant. In this case every sequence (μh)h equibounded in L∞(Ω ×
(0, T )) satisfying (T.5) and (T.6) belongs to F(λ0), but also unbounded μh can be considered, provided that
supt supQ suph |Q|
α
n (|Q|−1 ∫
Ω
μh(x, t) dx)
1/p is bounded, i.e. (T.1)b) holds. Also μh valued in {−1,0,1}, i.e. dis-
continuous, can be considered. For this we refer to examples in [25] (see also below).
In particular Theorem 6.8 with μh ≡ 1 for every h ∈ N and Theorem 7.7 give the results contained in [34]. Observe
that in particular the convergence:{−div (ah(x, t,Du)) = f, in Ω × (0, T ),
u = 0, in ∂Ω × (0, T ), →
{−div (b1(x, t,Du)) = f, in Ω × (0, T ),
u = 0, in ∂Ω × (0, T ),
in the sense of Definition 6.1 and the convergence,{−div(ah(x, t,Du)) = f (t), in Ω,
u = 0, in ∂Ω, →
{−div (b2(x, t,Du)) = f (t), in Ω,
u = 0, in ∂Ω,
for almost every t ∈ (0, T ) in the sense of Definition 7.2 do not guarantee b1 = b2 (see [7]). A sufficient condition
is (95).
Example 2. μh ≡ 1. In this case Theorem 6.8 gives a compactness result for a sequence of classical evolution
equations of the type ∂tu − div(ah(x, t,Du)) = f . Notice that (what we are going to say can be derived follow-
ing the analogous results in [22], precisely Theorem 2.4, Corollary 2.5, Remarks 2.6 and 2.7) assumption (T.1)b), i.e.
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and every t ∈ [0, T ]) with q = min{p,1 +p/n} = 1 +p/n (since we are taking n,p  2). Moreover the Poincaré in-
equality (22) holds with μ ≡ 1 (in general) again if (λh(t))h ⊂ A1+p/n(K1) and if moreover
∫
Ω
λ
−n/p
h (x, t) dx  C1
for every t ∈ [0, T ]. Therefore taking λh = λh(x) so that (T.5) and (T.6) are easily satisfied and modifying (S.4) and
(S.5) as follows,
λ ∈ A1+p/n(K1),
∫
Ω
λ−n/p(x) dx  C1, (99)
Theorem 6.8 reads as follows (compare with [22] in which for the linear case the class A1+2/n is considered).
Theorem 8.1. (ah)h ⊂ MΩ×(0,T )(p,L,K1,C1,F ), and suppose λh ∈ Λ(ah) is independent of time and satisfies
(99) for every h ∈ N. Then there is a ∈NΩ×(0,T )(p,L∗, K1,C1,K−11 F), L∗ = L′K1 with L′ = L′(L,p), a weight
λ ∈ Λ(a) independent of time such that λ ∈ A1+p/n(K1) and for which, up to a subsequence,
(1, ah) G−→ (1, a) in Ω × (0, T ).
Notice that in this case the convergence of the solutions are in the topology of Lp(Ω × (0, T )) (see Corollary 5.4).
Example 3. A general situation in which (T.1) is easily satisfied is the following: given (λh)h consider a sequence
(μh)h satisfying,
0 |μh| chλh,
for some positive constants ch, ch  c < +∞. A simple situation could be the following:
λh = λh(x), μh = rh(x, t)λh(x),
with rh equibounded in L∞. As in Example 1 rh may be not regular, also in time; for instance rh = χAh the character-
istic function of Ah ⊂ Ω × (0, T ), denoting by Ah(t) = {x ∈ Ω | (x, t) ∈ A}, assumptions (34) become requirements
on the sets Ah(t) since in this case the functions,
t →
∫
Ah(t)
u(x)v(x)λ(x) dx
are to be regular and satisfy (34)(iv)–(vi) for every u,v ∈ C1c (Ω) (see, e.g., Proposition 3, Section 3.4.4, in [13] for
more details on differentiability of these functions). For more examples of admissible μh we refer to [25] and [27].
A particular case of this situation is that in which μh ≡ λh = λh(x). In this case we obtain that (T.1) is free and
then we obtain the following result (compare with [24]).
Theorem 8.2. Consider (ah)h ⊂ MΩ×(0,T )(p,L,K1,C1,F ) and λh ∈ Λ(ah) independent of time. Then there is
a ∈ NΩ×(0,T )(p,L∗, K1,C1,K−11 F), L∗ = L′K1 with L′ = L′(L,p), a weight λ ∈ Λ(a) independent of time for
which, up to a subsequence,
(λh, ah)
G−→ (λ, a) in Ω × (0, T ).
As corollary of this theorem and Theorem 3.8 (as done in the proof of Theorem 6.9 one can consider (λh, ah) and
then let  → 0) we obtain what follows:
Corollary 8.3. Consider (ah)h ⊂ MΩ×(0,T )(p,L,K1,C1,F ). Then there is a ∈ NΩ×(0,T )(p, L∗,K1,C1,K−11 F),
L∗ = L′K1 with L′ = L′(L,p), a weight λ ∈ Λ(a) for which, up to a subsequence,
(0, ah) G−→ (0, a) in Ω × (0, T ).
Thanks to Proposition 7.6, this result applied to the class MΩ×(0,T )(p,L,K1,C1,F,G) (defined at the beginning
of Section 7) allow us to reobtain, as a particular case, Theorem 7.3, i.e. the result contained in [11] for elliptic
equations.
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cG) with respect to the pointwise (with respect to time) EG-convergence in Ω (L′ = L′(p,L), c = c(p,L, |Ω|)).
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