Multidisziplinäre Modellierung mechatronischer Systeme mit Modelica für Echtzeitanwendungen by Otter, Martin
GMA-Kongress 2001, Baden-Baden, 22./23. Mai 2001 (eingeladener Vortrag) 1
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Abstract: Es wird eine ¨Ubersicht gegeben, wie unter Verwendung der objektorientierten Modellierungssprache
Modelica und geeigneter Transformationsalgorithmen große, multidisziplina¨re Systemmodelle erstellt und
simuliert, sowie in Echtzeit-Anwendungen eingesetzt werden ko¨nnen.
1 Einfu¨hrung
Zur Simulation von Modellen, die im wesentlichen durch Differentialgleichungen beschrieben wer-
den, steht eine große Anzahl an fachgebietsspezifischen Simulationspaketen zur Verfu¨gung. Beispiele
sind SIMULINK [18] fu¨r regelungstechnische Systeme, ADAMS [1] oder SIMPACK [17] fu¨r mech-
anische Systeme, PSPICE [15] fu¨r elektronische Schaltkreise, Flowmaster [7] fu¨r hydraulische Sys-
teme, SPEEDUP [19] fu¨r chemische Prozesse. Alle diese Programme sind jedoch auf ein Fachgebiet
zugeschnitten, wobei die Modellierung von Komponenten anderer Disziplinen nicht mo¨glich, oder nur
in eingeschra¨nktem Umfang durch Aufruf externer C- oder Fortran-Prozeduren mo¨glich ist.
In diesem Artikel wird, basierend auf [13, 12, 6, 16], eine ¨Ubersicht u¨ber die Modellierungssprache
Modelica gegeben, mit der ”echte“ multidisziplina¨re Modelle komfortabel definiert und mit Hilfe eines
geeigneten ¨Ubersetzers und einer Simulationsumgebung effizient simuliert werden ko¨nnen. Aus Be-
nutzersicht werden in Modelica Modelle durch Objektdiagramme beschrieben. In Bild 1 ist eine Collage
solcher Modelle aus unterschiedlichen Anwendungsgebieten beispielhaft zusammengestellt.
Bild 1: Modelica Objektdiagramme aus unterschiedlichen Fachgebieten.
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Ein Objektdiagramm ist dabei eine Verallgemeinerung eines Blockschaltbildes, wobei die Schnittstellen
von Komponenten nicht nur Signale sondern auch physikalische Schnittstellen enthalten ko¨nnen (wie
mechanischer Flansch, elektrische Klemme). Eine Komponente eines Objektdiagramms ist wiederum
hierarchisch aus Objektdiagrammen aufgebaut. Auf unterster Ebene werden Komponente durch
Differential-, algebraische und diskrete Gleichungen beschrieben.
Modelica ist eine frei verfu¨gbare Sprache die zusammen mit der ebenfalls frei verfu¨gbaren Modelica
Standard Bibliothek von mehr als 30 Mitarbeitern aus 9 La¨ndern in den letzten 4 Jahren entwickelt wurde
(seit Anfang 2000 im Rahmen der gemeinnu¨tzigen Organisation ”Modelica Association“). Initiiert und
in den ersten 3 Jahren geleitet wurde diese Entwicklung von Hilding Elmqvist. Detaillierte Informationen







2 Grundlagen von Modelica
Wie im letzten Abschnitt skizziert, ist ein Modelica-Modell hierarchisch aus Objektdiagrammen aufge-
baut, wobei auf unterster Ebene ein Modell durch mathematische Gleichungen beschrieben ist. Zur
Verdeutlichung ist das Objektdiagramm eines einfachen Antriebsstrangmodells in Bild 2 zu sehen.
Dieses Modell besteht aus einem elektrischen Motor, einem Getriebe, einer Last und dem Regelungssys-
tem und wird folgendermassen in Modelica definiert (die Grafik eines Objektdiagramms wird innerhalb
des Sprachelements annotation festgelegt. Aus Gru¨nden der ¨Ubersichtlichkeit wird diese Definition

















Bild 2: Objektdiagramm eines einfachen Antriebsstrangs.
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Am Beginn des Modells werden 4 Komponenten deklariert. Die Anweisung Gearbox gear(n=100)
definiert eine neue Komponente gear von der vorhandenen Modellklasse Gearbox und setzt die
¨Ubersetzung n, einen Parameter, auf den Wert 100. Im unteren Teil des Modells wird definiert, wie
die Schnittstellen der Komponenten miteinander verschaltet werden. Das Objektdiagramm des Mo-
tors ist in Bild 3 zu sehen. Das Dreieck im linken Teil des Bildes charakterisiert einen Signaleingang,
wa¨hrend das Viereck im rechten Teil des Bildes die Schittstelle eines mechanischen Flansches beschreibt.
Schnittstellen werden mit der Connector-Klasse definiert, z.B.
connector Pin connector Flange
Voltage v; Angle phi;
flow Current i; flow Torque tau;
end Pin; end Flange;
In einer Connector-Klasse werden alle Variablen der Schnittstelle beschrieben. Zum Beispiel werden
in der Connector-Klasse Flange der absoluten Drehwinkel phi und das Schnittmoment im Flansch tau
deklariert. Variablen ko¨nnen entweder vom Typ Real, Boolean, Integer, String oder eines
davon abgeleiteten Typs sein, z.B.:
type Angle = Real(quantity="Angle" , unit="rad", displayUnit="deg");
type Torque = Real(quantity="Torque", unit="N.m");
Eine Verbindungsgleichung der Form connect(Pin1, Pin2), wobei Pin1 und Pin2 Instanzen
der Connector-Klasse Pin sind, definiert eine physikalische Verbindung der beiden Klemmen und
erzeugt implizit die Gleichungen Pin1.v = Pin2.v und Pin1.i + Pin2.i = 0. Eine ”Null-
Summengleichung“ wird verwendet, wenn die entsprechenden Variablen in der Connector-Klasse mit
dem Attribut flow gekennzeichnet sind. Auf unterster Ebene werden Modelle mit Gleichungen
beschrieben. Zum Beispiel lautet die Modell-Klasse einer Drehtra¨gheit:
model Inertia "Drehtraegheit"




a.phi = b.phi; // gleiche Winkel (Kommentar)
der(a.phi) = w;














Bild 3: Objektdiagramm eines einfachen elektrischen Motors.
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Eine Zeichenkette nach dem Modellnamen bzw. nach einer Deklaration entha¨lt eine Kurzbeschreibung,
die von Simulationsumgebungen speziell verwendet werden ko¨nnen, z.B. als Legende in einem Plot. Das
Sprachelement parameter kennzeichnet eine Variable die wa¨hrend einer Simulation konstant ist. Der
Operator der(. . . ) definiert die Zeitableitung.
Neben den obigen Basis-Sprachelementen unterstu¨tzt Modelica ein- und mehrdimensionale Felder mit
einer Matlab a¨hnlichen Syntax. Jede Instanz einer Klasse kann als Feldelement verwendet werden.
Auf diese Weise ko¨nnen einfach diskretisierbare partielle Differentialgleichungen komfortabel definiert
werden. Modelica hat eine sehr ausgefeilte Unterstu¨tzung von unstetigen und strukturvariablen Kompo-
nenten, wie Schalter, Lagerreibung, Kupplungen, Abtastsysteme etc. Hierbei werden die notwendigen
Zeit- und Zustandsereignisse automatisch erzeugt. Schließlich hat Modelica ein ma¨chtiges Bibliotheks-
konzept um sehr große Komponentenbibliotheken verwalten zu ko¨nnen und um z.B. eine Modell-Klasse
im Dateisystem automatisch zu finden, wenn der hierarchische Modelica Name dieser Klasse bekannt
ist.
3 Simulation von Modelica Modellen
Die Modelica Sprache hat einen relativ geringen Sprachumfang, z.B. verglichen mit der a¨hnlich
ma¨chtigen Modellierungssprache VHDL-AMS [21]. Hauptgrund ist, dass es nur ein einziges Basis-
Strukturierungselement gibt – die Klasse einer Komponente – und alle sonstigen Strukturierungselemen-
te der Sprache, wie model, block, function, connector, package, record, type, Spezial-
isierungen einer Klasse sind. Es ist deswegen relativ einfach einen Modelica ¨Ubersetzer zu realisieren,
der ein Modelica-Modell in eine Menge von Differential-, algebraischen und diskreten Gleichungen
u¨berfu¨hrt. Ein frei verfu¨gbarer Modelica Parser fu¨r einen solchen Zweck steht z.B. auf der Modelica
Homepage zur Verfu¨gung (http://www.Modelica.org/tools/parser/Parser.shtml).
Eine direkte numerische Lo¨sung dieses Ausgangsgleichungssystems ist jedoch in den meisten Fa¨llen
ho¨chst uneffizient und unzuverla¨ssig. Die Modelica Sprache wurde deswegen so entworfen, dass sym-
bolische Transformationsalgorithmen relativ einfach angewandt werden ko¨nnen, um das Ausgangsgle-
ichungssystem in eine Form zu transformieren, die mit Standard-Integrationsverfahren besser gelo¨st
werden kann. Die wesentlichen Schritte bei einer solchen Transformation werden im folgenden na¨her
erla¨utert.
3.1 Algebraische Schleifen
Ein Modelica ¨Ubersetzer stellt das Ausgangsgleichungssystem auf, in dem die Gleichungen von allen
Komponenten und die Gleichungen auf Grund von Verbindungen zu einem Gesamtgleichungssystem
zusammengefaßt werden. Bei rein kontinuierlichen Modellen fu¨hrt dies auf ein Gleichungssystem der
Form:
0 = f(x˙;x;y; t) (1)
wobei im Vektor x(t) alle Variablen zusammengefasst sind, die abgeleitet in Modellen auftreten (d.h.
x˙ ist vorhanden), y(t) ist ein Vektor von algebraischen Variablen und t ist die Zeit als unabha¨ngige
Variable. Auf Grund der Konstruktion der Modelle gibt es auch schon bei relativ einfachen Systemen
viele Gleichungen, wobei jedoch nur wenige Unbekannte in einer Gleichung enthalten sind. In einem
ersten Schritt wird deswegen das Gleichungssystem (1) durch Umsortieren der Gleichungen und durch
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fr (x˙i; x;yi; t)
fx (x˙i; x;yi; t)













Das heißt, das Ausgangsgleichungssystem wird in einen implizit und in einen explizit lo¨sbaren Teil umge-
formt. Hierbei werden die Vektoren x und y entsprechend dieser Aufspaltung mit Hilfe der Permutations-
matrizen Px;Py in einen impliziten (Index = i) und in einen expliziten (Index = e) Teilvektor umgeordnet.
Praktisch wird versucht das implizite Teilsystem fr(: : :) in mo¨glichst kleine, voneinander unabha¨ngige
algebraische Schleifen aufzuteilen. Hierfu¨r stehen effiziente Algorithmen zur Verfu¨gung, siehe z.B. [4].
Diese Transformation wird auch als BLT-Transformation bezeichnet (BLT = Block Lower Triangular).
Fast alle physikalischen Modelle fu¨hren auf algebraische Gleichungssysteme. Diese sind nach einer
Sortierung meist immer noch unno¨tig groß. Durch ”intelligente Variablensubstitution“ mit dem Tearing-
Verfahren, siehe z.B. [12], kann die Gro¨ße der impliziten Teilsysteme in der Regel noch einmal stark
reduziert werden.
Fu¨r eine numerische Lo¨sung von (2) mit Standard-Integrationsverfahren ko¨nnen nun alle explizit
auflo¨sbaren algebraischen Variablen ye vor dem Integrator
”
versteckt“ werden, da diese Variablen aus den
anderen Variablen explizit berechnet werden. Aus Sicht des Integrators hat sich damit die Systemord-
nung erniedrigt. In Modelica-Modellen gibt es meist sehr viele algebraische Variablen, da z.B. in der
Regel alle Schnittstellen-Variablen rein algebraisch sind, so daß die Ordnungsreduktion oft betra¨chtlich
ist.
Es werden nun (vorzugsweise) Integrationsverfahren eingesetzt die implizit gegebene Gleichungsysteme
lo¨sen ko¨nnen, z.B. DASSL [2]. Wenn das nicht mo¨glich ist, z.B. wenn das sortierte Modell in eine Sim-
ulationsumgebung wie SIMULINK [18] eingebunden werden soll, die nur die Zustandsform unterstu¨tzt,
werden die impliziten Gleichungsteile im Modell mit entsprechenden Verfahren zur Lo¨sung von linearen
oder nicht-linearen algebraischen Gleichungssystemen numerisch gelo¨st.
3.2 Gekoppelte Speicherelemente
Beim Zusammenschalten von Modelica Komponentenmodellen kann es vorkommen, dass im verschal-
teten System die beschreibenden Variablen x der Komponenten nicht mehr unabha¨ngig voneinander sind.
Mathematisch dru¨ckt sich dies dadurch aus, dass die Jacobimatrix von (1) bezu¨glich x˙ und y singula¨r
ist. Ein typisches Beispiel ist in Bild 4 zu sehen, bei dem zwei Rotationstra¨gheiten direkt mit einander
gekoppelt sind. Die sortierten und vereinfachten Gleichungen dieses Modells lauten.
ϕ˙1 = ω1 (3a)
J1  ω˙1 = τ  τ2 (3b)
ϕ˙2 = ω2 (3c)
J2  ω˙2 = τ2 (3d)
ϕ1 = ϕ2 (3e)
J1tau J2
Bild 4: Zwei gekoppelte Tra¨gheiten.
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Hierbei sind ϕi der absolute Drehwinkel und ωi die absolute Drehzahl der Tra¨gheit i, τ ist das bekannte,
externe Antriebsmoment von Tra¨gheit 1 und τ2 ist das Schnittmoment zwischen den beiden Tra¨gheiten.
Dies sind 4 Differentialgleichungen und 1 algebraische Gleichung zur Berechnung der 5 Unbekannten
ϕ1(t);ϕ2(t);ω1(t);ω2(t);τ2(t). Eine direkte numerische Lo¨sung von (3) ist problematisch. Dies kann
schon daran erkannt werden, dass z.B. mit
ϕ1(t0) = ϕ˙1(t0) = ω˙1(t0) = ϕ2(t0) =!1(t0) = 0;
τ2(t0) = τ(t0); ϕ˙2(t0) =!2(t0) = 1; ω˙2(t0) = τ(t0)=J2
Anfangsbedingungen vorgegeben werden ko¨nnen, die zwar alle Gleichungen (3) des Modells erfu¨llen,
aber offensichtlich widerspru¨chlich sind, da ω1(t0) = 0 und ω2(t0) = 1 auf Grund der starren Kopplung
nicht gleichzeitig erfu¨llt sein ko¨nnen.
Lineare Systeme der Form (3) ko¨nnen nach einer geeigneten Variablentransformation in der Regel zu-
verla¨ssig gelo¨st werden. Bei nichtlinearen Differential- und algebraischen Gleichungen gibt es gro¨ßere
Schwierigkeiten. Eine robuste Lo¨sung besteht darin, (3e) zweimal, sowie (3a) und (3c) einmal zu dif-
ferenzieren und mit Ausnahme von ϕ˙1; ω˙1, alle anderen Ableitungen als rein algebraische Variablen aufz-
ufassen. Das so entstehende Gleichungssystem kann dann in die Zustandsform mit den Zustandsgro¨ßen
ϕ1;ω1 transformiert werden. Man beachte, dass in diesem Fall die oben gewa¨hlten Anfangsbedingungen
das neue Gleichungssystem nicht mehr erfu¨llen und somit vom Simulator als ”nicht konsistent“ erkannt
werden ko¨nnen. Dieses Verfahren wird als ”Dummy Derivative“ Methode bezeichnet. Welche Gle-
ichungen wie oft differenziert werden mu¨ssen, kann effizient und zuverla¨ssig mit dem Algorithmus von
Pantelides [14] ermittelt werden. Die Auswahl der Zusta¨nde, bzw. die Festlegung welche Ableitungen
als rein algebraische Variablen zu betrachten sind, kann zum Teil statisch beim ¨Ubersetzen des Modells
ermittelt werden, bzw. kann zum Teil auch erst dynamisch wa¨hrend einer Simulation bestimmt werden.
Auch hierfu¨r stehen geeignete Algorithmen zur Verfu¨gung [9, 10].
3.3 Reell-Boolsche Gleichungssysteme
Um die Effizienz (insbesondere fu¨r die Echtzeitsimulation) zu steigern, sowie um die Modellidenti-
fikation zu vereinfachen, werden idealisierte Modelle eingesetzt. Beispiele sind ideale Dioden- und
Thyristormodelle, aber auch Reibmodelle bei denen im Haften keine Relativbewegung auftritt. Solche
Modelle ko¨nnen in Modelica relativ problemlos formuliert werden, fu¨hren jedoch auf strukturvariable
Gleichungssysteme, bei denen neben reellen Gro¨ßen auch Bool’sche bzw. Integer-Variablen als Un-
bekannte auftreten. Damit mu¨ssen die Standardverfahren zur Lo¨sung von rein reellen Gleichungssys-
temen entsprechend erweitert werden, siehe [11]. Generell sind solche gemischt reell/Bool’schen Gle-
ichungssysteme zu lo¨sen, wenn eine if-Anweisung in einer algebraischen Schleife auftritt und die Um-
schaltbedingung der if-Anweisung von den Unbekannten der Schleife abha¨ngt. Diese Eigenschaft wird
an einem einfachen Beispiel kurz erla¨utert:
In Bild 5 ist ein Teil eines Antriebsstrangs abgebildet. Die Verluste auf Grund von Zahnflankenreibung




Bild 5: Modelica Modell eines Antriebsstrangs mit Getriebeverlusten.
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η f u¨r τ1 ω1 > 0
1=η f u¨r τ1 ω1 < 0
undefiniert f u¨r τ1 ω1 = 0
0 < η 1 (4)
hierbei ist τ1 das Antriebsmoment des Getriebes, i die Getriebeu¨bersetzung, τ2 das Lastmoment und ¯η der
Getriebewirkungsgrad. Der Wirkungsgrad ¯η ha¨ngt vom Energiefluss (τ1 ω1) ab. Bei verschwindendem
Energiefluss wechselt die Kontaktfla¨che der Za¨hne von der Vorder- zu der Ru¨ckseite eines Zahns bzw.
umgekehrt. In dieser kurzen Phase wird kein Moment u¨bertragen. Zur Vereinfachung wird dieser kom-
plexe ¨Ubergang vernachla¨ssigt. Dieses einfache Modell von Getriebeverlusten fu¨hrt auf die folgenden
(vereinfachten und sortierten) Gleichungen des Antriebsstrangs von Bild 5:
b = τ1 ωl > 0
τ2 = (if b then η else 1=η)  τ1
Jm  i  ω˙l = τm  τ1
Jl  ω˙l = i  τ2
wobei Jm die Tra¨gheit des Motors, Jl die Tra¨gheit der Last, ωl die Absolutdrehzahl der Last und τm(t)
das (bekannte) antreibende Moment des Motors ist. In Modelica lo¨sen alle Wert- ¨Anderungen von logis-
chen Ausdru¨cke, wie τ1 ωl > 0, standardma¨ßig ein Ereignis aus, da hierbei potentiell eine Unstetigkeit
eingefu¨hrt wird. Nach Detektion des Ereignisses wird die Integration angehalten, die ¨Anderung des lo-
gischen Ausdrucks (und damit z.B. ein Wechsel des if-Zweiges) durchgefu¨hrt und die Integration neu
gestartet. Bei dieser Vorgehensweise ist die Bool’sche Variable b wa¨hrend der Integration bekannt (=
Wert vom letzten Ereignis). An einem Ereignispunkt ist b aber unbekannt. Dann sind die obigen 4
Gleichungen ein gekoppeltes System von 4 Gleichungen in 3 reellen Unbekannten ω˙l , τ1, τ2 und 1
Boolsch’en Unbekannten b, das nicht mehr mit Standardalgorithmen gelo¨st werden kann. In [11] wer-
den beno¨tigte Erweiterungen dieser Algorithmen skizziert.
3.4 Simulation von Modelica Modellen mit Dymola
Zusammengefasst kann festgehalten werden, dass die Transformation des Ausgangsgleichungssystems
in eine numerisch robust auszuwertende Form aufwendig ist und viel Know-How erfordert. Aus diesem
Grunde gibt es zur Zeit keine frei verfu¨gbare Modelica Simulationsumgebung.
Seit Juni 2000 wird nahezu die gesamte Modelica Sprache von der kommerziellen Modellierungs- und
Simulationsumgebung Dymola [5] unterstu¨tzt. Dymola entha¨lt alle oben skizzierten Algorithmen, sowie
eine ganze Reihe weiterer Algorithmen um die Effizienz und Robustheit zu steigern. Zum Beispiel,
werden die Gleichungen so umsortiert, dass alle konstanten Gleichungen vor Beginn der Simulation nur
einmal und alle ”Ausgangsgleichungen“ nur an Kommunikationszeitpunkten ausgewertet werden. Dy-
mola kann sehr grosse Systeme behandeln (siehe z.B. [3, 20]) und kann die transformierten Gleichungen
auch in Form von SIMULINK S-Functions als C-Code ausgeben, der einfach in SIMULINK [18] als
Ein-/Ausgangsblock des Modells verwendet werden kann.
4 Echtzeit-Simulation von Modelica Modellen
Bei Echtzeit-Simulationen besteht eine Schwierigkeit darin, ein Modell mit einer festen Schrittweite zu
integrieren, wobei fu¨r jeden Schritt eine maximal vorgegebene Zeitdauer zur Verfu¨gung steht. ¨Ublicher-
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weise wird entweder das explizite oder das linear-implizite Euler-Verfahren eingesetzt. Die Vorge-
hensweise wird an einem System in Zustandsform demonstriert:
x˙ = f(x; t); x(t0) = x0 (5)
Beim expliziten Euler-Verfahren wird die Ableitung des Zustandsvektors durch eine Vorwa¨rtsdifferenz
approximiert:
x˙(tn) = x˙n 
xn+1 xn
h ) xn+1 := xn+h  f(xn; tn) (6)
Hierbei ist xn+1 = x(tn+1) der unbekannte Wert von x zum neuen Zeitpunkt tn+1 = tn+h mit der Schritt-
weite h. Die jeweils neuen Werte von x ko¨nnen problemlos u¨ber eine Vorwa¨rtsrekursion bestimmt wer-
den.
Beim impliziten Euler-Verfahren wird die Ableitung des Zustandsvektors durch eine Ru¨ckwa¨rtsdifferenz
approximiert:
x˙(tn) = x˙n 
xn xn 1
h
) xn+1 := xn+h  f(xn+1; tn+1) (7)
Dies fu¨hrt auf ein nichtlineares Gleichungssystem zur Bestimmung der Unbekannten xn+1. Da dieses
Gleichungssystem nur iterativ gelo¨st werden kann, ist das Verfahren fu¨r eine Echtzeitsimulation nicht
geeignet. Die Lo¨sung kann jedoch durch Linearisierung von f um den vorherigen Punkt approximiert
werden (E ist die Einheitsmatrix):

E h  ∂f∂x(xn; tn)

∆xn+1 = h  f(xn; tn); xn+1 = xn+∆xn+1 (8)
Hierfu¨r muß in jedem Zeitschritt die Jacobimatrix ∂f∂x berechnet und das lineare Gleichungssystem (8)
gelo¨st werden.
Das explizite Euler-Verfahren hat den Nachteil, dass steife Systemteile nur mit sehr kleinen Schrittweiten
integriert werden ko¨nnen, da das Verfahren sonst eine qualitativ vo¨llig falsche, instabile Lo¨sung liefert.
Das linear-implizite Euler-Verfahren kann in diesem Fall mit sehr viel gro¨ßeren Schrittweiten arbeiten.
Dafu¨r muß in jedem Zeitschritt aber die Jacobimatrix berechnet und ein lineares Gleichungssystem gelo¨st
werden.
Um die Vorteile beider Verfahren zu kombinieren, wird in [16, 6] folgende Vorgehensweise vorgeschla-
gen:
1. Die Zusta¨nde werden in ”schnelle“ Zusta¨nde xs und ”langsame“ Zusta¨nde xl aufgeteilt.
2. Die Ableitungen der ”schnellen“ Zusta¨nde werden mit einer Ru¨ckwa¨rts- und die der ”langsamen“
Zusta¨nde mit einer Vorwa¨rts-Diskretisierung approximiert.
3. Die Diskretisierungsformeln werden in das Model eingesetzt und die Standardalgorithmen (wie
Sortieren + Tearing von Gleichungssystemen) werden zur Vereinfachung des Gleichungssys-
tems verwendet. Bei auftretenden nichtlinearen Gleichungssystemen wird nur eine Iteration des
Newton-Verfahrens durchgefu¨hrt.
Praktisch wird dieses Vorgehen einfach dadurch realisiert, in dem alle abgeleiteten Gro¨ßen als rein alge-
braische Variablen aufgefasst werden, die Diskretisierungsformeln der Zusta¨nde zum Gleichungssystem
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hinzugefu¨gt werden und die skizzierten Standard-Algorithmen auf das neu entstehende Gleichungssys-
tem







angewandt werden. Bei dieser Vorgehensweise kann die Schrittweite h auch zu Null gesetzt werden, um
z.B. das Ausgangsgleichungssystem wieder zu erhalten, das in der Regel bei der Initialisierung beno¨tigt
wird.
Bei geschickter Aufteilung des Zustandsvektors ko¨nnen damit die Vorteile beider Verfahren kombiniert
werden: Durch Vorwa¨rtsdifferenzen wird das große Gleichungssystem in kleinere, oft vo¨llig entkoppelte
Subysteme aufgeteilt. Durch Ru¨ckwa¨rtsdifferenzen ko¨nnen auch bei steifen Systemen große Schritt-
weiten verwendet werden. In [16] wird gezeigt, dass die Simulation mit diesem Vorgehen bei einem
großen Gesamtmodell eines Roboters mit ca. 80 Zusta¨nden und 1000 algebraischen Gleichungen um
rund den Faktor 15 schneller ist, als bei Verwendung eines rein expliziten oder rein impliziten Euler
Verfahrens und damit auf heutigen PC’s leicht in Echtzeit rechenbar ist.
5 Zusammenfassung und Ausblick
Es wurde ein ¨Uberblick u¨ber die objektorientierte Modellierungssprache Modelica gegeben und die
Basis-Algorithmen skizziert, um ein Modelica Modell so zu transformieren, dass das entstehende
Gleichunsystem mit Standardverfahren effizient und robust gelo¨st werden kann.
In [3, 20] wird das wohl gro¨ßte bisher erstellte und mit Dymola simulierte multidisziplina¨re Modell
eines Gesamtfahrzeugs beschrieben. Dieses besteht aus einem detaillierten Fahrzeugdynamik-Modell
(60 Gelenke, 70 Ko¨rper), dem Motor inklusive einem Verbrennungsmodell, dem Antriebsstrang mit
detailliert modelliertem Automatik-Getriebe, sowie einem Teil der hydraulischen Ansteuerung des Au-
tomatikgetriebes. Die symbolische Transformation dieses Modelica-Modells mit Dymola fu¨hrt auf ein
System von rund 25000 nichttrivialen algebraischen Gleichungen und 320 Differentialgleichungen.
Modelica und die Modelica Simulationsumgebung Dymola werden insbesondere auch fu¨r Echtzeitan-
wendungen eingesetzt: Zum Beispiel bei verschiedenen KFZ-Firmen zur Hardware-in-the-Loop Sim-
ulation von Automatikgetrieben, sowie zur Generierung von inversen Dynamikmodellen fu¨r ”embed-
ded control“ bei Robotersteuerungen und bei neuartigen, im Flugversuch schon erfolgreich getesteten,
Autopilot-Reglern zum automatischen Landen von Verkehrsflugzeugen [8].
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