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Serial Realization of the Next State and 
Output Functions of a Sequential Machine 
GIUSEPPE GESTRI 
Istituto di Elaborazione dell'Informazione, C.N.R.--Pisa, Italy 
I t  is shown that the serial realization of the next state and output functions 
of a sequential  machine,  if possible, may  be more convenient han the parallel 
one. The assignments that reduce the functional dependence for the serial 
realization can be obtained by appropriate partit ion pairs. 
INTRODUCTION 
To realize a sequential machine M two functions must be realized, the 
next state function 3 and the output function A. Let {S}, {I}, {O} be the sets 
of the internal, input and output states of M, respectively, and let us denote 
by t the present ime and by t + 1 the next time. Then for any pair of present 
input and internal states, 3 and A determine, respectively, the next state and 
the output state of M: 
S(t -~- 1) = 3(S(t), I(t)), (1) 
o( t )  = ,~(S(t), /(t)).  (2) 
The structural model of a sequential machine is shown in Fig. 1, where A 
I ( t )  _ ~  ~O(t )  
~ s(t÷l) 
FIG. 1. Parallel realization of a sequential machine. 
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is the delay unit, 8 and 2~ are the combinational networks that realize the 
functions 3 and A, respectively. We shall call the realization corresponding 
to the structural model of Fig. 1 parallel realization of the functions 3 and A. 
It is well known that the complexity of the realization of the two functions 
and ~ strongly depends on the codes assigned to the input, internal and 
output states. The main tool for the search of good assignments i  partition 
algebra, first introduced by Hartmanis (1960, 1961), developed in Stearns 
and Hartmanis (1961), Hartmanis and Stearns (1964), and summarized in 
Hartmanis and Stearns (1966). More precisely, the search for the assignments 
that reduce the complexity of the 3 function is based on the I -S  and S-S  
partition pairs, and the search for the assignments hat reduce the complexity 
of the )~ function is based on the I -0  and S-O partition pairs. In this paper, 
the knowledge of the partition pairs and of the information flow inequalities, 
which relate the assignments with reduced dependency to the partition 
pairs, is assumed. 
For a given sequential machine, it is possible that the output function is 
a function of the present state through the next state function; that is, the 
next state function is given by (1) and the output function can be expressed 
by 
o(t)  = ~'(s(t + 1), I(t)). (3) 
If this happens, besides the parallel realization the machine can also be 
realized according to the structural model of Fig. 2 (Gerace and Gestri, 1967). 
The realization corresponding to this model will be called serial realization 
8 --+ ~'. 
I ( t )  
FIO. 2. Ser ia l  rea l i zat ion  3 --~ A'. 
= o(t) 
It is also possible that for a given sequential machine the next state function 
is a function of the present state through the output function; that is, the 
output function is given by (2) and the next state function can be expressed by 
s(t  + 1) = ~'(o(t), I(t)). (4) 
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I f  this happens, besides the parallel realization the machine can also be 
realized according to the structural model of Fig. 3. This realization will be 




Fic. 3. Serial realization A ~- 8'. 
When a serial realization, either 8 -~ A' or A --+ 8', is possible, it may be 
more or less convenient than the parallel one. To compare the two realizations 
we need a tool for the search of the assignments that reduce the complexity 
of the second function in the serial realization. This can be easily obtained by 
appropriate partition pairs. For simplicity, we shall consider only completely 
specified sequential machines. 
I. SERIAL REALIZATION 8 --+ ~' 
For a given sequential machine M, the serial realization 8 -+ A' is possible 
if and only if for any input state a and any pair of internal states S i and S~., 
(a) 8(Si, a) = 8(Sj, a) implies A(St, a) = A(S~., a). 
For example, the machine M 1 shown in Fig. 4-a satisfies condition (a). 
The corresponding function A' is shown in Fig. 4-b. Note that don't care 
conditions can appear in the function A' even if M is completely specified. 
When the realization 3 -+ A' is possible, the search for the assignments 
that reduce the complexity of the function 3 is still based on the I -S  and S-S  
partition pairs, as defined in Hartmanis and Stearns (1966), while for the 
reduction of the complexity of the function A' two new partition pairs must 
be defined. It has been noted that ~t' can have don't care conditions, even if 
M is completely specified. The approach taken here is to ignore these don't 
care conditions. Therefore, when A' has don't care conditions, the two 
partition pairs defined below are "weak partition pairs," as defined in 
Hartmanis and Stearns (1966). 






I ( t )  l ( t )  
a b c d a b c d 
2 4 3 4 
3 4 1 2 
4 2 1 3 
1 1 2 3 
2 
S( t )  
3 
B D B B 
D D C C 
C A C A 
A B D A 
FIG. 4a. Machine M1.  
S(t÷l) 
a b c d 
1 A B C - 
2 B A D C 
3 D - B A 
4 C D - B 
h' 






a b c d 
A B C C 
B A D C 
D D B A 
C D B B 
h, 
FIO. 4b. FIO. 4c. The function 27 with don't 
care conditions filled. 
Let us write s ~ tO) ) to denote that s and t are in the same block of 
partition ~/. 
DEFINITION (1). Let M be a sequential machine satisfying condition (a), 
be a partition on {I} and o) be a partition on {O}. (~:, w) is a I-O()() partition 
pair if, and only if for any two internal states Si, Sj and any two input 
states a, b such that a ~ b(~), 
8(Si,  a) --= 8(Sj, b) implies 
For example, the pair (~:1, %), where 
a(&, .) ~ h(&, b) (~). 
is a I-O(A') pair for the machine M 1 of Fig. 4-a. 
Definition (1) is simply the definition of I-O partition pair, given in 
Hartmanis and Stearns (1966), modified in such a way as to apply to function 
6 = (~, b; ~, d}, ,~ = (A, B; C, D}, 
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A' instead of ~. The definition is not well suited for the computation of the 
pairs. To compute them, it is convenient o obtain first the table of the 
function A'; then the/-O(~')  pairs can be obtained from this table in the same 
way as the I -O  pairs are obtained from the table of the function A (see 
Hartmanis and Stearns, 1966). For example, from the table, shown in 
Fig. 4-b, of the function A' of the machine _/FI 1 , we see immediately that 
m(~l)  = col ,  where m(~) denotes the smallest partition co such that (~:, co) is 
a partition pair. 
As a particular case, note that if and only if, for any two internal states 
S~, Sj and any two input states a, b, 
~(Si, a) = ~(S~, b) implies h(Si, a) = A(S~., b), 
then any pair of partitions (~:, oJ) is a I-O(A') partition pair. In fact, when this 
happens, A' is independent of the input state. An example is given by the 
machine M 2 in Fig. 5-a, whose function A' is shown in Fig. 5-b. 
2 
















FIG. 5a (left and center). 












Let us consider now the functional dependence of the output variables 
on the internal variables. 
DEFINITION (2). Let M be a sequential machine satisfying condition (a), 
~7 be a partition on {S}, co be a partition on {O}. (~7, oJ) is a S-O(Z') partition 
pair if and only if, for any two internal states S i , Sj and any input state a of M, 
8(Si, a) =-- 3(Sj, a) (~)) implies A(Si, a) =~ A(Sj, a) (~o). 
For example, the pair 71 = {1, 2; 3, 4}, 0) 1 ~ {A,B; C,D} is a S-O(A') 
pair for the machine M 1 of Fig. 4-a, and the pair ~/2 = {1, 2; ), 4}, ~o~ = 
{A; B} = 0 is a S-O(A') pair for the machine M s of Fig. 5-a. 
To obtain the S-O(A') pairs, it is convenient to obtain first the table of the 
SERIAL REALIZATION OF FUNCTIONS OF A MACHINE 471 
function h'. Then the S-O() , ' )  pairs can be obtained from this table in the 
same way as the S -O pairs are obtained from the table of the function ;t 
(see Hartmanis and Stearns, 1966). For example, from the table, shown in 
Fig. 4-b, of the function A' of the machine M 1 we see immediately that 
m(rh) =COl, and from the table, shown in Fig. 5-b, of the function 2t' of the 
machine M 2 , we see immediately that m(%) = 0. 
Clearly, the partition pairs I -O(1')  and S-O(A') are related to the assign- 
ments that reduce the functional dependence in the combinational network 
realizing A' in the same way as the partition pairs I -O  and S -O are related 
to the assignments hat reduce the functional dependence in the combinational 
network realizing I (Hartmanis and Stearns, 1966). 
As an example, let us consider the realization of the machine M 1 defined 
in Fig. 4-a. Let us denote by x 1 , x2 the binary variables assigned to the input 
state, by Yx, Y2 the binary variables assigned to the internal state, and by 
z l ,  z2 the binary variables assigned to the output state. For the parallel 
realization, it can be seen that it is not possible to reduce the functional 
dependence of the next state and output variables on the state and input 
variables. Therefore, for any assignment he equations that define the 
parallel realization of M 1 are of the type: 
171 = A(xl ,  x~, y~, y~), 
Y2 ~-~ f2(Xl , X2, Y l ,  Y2), 
Zl  = fa (x l  , x2,Y l ,Y2) ,  
Z2 = f4 (X l  , X2, Yl,Y2), 
where Y1, Y2 are the next state variables. For the serial realization, the 
equations of the next state variables are clearly the same, but it is possible 
to reduce the functional dependence of the output variables. First of all, note 
that the don't care conditions in the function A' can be filled so that the I -0 (1 ' )  
pair (~:1, c°a) and the S-O(A') pair (~1, o)1) can be used simultaneously (of 
course, this is not always true). Figure 4-c gives an example of such a filling. 
Therefore, if the variable x~ is assigned according to the partition ~1, the 
variable Yl is assigned according to ~h and the variable z I is assigned to %,  
then z 1 is a function only of xx and 171. With such an assignment, the 
equations of the serial realization of M 1 are: 
I71 = f~(x l  , x2 , y~ , Y2) ,  
Ye = f2(x l  , xz , Y l  , Ys), 
~, = £(*~,  Y1), 
*~ = f,(x~, *~, Y~, G). 
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Another example is given by the machine M~ defined in Fig. 5-a. Let x 
be the input variable, Y l ,  Y2 be the internal variables and z be the output 
variable. For the parallel realization, it is not possible to reduce the functional 
dependence, and the equations are of the type: 
Y1 = A(x ,  y l  , y~), 
]12 = f2(  x, Y l  , Y2), 
= A(x ,  y l ,  y2). 
For the serial realization, A is independent of the input state. Therefore, 
for any assignment, z is independent of x. Furthermore, if the variable Yl 
is assigned according to the partition ~2 of the S-O(A') pair (72, toe), then z 
depends only on Y1. With such an assignment, he equations of the serial 
realization of M 2 are: 
Y~ = A(x, y~, y~), 
Y~ = f2(x, y~, Y2), 
=A(Y~). 
For instance, with the assignment shown in Fig. 6, we have z = Y1 • 
¥~ Y2 7. 
1 - - , '0  0 A'---~ 0 
2 - - - , -0  I B ~ ' -1  
3 - - - ' -10  
4 - - - ' -1  1 
FI~. 6. Assignment for Ms.  
I I .  SERIAL REALIZATION /~ ~ ~" 
The arguments developed in Section I can be repeated interchanging 
the role of the functions S and A. 
For a given sequential machine M, the serial realization A~ S' is possible 
if and only if, for any two internal states S i , S~ and any input state a of M, 
(b) A(Si, a) = A(S~-, a) implies ~(Si, a) = ~(Sj, a). 
An example of a sequential machine satisfying condition (b) is given by the 
machine Mz defined in Fig. 7-a; the corresponding function 5' is shown in 
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a b c d a c d 
I, 
1 3 a 4 1 IB  D A 
2 3 4 4 2 [ i  C A 
3 3 22  3 B D 
4 3 1 4 4 A A 
X 





a b c d 
- 3 1 4  
3 - 2 - 
- 1 4 - 
3 - 32  
6" 






b c d 
3 14  
3 2 3  
1 41  
2 3 2  
, 
Fic. 7b. Fic. 7c. The function S' with don't 
care conditions filled. 
Fig. 7-b. Note that don't care conditions can appear in the function 3' even 
if M is completely specified. 
When the realization )t--+ 3' is possible, the search for the assignments 
that reduce the complexity of the function A is based on the I -O and S-O 
partition pairs, as defined in Hartmanis and Stearns (1966), while the search 
for the assignments hat reduce the complexity of the function 3' is based on 
two new partition pairs. These pairs are defined in such a way as to ignore 
the don't care conditions which can appear in the function 3'. Therefore, 
when 3' has don't care conditions, the two partition pairs defined below 
are "weak partition pairs". 
DEFINITION (3). Let M be a sequential machine satisfying condition (b), 
be a partition on {I}, ~7 be a partition on {S}. (~:, co) is an I-S(3') partition 
pair if and only if, for any two internal states S~, Sj and any two input states 
a, b of M such that a --= b(~), 
A(S~, a) = A(S~., b) implies 3(S~, a) ~ 3(Sj, b) (~7). 
474 GESTRI 
For example, 4:1 = {a, b; c, d}, */1 = {1, 4; 2, 3} is an I-S(3') partition pair 
for the machine M2 of Fig. 7-a. 
The I-8(8') pairs can be obtained from the table of the function 8' in the 
same way as the I-O(,V) pairs are obtained from the table of the function 2t'. 
Of course, if and only if, for any two internal states Si, St and any two 
input states a, b of M, 
A(S~, a) = h(Sj, b) implies 3(S~, a) = 8(Sj, b), 
then any pair of partitions (~:, */) is an I-S(3') pair, and the function 8' is 
independent of the input state. 
DEFINITION (4). Let M be a sequential machine satisfying condition (b), 
~o be a partition on {O}, */be a partition on {S}. (o), */) is an O-S(8') partition 
pair if and only if, for any two internal states Si, St and any input state 
aofM,  
h(Si, a) --- A(S~-, a) (oJ) implies 
For example, the pair of partitions w 1 
3(S~, a) ~ 8(&,  a) (*/). 
= {A,B; C,D}, */2 ={1,2 ;3 ,4}  
is an 0-S(3') pair for the machine M8 defined in Fig. 7-a. The 0-S(3') 
pairs can be obtained from the table of the function 8' in the same way as the 
s-oot' ) pairs are obtained from the table of the function )t'. 
To give an example of serial realization h --~ 3', let us consider the machine 
M 8 of Fig. 7-a. Let x I , x~ be the input variables, Yl, Y2 be the internal 
variables, z 1 and ze be the output variables. For the parallel realization, 
it is not possible to reduce the functional dependence, and the equations are: 
Y~ = f i (x~ , x~ , y~ , y~),  
Y2 = f2(x l  , X2, Y l ,  Y2), 
Zl  -~- fa (x I  , X2 , Y I  , Y2), 
X1 '~2 Yl Y2 Z1 Z2 
a - - - , -0  0 1 - - * -0  0 A - - - -0  0 
b - - , , -0  1 2---,.-1 0 B - - , , -0  1 
c-'- '~ 1 0 3 - - ' -1  1 C - -~1 0 
d-- , . .  1 1 4 - - - . -0  1 D- - , - -1  1 
FIG. 8. Ass ignment  for M a . 
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For the serial realization A--+ 3', let us remark first that the I-S(3') pair 
(sel, ~h) and the O-S(&)  pair (wl, ~/2) can be used simultaneously. In fact, 
the don't care conditions in the function 3', shown in Fig. 7-b, can be filled 
to satisfy both pairs, as in Fig. 7-c. An assignment based on these pairs, for 
example the assignment of Fig. 8, where xl has been assigned according to 
~:1, Yl according to 71, Y2 according to 72, and z 1 according to coi, leads to 
equations of the type: 
z l  = f l (x l  , x2 , Y l  , Y~), 
z2 = f2(x l  , x2 , y~ , Y2), 
Y1 = A(x~ , ~ , ~) ,  
Y2 ~ A(x l  , x2 , z~), 
where ](1 and Y2 are functions of three variables only. 
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