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RESUMEN
INTRODUCCIO´N A LAS A´LGEBRAS GEOME´TRICAS EUCLIDEANAS
Carlos Alca´ntara Michuy
Diciembre 2018
Asesor: Dr. Edgar Vera Saravia
T´ıtulo obtenido: Licenciado en Matema´tica Pura
La tesis presenta el a´lgebra geome´trica AG(3) como un R−subespacio vectorial del anillo
de polinomios provisto de un producto de polinomios modificado por la condicio´n de Dirac.
El a´lgebra AG(3) de elementos multivectoriales se descompone como suma directa de sub-
a´lgebras asociativas los cuales veremos que poseen isomorfismos con las a´lgebras ya conocidas
, R R3, C y los cuaterniones de Hamilton H . Las aplicaciones del AG(3) son diversas, para
las a´reas de matema´ticas como la f´ısica, veremos que las rotaciones y reflexiones de vectores
sobre un plano y su proyeccio´n sobre el mismo se presentan de una forma ma´s compacta en
el AG(3). A la vez el A´lgebra Geome´trica presenta una versio´n ma´s generalizada y compacta
de la derivada y los conceptos cla´sicos del ca´lculo como es la gradiente, el rotacional y la
divergencia que se estudian por separados, sera´n unificadas con el concepto de la derivada
geome´trica, como se muestran en los teoremas de Stokes y la divergencia.
Palabras Clave:
A´lgebra Geome´trica
Multivectores
Derivada geome´trica.
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ABSTRACT
INTRODUCTION TO THE EUCLIDEAN GEOMETRIC ALGEBRAS
Carlos Alca´ntara Michuy
December 2018
Adviser: Dr. Edgar Vera Saravia
Obtained Degree: Mathematician
The thesis presents the geometric algebra AG(3) as a R− subspace vector of the polyno-
mial ring provided with a product of polynomials modified by Dirac’s condition. The AG(3)
algebra of multivector elements is decomposed as a direct sum of vector sub-spaces which
have isomorphisms with the known algebras R, R3, C and Hamilton’s quaternions H. The
applications of AG(3) are diverse, for the areas of mathematics such as physics, but we will
focus on the rotations and reflections of the vectors in the plane and their projection on a
plane. In the AG(3) a more generalized and compact version of the derivative is presented.
and the classical concepts of calculus such as the rotational and divergence that are studied
separately will be unified with the concept of the geometric derivative. As shown in Stokes’
theorem and divergence.
Key Words:
Geometric algebra
Multivectors
Geometric derivative.
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Introduccio´n
El A´lgebra Geome´trica (AG) nacio´ del esfuerzo al desarrollar una herramienta matema´ti-
ca para resolver problemas usando elementos geome´tricos. Los pioneros y ma´s representa-
tivos que aportaron sobre esta teor´ıa fuero´n : Hermann Grassmann (1809-1879),William
Hamilton(1805-1865), William Clifford(1845-1879) y finalmente David Hestenes (1933- ).
Grassmann obtuvo el producto exterior y el producto interior gene´rico; Hamilton aporto´ sus
Cuaterniones, los cuales como aplicacio´n se tiene las rotaciones de vectores en 3 dimensiones,
Clifford fusiono´ los trabajos de Grassmann y Hamilton para crear el A´lgebra Geome´trica,
lamentablemente despue´s de pocos meses fallecio´ sin poder completar su trabajo, por u´lti-
mo Hestenes retomo´ los trabajos anteriores y enfoco´ en mejorar los aspectos geome´tricos y
computacionales a la fecha.
El A´lgebra Geome´trica tiene como punto de partida un espacio lineal finito, en la tes´ıs
se desarrollara´ a partir del espacio vectorial R3 en el cual a partir de nuevas operaciones
otorgadas este generara´ el espacio lineal AG(3).
El A´lgebra Geome´trica definida en el cap´ıtulo I, posee´ una estructura matema´tica amiga-
ble que contiene sub a´lgebras isomorfos al espacio R3, a los reales R, los nu´meros complejos
C y al conjunto de los Cuaterniones H.
La tesis se divide en 6 cap´ıtulos.
En el cap´ıtulo 1 se define el A´lgebra Geome´trica AG(3) como un R-espacio vectorial de
polinomios en las variables cano´nicas ,provisto del producto de polinomios modificado por
la condicio´n de Dirac. Esta es una deficio´n alternativa de las notas del Dr. Vera [2]. De
la definicio´n de AG(3) se obtienen propiedades importantes que se usara´n en los cap´ıtulos
restantes. De la definicio´n se demuestra que el AG(3) se expresa como una suma directa de
a´lebras asociativas y de ahy se obtiene sub a´lgebras isomorfas a los cuaterniones, a los reales,
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al espacio vectorial R3, al conjunto de los nu´meros complejos, adema´s presentaremos como
caso particular el sub-a´lgebra bidimensional AG(2). Adema´s se presentara´ los operadores
ma´s usuales en el a´lgebra, como son el producto interior y el producto exterior, los cuales se
definen del producto geome´trico.
En el cap´ıtulo 2 se define el a´ngulo orientado entre vectores y la orientacio´n del plano en
relacio´n a los vectores que forman el paralelogramo, adema´s se presentara´ aplicaciones del
AG(3) en el plano y en el espacio R3 , como es el caso de la reflexio´n de un vector sobre una
recta que pasa por el origen y la rotacio´n de vectores en el plano, como en el espacio, a la
vez se presentara´n los vectores en forma polar, tal expresio´n sera´ la fo´rmula generalizada de
la identidad de Euler (eiπ + 1 = 0), donde i representara´ un bivector unitario contenido en
un plano, el cual trabaja como operador de rotaciones, pues el producto de un vector por el
bivector i rota un al vector un a´ngulo de 90 grados en el plano generado por el bivector i.
Tambien el bivector i representa como cantidad un plano orientado.
En el cap´ıtulo 3 enriqueceremos au´n ma´s las operaciones del A´lgebra Geome´trica al de-
finir operaciones como son el reverso, el inverso, el dual y producto cruz, aqu´ı presentamos
algunas de sus propiedades de los operadores como sus aplicaciones.
En el cap´ıtulo 4 se presentara´ una extensio´n del ca´lculo a funciones con valores en AG(3).
La derivada geome´trica sera´ definido de manera natural en una forma ma´s generalizada y los
conceptos de gradiente, divergencia y rotacional que se estudian de manera independiente
en el ca´lculo vectorial tradicional esta vez sera´n unificados con la derivada geome´trica, esto
juegara´ un rol importante en la generalizacio´n del teorema fundamental del ca´lculo.
En el cap´ıtulo 5 es el ape´ndice , donde se detalla las demostraciones de las propieda-
des dejadas en algunos cap´ıtulos y a la vez se presenta una forma alternativa del A´lgebra
Geome´trica a traves de las matrices de Paulin.
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En el cap´ıtulo 6 se extiende el A´lgebra Geome´trica AG(3) a un a´lgebra de dimensio´n
finita AG(n), se detalla la demostracio´n donde todo espacio vectorial de dimensio´n n genera
un A´lgebra Geome´trica AG(n) y viceversa. Es decir existe una relacio´n bion´ıvoca entre un
espacio vectorial finito y el a´lgebra que esta desarrolla, a la vez de cada r − vector simple
podemos construir un espacio vectorial, como caso particular vemos que dado un vector a
podemos construir el espacio vectorial formado por todos los vectores que viven en la recta
contenida al vector a. En general de un r−vector A podemos construir un espacio vectorial
formado por todos los vectores que cumplen a ↑ A = 0.
Tambie´n en este cap´ıtulo veremos una forma compacta de ortonalizar vectores el proceso
conocido como ortogonalizacio´n de Gram Schmidt.
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Cap´ıtulo 1
AG(3): El A´lgebra Geome´trica
euclideana tridimensional
Haremos una breve introduccio´n de como el a´lgebra de las matrices genera en un inicio el
A´lgebra Geome´trica, luego trabajaremos un desarrollo alternativo el cual dejaremos de lado
tales matrices. Es decir desarrollaremos el a´lgebra de matrices sin matrices como se refiere
en la cita [2].
1.1. El a´lgebra no conmutativa C2×2
Del a´lgebra C2×2, como R-espacio vectorial, contiene una subfamilia de matrices dadas
por {σ0, σ1, σ2, σ3}. las cuales veremos que poseen propiedades muy interesantes.
Las matrices σ0, σ1, σ2 y σ3 son llamadas matrices de Pauli y son respectivamente :
1 0
0 1
 ,
0 1
1 0
 ,
0 −ı
ı 0
 y
1 0
0 −1
 ,
Proposicio´n 1.1.1. El a´lgebra de las matrices de Pauli.
1. Las matrices σ1, σ2 y σ3, cumple la condicio´n de Dirac.
σiσj + σjσi = 2δijσ0, donde i, j ∈ {1, 2, 3}
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σiσj indica el producto de matrices σi por σj. y δij,es llamado la delta de Kroner, la
cual se define por :
δij =
 1 si i = j0 si i 6= j
2. La familia de ocho matrices es una base del espacio vectorial C2×2.
Γ = {σ0, σ1, σ2, σ3, σ1σ2, σ3σ1, σ2σ3, σ1σ2σ3},
Explicitamente tenemos:1 0
0 1
 ,
0 1
1 0
 ,
1 0
0 −1
 ,
0 −ı
ı 0
 ,
0 −1
1 0
 ,
−ı 1
1 ı
 ,
 0 −ı
−ı 0
 y
ı 0
0 ı
 .
Adema´s la subfamilia de matrices :1 0
0 1
 ,
0 1
1 0
 ,
1 0
0 −1
 ,
0 −1
1 0
 ,
es una base del espacio vectorial de R2×2 ⊂ C2×2.
3. Cada elemento de C2×2 es una combinacio´n lineal de los elementos de la base Γ expli-
citamente tenemos :
C2×2 = {a0σ0 +
3∑
m=1
∑
1≤i1<...<im≤3
ai1...imσi1 ...σim ; a0, ai1...im ∈ R}.
4. El R-espacio vectorial C2×2 contiene una copia isomorfa del R-espacio vectorial R3,
que asocia su base cano´nica con las matrices σ1, σ2 y σ3 respectivamente.
5. Se cumplen las identidades (σiσj)(σiσj) = −σ0, esto permite demostrar que el a´lgebra
C2×2 contiene una copia isomorfa del a´lgebra no conmutativa de los cuaterniones de
Hamilton H que asocia σ0 con 1 y la familia {σ1σ2, σ3σ1, σ2σ3} con la base de los
cuaterniones puros.
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6. Tambie´n se cumple la identidad (σ1σ2σ3)(σ1σ2σ3) = −σ0.
La prueba se logra de manera directa gracias al producto de matrices.
Observacio´n 1.1.2. De lo anterior, obtenemos las ideas que han motivado nuestro enfoque:
1. Identificando la matriz identidad σ0 con el nu´mero real 1, podemos considerar
C2×2 = {a0 +
3∑
m=1
∑
1≤i1<...<im≤3
ai1...imσi1 ...σim ; a0, ai1...im ∈ R},
como un R-subespacio vectorial del anillo de polinomios reales R [σ1, σ2, σ3] , en las
variables σ1, σ2 y σ3.
2. En el presente trabajo desarrollamos una alternativa al A´lgebra Geome´trica desarrolla-
da por Hestenes desde el an˜o 1960. Encontrar, sin recurrir a representaciones matri-
ciales, un modelo unificador para la fundamentacio´n matema´tica de la f´ısica. [7]
1.2. El A´lgebra Geome´trica AG(3)
Nuestras estructuras matema´ticas iniciales, consideradas simplemente como R-espacios
vectoriales, sera´n:
1. El espacio cartesiano tridimensional R3.
2. El anillo de polinomios reales R[e1, e2, e3], en las variables e1, e2 y e3.
3. El R-subespacio vectorial de R[e1, e2, e3]
{a0 + a1e1 + a2e2 + a3e3 + a4e12 + a5e31 + a6e23 + a7e123; aj ∈ R},
donde, para simplificar, estamos considerando :
e12 = e1e2, e31 = e3e1, e23 = e2e3 y e123 = e1e2e3
Definicio´n 1.2.1. El A´lgebra Geome´trica tridimensional sera´ el R-espacio vectorial
AG(3) = {a0 + a1e1 + a2e2 + a3e3 + a4e12 + a5e31 + a6e23 + a7e123; aj ∈ R},
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provisto de un producto, llamado producto geome´trico, distributivo y asociativo (similar
en este aspecto al producto de polinomios) pero no conmutativo, el cual los elementos ei
estan sujetos a las condiciones de Dirac.
eiej + ejei = 2δij con i, j ∈ {1, 2, 3}. (1.1)
δij =
 1 si i = j0 si i 6= j
Observacio´n 1.2.2. En el contexto de la definicio´n anterior, al efectuar el producto geome´tri-
co, las condiciones de Dirac se explicitan en la siguiente tabla.
1 e1 e2 e3 e12 e23 e31 e123
1 1 e1 e2 e3 e12 e23 e31 e123
e1 e1 1 e12 −e31 e2 e123 −e3 e23
e2 e2 −e12 1 e23 −e1 e3 e123 e31
e3 e3 e31 −e23 1 e123 −e2 e1 e12
e12 e12 −e2 e1 e123 −1 −e31 e23 −e3
e23 e23 e123 −e3 e2 e31 −1 −e12 −e1
e31 e31 e3 e123 −e1 −e23 e12 −1 −e2
e123 e123 e23 e31 e12 −e3 −e1 −e2 −1
(1.2)
Definicio´n 1.2.3. De m-vectores y m-vectores simples.
Fijado m, con 1 ≤ m ≤ 3, y eim son vectores; im ∈ {1, 2, 3}. Un multivector de grado
m sera´ llamado m-vector si puede expresar de la siguiente manera :∑
1≤i1<...<im≤3
ai1...imei1 ...eim
Cada uno de los sumandos ai1...imei1 ...eim es llamado m-vector simple. Todo m-vector
puede ser descompueta como suma finita de m-vectores simples.
Ejemplo 1.2.1.
El vector a es 1-vector y lo podemos expresar como a = a1e1+a2e2+a3e3, cada sumando
es un 1-vector simple.
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La expresio´n β1e12+ β2e31+ β3e23 se llamado un 2-vector o bivector, y cada uno de los
sumandos es un 2-vector simple.
Los 0-vectores, como a0, sera´n los escalares.
Los elementos de AG(3) sera´n llamados multivectores.
AGj(3) sera´ llamada el j-espacio vectorial de AG(3).
Donde j del 0 al 3 se tiene :
• AG0(3) ∼= R
• AG1(3) = {a1e1 + a2e2 + a3e3, ai ∈ R}
• AG2(3) = {b1e12 + b2e31 + b3e23, bi ∈ R}
• AG3(3) = {λe123, λ ∈ R}
Se observa que el AG(3) es la suma directa de los j-espacios vectoriales, los cuales
demostraremos que son disjuntos.
Es decir AG(3) =
3⊕
j=0
AGj(3)
Los AGm(3) son R-subespacios vectoriales de dimensio´n
(
3
m
)
, (0 ≤ m ≤ 3)
Ejemplo AG2(3) es un R-subespacio vectorial de dimensio´n
(
3
2
)
= 3.
Todo elemento M de AG(3) se escribe de manera u´nica como suma de j-vectores:
Definicio´n 1.2.4. El operador grado en el AG(3) se define por :
〈 〉j : M ∈ AG(3) 7−→ 〈M〉j ∈ AGj(3)
〈M〉j es llamada la j-proyeccio´n del multivector M al j-espacio AGj(3).
AGm(3) ≡ 〈AG(3)〉m, donde 0 ≤ m ≤ 3, denotara´ la familia de m-vectores.
Un multivector A es llamado homoge´neo de grado j si A = 〈A〉j
Definicio´n 1.2.5. El operador grado j (〈, 〉j) es un operador lineal es decir,
1. 〈A+B〉j = 〈A〉j + 〈B〉j
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2. 〈αA〉j = α 〈A〉j = 〈A〉j α si α ∈ R.
Ejemplo. Si a = 2e1 + e3 b = e1 + 2e2.
Denotamos e1e2 = e12
ab = (2e1 + e3)(e1 + 2e2) = 2 + 4e12 + e31 + 2e32
〈ab〉0 = 2 , 〈ab〉1 = 0 y 〈ab〉2 = 4e12 + e31 + 2e32
Proposicio´n 1.2.6. Presentaremos algunos resultados importantes:
1. La condicio´n de Dirac es equivalente a las condiciones de Grassmann-Clifford
eiei = 1 y ejei = −eiej donde, i, j ∈ {1, 2, 3}
2. De lo anterior es inmediato ver que el producto geome´trico es no conmutativo.
3. El producto geome´trico hereda las propiedades asociativa y distributiva del producto de
polinomios.
4. El producto geome´trico es cerrado en AG(3); es decir,
Si A y B ∈ AG(3) =⇒ AB ∈ AG(3)
Prueba.- Si A y B ∈ AG(3), podemos escribir A =∑7i=0 aiei y B =∑7i=0 biei
Donde denotamos:
e0 = 1, e4 = e1e2, e5 = e3e1, e6 = e2e3 y e7 = e1e2e3,
Cada sumando de un multivector es el producto de los ei, si al desarrollar el producto
AB de forma distributiva y encontramos el producto de 3 o menos vectores ei podemos
ayudarnos con la tabla 1.2, si la cantidad de productos ei es 4 entonces los 4 vectores son
linealmente dependientes es decir por lo menos un vector sera´ combinancio´n lineal de los
otros tres, lo cual gracias nuevamente a la tabla este se reduce. As´ı AB ∈ AG(3)
Detallamos los coeficientes del producto AB =
7∑
i=0
ciei.
c0 = a0b0 − a7b7,
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c1 = a0b1 + a1b0 − a2b4 + a3b6 + a4b2 − a5b7 − a6b3 − a7b5,
c2 = a0b2 + a1b4 + a2b0 − a3b5 − a4b1 + a5b3 − a6b7 − a7b6,
c3 = a0b3 − a1b5 + a2b6 + a3b0 − a4b7 − a5b1 − a6b2 − a7b4
c4 = a0b4 + a1b2 − a2b1 + a3b7 + a4b0 − a5b6 + a6b5 + a7b3,
c5 = a0b5 − a1b3 − a2b7 − a3b1 + a4b6 + a5b0 − a6b4 − a7b2,
c6 = a0b6 + a1b7 + a2b3 − a3b2 − a4b5 + a5b4 + a6b0 + a7b1,
c7 = a0b7 + a1b6 − a2b5 + a3b4 + a4b3 − a5b2 + a6b1 + a7b0.
Algunos casos particulares del producto de multivectores:
1. Sea a = a1e1 + a2e2 + a3e3 y b = b1e1 + b2e2 + b3e3, vectores, de la tabla tenemos:
ab = a1b1 + a2b2 + a3b3 + (a1b2 − a2b1)e12 + (a3b1 − a1b3)e31 + (a2b3 − a3b2)e23 y
ba = a1b1 + a2b2 + a3b3 − (a1b2 − a2b1)e12 − (a3b1 − a1b3)e31 − (a2b3 − a3b2)e23.
Si sumamos y restamos tales elementos obtenemos :
ab+ ba = a1b1 + a2b2 + a3b3
ab− ba = 2[(a1b2 − a2b1)e12 + (a3b1 − a1b3)e31 + (a2b3 − a3b2)e23]
Donde la suma ab+ ba es un escalar y ab− ba es un bivector.
2. Sea el bivector B = β1e12 + β2e31 + β3e23 y el vector a = a1e1 + a2e2 + a3e3,
Usando la tabla tenemos :
aB = (a3β2 − a2β1)e1 + (a1β1 − a3β3)e2 + (a2β3 − a1β2)e3 + (a1β3 + a2β2 + a3β1)e123
Ba = (a2β1 − a3β2)e1 + (a3β3 − a1β1)e2 + (a1β2 − a2β3)e3 + (a1β3 + a2β2 + a3β1)e123
Donde :
〈aB〉3 = 〈Ba〉3, 〈aB〉1 = −〈Ba〉1
aB+Ba
2
= (a1β3 + a2β2 + a3β1)e123 ∈ AG3(3)
aB−Ba
2
= (a3β2 − a2β1)e1 + (a1β1 − a3β3)e2 + (a2β3 − a1β2)e3 ∈ AG1(3)
〈aB〉1 = aB−Ba2 , 〈aB〉3 = aB+Ba2
(1.3)
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Del producto de un vector consigo mismo se tiene el siguiente colorario.
Corolario 1.2.7. De lo anterior, usando la tabla o´ la 3-condicio´n de Dirac, resulta:
1. AG(3) es un a´lgebra asociativa, distributiva y no conmutativa.
2. Dado el vector a =
3∑
i=1
aiei, se tiene :
a2 =
3∑
i=1
a2i ≥ 0 (1.4)
3. Dado el bivector B = b12e1e2 + b13e1e3 + b23e2e3 ∈ AG2(3) se tiene :
B2 = −
∑
i<j
b2ij ≤ 0 (1.5)
4. Dado el trivector T = ce1e2e3 ∈ AG3(3) se tiene :
T 2 = −c2 ≤ 0 (1.6)
5. Las variables ei son ra´ıces cuadradas de 1. ( e
2
i = 1)
6. Los productos eiej con i 6= j son ra´ıces cuadradas de -1 es decir : (eiej)2 = −1
7. El producto e1e2e3 es ra´ız cuadrada de -1 (e1e2e3)
2 = −1
8. Me123 = e123M , ∀M ∈ AG(3); es decir, todo multivector conmuta con e123.
El item 2 del corolario establece un resultado muy importante: Aqu´ı es bueno dar una
interpretacio´n geome´trica a cada r − vector, los 1-vectores o vectores se pueden representar
como flechas orientadas, los 2-vectores o bivectores se representan como planos orientados,
y los trivectores como cubos orientados, sus relaciones entre ellas se pueden ver al rebisar [7]
Proposicio´n 1.2.8. El producto geome´trico de AG(3) induce la me´trica euclideana del R3.
Observacio´n 1.2.9. Otros resultados importantes:
1. El item 6 indica que los bivectores cano´nicos eij no son escalares, ni vectores. Es-
tos bivectores sera´n representados geome´tricamente como paralelogramos orientados,
ortogonales dos a dos, cuyos lados son los vectores ei y ej. como indica la figura 1
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ei
ej
eiej
ei
ej
ejeieiej = −ejei
Figura 1.1: Representacio´n de la orientacio´n del bivector eiej
2. Los bivectores cano´nicos e12 ; e31 ; e23 del AG(3) son tomados en ese orden por
cuestiones histo´ricas. A la vez matematizan las direcciones que establecen “el criterio
de la mano derecha”.
3. El elemento e123 es llamado trivector cano´nico y se representa geome´tricamente por el
cubo unitario orientado (en concordancia con el criterio anterior).
1.2.1. Resultados y conceptos adicionales
1. La familia {1, e123} es linealmente independiente.
Prueba.-
Si α, β ∈ R. Con α + βe123 = 0
α = −βe123 ; 0 ≤ α2 = (−βe123)2 = β2e2123 = −β2 ≤ 0 , Tomando los extremos
llegamos a que : α = β = 0.
2. Si A ∈ AG(3) tal que A =∑7i=0 aiei = 0, entonces ai = 0 para cada ai ∈ R.
Donde los : e4, e5, e6 y e7 son las expresiones son establecidas por : e1e2, e3e1, e2e3 y
e1e2e3 respectivamente.
Prueba.-
Multiplicando e1 por izquierda y derecha al multivector nulo A.
Obtenemos e1Ae1 = a0 + a1e1 − a2e2 − a3e3 − a4e12 − a5e13 + a6e23 + a7e123 = 0,
sumando la expresio´n con el multivector A y dividiendo por 2 tenemos el multivector
B. ; B = a0 + a1e1 + a6e23 + a7e123 = 0
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multiplicando e2 por izquierda y derecha al multivector B
Obtenemos e2Be2 = a0 − a1e1 − a6e23 + a7e123 = 0,
sumando la u´ltima expresio´n con el multivector B y dividiendo por 2 obtenemos :
a0 + a7e123 = 0 y del ı´tem 1 obtenemos : a0 = a7 = 0.
La expresio´n inicial queda reducida en: a1e1 + a2e2 ++a3e3 + a4e4 + a5e5 + a6e6 = 0
Multiplicando la expresio´n por el vector e1 por ambos extremos y sumando con el
resultdado reducido se obtiene : a1 + a6e7 y del ı´tem 1 , a1 = a6 = 0 Completamos la
prueba multiplicando por el vector e2, por ambos lados al multivector obtenido.
3. La siguiente familia es una R-base de AG(3):
{1, e1, e2, e3, e1e2, e1e3, e2e3, e1e2e3}.
Del ı´tem 1 y 2 se tiene la prueba.
Proposicio´n 1.2.10. Los AGi(3), son espacios vectoriales disjuntos, para cada i distinto.
1. La familia de j-vectores AGj(3) son R-subespacios vectoriales del AG(3).
2. i, j ∈ {0, 1, 2, 3} con i 6= j,=⇒ AGi(3)
⋂
AGj(3) = ∅.
(el vector nulo es el u´nico elemento comu´n de dos j-espacios vectoriales).
3. Para Aj ∈ AGj(3) se cumple que 〈Aj〉k = 0 Si j 6= k.
Prueba.- El ı´tem 3 indica que el j-vector Aj, no tiene k-vectores como sumando com-
ponentes, supongamos lo contrario, que el multivector Aj tiene como sumando componente
el multivector Ak es decir : Aj =
∑
i=1A
i
j + Ak donde A
j
i ∈ AGj(3) y Ak ∈ AGk(3) no
nulo, por tal Aj
∑
i=1A
i
j = Ak , como AGj(3) es un subespacio vectorial tenemos que:
Ak ∈ 〈AG(3)〉j ∩ 〈AG(3)〉k 6= ∅, esto se contradice ya que tales subespacios son disjuntos.
Corolario 1.2.11. De la definicio´n 1.2.3 y de la proposicio´n anterior tenemos :
1. De lo anterior tenemos los isomorfismos como espacios vectoriales.
AG0(3) ∼= R y AG3(3) ∼= Re123
En particular se tiene que todo trivector es mu´ltiplo de e123.
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2. Existe un isomorfismo natural, como R-espacios vectoriales entre :
AG1(3) ∼= R3
En lo que sigue identificaremos estos dos R-espacios vectoriales.
3. AG0(3)⊕AG2(3) es una suba´lgebra no conmutativa de AG(3). Del item 6 del Corola-
rio 1.2.7, identificando {e1e2, e3e1, e2e3} con la base de cuaterniones hamiltonianos, se
tiene el siguiente isomorfismo natural como suba´lgebras no conmutativas
H ∼= AG0(3)⊕ AG2(3).
En lo que sigue identificaremos estas dos R-a´lgebras no conmutativas. El cual sera´
llamado el a´lgebra par de AG(3).
4. Las identificaciones realizadas nos permiten escribir las siguientes identidades, como
R-espacios vectoriales,
AG(3) ∼= H⊕ R3 ⊕ Re123 ∼= (R⊕ R3e123)⊕ R3 ⊕ Re123.
5. Tambie´n se tiene que AG0(3)⊕ AG3(3) es una suba´lgebra conmutativa de AG(3), del
item 7 y del Corolario 1.2.7 existe un isomorfismo natural, como suba´lgebras conmu-
tativas
C ∼= AG0(3)⊕ AG3(3)
Identificando estas dos R-a´lgebras conmutativas se puede considerar
R ⊂ C ⊂ AG(3), R3 ⊂ AG(3) y tambie´n H ⊂ AG(3).
6. De todo lo anterior y la proposicio´n 1.1.1 resulta un isomorfismo natural entre las
R-a´lgebras C2×2 y AG(3).
7. Como los AGj(3), j = 0, 1, 2, 3 son R-subespacios vectoriales de AG(3), de dimensio-
nes 1, 3, 3 y 1 respectivamente, y AG(3) es la suma directa de los subespacios AGj(3)
entonces
dim(AG(3)) =
3∑
j=0
dim(AGj(3)) = 8.
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Definicio´n 1.2.12. Suba´lgebra par de AG(3)
1. Llamaremos suba´lgebra par de AG(3) a la combinacio´n lineal de multivectores pares
,denotado y definido por :
AG+(3) = AG0(3)⊕ AG2(3),
Tambie´n sera´ llamada a´lgebra de los nu´meros complejos tridimensionales.
2. Llamaremos suba´lgebra impar de AG(3) a la combinacio´n lineal de multivectores
impares, denotado y definido por :
AG−(3) = AG1(3)⊕ AG3(3),
Lo hecho hasta ahora nos muestra que AG(3) contiene como subespacio vectorial a R3 y
como suba´lgebras a R,C y H.
Definicio´n 1.2.13. Dados a, b ∈ AG1(3)
1. a ↓ b = 1
2
(ab+ ba).
es llamado producto interior de a y b.
2. a ↑ b = 1
2
(ab− ba).
es llamado producto exterior de a y b.
3. ‖a‖ = √aa es llamada longitud del 1-vector a.
4. ‖a ↑ b‖ =√(a ↑ b)(b ↑ a) es llamado a´rea del 2-vector a ↑ b.
5. {u1, ..., uk}, uk ∈ AG1(3) sera´ una familia ortonormal si cumple la condicio´n de
Dirac dos a dos es decir : uiuj + ujui = 2δij, , i, j ∈ {1, ..., k}.
6. a y b son ortogonales si y solo si a ↓ b = 0.
7. a y b son paralelas si y solo si a ↑ b = 0.
Corolario 1.2.14. Sean a, b, c ∈ AG1(3) con a =
3∑
i=1
aiei y b =
3∑
i=1
biei.
Tenemos los siguientes resultados.
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1. a ↓ b = 〈ab〉0 =
3∑
i=1
aibi ∈ AG0(3)
2. a ↑ b = 〈ab〉2 =
∑
1≤i<j≤3
(aibj − ajbi)eiej ∈ AG2(3).
3. El producto interior es sime´trico a ↓ b = b ↓ a
4. El producto interior es bilineal. a ↓ (b+c) = a ↓ b+a ↓ c y (b+c) ↓ a = b ↓ a+c ↓ a
5. El producto exterior es antisime´trico a ↑ b = −b ↑ a
6. El producto exterior es bilineal a ↑ (b+ c) = a ↑ b+ a ↑ c , (b+ c) ↑ a = b ↑ a+ c ↑ a
7. El producto exterior es asociativo a ↑ (b ↑ c) = (a ↑ b) ↑ c
8. ab = a ↓ b+ a ↑ b
9. ab = ba si y solo si a es paralelo a b.
10. ab = −ba si y solo si a es ortogonal a b.
Prueba.-
1. Del caso particular de la proposicio´n 1.2.6 tenemos que la parte escalar de ab y ba son
las mismas, esto se expresa por 〈ab〉0 = 〈ba〉0 .
a ↓ b = ab+ba
2
= 2(a1b1+a2b2+a3b3)
2
= a1b1 + a2b2 + a3b3 ∈ R
a ↓ b = 〈ab+ba
2
〉
0
=
〈ab〉0+〈ba〉0
2
=
2〈ab〉0
2
= 〈ab〉0 .
2. De la proposicio´n 1.2.6 tenemos que la parte bivectorial de ab y ba son opuestas, esto
se expresa por : 〈ab〉2 = −〈ba〉2 .
a ↑ b = ab−ba
2
= 2
[
(a1b2−a2b1)e12+(a3b1−a1b3)e31+(a2b3−a3b2)e23
2
]
∈ AG2(3)
a ↑ b = 〈ab−ba
2
〉
2
=
〈ab〉2−〈ba〉2
2
=
2〈ab〉2
2
= 〈ab〉2 .
Del caso particular para el producto exterior de dos vectores tenemos :
a ↑ b =
 a1 a2
b1 b2
 e12 −
 a1 a3
b1 b3
 e31 +
 a2 a3
b2 b3
 e23 (1.7)
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De la descomposicio´n del producto de ab por ab = ab+ba
2
+ ab−ba
2
y de la definicio´n 1.2.13
tenemos la prueba del ı´tem 8.
ab = ba ⇔ 1
2
(ab− ba) = 0 ⇔ a ↑ b = 0 , y por el ı´tem 8, ab = a ↓ b. Multiplicando por
izquierda por el vector a , obtenemos : a2b = aa ↓ b , b = αa, donde α = (a↓b
a2
) y as´ı
tenemos la prueba del ı´tem 9.
1.2.2. Producto interior y exterior de multivectores homogeneos
A es un multivector homogeneo de grado k , si y solo si A = 〈A〉k .
Extendemos las definiciones del producto interior y exterior para multivectores homoge-
neos. Tales definiciones se podran ver [?]
Definicio´n 1.2.15. Sean Aj y Bk multivectores homogeneos de grado j y k respecti-
vamente.
1. Llamaremos ‖Aj‖ la j-magnitud euclideana del j-vector Aj y lo definimos por :
‖Aj‖ =
√
|A2j | , del corolario 1.2.7 tenemos : |A2j | = (−1)
j(j−1)
2 A2j .
2. Al extenderlo a todo AG(3) definimos la magnitud euclideana del multivector A por:
‖A‖2 =∑3j=0 ‖Aj‖2 = |A20|+ |A21|+ |A22|+ |A23| = A20 + A21 − A22 − A23.
3. Aj ↓ Bk = 〈AjBk〉|j−k| si j, k 6= 0. y cero de otro modo.
4. Aj ↑ Bk = 〈AjBk〉j+k si j + k ≤ 3. y cero de otro modo.
5. El producto escalar ” · ” para los j-vectores Aj, Bj, se define por : Aj · Bj = 〈AjBj〉0.
6. Diremos que los multivectores Aj y Bk son ortogonales si Aj ↓ Bk = 0
7. Diremos que los multivectores Aj y Bk son colineales si Aj ↑ Bk = 0
8. Para a vector y Ar un r-vector tenemos : aAr = a ↓ Ar + a ↑ Ar.
El ı´tem 8 puede verse en un inicio como definicio´n, pero tal resultado sera´ probado en
el ape´ndice cuando se defina los r-vectores simples en el a´lgebra AGn. Otras propiedades
adicionales pueden verse en el libro. [?]
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Proposicio´n 1.2.16. Para a, b, c ,d , ai vectores y los multivectores homogeneos Ar, Bs y
Ct tenemos:
1. Si s = 2 se cumple
a ↑ B2 = aB2 +B2a
2
, a ↓ B2 = aB2 − B2a
2
2. (a ↑ b) ↓ (c ↑ d) = a ↓ (b ↓ (c ↑ d)).
3. Para a, b, c vectores linealmente independientes existe un α ∈ R− {0} tal que :
a ↑ b ↑ c = αe123.
Si α > 0 , a ↑ b ↑ c y e123 tienen la misma orientacio´n. Si α < 0 la orientacio´n es
opuesta.
4. Si M es un multivector e123M = e123 ↓M = M ↓ e123.
5. (a1 ↑ a2)(a3 ↑ a4 ↑ a5) =
(a1 ↑ a2) ↓ (a3 ↑ a4 ↑ a5) = (a1 ↑ a2) ↓ (a3 ↑ a4)a5− (a1 ↑ a2) ↓ (a4 ↑ a5)a3+(a1 ↑ a2) ↓
(a3 ↑ a5)a4.
6. c ↓ (a ↑ b) = (c ↓ a)b− (c ↓ b)a
7. Ar ↑ e123 = 0 , para r > 0.
8. (ArBs)Ct = Ar(BsCt).
9. Ar ↓ Bs = (−1)r(s−1)BsAr para r ≦ s.
10. Ar ↑ Bs = (−1)rsBs ↑ Ar.
11. Ar ↓ (Bs ↓ Ct) = (Ar ↑ Bs) ↓ Ct para r + s ≦ t , con r, s > 0.
12. Ar ↓ (Bs ↓ Ct) = (Ar ↓ Bs) ↓ Ct para r + t ≦ s.
13. a ↓ Ar = 12(aAr − (−1)rAra) ∈ 〈AG(3)〉r−1 .
14. a ↑ Ar = 12(aAr + (−1)rAra) ∈ 〈AG(3)〉r+1 para r + 1 ≦ 3.
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15. Si A ∈ AG(3) tenemos : aA = a ↓ A+ a ↑ A.
Prueba.-
1. Del ı´tem 3 y 4 en la definicio´n 1.2.15 y de la ecuacio´n 1.3 tenemos :
a ↓ B2 = 〈aB2〉1 = aB2 − B2a
2
, a ↑ B2 = 〈aB2〉3 = aB2 +B2a
2
.
2. Sea B = c ↑ d entonces probemos (a ↑ b)B = a ↓ (b ↓ B).
(a ↑ b)B = 〈a ↑ bB〉0 = 〈(ab−ba2 )B〉0 = 12(〈abB − baB〉0) = 12(〈abB〉0 − 〈baB〉0)
Del la expresio´n 2.1.15 y al expresar el vector b por componentes b = b1e1+ b2e2+ b3e3
obtenemos : 〈aBb〉0 = 〈baB〉0. Al remplazar obtenemos :
(a ↑ b)B = 1
2
(〈abB〉0 − 〈aBb〉0) = 12(〈abB − aBb〉0) = 〈a( bB−Bb2 )〉0 = 〈ab ↓ B〉0 = a ↓ (b ↓ B).
3. De la expresio´n 2.1.15
a ↑ b ↑ c = a ↑ (b ↑ c) ∈ AG3(3)
Todo elemento de AG3(3) es un mu´ltiplo de e123
4. Si M = Mk es un k vector homogeneo. Para k = 0, cumple directamente.
Para k = 1 , M1 es un vector. Si M1 = ei , con i ∈ {1, 2, 3}
e123ei = e1e2e3ei = (−1)2eie123 , esto es va´lido pues eiej = −ejei si i 6= j , con
j ∈ {1, 2, 3}. Entonces para todo vector a , se cumple e123a = ae123.
Para k = 2 M2 = eiej , con i 6= j , con i, j ∈ {1, 2, 3}
e123eiej = (−1)2(−1)2eieje123 = eieje123. De la misma forma cumple para k = 3
Para M multivector e123M = e123
3∑
i=0
Mk =
3∑
i=0
e123Mk =
3∑
i=0
Mke123 = Me123.
5. Sea B = a1 ↑ a2 = β1e12 + β2e31 + β3e23
Ademas todo trivector es mu´ltiplo de e123 , a3 ↑ a4 ↑ a5 = αe123, α ∈ R.
(a1 ↑ a2) ↓ (a3 ↑ a4 ↑ a5) = B ↓ (αe123) = 〈αBe123〉1 = α〈(β1e12 + β2e31 + β3e23)e123〉1.
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Al multiplicar el multivector e123 a cada componente y tomando la parte vectorial, se
obtiene :
(a1 ↑ a2) ↓ (a3 ↑ a4 ↑ a5) = −αβ1e3 − αβ2e2 − αβ3e1 (1.8)
De otro lado :
B ↓ (a3 ↑ a4)a5 = 〈(β1e12 + β2e31 + β3e23)(a3 ↑ a4)〉0a5
Representamos el vector a3 y a4 como suma de sus componentes.
a3 = a31e1 + a32e2 + a33e2 y a4 = a41e1 + a42e2 + a43e3
Del producto
a3 ↑ a4 = 〈a3a4〉2 = (a31a42 − a32a41)e12 + (a33a41 − a31a43)e31 + (a32a43 − a33a42)e23.
Tomando la parte escalar en el producto y teniendo en cuenta que e2ij = −1 para i 6= j.
B ↓ (a3 ↑ a4)a5 = [−β1(a31a42 − a32a41)− β2(a33a41 − a31a43)− β3(a32a43 − a33a42)]a5.
De forma ana´loga obtenemos :
B ↓ (a3 ↑ a5)a4 = [−β1(a31a52 − a32a51)− β2(a33a51 − a31a53)− β3(a32a53 − a33a52)]a4.
B ↓ (a4 ↑ a5)a3 = [−β1(a41a52 − a42a51)− β2(a43a51 − a41a53)− β3(a42a53 − a43a52)]a3.
Multiplicando por los vectores a5 = a51e1 + a52e2 + a53e3, a3 y a4.
Haciendo las operaciones para obtener:
B ↓ (a3 ↑ a4)a5 − B ↓ (a3 ↑ a5)a4 +B ↓ (a4 ↑ a5)a3 (1.9)
Obteniendo la primera commponente del vector 1.9.
{[−β1(a31a42 − a32a41)− β2(a33a41 − a31a43)− β3(a32a43 − a33a42)]a51 − [−β1(a31a52 −
a32a51)−β2(a33a51−a31a53)−β3(a32a53−a33a52)]a41+[−β1(a41a52−a42a51)−β2(a43a51−
a41a53)− β3(a42a53 − a43a52)]a31+}e1 + ...
Factorizando los −βj, luego haciendo las operaciones, observamos que β1 y β2 se eli-
minan.
= {−β1[(a31a42− a32a41)a51− (a31a52− a32a51)a41+(a41a52− a42a51)a31]−β2[(a33a41−
a31a43)a51−(a33a51−a31a53)a41+(a43a51−a41a53)a31]−β3[(a32a43−a33a42)a51−(a32a53−
a33a52)a41 + (a42a53 − a43a52)a31]}e1 + · · ·
−β3[(a32a43 − a33a42)a51 − (a32a53 − a33a52)a41 + (a42a53 − a43a52)a31]}e1 + · · · =
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−β3

a31 a41 a51
a32 a42 a43
a33 a43 a53
 e1 + . . .
La ecuacio´n 1.9 queda simplificada por :
−β3

a31 a41 a51
a32 a42 a43
a33 a43 a53
 e1 − β2

a31 a41 a51
a32 a42 a43
a33 a43 a53
 e2 − β1

a31 a41 a51
a32 a42 a43
a33 a43 a53
 e3
donde :
α = [(a32a43−a33a42)a51−(a32a53−a33a52)a41+(a42a53−a43a52)a31] =

a31 a41 a51
a32 a42 a43
a33 a43 a53

Por ende tenemos :
B ↓ (a3 ↑ a4)a5 − B ↓ (a3 ↑ a5)a4 +B ↓ (a4 ↑ a5)a3 = −αβ1e3 − αβ2e2 − αβ3e1
Por la ecuacio´n 1.8 tenemos el resultado.
6. Del ı´tem 8 de 1.2.14 se tiene ab = 2b ↓ a− ba
c(a ↑ b) = 1
2
c(ab− ba) = 1
2
((ca)b− (cb)a) = 1
2
((2a ↓ c− ac)b− (2b ↓ c− bc)a) =
(a ↓ c)b− (b ↓ c)a− 1
2
(acb− bca) = (a ↓ c)b− (b ↓ c)a− 1
2
(a(cb)− b(ca)) =
(a ↓ c)b−(b ↓ c)a− 1
2
(a(2b ↓ c−bc)−b(2a ↓ c−ac)) = 2(a ↓ c)b−2(b ↓ c)a+ 1
2
(ab−ba)c
Tomando los extremos.
c(a ↑ b) = 2(a ↓ c)b− 2(b ↓ c)a+ (a ↑ b)c y de aqu´ı.
1
2
[c(a ↑ b)− (a ↑ b)c] = (a ↓ c)b− (b ↓ c)a = (c ↓ a)b− (c ↓ b)a
Como la segunda expresio´n es un vector tenemos :
1
2
[c(a ↑ b)− (a ↑ b)c] = c ↓ (a ↑ b).
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Lo que prueba c ↓ (a ↑ b) = (a ↓ c)b− (b ↓ c)a = (c ↓ a)b− (c ↓ b)a
Corolario 1.2.17. Si b ↑ c 6= 0 y a ↓ (b ↑ c) = 0 entonces el vector a es ortogonal a los
vectores b y c.
Prueba.-
Por la proposicio´n 1.2.16 del ı´tem 6 Se tiene que :
0 = a ↓ (b ↑ c) = (a ↓ b)c− (a ↓ c)b⇐⇒ (a ↓ b)c = (a ↓ c)b, multiplicando por derecha e
izquierda por b, (a ↓ b)cb = (a ↓ c)b2 y (a ↓ b)bc = (a ↓ c)b2, de donde :
(a ↓ b)bc − (a ↓ b)cb = 0 ⇐⇒ (a ↓ b)( bc−cb
2
) ⇐⇒ (a ↓ b)(b ↑ c) = 0 , de la hipo´tesis
b ↑ c 6= 0 se tiene a ↓ b = 0. Por tal a y b son ortogonales.
De manera similar se obtiene que los vectores a y c son ortogonales, esto se logra al
multiplicar la expresio´n (a ↓ b)c = (a ↓ c)b por el vector c por izquierda y derecha.
1.2.3. Propiedades de las Subalgebras del AG(3)
De la definicio´n 1.2.12 el a´lgebra par de AG(3) esta´ dado por :
AG(3)+ = 〈AG(3)〉0
⊕
〈AG(3)〉2 = {α1 + α2e12 + α3e31 + α4e23, αi ∈ R}
1. {1, e12, e31, e23} es una base para el AG(3)+ como espacio vectorial.
2. e12e31=e23 , e23e12=e31 , e31e23=e12
3. e12e31e23 = −1
4. AG(3)+ es un a´lgebra cerrada.
5. {1, e123} es una base para 〈AG(3)〉0 ⊕ 〈AG(3)〉3 .
6. 〈AG(3)〉0 ⊕ 〈AG(3)〉3 es cerrada.
7. 〈AG(3)〉0 ⊕ 〈AG(3)〉3 es un a´lgebra conmutativa.
8. El a´lgebra 〈AG(3)〉0 ⊕ 〈AG(3)〉3 es isomorfo a los complejos C
22
Prueba.-
1. Probemos que {1, eij} es l.i.
Sean αβ ∈ R tal que α + βeij = 0
α = −βeij , α2 = (−βeij)2 = −β2 ≤ 0 entonces α = β = 0
Si α1 + α2e12 + α3e31 + α4e23 = 0 ,multiplicamos la expresio´n por e1 por derecha e
izquierda, se obtiene.
α1 − α2e12 − α3e31 + α4e23 = 0 , sumando ambos resultados α1 + α4e23 = 0 ,
α1 = α4 = 0, reemplazando α2e12 + α3e31 = 0 , multiplicando por e2 por derecha e
izquierda −α2e12 + α3e31 = 0 sumando α3e31 = 0 , donde α3 = 0 y por tal α2 = 0
es as´ı que {1, e12, e31, e23} es l.i.
Las dema´s pruebas son directas haciendo uso de la tabla 1.2.
Suba´lgebra bidimensional AG[u, v]
Sean u, v ∈ AG1(3) con u2 = v2 = 1 y uv = −vu se define por AG[u, v] al suba´lgebra
bidimensional de AG(3) generada por los vectores u y v explicitamente.
AG [u, v] ≡ {α0 + α1u+ α2v + α3uv/αi ∈ R} ,
El A´lgebra Geome´trica AG [u, v] hereda las propiedades del AG(3) como suba´lgebra.
Proposicio´n 1.2.18. Propiedades del AG[u, v] como suba´lgebra de AG(3).
1. (uv)2 = −1
2. {1, u, v, uv} es una base el espacio vectorial AG [u, v] , el cual llamamos base cano´nica
de AG [u, v] .
3. AG [u, v] es cerrado.
4. Para los vectores usuales e1, e2 y e3, tenemos los isomorfismos siguientes.
AG [e1, e2] ≃ AG [e3, e1] ≃ AG [e2, e3]
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5. Los nu´meros complejos C es isomorfo a una suba´lgebra de AG [u, v].
6. R2 es isomorfo a una suba´lgebra de AG [u, v].
7. AG [u, v]∼= R2⊕C
Prueba.-
1. (uv)2 = (uv)(uv) = u(−uv)v = −1
2. Sea αi ∈ R tal que :
α0 + α1u + α2v + α3uv = 0, multiplicando por u, por izquierda y derecha en forma
simulta´nea se obtiene : α0+α1u−α2v−α3uv = 0, sumando con la primera expresio´n,
α0 + α1u = 0 , como u es vector y para que la igualdad sea va´lida α0 = α1 = 0,
remplazando en la primera expresio´n y multiplicando por v, tenemos α2 = α3 = 0, por
tal es l.i.
3. Sea A,B ∈ AG[u, v] tal que A = α0 + α1u+ α2v + α3uv y B = β0 + β1u+ β2v + β3uv
Multiplicando componente por componente y utilizando el hecho de u2 = v2 = 1 y
uv = −vu , se tiene que tal producto AB ∈ AG(3).
Definicio´n 1.2.1. Sea iπ el bivector unitario ,llamaremos iπ-plano al espacio vectorial
definido por :
iπ = {a ∈ AG1(3) tal que a ↑ iπ = 0}
Proposicio´n 1.2.19. Propiedades de vectores pertenecientes en el iπ-plano.
Sean los vectores linealmente independiente a, b, c ∈ iπ-plano, se tiene: .
1. iπa = −aiπ
2. a ↑ b = (a1b2 − a2b1)iπ
3. a ↑ b = [a ↓ (iπb)] iπ
4. a ↑ b ↑ c = 0
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5. a = (a ↓ u)u+ [a ↓ (uiπ)] iπu
6. a↑b
‖a↑b‖
= ± iπ. Todo bivector en el iπ-plano es mu´ltiplo del bivector iπ.
7. Si los vectores a, b, c, d son coplanares entonces se cumple :
a ↑ b
‖a ↑ b‖ = ±
c ↑ d
‖c ↑ d‖ .
Prueba.-
1. La prueba de 1 es directa de la definicio´n del producto exterior y del hecho que
a ↑ iπ = 0.
2. Como iπ es un bivector, entonces sean u, v vectores ortonormales que cumplan
iπ = u ↑ v y i2π = −1.
Como a, b ∈ iπ-plano.
a(u ↑ v) = a ↑ (u ↑ v) + a ↓ (u ↑ v) = a ↓ (u ↑ v)
De la propiedad 6 de 1.2.16 se tiene.
a(u ↑ v) = a ↓ uv − a ↓ vu. Multiplacando por (u ↑ v) se tiene ((u ↑ v)2 = −1)
−a = a ↓ uv(u ↑ v) − a ↓ vu(u ↑ v). Del producto geome´trico de un vector y un
bivector tenemos :
−a = a ↓ uv ↓ (u ↑ v)− a ↓ vu ↓ (u ↑ v). Del ı´tem 6 de la proposicio´n 2.1.15
−a = a ↓ u[v ↓ uv − v ↓ vu]− a ↓ v[u ↓ uv − u ↓ vu] ;
a = a ↓ v[u ↓ uv − u ↓ vu] − a ↓ u[v ↓ uv − v ↓ vu], como u, v son ortonormales, la
expresio´n se reduce a :
a = a ↓ uu+ a ↓ vv (1.10)
De manera similar obtenemos el vector b = b ↓ vv + b ↓ uu.
Ahora el producto exterior es : a ↑ b = [(a ↓ u)(b ↓ v)− (a ↓ v)(b ↓ u)]u ↑ v.
Tomando los escalares
a1 = a ↓ u, a2 = a ↓ v, b1 = b ↓ u, b2 = b ↓ v. Se tiene lo pedido.
La expresio´n 1.10 nos indica que el vector a puede expresarse como combinancio´n lineal
de dos vectores ortonormales pertenecientes al plano.
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3. Del producto exterior a ↑ b = (ab−ba
2
)(−i2π) = (ab(−ipi)+baipi2 )iπ = (a(ipib)−b(ipia)2 )iπ =
(a(ipib)+(ipib)a)
2
)iπ = a ↓ (iπb)iπ. Se uso el hecho de i2π = −1 y iπa = −iπa.
4. De 2 o de 3 vemos que el producto esterior a ↑ b es un multiplo de iπ , es decir
a ↑ b = αiπ, α ∈ R. Entonces a ↑ b ↑ c = (αiπ) ↑ c = α(c ↑ iπ) = 0, pues c ∈ iπ-plano.
Podemos decir que si tres vectores pertenecen a un plano entonces su producto exterior
de ellos es nulo.
5. De la expresio´n 1.10 veamos que el vector a ↓ vv podemos expresarlo como :
a ↓ vv = [a ↓ (uiπ)]uiπ , esto es va´lido del hecho que uv = iπ ←→ v = uiπ.
As´ı podemos expresar : a = (a ↓ u)u+ [a ↓ (uiπ)] iπu.
6. Del ı´tem 2 tenemos a ↑ b = αiπ , α ∈ R.
Elevando al cuadrado (a ↑ b)2 = α2i2π ; (a ↑ b)(b ↑ a) = α2 ; |α| = ‖a ↑ b‖.
Si a ↑ b tiene la misma orientacio´n de iπ entonces α > 0 caso contrario α < 0.
El producto exterior de dos vectores en el iπ-plano es multiplo del bivector iπ.
7. De 1.10 tenemos que los vectores c, d pueden expresarse como combinacion lineal de
los vectores a, b. Donde : c = α1a + β1b ; d = α2a + β2b;, desarrollando el producto
exterior.
c ↑ d = (α1a + β1b) ↑ (α2a + β2b) = (α1β2 − α2β1)a ↑ b. Tomando las normas.
‖c ↑ d‖ = |α1β2 − α2β1| ‖a ↑ b‖ ahora tenemos. a↑b‖a↑b‖ = ± c↑d‖c↑d‖ .
Si los vectores u, v ∈ iπ-plano son l.i entonces podemos expresar :
iπ − plano = {αu+ βv/α, β ∈ R}.
Tal que si a ∈ iπ-plano ∃ α, β ∈ R donde a = αu+ βv con :
α =
(a ↓ v)(u ↓ v)− (a ↓ u)v2
‖u ↑ v‖ , β =
(a ↓ u)(v ↓ u)− (a ↓ v)u2
‖u ↑ v‖ .
El bivector unitario iπ del iπ-plano puede ser relacionada con la fo´rmula de Euler de la
siguiente manera. Sea u, v dos vectores no opuestos unitarios en el iπ-plano y θ ∈ ]−π, π[
el a´ngulo orientado de u hacia v, el producto geome´trico determina la relacio´n algebraico-
geome´trica dado por:
uv = eθipi = cos θ + sin θiπ.
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Cap´ıtulo 2
A´ngulos entre dos vectores ,
reflexiones y rotaciones de vectores en
el AG(3)
En la u´ltima parte del cap´ıtulo 1, se vio´ las propiedades del bivector unitario iπ , este
representa el bivector que genera el iπ-plano, ahora veremos que tal bivector puede ser visto
como un operador de rotaciones para vectores pertencientes al iπ-plano.
El bivector unitario iπ como operador rotacional de vectores en el iπ-plano.
Proposicio´n 2.0.1. Sea c ∈ iπ-plano y sea b = ciπ veamos que b ∈ iπ-plano y a la vez tal
vector es ortogonal al vector c.
Prueba.- Del producto exterior de un vector por un bivector unitario :
b ↑ iπ = bipi+ipib2 = (cipi)ipi+ipi(cipi)2 = 0. Lo u´ltimo del hecho que c ∈ iπ.
De la definicio´n dos vectores son ortogonales si su producto interior es cero.
b ↓ c = bc+cb
2
= (cipi)c+c(cipi)
2
= 0. Pues ciπ = −iπc.
Corolario 2.0.1. Si iπ = uv , donde u, v son vectores ortogonales unitarios entonces se
tiene.
1. u iπ = v
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2. viπ = −u
3. iπu = −v
4. iπv = u
5. (uiπ)iπ = −u
6. i2π = −1
Las demostraciones son directas de la definicio´n del bivector iπ generador del iπ-plano. Al
multiplicar iπ por derecha(izquierda) el vector cano´nico rota
π
2
en sentido horario(antihorario),
i2π puede interpretarse como una doble rotacio´n en sentido antihorario a trave´s de un a´ngu-
lo π, haciendo cambiar la direccio´n al vector opuesto, esto proporciona una interpretacio´n
geome´trica de i2π = −1, cuando iπ y −1 son ambos considerados como operadores sobre
vectores.
Si a ∈ iπ − plano; a = a1u + a2v al multiplicarse por iπ queda rotado un a´ngulo de 90
grados en el plano iπ
aiπ = (a1u+ a2v)iπ = a1uiπ + a2viπ = a1v − a2u.
iπa = iπ(a1u+ a2v) = a1iπu+ a2iπv = −a1v + a2u.
Al sumar ambos resultados tenemos aiπ + iπa = 0, a la vez aiπ ,(iπa) es el vector rotado
π
2
de u hacia v(v hacia u) en forma antihoraria(horario).
De los resultados anteriores una vez ya designado la orientacio´n en el plano iπ − plano
por iπ , el producto geome´trico de los vectores u, v unitarios ortogonales sera´ : uv = iπ o´
uv = −iπ . Si consideramos uv = iπ tenemos que {u, v} es una base positiva para AG[u, v],
si la eleccio´n es uv = −iπ la base sera´ negativa.
2.1. Definicio´n de a´ngulos entre vectores.
La definicio´n de a´ngulo tradicionalmente hace uso de la orientacio´n horario o´ antihorario
y hace presente la regla de la mano derecha, en el contexto del A´lgebra Geome´trica no se
prescinde de ello, pues estara´ bien establecida en el orden en que se ubiquen los vectores.
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Tomemos a´lgunas consideraciones.
Dado el par u, v, de vectores unitarios en el iπ- plano , con u + v 6= 0, denotaremos
con ∢(u, v), el a´ngulo orientado de u hacia v, comprendido dentro del paralelogramo
determinado por dichos vectores, y con µ(∢(u, v)) su medida en radiantes variando en ]−π, π[.
Si la direccio´n tomada de u hacia v coincide con el sentido antihoraria (horario) consideramos
positivo(negativo) respectivamente.
Definicio´n 2.1.1. Igualdad de a´ngulo entre vectores.
Dados los pares ordenados (a, b), (u, v) ∈ S1xS1 , con a + b 6= 0 y u + v 6= 0, diremos
que el a´ngulo de dos vectores son iguales si se cumple :
∢(a, b) = ∢(u, v)⇐⇒ ab = uv
∢(a, b) = −∢(u, v)⇐⇒ ab = vu
Podemos extender la definicio´n para vectores no unitarios, tomando el vector unitario
contenido en ellos. Es decir para a, b vectores unitarios µ(∢(a, b)) ≡ µ(∢( a
‖a‖
, b
‖b‖
))
Ejemplo 2.1.1. De la igualdad : a( a+b
|a+b|
) = ( a+b
|a+b|
)b, de la definicio´n de a´ngulo entre vectores.
tenemos que los a´ngulos son iguales : ( a+b
|a+b|
, b) y (a, a+b
|a+b|
), es decir que :
µ(∢(a, a+ b)) = µ(∢(a+ b, b)) =
1
2
µ(∢(a, b))
Los pares de vectores que forman un mismo a´ngulo forman una relacio´n de equivalencia.
Proposicio´n 2.1.2. La relacio´n “ ∽” definida para pares de vectores por :
(u, v) ∽ (a, b) si y solo si uv = ab ,es una relacio´n de equivalencia.
La prueba es directa.
Definicio´n 2.1.3. Dada la relacio´n de equivalencia “ ∽” entre pares de vectores se define
el a´ngulo entre los vectores a y b que cumplen a+ b 6= 0 por la clase de equivalencia.
∢(a, b) = {(u, v)/(u, v) ∽ (a, b)} .
Tomamos la medida del a´ngulo orientado por µ(∢(u, v)) = µ(∢(a, b)). Definimos el seno
y el coseno en el contexto del A´lgebra Geome´trica.
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Definicio´n 2.1.4. Sea a y b vectores l.i pertenecientes en el iπ-plano se define el seno y el
coseno del a´ngulo tomado del vector a hacia b por :
cos θ =
a ↓ b
‖a‖‖b‖ , y senθ = −
a ↑ b
‖a‖‖b‖iπ.
De la definicio´n tenemos que dos a´ngulos son iguales si y so´lo si tienen los mismos senos
y cosenos.
Representacio´n polar del producto de vectores.
Para a, b vectores l.i con θ = µ(∢(a, b)) el a´ngulo medido de a hacia b.
Del producto geome´trico ab y de la definicio´n del seno y coseno expresamos :
ab = a ↓ b+ a ↑ b = ‖a‖‖b‖ cos θ + ‖a‖‖b‖senθiπ = ‖a‖‖b‖(cos θ + senθiπ)
Identificamos eipiθ ≡ cos θ + iπsenθ , expresamos ab en su forma polar es decir:
ab = ‖a‖‖b‖eipiθ
El producto geome´trico ab depende del mo´dulo de los vectores y de la medida del a´ngulo
que forman al medir de a hacia b.
Si los vectores a y b son vectores unitarios se tiene : ab = eipiθ.
De manera similar podemos obtener el producto ba = e−ipiθ.
Si identificamos
e−ipiθ ≡ cos θ − iπsenθ.
Tal expresio´n es la fo´rmula generalizada de Euler. La expresio´n eipiθ , es un elemento del
AG(3) , el cual puede ser vista como un operador de rotaciones para vectores en el iπ-plano.
Proposicio´n 2.1.5. Sean σ1, σ2 ∈ 〈AG(3)〉1 ortonormales tal que σ1σ2 = iπ para
a, u, v ∈ iπ − plano vectores l.i tenemos los siguientes resultados:
1. α = µ(∢(σ1, a))⇐⇒ cosασ1 + senασ2 = a‖a‖
2. uv = ‖u‖‖v‖eθipi y vu = ‖v‖‖u‖e−θipi s´ı y solo s´ı θ = µ(∢(u, v)) ∈ ]−π, π[
3. Si u, v son vectores unitarios uv = eµ(∢(u,v))ipi , v = ueµ(∢(u,v))ipi y u = eµ(∢(u,v))ipiv.
El multivector eµ(∢(u,v))ipi puede verse como un operador de rotaciones para vectores en
el plano.
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4. ueαipi = e−αipiu donde α = µ(∢(σ1, u)).
5. eipiθe−ipiθ = 1.
6. (eipiθ)2 = e2ipiθ
7. El vector b es perpendicular al iπ-plano si y solo si biπ = iπb.
Prueba.-
1. Si α = µ(∢(σ1, a)). De la definicio´n de seno y coseno tenemos :
cosασ1 + senασ2 =
σ1↓a
‖σ1‖‖a‖
σ1 − σ1↑a‖σ1‖‖a‖iπσ2 = 1‖a‖ [σ1 ↓ aσ1 − σ1 ↑ aiπσ2]
= 1
2‖a‖
[(σ1a+ aσ1)σ1 − (σ1a− aσ1)σ1] = 12‖a‖ [2a] = a‖a‖ .
2. Utilizaremos el ı´tem 1 dos veces.
Si α = µ((∢(σ1, u)) ∈ ]−π, π[, tenemos u‖u‖ = cosασ1 + senασ2,
Multiplicando por σ1 al vector
u
‖u‖
por derecha e izquierda se tiene respectivamente:
uσ1
‖u‖
= cosα− iπsenα = e−αipi , σ1u‖u‖ = cosα + iπsenα = eαipi .
Sea v ∈ iπ-plano y β = µ((∢(σ1, v)) ∈ ]−π, π[
v
‖v‖
= cos βσ1 + senβσ2 =⇒ vσ1‖v‖ = cos β − iπsenβ = e−βipi y σ1v‖v‖ = eβipi
De σ21 = 1 ; uv = uσ1σ1v = ‖u‖‖v‖e−αipieβipi = ‖u‖‖v‖e(β−α)ipi = ‖u‖‖v‖eθipi ; analoga-
mente se tiene : vu = ‖v‖‖u‖e−θipi .
No afirmamos que θ = β − α pues no es verdad necesariamente, sino la igualdad seda´
en funcio´n de sus senos y cosenos.
3. La prueba del ı´tem 3, se obtiene multiplicando el resultado del ı´tem 2, por los vectores
unitarios u, v.
4. Dado que u ∈ iπ-plano , uiπ = −iπu.
ueαipi = u(cosα + iπsenα) = u cosα + uiπsenα = u cosα − iπu sinα = (cosα −
iπ sinα)u = e
−αipiu.
La expresio´n e−ipiθu = u eipiθ expresa la rotacio´n del vector u un a´ngulo θ en el sentido
antihorario.
5. La prueba de 5 y 6 es directa al expresar el exponencial por senos y cosenos.
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6. Si b es un vector perpendicular al plano, entonces sera´ perpendicular con cualquier
vector contenido en el plano, es decir b anticonmuta con cualquier vector del iπ-plano,
en particular conmuta con σ1 y σ2.
biπ = bσ1σ2 = (−σ1b)σ2 = σ1σ2b = iπb.
Para el caso reciproco. Si biπ = iπb, ;
1
2
(biπ − iπb) = 0 , b ↓ iπ = 0 . De la definicio´n de
multivectores ortogonales 1.2.15 , b es ortogonal al bivector iπ, por ende al iπ-plano.
Proposicio´n 2.1.6. Sean u, v vectores l.i pertenecientes al iπ-plano con θ = µ(∢(u, v)).
Si a ∈ iπ-plano entonces a| = aeipiθ es el vector a rotado un a´ngulo θ en la medida de u a v.
Prueba.-
Probemos primero que los vectores a| y a tienen la misma longitud.
‖a|‖2 = a|a| = aeipiθaeipiθ = a(eipiθa)eipiθ = a(ae−ipiθ)eipiθ = a2 = ‖a‖2.
De aa
|
‖a‖‖a|‖
= aae
ipiθ
‖a‖2
= eipiθ = uv
‖u‖‖v‖
, de la definicio´n de a´ngulos entre vectores 2.1.1 se
tiene : µ(∢(a, a|)) = µ(∢(u, v)).
Veamos que a| ∈ iπ-plano.
a|iπ = ae
ipiθiπ = a(cosθ + iπsenθ)iπ = a(cosθiπ + i
2
πsenθ) = aiπ(cosθ + iπsenθ) =
−iπa(cosθ + iπsenθ) = −iπaeipiθ = −iπa|.
Entonces diremos que el vector a| = aeipiθ es el vector a rotado un a´ngulo θ en la
medida de uhacia v.
u
v
θ
a
a| = aeipiθ
iπ-plano
θ
Figura 2.1: Rotacio´n de un vector en el iπ-plano
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Corolario 2.1.1. Sea a un vector en el iπ-plano se tiene :
a| = aeθipi = e−θipia = e−
θ
2
ipiae
θ
2
ipi
.
Proposicio´n 2.1.7. Si b es un vector perpendicular al iπ-plano, entonces bi = ib.
Prueba.- Si b es un vector perpendicular al plano, entonces sera´ perpendicular con cual-
quier vector contenido en el plano, el cual en el A´lgebra Geome´trica se resume que el vector
b anticonmuta con cualquier vector del plano.
Sea e1 y e2 los vectores ortonormales que forman el bivector i, i = e1e2
bi = be1e2 = (−e1b)e2 = e1e2b = ib.
2.1.1. Descomposicio´n de un vector sobre otro vector.
Sean a, b vectores linealmente independiente ,con b2 = 1 generadores del iπ-plano.
Descomponemos el vector a en dos vectores.
De ab = a ↓ b+ a ↑ b , multiplicando por derecha el vector unitario b obtenemos :
a = a ↓ bb+ a ↑ bb. Los vectores componentes cumplen ciertas propiedades.
Proposicio´n 2.1.8. Sean a, b vectores linealmente independiente entonces el vector a puede
ser descompuestos en dos vectores a‖ y a⊥ , tal que:
1. a‖ y a⊥ son vectores ortogonales.
2. a‖ es paralelo al vector b.
3. a⊥ es perpendicular al vector b.
Prueba.- Observamos que la proposicio´n no exige que el vector b sea unitario.
1. Sea el vector a = a ↓ bb+ a ↑ bb , consideremos : a‖ = a ↓ bb y a⊥ = a ↑ bb
Probemos que tales vectores son ortogonales si su producto interior es cero.
a‖ ↓ a⊥ = 12 [a‖a⊥ + a⊥a‖] = 12 [a ↓ bba ↑ bb+ a ↑ bba ↓ bb]
Teniendo en cuenta que (a ↑ b)b = −b(a ↑ b) la expresio´n anterior es cero.
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2. De a‖ = a ↓ bb , es claro que a‖ es paralelo al vector b.
3. Para demostrar la perpendicularidad entre los vectores a⊥ y b veamos que tales vecto-
res anticonmutan.
a⊥b = (a ↑ bb)b =
[
(ab−ba
2
)b
]
b =
(
ab2−bab
2
)
b =
(
b2a−bab
2
)
b =
[
b( ba−ab
2
)
]
b =
[−b(ab−ba
2
)
]
b =
−ba ↑ bb = −b(a ↑ bb) = −ba⊥
Si los vectores no pertenecen al mismo plano, es posible proyectar uno de ellos al plano que
contiene al otro vector y aplicar las propiedades dadas hasta aqu´ı.
2.1.2. Reflexiones y rotaciones de vectores en el AG(3).
Las reflexiones de vectores tienen una forma sencilla y compacta de operar al hacer uso
de su producto geome´trico. Como lo muestra [9]
Definicio´n 2.1.9. Sea m un vector fijo unitario y πm el plano ortogonal a m.
Sea a un vector no nulo, se define y se denota la reflexio´n del vector a respecto al plano πm.
por:
ρm : R
3 −→ R3, ρm(a) = −mam
Expresamos dicha reflexio´n de la forma euclideana, descomponiendo el vector a en sus
componentes ya conocidas.
Al descomponer el vector a en los vectores a‖ y a⊥, donde el vector unitario m es paralelo
al vector a‖ y perpendicular al vector a⊥ se tiene:
ρm(a) = −mam = −m(a‖ + a⊥)m = −ma‖m−ma⊥m = −m(a‖m)−m(a⊥m) =
−m(ma‖)−m(−ma⊥) = −m2a‖ +m2a⊥ = −a‖ + a⊥.
Observacio´n 2.0.1. En el caso que el vector a es pependicular al πm-plano , tenemos :
mam = a , donde m, es el vector unitario perpendicular al πm-plano.
Proposicio´n 2.1.10. Toda reflexio´n es una isometr´ıa.
Sea πm el plano ortogonal al vector unitario m y a un vector no nulo.
(ρm(a))
2 = ρm(a)ρm(a) = (−mam)(−mam) = mammam = ma2m = a2
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a
a‖
a⊥
m
ρm(a) = −mam
O
πm
Figura 2.2: Reflexio´n del vector respecto al plano πm
Proposicio´n 2.1.11. ρ−1m = ρm , pues ρm(ρm(a)) = ρm(−mam) = −m(−mam)m = a
Una rotacio´n esta´ dada por una doble reflexio´n simultanea.
Definicio´n 2.1.12. El giro orientado o rotacio´n de un vector a es el a´ngulo orientado 2θ 6= 0
y esta´ denotado y definido por una doble reflexio´n ζ2θ(a) = ρv(ρu(a)), donde ρu y ρv son
reflexiones simultaneas, donde : u , v representan los vectores ortonormales a sus planos
respectivos πu , πv y θ = µ(∢(u, v))
Sea el i-plano generado por los vectores unitarios u y v. La rotacio´n del vector a en
el iπ-plano esta´ dado por el vector a
||, el cual puede expresarse como una doble reflexio´n
ρv(ρu(a)), que indica que el vector a primero se refleja respecto al plano πu , con u vector
unitario perpendicular a dicho plano, para luego reflejarse respecto al plano πv con vector
unitario v perpendicular a dicho plano.
El a´ngulo que forman el vector a y su vector rotado a|| es el doble del a´ngulo que forman los
vectores u y v.
Teorema 2.1.13. Dado u, v ∈ S1 linealmente independiente , donde θ ∈ ]−π, π[ es el a´ngulo
entre ellos. Si a ∈ iπ-plano entonces µ(∢(a, a||)) = 2µ(∢(u, v)).
Reciprocamente, todo giro orientado a|| se descompone de ese modo, sin unicidad de los
vectores unitarios considerados.
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Prueba.-
Sea πu, πv bivectores generadores de planos , u, v sus respectivos vectores unitarios per-
pendiculares a dichos planos y θ = µ(∢(u, v)).
De la definicio´n de la reflexio´n de vectores y la representacio´n de los productos de vectores
en su forma exponencial se tiene por : 2.1.5 uv = eθipi y vu = e−θipi . , por tal
Si a|| = ρv(ρu(a)) = vuauv = (vu)a(uv) = e
−θipiaeθipi = (e−θipia)eθipi = (aeθipi)eθipi = ae2θipi
La u´ltima igualdad se dio´ por el ı´tem 4 de 2.1.5.
De la proposicio´n 2.1.6 aeθipi es el vector a rotado un a´ngulo θ medido de u hacia v , tal
vector cae en el iπ-plano . El vector ae
2θipi sera´ entonces la rotacio´n del vector a un a´ngulo
2θ , medido de u hacia v y tal vector cae en iπ-plano .
O
a
a|a||
πu
πv
v
u
2θ
θ
Figura 2.3: Rotacio´n de un vector como una doble reflexio´n en el plano πuv
Ejemplo 2.1.2. Si µ(∢(u, v)) = 90 , ρv(ρu(a)) = vuauv = −a ,multiplicando por derecha e
izquierda por el vector unitario v tenemos las siguientes relaciones.
v(uau) = −av , (uau)v = −va.
Podemos adelantar que todo bivector actu´a como un operador de rotaciones de vectores
contenidos en el mismo plano del bivector.
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2.1.3. Descomposicio´n de un vector respecto a un plano en el
AG(3).
Se vio´ que un bivector unitario genera un plano, ahora veremos que todo vector puede
ser descompuesto en dos vectores ortogonales, donde uno de ellos se halla en un plano y el
otro perpendicular a dicho plano.
Proposicio´n 2.1.14. Sea i un bivector unitario que genera el i-plano entonces todo vector
a puede descomponerse en dos vectores a = a‖ + a⊥ donde :
1. a‖ ∈ i-plano.
2. a⊥ ⊥ b , ∀ b ∈ −plano.
Los vectores a‖ y a⊥ son llamadas proyeccio´n y rejecc´ıon del i-plano respectivamente .
Prueba.- De la expresio´n ai = a ↓ i + a ↑ i , despejamos el vector a, multiplicando por
derecha por i obtenemos : ai2 = a ↓ ii+ a ↑ ii .
Defino los vectores a‖ = a ↓ ii y a⊥ = a ↑ ii.
Probar el ı´tem 1 equivale a probar que el vector a‖ anticonmuta con i.
1. Probemos a‖ = a ↓ ii ∈ i−Plano.
a‖i = (a ↓ ii)i =
[
1
2
(ai− ia)i] i = [1
2
(ai2 − iai)] i =[
1
2
(i2a− iai)] i = −i [1
2
(ai− ia)] i = −i(a ↓ i)i = −i a‖.
2. Sea b ∈ i− plano cualquiera probemos que a⊥ anticonmuta con b.
Observemos que el trivector a ↑ i en el AG(3) es multiplo del trivector cano´nico e1e2e3
por ende anticonmuta con cualquier multivector.
a⊥b = (a ↑ ii)b = (a ↑ i)(ib) = (ib)(a ↑ i) = (−bi)(a ↑ i) = −b(a ↑ ii) = −ba⊥.
Se uso la condicio´n b ∈ i− plano de manera equivalente por : bi = −ib.
La prueba tambie´n es va´lida si el bivector i no es unitario, en tal caso se hace el uso del
operador inverso, el cual se definira´ ma´s adelante como i−1 = − i
‖i‖
.
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Si B es un bivector generado por los vectores b y c tal bivector genera un B − plano.
Expresamos el un vector a no perteneciente a dicho plano como conbinacio´n lineal de los
vectores a y b.
De la forma como se hallo´ a‖ y a⊥ el bivector cano´nico i sera´ reemplazado por el bivector B.
a‖ = [a ↓ (b ↑ c)](b ↑ c) =
Del ı´tem 6 de las propiedades vistas en 1.2.16 se tiene :
a‖ = [a ↓ bc− a ↓ cb](b ↑ c) = a ↓ b[c(b ↑ c)]− a ↓ c[b(b ↑ c)]
a ↓ b[c ↓ (b ↑ c)]− a ↓ c[b ↓ (b ↑ c)] = a ↓ b(c ↓ bc− c ↓ cb)− a ↓ c(b ↓ bc− b ↓ cb).
Distribuyendo los productor internos y factorizando se tiene :
a‖ = (a ↓ cb ↓ c− a ↓ bc2)b+ (a ↓ bc ↓ b− a ↓ cb2)c (2.1)
Expresamos la componente a⊥, del resultado anterior para el bivector B.
a⊥ = (a ↑ (b ↑ c))(b ↑ c) = (a ↑ b ↑ c)(b ↑ c) = (b ↑ c)(a ↑ b ↑ c). Utilizando el resultado del
ı´tem 5 de las propiedades 1.2.16. tenemos :
a⊥ = (b ↑ c) ↑ (a ↑ b ↑ c) = (b ↑ c) ↑ (a ↑ b)c − (b ↑ c) ↑ (b ↑ c)a + (b ↑ c) ↑ (a ↑ c)b.
Remplazando el vector a por a‖ + a⊥ y el vector a‖ por 2.1 y despejando el vector a⊥ y
teniendo en cuenta el cambio de variable para a ↓ b = α , a ↓ c = γ y n ↓ c = β.v La
ecuacio´n 2.1 se expresa por :
a‖ = (γβ − αc2)b+ (αβ − γb2)c. (2.2)
Del ı´tem 2 del conjunto de propiedades 1.2.16 tenemos :
(b ↑ c) ↑ (a ↑ b) = γb2 − βα y (b ↑ c) ↓ (a ↑ c) = γβ − c2α.
Ahora expramos a⊥ en funcio´n de lo hallado.
a⊥ = (γb
2 − βα)c− (β2 − c2b2)a+ (γβ − c2α)b
Reemplazando a = a‖ + a⊥ y de 2.2 y despejando a⊥ obtenemos :
a⊥ =
[(γβ − c2α)− (β2 − c2b2)(γβ − αc2)]
1 + β2 − c2b2 b+
[γb2 − βα− (β2 − c2b2)(αβ − γb2)]
1 + β2 − c2b2 c
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Proposicio´n 2.1.15. Para un vector a y un bivector i se tiene :
1. a ↓ i ∈ i− plano.
2. a ↓ i es perpendicular al vector a.
3. a‖ es perpendicular al vector a ↓ i.
Prueba.-
1. El vector a ↓ i ∈ i-plano , si el vector a ↓ i anticonmuta con i.
(a ↓ i)i = 1
2
(ai− ia)i = 1
2
(i2a− iai) = −1
2
i(ai− ia) = −i(a ↓ i).
2. El vector a ↓ i es perpendicular al vector a, si los vectores anticonmutan.
a(a ↓ i) = 1
2
a(ai− ia) = 1
2
(ia2 − aia) = −1
2
(ai− ia)a = −(a ↓ i)a
3. El vector a
|
‖ = a ↓ i ; conmuta con el vector a‖ .
a‖a
|
‖ = (a ↓ i)i(a ↓ i) = (a ↓ i)[i(a ↓ i)] = −(a ↓ i)[(a ↓ i)i] = −a|‖a‖.
En la u´ltima igualdad se uso el resultado del ı´tem 1.
Observe que si el vector a
|
‖ es nulo, el vector a el ı´tem 1 y 2 corresponde al teorema de
las tres perpediculares estudiado en la geometr´ıa euclideana.
a‖
a⊥
a
O
a
|
‖
i-plano
Figura 2.4: El teorema de las tres perpendiculares en el AG(3)
Recordamos que la expresio´n exponencial eiθ trabajan como operador de rotaciones de
vectores en el i−plano. Dado un vector en el AG1(3), podemos hacer rotar dicho vector, si lo
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proyectamos en el el i− plano, para luego el vector componente en dicho plano multiplicarlo
por el eiθ.
De la definicio´n de giro de un vector 2.1.12 podemos obtener el siguiente teorema.
Teorema 2.1.16. Dado u, v ∈ S1 linealmente independiente , donde θ ∈ ]−π, π[ es el a´ngulo
entre ellos. Entonces el vector rotacio´n de a, esta´ dado por:
ζ2θ(a) = (vu)a(uv) = e
−iθaeiθ = a‖e
2θi + a⊥.
Prueba.-
Como u y v son vectores unitarios, del ı´tem 2 de la proposicio´n 2.1.5 podemos expresar el
producto de ellos como : uv = eiθ, vu = e−iθ.
A la vez descomponemos el vector a por medio de sus componentes conocidas : a‖, a⊥.
ζ2θ(a) = (vu)a(uv) = e
−iθaeiθ = e−iθ(a‖ + a⊥)e
iθ = (e−iθa‖)e
iθ + e−iθ(a⊥e
iθ)
Del hecho que a‖ ∈ iπ-plano y a⊥ es ortogonal a dicho plano tenemos por los items 3 y 7 de
la proposicio´n 2.1.5 la expresio´n : ζ2θ(a) = a‖e
iθeiθ + e−iθeiθa⊥ = a‖e
2iθ + a⊥.
a‖
a⊥
a
O
a‖e
2iθ
a⊥
ζ2θ(a)
i-plano
2θ
u
v
θ
Figura 2.5: Rotacio´n arbitraria de un vector en el AG(3)
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Cap´ıtulo 3
Operadores en el AG(3)
En este cap´ıtulo veremos algunos operadores importantes del A´lgebra Geome´trica el cual
facilitara´n las manipulaciones algebraicas de los elementos del AG(3) los cuales llevara´n
consigo en su gran mayoria interpretaciones geome´tricas en tales relaciones.
3.0.1. El operador dual.
El operador dual ”d ”puede definirse como el isomorfismo existente entre las a´lgebras del
espacio AG(3) y e123AG(3), donde e123AG(3) ≡
3∑
k=0
e123AGk(3).
Definicio´n 3.0.1. La aplicacio´n d : A ∈ AG(3) −→ d(A) = e123A es un isomorfismo y es
llamado operador dualidad geome´trica.
La representacio´n geome´trica del dual de un multivector corresponde al multivector per-
pendicular asociado.
Proposicio´n 3.0.2. Si a es un vector y su multivector dual correspondiente d(a) = ae123,
entonces el vector a es ortogonal al plano generado por el bivector dual d(a).
Prueba.- Si b es un vector en plano generado por d(a) , entonces probaremos que a y b
son ortogonales. Si b ↓ d(a) = 0 ; b ↓ (e123a) = 0 ;
1
2
(b(e123a) + (e123a)b) = 0
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Como el trivector e123 conmuta con cualquier multivector, en particular con vectores tenemos
: e123(ba+ ab) = 0, lo que implica que los vectores son ortogonales.
Para cada elemento ei vector cano´nico observamos que su operador dual encierra la
condicio´n de la regla de la mano derecha que es muy utilizado en la f´ısica cla´sica, pero esta
vez tal regla estar´ıa ya formalizada.
Hallando el dual de cada elemento cano´nico.
d(e1) = e123e1 = e23
d(e2) = e123e2 = e31
d(e3) = e123e3 = e12
Observamos que el vector e1 es ortogonal al plano generado por el bivector e23. As´ı
tambie´n en los otros casos.
Proposicio´n 3.0.3. Propiedades del operador dual.
Para A,B ∈ AG(3) ; a, b vectores y α ∈ R.
1. d(αA) = −αd(A).
2. d(A+B) = d(A) + d(B)
3. d(d(A)) = −A
4. e123 〈AG(3)〉k ≡ 〈AG(3)〉3−k
5. d(A) ↓ A = 0
6. (a ↑ b)e123 = a ↓ (be123)
7. (a ↓ b)e123 = a ↑ (be123)
Prueba.-
1. d(αA) = αe123A = α(e123A) = αd(A)
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2. De la definicio´n del operador dual y la distributividad del a´lgebra.
3. d(d(A)) = d(Ae123) = (Ae123)e123 = −A
4. Probemos que : e123Ak = e123 ↓ Ak = 〈e123Ak〉3−k ∈ 〈AG(3)〉3−k.
Si A3−k = −e123e123A3−k = −e123e123 ↓ A3−k = −e123〈e123A3−k〉k ∈ e123〈AG(3)〉k.
5. Probemos que se cumple para un j-vector es decir : d(Aj) ↓ Aj = 0, luego por linealidad
tendremos el resultado para el ı´tem 5. La expresio´n e123Aj es de grado 3 − j, y de la
definicio´n del producto interno tenemos :
(e123Aj) ↓ Aj = 〈e123AjAj〉|3−2j| =
〈
e123A
2
j
〉
|3−2j|
= A2j 〈e123〉|3−2j| = 0
En la prueba se uso el hecho A2j es un escalar, va´lido de 1.2.7.
Dos multivectores son ortogonales si su producto interior es cero, como caso particular
d(b ↑ a) es ortogonal al plano generado por el bivector a ↑ b.
6. (a ↑ b)e123 = 12(ab− ba)e123 = 12(a(be123)− (be123)a) = a ↓ (be123)
7. (a ↓ b)e123 = 12(ab+ ba)e123 = 12(a(be123) + (be123)a) = a ↑ (be123)
3.0.2. El Operador Inverso.
A diferencia del a´lgebra vectorial tradicional donde no existe definicio´n para la inversa
de un vector, en el A´lgebra Geome´trica este operador bien definido facilitara´ las relaciones
entre multivectores y consigo sus interpretaciones geome´tricas.
Definicio´n 3.0.4. Un multivector no nulo A tiene inversa si existe otro multivector denotado
por A−1 tal que AA−1 = A−1A = 1
Dado la existencia de un operador inverso en el a´lgebra, podemos ahora hacer divisiones
entre sus elementos.
Denotamos la divisio´n del multivector B entre el multivector A por izquierda o por derecha,
de la siguiente manera : A−1B = 1
A
B , BA−1 = B 1
A
, pero si B conmuta con A−1 lo
denotamos por B
A
.
No todos los multivectores poseen inversa.
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Ejemplo 3.0.1. 1 + e1 no tiene inversa.
Pues si es el caso deber´ıa existir su inverso tal que : (1 + e1)
−1(1 + e1) = 1
Al multiplicar por derecha por 1− e1 obtenemos 1− e1 = 0, lo cual es adsurdo.
Proposicio´n 3.0.5. Propiedades del operador inverso.
Sea a y b vectores no nulos entonces tenemos:
1. a−1 = a
‖a‖2
, Si a es unitario, a−1 = a.
2. (a ↑ b)−1 = − a↑b
‖a↑b‖2
3. (a ↑ b ↑ c)−1 = − a↑b↑c
‖a↑b↑c‖2
La prueba es directa de la definicio´n de la magnitud euclideano de los j-vectores.
En el A´lgebra Geome´trica obtenemos de manera directa si 3 vectores no nulos son o no son
linealmente independiente, esto seda´ s´ı el producto exterior de los vectores es no nulo los
vectores son linealmente independiente, caso contrario son linealmente dependiente.
Teorema 3.0.6. Sea a1, a2, a3 son linealmente independiente s´ı y solo s´ı a1 ↑ a2 ↑ a3 6= 0
Prueba.- Probemos el hecho que los vectores son linealmente independiente.
Si α1a1 + α2a2 + a3α3 = 0, multiplicamos la expresio´n producto exterior primero por a2 ,
luego por a3 en ese orden, para obtener :
α1a1 ↑ a2 ↑ a3 = 0 como a1 ↑ a2 ↑ a3 6= 0 existe su inverso (a1 ↑ a2 ↑ a3)−1 al hacer el
producto geome´trico α1 = 0 , de manera similar llegamos a : α2 = α3 = 0.
Supongamos que a1 ↑ a2 ↑ a3 = 0, multiplicamos por a1 ↑ a2 y usando el item 4 de la
proposicio´n 1.2.16 tenemos:
(a1 ↑ a2)(a1 ↑ a2 ↑ a3) = (a1 ↑ a2) ↓ (a1 ↑ a2 ↑ a3) =
(a1 ↑ a2) ↓ (a1 ↑ a2)a3 − (a1 ↑ a2) ↓ (a2 ↑ a3)a1 + (a1 ↑ a2) ↓ (a1 ↑ a3)a2 = 0
Como los vectores a1, a2 y a3 son linealmente independiente sus coeficientes son ceros.
(a1 ↑ a2) ↓ (a1 ↑ a2) = 0 =⇒ (a1 ↑ a2)2 = 0 ⇐⇒ a1 ↑ a2 = 0 , el cual es equivalente a decir
que a1 es paralelo a a2, contradicicio´n pues los vectores son linealmente independiente.
Ahora veamos que cualquier producto exterior no nulo de vectores linealmente indepen-
diente puede ser expresado por el producto geome´trico de vectores ortogonales dos a dos
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,as´ı vemos como el A´lgebra Geome´trica nos ofrece una versio´n ma´s compacta del proceso de
ortogonalizacio´n de Gram-Schmidt sobre vectores. Estudiemos el caso para 3 vectores, en el
ape´ndice se dara´ una prueba para n vectores.
Teorema 3.0.7. Sea Ak un multivector no nulo, tal que puede expresarse como el producto
exterior de k vectores es decir Ak = a1 ↑ a2 ↑ ... ↑ ak , con k ∈ {1, 2, 3} entonces Ak puede
reescribirse como el producto de vectores ortogonales dos a dos.
Es decir existe b1, b2, ..., bk ∈ 〈AG(3)〉1 . tal que : Ak = a1 ↑ a2 ↑ . . . ↑ ak = b1b2...bk con
bibj = −bjbi , para i 6= j ; i, j ∈ {1, 2, 3}
Prueba.-
La prueba lo desarrollamos por induccio´n sobre k
Es claro para k = 1 .
Sea va´lido para k = 2 (Hipo´tesis inductiva) y probaremos la validez para k = 3.
Si es va´lido para k = 2 entonces existe b1 y b2, ortogonales tales que a1 ↑ a2 = b1b2
Probemos ahora para el caso k = 3.
Tomemos el vector b3 = {a3 ↑ (a1 ↑ a2)} (a1 ↑ a2)−1 ,el vector b3 as´ı definido es el vector
reyeccio´n con respecto al plano generado por el bivector a1 ↑ a2 esto por 2.1.14.
El vector b3 es no nulo, caso contrario a1 ↑ a2 ↑ a3 = 0, se contradice con el supuesto de
Ak 6= 0. Como b3 es ortogonal al plano generado por a1 ↑ a2 = b1b2 por ende es ortogonal a
los vectores b1 , b2.
Adema´s de a3 ↑ (a1 ↑ a2) = (a1 ↑ a2)b3, reemplazando la hipo´tesis tenemos :
a3 ↑ (a1 ↑ a2) = b1b2b3 , as´ı tenemos : Ak = a1 ↑ a2 ↑ a3 = b1b2b3
Una definicio´n equivalente a la definicio´n 1.2.3 de un Ar−vector simple, puede expresarse
as´ı Ar − vector es simple s´ı y solo si Ar puede expresarse como el producto geome´trico de r
vectores ortogonales dos a dos.
Es decir existe {a1, a2, ..., ar} ∈ 〈AG(3)〉1 .tal que Ar = a1a2...ar con aiaj = −ajai
,i 6= j para i, j ∈ {1, 2, ..., r} .
A la vez todo r-vector puede ser descompuesto como la suma de r-vectores simples. Como
todo r-vector se puede expresar como el producto exterior de r vectores y del teorema anterior,
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tal r-vector puede ser reescrito como el producto geome´trico de r vectores ortogonales dos a
dos.
Podemos obtener Ar vectores simples a partir de A(3−r) vectores simple, esto se logra de
la dualidad.
Proposicio´n 3.0.8. (Complemento Ortogonal) Si A es un r−bloque(r ≤ 3), entonces d(A)
es un (3− r)− bloque.
Prueba.- Si Ar es un r-bloque entonces Are123 = Ar ↓ e123 ∈ AG3−r(3) como es un
(3−r)−vector podemos escribirse como el producto geome´trico de (3-r) vectores ortogonales
dos a dos.
3.0.3. El Operador Reverso.
Un operador muy u´til que hace que reviertan los vectores de su producto , es llamado la
reversio´n y sera´ definida de la forma siguiente:
Definicio´n 3.0.9. Si a1, a2, ..., ar ∈ 〈AG(3)〉1 y el multivector Ar = a1a2...ar , denotamos y
definimos el reverso de Ar por A˜r = ar...a2a1.
El reverso del vector a es el mismo vector, a˜ = a.
Proposicio´n 3.0.10. El reverso es un operador lineal.
1. Sea Ar un r-vector simple, A˜r = (−1) r(r−1)2 Ar.
2. El operador reverso˜es lineal .
Prueba.-
1. La demostraciones lo haremos por induccio´n.
Para k = 1 , de la definicio´n A˜1 = A1 = (−1) 1(1−1)2 A1.
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Hipo´tesis inductiva va´lido para k , A˜k = (−1) k(k−1)2 Ak.
Probemos para el caso k + 1 , como Ak+1 es un (k + 1) − bloque entonces lo ex-
presamos como el producto de k + 1 vectores ortogonales dos a dos. Es decir existe
{a1, a2, ..., ak+1} ⊆ 〈AG(3)〉1 .tal que Ak+1 = a1a2...ak+1 con aiaj = −ajai ,i 6= j
Para i, j ∈ {1, 2, ..., (k + 1)} De la definicio´n y de la hipo´tesis inductiva tenemos
: A˜k+1 = ak+1ak...a2a1 = ak+1(ak...a2a1) = ak+1 ˜a1a2...ak = (−1) k(k−1)2 ak+1a1a2...ak
=(−1) k(k−1)2 (−1)ka1a2...akak+1 = (−1) k(k+1)2 a1a2...ak+1 La u´ltima igualdad se dio´ pues
el vector ak+1 anticonmuta con los vectores a1, a2, ..., ak.
La proposicio´n es va´lida para un r-vector, pues todo r-vector es la suma finita de
r-vectores simples, entonces por linealidad tenemos el resultado.
2. El operador es lineal es decir si A,B ∈ AG(3) cumple:
a) (˜αA) = αA˜, con α ∈ R.
b) ˜(A+B) = A˜+ B˜.
c) A˜ = A0 + A1 − A2 − A3. Si A =
3∑
i
Ak / Ak son los k-vectores.
Como todo multivector es una suma finita de r-vectores, y cada r-vector es la suma
finita de r-vectores simples, entonces si la prueba lo hacemos para r-vectores simples,
por linealidad tendremos la prueba para multivectores.
Para la prueba de c) usamos la propiedad 3.0.10 en cada sumando de A.
El operador reversio´n nos permite obtener el inverso de un r − vector y de esta manera
podemos dividir multivectores entre multivectores en el A´lgebra Geome´trica y as´ı obtener
una mayor cantidad de operaciones entre sus elementos y con ellos sus interpretaciones
geome´tricas.
Proposicio´n 3.0.11. Todo r-vector posee inversa, si Ar es un r-vector su inversa esta´ dado
por A−1r =
A˜r
‖Ar‖
2
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Prueba.- De la propiedad del reverso 3.0.10 y del item 1 en la definicio´n 1.2.15 tenemos
A˜rAr = (−1) r(r−1)2 A2r = ‖Ar‖2 . De aqu´ı A−1r = A˜r‖Ar‖2
Ejemplos : a−1 = a˜
‖a‖2
= a
‖a‖2
, si a es unitario a−1 = a
(a ↑ b)−1 = a˜↑b
‖a↑b‖2
= −a↑b
|(a↑b)2|
= −a↑b
−(a↑b)2
= a↑b
(a↑b)2
Si B = a ↑ b unitario tenemos B−1 = −B
La inversa del pseudoescalar unitario e−1123 = −e123
Podemos concluir que si A ∈ AG(3) es un r-vector simple unitario se cumple A−1 = A˜
Proposicio´n 3.0.12. Si A ∈ AG(3) su magnitud puede expresarse de la formar:
‖A‖ =
√〈
A˜A
〉
0
Prueba.- Si A ∈ AG(3) = ⊕〈AG(3)〉j expresamos el multivector A como suma de
r − vectores A = A0 + A1 + A2 + A3 del ı´tem 2 de la proposicio´n 3.0.10 tenemos : A˜ =
A0 + A1 − A2 − A3.
Tomando la parte escalar del producto A˜A.〈
A˜A
〉
0
= 〈(A0 + A1 − A2 − A3)(A0 + A1 + A2 + A3)〉0 = A20 + A21 − A22 − A23.
En el resultado se tomo en cuenta, que el producto escalar del producto de dos vectores
homonegeneos de diferentes grados es cero, es decir : 〈ArAl〉0 = 0 si r 6= l (Los detalles lo
vemos en el ape´ndice), el resultado coincide con la definicio´n de la magnitud del multivector
A.
Proposicio´n 3.0.13. Propiedades del reverso. Si A,B ∈ AG(3) , Ar ∈ 〈AG(3)〉r , Bs ∈
〈AG(3)〉s y ai ∈ 〈AG(3)〉1 Tenemos:
1.
〈
A˜
〉
r
= (−1) r(r−1)2 〈A〉r = 〈˜A〉r
2.
˜˜
A = A
3. Si Ar r-vector y Bs s-vector entonces A˜rBs = B˜sA˜r
4. A˜B = B˜A˜
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5. 〈AB〉r = (−1)
r(r−1)
2
〈
B˜ A˜
〉
r
6. ˜a1a2...ar = arar−1...a1
Prueba.- De la proposicio´n 3.0.10 A˜r = (−1) r(r−1)2 Ar
1.
〈
A˜
〉
r
=
〈∑3
k=0 A˜k
〉
r
=
〈∑3
k=0(−1)
k(k−1)
2 Ak
〉
r
= (−1) r(r−1)2 Ar = A˜r = 〈˜A〉r
2. Para A˜k = (−1) k(k−1)2 Ak, multiplicando por (−1) k(k−1)2
tenemos: (−1) k(k−1)2 A˜k = Ak, de la proposicio´n 3.0.10 para A˜k un k-vector y por el
ı´tem 1. A˜k = Ak y de la linealidad tenemos va´lido la prueba.
3. La prueba lo desarrollamos por induccio´n.
caso 1. Si Ar = a un 1-vector a˜Bs = ˜(a ↓ Bs + a ↑ Bs) = a˜ ↓ Bs + a˜ ↑ Bs =
(−1) (s−1)(s−2)2 a ↓ Bs + (−1) (s+1)s2 a ↑ Bs =
(−1) (s−1)(s−2)2 (−1)(s−1)Bs ↓ a+(−1)
(s+1)s
2 (−1)sBs ↑ a = (−1)
s(s−1)
2 Bs ↓ a+(−1)
s(s−1)
2 Bs ↑ a
= (−1) s(s−1)2 Bsa = B˜sa.
De la linealidad tenemos va´lido para B multivector.
Pues a˜B =
˜
a
3∑
i=0
Bs =
3∑
i=0
a˜Bs =
3∑
i=0
B˜sa =
3˜∑
i=0
Bsa = B˜a , en la prueba se uso el caso 1.
a˜B = B˜a (3.1)
Hipo´tesis inductiva consideramos va´lido para Ah un h-vector simple. A˜hB = B˜A˜h
Ahora probamos la validez para Ah+1, h+1-vector simple
Es decir: sea Ah+1 = a1a2...ah+1, con aiaj = −ajai
De la ecuacio´n 3.1 y la hipo´tesis inductiva tenemos :
A˜h+1Bs = ˜a1a2...ah+1Bs = ˜a1(a2...ah+1Bs) = ˜a2...ah+1Bsa1 = B˜s ˜a2...ah+1a1 =
B˜sah+1ah...a2a1 = B˜s A˜h+1
De la linealidad tenemos va´lido para Ah un r-vector.
49
4. Del ı´tem 3 y la linealidad tenemos la prueba.
5. Por el ı´tem 1 tenemos :
〈˜˜
B A˜
〉
r
= (−1) r(r−1)2
〈
B˜ A˜
〉
r
, tambie´n del ı´tem 4 tenemos :〈˜˜
B A˜
〉
r
=
〈˜˜
A
˜˜
B
〉
r
= 〈AB〉r. La u´ltima igualdad resulta del ı´tem 2.
Igualando ambos los resultados 〈AB〉r = (−1)
r(r−1)
2
〈
B˜ A˜
〉
r
Tomando r = 0 y A por A˜ tenemos:
〈
A˜B
〉
0
=
〈
B˜ A
〉
0
6. Para cualquier conjunto de vectores a1, a2, ..., ar tenemos ˜a1a2...ar = ar...a2a1
La prueba lo hacemos por induccio´n
Del ı´tem 4, es va´lido para 2 vectores, a˜1a2 = a˜2a˜1 = a2a1
Consideramos va´lido para h vectores y probemos para h+1 vectores.
Del ı´tem 4 y de la hipo´tesis inductiva tenemos :
˜a1a2...ahah+1 = ˜(a1a2...ah)ah+1 = a˜h+1 ˜(a1a2...ah) = ah+1ah...a2a1.
3.0.4. El Operador cruz.
El a´lgebra vectorial a × b, segu´n lo concebido por J. Willard Gibbs en 1884, so´lo es
va´lido en el espacio R3, sin mencio´n a una generalizacio´n, adema´s Gibbs intento´ generalizar
los sistemas de Grassmann y Hamilto´n con su producto cruz, el desarrollo de la f´ısica en la
actualidad ha demostrado que tal producto no generaliza tales sistemas, es ma´s en el algunos
aspectos el producto cruz produce incoherencias como lo pu´blica Vaz. (Ver Ape´ndice) . El
AG(3) corrige al definir el producto cruz como el dual de un bivector. Como se da en [9]
Definicio´n 3.0.14. El producto cruz en el AG(3).
El producto cruz de aXb se define en AG(3) como el dual del bivector b ↑ a es decir:
a× b = d(b ↑ a) = e123b ↑ a = −e123a ↑ b (⇐⇒ a ↑ b = e123a× b)
De las propiedades del dual 3.0.3, el producto cruz a× b es ortogonal al plano generado por
a ↑ b.
El producto geome´trico para dos vectores puede ser descompuesto de la siguiente manera:
ab = a ↓ b+ a ↑ b = a ↓ b+ e123a× b
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Si a = a1e1 + a2e2 + a3e3 y b = b1e1 + b2e2 + b3e3.
Tenemos el producto cruz como conbinacio´n lineal de los vectores ca´nonicos.
a× b = e123b ↑ a =
 a1 a2
b1 b2
 e3 −
 a1 a3
b1 b3
 e2 +
 a2 a3
b2 b3
 e1
Si seleccionamos los vectores {a, b, a× b} en ese orden tenemos un sistema que coincide con
la regla de la mano derecha.
Ejemplo 3.0.2. Veamos que lo dicho cumple para los vectores cano´nicos.
Para {e1, e2, e1 × e2 = e3}
Para {e1, e3, e1 × e3 = −e2}
Para {e2, e3, e2 × e3 = e1}
−e2 = e1Xe3
e2
e3 = e1Xe2
e1 = e2Xe3
O
Figura 3.1: El sistema de coordenas verifica el producto cruz para e1, e2 y e3.
Para a, b y c vectores linealmente independientes, decimos que el trivector a ↑ b ↑ c tienen
la misma orientacio´n de e123 si a ↑ b ↑ c = αe123 , α > 0 , en el ejemplo los tres sistemas
dados tienen la misma orientacio´n de e123.
Proposicio´n 3.0.15. Propiedades del producto cruz.
Sean a, b, c vectores linealmente independientes entonces se cumple :
51
1. Si a y b son ortogonales entonces el sistema {a, b, a × b} tienen la misma orientacio´n
de e123
2. a ↑ b ↑ c = a ↑ (e123b× c) = a ↓ (b× c)e123
3. |a× b| = |a ∧ b|
4. a ↓ (b× c) = (a× b) ↓ c
Prueba.-
1. Si a y b son ortogonales (ab = −ba)
ab(a × b) = ab(d(b ↑ a)) = ab(e123b ↑ a) = e123(ab(b ↑ a)) = e1232 (ab(ba − ab)) =
e123
2
(a2b2 − (ab)(ab)) = e123a2b2.
En la u´ltima igualdad se uso la anticonmutatividad por ser ortogonales, como a2b2 > 0
entonces el sistema tiene la misma orientacio´n de e123.
2. a ↑ b ↑ c = a ↑ (b ↑ c) = a ↑ (e123b × c) = a ↑ (b × ce123) = a ↓ (b × c)e123 la u´ltima
igualdad se logra al aplicar el ı´tem 6 de la proposicio´n 3.0.3, esto indica que el escalar
a ↓ (b× c) nos da la orientacio´n de a ↑ b ↑ c. con respecto al trivector unitario e123, si
a ↓ (b× c) > 0 la orientacio´n es positiva, caso contrario tendra´ orientacio´n negativa.
3. |a× b|2 = (a× b)2 = (−e123a ↑ b)(−e123a ↑ b) = −(a ↑ b)2 = ‖a ↑ b‖2
La magnitud del producto cruz coincide con la magnitud del producto exterior.
4. De la definicio´n del producto cruz y el producto interno
a ↓ (b×c) = a ↓ (−e123b ↑ c) = 12 [a(−e123b ↑ c) + (−e123b ↑ c)a] = −e123 12 [a(b ↑ c) + (b ↑ c)a]
= −e123a ↑ (b ↑ c) = −e123a ↑ b ↑ c.
Al proceder en forma similar con la expresio´n (a × b) ↓ c se obtiene −e123c ↑ a ↑ b al
intercambiar anticonmutativamente los vectores por su producto externo tenemos la
igualdad.
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Cap´ıtulo 4
Una extensio´n del ca´lculo a funciones
con valores en AG(3)
En esta parte del trabajo presentamos el ca´lculo integral y diferencial en el contexto del
A´lgebra Geome´trica AG(3). El ca´lculo geome´trico simplifica y unifica la estructura y notacio´n
de las matema´ticas para la ciencia e ingenieria. En este cap´ıtulo veremos que la derivada
geome´trica sera´ definido de manera natural en forma ma´s generalizada y los conceptos de
gradiente, divergencia y rotacional que se estudian de manera independiente en el ca´lculo
vectorial tradicional esta vez sera´n unificadas con la derivada geome´trica, esto a su vez juega
un rol importante en la generalizacio´n del teorema fundamental del ca´lculo.
Los conceptos topolo´gicos estudiado en R3 son los mismos en el AG(3), tales como son
los conjuntos abiertos, cerrados, puntos de acumulacio´n, vecindades, l´ımites , continuidad
y otros, pero tendremos en cuenta que la norma ‖‖ definida en AG(3) es una extencio´n de
la norma || del R3, el cual determina una u´nica ”distancia”‖A− B‖, para los multivectores
A,B ∈ AG(3).
Empecemos extendiendo las funciones a valores multivectoriales de la forma natural.
f : p ∈ Ω 7−→ f(p) =
∑
I
fI(p)eI ∈ AG(3) =
3⊕
m=0
〈AG(3)〉m
donde Ω ⊆ R3 es un conjunto abierto en R3 y cada fI(p) ∈ R
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Aqu´ı debe entenderse que f =
∑
I fI()eI evaluada en p , tiene la forma explicita.
f(p) = f0(p) + f1(p)e1 + f2(p)e2 + f3(p)e3 + f12(p)e12
+f31(p)e31 + f23(p)e23 + f123(p)e123
El primer paso consiste en extender a f , de la manera obvia por medio de las funciones
componente fI , y a la vez redefinir los conceptos tradicionales de l´ımite, continuidad, deri-
vada, integrales etc,en el contexto del A´lgebra Geome´trica.
El segundo paso en nuestro proceso de generalizacio´n sera´ obtener de modo natural el con-
cepto tradicional de hamiltoniado usado comunmento en f´ısica en el estudio de la meca´nica
cla´sica.
Para ello establecemos :
El flujo geome´trico de funciones con valores multivectoriales como una generalizacio´n
del concepto f´ısico de flujo, remplazando la integral de un producto interno por la
integral de un producto geome´trico.
El hamiltoniano geome´trico de funciones con valores multivectoriales como una gene-
ralizacio´n del concepto f´ısico de hamiltoniano, reemplazando el cociente con la medida
convencional por el cociente con la medida orientada (volumen orientado en el presente
caso).
Comencemos precisando algunos conceptos en el contexto euclideano cano´nico:
4.0.1. Definicio´n de integral y la derivada en el AG(3)
Definicio´n 4.0.1. Sea Ω ⊆ R3 abierto y C∞(Ω) = {f : Ω → AG(3)/f es de clase C∞}
f es una funcio´n de valores multivectoriales, diremos que:
1. La funcio´n f =
∑
I fI()eI es llamada C∞ si cada funcio´n coeficiente fI ∈ C∞(Ω).
C∞(Ω, AG(3)) denotara´ la familia de funciones multivectoriales C∞.
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2. Diremos que f es integrable en cada regio´n R ⊂ Ω , si cada funcio´n coeficiente fI lo es
y pondremos: ∫
R
f =
∑
I
(
∫
R
fI)eI ∈ C∞(Ω, AG(3))
donde:
∫
R
fI =
∫
A
dγ(q)fI(γ(q)) con γ : A ⊂ Rk −→ Ω (k = 1, 2) es una parametrizacio´n
de R, de clase C∞ por partes, que preserva la orientacio´n considerada.
Es importantes respetar el orden indicado en el u´ltimo integrando.
Explicitamente tenemos
∫
R
f =
∫
R
f0(p) +
∫
R
f1(p)e1 +
∫
R
f2(p)e2 +
∫
R
f3(p)e3 +
∫
R
f12(p)e12
+
∫
R
f31(p)e31 +
∫
R
f23(p)e23 +
∫
R
f123(p)e123
Las integrales en el contexto del AG(3) podra´n ser definidas en el sentido de la integral
de Riemann. Hacemos la aclaracio´n tomando como ejemplo la definicio´n de la integral de
superficie.
Sea f una funcio´n integrable en Ω ⊆ R3,decimos que la integral de superficie de f sobre la
frontera o´ superficie de Ω, dado por σ = frontera(Ω), esta´ dado por el limite y lo denotamos
y definimos por:
∫
σ
dσ̂f(p) ≡ Lim
N −→∞
△σ̂j −→ 0
N∑
j=1
△σ̂jf(pj)
La expresio´n var´ıa del concepto standar por que los sumandos en la sumatoria son pro-
ductos de a´reas orientadas △σ̂j(Bivectores) para cada j que aproximan a la superficie σ. por
multivectores f(pj).(∈ AG(3))
.
Definicio´n 4.0.2. Operadores derivadas en el AG(3)
1. El operador derivada parcial.
∂j : f ∈ C∞(Ω, AG(3)) 7−→ ∂jf =
∑
I
(∂jfI)eI ∈ C∞(Ω, AG(3))
donde 1 ≤ j ≤ 3, es llamada operador j-derivada parcial , en el contexto que
corresponda.
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2. El operador derivada geome´trica.
▽ : f ∈ C∞(Ω, AG(3)) 7−→ ▽f ∈ C∞(Ω, AG(3)), donde
▽f(p) = e1(∂1f(p)) + e2(∂2f(p)) + e3(∂3f(p)) =
3∑
j=1
ej(∂jf(p))
▽ es llamada operador derivada geome´trica.
Es importante tener en cuenta el orden considerado porque los productos se realizan
en AG(3).
La expresio´n ▽f , representa el producto geome´trico del vector ▽ = e1∂1 + e2∂2 + e3∂3
por el multivector f =
∑
I
fIeI
Los resultados siguientes podemos obtener de manera directa de la definicion de ▽
1. El operador ▽ es lineal.
2. El producto de ej∂j con fIeI , evaluado en p , es el resultado del producto geome´trico
ej(∂jfI(p))eI donde se debe respetar el orden indicado.
Del ı´tem 15 en la proposicio´n 1.2.16 podemos descomponer el producto ▽f(p) de manera
u´nica por:
▽f(p) = ▽ ↓ f(p) +▽ ↑ f(p)
4.0.2. Operadores cla´sicos : Gradiente , divergencia y rotacional
en el AG(3)
Definicio´n 4.0.3. Sea f : Ω ⊂ R3 −→ 〈AG(3)〉r
1. Si ϕ:Ω ⊂ R3 −→ R es un campo escalar, la derivada ϕ en p sera´ llamada gradiente
de ϕ en p y lo denotamos por : gradϕ(p) = ▽ϕ(p) = e1∂1ϕ(p)+e2∂2ϕ(p)+e3∂3ϕ(p), de
la definicio´n del producto escalar se tiene ▽ ↓ ϕ(p) = 0 por tal gradϕ(p) = ▽ ↑ ϕ(p).
2. Si V :Ω ⊂ R3 −→ R3 es un campo vectorial, la derivada de V en p podra´ ser des-
compuesto en parte escalar y en una 2-parte tal que la parte escalar sera´ llamado
divergencia del campo vectorial V en p.
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El estudio de los conceptos de la divergencia, rotacional, gradiente y otros en el A´lgebra
Geome´trica se presciende de un sistema de referencia, por lo tal el AG(3) es una muy buena
herramienta para estudiar los conceptos f´ısico, pero para un primer estudio por ser una
metodolog´ıa pra´ctica empecemos utilizando un sistema de referencia.
Explicitaremos la divergencia, expresando V (p) con respecto a una base del R3.
V (p) = v1(p)e1 + v2(p)e2 + v3(p)e3
▽V (p) = e1∂1(v1(p)e1 + v2(p)e2 + v3(p)e3) + e2∂2(v1(p)e1 + v2(p)e2 + v3(p)e3)+
e3∂3(v1(p)e1 + v2(p)e2 + v3(p)e3) = ▽ ↓ V (p) +▽ ↑ V (p)
De este resultado podemos tener la definicio´n de la divergencia para un campo vectorial.
divV (p) ≡ ▽ ↓ V (p) = ∂1v1(p) + ∂2v2(p) + ∂3v3(p)
Definimos el rotacional del campo vectorial V (p) como el opuesto del dual del bivector
y lo denotaremos por RotV (p).
▽ ↑ V (p) = (∂1v2(p)− ∂2v1(p))e12 + (∂3v1(p)− ∂1v3(p))e31 + (∂2v3(p)− ∂3v2(p))e23
Es decir RotV (p) ≡ −e123▽ ↑ V (p) , o´ expresado por el operador cruz RotV (p) =
▽× V (p)
Por tal: ▽V (p) = ▽ ↓ V (p) +▽ ↑ V (p) = divV (p) + e123RotV (p)
Observamos que la derivada geome´trica puede descomponerse en dos componentes donde
una de ellas es la divergencia y la otra el operador rotacional.
Podemos obtener el operador derivada ▽ utilizando matrices, si consideramos el iso-
morfismo entre AG(3) y el a´lgebra de matrices (Ver ape´ndice),de la representacio´n con las
matrices de Pauli tenemos :
▽ = e1∂1 + e2∂2 + e3∂3 ←→ σ1∂1 + σ2∂2 + σ3∂3 =
 ∂3 ∂1 − i∂2
∂1 + i∂2 −∂3

Donde σ1, σ2, σ3 son la base de las matrices de Pauli.
El flujo geome´trico y el operador hamiltoniano en el AG(3)
Para la definicio´n que daremos a seguir usaremos las convenciones siguientes:
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Dado p ∈ Ω ⊆ R3 abierto, K indicara´ un cubo orientado, de caras paralelas a los ejes
coordenados, centrado en p y contenido en Ω.
∂K denotara´ su frontera de K orientada positivamente (idea de la normal exterior).
γ indicara´ una parametrizacio´n de ∂K, de clase C∞ por partes, que preserva la orien-
tacion dada.
K = ‖K‖e123 sera´ el volumen orientado de K, donde ‖K‖ es el volumen usual.
Definicio´n 4.0.4. Dada g ∈ C∞(Ω, AG(3))
1. El flujo geome´trico de g que atraviesa ∂K esta dado por :
F∂K [g] =
∫
∂K
dγ(q)g(γ(q)) ∈ C∞(Ω, AG(3))
Aqu´ı usamos el ı´tem 2 de la definicio´n 4.0.1 con f() = dγ()g(γ()) (el orden es impor-
tante porque el producto es en AG(3)) , dγ(q) es el bivector que aproxima a la frontera
∂K en el entorno de q.
2. El hamiltoniano geome´trico de g en p ∈ Ω sera´
H [g] (p) = l´ım
K→p
1
K
F∂K [g] ∈ AG(3)
El siguiente resultado sera´ de fundamental importancia para un proceso de extensio´n del
ca´lculo euclideano al caso no-euclideano porque establece un modo algebraico equivalente de
introducir el concepto de Hamiltoniano y explicita su relacio´n con los conceptos tradicionales
de divergencia y rotacional.
Teorema 4.0.5. El Hamiltoniano geome´trico coincide con la derivada geome´trica
H [g] (p) =
3∑
j=1
ej∂jg(p) ≡ ▽g(p) = ▽ ↓ g(p) + e123 ▽×g(p)
Donde los productos indicados en la sumatoria son en AG(3).Aqu´ı usamos el producto cruz
dado en la definicio´n 3.0.14
▽ ↑ g(p) = e123 ▽×g(p)
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Prueba.- Empezamos hallando el flujo geome´trico de g que atraviesa un cubo pequen˜o
donde p es el centro de tal cubo.
Consideremos un pequen˜o cuboK ⊆ Ω ⊆ R3 donde Ω es un abierto en R3, por comodidad
de ca´lculo, consideramos los ve´rtices del cubo paralelos a los ejes coordenados e1, e2, e3 y sea
∆x la magnitud de la arista del cubo.
Sabemos que el flujo de g (Fσ [g]) que atraviesa el cubo (las caras del cubo σ) esta´ dado
por la suma de los flujos de cada una de sus caras es decir, la suma de 6 flujos.
Fσ [g] =
∫
σ
dγ(q)g(γ(q)) =
6∑
i=1
∫
σi
dγi(qi)g(γi(qi)) (4.1)
donde:
σ es la frontera orientada positivamente de K y γ es una parametrizacio´n de σ.
σi :Es la superficie de la i−cara del cubo orientado.(Bivector) i = 1, 2, ..., 6
γ =
∑6
i=1 γi es la parametrizacion de σ , donde γi es la parametrizacio´n positiva de la
cara σi, con qi ∈ σi y dγi(qi) es el bivector que aproxima a la superficie σi en el entorno
qi.
Tal bivector sera´ expresado como su vector dual es decir:
dγi(qi) = ‖dγi(qi)‖ eie123, Aqu´ı ei es la normal saliente de la cara σi.
K = ∆3xe123 es el cubo orientado.
∆3x = ‖K‖ es el volumen usual .
Como tenemos caras opuestas en un cubo consideramos sus normales por:
e4 = −e1, e5 = −e2, e6 = −e3, las normales opuestas
Al remplazar en 4.1 las consideraciones dadas tenemos:
Fσ [g] =
∑6
i=1
∫
σi
‖dγi(qi)‖ eie123g(γi(qi)) =(
∑6
i=1
∫
σi
‖dγi(qi)‖ eig(γi(qi))) e123 ∼= (
∑6
i=1∆
2
xeig(pi))e123
La aproximacio´n seda´ al aplicar el Teorema del valor medio para integrales dobles y como
p se tomo´ como el centro del cubo, consideremos pi = p+
∆x
2
ei como centro de la cara σi.
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Ejemplo p1 = p+
∆x
2
e1. p4 = p+
∆x
2
e4 = p− ∆x2 e1
Como ∆2x es constante en cada cara, factorizamos fuera del parentesis y desdoblando la
sumatoria.
Fσ [g] = ∆2x
(∑6
i=1 eig(pi)
)
e123 =
∆2x [e1g(p1) + e2g(p2) + e3g(p3)− e1g(p4)− e2g(p5)− e3g(p6)] e123 =
∆2x [e1(g(p1)− g(p4)) + e2(g(p2)− g(p5)) + e3(g(p3)− g(p6))] e123 =
∆3x
[
e1(
g(p1)−g(p4)
∆x
) + e2(
g(p2)−g(p5)
∆x
) + e3(
g(p3)−g(p6)
∆x
)
]
e123 =
K
[
e1(
g(p+∆x
2
e1)−g((p−
∆x
2
e1)
∆x
) + e2(
g(p+∆x
2
e2)−g(p−
∆x
2
e2)
∆x
) + e3(
g(p+∆x
2
e3)−g(p−
∆x
2
e3)
∆x
)
]
Multiplicando por el trivector K−1
y tomando el l´ımite cuando ∆x −→ 0(es equivalente a tomar cuando K −→ 0) se tiene:
l´ım
K−→0
Fσ [g]
K
= e1∂1g(p) + e2∂2g(p) + e3∂3g(p) =
∑3
j=1 ej∂jg(p) = ▽g(p)
La expresio´n Fσ [g]
K
es va´lida ya que K−1 conmuta con Fσ [g] .
Del operador nabla ▽ considerado como un 1-vector tenemos la descomposicio´n de ma-
nera u´nica por: ▽g(p) = ▽ ↓ g(p) +▽ ↑ g(p).
Lo visto hasta ahora nos muestra que la alternativa de generalizacio´n elegida exige desa-
rrollar primero el ca´lculo integral y posteriormente el ca´lculo diferencial.
Ahora podemos representar la derivada geome´trica de g en p en R3 como el l´ımite de
una integral de superficie, es decir:
l´ım
k−→p
Fσ [g]
k
= l´ım
k−→p
1
k
∫
σ
dσ̂g(p) = l´ım
k−→p
1
k
( l´ım
N−→∞
l´ım
△σ̂j−→0
∑N
j=1△σ̂jg(pj))
donde k es un entorno de p.
En la nomenclatura de la derivada geome´trica es usual denotar ∂ por ∇.
Si g es una funcio´n con argumentos escalares y valores multivectoriales la derivada
geome´trica coincide con la definicio´n usual del ca´lculo, es decir:
∂tg(t) =
∂g(t)
∂t
= l´ım
△t⇁0
g(t+△t)− g(t)
△t
Luego veremos algunos ejemplos donde la derivada puede ser vista como la aproximacio´n
de sumas, pero primero probemos un resultado muy u´til para el ca´lculo, el llamado teorema
fundamental del ca´lculo para el AG(3), en el cual usaremos el hecho que la derivada puede
expresarse como el hamiltoniano geome´trico.
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Teorema 4.0.6. Teorema fundamental del ca´lculo en el A´lgebra Geome´trica AG(3)
Sea F :Ω ⊆ Rn −→ AG(3) (n = 1, 2, 3) tal que s´ı existe ∇F en Ω con ∂Ω como la frontera
de Ω entonces :
∫
Ω
dnx∇F = ∮
∂Ω
dn−1xF
Donde:
∮
∂Ω
indica la integral cerrada en torno de ∂Ω.
Prueba.-
Como existe la integral
∫
Ω
dnx∇F hacemos uso de su definicio´n como l´ımite de sumas
de Riemann, es decir: ∀ε > 0, ∃δ1 > 0, tal que dado una particio´n de Ω en m partes
(Ω =
∑m
i=1Ωi)
(Para n=3 Ωi es un pequen˜o so´lido en el espacio y ∆xi ⊆ Ωi, es un pequen˜o cubo que lo
aproxima, donde consideramos xi como su centro)Sea ‖∆x‖ = ma´x {‖∆xi‖ /i = 1, ...m}
Si ‖△x‖ < δ1 y se cumple ‖
∑m
i=1△xi∇F (xi)−
∫
Ω
dnx∇F‖ < ε , cuando m→∞ la cual
es resumida por :
l´ım
||∆xi||→0
m∑
j=1
∆xi∇F (xi) =
∫
Ω
dnx∇F (4.2)
Al expresar la derivada geome´trica ∇F en xi por medio del hamiltoniano consideramos
un entorno K de xi tal que K −→ xi . Para nuestro caso sea K = ∆xi
∇F (xi) = l´ım
∆xi−→xi
1
∆xi
∮
∂Ωi
dn−1xF (xi) donde ∂Ωi es la frontera del cubo orientado ∆xi
positivamente. En la definicio´n ∇F como l´ımite tomemos ∧ε = ε
‖∆x‖m
, existe δ2 > 0 tal que s´ı
‖△xi‖ < δ2 para cada i , se tiene :‖ 1∆xi
∮
∂Ωi
dn−1xF (xi)−∇F (xi‖ < ∧ε = ε2‖∆x‖m donde ∂Ωi
es la frontera de △xi , 1 ≤ i ≤ m Aplicando sumatorias para ambos lados de la desigualdad,
y utilizando la desigualdad triangular para multivectores (‖A+B‖ ≤ ‖A‖+‖B‖) tenemos :
∥∥∥∥∥∥
m∑
i=1
 1
∆xi
∮
∂Ωi
dn−1xF −∇F (xi)
∥∥∥∥∥∥ ≤
m∑
i=1
∥∥∥∥∥∥ 1∆xi
∮
∂Ωi
dn−1xF −∇F (xi)
∥∥∥∥∥∥
≤
m∑
i=1
ε
2||∆x||m =
ε
2||∆x|| ≤
ε
2||∆xi||
Distribuyendo la sumatoria en la primera expresio´n y multiplicando por ||∆xi||.
∥∥∥∥∥∥∆xi
m∑
i=1
1
∆xi
∮
∂Ωi
dn−1xF (xi)−∆xi
m∑
i=1
∇F (xi)
∥∥∥∥∥∥ ≤ ε2
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El multivector ∆xi multiplica a cada uno de los sumandos y en el primer sumando se
cancela.∥∥∥∥∥∥
m∑
i=1
∮
∂Ωi
dn−1xF (xi)−
m∑
i=1
∆xi∇F (xi)
∥∥∥∥∥∥ ≤ ε2 < ε⇔
∥∥∥∥∥∥
m∑
i=1
∆xi∇F (xi)−
m∑
i=1
∮
∂Ωi
dn−1xF (xi)
∥∥∥∥∥∥ < ε
Tomando δ = mı´n {δ1, δ2} para m→∞, de la definicio´n de l´ımite tenemos :
l´ım
‖∆x‖−→0
m∑
i=1
∆xi∇F (xi) =
m∑
i=1
∮
∂Ωi
dn−1xF =
∮
∂Ω
dn−1xF (4.3)
De las ecuaciones 4.2 y 4.3 obtenemos la igualdad solicitada.
∮
Ω
dnx∇F =
∮
∂Ω
dn−1xF
La igualdad en la ecuacio´n 4.3 las fronteras de dos regiones adyacentes ∂Ωi comparten
una frontera comu´n en el cual sus integrales son opuestas que al sumarlas se eliminan.
Visualizamos el caso para n = 3.
Hallando la integral sobre la frontera de Ωk,
∫
∂Ωk
d2xF ; donde d
2
x es un bivector de magnitud
‖d2x‖ , el cual lo expresamos por su vector dual n1; n1 = d
2
x
‖d2x‖
e123
e123
∫
∂Ωk
d2xF =
∫
∂Ωk
d2xe123F =
∫
∂Ωk
n1F
En forma similar hallamos la integral sobre la frontera ∂Ω(k−1) y tenemos:
e123
∫
∂Ω(k−1)
d2xF =
∫
∂Ω(k−1)
n2F , donde n2 es el vector unitario ortogonal a la frontera ∂Ω(k−1)
como n2 = −n1, tenemos
∫
∂Ωk
d2xF +
∫
∂Ω(k−1)
d2xF = 0
Esto seda´ en todas las fronteras interiores, por lo cual tenemos el resultado deseado.
Casos particulares del teorema fundamental del ca´lculo.
Los casos particulares del teorema fundamental tiene muchas formas diferentes el cual
nosotros consideramos.
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Para n=3 Sea F :Ω ⊆ R3 −→ AG(3) tal que si existe ∇F en Ω con ∂Ω como la frontera
de Ω entonces : ∫
Ω
d3x∇F =
∮
∂Ω
d2xF (4.4)
El trivector d3x = e123 ‖d3x‖ y el bivector d2x = e123n ‖d2x‖ , donde n es el vector
ortogonal al bivector d2x, reemplazando en la ecuacio´n 4.4 eliminamos el psudoescalar, por
lo cual resulta. ∫
Ω
∥∥d3x∥∥∇F = ∮
∂Ω
n
∥∥d2x∥∥F
Para un campo escalar ϕ = ϕ(x) tenemos la fo´rmula del gradiente.
∫
Ω
‖d3x‖∇ϕ = ∮
∂Ω
n ‖d2x‖ϕ
La aplicacio´n del teorema fundamental para funciones F = V = V (x) con valores vecto-
riales llamaremos teorema de Gauss.
Si descomponemos∇V = ∇ ↓ V +e123∇×V y al reemplazarlo en el teorema fundamental
del ca´lculo y separando como una parte escalar y una 2-parte, tenemos el teorema de la
divergencia y el teorema del rotacional por separado respectivamente.∫
Ω
‖d3x‖∇V = ∮
∂Ω
n ‖d2x‖V ⇐⇒∫
Ω
‖d3x‖∇ ↓ V + e123
∫
Ω
‖d3x‖∇XV = ∮
∂Ω
‖d2x‖n ↓ V + e123
∮
∂Ω
‖d2x‖nXV ⇐⇒∫
Ω
‖d3x‖∇ ↓ V = ∮
∂Ω
‖d2x‖n ↓ V y ∫
Ω
‖d3x‖∇XV = ∮
∂Ω
‖d2x‖nXV
Para n=2 Sea F :Ω ⊆ R2 −→ AG(3) tal que si existe ∇F en Ω (superficie en R2) con
∂Ω como la frontera de Ω entonces :∫
Ω
d2x∇F =
∮
∂Ω
d1xF
Escribimos d2x =−e123n ‖d2x‖ y d1x = dx , donde n es el vector normal a la superficie
tenemos n ↓ ∇ = 0 , para n unitario ∇ = nn∇ = nn ↓ ∇ + nn ↑ ∇ = nn ↑ ∇ tomando
extremos.
∇ = nn ↑ ∇ = (ne123)n×∇ lo u´ltimo de la definicio´n del producto cruz.
d2x∇ = d2x(ne123)nX∇ = ‖d2x‖nX∇ Reemplazando en el teorema fundamental∫
Ω
‖d2x‖nX∇F = ∮
∂Ω
dxF , tal fo´rmula es llamada teorema de Stokes.
Para un campo vectorial F = V separamos la fo´rmula en una parte escalar y una 2-parte.
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∫
Ω
∥∥d2x∥∥n×∇V = ∮
∂Ω
dxV ⇐⇒
∫
Ω
∥∥d2x∥∥ (n×∇) ↓ V + ∫
Ω
∥∥d2x∥∥ (n×∇) ↑ V =
∮
∂Ω
dx ↓V+
∮
∂Ω
dx ↑V ⇐⇒ (
∫
Ω
∥∥d2x∥∥ (n×∇) ↓ V = ∮
∂Ω
dx ↓ V ) ↑ (
∫
Ω
∥∥d2x∥∥ (n×∇) ↑ V = ∮
∂Ω
dx ↑V )
Del ı´tem 4 de las propiedades del producto cruz proposicio´n 3.0.15 obtenemos :
∫
Ω
∥∥d2x∥∥n ↓ (∇× V ) = ∮
∂Ω
dx ↓V (4.5)
∫
Ω
∥∥d2x∥∥ (n×∇)× V = ∮
∂Ω
dxXV (4.6)
La expresio´n 4.6 es conocido en el a´lgebra vectorial como el teorema de Stokes, pero en
el AG(3) tenemos una expresio´n adicional 4.5.
Para n=1 Sea F :Ω ⊆ R1 −→ AG(3) tal que si existe ∇F en Ω con ∂Ω como la frontera
de Ω entonces : ∫
Ω
d1x∇F =
∮
∂Ω
d0xF
Sean los puntos extremos de Ω , a y b y escribimos d1x = dx =e |dx| y ∇ = ee ↓ ∇
luego d1x∇ = |dx| e ↓ ∇ = dx ↓∇.
Remplazando en el teorema fundamental obtenemos :
∫
Ω
dx ↓∇ =
∮
∂Ω
dF = F (b)− F (a).
La derivada como una aproximacio´n de sumas.
En la prueba del teorema 4.0.5 se aproximo´ la derivada como la suma de seis caras de un
pequen˜o cubo descrito por los bivectores △σ̂j con centros en pj. En el desarrollo de ca´lculos
de derivadas podemos aproximar la derivada geome´trica de g en p por:
▽g(p) ≃ 1
K
6∑
j=1
△σ̂jg(pj) =
6∑
j=1
(
1
K
△ σ̂j
)
g(pj),
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Como todo bivector puede ser representado como el dual de un vector tenemos que:
△σ̂j = e123△ aj. , donde el vector △aj es ortogonal al △σ̂j−plano, al reemplazar tenemos :
▽g(p) ≃
6∑
j=1
(
1
‖K‖ e123 e123 △ aj
)
g(pj) =
6∑
j=1
(
1
‖K‖ △ aj
)
g(pj) =
1
‖K‖
6∑
j=1
△ajg(pj)
(4.7)
Parte Par e Impar de la derivada geome´trica
La expresio´n 4.7 muestra la derivada como una suma simple de seis productos similares
y como la derivada ▽ se comporta como un vector, esta descompuesta de forma u´nica por:
▽g(p) = ▽ ↓ g(p) +▽ ↑ g(p)
Donde :
▽ ↓ g(p) ≃
6∑
j=1
(
1
K
△ σj
)
↓ g(pj) = 1‖K‖
6∑
j=1
△aj ↓ g(pj)
∧
▽ ↑ g(p) ≃
6∑
j=1
(
1
K
△ σj
)
↑ g(pj) = 1‖K‖
6∑
j=1
△aj ↑ g(pj)
Si g es una funcio´n vectorial, obtengamos de forma explicita el rotacional. ▽× g(p) .
Como▽×g(p) = −e123(▽ ↑ g(p)) ≃ −e123 1‖K‖
∑6
j=1△aj ↑ g(pj) = 1‖K‖
∑6
j=1△aj×g(pj)
Una expresio´n ma´s familiar para el producto ”×”se establece por:
▽× g(p) = −e123(▽ ↑ g(p)) ≃ −e123
6∑
j=1
(
1
e123 ‖K‖ △ σ̂j
)
↑ g(pj)
Descomponiendo el bivector por el vector △σ̂j ↑ g(pj) en el AG(3) tenemos :
▽×g(p) ∼= −e123‖K‖
6∑
j=1
[
(
△σ̂j
e123
)g(pj)− g(pj)(△σ̂je123 )
2
]
=
1
‖K‖
6∑
j=1
[
−e123(△σ̂je123 )g(pj) + e123g(pj)(
△σ̂j
e123
)
2
]
Simplificando y de la definicio´n del producto interno de un vector por un bivector tenemos:
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▽× g(p) = − 1‖K‖
6∑
j=1
△σ̂j ↓ g(pj) = 1‖K‖
6∑
j=1
g(pj) ↓ △σ̂j.
La expresio´n del producto cruz en el A´lgebra Geome´trica es libre de coordenadas, el
producto interno del vector g(pj) por el bivector △σ̂j resulta un vector.
Como ejemplo aplicativo de la derivada geome´trica , evaluemos la derivada del producto
de funciones ▽(fg), luego desarrollamos las propiedades de una forma algebraica utilizando
los conceptos de la derivada direccional, del diferencial y de la continuidad diferenciable.
Proposicio´n 4.0.7. Sean f, g : R3 −→ AG(3) derivables en p, entonces el producto de
funciones fg es derivable en p , y cumplen ▽(fg) =
•
▽
•
fg +
•
▽f •g
Los puntos negros • arriba de cada funcio´n indican que tal funcio´n tiene que ser derivado
primero, mientras que la otra permanecera´ constante.
Prueba.- Consideremos la integral de [f(p)− f(p0)] [g(p)− g(p0)] /e123 sobre la superficie
σ de un pequen˜o volumen orientado K , donde p0 es cualquier punto muy cerca a p.
1
K
∫
σ
dσ̂(f − f0)(g − g0) = 1
K
∫
σ
dσ̂fg − 1
K
∫
σ
dσ̂fg0 − 1
K
∫
σ
dσ̂f0g +
1
K
∫
σ
dσ̂f0g0 (4.8)
Tomando l´ımite a la expresio´n 4.8 cuando K → 0 tenemos que la expresio´n 1
K
∫
σ
dσ̂f0g0
es cero , a la vez el l´ımite cuando K → 0 es tambie´n cero. Esto es va´lido, pues la arista
del pequen˜o cubo ||K||, donde ℓ3 = ‖K‖3 , ∫
σ
‖dσ̂‖ = 6ℓ2 y de la continuidad de f y g;
‖g − g0‖ ≤ ℓ, ‖f − f0‖ ≤ ℓ Como K → 0 tambie´n ℓ→ 0 entonces :∥∥∥∥∥∥ 1K
∫
σ
dσ̂(f − f0)(g − g0)
∥∥∥∥∥∥ ≤
∥∥∥∥ 1K
∥∥∥∥ ∫
σ
‖dσ̂(f − f0)(g − g0)‖ ≤ 1
ℓ3
6ℓ2ℓℓ = 6ℓ
De la definicio´n de l´ımite se tiene : l´ım
K−→0
( 1
K
∫
σ
dσ̂(f − f0)(g − g0)) = 0
Ahora el l´ımite de la ecuacio´n 4.8 toma la forma:
l´ım
K−→0
(
1
K
∫
σ
dσ̂fg) = l´ım
K−→0
(
1
K
∫
σ
dσ̂fg0) + l´ım
K−→0
(
1
K
∫
σ
dσ̂f0g)
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Tomando la expresio´n tenemos : ▽(fg) =
•
▽f •g +
•
▽
•
fg
Ecuaciones de Maxwell
Gracias al A´lgebra Geome´trica las ecuaciones de Maxwell pueden ser reducidas a una
u´nica expresio´n mediante lo siguiente :
Definimos el operador multivectorial D = ∂t +▽ y los multivectores F y J por :
F = E + e123B J = ρ−J
Donde E,B es el campo ele´ctrico y magne´tico respectivamente y ρ y J son las densidades
de la carga y la corriente respectivamente. Las ecuaciones de Maxwell puede ser escrita en
una sola ecuacio´n por DF = J
Veamos.
(∂t +▽)(E + e123B) = ∂tE + (▽ ↓ E +▽ ↑ E) + e123∂tB + e123(▽ ↓ B +▽ ↑ B) =
= ▽ ↓ E + (∂tE + e123▽ ↑ B) + e123∂tB + e123 ▽ xE + e123▽ ↓ B
= ▽ ↓ E + (∂tE −▽xB) + e123(∂tB +▽xE) + e123▽ ↓ B = ρ−J
Igualando las k-partes obtenemos.
▽ ↓ E = ρ
▽xB − ∂tE =J
∂tB +▽xE = 0
▽ ↓ B = 0
Las cuales son las ecuaciones de Maxwell.
Los detalles sobre tales ecuaciones y comentarios pueden verse en [?]
4.1. La Derivada Direccional y sus propiedades
En esta parte del trabajo veremos algunas propiedades de las derivada direccional y la
deriva, parte de esta demostracio´n se puede ver [?]
Definicio´n 4.1.1. Si F : Ω ⊆ R3 −→ AG(3) , (Ω abierto) funcio´n con valores mul-
tivectoriales y a vector, definimos la derivada de F en la direccio´n a en el punto x ∈ Ω
por
a ↓ ∂F (x) ≡ dF (x+aτ)
dτ
|τ=0= l´ım
τ−→0
F (x+aτ)−F (x)
τ
Si tal l´ımite existe.
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En particular para a = ei (e
2
i = 1) tenemos la derivada parcial ei ↓ ∂F ≡ ∂iF
Si definimos a G la funcio´n con argumentos escalar tal que G(τ) = F (x+ aτ) podemos
observar que: dG(0)
dτ
= a ↓ ∂F
a ↓ ∂F (x) tambie´n sera´ llamada la a− derivada de F en x.
4.1.1. Propiedades de la derivada direccional
Tomemos a, b vectores λ ∈ R y F,G : R3 −→ AG(3) funciones derivables en a, b y A
un multivector cualquiera.
Proposicio´n 4.1.2. (a+ b) ↓ ∂F = a ↓ ∂F + b ↓ ∂F
Prueba.- De la definicio´n de la derivada direccional tenemos:
(a+b) ↓ ∂F (x) = Lim
t−→0
F (x+ ta+ tb)− F (x)
t
= Lim
t−→0
F (x+ ta+ tb)− F (x+ tb) + F (x+ tb)− F (x)
t
=
Lim
t−→0
F (x+ ta+ tb)− F (x+ tb)
t
+ Lim
t−→0
F (x+ tb)− F (x)
t
=
Lim
t−→0
a ↓ ∂F (x+ tb) + b ↓ ∂F (x) = a ↓ ∂F (x) + b ↓ ∂F (x).
En la u´ltima igualdad se uso el caso de que la funcio´n a ↓ ∂F es cont´ınua en x. Pues en
el contexto del A´lgebra Geome´trica tambie´n se tiene que si la funcio´n es derivable entonces
es cont´ınua.
Proposicio´n 4.1.3. Para λ escalar (λa) ↓ ∂F = λ(a ↓ ∂F )
Prueba.- De la definicio´n
(λa) ↓ ∂F = Lim
t−→0
F (x+λta)−F (x)
t
Si λ = 0 se verifica rapidamente.
Si λ 6= 0 multiplicando y dividiendo por λ
(λa) ↓ ∂F = Lim
t−→0
λF (x+a(λt))−F (x)
λt
= λLim
t
′
−→0
F (x+at´)−F (x)
t
′ = λ(a ↓ ∂F )
De lo anterior, para x fijo a ↓ ∂F es una funcio´n lineal con respecto a su direccio´n a.
Proposicio´n 4.1.4. a ∈ R3, A ∈ AG(3) a ↓ ∂A = 0
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Prueba.- Para F (x) = A ( A independiente de x), de la definicio´n.
a ↓ ∂F (x) = Lim
t−→0
F (x+ta)−F (x)
t
= Lim
t−→0
A−A
t
= 0
Proposicio´n 4.1.5. Funcio´n identidad a ↓ ∂x = a
Prueba.- F (x) = x, de la definicio´n se tiene
a ↓ ∂F (x) = Lim
t−→0
F (x+ ta)− F (x)
t
= Lim
t−→0
x+ ta− x
t
= a
Proposicio´n 4.1.6. Funcio´n producto escalar ak ↓ ∂x(x ↓ a) = ak ↓ a
Prueba.- F (x) = x ↓ a
ak ↓ ∂xF (x) = Lim
t−→0
F (x+tak)−F (x)
t
= Lim
t−→0
(x+tak)↓a−x↓a
t
= ak ↓ a
Proposicio´n 4.1.7. a ↓ ∂(F +G)(x) = a ↓ ∂F (x) + a ↓ ∂G(x)
Prueba.- De la definicio´n.
a ↓ ∂(F +G)(x) = Lim
t−→0
F (x+ a(λt)) +G(x+ a(λt))− F (x)−G(x)
t
=
Lim
t−→0
F (x+ a(λt))− F (x)
t
+ Lim
t−→0
G(x+ a(λt))−G(x)
t
= a ↓ ∂F (x) + a ↓ ∂G(x)
Proposicio´n 4.1.8. Regla del producto. a ↓ ∂(FG) = (a ↓ ∂F )G+ F (a ↓ ∂G)
Prueba.- De la definicio´n.
a ↓ ∂(FG)(x) = Lim
t−→0
F (x+ at)G(x+ at)− F (x)G(x)
t
=
Lim
t−→0
{
F (x+ at)G(x+ at)− F (x)G(x+ at) + F (x)G(x+ at)− F (x)G(x)
t
}
=
Lim
t−→0
{
F (x+ at)− F (x)
t
G(x+ at) + F (x)
G(x+ at)−G(x)
t
}
=
(a ↓ ∂F )Lim
t−→0
G(x+ at) + F (a ↓ ∂G) = (a ↓ ∂F )G+ F (a ↓ ∂G)
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Proposicio´n 4.1.9. Funcio´n longitud de un vector, donde
∧
x vector unitario.
a ↓ ∂ |x| = a ↓ x|x| = a ↓
∧
x
Usando la regla del producto para x2 = |x|2 tenemos:
a ↓ ∂x2 = (a ↓ ∂x)x+ x(a ↓ ∂x) = ax+ xa = 2a ↓ x
a ↓ ∂ |x|2 = (a ↓ ∂ |x|) |x|+ |x| (a ↓ ∂ |x|) = 2 |x| (a ↓ ∂ |x|)
Igualando |x| (a ↓ ∂ |x|) = a ↓ x =⇒ a ↓ ∂ |x| = a↓x
|x|
= a ↓ ∧x
Proposicio´n 4.1.10. Invariancia del grado.
a ↓ ∂ 〈F 〉k = 〈a ↓ ∂F 〉k
a ↓ ∂ es llamado operador diferencial escalar.
Prueba.- a ↓ ∂ 〈F 〉k = Limt−→0
〈F (x+at)〉k−〈F (x)〉k
t
= Lim
t−→0
〈
F (x+at)−F (x)
t
〉
k
= 〈a ↓ ∂F 〉k
Proposicio´n 4.1.11. (Expansio´n de Taylor)
Sea x, a vectores podemos aproximar
F (x+ a) = exp(a ↓ ∂)F (x) =
∞∑
k=0
(a ↓ ∂)k
k!
F (x)
Prueba.- En la prueba se toma en cuenta la validez de la expacio´n de Taylor de una
funcio´n definida en R infinitamente diferenciable en el intervalo [0, 1] .
Sea G : R→ AG(3) /G(τ) = F (x+ aτ)
De la observacio´n de la definicio´n de la derivada direccional, tenemos:
dG(0)
dτ
= dF (x+aτ)
dτ
\τ=0 = a ↓ ∂F
=⇒ d2G(0)
dτ
= d
dτ
dF (x+aτ)
dτ
\τ=0 = a ↓ ∂ dF (x+aτ)dτ \τ=0 = a ↓ ∂(a ↓ ∂F (x)) = (a ↓ ∂)2F (x)
Generalizando d
kG(0)
dτ
= (a ↓ ∂)kF (x)
La expansio´n de Taylor para la funcio´n G es :
G(1) = G(0 + 1) = G(0) +
dG(0)
dτ
+
1
2
d2G(0)
dτ 2
+ ... =
∞∑
k=0
1
k!
dkG(0)
dτ k
=⇒ G(1) = F (x+ a) =
∞∑
k=0
(a ↓ ∂)k
k!
F (x) = exp(a ↓ ∂)F (x)
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Proposicio´n 4.1.12. Regla de la Cadena para funciones escalares.
Si λ : x ∈: Ω ⊆ R3 → R y F : λ(Ω) ⊆ R −→ AG(3) se cumple:
a ↓ ∂F = (a ↓ ∂λ)dF
dλ
Prueba.- Usando la expansio´n de Taylor en R
F (λ+ τ△λ) = F (λ) + τ△λdF
dλ
+ τ
2(△λ)2
2
d2F
dλ2
+ ...
Usando la expansio´n de Taylor de la proposicio´n anterior.
λ(x+ τa) = λ(x) + τa ↓ ∂λ(x) + τ2(a↓∂)2
2
λ(x) + ...
Tomando en cuenta que τ es muy pequen˜o, podemos aproximar
F (λ+ τ△λ) ≃ F (λ) + τ△λdF
dλ
y λ(x+ τa) ≃ λ(x) + τa ↓ ∂λ(x)
Ahora de la definicio´n de la derivada direccional tenemos :
a ↓ ∂F (λ(x)) = Lim
t−→0
F (λ(x+τa))−F (λ(x))
τ
≃ Lim
t−→0
F (λ(x)+τa↓∂λ(x))−F (λ(x))
τ
= Lim
t−→0
F (λ(x))+τ{a↓∂λ(x)} dF
dλ
−F (λ(x))
τ
Eliminando y cancelando, tenemos:
a ↓ ∂F (λ(x)) = a ↓ ∂λ(x)dF
dλ
Proposicio´n 4.1.13. Regla de la Cadena I
Si x : I ⊆ R −→ R3 y F : x(I) ⊆ R3 −→ AG(3) se cumple:
dF
dt
(x(t)) = (
d
dt
x(t)) ↓ ∂F (x)\x=x(t)
Prueba.- Usando la expansio´n de Taylor del caso R.
x(t+ τ) = x(t) + τ d
dt
x(t) + τ
2
2
d2
dt
x(t) + ...
dF
dt
(x(t)) = Lim
t−→0
F (x(t+τ))−F (x(t))
τ
Taylor
= Lim
t−→0
F (x(t)+τ d
dt
x(t))−F (x(t))
τ
def
= ( d
dt
x(t)) ↓ ∂F (x)\x=x(t)
Proposicio´n 4.1.14. Regla de la cadena II
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Sea f : x ∈ Ω ⊆ R3 −→ R3 G : f(Ω) ⊆ R3 −→ AG
Si F (x) = G(f(x)) entonces a ↓ ∂F (x) = a ↓ ∂xG(f(x))
Prueba.- Usando la expansio´n de Taylor para la funcio´n f con argumentos en R3
f(x+ τa) = f(x) + τa ↓ ∂f(x) + τ2
2!
(a ↓ ∂)2f(x) + ... As´ı tenemos :
a ↓ ∂xG(f(x)) = ∂τG(f(x+ιa))\τ=0 = ∂τG(f(x)+τa ↓ ∂f(x))\τ=0 = (a ↓ ∂f(x)) ↓ ∂x′G(x′)\x′=f(x)
Dado que la composicio´n de funciones son evaluados en sus respectivos puntos, al suprimirlo
la regla de la cadena toma la forma.
a ↓ ∂F = a ↓ ∂xG(f(x)) = f(a) ↓ ∂G
Donde definimos : f(a) ≡ a ↓ ∂xf(x) como el diferencial de f en a.
Proposicio´n 4.1.15. Funcio´n direccio´n. a ↓ ∂∧x = a−a↓∧x∧x
|x|
=
∧
x
∧
x↑a
|x|
/
∧
x = x
|x|2
Prueba.- a ↓ ∂∧x = a ↓ ∂ x
|x|
= 1
|x|
a ↓ ∂x+ x(a ↓ ∂ 1
|x|
) = 1
|x|
a+ x(a ↓ ∂ |x|)d
1
|x|
d|x|
=
1
|x|a+x(a ↓
∧
x)
−1
|x|2 =
a
|x|+
∧
x(a ↓ ∧x)−1|x| =
a
|x|−
∧
x(a ↓ ∧x) 1|x|
a− ∧x(a ↓ ∧x)
|x| =
∧
x
∧
xa− ∧x∧x ↓ a
|x| =
∧
x
∧
x ↑ a
|x|
Como en el ca´lculo diferencial escalar es necesario apelar a la definicio´n del diferencial
en te´rmino de l´ımite para evaluar funciones elementales, las diferenciales para funciones
ma´s complejas pueden ser determinadas usando la linealidad del diferencial o la regla del
producto.
En un inicio del cap´ıtulo 4 se definio´ la derivada geome´trica con repecto a un vector como
el l´ımite de una integral de superficie, ahora veremos propiedades algebraicas relacionas con
la derivada direccional y su diferencial.
Denotemos la derivada ∇ = ∂ y lo expresamos en funcio´n de los ej , ▽ =
∑3
j=1 ej∂j
, el cual expresa el operador derivada ∂x como un vector, por tal cumplira´ las propiedades
comunes de un vector, es decir cumple las propiedades ba´sicas para ∂x
Proposicio´n 4.1.16. Propiedades ba´sicas del ∂x.
1. ∂x ↑ e123 = 0⇔ ∂xe123 = ∂x ↓ e123
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2. ∂x =
3∑
k=1
akak ↓ ∂x
Donde los ak forma un frame reciproco de los aj (a
k ↓ aj = δkj ) los detalles se vera´ en
el ape´ndice , los ak expresan las propiedades algebraicas de los vectores y ak ↓ ∂x como la
derivada direccional, ya visto antes.
A la vez el producto interno del vector a por la derivada ∂x,es igual al operador a ↓ ∂x
sera´ lo mismo que la a− derivada del operador en x.
Definicio´n 4.1.17. (Funciones continuamente diferenciable y diferencial de una funcio´n. )
F es continuamente diferenciable en x ∈ R3 si para cada a ∈ R3 (fijo), la funcio´n a ↓ ∂F
es cont´ınua en una vecindad de x.
Entonces si F es continuamente diferenciable en x fijo, a ↓ ∂F (x) es una funcio´n lineal
en la variable a, cual se llamara´ diferecial de F. Y lo denotamos por:
F (x, a) = Fa(x) ≡ a ↓ ∂F (x)
Suprimiendo x
F=F (a) = Fa ≡ a ↓ ∂F
De la proposicio´n 4.1.2 y 4.1.3 tenemos para x fijo.
1. F (x, a+ b) = (a+ b) ↓ ∂F (x) = a ↓ ∂F (x) + b ↓ ∂F (x)
2. F (x, λa) = (λa) ↓ ∂F (x) = λ(a ↓ ∂F (x))
De manera resumida lo expresamos por :
F (a+ b) = F (a) + F (b) ∧ F (λa) = λF (a)
El cual indica que la funcio´n F es una funcio´n lineal.
La funcio´n F de dos variables x y a es tambie´n llamado primera diferencial o simplemente
diferencial de F.
Podemos definir la diferencial de F = F (x) en te´rminos de la derivada ∂x al hacer uso
de:
F (a) ≡ a ↓ ∂F = 1
2
(a∂F +
•
∂a
•
F )
Donde el punto arriba de la funcio´n, indica que solo F es diferenciado, cuando a es una
funcio´n que dependa de x.
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Proposicio´n 4.1.18. Para a, x vectores a ↓ ∂xx = ∂x(x ↓ a) = a
Prueba.- Del ı´tem 2 de las propiedades ba´sicas de 4.1.16 tenemos :
∂x(x ↓ a) =
3∑
k=1
akak ↓ ∂x(x ↓ a) =
3∑
k=1
akak ↓ a = a
Como ∂x trabaja como vector podemos tener la siguiente expresio´n :
∂aa ↓ ∂x = ∂a(a ↓ ∂x) = ∂x (4.9)
Podemos usar esto para obtener la derivada de una funcio´n a partir de su diferencial.
∂xF (x) = ∂aa ↓ ∂xF (x) = ∂aF (x)
Introducimos la notacio´n ∂ cuando derivamos con respecto al argumento diferencial F
Ahora lo escribimos en forma compacta ∂F =∂F Usamos el diferencial para hallar propie-
dades de la derivada.
Proposicio´n 4.1.19. Propiedades de la derivada.
1. ∂(F +G) = ∂F + ∂G
2. ∂(FG) = ∂FG +∂FG
Prueba.-
1. ∂(F +G) =
3∑
k=1
akak ↓ ∂x(F +G) =
3∑
k=1
akak ↓ ∂xF + akak ↓ ∂xG =
3∑
k=1
akak ↓ ∂xF +
3∑
k=1
akak ↓ ∂xG = ∂F + ∂G
2.
∂(FG) =
3∑
k=1
akak ↓ ∂x(FG) =
3∑
k=1
akak ↓ ∂x(FG) =
3∑
k=1
ak(ak ↓ ∂F )G+akF (ak ↓ ∂G) =
3∑
k=1
ak(ak ↓ ∂F )G+
3∑
k=1
akF (ak ↓ ∂G) = ∂FG+ ∂FG
Donde : ∂FG=∂y(F (x)G(y))/y=x se deriva en G tomando F constante.
Algunas veces usamos los puntos en vez de las barras, es decir: ∂(FG) =
•
∂
•
FG+
•
∂F
•
G
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Proposicio´n 4.1.20. Regla de la cadena para una funcio´n compuesta.
De 4.9 y la regla de la cadena 4.1.14. Sea F la funcio´n compuesta por : F (x) = G(f(x))
∂xF (x) = ∂xG(f(x)) = ∂a [a ↓ ∂xG(f(x))] = ∂a [a ↓ ∂xf(x) ↓ ∂G] = ∂a
[
f(a) ↓ ∂x′G(x′)
]
/x′=f(x)
Usamos la notacio´n f(a) = a ↓ ∂xf(x)
Proposicio´n 4.1.21. Derivadas de funciones elementales.
1. ∂ ↓ x = 3 y ∂ ↑ x = 0 seguimos ∂x = 3
Prueba.- ∂x =
3∑
k=1
akak ↓ ∂xx =
3∑
k=1
ak [ak ↓ ∂xx] =
3∑
k=1
akak = 3
2. a ↓ ∂x = a = ∂x ↓ a donde a ↓ (∂ ↑ x) = a ↓ ∂x− ∂x ↓ a = 0
3. ∂x2 =
3∑
k=1
ak [ak ↓ ∂xx2] =
3∑
k=1
ak2ak ↓ x = 2
3∑
k=1
akak ↓ x = 2x
4. ∂ |x| =
3∑
k=1
ak [ak ↓ ∂x |x|] =
3∑
k=1
ak ak↓x
|x|
=
3∑
k=1
akak ↓ ∧x = ∧x = x|x|
5. ∂ |x|k = k |x|k−2 x
Prueba.- Consideremos f(x) = |x| y G : R ⇀ R G(y) = yk k ∈ Z+., de la
regla de la cadena tenemos : ∂xG(f(x)) = ∂af(a) ↓ ∂x′G(x′) = ∂a(a↓x|x| k |x|k−1) = ∂a(a ↓
x)k |x|k−2 = xk |x|k−2
En la prueba se tomo´ en cuenta los resultados siguentes ya visto anteriormente.
f(a) = a ↓ ∂f(x, a) = a↓x
|x|
∂x′G(x
′) = k |x|k−1
a ↓ ∂ |x| = a↓x
|x|
∂x(x ↓ a) = a
6. ∂ log |x| = x
|x|2
= x−1
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Cap´ıtulo 5
Ape´ndice
5.1. Ape´ndice 1: El origen del enfoque moderno
El A´lgebra Geome´trica presenta una estructura de R-espacio vectorial en el a´lgebra no-
conmutativa de las matrices complejas 2×2 (C2×2) , mostrando para ello una base que posee
propiedades parecida a la condicio´n de Dirac. Consideremos las siguientes matrices complejas1 0
0 1
 ,
0 1
1 0
 ,
0 −ı
ı 0
 y
1 0
0 −1

Denotamos respectivamente por: σ0, σ1, σ2 y σ3. σ0 es la matriz identidad.
Proposicio´n 5.1.1. Propiedades de las matrices σ0, σ1, σ2 y σ3.
σ2i = σ0, para i = 1, 2, 3 La prueba es directa por multiplicacio´n de matrices.
σ1σ2 = −σ2σ1; σ2σ3 = −σ3σ2; σ1σ3 = −σ3σ1, el producto es anticonmutativo.
(σ1σ2σ3)
2 = −σ0
(σ1σ2σ3) σj = σj (σ1σ2σ3)
La demostracio´n es directa haciendo uso del producto de matrices.
Proposicio´n 5.1.2. El conjunto de matrices
{σ0, σ1, σ2, σ3, σ1σ2, σ3σ1, σ2σ3, σ1σ2σ3}
forma una base en el a´lgebra no conmutativa de las matrices complejas C2×2.
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Prueba.- Los elementos del conjunto son linealmente independiente. La demostracio´n lo
hacemos siguiendo los pasos:
1. Sean a, b ∈ R constantes, con aσ0 + bσ1σ2σ3 = 0→ a = b = 0
Denotamos σ123 = σ1σ2σ3
aσ0 = −bσ123 ; (aσ0)2 = (−bσ123)2 ; a2 = −b2 ; donde a = b = 0
2. Si A = c0σ0 + c1σ1 + c2σ2 + c3σ3 + c4σ12 + c5σ31 + c6σ23 + c7σ123 = 0→
A = c1σ1 + c2σ2 + c3σ3 + c4σ12 + c5σ31 + c6σ23 = 0
Prueba.- Para cualquier ci ∈ R
De la primera expresio´n multiplicamos por σ1Aσ1 obtenemos :
c0σ0 + c1σ1 − c2σ2 − c3σ3 − c4σ12 − c5σ31 + c6σ23 + c7σ123 = 0
Sumando con el multivector A y dividemos entre 2 obtenemos :
c0σ0 + c1σ1 + c6σ23 + c7σ123 = 0
Multiplicamos la u´ltima expresio´n por derecha e izquierda por σ2 para obtener :
c0σ0 − c1σ1 − c6σ23 + c7σ123 = 0
Sumando estas dos u´ltimas expresiones y dividimos entre 2 para obtener : c0+c7σ123 = 0
y del ı´tem 1 tenemos que c0 = c7 = 0
3. Si A = c1σ1 + c2σ2 + c3σ3 + c4σ12 + c5σ31 + c6σ23 = 0→ c1 = c6 = 0
Prueba.- σ1A = c1σ0 + c2σ12 + c3σ13 + c4σ2 − c5σ3 + c6σ123 = 0
Aσ1 = c1σ0 − c2σ12 − c3σ13 + c5σ3 + c6σ123 = 0 ;
Sumando ambas expresiones. σ1A+Aσ1 = 2c1σ0+2c6σ123 = 0, del ı´tem 1, c1 = c6 = 0
4. Si A = c2σ2 + c3σ3 + c4σ12 + c5σ31 = 0→ c2 = c3 = c4 = c5 = 0
Prueba.- σ2A+ Aσ2 = 2c2σ2 + 2c5σ123 = 0, del ı´tem 1, tenemos c2 = c5 = 0,
la expresio´n A se reduce a c3σ3 + c4σ12 = 0, multiplicando σ3 por derecha se obtiene ,
c3 + c4σ123 = 0 , y del ı´tem 1; c3 = c4 = 0
Isomorfismo vectoriales entre subespacios de C2×2 y los espacios de R3,C,H
Proposicio´n 5.1.3. El R-espacio vectorial C2×2 contiene una copia isomorfa del R-espacio
vectorial R3, al asociar las matrices σ1, σ2 y σ3 con elementos de una base cano´nica del R
3.
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1. Si {e1, e2, e3} una base cano´nica de R3 y le asociamos con {σ1, σ2, σ3} de la siguiente
manera. σ1 ←→ e1, σ2 ←→ e2, σ3 ←→ e3
2. Se cumple la identidad σ123σ123 = −σ0 y por lo tanto el a´lgebra C2×2 contiene una
copia isomorfa del a´lgebra conmutativa usual C, asociando σ0, con 1 e i con σ123.
Proposicio´n 5.1.4. De la expresio´n σijσij = −σ0, el a´lgebra C2×2 contiene una copia iso-
morfa del a´lgebra no conmutativa de los cuaterniones de Hamilton H, al asociar σ0 con
1 y la familia {σij} con la base de cuaterniones.
Prueba.- Para i 6= j ;
(σij)
2 = (σiσj)(σiσj) = σi(σjσi)σj = σi(−σiσj)σj = −(σiσi)(σjσj) = −σ2i σ2j = −σ0σ0 = −σ0
Las matrices σ21, σ31 y σ32 cumplen el circuito cerrado.
(σ12) (σ31) = σ23
(σ31) (σ23) = σ12
(σ23) (σ12) = σ31
El a´lgebra de subconjunto {α0 + α1σ12 + α2σ31 + α3σ23} es isomorfo al a´lgebra de los
cuaterniones, si q es un elemento del conjunto entonces tiene la representacio´n en forma
matricial por :
q =
α0 − α3i −α2 + α1i
α2 + α1i α0 + α3i
 donde i es la unidad imaginaria conocida.
La representacio´n matricial de un elemento A cualquiera es de la forma : A =
z1 z3
z2 z4

donde :
z1 = (c0 + c3) + i(c4 + c7)
z2 = (c1 + c5) + i(c2 + c6)
z3 = (c1 − c5)− i(c2 − c6)
z4 = (c0 − c3)− i(c4 − c7)
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5.1.1. Pruebas de las proposiciones del AG(3).
El A´lgebra Geome´trica AG(3) es la suma de 4 sub-espacios vectoriales disjuntos del
espacio vectorial AG(3). Denotamos cada subpacios de AG(3) por 〈AG(3)〉r con r = 0, 1, 2, 3.
Prueba.- En el cap´ıtulo 2 se vio´ que dim(AG(3)) =
3∑
i=0
dim(AG(3)j) = 8.
De los isomorfismos AG(3)0 ∼= R y AG(3)1 ∼= R3 tenemos que
dim(AG(3)0) = 1 y dim(AG(3)1) = 3
El espacio AG2(3) esta´ definido por : 〈AG(3)〉2 = {a12e12 + a31e31 + a23e23/aij ∈ R} , el cual
es un R-subespacio vectorial de AG(3) de dimensio´n 3, donde cada elemento es llamado
ubivector.
Prueba.- Se observa que toda combinacio´n lineal de elementos de AG2(3) es un elemento
del subespacio. A la vez {e12, e31, e23} es una base del subespacio AG2(3)
Si tenemos una combinacio´n lineal tal que s´ı a12e12 + a31e31 + a23e23 = 0
Multiplicando por derecha y por izquierda por e1, obtenemos :−a12e12 − a31e31 + a23e23 = 0
, sumando con la expresio´n anterior obtenemos a23e23 = 0 → a23 = 0 La expresio´n inicial
se reduce a a12e12 + a31e31 = 0, multiplicando la u´ltima expresion por e2 por izquierda y
derecha, se obtiene : −a12e12 + a31e31 = 0, sumando estos u´ltimos resultados llegamos ha :
a31e31 = 0→ a31 = 0; a12 = 0, por tal dim(AG(3)2) = 3
El R subespacio vectorial 〈AG(3)〉3 = {αe123/α ∈ R} es de dimensio´n 1.
Comentario sobre el a´lgebra vectorial de Gibbs
A principios del siglo XX Gibbs intento´ unificar los sistemas trabajados por Grassmann
y Hamilton dando como resultado el a´lgebra vectorial que para la epoca obtuvo aplicaciones
a problemas f´ısicos, en particular al electromagnetismo, hasta hoy sabemos que el a´lgebra
vectorial es el ma´s usado pues los textos de f´ısica y matema´tica as´ı lo demuestran, pero
realmente tal sistema no generaliza los sistemas previos , ma´s au´n se ha hallado algunas
incoherencias en tal sistema y problemas de interpretacio´n en la f´ısica en el estudio de la
meca´nica cuantitica, como lo comenta Vaz (9) sobre la formulacio´n de la teoria de Schrodinger
que fue´ hecha de la experiencia de Stern y Gerlach que hoy se sabe que es una teoria
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incompleta y esto muestra una inadecuada aplicacio´n a los conceptos cla´sicos de lo que
surgen equivocaciones donde mayor se perciben es de un punto f´ısico que matema´tico.
El sistema de Gibbs no generaliza el sistema de Grassmann.
Gibbs definio´ el producto cruz (×) para vectores de la siguiente manera:
Dados los vectores v, u con coordenadas.
v = (v1, v2, v3) y u = (u1, u2, u3), se define el producto cruz × para vectores por :
v × u = (v1, v2, v3)× (u1, u2, u3) = (v2u3 − v3u2, v3u1 − v1u3, v1u2 − v2u1) (5.1)
El producto cruz de dos vectores resulta otro vector, de esta manera hizo un a´lgebra
cerrada a la vez tal producto no goza de la asociatividad pues no siempre se cumple que
v × (u× w) sea igual a (v × u)× w.
Ejemplo 5.1.1. Tomemos v = e1, u = e2 y w = e2 en la expresio´n 5.1, la cual resulta :
e1 × (e2 × e2) = 0 y (e1 × e2)× e2 = −1
Una manera equivalente de definir el producto vectorial es tomando los vectores ortogo-
normales, es decir :
e1 = (1, 0, 0) , e2 = (0, 1, 0) y e3 = (0, 0, 1)
De la expresio´n 5.1 el producto cruz de tales vectores esta´ dado por :
e1 × e1 = e2 × e2 = e3 × e3 = 0
e1 × e2 = −e2 × e1 = e3
e2 × e3 = −e3 × e2 = e1
e3 × e1 = −e3 × e1 = e2
Veamos que tal sistema presenta algunas irregularidades.
Consideremos la aplicacio´n lineal en R3 que lleva un vector a hacia −a, (a→ −a)
Si u, v, w ∈ R3 tal que w = u× v
Tal que si : v −→ −v y u −→ −u entonces tenemos w −→ (−v)× (−u) = w
Como el vector w resulta del producto cruz, este no se altera al efectuar la operacio´n
opuesta, es por ello que tales vectores reciben el nombre de psudovector. (En un contexto
diferente a la dualidad)
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La estructura desarrollada por Gibbs, no es cerrada, es ma´s si consideramos la estructura
de pseudovectores au´n no resuelve el problema, pue´s el resultado se halla en su propia
definicio´n de Gibbs, se observa que un vector hace el papel al mismo tiempo de pseudovector.
La solucio´n de este problema se halla resuelto dentro de la estructura del A´lgebra Geome´trica.
Veamos que la definicio´n correspondiente al producto cruz a × b presentada en 3.0.14
salva la situacio´n comentada.
Sean a = (a1, a2, a3) y b = (b1, b2, b3), el producto exterior esta dado por :
a ↑ b = (b1a2 − a2b1)e1e2 + (a3b1 − a1b3)e3e1 + (a2b3 − a3b2)e2e3.
De la definicio´n del producto cruz definido en 3.0.14 tenemos :
a× b = −e123a ↑ b = (a2b3 − b3a2)e1 + (a3b1 − a1b3)e2 + (a1b2 − a2b1)e3
Es justamente el vector definido en 5.1. Veamos que ocurre con el producto cruz en
AG(3), si es afectado por la operacio´n opuesta. Teniendo en cuenta que :
e123 −→ −e123 , ∧ ei −→ −ei, el producto a× b afectado por la operacio´n opuesta resulta :
a× b = −e123a ↑ b −→ − [(−e123)(−a) ↑ (−b)] = −(−e123a ↑ b) = −a× b
Esto indica que el producto vectorial a × b definido como −e123a ↑ b resulta un vector
, por lo cual tal definicio´n es buena, a la vez se v´ıo que la dualidade de un vector genera
el plano ortogonal a dicho vector. hacer corresponder la dualidad del vector como el plano
ortogonal a dicho vector.
Otro resultado que merece un comentario es el hecho que el sistema de Gibbs no generaliza
el sistema de Hamilton.
Gibbs intento´ incluir el sistema de los cuaterniones H dentro del a´lgebra vectorial, para
ello identifico´ los elementos de una base de cuaterniones dados por i, j,k (La base de los
cuaterniones cumplen i2 = j2 =k2 = −1) con los vectores de una base cano´nica de R3 es
decir: Si {i, j, k} es una base ortonormal de R3 y {i, j, k}base de los cuaterniones, lo identifico´
como:
i←→ i ; j ←→ j ; k ←→ k
Para establecer la condicio´n dentro del a´lgebra vectorial se tomo´ el producto escalar de
vectores por i.i = j.j = k.k = 1 resultando tal producto con signo opuesto.
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Se definio´ un cuaternio´n puro (sin parte escalar) q1 = α1i+α2j+α3k lo identifico´ por el
vector −→q1 = α1i+α2j+α3k.
y se definio´ el producto para los cuaterniones puros de la forma siguiente: Sean q1,q2 dos
cuaterniones puros (Sin parte escalar) su producto q1q2 = − −→q 1.−→q 2 +−→q 1 ×−→q 2.
Es claro que esta expresio´n es solo va´lido para el producto de cuaterniones puros , de
modo que no es posible tomar como definicio´n del producto de cuaterniones dentro de R3.
El error se da´ al identificar las unidades cuaternionicas con una base ortonormal.
Como vimos tales unidades cuaternionicas se identifican con los bivectores cano´nicos en
el AG(3) es decir : i←→ e3e2, j ←→ e3e1, k ←→ e2e1 y 1←→ 1.
Si multiplicamos A,B ∈ H tenemos AB ∈ H (H es cerrado) , Gracias a la identificacio´n
hecha decimos que H es isomorfo a un subalgebra de AG(3).
Cada cuaternio´n puro en el AG(3) puede ser identificado como un elemento del 〈AG(3)〉2
y a la vez del isomorfismo de la dualidad entre 〈AG(3)〉2 ←→ 〈AG(3)〉1
Podemos representar dos cuaterniones puros por sus vectores . Es decir si q1, q2 cuater-
niones puros puede ser representados q1 ←→ −→q 1, q2 ←→ −→q 2 (−→q i :vector)
De la dualidad expresamos q1 = e123
−→q 1, q2 = e123−→q 2
Si : q1 = α1e23 + α2e31 + α3e12, identificado con su vector
−→q1 = α1e1 + α2e2 + α3e3
entonces q1q2 = e123
−→q1e123−→q2 = −−→q1−→q2 = −−→q1 .−→q2 − e123(−→q1 × −→q2 ) el cual es ana´logo a la
fo´rmula de Gibbs, el cual se tomo´ en forma particular , pues un desarrollo ma´s general lo
cual es posible en el AG(3) no encuentra un ana´logo en R3.
Como vemos el A´lgebra Geome´trica sintetiza en un u´nico esquema las estructuras de
Hamilton y de Grassmann.
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Cap´ıtulo 6
Extencio´n del a´lgebra AG(3) al
a´lgebra AG(n).
El A´lgebra Geome´trica AG(3) puede extenderse directamente a un A´lgebra Geome´trica
de dimensio´n finita AG(n), (n ≥ 3). En el A´lgebra Geome´trica AG(3) se difinio´ como la
suma directa de subconjuntos de espacios vectoriales disjuntos tal que en el subespacio de
vectores cumple la condicio´n de Dirac (eiej+ejei = 2δij/i, j ∈ {1, 2, 3}), en a´lgebra AG(n) se
extiende de manera natural es decir es la suma directa de subconjuntos de espacios vectoriales
disjuntos AGi(n) / i ∈ {0, 1, ...n}, donde cada uno de ellos tendra´ dimensio´n
(
n
r
)
, as´ı el
A´lgebra Geome´trica AG(n) tendra´ dimensio´n
n∑
r=0
(
n
r
)
= 2n , y su subespacio de vectores sera´
de dimensio´n
(
n
1
)
= n (el conjunto de vectores para Rn) que cumple la condicio´n de Dirac
eiej + ejei = 2δij/ i, j ∈ {1, 2, ..., n} .
6.1. Propiedades del producto interno y externo para
vectores y r-vectores en el AG(n)
Definicio´n 6.1.1. Ar ∈ AG(n) es un r-vector simple o un r-bloque, si Ar puede ser facto-
rizado con ar vectores ortogonales dos a dos. Es decir :
Ar es un r-vector simple si y solo s´ı :
∃ a1, a2, ...ar ∈ 〈AG(n)〉1 con aiaj = −ajai, i 6= j talque Ar = a1a2 . . . ar.
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Definicio´n 6.1.2. Ar ∈ AG(n) es un r-vector (r ≤ n) si se puede descomponer en una suma
finita de r-vectores simples.
Proposicio´n 6.1.3. Condicio´n de linealidad.
Los vectores a1, a2, ..., ar (r ≤ n) no nulos son linealmente independiente si y solo si
a1 ↑ a2 ↑ ... ↑ ar 6= 0
Prueba.-
La demostracio´n lo hacemos por contradiccio´n, supongamos que :
a1 ↑ a2 ↑ ... ↑ an = 0 , a1 ↑ (a2 ↑ ... ↑ an) = 0,
Si a2 ↑ ... ↑ an 6= 0, =⇒ por lo anterior a2, a3..., an son l.i =⇒ a1, a2, a3..., an son l.d esto
contradice la condicio´n inicial de que los vectores son l.i.
Por tal a2 ↑ ... ↑ an = 0 , a2 ↑ (a3 ↑ ... ↑ an) = 0.
Si a3 ↑ ... ↑ an 6= 0, =⇒ por lo anterior a3, a4..., an son l.i =⇒ a1, a2, a3..., an son l.d
nuevamente contradiccio´n. por tal a3 ↑ ... ↑ an = 0
Podemos continuar el proceso hasta obtener an−1 ↑ an = 0, el cual nos dice que los
vectores an y an−1 son l.d y por tal a1, a2, a3..., an son l.d, lo cual contradice la hipo´tesis
inicial.
Sea el multivector A = a1 ↑ a2 ↑ ... ↑ ar 6= 0 entonces ak ↑ A = 0 (1 ≤ k ≤ r)
Supongamos que ar puede expresarse como combinacio´n linealmente de los otros vectores,
es decir : ar = a1 ↑ a2 ↑ ...ar−1 ↑ (
r−1∑
k=1
αkak), como cada vector ai producto externo consigo
mismo es cero, entonces cada te´rmino ar es nulo y por ende A = 0, lo cual contradice
la hipo´tesis. Esto indica que ak no puede espresarse como conbinacio´n lineal de los otros
vectores, es decir {ak} son linealmente independiente.
Proposicio´n 6.1.4. El producto geome´trico de un vector a por (a1a2 . . . ar) donde a, a1, . . . ar ∈
〈AG(n)〉1 resulta :
a(a1a2...ar) = 2
r∑
k=1
(−1)k+1a ↓ aka1a2...a∨k ...ar + (−1)r(a1a2...ar)a.
Donde a∨k indica que el multivector a1a2...ar se le a extraido el vector ak.
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Prueba.- Por induccio´n : De la definicio´n del producto interno para dos vectores tenemos
va´lidado que:
aa1 = 2a ↓ a1 + (−1)1a1a
Consideremos va´lido para h vectores. (Hipo´tesis inductiva)
Demostramos la validez para el caso de h + 1 vectores. Haciendo uso de la hipo´tesis in-
ductiva tenemos :
a(a1a2...ahah+1) = [a(a1a2...ah)] ah+1 =
[
2
h∑
k=1
(−1)k+1a ↓ aka1a2...a∨k ...ah + (−1)h(a1a2...ah)a
]
ah+1
= 2
h∑
k=1
(−1)k+1a ↓ aka1a2...a∨k ...ahah+1 + (−1)h(a1a2...ah)aah+1,
Descomponemos el producto aah+1 a la forma 2a ↓ ah+1 + (−1)1ah+1a y lo reemplazamos
en el u´ltimo sumando para obtener:
= 2
h∑
k=1
(−1)k+1a ↓ aka1a2...a∨k ...ahah+1+2(−1)h+1+1(a1a2...ah)a ↓ ah+1+(−1)h+1(a1a2...ah)ah+1a
= 2
h+1∑
k=1
(−1)k+1a ↓ aka1a2...a∨k ...ahah+1 + (−1)h+1(a1a2...ahah+1)a
La sumatoria absorvio´ el sumando central, con ello se completa la demostracio´n.
Despejando la sumatoria en la expresio´n se obtiene :
a(a1a2...ar)− (−1)r(a1a2...ar)a = 2
r∑
k=1
(−1)k+1a ↓ aka1a2...a∨k ...ar (6.1)
Proposicio´n 6.1.5. Si a1, a2, ..., ar ∈ 〈AG(n)〉1 vectores ortogonales dos a dos se tiene:
a ↓ (a1a2...ar) = 1
2
[a(a1a2...ar)− (−1)r(a1a2...ar)a]
Prueba.- Si los vectores anticonmutan tenemos : aiaj = −ajai, i 6= j , i, j ∈ {1, 2, .., r}.
El multivector a1a2...ar es un r-vector simple. De la proposicio´n 6.1.4 tenemos 6.1, en este
caso los sumandos de la derecha son vectores simples de grado r − 1. Ahora tomando la r-1
parte 〈, 〉r−1 de la expresio´n obtenemos :
1
2
(aa1a2...ar − (−1)ra1a2...ara) =
〈
1
2
(aa1a2...ar − (−1)ra1a2...ara)
〉
r−1
=
1
2
(〈aa1a2...ar〉r−1 − (−1)r 〈a1a2...ara〉r−1) = 12(a ↓ (a1a2...ar)− (−1)r(a1a2...ar) ↓ a) =
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1
2
(a ↓ (a1a2...ar) + (−1)r−1(a1a2...ar) ↓ a) = 12(a ↓ (a1a2...ar) + a ↓ (a1a2...ar)) =
a ↓ (a1a2...ar)
Tomando los extremos tenemos lo pedido.
La prueba se desarrollo para el caso de un r-vector simple Ar = a1a2 . . . ar, el hecho de
la linealidad del producto interior nos da´ la prueba para un Ar vector cualquiera.
〈aAr〉r−1 = a ↓ Ar =
1
2
(aAr − (−1)rAra) (6.2)
Esta´ fo´rmula generaliza el producto exterior de un vector y un r-vector.
Proposicio´n 6.1.6. Sea a un 1- vector y Ar un r-vector. Entonces se cumple :
a ↑ Ar = 〈aAr〉r+1 =
1
2
(aAr + (−1)rAra)
, el cual generaliza el producto exterior de vectores.
Prueba.- Empecemos la demostracio´n para Ar un r-vector simple, luego de la linealidad
del producto exterior tenemos lo pedido.
Sea Ar un r-vector simple, entonces puede ser factorizado por {ak}k=1,r vectores no nulos
que anticonmutan dos a dos, es decir Ar = a1a2...ar.
Como los vectores son no nulos tenemos a−1k ak = 1, a la vez a
−1
k = |ak|−2 ak.
Utilizando Ar en la proposicio´n 6.1.5 se obtiene :
a ↓ Ar =
r∑
k=1
(−1)k+1a ↓ aka1a2...a∨k ...ar =
r∑
k=1
(−1)k+1a ↓ aka−1k aka1a2...a∨k ...ar =
r∑
k=1
a ↓ aka−1k a1a2...ak...ar =
r∑
k=1
a ↓ aka−1k Ar.
aAr − a ↓ Ar = aAr −
r∑
k=1
a ↓ aka−1k Ar = (a−
r∑
k=1
a ↓ aka−1k )Ar = bAr
donde b = a−
r∑
k=1
a ↓ aka−1k .
Demostremos que b anticonmuta con cada aj: baj = −ajb j=1...r
Pues b ↓ aj = a ↓ aj − (
r∑
k=1
a ↓ aka−1k ) ↓ aj = a ↓ aj − (
r∑
k=1
a ↓ ak ak|ak|2 ) ↓ aj = 0
Esto es va´lido del hecho de : ak ↓ aj = 0 para k 6= j b ↓ aj = a ↓ aj − a ↓ aj aj|aj |2 ↓ aj = 0
Por tal bAr es r+1-vector simple entonces bAr ∈ 〈AG(n)〉r+1 .
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bAr = aAr − a ↓ Ar = 〈aAr − a ↓ Ar〉r+1 = 〈aAr〉r+1 − 〈a ↓ Ar〉r+1 = a ↑ Ar.
a ↑ Ar = aAr − a ↓ Ar = aAr − (12(aAr − (−1)rAra)) = 12(aAr + (−1)rAra)
Tomando los extremos tenemos lo pedido.
La prueba se desarrollo para un r-vector simple, de la linealidad del producto exterior se
prueba para un Ar vector.
a ↑ Ar = 〈aAr〉r+1 =
1
2
(aAr + (−1)rAra) (6.3)
Sumando los resultados 6.2+6.3 obtenemos el producto geome´trico de un vector por un
r-vector el cual se descompone en dos sumandos de grado r-1 y otro de grado r+1.
aAr = a ↓ Ar + a ↑ Ar = 〈aAr〉r−1 + 〈aAr〉r+1 (6.4)
Aplicamos la expresio´n 6.4 en la prueba de la siguiente proposicio´n.
Proposicio´n 6.1.7. a ↓ (b ↑ Br) = (a ↓ b)Br − b ↑ (a ↓ Br)
Prueba.- De la definicio´n de producto interior 1.2.15 ı´tem 3 y 6.4 tenemos :
a ↓ (b ↑ Br) = 〈a(b ↑ Br)〉r =
〈
a(
1
2
(bBr + (−1)rBrb)
〉
r
=
1
2
〈abBr + (−1)raBrb〉r =
Tomando el grado r y remplazamos ab = 2a ↓ b− ba en la expresio´n.
a ↓ bBr+1
2
〈−baBr + (−1)raBrb〉r = a ↓ bBr+
1
2
〈−b(a ↓ Br + a ↑ Br) + (−1)r(a ↓ Br + a ↑ Br)b〉r =
a ↓ bBr−1
2
〈
ba ↓ Br + (−1)r−1a ↓ Brb
〉
r
−1
2
〈
ba ↑ Br + (−1)r+1a ↑ Brb
〉
r
= a ↓ bBr−b ↑ (a ↓ Br)
Esto completa la prueba ba ↑ Br + (−1)r+1a ↑ Brb = 2 〈b(a ↑ Br)〉r+2 es de grado r+2
y al tomar su r-parte resulta nulo su valor.
Definicio´n 6.1.8. Multivectores pares e impares del AG(n).
1. El multivector A+ ∈ AG(n)es llamado multivector par si 〈A+〉r = 0 ∀r impar , de
manera equivalente A+ =
∑
k=0
〈A+〉2k
2. El multivector A− es llamado multivector impar si 〈A−〉r = 0 ∀r par, de manera
equivalente A− =
∑
k=0
〈A+〉2k+1
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Proposicio´n 6.1.9. Propiedades para A+ y A−
1. a ↓ A+ = 12(aA+ − A+a)
2. a ↑ A+ = 12(aA+ + A+a)
3. a ↓ A− = 12(aA− + A−a)
4. a ↑ A− = 12(aA− − A−a)
Prueba.-
1. Expresamos el multivector A+ =
∑
k=0
〈A+〉2k
a ↓ A+ = a ↓
∑
k=0
〈A+〉2k =
∑
k=0
a ↓ 〈A+〉2k =
∑
k=0
1
2
(a 〈A+〉2k − (−1)2k 〈A+〉2k a) =
1
2
(a
∑
k=0
〈A+〉2k −
∑
k=0
〈A+〉2k a) = 12(aA+ − A+a)
2. Expresamos el multivector A+ =
∑
k=0
〈A+〉2k
a ↑ A+ = a ↑
∑
k=0
〈A+〉2k =
∑
k=0
a ↑ 〈A+〉2k =
∑
k=0
1
2
(a 〈A+〉2k + (−1)2k 〈A+〉2k a) =
1
2
(a
∑
k=0
〈A+〉2k +
∑
k=0
〈A+〉2k a) = 12(aA+ + A+a)
Definicio´n 6.1.10. Sea A ∈ AG(n) no nulo definimos y denotamos el grado de A por:
grad(A) ≡ n si y solo si 〈A〉n 6= 0 y 〈A〉r = 0∀r ≥ n+ 1
Obsevacio´n: grad puede considerarse como una funcio´n de AG(n) en Z+.
Proposicio´n 6.1.11. Ar = a1a2 . . . ar → Ar =
r∑
i=0
〈Ar〉i ∧ grad(Ar) ≤ r
Proposicio´n 6.1.12. Sean los vectores no nulos a1, a2, ..., ar ∈ 〈AG(n)〉1 se cumple :
〈a1a2...ar〉r = a1 ↑ a2 ↑ ... ↑ ar
Prueba.- La demostracio´n lo hacemos por induccio´n.
De la definicio´n del producto exterior para 2 vectores tenemos :
〈a1a2〉2 = a1 ↑ a2
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Consideremos va´lido para h vectores.
〈a1a2...ah〉h = a1 ↑ a2 ↑ ... ↑ ah
Probemos ahora para h+ 1 vectores. Aplicando 6.1.11
a1a2...ahah+1 = (a1a2...ah)ah+1 =
h∑
r=0
〈a1a2...ah〉r ah+1 =
h−1∑
r=0
〈a1a2...ah〉r ah+1+〈a1a2...ah〉h ah+1
(6.5)
Como el grado de cada sumando cumple grad(〈a1a2...ah〉r ah+1) ≤ h para 1 ≤ r ≤
h− 1. Si tomamos la parte 〈, 〉h+1 de la ecuacio´n 6.5, los multivectores sumandos se anulan.
〈a1a2...ahah+1〉h+1 = 〈〈a1a2...ah〉h ah+1〉h+1 = 〈a1a2...ah〉h ↑ ah+1 = a1 ↑ a2 ↑ ... ↑ ah ↑ ah+1
Observacio´n 6.1.0.1. De la proposicio´n 6.1.12 Si a1a2 . . . ar es un r-vector entonces
a1a2 . . . ar = a1 ↓ a2 . . . ↓ ar
Proposicio´n 6.1.13. Si a1, a2, ..., ar ∈ 〈AG(n)〉1 se cumple :
a ↓ (a1 ↑ a2 ↑ ... ↑ ar) =
r∑
k=1
(−1)k+1(a ↓ ai)(a1 ↑ . . . a∨k . . . ↑ ar)
Prueba.- Demostraremos la proposicio´n para vectores ortogonales dos a dos, luego por
la linealidad del producto interior tendremos lo pedido. De la observacio´n 6.1.0.1 y de la
expresio´n 6.1.4 tenemos :
a1 ↑ a2 . . . ↑ ar = a1a2 . . . ar y a ↓ (a1a2...ar) =
r∑
k=1
(−1)k+1(a ↓ ak)a1a2...a∨k ...ar
a ↓ (a1 ↑ a2 ↑ . . . ↑ ar) =
r∑
k=1
(−1)k+1(a ↓ ak)(a1 ↑ ... ↑ a∨k ... ↑ ar).
Si {ak}k=1,..r son vectores cualesquiera, expresamos el multivector a1a2...ar como la suma
de sus k-partes.
a ↓ (a1a2...ar) = a ↓ (
r∑
k=0
〈a1a2...ar〉k) = a ↓ 〈a1a2...ar〉r + a ↓
r−1∑
k=0
〈a1a2...ar〉k . (6.6)
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Como el grad(〈a1a2...ar〉k) ≤ r − 1 , para k ≤ r − 1
=⇒ (a ↓ (〈a1a2...ar〉k) ≤ r − 2 , para k ≤ r − 1, tomando la (r-1)-parte a la expresio´n
6.6, observamos que el u´ltimo sumando se anula y la expresio´n se reduce a :
〈a ↓ (a1a2...ar)〉r−1 = 〈a ↓ 〈a1a2...ar〉r〉r−1
De la definicio´n del producto interior y de la proposicio´n 6.1.4 se obtiene :
a ↓ 〈a1a2...ar〉r =
r∑
k=1
(−1)k+1a ↓ ak 〈a1a2...a∨k ...ar〉r−1
Y de la proposicio´n 6.1.12 llegamos a:
a ↓ (a1 ↑ a2 ↑ ... ↑ ar) =
r∑
k=1
(−1)k+1(a.ak)a1 ↑ ... ↑ a∨k ... ↑ ar
Un caso particular tenemos :
a ↓ (a1 ↑ a2) = a ↓ a1a2 − a ↓ a2a1
Proposicio´n 6.1.14. Si Ar es un r-vector simple tal que si
Ar = a1a2...ar con aiaj = −ajai si y solo si cumple Ar = a1a2...ar = a1 ↑ a2 ↑ ... ↑ ar
Prueba.- ⇒ Como Ar es un r-vector simple, en particular un r-vector entonces por la
observacio´n 6.1.0.1 se tiene lo pedido, es decir :
a1a2 . . . ar = 〈a1a2 . . . ar〉r = a1 ↑ a2 ↑ . . . ↑ ar
⇐= Lo hacemos por induccio´n.
Para a1 y a2 que cumple a1a2 = −a2a1 es equivalente a a1 ↓ a2 = 0 entonces a1a2 = a1 ↑ a2.
Consideremos va´lido para h vectores (H.i), es decir si:
a1a2...ah = a1 ↑ a2 ↑ ... ↑ ah se cumple : aiaj = −ajai (1 ≤ i 6= j ≤ h)
Demostramos va´lido para h+ 1 vectores.
Sea a1a2...ahah+1 = a1 ↑ a2 ↑ ... ↑ ah ↑ ah+1 demostraremos que el vector ah+1 anticonmuta
con cada uno de los vectores ai es decir : ah+1ai = −aiah+1 ∀i 1 ≤ i ≤ h. Multiplicando la
expresio´n por a1 y haciendo uso de 6.4 y de la ecuacio´n 6.1.13 se obtiene :
a21a2...ahah+1 = a1(a1 ↑ a2 ↑ ... ↑ ah+1) = a1 ↓ (a1 ↑ a2 ↑ ... ↑ ah+1)
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=
h+1∑
j=1
(−1)j+1(a1 ↓ aj)(a1 ↑ ... ↑ a∨j ... ↑ ah+1)
por la (H.i) a1 ↓ aj = 0 para 2 ≤ j ≤ h, por tal la expresio´n se reduce a :
a21a2...ahah+1 = (a1 ↓ a1)(a2 ↑ . . . ↑ ah+1) + (−1)h+2(a1 ↓ ah+1)(a1 ↑ . . . ↑ ah) (6.7)
Donde : a21a2...ahah+1 ∈ 〈AG(n)〉h, tomando la h-parte y de la proposicio´n 6.1.14
a21a2 . . . ahah+1 =
〈
a21a2 . . . ahah+1
〉
h
= a21a2 ↑ . . . ↑ ah ↑ ah+1
De este u´ltimo resultado y de la expresio´n 6.7 tenemos que:
(−1)h+2(a1 ↓ ah+1)(a1 ↑ . . . ↑ ah) = 0, como (a1 ↓ ah+1)(a1 ↑ . . . ↑ ah) es no nulo, multiplica-
mos por su inverso y tenemos : a1 ↓ ah+1 = 0 ⇐⇒ a1ah+1 = −ah+1a1
De manera similar si en vez de multiplicar en un inicio por el vector a1, se multiplica
por ai, hubieramos logrado que el vector ah+1 anticonmute con los h vectores es decir :
ah+1ai = −aiah+1 , 1 ≤ i ≤ h.
Proposicio´n 6.1.15. Sea Ar ∈ 〈AG(n)〉r ,Bs ∈ 〈AG(n)〉s entonces
ArBs = 〈ArBs〉|r−s| + 〈ArBs〉|r−s|+2 + ...+ 〈ArBs〉r+s =
m∑
k=0
〈ArBs〉|r−s|+2k
donde m =
{r + s− |r − s|}
2
= mı´n {r, s}
La proposicio´n indica que el producto de dos multivectores homogeneos puede ser des-
compuesto en sumandos de multivectores homogeneos que se diferencia en mu´ltiplos de 2,
donde el de menor grado es el producto interior de ellos 〈ArBs〉|r−s| = Ar ↓ Bs y el de mayor
grado es producto exterior de ellos 〈ArBs〉|r+s| = Ar ↑ Bs
Prueba.- La prueba lo desarrollamos por induccio´n sobre un r-vector simple Ar.
Si r = 0 o´ s = 0 se cumple por la misma definicio´n del producto interior. Veamos para
r, s ≥ 1
Procedemos por induccio´n sobre r. Si
r = 1 =⇒ A1 = a ∈ 〈AG(n)〉1 =⇒ aBs = 〈aBs〉s−1 + 〈aBs〉s+1 .
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Supongamos va´lido para cualquier r-vector simple. (Hipo´tesis inductiva.)
Probaremos para Ar+1 un r+1-vector simple. Ar+1 = a1a2.....arar+1; aiaj = −ajai, con i 6= j
Ar+1Bs = Arar+1Bs = Ar 〈ar+1Bs〉s−1 + Ar 〈ar+1Bs〉s+1 =
mı´n{r,s−1}∑
k=0
〈
Ar 〈ar+1Bs〉s−1
〉
|r−(s−1)|+2k
+
mı´n{r,s+1}∑
k=0
〈
Ar 〈ar+1Bs〉s+1
〉
|r−(s+1)|+2k
Para fijar ideas supongamos que r < s
Por tal :
Ar+1Bs =
r∑
k=0
〈
Ar 〈ar+1Bs〉s−1
〉
|r+1−s|+2k
+
r∑
k=0
〈
Ar 〈ar+1Bs〉s+1
〉
|r−(s+1)|+2k
De s > r: |r − (s+ 1)|+ 2k = |r + 1− s|+ 2(k + 1)
Ar+1Bs =
r∑
k=0
〈
Ar 〈ar+1Bs〉s−1
〉
|r+1−s|+2k
+
r∑
k=0
〈
Ar 〈ar+1Bs〉s+1
〉
|r+1−s|+2(k+1)
=
r+1∑
k=0
〈Ar+1Bs〉|r+1−s|+2k
Si consideramos m = min{r + 1, s} tenemos : Ar+1Bs =
r+1∑
k=0
〈Ar+1Bs〉|r+1−s| + 2k
Proposicio´n 6.1.16. Sean A,B multivectores , a un vector que cumple a ↑ B = 0 entonces
se cumple
(a ↑ A)B = a ↓ (AB)
Prueba.- Haremos la prueba para Ar, BS multivectores homogeneos.
m = mı´n {r, s} Si a ↑ Bs = 0 descomponemos el producto ,
aBs = a ↓ Bs = (−1)s−1Bs ↓ a = (−1)s−1Bsa
De la proposicio´n 6.1.15 descomponemos el producto ArBs, donde m = min{r, s}
a ↓ (ArBs) = a ↓ (
m∑
k=0
〈ArBs〉|r−s|+2k) =
m∑
k=0
a ↓ 〈ArBs〉|r−s|+2k =
m∑
k=0
1
2
(a 〈ArBs〉|r−s|+2k − (−1)|r−s| 〈ArBs〉|r−s|+2k a) = 12
[
a(ArBs)− (−1)|r−s|(ArBs)a
]
=
1
2
[
a(ArBs)− (−1)|r−s|(Ar(−1)s−1aBs
] Si r>s
= 1
2
[a(ArBs)− (−1)r−s(Ar(−1)s−1aBs] =
1
2
[a(ArBs) + (−1)rAraBs] = 12 [aAr + (−1)rAra]Bs = (a ∧ Ar)Bs.
Es suficiente probar para multivectores homogeneos pues por la linealidad del producto
geome´trico y del hecho que cualquier multivector es la suma finita de r-vectores, tendremos
lo pedido.
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6.1.1. Construccio´n de espacios vectoriales en el AG(n)
El A´lgebra Geo´metrica nos permite construir espacios vectoriales Vr a partir de r-vectores
simples no nulos y reciprocamente cada subespacio vectorial orientado Vr de un espacio
vectorial Vn determina r-bloques unitarios con una direccio´n especifica.
Proposicio´n 6.1.17. Si A un n − vector simple no nulo del AG(n), podemos construir el
conjunto de vectores Vn = {a /a ↑ A = 0} como un suba´lgebra de 〈AG(n)〉1 tal conjunto es
un espacio vectorial de dimensio´n n.
Prueba.- Como A es un n − bloque no nulo, podemos expresar como el producto de n
vectores anticonmutativo, y de la proposicio´n 6.1.14
A = a1a2...an = a1 ↑ a2 ↑ ... ↑ an
Cada vector ak del producto, es un elemento de Vn, ya que ak ↑ A = 0 para k ∈ {1, 2, . . . , n}
Afirmo que {a1, a2 . . . an} es una base del espacio vectorial Vn.
1. a1, a2, ..., an son linealmente independiente.
Prueba.- Pues si an es una combinacio´n lineal de los dema´s vectores (an =
n−1∑
k=1
αkak)
tenemos que :
A = a1 ↑ a2 ↑ ... ↑ an = a1 ↑ a2 ↑ ... ↑ an−1 ↑ (
n−1∑
k=1
αkak) = 0
esto es una contradiccio´n pues A 6= 0
2. Cualquier vector a es generado por a1, a2 . . . an.
Prueba.- La expresio´n a ↑ A = 0 , es equivalente a aA = a ↓ A multiplicando por
A−1 = a−1n ...a
−1
1 ; a = a ↓ AA−1
De la proposicio´n 6.1 desarrollamos el producto a ↓ A y an˜adimos a−1k ak.
a = (
n∑
k=1
(−1)k+1a ↓ ak(a−1k ak)a1a2...a∨k ...an)a−1n ...a−11 de la anticonmutatividad de ak
con los dema´s vectores tenemos.
a =
n∑
k=1
a ↓ a−1k ak (6.8)
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Revirtiendo el argumento anterior probemos que el espacio vectorial Vn determina un
n− bloque, para ello veremos que dos bases de Vn son proporcionales o equivalentes.
Si {a1, a2, ..., an} y {b1, b2, ..., bn} son bases de Vn, ahora expresamos cada elemento ai co-
mo conbinacio´n lineal de la base {b1, b2, ..., bn}, el cual toma la forma : ai =
n∑
k=1
αikbk. y
reemplazando en el n− vector.
a1 ↑ a2 ↑ ... ↑ an = (
n∑
k=1
α1kbk) ↑ ... ↑ ((
n∑
k=1
αnkbk) =
n∑
k=1
α1k...α
n
kb1 ↑ ... ↑ bn
De forma similar como se trabajo´ en AG(3), aqu´ı tambie´n podemos descomponer vectores
en un espacio vectorial y su espacio ortogonal.
El n− bloque A facilita descomponer cualquier vector b = b‖ + b⊥ en un elemento de Vn
(b‖ ∈ Vn) y otro ortogonal al espacio Vn. (b⊥ ⊥Vn)
Definido de la siguiente manera. b‖ = b ↓ AA−1 , b⊥ = b ↑ AA−1
La prueba es la misma que se hizo en AG(3) proposicio´n 2.1.8, al considerar el multivector
A, como un bivector.
Proposicio´n 6.1.18. Sea Ar un r-bloque no nulo y Vr el espacio generado por Ar.
Si Br es un r-vector no nulo / Br = b1 ↑ b2 ↑ ... ↑ br con bi ∈ Vr
entonces existe α ∈ R− {0} tal que Br = αAr.
Prueba.- Como Vr es el espacio generado por Ar.
Entonces Vr = {v/v ↑ Ar = 0} Como cada bi ∈ Vr expresamos :
biAr = bi ↓ Ar , bi = bi ↓ A−1r Ar del resultado 6.8 tenemos que :
bi =
r∑
k=1
bi ↓ a−1k ak donde Ar = a1 ↑ a2 ↑ ... ↑ ar
Ahora expresamos cada bi como conbinacio´n de los ak en Br
Br = b1 ↑ b2 ↑ ... ↑ br = (
r∑
k=1
b1 ↓ a−1k ak) ↑ ... ↑ (
r∑
k=1
br ↓ a−1k ak) = αa1 ↑ a2 ↑ ... ↑ ar
Calculemos el valor de α para el caso particular r = 2. Sea A2 = e1e2
b1 = b1 ↓ e1e1 + b1 ↓ e2e2 y b2 = b2 ↓ e1e1 + b2 ↓ e2e2
b1 ↑ b2 = (b1 ↓ e1b2 ↓ e2 − b1 ↓ e2b2 ↓ e1)e1 ↑ e2 = αe1 ↑ e2
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El coeficiente α esta´ dado por la determinante
∣∣∣∣∣∣ b1 ↓ e1 b2 ↓ e1b1 ↓ e2 b2 ↓ e2
∣∣∣∣∣∣
Ahora para r-vectores tendremos que el coeficiente α dado por la determinante que rela-
ciona la multiplicidad de los r-vectores.
b1 ↑ b2 ↑ ... ↑ br =
∣∣∣∣∣∣∣∣∣∣∣∣
b1 ↓ a1 b2 ↓ a1 ... br ↓ a1
b1 ↓ a2 b2 ↓ a2 ... br ↓ a2
... ... ... ...
b1 ↓ ar br ↓ ar ... br ↓ ar
∣∣∣∣∣∣∣∣∣∣∣∣
a1 ↑ a2 ↑ ... ↑ ar
A la vez α 6= 0, caso contrario tendr´ıamos que b1 ↑ b2 ↑ ... ↑ br = 0 contradice la
hipo´tesis.
Como caso particular tenemos para An un n-vector de AG(n) puede expresarse por
An = det(An)e12..n , donde e12..n es el pseudoescalar unitario del AG(n) , es decir cumple
e212..n = −1 , a la vez podemos despejar det(An) = Ane−112..n , esto indica que podemos
desarrollar toda la teor´ıa de los determinantes utilizando elementos del a´lgebra relacionados
simplemente por el producto geome´trico.
La proposicio´n indica que todos los r-vectores obtenidos a partir un espacio vectorial
generado por un r-vector cualquiera todos ellos son equivalentes.
6.1.2. Las matrices en el A´lgebra Geome´trica AG/(n)
En el cap´ıtulo I vimos como las matrices de Pauli generan un espacio vectorial el cual es
isomorfo al AG(3), en esta parte del trabajo detallamos explicitamente que una matriz en
el AG(n) simplemente sera´ expresado como el producto geome´trico de vectores, hallaremos
tambie´n la una versio´n en el AG(n) del proceso de ortogonalizacio´n de vectores (Proceso de
Gram-Schimidt) y como podemos solucionar ecuaciones vectoriales en un sistema. (Regla de
Cramer)
Definicio´n 6.1.19. Llamamos REFERENCIAL al conjunto de vectores a1, a2, ..., an cuyo
producto exterior es no nulo. a1 ↑ a2 ↑ ... ↑ an.
De la condicio´n de linealildad 6.1.3 a1 ↑ a2 ↑ ... ↑ an 6= 0 si y solo si a1, a2, ..., an son l.i.
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Definicio´n 6.1.20. Dado el referencial a1, a2, ..., an el referencial a
1, a2, ..., an sera´ llamado
su REFERENCIAL RECIPROCO si se cumple ak ↓ aj = δkj delta de Kronecker.
Definicio´n 6.1.21. Dado el referencial a1, a2, ..., an el referencial a
1, a2, ..., an sera´ un refe-
rencial ortogonal si ai, aj son ortogonales para cada i 6= j.
Teorema 6.1.22. Proceso de Ortogonalizacio´n de Gram-Schimidt
Dado un referencial a1, a2, ..., an siempre es posible de obtener un referencial ortogonal.
Prueba.- Dado el referencial a1, a2, ..., an construimos multivectores homogeneos con una
secuencia de grados de la siguiente manera :
A0 = 1 , A1 = a1, A2 = a1 ↑ a2 , ... , An = a1 ↑ a2 ↑ ... ↑ an.
Afirmo que los vectores ck= A˜k−1Ak , k = 1, ..., n son ortogonales dos a dos, donde A˜ es
el operador reverso el multivector A.
Veamos que los vectores cr, ck(1 ≤ r, k ≤ n) anticonmutan para k 6= r
Sin perdida de generalidad consideremos r<k ; crck = A˜r−1(ArA˜k−1)Ak Como r < k, el
espacio vectorial generado por Ar, es un subespacio del espacio generado por A˜k−1, por tal
su producto geome´trico coincide con su producto interno.
ArA˜k−1 = Ar ↓ A˜k−1 = (−1)r(k−2)A˜k−1 ↓ Ar = (−1)r(k−2)A˜k−1Ar
crck = (−1)r(k−2)A˜r−1(A˜k−1Ar)AkArA˜k−1 = Ar ↓ A˜k−1 = (−1)r(k−2)A˜k−1 ↓ Ar = (−1)r(k−2)A˜k−1Ar
crck = (−1)r(k−2)A˜r−1(A˜k−1Ar)Ak
De la misma manera asociando A˜r−1 con A˜k−1 y Ar con Ak tenemos :
crck = (−1)r(k−2)+(r−1)(k−2)+r(k−1)A˜k−1A˜r−1AkAr
por u´ltimo A˜r−1 yAk. Observamos que la expresio´n :
crck = (−1)r(k−2)+(r−1)(k−2)+r(k−1)+(r−1)(k−1)A˜k−1 AkA˜r−1Ar = −ckcr
Dado que : r(k − 2) + (r − 1)(k − 2) + r(k − 1) + (r − 1)(k − 1) es impar.
Del producto geome´trico de los ck.
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c1c2...ck = Ak ‖Ak−1‖2 ... ‖A2‖2 ‖A1‖2 , el resultado indica que el k-vector Ak se expresa
como el producto exterior de k vectores ortogonales dos a dos.
Para facilitar los ca´lculos es de importancia conocer ck como una combinacio´n lineal de
los vectores ai.
De ck = A˜k−1 ↓ Ak = (ak−1 ↑ ... ↑ a1) ↓ (a1 ↑ ... ↑ ak), donde
ck =
k∑
i=1
(−1)k−i(ak−1 ↑ ... ↑ a1) ↓ (a1 ↑ .. ∨ai.. ↑ ak)ai
Tomemos como caso particular n = 2.
Expresemos el 2-vector a ∧ b como un 2-bloque. Sea c1 = a y c2 = a(a ↑ b) se observa que
c1 y c2 son ortogonales. Probamos ello :
c1c2 = a [a(a ↑ b)] = a
[
a(
ab− ba
2
)
]
=
a(
ba2 − aba
2
) = a
[
(
ba− ab
2
)a
]
= −a
[
(
ab− ba
2
)a
]
= − [a(a ↑ b)] a = −c2c1.
A la vez a ↑ b = 1
a2
c1c2 Si a es unitario a ↑ b = c1c2.
Proposicio´n 6.1.23. Dado un referencial a1, a2, ..., an siempre es posible obtener su refe-
rencial reciproco a1, a2, ..., an. Es decir que cumpla ak ↓ aj = δkj
Prueba.- Si An = a1 ↑ ... ↑ an = (−1)k−1ak ↑ (a1 ↑ ..∨ak.. ↑ an) , expresamos el delta de
Kronecker de la siguiente manera :
δkj = aj ↑
[
(−1)k−1(a1 ↑ ..∨ak.. ↑ an)
]
A−1n
Gracias a la propiedad asociativa del a´lgebra obtenemos:
(Ar ↑ Bs) ↓ Ct = Ar ↓ (Bs ↓ Ct) para r + s ≤ t
Ahora expresamos δkj= (aj ↑ Bn−1)A−1n = aj ↓ (Bn−1A−1n )
Observe que no existe el producto interior en ambos miembros de la igualdad ya que´
aj, Bn−1 ∈ An−1 − espacio, dado que : aj ↑ A−1n = 0 y Bn−1 = (−1)k−1a1 ↑ ..
∨
ak.. ↑ an
por tal δkj = aj ↓ ((−1)k−1a1 ↑ ..
∨
ak.. ↑ anA−1n ) = aj ↓ ak
donde ak = (−1)k−1a1 ↑ ..∨ak.. ↑ anA−1n .
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Expresemos ak como una combinacio´n lineal de los vectores ak.
De la definicio´n inversa del r-vector A−1n = ‖An‖−2 A˜n = A˜nAnA˜n =
an↑...↑a1
(a1↑...↑an)↓(an↑...↑a1)
Remplazando en la expresio´n ak.
ak = (−1)k−1a1 ↑ ..∨ak.. ↑ an an↑...↑a1(a1↑...↑an)↓(an↑...↑a1) =
k∑
i=1
(−1)k+i (a1↑..
∨
ak..↑an)↓(a1↑..
∨
ai..↑ak)
(a1↑...↑an)↓(an↑...↑a1)
ai
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