To walk efficiently over complex terrain, humans must use vision to tailor their gait to the upcoming ground surface without interfering with the exploitation of passive mechanical forces. We propose that walkers use visual information to initialize the mechanical state of the body before the beginning of each step so the resulting ballistic trajectory of the walker's center-of-mass will facilitate stepping on target footholds. Using a precision stepping task and synchronizing target visibility to the gait cycle, we empirically validated two predictions derived from this strategy: (1) Walkers must have information about upcoming footholds during the second half of the preceding step, and (2) foot placement is guided by information about the position of the target foothold relative to the preceding base of support. We conclude that active and passive modes of control work synergistically to allow walkers to negotiate complex terrain with efficiency, stability, and precision.
To walk efficiently over complex terrain, humans must use vision to tailor their gait to the upcoming ground surface without interfering with the exploitation of passive mechanical forces. We propose that walkers use visual information to initialize the mechanical state of the body before the beginning of each step so the resulting ballistic trajectory of the walker's center-of-mass will facilitate stepping on target footholds. Using a precision stepping task and synchronizing target visibility to the gait cycle, we empirically validated two predictions derived from this strategy: (1) Walkers must have information about upcoming footholds during the second half of the preceding step, and (2) foot placement is guided by information about the position of the target foothold relative to the preceding base of support. We conclude that active and passive modes of control work synergistically to allow walkers to negotiate complex terrain with efficiency, stability, and precision.
human locomotion | visual control | foot placement | biomechanics | inverted pendulum H umans and other animals are remarkable in their ability to take advantage of what is freely available in the environment to the benefit of efficiency, stability, and coordination in movement. This opportunism can take on at least two forms, both of which are evident in human locomotion over complex terrain: (i) harnessing external forces to minimize the need for self-generated (i.e., muscular) forces (1) , and (ii) taking advantage of passive stability to simplify the control of a complex movement (e.g., ref.
2). In the ensuing section, we explain how walkers exploit external forces and passive stability while walking over flat, obstacle-free terrain.* We then generalize this account to walking over irregular surfaces by explaining how walkers can adapt gait to terrain variations while still reaping the benefits of the available mechanical forces and inherent stability. This account leads to hypotheses about how and when walkers use visual information about the upcoming terrain and where that information is found. We derive several predictions from these hypotheses and then put them to the test in three experiments.
Passive Control in Human Walking
The basic movement pattern of the human gait cycle arises primarily from the phasic activation of flexor and extensor muscle groups by spinal-level central pattern generators, regulated by sensory signals from lower limb proprioceptors and cutaneous feedback from the plantar surface of the foot. This low-level neuromuscular circuitry serves to maintain the rhythmic physical oscillations that define locomotor behavior (see ref. 3 for review). This section will provide an overview of the basic biomechanics of the bipedal gait cycle to show how these inherent physical dynamics contribute to the passive stability and energetic efficiency of human locomotion.
During the single support phase of the bipedal gait cycle, when only one foot is in contact with the ground, a walker shares the physical dynamics of an inverted pendulum. The body's center of mass (COM) acts as the bob of the pendulum and is supported above a single point of rotation in the planted foot (4, 5) . At the onset of the single support phase-that is, at "toe off," when the nonsupporting leg breaks contact with ground-momentum carries the COM up to a maximum height at midstance and then down again until the swinging foot contacts the ground, which is called "heel strike" (Fig. 1A) . As the COM increases its height during the first half of the single support phase, some of the kinetic energy of the COM is transferred into potential energy, which is then transferred back into kinetic energy as the COM drops down to its original height in the latter half of the step. In the ideal case, the exchange between kinetic and potential energy is perfectly lossless and symmetric, and human walking closely approximates an idealized inverted pendulum acting conservatively. As such, humans can harness gravity and inertia and exploit the inverted pendulum dynamics of their bodies to traverse the distance traveled during the single support phase at a minimal cost in terms of work and muscle force (6, 7) .
Of course, in reality walking does incur costs. A primary determinant of the metabolic cost of walking is restoration of the energy lost when the swinging foot contacts the ground (refs. 8 and 9, but see ref. 10) . Ground contact by the swinging foot marks the end of the single-support phase and the beginning of the double-support phase, during which the COM must be redirected from a downward trajectory to the upward trajectory it will need for the coming step (11) . Upon ground contact, the force applied by the leading leg has a horizontal component opposite to the direction of motion of the COM; that is, the leading leg performs negative work on the COM. This collision is
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dissipative, which means that some mechanical energy is lost and that positive work must be performed to maintain forward progress (12) . To counteract this loss of energy, the trailing leg applies a pushoff force beginning toward the end of the single support phase and continuing through the double-support phase (13, 14) . The vertical component of the push-off force from the trailing leg sums with the vertical component of the force from the leading leg to direct the COM into the upward trajectory that it will need for the next step (Fig. 1A) . If the forward horizontal component of the push-off force is equal to the backward horizontal component of the force from the leading foot, the two forces cancel out and the mechanical state of the body will be the same at the onset in the upcoming step as it was in the previous one. Both the negative work performed by the leading leg and the positive work performed by the trailing leg involve muscle activation and therefore incur some metabolic cost. However, healthy human walkers adopt strategies that reduce the cost of the step-to-step transition to the degree possible (8, 15) . Thus, by exploiting the inverted pendulum dynamics of the singlesupport phase and using the push-off force to restore the energy lost during the step-to-step transition, humans are able to generate a steady-state gait cycle with minimal energetic cost (9, 12, 16) . The second form of opportunism by the motor system during walking involves reliance on control strategies that take advantage of passive stability. When such strategies are adopted, small perturbations are automatically dissipated over subsequent steps, making it possible for stable walking behavior to emerge with no active, sensory-driven control (17) . In human walking, passive stability arises because the loss of energy at collision increases with walking speed (13) . As such, a small forward perturbation applied to the COM at midstep increases the speed of the COM, which in turn increases the collision loss so the additional energy that is injected into the system by the perturbation will be dissipated at collision (15) . Although the basin of attraction for bipedal gait may be relatively shallow, spinal-level reflex pathways (3) may serve to facilitate gait-restorative responses that take advantage of this passive stability (18) (19) (20) . † Active Control of Walking These insights imply that certain desirable characteristics of movement, such as coordination, efficiency, and stability, can emerge without active (i.e., perceptually guided) control. Nevertheless, humans are not locked into rigid patterns of movement. The spinal and subcortical activity underlying the basic rhythmic pattern of the preferred gait cycle that humans adopt during steady-state walking over flat terrain can be modulated by descending signals from the cortex to accommodate variations in task demands and variations in the environment (3, 21, 22) . Such descending signals are essential when walking over complex terrain, where it may not be an option to place the feet in the position that is ideal for the exploitation of the body's inverted pendulum dynamics. Instead, walkers must identify potential footholds in the upcoming terrain and regulate the movement of their body to ensure that the foot lands on a suitable location.
Recent research on the neural underpinnings of visually guided walking in cats suggests that area 5 of the posterior parietal cortex (PPC) may play an essential role in integrating visual signals into the gait cycle to facilitate the control of foot placement during locomotion over complex terrain (21, 23) . This area has been implicated in the control of reaching to remembered locations in primates (24, 25) and may play an analogous role in stepping behavior during locomotion. In vivo recordings from cats walking on a treadmill revealed that neurons from this region increase their firing rates in the 2-3 steps before the step over an obstacle (22) , suggesting that this area could be involved in encoding the position of upcoming obstacles relative to the moving observer. This estimate may then be used by the motor cortex to generate the descending signals that modulate the activity of synergistic muscle groups in the limbs to enact the gait adjustment necessary to account for the upcoming obstacle (or target foothold) (23) .
When walking over complex terrain, visual information about the upcoming path must be integrated into the ongoing gait cycle to adjust the basic locomotor pattern to fit the available footholds. Although visual information about the world is often noisy, humans appear to use state estimation to derive accurate estimates of target footholds to support precise foot placement (26) . This visual information does not need to be continuously available; human walkers are able to walk successfully over constrained terrain with only intermittent visual information about the upcoming path (27) (28) (29) . The ability to step successfully on a target that is not continuously visible is a hallmark of the feedforward control that underlies visually guided locomotion.
The feedforward plans necessary to traverse an obstacle or other locomotor impediment must be enacted based on visual information gathered during uninterrupted locomotion. When subjects' vision was occluded several steps before traversing an obstacle, they performed successfully provided that the occlusion occurred during uninterrupted locomotion (30) . However, if subjects stopped walking after their vision was occluded, performance degraded and collisions with the obstacle became more frequent. The visual information necessary to cross complex terrain may be The critical control phase for targets 3-6 (see also Movie S1). † Passive stability has its limits. Larger perturbations will result in shorter steps, which dissipate less energy and require active compensation to avoid falling (15) . Furthermore, walkers are passively stable along the axis of forward progress but not along the mediallateral axis (76) . Active control is needed to stabilize the body in response to lateral perturbations. Such responses rely on sensory (e.g., visual, vestibular) information, involve adjustments to foot placement that affect step width, and exact some metabolic cost (77, 78) .
sampled by briefly fixating obstacles and targets approximately two step lengths in advance (31) (32) (33) or by relying on peripheral vision (34, 35) . When terrain variations can be detected far in advance, visually guided adjustments to gait parameters are observed as early as three to four steps ahead and spread out over the remaining steps (36) . Occasionally, a more rapid response is needed-when the location of an intended target changes midstep or an obstacle suddenly appears or changes in size, humans are capable of redirecting the trajectory of their feet with short latency (∼120 ms) (37) (38) (39) (40) . These studies highlight some of the various roles of active, vision-based control in the guidance of walking over complex terrain.
How Are Passive and Active Modes of Control Used During Walking over Complex Terrain?
The imperative to adapt gait to the layout of obstacles and safe footholds entails neuromuscular intervention that interferes with the natural passive trajectory of the body. During locomotion over uneven terrain, steps become more variable in both length and width, mechanical work increases at the hips and knees, and muscle activation increases in several proximal leg muscles, all of which lead to an increase in energy expenditure (41, 42) . Does this mean that walkers must give up entirely on exploiting external forces and passive stability when walking over complex terrain, or is it possible to simultaneously use information about the upcoming terrain to modulate gait while still taking advantage of the benefits of passive control?
We propose that the latter could be achieved by using information about upcoming terrain to initialize the mechanical state of the body before the beginning of each step, such that the resulting ballistic trajectory of the body will facilitate stepping on the upcoming target footholds. In this way, a walker can make small adaptations to their energetically optimized preferred gait cycle to accommodate upcoming environmental impediments. To explain how such a strategy would work, we first identify the mechanical determinants of the passive trajectory of the body during the single support phase that could serve as control variables for the walker.
If we assume that the single support phase is adequately modeled by a simple inverted pendulum, the ballistic trajectory of the walker's COM during the single support phase depends on two factors-the position of the planted foot and the initial conditions (position and velocity) of the COM at toe off (Fig. 1B) . During steady-state walking over flat, obstacle-free terrain, the push-off force restores the energy that is lost during step-to-step transition, resulting in a regular, roughly sinusoidal path of the COM between each foothold (Fig. 1C , black line). However, a walker seeking to step onto a particular foothold could also purposefully alter the direction and magnitude of that push off force to cause the COM to follow a different trajectory during the subsequent single support phase. The walker could achieve the same effect by maintaining a normal push-off force and altering the location of the planted foot that defines the base of the pendulum in the coming step (Fig. 1C , green and orange lines).
To summarize, the two determinants of the passive COM trajectory (the position of the planted foot and the push-off force from the trailing foot) are potential control variables that walkers may use to initialize the mechanical state of the body before toeoff to tailor the ballistic trajectory of the COM to the upcoming terrain. By making small adjustments to the placement of a step or by adjusting the restorative push-off force to be either more or less than the magnitude required to exactly recoup the energy loss of heel strike, the walker can alter the parameters of the steady-state, preferred gait cycle to accommodate upcoming terrain. These adjustments to the basic pattern of muscle activation underlying the gait cycle may arise from descending cortical signals that support visually guided locomotion (21) .
Once the step is initiated, the body can simply be allowed to follow its natural pendular trajectory to the next target with no need for energetically costly midflight corrections that interfere with that trajectory. In this regard, this strategy relies on active control based on visual information about upcoming terrain but also takes full advantage of the passive dynamics inherent to bipedal walking.
The Critical Control Phase Hypothesis
The idea that the control of foot placement over complex terrain serves to maintain an energetically efficient exploitation of the body's physical dynamics motivates a hypothesis about when visual information about the upcoming terrain is most critical. This hypothesis has two components and will be referred to as the critical control phase hypothesis.
The first component concerns how far in advance walkers must be able to sample visual information about the upcoming terrain. A visual control strategy based on manipulation of the ballistic trajectory of the COM during the single support phase would require walkers to see the terrain far enough in advance to be able to make the appropriate adjustments to the two determinants of that trajectory. That is, tailoring the mechanical state of the body appropriately to allow a walker to step on a target foothold (say, with the right foot) requires the walker to see that target before the mechanics of the relevant step have been defined. Given the inverted pendulum dynamics of the single support phase, this means the walker must see the right foothold before the left foot, which defines the base of the upcoming inverted pendulum, has contacted the ground and before the push-off force from the supporting leg has been enacted. As such, the walker must see the terrain relevant to a right foothold while the right foot is still on the ground (and vice versa for the left foot). Put another way, to tailor the mechanics of the body to enable stepping to a specific foothold requires a walker to see the terrain relevant to that foothold by around midstance of the previous single-support phase-roughly two step lengths of visual look ahead (Fig. 1D ). ‡ Indeed, restricting a walker's ability to see upcoming terrain to less than two step lengths results in decreases in stepping accuracy and walking speed (43) . Furthermore, the trajectory of the COM is less like that of a passively moving inverted pendulum compared with when walkers can see two or more step lengths ahead, suggesting that walkers need at least two step lengths of visual lookahead to exploit their inverted pendulum dynamics when walking over complex terrain (44) . Interestingly, these findings converge with studies of gaze behavior that demonstrate that walkers tend to look about two steps ahead when walking over complex terrain (32) . In addition, Zaytsev et al. (45) recently showed that a dynamic bipedal walking model with realistic actuators could reach almost any desired target velocity or foothold location by using a two-step-ahead planning window. These results suggest that the tendency of human walkers to look approximately two step lengths ahead during locomotion over complex terrain (31) (32) (33) may be rooted in the physical dynamics of the bipedal gait cycle.
The second part of the critical control phase hypothesis concerns when visual information about upcoming terrain is no longer needed. Do walkers require visual information about the location of an upcoming target foothold throughout the entire step, or can they achieve comparable levels of stepping accuracy if they stop sampling information partway through the step or even before the step is initiated? If, in fact, walkers attempt to initialize each step so that the body can follow a ballistic trajectory to the target, then the role of visual information about a target is primarily to allow the walker to tailor the two determinants of ‡ A step length is defined as the distance between two subsequent footfalls (see Fig. 1A ) and is distinct from a step, which refers to the action of lifting the foot and moving it to a new location. The term visual look ahead refers to a linear distance from the vertical projection of the walker's head onto the ground plane. As shown in Fig. 1A , a visual look ahead of two step lengths would allow a walker to see a target foothold when he or she is halfway through the step to the preceding target (i.e., 1 1/2 steps in advance). See the Materials and Methods for additional discussion.
the ballistic trajectory. Importantly, this strategy relies on feedforward control-walkers use information about the upcoming path to establish the mechanical state of the body before the upcoming step so that the natural dynamics of their body will carry them in the desired direction (Fig. 1D) . Any active control of the trajectory of the swinging leg during the single-support phase would require the walker to use muscular forces to interfere with the ballistic trajectory of the body. As such, we should expect that visual information about the target should not be necessary once the step to that target is initiated.
Indeed, subjects walking across a path of small target footholds showed a negligible decrease in stepping accuracy when the targets became invisible at toe-off of the step to the target (46) . However, stepping accuracy decreased dramatically if the target became invisible at any point before toe-off. In short, it appears that once the foot has left the ground toward a target foothold, no further visual information about that target is required for accurate foot placement. This result entails that any vision-based control of the trajectory of the foot during a step must take place during the preceding step.
Taken together, these results suggest that there is a critical phase within the bipedal gait cycle for the visual control of foot placement when walking over complex terrain. When guiding the placement of a particular step, visual information about the terrain relevant to that foothold becomes maximally important following midstance of the preceding single-support phase but is no longer necessary once the foot leaves the ground on its way to the selected foothold ( Fig. 1D and Movie S1).
Results
Testing the Critical Phase Hypothesis (Experiment 1). Although the findings of Matthis and Fajen (43, 44) and Matthis, Barton, and Fajen (46) are consistent with the critical control phase hypothesis, they are not sufficient to conclude that visual information is primarily used during the latter part of the preceding step because the two components of the critical phase hypothesis were tested in separate experiments. The first aim of this study was to provide a direct test by combining the manipulations used in the previous studies in a single experimental task. Subjects were instructed to walk over a series of small targets that did not appear until they fell within a threshold distance of the subject and then disappeared when they fell within a second threshold distance. This manipulation was applied to each target individually, with the exception of the first two, which were visible throughout the entire trial (stepping accuracy to the first two targets was not included in later analysis).
We tested four conditions with different triggers for target visibility and invisibility ( Fig. 2 ; see Materials and Methods for details and Movie S2). In one of the conditions (depicted in the first row of Fig. 2) , each target first appeared when the subject was in midstance of the step to the preceding target and disappeared at toe off of the step to the target (that is, it was visible from 1 1/2 to 1 steps before the target, see also Materials and Methods). The colored horizontal bars in Fig. 2 indicate the location of the walker's COM when the target with the corresponding color was visible (e.g., the third target, which is depicted in red, was visible when the subject was within the range of positions indicated by the red horizontal bar). To help visualize the timing of target visibility relative to the critical control phase for each target, Fig. 2 also includes colored vertical bands showing the critical control phase for each target. Notice that, in this condition, the horizontal bars corresponding to target visibility are aligned with the vertical bands indicating the critical control phase; that is, each target was visible during the critical control phase and only at that time. As such, we call this the "Just in Time" condition. As shown in Fig. 2 , Right, the mean absolute stepping error in this condition was 43.4 mm (95% CI [40.5, 46.3 
]).
Next, let us compare performance in the Just in Time condition to performance in the three other conditions in which targets were visible for twice as long (one full step) during, before, or after the critical control phase. If the last half of the preceding step is truly the critical phase of the gait cycle during which visual information must be available, then extending the duration of visibility to include the previous 1/2 step amounts to making targets visible needlessly early and should not improve performance. Indeed, stepping accuracy in the "Needlessly Early" condition was not significantly different (t 11 = -0.24, P = 0.81, d = 0.07; mean difference relative to Just in Time condition = -0.25, 95% CI [-2.51, 2.01]). When targets were visible for a full step before the critical control phase ("Too Early" condition), stepping error was significantly worse (t 11 = 3.42, P < 0.01, d = 0.99; mean difference relative to Just in Time condition = 8.78, 95% CI [3.13, 14.43] ). In the "Too Late" condition, each target first appeared at toe-off of the step to that target and remained visible. Stepping error was not significantly worse in this condition (t 11 = 0.92, P = 0.38, d = 0.27; mean difference relative to Just in Time condition = 2.92, 95% CI [-4.03, 9.87]). However, subjects walked slower in the Too Late condition than they did in each of the other conditions (see Fig.  S1 ). Although the decrease in walking speed is small (∼0.1 m/s), paired-sample t tests comparing each of the three other conditions to the Too Late condition confirmed that these differences were statistically significant (t 11 = 5.33, P < 0.01, d = 1.54 for Just in Time vs. Too Late; t 11 = 5.20, P < 0.01, d = 1.50 for Needlessly Early vs. Too Late; t 11 = 6.04, P < 0.01, d = 1.74 for Too Early vs. Too Late). Thus, subjects were able to maintain stepping accuracy in this condition but only by trading off on walking speed. This trade-off is consistent with behavior observed while attempting to avoid stepping on obstacles under analogous visibility constraints (43, 44) .
Taken together, it is apparent that the best overall performance was found in the two conditions for which targets were visible during the critical control phase. In one of those conditions (i.e., the Just in Time condition), targets were visible for only half a step, supporting the idea that the usefulness of visual information is determined more by the phasic timing of its availability within the gait cycle than by the duration of target visibility.
The Two Targets Hypothesis. The findings of experiment 1 demonstrate that the objective to exploit one's biomechanical structure during walking constrains when visual information about the upcoming terrain is needed. Next, we consider whether biomechanical factors similarly constrain where the information that is needed to guide foot placement is found; that is, which regions of the upcoming terrain must be visible to the walker. Again, the proposal that walkers attempt to exploit their biomechanical structure by initializing the upcoming step leads to a testable hypothesis. To avoid having to make midflight adjustments, the push-off force from the trailing foot should be adjusted to the position of the target at the end of the upcoming step relative to the position of the previous target (8) . For example, when the distance between the two upcoming targets is short, a weak push-off force would be sufficient; a longer separation between upcoming targets would require a stronger push-off force. The point is that a walker attempting to initialize the upcoming step with an appropriate push-off force needs to know the position (both distance and direction) of target N relative to the preceding foothold (target N-1). That is, target N-1 serves as a visual indication of the origin of the reference frame within which the location of target N must be perceived. This leads to the hypothesis that the relevant visual information is found in the region of the upcoming terrain that includes the two upcoming targets. We refer to this as the two targets hypothesis and derive from it the following prediction-that foot placement should be less accurate when the relative position of the two upcoming targets is perceived less accurately.
Testing the Two Targets Hypothesis (Experiment 2A). Our approach to testing the two targets hypothesis was to vary whether the two upcoming targets were simultaneously visible (see Movie S3 for animations depicting the conditions used in experiment 2A). If the two targets are visible at different points in time, their relative position should be perceived less accurately, which should translate into less accurate foot placement. In one of the conditions, depicted in the first row of Fig. 3 and the first animation in Movie S3, each of the manipulated targets was visible only when the subject was between roughly two steps and 1/2 a step from that target. The first two targets were always visible as in experiment 1. Recalling that the horizontal bars indicate the location of the walker's COM when each target was visible, it is apparent that each target appeared before the previous target turned off. As such, there was a brief period, lasting about 1/2 a step, during which the two upcoming targets were simultaneously visible. We refer to this as the Overlap condition, as there was an overlap in time in the visibility of the two upcoming targets. In the Gap condition, depicted in the third row of Fig. 3 and the third animation in Movie S3, each of the manipulated targets was visible when the subject was between roughly 1 1/2 steps and 1 step. The two upcoming targets were not simultaneously visible in this condition; rather, there was a gap in time in the visibility of the two upcoming targets. There was also a condition in which each target turned on around the same time that the previous target turned off; that is, target visibility was "contiguous" in time (second row of Fig. 3 , second animation of Movie S3). The analyses in this experiment focused on stepping error relative to a full-vision control condition in which all six targets remained visible for the entire trial. If the two targets hypothesis is correct, stepping error should be at full-vision level in the Overlap condition because the two upcoming targets are simultaneously visible and higher in the Gap condition in which the targets were not simultaneously visible. The results were consistent with these predictions (Fig. 3, Right) . Stepping error was at baseline levels when the two upcoming targets were simultaneously visible (t 17 = -0. 4 
.68]).
Ruling out the Influence of Duration of Target Visibility (Experiments 2B). Although the results are consistent with the two targets hypothesis, there is an alternative explanation for the aforementioned findings that needs to be considered. To make pairs of consecutive targets simultaneously visible, it was necessary to make each target visible for a longer duration. As such, the results of experiment 2A do not rule out the possibility that subjects were more accurate in the Overlap condition simply because targets were visible for more time. To test this possibility, experiment 2 also included another set of conditions (experiment 2B) in which the same visibility manipulations were applied to just one of the targets rather than to the last four (Fig. 3) . In other words, five of the six targets were visible throughout the entire trial, and one (either the fourth or fifth target) was initially off, briefly appeared, and then disappeared (see Movie S4). The point of manipulating the visibility of just one target is that the duration of target visibility and the overlap in target visibility do not covary as they do when manipulating the visibility of two or more consecutive targets (i.e., as in experiment 2A). Because the target before the manipulated target is always visible, there is overlap in target visibility in all three conditions, regardless of whether the manipulated target is visible for 1 1/2, 1, or 1/2 a step. This is evident in the bottom of Fig. 3 , which illustrates that when target 5 (the manipulated target, blue bars) is visible, target 4 (magenta bars) is also visible. As such, the difference in stepping error across conditions that was found in experiment 2A when four targets were manipulated should be erased.
The results were consistent with this prediction. As shown in Fig. 3 , stepping error for the manipulated target did not significantly differ across conditions and was not significantly different from full vision in any condition (t 17 = 0.18, P = 0.86, d = 0.04 for the 1.9-0.5 condition; t 17 = 1.20, P = 0.25, d = 0.28 for the 1.9-0.9 condition; t 17 = 1.62, P = 0.12, d = 0.38 for the 1.5-0.9 condition). This allows us to rule out the possibility that subjects were more accurate in the Overlap condition of experiment 2A simply because targets were visible for more time and bolsters the conclusion that walkers rely on information about the relative position of the two upcoming targets to modulate the pushoff force from the trailing foot.
Minimal Visibility Conditions (Experiment 3). Taken together, the critical control phase hypothesis and the two targets hypothesis delineate the minimal visibility conditions that must be satisfied to attain the same level of foot placement accuracy that is possible when vision is unrestricted: Visual information about the location of a given target relative to the preceding target must be available during the last half of the preceding step. When the necessary and sufficient conditions are not satisfied, foot placement accuracy should degrade. Making targets visible beyond these minimal conditions, including the full-vision condition, should not result in further reductions in stepping error. These predictions were tested in experiment 3 by manipulating the visibility of a single target (as in experiment 2B) across six different conditions that varied in the timing and duration of target visibility (see Fig. 4 ). In the Just in Time condition, the manipulated target was visible for 1/2 a step during and only during the critical control phase. Because the previous target was always visible, visual information about the location of the manipulated target relative to the previous target was available. In other words, the minimal conditions were satisfied. As predicted, stepping error was not significantly different from the full vision control condition (t 11 = 0.67, P = 0.52, d = 0.19). In the next three conditions in Fig. 4 , the duration of target visibility was expanded to one full step, 1 1/5 steps, and 1 1/2 steps while keeping the manipulated target visible during the critical control phase. These three conditions represent conditions in which the duration of target visibility is needlessly expanded. Again, stepping error was not significantly different from full vision in any of these conditions (P > 0.05). In the last two conditions, the manipulated target was visible for one full step but before or after the critical control phase. Despite the fact that the target was visible for twice as long as it was in the Just in Time condition, stepping error was significantly greater (t 11 = 2.56, P < 0.05, d = 0.74 for the 2.5-1.5 condition; t 11 = 2.38, P < 0.05, d = 0.69 for the 1.0-0 condition).
The results of experiment 3 provide compelling support for the predicted minimal conditions that were derived from the critical control phase and two targets hypotheses. Even a brief glimpse of the two upcoming targets is sufficient, as long as that information is available at just the right time-that is, during the critical phase for the visual control of walking. Discussion Summary of Findings. When humans walk over complex terrain, it is necessary to make gait adjustments to accommodate obstacles and irregularities in the locations of safe footholds. However, that does not mean that each and every detail of the movement needs to be controlled. Active control may be needed only to occasionally tweak the mechanical state of the body so that the movement can be largely under passive control. The findings of the present study suggest that these adjustments happen during the latter part of the stance phase on the leg that is intended for the target foothold and are based on visual information about the position of the intended target relative to the location where the foot will be planted during the step to that target. Importantly, this is not merely a descriptive account of when visual information is needed and where that information is found. Both of these statements derive from the hypothesis that walkers attempt to exploit their biomechanical structure when walking over complex terrain, just as they do in flat, obstacle-free environments.
This strategy for visual control offers some distinct advantages. Once the upcoming step is initialized, the walker can land on the upcoming target by simply allowing the body to follow its natural, pendular trajectory. Because there is no need to actively steer during this phase, the walker can begin to use information about the terrain near the next step, so that that step can also be completed under passive control. In this sense, the strategy can be envisioned as an ongoing cycle of passive movement interspersed with brief intervals of active control, allowing walkers to navigate extended stretches of complex terrain with the efficiency and stability that best approximates that which is achieved when walking over simple terrain.
Further studies are needed to determine whether this conclusion generalizes to uneven terrain with raised obstacles and to other locomotor speeds and gaits. Interestingly, Warren (47) reported that runners must have visual information about the two upcoming targets during the flight phase before heel strike on the first target. This is strikingly similar to the results of the present study and suggests that the critical phase hypothesis and two targets hypothesis may generalize to running.
The findings also converge with recommendations found in manuals describing the proper use of the long cane by blind walkers, which suggest tapping the region of the ground "in front of the foot which is about to be brought forward" (ref. 48 , p. 251; see also refs. 49 and 50) . This method provides the walker with haptic information about the terrain relevant to the upcoming step precisely during the critical control phase of the human gait cycle.
Lastly, the findings have implications for gaze behavior and peripheral vision. Although walkers visually control their movements with respect to one target at a time, the two targets hypothesis and the results of experiments 2 and 3 indicate that the relevant information for each step is found in the position of each target relative to the previous target. Because walkers can only look at one target at a time, peripheral vision may be necessary to detect this information. If the walker had a condition that impaired peripheral vision, the relative positions of consecutive targets could not be accurately estimated and stepping accuracy would be expected to degrade as it did in the Gap condition of experiment 2A. Findings from previous studies in which the lower visual field is occluded (e.g., by wearing goggles) are consistent with a role for peripheral vision (e.g., see ref. 35 
for a review).
The Critical Control Phase and the Role of Spatial Memory. On the assumption that walkers attempt to move as ballistically as possible during the single support phase of the gait cycle, the end of the critical phase can be demarcated by a discrete change in the mechanical state of the walker (i.e., toe off). In contrast, the beginning of this phase is not so clearly defined. Any adjustment to the two determinants of the ballistic trajectory of the COM during the single support phase (discussed above) must occur before the onset of the single support phase, and as such, visual information about upcoming targets will become increasingly important leading up to that point. However, in principle there is no reason why a walker could not begin making gait adjustments far in advance. Nevertheless, the empirical result that subjects showed degraded performance in the Too Early condition but not the Just In Time condition shows that subjects have difficulty stepping accurately to targets that are not visible after midstance of the preceding step. The difference in behavior in those two conditions is especially notable because the difference in timing between those two conditions was extremely small (half a step, or roughly 200 ms). Although there are clear First, it is important to note that planning multiple steps ahead will yield diminishing returns for each additional step planned. Mechanical simulation studies of bipedal walking based on a linear inverted pendulum model show that planning more than two or three steps ahead yields only negligible increases in control authority (51, 52) . In addition, due to the inescapable variability of motor behavior, any multistep plan will be subject to accumulating error on each successive step. In short, even if walkers were able to plan many steps into the future, doing so might not yield significant advantages over the shorter planning window entailed by the control phase strategy.
With this consideration in mind, it is possible that the control phase strategy of visually guided walking represents an attempt to balance between the conflicting needs to plan for future steps while simultaneously executing the current step. The interpretation is supported by investigations of gaze behavior in an object manipulation task, which have found that subjects appear to minimize the use of short-term/working memory during the execution of a handeye coordination task. Rather than storing the task-relevant properties of objects in memory, subjects appeared to use a "just in time" strategy § whereby they only acquired necessary information just at the point that it was required for the task (53, 54) . When walking over terrain where each step requires precise placement, a walker must visually identify and prepare for upcoming steps while simultaneously stepping toward the remembered location of the target identified in the preceding step. The execution of the guided steps may exact its own cost, which may interfere with subjects' ability to maintain a precise spatial memory of the location of upcoming targets if they are not visible during the time that the necessary gait modifications need to be made (i.e., during the critical control phase). Thus, because the advantages to planning multiple steps ahead may be minimal anyway, walkers may adopt a strategy based on planning for the upcoming step only during the critical phase for visual control of the upcoming step.
In short, there are clear mechanical reasons why the end of the critical control phase would occur at toe off-any control enacted after that point would interfere with the natural, inverted pendulum-like trajectory of the body during the single support phase. The reason for the empirically identified onset of the critical phase (i.e., midstance) is not as obvious. We argue that this timing may arise from the interaction between visual working memory and the dual-task nature of visually guided walking over terrain with consecutive constrained footholds, but this explanation is largely speculative. Further research may be needed to identify the factors that contribute to the phase-specific use of visual information to guide foot placement in complex terrain.
Blending Active and Passive Modes of Control. The results of the present study also have implications for the more general question of how actors blend active and passive modes of control. This issue has been extensively investigated in the context of a ball bouncing task in which the subject repeatedly bounces a ball on a racket while attempting to maintain a regular rhythm and bounce height. Ball bouncing is analogous to bipedal walking insofar as it involves the periodic regulation of a rhythmic process that is largely defined by its physical dynamics. Schaal et al. (2) identified a simple, passively stable solution to this problem: If the racket hits the ball during the deceleration phase of the upswing, small variations in the velocity of the ball at impact will die out on their own over repeated cycles, and peak ball height will return to a constant value. As such, the actor does not need to rely on visual information about the motion of the ball to adjust the motion of the racket on each and every cycle. In principle, the ball-bouncing task can be performed with eyes closed. In practice, active, perceptually guided adjustments do play a role (55-57), but it is also clear that actors take advantage of the inherent passive stability (2, (56) (57) (58) . Taken together, the findings point to a blending of these two modes, which Siegler et al. (55) called mixed control, in which actors actively regulate racket movements based on perceptual information but also attempt to keep the system near the region of passive stability. Relying on mixed control has the advantage of shortening the time to return to steady-state bouncing after a perturbation and eliminates the need for a switching mechanism to turn active control on or off depending on whether the system is outside of or within the region of passive stability. Likewise, remaining near the maximally stable region has the advantage of minimizing the adjustments needed to compensate for variability and keeps the behavior more stable.
Whereas in ball bouncing actors attempt to maintain steadystate behavior from cycle to cycle and only use active control to respond to perturbations, walking over complex terrain requires the adjustment of every step to accommodate variations in the environment. As such, one might expect active control to be the dominant mode during the walking task, with passive control used only on steps for which foot placement is unconstrained. The results of the present study suggest otherwise. In the locomotor task, the role that active control plays and the information upon which it relies is dictated by the imperative to let passive control dominate the movement. Thus, even for a task that cannot be successfully performed without active control, active control appears to function in the service of passive control. Information is necessary for adaptive flexibility, but-as in ball bouncing-behavior is ultimately organized around solutions that exploit passive forces and passive stability (59) .
Scope, Limitations, and Future Directions. The purpose of this study (along with refs. 43, 44, and 46) was to identify the minimum requirements for the availability of visual information to support normal levels of stepping accuracy when walking over complex terrain. Within the precision of our methods, those minimum requirements were satisfied in the Just in Time condition of experiment 3, in which subjects displayed nominal stepping performance when visual information about the position of a target foothold relative to the previous base of support was available during the critical control phase. However, our methodology of precisely coupling the visibility of targets to subjects' gait cycle afforded experimental control at the cost of ecological validity. Although our results are consistent with many studies of gaze behavior during locomotion, these behaviors may be affected by subtle changes in the task when visual information is unconstrained. For instance, it has been shown that subjects' ability to step accurately on targets in an otherwise unconstrained walkway was correlated with the duration of the time that they fixated the target (60) (61) (62) . This finding would appear to conflict with our finding that the availability of visual information about target location is not necessary after toe off, except that the targets in those experiments were always separated by at least two steps' worth of empty walkway. This separation mitigated the dual-task nature of simultaneous step planning and execution that was present in our studies, which may explain the differences in behavior. Similarly, subjects were able to successfully step over an obstacle that was occluded during the last five steps of the approach (30) , but this may not have been possible if there had been other impediments in the space before the obstacle. Human behavior is nothing if not adaptable, and we should expect that subjects' use of visual information will vary with the specific constraints of the task that is being performed (53) . Nevertheless, the results of this study reveal the way that the minimum requirements for successful locomotion over complex terrain are shaped by the biomechanics and physical dynamics of bipedal gait. Future research will examine walkers' gaze behavior as they traverse rough terrain to understand how the constraints described by the control phase hypothesis extrapolate to more natural locomotor environments. In addition, although much of our interpretation of the results of these studies focus on the regulation of the push-off force, we do not directly measure this aspect of subjects' locomotor behavior. Future work may record muscle activity and ground reaction force during walking over visually specified targets to test the specific biomechanical predictions afforded by the control phase hypothesis about the visual control of foot placement walking over complex terrain.
Concluding Remarks
A central component of the characterization of walking introduced in this study is that humans attempt to move ballistically during the single support phase, allowing the trajectory of their body to be largely determined by their physical structure, momentum, and the force of gravity. Of course, the muscles do play a role, even during the single support phase when muscle cocontraction is required to support body weight and maintain stiffness of the knee (63) . Although the details of muscle work and energetic costs throughout the gait cycle is an area of active discussion (e.g., refs. 64 and 65), it is undeniable that bipedal gait is accompanied by significant physical forces, and as such these forces may be harnessed for the purposes of minimizing energetic costs.
Human motor control is often quite miserly with respect to energetic costs. Walkers readily adjust their preferred locomotor patterns to achieve increases in energetic efficiency, even when such increases are small and brought about by artificial manipulations, such as by applying springs to the lower limbs (66, 67) or by moving the belts on a split belt treadmill at different speeds (68) . From this perspective, it should come as no surprise that the visual control of walking over complex terrain is similarly organized around the goal of minimizing the energetic cost of locomotion. Rather than using visual feedback to enact continuous, feedback-driven muscular control of the COM and lower limbs, walkers use visual information in a feedforward manner to tailor the initial conditions of each step to the upcoming path. From a neural perspective, visual signals mediated through the posterior parietal and motor cortices may generate the descending signals needed to modulate the ongoing rhythmic oscillations of the subcortical and spinal networks to generate the appropriate muscular impulses for the coming step (21, 23) . In this way, visual control allows walkers to traverse complex terrain while exploiting the same dynamics that underlie the energetic efficiency of human locomotion in flat, obstacle-free environments.
Materials and Methods
Participants. Fourteen subjects [5 females, 9 males; mean age = 18.7 (18) (19) (20) (21) years] participated in experiment 1, 18 subjects [7 females, 11 males; mean age = 19.1 (18) (19) (20) (21) years] participated in experiment 2, and 12 subjects [5 females, 7 males; mean age = 20.0 (18) (19) (20) (21) (22) years] participated in experiment 3. Data from two subjects in experiment 1 were excluded because their average stepping accuracy across all conditions was more than 2 SDs from the mean. Mean height, weight, and leg length for participants in each experiment are given in Table 1 . Participants were recruited from psychology courses and received extra credit for participating. All participants reported normal or corrected-to-normal vision, and none reported any motor impairments. The protocol was approved by the Institutional Review Board at Rensselaer Polytechnic Institute, and all subjects gave informed consent before performing the experiment.
Experimental Apparatus and Setup. All three experiments made use of a custom-built experimental apparatus that synchronizes a full body motion capture system to an LCD projector that displays virtual target footholds on the floor (Fig. 5) . The system detects when a subject's foot lands on one of the virtual targets in real time and can render the terrain visible or invisible based on the subject's location in the room. The setup used a 14-camera Vicon Motion Capture system running Vicon Nexus 1.7 software. The motion capture system tracked the positions of a set of retroreflective markers that were attached to black spandex suits worn by subjects in accordance with the Vicon Plug-In Gait Full Body (SACR) marker set included in the Nexus software package. A Sanyo PLC-XP45 projector was used to display virtual obstacles onto the floor at a resolution of 1024 × 768 with a brightness of 3500 ANSI lumens. The projector was located 1.75 m behind the end position at a height of 1.15 m pointed at the ground at a low angle of incidence (∼20 degrees; Fig. 5 ). The motion capture and projector systems were integrated using custom software. The projector position was calibrated using a method inspired by the Tsai calibration algorithm (69) . For this method, calibration points defined in pixel coordinates (i.e., xy coordinates on a computer monitor) were displayed on the laboratory floor, and a marker tracked by the motion capture system was placed on each projected point. The position of the marker in world coordinates (i.e., as defined by the motion capture system) and the position of the corresponding calibration point in pixel coordinates were used to calculate the transformation between screen coordinates (pixels) to world coordinates (millimeters).
Task and Procedure. The basic task required subjects to walk across a path of six small circular target footholds (radius, 50 mm) that covered the space between the start and end locations. The path between the start and end boxes was overlaid by a scintillating white noise texture designed to prevent subjects from using the carpet texture as a landmark to keep track of targets after they were made invisible. To define the target configurations used in this study, the experimenter recorded their normal footfall pattern when walking from the start to end location without targets. The target configurations were then obtained by pseudorandomly placing the targets within a 300 mm × 300 mm box centered on each step in this pattern of foot falls. To scale the task to each subject's body size, the distances between the targets were multiplied by the ratio of the subject's leg length to the leg length of the experimenter who defined the original footfall pattern.
Subjects completed the experiment barefoot to avoid any irregularities caused by differences in footwear. They were asked to walk at a brisk pace from a start position (marked with tape on a carpeted floor) to an end position 5.0 m away. Subjects initiated each trial by clicking a button on a wireless mouse. They were instructed to walk so as to place the ball of their foot (specifically, the mocap marker attached to the second metatarsal head of the foot) as close to the center of the target as possible. At each step, if the marker was within the target radius, the computer speakers played a high-pitched tone to indicate that the subject had successfully hit the target. Otherwise, a low-pitched tone was played to indicate that the target had been missed. If the subject failed to reach the end position in 5 s, the trial was terminated and rerun. This constraint ensured that subjects had to walk at an average speed of at least 1.0 m/s to complete the trial in time. Trials in which the subject missed one or more targets were not rerun.
The visibility of target footholds was controlled using a combination of an "invisibility trigger" (similar to the one used in ref. 46 ) and a "visibility trigger." These triggers were circular regions centered on each target that trigger a change in the target's visibility when the subject's foot entered into its radius. Visibility triggers caused targets to go from invisible to visible, whereas invisibility triggers did the opposite. By combining these two types of triggers, we could ensure that targets were only visible to the subject at a specified phase of their gait cycle as they traversed the path of target footholds (Fig. 6A) . Fig. 6B shows the steps to target 3 and target 4 unfolding continuously in time. The right leg (colored blue in Fig. 6B ) leaves target 1 and crosses the visibility trigger centered on target 3 (blue dotted line in Fig. 6A ) ∼50% of the way through that step (during midstance, when the walker is directly above the supporting limb and roughly two step lengths from target 4). At this point, target 4 becomes visible and remains so through the double-support phase. It then becomes invisible when the left foot (colored red in Fig. 6B ) leaves target 2 at toe off and remains so for the entire step toward Target 4 (red dotted arrow). The other visibility manipulations used in this study can also be understood using this representation. Fig. 6B is also useful for understanding the visual look-ahead distance that was available to subjects in the different visibility conditions. When the right (blue-colored) foot crosses the visibility trigger that causes target 4 to become visible, the vertical projection of the subject's head is approximately two step lengths from the location of target 4. Thus, the 1.5 trigger used in the Just in Time condition provided subjects with two step lengths of visual look ahead. Put another way, the 1.5 trigger in this study is equivalent to the two step-length visibility windows used in Matthis and Fajen (43, 44) .
As a result of processing time and the network communication between the computer running the motion capture system and the computer controlling the projector, there was an 80-90-ms lag between the instant that a subject reached a visibility or invisibility trigger (in the real world) and the instant that the display was updated. Thus, a visibility trigger that was set to be 0.5 steps would actually make the target visible at ∼0.35 steps. To compensate for this lag, triggers were programmed to be 15% larger than the desired visibility manipulation. Thus, to achieve an actual 0.5 step visibility trigger, the trigger would be programmed to be 0.65 steps. To make targets appear or disappear at the beginning of a step, we placed the trigger around the preceding target and set the radius to 0.1 steps. We then delayed the visibility manipulation by 130 ms so that the target appeared or disappeared near toe off. All adjusted triggers were tested before the experiment and verified for each subject following data collection. By comparing motion capture data to logs from the computer controlling the projector, we were able to verify that the experienced trigger corresponded to the intended visibility windows described here.
Design. Each experimental session comprised two blocks of trials with a short break between blocks. In each block, trials were presented in subblocks of 12 trials of the same condition (i.e., with the same visibility and invisibility triggers). The order of conditions within each block was randomized across subjects and the position of each target varied across repetitions within a subblock as described in Task and Procedure. The second block was identical to the first, except that the order of conditions (i.e., subblocks) was reversed. In total, each subject completed 24 repetitions of each of the experimental conditions. In experiments 1 and 3, subjects also completed 12 repetitions of target-free walking before the first subblock.
Experiment 1 also included three conditions that were not reported in the main text or Fig. 2 , and experiment 2 also included a set of conditions in which the same manipulations shown in Fig. 3 were applied to two consecutive targets. The data from these conditions were not reported in the main text or figures in the interest of brevity but can be seen in Figs. S2 and S3 ). The findings from these conditions are consistent with the interpretation given in the main text.
Analyses. In all experiments, stepping accuracy was calculated by taking the root mean square of the Euclidean distance between the marker on the second metatarsal head of the foot and the center of the target. Stepping accuracy was analyzed for targets 3-6 in experiment 1, as the visibility manipulations did not apply to targets 1 and 2. Because young, healthy adults reach steady-state walking speed within the first two steps (70) , this also helped to ensure that the analyses were based on the portion of each trial during which subjects were moving at a constant speed.
In experiment 2A, stepping accuracy was only analyzed for targets 4 and 5 to allow for comparison between the results of experiment 2A and 2C. In experiment 2b and experiment 3, stepping accuracy was only analyzed from the target that was affected by the visibility manipulation.
