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Abstract. We give a systematical treatment of repetition-free words and repetition-free 
homomorphisms. We study the global structure of the set of repetition-free infinite words and 
the behaviour of the density function of repetition-free words. Generally, we consider finite or 
infinite words which do not contain given words as subwords. 
1. Introduction 
Using two letters a and b we cannot make an arbitrarily long word not containing 
a square. In fact, aba and bab are the longest such words. If we are allowed to use 
three letters, the existence of arbitrarily long square-free words is not an easy problem 
to answer. It was Thue who considered the problem first and gave an answer to it 
[40, 41]. He constructed a square-free infinite word over three letters and a cube-free 
infinite word over two letters. But, unfortunately, his works had been forgotten for 
a long time. Several authors [2, 26, 27, 31] gave similar infinite words without 
noticing Thue's results. Especially Morse and Hedlund studied precisely those 
infinite words and developed the theory of symbolic dynamics [28]. It was in 1967 
when they realized Thue's pioneering work and reported it in [21]. Since then Thue's 
papers have become famous. Surprisingly, most of the results obtained independently 
by other authors had been considered by Thue before. For example, square-free 
homomorphisms considered by him are still a basic tool to study square-free words 
now. 
Recently, some new important results have been obtained by several authors. 
They are concerned with the global structure of the set of repetition-free words. 
Fife [15] gave an algorithm to produce all the overlapping-free words extensible to 
infinite. Shelton [38] proved that the set of square-free infinite words over three 
letters is perfect. Brandenburg [7] proved that square-free words over three letters 
and cube-free words over two letters grow exponentially. 
Thue's construction of repetition-free words has found remarkable applications. 
Novikov and Adian [1, 29] used such a word to construct a counterexample to the 
Burnside problem. Burris and Nelson [9] studied the structure of the lattice of 
semigroup varieties by using such words. Lately, the subject has attracted attentions 
of formal language theorists, particularly, in connection with DOL-languages [35, 
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36]. Many researches have been made about repetitions in DOL-languages [12, 13]. 
It appears that we are getting into a new phase of the research of the subject. 
The present paper is intended to give a systematical treatment of repetition-free 
words based on the works done so far and, hopefully, will contribute toward further 
studies. 
We start from a very general situation. We shall generally consider an s-dominated 
property on words, a property P such that any word with a subword satisfying P
satisfies P. We are concerned with the language L(P)  of words not satisfying P, 
called P-free words, over a given alphabet Z. We can start also with any set X of 
words and consider the language L(X) of words x over Z avoiding X, that is, no 
element of X is a subword of x. Both ways are equivalent. Suppose L = L(P) = L(X) 
and let d(n) be the number of words of length n in L. The function d(n) is called 
the density of L and we are most interested in its behaviour. If d(n) >I Ca n for some 
constants C > 0 and a > 1, L is said to grow exponentially. If d(n) is bounded by 
some polynomial in n, we say L grows polynomially. The limit ~ = limn-~oo d(n) 1/~ 
always exists and we see that L grows exponentially if and only if/~ > 1. We call 
/~ the density index of L. We also consider the set L~'(P) of P-free infinite words 
over £. The set of infinite words together with the finite words over £ is a compact 
metric space in a natural way and L° ' (P) is  the set of limit points of L(P) in this 
space. These basic concepts and results will be given in Section 2. 
Section 3 is devoted to discussing the case where X is finite. If X is finite, then 
it is proved that the language L(X) grows either exponentially or polynomially. 
In Section 4 we shall consider P-free homomorphisms; a homomorphism is P-free 
if it preserves P-free words. Thue constructed a cube-free infinite word by means 
of iteration of a cube-free homomorphism. P-free homomorphisms with certain 
properties do not only show the existence of P-free infinite words but also give 
information on the global structure of the set of P-free words. We shall prove three 
theorems which give conditions for the following statements obe valid respectively: 
(1) L~'(P) contains a nonempty perfect subset, (2) L(P) grows exponentially, and 
(3) L(P) grows polynomially. 
Brandenburg has defined k-repetitions for a rational number k>~ 1, which we 
adopt in Section 5. Moreover, we shall introduce real numbers equipped with "+",  
and for such a number a we shall define a-repetition-free words as words without 
repetitions not lower than a. A homomorphism is said to be a-repetition-free if it 
preserves a-repetition-free words. We shall give criterions for a homomorphism to 
be a-repetition-free. There we shall need separate arguments in the cases where 
a>2 and a<~2. 
In the final section of the paper we shall put the theorems from the previous 
sections into practice to get results on a-repetition-free words. Some of the results 
are known but others are new. For an integer r>~2 and a real number a I> 1, let 
#(r, a)  denote the density index of the language of a-repetition-free words over r 
letters. We shall give some interesting facts on the function #(r, a),  but a lot of 
things are still unknown about it. In Section 6 we shall give many open problems 
for further studies. 
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N always denotes the set of nonnegative integers. Throughout the paper a countable 
infinite set ~2 is fixed and is called the universal alphabet. Any nonempty finite subset 
of D is called an alphabet. For an alphabet Z, the free monoid and the free semigroup 
generated by ,Y are denoted by ,Y* and ,Y+ respectively. The empty word is the 
identity element of Z* and is denoted by 1. As usual a subset of ~Y* is called a 
language over ,Y. For a word x, Ix[ denotes the length of x. The cardinality of a set 
X is also denoted by IXI. In Section 3, for a matrix M, [M I is the sum of the absolute 
values of the elements of M. The reader should not confuse them. 
2. Languages closed under subwords and properties dominated by subwords 
First we need to introduce a metric on the set of finite and infinite words. Let ,Y 
be an alphabet. An infinite word over ,Y is an infinite sequence ala2.., an. .  • ,  where 
a; ~ Z. The set of infinite words over ,Y is denoted by ,y,o, and ,Y~ denotes the 
disjoint union of ,Y* and ,Y% For two elements x=ala2. . ,  an... and y= 
blb2.., b,,.., in ,Y~, the distance B(x, y) of x and y is defined by 
1 
8(x, 
Y)-min{nla,,  ~ bn}" 
(1) 
where if x = y, then the denominator in (1) is infinite and 8(x, y) is considered to 
be zero. The following fundamental fact is well known (see [14, 28]). 
Proposition 2.1. (.Y#, 8) is a compact, totally disconnected metric space. 
For x, y ~ .Y*, x is called a subword of y if y = uxv for some u, v ~ .Y*. If, in 
particular, u = 1, then x is called a left factor of y. Similarly, x is a right factor of 
y i fv=l .  
A language L over .Y is called s-closed if any subword of a word in L is also in 
L. Clearly, L is s-closed if and only if .Y*\L is an ideal of the monoid .Y*. Let P 
be a property on words in .Y*. A word which does not satisfy P is called P-free. 
The property P is called s-dominated i f the language of P-free words is s-closed. 
That is, if x e .Y* has P, then any word containing x as a subword has P. From now 
on P is always an s-dominated property. Let L(.Y, P) denote the language of P-free 
words over .Y and let I(.Y, P) = .Y*\L(.Y, P). Then I(.Y, P) is an ideal of .Y*. 
Let X be a subset of .Y*. Let I be the ideal of .Y* generated by X, then L = .Y*\I 
is an s-closed language. Words in L are said to avoid X. An s-dominated property 
P is said to be generated by X if the ideal of words satisfying P is generated by 
X. X is called irreducible, if, for any x, y e X, x is not a proper subword of y. An 
irreducible set generating P is the smallest among the sets generating P. P is called 
finitely based if it is generated by a finite set. 
Let x ~ ,Y* and y ~ Zo,. We say x is a subword of y if y = uxv for some u ~ ,Y* 
and v~,Y °'. Here, if u = 1, x is a left factor ofy.  An infinite word y is said to have 
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the property P if some subword of y has P; otherwise, y is said to be P-free. We 
define a subset L°'(2, P) of 2 °' as the set of P-free infinite words over 2, and we 
set L~'(Z, P) = L(2, P) w L'°(Z, P). Let x = a~a2.., a , . . .  ~ ~,o,. For m ~ N, x[m] 
denotes the word a~a2.., am, where x[0] means the empty word. Clearly, x~ 
L~(2, P) if and only if x[m] ~ L(2, P) for all m e N. 
Proposition 2.2. L#(2, P) is the closure of L(,?, P) in the metric space Z#; L'(,~, P) 
is the set of limit points of L( 2, P ). 
Proof. Let {x(°}~N be an infinite sequence in L(,~, P) such that the x ~i) are all 
different. Suppose x = lim~_,oo x <°. Then any subword of x is a subword of x <i) for 
some i, so it is in L(Z,P).  Hence, x is in L~(Z, P). Conversely, if x~L°' (Z,P) ,  
then x[m] ~ L(2, P) for all m ~ N, and x = limm_,~ x[m]. Thus, x is in L~(Z, P) if 
and only if x is a limit point of L(£, P). [] 
In terms of [6], L'°(Z, P) is the adherence of the language L(2, P) (cf. [20]). 
Since Z # is compact by Proposition 2.1, if L(,S, P) is infinite, then it has a limit 
point in L°'(2, P) by Proposition 2.2. Therefore, we have the following corollary. 
Corollary 2.3. L" (2, P) is nonempty if and only if L(,Y,, P) is infinite. 
In most cases, L'~(2, P) is either empty or infinite. Let us define a mapping 
~':,~'--> Z ~' by 7(x) = a2a3.., a , . . .  for x = a~a2.., a , . . .  ~ 2"  with ai ~-S. Then 
~'m(x) = am+~am+2-., for m e N. An infinite word x is called eventually periodic if 
x = uvv..,  v . . .  for some u ~ 2"  and v ~ 2 +. It is easy to see that x is eventually 
periodic if and only if zm(x) = r"(X) for some m ~ n. 
Proposition 2.4. Suppose that for any x ~ 2 +, some power x" of x satisfies P. I f  L ~" (2, P) 
is not empty, then it is infinite. 
Proof. Let y~ L'°(2, P). Then ~'"(y) with n =0, 1, 2 , . . .  are different elements of 
L'°(,Y, P) because y is not eventually periodic by the condition. [] 
If L ~ (?, P) is not empty, then it is a compact, totally disconnected metric space. 
If, moreover, L '° (,~, P) is perfect, that is, it has no isolated point, then it is homeomor- 
phic to the Cantor ternary set (see for example [42, Section 30]). Now basic questions 
about the structure of L~(2, P) are the following. 
Problem 2.5. When is L~(,Y, P) perfect? 
Problem 2.6. When does L" (,Y, P) contain a nonempty perfect set7 
If L~(2, P) contains a nonempty perfect set S, then the closure of S in ,~  is 
contained in L ' (2 ,  P) by Proposition 2.2 and is a compact, perfect and totally 
disconnected metric space, which is homeomorphic to the Cantor set. Thus we have 
the following proposition. 
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Proposition 2.7. I f  L °' (,Y, P) contains a nonempty perfect subset, then it is uncountable. 
A good way to closely feel the size of Lo'(.Y, P) is to look at the behaviour of 
finite words approaching to L~'(.Y, P). Define L(n)  = L(.Y,, P; n) = L(.S, P)  c~ .Y" and 
d(n)=d( .Y ,P ;  n)= IL(-Y, P; n)l for n~N.  The function d(n)  is called the density 
of the language L(.Y, P). 
Proposition 2.8. For n, m ~ N we have 
d(n+m)<~d(n)d(m) .  
Proof. The mapping f : L (n+m)->L(n)xL(m)  defined by f (x )=(a l . . .an ,  
a,,+l . . . an+m) ~ L( n ) x L( m ) for x = al . . . a,,a,,+l . . . a,,+m ~ L( n + m) is injective. 
The inequality follows from this. [] 
As is well known, the inequality in the above proposition assures the existence 
of the limit in the following proposition. 
Proposition2.9. The limit tz=l~(,Y, , P )=l im,_ ,ood(n)  ~/n exists and is equal to 
inf~N d(n)  1/~. 
We call/.~ the density index of L(,Y, P).  Since 0~ < d(n)<~ r~ for all n ~N, where 
r = [Z I, we see 0<~/.~ <~ r. Since the d(n)  are integers,/z = 0 or /z  I> 1. I f /z  = 0, then 
d(n)  = 0 for a sufficiently large n, that is, L(,~, P) is finite. If  L(,Y, P) ~ ,Y*, then 
d(m)  < r m for some m e N, hence, /~ <~ inf d(n)  1In <~ d(m)  1Is < r. We say L(Z, P) 
grows exponentially if there are constants C>0 and a > 1 such that d(n)>~ Cot ~ 
for all n ~ N, otherwise we say L(,Y, P)  grows subexponentially. L(,Y, P)  is said to 
grow polynomially if there is a polynomial f (n )  in n with integer coefficients uch 
that d(n)  <~f(n) for all n e ~1. 
Proposition 2.10. Let r = [,Y[, then 0<~ I.~ <<- r. Moreover, we have 
(1) i~=0 i f  and only i f  L(,Y., P) is finite; 
(2) I.~ = r i f  and only i f  L(,Y, P) =,Y*, 
(3) /z > 1 i f  and only i f  L( ,S, P) grows exponentially. 
I f  L(2~, P) grows polynomially, then /z <~ 1, but the converse is not true (see 
Example 3.3). 
A P-free word x over .Y is called extensible if x is a left factor of some P-free 
infinite word over .Y. Let L(.Y, P) denote the set of extensible P-free words over 2~. 
In terms of [6], /:(2~, P) is called the centre of L(.Y, P). Clearly, /:(2;, P) is an 
s-closed language and contained in L(.Y, P). Set/7.(n) = E(.Y, P; n) =/7.(2, P) c~ .Y n 
and d(n)=d( ,T , ,P ;n )= lE(2 ,  P ;n) l  for n~N. Then, E, ( ,T . ,P ;n )cL ( ,Y ,P ;n ) ,  
d(n)  << - d(n) ,  and d(n+m)<~ d(n)d(m)  holds by Proposition 2.8. Therefore, we 
have the following result. 
Proposition 2.11. The l imit/2 =/ i  (.Y, P)  = lim._,oo d(n)  1/" exists and 0 <~ ~ <- I~(.Y, P). 
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Remark 2.12. Let M = .Y,*/I(.T,. P) be the Reese quotient monoid of .Y* by the ideal 
I(.Y. P). M is a graded monoid with gradation induced by the natural gradation of 
.Y*. Then d(n) is the Hilbertfunction of M defined in [24]. 
More generally, let L be an arbitrary language. The function d(L; n) defined by 
d(L; n)= JLc~,Y~I for n~N is called the density of L. Let L A be the s-closure of L, 
that is, L ^  is the smallest s-closed language containing L. The density of L ^  is called 
the subword complexity of L (see [12]). 
Example2.13. Let ,Y ={a, b} and X ={a2}, and let L= L(X) be the language of 
words over ,Y avoiding X. Let dl(n) (respectively d2(n)) be the number of words 
in L whose final letter is a (respectively b) for n I> 1. Then we have dl(n + 1) = d2(n) 
and d2(n+l)=dl(n)+d2(n). It follows that d(n+2)=d(L;  n+2)= 
dl(n+2)+d2(n+2)=d(n+l)+d(n).  Thus, {d(n)}n~ is the Fibonacci sequence 
and/z = lim,_.oo d(n) ~/" =½(1 +x/5). 
Any mapping or:/2 ->/2 naturally induces an endomorphism o f /2" ,  which is 
denoted by the same symbol or. A property P on words is called universal if it is a 
property on words over/2 and it is preserved by permutation of letters, that is, if 
x ~/2* has P, then so does or(x) for any bijection or of/2 to/2. P is called strongly 
universal if it is preserved by any endomorphism induced by a (not necessarily 
bijective) mapping of/2 to/2. Any endomorphism qb of/2* is called nondegenerate 
if O(a )~ 1 for every a e/2. A universal property P is called persistent if P is 
preserved by any nondegenerate endomorphism of/2*. If x ~/2* is an image of y 
by some nondegenerate endomorphism of/2", x is called a nondegenerate substitution 
instance ofy. I fx = or(y) for a bijection or of/2 to/2, we say that x and y are congruent. 
Let X be a subset o f /2* .  Define a property P = P(X) in the following way: 
x e ,Y* has P if and only if x has a subword which is a nondegenerate substitution 
instance of some word in X. Then P is a persistent s-dominated property. X is 
called a set of patterns for P and P-free words are said to avoid the patterns X (cf. 
[3]). A set X of patterns is called minimal if no subword of x is a nondegenerate 
substitution instance of y for any different x and y in X. Any set X contains a 
minimal set of patterns which is unique in the following sense. If X~ and X2 are 
two minimal sets in X, then there is a bijection f :  X1 --> X2 such that x and f(x) are 
congruent for any x ~ X1. 
Example 2.14. Define a property P as follows: x has P if and only if x has an 
overlapping factor, that is, x has a subword of the form AAa with a e/2 and 
A e a/2*. Then X = {a 3, ababa} is a minimal set of patterns for P. 
3. Words avoiding a finite number of given words. 
Let .Y be an alphabet and X be a finite subset of .Y*. Govorov studied the growth 
of graded algebras in [19] and gave results about the Hilbert functions of graded 
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monoids (similar esults were given by Kim, Putcha and Roush [23]). In this section 
we employ Govorov's method to obtain basic results on the language L = L(X) of 
words avoiding the finite set X. Let l = max{I x ll x ~ x} and let V= Lc~ ,y~-i. Suppose 
V={vl, v2, . . . ,  vs}. For i,j with 1 ~< i,j<-s we define 
mij=fl if vj is a right factor ofv ia~L for  some a~.S, 
[0 otherwise. 
The s x s matrix M = (mij) is called the characteristic matrix of X (or L). Let n i> l -  1 
and let Lj(n) be the set of words of length n in L with vj as their fight factors, 
where 1 <~j<~s. Let d j (n)= ILj(n)l, then 
d(n) =lLc~ ~:nl = d~(n)+ d2(n)+" "+ as(n). 
Since Lj(n + 1) = {xalx ~ Li(n) for some i with m 0 
of vj, we see 
dj(n+ l)= ~ d,(n)m#. (2) 
i= l  
= 1}, where a is the final letter 
Noting that dj( l -  1) = 1 for j = 1 , . . . ,  s, we have by (2) that 
(all(n),..., ds(n))= (1 , . . . ,  1)M "-'+~. (3) 
$ 
For a matrix A = (aij), let IAI denote the/ l -norm of A, that is, IAI =Eo la,jl. By (3) 
we have 
d(n) = d~(n) +. . .  + d~(n) = IM"-'+~ I. (4) 
Since M is a nonnegative matrix, a characteristic root A of M of maximal absolute 
value is a nonnegative r al number, which is called the Frobenius root of M (see 
[17]). As is well-known, we have 
h = lim IM~I ~/n, 
n--~oO 
which is equal to the density index/~(X)  = lim,_,oo d(n) 1/" of L by (4). Thus we 
have the following theorem. 
Theorem 3.1. Let M be the characteristic matrix of a finite set X. Then the density 
index of the language L( X)  of words avoiding X is equal to the Frobenius root of M. 
If A = 0, then M is nilpotent. If A = 1, then IMn[ is bounded by a polynomial in 
n. In fact, since IMnl <~ I TI I(T-1MT)"lIT-al, to prove the last assertion we may 
assume M is of the Jordan normal form; but in this case the proof of it is easy. 
Therefore we have the following bounds. 
Theorem 3.2. Let A be the Frobenius root of the characteristic matrix of a finite set X. 
Then L(X)  grows either polynomially or exponentially according to A <~ 1. or A > 1. 
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In Example 2.13 the characteristic matrix of X is (o ~). The Frobenius root of 
is ½(1+x/5) and L(X) grows exponentially. Another simple example is given b, 
letting Z = {a, b} and Y = {ab}. Then, the characteristic matrix of the language L( Y 
is (~ o) and the Frobenius root is 1. Hence, L(Y) grows polynomially. In fact, it i 
easy to see that d (n) = I L(Y) c~ 2"[ = n + 1. 
If X is not finite, then L(X) may grow subexponentially but faster than an, 
polynomial. 
Example3.3 (cf. [19, Example 1]). Let Z ={a, b} and X={ai+lbia i, bi+laib~li= 
1, 2, 3,...}. Then the language L(X) of words avoiding X grows subexponentiall,. 
but is not bounded by a polynomial. In fact, there are constants a and /3 witl 
a >/3 > 1 such that 
fl~g < d(n) < a "/-~ for all positive integers n, 
where d(n) is the density of L(X). 
4. P-free homomorphisms 
Let P be a universal s-dominated property and let .Y and A be alphabets. Le 
O:.Y*-> A* be a homomorphism of monoids. • is called a P-homomorphism i 
• (I(2, P)) c I(A, P); ~b is called P-free if ~(L(.Y, P)) c L(A, P). • is said to b, 
nondegenerate if ~(a) # 1 for any a ~ .Y. A nondegenerate homomorphism inducer 
a homomorphism of semigroups from .Y+ to A +. • is called growing if it it 
nondegenerate and 2 for some a~.Y; • is strictly growing if IO(a)l>--: 
for all ac~Y; ~ is uniformly growing of rate p (I>2) if ]C~(a)l= p for all a~.  
A nondegenerate homomorphism • uniquely induces continuous mapping 
4,o : .yo, __> A,O and ¢ 5# :.Y# --> A ~, because .Y* is dense in Z ~. Clearly, P is persisten 
if and only if any nondegenerate homomorphism is a P-homomorphism. Therefore 
if P is persistent and • is nondegenerate and P-free, then x ~ L~(.Y, P) if and onl' 
if ~#(x)~L#(A,P) .  
Proposition 4.1. Let P be a universal s-dominated property. If L(.Y, P) contains ,
nonempty word and if there exists a growing P-free homomorphism ¢5 :.y*--> ~y*, the; 
L~'(~,,P)~O. 
Proof. Since P is universal, there is a P-free word x containing a letter a such tha 
I~(a)[ >I 2. Without loss of generality we may assume the letter a appears in ~(a)  
Then ~i(x), i = 0, 1.2,. . .  are different elements of L(~, P), and hence, L~'(,~, P) #l  
by Corollary 2.3. [] 
The most effective way adopted by many authors to construct a P-free infinit( 
word has been to iterate a P-free homomorphism as is done in the proof of th, 
above proposition. More than that, the existence of certain kinds of homomorphism: 
gives us more precise information about P-free words. 
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Theorem 4.2. Let ~, be an alphabet and P be a universal s-dominated property such 
that a sufficiently high power x" of any word x ~ .~+ satisfies P. Assume that there 
exists a growing P-free homomorphism ~ :.~*--> Z*. I f  L(.Y, P) contains a nonempty 
word, then L '° (.~, P) contains a nonempty perfect subset. 
Proof. Let [-YI = r. We shall prove the assertion by induction on r. When r = 1, the 
assertion is true because there is no growing P-free homomorphism over one letter. 
Suppose r> 1 and let a e ,Y be such that I (a)l 1> 2. Let b be the first letter of ~(a)  
and let ¢r be a permutation of ,Y such that ¢r(b)= a. Since P is universal, ¢r o ~ is 
also a P-free homomorphism. So we may suppose from the beginning that the first 
letter of ~(a)  is a. Then, for any integers n > m t>0, q~"(a) is a left factor of q~n(a). 
Therefore, we find that the limit x = lim,_.oo q~(a) exists, x is P-free, q~°'(x) = x, and 
~"(a)  is a left factor of x for any n ~ N. 
First, suppose that the letter a appears only in the first position of x. Let E1 be 
the set of letters appearing in x other than a. Then q~(b)e ,S1 for any b ~ ,Y1 and 
hence, ~(,Y~*) '-" ,Y*. Thus ~ = is a P-free homomorphism on Z*. If  gt is not 
growing, then ~ is induced by a permutation of -Y1. Let ~(a)  = av with v ~ ,Y~-. 
There are. positive integers m and N such that ~"+m(v) = aP"(v) for any n 1> N. 
Since x=avr l t (v ) tP2(v ) . . .  ~"(v) . . . ,  x contains any high power of 
~(v)~N+~(v) . . .  ~N+m-~(v). This contradiction implies that ~ is growing. By 
the induction hypothesis L°'(,Y~, P) and so L°'(,Y, P) itself contain a nonempty 
perfect subset. 
Next suppose the letter a appears in x at least twice. We shall show that the set 
S={¢' (x ) [x~l}  is perfect, where z was defined in Section 2. To show this, it 
suffices to prove that x is not isolated in S. In fact, if there is a sequence {nili ~ N} 
such that x = limi_,oo z"'(x), then, for any n ~ N, r~(x) = limi_,~o z"+"(x). Now, take 
a positive integer m such that the first letter of zm(x) is a. Then, for any i a N, qb'(a) 
is a common left factor of x and ~(~'m(x)). Since q~(x)=x,  q~(¢" (x ) )= "r",(x) 
for some n~ ~ ~. It follows that x = lim~_.~o z"'(x). Note that ¢ ' (x )  # r"(x)  for different 
m and n in N because x is not eventually periodic. Since {n~[i ~ N} is a strictly 
increasing sequence, we conclude that x is not isolated. [] 
Theorem 4.3. Let A and .~ be alphabets with [.~[ < IAI. Let P be a strongly universal 
s-dominated property and assume L(.S, P) contains a nonempty word. I f  there is a 
uniformly growing injective P-free homomorphism ~ :A*--> .~* of rate p, then L(.T,, P) 
grows exponentially. More precisely, there are real numbers ot > 1 and C > 0 such that 
d(.T,, P; n) >>- d(Z, P; n) >i Ca" for all n ~ N. 
Proof. The group G of permutations of the letters in ~Y naturally acts on/~(~, P; n), 
because P is universal. For x ~/Z(2, P; n), T(x) denotes the orbit of x~ Let 21 be 
the set of the letters appearing in x and set ~?2 = ~\21-  Let ao be a fixed letter in 
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~. For a ~ ~ define Go = {¢ ~ GI z(a) = ao} and Ta(x) = {T(x) l ~" ~ Ga}. Let To(x) 
I,_Jo~Z~ To(x), then To(x) = To(x) for any a e ~2, and we have 
T(x) = [..J To(x)u To(x) (disjoint union). 
ae~l 
Let r = I~:l and s = IZll, then 
ITo(x)l=(r-1)(r-2) . . .  ( r - s+ 1) 
for a ~ ~1 and 
ITo(x)l = ( r -1) ( r -2)  . . . ( r - s ) .  
Let n~ be the number of occurrences of a e ~ in x. Then, n~ = 0 if a ~ Z2, a 
Za~:~ na = Ixl = n. 
Now, let ~ be a homomorphism induced by a surjective mapping ~ : A ~ ~ su 
that I~- ' (ao) l  = t, where t= lza l - I~ l÷ 1 >~ 2. Let y~ T~(x); then I~ - ' (y ) l  = t"o a 
~- l (y )  c/S(A, P; n), because P is strongly universal. Since • is P-free and injecti 
we have ~(~-~(y)) ~L(~, P; pn) and ]~(gt- l (y))  I = t "o. Therefo 
• (gt-~(T(x)))~/S(~, P; pn) and by (5), (6), and (7) we have 
Ich(~-l(T(x)))l=lTo(x)l + Z ITa(x)l t'° 
=(r -1 ) ( r -2 ) . . . ( r - s+ l ) ( r - s+ ~ t"o) 
=(r -1 ) ( r -2 ) ' "  ( r - s+ l )  5". t"o 
>~(r -1 ) ( r -2 ) . . - ( r - s+ l ) r (xa~H t"°) 1/" 
=lT(x)l t~/~. 
From this it follows that 
d(~, P; pn)~ I~(~'- '(E(~:, P; n)))l >~ J(~:, P; n)t n/'. 
Note that d(1) = r and d(n) is an increasing function. Let n be such that pm+l > 
pm with m e N then 
d(n)  ~ , / (p" )  ~ ,/(1)t ~ ' ' - '++'+1) / "  
rt(Pm-l)lr(p-1)> rt(nlp71)lr(p-l) 
= Col n 
where C = r/(P/'(p-~)) and a = tl/~P-~)> 1. [] 
Remark 4.4. A uniformly growing homomorphism • :  A*-~ ~* is injective if a 
only if ~(a)~ ~(b)  for any different a, b e A. 
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Theorem 4.5. Let P be an s-dominated property and let • : 2*  --> Z* be a strictly growing 
P-homomorphism. I f  there are positive integers M and N such that any x ~ L( 2, P) 
with Ixl >~ M is written as x = uyv, where u, v, y ~ 2*, ]ul <~ N, Iv[ <~ N, and y E Im ~, 
then L( 2, P) grows polyilomially. More precisely, if 1~, [= r aild p = min{I ~(a)[I  a ~ 2}, 
then letting d(2,  P; n) =~"--o d(2, P; i), there is a positive coilstailt C such that 
d(Z, P; n) <~ d(Z, P; n) <~ Cn '~ for all positive integers n, where ol = 
21ogp(l+ r+.  • -+rN).  
Proof. Set L(Z,P;  n)=[_.J,~=oL(Z, P; i), then t t (n)= d(2, P; If) = I/S(2, P; n) I for 
n~N. LetT=[..JiN=o2 iandT '= M-1 i [--Ji =o 2 ,  then  I TI = 1 + r +. . .  + r N (= t) and  IT'[ = 
1 + r +" • • + r M-I (= t'). For x e £(2, P; n) with Ixl >/M, there are u, v ~ T and y e 2*  
such that x=u¢(y)v .  Since • is a P-homomorphism, y~L(2 ,  P) and ly[~ < 
I~,(y)l/p<~ flip. So the image of the mapping 8: Tx  £(2, P; Int(n/p))  x T~Z*  
defined by 8(u, y, v) = uO(y)v contains/~(Z, P; n) \  T', where Int(n/p)  is the greatest 
integer not exceeding n/p. It follows that d(n)  ~< d(Int(n/p))t2+ t'. Let n > M, then 
there are positive integers m and mo such that p"  ~ n > pro-1 and p mo >- M > p mo-~. 
Since d(n) is increasing, we have 
d(n)~ ~(pm)~ ~(pmo-1)t2(m-mo+D (1 + t 2 +-" "+ t2(m--r%))t'. (8) 
If t > 1, then the last term is not larger than 
tt(M - 1)t 2("-mo+1) + 
t 2(ra-m°+l) -- 1 2t't2t 2m 
t '<  t 2 -  1 t 2m° 
2t't 4 
t21ogp M t21°gp n = Gila, 
where C =2(1+-  • -+ rM-1)(1 + • • -+ rN)4/(1 + • • "+rN) 21°gp M and a = 
2 logp(1 +" • • + rN). If t = 1, that is, a = 0, then from (8) we can derive the inequality 
d(n) ~<C logp n. (9) 
If L(,~, P) is infinite, then clearly d(n) I> n, which is impossible by (9). Therefore, 
L(,~, P) and £(,~, P) are finite, and so d(il) is bounded by a constant. This completes 
the proof. [] 
Applications of the theorems in this section will be given in Section 6. 
. a-Repetition-free homomorphisms 
Let x ~ 2; + and let y be a left factor of x. The word 
xSy=x...xy 
$ 
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is called a t-repetition of x, where s is a positive integer and t=s+[yl/Ix[; xSy 
written as x t. This definition is due to Brandenburg [7]. Let t be a real numb~ 
greater than one. A finite or infinite word x ~ ,~# is said to be t-repetition-free if 
does not have a subword which is an s-repetition of a nonempty word such th; 
s t> t; x is said to be weakly t-repetition-free if it has no s-repetition with s > t. "[ 
give a unified treatment to the two kinds of repetition-freeness above, we introduc 
the following. 
Let Q be the set of rational numbers and Q+ = {a+l a ~ Q} be a set isomorphic ! 
Q. Let R = R u Q+ be the disjoint union of the set R of real numbers and Q+. T[ 
linear order in R is naturally extended to R as follows: 
a<b + and a+ <b i f a<b,  (1( 
a<a +. (1] 
For a ~ ~, x ~ Z # is called a-repetition-free if x has no t-repetition such that t >~, 
Then, for t ~ Q we can say x is t+-repetition-free instead of saying x is weak] 
t-repetition-free. For a s 8, Int(a) stands for the greatest integer not exceeding 
and Int(a)  the least integer not smaller than a. For example, Int(2)= Int(2+) :
Int(2.1) = Int(1 ÷) = 2. 
Remark 5.1. Let a ~ ~. Then, 'having a-repetitions' is a strongly universal s-dom 
nated property (see the following proposition). It is persistent if a is an integer 
an integer with +. 
Proposition 5.2. A uniformly growing homomorphism preserves a-repetitions for al 
aER.  
If a homomorphism is not uniformly growing, it does not preserve a-repetitior 
in general. In fact, let ,~ = {a, b} and let a homomorphism O :,~*-> Z*  be define 
by O(a) = ab and ¢5(b) = b. Then bah is a 3-repetition, but O(bab) = babb is on] 
a ~-repetition. 
A 2-repetition and a 3-repetition are called a square and a cube respectivel: 
About square-free homomorphisms and cube-free homomorphisms many resul 
are known (see [3, 4, 5, 10, 22]). However, on a-repetition-free homomorphisn 
for a noninteger a, very little has been studied. If a is not an integer and if 
not uniformly growing, we cannot expect ¢5 to be a-repetition-free. In fact, 
O:Z*-->A* is not uniformly growing, that is, IO(a) l>lO(b)[  for some a, be~ 
then, for example, aba is a I-repetition, but @(aba) is a repetition higher than 
So, in the rest of this section we shall consider only uniformly growi~ 
homomorphisms. 
Let • : Z*--> A* be a uniformly growing homomorphism. Suppose that O(a) an 
O(b) have the same initial letter for some different a and b in ~. Let x, y ~ Z + an 
suppose the first letter o fy  is a. Let k be a positive integer and let a = k + ]xl/(Ix[ + lYl 
Repetition-free words 187 
Then (xy)kxb has just an a-repetit ion of  xy, but @((xy)~xb)= 
(~(x)~(y) )~@(x)@(b)  has a repetit ion of @(x)~(y)  higher than a. So, when we 
consider a-repet it ion-free homomorphisms,  we shall include the fol lowing con- 
dition. 
@(a) and ~(b)  do not have the same initial letter nor the same (12) 
final letter for any different a and b in Z. 
The fol lowing two theorems give sufficient condit ions for a uniformly growing 
homomorph ism to be a-repetit ion free. The point is that we can check the condit ions 
by examining certain properties on only a finite number  of words. 
Theorem 5.3. Let Z and A be alphabets and let 4, : Z*  --> A* be a uniformly growing 
homomorphism of rate p. Let ot E R such that ot > 2. Then, el, is a-repetition-free if it 
satisfies condition (12) and the following conditions. 
¢'(x) is a-repetition free for any a-repetition-free word x e ~,* of (13) 
length <~ In t (a )  + 1. 
For any a, be.~, if a left factor u of 4,(a) with lul>-½p is a right (14a) 
factor of ~(b) ,  then cl,(a) = uv and cI,(b) = vu for some ve  A*. 
The left-right dual of (14a). (14b) 
Proof. Suppose that tp satisfies the conditions. Let x = ala 2 . . .  a, e ,Y,* and assume 
that ~(x)  has an s-repetition, where s is a rational number  such that In t (a)  t> s I> a, 
that is, ~(x )  = ywSz for y, z E A* and w E A ÷. We shall show that x has a repetit ion 
not lower than s. We may suppose n ~>Int (a)+2 by (13), and moreover, we may 
suppose that ~(a l )  =YYl, dp(a,,) = z ' z  and w s =y l~(a2 . . .  a,_l)z', for Yl, z" e A +. 
Since n - 2 I> s, we have 
W = y lCP(a2)  . . . (I)(ait_m)Zi, 
= y,~q~(a,,+l).. • Cl ) (a i2 -1 )z i2  
and 
, ° ° 
= Y4-1~(a4-,+,)... @(ai,-~)z4 (15) 
w e-'  = y,,q~(a4+l)... ~(a,_~)z' ,  
where 1 < i~ < i2 <" • • < i, <~ n, t = Int(s) - 1, Yij e ,~+, zij e £* ,  and z~jy~ 
(16) 
= ~(%)  for 
j = 1 , . . . ,  t (when i, = n, we replace (16) by z" = z .w s - '  and define y .  = wS- tz ) .  
(1)(a I) (1)(a 2) (1)(a. ) (1)(a.) (1)(a) 
y w w w z 
F ig .  1. 
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If lyd =ly,,I, then y~=y, , ,  ~(a2) = ~(a , ,+ l ) , . . . ,  ~(a,~_~) = t JS(ai~_l)  and z~,= zi~ 
By condit ion (12) we get al = all ,  a2=ai ,+ l , . . . ,  a6-1 = ai2-1. Since ]y i J=p- - lZ i2 [  = 
p-lz,~l = ly,, I ,  we have y~, =y~. Repeating this we find that 
i~ - l= j ( i l -1 )  for j=  1 , . . . ,  t (17 
and 
a 1 = a 6 = • . . = a6_  l , 
a 2 = a6+ 1 =. . .  = a6_t+ 1 , 
a i l _  1 ~-  a i2_  1 = . . . = ai_ 1, 
and moreover, ai ,  = a l ,  a i ,+ l  = ax ,  • • • ,  an  = an- i ,+1 .  Therefore, 
X = a la  2 .  . .  a ,  = (a la2 . . .  a6_ l ) ta la2 . . ,  an -h+1.  
Thus, x is a (t + (n -  i, + 1) / ( i l -  t))-repetit ion of a la2 . . ,  a6_ 1 . Since np= 14)(x)l 
]wl" = ( i l  - 1 )ps ,  we have n t> ( ix -  1)s. Noting it - 1 = t ( i l  - 1) by (17) we obtaiJ 
t + (n - i, + 1)/(i~ - 1) I> s. Therefore, x has at least an s-repetition. 
If ]Yi~l = ]Yij+,] for some integer j with 1 ~<j < t, then a similar argument to the abov 
would show that Yl =Yil . . . . .  Yi,. So we may suppose that ly~jl # ]yi~+,] for j :  
1 , . . . ,  t -  1. Since n t>Int (a )+2>~ t+3,  there is an in teger j  with 0~<j<~ t such tha 
/j +2~</j+l, where io and i,+~ are understood to be 1 and n respectively. 
First, consider the case j < t - 1. We suppose ly,,+,l > ly,,I; the case [y~j+,[ < ly,,I ca] 
be treated similarly. Then ~(a~l )  = uv, where u is a proper fight factor of ~(a~;+, 
and v is a proper  left factor of ~(a~j+,+l). One of  lul and Ivl is not less than ½p. W 
suppose lul ~>½p; the case Ivl-->½p is similar. Then, by (14a) we see 
• (a,~+l) = vu. (18 
Since ~(aij+,+l) has v as a left factor, ~(a~j+,+~)= ~(aij+,) = vu by (12). Thus, u i 
a right factor of  ~(a~j÷2), so again by (12), ~(a~j÷2) = ~(a i ,÷~)  = uv. Repeating thi 
we find ~(a~+,) = ~(a~,÷2) . . . .  = ~(ai,+,_,) = uv and ~(ai~+,) = ~(a~+,+,) . . . . .  
@(aij.~) = vu. (Fig. 2). 
If z~j+, # 1, then ff~(a~+,) has the same initial letter as tt Hence, by (12), we fin, 
cI,(a~+,) = uv,  which, with (18), gives uv = vu. So, u and v are powers of the sam 
word, say h e A +. It follows that ~(a~j+,) = h ~ with 1 >t 2, but then 4' cannot satisf 
condition (13). Therefore, z~,+, must be empty and consequently, 
w = v. ~P(ai~+,) . . .  ~(a~,÷,_~) = ~(a~, . ) . . .  ~(a~÷~ ,). v 
Yi ~(a i.+l ) O(a i +2 ) ~(a. ~) z. 
l j+2 
Fig. 2. 
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Hence, ~(aij+z) = vu and y~j+z = u, implying both u and v are left factors of  w and 
have the same initial letter. By (12) we have uv = tru, but this contradicts condit ion 
(13) as we have seen above. 
Next, consider the case j = t -1 .  In the same way as above we find ~(a~;)= 
~(a~+~) = uv and ~(a~_, )= ~(ai~_~+l)= vu for some u, v~ A +. If/~_~+ 1=/~, then 
uv = vu, which is impossible. So we have/j_~ + 2 ~< ij. Now, by replacing j by j -  1, 
we can reduce this case to the preceding case. 
The final case where j = t can be reduced to the case where j = t - 1; the details 
are left to the reader. [] 
Next we treat the case a <~ 2. We need the following easy lemma. 
Lemma5.4. Let a~, a2, b~, b2, be positive real numbers. Then either a~/bl or a2/b2 
is not smaller than (a~ + a2)/(b~ + b2). 
Theorem 5.5. Let ~,, A, and ~b be as in Theorem 5.3. Let a be such that 1 < a <~ 2. 
is a-repetition-free if  O satisfies condition (12) and 
O(x) is a-repetition-free for any a-repetition free word x ~ ,Y* 
of length ~<3. (19) 
Proof. Let x = a~az.. ,  a, ~ ,Y* and suppose O(x) has an s-repetit ion for a rational 
number s such that s >~ a. We shall show that x has a repetit ion ot lower than a 
under condit ions (12) and (19). We may suppose that s <~ 2, O(x) = uyzv, z is a left 
factor of y such that Izl/lyl=s-1, ~(a~)=uy~, ~(an)=z ,v  and yz= 
yl ~(a2 . . .  a,_~)z,, where u, v ~ A* and y, z, y~, zn ~ A ÷. Moreover,  we may suppose 
n>~4 by (19). Since Izl/lyl < 1, we have either 
y=y~(a2) . . .  ~(aj_~)z~, z=yjq~(aj+~). . .  ~(a,_~)z, and 
(20) 
zyj = @(as), for some j with 1 < j< n and yj ~ A +, zs ~ A*, 
or  
Y=yl~(a2) . . .  ~(a,_ l )z"  and z ' z=zn ,  with z" eA*.  (21) 
First we treat case (20). If  lyd -- lyjl, then, by (12) we have ~(a~) = ~(a j ) ,  ~(a2) = 
• (a j+ l ) , . . . ,  ~(a , _ j )=  4~(an_~), and 4) (a ,_ j+~)=~(an) .  Hence, u=zj  and x= 
(ala2. . .  aj_~)(ala2. . . a~_j+~). Since plal . . .  aj-d = I~(a,)... ~(aj-~)l =
ly,~(a2).., e~(aj_OzA=lYl and pla~...an_j+d>~lzl, we see x is a repetit ion of  
a~. . .  "aj-i not lower than s ~> a. 
Let us suppose lyd > [yj[- Then we see y~ =yjw for a proper  right factor w of  
q~(al). If lyd>lzl ,  then j=n-1 ,  z=y,_~z, ,  and w=z~g for some g~A +. Then 
• (alan) contains a (l+[znl/Iwl)-repetition of w and ~(a,_la~) contains a (1+ 
ly,-d/(lyn-d+lul))-repetitiori f  yn_~u. Since Iwl+lY, - , l+lul=P<lYl  and Iz, l+ 
lyn-,I--Izl, Lemma 5.4 tells us that one of  1 + Iznl/Iwl and 1 + lYn-,I/(lYn-d + lUl) is 
larger than 1 + Izl/lyl -- s ~> a. So al = a, or a~ = an-~ holds by (19). In either case, 
• (a,_~a,) contains z = yn-~Zn in tWo different positions, and so contains a repetit ion 
higher than s I> ,~. Therefore, we have a,_~ = a, and x has a square. 
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On the other hand, if  lYl[ ~< Izl, then w is a proper left factor of  ~(aj+~). Hence, 
• (a~as+~) = uysw~(as+~) has the square w 2, and, by (19), a~ = as+ ~ holds. If j+  1 < n, 
then ~(aj+O = wg for a left factor g of  ~(a2).  Then, ~(as+la2) also has a square 
and, consequently, a2 = aj+,. Thus, x has the square a 2. Now suppose j + 1 = n, then 
a, = a. and z. = wg for a left factor g of  ~(a2);  ~(a2) = gh for h e A*. Then, ~(a~a2) 
contains a (1 + ([w[ + [gD/(p-Iw]))-rep etit i°n of uy.-1 and ~(a. - la l )  contains a 
(l+[y~_ll/(p-[w]))-repetition f  y._lU. By Lemma 5.4 we find that one of  1+ 
( Iwl+lgl ) / (p- lwl)  and 1 +ly . -d / (p - lw l )  is larger than 1 +lzl/2p > s >i o. Therefore, 
a, = a2 or a._~ = a~ = a.  holds and x contains a square (Fig. 4). 
Next, suppose lyd < lys[- Then yj =y~w for a proper left factor w of ~(a2) and 
• (aja2) has the square w 2, so that a2=aj. I f  [z 1 1> ly [+p, then ~(a2)= wg for a 
proper left factor g o f  qb(aj+~). Hence, ~(a2as+l) has the square g2. Therefore, 
a2 = aj+~ and x contains the square ajaj+~ = a 2. I f  Izl < lyd +p, then j + 1 = n and wz. 
is a left factor of  ~(a2).  Not ing n I> 4, we can show in the same way as in the case 
where Izl t> [y~l > lyjl and j+  1 = n that al = a2 or a.-1 = a. holds and x contains a 
square. 
Now we treat case (21). First, suppose [YI[ < [z[; z = y~w for a proper left factor 
w of ~(a2). Then ~(ala2a.) contains Yl ~(a2)z'z, which is a repetit ion of y, ~(a2)z"  
higher than s ~> 0. Hence,  al = a2, a~ = a., or a2 = a. holds. I f  a~ = a. or a2 = a., 
then qb (a~ a2) contains z doubly and has a repetit ion higher than 0, and, consequently, 
we can conclude al = a2. Thus, x has a square. Next, suppose lyd I> [zl. Then y~ = zw 
for some w e A*, and we find that C~(a~a.) contains zwz'z, which is a repetit ion of 
zwz" higher than t~. Hence,  a~=a., and x contains an n/(n-1)-repet i t ion of 
a~a2.., a._~ ~ where 
. p- lu l  
( . -1 )  > l+p(n -1) - Iu  ] 
The proof is complete. [] 
~(a l)=~(a n) ~(a 2) 
UYn- I 
Fig. 4. 
~(an_ 1 ) ~(a I ) 
Yn-i u Yn-I w 
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6. Analysis of a-repetition-free words 
In this section we shall utilize the results obtained in the previous ections to get 
information about a-repetition-free words. Let ,Y be an alphabet with r letters and 
let a ~R. Let L(Z, a) or L(r, a) denote the language of a-repetition-free words 
over -Y and let L °' (,Y, a ) or L °' (r, a) denote the set of a-repetition-free infinite words 
over 2. Moreover, L( ,Y ,a ;n )=L( r ,a ;n )=L(~, ,a )nZ"  and d(~,,a;n)= 
d(r,a; n)=lL(~,,a; n) I. Clearly, if a~<fl, then L( r ,a )cL( r ,~)  and L'°(r,a)= 
L'(r, ~). By Corollary 2.3 and Proposition 2.4 we have the following result. 
Proposition 6.1. The following statements are equivalent. 
(1) L( r, a) is infinite. 
(2) LO'(r, a) is not empty. 
(3) L°" ( r, a) is infinite. 
It is easy to see that L(2, 2) is finite and L'°(2, 2) is empty. It was Thue [40] who 
has proved for the first time that L'~(2, 2+), the language of overlapping free words 
over two letters (Example 2.14), is not empty. 
Example 6.2. Let ,Y = {a, b}. Define a homomorphism O: ,Y*--> ,Y* by O(a) = ab and 
O(b) = ba. Then O is a 2+-repetition-free uniformly growing homomorphism by 
Theorem 5.3. This O is called the Thue homomorphism (see [40, 41]). 
By Theorem 4.2 we have the following theorem. 
Theorem 6.3. L°'(2, 2 +) contains a nonempty perfect subset and is uncountable. 
More generally, Fife [16] has proved that L*'(2, 2 +) itself is perfect. He obtained 
the result by applying his powerful method which enables us to get all the extensible 
2+-repetition-free words over two letters (see [15, 18]). Though L°'(2, 2 +) is uncount- 
able, L(2, 2 +) grows very slowly. 
Theorem 6.4. L(2, 2 +) grows polynomially. More precisely, letting d ( n ) be the density 
of L(2, 2+), there exists a positive number C such that d(n) <~ Cn ~' for all positive 
integers n, where a = 2 log2 7 = 5.614 . . . .  
Proof. Let ,Y -{a,  b} and let O be the Thue homomorphism given in Example 6.2. 
If we can show that for any x e L(,Y, 2 +) there are u, v, y ~ ,Y* such that x = uyv, 
lul ~ 2, Iv I ~< 2, and y e Im O, then the result follows by Theorem 4.5. We shall prove 
this by induction on n = Ix[. For n ~< 8 we can easily check the assertion by hand. 
Suppose that x = ala2.., a,, and n I> 9. By the induction hypothesis ala2.., a._~ = 
uyw for u, y, we,Y* with [ul~2, Iwl~<2, and y~Im O. In such triples (u, w, y), 
take y so that [y[ is maximal. Suppose Iw[ = 2 and w = a._2a,,_l. If a,-2 # a,_~, then 
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yw e Im O, contradicting the maximality of ]y[. Hence, a,_2 = a,_l( = a). Then a, = 
a,-3 = b. Note that [Yl ~> n - 5 t> 4. Since y e Im O, the right factor of length 4 of y 
is either abab or baab. In either case yaab has a 2+-repetition, a contradiction. 
Hence, we get ]w[ ~< 1. Now letting v = wa, we have a desired triple (u, v, y). [] 
The fact that L(2, 2 +) grows polynomially was first proved by Restivo and Salemi 
[33, 34] (see also [37]). They showed that d(n) <~ Cn '~ with a = log2 15 = 3.906 . . . .  
If we examine the proofs of Theorems 4.5 and 6.4 precisely, we can give a better 
result, but we do not go into details here. 
If x e Im O, then the number of occurrences of the letter a in x is ½1x[. So, by the 
proof of Theorem 6.4, we see that for any x e L(2 +, 2) the ratio of the number of 
occurrences of a in x to the length of x approaches ½as Ix[ ~ co. This fact is interesting 
in contrast with results in [32]. 
Since L~'(2, 2 +) is uncountable, so is L°'(2, 3). Brandenburg [7] proved that L(2, 3) 
grows exponentially. He gave a uniformly growing cube-free homomorphism 
:{a, b, c}*--> {a, b}* by ~(a)  = aabbab, ~(b)  = aabbab, and ~(c)  = abbaab. By 
Theorem 4.3 and Remark 4.4 we have the following theorem. 
Theorem 6.5. L(2, 3) grows exponentially. 
Here an interesting problem comes up. 
Problem 6.6. When does L(2, a)  turn from polynomial to exponential growth as a 
varies from 2 to 3 ? 
Following [7] we define the repetitive threshold RT(r) for an integer r~ >2 by 
RT(r) = sup{a ~R[L°'(r, a) =~}. 
By the results of Thue we have stated before, RT(2)= 2. D6jean [11] proved that 
RT(3) =7 by constructing a special 7+-repetition-free homomorphisms over three 
letters as follows. 
Example 6.7. Define a homomorphism 8 : {a, b, c}* -> {a, b, c}* by 
8 (a) = abcacbcabcbacbcacba, 
8 (b) = bcabacabcacbacabacb, 
8(c) = cabcbabcabacbabcbaa 
By Theorem 5.5, 8 is a uniformly growing 7+ •. -repetmon-free homomorphism. We 
call 8 the Ddjean homomorphism. 
Again by Theorem 4.2 we obtain the following result. 
Theorem 6.8. L~(3, 7+) contains a nonempty perfect subset and is uncountable. 
Shelton (and Soni) [38] proved that L'~(3, 2) is perfect (see also [39]). In vieg 
of the result of Fife [16] stated after Theorem 6.3, we raise the following problem 
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Problem 6.9. Is L°'(3, ~+) perfect? 
Brandenburg [7] and Brinkhuis [8] independently proved that L(3, 2) grows 
exponentially. Brandenburg ave a square-free uniformly growing homomorphism 
O:{a, b, c, d}*~{a, b, c}* by 
( a ) = abacabcacbabcbacbc, 
O ( c ) = abacabcacbcabcbabc, 
By Theorem 4.3 we have 
@ (b) = abacabcacbacabacbc, 
@( d ) = abacabcbacabacbabc. 
Theorem 6.10. L(3, 2) grows exponentially. 
In view of Theorem 6.4 we pose the next question. 
Problem 6.11. Does L(3, 7+) grow polynomially? 
Recently, Pansiot [30] determined the value of RT(4) as 7. However, RT(r) is 
not known for r>~ 5. Since any word of length r+2 over r letters has an 
r / ( r -  1)-repetition, we see RT(r)/> r / ( r -  1). 
Problem 6.12. Determine the value of RT(r) for r~> 5. Is it equal to r / ( r -1 )?  Is it 
a rational number at least? 
A more general problem is to study the density index/~(r, a) = lim,_~o d(r, a; n) 1/" 
of L(r, a). Clearly, 
RT(r)-- sup{a I~(r, a)- -  0}. 
We define the exponential repetitive threshold ERT(r) for r by 
ERT(r) = inf{a [ ~(r, a )> 1}. 
By Theorem 6.4 and Theorem 6.5 we see 2+<~ ERT(2)~< 3. The following problem 
related to Problem 6.6 is interesting but should be tough. 
Problem 6.13. Determine the value of ERT(2). 
Fixing the number we consider/~ (r, a) to be a real-valued function defined on 
the half line [1, co). Clearly, /~(r, a) is monotone increasing. In the rest of this 
section we investigate the continuity of the function. 
Theorem 6.14. Let a ~ f~ be not a rational number, that is, a is either an irrational 
number or a rational number with +, then 
/z(r, a) = inf(/z(r,/3)1/3 ~R, 13> a}. (22) 
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Proof. Since a is not a rational number, for any positive integer n there is a real 
number f ,  such that f ,  > a and if l~ m (I, m ~ N) is a rational number with// ,  > l /m >t 
a, then m > n. Let x ~ L(r, fn; n) and suppose that x has a repetition y'  ofa noncmpty 
word y. Since lYl < n, the denominator of the rational expression of t is less than n. 
Since t < fn, we have t < a, this shows x ~ L(r, a; n). Thus we get L(r, a; n )= 
L(r, fl,,; n), or d(r, a;  n) = d(r, f , ;  n). By Proposition 2.9 we have 
#(r, a) = lim d(r, a;  n) 1/" = lim d(r, f~; n) 1/" >- l im/~(r, ft,). 
?i--~ OO n- -~OO ?1 --~ OO 
The last inequality combined with the fact that ft(r, a)<~/~(r, f ) for any f > a 
shows the desired equality (22). [] 
Corollary 6.15. The function I~ ( r, a) is upper semicontinuous (right-continuous) at 
every irrational number a. 
Corollary6.16. For any r>~2, the threshold RT(r) is a real number, not a rational 
number with +. 
Proof. If RT( r )=a + for some a~O,  then /~(r, f)>~l for all f l i e r  with f>a .  
Hence, by Theorem 6.14, /z(r, a +) I> 1. Therefore, RT(r) = sup{//I ~(r, f )  = 0}~ < a, 
this is a contradiction. [] 
Since/z (r, a) = 0 for a < RT(r) and ~ (r, a)  t> 1 for a > RT(r), /z (r, a) is discon- 
tinuous at a = RT(r). If the answer to the following problem is affirmative, then 
RT(r) must be a rational number by Corollary 6.15. 
Problem 6.17. Is the function /z(r, a )  lower semicontinuous at every irrational 
number a ? 
Are there other points where/~(r, a)  is discontinuous7 The answer is yes as we 
shall see next. 
Theorem 6.18. Let r ~> 2 and ,v ~ f~. We have 
/z(r+ 1, a)I> 2 ' /~( r ,  a). (23) 
Proof. Let ,~ and A be alphabets uch that [,~[ = r and [A[ = r+ l .  Let 1/, be a 
homomorphism induced by a surjective mapping gt : A ~ ,~. In the same way as in 
the proof of Theorem 4.3, we see 
d(zl, a; n) ~> Ig'-~(L(~:, a; n))l ~> 2n/'d(2, a; n) 
Inequality (23) follows from this. [] 
From Theorem 6.18 we find p(3, 2 +) ~>x/2 = 1.414. . . ,  but by [8] (or [7]) we know 
/~(3, 2)<~ 1.316 . . . .  Therefore,/z(3, a)  is discontinuous ata = 2 as well as at a =7= 
RT(3). 
Repetition-free words 
Corollary 6.19. For an integer >i 2 we have ERT(r+ 1) <~ RT(r). 
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Proof. By definition/~(r, r ) t> 1 for any fl > RT(r). By Theorem 6.18, g ( r+ 1, r )  i> 
2~/~l~(r , r )  > 1, this implies ERT(r+ 1) ~< RT(r). [] 
By Proposition 2.10(2) we see that g(r ,  a )  < r for any a ~ R. We shall show that 
(r, a) approaches r if a increases without bound. 
Theorem 6.20. For r>~2 we have lim~_,oo p(r ,  a)  = r. 
Proof. Let Z be an alphabet with r letters and let g ~ R be such that there is a 
/3-repetition-free infinite word x= a~a2.., an. . .  over ,~. Let l and n be positive 
integers and let y(t)= b~b2.., bt~ be a word over ,~ of length In such that bm~ = a= 
for m = 1 , . . . ,  n. We claim that y(t) is l (g + 1)-repetition-free. Assume to the contrary 
that y(t) has a t-repetition z ~, where z ~ .~+ and t is a rational number not smaller 
than I(/3+1). Suppose Iz l=p and z=b~+ib~+2.., bi+p. Writing t=q l+k  with a 
nonnegative integer q and a rational number k such that 0 ~< k < l, we have 
Z l :  b i+ lb i+2. . ,  bi+pl 
= bi+pl+lbi+M+2 . . .  bi+2M 
= bi+(q-l)pz+lbi+(q-1)pl+2.. • bi+qt,! 
and b~+qp~+~b~+qpZ+2.. • bj qpt+pk is a left factor of z ~. It follows that 
aj+laj+2.., aj+p = aj+p+lai+p+2.., aj+2p =" • • 
= aj+cq_l)p+taj+(q_l)p+2.., aj+qp 
and aj+qp+~aj+qp+2.., aj+qp+~ isa left factor of aj+laj+2.., aj+p, wherej  is the smallest 
integer such that i+ 1 ~<p( j+ l )  and h is the number of multiples of l between i 
and i + pk + 1. Hence, h >>- pk / l  - 1 and x has a (q + h)- repetition of aj+ 1 aj+2 • • • a~+p ; 
here, q+ h/p  >~ (lq+ k - I /p ) / l  = t / l -  l i p  ~ ft. Thus, x has at least an a-repetition, 
this contradiction shows the claim to be true. 
Now the number of words y(o of length In as given above is r °-l)n. This implies 
d( r , / (~+ 1); In)>~ r°-~)n and 
/~(r, l(~ + 1)) = lim d(r, 1(~ + 1); In) 1/i" >~ r(H)/:. 
rl--~OO 
Thus, finally, we get 
lira/~(r, a) = lim I~(r, l(g + 1)) ~> r. [] 
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