There has been recent work [Louis STOC 2015] to analyze the spectral properties of hypergraphs with respect to edge expansion. In particular, a diffusion process is defined on a hypergraph such that within each hyperedge, measure flows from nodes having maximum weighted measure to those having minimum. The diffusion process determines a Laplacian, whose spectral properties are related to the edge expansion properties of the hypergraph.
Introduction
Recently, spectral analysis of edge expansion has been extended from normal graphs to hypergraphs in a STOC 2015 paper [Lou15] . Let H = (V, E) be a hypergraph on n = |V | nodes with non-negative edge weights w : E → R + . We say H is a k-graph if every edge contains exactly k nodes. (Hence, a normal graph is a 2-graph.) Each node v ∈ V has weight w v := e∈E:v∈e w e . A subset S of nodes has weight w(S) := v∈S w v , and the edges it cuts is ∂S := {e ∈ E : e intersects both S and V \ S}. The edge expansion of S ⊂ V is defined as φ(S) := w(∂S) w(S) . In classical spectral graph theory, the edge expansion is related to the discrepancy ratio, which is defined as D w (f ) = e∈E we maxu,v∈e (fu−fv) 2 u∈V wuf 2 u , for each non-zero vector f ∈ R V . Observe that if f is the indicator vector for a subset S ⊂ V , then D w (f ) = φ(S).
One often considers the transformation into the normalized space given by x := W One of the main results in [Lou15] is an attempt to define a Laplacian L for a hypergraph and relate its spectral properties with the γ i 's produced by the corresponding procedural minimizers. However, we have discovered some technical issues with their construction and proofs, which we outline as follows.
Defining Operator via Diffusion Process. The nodes have measure that is indicated by a vector ϕ ∈ R V in the measure space. As in the case for 2-graphs, in the equilibrium distribution, the measure at each node is proportional to its weight. Hence, we consider the weighted vector f := W −1 ϕ, and for each edge e ∈ E, its discrepancy ∆ e := max u,v∈e (f u − f v ) indicates how far the measure for nodes in e is from the equilibrium. We can imagine that nodes in each e ∈ E have formed a pact such that if the discrepancy ∆ e is non-zero, then some measure should flow from the nodes S e having maximum f values in e to the nodes I e having minimum f values in e. Moreover, the total rate of measure flow due to e is c e := w e · ∆ e . One can view this as distributing the weight w e of edge e among pairs in the bipartite graph S e × I e to produce a symmetric matrix A f , whose (u, v)-th entry is the weight collected by the pair {u, v} from all edges e ∈ E. As we shall see in Lemma 3.2, this ensures that the Rayleigh quotient of the resulting Laplacian Lx := (I − W 2. Both versions mentioned that a "suitably weighted" bipartite graph on S e × I e can be added.
However, it is ambiguous whether this refers to the bipartite graph with uniform edge weights as above or some other weights. In any case, in [Lou14, Theorem 4 .6], the proof assumes that even when ϕ and f change continuously, there can only be a finite number of resulting A f 's.
We have discovered the following issues using the above weight distribution approaches.
1. Diffusion process is not well-defined. We illustrate an issue if the weight w e is distributed evenly among pairs in S e × I e . In Example B.3, there is an edge e 5 = {a, b, c} such that the node in I e 5 = {c} receives measure from the nodes in S e 5 = {a, b}. However, node b also gives some measure to node d because of the edge e 2 = {b, d}. In the example, all nodes have the same weight. Now, if w e 5 is distributed evenly among {a, c} and {b, c}, then the measure of a decreases more slowly than that of b because b loses extra measure due to e 2 . Hence, after infinitesimal time, b will no longer be in S e 5 . This means that the measure of b should not have been decreased at all due to e 5 , contradicting the choice of distributing w e 5 evenly. 
Our Contributions and Results
We also consider a diffusion process by using the hyperedge weight distribution framework [Lou15] described above, and show that indeed there is a suitable way to distribute the weight of every hyperedge e among pairs in the bipartite graph S e × I e . We resolve the above issues by showing that the diffusion process is well-defined and a unique normalized Laplacian can be determined, whose spectral properties can be related to the discrepancy ratio. Our main result is as follows.
Theorem 1.1 (Diffusion Process and Laplacian)
Using the hyperedge weight distribution framework [Lou15] to consider a diffusion process, a unique normalized Laplacian L (that is not necessarily linear) can be defined on the normalized space such that the following holds.
1. For all 0 = x ∈ R V , the Rayleigh quotient
x,x coincides with the discrepancy ratio D(x). 2. There is an operator L := W 4. For some hypergraph, for all procedural minimizers {x 1 , x 2 }, any procedural minimizer x 3 attaining
The first three statements are proved in Lemmas 3.2, 3.3 and Theorem 3.1. The fourth statement is proved by Example B.4, and suggests that the current approaches cannot be generalized to consider higher order eigenvalues of the Laplacian L. In other words, one cannot hope to achieve [Lou15, Proposition 2.7] using the current framework, as our Laplacian L is uniquely determined. On the other hand, we remark that in our third statement, any minimizer x 2 attaining γ 2 is an eigenvector of L, whereas in [Lou14, Theorem 4.6], it is only claimed that there is some minimizer x 2 that is an eigenvector.
Our Techniques. As seen in Example B.3, the trickiest part in defining the diffusion process is when nodes in the same hyperedge e have the same f value. We consider an equivalence relation on V , where nodes in the same equivalence class U have the same f value. The crucial part in the analysis is to decide after infinitesimal time, which nodes in U will remain in the same equivalence class, and which ones will go separate ways. Suppose at the moment, the subset X ⊆ U will have the maximum rate of change in their f values. Then, after infinitesimal time, the nodes in X will have larger f value than the rest of U . Hence, the nodes in X can only receive measure from the set I X of hyperedges e such that I e ⊆ X, but they will lose measure due to the set S X of hyperedges e such that S e ∩ X = ∅. Hence, for X ⊆ U , we consider a density function δ(X) :=
. In Lemma 3.3, it turns out that the maximal set T ⊆ U having maximum δ(T ) is well-defined and unique, and a careful argument shows that all nodes in T indeed have their rate of change of f value being δ(T ).
Having defined the normalized Laplacian L, we extract a structural property of the diffusion process to derive an exact expression for the rate of change of the Rayleigh quotient R(x), which is non-positive, and attains 0 iff Lx ∈ span(x). In Theorem 3.1, we argue that any minimizer x 2 attaining γ 2 must have zero rate of change of Rayleigh quotient at the moment, thereby showing that x 2 is an eigenvector of L.
Stochastic Diffusion Process. The diffusion process defined so far is deterministic, and no measure enters or leaves the system. We believe that it will be of independent interest to consider the case when each node can experience independent noise from outside the system, for instance, in risk management applications [Mer69, Mer71] . Since the diffusion process is continuous in nature, we consider Brownian noise.
For some η ≥ 0, we assume that the noise experienced by each node u follows the Brownian motion whose rate of variance is ηw u . Then, the measure Φ t ∈ R V of the system is an Itō process defined by the stochastic differential equation
For η = 0, this reduces to the (deterministic) diffusion process in a closed system, and we can recover the upper bound on the mixing time in terms of γ 2 in Corollary 4.3, which is also claimed in [Lou15] .
The interesting question is whether such a relationship between γ 2 and the system's convergence behavior can be extended to the stochastic diffusion process. Given a measure vector ϕ ∈ R V , we denote by ϕ * the equilibrium vector obtained by distributing the total measure v∈V ϕ v among nodes proportional to their weights. Hence, ϕ − ϕ * 1 gives a metric of how far the measure vector ϕ is from the equilibrium. We show the following theorem in Section 4 that relates γ 2 with the convergence behavior of the process. 
with n degrees of freedom. In particular,
Organization of Paper. The definition of the diffusion process and the spectral properties of the normalized Laplacian are given in Section 3. For better readability, the examples are given in Appendix B.
Related Work
Naturally, the most related work is the recent STOC paper by Louis [Lou15] , which includes a comprehensive review of the related literature. We only give a brief summary here.
Spectral analysis for 2-graphs. The spectral properties of 2-graphs in relation to cuts have been studied extensively (see the background surveys [Chu97, MT05] Min-max operator in process definition. In the definition of our diffusion process, observe that the rule to determine which nodes are currently actively participating depends on the minimum or the maximum of some attributes. This characteristic has also appeared in the context of bargaining networks [CDP10] and another notion of Laplacian [PSSW09] .
Stochastic diffusion process. This is a well-studied subject, with applications in physics and finance. The reader can refer to standard textbooks [Gar85, Øks14] for the relevant background.
Other results in [Lou15] . Although there are issues with the diffusion process and the spectral properties of the Laplacian, the algorithmic results concerning the procedural minimizers, sets with small edge expansion and sparsest cut with general demands can still hold. Moreover, the results on the higher order Cheeger inequalities can also be rephrased using only properties of the discrepancy ratios D w or D (but without connection to the diffusion process or the spectral properties of the Laplacian) via the following parameters.
x ∈ span{x 1 , . . . x k }}, where the minimum is over k non-zero mutually orthogonal vectors x 1 , . . . , x k in the normalized space. (All involved minimum and maximum can be attained because D is continuous and all vectors could be chosen from the surface of a unit ball, which is compact.)
For 2-graphs, the three parameters ξ k = γ k = ζ k coincide with the eigenvalues of the normalized Laplacian L. Indeed, most proofs in the literature concerning expansion and Cheeger inequalities (e.g., [ LGT14, KLL + 13, Lou15]) just need to use the underlying properties of γ k , ξ k and ζ k with respect to the discrepancy ratio, without explicitly using the spectral properties of the Laplacian. For hypergraphs, we show in Example B.1 that the sequence {γ k } might not even be unique. However, the three parameters can be related to one another in the following lemma, whose proof is in Appendix A.
Lemma 1.3 (Comparing Discrepancy Minimizers) Suppose {γ k } is some sequence produced by the procedural minimizers. For each
k ≥ 1, ξ k ≤ γ k ≤ ζ k ≤ kξ k . In particular, γ 2 = ζ 2 , but it is possible that ξ 2 < γ 2 .
Preliminaries
Without loss of generality, we assume that all nodes have positive weights, since any node with zero weight can be removed. We use R V to denote the set of column vectors. Given f ∈ R V , we use f u or f (u) (if we need to use the subscript to distinguish between different vectors) to indicate the coordinate corresponding to u ∈ V . We use A T to denote the transpose of a matrix A. We use three isomorphic spaces described as follows.
Weighted Space. This is the space associated with the discrepancy ratio D w to consider edge expansion. For f, g ∈ R V , the inner product is defined as f, g w := f T Wg, and the associated norm is f w := f, f w . We use f ⊥ w g to mean f, g w = 0.
Normalized Space. Given f ∈ R V in the weighted space, the corresponding vector in the normalized space is x := W 1 2 f . In the normalized space, the usual ℓ 2 inner product and norm are used. Observe that if x and y are the corresponding normalized vectors for f and g in the weighted space, then x, y = f, g w .
Measure
Space. This is the space associated with the diffusion process. Given f in the weighted space, the corresponding vector in the measure space is given by ϕ := Wf . Observe that a vector in the measure space can have negative coordinates. We do not consider inner product explicitly in this space, and so there is no special notation for it. However, we use the ℓ 1 -norm, which is not induced by an inner product. For vectors ϕ i = W 1 2 x i , an application of the Cauchy-Schwarz inequality implies that
Notation. We use the Roman letter f for vectors in the weighted space, x for vectors in the normalized space, and Greek letter ϕ for vectors in the measure space. Observe that an operator defined on one space induces operators on the other two spaces. For instance, if L is an operator defined on the measure space, then L w := W −1 LW is the corresponding operator on the weighted space and
is the one on the normalized space. Moreover, all three operators have the same eigenvalues. The Rayleigh quotients are defined as
Given a set S of vectors in the normalized space, Π S is the orthogonal projection operator onto the subspace spanned by S. The orthogonal projection operator Π w S can also be defined for the weighted space.
Defining Diffusion Process and Laplacian for Hypergraphs
A classical result in spectral graph theory is that for a 2-graph whose edge weights are given by the adjacency matrix A, the parameter γ 2 := min
, where a corresponding minimizer x 2 is an eigenvector of L. Observe that γ 2 is also an eigenvector on the operator L w := I − W −1 A induced on the weighted space. However, in the literature, the (weighted) Laplacian is defined as W − A, which is WL w in our notation. Hence, to avoid confusion, we only consider the normalized Laplacian in this paper.
In this section, we generalize the result to hypergraphs. Observe that any result for the normalized space has an equivalent counterpart in the weighted space, and vice versa. Intuition from Random Walk and Diffusion Process. Given a 2-graph whose edge weights w are given by the (symmetric) matrix A, we first illustrate the relationship between the Laplacian and a diffusion process in an underlying measure space, in order to gain insights on how to define the Laplacian for hypergraphs.
Suppose ϕ ∈ R V is some measure on the nodes, which, for instance, can represent a probability distribution on the nodes. A random walk on the graph can be characterized by the transition matrix M := AW −1 . Observe that each column of M sums to 1, because we apply M to the column vector ϕ to get the distribution Mϕ after one step of the random walk.
We wish to define a continuous diffusion process. Observe that, at this moment, the measure vector ϕ is moving in the direction of Mϕ − ϕ = (M − I)ϕ. Therefore, if we define an operator L := I − M on the measure space, we have the differential equation
To be mathematically precise, we are considering how ϕ will move in the future. Hence, unless otherwise stated, all derivatives considered are actually right-hand-derivatives
Using the transformation into the weighted space f = W −1 ϕ and the normalized space
, which is exactly the normalized Laplacian for 2-graphs. Generalizing the Diffusion Rule from 2-Graphs to Hypergraphs. We consider more carefully the rate of change for the measure at a certain node u:
is the weighted measure. Observe that for a stationary distribution of the random walk, the measure at a node u should be proportional to its (weighted) degree w u . Hence, given an edge e = {u, v}, by comparing the values f u and f v , measure should move from the node with higher f value to the node with smaller f value, at the rate given by c e := w e · |f u − f v |.
To generalize this to a hypergraph H = (V, E), for e ∈ E and measure ϕ (corresponding to f = W −1 ϕ), we define I e (f ) ⊆ e as the nodes u in e whose f u = ϕu wu are minimum, S e (f ) ⊆ e as those whose corresponding values are maximum, and ∆ e (f ) := max u,v∈E (f u − f v ) as the discrepancy within edge e. Then, the diffusion process obeys the following rules.
(R1) When the measure distribution is at state ϕ (where f = W −1 ϕ), there can be a positive rate of measure flow from u to v due to edge e ∈ E only if u ∈ S e (f ) and v ∈ I e (f ). (R2) For every edge e ∈ E, the total rate of measure flow due to e from nodes in S e (f ) to I e (f ) is c e := w e · ∆ e (f ). In other words, the weight w e is distributed among (u, v) ∈ S e (f ) × I e (f ) such that for each such (u, v), there exists a e uv = a e uv (f ) such that (u,v)∈Se×Ie a e uv = w e , and the rate of flow from u to v (due to e) is a e uv · ∆ e . (For ease of notation, we write a e uv = a e vu .) Observe that if I e = S e , then ∆ e = 0 and it does not matter how the weight w e is distributed.
Observe that the distribution of hyperedge weights will induce a symmetric matrix A f such that for u = v, A f (u, v) = a uv := e∈E a e uv (f ), and the diagonal entries are chosen such that entries in the row corresponding to node u sum to w u . Then, the operator L(ϕ) := (I − A f W −1 )ϕ is defined on the measure space to obtain the differential equation dϕ dt = −Lϕ. As in the case for 2-graph, we show in Lemma 3.2 that the corresponding operator L w on the weighted space and the normalized Laplacian L are induced such that D w (f ) = R w (f ) and D(x) = R(x), which hold no matter how the weight w e of hyperedge e is distributed among edges in S e (f ) × I e (f ). Proof: It suffices to show that f, L w f w = e∈E w e max u,v∈e (f u − f v ) 2 .
Recall that ϕ = Wf , and L w = I − W −1 A f , where A f is chosen as above to satisfy rules (R1) and (R2).
Defining Diffusion Process to Construct Laplacian
Recall that ϕ ∈ R V is the measure vector, where each coordinate contains the "measure" being dispersed. Observe that we consider a closed system here, and hence 1, ϕ remains invariant. To facilitate the analysis, we also consider the weighted measure f := W −1 ϕ.
Our goal is to define a diffusion process that obeys rules (R1) and (R2). Then, the operator on the measure space is given by Lϕ := − dϕ dt . By observing that the weighted space is achieved by the transformation f = W −1 ϕ, the operator on the weighted space is given by L w f := − Observe that even though we call ϕ a measure vector, ϕ can still have negative coordinates. We shall construct a vector r ∈ R V that is supposed to be df dt . For u ∈ V and e ∈ E, let ρ u (e) be the rate of change of the measure ϕ u due to edge e. Then, ρ u := e∈E ρ u (e) gives the rate of change of ϕ u .
We show that r and ρ must satisfy certain constraints because of rules (R1) and (R2)
Rule (R2) implies the following constraint:
for each e ∈ E, we have u∈Ie(f ) ρ u (e) = − u∈Se(f ) ρ u (e) = w e · ∆ e (f ).
Observe that for each e ∈ E, once all the ρ u (e)'s are determined, the weight w e can be distributed among edges in S e × I e by considering a simple flow problem on the complete bipartite graph, where each u ∈ S e is a source with supply − ρu(e) ∆e , and each v ∈ I e is a sink with demand
∆e . Then, from any feasible flow, we can set a e uv to be the flow along the edge (u, v) ∈ S e × I e . Infinitesimal Considerations. In the previous discussion, we argue that if a node u is losing measure due to edge e, then it should remain in S e for infinitesimal time, which holds only if the rate of change of f u is the maximum among nodes in S e . A similar condition should hold if the node u is gaining measure due to edge e. This translates to the following constraints.
Rule (R3) First-Order Derivative Constraints:
• If ρ u (e) < 0, then r u ≥ r v for all v ∈ S e .
• If ρ u (e) > 0, then r u ≤ r v for all v ∈ I e . We remark that rule (R3) is only a necessary condition in order for the diffusion process to satisfy rule (R1). Even though A f might not be unique, the following lemma shows that these rules are sufficient to define a unique r ∈ R V . Moreover, observe that if f = αg for some α > 0, then in the above flow problem to determine the symmetric matrix, we can still have A f = A g . Hence, even though the resulting L w (f ) := (I − W −1 A f )f might not be linear, we still have L w (αg) = αL w (g).
We also define r S (e) := max u∈Se r u and r I (e) := min u∈Ie r u . 
Furthermore, there is a diffusion process that satisfies rules (R1) to (R3), and can be described by the differential equation:
Moreover, e∈E c e (r I (e) − r S (e)) = u∈V ρ u r u = r 2 w .
Proof:
Observe that if the nodes u all have distinct values for f u 's, then the problem is trivial. Define an equivalence relation on V such that u and v are in the same equivalence class iff f u = f v . For each such equivalence class U ⊂ V , define I U := {e ∈ E : ∃u ∈ U, u ∈ I e } and S U := {e ∈ E : ∃u ∈ U, u ∈ S e }. Notice that each e is in exactly one such I's and one such S's.
As remarked above, for each e ∈ E, once all ρ u (e) is defined for all u ∈ S e ∪I e , it is simple to determine a e uv for (u, v) ∈ S e × I e by considering a flow problem on the bipartite graph S e × I e .
Considering Each Equivalence Class U . We can consider each equivalence class U independently by analyzing r u and ρ u (e) for u ∈ U and e ∈ I U ∪ S U that satisfy rules (R1) to (R3).
Proof of Uniqueness.
Our idea is to show that if there is some r that can satisfy rules (R1) to (R3), then it must take a unique value. We also give a (not necessarily efficient) procedure to construct r and the relevant ρ's.
For each e ∈ I U ∪ S U , recall that c e := w e · ∆ e (f ), which is the rate of flow due to e into U (if e ∈ I U ) or out of U (if e ∈ S U ). For F ⊆ I U ∪ S U , denote c(F ) := e∈F c e .
Suppose T is the set of nodes that have the maximum r values within the equivalence class, i.e., for all u ∈ T , r u = max v∈U r v . Observe that to satisfy rule (R3), for e ∈ I U , there is positive rate c e of measure flow into T due to e iff I e ⊆ T ; otherwise, the entire rate c e will flow into U \ T . On the other hand, for e ∈ S U , if S e ∩ T = ∅, then there is a rate c e of flow out of T due to e; otherwise, the rate c e flows out of U \ T .
Based on this observation, we define for X ⊂ U , I X := {e ∈ I U : I e ⊆ X} and S X := {e ∈ S U : S e ∩ X = ∅}. Note that these definitions are consistent with I U and S U . We denote C(X) := c(I X )−c(S X ).
To detect which nodes in U should have the largest r values, we define δ(X) := C(X) w(X) , which, loosely speaking, is the average weighted (with respect to W) measure rate going into nodes in X. Observe that if r is feasible, then the definition of T implies that for all v ∈ T , r v = δ(T ).
We first prove that there exists a unique maximal set P with maximum average weighted measure rate
Proof. Observe that c(I X∪Y ) ≥ c(I X ) + c(I Y ) − c(I X∩Y ), and c(S X∪Y ) = c(S X ) + c(S Y ) − c(S X∩Y
In view of the above claim, δ(P ) = δ M . We next show that if r is a feasible solution, then T = P . Observe that for a feasible r, there must be at least rate of c(I P ) going into P , and at most rate of c(S P ) going out of P . Hence, we have u∈P w u r u ≥ c(I P ) − c(S P ) = w(P ) · δ(P ). Therefore, there exists u ∈ P such that δ(P ) ≤ r u ≤ δ(T ), where the last inequality holds because every node v ∈ T has r v = δ(T ). This implies that δ(T ) = δ M , T ⊆ P and the maximum r value is δ M = δ(T ) = δ(P ). Therefore, the above inequality becomes w(P ) · δ M ≥ u∈P w u r u ≥ w(P ) · δ(P ), which means equality actually holds. This implies that T = P .
Recursive Argument. Hence, it follows that if r is feasible, then T can be uniquely identified (as the maximal set T having maximum δ(T )), and we must have for all v ∈ T , r v = δ(T ). Then, the uniqueness argument can be applied recursively for the smaller instance with
Proof of Existence. We show that once T is identified above (by computing δ(Z) for all non-empty Z ⊆ U ). It is possible to assign for each v ∈ T and edge e where v ∈ I e ∪ S e , the values ρ v (e) such that δ M = r v = e ρ v (e).
Consider an arbitrary configuration ρ in which edge e ∈ I T supplies a rate of c e to nodes in T , and each edge e ∈ S T demands a rate of c e from nodes in T . Each node v ∈ T is supposed to gather a net rate of w v · δ M , where any deviation is known as the surplus or deficit.
Given configuration ρ, define a directed graph G ρ with nodes in T such that there is an arc (u, v) if non-zero measure rate can be transferred from u to v. This can happen in one of two ways: (i) there exists e ∈ I T containing both u and v such that ρ u (e) > 0, or (ii) there exists e ∈ S T containing both u and v such that ρ v (e) < 0.
Hence, if there is a directed path from a node u with non-zero surplus to a node v with non-zero deficit, then the surplus at node u (and the deficit at node v) can be decreased.
We argue that a configuration ρ with minimum surplus must have zero surplus. (Observe that the minimum can be achieved because ρ comes from a compact set.) Otherwise, suppose there is at least one node with positive surplus, and let T ′ be all the nodes that are reachable from some node with positive surplus in the directed graph G ρ . Hence, it follows that for all e / ∈ I T ′ , for all v ∈ T ′ , ρ v (e) = 0, and for all e ∈ S T ′ , for all u / ∈ T ′ , ρ u (e) = 0. This means that the rate going into T ′ is c(I T ′ ) and all comes from I T ′ , and the rate going out of T ′ is c(S T ′ ). Since no node in T ′ has a deficit and at least one has positive surplus, it follows that δ(T ′ ) > δ M , which is a contradiction.
After we have shown that a configuration ρ with zero surplus exists, it can be found by a standard flow problem, in which each e ∈ I T has supply c e , each v ∈ T has demand w v · δ M , and each e ∈ S T has demand c e . Moreover, in the flow network, there is a directed edge (e, v) if v ∈ I e and (v, e) if v ∈ S e . Suppose in a feasible solution, there is a flow with magnitude θ along a directed edge. If the flow is in the direction (e, v), then ρ v (e) = θ; otherwise, if it is in the direction (v, e), then ρ v (e) = −θ.
Recursive Application. To show that the feasibility argument can be applied recursively to the smaller instance U ′ , we need to prove that
Diffusion process is well-defined. In order to show that the diffusion process can be described by the differential equation Observe that as long as the equivalence classes induced by f do not change, then each of them act as a super node, and hence r = df dt remains continuous. Observe that nodes from different equivalence classes have different f values. Since f is continuous, there exists ǫ > 0 such that there is no merging of equivalence classes in time [t, t + ǫ). However, it is possible that an equivalence class U can split at time t.
The first case is that the equivalence class U is peeled off layer by layer in the recursive manner described above, where the set T is such a layer. Hence, the various T 's from U actually behave like separate equivalence sub-classes, and each of them has their own r value.
The second case is more subtle, when the nodes in T actually have their f values split at time t, and do not stay in the same equivalence class after infinitesimal time. For instance, there could be a proper subset X T whose r values might be marginally larger than the rest after infinitesimal time.
The potential issue is that if the nodes in X go on their own, then the nodes X and also the nodes in T \ X might experience a sudden jump in their rate r.
Fortunately, this cannot happen, because we must have δ M = δ(T ) = δ(X). Hence, after nodes in X go on their own, they will take care of c(I X ) and c(S X ), leaving behind c(I T \ I X ) and c(S T \ S X ) for the set T \ X. Hence, in the remaining instance, we still have
This shows that the r value for the nodes in X and also nodes in T \ X cannot suddenly jump.
Claim. e∈E c e (r I (e) − r S (e)) = u∈V ρ u r u .
Consider T defined above with δ M = δ(T ) = r u for u ∈ T .
Observe that u∈T ρ u r u = (c(
, where the last equality is due to rule (R3).
Observe that every u ∈ V will be in exactly one such T , and every e ∈ E will be accounted for exactly once in each of I T and S T , ranging over all T 's. Hence, summing over all T 's gives the result.
Spectral Properties of Laplacian
We next consider the spectral properties of the normalized Laplacian L induced by the diffusion process defined in Section 3.1. 1.
is the Rayleigh quotient with respect to the operator L w on the weighted space.
Then, for f = 0,
by the Cauchy-Schwarz inequality on the ·, · w inner product, where equality holds iff L w f ∈ span(f ).
Proof: For the first statement,
For the second statement, recall from Lemma 3.2 that f, L w f w = e∈E w e max u,v∈e (f u − f v ) 2 . Moreover, recall also that c e = w e · max u,v∈e (f u − f v ). Recall that r = df dt , r S (e) = max u∈Se r u and r I (e) = min u∈Ie r u .
Hence, by the envelop theorem, d f,Lwf w dt = 2 e∈E c e · (r S (e) − r I (e)). From Lemma 3.3, this equals −2 r 2 w = −2 L w f 2 w . Finally, for the third statement, we have
, where the last equality follows from the first two statements.
We next prove some properties of the normalized Laplacian L with respect to orthogonal projection in the normalized space. 
Proof: For the first statement, observe that since the diffusion process is defined on a closed system, the total measure given by u∈V ϕ u does not change. Therefore, 0 = 1,
For the second statement, observe that from Lemma 3.2, we have:
, where the last equality holds for all real numbers α. It suffices to observe that Πx = x + αx 1 , for some suitable real α. R(x) be attained by some minimizer x 2 . We use the isomorphism between the three spaces:
The third statement of Lemma 3.4 can be formulated in terms of the normalized space, which states that dR(x) dt ≤ 0, where equality holds iff Lx ∈ span(x). We claim that
Hence, it follows that at this moment, the current normalized vector is at position x 2 , and is moving towards the direction given by x ′ := dx dt | x=x 2 such that x ′ ⊥ W 1 2 1, and
Therefore, for sufficiently small ǫ > 0, it follows that x ′ 2 := x 2 + ǫx ′ is a non-zero vector that is perpendicular to W 1 2 1 and R(x ′ 2 ) < R(x 2 ) = γ 2 , contradicting the definition of x 2 . Hence, it follows that dR(x 2 ) dt = 0, which implies that Lx 2 ∈ span(x 2 ). Since γ 2 = R(x 2 ) = x 2 ,Lx 2 x 2 ,x 2 , it follows that Lx 2 = γ 2 x 2 , as required.
Stochastic Diffusion Process
In Section 3, we define a diffusion process in a closed system with respect to a hypergraph according to the equation dϕ dt = −Lϕ, where ϕ ∈ R V is the measure vector, and L is the corresponding operator on the measure space. In this section, we consider the stochastic diffusion process in which on the top of the diffusion process, each node is subject to independent Brownian noise. We analyze the process using Itō calculus, and the reader can refer to the textbook by Øksendal [Øks14] for relevant background.
Randomness Model. We consider the standard multi-dimensional Wiener process {B t ∈ R V : t ≥ 0} with independent Brownian motion on each coordinate. Suppose the variance of the Brownian motion experienced by each node is proportional to its weight. To be precise, there exists η ≥ 0 such that for each node u ∈ V , the Brownian noise introduced to u till time t is √ ηw u · B t (u), whose variance is ηw u t. It follows that the net amount of measure added to the system till time t is u∈V √ ηw u · B t (u), which has normal distribution N (0, ηt · w(V )). Observe that the special case for η = 0 is just the diffusion process in a closed system. This random model induces an Itō process on the measure space given by the following stochastic differential equation: Hence, to analyze how far the measure is from being stationary, we consider the vector Φ t − Φ * t , whose ℓ 1 -norm is Φ t − Φ * t 1 ≤ w(V ) · ΠX t 2 . As random noise is constantly delivered to the system, we cannot hope to argue that these random quantities approach zero as t tends to infinity. However, we can show that these random variables are stochastically dominated by distributions with bounded mean and variance as t tends to infinity. The following lemma states that a larger value of γ 2 implies that the measure is closer to being stationary.
Lemma 4.1 (Stochastic Dominance) Suppose γ 2 = min 0 =x⊥x 1 R(x). Then, in the stochastic diffusion process described above, for each t ≥ 0, the random variable ΠX t 2 is stochastically dominated by X t 2 , where X t has distribution e −γ 2 t ΠX 0 + Define the Itō process Y t := h(X t ) = ΠX t , ΠX t . By the Itō lemma, we have
To simplify the above expression, we make the substitution dX t = −LX t dt+ √ η dB t . From Lemma 3.5,
we have for all x, Lx ⊥ x 1 and x, Lx = Πx, LΠx .
Moreover, the convention for the product of differentials is 0 = dt · dt = dt · dB t (u) = dB t (u) · dB t (v) for u = v, and dB t (u) · dB t (u) = dt. Hence, only the diagonal entries of the Hessian are relevant.
We have
, from the definition of γ 2 , we have ΠX t , LΠX t ≥ γ 2 · ΠX t , ΠX t . Hence, we have the following inequality:
We next define another Itō process Y t := X t , X t with initial value X 0 := ΠX 0 and stochastic differential equation:
We briefly explain why Y t is stochastically dominated by Y t by using a simple coupling argument. If Using the Itō lemma, one can verify that the above stochastic differential equation can be derived from the following equation involving
Because d B t has independent coordinates, it follows that the equation can be solved independently for each node u. Again, using the Itō lemma, one can verify that d(e γ 2 t X t ) = √ η · e γ 2 t d B t . Therefore, we have the solution X t = e −γ 2 t X 0 + √ η · e −γ 2 t t 0 e γ 2 s d B s , which has the same distribution as:
Corollary 4.2 (Convergence and Laplacian) In the stochastic diffusion process, as t tends to infinity,
Remark. Observe that the total measure introduced into the system is u∈V √ ηw u · B t (u), which has standard deviation ηt · w(V ). Hence, as t increases, the "error rate" is at most n 2γ 2 t .
Proof: Observe that, as t tends to infinity, Y t = X t 2 2 converges to the distribution
· χ 2 (n), where χ 2 (n) is the chi-squared distribution with n degrees of freedom (having mean n and standard deviation √ 2n).
Finally, observing that
, it follows that as t tends to infinity,
is stochastically dominated by the distribution 
Remark. By considering edge expansion, it is proved in [Lou15] that in their version of the diffusion process, there exists some initial distribution ϕ 0 such that for some t ≤ O(
In the deterministic process with η = 0, stochastic dominance becomes ΠX t 2 ≤ e γ 2 t · ΠX 0 2 .
Relating the norms, we have
Claim A. 4 We have γ 2 = ζ 2 .
Proof: From Claim A.2, we already have γ 2 ≤ ζ 2 . Hence, it suffices to show the other direction. We shall consider the discrepancy ratio for the weighted space.
Appendix B: Examples
We give examples of hypergraphs to show that some properties are not satisfied. For convenience, we consider the properties in terms of the weighted space. We remark that the examples could also be formulated equivalently in the normalized space. In our examples, the procedural minimizers are discovered by trial-and-error using programs. However, we only describe how to use Mathematica to verify them. Our source code can be downloaded at the following link:
http://i.cs.hku.hk/˜algth/project/hyper_lap/main.html Verifying Procedural Minimizers. In our examples, we need to verify that we have the correct value for γ k := min 0 =f ⊥w{f 1 ,f 2 ,...,f k−1 } D w (f ), and a certain non-zero vector f k attains the minimum.
We first check that f k is perpendicular to {f 1 , . . . , f k−1 } in the weighted space, and D w (f k ) equals γ k .
Then, it suffices to check that for all 0 = f ⊥ w {f 1 , f 2 , . . . , f k−1 }, D w (f ) ≥ γ k . As the numerator in the definition of D w (f ) involves the maximum operator, we use a program to consider all cases of the relative order of the nodes with respect to f .
For each permutation σ : [n] → V , for e ∈ E, we define S σ (e) := σ(max{i : σ(i) ∈ e}) and I σ (e) := σ(min{i : σ(i) ∈ e}).
We consider the mathematical program P (σ) := min e∈E w e ·(f (S σ (e))−f (I σ (e))) 2 −γ k · u∈V w u f (u) 2 subject to f (σ(n)) ≥ f (σ(n − 1)) ≥ · · · f (σ(1)) and ∀i ∈ [k − 1], f i , f = 0. Since the objective function is a polynomial, and all constraints are linear, the Mathematica function Minimize can solve the program.
Moreover, the following two statements are equivalent.
1. For all 0 = f ⊥ w {f 1 , f 2 , . . . , f k−1 }, D w (f ) ≥ γ k . 2. For all permutations σ, P (σ) ≥ 0.
Hence, to verify the first statement, it suffices to use Mathematica to solve P (σ) for all permutations σ.
Example B.1
The sequence {γ k } generated by the procedural minimizers is not unique.
Proof:
Consider the following hypergraph with 5 nodes and 5 hyperedges each with unit weight. Proof: Consider the following hypergraph H = (V, E) with V = {a, b, c, d} and E = {e i : i ∈ [5]}. For i = 3, edge e i has weight 1, and edge e 3 has weight 2. Observe that every node has weight 3. We can verify that γ 2 = 2 3 with the corresponding vector f 2 := (1, 1, −1, −1) T . Recall that ξ 2 = min g 1 ,g 2 max i∈[2] D w (g i ), where the minimum is over all non-zero g 1 and g 2 such that g 1 ⊥ w g 2 . We can verify that ξ 2 ≤ We next show that f 2 is the only minimizer, up to scalar multiplication, attaining γ 2 .
According to the definition, Without loss of generality, we only need to consider the following three cases: We let f = f 3 = ( √ 5 − 1, −1, 4 − √ 5, −1) T , and we apply the procedure described in Lemma 3.3 to compute L w f .
Observe that w a = w c = w d = 1 and w b = 2, and f (b) = f (d) < f (a) < f (c). 
