Abstract. A new family of norms is defined on the Cartesian product of n copies of a given normed space. The new norms are related to the hypergeometric means but are not restricted to the positive real numbers. Quantitative comparisons with the usual p-norms are given. The reflexivity, convexity and smoothness of the norms are shown to be closely related to the corresponding property of the underlying space. Using a limit of isometric embeddings, the norms are extended to spaces of bounded sequences that include all summable sequences. Examples are given to show that the new sequence spaces have very different properties than the usual spaces of p-summable sequences.
Introduction
Let (X, · ) be a normed linear space, and consider the Cartesian product space X n for a fixed positive integer n. Under the usual addition and scalar multiplication, it becomes a normed space when equipped with any of the following norms (the so-called p-norms):
for all x = (x 1 , . . . , x n ) ∈ X n . All p-norms are equivalent in X n , as
x ∞ ≤ x p ≤ n 1/p x ∞ for 1 ≤ p < ∞. Each of these norms extends in a natural way to a norm on a space of sequences in X, giving the familiar p (X) spaces. Despite their equivalence on X n the norms on the p (X) spaces are all inequivalent, and the p (X) spaces are all different for different values of p.
In this paper, another family of norms on X n is defined and studied. They are based on the p − HH norms introduced by Kikianty and Dragomir in [11] . The study of these norms is motivated by the Hermite-Hadamard inequality and the close connection they have to the hypergeometric R-function of [2] and [3] .
The classical means, exemplified by p above, extend from means on [0, ∞) to means in a normed vector space X in an unfortunately simple fashion; one evaluates the norms of n vectors in X and then calculates the mean of the resulting n real numbers. Consequently, these means depend on the original vectors only through their norms. This process does give a norm on X n , but one that is relatively insensitive to the geometry of X n . The weighted arithmetic means (as distinct from weighted 1 norms) are exceptional in this regard because one first computes, within X, a fixed linear combination of the original vectors, and then evaluates the X-norm of the result. This preserves more of the structure of X n . However, a weighted arithmetic mean of non-zero vectors can be zero so it does not give us a norm on X n . To calculate the hypergeometric mean of n vectors in X one evaluates a number of different weighted arithmetic means, indexed by the points of an (n − 1)-simplex, and then finds the L p norm of this collection of means by integrating over the simplex. Theorem 1 shows that for each p ≥ 1 this procedure does give a norm on X n , called the p − HH norm. The p − HH norms retain the sensitivity of the arithmetic means to the geometry of X n ; they depend on the relative positions of the n original vectors in the space X, not just on the size of each vector. Example 1 shows one concrete way that a change in the "shape" of the space X affects the p − HH norms.
Spaces of sequences with entries in a normed space X can be normed using classical means in much the same way as the space X n can be, provided one is willing to restrict the sequence space to ensure finiteness of the norm. Here again, the norm of the sequence depends only on the norms of the entries. Extending the p − HH norms, and hence the hypergeometric means, to sequence spaces h p [X] is done in Section 4. The sensitivity of these norms to the geometry of X is markedly different than, for instance, the spaces p (X). A simple example of this is provided by Remark 4 and Example 3. These prove that although (1, −
, . . . ) are both in 2 , the first is in h 2 [R] but the second is not. The reason for this is that, even though the entries of the two sequences are the same size, the first sequence is spread out around zero and so has significantly smaller weighted arithmetic means than the second, which is concentrated on one side of zero. A more persuasive example comes from Harmonic Analysis. Consider the sequence of terms of the trigonometric polynomial
Its 2 norm does not depend on x. Indeed, for any x, (a n e inx )
. However, Theorem 5 shows that its 2 − HH norm does depend on x. The formula is quite straightforward; (a n e inx )
Letting N → ∞ we can, at least formally, apply Theorem 11 (for two-sided sequences) to get (a n e inx )
This norm may be different, may be finite or infinite, for different x depending on the pointwise convergence of the trigonometric polynomials as N → ∞. This is not the case with the 2 (C) norm. It would be interesting to investigate in what precise sense the series for f (x) must converge for the above formula to hold, and to explore the differences between the spaces 2 (C) and h 2 [C] but our task in this paper is to introduce the p − HH norms and the spaces h p [X], and to establish some basic properties. After the p − HH norms on X n are defined in the next section, quantitative comparisons are made between the p − HH norms and the p-norms. In particular, these prove Conjecture 1 of [11] , establishing the best constant in an inequality relating the p-norms and the p−HH norms in X 2 . The strict analogue of Conjecture 1 fails when n > 2 but a substitute is given that is also sharp. Together with an n-dimensional Hermite-Hadamard inequality, these results prove the equivalence of the p − HH norms and the p-norms.
A brief examination of the smoothness and convexity properties of the p − HH norms on X n follows. In keeping with the methods of [11] , an isometric embedding of X n into a Lebesgue-Bochner space is given. This embedding facilitates the proofs of several of the geometrical results. A formula for the semi-inner products is also presented and is used to prove that (Gâteaux) smoothness of the space X n is inherited from X.
Extending the p − HH norm from X n to a suitable space of sequences reveals fundamental differences between the p − HH norms and the p-norms. Although the resulting sequence spaces all lie between 1 (X) and ∞ (X), it seems that the resemblance to p (X) ends there. Examples are given, in the case X = R, to show that the 2 − HH norm extends to a sequence space that strictly contains 1 , that these sequence spaces need not be lattices, they need not be complete spaces, and they need not even be closed under a permutation of the terms of the sequence.
2.
The p − HH norm on X n Let (X, · ) be a normed space. In [11] , Kikianty and Dragomir introduced the p − HH norm on the vector space X 2 by defining
In this section we extend the definition of the p − HH norm to X n for n > 2 and investigate upper and lower bounds for this new norm, in terms of p-norm.
For the upper bound, we apply the unweighted case of the n-dimensional HermiteHadamard inequality. The general case is Theorem 5.20 of [15] but we provide an elementary proof of the special case that we use.
In Theorem 3 below we verify Conjecture 1 of [11] by proving a sharp lower bound for the p − HH norm in terms of the p-norm on X 2 . We observe, moreover, that the best constant in this lower bound is the same for every normed space X. This is not the case when n > 2. Example 1 shows that when n > 2 the sharp lower bound for the p − HH norm in terms of the p-norm on X n may genuinely depend on the norm of the underlying space X. As a substitute for sharp lower bound obtained when n = 2, we provide a sharp lower bound for the p − HH norm in terms of the ∞-norm,
In this result the best constant does not depend on the space X. Definition 1. Let (X, · ) be a normed space, n ≥ 2 be an integer, and 1 ≤ p < ∞.
Here |E n | = En du is the measure of the set E n .
Note that when n = 2 this definition agrees with the one given in [11] . When n = 1 it is convenient to set
There is a natural definition of the p − HH norm when p = ∞ but it does not give a new norm. Indeed, for x = (x 1 , . . . , x n ) ∈ X n ,
x ∞−HH = sup (u1,...,un−1)∈En
Theorem 1. Suppose (X, · ) is a normed space, n is a positive integer, and
Proof. The triangle inequality in X shows that
defines a continuous function on the closure of E n , a compact set of finite measure. It follows that integral defining the p − HH norm is finite. The norm is clearly nonnegative and homogeneous. The triangle inequality follows readily from the triangle inequality in X and the Minkowski inequality. Now suppose that x p−HH = 0. Then,
By continuity it is identically zero on E n . In particular, it vanishes at the points
, and (0, 0, · · · , 0). This shows that x 1 = x 2 = · · · = x n = 0, and completes the proof.
When X = R and x = (x 1 , . . . , x n ) is a vector of positive real numbers, the p − HH norm of x is the pth-hypergeometric mean of (x 1 , . . . , x n ), which is constructed from the unweighted hypergeometric R-function evaluated at (x 1 , . . . , x n ). See [1, p. 366-367] and [3, [32] [33] .
The p − HH norms enjoy a simple relationship with each other and with the p-norms on X n . Since the integral defining the p−HH norm is an average, Hölder's inequality shows that the p − HH norm is increasing as a function of p on [1, ∞). So for 1 < p ≤ q < ∞ we have
It is interesting to compare this observation with Theorem 10 in Section 4.
To work effectively with the p − HH norms we often need to make calculations involving integration over the simplex E n . To assist with such calculations we offer the following useful changes of variable. Their proofs are left as exercises in multivariable Calculus. Lemma 1. Let n be a positive integer and f : (0, 1)
Lemma 2. Let m ≥ 2 and n ≥ 2 be integers and f : (0, 1) m+n → R be integrable.
With f ≡ 1 equation (2.3) becomes
and by induction we find that
With these in hand we can easily prove the following (unweighted) n-dimensional Hermite-Hadamard inequality.
Theorem 2. Suppose X is a vector space, n ≥ 2 is an integer, and f :
Proof. Let S n denote the collection of all permutations of {1, . . . , n} and note that S n has n! elements. Let (u 1 , . . . , u n−1 ) ∈ E n and set
. . , u n occurs exactly (n−1)! times in the sum and u 1 +· · ·+u n = 1. By Lemma 1,
Since f is convex and
On the other hand, the convexity of f also yields
Using these upper and lower bounds for the integrand in (2.5) completes the proof.
The following corollary gives a sharp upper bound for the p − HH norm in terms of the p-norm on X n .
Corollary 1. Let (X, · ) be a normed space, n a positive integer, and 1 ≤ p < ∞.
The inequalities reduce to equality when
Proof. If n = 1 the statement holds trivially. If n ≥ 2, note that f (x) = x p is a convex function on X. With this f , the conclusion of the previous theorem easily implies (2.6); just take pth roots.
When x = (x, . . . , x) for some x ∈ X,
Obtaining a lower bound for the p − HH norm in terms of the p-norm is more delicate. We begin with the case n = 2, giving the best constant conjectured in [11] as the lower bound. 
Equality holds if and only if x = (x, −x) for some x ∈ X.
Proof. Let x = (x 1 , x 2 ) ∈ X 2 . For any t ∈ (0, 1),
Since the the map x → x p is convex on X,
Adding this inequality to the one obtained by interchanging x 1 and x 2 yields,
Integrating this from t = 0 to t = 1 and using the fact that (
12.
Proof. First take X = R. For x = (x 1 , x 2 , x 3 ), a straightforward calculation shows that Rather than continuing to pursue a lower bound involving the p-norm directly, we turn our attention to the ∞-norm and get a lower bound for the p − HH norm in which the same constant is sharp for each normed space X. Since the p-norm and the ∞-norm are equivalent, this approach gives, indirectly, a lower bound for the p − HH norm in terms of the p-norm.
Theorem 4. Let (X, · ) be a normed space, n ≥ 2 and integer, and 1 ≤ p < ∞. The inequality (2.10)
holds for all x ∈ X n , where
The constant c is strictly positive and best possible.
Proof. Let x = (x 1 , . . . , x n ) ∈ X n . The identity (2.1) implies that the p−HH norm is invariant under permutations of x 1 , . . . , x n so we may permute x 1 , . . . , x n without changing either side of the inequality above. Therefore we may suppose without loss of generality that x 1 = max{ x 1 , . . . , x n }. Setx = (x 2 + · · · + x n )/(n − 1) and note that x ≤ x 1 .
Let σ be the (n − 1)-cycle (2 . . . n) and apply σ to x 1 , . . . , x n repeatedly to get (x 1 , x 2 , . . . , x n ) p−HH = 1 n−1 ( (x 1 , x 2 , . . . , x n ) p−HH + (x 1 , x 3 , . . . , x n , x 2 ) p−HH + · · · + (x 1 , x n , x 2 . . . , x n−1 ) p−HH ) ≥ (x 1 ,x, . . . ,x) p p−HH . The last inequality above is the triangle inequality in the p − HH norm. If n ≥ 3, (2.3) implies that
It is straightforward to check that this equation also holds when n = 2. Putting these together and applying the triangle inequality in X shows that
Observe that
|1 − ts| p t n−2 dt is a strictly positive, continuous function of s on [1, 2] . The infimum of such a function is strictly positive so c is strictly positive.
To complete the proof we show that c is the best possible constant in (2.10). If 1 ≤ s ≤ 2 and x = 0, set x = (x, (1 − s)x, . . . , (1 − s)x) ∈ X n and note that x ∞ = x . On the other hand, if n ≥ 3 then (2.3) implies
It is straightforward to check that this equation also holds when n = 2. If follows that (2.10) fails for any constant larger than c so c is best possible.
Corollary 2. Let (X, · ) be a normed space, n a positive integer, and 1 ≤ p < ∞. Then the p − HH norm is equivalent to the p-norm on X n . If X is a Banach space then (X n , · p−HH ) is a Banach space. If X is reflexive then (X n , · p−HH ) is also reflexive.
Proof. The Hermite-Hadamard inequality gives an upper bound for the p − HH norm in terms of the the p-norm and the previous theorem gives a lower bound for the p − HH norm in terms of the ∞-norm. Since the ∞-norm is equivalent to the p-norm there is a lower bound for the p − HH norm in terms of the p-norm and so the two norms are equivalent.
It is well known that if X is complete then (X n , · p ) is also complete. Since the p − HH norm is equivalent to the p-norm, (X n , · p−HH ) is complete as well.
It is an exercise to show that
or, strictly speaking, to exhibit a natural isometric isomorphism between the two normed spaces. It follows that if X is reflexive then (X n , · p ) is also reflexive. The equivalence of the p-norm and the p − HH norm implies that (X n , · p−HH ) is reflexive whenever X is.
To end this section we point out that if the norm in X is induced by a (real) inner product then both the 2−norm and the 2 − HH norm in X n are also induced by inner products. It is easy to verify that the inner product that induces the 2-norm is x, y 2 = x 1 , y 1 + · · · + x n , y n where x = (x 1 , . . . , x n ), and y = (y 1 , . . . , y n ) are in X n ; and ·, · denotes the inner product in X. For convenience in expressing the formula for the inner product that induces the 2−HH norm we define s(x) = x 1 +· · ·+x n for all x = (x 1 , . . . , x n ) ∈ X n .
Theorem 5. Suppose (X, ·, · ) is an inner product space and n ≥ 2 is an integer. Then X n is an inner product space with respect to the inner product x, y 2−HH = 1 n(n + 1)
x, y 2 + s(x), s(y) and x 2 2−HH = x, x 2−HH for all x ∈ X n .
Proof. It is a simple matter to check that the formula for ·, · 2−HH given above does define an inner product. To verify that it induces the 2 − HH norm suppose x = (x 1 , . . . , x n ) ∈ X n . Then A pair of straightforward calculations using (2.2) and (2.3) completes the proof.
Convexity and smoothness
Although the p−HH norm on X n is equivalent to the p-norm, it is not identical. Geometrical properties such as convexity and smoothness are not preserved under equivalence of norms. In this section we investigate the extent to which geometrical properties of X are inherited by X n when it is given the p − HH norm. In addition, we give simple formulas for the semi-inner products on (X n , · p−HH ) in terms of the semi-inner products on X.
Our approach follows the method of [11] , giving an isometric embedding of (X n , · p−HH ) into a much larger space, the Lebesgue-Bochner space L p (E n , X), which is known to inherit geometric properties of X. Before introducing this space we recall the definitions of smoothness, Fréchet smoothness, strict convexity, and uniform convexity.
A normed space (X, · ) is called smooth provided its norm is Gâteaux differentiable away from zero. That is, the limit
exists for all x, y ∈ X with y = 0. The space is called Fréchet smooth provided its norm is Fréchet differentiable away from zero. This means that for each y ∈ X with y = 0 there exists a continuous linear functional G y such that
For any x, y ∈ X the functions t → y + tx and t → The chain rule gives the relationships
from which it is evident that X is smooth if and only if the superior and inferior semi-inner products are equal for all x, y ∈ X. See [6] , [7] , [8] and [9] for further properties of the semi-inner products. Let S X = {x ∈ X : x = 1} be the unit sphere in a normed space (X, · ). The space X is strictly convex provided λx + (1 − λ)y < 1 whenever 0 < λ < 1 and x, y ∈ S X with x = y. The space X is uniformly convex provided for any ε > 0, there exists a δ > 0 such that
Let (X, · ) be a normed space, n ≥ 2 an integer, and 1 ≤ p < ∞. Recall that
is the vector space of all f : E n → X such that the function
and, as usual, functions that agree almost everywhere are taken to be equal. For properties of the Lebesgue-Bochner spaces see III.3 of [10] and for applications to the geometry of Banach spaces, see [16] .
For each x = (x 1 , . . . , x n ) ∈ X n we define the function f :
. Using this embedding we show that both types of convexity are preserved as we pass from X to (X n , · p−HH ), although we must exclude the case p = 1.
Theorem 6. Let (X, · ) be a normed space, n ≥ 2 an integer, and 1 < p < ∞. If X is uniformly convex then so is (X n , · p−HH ). If X is strictly convex then so is (X n , · p−HH ).
Proof. Suppose first that X is uniformly convex. By Theorem 2 (and the remark on page 507) of [4] , L p (E n , X) is also uniformly convex. See also [13] and [17] . It is clear from the definition that any subspace of a uniformly convex space is also uniformly convex. The above embedding shows that (X n , · p−HH ) is isometrically isomorphic to a subspace of L p (E n , X) and therefore (X n , · p−HH ) is uniformly convex.
The uniform convexity of R is trivial, and it follows that L p (E n , R) is uniformly convex and hence strictly convex. (See Theorem 5.2.6 in [14] .)
Now suppose that X is strictly convex. The strict convexity of L p (E n , R) and Theorem 6 of [5] together imply that L p (E n , X) is strictly convex. The definition of strict convexity shows that any subspace of a strictly convex space is strictly convex. Since (X n , · p−HH ) is isometrically isomorphic to a subspace of L p (E n , X), it is also strictly convex.
For Fréchet smoothness we exclude the case p = 1 and also require that X be complete.
Theorem 7. Let (X, · ) be a Banach space, n ≥ 2 an integer, and 1 < p < ∞. If X is Fréchet smooth then so is (X n , · p−HH ).
Proof. The norm in the Banach space X is Fréchet differentiable away from zero so, according to Theorem 2.5 of [12] , the norm in L p (E n , X) is also Fréchet differentiable away from zero. In particular, the norm in L p (E n , X) is Fréchet differentiable at each non-zero point of the isometric image of (X n ,
The next result gives formulas for the one-sided derivatives and the semi-inner products for the p − HH norm. In a slight abuse of notation we let
where x = (x 1 , . . . , x n ) ∈ X n and (u 1 , . . . , u n−1 ) ∈ E n , with u n = 1−u 1 −· · ·−u n−1 as usual.
Theorem 8. Let (X, · ) be a normed space, n ≥ 2 an integer, and 1 ≤ p < ∞.
For any x, y ∈ X n with y = 0,
Applying the chain rule again gives
the first formula of the theorem. The second formula follows from the first by applying (3.1). With obvious minor modifications the proof will apply to the left-hand derivative and the inferior semiinner product.
These formulas imply that if the superior and inferior semi-inner products of X agree then the superior and inferior semi-inner products of (X n , · p−HH ) agree, giving the following corollary.
Corollary 3. Let (X, · ) be a normed space, n ≥ 2 an integer, and 1 ≤ p < ∞. If X is smooth then so is (X n , · p−HH ).
Proof. Since X is smooth, x, y s = x, y i for all x, y ∈ X. It follows that for all x, y ∈ X n with y = 0, and for almost all (u 1 , . . . , u n−1 ) ∈ E n ,
Theorem 8 implies that x, y p−HH,s = x, y p−HH,i for all y = 0. It also holds when y = 0, from the definition of the semi-inner products. Equality of these two semi-inner products for the p−HH norm implies that (X n , · p−HH ) is smooth.
with continuous inclusions.
Proof. It is easy to verify that h p is a vector space of sequences of elements of X and that (4.1) defines a non-negative function that is positive homogeneous and satisfies the triangle inequality. Theorem 4 may be used to show that the limit in (4.1) is zero only when (x 1 , x 2 , . . . ) = (0, 0, . . . ) but first we need an estimate of the constant c for n ≥ 2. Set
and split the integral at t = 1/s to calculate
Since ϕ is decreasing on [1, 2 1/n ] and increasing on [2 1/n , 2] its infimum is ϕ(2 1/n ) = 2 1/n − 1. By Hölder's inequality, c = inf
By Theorem 4 and the definition of the norm in h
The limit as n → ∞ of max{ x 1 , . . . , x n } is (x 1 , x 2 , . . . ) ∞ (X) and Stirling's formula shows that
Similar arguments using (2.3), (2.4) show that the conclusion remains valid when m, n ≥ 0. In particular, if ξ n = ( 1 n , . . . Since ξ m+n − ξ m h 2 → 0 uniformly in n as m → ∞ the sequence {ξ n } is a Cauchy sequence in h 2 . As we have seen, {ξ n } does not converge in h 2 . Thus h 2 is not complete. When X is an inner product space, h 2 [X] is too. Also, there is a simple formula relating their inner products. Recall that s : X n → X was defined earlier by s(x 1 , . . . , x n ) = x 1 + · · · + x n . By identifying (x 1 , . . . , x n ) ∈ X n with the sequence (x 1 , . . . , x n , 0, 0, . . . ) we can extend this definition to s(x 1 , x 2 , . . . ) = x 1 + x 2 + . . . for all sequences (x 1 , x 2 , . . . ) that are eventually zero.
Theorem 11. If X is a (real) inner product space, then h 2 = h 2 [X] ⊂ 2 (X), the operator s extends uniquely to a bounded linear operator on h 2 , and h 2 is an inner product space satisfying (4.3)
x, y h 2 = 1 2 x, y 2 + s(x), s(y)
for all x, y ∈ h 2 .
Proof. By Theorem 5, (X n , · 2−HH ) is an inner product space and consequently so is h For x = (x 1 , x 2 , . . . ) ∈ h 2 set x (n) = (x 1 , . . . , x n ) ∈ X n . Inequality (4.4) shows that
Thus, x ∈ 2 (X) and we have h 2 ⊂ 2 (X). Inequality (4.5) shows that if x 1 , x 2 , . . . is eventually zero, then
The permutation invariance of the p-norms carries over from finite-dimensional spaces to sequence spaces. In contrast, the permutation invariance of the norm on h p n may be lost in the transition to h p . We have seen that (1, − 
