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The efficient implementation of many-body interactions in superconducting circuits allows for the
realization of multipartite entanglement and topological codes, as well as the efficient simulation of
highly correlated fermionic systems. We propose the engineering of fast multiqubit interactions with
tunable transmon-resonator couplings. This dynamics is obtained by the modulation of magnetic
fluxes threading superconducting quantum interference device loops embedded in the transmon
devices. We consider the feasibility of the proposed implementation in a realistic scenario and
discuss potential applications.
PACS numbers: 03.67.Lx, 42.50.Pq, 85.25.Cp
Superconducting qubits coupled to transmission line
resonators have proved to be physical systems well suited
for quantum information processing [1, 2]. The coherent
control performed on this kind of device at the quantum
level has produced a series of remarkable results [3–5]. It
has been proven that this quantum platform can reach
ultrastrong-coupling regimes [6, 7]. Among supercon-
ducting qubits, transmon qubits are currently the most
robust and reliable. They are designed in order to sup-
press offset charge noise to negligible values [8]. Protocols
of quantum information have been implemented, such as
error correction up to three qubits [9] and experimental
tests of fundamental quantum mechanics [10]. Imple-
mentations of quantum simulators of spin and coupled
spin-boson systems have been recently proposed [11, 12].
Complex entangled states encoded in superconducting
transmon qubits have already been proposed and realized
experimentally [13–15]. However, state-of-the-art real-
izations of many-qubit entangled states still rely on com-
plex sequences of gates, and implementations of effective
many-body interactions represent a tough challenge.
The introduction of collective entangling operations in
superconducting devices can ease several tasks of quan-
tum information processing. They have been proposed
theoretically [16] and realized experimentally in ion traps
up to fourteen qubits [17]. Similarities between ion-
trap systems and superconducting circuits have been al-
ready investigated [18]. By means of collective gates, one
can drive the generic many-qubit transition |00 · · · 0〉 →
|11 · · · 1〉 and prepare multipartite Greenberger-Horne-
Zeilinger states with a single operation. The transition
can be obtained with effective simultaneous red and blue
sidebands acting upon the ions. The latter have been
also demonstrated in a variety of superconducting se-
tups [19–21]. Sequences of collective gates, together with
local qubit rotations, can i andmplement stabilizer oper-
ators [22, 23], that can allow for the implementation of
topological codes [3]. Recently it has been shown that
collective qubit interactions allow for efficient simulation
of fermionic dynamics and coupled fermionic-bosonic sys-
tems [4, 5].
In this Letter, we propose the implementation of ef-
fective many-body interactions among several tunable-
coupling transmons inside a microwave cavity. We con-
sider three-island superconducting devices [27, 28], ad-
dressed as tunable-coupling transmon qubits (TCQs),
coupled to a coplanar microwave resonator. Then, we
show that dynamically sweeping flux biases, acting on
two SQUID loops embedded in the three-island devices,
it is possible to perform simultaneous red and blue-
sideband transitions of many qubits. This leads to ef-
fective collective entangling gates that can be used to
efficiently obtain many-particle operators. We demon-
strate that the third level of the single TCQ can be ruled
out of the dynamics. Finally, we validate the proposal
with numerical simulations of the system dynamics tak-
ing into account a realistic decoherence model.
We start by considering a setup made of a resonator
coupled to several TCQs, as in Fig. 1a. We show that
under specific conditions, the TCQs in the setup behave
as two level systems and the effective interaction among
them is given by the Hamiltonian
HIeff = −ξ
∑
i<j
σαi σ
α
j . (1)
Here, ξ is the interaction strength that sets the speed
of the transition and the Pauli matrix σαi , with either
α = x or α = y, refers to the subspace spanned by the
two lowest energy levels of the i-th TCQ. A single de-
vice is composed of three superconducting islands: the
upper and lower islands are connected to a central one
by means of two SQUID loops. Their effective Joseph-
son couplings EJ±(Φ±) can be tuned by threading the
respective superconducting loops with external magnetic
fluxes Φ±. In the symmetric limit for the two Josephson
junctions of the loops, one has EJ± = E
M
J± cos(piΦ±/Φ0),
where EMJ± is the total Josephson energy of the junctions,
Φ0 being the fundamental flux quantum. The Hamilto-
ar
X
iv
:1
40
3.
36
52
v3
  [
qu
an
t-p
h]
  3
1 J
ul 
20
14
2nian of the individual TCQ, neglecting the interaction
with the resonator, reads HT =
∑
± 4EC±(n±− n′g±)2−∑
±EJ± cos(γ±) + 4EIn+n−. Here, γ± are the gauge in-
variant phase differences on the upper and lower SQUID
loops, n± the charge associated, with the offset charge
due to gate voltage bias n′g± . The charging energies of
the upper and lower islands are labeled by EC± , while
EI stands for the interaction energy between them. In
the limit EJ±  EC± , the charge dispersion of the de-
vice is negligible [8]. One can expand to fourth order the
cosine potentials associated with the Josephson energies
and write the Hamiltonian as a coupled anharmonic os-
cillator model, HTeff =
∑
±[ω±+ δ±(b
†
±b±− 1)/2]b†±b±+
J(b+b
†
− + b
†
+b−). Here, and in the following, we have set
~ = 1. The anharmonicity factors depend on the charg-
ing energies δ± = −EC± and the parameters ω±, δ± and
J are defined in terms of the two external flux biases
Φ± [27].
We consider here that the two external fluxes are
changed in time, with some time-dependent functions
Φ±(t). While the fluxes change in time, the pa-
rameters in the Hamiltonian HTeff follow accordingly.
We apply to HTeff the time-dependent unitary T (t) =
eλ(t)(b+b
†
−−b†+b−), where the phase λ(t) is defined instan-
taneously as a function of the parameters of the time-
dependent Hamiltonian HTeff . The resulting transformed
Hamiltonian H˜Td = T
†(t)HTeffT (t)− iT †(t)T˙ (t) reads
H˜Td =
∑
±
[
ω˜± +
δ˜±
2
(b˜†±b˜± − 1)
]
b˜†±b˜±+
δ˜cb˜
†
+b˜+b˜
†
−b˜− + iλ˙(t)(b˜
†
+b˜− − b˜+b˜†−). (2)
One can recognize in the above Hamiltonian a diago-
nal part and an off-diagonal term that results in a small
renormalization of the energy levels. The diagonal part
reads
H˜0 =
∑
±
[
ω˜± + δ˜±/2(b˜
†
±b˜± − 1)
]
b˜†±b˜± + δ˜cb˜
†
+b˜+b˜
†
−b˜−.
(3)
The first two excited levels of H˜0 are defined by the oc-
cupation of the two modes b˜†± and have energies ω˜±.
When the two external magnetic fluxes {Φ+(t),Φ−(t)}
are driven in time, the first two excited levels of the
Hamiltonian H˜0 are continuously sweeping between dif-
ferent states in the original basis, as |0˜1〉 = b˜†+|00〉 =
cos(λ)|01〉 + sin(λ)|10〉, |1˜0〉 = b˜†−|00〉 = cos(λ)|01〉 −
sin(λ)|10〉. One can use the two levels |0〉 ≡ |00〉 and
|1〉 ≡ |0˜1〉 as a qubit, see Fig. 1b.
We focus now on the interaction term between a single
TCQ and the resonator, when the flux biases are varied
in time. The TCQs are capacitively coupled to a coplanar
resonator, of frequency ωr. Their interaction can be mod-
eled as HI = 2eVrms(β+n++β−n−)(−ia†+ia), where the
a, a† operators act on the resonator field. The coupling
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FIG. 1. (Color online) a) Scheme of a setup composed of
four TCQs capacitively coupled to a coplanar resonator. The
SQUID loops labeled with + and − can be threaded by ex-
ternal magnetic fluxes. b) Generation of many-particle op-
erator σy1σ
y
2σ
y
3σ
y
4 , between the first, second, third and fourth
qubits [31]. Selectivity is obtained by setting the coupling of
the other qubits to the resonator to zero. The qubit logical
levels |0〉 and |1〉 are the first levels of the TCQ, |00〉 and |0˜1〉.
prefactors β± are defined by the circuit capacitances,
while Vrms stands for the root mean square voltage of
the resonator. We consider identical capacitances for the
upper and lower islands (β± = β). Non-symmetric ca-
pacitance configurations do not change the nature of the
problem and result in small deviations in the numerical
analysis [27]. The interaction can be expressed in the
frame of T (t),
H˜I =
∑
±
g±(t)(b˜
†
± − b˜±)(a† − a). (4)
We introduce a two-tone driving of the coupling g+(t) ≡
2eVrmsβ〈1|nˆ|0〉, with nˆ = n+ +n−, between the first two
levels of the TCQ and prove later that it can be realized
by proper flux drivings,
g+(t) ≡ gs+ + gd+[cos(ωgt) + cos(ω′gt)]. (5)
Here, we have defined a static contribution gs+ and a dy-
namical part, where gd+ sets the strength of the two-
tone ωg, ω
′
g modulation. The frequencies of the cou-
pling are chosen to be detuned by δ with respect to
the qubit-resonator sidebands, ωg = ωr + ω˜+ − δ and
ω′g = ωr−ω˜+−δ. Namely, in interaction picture with H˜0,
the effective TCQ-resonator Hamiltonian can be written
as [31]
H˜I = H˜IJC + H˜I+ + H˜I− . (6)
The first term of this Hamiltonian is a Jaynes-Cummings
interaction due to the static contributions to the cou-
plings g±(t), H˜IJC = −
∑
± g
s
±(b˜±a
†+b˜†±a), which results
in an effective interaction of coupling strength (gs±)
2/∆±,
where ∆± = ω˜±−ωr is the detuning of the first two TCQ
3coupling12
 
 
0.1 0.2 0.3 0.4
0.1
0.2
0.3
0.4
0.1
0.2
0.3
0.4
0 0.2 0.40
0.2
0.4
 
 
( 
0
)  
 
 +( 0) t(ns)
0 1 2 30
0.2
0.4
c)
h1
|nˆ
|0i
h1
|nˆ
|0i
h1
|nˆ
|0i
transfreq13
 
 
0.1 0.2 0.3 0.4
0.1
0.2
0.3
0.4
2
4
6
8
10
transfreq12
 
 
0.1 0.2 0.3 0.4
0.1
0.2
0.3
0.4
0
2
4
6
       
!˜
+
(G
H
z)
!˜
 
(G
H
z)
 +( 0)
 
 
( 
0
)
 
 
( 
0
)
 +( 0)
 +( 0)
d) e)
   
a) b)
0
0
FIG. 2. (Color online) a) Transition frequency between the
first two levels of the TCQ and b) between the ground state
and the third level, as a function of the magnetic fluxes Φ+
and Φ−. c) Matrix element 〈1|nˆ|0〉. d) Variation of 〈1|nˆ|0〉
along γ. e) The magnetic flux is varied in time to obtain the
time dependence g+(t) = g
s
+ + g
d
+[cos(ωgt) + cos(ω
′
gt)].
levels from the resonator frequency. The second and third
terms of the right side of Eq. (6) H˜I± involve the dynam-
ical contribution to the coupling terms, proportional to
gd±. The term acting on the first two levels, imposing the
condition of Eq. (5), reads
H˜I+ = g
d
+
[
cos(ωgt) + cos(ω
′
gt)
]
(b˜†+ − b˜+)(a† − a). (7)
Neglecting fast oscillating terms, Eq. (7) reduces to
H˜I+ ≈ igd+/2
(
a†eiδt − ae−iδt
)
σy, where σy is a Pauli
matrix acting on the Hilbert space spanned first the two
levels of the device. The third contribution to the dy-
namics, H˜I− in Eq. (6), has several terms oscillating at
different frequencies. If none of them is close to the third
level sidebands, contribution from H˜I− will be negligi-
ble and leakage to the third level will be suppressed. In
fact, when the dynamical detuning is much smaller than
qubit-resonator one, (gs±)
2/∆±  (gd+)2/4δ, the dynam-
ics will be dominated by H˜I+ . A small Stark-Lamb shift
term
∑
j(g
s
+)
2/∆+σ
z
j (
1
2 + a
†a), can be considered neg-
ligible, taking into account small cavity population and
renormalization of the qubit frequencies. Provided with
TCQ-resonator interactions as in Eq. (6), one can build
multi-qubit setups, where the effective total Hamiltonian
reads
H˜Ieff =
∑
j
i
gb
2
(
a†eiδt − ae−iδt
)
σyj , and (8)
where σyj refers to the first two levels of the j-th TCQ.
The evolution operator associated with the global Hamil-
tonian in Eq. (8) can be exactly solved, computing a
Magnus expansion at second order [31]. The qubit dy-
namics gets entangled with the photons in the resonator,
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FIG. 3. (Color online) a) Numerical power spectrum of the
magnetic signal Φ+(t), used to obtain g+(t). b) Power spec-
trum of g+(t), obtained by plugging the signal Φ+(t). The
spectrum has two resonances at ωg, ω
′
g, close to the two side-
bands at ωr − ω˜+ = 5.5 GHz and ωr + ω˜+ = 14.5 GHz (red
dotted lines). c) Power spectrum of g−(t), with the sidebands
ωr − ω˜− = 3 GHz and ωr + ω˜− = 17 GHz (red dotted lines).
and at times τn = 2pin/δ, with integer n, the dynamics
is detached from the photons and it follows the Hamil-
tonian in Eq. (1). The global interaction in Eq. (1) is a
collective entangling operation between many two level
systems. It can be used to obtain many-qubit GHZ
states at specific times, starting from a configuration in
which all the qubits are initialized in the lowest level [16].
By choosing appropriate initial phases, one can map the
dynamics onto HIeff = −ξ
∑
i<j σ
x
i σ
x
j . In general, one
can retrieve the dynamics of many-body operators of the
form σi1σ
j
2 · · ·σkN , with {i, j, ...k} ∈ {x, y, z} [22], up to
local qubit rotations. The selectivity upon a generic set
of qubits is obtained by setting the coupling between the
first two levels to g+ = 0. The corresponding third level
static coupling g− = gs− will not contribute to the dy-
namics due to the large detuning between the third level
and the resonator frequencies.
One can tune in time the coupling, as in Eq. (5), by
modulating the external magnetic fluxes Φ±. In general,
this will also have an influence on the energy of the first
two excited levels. To retain a proper coherent dynamics,
one can choose appropriate time-dependent flux drivings
such that the coupling has the desired strength, while the
qubit transition frequency ω˜+ is constant. To give an ex-
ample, we choose EC± = 500 MHz, EI = 350 MHz and
EJ± = 25 GHz and plot numerically in Fig 2a and 2b,
respectively, transition frequencies between the first two
levels and the first and the third one, as a function of
the flux biases {Φ+,Φ−}. For the same parameters, in
Fig. 2c, is plotted the matrix element 〈1|nˆ|0〉. Along
the curve γ, approximated by the segment at constant
Φ− = 0.4Φ0 and Φ+ ∈ [0, 0.4]Φ0, the transition frequen-
cies are constant, while 〈1|nˆ|0〉 ranges between a maxi-
mum value at 〈1|nˆ|0〉M ' 0.45 at Φ+ = 0 and a minimum
4at 〈1|nˆ|0〉m = 0 at Φ+ = 0.4Φ0, as in Fig. 2d. The cou-
pling range between 〈1|nˆ|0〉M and 〈1|nˆ|0〉m can be used
to encode the time dependent coupling behavior as in
Eq. (5). One can design an overall capacitance prefac-
tor β such that, e.g., 2eVrmsβ〈1|nˆ|0〉M = gM+ = 80 MHz.
Then one can set gs+ ≡ (gM+ + gm+ )/2 = 40 MHz (gm+ = 0)
and gd+ ≡ (gM+ − gm+ )/4 = 20 MHz. By changing Φ+(t)
along the curve in time, one can encode the proper time-
dependence of the coupling. Notice that the range in
which one can drive the magnetic flux is limited by the
validity of the negligible charge dispersion regime and
by the coupled anharmonic oscillator model, used to de-
scribe the TCQ. In fact, large magnetic fluxes will de-
crease the effective Josephson energies of the SQUID
loops, breaking the regime EJ±  EC± .
Along γ, one has ω˜+ = 4.5 GHz and ω˜− = 7 GHz.
Furthermore, one can choose δ = 50 MHz and consider
a resonator frequency of 10 GHz. The magnetic signal
Φ+(t) that gives the coupling in Eq. (5) is obtained by
inverting the function in Fig 2d, for every time t. The
coupling, for a sample time interval, is plotted in Fig. 2e.
We then decompose the signal Φ+(t) in its Fourier com-
ponents. Applying the magnetic signal Φ+(t), also the
coupling between the first and the third level g−(t) un-
dergoes fast oscillations. We obtain numerically the time
dependence of g−(t), when the flux Φ+(t) is plugged into
the system. Considering gs+ = 40 MHz, one has a static
contribution for g−(t) of gs− = 60 MHz. The power spec-
tra of g+(t) and g−(t) are plotted in Fig 3b and 3c. As
expected, g+(t) has only two Fourier components around
ωg = 14.45 GHz, ω
′
g = 5.45 GHz, detuned by δ from
the qubit-resonator sidebands. On the other hand, g−(t)
has no Fourier component close to the resonator-third
level sidebands, at 3 GHz and 17 GHz. Thus, leakage
to the third level of the TCQ will not affect the dynam-
ics. The setup can therefore be regarded as an effective
two-level system that undergoes red-detuned and blue-
detuned sideband interactions. Furthermore, one can
prove that standard Jaynes-Cummings interactions do
not affect in a relevant way the dynamics.
Considering that one can maximize the dynamical in-
teraction and choose gs+ = 2g
d
+, the condition for ne-
glecting HIJC in Eq. (6), (g
s
+)
2/∆+  (gd+)2/4δ, can be
formulated in terms of the ratio ∆+/δ  16. Thus, using
higher frequency transitions will improve the fidelity of
the gate. To prove this, we perform numerical simulation
of the dynamics driven by the interaction Hamiltonian
in Eq. (6), in interaction picture with H˜0. We consider
the first three levels for each TCQ. We integrate numer-
ically a Lindblad master equation for the dynamics of
four TCQs and resonator, ρ˙ = −i[HIeff , ρ] + κL(a)ρ +∑4
i=1[ΓφL(σ
z
i )ρ+ Γ−L(σ
−
i )ρ], adding Lindblad superop-
erators for the i-th qubit ΓφL(σ
z
i )ρ, Γ−L(σ
−
i )ρ to take
into account dephasing and relaxation rates and κL(a)ρ
to take into account resonator losses. Here, L(A)ρ =
(2AρA† − A†Aρ − ρA†A)/2. We set κ = 100 KHz,
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FIG. 4. (Color online) a) Collective entanglement between
four TCQs, intialized in their ground states. The ideal state
|ΨI〉 follows the dynamics regulated by the Hamiltonian of
Eq. (1), with ξ = (gd+)
2/4δ. The fidelity F = Tr[ρ|ΨI〉〈ΨI |]
of the TCQ dynamics is plotted, along with mean number
of photons 〈a†a〉. The ideal mean value of the collective
spin oscillation 〈Jz〉, Jz = 1/4∑4i=1 σzi , is compared with the
TCQ one 〈Jz〉ρ. b) Fidelities for different resonator frequen-
cies. The fidelity improves as the qubit-resonator detuning
increases. The first two peaks have values F ≈ 0.97, 0.93.
Γφ,Γ− = 20 KHz. We use the time-dependent couplings
g+(t), g−(t) as obtained in Fig. 3. The overall magnitude
of the qubit-resonator interaction is set to gd+ = 20 MHz,
gs+ = 40 MHz, g
s
− = 60 MHz. We choose δ = 50 MHz.
The transition frequencies for the first two levels of the
TCQ are ω˜+ = 4.5 GHz and ω˜− = 7 GHz. The di-
agonalizing phase λ(t) has a fast oscillating contribu-
tion. Its effect can be estimated in a small renormal-
ization of the qubit frequency. In fact, the last term in
Eq. (2) will result, in interaction picture with respect
to H˜0 and neglecting first-order fast-oscillating contribu-
tion, into an effective second-order small renormalization
of the free energies, leading to ω˜R± = ω˜± + ω˜±λ, where
ω˜±λ = λ2dω
2
λ · (ω˜+ − ω˜−)/2[(ω˜+ − ω˜−)2 − ω2λ] and ωλ is a
frequency of the diagonalizing parameter λ(t). The de-
tuning ratio is approximately ∆+/δ ∼ 100. Fig. 4a shows
the fidelity peaks at τn = 2pin/δ for the simulated den-
sity matrix ρ versus the ideal qubit dynamics, |ΨI〉, that
follows the Hamiltonian in Eq. (1), with ξ = (gd+)
2/4δ. In
Fig. 4b, the same dynamics is integrated considering two
different resonator frequencies. One can notice that, as
the qubit-resonator detuning increases, the fidelity peaks
get higher as the Jaynes-Cummings part of Eq. (6) is
better suppressed.
To perform readout, one can fix g+(t) = g
s
+ and imple-
5ment standard dispersive measurement with a resonator
pull of ±(gs+)2/∆+ depending on the state of the single
TCQ [29, 30]. For the practical implementation of this
interaction, specific designed flux drivings can take into
account inhomogeneous qubit transition frequencies and
couplings, by choosing different flux driving trajectories.
In conclusion, we have shown that a setup made out
of several superconducting three-island devices, provided
with tunable coupling to a coplanar waveguide resonator,
may realize collective gates and many-body interactions
among superconducting qubits. These interactions can
be used to implement topological codes and efficiently
simulate fermionic dynamics in circuit QED setups.
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6SUPPLEMENTAL MATERIAL FOR
“MANY-BODY INTERACTIONS WITH TUNABLE-COUPLING TRANSMON QUBITS”
In this Supplemental Material, we provide additional details about results of calculations shown in the main text.
The effective multiqubit interaction Hamiltonian and the protocol for efficiently obtaining many-body operators of
tunable-coupling transmon qubits are explicitly derived.
DERIVATION OF THE EFFECTIVE INTERACTION HAMILTONIAN
In this section we show in detail how to derive the effective collective entangling Hamiltonian between N tunable-
coupling transmon qubits (TCQs) presented in the manuscript. We start from the interaction between the resonator
and several TCQs capacitively coupled to it,
H˜I =
N∑
j=1
∑
±
g±(t)(b˜
†
±j − b˜±j)(a† − a). (9)
According to what is discussed in the main text, one can design proper magnetic fluxes, threading the SQUIDs in each
TCQ, in order to modulate g+(t) = g
s
+ + g
d
+[cos(ωgt) + cos(ω
′
gt)], where one has defined the two detuned sideband
frequencies ωg = ωr + ω˜+ − δ and ω′g = ωr − ω˜+ − δ. As a consequence, also the transition element to the third level
of the devices g−(t) will undergo fast oscillations. One can numerically obtain its time dependence, and expand the
signal in its Fourier components g−(t) =
∑
n gn exp(iωnt), with ωn = 2pin/T , where n ∈ Z, and T is much larger than
the timescale of the dynamics considered. The interaction Hamiltonian in a many qubit setup then becomes
H˜I =
N∑
j=1
[
gs+ + g
d
+
(
cos(ωgt) + cos(ω
′
gt)
)]
(b˜†+j − b˜+j)(a− a†)
+
N∑
j=1
[∑
n
gn exp(iωnt)
]
(b˜†−j − b˜−j)(a− a†). (10)
One can identify three contributions to the dynamics, H˜I = H˜IJC + H˜I+ + H˜I− . There are two terms representing
standard Jaynes-Cummings interactions, due to the static contributions of the couplings,
H˜IJC = −
N∑
j=1
∑
±
gs±(b˜
†
±ja+ b˜±ja
†), (11)
where we have defined gs− ≡ g0. The other contributions to the dynamics are given by the time-dependent part of the
interaction. Namely,
H˜I+=
N∑
j=1
gd+
[
cos(ωgt) + cos(ω
′
gt)
]
(b˜†+j − b˜+j)(a− a†),
H˜I−=
N∑
j=1
[∑′
n
gn exp(iωnt)
]
(b˜†−j − b˜−j)(a− a†), (12)
where the prime symbol excludes the zeroth addend from the series. One can define an interaction picture with respect
to H˜0, see Eq. (1) in the main text, and neglect the H˜I− contribution, if there is no large component gn of the Fourier
decomposition, whose frequency ωn is close to the resonator-third level sidebands. This is shown to be the case in Fig.
3 in the main text. Due to sufficient level anharmonicity, that one can assume being preserved during the dynamics,
only the two lowest levels for each anharmonic oscillator are populated. One is thus allowed to consider a two-level
Pauli algebra to model qubit excitations, b˜±j ≡ σ−±j(equivalently b˜†±j ≡ σ+±j), and the interaction Hamiltonian, in the
rotated frame, becomes
H˜I ≈
N∑
j=1
[
gs+ + g
d
+
(
cos(ωgt) + cos(ω
′
gt)
)]
(σ++je
iω˜+t − σ−+je−iω˜+t)(ae−iωrt − a†eiωrt). (13)
7Under the condition |(gs+)2/∆+|  |(gd+)2/4δ|, the biggest contribution to the dynamics come from the terms rotating
at the smallest frequency δ,
H˜I =
N∑
j=1
gd+
2
{
(σ++j − σ−+j)(a†eiδt − ae−iδt)
}
= −ig
d
+
2
Sy(a†eiδt − ae−iδt), (14)
where Sy =
∑N
j=1 σ
y
+j . The evolution operator associated with Hamiltonian in Eq. (14) can be computed exactly at
second order in gd+/2, obtaining
U˜I(t) = exp
{
gd+S
y
2δ
[
(eiδt − 1)a† −H.c.]} exp{i(gd+
2δ
(Sy)
)2
[sin(δt)− δt]
}
. (15)
At times τ = 2pin/δ, with integer n, the above evolution operator can be associated with the effective unitary
U˜I(t) = exp
[
i
∑
ij(g
d
+)
2/4δσy+iσ
y
+j
]
. By choosing appropriate initial phases in Eq. (9), one can obtain the generic
effective interaction (here α = {x, y})
HIeff = −
∑
ij
(gd+)
2
4δ
σα+iσ
α
+j . (16)
EFFECTIVE MANY-BODY OPERATORS
In this section we show explicitly, starting from the effective Hamiltonian in Eq. (16), how to obtain an effective
many-body interaction of N qubits, along the lines of Refs. [1, 2]. We consider a combination of direct and inverse
collective gates and a local rotation on one of the qubits (e.g. the first one). In other words, we consider the gate
sequence US(t) = exp(−iHIeffτ) exp(igtσz1) exp(iHIeffτ), where τ = φ2δ/(gd+)2, that explicitly reads
US(t, φ) = e
iφ/2
∑
j=2 σ
α
i σ
α
j eigtσ
z
1 e−iφ/2
∑
j=2 σ
α
i σ
α
j . (17)
One can expand the local rotation and write the equivalent expression
US(t, φ) = e
iφ/2σα1
∑
j=2 σ
α
j (cos(gt) + i sin(gt)σz1) e
−iφ/2σα1
∑
j=2 σ
α
j . (18)
Taking into account that σz1e
iφ/2σα1
∑
j=2 σ
α
j = e−iφ/2σ
α
1
∑
j=2 σ
α
j σz1 , one has that
US(t, φ) = cos(gt) + i sin(gt)σ
z
1e
−iφσα1
∑
j=2 σ
α
j . (19)
Considering that
(
σz1e
−iφ/2σα1
∑
j=2 σ
α
j
)n
= {1, σz1e−iφ/2σ
α
1
∑
j=2 σ
α
j } for n = {even,odd}, Eq. (19) can be rewritten,
US(t, φ) = exp
igtσz1 ∏
j=2
(
cos(φ)− iσα1 σαj sin(φ)
) . (20)
Choosing φ = pi/2, one has
US(t, pi/2) = exp
igtσz1 ∏
j=2
(−iσα1 σαj )
 . (21)
The resulting gate, as a function of the total number of qubits N , reads
exp (−igtσz1σα2 · · ·σαN ) , N = 4n− 1,
exp (igtσz1σ
α
1 · · ·σαN ) , N = 4n+ 1,
exp
(
igtσβ1 σ
α
2 · · ·σαN
)
, N = 4n,
exp
(
−igtσβ1 σα2 · · ·σαN
)
, N = 4n− 2, (22)
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FIG. 5. (Color online) a) Scheme of the generation of many-particle operator among four TCQs. The coupling of the four
qubits to the resonator is shown as a function of time. Collective gates as in Eq. (16) are performed in the initial and final
time regions, while a standard phase gate is performed upon the first qubit between the two collective operations. The effective
interaction can be mapped on an arbitrary stabilizer operator on a spin lattice with generic topology, due to the non-local
nature of the quantum bus. With an additional ancillary qubit, the system state can be mapped on the ground states of
topological codes, via stabilizer pumping.
where σβ1 = −σy1 (σx1 ) for α = x(y), N = 4n, and σβ1 = σy1 (−σx1 ) for α = x(y), N = 4n − 2. All these interactions are
equivalent to an arbitrary stabilizer many-body operator, up to local rotations. Summarizing, the physical realization
of the multiqubit interaction can be schematized as in Fig. 5. Magnetic fluxes drive the collective gates at the
beginning and the end of the protocol, while in the central time interval the coupling with the resonator of all the
qubits is turned off, except for the TCQ that undergoes a standard phase shift gate (qubit 1 in the figure). By adding
an auxiliary ancilla qubit one can guide the ground state of the system to the one of topological states [3], via the
stabilizer pumping protocol described in [2]. Sequences of collective operators as in Eq. (22) can be used to simulate
correlated fermionic Hamiltonians in spin systems, with a constant overhead of the quantum resources, according to
the protocols presented in [4, 5].
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