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INTRODUCTION
In Finite Difference Time Domain (FDTD) simulations involving highly conductive materials, such as the metal case of a computer system, the tangential electric fields are typically set to zero on the surface of the material. This Perfect Electric Conductor (PEC) assumption ignores any loss associated with the finite conductivity. The errors that result from this approximation should be weighed against the large cost of discretizing the lossy material. Since the wavelength of a highly conductive material is very small, in order to capture the loss mechanism within the conductor the simulation volume must be divided into a very fine grid. When the brute force method is used, computer resources are wasted by having to finely divide the the other less dense materials (e.g., free space). In these materials the fine grid is not necessary to capture the physics of the problem. The computational size can be reduced with a sub-gridding scheme where the conducting material uses much smaller grid than the rest of the computational domain [1] [2] [3] . For very good conductors; however, the grid size is so small that even sub-gridding is not a viable option. To overcome the resource problem, the surface of the highly conductive material can be replaced with an Impedance Boundary Condition (IBC) [4] [5] [6] [7] . An IBC is only appropriate when the simulation volume of interest is on one side of the conductive material. However, IBCs have the added complication that they are usually frequency dependent and are not directly useable to the the standard frequency independent FDTD equations. In this case the FDTD equations must be modified to incorporate the dispersive nature of the surface as in [8] . Typical frequency domain equations relating the electric fields and magnetic fields become convolution equations in time. Convolutions have a large computational and memory overhead, but if the convolution integral can be approximated by a sum of exponentials then recursive convolution can be implemented and the memory requirements reduced.
An FDTD formulation of finite conductivity has been used for modeling a good conductor [9] . This "synthetic" conductivity is derived by comparing the numerical impedance of the difference equations and the actual impedance of a good conductor at specified frequency. In this way the derived synthetic conductivity is inserted into the FDTD equations at the boundary only; thus being a surface boundary condition similar to an IBC. The advantage to this method is that no new equations are needed; however, its major disadvantage is that it is good at a single frequency.
An impedance boundary condition that incorporates the frequency dependence was developed for thin dielectric coatings over PEC surfaces [10] . The IBC starts with the analytically derived expression for the impedance in the frequency domain. The expression is expanded in a Taylor series about the wave number, k, and transformed to the time domain. The resulting partial differential equation is fourth order in time and first order in space. The difference equations do model the frequency characteristics fairly well; however, the equations are quite complicated and rely on many past values of the surface electric field. Furthermore, the condition is good at normal incidence only thus limited to 1D structures. This work is extended to include non-normal incidence [11] ; however, the modified IBC is only good for a single incidence angle.
Like the IBC of [10] , we start with a frequency domain expression for the impedance. This time for a thin sheet of a very good conductor. The frequency domain equation is transformed to the Laplace domain and the subsequent expression is approximated by a sum of first-order rational functions. This approximation is critical to the IBC's use-fulness in FDTD simulations. The first-order rational functions are exponentials in time and thus a recursive convolution scheme is implemented. The benefit of this scheme is that it is good over a wide range of frequencies.
The same approach was applied to lossy dielectric portions of a FDTD computational domain with an IBC where the frequency domain impedance expression was approximated by a rational function using Mathematica and then expanded using partial fraction expansion [7] .
This article describes the 1D Impedance Boundary Condition for thin finite conducting sheets and recursive convolution. Then the accuracy of the 1D IBC is examined and quantified. Finally, the IBC is extended to two dimensions and validated through the measurements of the quality factor of rectangular resonant cavities at different frequencies and conductivity values.
DERIVATION OF IMPEDANCE BOUNDARY CONDITION
To construct an impedance boundary condition we start with the impedance equation that relates the tangential components of the electric and magnetic field at an interface between two different media,
whereĒ tan andH tan are the tangential components of the electric and magnetic fields andn is the normal unit vector pointing out at the interface. For a conducting media characterized by permittivity, , permeability, µ o , and conductivity, σ. If the media is a good conductor such that 1 σ ω then the permittivity of the conductor can be approximated by
In one dimensional simulations (Figure 1 ), since propagation is normal to the surface, the surface impedance of a thin good conductor can be modeled as a transmission line with thickness l and characteristic impedance of a transmission line η c = µo εc . From transmission line theory, if a transmission line is terminated with impedance η t then the impedance seen at distance l from the termination is 
When the termination impedance is free space i.e., η t = η o η c , then input impedance can be approximated by
To make it easier to turn the boundary condition into time domain equations, it is useful to rewrite it in the Laplace domain form. The Laplace transform of (4) is
Using power series expansions for cosh and sinh [12] ,
and
the input impedance (5) can be represented by a quotient of two infinite products:
To use this relationship within the FDTD framework the impedance condition (1) must be transformed into the time domain,
A simple expression forĒ tan (t) must be found that can be converted to update equations that do not explicitly use the convolution integral of (9) . This can be accomplished by approximating (8) with P terms in the denominator and P − 1 terms in the numerator. The quotient can be expressed as a sum of quotients using partial fraction expansion and then transformed into the time domain. The result is a sum of exponentials,
where A m is the mth pole and C m in the mth residue of (8), given by
RECURSIVE CONVOLUTION
Recursive convolution is possible when one of the operands is an exponential function. Since we have expressed the impedance of (9) as a sum of exponentials recursive convolution can be used. As in [7] , we begin with the following convolution integral,
and discretize it so that
Assuming that x(t) is constant over the interval (i.e., piecewise constant), the integration over τ yields
Remove the n th term from the summation,
and rewrite the sum over n − 2 so that
The result is the basis for a recursive convolution equation:
In the derivation above we assume x(t) could be approximated as x(n∆t) over the interval [n∆t, (n + 1)∆t] . If we assume a piecewise linear approximation instead of piecewise constant, x(t) is approximated as
so that
and the recursion formula becomes
IMPLEMENTATION OF IMPEDANCE BOUNDARY CONDITION IN FDTD
Now that we have the form of the recursive convolution integrals we can construct FDTD IBC update equations.
Impedance Equations -Piecewise Constant Assumption
The derivation of the previous section can be used to construct the FDTD update equations if we let
Substitution into (19) gives
The tangential electric field update equation at the conductor surface isĒ
The impedance equation relates the electric and magnetic fields at the same position and at the same time. However, in this work, we use the tangential electric field on the surface accompanied by the tangential magnetic field half a grid space away and we take a time average of the electric field so that the update equation becomes
The tangential electric field on the surface at the current time step, n, is a function of last tangential electric field and the last sum,Ḡ m . Compared to the full convolution, memory requirements are low since this method requires only 2P variables for the poles and residues and P variables for each grid point on the surface containing a tangential electric field.
Impedance Equations -Piecewise Linear Assumption
When more accuracy is desired the piecewise linear assumption can be used so that the tangential electric field's update equation is still (27) but now
Improved accuracy is obtained at the expense of a more complicated equation and an additional memory location for each tangential electric field component on the surface.
EXTENSION OF IBC TO TWO DIMENSIONS
The use of the transmission line to model the impedance of a thin finite conducting sheet is completely justified in 1D simulations since propagation is fixed in the normal direction. On the other hand, since the the angle of incidence is not restricted to normal incidence in 2D simulations, we must verify that the model is still valid.
Consider phase matching at the surface of the conductor, located at z = 0 , where k i is the wave number on the free space side with incidence angle θ i and k c is the wave number in the conductor with a transmission angle of θ c . The incident components of the k vector are k ix = k 0 sin θ i and k iz = k 0 cos θ i and the conductor wave number
and using the good conductor approximation, we find
The angle in the conductor is given by
Since
is very large, the propagation direction will, for all practical purposes, be normal to the surface regardless of the incidence angle. Therefore, we expect the transmission line model to apply even in the two dimensional case. 
for the left wall;
for the right wall;
for the lower wall; and
for the upper wall.
The piece linear equations can easily be constructed by modifying equations (32) through (35) keeping equation (29) in mind.
EFFECTS OF FDTD SIMULATION PARAMETERS ON IBC ACCURACY
In this section a numerical study of the effects of the FDTD simulation parameters such as grid spacing, time step, and the number of expansions terms is presented. unmodulated Gaussian pulse is used to excite the problem at one end of the computational domain, point A, with the boundary condition E n x (k = 0) = g(n) . The IBC is placed at point B and a first order Mur boundary condition is placed at the other end of the computational domain, point C. The propagation direction is z and a TEM wave, (E x , H y ) is launched toward the IBC. The computational domain is 3000∆ long with B in the middle at z = 1500∆ or more simply k = 1500 . The FDTD stability criteria for the time step is set to ∆t = ∆ CF L c where ∆ is the spatial step size, c is the speed of light, and CF L is a real number that ensures that the Courant-Friedrichs-Lewy stability condition is satisfied. The normal 1D FDTD algorithm requires CF L ≥ 1 for stability. Two simulations are run for any given test set up. The first simulation does not include the IBC at k = 1500 . Instead the field is allowed to freely propagate to the right and the field is measured at k = 1499 and saved at all time steps to be used as the incident field when calculating the reflection coefficient of the IBC. The second simulation also measures the electric field at k = 1499; however this time, the IBC is in place at k = 1500 . Here the stored field includes both the incident and reflected waves. By using this total field and the stored incident field the reflection coefficient is calculated up to 10 GHz. Even though the reflection coefficient would be a sufficient measure of the IBC, the transmissivity is calculated from the reflection coefficient via
1D FDTD Simulation Configuration
The transmissivity has the nice property that it increases with increasing frequency in this application.
Once the time step is determined by ∆ and CF L , the frequency content of the incident pulse is controlled through the selection of β in 
Transmissivity Error Measurements
The error analysis is based on a direct comparison between the FDTD transmissivity results versus the analytical transmissivity calculation using
where t F DT D (f i ) is the transmissivity calculated from the FDTD simulation and t a (f i ) is the equivalent analytical calculation at frequency, f i . The first FDTD parameter examined is the time step. The FDTD stability criteria requires CF L ≥ 1.0. A larger time step can reduce the run time and improve the frequency resolution in any post simulation processing. Typically, FDTD codes allow the users to set the grid spacing while the code automatically sets the time step at the Courant limit, so it's important to know if the IBC requires a time step smaller than the Courant stability limit in order to bound the error. Figure 5 show that CF L ≥ 1.82 is necessary to bound the error. This does not mean the algorithm is unstable when CFL is set to the Courant limit it just means the accuracy is very poor. Furthermore, it is important to note that the CF L is even larger than the 3D FDTD Courant limit of √ 3 for a uniform grid. Next the effects of grid size and number of expansion terms are studied. Figures 6 through 11 are plots of the transmissivity error of equation (38) The results show the general trend that smaller grid size will reduce the error. This, of course, makes sense. The FDTD algorithm is more accurate with a smaller grid size. Also, the impedance in the FDTD IBC is approximated by electric and magnetic fields that are half a grid space apart, so the closer the grid space the more accurately the IBC scheme will approximate the actual impedance. However, the numerical results also show that the number of expansion terms plays a big role in the accuracy of the IBC algorithm and more terms does not necessarily mean more accuracy. For example, in Figure 6 we see that the error levels out at about 20 expansion terms. Interestingly, the optimum setting for P is about 5. Although the differences in error are less than .2 dB and .1 dB for ∆ = .005 m and ∆ = .00125 m, respectively, these errors would accumulate in simulations where multiple reflections from the surface occur.
The optimum number of expansion terms is a function of conductivity and grid spacing. As Figure 9 indicates, the best values for P are approximately 50, 80, and 120 for a conductivity of σ = 5.8 × 10 7 and a grid spacing of ∆ = .005 m, ∆ = .0025 m, and ∆ = .00125 m, respectively. Whereas for low and high conductivities the effect of grid spacing is much reduced.
The results clearly show that as the conductivity increases the number of terms needed to accurately approximate the impedance increases. In fact for the largest conductivity shown, σ = 5.8 × 10 9 , the IBC requires more than 250 terms to keep the error below 1 dB. 
Optimum Settings
The fact that there is an optimum number of terms for the piecewise constant IBC seems to go against intuition. If additional terms more accurately model the impedance then why doesn't the error decrease as the number of expansion terms increase?
We begin with a look at the error results for the piecewise linear IBC for copper with σ = 5.8 × 10 7 Ω −1 m −1 at three different grid spacings, as shown in Figure 12 versus the piecewise constant error in Figure 13 . The two plots are combined in Figure 14 . The results show that there is no optimum number of expansion terms (at least up to 300 terms) when using the piecewise linear IBC. Next, we look at the magnitude of main term in the piecewise constant IBC formulation, e Am∆t −1, and plot it versus expansion number at the three time steps of Figure 12 as shown in Figure 15 . Figure 15 shows that we should expect a leveling off of the error since the IBC term levels off rather quickly. Since the exponential term is proportional to the square of the expansion term number, it follows that the influence of the term will quickly decrease. Furthermore, the other factors in the exponential term should show similar results. As the conductivity decreases the number of strong influential terms decreases (Figures 6 through 11) . As the conductor thickness increases the number of influential terms also increases (Figure 16 ).
There are essentially two approximations that contribute to the transmissivity error. The first is from the approximation of the impedance by a sum of exponentials, and the other is from the approximation to the convolution integral. The two convolution approximations used are piecewise constant and piecewise linear. When few expansion terms are used, the impedance error is the dominant error. As the number of terms increases, the impedance error decreases. If fact, it should approach zero as m → ∞ . Therefore, as m becomes sufficiently large, the convolution integral approximation error will dominate the overall error and increasing m will not improve the error. This is clearly evident in Figure 14 as seen by the leveling of the error curves at some small but finite error as m increases. The optimum settings evident in the piecewise constant must result from the combination of the two types of errors, and the piecewise linear error is evidently sufficiently small such that it does not produce an optimum setting.
Depending on the problem being considered, a non-optimum number of expansion terms may not lead to significant error since the errors are still small. However, if the problem includes many reflections from the IBC as in resonant cavities, the optimum number of terms should be considered when using the piecewise constant formulation.
VERIFICATION OF IBC IN TWO DIMENSIONS
Measurement of the quality factor of resonant structures is used to verify the multi-dimensional IBCs [9] . This method is desirable for two reasons. First, it is the very small but finite loss that a good conductor exhibits that causes errors in FDTD simulations where good conductors are represented by perfect conductors. Second, the measurement is based on many reflections from the cavity's surfaces and should give a good indication of the accuracy and thus the benefit of this type of IBC.
Calculation of Quality Factor
An analytical approximation for the quality factor of a resonant cavity is used for the comparison against the FDTD IBC. Using the nomenclature and derivation found in [13] , the essential ideas follow.
The quality factor of Q is a measure of the loss of a resonant cavity. Let w Tn (t) represent the total electromagnetic energy of a mode n within a resonant cavity. The energy can be approximated by
where w n is the resonant frequency in radians of the n th mode. So using the definition in [13] , the quality factor is the average number of radians it takes for the total electromagnetic energy to decay to 1 e of its original value. The higher the Q the lower the loss. The quality factor can be determine from the average power dissipated within the structure and the average electromagnetic energy stored within the structure given by Q n = ω n × energy stored in nth mode average power dissipated in nth mode = ω n w Tn P n .
The power lost in the resonant structures used in this article are a result of the current flowing through the walls of the cavity. So to calculate the Q of the resonant structure under test we must calculate the following two integrals:
As in [13] , since we're dealing with very large conductivities perturbation methods can be used. The current can be approximated by the current generated in a perfect conductor. So the power calculation of (42) becomes
whereJ 0 n represents the current in a resonator with PEC walls. Again using the good conductor approximation, most of the current flows within one skin depth of the conductor, where the skin depth, δ is defined by
and the current can be approximated by assuming that the current is equivalent to the surface current of a perfect conductor uniformly distributed over a single skin depth, so equation (43) becomes
where A is the inside surface of the resonator andJ 0 sn is the surface current due to the nth mode in a PEC resonator. Figure 17 is a schematic of the test structure used to validate the two dimensional IBC. The test structure is a rectangular resonating cavity made with a good conductor with conductivity, σ, with dimensions (in meters) a in the x direction and c in the z direction. The thickness of the thin conducting sheet is l m and the skin depth is δ m . (The figure is not drawn to scale l a, c.)
The cavity is excited with T E modes by using a line source located at (i s , k s ) on a discretized FDTD grid and the response is measured with a software probe at (i p , k p ) that records E y (i p , k p ) at each time step.
For the power and energy calculations we assume infinite extent in the y direction and therefore the energy and power units are all described per meter.
With Figure 17 in mind the power dissipated per meter is given by
Given a TE excitation (E y ) , the mode can be described by
where k x = mπ a , and k z = pπ c . The magnetic fields can be found from Maxwell's equations and (47). They are
Using (48) and (49) in (46) the power becomes
The total electromagnetic energy is calculated from (41) and (47), resulting in w tm,p = ac
Substitution of (50) and (51) into (40) yields
we arrive at
The quality factor of a good conductor resonator is a function of the mode number, skin depth, and the physical dimensions of the resonator.
Measurement of Quality Factor in FDTD Simulations
There are two ways to measure the quality factor in a FDTD simulation. The first is the take the Fourier transform of the electric field measured by the software probe. By measuring the half-power bandwidth about the resonator's resonant frequencies, the quality factor can be derived [13, 14] . However, this method will require millions of time steps for very high Q structures. A more practical method relies on exciting a single mode and measuring the decay in the mode's field strength measured by the software probe. In the lossy resonator, the resonant frequencies are better described in the s domain, s m,p = −iω m,p − α m,p . Since the energy is proportional to the magnitude of the electric field squared, equation (39) can be rewritten as
and the quality factor becomes
If a single mode is excited in the FDTD simulation, α m,p can be calculate from two peaks in the stored electric field, given by
2D Simulations and Results
The impedance boundary condition is extended to two-dimensions. Using the test structure in Figure 17 the dimensions of the structure are changed to vary the frequency. The current source is placed at the center of the structure and the probe is off center. A modulated gaussian pulse, modulated at the T E 1,1 resonant frequency with β = 4096, is used as the temporal excitation. The software probe stores the electric field at each time step. Equation (56) is used to measure α 1,1 and equation (55) Tables 1-4 show  the results. Each table represents a different frequency and each table  spans Conductivity Exponent 
CONCLUSION
The conductivity range studied in this article spanned four orders of magnitude from 10 4 to 10 8 Ω −1 m −1 . (Some work at 10 9 was done in Section 6.2.) Even the lowest conductivity used would be considered a good conductor at the frequencies tested as defined by 1 σ ω . The conductivities, in Ω −1 m −1 , of the most popular signal conductors, silver, copper, gold and aluminum are 6.14×10 7 , 5.80×10 7 , 4.10×10 7 , and 3.54 × 10 7 and the conductivity of steel is 3.54 × 10 7 which all easily fall within the range of conductivities tested.
When a piecewise constant approximation is used for the magnetic field, the amount of computer resources (as measured by number of expansion terms) is directly proportional to the conductivity. Lower conductivities result in larger pole magnitudes and lesser sensitivity to increase number of terms. The piecewise constant approximation produces an error that cannot be overcome by more expansion terms. In fact, the errors from the impedance approximation and the magnetic field approximation combine to produce an optimum number of expansion terms.
With a piecewise linear approximation, the error due to the magnetic field is greatly reduced and an optimum number of terms is not evident. The more terms used the more accurate the IBC; however, the error levels off at 200 terms in the test of the copper sheet in Section 6.3.
When extended to two dimensions, except for the lowest conductivity of σ = 5.8 × 10 4 Ω −1 m −1 the impedance boundary condition works incredibly well over the wide range of skin depths studied, 3 → 185 . The IBC is an excellent model for thin sheets of good conductors with finite conductivity. The IBC offers the advantage of working over a wide range of frequencies with very little computational overhead. For typical conductors, like copper, 125 terms per tangential electric field component are needed with errors in Q less than 5%.
