Abstract. In order to characterize flux flow through disordered type-II superconductors, we investigate the effects of columnar and point defects on the vortex velocity / voltage power spectrum in the driven non-equilibrium steady state. We employ three-dimensional Metropolis Monte Carlo simulations to measure relevant physical observables including the force-velocity / current-voltage (I-V) characteristics, vortex spatial arrangement and structure factor, and mean flux line radius of gyration. Our simulation results compare well to earlier findings and physical intuition. We focus specifically on the voltage noise power spectra in conjunction with the vortex structure factor in the presence of weak columnar and point pinning centers. We investigate the vortex washboard noise peak and associated higher harmonics, and show that the intensity ratios of the washboard harmonics are determined by the strength of the material defects rather than the type of pins present. Through varying columnar defect lengths and pinning strengths as well as magnetic flux density we further explore the effect of the material defects on vortex transport. It is demonstrated that the radius of gyration displays quantitatively unique features that depend characteristically on the type of material defects present in the sample.
Introduction
The physics of interacting vortex lines in high-temperature superconductors subject to strong thermal fluctuations and pointlike or extended disorder is amazingly rich and has been a major research focus in condensed matter physics in the past two decades [1] . Vortex motion plays a crucial role in the transport properties of type-II superconductors in external magnetic fields. In the presence of a sufficiently large applied current magnetic flux lines will experience a Lorentz force and drift perpendicular to both the current and applied magnetic field. The motion of these current-encircled magnetic flux filaments induces an electric field parallel to the applied current resulting in power dissipation and hence an Ohmic voltage drop across the material proportional to the velocity of the vortices.
While an externally applied current serves as a driving force, underlying defects in the superconducting material inhibit vortex motion. Material defects pin vortices below a critical applied force, and also play a significant role in their motion above that threshold, providing, on a coarse-grained description level, an effective friction or viscosity.
Aside from the obvious relevance for technological applications, driven magnetic flux lines in type-II superconductors also represent one of the few cleanly experimentally realizable systems of interacting particles in a non-trivial non-equilibrium steady state. A thorough understanding of the ensuing phase diagram and full characterization of each emerging steady state should shed light on the rich and still rather incompletely understood features of non-equilibrium systems in general. Since stochastic fluctuations and intrinsic correlations typically play a significant role away from thermal equilibrium, it is desirable for each emerging stationary state to attain a thorough quantitative understanding of the fluctuations.
In superconductors specifically, pinning effects on vortex motion are also reflected in the voltage noise power spectrum [2] . For instance, slightly above the critical force, in the presence of strong disor-der, depinning of vortices is observed to proceed via flow through plastic channels [3] . These 'rivers' of vortices form at different locations in the sample, and flow around 'islands' of temporarily trapped flux lines resulting in incoherent motion. Such behavior has been observed experimentally [4] , as well as in two-dimensional computer simulations [5] , and is characterized in the velocity or voltage frequency power spectrum by a broadband noise signal which obeys a 1/ω α power law, as also demonstrated in recent three-dimensional numerical work [6] .
Well above the critical force it has been observed that vortices are more translationally ordered than at low velocities [7] . It might be expected that at a sufficiently high drive, the vortices would form a moving Abrikosov lattice since the effective pinning force from the disorder on each vortex varies rapidly and would therefore be less effective [8] . However, it has been shown by Le Doussal and Giamarchi [9] that some modes of the disorder are not affected by the motion even at large velocities. As a result the vortices enter what has been termed a 'moving glass' phase. Here, subtle competitions between elastic energy, disorder, and dissipation lead to the transverse displacements becoming pinned into preferred time-independent configurations resulting in stationary two-dimensional channels. In the moving glass phase, vortices thus follow each other in a manner similar to beads on a wire.
There exist a few possible coupling regimes between these elastic channels. For strong point disorder approximately parallel elastic channels are completely decoupled, while the periodicity along the direction transverse to the drive is maintained. Here sharp delta-function Bragg peaks with nonzero reciprocal-lattice vector components along the direction of motion are lost, while peaks with only transverse components remain. This regime is known as the 'moving transverse glass' or 'moving smectic' phase [9] , and is supported by recent numerical simulations in two and three dimensions [10, 11] . On the other hand, for weak point disorder, or large velocities, relative deformations grow only logarithmically with distance; hence, the vortex structure maintains quasi long-range order corresponding to complete elastic coupling between vortices. This state is known as a 'moving Bragg glass' and is characterized by algebraically divergent structure factor peaks at small reciprocal lattice vectors [9] .
The interaction of the moving Bragg glass with the underlying material defects is manifested by a characteristic peak in the power spectrum corresponding to the periodicity of the vortex lattice [9] . Defects in the material temporarily slow vortices resulting in 'stick-slip' motion. In a structurally ordered phase such as the moving Bragg glass, this behavior is repeated, resulting in a periodically varying average overall velocity. With the lattice vector of the Bragg glass oriented in the flow direction, the resulting characteristic frequency associated with this motion is known as the 'washboard' frequency. Related phenomena are certainly not unique to driven flux lines in type-II superconductors, but are, for example, well-established in charge-and spindensity wave systems [12] .
Random point disorder need not be the only pinning structure in superconducting materials. Columnar disorder may also be introduced into materials for the purpose of increasing the critical current [13] . Far above the depinning threshold a 'moving Bose glass' is formed in the presence of columnar pins [9] . Owing to the correlated nature of the disorder along the length of each vortex, the structure function tends to resemble that of the moving transverse glass. Furthermore, akin to the equilibrium Bose glass (i.e., the disorder-dominated amorphous structure formed by flux lines localized by correlated defects [14] ), the moving Bose glass displays a diverging tilt modulus [9, 15] . Whether a unique voltage noise signal exists for this phase (as well as for the moving transverse glass) is unclear, and subject to this present investigation.
Early experiments on washboard noise in superconductors date back to Fiory [16] who, by applying both an AC and DC current to an aluminum film in the mixed state, observed a drop in resistance when the time for the Abrikosov lattice to travel a distance of one lattice constant (i.e., the washboard period) corresponded to integer or half-integer multiples of the AC current period. Similar results were obtained by Harris et al. [17] for high-T c materials.
Compelling evidence for washboard motion has been obtained in the creep regime in various experiments. Troyanovsky et al. [18] observed washboard motion in NbSe 2 crystals using scanning tunneling microscopy. Images of vortex positions were taken at a sampling frequency high enough to observe their motion in the creep and plastic regimes by compiling a sequence of images into a movie. For columnar defects plastic motion was recorded for the highest applied magnetic fields. For point defects a moving vortex lattice was observed for a number of different applied magnetic fields. By tracking the velocity of a number of individual vortices a frequency corresponding to the washboard frequency was measured.
Direct observation of the washboard frequency for larger systems was subsequently achieved by Togawa et al. [19] , who obtained voltage noise spectra of BSCCO crystals in the mixed state subject to a constant current for various applied magnetic field strengths. For low magnetic fields broadband noise was observed and attributed to plastic vortex flow. As the applied magnetic field was increased, the broadband noise signal reached a maximum value and then decreased again, while a narrowband noise peak that corresponded to the washboard frequency emerged. Upon increasing the magnetic field fur-ther, the characteristic frequency of the narrowband noise grew owing to a tighter flux line packing of the vortices, and hence a shorter vortex lattice constant. The narrowband noise signal also decreased in height and increased in width. The reason for this is apparently still not fully understood.
Washboard noise has also been detected unambiguously in a number of two-dimensional numerical simulations; as characteristic examples, we mention the following: Olson et al. [20] performed molecular dynamics simulations of vortices that were driven through a system of randomly placed defects. Upon varying the drive strength they noticed that the number of regimes available to the system above the plastic flow phase depended on the vortex interaction strength. For systems with intermediate to high interaction strength and large applied drive, the vortices entered a coupled channel regime indicated by sixfold coordination of the structure. In this regime washboard noise was observed. Furthermore, it was noted that the washboard signal intensity decreased as the system size was increased. It is believed that this was due to multiple domains forming in the vortex lattice resulting in decoherence of the noise signal.
Kolton and Dominguez [21] also performed twodimensional molecular dynamics simulations to investigate Fiory steps in different vortex velocity regimes. In order to understand the relationship between these steps and the temporal order in the different regimes, the voltage power spectrum was investigated without an applied ac drive. The authors observed the evolution of the power spectrum from broadband noise to the emergence of a narrowband peak as the applied dc drive was increased, and also found higher harmonics. Two-dimensional computer simulations employing Langevin dynamics and varying drive and pinning strength have been performed as well [22] , with similar washboard noise results.
In contrast, we are aware of only one threedimensional investigation of the washboard noise. Using an anisotropic XY model Chen and Hu [11] investigated the first-order transition from the moving Bragg glass to the moving smectic. In the moving Bragg glass phase narrowband noise that corresponded to the washboard frequency was observed along with harmonics for various driving strengths at zero temperature. The washboard peak itself persisted for T > 0, while its harmonics disappeared. The authors also found that the moving Bragg glass turned into a moving liquid at high drive, and hence that the washboard signal was destroyed. They argue this to be due to thermally activated vortex loops inducing dislocations in the Bragg glass [11] .
The purpose of this work [23] is threefold. First, we wish to establish confidence in our novel simulation approach to modeling vortex motion by qualitatively comparing our results to well-known superconducting vortex behavior. Second, we wish to investigate the evolution of the narrowband noise associated with the washboard frequency for increasing vortex density (i.e., increasing magnetic flux density) in the presence of randomly distributed point as well as columnar defects. Finally, we are interested in studying the effects of different types of pinning centers on the narrowband voltage noise. Below the critical current, in the presence of columnar defects, it has been predicted that vortices hop between pinning sites temporarily trading elastic deformation energy in the form of double-kinks and half-loops for a lower overall energy configuration [14] . Well above the depinning current remnants of these half-loop excitations and double kinks may still exist. At high driving values these remnant excitations would occur predominantly in the direction of the drive, while other excitations would be suppressed by the localizing effect of the columnar pins. Obviously, the impact of such vortex excitations on the power spectrum cannot be addressed by a two-dimensional simulation, but require a full three-dimensional model.
Based on the effective free energy for interacting magnetic flux lines in the London approximation, and subject to attractive pinning centers [14] , we have developed a three-dimensional Monte Carlo simulation code [24] to study the effects of disorder on the velocity / voltage power spectrum and the two-dimensional static vortex structure factor in the plane transverse to the magnetic field for driven vortices in the non-equilibrium steady state. Specifically, we compare results for point and columnar defects. We also measure the average radius of gyration in order to examine the effects of the different defect types on the shape or thermal 'wandering' of the elastic flux lines along the magnetic field (z) direction. The simulation results reported here should be contrasted with our earlier findings for non-interacting flux lines in the presence of various disorder distributions [24] .
Our results in fact display many similar features for both types of defects. As the vortex density is increased for systems with either weak point or correlated disorder, positional ordering is observed to increase in the structure factor plot. For columnar defects the vortex system's structure factor is found to change from that characteristic of a typical liquid, to a smectic, to a triangular array with smaller wave vector peaks along the drive (x) direction, and eventually an ordered triangular lattice. For the case of point defects, we only observe the triangular array in the parameter region studied here, with wave vector peaks located along the drive direction whose heights increase with greater vortex density. We find that the structure factor plots at low vortex densities in the presence of point disorder appear qualitatively similar to the results for columnar defects at higher densities. Once the x-component of the structure factor displays sharp peaks, indicating ordering of the vortex system along the drive direction, we detect a narrowband noise signal corresponding to the washboard effect for both defect types.
On the other hand, we speculate that some of the features observed in the data may be unique to specific types of pinning centers. For instance, we find the signal is always larger for columnar defects at the same vortex density. Higher harmonics are also detected at multiples of the washboard frequency for both types of disorder; however, the intensity ratios of the harmonics are different: For columnar defects the ratios of the power of the first and second harmonic to the third are larger than for point defects. As the density is increased this ratio decreases for columnar defects. Furthermore, a broadening of the fundamental frequency peak is observed only for columnar defects, with the width of the washboard peak decreasing as the density increases.
To further examine these potentially distinct effects on the velocity / voltage power spectrum, we vary the effectiveness of the pinning centers. For a fixed vortex density the positional arrangement of the pinning sites in the system is changed from randomly distributed (i.e., point-like defects) to correlated along the z axis (i.e., columnar defects). The velocity fluctuation power spectra as well as the structure factor plots are examined for this series of simulations as well. We then compare our findings to the results obtained with increasing point defect pinning strength. We find that whereas the power spectrum and structure factor evolve in a qualitatively similar manner when varying the 'pinning effectiveness' through either method, there appear marked differences in the behavior of the mean radius of gyration. Namely, as the point pinning strength increases, vortices tend to stretch and deform following a r g ∝ U 2 0 behavior, where U 0 represents the pinning potential depth. In contrast, we observe the radius of gyration to saturate for increasing columnar defect length. The behavior is best described phenomenologically as r g ∝ e −l0/l where l denotes the length of the columnar defects.
In the following section 2, we describe our model and the simulation algorithm in detail. Section 3 contains our simulation results, as already summarized above. Finally, in section 4, we conclude and provide an outlook for further investigations.
Model Description and Simulation Algorithm
In our Monte Carlo simulations, vortices are considered in the London approximation (with the London penetration depth large compared to the coherence length, λ ≫ ξ) as discretized elastic lines [14] (see also Refs. [25, 26] ). The elastic energy associated with the line tension of N v flux lines is taken to be
where r i (z) describes the configuration of the ith vortex by specifying its two-dimensional position r as function of the coordinate z (0 ≤ z ≤ L) along the magnetic field direction. The line stiffness is given by ǫ 1 = ǫ 0 ln ξ ab /λ ab Γ −2 , where λ ab is the in-plane London penetration depth, and ξ ab the in-plane superconducting coherence length. ǫ 0 = φ 0 /4πλ ab 2 sets the overall energy scale, and φ 0 = hc/2e is the magnetic flux quantum. The expression (2.1) for the elastic energy holds if dr i (z)/dz 2 ≪ Γ −1 , where Γ 2 = M z /M ⊥ denotes the effective mass ratio for the elastic line. In this study we model high-T c materials for which Γ ≫ 1. In the simulation each flux line is represented by N p points located at (r i , z i ). Each point is confined to a constant z i (a separate ab plane) and interacts with its nearest neighbors above and below via a simple harmonic potential.
The total interaction energy between all pairs of distinct vortices is
with the pair potential V (r) = 2ǫ 0 K 0 (r/λ ab ). Here, K 0 is the modified Bessel function of zeroth order, and can be described qualitatively as diverging logarithmically as r → 0 and decreasing exponentially for long distances r ≫ λ ab . Interactions between vortices occur only within the ab planes (i.e., consistent with the London limit we neglect any crossplane interactions); this approximation is valid as long as the requirements for Eq. (2.1) are satisfied. For the simulation, the vortex interactions are cut off at min(L x /2, L y /2), where L x and L y are the system's dimensions in the x and y directions. To minimize the effects of the cut-off, λ ab has been decreased to prevent numerical artifacts observed in the simulation. We observe that with a severe cutoff the system becomes locked into a particular spatial configuration, as each line is effectively caged within the deep potential energy minima formed by linear superposition of its neighbors' step-function potentials created by the cut-off. Material defects in the system are represented by a distribution of cylindrical potential wells,
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k | . Here b 0 is the pin radius in the ab plane, Θ denotes the Heaviside step function, r (p) k indicates the location of the kth pinning center, and U 0 characterizes the well depth.
Finally, in the presence of an external current the flux lines experience a force per unit length f L = φ 0ẑ × J/c, therefore a corresponding work term is introduced:
This work contribution favors vortex motion along the direction of the force while suppressing motion against it. For this investigation, the force is always applied in the x direction. The total energy of the system reads
In our simulations the applied magnetic field is taken parallel to the c axis (oriented parallel toẑ); therefore, at time t = 0 straight lines are placed vertically in a system of size L x ×L y ×L z with periodic boundary conditions in all directions. We have found that the initial configurations of the individual lines do not affect the steady state attained at long times. Defect centers at positions r (p) k are also distributed throughout the system, either randomly or aligned parallel to the c axis to model columnar pins. The state of the system is then updated according to standard Monte Carlo Metropolis rates. When the number of attempted updates is equal to the number of points that make up a flux line multiplied by the total number of lines in the system, this constitutes a single Monte Carlo step (MCS) and serves as the unit of time in the simulation. While this 'driven diffusive system' simulation approach, introduced by Katz, Lebowitz, and Spohn [27] , is likely best suited to model thermally activated motion close to equilibrium, we find that our results in the driven regime, considerably away from equilibrium, are quite similar to those observed in other studies, as mentioned above.
Nevertheless, it is not at all obvious even for steady states far from thermal equilibrium which choices of 'microscopic' Monte Carlo rates yield the most 'realistic' representations of an experimental system, even in a coarse-grained view. Gotcheva et al. [10] have recently brought into question the general validity of the driven diffusive Metropolis Monte Carlo dynamical method in their simulations for vortices on a two-dimensional lattice. The nonequilibrium steady states obtained using Metropolis Monte Carlo and continuous-time Monte Carlo dynamical rules, respectively, were compared as a function of temperature and driving force. The results differed dramatically depending on which dynamical rule was used. In some instances at least, the Metropolis algorithm yielded a spatially disordered moving steady state while the continuoustime Monte Carlo rules preserved positional order (in finite-size systems) over much of the non-equilibrium phase diagram. The authors argue convincingly that the lack of order observed in the Metropolis simulation was due to intrinsic randomness in the updating rules. It would certainly be interesting and worthwhile to probe to what extent these findings also apply to three-dimensional off-lattice simulations, which are presumably less likely to be stuck in long-lived metastable configurations. In our current study we find that spatial order survives in the non-equilibrium steady state for an extended range of flux density values.
Quite generally, it is crucial for the analysis of out-of-equilibrium systems to carefully investigate alternative approaches to the description of their dynamics in order to probe their actual physical properties rather than spurious artifacts inherent in any mathematical modeling. Different mathematical and numerical representations of non-equilibrium systems in fact rely on various underlying apriori assumptions that must be tested a-posteriori by comparing their respective results. For example, many computer simulation studies of driven flux line systems invoke stochastic Langevin equations, wherein one assumes that all fast degrees of freedom are aptly captured in terms of uncorrelated white noise (see, e.g., Refs. [20, 28, 22] ). Such a mesoscopic representation of the dynamics is usually adequate in thermal equilibrium where the form of the input noise correlations is severely restricted by fluctuation-dissipation relations. Yet the large-scale and long-time properties of nonlinear Langevin stochastic differential equations away from thermal equilibrium are well-known to be often drastically affected by the functional form or even strength of the assumed noise correlations, which are not uniquely determined by Einstein relations any more. One would, e.g., suspect that the flux line correlations along the magnetic field axis should be reflected in the noise spectrum and relaxational features. It is therefore imperative to test a variety of different numerical methods and compare the ensuing results in order to identify those properties that are generic to the physical system under investigation.
The parameter values used in our simulations correspond to typical high-T c materials, and are reported in units of b 0 (the pin radius) and interaction energy scale ǫ 0 . The parameters ξ ab , ǫ 1 , and Γ 2 are chosen to be 0.5 b 0 , 0.25 ǫ 0 , and 16, respectively. In this study we examine vortex motion in the weak pinning regime. The pinning potential U 0 has been given a value of 0.03125 ǫ 0 while the predicted value is approximately 0.5 ǫ 0 [14] . The penetration depth λ ab is assigned a value of 16 b 0 which is about 1/3 of typical high-T c values. As previously mentioned this choice was made in order to minimize artifacts due to the interaction cut-off. The average separation distance between randomly distributed defects in each ab plane is taken to be 15 b 0 . The maximum distance for a point on any flux line to move is lim-ited to b 0 /2, to help avoid vortices 'hopping' over defects.
Since the present study is primarily concerned with the effect of defect correlations on the dynamics, the temperature is chosen such that T /T * < 1, where
√ ǫ 1 U 0 b 0 is the temperature above which entropic corrections due to thermal fluctuations become relevant for pinned flux lines [14] . Here, thermally induced stretching and wandering of the flux lines are largely suppressed (as long as the vortices remain pinned), and the results can be interpreted in terms of low-temperature kinetics. Our simulations are thus usually run at k B T per unit length equal to 0.004 ǫ 0 . The average or center of mass (CM) velocity for each vortex is then calculated and averaged over all vortices:
where r cmi denotes the center-of-mass position of the ith vortex, and τ is the time interval between measurements. τ is set to 30 MCS, and the simulation is then run for 10 5 MCS to arrive at a steady state. Data are subsequently collected for the next 2.5 × 10 5 MCS. From the collected data, we obtain the two-dimensional static structure factor in the plane transverse to the magnetic field,
where ρ(0)ρ(r) denotes the density-density correlation function, for the driven vortices in the nonequilibrium steady state. We also measure the average radius of gyration,
in order to examine the effects of the different defect types on the shape or thermal 'wandering' of the elastic flux lines along the magnetic field (z) direction. Additional information about the detailed dynamics is encoded in the velocity fluctuation power spectra
These velocity power spectra have been appropriately windowed in order to minimize spectral leakage. Since vortex motion across the sample induced a voltage drop, the velocity fluctuations are experimentally directly accessible as the measured voltage noise. Each of the above observables is measured for various vortex densities and defect configurations. Vortex densities are reported as a count of the number of vortices in a unit system of size 
Results

Vortex Spatial Arrangement
As a preliminary comparison with expected results square numbers of vortices were randomly placed in a system free of pinning sites with an x-y aspect ratio of 1 : 1 and allowed to achieve equilibrium. The vortices were observed to arrange into a number of different lattice configurations. While a number of runs ended with configurations where vortices were primarily six-fold coordinated (as expected), many runs terminated in other configurations. The prevalence of a four-fold square lattice arrangement, whose configurational energy is only slightly above that of the triangular Abrikosov lattice [29] , suggests that the square system size aspect ratio increases the energy of the Abrikosov lattice arrangement by forcing the lattice to deform in order to satisfy boundary conditions. With a square system aspect ratio vortices have been observed to enter four different arrangements: The lattice may compress along a system axis to maintain six-fold coordination, topological defects may form in the triangular lattice, the vortices may arrange into a square lattice, or some combination of these three distinct deformations may take place.
Different lattice orientations were also observed. The vortex lattice arranged in local energy minima configurations by either aligning a lattice vector parallel to the system's horizontal axis, rotating the lattice vector by 30
• from the horizontal, or by arranging such that the lattice twisted about the system at a chiral angle satisfying periodic boundary conditions. When in our simulations an external force is applied and the vortex system driven, we find that the lattice maintains its initial orientation. However, by approximately doubling the defect pinning strength the lattice reorients such that the principal lattice vector points in the direction of the applied drive. Drive-induced reorientation has been observed in experiments [30] and simulations [22] .
To avoid the above difficulties, we chose the system's x-y aspect ratio as 2 : √ 3 in order to accommodate a triangular lattice. The vortices are then placed in the system prearranged in a triangular array with a lattice vector oriented along the xdirection. Choosing this aspect ratio allows an even square number of vortices to 'fit' in the system while arranged in this configuration.
Current-Voltage (I-V) Characteristics
In order to validate our model and simulation algorithm we have examined the average vortex velocity as a function of the applied force and compared our results to well-established experimental and numerical findings. In experiments, the driving force is proportional to the externally applied current, and the induced voltage across the sample proportional to the mean flux line velocity, hence the current-voltage (I-V) characteristics are given by the force-velocity curves in our simulations.
Our simulation results for systems with randomly distributed columnar pins and point defects are plotted for various flux densities in Fig. 3.1 . In addition to averaging over all flux lines in the system, the data are averaged over time (25,000 Monte Carlo steps) and five disorder realizations. For both graphs the number of effective pinning sites is equal, as are the pinning strengths (per unit length) U 0 for all the defects.
The vortices are seen to remain pinned for both columnar and point defects up to a critical depinning force, beyond which the system takes on an average velocity that increases with increasing applied drive. As expected the depinning threshold is higher for columnar defects [ Fig. 3.1(a) ] since the attractive force from each pinning sites adds coherently over the length of the flux line. The inset in Fig. 3 .1(b) depicts the region of the curve associated with depinning for point defects, showing just the data for the densest and most dilute systems. We observe (again as expected) that denser vortices depin sooner for either type of pinning center. As the repulsive interactions between neighboring vortices grow with flux density, this helps the vortices to overcome the defect pinning potentials. We find that these results are qualitatively comparable to experimental findings in high-temperature superconducting materials (see, e.g., Refs. [31, 32, 33] ) giving us confidence in the validity of the model. However, our numerical algorithm ceases to produce physically reliable I-V results at high driving currents: The velocity versus force curves generated by our simulations are observed to cross at higher drive values. This is especially clear for the point defect data [ Fig. 3.1(b) ]. Furthermore, while at large currents linear Ohmic behavior (i.e., overdamped motion) should ensue, we find that the velocity values saturate at high applied drives in Fig. 3.1(c) . This artifact is due to the following limitation present in the simulation algorithm: In order to guarantee interaction of the vortices with defects the maximal 'hopping' distance for the vortices has been limited to half of the pin radius. At higher force values the vast majority of accepted moves are in the direction of the drive, but the largest moves are limited in distance leading to the observed saturation. The noticeable crossing of the I-V curves at large currents is most likely an artifact as well, namely due to the fact that the system is updated locally, rather than globally, in the Metropolis algorithm. At higher vortex densities larger local moves are suppressed by the repulsive potential of their nearest neighbors again leading in saturation of the I-V curve. As the density is increased large local moves are further suppressed resulting in I-V curves for systems with a higher vortex density saturating sooner which yields the observed crossing of the I-V characteristics.
In the following, we mostly report data that has been collected at a driving force f = 0.04. This high value was chosen so that washboard noise could be observed over a range of accessible vortex densities; however, in some instances the I-V curve has already begun to saturate. Since we are studying the velocity noise spectrum relative to the mean velocity, we do not expect specific artifacts caused by the saturation in the voltage noise, nor do we observe any as compared to results obtained at lower drive values f = 0.01 (see the discussion at the end of Sec. 3.3.1).
Narrowband Noise Characteristics
Power spectral density plots and intensity plots of the structure factor S(k) have been obtained for several vortex densities as shown in Figs. 3.3 and 3.9. Unless otherwise indicated, all power spectral density plots are double-logarithmic with the frequency on the x axis ranging from 0.001 to 0.01 rad / MCS and power in normalized units on the the y axis in the range 2.5 × 10 −10 . . . 1 × 10 −4 . Distinct peaks are observed as well as higher harmonics in many of the power spectra for columnar defects. Peaks are observed in all of the power spectral plots for point defects. In both cases harmonics are always located at integer multiples of the fundamental frequency. In Fig. 3 .2 the fundamental frequencies are plotted versus the number of vortices per unit system size along with the predicted washboard frequencies for both point and columnar disorder. The washboard frequency is calculated by simply dividing the measured average vortex velocity v x (parallel to the applied drive, and averaged over time and defect realizations) by the vortex triangular lattice constant. Due to the aspect ratio of the system this distance is obtained by dividing the system length in the direction of the drive (L x ) by the square root of the number of vortices in the system; hence,
We obtain good agreement between the measured and predicted values indicating that the fundamental frequency in the power spectra plots is indeed the washboard frequency. Error bars for the measured frequencies are estimated by taking the full widths at half maximum of the fundamental peaks, while the uncertainties for the calculated values are obtained from the standard deviations of the average velocities.
Randomly Distributed Columnar Defects
Results for flux lines of different densities interacting with random columnar defects are displayed in Fig. 3.3 . With the average spacing between defects set to 15 b 0 the number of columns in a unit area 150
For a density of 16 lines per unit area (a filling fraction of ∼ 1/7) only broadband noise is observed in the velocity power spectrum, see Fig. 3.3(a) . The corresponding diffraction pattern shows a ring indicating an isotropic liquid or amorphous solid. A typical Delaunay triangulation for the vortex positions in a snapshot of a particular run with 16 lines is depicted in Fig. 3.4(a) . Fig. 3.3 . Velocity / voltage power spectra measured in the direction of the drive (x direction) and structure factor plots for increasing vortex density in the presence of randomly distributed columnar defects. (a) For a density of 16 lines an isotropic liquid is observed along with a broadband noise signal in the power spectrum. (b) At 36 lines two (off-center) peaks appear in the structure factor located transverse to the drive direction, accompanied by a narrowband signal in the velocity power spectrum. (c) Six peaks appear in the structure factor plot at 64 lines. The intensities of the peaks with a wave vector component in the x direction are lower than those with only a y component. In the velocity power spectrum the washboard frequency peak narrows indicating greater temporal coherence, and higher harmonics become more visible. (d) As the density is increased to 100 lines the structure becomes more fully ordered into a triangular array, and the washboard peak sharpens.
The plot shows the presence a number of topological defects in the vortex system. The 'time exposure' plot in Fig. 3.4(c) of the flux line centerof-mass positions produces trajectories reminiscent of the 'braided rivers' observed in two-dimensional plastic flow simulations [28] . The trajectories appear to move and cross within winding channels. For 36 lines the two peaks located perpendicular to the drive direction fully emerge, suggestive of the predicted moving transverse glass, see Fig. 3.3(b) . Small intensity peaks with wave vector components parallel to the drive are also visible. As the vortex density is increased from 36 to 64 lines (in our fixed area) peaks with an x component in the diffraction plot more fully emerge and sharpen as shown in Fig. 3.3(c) . Just as for 36 lines these peaks are smaller than those located perpendicular to the direction of the drive. In a typical associated Delaunay plot, Fig. 3.4(b) , topological defects in the vortex lattice disappear, and the flux line trajectories form parallel channels, running in comparatively straight lines, Fig. 3.4(d) . At densities of 100 lines the structure plot reveals a wellordered lattice of flux lines, see Fig. 3.3(d) .
These results are a good demonstration of the competing energy scales in the system. The spatially randomly distributed pinning sites favor disordered flux line structures while the vortex repulsion induces ordering into a regular array. For a density of 16 lines the structure factor displays a random vortex configuration, indicating that the lattice structure is dominated by the columnar pinning sites. Individual vortices are pinned for periods of time that are long compared to the time it would take for the flux lattice to move one lattice constant, thus preventing the formation of the regular structure. At a density of 36 lines the repulsive forces begin to separate the vortices into parallel channels resulting in spatial periodicity in the y direc- Fig. 3 .5. Washboard peak power for increasing vortex density for columnar (top square data points) and point defects (bottom triangles). In either case the peak intensity is observed to decrease as the flux density is increased.
tion (perpendicular to the drive), and by reaching a density of 64 lines the system of vortices is dominated by the repulsive vortex interaction potential. At this stage individual channels begin to couple as additional periodicity appears in the x (drive) direction. Distinct peaks emerge in the diffraction plot with the peaks possessing a wave vector component in the x direction smaller than those with only a y component due to weaker coupling. As the density is increased to 100 lines the repulsive energy between the vortices grows further leading to a stronger coupling between transverse channels and eventually a symmetric triangular lattice structure emerges.
The spatial structure of the vortex array is reflected in the associated velocity / voltage power spectrum. At a density of 16 lines a broadband signal is visible corresponding to the isotropic vortex distribution and their consequent random, incoherent motion depicted in Fig. 3.4(c) . Similar broadband noise associated with incoherent flux transport has been experimentally and numerically observed in a number of studies [28, 6, 19] . At a density of 36 lines, as the vortices begin to arrange into a lattice a narrowband peak appears corresponding to the x wave vector components that appear in the structure factor plot. At a density of 64 lines the washboard signal narrows as the vortex system becomes more structured. A sharper peak indicates a greater temporal coherence between the vortices which is not surprising; as the density of the vortices is increased each vortex is more tightly held in its place and each line 'stiffened' by the repulsive forces exerted by its neighbors. For similar reasons the remnants of the broadband noise flatten out more. This trend continues as the density is further increased to 100 lines. As the density is increased from 64 lines upward we observe a decrease in the washboard peak power, as shown in Fig. 3 .5. The decrease of the fundamental peak intensity is also Fig. 3.6 . Velocity noise power spectra measured in the y direction for increasing vortex density. The pinning centers are randomly distributed columns. The power spectrum develops in a manner qualitatively similar to the results in the x direction.
due to the increase in stiffness of the lattice structure with growing vortex density. As each flux line passes through a pinning site it will be less affected by the pin in a denser system resulting in smaller velocity fluctuations and hence reduced power output.
In Table 3 .1 the ratio of the intensities of the first and second harmonic with respect to the fundamental peaks are recorded for the velocity noise measured in the x direction. These ratios vary as the flux density increases indicating a change in the shape of the velocity vs. time trace. It is observed that the ratios approach values similar to those measured for point defects (listed in Table 3 .2 below). We will investigate the relationship between the underlying defect type and the harmonics ratios in Sec. 3.4.1. For comparison we note the ratio of the fundamental to the first two harmonics of the power spectrum for a saw-tooth wave (f (x) = x, 0 < x < 2π), namely 1 : 1/4 : 1/9. For the periodic piecewise parabolic signal f (x) = x 2 , −π < x < π, the corresponding ratios are 1 : 1/16 : 1/81. A narrowband signal is also measured in the y direction transverse to the drive for densities of 64 through 144 flux lines. Plots of the transverse velocity noise spectra are displayed in Fig. 3.6 . The ratios of the harmonics to the fundamental peak intensity in the y direction are also reported in Table 3.1. The frequency of the fundamental peak as well as the higher harmonics are identical to the frequencies measured in the x direction. While the power is lower in the y direction (by factors of 10 to 40), the ratios of the peak intensities are similar. Since there is no drive in the y direction, these observations could perhaps be interpreted as a suppression of transverse motion occurring at the same frequency as the washboard motion. One likely explanation is that as a vortex becomes temporarily trapped in a pinning potential, fluctuations transverse to the motion are suppressed until the vortex departs from the pinning site, resulting in periodic behavior. Table 3 .1. Ratio of the three largest peaks observed in the vortex velocity power spectrum in the presence of randomly distributed columnar defects. For each vortex density the ratios of the intensities of the second and third peak to the first are reported, for measurements taken in both the x and y directions. The number of runs over which the power spectral density plots were averaged is also listed. The corresponding power spectra peak ratios for standard periodic piecewise linear (sawtooth) and parabolic signals are included for comparison. In order to obtain additional information about the three-dimensional shape of the elastic vortex lines moving through a sample with columnar defects, we have obtained radius of gyration data, averaged over vortices, time, and defect configurations. We interpret the radius of gyration as the distance the elastic line is stretched from its average (center-of-mass) position. The components of the radius of gyration in the x and y direction vs. flux density are plotted in Fig. 3.7(a) . As the flux density is increased the radius of gyration decreases indicating that the vortex lines are straightened at higher densities due to the stronger repulsion exerted by their nearest neighbors. The data also display an anisotropy in the flux line 'stretching'. The magnitude of the radius of gyration is markedly greater along the direction of the drive than perpendicular to it, with the x and y components approaching each other only at quite large densities. For dilute systems we would expect the competition between the drive and the pinning potential to result in flexible vortices depinning in sections, with some parts of the flux lines leaving the columnar pins via 'double-kink' and 'half-loop' saddlepoint configurations [14] . In the presence of the drive the free flux line sections move forward and grow, stretching the vortex until it depins completely. Since there is no drive in the y direction, the y component of the radius of gyration is smaller; however, the same trend is observed with increasing density as with the x component. At high densities the vortices are stiffer due to a smaller vortex separation distance. Rather than stretching, depinning tends toward an 'all or nothing' process with the tightly packed vortex ensembles effectively becoming two-dimensional.
The power spectra results reported above have been obtained at a rather high applied drive f = 0.04 chosen so that the washboard peak could be observed over a range of vortex densities. However, as discussed above, the velocity in the I-V characteristics (Fig. 3.1) begins to saturate at such high drive values, especially for systems with higher flux density. We believe that this is an artifact of the limited step size in the simulation. In order to investigate whether the velocity saturation influences the velocity fluctuations we now examine the power spectra at a lower drive value f = 0.01 and compare the results to those for f = 0.04. We consider here a dense vortex system with 144 lines subject to randomly placed columnar defects. This density was chosen to preserve the washboard peak at a lower drive. Results are displayed in Fig. 3.8 . These data suggest that the velocity saturation does not adversely affect the velocity power spectra. The expected drop in washboard frequency corresponding to the decrease in applied drive is observed. The full peak widths at half maximum of the fundamental are measured at high and low drive and the results are found to be comparable (0.00036 rad/M CS and 0.00041 rad/M CS, respectively) indicating that the temporal correlations are not affected by the saturation. Both spectra display a similar harmonic ratio 1 : 0.40 ± 0.05 : 0.10 ± 0.01. Likewise the structure factors are found to be similar. These results suggest that data obtained at high drive values do not possess any pronounced artifacts due to velocity saturation.
Randomly Placed Point Defects
The results for the velocity power spectra and associated structure factors for vortices driven through randomly distributed point defects show many qualitative similarities to those obtained for columnar pins, see Fig. 3 .9. However, the structure factor plot associated with an isotropic liquid is never observed in our simulations, even at the lowest flux densities. The intensities of the structure factor peaks increase with growing flux density, indicating an increasing degree of positional order in the system. For the lowest density system, Fig. 3.9(a) , the structure factor plot implies greater spatial periodicity perpendicular to the direction of the drive than parallel to it, similar to the case of columnar defects, suggesting that parallel channels are not wellcoupled in this regime. This is further evident in the Delaunay triangulation plot shown in Fig. 3.10(a) . Compared to the system with a density of 16 flux lines, the Delaunay plot for 36 lines, Fig. 3.10(b) , yields greater alignment perpendicular to the drive owing to the disappearance of topological defects in the vortex lattice. The reason for this is similar to that for columnar defects; the pinning sites introduce shear between parallel channels resulting in less-ordered rows of vortices that run perpendicular to the drive. As the density increases the vortex repulsion becomes the dominant energy in the system, and the coupling between parallel channels is enhanced.
In the velocity power spectrum for 16 lines depicted in Fig. 3.9(a) , the narrowband signal rests on a low broadband background signal. As the vortex Ratio of the three largest washboard peaks observed in the velocity power spectrum for point defects.
For each vortex density the ratios of the intensities of the second and third peak to the first are reported, for measurements taken in both x and y directions. The number of runs over which the power spectral density plots were averaged is also included. density increases the broadband component diminishes, as do the power and width of the washboard peak. In general, the peak widths are smaller than those observed for columnar defects, as to be expected for uncorrelated and less efficient pinning centers. The ratio of the fundamental to the harmonics are listed in Table 3 .2. A narrowband signal is also measured in the y direction for point defects, as shown in Fig. 3 .11. In the spectra where peaks are resolvable, the fundamental peak and higher harmonics are located at frequencies identical to those measured in the x direction. The power ratios of the harmonics are also recorded in Table 3 .2 for the voltage noise measured in the y direction. The ratios for 16 through 100 lines are comparable suggesting a similar shape of the velocity-time traces. For a system with 144 lines the ratio is different. At this point it is not clear to us which physical mechanism dictates the detailed values of these peak intensity ratios. The mean flux line radius of gyration (averaged over vortices, time, and pinning site distributions) vs. vortex density for point defects is plotted in Fig. 3.7(b) . The behavior for both components is similar to that of a system subject to randomly placed columnar defects. A larger radius of gyration is observed for low-density systems, while it decreases for both x and y components as the flux density is increased. Unlike for columnar defects, the pinning force for uncorrelated point disorder does not add coherently over the length of the flux Fig. 3.11 . Velocity / voltage noise power spectra measured in the y direction for increasing vortex density, in a system with randomly distributed point pins. The power spectrum develops in a manner qualitatively similar to the results in the x direction.
lines. Whereas the random spatial distribution of point pins promotes thermal flux line wandering, the stretching of the vortices while moving through a defect is not as severe. Comparing the data to those for columnar defects with identical flux densities, we note that the magnitudes of both components of the radius of gyration are smaller for point defects. As the density is increased both components of the radius of gyration for point defects approach the same values as also seen in the corresponding curves for columnar defects.
Simulations With Extended Length Scales
To investigate the effect of the interaction cutoff we have run Monte Carlo simulations for a cutoff length twice the original length used in the bulk of this study. To accommodate the increase in length the system area was increased by a factor of four. However, no qualitative change is observed by a mere increase of the system size. Different results only emerge for an increased cutoff length. These results are plotted in Figs. 3.12 and 3.13. Despite the increase in system area, densities are still reported as a count of the number of flux lines in a unit area 150
The data for columnar defects show that periodicity is recovered at a much higher density of 196 lines. By comparison, for a short cutoff length, peaks transverse to the drive appear in the structure factor plot at a density of 36 lines, and by 64 lines six-fold coordination is observed. For point defects the effect of increasing the cutoff length is not nearly as severe. The structure factor intensity plots for the larger cutoff show ordered vortex lattices persist; however, for 36 and 64 lines (results for 64 lines are shown in Fig. 3.13 ) the structure factor peaks at locations possessing an x component are slightly lower than those observed for a shorter cutoff as shown in Fig. 3.9 .
The long-cutoff velocity power spectra for columnar disorder show a drop in the broadband noise intensity as the flux density is increased. A similar trend is seen with a short cutoff length as the system changes from plastic flow to what appears to be a moving smectic (possibly a moving Bose glass phase as predicted in the literature [9] ). Peaks in the voltage power spectrum are recovered at a greater density of 196 lines. The cutoff length also affects the ratio of the harmonics in the power spectrum, as becomes apparent from the results listed in Table 3.3. For the longer cutoff length the ratio of the second and third peak to the first is larger for the longer cutoff as shown in Table 3 .3.
These results suggest that spatial correlations have been attenuated by the shortened cutoff, preventing the disordering of the vortex lattice appar- Fig. 3.13 . Structure factor and voltage noise power spectra plot for a system with 64 lines and extended cutoff length in the presence of point pins. The cutoff length is twice that used in Fig. 3.9 . The structure factor peaks with a wave vector component parallel to the direction of the drive are lower than in Fig. 3.9(c) . ent in the simulations wiht longer cutoff. However, the data also show an evolution similar to the short cutoff length as the density is increased suggesting that the majority of the earlier results, which effectively correspond to weaker repulsive interactions, are probably recovered at higher flux densities. Yet an enlarged total area for an extended cutoff length greatly increases the simulation run-time for high density systems rendering further study prohibitive.
The effect of the total vortex length on the velocity power spectrum was also examined. Data for longer vortices (three times the length of the vortices shown in all previous results) at a density of 64 lines have been included in Figs. 3.14(a) and 3.14(b). Qualitatively, the findings are quite similar to those for a shorter vortex length; however, in the presence of point defects, compared to the results shown in Fig. 3 .9(c), the narrowband power is lower. On the other hand, a similar intensity drop is not observed in the case of columnar defects, compare Fig. 3.14(a) to Fig. 3.3(c) . The additional flux Fig. 3 .14. Velocity fluctuation power spectra and structure factor plots for a density of 64 lines for (a) columnar and (b) point defects. All flux lines in the system have been lengthened by a factor of 3 compared to earlier results. The results shown in (a) are very similar to those for the same density with shorter lines, as depicted in Fig. 3.3(c) . For point defects (b) the power drops noticeably compared to Fig. 3.9(c) .
line length and the lack of spatial correlation in the z direction for point disorder further demonstrates the difference in pinning efficiency between point and columnar defects. For columnar pins the lengths of both the defect and the vortex span the height of the sample just as they did for the shorter system; hence we observe a similar effect on the motion and the power spectrum. For point defects, as the length of the vortex is increased the effect of a single point defect on the longer vortex decreases as a whole resulting in a smaller power output: local fluctuations are averaged out. We note that naturally these distinctions are only observable in threedimension simulations.
Variable Pinning Efficiency
In this section we examine the effect of varying pinning efficiency on the vortex structure factor and velocity fluctuation power spectrum. We shall study the cases of different point pin strenghts and linear defects of fixed strength but varying length, thus interpolating between uncorrelated point disorder and correlated columnar defects. We are particularly interested in whether point and columnar defects display different washboard harmonic signatures in the velocity power spectrum.
Variable Point Pinning Strength
To carry out this investigation simulation runs were performed at a vortex density of 64 lines while point pinning strength was increased from U 0 (the pin strength used thus far) to U = 1.9 U 0 . For each pinning strength results were obtained by averaging over random distributions of point defects. The number of pinning sites per run was held constant; only the pinning strength was changed. The power of the washboard peak is plotted versus pinning strength in Fig. 3.15(a) . We note that the power reaches a maximum value at approximately 1.7 U 0 , see Fig. 3.15(b) . The increase in power is due to the stronger pinning causing larger velocity fluctuations in the vortex array. As the power increases the width of the peak increases as indicated by the error bars in Fig. 3.15(a) . The signal then decreases as the power output transitions to a broadband signal coinciding with decreasing coherent vortex motion, Fig. 3.15(c) .
Washboard harmonic peak ratios for a few pinning strenghts are recorded in Table 3 .4. We compare these results to the columnar defect data in Table 3 .1 and note that similar harmonic ratios are observed for columnar defects at a density of 64 lines. These findings demonstrate that the harmonic ratios are not unique signatures of the material defect types compared in this study. We speculate that the ratios are rather dependent on the (a) Velocity spectrum washboard peak power for increasing point pinning strength U . The vortex density is held constant at 64 lines. As the pinning strength is increased the washboard signal grows to a maximum value around 1.7 U0 (b) and then decreases as the system transitions to a broadband signal around 1.9 U0 (c).
amount of deformation of the vortex lattice by the defects regardless of whether or not the pins extend along the length of the vortices.
Variable Linear Defect Length
To further compare the effects of point and columnar defects on the velocity power spectrum, we have Table 3 .4. Intensity ratio of the three largest velocity power spectrum peaks for increasing point defect pinning strength, recorded as multiples of the initial pinning strength U0. For each pinning strength the ratios of the intensities of the first and second peak to the third are given for measurements taken in the drive (x) direction. The number of runs over which the power spectral density plots were averaged is also included. investigated systems with varying columnar defect lengths at a constant vortex density of 16 lines. Each set of results is obtained by averaging runs over random distributions of linear defects of a particular length, with the total number of pinning sites held constant. Defect lengths vary from a single pinning site, i.e., random point def ects, to a length of 10 contiguous pinning sites. (Note that a columnar defect extending over 20 pinning sites spans the entire system height.) The driving force remains at f = 0.04. As the defect length is increased the spatial order in the system decreases as indicated by the structure factor peaks in Fig. 3 .16. Peaks with wave vector components along the drive decrease in intensity at shorter defect lengths compared to those perpendicular to the drive. With increasing length of the linear pins (growing defect correlations) the peak intensities become diminished. Results for defect length 1, 3, and 5 are shown in Fig. 3.16 . By length 10 the washboard peak disappears entirely and is replaced by a broadband signal (not shown). We note a second peak with a frequency corresponding to the system size also appears in the power spectrum l = 3. While the cause of this peak is unclear, one possible explanation is that it originates in some type of persistent deformation in the vortex lattice. With periodic boundary conditions this lattice deformation would repeatedly travel over the same pinning dis- tribution resulting in a periodicity corresponding to the 'time of flight' across the system. As a comparison runs were performed for various point defect pinning strengths at the same density. The process was identical to the previous section. However, due to the lower density, when the depth of the pinning potential well was increased to only 1.5 times its original value U 0 , the washboard peak completely disappeared. The results of these simulations are shown in Fig. 3 .17. We observe that these results look quite similar to those from increasing the linear defect lengths. While the above power spectra are qualitatively comparable, the growth of the mean vortex line radius of gyration turns out to be quantitatively different in both situations, as shown in Fig. 3.18 . The data for columnar disorder initially grows as an exponential function, r g ∝ exp(−l 0 /l) where l is the length of the columnar defects, while the data for point defects is best described by a quadratic fit r g ∝ (U/U 0 )
2 . While we cannot offer a quantitative theory for these trends, they can be understood qualitatively by examining the average vortex velocity as these two pinning types are varied. For both cases as the 'pinning effectiveness' is increased the velocity decreases and the radius of gyration increases. We interpret the increase in radius of gyration as the vortices being stretched as they are simultaneously held by the defects and pulled by the externally applied drive. As the linear defect length is increased the velocity decreases, but by length 20 The radius of gyration data for increasing lengths initially follows an exponential of the form rg ∝ exp(−l0/l) while the data for increasing pinning strength is best described by a quadratic fit.
-average velocity, -radius of gyration (x component).
(the height of the system) the vortices are still moving. [Compare the velocity trends in Fig. 3.18(a) and (b) .] This indicates that the columnar defects cannot stop the vortices at this particular flux density and applied drive, and the 'stretching' of the vortices is limited leading to saturation of the radius of gyration. On the other hand, for the point pins the pinning strength is not limited leading to greater stretching.
Summary and Conclusion
To summarize, a non-equilibrium Monte Carlo simulation code has been developed to study the effects of different types of pinning centers on the velocity power spectrum of vortices driven through a disordered medium in the non-equilibrium steady state [23, 24] . Specifically, we have investigated the evolution of the washboard signal as we have increased the vortex / magnetic flux density in the presence of point and columnar defects. In order to achieve a more complete understanding of the velocity power spectra, we have also examined the corresponding two-dimensional vortex structure factor and the average flux line radius of gyration.
We have confirmed that our numerical model displays the appropriate physical behavior over a large section of parameter space. For instance, vortices arrange into a six-fold lattice when interacting with only weak material defects. In the presence of an applied current and sufficiently strong pinning sites, the vortex lattice reorients with a lattice vector along the drive direction. Furthermore, we have obtained the current-voltage characteristics and found these to be qualitatively similar to I-V curves obtained in experiments. In our simulation vortices depin above a critical applied force and gain velocity as the applied force is increased. Changes in the I-V curves due to different pinning site types and vortex densities occur as expected.
At high applied drive, our algorithm produces saturating I-V curves, an artifact that originates in a necessary limitation of the maximum allowed displacements. However, we have provided evidence that suggests this limitation does not adversely affect the associated power spectra and other physical quantities in the regime investigated here.
Expected physical behavior is also observed in the vortex structure factor. For both pointlike and linear extended defects, as the vortex density is increased spatial ordering is observed to increase in the diffraction plots. When interacting with columnar pins, the vortex system structure factor is found to evolve from that of a liquid, to a smectic, and finally a triangular lattice. For point defects only the regular triangular array is realized in the parameter space studied here. We remark that the structure factor plots with point defects at low vortex densities appear qualitatively similar to those for columnar defects at higher flux densities.
Velocity fluctuation or voltage noise power spectra measured parallel to the drive have been obtained for various vortex densities in the presence of both columnar and point defects. A narrowband signal is observed over a large vortex density interval, with the peak coinciding with the washboard frequency. The power spectrum has also been measured perpendicular to the drive, and a signal at the washboard frequency is observed there as well. Harmonics have been detected at multiples of the washboard frequency for both types of disorder. For columnar defects the ratios of the power of the first and second harmonic to the third turn out to be larger than for point defects. However, as the density is increased, the ratio decreases for columnar defects. By varying the pinning strength of the point defects at a constant vortex density we have obtained similar harmonic ratios to that of columnar defects. This indicates that the harmonic ratios are not unique indicators of the type of material defects present in the sample. Rather, we think that the harmonic ratios should be a function of the degree of deformation of the vortex lattice. We remark that the detailed features of the flux flow power spectrum are also influenced by the configuration of the leads above the sample surface [2] . In real experimental setups, these effects may mask the noise signatures observed in our simulations.
In order to investigate the shape of the fluctuating vortex lines we have determined the average radius of gyration in the presence of point and columnar defects in the x and y directions. The general (and expected) trend is for the radius of gyration to decrease as the density of the vortices is increased. Our results for the gyration radius also reveal that transverse fluctuations do not appear to play a large role in the thermal flux line wandering for the range of parameters investigated here: The transverse component in fact rarely exceeds the radius of a pinning site except for the lowest vortex densities studied.
In addition, we have measured these various observables as the columnar defect length, i.e., the degree of correlation in the disorder was varied, and compared the results to the effects of varying just the pinning strength of point defects. Changing the defect character from point-like to columnar shows similar results to increasing point defect pinning strength in both the diffraction and power spectral density plots. Different effects on the vortices through adjusting these two distinct pinning mechanisms become apparent upon comparing the growth of the radius of gyration in the direction along the drive. While the results seem to correspond to physical intuition, a precise theory explaining the quantitative growth of the radius of gyration in either situation is currently lacking and will have to be developed.
