Recent hardware technologies have enabled acquisition of 3D point clouds from real world scenes in real time. A variety of interactive applications with the 3D world can be developed on top of this new technological scenario. However, a main problem that still remains is that most processing techniques for such 3D point clouds are computationally intensive, requiring optimized approaches to handle such images, especially when real time performance is required. As a possible solution, we propose the use of a 3D moving fovea based on a multiresolution technique that processes parts of the acquired scene using multiple levels of resolution. Such approach can be used to identify objects in point clouds with efficient timing.Experiments show that the use of the moving fovea shows a seven fold performance gain in processing time while keeping 91.6% of true recognition rate in comparison with state-of-the-art 3D object recognition methods.
Although the amount of data provided by 3D point clouds is 23 very attractive for object recognition, it requires intensive com- 24 puting algorithms that could render systems based on this type algorithms. 35 We are interested on accelerating object retrieval using 3D 36 perception tools and data acquisition from real images (not syn- be moved in order to keep the object at foveal region.
99
In a dynamic and cluttered world, all information needed to 100 perform complex tasks are not completely available and not 101 processed at once. Information gathered from a single eye fixa-102 tion is not enough to complete these tasks. In this way, in order 103 to efficiently and rapidly acquire visual information, our brain 104 decides not only where we should look but also what is the se-105 quence of fixations [13] . This sequence of fixations, and there-106 fore the way the fovea is guided, is related to cognition mech-107 anisms controlled by our visual attention mechanism. Several 108 works proposes saliency maps from which fixations can be ex-109 tracted [14] .
110
It is also known that the human vision system has two major 111 visual attention behaviors or dichotomies [15] . In the top-down 112 attention approach, the task in hand guides attention process- 
120
Besides in robotic vision, several foveated systems are pro-121 posed in order to reduce the amount of data to be coded/decoded 122 also in real-time video transmission [8, 6] . In this kind of appli- 
3D Object Recognition

129
Early object recognition systems acquired data from expen-130 sive and rarely available range sensors, such as laser scanners 131 [17, 18] and structured light patterns [19] . Ashbrook et al. [17] 132 describe an object recognition system that relies on similarities Spin Images descriptor [18, 19] , which was used as the basis 136 to an object recognition algorithm that groups correspondences 137 of Spin Images extracted in a given query model and those ex-138 tracted in the scene data that share a similar rigid transformation 139 between the model and the scene [18] . Data from 3D scanners 140 and also from synthetic CAD 3D models are employed in the 141 work of Mian et al. [21] .
142
Until recently, 3D object recognition systems processed data mostly in an off-line fashion, due to long computing times in-144 volved [22] . This paradigm has started to shift as algorithms 145 have been proposed in the Robotics community [23, 24] [30, 31] or RANSAC [32] (also used to 157 detect shapes on 3D data [33] Lai et al. [37] . In this latter class of systems, every chair in a 176 scene should be labeled as the object of type "chair", whereas in 177 object recognition only the specific chair being sought should 178 be retrieved from the scene. 
Foveated Point Cloud
180
This work proposes the use of a foveated point cloud in order 181 to reduce the processing time of object detection. The idea is 182 that the point density is higher nearby the fovea and that this 183 density decreases according to the distance from the fovea. In 184 this way, it is possible to reduce the total number of the points 185 reducing also the processing time at the same time that the den-186 sity around the fovea is enough to keep feasible the object de- 
Foveated Point Cloud Model
195
The foveated point cloud proposed here is based on the 2D The outer box has one of its corners placed at a specific 3D co- The proposed foveated point cloud is formalized as follow. 
233
The smallest box is guided by a fovea F at that box cen-
234
ter. For formalization convenience, the fovea coordinate sys- 
239
The displacement of each box using linear interpolation is
240
given by:
242
Note that δ k is defined only for m > 0; in other words, the 243 foveated model should have at least 2 levels.
244
The size of each k − th box using linear interpolation is given 245 by:
Figure 2: Foveated model with 3 levels. Two different placements for the fovea were used in (a) and (b). x, y and z, respectively (see Figure 3 ). As detailed in Sec- is not inside the box k + 1 (k m) as depicted in Algorithm 1.
Fovea Growth Factor
275
Example of a foveated cloud point can be seen in Figure 4 . 
Fovea Position
277
As explained before, one of the parameters of the foveated is always in the desirable place.
293
One straight forward strategy is to disable foveation until the 294 object is found. This temporarily increases the processing time,
295
but the original point cloud is used and, then, the object can be 296 found at foveated peripheral areas. Another strategy is to grad-297 ually increase the growth fovea factor. By using this strategy,
298
it is possible to gradually increase the number of cloud points
299
and thus avoiding having a processing time peak. Another pos-300 sible strategy is to use a bottom-up attention strategy. In this 301 case, the fovea is moved to the most salient region, which can 302 be computed considering the class of objects to be found.
303
If the scene has more than one object, then it is possible to 304 foveate each object at a time and process them in sequence.
305
In other words, if two objects, for example, ask for top-down 306 attention, then the visual process pay attention to one in a frame 307 and to the another one in the next frame.
308
As some of these issues are not the main contribution of the 309 current work, we neglect it to be treated in a future work. We 310 just wanted to remark that it is possible to apply several strate- 
Proposed Object Recognition Scheme
314
In this section, we discuss the core framework that our sys-
315
tem is based, the correspondence grouping algorithm [29] . Af-
316
ter showing the standard method, the foveated scheme to rec-317 ognize objects is presented, along with the modifications and 318 implications that were needed to maximize performance using 319 multiresolution data. 
Searching Objects in 3D Point Clouds
321
The proposed object recognition scheme works with point 322 clouds (set of 3D points referenced in a fixed frame) represent- multiple instances of the same object in a single scene.
334
We have chosen to build our system based on the local 3D 
347
The system is based on the correspondence grouping ap- face generated by a neighborhood of size k n around each point.
360
Then, a uniform downsampling algorithm is applied to extract descriptors [27] 
Object Recognition in Foveated Point Clouds
409
To enhance the 3D object recognition capabilities of the cor-410 respondence grouping approach, the cloud foveation algorithm proposed 3D object recognition system is shown in Figure 5b . foveation. In the first case, the computation is more expensive, 417 but the captured geometric traits of the scene are less distorted.
418
In the current version of the system, we opted to conserve scene 419 geometry. In the foveated version of the recognition scheme, the Al-446 gorithm 3 (scene processing) would be modified to include the 447 scene foveation after the normal estimation and to extract key-448 points using a radius value r k for each resolution level instead of the r ks (see Figure 5b) . 
Experiments and Results
451
Implementation Details
452
The proposed object recognition system is implemented in 
Ground Truth Generation
459
The availability of ground truth data allows a more in depth 460 evaluation of the proposed object recognition method by di-461 rectly comparing the object data with the algorithm output.
462
Hence, through the use of a model object that can be described 
Foveated Object Recognition Experiment
482
In this experiment, the correspondence grouping 3D object Table 1   491 shows all parameters involved in the process and their respec- The foveated recognition scheme has parameters to be set, Table 3 .
508
The second group (Table 4) 
534
The results for all the 14 configurations in the 12 scenes are 535 shown in Table 7 . Only the non-foveated configurations 9 and 10 detect the ob- Although the configuration number 10 has had the best 572 recognition performance in terms of detection ratio, it is the sec- Table 7 : Results for a total of 14 configurations for the foveated (0-8) and non-foveated (9-13) recognition methods, after recognizing the ground truth objects in 12 scenes with varying levels of clutter. The average processing time is shown, along with the number of true positive detections (with distance to the true position below 0.08m).
These results emphasize that using the moving fovea, one 
Detection Sensitiveness
600
Due to the criterion used in stablishing an object detection 601 as true positive and false positive, we show in Figures 8 and 9 602 how sensitive to the detection threshold (distance between the 603 detected object and the ground truth) are the best four foveated 604 setups (IDs 1, 2, 3 and 6) and the best non-foveated one (10).
605
As it can be seen in Figure 8 , the best foveated setup in terms of 606 overall confiability is also the most capable to detect the object 607 closer to the ground truth position. In fact, it is even less sensi-608 tive to the threshold than the gold standard configuration, being 609 able to recognize the object in all 12 scenes using as threshold 
Varying the Fovea Distance to the Object of Interest
622
We also analyze how the fovea placement in the scene would 
Experiments Available at the Collage Authoring Environ-
Interactive Object Recognition
691
The object recognition experiment available ( Figure 11 ) to 692 the user in the Collage Environment is now explained in detail.
693
In order to provide his/her own input point clouds to our ex- 
739
The user can supply a scene containing the object to be recog- 
User Supplied Object Segmentation
753
In the case that the user opts to supply the object point cloud 754 via the Kinect, an object segmentation procedure has to be ap- User collaboration in placing the object as indicated is neces-771 sary to reduce the number of points to be processed and also to 772 avoid points from the object model being incorrectly discarded. 
803
As a future work, we plan to explore the usage of the foveated 804 multiresolution system to best find the fovea position according 805 to possible objects identified on lower scales. As the object is 806 found on the lower scale, then the fovea can focus and process 807 detailed information of the object at the best fovea position.
808
