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Abstract
Bounded commutative R-monoids generalize BL-algebras (and consequently MV-algebras). Nevertheless that such monoids in
contrast to MV-algebras or Boolean algebras do not admit an analogue of the addition, in general, we are able to introduce states,
which generalize states on MV-algebras. States are analogues of probability measures. We exhibit the state space of the monoids
proving that the set of extremal states is a nonempty compact Hausdorff topological space homeomorphic with the set of maximal
ﬁlters endowed with the hull-kernel topology.
© 2006 Elsevier B.V. All rights reserved.
Keywords: Bounded commutative R-monoid; State; State-morphism; Extremal state; Filter; Maximal ﬁlter; MV-algebra; BL-algebra
1. Introduction
States ( = analogues of probability measures) were introduced on MV-algebras ﬁrstly by Kôpka and Chovanec
[11] and by Mundici [13] roughly 40 years after introducing MV-algebras by Chang [2] as an algebraic counterpart
of the Łukasiewicz inﬁnite valued propositional logic. States are averaging the truth-value in this logic. Because MV-
algebras, M, are intervals in unital lattice ordered groups (-groups), (G, u), due to Mundici’s representation theorem,
M = (G, u) = {g ∈ G : 0gu}, where u is a strong order unit, [12], states on MV-algebras can be deﬁned as
the restriction of normalized positive group-homomorphisms to the intervals M = (G, u). This means that on any
MV-algebra we have a partial addition “+”. BL-algebras have been introduced by Hájek [9] as algebras of basic fuzzy
logic containing all logics behind fuzzy reasoning as special cases. Hence BL-algebras are also a generalization of
MV-algebras. But at the same time, when we study BL-algebras, there is a serious problem how to deﬁne a state in
view of lack of a partial addition. The same problem arises also for bounded commutative R-monoids that are a
generalization of BL-algebras. Commutative R-monoids are duals to commutative dually residuated lattice ordered
monoids (DR-monoids) which were introduced by Swamy [18] as a common generalization of Brouwerian algebras
and abelian -groups. BL-algebras, as well as MV-algebras, are proper classes of bounded R-monoids.
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Georgescu [7] introduced Bosbach states on pseudo BL-algebras which in the case of MV-algebras coincide with the
notion of states for MV-algebras. In the present paper, we introduce states on bounded commutative R-monoids which
are inspired by [7]. For that we give some characterizations of maximal ﬁlters and quotient spaces over maximal ﬁlters
which are always MV-algebras. We show that every bounded commutative R-monoid, in particular every BL-algebra,
admits a state. We present some basic properties of states and we show that the state space, the system of all states, is
a nonempty and convex compact Hausdorff space. We describe the set of all extremal states, and we prove that they
correspond exactly to state-morphisms, homomorphisms of bounded commutative R-monoids into the real interval
[0, 1]. Moreover, we show that the set of extremal states is also a compact Hausdorff space which is homeomorphic
with the hull-kernel topology of the set of maximal ﬁlters.
2. Elements of bounded commutative R-monoids
Commutative DR-monoids were introduced by Swamy in [18] as a common generalization of commutative lattice
ordered groups and Brouwerian algebras. Recently, it was shown in [14–16] that also algebras of logics behind fuzzy
reasoning, namely MV-algebras and duals of BL-algebras, can be regarded to be particular cases of bounded commu-
tative DR-monoids. In the paper we deal with Bosbach states on more general algebras than BL-algebras, hence we
use the duals of DR-monoids called R-monoids.
A commutative R-monoid is an algebra M = (M;,∨,∧,→, 1) of type 〈2, 2, 2, 2, 0〉 satisfying the following
conditions:
(i) (M;, 1) is a commutative monoid.
(ii) (M; ∨,∧) is a lattice.
(iii) The operation “” distributes over the operations “∨” and “∧”.1
(iv) x  yz if and only if xy → z, for any x, y, z ∈ M .
(v) M satisﬁes the identity ((x → y) ∧ 1)  x = x ∧ y.
By [18], commutative R-monoids form a variety of algebras of the indicated type. It is known that a commutative
R-monoid is bounded if and only if it is lower bounded. In such a case, 1 is the greatest element in M and identity
(v) is in the form (x → y)  x = x ∧ y. Let us denote by 0 the least element in the bounded R-monoid M and
consider such R-monoids, called bounded commutative R-monoids, as algebras M = (M;,∨,∧,→, 0, 1) of type
〈2, 2, 2, 2, 0, 0〉. Moreover, it is easy to verify, that every bounded commutative R-monoid is a distributive lattice.
By [16], BL-algebras (and hence also MV-algebras) are special cases of bounded commutativeR-monoids. Namely,
the class of BL-algebras is the variety of bounded R-monoids deﬁned by the identity (x → y)∨ (y → x)=1, and this
means by [20] that BL-algebras are exactly the bounded R-monoids which are representable as subdirect products
of linearly ordered R-monoids. The class of bounded commutative R-monoids is essentially larger than that of
BL-algebras (see e.g. Example 4.13).
Deﬁne on any bounded commutative R-monoid M the unary operation − : M −→ M such that x− := x → 0 for
each x ∈ M .
Then, for example, by [14,15], M is an MV-algebra if and only if M satisﬁes the identity x−− = x.
One can consider on any R-monoid M the distance function d(x, y) := (x → y) ∧ (y → x), for each x, y ∈ M .
When doing calculations, we make use of the following list of basic rules:
Lemma 2.1 (Swamy [18], Rachu˚nek and Slezák [17]). In any bounded commutative R-monoid M we have:
(1) xy ⇐⇒ x → y = 1.
(2) x → (y ∧ z) = (x → y) ∧ (x → z).
(3) x → (y → z) = (x  y) → z.
(4) d(x, y) = (x ∨ y) → (x ∧ y).
(5) x  y = 0 ⇐⇒ yx−.
1 As it was shown recently inA. Dvurecˇenskij, J. Rachu˚nek, Bounded commutative residuated -monoids with general comparability and states,
Soft Computing, to appear, (iii) is superﬂuous.
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(6) xx−−, x− = x−−−.
(7) (x  y)− = x → y−.
(8) (x ∨ y)− = x− ∧ y−.
(9) (x ∧ y)−− = x−− ∧ y−−.
(10) (x  y)−−x−−  y−−.
(11) (x → y)−− = x−− → y−−.
3. Filters on bounded commutative R-monoids
Let M = (M;,∨,∧,→, 0, 1) be a bounded commutative R-monoid. Then x1  y1x2  y2 whenever x1x2,
y1y2.
We put x0 := 1 and xn := x1  · · ·  xn, where xi = x for any i = 1, . . . , n, and n1.
A ﬁlter of M is a nonempty subset F of M such that (i) x, y ∈ F imply x  y ∈ F , and (ii) x ∈ F, xy ∈ M imply
y ∈ F.
A nonempty subset D ⊆ M is called a deductive system of M if (i) 1 ∈ D, and (ii) x ∈ D, x → y ∈ D imply y ∈ D.
Proposition 3.1. Let H be a nonempty subset of M. Then H is a ﬁlter of M if and only if H is a deductive system of M.
Proof. Let us suppose that H is a ﬁlter of M. Obviously 1 ∈ H . Let x ∈ H , y ∈ M and x → y ∈ H . Then
x ∧ y = (x → y)  x ∈ H , and hence also y ∈ H .
Conversely, let H be a deductive system of M. Let x, y ∈ H . Then we have, by Lemma 2.1(3), x → (y →
(x  y)) = (x  y) → (x  y) = 1 ∈ H thus y → (x  y) ∈ H , therefore also x  y ∈ H . If x ∈ H , z ∈ M and
xz, then x → z = 1 ∈ H , hence z ∈ H . 
Let X be a subset of M, then there is a ﬁlter of M, F(X), generated by X. It is possible to show that F(∅) = {1} and
if X = ∅, then
F(X) = {y ∈ M : yx1  · · ·  xn for some x1, . . . , xn ∈ X, n1}.
If H is a ﬁlter of M and x ∈ M , then
F(H, x) := F(H ∪ {x}) = {y ∈ M : yh  xn for some n ∈ N, h ∈ H }.
A ﬁlter H is said to be maximal if it is a proper ﬁlter of M and is not a proper subset of any proper ﬁlter of M.
Proposition 3.2. A ﬁlter H of M is maximal if and only if, for any x ∈ M , x /∈H , there is an integer n1 such that
(xn)− ∈ H.
Proof. Let H be a maximal ﬁlter of M and let x /∈H . Then 0 = h xn for some h ∈ H and n ∈ N. Then h(xn)− so
that (xn)− ∈ H.
Conversely, let the condition hold. Take x /∈H ; we assert that F(H, x) = M . Then y ∈ F(H, x) iff yh  xn.
Choose an integer n ∈ N such that (xn)− ∈ H . Then 0 = (xn)−  (xn) ∈ F(H, x) which implies that H is a maximal
ﬁlter. 
An element x of a bounded R-monoid M is called dense if x−− = 1. Denote by D(M) the set of all dense elements
of M.
Proposition 3.3. If M is a bounded commutative R-monoid, then D(M) is a ﬁlter of M and M/D(M) is an MV-
algebra.
Proof. Let x, y ∈ D(M). Then by Lemma 2.1(10), (x  y)−−x−−  y−− = 1  1 = 1, hence x  y ∈ D(M). If
x ∈ D(M), z ∈ M and xz then z−−x−− = 1, thus z ∈ D(M). Therefore D(M) is a ﬁlter of M.
Denote by (D(M)) the congruence on M induced by the ﬁlter D(M). That means, by [19], 〈x, y〉 ∈ (D(M)) iff
(x → y)∧ (y → x) ∈ D(M). Hence 〈x, y〉 ∈ (D(M)) iff ((x → y)∧ (y → x))−− = 1, thus by Lemma 2.1(9),(11)
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iff (x−− → y−−)∧(y−− → x−−)=1, therefore iff x−− → y−−=1=y−− → x−−. This is equivalent to x−−y−−
and y−−x−−, i.e. to x−− = y−−. Therefore 〈x, y〉 ∈ (D(M)) if and only if x−− = y−−.
Denote by x/D(M) := x/((DM)) the class of (D(M)) containing x.
The last equivalence yields that the assignment  : x/D(M) → x−− is a bijection of M/D(M) onto the set {x−− :
x ∈ M}. Hence we get ((x/D(M))−−) = (x−−/D(M)) = x−−−− = x−− = (x/D(M)), thus (x/D(M))−− =
x/D(M) for each x/D(M) ∈ M/D(M). Therefore by [15], M/D(M) is an MV-algebra.] 
We recall that a bounded commutative R-monoid M is said to be simple if M has a unique proper ﬁlter.
Proposition 3.4. A bounded commutative R-monoid M is simple if and only if it is a simple MV-algebra.
Proof. Let M be a simple R-monoid. Then M has a unique proper ﬁlter and hence D(M) = {1}. That means, by
Proposition 3.3, M is an MV-algebra. 
Proposition 3.5. IfM is a bounded commutativeR-monoid andF is amaximal ﬁlter ofM, thenM/F is anMV-algebra.
Proof. Let F be a maximal ﬁlter of M. Then M/F is a simple R-monoid, thus by Proposition 3.3, M/F is a simple
MV-algebra. 
We say that a ﬁlter F is prime if, for a, b ∈ M , a ∨ b ∈ F implies a ∈ F or b ∈ F .
Proposition 3.6. Any maximal ﬁlter F of M is prime. Moreover,
(a → b) ∨ (b → a) ∈ F (3.1)
for all a, b ∈ M .
Proof. Let F be a maximal ﬁlter and let a ∨ b ∈ F . Due to Proposition 3.4, M/F is an MV-algebra and it is possible
to show that {1/F } is a maximal ﬁlter of the MV-algebra M/F . Then a/F ∨ b/F ∈ {1/F } and a/F ∈ {1/F } or
b/F ∈ {1/F } while every maximal ﬁlter of an MV-algebra is prime [3]. Hence, a ∈ F or b ∈ F , so that F is prime.
The second statement follows from the fact that in the MV-algebra M/F we have (a/F → b/F ) ∨ (b/F →
a/F ) = 1/F . 
4. Bosbach states on bounded commutative R-monoids
Proposition 4.1. Let M be a bounded commutative R-monoid and s : M −→ [0, 1] be a function such that s(1)= 1.
The following conditions are equivalent:
(1) 1 + s(x ∧ y) = s(x ∨ y) + s(d(x, y)) for any x, y ∈ M .
(2) 1 + s(x ∧ y) = s(x) + s(x → y) for any x, y ∈ M .
(3) s(x) + s(x → y) = s(y) + s(y → x) for any x, y ∈ M .
Proof. (1) ⇒ (2): Let a, b ∈ M , ab. Then d(a, b) = (a → b) ∧ (b → a) = 1 ∧ (b → a) = b → a, hence
1 + s(a) = s(b) + s(b → a).
Let x, y ∈ M be arbitrary. Let us put a=x∧y, b=y. Then 1+s(x∧y)=s(y)+s(y → (x∧y))=s(y)+s(y → x).
(2) ⇒ (3): If x, y ∈ M , then s(x) + s(x → y) = 1 + s(x ∧ y) = s(y) + s(y → x).
(3) ⇒ (1): For any x, y ∈ M we have, by Lemma 2.1(4), d(x, y)=(x∨y) → (x∧y), hence s(x∨y)+s(d(x, y))=
s(x ∨ y) + s((x ∨ y) → (x ∧ y)) = s(x ∧ y) + s((x ∧ y) → (x ∨ y)) = s(x ∧ y) + s(1) = s(x ∧ y) + 1. 
A mapping s : M → [0, 1] is said to be a Bosbach state (or simply a state) if, for all x, y ∈ M , we have
(S1) s(x) + s(x → y) = s(y) + s(y → x),
(S2) s(0) = 0 and s(1) = 1.
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We denote byS(M) the set of all states on M. It is interesting to ask whetherS(M) = ∅. The state space,S(M),
is always a convex set, i.e., if s1, s2 ∈S(M) and  ∈ [0, 1], then s = s1 + (1 − )s2 ∈S(M). A Bosbach state s on
M is said to be extremal if the equality s = s1 + (1 − )s2, s1, s2 ∈ S(M), for some  ∈ (0, 1) implies s1 = s2. We
denote by ExtS(M) the set of all extremal states on M.
We say that a net {s} of states on M converges weakly to a state s, and we write s =w− lim s, if s(x)= lim s (x)
for any x ∈ M. ThenS(M) is a compact Hausdorff topological space, and by Krein–Mil’man theorem, [8, Theorem
5.17], every state on M is a weak limit of a convex combinations of extremal states.
Bosbach states were ﬁrstly introduced by Georgescu [7] for pseudo BL-algebras. It is possible to show that if M is an
MV-algebra, then a mapping s : M → [0, 1] is a Bosbach state if and only if (i) s(1)=1, and (ii) s(x⊕y)=s(x)+s(y)
whenever xy− or, equivalently, x  y = 0.
We recall that Hájek [10] (see also [1]) showed that practically every linear BL-algebra is a pasting ( = ordinal sum)
of linear MV-algebras. On the other hand, the pasting of MV-algebras which are not linear gives bounded commutative
R-monoids which are not BL-algebras. Our notion of a state can be used also for such structures, whereas the notion
of a state for MV-algebras is not applicable for BL-algebras.
Proposition 4.2. Let s be a state on a bounded commutative R-monoid M. Then for any x, y ∈ M we have:
(S3) s(x−) = 1 − s(x).
(S4) s(x−−) = s(x).
(S5) xy ⇒ 1 + s(x) = s(y) + s(y → x).
(S6) xy ⇒ s(x)s(y).
(S7) s(x  y) = 1 − s(x → y−).
(S8) s(x) + s(y) = s(x  y) + s(y− → x).
(S9) s(d(x, y))s(d(x → y, y → x)).
(S10) s(d(x−, y−)) = s(d(x, y)).
(S11) s(x− → y−) = 1 + s(x) − s(x ∨ y).
(S12) s(x− → y−) = s(y−− → x−−).
(S13) s(x) + s(y) = s(x ∨ y) + s(x ∧ y).
(S14) x ∨ y = 1 ⇒ 1 + s(x ∧ y) = s(x) + s(y).
Proof. (S3) By (S1), s(x)+ s(x−)= s(x)+ s(x → 0)= s(0)+ s(0 → x)= s(0)+ s(1), therefore s(x−)= 1− s(x).
(S4) By (S3) we have s(x−−) = 1 − s(x−) = 1 − 1 + s(x) = s(x).
(S5) Let xy. Then, by (S1), s(y) + s(y → x) = s(x) + s(x → y) = s(x) + 1.
(S6) Let xy. Using (S5) and (S3) we get s(y) − s(x) = 1 − s(y → x) = s((y → x)−)0, thus s(x)s(y).
(S7) By Lemma 2.1(7), (x  y)− = x → y−. Hence by (S3), 1 − s(x  y) = s((x  y)−) = s(x → y−), i.e.
s(x  y) = 1 − s(x → y−).
(S8) By Proposition 4.1(3) and properties (S7) and (S3), we obtain s(xy)+s(y− → x)=s(xy)+s(x)+s(x →
y−)− s(y−)= s(x  y)+ s(x)+ 1 − s(x  y)− s(y−)= s(x  y)+ s(x)+ 1 − s(x  y)− 1 + s(y)= s(x)+ s(y).
(S9) Using Proposition 4.1(1) we have 1 + s(d(x, y)) = 1 + s((x → y) ∧ (y → x)) = s((x → y) ∨ (y →
x)) + s(d(x → y, y → x))1 + s(d(x → y, y → x)), hence s(d(x, y))s(d(x → y, y → x)).
(S10)ByProposition4.1(3), Lemma2.1(8) andproperty (S3) it holds s(d(x−, y−))=1+s(x−∧y−)−s(x−∨y−)=1+
s((x∨y)−)−s(x−∨y−)1+s((x∨y)−)−s((x∧y)−)=1+1−s(x∨y)−1+s(x∧y)=1−s(x∨y)+s(x∧y)=s(d(x, y)),
Moreover, by Proposition 4.1(1), Lemma 2.1(8), (9) and property (S4), s(d(x−−, y−−) = 1 + s(x−− ∧ y−−)) −
s(x−− ∨ y−−) = 1 + s((x ∧ y)−−) − s((x− ∧ y−)−) = 1 + s(x ∧ y) − s((x− ∧ y−)−), and since by Lemma 2.1(8),
s((x− ∧ y−)−) = s((x ∨ y)−−) = s(x ∨ y), we get by Proposition 4.1(1), s(d(x−−, y−−)) = 1 + s(x ∧ y) − s(x ∨
y) = s(d(x, y)).
Therefore s(d(x−−, y−−))s(d(x−, y−))s(d(x, y))= s(d(x−−, y−−)), that means s(d(x−, y−))= s(d(x, y)).
(S11) By Proposition 4.1(2), Lemma 2.1(8) and property (S3), s(x ∨ y) + s(x− → y−) = s(x ∨ y) + 1 + s(x− ∧
y−) − s(x−) = s(x ∨ y) + 1 + s((x ∨ y)−) − 1 + s(x) = s(x ∨ y) + s((x ∨ y)−) + s(x) = 1 + s(x), hence
s(x− → y−) = 1 + s(x) − s(x ∨ y).
(S12) Let a, b ∈ M . Then (b → c)  (a → b)  a = (b → c)  (a ∧ b)(b → c)  b = b ∧ cc, thus
(b → c)  (a → b)a → c, hence a → b(b → c) → (a → c). Therefore for any x, y ∈ M we get
x− → y− = (x → 0) → (y → 0)((y → 0) → 0) → ((x → 0) → 0) = y−− → x−−.
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Hence we have s(x− → y−)s(y−− → x−−)s(x−−− → y−−−) = s(x− → y−), that means s(x− →
y−) = s(y−− → x−−).
(S13) Applying (S4) and Lemma 2.1(8), (9), we obtain s(x ∨ y) + s(x ∧ y) = s((x ∨ y)−−) + s((x ∧ y)−−) =
s((x− ∧ y−)−) + s(x−− ∧ y−−). Moreover, by (S3), (S4), (S12) and Proposition 4.1(2), s((x− ∧ y−)−) = 1 −
s(x− ∧ y−) = 1 − s(x−) − s(x− → y−) + 1 = 1 − 1 + s(x) − s(x− → y−) + 1 = 1 + s(x) − s(x− → y−), and
s(x−−∧y−−)=s(y−−)+s(y−− → x−−)−1=s(y)+s(x− → y−)−1, therefore s(x∨y)+s(x∧y)=1+s(x)−s(x− →
y−) + s(y) + s(x− → y−) − 1 = s(x) + s(y).
(S14) Follows from (S13). 
If s is a state on M then we set
Ker(s) := {x ∈ M : s(x) = 1},
the kernel of s.
Proposition 4.3. Let M be a bounded commutative R-monoid and let s be a state on M. Then Ker(s) is a proper ﬁlter
of M.
Proof. By the deﬁnition of state, 1 ∈ Ker(s).
Let x, x → y ∈ Ker(s). Then s(x)= s(x → y)= 1, hence by (S1), s(y)+ s(y → x)= s(x)+ s(x → y)= 2, thus
s(y) = s(y → x) = 1, that means y ∈ Ker(s). Therefore Ker(s) is a deductive system, and hence by Proposition 3.1
also a ﬁlter of M.
Moreover, s(0) = 0, thus 0 /∈Ker(s), i.e. Ker(s) = M . 
Lemma 4.4. Mis a bounded commutativeR-monoid and s is a state onM then the following conditions are equivalent:
(i) x/Ker(s) = y/Ker(s).
(ii) s(x ∧ y) = s(x ∨ y).
(iii) s(x) = s(y) = s(x ∧ y).
Proof. (i) ⇔ (ii): It holds x/Ker(s) = y/Ker(s) if and only if d(x, y) ∈ Ker(s), i.e. if and only if s(d(x, y)) = 1. By
Proposition 4.1(1), 1+ s(x∧y)= s(x∨y)+ s(d(x, y)), hence x/Ker(s)=y/Ker(s) if and only if s(x∧y)= s(x∨y).
(ii) ⇒ (iii): By (S6), s(x ∧ y)s(x), s(y)s(x ∨ y).
(iii) ⇒ (ii): Follows from (S13). 
If s is a state on M, denote by Mˆ = M/Ker(s) = {xˆ := x/Ker(s), x ∈ M} the corresponding quotient R-monoid.
Let sˆ be the mapping on Mˆ deﬁned by sˆ(xˆ) = s(x) (x ∈ M).
Proposition 4.5. Let M be a bounded commutative R-monoid and s be a state on M. Then
(i) sˆ is a state on Mˆ = M/Ker(s).
(ii) Mˆ is an MV-algebra.
Proof. (i) Follows from Lemma 4.4.
(ii) By (S4), s(x−−) = s(x), and by Lemma 2.1, x ∧ x−− = x, hence by Lemma 4.4 (iii) we get (x/Ker(s))−− =
x/Ker(s). Therefore M/Ker(s) is by [14,15] an MV-algebra. 
The standard interval [0, 1] can be equipped with standard operations ⊕, , →, ∨ and ∧ to be an MV-algebra or a
bounded commutative R-monoid.
A mapping s from M into the standard MV-algebra [0, 1] is said to be a state-morphism if, for all x, y ∈ M , we have
(i) s(x → y) = s(x) → s(y),
(ii) s(x ∧ y) = min{s(x), s(y)},
(iii) s(1) = 1 and s(0) = 0.
We denote bySM(M) the system of all state-morphisms of M.
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Proposition 4.6. Every state-morphism on a bounded commutative R-monoid M is a state on M and s(x  y) =
s(x)  s(y) for each x, y ∈ M .
Proof. If x, y ∈ M then s(x) + s(x → y) = s(x) + (s(x) → s(y)) = s(x) + min{1 − s(x) + s(y), 1} = min{1 +
s(y), 1 + s(x)}, and similarly s(y) + s(y → x) = min{1 + s(x), 1 + s(y)}. Thus s is a state on M.
Further, by (S7) and (S3) we get s(xy)=1− s(x → y−)=1− (s(x) → s(y−))=1−min{1− s(x)+ s(y−), 1}=
1 − min{1 − s(x) + 1 − s(y), 1} = 1 − min{2 − s(x) − s(y), 1} = max{s(x) + s(y) − 1, 0} = s(x)  s(y). 
Proposition 4.7. A Bosbach state s on a bounded commutative R-monoid M is a state-morphism if and only if Ker(s)
is a maximal ﬁlter of M.
Proof. Let s be a state-morphism and take x /∈Ker(s). Then s(x)< 1, and we will apply Proposition 3.2. Check
s(xn)= s(x)· · · s(x) := s(x)n =0 for some integer n1. Hence, s((xn)−)=1 and (xn)− ∈ Ker(s) which implies
Ker(s) is a maximal ﬁlter.
Conversely, let Ker(s) be a maximal ﬁlter of M. Set Mˆ = M/Ker(s) and sˆ(xˆ) = s(x). Then sˆ is a state on the
MV-algebra Mˆ. Since the mapping x → x/Ker(s) is surjective, Ker(sˆ) = {1ˆ} is a maximal ﬁlter of Mˆ . Indeed, let F
be a proper ﬁlter of Mˆ and let H = {x ∈ M : xˆ ∈ F }. Then H is a ﬁlter of M containing Ker(s). The maximality of
Ker(s) implies that F = {1ˆ}. Due to [4], this implies that sˆ is a state-morphism on Mˆ . Therefore, s(x → y) = sˆ(xˆ →
yˆ)= sˆ(x) → sˆ(y)= s(x) → s(y). Similarly, s(x ∧ y)= sˆ(xˆ ∧ yˆ)= min{sˆ(xˆ), sˆ(yˆ)} = min{s(x), s(y)}, which proves
that s is a state-morphism on M. 
The proof of the following lemma can be found e.g. in [3, Proposition 7.2.5].
Lemma 4.8. Let M1 and M2 be two MV-subalgebras of the standard MV-algebra [0, 1]. If there is an MV-isomorphism
 from M1 onto M2, then M1 = M2, and  is the identity.
Proposition 4.9. Let s1 and s2 be two state-morphisms on a bounded commutative R-monoid M such that Ker(s1)=
Ker(s2). Then s1 = s2.
Proof. One direction is evident. Suppose that Ker(s1) = Ker(s2). Deﬁne sˆi on Mi = M/Ker(si) by sˆi (xˆ) = si(x)
(x ∈ M), i = 1, 2. They are state-morphisms on the MV-algebra Mˆi . Then M1 and M2 are MV-subalgebras of the
standard MV-algebra [0, 1]. Deﬁne a mapping  : M1 → M2 by (sˆ1(x/Ker(s1))) = sˆ2(x/Ker(s2)),(x ∈ M). Then
 is an MV-homomorphism which is injective and surjective, so by Lemma 4.8, M1 = M2 which proves s1 = s2. 
Proposition 4.10. Let s be a state on a bounded commutative R-monoid M. The following statements are equivalent:
(i) s is an extremal state on M.
(ii) s is a state-morphism on M.
Proof. (i) ⇒ (ii): Let s be an extremal state on M. Deﬁne sˆ on M/Ker(s). We assert that sˆ is an extremal state on the
MV-algebra M/Ker(s). Indeed, let sˆ = 1 + (1− )2, where 0< < 1 and 1 and 2 are states on M/Ker(s). There
exist two states s1 and s2 on M such that si(a) := i (aˆ), a ∈ M, for i = 1, 2. Then s = s1 + (1 − )s2 which gives
s1 = s2 = s, so that 1 = 2 = sˆ.
Since M/Ker(s) is an MV-algebra, we conclude from [6, Theorem 6.1.30] that sˆ is a state-morphism on Mˆ . Conse-
quently, so is s on M .
(ii) ⇒ (i): Let s be a state-morphism and let s = s1 + (1 − )s2, where 0< < 1 and s1 and s2 are states on M.
Then Ker(s) = Ker(s1) ∩ Ker(s2). Since Ker(s1) and Ker(s2) are proper ﬁlters of M, and Ker(s) is a maximal ﬁlter
of M, we have Ker(s) = Ker(s1) = Ker(s2). By Proposition 4.9, we conclude that s = s1 = s2, so that s is an extremal
state. 
Proposition 4.11. If F is a maximal ﬁlter of M, then there is a unique state-morphism s on M such that
Ker(s) = F .
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Proof. Let F be a maximal ﬁlter of M. Due to Proposition 3.5, M/F is an MV-algebra. We claim that Fˆ = {1/F } is a
maximal ﬁlter of M/F . Indeed, let F0 be any proper ideal of M/F . Denote H := {x ∈ M : x/F ∈ F0}. Then H is a
ﬁlter of M containing F. The maximality of F implies that H =F , consequently, F0 ={1/F }. Therefore, M is a linearly
ordered MV-algebra, and any such an MV-algebra admits a unique state which is automatically a state-morphism. Let
 be the unique state-morphism on M/F . The function s on M deﬁned by s(x)= (x/F ), x ∈ M , is a state-morphism
on M. By Proposition 3.1, Ker(s) is a maximal ﬁlter of M containing F. Therefore, Ker(s) = F. From Proposition 4.9
we conclude that s is a unique state-morphism on M such that Ker(s) = F . 
Theorem 4.12. Let M be a bounded commutative R-monoid. ThenS(M) is a nonempty compact convex Hausdorff
space with respect to the weak topology, and the space of all state-morphisms on M is a nonempty compact Hausdorff
space. Any state is a weak limit of convex linear combinations of the set of extremal points ofS(M).
Proof. Due to the Zorn lemma, M admits a maximal ﬁlter, say F, and by Proposition 4.11, there is a unique state-
morphism s on M such that Ker(s)=F. Hence,S(M) = ∅ as well as ExtS(M) = ∅. By Proposition 4.10, ExtS(M)=
SM(M). From the deﬁnition of state-morphisms it is clear that ExtS(M) is compact.
The rest follows from the Krein–Mil’man theorem. 
We recall that if M is linearly ordered, thenS(M) is a singleton.
Finally, we present an example of a ﬁnite bounded commutative R-monoid which is not a BL-algebra and we
describe its state space. We recall that the pasting of MV-algebras with a nonlinear one at bottom gives many examples
of bounded commutative R-monoids which are not BL-algebras.
Example 4.13. Let M = {0, a, b, c, 1} be a lattice whose diagram is below, and let  = ∧ and → be deﬁned by the
table
Then M is a ﬁnite bounded commutative R-monoid which is not a BL-algebra. F = {1} is a prime ﬁlter but M/F
is not linearly ordered, Fa = {a, c, 1} and Fb = {b, c, 1} are unique maximal ﬁlters. The corresponding only extremal
states are sa and sb, Ker(sa) = Fa, Ker(sb) = Fb. Every state s on M is a convex combination of sa and sb.
5. Hull-kernel topology and extremal states
Let M be a bounded commutative R-monoid. We denote byMF(M) the set of all maximal ﬁlters on M, and by
F(M) the set of all ﬁlters on M. Due to Zorn’s lemma,MF(M) is nonempty. It is clear that F(M) is a complete
lattice with respect to the set-theoretic inclusion.
In this section, we show that we can introduce the hull-kernel topology onMF(M) and this topological space is
homeomorphic to the space of extremal states on M with the weak topology of states.
For every a ∈ M , we put
M(a) := {F ∈MF(M) : a /∈F }. (5.1)
Then (i) M(1)=∅, M(0)=MF(M), (ii) M(a) ⊆ M(b) whenever ba, (iii) M(a ∧ b)=M(a)∪M(b), a, b ∈ M,
(iv) M(a ∨ b) = M(a) ∩ M(b) (apply Proposition 3.6), a, b ∈ M, and (vi) {M(a) : a ∈ M} is a base of the so-called
hull-kernel topology onMF(M).
Proposition 5.1. Let M be a bounded commutative R-monoid. The hull-kernel topology deﬁnes a Hausdorff compact
topology onMF(M) such that the open sets ofMF(M) are exactly of the form
O = O(J ) := {F ∈MF(M) : FJ }, (5.2)
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where J is a ﬁlter of M. Similarly, every closed set C is of the form
C = C(J ) := {F ∈MF(M) : F ⊇ J }. (5.3)
Proof. Let J be any ﬁlter of M. Then J =∨a∈J F (a), where F(a) is a ﬁlter of M generated by the element a. Then
O(J ) := {F ∈MF(M) : FJ } =⋃a∈J {F : FI (a)} =
⋃
a∈JM(a) is an open set ofMF(M), and each open
set is of this form. Consequently, every open subset ofMF(M) is of the form (5.2).
Since every two different ﬁlters, F1 and F2, ofMF(M) are noncomparable subsets, we have that there exist two
elements x, y ∈ M such that x ∈ F1, F2 ∈ M(x) and y ∈ F2, F1 ∈ M(y). By Proposition 3.6, we have
∅ = M((x → y) ∨ (y → x)) = M(x → y) ∩ M(y → x).
Since x → y ∈ F1, we conclude that x → y /∈F2. Similarly, y → x /∈F1. This proves F1 ∈ M(x → y) and
F2 ∈ M(y → x), which proves thatMF(M) is Hausdorff.
Let {O(Ii)}be anopen covering ofMF(M), where {Ii} is a systemofﬁlters ofM. In viewof (5.2)–(5.3),⋂iC(Ii)=∅,
and any intersection is a closed set, so that
⋂
iC(Ii)=C(I), where I is the ﬁlter of M generated by {Ii}, i.e., I =
∨
iIi .
Hence, C(I) = ∅ which means I = M (if not, there is a maximal ﬁlter, I0, containing I which gives I0 ∈ C(I), a
contradiction). Therefore, the ﬁlter I is of the form
I = {x ∈ M : ∃ x1 ∈ Ii1 , . . . , xn ∈ Iin , xx1  · · ·  xn}.
Since 0 ∈ I , there exist indices i1, . . . , in such that 0 ∈∨nj=1Iij , and this yields
⋃n
j=1O(Iij ) =MF(M). 
Now we will study the weak topology of extremal states and compare it with the hull-kernel topology. We use some
ideas from [5].
For X ⊆S(M), we deﬁne Ker(X) :=⋂s∈XKer(s). We note that Ker(X) is a ﬁlter of M.
Lemma 5.2. Let M be a bounded commutative R-monoid. If X is a nonempty compact subset of ExtS(M), then
X = {s ∈ ExtS(M) : Ker(X) ⊆ Ker(s)}. (5.4)
Proof. (1) Let t be a state-morphism such that t /∈X. We assert that there exists an a ∈ M\{1} such that t (a)< 12 while
s(a)> 12 for all s ∈ X.
Indeed, set A = {a ∈ M : t (a)< 12 }, and for all a ∈ A, let
W(a) := {s ∈ ExtS(M) : s(a)> 12
}
,
which is an open subset of ExtS(M).
We assert that these open subsets cover X. Consider any s ∈ X. Since Ker(s) and Ker(t) are noncomparable elements
ofMF(M), there exists x ∈ Ker(t)\Ker(s). Hence t (x) = 1 and s(x)< 1. There exists an integer n1 such that
s(xn)< 12 . Since t is a state-morphism, we have t (x
n) = 1. Putting a = (xn)−, we have t (a) = 0< 12 and s(a)> 12 .
Therefore {W(a) : a ∈ A} is an open covering of X.
By compactness, X ⊆ W(a1) ∪ · · · ∪ W(ak) for some a1, . . . , ak ∈ A. Put a = a1 ∧ · · · ∧ ak . Then a ∈ A and
s(a) = min{s(a1), . . . , s(ak)}> 12 which proves X ⊆ W(a), i.e., s(a)> 12 for all s ∈ X. This proves also a < 1.(2) Obviously any s ∈ X satisﬁes Ker(X) ⊆ Ker(s), i.e., X ⊆ {s ∈ ExtS(M) : Ker(X) ⊆ Ker(s)}.
Now consider a state-morphism t on M such that t /∈X. By the ﬁrst part of the present proof, there exists an a ∈ M
such that t (a)< 12 while s(a)>
1
2 for all s ∈ X. For every s ∈ X, s(a ∧ a−) = s(a−) and t (a ∧ a−) = t (a) so that
s(a−  (a ∧ a−)−) = s(a−) − s(a ∧ a−) = 0 and t ((a−  (a ∧ a−)−)−) = 1 − t (a−  (a ∧ a−)−) = 1 − t (a−) +
t (a ∧ a−) = 1 − t (a−) + t (a) = 2t (a). Then the element (a−  (a ∧ a−)−)− is an element of Ker(X) for which
t ((a−  (a ∧ a−)−)−)< 1. Therefore (5.4) holds. 
Theorem 5.3. The mapping  : ExtS(M) →MF(M) deﬁned by
(s) = Ker(s)
is a homeomorphism.
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Proof. By Propositions 3.3–3.5,  is a bijective mapping from ExtS(M) ontoMF(M). Let C be a closed subset of
MF(M). According to Proposition 5.1, C has the form C = {F ∈ MF(M) : F ⊇ J }, where J is a ﬁlter of M.
Consequently, −1(C) = {s ∈ ExtS(M) : s(x) = 1 for all x ∈ J }, which is a closed subset of ExtS(M). Therefore 
is continuous.
Given a compact subset X of ExtS(M), by (5.4), X={s ∈ ExtS(M) : Ker(X) ⊆ Ker(s)}. Therefore, (X)={F ∈
MF(M) : Ker(X) ⊆ F }, which is a closed subset in MF(M). Since ExtS(M) is a compact space, any closed
subset X of ExtS(M) is compact, we see that  is a closed mapping, whence  is a homeomorphism. 
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