Abstract. In the real world, where there is a large amount of information, humans recognize an object efficiently by moving their sensors, and if it is supported by context information, a better result could be produced. In this paper, the emergence of sensor motion and a contextbased recognition function are expected. The sensor-equipped recognition learning system has a very simple and general architecture that is consisted of one recurrent neural network and trained by reinforcement learning. The proposed learning system learns to move a visual sensor intentionally and to classify a word from the series of partial information simultaneously only based on the reward and punishment generated from the recognition result. After learning, it was verified that the contextbased word recognition could be achieved. All words were correctly recognized at the appropriate timing by actively moving the sensors not depending on the initial sensor location.
Introduction
Among the human sensory organs, vision is probably the most informative perception. The eye movement and recognition capability in humans seem very flexible and intelligent. It has been shown that, in object recognition, compared to the case where only the information of the object is provided, a better recognition could be done if we were also supported by other information such as past knowledge and contextual information.
Imagine that we were presented with several new patterns or words repeatedly until we learned their shape and color in detail. At one time, we could recognize all the patterns correctly even if only some parts of these recognized objects that can be distinguished each other are visible to us. Even when perceptual aliasing, a condition where the same input stimuli belong to different words occurs, we can still recognize it by memorizing the different past input stimuli or by moving our . This is because human has the ability to extract the necessary information, e.g., contextual information, and the ability to memorize it. It has also the ability to move sensors efficiently, which is called active perception. Our flexible brain achieves such abilities and learning must play an important role to acquire them.
Learning-based active perception/recognition methods have been proposed[2]-[6] including the works for object tracking [4] [6]. In [3] [5][6], considering probability distribution of each possible presented pattern or the state of the pattern from the image sequences explicitly, the appropriate viewpoint is learned to reduce the uncertainty in the distribution. In [4] , conventional image processing methods are used and the system is complicatedly designed. In [2], by reinforcement learning, the system learns to choose to make a response that the target pattern presented or to move the sensor, but classification of the presented pattern is not necessary. Except for [2], the system and method is designed especially for active recognition, and recognition and sensor motion generation are separately performed. Therefore, it is concerned that the approach is not suitable for developing human-like intelligence by integrating with other functions.
Furthermore, to solve the partial observation problem, past information is utilized in several ways. In [6] , useful features are extracted from all the captured images, and also in [2], memory-based reinforcement learning is employed. However, no mechanism has been proposed that learns to extract important information from the captured image at each time step, to hold it, and to utilize it for recognition and sensor motion according to the necessity.
The authors have thought that for developing flexible intelligent robots like humans, the entire process from the sensors to actuators should be learned harmoniously in total [7] . In the machine-learning field, many researchers are positioning reinforcement learning (RL) as learning specific for actions in the total process, and the NN as a non-linear function approximator. Based on the above standpoint, the authors' group has used a recurrent neural network that connects from sensors to actuators and learns autonomously based on reinforcement learning. It has been shown that necessary functions emerge according to necessity through learning. In this framework, it was shown that recognition and sensor motion are learned simultaneously using a neural network [8, 9] . It was verified through simulations and also using a real camera that the appropriate camera motion, recognition and recognition timing were successfully acquired [9] . However, the samples are limited and because the learning system was trained using a regular layered neural network, the recognition and sensor movement function were limited to the case where the presented pattern can be classified from the present captured image. On the other hand, it was shown that by using a recurrent neural network (RNN), contextual behavior, memory or prediction function emerged through reinforcement learning[10]- [12] .
In the previous work, it is examined that using a RNN, both sensor motion and context-based word recognition functions emerge through reinforcement learning. At that time, the initial camera facing direction was fixed at the left edge of the presented word [13] . However, in this paper, the initial camera facing
