Linear systems with nilpotent leading term  by Balser, Werner
Linear Algebra and its Applications 369 (2003) 145–152
www.elsevier.com/locate/laa
Linear systems with nilpotent leading term
Werner Balser
Abteilung Mathematik V, University of Ulm, Ulm D-89069, Germany
Received 23 May 2002; accepted 2 December 2002
Submitted by V. Mehrmann
Abstract
For systems of meromorphic linear ODE with nilpotent leading term, there exist certain
analytic transformations simplifying the coefficient matrix in a certain sense. At first glance,
these transformation appear to be formal in the sense that the power series representation
generally has radius of convergence equal to zero. Here we show that this is not the case—
indeed, we show how one can explicitly obtain the transformation in terms of the coefficient
matrix of the system without solving any differential equations. When the Jordan form of
the leading term is a single nilpotent block, this construction is equivalent to finding a cyclic
vector of a certain form.
© 2003 Elsevier Science Inc. All rights reserved.
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0. Introduction
In this article, we are concerned with linear systems of ordinary differential equa-
tions in dimension ν  2 of the form
zx′ = A(z)x, A(z) = zr
∞∑
n=0
Anz
−n, |z| > ρ, (1)
where x′ = dx/dz. The number r is an integer 1 and is referred to as the Poincaré
rank of (1), and the matrix A0 is assumed to be a non-zero and nilpotent and shall
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be called the leading term of (1). Without loss in generality, we may assume A0 in
Jordan canonical form
A0 = diag [N1, . . . , Nµ], (2)
with nilpotent Jordan blocks of weakly decreasing sizes—if this were not so, we
could apply a constant transformation x = T x˜, with a constant invertible matrix T .
In what follows, we shall always think of A(z) as blocked in the block structure of
its leading term A0 and write
A(z) = zr


N1 + A11(z) A12(z) . . . A1µ(z)
A21(z) N2 + A22(z) . . . A2µ(z)
...
...
...
Aµ1(z) A12(z) . . . Nµ + Aµµ(z)

 . (3)
Hence, each block Ajk(z) has a pole at ∞ of order at most r − 1. Note that we allow
µ = 1, in which case the block structure is trivial.
In the following sections we shall be concerned with certain linear transforma-
tions x = T (z)x˜. Here, T (z) may be a matrix of functions that are holomorphic near
infinity, or its elements may be formal power, or even Laurent, series in z−1, but
by assumption T (z) always is invertible in the sense that its inverse matrix exists
and is again a matrix of such functions, respectively formal series. A simple formal
calculation shows that the transformed system for x˜ is
zx˜′ = B(z)x˜, B(z) = T −1(z)[A(z)T (z) − zT ′(z)]. (4)
In particular, if T (z) = I +∑∞1 Tnz−n, we say as in [3] that T (z) is a Birkhoff
transformation. In this case we find B(z) = zr ∑∞0 Bnz−n, with B0 = A0, and the
other coefficients are given by the identities
−(n − r)Tn−r = An − Bn +
n∑
m=1
(An−mTm − TmBn−m), n  1. (5)
Obviously, the radius of convergence for the expansion of B(z) will depend upon
that of T (z) and A(z). In the extreme case where T (z) is just a formal Birkhoff
transformation, meaning that the radius of convergence of its expansion may be
equal to 0, then the same holds for B(z). In this case we shall speak of a formal
system (4).
The goal of this article is to discuss Birkhoff transformations T (z) taking (1) into
a transformed system which in a clear sense is as simple as possible. Such transfor-
mations have been considered before in the process of finding a formal fundamental
solution of linear systems and can be made unique by requiring a certain explicit
form, as is shown in Section 1. From the point of view of studying proper invari-
ants as in [4], the question of convergence of this transformation is vital. Here we
shall establish its convergence and, in fact, show that this transformation and the
corresponding transformed equation can be computed explicitly.
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It has been shown recently [1,2] that, when computing formal fundamental solu-
tions of (1), it is natural to apply at first certain unramified shearing transformations
which leave the Poincaré rank r unchanged, but increase the (matrix) rank of certain
powers of A0. As a consequence of the results obtained here, we shall prove that
equations where transformations of this type do not exist are diagonally reducible,
in the sense of [5], with respect to the block structure of the nilpotent leading coeffi-
cient A0. Since non-existence of such shearing transformations can be verified in an
algorithmic manner [1,2], we see that equations of the form (1) contain some of the
very rare cases where reducibility can be shown explicitly.
1. Normalizing transformations
Let a formal Birkhoff transformation T (z) be given. If we block both T (z) = I +
[Tjk(z)] and B(z) = zrB0 + [Bjk(z)] according to the block structure of A0 = B0,
then (4) is equivalent to the formal identities
zT ′jk(z) = Ajk(z) − Bjk(z) + zr
(
NjTjk(z) − Tjk(z)Nk
)
+
µ∑
=1
(
Aj(z)Tk(z) − Tj(z)Bk(z)
) (6)
for 1  j , k  µ. The following lemma is well known in the context of computing
formal solutions (see, e.g., [1,6] and [2, p. 46]):
Lemma 1. Let a system (1) with leading term as in (2) be given. Then for every n0 ∈
N, there exists a transformation of the form T (z) = I +∑n01 Tnz−n, such that the
coefficient matrix of the transformed equation has the form B(z) = zrA0 + [Bjk(z)],
with Bjk(z) as follows:
• In case 1  j  k  µ, all its rows except for the first one are O(zr−n0−1) as
z → ∞.
• In case 1  k < j  µ, all its columns except for the last one are O(zr−n0−1) as
z → ∞.
The transformation T (z) is unique if we require that
• for 1  j  k  µ, the last row of Tjk(z)
• for 1  k < j  µ, the first column of Tjk(z)
vanishes identically.
Observe that for 1  j  k  µ, respectively 1  k < j  µ, in case the block
Tjk(z) only has one row, respectively column, the statements in the above lemma
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then imply that Tjk(z) vanishes identically. Moreover, it is easily seen from the proof,
given in [1], respectively [2, p. 46], that an increment of the number n0 does not
change the coefficients Tn and Bn for n  n0, so we may formally let n0 → ∞ to
obtain a unique formal analytic transformation 1 T (z) = I +∑∞1 Tnz−n, which we
shall refer to as the normalizing transformation corresponding to (1). The resulting
transformed equation then shall be named the normal form of (1). It follows from
Lemma 1 (for n0 → ∞) that the blocks Bjk(z) of the normal form have vanishing
rows (columns) except for the first (last) one, for every pair j  k (j > k). From the
way they are obtained, it is obvious that the blocks Tjk(z) and Bjk(z) satisfy (6), and
uniqueness of the normalizing transformation implies:
Proposition 1. Let a system (1) with leading term as in (2) be given. Then there
exist exactly one set of matrices Tjk(z) and Bjk(z), 1  j, k  µ, satisfying (6),
and having the following form:
• In case 1  j  k  µ:
– All rows of Bjk(z) except for the first one vanish.
– The last row of Tjk(z) vanishes.
• In case 1  k < j  µ:
– All columns of Bjk(z) except for the last one vanish.
– The first column of Tjk(z) vanishes.
• The non-trivial entries of Bjk(z) are formal Laurent series whose pole order at
infinity is at most r − 1; those of Tjk(z) are formal power series in z−1 with van-
ishing constant terms.
From the recursion formulas satisfied by the coefficients Tn it is not at all obvious
that this normalizing transformation has positive radius of convergence, but we are
going to show this here through a careful analysis of (6): in fact, we shall show how
one can explicitly compute both the normalizing transformation and the normalized
equation. In case of µ = 1 (i.e., A0 being a single Jordan block), the normalized
system will be a scalar equation.
For the moment, assume that we are given any normalizing transformation T (z).
It is elementary to verify existence and uniqueness of two transformations T(z) =
I + [T ()jk (z)] with
T
(1)
jk (z) ≡ 0 (1  k < j  µ),
T
(2)
jk (z) ≡ 0 (1  j  k  µ),
so that T1(z)T (z) = T2(z), and comparing coefficients one can check that the last
rows (first columns) of T (1)jk (z) (T (2)jk (z)) vanish. Vice versa, if both T1(z), T2(z) have
1 For a definition of this term, see [2, p. 38].
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this form, then T (z) = T −11 (z)T2(z) has the form of a normalizing transformation.
Setting A˜(z) = [T1(z)A(z) + zT ′1(z)]T −11 (z), one can check that (6) is equivalent to
the following identities for the blocks T ()jk (z):
−z d
dz
T
(1)
jk (z) = Ajk(z) − A˜jk(z) + zr
(
T
(1)
jk (z)Nk − NjT (1)jk (z)
)
+
µ∑
=j
T
(1)
j (z)Ak(z) −
k∑
=1
A˜j(z)T
(1)
k (z), (7)
z
d
dz
T
(2)
jk (z) = A˜jk(z) − Bjk(z) + zr
(
NjT
(2)
jk (z) − T (2)jk (z)Nk
)
+
µ∑
=k+1
A˜j(z)T
(2)
k (z) −
j−1∑
=1
T
(2)
j (z)Bk(z). (8)
Note that these identities have to hold for all pairs (j, k) with 1  j , k  µ, and
for k < j , respectively j  k, the left hand side of (7), respectively of (8), vanishes.
We shall now discuss in which way these equations can be solved for the unknown
entries:
Lemma 2. Let a system (1) be given. Then there exist unique blocks T (1)jk (z) and
A˜jk(z), satisfying (7), and so that
• for 1  j  k  µ: all rows of A˜jk(z) except possibly the first one vanish identi-
cally, and the last row of T (1)jk (z) vanishes as well.
• for 1  k < j  µ: the blocks T (1)jk (z) vanish completely.
• all the non-trivial entries of T (1)jk (z) and A˜jk(z) are analytic near infinity and have
a zero, respectively a pole of order at most r − 1, there.
The rows of the blocks T (1)jk (z) and A˜jk(z) can be explicitly computed from (7),following an algorithm which is explained in the proof.
Proof. We begin by investigating the identities (7) in case of j = 1: Due to the
form of the blocks T (1)jk (z) and A˜jk(z), the last rows of
∑µ
=1 T
(1)
1 (z)Ak(z) −∑k
=1 A˜1(z)T
(1)
k (z) and of the left hand side of (7) vanishes, for every k = 1, . . . , µ.
Multiplication from the left by N1 downshifts the rows of T (1)1k (z) by one, and so we
see that (7) allows to compute the second-last row of all T (1)1k (z) explicitly. Using this
information, one can find the next-last row of all T (1)1k (z) from the second-last row of
(7) with j = 1, and so on, until all non-zero rows of all T (1)1k (z) are computed.
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Next, we proceed to j = 2: Since T (1)21 (z) vinishes identically, Eq. (7) for k = 1
equals
0 = A21(z) − A˜21(z) +
µ∑
=2
T
(1)
2 (z)A1(z) − A˜21(z)T (1)11 (z). (9)
The final row of
∑µ
=2 T
(1)
2 (z)A1(z) vanishes, and I + T (1)11 (z) is an invertible ma-
trix and has been found before. Therefore, this identity can be used to compute the
last row of A˜21(z). This being done, we can compute the last rows of all T (1)2k (z),
reasoning exactly as for j = 1. After this, we can return to (9) and compute the
second-last row of A˜21(z), and so on, until all rows of T (1)2k (z) have been found. Note
that by doing so, we also find all but the first rows of A˜21(z).
In an analogous fashion, all T (1)3k (z) may be found next, along with a computation
of A˜31(z) and A˜32(z) except for their first rows, and so on, until all blocks T (1)jk (z),
plus all but the first rows of A˜jk(z) with j  k + 1, have been obtained. Note that
we did so without using any information contained in the first rows of the identities
(7). So as a final step, we use these first rows to successively compute the first rows
of all matrices A˜jk(z); this can be done due to the invertibility of I + T (1)kk (z), for
every k = 1, . . . , µ. 
Lemma 3. Assuming µ  2, let A˜jk(z) be as in the previous lemma. Then there
exist unique blocks T (2)jk (z) and Bjk(z), satisfying (8), and so that
• for 1  j  k  µ: all rows of Bjk(z) except possibly the first one vanish identi-
cally, and the blocks T (1)jk (z) vanish completely.• for 1  k < j  µ: all columns of Bjk(z) except possibly the last one vanish iden-
tically, and the first column of T (2)jk (z) vanishes as well.
• all the non-trivial entries of T (1)jk (z) and A˜jk(z) are analytic near infinity and have
a zero, respectively a pole of order at most r − 1, there.
The blocks T (2)jk (z) and Bjk(z) can all be explicitly computed from (8), following an
algorithm which is explained in the proof.
Proof. The proof is similar to that of the previous lemma: first, observe that accord-
ing to the form of the matrices we have T (2)j (z)Bk(z) ≡ 0 for j > , k  , hence
we conclude from (8) in case j  k:
Bjk(z) = A˜jk(z) +
µ∑
=k+1
A˜j(z)T
(2)
k (z).
This shows that all but the first rows of Bjk(z) vanish, for whatever T (2)k (z) we shall
obtain. Next, use (8) for j = µ to compute the non-trivial columns of T (2)µk (z), begin-
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ning with the first one, and the single non-trivial column of Bµk explicitly (for k =
µ,µ − 1, . . . , 1). Then do the same for j = µ − 1, inserting the previously comput-
ed quantities, and so on. 
The above two lemmas together imply
Theorem 1. For a convergent system (1) with nilpotent leading term, the normal-
izing analytic transformation T (z) converges for sufficiently large |z|, so that in
particular the normal form of (1) converges, too. According to Proposition 1, this
normal form is equal to B(z) = zrA0 + [Bjk(z)], with blocks Bjk(z) as follows:
• In case 1  j  k  µ, all rows of Bjk(z) except for the first one vanish identi-
cally.
• In case 1  k < j  µ, all columns of Bjk(z) except for the last one vanish iden-
tically.
We briefly mention the following more theoretical reasoning implying conver-
gence of T (z): The recursion formulas (5) may be used to see that under the assump-
tions made, the coefficients Tn cannot grow faster than (1 + n/r). So the theory of
multisummability implies that T (z) is r-summable in all but finitely many directions.
On the other hand, exceptional directions would have to be explicitly related to the
differences of the eigenvalues of A0, and therefore summability in every direction
follows. This however is equivalent to convergence.
2. An order relation for nilpotent matrices
In [1] the following order relation for nilpotent Jordan matrices played a crucial
role:
Given any two nilpotent matrices A, A˜, we say that A˜ is superior to A, if for some
j  1 we have rank Ak = rank A˜k for 1  k  j − 1, and rank Aj < rank A˜j .
Note that the ranks of the powers determine the structure of a nilpotent Jordan
matrix up to a permutation of its blocks. So if we restrict ourselves to nilpotent Jordan
matrices whose Jordan blocks have decreasing sizes, then the above relation becomes
a total ordering. It has been shown in [1] respectively [2, p. 46] that for normalized
systems (1) in the sense of the previous section, either one can explicitly find an
unramified shearing transformation 2 producing a system with superior leading term,
or (1) is diagonally blocked in the block structure of A0.
2 A shearing transformation is a diagonal matrix whose diagonal entries are rational powers of the
variable z. Such a matrix is called unramified, if the diagonal entries are, in fact, integer powers only.
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As in [5], we say that a system is diagonally reducible (with respect to analytic
transformations), if an analytic transformation T (z) =∑∞0 Tnz−n (i.e., the series
converges for sufficiently large |z|, and det T0 /= 0) exists, so that the transformed
system is diagonally blocked with at least two diagonal blocks. If this is not so,
then the system is called irreducible. As a consequence of the convergence of the
normalizing transformation, combined with [1, Proposition 2], we obtain:
Theorem 2. Let a system (1) with nilpotent leading term A0 as in (2) be given, and
assume µ  2. Moreover, let no shearing transformation producing a system with
superior leading term exist. Then the corresponding normalized system is diagonally
blocked in the block structure of A0. So in other words, the system (1) is diagonally
reducible with respect to the block structure of A0.
It is an immediate consequence of the previous theorem that for irreducible sys-
tems with nilpotent leading term the algorithm for computation of a formal funda-
mental solution, described in [1], will along the way produce a system with A0 being
a single nilpotent Jordan block, hence the corresponding normalized equation will
be equivalent to a νth order scalar equation. So in this case, the algorithm computes
a cyclic vector for the system we started with.
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