Deep learning models for MRI classification face two recurring problems: they are typically limited by low sample size, and are abstracted by their own complexity (the "black box problem"). In this paper, we train a convolutional neural network (CNN) with the largest multi-source, functional MRI (fMRI) connectomic dataset ever compiled, consisting of 43,858 datapoints. We apply this model to a crosssectional comparison of autism (ASD) vs typically developing (TD) controls that has proved difficult to characterise with inferential statistics. To contextualise these findings, we additionally perform classifications of gender and task vs rest. Employing class-balancing to build a training set, we trained 3×300 modified CNNs in an ensemble model to classify fMRI connectivity matrices with overall AUROCs of 0.6774, 0.7680, and 0.9222 for ASD vs TD, gender, and task vs rest, respectively. Additionally, we aim to address the black box problem in this context using two visualization methods. First, class activation maps show which functional connections of the brain our models focus on when performing classification. Second, by analyzing maximal activations of the hidden layers, we were also able to explore how the model organizes a large and mixed-centre dataset, finding that it dedicates specific areas of its hidden layers to processing different covariates of data (depending on the independent variable analyzed), and other areas to mix data from different sources. Our study finds that deep learning models that distinguish ASD from TD controls focus broadly on temporal and cerebellar connections, with a particularly high focus on the right caudate nucleus and paracentral sulcus.
Introduction
The characterization of brain differences in autism spectrum disorder (ASD) is an ongoing challenge. Although the consensus is that there are widespread structural and functional differences, the direction and spatial patterns of differences are not reliably observed and overlap with inter-individual variability in the neurotypical population.
Estimates of grey matter volume with voxelbased morphometry (VBM) have been the most commonly used methodology to assess brain structure, but have resulted in discrepancies amongst metaanalytic findings, 1-3 at least a partial explanation for which are the small-sample sizes that are a prevalent feature of the primary literature. 4, 5 To address variations in data acquisition and processing that make between-study comparisons less powerful, publicly available large-sample datasets are now pivotal to imaging research. The ABIDE multi-centre initiative has made available over 2000 images in two releases, but cross-sectional VBM analyses have failed to observe significant differences. 6, 7 Other morphological properties of the cortex may yield greater sensitivity, 8 and recent findings using estimates of cortical thickness from the ENIGMA working group suggest a complex pattern of differences relative to neurotypical controls that varies across the lifespan. 9 Other databases, such as the National Database for ASD Research (NDAR) act as aggregates of MRI data for different smallerscale studies, though centre differences complicate conventional analyses on these data as a whole.
ASD has been consistently associated with differences in brain function. 10, 11 This is often studied in the context of EEG, [12] [13] [14] [15] for which several studies have been conducted to achieve automated diagnosis, [16] [17] [18] [19] [20] [21] and fMRI. The measurement of correlation, or "functional connectivity", between timeseries of blood oxygenation level dependent (BOLD) endogenous contrast estimated from brain regions during resting wakefulness has been demonstrated as a reproducible measurement on an individual basis. 22 Functional connectivity (FC) matrices are estimates of the connectivities between all brain regions that can be represented as undirected graphs (connectomes) of nodes (brain regions) and edges (connectivity strengths). They show promise in localising characteristic differences for ASD in resting activity to specific large-scale brain networks. 23 Whilst there is cautionary evidence using the ABIDE dataset and others, 24 it would appear that statistically significant differences in connectivity are generally observable, but like measurements of brain structure, are variable in their presentation. With consistent and localised changes remaining elusive, a number of studies have characterised ASD as exhibiting underconnectivity in certain areas of the brain, [25] [26] [27] [28] [29] [30] while others show evidence of over-connectivity. [31] [32] [33] [34] [35] [36] A recent review 37 posited that ASD is likely a mix of these traits.
In other fields, computing power and access to large datasets have led to a resurgence in the pop-ularity of NNs as a tool for data classification. [38] [39] [40] NNs are especially adept at classifying complex data which parametric inferential statistics may fail to fully characterize due to their inherent assumptions. Given that brain function in ASD has been consistently found to be different but in different ways, such a model may be a sensible approach for a comprehensive representation. In parallel, because of their wide applicability in representing complex data such as proteins and social networks, functional connectomes have undergone significant development in terms of global and local topological descriptions. Some recent work has used NNs for processing connectomes, including whole-graph classification, clustering into sub-graphs, and node-wise classification. [41] [42] [43] [44] [45] [46] Previous efforts to classify functional connectivity in ASD on smaller datasets have achieved accuracy rates that have been described as "modest to conservatively good", 37 though these methods have had trouble replicating on different data. [47] [48] [49] More recently, the application of convolutional CNNs to ABIDE data has achieved achieved 68% to 77.3% classification accuracies. [50] [51] [52] [53] In this article, we leverage publicly available datasets to amass and automatically pre-process a total of 43,838 functional MRIs from nine different collections. To test the application of CNNs to imaging data, we first classify autistic individuals from typically developing (TD) controls. To validate the proposed models, we then classify functional connectivity matrices based on gender and task vs resting state. All classifications were undertaken using a CNN that uniquely encodes multi-layered connectivity matrices, using an original deep learning architecture, partially inspired by Kawahara et al 2017. We opted to use these connectivity matrices as opposed to full fMRI datasets both for memory management purposes (the average fMRI dataset in our collection is 176 MB per file, while the connectivity matrix is just under 500 KB), and for interpretability, as connectivity matrices allow for the direct analysis of both localized areas and connections between areas. Due to the stochastic properties of NNs and set divisions, we use a standard stratified cross-validation strategy, performing each of our tests across 300 independent models using different subsamples and divisions of the total dataset. To incentivise the model to classify based on phenotypic differences rather than centre differences, class-balancing techniques across participant age and collection were used when building the training and test sets, and compared against the fully-inclusive samples.
Key outputs of the CNN are class activation maps [54] [55] [56] that highlight areas of the connectome the model preferentially focuses on when performing its classification, and activation maximization 57 of a hidden layer that visualizes how the model partitioned the dataset as a whole following classification. We suggest an index to quantify the output of activation maximisation.
In attempting to classify components of this accumulated dataset, we sought to address the following questions: (1) How effective is our machine learning paradigm at classifying FC in ASD, gender, and resting-state/task? (2) Which areas or networks of the brain do models focus on when undertaking classifications? (3) How does the model partition large datasets during different classification tasks? (4) Can the model effectively classify FCs taken from multiple sources without relying explicitly on centre differences to do so?
Methods

Datasets and preprocessing
Datasets were acquired from OpenFMRI; 58, 59 the Alzheimers Disease Neuroimaging Initiative (ADNI); ABIDE; 60 ABIDE II; 61 the Adolescent Brain Cognitive Development (ABCD) Study; 62 the NIMH Data Archive, including the Research Domain Criteria Database (RDoCdb), the National Database for Clinical Trials (NDCT), and, predominantly, the National Database for Autism Research (NDAR); 63 the 1000 Functional Connectomes Project; 64 the International Consortium for Brain Mapping database (ICBM); and the UK Biobank; we refer to each of these sets as collections. OpenFMRI, NDAR, ICBM, and the 1000 Functional Connectomes Project are collections that comprise different datasets submitted from unrelated research groups. ADNI, ABIDE, ABIDE II, ABCD, and the UK Biobank are collections that were acquired as part of a larger research initiative.
These data were pre-processed using the fMRI Signal Processing Toolbox (SPT). Following skullstripping, motion correction was accomplished using SpeedyPP version 2.0, which utilized AFNI tools and wavelet despiking, 65, 66 with a low-bandpass filter of 0.01Hz, in addition to motion and motion derivative regression. Both functional and structural datasets were non-linearly registered to MNI space and parcellated using the 116-area automated anatomical labeling (AAL) template, 67 which includes subcortical regions. Extracted time series were the means of each AAL region. Each dataset was transformed into N 4 × 116 × 116 connectivity matrices, using edges weighted by the Pearson correlation of the wavelet coefficients of the pre-processed time-series in each of four frequency scales: 0.1-0.2 Hz, 0.05-0.1 Hz, 0.03-0.05 Hz, and 0.01-0.03 Hz. Wavelet correlation estimates were adjusted from TR rates to equalize the frequency ranges across different collections. Pre-processing was accomplished on a computing cluster over a period of several weeks. Due to the volume of datasets, individualized quality control was not possible. The porportion of datasets failing pre-processing varied by collection.
Across all collections, 70,284 potential datasets were identified of which 67,396 contained suitable functional and structural datasets. Of these, 52,396 succeeded pre-processing to parcellation. However, datasets with regional dropout of greater than 10% were omitted from the analyses, and redundant datasets across collections were also discarded along with those data with a TR outside of the desired range. In total, 43,838 connectomes from 17,614 unique participants were available for analysis with the NN. Multiple instances of connectomes from the same individuals were used, though they were not shared between the training, validation, and test sets. The numbers of participants, total numbers of datasets used as well as phenotypic distributions, are shown in Table 1 . Figure 1 . The structure of the neural network. These were applied in an ensemble model, so the outputs of 300 independently-trained neural networks were averaged in a cross-validation scheme. The data used for training and testing the CNN were 4 × 116 × 116 (4 wavelet scales and 116 nodes) symmetric FC (wavelet coefficient correlation) matrices, with values linearly scaled from [-1.1] to [0,1] for easier use in a NN.
Neural Network Model and Training
To classify the data, we employed a CNN with vertical convolutional filters on the first layer followed by horizontal convolutional filters on the second layer, effectively reducing the matrices to single values to allow the network to train on connectivity matrices ( Figure 1 ). This approach was partially inspired by the cross-shaped filters described in Kawahara et al 2017, though previous tests with that architecture resulted in a number of failed models with no apparent increase in accuracy over the simpler architecture proposed here. We implemented this architecture using Keras, 68 a popular machine learning library, leveraging the advantages of supporting software libraries. Additionally, this implementation includes multiple channels in the inputs, as opposed to single-input connectivity matrices.
The CNN was constructed with: 24 edge-to-node vertical convolutional filters; 24 node-to-graph horizontal convolutional filters; 3 fully-connected layers, each with 64 nodes; and a final softmax layer. Separating each layer were batch normalization, rectified linear unit (ReLU), and dropout layers, with the dropout being 0.3 in the convolutional layers and 0.7 in the dense layers. The layer structures and ordering followed the advice offered in 69. Specifications are shown in Figure 1 . No pooling layers were used, and all strides were of length 1. The model was trained using an Adam optimizer with batch sizes of 64. Otherwise, Keras defaults were used. Models were trained for 200 epochs, and the epoch with the highest validation accuracy was selected.
To obtain a reliable average, we trained 300 models independently for each classification, which were then combined in an ensemble model. In each training instance, a subset of the total available data was taken. A holdout test and validation set were not used, 70 but instead a division of the data was performed for each model in a stratified cross-validation schema, subject to the rules detailed below.
Set division
Data were divided into three sets: a training set, comprising of two-thirds of the data and used to train the model; a validation set, comprising of onesixth of the data and used to select the epoch at which training stopped; and a test set, used to assess the trained classifier performance, comprising of one-sixth of the data. The approximate total number of images used by each model was 10,000 for the gender and resting-state classification, and 4000 (limited by sample size) for the ASD classification. For all classifications, balancing was used such that each class comprised approximately half of the datasets. To account for covariates, classes were additionally balanced such that the distributions of different collections and ages were equal between classes. For collection balancing, equal numbers of datasets were used from each collections. For continuous age values, distributions of age between classes were made to fail a Mann-Whitney U-test, with p > 0.05. We used standard stratified cross-validation rather than a holdout division across the 300 runs.
Because of the collection balancing procedure, many data were excluded from certain classification tasks; for instance, as BioBank only included eight subjects with ASD. Due to the class balancing, set divisions were not precise in each instance.
Test set evaluation
Inter-data classification
Following the training of the models, the accuracy and the area under the receiver operating characteristic curve (AUROC) were calculated as measures of machine learning performance on the test set. This was to determine if one group in the classification outperformed the other in training leading to a biasing of the overall accuracy.
Activation Maximization
Activation maximization 57 is a technique to determine the maximally activated hidden units in response to the test set of the CNN layers following training. Activation maximization was applied to the 116 × 24 second layer of our network ( Figure 1 ) as this convolutional layer acts as a bottleneck, and is thus easier to interpret and visualize. This layer is naturally stratified by 24 filters, each with 116 nodes (brain regions). To offset the influence of spurious maximizations, we opted to record the 10 datasets that maximally activated each hidden unit, obtaining their mode with respect to collection, gender, and whether it was task/rest; for example, if six connectomes that maximally activated a unit were from Collection A and four were from Collection B, Collection A would be recorded as maximally activating that hidden unit. For each covariate, this method yields a 116×24 array of values for each of the 3 × 300 models. We opted to measure the stratification of the different convolutional filters in our models by measuring whether it was maximally activated primarily by one source of data, or whether it was activated by a mixed population. With this in mind, we calculated for each layer a diversity coefficient, which is 0 if the layer is only maximally activated by one class of data and 1 if it is maximized proportional to the population maximized. Given K possible classes, F k , k ∈ K indicating the percentage of each class in a given filter, and T k , k ∈ K indicating the percentage of each class across all filters, we calculated the diversity co-efficient for each filter as:
Briefly, the justification for this equation is that the summation K k=1
equals 0 if the distribution of the filter's population is equal to the population of the whole layer; that is, the distribution is ideally diverse, and this pulls the logarithm towards −∞, which in turn pulls the inverse tangent function to π 2 . Conversely, 1 − K k=1 F 2 k tends towards 0 if the individual layer is only composed of a single class, pulling the inverse tangent towards -π 2 . The diversity coefficient is normalized to be between 0 and 1. Its value is indeterminate if only a single class is present globally.
This equation is a more complex version of other diversity coefficients, such as the Herfindahl-Hirschman or Simpson diversity indices. However, the proposed index better accounts for overall populations in the hidden layer activations and thus makes it easier to compare across different classification tasks and independent variables. While the Herfindahl-Hirschman or Simpson indices both approach their maxima when the measured population is completely homogenous, their lower extrema varies depending on the number of distinct populations present. This is problematic in comparing across indices, because the number of populations varies depending on the application, and assumes that the expected (i.e., most diverse) distribution occurs when different populations are perfectly proportional. The proposed index defines the most diverse population as that which has distributions proportional to the overall population, at which point the index is zero.
In practice, low diversity coefficients indicate that the ensemble models stratified data by the covariate. This allows us to measure the degree to which individual covariates (such as collection) were taken into account by the CNNs. We found the diversity coefficient of each of the 24 filters of our hidden, 116 × 24, convolutional layers, then sorted these values to show which filters were primarily activated by a few covariates and which were activated maximally by many covariates. 
Class Activation Maps
We used class activation maps (CAMs) 54-56 and a previous Keras implementation 71 to display parts of the connectivity matrix the CNN emphasised in its classification of the test sets. CAMs operate by taking the derivative of the CNN classification function (approximated as a first-order Taylor expansion, estimated via back-propagation) with respect to an input matrix, with the output being the same dimensions as the input. 54, 56 While class activation maps were originally proposed in, 54 they were improved to the commonly-used method presented in, 56 known as 'Gradient Class Activation Maps (Grad-CAMs). CAMs are particularly advantageous when applied to connectivity matrices, because unlike typical 2D images, these matrices are spatially static (i.e. each part of the matrix represents the same connection in the brain, across all datasets). Thus, global tendencies of the model can be visualized by averaging many CAMs. CAMs for each connectivity matrix were averaged, maximised across the four wavelet frequency domains, and displayed to show which aspects of the connectome the CNN focused. To simplify the analysis, CAMs were taken with respect to the input data's predicted output, rather than two output classes.
Experiments
We performed the classification on class-and age-balanced datasets that then classified based on gender, task vs rest, and ASD vs TD controls in separate analyses. We then analysed the averaged CAMs with respect to their output prediction. We also recorded the diversity coefficient with respect to gender, collection, and rest v task. Figure 2 . Histograms of all AUROCS for 300 independent models, using different, stratified samples of the whole dataset. Table 2 shows the accuracies for the 300 models tested. The AUROCs for the individual models, across all data ( Figure 2 ) were averaged to give 0.6858, 0.9231, and 0.6133 for gender, task vs rest, and ASD vs TD classifications, respectively, while the average accuracies were 63.33%, 84.31%, and 57.11%. In nearly all cases, however, as shown in Table 2 , the ensemble AUROC and accuracies were substantially higher. The ROC of ensemble models with respect to collections are shown in Figures 3C,  4C , and 5C. The results in Figures 3B, 4B , and 5B display the histogram of diversity indices across all models' activation maximisation values. This indicates the tendency of models to use particular filters to sequester data by different covariates, especially if it were attempting to classify by that variable; thus, a diversity index of 0 indicates that all nodes within a particular filter were maximally activated from one or a small number of collections (i.e., BioBank or Open fMRI). The covariates measured are gender, rest/task, and collection site; ASD was not included as a covariate because of the relatively small percentage of ASD data overall.
Results
The diversity index of the activation maximization of the second hidden layer revealed that filters we in many cases sorted into two distinct groups, as shown by peaks on the lower and upper end of histograms in Figures 3B, 4B , and 5B: stratified layers (i.e., with a diversity index close to 0), which were wholly maximally activated by one type of dataset, and mixed layers (i.e., with a diversity index close to 1), which integrated data from different sources. While gender and task vs rest each had a proportion of their filters wholly activated by a single collection, the majority of filters were activated by a variety of different collections, indicating the effective synthesis of data from different sources. ASD, however, had a large proportion of data with a diversity in-dex close to zero; this is expected for the gender and resting-state covariates, given that the datasets were mainly from males, but the low diversity indices for collection indicates that ASD classification models sequestered data based on collection, and thus many datasets were considered independently.
A B C
ASD vs TD Controls
With class balancing, the ensemble performance for ASD v TD controls across test sets was AU-ROC=0.6774 (Figure 3 ). ASD classifications were highly dependent on the collection used, although the final AUROCs were above chance for all collections. Class balancing was particularly necessary for this scheme, as data from autistic individuals comprised less than 10% overall. Class activation was strongest for ASD in the limbic system, cerebellum, temporal lobe, and frontal middle orbital lobe, but overwhelmingly emphasised in the right caudate nucleus and paracentral lobule ( Figure 3A) . Findings of the caudate nucleus are consistent with historical findings in developmental ASD, 72 with both aberrant FC frequently associated with that area and the presence of volume differences. [73] [74] [75] [76] [77] [78] [79] [80] As stated above, activation maximization saw high stratification with regards to gender and resting-state ( Figure 3B ). Collection also saw a mix of filters that were both highly stratified and highly diverse, indicating the dual use of convolutional filters. Given the phenotypic differences in our ASD datasets (with ABCD consisting largely of children and ABIDE adolescents, for instance), it is likely that the models considered parts of them independently during classification.
Gender
The ensemble classification of gender yielded 0.7680 AUROC, with comparable AUROCs across different collections ( Figure 4C ).
On average, CAMs in gender classifications showed more differences around areas in the corpus callosum and the frontal lobe (especially the medial left frontal lobe), as well as parietal areas, with very few subcortical differences ( Figure 4A ).
In activation maximization ( Figure 4B ), most of the filters mixed data from different genders and rest/task. A proportion were maximally activated by individual collections, but for the most part, this was mixed as well. Among the three classification tasks in this study, gender integrated the most data from different sources. As gender distributions are likely the most homogenous variable tracked across datasets (with the exception of ABIDE I and II), the stratification with respect to individual collections was appropriately lower than expected when classifying other variables.
Task vs Rest
Task v rest classification had an ensemble classification of AUROC=0.9222 ( Figure 5C ), by far the highest of any classification task. BioBank rest/task classification had nearly perfect classification, while other collections that contributed substantial amounts to both resting-state and task participants, that is, NDAR, ABCD, and Open fMRI, had comparable performance. The CAM focused on the default mode network, largely in the left hemisphere, and its connection to the right frontal medial orbital area. The highly emphasised areas include the supplementary motor area, the left parietal lobe, the bilateral middle and inferior occipital lobe, the left precentral gyrus, and the bilateral thalamus representing the wide range of areas activated in task fMRI.
In activation maximization, stratification was found with respect to task (the target covariate), somewhat on collection, and very little with respect to gender. A degree of collection stratification may be expected due to the different tasks found in different collections; for instance, BioBank consisted almost entirely of an emotional faces recognition task, while Open fMRI contains a medley of different tasks.
Discussion
This work describes how large and diverse imaging data might be analyzed by deep learning models, encouraging the aggregation of publicly available collections. Data were partitioned based on clear and logical features of the images and, even with imperfect classification accuracies, deep learning models were capable of recognizing complex patterns in large datasets, many consistent with previous work.
The neuroscientific objective of this study was to use available imaging data with deep learning to describe the pattern of functional brain changes that distinguishes ASD from TD. With the absence of any gold standard in this cross-sectional comparison,we also undertook classifications of gender and rest v task, which have more secure, robust findings in the extant literature to confirm the veracity of the developed methods.
We used CAMs 54, 56 to identify connections and A B C When classifying gender, the model was influenced by diffuse areas connected to the frontal lobe ( Figure 4A ). This is consistent with previous findings in gender comparisons of functional imaging, which did not find differences in brain activity in specific areas, but rather differences in local FC over large areas of the cortex. 81 Task vs rest FC classifications, as expected, identified the major components of the well-known default mode network 82 (Figure 5A ), a set of bilateral and symmetric regions that is suppressed during exogenous stimulation, 83 as well as visual process-ing areas (the occipital lobe) and the supplementary motor area. Together with the comparison of gender, the confirmation of the results with those expected from the extant literature give confidence for accurate classification by the CNN as well as the specificity of the visualization method used.
The paracentral lobule and right caudate nucleus, as well as connections to the cerebellum and vermis, were identified as salient to the comparison of the ASD vs TD (Figure 3 ). This finding is largely substantiated by previous studies that have found both FC and volume differences between autistic and healthy individuals in the caudate nucleus, [73] [74] [75] [76] [77] [78] [79] though these studies disagree on the exact nature of those differences. 80 Much of the literature on functional connectivity in ASD, however, concerns network-wide differences 37 rather than localized differences captured by the CAMs.
Another of the key methods we used to interrogate the results from our deep learning model was activation maximization. Previously, activation maximization has been used for intuiting the internal configuration of NNs rather than for quantitative interpretation, 57 which has never been tried, especially across many different independent models. Many of the filters in our models were wholly activated by datasets from a single group, while others utilised a mixture of datasets. We sought to quantify this effect through a diversity index leading to two general observations: first, across models, a few filters were entirely activated by a single collection (i.e., had a diversity index of 0), though which collection remained inconsistent, and was not apparently proportional to the amount of data contributed by that particular dataset; Second, across models, the diversity index was not normally distributed but often had two peaks, one at the low end of the spectrum (indicating stratification of the filters) and one at the high end (indicating a highly diverse, or close to random, distribution of the filter). In ASD, a disproportionately high number of filters were activated by a single collection, indicating that the NN split data internally more than other classification tasks.
In ASD, model accuracy was lower compared to the highest rates reported in literature, [51] [52] [53] although this result should be viewed with several caveats. The dataset used in this analysis was larger and more varied than any previously analyzed, consisting of many collections. Direct comparisons of machine learning classification methods are difficult as there are no universally accepted schema to divide collections into training and test sets (unlike standardized competitions in other fields, such as the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 84 ). Furthermore, our exclusion criteria differed, and, because we opted to use multiple scanning sessions from single subjects during training, we also used followup data in ABIDE not employed in previous studies. Class balancing may also have significantly affected the classification accuracy. However, this was necessary to avoid spuriously large accuracies due to the highly skewed ratios of ASD-to-TD individuals. Lastly, preprocessing methods and exclusion criteria are not typically shared across collections, and thus technical and demographic differences in the input data cannot be discounted.
While in this study (and all previous large sample-size studies of ASD classification), the classification percentage of ASD v TD datasets does not approach the standards of clinical diagnosis, but remains pertinent. First, the intention of the models is to encourage further research and analysis in this field. Second, FC data may simply lack discrete, distinguishing signals indicative of ASD, making perfect classification impossible, in which case deep learning ought to be viewed as an advanced statistical model rather than a potential diagnostic tool. Third, ASD is a spectrum and not binary (unlike resting-state/task and, in the vast majority of cases, biological gender), and these labels were applied with varying diagnostic standards. While we are simply using the information available, we recognise that the problem itself may be ill-formed. This is also a potential explanation for the variance in model accuracies seen in Figure 2 , compared to the other classification problems addressed. Fourth, due to the influence of confounding factors, high accuracy in machine learning for scientific applications should be viewed with skepticism; 85 for instance, we used several stringent motion-regression algorithms in preprocessing, which likely mitigated the effects of group differences in motion that has previously been observed between autistic and nonautistic subjects. 86 Finally, our deep learning model provides several advantages and unique features. First, it employed multichannel input. Although this has long been the standard in 2D image classification (for instance, RGB images), it has not been utilized be-fore in the classification of connectomes. Theoretically, this provides an advantage since it encodes more information about the underlying time-series. In supplementary tests, multichannel inputs generally increased the accuracy of our model by 23% over single-channel Pearson correlation input, though this was not tested extensively. Second, it used vertical filters to encode matrices. In initial versions of this study, we opted to copy the framework of Kawahara et al 2017, which used cross-shaped filters, although this was found to not increase accuracy over vertical filters and caused the model to sometimes fail. Vertical filters were found to be more compatible with the frameworks of modern deep learning libraries, even though they sacrifice the theoretical advantage of encoding edge-to-edge connections.
In our training scheme, we also found substantial accuracy increases with the use of "ensemble" models in machine learning ( Table 2) ; that is, using many independent NNs to vote on a single datapoint. This idea is not new in machine learning, 87-89 but it is notable because the ensemble showed a substantial increase in AUROC and accuracy over the sum of the individual models, and thus in this context it was an effective method of smoothing out unexpected behaviour in models for potential real-world applications. Additionally, it is an effective way to evaluate the performance of a model across the entirety of a dataset. Combined with the attractiveness of evaluating and averaging models independently to reduce variance in class activation, this makes a good case for classifying functional connectomes using many independent models rather than one.
Conclusion
Our investigation was the first to amass an exceedingly large and diverse collection of fMRI data and then apply big data methods. We opted to present three important classification tasks and focus on the one that is both most interesting and least-understood. With careful class-balancing, we show that deep learning models are capable of goodquality classifications across mixed collections detecting differences in brain networks, and functions of localized structures, or FCs over large areas. CAMs highlighted key spatial elements of the classification, and our results were largely validated by prior findings of specific phenotypic differences. Activation maximisation gave insights into the types of features on which the CNN based its classification. While the deep learning model in its present form should not be viewed as a diagnostic tool, it is an example of the apparatus needed to statistically analyse large and publicly accessible volumes of data.
The classification of ASD, on average, pointed overwhelmingly to two key areas (the right caudate nucleus and the right paracentral lobule), which is consistent with many previous studies of ASD. However, it should be noted that the final AUROC was well below the standard for clinical diagnosis, and the variation of model accuracies across our ensemble was very high, especially in relation to the other two categorical classifications. Thus, the areas observed are unlikely to fully characterise ASD. This variation across our very mixed dataset is related to the difficulties of diagnosing ASD in different contexts, and a binary label applied a spectrum disorder may make for an ill-formed machine learning problem.
The most salient future direction of the present work is to focus on one of the classification problems presented and analyse how class activation maps activate differently for different sorts of data. We can also take advantage of several aspects of the technique not explored in the present work, such as comparing the class activations with respect to different input classes. While this was outside the scope of the present study and would have complicated the analysis significantly, it is one of many possible directions in which to take future endeavours.
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