Abstract: In order to overcome the shortcomings of traditional wavefront achieving techniques, which cannot capture the wavefront in the case that an obstacle presents in front of the reference source, we propose and demonstrate a new wavefront measuring method by exploiting a plenoptic configuration. By processing the 4-D light-field information captured by plenoptic configuration, the obstacle's information can be distinguished and eliminated, and the preserved scene target's information can be utilized to extract the wavefront information. The numerical simulation using partially occluded and extended scene targets show that this technology is feasible, even in the situation of strong wavefront aberrations. The technology proposed in this paper can have wide applications in astronomical imaging and surveillance systems.
Introduction
Adaptive optics has been widely used to improve the performance of optical systems by reducing the effect of wave-front distortions. It is well known that wave-front sensing is significant for its many applications. Further, an adjunct laser or scene target is necessary to offer a reference for wave-front sensing [1] . However, in some applications, such as surveillance, reconnaissance, remote-sensing and security applications, the reference sources may be partially occluded. In this case, traditional wave-front sensing techniques will be inadequate for extracting exact wave-front aberration due to that the obstacle will degrade the light field information and further impact or impair the achieving results.
Plenoptic camera is a promising device to extract more than one perspective image of an object and gather images in distinct depth slice. Besides, it can be also be used as a wave-front sensor based on punctual sources or extended objects as a reference. In the early of 1908, Lippmann proposed the concept of plenoptic camera and firstly made its debut in the scientific community, which covered a photographic film with an array of spherical lenslets with the goal of rendering several points of view in a single image [2] . In 1992, Adelson and Wang developed a hand held plenoptic camera, which was capable of confirming the depth of the scene in field of view [3] . In 2005, Wu et al. proposed a plenoptic camera that was more compact and economic by using microlens array [4] , [5] . In recent years, the applications of plenoptic camera have extended to computational photography field and wave-front sensing field. Several methods have been proposed to improve final image's resolution based on the interpolation of the information of the light-field [6] - [9] . In 2005, Clare and Lane demonstrated the wave-front sensing from subdivision of the focal plane with a lenslet array [10] . In 2012, Rodríguez-Ramos et al. achieved the atmospherical wave-front and distance measurement using the plenoptic structure, both by punctual or extended light source as reference [11] - [15] . In 2014, Trujillo-Sevilla et al. demonstrated high resolution imaging and wavefront error correction by using plenoptic systems [16] , [17] . However, these previous researches on wave-front achievement have not considered the occasion in which the reference source is partially occluded.
Compared with traditional sensing techniques, plenoptic system has its unique light-field information capture ability; therefore, it has great potential for distinguishing and eliminating the influence of obstacle on wave-front sensing.
Base on this superiority, in this manuscript, we propose and demonstrate a new wave-front achieving method by exploiting a plenoptic configuration to realize the wave-front achievement using partially occluded and extended scene target as reference. This paper is organized as follows. In the second section, the working principles are given, the third section reports our simulation results, and the forth section is the main conclusions.
Principle of the Wavefront Sensing Scheme
A conventional plenoptic camera comprises a main lens with a fixed focal distance, a microlens array, and an image sensor. The microlens array is placed in the focal plane of the main lens, and the sensor is placed in the focal plane of the microlens (shown in Fig. 1 ). As a wave-front sensor, the plenoptic camera can be regarded as a generalization of the pyramid sensor. Every point in the telescope pupil can be re-imaged via rearrangement of the pixels in the plenoptic image. Thus, the image formed by putting together one pixel of each microlens image is a synthetic sub-aperture image of the telescope pupil. The wave-front gradients can be computed by cross correlation of every synthetic sub-aperture image with respect to one of them [13] . Furthermore, the wave-front achievement can be realized using phase reconstruction algorithm [18] .
In this section, we will introduce the feasibility of using a plenoptic camera to realize wave-front aberration achievement in the circumstance of using only scene imagery as a reference, which is mainly focused on the situation of an obstacles presenting in the field of view (FOV) and partially occluding the scene target.
When performing wave-front aberration achievement employing punctual light source, the present of obstacles will result in the incomplete acquisition of wave-front in spatial domain, which leads to the absence of segmental synthetic sub-aperture image. Consequently, serious fitting error will be generated when using phase reconstruction algorithm [18] . Besides, the achievement result will be susceptible to the light from obstacles and the quantum noise of the sensor. However, extended scene target can effectively overcome the shortcoming induced by using punctual light source in plenoptic system with obstacles. This is mainly attributed to the fact that even the obstacle will induce the absence of several local areas of synthetic sub-aperture image, while the main geometric feature of the scene target can be preserved in most sub-aperture image. Thus, the local tilt in sub-aperture that carried the wave-front aberration information will be extracted by using cross correlation algorithm and the precision of synthetic sub-aperture image displacement associate to wave-front gradients can be also guaranteed.
It should be noted that the light from the obstacles can be regarded as noise and will influence the accuracy of the phase reconstruction. This aspect of influence will be optimized as follows. By processing the 4-D light-field information captured by plenoptic camera, it can distinguish the light information at different distance. By individually processing the high and low spatial frequency of light-field information illuminated by each microlens, the obstacle's information can be eliminated and the scene target's information will be preserved.
The configuration of our simulated plenoptic system is shown in Fig. 2 , which includes a scene target, artificial phase turbulence, an obstacle and a plenoptic camera. In simulation, the obstacle is described as an amplitude modulator, when the light ray propagate in the obstacle plane, the obstacle will prevent the light rays from propagating forward, the other rays pass through the vacancy region in the obstacle plane. Besides, the diffraction index changes associated to artificial phase turbulence will lead to image blurring in an imaging system. The phase screen is described as a combination of a series of optical wedge, which will change local tilt of light wave-front coming from scene target.
The distance parameters in (1)-(4), shown below, are shown in Fig. 2 . The physical process of the above format can be described by ray transfer matrixes. Specifically, by the ray tracing theory, a light ray propagating through a distance of L can be expressed as
In addition, a light ray passing through a thin lens with focal length of f and optical wedge with angle k (at location y) can be, respectively, written by
The matrix of the object propagating through the whole system can be expressed by derivation
It should be pointed out that every pixel in the plenoptic camera is corresponding to a ray generated by scene target, which will all suffer this transfer matrix. Thus, a simulated plenoptic image can be generated by using this method and the phase screen information will be incorporated into the image.
The specific scheme of wave-front sensing by using partially occluded and extended scene target as reference can be expressed as follows. First, the 4-D light-field distribution in the location of obstacle can be achieved base on refocus algorithm. Second, by filtering the low spatial frequency of light-field information illuminated by each microlens, the obstacle's information can be eliminated. Then transform the preserved light-field information in the plane where scene target lies, synthetic sub-aperture images of scene target can be gathered. Finally, the wave-front gradients can be computed by cross correlation of every synthetic sub-aperture image with respect to one of them.
The expression of refocus algorithm is shown as follows:
where P α denotes an operator for a 4-D light-field transformation, which corresponds to 4-D lightfield distribution in different depth slice, where α is the refocus factor, which equals q/f . The relationship between the different synthetic sub-aperture images on an identical object plane can be approximately expressed by
where I 0,0 denotes the central reference synthetic sub-aperture image, I u,v is synthetic sub-aperture image in the pupil plane. The wave-front gradients can be computed by cross correlation of every synthetic aperture image with respect to one of them, which can be expressed by
where ⊗ represents cross correlation operation. i 0,0 is Fourier transform of I 0,0 . S x , S y is local tilt in sub-aperture. According to the gradient distribution of wave-front on pupil plane, the wave-front can be reconstructed by using phase reconstruction algorithm [18] .
The Simulation Analysis
In a plenoptic system, a bigger number of pixels illuminated by a single microlens will lead to a greater amount of synthetic sub-apertures, but suffer from lower resolution, and then the object should be limited to contain lower spatial frequencies. A smaller number of pixels illuminated by a single microlens will lead to higher resolution synthetic sub-aperture images, but since the number of possible synthetic apertures is smaller, the final resolution of the recovered wave-front will also be lower. For the purpose of attaining more detail geometric feature of scene target, due to that the imaging unit in final image is dependent on the number of imaging microlens, they should be increased as far as possible in the premise of ensuring the spatial sampling resolution.
In simulation, a telescope equipped with a plenoptic system has been established. The F number of the telescope is 10, and its focal length is 600 mm. The imaging plane includes a 600 × 600 microlens array with a diameter of 100 μm and the focal length of every microlens is 1 mm. The simulated sensor is a 14400 × 14400 pixels sensor. In an imaging system, low order Zernike phase aberrations are the main reason of decreasing of image's quality, so the artificial turbulence is simulated by a single layer composed of low order Zernike phase aberrations. The optical wavelength is set to be 550 nm in the whole simulation. The central part of a resolving power test target with two dimensional resolving ability is set as the scene target. In order to highlight the randomness in practical application, irregular leaf model with shielded ratio of 1:1 is employed as the obstacle. The sampling rates of the obstacle and the target are identical, which is set to be 600 × 600. The running time of the algorithm to gather the 4D light-field distribution with such parameters is about 150 seconds, the running time of the data processing to realize wave-front sensing is about 40 seconds. In this manuscript, we mainly focus on the feasibility of the method; the algorithm is not carefully optimized. However, the algorithm can be accelerated to a great degree by hardware arithmetic accelerator, such as Field Programmable Gate Array (FPGA). By processing the simulated 4-D light field information captured by plenoptic camera, we can gather the image of scene at different distance. The simulation results of a scene target partially occluded by obstacles are shown in Fig. 3 . Fig. 3(a) and (b) show the original imaging on the obstacles plane and the scene target plane, respectively. Fig. 3(c) and (d) are the images on the obstacles plane and scene target plane when the obstacle's information has been eliminated. The results prove that even the obstacle results in the absence of several local areas of synthetic sub-aperture image, but the main geometric feature of the scene target is preserved in most synthetic sub-aperture image. The results also show that when eliminating the obstacles imaging information in 4-D light-field information capture by plenoptic system, it does not destroy the target's geometric feature.
For the purpose of verifying the feasibility of the achievement, we incorporate some artificial wave-front aberrations into the simulated system, and compared the phase aberrations extracted from the 4-D light-field information with the imposed ones. The artificial wave-front aberrations are generated by using single order Zernike polynomials or the combination of low order Zernike polynomials. Because defocus and astigmation are the most significant reasons of the image blurring, we mainly focus on these two types of phase aberrations for validation. Fig. 4(a) shows the original imaging on the scene target plane without obstacles and wave-front aberration by our simulated plenoptic system, and Fig. 4(b) and (c) show the original imaging on the obstacles plane and the scene target plane without wave-front aberration, respectively. Fig. 4(d) shows imaging on the scene target plane with obstacles and wave-front aberration. Fig. 4 (e) and (f) show imaging on the obstacles plane and the scene target plane with wave-front aberration when the obstacle's information has been eliminated. Besides, the extreme large aberration will destroy geometric feature of the scene target which will invalidate cross correlation algorithm. Therefore, this achievement's linear response range is not boundless.
Besides, we also verified the feasibility of the achievement based on complex wave-front aberration, which is comprised of the combination of low order Zernike polynomials. Five types of Zernike polynomials aberrations are combined with same ratio and the combined wave-front aberration is shown in Fig. 6(a) . Fig. 6(b) shows the achievement result of the wave-front aberration extracted from simulated 4-D light-field information. Fig. 6(c) shows the residual error of the achievement, and the root-mean-square (RMS) value of the residual error is less than 0.199λ. The results show that this method can realize the achievement of complex wave-front aberration.
Conclusion
In this manuscript, the wave-front achieving technology based on partially occluded and extended scene target has been proposed and demonstrated. By filtering the information of obstacle in 4-D light-field distribution, the wave-front can be reconstructed by using the residual optical information based on partially occluded and extended scene target. The feasibility of the above concept is validated employing a simulated plenoptic system. The simulated comparison results show that the proposed wave-front sensing technique is effective both in single or complex wave-front aberrations achievement. This technology will have wide applications in astronomical imaging and surveillance systems.
