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ABSTRACT
Two-dimensional time-harmonic internal gravity waves are generated by an oscillating body in a density stratified,
inviscid, and incompressible fluid. The waves are found in columns that form a St. Andrew’s Cross. We will solve a
hyperbolic partial differential equation for the pressure p in two dimensions using a reciprocal theorem. We obtain
an explicit integral representation for the pressure, in terms of single-layer and double-layer potentials. A method is
used for calculating the far-field of these potentials of an oscillating circle. Our solution is verified by comparing the
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1 The St. Andrew’s Cross is created by the oscillating object submerged in a fluid. The two-
dimensional internal waves are generated within the columns II, IV, VI, and VIII, called wave




Fluids and the atmosphere are stratified due to changes in temperature, composition, and pressure. The
density stratification allows oscillations of particles. The restoring force that produces the oscillation is
the buoyancy force. The wave phenomena associated with these oscillations are called internal waves [1].
One method for generating internal waves is by oscillating a submerged object with frequency ω into an
incompressible, inviscid, and density stratified fluid. When a fluid particle is displaced from its equilibrium
position, gravity and the density gradient provide a restoring force that enables oscillations. The frequency of
oscillations is called the Brunt-Väisälä frequency, N . These waves are different from more classical acoustic or
electromagnetic waves because the particles do not compress, they oscillate. Internal waves are anisotropic
and solve a hyperbolic partial differential equation in terms of the pressure p. As opposed to solving an
elliptic partial differential equation. Two-dimensional internal waves are confined in beams that form a St.
Andrew’s Cross see figure 1. We will derive and evaluate an integral representation for the pressure in the
far field within the wave beams in two dimensions.
The approaches used previously to solve for the pressure have used Fourier Transforms. The three-
dimensional case was discussed extensively by Voisin in [4] and the two-dimensional case by Hurley in [2].
Voisin and Hurley impose different radiation conditions: Sommerfeld’s, Lighthill’s, and Pierce and Hurley’s,
depending on the type of problem, the type of object in the fluid. They assume the fluid is incompressible,
inviscid, and density stratified. Voisin and Hurley assume N is a constant. They start with a hyperbolic
partial differential equation. Their method for determining internal waves is to first look at the elliptic
problem, when the frequency of oscillations ω is greater than the Brunt-Väisälä frequency, i.e. ω > N .
Then analytic continuation in the complex ω-plane is used to be able to solve the hyperbolic problem, for
0 < ω < N . Then in three dimensions Voisin takes a look at oscillations of different objects, a point
mass and sphere. While in two dimensions Hurley takes a look at oscillations due to a wedge or a circular
cylinder.
More recently a different method has been developed to solve for three-dimensional internal waves. That
method is obtained by Martin and Llewellyn Smith in [3]. Martin and Llewellyn Smith developed a method
that uses boundary integral equations. Their method is similar to Voisin’s in that it solves the elliptic
problem first and then uses analytic continuation to get to the hyperbolic problem. Instead of using Fourier
Transforms, Martin and Llewellyn Smith solve for an integral representation for the pressure p. They start by
looking at the three-dimensional linearized Boussinesq equations. This allowed them to solve for a hyperbolic
partial differential equation given in terms of the pressure p. To solve the hyperbolic partial differential
equation Martin and Llewellyn Smith created a three-dimensional reciprocal theorem that relates two time
harmonic pressure fields, the pressure p and a Green’s function. Using the reciprocal theorem, they solved
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for an integral representation of the elliptic problem, when ω > N , for the pressure. Analytic continuation
allowed them to get the integral representation to solve the hyperbolic problem for 0 < ω < N . The integral
representation was separated into two integrals, a single layer and double layer potential. The single layer
and double layer potential integrals are then evaluated in the far-field. Their method was applied to specific
problems for spheres and point masses. Martin and Llewellyn Smith’s method gave the same results as
Voisin’s method.
A methodology similar to Martin and Llewellyn Smith’s will be utilized to solve the two-dimensional
problem. We start the thesis with the three-dimensional linearized Boussinesq equations and assume that
the pressure p is independent of a horizontal coordinate y, in Section 2. By doing this and assuming the
effect of the Coriolis frequency is negligible, we will obtain a two-dimensional partial differential equation in
terms of the pressure. Time-harmonic pressure fields are related in Section ,3 via a reciprocal theorem. A
Green’s function is used to set up the integral representation of the pressure using the reciprocal theorem in
Section 4. In Section 5 analytic continuation is used to change the elliptic problem into a hyperbolic problem
and the integral representation is split into a single layer and a double layer potential. Up to now the curve
C has been any curve. We will consider the simplest case when the curve is a circle of radius a, Ca. The
internal waves are generated in columns called wave beams see figure 1. As can be seen there is symmetry
about the curve with the wave beams. In Section 6 we parametrize any point on the curve with respect to
the angle θ. The far-field is estimated in Section 7 for the single layer and double layer potentials. To verify
the results from the previous section we compare our solution of a vertically oscillating circle with the results
obtained by Hurley in Section 9.
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Figure 1: The St. Andrew’s Cross is created by the oscillating object submerged in a fluid. The two-
dimensional internal waves are generated within the columns II, IV, VI, and VIII, called wave beams.




We will be deriving a partial differential equation for the pressure p. We start by taking the governing
equations to be the three-dimensional Boussinesq equations in linearized form [3]:
∂v
∂t
+ f× v = −gradp+ bẑ, (2.1)




+N2w = 0. (2.3)
Where ẑ is the unit vector in the positive z-direction, with gravity pointing in the negative z-direction. The
velocity vector of the fluid is v = (u, v, w). There could be rotation f = (0, 0, f) where f is the Coriolis
frequency, a given constant. The buoyancy frequency, N(z), is positive and b is the buoyancy. The basic
unknowns are u, v, w, p and b. We are interested in the two-dimensional case, so let us take a look at what
happens when the pressure only depends on x, z, and t. As of now we have five unknowns with five equations.






(f× v) = − ∂
∂t
gradp−N2wẑ. (2.4)






















So now if we take ∂∂x (2.5) and
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Similarly, (2.1) can be written in its vector components:
∂u
∂t












So now by using equation (2.2) and equation (2.9) by solving for ∂u∂t and (2.10) by solving for
∂v
∂t and





















Since p doesn’t depend on y, ∂
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now we have two equations with two unknowns, p and w. We will now eliminate w from the above equations to
obtain a pde in terms of the pressure p. We are looking for a solution that is time-harmonic so assume
p(x, z, t) = Re{p(x, z)e−iωt}, (2.15)
u(x, z, t) = Re{u(x, z)e−iωt}, (2.16)
v(x, z, t) = Re{v(x, z)e−iωt}, (2.17)
and
w(x, z, t) = Re{w(x, z)e−iωt}. (2.18)
Then by substituting (2.15) through (2.18) into equations (2.9), (2.10), and (2.14), we get
−iωu− fv = −∂p
∂x
, (2.19)
−iωv + fu = 0, (2.20)
(−ω2 +N2)w = iω ∂p
∂z
. (2.21)
We want to find equations for the components of the velocity vector v in terms of the pressure p. If we take
equation (2.19) multiplied by −f and add it with equation (2.20) multiplied by −iω, we get
−ω2v − iωfu+ fiωu+ f2v = f ∂p
∂x
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and therefore we get
(ω2 − f2)v = −f ∂p
∂x
. (2.22)
Now let us take equation (2.20) multiplied by −f and add it to equation (2.19) multiplied by iω, we
get
ω2u− iωfv + fiωv − f2u = −iω ∂p
∂x
and therefore giving
(ω2 − f2)u = −iω ∂p
∂x
(2.23)
Finally, we multiply (2.21) by ω
2−f2
N2−ω2 which gives






Now we have three equations for the velocity vector v in terms of the pressure p, by taking equations (2.22),
(2.23), and (2.24), they are




















Now that we have equations for the components of the velocity vector, let us solve for the partial differential
































This is the two-variable partial differential equation for p in three dimensions assuming p does not depend
on y. As mentioned earlier, we want to solve the two-dimensional problem. The boundary conditions will
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involve v. In order to obtain a two-dimensional problem, we set f = 0. The velocity v = (u, v, w) where u, v
and w are defined by (2.25) through (2.27) becomes













This implies that there is no velocity in the y-direction and with p not depending on y, there is no dependence
on y with our equations now, so we no longer need to consider three dimensions, so v = (u,w) ∈ C2. Now
we can work in two dimensions, i.e. the xz-plane. Now the pressure p solves the same partial differential





We are interested in solving (2.31) when the frequency ω satisfies 0 < ω2 < N2. This will give us a hyperbolic
partial differential equation and internal waves.
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CHAPTER 3
A TIME-HARMONIC RECIPROCAL THEOREM
To obtain a time-harmonic reciprocal theorem, we start with the two-dimensional divergence theorem,
∮
C




where u ∈ R2 is a continuously differentiable vector field, n is the unit normal vector pointing outward from
C, and A is the area inside the closed curve C. Put u = φw to obtain
∮
C
φw · ndC =
∫
A
(w · gradφ+ φdivw)dA. (3.1)
Replacing w with vp, where vp is the velocity of the pressure field p and divvp = 0, gives
∮
C
φvp · ndC =
∫
A
(vp · gradφ)dA. (3.2)






































































Therefore we get ∮
C
















Now if we suppose that φ is a valid pressure field, and then interchange p and φ in (3.4), we obtain
∮
C
















Subtracting equation (3.5) from (3.4), we obtain
∮
C
(φvp − pvφ) · ndC = 0, (3.6)
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which is a two-dimensional reciprocal theorem that relates two time-harmonic pressure fields. We will use
equation (3.6) in the next section.
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CHAPTER 4
AN ELLIPTIC PROBLEM: ω > N
We will now try to use a Green’s function to arrive at an integral representation for the pressure p by
using the two-dimensional reciprocal theorem, (3.6). Suppose that N is a positive constant, ω > N . This is





is a constant with γ > 1 and (2.31) is elliptic.
We will use the two-dimensional Green’s function
G(x, z, x0, z0) =
1
2
log{(x− x0)2 + γ−1(z − z0)2}, (4.2)
where (x0, z0) is a fixed point, P say, that is outside of C. It is easy to see that (4.2) solves (2.31) so
everything that held for the pressure p holds for the Green’s function.




(x− x0, z − z0)
(x− x0)2 + γ−1(z − z0)2
. (4.3)
Let Cε be a circle in the xz-plane with radius ε centered at (x0, z0). Changing to polar coordinates gives




(ε sin ξ, ε cos ξ)










(ε sin ξ, ε cos ξ) · (sin ξ, cos ξ)
















sin2 ξ + γ−1 cos2 ξ
dξ. (4.5)
















sin2 ξ + γ−1 cos2 ξ
dξ.
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sin2 ξ + γ−1 cos2 ξ
dξ.








1 + γ−1 cot2 ξ
dξ.
If we substitute λ = γ−
1









which is a known integral, so
∫
Cε













Let C be a closed contour and let P = (x0, z0) be a point outside C. Surround P by a small circle Cε (as
above) and surround C and P by a large circle CR, with radius R. Apply the reciprocal theorem, (3.6), with
φ = G and the normal vector pointing outward to the region bounded by C,Cε and CR. This gives us∫
CR
(pvG −Gvp) · ndCR −
∫
Cε
(pvG −Gvp) · ndCε −
∫
C
(pvG −Gvp) · ndC = 0.
We expect that the contribution from CR goes to zero as R→∞ because the velocity and pressure p decays
as R goes to infinity. Section 7.1 shows how the integrals over a circle in the far field goes to zero if there
are no singularities within the integral. Thus
∫
Cε
(pvG −Gvp) · ndCε +
∫
C
(pvG −Gvp) · ndC = 0. (4.7)
We can separate the integral over Cε and we can Taylor expand p about the point P and taking the first
term gives ∫
Cε
(pvG −Gvp) · ndCε = p(x0, z0)
∫
Cε




Changing to polar coordinates, x− x0 = ε sin θ and z − z0 = ε cos θ, in the second integral and substituting









2 log(ε) log(sin2 θ + γ−1 cos2 θ)vp · nεdθ. (4.8)
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Taking the limit as epsilon tends to zero the second integral tends to zero, therefore we get
∫
Cε











2 p(x0, z0) =
∫
C







(pvG −Gvp) · ndC, (4.10)
where the normal vector points inward and the definition of γ, (4.1), has been used. This is the integral
formula for the pressure in the fluid in terms of the pressure and the normal velocity on C where P is outside
of C when ω > N .
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CHAPTER 5
SINGLE AND DOUBLE LAYER POTENTIALS
Now that the pressure is represented by an integral formula, the formula can be written as a combination
of single layer and double layer potentials. They are













Therefore our integral formula (4.10) and the function µ are defined by
p(P ) = D(p)− S(vp · n) (5.3)
for P in the fluid.
In the last section we considered ω > N , but internal waves are generated when 0 < ω < N . To get
this we use analytic continuation with respect to ω, this is called the Pierce-Hurley method [4]. The idea
is to impose causality in the time domain, which means there is no motion before a disturbance. We used
a time-dependence of e−iωt, by causality there are no singularities or branch cuts in the upper half of the
complex ω-plane.
Let us consider the quantity (ω2 − N2) 12 . Take cuts from ω = ±N going vertically downwards. As
(ω2 −N2) 12 must be real and positive when ω is real and greater than N , we get




ω2 −N2, ω > N
i
√
N2 − ω2, −N < ω < N
−
√
ω2 −N2, ω < −N
(5.4)
Notice we do not have an even function of ω.
5.1 Single Layer Potential
First we will simplify the single layer potential, (5.1), by converting the Green’s function, (4.2), into polar
coordinates. We will use the following parameterization
x0 − x = R sin θ and z0 − z = R cos θ (5.5)





log((x− x0)2 + γ−1(z − z0)2)
= log(R{sin2 θ + γ−1 cos2 θ} 12 ).
Also by using (4.1), we get

















{ω2 −N2 cos2 θ} 12
)
, (5.6)
which gives branch points at ω = ±N | cos θ| with cuts extending downward.
We are interested in using (5.6) when 0 < ω < N , so the absolute value can be removed. Let us take a
look at (5.6),




{ω2 −N2 cos2 θ} 12
)
= logR− logω + 1
2
log(ω −N cos θ)(ω +N cos θ)
= logR− logω + 1
2
log(ω −N cos θ) + 1
2
log(ω +N cos θ).
Looking at the third term, we have two cases, when 0 < ω < N cos θ and N cos θ < ω < N . First taking
a look at the easier case, N cos θ < ω < N , our Green’s function, (5.6), stays the same. We can define ω
by




where θc is a constant. So substituting (5.6) and (5.7) into the single layer potential, (5.1), and using (5.4),
we get























































when N cos θ < ω < N , which is satisfied when | cos θ| < cos θc.
Now taking a look at what happens to (5.6) when 0 < ω < N cos θ, our Green’s function will have a log
with a negative argument, so we need to discuss what the value of a log is for negative values. Let z be a
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complex number, then the log is given by
log z = log reiθ = log r + iθ.
If we define
ω −N cos θ = Teiφ,
then
log(ω −N cos θ) = log(T ) + iφ
where
T = |ω −N cos θ|,
so we get
log(ω −N cos θ) = log(|ω −N cos θ|) + iφ.
As before, the branch cut from ω = N cos θ goes down, so we choose the interval for φ to be −π2 < φ <
3π
2 . In
particular, when ω is real with ω > N cos θ, φ = 0, and when ω is real with ω < N cos θ, φ = π. Thus
log(ω −N cos θ) = log(N cos θ − ω) + iπ, ω < N cos θ.
So (5.6) becomes










when 0 < ω < N cos θ.
Substituting in the Green’s function, (5.9), and (5.7) into the single layer potential, (5.1), and using (5.4),
we get















































































when 0 < ω < N cos θ, which is satisfied when | cos θ| > cos θc.








where M(θ) comes from (5.8) and (5.10),
M(θ) =





















, | cos θ| > cos θc.
(5.12)
5.2 Double Layer Potential
Now doing the same steps as for the single layer potential, let us find the double layer potential equation.




(−R sin θ,−R cos θ)
R2 sin2 θ + γ−1R2 cos2 θ
. (5.13)




(sin θ, cos θ)
ω2
ω2 sin







(sin θ, cos θ)
ω2 −N2 cos2 θ
.
If we let n = (n1, n2) we get
vG · n = iω
R
n1 sin θ + n2 cos θ
ω2 −N2 cos2 θ
and letting
N (θ) = n1 sin θ + n2 cos θ, (5.14)
we get
vG · n = iω
R
N (θ)
ω2 −N2 cos2 θ
. (5.15)
So our double layer potential, equation (5.2), and using (5.4), becomes









































−i cos θc sin θc













D(θ) = i cos θc sin θc
cos2 θ − cos2 θc
. (5.18)
Notice that there are singularities for both (5.12) and (5.18) when θ = θc, θ = π − θc, θ = π + θc, and
θ = −θc .
5.3 Estimating M(θ) and D(θ)
There are singularities in both the single layer and double layer integrals. We need to take a look at what
happens when θ is approximately equal to each of the points θc, π−θc, π+θc, and −θc to be able to compute
the integrals. We will just take a look at when θ ≈ θc, which will make 0 < θ < π2 since 0 < θc <
π
2 . The
equation for M(θ), (5.12), depends on whether you approach θc from the right or left. So we will have two
cases for (5.12). When θ ≈ θc, we can Taylor expand cos2 θ about θ = θc. Doing this gives
cos2 θ ≈ cos2 θc − 2 cos θc sin θc(θ − θc). (5.19)
When cos θ < cos θc which is the same as θ > θc and using (5.19) to estimate (5.12) gives




(2 cos θc sin θc)
1













Also when cos θ > cos θc which is the same as θ < θc and using (5.19) to estimate (5.12) gives




















(2 cos θc sin θc)
1














































, θ < θc.
(5.20)
Also using (5.19) to estimate D(θ), (5.18), gives
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D(θ) ≈ −i cos θc sin θc









Before we can compute the double layer and single layer potentials, we need a parameterization of any
point on the curve C. We note that in both integrals (5.11) and (5.17) the curve depends on x and z, but
inside the integrands, (5.12) and (5.18), depend on θ. We assume that our curve is a circle of radius a, Ca,
the simplest case. Then we will be able to parametrize any point Q = (x, z) on that curve with respect to θ.
Also we will parametrize the point P = (x0, z0) which is outside of the curve, in terms of θc. We will find the
bounds for the variable θ and the Jacobian for the change of variables. In Appendix E, the parameterization
is checked.
6.1 Parameterizing Q in terms of θ
Earlier we used the following polar coordinates x0 − x = R sin θ and z0 − z = R cos θ which gave us a
relationship between Q and P . Using this fact we can solve for R and have an equation that relates Q and
P that only depends on θ. That is x0 − x = (z0 − z) tan θ and let τ = tan θ so
(x− x0) = (z − z0)τ. (6.1)
Let us introduce local Cartesian coordinates (X+, Z+) and (X−, Z−) such that
x = X± cos θc ± Z± sin θc (6.2)
z = ∓X± sin θc + Z± cos θc. (6.3)
This puts x and z in terms of θc. Then the following shows that both points (X+, Z+) and (X−, Z−) are on
Ca.
a2 = x2 + z2
= (X± cos θc ± Z± sin θc)2 + (∓X± sin θc + Z± cos θc)2
= X2± cos
2 θc ± 2X±Z± cos θc sin θc + Z2± sin2 θc +X2± sin2 θc ∓ 2X±Z± cos θc sin θc + Z2± cos2 θc
= X2± + Z
2
±.
Using a similar parametrization for (x0, z0) like we did for (x, z), we have
x0 = x
0
± cos θc ± z0± sin θc (6.4)
z0 = ∓x0± sin θc + z0± cos θc. (6.5)
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Also to use simpler notation we will set x0+ = σ0 and z
0
+ = ζ0. The new point (σ0, ζ0) translates the (x, z)
coordinate system by the angle θc. Where σ0 goes across the wave beam and ζ0 is along the wave beam.
This means that σ0 is a value between (−a, a). While ζ0 is the distance from the curve outward in the wave
beam. Subtracting (6.4) from (6.2) and subtracting (6.5) from (6.3), we get
x− x0 = (X+ − σ0) cos θc + (Z+ − ζ0) sin θc
z − z0 = −(X+ − σ0) sin θc + (Z+ − ζ0) cos θc.
Letting X̃ = X+ − σ0 and Z̃ = Z+ − ζ0 and using (6.1), we get
z − z0 = Z̃ cos θc − X̃ sin θc = Λ (6.6)
x− x0 = X̃ cos θc + Z̃ sin θc = Λτ. (6.7)
Taking (6.6) and (6.7), let us solve for X̃ in terms of Z̃,
X̃ cos θc + Z̃ sin θc = Z̃τ cos θc − X̃τ sin θc
X̃(cos θc + τ sin θc) = Z̃(τ cos θc − sin θc)
X̃ = Z̃
τ cos θc − sin θc
cos θc + τ sin θc
.





Now we need to find another equation that relates X̃ and Z̃ so we can solve for them in terms of θ and θc.
Let us consider
(c+ τs)2X2+ = (c+ τs)
2(X̃ + σ0)
2
= [(c+ τs)(X̃ + σ0)]
2
= [(c+ τs)X̃ + (c+ τs)σ0]
2
= [(τc− s)Z̃ + (c+ τs)σ0]2
We also know that x2 + z2 = X2+ + Z
2
+ = a
2 which implies that X2+ = a
2 − Z2+ = a2 − (Z̃ + ζ0)2. So we
get
(c+ τs)2X2+ = (c+ τs)
2[a2 − (Z̃ + ζ0)2] = [(τc− s)Z̃ + (c+ τs)σ0]2.
Now we have an equation that only has Z̃ as our unknown. Let us solve for Z̃
21
0 = [(τc− s)Z̃ + (c+ τs)σ0]2 + (c+ τs)2[(Z̃ + ζ0)2 − a2]
= (τc− s)2Z̃2 + 2Z̃σ0(τc− s)(c+ τs) + (c+ τs)2σ20 + (c+ τs)2(Z̃2 + 2ζ0Z̃ + ζ20 )− a2(c+ τs)2
= [(τc− s)2 + (c+ τs)2]Z̃2 + 2(c+ τs)[(c+ τs)ζ0 + (τc− s)σ0]Z̃ + (c+ τs)2[σ20 + ζ20 − a2].
This gives us a quadratic in terms of Z̃. Let Q1 = (c+ τs)ζ0 + (τc− s)σ0 and Q2 = σ20 + ζ20 − a2. Also the
coefficient in front of Z̃2 is sec2 θ. Our quadratic becomes
0 = sec2 θZ̃2 + 2(c+ τs)Q1Z̃ + (c+ τs)
2Q2. (6.9)




4(c+ τs)2Q21 − 4(c+ τs)2Q2 sec2 θ
2 sec2 θ
=
−(c+ τs)Q1 ± (c+ τs)
√
Q21 −Q2 sec2 θ
sec2 θ




Q21 −Q2 sec2 θ
]
= (c cos θ + s sin θ)
[
−Q1 cos θ ±
√




Q3 = Q1 cos θ
= (c sin θ − s cos θ)σ0 + (c cos θ + s sin θ)ζ0
= sin(θ − θc)σ0 + cos(θ − θc)ζ0, (6.10)
and




∆ = Q23 −Q2. (6.12)
We get
Z̃ = (c cos θ + s sin θ)Q±
= cos(θ − θc)Q± (6.13)
and from equation (6.8) we get
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X̃ = (c sin θ − s cos θ)Q±
= sin(θ − θc)Q±. (6.14)
Using (6.14) and (6.13) we have a parameterization for X+ and Z+ which are on the circle Ca.
X+ = X̃ + σ0 = sin(θ − θc)Q± + σ0 (6.15)
Z+ = Z̃ + ζ0 = cos(θ − θc)Q± + ζ0. (6.16)
Now we have equations for the points on Ca in terms of our variable θ and the point (σ0, ζ0).
6.2 Finding the Integration Limits
Next, we will find the bounds for the variable θ. If we let ν = θ − θc then (6.10) becomes
Q3 = sin(ν)σ0 + cos(ν)ζ0. (6.17)
Taylor expanding (6.17) to the highest power of 2 gives











So then (6.12) becomes
∆ ≈ (ζ0 + σ0ν −
ζ0
2
ν2)2 − σ20 − ζ20 + a2
≈ ζ20 + 2σ0ζ0ν − ζ20ν2 + σ20ν2 − σ20 − ζ20 + a2
≈ a2 − σ20 + 2σ0ζ0ν − (ζ20 − σ20)ν2. (6.19)
Now let Z0 = ζ20 − σ20 and we are interested when ∆ = 0, which gives
a2 − σ20 = Z0ν2 − 2σ0ζ0ν
a2 − σ20
Z0
= ν2 − 2σ0ζ0
Z0
ν (6.20)
adding the square of ν0 =
σ0ζ0
Z0 to both sides of (6.20) gives














+ ν20 + ν0.





θ − θc = ν = ±β + ν0
θ± = θc + ν0 ± β, (6.21)
this gives us the bounds for θ, where θ+ is the upper bound and θ− is the lower bound for the integrals.
6.3 Approximating the Variables as the Point P goes to Infinity
We will be interested later in what happens as the point, P , tends to infinity. So we get


















Also letting ζ0 ∼ r0. Our bounds for our θ, (6.21), as P goes to infinity become





Q3 ≈ r0. (6.23)
We also need to approximate (6.19),
∆ ≈ a2 − σ20 + 2σ0ζ0θ − 2σ0ζ0θc − (ζ20 − σ20)(θ2 − 2θθc + θ2)
= (a− σ0)(a+ σ0) + 2σ0ζ0θ − 2σ0ζ0θc − (ζ20 − σ20)θ2 + (ζ20 − σ20)2θθc − (ζ20 − σ20)θ2c
= (a− σ0)(a+ σ0) + 2σ0ζ0θ + θζ0a− θζ0a− 2σ0ζ0θc + θcζ0a− θcζ0a− (ζ20 − σ20)θ2
+ (ζ20 − σ20)2θθc − (ζ20 − σ20)θ2c ,
now substituting in ζ0 ≈ r0 and ζ20 − σ20 ≈ r20.
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∆ ≈ (a− σ0)(a+ σ0) + 2σ0r0θ + θr0a− θr0a− 2σ0r0θc + θcr0a− θcr0a− r20θ2 + r202θθc − r20θ2c
= −r20θ2 + 2θθcr20 + σ0r0θ + θr0a+ σ0r0θ − θr0a− σ0r0θc + θcr0a− σ0r0θc − θcr0a− r20θ2c
+ (a− σ0)(a+ σ0)
= −r20θ2 + 2θθcr20 + θr0(a+ σ0)− θr0(a− σ0)− r20θ2c − θcr0(a+ σ0) + θcr0(a− σ0)
+ (a− σ0)(a+ σ0)
= −r20
[
θ2 − θθc − θ
a+ σ0
r0

















θ2 − θθc − θ
a+ σ0
r0
















θ2 − θθc − θ
a+ σ0
r0



















































and by using (6.22) we get,
∆ ≈ −r20(θ − θ−)(θ − θ+)
≈ r20(θ − θ−)(θ+ − θ). (6.24)
From here we can use (6.23) and (6.24) to approximate (6.11),
Q± ≈ −r0. (6.25)
6.4 The Jacobian for the Change of Variables
We found a parameterization for any point Q = (x, z) on the curve Ca in terms of the variable θ. Finally,
we need to find the Jacobian for the change of variables to be able to solve the single layer and double layer
integrals, which is |r′(θ)|. So our vector parameterization using (6.15) and (6.16) becomes
r(θ) = (X+, Z+)
































. Let us take a look at |r′(θ)|2.
|r′(θ)|2 = (cos(θ − θc)Q± + sin(θ − θc)Q±)2 + (− sin(θ − θc)Q± + cos(θ − θc)Q±)2
= cos2(θ − θc)Q2± + 2Q±
∂Q±
∂θ






+ sin2(θ − θc)Q2± − 2Q±
∂Q±
∂θ















































































Taking ∂∂θ (6.10), we get
∂Q3
∂θ
= cos(θ − θc)σ0 − sin(θ − θc)ζ0 (6.32)
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Now substituting in (6.10) and Q2 into (6.12) gives
∆ = (sin(θ − θc)σ0 + cos(θ − θc)ζ0)2 + a2 − σ20 − ζ20
= sin2(θ − θc)σ20 + 2σ0ζ0 cos(θ − θc) sin(θ − θc) + cos2(θ − θc)ζ20 + a2 − σ20 − ζ20 . (6.33)






= sin2(θ − θc)σ20 + 2σ0ζ0 cos(θ − θc) sin(θ − θc) + cos2(θ − θc)ζ20 + a2 − σ20 − ζ20
+ cos2(θ − θc)σ20 − 2σ0ζ0 cos(θ − θc) sin(θ − θc) + sin2(θ − θc)ζ20
= −σ20 − ζ20 + a2 + σ20 + ζ20
= a2.













This section will consider what happens to the waves as the view point, P , goes to infinity. We will
consider the single layer and the double layer potentials that were found earlier. Looking at the figure 1,
there is symmetry amongst the wave beams. Therefore we are just taking a look at the case when we are in
region II. By symmetry similar calculations can be made for the other regions. When our circle is oscillating
at a frequency ω = N cos θc the internal waves are generated within the wave beams region II, IV, VI, VII.
Outside the wave beams the waves are negligible. The following sections will talk about what happens to
the internal waves inside the wave beams and outside the wave beams in the far field.
7.1 The Far-Field Outside the Wave Beams
When P = (x0, z0) is in region III, −θc < θ < θc, we have that cos θ > cos θc, so we can take a look at
(5.10) the single layer potential and (5.17). There are no singularities in this region so in the far field R ≈ r0,
so for the single layer





If we want Sµ to go to zero as r0 →∞, we must have∫
Ca
µdC = 0. (7.2)
For the single layer potential, µ = vp ·n, from (5.3). When Ca oscillates as a rigid body, we have vp ·n = vp0 ·n,
where vp0 is a constant vector. Hence,
∫
Ca
µdC = 0, by the divergence theorem.
Outside of the wave beams, the double layer potential becomes
(Dµ)(P ) ≈ iN (θ0) cos θc sin θc




where θ0 is the constant angle from the origin to the point P from the z axis. Therefore the double
layer potential decays at least like r−10 , it also depends on what the integral over the curve of µ = p, the
pressure.
Similar arguments can be made for both the single and double layer potentials in the other non-beam
regions.
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7.2 Single Layer Potential Inside the Wave Beams
With the parameterization of Ca and the change of variables found in the previous section, we can sub-










where the ± refers to the two sides of Ca, and the two have to be summed to obtain Sµ.
In the integrand we have two cases forM(θ) from (5.20). The integrand will be approximated for the two
cases. The first case is when θ > θc. Then, we get
M(θ)a|Q±|√
∆



















(θ − θ−)(θ+ − θ)
(7.5)
using the approximations (6.24) and (6.25). Now for the second case, θ < θc, we get
M(θ)a|Q±|√
∆


























(θ − θ−)(θ+ − θ)
(7.6)
using the approximations (6.24) and (6.25). By substituting in equations (7.5) and (7.6) into (7.4), the single






























































































































µ±(θ) log |θ − θc|√







(θ − θ−)(θ+ − θ)
dθ
}
Adding the two sides from the curve Ca, our single layer potential is
(Sµ) = (Sµ)+ + (Sµ)−



















(µ+(θ) + µ−(θ)) log |θ − θc|√











Let us call µS(θ) = µ+(θ) + µ−(θ). That gives us the single layer potential


















µS(θ) log |θ − θc|√











Let us expand µS(θ) as a Taylor series about θ = θc, if the Taylor coefficient of (θ−θc)n is cn(r0), we suppose
that mSn = limr0→∞ cn/r
n






0 (θ − θc)n. (7.8)
Substituting (7.8) into (7.7)




























(θ − θc)n log |θ − θc|√

















Let us label the three integrals from (7.9), I1, I2, and I3, respectively. We will take a look at each integral
30










(θ − θ−)(θ+ − θ)
dθ (7.10)
Performing a change of variables with θ = αx+ β with β = θ++θ−2 and α =
θ+−θ−
2 .
θ − θ− = αx+ β − θ− = αx+
θ+ + θ−
2
− θ− = αx+
θ+ − θ−
2
= αx+ α (7.11)
and






− α = α− αx (7.12)
with






= α(x− xc) (7.13)
where the variable xc =
θc−β


































Doing another change of variables with x = sinφ and letting there be an angle φc such that xc = sinφc,
−π2 < φc <
π
































































Now we have an integral that is the sine function raised to an integer power. When the power k is an odd

















where bxc is defined by rounding the value x down to the nearest integer. The integral in (7.19) can be


































(θ − θc)n log |θ − θc|√
(θ − θ−)(θ+ − θ)
dθ. (7.21)







































(x− xc)n log |x− xc|√
1− x2
dx, (7.22)
Notice that the first integral in (7.22) is the exact same as I1, (7.20), multiplied by a constant, so we
get







(x− xc)n log |x− xc|√
1− x2
dx. (7.23)
Now we will do the change of variables, x = sinφ, so (7.23) becomes
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(sinφ− sinφc)n log | sinφ− sinφc|dφ. (7.24)
We will take out the term n = 0 from (7.24), giving















(sinφ− sinφc)n log | sinφ− sinφc|dφ. (7.25)
Let us label the two integrals from (7.25), I02 and I
n









log | sinφ− sinφc|dφ. (7.26)
Using equation (B.5), (7.26) becomes






(sinφ− sinφc)n log | sinφ− sinφc|dφ. (7.28)
In Appendix D, equation (7.28) becomes (D.15). Using (7.27) and (D.15) equation (7.25) becomes


























































(θ − θ−)(θ+ − θ)
dθ. (7.30)
The integral (7.30) is almost exactly the same as (7.10), the only difference is the upper bound of the integral.











































































































Finally let us substitute (7.20), (7.29), and (7.34) into (7.9) to get our single layer potential.



















































































































7.3 Double Layer Potential Inside the Wave Beams
As we did for the single layer potential, substituting the parametrization of Ca into our double layer










where the ± refers to the two sides of Ca, and the two have to be summed to obtain Dµ. So our normal
vector n = (n1, n2) becomes
an = (x, z)
= (X+ cos θc + Z+ sin θc,−X+ sin θc + Z+ cos θc).
Then (5.14) becomes
aN = X+ sin θ cos θc + Z+ sin θc sin θ −X+ sin θc cos θ + Z+ cos θ cos θc
= X+ sin(θ − θc) + Z+ cos(θ − θc).
We now substitute in (6.15) and (6.16) to get
aN = (sin(θ − θc)Q± + σ0) sin(θ − θc) + (cos(θ − θc) + ζ0) cos(θ − θc)
= sin2(θ − θc)Q± + σ sin(θ − θc) + cos2(θ − θc)Q± + ζ0 cos(θ − θc)














































Adding the two sides from the curve Ca, our double layer potential is
























0 (θ − θc)n. (7.40)










(θ − θc)n−1dθ. (7.41)








(θ − θc)−1dθ. (7.42)


































[log(θ+ − θc)− log(θ− − θc) + log(−ε)− log(ε)] . (7.43)

















mD0 [log(θ+ − θc)− log(θc − θ−)] .
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When n > 0, (7.41) gives us an integral of the form
∫ θ+
θ−
(θ − θc)ν−1dθ =
1
ν
[(θ+ − θc)ν − eiνπ(θc − θ−)ν ] (7.45)
substituting our bounds (6.22) into (7.45), we get
∫ θ+
θ−
















ν − (−1)ν(σ0 − a)ν ]. (7.46)





















n + (−1)n+1(σ0 − a)n]. (7.47)
















n + (−1)n+1(σ0 − a)n]. (7.48)
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CHAPTER 8
COMBINING THE SINGLE AND DOUBLE LAYER POTENTIALS
In order to obtain the general solution, we combine the single and double layer potentials. Using equations
(7.35) and (7.48), our equation (5.3) for the pressure p becomes






































































































































VERTICALLY OSCILLATING RIGID CIRCLE
This section will look at when the circle Ca is oscillating vertically, in the z-direction. Hurley’s results are
compared with the results obtained in the previous section. To achieve vertical oscillations µ± = v
p ·n = Wza ,
for the single layer potential, where W is a constant. We need to parameterize z with respect to the angle θ.
We already did this in Section 6. Using the equations (6.15), and (6.16), the equation for z, (6.3), in terms
of θ and θc becomes
z = −(sin(θ − θc)Q± + σ0) sin θc + (cos(θ − θc)Q± + ζ0) cos θc
= −Q± sin(θ − θc) sin θc + σ0 sin θc +Q± cos(θ − θc) cos θc + ζ0 cos θc
= Q± cos θ − σ0 sin θc + ζ0 cos θc (9.1)
To estimate the far field, we need to calculate µS using the approximations Q± ∼ −r0 and ζ0 ∼ r0. Our µ±
is equal to (9.1),
µ± ∼ −r0 cos θ − σ0 sin θc + r0 cos θc (9.2)
∼ −r0(cos θ − cos θc).
Recall that
µS = µ+ + µ−
∼ −2r0(cos θ − cos θc). (9.3)
We are now going to prove equation (7.2) with µ being defined by (9.3) and using the Jacobian (6.34) with












r0(cos θ − cos θc)√





(cos θ − cos θc)√
(θ+ − θ)(θ − θ−)
dθ.






(cos(αx+ β)− cos θc)√














































= −2r0a [0− 0]
= 0. (9.5)
Therefore (7.2) holds for µS = z.
9.1 Hurley’s Results for the Pressure
From Hurley’s paper to have a vertically oscillating circle the boundary condition on the curve Ca is
F (ϑ) = cosϑ,
where ϑ is angle for the usual polar coordinates. His variables are converted to the variables we use throughout
this section. We need to find his solution using the boundary condition. From his paper he uses a stream
function, Ψ, and than has a relationship to get to the pressure p. Using the boundary condition the stream
function becomes



































To be able to get cosϑ, S0 = 0 because ϑ is an odd function while cosϑ is an even function. Also to just







To have the boundary condition satisfied we need c1 =
1
2e
−iθc and d1 =
1
2e


























































































We are interested in the far field, so using the approximation from Section 7, ζ ∼ r0. Let us take a look at























Therefore Hurley’s pressure (9.10) in the far field is approximately















Doing some more algebra on (9.12)
p ∼ iρ0N sin θc
2a
{
σ0 cos θc − iσ0 sin θc − i(a2 − σ20)
1






For vertical oscillations we defined µ = vp · n = Wza . The double layer potential doesn’t depend on this µ
but the single layer does. Let us examine the single layer potential. We are looking in the far field so θ ≈ θc
41
so we can Taylor expand cos θ about θ = θc from (9.2), which gives
µS ∼ −2σ0 sin θc + 2r0 sin θc(θ − θc). (9.14)
Looking at the Taylor expansion we used earlier for µS, (7.8), the constants m
S
n can be calculated. Using
(9.14), mS0 = −2σ0 sin θc, mS1 = 2 sin θc, and mSn = 0 for n > 1. Equation (7.10), I1 is the integral over the
curve Ca of µS. Therefore the integral I1 = 0. So we don’t need to solve for those terms of the single layer
potential. Substituting in sinφc =
σ0
a and xc =
σ0
a . We can simplify the rest of the single layer potential
(7.35) using our boundary condition on the curve Ca by taking the integrals now.
The constant term with mS0 becomes
















































































































































































































































− iπ sin θc
√
a2 − σ2c (9.19)



























Therefore the pressure (8.1) in the far field for a vertically oscillating circle becomes






























+ σ0π sin θc log 2
















This thesis presents a method for solving two-dimensional time-harmonic internal gravity waves generated
by an oscillating object submerged in a density stratified fluid using an integral representation. We first
solved for the hyperbolic partial differential equation in terms of the pressure p from the governing linearized
Boussinesq equations. We developed a reciprocal theorem to relate two time-harmonic pressure fields. The
reciprocal theorem was used to find the solution of the elliptic problem, ω > N , in terms of an integral
representation. Analytic continuation in the complex ω-plane provided us with the solution to the hyperbolic
problem. Up to this point we solved for the pressure over any curve C, the most general case. We took
the simplest case when the curve C is a circle of radius a, Ca. This allowed easy parameterization for the
integrals. We calculated the solution for any oscillating circle in the far field. Finally, we compared our
solution in the far field with Hurley’s solution from [2] for a vertically oscillating circle.
Our work has shown some similarities and differences compared to the results obtained by Hurley. Both
works conclude that internal gravity waves are constant within the wave beams and don’t depend on the
distance from the object in the far field. One difference between the solutions is that the current repre-
sentation contains sin−1(σ0a ) terms while Hurley’s doesn’t possess an inverse sine function. This could be
due to the fact that we only used the first two terms of the Taylor expansion for the function µ in the
single layer potential. We speculate that the inverse sine functions cancel within higher order terms that we
neglected.
Additionally, there is still work to be done to determine how close the solutions are. Different types of
objects other than a circular geometry, and differing oscillations could also be the focus of future study.
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sin2k−1 φ sinφdφ. (A.1)












sin2k−2 φ cos2 φdφ


























































































SOLVING THE INTEGRAL I02

















Using the trig identity sinx− sin y = 2 cos(x+y2 ) sin(
x−y






































































































































































































































































































































































































Now we need to add (B.3) with (B.4).
































































































































































































= −mS0π log 2.
Therefore we get
I02 = −mS0π log 2. (B.5)
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APPENDIX C
log cosφ AND log sinφ













We will use the known taylor expansion for log(1− x) for |x| < 1, which is
























































= − log(2)− log(sinx).
This yields equation (C.1).
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log(2 + ei2x + e−i2x)
= −1
2














= − log(2)− log(cosx).
This yields equation (C.2).
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APPENDIX D
SOLVING THE INTEGRAL In2










(sinφ− sinφc)ν log | sinφ− sinφc|dφ. (D.1)






k!Γ(1 + ν − k)
xν (D.2)







































































Γ(1 + ν)[ψ(1 + ν)− ψ(1 + ν − k)]






Where ψ(x) = Γ
′(x)






Γ(1 + n)[ψ(1 + n)− ψ(1 + n− k)]


















First let us take a look at the integral in (D.7). For the bounds on the integral, we have
∣∣∣ sinφcsinφ ∣∣∣ < 1. We can




























































Γ(1 + ν)[ψ(1 + ν)− ψ(1 + ν − k)]













Γ(1 + n)[ψ(1 + n)− ψ(1 + n− k)]


















First let us take a look at the integral in (D.11). For the bounds on the integral, we have
∣∣∣ sinφcsinφ ∣∣∣ < 1. We


































































Γ(1 + ν)[ψ(1 + ν)− ψ(1 + ν − k)]














Γ(1 + n)[ψ(1 + n)− ψ(1 + n− k)]



















































































(θ+ − θ)(θ − θ−)
dθ.



















Therefore our parameterization works.
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