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THE FACTORIZATION OF THE GIRY MONAD
KIRK STURTZ
Abstract. We construct a factorization of the Giry monad through the category of convex
spaces, and show that, provided that no measurable cardinals exist, probability measures
can be viewed as natural transformations. Using the adjunction of this factorization, we
then show the category of Giry algebras is equivalent to the category of convex measurable
spaces where the σ-algebra structure associated with a convex space satisfies an elementary
property.
1. Introduction
In 1962, prior to the development of the theory of monads and their relationship with
adjunctions, Lawvere[10] constructed what he called the category of probabilistic mappings,
which is, up to an equivalence, the Kleisi category of the Giry monad,MeasG , whereMeas is
the category of measurable spaces and G denotes the Giry monad (G, η, µ). He also provided
the adjunction between Meas and MeasG , whose composite yields the Giry monad. In
1982 Giry[6], using the theory of monads, formally defined what we now refer to as the Giry
monad. Giry also defined a similiar monad on a subcategory of Meas, consisting of those
measurable spaces arising from Polish topological spaces, with the arrows in the category
being continuous maps.
The Kleisi category MeasG is well known and used, by the science and engineering com-
munity, in modeling (regular) conditional probability theory[2]. For applications, MeasG
is inadequate from the perspective that it is not a symmetric monoidal closed category
(SMCC), and hence many basic constructions cannot be modeled within the framework of
MeasG . Consequently other factorizations of the Giry monad, through categories with bet-
ter categorical properties, are desirable so that scientist and engineers can naturally model
problems in that category, permitting intuitive reasoning. Progress towards this goal has
been made by several researchers. Doberkat[3, 4] has characterized the Giry-algebras on
Polish measurable spaces using convex partitions on the spaces of all probability measures.
Keimel[9] has characterized the case of compact ordered spaces, generalizing an earlier result
due to Swirszcz[12], stating that the algebras over the category of compact Hausdorff spaces
are the compact convex sets A embeddable in locally convex topological vector spaces with
the barycenter maps as structure maps. In this paper we show, provided that no measurable
cardinals exists, that the Giry monad factorizes through the category of convex spaces, Cvx,
which in turn can be used to given an alternative characterization of the category MeasG in
terms of convex spaces with a measurable structure. More specifically, we show that MeasG
is equivalent to a full subcategory of the category of all convex measurable spaces CM, which
we refer to as tame convex measurable spaces, tCM. The precise definition of both of these
categories are given subsequently.
Key words and phrases. Convex spaces, Giry monad, Giry algebras, Isbell duality, dense subcategory,
left-adequate subcategory, probability theory.
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Recall the Giry monad G is defined on objects by mapping a measurable space X to the
measurable space G(X) of all probability measures on X , and has a natural convex structure
defined on it by taking convex sums of probability measures. On arrows, X
f
−→ Y , G(f) is
the pushforward map, sending a probability measure P 7→ Pf−1, which is an affine map of
convex spaces. These observations yield a functorMeas
P
−→ Cvx, where the functor P is the
same as G, but viewed as a functor into the category of convex spaces, Cvx. To show that G
factorizes through Cvx, it is necessary to find a right adjoint to P, Cvx
Σ
−→Meas, and then
verify that G = Σ ◦ P. The most significant aspect in constructing this factorization resides
in the construction of the counit of the adjunction, and it is this aspect which motivates
using a dense subcategory of Cvx and Isbell conjugate duality to construct the counit.
The outline of the paper is as follows. After we discuss the necessary background material
on convex spaces (§2), separable measurable spaces (§3), the symmetric monoidal closed
category structure of both Meas and Cvx (§5), and define the functor Σ (§6), we discuss
how Isbell conjugate duality can be used to construct the counit (§8). The construction of
the counit is then developed within the framework of the Isbell conjugate functor pair, which
are defined in terms of natural transformations (§9). The proof that the pair of functors P
and Σ form an adjoint pair which determine a factorization of the Giry monad then follows
(§10). We conclude by showing the category MeasG is equivalent to the category tCM.
2. Convex spaces
The category Cvx can be described in two equivalent ways. An axiomatic characterization
of convex spaces is given by Gudder [7], who relates the axiomatic framework to the “convex
operational” approach to quantum mechanics. The alternative characterization of Cvx, as
an algebraic theory, is given by Meng [11]. More explicitly, the category Cvx is the affine
part of the algebraic theory of K-modules, where K is the rig [0,∞).1 This characterization
immediately proves Cvx is complete, and a simple verification shows it is also cocomplete.
Let I = [0, 1] with its natural convex structure. In the category Cvx, the arrows A
m
−→ B
are referred to as affine maps, and preserve convex sums,
m((1− α)a1 + αa2) = (1− α)m(a1) + αm(a2) α ∈ I.
For brevity, a convex sum is often denoted by
a1 +α a2
def
= (1− α)a1 + αa2 α ∈ I.
We make use of the result that every affine map ψ ∈ Cvx(I, A) can be characterized as a
path map,
I A
λa1,a2
α a1 +α a2
A convex space A is called discrete whenever a1, a2 ∈ A, the quantity (1 − α)a1 + αa2 is
constant for all α ∈ (0, 1). The set 2 = {0, 1} with the convex structure defined by
1The affine part of the theory of K-modules amounts to the restriction from taking all finite affine sums∑N
i=1 αiai, where αi ∈ K and ai ∈ A (an “affine space”) to only finite convex sums,
∑N
i=1 αi = 1 of elements
of a space. This is further explained in Meng’s thesis.
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(1− α)0+ α1 =
{
0 for all α ∈ [0, 1)
1 otherwise
is a discrete space. A convex space A is called geometric if A can be embedded into a real
vector space. The unit interval I, with the embedding I →֒ R, makes it a geometric space.
We make repeated use of the fact that there is a unique nonconstant affine map from I to 2,
given by
I 2
ǫ2
α
{
0 for all α ∈ [0, 1)
1 for α = 1
.
On the other hand, a routine computation shows there are no nonconstant affine maps
2→ I. As we subsequently show, the category Cvx is a symmetric monoidal closed category
(SMCC). Hence, letting BA = Cvx(A,B), it follows from the preceding result that I2 ∼= I.
More generally, if B is any geometric space if follows that B2 ∼= B. Further discussion and
examples concerning discrete and geometric convex spaces can be found in Fritz[5], who
uses the terminology “combinatorial” rather than “discrete”. It is worth emphasizing that
most convex spaces are neither purely discrete or purely geometric, but a space having both
discrete and geometric components.
Another property that Cvx has is the existence of a coseparator. Let R = (−∞,∞) with
the natural convex structure. This convex structure extends to R∞ = (−∞,∞], by defining
for all r ∈ R,
α∞+ (1− α)r
def
=
{
∞ for all α ∈ (0, 1]
r for α = 0
.
Lemma 2.1. The object R∞ is a coseparator in Cvx.
Proof. See Borger and Kemp [1]. 
The property that makes the category Cvx convenient to work with is that it has a
left-adequate (dense) subcategory consisting of a single object. Isbell’s original definition
for a full subcategory C →֒ A to be left-adequate is that the “truncated” Yoneda functor,
A
Y
−→ SetC
op
, is still full and faithful. If we let I denote the full subcategory ofCvx consisting
of the single object I, the left-adequacy of I in Cvx is easy to prove directly.
Lemma 2.2. The restricted Yoneda map Cvx
Y
−→ SetI
op
is an embedding.
Proof. Faithful Since the object 1 is a separator in Cvx it suffices to show that for any two
distinct points a1, a2 ∈ A, the resulting two natural transformations,
Cvx( , 1) Cvx( , A)
Y(a1) = Cvx( , a1)
Y(a2) = Cvx( , a2)
are distinct. These two natural transformations are (the names of) the constant “path maps”
in A, defined at component I by
1 Cvx(I, A)
pγa,aq
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The two maps, γa1,a1 and γa2,a2, because the existence of the coseparator, R∞ = (−∞,∞],
implies there is an affine map A
m
−→ R∞ such that m(a1) 6= m(a2). Consequently, the
resulting set map AI
mI
−→ RI∞, defined by composition with m, distinguishes the map γa1,a1
from γa2,a2 .
Full Suppose that α ∈ Nat
(
Cvx( , 1),Cvx( , A)
)
. At component I we have the natural-
ity requirement that the Cvx-diagram on the left-hand side of
1
AI
AI
αI
αI
Aλ ⋆
γa1,a2
γa1,a2 ◦ λγa1,a2 =
commutes, for all λ ∈ Cvx(I, I). Consequently it follows that αI(⋆) must be a path map in A,
and the diagram on the right-hand side shows the path map must be a constant path map in
A. Therefore we conclude that every natural transformation α ∈ Nat(Cvx( , 1),Cvx( , A))
arises from a point of A, α = Cvx( , a) = Y(a).
1-1 on objects If A and B are distinct objects in Cvx then Cvx( , A) 6= Cvx( , B) since
at component I it follows elementarily that the set of all path maps on A and B are distinct,
AI 6= BI.2 
For purposes of constructing the factorization of the Giry monad, we consider the truncated
Yoneda embedding with the base category Set replaced by Cvx, and augment the category
I with the discrete convex space 2, to obtain the embedding Cvx →֒ CvxC
op
, where C is the
full subcategory of Cvx consisting of the two objects, 2 and I. It is clear, using the method
of the proof as above, that replacing Set with Cvx and enlarging the exponent category still
yields an embedding Cvx →֒ CvxC
op
.
3. The property of separability in Meas
Given a measurable space X , define an equivalence relation on X by
x ∼ y iff x ∈ U ⇔ y ∈ U ∀U ∈ ΣX .
We say X is a separated measurable space if for any two points x, y ∈ X , there is some
U ∈ ΣX with x ∈ U and y 6∈ U . This definition is based upon the corresponding terminology
used in point set topology. The equivalent categorical definition follows from
Lemma 3.1. A measurable space X is a separated measurable space iff 2 is a coseparator
for the space X.
Proof. Using the fact 1 is a separator for Meas, the points x1, x2 ∈ X are separated if and
only if there exist a characteristic map X
χU−→ 2 distinguishing the two points, for some
measurable set U in X . 
2If A 6= B because there exist a point a ∈ A and a 6∈ B, or vice-versa, then one clearly has a constant path
in A which is not in B. On the otherhand, if A = B and only the convex structure is different, then AI 6= BI
because there exist two points a1, a2 ∈ A such that the path map γa1,a2 ∈ A
I is distinct from γa1,a2 ∈ B
I.
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Given any space X let Xs denote the equivalence classes X under the relation ∼, and
X
qX−→ Xs
x 7→ [x]
the set map sending each point to its equivalence class, and endow the set Xs with the largest
σ-algebra such that qX is a measurable function.
Lemma 3.2. The space Xs is a separated measurable space.
Proof. Suppose [x], [y] ∈ Xs are two distinct points in the quotient space. Then there exist
a measurable set U ∈ ΣX such that x ∈ U and y ∈ U
c. These two measurable sets, U
and U c, partition X such that every element in U is separated from every point of U c. The
image of these two measurable sets, qX(U) and qX(U
c), partition Xs into two sets since qX
is surjective. Both qX(U) and qX(U
c) are measurable sets since Xs has the final σ-algebra
with regard to the surjective map qX . Thus [x] ∈ qX(U) while [y] ∈ qX(U
c) = qX(U)
c, and
hence qX(U) separates [x] and [y] in Xs. 
Lemma 3.3. For X
f
−→ Y a measurable map, the induced function Xs
fs
−→ Ys mapping
[x] 7→ [f(x)] is well defined and measurable. Hence the Meas-diagram
X
Xs
Y
Ys
f
fs
qX qY
commutes.
Proof. Well-defined: Suppose x1 ∼ x2 then f(x1) ∼ f(x2) in Y are nonseparated because the
existence of a V ∈ ΣY such that f(x1) ∈ V and f(x2) 6∈ V would then yield the contradiction
that x1 ∼ x2 since f
−1(V ) ∈ ΣX and x1 ∈ f
−1(V ) while x2 6∈ f
−1(V ).
Thus we have f(x1) ∼ f(x2) in Y and [f(x1)] = [f(x2)] in Ys. Hence fs is well-defined,
and the diagram given in the Lemma commutes at the set theoretic level.
Measurability: If W ⊂ ΣYs then q
−1
Y (W ) ∈ ΣY , and hence f
−1(q−1Y (W )) ∈ ΣX . Since the
Set-diagram
X
Xs Ys
qY ◦ f
fs
qX
commutes and the two maps qX and qY ◦ f are measurable, it follows that fs is measur-
able since ΣXs has the largest σ-algebra such that qX is measurable, i.e., q
−1
X
(
f−1s (W )
)
=
f−1(q−1Y (W )) ∈ ΣX implies f
−1
s (W ) is measurable. 
This result implies that the quotient space construction is functorial, yielding a functor
S to the full subcategory consisting of all the separated measurable spaces, Meass. The
inclusion of this subcategory into Meas then yields
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Lemma 3.4. The inclusion functor is right adjoint to S,
Meas Meass S ⊣ ι
S
ι
The proof of this follows directly from the definition of the induced function on the quo-
tient space. It follows from the definition of the subcategory Meass that the object 2 is a
coseparator in Meass.
In Meas function spaces are defined by
Y X = (Meas(X, Y ),ΣY
X
ev )
where ΣY
X
ev is the σ-algebra generated by all the point evaluation maps Y
X evx−→ Y , sending
f 7→ f(x). We refer to the σ-algebras generated by the evaluation maps as evaluation
σ-algebras, and context permitting, denote the evaluation σ-algebra as just Σev.
Lemma 3.5. If X, Y ∈ob Meass then the function space Y
X is a separated measurable space.
Proof. If f, g ∈ Y X are two distinct points, then there exist a point x ∈ X such that
f(x) 6= g(x). Since Y is separated there exist a V ∈ ΣY such that f(x) ∈ V while g(x) 6∈ V .
Consequently the evaluation map evx serves the purpose of separating the maps f and g
since f ∈ ev−1x (f
−1(V )) while g 6∈ ev−1x (f
−1(V )). 
4. Factorizing the Giry monad using separability
The unit of the Giry monad, which sends each point to a Dirac measure, x 7→ δx, is in
general, not an injective mapping because if x1, x2 ∈ X are nonseparable, then δx1 = δx2 .
However the unit of the Giry monad, restricted to the subcategory Meass, is injective.
The functor Meas
P
−→ Cvx, which we defined previously as P(X) = G(X) and P(f) =
G(f), with both objects and arrows viewed as lying in Cvx rather than Meas, factors
through the subcategory Meass,
Meas
Meass
Cvx
P
S P|
X
Xs
P(X) = P|(Xs)
As a result of this property we write P(X) rather than P|(Xs).
The consequence of this is that in factorizing the Giry monad it suffices to consider
factorizations through the subcategory Meass since, by Lemma 3.4, the inclusion functor
Meass →֒Meas is right adjoint to S, so that any adjunct pair P| ⊣ Σ between Meass and
Cvx can be composed with the adjunction S ⊣ ιMeas to obtain the composite adjunction
Meas Meass Cvx (P| ◦ S) ⊣ (ι ◦ Σ)
S
ι
P|
Σ
Factoring out the nonseparability associated with a space X by the functor S allows us to
work in Meass, and the two categories, Meass and Cvx, have virtually identical categorical
properties. They are both complete, cocomplete, have a separator and coseparator, and are
symmetric monoidal closed categories (SMCC).
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5. The SMCC structure of Meas and Cvx
The SMCC structure of both Meas and Cvx arise from the usual hom tensor product
construction, giving adjunctions, for every object in the category, ⊗A ⊣ A, which have the
evaluation maps BA ⊗ B
ev
−→ B at each component specifying the counit of the adjunction
⊗ A ⊣ A.
InMeas, forX, Y ∈ob Meas the function spaces, denoted Y
X , consist of the setMeas(X, Y )
endowed with the smallest-σ-algebra such that all of the evaluation maps, Meas(X, Y )
evx−→
Y are measurable. We denote the σ-algebra generated by the evaluation maps by ΣXev, or just
Σev when the context make it clear, and refer to this σ-algebra as the evaluation σ-algebra.
In constructing the monoidal structure so as to obtain a symmetric monoidal closed cat-
egory, the tensor product Y X ⊗Meas X is the cartesian product Y
X ×X endowed with the
final σ-algebra (largest σ-algebra) such that the constant graph maps
Y X XY X ⊗Meas X
Y
in Meas
Γf
f
Γx
evx
evX,Y
BA ABA ⊗Cvx A
B
in Cvx
Γm
m
Γa
eva evA,B
Diagram 1. The construction of the two tensor products are chosen so that
the constant graph maps become morphisms in the respective category.
are measurable. This tensor product structure then makes the evaluation maps evX,Y mea-
surable functions, so that Meas is a SMCC.
In Cvx the function spaces BA = Cvx(A,B) have the pointwise convex structure deter-
mined by the convex structure of B, and the tensor product BA ⊗Cvx A is constructed by
taking the smallest congruence relation on the free tensor product space, F(BA × A), such
that all the constant graph maps {Γa}a∈A and {Γm}m∈BA become affine maps. This tensor
product makes Cvx a SMCC using the same argument as that used in Meas.
The unit interval has a natural convex structure, and associating the Borel σ-algebra with
I, it is also a measurable space. Recalling that the Borel σ-algebra is generated by the
intervals of the form [0, u) shows that the σ-algebra generated by the Boolean subobjects of
I coincides with the standard Borel σ-algebra B, ΣI = (I,B).
Finally we note that any measurable space X specifies a convex space IX = Meas(X, I)
using the pointwise construction, (f +α g)(x) = f(x) +α g(x). Similiarly one obtains the
convex space 2X = Meas(X, 2).
6. The measurable structure of a convex space
Given any convex space A let ΣA be the initial σ-algebra on the underlying set A generated
by the set of all the affine maps Cvx(A, 2) and Cvx(A, I). Note that any affine map A→ I
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determines a map A→ 2 by composition with I
ǫ2−→ 2,
A
I
2
m
ǫ2
χm−1(1)
but there are affine maps A→ 2 which do not “lift” to an affine map A→ I. For example,
taking A = 2 and the affine map 2
id2−→ 2, there exist no section of ǫ2. When A
χV−→ 2 is
an affine map, it follows that both V and its complement, V c, are convex subobjects of A.
Such a subobject V →֒ A is called a Boolean subobject of A.
Given any affine map A
m
−→ B between convex spaces the map (A,ΣA)
m
−→ (B,ΣB) is
measurable since the generating maps for ΣB become generating maps for ΣA upon precom-
position with m. This construction specifies a functor Cvx
Σ
−→Meas.
Note that the Borel σ-algebra on I coincides with ΣI since the identity map on I lies in
the generating set for ΣI.
The functor Σ endows a convex space with the following nice property.
Lemma 6.1. For every convex space A, the measurable space (A,ΣA) is a separated mea-
surable space.
Proof. Let a1, a2 ∈ A be a pair of distinct points. Since R∞ is a coseparator in Cvx, there
exist an affine map A
m
−→ R∞ separating the pair, say m(a1) < m(a2). The Meas-diagram
ΣAm−1((−∞,m(a2)) m−1([m(a2),∞])
ι1 ι2
ΣR∞(−∞,m(a2)) [m(a2),∞]
2
0 1
χ[m(a2),∞]
Σmm1 m2
shows thatm−1([m(a2),∞]) is a measurable set which separates the pair of elements, {a1, a2}.
Thus ΣA is a separable measurable space. 
Abusing notation, we subsequently refer to Σ as the functor Cvx
Σ
−→Meass.
For A a convex space, let us denote IΣA
def
= Meas(ΣA, I), and IA
def
= Cvx(A, I). Both
IΣA and IA are convex spaces under the pointwise construction, and using the functor Σ
both of these spaces become measurable spaces and we have the measurable inclusion map
IA →֒ IΣA. On the other hand we can also endow these spaces with the evaluation σ-algebra,
which is the initial σ-algebra generated by the point evaluation maps,
IΣA
eva−→ I and IA
eva−→ I.
Since the evaluation maps are affine maps, it readily follows that evaluation σ-algebra is a
sub σ-algebra of the σ-algebra determined by the functor Σ.
THE FACTORIZATION OF THE GIRY MONAD 9
7. The integral as an affine map using the convex tensor product
A functional IX
P
−→ I is called weakly averaging when, for all constant functions u ∈ IX
with value u = u(x) ∈ I for all x ∈ X , P satisfies P (u) = u. This terminology is taken
from Sets for Mathematics [?] which specifically address the double dualization process and
subfunctors thereof into objects with extra structure. When a functional is both affine and
weakly averaging it is referred to as a weakly averaging affine functional.
For any convex space A and probability measure Pˆ ∈ G(ΣA) one obtains the weakly aver-
aging affine functional given by the (Lebesque) integral of the measurable function ΣA
f
−→ I,
(1) I
ΣA I
f
∫
f dPˆ
P
We refer to such functionals, arising from a probability measure, as probability functionals.
Since these probability functionals are affine they trivially becomes measurable when we
apply the functor Σ.
Let I(I
ΣA)|wa denote the restriction of the function space I
(IΣA), viewed in Cvx, consisting
of the set of all probability functionals on the convex space A. For every measurable function
ΣA
f
−→ I the evaluation function
I(I
ΣA)|wa I
P P (f) =
∫
A
f dPˆ
evf
is an affine function by the pointwise convex structure on the function space IΣA. Using the
SMCC structure of Cvx we obtain the commutative Cvx-diagram
II
ΣA
|wa IΣAI
I
ΣA
|wa ⊗Cvx I
ΣA
I
ΓP
P
Γf
evf
∫
A
where, for all convex sums {αi}
n
i=1,∫
A
( n∑
i=1
αi(Pi ⊗ fi)
)
def
=
n∑
i=1
αi
∫
A
fi dPˆi,
This “integral map”,
∫
A
, is the restriction of the evaluation map to the subspace II
ΣA
|wa ⊗Cvx I
ΣA →֒ II
ΣA
⊗Cvx I
ΣA.
Upon application of the functor Σ we obtain the above diagram viewed in Meas.
8. Isbell Conjugate Duality applied to the factorization problem
As noted in the introduction, the problem of factorizing the Giry monad through Cvx is,
for all intents and purposes, the problem of constructing the natural transformation defining
the counit for the pair of functors, P and Σ. Our methodology to construct the counit is
motivated by the observation that the full subcategory C ofCvx consisting of the two objects,
the unit interval and the discrete space 2, is left-adequate in Cvx, as shown in §2. The two
objects of C also have a natural measurable structure, given by the discrete σ-algebra for the
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discrete convex space 2, and the Borel-σ-algebra on I, and hence are objects lying in Meas.
There is also an evident functor Meas
Yˆ
−→ (CvxC)
op
given by Yˆ(X) = U(Meas(X, )),
defined at the two component of C by forgetting the measurable structure of the function
spaces, and viewing the resulting sets, 2X = Meas(X, 2) and IX = Meas(X, I), as convex
spaces with the convex structure defined pointwise using the convex structure of 2 and I.3
The functor Yˆ is, in general, not full because for any measurable space X , a probability
measure Pˆ ∈ G(X) determines an affine map IX
P
−→ I defined by the integral, f 7→
∫
X
f dPˆ .
Since
(
Yˆ(1
x
−→ X)
)
(I) = IX
evx−→ I, corresponding to the Dirac measure δx ∈ G(X), it
follows that Yˆ is not full. However the functor Yˆ is faithful on Meass since for any two
points x1, x2 ∈ X , the two evaluation maps, {I
X
evxi−→ I}2i=1, are distinct.
As noted in §4, any factorization of the Giry monad can be factored through the subcate-
gory Meass, and hence for purposes of constructing the counit of the desired factorization
P ⊣ Σ, it suffices to consider an adjunction between Meass and Cvx as illustrated in the
diagrams in §4.
Isbell conjugate duality leads us to consider the Cat-diagram4
CvxC
op
(CvxC)
op
Cvx Meass
O ⊣ Spec
O(F)[I] = Nat(F ,Cvx( , I))
Spec(G)[I] = Nat(G,Cvx(I, ))
O
Spec
Y
P|
Σ
Yˆ
Subsequently, abusing notation, we write P rather than its restriction P|. The scheme we
use to construct the counit P ◦ Σ
ǫ
⇒ idCvx is to compare the two parallel functors from
Meass to Cvx,
CvxC
op
(CvxC)
op
Cvx Meass
Spec
ev2
P
ev2 ◦ Spec ◦ Yˆ
Yˆ
where ev2 is the functor of evaluation at component 2 ∈ C. We show there is a natural
isomorphism between these two functors (Theorem 9.6 below), and hence upon composition
3Formally, we should write Yˆ(X) = U(Meas(X,Σ )), where the functor Σ is some functor Cvx→Meas
assigning these two objects their natural measurable structure. However, we adopt the convention that,
unless otherwise stated, function spaces will always be viewed as a convex structure unless specifically noted
otherwise.
4 Isbell conjugate duality, using the functor category VC
op
, can be applied using any symmetric monoidal
closed category V , which is complete and cocomplete, as the base, provided C is enriched over V .
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with the functor Σ we obtain the natural transformation
ev2 ◦ (Spec ◦ Yˆ ◦ Σ) idCvx
P ◦ Σ
ǫ̂
φ
ǫ = ǫ̂ ◦ φ
where ǫ̂ arises from some basic properties of the Spec functor, and the various composite
functors with Spec, which we now proceed to describe.
9. Properties of the Spec functor
Let X denote the image of the functor Yˆ applied to a measurable space X , so that at
the two component of C, 2X = U(Meas(X, 2)) and IX = U(Meas(X, I)), these spaces are
viewed as convex spaces. Similiarly, let I denote the functor Cvx(I, ) ∈ob (Cvx
C)
op
. We
have
(ev2 ◦ Spec ◦ Yˆ ◦ Σ)(A) = Spec(
ΣA)[2]
= Nat( ΣA, 2)
Evaluation at component I ∈ C yields Nat(IΣA, I2). However I2 ∼= I because 2 is a discrete
convex space while I is a geometric convex space. Consequently, if α ∈ Spec( ΣA)[2] then by
naturality we have the commutative Cvx-diagram
IΣA I2 ∼= I
2ΣA 22
αI
α2
ǫΣA
2
ǫ2
2
so that the image of α2 is two-valued, taking the value of one of the two constant maps, 0
and 1. In other words, the identity map 2
id2−→ 2 does not lie in the image of α2 since there
are no affine maps 2
γ
−→ I such that ǫ2 ◦ γ = id2. (Note that the twist function 2
tw
−→ 2,
which interchanges 0 and 1, is not an affine map.) Hence it follows that
Spec( ΣA)[2] ∼= Nat( ΣA, ).
Lemma 9.1. If α ∈ Spec( X)[2] then it satisfies the two properties
(1) For every constant function u ∈ IX with value u ∈ I,
αI(u) = u
(2) For every v ∈ I and every f ∈ IX ,
αI(v · f) = v αI(f).
Proof. The naturality condition of α requires that for all γu,v ∈ I, and all f ∈ I
X , that the
Cvx-diagram
IX I
IX I
αI
γXu,v γ
I
u,v
αI
f αI(f)
γu,v ◦ f αI(γu,v ◦ f) =γu,v ◦ αI(f)
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commutes.
To prove (1), consider the constant path map γu,u ∈ Cvx(I, I). The naturality condition
yields
αI(γu,u ◦ f︸ ︷︷ ︸
=u
) = γu,u ◦ αI(f)︸ ︷︷ ︸
=γu,u
.
To prove (2), consider the “scaling” path map γ0,v. The naturality condition yields
αI(v · f) = γ0,v ◦ αI(f)
= v · αI(f)
.

The (geometric) convex space IX embedds into the real vector space RX , with the norm
||f ||∞ = supx∈X |f(x)|, and I embedds into the extended real line, R, with the norm | · |.
Since every f ∈ RX can be written as a pointwise limit of a sequence of simple functions,
fj =
∑Nj
i=1 βi,jχUi,j , the map I
X αI−→ I extends to a linear map RX
α̂I−→ R, by defining
α̂I(f) =

lim
j→∞
{
Nj∑
i=1
βi,jαI(χUi,j )} when the limit exist
∞ when the sup does not exist
−∞ when the inf does not exist
,
The extension is unique because if α̂I and β̂I are two extensions of αI then, for every U ∈ ΣX ,
since χU ∈ I
X ⊂ RX , it follows that
α̂I(χU) = αI(χU) = β̂I(χU).
Because the set of all characteristic functions {χU}U∈ΣX forms a spanning set for the set of
all simple measurable functions on X , it follows that α̂I and β̂I must agree everywhere. In
other words, the extension is completely specified by the values {αI(χU)}U∈ΣX .
It follows the operator RX
α̂I→ R is a linear operator of norm 1, and since
|α̂I(f)| ≤ ||α̂I||||f ||∞ = ||f ||∞.
it follows that α̂I is a continuous linear map, and therefore its restriction to I
X , which
coincides with αI, is also a continuous map. Consequently, we obtain
Lemma 9.2. Let f, fi ∈ I
X for all i ∈ N. If {fi}
∞
i=1 → f pointwise then every α ∈ Spec(
X)[2]
satisfies the property that
lim
N→∞
{αI(fi)} = αI(f).
Corollary 9.3. Let α ∈ Spec( X)[2] . If {Ui}
∞
i=1 is a sequence of measurable sets in X
converging to ∅ then lim{α2(χUi)}
∞
i=1 = 0.
Proof. Viewing the sequence {χUi}
∞
i=1 in I
X , by Lemma 9.2, it follows that lim{αI(χUi)} = 0.
Composition with ǫ2 which preserves the ordering then yields, using naturality, that lim{α2(χUi)}
∞
i=1 =
0. 
Lemma 9.4. Let X be a separated measurable space and 2X
χV−→ 2 be a weakly averaging
affine measurable map. Then the Boolean subobject pair {V,Vc} of 2X satisfies the property
that if U ∈ ΣX and χU ∈ V then χUc ∈ V
c. In other words, χV(χU) = 1 if and only if
χV(χUc) = 0.
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Proof. Suppose the contrary, that there exist a measurable set U in X such that χU , χUc ∈ V.
Then since V is a Boolean subobject, for all α ∈ (0, 1) it follows that the convex sum
χU +α χUc = 0 ∈ V because evaluation at any point in X gives either 1 +α 0 = 0 or
0 +α 1 = 0. But V = χ
−1
V (1), so the result that 0 ∈ V implies that χV(0) = 1 which
contradicts the hypothesis that χV is weakly averaging. 
Lemma 9.5. Let A be a convex space, and assume no measurable cardinals exist5. If α ∈
Spec( ΣA)[2] then, at component 2, 2ΣA
α2−→ 2 is an evaluation map, α2 = eva for a unique
point a ∈ A.
Proof. Consider the set
α−1
2
(1) = {χU |α2(χU) = 1}.
Suppose, to obtain a contradiction, that ∩α−1
2
(1) = ∅. Using the hypothesis that no mea-
surable cardinals exist, we can find a sequence of measurable sets {Ui}
∞
i=1 in X , with
each χUi ∈ α
−1
2
(1), such than limN→∞{∩
N
i=1Ui} = ∅. By Corollary 9.3, it follows that
lim{α2(χ∩Ni=1Ui)} = 0. But for every N ∈ N, since each χUi ∈ α
−1
2
(1), it follows that
α2(χ∩Ni=1Ui) = 1, and hence
lim
N→∞
{α2(χ∩Ni=1Ui)} = 1,
yielding a contradiction. Thus we conclude that α−1
2
(1) 6= ∅.
The uniqueness follows from the property, given in Lemma 3.5, that ΣA is a separated
measurable space. For let
Uα
def
=
⋂
χUi∈α
−1
2
(1)
Ui,
and suppose that a1, a2 ∈ Uα with a1 6= a2, and with the measurable set V ∈ ΣA separating
the pair, with a1 ∈ V while a2 ∈ V
c. By Lemma 9.4, either χV ∈ α
−1
2
(1) or χV c ∈ α
−1
2
(1).
Either choice contradicts the condition that every element a ∈ Uα satisfies χUk(a) = 1 for all
χUk ∈ α
−1
2
(1).

Theorem 9.6. For X any measurable space, we have a Cvx-isomorphism
Spec( X)[2] ∼= P(X),
and this isomorphism is natural in X.
Proof. By lemmas 9.1 and 9.2, each α ∈ Spec( X)[2], evaluated at I, satisfies the three basic
properties of a probability functional IX
αI−→ I, given by
(1) αI(c) = c,
(2) For all s ∈ I we have αI(sf) = sαI(f), and
(3) If {fi}
N
i=1 → f pointwise (with each fi ∈ I
X), then lim
N→∞
αI(fi) = αI(f).
Conversely, every probability functional determines an element α ∈ Spec( X)[2] at the com-
ponent I, since it satisfies these three characteristic properties.
5Measurable cardinals are sets X with a (large) cardinality κ such that there exist countably additive
0−1 measures 2X
F
−→ 2 with the property that ∩F−1(1) = ∅ but for every subset S ⊂ F−1(1) of cardinality
γ < κ, ∩S 6= ∅. A proof of the existence of measurable cardinals would require an extension of the ZFC
axioms.
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The naturality follows directly from the definitions of Spec( X)[2] = Nat( X , ), and P(X).
If X
f
−→ Y is a measurable function then P(X
f
−→ Y ) is the pushforward map of probability
measures, mapping P ∈ P(X) 7→ Pf−1 ∈ P(Y ). On the other hand,
Spec( f ) : Spec( X) → Spec( Y )
: α 7→ α ◦ f
where (α ◦ f)c = αc ◦ c
f is the evaluation at any component c ∈ C. That is, Spec( f ) is
the “pushforward map” constructed using the natural transformation f , as illustrated, for
component I, in the Cvx-diagram
IX I
IY
X
Y
f
αI
If αI ◦ I
f

Since a natural transformation α ∈ Spec( X)[2] at component I is a weakly averaging
affine map, IX
P
−→ I, this theorem can be stated as
Corollary 9.7. There is a natural isomorphism of convex spaces
P(X) I(I
X )|wa
ΦX
given by mapping a probability measure Pˆ ∈ G(X) to the weakly averaging affine map IX
P
−→
I specified by P (f) =
∫
X
f dPˆ .
Proof. One can apply the above theorem directly. Here is a more direct proof. The map ΦX
is affine because the convex structure of P(X) is defined pointwise, so that
ΦX(Pˆ +α Qˆ)[f ] =
∫
X
f d(Pˆ +α Qˆ)
=
∫
X
f dPˆ +α
∫
X
f dQˆ
= ΦX(Pˆ )[f ] +α ΦX(Qˆ)[f ]
= (ΦX(Pˆ +α ΦX(Qˆ))[f ]
The inverse map is specified, for all U ∈ ΣX , by
(
Φ−1X (P )
)
[U ] = P (χU). A routine com-
putation using the fact that the pushforward map of a probability functional, as illustrated
in the proof of the Theorem, shows that Φ is a natural transformation. 
Using the SMCC structure of Cvx, it follows that
Corollary 9.8. There is a natural Cvx-isomorphism
IX Cvx(P(X), I)
Φ̂X
f (P(X) I)
Pˆ
∫
X
f dPˆ
fˆ .
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10. The adjunction between P and Σ
Viewing probability measures as natural transformations, we proceed to construct the
counit required for the adjunction between P and Σ.
Lemma 10.1. Provided that no measurable cardinals exist, for every convex space A, it
follows that the map
Spec( ΣA)[2] A
ǫ̂A
defined by mapping a natural transformation α to the unique element a ∈ A such that α2 =
eva, defines the components of a natural transformation
ev2 ◦ Spec ◦ Yˆ ◦ Σ idCvx
ǫ̂
where ev2 is the evaluation of the functor at component 2 ∈ C.
Proof. Every natural transformation α ∈ Spec( ΣA)[2] evaluated at component 2 is, by
Lemma 9.5, an affine map, 2ΣA
α2−→ 2, which is an evaluation map, eva for a unique point
a ∈ A. This defines the map ǫ̂A, and, for A
m
−→ B an affine map, we have the commutativity
of the Cvx-diagram
Spec( ΣA)[2] A
Spec( ΣB)[2] B
ǫ̂A
ǫ̂B
Spec( Σm)[2] m
( ΣA
α
−→ ) ǫ̂A(α)
( ΣB
α◦ Σm
−→ ) ǫ̂B(α ◦
Σm) =m(ǫ̂A(α))
where α ∈ Spec( ΣA)[2] = Nat( ΣA, ) and its “pushforward” along m is the natural transfor-
mation α◦ Σm ∈ Spec( ΣB)[2] = Nat( ΣB, ). The evaluation of the latter map at component
2 is therefore
2ΣA 2
2ΣB
α2 = evǫ̂A(α)
2Σm (evǫ̂A(α) ◦ 2
Σm) = evǫ̂B(α◦ Σm)
where the equality on the diagonal map follows because the affine map α2 ◦ 2
Σm = evǫ̂A(α)
is an evaluation map at the unique element ǫ̂B(α ◦
Σm). Evaluation of that equation at
any characteristic function χB ∈ 2
ΣB shows that m(ǫ̂A(α)) = ǫ̂B(α ◦
m), thereby proving
naturality. 
Every probability measure Pˆ ∈ G(ΣA) specifies a weakly averaging affine functional
IΣA
P
−→ I using the integral, and by Theorem 9.6, every such functional is the I-component
of a natural transformation α ∈ Spec( ΣA)[2]. Thus the natural transformation ǫ̂, as defined
above, can be characterized alternatively as in
Lemma 10.2. Provided no measurable cardinals exist, there is a natural transformation
P ◦ Σ
ǫ
⇒ idCvx defined by the component maps
P(ΣA) A
ǫA
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sending a probability measure Pˆ to the unique element a ∈ A such that the weakly averaging
affine map IΣA
P
−→ I, defined by the integral, restricts to the evaluation map 2ΣA
eva−→ 2.
Theorem 10.3. Assuming that no measurable cardinals exist, the functor P is left adjoint
to Σ, with the unit idMeass
η
−→ Σ ◦ P given at component X by ηX(x) = δx, and the counit
specified by the map in Lemma 10.2.
Proof. The two natural transformations, (P ◦ Σ)
ǫ
−→ idCvx and idMeas
η
−→ Σ ◦ P, together
yield the required bijective correspondence. Given a measurable function f
X Σ(P(X))
ΣA
in Meas
P(X)
A
P(ΣA)
in Cvx
ηX
Σ(fˆ )
f
fˆ
P(f)
ǫA
define fˆ = ǫA ◦ P(f), which yields
Σ(ǫA ◦ P(f)) ◦ ηX(x) = Σ(ǫA ◦ δf(x)) = f(x),
proving the existence of an adjunct arrow to f . The uniqueness follows from the fact that
if g ∈ Cvx(P(X), A) also satisfies the required commutativity condition of the diagram on
the left, Σg ◦ ηX = f , then for every x ∈ X we have
g(δx) = f(x) = ǫA(δf(x)) = (ǫA ◦ P(f))(δx) = fˆ(δx).
We can now use the fact that ǫP(X) ◦ P(ηX) = idP(X) to conclude that for an arbitrary
probability measure P ∈ P(X) that g(P ) = fˆ(P ) follows using g(P ) = g(ǫP(X)(δP )) and
naturality,
P(X) P(Σ(P(X))) P(X)
P(ΣA) A
P(ηX) ǫP(X)
P(f)
P(Σg)
ǫA
g
P δP P
Pf−1 ∼ δg(P ) fˆ(P ) = g(P )
where the bottom path, fˆ = ǫA ◦ P(f) yields fˆ(P ), while the east-south path gives g(P ) =
g(ǫP(X) ◦ P(ηX)).

This adjunction, 〈P,Σ, η, ǫ〉, determines the monad (Σ ◦ P, η,ΣǫP ). It is evident, that
the underlying sets and set functions of Σ ◦ P and G coincide. Let us verify that the σ-
algebras these two functors assign to a set of probability measures coincide. Let us denote
the σ-algebra of the Giry monad on a the set G(X) by ΣXev, which is specified as the initial
σ-algebra on G(X) induced by all the evaluation maps evU , for all U ∈ ΣX . As defined
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previously, the σ-algebra assigned by the functor Σ to P(X) is denoted ΣP(X). Since the
evaluation maps are affine maps into I, it follows that ΣXev ⊆ ΣX .
To prove the converse, let P(X)
m
−→ I be an affine map. Using Corollary 9.8, m determines
a measurable map X
fm
−→ I, which can be written as the pointwise limit of a sequence of
simple measurable functions,
f jm =
Nj∑
i=1
α
j
iχUji
.
It follows that m can also be written as a pointwise limit since
m(Pˆ ) =
∫
X
fm dPˆ
=
∫
X
limj f
j
m dPˆ
= limj{
∑Nj
i=1 α
j
i
∫
X
χ
U
j
i
dPˆ}
= limj{
∑Nj
i=1 α
j
i Pˆ (U
j
i )}
= limj{(
∑Nj
i=1 α
j
i evUji
)[Pˆ ]}
where the coefficients αji lie in an interval J ⊂ I whose length goes to zero as j tends to
infinity. Since each of these functions f jm are measurable with respect to Σ
X
ev it follows that
the (pointwise) limit function, given by m, is also measurable with respect to ΣXev.
Since the σ-algebra of PX is also generated by affine maps PX
m
−→ 2 we must show these
are also measurable with respect to ΣXev.
Lemma 10.4. Any affine map G(X)
m
−→ 2 is measurable with respect to ΣXev.
Proof. Since 〈P,Σ, η, ǫ〉 is an adjunction, with counit ǫ, we have the following commutative
Cvx-diagram,
G2(X) G(X)
G(2) 2
ǫGX
ǫ2
G(m) m
where we have used the fact that, as convex spaces, G(X) = P(X) and G(m) = P(m), as
well as the Cvx-isomorphism between G(2) and I. Now G(m), being an affine map into
I, is measurable by the argument preceding the Lemma, and ǫ2 is also a measurable map.
Consequently we have
m ◦ ǫGX ◦ ηGX︸ ︷︷ ︸
=idGX
= ǫ2 ◦ G(m) ◦ ηGX
where all the maps on the right hand side are ΣXev-measurable. Hence m is measurable with
respect to ΣXev. 
Thus the reverse inequality ΣGX ⊆ Σ
X
ev also holds and we conclude that the σ-algebra
given by the functor Σ coincides with that of the Giry monad construction.
Lemma 10.5. The multiplication natural transformations of the two monads, (G, η, µ) and
(Σ ◦ P, η,ΣǫP ), coincide
µX = ΣǫPX .
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Proof. Recall the multiplication µ of the Giry monad is defined componentwise by
µX(P )[U ] =
∫
q∈G(X)
evU(q) dP (q).
This definition for µX is the composite of the two measurable maps determining the east-
south path of the Meas-diagram
X
2
χU
G2(X) G(X)
G2(2) G(2)
G(evU ) evU
µX
µ2
P µX(P )
Pev−1U µ2(Pev
−1
U ) = µX(P )[U ]
which commutes by naturality of µ, where we have used the fact that evU = G(χU). By the
naturality of ǫ, we also have
X
2
χU
G2(X) G(X)
G2(2) G(2)
G(evU ) evU
ΣǫP(X)
ΣǫP(2)
P ǫP(X)(P )
Pev−1U ǫP(2)(Pev
−1
U ) = ǫP(X)(P )[U ]
Now use the fact that µ2 = ΣǫP(2) to conclude that, for all U ∈ ΣX and all P ∈ G
2(X),
µX(P )[U ] = µ2(Pev
−1
U ) = ΣǫP(2)(Pev
−1
U ) = ΣǫP(X)(P )[U ]
from which it follows that, for all P ∈ G2(X) that µX(P ) = ΣǫP(X)(P ). This in turn implies
the result that
µX = ΣǫPX .

Combining Lemmas 10.4 and 10.5, and the preceding remarks, we conclude that the two
monads (G, η, µ) and (Σ ◦ P, η,ΣǫP) are equal, and consequently we obtain the result that
Theorem 10.6. The Giry monad G factors through the category of convex spaces via the
adjunction (P,Σ, η, ǫ).
11. The category of convex measurable spaces
Recall that a G-algebra consist of a measurable space (X,X ), which we will often denote
simply by X , and a measurable function
G(X) X
h
which satisfies (1) h ◦ ηX = idX , and (2) makes the Meas-diagram
G2(X)
G(X)
G(X)
X
Gh
µX
h
h
commute.
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The factorization of the Giry monad using the adjunction (P,Σ, η, ǫ) immediately yields
Lemma 11.1. For every convex space A the measurable function ΣP(ΣA)
ΣǫA−→ ΣA is a
G-algebra.
Proof. The property ΣǫA ◦ ηΣA = idΣA is satisfied since ǫA(δa) = a. By the naturality of ǫ,
the Cvx-diagram on the left hand side
PΣP(ΣA) PΣA
PΣA AǫA
ǫA
ǫPΣA
PΣǫA
ΣPΣP(ΣA) ΣPΣA
ΣPΣA ΣA
ΣǫA
ΣǫA
µΣA
ΣPΣǫA
commutes. Applying the functor Σ to this diagram, and using the property, given in Lemma
10.5, µΣA = ΣǫPΣA, it follows that the Meas-diagram on the right also commutes. Hence
the two properties for ΣǫA to be a G-algebra are satisfied. 
Corollary 11.2. Let A be any convex space, and A a σ-algebra on the underlying set of
A, denoted |A|, such that A ⊆ ΣA. Then the restriction of ΣǫA along the inclusion map
(|A|,A) →֒ ΣA is a G-algebra.
Proof. By Lemma 11.1, the square on the back side of the Meas diagram
ΣPΣP(ΣA) ΣPΣA
ΣPΣA ΣA
ΣǫA
ΣǫA
ΣǫPΣA
ΣPΣǫA
ΣPΣP((|A|,A)) ΣP(|A|,A)
ΣP(|A|,A) (|A|,A)
ǫA|
ǫA|
ΣǫP(|A|,A)
ΣPǫA|
ι
ΣPι
ΣPΣPι
ΣPι
commutes. The top, bottom, and left and right hand side squares also commute where
(|A|,A)
ι
−→ ΣA is the inclusion map. Hence the front square also commutes, which shows,
using Lemma 10.5 again, that ǫA| satisfies the property µ(|A|,A) ◦ ǫA| = GǫA| ◦ ǫA|. Combined
with the property that ǫA| ◦ η(|A|,A) = id(|A|,A), it follows that ǫA| is a G-algebra.

We claim that every G-algebra can be obtained as the restriction ǫA|, for some convex
space.
Lemma 11.3. Every G-algebra G(X)
h
−→ X specifies a convex structure on X defined by
x1 +α x2 = h(δx1 +α δx2).
Proof. Using the axiomatic definition of a convex space, as given in Gudder[7, Theorem 2.3],
requires that the following three properties are satisfied: (1) x1+αx2 = x2+1−αx1 for all α ∈ I,
(2) x1+0x2 = x1, and (3) for all α ∈ [0, 1) and all β ∈ I, (x1+αx2)+βx3 = x1+αβ(x2+α(1−β)
(1−αβ)
x3).
The verification of the first two properties are trivial. To prove the last property, first note
that in G(X),
(2) (δx1 +α δx2) +β δx3 = δx1 +αβ (δx2 +α(1−β)
(1−αβ)
δx3) ∀α ∈ [0, 1), ∀β ∈ [0, 1].
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Now use the identity µX ◦ ηG(X) = idG(X) to obtain
(δx1 +α δx2) +β δx3 = µX(ηG(X)((δx1 +α δx2) +β δx3))
= µX(δδx1+αδx2 +β δδx3 )
.
Now apply h to both sides of the equation, and use the property that h ◦ Gh = h ◦ µX , to
obtain
h((δx1 +α δx2) +β δx3) = h
(
G(h)(δδx1+αδx2 +β δδx3 )
)
= h(δh(δx1+αδx2) +β δx3)
Similarly,
h(δx1 +αβ (δx2 +α(1−β)
(1−αβ)
δx3)) = h(δx1 +αβ δh(δx2+α(1−β)
1−αβ
δx3 )
)
By equation 2 the last two equations are equal thereby proving condition (3). 
Given any G-algebra G(X)
h
−→ X , we denote the convex space with the induced convex
structure on the set X , as defined in Lemma 11.3, by Xh.
Lemma 11.4. Let G(X)
h
−→ X be a G-algebra. The map
P(X) Xh
hˆ
defined pointwise, for all P ∈ P(X), by hˆ(P ) = h(P ), is an affine map and factors uniquely
through ǫXh.
Proof. To show the function h is affine let P1, P2 ∈ G(X), and α ∈ I. Using the associativity
condition associated with the G-algebra h we have the commutative Meas-diagram
G2(X) G(X)
G(X) X
Gh
µX h
h
δP1 +α δP2 δh(P1) +α δh(P2)
P1 +α P2 h(P1 +α P2) =h(δh(P1) +α δh(P2))
By the definition of the convex structure onXh, the right hand term in the equality expression
in the lower right is h(δh(P1) +α δh(P2)) = h(P1) +α h(P2), from which we conclude hˆ is affine.
The property that hˆ factors through ǫXh follows using the adjunction P ⊣ Σ. The map
ǫXh is a universal arrow from the functor P to the object Xh, and hence the affine map hˆ
factors uniquely through ǫXh ,
P(ΣXh) Xh
P((X,X ))
in Cvx
hˆ
P(ι)
ǫXh
(X,ΣXh)
(X,X )
in Meas
ι
where, in the left hand diagram, we have used the fact ΣXh = (|Xh|,ΣXh) = (X,ΣXh). The
adjunct to the affine map hˆ is the “inclusion” map ι(x) = x because ǫXh(δx) = x, and h is a
G-algebra so that h(δx) = x, and hence hˆ(δx) = x.
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
Since the adjunct to the affine map hˆ is the inclusion map (X,X )
ι
−→ (X,ΣXh), we can
restate the property that hˆ factors through ǫXh as
Corollary 11.5. If G(X)
h
−→ X is a G-algebra then X ⊆ ΣXh.
Corollary 11.6. If G(X)
h
−→ X is a G-algebra then, up to an isomorphism, h is the pullback
of ΣǫXh along the inclusion map (X,X )
ι
→֒ ΣXh,
G((X,X ))
G((X,X )) G(ΣXh)
(X,X ) ΣXh
Gι
ι
ΣǫXhǫXh|
h
Gι
id
Proof. The pullback of ΣǫXh along the inclusion map X
ι
−→ ΣXh gives the pullback square
in the above Meas-diagram. By Lemma 11.4 it follows that ΣǫXh ◦ Gι = Σhˆ, and hence
(pointwise) we have ι ◦ h = ΣǫXh ◦ Gι. Hence h is, up to isomorphism, the pullback of ΣǫXh
along ι. 
We now proceed to give an alternative characterization of the category MeasG .
Let CM denote the category of convex measurable spaces with the objects (A,A) con-
sisting of a convex spaces A with a σ-algebra structure A on the underlying set of A. The
arrows in this category, (A,A)
f
−→ (B,B) are functions which are affine maps with respect
to the convex structure, and also a measurable map with respect to the given σ-algebras.
The objects (A,A) in CM satisfying the additional property that A is a sub σ-algebra of
ΣA, the σ-algebra determined by the functor Σ, are called tame convex measurable spaces.
The full subcategory of CM consisting of all the tame objects, called the category of tame
convex measurable spaces, is denoted tCM.
There is a functor MeasG
Ψ
−→ tCM mapping a G-algebra G(X)
h
−→ X to (Xh,X ), where
X is the given σ-algebra associated with the measurable space X . By Corollary 11.5 the
object (Xh,X ) is a tame convex measurable space. The functor Ψ maps a morphism of
G-algebras, say
(3)
G(X) G(Y )
X Y
Gf
h g
f
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to the function f which is affine with respect to the underlying convex structures, Xh and
Yg, of X and Y respectively, since
f(x1 +α x2) = f ◦ h(δx1 +α δx2)
= (g ◦ Gf)(δx1 +α δx2)
= g((δx1 +α δx2) ◦ f
−1)
= g(δf(x1) +α δf(x2))
= f(x1) +α f(x2)
.
The function f is also measurable since it is a morphism of G-algebras.
There is also a functor tCM
Φ
−→MeasG defined on the objects by the mapping
(A,A)
G((|A|,A))
(|A|,A)
ǫA|
where ǫA| is theMeas-pullback of ΣǫA along the inclusion map (|A|,A) →֒ ΣA. By Corollary
11.2, ǫA| is a G-algebra.
On arrows the functor Φ is specified by mapping (A,A)
f
−→ (B,B) to the map of G-
algebras
G((|A|,A)) G((|B|,B))
(|A|,A) (|B|,B)
Gf
f
ǫB|ǫA|
by viewing f as just a measurable function.
Theorem 11.7. The pair of functors Φ and Ψ
tCM MeasG
Φ
Ψ
specify an equivalence between the two categories.
Proof. Let us first show that Ψ ◦ Φ ∼= idtCM. On objects,
(Ψ ◦ Φ)(A,A) = Ψ
( )
=
G((|A|,A))
(|A|,A)
ǫA| ((|A|,A)ǫA|︸ ︷︷ ︸
=A
,A)
where (|A|,A)ǫA| = A follows from the definition of the convex structure on (|A|,A)ǫA|, given
by a1+αa2 = ǫA|(δa1+αδa2), and the fact that ǫA| is, up to an isomorphism, just the pullback
of ǫA along the inclusion map (|A|,A) →֒ ΣA. Hence ǫA|(δa1+α δa2) = a1+α a2, as computed
in A.
On arrows the result (Ψ ◦ Φ)(f) = f is immediate since the arrows in tCM are affine
measurable functions, and Ψ is a functor, i.e., Ψ(f) = f is an affine measurable map.
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Let us now show that Φ ◦Ψ ∼= idMeasG . On objects we have
(Φ ◦Ψ)
( )
=
G(X,X )
(X,X )
h Φ((Xh,X )) =
( )
∼=
G((X,X ))
(X,X )
ǫXh |
( )G((X,X ))
(X,X )
h
On arrows, if f is a morphism of G-algebras as shown in expression 3, the result Φ◦Ψ(f) = f
is immediate because Ψ(f) is the affine measurable map (Xh,X )
f
−→ (Yg,Y), and applying
Φ to this map just gives back the original morphism of G-algebras. 
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