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Abstract
The development in the area of randomized search heuristics has shown the importance of a rigorous theoretical analysis of
the performance of these heuristics. Unfortunately, the analysis of the expected optimization time of a specific algorithm has in
general no implications on the behaviour of other algorithms — even if they differ only in some aspects. Indeed, small differences
may imply large differences in the optimization time. Hence, it is an important issue to compare fundamental heuristics and to find
out for which problems they behave in such a similar way that results on one heuristic can be transferred to the other one and to
describe problems where they behave quite differently.
Such an approach is performed here to the simple and well-known (1+ 1) EA, which is based on elitist selection and a global
search operator, and simulated annealing, which is based on nonelitist selection and a local search operator.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
General randomized search heuristics are a popular tool for optimization when either the problem or objective
function is not well understood or no good problem-specific algorithm is known and there are not sufficient resources
to develop such an algorithm. A subclass of these heuristics is the class of evolutionary algorithms. Simulated
annealing, tabu search, and randomized hill-climbing are other (classes of) heuristics. For evolutionary algorithms,
there is not only an overwhelming amount of reports on successful applications, but there is also a growing body of
serious theoretical work.
Here, we consider two specific randomized search heuristics that have quite different origins and motivations but
share some essential features. They are both general, not problem-specific randomized search heuristics, both can be
applied for problems that can be coded as maximization of a pseudo-boolean function, i.e. a function f : {0, 1}n → R.
In the context of evolutionary algorithms this objective function is usually called fitness function and a function value
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f (x) is called the fitness of x . Adopting the perspective of the evolutionary algorithm community [1], both can
be described as using a population of size just one and utilizing an offspring population that also consists of one
individual, only. They apply different randomized search operators, called mutation in the context of evolutionary
algorithms, in order to generate such an offspring. Then, based on different selection mechanisms, it is decided
whether this offspring replaces its parent. For the analysis we ignore the problem of choosing some stopping criterion
and consider the number of mutation-selection-rounds (called generations) until some optimal solution to the problem
is found for the very first time. We call this random variable the optimization time.
The evolutionary algorithm uses standard bit-flip-mutations where each bit is flipped independently of the other
bits with some mutation probability pm . Typically, this mutation probability is fixed to some value throughout a run;
pm = 1/n is the most recommended static choice. It is known, however, that for some problems other mutation
probabilities lead to a better performance [10] and also nonstatic choices like time-dependent ways of choosing the
mutation probability pm have been investigated [13]. For more complex evolutionary algorithms, also adaptive or
self-adaptive mechanisms of setting the mutation probability are known.
The selection mechanism applied is known as plus-selection from evolution strategies: in the case of (1 + 1)
selection, the offspring y replaces its parents if and only if its fitness is not inferior to its parent’s fitness, i.e.
f (y) ≥ f (x). One may argue that (1+1) ES would be an appropriate name for this evolutionary algorithm. However,
due to its application in the binary search space whereas evolution strategies traditionally work more often in Rn , the
name (1 + 1) EA is more common. This extremely simple EA may be the most simple EA possible and it has been
subject to numerous studies [5,7,12,18,20,24].
The other search heuristic is known as simulated annealing [16]. The “mutation operator” utilizes single bit-flips.
Of course, in general simulated annealing works on a neighbourhood that may be defined in almost arbitrary ways.
However, unless more is known about the objective function, using single bit-flips is a reasonable and common choice.
In order to escape from local optima a less strict selection mechanism is needed. Here, the offspring replaces its parent
not only when its fitness is not inferior but also in other cases with some probability that depends on the difference in
fitness between parent and offspring and a time-dependent parameter called temperature. The specific mechanism that
controls the setting of the temperature is called cooling schedule since it is assumed that the temperature does only
decrease during a run. We give a precise definition of the selection mechanism in the following section.
It is noteworthy that both algorithms find a global optimum for any objective function with probability 1. This
makes a crucial difference to simple local search methods. For simulated annealing, however, this requires that the
cooling schedule is chosen in an appropriate way.
There are different ways how a comparison of simulated annealing and the (1+1) EA can be performed. In practice,
the two algorithms are sometimes applied in a quite different way: whereas the (1+1) EAmay be applied as algorithm
that needs no tuning of its parameters (using the standard static choice pm(t) = 1/n), for simulated annealing some
tuning of the annealing schedule is standard. This makes one compare one single evolutionary algorithm with a whole
class of simulated annealing algorithms. Therefore, we allow for time-dependent settings of the mutation probability,
here. We do not consider any adaptive mechanisms, though. This is in agreement with simulated annealing where
the temperature can be time-dependent but not adaptive. Since mutations are thought of preferring small random
changes we assume pm(t) ≤ 1/2 in all cases. It will turn out that for upper bounds the static choice pm(t) = 1/n is
often sufficient. Thus, we consider choices different from pm(t) = 1/n mostly when discussing lower bounds on the
expected optimization time in order to prove that even this does not improve the performance of the (1+ 1) EA.
Clearly, the (1+1) EA bears some resemblance to simulated annealing. Therefore, one may speculate that it might
be possible to transfer analytical results concerning the (1 + 1) EA to simulated annealing and vice versa. Clearly,
this would be beneficial for the theoretical knowledge on both algorithms. We investigate this possibility and try to
understand what conditions make possible such a direct transfer of results. One direction of theoretical research is the
rigorous analysis of the performance of simple evolutionary algorithms on well-structured or at least well-understood
objective functions. We employ this kind of approach to tackle the question of transfer of analytical results. We are
able to demonstrate by example that there are strong limitations to such an approach. It is an important subject to future
research to carry over such analyses to more realistic optimization problems. For simulated annealing some work in
this direction has been done [2,15]. In particular, Wegener [23] has presented a comparison of simulated annealing
with its fixed-temperature counterpart, called Metropolis algorithm, on the minimum spanning tree problem.
This is by no means the first attempt to compare evolutionary algorithms with simulated annealing. However, such
comparisons tend to be either purely empirical [9,22] or are performed on a high abstract level without implications
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for concrete functions [8]. Here, we try to find a balance between the attempt to be as general as possible and the
wish to see concrete and meaningful results that have consequences in practical settings. We do this by considering
concrete functions and function classes but presenting theoretical, not merely empirical analyses.
In the next section, we give precise definitions of the algorithms and present our analytical framework. Section 3
introduces helpful analytical tools. First concrete results are presented in Section 4, where we concentrate on the
Metropolis algorithm on ONEMAX. These results turn out to be useful later when we prove exponential performance
differences between simulated annealing and the (1 + 1) EA (Section 5) and when looking for scenarios where both
algorithms behave in a similar way (Section 6). While the algorithms turn out to be quite different in performance
on many functions we present in Section 7 a certain type of local obstacles where both algorithms perform similarly.
A preliminary report of these results on the local performance has been presented at a conference [14]. We conclude
with a short summary and remarks on possible future research in Section 8.
2. Algorithms and analytical framework
We want to compare the (1+ 1) EA and simulated annealing. Both algorithms operate on some objective function
f : S → R. In the context of evolutionary algorithms, this function f is called a fitness function and the EA tries
to find points in the search space S with maximal f -value. In the context of simulated annealing the function is
described as an energy function and the algorithm tries to find points that minimize f . We concentrate on pseudo-
boolean functions, i.e. functions f : {0, 1}n → R. For the sake of notational simplicity we describe both algorithms
in such a way that they both maximize f . This is nothing more than a notational change to simulated annealing. Both
algorithms operate in rounds which remain mostly unchanged. They both operate based on one current point in the
search space x ∈ {0, 1}n , which is called population in the case of the (1 + 1) EA. In each round both algorithms
generate one new point y ∈ {0, 1}n which is a variation of x . Simulated annealing chooses one point uniformly
at random from a given neighbourhood of x . We define this neighbourhood to consist of all points with Hamming
distance exactly 1 to x — this is a common choice. The (1 + 1) EA copies x but replaces each bit with probability
1/n by its complement in this process, independently for each bit. Thus, on average x and y differ by exactly one bit,
too — but the Hamming distance may be arbitrarily large, although the probability quickly decreases with increasing
Hamming distance. After the new point y is created, both algorithms decide whether the new point y replaces the old
point x . If f (y) ≥ f (x), both algorithms replace x by y. If f (y) < f (x), only simulated annealing still replaces x
by y with some positive probability. This probability for accepting a decreasing step depends on f (y) − f (x) and a
time-dependent parameter which is called temperature T (t). In the case of maximization the acceptance probability
for temperature T (t) equals min
{
1, e( f (y)− f (x))/T (t)
}
. In our notation, we set α(t) := e1/T (t) which implies that
α(t) ≥ 1. Large values of T (t) correspond to small values of α(t). Hence, a cooling schedule implies decreasing T (t)
and increasing α(t). Note that, since simulated annealing strictly searches within a small neighbourhood of the current
search point, this accepting of worsenings is crucial for finding the optimum with probability 1.
In practice, both algorithms are terminated when some stopping criterion is fulfilled. Here, we describe the
algorithms as infinite random processes without stopping criterion. We are interested in the first point of time when a
point with maximal function value is found. We use the abbreviation “u.a.r.” for “uniformly at random” or “randomly
according to the uniform distribution”.
(1+ 1) EA Simulated Annealing (SA)
0. t := 1 0. t := 1
1. Choose xt ∈ {0, 1}n u.a.r. 1. Choose xt ∈ {0, 1}n u.a.r.
2. y := xt ; Independently for each 2. y := xt ; Choose i ∈ {1, . . . , n}
bit yi , with probability pm(t), u.a.r. and set yi := 1− yi .
set yi := 1− yi .
3. If f (y) ≥ f (xt ), 3. With prob. min{1, α(t) f (y)− f (xt )},
set xt+1 := y, set xt+1 := y,
else xt+1 := xt . else xt+1 := xt .
4. t := t + 1 4. t := t + 1
5. Continue at line 2. 5. Continue at line 2.
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Both algorithms find a global optimum of any pseudo-boolean function f with probability 1 — given an unlimited
number of steps and if, for simulated annealing, α grows sufficiently slow. Thus the most interesting question to ask
is how long this takes. For both algorithms, we define a random variable that we call TEA( f ) for the (1 + 1) EA
with mutation probability pm(t) (that may be time-dependent) and TSA( f ) for simulated annealing. Both variables
are defined by min{t ≥ 1 | f (xt ) = max{ f (x ′) | x ′ ∈ {0, 1}n}}. We call TEA( f ) and TSA( f ) the optimization time
and are mostly interested in E(TEA( f )) and E(TSA( f )), the expected optimization times.
We describe one specific time-dependent way of setting the mutation probability pm(t). We define pm(t) :=
2t mod (blog nc−1)/n. The (1 + 1) EA with this time-dependent choice of the mutation parameter is called dynamic
(1+ 1) EA [13].
For a comparison of the (1+ 1) EA and SA we consider both algorithms on the same function f and compare the
expected optimization times E(TEA( f )) and E(TSA( f )). We use the well-known notations for the growth of functions
and describe both expected optimization times as functions of the dimension of the search space n where n grows to
infinity [3]. Thus, we obtain our results in the form of asymptotic upper and lower bounds. In the case that asymptotic
upper and lower bounds are matching we call this bound asymptotically tight.
Definition 1. Let f, g : N→ R+ be two functions.
• f = O(g) iff ∃n0 ∈ N, c ∈ R+ : ∀n ≥ n0 : f (n) ≤ c · g(n).
• f = Ω(g) iff g = O( f ).
• f = Θ(g) iff f = O(g) and f = Ω(g).
• f = o(g) iff lim
n→∞ f (n)/g(n) = 0.
• f = ω(g) iff g = o( f ).
3. How to compare SA and the (1+ 1) EA and tools for the analysis of the Metropolis algorithm
It is very difficult if not simply impossible to come up with a universal, fair and meaningful comparison of two
general randomized search heuristics. In order to come to any results a number of decisions have to be made. We
compare the (1 + 1) EA with simulated annealing. While the (1 + 1) EA can reach any point in the search space in
only one step, simulated annealing has to make many steps and may have to accept many decreasing steps in order to
do so. This requires the choice of an appropriate cooling schedule. Sticking to the idea of simulated annealing we only
consider cooling schedules where the temperature does not increase, i.e. non-decreasing functions α : N → [1;∞[.
It is known that in some circumstances increasing the temperature can be beneficial [4]. However, we consider such
“cooling” schedules to be degenerated and inappropriate for simulated annealing.
Still, the choice of a cooling schedule introduces a great degree of freedom that is not present when using the
(1+ 1) EA. We accept this difference here without trying to find any balancing mechanisms for the (1+ 1) EA. For a
concrete objective function f : {0, 1}n → R, we consider simulated annealing to be superior if we can find a cooling
schedule such that simulated annealing clearly outperforms the (1 + 1) EA by means of expected optimization time.
On the other hand, we consider the (1+ 1) EA to be superior if it outperforms simulated annealing for any choice of a
cooling schedule. Being more restrictive here would not be appropriate: it is very easy to hinder simulated annealing
to have acceptable performance by choosing a bad cooling schedule.
If the cooling schedule α is a constant function, i.e. α(t) = α ∈ [1;∞[ for all t , the resulting algorithm is known
as Metropolis algorithm (MA or more precisely MA(α)) [17]. Obviously, the analysis becomes much simpler in this
case. Even though it is known that nonstatic choices of α can be crucial for the success of simulated annealing [4,21,
23], in many cases the Metropolis algorithm already shows good performance. Furthermore, results for static α often
yield upper or lower bounds for the non-static case [4].
We introduce a class of functions which have a simple description and have been often investigated in the literature.
Definition 2. The class Un contains all functions of unitation on {0, 1}n , i.e., functions f : {0, 1}n → R where f (x)
depends only on the number of ones in x . Let vi by the value of f on inputs with i ones, then v = v( f ) = (v0, . . . , vn)
is called the value vector of f . The class U∗n contains all f ∈ Un where vn > vi for all i < n, i.e. 1n is the unique
global optimum of f .
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The functions inUn are also known as symmetrical functions since the function value does not change by permuting
the input bits.
It is obvious that the expected optimization time of the (1 + 1) EA or SA depends for functions from Un on the
current search point x only via the number of ones in x . For one of the algorithms A let T ( f ) be the optimization time
and T (i)( f ) the optimization time when starting with a search point with i ones. The law of total probability implies
E(T ( f )) =
n∑
i=0
(
n
i
)
· 2−n · E(T (i)( f )).
Simulated annealing on functions fromU∗n has the nice property that starting on level i , i.e. with a search point with
i ones, it has to pass level i + 1 to reach the optimal level n. To analyze SA it is essential to understand the behaviour
of MA(α), i.e. MA with parameter α. In the following we omit the value of α if this cannot lead to confusions.
Let T (i)+MA ( f ) be the random variable describing the number of steps of MA to reach level i + 1 when starting on
level i . Furthermore, let p+i ( f ) be the probability to reach level i + 1 from level i in one step and let p−i ( f ) be the
probability to reach level i − 1 from level i in one step. The following useful tool has been presented in [4].
Theorem 3. For the Metropolis algorithm on functions f ∈ U∗n , it holds that
E(T (i)+MA ( f )) =
1
p+i ( f )
+ p
−
i ( f )
p+i ( f )
· E(T (i−1)+MA ( f ))
=
i∑
k=0
(
1
p+k ( f )
·
i∏
l=k+1
p−l ( f )
p+l ( f )
)
and
E(TMA( f )) ≤
n−1∑
i=0
E(T (i)+MA ( f )).
In order to understand the behaviour of a search heuristic on different functions it is a good starting point to analyse
the behaviour on ONEMAX defined by ONEMAX(x) = ∑ni=1 xi . Obviously, ONEMAX ∈ U∗n and its value vector
equals (0, 1, 2, . . . , n − 1, n). We will apply the results of the next section later.
4. The Metropolis algorithm on ONEMAX
Almost everything is known about the (1 + 1) EA with mutation probability pm = 1/n when maximizing
ONEMAX. We know that E(TEA(ONEMAX)) = O(n log n) [18] and E(TEA(ONEMAX)) = Ω(n log n) [5]. Moreover,
the proof in [18] implies that E(TMA(ONEMAX)) = O(n log n) for the temperature 0 (or α = ∞) and the proof of
[5] can be used to prove that E(TSA(ONEMAX)) = Ω(n log n) for any cooling schedule (see Theorem 6). It can also
be concluded that E(TMA(α)(ONEMAX)) is decreasing with respect to α, i.e. smaller temperatures are strictly better
than higher ones. We are interested in more precise results.
Theorem 4. Let ε > 0 be a constant and α ≥ εn. Then
E(TMA(α)(ONEMAX)) = O(n log n).
Proof. We use the abbreviations E := E(TMA(α)(ONEMAX)) and Ei := E(T (i)+MA(α)(ONEMAX)). We apply
Theorem 3. Part 2 implies
E ≤ E0 + E1 + · · · + En−1
and Part 1 implies, since p+i (ONEMAX) = (n − i)/n and p−i (ONEMAX) = i/(αn),
Ei = nn − i +
1
α
· i
n − i · Ei−1.
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We prove the existence of a constant c (depending on ε) such that Ei ≤ 2n/(n − i) for i ≤ n − c. Moreover, there is
a constant c′ (depending on c) such that Ei ≤ c′n for i > n − c. This proves the theorem since(
n−c∑
i=0
2n
n − i
)
+
n−1∑
i=n−c+1
c′n ≤ 2n ln n + cc′n.
For the first step, let c ≥ 2/ε. Obviously, E0 = 1 and the claim holds for i = 0. The induction step for i ≤ n − c can
be performed in the following way:
Ei ≤ nn − i +
1
εn
· i
n − i · Ei−1 ≤
n
n − i +
1
εn
· i
n − i ·
2n
n − i + 1
≤ n
n − i ·
(
1+ 1
ε
· i
cn
)
≤ n
n − i ·
(
1+ 1
εc
)
≤ 2 · n
n − i
where the last step follows from the condition on c. This implies En−c ≤ 2n.
For i > n − c,
Ei ≤ nn − i +
1
εn
· i
n − i · Ei−1 ≤ n +
1
ε
· Ei−1.
If ε ≥ 1, we can choose c = 2 and have En−1 ≤ 5n. If ε < 1, we replace En−c by the larger value 2n. Hence,
n ≤ (1/2) · Ei−1 and Ei ≤ ((1/2)+ (1/ε)) · Ei−1. This implies
En−c− j ≤
(
1
2
+ 1
ε
) j
· 2n
and all the Ei -values are bounded above by ((1/2)+ (1/ε))c · 2n. Hence,
c′ := max
{
5,
(
1
2
+ 1
ε
)c
· 2
}
is an appropriate choice. 
The upper bound O(n log n) is best possible even for simulated annealing as the following proposition shows.
Proposition 5. For each cooling schedule α(t),
E(TSA(ONEMAX)) = n · ln n − o(n ln n).
Proof. If a search heuristic flips at most one bit, it is not a good choice to accept a step from level i to i − 1. Since, we
have to return to level i before having a chance to reach level i + 1, it follows that α(t) = ∞ is the optimal “cooling
schedule”. Then, SA equals random local search (RLS). With the notation of the proof of Theorem 4, Ei = n/(n− i).
By Chernoff bounds with probability 1 − o(1), the initial search point has less than (2/3)n ones. Finally, starting on
level i , RLS needs Ei + Ei+1 + · · · + En−1 steps in expectation. Altogether, we obtain the lower bound
(1− o(1)) ·
n−1∑
i=(2/3)n
Ei = (1− o(1)) · n ·
(
1+ 1
2
+ 1
3
+ · · · + 1
(1/3)n
)
= (1− o(1)) · n · (ln(n/3)− O(1)) . 
For later purposes, we need large lower bounds for large temperatures, i.e. small values of α.
Theorem 6. Let α(n) = n/β(n) for some increasing function β where β(n) →∞ as n →∞. Then
E(TMA(α)(ONEMAX)) = Ω(2β(n)/3 · n/β(n)).
Proof. With probability 1 − 2−n , the initial search point has at most n − 1 ones and it is sufficient to prove a lower
bound on En−1 (again using the notation from Theorem 4). We investigate when Ei ≥ 2Ei−1. We know that
Ei ≥ i
α(n) · (n − i) · Ei−1.
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Hence, we are interested in values of i where
i · β(n)
n · (n − i) ≥ 2
holds. This is equivalent to
i ≥ n − n · β(n)
2n + β(n) .
Since α(n) ≥ 1 (by definition of SA), β(n) ≤ n and Ei ≥ 2Ei−1 holds if i ≥ n − β(n)/3. Hence, we
have (β(n)/3) − 1 levels where the E-values increases by a factor of at least two and the starting value on level
i∗ = n − β(n)/3 is at least n/(n − i∗) = Ω(n/β(n)). 
If β(n) grows much slower than n, it is easy to improve the exponent β(n)/3 to β(n)/2− O(1).
Since the bound seems to be close to optimal, we may use it to investigate when E(TMA(α)(ONEMAX)) is bounded
by a polynomial. Since 2β(n) is polynomially bounded iff β(n) = O(log n), we conjecture that n/ log n is the
asymptotic bound for α(n) where the expected optimization time of MA turns from superpolynomial to polynomial.
Theorem 7. E(TMA(α)(ONEMAX)) is polynomially bounded if and only if α(n) = Ω(n/ log n).
Proof. The lower bound of Theorem 6 implies that E(TMA(α)(ONEMAX)) is not polynomially bounded if α(n) =
Ω(n/ log n) is not true.
For the upper bound it is sufficient to consider the function α(n) = εn/ log n for some constant ε > 0. We proceed
first in a way similar to the proof of Theorem 4. We prove the existence of a constant c (depending on ε) such that
Ei ≤ 2n/(n − i) for i ≤ n − c log n. Again, E0 = 1 proves the base of induction. For the induction step,
Ei ≤ nn − i +
log n
εn
· i
n − i · Ei−1 ≤
n
n − i +
log n
εn
· n
n − i ·
2n
n − i + 1
≤ n
n − i
(
1+ log n
εn
· 2n
c log n
)
= n
n − i
(
1+ 2
cε
)
.
Again, c = 2/ε is an appropriate choice. We still have to investigate the last k := c log n levels.
We denote by Di the expected time to reach level n − i + 1 when starting at level n − i . Then, for α = α(n),
Di ≤ ni +
1
α
· n − i
i
· Di+1 ≤ ni +
n
α
· 1
i
· Di+1.
Therefore,
D1 ≤ n1 +
( n
α
)
· 1
1
· D2
≤ n ·
( n
α
)0 · 1
1! +
( n
α
)1 · 1
1! ·
(
n
2
+ n
α
· 1
2
· D3
)
≤ n ·
( n
α
)0 · 1
1! + n ·
( n
α
)1 · 1
2! +
( n
α
)2 · 1
2! ·
(
n
3
+ n
α
· 1
3
· D4
)
≤ n ·
( n
α
)0 · 1
1! + n ·
( n
α
)1 · 1
2! + n ·
( n
α
)2 · 1
3! +
( n
α
)3 · 1
3! · D4.
By induction we get
D1 ≤ n ·
(
k∑
i=0
( n
α
)i · 1
(i + 1)!
)
+
( n
α
)k · 1
k! · Dk+1.
We have shown above that Dk+1 = O(n). Hence, it is sufficient to show that (n/α)k/k! is polynomially bounded. We
have n/α = (log n)/ε and k = c log n implying that log((n/α)k) = c(log n)(log log n− log ε). By Stirling’s formula,
log(k!) = k log k − O(k) = c(log n) · (log log n + log c)− O(log n). Altogether,
(n/α)k
k! = 2
c(log n)(log log n−log ε−log log n−log c)+O(log n) = 2O(log n)
and, therefore, E(TMA(α)(ONEMAX)) is polynomially bounded. 
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5. SA and the (1+ 1) EA can differ exponentially
We show these differences for functions which are equal to ONEMAX for all but Θ(n) inputs.
We define our first example function f1 : {0, 1}n → R by
f1(x) :=
{
ONEMAX(x) if ONEMAX(x) 6= n − 1
0 otherwise
for all x ∈ {0, 1}n . The only difference to ONEMAX, a sharp decrease in function values for all strings with exactly
n − 1 ones, is no difficult obstacle to the (1+ 1) EA but it is for simulated annealing.
Theorem 8. With pm(t) = 1/n, E(TEA( f1)) = Θ(n2).
Proof. For the lower bound, it suffices to observe that the last step that leads to the unique global optimum is a
mutation of at least two specific bits, given that the initial string contains at least two zero bits. Thus, we have
(1 − (n + 1)2−n) · n2 as a lower bound on the expected optimization time. For the upper bound, it follows from
the analysis of the (1 + 1) EA on ONEMAX that it takes an expected number of O(n log n) steps to reach the level
n − 2 or the level n. On level n − 2 only search points from level n − 2 or level n are accepted. The probability to
create 1n is lower bounded by 1/(en2) leading to an expected waiting time of O(n2). 
Theorem 9. If α : N → [1;∞[ is (not necessarily strictly) increasing (i.e. the temperature is decreasing),
E(TSA(α(t))( f1)) = Ω(20.257·n).
Proof. We know from Theorem 6 that, as long as α(t) ≤ γ for some constant γ ≥ 1, the expected time to obtain a
string with n − 2 ones is bounded below by Ω(2n/(3γ )). To be faster, it is necessary that α(t) > γ at the point of time
when we create a string with n − 2 ones. Afterwards, we have to accept a string with n − 1 ones and the acceptance
probability is bounded above by γ−(n−2) which leads to an expected waiting time of at least γ n/4. We maximize the
lower bound by choosing γ in a way that γ log γ = 1/3 holds. Using γ = 1.294 yields the claimed lower bound. 
The difficulties of simulated annealing are easy to understand: In order to reach the unique global optimum a
temporary decrease in function value of n − 2 has to be accepted. In order to do this, α(t) needs to be small;
α(t) = 1 + O(log(n)/n) is needed for a polynomial expected waiting time. But even α(t) = 1.294 is too small to
come so far in expected subexponential time. We recognize a clear advantage for the (1+1) EA due to its insensitivity
towards changes in function values and its ability to “jump” across small regions of low function values.
Our next example function f2 will demonstrate a similarly drastic advantage for simulated annealing and even the
Metropolis algorithm over the (1 + 1) EA. The idea is simple: The (1 + 1) EA can “jump” across regions of low
function values in polynomial time only if the jump needed is not too large. Simulated annealing can walk through
such valleys given that the decrease in function value is not too large — almost independently of the size of the valley.
We define the example function f2 : {0, 1}n → R by
f2(x) :=

2n · n + 1 if x = 0n
2n · n − (n − i) if x = 1i0n−i , i ∈ {1, . . . , n}
2n · ONEMAX(x) otherwise
for all x ∈ {0, 1}n .
To get a feeling about f2, we remark that 0n is the unique global optimum while most function values give hints to
search for 1n . There is a path from 1n to 0n where the function values are strictly decreasing (which is equivalent to
no path for the (1+ 1) EA) but slowly decreasing (which gives SA some chance).
Theorem 10. E(TEA( f2)) = 2Ω(n) for any mutation schedule pm(t). For pm(t) = 1/2, E(TEA( f2)) = 2n .
Proof. The upper bound follows easily since the (1+ 1) EA with pm(t) = 1/2 is equal to purely random search.
For the lower bound, we apply Chernoff bounds to prove that with probability 1 − 2−Ω(n) the initial search point
has at least n/3 ones. We only accept strings with even more ones or strings 1i0n−i , 0 ≤ i ≤ n. The probability to
create a string 1i0n−i where i ≤ n/6 is bounded above by pm(t)n/6 ≤ 2−n/6. This takes an expected number of at
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least 2n/6 steps. If we create a string with 1i0n−i where i > n/6, we accept only such strings and the expected waiting
time to obtain 0n is also bounded below by 2n/6. 
Theorem 11. For α = n4/2n , E(TMA(α)( f2)) = O(n3).
Proof. We consider a run of MA with α = n4/2n on f2 and partition it into two phases. The first phase starts with
random initialization and ends when some string x = 1i0n−i with i ∈ {0, 1, . . . , n} enters the population. The second
phase starts after the first phase and ends when the unique global optimum is reached. Obviously, we get an upper
bound on E(TMA( f2)) if we add up upper bounds for the expected lengths of the two phases.
On average, the first phase ends within O(n log n) steps. The search points which do not belong to the target space
in the first phase are the worst ones with respect to f2. Hence, we are in the situation of the function 2n · ONEMAX
and α = n4/2n . The behaviour of the Metropolis algorithm does not change if we divide all function value by some d
and change α to αd . For d = 2n , we obtain ONEMAX and an α-value of n4. Now, we can apply Theorem 4.
Now we consider the second phase. We start with a string x = 1i0n−i for some i ∈ {1, . . . , n}. The probability to
accept some string that is neither of this form nor the global optimum is in each step bounded above by α−2n = 1/n4.
If this happens, we consider the second phase to be a failure and reconsider the run, again with two phases. If we
succeed to prove O(n3) as upper bound on the average length of the second phase, then the probability of such a
failure is bounded above by O(1/n) and the expected number of such repetitions does not harm our upper bound.
Thus, we now have to deal with the situation that we only have current strings of the form 1i0n−i .
We denote the probability to decrease the number of leading ones in x from i to i − 1 by p−i . Accordingly, p+i
denotes the probability to increase this number from i to i + 1. For i with 0 < i < n, p−i and p+i are independent of
i . Obviously, p+i = 1/n and p−i = 1/(αn) = 1/n1+4/2
n
holds in this case. We consider cn3 steps where c is some
constant sufficiently large. Application of Chernoff bounds yields that with probability very close to 1 we have at least
c′n2 steps where the value of i changes within these cn3 steps (or the global optimum is reached). By choosing c large
we can get c′ as large as we want. We consider the first T := c′n2 of these steps. Let the conditional probability to
increase or decrease i in such a step be denoted by q+i or q
−
i respectively. By definition, q
+
i = p+i /(p+i + p−i ) and
q−i = p−i /(p+i + p−i ) holds. If we have at least (T + n)/2 decreasing events within these steps, the global optimum
must be reached. In order to estimate the probability for this we note that q−i = 11+n4/2n holds. Using ex ≤ 1 + x
for 0 ≤ x ≤ 1/10 we get n4/2n = e(4 ln n)/2n = 1 + O((ln n)/2n) and q−i = (1/2) − O((ln n)/2n). We compare our
experiment with a similar experiment where the probability of a decreasing event is exactly 1/2. The probability that
there is a different outcome in one of the T events is bounded by O((n2 ln n)/2n) and this is considered as a failure.
Hence, we can consider the case of probability 1/2 for success (decreasing step) and no success. Let S denote the
random number of total successes in T experiments. We have Prob (S = bT/2c) ≥ Prob (S = j) for any j and know
that Prob (S = bT/2c) ≤ 2/√T holds. Thus, Prob (S ≥ (T + n)/2) ≥ 1/2 − (n/2) · 2/√T = 1/2 − 1/√c′ holds.
Choosing c such that c′ ≥ 9 holds yields the following result: With probability at least 1/6 within O(n3) steps the
global optimum is reached. Therefore, the expected number of such “runs” of length O(n3) needed to find the global
optimum is O(1) and we get O(n3) in total as upper bound on the expected optimization time of simulated annealing
on f2. 
Sometimes the expected optimization time can be a very misleading measure. There are example functions known
where the expected optimization time is exponential but with probability very close to one a global optimum is found
within a polynomial number of steps. In such cases independent restarts can decrease the expected optimization time
drastically. We strengthen the differences in performance between the (1 + 1) EA and simulated annealing we have
seen so far by discussing why restarts are not helpful here.
In the case of f1, the exponential lower bound for simulated annealing is based on the fact that at some point of
time a string with less than n − 1 ones is current string which holds with a probability exponentially close to one.
Then, a worsening of n − 2 has to be accepted causing an exponential waiting time with probability exponentially
close to 1. Thus, polynomially many restarts cannot change any of this.
In the case of f2, the exponential lower bound for the (1 + 1) EA is based on the event to start with a string with
at least n/3 ones. The probability of this event is 1 − 2−Ω(n) and we need on average 2Ω(n) restarts to have a better
situation.
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We have learned that there can be enormous differences in performance between the (1 + 1) EA and simulated
annealing — even for very simply structured functions. Such performance differences can occur with any of the two
algorithms being the superior one. This shows that a simple and direct transfer of results is not possible. Both example
functions are based on extreme changes in function values of neighbouring strings. We will use this observation in the
next section as motivation for a class of functions where we hope that a transfer of results may be possible.
6. Looking for scenarios where SA and the (1+ 1) EA behave in a similar way
When looking for classes of functions where the (1 + 1) EA and simulated annealing have similar performance,
we have to rule out functions like the two example functions from Section 5. Both functions, f1 and f2, have
extreme differences in function values for neighbouring points in the search space. We can exclude such functions
by considering classes of functions where the fitness landscapes are smooth in some way. But we have seen that it
is not the absolute difference in function values that matters: the interplay between this difference and the current
value of α(t) determines the behaviour of simulated annealing. Arbitrary scalings of the fitness differences can be
compensated by an appropriate change of the cooling schedule. The following definition takes this into account.
Definition 12. A pseudo-boolean function f : {0, 1}n → R is called smooth integer (s.i.), if f (x) ∈ Z for all
x ∈ {0, 1}n and if | f (x)− f (y)| ≤ 1 for all x, y ∈ {0, 1}n with H(x, y) ≤ 1, where H(x, y) denotes the Hamming
distance between x and y.
It is clear that smooth integer functions cannot separate simulated annealing and the (1 + 1) EA in the way f1 or
f2 do. What remains to be shown is that they do not only hinder such constructions but do indeed imply similarities
in the way the (1+ 1) EA and simulated annealing optimize a function.
There are different known example functions that have the property to be smooth integer: ONEMAX, the needle-
in-the-haystack functions, and Pru¨gel-Bennett’s Fn [19] are such functions with very different properties otherwise.
Other known example functions can be changed so that they become s.i. without losing their main properties. The
function JUMPk [11] is an example.
We have seen that the (1+1) EA and simulated annealing perform very similarly on ONEMAX. The same is known
for needle-in-the-haystack functions [7]. Both functions have in common that there are no “valleys”: there is no need
for a mutation of several bits simultaneously for the (1+ 1) EA and there is no need for simulated annealing to accept
any worsenings. We will consider a very simple class of functions, inspired by JUMPk [11], and show that this is not
necessary for similar performance.
Definition 13. For k ∈ {1, 2, . . . , b(n − 1)/2c} the function gk : {0, 1}n → R is defined by
gk(x) :=

2n − 4k − 2− ONEMAX(x) if n − 2k ≤ ONEMAX(x) ≤ n − k − 1
ONEMAX(x)− 2k if n − k ≤ ONEMAX(x)
ONEMAX(x) otherwise
for all x ∈ {0, 1}n .
The function gk partitions the search space into three disjoint regions. In the first region, where 0 ≤ ONEMAX(x) <
n − 2k holds, the function value is given by ONEMAX(x). Then follows the second region, where n − 2k ≤
ONEMAX(x) < n − k holds; there the function values decrease with the number of ones in x . Finally, in the last
region, where ONEMAX(x) ≥ n − k holds, the function values increase again until they reach the global maximum
n − 2k for x = 1n . A typical example is g4 : {0, 1}20 → R shown in Fig. 1.
It is interesting to note that gk is not only smooth integer but also a function of unitation, just like ONEMAX is and
like a needle-in-the-haystack function can be. We will only deal with such functions here.
Before investigating the behaviour of the (1 + 1) EA and simulated annealing on gk , we want to make a general
remark on functions of unitation which are smooth integer. As far as the performance of the (1+ 1) EA and simulated
annealing are concerned, we can partition all these functions into at most 3n disjoint sets, such that both algorithms
have identical behaviour for all functions of one such set— and this holds for each set. The reason is that the (1+1) EA
is only sensitive towards the ordering of the function values and simulated annealing only to the difference between
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Fig. 1. The function g4 : {0, 1}20 → R.
neighbouring function values. Thus, we can choose f (0n) = z with any value z ∈ Z and define the function f by a
vector d = (d1, d2, . . . , dn) ∈ {−1, 0, 1}n with the following interpretation. We have
f (x) = z +
ONEMAX(x)∑
i=1
di
for all x ∈ {0, 1}n . Since the value of z does not matter, we can use z = 0 for such functions. Using this
notation, ONEMAX is defined by di = 1 for all i ∈ {1, . . . , n}, a needle-in-the-haystack function by di = 0
for all i ∈ {1, . . . , n − 1} and dn = 1. We get gk by di = 1 for all i ∈ {1, . . . , n − 2k − 1}, di = −1 for all
i ∈ {n − 2k, . . . , n − k − 1} and di = 1 for all other i .
Our idea of the function gk is that of Fig. 1: a ONEMAX-like function with a rather small valley just in front of
the unique global optimum. This idea is not realized by gk if k becomes so large that the valley occupies about half
of the search space or even more like it is the case for k ≥ n/4. Even though it is not technically difficult to extend
our formal analysis to gk for such values of k we will not do so since it distracts us from our line of thought. Since
the most interesting cases are those where the algorithm used has polynomial expected optimization time, we restrict
ourselves to k = Θ(1) here.
Theorem 14. For k = Θ(1), E(TEA(gk)) = Θ(n2k+1) holds for pm(t) = 1/n and E(TEA(gk)) = Ω(n2k+1) holds for
any pm(t).
Proof. For the upper bound we have pm(t) = 1/n. It suffices to note that the (1 + 1) EA optimizes OneMax on
average in time O(n log n) [18]. Thus, we can conclude that on average it finds the optimum or a current string x with
ONEMAX(x) = n − 2k − 1 within O(n log n) steps. In this situation a mutation of the 2k + 1 bits with value zero
leads to the unique global optimum. This implies E(TEA) = O(n2k+1) for this choice of pm .
For the proof of the lower bound, we observe that after reaching a search point with n−2k−1 one bits, the situation
is only changed by a mutation to 1n . If the mutation probability is q , this probability equals q2k+1(1−q)n−2k−1 which
is maximized for q = (2k + 1)/n. Hence, the expected optimization time in such a situation is Ω(n2k+1). Altogether,
it is sufficient to prove that such a situation occurs with probability Ω(1).
We can assume that the initial search point has less than n − n1/2 ones; the failure probability is exponentially
small. As long as the number of ones is less than (2/3)n, the probability to create a string with at least n−n1/2 ones is
exponentially small. Hence, we can assume to create a search point x with at least (2/3)n and at most n − n1/2 ones.
Afterwards, we may exclude steps with mutation probability at least n−1/2. The probability to have more flipping
zeros than flipping ones is exponentially small for such values of pm(t). If the mutation probability is less than n−1/2,
we can exclude steps increasing the number of ones by at least n1/2/2 since the expected number of flipping zeros is
at most n1/2/3. Hence, we can assume to create a string with at least n− n1/2 and at most n− 2k − 1 ones (of course,
if n is large enough).
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From this point of time we can exclude steps with a mutation probability of q ≥ n−3/4. Then, with large probability,
the number of flipping ones is Ω(qn) and the number of flipping zeros is O(qn4/5). If q < n−3/4, the probability of
at least 20k flipping zeros is bounded by(
n1/2
20k
)(
n−3/4
)20k ≤ n−5k .
If this happens within n2k+1 steps, this also is considered as a failure. Hence, we can assume that we create a search
point with at least n − 22k and at most n − 2k − 1 ones.
If we have i zeros, we can increase the number of ones by m if j zeros, m ≤ j ≤ i , and j − m ones flip. The
corresponding probability equals(
i
j
)
·
(
n − i
j − m
)
· q2 j−m(1− q)n−(2 j−m). (1)
The parameter j − m takes the values 0, . . . , i − m, where j − m is maximal for m = 1. We compare (1) for m = 1
and some value of j − m with the corresponding term for m > 1 and the same value of j − m. The terms agree in( n−i
j−m
)
q j−m . The terms
(i
j
)
are constants and (1 − q)n−(2 j−m) = 1 − o(1), since q < n−3/4. The remaining term is
q j . Hence, the conditional probability that a step increasing the number of ones increases the number by at least two
is only O(q). Since we only have at most 22k = O(1) zeros, the probability to create and accept a search point with
n − 2k − 1 ones is 1− O(q). 
The performance of the (1+ 1) EA is governed by the time needed to jump over the valley just before reaching the
unique global optimum. Simulated annealing will have to walk through this valley accepting k decreases in function
value consecutively. It is not surprising that this dominates the expected optimization time of simulated annealing.
Theorem 15. For gk with k = Θ(1), E(TMA(gk)) = O(n2k+1) holds. For α ≥ εn, where ε > 0 is a constant and
α = O(n) holds, E(TMA(α)(gk)) = Θ(n2k+1) holds for gk with k = Θ(1).
Proof. The proof works for any cooling schedule which guarantees (1) α(t) ≥ (1+ ε)n/2 for all t ≥ t0, where ε > 0
is a constant and t0 = O(n2k+1), and (2) α(t) = O(n) for all t . Here, we choose α := n fixed. Proving the theorem
for the other cases does not require any new ideas. The calculations, however, have to be adjusted appropriately. We
present the proof for the special case, only, and leave the straightforward generalization to the reader.
We begin with considering g1 and use
E(T+i (g1)) =
1
p+i
+ p
−
i
p+i
· E(T+i−1(g1))
from Theorem 3 in order to derive an upper bound on E(TMA) ≤∑n−1i=0 E(T+i (g1)).
For i ≤ n − 4, nothing is different from ONEMAX, so that E(T+n−4(g1)) = Θ(n) holds. For i = n − 3, we are in a
situation where each mutation leads to a decrease in function value. We get
E(T+n−3(g1)) =
n2
3
+ n
2
3
· n − 3
n2
· E(T+n−4(g1)) = Θ
(
n2
)
as a consequence. For i = n − 2, we are in a situation where each mutation leads to an increase in function value. We
get
E(T+n−2(g1)) =
n
2
+ n
2
· n − 2
n
· E(T+n−3(g1)) = Θ
(
n3
)
as a consequence. Finally, for i = n − 1, we are again in the same situation as for ONEMAX which implies
E(T+n−1(g1)) = n + n ·
n − 1
n2
· E(T+n−2(g1)) = Θ
(
n3
)
.
This implies E(TSA) = Θ(n3) on g1, which is in accordance with the desired result. We repeat the proof for g2 and
look for differences and similarities. Since the size of the “valley” changes with k, the absolute numbers of ones in
the strings cannot be compared directly.
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On g2, for i ≤ n− 6, everything is the same as for ONEMAX. We call i ∈ {0, 1, . . . , n− 6} type I levels here. This
corresponds to i ∈ {0, 1, . . . , n − 4} on g1. We get E(T+n−6(g2)) = Θ(n) as a direct consequence.
For i = n−5, we are in the situation where each mutation leads to a worse offspring. This corresponds to i = n−3
on g1. We call this level type II. We get E(T+n−5(g2)) = Θ(n2).
For i = n − 4, we are in a situation which is inverse to ONEMAX: increasing the number of ones decreases the
function value and vice versa. We call such levels type III levels. Note that there is no type III level for f1. We get
E(T+n−4(g2)) =
n2
4
+ n
2
4
· n − 4
n
· E(T+n−5(g2)) = Θ
(
n4
)
here.
For i = n − 3 we are on g2 in the same situation as for i = n − 2 on g1: each mutation implies an increase in
function value. We get
E(T+n−3(g2)) =
n
3
+ n
3
· n − 3
n
· E(T+n−4(g2)) = Θ
(
n5
)
as a consequence. We call this level type IV.
For i = n − 2 and i = n − 1 we are in a ONEMAX-like situation, again. We conclude that E(T+n−2(g2)) = O(n5)
and E(T+n−1(g2)) = O(n5) hold. These levels are called type V levels.
We see that only type III levels are new for g2 in comparison to g1. For larger values of k, no new situations occur.
We summarize what we have for general, yet constant values of k. Levels i ∈ {0, 1, . . . , n − 2k − 2} are type I levels
where E(T+i (gk)) = Θ(n/(n−i)) holds. The only type II level is i = n−2k−1. Here E(T+n−2k−1(gk)) = Θ(n2) holds.
After that we have the type III levels for i ∈ {n − 2k, n − 2k, . . . , n − k − 2}, where E(T+i (gk)) = Θ(n2(i−n+2k)+4)
holds. Note that for k = 1, n− 2k = n− 2 > n− 3 = n− k − 2 holds, so that there is no type III level for g1. We see
that the optimization time sharply increases here with the required decrease in function values as could be expected.
For i = n − k − 1 we have the only type IV level, where E(T+n−k−1(gk)) = Θ(n2k+1) holds. The following levels
i ∈ {n− k, n− k + 1, . . . , n− 1} are of type V and we have E(T+i (gk)) = Θ(n2k+1) there. Since we have k = Θ(1),
the results on E(T+i (gk)) imply the desired result on E(TMA(gk)). 
Theorem 15 contains a general upper bound, only. The possibility remains that simulated annealing outperforms
the (1 + 1) EA on gk using an appropriate cooling schedule. We do not have a formal proof that this is not the case.
But we can offer some arguments that make this seem to be unlikely. First, we note that switching from a fixed value
of α to a non-increasing cooling schedule is not helpful. In the beginning gk looks like ONEMAX. In this situation
large values of α are helpful. Only later, in the valley, smaller values for α can lead to a speed-up. This is the opposite
of a nondecreasing cooling schedule, thus a constant value seems to be an appropriate choice.
The example functions gk show that “valleys” alone are not sufficient to separate the (1 + 1) EA from simulated
annealing on s.i. functions. Neither regions with increasing function values nor regions with constant function values
(so-called plateaus) can cause a separation since both algorithms work in the same way there. These arguments are
far from a formal proof that the (1 + 1) EA and simulated annealing necessarily show similar performance on s.i.
functions.
However, a note of caution should be added. We seem to have reason to believe that the performance of the
(1+ 1) EA and simulated annealing on s.i. functions which are functions of unitation are necessarily very similar. We
present another family of example functions which demonstrate that large (yet polynomial) performance differences
can occur. Due to the missing lower bound for a range of possible fixed values of α on ONEMAX we cannot prove
that simulated annealing does perform worse for all cooling schedules. But for all cooling schedules which enable us
to prove polynomial upper bounds at all, the upper bound for simulated annealing will be considerably worse than the
one for the (1+ 1) EA.
The idea of the example function hk (again k ∈ N, k = Θ(1)) is to concatenate the valleys of gi with i ≤ k
in ascending order in such a way that the peaks at the end of the valleys grow. We have h1 = g1 and get different
functions for k > 1. One example, h3 : {0, 1}30 → R, is visualized in Fig. 2.
A formal definition is somewhat involved. We choose to define the function by a vector of differences between
function values d = (d1, . . . , dn) ∈ {−1, 0, 1}n . For the definition of this vector d it is convenient to define points of
change p j , first, where j ∈ {1, 2, . . . , 2k + 1}. Given these points of change, we define d1 = d2 = · · · = dp1 = 1,
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Fig. 2. The function h3 : {0, 1}30 → R.
dp1+1 = · · · = dp2 = −1, dp2+1 = · · · = dp3 = 1, and so on. For the points of change, we define p1 = n− k(k + 2),
p2 j = p2 j−1 + j , and p2 j+1 = p2 j + j + 1 for j ∈ {1, 2, . . . , k}. Using hk(0n) = 0 for all k and n this completes
the formal definition of hk . As an example, consider h3 for n = 30. We get p1 = 15, p2 = 16, p3 = 18, p4 = 20,
p5 = 23, p6 = 26, and p7 = 30, leading to h3 as it can be seen in Fig. 2.
It is not difficult to prove an acceptable upper bound on the optimization time on hk for the (1 + 1) EA. The
algorithm can “jump from hill top to hill top.” This way, the expected optimization time is dominated by the final
valley.
Theorem 16. For hk with k = Θ(1), E(TEA(hk)) = Θ(n2k+1) holds for pm(t) = 1/n.
Proof. For the lower bound it suffices to note that the final valley has to be crossed which is identical to the situation
for gk . For the upper bound, we note that for each valley a mutation of 2i + 1 specific bits is enough to cross it. This
yields
E(TEA) = O
(
k∑
i=1
n2i+1
)
= O
(
n2k+1
)
as upper bound. 
For simulated annealing, the situation is similar to the situation for gk . We can only prove an upper bound that is
based on a special fixed value for α. However, we have the same reasons as mentioned above to believe that the upper
bound given may be tight.
Theorem 17. For hk with k = Θ(1), E(TMA(hk)) = O(nk2+k+1) holds. For α ≥ εn, where ε > 0 is a constant and
α = O(n) holds, E(TMA(hk)) = Θ(nk2+k+1) holds for hk with k = Θ(1).
Proof. Like in the proof of Theorem 15, this proof works for any cooling schedule which guarantees (1) α(t) ≥ εn
for all t ≥ t0, where ε > 0 is a constant and t0 = O(nk2+k+1), and (2) α(t) = O(n) for all t . Again, we choose
α := n fixed and leave the generalization to the reader.
We partition the different levels of ones according to the types in the proof of Theorem 15. We make the following
observations. Type I levels only add an additive term Θ(n) to the expected optimization time from the previous
level. Type II levels add an additive term Θ(n2) and a multiplicative term Θ(n) of the expected optimization time
from the previous level. Type III levels add an additive term Θ(n2) and a multiplicative term Θ(n2) to the expected
optimization time from the previous level. Type IV levels add an additive term Θ(n) and a multiplicative term Θ(n)
to the expected optimization time from the previous level. Finally, type V levels just add an additive term Θ(n) to the
expected optimization time of the previous level.
We have k levels of type II and type IV each. This adds 2k to the exponent of the expected optimization time. We
have k valleys, the first without type III level, all others with one type III level more than the previous valley. This
adds up to k(k− 1)/2 type III levels, adding k(k− 1) to the exponent of the expected optimization time. We add 1 for
the first n − k(k + 2) levels and get Θ(nk(k−1)+2k+1) = Θ(nk2+k+1) as bound as claimed. The linear and quadratic
terms added do not lead to an increase in the asymptotic notation since we have k = O(1). 
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One may believe that increasing α in a way that α = ω(n) holds may decrease the expected optimization
time since it seems to decrease the influence of the smaller valleys. However, this is not the case. At the type II
level at the beginning of a valley with depth j we have E(T+i (hk)) = Ω(αn + n2) when we use an arbitrarily
fixed α. The choice of α has influence on the expected time until the bottom of the valley is reached. We get
E(T+i+ j (hk)) = Ω(α jn j+1 + α j−1n j+2) there. Indeed, when climbing up the valley we get a factor Θ(n/α) that
may diminish the influence of the time spent before. This adds up to E(T+i+2 j (hk)) = Ω(n2 j+1 + n2 j+2/α) just in
front of the next hill top. We see that the α-independent term n2 j+1 cannot be avoided. And exactly this term dominates
the expected optimization time in the proof of Theorem 17.
When we consider the quotient of the upper bound for simulated annealing and the expected optimization time
for the (1 + 1) EA, we see that it is always polynomially bounded for k = Θ(1). But simultaneously it can become
arbitrarily large. It is easy to extend the proofs to the case k = O(log n), which would yield a super-polynomially
growing quotient. However, neither the (1 + 1) EA nor simulated annealing have polynomial expected optimization
time in this case. Therefore, we do not consider such a result to be interesting.
If we restrict our considerations to a comparison of the (1+ 1) EA with fixed mutation probability pm = 1/n, we
can present an example with a super-polynomially growing quotient of the two expected optimization times. Note that
pm = 1/n is the most common choice for the mutation probability.
The function s : {0, 1}n → N that clearly separates the two algorithms contains as its key component a large
plateau. While simulated annealing can explore this plateau since entering it requires a small decrease in function
value, the (1+ 1) EA is hindered from even entering it by exactly this required decrease.
Definition 18. The function s : {0, 1}n → N is defined by
s(x) :=

ONEMAX(x) if ONEMAX(x) ≤ n0
n0 − 1 if n0 < ONEMAX(x) ≤ n0 + blog nc
ONEMAX(x)− blog nc − 1 otherwise
with n0 := b(3/5)nc.
Theorem 19. E(TEA(s)) = eΩ(log n log log n) for pm = 1/n.
Proof. Let A denote the event that the (1 + 1) EA reaches some search point x with exactly n0 ones at some point
of time. Then, a mutation of at least log n zero bits simultaneously has to occur before the optimum can be reached.
Such a mutation has probability at most(
2n/5
log n
)(
1
n
)log n
≤ 1
(log n)! = e
−Ω(log n log log n).
This yields E(TEA(s) | A) = eΩ(log n log log n) and it suffices to prove Prob (A) = Ω(1).
Clearly, a search point with n0 ones is reached if the initial search point contains at most n0 ones (with probability
1− 2−Ω(n)), a search point with at least n0 ones is reached after O(n log n) steps (with probability 1− O(1/n)), and
there is no mutation “jumping over” search points with exactly n0 ones to some search point with at least n0+ 1 ones.
We need to bound the probability for this last event by below. If the current number of ones in x is n0 − i , a mutation
of at least i + 1 zero bits is needed in order to make such a big jump. Thus, the probability is bounded above by
pu(i) :=
(
n − n0 + i
i + 1
)(
1
n
)i+1
≤ 1
(i + 1)!
(
1− n0 + i
n
)i+1
.
On the other hand, there is always a probability to increase the current number of ones by 1 that is bounded below by
pl :=
(
n − n0 + i
1
)
1
n
(
1− 1
n
)n−1
≥ n − n0
en
.
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Thus, for each i we have probability of at most pu(i)/(pu(i)+ pl) to decrease i by 1 before make such a jump. The
probability to make such a jump at all can be bounded above by
n−n0∑
i=1
pu(i)
pu(i)+ pl ≤
(
10∑
i=1
pu(i)
pu(i)+ pl
)
+
n−n0∑
i=11
1/(i + 1)!
(1/(i + 1)!)+ (n − n0)/(en) .
Straightforward calculations yield that this sum can be bounded above by some constant ε < 1. Therefore, we have
Prob (A) ≥ (1− ε − O(1/n)− e−Ω(n)) = Ω(1). 
Theorem 20. E(TMA(s)) = nO(1)).
Proof. We choose α = n, this yields an upper bound of O(n log n) for ONEMAX. Thus, we reach some x with
exactly n0 ones on average after O(n log n) steps. The probability to increase the number of ones by 1 in this situation
is Θ(1/α) = Θ(1/n). Then there is a plateau of points of equal fitness. If the current search point x contains exactly
i ones, the probability to increase the number of ones by 1 equals (n − i)/n, the probability to decrease by 1 equals
i/n. Since we have n0 < i ≤ n0 + blog nc, p+i (s) > 1/5 and p−i (s) < 4/5 follows. Thus, the probability to increase
the number of ones to n0 + blog nc + 1 in n0 + blog nc + 1 steps is bounded below by 5−blog nc+1. We conclude that
on average after O(nk) steps the current search point contains more than n0 + blog nc ones, where k is some positive
constant. Furthermore, we have E(T (i)+MA (s)) = O(nk) for all i ≤ n0 + blog nc. We may even assume that k is chosen
in such a way that E(T (i)+MA (s)) ≤ nk holds.
Now, we are in a ONEMAX-like situation again. We apply
E(T (i)+MA ( f )) =
1
p+i ( f )
+ p
−
i ( f )
p+i ( f )
· E(T (i−1)+MA ( f ))
from Theorem 3 with p+i (s) = (n − i)/n and p−i (s) = i/(αn) = i/n2. This yields E(T (i)+MA ( f )) = O(nk) for all
i > n0 + blog nc and completes the proof. 
7. Simulated annealing and the (1+ 1) EA behave similarly for certain kinds of obstacles
The results from the last section clearly show differences between a plateau and a valley. They are two kinds
of obstacles that are suitable to separate the two algorithms by means of the expected optimization time. This is a
global measure. Taking a more local view we determine which obstacle the two heuristics can overcome in expected
polynomial time. Therefore, it is necessary to define the notion of an “obstacle.”
Definition 21. Let f be a function of unitation and smooth integer and let vi be its value on inputs with exactly i
ones. The function f has an (k, d)-obstacle for the (1 + 1) EA if vm < vk if k < m < k + d and vk+d ≥ vk . The
function has a (k, d)-obstacle for SA if vk > vk+1 > · · · > vk+d−1.
We are only interested in obstacles where k = (n/2)+ Ω (√n) since restarts can be used to start the algorithm in
this region. The notion “an algorithm can overcome a (k, d)-obstacle” is defined by the condition that the expected
time to reach a level l where l ≥ k + d starting from level k is polynomial if steps to levels l ′ < k are never accepted.
Theorem 22. SA can overcome (k(n), d(n))-obstacles for SA with k(n) = (n/2)+ Ω (√n) iff
d(n) = O
(
1+ log(n − k(n))
log(n)− log(n − k(n))
)
holds.
Proof. Let k(n) < m < k(n)+ d(n) and let the current string of SA contain exactly m ones. The probability that the
string of the next generation contains m − 1 ones equals m/n and the probability that the string of the next generation
contains m + 1 ones equals (n − m)/(α(t)n). Since α(t) ≥ 1 and SA cannot overjump levels, we can set α(t) := 1.
First, we optimistically replace the probabilities to k(n)/n for going one level down and (n − k(n))/n for going
one level up. Then we are in the situation of the gambler’s ruin problem [6]. It takes an expected time of O(n) to reach
level k(n)+ 1. Then Alice owns one dollar and Bob owns d(n)− 1 dollars. Alice’s probability of winning one round
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equals (n − k(n))/n < 1/2. For t (n) = k(n)/(n − k(n)), the probability that Alice ruins Bob before being ruined
herself equals
t (n)− 1
t (n)d(n) − 1 .
Such a win is necessary to overcome the obstacle. She needs an expected number of trials to ruin Bob once that is
polynomially bounded iff the reciprocal
t (n)d(n) − 1
t (n)− 1
is polynomially bounded. This is equivalent to the condition that t (n)d(n) is polynomially bounded, more precisely(
k(n)
n − k(n)
)d(n)
= nO(1).
This is equivalent to
d(n) (log(n)− log(n − k(n))) = O(log n)
and
d(n) = O
(
1+ log(n − k(n))
log(n)− log(n − k(n))
)
.
We have made the optimistic assumption that the probability of going one level up does not decrease as it does in
reality. It gets its smallest value of (n − k(n) − d(n) + 1)/n one level below the target level. Then the critical term
t (n) equals
k(n)+ d(n)− 1
n − k(n)− d(n)+ 1 .
As long as d(n) fulfils the inequality derived above this value is at most by a constant c larger than the best situation
one level above the initial level. Since d(n) = O(log n), cd(n) is polynomially bounded and we have proved the
theorem. 
The following examples illustrate the bound of Theorem 22. Let γ (n) := n − k(n). Then:
• γ (n) = cn and c < 1/2 implies d(n) = O(log n).
• γ (n) = n/ log n implies d(n) = O(log(n)/ log log n).
• γ (n) = O(nε) and ε < 1 implies d(n) = O(1).
Theorem 23. The (1+ 1) EA can overcome (k(n), d(n))-obstacles for the (1+ 1) EA with k(n) = (n/2)+ Ω (√n)
iff
d(n) = O
(
1+ log(n − k(n))
log(n)− log(n − k(n))
)
holds.
Proof. The (1+ 1) EA overcomes a (k(n), d(n))-obstacle iff a mutation of the current string containing exactly k(n)
ones and γ (n) zeros (with γ (n) = n − k(n) as above) produces an offspring with at least k(n) + d(n) ones. This
happens if exactly l + i out of the γ (n) zeros and i out of the k(n) ones flip for some l ∈ {d(n), d(n)+ 1, . . . , γ (n)},
i ∈ {0, 1, . . . , γ (n) − l}. Let p1(n, k(n), l, i) denote the probability for the mutation of i out of k(n) ones and let
p0(n, k(n), l, i) denote the probability for the mutation of l + i out of γ (n) zeros. Clearly, we have
p1(n, k(n), l, i) =
(
k(n)
i
)
· pm(t)i · (1− pm(t))k(n)−i
p0(n, k(n), l, i) =
(
γ (n)
l + i
)
· pm(t)l+i · (1− pm(t))γ (n)−(l+i)
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and
q(n, k(n), l, i) :=
γ (n)∑
l=d(n)
γ (n)−l∑
i=0
p0(n, k(n), l, i) · p1(n, k(n), l, i)
as probability to overcome a (k(n), d(n))-obstacle. This probability depends on the mutation probability.
We want to determine when q(n, k(n), l, i)−1 = nO(1) holds. Considering the definition of q(n, k(n), l, i) we see
that for each value of l the inner sum equals the probability to produce an offspring with exactly k(n)+ l ones. Since
there are O(n) different values l takes, the total probability is bounded below by the reciprocal of some polynomial
iff one of the summands is. Since there are O(n) different values i takes, the same holds for the inner sum. Thus, we
consider
p1(n, k(n), l, i) · p0(n, k(n), l, i) =
(
γ (n)
l + i
)
·
(
k(n)
i
)
· pm(t)l+2i · (1− pm(t))n−l−2i
in the following. Considering the first derivative we see that this term takes its maximal value for pm(t) = (l + 2i)/n.
Therefore, we restrict our attention to this choice in the following. Clearly,
(p1(n, k(n), l, i) · p0(n, k(n), l, i))−1 = nO(1)
holds iff p1(n, k(n), l, i)−1 = nO(1) and p0(n, k(n), l, i)−1 = nO(1) both hold.
We consider p1(n, k(n), l, i) first and begin with the special case i = 0. We have
p1(n, k(n), l, 0) =
(
1− l
n
)k(n)
=
(
1− l
n
)(n/ l)·l·(k(n)/n)
= e−Θ((k(n)/n)·l) = e−Θ(l)
and see that p1(n, k(n), l, i)−1 = nO(1) holds iff l = O(log n).
For i > 0, let M1 denote the number of flipping ones. This implies Prob (M1 = i) = p1(n, k(n), l, i). The expected
number of flipping ones equals k(n) · (l + 2i)/n and we see that
E(M1) = k(n)n · (l + 2i) > i
holds. This implies
Prob (M1 = i) ≤ Prob (M1 ≤ i) ≤ (i + 1) · Prob (M1 = i)
since Prob (M1 = i) grows with increasing i . Since we have 0 < i < n it suffices to consider Prob (M1 ≤ i).
Application of Chernoff bounds yields
Prob (M1 ≤ i) = Prob
(
M1 ≤
(
1−
(
1− n
k(n)
· i
l + 2i
))
· k(n)
n
· (l + 2i)
)
≤ e−
k(n)
n ·(l+2i)·
(
1− nk(n) · il+2i
)2
/2 = e− (lk(n)+2ik(n)−ni)
2
2nk(n)(l+2i)
= e−
(
l+2i− nk(n) ·i
)2
2· nk(n) ·(l+2i) = e−Θ(l+i).
We see that p1(n, k(n), l, i)−1 = nO(1) holds iff l + i = O(log n). We take this into account when considering
p0(n, k(n), l, i).
In the special case l + i = γ (n) we have
p0(n, k(n), l, i) =
(
l + 2i
n
)l+i
<
(
2(l + i)
n
)l+i
.
We see that (n/(2(l + i)))l+i = nO(1) holds iff l + i = O(1) in this case.
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In the general case we use 0 < d(n) ≤ l + i < γ (n) and have
p0(n, k(n), l, i) =
(
γ (n)
l + i
)
·
(
l + 2i
n
)l+i
·
(
1− l + 2i
n
)γ (n)−l−i
= γ (n)!
(l + i)! · (γ (n)− l − i)! ·
(
l + 2i
n
)l+i
·
(
1− l + 2i
n
)γ (n)−l−i
= Θ
(√
γ (n)
(l + i)(γ (n)− l − i) ·
(
γ (n)
γ (n)− l − i
)γ (n)−l−i
·
(
γ (n)
n
)l+i
·
(
l + 2i
l + i
)l+i
·
(
l + 2i
n
)i
·
(
1− l + 2i
n
)γ (n)−l−i)
by Stirling’s formula. Remember that we have l+i = O(log n) and only want to determine when p0(n, k(n), l, i)−1 =
nO(1) holds. We see that√
(l + i)(γ (n)− l − i)
γ (n)
= nO(1),
(
l + i
l + 2i
)l+i
=
(
1+ i
2i
) l+2i
i ·i · l+il+2i = eO(i) = nO(1), and
((
1− l + 2i
n
)γ (n)−l−i)−1
=
(1− l + 2i
n
) n
l+2i · γ (n)−i−in ·(l+2i)
−1 = eO(l+i) = nO(1)
hold. Thus, it suffices to determine when(
n
γ (n)
)l+i
·
(
n
l + 2i
)i
·
(
γ (n)− l − i
γ (n)
)γ (n)−l−i
=
(
n
γ (n)− l − i
)l+i
·
(
n
l + 2i
)i
·
(
γ (n)− l − i)
γ (n)
)γ (n)
= nO(1)
holds. Since(
γ (n)− l − i)
γ (n)
)γ (n)
=
(
1− l + i
γ (n)
) γ (n)
l+i ·(l+i) = eΘ(l+i) = nO(1)
holds, we only have to determine when(
n
γ (n)− l − i
)l+i
·
(
n
l + 2i
)i
= nO(1)
holds. We consider (n/(l + 2i))i and remember that we can assume l + i = O(log n). This implies i = O(1) is
necessary for (n/(l + 2i))i = nO(1). Remembering that we have l ≥ d we see that p0(n, k(n), l, i)−1 = nO(1) holds
iff
d ln
(
n
γ (n)− d
)
= O(log n)
holds. Clearly,
d = O
(
1+ log(γ (n))
log(n)− log(γ (n))
)
suffices since(
1+ log(γ (n))
log(n)− log(γ (n))
)
= log(n)
log(n/γ (n))
92 T. Jansen, I. Wegener / Theoretical Computer Science 386 (2007) 73–93
implies
d ln
(
n
γ (n)− d
)
= O
 log(n)
log(n/γ (n))
· log
 n
γ (n)− log(γ (n))log(n)−log(γ (n))
 = O(log n).
Furthermore,
d = ω
(
1+ log(γ (n))
log(n)− log(γ (n))
)
implies
d ln
(
n
γ (n)− d
)
= ω(log n)
in the same way. Using γ (n) = n − k(n) completes the proof. 
Theorem 23 reveals an interesting fact about the performance of the (1+ 1) EA on functions from f ∈ U∗n that are
smooth integer. Due to our definition, there are many ways how the (1+ 1) EA can overcome a (k(n), d(n)-obstacle:
reaching any point with at least k(n)+ d(n) ones suffices. This is in some sense optimistic. When optimizing such a
function f it depends on the function values of search points with at least k(n)+d(n) ones if the (k(n), d(n))-obstacle
can really be overcome this way. From the calculations in the proof of Theorem 23 we learn that all (k(n), d(n))-
obstacles are of equal difficulty. Reaching any level k(n)+d(n)+ i with i > 0 is with respect to polynomial expected
waiting time not easier than reaching the level k(n)+ d(n).
Due to the differences in the search operator and the different ways of accepting new search points, obstacles for
SA and the (1 + 1) EA are different. But Theorems 22 and 23 reveal that SA and the (1 + 1) EA can overcome
obstacles of the same size and location in expected polynomial time.
8. Conclusions
We have presented a systematic comparison of simulated annealing and the (1 + 1) EA under the aspect of
expected optimization time. The comparison is inspired by similarities of these two randomized search heuristics.
One motivation is the hope to find mechanisms to transfer analytical results from one of these two algorithms to the
other. This concrete study may be seen as an example of an approach that tries to find a kind of taxonomy for general
randomized search heuristics. Having such a general goal in mind the steps taken here may seem appear to be too
timid. Despite its obvious desirability, we consider such a general approach to be too ambitious given the current
knowledge on the analysis of randomized search heuristics.
By means of two example functions we learned that in spite of their similarities the performances of simulated
annealing and the (1 + 1) EA can be drastically different. This leads to a clearer formulation of our goal. We are
looking for classes of functions where both algorithms have similar expected optimization times. For the two example
functions which demonstrated extreme performance differences extreme differences between neighbouring points in
the search space are crucial. Therefore, the definition of smooth integer functions is motivated. The absolute difference
in function values between neighboring points is limited to one, scaling tricks are prohibited since the function values
are restricted to be integers. The class of smooth integer functions, especially the subclass of functions which are
smooth integer and functions of unitation, has been investigated more closely. One family of example functions
showed that a single valley in the search space that needs to be crossed causes an obstacle that is of equal difficulty to
the (1+ 1) EA and simulated annealing. A second family of example functions showed that simple concatenation of
valleys is already sufficient to demonstrate arbitrarily large, yet polynomial differences in performance between the
two randomized search heuristics. Furthermore, we were able to prove that using the most common static mutation
probability, even a superpolynomial difference in performance is possible.
We see that even on smooth integer functions which are functions of unitation, the performance of simulated
annealing and the (1+ 1) EA can be very different. From a more local point of view, however, we were able to prove
quite similar behaviour. Considering local obstacles that the algorithms encounter when optimizing such functions, we
proved that simulated annealing and the (1+ 1) EA can overcome obstacles of the same size and location in expected
polynomial time.
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In a broader sense, learning how to identify classes of functions where similar yet different randomized search
heuristics may become a valuable tool in order to classify objective functions as well as randomized search heuristics.
In particular, using the results of this paper as a starting point, two directions for future research are apparent. First, the
definition of a class of functions where polynomial expected optimization time of the (1+ 1) EA implies polynomial
expected optimization time for simulated annealing and vice versa and where this can actually be proven is still an
open problem. We know that the case that the class of smooth integer functions is in spite of being very restricted
still too large. Due to these restrictions there is hardly any “natural” function that is smooth integer. Thus, identifying
classes of functions that contain more natural problems while still allowing for some comparisons is an interesting
open problem.
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