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Particles in turbulence frequently encounter extreme accelerations between extended periods of
quiescence. The occurrence of extreme events is closely related to the intermittent spatial distri-
bution of intense flow structures such as vorticity filaments. This mixed history of flow conditions
leads to very complex particle statistics with a pronounced scale dependence, which presents one
of the major challenges on the way to a non-equilibrium statistical mechanics of turbulence. Here,
we introduce the notion of persistent Lagrangian acceleration, quantified by the squared particle
acceleration coarse-grained over a viscous time scale. Conditioning Lagrangian particle data from
simulations on this coarse-grained acceleration, we find remarkably simple, close-to-Gaussian statis-
tics for a range of Reynolds numbers. This opens the possibility to decompose the complex particle
statistics into much simpler sub-ensembles. Based on this observation, we develop a comprehen-
sive theoretical framework for Lagrangian single-particle statistics that captures the acceleration,
velocity increments as well as single-particle dispersion.
Complex systems, which feature many excited degrees
of freedom and strong nonlinear interactions, notoriously
defy a reductionist approach. Statistically, these features
imply multi-scale correlations and significant departures
from Gaussianity. Turbulence, the disordered state of a
strongly driven fluid, is a paradigm for this class of sys-
tems. Stirred on large scales, kinetic energy is passed on
to ever smaller scales until dissipated into heat. Cascad-
ing flow instabilities generate intense small-scale vortices
and dissipation events with an intermittent spatial dis-
tribution. This spatial intermittency leads to extended
phases of quiescence interrupted by episodes of violent
accelerations along individual trajectories of tracer par-
ticles, as they probe turbulence in space and time. Statis-
tically, this implies a pronounced scale dependence, with
extreme fluctuations on small temporal scales [1–6].
A recurrent idea of how to advance the understanding
of these systems is the statistical reduction of complex-
ity. It underlies various modeling approaches for com-
plex systems, and in particular turbulence, such as su-
perstatistics [7–13] and multifractals [14–20]. In these
approaches, the full ensemble statistics is obtained by
superposing simpler statistics characterized by a statisti-
cally distributed parameter. In superstatistics, for exam-
ple, the sub-ensembles are assumed to be in thermody-
namic equilibrium at fixed temperatures, but the temper-
ature fluctuates across the ensemble. To obtain a phys-
ically meaningful description for a complex system like
turbulence, the challenge is to identify the quantity that
separates the full statistical ensemble into simpler sub-
ensembles. Such a quantity has so far remained elusive
for Lagrangian turbulence.
For the description of the spatial (i.e. Eulerian) statis-
tics of turbulence, Kolmogorov and Obukhov [21, 22] in-
troduced the idea that intermittency is rooted in strong
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spatial fluctuations of the dissipation rate. In their classic
theory, the Eulerian refined similarity hypothesis states
that the scale-dependent Eulerian statistics can be re-
duced to a universal form, solely depending on the dissi-
pation rate volume-averaged (i.e. coarse-grained) on the
given scale. Indeed, conditional probability density func-
tions (PDFs) of velocity increments were observed to take
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FIG. 1. Tracer particle encountering a vortex filament
in turbulence. The tracer trajectory is colored according to
its instantaneous acceleration magnitude, and the blue-green
volume-rendering corresponds to the intensity of the vorticity
field. The particle acceleration components oscillate strongly
in time (inset, in Kolmogorov units) when encountering the
intense vortex filament. The root of the squared acceleration,
coarse-grained over a few Kolmogorov time scales, varies only
weakly during such an event (inset, black curve). The dashed
line indicates the instant in time at which the vorticity field
is visualized and the tracer is rendered as a sphere.
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2a self-similar, or even an approximately Gaussian form
when conditioning on the coarse-grained energy dissipa-
tion [23, 24] or energy transfer rate [25, 26].
For Lagrangian turbulence, similar ideas have been
proposed, referred to as the Lagrangian refined similarity
hypothesis [27–31]. Here, it is assumed that Lagrangian
statistics can be formulated in a universal form in terms
of a locally averaged (in time or space) dissipation rate
along tracer particle trajectories. However, conditional
statistics appear to remain intermittent and generally de-
part from Gaussianity [23, 32]. This raises the question
whether there exists a physically meaningful quantity
that separates the intermittent statistics of Lagrangian
turbulence into simpler, Gaussian statistics.
In this paper, we provide an answer to this question.
We introduce the squared acceleration, coarse-grained
over a typical viscous time scale, as a measure of persis-
tence of the Lagrangian acceleration, and show that it de-
composes the strongly non-Gaussian and scale-dependent
statistics of Lagrangian turbulence into much simpler,
close-to-Gaussian sub-ensembles. Based on this observa-
tion, we develop a comprehensive theoretical framework
of Lagrangian single-particle statistics.
Results
Coarse-grained Lagrangian acceleration The
central quantity of this work is the coarse-grained
squared acceleration:
α(t) ≡
∫ ∞
−∞
dτ FΘ(τ)a
2(t+ τ) . (1)
Here, a(t) denotes the acceleration vector along a La-
grangian trajectory and FΘ(τ) a Gaussian filter ker-
nel with standard deviation Θ. This time-averaged
squared temporal derivative of the Lagrangian velocity
can be perceived as a Lagrangian analogue of the volume-
averaged squared spatial derivatives of the velocity field
(i.e. the coarse-grained dissipation rate) in the Eulerian
refined similarity hypothesis [21, 22], which play a key
role in separating Eulerian statistics into simpler sub-
ensembles. Contrary to the refined similarity hypothesis,
where the coarse-graining scale varies with the scale un-
der consideration, we here fix the coarse-graining time
scale Θ. The resulting quantity α measures the degree of
small-scale turbulence encountered by a particle. While
in principle also the instantaneous acceleration would be
a suitable quantity to achieve this, a coarse-graining is
needed to determine if the acceleration persists in time
and can be considered representative of the local flow.
We therefore call this coarse-grained squared accelera-
tion the (squared) persistent acceleration.
If the coarse-graining time scale is too small, we rely
on a criterion based on a single instant in time, which
may not represent the flow region well. On the other
hand, if the coarse-graining time scale is too large, La-
grangian tracers will probe regions of mild and strong
turbulence within the same coarse-graining window, re-
ducing the informative value of α. Our results suggest
that, for the Reynolds number range under considera-
tion, a reasonable choice of Θ is given by 2 or 3τη (τη is
the Kolmogorov time scale). This corresponds roughly to
the time scale on which Lagrangian acceleration compo-
nents are significantly correlated; in fact, autocorrelation
functions of acceleration components have been observed
to cross zero at approximately 2τη, almost independent
of Reynolds number [1, 33–35]. More information on the
choice of Θ along with a study of the sensitivity of our
results can be found in Supplementary Note 1.
As shown in Fig. 1, intense vorticity filaments exert sig-
nificant centripetal acceleration on tracer particles, which
can last for several Kolmogorov time scales [36–39]. A
key observation is that particles retain high values of
α during close encounters with these intense small-scale
structures (sometimes termed particle-trapping events).
For the trajectory visualized in Fig. 1, for example,
the value of α is more than a hundred times its mean.
High values of the coarse-grained acceleration are there-
fore an indication that Lagrangian tracer particles probe
strongly turbulent flow regions. In contrast to that, low
values of α are expected during episodes in which parti-
cles drift through comparably quiescent flow. A quantity
similar to α, the time-averaged acceleration magnitude,
has already been found to be a good discriminator for La-
grangian intermittency in previous literature. By filter-
ing out events above a certain threshold of this quantity,
Biferale et al. [38] showed that vortex trapping signifi-
cantly affects Lagrangian small-scale intermittency.
Pursuing the idea that Lagrangian intermittency can
be disentangled based on the local intensity of the small-
scale turbulence, in the following we discriminate La-
grangian trajectories from direct numerical simulation
(DNS) data by means of the coarse-grained squared ac-
celeration α. To test our approach, we have investigated
a comprehensive set of simulations of fully developed tur-
bulence in the Reynolds number range (based on the Tay-
lor microscale λ) Rλ ∈ [210, 509] with up to 16 million
tracer particles (see Methods for details). In the fol-
lowing, we mainly focus on a well-resolved data set at
Rλ ≈ 350. Ensemble averages, denoted by 〈·〉, are taken
over the set of particles and additionally in time.
We first show the PDF of α with Θ = 3τη in Fig. 2a.
We find that the coarse-grained squared acceleration α
scatters more than six orders of magnitude in terms of its
mean. Note that this mean is identical to the acceleration
variance, 〈α〉 = 〈a2〉, as can be readily seen from Eq. (1).
The resulting broad distribution can be interpreted as
a signature of the spatio-temporal intermittency of ac-
celeration. In previous literature [12, 33] it was observed
that the tail of the PDF of the instantaneous acceleration
magnitude is well fitted by a log-normal distribution. As
demonstrated by the fit in Fig. 2a, we find that this also
holds for the coarse-grained squared acceleration. We
note in passing that a fit over the entire range of α val-
ues can be achieved by an interpolation between an alge-
310
4
10
3
10
2
10
1
10
0
10
1
10
2
10
3
/
10
10
10
8
10
6
10
4
10
2
10
0
f(
)
a
log-normal fit
10 0 10
(t t0)/
2.5
0.0
2.5
u/
u2
1/
2
b
10 0 10
(t t0)/c
10 0 10
(t t0)/ d
FIG. 2. Distribution of α and velocity time series
for various values of α. a: The PDF of α for Θ = 3τη;
the right tail of the PDF is accurately fitted by a log-normal
distribution (dotted line). b, c, d: Examples of velocity com-
ponents u(t) for trajectories with fixed values of α(t0) (the
corresponding bins are highlighted in panel a, and colors cor-
respond to the ones in Figs. 3 and 4). Oscillations of the
Lagrangian velocity components increase with α.
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FIG. 3. Lagrangian acceleration statistics decom-
posed into Gaussian sub-ensembles. a: The PDFs
f(a|α) of acceleration components conditional on α (colored
lines) are all close to Gaussian. The unconditional PDF (red
line) and a Gaussian distribution (black, dashed line) are plot-
ted for comparison. b: The conditional second-order moment
of the acceleration increases slightly faster than linearly. c:
The flatness of the conditional acceleration is close to the
Gaussian value three for a large range of α. The conditional
ensemble average on α is denoted by 〈·|α〉.
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FIG. 4. Conditional velocity autocorrelation functions.
The conditional correlation functions on α reflect the strongly
varying flow conditions for different values of α. The higher
α, the faster the velocity of tracer particles decorrelates. Ve-
locity oscillations observed for high values of α in Fig. 2d
result in a secondary maximum in the corresponding correla-
tion function.
larger α (not shown). Figs. 2b-d give an impression of
typical velocity components u(t) along Lagrangian tra-
jectories for different values of α. At very low values, the
velocity is quasi-constant, corresponding to unperturbed,
inertial motion; particles are essentially swept with the
large-scale flow. For an average α, the velocity varies
slowly over time with some fluctuations, as they occur in
mildly turbulent flow regions. This changes dramatically
for high values of α: here, particles undergo fast velocity
oscillations. Such oscillations occur when tracer particles
encounter intense vortices.
Conditional statistics Next, we demonstrate that
conditioning on α leads to approximately Gaussian statis-
tics. As an extreme example, we choose the PDF of
the strongly non-Gaussian Lagrangian acceleration, for
which events up to several hundred standard deviations
have been observed [3, 18, 40, 41]. The heavy tails of
this distribution are indicative of the frequent occur-
rence of extreme events, which play an important role,
for example, in the context of cloud microphysics [42].
Fig. 3a shows the PDFs of an acceleration component a
(all components have identical statistics due to isotropy)
both unconditional (red line) and conditional on α (col-
ored lines). Whereas the unconditional PDF is extremely
heavy-tailed, the conditional acceleration PDFs display
a close-to-Gaussian form for all values of α. Note that
they have approximately zero mean and are shown in
standardized form. Their variance, displayed in Fig. 3b,
grows almost linearly with α. As a quantitative bench-
mark, their flatness is shown in Fig. 3c. It is close to
the Gaussian value three for all values of α, with a ten-
dency to sub-Gaussianity for low values of α. We find the
same behavior for multi-scale quantities like the velocity
increment, which is presented in detail in Supplementary
Note 2. Thus, the discrimination of Lagrangian trajec-
tories by means of α appears to separate the statistical
4ensemble of Lagrangian trajectories into much simpler,
close-to-Gaussian sub-ensembles – a strong reduction of
the complexity of Lagrangian statistics.
A framework for single-particle statistics
Based on this observation, we now develop a comprehen-
sive framework of Lagrangian single-particle statistics.
The complete statistical information of a Lagrangian tra-
jectory is contained in its characteristic functional, which
has been introduced in Hopf’s functional approach to tur-
bulence [43]. It allows us to derive single-particle statis-
tics ranging from particle dispersion to multi-time ve-
locity or acceleration statistics [44, 45]. For simplicity,
we here restrict ourselves to a single Lagrangian veloc-
ity component. Exploiting our observation that condi-
tioning on α leads to approximately Gaussian statistics,
we now assume Gaussianity in each sub-ensemble, i.e.
for each value of α. Mathematically, this is described by
Gaussian characteristic functionals φGα [ϑ], which take the
form [44, 46]
φGα [ϑ] = exp
[
−1
2
∫ ∞
−∞
dt
∫ ∞
−∞
dt′ ϑ(t)Cα(t− t′)ϑ(t′)
]
.
(2)
Here, ϑ(t) denotes a test function. We assume the
sub-ensembles to be statistically stationary and to
have zero mean (like the entire flow). Gaussianity
then implies that the statistics of each sub-ensemble
is entirely determined by its autocorrelation func-
tion. These conditional velocity autocorrelation func-
tions Cα(τ) = 〈u(t0 − τ/2)u(t0 + τ/2)|α(t0)〉 can be de-
termined from the DNS data and are shown in Fig. 4
for different values of α. They provide insight into the
typical temporal evolution of the velocity. For small val-
ues of α, corresponding to more quiescent regions of the
flow, the autocorrelations start from a small variance and
then decay slowly. This statistical observation is con-
sistent with the sample trajectories shown in Fig. 2b.
For higher values of α, we observe an initially high value
with a fast short-time decay. While tracers experience
higher-amplitude fluctuations, velocities also decorrelate
more quickly, consistent with the larger variety of parti-
cle trajectory geometries shown in Fig. 2c. At the high-
est values of α, we find another indication for particle
trapping events: Here the conditional velocity autocor-
relation function exhibits a second local maximum after
a few Kolmogorov time scales, a typical feature of oscil-
latory motion at a well-defined frequency. This feature
can also be inferred from the sample trajectories shown
in Fig. 2d.
To obtain the characteristic functional for the full en-
semble, we need to evaluate the superposition of the
Gaussian characteristic functionals weighted by the PDF
of α [44, 45]:
φ[ϑ] =
∫ ∞
0
dα f(α)φGα [ϑ]. (3)
This means that the full Lagrangian ensemble can be con-
sidered as a probabilistic mix of Gaussian sub-ensembles
with varying correlations. It has been demonstrated
in previous literature that a superposition of Gaussian
PDFs can be successfully employed to model specific
statistical quantities such as Eulerian [20, 47] or La-
grangian [20] velocity increment PDFs as well as accel-
eration PDFs [12]. Our framework generalizes such ap-
proaches: Since the characteristic functional offers a com-
prehensive statistical description, the complete single-
particle statistics of Lagrangian turbulence can be deter-
mined from our framework once the PDF f(α) and the
conditional correlation functions Cα(τ) are given. For the
present results, we take these quantities directly from our
DNS data without resorting to further modeling assump-
tions.
Comparison of theoretical and simulation re-
sults Next, we compare simulation results of various as-
pects of Lagrangian single-particle statistics with results
obtained from our theoretical framework. As a starting
point, we focus on second-order statistics. For example,
the velocity autocorrelation function can be obtained by
taking two functional derivatives of Eq. (3),
Cu(τ) = −
[
δ2φ[ϑ]
δϑ(t)δϑ(t′)
]
ϑ=0
=
∫ ∞
0
dα f(α)Cα(τ) , (4)
where τ = t−t′. The resulting correlation function Cu(τ)
is simply the averaged conditional correlation function.
Therefore, this quantity is correctly captured by design.
More generally, all quantities that are kinematically re-
lated to the velocity autocorrelation function, such as
the mean squared displacement 〈R(τ)2〉 and the acceler-
ation autocorrelation function Ca(τ), are accurately cap-
tured as well. Fig. 5a shows the mean squared displace-
ment, which characterizes Lagrangian single-particle dis-
persion. A transition from a ballistic regime to a diffusive
regime is observed. The correlation functions of the ve-
locity and acceleration are shown in Fig. 5b. Compared
to slow decay of the velocity autocorrelation, the ac-
celeration autocorrelation shows the characteristic zero-
crossing at about 2τη. As expected, these quantities are
captured by our framework.
The main challenge in capturing Lagrangian single-
particle statistics is intermittency, which can be stud-
ied in terms of the statistics of the velocity increment
v = u(t+ τ/2)− u(t− τ/2) taken over a time lag τ . In-
tuitively, velocity increments characterize velocity fluc-
tuations across a given time scale and therefore are well
suited to probe the multi-scale nature of Lagrangian tur-
bulence. Statistically, intermittency manifests itself in a
pronounced scale dependence of the PDF f(v; τ) of La-
grangian velocity increments v taken over a time lag τ .
It exhibits heavy tails for small time lags but relaxes
to an almost Gaussian distribution for large time lags.
This is why it constitutes a prime example for the lack of
statistical self-similarity in turbulence. For short times,
the velocity increment is proportional to the accelera-
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FIG. 5. Comparisons of results from the characteristic functional framework with DNS data for Rλ ≈ 350. a:
Mean squared displacement from the model (dashed) compared to DNS data (solid), given in Eulerian integral scales L and
T . The expected asymptotic ballistic and diffusive scalings are indicated for reference. b: Velocity and acceleration correlation
functions from the model (dashed) compared to DNS data (solid). c: Comparison of PDFs derived from the model (dashed)
with DNS data (solid). From top to bottom: acceleration PDF, velocity increment PDFs, velocity PDF (vertically shifted for
clarity). For this comparison, we chose Θ = 3τη. Left inset: acceleration variance in Kolmogorov units from model (dots)
compared to DNS (crosses). Right inset: acceleration flatness from model (dots) compared to DNS (crosses). The error bars
indicate variations of the coarse-graining time scale Θ between 1.5τη and 4.5τη.
tion. With appropriate standardization, the short-time
limit of the velocity increment PDF is therefore given by
the single-point acceleration PDF f(a), whereas its long-
time limit is related to the single-point velocity PDF f(u)
(through a convolution). As detailed in the Methods sec-
tion, these PDFs can be derived from our framework (3)
and expressed as a function of the PDF f(α) and the
conditional velocity autocorrelation functions Cα(τ). For
example, we can determine the increment PDF as
f(v; τ) =
∫ ∞
0
dα f(α) g(v;S2,α(τ)) . (5)
Here, g is a Gaussian increment distribution with the
sub-ensemble second-order structure function S2,α(τ) =
2Cα(0)−2Cα(τ) as variance. Similarly, the velocity PDF
is given by a superposition of Gaussians with variance
Cα(0). The acceleration PDF is given by a superposi-
tion of Gaussian PDFs with variance −C ′′α(0), where the
double prime denotes a second derivative with respect to
τ .
As a quantitative benchmark of our framework, we
compare the PDFs obtained from (3) to the ones ob-
tained from DNS. Fig. 5c shows the velocity increment
PDFs along with the PDFs of velocity and acceleration
at Rλ ≈ 350. Very good agreement is found at all scales,
which supports our hypothesis that Lagrangian intermit-
tency can be perceived as a consequence of the statisti-
cal mixture of different regions of the flow, each char-
acterized by a particular coarse-grained squared accel-
eration. To test the Reynolds number dependence, we
compute acceleration variance and flatness of the model
and of the DNS for three different simulations in the
range Rλ ∈ [210, 509], which are shown in the insets
of Fig. 5c. For all of them, we use the same coarse-
graining time scale Θ = 3τη. By design, there is per-
fect agreement with the acceleration variance directly
obtained from DNS data across all Reynolds numbers.
Moderate deviations can be observed in the acceleration
flatness. To test the sensitivity of our results with re-
spect to the coarse-graining time scale, we vary it in the
range [1.5τη, 4.5τη]. The resulting variation in accelera-
tion flatness is indicated with error bars in the inset in
Fig. 5c. For the simulation at Rλ ≈ 509, we find optimal
results for a smaller value of Θ at about 2τη. This points
to a Reynolds-number dependence of the only free pa-
rameter in our framework. We address this issue in more
detail in Supplementary Note 3. One important question
for the next generation of experiments and simulations is
whether an asymptotic value of Θ can be reached at very
high Reynolds numbers.
Discussion
In conclusion, we showed that Lagrangian single-
particle statistics can be decomposed into approximately
Gaussian sub-ensembles when trajectories are discrimi-
nated with respect to the coarse-grained squared accel-
6eration α. Physically, high values of α correspond to
events in which particles encounter intense small-scale
structures such as vorticity filaments. Hence the decom-
position intuitively separates regions of highly turbulent
activity from more quiescent regions.
Based on this, we developed a theoretical model of
Lagrangian single-particle statistics, which requires the
PDF of α and the conditional Lagrangian velocity au-
tocorrelation functions as input. Formulated in terms of
the characteristic functional, our framework offers a com-
prehensive statistical description of Lagrangian single-
particle statistics, which constitutes a conceptual gen-
eralization of previous approaches. By projecting it to
finite-dimensional statistics such as velocity increment
distributions, we find very good agreement with simu-
lation results. In particular, we find that our approach
accurately captures Lagrangian intermittency across a
range of Reynolds numbers.
Let us briefly comment on the implications of our find-
ings for the systematic development of a predictive theory
for Lagrangian turbulence. In this context, it is worth
emphasizing that our framework provides more than just
a model to fit one particular statistical quantity. It rather
provides a comprehensive, self-consistent description of
Lagrangian single-particle statistics: By design, it is con-
sistent with any kinematic finite-dimensional statistical
equation of Lagrangian turbulence. As an example, we
remark that both the velocity increment PDF f(v; τ)
and the mean acceleration conditioned on the increment
〈a|v; τ〉 can be directly computed from the characteristic
functional (3). It then can be shown (see Supplemen-
tary Note 4) that the kinematic evolution equation for
the increment PDF [48]
∂τf(v; τ) = −∂v
[〈a|v; τ〉f(v; τ)] (6)
is satisfied. In this sense, our approach provides a
self-consistent framework for Lagrangian single-particle
statistics once the PDF of α and the conditional corre-
lation functions are provided. For the current results,
we obtained the PDF of α along with the conditional
autocorrelation functions directly from DNS data. Once
theoretical models for these quantities become available,
our framework becomes fully predictive, which is an ex-
citing direction for future work.
So far, theories of turbulence can be broadly catego-
rized into predictive, but phenomenological models and
rigorous, but unclosed (and therefore not predictive) ap-
proaches. By combining aspects of these two lines of
research, our work helps to bridge this gap, which may
lead to further theoretical progress in this long-standing
problem.
Methods
Characteristic functional and reduced statistics
The characteristic functional of the Lagrangian velocity
time series u(t) is defined as [46]
φ[ϑ] =
〈
exp
(
i
∫ ∞
−∞
dt ϑ(t)u(t)
)〉
, (7)
where 〈·〉 denotes an ensemble average and ϑ(t) a test
function. Since it contains the full statistical informa-
tion about the time series, we can derive arbitrary single-
particle statistical quantities. Note that for presenta-
tional purposes, we choose the times t0 and t0 + τ for
two-time quantities as opposed to the centered choice in
the main text. Since the sub-ensembles are statistically
stationary, this yields the same results.
Correlation functions can be computed from the char-
acteristic functional in a straightforward manner. The
Lagrangian velocity autocorrelation function Cu(τ) is ob-
tained by taking functional derivatives:
Cu(τ) =
〈
u(t0)u(t0 + τ)
〉
(8)
(7)
= −
[
δ2
δϑ(t0)δϑ(t0 + τ)
φ[ϑ]
]
ϑ=0
(9)
(3)
=
∫ ∞
0
dα f(α)Cα(τ) . (10)
Various quantities are kinematically determined by this
function. For instance, the acceleration autocorrelation
function Ca(τ) = 〈a(t0)a(t0 + τ)〉 is given by its negative
second derivative [49]:
Ca(τ) = − d
2
dτ2
Cu(τ). (11)
Let X(t) denote one component of a Lagrangian tra-
jectory. The mean squared displacement 〈R(τ)2〉 =
〈(X(t0 + τ) − X(t0))2〉 can be obtained by integration
of the velocity autocorrelation function:
〈R(τ)2〉 =
∫ τ
0
dt
∫ τ
0
dt′ Cu(t− t′). (12)
Finite-dimensional PDFs can be derived from Eq. (3)
by an appropriate choice of the test function ϑ(t). In the
simplest case, the single-point velocity statistics, we set
ϑ(t) = γδ(t− t0), which yields the characteristic function
φu(γ) =
〈
exp
(
iγu(t0)
)〉
(13)
(7)
= φ[ϑ = γδ(t− t0)] (14)
(3)
=
∫ ∞
0
dα f(α) exp
(
−γ
2
2
Cα(0)
)
. (15)
By a Fourier transform, we obtain the single-point veloc-
ity PDF
f(u) =
∫ ∞
0
dα f(α) g(u;Cα(0)) , (16)
7where g is a Gaussian velocity distribution with variance
Cα(0). Similarly, in order to obtain the characteristic
function φa(γ) of the single-point acceleration, we choose
ϑ(t) = −γ ddt δ(t− t0), which yields
φa(γ) =
〈
exp(iγa(t0))
〉
(17)
(7)
= φ[ϑ = −γ ddt δ(t− t0)] (18)
(3)
=
∫ ∞
0
dα f(α) exp
(
γ2
2
C ′′α(0)
)
. (19)
From Eq. (17) to (18) and from Eq. (18) to (19) we have
used integration by parts to swap the time derivative
from the velocity to the delta function and from the delta
function to the correlation function, respectively. The
double prime denotes the second derivative with respect
to τ . Note that C ′′α(0) is negative. The single-point ac-
celeration PDF reads
f(a) =
∫ ∞
0
dα f(α) g(a;−C ′′α(0)) . (20)
Finally, the characteristic function φv(γ; τ) of velocity in-
crements over a time lag τ can be calculated by inserting
ϑ(t) = γδ(t− t0 − τ)− γδ(t− t0):
φv(γ; τ) =
〈
exp
(
iγ(u(t0 + τ)− u(t0))
)〉
(21)
(7)
= φ[ϑ = γδ(t− t0 − τ)− γδ(t− t0)] (22)
(3)
=
∫ ∞
0
dα f(α) exp
(
−γ
2
2
S2,α(τ)
)
. (23)
Here S2,α(τ) = 2Cα(0) − 2Cα(τ) is the sub-ensemble
second-order structure function. Hence, the increment
PDF is given by
f(v; τ) =
∫ ∞
0
dα f(α) g(v;S2,α(τ)) . (24)
In Fig. 5c, we compare second- and fourth-order accel-
eration moments obtained from our framework to DNS
data. They can be explicitly derived, for example, from
the single-point acceleration PDF:〈
a2(t0)
〉
=
∫ ∞
−∞
da f(a) a2 (25)
(20)
=
∫ ∞
0
dα f(α)
(−C ′′α(0)) (26)
and 〈
a4(t0)
〉
=
∫ ∞
−∞
da f(a) a4 (27)
(20)
=
∫ ∞
0
dα 3f(α)
(
C ′′α(0)
)2
. (28)
Description of DNSs To obtain high Reynolds
number simulation data, we use a pseudo-spectral solver
for the Navier-Stokes equations in the vorticity formu-
lation with a third-order Runge-Kutta method for time
stepping and a high-order Fourier smoothing [50] to re-
duce aliasing errors. The flow is forced on the large scales
by maintaining a fixed energy injection rate in a discrete
band of small Fourier modes k ∈ [1.0, 2.0] (DNS units).
Along with the flow field, we integrate tracer trajectories
using a second-order Adams-Bashforth method coupled
to a first-order spline interpolation which is computed
over a kernel of 83 grid points (as detailed in [51]). The
characteristics of the DNS are summarized in Table I.
For the visualization in Fig. 1, data from a distinct sim-
ulation at Rλ ≈ 150 was used.
Main DNS parameters
N Rλ 〈u2〉1/2 L L/η T/τη t1−t0T n kmaxη
1024 210 1.05 1.06 144 19.5 23.7 2× 106 3
2048 350 1.07 1.06 288 30.3 7.2 16× 106 3
2048 509 1.05 0.99 549 47.9 7.4 16× 106 1.5
TABLE I. Our simulations are run on three-dimensional pe-
riodic domains of side length 2pi discretized on a real space
grid with N3 points over the time interval [t0, t1]. Along
with the flow fields, n tracer trajectories are integrated. Us-
ing the root-mean-squared velocity component 〈u2〉1/2 and
the energy spectrum E(k), we define the integral length
L = pi(
∫
dk E(k)/k)/(2〈u2〉). The integral time scale is com-
puted as T = L〈u2〉−1/2. The Kolmogorov length and time
scales, η and τη, are computed from the mean kinetic en-
ergy dissipation ε and the kinematic viscosity ν. Based on
the largest wavenumber kmax resolved by our simulations, we
compute the resolution criterion kmaxη.
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Supplementary Information
SUPPLEMENTARY NOTE 1. CHOICE OF THE COARSE-GRAINING TIME SCALE
Our framework requires a reasonable choice of the coarse-graining time scale Θ, which is the only free parameter
in the theory. Intuitively, the coarse-grained squared acceleration is intended to capture the intensity of small-scale
turbulence a given particle is subjected to. Hence, we need to choose Θ large enough to even out fluctuations within
the same small-scale structure, but also small enough to avoid mixing different regions of the flow. This is why we
look for values on the order of the Kolmogorov time scale τη, the characteristic time of the small scales in turbulence.
More concretely, we look for a choice of Θ that renders the conditional PDFs Gaussian on all scales. Here we elaborate
our choice of Θ and show how the results depend on it.
First of all, we consider the case without coarse-graining, i.e. conditioning on the instantaneous squared acceleration
a2(t), which is equivalent to letting Θ→ 0. The resulting conditional increment and acceleration PDFs are shown in
Supplementary Fig. S1. They deviate significantly from Gaussian PDFs, in particular on small scales. The conditional
acceleration PDF even reduces to a uniform distribution, a result that can also be shown analytically. This shows
that the naive approach of conditioning directly on a2(t) does not yield the desired decomposition of the flow. A
coarse-graining is needed to decouple the decomposition procedure from instantaneous fluctuations of the acceleration.
For comparison, we also show the statistics predicted by the framework at Θ = 0 in Supplementary Fig. S2. The
acceleration and increment PDFs are indeed too heavy-tailed compared to the DNS data. However, the fact that
the deviations are not very strong shows that the framework is generally robust with respect to the choice of the
coarse-graining time scale.
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Supplementary Figure S1. Conditional acceleration and velocity increment PDFs for Θ = 0τη at Rλ ≈ 350. Conditional
PDFs are shown as colored lines and their unconditional counterpart as a red line. A Gaussian PDF is plotted for comparison
(black, dashed line). Without the coarse-graining, conditional acceleration PDFs (upper left panel) reduce to uniform distri-
butions. Conditional increment PDFs for small time lags still resemble this distribution but are smoothed out (upper right
panel). The conditional increment PDFs for small α display heavy tails, in particular for intermediate time lags (lower left
panel). Compared to the main text, we choose more extreme values of α because the distribution of α is wider for Θ = 0τη.
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Supplementary Figure S2. Predictions of acceleration, increment and velocity statistics from our framework (dashed
lines, dots) compared to DNS data (solid lines, crosses) for Θ = 0τη at Rλ ≈ 350. Second-order quantities like the mean
squared displacement (a), the velocity and acceleration correlation functions (b) and the acceleration variance (c, left inset)
are exactly captured by design of the model, and they do not depend on the choice of Θ. Acceleration and increment PDFs
(c) agree significantly less well with the DNS data than for the case with coarse-graining, in particular for small time lags. The
acceleration flatness (c, right inset) is systematically overestimated.
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Supplementary Figure S3. Acceleration flatness for different Θ. a Relative prediction error of the acceleration flatness as
a function of Θ, for three different simulations at varying Reynolds numbers. It is obtained by subtracting the predicted flatness
of the framework from the flatness in the DNS and dividing by the DNS flatness. For small Θ, the flatness is overestimated.
For large values, it is underestimated. b Conditional acceleration flatness on α for Rλ ≈ 350, analogous to Fig. 3c in the main
text. For Θ = 0 a constant value of 9/5 is found, corresponding to uniform distributions. For larger Θ, the right tail of the
curve changes most strongly. It reaches the Gaussian value three at Θ close to 3τη.
Next, we evaluate results for varying Θ. In order to reduce the number of observables that need to be considered, we
focus on acceleration statistics. The reason is that increment statistics are ultimately simply the transition between
the small-scale limit, i.e. the acceleration PDF (up to rescaling), and the large scale-limit, i.e. the velocity PDF (up to
a convolution), the latter being very close to Gaussian in any case. We find that increment statistics are generally well
modeled by our framework as long as the acceleration statistics are captured correctly. We therefore base our choice
of Θ on the predicted acceleration flatness, a measure of the tails of the acceleration PDF. Supplementary Fig. S3a
shows the relative error made by our framework in the prediction of the acceleration flatness compared to the DNS
data as a function of Θ for the three different simulations at varying Reynolds numbers. For small Θ, the flatness
is overestimated. For large Θ, it is underestimated. The optimal value of Θ, given by the zero-crossing, is close to
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Supplementary Figure S4. Conditional velocity increment PDFs for Θ = 3τη at Rλ ≈ 350 and four different values of
the time lag τ . While the unconditional PDF (red line) transitions from a heavy-tailed distribution for small time lags to an
almost Gaussian distribution for large time lags, the conditional PDFs (colored lines) are close to Gaussian on all scales. A
Gaussian distribution (black, dashed line) is plotted for comparison.
3τη for our main data set at Rλ ≈ 350, which is the value we use throughout this work unless noted otherwise. This
choice of Θ can be further justified by looking at conditional statistics. Supplementary Fig. S3b shows the conditional
acceleration flatness as a function of α and for various Θ for our main data set. The curve varies with Θ mainly in the
high-α regime, for which turbulence is intense and the flow changes quickly, so that a change of the coarse-graining
time scale makes a significant difference. This right tail of the curve approaches the Gaussian value three most closely
for our optimal Θ = 3τη. Another choice to be made regarding the coarse-graining is the filter shape. We have tested
our results with respect to the filter shape and found that they are quite robust (not shown). Hence, we may simply
choose a generic Gaussian filter.
SUPPLEMENTARY NOTE 2. CONDITIONAL VELOCITY INCREMENT STATISTICS
In this section, we provide additional results regarding the Gaussianity of conditional statistics on the coarse-grained
squared acceleration α. In the main text, we restricted the discussion on the acceleration statistics, the most extreme
example of non-Gaussian, heavy-tailed statistics in Lagrangian turbulence. However, non-Gaussianity can also be
observed in the statistics of velocity increments, which transition continuously from heavy-tailed distributions for
small time lags to almost Gaussian distributions for large time lags. Supplementary Fig. S4 shows the conditional
velocity increment statistics on α for various time lags τ and various α along with their unconditional counterparts.
On all scales, the conditional PDFs display a close-to-Gaussian form. Note that this is achieved using the single
conditioning quantity α, where the coarse-graining time scale is fixed to Θ = 3τη. The coarse-grained squared
acceleration α separates trajectories into sub-ensembles in which PDFs on all scales become almost Gaussian. This
observation motivates our modeling of Lagrangian single-particle statistics as an ensemble of Gaussian time series.
Furthermore, it explains why the model predictions of the increment PDFs, which are given by superpositions of
Gaussian PDFs, agree closely with the DNS data (Fig. 5c).
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Supplementary Figure S5. Conditional acceleration PDFs at Rλ ≈ 509 for Θ = 2τη (left) and Θ = 3τη (right). Colors
correspond to the ones in Fig. 3. As in the main text, conditional PDFs are all close to Gaussian, for both values of Θ (a, d).
The conditional second-order moment of the acceleration grows roughly like α (b, e). As in the main text, the flatness of the
conditional acceleration is close to the Gaussian value three, for both values of Θ (c, f). However, the right tail of the curve
approaches three more closely for the optimal choice Θ = 2τη.
SUPPLEMENTARY NOTE 3. RESULTS AT VARYING REYNOLDS NUMBER
In the main text, we focused on a well-resolved simulation at Rλ ≈ 350. We have also confirmed that our framework
generalizes well to other data sets at different Reynolds numbers. However, we find that the optimal choice of the
coarse-graining time scale depends on the data set. As explained in the Supplementary Note 1, an optimal value of Θ
can be determined by considering the error of the acceleration flatness prediction, shown in Supplementary Fig. S3a,
and choosing Θ such that this error is minimized. Whereas the two simulations at Rλ ≈ 210 and Rλ ≈ 350 attain the
correct flatness at Θ around 3τη, the figure suggests that for the simulation at Rλ ≈ 509, Θ should be chosen around
2τη. Among the various data sets we analyzed (not all of them presented here), the optimal value of Θ varies, but we
do not observe a clear trend (e.g. as a function of Reynolds number). We suspect that, besides the Reynolds number,
other characteristics such as large-scale intermittency of the flow may play a role here, which is to be investigated in
future work. However, we show in the following that our main results are robustly observed across various Reynolds
numbers and choices of Θ, which is why the optimal choice of Θ is of overall minor importance. We here present
results analogous to the Figs. 3 and 5c of the main text for the simulation at higher Reynolds number Rλ ≈ 509. In
order to illustrate the robustness with respect to the choice of the coarse-graining time scale, we compare results for
Θ = 2τη and Θ = 3τη. Supplementary Fig. S5 displays conditional acceleration statistics on α. For both values of
Θ, they are indeed close to Gaussian. Supplementary Fig. S6 shows the predictions of acceleration, increment and
velocity PDFs compared to the DNS data. Regarding the acceleration PDF, there is indeed an almost perfect collapse
for the optimal Θ = 2τη. However, the overall agreement of the PDFs is comparable for Θ = 3τη. This illustrates that
our results are both robust with respect to varying Reynolds number as well as different choices of the coarse-graining
time scale Θ.
SUPPLEMENTARY NOTE 4. KINEMATIC VELOCITY INCREMENT PDF EQUATION
Here, we demonstrate that, by design, our framework is consistent with kinematic statistical evolution equations
at the example of the PDF equation for Lagrangian velocity increments [48]
∂τf(v; τ) = −∂v
[〈a|v; τ〉f(v; τ)] . (S1)
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Supplementary Figure S6. Predictions of acceleration, increment and velocity statistics from our framework (dashed
lines, dots) compared to DNS data (solid lines, crosses) at Rλ ≈ 509 for Θ = 2τη (left) and Θ = 3τη (right). Both values of Θ
provide reasonable predictions of the PDFs, illustrating the overall robustness with respect to the choice of Θ. The acceleration
variance (left insets) agrees perfectly with the DNS value by design, independent of Θ. The acceleration flatness (right insets)
is slightly underestimated for Θ = 3τη at Rλ ≈ 509. For Θ = 2τη it is accurately predicted as ensured by our definition of the
optimal Θ.
We use v = u(t0 + τ)−u(t0) and evaluate the acceleration a at one of the endpoints. Both the increment PDF f(v; τ)
and the mean acceleration conditioned on the increment 〈a|v; τ〉 can be derived from the framework. For the latter,
we need joint acceleration and increment statistics. The joint characteristic function,
φa,v(β, γ; τ) = 〈exp(iβa) exp(iγv)〉, (S2)
can be calculated inserting ϑ(t) = −β ddt δ(t− t0) + γ(δ(t− t0 − τ)− δ(t− t0)) into the model given by Eq. (3) in the
main text. All delta functions are then evaluated using integration by parts, yielding
φa,v(β, γ; τ) = φ
[
ϑ = −β ddt δ(t− t0) + γ(δ(t− t0 − τ)− δ(t− t0))
]
(S3)
=
∫ ∞
0
dα f(α) exp
(
−1
2
(
−β2C ′′α(0) + γ2S2,α(τ)− 2βγC ′α(τ)
))
. (S4)
Recall that S2,α(τ) = 2Cα(0)− 2Cα(τ) is the sub-ensemble second-order structure function. From this expression, we
are able to calculate the conditional mean acceleration, which can be written as
〈a|v; τ〉 =
∫∞
−∞ da a f(a, v; τ)
f(v; τ)
. (S5)
Here f(a, v; τ) denotes the joint PDF of acceleration and increments. The numerator of Supplementary Eq. (S5) is
obtained from the characteristic function in Supplementary Eq. (S2) by deriving with respect to β:[
∂βφ
a,v(β, γ; τ)
]
β=0
=
[
∂β〈exp(iβa) exp(iγv)〉
]
β=0
(S6)
= i
∫ ∞
−∞
dv exp(iγv)
∫ ∞
−∞
da a f(a, v; τ). (S7)
This is an inverse Fourier transform, which may be canceled by a forward Fourier transform:
〈a|v; τ〉f(v; τ) =
∫ ∞
−∞
da a f(a, v; τ) (S8)
=
−i
2pi
∫ ∞
−∞
dγ exp(−iγv) [∂βφa,v(β, γ; τ)]β=0 . (S9)
Inserting the explicit form of the characteristic function from Supplementary Eq. (S4), we get:
〈a|v; τ〉f(v; τ) =
∫ ∞
0
dα f(α)C ′α(τ)
−v
S2,α(τ)
1√
2piS2,α(τ)
exp
(
−1
2
v2
S2,α(τ)
)
. (S10)
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The increment PDF has been derived in the Methods section. By combining the increment PDF from Eq. (24)
in the main text and the conditional mean acceleration from Supplementary Eq. (S10), we can verify that the PDF
equation is satisfied:
∂τf(v; τ)
(24)
=
∫ ∞
0
dα f(α)C ′α(τ)
S2,α(τ)− v2
S2,α(τ)2
1√
2piS2,α(τ)
exp
(
−1
2
v2
S2,α(τ)
)
(S11)
(S10)
= −∂v
[〈a|v; τ〉f(v; τ)] . (S12)
