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Abstract
Recently, a new approach in the fine analysis of sample paths of stochastic processes has been developed
to predict the evolution of the local regularity under (pseudo-)differential operators. In this paper, we
study the sample paths of continuous martingales and stochastic integrals. We proved that the almost sure
2-microlocal frontier of a martingale can be obtained through the local regularity of its quadratic variation.
It allows to link the Ho¨lder regularity of a stochastic integral to the regularity of the integrand and integrator
processes. These results provide a methodology to predict the local regularity of diffusions from the fine
analysis of its coefficients. We illustrate our work with examples of martingales with unusual complex
regularity behaviour and square of Bessel processes.
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1. Introduction
Sample path properties of stochastic processes are widely studied since the 1970s (see e.g.
[44,10,11,35] as foundational works). This field of research is still very active and a non-
exhaustive list of authors and recent works includes Dalang [16], Khoshnevisan [26,16],
Lawler [28], Mountford [7], Xiao [31,26,7], etc. Among the variety of measures of regularity,
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pointwise and local Ho¨lder exponents are the most recurrent tools used in the literature.
Nevertheless, these two exponents (and as well the moduli of continuity) lack of stability
under (pseudo-)differential operators or multiplication by a power function, and therefore do
not completely characterize the local regularity of a function or a stochastic process at a given
point.
Simple examples can illustrate these issues. Consider the deterministic “chirp” function
t −→ f (t) = |t − t0|α sin
|t − t0|−β
where α, β, t0 are positive real numbers. As described in [18], this function has a non-trivial
regularity at t0. Indeed, its pointwise and local Ho¨lder exponents at t0 (see Section 2 for
definitions) are equal to
α f,t0 = α and α f,t0 = α1+ β .
Using notations from [41], I γ0 f : t → 1Γ (γ )
 t
0 (t−u)γ−1 f (u)du denotes f fractional integration
of order γ . Then, the pointwise and local Ho¨lder exponents of I γ0 f at t0 are known to be equal
to
αI γ0 f,t0
= α + γ
1+ β and αI γ0 f,t0 = α1+ β + γ.
Similarly, the study of the local regularity of the function t → |t − t0|γ f (t) leads to
α|t−t0|γ f,t0 = α + γ and α|t−t0|γ f,t0 = α + γ1+ β .
Hence, in both cases one can observe that the behaviour of local regularity of I γ0 f and|t − t0|γ f (t) cannot be completely deduced from pointwise and local Ho¨lder exponents of f
(it does not correspond to a simple translation of coefficient γ ).
This deterministic example can be easily transposed into a stochastic context using
multifractional Brownian motion, a Gaussian process introduced in [37,9] and applied as
probabilistic model in different fields (e.g. [13,12]). This process, denoted X H , is parametrized
by a deterministic function H : R → (0, 1) and has interesting regularity properties. In the
particular case of a so-called regularity function set to H(t) = a + b · f (t) and under some
conditions on coefficients a and b, the regularity of X H at t0 almost surely satisfies
αX H ,t0 = α f,t0 and αX H ,t0 =α f,t0 ,
proving that stochastic processes can also have non-trivial behaviours (see [21]).
These two different examples illustrate the fact that pointwise and local Ho¨lder exponents are
not sufficient to describe entirely the local regularity of a deterministic function or the sample
paths of a stochastic process. In this context, 2-microlocal analysis is a tool that provides a finer
characterization. In particular, it allows to describe how pointwise and local exponents evolve
under the action of (pseudo-)differential operators and under multiplication by power functions.
If it has been first introduced in a deterministic frame (PDE precisely, see [14]), a stochastic
approach has been recently developed in [22]. This previous work exhibited a Kolmogorov-like
criterion which gives an almost surely lower bound for the 2-microlocal frontier of a stochastic
process. It also focused on the regularity of Gaussian processes at a fixed point t0 ∈ R+. Thereby,
the regularity of a Gaussian process X at any fixed t0 is almost surely characterized by its
incremental variance E[X t − Xs]2. In particular, when considering the following Wiener integral
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X t =
 t
0 η(u)dWu, it implies that the regularity of its sample paths is described by the behaviour
of the deterministic function t →  t0 η2(u)du.
Given this result, a natural goal is to generalize the statement to any stochastic integral
X t =
 t
0 HudMu, where H is a progressive continuous process and M is a local continuous
martingale. In fact, we first prove in Theorem 4.1 a uniform result on continuous martingales
which links up the regularity of the process to the regularity of its quadratic variation. In the
specific case of stochastic integrals, this 2-microlocal analysis result can be used to derive local
behaviour of sample paths from the regularity of the integrand and the integrator.
Through these theorems and Examples 2, 4 and 5, we show that local regularity of martingales
and stochastic integrals can vary along sample paths and may not be deterministic. Similar
behaviours have already been exhibited in the literature, from the slow points of Brownian
motion [36,38] to more recent work on Le´vy [25], multifractional [6] and Markov processes
[45,8].
Using the 2-microlocal frontier of stochastic integrals, we finally describe how to obtain
regularity results for stochastic differential equations. In particular, if it is already known that
Ho¨lder regularity of the coefficients have an impact on the existence and uniqueness of solutions
(e.g. [33] in the case of SPDE), we establish for SDE that it also subtly affects the local behaviour
of the solution.
The paper is organized as follows: we start by a preliminary section which recalls properties
of the classic 2-microlocal frontier in Section 2. Section 3 introduces another deterministic
tool, the pseudo 2-microlocal frontier, closely related to the previous one. Our main result on
the 2-microlocal frontier of continuous martingales is proved in Section 4. Results concerning
stochastic integrals and stochastic differential equations are respectively developed in Sections 5
and 6. Finally, some technical proofs of deterministic and intermediate results are gathered in
Appendix.
2. Preliminaries: classic 2-microlocal analysis
The starting point of 2-microlocal analysis is the definition of specific functional spaces,
called 2-microlocal spaces and denoted by Cσ,s
′
t0 where σ, s
′ ∈ R and t0 ∈ R is a given point.
Actually, as noted in [22], the study of stochastic processes regularity mainly focuses on spaces
Cσ,s
′
t0 , where σ ∈ [0, 1) and s′ ∈ R. In this particular case, a continuous function f belongs to
Cσ,s
′
t0 if there exist C > 0, ρ > 0 and a polynomial P such that for all u, v ∈ B(t0, ρ), f (u)− P(u)−  f (v)− P(v) ≤ C |u − v|σ |u − t0| + |v − t0|−s′ . (1)
P is not necessarily unique, but as proved in [18], the Taylor expansion of f of order ⌊σ − s′⌋ at
t0 can be chosen (if ⌊σ − s′⌋ > 0, otherwise P is set to 0).
Hence, in many situations, the study can even be restricted to spaces Cσ,s
′
t0 , where (s
′, σ ) ∈
σ0,0 = {(s′, σ ) : σ ∈ [0, 1) and σ − s′ ∈ [0, 1)}. In this case, as P = 0, the previous
characterization simply becomes
∀u, v ∈ B(t0, ρ); | f (u)− f (v)| ≤ C |u − v|σ
|u − t0| + |v − t0|−s′ .
Finally, the definition of 2-microlocal spaces when σ ∉ [0, 1] is slightly more complex and is
given at the end of this section since it is little-used in this article.
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The pointwise Ho¨lder exponent of a function f is characterized as the supremum of the α
such that f belongs to Cαt0 . Likewise, the 2-microlocal frontier of f at t0 is defined as the map
s′ → σ f,t0(s′) such that
∀s′ ∈ R; σ f,t0(s′) = sup

σ ∈ R : f ∈ Cσ,s′t0

. (2)
We note Eq. (1) implies that Cσ,s
′
t0 ⊂ Cσ
′,s′
t0 when σ
′ ≤ σ , and therefore shows the 2-microlocal
frontier exists and is well-defined.
It has been proved (see e.g. [18]) that the 2-microlocal frontier s′ → σ f,t0(s′) satisfies several
interesting properties:
• σ f,t0(·) is a concave and non-decreasing function;• σ f,t0(·) has left and right derivatives between 0 and 1.
Furthermore, if α f,t0 andα f,t0 respectively denote pointwise and local Ho¨lder exponents of f at
t0, then definition (1) in the particular cases σ = 0 and s′ = 0 implies
• α f,t0 = − inf{s′ : σ f,t0(s′) ≥ 0};• α f,t0 = σ f,t0(0)
with the convention α f,t0 = +∞ if σ f,t0 is strictly positive. We note there exist other regularity
exponents, like chirp, weak and oscillation exponents introduced in [3,32] that can be retrieved
from the 2-microlocal frontier (see [18] for an exhaustive list).
As an example, we consider the Chirp function f : t → |t |α sin|t |−β introduced previously.
Its 2-microlocal frontier at t0 = 0 (see Fig. 1(a)) is
∀s′ ∈ R; σ f,0(s′) = s
′ + α
1+ β .
Stochastic instances can also be exhibited. Indeed, let simply consider the stochastic process
X : t → B2t where B is a Brownian motion. Based on results from [22], we observe that X
almost surely has the following 2-microlocal frontier at t0 = 0
∀s′ ∈ R; σX,0(s′) =

1+ s′ ∧ 1
2
.
These two examples clearly illustrate the fact that pointwise and local Ho¨lder exponents
are not sufficient to describe entirely the local regularity of a function, whereas the complete
characterization of the 2-microlocal frontier gives a wider insight.
In particular, the knowledge of the 2-microlocal frontier allows to predict the evolution of
regularity if a (pseudo-)differential operator is applied to f . Let first recall the definition of the
fractional integral of order α ∈ R+ for a continuous function f :
I αx+ f : t →
1
Γ (α)
 t
x
(t − u)α−1 f (u) du,
where x ∈ R is a fixed point. For every α ∈ R+, the regularity of I αx+ f satisfies
∀s′ ∈ R; σIαx+ f,t0(s′) = σ f,t0(s′)+ α,
for all t0 > x . Similarly, the function gα : t → |t − t0|γ ( f (t) − f (t0)) has its 2-microlocal
frontier at t0 equal to
s′ −→ σgα,t0(s′) = σ f,t0(s′ + α).
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(a) Chirp function f : x → x sin(x−1).
(b) Square of Brownian motion X : t → B2t .
Fig. 1. Examples of 2-microlocal frontiers at t0 = 0.
For sake of completeness, we conclude this section with the definition of 2-microlocal spaces
when σ ∉ [0, 1).
For all σ ≤ 0 and s′ ∈ R, a continuous function f is said to belong to Cσ,s′t0 if there exist
C > 0, ρ > 0 and a polynomial P such that for all u, v ∈ B(t0, ρ)I mx+ f (u)− P(u)− I mx+ f (v)− P(v) ≤ C |u − v|σ+m|u − t0| + |v − t0|−s′ , (3)
where x is a fixed point such that x < t0 and m = −⌊σ⌋.
Similarly, for all σ ≥ 1 and s′ ∈ R, a continuous function f is said to belong to Cσ,s′t0 if f is
differentiable of order ⌊σ⌋ around t0 and if there exist C > 0, ρ > 0 and a polynomial P such
that for all u, v ∈ B(t0, ρ) f (m)(u)− P(u)|u − t0|⌊s⌋−m − f
(m)(v)− P(v)
|v − t0|⌊s⌋−m
 ≤ C |u − v|σ−m|u − t0| + |v − t0|−s′−⌊s⌋+m, (4)
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where s = σ−s′ and m = ⌊σ⌋. This last definition is not used through the article since stochastic
processes studied are usually almost nowhere differentiable.
The characterization of 2-microlocal spaces given by Eqs. (1), (3) and (4) has been first
introduced in [27] and then developed in [42,18]. Equivalent definitions based Fourier [14] or
wavelet [24,32] transforms have been studied in the literature. Finally, we note that in the case
σ ∈ N or s ∈ N, our characterization is slightly different from the classical one given in [14], but
this does not affect results developed in this article since the 2-microlocal frontier is not sensitive
to this singularity.
3. Pseudo 2-microlocal analysis
According to definitions (1), (3) and (4), the simple function t → (t − t0)k, k ∈ N, has a
2-microlocal frontier at t0 equal to +∞, on the contrary to the case k ∈ R \ N. Intuitively, we
understand that 2-microlocal analysis does not take into account the polynomial component of
a function around t0. Nevertheless, it might sometimes be necessary and interesting to consider
the regularity of polynomials. Indeed, if we simply consider a Brownian motion B, we know that
its quadratic variation is ⟨B⟩t = t , and therefore, if we want to obtain a result which links up
regularities of B and ⟨B⟩, we need a proper tool to characterize variations of ⟨B⟩.
The concept of pseudo 2-microlocal analysis introduced in this section has this purpose. The
first step consists in the definition of pseudo 2-microlocal spaces Cs,s
′
t0 and pseudo 2-microlocal
frontier Σ f,t0 which are similar to classic spaces C
s,s′
t0 and frontier σ f,t0 , but which also consider
polynomials in the characterization of regularity. Then, properties of this particular frontier are
studied, and in particular Theorem 3.4 links up classic and pseudo 2-microlocal frontiers.
3.1. Pseudo 2-microlocal spaces and frontiers
Definition 3.1 (Pseudo 2-Microlocal Spaces).
1. Let σ ∈ [0,+∞) , s′ ∈ R and t0 ∈ R. A continuous function f is said to belong to Cσ,s′t0 if
there exist C > 0 and ρ > 0 such that for all u, v ∈ B(t0, ρ),
| f (u)− f (v)| ≤ C |u − v|σ |u − t0| + |v − t0|−s′ .
2. Let σ ∈ (−∞, 0) , s′ ∈ R and t0 ∈ R. A continuous function f is said to belong to Cσ,s′t0 if
there exist C > 0 and ρ > 0 such that for all u, v ∈ B(t0, ρ),I mt0+( f − f (t0))(u)− I mt0+( f − f (t0))(v) ≤ C |u − v|σ+m|u − t0| + |v − t0|−s′ ,
where m = −⌊σ⌋.
We note this definition differs from the characterizations (1) and (4) of 2-microlocal spaces
in the polynomial component which is subtracted in the classic case. Similarly, the pseudo
2-microlocal frontier Σ f,t0 is defined by
∀s′ ∈ R; Σ f,t0(s′) = sup

σ ∈ R : f ∈ Cσ,s′t0

.
This concept of pseudo 2-microlocal frontier has been first introduced in [22] in the particular
case (s′, σ ) ∈ σ0,0. The definition above extends it to the whole 2-microlocal domain.
As a corollary, we also define pseudo pointwise and local Ho¨lder exponents, which might
differ from classic ones.
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Definition 3.2. Let f be continuous function and t0 ∈ R. Pseudo pointwise and local Ho¨lder
exponents of f at t0 are respectively defined as
α f,t0 = sup

α : lim sup
ρ→0
sup
u,v∈B(t0,ρ)
| f (u)− f (v)|
ρα
<∞

and
α f,t0 = sup

α : lim sup
ρ→0
sup
u,v∈B(t0,ρ)
| f (u)− f (v)|
|u − v|α <∞

.
These coefficients satisfy α f,t0 = − inf{s′ : Σ f,t0(s′) ≥ 0} andα f,t0 = Σ f,t0(0).
We observe that the definitions of classic and pseudo 2-microlocal spaces coincide inside the
domain σ0,0 previously introduced. Therefore, if the graph of one of the frontiers belongs to σ0,0,
both frontiers must coincide. For instance, it is the case with sample paths of a Brownian motion
B since it has been proved in [22] that almost surely for all t ∈ R+,
∀s′ ∈ R; σB,t (s′) =

1
2
+ s′

∧ 1
2
⇒ s′, σB,t (s′) ∈ σ0,0.
Theorem 3.4 completely characterizes the link between classic and pseudo 2-microlocal fron-
tiers.
Example 1. We now illustrate these concepts on a simple example: f : x → |x |α , where α > 0.
We prove that the pseudo 2-microlocal frontier of f at 0 is equal to
∀s′ ∈ R; Σ f,0(s′) = (α + s′) ∧ 1.
1. To obtain the lower bound, we use a simple result from [18]: there exist C > 0 and ρ > 0
such that for all u, v ∈ B(0, ρ),
| f (u)− f (v)| ≤ C |u − v||u| + |v|α−1,
which implies for every σ ∈ [0, 1],
| f (u)− f (v)| = | f (u)− f (v)|σ · | f (u)− f (v)|1−σ
≤ C |u − v|σ |u| + |v|σ(α−1) · |u| + |v|α(1−σ)
= C |u − v|σ |u| + |v|α−σ .
Thus, for all s′ ∈ [−α, 1− α] , f belongs to Cσ,s′0 when σ ≤ (s′ + α) ∧ 1.
2. On the other side, we note that for all u ∈ R, | f (u) − f (0)| = |u|α = |u|α+s′ |u|−s′ , and
therefore Σ|x |α,0(s′) ≤ α + s′. Furthermore, as f is differentiable, for all s′ ∈ R, ρ > 0 and
ε > 0, we know that
sup
u,v∈B(0,ρ)
| f (u)− f (v)|
|u − v|1+ε|u| + |v|−s′ = +∞,
and therefore Σ f,0(s′) ≤ 1.
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If we compare classic and pseudo 2-microlocal frontiers of x → |x |α , we notice that for all
s′ ∈ R
Σ|x |α,0(s′) = (α + s′) ∧ 1 and σ|x |α,0(s′) =

α + s′ if α ∈ R+ \ N;
+∞ if α ∈ N.
Therefore, we have shown the pseudo 2-microlocal frontier indeed takes into account
polynomials and does not make any distinction between integer and non-integers powers in
terms of regularity. Furthermore, this example also illustrates the fact that classic and pseudo
2-microlocal frontiers do not coincide in general.
Remark 3.3. We recalled previously that there exist characterizations of 2-microlocal spaces
using Wavelet (or Fourier) transform. Hence, we know from [24] that f belongs to Cσ,s
′
t0 if and
only if
∀ j, k ∈ Z s.t. |t0 − k2− j | ≤ 1; |d j,k | ≤ C2− jσ

2− j + |k2− j − t0|
−s′
,
where N > max(σ, σ − s′), d j,k = 2 j

f, ψ(2 j x − k) , ψ ∈ S(R) has N vanishing moments
and is such that

ψ j,k = 2 j/2ψ(2 j x − k)

( j,k)∈Z2 forms an orthonormal basis of L
2(R).
Therefore, a natural question is to wonder if this characterization can be adapt to pseudo
2-microlocal spaces. In fact, a simple calculation proves that if we replace the vanishing moments
hypothesis by
∀k ∈ 1, . . . , N; xk, ψ ≠ 0,
where as previously N > max(σ, σ − s′), then this definition becomes a characterization of
pseudo 2-microlocal spaces.
3.2. Properties
In this second part, we prove a few important results related to the pseudo 2-microlocal
frontier and which are useful later in the article. The main following theorem gives a general
formula which links up classic and pseudo 2-microlocal frontiers for continuous functions.
Theorem 3.4. Let f be a continuous function and t0 be in R. We define p f,t0 as the integer
p f,t0 = inf

n ≥ 1 : f (n)(t0) exists and f (n)(t0) ≠ 0

,
with the usual convention inf{∅} = +∞.
Then, the pseudo 2-microlocal frontier of f at t0 is equal to
∀s′ ∈ R; Σ f,t0(s′) = σ f,t0(s′) ∧ (s′ + p f,t0) ∧ 1,
unless f is locally constant at t0, which implies in that specific case:
∀s′ ∈ R; Σ f,t0(s′) = σ f,t0(s′) = +∞.
We note that this theorem is consistent with our previous calculation of the pseudo frontier of
x → |x |α in Example 1. Furthermore, properties on the map s′ → Σ f,t0(s′) can be deduced as a
simple corollary.
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Corollary 3.5. Similarly to the classic frontier, the pseudo 2-microlocal frontier of f at t0
satisfies
• Σ f,t0 is a concave and non-decreasing function;
• Σ f,t0 has left and right derivatives between 0 and 1.
Using the previous theorem, we can also obtain a useful result which illustrates the behaviour
of the pseudo 2-microlocal frontier when a function is integrated.
Theorem 3.6. Let f be a continuous function and F be defined by
∀t ∈ R; F(t) =
 t
0
f (s) ds.
Then, for any t0 in R, the pseudo 2-microlocal frontier of F at t0 is equal to:
∀s′ ∈ R; ΣF,t0(s′) =


1+ s′ ∧ 1 if f (t0) ≠ 0;
Σ f,t0(s
′)+ 1 ∧ 1 if f (t0) = 0 and is not locally constant;
+∞ if f is locally equal to 0 at t0.
For sake of readability, technical proofs of Theorems 3.4 and 3.6 are given in Appendix.
To end this section, we establish a result on the pseudo 2-microlocal frontier of composed
functions, which is necessary in Section 4 to determine the regularity of martingales.
Proposition 3.7. Let f and g be two continuous functions and let h be the composition g ◦ f .
Then, for every t ∈ R, the pseudo 2-microlocal frontier Σh,t of h at t satisfies the inequality
Σh,t

s′f · Σg, f (t)(s′g)+ s′g · α f,t
 ≥ Σg, f (t)(s′g) · Σ f,t (s′f ),
for all s′f ∈ [−α f,t ,+∞) and s′g ∈ [−αg, f (t), 0].
Proof. Let t ∈ R, s′f ≥ −α f,t and s′g ∈ [−αg, f (t), 0]. For every ε > 0, there exist C f ,Cg > 0
and ρ > 0 such for all u, v ∈ B(t, ρ),
| f (u)− f (v)| ≤ C f |u − v|Σ f,t (s
′
f )−ε|u − t | + |v − t |−s′f
and for all x, y ∈ B( f (t), ρ)
|g(x)− g(y)| ≤ Cg|x − y|Σg, f (t)(s′g)−ε
|x − f (t)| + |y − f (t)|−s′g .
Therefore, we obtain
|h(u)− h(v)| = |(g ◦ f )(u)− (g ◦ f )(v)|
≤ Cg| f (u)− f (v)|Σg, f (t)(s′g)−ε
| f (u)− f (t)| + | f (v)− f (t)|−s′g
≤ C |u − v|(Σg, f (t)(s′g)−ε)(Σ f,t (s′f )−ε)
× |u − t | + |v − t |−s′f ·(Σg, f (t)(s′g)−ε)−s′g ·(α f,t−ε),
since | f (u) − f (t)| ≤ C f |u − t |α f,t−ε and −s′g ≥ 0. Then, using the continuity of the pseudo
2-microlocal frontier, we get the expected inequality. 
Using the previous proposition, we can obtain simpler inequalities, which nevertheless might
be less accurate with specific functions f and g.
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Corollary 3.8. Let f and g be two continuous functions and let h be the composition g ◦ f .
Then, for any x ∈ R, the pseudo 2-microlocal frontier Σh,x of h at x satisfies the inequalities:
∀s′ ≥ −αh,x ; Σh,x (s′) ≥αg, f (x) · Σ f,x (s′/αg, f (x)),
and
∀s′ ≥ −αh,x ; Σh,x (s′) ≥α f,x · Σg, f (x)(s′/α f,x ).
In particular, if we consider the pseudo pointwise and local Ho¨lder exponents, we obtain: and
thus, in particular of pseudo pointwise exponents:
αh,x ≥ αg, f (x) · α f,x and αh,x ≥αg, f (x) ·α f,x .
Proof. The first two inequalities are obtained using the previous Proposition 3.7 in the particular
cases s′g = 0 and s′f = 0. The inequalities on pseudo exponents are deduced from the previous
ones, when s′ = αg, f (x) · α f,x and s′ = 0. 
4. Stochastic 2-microlocal analysis of martingales
In the remaining of the article, we study the 2-microlocal frontier of stochastic pro-
cesses. As noted in [22], when we consider a random process X , classic σX (ω),t0(s
′, ω) and
pseudo ΣX (ω),t0(s
′, ω) 2-microlocal frontiers at t0 become random functions. The stochastic
2-microlocal frontier (s′, ω) → σX (ω),t0(s′, ω) is clearly measurable as it is continuous on the
variable s′ and the process X is progressive.
As previously announced, we first study in Theorem 4.1 the pseudo 2-microlocal frontier of
continuous martingales. We deduce from this result uniform lower bounds for semimartingales
in Proposition 4.5. Then, we construct an example of martingale to exhibit interesting regularity
properties. Finally, we show how Theorem 4.1 can be easily extended to time changed
multifractional Brownian motion.
4.1. 2-microlocal frontiers of continuous martingales and semimartingales
In this part, we study the regularity of continuous local martingales in order to obtain a link
between pseudo 2-microlocal frontiers of the martingale on one hand and it quadratic variation
on the other hand. The following theorem states our main result.
Theorem 4.1. Let M be a continuous local martingale and ⟨M⟩ be its quadratic variation. Then,
almost surely for all t ∈ R+, the pseudo 2-microlocal frontiers of M at t satisfies the following
equality:
∀s′ ≥ −αM,t ; ΣM,t (s′) =
1
2
Σ⟨M⟩,t

2s′

. (5)
Consequently, pseudo pointwise and local Ho¨lder exponents are equal to
αM,t =
α⟨M⟩,t
2
and αM,t = α⟨M⟩,t2 .
For sake of readability, we divide the proof of expression (5) in two parts (lower and upper
bounds).
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4.1.1. Proof of the lower bound
Let first prove that almost surely for all t ∈ R+, the pseudo 2-microlocal frontier of M at t
satisfies
∀s′ ≥ −αM,t ; ΣM,t (s′) ≥
1
2
Σ⟨M⟩,t

2s′

.
Without any restriction, we can suppose that M0 = 0. Let set for all t ∈ R+
Tt = inf{s : ⟨M⟩s > t}.
Then, according to the extended Dubins–Schwarz Theorem (5.1.7 in [39]), we know there exists
an enlargement (Ω , Ft ,P) of the probability space (Ω ,FTt ,P) and a Brownian motion β on Ω
such that the process
Bt = MTt +
 t
0
1{s>⟨M⟩∞}dβs
is a (Ft )t Brownian motion and for every t ∈ R+, Mt = B⟨M⟩t . We note that the enlargement
has the following form,Ω = Ω × Ω ′, Ft = FTt ⊗ F ′t and P = P⊗ P′.
Based on results from [22], it is known thatP-almost surely for all t ∈ R+, classic and pseudo
local Ho¨lder exponents of the Brownian motion B are equal to:
αB,t =αB,t = 12 .
Then, as M corresponds to the composition of B and ⟨M⟩, from Corollary 3.8, we obtainP-almost surely for all t ∈ R+,
∀s′ ≥ −αM,t ; ΣM,t (s′) ≥αB,t · Σ⟨M⟩,t s′/αB,t = 12Σ⟨M⟩,t 2s′ .
More precisely, there exists Ω0 ∈ F such thatP(Ω0) = 1 and for all ω ∈ Ω0 and t ∈ R+, the
pseudo 2-microlocal frontier of M·(ω) at t satisfies
∀s′ ≥ −αM(ω),t (ω); ΣM(ω),t (s′,ω) ≥ 12Σ⟨M⟩(ω),t 2s′,ω .
Let ω ∈ Ω , according to the definition of the enlargement Ω , we know that for all ω′ ∈ Ω ′,
ΣM,t (s′, (ω, ω′)) = ΣM,t (s′, ω) and Σ⟨M⟩,t (s′, (ω, ω′)) = Σ⟨M⟩,t (s′, ω).
Therefore, the set Ω0 has the form Ω0 = Ω0 × Ω ′ where Ω0 ∈ F and P(Ω0) = 1.
Hence, we have proved that P-almost surely for all t ∈ R+,
∀s′ ≥ −αM,t ; ΣM,t (s′) ≥
1
2
Σ⟨M⟩,t

2s′

.
4.1.2. Proof of the upper bound
The second step is to establish that almost surely for all t ∈ R+, the pseudo 2-microlocal
frontier of M at t satisfies
∀s′ ≥ −αM,t ; ΣM,t (s′) ≤
1
2
Σ⟨M⟩,t

2s′

.
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As previously, using Dubins–Schwarz Theorem, there exists a Brownian motion B such that
almost surely for all t ∈ R+, we have Mt = B⟨M⟩t . Then, to prove the upper bound, we use the
following technical lemma satisfied by the Brownian motion B.
Lemma 4.2. Let B be a Brownian motion. Then, there exists an event Ω0 such that P(Ω0) = 1
and for all ω ∈ Ω0, N ∈ N, ε > 0, there exists h(ω) > 0 such that for all ρ ≤ h(ω) and
t ∈ [0, N ], we have
sup
u,v∈B(t,ρ)
|Bu − Bv| ≥ ρ1/2+ε.
This lemma is a corollary of a more general result proved on the multifractional Brownian motion
at the end of this section (see Proposition 4.8).
Therefore, let set ω ∈ Ω0, N ∈ N and ε > 0. We denote by ⟨M⟩N the increasing process
⟨M⟩Nt = ⟨M⟩t ∧N and M N the compound process M Nt = B⟨M⟩Nt . According to the definition of
the pseudo 2-microlocal frontier, for s′ ∈ R and t ∈ R+, there exist sequences (sn(ω))n, (tn(ω))n
such that
lim
n→+∞ sn(ω) = limn→+∞ tn(ω) = t
and for all n ∈ N, ⟨M⟩Ntn − ⟨M⟩Nsn 
|tn − sn|Σ⟨M⟩N ,t (s′)+ε
|t − tn| + |t − sn|−s′ (ω) ≥ 1. (6)
Without loss of generality, we can also suppose for all n ∈ N that sn(ω) ≤ tn(ω) and
|⟨M⟩Ntn (ω)− ⟨M⟩Nsn (ω)| ≤ h(ω), where h(ω) is defined in Lemma 4.2.
Then, since ⟨M⟩N· (ω) ≤ N , for each n ∈ N there exists un(ω), vn(ω) ∈
⟨M⟩Nsn , ⟨M⟩Ntn  such
that
|Bun − Bvn | ≥
⟨M⟩Ntn − ⟨M⟩Nsn 1/2+ε . (7)
As t → ⟨M⟩t (ω) is a continuous non-decreasing function, there exist xn(ω), yn(ω) such that
⟨M⟩Nxn = un and ⟨M⟩Nyn = vn and [xn, yn] ⊂ [sn, tn].
Then, using inequalities (6) and (7), we obtainM Nxn − M Nyn  = Bun − Bvn 
≥
⟨M⟩Ntn − ⟨M⟩Nsn 1/2+ε
≥ |tn − sn|(Σ⟨M⟩N ,t (s
′)+ε)·(1/2+ε)|t − tn| + |t − sn|−s′·(1/2+ε).
Let now distinguish the two different cases.
1. If s′ ≤ 0, we note that |xn − yn| ≤ |sn − tn| and |t − xn| + |t − yn| ≤ 2
|t − tn| + |t − sn|.
Hence, there exists C > 0 such that for all n ∈ N,
|M Nxn − M Nyn | ≥ C |xn − yn|(Σ⟨M⟩N ,t (s
′)+ε)·(1/2+ε)|t − xn| + |t − yn|−s′·(1/2+ε),
since −s′ · (1/2+ ε) ≥ 0 and (Σ⟨M⟩N ,t (s′)+ ε) · (1/2+ ε) ≥ 0.
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2. If s′ ≥ 0, up to an extraction, we can suppose the following convergence
lim
n→∞
|tn − sn|
|t − tn| + |t − sn| = m,
where m ∈ [0, 1] since the sequence is positive and bounded by 1.
• If m = 0, as [xn, yn] ⊂ [sn, tn], we obtain|t − tn| + |t − sn|∼n→∞|t − xn| + |t − yn|.
Therefore, since we also have |xn − yn| ≤ |sn − tn|, for all n ∈ N large enough, we getM Nxn − M Nyn  ≥ C |xn − yn|(Σ⟨M⟩N ,t (s′)+ε)·(1/2+ε)|t − xn| + |t − yn|−s′·(1/2+ε),
where C is a positive constant.
• If m > 0, we know that |tn − sn| ∼n m ·
|t − tn|+ |t − sn|. Therefore, from (6), there exists
C > 0 such that for all n ∈ N large enough⟨M⟩Ntn − ⟨M⟩Nsn  ≥ C|t − tn| + |t − sn|Σ⟨M⟩N ,t (s′)+ε−s′ ,
which necessarily implies that Σ⟨M⟩N ,t (s′) = α⟨M⟩N ,t + s′, according to Definition 3.2 for
α⟨M⟩N ,t . Then, for all n ∈ N large enough, we obtainM Nxn − M Nyn  ≥ |tn − sn|(Σ⟨M⟩N ,t (s′)+ε)·(1/2+ε)|t − tn| + |t − sn|−s′·(1/2+ε)
≥ C |tn − sn|(Σ⟨M⟩N ,t (s
′)+ε−s′)·(1/2+ε)
= C |tn − sn|(α⟨M⟩N ,t+ε)·(1/2+ε)
≥ C |xn − yn|(α⟨M⟩N ,t+ε)·(1/2+ε) as α⟨M⟩N ,t + ε > 0
= C |xn − yn|(α⟨M⟩N ,t+ε−s
′)·(1/2+ε) · |xn − yn|−s′·(1/2+ε)
≥ C |xn − yn|(Σ⟨M⟩N ,t (s
′)+ε)·(1/2+ε)|t − xn| + |t − yn|−s′·(1/2+ε),
since −s′ ≤ 0 and |xn − yn| ≤
|t − xn| + |t − yn|.
To summarize, in each case, we have proved that for all s′ ≥ −αM,t there exists C > 0 such that
for all n ∈ N large enough,
|M Nxn − M Nyn | ≥ C |xn − yn|(Σ⟨M⟩N ,t (s
′)+ε)·(1/2+ε)|t − xn| + |t − yn|−s′·(1/2+ε),
which proves that for all N ∈ N, ε > 0 and s′ ∈ −αM,t , 0, with probability one
∀t ∈ R+; ΣM N ,t

s′ · (1/2+ ε) ≤ (Σ⟨M⟩N ,t (s′)+ ε) · (1/2+ ε).
We observe that for all ω ∈ Ω0 and t ∈ R+, there exists N0(ω) such that for all N ≥ N0(ω),
∀s′ ∈ R; ΣM N ,t (s′) = ΣM,t (s′) and Σ⟨M⟩N ,t (s′) = Σ⟨M⟩,t (s′).
Therefore, as N →+∞, we obtain with probability one
∀t ∈ R+; ΣM,t

s′ · (1/2+ ε) ≤ (Σ⟨M⟩,t (s′)+ ε) · (1/2+ ε).
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Then, using a sequence (εn)n∈N which converges to zero and s′ ∈ Q (sufficient as the pseudo
2-microlocal frontier is continuous), we get the expected inequality. With probability one and for
all t ∈ R+,
∀s′ ≥ −αM,t ; ΣM,t (s′) ≤
1
2
Σ⟨M⟩,t

2s′

. 
Remark 4.3. In this context of martingales, one could imagine to introduce a more general
definition of the 2-microlocal frontier where the Euclidean metric is replaced by any distance
on R+. In particular, we could choose the random metric d⟨M⟩(x, y) = |⟨M⟩x − ⟨M⟩y | (which
is in fact a pseudo-metric) and characterize the pseudo 2-microlocal local frontier Σ d⟨M⟩M,t of the
martingale M with respect to this metric. Using Dubins–Schwarz, we can easily show that in this
case, we would obtain:
∀s′ ∈

−1
2
, 0

; Σ d⟨M⟩M,t (s′) =
1
2
+ s′.
However, on the contrary to Theorem 4.1, this expression of the 2-microlocal frontier of M does
not capture all the regularity of M with respect the Euclidean metric.
Theorem 4.1 characterizes the regularity of a martingale M in terms of pseudo 2-microlocal
frontier. Let now give a criterion which allows to extend the equality to the classic frontier of M .
Corollary 4.4. Let M be a continuous local martingale and ⟨M⟩ be its quadratic variation.
Then, with probability one, for all t ∈ R and s′ ≥ −αM,t such that
ΣM,t (s′) < (2+ s′),
the pseudo 2-microlocal frontier of M at t satisfies
σM,t (s
′) = ΣM,t (s′) = 12Σ⟨M⟩,t

2s′

.
In particular, the local Ho¨lder exponents of M and ⟨M⟩ satisfy almost surely
∀t ∈ R+; αM,t =αM,t = α⟨M⟩,t2 .
Proof. According to Theorem 3.4, we know that almost surely for all t ∈ R+ when M is not
locally constant at t ,
∀s′ ∈ R; ΣM,t (s′) = σM,t (s′) ∧ (s′ + p f,t ) ∧ 1,
where
pM,t = inf

n ≥ 1 : M (n)(t) exists and M (n)(t) ≠ 0,
with the usual convention inf{∅} = +∞.
We first prove that almost surely for all t ∈ R+, pM,t ≥ 2. Similarly to the proof of
Theorem 3.4, up to an enlargement argument, there exists a Brownian motion such that almost
surely for all t ∈ R+, Mt = B⟨M⟩t . Let fix ω ∈ Ω , t ∈ R+ and suppose there exists lt (ω) ≠ 0
such that
lim
h→0
Mt+h − Mt
h
(ω) = lt (ω).
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Without any restriction, we can assume lt > 0. Thus, there exists ρ > 0 such that for all
h ∈ B(0, ρ),
lt
2
≤ Mt+h − Mt
h
≤ 3lt
2
, i.e. Mt + lt h2 ≤ Mt+h ≤ Mt +
3lt h
2
.
As a consequence, we obtain,
max
t−ρ≤u≤t Mu = Mt = mint≤u≤t+ρ Mu .
Since M = B⟨M⟩ and ⟨M⟩· is continuous and non-decreasing, there exists δ > 0 such that
max
x−δ≤u≤x Bu = Bx = minx≤u≤x+ρ Bu, where x = ⟨M⟩t (ω).
Therefore, x is a point of increase for B, as defined in [17]. Nevertheless, it is proved in [17] that
Brownian sample paths almost surely have no point of increase.
Hence, almost surely for all t ∈ R+, if the limit lt exists, it is equal to 0, which proves that
pM,t ≥ 2.
Then, let t ∈ R and s′ ≥ −αM,t such that ΣM,t (s′) < (2 + s′). Then, since pM,t ≥ 2, we
have
ΣM,t (s′) = σM,t (s′) ∧ (s′ + p f,t ) ∧ 1 = σM,t (s′) ∧ 1.
Finally, as ΣM,t (s′) = 12Σ⟨M⟩,t

2s′

and Σ⟨M⟩,t ≤ 1, we deduce ΣM,t (s′) = σM,t (s′).
For all t ∈ R+, unless M is locally constant at t , we know that αM,t = ΣM,t (0) ≤ 1.
Therefore, we get the second equality,αM,t =αM,t =α⟨M⟩,t/2. 
To end this section, we establish a lower bound for the pseudo 2-microlocal frontiers of
semimartingales.
Proposition 4.5. Let X = M+A be a continuous semimartingale, where M is a local continuous
martingale and A a continuous finite variation process. Then, with probability one, for any
t ∈ R+, the pseudo 2-microlocal frontiers of X satisfies
∀s′ ≥ −αX,t ; ΣX,t (s′) ≥ ΣM,t (s′) ∧ ΣA,t (s′).
Furthermore, when t ∈ R+ and s′ ≥ −αX,t are such that X satisfies one of these two conditions
1. ΣM,t (s′) ≠ ΣA,t (s′);
2. A is locally monotonic at t ,
then the equality ΣX,t (s′) = ΣM,t (s′) ∧ ΣA,t (s′) holds.
Proof. Let t ∈ R+, s′ ≥ −αX,t and σ < ΣM,t (s′) ∧ ΣA,t (s′). According to the definition of the
pseudo 2-microlocal frontier, we know that M and A belong to Cσ,s
′
t . Therefore, X = M + A ∈
Cσ,s
′
t , which proves that ΣX,t (s′) ≥ σ , for all σ < ΣM,t (s′) ∧ ΣA,t (s′).
Let now consider the two cases where the equality holds.
1. If ΣM,t (s′) > ΣA,t (s′). Let suppose ΣX,t (s′) > ΣM,t (s′) ∧ ΣA,t (s′), then there exists σ such
that ΣA,t (s′) < σ,ΣM,t (s′) > σ and ΣX,t (s′) > σ . Therefore, M and X belong to Cσ,s
′
t ,
and A = X − M as well. But this is in contradiction with the inequality ΣA,t (s′) < σ , and
therefore we must have
ΣX,t (s′) = ΣM,t (s′) ∧ ΣA,t (s′).
The case ΣM,t (s′) < ΣA,t (s′) is treated similarly.
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2. Let σ > ΣM,t (s′) ∧ ΣA,t (s′). To prove the equality, we must find sequences (sn)n and (tn)n
which converges to t and such that
∀n ∈ N; |Xsn − X tn | ≥ |sn − tn|σ
|t − sn| + |t − tn|−s′ .
Without any loss of generality, let suppose A is locally increasing. Then, according to the
proof of Theorem 4.1 (and Lemma 4.2), we can find such sequences for M and which satisfy
for all n ∈ N, sn ≤ tn and Msn ≤ Mtn . Then, if we consider increments of X , we get
X tn − Xsn = Mtn − Msn + Atn − Asn
≥ Mtn − Msn as A is locally increasing,
≥ |sn − tn|σ
|t − sn| + |t − tn|−s′ .
This proves that X ∉ Cσ,s′t for all σ > ΣM,t (s′) ∧ ΣA,t (s′). 
The Brownian motion is a simple martingale which has a deterministic regularity
a.s. ∀t ∈ R+,∀s′ ∈ R; ΣB,t (s′) =

1
2
+ s′

∧ 1
2
,
as initially proved [22] and as confirmed by Theorem 4.1.
In the following, we exhibit stochastic processes which have more eccentric regularity. In
particular, we construct martingales with a non-deterministic 2-microlocal frontier, which shows
that the range of possible behaviours is different than the Gaussian case detailed in [22].
Quadratic variations constructions are detailed in A.2.
In this first example, we prove that there exist martingales with a non-trivial 2-microlocal
frontier, similar to “chirp” regularity.
Example 2. In Lemma A.2 is constructed a continuous non-decreasing function gα such that at
a given t0,
∀s′ ≥ −1; Σgα,t0(s′) =

s′ + 1
1− log2(α)

∧ 1,
where α is a parameter in (0, 1).
Based on this deterministic function, we construct a martingale. Let β be a Brownian motion
and U a uniform variable on [0, 1] independent of β. We easily verify that (gU (t))t∈R+ is time
change for the Brownian motion β and therefore, we set the following martingale
∀t ∈ R+; Mt = βgU (t).
Then, using Theorem 4.1 and Corollary 4.4, we obtain the 2-microlocal frontier of M :
∀s′ ≥ −1
2
; σM,t0(s′) =
1
2
Σ⟨M⟩,t0(2s′) =

s′ + 12
1− log2(U )

∧ 1
2
,
since ⟨M⟩t = gU (t).
Similarly, we can also consider the time change

g
2−|βt0 |
(t)
t∈R+
. It can be easily checked
that it satisfies the necessary hypotheses, and therefore, in this case the 2-microlocal frontier of
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the martingale is equal to
∀s′ ≥ −1
2
; σM,t0(s′) =
1
2
Σ⟨M⟩,t0(2s′) =

s′ + 12
1+ |Mt0 |

∧ 1
2
.
Therefore, in contrary to results proved in [22] in the case of Gaussian processes, at a fixed
t0, there exist martingales with a random and non-trivial 2-microlocal frontier which can even
depend on the values of the martingale itself. We note that stochastic processes with such
regularity properties are called self-regulating processes and have already been exhibited in the
literature (e.g. [19]).
Finally, we observe that the structure of martingales does not allow to extend this kind of
particular regularity to all points on the trajectory. Indeed, a simple consequence of Theorem 4.1
and the monotonicity of the quadratic variation is that almost surely, for almost all t ∈ R+
αM,t =
+∞ if M is locally constant at t ;1
2
otherwise.
4.2. Time changed multifractional Brownian motion
Theorem 4.1 involves the 12 -Ho¨lder regularity of Brownian motion. It is a natural question
to investigate the case of more general processes whose local regularities can be prescribed.
Among these, fractional and multifractional Brownian motions, which are natural extensions of
Brownian motion, but not martingales.
Both are well-known Gaussian processes, respectively introduced in [30,9,37]. In the article,
we will always consider a multifractional Brownian motion (mBm) with regularity function
H : R → [a, b] ⊂ (0, 1) which has the following form:
X t = 1
Γ

H(t)+ 12
 
R

(t − u)H(t)−1/2+ − (−u)H(t)−1/2+

dWu,
even if it has been proved in [43] that the general mBm has a more complex structure. In the case
H = 12 , we obtain a classic Brownian motion. The Ho¨lder regularity of this process has been
widely studied in the literature (see e.g. [37,4,6,21] for sample path regularity and [31,15] for
local time properties). Therefore, we know that Ho¨lder exponents of X at t only depend on H(t)
and the regularity of H at t .
Later in the article, we will always suppose that the regularity function H satisfies the hypoth-
esisHβ :
(Hβ) : H is β-Ho¨lder continuous with sup
t∈R
H(t) < β.
In that case, let us recall the 2-microlocal frontier of the mBm obtained in [22].
Proposition 4.6. Let X be a multifractional Brownian motion whose regularity function H
satisfies the hypothesis Hβ . Then, with probability one, for all t ∈ R+, classic and pseudo
2-microlocal frontier are equal to
∀s′ ∈ R; σX,t (s′) = ΣX,t (s′) =

s′ + H(t) ∧ H(t).
Hence, in particular, we have αX,t =αX,t = H(t).
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Proof. The proof in [22] only concerns the classic 2-microlocal frontier with s′ ∈ [−H(t), 0].
The equality can be easily extended to every s′ ≤ 0 since we know the 2-microlocal frontier must
be concave and have left- and right-derivatives in the interval [0, 1].
Furthermore, using Theorem 3.4, since X is nowhere differentiable, we know that ΣX,t =
σX,t ∧ 1. Finally, if s′ ≥ 0, using Lemma A.1, we obtain the equality ΣX,t (s′) = H(t) as the
function H is continuous, and also σX,t (s′) = H(t) as a consequence. 
We now prove a technical result, related to mBm’s increments, which is used to extend the
main theorem to a time changed mBm.
Lemma 4.7. Let X be a multifractional Brownian motion, satisfying the hypothesis Hβ . Then,
almost surely for all p ∈ N and ε > 0, there exists N (ω) ∈ N such that:
∀n ≥ N (ω), ∀i ∈ {0, . . . , 2n+p − 1}, ∃u, v ∈

t (n)i , t
(n)
i+1

; |Xu − Xv| ≥ ρH
(n)
i +ε
n ,
where for all i, n ∈ N, ρn = 2−n, t (n)i = i2−n and H (n)i = supu∈t (n)i ,t (n)i+1 H(u).
Proof. As noted previously, we use the following integral representation of the mBm:
X t = 1
Γ

H(t)+ 12
  t
−∞

(t − u)H(t)−1/2+ − (−u)H(t)−1/2+

dWu
def= C(H(t))
 t
−∞
K

u, t, H(t)

dWu .
Let ε > 0 and p ∈ N. For every N ∈ N, we consider the following event AN :
AN =

n≥N

0≤i<2n+p

∃u, v ∈

t (n)i , t
(n)
i+1

: |Xu − Xv| ≥ ρH
(n)
i +ε
n

.
We fix n ≥ N and i ∈ {0, . . . , 2p − 1}. We denote 1tn = ρ1+εn and m = ⌊2nε⌋ and we divide
the interval

t (n)i , t
(n)
i+1

in m smaller intervals

uk, uk+1

such that uk+1 = uk + 1tn for all
k ∈ {0, . . . ,m}.
Let us then consider the events
E (n)i =
m
k=1

|Xuk − Xuk−1 | < ρH
(n)
i +ε
n

.
We estimate an upper bound for P(E (n)i ),
P(E (n)i ) = P

m
k=1

|Xuk − Xuk−1 | < ρH
(n)
i +ε
n

= E

m−1
k=1
1
|Xuk−Xuk−1 |<ρ
H(n)i +ε
n
E1
|Xum−Xum−1 |<ρ
H(n)i +ε
n
Wx , x ≤ um−1.
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Let consider the last term
P
 |Xum − Xum−1 | < ρH (n)i +εn | Wx , x ≤ um−1 
= P
CH(um)  um
um−1
(um − u)H(um )−1/2dWu + Ym
 < ρH (n)i +εn | Wx , x ≤ um−1

,
where Ym =
 um−1
−∞

C

H(um)

K

u, um, H(um)
− CH(um−1)K u, um−1, H(um−1)dWu .
We note that Ym is σ {Wx , x ≤ um−1}-measurable, whereas the stochastic integral on the in-
terval

um−1, um

is independent of σ {Wx , x ≤ um−1}. Furthermore, this last term is a centered
Gaussian random variable with the following variance:
σ 2m = C

H(um)
2  um
um−1
(um − u)2H(um )−1du = C

H(um)
2
2H(um)

1tn
2H(um ).
Therefore, we obtain the inequality
P
 |Xum − Xum−1 | < ρH (n)i +εn | Wx , x ≤ um−1 
= 1
σm
√
2π
 ρH(n)i +εn
−ρH
(n)
i +ε
n
exp

− (u − Ym)
2
2σ 2m

du ≤ 2√
2π
ρ
H (n)i +ε
n
σm
.
Using previous expressions, we get (where K is positive constant)
2√
2π
ρ
H (n)i +ε
n
σm
= 2
√
H(um)√
πC

H(um)
 ρH (n)i +εn
1t H(um )n
= 2
√
H(um)√
πC

H(um)
ρH (n)i −H(um )+ε(1−H(um ))n ≤ 2−nε(1−b)+K ,
as H and C are continuous, H(um) ≤ H (n)i and H(t) ∈ [a, b] for all t ∈ R+. Thus, by induction
on k ∈ {1, . . . ,m}, we have
P(E (n)i ) = P

m
k=1

|Xuk − Xuk−1 | < ρH
(n)
i +ε
n

≤ 2(−nε(1−b)+K )m
≤ 2(−nε(1−b)+K )(2nε−1).
Therefore, we obtain:
P

∀u, v ∈

t (n)i , t
(n+1)
i

: |Xu − Xv| < ρH
(n)
i +ε
n

≤ P

m
k=1

|Xuk − Xuk−1 | < ρH
(n)
i +ε
n

≤ 2(−nε(1−b)+K )(2nε−1).
Finally, if we consider the event AN :
P(AcN ) = P

n≥N

0≤i<2n+p

∀u, v ∈

t (n)i , t
(n+1)
i

: |Xu − Xv| < ρH
(n)
i +ε
n

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≤

n≥N

0≤i<2n+p
P

∀u, v ∈

t (n)i , t
(n+1)
i

: |Xu − Xv| < ρH
(n)
i +ε
n

≤

n≥N
2(−nε(1−b)+K )(2nε−1)+n+p ≤ K 2−N .
Therefore, using Borel–Cantelli Lemma on (AcN )N∈N, we prove the expected result. 
Proposition 4.8. Let X be a multifractional Brownian motion, satisfying the hypothesis Hβ .
Then, almost surely, for any T ≥ 0 and all ε > 0, there exists h(ω) > 0 such that for all
ρ ≤ h(ω) and t ∈ [0, T ], we have:
sup
u,v∈B(t,ρ)

|Xu − Xv|

≥ ρH(t)+ε.
Proof. Let T > 0 and ε > 0, there exists p ∈ N such that T ≤ 2p. Using notations from
Lemma 4.7, we consider h(ω) = 2−N (ω). Then, for every ρ ≤ h(ω) and t ∈ [0, T ], there exist
n, k ∈ N such that 2−(n+1) ≤ ρ ≤ 2−n and k2−(n+1), (k + 1)2−(n+1) ⊆ [t − ρ, t + ρ].
Then, from Lemma 4.7, there exists u, v ∈ k2−(n+1), (k + 1)2−(n+1) such that
|Xu − Xv| ≥ 2−(n+1)(Hk,n+1+2ε).
As H is uniformly continuous on the interval [0, T ] , h(ω) can be chosen small enough such that
for all n, k ∈ N, n ≥ N , Hk,n − H(t) ≤ ε for every t ∈

k2−n, (k + 1)2−n.
Therefore, we have
|Xu − Xv| ≥ K 2−n(Hk,n+1+3ε) ≥ KρH(t)+ε,
which proves the result. 
Remark 4.9. Close results from Proposition 4.8 have been previously obtained in the literature,
usually based on the study of local times. Thereby, inequality (8.8.26) in [1] is related to our
result in the particular case of fractional Brownian motion.
Furthermore, Theorem 3.6 in [5] states that for all δ > 0, ε > 0,
lim inf
ρ→0 inft∈[δ,1] supu∈B(t,ρ)
|X t − Xu |
ρH+ε
> 0 a.s.,
where H = maxt∈[δ,1] H(t). This last property is slightly weaker than our result since Proposi-
tion 4.8 is equivalent to
lim inf
ρ→0 inft∈[0,1] supu∈B(t,ρ)
|X t − Xu |
ρH(t)+ε
> 0 a.s. for all ε > 0.
We finally present the main result of this part which gives the classic 2-microlocal frontier of
a time changed multifractional Brownian motion. As the proof is not modified compare to the
martingale specific case, we only recall the major steps. The proof of the first side inequality
does not change at all, we only use the uniform regularity of the mBm recalled previously in
Proposition 4.6. The converse inequality is also shown similarly, using Proposition 4.8 proved
below.
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Theorem 4.10. Let X be a multifractional Brownian motion, satisfying Hβ and U be a contin-
uous positive process. We denote by Z the compound process:
∀t ∈ R+; Z t = XUt .
Then, with probability one, for all t ∈ R+, the pseudo 2-microlocal frontier of Z at t verifies the
following equality:
∀s′ ≥ −αZ ,t ; ΣZ ,t (s′) = H(Ut ) · ΣU,t

s′
H(Ut )

.
Consequently, with probability one, pointwise and local Ho¨lder exponents satisfy:
∀t ∈ R+; αZ ,t = αZ ,t = H(Ut ) · αU,t and αZ ,t =αZ ,t = H(Ut ) ·αU,t .
Remark 4.11. Properties of time changed fractional Brownian motions have already been
studied in the literature. It first appeared in [29] because of its particular multifractal properties.
The multifractal spectra is obtained in [40] using similar technics to the ones used in
Theorem 4.10.
5. 2-microlocal frontiers of stochastic integrals
As stated in the introduction section, we want to extend the characterization of the Wiener
integral regularity obtained in [22]. Let first recall this result. We define the stochastic process
X as the Wiener integral X t =
 t
0 η(u)dWu, where η is an L
2-deterministic function. Then,
according to Theorem 4.12 in [22], for all t0 ∈ R+, the pseudo 2-microlocal frontier of X at t0 is
almost surely given by
∀s′ ∈ −αX,t , 0 ; ΣX,t0(s′) = 12Σ •0 η2(u)du,t0(2s′).
In this section, we will consider the extension of this equality to stochastic integrals X t = t
0 HudMu, where M is a continuous local martingale and H is a continuous progressive
stochastic process. Here, the process H is supposed to be continuous to avoid technical problems
on the definition of its 2-microlocal frontier, but this hypothesis could be weakened with still the
same results if one wants to consider a larger class of integrands.
We begin by expressing an equality which a straight forward consequence of our previous
analysis of martingales regularity.
Theorem 5.1. Let {X t ; t ∈ R+} be defined by the stochastic integral
∀t ∈ R+; X t =
 t
0
HudMu,
where M is a continuous local martingale and H is a continuous progressive stochastic process.
Then, with probability one, for all t ∈ R+, the pseudo 2-microlocal frontier of X at t is equal to
∀s′ ≥ −αX,t ; ΣX,t (s′) =
1
2
Σ •
0 H
2
u d⟨M⟩u ,t

2s′

.
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Proof. This result is a simple application of Theorem 4.1, using the well-known equality
∀t ∈ R+;
 •
0
HudMu

t
=
 t
0
H2u d⟨M⟩u . 
Theorem 5.1 is obviously an improvement of the result stated on the Wiener integral. First,
we obtain an equality for any stochastic integral with respect to a continuous local martingale.
Furthermore, we extend the equality to every s′ positive. Finally, a more subtle enhancement lies
in the fact that the Theorem 5.1 gives a uniform almost sure result, i.e. “almost surely for all
t ∈ R+”, whereas the original one is not. We present at the end of this section an example where
the difference between these two kind of results appears.
The remaining of this section is devoted to a characterization of the pseudo 2-microlocal
frontier of stochastic integral using both regularities of the martingale M and the integrand H .
We begin a technical lemma related to the quadratic variation regularity.
Lemma 5.2. The pseudo 2-microlocal frontier of the increasing process A =  •0 H2s d⟨M⟩s
satisfies, for all ω ∈ Ω and t ∈ R+,
1. if Ht (ω) ≠ 0,
∀s′ ≥ −αA,t ; ΣA,t (s′) = Σ⟨M⟩,t (s′);
2. if Ht (ω) = 0,
∀s′ ≥ −αA,t ; ΣA,t (s′) ≥ Σ⟨M⟩,t (s′ + 2αH,t ),
where αH,t is the pseudo pointwise exponent of H at t .
Proof.
1. Since H is continuous and Ht ≠ 0, there exist C1,C2, ρ > 0 such that for all u ∈ B(t, ρ), we
have C1 ≤ |Hu |2 ≤ C2.
Therefore, we observe that for all u ≤ v ∈ B(t, ρ),
C1|⟨M⟩v − ⟨M⟩u | ≤
 v
0
H2s d⟨M⟩s −
 u
0
H2s d⟨M⟩s
 ≤ C2|⟨M⟩v − ⟨M⟩u |.
Based on the definition of the pseudo 2-microlocal frontier, these two inequalities prove the
first point.
2. When Ht = 0, we observe that for all s′ ≥ −α⟨M⟩,t and ε > 0, there exists C > 0 and ρ > 0
such that for all u ≤ v ∈ B(t, ρ), v
0
H2s d⟨M⟩s −
 u
0
H2s d⟨M⟩s
 =  v
u
(Hs − Ht )2d⟨M⟩s

≤ C
 v
u
|s − t |2αH,t−εd⟨M⟩s
≤ C (⟨M⟩v − ⟨Mu⟩)
|u − t | + |v − t |2αH,t−ε
≤ C |u − v|Σ⟨M⟩,t (s′)−ε|u − t | + |v − t |−s′+2αH,t−ε
which proves that
ΣA,t (s′ − 2αH,t + ε) ≥ Σ⟨M⟩,t (s′)− ε.
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Hence, when ε → 0, the expected inequality is obtained using the continuity of the pseudo
2-microlocal frontier. 
We can now derive a lower bound for the pseudo 2-microlocal frontier of a stochastic integrals
with respect to a continuous local martingale.
Theorem 5.3. Let {X t ; t ∈ R+} be defined by the stochastic integral
∀t ∈ R+; X t =
 t
0
HudMu,
where M is a continuous local martingale and H is a continuous progressive stochastic process.
Then, there exists an event Ω0 such that P(Ω0) = 1 and, for all ω ∈ Ω0 and t ∈ R+, the
pseudo 2-microlocal frontier of the stochastic integral X satisfies
1. if Ht (ω) ≠ 0,
∀s′ ≥ −αX,t ; ΣX,t (s′) = ΣM,t (s′);
2. if Ht (ω) = 0,
∀s′ ≥ −αX,t ; ΣX,t (s′) ≥ ΣM,t (s′ + αH,t ),
where αH,t is the pseudo pointwise exponent of H at t .
Proof.
1. When Ht (ω) ≠ 0, Lemma 5.2 leads to
∀s′ ≥ −α⟨M⟩,t
2
; 1
2
Σ •
0 H
2
u d⟨M⟩u ,t (2s
′) = 1
2
Σ⟨M⟩,t (2s′).
Hence, the application of Theorem 4.1 allows to obtain the expected equality.
2. In the other case, Ht (ω) ≠ 0, the same Lemma 5.2 implies
∀s′ ≥ −
α •
0 H
2
u d⟨M⟩u ,t
2
; 1
2
Σ •
0 H
2
u d⟨M⟩u ,t (2s
′) ≥ 1
2
Σ⟨M⟩,t (2s′ + 2αH,t ),
which also induces the expected inequality, using Theorem 4.1. 
Theorem 5.3 can be improved in the case of a stochastic integral with respect to Brownian
motion since in this case, the integral with respect to the quadratic variation is reduced to a
classic Lebesgue integral.
Theorem 5.4. Let {X t ; t ∈ R+} be defined by the stochastic integral
∀t ∈ R+; X t =
 t
0
HudBu,
where B is a Brownian motion and H is a continuous progressive stochastic process.
Then, there exists an event Ω0 such that P(Ω0) = 1 and for all ω ∈ Ω0 and t ∈ R+, the
pseudo 2-microlocal frontier of the stochastic integral X satisfies
1. if Ht (ω) ≠ 0,
∀s′ ∈ R; ΣX,t (s′) = ΣB,t (s′) =

1
2
+ s′

∧ 1
2
;
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2. if Ht (ω) = 0,
∀s′ ≥ −αX,t ; ΣX,t (s′) =

1
2
+ ΣH2,t (2s
′)
2

∧ 1
2
,
unless H is locally equal to zero at t , which induces in that case: ΣX,t = +∞.
Proof.
1. To obtain the first equality, we use the previous Theorem 5.3, since we know that almost surely
for all t ∈ R+,
∀s′ ∈ R; ΣB,t (s′) =

1
2
+ s′

∧ 1
2
.
The formula is extended to all s′ ≤ − 12 using properties of the pseudo 2-microlocal frontier
(concavity and derivatives in [0, 1]) proved in Corollary 3.5.
2. When Ht (ω) = 0, we observe that if H is locally equal to zero, we obtain ΣX,t = +∞.
In the opposite case, from Theorem 3.4, the pseudo 2-microlocal frontier of the integral
satisfies
∀s′ ∈ R; Σ •
0 H
2
s ds,t
(s′) = 1+ ΣH2,t (s′) ∧ 1.
Hence, Theorem 4.1 yields the expected formula. 
Remark 5.5. The second points in Theorems 5.3 and 5.4 do not contradict. Indeed, we know
that for all t ∈ R+ such that Ht (ω) = 0,
∀s′ ∈ R; Σ⟨B⟩,t (s′ + 2αH,t ) =

1+ s′ + 2αH,t
 ∧ 1.
Furthermore, for all s′ ≤ −2αH,t , still using properties of the pseudo 2-microlocal frontier from
Corollary 3.5, we obtain
ΣH2,t (s
′) ≥ s′ + 2αH,t ,
which proves the expected inequality for all s′ ∈ R
ΣX,t (s′) =

1
2
+ ΣH2,t (2s
′)
2

∧ 1
2
≥

1
2
+ s′ + αH,t

∧ 1
2
= ΣB,t (s′ + αH,t ).
Finally, we also notice that equalities presented in Theorems 5.3 and 5.4 can be extended to the
classic 2-microlocal frontier when the pseudo frontier satisfies Corollary 4.4.
As an application, we consider two examples of stochastic integral whose 2-microlocal
frontier can be completely determined.
Example 3. Let consider an Ornstein–Uhlenbeck process X . It admits the following representa-
tion:
∀t ∈ R+; X t = X0e−θ t + µ

1− e−θ t+  t
0
σeθ(s−t)dBs,
where θ > 0, µ and σ > 0 are parameters and B is a Brownian motion.
Then, almost surely for all t ∈ R+, classic and pseudo 2-microlocal frontiers of X are equal to
∀s′ ∈ R; σX,t (s′) = ΣX,t (s′) =

1
2
+ s′

∧ 1
2
,
and in particular αX,t =αX,t = 12 .
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This result is a consequence of Theorem 5.4 and the strict positivity of the exponential
function. Therefore, the stochastic integral
 t
0 σe
θsdBs has almost surely the following pseudo
2-microlocal frontier, for all t ∈ R+:
∀s′ ∈ R; Σ •
0 σe
θs dBs ,t (s
′) =

1
2
+ s′

∧ 1
2
.
Furthermore, as t → e−θ t is a positive C∞ function, we can easily see that other terms in the
expression do not modify the regularity. Finally, Corollary 4.4 extends the equality to the classic
2-microlocal frontier.
Remark 5.6. As the Ornstein–Uhlenbeck process is a Gaussian process, the 2-microlocal
frontier can be directly obtained using technics and results introduced in [22]. Another way to get
this result is to note that Lamperti transform of Brownian motion does not modify the regularity.
The second example illustrates the impact of integrand’s regularity on the 2-microlocal
frontier of the integral.
Example 4. Let B be a Brownian motion and X a multifractional Brownian motion adapted to
B filtration and which satisfies the hypothesisHβ . We consider the following stochastic integral:
∀t ∈ R+; Z t =
 t
0
XsdBs .
Then, there exists an event Ω0 such that P(Ω0) = 1 and for all ω ∈ Ω0 and t ∈ R+, classic and
pseudo 2-microlocal frontier of this integral satisfy:
1. if X t (ω) ≠ 0,
∀s′ ∈ R; σZ ,t (s′) = ΣZ ,t (s′) =

1
2
+ s′

∧ 1
2
,
and in particular αZ ,t =αZ ,t = 12 ;
2. if X t (ω) = 0,
∀s′ ∈ R; σZ ,t (s′) = ΣZ ,t (s′) =

1
2
+ H(t)+ s′

∧ 1
2
,
and in particular αX,t = 12 + H(t) andαX,t = 12 .
Before proving these results, we first note that the stochastic integral is well-defined, as for all
t ∈ R+:
E
 t
0
(Xs)
2ds

=
 t
0
C(H(s))s2H(s)ds <∞.
According to Theorem 5.4, we only have to characterize the pseudo 2-microlocal frontier Σ(X)2,t
in the case X t (ω) = 0.
1. For the lower bound, the frontier of X is known to be equal to
∀s′ ∈ R; ΣX,t (s′) =

H(t)+ s′ ∧ H(t).
Therefore, for all s′ ≥ −H(t) and ε > 0, there exist ρ > 0 and C > 0 such that for all
u, v ∈ B(t, ρ),
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|X2u − X2v | = |Xu − Xv| · |Xu + Xv|
≤ C |u − v|(H(t)+s′)∧H(t)−ε|t − u| + |t − v|−s′ · |t − u| + |t − v|H(t)−ε
= C |u − v|(2H(t)+s˜′)∧H(t)−ε|t − u| + |t − v|−s˜′−ε,
where s˜′ = s′ − H(t) ≥ −2H(t). Hence, it proves that for all s′ ≥ −2H(t),
∀s′ ≥ −2H(t); Σ(X)2,t (s′) ≥

2H(t)+ s′ ∧ H(t).
2. To obtain the upper bound, we note that Lemma A.1 implies that Σ(X)2,t ≤ H(t).
Then, for all ε > 0, there exists a sequence (un)n such that for all n ∈ N, |Xun − X t | ≥
|un−t |H(t)+ε. Thus, for all n ∈ N, we also obtain |X2un−X2t | = |Xun−X t |2 ≥ |un−t |2H(t)+2ε,
which proves that
∀s′ ≥ −2H(t); Σ(X)2,t (s′) ≤ 2H(t)+ s′.
Therefore, we have the equality
∀s′ ∈ R; Σ(X)2,t (s′) =

2H(t)+ s′ ∧ H(t),
where the extension to all s′ ≤ −2H(t) is still obtained using properties of the pseudo
2-microlocal frontier (concavity and derivatives between 0 and 1).
Hence, for all s′ ≥ −αX,t , we get
ΣZ ,t (s′) =

1
2
+ ΣX2,t (2s
′)
2

∧ 1
2
=

1
2
+ H(t)+ s′

∧ 1
2
.
The same properties allow to extend this equality to all s′ ∈ R. Finally, Corollary 4.4 is applied
to get the 2-microlocal frontier.
Remark 5.7. Example 4 also shows that there is a main difference between uniform results “a.s.
∀t ∈ R+” and simpler ones “∀t ∈ R+ a.s.”. Indeed, we know that for all t ∈ R+, almost surely
X t ≠ 0. Therefore, for all t ∈ R+, the 2-microlocal frontier of the stochastic integral is almost
surely equal to
∀s′ ∈ R; σ •
0 Xs dBs ,t
(s′) =

1
2
+ s′

∧ 1
2
,
which is obviously a less precise characterization of the regularity.
6. Application to stochastic differential equations
Stochastic differential equations (SDE) are often used as a mathematical representation
of natural phenomenons. Local regularity constitutes an interesting indicator to verify how
“correctly” a model fits observable data. In this section, we present a method to obtain the
2-microlocal frontier (or at least a lower bound for the local regularity) of SDE solutions.
To simplify our statement and the expressions, we focus on homogeneous diffusions which
have the following form:
dX t = a(X t ) dBt + b(X t ) dt,
where a and b are continuous functions with respective pseudo pointwise Ho¨lder exponents αa,x
and αb,x at x ∈ R.
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We assume the existence of a solution X to this SDE. From Theorem 5.4, there exists an event
Ω0 such that P(Ω0) = 1 and for all ω ∈ Ω0 and t ∈ R+, the pseudo 2-microlocal frontier of
X and thus the local regularity is completely characterized. Similarly, we have to distinguish
different cases, as illustrated in Eqs. (8)–(11) obtained on the pseudo 2-microlocal frontier ΣX,t .
1. If a(X t (ω)) ≠ 0, Theorem 5.4 directly implies
∀s′ ∈ R; ΣX,t (s′) =

1
2
+ s′

∧ 1
2
. (8)
2. If a(X t (ω)) = 0, but is not locally equal to zero, and b(X t (ω)) ≠ 0, the stochastic integral •
0 a(Xs)dBs satisfies
∀s′ ∈ R; Σ •
0 a(Xs )dBs ,t
(s′) =

1
2
+ Σa2(X•),t (2s
′)
2

∧ 1
2
.
Furthermore, using Theorem 3.6, as b(X t (ω)) ≠ 0 and s → b(Xs(ω)) is continuous, we have
∀s′ ∈ R; Σ •
0 b(Xs )ds,t
(s′) = (1+ s′) ∧ 1.
These two expressions lead to the following
∀s′ ∈ R; ΣX,t (s′) =

1
2
+ Σa2(X•),t (2s
′)
2

∧ (1+ s′) ∧ 1
2
and, in particular
∀s′ ∈ R; ΣX,t (s′) ≤

1+ s′ ∧ 1
2
and σX,t (s′) ≤ 12 .
We can easily check that αa2(X•),t ≥ 2αa,X tαX,t . Thus, we get the following inequality for
the negative part of the pseudo frontier:
∀s′ ≤ −αa2(X•),t ; Σa2(X•),t (s′) ≥ 2αa,X tαX,t + s′.
Using the previous inequalities, we obtain:
∀s′ ∈ R; ΣX,t (s′) ≥

1
2
+ αa,X tαX,t + s′

∧ (1+ s′) ∧ 1
2
,
and, in particular
αX,t ≥

1
2
+ αa,X tαX,t

∧ 1.
Therefore, we have αX,t ≥

1
2(1−αa,Xt )+

∧ 1, which leads to the following estimation of the
pseudo frontier of X
∀s′ ∈ R;

1
2(1− αa,X t )+
+ s′

∧ 1+ s′ ∧ 1
2
≤ ΣX,t (s′) ≤ (1+ s′) ∧ 12 . (9)
In particular, we note that when αa,X t ≥ 12 , we get
∀s′ ∈ R; ΣX,t (s′) = (1+ s′) ∧ 12 .
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3. If a(X t (ω)) = 0, but is not locally equal to zero, and b(X t (ω)) = 0, we similarly obtain the
following inequality
∀s′ ∈ R; ΣX,t (s′) =

1
2
+ Σa2(X•),t (2s
′)
2

∧

1+ Σb(X•),t (s′)

∧ 1
2
,
as b(X t (ω)) = 0 and using the translation property of the pseudo frontier. This inequality
leads to
∀s′ ∈ R; ΣX,t (s′) =

1
2
+ αa,X tαX,t + s′

∧ 1+ αb,X tαX,t + s′ ∧ 12
and in particular
αX,t ≥

1
2
+ αa,X tαX,t

∧ 1+ αb,X tαX,t.
Therefore, if αa,X t < 1 or αb,X t < 1, we obtain:
αX,t ≥

1
2(1− αa,X t )+

∧

1
(1− αb,X t )+

,
which leads to
∀s′ ∈ R; ΣX,t (s′) ≥

1
2(1− αa,X t )+
+ s′

∧

1
(1− αb,X t )+
+ s′

∧ 1
2
. (10)
In the case αa,X t ≥ 1 and αb,X t ≥ 1, the previous inequalities imply that αX,t = +∞ and
σX,t = ΣX,t = 12 .
4. Finally, if a(X•(ω)) is locally equal to zero at t , we locally obtain a classic differential
equation dX t = b(X t )dt . Similarly to previous calculations, we get the following inequality:
∀s′ ∈ R; ΣX,t (s′) ≥

1
(1− αb,X t )+
+ s′

∧ 1. (11)
We notice in the previous results that a self-regulating aspect appears in the regularity of
diffusions, since the 2-microlocal frontier at t can depend on the value of a(X t (ω)) and b(X t (ω)).
The behaviour is also illustrated in the two following Examples 5 and 6.
For sake of readability, we have only considered homogeneous diffusions. But, results could
be easily extended to non-homogeneous diffusions dX t = a(t, X t , ω) dBt + b(t, X t , ω) dt. In
that case, lower bounds obtained would depend on the stochastic Ho¨lder exponents of a and b
along the two directions, i.e. (αa(•,X t ),t ,αa(t,•),X t )(ω) and (αb(•,X t ),t ,αb(t,•),X t )(ω).
More generally, we can see that the previous methodology can be extended to any kind of
stochastic differential equation to get, at least, a lower bound for the local regularity of its
solution.
To end this section, we apply these techniques to obtain the exact regularity in two different
examples of SDE. In the first one, we characterize the 2-microlocal frontier of the square of
δ-dimensional Bessel processes, which generalizes the result on t → B2t described in the
preliminaries.
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Example 5. We know that for every δ > 0 and x ≥ 0, there exists a unique strong continuous
solution to the following equation (see [39]): Z t = x + 2
 t
0
√
Zsdβs + δt, which is called the
square of δ-dimensional Bessel process started at x (BESQδ(x)).
Hence, for every δ > 0 and x ≥ 0, there exists an event Ω0 such that P(Ω0) = 1 and for
all ω ∈ Ω0 and t ∈ R+, the 2-microlocal frontier of the BESQδ(x) Z is determined in the two
following cases.
1. If Z t (ω) ≠ 0,
∀s′ ∈ R; σZ ,t (s′) = ΣZ ,t (s′) =

1
2
+ s′

∧ 1
2
,
and in particular αZ ,t =αZ ,t = 12 .
2. If Z t (ω) = 0, the pseudo frontier satisfies the equation
ΣZ ,t (s′) =

1
2
+ ΣZ ,t (2s
′)
2

∧ 1+ s′ ∧ 1
2
,
which has a unique solution,
∀s′ ∈ R; σZ ,t (s′) = ΣZ ,t (s′) =

1+ s′ ∧ 1
2
,
and in particular αZ ,t = 1 andαZ ,t = 12 .
These equalities are simple consequences of previous results on diffusions. Indeed, since
αa,x = 12 when x = 0, Eqs. (8) and (9) prove the equalities on the pseudo frontier.
To obtain the classic 2-microlocal frontier, we can apply Corollary 4.4 on the stochastic
integral
 t
0
√
Zs dβs and note that according to definition (1), the frontier is not modified when a
polynomial (i.e. δt) is added.
Remark 6.1. As proved in [39], if δ ≥ 2, the set {0} is transient and therefore, almost surely for
any t ∈ R+, the 2-microlocal frontier is equal to
∀s′ ∈ R; σZ ,t (s′) = ΣZ ,t (s′) =

1
2
+ s′

∧ 1
2
.
On the contrary, if δ < 2, we know that {0} is recurrent, and the distinctions between Z t (ω) ≠ 0
and Z t (ω) = 0 is necessary.
Example 6. In the second example, we obtain the 2-microlocal frontier of the Heston model.
This model has been introduced in [23] to describe the price of an asset which has a stochastic
volatility and therefore, it consists of two correlated SDE. The interesting point in this model is
that the regularity of the asset S depends on the value of the volatility ν, as proved below.
In the Heston model, S and ν are solutions of the following system of equations:
dSt = µSt +√νt St dW St
dνt = κ(θ − νt )dt + ξ√νt dW νt ,
where µ, κ, θ and ξ are deterministic positive parameters and (W St ,W
ν
t ) is a Brownian motion
where W S and W ν may be dependent.
Then, there exists an event Ω0 such that P(Ω0) = 1 and for all ω ∈ Ω0 and t ∈ R+,
2-microlocal frontiers of S and ν at t are given by
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1. if νt (ω) ≠ 0,
∀s′ ∈ R; σS,t (s′) = σν,t (s′) =

1
2
+ s′

∧ 1
2
;
2. if νt (ω) = 0,
∀s′ ∈ R; σS,t (s′) = σν,t (s′) =

1+ s′ ∧ 1
2
.
We obtain the 2-microlocal frontier of ν similarly to the previous example. Then, if we
consider S, as S is positive
√
νt St = 0 if and only if νt = 0. Therefore, in this case we obtain the
equation
ΣS,t (s′) =

1
2
+ Σν,t (2s
′)
2

∧ 1+ s′ ∧ 1
2
,
which leads to the expected solution.
Remark 6.2. According to [2], if the parameters satisfy the inequality 2κθ ≥ ξ2, then the
process ν is almost surely positive. Therefore, similarly to square of Bessel processes, the result
is simplified in that case as νt = 0 almost surely never happens.
These two examples show that it is possible to get an exact result, more precise than lower
bounds obtained at the beginning of the section, when the expressions of functions a and b are
explicit and when we are able to characterize the regularity of compositions a ◦ X and b ◦ X .
Another point illustrated by these examples and previous results on diffusions is that the
regularity of the solutions of these SDE are almost everywhere equal to 12 + s′ and change only
at exceptional points (e.g. zeros of BESQδ). Even if these equations were driven by martingales
other than the Brownian motion, according to Theorems 4.1 and 5.3, interesting regularities
would still be exceptional. Nevertheless, many natural phenomenons have a regularity different
from 12 (see e.g. [20]), and thus cannot be represented by these classic diffusions. Therefore, an
interesting next step would be to extend our work to stochastic differential equations driven
by fractional (and multifractional) Brownian motion (see e.g. [34]), in order to exhibit the
possibilities it brings in term of regularity.
Appendix. Proofs of technical results
Appendices gather some deterministic and technical results which are used along the article.
A.1. Pseudo 2-microlocal analysis
Propositions and theorems related to pseudo 2-microlocal spaces and frontier are proved
in this Appendix. The first result is an extension of a well-known property on local Ho¨lder
exponents: values of the local exponent around a point t0 have an influence on the pseudo
2-microlocal frontier of f at t0.
Lemma A.1. Let f be a continuous function and t0 be in R. Then, the pseudo 2-microlocal
frontier at t0 satisfies:
∀s′ ∈ R; Σ f,t0(s′) ≤ lim infu→t0,u≠t0α f,u,
whereα f,u is the pseudo local Ho¨lder exponent of f at u.
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Proof. Let t0 be in R. There exists a sequence (un)n∈N which converges to t0 and such that
lim
n∈N
α f,un = lim infu→t0,u≠t0α f,u def= α0.
According to the definition of the pseudo local Ho¨lder exponent, we know that for all ε > 0, ρ >
0 and n ∈ N,
sup
u,v∈B(un ,ρ)
| f (u)− f (v)|
|u − v|α f,un+ε = +∞.
We use this equality to prove the upper bound on the pseudo 2-microlocal frontier.
Let first note that when s′ ≥ 0, for all u, v ∈ B(un, ρ),
1|u − t0| + |v − t0|−s′ ≥ (2|un − t0| − 2ρ)s′ > |un − t0|s′ ,
when ρ is small enough. Therefore, according to the first equation, for all n ∈ N, s′ ≥ 0 and
ρ, ε > 0
sup
u,v∈B(un ,ρ)
| f (u)− f (v)|
|u − v|α f,un+ε|u − t0| + |v − t0|−s′ = +∞,
which leads to
sup
u,v∈B(t0,2|un−t0|)
| f (u)− f (v)|
|u − v|α f,un+ε|u − t0| + |v − t0|−s′ = +∞,
proving the expected inequality as limn→+∞α f,un = α0.
The case s′ ≤ 0 is treated similarly, using the inequality |u − t0| + |v − t0|s′ ≥ 1 when
|un − t0| and ρ are sufficiently small. 
We know prove Theorem 3.4 which links up the pseudo 2-microlocal frontier to the classic
one in the following way:
∀s′ ∈ R; Σ f,x0(s′) = σ f,x0(s′) ∧ (s′ + p f,x0) ∧ 1,
unless f is locally constant at t0.
Proof of Theorem 3.4. Let first note that in the particular case f is locally constant at t0, we
easily observe that both classic and pseudo 2-microlocal frontiers are equal to +∞. Therefore,
we suppose from now that f is not locally constant.
1. Let first prove the following inequality
∀s′ ∈ R; Σ f,t0(s′) ≤ 1.
We proceed by contradiction: if there exist ε > 0 and s′ ∈ R such that Σ f,t0(s′) ≥ 1 + 2ε,
then, there exist ρ > 0 and C > 0 such that
∀u, v ∈ B(t0, ρ); | f (u)− f (v)| ≤ C |u − v|1+ε
|u − t0| + |v − t0|−s′ .
In particular, for each k ∈ N∗, there exists Ck > 0 such that
∀u, v ∈

t0 + ρk , t0 + ρ

; | f (u)− f (v)| ≤ Ck |u − v|1+ε,
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proving that f is differentiable with null derivatives on the interval

t0 + ρk , t0 + ρ

. As it
is satisfies for every k ∈ N∗ and f is continuous at t0, it must be constant on the interval
[t0 − ρ, t0 + ρ], which is in contradiction with the assumption of f not locally constant.
2. Let now show the inequality
∀s′ ∈ R; Σ f,t0(s′) ≥ σ f,t0(s′) ∧ (s′ + p f,t0) ∧ 1,
where p f,t0 = inf

n ≥ 1 : f (n)(t0) exists and f (n)(t0) ≠ 0

.
Let s′ ∈ R and let first assume that Σ f,t0(s′) ≥ 0 (the general case is explained at the end
of the proof). For all σ < σ f,t0(s
′), there exist ρ > 0 and a polynomial P such that for all
u, v ∈ B(t0, ρ),
|( f (u)− P(u))− ( f (v)− P(v))| ≤ |u − v|σ |u − t0| + |v − t0|−s′ .
It has been observed in [18] that P can be chosen as the Taylor expansion of f at t0,
P(u) =
N
k=0
ak(u − t0)k .
Furthermore, it is also proved in [18] that for each k ∈ N∗ and all s′ ∈ R,(u − t0)k − (v − t0)k ≤ Ck |u − v|(k+s′)∧1|u − t0| + |v − t0|−s′ ,
in the neighbourhood of t0.
Then, according to the definition of p f,t0 , we observe that necessarily ak = 0 for each
k ∈ {1, . . . , p f,t0−1}. Therefore, there exist ρ > 0 and C > 0 such that for all u, v ∈ B(t0, ρ),
|P(u)− P(v)| ≤ C |u − v|(p f,t0+s′)∧1|u − t0| + |v − t0|−s′ .
Finally, we obtain that for all u, v ∈ B(t0, ρ),
| f (u)− f (v)| ≤ |( f (u)− P(u))− ( f (v)− P(v))| + |P(u)− P(v)|
≤ C |u − v|σ∧(p f,t0+s′)∧1|u − t0| + |v − t0|−s′ ,
which proves the expected inequality.
3. Let finally show the converse inequality
∀s′ ∈ R; Σ f,t0(s′) ≤ σ f,t0(s′) ∧ (s′ + p f,t0) ∧ 1.
The boundedness Σ f,t0(s
′) ≤ 1 has already been proved. Let s′ ∈ R with Σ f,t0(s′) ≥ 0.
Let first suppose that σ f,t0(s
′) > (s′ + p f,t0). Then, the function f and the polynomial P are
such that
lim sup
ρ→0
sup
u,v∈B(t0,ρ)
( f (u)− P(u))− ( f (v)− P(v))
|u − v|s′+p f,t0 |u − t0| + |v − t0|−s′ = 0.
Furthermore, we know from [18] that
lim sup
ρ→0
sup
u,v∈B(t0,ρ)
|(u − t0)p f,t0 − (v − t0)p f,t0 |
|u − v|s′+p f,t0 |u − t0| + |v − t0|−s′ > 0.
Since ap f,t0 ≠ 0 and ak = 0 for each k < p f,t0 , we have
lim sup
ρ→0
sup
u,v∈B(t0,ρ)
|P(u)− P(v)|
|u − v|s′+p f,t0 |u − t0| + |v − t0|−s′ > 0,
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which implies
lim sup
ρ→0
sup
u,v∈B(t0,ρ)
| f (u)− f (v)|
|u − v|s′+p f,t0 |u − t0| + |v − t0|−s′ > 0,
and thus Σ f,t0(s
′) ≤ (s′ + p f,t0) = σ f,t0(s′) ∧ (s′ + p f,t0). The case σ f,t0(s′) < (s′ + p f,t0)
is treated similarly.
Finally, let suppose σ f,t0(s
′) = s′ + p f,t0 . As P corresponds to the Taylor expansion of f at
t0 and for each k < p f,t0 , ak = 0, we have
lim
u→t0
f (u)− f (t0)
(u − t0)p f,t0 = limu→t0
f (u)− f (t0)
(u − t0)p f,t0+s′(u − t0)−s′
= ap f,t0 ≠ 0,
proving that Σ f,t0(s
′) ≤ (s′ + p f,t0).
4. We have proved thatΣ f,t0(s
′) = σ f,t0(s′)∧(s′+p f,t0)∧1 for all s′ ∈ R such thatΣ f,t0(s′) ≥ 0.
Let k ∈ N∗ and s′ ∈ R such that Σ f,t0(s′) ∈ [−k,−k + 1]. According to Eq. (3) and
Definition 3.1, we observe that both pseudo and classic 2-microlocal frontiers are defined
using increments of the kth integration of f at t0: I kt0( f ). Based on this remark, we can
adapt the previous reasoning to every I kt0( f ), k ∈ N, therefore proving the equality for all
s′ ∈ R. 
We end this section with the proof of Theorem 3.6 related to the behaviour of the pseudo
2-microlocal frontier when a function is integrated.
Proof of Theorem 3.6. Recall that F is defined by
∀t ∈ R; F(t) =
 t
0
f (s) ds.
If f is locally equal to 0 at t0, F is clearly constant in some neighbourhood of t0, and therefore,
both frontiers of f and F are equal to +∞.
1. Then, let consider the case f (t0) ≠ 0. Without any loss of generality, we can suppose
f (t0) > 0. Since f is continuous, there exist ρ,C1,C2 > 0 such that for all u, v ∈ B(t0, ρ),
C1|u − v| ≤ |F(v)− F(u)| ≤ C2|u − v|.
F locally behaves like the function x → x , and thus has the following pseudo frontier
∀s′ ∈ R; ΣF,t0(s′) = (1+ s′) ∧ 1.
2. Finally, let suppose f (t0) = 0, but is not locally equal to 0.
We know that the classic 2-microlocal frontier of F satisfies σF,t0 = σ f,t0+1. Furthermore, as
f is continuous, F ′ = f and therefore, as F ′(t0) = 0, the exponent pF,t0 defined previously
is simply equal to p f,t0 + 1.
Theorem 3.4 implies for all s′ ∈ R,
Σ f,t0(s
′) = σ f,t0(s′) ∧ (s′ + p f,t0 + 1) ∧ 1.
Therefore, we obtain
ΣF,t0(s
′) = σF,t0(s′) ∧ (s′ + pF , t0 + 1) ∧ 1
= σ f,t0(s′)+ 1 ∧ (s′ + p f,t0 + 2) ∧ 2 ∧ 1
=

σ f,t0(s
′) ∧ (s′ + p f,t0 + 1) ∧ 1
+ 1 ∧ 1
= Σ f,t0(s′)+ 1 ∧ 1. 
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Fig. 2. Function fN obtained on the interval

0, 1
2N

.
A.2. Martingale example
Example 2 describes a martingale with particular local regularity. This section details the
construction of the quadratic variation which leads to this interesting 2-microlocal frontier.
Lemma A.2. There exists a deterministic non-decreasing function fα which has the following
pseudo 2-microlocal frontier at 0
∀s′ ≥ −1; Σ fα,0(s′) =

s′ + 1
1− log2(α)

∧ 1,
where α ∈ [0, 1] and log2(α) = log(α)log(2) .
Proof. The construction of this example is similar to Cantor’s function. Beginning with the
identity f0 : x → x , we iterate the construction using the following process. Let first choose
a parameter α ∈ [0, 1]. At each step N , the function fN−1 is equal to the identity on the interval
0, 1
2N

. Then, fN is obtained by modifying fN−1 on this interval as described in Fig. 2.
The sequence ( fN )N∈N uniformly converges to a continuous function f since it satisfies a
Cauchy criterion
∀n, p ∈ N; ∥ fn+p − fn∥∞ ≤ 2−n .
Let now describe the pseudo 2-microlocal frontier of this function f at 0.
1. We first consider one-side inequality,
∀s′ ≥ −1; Σ fα,0(s′) ≤

s′ + 1
1− log2(α)

∧ 1.
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As usually when one wants to obtain an upper bound for a regularity exponent, specific
sequences (sn)n∈N and (tn)n∈N are constructed to capture the irregularity of the function.
More precisely, let tn = 2−n and sn = tn −

α
2
n+1. Then, for every n ∈ N, σ ∈ [0, 1] and
s′ ≥ −1, we have
| f (sn)− f (tn)| = 2−(n+1) = 2−(n+1)(1+s′) · 2s′(n+1)
= |tn − sn|
1+s′
1−log2(α) · 2s′(n+1) ≥ C |tn − sn|
1+s′
1−log2(α)
|tn| + |sn|−s′ ,
which shows this first inequality.
2. Let now prove the converse inequality. Let s′ ≥ −1 and σ <

s′+1
1−log2(α)

∧ 1. Then, we have
to show that there exist ρ > 0 and C > 0 such that
∀u, v ∈ B(0, ρ); | f (u)− f (v)| ≤ C |u − v|σ |u| + |v|−s′ .
Let first observe that for all u ∈ R+, we have f (u) ≤ u.
Let u ≤ v ∈ [0, 1] and m ∈ N such that 2−(m+1) ≤ v ≤ 2−m . We distinguish two different
cases.
• If u ≤ 2−(m+2), then 2−(m+2) ≤ |u − v| ≤ 2−(m−1). Therefore for all s′ ≥ −1, we obtain
| f (u)− f (v)| ≤ f (u)+ f (v)
≤ 2−(m−1) = 2−(m−1)(1+s′) · 2s′(m−1)
≤ C |u − v|1+s′|u| + |v|−s′ ≤ C |u − v|σ |u| + |v|−s′ ,
since σ <

s′+1
1−log2(α)

∧ 1 ≤ 1+ s′ and |u − v| ∈ [0, 1].
• If u ≥ 2−(m+2). For sake of simplicity, we suppose u ≥ 2−(m+1) (the general case is as
simple, but longer to argue). Then, according to the construction of the function fn , we
observe that
| f (u)− f (v)| ≤ | f (u)− f (v)|σ · | f (u)− f (v)|1−σ
≤ |u − v|α−(n+1)σ ·  f (u)+ f (v)1−σ
≤ |u − v|σ2−(n+1)σ log2(α)|u| + |v|1−σ
≤ C |u − v|σ |u| + |v|1−σ+σ log2(α)
≤ C |u − v|σ |u| + |v|−s′ ,
since −s′ ≤ 1− σ + σ log2(α).
Based on these different cases, we obtain the inequality
∀s′ ≥ −1; Σ fα,0(s′) ≥

s′ + 1
1− log2(α)

∧ 1,
which concludes the proof.
We note that the pointwise Ho¨lder α f,0 exponent does not depend on α and is always equal to
1, whereas the local Ho¨lder exponentα f,0 is equal to 11−log2(α) . Therefore in the case of α = 1,
the function is simply the identity andα f,0 = 1 and on the contrary, when α = 0,α f,0 = 0 and
the function f has jumps at every 12n (but is still continuous at 0). 
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