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ABSTRACT
For quantitative seismic imaging, iterative least-squares reverse time migration is the
recommended approach. The existence of an inverse of the forward modelling oper-
ator would considerably reduce the number of required iterations. In the context of
the extended model, such a pseudo-inverse exists, built as a weighted version of the
adjoint and accounts for the deconvolution, geometrical spreading and uneven illumi-
nation. The application of the pseudo-inverse Born modelling is based on constant
density acoustic media, which is a limiting factor for practical applications. To con-
sider density perturbation, we propose and investigate two approaches. The first one
is a generalization of a recent study proposing to recover acoustic perturbations from
angle-dependent response of the pseudo-inverse Born modelling operator. The new
version is based on weighted least-squares objective function. The method not only
provides more robust results, but also offers the flexibility to include constrains in the
objective function in order to reduce the parameters cross-talk. We also propose an
alternative approach based on Taylor expansion that does not require any Radon trans-
form. Numerical examples based on simple and the Marmousi2 models using correct
and incorrect background models for the variable density pseudo-inverse Born mod-
elling, verify the effectiveness of the weighted least-squares method when compared
with the other two approaches. The Taylor expansion approach appears to contain too
many artifacts for a successful applicability.
INTRODUCTION
Seismic migration is a technique for imaging the subsurface structures from observed
seismic data. Among different migration algorithms, reverse time migration (RTM) has
become the method of choice for seismic imaging in complex geologic structures (Baysal
et al., 1983). The imaging principle at the core of the RTM algorithms is that the reflectors
exist where the upgoing and downgoing wavefields coincide in time and space (Claerbout,
1971). We discuss here quantitative seismic imaging algorithms that consider possible den-
sity variations. Conventionally, RTM can be formulated as the adjoint of the linearized
forward modelling operator, i.e., adjoint Born modelling operator. It can only correctly cal-
culate kinematics (phase), and does not preserve amplitudes. In practice, the seismic data
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are also subject to significant aliasing, noise, irregular source and receiver sampling and
finite recording aperture: the final migrated images suffer from artifacts and low-resolution
(Mulder and Plessix, 2004).
The least-squares migration (LSM) has been proposed to reduce the artifacts mentioned
above by reformulating the migration as a least-squares linear inverse problem (LeBras and
Clayton, 1988; Nemeth et al., 1999). It historically started with the asymptotic approx-
imation (ray-based formulation) via generalized Radon transform (Beylkin, 1985). Mi-
gration/inversion formulas have been proposed either based on ray+Born or ray+Kirchhoff
linearized approximations to consider quantitative properties of reflection coefficients (Bleis-
tein, 1987; de Hoop and Bleistein, 1997). In both approaches, the model was split into a
unknown reflector/diffractor component and the known background component where the
ray tracing was performed. Then, these have been extended to one-way and two-way wave-
equation migration (Zhang et al., 2005). In parallel, a time/space shift extended imaging
condition has been proposed for RTM method to potentially decouple the data fitting in
RTM from the choice of the velocity model (Sava and Fomel, 2006; Symes, 2008). RTM is
considered as the first iteration of LSM. For a quantitative result, least-squares solutions
based on RTM (LSRTM) have been proposed to overcome the shortcomings of RTM and to
refine images toward true-reflectivity Earth model in terms of phase and amplitudes (Dai
et al., 2011; Zeng et al., 2014; Zhang and Schuster, 2014; Zhang et al., 2015). Two aspects
are currently under development: the estimation of multiparameters beyond the constant
density acoustic case, and efficient preconditioner for a fast LSRTM.
With the deployment of multi component seismic data, there has been an increasing
interest in extending LSRTM to multiparameter imaging in both acoustic and elastic media
to provide a better description of wave propagation. Typically, density and attenuation are
additional parameters (Dutta and Schuster, 2014; Yang et al., 2016b; Sun et al., 2018).
The main drawback of LSRTM is that it should be solved iteratively. Since each iteration
requires the application of modelling (demigration) and adjoint (migration) operators, the
computational expense of LSRTM can be considerable. Several strategies such as multi
source approach with random or linear-phase encoding (Dai et al., 2012; Xue et al., 2016)
have been proposed to increase the efficiency of LSRTM.
In the context of subsurface offset, recently, different explicit pseudo-inverse expressions
for the Kirchhoff modelling operator (ten Kroode, 2012) and for the Born modelling op-
erators (Hou and Symes, 2015, 2017; Chauris and Cocher, 2017) has been proposed. The
pseudo-inverse operator is an alternative to the adjoint operator and provides quantita-
tive properties within a single iteration. Although the derivations are performed under
the high-frequency approximation (ray-theory), the final formulas does not contain any ray
quantities but only time and spatial derivatives. It appears that the technique is very simi-
lar to the standard migration scheme, with only additional weights in the imaging operator
(Hou and Symes, 2015, 2017; Chauris and Cocher, 2017). These new operators are explicit
and simple in terms of implementation. They can also be used as pre-conditioners (a way to
speed up the resolution of the inverse problem) for example for the full waveform inversion
and migration velocity analysis (Chauris and Cocher, 2017; Hou and Symes, 2018; Li and
Chauris, 2018). The theory of pseudo-inverse Born modelling is established based on the
constant-density acoustic wave equation. However, in reality the density of the Earth is
not homogeneous, inhomogeneous or heterogeneous. Moreover, the amplitude of reflected
seismic waves is mostly affected by acoustic impedance contrasts, the product of velocity
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by density. Therefore, if the P-wave velocity is the only variable parameter in the pseudo-
inverse Born modelling operator while density varies in reality, the inverted parameter will
not be correctly estimated.
Very recently, Dafni and Symes (2018) extended the method proposed by Hou and Symes
(2017) to variable density acoustic media. They invert parameters from angle-dependent
response of the pseudo-inverse Born modelling operator based on two traces in the angle-
domain. We refer to their method as the “two-trace” approach in this paper. Originally,
this idea was proposed by Zhang et al. (2014) in the context of marine acquisition. They
delineate the impedance and velocity perturbations from near-angle and far-angle traces of
angle-dependent response of amplitude-preserving RTM, respectively (Zhang et al., 2014).
Compared to constant density acoustic, variable density inverse RTM provides a better
description of the wave propagation and generates more accurate images. Moreover, the
resulting models can further be used to study AVO effects that play an important role in
lithology analysis and fluid discrimination.
In this paper, we propose a generalization of the method proposed by Dafni and Symes
(2018) (least-squares method) as well as an alternative approach (Taylor expansion). We
show that the final results obtained via Dafni and Symes (2018) method slightly depends
on the choice of angles for inversion. The least-squares method is based on the use of all
traces in the angle-domain, while the Taylor approach is based on the Taylor expansion of
the Radon transform around zero-angle. We discuss this method with respect to the depen-
dency on the maximum surface offset and on artifacts in image domain. For all approaches,
the starting point is pseudo-inverse modelling in constant density acoustic media. Here,
we extend the Chauris and Cocher (2017) method to variable density acoustic media. We
parameterize the subsurface via inverse of the bulk modulus and density and invert these pa-
rameters from the angle-dependent response of the pseudo-inverse Born modelling operator.
We compare the three approaches by evaluating the data misfit and inverted parameters
reconstruction. We also analyze the sensitivity of the methods to incorrect background
models, which is not addressed in Dafni and Symes (2018). In all these approaches, the
key factor determining the perfect match in image and shot domains is the pseudo-inverse
modelling of constant density acoustic media; their extension is easy to variable density
acoustic media.
The paper is organized as follows: we first review the preliminaries required for the
extension to variable density, namely the variable density acoustic Born modelling, the
adjoint and the pseudo-inverse constant density Born modelling, as well as the Radon
transform. Then, we explain how to extend the constant density pseudo-inverse Born
operator to variable density acoustic media. We present synthetic examples to compare
and discuss the three approaches. Then, we apply the preferred method on the variable
density Marmousi2 model. Finally, we discuss the prospects for further development of
the pseudo-inverse Born modelling. This work should be understood as a new step for
the applicability of LSRTM, beyond the constant density approximation. By applicability,
we mean the derivation of proper pre-conditioners and the possibility in the future to get
quantitative LSRTM results within a few iterations only.
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PRELIMINARIES
We give here a brief review of the concepts and formulas of the variable density acoustic
wave equation, the adjoint and the pseudo-inverse operators for the Born modelling, and
the Radon transform.
Variable density acoustic Born modelling
The acoustic Earth model is parameterized with two parameters (at each point), in-
volving p-wave velocity, Vp, and density, ρ, or their combinations, for instance, p-wave
impedance, Ip = ρVp, or inverse of bulk modulus, β = 1ρV 2p . Each model parameter, for
example m, can be considered as the sum of the background model m0, controlling the
kinematics of the wave propagation, and the model perturbation δm, creating new types
of waves and reflections, where both depends on the spatial coordinates x = (x, z) (Symes,
2008). By definition,
m(x) = m0(x) + δm(x), (1)
and, under the Born approximation, we suppose that δm(x)  m0(x). The definition of
the perturbation model (δm) can be extended to depend on more degrees of freedom. The
most recent conventional choice for the extension is the subsurface offset (h), introduced
as an offset between the sunken source and sunken receiver by Claerbout (1985). Here, we
only consider horizontal subsurface extension as h = (h, 0) for the two-dimensional case. By
using this approach, the dimension of the model space becomes the same as the data space
(Table 1) allowing to compensate for errors in the background model (Sava and Fomel, 2006;
Symes, 2008). The mathematical expression between physical m(x) and extended domains
m(x,h) can be simply defined as
m(x,h) = m(x)δ(h),
m(x) =
∫
dhm(x,h). (2)
Equation 2 is indeed correct when the background model is correct. For well-focused noise-
free data, extracting the image at h = 0 could be reasonably accurate. However, it is
more robust to sum over h-axis. In other word, one might expect the estimated physical
image so obtained to be less sensitive to incoherent or numerical noise (Hou and Symes,
2015). We also denote the source and receiver positions as s and r, respectively. We
Table 1: Dimension of the data and model domains. s and r are the source and receiver
coordinates; t is the time; x , y and z are the spatial coordinates; and h is the subsurface
offset.
Dimension Data domain Physical model domain Extended model domain
1D t z z
2D (s, r, t) (x, z) (x, z, h)
3D (sx, sy, rx, ry, t) (x, y, z) (x, y, z, hx, hy)
parameterize the subsurface via inverse of the bulk modulus and density. The solution
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of the 2-D acoustic scattered wavefield under the Born approximation can be expressed
by introducing the reference Green’s function G0 in a given background model m0. An
integral operator expression for the extended Born modelling operator B (Symes, 2008) can
be written as an integral over all scatter positions:
d(s, r, ω) = B[m0]δm(s, r, ω) = Ω(ω)
∫
dxF(β,ρ)(x,h, ω; s, r)δm(β,ρ)(x,h), (3)
where ω is the angular frequency, Ω(ω) is the source spectrum, F(β,ρ) is the standard mod-
elling vector given as (Symes, 2008):
F(β,ρ)(x,h, ω; s, r) =
−(iω)
2G0(s,x− h, ω)G0(x+ h, r, ω)
1
ρ20
∇G0(s,x− h, ω) · ∇G0(x+ h, r, ω)

T
, (4)
δm(β,ρ) is the model vector given as:
δm(β,ρ)(x,h) =
δβ(x,h)
δρ(x,h)
 , (5)
and T denotes the transpose operator. The composition B[m0]δm denotes computed data
d in (m0, δm). Since different parameter classes have different physical units and nature,
they can have different influence on the data. Note that the influence of one parameter
on the data depends on the other parameters involved in the subsurface parameterization.
Generally, this is referred to as parameter cross-talk, meaning that parameters are more or
less coupled (Virieux and Operto, 2009). The diffraction or radiation pattern can give some
insight into influence of the parameterization in the data as a function of the diffraction
angle (Operto et al., 2013). The analytical expression for the diffraction pattern can be
derived in the framework of the Ray+Born approximation (Forgues and Lambare´, 1997).
Thus, under the high-frequency approximation, the modelling vector F(β,ρ) (Equation 4)
can be rewritten as :
F(β,ρ)(x,h, ω; s, r) =
 −(iω)
2G0(s,x− h, ω)G0(x+ h, r, ω)
β0(iω)
2
ρ0
G0(s,x− h, ω)G0(x+ h, r, ω) cos(2γ)

T
,
= (iω)2G0(s,x− h, ω)G0(x+ h, r, ω)
[
−1 β0ρ0 cos(2γ)
]
, (6)
where γ denotes the diffraction angle. Figure 1 shows the graphic representation of diffrac-
tion pattern for m(β,ρ) as a function of the diffraction angle. As expected from Equation 6,
the amplitude of scattered wavefield by β perturbation in the (β, ρ) parameterization shows
an isotropic pattern (red line in Figure 1), while the amplitude by ρ perturbation shows an
increasingly decreasing pattern from the small γ to the wider ones (blue line in Figure 1).
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Figure 1: The analytical diffraction pattern for an acoustic medium parameterized by (β, ρ).
Equation 6 provides a linear relationship between the data and the (δβ, δρ) perturbations.
In the next section, we review the pseudo-inverse operator providing optimal δβ(x,h) from
observed data in the case when δρ = 0. Then we introduce the Radon transform to handle
angle γ appearing in Equation 6 when δρ 6= 0.
Pseudo-inverse Born modelling
RTM is one of the most powerful seismic imaging methods in complicated areas. The
classical form of RTM operator can be expressed as the correlation between the forward
and back-propagation of source and receiver wavefields, respectively (Bednar, 2005). By
considering constant density acoustic media (δρ = 0), for a specific background model (β0),
migration is introduced by minimizing the misfit between the observed (dobs) and computed
data (d(ξ)) at each shot position as:
J0(ξ) =
1
2
∥∥d(ξ)− dobs∥∥2 , (7)
where ξ = δβ is the extended reflectivity and ‖ . ‖p denotes the `p-norm. The operator of the
migration for determining ξ can be defined by deriving the gradient of the Equation 7 with
respect to ξ as (∂J0/∂ξ)|ξ=0 (Lailly and Bednar, 1983; Tarantola, 1984), yielding
ξ = BT (dobs)(x,h) = −
∫
dsdr dω (iω)2Ω∗(ω)G∗0(s,x− h, ω)dobs(s, r, ω)G∗0(x+ h, r, ω), (8)
where ∗ denotes the complex conjugate. RTM (Equation 8) is the adjoint of the Born
modelling operator (BT ), whereas inversion (B†) is its asymptotic inverse. Here, for pseudo-
inverse Born modelling, we considered the method proposed by Chauris and Cocher (2017)
which is close to the one presented in Hou and Symes (2017). Both derivations determine
an pseudo-inverse B† of the extended Born modelling operator B such that B†B ≈ I, where
I is the identity operator. However, Hou and Symes (2017) directly apply the stationary
phase approximation on B†B, whereas Chauris and Cocher (2017) use a linearization of the
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phase of B†B, leading to different final formulations for B† even if both formulations are
valid in an asymptotic sense (Chauris and Cocher, 2018). Following the work by Chauris
and Cocher (2017), the pseudo-inverse formula for the extended Born modelling operator
in a constant density acoustic media can be written as:
ξ = B†(dobs)(x,h) ' 32β0
ρ30
∂z
∫
ds dr dω
Ω†(ω)
(iω)
∂szG
∗
0(s,x− h, ω)dobs(s, r, ω)∂rzG∗0(x+ h, r, ω), (9)
where Ω† = Ω
∗
‖Ω‖2 is the inverse of the seismic source. In terms of implementation, Equation 9
is close to the standard migration algorithm (Equation 8), with three main modifications:
(1) applying vertical derivative with respect to source and receiver positions to the Green’s
functions; (2) using the inverse version of the source wavelet instead of adjoint version;
(3) applying a first-order integration in time before cross-correlation instead of a second-
order derivative and finally a vertical derivative to the result of the cross-correlation. These
modifications account to applying the following weights, respectively: (1) cosines of take-off
angles at the sources and receivers positions; (2) deconvolution of the source wavelet; (3)
cosines of the half-opening angle at the image point. A larger weight is given to small
scattering angles and short surface offsets (Chauris and Cocher, 2017). In constant density
acoustic media, if the investigated background model is correct, the energy focuses around
the zero-subsurface offset. Otherwise, the extended domain allows to compensate for errors
in the background velocity model by defocusing the energy in the extended reflectivity.
Although, there would be no physical sense of real perturbation model, it is still possible to
reconstruct the observed data from the extended reflectivity (Symes, 2008). For example,
Figure 2a shows the observed data for a single layer Earth model in a constant density
acoustic media. The corresponding common-image gather (CIG) for correct (v = 2400 m/s)
and incorrect (v = 2700 m/s) background models are also shown in Figure 2b-c, respectively.
It is worth to note that the high (low) velocity results in upward (downward) curvature in
CIG domain, as it is in Figure 2c. To evaluate the effect of the extended domain, we
first reconstruct the shot for the correct and incorrect background models in the extended
domain (Figure 3a-b). The phase and amplitude are correctly retrieved for both cases.
Then, we reconstruct the data for incorrect background model in the physical domain by
simply summing CIG over all h values (see Equation 2, Figure 3c). Careful examination on
the extracted traces indicates that the phase is not well retrieved (Figure 3c).
In variable density acoustic media, the energy of the incident wave is partitioned at each
boundary based on the contrasts in velocity and density properties across the boundary.
The important aspect to note is that reflection amplitude for each boundary depends on
the angle of incidence. This phenomenon is well known as amplitude variation with angle
(AVA) (Chopra and Castagna, 2014). An example of observed data for a single layer Earth
model in a variable density acoustic media and its reflection coefficient as a function of
angle for the interface is shown Figure 4a-b, respectively. The velocity and density pairs for
above and below the interface are (2500 m/s, 1950 gr/dm3) and (2320 m/s, 2200 gr/dm3),
respectively. In such media, using Equation 9 for inverting reflectivity will defocus the
energy in extended domain to compensate the effect of AVA, even with correct background
model, as can be seen in Figure 4c. Although it may still reconstruct the observed data,
there would be no physical sense of velocity or density perturbation since the energy is
defocused (Figure 4c.).
As we showed in Equation 6, the combination of the ray theory and the Born approxima-
tion provides quantitative estimations of the multiparameter inversion. It means that the
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Figure 2: Constant density acoustic media. a) Observed data for a single layer Earth
model and the corresponding CIG inverted via pseudo-inverse Born modelling operator
(Equation 9) with b) correct and c) incorrect background model (high velocity).
inverted ξ(x,h) in the extended domain (Equation 9), can be decomposed into two physical
parameters (δβ(x), δρ(x)) based on the diffraction pattern of the specific parameterization.
The equation for this relation can be written as:
ξβ(x,h) ∼= δβ(x)δ(h)− β0
ρ0
cos(2γ)δρ(x)δ(h), (10)
where δ() is the Dirac delta function. In the case δρ(x) = 0, the δβ(x) can be reconstructed
from ξβ(x,h) by simply summing over all h values (δβ(x) =
∫
dh ξβ(x,h)). For variable
density, based on the fact that inversion of δρ(x) in Equation 10 is angle-dependent, a
transformation of subsurface offset to scattering angle is required (Dafni and Symes, 2018).
In the next section, we review how to transform the extended offset domain CIG to angle
domain CIG via the Radon transform.
Angle domain CIGs
Angle gathers are the main ingredient of the AVO/AVA analysis which can give us reli-
able estimates of the Earth parameters, such as, P-wave velocity (Vp), S-wave velocity (Vs),
density (ρ), or different combinations of them. These parameters can further be used to pro-
vide information about reservoir parameters, namely, lithology, porosity and fluid content
(Castagna and Smith, 1994; Chopra and Castagna, 2014). Angle gathers can be obtained
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Figure 3: Left: reconstructed shots with a) correct velocity extended domain, b) incorrect
velocity extended domain and c) incorrect velocity physical domain. The RMS error between
synthetic and observed data is written on each panel. right: extracted traces for near and
far offsets.
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Figure 4: Variable density acoustic media. a) Observed data for a single layer Earth model
and the corresponding b) AVA for the interface, and c) CIG inverted via pseudo-inverse
Born modelling operator (9) with correct background model.
using wave-equation techniques either based on wavefield methods (de Bruin et al., 1990;
Sava and Fomel, 2003; Biondi and Symes, 2004; Sava and Vlad, 2011; Sava and Alkhalifah,
2013; Dafni and Symes, 2016) or ray methods (BrandsbergDahl et al., 2003). The fact that
the wavefield methods can accurately image complex geologic structures comparing to ray
methods, makes wavefield methods superior to ray methods. The wavefield methods can be
applied either for shot-profile migration, shot-geophone migration, or prestack images after
migration. Since in the first two method the angle gathers are evaluated from wavefield
prior to imaging, they referred as “data-space methods”. The angle gathers obtained from
these methods are a function of offset ray parameter. Sava and Fomel (2003) showed that
angle gathers can also be obtained from migrated images with a process which is completely
detached from migration. The main advantages of their method are that the angle gath-
ers are produced as a function of the reflection angle, which is not the case in data-space
methods, and also with much less computational cost compared to data-space methods.
This process is based on performing the Radon transform (slant stack integral) on extended
CIGs. The Radon transform formula can be written in 2D as:
Rξ(x, z, γ) =
∫
dh ξ(x, z + h tan γ, h), (11)
where tan γ is the trajectory of integration. Figure 5 illustrates the integration path for
different point positions in a CIG panel. Note that it is commonly assumed that the RTM
and the ray-based angle (γ in Equation 6 and 11) are the same. Montel and Lambare´ (2011)
showed that this is not necessarily the case for incorrect background models.
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Figure 5: a) a CIG with three nonzero points and b) its Radon transform showing the path
of integration for different points.
We now have the ingredients to take into account variable density, i.e. to determine
(δβ(x), δρ(x)) from ξβ(x,h) (Equation 10). As the inversion formula is derived in data domain
(7), we do not expect a unique solution, but the reconstructed data from (δβ(x), δρ(x)) should
match the observed data. In other word, we may have different combinations of δβ(x) and
δρ(x), leading to approximately the same data fit. Note that ξβ(x,h) is defined in the
extended domain, whereas (δβ(x), δρ(x)) are defined in the physical domain.
VARIABLE DENSITY PSEUDO-INVERSE MODELLING
Here, we first review the two-trace method proposed by Dafni and Symes (2018). Then,
we derive two new schemes for variable density pseudo-inverse Born modelling. The first
one is based on the generalization of the two-trace method, referred to as weighted least-
squares (WLS), and the second one is based on the Taylor expansion of the Radon transform
around γ = 0. As detailed below, the latter does not require any forward/inverse Radon
transform, with a straightforward implementation. We explain its derivation and discuss
its applicability.
Two-trace method
Recently, multiparameter inversion method for bulk modulus and density perturbation
was proposed by Dafni and Symes (2018) based on the analysis of two traces within the
Radon domain. They used a similar formula as Equation 10, to invert the perturbations
from the angle-dependent response of the pseudo-inverse. By applying the Radon transform
on ξ (Equation 10):
Rξ(x, γ) = δβ(x)− β0
ρ0
cos(2γ)δρ(x), (12)
they propose to choose two traces in angle-domain, as:
a(x) = Rξ(x, 0) = δβ(x)− β0
ρ0
δρ(x), (13)
b(x) = Rξ(x, γ′) = δβ(x)− β0
ρ0
cos(2γ′)δρ(x), (14)
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and then calculate δβ and δρ by a system of two linear equations as:
δρ(x) =
ρ0
β0
b(x)− a(x)
1− cos(2γ′) ,
δβ(x) =
b(x)− cos(2γ′)a(x)
1− cos(2γ′) . (15)
It should be noted that, inversion results for this method is angle dependent, meaning that
the results might slightly change by choosing different value for γ′.
Weighted least-squares (WLS) method
In this paper, in order to get more robust results, we generalize the approach to consider
all traces in the Radon domain. Thus, we consider the whole AVA response rather than
simple expansions in terms of two traces. The objective function for any given x = (x, z)
for optimal δβ(x) and δρ(x) can be defined as the least-squares differences between the
computed and observed Rξ over the all angles as:
Jδβ,δρ =
1
2
∥∥∥∥(δβ(x)− β0ρ0 cos(2γ)δρ(x))−Rξ(x, γ)
∥∥∥∥2
W
, (16)
where W (x, γ) is a weighting mask defined as:
W (x, γ) =
{
1, if |γ| ≤ α tan−1(xmaxz )
0, otherwise
. (17)
We define this mask based on the acquisition geometry to remove the artifacts in the angle-
domain at large angles. Thus, for each depth, we only consider the angles that would indeed
be recorded. This is based on constant assumption. In Equation 17, α is a value close to
1, which is essential to avoid the artifacts due to the finite sampling of the offset axis. In
practice, there is no need to have a very precise definition of α. We indeed choose this
parameter to guarantee that we mainly include the specular events in the angle-domain
CIG. Figure 6 shows the weighting mask for xmax = 2250 m, α = 0.85 and α = 1. Outside of
these boundaries, the angle domain only contains the artifacts corresponding to the artifacts
in CIG domain at large subsurface offset values.
In order to derive the optimal δβ(x) and δρ(x), we compute the gradient of the objective
function J (Equation 16) with respect to the model parameters δβ(x) and δρ(x) as:
∂J
∂δβ
=
∫
dγW (x, γ)
(
δβ(x)− β0
ρ0
cos(2γ)δρ(x)−Rξ(x, γ)
)
= 0,
∂J
∂δρ
= −
∫
dγW (x, γ)
β0
ρ0
cos(2γ)
(
δβ(x)− β0
ρ0
cos(2γ)δρ(x)−Rξ(x, γ)
)
= 0. (18)
Equation 18 can hence be written in a matrix formulation as:

∫
dγW (x, γ) − ∫ dγW (x, γ)β0ρ0 cos(2γ)
− ∫ dγW (x, γ)β0ρ0 cos(2γ) ∫ dγW (x, γ)(β0ρ0 )2 cos2(2γ)

δβ(x)
δρ(x)
 =

∫
dγW (x, γ)Rξ(x, γ)
− ∫ dγW (x, γ)β0ρ0 cos(2γ)Rξ(x, γ)
 .(19)
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Solution of Equation 19 leads to the determination of an optimal δβ(x) and δρ(x) in physical
domain.
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Figure 6: Weighting mask W (x, γ). The red and blue dashed lines defines the W for α = 1
and α = 0.85, respectively.
Taylor expansion
Here, we propose an alternative approach based on Taylor expansion along the angle
γ of the Radon transform around γ = 0. The Taylor series provides a sum of the terms
which will approximate the function. Thus, the Taylor expansion of the Radon transform
(Equation 11) evaluated around γ = 0 can be written as:
Rξ(x, γ) ' Rξ(x, 0) + γ ∂Rξ
∂γ
∣∣∣∣
γ=0
+
1
2
γ2
∂2Rξ
∂γ2
∣∣∣∣
γ=0
, (20)
where the first term is:
Rξ(x, 0) =
∫
dh ξ(x, z, h), (21)
the second term is:
∂Rξ
∂γ
∣∣∣∣
γ=0
=
∫
dhh
∂ξ
∂z
(x, z, h), (22)
and the third term is:
∂2Rξ
∂γ2
∣∣∣∣
γ=0
=
∫
dhh2
∂2ξ
∂z2
(x, z, h), (23)
and also the Taylor expansion of the cos(2γ) evaluated around γ = 0 can be written as:
cos(2γ) ' 1− 2γ2. (24)
Note that the second term (Equation 22) consists of integration of vertical derivative of
ξ(x, z, h) multiplied with h including negative and positive values. This leads the second term
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to be negligible comparing to the first and third terms (Equation 21 and 23, respectively).
Substituting Equation 20 and 24 into Equation 15 gives
δρ(x) ' ρ0
4β0
∂2Rξ
∂γ2
∣∣∣∣
γ=0
=
ρ0
4β0
∫
dhh2
∂2ξ
∂z2
(x, z, h),
δβ(x) ' Rξ(x, 0) + 1
4
∂2Rξ
∂γ2
∣∣∣∣
γ=0
=
∫
dh
[
ξ(x, z, h) +
h2
4
∂2ξ
∂z2
(x, z, h)
]
. (25)
The advantage of this formulation is that it does not require any application of the Radon
transform. As can be seen, the δρ(x) only depends on second derivation of the ξ(x, z, h)
weighted with h2. This makes it sensitive to the artifacts in CIG domain at large subsurface
offset values. Moreover, the Taylor expansion of the Radon transform is applied around γ = 0
meaning short-offset acquisition. However, in seismic we prefer long-offset acquisitions to
be able to reconstruct the large and intermediate wavelengths of wavefield.
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NUMERICAL EXPERIMENTS
We present several numerical examples from simulated data to compare the performance
of the different methods in term of accuracy, i.e., the ability for data reconstruction. For
the first example, we used the same model used by Dafni and Symes (2018). We analyze the
results for correct and incorrect background models for this example. In the second example,
we test the application of proposed method on variable density Marmousi2 dataset.
Simple model
This model consists of 4 horizontal interfaces, which each of them shows different type of
AVA signature. The exact β and ρ model is shown in Figure 7a-b. The reflection coefficient
corresponding to each event is also shown in Figure 7-c. As can be seen, a strong AVA
effect is expected for the first and second interfaces. The sign of the amplitude for the first
event changes with angle from negative to positive and it vanishes around γ = 20◦. For the
second event, the amplitude starts from zero at γ = 0◦ and decreases with angle. The model
is discretized on a 189×189 grid with 16 m spacing in vertical and horizontal direction. The
source wavelet for the simulation is a Ricker signal centered at 4.6 Hz (maximum frequency
is 11.5 Hz). Each shot is recorded on 189 channels during 3 s with a 3.5 ms time interval.
By considering correct background models (Figure 8a-b), the inverted ξ and its Radon
transform are shown in Figure 8c-d. As expected, even by considering correct background
models and inversion method, the energy in CIG domain is defocused due to AVO/AVA
phenomenon (mainly the shallowest event). As illustrated in Figure 5, energy at different
lags in offset domain CIGs, leads to different integral paths in angle domain CIGs. This
leads to have more amplitude distortion at higher angles in angle domain CIGs.
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Figure 7: exact a) β (s2dm3/m2gr), b) ρ (gr/dm3) and c) reflection coefficient as a function
of angle for each interface corresponding to model 1.
First, we apply the extended Born modelling on the inverted physical models to re-
simulate the data. The observed and computed shots, and the extracted traces for near/far
offsets for each shot are calculated (Figure 9). The colorbar scale for reconstructed data
is the same as the one for the observed data. There is a perfect match between observed
and computed shots both in terms of phase and amplitudes. The Root Mean Squared
Error (RMSE) between observed and reconstructed shot via each method is also written on
each panel showing the superiority of the WLS method. As can be seen in the extracted
traces, there is mismatch for Taylor expansion method specially in shallow part of the data
containing larger angle information. This indeed is caused by the approximation of the
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Figure 8: The initial correct background a) β0 and b) ρ0 models used for pseudo-inverse Born
modelling. Inverted c) ξ and its d) Rξ at position x = 1500 m corresponding to Figure 7.
Radon transform around γ = 0. It is interesting to compare the observed data and the
reconstructed data based on short-offset acquisition where the Taylor expansion should be
more applicable. Therefore, we apply the modelling on the same model but with considering
short-offset acquisition (Figure 10). There is indeed better match in both shallow and deep
parts. Note that the RMSE between the observed and reconstructed shot in the short-offset
acquisition is 3 times less than the long-offset acquisition for Taylor expansion method.
To further verify the effectiveness of the different methods, we compare the inverted
parameters. First, we invert the β and ρ perturbations via the two-trace method for different
angles (Figure 11). As expected, the quality of the inverted parameters may depend on the
angle chosen in Equation 15. To better discriminate between different angles, the RMSE
between true and inverted parameters is calculated for each angle (Figure 12a). The gray
dashed line shows the maximum available angle for the last interface. The error bound
for the WLS method is also added to this Figure for comparison. It is seen that the error
bound of both parameters for the WLS method is lower than the two-trace method in most
of the angles. Moreover, the error for the two-trace method is lower for the mid-range angles
comparing to low/high-range angles. We also compare the RMSE in the shot domain for
different angles of the two-trace method and the WLS method in Figure 12b. As can be
seen, the error bound in the shot domain for the WLS method is also lower than the two-
trace method in most of the angles. The error bound of the Taylor expansion is not included
since it is much more larger than the other methods. We also compare the inversion results
for β and ρ via the two-trace method (γ′ = 25◦) and the other two methods (Figure 13).
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Figure 9: Left: observed and reconstructed shots obtained via different methods corre-
sponding to correct background models, right: extracted traces. The RMS error between
synthetic and observed data is written on each panel. Shots are ploted in the same scale.
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Figure 10: Left: observed and reconstructed shot obtained via Taylor expansion method
corresponding to short-offset acquisition, right: extracted traces.
Although both two-trace and WLS methods obtained a good match between inverted and
true values, it can be noticed that the WLS method has slightly less oscillations in both
inverted β and ρ parameters. In contrast, the Taylor expansion inverts the parameters with
a lots of oscillations. This is consistent with the fact that weighting the second derivative
of ξ in Equation 23 with h2, makes the method really sensitive to the artifacts in the CIG
panel. As expected from parameters cross-talk in radiation pattern (Figure 1), for the forth
event there is a leakage between the two inverted parameters, meaning that the inversion
is not unique. In other word, by adding another parameter like density into account, the
ill-posedness of the inverse problem is increased since more degree of freedom is considered.
Base on the fact that the migrated image mainly comes from the analysis of the reflected
waves, and also to reduce the leakage between two parameters, we propose to calculate
impedance perturbation (δIp) by non-linear re-parameterization of inverted δβ/β0 and δρ/ρ0
as (Bharadwaj et al., 2018):
δIp
Ip0
=
√√√√ δρρ0 + 1
δβ
β0
+ 1
− 1, (26)
for different methods (Figure 13). The alternative could be to use the linear relationship
between impedance, velocity and density perturbations. It is seen that the amplitude of
the impedance perturbation is much more better estimated comparing to other parameters,
meaning that the coupling effect between δβ and δρ is compensated.
Although the system of Equation 25 for the Taylor expansion is well driven, the fact that
it is highly sensitive to the maximum surface offset and artifacts in the CIG domain, makes
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it inapplicable in sense of seismic application. Consequently, we continue the numerical
experiments using the two-trace and the WLS methods.
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Figure 11: Inversion results via two-trace method for different angles.
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Figure 12: RMSE corresponding to a) inverted β and ρ and b) shot gathers for different
angles via two-trace method comparing to WLS method. The gray dashed line in (a)
corresponds to maximum available angle for the 4th event.
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Figure 13: comparison of inversion results for β, ρ and Ip obtained via a) two-trace, b) WLS
and c) Taylor expansion corresponding to Figure 8. The solid black and dashed red lines
correspond to the true and inverted values, respectively.
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Sensitivity to background models
We now investigate the sensitivity of the methods to background models. We use the
same observed data as before, but constant velocity (v0 = 2400 m/s) and density (ρo =
2100 gr/dm3) models for inversion. The calculated CIG and its Radon transform are shown
in Figure 14. As expected, an upward curvature is observed because of the too-high velocity
for each event. As the CIG contains migration smiles rather than focused points, the
integration of Radon transform in CIG domain will not produce the flattened AVA response.
We check the quality of the inversion by comparing computed data and observed data
(Figure 15). The colorbar scale for reconstructed data is the same as the one for the observed
data. Note that the reconstructed data is modelled via physical inverted parameters in
an incorrect model of constant velocity and density. The largest misfit is related to the
first event at large offsets. The extracted traces for two-trace method show more misfit
comparing to the WLS method in both near and far offsets, specially for the first event.
The RMSE between observed and reconstructed shot via each method is also written on
each panel showing the superiority of the WLS method. The fact that the remodelled
data after inversion nicely matched the observed data in sense of phases and amplitudes,
proves that the multiparameter inversion is indeed provides an inverse, even in an incorrect
model and modelling in physical domain. Furthermore, this gives some evidences that our
method can be coupled to velocity analysis. More research, beyond the scope of this paper, is
required to investigate the coupling of multiparameter inversion to velocity analysis. We also
compare the true and the inverted parameters obtained via different methods (Figure 16).
As expected, there is a shift in every inverted parameter related to using high-velocity
background model.
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Figure 14: Inverted a) ξ and its b) Rξ at position x = 1500 m corresponding to Figure 7.
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Figure 15: Left: observed and reconstructed shots obtained via different methods corre-
sponding to incorrect background models, right: extracted traces.
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Figure 16: Comparison of inversion results for β, ρ and Ip obtained via a) two-trace, b)
WLS corresponding to Figure 14. The solid black and dashed red lines correspond to the
true and inverted values, respectively.
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Marmousi2 model
We now consider a more realistic application on the modified Marmousi2 model as a
benchmark test. The original Marmousi2 has 17 km width and 3.5 km depth. To reduce the
computation cost, we extract the middle part of the Marmousi2 including 10.5 km width
and 2.5 km depth, and also to be able to better image the deeper part, we replace the water
layer with a higher density layer as in Yang et al. (2016a) and Chen and Sacchi (2018). The
exact modified models of velocity (m/s) and density (gr/dm3) of Marmousi2 are shown in
Figure 17. The model is discretized on a 214×875 grid with 12 m spacing in z and x direction.
The synthetic data correspond to a fixed acquisition geometry (stationary-receivers) with a
source spacing of 36 m and receiver spacing of 12 m. We use an explosive source, represented
by a Ricker wavelet centered at 4.76 Hz (maximum frequency is 11.9 Hz). The recording
time is 3.7 s, with a time interval of 1.32 ms.
Here, we investigate the inversion for incorrect and correct background models. As incor-
rect background models, we use a laterally-homogeneous velocity/density-gradient models
(Figure 18a-b), and as correct background models, we smooth the true velocity/density
models with a 2D Gaussian filter of 60 m length in both direction (Figure 18c-d). The
inverted ξ obtained via pseudo-inverse operator for the incorrect and correct background
models at the middle shot (positioned at 5.2 km) is shown in Figure 19a-c, and their angle-
domain response via the Radon transform is also shown in Figure 19b-d, respectively. The
green and black lines is these Figures show the application of the mask for α = 1 and α = 0.4
(Figure 18b), and α = 0.7 (Figure 18d). First, we compare the data fit in shot domain for
the observed shot at position 5.2 km (Figure 20). The reconstructed shots are produced by
applying the Born modelling on the physical inverted parameters obtained via WLS method
in the incorrect background models (Figure 20b) as well as the correct background mod-
els (Figure 20c). The colorbar scale for reconstructed data is the same as the one for the
observed data. To evaluate the reliability, the extracted traces for different offsets are also
shown in Figure 20. It is seen that the shot corresponding to incorrect background models
has a correct phase and satisfactory amplitudes match, specially for the short offset and
shallow part. A detailed look at the incorrect velocity model (Figure 18a) and comparing it
with correct one (Figure 18c), implies that almost in all depths and locations higher veloc-
ities are considered as an incorrect model comparing to the correct velocity model. Similar
to the results in Figure 16, this leads to a shift and defocusing in the inverted parameters.
Therefore, the error in the deeper part is expected as the acquisition depth is not enough.
For the correct background models, once more, there is a almost perfect match in sense of
the phase and amplitude. Obviously, we would also expect small differences because of the
geologic complexity of the model, which can be reduced by further LSM iterations.
We also compare the result of inverted physical parameters. The exact perturbation
models and the inverted perturbation models for incorrect and correct background models
are respectively shown in the first, second and third row of Figure 21. As mentioned before,
it is evident that there is shift in the inverted parameters for the incorrect background
models (Figure 21d-f). The extracted traces at different positions for further comparison
between the exact and inverted parameters in correct background models are shown in
Figure 22. Although the phase information is accurately preserved, the amplitudes of
the δβ and δρ have small differences and show a small leakage between two parameters.
Nevertheless, the amplitudes of the δIp is well recovered, as for the former test.
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These different numerical tests prove that the inversion formulas developed for the 2D
variable density acoustic media are indeed inverse instead of adjoint: almost perfect fit to
the observed data even in incorrect background models. Moreover, the proposed method
shows better and more robust results comparing to the one proposed by Dafni and Symes
(2018), in both image and shot domains. More interestingly, the results for impedance
perturbation obtained by combination of other inverted parameters, is in better accordance
with the true one and mitigates the ill-posedness of the inverse problem.
0 2 4 6 8 10
Position (km)
0.0
0.5
1.0
1.5
2.0
2.5
z (
km
)
a)
1.5
2.0
2.5
3.0
3.5
4.0
4.51e3
0 2 4 6 8 10
Position (km)
0.0
0.5
1.0
1.5
2.0
2.5
z (
km
)
b)
1.8
1.9
2.0
2.1
2.2
2.3
2.4
2.5
1e3
Figure 17: The exact a) velocity (m/s) and b) density (g/cm3) corresponding to the Mar-
mousi2 Model.
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Figure 18: The initial incorrect background a) velocity and b) density model and the initial
correct background c) velocity and d) density model.
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Figure 19: Inverted a) ξ and its b) Rξ corresponding to incorrect background model and
inverted c) ξ and its d)Rξ corresponding to correct background model at position x = 5.2 km.
The green and black line in (b) and (d) corresponds to the limit for acquired angles and
the used ones in inversion, respectively.
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Figure 20: Shot gathers of a) observed data and reconstructed data for the shot at posi-
tion 5.2 km with b) incorrect background models and c) correct background models. The
extracted traces at different offsets are shown in left of each shot.
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Figure 21: The exact perturbation model for a) β, b) ρ and c) Ip, and the inverted pertur-
bation model for d) β, e) ρ and f) Ip corresponding to incorrect background models and g)
β, h) ρ and i) Ip corresponding to correct background models. The dashed line corresponds
to extracted traces.
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Figure 22: The extracted traces from perturbation models (Figure 21) for a) 2.2 km, b)
5.2 km and c) 8.5 km. The solid black and dashed red lines correspond to the true and
inverted values, respectively.
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DISCUSSION
We proposed two new approaches by generalization of the two-trace method as well
as the Taylor expansion of the Radon transform. The latter was able to reconstruct the
observed data only for short-offset acquisition. This is too limiting in practice, as seismic
imaging requires to handle long-offset data. Consequently, the proposed method in this pa-
per is the WLS method, which had better results for both correct and incorrect background
models. An interesting property of such a generalization is that it gives us the necessary
flexibility to add the regularization term to the objective function (Equation 16), leading to
constrained optimization problem. The objective is to mitigate the ill-posedness resulting
from parameters cross-talk based on the radiation pattern (Figure 1) or to add a priori
information.
Recently, Qin and Lambare´ (2016) proposed an approach to jointly invert the velocity
and density in preserved-amplitude Full Waveform Inversion (FWI). The strategies devel-
oped here have two main differences with the one proposed by Qin and Lambare´ (2016).
First, our inversion is based on the extended domain (subsurface offset), which is not the
case in Qin and Lambare´ (2016). Second and more importantly, we calculate the diffraction
angle (γ) either with the Radon transform or the Taylor expansion, whereas they calculate
it by applying the tomographic ray tracing, which is not necessarily consistent with the
wave equation-based approach. In practice, they apply an iterative process to possibly re-
duce the approximation errors introduced in the estimation of the angles. These make the
methods proposed here more consistent to the one proposed by Qin and Lambare´ (2016).
We investigate the effect of the choice of the parameterization in the inversion. We
decompose the resulted ξβ of the simple model (Figure 8) to two different parameters based
on the corresponding diffraction patterns (Table 2) in Equation 16 and 19 (Figure 23).
The third parameter in each subplot of Figure 23 is inferred from the combination of the
first two parameters. The good agreement between the results of different parameterization
suggests that the choice of parameterization does not change the final results in our work.
The conclusion differs in the case of FWI. In non-linear imaging approaches such as FWI,
the choice of the parameterization is not neutral, meaning that the final results depend on
parameterization class (Tarantola, 1984; Prieux et al., 2013), whereas migration, a linear
operator by definition, does not suffer from this aspect.
Table 2: The different diffraction patterns for different parameterization classes.
Parameterization First parameter Second parameter
(β, ρ) −1 cos(2γ)
(Ip, ρ) 2 −2 sin2(γ)
(Vp, ρ) 2 2 cos
2(γ)
(Vp, Ip) 2 sin
2(γ) 2 cos2(γ)
In the case of incorrect background model, a mismatch of data fit in shallow part was
observed for the simple model (specially first event), whereas it was observed in the deeper
part for Marmousi2. The reasons for these observations are different. In the case of the sim-
ple model, the incorrect background models are constant velocity/density models which are
very different from the correct background models, leading to extremely defocused energy
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Figure 23: The inverted parameters for different parameterization classes as a) (β, ρ), b)
(Ip, ρ), c) (Vp, ρ) and d) (Vp, Ip). The third parameter in each panel is inferred by combination
of the first two parameters.
Farshad and Chauris 30 A PREPRINT, JANUARY 2020
in inverted ξ (Figure 14a). Meanwhile, the incorrect background models for Marmousi2
are laterally-homogeneous velocity/density-gradient models which are closer to the correct
background models. This is also noticeable by comparing the defocused energy of ξ for
different models (Figure 14a and 19c). Accordingly, the shallow part in Marmousi2 will
have better data fit as the incorrect background model is close to correct one, which is not
the case in simple model. In order to analyze the effect of the subsurface offset for the
mismatch of data fit in the deeper part of the Marmousi2, we run an additional test by
doubling this parameter (Figure 24). It can be noticed that the mismatch in the deeper part
of the reconstructed shot (Figure 24c) is more less the same as before (Figure 20b), meaning
that this error is not caused by the truncation in the CIG domain. As already has been
mentioned in the numerical experiments, using higher background velocity model leads to a
downward shift in the inverted reflectivity (Figure 16 and 21). Thus, if the recording depth
is not enough to image the reflectivity, a mismatch in the deeper part of the reconstructed
shot would indeed be expected, which is the case for the Marmousi2.
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Figure 24: Inverted a) ξ and its b) Rξ corresponding to incorrect background model and
480 m extension of subsurface offset. c) Reconstructed data for the shot at position 5.2 km
with incorrect background models. The extracted traces at different offsets are shown in
left on the shot gather.
In term of implementation, the variable density pseudo-inverse Born modelling consists
of two operators, the pseudo-inverse Born modelling and the forward Radon transform op-
erators. The Radon transform has a long history of application in seismic processing, for
instance, velocity analysis (Thorson and Claerbout, 1985), multiple attenuation (Hampson,
1986), NMO-free stacking (Gholami, 2017) and AVO-preserved processing (Farshad et al.,
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2018; Gholami and Farshad, 2019b). Based on the path of integration in the Radon trans-
form, many effective methods for rapid evaluation of the traditional Radon transform has
been proposed (Hu et al., 2013; Nikitin et al., 2017; Gholami and Sacchi, 2017; Gholami
and Zand, 2017; Gholami and Farshad, 2019a). Here, since the size of each slice in CIG
domain is constant, it is possible to explicitly construct the matrix for the Radon transfor-
mation. The application of this matrix for the Radon transformation has a computational
complexity of O(NxNzNhNγ), whereas wave-equation based operators have computational
complexity of O(NxNzNsNt), given that the numbers of samples for z, h, x, γ, t and sources
are Nz, Nh, Nx, Nγ , Nt and Ns. Note that Nh samples cross-correlation should be also
performed between the calculated source and receiver wavefields. Several techniques such
as computing the CIG only at a specific image points (Yang and Sava, 2015) or computing
the CIG with only a random choice of traces (van Leeuwen et al., 2015) have been proposed
to reduce the computational burden of cross-correlation, but not the propagation. Besides,
the value of Ns×Nt is much larger than Nh×Nγ in practice. Therefore, the main computa-
tional burden of the variable density pseudo-inverse Born modelling is due to the modelling
operators and it remains at the same order as that of the constant density. It is also worth
to note that there is no need to apply the inverse of the Radon transform here. Otherwise,
the cost would be different as it should be solved iteratively.
CONCLUSIONS
In this paper, we have proposed an efficient weighted least-squares approach to extend
the constant density pseudo-inverse Born modelling to variable density acoustic media. This
is a generalization of the method proposed by Dafni and Symes (2018). It is here based
on using the whole AVA response in the angle domain. We have also proposed another
approach based on the Taylor expansion of the Radon transform, which does not require
application of the Radon transform. Numerical experiments proves that the latter is not
applicable in sense of seismic imaging because of the noise enhancement at large subsurface
offset, whereas the weighted least-squares method is very promising and provides robust
results when compared with the other approaches. We conclude that such a generalization
also provides the flexibility to include more constraints in inversion. Future work will
consist of including regularization terms in the least-squares objective function, coupling
multiparameter inversion to velocity analysis, and also extending the pseudo-inverse Born
modelling operator beyond the acoustic case.
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