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The challenges related to liquid loading have been observed during flow-back after 
hydraulic fracturing, as well as during the production phase, and are further aggravated with the 
high inclination angles found in deviated wellbores. Accurate prediction of the onset of liquid 
loading is of great importance in terms of production design and operation optimization. An 
experimental study was carried out to investigate the onset of liquid loading and a unified 
mechanistic model was developed to predict critical gas velocity for large diameter pipes. The 
experimental setup includes a 6-inch diameter acrylic test section which can be inclined from 0° 
to 90°. The study involves two-phase air-water flow in low-liquid-loading conditions to simulate 
a gas well.  
The critical gas velocity associated with the onset of liquid loading shows a strong function 
with the inclination angle and liquid flow rate in the current experimental study.  A comparison 
with previous experimental data reveals that it also depends on the gas density and pipe diameter 
– i.e., it decreases with increasing gas density and increases when pipe diameter increases.  A 
comprehensive model evaluation was conducted in the current study. It showed a large discrepancy 
for inclination angles higher than 45° and only a few existing models capturing all the effects of 
inclination angle, liquid flow rate, pressure, and pipe diameter.  The experiments in this study 
provide new insights into the onset of liquid accumulation in large diameter deviated wells. The 
new mechanistic model fills the critical gap to enhance accuracy when predicting the onset of 
liquid loading especially for deviated and large-diameter wells.  
Accurate prediction of the onset of liquid loading requires a good prediction of pressure 




of liquid loading, the current study proposes a new hybrid-physics-data-driven algorithm to predict 
pressure gradient and liquid holdup for segregated flow.  The current most widely accepted model 
for segregated flow is a two-fluid-model which treats gas and liquid phase separately by 
incorporating gas and liquid mass and momentum conservation equations. However, due to the 
empirical nature of closure relationships such as the wall and interfacial friction factor correlations, 
its application is restricted to the range in which the experiments are conducted. Using machine 
learning algorithms, another model is proposed which successfully captures the complex, dynamic 
and non-linear relationships between the friction factors and the flowing conditions. The model 
couples the data-driven wall and interfacial friction factors with the two-fluid model, keeping the 
physics of the segregated flow. The results are found to be a big improvement under a wide range 
of conditions when compared with the existing friction factor correlations found in the literature. 
Using the hybrid model, a detailed statistical evaluation of multiple studies is performed which 
demonstrates an improvement in prediction accuracy of critical gas velocity. This work provides 
a workflow to reduce the dependence on empirically derived relationships and adds value by 
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  One of the big challenges associated with horizontal and highly inclined wellbores is 
related to liquid loading in wellbores, which is defined as the phenomenon when a drop in gas rate 
hinders a well’s capability to lift liquid up to the surface. Onset of liquid loading is the condition 
at which critical gas velocity is reached, and liquid starts to accumulate in the wellbore. This 
problem has been encountered in more than 90% of gas wells (Veeken et al. 2003). Accurate 
prediction of the critical gas velocity is extremely essential to well design optimization, facility 
operation, and prevention and remediation of flow assurance issues. Some of the problems 
encountered due to liquid loading involve pipeline internal corrosion, disturbance and/or damage 
to the downstream facilities, steep production declines due to an increase of back pressure, pipeline 
fatigue, production instability, etc. All these problems justify the need to predict the critical gas 
velocity accurately, which will facilitate well design optimization and aid in gas well de-
liquification process. 
The existing models in the literature are either applicable to limited field data, or similar 
laboratory data under which the models were originally built. A majority of experimental studies 
have been carried out in small diameter pipes and low-pressure conditions (Fan et al. 2015). 
Generally, the oil and gas pipeline sizes vary from 2 to 56-inches (Bolonkin 2008), depending on 
the system and the required throughput. However, the production flowlines typically found in oil 
and gas production operations range in size from 2 to 6-inches diameter. These flowlines connect 
wellheads and other facilities such as gas processing plants. Apart from the typical production 




distance crude trunk lines and natural gas transmission lines can go upto 56-inches diameter. The 
ranges mentioned here represent typical sizes used in each type of system. Based on the standards 
set by American Petroleum Institute (API), lateral pipelines that deliver natural gas to or from the 
mainline, are typically between 6 to 16-inches in diameter. Even though most of these pipelines 
have a specialized coating to prevent corrosion and rust, they are still damaged by localized 
accumulation and this leads to multiple flow assurance issues. According to API Spec 5CT casing 
(2011) design requirements, a casing size between 4.5 to 10.75-inches can be specified as a tubing. 
Due to this, production directly through casing is also commonly encountered below the 
production tubing connection near the heel of the horizontal wellbore.  As one of the most 
important parameters that affect the flow behavior significantly, pipe diameter has not been well 
studied especially in terms of its effect on the onset of liquid accumulation.  Some previous studies 
have shown that the critical gas velocity increases with increasing pipe diameter (Fan et al. 2018).  
However, no comprehensive experimental study or model evaluation has been conducted with 
respect to pipe diameter effects on the onset of liquid accumulation.   
The objective of this work is to experimentally investigate the onset of liquid accumulation 
in a 6-inch pipe at inclination angles ranging from 0.5° to 90°.  The factors that affect the onset of 
liquid loading are discussed after comparing it with available data from the literature, including 
pipe diameter, inclination angle, and gas density (or pressure).  Based on the physical phenomenon, 
a generalized unified model is proposed to predict the critical gas velocity. Comprehensive model 
evaluation is also performed to compare critical gas velocity predictions with existing models in 
the literature. A detailed parametric analysis with respect to pipe diameter, liquid density, gas 




Accurate prediction of the onset of liquid loading requires a good prediction of pressure 
gradient and liquid holdup for segregated flow.  Segregated flow is a commonly encountered flow 
pattern during oil and gas operations. Accurate modeling of pressure gradient and the liquid holdup 
is also critical for facility design and operations. Ullmann and Brauner (2006) and Biberg and 
Halvorsen (2000) have discussed the important role played by interfacial friction factor on model 
performance. The existing models use single-phase correlations to determine gas and liquid wall 
shear stresses, and empirical correlations for interfacial shear stress. However, these closure 
relationships have a limitation of being applicable only to the small range of conditions under 
which they were empirically derived. In recent times, artificial intelligence-based solutions for 
multiphase flow have emerged as a promising alternative (Kanin et al. 2019). Using this principle, 
a generalized solution to predict friction factors is proposed in this work by combining machine 
learning with the physics-based two-fluid model to accurately determine pressure gradient and 
liquid holdup for a wide range of flow conditions and fluid properties. Once the pressure gradient 
and liquid holdup are determined, the model predicts critical gas velocity. An improvement in 
prediction accuracy was achieved when compared to other existing models for the onset of liquid 
loading.  The hybrid physics-data-driven model proposed in this work provides a step forward in 
reducing dependence on empirically derived correlations to make accurate predictions for the onset 









This chapter introduces the phenomenon of liquid loading and critical gas velocity, as well 
as the applications of machine learning in multiphase flow studies. Some of the problems occurring 
due to liquid loading in gas wells are discussed in subsequent sections, which include pipeline 
corrosion and the negative impact on production during the life of a well. A section is dedicated 
to the discussion of common pipe diameter ranges found in the oilfield. A detailed review of 
previous experimental and modeling studies focused on determining the onset of liquid loading is 
also provided.  The last section of the chapter discusses the research objectives and the motivation 
behind this study.  
2.1  Liquid Loading and Concept of Critical Gas Velocity 
 
  Liquid loading is defined as the inability of producing gas to remove its co-produced 
liquids in a gas well, resulting in liquid accumulation in the wellbore.  Some of the wellbore and 
flow parameters affecting liquid loading are gas and liquid production rates, gas and liquid 
properties, tubing diameter and inclination angle. Based on previous experimental studies (Guner 
et al. 2015; Alsaadi et al. 2015; Fan et al. 2018), it has been proven that the primary reason for the 
onset of liquid accumulation is liquid film reversal rather than entrained liquid droplets in the gas 
phase. It is caused due to insufficient momentum transfer from the gas phase to liquid film, hence 
leading to insufficient forces required to overcome forces of gravity and wall friction.  
  This phenomenon of liquid accumulation is tied to critical gas velocity which is defined as 
the maximum velocity at which co-produced liquids can be steadily lifted from bottom to surface. 




below the critical velocity (onset of liquid loading), the flow direction changes, leading to fluid 
accumulation at the heel of the wellbore. As a consequence of liquid loading, the liquid begins to 
collect on the walls of the production conduit. If the gas velocity drops further the percent of liquid 
accumulation adds up, slowing down the whole process of production. The accumulated liquid 
phase can induce the onset of intermittent flow (Fan et al. 2018). Some authors define the critical 
gas velocity as the superficial gas velocity at which flow pattern changes from annular flow to 
intermittent flow, such as Guner et al. (2015) and Alsaadi et al. (2015). The onset of liquid loading 
is commonly associated with liquid holdup increase.  Figure 2.2 shows the liquid phase distribution 
at the cross-sectional area of the pipe before and after liquid loading for upward vertical pipe flow.  
A similar phenomenon was also observed for slightly inclined pipe, such as Langsholt and Holm 
(2007) and Fan et al. (2018). 
 
Figure 2. 1 Schematic of Horizontal Well Trajectory showing the direction of fluid flow 
before liquid loading (top) and after liquid loading (bottom) - PetroCode Well 
Shadow Diagram. 
 
Before Liquid Loading 






Figure 2. 2 Contours of standard deviation of time-averaged void fraction (𝜎𝛼) through a wire 
mesh sensor (Vieira et al. 2015). 
 
2.2  Problems caused by Liquid Loading 
  Out of more than 500,000 producing gas wells in the United States, the problem of liquid 
loading is found in 90% of these gas wells (Veeken 2003). There is a need for an estimation of 
accurate critical velocity since it affects well performance. The impact of liquid loading on well 
production is encountered at the wellbore level, where liquid loading generates high backpressure 
at the perforations leading to a decline in production. The well reaches a point when the reservoir 
pressure is unable to overcome the backpressure, eventually killing the well.  
  As discussed in the previous section, liquid loading leads to liquid fallback which can cause 
additional pressure losses in the wellbore region. This is an effect that may be caused due to 
plugged perforations caused by liquid loading. One of the other major challenges faced due to 
liquid loading is in the field of flow assurance where corrosion, scaling and unexpected wall stress 
on the pipeline have been observed. Apart from natural production depletion, damage to 
production equipment, damage to near-wellbore zone and hydrate formation are some of the other 




slugging flow whereas others are typically observed in mature gas wells. From the perspective of 
an operator, it is critical to realize the risks posed by liquid loading in the early stages of field 
development. To take adequate remedial solutions it is imperative to know when and where liquid 
loading starts to occur in the production flowpath. The following sections explain the major 
problems in detail, previous research, and the application of the proposed experimental condition 
in the oil and gas industry. 
2.2.1  Pipeline Internal Corrosion 
 
  Assuring the integrity of mechanical systems is very important during the production 
lifecycle of every well. Localized pipeline internal corrosion caused due to water accumulation 
can lead to through-wall penetration and degrade the pipeline, hence reducing its functionality as 
shown in Figure 2.3. According to Brossia and Sridhar (2017), the urgency to mitigate corrosion 
has increased, as systems are aging beyond their original design life and replacing them has 
become either too costly or unacceptable. Pipelines are prone to various corrosion-related failures 
and maintenance operations are expensive and time-consuming. Based on a study by Koch et al. 
(2002), the data from U.S. Department of Transportation Office of Pipeline Safety shows that 
internal corrosion caused approximately 15 percent of all reportable incidents affecting gas 
transmission pipelines, leading to an average cost of $3 million annually in property damage as 





Figure 2. 3 A schematic showing water accumulation at the bottom of the inclined pipeline 




2.2.2  Production reduction in horizontal wells 
 
  Based on the plot of example production data shown in Figure 2.4, the impact of liquid 
loading can be observed at the later section of the life of the well. Although the well shows a stable 
production decline, after the well surpasses the critical point around mid-2016, there is a steep 
drop in production and overall performance of a gas well. Apart from the decline in rate, an 
increase in pressure difference between casing and tubing is also observed (Figure 2.5), which 
indicates liquid accumulation in the annulus and bottom of the well. This leads to production 











Figure 2. 5 Figure showing the increase in differential pressure between casing and tubing 






2.2.3  Pipe diameter and inclination angle range in field applications 
  
  Oil and gas pipeline sizes vary from 2 to 60-inches diameter, depending on the system and 
required throughput. However, the production flowlines typically found in oil and gas production 
operations range in size from 2 to 6-inches diameter. These flowlines connect wellheads and other 
facilities such as gas processing plants. Apart from the typical production lines, the gas gathering 
systems consist of pipes ranging from 4 to 12-inches diameter and long-distance crude trunk lines 
and natural gas transmission lines can go upto 56-inches diameter (Bolonkin 2008). The ranges 
mentioned here represent typical sizes used in each type of system. Based on the standards set by 
American Petroleum Institute (API), lateral pipelines that deliver natural gas to or from the 
mainline, are typically between 6 to 16-inches in diameter. Even though most of these pipelines 
have a specialized coating to prevent corrosion and rust, they are still damaged by localized 
accumulation and this leads to multiple flow assurance issues. According to API Spec 5CT-1.3 
casing design requirements, casing sizes between 4.5 to 10.75-inches can be specified as a tubing. 
Due to this, production through casing is also commonly encountered before the flow reaches 
production tubing connection near the heel of the horizontal wellbore.    
  A typical flexible offshore pipeline system is shown in Figure 2.6 below; it displays the 
range of inclination angles commonly encountered in an offshore oil and gas system. There are 
multiple components in offshore operations such as subsea jumpers, risers, and flowlines 
connected directly from well-head to onshore facilities, which vary in a range of inclination angles 





Figure 2. 6 Typical flexible Riser configuration (Adegoke 2018). 
   
  Complex wellbore trajectories are commonly encountered in unconventional wells. Once 
the production from these wells begins, there are issues with oil and gas flow caused by liquid 
loading. An example of a complex wellbore trajectory is shown in Figure 2.7, along with different 
designs found in the field of directional drilling. The range of inclination angles poses flow 






Figure 2. 7 Complex wellbore designs – left (Wood 2016) with a big range of inclination 
angles shown by directionally drilled wells - right (Atashnezhad et al. 2014). 
 
2.3  Previous experimental and modeling studies on onset of liquid loading 
 
 This section provides a comprehensive background of relevant experimental and modeling 
studies focused on the estimation of critical gas velocity. The scope is restricted to upward inclined 
pipes. The modeling work has been further divided into liquid droplet models and film reversal-
based models, which are the two primary mechanisms through which liquid loading is determined.  
2.3.1  Previous experimental studies on onset of liquid loading 
  Multiple experimental studies can be found in the literature which have made a successful 
attempt to determine the onset of liquid loading. However, most of these experiments have been 
carried out in pipes with small size diameters, such as Wang et al. 2016, Fan et al. 2018, Brito 
2015, etc. A summary of experimental studies for two-phase pipe flow along with the defining 




were carried out in large diameter pipes had different objectives and were not focused on 
determining the onset of liquid loading, especially in the case of low liquid loading scenario. 
Table 2. 1 Previous studies on onset of liquid loading in upward inclined pipes 
 




μL (Pa s) vSL (m/s) Fluids 
Alsaadi et al. 
(2015) 
0.0762 2 ~ 30 1000 1.18 0.001 0.01-0.1 Air/Water 








Fan et al. 
(2018) 




Guner et al. 
(2015) 
0.0762 45 ~ 90 1000 1.18 0.001 0.01-0.1 Air/Water 
Langsholt and 
Holm (2007) 
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  According to Alsaadi et al. (2015) and Fan et al. (2018), an increase in critical gas velocity 
was observed when inclination angles were increased from 2° to 30°. They concluded that liquid 
flow rate effects on critical gas velocity are more significant for higher inclination angles. Another 
observation made by Fan et al. (2018) was related to the inclined pipes where the occurrence of 
liquid loading takes place only at the bottom of the pipe. Contrary to the belief that a minimum 
pressure gradient determines the onset of liquid loading, the study showed that it is not always the 
case, but it gives an indication of being close to critical gas velocity. Guner et al. (2015) was 
another study to investigate the effect of pipe inclination angle (45° to 90°) on critical gas velocity 




loading occurs.  They observed that the critical gas velocity decreases when inclination angle 
increases from 45° to 90°.  Combining the data from Alsaadi et al. (2015) and Guner et al. (2015), 
the critical gas velocity shows a parabolic shape versus inclination angle, with the maximum at 45° 
approximately. For horizontal and near-horizontal pipes, film reversal was obtained at the 
transition from stratified wavy to stratified wavy with film reversal. On the other hand, for vertical 
or near-vertical pipes, flow pattern changes from annular to churn would indicate the onset point.  
The major reason is the liquid film distribution along the pipe wall. 
  Nair (2017) conducted experiments in a horizontal well setup with 6-in. 1° toe-down casing. 
The study showed that thicker liquid films are formed at near-horizontal conditions for large 
diameter pipes, needing higher gas velocity to transport the fluids. 
   The onset of liquid accumulation at high-pressure conditions was investigated by Langsholt 
and Holm (2007), Espedal (1998) and Rodrigues et al. (2018). Langsholt and Holm (2007) also 
studied pipe inclination, different liquid phases (oil/water), and liquid flow rate impact on the onset 
of transition to steep liquid holdups. The experiments showed a dramatic increase in holdups with 
decreasing gas velocity after critical velocity is reached. Changes in critical gas velocity due to 
change in the inclination angle were attributed to force balance considerations. They also 
concluded that the changes in liquid holdup around the transition point, increase with decreasing 
pipe inclination. In their study, the inclination angles were limited to 5°.  Rodrigues et al. (2018) 
discussed the impact of system pressure on critical gas velocity by running experiments in a high-
pressure flow loop. Although the inclination angle was limited to 2°, experiments were conducted 
upto a pressure of 415 psia for low-liquid conditions. The three different flow patterns in this study 
were pseudo-slug, stratified and annular flows. Results of experiments were analyzed using Froude 




identified which occurred due to pipe-diameter effects and it was concluded that phenomena like 
interfacial tension, secondary flow and wave spreading which lead to a curved interface are less 
pronounced in large diameter pipes.  
2.3.2  Review of modeling on onset of liquid loading 
  Estimation of critical velocity has been carried out in the past by either Liquid Droplet 
Model or Film Reversal Model as discussed below: 
  Liquid Droplet Model  
  Turner et al. (1969) were the first who proposed the liquid droplet removal model for the 
onset of liquid loading prediction. This model is based on upward drag force and downward gravity 
force acting on the largest possible liquid droplet (Figure 2.8). The model works on the principle 
of continuous exchange between droplets and film. Old droplets collide with liquid and are 
deposited at the bottom. The new droplets are formed at the interface between liquids and gas. The 
droplet model is valid for vertical wellbores only and takes an assumption of steady-state flow. 
One of the major shortcomings for this model lies in the fact that it does not capture the deviation 
angle, liquid rate, pipe diameter effects on vSgc. Turner et al. also proposed a 20% upward 
adjustment after comparing it with high-pressure field data. Equations 2-1 and 2-2 provide the 

























Figure 2. 8 Forces acting on a droplet in vertical flow (Turner et al. 1969). 
 
  This model is still considered to be one of the most widely used methods to predict the 
critical gas velocity. Coleman et al. (1991) claimed that the upward adjustment was unnecessary 
after comparing it with low-pressure field data. However, Nossier et al. (1997) examined the 
assumption of turbulent flow in Turner et al. (1969) equation and calculated Reynolds number. 
They found that a drag coefficient of 0.2 was required in the droplet model to fit field data and 
hence a 20% adjustment was necessary. There have been multiple modifications in literature such 
as Li et al. (2002) and Zhou and Yuan (2010) which have considered the impact of drag coefficient, 
liquid-droplet shape, kinetic energy and Weber number to determine the critical gas velocity. There 
have also been attempts to incorporate the effect of inclination angle into Turner’s model by 
Belfroid et al. (2008) and Wang et al. (2016). Table 2.2 includes a description of some modeling 






Table 2. 2 Modeling work based on Liquid Droplet Mechanism 
 
Author Description 
Wang et al. 
(2016) 
Two correction terms were added to Belfroid et al. (2008) model and 
incorporated the effects of inclination angle, pipe diameter, and liquid velocity 
to accurately determine liquid loading in coil tubing. It also concluded that pipe 
diameter affects the critical velocity more than the liquid velocity. 
Zhou and 
Yuan (2010) 
Introduced the impact of liquid droplet concentration in the gas stream, as a 
major factor affecting liquid loading. An empirical model was presented which 
is composed of two parts separated by a threshold value of liquid holdup. 
Belfroid et 
al. (2008) 
Adapted Turner et al. (1969) model with a shape function to incorporate the 
effects of inclination angle. It also investigated the influence of reservoir 
characteristics like permeability. The new model was able to predict liquid 
loading velocity with a 20% error. 
Li et al. 
(2002) 
Presented formulas to predict terminal velocity and critical rate after analyzing 
the shape of liquid drop entrained in a high-velocity gas stream. The main 
assumption was regarding the flat shape of the droplet instead of spherical in 
Turner et al. (1969) 
Nossier et al. 
(1997) 
Examined the assumption of turbulent flow by Turner et al. (1969) and 
calculated Reynolds number. A drag coefficient of 0.2 was required in the 
droplet model and showed that a 20% adjustment is necessary to fit field data. 
Also developed 2 entrained droplet models - high and low flow rate systems 
based on drag force coefficient  
Coleman et 
al. (1991)  
Similar to Turner's Droplet, 20% adjustment is not required for Turner et al. 
(1969) model. Gas gravity, interfacial tension and temperature have little impact 
on the accuracy of critical velocity 
Turner et al. 
(1969) 
Based on upward drag force and downward gravity force acting on the largest 
possible droplet. Does not account for well diameter and inclination, 20% 
adjustment recommended for pressure higher than 800 psia 
 
  However, recent studies have shown that the major reason for liquid loading is liquid film 
reversal rather than liquid droplet removal especially for inclined pipes (Fan et al. 2018; Nair 2017; 
Alsaadi et al. 2015).  This brings to another concept to model the onset of liquid loading, which is 
based on the liquid film region, as described in the next section.  
  Film Reversal Model 
  In this model, the critical gas velocity is defined in terms of minimum interfacial shear 
stress and is proved to be the primary reason behind liquid loading in inclined pipelines and 




shown in Figure 2.9, hence disproving the droplet mechanism for liquid loading onset. The upward 
flow is based on film reversal and the downward flow considers the wave growth and blockage. 
This model is an iterative process and leads to complex calculations, which is one of its 
shortcomings. In literature, different modeling mechanisms have been used to calculate critical gas 
velocity which is discussed below.  
 
Figure 2. 9 Cross-section of concurrent annular flow and churn annular dispersed flow 
showing the direction of film flow (Westende et al. 2007). 
 
  One of the earlier mechanics models for onset of liquid loading was proposed by Barnea 
(1986) which is based on liquid film and ties to the instability of the annular flow regime.  In her 
model, the critical gas velocity is associated with the minimum interfacial shear stress, as depicted 
in Figure 2.10. Below the critical gas velocity, the interfacial shear stress is insufficient, leading to 
liquid film reversal thus liquid loading.  Barnea (1986) assumed the liquid flow as an annular film 
with a uniform thickness around the pipe and applied to all inclination angles to determine annular 
to slug flow transition boundary. In Figure 2.10, the dotted lines represent the dimensionless 




lines are from the combined momentum equation.  The red dot represents the solution at annular 
to slug-flow transition. The critical velocity observed in this case is 15 m/s after which liquid 
loading occurs.  
 
Figure 2. 10 Critical velocity determination based on minimum interfacial stress from Barnea 
(1986), (Shekhar et al. 2017). 
 
  In order to overcome the assumption of uniform liquid film thickness, Luo et al. (2014) 
developed a correlation of the liquid film thickness distribution along the pipe as a function of the 
inclination angle.  They assumed that the film thickness associated with the minimum shear stress 
from annual flow geometry is the maximum film thickness beyond which liquid film reversal takes 
place.  They employed this maximum film thickness and calculated the corresponding equivalent 
average liquid film thickness assuming eccentric annular flow configuration using their proposed 




out by Shekhar et al. (2017) to consider the effect of the inclination angle effect on the liquid film 
distribution.  They improved the correlation of Luo et al. (2014) and proposed a modification of 
the interfacial friction factor.  
Brito (2015) proposed another geometric model with an assumption of an eccentric annular 
flow configuration (Figure 2.11).  Besides, she improved the model by incorporating geometrical 
parameters in the combined momentum equation (CME), along with a new interfacial friction 
factor correlation, to solve for the minimum interfacial shear stress.  Since these authors accounted 
for the inclination angle effects on the maximum liquid film thickness, they are supposed to predict 
inclination angle effects on the critical gas velocity. 
 
 
Figure 2. 11 Geometric Parameters for Annular Flow showing the eccentric flow encountered 
in inclined wells (Brito 2015). 
 
  The second approach to determine the onset of liquid film reversal is based on the multiple 
solutions of CME as proposed by Biberg et al. (2015).  They proposed that the critical gas velocity 
should correspond to the point where the solution jumps from the lowest to the highest one, as 






Figure 2. 12 Multiple solution region with the Accumulation Point at Lower Border (Biberg et 
al. 2015). 
 
  The third approach is to determine the liquid film reversal based on the velocity profile 
within the liquid film region.  An initial attempt to utilize the velocity profile in a one-dimensional 
turbulent liquid film, to estimate critical gas velocity was made by Turner et al. (1969) for upward 
vertical two-phase flow. The authors claimed that the critical gas velocity corresponds to the 
condition when the wall shear stress equals to zero.  However, the idea wasn’t considered further 
since the droplet model, proposed at the same time, was more easily implemented and performed 
better in comparison to the liquid film model. Another study by Zabaras et al. (1986) investigated 
this concept further experimentally determining liquid wall shear stress near the minimum pressure 
gradient for vertical pipe flow. The authors observed that near the onset of liquid film reversal the 
motion of interface was controlled by a process of switching between possible steady states of the 
system and the liquid wall shear stress kept switching signs, whereas at high gas flow rates the 
interface is characteristic of a sequence of traveling roll waves. Their model was based on upward 




flow in the calculation of critical gas velocity. Both the approaches for velocity profile do not 
account for pipe inclination where the liquid film is non-uniformly distributed. 
  Fan et al. (2018) recently proposed another methodology to estimate the critical gas 
velocity for slightly inclined pipe based on the velocity profile, as depicted in Figure 2.13. It 
employed the liquid wall shear stress at the pipe bottom as the criteria to predict the onset of liquid 
film reversal. The authors proposed that the critical condition is reached when the velocity gradient 
or the liquid wall shear stress at pipe bottom is zero.  The model has shown a good prediction of 
the liquid flow rate, pipe diameter, fluid properties, pressure and inclination angle (less than 30°) 
effects on the critical gas velocity.  However, it fails when the inclination angle is beyond 30° due 
to the flat interface assumption when calculating the maximum liquid film thickness.  As for now, 
their model gives the best prediction for the experimental data with small inclination angles (Fan 
et al. 2018). 
 
       (a) before liquid loading              (b) onset of liquid loading                (c)  after liquid loading 
 
Figure 2. 13 Critical conditions when Velocity Gradient and Liquid Wall Shear Stress at Pipe 
Bottom is zero (Fan et al. 2018). 
 
  As observed in the above discussion, most of the recent studies have shifted their focus to 







Table 2. 3 Mechanistic Model studies based on Film Reversal Mechanism 
 
Author Description 
Fan et al. 
(2018) 
A mechanistic model with better predictions while considering the effect of 
inclination angle, liquid flow rate, pipe diameter, and pressure effects on 𝑣𝑆𝑔𝑐 
with a focus on stratified flow 
Shekhar et 
al. (2017) 
Considered the effect of inclination angle by developing a correlation for film 
thickness and used different interfacial friction factor 
Biberg et al. 
(2015) 
Used multiple solution region of combined momentum equation to calculate 𝑣𝑆𝑔𝑐 
Brito (2015)  
A geometrical model to consider the inclination angle effect on liquid film 
distribution - in the case of annular and stratified flow in CME 
Luo et al. 
(2014) 
Improved Barnea (1986) model by proposing that critical gas velocity should 
correspond to maximum liquid film thickness and not the average value 
Zhang et al. 
(2003) 
Mechanistic model to predict slug liquid holdup at all inclination angles. Model 
based on the balance between turbulent kinetic energy of liquid phase and surface 
free energy of dispersed gas bubbles in the slug body.  
Barnea 
(1987) 
A unified model for annular to slug flow transition boundary. Critical velocity 
should correspond to minimum interfacial stress. Assumed uniform film 
thickness along the pipe for all inclination angles 
Zabaras et al. 
(1986) 
Experimentally investigated liquid wall shear stress near minimum pressure 
gradient and used the concept of switching between possible steady states in the 
system to determine onset of liquid loading 
 
2.4  Machine Learning Augmented Two-Fluid Model 
The modeling of two-phase flow has been active for decades, which has gone through 
different periods starting from the empirical modeling approach, to mechanistic models including 
steady-state and transient 1-D simulation, and complex computational fluid dynamics (CFD) 
simulations.  Due to the complexity and high implementation cost associated with CFD simulation, 
it is only used to understand specific problems in a limited domain.   
Some of the empirical models include Hagedorn and Brown (1965) and Duns and Ross 
(1963) which were built for vertical wells, Beggs and Brill (1973) which can be applied for all 




since they account for the physics behind the phenomenon and are built on conservation of mass, 
momentum and energy equations. Aziz et al. (1972), Petalas and Aziz (1996), Ansari et al. (1994), 
Hasan and Kabir (1988), Barnea (1986) and Zhang (2003) are some of the fundamental models 
built on this principle. Closure relationships are used to estimate wall shear stress and interfacial 
shear stress using a Two-Fluid Model (Barnea, 1986) by empirically derived friction factors. A 
similar approach was carried out by the widely used Taitel and Dukler (1976) model as well. 
According to Ullmann and Brauner (2006), modeling of interfacial shear stress is one of the most 
critical issues in gas-liquid stratified flows. This is primarily due to the drag forces acting between 
the gas and liquid phase which causes a considerable increase in the pressure gradient. Another 
study by Biberg and Halvorsen (2000) emphasized the importance of correct estimation of shear 
stresses and generated a solution by incorporating a bipolar coordinate system. Some of the studies 
focused on an empirical solution for interfacial friction factor and wall friction factors are Cohen 
and Hanratty (1968), Kowalski (1987), Andritsos and Hanratty (1987), Andreussi and Persen 
(1987) and Ottens et al. (2001), to name a few. Although the mechanistic models provide accurate 
predictions, the closure relationships used in the process, have a limitation of being applicable only 
under the range of input parameters for acceptable accuracy (Kanin et al. 2018 and Buist et al., 
2019).  
In the past few years, multiphase flow solutions based on artificial intelligence are also 
developed and have proven to be a promising solution to model flow behavior. The advantage of 
using data-driven models lies in its reduced computational cost and a more simplistic approach 
without any user induced bias in the form of model assumptions. A primary focus in the application 
of machine learning solutions in the past has been the prediction of flow patterns using pressure 




studies are based on fluid property experimental data using support vector machines, neural 
networks or deep learning as a machine learning tool. Some of the related work is conducted by 
Osman (2004), Li et al. (2014), Ezzatabadipour et al. (2017), Rondon-Guillen et al. (2018) and 
Mask et al. (2019). The studies prove machine learning to be an effective tool for predicting flow 
patterns based on pipe characteristics, superficial velocities and other fluid properties. However, 
most previous studies did not capture the physics of the multiphase flow behavior, which limits 
their application range to the condition where the models were trained.  In order to address this 
limitation, this work focuses on developing a machine learning model for friction factors and 
combine them with a physics-based two-fluid model to predict pressure drop and liquid holdup for 
a wide range of flow conditions and fluid properties. The model is built on gas and liquid two-
phase segregated flow.  
2.5  Research Objectives 
 
  In general, the research objectives of this work are twofold.  The first objective is to 
experimentally investigate pipe diameter and inclination angle effects on the onset of liquid 
loading.  The second one is to develop a unified mechanics model for the onset of liquid loading 
and a hybrid-physics-data-driven algorithm for segregated flow pressure gradient and liquid 
holdup predictions using machine learning.  
  Based on the gravity of the problem discussed in the literature review, it can be concluded 
that there is a need to predict critical velocity accurately, optimize the well design and plan out the 
artificial lift methods in advance and to alleviate the detrimental effects of liquid loading. One of 
the big reasons why a gap exists between experimental methods and field applications is because 
of the small range in which the solutions have been developed. A lot of studies have relied on 




respect to accuracy. The current models cannot predict liquid loading over a wide range of pipe 
diameters, inclination angles, and flow rates. Through this work, an attempt is made to address the 
shortcomings of experimental work and add value by investigating the effect of large diameter 
pipes at different inclination angles. The evolution of flow phenomenon associated with liquid 
loading along the wellbore will be better characterized along with the cases where production 
occurs from the open-hole casing, simulated by the large diameter pipe in this study.   
According to Shippen and Bailey (2012), the desire for models to generalize across broader 
conditions is reflected in the number of phases considered and the range of inclination angles for 
which the studies are valid. There has been an evolution of models to scale up-to large pipe 
diameters and cope with broader ranges of fluid properties such as viscosity. Some of the 
challenges encountered in developing unified mechanistic models are tied to the suite of closure 
relationships in order to capture a broad range of multiphase flow behavior. There is a need for 
removing unnecessary empiricism by extending individual closure relationships which will be 
applicable to a wide range of geometries, fluid properties and flow regimes.  
  The deliverables of this work are to provide a more generalized closure relationship with 
the help of experimental data collected by the current and previous studies. For segregated flow, 
friction factors are among the major uncertainty factors. The focus of the study will be to improve 
the understanding of the wall and interfacial shear stresses phenomenon and develop more accurate 
predictive models. The modified model will then be evaluated with several experimental studies 
available in the literature. An extensive comparison with the current models used in the industry, 









 This chapter provides a description of the experimental flow loop built to conduct 
experiments and determine the onset of liquid loading, which includes the test section and test 
fluids. Different measurement techniques and instrumentation used in the experiment are also 
included in this chapter. The experimental matrix covering the range of inclination angles is 
provided along with the details of fluid property estimation. A detailed procedure for uncertainty 
analysis is discussed as well. The chapter concludes with the operating procedure to run the facility.  
3.1  Facility Description 
 
Different components that make up the entire facility are described in the section below. 
This includes the flow loop and test section as well as test fluids and flow conditions under which 
the experiment was conducted. A brief introduction about data acquisition and the sampling 
frequency is also provided.   
3.1.1  Flow Loop 
 
A new multiphase flow loop was designed and built for the current study. The facility is 
equipped with instrumentation to handle three-phase flow with a 6-inch acrylic pipe test section. 
The system comprises of industry-grade Coriolis flow meters, Thermal Mass Flowmeters, 
Electrical Submersible Pump, Progressive Cavity Pump, Air Blower and a three-phase separator 
to handle the fluids. The pipe section is connected to a truss system attached to a hoist which 
enables the straight pipe to incline in a range of 0° to 90° from horizontal. The flow loop P&ID is 
shown in Figure 3.1 below with the direction of flow. Since the current study will focus on the 






Figure 3. 1 P&ID of 6 in Flow Loop, High Bay. 
 
3.1.2  Test Section 
 
The test section is a 32-ft long and 6.0-in. ID (0.1524 m) acrylic pipe.  Gas and liquid 
injection lines are connected to the inlet of the test section.  The outlet of the test section is 
connected to a vertical 6 in. ID return line, which leads the fluid flow back to the separator. The 
test section is instrumented with eight capacitance probes, three pressure transmitters, three  
temperature transmitters, and one differential pressure transducer.  In addition, two injection and 
two drainage points are available to inject or remove the desired liquid volume.  The test section 
can change the inclination angle from 0° (horizontal) to 90° (vertical).  To support the weight of 
the pipe, the test section rests on a truss. P&ID of the test section is shown below in Figure 3.2 





Figure 3. 2 Test Section P&ID. 
 
3.1.3  Test Fluids 
 
The experimental facility is designed to handle three different fluids - tap water, clean air, 
and oil.  The current study will only use tap water and air.  The operating conditions include 
maximum pressure of 35 psi to ensure a safe environment and acrylic pipe integrity, and ambient 
room temperature conditions.  
▪ Gas: air, supplied by a regenerative blower and/or rental air compressor 
▪ Water: tap water, using a water tank and electric submersible pump 
3.1.4  Flow Conditions 
 
The experimental facility is designed to handle the following liquid and gas flow rates. 
Table 3. 1 Flow rate range for the current facility 
 




3.1.5  Data Acquisition 
 
The data is collected in two different formats based on the frequency.  
1. Low-Speed data: Data is collected from Emerson’s DeltaV Distributed Control System 
which includes pressures, temperatures, differential pressure, mass flow rates and 
velocities as shown in Figure 3.3. The system records a data point every five seconds.  
2. High-Speed Data: This involves eight capacitance probes connected to the DI 2108P 
DataQ acquisition system which includes high-frequency voltage data and is used for 
liquid holdup and wave characteristics measurements. The rated frequency for the 
device is 50 kHz.  
For each experiment run, data were recorded for three trials and average values were 
calculated for the analysis. A test point runtime was around 40 minutes, which includes the time 
required for the system to stabilize before the data was recorded.  
 





3.2 Facility Instrumentation 
 
As discussed in the previous section, the primary source of high-speed data acquisition in 
this facility is a capacitance probe. A procedure is provided to calibrate the sensors and convert 
the voltage to dimensionless liquid height. Another section is dedicated to the dye injection system 
which is used to determine the direction of flow during the experimental run.   
3.2.1 Capacitance Probe 
 
In order to measure liquid height, AquaPlumb Water Level Sensor Probe was installed 
along the test section. Along with the sensors, DI 2108-P 16 bit (Analog to Digital) High-Speed 
Data Acquisition system was installed and connected to DeltaV which provides a 0-3V output 
range. A snapshot of the data acquisition system is shown in Figure 3.4.  
 
Figure 3. 4 Snapshot of a sample run from DataQ High-Speed Data Acquisition. 
 
The capacitance probes used in the experiment need to be calibrated. A total of eight 




in Figure 3.5. Five of these probes are in the vertical position while the remaining three at fixed at 
angles 30°, 60° and 90°. The probes are connected to the DataQ Acquisition system which records 
the voltage. The voltage range of 0-3V is converted to the liquid film height which is between 0 to 
6-inches. 
 
Figure 3. 5 Capacitance Probe Location and Orientation. 
 
Static calibration of each capacitance probes was performed by using the observation pipe 
section and water as the test fluid as shown in Figure 3.6 below. The pipe section was plugged at 
both ends using a rubber plug. A dimensionless voltage, 𝑉′,  is calculated based on the Equation 










Dimensionless values of hlf /d are calculated using the volt range at 10 different intervals. 
This helps to generate calibration curves shown in Figures 3.7 and 3.8. Probe 5 and Probe 7 are 




Linear relationships generated for each probe were further used to calculate the dimensionless 
liquid height.  
 
Figure 3. 6 Setup for static calibration using part of the test section. 
 
 






Figure 3. 8 Calibration curve of Probe 7. 
 
3.2.2 Dye Injection 
 
In order to identify the direction of fluid flow, blue-colored dye is injected through an 
injection quill at the bottom of the pipe, as shown in Figure 3.9. When film flow reversal occurs, 
the fluid starts to flow in the opposite direction. The PVC injection quill has a back-pressure valve, 
so the pressured fluid does not come out of the injection point, during the experiment run.  
 





A sample run image is shown below in Figure 3.10 where no film reversal occurs in the 
first case, whereas liquid loading has occurred in the second case.  
 
Figure 3. 10 Dye injection with and without film reversal. 
 
3.3  Experimental Matrix  
 
A majority of experiments for high inclination angle were conducted for vSL = 0.001 m/s. 
For inclination angles under 20°, additional data was collected for vSL = 0.005 m/s as well as vSL  = 
0.01 m/s up to 10°. Superficial gas velocity range was between 45 m/s to 5 m/s in intervals of 3 
m/s and a step of 1 m/s around the onset of liquid accumulation point. All the experiments were 
conducted at atmospheric pressure. The matrix is shown in Table 3.2 below. 
Table 3. 2 Experimental Matrix for the entire range of inclination angles 
 
θ (°) 0.5 1 5 10 20 30 40 50 60 70 80 90 
vSL 
(m/s) 
0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 
0.005 0.005 0.005 0.005 0.005 - - - - - -  







For each case, the gas injection was started at high rates and reduced at intervals until the 
liquid loading onset was observed. Additional points were obtained after liquid loading to observe 
variations in pressure losses and liquid holdup. 
3.4  Fluid Property Estimation 
In order to compute the critical velocity, there are several parameters that need to be 
calculated beforehand. This includes multiple fluid properties like gas density, water density, gas 
and water viscosity and surface tension, which are calculated using industry-standard methods and 
correlations. According to the International Committee for Weights and Measures (CIPM-2007) 
(Picard et al. 2008), pressure and temperature can be used to calculate the values by using the 
equations below:  
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In these equations,  




psv = Saturation Vapor Pressure at ambient temperature, Pa 
TK = Temperature, Kelvin 
Tcel = Temperature, Celcius 
 z = compressibility factor 
 xv = mole fraction of water vapor 
 h = Relative Humidity (assumed=1) 
 
The correlation coefficients are calculated based on the following Table 3.3. 
 
Table 3. 3 Coefficients to determine compressibility factor 
 
Coefficient 𝑎𝑜 1.58123E-6 𝑐𝑜 1.9898E-4 𝑎1 -2.9331E-8 𝑐1 -2.376E-6 𝑎2 1.1043E-10 𝑑 1.83E-11 𝑏𝑜 5.707E-6 𝑒 -0.765E-8 𝑏1 -2.051E-8   
 
The atmospheric pressure of Golden was taken as 12.21 psia. This is required when 
converting the gauge pressure to atmospheric pressure. In order to calculate gas viscosity, 
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A fixed density of water equal to 1000 kg/m3 was used in the calculations. In order to estimate 
water viscosity, Van Wingen (1950) correlation was used where TF = Temp, in °F.  
 
( 2) ( 5) 21 (1.003 1.479 10 1.982 10 )
1000
w F Fexp T T
− −= −  +   (3-8) 
3.5  Uncertainty Analysis 
 
This section includes the uncertainty estimation procedure used while conducting the 
experiments. In order to ensure the quality of the measurements, uncertainty analysis is a 
mandatory step and helps in determining the error between the true values and the measured value. 
There are two basic kinds of uncertainty that are divided into systematic and random uncertainty 
and are defined in the sections below.  
3.5.1 Random Uncertainty 
 
This is the type of uncertainty that is associated with unpredictable variations in the 
experimental conditions under which the experiment is being performed. The occurrence of 
random uncertainty leads to a decrease in the accuracy of the measurement. This is tied to the 
source of error which causes scatter in the test results and the calculations are based on the normal 
distribution. Student-t distribution 𝑡95 is used to determine the 95% confidence interval of the 
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where 𝑁𝑠𝑎𝑚𝑝𝑙𝑒 is the number of data points, 𝑋𝑖 is the 𝑖𝑡ℎ measured value, and ?̅? is the average 
value of all data points. The term in the denominator (𝑁𝑠𝑎𝑚𝑝𝑙𝑒 − 1) denotes the degree of freedom. 







=  (3-10) 
To estimate the confidence interval, 𝑡95  is used which provides an estimated range of 
values that are likely to include an unknown population parameter from a given set of sample data. 
Mean 𝜇  is commonly used as the population parameter. Hence, random uncertainty can be 
calculated as the product of confidence interval and standard deviation of the average 𝑡95𝑆𝐷𝑥.  
3.5.2 Systematic Uncertainty 
 
This is the type of uncertainty that occurs due to the fault in the measuring instrument or 
the techniques used in the experiment. This leads to a decrease in the precision of the experiment. 
These types of errors are constant for the duration of the experiment and are usually provided by 
the equipment manufacturer with 95% confidence. (Alsaadi 2013). Table 3.4 below shows the 
systematic uncertainty for equipment used in this study.  
Table 3. 4 Systematic Uncertainty of Instruments 
 
Instrument Measured Variable Systematic Uncertainty 
Endress Hauser Thermal Mass Flow ±0.15% 
Micro Motion Liquid Mass Flow Rate ±0.15% 
Rosemount 3051S2 Pressure ±0.15% of 150 psi span 
Rosemount 3144P Temperature ±0.15% 
Rosemount 3051S2 Differential Pressure ±0.15% of span 
Angle Device Inclination Angle ±0.05 ° 
 
Based on the uncertainty of each device, a combined error could be estimated from the 
Equation 3-11 where 𝑏𝑅 is the combined systematic uncertainty, 𝑁𝐼𝑛𝑠 is the number of instruments 












=   (3-11) 
In order to estimate total uncertainty, Equation 3-12 could be used (Dieck 2007) which 
includes separate terms for random and systematic uncertainty, along with the student-t coefficient.  
2 2 1/2
95 ,[ ]R x RU t b SD=  +  (3-12) 
Estimation of the student-t coefficient is carried out from the Table 3-5 by using the 
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Table 3. 5 Student-t coefficient for 95% confidence 
 
DF 𝑡95 DF 𝑡95 DF 𝑡95 DF 𝑡95 DF 𝑡95 
1 12.706 8 2.306 15 2.131 22 2.074 29 2.045 
2 4.303 9 2.262 16 2.120 23 2.069 ≥30 2 
3 3.182 10 2.228 17 2.110 24 2.064   
4 2.776 11 2.201 18 2.101 25 2.060   
5 2.571 12 2.179 19 2.093 26 2.056   
6 2.447 13 2.160 20 2.086 27 2.052   
7 2.365 14 2.145 21 2.080 28 2.048   
 
In case of measurements where the values are not recorded directly from the equipment, 
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3.6  Operating Procedure – Liquid Loading Facility 
 
1. Set the facility to the desired inclination angle using the inclinometer.  
2. Connect the high-speed data acquisition system DataQ to the computer.  
3. Make sure the water level in the water tank is full before the start of the experiment and 
connect the water pump. If required, fill the tank using the water line.  
4. Make sure the test section has no liquid before the start of the experiment. 
5. The two drains located on the test section (ball valves) should be in the closed position.  
6. Install the dye injection quill (filled with blue dye) at the injection point located on the test 
section. 
7. Connect the blower on the gas injection side. For low inclination angles up to 10°, use the 
Gardner Denver regenerative blower by activating the red lever on the electric panel. For 
higher inclination angles, connect the line from IQ DSL air compressor to the gas inlet. 
Follow the instructions for operating the air compressor.  
8. Open the DataQ system to start recording the data from capacitance probes.  
9. Start the blower/Compressor.  Set the vSg at the highest possible flow rate. 
10. Open the water control valve (FIC-2) faceplate DataQ system and set the desired vSL. The 
control valve will automatically gradually open to the desired water velocity.  
11. Keep an eye on the Pressure Gauges located on test section and flow lines. None of them 
should have a high/low alarm on.  
12. The flow should reach the end of the test section. Wait for at least 10 minutes until stable 
values are observed on the DeltaV panel. 
13. When stabilized values for vSL and vSg are obtained i.e. PV (Present Value) = SP (SetPoint), 




direction. Note the time of injection. Record the experimental run by taking an image and 
a video.  
14. At this point, note the time and start recording the data in DeltaV as well as DataQ. Stable 
values should be obtained for at least a minute, for every experimental trial.  
15. Record three different trials for the same set of superficial liquid and gas velocities.  
16. Reduce the gas velocity to the next testing point.  Repeat step 12 and 16, until liquid loading 
occurs. 
17. Once the experiments are finished, shut down the water inlet by closing the water valve.  
18. Keep the blower on until all the remaining water is removed from the test section. Shut 
down the blower when the test section becomes empty.  
19. Using the template for low-speed data enter the time for start and end of the experiment 
run, to obtain the data.  
20. Make sure no liquid or gas is being injected into the system, and capacitance probes read 
0 voltage. Unplug the DataQ system by disconnecting the device. 
21. Refill the water tank for the next experimental run.  
22. At the end of the experimental run, there should be no differential pressure inside the test 
section.  







EXPERIMENTAL RESULTS AND ANALYSIS 
 
Based on the literature review it has been demonstrated that liquid loading is primarily 
dominated by liquid film reversal mechanism. During the experiment, dye injection was used to 
identify the flow behavior at the bottom of the pipe, a brief description of which is already provided 
in the experimental facility section. This dye injection procedure serves as an indication of the 
flow direction and provides a method to identify liquid loading (Rastogi and Fan 2019). Critical 
gas velocity is determined as the point where the film reversal is observed through the change in 
the flow direction of colored dye. An analysis of conductivity probe results generated from the 
experimental data is also presented in this chapter. An understanding of the pressure gradient with 
respect to superficial gas velocity helps identify the onset of liquid loading and is included in more 
detail. Another part of this chapter involves a critical analysis of fluid properties and flow 
conditions of the system affecting the flow behavior. The experimental data are compared with 
previous studies from literature to understand the effects of inclination angle, pipe diameter and 
pressure on critical gas velocity. 
4.1  Onset of Liquid Loading Identification 
 
 The onset of liquid loading was mainly detected by the dye injection as described in the 
previous chapter.  It can also be reflected from the pressure gradient and liquid film thickness data.  
This section presents the experimental results from dye injection, pressure gradient, and liquid film 






4.1.1  Dye Injection 
 
Figures 4.1 and 4.2 illustrate the differences in the flow behavior, before and after the film 
reversal, for an inclination angle of 20°. Figure 4.1 shows the liquid moving upward in the direction 
of flow at higher vSg. As the gas velocity is reduced, the interfacial shear stress acting between the 
two phases becomes insufficient. After a certain point, gravitational forces begin to play a more 
significant effect, causing the flow to take place in the opposite direction. The velocity gradient 
and liquid wall shear stress at the pipe bottom are equal to zero at the critical point, which is defined 
as the onset of liquid loading. The blue-colored dye helps to identify the direction of flow when 
film reversal occurs. On further reduction of gas velocity, more and more liquid begins to flow in 
the opposite direction and accumulate at the inlet section. The liquid is then transported in the form 
of large waves and gushes out in periodic intervals. If the fluid begins to partially or fully block 
the passage of gas, pseudo-slugs or slugs occur.  
In addition to the dye injection, the liquid film thickness and pressure gradient data also 
demonstrate differences before and after the onset of liquid film reversal, which is discussed in the 
following two sections.  
 
Figure 4. 1 Flow through test section showing no film reversal for an inclination angle of 






Figure 4. 2 Flow through test section showing fluid going in the opposite direction after film 
reversal at the bottom of the pipe for inclination angle of 20° at vSL= 0.001 m/s 
and vSg = 26 m/s. 
 
 
4.1.2  Conductivity Probe Data Analysis 
 
Time trace data of Probe 3 located in the observation section is shown in Figure 4.3 for an 
inclination angle of 20°, vSL = 0.001 m/s and multiple vSg. The critical gas velocity for this case is 
30.04 m/s. Prior to the onset of liquid loading time trace data is very stable but after the critical 
point is reached, capacitance probes show higher voltage reading with fluctuations as well as 
frequent spikes due to the occurrence of pseudo-slugs for lower velocities.  
Dimensionless liquid film thickness, ℎ𝑙𝐷, can also be calculated using the dimensionless 
voltage. The procedure is already described in the previous chapter. Figure 4.4 shows the variation 
of average dimensionless liquid film thickness with 𝑣𝑆𝑔 for an inclination angle of 5° for different 𝑣𝑆𝐿 . As observed from Figure 4.4, a sudden jump in dimensionless liquid film height provides an 






Figure 4. 3 Time-trace results of Probe 3 for an inclination angle of 20° at vSL = 0.001 m/s for 




Figure 4. 4 Variation of dimensionless liquid film thickness as a function of vSg  for different 





4.1.3  Pressure Gradient Analysis 
 
The pressure gradient is measured around the observation section through Rosemount 
differential pressure flow transmitters connected on the test section at a distance of 10.5 ft apart. 
The measurement in this study is the total pressure gradient which is a sum of frictional pressure 
gradient and gravitational pressure gradient, assuming the acceleration pressure gradient as zero. 
At superficial gas velocities higher than critical velocity, the frictional pressure gradient is the 
dominating factor. Along with the differential pressure, measurements directly from pressure 
transducers located at multiple points in the test section are also taken. When the velocity is 
reduced, frictional pressure starts to decrease and due to the increased holdup, gravitational 
components start to play a bigger role. This leads to an increase in the pressure gradient. An 
example is shown in Figure 4.5 below for an inclination angle of 5° and vSL = 0.01 m/s. It is also 
to be noted that the changes are subtle for higher inclination angles and lower vSL, shown by a 
differential pressure plot in Figure 4.6 for inclination angles of 30°, 40° and 50° and vSL=0.001 
m/s.  
 
Figure 4. 5 An increase in differential pressure indicating the onset of liquid loading 






Figure 4. 6 Onset of Liquid Loading observed for different inclination angles at                    
vSL = 0.001 m/s. 
 
For lower inclination angles, the experiments were conducted at different superficial liquid 
velocities to understand the impact of flow rates on pressure gradients. Higher pressure gradients 
are observed for higher 𝑣𝑆𝑙 as illustrated in Figure 4.7 and Figure 4.8 for inclination angle of 1° and 
5°  respectively. The increase in pressure gradient can be attributed to a higher gravitational 
component and higher liquid shear stress.  
 
4.2  Analysis of Critical Gas Velocity 
 
To characterize the onset of liquid loading, it is critical to understand how fluid properties 
and flow conditions of the system affect the flow behavior. In this section, the emphasis is laid on 
understanding inclination angle, pipe diameter and pressure effects on the onset of liquid loading 
by comparing the current experimental data with previous ones from literature.  The results are 






Figure 4. 7 Variation in pressure gradient for inclination angle of 1° at different vSL. 
 
 






4.2.1 Effect of Inclination Angle on the Critical Gas Velocity 
 
The pipe inclination angle is an important variable to be considered while determining the 
onset of liquid loading.  Figure 4.9 shows the experimental results from Alsaadi et al. (2015), 
Guner et al. (2015) and Fan et al. (2018) for a 3-in. pipe at different inclination angles and 
superficial liquid velocities.  Their corresponding experimental condition can be found in Table 
2.1. These studies show that the critical gas velocity first increases then decreases with increasing 
inclination angle with the maximum occurs between 40° - 60°.   The experimental results from the 
current study are shown in Figure 4.10 while the corresponding data is tabulated in Appendix B. 
It shows that the critical gas velocity increases when the inclination angle increases from 0.5° to 
around 15°, beyond which the variation of the critical gas velocity is smooth.  It can still be seen 
that the critical gas velocity gradually decreases with an increasing inclination angle above 40°.  
 







Figure 4. 10 Inclination angle effects on critical gas velocity for 6-in. pipe. 
 
The primary reason behind this trend could be explained by understanding the film 
behavior as well as gravitational forces acting in the system.  Liquid film reversal starts at the 
bottom of the pipe where the maximum liquid film thickness is located.  The liquid film is formed 
at the bottom of the pipe, or the maximum liquid film thickness, δmax, changes as inclination angle 
increases.  At the same time, the increasing gravitational gradient exceeds the influence of thicker 
film on liquid loading. In such cases, higher gas velocities are required to provide enough force 
and prevent the falling of the liquid film. This is the reason for the increase in critical gas velocity 
as the inclination angle increases from 0° (horizontal position) to 40° approximately. When the 
inclination angle is higher than 50°, the critical gas velocity starts to drop causing liquid loading 
to occur at reduced velocity. This is due to the maximum liquid film thickness decreases as the 




Another important observation from Figures 4.9 and 4.10 is regarding liquid velocities, 
where experiments run at higher liquid velocity achieve critical gas velocity at higher rates, for the 
same inclination angle.  The liquid flow rate effects on the critical gas velocity are diminished 
when the inclination angle approaches to 0° or 90°, while more significant at medium inclination 
angles. 
4.2.2  Effect of Pipe Diameter on the Critical Gas Velocity 
 
Pipe or tubing inner diameter plays an important role in the estimation of critical gas 
velocity and has been observed to increase with an increase of tubing inner diameter. This is 
primarily due to the smaller size tubing having a smaller film thickness and thus smaller critical 
gas velocity. Figure 4.11 depicts the critical gas velocity as a function of the inclination angle for 
two different pipe diameters from Fan et al. (2018) and the current study.  Two liquid velocities 
are shown in Figure 4.11.  The results confirm that the onset of liquid loading occurs at higher gas 
velocities for larger pipe diameter.  This conclusion can also be confirmed from previous studies 
such as Nair (2017) and Brito (2012) who conducted experiments in a 6-in. and 2-in. 1° upward 
inclined pipe, and Skopich et al. (2015) who tested the onset of liquid loading in vertical pipes 
with three different diameters.  
4.2.3 Effect of Pressure on the Critical Gas Velocity 
 
Comparison with the data sets at different pressures dictates the critical gas velocity is 
found to be lower for higher pressure systems (Rodrigues, 2018; Langsholt and Holm, 2007).  
Figure 4.12 shows part of the data from Langsholt and Holm (2007) for two different pressures 
using the same fluid.  The critical gas velocity decreases as gas density increases. This is mainly 







Figure 4. 11 Pipe diameter effects on critical gas velocity for vSL  = 0.001 m/s (top-left), 
 vSL  = 0.005 m/s (top-right) and vSL  = 0.01 m/s (bottom). 
 
In other word, for a higher gas density, the gas can drag the liquid phase more efficiently.  













MODELING ONSET OF LIQUID ACCUMULATION 
 
 This chapter provides the details related to model development along with the workflow 
which can be used to determine the onset of liquid loading. Comprehensive model evaluation is 
carried out to analyze the results from the proposed model in comparison to existing models in the 
literature. To gain further insights into the model performance, a parametric study is also carried 
out which helps us examine how the model behaves by varying one parameter at a time.  This 
process helps us understand the influence of different geometric and physical variables affecting 
multiphase flow.  
5.1 New Model Development 
 
To avoid liquid accumulation in the pipe, the following three criteria are proposed in this 
work which is used to determine the onset of liquid loading: 
Criterion 1.  The liquid wall shear stress at pipe bottom has to be positive (Figure 1.13 (a)). 
Criterion 2. The liquid film holdup is the minimum liquid holdup solution from the combined 
momentum equation (proposed by Biberg et al. 2015, Figure 2.12). 
Criterion 3.  The total liquid holdup has to be less than 0.48, below which slug flow cannot exist 
(Barnea 1986). 
The first criterion is the dominant one at low liquid loading conditions, while the second 
one takes place when the first one fails which normally occurs in near-vertical conditions.  For 
high liquid flow rates, the mechanism of liquid accumulation changes from liquid film reversal to 




Barnea (1986) proposed to use HL = 0.48 as the criteria for the transition from slug to 
annular flow based on the maximum bubble volumetric packing in the liquid slug (Barnea and 
Brauner 1985).  This was adopted as Criteria 3 in the current study.  Details can be found in the 
section of Parametric Study.  The current study focused on developing a new model for the first 
criterion. The new model employed the same concept as proposed by Fan et al. (2018) with an 
improvement of the maximum liquid film thickness at the pipe bottom.  The critical velocity is the 
gas velocity corresponding to a zero liquid wall shear stress at the pipe bottom, as illustrated in 
Figure 1.13 (b).  
It has been seen from the previous experimental results that the decrease of the critical gas 
velocity for high inclination angles (> 50° approximately) is mainly due to the reduction of the 
maximum liquid film thickness at pipe bottom.  To account for the inclination angle effects on the 
critical gas velocity, a model/correlation must be developed to capture the inclination angle effects 
on the maximum liquid film thickness (Rastogi and Fan 2019b). Luo et al. (2014) and Shekhar et 
al. (2017) developed similar correlations for the maximum liquid film thickness as a function of 
the inclination angle. However, the prediction for near-horizontal flow where a flat interface is 
dominated is less satisfied.  This work proposes a new model based on the assumption that the 
liquid film is composed of two parts – circular liquid film around the pipe wall and accumulated 
liquid film at pipe bottom with a flat interface.  Figure 5.1 schematically shows the assumption of 
the current correlation for the inclination angle effects on the liquid film distribution.  Previous 
and current studies have shown that flat interface geometry is dominated for small inclined pipe 
flow (Gawas 2013).  For vertical annular flow, it is known that the liquid phase is almost uniformly 




maximum liquid film thickness from flat interface geometry to uniform distribution (i.e., from the 
leftmost plot to the rightmost plot in Figure 5.1). 
 
Figure 5. 1 Inclination angle effects on liquid film distribution. 
 
 
To solve for the maximum liquid film thickness as a function of inclination angle, the 
correlation of the minimum to maximum liquid film thickness ratio by Shekhar et al. (2017) was 
employed, as given by Equation 5.1. Shekhar et al. (2017) developed this correlation by fitting the 
experimental data from Paz and Shoham (1999).  It is worth mentioning that the original equation 
in Shekhar et al. (2017) mistakenly wrote the ratio in Equation 5-1 as the maximum to the 
minimum liquid film thickness ratio, which should be the minimum to the maximum thickness 






− −=  (5-1) 
For a given liquid film holdup (total liquid holdup minus the liquid droplet entrainment 
holdup), HLF, the maximum and minimum film thickness can be solved from Equations 5-1 – 5-6 
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Figure 5. 2 Geometrical configuration of liquid holdup made up of the annular and flat 
interface. 
 
In Equations 5-1 to 5-6, δmin is the minimum liquid film thickness, which occurs at the top 
of the pipe; δmax is the maximum liquid film thickness, which takes place at the bottom of the pipe; 
θ is the inclination angle from horizontal, °;  HLF_ANN is the liquid holdup of the annulus filled with 
light blue in Figure 5-2; δANN is the thickness of the annulus, which is also the minimum film 




line; HLF is the total liquid film holdup; HLF_FI is the liquid holdup of the flat interface portion 
filled with dark blue and β is the wetted angle as shown in Figure 5.2.  
Figure 5.3 shows the calculated dimensionless maximum liquid film thickness, δmax/d, as a 
function of inclination angle for the same liquid film holdup of 0.2.  The black dashed line 
represents the δmax/d if flat interface configuration is assumed.  This is also the maximum realistic 
δmax/d for this liquid film holdup, which is commonly observed for the slightly inclined pipe.  The 
red dashed line refers to the maximum liquid film thickness when a uniformly distributed liquid 
film is assumed, which is also the minimum realistic δmax/d that can occur for this liquid holdup.  
This condition occurs at vertical pipe flow.  The black solid line is the current model prediction.  
Also shown is the prediction from Luo et al. (2014) (yellow solid line) and Shekhar et al. (2017) 
(green solid line). It can be seen that the new model can capture the phenomena that the maximum 
film thickness is close to the flat interface assumption for small inclination angles, and also the 
uniform liquid film distribution when the pipe is 90° vertical.  The results seem more realistic than 
Luo et al. (2014) and Shekhar et al. (2017) especially for low inclination angles. 
With the new model of the maximum liquid film thickness from the current study, the 
critical gas velocity can be calculated based on the combination of the classic 1-D two-fluid model 
and the velocity profile at the pipe center where liquid film reversal most likely occurs.   The 
calculation procedure is similar to Fan et al. (2018) but with the improvement of the maximum 
film thickness prediction as described above. Figure 5.4 shows the flow chart for the calculation 





Figure 5. 3 Dimensionless liquid film thickness vs. inclination angle from different pipe 









For the new model, the users need to select the closure relationships suitable to their 
conditions to solve for pressure gradient and liquid holdup using a two-fluid model (step 2 in 
Figure 5.4).  In the current study, the closure relationships that give the lowest error for pressure 
gradient prediction were selected, which is discussed in the next section.  Since the current model 
is based on the physics of liquid film reversal and did not use any empirical constant by fitting 
with experimental data, it is supposed to be able to capture more physics, i.e., the effect of different 
parameters on the critical gas velocity, which is discussed in the Parametric Study. 
However, it is worth to mention the assumptions in the current modeling work.  In step 5, 
the model employed the analytical solution derived by Biberg (1999) for a laminar and 
incompressible liquid film with a flat interface to calculate the liquid wall shear stress at pipe 
bottom (Appendix C).  An attempt has been made to incorporate turbulent effects, however, the 
model evaluation shows that it is not necessary, especially considering the dramatic addition to the 
complexity.  Another assumption is regarding the flat interface when deriving the equation in step 
5, which might not be true for steeply inclined pipes where annular flow with uniform thickness 
distribution exists.  The primary reason to adopt this assumption is to keep the model continuous 
for the entire inclination angle range.  Besides, it has been observed that most of the liquid 
accumulates at the pipe bottom for an inclined pipe due to gravity.  Since the current model 
assumed a flat interface at the bottom of the pipe with a circular film, it considers flat interface 
assumptions in Equation C-1.   However, this flat interface assumption may fail the model at near-
vertical conditions (normally higher than 85°).  For these cases, Criterion 2 holds. 
5.2 Model Evaluation  
 
Comprehensive model evaluation was carried out using multiple datasets listed in Table 




As aforementioned, the new model requires to select the best closure relationships in the 
two-fluid model (step 2 in Figure 5.4).  In the current study, the closure relationships that give the 
lowest error in pressure gradient prediction are selected, as listed in Table 5.1.  The statistical 
parameters in the model evaluation with respect to the pressure gradient prediction are listed in 
Appendix D.  Paleev and Filippovich (1966) is used for the entrainment fraction correlation based 
on the previous model evaluation (Fan et al., 2018).  Since the wall friction factor has a negligible 
effect on the model performance, Churchill (1977) is employed in the current study.  For small 
diameter pipes (less than 4-in.), Taitel and Dukler (1976) and Andritsos and Hanratty (1987) 
interfacial friction factor is used in the two-fluid model; while Zhang and Sarica (2011) wetted-
wall fraction correlation and Cohen and Hanratty (1987) were employed for large diameter pipes 
(> 4-in.).    




























































































 Figure 5.5 shows the measured and predicted critical gas velocity as a function of the 
inclination angle for 3-in. pipe flow.  Totally six models are presented, which are supposed to be 
able to capture the inclination angle effect on critical gas velocity.  Most of the model can capture 
the trend, i.e., the critical gas velocity increases first then decreases, except Barnea (1986) and Fan 
et al. (2018).  It is anticipated because Barnea (1986) assumes an annular flow configuration for 
all inclinations, while Fan et al. (2018) assume a flat interface.  Belfroid et al. (2008), modified 
droplet removal model, underpredicts the critical gas velocity and it does not consider the liquid 
flow rate effects.  Luo et al. (2014) captures the inclination angle effect but underpredicts the vSgc 
for low inclination angles.  Shekhar et al. (2017) give underprediction for all the cases.  In general, 
the new model gives the best prediction compared with others, and it captures well the inclination 
angle and liquid flow rate effects.  A similar conclusion can be made from Figure 5.6 which shows 
the critical gas velocity versus inclination angle for 6-in. pipe flow.  In addition, the new model 
captures well the pipe diameter effects as well.  The slight unsmooth change of the predicted 
critical gas velocity from the new model for 𝑣𝑆𝐿 = 0.1 and 0.05 m/s at around 70° in Figure 5.5 is 
due to the change of wetted wall fraction with inclination angle from Zhang and Sarica (2011). 
In order to investigate the effect of pressure on the critical gas velocity, the model 
comparison is illustrated in two categories.  Figure 5.7 (a) and (b) show the comparison of the new 
model prediction and experimental measurement for low- and high-pressure data sets respectively. 








Figure 5. 5 Comparison of model prediction on the critical gas velocity with experimental 
measurement in 3-in. pipe (Data from Fan et al. 2018; Alsaadi et al. 2015; and 
Guner et al. 2015). 
 
 
Figure 5. 6 Comparison of model prediction on the critical gas velocity with experimental 






                            (a) low-pressure data                                    (b) high-pressure data 
Figure 5. 7 Comparison of new model prediction and experimental measurement. 
 
 
Figure 5. 8 Comparison of prediction from liquid droplet removal models with experimental 
measurement. 
 
Based on Figure 5.8, it can be concluded that liquid droplet models cannot capture the 
inclination angle or the pipe diameter effects on the critical gas velocity except Belfroid et al. 
(2008) which incorporates a shape function to consider the effects of inclination angle.  However, 
Belfroid et al. (2008) yield under-predicted values. Figure 5.9 shows an improvement in 




also under-predict the critical gas velocity. The new model shows the best performance as 
indicated by the proximity of points along the 45° line.  
 
 




To evaluate the model performance with respect to other parameters where no experimental 
measurement is available, a parametric study was conducted as discussed in the next section. 
5.3 Parametric Study  
 
This section discussed the model performance with respect to pipe diameter, liquid density, 
and viscosity, gas density, respectively. Since the inclination angle analysis has been presented in 
the previous section, it is not repeated in this section. All the results presented in this section are 
for a 2° upward inclined pipe.   
Figure 5.11 shows the flow pattern map with the onset of liquid film reversal prediction for 
diameters ranging from 2-in. to 24-in. Fluid properties used in the calculation are shown on the 




has three criteria. The solid lines correspond to the results from Criterion 1 (referred to as C1), 
while the dashed line is from either Criteria 2 or 3 (referred to as C2 or C3).   
For low liquid flow rates (less than 0.2 m/s), the prediction from the first criterion, which 
is also the new model proposed in this work, shows that the critical gas velocity increases with 
increasing diameter, consistent with experimental observation. However, it fails at high liquid flow 
rates, similar to Fan et al. (2018), Luo et al. (2014) and Shekhar et al. (2017). For high liquid flow 
rates, the criteria switch from C1 to C3 which is shown as the dashed lines in the following figures.  
The decrease of critical gas velocity with increasing liquid flow rate near vSL = 0.1 ~ 1 m/s might 
be induced by three reasons. The first is the switch of Criteria from 1 to 3. The second is the 
increased liquid inertia force that prevents liquid flowing backward. The last is the increase of 
liquid entrainment with increasing liquid flow rate as predicted by the correlation. Since the 
evaluation of the liquid entrainment correlations is out of the scope of the current study, its effect 
is not discussed further in the paper. The users are recommended to select the best entrainment 
factor correlation that is suitable to their flowing conditions. 
The parametric study of liquid density is shown in Figure 5.12.   For low liquid flow rates, 
it shows that the critical gas velocity increases with increasing liquid density.  It is expected 
because higher liquid density requires higher gas velocity to overcome the gravity effects, resulting 






Figure 5. 10 Sensitivity on Pipe Diameter Effect on Critical Gas Velocity. 
 
Figure 5. 11 Sensitivity on Liquid Density Effect on Critical Gas Velocity. 
 
Figure 5.13 shows the parametric study of gas density. This is consistent with the 




density.  As explained earlier, this is because of the higher interfacial shear stress that provides a 
thinner liquid film thickness, which results in smaller critical gas velocity.   
The liquid viscosity effect on the critical gas velocity is shown in Figure 5.14.   
Unfortunately, there is no experimental data to be compared with.  The entrainment factor was set 
as zero for these cases, thus the trend is not influenced by the entrainment factor correlations.  For 
low and high liquid flow rates (less than 0.01 m/s or higher than 0.6 m/s), it shows that the critical 
gas velocity increases with increasing liquid viscosity; however, an increase followed by a 
decrease is observed for the medium liquid flow rates.  It is hypothesized that it is due to the 
increased pressure gradient to transport fluid with higher viscosity that hinders the liquid film 
flowing backward.  A further experimental investigation is needed to verify the hypothesis. 
   





           
Figure 5. 13 Sensitivity on Liquid Viscosity Effect on Critical Gas Velocity. 
 
 
The advantage of the current model lies in its simplicity to be implemented as compared 
with complex numerical simulations such as computational fluid dynamics, which can benefit the 
industry practically.  In addition, because the model relies on the physical phenomenon, it gives 
more accurate predictions as compared with other available correlations/models, which is crucial 
for production design and operation optimization.  On the other side, since the new model employs 
two-fluid model, which requires several closure relationships such as interfacial friction factor, 
wall friction factors, wetted wall friction, etc., the users need to select the most suitable ones for 







MODELING STEADY-STATE SEGREGATED FLOW USING MACHINE LEARNING 
 
 This chapter presents a novel and generalized approach to predict pressure gradient and 
liquid holdup for segregated flow by combining a physics-based two-fluid model and machine 
learning algorithms. Starting with the review and discussion of the current existing mechanics 
model for segregated flow, the chapter goes into details of the model development workflow and 
how improved prediction results are obtained by incorporating a data-driven approach to determine 
the interfacial and wall friction factors. The model performance is comprehensively evaluated with 
other existing methods available in the literature to show improvement while predicting pressure 
gradient and liquid holdup.  
6.1  Model Development 
 
 Segregated flow is one of the most commonly encountered flow patterns in the oil and gas 
industry.  Accurate prediction of its pressure gradient and the liquid holdup is of great importance 
in terms of facility design and operations.  This section first reviews the existing modeling 
approach for segregated flow, followed by the new model development.  A critical discussion of 
the existing modeling approaches is also provided at the end of the existing model review section.  
6.1.1  Existing Modeling Approach for Segregated Flow 
 
 The most current accurate models for steady-state two-phase segregated flow are primarily 
based on the mass and momentum conservation equations for gas and liquid phases separately, 
which is also referred to as a two-fluid model in the current study.  In the calculation, separate 
equations are solved by treating each phase or component as a separate entity with its own set of 




for gas and liquid phase separately.  Figure 6.1 depicts a two-phase flow system, as well as the 
forces acting on the gas and liquid phase respectively.  Equations 6-1 and 6-2 provide the integral 
form of momentum equations for gas and liquid respectively at steady-state conditions.  
 
Figure 6. 1 Parameter and Forces in Two-Fluid Model for Segregated Flow. 
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Where AL is the area occupied by liquid phase, AG is the area occupied by gas core, τWL is 
the liquid wall shear stress, τWG is the gas wall shear stress, τI is the interfacial shear stress, SL is 
the liquid wetted perimeter, SG is the gas wetted perimeter, SI is the interfacial perimeter.  dp/dL is 
the pressure gradient, ρL and ρC are liquid and gas core densities respectively. The subscript L 
represents liquid phase, C refers to gas core with the entrained liquid droplet, and G is the gas 
phase. 
Equation 6-3 is the combined momentum equation of Equations 6-1 and 6-2 by canceling 
out the pressure gradient term, which can be used to solve for the liquid holdup, while Equations 
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 In order to solve Equation 6-3, several closure relationships are needed, which include 
liquid and gas wall friction factors, fL and fG, interfacial friction factor, fI, and wetted parameters 
such as SL, SG, and SI.  There are several different models for the wetted parameters, while the most 
widely used ones include Taitel and Dukler (1976), Zhang and Sarica (2011) and Grolman and 
Fortuin (1997).  The wall friction factors are commonly calculated using correlations for single-
phase flow which are functions of Reynolds number (Equations 6-7 and 6-8), in which hydraulic 
diameters Equation 6-9 and 6-10 are employed.  The previous study has investigated the sensitivity 
of different wall friction factor correlations for single-phase flow (such as Blasius (1908); 
Colebrook (1939); and Churchill (1977)) on the pressure gradient and liquid holdup predictions, 









































 Previous studies also have shown that the interfacial friction factor plays the most 
important role in the model performance, as discussed in literature review section. There are 
dozens of different interfacial friction factor correlations available in literature, which are 
developed for specific experimental or field conditions.  Ullmann and Brauner (2006) discussed 
the importance of interfacial friction factor in gas-liquid stratified flows and also emphasized the 
basic pitfalls in the commonly used single phase closure relationships. The primary reason behind 
the inaccuracy was attributed to the empirical nature through which the correlations were 
developed. Using the correlations outside the boundary conditions originally used to develop the 
model can result in dramatic errors. Another problem is that the model prediction is discontinuous 
when switching from one correlation to another, which may potentially raise problems in 
production design.  Due to the absence of a correlation built for a wide range of flow conditions, 
there is a desire for the industry to look for a generalized interfacial friction factor correlation that 
can capture all the parameters that affects the pressure gradient and liquid holdup prediction, such 
as gas and liquid flow rates, inclination angle, fluid properties, pipe diameter, etc. 
 Besides, experimental data also shows that the use of hydraulic diameter and single-phase 
correlation for wall friction factor is inaccurate.  This conclusion can be obtained by comparing 
the experimental measured frictional pressure gradient and the one calculated from correlations.   
The experimental measured frictional pressure gradient can be calculated from Equation 6-12 
which derived from Equations 6-1 and 6-2 by canceling out the interfacial shear stress terms 
(Equation 6-11). The frictional pressure gradient from correlations can be obtained from Equation 
6-13, in which the liquid and gas wall shear stress are calculated from Equations 6-4, 6-5, 6-7 – 6-
10.  The wetted wall perimeters, SL and SG, in Equation 6-13 can be calculated from correlations.  
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 The comparison of these two calculated frictional pressure gradients is plotted in Fig. 6.2 
for datasets of Alsaadi (2013), Guner et al. (2015), Fan et al. (2015), and Rodrigues (2018), 
showing unsatisfactory results.  The sensitivity study on the single-phase wall friction factor 
correlation shows that it does not have significant impact on the conclusion.   
 
Figure 6. 2 Comparison of Experimental Measured Frictional Pressure Gradient with 
Calculated One from Correlations. 
 
 In conclusion, a new and more generalized algorithm is required to better predict the wall 
shear stresses, and the interfacial friction factor.  The following section describes a new algorithm 
for segregated flow modeling using combination of two-fluid model and machine learning.   
6.1.2  New Model Development 
 
 The main objective of the current modeling study is to develop a hybrid-physics-data-




adopts the framework of two-fluid model, therefore the physics of gas and liquid segregated flow, 
and develop new generalized data-driven correlations for liquid wall friction factor and interfacial 
friction factor using machine learning.   
 Considering the incorrect predictions of liquid and gas wall shear stresses from Equations 
6-4 – 6-10, the new model proposes to add a coefficient, ϕ, in front of the original liquid wall 
friction factor correlation for single phase flow.  The gas and liquid conservation of momentum 
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 ϕ and fI can be directly determined from Equations 6-14 and 6-15 if the total pressure 
gradient and liquid holdup data are known.  fL and fG can still be calculated from single phase 
correlations with Reynolds number and hydraulic diameter given by Equations 6-7 – 6-10. The 
formulas to determine ϕ and fI from experimental data sets are given in Equations 6-16 and 6-17, 
which are derived from Equations 6-14 and 6-15. 
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 In the current study, a data-driven methodology is proposed to model ϕ and fI to reduce the 
dependence on any existing empirical correlation for determining pressure drops and liquid 




conditions which will be discussed in the third section.  The back calculated interfacial friction 
factor, fI, and the coefficient, ϕ, from experimental measurement (Eqns. (6-16) and (6-17)) 
becomes the target/response variable and machine learning could be used to generate a correlation 
for accurately predicting this response variable while using fluid properties and flow parameters 
as input variables.   
  The final step is to implement these new models for interfacial friction factor and liquid 
wall friction factor into two-fluid model to determine dp/dL and HL. The biggest advantage of the 
proposed method is that it keeps the physics of two-phase segregated flow, while generating a 
more robust and generalized interfacial and liquid wall friction factor correlations.  Figure 6.3 
shows the stepwise workflow of the model development using machine-learning (Step 1-4), and 
the implementation of the new model to predict pressure gradient and liquid holdup for segregated 
flow (Step 5). 
6.2 Machine Learning Algorithms – Background and Evaluation Metrics 
 
Three different machine learning algorithms are implemented for the dataset - Random 
Forest, eXtreme Gradient Boosting (XGBoost) and Neural Networks. The objective is to generate 
a predictive model for ϕ and fI with highest accuracy. Although these three algorithms could be 
used for both regression and classification problems, in this work the focus will be supervised 
regression since the dataset has continuous variables, with no categorical information. A primary 
reason for selection of these algorithms is because of their high performance to account for the 
non-linearity associated with the predictor variables or features. A brief description of the 










Step 3. Calculate fI using Eqn. (6-17).  
Where the calculations of fL, fG, SL, SG are the same 
as in Step 2.  
SI is also calculated from Zhang and Sarica (2011). 
 
Step 4. Build a ML predictive model using the 
following three algorithms: 
- Random Forest 
- Neural Network 
- XGBoost 
 
Target/Response: ϕ and fI 
Step 5. Implementation of New Model for Pressure Gradient and Liquid Holdup Predictions 
- ϕ and fI  are calculated from ML models as developed in Step 4. 
- Liquid holdup is calculated from the combined momentum equation of gas and liquid phases: 
( ) ( ) sin 0
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- Pressure gradient can be calculated from either gas or liquid momentum equations as in Eqn. (6-14) 
and (6-15). 
Step 1. Input Data 
 
Flowing conditions: 
- Pipe inclination angle, θ 
- Pipe diameter, d 
Flowing conditions: 
- Superficial gas velocity, 
vSg 
- Superficial liquid 
velocity, vSL 
Fluid Properties: 
- Density, ρL and ρG 
- Viscosity, μL and μG 
- Surface Tension, 𝜎 
Measurement: 
- Pressure gradient, dp/dL 
- Liquid holdup, HL 
 




fL and fG are calculated from Churchill single phase friction factor 
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, where Re is determined from Eqns. (6-7) – (6-10). 





6.2.1  Random Forest 
According to Hastie (2009), tree-based algorithms are very common for prediction of 
single-value variables and random forest has been shown to provide significantly better results for 
regression problems (Ceh 2018). Random Forest avoids the issues of high-variance, high bias and 
overfitting commonly encountered in decision trees, by averaging over a large number of de-
correlated regression trees (Brieman 2001) and hence providing a method of ‘bagging’ decision 
trees. The algorithm uses the principle of ensemble learning where a group of ‘weak-learners’ can 
come together to form a ‘strong learner’. An example of the concept is explained in Figure 6.4.  
Random forest incorporates random sampling of training observations (bagging or 
bootstrap aggregating) as well as selection of random subsets of features for splitting nodes, to 
account for multiple decision trees and training on different set of observations while splitting 
nodes in each tree considering a limited number of features. The final predictions are made by 
averaging the predictions of each individual tree (Hastie 2009). 
Some of the key hyper-parameters tuned for random forest include number of estimators 
(number of trees in the forest), maximum number of features (features considered while splitting 
a node), and maximum depth of a tree (levels in each decision tree) (Kanin 2019). An additional 
hyper-parameter can help in deciding if bagging takes place with or without replacement. An 
advantage of random forest lies in limiting the influence of correlated variables while creating 
realizations with a more realistic range of uncertainty. Random forest algorithm inherently 
accounts for overfitting by averaging several trees and take feature importance into consideration. 
One of the major disadvantages of the algorithm is its inability to extrapolate to data which is 






Figure 6. 4 Illustration of a Random Forest by combining trees with ensemble learning 
(Benyamin 2012). 
 
6.2.2  Gradient Boosting 
 
While random forest uses the principle of bagging to reduce variance, gradient boosting 
involves reducing bias by training the subsequent model based on errors in the previous model. 
The samples which were predicted incorrectly or had high errors are given a higher weight and are 
therefore sampled more often. The objective for a boosting algorithm is to answer the question – 
‘Can a set of weak learners create a single strong learner’? In order to improve generalizability of 
the model, stochastic gradient boosting is performed where training takes place on each ensemble 
on a subset of the training data. The ‘gradient’ part of the algorithm is tied to the optimization 




and the prediction. Partial derivative of the loss function is determined which describes the 
steepness of the error function.  
A modification to the algorithm is known as Extreme Gradient Boosting (XGBoost) which 
is also an open-source software library providing a gradient boosting framework. The primary 
difference is the computation of second-order gradient of the loss function which provides more 
information about the direction of gradients and how to achieve the minimum of loss function 
(Chen 2016). Another key improvement is related to model generalization to avoid any overfitting 
with the implementation of regularization methods like L1 and L2.  
Some of the key hyper-parameters tuned for gradient boosting include number of 
constructed trees (number of estimators), learning rate which controls the step size during gradient 
descent, shrinkage, loss function, maximum depth of a tree, number of features considered during 
tree construction, fraction of samples used for learning each tree (subsample) as wells as some 
parameters related to tree structure like minimum sample split and minimum sample leaf (Kanin 
et al. 2019).  
 
6.2.3  Artificial Neural Network 
 
The concept of neural network is based on the learning capabilities of biological neurons 
in a human brain. Each neuron is a specialized cell relaying electrochemical signals with dendrites, 
cell body, axon and axon terminal as the primary components. The signals from one cell are 
transmitted to another via synapses. In order to activate a neuron, the total signal received at the 
cell must exceed a certain threshold. This principle of information transfer occurring through a 
complex architecture of processing units helps the brain to perform extremely sophisticated tasks. 




common type of network as shown in Figure 6.5. It consists of a group of interconnected nodes 
arranged in layers corresponding to an input layer, hidden layer and an output layer. A ‘shallow’ 
neural network is made up of one or two hidden layers, whereas any network with multiple hidden 
layers is known as a ‘deep’ neural network.  Some of the key terms associated with a neural 
network are weights, biases, activation function, feed-forward backpropagation and gradient 
descent.  
 
Figure 6. 5 Image of a biological neuron (left) and the mathematical model (right) (Karpathy, 
2018). 
 
A neural network can be expressed in a compact form by the Equation 6-18 below, 
1l l l l
j jk k j
k
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           (6-18) 
Where lja  is the activation of the 𝑗𝑡ℎ neuron in the 𝑙𝑡ℎ layer and is related to the activations 
in the (𝑙 − 1)𝑡ℎ  layer, 𝑤𝑗𝑘𝑙   denotes the weight for the connection from the 𝑘𝑡ℎ  neuron in the (𝑙 − 1)𝑡ℎ layer to the 𝑗𝑡ℎ neuron in the 𝑙𝑡ℎ layer, 𝑏𝑗𝑙 denotes the bias for the 𝑗𝑡ℎ neuron in 𝑙𝑡ℎ layer 
and 𝑎𝑘𝑙−1 is the activation of 𝑘𝑡ℎ neuron in the (𝑙 − 1)𝑡ℎ layer (Nielsen 2015).  
Some of the key hyper-parameters tuned for a neural network include number of hidden 




also plays a big role during algorithm tuning along with a selection of activation function and 
gradient descent.  
 The procedure to implement a machine learning algorithm is fundamentally the same. The 
first step involves splitting the dataset into training and testing subsets. The selected model is then 
fit using the training data. This is where the ‘learning’ for the algorithm takes place. The next step 
is the prediction on unseen test data. The process of building a machine learning model is iterative 
in nature. Based on the loss function for each iteration, parameter tuning is carried out to improve 
the performance of each model. Some of the commonly used methods include Random Search and 
Grid Search after a hyper-parameter space is defined prior to algorithm training. As the name 
suggests, Random Search selects random combinations to train the model score whereas Grid 
Search is a more exhaustive procedure going through each possible combination of parameters for 
training the algorithm (Pedregosa 2011).  Cross-Validation is another important procedure 
involved in machine learning model training. Instead of simply dividing the dataset into training 
and testing dataset once, cross validation divides the data into N equal parts and N-1 partitions are 
utilized for training while the leftover set is used for testing or validation of the model performance.  
It is critical to make sure the model does not lead to overfitting, which is defined as the outcome 
when the model performs really well for the training dataset but fails to predict the test dataset. 
The cross-validation process ensures that different data points are used in training and testing 
subsets. By repeating the iteration N times, multiple accuracy scores are obtained which are 
averaged to determine the best combination of hyper-parameters. The results are often also 
influenced by noisy dataset and hence it is important to pre-process the data by handling outliers, 





6.2.4  Accuracy Metrics 
 
To quantify the performance of different regression models, accuracy metrics like Root 
Mean Squared Error (RMSE), Absolute Average Error, and R2 are commonly used. The 
mathematical explanation of some of these error metrics is provided below. Error for each 
prediction is defined as the difference between the measured and predicted values.  
1. Root Mean Squared Error (RMSE) – This metric is defined as the square root of the 
average square distance between the measured value and the prediction. It represents 
the sample standard deviation of the residuals which is a measure of how concentrated 









= −  (6-19) 
2. Mean Absolute Error (MAE) – The metric is the absolute of the difference between the 
predicted value and observed value and provides a linear score where all the individual 
differences are weighed equally in the average. The metric can be calculated by 








= −  (6-20) 
3. R2 Also defined as the coefficient of determination, R2 provides the goodness of fit of 
a model in the form of an intuitive scale varying between 0 and 1. Another way to 
define the metric is with respect to the proportion of the explainable variance in the 
dependent variable with independent variable(s). A lower R2 indicates low level of 
correlation while a score of 1 indicates a perfect correlation between the two variables 





















4. Average Absolute Percentage Relative Error: This metric can be derived from the 
absolute error and is an indication of how good a prediction is with respect to the 












=   (6-22) 
In the equations above 𝑦𝑗 represents the experimentally measured value for jth data point, ?̂?𝑗  represents the predicted value from the machine learning model, and ?̅? denotes the mean of the 
dataset, with n being the total number of data points. 
6.3 Dataset Description 
 
The dataset includes multiple studies where pressure gradient and liquid holdup are known 
parameters. Table 6.1 lists the multiple studies used in the dataset for ϕ and fI modeling. The table 
includes some basic descriptive statistical parameters which define the range of input variables.  It 
can be seen that the dataset covers a wide range of input parameters. The two response variables, 
coefficient for liquid wall friction factor, ϕ, and the interfacial friction factor, fI, were estimated 
from the experimental data first.  These two parameters were correlated with the input variables 
afterwards using aforementioned machine learning methods.  The input parameters include liquid 
and gas superficial velocities (vSL and vSg), liquid and gas densities and viscosities (ρL, ρg, μL and 





6.3.1  Exploratory Data Analysis (EDA) and Pre-processing 
Exploratory data analysis is a critical step for understanding quantitative variables in an 
experimental dataset and is often used a visual tool to understand high-dimensional dataset. The 
objective of this data analysis step is to discover patterns in the dataset. According to Behrens 
(1997), EDA plays a critical role in learning from the data during the scientific process of model 
building and testing. The data is usually collected in a rectangular array with each row signifying 
a separate data point. In this section, dataset is analyzed in a univariate and multivariate graphical 
sense by looking into statistical distributions in the form of histograms, scatter plots and box plots. 
Data pre-processing includes the process of data wrangling by identifying the irregularities, 
cleaning the data, identifying and removing anomalies and outliers as well as data transformation 
and feature selection. Some of the methods will be discussed in the following section to improve 
data quality before a machine learning model could be generated.  
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Table 6. 1 Continued 
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Table 6. 1 Continued 
Rodrigues 
(2018) 





















The first step is looking into the number of different studies which make up the dataset. 
Figure 6.6 shows a bar chart with the count of different studies from multiple authors combined 
together to create the dataset.  
 





 There are four basic questions about the data need to be asked before starting with data 
analysis. The first question relates to whether the data is discrete or continuous. The second step 
involves looking at the symmetry using distributions to identify if there is skewness present in the 
dataset. The third step related to the upper and lower bounds of the data and the final question 
determines the likelihood of observing extreme values in the distribution. The data used in the 
study is primarily of continuous form with values in a finite interval. Figure 6.7 shows the 
univariate distribution of all the variables which form the dataset. This figure also helps to 
determine the wide range of each variable which is essential to create a model with high 
generalization capability. As an example, it can be observed from the inclination distribution plot 
that a majority of studies have been conducted on horizontal pipes.  
 





To further understand the pair-wise relationship between the variables, a multi variable 
bivariate distribution in the form of a pair-plot is shown in Figure 6.8. This shows the histograms 
for each variable as well as scatter plots between the pair of any two variables. Looking at the 
variables, it can be observed that there is significant skewness in liquid density, gas density, liquid 
viscosity and gas viscosity, but it’s not necessarily an outlier, rather another subset of data points 
with lower frequency.  
 





One of the other methods of data-preprocessing carried out was the removal of outliers. 
Box plots are often used as a graphical tool to display information for continuous univariate data 
and to identify highly influential points or possible outliers.  The classical method from Tukey 
(1977) was used to remove outliers by using a threshold of 1.5 * Interquartile range (IQR) which 
is defined as the difference between the first and third quartile (Seo 2006). An illustration of the 
method is shown in Figure 6.9. In the figure, Q1 denotes Quartile 1 indicating 25% of the data 
points fall below Q1, and Q3 denotes Quartile 3 indicating 75% of the data points fall below Q3 
or 25% of the points above Q3.  
 
 
Figure 6. 9 Illustration of a box plot showing the presence of an outlier (Raschka 2016). 
 
 As previously discussed in the pair-plot, some points which seem to be an outlier in the 
histogram are not necessarily outliers. They are data points with lower frequency in the dataset. 
However, when 𝜙 and 𝑓𝑖 are predicted using two fluid model, some outliers are clearly evident. 
This is shown as a boxplot in Figure 6.10 for both the variables. The outliers are treated using the 
approach discussed above. The results for the case of 𝜙 and 𝑓𝑖 before and after the outlier removal 










Figure 6. 11 Comparison of distribution for 𝜙 and 𝑓𝑖, before (left column) and after (right 





6.4 Modeling Results and Validation 
 
Predictive modeling results for different regression models with respect to the accuracy 
metrics are discussed in this section. Table 6.2 shows the results in a tabulated format, broken 
down into base model and cross-validated results, for the three machine learning algorithms 
analyzed in this work. Based on the results for different machine learning models, XGBoost 
performed the best in terms of RMSE for test dataset and was selected as the final model. Only the 
plots for XGBoost are discussed in this section. Learning curve after hyper-parameter tuning for 
interfacial friction factor is shown in Figure 6.11. Early stopping approach is used to prevent 
overfitting. The process enables the input of number of iterations (epochs) after which the 
algorithm stops if validation score does not increase. Cross plots between the known value and its 
corresponding prediction are also shown in Figure 6.12. Hyper-parameter tuning was carried out 
for each machine learning algorithm and predictions for ϕ and fI were made.  
 
Table 6. 2 Comparison of Accuracy Metric for Different Machine Learning Models 
 
   MAE R2 RMSE  R2 RMSE 
RF – Phi 
Base 
Model 
Train 0.076 0.949 0.129 Entire 
Data 
0.868 0.207 
Test 0.215 0.620 0.348 
Random 
Search CV 
Train 0.052 0.972 0.094 Entire 
Data 
0.898 0.182 
Test 0.192 0.669 0.325 
RF - fi 
Base 
Model 
Train 0.0015 0.949 0.0028 Entire 
Data 
0.885 0.0043 
Test 0.0037 0.704 0.0069 
Random 
Search CV 
Train 0.0010 0.972 0.0020 Entire 
Data 
0.901 0.0039 






Table 6.2 continued 





Train 0.207 0.773 0.304 Entire 
Data 
0.741 0.3270 
Test 0.258 0.651 0.386 
Random 
Search CV 
Train 0.072 0.974 0.101 Entire 
Data 
0.910 0.1920 
Test 0.201 0.729 0.340 
XGB - fi 
Base 
Model 
Train 0.0039 0.800 0.0057 Entire 
Data 
0.767 0.0063 
Test 0.0050 0.686 0.0079 
Random 
Search CV 
Train 0.0013 0.979 0.0018 Entire 
Data 
0.919 0.0037 
Test 0.0038 0.776 0.0067 
 





Train 0.302 0.425 0.436 Entire 
Data 
0.416 0.436 
Test 0.295 0.380 0.439 
Grid 
Search CV 
Train 0.280 0.448 0.427 Entire 
Data 
0.439 0.428 
Test 0.284 0.400 0.432 
ANN - fi 
Base 
Model 
Train 0.0048 0.665 0.0073 Entire 
Data 
0.648 0.0074 
Test 0.0052 0.593 0.0076 
Grid 
Search CV 
Train 0.0044 0.698 0.0069 Entire 
Data 
0.683 0.007 
Test 0.0047 0.631 0.0073 
 
 
Figure 6. 12 Learning curve for XGB model with respect to RMSE for 1000 epochs using 






Figure 6. 13 Prediction Performance Using XGBoost as an Algorithm for ϕ and fI. 
 
Once the predictions are made for the dataset, error can be calculated between the 
experimental and predicted values. Figure 6.13 shows the error distribution for the dataset. 
 





XGBoost also provides the capability of determining the feature importance which plays a 
critical role to determine the predictors which have the highest impact on the model. Figure 6.14 
shows the results of feature importance for the current dataset. The metric shown in the figure is 
‘F-score’ – weight, which is determined simply by how many times each feature is used to split 
the data across all trees.   
 
 
Figure 6. 15 Feature Importance of Predictors determined using XGBoost. 
  
The next step is to evaluate the model in terms of pressure gradient and liquid holdup 
predictions, the procedure of which is explained in Step 5 in Figure 6.3. Figures 6.15 and 6.16 
show the comparison between experimentally determined and predictions from new model for 





Figure 6. 16 Comparison of Experimental and Predictions for 𝜙. 
 
 





The results were also compared with other existing correlations, which are listed in Table 
6.3.  The basic of these models are two-fluid model but incorporated with different correlations 
for wetted wall fraction and interfacial friction factor.  Two wetted wall fraction correlations were 
tested, which are Zhang and Sarica (2011) and Taitel and Dukler (1976). Churchill (1977) was 
used to determine wall friction factors.  There are totally 19 interfacial friction factor correlations 
evaluated, making 38 different combinations of wetted wall friction correlation and interfacial 
friction factor correlation. Table 6.3 indicates the case number and the corresponding combination 
which are used for model validation later in this section. Data from all the studies listed in Table 
6.1 were used for model evaluation.  
Table 6. 3 Different Combination of Correlations Used for Model Evaluation 
 
Case # WWF fL   fi 
Case 01 
Zhang and Sarica 
(2011) 
New ML Model 
from Current 
Study  
New ML Model from Current 
Study 
Case 02 




Cohen and Hanratty (1968) 
Case 03 




Hart et al. (1989) 
Case 04 










Taitel and Dukler (1976) 
Case 06 




Vlachos et al. (1997) 
Case 07 
















Table 6.3 Continued 
Case 09 




Whalley and Hewitt (1978) 
Case 10 




Oliemans et al. (1986) 
Case 11 




Fore et al. (2000) 
Case 12 




Dallman et al. (1979) 
Case 13 




Ambrosini et al. (1991) 
Case 14 




Hamersma and Hart (1987) 
Case 15 




Chen et al. (1997) 
Case 16 




Andritsos and Hanratty 
(1987) 
Case 17 




Andritsos et al. (2008) 
Case 18 




Zhang et al. (2003) 
Case 19 










Grolman and Fortuin (1997) 
Case 21 




Cohen and Hanratty (1968) 
Case 22 




Hart et al. (1989) 
Case 23 










Taitel and Dukler (1976) 
Case 25 




Vlachos et al. (1997) 
Case 26 















Table 6.3 Continued 
 
Case 28 




Whalley and Hewitt (1978) 
Case 29 




Oliemans et al. (1986) 
Case 30 




Fore et al. (2000) 
Case 31 




Dallman et al. (1979) 
Case 32 




Ambrosini et al. (1991) 
Case 33 




Hamersma and Hart (1987) 
Case 34 




Chen et al. (1997) 
Case 35 




Andritsos and Haratty (1987) 
Case 36 




Andritsos et al. (2008) 
Case 37 




Zhang et al. (2003) 
Case 38 













Model performance is gauged through metrics like average absolute relative error (AARE) 
and root mean squared error (RMSE).  Figures 6.18 show the performance in the form of bar charts 
for both metrics during prediction of pressure gradient.  The comparison shows that the new model 





Figure 6. 18 Model Evaluation for Pressure Gradient Predictions in Terms of Average 
Absolute Relative Error and RMSE. 
 
Predictions are also made for liquid holdup and comparisons of results using the same 
metric are shown in Figures 6.19. Based on the error metrics, the new model proposed in this work 
provides the lowest error in comparison to models which use empirically derived interfacial 
friction factor correlations.  
 
 
Figure 6. 19 Model Evaluation for Liquid Holdup Predictions in Terms of Average Absolute 





 Once accurate predictions for pressure gradient and liquid holdup are made using 
the hybrid model, the next step is to estimate critical gas velocity using the workflow in Figure 
5.4. Statistical parameters are estimated for all the cases of liquid droplet and liquid film reversal 
mechanism and are shown in Table 6.4, while Figure 6.20 shows the plot of the average absolute 
relative error for different models.  Table 6.5 lists the corresponding modeling studies discussed 
in Table 6.4.  
Table 6. 4 Statistical Parameters (rounded-off) for Critical Gas Velocity Predictions 
using Droplet  Removal and Film Reversal Mechanisms for multiple 
experimental datasets 
 
Avg Absolute Relative Error (%) 
Experiment-
al Data Set 
Data 
Points 
Droplet Removal Models Film Reversal Models 
1 2 3 4 5 6 7 8 9 10 11 
Fan et al. 
(2018) 
15 25 22 58 70 30 22 38 18 26 8 6 
Alsaadi et 
al. (2015) 
20 42 39 60 71 35 39 41 21 26 11 8 
Guner et al. 
(2015) 
12 39 48 77 83 38 48 21 15 17 66 12 
Brito et al. 
(2015) 
5 170 125 6 26 20 125 62 58 38 23 9 




10 33 20 50 64 51 20 42 30 40 2 13 
Espedal et 
al. (1998) 
2 30 10 51 64 56 10 44 33 41 4 17 
Rodrigues 
et al. (2019) 
10 153 113 9 30 9 113 61 52 57 25 8 
Rastogi and 
Fan (2019) 
18 33 34 68 77 52 34 43 37 35 30 29 






Table 6. 5 Corresponding Modeling Studies for Table 6.4 
 
No. Model No. Model 
1 Turner et al. (1969) 7 Barnea (1986) 
2 Coleman et al. (1991) 8 Luo et al. (2014) 
3 Li et al. (2002) 9 Shekhar et al. (2017) 
4 Wang and Liu (2007) 10 Fan et al. (2018) 
5 Belfroid et al. (2008) 11 New Model 




Figure 6. 20 Average Absolute Relative Error for Different Model Predictions for entire 
dataset. 
 
In general, liquid film model provides a better prediction as compared with liquid droplet 
model, which is consistent with the findings from previous studies (Fan et al. 2018).  Overall, the 
new model gives the best prediction compared with all other available models as illustrated with 






CONCLUSIONS AND RECOMMENDATIONS 
 
 This chapter first provides a summary of key learnings and conclusions derived from the 
experimental and modeling work conducted in this study. Second, recommendations are given for 
future work in the field of multiphase flow focused on solving liquid loading problems in oil and 
gas wells.   
7.1 Summary and Conclusions 
 
Accurate determination of liquid loading onset is critical in the oil and gas industry in order 
to prevent problems related to liquid accumulation in wellbore or pipeline, such as excess pressure 
drop, production loss, pipe internal corrosion, unstable production, etc. To address an existing gap 
in literature, an experimental facility with a 6-in. pipe diameter is setup to conduct experiments for 
onset of liquid accumulation in two-phase flow with an inclination angle range from 0.5° to 90°. 
The primary objective of this work is to understand the impact of large pipe diameter on the onset 
of liquid accumulation for a wide range of inclination angles.  It has been found that the primary 
mechanism for onset of liquid loading is film reversal at pipe bottom, instead of liquid droplet 
mechanism. The current experimental data and the comparison with other previously published 
data shows that the critical gas velocity associated with the onset of liquid film reversal is a strong 
function of inclination angle and pipe diameter, along with other fluid properties. It is observed 
that critical gas velocity increases with increasing pipe diameter and decreasing gas density.  It 
increases first with increasing pipe inclination angle until 40° – 50° approximately, and then 




Based on the experimental observation from the current and previous studies, a new unified 
mechanistic model is proposed which considers inclination angle, liquid flow rate, gas and liquid 
density, viscosity, and pipe diameter effects on the onset of liquid accumulation. A new liquid 
phase distribution model is proposed as part of the new mechanics model, which assumes that the 
liquid film is composed of two parts – circular liquid film around pipe wall and accumulated liquid 
film at pipe bottom with a flat interface. A detailed parametric study is carried out to understand 
the model performance with respect to pipe diameter, liquid density and viscosity, and gas density. 
The experiments in this study provide new insides into the onset of liquid accumulation in large 
diameter deviated wells. The new mechanistic model fills the critical gap to enhance the accuracy 
when predicting the onset of liquid accumulation especially for deviated and large-diameter wells.   
Besides, it can be easily implemented, which will benefit the industry practically.  It is also 
applicable to gas condensate pipelines where small inclination angle exists. 
Accurate prediction of the onset of liquid loading requires a good prediction of pressure 
gradient and liquid holdup for segregated flow.  Segregated is one of the most commonly 
encountered flow patterns in the oil and gas wellbore/pipelines.  Accurate prediction of its pressure 
gradient and liquid holdup is also important for facility design and operation.  Based on previous 
studies it has been concluded that interfacial friction factor plays a crucial role in two-fluid model 
performance. The existing approach is to use empirically derived solutions which are only 
applicable to the small subset of working conditions under which those solutions are derived. 
Using machine learning algorithms, a novel and generalized approach is proposed which combined 
physics based two-fluid model and machine learning algorithms to accurately predict pressure drop 
and liquid holdup. The new model is comprehensively evaluated with existing closure 




of average absolute percentage error was also made for critical gas velocity between the 
experimentally determined values and model predictions which include both droplet and film-
reversal based models. The hybrid model gives the best prediction for the critical gas velocity 
when compared with other existing modeling approaches.  This modeling workflow helps to 
reduce the dependence on empirically derived relationships and adds value by determining 
pressure gradients and volume fraction more precisely for the optimal design of pipeline systems.  
7.2 Recommendations 
Some of the recommendations for future work in this area of study are provided below.  
1. The experiment was conducted for two-phase using water as a liquid and air as gas phase. 
There is a need for taking a step further and incorporating oil phase to observe the 
interaction between the fluids.  
2. Another area of study can be dedicated to changing the fluid properties like liquid density 
and viscosity and observe their impact on onset of liquid loading.  
3. In this study, capacitance probes and dye injection were used as a method to determine the 
onset point. Sophisticated and more accurate measurement tools like Constant Temperature 
Anemometry and Wire Mesh Sensors could be installed to better quantify the wall shear 
stress and liquid holdup. 
4. Machine learning algorithms used in this study show a good prediction performance for 
pressure gradient and liquid holdup for segregated flow. This work could be further 
improved by using the data for prediction of flow patterns and incorporating slug flow 
based predictions since it poses a huge challenge for flow assurance.  
5. Some of the machine learning models provide a ‘black-box’ solution and more emphasis 
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The appendix details the specification of the instrumentation used during the experiment 
to determine the onset of liquid loading.  
▪ Regenerative Blower – Elmo Rietschle, Type 2BH1 940-7BH46 – Gardner Denver 
Specifications at 50 Hz 
• Voltage, V: 200-240 ∆/ 345-415 Y 
• Current, Amp: 90 ∆/ 52 Y 
• Power, HP: 33.5  
• Maximum Differential Pressure: 120 
▪ Progressive Cavity Pump Specifications 
• CP67-CSQMP, Continental Pump, 2'' Inlet/Discharge driven by a 2HP, 1800 RPM, 1 
PH TEFC Motor 
▪ Electrical Submersible Pump Specifications  
• Pump/Motor – 35 GPM, 2 HP, DAYTON 7YT17 
• Submersible Pump Motor – 3 Ph, 2 HP, 460V, 4 Ln, 3 Wire, FRANKLIN 1CXC8 
• Submersible Pump Head – 35 GPM, 2 HP, DAYTON 1LZP1  
▪ Coriolis Flow Meters Specifications 
• CL150 ASME B16.5 F316/F316L Weld neck flange Raised face, 18 to 100 VDC and 
85 to 265 VAC; self-switching 




• AquaPlumb Water Level Sensor Probe – 1.2mA Power Consumption, 3.5V to 20V DC 
Supply Voltage with 2% accuracy at 25 degree C and 0-3V linear output with fluid 
level.  
• DI 2108-P 16 bit (Analog to Digital) High Speed Data Acquisition, 8 Channels, 
Differential ConFigureuration with 0-3V range. DC Accuracy of +/- 0.05% of range, 
160 kHz sample throughput rate 
▪ Pressure Transmitter Specifications 
• Gage Measurement Type, Pressure Range of -250 to 250 inH2O, 4-20 mA with Digital 
Signal based on HART Protocol 
▪ Temperature Transmitters Specifications 
• DIN A Head Mount, Single Sensor Input, FOUNDATION Fieldbus Digital Signal 
▪ Thermal Mass Flow Meter/Vortex Flowmeter Specifications 
• Standard: -40 to 450 Deg F (-40 to 232 Deg C), 1/2 - 14 NPT, 4-20 mA digital 
electronics (HART Protocol) 









The appendix provides the data for critical gas velocity under different flowing conditions.  
Table B. 1 Critical gas velocity for different inclination angle and superficial liquid velocity 
 
Case # θ (°) vSL (m/s) ρL (kg/m3) ρg (kg/m3) µL (Pa s) vSgc (m/s) 
Case 1 1 0.001 997 0.97 0.001 14.8 
Case 2 1 0.005 997 0.97 0.001 17.1 
Case 3 1 0.010 997 0.97 0.001 16.8 
Case 4 5 0.001 997 0.97 0.001 25.7 
Case 5 5 0.005 997 0.97 0.001 27.8 
Case 6 5 0.010 997 0.97 0.001 29.6 
Case 7 10 0.001 997 0.97 0.001 27.0 
Case 8 10 0.005 997 0.97 0.001 29.5 
Case 9 10 0.010 997 0.97 0.001 33.7 
Case 10 20 0.001 997 0.97 0.001 30.0 
Case 11 20 0.005 997 0.97 0.001 37.1 
Case 12 30 0.001 997 0.97 0.001 30.7 
Case 13 40 0.001 997 0.97 0.001 33.0 
Case 14 50 0.001 997 0.97 0.001 31.2 
Case 15 60 0.001 997 0.97 0.001 30.4 
Case 16 70 0.001 997 0.97 0.001 29.5 
Case 17 80 0.001 997 0.97 0.001 27.7 








FAN ET AL. (2018) MODEL 
 
Fan et al. (2018) model uses the velocity distribution of a steady, laminar, incompressible 
Newtonian liquid film in a pipe with a flat interface. The velocity distribution at the center of the 
pipe is shown in Figure C.1. Bipolar co-ordinate system is used to obtain the velocity distribution, 
derived from Biberg (1999). The onset of liquid loading criteria is when liquid wall shear stress at 
pipe bottom 𝜏𝑊𝐿𝑏 equals zero.  
 
Figure C. 1 Coordinates in the Pipe. (a) Cartesian Coordinate System (x,y) with the Origin at 
the Center of the Interface. (b) Bipolar Coordinate System (𝜉, 𝜂) with the two 
Foci at the Intersections between the Interface and Pipe Wall  
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 = + v (C-3) 
 
Where 𝑑𝑃/𝑑𝐿  is the total pressure gradient; 𝜌𝐿  is the liquid density; g is the gravitational 
acceleration; 𝜃 is the inclination angle from horizontal; 𝑑 is the pipe inner diameter; 𝛿𝑙 is the liquid 
film wetted height (shown in Figure C.1) which could be calculated from the liquid film thickness 
at the center of the pipe, ℎ𝑙𝑓 . 𝜏𝐼𝑐 is the interfacial shear stress at the center of the pipe. Liquid wall 
shear stress at pipe bottom 𝜏𝑊𝐿𝑏 is made up of two components, where the first term signifies the 
free surface flow and the second term reflects the interfacial shear stress effect on the liquid wall 
shear stress at the bottom of the pipe.  
Interfacial stress at the center of the pipe can be calculated from the 1-D gas momentum equation, 
shown below. Different geometrical parameters and forces acting on each phase are shown in 
Figure C.2.   
1
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Figure C. 2 Schematic of Stratified Flow showing (a) Geometrical Parameters for Stratified 






 STATISTICAL PARAMETERS OF PRESSURE GRADIENT PREDICTION  
 
The appendix provides statistical parameters of current study, Alsaadi et al. (2015), and 
Guner et al. (2015) for different combination of entrainment factor, wall friction factor, wetted 
wall fraction and interfacial friction factor.   
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 The smallest errors are highlighted. Pressure gradient evaluation was only conducted for 
the major experimental data sets due to the availability from literature. These included Alsaadi et 
al. (2015), Guner et al. (2015) and the current study. Fan et al. (2018) did sensitivity study of 
different closure relationships using their pressure gradient data, showing that No. 13 combination 




pipe diameter less than 4-in. for the critical gas velocity prediction, while No. 14 was used for pipe 
diameter larger than 4-in. 
