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Abstract
This work proposes a windowed least-squares (WLS) approach for model-reduction of dynamical systems.
The proposed approach sequentially minimizes the time-continuous full-order-model residual within a
low-dimensional space–time trial subspace over time windows. The approach comprises a generalization
of existing model reduction approaches, as particular instances of the methodology recover Galerkin,
least-squares Petrov–Galerkin (LSPG), and space–time LSPG projection. In addition, the approach
addresses key deficiencies in existing model-reduction techniques, e.g., the dependence of LSPG and
space–time LSPG projection on the time discretization and the exponential growth in time exhibited by
a posteriori error bounds for both Galerkin and LSPG projection. We consider two types of space–time
trial subspaces within the proposed approach: one that reduces only the spatial dimension of the full-
order model, and one that reduces both the spatial and temporal dimensions of the full-order model.
For each type of trial subspace, we consider two different solution techniques: direct (i.e., discretize
then optimize) and indirect (i.e., optimize then discretize). Numerical experiments conducted using trial
subspaces characterized by spatial dimension reduction demonstrate that the WLS approach can yield
more accurate solutions with lower space–time residuals than Galerkin and LSPG projection.
1. Introduction
Simulating parameterized dynamical systems arises in many applications across science and engineer-
ing. In many contexts, executing a dynamical-system simulation at a single parameter instance—which
entails the numerical integration of a system of ordinary differential equations (ODEs)—incurs an ex-
tremely large computational cost. This occurs, for example, when the state-space dimension is large
(e.g., due to fine spatial resolution when discretizing a partial differential equation) and/or when the
number of time instances is large (e.g., due to time-step limitations incurred by stability or accuracy
considerations). When the application is time critical or many query in nature, analysts must replace
such large-scale parameterized dynamical-system models (which we refer to as the full-order model) with
a low-cost approximation that makes the application tractable.
Projection-based reduced-order models (ROMs) comprise one such approximation strategy. First,
these techniques execute a computationally expensive offline stage that computes a low-dimensional trial
subspace on which the dynamical-system state can be well approximated (e.g., by computing state “snap-
shots” at different time and parameter instances, by solving Lyapunov equations). Second, these methods
execute an inexpensive online stage during which they compute approximations to the dynamical-system
trajectory that reside on this trial subspace via, e.g., projection of the full-order model or residual mini-
mization.
Model reduction for linear-time-invariant systems (and other well structured dynamical systems) is
quite mature [7, 46, 48, 33], as system-theoretic properties (e.g., controllability, observability, asymptotic
stability, H2-optimality) can be readily quantified and accounted for; this often results in reduced-order
models that inherit such important properties. The primary challenge in developing reduced-order models
for general nonlinear dynamical systems is that such properties are difficult to assess quantitatively. As
a result, it is challenging to develop reduced-order models that preserve important dynamical-system
properties, which often results in methods that yield trajectories that are inaccurate, unstable, or violate
physical properties. To address this, researchers have pursued several directions that aim to imbue
reduced-order models for nonlinear dynamical systems with properties that can improve robustness and
accuracy. These efforts include residual-minimization approaches that equip the ROM solution with a
notion of optimality [19, 21, 41, 43, 42, 13, 14, 54, 16, 12, 1]; space–time approaches that lead to error
bounds that grow slowly in time [25, 26, 62, 68, 5]; “energy-based” inner products that ensure non-
increasing entropy in the ROM solution [55, 36, 23]; basis-adaptation methods that improve the ROM’s
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accuracy a posteriori [17, 51, 29], stabilizing subspace rotations that account for truncated modes a
priori [2], structure-preserving methods that enforce conservation [20] or (port-)Hamiltonian/Lagrangian
structure [39, 22, 6, 24, 31] in the ROM; and subgrid-scale modeling methods that aim to improve
accuracy by addressing the closure problem [59, 58, 35, 8, 15, 66, 67, 65, 60]. We note that these
techniques are often not mutually exclusive. Residual-minimizing and space–time approaches are the
most relevant classes of methods for the current work and comprise the focus of the following review.
Residual-minimization methods in model reduction compute the solution within a low-dimensional
trial subspace that minimizes the full-order-model residual.1 Researchers have developed such residual-
minimizing model-reduction methods for both static systems (i.e., systems without time-dependence)
[41, 43, 42, 13, 54, 16, 12] and dynamical systems [12, 14, 16, 21, 19, 18]. In the latter category,
Refs. [12, 14, 16, 21, 19] formulated the residual minimization problem for dynamical systems by sequen-
tially minimizing the time-discrete full-order-model residual (i.e., the residual arising after applying time
discretization) at each time instance on the time-discretization grid. This formulation is often referred
to as the least–squares Petrov–Galerkin (LSPG) method. Ref. [18] performed detailed analyses of this
formulation and examined its connections with Galerkin projection. Critically, this work demonstrated
that (1) under certain conditions, LSPG can be cast as a Petrov–Galerkin projection applied to the
time-continuous full-order-model residual, and (2) LSPG and Galerkin projection are equivalent in the
limit as the time step goes to zero (i.e., Galerkin projection minimizes the time-instantaneous full-order-
model residual). Numerous numerical experiments have demonstrated that LSPG often yields more
accurate and stable solutions than Galerkin [12, 18, 21, 16, 50]. The common intuitive explanation for
this improved performance is that, by minimizing the full-order-model residual over a finite time window
(rather than time instantaneously), LSPG computes solutions that are more accurate over a larger part
of the trajectory as compared to Galerkin.
However, LSPG has several notable shortcomings. First, LSPG exhibits a complex dependence on the
time discretization. In particular, changing the time step (∆t) modifies both the time window over which
LSPG minimizes the residual as well as the time-discretization error of the full-order model on which
LSPG is based. As LSPG and Galerkin projection are equivalent in the limit of ∆t → 0, the accuracy
of LSPG approaches the (sometimes poor) accuracy of Galerkin as the time step shrinks. For too-large
a time step the accuracy of LSPG also degrades. It is unclear if this is due to the time-discretization
error associated with enlarging the time step, or rather if it is due to the size of the window the residual
is being minimized over. As a consequence, LSPG often yields the smallest error for an intermediate
value of the time step (see, e.g., Ref. [18, Figure 9]); there is no known way to compute this optimal
time step a priori. Second, as the LSPG approach performs sequential residual minimization in time,
its a posteriori error bounds grow exponentially in time [18], and it is not equipped with any notion
of optimality over the entire time domain of interest. As a result, LSPG is not equipped with a priori
guarantees of accuracy or stability, even for linear time-invariant systems [12].
Researchers have pursued the development of space–time residual-minimization approaches [25, 26,
62, 68] to address the issues incurred by sequential residual minimization in time. Existing space–
time approaches differ from the classic LSPG and Galerkin approaches in (1) the definition of the
space–time trial subspace and (2) the definition of the residual minimization problem. First, space–
time approaches leverage a space–time trial basis that characterizes both the spatial and temporal
dependence of the state, classic “spatial” model reduction approaches such as LSPG and Galerkin leverage
only a spatial trial basis that characterizes the spatial dependence of the state. Second, space–time
residual minimization approaches compute the entire space–time trajectory of the state (within the
low-dimensional space–time trial subspace) that minimizes the full-order-model residual over the entire
time domain; Galerkin and LSPG sequentially compute instances of the state that either minimize the
full-order model instantaneously (Galerkin) or over a time step (LSPG). The result of these differences
is that space–time approaches yield a system of algebraic equations defined over all space and time,
whose solution comprises a vector of (space–time) generalized coordinates; on the other hand, spatial-
projection-only approaches generally associate with systems of ODEs whose solutions comprise time-
dependent vectors of (spatial) generalized coordinates.
Space–time residual minimization approaches minimize the FOM residual over all of space and time
and, as a result, yield models that are equipped with a notion of space–time optimality and a priori
error bounds that grow more slowly in time. Further, space–time approaches reduce both the spatial and
1While we focus our review on residual-minimization approaches in the context of model reduction, we note that these
approaches are intimately related to least-squares finite element methods [10, 34].
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temporal dimensions of the full-order model, and thus promise cost savings over spatial-projection-only
approaches. However, space–time techniques also suffer from several limitations. First, the computational
cost of solving the algebraic system arising from space–time approaches scales cubically with the number
of space–time degrees of freedom; in contrast, the computational cost incurred by standard spatial-
projection-based ROMs is linear in the number of temporal degrees of freedom, as the attendant solvers
can leverage the lower-block triangular structure of the system arising from the sequential nature of
time evolution. As a result, solving the algebraic systems arising from space–time projection is generally
intractable without applying hyper-reduction in time [25, 26]. Second, space–time residual minimization
precludes future state prediction, as these methods employ space–time basis vectors defined over the
entire time domain of interest, which must have been included in the training simulations.
The objectives of this work are to overcome the shortcomings of existing residual-minimizing meth-
ods, and to provide a unifying framework from which existing methods can be assessed. In essence,
the proposed windowed least-squares (WLS) approach sequentially minimizes the FOM residual over a
sequence of arbitrarily defined time windows. The method is characterized by three notable aspects.
First, the method minimizes the time-continuous residual (i.e., that associated with the full-order model
ODE). By adopting a time-continuous viewpoint, the formulation decouples the underlying temporal
discretization scheme from the residual-minimization problem, thus addressing a key deficiency of both
LSPG and space–time LSPG. Critically, time-continuous residual minimization also exposes two differ-
ent solution methods: a discretize-then-optimize (i.e., direct) method, and an optimize-then-discretize
(i.e., indirect) method. Second, the method sequentially minimizes the residual over arbitrarily defined
time windows rather than sequentially minimizing the residual over time steps (as in LSPG) or over
the entire time domain (as in space–time residual-minimization methods). This equips the method with
additionally flexibility that enables it to explore more fine-grained tradeoffs between computational cost
and error. Finally, WLS is formulated for two kinds of space–time trial subspaces: one that associates
with spatial dimension reduction (as employed by traditional spatial-projection-based methods), and
one that associates with space–time dimension reduction (as employed by space–time methods). The
above attributes allow the WLS approach to be viewed as a generalization of existing model-reduction
methods, as Galerkin, LSPG, and space–time LSPG projection correspond to specific instances of the
formulation. Figure 1 depicts how the proposed WLS method provides a unifying framework from which
these existing approaches can be derived.
The WLS approach can be viewed as a hybrid space–time method and displays commonalities with
several related efforts. First, Ref. [12] briefly formulated a space–time least-squares ROM and connected
this formulation with optimal control; specifically it mentioned the optimize-then-discretize vs. discretize-
then-optimize approaches. This work did not fully develop this approach, eschewing it for sequential
residual minimization in time (i.e., LSPG). The present work thus formally develops and extends several
of the concepts put forth in Ref. [12]. Next, Ref. [26] developed a space–time residual minimization
formulation for model interpolation. The present work distinguishes itself from Ref. [26] in that (1)
this work also considers trial subspaces characterized by spatial dimension reduction only, and (2) we
minimize the time-continuous FOM residual over arbitrary time windows. We note that, similar to
the current work, Ref. [26] employs minimization of the time-continuous FOM residual as a starting
point; as such, this work shares some thematic similarities with Ref. [26]. Lastly, Ref. [25] develops a
space–time extension of LSPG projection that minimizes the time-discrete FOM residual over the entire
time domain. The present work distinguishes itself from Ref. [25] in that (1) this work minimizes the
time-continuous FOM residual, (2) this work minimizes this residual over arbitrary time windows, and
(3) this work also considers trial subspaces associated with spatial dimension reduction only.
In summary, specific contributions of this work include:
1. The windowed least-squares (WLS) approach for dynamical-system model reduction. The approach
sequentially minimizes the time-continuous full-order-model residual over arbitrary time windows.
2. Support of two space–time trial subspaces: one that associates with spatial dimension reduction and
one that associates with spatial and temporal dimension reduction. The former case is of particular
interest in the WLS context, as the stationary conditions are derived via the Euler–Lagrange
equations and comprise a coupled two-point Hamiltonian boundary value problem containing a
forward and backward system. The forward system, which is forced by an auxiliary costate, evolves
the (spatial) generalized coordinates of the ROM in time. The backward system, which is forced
by the time-continuous FOM residual evaluated about the ROM state, governs the dynamics of
the costate.
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Figure 1: Relationship diagram for the WLS approach for model reduction.
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3. Derivation of two solution techniques: discretize then optimize (i.e., direct) and optimize then
discretize (i.e., indirect).
4. Remarks and derivations of conditions under which the WLS approach recovers Galerkin, LSPG,
and space–time LSPG.
5. Error analysis of the WLS approach using trial subspaces associated with spatial dimension re-
duction. This analysis demonstrates that, over a given window, the WLS ROMs error is bounded
a priori by a combination of the error at the start of the window and the integrated FOM ODE
residual evaluated at the FOM state projected onto the trial subspace.
6. Numerical experiments for trial subspaces associated with spatial dimension reduction, which
demonstrate two key findings:
• Minimizing the residual over a larger time window leads to more stable solutions with lower
space–time residuals norms.
• Minimizing the residual over a larger time window does not necessarily lead to a more accurate
trajectory (as measured in the space–time `2-norm of the solution). Instead, minimizing the
residual over an intermediate-sized time window leads to the smallest trajectory error.
The paper proceeds as follows: Section 2 outlines the mathematical setting for the full-order model,
along with Galerkin, LSPG, and space–time LSPG projection. Section 3 outlines the proposed WLS
approach. Section 4 outlines numerical techniques for solving WLS ROMs, including both direct and
indirect methods. Section 5 provides equivalence conditions and error analysis for WLS ROMs. Section 6
presents numerical experiments. Section 7 provides conclusions and perspectives. We denote vector-
valued functions with italicized bold symbols (e.g., x), vectors with standard bold symbols (e.g., x),
matrices with capital bold symbols (e.g., X ≡ [x1 · · · xr]), and spaces with calligraphic symbols
(e.g., X ). We additionally denote differentiation of a time-dependent function with respect to time with
the ˙ operator.
2. Mathematical formulation
We begin by providing the formulation for the full-order model, followed by a description of standard
model-reduction methods classified according to the type of trial subspace they employ.
2.1. Full-order model
We consider the full-order model to be a dynamical system expressed as a system of ordinary differ-
ential equations (ODEs)
x˙(t) = f(x(t), t), x(0) = x0, t ∈ [0, T ], (2.1)
where x : [0, T ] → RN with x : τ 7→ x(τ) and x˙ ≡ dx/dτ denotes the state implicitly defined as the
solution to initial value problem (2.1), T ∈ R+ denotes the final time, x0 ∈ RN denotes the initial
condition, and f : RN × [0, T ] → RN with (y, τ) 7→ f(y, τ) denotes the velocity, which is possibly
nonlinear in its first argument. For subsequent exposition, we introduce T to denote the set of (sufficiently
smooth) real-valued functions acting on the time domain (i.e., T = {f | f : [0, T ] → R}); the state can
be expressed equivalently as x ∈ RN ⊗ T . We refer to the initial value problem defined in Eq. (2.1)
as the “full-order model” (FOM) ODE. We note that although the problem of interest described in the
introduction corresponds to a parameterized dynamical system, we suppress dependence of the FOM
ODE (2.1) on such parameters for notational convenience, as this work focuses on devising a model-
reduction approach applicable to a specific parameter instance.
Directly solving the FOM ODE (2.1) is computationally expensive if either the state-space dimension
N is large, or if the time-interval length T is large relative to the time step required to numerically
integrate Eq. (2.1). For time-critical or many-query applications, it is essential to replace the FOM
ODE (2.1) with a strategy that enables an approximate trajectory to be computed at lower computational
cost. Projection-based ROMs constitute one such promising approach.
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2.2. Reduced-order models
Projection-based ROMs generate approximate solutions to the FOM ODE (2.1) by approximating
the state in a low-dimensional trial subspace. Two types of space–time trial subspaces are commonly
used for this purpose:2
1. Subspaces that reduce only the spatial dimension of the full-order model (S-reduction). These trial
subspaces are characterized by a spatial projection operator, associate with a basis that represents
the spatial dependence of the state, and are employed in classic model reduction approaches, e.g.,
Galerkin and LSPG.
2. Subspaces that reduce both the spatial and temporal dimensions of the full-order model (ST-reduction).
These trial subspaces are characterized by a space–time projection operator, associate with a basis
that represents the spatial and temporal dependence of the state, and are employed in space–time
model reduction approaches (e.g., space–time Galerkin [5], space–time LSPG [25]).
We now describe these two types of space–time trial subspaces and their application to the Galerkin,
LSPG, and space–time LSPG approaches.
2.3. S-reduction trial subspaces
At a given time instance t ∈ [0, T ], S-reduction trial subspaces approximate the FOM ODE solution
as x˜(t) ≈ x(t), which is enforced to reside in an affine spatial trial subspace of dimension K  N such
that x˜(t) ∈ xref +V ⊆ RN , where dim(V) = K and xref ∈ RN denotes the reference state, which is often
taken to be the initial condition (i.e., xref = x0). Here, the trial subspace V is spanned by an orthogonal
basis such that V = Ran(V) with V ≡ [v1 · · · vK] ∈ VK(RN ), where VK(RN ) denotes the compact
Stiefel manifold (i.e., VK(RN ) := {X ∈ RN×K
∣∣XTX = I}). The basis vectors vi, i = 1, . . . ,K are
typically constructed using state snapshots, e.g., via proper orthogonal decomposition (POD) [9], the
reduced-basis method [52, 64, 63, 49, 56]. Thus, at any time instance t ∈ [0, T ], ROMs that employ the
S-reduction trial subspace approximate the FOM ODE solution as
x(t) ≈ x˜(t) = Vxˆ(t) + xref, (2.2)
where xˆ ∈ RK ⊗ T with xˆ : τ 7→ xˆ(τ) denotes the generalized coordinates. From the space–time
perspective, this is equivalent to approximating the FOM ODE solution trajectory x ∈ RN ⊗ T with
x˜ ∈ ST S, where
ST S := V ⊗ T + xref ⊗O ⊆ RN ⊗ T , (2.3)
with O ∈ T defined as O : τ 7→ 1.
Substituting the approximation (2.2) into the FOM ODE (2.1) and performing orthogonal `2-projection
of the initial condition onto the trial subspace yields the overdetermined system of ODEs
V ˙ˆx(t) = f(Vxˆ(t) + xref, t), xˆ(0) = [V]
T (x0 − xref), t ∈ [0, T ], (2.4)
where ˙ˆx ≡ dxˆ/dτ . Because Eq. (2.4) is overdetermined, a solution may not exist. Typically, either
Galerkin or least-squares Petrov–Galerkin projection is employed to reduce the number of equations
such that a unique solution exists. We now describe these two methods.
2.3.1. Galerkin projection
The Galerkin approach reduces the number of equations in Eq. (2.4) by enforcing orthogonality of the
residual to the spatial trial subspace in the (semi-)inner product induced by the positive (semi-)definite
N ×N matrix A ≡ [W]TW (commonly set to A = I), i.e.,
˙ˆxG(t) = M
−1VTAf(VxˆG(t) + xref, t), xˆG(0) = [V]
T (x0 − xref), t ∈ [0, T ], (2.5)
where M ≡ VTAV denotes the K × K positive definite mass matrix. As demonstrated in Ref. [18],
the Galerkin approach can be viewed alternatively as a residual-minimization method, as the Galerkin
ODE (2.5) is equivalent to
˙ˆxG(t) = arg min
yˆ∈RK
‖Vyˆ − f(VxˆG(t) + xref, t)‖2A , xˆ(0) = [V]T (x0 − xref), t ∈ [0, T ], (2.6)
where ‖x‖A ≡
√
xTAx. Thus, the computed velocity ˙ˆxG(t) minimizes the FOM ODE residual evaluated
at the state VxˆG(t) + xref and time instance t over the spatial trial subspace V.
2For both spatial and space–time ROMs of dynamical systems, all trial subspaces are, strictly speaking, space–time
subspaces.
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2.3.2. Least-squares Petrov–Galerkin projection
Despite its time-instantaneous residual-minimization optimality property (2.6), the Galerkin approach
can yield inaccurate solutions, particularly if the velocity is not self-adjoint or is nonlinear. Least-squares
Petrov–Galerkin (LSPG) [18, 16, 21, 14, 12] was developed as an alternative method that exhibits several
advantages over the Galerkin approach. Rather than minimize the (time-continuous) FOM ODE residual
at a time instance (as in Galerkin), LSPG minimizes the (time-discrete) FOM O∆E residual (i.e., the
residual arising after applying time discretization to the FOM ODE) over a time step. We now describe
the LSPG approach in the case of linear multistep methods; Ref. [18] also presents LSPG for Runge–
Kutta schemes.
Without loss of generality, we introduce a uniform time grid characterized by time step ∆t and time
instances tn = n∆t, n = 0, . . . , Nt. Applying a linear multistep method to discretize the FOM ODE (2.1)
with this time grid yields the FOM O∆E, which computes the sequence of discrete solutions xn(≈ x(tn)),
n = 1, . . . , Nt as the implicit solution to the system of algebraic equations
rn(xn; xn−1, . . . ,xn−k
n
) = 0, n = 1, . . . , Nt, (2.7)
with the initial condition x0 = x0. In the above, k
n denotes the number of steps employed by the scheme
at the nth time instance and rn denotes the FOM O∆E residual defined as
rn : (yn; yn−1, . . . ,yn−k
n
) 7→ 1
∆t
kn∑
j=0
αnj y
n−j −
kn∑
j=0
βnj f(y
n−j , tn−j),
: RN ⊗ Rkn+1 → RN .
Here, αnj , β
n
j ∈ R, j = 0, . . . , kn are coefficients that define the linear multistep method at the nth time
instance.
At each time instance on the time grid, LSPG substitutes the S-reduction trial subspace approxima-
tion (2.2) into the FOM O∆E (2.7) and minimizes the residual, i.e., LSPG sequentially computes the
solutions x˜nL ≈ xn, n = 1, . . . , Nt that satisfy
x˜nL = arg min
y∈V+xref
||Wrn(y; x˜n−1L , . . . , x˜n−k
n
L )||22, n = 1, . . . , Nt,
where W ∈ Rns×N , with K ≤ ns ≤ N , is a weighting matrix that can be used, e.g., to enable hyper-
reduction by requiring it to have a small number of nonzero columns.
As described in the introduction, although numerical experiments have demonstrated that LSPG
often yields more accurate and stable solutions than Galerkin [12, 18, 21, 16, 50], LSPG still suffers from
several shortcomings. In particular, LSPG suffers from its complex dependence on the time discretization,
exponentially growing error bounds, and lack of optimality for the trajectory defined over the entire time
domain.
2.4. ST-reduction trial spaces and space–time ROMs
Space–time projection methods that employ ST-reduction trial spaces [25, 26, 62, 68, 5, 12] aim to
overcome the latter two shortcomings of LSPG. Because these methods employ ST-reduction trial spaces,
they reduce both the spatial and temporal dimensions of the full-order model; further, they yield error
bounds that grow more slowly in time and their trajectories exhibit an optimality property over the
entire time domain.
ST-reduction trial subspaces approximate the FOM ODE solution trajectory x ∈ RN ⊗ T with an
approximation that resides in an affine space–time trial subspace of dimension KST  N , i.e., x˜ ∈ ST ST
with dim(ST ST) = KST, where
ST ST := Ran(Π) + x0 ⊗O ⊆ RN ⊗ T . (2.8)
Here Π ∈ RN×KST ⊗ T , with Π : τ 7→ Π(τ) and Π(0) = 0 denotes the space–time trial basis. Thus, at
any time instance t ∈ [0, T ], ROMs that employ the ST-reduction trial subspace approximate the FOM
ODE solution as
x(t) ≈ x˜(t) = Π(t)xˆ + x0, (2.9)
where xˆ ∈ RKST denotes the space–time generalized coordinates. Critically, comparing the approxi-
mations arising from S-reduction and ST-reduction trial subspaces in Eqs. (2.2) and (2.9), respectively,
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highlights that the former approximation associates with time-dependent generalized coordinates, while
the latter approximation associates with a time-dependent basis matrix.
Substituting the approximation (2.9) into the FOM ODE (2.1) yields
Π˙(t)xˆ = f(Π(t)xˆ + x0, t), t ∈ [0, T ], (2.10)
where Π˙ ≡ dΠ/dτ . We note that the initial conditions are automatically satisfied from the definition of
the ST-reduction trial subspace.
Space–time methods reduce the number of equations in (2.10) to ensure a unique solution exists.
We now outline one such method: space–time least-squares Petrov–Galerkin (ST-LSPG) [25]. While
the space–time Galerkin method [5] is another alternative, it does not associate with any residual-
minimization principle, and thus we do not discuss it further.
2.4.1. Space–time LSPG projection
Analogously to LSPG, space–time LSPG [25] minimizes the (time-discrete) FOM O∆E residual, but
does so using the ST-reduction subspace and simultaneously minimizes this residual over all Nt time
instances. We first introduce the full space–time FOM O∆E residual for linear multistep methods as
r : (y1, . . . ,yNt ; x0) 7→
 r
1(y1; x0)
...
rNt(yNt ; yNt−1, . . . ,yNt−k
Nt
)
 ,
: RN ⊗ RNt+1 → RNNt ,
and define the counterpart function acting on space–time generalized coordinates:
rˆ : (yˆ; x0) 7→

r1
(
Π(t1)yˆ + xref; x0
)
...
rNt
(
Π(tNt)yˆ + xref; Π(t
Nt−1)yˆ + xref, . . . ,Π(tNt−k
Nt
)yˆ + xref
)
 ,
: RKST × RN → RNNt .
ST-LSPG computes the space–time generalized coordinates that minimize the space–time FOM O∆E
residual:
xˆST-LSPG = arg min
yˆ∈RKST
||WSTrˆ(yˆ; x0)||22, (2.11)
where WST ∈ Rnst×NNt , with KST ≤ nst ≤ NNt, is a space–time weighting matrix that can be chosen,
e.g., to enable hyper-reduction.
ST-LSPG overcomes two of the primary shortcomings of LSPG. In particular, it leads to error bounds
that grow sub-quadratically in time rather than exponentially in time, and it generates entire trajectories
that associate with an optimality property over the entire time domain [25]. However, it is subject to
several challenges. First, the computational cost of solving Eq. (2.11) scales cubically with the number of
space–time degrees of freedom KST. This cost is due to the fact that ST-LSPG yields dense systems that
do not expose any natural mechanism for exploiting the sequential nature of time evolution. Second, it
is unclear how these methods can be employed for future state prediction, as the space–time trial basis
Π must be defined over the entire time interval of interest [0, T ]. Third, ST-LSPG is still strongly tied
to the time discretization employed for the full-order model, as it minimizes the (time-discrete) FOM
O∆E residual over all time instances.
2.5. Outstanding challenges
This work seeks to overcome the limitations of existing residual-minimizing model-reduction methods,
and to provide a unifying framework from which existing methods can be assessed. Specifically, we look
to overcome the complex dependence of LSPG on the time discretization, exponential time growth of
the error bounds for Galerkin and LSPG, the cubic dependence of the computational cost of ST-LSPG
on the number of degrees of freedom, and the lack of ability for ST-LSPG to perform prediction in time.
We now describe the proposed windowed least-squares approach for this purpose.
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Figure 2: Partitioning of the time domain into time windows.
3. Windowed least-squares approach
This section outlines the proposed windowed least-squares (WLS) approach. In contrast to (1)
Galerkin projection, which minimizes the (time-continuous) FOM ODE residual at a time instance,
(2) LSPG projection, which minimizes the (time-discrete) FOM O∆E residual over a time step, and
(3) ST-LSPG projection, which minimizes the FOM O∆E residual over the entire time interval, the
proposed WLS approach sequentially minimizes the FOM ODE residual over arbitrarily defined time
windows. The formulation is compatible with both S-reduction and ST-reduction trial subspaces. In this
section, we start by outlining the WLS formulation for a general space–time trial subspace. We then
examine the S-reduction trial subspace in this context, followed by the ST-reduction trial subspace. In
each case, we derive the stationary conditions associated with the residual-minimization problems.
3.1. Windowed least-squares for general space–time trial subspaces
We begin by introducing a (potentially nonuniform) partition of the time domain [0, T ] into Nw non-
overlapping windows [tns , t
n
f ] ⊆ [0, T ] of length ∆Tn := tnf − tns , n = 1, . . . , Nw such that t1s = 0, tNwf = T ,
and tn+1s = t
n
f , n = 1, . . . , Nw − 1; Fig. 2 depicts such a partitioning. Over the nth time window, we
approximate the FOM ODE solution as x˜n(t) ≈ x(t), t ∈ [tns , tnf ], which is enforced to reside in the nth
space–time trial subspace ST n such that
x˜n ∈ ST n ⊆ RN ⊗ T n, n = 1, . . . , Nw, (3.1)
where T n denotes the set of (sufficiently smooth) real-valued functions acting on [tns , tnf ] (i.e., T n =
{f | f : [tns , tnf ]→ R}). For notational purposes, we additionally define the spatial trial subspaces at the
start of each window as
Bn := span({y(tns ) |y ∈ ST n}) ⊆ RN , n = 1, . . . , Nw, (3.2)
such that x˜n(tns ) ∈ Bn. To outline WLS, we now define the objective functional over the nth window as
J n : y 7→ 1
2
∫ tnf
tns
[
y˙(t)− f(y(t), t)]TAn[y˙(t)− f(y(t), t)]dt,
: RN ⊗ T n → R+,
(3.3)
where An ≡ [Wn]TWn ∈ RN×N denotes a symmetric positive semi-definite matrix that can enable
hyper-reduction, for example.
The WLS approach sequentially computes approximate solutions x˜n ∈ ST n, n = 1, . . . , Nw, where
x˜n is the solution to the minimization problem
minimize
y∈ST n
J n(y),
subject to y(tns ) =
{
Pn(x˜n−1(tn−1f )) n = 2, . . . , Nw,
Pn(x0) n = 1,
(3.4)
where Pn : RN → Bn is a (spatial) projection operator onto the start of the nth trial space (e.g.,
`2-orthogonal projection operator).
We now define the trial subspaces ST n considered in this work. In particular, we introduce S-
reduction trial subspaces and ST-reduction trial subspaces tailored for this context. We leave further
investigation into other approaches, such as nonlinear trial manifolds [40], as a subject for future work.
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3.2. S-reduction trial subspaces
In this context, the S-reduction trial subspace over the nth time window approximates the FOM
ODE solution trajectory x(t), t ∈ [tns , tnf ] with x˜n ∈ ST nS , where
ST nS := Vn ⊗ T n + xnref ⊗On ⊆ RN ⊗ T n. (3.5)
Here, the spatial trial subspaces Vn ⊆ RN , n = 1, . . . , Nw satisfy Vn := Ran(Vn) with Vn ≡ [vn1 · · · vnKn ] ∈
VKn(RN ), the reference states xnref ∈ RN , n = 1, . . . , Nw provide the affine transformation, and On ∈ T n
is defined as On : τ 7→ 1. Thus, at any time instance t ∈ [tns , tnf ], the S-reduction trial subspace approxi-
mates the FOM ODE solution as
x(t) ≈ x˜n(t) = Vnxˆn(t) + xnref, (3.6)
where xˆn ∈ RKn ⊗ T n with xˆn : τ 7→ xˆn(τ) denotes the generalized coordinates over the nth time
window.
Setting ST n ← ST nS in the WLS minimization problem (3.4) and setting Pn to the `2-orthogonal
projection operator implies that WLS with S-reduction space–time trial subspaces sequentially computes
solutions xˆn, n = 1, . . . , Nw that satisfy
minimize
yˆ∈RKn⊗T n
J n(Vnyˆ + xnref ⊗On),
subject to yˆ(tns ) =
{
[Vn]T (Vn−1xˆn−1(tn−1f ) + x
n−1
ref − xnref) n = 2, . . . , Nw,
[V1]T (x0 − x1ref) n = 1.
(3.7)
3.2.1. Stationary conditions and the Euler–Lagrange equations
We derive stationary conditions for optimization problem (3.7) via the Euler–Lagrange equations
from the calculus of variations. To begin, we define the integrand appearing in the objective function
J n defined in Eq. (3.3) in terms of the generalized coordinates induced by the S-reduction subspace as
In : (yˆ, vˆ, τ) 7→ 1
2
[
Vnvˆ − f(Vnyˆ + xnref, τ)
]T
An
[
Vnvˆ − f(Vnyˆ + xnref, τ)
]
,
: RK
n × RKn × [tns , tnf ]→ R+.
(3.8)
We also define the quantities3
Invˆ : (yˆ, vˆ, τ) 7→
[
∂In
∂vˆ
(yˆ(τ), vˆ(τ), τ)
]T
,
: RK
n ⊗ T n × RKn ⊗ T n × [tns , tnf ]→ RK
n
,
(3.9)
Inyˆ : (yˆ, vˆ, τ) 7→
[
∂In
∂yˆ
(yˆ(τ), vˆ(τ), τ)
]T
,
: RK
n ⊗ T n × RKn ⊗ T n × [tns , tnf ]→ RK
n
.
(3.10)
Using this notation, the Euler–Lagrange equations (see Appendix C for the derivation) over the nth time
window for t ∈ [tns , tnf ] are given by
Inyˆ (xˆn, ˙ˆxn, t)− I˙nvˆ (xˆn, ˙ˆxn, t) = 0,
xˆn(tns ) =
{
[Vn]T (Vn−1xˆn−1(tn−1f ) + x
n−1
ref − xnref) n = 2, . . . , Nw,
[V1]T (x0 − x1ref) n = 1,
Invˆ (xˆn, ˙ˆxn, tnf ) = 0.
(3.11)
3We use numerator layout for the scalar-by-vector gradients.
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Appendix D provides the steps required to evaluate the terms in system (3.11); the resulting system can
be written as the following coupled forward–backward system for t ∈ [tns , tnf ]:
Mn ˙ˆxn(t)− [Vn]TAnf(Vnxˆn(t) + xnref, t) = Mnλˆ
n
(t), (3.12)
Mn
˙ˆ
λn(t) + [Vn]T
[
∂f
∂y
(Vnxˆn(t) + xnref, t)
]T
AnVnλˆ
n
(t) = −[Vn]T [∂f
∂y
(Vnxˆn(t) + xnref, t)
]T
An
(
I−Vn[Mn]−1[Vn]TAn)(Vn ˙ˆxn(t)− f(Vnxˆn(t) + xnref, t)), (3.13)
xˆn(tns ) =
{
[Vn]T (Vn−1xˆn−1(tn−1f ) + x
n−1
ref − xnref) n = 2, . . . , Nw,
[V1]T (x0 − x1ref) n = 1,
(3.14)
λˆ
n
(tnf ) = 0, (3.15)
where
λˆ
n
: τ 7→ ˙ˆxn(τ)− [Mn]−1[Vn]TAnf(Vnxˆn(τ) + xnref, τ),
: [tns , t
n
f ]→ RK
n
,
(3.16)
is the adjoint or “costate” variable with
˙ˆ
λn ≡ dλˆn/dτ , and Mn ≡ [Vn]TAnVn is a mass matrix.
Eq. (3.12) is equivalent to a Galerkin reduced-order model forced by the costate variable λˆ
n
. Eq. (3.13)
is typically referred to as the adjoint equation, which is linear in the costate and is forced by the residual.
We note that both ODEs (3.12) and (3.13) can be equipped with hyper-reduction, e.g., via collocation,
(discrete) empirical interpolation, Gappy POD [30, 3, 28]. The state–costate coupled system (3.12)–
(3.15) can be interpreted as an “optimally controlled” ROM, wherein the adjoint equation controls the
forward model by enforcing the minimum residual condition over the time window.
We note that in the case An = I, the system simplifies to
˙ˆxn(t)− [Vn]Tf(Vnxˆn(t) + xnref, t) = λˆ
n
(t),
˙ˆ
λn(t) + [Vn]T
[
∂f
∂y
(Vnxˆn(t) + xnref, t)
]T
Vnλˆ
n
(t) =
[Vn]T
[
∂f
∂y
(Vnxˆn(t) + xnref, t)
]T (
I−Vn[Vn]T )f(Vnxˆn(t) + xnref, t),
xˆn(tns ) =
{
[Vn]T (Vn−1xˆn−1(tn−1f )− xnref) n = 2, . . . , Nw,
[V1]T (x0 − x1ref) n = 1,
λˆ
n
(tnf ) = 0.
3.2.2. Formulation as an optimal-control problem of Lagrange type
The stationary conditions for WLS with S-reduction trial subspaces (3.12)–(3.15) can be alternatively
formulated as a Lagrange problem from optimal control. To this end, recall the dynamics of the Galerkin
ROM over t ∈ [tns , tnf ],
[V]TAV ˙ˆxG(t)− [V]TAf(VxˆG + xref, t) = 0.
We introduce now a controller uˆn ∈ RKn⊗T n and pose the problem of finding a controller that minimizes
the residual over the time window and forces the dynamics as
[Vn]TAnVn ˙ˆxn(t)− [Vn]TAnf(Vnxˆn(t) + xnref, t) = uˆn(t). (3.17)
We now demonstrate how to compute this controller. Before doing so, we note that (3.17) displays
commonalities with subgrid-scale methods [58, 35, 15, 50, 67, 65, 60], which add an additional term to
the reduced-order model in order to account for truncated states.
We begin by defining a Lagrangian
Ln : (yˆ, vˆ, τ) 7→ 1
2
[
Vn
(
[Mn]−1[Vn]TAnf(Vnyˆ + xnref, τ) + [M
n]−1vˆ
)
− f(Vnyˆ + xnref, τ)
]T
An[
Vn
(
[Mn]−1[Vn]TAnf(Vnyˆ + xnref, τ) + [M
n]−1vˆ
)
− f(Vnyˆ + xnref, τ)
]
,
: RK
n × RKn × [tns , tnf ]→ R+,
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where we have used ˙ˆxn(t) = [Mn]−1[Vn]TAnf(Vnxˆn(t) + xnref, t) + [M
n]−1uˆn(t) from Eq. (3.17). Note
that this Lagrangian measures the same residual as Eq. (3.8). The WLS approach with S-reduction trial
subspaces can be formulated as an optimal-control method that sequentially computes the controllers
uˆn ∈ RKn ⊗ T n, n = 1, . . . , Nw that satisfy
minimize
vˆ∈RKn⊗T n
∫ tnf
tns
Ln(xˆn(t), vˆ(t), t)dt,
subject to

[Vn]TAnVn ˙ˆxn(t)− [Vn]TAnf(Vnxˆn(t) + xnref, t) = vˆ(t), t ∈ [tns , tnf ]
xˆn(tns ) =
{
[Vn]T (Vn−1xˆn−1(tn−1f ) + x
n−1
ref − xnref) n = 2, . . . , Nw,
[V1]T (x0 − x1ref) n = 1.
(3.18)
The solution to the system (3.18) is equivalent of that defined by (3.7). This can be demonstrated via the
Pontryagin Maximum Principle (PMP) [37]. To this end, we introduce the Lagrange multiplier (costate)
νˆn ∈ RKn ⊗ T n and define the Hamiltonian
Hn : (yˆ, µˆ , vˆ, τ) 7→ µˆT
[
[Mn]−1[Vn]TAnf(Vnyˆ + xnref, τ) + [M
n]−1vˆ
]
+ Ln(yˆ, vˆ, τ),
: RK
n × RKn × RKn × [tns , tnf ]→ R.
(3.19)
The Pontryagin Maximum Principle states that solutions of the optimization problem (3.18) must satisfy
the following conditions over the nth window,
˙ˆxn(t) =
∂Hn
∂µˆ
(xˆn(t), νˆn(t), uˆn(t), t),
˙ˆνn(t) = −∂H
n
∂yˆ
(xˆn(t), νˆn(t), uˆn(t), t),
∂Hn
∂vˆ
(xˆn(t), νˆn(t), uˆn(t), t) = 0,
xˆn(tns ) =
{
[Vn]T (Vn−1xˆn−1(tn−1f ) + x
n−1
ref − xnref) n = 2, . . . , Nw,
[V1]T (x0 − x1ref) n = 1,
νˆn(tnf ) = 0.
Evaluation of the required gradients (Appendix E) yields the system to be solved over the nth window
for t ∈ [tns , tnf ],
Mn ˙ˆxn(t)− [Vn]TAnf(Vnxˆn(t) + xnref, t) = uˆn(t),
˙ˆνn(t) + [Vn]T
[
∂f
∂y
(Vnxˆn(t) + xnref, t)
]T
AnVn[Mn]−1νˆn(t) = [Vn]T
[∂f
∂y
(Vnxˆn(t) + xnref, t)
]T
An
(
I−Vn[Mn]−1[Vn]TAn)(Vn ˙ˆxn(t)− f(Vnxˆn(t) + xnref, t)),
uˆn(t) = −νˆn(t),
xˆn(tns ) =
{
[Vn]T (Vn−1xˆn−1(tn−1f ) + x
n−1
ref − xnref) n = 2, . . . , Nw,
[V1]T (x0 − x1ref) n = 1,
νˆn(tnf ) = 0.
(3.20)
Setting uˆn = Mnλˆ
n
and νˆn = −Mnλˆn results in equivalence between the system (3.20) and the
system (3.12)–(3.15). Thus, WLS with S-reduction trial subspaces can be formulated as an optimal
control problem: WLS computes a controller that modifies the Galerkin ROM to minimize the residual
over the time window. The WLS method can additionally be interpreted as a subgrid-scale modeling
technique that constructs a residual-minimizing subgrid-scale model.
Remark 3.1. The Euler–Lagrange equations comprise a Hamiltonian system. This imbues WLS with
S-reduction trial subspaces with certain properties; e.g., for autonomous systems the Hamiltonian (3.19)
is conserved.
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3.3. ST-reduction trial spaces
The ST-reduction trial subspace over the nth time window approximates the FOM ODE solution
trajectory x ∈ RN ⊗ T with x˜n ∈ ST nST, where
ST nST := Ran(Πn) + xnst ⊗On ⊆ RN ⊗ T n. (3.21)
Here Πn ∈ RN×KnST ⊗ T n, n = 1, . . . , Nw, with Πn : τ 7→ Πn(τ) and Πn(tns ) = 0 is the space–
time trial basis matrix function and xnst ∈ RN , n = 1, . . . , Nw provides the affine transformation. To
enforce the initial condition and ensure solution continuity across time windows, we set x1st = x0 and
xnst = x˜
n−1(tn−1f ) for n = 2, . . . , Nw. At any time instance t ∈ [tns , tnf ], the ST-reduction trial subspace
approximates the FOM ODE solution as
xn(t) ≈ x˜n(t) = Πn(t)xˆn + xnst, (3.22)
where xˆ
n ∈ RKnST are the space–time generalized coordinates over the nth window. Setting ST n ← ST nST
in the WLS minimization problem (3.4) implies that WLS with ST-reduction trial subspaces sequentially
computes solutions xˆ
n
, n = 1, . . . , Nw that satisfy
minimize
yˆ∈RKnST
J n(Πnyˆ + xnst ⊗On). (3.23)
3.3.1. Stationary conditions
The key difference between ST-reduction and S-reduction trial subspaces is as follows: generalized
coordinates for ST-reduction trial subspaces comprise a vector in RKnST , while generalized coordinates for
the S-reduction trial subspaces comprise a time-dependent vector in RKn⊗T n. Thus, in the ST-reduction
case, the optimization problem is no longer minimizing a functional with respect to a (time-dependent)
function, but is minimizing a function with respect to a vector. As such, the first-order optimality
conditions can be derived using standard calculus. Differentiating the objective function with respect to
the generalized coordinates and setting the result equal to zero yields∫ tnf
tns
[
Π˙
n
(t)T −Πn(t)T
[
∂f
∂y
(Π˙
n
(t)xˆ
n
+ xnst, t)
]T]
An
(
Π˙
n
(t)xˆ
n − f(Πn(t)xˆn + xnst, t)
)
dt = 0. (3.24)
Thus, for ST-reduction trial subspaces, the stationary conditions comprise a system of algebraic equa-
tions, as opposed to a system of differential equations as with S-reduction trial subspaces.
3.4. WLS summary
This section outlined the WLS approach for model reduction. In summary, WLS sequentially mini-
mizes the time continuous FOM ODE residual within the range of a space–time trial subspace over time
windows; i.e., WLS sequentially computes approximate solutions x˜n ∈ ST n, n = 1, . . . , Nw that comprise
solutions to the optimization problem (3.4). For S-reduction trial subspaces, the stationary conditions
for the residual minimization problem can be derived via the Euler–Lagrange equations and yield the
system (3.12)–(3.15) over the nth window for t ∈ [tns , tnf ]. WLS with S-reduction trial subspaces can be
alternatively interpreted as a Lagrange problem from optimal control: the Galerkin method is forced
by a controller that enforces the residual minimization property. Section 3.3 additionally considered
ST-reduction trial subspaces. For ST-reduction trial subspaces, in where the generalized coordinates are
no longer functions, the stationary conditions correspond to the system of algebraic equations (3.24).
4. Numerical solution techniques
We now consider numerical-solution techniques for the WLS approach. We focus primarily on direct
(i.e., discretize-then-optimize) and indirect (i.e., optimize-then-discretize) methods for S-reduction trial
subspaces, and then briefly outline direct and indirect methods for ST-reduction trial subspaces.
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4.1. S-reduction: direct and indirect methods
WLS with S-reduction trial subspaces can be viewed as an optimal-control problem. Numerical so-
lution techniques for optimal-control problems can be classified as either direct or indirect methods [27].
Rather than working with the first-order optimality conditions (3.12)–(3.15), direct methods “directly”
solve the optimization problem (3.4) by first numerically discretizing the objective functional and “tran-
scribing” the infinite-dimensional problem into a finite-dimensional problem. Direct approaches thus
“discretize then optimize”. In contrast, indirect methods compute solutions to the Euler–Lagrange
equations (3.12)–(3.15) (which comprise the first-order optimality conditions). Thus, indirect methods
“optimize then discretize,” and solve the optimization problem “indirectly.” A variety of both discretiza-
tion and solution techniques are possible for both direct and indirect methods. Collocation methods,
finite-element methods, spectral methods, and shooting methods are all examples of possible solution
techniques.
In the present context, we investigate both direct and indirect methods to solve WLS with S-reduction
trial subspaces. In particular, we consider:
• Direct methods (discretize then optimize): A direct approach that leverages linear multistep meth-
ods to directly solve the optimization problem (3.7). Section 4.2 outlines this approach.
• Indirect methods (optimize then discretize): An indirect approach that leverages the forward–
backward sweep algorithm to solve the Euler–Lagrange equations (3.12)–(3.15). Section 4.3 outlines
this technique.
We note that a variety of other approaches exist, and their investigation comprises the subject of future
work.
4.2. S-reduction trial subspaces: direct solution approach
Direct approaches solve optimization problem (3.4) by “transcribing” the infinite-dimensional opti-
mization problem into a finite-dimensional one by discretizing the state and objective functional in time.
The minimization problem is then reformulated as a (non)linear optimization problem. A variety of direct
solution approaches exist, including collocation approaches, spectral methods, and genetic algorithms.
In the context of S-reduction trial subspaces, the most straightforward direct solution approach consists
of the following steps: (1) numerically discretize the FOM ODE (and hence the integrand of the objective
function in problem (3.7)) and (2) select a numerical quadrature rule to evaluate the integral defining
the objective function in (3.7). To this end, we define time grids {τn,i}Nnτi=0 ⊂ [tns , tnf ], n = 1, . . . , Nw
that satisfy tns = τ
n,0 ≤ · · · ≤ τn,Nnτ = tnf . Figure 3 depicts such a discretization. For the purposes of
indexing between different windows, we additionally define a function:
θ : (n, i) 7→

(n, i) n = 1, i = 0,
(n, i) n ≥ 1, i > 0,
θ(n− 1, Nn−1τ + i) n > 1, i ≤ 0.
We now outline the direct solution approach for linear-multistep schemes; the formulation for other
time-integration methods (e.g., Runge–Kutta) follows closely.
4.2.1. Linear multistep schemes
Linear multistep schemes approximate the solution at time instance τn,i using the previous kn,i time
instances, where kn,i denotes the number of time steps employed by the scheme at the ith time instance
of the nth window. Employing such a method to discretize the FOM ODE yields the sequence of FOM
O∆Es defined over the nth time window
rn,i(xn,i; xθ(n,i−1), . . . ,xθ(n,i−k
n,i)) = 0, i = 1, . . . , Nnτ
along with the initial condition x1,0 = x0. Here, x
n,i(≈ x(τn,i)) ∈ RN and rn,i denotes the FOM O∆E
residual over the ith time instance of the nth window defined as
rn,i : (yi; yi−1, . . . ,yi−k
n,i
) 7→ 1
∆tn,i
kn,i∑
j=0
αn,ij y
i−j −
kn,i∑
j=0
βn,ij f(y
i−j , τθ(n,i−j)),
: RN ⊗ Rkn,i+1 → RN .
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Figure 3: Depiction of the Nnτ + 1 time instances over each window. In the figure, N
n
τ = 2 for all n.
Here, ∆tn,i := τn,i − τn,i−1 denotes the time step, and αn,ij , βn,ij ∈ R denote coefficients that define
the specific type of multistep scheme at the ith time instance of the nth window. Employing a linear
multistep method allows the objective functional (3.3) to be replaced with the objective function
JnD : (y
1, . . . ,yN
n
τ ; y0, . . . ,y−k
n,1+1) 7→ 1
2
Nnτ∑
i=1
γn,i[rn,i(yi; yi−1, . . . ,yi−k
n,i))]TAnrn,i(yi; yi−1, . . . ,yi−k
n,i
),
: RN ⊗ RNnτ +kn,1 → R+,
where γn,i ∈ R+ are quadrature weights.
WLS with the direct approach and a linear multistep method sequentially computes the solutions
x˜n,1, . . . , x˜n,N
n
τ , n = 1, . . . , Nw that satisfy
minimize
(y1,...,yN
n
τ )∈(V+xnref)⊗RN
n
τ
JnD(y
1, . . . ,yN
n
τ ; x˜θ(n,0), . . . , x˜θ(n,−k
n,1+1)),
with the initial condition x˜1,0 = Vn[Vn]T (x0 − xnref) + xnref.
Equivalently, WLS with the direct approach and a linear multistep method sequentially computes
the generalized coordinates xˆn,1, . . . , xˆn,N
n
τ , n = 1, . . . , Nw with xˆ
n,i(≈ xˆn(τn,i)) ∈ RKn that satisfy
minimize
(yˆ1,...,yˆN
n
τ )∈RKn⊗RNnτ
JnD(V
nyˆ1 + xnref, . . . ,V
nyˆN
n
τ + xnref; x˜
θ(n,0), . . . , x˜θ(n,−k
n,1+1)). (4.1)
The optimization problem takes the form of a weighted least-squares problem. We emphasize that op-
timization problem (4.1) associates with an S-reduction trial subspace characterized by a reduction in
spatial complexity, but no reduction in temporal complexity.
The minimization problem (4.1) requires specification of the quadrature weights (and hence the
integration scheme used to discretize the objective functional). Typically, the same integration scheme
used to discretize the FOM ODE is employed for consistency [53]; e.g., if a backward Euler method is
used to discretize the FOM ODE, then a backward Euler method is the used to numerically integrate
the objective functional.
Remark 4.1. For the limiting case where Nnτ = 1, n = 1, . . . , Nw such that the window size is equivalent
to the time step (i.e., ∆Tn = τn,1 − τn,0), uniform quadrature weights are used, a uniform trial space
is employed (i.e., Vn = V and xnref = xref, n = 1, . . . , Nw), the weighting matrices are taken to be
Wn = W, n = 1, . . . , Nw, and the time instances satisfy τ
n,1 = tn, n = 1, . . . , Nw, then x˜
n,1 = x˜nL,
n = 1, . . . , Nw and WLS with S-reduction trial subspaces solved via the direct approach recovers the
LSPG approach.
4.2.2. Solution to the least-squares problem through the Gauss–Newton method
Problem (4.1) corresponds to a discrete least-squares problem, which is nonlinear if the full-order-
model velocity f is nonlinear in its first argument. A variety of algorithms exist for solving nonlinear
least-squares problems, including the Gauss–Newton method, and the Levenberg–Marquardt method.
The numerical experiments presented in this work consider nonlinear dynamical systems and are solved
via the Gauss–Newton method; as such, we outline this approach here.
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Defining a “vectorization” function
v : (y1, . . . ,ym) 7→ [[y1]T . . . [ym]T ]T ,
: Rp ⊗ Rm → Rpm,
the vectorized generalized coordinates over the nth time window are defined as
xˆ
n
:= v(xˆn,1, . . . , xˆn,N
n
τ ).
We now define the weighted space–time residual over the entire window as
r
n
: yˆ 7→

√
γn,1
2 W
nrn,1(Vnyˆ1 + xnref; x˜
θ(n,0), . . . , x˜θ(n,1−k
n,1))
...√
γn,N
n
τ
2 W
nrn,N
n
τ (VnyˆN
n
τ + xnref; V
nyˆN
n
τ −1 + xnref, . . . ,V
nyˆN
n
τ −kn,N
n
τ + xnref)
 ,
where yˆ ≡ v(yˆ1, . . . , yˆNnτ ) and, for i ≤ 0,
yˆn,i ≡
{
xˆθ(n,i) n = 2, . . . , Nw,
[V1]T (x0 − x1ref) n = 1.
(4.2)
We note that
JnD
(
x˜n,1, . . . , x˜n,N
n
τ ; x˜θ(n,0), . . . , x˜θ(n,−k
n,1+1)
)
=
[
r
n
(xˆ
n
)
]T[
r
n
(xˆ
n
)
]
.
Using these definitions, Algorithm 1 presents the standard Gauss–Newton method. Each Gauss–Newton
iteration consists of three fundamental steps: (1) compute the FOM O∆E residual given the current
guess, (2) compute the Jacobian of the residual over the time window, and (3) solve the linear least-
squares problem and update the guess.
The practical implementation of the Gauss–Newton algorithm requires an efficient method for com-
puting the Jacobian of the residual over the time window ∂r
n
/∂yˆ. For this purpose, we can leverage
the fact that this Jacobian is a block lower triangular matrix with the following sparsity pattern (for
kn,i = 1, i = 1, . . . , Nnτ ): 
. . .

,
where each block comprises an N×Kn dense matrix. In particular, solution techniques can leverage this
structure, e.g., to efficiently compute Jacobian–vector products. Another consequence of this sparsity
pattern is that the normal equations arising at each Gauss–Newton iteration comprise a banded block
system that can also be exploited.
Remark 4.2. (Acceleration of the Gauss–Newton Method)
The principal cost of a Gauss–Newton method is often the formation of the Jacobian matrix. A variety of
techniques aimed at reducing this computational burden exist; Jacobian-free Newton–Krylov methods [38],
Broyden’s method [11] (as explored in Ref. [16], Appendix A), and frozen Jacobian approximations are
several such examples. Further, the space–time formulation introduces an extra dimension for paralleliza-
tion that can be exploited to future reduce the wall time. The investigation of these additional, potentially
more efficient, solution algorithms is a topic of future work.
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Algorithm 1: S-reduction trial subspace: algorithm for the direct solution technique with the
Gauss–Newton method and a linear multistep method over the nth window
Input : tolerance, ; initial guess, xˆn,10 , . . . , xˆ
n,Nnτ
0
Output: Solution to least squares problem, xˆ
n
Online Steps:
converged← false . Set convergence checker
xˆ
n
0 ← v(xˆn,10 , . . . , xˆn,N
n
τ
0 ) . Assemble generalized coordinates over window
k ← 0 . Set counter
while not converged do
r← rn(xˆnk ) . Compute weighted residual over window
J← ∂r
n
∂yˆ
(xˆ
n
k ) . Compute weighted residual-Jacobian over window
if ‖JT r‖2 ≤  then
converged ← true . Check and set convergence based on gradient norm
Return: xˆ
n
= xˆ
n
k+1 . Return converged solution
else
Compute ∆xˆ
n
that minimizes ‖J∆xˆn + r‖22 . Solve the linear least-squares problem
α← linesearch(∆xˆn, xˆnk ) . Compute α based on a line search, or set to 1
xˆ
n
k+1 ← xˆ
n
k + α∆xˆ
n
. Update guess to the state
end
k ← k + 1
end
4.3. S-reduction trial subspaces: indirect solution approach
In contrast to the direct approach, indirect methods “indirectly” solve the minimization problem (3.4)
by solving the Euler–Lagrange equations (3.12)–(3.13) associated with stationarity. This system com-
prises a coupled two-point boundary value problem. Several techniques have been devised to solve such
problems, including shooting methods, multiple shooting methods [47], and the forward–backward sweep
method [44] (FBSM). This work explores using the FBSM.
4.3.1. Forward–backward sweep method (FBSM)
Until convergence, the FBSM alternates between solving the system (3.12) forward in time given a
fixed value of the costate, and solving the adjoint equation (3.13) backward in time given a fixed value
for the generalized coordinates. Typically, the system (3.12) is solved first given an initial guess for
the costate. Algorithm 2 outlines the algorithm, which contains three parameters: the relaxation factor
ρ ≤ 1, the growth factor ψ1 ≥ 1, and the decay factor ψ2 ≥ 1. The relaxation factor controls the rate
at which the costate seen by (3.12) is updated. The closer ρ is to unity, the faster the algorithm will
converge. For large window sizes, however, a large a value of ρ can lead to an unstable iterative process.
In practice, a line search is used to compute an acceptable value for the relaxation factor ρ. The line
search presented in Algorithm 2 adapts the relaxation factor according to the objective. Convergence
properties of the FBSM method are presented in Ref. [45], which shows that the algorithm will converge
for a sufficiently small value of ρ.
4.3.2. Considerations for the numerically solving the forward and backward systems
The FBSM requires solving the forward (3.12) and backward (3.13) systems, both of which are defined
at the time-continuous level. The numerical implementation of the FBSM requires two main ingredients:
(1) temporal discretization schemes for the forward and backward problems and (2) an efficient method
for computing terms involving the transpose of the Jacobian of the velocity.
This work employs linear multistep schemes for time discretization of the forward and backward
problems. As described in Section 4.2.1, temporal discretization is achieved by introducing Nnτ + 1 time
instances over each time window.
The second ingredient, namely devising an efficient method for computing terms involving the trans-
pose of the Jacobian of the velocity, can be challenging if one does not have explicit access to this
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Algorithm 2: S-reduction trial subspace: algorithm for the FBSM over the nth window.
Input : tolerance, ; relaxation factor, ρ ≤ 1; growth factor, ψ1 ≥ 1; decay factor, ψ2 ≥ 1; initial
guess for state xˆn0 ; initial guess for costate uˆ
n
Output: Stationary point, xˆn
Online Steps:
Compute xˆn1 satisfying M
n ˙ˆxn1 (t)− [Vn]TAnf(Vxˆn1 (t) + xnref, t) = Mnuˆn(t) . Solve (3.12)
i← 1 . Set counter
while  ≤ ∫ tnf
tns
‖xˆni (t)− xˆni−1(t)‖2dt do
Compute λˆ
n
satisfying Mn
˙ˆ
λn(t) + [Vn]T
[
∂f
∂y
(Vnxˆni (t) + x
n
ref, t)
]T
AnVnλˆ
n
(t) =
−
[
[Vn]T
[
∂f
∂y
(Vnxˆni (t)+x
n
ref, t)
]T
An
(
I−Vn[Mn]−1[Vn]TAn
)(
Vn ˙ˆxni (t)−f(Vnxˆni (t)+xnref, t)
)]
. Solve (3.13) to obtain guess to costate
uˆn ← ρuˆn + (1− ρ)λˆn . Weighted update to costate
i← i+ 1 . Update counter
Compute xˆni satisfying M
n ˙ˆxni (t)− [Vn]TAnf(Vnxˆni (t) + xnref, t) = Mnuˆn(t) . Solve (3.12)
if J n(Vnxˆni + xnref ⊗On) ≤ J n(Vnxˆni−1 + xnref ⊗On) then
ρ← min(ρψ1, 1) . Grow the relaxation factor
else
ρ← ρ
ψ2
. Shrink the relaxation factor
xˆni ← xˆni−1 . Reset state to value at previous iteration
end
end
Return converged solution, xˆn = xˆni
Jacobian or it is too costly to compute. We discuss two methods that can be used to evaluate such terms
that appear in the forward system (3.13):
1. Jacobian-free approximation: A non-intrusive way to evaluate these terms is to recognize that all
terms including the transpose of the Jacobian of the velocity are left multiplied by the transpose
of the spatial trial basis; this can be manipulated as
[Vn]T
[
∂f
∂y
(Vnxˆn(t) + xnref, t)
]T
=
[
∂f
∂y
(Vnxˆn(t) + xnref, t)V
n
]T
,
which exposes the ability to approximate rows of this matrix via finite differences, e.g., via forward
differences as
∂f
∂y
(Vnxˆn(t) +xnref, t)v
n
i ≈
1

(
f(Vnxˆn(t) +xnref + v
n
i , t)−f(Vnxˆn(t) +xnref, t)
)
, i = 1, . . . ,Kn,
which requires Kn + 1 evaluations of the velocity.
2. Automatic differentiation: A more intrusive, but exact method for computing these terms is
through automatic differentiation (AD), which evaluate derivatives of functions (e.g., Jacobians,
vector-Jacobian products) in a numerically exact manner by recursively applying the chain rule.
The numerical examples presented later in this work leverage AD. The principal drawback of this
approach is its intrusiveness, which may prevent them from practical application, e.g., in legacy
codes.
Remark 4.3. (Acceleration of Indirect Methods) The FBSM is a simple iterative method for solving the
coupled two-point boundary value problem. For large time windows, however, the FBSM may require many
forward–backward iterations for convergence. More sophisticated solution techniques, such as a multiple
FBSM method or multiple shooting methods, can reduce this cost in principle. Analyzing additional
solution techniques is the subject of future work.
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4.4. ST-reduction trial subspaces: direct and indirect methods
We now consider ST-reduction trial subspaces. Because the optimization variables (i.e., the general-
ized coordinates) in this case are already finite dimensional, solvers for this type of trial subspace need
only develop a finite-dimensional representation of the objective functional in problem (3.23). We de-
scribe two techniques for this purpose: a direct method that operates on the FOM O∆E and an indirect
method that operates on the FOM ODE.
4.5. ST-reduction trial subspaces: direct solution approach
The direct solution technique seeks to minimize the fully discrete objective function associated with
the FOM O∆E. We consider linear multistep methods and leverage the discretization introduced in
Section 4.2. For notational simplicity, we define an index-mapping function that is equivalent to the
mapping function θ, but outputs only the first argument:
θ∗ : (n, i) 7→

n n = 1, i = 0,
n n ≥ 1, i > 0,
θ∗(n− 1, Nn−1τ + i) n > 1, i ≤ 0.
WLS with an ST-reduction trial subspace and the direct approach sequentially computes the generalized
coordinates xˆ
n
, n = 1, . . . , Nw that satisfy
minimize
yˆ∈RKnST
JnD(Π
n(τn,1)yˆ + xnst, . . . ,Π
n(τn,N
n
τ )yˆ + xnst;
x˜θ
∗(n,0)(τθ(n,0)), . . . , x˜θ
∗(n,−kn,1+1)(τθ(n,−k
n,1+1))).
(4.3)
The boundary conditions are automatically satisfied through the definition of the ST-reduction trial
subspace. Assuming Rank(Wn)Nnτ ≥ KnST, the minimization problem (4.3) again yields a least-squares
problem.
Remark 4.4. Comparing optimization problems (4.1) and (4.3) reveals that WLS with the direct solution
approach minimizes the same objective function in the case of both ST-reduction and S-reduction trial
subspaces.
Remark 4.5. For the limiting case where one window comprises the entire domain (i.e., ∆T 1 ≡ T ),
uniform quadrature weights are used, the trial subspace is set to be ST 1ST = ST ST, the weighting matrix
WST = diag(W
1), and N1τ = Nt time instances are employed that satisfy τ
1,i = ti, i = 1, . . . , Nt, then
xˆ
1
= xˆST-LSPG and direct WLS with an ST-reduction trial subspace recovers ST-LSPG.
Remark 4.6. To enable equivalence in the case for a general ST-LSPG weighting matrix WST, the
weighting matrix A1 must be time dependent matrix-valued, which associates the objective function (4.3)
with a modified space–time norm. For notational simplicity, we do not consider this case in the current
manuscript.
4.6. ST-reduction trial subspaces: indirect solution approach
As opposed to the direct approach, the indirect approach directly minimizes the continuous objective
function (3.23) and sequentially computes solutions xˆ
n
, n = 1, . . . , Nw that satisfy
minimize
yˆ∈RKnST
J n
(
Πnyˆ + xnst ⊗On
)
. (4.4)
Numerically solving the minimization problem requires the introduction of a quadrature rule for dis-
cretization of the integral. To this end, we introduce NnST ≥ ceil(KnST/rank(Wn)) quadrature points
over the nth window, {χn,iST}N
n
ST
i=1 ⊂ [tns , tnf ], n = 1, . . . , Nw. Leveraging these quadrature points, WLS
with the indirect method and an ST-reduction trial subspace computes the generalized coordinates xˆ
n
,
n = 1, . . . , Nw that satisfy
minimize
yˆ∈RKnST
JnST
(
Πnyˆ + xnst ⊗On
)
, (4.5)
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where the discrete objective function is given by
JnST : y 7→
1
2
NnST∑
i=1
ζn,i
[
y˙(χn,iST)− f(y(χn,iST), χn,iST)
]T
An
[
y˙(χn,iST)− f(y(χn,iST), χn,iST)
]
,
: RN ⊗ T n → R+,
and ζn,i ∈ R+, i = 1, . . . , NnST are quadrature weights over the nth time window. The optimization
problem (4.5) again comprises a least-squares problem.
Remark 4.7. WLS with ST-reduction trial subspaces solved via the indirect approach naturally achieves
“collocation” in time as the full-order model residual needs to be queried at only the quadrature points.
Remark 4.8. For the limiting case where one window comprises the entire domain (i.e., ∆T 1 ≡ T ),
the trial subspace is set to the span of full solution trajectories, ST 1ST = span{xi}K
1
ST
i=1 (where xi are
obtained, e.g., from training simulations at different parameter instances), and the weighting matrix is
set to A1 = I, WLS with ST-reduction trial subspaces and the indirect approach closely resembles the
model reduction procedure proposed in Ref. [26]; the approaches differ only in that Ref. [26] imposes the
constraint
∑K1ST
i=1 xˆ
1
i = 1 in the associated minimization problem.
4.7. ST-reduction trial subspaces: summary
ST-reduction trial subspaces yield a series of space–time systems of algebraic equations over each
window. As a variety of work has examined space–time reduced-order models with ST-reduction trial
subspaces, a detailed exposition of solution techniques for these systems is not pursued here. It is
sufficient to say that WLS with ST-reduction trial subspaces yields a series of dense systems to be solved
over each window.
5. Analysis
This section provides theoretical analyses of the WLS approach. First, we demonstrate equivalence
conditions between WLS with (uniform) S-reduction trial subspaces and the Galerkin ROM in the limit
∆Tn → 0. Next, we derive a priori error bounds for autonomous systems.
5.1. Equivalence conditions
Theorem 5.1. (Galerkin equivalence) For sequential minimization over infinitesimal time windows and
uniform S-reduction trial spaces, i.e., Vn = V and xnref = xref, n = 1, . . . , Nw, the WLS approach (weakly)
recovers Galerkin projection.
Proof. The WLS approach with uniform S-reduction subspaces comprises solving the following sequence
of minimization problems for xˆn, n = 1, . . . , Nw,
minimize
yˆ∈RK⊗T n
J n(Vyˆ + xref ⊗On),
subject to yˆ(tns ) =
{
xˆn−1(tn−1f ) n = 2, . . . , Nw
[V]T (x0 − xref) n = 1.
(5.1)
Following the derivation of the Euler–Lagrange equations presented in Appendix C leads to Eq. (C.5).
Setting a = tns , b = t
n
f , and I = In in Eq. (C.5) yields the sequence of systems to be solved for xˆn (and,
implicitly, ˙ˆxn) over t ∈ [tns , tnf ]:∫ tnf
tns
(
∂In
∂yˆ
(xˆn(t), ˙ˆxn(t), t)ηn(t)− d
dt
(
∂In
∂vˆ
(xˆn(t), ˙ˆxn(t), t)
)
ηn(t)
)
dt+(
∂In
∂vˆ
(xˆn(tnf ),
˙ˆxn(tnf ), t
n
f )
)
ηn(tnf ) = 0, (5.2)
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for all functions ηn : [tns , t
n
f ]→ RK that satisfy ηn(tns ) = 0, with the boundary conditions
xˆn(tns ) =
{
xˆn−1(tn−1f ) n = 2, . . . , Nw,
[V]T (x0 − xref) n = 1.
To examine what happens for infinitesimal time windows, we take a uniform window size and let tnf =
tns + ζ, n = 1, . . . , Nw such that t
n
s = ζ(n− 1) and tnf = ζn, n = 1, . . . , Nw. Taking the limit ζ → 0+ and
noting that ηn is an arbitrary function, we obtain the following sequence of problems for n = 1, . . . , Nw:
xˆn(ζ(n− 1)) =
{
xˆn−1(ζ(n− 1)) n = 2, . . . , Nw,
[V]T (x0 − xref) n = 1,
[
∂In
∂vˆ
(xˆn(ζn), ˙ˆxn(ζn), ζn)
]T
= 0,
where the first term in Eq. (5.2) has vanished, as limζ→0+
∫ ζn
ζ(n−1) h(t)dt = 0 for any continuous function
h. Noting that the derivative evaluates to[
∂In
∂vˆ
(xˆn(ζn), ˙ˆxn(ζn), ζn)
]T
= VTAV ˙ˆxn(ζn)−VTAf(Vxˆn(ζn) + xref, ζn),
we have
VTAV ˙ˆxn(ζn)−VTAf(Vxˆn(ζn) + xref, ζn) = 0, n = 1, . . . , Nw,
with the boundary conditions xˆn(ζ(n− 1)) = xˆn−1(ζ(n− 1)) for n = 2, . . . , Nw and xˆ1(0) = [V]T (x0 −
xref). In the limit of ζ → 0+ (and hence Nw →∞) this is a (weak) statement of the Galerkin ROM.
5.2. A priori error bounds
We now derive a priori error bounds for S-reduction trial subspaces in the case that no weighting
matrix is employed (i.e., A = I). We denote the error in the WLS ROM solution over the nth window
as
en :τ 7→ x(τ)− x˜n(τ),
:[tns , t
n
f ]→ RN ,
n = 1, . . . , Nw. Additionally, we denote x˜
n
`2 , n = 1, . . . , Nw to be the `
2-optimal solution over the nth
window
x˜n`2 = arg min
y∈ST n
∫ tnf
tns
‖y(t)− x(t)‖22dt.
We employ the following assumptions.
• A1: The residual is Lipshitz continuous in the first argument, i.e., there exists κ > 0 such that
‖r(w, τ)− r(y, τ)‖2 ≤ κ‖w(τ)− y(τ)‖2, ∀w, y ∈ RN ⊗ T , τ ∈ [0, T ],
where
r : (y, τ) 7→ y˙(τ)− f(y(τ), τ),
: RN ⊗ T × [0, T ] 7→ RN .
• A2: The velocity is Lipshitz continuous in its first argument, i.e., there exists Γ > 0 such that
‖f(w, τ)− f(y, τ)‖2 ≤ Γ‖w − y‖2, ∀w, y ∈ RN , τ ∈ [0, T ].
• A3: The integrated residual is inverse Lipshitz continuous in its first argument over each time
window, i.e., there exist αn > 0, n = 1, . . . , Nw such that∫ tnf
tns
‖w(t)− y(t)‖2dt ≤ αn
∫ tnf
tns
‖r(w, t)− r(y, t)‖2dt, ∀w,y ∈ ST n∗ ,
where ST n∗ = {w ∈ RN ⊗ T n |w(tns ) = x(tns )}.
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• A4: The FOM solution at the start of each time window lies within the range of the trial subspace,
i.e.,
xn(tns ) ∈ Vn + xnref, n = 1, . . . , Nw.
Theorem 5.2. (A priori error bounds) Under Assumptions A1–A4, the error in the solution computed
by the WLS ROM approach with S-reduction trial subspaces over the nth window is bounded as∫ tnf
tns
‖en(t)‖2dt ≤ ‖en(tns )‖2
(
e∆T
n(κ+Γ) − 1
κ+ Γ
)
+ αn
∫ tnf
tns
‖r(x˜n`2 , t)‖2dt. (5.3)
Proof. To obtain an error bound over the nth window, we must account for the fact that the initial
conditions into the nth window can be incorrect. To this end, we define new quantities x˜n∗ , n = 1, . . . , Nw,
where x˜n∗ is the solution to the minimization problem
minimize
y∈ST n
J n(y),
subject to y(tns ) = x(t
n
s ).
(5.4)
Note that minimization problem (5.4) is equivalent to the WLS minimization problem (3.4), but uses
the FOM solution for the initial conditions. Additionally, define λˆ
n
∗ , n = 1, . . . , Nw to be the costate
solution associated with optimization problem (5.4). The error in the solution obtained by the WLS
ROM over the nth window at time t ∈ [tns , tnf ] can be written as
‖x˜n(t)− x(t)‖2 = ‖x˜n(t)− x˜n∗ (t) + x˜n∗ (t)− x(t)‖2.
Applying triangle inequality yields
‖x˜n(t)− x(t)‖2 ≤ ‖x˜n(t)− x˜n∗ (t)‖2 + ‖x˜n∗ (t)− x(t)‖2.
Integrating over the nth window and using the definition of the error yields∫ tnf
tns
‖en(t)‖2dt ≤
∫ tnf
tns
‖x˜n(t)− x˜n∗ (t)‖2dt+
∫ tnf
tns
‖x˜n∗ (t)− x(t)‖2dt.
Applying Assumption A3 and r(x, t) = 0, ∀t ∈ [0, T ] yields∫ tnf
tns
‖en(t)‖2dt ≤
∫ tnf
tns
‖x˜n(t)− x˜n∗ (t)‖2dt+ αn
∫ tnf
tns
‖r(x˜n∗ , t)‖2dt.
Leveraging the residual-minimization property of WLS and noting that x˜n`2(t
n
s ) = x
n(tns ) by Assumption
A4, we have ∫ tnf
tns
‖r(x˜n∗ , t)‖2dt ≤
∫ tnf
tns
‖r(x˜n`2 , t)‖2dt.
This leads to the following expression for the error over the nth window,∫ tnf
tns
‖en(t)‖2dt ≤
∫ tnf
tns
‖x˜n(t)− x˜n∗ (t)‖2dt+ αn
∫ tnf
tns
‖r(x˜n`2 , t)‖2dt. (5.5)
We now derive an upper bound for
∫ tnf
tns
‖x˜n(t)− x˜n∗ (t)‖2dt. Defining eˆn∗ = xˆn− xˆn∗ , n = 1, . . . , Nw, where
xˆn∗ are the generalized coordinates of x˜
n
∗ (i.e., x˜
n
∗ (t) = V
nxˆn∗ (t) + x
n
ref), the differential equation for eˆ
n
∗
is given by
˙ˆen∗ (t) = [V
n]T [f(Vnxˆn(t) + xnref, t)− f(Vnxˆn∗ (t) + xnref, t)] + λˆ
n
(t)− λˆn∗ (t),
for t ∈ [tns , tnf ] and with the initial condition eˆn∗ (tns ). We have used the notation ˙ˆen∗ ≡ deˆn∗/dτ . Taking
the norm of both sides and applying triangle inequality yields
‖ ˙ˆen∗ (t)‖2 ≤ ‖[f(Vnxˆn(t) + xnref, t)− f(Vnxˆn∗ (t) + xnref, t)]‖2 + ‖λˆ
n
(t)− λˆn∗ (t)‖2,
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with the initial condition ‖eˆn∗ (tns )‖2. We note we have used ‖Vn‖2 = 1. Using the definition of the
costate (3.16) yields
‖ ˙ˆen∗ (t)‖2 ≤ ‖[f(Vnxˆn(t) + xnref, t)− f(Vnxˆn∗ (t) + xnref, t)]‖2 + ‖[Vn]T
(
r(x˜n, t)− r(x˜n∗ , t)
)‖2.
Employing assumptions A1-A2 yields the bound
‖ ˙ˆen∗ (t)‖2 ≤ (Γ + κ)‖eˆn∗ (t)‖2.
We use the fact that d‖eˆn∗‖2/dτ ≤ ‖ ˙ˆen∗‖2 to get(d‖eˆn∗‖2
dτ
)
(t) ≤ (Γ + κ)‖eˆn∗ (t)‖2.
The above is a linear homogeneous equation for the bound of ‖eˆn∗‖2 and has the solution for t ∈ [tns , tnf ]
‖eˆn∗ (t)‖2 ≤ ‖eˆn∗ (tns )‖2e(κ+Γ)(t−t
n
s ).
Noting that ‖eˆn∗ (tns )‖2 = ‖en(tns )‖2 we get the bound∫ tnf
tns
‖eˆn∗ (t)‖2dt ≤ ‖en(tns )‖2
(
e∆T
n(κ+Γ) − 1
κ+ Γ
)
. (5.6)
Substituting bound (5.6) into bound (5.5) and noting that ‖x˜n − x˜n∗‖2 = ‖xˆn − xˆn∗‖2 gives the upper
bound ∫ tnf
tns
‖en(t)‖2dt ≤ ‖en(tns )‖2
(
e∆T
n(κ+Γ) − 1
κ+ Γ
)
+ αn
∫ tnf
tns
‖r(x˜n`2 , t)‖2dt.
Corollary 5.2.1. For the case of one time window ∆T 1 = T , then under Assumptions A3–A4 the error
in the solution computed by the WLS ROM approach with S-reduction trial subspaces is bounded as∫ T
0
‖e1(t)‖2dt ≤ α1
∫ T
0
‖r(x˜1`2 , t)‖2dt.
Proof. Setting n = 1 in (5.3) with the time intervals t1s = 0, t
1
f = T , noting that the initial conditions
are known and employing Assumption A4 yields the desired result.
5.3. Discussion
Theorem 5.2 provides a priori bounds on the integrated normed error for WLS employing S-reduction
trial subspaces. We make several observations. First, it is observed WLS is subject to recursive error
bounds (through the first term on the RHS in the upper bound (5.3)). As the number of time windows
grows, so does the recursive growth of error. Second, we observe that when a single window spans the
entire domain, the error in the WLS with S-reduction trial subspaces is bounded a priori by the residual
of the `2-orthogonal projection of the FOM solution.
6. Numerical experiments
We now analyze the performance of WLS ROMs leveraging S-reduction trial subspaces on two bench-
mark problems: the Sod shock tube and compressible flow in a cavity. In each experiment, we compare
WLS ROMs to the Galerkin and LSPG ROMs. The purpose of the numerical experiments is to assess
the impact of minimizing the residual over an arbitrarily sized time window on the solution accuracy.
We additionally assess the impact of the time step and time scheme on WLS. In both experiments, the
spatial basis is equivalent for each time window, e.g., Vn ≡ V, n = 1, . . . , Nw. We also note that both
experiments are designed to test the reproductive ability of the ROMs. We do not consider future state
prediction and prediction at new parameter instances as these problems introduce factors that confound
the solution accuracy with the solution methodology (e.g., accuracy of the basis).
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6.1. Sod shock tube
We first consider reduced-order models of the Sod shock tube problem, which is governed by the
compressible Euler equations in one dimension,
∂u
∂t
+
∂F
∂x
= 0, u =
 ρρu
ρE
 , F =
 ρuρu2 + p
u(ρE + p)
 , (6.1)
where u : Ω × [0, T ] → R3 comprise the density, x-momentum, and total energy, x ∈ Ω := [0, 1] is the
spatial domain, and T = 1 the final time. The problem setup is given by the initial conditions
ρ =
{
1 x ≤ 0.5
0.125 x > 0.5
, p =
{
1 x ≤ 0.5
0.1 x > 0.5
, u =
{
0 x ≤ 0.5
0 x > 0.5
,
along with reflecting boundary conditions at x = 0 and x = 1.
6.1.1. Description of FOM and generation of S-reduction trial subspace
We solve the 1D compressible Euler equations with a finite volume method. We partition the domain
into 500 cells of uniform width and employ the Rusanov flux [57] at the cell interfaces. We employ
the Crank–Nicolson (CN) scheme, which is a linear multistep method defined by the coefficients α0 =
1, α1 = −1, β0 = β1 = 1/2, for temporal integration. We evolve the FOM for t ∈ [0.0, 1.0] at a time-
step of ∆t = 0.002. We construct the S-reduction trial subspace by executing Algorithm 3 with inputs
Nskip = 2,xref = 0,K = 46. The resulting trial subspace corresponds to an energy criterion of 99.99%.
6.1.2. Description of reduced-order models
We consider reduced-order models based on Galerkin projection, LSPG projection, and the WLS
approach. No hyper-reduction is considered in this example, i.e., An = I, n = 1, . . . , Nw. Details on the
implementation of the different reduced-order models is as follows:
• Galerkin ROM : We obtain the Galerkin ROM through Galerkin projection of the FOM and evolve
the Galerkin ROM in time with the CN time scheme at a constant time step of ∆t = 0.002.
• LSPG ROM: We construct the LSPG ROM on top of the FOM discretization leveraging the CN
time scheme as previously described. Unless noted otherwise, we employ a constant time step size
of ∆t = 0.002 for the LSPG ROM. We solve the nonlinear least-squares problem arising at each
time instance via the Gauss–Newton method, and solve the linear least-squares problems arising
at each Gauss–Newton iteration via the normal equations. We deem the Gauss–Newton iteration
converged when the gradient norm is less than 10−4. We compute all Jacobians via automatic
differentiation [61].
• WLS ROM: We consider WLS ROMs solved via the direct and indirect methods with two different
solution techniques:
– Direct method : We consider WLS ROMs solved via the direct method for both the same
CN discretization employed in the FOM and LSPG, as well as for the second-order explicit
Adams Bashforth (AB2) discretization using a constant time step of ∆t = 0.0005. We solve
the nonlinear least-squares problem arising over each window with the Gauss–Newton method,
and solve the linear least-squares problems arising at each Gauss–Newton iteration via the
normal equations. We again compute all Jacobians via automatic differentiation, and deem
the Gauss–Newton algorithm converged when the gradient norm is less than 10−4 (i.e., we use
the parameter  = 10−4 in Algorithm 1). Critically, we note that we assemble the (sparse)
Jacobian matrix over a window by computing local (dense) Jacobians. We store the Jacobian
matrix over a window in a compressed sparse row format. We employ uniform quadrature
weights for evaluating the integral in (3.7).
– Indirect method : We consider two WLS ROMs solved via the indirect method. The first uses
the same CN discretization at at time step of ∆t = 0.002, while the second uses the AB2
discretization using a time step of ∆t = 0.0005. We solve the coupled two-point boundary
problem via the forward–backward sweep method, and compute the action of the Jacobian
transpose on vectors via automatic differentiation. We use parameters  = 10−6, ψ1 = 1.1,
and ψ2 = 2 in Algorithm 2.
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Figure 4: Density profiles at various time instances.
6.1.3. Numerical results
We first assess the impact of the window size on the performance of the WLS ROMs. We consider a
set of WLS ROMs that minimize the residual over windows of constant size ∆Tn ≡ ∆T = .002, 0.004
,0.008, 0.02, 0.04, 0.10, 0.20, 1.0. We additionally consider the standard Galerkin and LSPG ROMs. We
first show results for WLS ROMs using the direct method with CN time discretization; a comparison
of different time-marching methods and direct/indirect solution techniques will be provided later in this
section. First, Figure 4 presents the density solutions produced by the various ROMs at t = 0.5 and 1.0.
Figure 5 shows x− t diagrams for the same density solutions. From Figures 4 and 5, we observe that the
LSPG and Galerkin ROMs accurately characterize the system: they correctly track the shock location,
expansion waves, etc. We observe both predictions, however, to be highly oscillatory. These oscillations
are not physical and can lead to numerical instabilities; e.g., due to negative pressure. We observe the
WLS ROMs to produce less oscillatory solutions than both the Galerkin and LSPG ROMs. Critically,
we see that the solution becomes less oscillatory as the window size over which the residual is minimized
grows. The solution displays no oscillations when the residual is minimized over the entire space–time
domain.
Next, Figure 6 shows space–time state errors and the objective function (3.3) (i.e., the space–time
residual norm) over t ∈ [0, 1] for the various ROMs. Most notably, we observe that increasing the window
size over which the residual is minimized does not lead to a monotonic decrease in the space–time error as
measured in the `2-norm (we refer to this as the `2-error). As expected, increasing the window size does
lead to a monotonic decrease in the space–time residual, however. We additionally note that, although
the space–time `2-error of the projected FOM solution is significantly lower than that of the various
ROM solutions, the space–time residual norm of the projected FOM solution is higher than all ROMs.
Thus, although the projected FOM solution is more accurate in the `2-norm, it does not satisfy the
governing equations as well the ROM solutions.
We now examine the comparative performance of the direct and indirect solution techniques for the
WLS ROMs using various time discretization techniques. Figure 7 shows the same space–time `2-errors
and residual norms as in Figure 6, but this time results are shown for the various WLS ROMs. In both
Figures 9a and 9b, we observe that the WLS method is relatively insensitive to the solution technique
(direct vs indirect) and underlying discretization scheme, although some minor differences are observed.
In particular, ROMs using the second order explicit AB2 scheme with a time step of ∆t = 0.0005
provide similar results to the ROMs using the second-order CN scheme at a time step of ∆t = 0.002. All
methods display similar dependence on the window size: the optimal `2-error occurs when the window
size is ∆T = 0.1, and the residual decreases monotonically as the window size grows.
Next, Figure 8 provides the CPU wall-clock times for the various WLS ROMs. We observe that
the computational cost of all methods grows as the window size is increased. For indirect methods, this
increase in cost is due to the fact that, as the window size grows, more iterations of the FBSM are required
for convergence. For direct methods, the increase in cost is due to (1) the cost associated with forming and
solving the normal equations at each Gauss–Newton iteration and (2) the increased number of Gauss–
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(f) WLS: ∆T = 1.0
Figure 5: x− t diagrams for the density fields as predicted by the FOM, G-ROM, LSPG-ROM, and WLS ROMs.
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Figure 6: Integrated performance metrics of the Galerkin, LSPG, and WLS ROMs. Note that the Galerkin and LSPG
ROMs do not depend on the window size.
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Figure 7: Integrated performance metrics of various WLS ROMs.
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Figure 8: Comparison of wall-clock times of the direct and indirect WLS ROMs as a function of window size.
Newton iterations required for convergence. We observe the cost of the FBSM method to increase
more rapidly than the direct methods. Encouragingly, WLS ROMs based on the CN discretization
minimizing the full space–time residual (comprising 500 time instances) only cost approximately one order
of magnitude more than the case where the residual is minimized over a single time step (i.e., LSPG).
Also of interest is the fact that the direct method utilizing the AB2 time-discretization scheme costs
only slightly more per a given window size than the direct method utilizing the CN time discretization.
This is despite the fact that AB2 is evolved at a time step of ∆t = 0.0005, while CN uses ∆t = 0.002;
thus AB2 contains 4 times more temporal degrees of freedom than CN. Finally, we emphasize that the
results presented here are for standard algorithms (e.g., Gauss–Newton and the FBSM). As mentioned
in Remarks 4.2 and 4.3, we expect that the computational cost of both indirect and direct methods can
be decreased through the use and/or development of algorithms tailored to the windowed minimization
problem.
Finally, we study the impact of the time step on the WLS ROM results. We examine WLS ROMs
that use a window size of ∆T = 0.1, with time steps ∆t = 0.001, 0.002, 0.005, 0.01, 0.05, 0.1 (i.e., 100,
50, 20, 10, 2, and 1 time instances per window). We additionally consider LSPG ROMs leveraging the
same set of time steps. To assess time step convergence, we compare results to a new full-order model,
which is as described in Section 6.1.1 but uses a fine time step of ∆t = 10−4. Figure 9 shows the `2-error
and residual norm of the various ROMs. We observe that the `2-error and residual norm of the WLS
ROMs decrease and converge as the time step decreases. This is in direct contrast to the LSPG ROMs,
in where the `2-error and residual norm display a complex dependence on the time step. This result
demonstrates that WLS overcomes the time-step dependence inherit to the LSPG approach. Lastly,
Figure 10 shows the relative wall-clock times of the WLS ROMs with respect to the LSPG ROMs. It is
seen that for all time steps considered, the WLS ROMs are less than 6x the cost of LSPG; this is despite
the window sizes comprising up to 100 time instances.
6.1.4. Summary of numerical results for the Sod shock tube
The key observations from the results of the first numerical example are:
1. Increasing the window size over which the residual is minimized led to more physically relevant
solutions. Specifically, we observed that as the window size over which the residual was minimized
grew, WLS led to less oscillatory solutions.
2. Increasing the window size over which the residual is minimized does not necessary lead to a lower
space–time error as measured by the `2-norm. We observed that minimizing the residual over an
intermediary window size led to the lowest space–time error in the `2-norm.
3. WLS displays time-step convergence: both the `2-error and residual norm decreased and displayed
time-step convergence as the time step decreased. This is in contrast to LSPG.
4. For all examples considered, in where the windows comprised up to 2000 time instances, WLS with
the direct method is between 1x and 10x the cost of the LSPG. The direct method was observed
to be slightly more efficient and robust than the indirect method.
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Figure 9: Performance metrics of the Galerkin, LSPG, and WLS ROMs.
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Figure 10: Comparison of wall-clock times of the WLS ROMs to LSPG ROMs as a function of the time step. WLS ROMs
have a fixed window size of ∆T = 0.1.
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6.2. Cavity flow
The next numerical example considers collocated ROMs4 of a viscous, compressible flow in a two-
dimensional cavity. The flow is described by the two-dimensional compressible Navier-Stokes equations,
∂u
∂t
+∇ · (F(u)− Fv(u,∇u)) = 0, (6.2)
where u : [0, T ] × Ω → R4 comprise the density, x1 and x2 momentum, and total energy. The terms F
and Fv are the inviscid and viscous fluxes, respectively. For a two-dimensional flow, the state vector and
inviscid fluxes are
u =

ρ
ρu1
ρu2
ρE
 , F1 =

ρu1
ρu21 + p
ρu1u2
u1(E + p)
 , F2 =

ρu2
ρu1u2
ρu22 + p
u2(E + p)
 .
The viscous fluxes are given by
Fv1 =

0
τ11
τ12
ujτj1 + cp
µ
Pr
∂T
∂x1
 , Fv2 =

0
τ21
τ22
ujτj2 + cp
µ
Pr
∂T
∂x2
 ,
where µ ∈ R+ is the dynamic viscosity, Pr = 0.72 is the Prandtl number, T : Ω→ R+ the temperature,
and cp ∈ R+ the heat capacity ratio. We assume a Newtonian fluid, which leads to a viscous stress
tensor of the form
τij = 2µSij ,
where
Sij =
1
2
(∂ui
∂xj
+
∂uj
∂xi
)− 1
3
∂uk
∂xi
δij .
We close the Navier–Stokes equations with a constitutive relationship for a calorically perfect gas,
p = (γ − 1)(ρE − 1
2
ρu21 −
1
2
ρu22
)
,
where γ = 1.4 is the heat-capacity ratio.
Figure 11 depicts the domain Ω and flow conditions. The Reynolds number is defined as Re =
ρ∞‖v∞‖2L/µ with a characteristic length set at L = 1 and v = [u1 u2]T , the speed of sound is defined
by a∞ =
√
γp∞/ρ∞, and∞ subscripts refer to free-stream conditions. We employ free-stream boundary
conditions at the inlet, outlet, and top wall of the cavity. We enforce no-slip boundary conditions on the
bottom wall of the cavity.
6.2.1. Description of FOM and generation of S-reduction trial subspace
The full-order model comprises a discontinuous-Galerkin discretization. We obtain the discretization
by partitioning the domain into 100 elements in the flow direction and 40 elements in the wall-normal di-
rection. The discretization represents the solution to third order over each element using tensor product
polynomials of order p = 2, resulting in 36000 unknowns for each conserved variable. Spatial discretiza-
tion via the discontinuous Galerkin method yields a dynamical system of the form
dx
dt
= M−1DGfDG(x),
where MDG ∈ RN×N is the (block diagonal) DG mass matrix and fDG : RN → RN is the DG velocity
operator containing surface and volume integrals. By the definition of the FOM (2.1), the dynamical
system velocity is f = M−1DGfDG. Figure 12 shows the computational mesh. The DG method uses the
Rusanov flux at the cell interfaces [57] and uses the first form of Bassi and Rebay [4] for the viscous fluxes.
4Collocation is a form of hyper-reduction which requires sampling the full-order model at only select grid points.
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Basis # Trial Basis Dimension (K) Energy Criterion Sample Points (nS)
1 136 95.0% 1603
2 193 97.0% 1603
Table 1: Summary of the various basis sizes employed in the cavity flow example.
Time integration is performed via a third-order strong stability preserving Runge-Kutta method [32] with
a time step of ∆t = 0.001.
The reduced-order models leverage POD to construct the S-reduction trial basis and use q-sampling [28]
based on snapshots of the FOM velocity to select the sampling points (and as a result the weighting
matrix A); we use a constant weighting matrix across all windows, e.g., An ≡ A, n = 1, . . . , Nw. The
process used to construct the initial conditions, trial subspaces, and weighting matrices for the ROMs is
as follows:
1. Initialize the FOM with uniform free-stream conditions.
2. Evolve the FOM for t ∈ [0, 400].
3. Reset the time coordinate, 0 ← t, and execute Algorithm 3 with xref = 0, Nskip = 100 and
K = {136, 193} over t ∈ [0, 100] to construct two trial subspaces comprising ≈ 95% and ≈ 97% of
the snapshot energy, respectively.
4. Execute Algorithm 4 with Nskip = 100, ns = 129 to obtain the sampling point matrix of dimension
W ∈ {0, 1}1603×N .
Figure 13 shows the resulting sample mesh used in the ROM simulations. To depict the nature of the
flow, Figure 14 shows snapshots of the vorticity field generated by the FOM for several time instances
used in training.
6.2.2. Description of reduced-order models
We consider collocated ROMs based on the Galerkin, least-squares Petrov–Galerkin, and WLS ap-
proaches. Details on the implementation of the methods is as follows:
• Galerkin ROM with collocation: We consider a Galerkin ROM with collocation and evolve the
ROM in time with the CN time scheme at a time step of ∆t = 0.1.
• LSPG ROM with collocation: We consider a collocated LSPG ROM, which is built on top of the
FOM discretization using the CN scheme for temporal discretization. We employ a time step of
∆t = 0.1. The implementation is the same as previously described.
• WLS ROMs with collocation: We consider WLS ROMs solved via the direct method. The ROMs
use the CN time discretization with a time step of ∆t = 0.1. The implementation is the same as
previously described.
6.2.3. Numerical results
We first assess the performance of WLS ROMs with varying window sizes. To this end, we consider
WLS ROMs with uniform window sizes of ∆Tn ≡ ∆T = 0.2, 0.5, 1.0, and 2.0, along with the Galerkin
and LSPG ROMs. We first consider results for basis #1 as described in Table 1. For all ROMs, we
evolve the solution for t ∈ [0, 100]. This comprises the same time interval used to construct the trial
subspace. First, Figure 15a depicts the evolution of the pressure at the bottom wall in the midpoint of the
computational domain, while Figure 15b depicts the evolution of the normalized `2-error of the various
reduced-order models. Both the collocated Galerkin and LSPG ROMs blow up/fail to converge within
the first several time units. The WLS ROM minimizing the residual over a window of size ∆T = 0.2
also fails to converge. The WLS ROMs that minimize the residual over window sizes of ∆T ≥ 0.5 are
seen to all be stable and accurate; the pressure response is well characterized and the normalized state
errors are less than 10%. The most notable discrepancy between the WLS ROM and FOM solutions is
a phase difference.
Figure 16 shows the space–time error and objective function of the stable WLS ROMs. We observe
that growing the window size over which the residual is minimized leads to a lower space–time residual,
but not necessarily a lower `2-error. This result is consistent with the previous numerical example. Next,
Figure 21 shows the wall-clock times of the WLS ROMs for t ∈ [0, 10] as compared to the LSPG ROM5.
5We note that LSPG failed to converge at t ≈ 16.0, so we focus on the first ten time units.
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Figure 11: Figure depicting geometry and flow conditions of the cavity flow problem.
Figure 12: Computational mesh employed in cavity flow simulations.
Figure 13: Close up of computational mesh with highlighted collocation cells.
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(a) t = 0.0 (b) t = 4.0
(c) t = 8.0 (d) t = 12.0
(e) t = 16.0 (f) t = 20.0
Figure 14: Vorticity snapshots from the FOM simulation at various time instances.
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Figure 15: Comparison of the pressure profiles obtained at the midpoint of the bottom wall (top) and normalized `2-errors
(bottom) of various collocated ROMs to the full-order model solution.
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Figure 16: Space–time error (left) and objective function (right) as a function of window size.
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Figure 17: Wall-clock times of WLS ROMs with respect to the LSPG ROM.
As expected, increasing ∆T again leads to an increase in computational cost; minimizing the residual
over a window comprising 20 time instances yields a 2.5x increase in cost over LSPG.
Figure 18 shows vorticity fields for the FOM, LSPG ROM, and WLS ROMs with ∆T = 0.5, 1.0 for
the time instance t = 5.0. LSPG is observed to exhibit artificial oscillations; the Gauss-Newton method
fails to converge at t ≈ 16.0. The WLS ROMs at ∆T = 0.5, 1.0 are able to capture the important
features of the flow, including the points of flow separation at the start and end of the ramp, and remain
stable for the entire time interval.
Next, we assess the performance of the various ROMs for basis #2 as described in Table 1, which
comprises a richer spatial basis. Figure 19 shows the same pressure and error profiles as Figure 15, but
for the enriched basis. The LSPG and Galerkin ROMs blow up faster as compared to Figure 15; LSPG
fails to converge around t ≈ 8 (opposed to t ≈ 16), while Galerkin blows up almost immediately. The
WLS ROMs again yield improved performance: WLS ROMs minimizing the residual over window sizes
of ∆T ≥ 0.5 are seen to all be stable and accurate; the pressure response is well characterized and the
normalized state errors are less than 5%. The WLS ROMs employing basis #2 yield more accurate
results than WLS ROMs employing basis #1.
Finally, Figure 21 shows the wall-clock times for t ∈ [0, 4] of the WLS ROMs as compared to the
LSPG ROMs for basis #2. Increasing the window size again leads to an increase in computational cost.
Minimizing the residual over a window comprising 20 time instances yields a 3x increase in cost over
LSPG.
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(a) FOM (b) LSPG
(c) WLS, ∆T = 0.5 (d) WLS, ∆T = 1.0
Figure 18: Vorticity snapshots from the FOM and ROM simulations at t = 5.0.
7. Conclusions
This paper proposed the windowed least-squares (WLS) approach for model reduction of dynamical
systems. The approach sequentially minimizes the time-continuous full-order-model residual within a
low-dimensional space–time trial subspace over time windows. The approach was formulated for two
types of trial subspaces: one that reduces only the spatial dimension of the full-order model, and one
that reduces both the spatial and temporal dimensions of the full-order model. For each type of trial
subspace, we outlined two different solution techniques: direct (i.e., discretize then optimize) and indirect
(i.e., optimize then discretize). We showed that particular instances of the approach recover Galerkin,
least-squares Petrov–Galerkin (LSPG), and space–time LSPG projection. The case of S-reduction trial
subspaces is of particular interest in the WLS context: it was shown that indirect methods comprise
solving a coupled two-point Hamiltonian boundary value problem. The forward system, which is forced
by an auxiliary costate, evolves the (spatial) generalized coordinates of the ROM in time. The backward
system, which is forced by the time-continuous FOM residual evaluated about the ROM state, governs
the dynamics of the costate.
Numerical experiments of the compressible Euler and Navier–Stokes equations demonstrated the
utility in the proposed approach. The first numerical experiment, in where the Sod shock tube was
examined, demonstrated that WLS ROMs minimizing the residual over larger time windows yielded
solutions with lower space–time residuals. Increasing the window size over which the residual was mini-
mized, however, did not necessarily decrease the solution error in the `2-norm; we observed this to occur
over an intermediary window size. We additionally observed that the WLS approach overcomes the time-
discretization sensitivity that LSPG is subject to. The second numerical experiment, which examined
collocated ROMs of a compressible cavity flow, demonstrated the utility of the WLS formulation on a
more complex flow. In this experiment, WLS ROMs yielded predictions with relative errors less than
5 − 10%, while the Galerkin and LSPG ROMs failed to converge/blew up. Increasing the window size
over which the residual was minimized again led to a lower space–time residual, but not necessarily a
lower error in the `2-norm.
The principal challenge encountered in the WLS formulation is the computational cost: increasing
the window size over which the residual is minimized leads to a higher computational cost. In the context
of the direct solution approach, this increased cost is due to the increased expense of forming and solving
the least-squares problem associated with larger window sizes. In the context of indirect methods, this
increased cost is a result of the increased number of iterations of the forward backward sweep method.
While numerical experiments demonstrated that the increase in computational cost is mild, future work
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Figure 19: Comparison of the pressure profiles obtained at the midpoint of the bottom wall (top) and normalized `2-errors
(bottom) of various collocated ROMs to the full-order model solution.
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Figure 20: Integrated error (left) and objective function (right) as a function of window size.
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Figure 21: Wall-clock times of WLS ROMs with respect to the LSPG ROM.
will target the development of new solution techniques tailored for the WLS approach.
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Appendix A Proper orthogonal decomposition
Algorithm 3 presents the algorithm for computing the trial basis via proper orthogonal decomposition.
Algorithm 3: Algorithm for generating POD Basis.
Input: Number of time-steps between snapshots Nskip; intercept xref; basis dimension K ;
Output: POD Basis V ∈ VK(RN ) ;
Steps:
1. Solve FOM O∆E and collect solutions into snapshot matrix
S(Nskip) :=
[
x0 − xnref xNskip − xnref · · · xfloor(Nt/Nskip)Nskip − xnref
]
2. Compute the thin singular value decomposition,
S(Nskip) = UΣZ
T ,
where U ≡ [u1 · · · ufloor(Nt/Nskip)]
3. Truncate left singular vectors and to form the basis, V ≡ [u1 · · · uK]
38
Appendix B Selection of sampling points
To construct the sampling point matrix used for hyper-reduction in the second numerical experiment,
we employ q-sampling [28] and the sample mesh concept [21]. Algorithm 4 outlines the steps used in the
second numerical experiment to compute the sampling points.
Algorithm 4: Algorithm for generating the sampling matrix through q-sampling.
Input: Number of time-steps between snapshots Nskip, number of primal sampling points, ns ;
Output: Weighting matrix A ≡ [W]TW ∈ {0, 1}N×N ;
Steps:
1. Solve FOM O∆E and collect velocity snapshots
F(Nskip) :=
[
f(x0) f(xNskip) · · · f(xfloor(Nt/Nskip)Nskip)]
2. Compute the thin singular value decomposition,
F(Nskip) = UΣZ
T ,
where U ≡ [u1 · · · ufloor(Nt/Nskip)]
3. Compute the QR factorization of UT with column pivoting,
UTP∗ = QR
with P∗ ≡ [p1 · · · pfloor(Nt/Nskip)], pi ∈ {0, 1}N .
4. Select the first ns columns of P
∗ to form the sampling point matrix [W]T ∈ {0, 1}N×ns .
5. Augment the sampling point matrix, W, with additional columns such that all unknowns are
computed at the mesh cells selected by Step 3. For the second numerical experiment, these
additional unknowns correspond to each conserved variable and quadrature point in the selected
cells.
Appendix C Derivation of the Euler–Lagrange equations
This section details the derivation of the Euler–Lagrange equations. To this end, we consider the
generic functional of the form,
J : (y,v) 7→
∫ b
a
I(y(t),v(t), t)dt, (C.1)
where I : RM × RM × [a, b] → R+ (for arbitrary M) with I : (y,v, τ) 7→ I(y,v, τ). We now introduce
the function z : [a, b] → RM with z : τ 7→ z(τ) along with z˙ ≡ dz/dτ . We define this function to be
a stationary point of (C.1) (with z being the first argument and z˙ being the second argument) subject
to the boundary condition z(a) = za. We additionally introduce an arbitrary function η : [a, b] → RM
with the boundary condition η(a) = 0 and define a variation from the stationary point by
z : (τ, δ) 7→ z(τ) + δη(τ),
: [a, b]× R → RM .
We note that z satisfies the same boundary condition z since η(a) = 0. We define a new function that
is equivalent to the function (C.1) evaluated at z in the first argument and z˙ ≡ dz/dτ in the second
argument,
Jδ : δ 7→
∫ b
a
I(z(t, δ), z˙(t, δ), t)dt.
The objective is to now find z that makes Jδ stationary. This can be done by differentiating with respect
to δ and setting the result to zero, i.e.,
d
dδ
(Jδ) = 0. (C.2)
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Using the chain rule,
d
dδ
(Jδ)() = ∫ b
a
[
∂I
∂y
(
z(t, ), z˙(t, ), t
)∂z
∂δ
(t, ) +
∂I
∂v
(
z(t, ), z˙(t, ), t
)∂z˙
∂δ
(t, )
]
dt.
Noting that
∂z
∂δ
(t, ·) = η(t), ∂z˙
∂δ
(t, ·) = η˙(t),
where η˙ ≡ dη/dτ , we have
d
dδ
(Jδ)() = ∫ b
a
[
∂I
∂y
(
z(t, ), z˙(t, ), t
)
η(t) +
∂I
∂v
(
z(t, ), z˙(t, ), t
)
η˙(t)
]
dt.
We integrate the second term by parts,
d
dδ
(Jδ)() = ∫ b
a
[
∂I
∂y
(
z(t, ), z˙(t, ), t
)
η(t)− d
dt
(
∂I
∂v
(
z(t, ), z˙(t, ), t
))
η(t)
]
dt+
∂I
∂v
(
z(b, ), z˙(b, ), b
)
η(b), (C.3)
where we have used η(a) = 0. Substituting Eq. (C.3) in the stationarity condition (C.2) yields∫ b
a
[
∂I
∂y
(
z(t, ), z˙(t, ), t
)
η(t)− d
dt
(
∂I
∂v
(
z(t, ), z˙(t, ), t
))
η(t)
]
dt+
∂I
∂v
(
z(b, ), z˙(b, ), b
)
η(b) = 0. (C.4)
By construction, z(·) ≡ z(·; 0) and z˙(·) ≡ z˙(·; 0), comprise a stationary point; thus, setting  = 0 in
Eq. (C.4) yields∫ b
a
[
∂I
∂y
(
z(t), z˙(t), t
)
η(t)− d
dt
(
∂I
∂v
(
z(t), z˙(t), t
))
η(t)
]
dt+
∂I
∂v
(
z(b), z˙(b), b
)
η(b) = 0. (C.5)
As η is an arbitrary function, this equality requires[
∂I
∂y
(
z(t), z˙(t), t
)]T − [ d
dt
(
∂I
∂v
(
z(t), z˙(t), t
))]T
= 0,
z(a) = za,
[
∂I
∂v
(
z(b), z˙(b), b
)]T
= 0.
(C.6)
Equation (C.6) is known as the Euler–Lagrange equation. It states that, for (z,z˙) to define a stationary
point of J , then they must satisfy (C.6). It is emphasized that (C.6) is a necessary condition on (z, z˙)
to make J stationary, but it is not a sufficient condition. It is additionally noted that (C.6) provides
a stationary point of J , but the resulting stationary point could be a local minima, local maxima, or
saddle point.
Appendix D Evaluation of gradients in the Euler–Lagrange equations for WLS with S-
reduction trial subspaces
We now derive the specific form of the Euler–Lagrange equations for the WLS formulation with
S-reduction trial subspaces. Without loss of generality, we present the derivation for a single window
t ∈ [0, T ] with a constant basis V and weighting matrix A. To obtain the specific form of the Euler–
Lagrange equations for the WLS formulation, we need to evaluate the gradients in (C.6) for the integrand
I : (yˆ, vˆ, τ) 7→ 1
2
[
Vvˆ − f(Vyˆ + xref, τ)
]T
A
[
Vvˆ − f(Vyˆ + xref, τ)
]
,
: RK × RK × [0, T ]→ R.
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To evaluate the gradients, we first expand I:
I(yˆ, vˆ, τ) = 1
2
[
Vvˆ − f(Vyˆ + xref, τ)
]T
A
[
Vvˆ − f(Vyˆ + xref, τ)
]
=
1
2
[
Vvˆ
]T
A
[
Vvˆ
]− 1
2
[
f(Vyˆ + xref, τ)
]T
A
[
Vvˆ
]− 1
2
[
Vvˆ
]T
A
[
f(Vyˆ + xref, τ)
]
+
1
2
[
f(Vyˆ + xref, τ)
]T
A
[
f(Vyˆ + xref, τ)
]
.
Since A is symmetric,
I(yˆ, vˆ, τ) = 1
2
[
Vvˆ
]T
A
[
Vvˆ
]− [Vvˆ]TA[f(Vyˆ + xref, τ)]+ 1
2
[
f(Vyˆ + xref, τ)
]T
A
[
f(Vyˆ + xref, τ)
]
.
(D.1)
For notational purposes, we write the above as,
I(yˆ, vˆ, τ) = I1(yˆ, vˆ, τ) + I2(yˆ, vˆ, τ) + I3(yˆ, vˆ, τ),
where
I1(yˆ, vˆ, τ) = 1
2
[
Vvˆ
]T
A
[
Vvˆ
]
,
I2(yˆ, vˆ, τ) = −
[
Vvˆ
]T
A
[
f(Vyˆ + xref, τ)
]
,
I3(yˆ, vˆ, τ) = 1
2
[
f(Vyˆ + xref, τ)
]T
A
[
f(Vyˆ + xref, τ)
]
.
Constructing the Euler–Lagrange equations for this functional I requires evaluating the derivatives ∂I∂yˆ
and ∂I∂vˆ . We start by evaluating
∂I
∂yˆ and go term by term.
Starting with I1(yˆ, vˆ), we see,
∂I1
∂yˆ
= 0,
where it is noted that I1 only depends on vˆ. Working with the second term:
∂I2
∂yˆ
= − ∂
∂yˆ
([
Vvˆ
]T
A
[
f(Vyˆ + xref, τ)
])
= −[Vvˆ]TA ∂
∂yˆ
([
f(Vyˆ + xref, τ)
])
= −[Vvˆ]TA ∂f
∂y
∂y
∂yˆ
= −[Vvˆ]TA ∂f
∂y
V
= −[vˆ]TVTA ∂f
∂y
V,
where we have suppressed the arguments of the Jacobian for simplicity; e.g., formally
∂f
∂y
: (w, τ) 7→ ∂f
∂y
(w, τ).
For I3,
∂I3
∂yˆ
=
1
2
∂
∂yˆ
([
f(Vyˆ + xref, τ)
]T
A
[
f(Vyˆ + xref, τ)
])
(D.2)
= [f(Vyˆ + xref, τ)]
TA
∂f
∂y
∂y
∂yˆ
(D.3)
= [f(Vyˆ + xref, τ)]
TA
∂f
∂y
V. (D.4)
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This gives the final expression,
∂I
∂yˆ
= −[Vvˆ]TA ∂f
∂y
V + [f(Vyˆ + xref, τ)]
TA
∂f
∂y
V.
We now evaluate ∂I∂vˆ and again go term by term. Starting with I1,
∂I1
∂vˆ
=
1
2
∂
∂vˆ
([
Vvˆ
]
A
[
Vvˆ
])
= [vˆ]TVTAV.
Now working with the second term:
∂I2
∂vˆ
=
∂
∂vˆ
([
Vvˆ
]T
A
[
f(Vyˆ + xref, τ)
])
=
∂
∂vˆ
(
[vˆ]T
)
VTA
[
f(Vyˆ + xref, τ)
]
=
[
VTAf(Vyˆ + xref, τ)
]T
= [f(Vyˆ + xref, τ)]
TAV.
Finally, for the last term,
∂I3
∂vˆ
= 0,
where it is noted that I3 only depends on yˆ. We thus have,
∂I
∂vˆ
= [vˆ]TVTAV − [f(Vyˆ + xref, τ)]TAV.
Combining all terms and evaluating at (xˆ(t), ˙ˆx(t), t),
∂I
∂yˆ
(xˆ(t), ˙ˆx(t), t)− d
dt
[
∂I
∂vˆ
(xˆ(t), ˙ˆx(t), t)
]
= −[V ˙ˆx(t)]TA[∂f
∂y
(Vxˆ(t) + xref, t)
]
V+
[f(Vxˆ(t) + xref, t)]
TA
[∂f
∂y
(Vxˆ(t) + xref, t)
]
V − d
dt
[
[ ˙ˆx(t)]TVTAV − [f(Vxˆ(t) + xref, t)]TAV
]
= 0.
To put this in a more recognizable form, we can pull out the common factor in the first two terms,
−
([
V ˙ˆx(t)
]T − [f(Vxˆ(t) + xref, t)]T)A ∂f∂y (Vxˆ(t) + xref, t)V−
d
dt
[
[ ˙ˆx(t)]TVTAV − [f(Vxˆ(t) + xref, t)]TAV
]
= 0.
Taking the transpose to put into the common column major format,
−VT [∂f
∂y
(Vxˆ(t)+xref, t)
]T
A
([
V ˙ˆx(t)
]−f(Vxˆ(t)+xref, t))− ddt
[
VTAV ˙ˆx(t)−VTAf(Vxˆ(t)+xref, t)
]
= 0.
We now factor the second term,
−VT [∂f
∂y
(Vxˆ(t)+xref, t)
]T
A
(
V ˙ˆx(t)−f(Vxˆ(t)+xref, t)
)
−VTA d
dt
[
V ˙ˆx(t)−f(Vxˆ(t)+xref, t)
]
= 0.
Gathering terms and multiplying by negative one, the final form of the Euler–Lagrange equations are
obtained, [
VT
[∂f
∂y
(Vxˆ(t) + xref, t)
]T
A + VTA
d
dt
](
V ˙ˆx(t)− f(Vxˆ(t) + xref, t)
)
= 0. (D.5)
42
This is the WLS-ROM. Note that this is a second order equation and can be written as two separate
first order equations. Defining the “costate” as,
λˆ : τ 7→ ˙ˆx(τ)−M−1VTAf(Vxˆ(t) + xref, τ),
we can manipulate Eq. (D.5) as follows: First, we add and subtract the first term multiplied by
V[M]−1VTA,[
VT
[
∂f
∂y
(Vxˆ(t) + xref, t)
]T
A
(
I−V[M]−1VTA + V[M]−1VTA
)
+ VTA
d
dt
]
(
V ˙ˆx(t)− f(Vxˆ(t) + xref, t)
)
= 0.
Pulling out the term multiplied by the positive portion of V[M]−1VTA,[
VT
[
∂f
∂y
(Vxˆ(t) + xref, t)
]T
A
(
I−V[M]−1VTA
)
+
VT
[
∂f
∂y
(Vxˆ(t) + xref, t)
]T
AV[M]−1VTA + VTA
d
dt
](
V ˙ˆx(t)− f(Vxˆ(t) + xref, t)
)
= 0.
Splitting into two separate terms,
VT
[
∂f
∂y
(Vxˆ(t) + xref, t)
]T
A
(
I−V[M]−1VTA
)(
V ˙ˆx(t)− f(Vxˆ(t) + xref, t)
)
+[
VT
[
∂f
∂y
(Vxˆ(t) + xref, t)
]T
AV[M]−1VTA + VTA
d
dt
](
V ˙ˆx(t)− f(Vxˆ(t) + xref, t)
)
= 0.
Pulling M−1VTA inside the parenthesis on the second term,
VT
[
∂f
∂xn
(Vxˆ(t) + xref, t)
]T
A
(
I−V[M]−1VTA
)(
V ˙ˆx(t)− f(Vxˆ(t) + xref, t)
)
+[
VT
[
∂f
∂y
(Vxˆ(t) + xref, t)
]T
AV + M
d
dt
](
˙ˆx(t)−M−1VTAf(Vxˆ(t) + xref, t)
)
= 0.
By definition, the term inside the parenthesis of the second term is λˆ(t),
VT
[
∂f
∂y
(Vxˆ(t) + xref, t)
]T
A
(
I−V[M]−1VTA
)(
V ˙ˆx(t)− f(Vxˆ(t) + xref, t)
)
+
VT
[
∂f
∂y
(Vxˆ(t) + xref, t)
]T
AVλˆ(t) + M
d
dt
λˆ(t) = 0.
Re-arranging,
M
d
dt
λˆ(t) + VT
[
∂f
∂y
(Vxˆ(t) + xref, t)
]T
AVλˆ(t)
= −VT
[
∂f
∂y
(Vxˆ(t) + xref, t)
]T
A
(
I−V[M]−1VTA
)(
V ˙ˆx(t)− f(Vxˆ(t) + xref, t)
)
.
We thus get the splitting
M
d
dt
xˆ(t)−VTAf(Vxˆ(t) + xref, t) = Mλˆ(t),
M
d
dt
λˆ(t) + VT
[
∂f
∂y
(Vxˆ(t) + xref, t)
]T
AVλˆ(t) =
−VT [∂f
∂y
(Vxˆ(t) + xref, t)
]T
A
(
I−V[M]−1VTA
)(
V ˙ˆx(t)− f(Vxˆ(t) + xref, t)
)
.
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Appendix E Evaluation of gradients for optimal control formulation
When formulated as an optimal control problem of Lagrange type, the gradients of the Hamiltonian
with respect to the state, controller, and costate need to be evaluated. This section details this evaluation.
The case derivation is presented for the case with one window, for notational simplicity.
The Pontryagin Maximum Principle leverages the following Hamiltonian,
H : (yˆ, µˆ , vˆ, τ) 7→ µˆT
[
[M]−1VTAf(Vyˆ + xref, τ) + [M]−1vˆ
]
+ L(yˆ, vˆ, τ)
: RK × RK × RK × [0, T ]→ R,
where,
L : (yˆ, vˆ, τ) 7→ 1
2
[
V
(
[M]−1VTAf(Vyˆ + xref, τ) + [M]−1vˆ
)
− f(Vyˆ + xref, τ)
]T
A[
V
(
[M]−1VTAf(Vyˆ + xref, τ) + [M]−1vˆ
)
− f(Vyˆ + xref, τ)
]
,
: RK × RK × [0, T ]→ R.
As described in Section 3.2.2, to derive the stationary conditions of the WLS objective function, we
require evaluating the following gradients, ∂H∂µˆ ,
∂H
∂yˆ , and
∂H
∂vˆ . Starting with
∂H
∂µˆ , we have,[
∂H
∂µˆ
]T
= [M]−1VTAf(Vyˆ + xref, τ) + [M]−1vˆ.
Next, we address ∂H∂yˆ .
∂H
∂yˆ
=
∂
∂yˆ
[
µˆT
[
[M]−1VTAf(Vyˆ + xref, τ) + [M]−1vˆ
]
+ L(yˆ, vˆ, τ)
]
=
∂
∂yˆ
[
µˆT
[
[M]−1VTAf(Vyˆ + xref, τ) + [M]−1vˆ
]]
+
∂
∂yˆ
[
L(yˆ, vˆ, τ)
]
= µˆT
[
[M]−1VTA
∂
∂yˆ
(
f(Vyˆ + xref, τ)
)]
+
∂
∂yˆ
[
L(yˆ, vˆ, τ)
]
= µˆT
[
[M]−1VTA
∂f
∂y
∂y
∂yˆ
]
+
∂
∂yˆ
[
L(yˆ, vˆ, τ)
]
= µˆT
[
[M]−1VTA
∂f
∂y
V
]
+
∂
∂yˆ
[
L(yˆ, vˆ, τ)
]
.
To evaluate ∂∂yˆ
[
L(yˆ, vˆ, τ)
]
, we leverage the previous result (D.1) and insert vˆ = [M]−1VTAf(Vyˆ +
xref, τ) + [M]
−1vˆ(t). This leads to the expression for the expanded Lagrangian,
L(yˆ, vˆ, τ) = 1
2
[
V[M]−1VTAf(Vyˆ+xref, τ)+V[M]−1vˆ(t)
]T
A
[
V[M]−1VTAf(Vyˆ+xref, τ)+V[M]−1vˆ(t)
]
−[V[M]−1VTAf(Vyˆ+xref, τ)+V[M]−1vˆ(t)]TA[f(Vyˆ+xref, τ)]+1
2
[
f(Vyˆ+xref, τ)
]T
A
[
f(Vyˆ+xref, τ)
]
.
Again for notational purposes, we split this into three terms,
L(yˆ, vˆ, τ) = L1(yˆ, vˆ, τ) + L2(yˆ, vˆ, τ) + L3(yˆ, vˆ, τ),
where
L1(yˆ, vˆ, τ) =
1
2
[
V[M]−1VTAf(Vyˆ + xref, τ) + V[M]−1vˆ
]T
A
[
V[M]−1VTAf(Vyˆ + xref, τ) + V[M]−1vˆ
]
,
L2(yˆ, vˆ, τ) = −
[
V[M]−1VTAf(Vyˆ + xref, τ) + V[M]−1vˆ
]T
A
[
f(Vyˆ + xref, τ)
]
,
L3(yˆ, vˆ, τ) =
1
2
[
f(Vyˆ + xref, τ)
]T
A
[
f(Vyˆ + xref, τ)
]
.
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Evaluating the first term,
∂L1
∂yˆ
=
1
2
∂
∂yˆ
(
[f(Vyˆ + xref, τ)]
TAV[M]−1VTA
[
V[M]−1VTAf(Vyˆ + xref, τ)
])
+
∂
∂yˆ
(
[vˆ]T [M]−1VTA
[
V[M]−1VTAf(Vyˆ + xref, τ)
])
+
1
2
∂
∂yˆ
(
[vˆ]T [M]−1VTAV[M]−1vˆ
)
,
= [f(Vyˆ + xref, τ)]
TAV[M]−1VTAV[M]−1VTA
∂f
∂y
V + [vˆ ]T [M]−1VTAV[M]−1VTA
∂f
∂y
V,
=
(
[f(Vyˆ + xref, τ)]
TAV[M]−1 + [vˆ]T [M]−1
)
VTAV[M]−1VTA
∂f
∂y
V,
= [vˆ]TVTAV[M]−1VTA
∂f
∂y
V,
= [Vvˆ]TAV[M]−1VTA
∂f
∂y
V.
Now evaluating the second term,
∂L2
∂yˆ
= − ∂
∂yˆ
[
V[M]−1VTAf(Vyˆ + xref, τ)
]T
A
[
f(Vyˆ + xref, τ)
]− ∂
∂yˆ
(
[vˆ]T [M]−1VTA
[
f(Vyˆ + xref, τ)
])
= − ∂
∂yˆ
[f(Vyˆ + xref, τ)]
TAV[M]−1VTA
[
f(Vyˆ + xref, τ)
]− [vˆ]T [M]−1VTA ∂f
∂y
V
= −2[f(Vyˆ + xref, τ)]TAV[M]−1VTA ∂f
∂y
V − [vˆ]T [M]−1VTA ∂f
∂y
V,
= −
[
2[f(Vyˆ + xref, τ)]
TAV[M]−1 + [vˆ]T [M]−1
]
VTA
∂f
∂y
V,
= −
([
Vvˆ]T + f(Vyˆ + xref, τ)
TAV[M]−1VT
)
A
∂f
∂y
V.
Next, we can use the result (D.2) to have,
∂L3
∂yˆ
= [f(Vyˆ + xref, τ)]
TA
∂f
∂y
V.
Thus we have
∂L
∂yˆ
= [Vvˆ]TAV[M]−1VTA
∂f
∂y
V −
([
Vvˆ]T + f(Vyˆ + xref, τ)]
TAV[M]−1VT
)
A
∂f
∂y
V + [f(Vyˆ + xref, τ)]
TA
∂f
∂y
V,
=
(
[Vvˆ]T − f(Vyˆ + xref, τ)T
)
AV[M]−1VTA
∂f
∂y
V −
(
[Vvˆ]T − f(Vyˆ + xref, τ)T
)
A
∂f
∂y
V,
=
(
[Vvˆ]T − f(Vyˆ + xref, τ)T
)(
AV[M]−1VT − I
)
A
∂f
∂y
V,
such that,
∂H
∂yˆ
= µˆT
[
[M]−1VTA
∂f
∂y
V
]
+
(
[Vvˆ]T − f(Vyˆ + xref, τ)T
)(
AV[M]−1VT − I
)
A
∂f
∂y
V.
Equivalently we write[
∂H
∂yˆ
]T
= VT
[∂f
∂y
]T
AV[M]−1µˆ + VT
[∂f
∂y
]T
A
(
V[M]−1VTA − I
)(
Vvˆ − f(Vyˆ + xref, τ)
)
.
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Next, we evaluate ∂H∂vˆ :
∂H
∂vˆ
=
∂
∂vˆ
[
µˆT
[
[M]−1VTAf(Vyˆ + xref, τ) + [M]−1vˆ
]
+ L(yˆ, vˆ, τ)
]
=
∂
∂vˆ
[
µˆT
[
[M]−1VTAf(Vyˆ + xref, τ) + [M]−1vˆ
]]
+
∂
∂vˆ
[
L(yˆ, vˆ, τ)
]
= [µˆ ]T [M]−1 +
∂
∂vˆ
[
L(yˆ, vˆ, τ)
]
.
To evaluate ∂∂vˆ
[
L(yˆ, vˆ, τ)
]
, we again go term by term. Starting with the first term,
∂L1
∂yˆ
=
1
2
∂
∂vˆ
(
[f(Vyˆ + xref, τ)]
TAV[M]−1VTA
[
V[M]−1VTAf(Vyˆ + xref, τ)
])
+
∂
∂vˆ
(
[vˆ]T [M]−1VTA
[
V[M]−1VTAf(Vyˆ + xref, τ)
])
+
1
2
∂
∂vˆ
(
[vˆ]T [M]−1VTAV[M]−1vˆ
)
=
(
[M]−1VTA
[
V[M]−1VTAf(Vyˆ + xref, τ)
])T
+ [vˆ]T [M]−1VTAV[M]−1
=
[
f(Vyˆ + xref, τ)
]T
AV[M]−1VTAV[M]−1 + [vˆ]T [M]−1VTAV[M]−1.
Moving on to the second term,
∂L2
∂vˆ
= − ∂
∂vˆ
[
V[M]−1VTAf(Vyˆ + xref, τ)
]T
A
[
f(Vyˆ + xref, τ)
]− ∂
∂vˆ
(
[vˆ]T [M]−1VTA
[
f(Vyˆ + xref, τ)
])
= −
[
[M]−1VTAf(Vyˆ + xref)
]T
= −[f(Vyˆ + xref, τ)]TAV[M]−1.
For the third term we have simply,
∂L3
∂vˆ
= 0.
Thus,
∂H
∂vˆ
= [µˆ ]T [M]−1 +
[
f(Vyˆ + xref, τ)
]T
AV[M]−1VTAV[M]−1+
[vˆ]T [M]−1VTAV[M]−1 − [f(Vyˆ + xref, τ)]TAV[M]−1,
=
(
[µˆ ]T − [f(Vyˆ + xref, τ)]TAV
)
[M]−1 +
([
f(Vyˆ + xref, τ)
]T
AV + [vˆ]T
)
[M]−1VTAV[M]−1
=
(
[µˆ ]T − [f(Vyˆ + xref, τ)]TAV
)
[M]−1 +
([
f(Vyˆ + xref, τ)
]T
AV + [vˆ]T
)
[M]−1
= [µˆ ]T [M]−1 + [vˆ]T [M]−1
Or, equivalently,
∂H
∂vˆ
= [M]−1[µˆ + vˆ].
Evaluating at (xˆ(t), ˙ˆx(t), t), the gradients in the Pontryagin Maximum Principle yield
d
dt
xˆ(t) = [M]−1VTAf(Vxˆ(t) + xref, t) + [M]
−1uˆ(t)
d
dt
λˆ(t) + VT
[∂f
∂y
]T
AV[M]−1λˆ(t) = −VT [∂f
∂y
]T
A
(
V[M]−1VTA − I
)(
V ˙ˆx(t)− f(Vxˆ(t) + xref)
)
λˆ(t) = −uˆ(t).
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This can be written equivalently as
d
dt
xˆ(t) = [M]−1VTAf(Vxˆ(t) + xref) + [M]−1uˆ(t)
d
dt
uˆ(t) + VT
[∂f
∂y
]T
AV[M]−1uˆ(t) = −VT [∂f
∂y
]T
A
(
I−V[M]−1VT
)
A
(
V ˙ˆx(t)− f(Vxˆ(t) + xref)
)
.
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