The bivariate probit model is frequently used for estimating the effect of an endogenous binary regressor (the "treatment") on a binary health outcome variable. This paper discusses simple modifications that maintain the probit assumption for the marginal distributions while introducing non-normal dependence using copulas. In an application of the copula bivariate probit model to the effect of insurance status on the absence of ambulatory health care expenditure, a model based on the Frank copula outperforms the standard bivariate probit model. Keywords: Bivariate probit, binary endogenous regressor, Frank copula, Clayton copula.
Introduction
The bivariate probit model is frequently used in health economics when one wants to estimate the effect of a treatment on a binary health outcome. It arises from a 2-equation structural latent variable framework, where the first equation y 1 = 1(β 0 +β 1 y 2 +ε 1 > 0) describes the health outcome variable (y 1 ) as a function of a binary treatment (y 2 ) and latent error ε 1 , whereas the second equation y 2 = 1(π 0 + π 1 z + ε 2 > 0) determines whether or not treatment is received. The model is completed by assuming that the latent errors ε 1 and ε 2 have a bivariate standard normal joint distribution with correlation ρ. If ρ = 0, separate estimation of the first structural equation by a simple probit model identifies the structural treatment effect β 1 . If ρ = 0, the treatment is said to be "endogenous", and joint estimation is required. Recent applications in this journal include Dormont et al. (2009) , French and Maclean (2006) , Gitto et al. (2006) , Latif (2009) , MacDonald and Shields (2004) , Smith Conway and Kutinova (2006) . The bivariate probit model is also discussed in popular textbooks on health econometrics by Jones and O'Donnell (2002) and Jones (2007) .
The purpose of this paper is to propose an alternative, general class of structural probit models that allow for correlation between the two latent errors (and hence endogenously determined treatment) without imposing joint normality. A key component of this approach is the concept of a copula (see e.g. Joe, 1997 , Nelson, 2007 , Trivedi and Zimmer, 2007 which treats the modeling of marginal distributions and of dependence structure as separate tasks. Copulas thereby provide a convenient device for generating a flexible non-normal distribution for the errors. The parameters of the resulting copula bivariate probit model (CBP) can be estimated by maximum likelihood.
The CBP model is related to earlier applications of copula theory to structural limited dependent variable models. Lee (1983) uses copulas to generalize the normality assumption that underpins the selectivity model of Heckman (1976) . In his case, the structural two equation system consists of a continuous outcome equation and a latent selection equation. Continuous copulas are used to construct the joint distribution of error terms in the two equations. Extensions of this approach were provided by Prieger (2002) and Smith (2003) . Smith (2005) derives a copula-based switching regression model, again for a continuous dependent variable. A regression model with binary endogenous variable can be obtained as a special case. To the best of my knowledge, the use of copula theory for structural bivariate binary response models has not been considered so far.
I discuss two specific versions of the CBP model, one based on the Frank copula, and one based on the Clayton copula. On one hand, these copulas have been chosen because they are simple and the resulting models require, in contrast to the standard bivariate probit, no numerical integration in order to compute probabilities. On the other hand, the dependence structure they imply departs in interesting ways from that of a bivariate normal distribution. While the conditional expectation function (cef) of the latter is linear, the Frank CBP model has a cef that becomes flat in the tails (signifying mean independence once the conditioning event is sufficiently rare), whereas the Clayton CBP model has an asymmetric cef.
The paper includes a formal Monte Carlo analysis showing that it is possible to empirically discriminate between the different CBP models. Furthermore, using a wrong copula can lead to substantial bias in the estimation of structural parameters. The proposed approach is illustrated in an application to the endogeneity of insurance choice in a model for ambulatory health expenditures, following Deb et al. (2006) .
Econometric Methods

Bivariate probit model
The bivariate probit model provides a convenient setting for estimating the effect of an endogenous binary regressor y 2 on a binary outcome variable y 1 . The standard model assumes a constant treatment effect, the presence of exclusion restriction, and the absence of simultaneity. Formally, the structural model consists of two latent equations
(1)
where the stochastic errors that are independent of x and z but not necessarily independent of each other. Moreover, the observed binary outcomes are
where 1(·) is the indicator function. The main interest is in the structural treatment parameter α,
The joint distribution of y 1 and y 2 (conditional on x and z) has four elements:
This distribution is fully determined once the joint distribution of ε 1 and ε 2 is known. In the bivariate probit model, it is assumed that ε 1 and ε 2 have joint distribution function F (ε 1 , ε 2 ) = Φ 2 (ε 1 , ε 2 , ρ) where Φ 2 denotes the cumulative density function of the bivariate standard normal distribution, and ρ is the coefficient of correlation. In this case, the joint probability function f (y 1 , y 2 |x, z) can be written compactly as
where s j = 2y j − 1, j = 1, 2.
It is important to understand that the thus defined bivariate probit model introduces two sources of dependence between y 1 and y 2 , related to the parameters α and ρ, respectively. While the joint model simplifies to two univariate probit equations under independence of the structural errors (ρ = 0), this does not mean that y 1 and y 2 are independent in this case. The reason is that the first probit equation of the recursive base model gives the probability of y 1 conditional on y 2 .
Therefore, full independence of y 1 and y 2 requires ρ = 0 and α = 0. The CBP model developed in this paper uses copulas to model dependence between the structural errors. It does not model the dependence between the two binary outcomes directly, although dependence between the structural errors obviously affects that dependence.
Clayton and Frank copulas and their properties
Any joint distribution function has a copula representation in which dependence and marginals are separately specified, or "uncoupled". Copulas are thus building blocks for multivariate distributions that preserve the probit assumption for the two equations (1) and (2) but do not impose joint normality. In particular, one can recur to well known parametric classes of copula functions that allow for different kinds of dependence and often have quite simple functional forms.
Formally, a copula is a multivariate joint distribution function defined on the n-dimensional unit cube [0, 1] such that every marginal distribution is uniform on the interval [0, 1] (see, e.g., Nelson, 2006) . For example, for n = 2, we can write
The normal, or Gaussian, copula, again for n = 2, is
where θ is the coefficient of correlation. Apart from the Gaussian copula and the independence copula C(u, v) = uv, I consider in this paper two further copulas, the Clayton copula
and the Frank copula
It is easy to verify that all four copulas (Gaussian, independence, Clayton, Frank) have uniform marginal distributions, as C(u, 1) = u and C(1, v) = v.
The significance of copulas in the present context lies in the fact that by way of transformation, they can be used to generate joint distribution functions for the two structural errors in the bivariate probit model, ε 1 and ε 2 , keeping the normal marginals but without assuming full bivariate normality.
Let u = Φ(ε 1 ) and v = Φ(ε 2 ). Then F (ε 1 , ε 2 ) = C(Φ(ε 1 ), Φ(ε 2 )) is a joint distribution function for ε 1 and ε 2 with marginal distributions that are standard normal.
For example, the normal copula recovers the standard bivariate probit model, since
whereas under the Clayton assumption
In order to compare the differences in the dependence structure implied by the Frank and Clayton copulas to that of the bivariate normal distribution, correlation is not a good indicator. First, it detects only linear dependence, whereas dependence in copulas is non-linear in general. Second, and relatedly, it is not invariant to transformation of the marginal distributions. As a consequence, other measures of dependence have been suggested. A common one is Kendall's τ , a measure of the degree of concordance. Imagine drawing two random pairs (U 1 , V 1 ) and (U 2 , V 2 ) from the joint distribution of U and V . Then τ is defined as
τ can vary between -1 and 1. It is zero if U and V are independent. Not all copulas cover the full spectrum of possible τ 's. If they do so, they are called comprehensive. The normal and Frank copulas are comprehensive, whereas the Clayton copula (9) is not, the reason being that it only captures positive dependence. It is "half comprehensive", however, since τ can take any value between 0 and 1. Of course, one can always reflect a Clayton copula, modeling the relationship between U and −V instead, in which case the dependence is strictly negative, with τ 's between -1 and 0. The Frank copula is symmetric. Its cef is near linear in the center but flattens out in the tails. This is an interesting feature that can be of value in applications to sample selection models where the linearity of the cef of the bivariate normal distribution lacks plausibility when selection probabilities are very small. The Clayton copula looks quite different. It is not symmetric, and the cef shows much stronger dependence in the left tail of the distribution than in the right. Again, this is a distinctive feature that may be a-priori desirable in some applications.
Copula bivariate probit model
The generic probability expressions for the bivariate probit model were given in equations (3) - (6).
Under a copula representation with probit marginals, these expressions can be written as
The joint probabilities of the CBP model depend on the selected copula as well as on four parameters, ξ = (β, γ, α, θ), where θ is the dependence parameter of the copula function. If the true copula is assumed to belong to a parametric family C = {C ξ , ξ ∈ Ξ}, a consistent and asymptotically normally distributed estimator of the parameter ξ can be obtained through maximum likelihood. Assuming an independent sample of n observations (y i1 , y i2 , x i , z i ), the likelihood func-
Numerical optimization methods can be used to maximize the log-likelihood function. These can employ analytical first derivatives that have a relatively tractable form. For example,
where c u = ∂C(u, v)/∂u. A formal requirement for identification is that there is at least one exogenous regressor with a non-zero coefficient, i.e., β = 0 or γ = 0 (Wilde, 2000) . As long as the model is correctly specified, the maximum likelihood estimator has the usual asymptotic properties.
It is useful to think of these estimators as providing best approximations to an unknown true model, in a quasi-likelihood sense (White, 1982) , and a robust covariance estimator should be used.
Results
Simulation Study
To learn about the behavior and performance of the CBP model under various data generating processes (DGP), I report results for a simulation experiment carried out in order to evaluate the bias and accuracy of the estimators as well as model selection. The DGP is a simple recursive model for two binary dependent variables with probit margins:
where (β 0 , β 1 , γ 0 , γ 1 , α) = (0.5, −0.5, 0, 1, 0.5). In all cases x and z are iid Gaussian with mean zero and standard deviation 1.
The stochastic errors ε 1 and ε 2 are generated from three alternative copula models:
• Normal copula with ρ = 0.5
• Frank copula with θ = 3.3
• Clayton copula with θ = 1
The dependence parameters have been chosen to yield the same value for τ in all three cases, namely 0.33. The marginal distributions of the stochastic errors ε 1 and ε 2 are standard normal.
Given the parameter values and the distribution of x and z, the mean of y 1 is approximately 73%, while the mean of y 2 is approximately 50%. The simulations are conducted for three sample sizes n = 500, 1000, 5000, and run for r = 5000 replications each. 
The results are shown in Table I (Normal DGP), Table II (Frank DGP) and Table III (1) distribution for positive values. To select among the three dependence copulas (which are non-nested), application of information criteria reduce to simple log-likelihood comparisons, as the number of parameters is the same in the three models.
From Table I , we see that the parameter of the exogenous regressor β 1 (the true value is -0.5)
is estimated well regardless of model and sample size. However, the parameter of the endogenous regressor α is subject to bias in the misspecified models. The bias is very large for the independence model, where it amounts to over 100 % but there is also substantial bias for the Clayton copula.
For n = 500, for instance, the Clayton mean is 0.549, compared to the true value of 0.5. The bias does not vanish as the sample size increases.
The average likelihood ratio test statistic for the independence model against the normal model is 11.6 for n = 500, increasing to 107.4 for n = 5000. While the simulation results show that the copula models do well in detecting dependence, they also show that larger samples are needed to reliably discriminate between the three copulas with dependence. For example, while the correctly specified normal copula model has the highest average log-likelihood even if n is only 500, the Frank copula model is picked instead in a substantial proportion of instances (33.6%) when model selection is based on the highest log-likelihood value. The situation improves considerably when the sample size is increased to 5000. Now, the correct model is picked in 80% of all simulation runs. Tables II and III. In Table II , data are generated from a Frank copula with dependence parameter θ = 3.3. Again, the correct model estimates the true parameter values accurately on average, even for the smallest sample size, whereas a misspecified model tends to overestimate the structural parameter α. There is one exception, though, since the normal copula appears to provide an unbiased estimator as well, indicating a certain degree of robustness. Also in terms of log-likelihood value, Frank and normal copula are closest to each other, which was already true under the normal DGP in Table I . In a different context, Prokhorov and Schmidt (2009) point to the possibility of robust estimation in the class of radially symmetric copulas, which includes the Gaussian and the Frank copula.
By contrast, the Clayton copula is not a good substitute for the Frank copula, at least for the parameters chosen in this simulation experiment, as it overestimates the structural parameter α by about 10 percent. In the large sample, the Clayton model is almost never picked (only in 0.6% of all cases). Table III , data were generated from the Clayton copula with true dependence parameter θ = 1, corresponding to a Kendall's τ of 0.33. The empirical distinctiveness of the Clayton model is evident from the last column of Table III , where it is seen that even in the small sample, model selection favors the (true) Clayton model in a vast majority of cases (71.4%), increasing to near uniform selection (97.9%) in the large sample. The large sample bias in the structural parameter is larger for the Frank model than for the normal model (about 10 % as compared to 5%), whereas the independence model overestimates the true parameter by a factor of almost 1.5.
− − − − − − − − −
The simulations document the potential advantages of copula bivariate probit models for applied work. First, the models are distinguishable through their different dependence patterns even in relatively small samples, and log-likelihood based selection criteria work well. Second, the modified models are relevant, since bias results when the wrong specification is chosen. Moreover, the simulation results suggest that if the true DGP has dependence, it is better to use any model with dependence (regardless of whether it is the right or the wrong one) for estimating the structural parameter α, than it is to erroneously impose independence. Third, and finally, it is encouraging that these models can in fact disentangle the direct effect of y 1 on y 2 from the indirect effect exerted through the dependence between the error terms. Statistically, the Frank CBP has the largest log-likelihood value, although the differences are not large. A test of the Frank CBP against the independence CBP formally rejects the independence assumption. The chi-squared (1) -distributed likelihood ratio test statistic is 4.6, with p-value of 0.032. Similarly, the Frank dependence parameter is significantly greater than zero. The sign suggests positive self-selection: those who are more likely to opt for HMO have a higher than average probability of having no ambulatory expenses. If unaccounted for, the positive dependence between the unobservables in the two equations is captured by the effect estimate which is indeed found to be positive and even statistically significant in the independence model. Once endogeneity is accounted for, the effect switches its sign but it is not statistically significant.
Application to Medical Expenditures
It is interesting to observe that the conclusion obtained from formal applications of hypothesis tests based on the normal CBP would be quite different, since the independence CBP cannot be rejected against the normal CBP model. Likelihood ratio and z-test statistics are both insignificant.
As a consequence, one would be led to interpret the +1.9 percent ATE under independence as causal. 
The full set of regression coefficients for the independence and Frank copula are displayed in Table V . Except for the HMO coefficient, there is not much difference between the size and precision of the estimated effects between the two models.
Discussion
The paper considers the problem of modeling and estimating the effect of a binary endogenous regressor on a binary outcome variable using copulas. The copula bivariate probit (CBP) model is an alternative to semi-parametric estimation of bivariate probit models (e.g. Murphy, 2007, Chen and Zhou 2007) . It offers a relatively simple and parsimonious compromise between the standard bivariate probit model and these semi-parametric alternatives. The main benefits of CBP models are twofold. First, they make it relatively effortless to assess the sensitivity of results within a broader class of joint distributions for the stochastic errors. Second, by considering a number of different copulas one can obtain, in a quasi-likelihood sense, a better approximation to the true underlying distribution.
The evidence provided in the paper, based on simulations and a real data application, suggests that CBP models work well in practice and provide a viable and simple alternative to the standard bivariate probit approach. Of course, the bivariate probit can well be the best model in the considered class of CBP models. Even then, however, one does not know this before the analysis, and selecting from a larger menu of models is helpful for assessing the sensitivity of estimates to distributional assumptions.
The methods and models presented in the paper have at least two immediate extensions. First, they can be applied to cases where the outcome variable is an ordered response with more than two outcomes. For example, one can easily construct a model with ordered probit marginals for the outcome variable and binary probit marginal for the endogenous regressor. The ordered probit model has a latent variable representation as well. Let
The observed ordered responses y 1 = 1, 2, . . . , J are obtained from a threshold observation mechanism
where κ s,0 = −∞ < κ s,1 < . . . < κ s,J = ∞ partition the real line. It follows that
and
Second, the copula approach can be easily extended to accommodate other marginal models, such as the logit or any other desired link function (Koenker and Yoon, 2009) . A bivariate model with logit marginals is obtained by letting
is the cumulative density function of the logistic distribution. Alternatively, one could estimate the marginals semiparametrically, an approach that has been explored in other copula applications (e.g., Chen and Fan 2005).
A further potentially fruitful development explores copula mixture models, where the underlying joint distribution function of the unobservables is approximated by a finite mixture of parametric distribution functions that can differ both in their copula specification and in their parameters.
Conceptually this is a very elegant approach as it dispenses with the need to select single copulas and moreover can in principle approximate the true joint distribution function to an arbitrary degree. The practical implementation may be very difficult, however, and related results from a study by Trivedi and Zimmer (2009) are not very encouraging. 
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