There is often a need to assess the dependence of standard analyses on the strong untestable assumption of ignorable missingness. To tackle this problem, past research developed simple sensitivity index measures assuming a linear impact of nonignorability and missingness in outcomes only. These restrictions limit their applicability for studies with missingness in both outcome and covariates. Nonignorable missingness in this setting poses significant new analytic challenges and calls for more general and flexible methods that are also computationally tractable even for large datasets. In this paper, we relax the restrictions of extant linear sensitivity index methods and develop nonlinear sensitivity indices that maintain computational simplicity and perform equally well when the impact of nonignorability is locally linear. On the other hand, they can substantially improve the effectiveness of local sensitivity analysis when regression outcomes and covariates are subject to concurrent missingness. In this situation, the local linear sensitivity analysis fails to detect the impact of nonignorability while the proposed nonlinear sensitivity measures can. Because the new sensitivity indices avoid fitting complicated nonignorable models, they are computationally tractable (i.e., scalable) for use in large datasets. We develop general formula for nonlinear sensitivity index measures, and evaluate the new measures in simulated data and a real dataset collected using the ecological momentary assessment method.
Introduction
Evidence-based population studies rely heavily on relevant and proper data. However, despite best efforts to collect representative samples to infer about the underlying populations, the available data are often plagued by various selection issues such that a subset of ideal data is systematically excluded with respect to particular attributes. For instance, frequently, we can only obtain or use a subset of a random sample because at least one element of the ideal data is unobserved for some study units either due to uncontrollable behaviors of study units or unanticipated sampling requirements. Such selection issues may render the resulting data unrepresentative of the underlying populations, which threatens the validity of standard analyses designed for random samples by introducing potentially significant selection bias into these regular analyses.
Statistical methods dealing with selection issues in such situations almost always require making some important but unverifiable assumptions about the missing data process. One frequently invoked assumption is ignorability [1] . For likelihood-based and Bayesian inference, ignorability requires that data be missing at random (MAR), and that parameters governing the complete data generation process and those governing the missing data mechanism are distinct. When ignorability does not hold, standard analyses ignoring this selective data feature can lead to incorrect statistical inferences. Because the ignorability can include unrealistically extreme scenarios of nonignorability [18] . Furthermore, the computation can become prohibitive because of the need to repeatedly fit alternative nonignorable models. In some situations, it can be advantageous to combine different methods. Xie and Qian [15] combine a local sensitivity analysis with bound analysis to account for an unknown mixture of dropouts and intermittent missingness in longitudinal data.
Our application considers the nonresponse issue in EMA studies. EMA, as a real-time data capturing method, has become increasingly important in health studies [28] . By sending prompts to mobile devices held by study participants and asking them to provide answers to various survey questions in real-time, EMA studies can provide more accurate data. An ideal EMA study collects data for all planned measurements. However, like most studies involving human subjects, missing data are ubiquitous and unavoidable. For example, when studying the question 'Are moods just prior to smoking different than moods during random background times', there can be a moderate amount of nonresponses to the random prompts on study participants' handheld computers. One can never be certain that these nonresponses are random. It may be suspected that subjects do not respond to the random prompts when their moods are worse, and thus the observed moods from answered random prompts are a biased representation of random background moods. We apply our new nonlinear index method to quantify the potential bias from such missing data in EMA studies.
In terms of the organization of this paper, after a brief review in Section 2, we develop general formula for nonlinear sensitivity index in Section 3. We discuss index calibration in Section 4 and then apply the methods to simulated data in Section 5 and a real EMA dataset in Section 6.
A review of the index of local sensitivity to nonignorability methodology
Previous development in the ISNI methodology considers the case of missing outcomes only. Let Y be a random variable with density function f y ( y|x) on the sample space Ω Y , where y is the parameter of interest and x contains data on a set of fully observed covariates. Let G be the completeness indicator for Y, where G = 1 if Y is observed and G = 0 if otherwise. The variable G follows the probability density function f 0 , 1 (g|s, y), where the parameter 0 associates the probability of missingness with a set of fully observed missingness predictors s, and the nonignorability parameter 1 associates the probability of missingness with the potentially unobserved outcome Y. Typically the missing data model is specified in a way such that it corresponds to MAR when 1 = 0. Viewing missing data as a special case of coarse data [29, 30] . Given the aforementioned identification issue that is well recognized in the literature, an alternative and more prudent approach is to perceive the aforementioned nonignorable model as provisional and to perform a sensitivity analysis over a plausible range of values for 1 . For any value of 1 , we must obtain (̂y ( 1 ),̂0( 1 ) ) by maximizing L over ( y , 0 ), and compare inferences for the range of 1 values. However, computational cost can be very high because of the need to repeatedly evaluate the integrals
Developing nonlinear sensitivity index method
In this section, we develop nonlinear sensitivity indices for selective missingness in both the outcome and covariates. In regression analysis, covariates are variables that are possibly predictive of the regression outcome. Covariates are included in the analysis because their relationship with the outcome may be of direct interest or they may serve as confounding, mediating or interaction variables. The development of ISNI so far assumes that only the outcome Y is subject to missingness while the covariates in X are fully observed. Thus, the current ISNI formulas are not computable with missingness in both the outcome and covariates because they require known covariate values. More importantly, as will be shown below, the impact of nonignorability takes a highly nonlinear form around the MAR model and consequently requires the development of new nonlinear sensitivity indices.
Selection models
In order to permit simultaneous missingness in response Y and some covariates in X in evaluating the impact of nonrandom nonresponse, we expand the selection model as described in Section 2 to include a model for missing covariates. We consider here models for cross-sectional data although our index approach is general and can be extended to more complex models. We rewrite the covariates in the response model as (X, W), where W denotes fully-observed covariates, and X denotes the covariates subject to concurrent missingness with Y. Let f x (X|W) denote the probability model for X given the fully observed covariates W. If X consists of a single covariate, a generalized linear model can be used for f
} , Ψ i is the canonical parameter as a function of the parameter ; functions b(⋅) and c(⋅, ⋅) determine a particular distribution in the exponential family; a( ) = ∕v, with the dispersion parameter and a known weight v. If X consists of multiple covariates (X 1 , X 2 , · · · X P ), we can consider using a product conditional model where
In the product conditional model, each of f x j (X j |W,X j ), j = 1, · · · , P can be modeled using the above generalized linear model, whereX j = (X 1 , · · · X j−1 ) when j > 1 andX j is null when j = 1. We further let
When all the missing variables are continuous, a popular modeling approach is to model the missing covariates and outcome, sometimes after some transformation, using a multivariate normal model (MVN). We note that the MVN is equivalent to a product of univariate conditional normal models. As a result, the MVN is a special case of our product conditional modeling approach as described earlier. Our conditional modeling approach is more general and flexible because it can flexibly model non-normal continuous distributions such as Gamma, Inverse Gaussian, etc. Chen, Xie and Qian [31] provide a more detailed discussion and comparison of product conditional models and the MVN approach.
To investigate the potential impact of nonignorable nonresponse, we need to posit a missing data model describing the response behavior. As shown extensively in literature, the joint selection model is typically unidentifiable because observed data provide little information for distinguishing different selection mechanisms. Even when the model is weakly identified, the estimation of selection models can be highly sensitive to the strong model assumptions, such as those made in the main outcome model. Thus, a sensible approach is to view the missing data model as provisional and use it as a device to perform sensitivity analysis. As such, it is important for the missingness mechanism model to be plausible and the parameters in the model to be interpretable. With this in mind, we assume the following model for describing the response behavior for subject i:
where G i = 1(0) if the ith subject responded (did not respond), h(⋅) is the inverse link function, s i includes a set of observed predictors for response, 1 = ( 1x , 1y ) is a vector of nonignorability parameters that associate the probability of missingness with the outcome and the covariates that were concurrently missing when there was no response. When the nonignorability parameter 1 departs from the point of zero, the nonresponse probability depends on the potentially unobserved outcome and covariate values. Consequently, the observed outcomes become a selective subset of the outcomes to be collected, which can cause selection bias in the MAR estimates of the outcome model parameters. The general nonresponse model includes the following two special cases.
Special case 1: Y-dependent-only Nonignorability, where 1x = 0, and
Special case 2: X-dependent-only Nonignorability, where 1y = 0, and
Generalized nonlinear indexes of local sensitivity to nonignorability
Under the earlier joint selection model, we have the log-likelihood as
where 
, y mis i
)
. As compared with the likelihood in Eq. (1) which involves missingness only in the outcome, the nonignorable missing data problem with simultaneous missingness in both the outcome and covariates becomes considerably more difficult to handle because of the multi-dimensional integrals shown in Eq (2). It is a computational challenge and time-consuming to directly estimate a range of joint selection models which requires evaluating the aforementioned complicated nonignorable likelihood many times. The computational cost can even become prohibitive for large datasets that have a large number of high-dimensional integrals. These difficult issues hinder the use of principled methods in many studies to quantify the impact of nonrandom missingness, and call for tractable methods that are easily scalable to those large data.
Besides the aforementioned computational challenge, the impact of nonignorability takes a highly nonlinear shape around the MAR model, and thus the current linear ISNI approach loses its effectiveness. Thus, there is a need to generalize ISNI to make it applicable in a wider range of applications. Let̂( 1 ) = (̂y ( 1 ),̂x( 1 ),̂0( 1 ) ) be the Maximum Likelihood estimate (MLEs) given 1 , and̂k( 1 ) be the kth element of̂( 1 ). We propose to employ a second-order Taylor-series expansion of the MLEs of model parameters as a function of 1 . , w i ) denoting the probability of being observed under the MAR model. The superscript obs (mis) indicates that the corresponding data element is observed (or missing).
As shown earlier, the first-order sensitivity consists of two components: ISNIL y and ISNIL x , which correspond to the sensitivity attributable to outcome-dependent nonignorability (i.e., with respect to 1y ) and that attributable to covariates-dependent nonignorability (i.e., with respect to 1x ), respectively. Both sensitivity components involve the product of two parts, with the first part being the inverse Fisher information matrix of the MAR model, and the second part evaluating the orthogonality of y and nonignorability parameters ( 1y and 1x , respectively). Note that in the case of unit nonresponses when the outcome and covariates are missing simultaneously, the MAR analysis coincides with the complete-case analysis. It then follows from [32] that in the case of unit nonresponse, there is no selection bias on the MAR estimates of the outcome models if the selection only depends on missing covariates, and selection bias in the MAR estimates of the outcome model only occurs when the nonresponse depends on the missing outcome values. This is manifested by the results that ISNIL x (̂y) = 0, as the expected values of missing covariates given the observed covariate values are independent of y under MAR.
An example: simple linear regression
To illustrate the extended linear ISNI and its limitations, we consider an example where the ideal outcome model is
) and the response model logit(P(G i = 1)) = 0 + 1x x i + 1y y i . Using the general formula for ISNIL earlier, we can show the first-order linear ISNI for the parameter estimates of primary interest as follows:
where n m is the number of missing observations and̂2(0) is the MAR estimate of 2 . The analysis shows that the MAR estimatê1(0) for the parameter associated with the missing covariate needs no first-order adjustment because both ISNIL y (̂1) and ISNIL x (̂1) are zeros. This seems to contradict with the intuition that the parameter estimates should be affected by the 1 value when the probability of missingness depends on the outcome. To understand why the first-order sensitivity index is inadequate here, we consider an analysis of simulated data under the special case of outcome-dependent nonignorability, that is, by setting 1x = 0. We simulated the ideal outcome Y from the earlier simple linear regression model with 0 = 0, 1 = 1, 2 = 1 and i = 1, · · · , 1000, and the covariate
, where x = 0, x = 1. The response behavior follows a logistic regression model: logit Figure 1 (A) plots one fifth random subsample from the simulated data that has the proportion of missingness being 33.8%. Figure 2 shows the analysis using the simulated dataset. The solid curve shows the exact sensitivity curve of̂1( 1 ), which was computed by maximizing the log-likelihood in Eq. (2) for the joint nonignorable selection models for a range of values for 1 . As shown in Figure 2 , the parameter change around the MAR model takes a quadratic U-shaped nonlinear form. At the MAR model, its first-order derivative is zero, just as shown from the computation of ISNIL earlier.
To further understand why the parameter estimate can take this non-monotonic U-shaped form when X and Y are subject to concurrent missingness, it is helpful to consider the following heuristic example. Figure 3 presents a comparative analysis of two simulated data sets. We first generated one complete data set from the simple linear regression model described earlier. We then generated missing data using the earlier logistic response behavior model where 1 = 1 for the left plot and 1 = −1 for the right plot in Figure 3 . Each plot in Figure 3 plots one fifth random subsample from the simulated data. The black dots and red pluses in the plots denote the observed data and missing data, respectively. The thick solid and dashed lines represent the fitted regression line using the complete data and observed data, respectively. When there is quadratic U-shaped impact of missing data on the MAR slope estimate as found earlier, we would expect the slopes of thick dashed line for 1 = 1 and 1 = −1 have the same directional change relative to the slope of the thick solid line. This is indeed the case: as shown in Figure 3 , the slopes of the dashed lines fitted using the observed data for 1 = 1 and 1 = −1 are both smaller than the slope of the thick solid line. It is clear from Figure 3 that the missing data in the two plots of Figure 3 not only have very different outcome values but also very different covariate values, which can cause the slope estimate to have bias in the same direction, and consequently, a U-shaped form of parameter changes around the MAR model. In contrast, for a dataset in which only Y is subject to missingness and X is always observed, the predicted position for missing data is forced to have the same X value with all posited 1 values. Therefore, opposite nonignorability (i.e., when the posited 1 values have opposite signs) will typically give opposite directional change in estimates and yield approximately linear impact around MAR. Our aim here is to use this heuristic example to aid in understanding the source of the observed nonlinear U-shaped impact of missing data and to motivate our development of nonlinear ISNI methods. In the following section, we will formally develop the nonlinear sensitivity indices when both X and Y are subject to missingness as well as not only for the outcome-dependent nonignorability but also for the more general outcome-dependent and covariate-dependent nonignorability.
Step 2: developing measures of higher-order sensitivity
For notational simplicity, we rewrite 1 = ( 1x , 1y
) . We let 1p and 1q denote two generic elements in the 1 vector. As shown in Appendix A, we have
where for arguments a, b, c,
for the argument u, and̂j y denotes the jth element of̂. As shown, ISNIQ(̂y) is a sum of terms, where each term is generally a product of three components with the first component evaluating the inverse Fisher information matrix for the ideal outcome model, the second component capturing the orthogonality among y , 1 and the other model parameters, and the last component assessing the first-order sensitivity of the other model parameters with respect to 1 . All three components in each term are evaluated under the MAR model that simplifies computation considerably. According to the aforementioned general result, we have
As shown earlier, ISNIQ pq (̂y)=0 when 1p , 1q ∈ 1x for the same reason as that for the result of ISNIL x =0.
An example: simple linear regression: continue
For the joint selection models considered Section 3.4, using the aforementioned general formula for ISNIQ and the terms derived in Appendix B, we have for 1 = ( 1x , 1y ) = ( 11 , 1y )
are the MAR estimates of 1 , 2 and 2 x , and n o = n − n m . All these entries in the ISNIQ matrices are evaluated using the MAR estimates only. As shown earlier and in Section 3.4, when Y and X are subject to concurrent missingness, the MAR slope parameter̂1(0) has no first-order sensitivity (i.e., both ISNIL x (̂1(0)) and ISNIL y (̂1(0)) are zeros) whereas the ISNIQ matrix for̂1(0) has non-zero entries, indicating the importance of examining the higher order sensitivity.
Index calibration

Y-dependent nonignorability
The ISNI value depends on the scale of the outcome Y and the covariates in X when they are continuous because in this case, the magnitude of 1 = depends on the scale of Y and X. As a result, scale-free index calibration can facilitate the use and interpretation of the index. We first consider approaches to calibrating the sensitivity index in the simpler case of Y-dependent nonignorability where 1 = ( 1y ), which effectively sets 1x = . One approach is to evaluate changes in parameter estimates for a magnitude Copyright of nonignorability where one SD change in Y is associated with an odds ratio of e 1 = 2.7 in the probability of being observed, that is, when 1 
, which can be considered as one standardized magnitude of nonignorability.
Alternatively, we can compute the minimum magnitude of nonignorability that is needed for the selection bias to be equal to one standard error and evaluate whether such nonignorability is feasible. Specifically, note that for j (the jth element of ), we havêj
ISNIQ yy (̂j). From the aforementioned equation, we compute the smallest value of 1 , denoted as̃1, that causes the right hand side of the aforementioned equation to be same as one standard error. To put thẽ1 value in the scale of standardized magnitude of nonignorability defined earlier, we define a sensitivity transformation c statistic as c = | |̃1 * Y | | . The c statistic informs us that in order for selection bias to be as large as the sampling error, the magnitude of nonignorability needs to be at least as large as that with which 1 c SD change in Y is associated with an odds ratio of 2.7 in the probability of being observed. Note that when the c statistic is large, it means that only extreme nonignorability can make the selection bias to be as large as the sampling error, and consequently, nonignorability is of less concern. When the c statistic is small, modest nonignorability can cause selection bias to be as large as the sampling error, and consequently nonignorability is of concern. Following [8] , we suggest using c = 1 as a general cutoff value for important sensitivity. Note that when the ISNIQ=0, we have c = | | |
S.E. * Y ISNI
| | | which reduces to the c statistics defined in [8] for the case of linear ISNI only.
For the case where Y has only a single natural scale, such as a binary variable, re-scaling is not required. One can directly evaluate changes in parameter estimates for a magnitude of nonignorability such that one unit change in Y is associated with an odds ratio of e 1 = 2.7 in the probability of being observed, that is, when 1 = ±1. Alternatively, one can compute the sensitivity transformation c statistic as c = |̃1|.
Y-and-X-dependent nonignorability
We next consider the situation of Y-and-X-dependent nonignorability where 1 = ( 11 , · · · 1P , 1y ). For continuous outcome and covariates, one can hypothetically standardize these continuous variables to all have SD of one, and consider the missing data model Prob(
. This rescales continuous variables in the unit of their SDs. If any of these variables has only a single natural scale, such as a binary variable, rescaling this variable by standardization is not required, and the natural scale for this variable is used in calibration. Extending the idea for the aforementioned univariate nonignorability case to the multi-dimensional situation, we can examine the changes in the parameter estimates when we perturb * 1 from the point of zero to points on the hyperball of radius one, which is equivalent to a magnitude of nonignorability such that
where ‖ ⋅ ‖ is the Euclidean distance of the perturbation from the point zero. It is readily seen that
where in the right-hand side of the aforementioned equation the outcome and covariates are all on the original scales. We could consider a particular perturbation point in the unit hyperball with additional inputs given from subject experts. In the absence of such external inputs, we recommend considering the range (minimum and maximum) of changes in estimates achievable in the hyperball as
Note that by setting 1x = ( 11 , · · · , 1P ) = 0, this evaluation reduces to the special case of the univariate Y-dependent nonignorability. Unlike the univariate case, the multidimensional case considers a broader range of configuration of nonignorability and reasons for nonignorable nonresponse with the cumulative magnitude of nonignorability roughly comparable with that in the univariate case. Except in the simpler univariate nonignorability case and some other simple cases where close-form solutions for obtaining the range are available, in general, obtaining the range requires a numerical search procedure (e.g., using optimization procedures implementing the Lagrange multipliers method). Finally, we define the c value as the minimum value of ‖ ‖ ‖ * 1 ‖ ‖ ‖ for which the maximal absolute change in the parameter estimatêj is the same as its standard error.
Illustration on simulated data
To illustrate the use of the nonlinear ISNI and demonstrate its superiority, we apply it to simulated data from the simple linear regression example described earlier. Specifically, we generated random ideal datasets from a simple linear regression model:
where 0 = 0, 1 = 1, 2 = 1 and i = 1, · · · , 1000, and the covariate
, where x = 0, x = 1. The response behavior follows a logistic regression model: logit
, where the binary indicator G = 1 (responded) and G = 0 (nonresponded with x and y both missing). The values of 0 and 1 = ( 1x , 1y ) are varied so that the resulting datasets have varying amounts of missingness and varying degrees and types of nonignorable missingness. As shown before, for the case of X−dependent-only nonignorable nonresponse where the response probability depends on X but independent of Y (i.e., 1y = 0), there is no biasing effect of nonresponse on the ideal outcome model parameters, and consequently, there is no need to do the ISNI adjustment. Therefore, we summarize the simulation results for the other two more complex and relevant cases of nonignorable nonresponse.
We first consider Y-dependent-only nonignorable missingness and generated 12 random samples with 1x = 0, 0 = 1, 2 or 5, 1y = ±1 or ±0.5. Figure 2 shows the analysis based on the simulated dataset with 0 = 1 and 1y = 1 with the proportion of missingness being 33.8%. The solid curve shows the exact sensitivity curve of̂1( 1 ), which was computed by maximizing the the log-likelihood of the joint nonignorable selection models in Eq. (2) , where ISNIL y = 0 and ISNIQ yy = 0.290 for the dataset using the formula derived in Section 3.4 and 3.6, and the MAR estimatê1(0) is 0.81 as shown in Table I . Assuming Y−dependent nonignorability, the computation of ISNI-adjusted estimates requires only knowing ISNIL y and ISNIQ yy . The columns
' and '
' in Table I present the numerically evaluated first and second derivatives at the MAR model using the values obtained from the exact sensitivity curve. In the simulated dataset, the numerically evaluated derivatives are 5e-16 (i.e., 5 × 10 −16 ) and 0.292, respectively, and are very close to the ISNIL and ISNIQ values, demonstrating that ISNIL and ISNIQ indeed calculate the first and second derivatives of the sensitivity curves at the ignorable model, but without the need to fit any nonignorable models. Figure 2 demonstrates the superiority of the higher-order ISNI approximation (broken line) over the first-order ISNI approximation (dotted line). In Figure 2 , the first-order ISNIL approximation, as the tangent line of the exact sensitivity curve at MAR, is flat, even though the estimates on the exact sensitivity curve (the solid line) vary substantially around the MAR model. Clearly in this case, it is necessary to compute the higher order ISNI to adequately capture the sensitivity of estimates to nonignorability. The conclusions from the plots (not shown here) of the other simulated data sets are the same in that they all show that the NISNI method significantly improves upon the first-order approximation and provides reasonably accurate and quick assessment of the impact of moderate nonignorability on the MAR analysis.
We next consider the outcome-and-covariate-dependent nonignorable nonresponse and generated 24 random datasets with 0 = 1, 2 or 5, and (a) 1x =
In (a) and (b), we have ‖ ‖ 1 ‖ ‖ = 1 and 0.5, respectively, the same as that in the aforementioned Y−dependent-only case. Figure 1 (B) plots the simulated dataset with 0 = 1, 1y = 1x = √ 0.5 and proportion of missingness being 31.4%. In the scatterplot, the observations with small values of Y and X tend to be unobserved, causing downward bias in the MAR slope estimate which is 0.82 as shown in Table II . We then use the following equations to compute the ISNI-adjusted estimates.
where as shown in Table II , ISNIL =̂1 Figure 4 plots the exact sensitivity surface,̂1( 1 ), which was computed by maximizing the the log-likelihood in Eq. (2) for the joint nonignorable selection models at a grid of values for ( 1x , 1y ). The computation of the exact sensitivity curve involves fitting complicated nonignorable models repeatedly that takes hours to compute. In contrast, the computation of nonlinear ISNIs takes only a few seconds. It is clear that the surface formed bŷ1 ISNIQ provides much better approximation to the exact sensitivity surface of̂1( 1 ) than that usinĝ1 ISNIL . The columns '
and '
' in Table II , respectively, and are very close to the ISNIL and ISNIQ values, demonstrating again that ISNIL and ISNIQ indeed calculate the first and second derivatives of the sensitivity surface at the ignorable model, but without the need to fit any nonignorable models. Although both linear components, ISNIL x and ISNIL y are zeros, the reasons are different. In Figure 4 , when 1y = 0, the estimate remains unchanged implying X−dependent-only nonignorability does not impact the estimates in the outcome model. On the other hand, ISNIL y = 0 because the estimate varies around the MAR model in a highly nonlinear U-shaped form around the MAR model. Because ISNIL are zeros, the first-order ISNI sensitivity surface becomes a flat plane at the MAR estimate, and cannot capture the sensitivity of estimates around MAR model. Similar to the result for the Y−dependentonly nonignorability, the generalized NISNI method significantly improves upon the linear ISNI method and provides adequate and fast evaluation of the local sensitivity of MAR estimates to nonignorability. Table I and Table II summarize the simulation results for all simulated datasets. The variation in the response model parameters gives us a range of missing proportions. As shown in these tables, the larger the missing data proportion, the smaller the c statistic indicating larger sensitivity to nonignorable nonresponse when the amount of missing data increases. Furthermore, the c statistic tends to be smaller for Y-and-X-dependent nonignorability than for Y-dependent-only nonignorability. This is expected because Y−and−X−dependent nonignorability includes Y−dependently-only nonignorability as a special case and has the potential to identify larger sensitivity for a broader configurations of nonignorable nonresponse. Finally, within either type of nonignorable nonresponse, the value of NISNI or c statistic is not Table II The solid surface is the exact sensitivity surface that plotŝ1( 1x , 1y ) for a grid of values of ( 1x , 1y ), which involves fitting complicated nonignorable models repeatedly at these grid values that takes hours to compute. The points denote the estimates using the nonlinear ISNI (NISNI) method which avoids fitting any nonignorable model and takes only a few seconds to compute. The flat plane formed by the dotted lines represents the estimates using the linear ISNI method.
related to the 1 value because the sensitivity analysis should not be expected to inform the magnitude of nonignorability.
Application to an ecological momentary assessment study
The NIH has designated the topic of real-time data capture as an important and innovative research area [28] , and EMA has become a vital data collection method in cancer research (e.g., [33, 34] ). Data come from a longitudinal study of the natural history of smoking among adolescents (PO1CA098262, PI R. Mermelstein). The Electronic Diary component of the study involved sampling novice smokers who were in 9th and 10th grades; 461 adolescents (55.1% female) were recruited as part of the larger study (total N of 1263) and completed the baseline assessment for this study. Data collection occurred via hand-held palmtop computers. Each data collection wave included 7 consecutive days of monitoring. Each random prompt was date-stamped and time-stamped and recorded whether the interview was completed, missed, delayed, or disbanded. The random interviews asked about mood, activity, location, companionship, presence of other smokers, and other behaviors. In addition to the random prompts, participants were trained to event record smoking episodes. The 'smoke' interviews included the same questions as the random prompts, and in addition, asked about specific smoking-related items (e.g., how much smoked, how the cigarette was obtained, etc.). Thus, we will be able to compare the subjective and objective contexts surrounding the smoke and random times. Although the smoking-mood link has been well studied among adults, in particular those trying to stop smoking, much less is known about how mood is associated with smoking among adolescents. Understanding more about the mood-smoking relationship in adolescents can help identify who is most at risk for smoking escalation and developing nicotine dependency, as well as providing insights into intervention development.
As compared with more traditional data collection methods, EMA provides an excellent window into the lives of subjects. In smoking-related studies, EMA captures subtle variations in mood as they occur, and can do so more accurately than other measurement modalities [34, 35] . With the use of random assessments that are independent from the occurrence of specific smoking events, EMA can provide useful comparison information about background mood, and allow us to address several critical questions about mood-smoking relationships among adolescents, including: Does smoking help to regulate mood and how? Are moods just prior to smoking different than moods during random background times? In addition, identifying potential mediating variables may also help in the prediction of smoking escalation among relatively novice smokers.
In this section, we apply the NISNI method developed here to quantify the impact of nonignorable prompt nonresponses in EMA data analysis, and to more reliably address these questions concerning the mood-smoking relationship by accounting for the impact of potential nonignorable prompt nonresponse. In the application, we focus on the cross-sectional data from the first collection occasion of the EMA data. About 3% of the observations in the subsample are smoking events with the rest of the subsample coming from random prompts. About 20% of these random prompts were not answered. One study aim is to investigate the mood-smoking relationship in young adults, and to consider the following linear regression model for the ideal outcome:
where the outcome Mood is the negative mood prior to the prompt signal or smoking event with higher values indicating worse mood, SmkEvent denotes a variable indicating whether the observation is from a random prompt(=0) or a smoking event(=1); Social denotes a measurement of social isolation prior to the prompt signal or smoking event. Both Mood and Social are the averages of several individual items and as a result take nearly continuous values. Specifically, Mood is the average of a subject's evaluation of the following five items: I felt sad, I felt stressed, I felt angry, I felt frustrated, and I felt irritable, where each of the five items is on a rating scale from 1 to 10. Social is the average of a subject's evaluation of the following three items: I felt ignored, I felt left out, and I felt lonely, where each item is on a rating scale from 1 to 10. Subjects are queried about their social isolation and negative mood status just prior to receiving the random prompt signal or prior to smoking. The purpose of the analysis is to use the data from both random prompts and smoking reports to examine the following question when studying moodsmoking relationship: Are moods just prior to smoking different than moods during random background times? For this purpose, the regression coefficient for SmkEvent compares the mood outcome prior with smoking with that at random background times. There are various reasons to incorporate additional variables such as Social as covariates in the aforementioned regression model: the Social variable can mediate the mood-smoking relationship or serve as a confounding contextual variable that simultaneously affects mood and smoking behavior but not in the mood-smoking causal pathway.
Missing data arise because of nonresponses to the random prompts, which leads to the mood outcome being missing, as well as the contextual factor Social associated with the missed random prompts. However, if mood affects adolescents' compliance with answering data collection prompts, then our conclusions about the mood-smoking relationship may be biased. For example, if high positive moods are associated with missing, then the overall random background mood appears less positive (worse), and it will be harder to find differences in mood level between smoking and random times leading one to conclude that smoking is not associated with negative moods. If, on the other hand, negative mood states are associated with missingness, then background level of mood looks better (more positive), and we may conclude that there is a stronger relationship between negative mood and smoking than really exists. Thus, evaluating and controlling for the potential bias from such missing data is extremely important in EMA studies. To investigate the potential impact of nonignorable nonresponse, we assume the following prompt nonresponse model: logitP(G i = 1) = s i 0 + 1x * social i + 1y mood i , where s i = (intercept, SmkEvent) i . We assume a normal linear regression model for the ideal data on the covariate Social, where Social i = (Intercept, SmkEvent)
We first conducted the MAR analysis and then conduct both linear and nonlinear ISNI analysis assuming mood−dependently-only nonignorability by fixing 1x = 0 in the earlier prompt nonresponse model. The MAR analysis results for the mood outcome regression model are summarized in Table III and show that smoking is indeed associated with higher negative mood just prior to smoking as compared with that at random background times, and this smoking-mood relationship is statistically significant after controlling for social isolation with a p-value of 0.02. The MAR analysis also shows the statistically significant association between the outcome mood and the covariate Social. These MAR estimates are potentially biased with nonignorable nonresponse to random prompts. Thus a commonly asked question is how reliable or trustworthy the standard MAR analysis is. The purpose of our index development (including index calibration) as a sensitivity analysis tool is to provide researchers with new scientific knowledge to directly investigate this question. One can use ISNI analysis to conveniently gage the sensitivity of these MAR estimates to nonignorable nonresponse, which avoids fitting any complicated nonignorable models and only requires readily-available MAR estimates. We note two important limitations of the extant ISNI methods that prevent their use in this type of EMA data analysis to quantify the impact of nonignorable nonresponses. First, the extant ISNI methods require that all the covariates in a regression model be fully observed and are not computable with missing covariates, such as when the covariate Social is subject to missingness. Second, the extant ISNI methods can fail to detect the nonlinear U-shaped impact of nonignorability around the MAR model when the regression outcome and covariates (e.g., mood and Social in this EMA data analysis) are subject to concurrent missingness. To overcome these limitations of the extant ISNI methods in examining the likely impact of nonignorable prompt nonresponse on the MAR estimates, we apply our new NISNI method proposed in this paper to the EMA data. The results on both the ISNIL and ISNIQ values as well as the calibrated range of parameter changes and c statistics are reported in Table III . The column 'Est . This examines the range of MLE estimates for a moderate nonignorability such that one standard deviation change in Y (i.e., mood) is associated with an odds ratio of prompt response being e 1 = 2.7 or e −1 = 0.37. With this moderate nonignorability, the range of possible MLE coefficient estimates for SmkEvent is (0.862, 1.362) with the left endpoint of the sensitivity interval having a p-value of 0.07. The c statistics are 1.93 under both the ISNIL and ISNIQ, suggesting that the potential impact of nonignorable nonresponse on the estimate is small relative to its sampling error. The overall conclusion here is that for the MAR estimate of the SmkEvent parameter, strong nonignorability is needed to have selection bias because of nonignorable nonresponse to be comparable with sampling error although the strength of statistical evidence for the mood-smoking relationship could be somewhat reduced in that the p-value could increase from 0.02 to 0.07 for moderate nonignorability. One may consider ways to reduce sampling error of the mood-smoking relationship MAR estimate to increase the robustness of its testing result to nonignorable missingness. The c statistic for the intercept parameter in the mood outcome model using ISNIQ (=0.86) is noticeably smaller than that using ISNIL (=1.04), suggesting larger sensitivity detected when permitting the nonlinear impact of nonignorable nonresponse. The sensitivity of the intercept parameter in the mood outcome regression model is understandable as it measures the conditional mean of mood from the random prompts which is likely subject to sensitivity to selective missingness. The most significant difference between the linear and nonlinear ISNI analysis is for the parameter estimate of Social. The c statistic using ISNIQ is 0.96 while it is ∞ when using the ISNIL alone, indicating that the linear ISNI analysis is unable to detect any impact of nonignorability on the coefficient of the covariate Social whereas there are in fact significant changes in parameter estimates relative to sampling error. In this case, it is critical to use nonlinear indices to measure properly the impact of nonignorability.
We further conduct nonlinear ISNI analysis that permits mood−and−Social−dependent nonignorability where the nonresponse probabilities are allowed to depend on both mood and social isolation, with results reported in Table IV . As compared with results assuming mood−dependently-only nonignorability, the c statistics are somewhat smaller. Despite numerical differences in the calibrated range of parameter changes and the c values, the sensitivity analysis results remain qualitatively unchanged with respect to the type of nonignorability (mood−and−Social−dependency vs. mood−dependency-only).
Discussion
Missing data are the rules rather than the exception in many studies. There is a strong need to evaluate the impact of nonignorable missingness on standard MAR analysis so that researchers can judge when such nonignorable missingness may be a concern and require attention. For example, systematic biases in nonresponses may affect conclusions about the effects of controlling variables or patterns of health behaviors, therefore demanding quantifications of such potential biases. Modern electronic data capturing methods, such as the EMA methods, can collect a large amount of detailed data and raise new challenges when evaluating the impact of nonignorability in these contexts, including computational prohibitiveness and more complex effects of nonignorability. Developing simple-to-compute index methods to measure the sensitivity to nonignorability tailored for these new type of data is attractive. This research represents our first step to develop such tools for these emerging types of data, including those from EMA studies.
Prior research has focused on the linear sensitivity index for the situation of missing response outcomes. In this work, we have developed more general nonlinear sensitivity index measures that can handle concurrent missingness in response and covariates and more complex nonignorability mechanisms, and can capture a highly nonlinear impact of nonignorability around the MAR model. Our data analyses demonstrate that the existing linear sensitivity index can fail to detect the dependence of the estimates on the MAR assumption whereas the newly developed nonlinear index measures can, and the difference can lead to qualitatively different conclusions regarding the impact of nonignorability on the MAR estimates. At the same time, these new indices maintain computational simplicity by avoiding fitting any complicated nonignorable models, and thus are well suited for use in rich data environment nowadays.
In practice, our sensitivity indices can be useful in the following ways. First, the investigators can use the indices to incorporate sensitivity analysis results into the primary reporting. Tables III and IV provide examples of how our sensitivity analysis results can be incorporated into the primary reporting and be used to evaluate the impact of moderate and plausible nonignorability on parameter estimates relative to sampling errors. Second, our sensitivity indices can be used for informing more efficient efforts to collect additional data. The investigator may choose to collect additional data, such as refreshment samples [23] , to better understand the missing data mechanism, and then explore the use of the information regarding the missing data mechanism provided by the additional data. These efforts would require additional resources and time in collecting data as well as constructing and fitting more complicated models. Our method can be useful for quickly screening for datasets in which the impact of nonignorability is important before deciding to invest a great deal of valuable resources to collect additional data and to perform arduous modeling.
Although this research is motived by the nonresponse issue in EMA data, there are a much broader range of applications for the NISNI method developed here. First, the proposed method can easily generalize to a variety of relevant research areas, including the assessment of pain and symptoms as well as diet and exercise, and to other types of real-time data that become increasingly available because of technological advancement. Second, similar issues occur often in more traditional types of data. For example, when a subject misses one visit in a clinical trial study or in a observational cohort study using more traditional data collection methods, both the outcome and subject-specific time varying covariates to be collected in the missed visit will then be missing simultaneously, as noted in [15] . This creates the same type of missing data pattern as considered here for EMA data with prompt nonresponses. The NISNI method developed here can also be applied in these more traditional types of data to quantify the potential impact of nonignorability.
One limitation of this paper is that we restrict our analysis to the cross-sectional EMA data. Although the cross-sectional EMA data maintains the benefit of ensuring ecological validity of data by measuring the participants' current states in everyday environments and minimizing the recall bias as compared with traditional retrospective data, the analysis does not exploit its intensive longitudinal information within the entire EMA measurement period. It is natural to extend the methodology presented here to Copyright the longitudinal setting, which will involve the joint longitudinal modeling and analysis of the outcome and covariates that are subject to missingness. This involves substantially more modeling and analytical work, which we plan to pursue in the future.
Appendix A: Derivation of nonlinear sensitivity index
For each fixed value of 1 , the conditional estimateŝy( 1 ),̂x( 1 ) and̂0( 1 ) satisfy the following condi- 
Thus for any 1 value, we have
In our local sensitivity analysis, the primary interest is to investigate the sensitivity around the standard MAR model, that is, 1 = 0. This local sensitivity can be captured by the derivatives at this point. In particular, we define the first order derivative evaluated at 1 = 0 as ISNIL and = 0, and thus the ISNIL for̂y, the parameter estimates of primary interest, iŝ
where 1+e s î0 (0) denoting the probability of being observed under the MAR model. The superscript obs (mis) highlights that the corresponding data element is observed (or missing).
From Eq. (A.1), we take the second derivative to obtain
, n x and n 0 are the length of y , x and 0 respectively,̂j y ,̂j x and̂j 0 are the jth element of̂y,̂x and 0 , respectively, and
The nonlinear sensitivity index ISNIQ is the aforementioned second derivative evaluated at the MAR model, that is, 1 = 0 as the succeeding discussion: , 1p and 1q denote two generic elements in the 1 vector, and the argument u denotêj y ,̂j x or̂j 0 . All the terms in the right hand side of the aforementioned equation are evaluated using the readily-available MAR estimates. Under the MAR and that Y and X are subject to simultaneously missingness, we further have For the simple linear regression model as considered in Section 3 of the main paper, we can further derive individual terms as following: 
