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1. INT+R~DUCTI~N 
In their fundamental paper [7], Leray and Schauder expressed the topological 
index at zero of an invertible linear perturbation of identity I-A in a Banach 
space in terms of the multiplicity of the characteristic values of A lying in the 
open unit interval. Later this result was revealed to be crucial by Krasnosel’skii 
,[4] in developing a bifurcation theory for equations of the form 
x - pAx - R(x, p) = 0 
in a Banach space, with R compact, R(x, p) = o(ll x \I), and p a real parameter. 
In a preceding paper [6] we have shown how the Leray-Schauder formula 
could be extended in the frame of the coincidence degree theory [9, IO]. This 
extension required the introduction of a concept of multiplicity for the charac- 
teristic values of pairs of linear mappings (L, A) in normed spaces, when L is 
Fredholm of index zero and A is L-compact [lo]. Such a multiplicity was 
defined in [6] under the transversality assumption 
Ax $ ImL for each x E ker L\(O) (*J 
under which the extended Leray-Schauder formula was proved in the same 
paper. 
We introduce in this work a concept of multiplicity of the characteristic 
values for (L, A) under the more general assumption that the set of those charac- 
teristic values is not C (Definition 3) and show that this new concept agrees with 
that of [6] when (*) holds (Theorem 1). We then prove in this more general 
setting the extended Leray-Schauder formula (Theorem 2) and use it together 
with some results of [5] to generalize to equations of the form 
Lx - pAx - R(x, p) = 0, 
a basic result of Krasnosel’skii’s bifurcation theory (Theorem 3). This theorem is 
then applied to give a very simple and natural proof of a recent result of Stuart 
and Toland [12] on the nonlinear SteMov problem (Theorem 4). Other applica- 
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tions of this approach to various bifurcation problems for ordinary and partial 
differential equations will be published elsewhere, also including bifurcation 
results of global nature. 
2. CHARACTERISTIC VALUES AND THEIR MULTIPLICITY 
Let X, 2 be two normed vector spaces on the complex field,L: dom L C X -+ 2 
and A: X-+ 2 be linear mappings satisfying the following conditions: 
(H,) L is a Fredholm mapping of index zero, i.e., Im L is closed in Z and 
dim ker L = codim ImL < co. 
(H,) A is L-compact, i.e., K,,,A: X-+ X a’s a compact mapping, QA: X-+ 2 
is continuous, where P and Q are respectively continuous projectors uch that 
and 
Im P = ker L, ImL = kerQ 
KP,O = GIV - Q) 
with L, the restriction of L to dom L n ker P. 
The existence of P and Q is ensured by assumption (H,) and it is proved in 
[9, lo] that assumption (Ha) does not depend upon the choice of P and Q. 
The following definition was essentially introduced in [6]. 
DEFINITION 1. If (L, A) satisfies assumptions (H,) and (H,) above, p E @ is, 
said to be a characteristic value for (L, A ) if 
ker(L - PA) # (0) 
and a regular covalue for (L, A) if the mapping 
L--A:domLCX+Z 
has a continuous inverse. 
If A: coker L + ker L is an isomorphism and LIZ Z -+ coker L is the canonical 
surjection, then for each p E @, the linear operator 
M(P) = P + r(An + KP,o)A (1) 
is compact and, as shown in [9], 
ker(L - +I) = lter[l - M(p)], (2) 
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hnd, for x E dom L, 
[I - JqP& = (An + KP,,)(L - tLA>% (3) 
MI+ Go being a linear isomorphism of 2 onto domL. Also, it follows from 
the compactness of M(p) and of (2) that I - M(p) has a continuous inverse when 
p is not a characteristic value for (L, A) and, because of the relation 
(L - /JA)-~ = [I - M(/+l(An + Kp,o), (4) 
(L - pA)-l is continuous together with Kp,-, . 
In order to be able to define a multiplicity for the characteristic values for 
(L, A) we shall make the following supplementary assumption. 
(Hs) The set of chu~ucteristic o&es for (L, A) is not C. 
A useful sufficient condition ensuring that (Hs) holds will be given later. 
DEFINITION 2. If the pair (L, A) satisfies assumptions (H,) to (Hs), a spectral 
operator for (L, A) will be any operator A,: X+ X of the form 
A, = (L - p,,A)-lA, 
where CL,, is not a characteristic value for (L, A). 
The interest of this concept is that it allows the reduction of the study of the 
spectral properties of (L, A) to that of the compact mapping A,, , as follows from 
LEMMA 1. If assumptions (H,) to (Hs) hold and ;f A, is the spectral operator 
for (L, A) associated to p,, , then 
(i) A, is compact; 
(ii) the set of the characteristic values for (L, A) is the translation by pO of the 
set of the characteristic values, in the classical sense, of A,, . 
Proof. The results follow at once from the relation, proved in [6, Lemma 3.11, 
and from assumption (H,) since, by (4), 
A, = [I - Jf(~,,)l-‘(An’ + %,,)A. 
(5) 
If we suppose now that Kppo: Z+ X is continuous, an assumption inde- 
pendent of the choice of P and Q, we obtain more information about the spectral 
properties of (L, A), which follows at once from (4). 
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LEMMA 2. If(L, A) t fi su is es assumptions (H,), (Ha) and ifL is such that Kp,o ;$ 
continuous, then each TV E @ is either a characteristic value or a regular covalue for 
(4 4. 
In order to use the concept of spectral operator for defining a reasonable 
concept of multiplicity for the characteristic values of (L, A) we need the 
following: 
LEMMA 3. If assumptions (H,) to (II,) hold and if p is a characteristic value 
for (L, A) then, for any p,, which is not a characteristic value for (L, A), the classical 
multiplicity of p - pLo as a characteristic value of the spectral operator A, is defined 
and does not depend upon p,, . 
Proof. It follows from Lemma 1 that if p (resp. pL1 and pa) is (resp. are not) 
characteristic value(s) for (L, A), then the operators 
Ai = (L - /QA)-~A (i = 1, 2) 
are compact and respectively admit p - pi (i = 1, 2) as characteristic values 
with multiplicities 
/3&L) = dim ker[l - (CL - pFLi) Ailn6(“) (i = 1, 2) 
where n,(p) is the smallest integer such that 
ker[.Z - (p - pi)Ailnfl = ker[l - (CL - &A$ (i = 1, 2). 
Now relation (5) implies that 
I- WJLL) = [I - ~(~ill[~ - (P - ~d41 (i = 1,2) 
and 
I- WP,) = [I - WPW - (PI- CL&G 
Since I - M&J (; = 1,2) is invertible, as well as I - (pr - &A, , we have 
I- (P - LL&% = I7 - Wdl-V - W/41 
= [I - (~1 - &-W[~ - (P - ~Wzl~ 
Then, using the relation 
[I- (~1 - ~,k%-~[~ - (P - CL&&~ = [I - (P - /&%l[~ - (~1 - PM&~, 
we obtain, for each positive integer n, 
[I - (P - CLEW = W - (~1 - /&W[~ - (CL - P&%I>~ 
= [I - (PI- ~&%l-~[~ - (P - P&I”. 
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Hence, for each integer n > 0, 
ker[l - (p - &4Jn = ker[l - (p - pa)AJn, 
and the proof is complete. 
Lemma 3 justifies the following: 
DEFINITION 3. If assumptions (H,) to (Ha) hold for the pair (L, A) and if 
A, = (L - p,,/l)-rA is any spectral operator for (L, A), the multiplicity B(p) of 
the characteristic value p fw (L, A) is the integer 
/3(p) = dim ker[l - (p - p,,)A,$(u), 
where n(p) is the smallest nonnegative integer such that 
ker[l - (p - p.,)A,]” = ker[l - (p - pLo)Ao]“+l. 
This definition agrees with the classical one when X = 2 and L = I because, 
for the pair (I, A), 0 is not a characteristic value and hence A,, can be chosen 
to be A. 
An interesting situation in which the multiplicity can be more easily computed 
is given by the following: 
PROPOSITION 1. Let (L, A) satisfy assumptions (H,) to (H,) and let p be a 
characteristic value for (L, A). Then 
j3(~) = dim ker(L - pA) 
;f and only if 
A[ker(L - PA)] n Im(L - pA) = (01. 
Proof. It follows from the definition that the multiplicity &) of the charac- 
teristic value p for (L, A) will be equal to the dimension of ker(L - pA) if and 
only if 
keri? - (P - P&%] = ker[I - (CL - CL~)~,I~; 
i.e., using Riesz’ theory [3] if and only if 
ker[I - (CL - ,4%1 n WI - (CL - P&I = @>. 
But the sequence of equivalences 
kW - (CL - CL~~%I n WI - (P - ~&%1 = {O> 
o ker(L - PA) n Im(L - p&)-l(L - ,uA) = {0} 
o(L - p,,.!I) [ker(L - PA)] n Im(L - pA) = {0} 
9 (p - p,,) A[ker(L - PA)] n Im(L - pA) = {0}, 
is easily verified and hence the proof is complete. 
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3. -MULTIPLICITY AND EQUIVALENCE THEOREMS 
In a preceding paper [6] we introduced, under more stringent assumptions, 
a concept of multiplicity of a characteristic value p for (L, A) through the use 
of a suitably chosen intermediate mapping M(p). We show in this section that, in 
this special context, the two multiplicities are the same. 
Let (L, A) be a pair of linear mappings satisfying assumptions (H,), (H,), and 
(Hs’) For ewery x E kerL\{O}, Ax 4 ImL. 
In this case, it is easy to check that the mapping 
l7A 1 kerL: kerL -+ cokerL 
is an algebraic isomorphism from ker L onto coker L and that 
P,:X+X, x H (l7A 1 kerL)-lZ7A 
is a continuous projector in X such that 
Tm PA :: ker L, IlA(I - PA) = 0. 
Moreover, the following lemma is proved in [6]. 
LEMMA 4. If assumptions (H,), (H,), and (Ha’) hold for (L, A), there exists 
a unique co&auous projector QA: Z + 2 such that 
ImQ, = A(kerL), ker Q, = ImL. 
Let us define now the operators M,(p), @“(CL): X + X by 
M,,(P) ~-2 P + PW’ L K,, oA )A, 
~~b-4 = PA + Am + KP,,.o,&% 
(6) 
(7) 
where P in (6) is any continuous projector onto ker L. 
LEMMA 5. If the pair (L, A) werijes assumptions (H,), (H,), and (Ha’), then, 
for each piEQ= (i = 1, 2), one has 
[I - @4(/41[~ - ~A/41 = [I - ab2Ll[~ - mPJ1. 
Proof. The result follows immediately by computing explicitly the left-hand 
member of the equality, using the properties of PA and QA and obtaining in this 
way a symmetric expression in tar and pL2 . 
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LEMMA 6. If&p& (L, A) sdrfies the ussumptiom (H,), (Ha), and (Hs’), then 
(i) I - MA(p) = (I - P + PAW - @,4(p)]; 
(ii) fore&p #Ou#ffeachnEN, 
Im[l - M”(p)]” = Im[l - mA(p) 
Proof. The first assertion is an immediate consequence of relations between 
Lp’ and L% proved in [9]. On the other hand it is not difficult to check that 
I - P + PA is a linear homeomorphism of X which leaves invariant each 
subspace of the form ker L @ Y, with Y a vector subspace of ker PA . Now, it 
follows from the properties of PA and QA that, for each p # 0, and each vector 
subspace Y C ker PA , 
[I - a&)](kerL @ Y) = kerL @ [I - J?&)](Y) 
and hence, for each positive integer n, 
Im[I - M,(p)]” = [I - M,(I.L)]“-~(I - P + PA) Im[l - lc5,(~)] 
= [I - Ma(p)ln-l Im[I - fiA(p)] = *.a 
= Im[I - MA(p)]“. 
We can now prove the equality between the multiplicities defined in [6] and in 
Definition 3. 
THEOREM 1. If the pair (L, A) satisfies assumptions (H,), (H,), and (Hs’), then 
(i) assumption (Ha) is satisfied; 
(ii) for any characteristic value t.~ for (L, A), one has 
/I(p) = dim ker[l - MA(p) 
where n(p) is the smallest nonnegative integer such that 
ker[l - M,&)]” = ker[l- Ma(p)ln+r. 
Proof. It follows from [6, Proposition 4.21 that 
I - M,(p) = (I - PLK~,~~A)(I - P - +.llTA) 
with I - P - ,uAIIA a linear homeomorphism on X for each p # 0. Assertion 
(i) follows then from this relation and the fact that the operator Kp,oP is 
compact, and thus has a nonempty resolvant set. The second assertion is trivially 
true if p = 0 is a characteristic value for (L, A) since then 
I - MA(O) = I - P, 
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and let us then assume that 1-1 # 0. Let z,+, be a complex number which is not a 
characteristic value for (L, A). Relation (5) can be written 
z - (P - PoMl = [Z - Jx4bo,)1-1[~ - Kiwi 
and hence, using Lemma 5, we have, for each positive integer n, 
[I - (cl - /.#Oln = [I- ~Ahwv - N4Wln. 
Therefore the smallest integer n(p) such that 
WZ - (P - ~&%1 n+l = ker[Z - (p - &A,,]” 
is equal to the smallest integer such that 
ker[Z - &!A(p)]“+1 = ker[Z - MA(p)]“. 
If we remark now that, by Riesz’ theory [3], 
X = Im[Z - n;i,(Z~)]~(u) 0 ker[Z - MA(~)ln(“) 
= Im[Z - MA(p)]“(u) @ ker[Z - M,.,(~)]n(U) 
and by applying Lemma 6 we obtain 
/3(p) = dim ker[Z - A?ZA(p)ln(u) = dim ker[Z - MA(~)]@(@) 
and the proof is complete. 
Theorem 1 shows that, under assumptions (H,), (H,), and (Hs’) of [6], the 
multiplicity defined in this paper as 
dim ker[Z - M,&)ln(@) 
and the one introduced here in Definition 3 are equal. If this last multiplicity, 
which holds in the more general setting of conditions (H,) to (Hs), is adopted, 
Theorem 1 gives a way of computing this multiplicity without the (difficult) 
determination of a spectral operator A, . 
4. MULTIPLICITY AND THE LERAY-SCHAUDER FORMULA 
Beyond their own interest the results of the preceding sections appear to be 
very useful in coincidence degree or index theory [6, 9, lo] for some couples of 
linear mappings. In this section X and 2 are normed vector spaces on the real 
field and (L, A) is a pair of linear mappings verifying, throughout, assumptions 
(H,) and (Hz) of Section 2. 
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If ,u E R is not a characteristic value for (L, A), x = 0 is an isolated zero of 
L - @l (and an isolated fixed point of M(p)) and the coincidence index 
of L and PA at zero is well defined and equal to &[I - M(p), 01, where iLs 
means the Leray-Schauder index and where M(p) is defined in (1). 
The following theorem extends Corollary 5.1 of [6], which was proved under 
assumptions (H,), (H,), and (Hs’). 
THEOREM 2. If assumptions (Hi) to (Ha) hold for (L, A) and if pL1 , p2 , with 
p1 < ,L+ are not characteristic values for (L, A), then 
i(k) = (-lY%>~ 
where ,8 is the sum of the multiplicities of the characteristic values for (L, A) lying 
in the interval [pl , &j. 
Proof. By our assumptions, we can take for spectral operator 
A, = (L - plA)-lA 
and we deduce, from (5), 
where I - M&) (z’ = 1,2) are linear homeomorphisms. Using Leray’s product 
theorem [8], we obtain 
all the indices are well defined because I - (~1~ - pl)A, is also a linear homeo- 
morphism. Since the sum of the multiplicities, in the classical sense, of the 
characteristic values of A, situated in [0, pa - pi] is equal, by Definition 3, to the 
sum of the multiplicities of the characteristic values for (L, A) situated in 
hi , &J, the result follows immediately from the above equality, the Leray- 
Schauder formula for the index of linear compact mappings [7J, and the definition 
of the coincidence index. 
An interesting special case of Theorem 2 is the following: 
COROLLARY 1. If the pair (L, A) satisfies conditions (Hi) to (Ha), if ,U is the 
only characteristic value for (L, A) situated in b - E, TV + e] (6 > 0), and ift for 
each x E ker(L - pA)\{O}, one has 
then 
Ax 4 Im(L - p/I), 
i(p - e) = (--.l)dimker(=-u+$ + <). 
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Proof. The result follows immediately from Proposition 1 and Theorem 2, if 
we note that assumption (Hs) implies that 
which in turn gives 
kerL n ker A = {0), 
ker(L - PA) n ker A = (0} 
for every p E R, and hence the condition of Proposition 1 can be written 
Ax 3 Im(L - PA) 
for each x E ker(L - PA)\(O). 
5. MULTIPLICITY AND BIFURCATION 
Let X and Z be normed vector spaces on the real field, L: dom L C X -+ 2 a 
linear Fredholm mapping of index zero, ~‘2 an open bounded neighborhood of the 
origin in X, 
N:rA xyi-+z, (PL, 4 t-+ WCL, 47 
a mapping such that, for each p E R, 
N(PL, 0) = 0, (8) 
and which is L-compact on bounded subsets of R x fi; this means [lo] that the 
mappings l7N and K,,oN are continuous on R x a and take bounded sets into 
relatively compact ones. 
It follows from (8) that, for each p E R, x = 0 is a solution of the equation 
Lx = N(p, x) (9) 
and the following definition is classical. 
DEFINITION 4. The point (p,, , 0) of the line 
will be said a bifurcation point for the solutions of (9) with respect to d if every 
neighborhood of (p,, , 0) in R x a contains at least one solution (II, x) of (9) 
distinct from (p, 0). 
We shall say more briefly that TV,, is a bifurcation point for (L, N) and we recall 
the following basic theorem which is proved in [5]. 
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PROPOSITION 2. If (L, N) satisfies the conditions above, if h , p2 E Iw (pl < p2) 
are such that the coincidence indices 
44 = W, N(P~ , .)I, 01 (i = A 2) 
are defined, and if 
i(h) f i(p2), 
then there exists IL,, E b1 , t~z] such that p,, is a bifurcation point for (L, N). 
To obtain more explicit results let us assume now that 
N(P, x) = PAX + %1,x), 
where A: X-+ X is linear and L-compact and R: R’ x a--+ 2 is such that 
uniformly in p on compact intervals. Under those assumptions, it is proved in 
[6] that the coincidence index i[(L, Nb,...)), 0] is well defined for each p E R! 
which is not a characteristic value for (L, A) and that, for those TV, 
i[(L, N(P,...)), 01 = W, ~401. 
Using those results, Theorem 2, and Proposition 2, we obtain simultaneously the 
following generalizations of Krasnosel’skii’s theorem [4]. 
THEOREM 3. If the assumptions above hold for (L, N), if (H,) is satisfied for 
(L, A), and if p E III is an isolated characteristic value for (L, A) of odd multiplicity, 
then TV is a bifurcation point for (L, N). 
COROLLARY 2. If the assumptions above hold for (L, N), ;f (H,) is satisfied for 
(L, A), and ifp is a characteristic value for (L, A) such that 
(i) for each x E ker(L - +4)\(O), Ax 4 Im(L - PA), 
(ii) dim ker(L - PA) is odd, 
then TV is a bifurcation point for (L, N). 
Proof. The result follows easily from Theorem 3, Proposition 1, and 
Corollary 1. 
6. APPLICATION: THE NONLINEAR STEKLOV PROBLEM 
As an application of the bifurcation theory given in Section 5 we consider the 
nonlinear Steklov problem for an elliptic equation which was previously studied, 
under various assumptions and different methods, by Cushing [2] and Stuart and 
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Toland [12]. The approach given here conserves the assumptions of Stuart and 
Toland but considerably simplifies the treatment. 
Let D C UP be a bounded open set with boundary r HBlder continuous of 
class C1+~ for some o! > 0. If C(D) (resp. C(P)) denotes the Banach space of real 
continuous functions on Zj (resp. r) with the uniform norm, the restriction i to I’ 
of any element x of C(D) is an element of C(r). If P(D) is the set of real functions 
of class Cj in D, let us consider the mapping 
2: C(D) n C2(D) + C(D), 
where w = (wr ,..., w,) E D, the real functions aij are continuous on D, aii = aj, 
(i,j = 1, 2 ,..., n), the first partial derivatives of the aii are uniformly Holder 
continuous on D and there exists y > 0 such that, for each w E D and each 
YER”, 
Thus 9 is a formally self-adjoint elliptic differential operator. If 
h:rxlRxR-+R, (w, E, CL) * mJ, 6 CL) 
is continuous and such that 
I f I-l I w, 5, PFL) H 0 if It/-+0 
uniformly in w E i3 and p on compact intervals, the nonlinear Steklov problem 
consists in determining the solutions (p, x) E Iw x (G(D) n C(D)) of the 
equations 
9x(w) = 0, WED, 
g (w) = CL44 + &4 x(w), PFL), w E r, 
where, since n(w) = (n,(w), . . . , n,(w)) is the unit exterior normal to rat w, 
where C is any finite closed cone contained in D v {w} and having vertex w. 
If we take 
X = C(D), 2 = C(r), domL = {x E C(D) n P(D): 55’~ = 0, &C/&J exists}, 
L:domL+Z,xi-ti?x/~v,A:X-+Z,x~-+~, (11) 
R : aB x X--f Z, (p, x) F-+ h(. , a(.), p), 
MULTIPLICITY AND BIFURCATION 321 
then the nonlinear Steklov problem is clearly equivalent to the operator equation 
in dam L 
Lx = PAX + R(P, 4, (12) 
which has, for each TV E R, the trivial solution (p, 0). 
THEOREM 4. Under the assumption listed above, each characteristic value CL for 
(L, A), with L and A defined in (1 l), such that dim ker(L - PA) is an odd number is 
a bifurcation point for the nonlinear Steklov problem (10). 
Proof. It follows from the study of the linear Neumann problem (see, e.g., 
[l, 111) that 
(i) ker L = {x E domL : x(w) is constant, w E D}, 
(ii) ImL = {y E Z: jry(w) dS,,, = 01, 
where dS, is the measure element on I’. Hence L is a Fredholm mapping of 
index zero and if we define P: X -+ X by 
(Px)(w) = (meas I’)-l/ x(z) dS, , WEii, 
r 
then P is a continuous projector such that Im P = ker L and its restriction Q to 
2 is a projector such that ker Q = Im L. It follows also from the study of the 
linear Neumann problem [l, 1 l] that 
(Lily)(w) = j-, Jt’(w, 4 ~(4 ds, , w E D, 
where the Neumann kernel M(w, a) has regularity properties making L;’ a 
compact mapping by an argument which can be found in [4, Chap. I]. This 
easily implies that A and R are L-compact on bounded sets, and hence all the 
basic assumptions are satisfied for the pair (L, A + R). Last, the assumptions 
imply (cf. [I I]) that the linear problem 
Lx---Ax =y 
has a solution if and only if 
I y(w) x(w) dS, = 0 r 
for each x E ker(L - ~-LA). This implies that if p is a characteristic value for (L, A) 
and if x E ker(L - PA)\(O), then 3i; 4 Im(L - PA) because, if that was the case, 
(13) would imply that 
s 
a”(w) dS, = 0. 
r 
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Hence x(w) = 0 for each w E r and, because x E dom L, the maximum principle 
[l l] implies that x(w) = 0, w E D, a contradiction. Because p = 0 is a charac- 
teristic value, assumption (Hs’), and hence assumption (H,), holds. Theorem 4 
follows then directly from Corollary 1. 
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