Machine learning for ultrafast X-ray diffraction patterns on large-scale
  GPU clusters by Ekeberg, Tomas et al.
MACHINE LEARNING FOR ULTRAFAST X-RAY DIFFRACTION
PATTERNS ON LARGE-SCALE GPU CLUSTERS
TOMAS EKEBERG, STEFAN ENGBLOM, AND JING LIU
Abstract. The classical method of determining the atomic structure of com-
plex molecules by analyzing diffraction patterns is currently undergoing drastic
developments. Modern techniques for producing extremely bright and coher-
ent X-ray lasers allow a beam of streaming particles to be intercepted and hit
by an ultrashort high energy X-ray beam. Through machine learning methods
the data thus collected can be transformed into a three-dimensional volumetric
intensity map of the particle itself. The computational complexity associated
with this problem is very high such that clusters of data parallel accelerators
are required.
We have implemented a distributed and highly efficient algorithm for inver-
sion of large collections of diffraction patterns targeting clusters of hundreds of
GPUs. With the expected enormous amount of diffraction data to be produced
in the foreseeable future, this is the required scale to approach real time pro-
cessing of data at the beam site. Using both real and synthetic data we look at
the scaling properties of the application and discuss the overall computational
viability of this exciting and novel imaging technique.
1. Introduction
X-ray crystallography is currently the most successful method for protein struc-
ture determination. A limitation is that this method requires high-quality crystals
of the sample protein. This is particularly problematic for membrane proteins which
are notoriously hard to crystallize. This class of proteins contains about 20–30% of
all proteins and are targeted by 50% of modern drugs; still they comprise less than
0.1% of the known protein structures.
The recent construction of free-electron lasers (FEL) has the potential to revo-
lutionize structural biology by allowing structure determination without the need
for crystallization. FEL pulses are intense enough that an interpretable diffraction
signal can be recorded from single proteins or viruses. Also, the pulses are short
enough to outrun the radiation damage to the particle and the scattered data thus
represents the intact particle even though the extreme intensity will destroy the
sample within picoseconds.
Since the diffraction data frames are collected one at a time and the extremely
intense X-ray pulse destroys the samples, it is impossible to collect multiple expo-
sures of the same particle. However, just like in crystallography, we can use the fact
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that many biological particles exist in identical copies. Data collected from many
identical particles can thus be treated as if they come from the same particle.
In this scheme, particles are injected into the stream of X-ray pulses and in-
tercepted in random orientation [14]. A diffraction pattern represents a curved
two-dimensional slice through the modulus of the Fourier transform of the electron
density of the particle. Since the particles are assumed identical, the patterns will
correspond to different slices through the same Fourier density. If the unknown
orientations can be recovered, the diffraction patterns can thus be assembled to the
complete three-dimensional Fourier-intensity of the particle.
As opposed to in crystallography, the orientation of each particle is not directly
measurable. Instead, the orientations are recovered by maximizing the fit between
the individual diffraction patterns. Several algorithms for solving this problem have
been proposed [7, 11]. The most successful of these is the Expansion Maximization
Compression (EMC) method [11] which has been verified experimentally using ar-
tificial samples [12], and which was recently used for the reconstruction of the giant
Mimivirus [4].
The LINAC Coherent Light Source (LCLS) [5] has a repetition rate of 120 Hz
and a sustained hit-ratio of 20% has been achieved reproducibly. This corresponds
to 1 million diffraction patterns in a single 12 hour shift or about 4 TB of data.
The European XFEL is becoming operational in 2016 and will have a repetition
rate of 27,000 Hz [16].
The 3D-alignment algorithms are computationally very demanding, yet high
data volumes are fundamental for achieving high resolution and to balance the low
photon signal when studying smaller objects. In the light of the above developments
there is an imminent need for a massively parallel implementation of the EMC
algorithm to keep up with the increased data rates and the increasing problem size.
Based on previous experience with an implementation for smaller heterogeneous
GPU-computers [6], in this paper we present a working fully distributed implemen-
tation targeting large-scale clusters of hundreds of GPU computers. In an effort to
prepare for the increasing data rates we ensure in our implementation that data can
be effectively and flexibly distributed. We also devise a kind of adaptive iteration
which allows computational resources to be used in proportion to the resolution
of the final reconstruction. Similar techniques, we argue, will be required when
handling streaming data at the beam site.
An overview of the XFEL imaging setup and the associated computational
methodology is found in §2. Our data parallel and fully distributed implemen-
tation is discussed in some detail in §3. Performance results on clusters of up
to 100 GPUs, reaching up to and beyond 4 TFLOPS, are presented in §4, and a
concluding discussion is found in §5.
2. X-ray laser diffraction and Maximum Likelihood imaging
In this section we summarize the experimental setup and the principles behind
3D imaging with XFELs. The associated data analysis is formulated as a hidden
variable Maximum Likelihood problem which can be handled by the Expectation-
Maximization algorithm. We also describe the current ‘best practice’ in designing a
working such algorithm. Although we certainly expect the methodology to develop
further, it seems reasonable to believe that our implementation, or at least a very
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similar one, will be used extensively when modern XFEL facilities are increasingly
being put to use.
2.1. Ultrafast X-ray diffraction patterns. The schematics of collecting data by
XFELs is depicted graphically in Figure 2.1. An inflow of samples of biomolecules
is intercepted by an X-ray laser pulse resulting in a collection of diffraction images.
We denote the raw data output from this procedure by K = (Kk)
Mdata
k=1 ; this is
a collection of frames, each containing measured photon counts. The detector is
discrete and hence for the kth frame, Kk = (Kik)
Mpix
i=1 , where Mpix = 2
20 = 1024×
1024 is a typical resolution. Some pixel counts near the center are missing or may
reach saturation as a result of inherent physical limitations with the experimental
procedure.
Assuming ideally that the stream of samples consists of identical copies of a single
physical object with an electron density O, diffraction theory [8] gives that each
frame Kk is given by a certain slice, an Ewald sphere, of the 3D Fourier transform
W of the real space object O.
With a sufficiently large collection of frames an estimate Wˆ of W is first deter-
mined. Notably, this estimate lacks information about the Fourier phases since it
is based on photon count data only. The final step is therefore a phase retrieval
procedure [2, 19], after which an estimate of the real space object can be obtained.
Samples	  
X-­‐Ray	  pulses 
Detector 
Destroyed	  samples	   
Figure 2.1. The principal setup in X-ray laser imaging. A stream
of samples of biomolecules is injected and intercepts with extremely
bright and very short pulses of X-ray lasers. While this immedi-
ately turns the samples into a plasma, the data collected by the
photon count detector comes from a practically undamaged object.
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2.2. Maximum Likelihood estimation via Expectation-Maximization. With
i.i.d. frames K = (Kk)
Mdata
k=1 , the Maximum Likelihood estimator is given by
Wˆ = argW max M
−1
data
Mdata∑
k=1
log P(Kk|W ),(2.1)
that is, for some probabilistic intensity model, maximizing the likelihood of the
obtained photon count data when presented with the recorded data. The problem
is incomplete for two reasons. Firstly, the true rotation Rk of the object in mea-
surement Kk is unknown and consequently the frame cannot be directly associated
with a definite Ewald sphere. Secondly, the energy of the X-ray pulse, the photon
fluence φk, which hits the sample is also an unknown variable.
Besides the problem of hidden data, the overall signal to noise ratio is very small
and implies a grand computational challenge since to counteract this the processed
data volume has to be large. With input data corrupted by high noise levels,
measures has to be taken in order to design a robust and useful algorithm [18].
The Expectation-Maximization (EM) algorithm [3] aims at producing likelihood
estimates with hidden data in a constructive way. The basic procedure of alter-
nating steps of (i) assigning probabilities to the hidden states, and (ii) maximum
likelihood estimates of the parameters of the model can be shown under broad con-
ditions to be at least a descent step of the full likelihood [13]. Notably, in step
(i) the model parameters are kept fixed, while in (ii) the estimated probabilities
of the hidden states (the responsibilities using EM terminology) from step (i) are
assumed known.
We now introduce some notation. Firstly, the rotational space is discretized
by (Rj)
Mrot
j=1 . Since this is generally a non-uniform discretization we denote by wj
the prior weight for the jth rotation, normalized such that
∑
j wj = 1. In other
words, selecting Rj with probability wj implies a practically uniform sampling of
the rotational space. The intensity space is similarly discretized by the set of points
(qi)
Mpix
i=1 such that using this coordinate system the unknown Fourier intensity at
position Rjqi can be denoted by Wij . Finally, we denote by φjk the intensity of the
beam that produced data frame k, given that the object was rotated according to
Rj .
An early EM algorithm for solving the problem was devised in [11] using the
assumption that the signal is Poissonian. This assumption has the benefit of pro-
ducing an essentially parameter-free algorithm but neglects other potential sources
of noise. In practice a Gaussian model has been more successful. More precisely we
assume that the measured intensity of the ith pixel in the kth measurement, when
scaled with the photon fluence, is Gaussian around the unknown Fourier intensity
Wij [4, 12].
log P(Kik = κ|Wij , Rj , φjk) ∝ − (κ/φjk −Wij)
2
2σ2
=: Qijk(W,φ),(2.2)
with σ a noise parameter which is kept at conservative values or decreases slightly
as the iteration proceeds. Summing over i we get the joint log-likelihood function,
Qjk(W,φ) :=
Mpix∑
i=1
Qijk(W,φ),(2.3)
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that is, the logarithm of the probability of observing frame Kk, given rotation Rj
and fluence φjk. Integrating this over the space of rotations we get
P
(n+1)
jk = P
(n+1)
jk (W
(n), φ(n)) := P(Rj |Kk,W (n), φ(n))
=
wjTjk(W
(n), φ(n))∑Mrot
j′=1 wj′Tj′k(W
(n), φ(n))
, (“E-step”)(2.4)
in terms of Tjk(W,φ) ≡ exp(Qjk(W,φ)). Some care is required when evaluating
(2.4) to avoid finite precision effects.
Although there is no explicit maximum likelihood formula for computing (W,φ)
given P , the following fix-point iteration for the normal equations has been proposed
[12],
W
(n+1)
ij =
∑Mdata
k=1 P
(n+1)
jk Kik/φ
(n)
jk∑Mdata
k=1 P
(n+1)
jk
,(2.5)
φ
(n+1)
jk =
∑Mpix
i=1 K
2
ik∑Mpix
i=1 W
(n)
ij Kik
. (“M-step”)(2.6)
When the EM-iteration is understood as a descent step of the full likelihood func-
tion, this approach of using ‘partial steps’ can be justified [13].
The rotations (Rj)
Mrot
j=1 and the corresponding prior weights wj must be found
through some kind of discretization procedure. The suggestion in [11] is to use the
fact that quaternions encode rotations; any rotation can be identified as a point on
a 4D sphere which can hence be discretized. A suitable geometric object for this
purpose is the 600-cell (or hexacosichoron) which is a 4D convex regular 4-polytope
whose boundary is composed of 600 tetrahedra. At even larger values of Mrot one
further uses the fcc-cell in which each tetrahedron is uniformly divided d times into
{1, 4, 10, 20, 35, ...} smaller tetrahedra. This implies the relation [11, Appendix C]
Mrot(d) = 10 · (5d3 + d)(2.7)
= [6 300, 10 860, 25 680, 50 100, 86 520] for d = [5, 6, 8, 10, 12].
In §3.4 below we make an active use of this discretization by increasing d adaptively
whenever the increase of likelihood goes below some predefined threshold.
2.3. EM with compression steps: the EMC. A problem with the EM-iteration
defined by (2.4) and (2.5)–(2.6) is that averages are computed in discrete space while
data is continuous. There are many pairs (i, j) such that Rjqi are very close, but in
the M-step (2.5) they will be exchanging information with disjoint or nearly disjoint
sets of frames. If the end result is to be understood as a continuous object some
kind of smoothing procedure has to be devised.
A straightforward way to achieve this is to add expansion/compression-steps.
The purpose of the latter step is to compress (average/smooth) the representa-
tion into, say, a Cartesian representation with a uniform spatial resolution. The
expansion step is the inverse of this operation and takes us back to the working
description in Rjqi-space. The combination of the average (2.5) in the M-step and
a compression step then ensures that nearby pixels and rotations have exchanged
information with overlapping sets of frames.
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Let interpolation weights f and interpolation abscissas (pl)
Mgrid
l=1 be defined such
that for g some smooth function,
g(q) ≈
Mgrid∑
l=1
f(pl − q)g(pl).(2.8)
An expansion operator can now be defined,
Wij =
Mgrid∑
l=1
f(pl −Rjqi)Wl, (“e-step”)(2.9)
which maps values from a grid Wl := W (pl) into the working description Wij =
W (Rjqi). Similarly, a suggestion for the compression operator is given by [11],
Wl =
∑Mpix
i=1
∑Mrot
j=1 f(pl −Rjqi)Wij∑Mpix
i=1
∑Mrot
j=1 f(pl −Rjqi)
. (“c-step”)(2.10)
It should be noted that, whereas (2.9) is a consistent interpolation, (2.10) rather
falls under the framework of Inverse distance weighting. Furthermore, in the im-
plementation discussed here, the M- and the c-steps are intertwined in that the
normalization is deferred until after W has been obtained. Hence we compute
(compare (2.5))
W
(n+1)
ij =
Mdata∑
k=1
P
(n+1)
jk Kik/φ
(n)
jk .(2.11)
The c-step is then computed as
W(n+1)l =
∑Mpix
i=1
∑Mrot
j=1 f(pl −Rjqi)W (n+1)ij∑Mpix
i=1
∑Mrot
j=1 f(pl −Rjqi)
∑Mdata
k=1 P
(n+1)
jk
.(2.12)
In Algorithm 1 a summary of the algorithm which will be considered here is
given. As we shall next see, the algorithm has a distinct data parallel character
and can be distributed efficiently.
Algorithm 1 The EMC algorithm.
Input: Initial guess of the 3D intensity distribution W(0) of the object on the
grid (pl)
Mgrid
l=1 , and an initial estimate of the rotational probabilities P
(0).
Output: Improved image W and probabilities P .
1: repeat
2: n = 0, 1, . . .
3: W (n) := e ◦W(n). {Expansion step, (2.9).}
4: P (n+1) := E ◦ P (n). {Expectation step, (2.4).}
5: [W (n+1),W(n+1)] := cM ◦W (n). {Combined Maximization and
compression, (2.11) and (2.12).}
6: until change in either W or likelihood is small enough
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3. Parallelization in GPU clusters
By inspection the algorithm under consideration is computationally intensive as
it is composed mainly of blocks of nonlinear matrix operations. This implies that it
can be expected to perform well on modern data parallel accelerators in general and
on GPUs in particular. The most common approach to distributed GPU computing
is to transfer data via an MPI-layer and use CUDA at the computational nodes.
This master-slave approach has been employed successfully in other multi-GPU
applications [10, 15], and is also our approach.
In this section we take a bottom-up approach and first discuss the single-node
data parallelism and then extend the same scheme to a distributed environment.
We next devise a fully distributed approach in which very large diffraction datasets
may be considered, and we finally also develop a simple but efficient multiresolution
type adaptivity.
3.1. Single-node data parallelism. In an implementation targeting a single GPU-
node, data must be shared between the cores of the GPU. Currently, the typical
resolution is to reconstruct a 64×64×64 or a 128×128×128 intensity model using
about 1000 diffraction patterns (see Table 4.1). Given the complexity of the steps of
the algorithm, the E-step (2.4) stands out as the most expensive part. Recall that
the E-step estimates likelihoods Pjk for rotations Rj given data frames Kk, and it
therefore makes sense to distribute the resulting probability matrix P . With a usu-
ally quite large rotational space, the algorithm requires around 1.5 GB of memory
to store the Mdata ×Mrot matrix P even for a low resolution reconstruction. Such
a matrix can be distributed by dividing the rotational space or by distributing the
images themselves. In the single-node implementation we choose not to distribute
by images since Mdata is usually much smaller than Mrot.
Our single-node EMC was implemented using CUDA with C/C++ wrappers
and the implementation closely follows the logic in Algorithm 1. Briefly, the CPU
controls the overall procedure and streams all required data to the GPU as well as
writes the output. Hence the diffraction patterns are initially loaded and copied
into GPU memory. In each EMC iteration, the compute intensive steps (2.9), (2.4),
(2.11) and (2.12) are all evaluated on the GPU.
To discuss those steps, let a ‘chunk’ Cc denote a contiguous set of rotations,
writing Rc = {Rj ; j ∈ Cc}, Cc := {j; jc− ≤ j < jc+}. Let the number of rotations
in the set Cc be denoted by |Cc|, and the total number of chunks as indexed by
c by Mchunks. The computations in the e-step (2.9) and the M-step (2.11) are
partitioned into chunks naturally. Neither of those steps involve a normalization
over the rotational space, and therefore we can easily calculate and update partial
slices W cij in a GPU kernel. Each kernel uses |Cc| blocks, and each block takes care
of the computations for one rotation.
The E-step (2.4) and the c-step (2.12) are more complex due to the normaliza-
tion over the rotational space. For the latter kernel Mdata × |Cc| blocks are used
and each thread in the block calculates one value of the nominator in (2.4). The
normalization is then performed in a separate final sweep. In the c-step the up-
dated model is determined by averaging among chunks, rotations, and diffraction
patterns. Here the numerator and denominator in (2.12) are calculated separately
with the division as a final step. The associated GPU kernel uses |Cc| blocks, and
each block handles one slice in Rc.
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3.2. Distributed implementation on a GPU cluster. As argued previously,
partitioning the rotational space implies that the algorithm fits efficiently into mem-
ory. This scheme is also simple enough to be extended to GPU clusters under our
preferred master-slave approach. Additionally, our distributed EMC algorithm has
the feature of not only dividing the computations of the most expensive step (the
E-step, see Figure 4.2), but also that it localizes the computations of the corre-
sponding photon fluence φ, which is the second most expensive step.
In the implementation, we associate each GPU with one CPU at the same cluster
node, hence uses one MPI process per GPU, and we designate one such CPU/GPU
pair as the master node. For every EMC iteration, each pair takes care of local
computations and synchronizes when necessary. The master CPU has the overall
control of how EMC synchronizes over the nodes, and each CPU is in charge of
the local GPU computations. Communications between the nodes are thus only
needed in 3 places. Firstly, diffraction patterns and algorithmic configurations
must be broadcast before the algorithm starts. Secondly, for each chunk Cc, local
estimated probabilities P c must be normalized globally over all nodes. Thirdly and
finally, the local modelWc must be merged (averaged) at the end of each iteration.
The data flow among the nodes in our implementation is shown in Figure 3.1. This
procedure is a special case of the fully distributed EMC, which we now proceed to
discuss.
Master node
Slave node N 
Diffraction data K
Intensity model W_c  
max(P) or sum(P) over rotations
Probability P
3. MPI_Bcast(W_c)
1.1 MPI_Allreduce 
( P,MPI_MAX)
1.2 MPI_Allreduce 
( P,MPI_SUM)
2 MPI_Allreduce 
(W_c , MPI_SUM)
for numerators and 
denominators
0. MPI_Bcast
(Config)
Figure 3.1. Communication pattern between the nodes for the
distributed EMC implementation. The rectangles representing
data have the correct scale with respect to the variable they repre-
sent (this is the small case of Table 4.1). Step 0 is the initialization
phase, where only configuration is broadcast, and diffraction pat-
terns K and initial model W c are fetched by each node. For each
EMC iteration, intensity updates are performed via steps 1 through
3 among the GPU nodes. W c in the figure is the intensity model
W.
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3.3. Fully distributed EMC. For large enough datasets, the diffraction patterns
themselves also need to be distributed as they no longer fit on a single node. The
chunks Cc are now sets of two-dimensional indices, Cc := {(j, k); k− ≤ k <
k+, j− ≤ j < j+}. With this Cartesian grid-like topology, data is either com-
municated over the rotational space (along the j-direction), or over image space
(along the k-direction).
The steps that do not involve the diffraction patterns in a global sense, namely
the E-step (2.4) and the fluence calculation of the M-step (2.6), are not affected by
this novel way of partitioning data, and can therefore be implemented as previously
described. The remaining steps (2.11)–(2.12) require data to be broadcast in the
k-direction. The resulting data flow among the nodes in our implementation is
implicitly shown in Figure 3.2. Step 1.1 and 1.2 in Figure 3.2 are only necessary
for GPUs that share the same Cartesian column in K, while steps 0, 2, and 3
are global communications. Further details of the fully distributed EMC are listed
in Algorithm 2. Note that, in both distributed EMC implementations, diffraction
patterns K and the initial modelW0 are pulled by each node according to the data
configuration.
Algorithm 2 Fully distributed data-parallel version of the EMC algorithm.
Input: Diffraction patterns K, initial guess of the 3D intensity distributionW(0).
Distribute: Divide all computational nodes into a Cartesian grid. Distribute
diffraction patterns K along the k-direction, and probabilities P along the j-
direction.
1: repeat
2: At each node copy local data from CPU to GPU;
3: Execute expansion step (2.9): at each GPU and for each
partition c, expand W(n) into W cij , using the GPU kernel
global void expansion <<<|Cc|, 256>>>;
4: Execute expectation step (2.4): compute the probabilities P as
in (2.4) (steps 1.1 and 1.2 in Figure 3.2). The GPU kernel is
global void calculate probability<<<Mdata × |Cc|, 256>>>. Normalization
is performed among nodes that share the same distribution of K, hence a
MPI AllReduce operation in the j-direction.
5: Execute the maximization step (2.11): update W cij using the GPU kernel
global void update slices<<<|Cc|, 256>>>;
6: Execute the compression step (2.12): update W according to (2.12),
the numerators and denominators are calculated via the GPU kernel
global void insert slices<<<|Cc|, 256>>>;
For all nodes, use MPI AllReduce to transfer and add the numera-
tors and denominators separately, and then perform the final division by the
GPU kernel global void insert slices division<<<dMrot256 e, 256>>>; Finally de-
termine Wn+1 in the c-step as in (2.12) (step 2 in Figure 3.2).
7: Use MPI Bcast to update Wn+1 for every node (step 3 in Figure 3.2).
8: until change in either W or likelihood is small enough
The data transfers, in both the distributed EMC and in the fully distributed
EMC implementation, can be implemented efficiently. Firstly, the diffraction pat-
terns are fetched by each node in the initial phase. Secondly, when normalizing the
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Master node
Node group 1
3. MPI_Bcast(W_c)
1.1 MPI_Allreduce 
( P,MPI_MAX)
2 MPI_Allreduce 
(W_c , MPI_SUM)
for numerators 
and denominators
0. MPI_Bcast(Config)
1.2 MPI_Allreduce 
( P,MPI_SUM)
Node group N
1.1 MPI_Allreduce 
( P,MPI_MAX)
1.2 MPI_Allreduce 
( P,MPI_SUM)
Figure 3.2. Communication pattern of the fully distributed EMC
implementation. A node group is a set of GPU/CPU pairs which
share the same partition of diffraction data K. Communications
among node groups are illustrated by thin arrows, and communi-
cations within a node group are shown in wide arrows. The master
node works as a normal node in node group 1 with the exception
for steps 0 and 3. According to the notation in the figure, W c is
the intensity model W. After the configuration is broadcast, every
node fetches their own portion of K, and the same initial model
W.
probability, only maximal rotational probabilities and sums are necessary, and we
may use MPI AllReduce. Thirdly, for the fully distributed EMC, the use of a
Cartesian communicator streamlines the communications.
3.4. Adaptive EMC. Previously, we aimed for an efficient execution by distribut-
ing data and using an increasing number of compute nodes. In most actual expe-
rience with the method a fairly highly resolved rotational space is used and one
typically observes a likelihood which slowly but steadily improves. The perfor-
mance critical steps of the method, the E-step (2.4) and part of the combined
M/c-step (2.12), scale directly with the discretization of the rotational space Mrot.
Hence it seems reasonable not to waste computational time using a large value of
Mrot before the likelihood has improved sufficiently. A simple way to achieve this
is to start using some small value of Mrot, Mrot(d0) say, and increase d in (2.7)
whenever the current value seems too small to improve the likelihood any further.
In practice we increase d by 1 when∣∣Ln − Ln−1∣∣ ≤ 0.01 |Ln| ,(3.1)
with Ln the likelihood at iteration n.
4. Experiments
We now proceed to investigate the achievable performance of our implementa-
tion. Our datasets are either real ones and of similar quality to those currently
being processed, or are synthetic and of considerably larger size to be able to assess
future performance profiles. In particular, we will explore the possibility to obtain
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a highly resolved image from a very large diffraction dataset on a cluster consisting
of 100 GPUs.
4.1. Setup and basic profiling. We ran our experiments using a 32-node homo-
geneous GPU cluster. Each node of the cluster is equipped with 4 six-core Intel
Xeon E5-2620 CPUs and 4 Nvidia GeForce GTX 680 GPUs. All the CPU cores
operate at 2.0 GHz with 32K L1i and L1d catches. They are organized as 2 NUMA
nodes with a total of 64 GB memory. Each GTX 680 GPU has 4GB memory, and
the reported nominal peak performance in single precision of matrix multiplication,
matrix left division, and the Fast Fourier Transform are [966, 573, 101] GFLOPS,
respectively [9]. Cluster nodes are interconnected using a QDR Infiniband with a
bandwidth of 32 Gbit/s. We measured the bandwidth of CPU/GPU connections
by doing a host-to-device and device-to-host memory copy, and we found that the
bandwidth in both direction is around 3 GB/s. For the compilers and libraries, we
used GCC 4.4.6, CUDA 5.0, and Open MPI 1.5.4. By considering the inter-node
MPI bandwidth, the intra-node CPU/GPU bandwidth and the data volume which
needs to be transferred, we judge that our implementation is not bandwidth bound.
We used mainly two different diffraction datasets. A smaller case consisting of
198 images from an X-ray diffraction experiment with the giant Mimivirus [4, 17]
performed at the Linac Coherent Light Source (LCLS). A larger case was obtained
through synthetic simulation for an icosahedral shape and consists of 1000 frames.
Figure 4.1 displays samples of these diffraction patterns.
Figure 4.1. Left: real-space icosahedron, middle: resulting syn-
thetic diffraction pattern, right: X-ray diffraction pattern from the
Mimivirus. The two diffraction patterns are plotted in logarithmic
scale.
In Table 4.1 we list the sizes of all relevant data in our experiments. The ex-
periments were configured to reconstruct a small (64× 64× 64), or, respectively, a
large (128× 128× 128) 3D intensity model in single precision. In §4.2 we also ran
a ‘giant’ case consisting of our synthetic dataset, but duplicated ten times (i.e. a
total of 10,000 frames).
The result of profiling our single-GPU implementation provided a motivation for
our approach to distribute data in our multi-GPU implementation. We profiled
the single-GPU implementation by reconstructing at low resolution the Mimivirus
dataset (Set #1 in Table 4.1) on one Nvidia GeForce GTX 680. Figure 4.2 displays
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Set # data Mdata Mpix
1 Mimivirus 198 4096
2 Mimivirus 198 16384
3 synthetic 1000 4096
4 synthetic 1000 16384
5 synthetic 10000 4096
6 synthetic 10000 16384
Table 4.1. Sizes of the different datasets used in our experiments.
Note that the value of Mpix is the result after binning the raw data
1024× 1024 into a coarser 64× 64 (or 128× 128) format, and note
also the relation Mgrid = M
3/2
pix . In all these experiments we used
the value Mrot = 86520.
the computational statistics after averaging over the first 10 iterations. As expected,
the E-step was the most expensive step, consuming more than 55% of the total time.
This means that it is preferable to distribute data along the rotational space (along
the j-direction), at least given this relatively small number of diffraction patterns.
Since the probability Pjk has the same size as the photon fluence φjk, this also
means that the second most expensive step, i.e. the computation of φ, parallelizes
very well.
55%
2%
25%
< 1%
15%
3%
E step
Compression stepCompute φ
Others
M step
Expansion step
Figure 4.2. Profiling the single GPU EMC implementation. The
two most expensive operations are the E-step (2.4) and updating
the photon fluence (2.6).
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4.2. Performance analysis. In this section we report results from our distributed
EMC from §3.2 for both the Mimivirus dataset and the synthetic dataset on up
to 32 GPUs. We also look at the performance of the fully distributed EMC from
§3.3 using the ‘giant’ synthetic dataset, consisting of 10,000 diffraction patterns. In
contrast to these large-scale experiments, we will also explore the performance of
adaptive EMC on a single GPU.
We first ran some experiments with the distributed EMC implementation as
discussed in §3.2. We measured Amdahl’s efficiency,
E =
T (1)
nT (n)
=
T (1)
T (1)(B + 1n (1−B))
=
1
nB + (1−B) ,(4.1)
where n is the number of GPUs, and B the fraction of the algorithm that is serial.
The results are shown in Figure 4.3. As can be seen we obtain a nearly perfect
efficiency, at least up to 32 GPUs.
0 5 10 15 20 25 30
0.9
0.92
0.94
0.96
0.98
1
# of GPUs
Ef
fic
ie
nc
y
Figure 4.3. Measured efficiencies for dataset #1–4. Circles: real
Mimivirus data, triangles: synthetic dataset, solid: Mpix = 16384,
dashed: Mpix = 4096. Upper dotted line: Amdahl’s efficiency (4.1)
with B = 0.001, lower dotted line: B = 0.01.
We next ran some really large-scale experiments for the fully distributed EMC
implementation. In an attempt to follow the topology of our cluster, we distributed
the rotational space (i.e. the j-direction) over a total of 25 nodes, and for the 4
GPUs belonging to the same node, we distributed the 10,000 diffraction patterns
uniformly.
Defining one multiplication as 1 FLOP and one division as 8 FLOPs, we find by
inspection that one EMC iteration requires about Mrot×Mdata×Mpix× 27× 10−9
GFLOPs. Table 4.2 lists the average execution time per iteration and the achieved
GFLOPS per GPU. It is remarkable that we loose less than 4% floating point
performance at 100 GPUs compared to 16 GPUs. In fact, the fully distributed
EMC implementation achieves a higher floating point performance when compared
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to the single GPU implementation (32.9 GFLOPS and 39.4 GFLOPS, respectively,
for Mpix = 4096 and Mpix = 16384). Indeed, these figures compare favorably with
the online GPU benchmark [9], where square matrix-matrix multiplication in single
precision achieves [4.4, 32.6, 181] GFLOPS, respectively, at the comparable matrix
sizes N = [16384, 65536, 262144].
Mpix = 4096 Mpix = 16384
# GPUs Time (s) GFLOPS/GPU Time (s) GFLOPS/GPU
16 164.6 36.3 552.2 43.3
32 83.5 35.8 281.2 42.5
64 42.3 35.3 141.6 42.3
96 28.3 35.2 95.4 41.8
100 27.2 35.2 91.6 41.8
Table 4.2. Average execution time and floating point perfor-
mance per GPU and per iteration using the fully distributed EMC.
Finally, we also performed some experiments with our adaptive EMC algorithm.
For simplicity we used a single GPU only, and we reconstructed a small 64 ×
64 × 64 intensity model. For the adaptivity we increased d in (2.7) from 5 to 12
according to the likelihood-based criterion (3.1). Figure 4.4 displays the relative
difference of likelihood together with the execution time per iteration. As expected,
the execution time increases as the resolution of the rotational space increases.
Whenever d is increased, there is a sharp peak in the relative likelihood difference,
indicating iterations that successfully increase the likelihood. The performance gain
for the adaptive version is quite remarkable, 7341.6 seconds compared to 14524
seconds for the original version, using 60 iterations for both runs. By the very
simplicity of this approach, we expect that this gain of a factor of about 2 remains
also for larger load cases.
4.3. Scalability. Instead of a scaling for a fixed problem-size, we study a metric
of scalability that takes the data volume into account. Define the effective problem
size as V (C) ≡ Mrot(C) × Mpix(C) × Mdata(C) for C a problem configuration.
For two different such configurations C1 and C2, the scalability S(C1, C2) is then
defined as
S(C1, C2) =
T (C1)/T (C2)
V (C1)/V (C2)
,(4.2)
where T (C) is the execution time for configuration C. A superlinear scalability
S(C1, C2) < 1 means that the program works more efficiently with configuration
C2, and also suggests that the program does not make full use of the computing
power in C1. The situation S(C1, C2) > 1 may happen for a problem which is
compute-bound.
Figure 4.5 displays the scalabilities of different configurations. Notably, the cases
S(2, 1) and S(4, 3) show superlinear scalability. Since only Mpix is changed in both
cases, we judge that this is an effect of that the GPU kernels of the c- and e-step are
not fully loaded. To the contrary, increasing Mdata makes the scalabilities S(3, 1)
and S(4, 2) larger than 1. For the latter case we see that as we add more GPUs, we
obtain a slightly better scalability. This indicates that as the size of the datasets
increases, the fully distributed EMC becomes a favorable choice.
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Figure 4.4. Difference of likelihood (3.1) and the corresponding
execution time (in seconds) for the first 60 iterations.
Finally, with S(4, 1), we compare a synthetic dataset to a real one, and we
simultaneously increase Mpix and Mdata. However, the values in this group only
slightly differ from eg. S(4, 2), which suggests that Mdata plays a more prominent
role than Mpix when measuring performance.
S(2,1) S(4,3) S(3,1) S(4,2) S(4,1)0
0.5
1
1.5
 
 
1 GPU
4 GPUs
8 GPUs
Figure 4.5. The scalability S(C1, C2) of configuration C1 and
C2, according to (4.2), with C1 and C2 chosen among cases 1–4 in
Table 4.1.
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5. Conclusions
We have implemented the EMC algorithm for the assembly of randomly oriented
diffraction patterns on GPUs using the CUDA framework and have extended the
algorithm to run efficiently on multiple GPUs. We use two different partition
schemes depending on the number of diffraction patterns. For a medium-sized
dataset we partition the rotational space only, while for a large amount of data
we also distribute the images themselves. We observe almost linear speedups for
up to 100 GPUs and a parallel efficiency that thus compares very well with other
MPI/CUDA applications [10, 20, 21]. We also devised an adaptive technique by
which the resolution is increased on par with the increase in likelihood. In our
experiments this idea worked very well and we expect similar ideas to be useful in
implementations on site where data is processed in a streaming fashion [1].
It seems likely that our implementation is going to develop and adapt further
as larger datasets become available. Hopefully, the present software framework can
substantially shorten the development cycle for novel algorithms targeting large
and noisy datasets.
Hit-ratios and data quality at the LCLS is steadily improving and in 2016 the
European XFEL will become operational and provide a repetition rate of 27,000
Hz, a 200-fold increase compared to the LCLS. With this, data analysis will become
a bottleneck and EMC in particular is the main computational step in this analysis.
With this work we hope to ensure that data analysis can keep up with the rapid
development of X-ray laser facilities, while simultaneously enabling the study of
biological particles from single proteins to viruses.
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