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Corretta specicazione del modello
 Oltre che a costruire modelli utili a ni previsivi, siamo anche
interessati a capire se il modello prescelto e un buon modello
oppure no, nel senso che descrive in maniera opportuna le
relazioni causali tra due o piu variabili.
 Molto spesso l'analisi dei residui di un modello e uno strumento
utile a tale scopo. In generale si richiede che i residui del
modello di regressione con regressori seriali, tendano ad
essere incorrelati.
 Possiamo pensare al termine di errore t come all'insieme delle
variabili non esplicitate nel modello. Se le variabili omesse dal
modello fossero rilevanti, allora ci potremmo aspettare che i
residui del modello siano autocorrelati, visto che in generale lo
sono anche le variabili stesse.





 Si consideri ad esempio un modello con errori autocorrelati
Yt = 0 + 1Xt + t (1)





 Si ipotizzi che, per qualche ragione, si consideri per la stima
solamente la prima equazione (e quindi si ometta dall'analisi la
dinamica dei residui). Quali potrebbero essere le conseguenze?
 Sostituendo la seconda equazione nella prima, si verica facilmente che
il vero modello puo essere riscritto come
Yt = (1  )0 + 1(Xt   Xt 1) + Yt 1 + ut:
 La stima della sola eq. (1), implicitamente cancella le variabili Xt 1
ed Yt 1. In altre parole si stima un modello non correttamente
specicato. Sembra quindi plausibile pensare che se un modello non
e correttamente specicato, i residui stimati ^t sono autocorrelati.




Autocorrelazione dei residui (cont.)
 Anche se l'omissione di alcuni regressori non causasse problemi di
consistenza degli stimatori ^i, la presenza di qualche forma di
autocorrelazione nei residui potrebbe indurre una perdita della
consistenza negli usuali stimatori ^^i , (analogamente al caso
dell'eteroschedasticita descritto per il modello di regressione classica).
Si consideri ad esempio
Yt = 0 + 1Xt + t
 Lo stimatore OLS risulta



























Test per l'Autocorrelazione dei residui
 Consideriamo il solito modello di regressione in cui gli errori sono
autocorrelati. In questo caso, stiamo ipotizzando che uno shock
passato non prevedibile dal modello tende ad avere eetti
duraturi nel tempo. Il modello e
Yt = 0 + 1Xt + t
t = t 1 + ut
 Si puo dimostrare che l'usuale stimatore della varianza di
^1, se ignoriamo la dipendenza seriale nel termine di errore,
risulta non consistente. Come nel caso dell'eteroschedasticita,
risulta allora utile decidere se gli errori sono autocorrelati o no.




Il test di Breush-Godfrey
 Un possibile test per vericare la dipendenza seriale del termine
d'errore si deve a Breush-Godfrey. Ipotizziamo il modello di
regressione
Yt = 1X1t + : : :+ kXKt + t:
Si calcolino i residui ^t che, sotto le ipotesi di OLS, sono
stimatori consistenti di t.
 Si considera la regressione
^t = 1X1t + : : :+ kXKt + 0 + ^t 1 + vt
e, sulla base di essa, si calcola un test di signicativita per . Se
 fosse uguale a 0, allora risulterebbe che non c'e dipendenza
seriale di tipo AR(1) nei residui. Diversamente potrebbe essere
plausibile una dipendenza. Il sistema di ipotesi bilaterale da
vericare risulta quindi H0 :  = 0 contro H1 :  6= 0.




Il test di Breush-Godfrey (cont.)
 Un caso piu generale si presenta quando l'errore e un processo
autoregressivo di ordine superiore, ad esempio q, e la regressione
comprende K regressori. Si ipotizza allora che
t = 1t 1 + 2t 2 + : : :+ qt q + 1X1t + : : :+ kXKt + ut
 Sostituendo ad  il suo corrispettivo campionario, si possono
stimare i ^j dalla regressione
^t = 0 + 1^t 1 + : : :+ q ^t q + 1X1t + : : :+ kXKt + ut
 In questo caso la verica di ipotesi e quella congiunta su tutti i
parametri autoregressivi, quindi
H0 : 1 = 2 = : : : = q = 0
che puo essere vericata con un test F .




Problemi legati all'eteroschedasticita degli errori
 Cos come nel caso della regressione per dati in cross-section,
anche per dati in serie storica puo accadere che la varianza
condizionale dell'errore Var(jX) risulti non costante nel tempo
(eteroschedasticita). Il non vericarsi dell'ipotesi di
omoschedasticita non incia comunque la consistenza degli
stimatori dei parametri del modello, tuttavia potrebbe portare a
stimatori non appropriati degli standard error.
 Una soluzione conveniente per tener conto dell'eteroschedasticita
ed eventualmente di una correlazione seriale di t, consiste nello
stimare gli standard error della regressione in maniera robusta.
 Occorre innanzitutto capire tramite un opportuno test, se
l'eteroschedasticita e presente o no nei dati.




Test ARCH per l'eteroschedasticita
 Supponiamo di dover stimare il modello
Yt = 0 + 1Zt + t
e vogliamo vericare se E(2t jX) dipende in qualche forma da t.
 Come al solito, l'idea e quella di stimare i residui del modello per
poi vedere se i residui stimati al quadrato sono serialmente
dipendenti oppure no. L'idea di Engle si basa sullo studio della
regressione
2t = 0 + 1
2
t 1 + vt
 In generale e possibile estendere il test ad un numero generico di
ritardi, e quindi costruire la regressione
2t = 0 + 1
2
t 1 + : : :+ k
2
t k + vt




Test ARCH per l'eteroschedasticita (cont.)
 L'errore t non e noto e viene approssimato con la sua stima ^t.
Se tutti i parametri della regressione 1; : : : ; k fossero nulli,
risulterebbe ragionevole pensare che E(2t jX) = 0. In questo
caso varrebbe l'ipotesi di omoschedasticita. Nel caso che
almeno uno di questi parametri fosse non nullo, ad esempio i,
allora varrebbe che E(2t jX) = 0 + i2t i e quindi la varianza
condizionale risulterebbe non costante (eteroschedasticita).
 Il test ARCH di Engle implica quindi che l'ipotesi nulla risulta
H0 : 1 = 2 = : : : = k = 0
contro l'alternativa che almeno uno degli i sia diverso da zero.
Questo sistema si verica tramite una statistica di tipo F .





 Gli errori t potrebbero essere correlati (Test di Breush-Godfrey
o di Ljung-Box sui residui) ed eteroschedastici (test ARCH e test
di White). Se valesse almeno una delle condizioni precedenti, gli
stimatori degli standard error non sarebbero appropriati.
Occorre quindi stimare in maniera opportuna gli standard error
per tenere in considerazione di tali caratteristiche. La procedura
e la generalizzazione di quella proposta da White. L'estensione si
dove a Newey-West ma molto utilizzate sono anche le varianti
Heteroskedasticity and Autocorrelation Consistent o
HAC. Dal punto di vista pratico, queste procedure tengono in
considerazione congiuntamente sia dell'autocorrelazione che
dell'eteroschedasticita. Si parla quindi di stimatori robusti ad
autocorrelazione ed eteroschedasticita.





 Abbiamo osservato che spesso la presenza di autocorrelazione o
di eteroschedasticita nei residui implicano una non corretta
specicazione del modello.
{ Se lo scopo dell'analisi riguarda la scelta di un modello
appropriato per descrivere una relazione tra variabili, la
presenza di autocorrelazione o di eteroschedasticita suggerisce
la necessita di rispecicare il modello stesso.
{ Se lo scopo dell'analisi risulta il vericare la correttezza
un modello economico di interesse, allora non e possibile
modicare la sua specicazione, visto che e imposta dalla
teoria economica, e quindi per eettuare un'inferenza corretta
occorre utilizzare procedure robuste per la stima degli
standard error dei parametri.





 Consideriamo la regressione tra gli extra-rendimenti del portafoglio
MSCI Italia e quelli del portafoglio di mercato S&P500
MSCI ITAt = 0 + 1S&P500t + t:
Stime OLS usando le 116 osservazioni 2-117. Var. dip. : msci_it
coefficiente errore std. rapporto t p-value
--------------------------------------------------------------
const 0.00556268 0.00493992 1.126 0.2625
sp_500 0.782071 0.107277 7.290 4.37E-011 ***
Errore standard della regressione = 0.0526364
 Ci si puo chiedere se i residui del modello, ^t, sono serialmente
incorrelati ed omoschedastici. Piu precisamente ci si chiede se gli
standard error stimati per i parametri sono ragionevoli oppure no.





Test per ARCH di ordine 12
coefficiente errore std. rapporto t p-value
-------------------------------------------------------------
alpha(0) 0.00166423 0.000790642 2.105 0.0381 **
alpha(1) 0.164281 0.102644 1.600 0.1130
alpha(2) 0.122327 0.103995 1.176 0.2426
....................................................
alpha(11) -0.0489285 0.101851 -0.4804 0.6321
alpha(12) -0.200772 0.100951 -1.989 0.0497 **
Ipotesi nulla: non sono presenti effetti ARCH
Statistica test: LM = 19.164
con p-value = P(Chi-Square(12) > 19.164) = 0.084646





Test di Breusch-Godfrey per l'autocorrelazione fino all'ordine 12
Stime OLS usando le 116 osservazioni 1996:03-2005:10 Variabile
dipendente: uhat
coefficiente errore std. rapporto t p-value
------------------------------------------------------------
const 3.45735E-05 0.00506250 0.006829 0.9946
sp_500 0.00544412 0.116381 0.04678 0.9628
uhat_1 -0.168613 0.0989495 -1.704 0.0914 *
.................................................
uhat_12 -0.0552193 0.101847 -0.5422 0.5889
Statistica test: LMF = 0.593259, p-value = P(F(12,102)>0.593259)=0.843
Statistica alternativa: TR^2 = 7.568032, con p-value =
P(Chi-quadro(12) > 7.56803) = 0.818
Ljung-Box Q' = 8.53944, p-value = P(Chi-quadro(12)>8.53944) = 0.742





 Il test ARCH evidenzia il rischio di varianza condizionale non
costante (p-value inferiore al 10%). La stima OLS del modello
con standard error robusti rispetto ad eteroschedasticita
ed autocorrelazione risultano quindi:
Stime OLS usando le 116 osservazioni 1996:03-2005:10
Variabile dipendente: msci_it
Errori standard HAC, larghezza di banda 3 (Kernel di Bartlett)
coefficiente errore std. rapporto t p-value
--------------------------------------------------------------
const 0.00556268 0.00413105 1.347 0.1808
sp_500 0.782071 0.102168 7.655 6.81E-012 ***
Errore standard della regressione = 0.0526364




Previsioni con modelli dinamici
 Uno degli scopi dei modelli per le serie storiche e quello di fornire
previsioni per l'andamento futuro della variabile dipendente Y ,
indicato con Yt+m; m  1. Ipotizziamo siano note le stime
^0; ^1; : : : ; ^k. Indicheremo la previsione per Yt+m relativa ad m
giorni in avanti ed eettuata oggi, cioe al tempo t con Yt+mjt.
 Esistono vari criteri utilizzabili al ne di ottenere delle previsioni
ottimali. Diremo che una previsione Yt+mjt e ottima se minimizza
l'errore di previsione quadratico medio
E[e^2t+m] = E[(Yt+m   Yt+mjt)2]:
 Se si ipotizza che E[tjYt; Yt 1; Yt 2; : : :] = 0, la previsione puo
quindi essere denita come il valore atteso condizionato
E[Yt+mjYt; Yt 1; Yt 2; : : :]




Previsione Statica e Dinamica
 Possiamo distinguere tra:
{ Previsione Dinamica: Vogliamo prevedere l'andamento di
Yt nel futuro, ma le previsioni si basano esclusivamente sulla
conoscenza del fenomeno Y no al tempo t. Quindi se ad
esempio volessi prevedere Yt+3, la mia previsione Yt+3jt, non
potra tenere conto delle informazioni successive a Yt che sono
cioe Yt+1 ed Yt+2.
{ Previsione Statica: Il set informativo su cui si basa la
previsione, (cioe il passato di Yt) viene aggiornato ogni volta
che si osserva un nuovo dato. Ad esempio, per prevedere Yt+3
e possibile utilizzare l'informazione fornita da
Yt+2; Yt+1; Yt; : : :. In questo la procedura previsiva e una
sequenza di previsioni ad un passo in avanti.





 Supponiamo ad esempio che il modello di interesse sia
Yt = 0 + 1Xt + t
e vogliamo usarlo per fare delle previsioni.
 La previsione ottimale ad un passo in avanti, ottenuta tramite il
criterio dell'errore di previsione quadratica, si ottiene da
Yt+1jt = ^0 + ^1Xt+1:
 In questo caso c'e un problema!!! Al tempo t, non e detto sia
noto il valore del regressore del periodo successivo, Xt+1.
 Questi modelli causali e/o statici, non sembrerebbero quindi
particolarmente adatti a scopi previsivi. A tal ne,
sembrerebbero piu sensati i modelli di tipo autoregressivo.





 Una possibile soluzione al problema precedente, consiste nel
denire un modello esplicito per descrivere il regressore Xt. Ad
esempio Xt potrebbe a sua volta essere descritto da un modello
autoregressivo. Quindi la previsione di Y dipendera dalla
previsione fatta su X.
 Un esempio di tali modelli potrebbe essere il seguente Vector
Autoregressive model o VAR descritto da
Yt = 0 + 1Yt 1 + 1Xt 1 + 1t
Xt = 0 + 1Yt 1 + 1Xt 1 + 2t




Previsione Dinamica con AR(1)
 In applicazioni pratiche, i modelli autoregressivi risultano
particolarmente utili a ni previsivi. Consideriamo il modello
AR(1), che risulta essere il caso piu semplice. Sia quindi
Yt = 0 + 1Yt 1 + t:
 La previsione ad un passo in avanti risulta
Yt+1jt = E[Yt+1jYt; : : :] = ^0 + ^1Yt
 La previsione dinamica a due passi in avanti risulta
Yt+2jt = ^0 + ^1Yt+1jt
= ^0 + ^1(^0 + ^1Yt)
= ^0(1 + ^1) + ^
2
1Yt




Previsione Dinamica con AR(1) (cont.)
 La previsione a 3 periodi in avanti risulta essere
Yt+3jt = ^0 + ^1Yt+2jt
= ^0 + ^1[^0(1 + ^1) + ^
2
1Yt)]





 In generale, continuando a sostituire in maniera iterativa ai valori
futuri di Y , che sono Yt+1; : : : ; Yt+m 1, la loro migliore
previsione basata sulle osservazioni no a t, cioe
Yt+ijt; i = 1; : : : ;m  1, otteniamo la seguente espressione per la
previsione ad m periodi,
Yt+mjt = ^0(1 + ^1 + : : :+ ^
m 1
1 )| {z }
^
+^m1 Yt




Modello AR(1): errori di previsione
 Oltre alla previsione in se, siamo anche interessati a calcolare il
grado di precisione associato alla previsione stessa. Si noti
che, tramite sostituzioni all'indietro, possiamo scrivere che
Yt+m = 0(1 + 1 + : : :+ 
m 1






1 t+2+: : :+t+m
 L'errore di previsione, denito come Yt+m   Yt+mjt risulta
Yt+m   Yt+mjt = 0(1 + 1 + : : :+ m 11 ) + m1 Yt + m 11 t+1 +
+m 21 t+2 + : : :+ t+m  
 ^0(1 + ^1 + : : :+ ^m 11 )  ^m1 Yt








Modello AR(1): errori di previsione (cont.)
 Calcoliamo ora la varianza di Yt+m   Yt+mjt. Se ^i fossero
stimatori consistenti dei i, allora, per T grande, si dimostra che
Var(  ^)! 0 ed analogamente che Y 2t Var(m1   ^m1 )! 0.





















1 : : :+ 
2
1 + 1)




Modello AR(1): errori di previsione (cont.)
 Abbiamo vericato che l'errore di previsione ad m passi in









 Tale quantita puo esse stimata tramite
dVar  Yt+m   Yt+mjt = ^2 ^2(m 1)1 + ^2(m 2)1 : : :+ ^21 + 1
 Se l'orizzonte temporale futuro m cresce, anche l'errore di
previsione aumenta, visto che ^2j1  0 8j.
 Espressioni per le previsioni ad m passi con i relativi errori di
previsione si possono ottenere anche per generici modelli AR(p).




Intervalli di Condenza Approssimati
 Se ^i sono consistenti, si puo dimostrare che le previsioni Yt+mjm
si distribuiscono asintoticamente come una v.c. Normale. Un





 Si ricordi che se  = 5% allora z
2
= 1:960 , se  = 1% allora
z
2
= 2:576 mentre se  = 10% allora z
2
= 1:645
 Si ricordi che lo standard error e sottostimato, visto che viene
omessa la componente che tiene in considerazione l'incertezza sui
parametri che e trascurabile solo se t e grande. Si ricordi quindi
che si tratta di intervalli di condenza approssimati validi solo se
t e sucientemente grande.




Esempio: Stima di un AR(3)
Stime OLS usando 247 osservazioni 4-250 Variabile dipendente: ar3
VARIABILE COEFFICIENTE ERRORE STD STAT T P-VALUE
const -0.00910110 0.0612210 -0.149 0.88195
ar3_1a 0.237684 0.0639055 3.719 0.00025 ***
ar3_2 0.299792 0.0628779 4.768 <0.00001 ***
ar3_3 0.0960218 0.0640249 1.500 0.13498
Errore standard dei residui = 0.962137




Esempio: Previsione di un AR(3)
OBS DATA PREV ERRORE STD Int. di Confidenza (95%)
250 -1.123823 -0.495770
251 -0.637059 0.962137 -2.532251 - 1.258133
252 -0.587763 0.988941 -2.535753 - 1.360228
253 -0.447700 1.046667 -2.509399 - 1.613999
254 -0.352891 1.074375 -2.469166 - 1.763385
255 -0.283633 1.089739 -2.430173 - 1.862907
256 -0.225299 1.099869 -2.391793 - 1.941195
257 -0.181567 1.105694 -2.359534 - 1.996400
258 -0.147035 1.109278 -2.332061 - 2.037992
259 -0.120115 1.111450 -2.309421 - 2.069191
260 -0.099165 1.112766 -2.291063 - 2.092733
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Intervallo di confidenza al 95 per cento
Figura 1: Serie originale, previsioni nel campione e fuori dal campione
con relativi intervalli di condenza.





 Vogliamo prevedere Yt per i prossimi m periodi.
 Yt e l'ultima osservazione osservata disponibile.
 Scriviamo l'espressione per Yt+m. Se Yt+m dipende da
osservazioni successive a Yt si sostituiscono con le loro previsioni
Yt+jjt; j < m. Altrimenti vengono utilizzati i dati osservati
Yt; Yt 1; : : :.
 Ad esempio in un modello AR(2) si ha che
Yt+2 = 1Yt+1 + 2Yt + t+2
Quindi la previsione
Yt+2jt = 1Yt+1jt + 2Yt:





Come gia accennato prima con la previsione statica ad ogni periodo
viene aggiornato l'insieme delle informazioni utili per la previsione.
Supponiamo per semplicita di lavorare con un modello AR(1). Lo
schema di previsione e il seguente
 Supponiamo di essere al tempo t e voler fare la previsione a t+ 1
 Esattamente come nel caso della previsione dinamica, la
previsione sara data da
Yt+1jt = ^0 + ^1Yt:
 Adesso facciamo la previsione a t+ 2. In questo caso assumiamo
che abbiamo osservato Yt+1. La previsione statica diventa allora
Yt+2jt+1 = ^0 + ^1Yt+1:




 In generale, la previsione al tempo t+m si calcola come
Yt+mjt+m 1 = ^0 + ^1Yt+m 1
 Esempio: Con i dati dell'esempio precedente, utilizziamo pero
per l'inferenza le prime 245 osservazioni e utilizzeremo le ultime 5
per calcolare le previsioni statiche.




Stime OLS usando 242 osservazioni 4-245 Variabile dipendente: ar3
VARIABILE COEFFICIENTE ERRORE STD STAT T P-VALUE
const 0.000681834 0.0621262 0.011 0.99125
ar3_1c 0.233964 0.0646204 3.621 0.00036 ***
ar3_2 0.301940 0.0634890 4.756 <0.00001 ***
ar3_3 0.0906859 0.0646624 1.402 0.16208
Errore standard dei residui = 0.966395




Obs DATI Previsione Errore std Int. di confidenza al 95%
244 0.226289 -0.141941
245 0.757941 -0.042675
246 -1.480218 -0.148136 0.970012 -2.059042 - 1.762771
247 -0.176796 -0.553968 0.973820 -2.472376 - 1.364440
248 -0.820902 -0.556354 0.972518 -2.472196 - 1.359488
249 -0.940713 -0.378997 0.972512 -2.294828 - 1.536834
250 -1.123823 -0.483307 0.970516 -2.395207 - 1.428592
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Figura 2: Serie originale, previsioni nel campione e fuori dal campione
con relativi intervalli di condenza.





 Siamo interessati a comparare diversi modelli sulla base delle loro
capacita previsive, nel senso che vogliamo sapere quale tra un
gruppo di modelli fornisce previsioni migliori. Esistono diversi
criteri di scelta, basati su considerazioni in-sample tenendo cioe
in considerazione solo come il modello approssima i dati e
considerazioni out-of-sample guardando cioe come gli errori di
previsione commessi dai modelli in competizione.
 In-Sample: Guardiamo le statistiche BIC e AIC. Minori saranno
queste quantita, migliore sara l'adattamento ci si aspetta. In
alternativa si potrebbe guardare all'R2. In questo caso maggiore
risulta tale statistica migliore sara la bonta d'adattamento.




Comparazione tra previsioni (cont.)
 Out-of-Sample: E possibile calcolare gli errori di previsione ad
un passo e farne una media opportuna. Si possono quindi
utilizzare le statistiche Root Mean Square Error (RMSE) e














 Piu piccole sono queste quantita migliore sara il modello in
termini di capacita previsiva.




Interpretazione dei parametri in un modello ADL
 Consideriamo un modello ADL(p,q) del tipo
Yt = 0 + 1Yt 1 + : : :+ pYt p + 1Xt + : : :+ qXt q + t:
Possiamo esprimere, tramite opportune sostituzioni all'indietro,










in cui 0 , i e i sono parametri, a loro volta funzioni di quelli
originali del modello.
 Ipotizziamo ora che il modello descriva una situazione di
equilibrio tra le variabili. In particolare vale che t = 0 e che
Xt sia costante, nel senso che Xt = k; 8t. La conseguenza e
che in equilibrio anche Yt sara costante.




Interpretazione dei parametri (cont.)
 Si ipotizzi ora che al periodo t, il regressore aumenti di un'unita,
cioe che Xt = Xt  Xt 1 = 1. Si ottiene quindi che


































 Di conseguenza la dierenza Yt   Yt 1 = 0, che e nota come
moltiplicatore d'impatto. In questo caso il parametro 0
rappresenta l'eetto immediato sulla variabile dipendente
causato da un incremento unitario del regressore.




Interpretazione dei parametri (cont.)
 La dierenza tra Yt+1 ed Yt 1 e pari a 1 ed equivale all'eetto di
un incremento unitario del regressore Xt sulla variabile
dipendente al periodo successivo. In maniera analoga si possono
interpretare i parametri i; i  2 che rappresentano la dierenza
tra Yt+i e Yt 1.
 Puo essere inoltre interessante quanticare l'eetto dovuto ad un
incremento permanente del regressore sulla variabile Y . In
questo caso si avra che
Xt+i =
8<: k + 1 Se i  0k altrimenti:
 L'eetto cumulato dovuto a questo incremento sistematico di X
viene detto moltiplicatore di lungo periodo.




Interpretazione dei parametri (cont.)
 Per quanticare il moltiplicatore di lungo periodo ipotizziamo
come prima che
P1
i=0 it i = 0 e scriviamo
Yt 1 = 0 + 0k + 1k + 2k + : : :+ 0
Yt = 

0 + 0(k + 1) + 1k + 2k + : : :+ 0
Yt+1 = 








0 + 0(k + 1) + 1(k + 1) + : : :+ i(k + 1) + i+1k + : : :+ 0
 L'eetto immediato che quantica la dierenza Yt   Yt 1 risulta
essere, come prima, 0. L'eetto cumulato due periodi in avanti,
Yt+1   Yt 1, e 0 + 1. In generale l'eetto di un incremento
permanente del regressore ad i periodi in avanti risulta esserePi
j=0 j .





 Consideriamo un caso particolare del modello ADL(p,q) in cui non
viene considerata la componente autoregressiva della variabile
dipendente. In particolare consideriamo un modello del tipo
Yt = 

0 + 0Xt + 1Xt 1 + 2Xt 2 + : : :+ qXt q + t
 Nel caso generale abbiamo dovuto esprimere un modello di tipo
ADL(p,q) in termini di un modello ADL(0, 1) in cui i parametri del
secondo modello, i i; i  0, possono essere ricavati ricorsivamente a
partire da quelli del primo, cioe i; i = 1; : : : ; p, e j ; j = 1; : : : ; q.
 Nel caso ADL(0,q), il modello e gia espresso in termini dei coecienti
i, ed in particolare i 6= 0; se i  q mentre i = 0 se i > q. Risulta
allora semplice calcolare i moltiplicatori d'impatto e di lungo periodo
generati dal modello.




Esempio: Tassi di Interesse ed Inazione
 Si e interessati a studiare la relazione dinamica tra tasso
d'interesse a breve (i3 ) e tasso d'inazione (inf ). In particolare si
sono osservate entrambe le variabili per gli USA su base annuale
dal 1948 al 2003.
 Si ipotizzi per semplicita che il seguente modello fornisca una
rappresentazione ragionevole e coerente della relazione tra le due
variabili,
i3t = 0 + 1inft + 2inft 1 + 3inft 2 + t















 1950  1960  1970  1980  1990  2000
Tassi di Interesse e di Inflazione USA (1948-2003)
Tasso di interesse annuo
Tasso d’inflazione annuo
Figura 3: Tassi di interesse e di inazione USA.





 La stima OLS del modello fornisce i seguenti risultati
Stime OLS usando le 54 osservazioni 1950-2003 Variabile dip.: i3
coefficiente errore std. rapporto t p-value
-------------------------------------------------------
const 1.74949 0.450113 3.887 0.0003 ***
inf 0.456430 0.129725 3.518 0.0009 ***
inf_1 0.180909 0.155105 1.166 0.2490
inf_2 0.209070 0.111087 1.882 0.0657 *
E.S. della regressione 1.794433





 Il moltiplicatore d'impatto immediato al tempo t in questo caso
viene stimato come
i3t   i3t 1 = 1  0:456430;
 La deviazione dall'equilibrio al tempo t ha un eetto a t+1 pari a
i3t+1   i3t 1 = 2 = 0 (param. non signicativo);
 La deviazione dall'equilibrio al tempo t ha un eetto a t+2 pari a
i3t+2   i3t 1 = 3 = 0:209070 (param. signicativo al 10%);
 La deviazione dall'equilibrio al tempo t ha un eetto a t+k,
k  3 pari a
i3t+k   i3t 1 = 0 8k:





 Si e interessati ora a valutare come un'aumento sistematico del
regressore inuenza la variabile dipendente nel tempo
(moltiplicatore di lungo periodo). Un avariazione permanente sul
regressore al tempo t ha i seguenti eetti:
{ Coincide con il moltiplicatore immediato a t ;
{ Ha un eetto a t+1 pari a i3t+1   i3t 1 = 1 + 2 = 0:456430 + 0;
{ Ha un eetto a t+2 pari a i3t+2   i3t 1 = 1 + 2 + 3 = 0:6655;
{ Il moltiplicatore di lungo periodo, o Long Run Multiplier (LRP)
risulta quindi essere
i3t+k   i3t 1 = 0 + 1 + 2 8k  2:
