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Abstract
We establish, through coarse-grained computation, a connection between traditional, continuum
numerical algorithms (initial value problems as well as fixed point algorithms) and atomistic simu-
lations of the Larson model of micelle formation. The procedure hinges on the (expected) evolution
of a few slow, coarse-grained mesoscopic observables of the MC simulation, and on (computational)
time scale separation between these and the remaining “slaved”, fast variables. Short bursts of ap-
propriately initialized atomistic simulation are used to estimate the (coarse-grained, deterministic)
local dynamics of the evolution of the observables. These estimates are then in turn used to acceler-
ate the evolution to computational stationarity through traditional continuum algorithms (forward
Euler integration, Newton-Raphson fixed point computation). This “equation-free” framework, by-
passing the derivation of explicit, closed equations for the observables (e.g. equations of state) may
provide a computational bridge between direct atomistic / stochastic simulation and the analysis
of its macroscopic, system-level consequences.
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I. INTRODUCTION
Textbook reaction/transport modeling is based on macroscopic equations - typically par-
tial differential equations embodying conservation laws closed through constitutive relations.
The Navier-Stokes equations as a model of laminar fluid flow provide a good ilustrative
example: they describe the behavior of a very complex system (molecular collisions and in-
teractions with the flow boundary) at a level of coarse-graining (velocity and pressure fields)
which is practical for engineering design (e.g. pressure drop computations). What makes this
possible is closures: modeling the stresses as functionals of the velocity field through New-
ton’s law and viscosity. In engineering modeling we increasingly encounter systems whose
coarse-grained, mesoscopic behavior emerges from the interaction of a number of “agents”
(molecules in a fluid, cells in a tissue, individuals in a population) between themselves and
with their environment. It is the coarse-grained behavior that we want to predict, design or
control; yet the available models are only available at a much finer, atomistic or stochastic
level. The closures that will translate these models to “practically predictive” mesoscopic
level models are simply not available in closed form.
Over the last few years we have been developing an “equation free” computational
methodology for extracting coarse-grained information from microscopic models; this
methodology provides an alternative to direct, long-term atomistic/stochastic simulation.
Our goal is to accelerate the computation of coarse-grained quantities or properties by
acting directly, and as parsimoniously as possible, on the direct, full scale (kinetic Monte
Carlo, kMC, molecular dynamics, MD, Brownian dynamics, BD, also quantum chemistry
based simulators like such as Car-Parrinello MD, CPMD) simulator. The basic idea is
to use the microscopic simulator as a computational experiment that we can initialize at
will. Short bursts of appropriately initialized atomistic simulations are designed, executed,
and their results processed to provide “on demand” the information that one would obtain
from coarse-grained models, had these models been available in closed form. This system
identification based “closure on demand” approach, provides a bridge between traditional
continuum numerical analysis (integration, steady state computation, the solution of linear
and nonlinear equations, optimization) and atomistic / stochastic / individual based simu-
lators. Short, appropriately initialized dynamic simulations of the detailed model (“coarse
timestepping”) enable the microscopic simulator to perform tasks (like locating, quantifying
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the stability of, or optimizing coarse grained stationary states) that it has not been explicitly
designed for. What makes it possible is the ability of a modeler to initialize a computational
experiment at will; initializing a laboratory experiment at will is an immensely more difficult
task.
This coarse-grained, equation-free computational framework was introduced in Ref. 1, and
has since been used in a number of modeling contexts (from coarse Brownian dynamics of ne-
matic liquid crystals2 to coarse molecular dynamics for alanine dipeptide folding3, individual-
based modeling of evolving diseases4 and lattice gas modeling of surface reactions5,6), see
the reviews in Refs. 7,8.
The main assumption in this framework is that a separation of time scales (and con-
comitant space scales) prevails in the description of the system state; indeed, that we can
separate the state in a subset of slow (coarse, macroscopic) variables x and its complement
- a subset of fast variables y. Typically, the slow variables consist of a few of the lower
moments of microscopically / stochastically evolving distributions (such as concentration
for chemical reactions, or density and momentum, the zeroth and first moments of a distri-
bution of flowing molecules over velocities). Over the time scale of interest, the dynamics of
the fast variables become quickly slaved to the dynamics of the slow, “master” variables. If
this assumption holds (and this is a reasonable assumption if the system is believed to have
reproducible coarse-grained behavior), then one does not need to derive the macroscopic
equations explicitly. One can in effect solve them, and perform system-level computational
modeling and design tasks with them without deriving them in closed form; model evalua-
tions are substituted by “on demand” information from appropriately initialized microscopic
simulations.
The main tool that allows the performance of numerical tasks at the macroscopic level
using microscopic simulation codes is the so-called “coarse timestepper”1. The timestepper
(which we denote by Φτ ) is an operator which maps the state variables x(t) forward by time
τ , i.e. x(t + τ) = Φτx(t). If closed equations for the evolution of the macroscopic variables
x(t) are available, then the timestepper is simply the solution operator for these equations
for time τ . When such equations are not available, the timestepper can be estimated by the
coarse timestepper, which we denote by Φcτ . The coarse timestepper uses detailed microscopic
simulations of the system, and then processes the data to estimate the time-τ map for the
evolution of the macroscopic observables for the problem of interest. The coarse timestepper
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consists of the following basic elements (see Ref. 7):
1. A restriction operator,M , from the microscopic level description y, to the macroscopic
description, x = My. This operator usually involves averaging over microscopic space
and over realizations of the ensemble of microscopic simulations.
2. A lifting operator, µ, which constructs microscopic descriptions y consistent with the
prescribed macroscopic description, x. This is obviously a “one-to-many” operation.
Lifting from the macroscopic to the microscopic description and then restricting (pro-
jecting) again should have no effect, i.e. Mµ = I.
3. Prescribe a macroscopic initial condition x(t = 0).
4. Transform it through lifting to an ensemble of consistent microscopic realizations,
y(t = 0) = µx(t = 0).
5. Evolve these realizations using the microscopic simulator for the desired short macro-
scopic time τ , generating the values y(τ).
6. Obtain the restriction x(τ) = My(τ) and define the coarse timestepper as x(t = τ) =
Φcτx(t = 0). In other words, Φ
c
τ = MΦτµ.
The use of such a coarse timestepper is based on (i) the separation of timescales between
the micro- and the macroscopic descriptions of the system evolution, similar to that used
in deriving explicit closed macroscopic equations and (ii) on the assumption of existence of
a closed evolution equation for the macroscopic variables x(t). The basic premise is that
the long-term dynamics of the microscopic simulation can be thought of as lying on a slow,
low-dimensional manifold which is parametrized by the coarse variables. On this manifold,
the remaining observables are slaved to (are functionals of) the chosen coarse variables.
Therefore, judicious choice of the coarse variables is crucial for the correct implementation
of coarse timestepping. Coarse variables typically include a few lower moments of the mi-
croscopically evolving distributions, but any appropriate order parameter set can be used as
the observables of choice. Once the coarse variables and the lifting and restriction operators
are constructed, the coarse timestepper procedure is easy to realize numerically. It is also
easy to parallelize: each “lifted” copy for the same coarse initial condition can be executed
independently on a different processor over the same wall-clock time.
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Various system-level tasks can be implemented as computational superstructures around
repeated calls to the timestepper. In particular, the coarse projective Euler method7 is
based on the extrapolation (projection) of the evolution of x(t), obtained through the ap-
plication of the coarse timestepper, over some macroscopic time step ∆t. A fixed point
for the timestepper, i.e. a point x0 such that Φ
c
τ (x0) = x0, corresponds to an equilibrium
configuration of a thermodynamic system; this allows one to consider using contraction map-
ping approaches, like the Newton-Raphson method to obtain the equilibrium states. In this
work, least squares estimation is used to fit the evolution of the macroscopic observables (as
opposed to the simple extrapolation in Ref. 9) and to implement fixed point computations.
Other system-level tools that have been implemented using the timestepper for various sys-
tems include bifurcation and stability analysis, coarse control, coarse optimization, and the
computation of coarse self-similar solutions (Ref. 7,8 and references therein.)
It is important to note that “time” and “evolution” in the above discussion do not have
to be in real physical time; it could be in the wall-clock time (iteration count) of an MC
simulation. In this paper we attempt to accelerate the convergence of a Monte Carlo (MC)
simulation to its ultimate stationary state. We do not study how a real system dynamically
approaches equilibrium; we only demand that our simulation faithfully reproduces the equi-
librium, and try to accelerate the approach of our simulation to its equilibrium. It may be
helpful to draw an analogy between physical evolution to a steady state, and the evolution
of a Newton-Raphson iteration towards the same steady state for deterministic problems.
The dynamics of the Newton-Raphson and the dynamics of physical evolution are different,
yet they share the same fixed point. Our goal here is to accelerate (using coarse integration
and coarse fixed point techniques) the convergence of our MC computation scheme to its
equilibrium, which is hopefully shared with the real, dynamical problem (with “nature”).
The problem we will study using these coarse-grained, equation free methods, is the
spontaneous self-assembly of surfactant molecules in micelles; we attempt to accelerate the
(artificial) dynamics of an MC simulation of this process.
It is well known that surfactant molecules, (amphiphiles, i.e. molecules that contain
both hydrophobic and hydrophilic segments), spontaneously self-assemble into a variety of
structures (see, e.g. Ref. 10). At low amphiphile concentration, above the critical micelle
concentration, the surfactants assemble into micelles. We study the micellization process
using grand canonical Monte Carlo (GCMC) simulations of the lattice model originally
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proposed by Larson11,12. Despite its simplicity, this model leads to predictions (in particular,
phase diagrams) that agree qualitatively with experiments12.
Recently, Panagiotopoulos and coworkers13,14 have studied micellization using GCMC
simulations of the Larson model. In order to extrapolate the results to temperature and
chemical potentials different from those of actual runs, they used the histogram reweighting
method15,16. This method allows one to compute equilibrium distributions of the number of
molecules in the system Ntotal and the energy of the system E at some temperature T
′ and
chemical potential µ′ from the simulations performed at some other (nearby) T and µ. This
method will not, however, extrapolate structural properties, such as micelle size or density;
coarse computational techniques (and, in particular, Newton-Raphson based continuation)
might be a promising alternative in efficiently exploring the dependence on such variables
on parameters.
This paper is organized as follows: In section II we discuss the Larson model imple-
mented in our MC simulation. In the two subsequent sections we discuss our selection of
coarse variables (Section III) and our lifting procedure (the construction of microscopic states
consistent with coarse observables) (Section IV). We then discuss and illustrate coarse pro-
jective integration (Section V) and the coarse Newton method (Section VI). In Section VII
we discuss a kMC model fitted from our MC simulations, and apply the same coarse-grained
computational methods to it. We summarize our results and conclude with a discussion in
the final section (VIII).
II. THE MODEL
In the Larson model11,12 studied here, three-dimensional space is discretized into a cubic
lattice. An amphiphile molecule is modeled as a chain of beads and a solvent molecule
is modeled by a single bead. The beads occupy sites on the lattice and the connected
beads of an amphiphile molecule are located on the nearest-neighbor sites located along
vectors (0, 0, 1), (0, 1, 1), (1, 1, 1) and their reflections along the principal axis, resulting in
a coordination number of 26. There are two types of beads: hydrophobic tail (T) and
hydrophilic head (H). The solvent beads are assumed to be identical to the head beads.
Hydrophobic interaction is modeled by attractive interaction between the tail beads.
Each bead interacts only with its 26 nearest neighbors and the total energy of the system is
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the sum of pairwise interactions between beads. The tail-tail interaction energy ǫTT is -2 and
the tail-head and head-head interaction energies ǫTH and ǫHH are zero, following Ref. 14.
It is furthermore assumed that all sites that are not occupied by the amphiphile beads are
occupied by the solvent. This latter assumption implies that there is no need to explicitly
consider solvent in the Monte Carlo (MC) moves.
We perform grand canonical Monte Carlo (GCMC) simulations of this model and use
the following mix of MC moves: 50% amphiphile transfers (i.e. addition or removal), 49.5%
amphiphile partial regrowth moves, and 0.5% cluster moves. We perform simulations of a
linear amphiphile chain H4T4 (which consists of 4 head beads and 4 tail beads) in a cubic
box with the side length of 40 sites, assuming periodic boundary conditions. This simulation
box size is sufficiently large to prevent spurious effects of periodicity: a typical diameter of
a micelle observed in the simulations reported here is significantly smaller than half the size
of the box side.
A snapshot of a simulation is shown in Fig. 1. In this example, we observe that the
surfactant molecules have formed three micelles. In addition, there is a significant fraction of
smaller clusters. Our working definition of a cluster is an aggregate of amphiphile molecules
such that each molecule in a cluster has at least one tail bead which occupies a neighboring
site with a tail bead from another amphiphile of the cluster. In other words, each cluster
molecule interacts through hydrophobic attraction with at least one other cluster molecule.
The cluster size is defined as the number of amphiphiles in this cluster. Note that an isolated
amphiphile molecule can be viewed as a cluster of size 1.
An example of the cluster size distribution obtained from the GCMC simulations is shown
in Fig. 2a and is typical for a micellar system. There are two peaks in the distribution –
one peak corresponding to the small clusters and the other peak corresponding to micelles.
Note that there is an almost vanishing probability to observe a cluster of an intermediate
size. This observation is very important and allows us to define a set of coarse variables (or
“coarse observables”).
III. COARSE VARIABLES
Choosing an appropriate set of coarse variables (“observables”) is an important step
in the implementation of equation-free computation. This choice is system-specific and
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should be guided by physical intuition about the system, or by data analysis techniques
(e.g. Ref. 17,18). One of the requirements for the coarse variables is that they provide
sufficient information about the system so that the “lifting” operation (micro from macro)
can be successfully performed. In earlier work on coarse computation2,5,6, coarse variables
were chosen to be moments of an evolving distribution. Lifting then consisted of generat-
ing random realizations of a system configuration such that the average and, possibly, the
variance of this quantity agreed with the prescribed values. More sophisticated lifting tech-
niques (including short, constrained simulations in the spirit of algorithms like SHAKE in
molecular dynamics19) are also being developed and tried. Simple lifting approaches based
on only a couple of moments may not be satisfactory for more complex systems such as the
one studied in the current work. In addition to the averages, we also need to preserve more
of the structure of the system during the transfer of information between micro and macro
(lifting and restricting). More sophisticated approaches, which take into account the spatial
inhomogeneity of a system, have been presented by Gear et al.20. In this so called micro-
Galerkin method, an expansion of the spatial distribution of the quantity of interest in a
set of global basis functions was used; these can be traditional polynomial basis functions21
or possibly empirical eigenfunctions obtained by principal component data analysis from a
microscopic simulation.
Principal components of the raw data would give us some averaged structural information
about a micelle, e.g. a density profile. It is not, however, trivial to reconstruct a micelle
from its density profile. We believe that nonlinear data analysis techniques17,18 hold the key
to systematic, non-intuitive choices of appropriate coarse observables.
In the case of our micellar system we kept a database of cluster structures, and used
as coarse observables a number of features of the distribution of such structures; we will
describe these observables below. In the lifting procedure, we place cluster structures from
the database directly into the simulation box according to certain prescribed distribution
features. We envision that for more complex self-assembled systems, such as bilayer or
vesicles, one can combine the empirical eigenfunction method with maintaining a structure
database.
Details on computing the structure database will be provided in section V. In addition
to the database, we need to specify distributions of several quantities. Describing these
distributions through a finite number of macroscopic observables (coarse variables) will be
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the basis of our coarse timestepper. To choose a reasonable set of observables, capable of
parametrizing the evolution of our simulations, we examine representative simulation runs.
Clearly, one needs to know the distribution of clusters. In this work, we assume that the only
quantity needed to characterize a cluster is the number of amphiphiles. That is, all other
physical properties of the cluster (such as its radii of gyration and its energy) are quickly
slaved to the cluster size. If we monitor clusters of a certain size, we observe that over very
short periods of simulation time, their physical attributes will “approach a slow manifold”
– that is, their statistics will very quickly become functions of the size. The analysis in the
companion paper22 shows that this is a reasonable assumption for the system considered
here. Hence, in order to characterize the clusters contained in the system, we only specify
their size distribution shown in Fig. 2a.
In addition to the distribution of cluster sizes, we need to specify the concentration of
amphiphiles in the system. Since we are performing simulations in the grand canonical
ensemble, in an equilibrium state, this concentration will fluctuate around some average
value. In principle, for a system of fixed volume, to specify concentration, one can specify
the total number Ntotal of amphiphile molecules in the system. However, we found it more
convenient to “split” this Ntotal into the “small cluster” and the “micellar components”.
This allows us to monitor the density of micelles directly from our coarse variables and to
take advantage of the separation of time scales between the micelles and the small clusters,
which is discussed below. We furthermore assume that there is no correlation between sizes
of different clusters in the system. This assumption is reasonable because there are no long-
range interactions in the system and the solution non-idealities are only due to excluded
volume interactions. The systems considered here are dilute and hence the non-idealities
(correlations) are expected to be small. We will show it later that this assumption indeed
holds.
To summarize, we suggest that the system can be macroscopically successfully charac-
terized by distributions of the following three quantities (see Fig. 2): (i) cluster size, (ii)
number Nmicelle of micelles in the system, and (iii) number Nsmall of molecules contained in
small clusters.
A typical distribution of cluster sizes is shown in Fig. 2a. Clearly, the clusters can be
divided into two classes – small clusters and micelles. Small clusters are unstable aggregates
of a small number of molecules, usually less than 10. They are being formed and destroyed
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very quickly during a simulation. For definiteness, we classify a cluster as a micelle if its
size exceeds 20 molecules and as a small cluster otherwise. Since there is essentially zero
concentration of clusters of size between 20 and 40, a precise location of the border between
micelles and small clusters is unimportant.
The cluster size distribution is further approximated by a Gaussian distribution (dashed
line in Fig. 2a) and the small cluster size distribution is approximated by a Poisson distri-
bution (dotted line in Fig. 2a),
P (k) =
λk−1
(k − 1)!e
−λ, (1)
where k = 1, 2, 3, . . . is the cluster size and (λ + 1) is the average size of a small cluster.
The size distribution of small clusters shows good agreement with the Poisson distribution
because the probability of formation of a small cluster consisting of k molecules (in an ideal
solution) is proportional to λk.
Hence, the cluster size distribution is described by three parameters: average ν and
standard deviation σ of the micelle size and the parameter λ of the Poisson distribution
of the small cluster sizes. One more parameter is needed to completely specify the cluster
size distribution – namely, the ratio between numbers of molecules contained in the small
clusters and in the micelles. This information is contained in the distributions of Nsmall and
Nmicelle and the section IV describes the details of reconstruction of the system from these
parameters.
Typical examples of distributions of Nsmall and Nmicelle are shown in Fig. 2b and 2c,
respectively. The distribution of number Nsmall of molecules contained in small clusters is
approximated by a Gaussian distribution
P (Nsmall) = PGauss(Nsmall; νs, σs). (2)
Here, νs and σs are the mean and the standard deviation of Nsmall and
PGauss(x; ν, σ) =
1√
2πσ
exp(−(x− ν)2/2σ2) (3)
is the Gaussian distribution with the mean ν and the standard deviation σ. As seen in
Fig. 2b, the Gaussian distribution provides a good approximation to P (Nsmall) and hence
in our coarse simulation, the distribution of Nsmall is completely specified by its first two
moments, νm and σs.
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The distribution of the number of micelles Nmicelle is approximated by a Gaussian trun-
cated at Nmicelle = 0, i.e.
P (Nmicelle) = CPGauss(Nmicelle; νˆm, σˆm), if Nmicelle ≥ 0, (4)
P (Nmicelle) = 0, if Nmicelle < 0. (5)
Here, C is a normalization constant. This truncation is important, because there is a non-
vanishing probability to have zero micelles in the simulation box (see Fig. 2c). If we were to
fit an untruncated Gaussian to such a distribution, we would end up with a non-vanishing
probability to have a negative number of micelles in the simulation box. Note that, unlike
the standard Gaussian, the parameters νˆm and σˆm of PGauss in Eq. (4) do not coincide with
the mean νm and and the standard deviation σm of Nmicelle. It is therefore necessary to
obtain these parameters from the requirement that the mean and the standard deviation
of the truncated distribution coincide with the mean νm and the standard deviation σm of
Nmicelle. This is done via solution of a system of two nonlinear equations:
νm =
∑
P (Nmicelle)Nmicelle, σ
2
m =
∑
P (Nmicelle)N
2
micelle − ν2m. (6)
Note that these equations have a solution for only a subset of values of νm and σm. Fig. 2c
shows that the truncated Gaussian provides a good approximation for P (Nmicelle). Although
we modified the standard Gaussian distribution to fit P (Nmicelle), the distribution of the
number of micelles is still specified by its first two moments νm and σm.
To summarize, we chose to model the system by 7 coarse variables (observables): 3 for
small clusters (λ, νs, σs) and 4 for micelles (ν, σ, νm, σm).
Timescales (in MC iteration “time”) for the evolution of these coarse variables are il-
lustrated in Figures 3 and 4 which show evolutions of the coarse variables when the sys-
tem parameters (temperature T and chemical potential µ) are switched from kBT = 7.5,
µ = −46.20 to kBT = 7.0, µ = −47.40. The small cluster variables are shown in Fig. 3
and are extremely fast - they approach the slow manifold on the timescale of less than 0.1
million steps. The micelle size distribution is also relatively fast – as Figs. 4a and 4b show,
equilibration time of the first two moments of the micelle size distribution is on the order
of 10 million steps. The slowest dynamics is that of the micelle number distribution – it
equilibrates on the order of 1000 million steps (see Figs. 4c and 4d). The observed timescales
suggest that the coarse projective integration should be performed for only two variables –
νm and σm – average and standard deviation of number of micelles.
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The described choice of coarse variables assumes that there is no correlation between
the number of micelles Nmicelle in the system and the micelle size. In order to check this
assumption, we computed the correlation coefficient between Nmicelle and the average size of
a micelle at different values of temperature T and the chemical potential µ. Results of this
calculation are shown in Figure 5. For relatively dense systems, the correlation coefficient is
non-vanishing and we might need to take it into account when working at those conditions.
However, for low surfactant density (thick line in Fig. 5), the correlation is negligible. The
coarse integration results below are reported for this low density.
IV. THE LIFTING PROCEDURE
In this section, we describe the lifting procedure, i.e. how realizations of the detailed
system are reconstructed from the 7 coarse variables. Since there is no long-range interaction
between the clusters in the system and we consider sufficiently dilute systems, the lifting
procedure consists of the following two stages: first, we generate a sequence of sizes of
clusters to be placed into the system. Second, we place these clusters into the simulation
box. In order to improve efficiency of the second stage of lifting, we sort the list of cluster
sizes generated in the first stage in descending order. This is done because it is easier to place
a larger cluster into an emptier system and it does not introduce any bias since correlations
between different clusters in the system are negligible. For each cluster size from the list,
we randomly pick a cluster from a database and place it into a random location in the
simulation box. The only requirement in this procedure is that the clusters do not overlap
or touch each other. In principle, this procedure can be generalized to the case of denser
systems or systems with long-range interactions, where the correlations between clusters
become important (see also Ref. 6, where pair probabilities between adsorbate atoms must
be appropriately initialized).
Let us now describe the generation of the cluster size list in more detail. This procedure
is split into two parts. First, the micelle sizes are generated: the number of micelles Nmicelle
in the system is sampled from the truncated Gaussian distribution Eq. (3) with mean νm
and standard deviation σm. Then, for j = 1, . . . , Nmicelle, the j-th micelle size is sampled
from the Gaussian distribution with parameters ν and σ.
The number Nsmall of molecules contained in small clusters is sampled from the Gaussian
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distribution with parameters σs and νs. Then the cluster sizes Nj , j = 1, 2, . . . are sampled
from the Poisson distribution Eq. (1) with parameter λ. We stop after we have generated
M clusters such that
M−1∑
j=1
Nj ≤ Nsmall <
M∑
j=1
Nj. (7)
We then keep all of these clusters if the sum on the right hand side of Eq (7) is closer to
Nsmall than the sum on the left hand side. Otherwise, we keep only the first M − 1 clusters
generated. Although this procedure does not always produce exactly Nsmall molecules in each
realization, it does so on average. Moreover, as we have shown, the small cluster variables
are slaved to the micellar variables. Therefore, small errors in small clusters lifting will be
quickly healed in the microscopic simulation. If necessary, the short “healing” step can be
implemented in a constrained fashion (evolving the MC simulation with a hard parabolic
potential around the target values of the slow observables, as in umbrella sampling23).
V. COARSE PROJECTIVE INTEGRATION
In this section we describe coarse integration of the micellar system using the coarse
projective Euler method. This method is briefly outlined in the introduction and is discussed
in more detail by Gear and Kevrekidis9.
Other coarse integration methods are also proposed in Ref. 9,24 and their linear stability
analysis is performed.
Before we start the coarse integration, we perform the microscopic (GCMC) simulation
and let all the fast modes equilibrate. Fast modes here refer to the small cluster variables
and the first two moments of the distribution of micelle sizes. As shown in section III, these
modes are much faster than the mean νm and the variance σm of the number of micelles in
the simulation box. After the “fast mode equilibration” is complete, we let the simulations
run for a little longer in order to collect enough samples of clusters for the database. We
run this “database production” simulation for an additional 5 million steps and use 500
copies of the system. The database is updated after each 0.1 million steps. This step
size is sufficiently large for the micelle structures to be significantly modified and hence we
populate the database with statistically different clusters. A more detailed analysis of the
rate of change of a cluster structure will be presented in the companion paper22.
When the initial preparations are complete, we perform the coarse projection. The lifting
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procedure was described in the previous section. After the lifting, we let the system “heal”
for thealing = 0.2 million steps. This time is more than sufficient to eliminate any discrepancies
in the (fast) small cluster variables λ, νs, and σs that might be introduced during the lifting –
see the earlier discussion of timescales. Since we pick the micelle structures directly from the
“equilibrium” database, we expect that no healing is needed for the micelle size variables ν
and σ. As mentioned above, the initial “healing” preparatory step can also be implemented
in a constrained fashion as in umbrella sampling23.
After the healing is complete, we perform the (unconstrained) simulation for additional
tgeneration = 9.8 million steps. We then fit a straight line through the computed νm(t) and
σm(t) and extrapolate these quantities for the macroscopic step ∆t = 50 million steps,
x(t +∆t) = x(t) + ∆tF(x(t)). (8)
Here, x(t) = (νm(t), σm(t)) are the slow coarse variables and F(x(t)) is their slope obtained
from the least squares fit to the results of the production run of length tgeneration = 9.8
million steps. The fast coarse variables are set to the values from the last step of the
previous microscopic simulation run.
Results of the coarse integration are shown in Fig. 6. We observe good agreement -at
the level of the macroscopic observables- with the control full scale GCMC run, also shown
in this figure. These simulations are performed for a system switching from kBT = 7.5,
µ = −46.20 to kBT = 7.0, µ = −47.40. We used different numbers of copies of the system
in the coarse integration and the control run: in the coarse integration, we used 2000 copies
and in the control run we used 500 copies. The number of copies had to be increased for the
coarse integration in order to reduce statistical error in the extrapolations: the projection
step “magnifies” the noise and one has to have precise data in order to obtain a reasonable
accuracy during extrapolation. Hence, there is a trade off between the size of the projection
step and number of copies of the system needed for an accurate extrapolation.
In our particular case, the savings of CPU time in the coarse integration (as compared
to the control run) are about 50%. The efficiency of the coarse Euler scheme is the subject
of further investigation (see Section VII) and possible improvements to the method are
discussed in Section VIII.
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VI. COARSE NEWTON METHOD
In addition to coarse projective integration, one can perform other system-level tasks,
such as fixed point location and stability analysis, using the information obtained from the
short-scale simulations. In this section, we describe an application of a Newton-like method
to the micellar system. The approach is based on the observation that the equilibrium
configuration of the system corresponds to a solution of a nonlinear system of equations
F(x) = 0, (9)
where Fi is the slope of the evolution of the i-th coarse variable Xi(t). The slope of F
is estimated by fitting a straight line to results of the short-scale microscopic simulations.
Hence, one can use the Newton method (or some other method of solution of nonlinear
equations) in order to obtain the equilibrium configuration of the system.
In a Newton algorithm for a deterministic problem one evaluates the residual at the cur-
rent guess, the Jacobian of the equations at the current guess, and solves a linear set of
equations to provide the next guess, at which the procedure is repeated. The construction
of variants of the Newton method appropriate for fixed point computations in noisy environ-
ment is the subject of ongoing research (e.g. the stochastic approximation algorithms25,26).
In this paper we try to estimate the deterministic component of the noisy simulation,
reducing the variance through averaging a number of copies, and perform Newton-Raphson
on the deterministic part. The derivatives required in the Newton step will be estimated
using finite differences (i.e. by initializing macroscopically nearby initial conditions, and
observing the difference in the evolution of their coarse variables).
One important practical twist in our implementation of the Newton method for a
noisy/stochastic system (compared to deterministic noise-free system of equations) is that
our lifting procedure does not create microscopic states precisely consistent with the macro-
scopic observables; rather, it creates microscopic states consistent with slightly nearby ob-
servables. In the Newton context, the function F is computed not for the specified observable
values x of the coarse variables but for slightly different values. This happens due to the
stochastic nature of our lifting procedure, which involves sampling of the random variables
according to a prescribed distribution. Of course, if the sample size is infinitely large, then
the moments of the sampled realizations of the system will coincide with the prescribed
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ones. However, the finite sample size introduces some statistical errors in the generated
moments. It is also possible, after lifting and before the Newton procedure, to apply an
additional preparatory step, in which the microscopic state is adjusted to correspond to the
macroscopic observables exactly (either through constrained evolution or some sort of simu-
lated annealing). Such reasonable modifications of the procedure are the subject of current
research; we are proceeding with our current lifting operator.
To be more specific, consider the lifting procedure for micellar systems, which involves
sampling of the number of micelles Nmicelle from the first two moments of the truncated
Gaussian distribution. I.e. in this case the coarse variables are x = (νm, σm). We observe
that for the values of νm and σm typical for our simulations, one needs at least 10
4 realizations
in order to sample an accurate mean νm and standard deviation σm. This large value of
realizations is impractical for the micellar simulations and we have used 2000 copies in our
implementation of the Newton method.
The implication of this statistical error with our current lifting is that it is necessary to
modify the standard finite-difference calculations of the Jacobian. In what follows, we first
describe the necessary changes for a one-dimensional function and then generalize them to
a system of arbitrary dimensionality. Consider the standard forward difference estimation
of a derivative,
dF (x)
dx
=
F (x+∆x)− F (x)
∆x
+O(∆x) (10)
However, in the lifting, instead of x and x + ∆x, we generate L(x) and L(x + ∆x), where
L(x) denotes the value of a coarse variable which is generated during the lifting step from
the prescribed value x. We expect that, as the number of copies of the system approaches
infinity, L(x) approaches x and therefore, for a finite but large number of copies, L(x) is
not very different from x. Hence, instead of F (x) and F (x+∆x), we compute F (L(x)) and
F (L(x+∆x)) and thus the correct forward difference estimate for the derivative is
dF (x)
dx
=
F (L(x+∆x))− F (L(x))
L(x+∆x)− L(x) +O(∆x). (11)
We found that this correction to the standard forward difference formula (10) is significant
in the implementation of the coarse Newton method for the micellar system and that taking
it into account have improved the convergence of the method.
The correction to the forward-difference scheme described above is the simplest estimate
for the derivative in our noisy system. Without more precise lifting, we do not expect
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standard higher order schemes to yield significant improvement in the Newton convergence.
There is significant recent interest in development of higher order difference schemes for
derivative estimation in noisy systems. In particular, Gear27 has proposed to use the least-
squares fit and Drews et al.28 have developed a central difference scheme with the weights
chosen in order to reduce the variance of the derivative estimate. Their estimate is still
O(∆x) but the variance of F ′(x) is reduced. The work on testing and developing such
schemes is currently in progress.
In this paper, we use the corrected forward-difference scheme Eq. (11). Let us briefly
discuss the generalization of this formula to multiple dimensions while keeping in mind the
standard forward-difference scheme,
∂Fi(x)
∂xj
=
Fi(x+∆xjej)− Fi(x)
∆xj
+O(‖x‖), i, j = 1, . . . , N. (12)
Here, N is the dimensionality of the (coarse) system, ej is a unit vector pointing in the j-th
direction and ∆xj is an increment in xj . Due to the uncertainties in the lifting procedure,
we actually compute the function F(x) at points x0 ≡ L(x) and xj ≡ L(x +∆xjej). From
the Taylor expansion of the function Fi(x),
Fi(xj) = Fi(x0) +∇Fi(x0) · (xj − x0) +O(‖(xj − x0‖), (13)
it follows that
∇Fi(x0) = A−1g, (14)
where O(‖(xj−x0‖) terms have been neglected and gj ≡ Fi(xj)−Fi(x0) and Akj ≡ xkj−x0j ,
j, k = 1, . . . , N (xkj denotes the k-th component of the vector xj). This formula, Eq. (14),
is similar to the forward difference simplex gradient described, e.g., in Ref. 29 in the context
of optimization of noisy functions. It is possible to use this formula with less or more than
N + 1 evaluations of function F(x). In the first case, the solution of Eq. (14) will be given
by a pseudoinverse of the matrix A and the computation will be somewhat similar to the
simultaneous perturbation stochastic approximation method30.
In the second case, the estimate of the Jacobian will be given by the least squares fit27.
In the current work, we limit the estimation of the derivative to the direct use of Eq (14)
and hence we perform (N + 1) evaluations of the left-hand-side per iteration of the Newton
method. We choose the increment ∆xj of xj in the calculation of the derivative to be an
integer multiple of the statistical error xerr of xj . This choice assures that the increments of
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different coarse variables are not too small (i.e. not smaller than the noise). The stopping
criterion for the iterations is
Fi(x) ≤ Fi, err(x), i = 1, . . . , N, (15)
where Fi, err is the statistical error estimate for the function Fi.
We perform coarse Newton simulations for the two slowest coarse variables, x(t) =
(νm, σm). The function F(x), i.e. the slope of x(t), is computed by fitting a straight line
to result of an “inner” simulation of 2000 copies of the system. The inner simulation is
performed for 10 million steps: the first 0.2 million steps are used for healing and the linear
fit is performed for the last 9.8 million of steps of the run. The values of the fast coarse
variables are initialized at the values at the end at the end of the previous inner integrator
run.
Results of 3 calculations using the Newton method are shown in Fig. 7. An estimate of
the equilibrium solution obtained from an equilibrium run with 500 copies of the system is
shown by the circle. The 3 coarse Newton simulations are as follows:
1. Simulation 1 (crosses): the iterations started relatively close to the solution; in the
derivative estimation, the increment for derivative calculation is ∆x = 5xerr.
2. Simulation 2 (squares): the iterations started at the same point at which the coarse
Euler simulation started, see Fig. 6; ∆x = 5xerr.
3. Simulation 3 (triangles): the iterations started at the same point as those of the second
run but now the derivative is computed with ∆x = xerr.
The first Simulation converges to a point located close to the estimation of the equilibrium
solution. The slight difference between the equilibrium estimate and the coarse Newton
method result is probably due to fact that 500 copies (used in the control run) of the system
do not provide as good statistics as 2000 copies (used in coarse Newton) do.
However, the situation is worse for the Simulations 2 and 3 started relatively far from the
stationary point. These two calculations were terminated after the third iteration because
it did not appear that the iterations were converging to a stationary solution. Moreover,
these iterations are very sensitive to the choice of ∆x: even the direction of Newton step
is altered by changing ∆x by a factor of 5. One reason for such a poor performance of the
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Newton method far away from the stationary point is the high level of noise. In section VII
we show that the function F(x) is very noisy if one only uses 2000 copies of the system. It is
well known, from the simple deterministic context, that Newton iteration is quite sensitive
(in a problem-dependent way) to the choice of initial conditions. It is mostly in a continu-
ation context (i.e. when we have the solution at one parameter value, and want to find it
at nearby parameter values) that Newton is routinely used. In the context of the present
work, we only want to demonstrate that such continuum-inspired algorithms can work when
applied appropriately and with sufficient variance reduction. Many deterministic variants
of the Newton (including matrix-free Newton-Krylov methods) can be easily modified to
work in a coarse timestepper context; which of these will be the least sensitive to noise, and
what savings they can produce is the subject of current research. Once more, what we want
to show here is that such continuum numerical analysis methods are, indeed, applicable as
“wrappers” around the type of atomistic micellar simulations we perform. It is also impor-
tant to notice that algorithms like Newton are capable of converging to unstable stationary
states (e.g. transition states) and can be augmented to converge on marginally stable states
(at the onset of instabilities)2,3,5,31.
In addition to computing an equilibrium configuration of the system, results of the Newton
method can be used to obtain the timescale (in MC iteration time) of approach of the coarse
variables to this equilibrium. Eigenvalues of the coarse Jacobian near a stationary point
correspond to timescales of the coarse variables. For the density variables, νm and σ
2
m, the
eigenvalues computed near the equilibrium solution are on the order of 10−8. This is in
contrast with the eigenvalue 5 × 10−6 obtained in the companion paper for the evolution
of a single micelle near its equilibrium configuration. These calculations confirm that there
is at least a two order of magnitude separation of times cales between the coarse-grained
dynamics of micelle density and the micelle size variables.
VII. KINETIC MONTE CARLO MODEL
In this section, we show that the poor performance of the Newton method is due to
the high level of noise in the system. The simplest way to estimate the noise level in the
evaluations of function F(x) is to compute values of this function on a relatively fine mesh of
values of x. Unfortunately, this task is formidable for our micellar system – a calculation of
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the function F(x) at a single point takes about 28 hours on a single AMD Athlon processor
and, even with parallelization, the calculation on a fine mesh would take very long time.
In order to compute F(x) on a mesh and to prepare the ground for future “experiments”
with various variance-reducing finite-difference methods, we consider the following simple
kinetic Monte Carlo (KMC) model. We assume that there is a discrete set of possible states
of the system and we number these states 0, 1, . . . , N . In the case of a micellar system, the
i-th state corresponds to the system with i micelles in it. We consider Nrepeat copies of the
system and store the data in a form of a histogram h = (h0, h1, . . . , hN) so that the value of
hi is the number of copies of the system which are in the i-th state and
∑N
i=0 hi = Nrepeat. We
further assume that the birth-death process is described by a first-order master equation,
dh
dt
= Kh, (16)
where K is the matrix of transition rates and kij is the rate of transition from state i to
state j. It is shown in the companion paper that the birth-death of micelles can indeed be
approximated by the first order kinetic process.
Although the solution of equation (16) is straightforward, in some cases this equation is
not available in an explicit form. This happens, in particular, when it is not easy to identify
the states of the system or the transition paths between these states. Examples of such
systems include diffusion in random media and birth and death of micelles in a system with
long-range interactions. In these cases, one has to resort to some microscopic integration
tool such as MD or MC instead of solving the more macroscopic master equation.
In order to model the birth-death process and its interaction with the coarse integration
tools, we use stochastic (kinetic Monte Carlo, KMC) simulation32,33,34 to simulate the equa-
tion (16). In our simulations, we choose KMC parameters which model micelle birth/death
process. The transition rates (i.e. rates of micelle birth and death) are chosen so that they
satisfy the detailed balance condition consistent with the equilibrium distribution Peq(i), i.e.
Peq(i− 1)
Peq(i)
=
ki,i−1
ki−1,i
. (17)
The equilibrium distribution is obtained from the full scale MC simulation.
The condition (17) guarantees convergence of the system to the equilibrium distribu-
tion. The rates of the system are chosen so that one unit of time of the KMC simulation
corresponds to one million of GCMC steps. An example of a KMC simulation with thus
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chosen transition rates is shown in Fig. 8. Fig. 8a shows evolution of the probabilities
P (i) = h(i)/Nrepeat and it is seen that these probabilities do approach an equilibrium. Evo-
lution of the two moments (mean νm and standard deviation σm) of this distribution is
shown in Fig. 8b and 8c. Comparison of Fig. 6 and Fig. 8 shows that the KMC model
reproduces essential features of the evolution and hence its results can be used to analyse
the accuracy coarse integration technique. Thus, in effect, in this model we have completely
eliminated the fast dynamics and we focus on the rate-limiting slow dynamics – birth and
death of micelles. We emphasize that “time” and “dynamics” here (as everywhere else in
the paper) refer to the artificial GCMC dynamics.
Probably the most important feature of equation-free computation is that the algorithms
are in effect “wrappers” which, through lifting and restriction subroutines, can be combined
with any microscopic/atomistic simulator. In the same way we wrapped coarse projective
integration and coarse Newton around the GCMC with our 7 coarse observables, we will
now wrap it around the model kMC simulation (templated on the GCMC). We perform
coarse projective Euler integration for the KMC model with 3 different numbers Nrepeat of
copies of the system. The observables here are the average and the standard deviation of the
average νm and the standard deviation σm of the number of micelles, just as in the coarse
integration of the full GCMC model. Results of the coarse kMC integration are shown in
Figs. 8b and c by circles. The timestep of the Euler method is ∆t = 50 and, before each
projective step, the inner integration is performed for 10 units of time. The simulations with
larger number of system copies (5 × 103 and 5 × 104) converge to the equilibrium solution.
However, the simulation with 2 × 103 system copies exhibits strong oscillations around the
stationary solution.
As evident from Figs. 8b and c, the accuracy of the coarse Euler method significantly
depends on the number Nrepeat of the system copies used in the microscopic simulation.
In addition to Nrepeat, the parameters of the coarse Euler method that can significantly
affect the accuracy are the the length L of the microscopic simulation and a length α of
the projection interval. For convenience, here we normalize α so that α = 1 corresponds to
projection over the internal microscopic simulator step ∆t.
In order to investigate the accuracy of the coarse Euler projective step, we obtain evolution
of coarse variables from the KMC simulation and perform the extrapolation of the coarse
variables to various (normalized) timesteps α. We perform this projection for various values
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of realizations of the system Nrepeat and for different lengths of the fitting interval L. For
each set of parameters (α,Nrepeat, L), we compute 10
4 realization of the “average trajectory”,
i.e. a trajectory which one obtains using Nrepeat copies of the KMC system. These average
trajectories are still noisy and hence the projections obtained from different realizations of
these trajectories will have some scatter. We measure this scatter by computing the variance
of 104 realizations of such projections. This variance, which we denote σ2(α,Nrepeat, L),
measures the accuracy of the Euler step.
The value of Nrepeat was varied from 10
2 to 104, α was varied from 10 to 103, and L was
varied from 4 to 98. Initial conditions for the KMC simulation were taken to coincide with
those of the simulations shown in Fig. 8. Here, we report results of the projection of νm. The
conclusions for the other coarse variable, σm, are similar. Dependence of the variance of νm,
σ2ν(α,Nrepeat, L), on the normalized projection time α is shown in Fig. 9a for Nrepeat = 2000
and L = 98. The quadratic dependence of σ2ν on α seen in Fig. 9a is also observed for all
values of Nrepeat and L considered in our numerical experiments. We conclude therefore that
σ2(α,Nrepeat, L) = C(Nrepeat, L)α
2, (18)
where C(Nrepeat, L) is the proportionality coefficient. We plot C(Nrepeat, L) for fixed L = 98
and various Nrepeat as well as for fixed Nrepeat = 2000 and various L in Fig. 9b and observe
that, to a good accuracy, C is inversely proportional to both Nrepeat and L. We therefore
conclude that
σ2ν(α,Nrepeat, L) ≈
α2
LNrepeat
. (19)
Similar result is obtained for the accuracy of the projection of σm. The significance of the
scaling Eq (19) is that there is a trade-off between the projection interval length α and the
number of copies Nrepeat and the interval length L used in the microscopic simulations. In
other words, if we increase the projection length α, then we also need to increase the product
NL by the same factor in order to keep variance of the projected data at the same level as
the variance of the original data.
The efficiency of coarse projective integration, the choice of filtering, variance reduction35
and extrapolation techniques it can be combined with, is the subject of current study; our
group as well as other groups are comparing the efficiency of direct simulation to that of
coarse integration methods.
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Coarse Newton method for the kMC Model. We perform the coarse Newton
computations for Nrepeat = 2×103 (the number of copies used in the coarse Newton method
for micelles) and 5× 104 (some large number that is unrealistic for the GCMC simulations).
We perform the simulations with forward and central differences. In the case of the central
differences, the Jacobian is obtained from the solution of the Eq. (14) in the least squares
sense. The increment ∆x for calculation of the Jacobian is chosen as follows: for simulations
with Nrepeat = 2×103, we set ∆x = 5xerr, where xerr is the error estimate of a coarse variable
x. This choice is similar to that used in the implementation of the Newton method for GCMC
simulations. However, such a choice is not practical for simulations with Nrepeat = 5 × 104,
since in this case, the noise level is relatively low which leads to very small values of ∆x =
5xerr. Hence, in the simulations with Nrepeat = 5 × 104, we use increment ∆x = 0.05. This
value roughly corresponds to the increments used in the simulations with Nrepeat = 2× 103.
Iterations of the coarse Newton method are shown in Figs. 10 and 11. The simulations
shown in Fig. 10, are started from a point located relatively close to the equilibrium and the
simulations shown in Fig. 11 are started from a point located further away from the equilib-
rium. The iterations with Nrepeat = 5 × 104 converge relatively fast to the equilibrium and
the convergence is significantly faster if one uses the central difference algorithm. However,
for Nrepeat = 2000 (the number of copies which is realistic in our GCMC simulations of the
micellar system), the rate of convergence is slower and, moreover, the central differences
are not guaranteed to provide an improvement of convergence. In fact, in the simulations
shown in Fig. 10, the central differences perform significantly worse than the forward differ-
ences. Reliable estimation for the (coarse) derivative of a noisy function is a vital element
in the bridging of microscopic similations with continuum-type numerical algorithms based
on (macroscopic) smoothness and Taylor series.
Finally, in order to estimate the level of noise, we compute one of the nonlinear functions
(F1 = slope of νm) for the Newton method and plot it in Fig. 12 for Nrepeat = 2 × 103 ,
Nrepeat = 5 × 104 and an analytic result obtained from the solution of the master equation.
We observe that the right-hand side is very noisy even for Nrepeat = 5×104 and is extremely
noisy for Nrepeat = 2 × 103. This explains such a poor performance of the coarse Newton
method for Nrepeat = 2×103 and suggest that a significant effort should be directed towards
developing variance-reducing schemes for the Newton method30,36.
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VIII. DISCUSSION
We have demonstrated the application of coarse-grained, equation-free computational
techniques to the GCMC simulations of the micellar system (and to their kMC caricature).
Of our 7 coarse variables, 5 “fast” ones (small cluster parameters λ, νs, and σs and the
micelle size variables ν and σ) are observed to be slaved to two slow (master) variables:
average νm and the standard deviation σm of the number of micelles in the system.
Although the current coarse computation results do not show significant improvement of
the efficiency of the coarse integration as compared to the full-scale MC simulations, several
possible improvements of the coarse integration methods are currently a subject of active
research.
Although in our micellar system, we have already taken advantage of the separation of
time scales between the 5 fast coarse variables and the 2 slow coarse variables, the dynamics
of the 2 slow coarse variables (νm and σm) has not been fully explored. In particular, it is
possible to improve the efficiency of the coarse computation by a different choice of the slow
coarse variables that describe the distribution P (Nmicelle) of the number Nmicelle of micelles in
a simulation box. Recall that in the current work, these variables are chosen to be the mean
νm and the standard deviation σm of Nmicelle and Nmicelle is assumed to have a truncated
Gaussian distribution. A more detailed analysis of the equation (16), which models evolution
P (Nmicelle), shows a separation of timescales which is absent in the dynamics of νm and σm.
This may suggest different coarse variables to represent P (Nmicelle), that may better reflect
the timescale separation in the evolution of P (Nmicelle).
Another possibility for improvement of the accuracy of the coarse Euler method lies in the
improvement of the projective step. In the current paper, we have used a linear least squares
fit to extrapolate the values of the coarse variables. We assumed here that the evolution
of the coarse variables can be described by a deterministic equation. These deterministic
coarse variables are ensemble averages of stochastic variables (such as number of micelles
in a simulation box, considered in the current papers). It may be advantageous to take
the stochasticity of this dynamics into account in the projective integration step; instead of
fitting a deterministic model one may attempt to fit a stochastic model for the evolution of
the observables, as is done in the companion paper22. Better extrapolation schemes (e.g.
based on maximum likelihood estimation and templated on Adams-Bashforth methods24)
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which would incorporate filtering and take into account the correlations between values
of the coarse variables at consecutive time steps, may lead to more efficient algorithms.
Comparable statements also apply to the coarse Newton method.
The point of this paper has been the illustration of a possible bridge between tradi-
tional, continuum numerical methods and modern atomistic/microscopic simulations (here,
GCMC simulations of micelle formation) Given the appropriate coarse observables, the de-
tailed (here GCMC) simulator is initialized conditioned on the observables and then evolved
for a (macroscopically) short time. The computational data are used to fit a local macro-
scopic evolution equation which we assume exists. In this paper we fit only the deterministic
component of this equation; more generally one can try to fit a local stochastic differential
equation. The local model is then used to design appropriate initial conditions for new, sub-
sequent computational experiments with the detailed simulator; the protocol for this “design
of computational experiments” is provided by continuum numerical algorithms, such as ini-
tial value problem solvers (e.g. forward Euler), fixed point solvers (e.g. Newton Raphson)
eigensolvers etc. Smoothness (Taylor series) at the level of the macroscopic observables is the
underlying point of these methods; and what makes them possible is the ability to initialize
the microscopic simulator essentially “at will”, consistent with macroscopic observables.
It is appropriate to close this paper with a short “advertisement” for the companion
one22. In this paper we assumed an underlying smooth deterministic model for the expected
behavior of the macroscopic observables. For certain stochastic systems (exemplified by a
particle in a double well under the effect of noise), the long term behavior of the system
statistics (approach to a final equilibrium density) may well be modeled by continuum
equations. One has to collect simulation data for a single particle over long times, before one
can observe the rate of density evolution. For such systems, it may be more appropriate to fit
the short term dynamics in terms of a stochastic differential equation (e.g. a Langevin-type
equation). The long characteristic times for the equilibration of our simulation are indeed
governed by rare events (the formation and destruction of micelles). In the companion paper
we will show how to use similar “coarse computation” methods to design experiments based
on an effective stochastic evolution equation for the macroscopic observables, rather than
the effective deterministic evolution equation we used here.
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FIG. 1: Snapshot of a micellar system for temperature T = 7.0 and chemical potential µ = −47.40.
Hydrophobic tail beads are shown in black and hydrophilic head beads are shown in gray
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FIG. 2: Definition of coarse variables: (a) cluster size distribution, (b) distribution of number of
molecules Nsmall contained in small clusters, and (c) distribution of number Nmicelle of micelles.
Distributions shown in this plot are obtained from averaging of 500 MC realizations.
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FIG. 3: Evolution of the small cluster parameters as the temperature and the chemical potential
are switched from T = 7.5, µ = −46.20 to T = 7.0, µ = −47.40: (a) average small cluster size νs,
(b) standard deviation σs of the small cluster size, and (c) average number λ of molecules contained
in the small clusters The plots are obtained from averaging of 500 MC realizations. The error bars
are indicated by the thin lines.
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FIG. 4: Evolution of the micelle parameters as the temperature and the chemical potential are
switched from T = 7.5, µ = −46.20 to T = 7.0, µ = −47.40: (a) average micelle size ν, (b)
standard deviation σ of the micelle size, (c) average number νm of micelles in the system, and (d)
standard deviation σm of number of micelles in the system. The plots are obtained from averaging
of 500 MC realizations. The error bars are indicated by the thin lines.
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FIG. 5: Correlation coefficient between Nmicelle and the average micelle size. Shown are simulation
results for two sets of parameter values: low surfactant density, kBT = 7.0, µ = −47.40 (thick line)
and high surfactant density, kBT = 7.0, µ = −46.20 (thin line). Both of these simulations have
been initialized from a configuration at kBT = 7.5, µ = −46.20. The reported correlation functions
are obtained from averaging of 500 MC realizations.
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FIG. 6: Results of coarse Euler method: the solid lines correspond to a control run (thin lines
show the error bars), and the circles show the evolution of projected coarse variables; thealing = 0.2
million, tgeneration = 9.8 million, ∆t = 50 million. The error bars for the coarse integration are
relatively small and are almost invisible in the plot.
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FIG. 7: Results of the coarse Newton method. The numbers on the plot indicate the iteration
number. See text for details.
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FIG. 8: Results of KMC simulations with Nrepeat = 5000 copies of the system (solid lines): (a)
evolution of probability distribution P (i), each line corresponds to a different state i, i = 0, . . . , 7;
(b) evolution of the mean νm, and (c) evolution of the standard deviation σm. Time here is
measured in millions of GCMC steps. Circles in plots (b) and (c) show results of the coarse
projective Euler method for Nrepeat = 2× 103 copies (black circles), Nrepeat = 5× 103 copies (dark
gray circles), and Nrepeat = 5× 104 copies (light gray circles).
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FIG. 9: (a) Estimated variance σ2ν(α) of projection for Nrepeat = 2000, L = 98 as a function of
the normalized extrapolation time α; the thick gray line shows the KMC results and the thin
black dashed line shows the quadratic fit; (b) triangles: scaling of the coefficient C with respect to
Nrepeat, L = 98 is fixed; circles: scaling of C with respect to L; Nrepeat = 2000 is fixed. The dashed
lines show the logarithmic fit.
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FIG. 10: Iterations of the Newton method for the KMC model. Open symbols show simulations
with Nrepeat = 2 × 103 and closed symbols show simulations with Nrepeat = 5 × 104. Circles show
iterations of the Newton method with the forward difference estimate of the Jacobian and squares
show the iterations with the central difference estimate of the Jacobian. Dashed lines show the
estimate of the equilibrium. Solid lines are shown to guide the eye.
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FIG. 11: Iterations of the Newton method for the KMC model. The same simulations as shown in
Fig. 10 except here the initial point is chosen further away from the equilibrium solution.
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FIG. 12: F1 obtained from KMC simulations and the theoretical prediction
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