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SOMMAIRE
Ce mémoire est une étude préliminaire dans le cadre du développement d’un
outil de simillation de feux de forêt destiné entre autres à l’industrie forestière.
Les outils de simulation qui existent présentement ne sont pas à la pointe en ce
qui concerne la prédiction numérique de l’évolution d’une interface. Les modèles
mathématiques utilisés pour décrire la dynamique du feu dans les codes existants
sont aussi relativement rudimentaires et ne permettent pas des prédictions fiables.
La première partie de ce travail consiste à résumer les principes liés à la com
bustion de végétaux ainsi qu’à la description des différents paramètres influençant
la vitesse de propagation d’un front de flamme. On y discute aussi des types de
modèles existant en énonçant leurs forces et faiblesses.
Dans le deuxième chapitre, nous décrivons comment l’approche iso-niveaux
(Levet-set) pourrait être avantageusement utilisée pour la simulation de feux de
forêts. On explique les étapes pour obtenir l’équation d’évolution d’une courbe et
la méthode numérique utilisée pour résoudre cette équation. On illustre l’efficacité
de la méthode Leve t-Set par quelques exemples où la méthode conventionnelle des
marqueurs est problématique notamment lors de la fusion de deux fronts.
Le chapitre 3 présente les grandes lignes d’un modèle empirique, celui de Ro
thermel. C’est LE modèle de référence dans cette classe de modèles, il a inspiré
un grand nombre des modèles utilisés en pratique. Vu sa nature empirique, il
souffre d’un certain nombre de limitations, mais il nous servira ici à des fins de
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comparaison et de calibration clans son domaine présumé de validité.
La suite du travail est consacrée à l’étude et la mise en oeuvre du modèle dit
théorique proposé par J.Margerit. Ce modèle utilise des notions de modélisation
multi-échelle d’un feu de forêt, d’homogénéisation et de réduction dimension
nelle. Il en découle un système d’équations différentielles algébriques décrivant
l’évolution de la température, de l’humidité et de la charge de combustible sur
un domaine bidimensionnel.
En vue du couplage avec la méthode Levet-set, nous examinons la version
unidimensionnelle de ce système d’équations, c’est-à-dire le cas d’un front plan
infiniment long. On cherche la vitesse de propagation sous des conditions uni
formes pour la végétation, la topographie et le vent.
Cependant, lors du calcul de cette vitesse, certains paramètres servant au cal
cul de la vitesse sont inconnus. Nous procédons donc à une calibration du modèle
théorique avec l’aide du modèle empirique de Rothermel. Ceci permet l’étude du
modèle surtout au niveau des facteurs de la pente du terrain et du vent. On pré
sente finalement un exemple de simulation avec une base de données réaliste.
Mots clés: Modélisation de feux de forêt, modèle multi-échelle, homogénéi
sation, modèle de Rothermel, vitesse de propagation, méthode iso-niveaux
(Levet-Set).
V$UMMARY
This thesis is a preliminary study for the development of a forest fire simula
tion tool intended for the forest industry. Thus far, the available simulation tools
are not at the cutting edge when it cornes to representing an interface’s numerical
evolution. In addition, the mathematical models used to describe the dynamics
of a fire in the available codes are relatively elementary and do not allow reliable
predictions.
The first part of this work consists in summarizing the principles related to a
plant’s combustion as well as the description of the various parameters determi
ning the propagation speed of a flame’s front. The strengths and weaknesses of
the different existing models are also discussed.
In the second chapter, we describe the benefits of using the Level-$et approach
to simulate forest fires. The steps to obtain the equation for a curve’s evolution
and the numerical method used to solve this equation are explained. We illustrate
the effectiveness of the Level-Set method using some examples where the conven
tional marker method is problernatic, in partidular when two fronts merge.
Chapter 3 presents a broad outiine of Rothermel’s empirical model. It is the
reference model in its class, and it has inspired a great number of the models used
in practice. Considering its empirical nature, it suffers from a certain number of
limitations. k will nevertheless be used in its supposed valid context for compa
Tison and calibration.
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The rest of this work is devoted to the study and implementation of the theo
retical model proposed by J. IViargerit. This moclel uses multiscale concepts for
forest fires, homogenization and dimensional reduction. This leads to an algebraic
clifferential system which describes the evolution of temperature, humidity and
fuel charge in a bidimensional domain.
In view of the coupling with the Level-Set method, we examine the unidimen
sional version of this system, i.e. the case of a infinitely long plane front. We seek
the speed of the propagation under uniform conditions for vegetation, topography
and wind.
Certain parameters being used for the calculation of the speed are unknown.
We thus proceed to a calibration of the theoretical model with the assistance of
Rothermel’s empirical model. This allows the study of the model, especially as
the siope of the ground and the wind, are varied. Finally, we present a simulation
example with a realistic data set.
Key words: forest fire modeling, multiscale modeling, homogenization, Ro
thermel model, forest fire speed, Level-Set method.
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INTRODUCTION
La forêt est l’une des principales ressources du Québec et du Canada. Elle
est constituée de plusieurs espèces végétales qui procurent un habitat idéal pour
une grande partie de la faune animale. Elle apporte également d’énormes gains
économiques à l’industrie forestière. Malheureusement, la forêt n’est pas à l’abri
de la destruction. L’un des grands dangers qui la guettent est le feu. Qu’ils soient
d’origine naturelle ou humaine, les feux de forêt sont sans doute les plus gros des
tructeurs de cette ressource et à chaque année, ils entraînent des pertes énormes.
Par exemple, en 2005 au Québec, il y a eu 1258 incendies qui ont brûlé environ
400 000 hectares [141 des 75 030 000 hectares couverts de forêts au Québec. Cela
représente plusieurs millions de dollars perdus par l’industrie. Outre ces pertes,
ces feux ont aussi été une menace pour la vie des pompiers ainsi que pour les
habitations à proximité des forêts.
Il serait donc intéressant de simuler par ordinateur des feux de forêt. Cela se
rait très utile pour connaître l’évolution d’un feu en cours afin d’aider dans la lutte
contre l’incendie. Cela pourrait également servir dans des plans d’aménagement
préventifs de la végétation autour des zones peuplées pour réduire les risques.
Présentement, il existe quelques logiciels permettant d’obtenir des résultats inté
ressants, mais ils possèdent tous des problèmes ou bien ils ne s’appliquent tout
simplement pas à la problématique rencontrée au Canada. Le but de ce travail
est de réaliser une étude préliminaire d’un modèle de feux en vue de son utili
sation dans le contexte décrit ci-dessus. Cette étude portera principalement à la
dérivation et à l’utilisation d’un modèle multi-échelle. On comparera les résultats
obtenus avec un modèle déjà établi dans l’industrie afin de vérifier si les forces de
l’un corrigent les faiblesses de l’autre et vice-versa.
Le premier chapitre est essentiellement m résumé des phénomènes physiques
importants reliés à la combustion de la matière organique et aux facteurs influen
çant la propagation des feux de forêt. Il est primordial de bien les connaître pour
apprécier le type de modèles que nous utiliserons. Nous discutons également des
différents types de modèle qui existent clans la littérature. Nous regardons les
avantages et les inconvénients de chacun.
Dans le deuxième chapitre, nous présentons la méthode dite Levet-Set (mé
thode des iso-niveaux). Celle-ci permet de propager une courbe quelconque sans
l’apparition de problèmes liés aux fronts concaves, aux barrières et aux champs
de vitesse non-uniformes. Tous ces problèmes sont rencontrés par plusieurs logi
ciels de simulation de feux de forêt qui utilisent la technique des marqueurs pour
suivre la propagation du front de flamme.
Le chapitre trois donne une rapide description du modèle de Rothermel (1972)
[5j. Ce dernier est à la base des modèles utilisés pour la lutte des feux de forêt
aux États-Unis (FARSITE) et au Canada (BEHAVE et Prometheus). Il est aussi
question des failles de ce type de modèle. Nous présentons quelques petites simu
lations pour montrer l’efficacité de la méthode Levet-Set dans la simulation des
feux de forêt basée sur ce modèle.
Le chapitre quatre se veut un résumé de la thèse de doctorat de Jonathan
Margent [lOj. Nous y présentons sa modélisation d’un feu de forêt à diverses
échelles ainsi que l’homogénéisation et la réduction dimensionnelle qu’il a utili
sées afin d’obtenir un système d’équations différentielles algébriques pour décrire
l’évolution du front dans le temps.
Dans le chapitre cinq, nous étudions l’application du modèle de Margent dans
le cas simple d’un front unidimensionnel sans vent ni pente. Nous y développons
3une méthode numériclue pour résoudre les écluations clans ce cas simplifié. Elle
nous permet, entre autres, d’extraire la vitesse de propagation, dont nous nons
servons dans le chapitre six pour propager des fronts multidimensionnels.
Dans le chapitre six, nous calibrons les paramètres inconnus du modèle de
Margent par comparaison avec les prédictions du modèle de Rothermel. Nous
ajoutons les facteurs vent et pente. Finalement, nons illustrons la performance
par quelques simulations.
Chapitre 1
LES FEUX DE FORÊT
Pour être en mesure de bien modéliser un phénomène, il faut bien le com
prendre, savoir ce qui l’influence et de quelle manière. C’est pourquoi dans la
prochaine section, nous étudions la physique et la chimie d’un feu de forêt. Plus
précisément, nous regardons les différents modes de propagation de la chaleur
ainsi que les différents paramètres qui influencent la vitesse du front. Il est égale
ment question des différents types de modèles existant pour étudier ces feux.
1.1. ANATOMIE D’UN FEU
Les feux dont il est question ici se rapportent à la combustion de matières
organiques (végétales). Celle-ci s’effectue en cinq temps. La première phase est
l’élévation de la température du combustible vers la température d’évaporation
de l’eau (373K). Une fois cette température atteinte, commence la phase deux.
C’est celle de l’évaporation de l’eau, à température constante. Lorsqu’il n’y a plus
d’eau, la phase trois commence, la température recommence à augmenter pour
atteindre celle de la pyrolyse. La pyrolyse est la dégradation chimique que subit
un combustible solide en présence d’une source de chaleur suffisante. La réaction
chimique s’écrit de manière générale comme suit
Combustible solide — F + Résidus solides,
où F sont de petites molécules appelées volatiles. À ce moment, la chaleur pro
voque l’évaporation des volatiles F. Lorsque la température atteint la température
d’inflammation (environ 600K), nous entrons dans la phase dite “flamme” de la
combustion. Il est à noter que la température d’inflammation n’est que légèrement
5au-dessus de celle de la pyrolyse. Plus tard, nous ne distinguerons pas ces cieux
phases. Les volatiles entrent en combustion et c’est la lumière qu’ils émettent que
l’on nomme flamme. La température monte alors aux environs de 1300K. Lorsque
toutes les petites molécules ont été brûlées à la surface du combustible, nous pas
sons à la phase latente de la combustion. La température s’abaisse à environ 700K
tout en restant en haut de la température d’inflammation. À ce moment, il n’y
a plus de flamme, mais la présence de tisons. Si cette phase n’est pas complétée,
on dit alors que l’on a une combustion incomplète. Pour les chimistes, une com
bustion complète implique que tout le combustible est devenu de l’eau et du gaz
carbonique. L’étude approfondie de la phase latente de la combustion n’est pas
essentielle à l’étude de la propagation d’un feu de forêt et ne sera plus abordée
clans le reste de ce mémoire. Par contre, ce serait un élément important afin de
bien modéliser la régénération d’une forêt.
1.2. MÉcANIsMEs DE PROPAGATION DE LA CHALEUR
Il existe trois mécanismes de propagation de la chaleur. Ils ont chacun leurs
particularités et une importance qui varie selon les types de feux de forêt.
1.2.1. Le rayonnement
Le rayonnement est le mécanisme principal dans les feux de forêt de petites in
tensités. Il s’agit de la chaleur transmise par le rayonnement direct de la source de
chaleur. C’est, par exemple, le mode de propagation de la chaleur du soleil. Il sera
donc important de bien modéliser ce mécanisme. Nous étudierons ce mécanisme
plus en détail dans le modèle de Margent.
1.2.2. La convection
La convection est le mouvement de la chaleur que l’on identifie sous deux
formes t naturelle et forcée. La première est causée par la densité plus faible des
substances chaudes, ce qui crée un mouvement vertical. La convection forcée pro
vient de l’advection par les vents. La convection est un phénomène très important
lorsque le feu possède une grande intensité. L’air chaud s’élève à plusieurs mètres,
6parfois même des dizaines ou des centaines de mètres. Le couplage avec les concli
tions météorologiques est alors nécessaire surtout si les vents sont grands. Ainsi,
la convection est un phénomène très important lors des feux de grande intensité.
1.2.3. La conduction
Le mécanisme de conduction est le passage de chaleur par contact direct entre
un objet et la source de chaleur. Ce mode de propagation est en général négligé
dans la modélisation de feux de forêt. En ce qui concerne la phase solide, le
sol et le bois sont de très mauvais conducteurs de chaleur. En ce qui concerne
la phase gazeuse, la conduction est négligeable comparée au rayonnement et à la
convection, du moins aux grandes échelles. Par contre, certains modèles l’intègrent
comme nous le verrons dans le modèle de Margent.
1.3. FACTEuRs INFLUENÇANT LA PROPAGATION D’UN FEU DE F0-
RÊT
Plusieurs facteurs influencent la vitesse de propagation d’un feu de forêt. Ana
lysons, de manière qualitative pour l’instant, le rôle de ces paramètres.
1.3.1. Le type de végétation
Le type de végétation est un facteur qui influence énormément la propagation
et ce, pour diverses raisons. Premièrement, chaque espèce végétale possède sa
propre température d’inflammation à cause de sa constitution chimique. Puisque
dans une forêt, il y a plusieurs types de combustibles présents, on ne regarde pas
chaque composante de celle-ci. On effectue plutôt une généralisation en créant
différentes classes de forêts, que l’on nomme types de combustibles. Par exemple,
les forêts canadiennes sont regroupées en huit classes ( [11 pages 28-29). Chacune
de ces classes correspond à un type de végétation (conifère sec, herbe,
...) pos
sédant des caractéristiques similaires. Cela permet, entre autres, de connaître la
température d’inflammation moyenne et la chaleur requise pour la combustion.
Le type de combustible affecte aussi la charge de combustible (en kg/m2),
c’est-à-dire la densité surfacique de végétation résultant de sa disposition sur le
zterrain. Par exemple, clans le cas de la toundra, les plants sont collés les uns aux
autres et il y a donc un très bon rayonnement. Lorsque la charge augmente. cela
fait croître la chaleur émise par le front de flamme et il y a plus de chaleur dispo
nible pour débuter la combustion de la végétation voisine. Par contre, si la densité
surfacique est trop grande, on remarquera que la vitesse diminue. Cela s’explique
par le fait que le front ne produit plus suffisamment de chaleur pour enflammer
le combustible. Ce que nous venons de mentionner n’est pas vrai lorsque la com
bustion se fait dans un milieu fermé où la quantité d’oxygène est limitée. Dans
notre problème, nous supposons que la quantité d’oxygène est illimitée.
Une autre quantité importante reliée au type de végétation est u (en rn’),
le rapport surface/’volume pour chaque particule végétale (brin d’herbe, feuille,
branche,
...). Ce paramètre est présent dans plusieurs modèles notamment dans
les modèles de Rothermel et de Margent que nous étudierons pius loin. Il quantifie
la géométrie des particules végétales.
D’autres variables, telles que Pp, la densité de la particule végétale (en kg/m3)
et la hauteur de la végétation, doivent être prises en considération.
1.3.2. L’humidité
L’humidité du combustible est aussi un élément important dans le calcul de
la vitesse du front. Elle affecte la chaleur d’inflammation. Comme il a déjà été
vu, pour qu’un objet s’enflamme, il faut qu’il atteigne le seuil de la température
d’inflammation. Lorsqu’on parle des combustibles clans la forêt, cette dernière
est supérieure à 600K. Cependant, la température d’ébullition de l’eau est de
373K. Ainsi, la chaleur est tout d’abord utilisée pour l’évaporation de l’eau et,
par la suite, elle sert à augmenter la température du combustible jusqu’à ce que ce
dernier commence à brûler. Donc, plus les végétaux possèdent d’eau, plus il leur
faudra d’énergie pour qu’ils s’enflamment. C’est la raison pour laquelle il est plus
facile de faire brûler un conifère qu’un feuillu. Il existe une formule empirique qui
nous donne la chaleur d’inflammation Qig (en KJkg’) en fonction du rapport
de la masse d’eau dans le combustible sur la masse sèche du combustible m (en
$pourcentage) (fil page 48)
Qg 460 + 26m
Cette formule reflète bien le fait que plus le combustible est sec, moins il lui faut
de chaleur pour senflaninier. Similairenient, lorsqu’il pleut, le pourcentage d’eau
du combustible augmente, entraînant une diminution des feux.
1.3.3. L’indlluaison du sol
Contrairement i ce clu’on pourrait croire, un front (le flamme se propage plus
rapidement lorsqu’il grimpe une pente que lorsqu’il la descend. Cela est surtout
dfi au fait que la source de chaleur est plus près du combustible. Cela entraîne un
meilleur rayonnement et une meilleure combustion. Il y a aussi une augmentation
de la convection (bien que ce niocle de propagation soit négligeable comparati
veinent au ra onnement lorsque l’intensité de l’incendie est petite). Inversement.,
lorsque le froiit descend uiie pente, il y a perte (le chaleur, car il y a un coiitact
mohis direct entre le feu et le combustible. Ainsi, le froiit voyagera moins vite. Le
graphique 1.3.1 illustre ce qui se produit avec la flamme dans différents cas.
I0
1.3.4. Le veut
Dés que le vent devient grand, plusieurs phénomènes se produisent. La figure
1.3.1 illustre également ce facteur. Tout d’abord. il agit. sur la propagation du front
un peu de la même manière que l’inclinaison du sol. Il y a un meilleur rayonnement.
et une plus grande surface de contact dans la direction du vent. D’autre part, le
pliénoniène de convection prend une i1ace plus importante. L’intensité du feu
augiiiente et (les colonnes (le gaz chaud montent à des hauteurs de l’ordre dc
vent pente
FIG. 1.3.1. Facteurs vent et pente
9centaines de mètres. Ainsi, les vents de hautes altitudes doivent être considérés.
Il y a également le phénomène des sauts de feux qui survient avec ces vents. Des
particules en combustion sont transportées par le mouvement de convection de
l’air chaud et par la suite elles sont amenées plus loin par le vent. Si elles sont
encore en combustion, il y a des chances qu’elles allument un incendie plus loin.
Cela est très dangereux pour les sapeurs. Le phénomène de sauts de feux est
un processus aléatoire très difficile à modéliser. Il ne sera pas discuté dans ce
mémoire.
1.4. LES DIFFÉRENTS TYPES DE MODÈLE
La simulation de feux de forêt se divise en deux composantes : la modélisation,
qui nous donne la manière dont se propage le front, et l’algorithme de propagation,
qui permet d’obtenir une représentation numérique du mouvement du front en
accord avec le modèle. Dans certaines modélisations, ces deux composantes ne font
qu’une. Nous y reviendrons plus loin. Regardons maintenant les différents types
de modèles de feux de forêt. Ils ont chacun leurs avantages et leurs désavantages.
Il faut donc être en mesure de savoir ce que l’on veut en tirer pour savoir lequel
choisir. On classe les modèles en trois types probabiliste, semi-empirique et
théorique.
1.4.1. Les modèles probabilistes
Le modèle probabiliste consiste à associer à une cellule du domaine une proba
bilité d’inflammation et d’effectuer plusieurs simulations afin de voir le compor
tement de l’incendie. Regardons le principe général de ce modèle. Premièrement,
on divise le domaine en carrés C. Chaque carré possède un état initial.
Typiquement, on a les trois états suivants
O, intact;
1, en combustion;
2, brùlé.
La probabilité d’inflammation de chacun de ces carrés est donnée par Pj. Cette
probabilité dépend des divers facteurs mentionnés plus tôt. On fournit également
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des règles de propagation. Par exemple, des règles simples pourraient être que si
au temps discret nAt un carré est à l’état 1, alors au temps (n + 1)At,
-
sera à l’état 2
- les carrés Cj1, C,j_1 et C,j1 qui sont à l’état O à t nAt passent
à l’état 1 avec la probabilité Pi—i,j, Pi+i,j, Pi,j—i et Pi,j+i.
La figure 1.4.1 montre un exemple de simulation avec un tel modèle. On pose
la probabilité de propagation égale à t).3. L’utilisateur clique sur la figure afin
d’entrer les zones en feu. La version décrite est la version la plus élémentaire
2 50
1.5 40
1
30
20
0.5 10
0 0
t=0 t= 15
FIG. 1.4.1. Exemple de simulation avec un modèle probabiliste
des modèles probabilistes. Plusieurs autres modèles sont plus complets et raffi
nés. Néanmoins, même avec l’ajout de plusieurs autres détails, il reste difficile
d’en extraire certaines données conmie la vitesse de propagation et la tempéra
ture atteiiite. Ainsi, ce type de modèle sert plus à obtenir une vue globale de la
propagation que d’extraire des données quantitatives. Il est très utile lorsque l’on
cherche, par exemple, la probabilité qu’un incendie atteigne une région habitée. Il
0 20 40
t=30 t=45
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peut également servir à vérifier certains paramètres comme la charge et l’humidité
d’extinction, en dessous desquelles on est assuré de l’extinction du feu.
1.4.2. Les modèles semi-empiriques
Les modèles de type semi-empirique utilisent des outils théoriques ainsi que
des résultats expérimentaux pour trouver la vitesse de propagation du front. Le
père de ce type de modèle est le modèle de Rothermel (1972) [5j. Nous reviendrons
plus en détail sur ce modèle un peu plus loin. Par la suite, plusieurs ont repris
les expériences de Rothermel afin de raffiner le modèle ([16] et [61). Dans chacun
de ces cas, nous trouvons la vitesse normale du front, notée F, en fonction de
certains paramètres de départ. Ces modèles se basent sur la loi de conservation
d’énergie et sur des mesures prises en laboratoire. Cette vitesse F est obtenue à
l’aide de l’équation
F
— flux de chaleur du front de flamme
1 4 .
— chaleur requise pour l’inflammation du com&ustibÏe
Nous verrons que cette forme revient plus loin dans le modèle de Margent. Plu
sieurs simulateurs de feux de forêt utilisent une vitesse de propagation fournie
par ces modèles semi-empiriques. Le simulateur FARSITE [7] est utilisé par le
Département de l’Agriculture des États-Unis. On peut y simuler des feux de forêt
et voir l’évolution. Ce logiciel est accessible via Internet [181. Nous y retrouvons
également d’autres simulateurs comme le BEHAVE [181. Tous ces logiciels uti
lisent une méthode de marqueurs afin propager le front. Nous reviendrons sur
cette méthode dans le prochain chapitre.
Bien que ce type de modèle soit utilisé par les services de lutte contre les
feux de forêt, nous devons nous méfier des résultats obtenus. Premièrement, il
s’agit de modèles basés sur des expériences en laboratoire. Ainsi, ils deviennent
moins réalistes lorsqu’on est en présence d’un feu de grande intensité, car un tel
feu ne peut pas être reproduit en laboratoire. De plus, ils ne considèrent pas les
phénomènes qui se produisent plus haut que la zone en feu, c’est-à-dire qu’il n’y
a pas de couplage avec les conditions atmosphériques. Donc, ces modèles seront
valides sous des hypothèses assez contraignantes. Par contre, ils sont très peu
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coûteux en temps de calcul. Ainsi, si nous ne sommes pas trop loin des conditions
dans lesquelles ont été effectuées les simulations, ces modèles sont très utiles.
1.4.3. Les modèles théoriques
Contrairement aux modèles semi-empiriques, les modèles de type théorique se
basent essentiellement sur des outils théoriques. Ils utilisent les équations de la
mécanique des fluides, les lois de la thermodynamique des processus irréversibles
et des bilans énergétiques d’équations de réactions chimiques. Ils modélisent éga
lement sur plusieurs échelles. Ainsi, les hypothèses sont moins contraignantes. En
principe, ces modèles restent assez réalistes pour des feux de grande intensité et
avec de grands vents. On est donc en mesure de tirer plusieurs informations im
portantes. Par contre, ils sont très coûteux au point de vue du temps de calcul.
Nous présenterons dans le chapitre 4 la description d’un de ces modèles, le modèle
de Margent.
Comme on peut le constater, chaque type de modèle possède des forces et des fai
blesses. Les modèles semi-empiriques sont les plus utilisés par l’industrie à cause
de la rapidité de calcul. Par contre, ils sont fiables seulement sous des conditions
restreintes qui sont malheureusement les moins risquées pour les pompiers. Il faut
donc un modèle assez robuste qui sera en mesure de bien décrire le comportement
du front sous toutes les conditions possibles comme, par exemple, avec de grands
vents.
Chapitre 2
LA M1THODE LEVEL-$ET
Le but ici est de décrire un algorithme de simulation de la propagation de front
en vue de l’application aux feux de forêts. Il faut donc être en mesure de propager
une courbe dans l’espace. Une approche classique est la méthode des marqueurs
ou une de ses cousines telle que l’approche des ellipses. Par contre, ce type de
méthodes ne fonctionne pas toujours très bien. Nous verrons pourquoi dans la
première section. C’est la raison pour laquelle nous avons opté pour l’approche
des iso-niveaux (Levet-Set). Cette façon de faire n’est pas encore très répandue
dans le domaine de la simulation de feux de forêt. Nous expliquons en quoi consiste
cette méthode, comment résoudre les équations et en quoi elle est meilleure que
celle des marqueurs.
2.1. LA MÉTHODE DES MARQUEURS
2.1.1. Le principe
Le principe de la méthode des marqueurs est très simple. Il consiste à identifier
quelques points sur la courbe que l’on cherche à propager. Étant donné la vitesse
normale de la courbe en ces points (F(x, y)), on déplace ceux-ci normalement à la
courbe de la distance de f(x, y)Lt pour un court laps de temps At. Par la suite,
on relie les points en suivant l’ordre défini au départ et on recommence cette
routine. La figure 2.1.1 illustre la propagation d’une courbe suivant la méthode
des marqueurs.
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2.1.2. La problématique
A priori, cette méthode est très simple et semble bien fonctionner. Par contre,
ce n’est pas le cas lorsque la courbe développe une concavité. La figure 2.1.2
montre ce qui se produit. On remarque que le problème survient lorsque l’on relie
méthode des marqueurs.
les points dans l’ordre initial. Ainsi, si nous n’effectuons pas de diagnostique pour
détecter ces croisements, on obtient le phénomène illustré à la figure 2.1.3. Dans
le cas d’un feu de forêt, on s’attendrait à une fusion des deux parties de la courbe.
Cependant, mettre en oeuvre un tel diagnostique peut devenir lourd et peut être
FIG. 2.1.1. Exemple de propagation avec la méthode des marqueurs.
FIG. 2.1.2. Exemple de propagation d’une courbe concave avec la
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parfois difficile. Ce problème fut soumis par les représentants de Prometheus lors
du Pacific Institute for the Mathematicat Sciences (PIMS) Industriat Pro btem
Soïving Workshop à l’université Simon Fraser du 26 au 30 juin 2006. En réponse,
nous avons proposé la méthode Levet-Set comme alternative à la méthode des
marqueurs. Présentons cette méthode.
2.2. LA MÉTHODE Levet-Set
La méthode Levet-Set est très utilisée dans plusieurs domaines, par exemple,
en imagerie médicale et en hydrodynamique. Elle est très efficace pour décrire
l’évolution de courbes et de surfaces dans le temps. Ici, nous restons dans le cas
de la propagation d’une courbe dans R2 ce qui correspond bien à notre besoin
pour les feux de forêt.
2.2.1. Dérivation de l’équation Levet-Set
Soit une courbe initiale F(0) dans R2 qui se propage avec le temps selon
un champ de vitesse connu. Notre but est de connaître la famille de courbes
f(t) pour t > O telle F(t) est le résultat de l’évolution de la courbe F(0) après
un certain temps t. La méthode Levet-Set consiste à supposer que F(0) est la
solution de (x, y, t = 0) = 0, c’est-à-dire que F(0) est la courbe de niveau zéro
d’une certaine fonction (x, y, t = 0). tant donné F(0), il y a plusieurs façons de
FIG. 2.1.3. Exemple de la propagation attendue d’un feu concave.
définir (x, y, t = 0), on y revient plus loin. Il faut maintenant trouver un moyen
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de faire évoluer (x, y, t) de telle sorte que son niveau zéro coïncide avec f(t T)
pour tout temps T > O donné. La figure 2.2.1 illustre le principe. Nous savons
y
ç(x,y,t=0) =0
q5(x, y, t = 2)
y, t = 2) = O
que la courbe cherchée au temps t est donnée implicitement par
b(x(t),y(t),t) = (t),t) = 0.
En dérivant par rapport à t, nous obtenons
di(t)
=0.
dt
(2.2.1)
(2.2.2)
Soit F(x, y, t) la norme de la vitesse normale à chacune des courbes de niveau de ç5
au point (x, y) au temps t. (Dans le cas des feux de forêt, nous ne connaissons que
la vitesse normale au niveau zéro. Cependant, nous devons la spécifier en tous les
points du domaine afin de propager les autres niveaux. Il existe plusieurs façons
d’extrapoler la vitesse et pour cela, nous référons à [8] et [9]. Dans les cas que nous
étudions, nous supposons simplement que chacun des niveaux est un front d’un
feu virtuel et, donc, nous utilisons la vitesse fournie par les différents modèles en
ces points, mais nous nous intéressons seulement au niveau zéro. Nous pouvons
utiliser cette méthode puisque, pour les modèles présentés clans ce mémoire, la
y
0)
1)
X
y
çb(x,y,t = 1) = O
FIG. 2.2.1. Principe de la méthode Levet-Set
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vitesse du front en un point ne dépend pas des autres points.) Avec F(x, y, t)
définie partout, nous avons la relation
F(x, y, t) = d(t)
___
(2.2.3)
qui correspond à la projection du vectetir vitesse sur la normale à la courbe. En
substituant cette équation dans 2.2.2, nous obtenons l’équation Levet-$et pour
l’évolution de (x, y, t)
çt(x, y, t) + f(x, y, t) Vç(x, y, t) = 0. (2.2.4)
Cette équation aux dérivées partielles ne possède pas en général de solution ana
lytique pour toute courbe initiale [‘(0) et toute fonction F(x, y, t). Ainsi, nous
aurons besoin d’outils numériques. Nous aurons également besoin d’une condi
tion initiale sur (x, y, 0) étant donné [‘(t = 0). Ce sujet est discuté maintenant.
2.2.2. Initialisation de
Comme nous l’avons mentionné, il nous faut initialiser c(x, y, 0) en tout point
(x, y) de notre domaine. Cependant, la seule information que nous possédons est
que (x, y, 0) = O pour (x, y) e [‘(0). Il existe plusieurs stratégies pour spécifier
(x, y, 0). Nous utilisons une statégie basée sur la fonction de distance signée,
c’est-à-dire ç5(x, y, 0) = u(x, y)d((x, y), [‘(0)), où d est la distance entre le point
(x, y) et la courbe [‘(0) et
—1, si (x,y) est à l’intérieur de f(0) (zone brûlée)
u(P) = 0, si (x, y) est sur F(0)(front) (2.2.5)
1, si (x,y) est à l’extérieur de [‘(0) (zone non-brûlée).
2.3. RÉSOLUTION NUMÉRIQUE
2.3.1. Maillage et notation
La résolution numérique d’une équation consiste à approcher la solution en un
certain nombre de points du domaine et à des temps discrets donnés. Nous devons
discrétiser le domaine spatial en rectangles congrus que l’on nomme mailles. Nous
travaillons sur des domaines rectangulaires de dimension L1 x L. La figure 2.3.1
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illustre le maillage d’un rectangle et les différentes variables. Nous choisissons le
nombre de points de discrétisation dans chacune des directions, c’est-à-dire N1
points x, i = O, ..., Nrl, clans la direction x et iV, points Yj, j = O, ..., N1,,—1, pour
la direction y. Ceci nous permet de calculer les pas spatiaux x = L1/(N1 — 1)
et y = L/(N — 1) qui correspondent aux dimensions des mailles. Avec cette
notation, nous avons que = xo + iAx et y = Yo + jAy. Dans nos simulations,
nous posons généralement tx = Ly. Nous effectuons le même travail avec le
temps, t = Tfjnat/(Nt — 1). Nous notons par t’1 le temps t = nt. La solution
numérique de au point (xi, y) au temps t = nt pour i = O, ..., N1 — 1,
j = O, ..., N — 1 et n = O,..., N — 1 est notée par y, ta).
L1
L
Yo
X0
FIG. 2.3.1. Explication du maillage du domaine.
2.3.2. Première approche
La première idée qui nous vient en tête pour résoudre l’équation Levet-Set
est d’utiliser un schéma centré. Cependant, cette méthode est très problématique
pour ce type d’équation. Regardons un exemple très simple qui illustre le problème
de ce schéma. Intéressons-nous au déplacement d’une courbe définie comme une
fonction, y = (x). Ainsi, nous avons que le niveau zéro de la fonction ç = y—(;)
correspond à la courbe. En substituant dans l’équation Levet-Set (2.2.4), nous
obtenons l’équation simplifiée
= f(1 + 2)1/2 (2.3.1)
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H faut maintenant discrétiser cette équation. La première étape est d’approcher
la dérivée temporelle par une différence avant, c’est-à-dire
/ t + t) — î(x, t) (2.3.2)
L’erreur commise par cette approximation est de l’ordre de t. On peut facilement
retrouver ce résultat avec l’aide des séries de Taylor. Pour ce qui est de la dérivée
spatiale, le plus naturel est d’utiliser une différence centrée, car l’erreur commise
est de l’ordre de (x)2. L’approximation par la différence centrée est la suivante
(x + /x, t) — (x — x, t) () 3 32;
-.
En substituant le tout dans l’équation 2.3.1, en utilisant la notation vue plus tôt
et en isolant +1), nous obtenons le schéma
1/2
n)
—
2
(n+1)
= + Ft [1 + ( i+’ i) ] (2.3.4)
En connaissant /‘ au temps t = O, c’est-à-dire pour tout i = O, ..., N — 1,
nous pouvons trouver et ainsi de suite. Par contre, il ne suffit pas d’avoir
simplement une condition initiale. Numériquement, il nous est impossible de ré
soudre l’équation sur tout R. Nous pouvons seulement trouver la solution sur une
grille de dimension finie ou dans un intervalle fini dans le cas de cet exemple.
Nous avons donc besoin de conditions aux bords, soit en 10 et en ‘Ni—1 ici.
Soit l’exemple où la courbe initiale est donnée par ‘(x, O) = x et où la
vitesse de propagation est f = 1. Pour les conditions aux bords, nous posons que
la dérivée en 10 vaut —1 et vaut 1 en XN
—1• Ceci permet de garder la forme de
la fonction. La figure 2.3.2 illustre les différentes itérations. La solution attendue
est connue analytiquement, i/(x, t) = xI + t. La solution numérique est véritable
ment erronée. Un problème arrive en x O. Ce dernier est lié à la discontinuité
de la dérivée de la fonction initiale en ce point. Dans la réalité, le segment de
gauche rencontre le segment de droite lors de la propagation. Avec ce schéma,
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nous rie parvenons pas à gérer cette situation et nous obtenons les instabilités ob
servées clans la figure 2.3.2. Ce problème est très bien connu lors de la résolution
d’équations de conservation hyperboliques j8.
2.3.3. Schéma numérique utilisé
Nous allons présenter le principe du schéma dans le cas unidimensionnel, la
généralisation au cas multidimensionnel utilise les mêmes idées. Le schéma que
iious utilisons pour résoudre l’éciuation Level-Set 2.2.4 avec la condition initiale
t(x,y,O) est
— At(max{F,, t)}V + miii{,, 0}Vj (2.3.5a)
où
[niax{D, 0}2 + mnin{D, 0}2 + max{DY , 0} + nuin{D, 0}2] t3.5b)
— [mimr{D, }2 + max{D, 0}2 + min{D. 0}2 + max{D, 0}2] 3.5c)
et
FIG. 2.3.2. Propagation de la fonction f(x) x avec un schéma
aux différences centrées avec At = 0.05, x = 0.1. Le temps final
est 0.7 et on voit l’évolution à toutes les deux itérations.
=
(2.3. 5c1)
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Notons que D et Dtj représentent les différences arrière et avant de la fonction
par rapport à x et de manière similaire pour y
(71)
— (n)
D = (2.3.5e)
(n) (n)
Dt = — (2.3.5f)
‘J Ai
—
‘‘
‘+‘i,J—l (2 3 5A
,,Qn) ,,(n)
= Y,j+1 — Yi,j (2.3.5h)Ay
Afin que les résultats numériques soient stables, nous devons respecter une cer
taine condition nommée la condition CFL. Celle-ci lie Ai, Ay, At et F de la
manière suivante
max fjAt < min{Ax, Ay}. (2.3.6)
domaine
Ainsi, si la vitesse du front est grande, nous aurons besoin d’un petit pas At afin
que le schéma soit stable. Nous revenons brièvement dans la prochaine partie sur
les raisons de cette condition.
2.3.4. Explication du schéma
Regardons maintenant une équation plus simple afin de comprendre le principe
de ce schéma. Considérons l’équation d’advection
u + an = O (2.3.7)
u(x,t=O)=uo(x)
où a e R, x E R et t E [O, T]. Cette équation possède une solution analytique qui
est
u(x, t) = no(x
— at). (2.3.8)
Ainsi, la solution est complètement déterminée par la condition initiale. Pour un
i fixe et un temps donné, on a juste à revenir le long de la droite caractéristique,
c’est-à-dire X = x — at, pour retrouver la valeur de ‘u. Donc si a > O, la solution
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est donnée par l’information provenant de la gauche, et c’est l’inverse lorsque
a < O. Ainsi, il nous faut un schéma clui préserve cette particularité. Le schéma
pour l’écjuation d’advection est donc le suivant.
(n) (n) (n) (n)
(îi±1)
— t (maxa. O} + min{a. O}lZU1 ). (2.3.9)
La figure 2.3.3 illustre ce qui se produit dans le cas où a> O. On y voit la droite
caractéristique passant par le point x au temps en pointillés. Puisque a > O,
l’information qui longe la caractéristique provient de la gauche. Ainsi, pour appro
cher la dérivée en x nous devons utiliser l’information de gauche, c’est-à-dire en
1i—i La condition CFL nous assure que nous n’allons pas chercher de l’informa
tion à gauche de xi_1. Sinon, de l’instabilité se manifeste. Le même raisonnement
explique le cas où a < O. Le seul changement est que l’information provient de la
droite.
C’est la même idée qui est derrière le schéma 2.3.5. Nous pouvons réécrire l’équa
tion 2.2.4 sous la forme
t+
=.
Cette équation correspond à l’advection de par le champ de vitesse F . La
difficulté dans ce cas est que le sens de propagation dépend de la dérivée elle
même. L’algorithme 2.3.5 envisage toutes les combinaisons possibles et choisit
celles qui sont valides au point (xi, yj) et au temps t donnés. Les différentes
relations du schéma font en sorte que l’on choisit la bonne dérivée, afin que
l’information arrive de la bonne direction comme dans le cas du schéma 2.3.9.
Xi_y xj+l
Fia. 2.3.3. Explication du schéma arrière pour le cas où a > O.
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FIG. 2.3.4. Explication du schéma avant pour le cas où a < O.
2.4. ExEMPLEs
2.4.1. Cas unidimensionnel
Revenons au cas unidimensionnel présenté plus tôt. Rappelons que nous vou
ions propager la fonction y = x . Le schéma utilisé est la version unidimension
nelle de 2.3.5, soit
(n±1) = (n)
+ t(max{f, 0}V + min{F, 0}V) (2.4.la)
où
= (min{D, 012 + max{D’, 0}2 + l)1’2 (2.4.lb)
= (max{D, O}2 + min{D, O}2 + 1)2. (2.4.lc)
La figure 2.4.1 illustre les résultats. Nous obtenons bien le comportement attendu,
qui est une bonne approximation de (x, t) = x +t. Les informations provenant
des deux côtés se rencontrent et malgré la discontinuité dans la pente, le schéma
est robuste.
2.4.2. Propagation bidimensionnelle de coins
Il s’agit maintenant de propager une courbe qui possède initialement la forme
d’un carré. La difficulté est, comme dans le cas précédent, au niveau des disconti
nuités dans les dérivées de la courbe. Nous allons considérer deux cas. Le premier
est lorsque la vitesse est orientée vers l’extérieur du carré. Dans ce cas, il y a une
zone de raréfaction au niveau des coins. Ce phénomène est observé dans l’étude
des équations hyperboliques. Il survient lorsque les courbes caractéristiques di
vergent. Dans, notre cas, il en résulte que les coins du carré s’arrondissent. Pour le
tn
1i-1 xi xi+1
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Propagation par méthode utilisée en mécanique des tluides de la fonction y=abs(x)
deuxième cas, la vitesse est vers l’intérieur du carré, ce qui entraîne une rencontre
des segments comme dans l’exemple umidimensionnel. En regardant les résultats
des figures 2.4.2, IIOUS voyous que la performance de l’algorithme est concluante.
Dans la figure 2.4.2 (b), il est à noter que les courbes ne semblent pas être des
carrés, mais le problème est causé par la fonction contour de Matiah qui dessine
les courbes de niveau. Nous avons vérifié et le point manquant dans les coins est
effectivement sur le niveau zéro, mais il n’apparaît pas sur les figures.
2.4.3. Fusion de courbes
L’exemple qui suit iïiontre deux cercles qui évoluent simultanément dans le
même plan. Un peu comme deux feux qui fusiomient, nous nous attendons à
ce que les cercles deviennent une seule courbe lorsqu’ils se toucheront. Un tel
changement de topologie est très problématique avec la méthode des marqueurs.
Nous observons que la méthode LevcÏ-$ct fonctionne très bien daiis ce cas. Il
est intéressant de voir que lors de la fusion des deux cercles, il y a formation
d’une discontinuité claiis la dérivée de la courbe, mais connue nous l’avons déjà
FIG. 2.4.1. Propagation de la fonction f(x) = x avec le schéma
2.4.1 avec At t).05, Ai 0.05. Le temps final est 0.7 et on voit
l’évolution à toutes les dieux itérations.
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vu, la méthode est robuste, même clans ce type de situation. Il ne reste plus qu’à
obtenir un modèle fiable pour la vitesse de propagation F. Les prochains chapitres
discutent de ce sujet.
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F (t))
3
2
o
—1
—3
—3 —2 —1 0 1 2 3 4
(b) Propagation d’un carré avec vitesse vers l’intérieur.
FIG. 2.4.2. Propagatioii d’rni carré, At = 0.05, A = 0.05.
—4 —3 —2 —1 0 1 2 3 4
(a) Propagation d’un carré avec vitesse vers l’extérieur.
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FIG. 2.4.3. Fusion de cieux cercles qui se propagent dans le plan.
Chapitre 3
LE MODÈLE DE ROTHERMEL
Dans ce chapitre, nous survolons brièvement le modèle de Rothermel (1972)
151. Nous expliquons ses hypothèses théoriques ainsi que les conditions dans
lesquelles les expérimentations ont été effectuées. Par la suite, nous regardons
quelques simulations réalisées avec la méthode Levet-Set où la vitesse de propa
gation est donnée par ce modèle.
3.1. OBTENTION DU MODÈLE
Le modèle de Rothermel repose sur l’hypothèse que le flux de chaleur requis
pour la propagation du front (In) obéit à l’équation
= FppEQig. (3.1.1)
Ici, F est la vitesse du front et PpEQig est un terme quantifiant la chaleur de
pré-inflammation. pp est la densité d’une particule végétale, E est un coefficient
de chauffage effectif et Qig est la chaleur de préchauffage. Dans le modèle, le
produit de ces trois termes est déterminé de manière empirique. Le modèle repose
également sur l’hypothèse que le flux Ii,, est une fraction de l’intensité de la chaleur
libérée par la réaction ‘R, c’est-à-dire
(3.1.2)
Une fois de plus, on trouve ‘R de manière empirique. En combinant les équations
3.1.1 et 3.1.2 et en isolant la vitesse, on obtient
F= ‘R (3.1.3)
pEQ9
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On rernarcjue que cette forme d’équation pour la vitesse correspond â la forme
donnée par l’équation 1.4.1. C’est donc le postulat principal clans l’obtention dii
modèle de Rothermel ([51,[61). D’autres hypothèses sont ajoutées. En voici la
liste
— La fraction de chaleur transmise au combustible est seulement fonction de
u (le rapport surface/volume de la particule végétale) et de la compacité /3.
Cette compacité est le rapport entre le volume occupé par le combustible
et le volume total disponible.
— ‘R est une fonction linéaire de la charge de végétation w0.
— Toutes les particules végétales ont la même dimension. Cela a pour consé
quence que le taux de réaction optimal est une fonction de la compacité
seulement.
Il reste à exprimer la dépendance des quantités dans les équations 3.1.1 et 3.1.2 en
fonction des données physiques décrivant les circonstances du feu. Ces dernières
sont au nombre de onze et sont décrites dans l’annexe A, avec le détail des relations
empiriques nécessaires au calcul de la vitesse F.
Un point important à se rappeler lorsque l’on utilise ce modèle est son domaine
de validité. Comme mentionné précédemment, les coefficients ont été calibrés
grâce à des expériences. Il faut donc avoir en tête que, a priori, les simulations
seront valides seulement pour des données proches de celles utilisées lors des
expériences.
3.2. PROBLÈMEs LIÉS À LA PENTE ET AU VENT
Pour inclure les facteurs vent et pente, il faut utiliser une version plus générale
de la formule 3.1.3 proposée par Rothermel, qui s’écrit
(321)
—
PbEQ9
La définition des paramètres se trouve dans l’annexe A. La pente et le vent inter
viennent respectivement dans les quantités et çi
/ -E
= C(O.3O5U)B
__)
, (3.2.2)
/3ap
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bs = 5.275t3°3(tanû)2. (323)
Ici, U est la vitesse du vent à mi-flamme dans la direction normale au front et
O est l’angle d’élévation. En examinant attentivement les deux expressions, on
aperçoit quelques problèmes.
3.2.1. Problèmes liés à la pente et amélioration du modèle par
McArthur
L’expérimentation faite par Rothermel pour déterminer l’influence de la pente
a été effectuée seulement pour des feux qui montent un plan. Le modèle est
donc valide seulement pour des feux sur des terrains où l’angle d’élévation est
positif. Si on suppose que la formule est valide pour tous les angles, on obtient
des absurdités dans l’expression de çb9, car l’influence de l’angle d’élévation O est
sous la forme de tan2 O. Ainsi, que l’angle soit positif ou négatif ne change rien
à la contribution de la pente. Ceci est erroné, un feu descend moins rapidement
qu’il ne monte. McArthur [161 a proposé une façon de résoudre ce problème en
changeant l’expression pour la vitesse de la manière suivante
f = IR(1 + W)e%o (3.2.4)
PbEQig
où O est l’angle d’élévation, O e [—ir/2, ir/2].
3.2.2. Simulations sur des plans inclinés
Regardons ici l’effet que produit la pente sur un front initialement circulaire.
Pour ce faire, nous supposons que la végétation est uniforme et qu’il n’y a pas de
vent (ç5w = 0). Les données physiques utilisées sont celles fournies par Margent
[101 et sont présentées dans la table 3.2.1. Il est à noter qu’ici u est donné en
mais qu’il est converti en cm’ pour le calcul de la vitesse. Le front se propage
u = 8130m’ 6 = 1m H 1Z550kJ/kg
C0 4kg/m2 pi,, = 466kg/m3 iVIf = 0.007
3T 0.00347 SE = 0.00322 M1 = 0.15
TAB. 3.2.1. Jeux de données #2.
31
sur un plan incliné et sa projection sur le plan xy est initialement circulaire. Nous
comparons les résutats obtenus avec trois angles d’élévation O (correspondant à
un terrain horizontal), ir/16 et n/4. Le temps total covert par les simulations est
de 1h30. Les figures 3.2.1, 3.2.2 et 3.2.3 illustrent la position du front à chaque 15
minutes. Les axes sont en mètre. Les simulations ont été effectuées avec un pas
spatial de Ax = = 5m et un pas de temps de At = 0.2 minutes. Nous avons
également placé la position finale (à t = 90 minutes) du front clans le cas où il
n’y a pas de pente pour des fins de comparaison. Dans la réalité lorsqu’un front
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Fio. 3.2.1. volution du front sur un terrain plat avec une végé
tation uniforme. Le front est illustré à toutes les 15 minutes.
est initialement circulaire, il prend une forme oblongue lors de la présence d’une
pente. Plus l’angle d’élévation est grand, plus l’ellipse s’allonge dans la direction
de la plus grande pente et moins il se déplace dans la direction opposée. S’il n’y
a pas de pente, il reste circulaire. C’est le phénomène que nous obtenons dans les
figures 3.2.1, 3.2.2 et 3.2.3. Il est à noter que les courbes dans les figures 3.2.2 et
3.2.3 ne semblent pas être tout à fait des ellipses. Ceci se fait plus visible lorsque
l’angle d’élévation devient plus grand. Ce comportement s’explique par la forme
de l’expression décrivant la pente. Lorsque celle-ci est très élevée, la vitesse est
quasi nulle dans la direction opposée à la plus grande pente. Sur les flans, la
vitesse du front est la même que celle lorsqu’il n’y a pas de pente. Les cercles
100 200 300 400 500
m
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FIG. 3.2.3. Évolution du front sur mie pente ayant une élévatimi
de rr/4. Le front est illustré à toutes les 15 minutes.
montrant la position finale du front lorsqu’il n’y a pas de pente le démontrent
bien. Ce type de comportement est observé dans la réalité (voir I’]).
Sans
FIG. 3.2.2. Évolution du front sur une pente ayant
de 7r/16. Le front est illustré à toutes les 15 minutes.
Sans pente
200
m
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3.2.3. Problème du veut
La solution n’est pas aussi simple pour le facteur vent. Dans la relation 3.2.2, U
est la norme de la vitesse du vent à mi-flamme. Ainsi, w n’a qu’une contribution
positive sur la vitesse du front. Cela ne correspond pas à la réalité, car le front
peut se propager dans la direction contraire aux vents. Il avance moins vite, niais
il avance tout de même. Nous n’avons pas réussi à trouver dans la littérature une
solution à ce problème. Nous savons qu’elle existe, car plusieurs modèles comme
le FARSITE et le BEHAVE sont fondés sur celui de Rothermel et ils prennent
en considération le vent. Par contre, ils ont tous les contraintes du domaine de
validité au niveau de la vitesse de vents.
3.3. RESTRICTIONS DU MODÈLE DE R0THERMEL
Comme nons avons pu le constater, le modèle original de Rothermel possède
quelques faiblesses. La contribution de la pente a pu être corrigée grâce à l’ajout
de McArthur, mais ce n’est pas le cas pour le vent. De plus, le modèle n’est valide
seulement que pour un domaine restreint de paramètres. Il prédit seulement la
vitesse pour de la végétation verticalement homogène. Cela n’est pas le cas pour
une forêt. De plus, il faut que l’intensité des flammes soit faible, sinon nous
sortons complètement du domaine de validité. Ce sont les principales raisons qui
nous poussent à regarder d’autres modèles. Cependant, ne perdons pas de vue ce
modèle pour des fins de comparaison avec les autres pour des jeux de données où
le modèle de Rothermel a fait ses preuves.
Chapitre 4
MODÈLE DE JONATHAN MARGERIT
Portons ici notre attention sur le modèle multiéchelle de Jonathan Margent.
Ce modèle est décrit dans sa thèse de doctorat [101 et est repris dans deux articles
[111, [121. Le choix de ce modèle provient essentiellement du fait qu’il prend
en considération les différents phénomènes physiques se produisant à diverses
échelles. Cela permet, par la suite, de bien incorporer le facteur vent par exemple.
L’influence de ce dernier n’est pas bien cernée par les modèles de l’industrie. Il
est à noter que durant tout ce chapitre, nous rapportons ce qu’il a élaboré. Il faut
également spécifier que ce chapitre n’est pas essentiel à la compréhension du reste
de ce mémoire. Il a pour but de décrire la manière dont le modèle est construit
afin de revoir certains aspects de cette construction dans le futur. Par contre,
nous suggérons fortement de lire la section 4.1, qui donne une idée générale de
la construction et des échelles étudiées ainsi que la section 4.5 qui fournit les
équations que nous utiliserons par la suite.
Le modèle de Margent est un modèle dit théorique. Il n’est pas basé sur des
observations de feux ou de simulations en laboratoire, mais plutôt sur les lois
de la mécanique des fluides, les principes de thermodynamique et les bilans de
réactions chimiques. Un système d’équations aux dérivées partielles en est déduit.
Pour arriver à ces équations de propagation du front, il faut tout d’abord regarder
ce qui se passe aux différentes échelles spatiales.
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4.1. LES ÉCHELLES
La force de ce modèle réside dans le fait qu’il prend en considération tous les
phénomènes se produisant aux différentes échelles : gigascopique, macroscopique,
mésoscopique et microscopique.
4.1.1. Iche11e gigascopique
Il y a tout d’abord l’échelle dite gigascopique, la plus grande, qui englobe tout
le domaine de propagation du front de flammes. Ce front y est représenté par une
courbe qui se propage sur une surface (la couverture végétale). À cette échelle, on
a donc une vision bidimensionnelle du feu. Pour arriver à cette échelle, on émet
l’hypothèse, qui sera à la base de la réduction du modèle tridimensionnel à un
modèle bidimensionnel, que k/Lf « 1, où k est la hauteur de la zone de contribu
tion des phénomènes influençant la propagation et Lf la longueur caractéristique
de l’échelle gigascopique (100m à des km). Cette hypothèse entraîne la perte de
la modélisation de la propagation verticale du feu. Dans des cas exceptionnels,
h peut atteindre quelques kilomètres, pour des feux de très grande intensité. Le
modèle est donc valide en théorie dans les cas où les feux possèdent une intensité
modérée. Dans le cas contraire, les effets des mouvements de convection de la
chaleur et de la fumée ne sont pas à négliger et la réduction dimensionnelle serait
questionnable. On supposera également que la hauteur des flammes kf est du
même ordre de grandeur que celle de la végétation. finalement, on notera par d
la densité de végétation vue à cette échelle, c’est-à-dire le rapport de la surface
de la couverture de végétation sur la surface totale du domaine.
4.1.2. Échelle macroscopique
L’échelle macroscopique est constituée de trois strates verticales : le sol, la
végétation et l’air, notées respectivement Q, Q et . La strate de la végétation
pourrait être divisée en sous-strates : herbes, arbustes, troncs et feuillages, mais
pour simplifier, le modèle de Margent ne considère qu’une seule strate. On note
par la frontière sol-végétation et par celle de l’air-végétation. La grandeur
caractéristique de l’échelle macroscopique est de quelques mètres. Cette échelle
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zone brùléç
front de flamme couverture végétale
correspond également à celle utilisée dans le modèle de Rothermel. Les méca
nisines de propagation de la chaleur sont propres à chacune de ses strates et sont
donc traités séparéirierit. Ou relie, par la suite, les trois strates en ajoutant des
collditiolls limites sur Z et . Tous les phénomènes se produisant à cette échelle
soit détaillés dans les prochaines sections. Pour la strate végétale, il est très im
portant de noter qu’elle est divisée à cette échelle en deux phases homogènes la
phase particules végétales et la phase de Pair. Le mélange des deux phases forme
un milieu considéré comme continu. La quantité importante à connaître à cette
échelle est ce que l’on appelle la porosité de la strate végétale. La porosité est
définie de la manière suivante : = 1
— /3, où est la compacité de la phase
particule végétale, c’est-à-dire le rapport du volume occupé par la phase parti
cule végétale sur le volume de la strate végétale. Donc, cJ représente le rapport
du volume de la phase air sur le volume de la strate végétale.
FIG. 4.1.1. Vue gigascopique.
strate de l’air ambiant
z j
FIG. 4.1.2. Vue Irlacroscopidlue.
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4.1.3. Échelle mésoscopique
L’échelle mésoscopique est la dimension où l’on ne considère plus la strate
végétale comme étant un milieu continu, mais plutôt comme un milieu diphasiqile.
On dissocie la strate végétale en sa phase poreuse (les constituants végétaux) et
sa phase gazeuse (l’air). L’échelle de grandeur caractéristique est de quelques
décimètres.
Un des paramètres qui est fourni à cette échelle est le rapport surface/volume
d’une particule de combustible. Ce rapport sera noté u. Il joue un rôle important
clans la variation de la température et de la teneur en eau des particules lors
de la combustion. La vitesse de propagation du front dépend fortement de ce
paramètre.
4.1.4. Échelle microscopique
L’échelle microscopique est celle où l’on peut distinguer les différentes phases
de la matière au niveau de la phase poreuse. En connaissant les réactions chi
miques en présence à ce niveau, on sera en mesure de produire des bilans d’éner
gie, de quantité de mouvement et de masse, ce qui permettra d’écrire les équations
mésoscopiques modélisant les phénomènes en présence. Ces équations sont le ré
sultat d’une opération d’homogénéisation de l’échelle microscopique. Cette étape
n’est pas décrite dans le travail de Margent. Il passe directement aux équations de
l’échelle mésoscopique. Il est à noter que cette échelle microscopique ne correspond
pas à celle que nous avons l’habitude d’étudier, c’est-à-dire l’échelle moléculaire.
Ici, elle est plus grande, de l’ordre de quelques centimètres.
4.1.5. Synthèse
Le diagramme 4.1.3 et le tableau 4.1.1 résument les caractéristiques des diffé
rentes échelles.
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Gigascopique Vue d’ensemble
Strate vta1e:
Macroscopique Sol Air ambiant
air+particules végétales
Mésoscopique Phase poreuse Phase gazeuse
Microscopique Solide Liquide Gaz
Fic. 4.1.3. Diagramme des différents focus.
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Le diagramme 4.1.3 montre les différents constituants des différentes échelles
et le tableau 4.1.1 résume les principales informations de ces échelles. Les étapes
pour arriver aux équations de l’échelle gigascopique (l’échelle qui intéresse Mar
gent) sont les suivantes
(1) Obtention des équations macroscopiques des strates de l’air ambiant et
du sol grâce aux équations de Navier-Stokes et des équations de transfert
de chaleur.
(2) Énumération des équations à l’échelle mésoscopique de la strate végétale.
On pourrait les dériver de l’échelle microscopique, mais ce n’est pas fait
dans [101.
(3) Obtention des équations à l’échelle macroscopique de la strate végétale
par homogénéisation des équations mésoscopiques.
(4) Obtention des conditons aux frontières des strates.
(5) Fermeture du système avec les lois des processus irréversibles.
(6) Réduction dimensionnelle des équations de l’échelle macroscopique.
(7) Modélisation du flux radiatif.
Les prochaines sections porteront sur la description de ces étapes.
4.2. EQUATIONS MACROSCOPIQUES DES STRATES DE L’AIR AM
BIANT ET DU SOL
Regardons ici, la première étape, c’est-à-dire la modélisation à l’échelle ma
croscopique des strates de l’air ambiant et du sol.
4.2.1. Équations macroscopiques de la strate de l’air ambiant
Dans la strate de l’air ambiant, on peut séparer les constituants chimiques en
cinq groupes selon leur rôle dans les mécanismes de combustion. On a l’oxygène
02, les gaz inertes (dont en majorité l’azote N2), le fuel produit par la pyrolyse
F, la vapeur d’eau (H2O), les produits de combustion P. Avant d’entrer dans les
détails, définissons quelques quantités qui reviendront dans les équations. Il est à
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noter cjue la barre au-dessus des variables signifie que ces dernières appartiennent
au domaine qui définit la strate de l’air ambiant.
— est la masse volumique de l’espèce i,
— W est la masse molaire de l’espèce i,
— = est la densité totale,
= - est la densité massique de l’espèce i,
p
EY est le taux de production de l’espèce i.
Ici, j = 02, F, N2, (H2O), P. Dans cette strate, on a une seule réaction qui est
une réaction d’oxydation
Vf F + v0202 --* vpP, (4.2.1)
u02 et Mp sont les coefficients stoechiométriques de la réaction et est une
constante spécifique à la réaction. Les équations décrivant les bilans d’énergie, de
masse et de quantité de mouvement sont données par les équations de Navier
Stokes pour les gaz parfaits. On a donc le système suivant
Bilan de masse de l’espèce i
() + v (V+J) = (4.2.2)
— Bilan de quantité de mouvement
( + y. vv) — V (;=) = -VP + 5g (4.2.3)
— Bilan d’énergie interne total
[(+iv2)] +
v [ (È+ V2)V+_V.] =g.V. (4.2.4)
Ici, V est la vitesse barycentrique, donnée par
V = (4.2.5)
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P est la pression, est l’énergie interne et V la vitesse de l’espèce i. On a
également les relations suivantes
= 1 et = 0 (4.2.6)
où J = — V) est un flux. Puisque le fluide est Newtonien, le tenseur
de contraintes doit avoir la forme = —Pi + , où I est le tenseur identité
et est le tenseur déviateur. On sait aussi que la forme usuelle du tenseur de
contraintes pour ce type de fluide est
(4.2.7)
où i est la viscosité dynamique et
L= (VV+VTV).
est le flux de chaleur et il est donné par l’équation
= —XvT+ ÏyJ (4.2.8)
où X est la conductivité thermique, (T) est l’enthalpie de l’espèce i et r est
le flux radiatif. On fait l’hypothèse qu’il est nul clans l’air ambiant. Les flux de
diffusion J1 sont donnés par la loi de Fick
Jj = (4.2.9)
où les 15, sont les coefficients de diffusion. On a également l’équation d’état (loi
des gaz parfaits)
P= (4.2.10)
et l’équation d’état calorique
= + f CdT. (4.2.11)
est l’enthalpie de formation de l’espèce i à la température de référence T° et
Cp, est la capacité calorifique à la pression constante P de l’espèce i. On peut
alors définir l’enthalpie massique 1Ï qui s’écrit ÏÏ
=
Ceci permet de
trouver E = H — P/.
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4.2.2. Équations macroscopiques de la strate du sol
Contrairement à la strate de l’air ambiant, la strate du sol comprend beaucoup
moins d’équation. Premièrement, il n’y a pas de combustion clans cette strate. Le
seul phénomène présent est de la conduction thermique. Elle est très faible, mais
on la prend en considération. L’équation est
+ V• Q = 0, (4.2.12)
où Q = —ÀVT et E = GT + E0. Ici, À est la conductivité thermique du sol,
T est la température, Q est le flux de chaleur, C est la capacité thermique, E
et E sont respectivement l’énergie à température ambiante et l’énergie contenue
dans le sol et p est la densité du sol.
4.3. EQUATIONS MACROSCOPIQUE DE LA STRATE VÉGÉTALE
Le but de cette section est d’obtenir les équations à l’échelle macroscopique de
la strate végétale. Ceci n’est pas aussi simple que pour les deux autres strates, car
plusieurs phénomènes ont lieu aux pius petites échelles. On se sert des équations
à l’échelle mésoscopique comme point de départ. Il est important de mentionner
que ces équations proviennent de l’échelle microscopique et qu’elles ne sont pas
dérivées dans le travail de Margent, maïs simplement prises pour acquis.
4.3.1. Équations mésoscopiques
Comme on l’a mentionné plus tôt, la phase particule végétale se divise en deux
phases au niveau mésoscopique : la phase gazeuse et la phase poreuse.
4.3.1.1. Équations de la phase gazeuse
La phase de l’air est décrite par les mêmes phénomènes que la strate de l’air
ambiant, équations 4.2.2 à 4.2.11. Les variables de cette phase sont indexées par
f (pour fluide) au lieu d’être surlignées.
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4.3.1.2. Éqtzations de ta phase poreuse (végtaÏe)
Regardons ce qui se passe clans la phase végétale dont les variables seront
indexées par p. C’est un milieu poreux possédant les trois phases de la matière
solide (s), liquide (t), gazeux (g). Il y a cieux constituants solides : le bois noté
par w et le charbon c; trois gaz le combustible (fuel) F (surtout du CH4), le
goudron G et la vapeur d’eau (H20) (indexée par u); et un liquide (1-120)1
(indexé par t). Les réactions chimiques associées à cette phase sont la pyrolyse et
l’évaporation de l’eau
- Pyrolyse
kwFBozs —p Fuet
Bois --- Charbon
— Evaporation
(1-120)1 (H20).
Celles-ci ont été considérées dans l’homogénéisation de l’échelle microscopique.
Notons par V,, V, V et VT, les volumes respectifs occupés par les espèces de la
phase végétale i.e, le bois, le charbon, les gaz et les liquides. On peut ainsi calculer
le volume occupé par la matière solide, V, = Va,, + V,1,,, et celui occupé par le
fluide Vf = V + V. Définissons la porosité de la phase végétale E = Vf/V
où 1/, est le volume total de la phase végétale. De manière similaire, on calcule
ce que l’on appellera les saturations, Sa = (saturation du charbon),
Sa = (saturation du bois), Sag = Vgp/ Vf et Sa1 =
Bilan de masse
On est maintenant en mesure de donner les équations de bilan de masse pour
les constituants de la phase solide. Ainsi, le bilan de masse du bois est donné par
((1 — 6P)Sap) = kwFg
— WpCp (4.3.1)
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et le bilan de masse pour le charbon est donné par
_t(1_pQ (4
‘S aPc j — ‘S
où ‘Sj est le transfert de masse de l’espèce i à l’espèce j. De façon similaire,
on peut écrire les équations de bilan de masse pour les phases liquide et ga
zeuse. Par contre, outre le phénomène de la pyrolyse qui était également pré
sent dans le bilan de masse des constituants solides, on doit ajouter l’effet de
l’aclvection qui est donné par la divergence de la masse multipliée par la vi
tesse de déplacement du fluide. Ainsi, les équations donnant le bilan de masse de
l’eau liquide (ePSa1ptyt), du combustible (E’$agppgpyFgp) et de la vapeur d’eau
(EPSagppgpyvgp) sont respectivement
8 (ESajpiyj + V . (EPsatplylvl) = 1tvg, (4.3.3)
(E’$agppgpyFgp) + V• t SagpPgpYFgpvgp + ]Fgp) 1’Fgw (4.3.4)
et
(ESagppgpyvgp) + V (ESagppgpyvgpvgp +jvgp) = —. (4.3.5)
Les quantités yk, Vk et Jk sont définies de la même manière que dans le cas de la
strate de l’air ambiant.
Bilan de quantité de mouvement
Pour les équations de conservation de quantité de mouvement, on utilise la loi
de Darcy. En effet, on sait que la phase particule végétale est un milieu poreux
dont la porosité E est petite. Cette hypothèse est très réaliste, car le combus
tible est majoritairement solide, et donc très peu poreux. La vitesse des gaz et
des liquides est donnée par la loi classique de Darcy. La loi de Darcy, comme
son nom l’indique, fût décrite par Henry Philibert Gaspard Darcy (1803-1858).
Ce dernier cherchait à étudier le phénomène d’écoulement de l’eau à travers le
sable. Aujourd’hui, cette loi est très répandue dans le domaine des écoulements
en milieux poreux. Cette dernière est valide pour des nombres de Reynolds d’un
fluide petits (caractérisé par une faible vitesse d’un fluide visqueux) et pour des
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porosités a} très petites. Dans ce cas, la vitesse superficielle du fluide peut être
modélisée de la manière suivante
V =
—
(Vp
— pg) (1.3.6)
où k est le tenseur de perméabilité, i la viscosité du fitude, p la pression moyenne
et p la densité moyenne. Pour en savoir plus, voir [27] et [28]. Pour écrire cette
loi, il faut donc trouver une description du gradient de pression pour la phase
liquide et gazeuse. Ces derniers sont exprimés de la façon suivante
V (Sap) = ESa9p9g — fgpsp fgptp, (4.3.7)
V (a°Saipt) = E’3Satptg —
— ftpgp. (4.3.8)
Ici, les sont les quantités de mouvement transférées de la phase i à la phase
j. En utilisant la loi de Darcy, on obtient une expression explicite pour la vitesse
des liquides et des gaz.
kgp
2 (fgpsp + ft + pgpV(EPSagp)) (4.3.9)frPSag) /tgp
=
— k1
2 (ft5 + ftpgp + piV(ESai)), (4.3.10)(PSai) Itt
O k9 et k1 sont les tenseurs de perméabilité. De manière similaire, on trouve
la vitesse du fluide, c’est-à-dire vj,,. Il faut simplement définir ff3 = f13 +f98.
On a ainsi que
V (p) E’pfg — (4.3.11)
Bilan d’énergie Pour ce qui est du bilan d’énergie de la phase poreuse, il y
a deux phénomènes à modéliser : le transport de l’énergie par le fluide qui se
retrouve dans l’advection du fluide, la pression et la gravité et le flux de chaleur.
L’équation s’écrit donc
(ppp) + V. (Epfefvf + q,, + EPpfvf) — Epfvf . g = 0. (4.3.12)
Ici, e,, est l’énergie interne et est définie par ppep = Epfef + (1 — E”)p3e5. Les
et ef sont les énergies internes respectivement de la phase solide et fluide de
la phase particule végétale. On a également que q,, est le flux de chaleur.
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4.3.2. Conditions aux bords entre les phases poreuse et gazeuse
On a maintenant les équations décrivant ce qui se passe à l’intérieur des phases
poreuse et gazeuse. Cependant, il reste à décrire les phénomènes se produisant à
la frontière de ces deux phases. Premièrement, on émet l’hypothèse que toutes les
variables au niveau mésoscopique sont continues lorsqu’elles passent d’une phase
à l’autre. Cela signifie qu’il n’y a pas de sauts entre les phases végétale et gazeuse
en ce qui concerne les flux de masse, de quantité de mouvement et d’énergie.
Notons par x la frontière entre les deux phases et n, le vecteur normal à x allant
de la phase végétale vers la phase gazeuse. Posons également w,, la vitesse de
déplacement de la frontière x• Le bilan de masse pour les constituants du gaz sur
la frontière est alors donné par
[6”Sagppgpyigp (v9
— w) + ji] ni,—
[py (vf
— w) +igf] n = 0, (4.3.13)
j = F, y, 02, N2 et R. On suppose qu’il n’y a pas de transfert d’eau liquide
entre la phase particule végétale et la phase de l’air. On a également l’équation
de quantité de mouvement de la phase gazeuse sur la frontière
[p (vf — w) ® Vf
—
Uf]
FIG. 4.3.1. Frontière entre les phases poreuse et gazeuse.
[E’pf (vf — w) 0 V,
—
n = 0. (4.3.14)
4$
Ici, k est le tenseur de contraintes dans la phase k. Finalement, la condition de
continuité pour l’énergie est
[Pf (ef + Vf2) (vj — w) — (qf — Vf Jf) — PfWX] n—
[EPPf (ef + vfP2) (Vfp — w)
— (qf — Vf . Uf) — PPfw] . =
(4.3.15)
Certaines hypothèses devront être ajoutées afin d’obtenir un problème bien posé.
Ainsi, on suppose que le saut de température à la frontière est nul, c’est-à-dire
que Tf = T. Posons également l’égalité entre les composantes tangentielles des
différentes vitesses à l’interface x c’est-à-dire
[vf — (vf n)vf] — [vf — (vf fl)Vf] = 0. (4.3.16)
Un peu plus loin, on effectuera un bilan des fonctions à déterminer et on fermera
le système avec l’aide de la thermodynamique.
4.3.3. Obtention des équations macroscopiques pour la strate végé
tale par prise de moyenne
Jusqu’ici, on a obtenu un système d’équations à l’échelle mésoscopique. Ce
pendant, on a besoin d’équations à l’échelle macroscopique afin de pouvoir coupler
ces équations de la strate végétale avec celles de l’air ambiant et du sol. On veut
également que les variables de la strate végétale soient continues et dérivables à
l’échelle macroscopique, ce qui n’est pas le cas avec ce qu’on a dérivé présente
ment. On va procéder par homogénéisation.
4.3.3.1. Prolongement des variabtes et des équations
Pour l’instant, les variables et les équations obtenues pour la strate végétale ne
sont définies que pour un sous-domaine de cette strate. On doit donc les prolonger
sur tout le domaine avant de passer à l’étape de prise de moyenne. Pour ce faire,
on prolonge les variables de la manière suivante (exemple avec fla, a une phase
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arbitraire)
t Pa clans la phase a
fla
O, ailleurs.
On prolonge également les différentes dérivées sur toute la strate végétale. Ainsi,
on a que
Vf= Vf + ffla6
V = V f + f
aî af
= fW,fla6
où x est la frontière du domaine des variables et fonctions, f une fonction quel
conque, la vitesse de l’interface et c5 est la fonction indicatrice
f 1,
—
O, ailleurs.
Décrivons pa.r exemple l’équation de conservation de masse pour l’espèce i dans
la phase de l’air. Avant le prolongement, on avait que
(py) + V• (pyv + if) Wjf.
Cette équation devient après le prolongement
(ff) + V (fff +fif) = if + [ff (Vf — w) +iif] nj(4.3.17)
où rif = —n,,. On répète ce processus avec toutes les équations de la phase végétale
et de la phase gazeuse. On ne le fera pas explicitement ici, mais on utilisera ces
résultats par la suite. Le tout est fait dans [10].
4.3.3.2. Fonctions de distribution
L’objectif à présent est de trouver la valeur macroscopique des variables de la
strate végétale en un point x et à un moment t. La méthode utilisée pour résoudre
ce problème est d’effectuer une moyenne de ces variables dans un certain rayon
autour de x. Ce processus permet de lisser les variations et les discontinuités. Ces
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moyennes sont réalisées en se servant d’un produit de convolution par le poids
m(x). La fonction de lissage la pius répandue est la fonction sujvante
Cexp , si jx/r < 1
m(x) = 1- (x/r)2
0, si x/r 1.
Ici, C est une constante qui normalise à Ï l’intégrale de m(x) sur fl. Quant
à r, son ordre de grandeur est celui de l’échelle mésoscopique, c’est-à-dire plus
grand que l’échelle où il y a les petites fluctuations mésoscopiques. Le produit
de convolution d’une certaine variable u(x, t) par la fonction de poids m(x) est
donné par
U(x, t) := (u * m)(x, t) := f u(x — y, t)rn(y)dy (4.3.18)
Soulignons aussi que la quantité macroscopique U est infiniment différentiable.
Définissons maintenant la fonction caractéristique de la phase de l’air ambiant.
Elle est notée par ef(X, t). Of(x, t) est égale à 1 à l’intérieur de la phase de l’air
et O à l’extérieur. De façon similaire, on définit la fonction caractéristique t)
pour la phase particule végétale. Notons que lorsque l’on prend la convolution de
ces deux fonctions caractéristiques, on obtient respectivement la porosité « et
1—’t:
=ef*m
1-=e*rn.
Cette définition de la porosité est cohérente avec celle proposée dans la section
4.1.2. Il ne reste plus qu’à faire les moyennes des variables et à réécrire les systèmes
d’équations.
4.3.3.3. Exempte de prise de moyenne
Puisque c’est un long processus, on ne présente qu’un exemple de la manière
d’obtenir les équations macroscopiques. On ne présentera pas les raisons mathé
matiques de la commutativité des opérateurs de dérivation et de la convolution.
Le tout est présenté dans [131. Prenons l’exemple utilisé plus tôt, c’est-à-dire
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l’équation de conservation de masse dans la phase de l’air
(ff) + V (fff +ff) = +
(j
—
w) +Îf] nfSxt4.3.19)
Après la prise de moyenne, on peut réécrire cette équation comme suit
(pj) + V. (pffVf + Jf) — Kf. (4.3.20)
Les nouvelles variables macroscopiques sont obtenues grâce aux relations qui
suivent. On a mis les variables définies entre crochets.
ç) [p1 flf * in (4.3.21a)
4J)pf [Vf] = fVf * in (4.3.215)
[Yj-Ï PfYjf * in (4.3.21c)
pffVf + [Jf]
= (fff +fif) * in (4.3.21d)
= if * in (4.3.21e)
[KIP]
=
(j
( — w)
. fx) * in. (4.3.21f)
Le terme Kf” représente le taux de transfert de masse de la phase f vers la phase
p pour l’espèce i. Définissons Kf”, le taux de transfert de masse totale, par la
somme sur les i des Kf”. Regardons maintenant les autres équations de la phase
de l’air ambiant et de la phase particule végétale.
4.3.3.4. Équations homogénéisées
On ne définit pas toutes les quantités macroscopiques pour chacune des équa
tions comme on vient de le faire. Le tout est décrit dans [10] et [11]. On détaille
simplement celles qui sont utiles plus loin lorsque l’on fermera le système avec des
lois de thermodynamique des processus irréversibles. Ainsi, on a que l’équation
de bilan de quantité de mouvement devient
(PfVf) + V. (pfVf 0 Vf
— ) = pfg — K”Vf — Fi”. (4.3.22)
Ici Fi”' est défini de la manière suivante
+ [Ff’] (j (Vf — w)
—
uf) flf * m
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et par
pfVf®Vf
— [] = (fVj ®Vj — rn
On a également que l’équation (le bilan d’énergie devient
(4.3.23)
Finalement, on obtient les relations suivantes
Ef = HfYf — —r, (4.3.24)
pTf
Hf = + J CdT, (4.3.25)
et
Pf = pfRTf (4.3.26)
Il reste maintenant à appliquer le même processus aux équations de la phase
végétale. Auparavant, on doit définir la porosité macroscopique . Elle est définie
à l’aide de la relation suivante
(i_)[P]
Ainsi, les équations 4.3.1 et 4.3.2 deviennent
((1
— ) (1 — P) $ap) = (1
— ) (AuFg + (4.3.27)
et
((1
— ) (1 — P) Sap) = —(1
—
(4.3.28)
L’équation 4.3.3 qui décrit le bilan de masse de l’eau devient
((1 — )?Sat pt ) + V. ((1 — )PSai pi V,) = —(1 — )Kipvgp.(4.3.29)
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De manière similaire, on obtient pour les équations 4.3.1 et 4.3.5 que
(fi — c)PSa9p9}9)
+ V ((1 — F)ePsagpgïfgvg + JFg)
= —(1
— )KFgpwp — (4.3.30)
et
- ((1 —
+ V ((i
—
c)PSagpgyvgVg + Jvgp)
= —(1
—
— K. (4.3.31)
Précisons que = K!g + K’9 est le transfert total de gaz de la phase p
à la phase f. On peut également définir la densité totale ainsi que la vitesse
barycentriqrie
p = Pf + (1 — gP)p
pfVf = $agpgVg + SaipiVt.
Regardons maintenant ce qui arrive aux équations 4.3.7 et 4.3.8, c’est-à-dire les
équations de gradient de pression obtenues grâce à la loi de Darcy,
V (fi
—
I) Sa9P9)
— (1
— 1) t”Sagpgg + F91 + Fgpsp + F = O
V ((i
— ) SatP1) — (1 — 1) ‘Saipig + Fzpgp + + F = 0.
En posant Pf SagPg +Sa1Pi, on peut combiner les deux dernières équations
et obtenir
V (fi
— 1) ‘Pf) — (1 — 1) pfg + Fgpsp + + F + F = 0. (4.3.32)
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En effectuant ces prises de moyenne, on a introduit de nouvelles variables. On
est clone en possession d’un système avec plus d’inconnues que d’équations. C’est
pourquoi on doit trouver d’autres relations afin de fermer le système.
4.3.4. Fermeture du système
Le système obtenu par la procédure ci-dessus n’est pas fermé. Par exemple en
ce qui concerne la phase de l’air de la strate végétale, le système décrit, l’évolution
des variables macroscopiques suivantes
— p, la densité qui obéit à l’équation de conservation de masse,
— Vj, la vitesse donnée par l’équation de conservation de la quantité de mou
vement,
—
la fraction massique du gaz j donnée par la conservation de cette fraction
massique,
— Ef, l’énergie interne donnée par l’équation de conservation d’énergie.
Ces équations font elles-mêmes appel à des flux et des sources macroscopique
tels que J1,
, Q, w1, Kf”, X1” et F-1”'. Ceux-ci ont été définis à partir de
moyennes de fonctions non-linéaires des quantités mésoscopiques. À cause de
cette non-linéarité, il n’est pas possible en général d’exprimer ces flux et sources
en terme des variables macroscopiques. Par exemple, l’équation 4.3.21d donne la
définition de J1 à partir de la convolution du produit pfyjfvf. En général, on a
que
(pfyjfVf) * m pfYfVf.
C’est l’absence de relation entre ces flux macroscopiques et les variables macro
scopiques qu’on appelle le problème de fermeture. Pour néanmoins résoudre le
système, on va modéliser les flux et les sources en terme des variables connues. Il
existe plusieurs façons de les modéliser. Margent utilise les principes de la ther
modynamique des processus irréversibles. Après une série de transformations que
l’on ne décrit pas dans ce mémoire (voir 1101 et [12]), il obtient des relations pour
chacune des quantités énumérées ci-haut. Par exemple, Jj est modélisé par une
relation de type loi de Fiek, où le flux de la quantité Jj est supposé proportionnel
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au gradient de “if
Jf = —FpfdfVYjf,
avec la porosité donnée, df une constante de diffusion résultant du modèle et
les variables macroscopiques Pf et Yf. On peut également simplifier et réarranger
les équations des divers bilans de la strate végétale. Ainsi l’équation de bilan
d’énergie de la phase végétale devient
(1
— = V (VT
— Qpr) + Rcp + x(Tf — Tv). (4.3.34)
Ici, T est la température de la phase végétale, ) la conductivité thermique et
est le flux chaleur causée par la radiation au niveau de la phase poreuse. On
a également que la capacité thermique est donnée par
C =(l — P) +
+ (sap gCpjg + (4.3.35)
où Gp, est la capacité thermique mésoscopique. On définit aussi
RCp = —(1
— + SajpiQ), (4.3.36)
où est la chaleur créée par la pyrolyse et Q celle par l’évaporation de l’eau.
Passons maintenant aux équations de bilan de masse pour les solides, liquides et
gaz
((1 — )(1
—
= —(1
— )(1 — (4.3.37)
((1
— )(1
—
= (1
— )(1 — (4.3.38)
((i — )PSat) = —(1 — )Saikt(T), (4.3.39)
a ((1 — )?SapYf ) = —(1 — )(1 — — K(4.3.4o)
et
((1 — )SagppgpYvgp) (1
—
— K. (4.3.41)
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Ici, K est le flux de gaz passant de la phase p à la phase f pour i y, F.
On suppose aussi que p,, et restent constants. Passons maintenant aux
équations dans la pha.se air de la strate végétale. L’équation de bilan d’énergie
est
p1C (f + vj VT) = .
— Qrj) + R1 — — ),(1.3.42)
OU Rcf = QC1’PtT1) avec ‘P(T1) = k(Tf)(pfYff)(pfYof)UJ0. On a également que
=
Pour l’équation de bilan de quantité de mouvement, on a
+ (K?fId — I2ti—’) Vf + izV1, (4.3.43)
où \ et i sont deux viscosités, j est la viscosité au niveau microscopique, t1 est
un tenseur de traînée, Id le tenseur identité et K”1 Pour ce qui est de
l’équation de bilan de masse de l’espèce i, elle est donnée par
+ y. pfifVf + J1)
=
+ K. (4.3.44)
Ici, i = —uWj”J!(Tf,Yf,Yo2) pour j = F,02, Jp = vpWp’I’(Tf,YF,Yo,) et
WN2 = Wv = O.
4.3.5. Conditions aux bords des différentes strates
Premièrement, regardons les conditions sur la frontière , c’est-à-dire entre les
strates de l’air ambiant et végétale. Tout d’abord, il y a continuité des variables
de ces deux strates. Sur la frontière, il n’y a qu’une relation qui est
fl hjT,
— Te) + %‘r. (4.3.45)
Ici, .i. est le flux de radiation des flammes de la strate végétale, I est la tem
pérature des gaz de la strate de l’air ambiant et par continuité vaut Tf. Il reste
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les relations à l’interface . On utilise les trois relation suivantes
VT n 0. (4.3.46)
VTf n 0, (4.3.47)
Vf 0. (4.3.48)
4.4. EQUATIONS À L’ÉCHELLE GIGASCOPIQUE : RÉDUCTION DU
SYSTÈME MACROSCOPIQUE TRIDIMENSIONNEL À UN SYSTÈME
BIDIMENSIONNEL
Tout le principe de la réduction du système de trois dimensions à un système
de cieux dimensions repose sur l’hypothèse que l’échelle veiticale des phénomènes
reliés à la propagation de feux de forêts est supposée très petite à comparer
avec l’échelle de longueur de terrain. En d’autres ternies, si h est la hauteur
caractéristique et Lf est la longueur caractéristique, alors h/Lf « 1. On dira
que ce rapport est de l’ordre de c. Ainsi, on passe à un système adimensionnalisé
en effectuant le changement de coordonnés = x/L. On effectue également les
changements suivants
= (T
- Ta)/Ta,
où Ta est la température ambiante loin du front de flamme et j
=
p, f,
11 T ‘ f’? 1m m ‘
‘E) Pp’’p ‘inf — ‘ai U
où T est la température d’inflammation, . est un flux de chaleur, et
sont respectivement les moyennes de la densité massique et de la capacité
thermique et S est la hauteur de la végétation. Cette adimensionnalisation du
temps possède un sens physique. L’échelle de temps est le temps nécessaire afin
qu’un cube de dimension S entre en combustion sous l’effet d’un flux radiatif
.%. Afin de simplifier les calculs, on suppose que la hauteur de la végétation est
constante. Pour la suite de cette section, on omettra de surligner les variables
adiinensionnelles. Définissons maintenant le domaine S sur lequel on travaille,
{(x,y,z)j(x,y)R2,0 <z < S/Lf =
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Posons le changement de variables z1 = z/e et t1 = t/E2. On peut maintenant
passer au développement asymptotique d’une quantité f(;, y, z1, t,), c’est-à-dire
f(x, y, z, t) = fo(x, y, z1, t1) + Ef1(x, y, z1, t1) + e2f2(x, y, z1, t,) + ... (4.4.1)
4.4.1. Hypothèses
Pour que ce développement soit valide, on doit supposer les trois hypothèses
suivantes
(1) la composante verticale de la vitesse Vf est de l’ordre de E. En d’autres
termes, si Vf Vfo + EVfi + E2Vf2 + ..., alors Vfo = (u0, u0, O),
(2) les températures T et Tf sont du même ordre de grandeur sur une petite
région autour de l’interface entre la phase particule végétale et la phase
de l’air,
(3) le flux radiatif est d’ordre E.
L’hypothèse 1 signifie que le déplacement des gaz s’effectue seulement horizon
talement lorsque l’on considère seulement le premier terme du développement.
Donc, en se contraignant au premier terme du développement, on ne modélise
plus les feux de grandes intensités.
4.4.2. Exemple de réduction de dimension
On est maintenant en mesure de passer au développement asymptotique des
8 18équations 4.3.34 à 4.3.44. Pour ce faire, on remplace les opérateurs
— par —i-—
et — par ———. Regardons ce qui se produit avec l’équation 4.3.34. On donnera,8z E8Z1
par la suite, les résultats pour les autres équations sans entrer dans leur dérivation.
Le tout est fait dans [101 et [121. Initialement, on a l’équation
(1)ppCV.(pVTpQpr)+R+X(TfTp).
Après avoir remplacé les variables par leur développement asymptotique, changé
l’opérateur et multiplié par E2, on regarde ce qui arrive à chacun des ordres de e.
Ainsi, pour l’ordre e0, on a
9m 2m
li T\ r’? (i1p0
—
U I0
k’ — “)Ppop0
— “i° 9.2UU1
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Ce résultat est valide pour O < z1 < 1. On possède également les conditions
= O pour z1 1 (condition de continuité de la température sur ) (1.1.3)
= O pour (Vf) = 0(6) (par l’hypothèse 1) (4.4.4)
En effectuant le même processus pour les ordres 1 et 2 de c et simplifiant quelque
peu, on obtient la relation suivante
(1 — = /\?osTPo
— V QT + Rcpo + X’(Tfo o) + Wr(4.4.5)
L’indice S signifie que l’opérateur est pris par rapport aux variables x et y. On
effectue par la suite la même chaîne d’opérations et en appliquant quelques sim
plifications, on obtient le système donné plus loin. On pourrait également éviter
certaines hypothèses, mais cela augmenterait énormément la complexité du sys
tème.
4.5. FLux RADIATJF %
Jusqu’ici, on a été discret sur le flux radiatif.’t4. Celui-ci est le flux de rayonne
ment produit par les flammes. Nous n’allons pas faire la dérivation de l’expression
pour ce flux. Il faut cependant savoir que les facteurs vent et pente sont modélisés
dans ce flux. Ceux-ci sont analysés dans le chapitre 6. L’expression pour le flux
radiatif reçu en un point M en avant du front au moment t est donc
r(M,t)
= f (P)(P,M)dS, (4.5.1)PEQf
où !f est la zone en feu,
(P, M) = K(P) exp (_K(P)T (1 + 5m2 )(l — f cos@ — f)) (4.5.2)
T coscf
et
(P) = fKT(P). (4.5.3)
On a également que r = MPj pour P E Qf et que
-4
-4
cos(af) = Vft /IIVfliI, (4.5.4)
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—*
Vt1 PM
COS( f) , (4.5.5)
H U UPMU
où
-+
Vfj=r v9+V (4.5.6)
V = (cos (Pvk ±sinv’)
Vft V (Vft. n) n.
Ici, -ii est le vecteur normal à la surface au point P, est la direction dans
laquelle la pente augmente le plus rapidement au point P et est le vecteur
normal à ii et i. V est la vitesse du vent ambiant, Vg est la conduction naturelle
ot3des gaz. K(P) est le coefficient d’extinction au point P. Il vaut —i—. Les autres
paramètres sont décrit dans l’annexe B. La dépendance de .%,. par rapport au
temps n’apparaît pas explicitement dans l’expression. Elle est comprise dans !feu,
le domaine en feu, qui lui varie dans le temps. Il est à noter que cette expression
pour le flux radiatif est valide si kf O(5) et 1/K = O(tf). Cette hypothèse
évitera des problèmes plus loin.
4.5.1. Adimensionnalisation
Margent propose une adimensionnalisation pour le système d’équations qu’il
obtient. Tout d’abord, rappelons que les trois inconnues sont la température
T(x,y,t), la charge de végétation P(x,y,t) et l’humidité H(x,y,t). Toutes ces
variables possèdent une certaine dimension. Afin, d’éviter certains problèmes cau
sés par les dimensions, choisissons une longueur caractéristique L, par exemple, la
dimension du domaine de simulation. Posons également le temps caractéristique
r de la manière suivante
PrCs(7gTa) 4576kfBTK ( . . )
P est la charge caractéristique (nous prendrons ici la charge maximale sur le
domaine) et K,- le coefficient d’extinction caractéristique. Les autres paramètres
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sont donnés plus haut. Voici la manière que l’on choisit cl’adimensionnaliser
= (4.5.8)
(4.5.9)
T*_ p a
P 7” 7”
‘zg ‘a
P/Pr (4.5.11)
Tf/Tfr (4.5.12)
K*(x,y) = K(xy)/K (4.5.13)
= Tvr. (4.5.14)
On a aussi que
— D / D T * Lev
ext — I ext/ I bey —
,i 1m m
—‘s Iinf — 1a
h
— (Tig
— Ta)Krh
— Tev — Ta
— hfa2BT, ‘ CV
— Tjf
— Ta
*
cw
*
V
= et =
Nous omettrons * pour la suite afin d’alléger la notation.
4.5.2. Système d ‘équations adimensionnalisées
Regardons le système d’équations adimensionnalisées qui décrit le comporte
ment de la température T(M, t), de l’humidité H(M, t) et de la charge végétale
P(M, t) en un certain point M du domaine au temps t. On a également que
J (M) est la charge initiale, c’est-à-dire avant que celle-ci entre en combustion
et H(M) est l’humidité initiale avant l’évaporation de l’eau. Afin d’alléger le
texte, nous n’écrirons pas systématiquement la dépendance de ces quantités ini
tiales par rapport au point M, mais il faut l’avoir en tête. Le système est défini
comme suit
j) Zone en avant du front de flamme, T(M, t) < 1 et P(M, t) > P
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n(1 + Hc)ÛTt = (Mt) — kT(M,t), Sj T(M,t) <Tv
Piri Lev = r(M, t) — hT(M, t), S T(M, t) = Tv
aT(M t)
= r(M t) — hT(M, t), T(M, t) > Tev et H = O.
(4.5.15a)
P(M,t) = P, (4.5.15b)
avec
r(M, t)
= f (P)(M, P)ds (4.5.15e)(P)f.
où
(P) = T(P) (4.5.15d)
et
(M,P)
= L exp (_KIIIIt1 +sin2af)(1 —sinf cos(— f)) (4515e)
IIPMII cos
Les angles
€f et sont trouvés grâce aux relations suivantes
cos(af) = Vft ‘ii/WVftII, (4.5.15f)
Vfl PM
cos(
— =
_
, (4.5.15g)
U \.Tftf W131\’lII
où
Vft = g + V (4.5.15h)
-+ -+
vg= z
V = vg (cosv ±sin)
Vf = Vf
— (Vft• n) n
ii) Zone en feu, T(M, t) > 1 et P(M, t) > Pext
T(M,t) = 1, (4.5.15i)
P(M t)
= —urP, (4.5.15j)
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où
— rA5 exp(—E5/RTf). (1.5.15k)
iii) Zone brûlée, P(M,t)
T(M, t) = 0, (4.5.151)
P(M, t) = (4.5.15m)
Il est à noter que l’on suppose que la perte convective h est nulle pour le reste
de ce mémoire. Cette hypothèse est utilisée dans [10]. La signification des diffé
rents paramètres est expliquée dans l’annexe B. Ce système est aussi accompagné
de conditions initiales, c’est-à-dire T(M, 0) = T(M), H(M, 0) = H(M) et
P(M,0) =
Chapitre 5
MODÈLE DE MARGERIT DANS LE CAS
UNIDIMENSIONNEL
Le système d’équations 4.5.15 que nous avons obtenu dans le chapitre précé
dent nous permet de décrire la dynamique du front du point de vue gigascopique
dans un domaine bidimensionnel. Afin de simplifier la tâche de l’étude du modèle,
nous nous attardons, dans ce chapitre, au cas d’un front unidimensionnel. Il s’agit
d’une étape préliminaire habituellement effectuée dans l’analyse de différents mo
dèles.
5.1. ETUDE DU FRONT UNIDIMENSIONNEL
5.1.1. Motivation
Nous sommes intéressés à extraire une vitesse de propagation du front. Cela
nous permettrait, entre autres, de faire des comparaisons avec les autres modèles
et d’utiliser la méthode Levet-Set. Nous allons manipuler le système afin d’obtenir
la vitesse qui nous intéresse. Nous supposons qu’en chaque point du front, celui-ci
est proche d’un front plan infini et où la zone en combustion a une largeur if (voir
figures 5.1.1 et 5.1.2).
5.1.2. Simplification du flux radiatif
On suppose qu’à cette échelle, la végétation est uniforme. Dans ce cas, P(M) =
1 et H(M) = constante et ce en tout point M du domaine non brûlé. Dans ce
cas, il est facile de simplifier l’expression du flux radiatif ..û’.(M, t) à l’aide des
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coordolilléeS polaires. Eu ignorant les facteurs pente et vent, qui seront facilement
FIG. 5. 1 .2. Changement de système de coordomiées.
incorporés par la suite, nous avons ciue
r(M,t) fP eQ (P)(M, P)dS
exp (Kr) TIdS
(5.1.1)
Cette dernière intégrale est très bien approchée avec l’aide de méthodes numé
riques. Nous avons donc une éciuation relativement simple potir le flux radiatif.
Avec des conditions de végétation uniforme, nous nous retrouvons avec un flux
FIG. 5.1.1. Agrandissement en un point du front.
if
JPeQ,,
KT4 r
rr2 uni I I
7F CJa J—
—2 lim f [exl)(K + if) — exp(K df )] dO.7F COSO eosO
exp ( — Kr) drdO
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qui dépend essentiellement de df (distance entre M et le début du front) et
de la largeur du front i. N’oublions pas que ces paramètres varient dans le temps.
5.2. VITESSE STATIONNAIRE
Notre but est d’obtenir la vitesse du front. En supposalit que les conditions
sont constantes au niveau macroscopique, nous nous attendons à ce que la vitesse
converge vers une valeur liunte. Dans cette lirinte, les profils de la température, de
l’humidité et de la charge ne varient pas dans le temps. C’est ce que l’on nommera
la vitesse stationnaire.
5.2.1. Équations stationnaires
On suppose que les variables T(.v. t), H(x, t) et P(x, t) sont des fonctions d’une
seule variable n = x — et où e est la vitesse de propagation dti front. Substituons
le tout dans le système d’équations 4.5.15. Examinons tout d’abord la forme des
profils auxquels ou s’attend.
zoiies
FIG. 5.2.1. Graphique des clifliErentes zones du modèle.
Zone 6: Cette zone est celle où rien ne se produit. Elle est très loin de
la zone en feu. En réalité, elle est à l’infini, car il y a toujours uii petit
Nous savons d’après le svstéuie que six zones sont à considérer. Dans chacune
d’elles, il n’y a qu’uiie seule variable qui varie. Dans ce qui suit, le front se déplace
de gauche à droite.
p H
-1-
‘U1 V9 U3 1(4 ‘U5
-6-
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flux de chaleur qui atteint la végétation, ruais il devient très rapidement
négligeable.
Zone 5: Ici, la température augmente vers la température d’évaporation de
l’eau. Les autres variables restent constantes à leur valeur initiale.
Zone 4: Dans cette zone, l’eau contenue clans la végétation s’évapore. La
température est constante, T(n) = Tev. La charge reste à 1.
Zone 3: Ici, la température augmente vers la température de combustion
après l’évaporation de l’eau. Il n’y a plus d’humidité et la charge reste à
la charge initiale qui vaut 1, car la végétation est uniforme.
Zone 2: C’est la zone en feu. La charge de combustible y diminue, la tem
pérature est égale à 1 et il n’y a plus d’humidité.
Zone 1: Dans cette zone, il n’y a rien qui se produit. C’est la zone brûlée;
TQu) = O, H(u) = O et P(n)
=
Nous notons par u x
— ut la fin de la zone i au temps t, x est donc la
position initiale de la fin de chacune des zones. Nous avons que u2 correspond à
la position du front. Maintenant, en supposant que y est constant dans le temps,
nous obtenons donc le système d’équations différentielles algébriques
Zone 1 : u < n
T(n) = O, (5.2.la)
H(n) = 0, (5.2.15)
P(u) = Pext, (5.2.lc)
Zone 2 t u1 <u <u2
T(u) = 1. (5.2.ld)
H(u) = 0, (5.2.le)
dP(u)
—v
=
—vP, (5.2.lf)du
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Zone 3 ZL2 < <3
pdT(u) 1r(U, tf), (5.2.lg)
H(u) = O, (5.2.lh)
P(u) P11j. (5.2.li)
Zone 4 U3 <U <u4
T(’u) Tev, (5.2.lj)
VLevnj =J%(U,tf), (5.2.1k)
P(u) = Pj,,, (5.2.11)
Zone 5 n4 <U <U5
—v(1 + = r(U, li), (5.2.lm)
H(n) = (5.2.ln)
P(n) = (5.2.lo)
Zone 6 U5 <U
T(u) = O, (S.2.lp)
H(u) = (5.2.lq)
P(n) = P,,. (5.2.lr)
Les conditions aux frontières des zones assurent la continuité des variables. Il ne
reste plus qu’à trouver la valeur de y.
5.2.2. Méthode de flux constant
La méthode de flux constant consiste à intégrer le flux radiatif .%‘7.(df, i) de
u = u2 à l’infini. Ici, nous avons que df = u
— u2. Ceci nous donne le flux de
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chaleur total libéré par le front d’une largeur fixe. Ainsi,
dTL j _vPirtiTdu
[114 dH
+ I VIev1nid’U
J113
+ f —vj(1 +
=
— vE[T(u3)
— T(u2)j
+ VPjnjLev{H(Ut) H(u3)J
— vPi(1 + H11C){T(oo) — T(u4)]
— Tee) + LevHini + (1 + CwHjnj)Tev).
On obtient l’équation pour la vitesse
I, 4’r(’U — u2, lf)du
=
— Tev)+ LevHini + (1 + CwHini)Tev) (5.2.2)
Cette forme pour la vitesse est intéressante puisqu’elle est sous la forme de l’ex
pression que nous avons discutée dans le chapitre Ï
— flux de chaleur du front de flamme
V
— chaleur requise pour t’inftammation du combustibte (5.2.3)
Ici, le numérateur représente la chaleur produite par le front et le dénominateur
est celle dont a besoin la végétation pour s’enflammer. Malheureusement, cette
forme ne nous permet pas de trouver la vitesse stationnaire, car on ne connaît
pas 1 a priori.
5.2.3. Méthode de résolution de la zone 2
Une autre façon d’obtenir la vitesse y est de résoudre les équations de la zone
2. À cet endroit, T = 1 et l’humidité est à zéro. Il reste l’évolution de la charge
qui est décrite par
dP(u)
—V = —VPj.du
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Avec les conditions aux bords. c’est-à-dire P(ui) P1 et P(n9) = P. nous
avons que
— ni) PiniVrif
= 5.2.4
— Pert Pini
— Pext
Une fois de plus, la vitesse dépend de la largeur du front. Nous avons donc obtenu
un système formé des équations 5.2.2 et 5.2.4 avec deux inconnues u et i.
5.2.4. Obtention de la vitesse et de la largeur stationnaire
La méthode la plus simple pour trouver y et i est d’utiliser une méthode de
point fixe. Décrivons les étapes de cette méthode.
(1) Obtenir une approximation de la vitesse du front (vo). Nous utilisons la
vitesse fournie par le modèle de Rothermel.
(2) Utiliser l’équation 5.2.4 afin de calculer la largeur correspondante à u0,
c’est-à-dire
ni — -ext
= Pj,.jjVr u0. (5.2.5)
(3) Calculer u avec l’équation 5.2.2 en utilisant i obtenue à l’étape précédente.
(4) Recommencer les étapes 2 et 3 en remplaçant u0 par la vitesse trouvée en
3. On itère ce processus jusqu’à convergence.
Le tableau 5.2.1 montre les itérations de point fixe pour trois différents jeux de
données différents. Le jeux # 1 est u = 8130m’, Pp = 466kg/m3, Hj = 0.007 et
Pj = 4kg/m2. Pour les jeux #2 et #3, nous ajoutons respectivement une pente
avec un angle d’élévation de 7r/16 et un vent de lm/min. Ces deux facteurs seront
introduits dans la section 5.4.1. Nous remarquons que la méthode converge très
Itérations u jeux # 1 u jeux #2 u jeux # 3
0 2.1692 2.1692 2.1692
1 1.9507 2.3531 2.3830
2 1.9507 2.3531 2.3830
TAB. 5.2.1. Itérations de point fixe pour différents jeux de données.
La vitesse est en rn/min.
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rapidement. fi reste cepenctant à vérifier si ces réponses correspondent effective
ment à des profils stationnaires.
5.3. VÉRIFIcATIoN DE LA STATIONNARITÉ
Ici, nous vérifions dynamiquement que le profil stationnaire’ trouvé est stable.
Pour ce faire, nous résolvons le système d’équations 4.5.15 avec comme condition
initiale le profil stationnaire.
5.3.1. Problème lors de la résolution avec la méthode d’Euler avant
Dans [10], un schéma d’Euler avant est utilisé afin de résoudre le système
4.5.15. Cette méthode numérique est conçue pour résoudre une équation différen
tielle de la forme y’ = f(t, y) qui possède une condition initiale, habituellement
notée y(O)
= Yo La méthode d’Euler consiste à approximer la solution à des
temps discrets t. Dans notre cas, nous avons pris un pas de temps fixe, h. Ainsi,
t = nh. En connaissant une approximation de la solution au temps t,, on peut
trouver une approximation de la solution Yn+i t-,1 de la manière suivante
= y + hJ(t, y), (5.3.1)
où y,, est la solution numérique au temps t. Nous avons essayé d’utiliser cette
méthode pour résoudre le système différentiel 4.5.15 et le problème suivant est
apparu. Lorsque nous diminuons le pas de temps, la vitesse du front augmente.
La figure 5.3.1 représente la propagation du même front initial, mais résolue avec
deux pas de temps différents, tous deux assez petits. L’explication est très simple
et pour bien la comprendre, regardons la figure 5.3.2. Supposons que pour un
temps t, le point i — 1 est en feu et que le point j est près de l’être. Résolvons le
système d’équations différentielles par la méthode d’Euler avec un pas de temps
de h et un pas de temps deux fois plus grand, soit de 2h. À t + h, le point j entre
en combustion ce qui augmente la largeur du front. Ceci entraine que le flux de
chaleur, .%,., devient plus grand. Ainsi, le flux de chaleur moyen sur l’intervalle
de temps [t, t + 2h] est plus grand lorsque l’on effectue deux pas plutôt qu’un. En
conséquence, cela permet, par exemple, au point i+ 1 d’entrer en combustion dans
un cas et non dans l’autre. Lorsque le temps avance, cette différence s’accumule
0.9
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0.6
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0.1
Profil de température avec h=0.05 et 001
0 0.1 02 0.3 04 0.0 06 07 0.8 0.9 t
FIG. 5.3.1. Profil de la température pour des pas de temps de 0.01
et 0.05 après un certain temps.
73
pas de temps de h
p p
j—1 j i+I
. p
i—1 j i+1
- -
j—1 j j+1
t+h
t+2h
pas de temps de 2h
p p
i—1 j j+1
FIG. 5.3.2. Graphique montrant le profil de teiiipérature pour deux
pas de temps différents avec Euler avant. On y voit l’explication du
problème.
I I
———h=005I
—h=001
I I
de façon significative, ce qui rend la vitesse dépendante du pas de teirips utilisé.
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Ce manque de convergence rend impossible l’utilisation de ce type de schéma afin
de valider les profils stationnaires.
5.3.2. Solveurs de Mattab
Au départ, notre but n’était pas d’utiliser un schéma d’Euler à cause de sa
faible convergence. Nous avons alors utilisé ode23 qui est un solveur explicite à
pas adaptatifs. Ce solveur utilise des méthodes de Runge-Kutta d’ordre 2 et 3.
Lors du calcul, un message d’erreur nous indique que des points se remettent en
combustion après leur extinction. En affichant quelques données, on s’aperçoit du
problème. Voici ces données
eval T(xi) T(x2) T(x3) P(xi) P(x2)
395 0.8905 1.00 1.00 0.100 0.0981
396 0.8726 0.9465 1.00 0.100 0.1004
TAB. 5.3.1. Tableau de certaines données fournies par ode23
Les deux lignes montrent deux évaluations consécutives des fonctions T et P au
trois points initialement en combustion. La première ne donne rien d’anormal
T(x1) < 1 et P(xi) = = 0.1 ce qui signifie que i; est brûlé, T(x2)
1 et P(x2) < Per, donc x2 vient tout juste d’arrêter de brûler. À l’évaluation
suivante, le fait que P(x2) redevient plus grand que Pext entraîne que le point se
remet en combustion. Cela amène des problèmes dans les changements d’état du
point. Pour comprendre ce qui se produit, utilisons un schéma de Runge-Kutta
d’ordre 2. Cette méthode s’applique lorsque l’on a une équation différentielle de
la forme y’ f(t, y) où l’on connait la solution initialement, y(t = 0)
= y. Tout
comme la méthode d’Euler, Runge-Kutta nous permet de trouver la solution au
temps discret t1 en connaissant la solution au temps t,,. La différence avec le
schéma d’Euler est au niveau de la précision de l’approximation de la solution.
On n’entrera pas dans les détails, mais tout ce qui est important de savoir ici est
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l’algorithme de cette méthode que voici
= y + hf(t, y) (5.3.2)
f = f(t.1, +1) (5.3.3)
Y+i = y + (f + f). (5.3.4)
Cela signifie que pour trouver la solution au temps t,, on effectue tout d’abord
une prédiction de la solution au temps t1 (notée +)• Par la suite, on calcule f,
qui correspond à l’approximation de la dérivée de la courbe en Finalement,
on trouve la solution Yn+1 en ajoutant à y la moyenne des dérivées calculées en
t, et t1 multiplié par le pas de temps h. Dans notre cas, le problème survient
lorsque l’on calcule la pente en t1. En prévoyant la solution au temps t,1, on
se trouve à changer le point d’état. Par exemple, dans la table 5.3.1, le point x2
est encore en combustion au temps t, mais l’approximation indique qu’au
pas suivant, le point est brûlé. À ce moment, dP,/dt = O (approximation de la
dérivée de la charge) et dT,/dt est négative afin de ramener la température à O.
Ainsi, T diminue, mais P ne varie pas comme il devrait puisque sa pente est dimi
nuée de moitié à cause du schéma. Ce qui se produit alors est que la température
décroît indiquant que la combustion arrête, mais la charge ne diminue pas assez
pour atteindre Pext, ce qui dit au solveur que ce point n’a pas été brûlé. Ainsi, le
solveur remet ce point en combustion le pas suivant. L’erreur est donc commise
en essayant de prédire le pas suivant à cause des discontinuités dans les pentes.
Il sera alors impossible de résoudre ce système avec des solveurs à plusieurs pa.s.
Pour ce qui est de l’utilisation d’un solveur implicite, la grosseur des domaines
entraîne un temps de calcul énorme. C’est donc une avenue moins envisageable.
Il existe néanmoins une façon très simple de résoudre le problème. Il s’agit de
reformuler le système d’équations 4.5.15, tel que décrit dans la section suivante.
5.3.3. Méthode de prolongement
L’analyse des schémas explicites nous a montré que le problème se situait au
niveau des discontinuités dans les pentes. Les schémas habituels ne sont pas en
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mesure de résoudre ce type de problèmes. Le but ici est de contourner la présence
de ces discontinuités. La méthode proposée consiste à définir des variables diffé
rentes clans chacune des zones où il y a une discontinuité. Pour la température,
on la divise en deux fonctions distinctes T’ et T2. T’ est l’évolution de T si
H > O et T2 est celle lorsqu’il n’y a plus d’humidité. Pour H et P, il n’y a pas
de problème. Par la suite, on peut réécrire le système d’équations 4.5.15 sous
une forme quasi équialente où il n’y plus d’arrêt brusque dans l’évolution d’une
certaine quantité. Nous indexons les variables de ce système par * afin de voir la
différence entre les deux. Ce système pour chaque point du domaine est
= Mr/(P*(l + HC)),
= —0.5(u(T
— Teu) + 1)Mr/(P*Lev),
d2 (5.3.5)
= 0.5(1
— Um(H*))Mr/P*,
--
= —0.5((T — 1) + 1)VrPjnj,
où
f —1, six<0
= (5.3.6)
1 six>0
et
f —1,
(5.3.7)
1 six>0.
Les fonctions u, et dTm sont présentes afin de signaler le départ de l’évolution de la
fonction. Avec des conditions initiales cohérentes, nous n’aurons plus le problème
qui est survenu avec ode23. On pourra retrouver T, H et P en fonction du temps
grâce aux relations suivantes
T’, siH>0
Tev siH>0etT’>T€,,
T(x) = T,’. si H <0 et T < 1 (5.3.8)
1, siP*>PextetT>1
Ta, Si P < Pext,
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5j T < Tee
= 11k, si T Tee et IL > (5.39)
0 sinon
et
P,, si T < 1
P(x) = P, si T> 1 et P >ext (5.3.10)
Pext SjflOfl
Nous obtenons ainsi la solution du système, mais avant, il nous faut une condition
initiale pour T, H et P qui correspond au profil stationnaire.
5.3.4. Initialisation des profils stationnaires
Pour obtenir les profils initiaux de T, H et P, nous utilisons le système 5.2.1.
En connaissant tj, nous pouvons déterminer les profils des variables dans les zones
1 et 2. Par la suite, nous pouvons intégrer l’équation de la température de la zone
3 jusqu’à ce que celle-ci atteigne la Tee. Nous trouvons alors u3. Nous reprenons Je
même processus dans la zone 4 et la zone 5 en intégrant respectivement l’équation
de H jusqu’à ce qu’il atteigne et l’équation de T jusqu’à T = 0. Cela nous
permet de reconstituer le profil des différentes variables, profils qui devraient être
stationnaires.
5.3.5. Dynamique stationnaire
Nous avions besoin de résoudre le système 4.5.15 afin de vérifier si le pro
fil calculé avec 1 correspondait à une dynamique stationnaire. Les paramètres
utilisés pour cette simulation sont fournis dans la table 5.3.2. Il est à noter que
0.445.
La figure 5.3.3 montre la largeur des différentes zones en fonction du temps. Nous
voyons qu’il n’y a pas de changement véritable au cours du temps. Ainsi, les résul
tats obtenus grâce à la méthode de point fixe correspondent bien à une dynamique
de profils stationnaires.
7$
TAB. 5.3.2.
utilisés pour
Ctv 1.7417 Let, 3.1250 Tf 1
K=r20 Pext0.1 T1=0.5
T 306.1924 Tev = 0.2433 Vr = 1.2572
TJ = 0.007
Tableau des différents paraètresdinsionnalisés
la vérification de la stationnarité.
“0 05 1 1.5
5.4. AJOUT DES FACTEURS PENTE ET VENT
Nous sommes maintenant en mesure de trouver la vitesse de propagation d’un
front de flamme pour un terrain plat et sans vent. Pour intégrer les facteurs pente
et vent dans le calcul de la vitesse, il suffit de changer le flux radiatif .%.. Nous
examinons ici la simplification du flux dans le cas unidimensionnel avec pente et
vent.
5.4.1. Flux radiatif général
L’effet du vent et de la pente sur la vitesse de propagation s’exprime dans
le flux radiatif Expliquons rapidement les divers paramètres utilisés afin de
Largeur des dittérentes zones en fonction du temps
01
00g
X zone3008
+ zone4
007
006
005 •••
....
0.04
o 03
002
0.01
Fic. 5.3.3. Largeur des différentes zones en fonction du temps. La
vitesse est environ de 0.1 en variable adimensionnalisée.
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bien modéliser ces facteurs. Selon les équations fournies par Margent, on a
(M,t)
= f (P)(M,P)dS (5.4.1)PE2fu
où
T1
p(P) = (5.4.2)
et
f (1+Sifl2f)(1 —sinfcos(—f))
I —K(M)JIMPII
(M, P) = e COS (543)
11MPH
Les angles et /3f sont donnés par les relations suivantes
—+ -+
CoS(cf) = Vft /WVftW, (5.4.4)
CoS(
— f) = , (5.4.5)
Il
où
Vft
= + V (5.4.6)
-* -
Vg= Z
V = 17 (cos 9vi ±sn)
Vft = Vft (Vft. n) n.
Pour expliquer les différents paramètres des équations précédentes, prenons le
plan tangent à la topographie au point P qui est en feu. Notons la fonction de
topographie par G(x, y). Celle-ci représente la hauteur du terrain en un point
(x, y). À ce moment, correspond à la direction du gradient de cette fonction
G, i est le vecteur normal de ce plan ayant une composante z positive et
complète la base orthonormée de R3. V est le vecteur représentant le vent lo
cal, tangent à la surface. 7g est une correct.ion du vent local déterminée par la
convection naturelle produite par le front. Nous avons que l’angle cf est l’angle
d’inclinaison de la flamme (qui est en direction D) par rapport à la normale du
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à l’axe perpendiculaire au front passant par le point M. On obtient alors que
KT1 1 KA
+ 1 KA
— lim f e cosO — e cos& dO. (5.4.8)7’- AA
Par contre, A est en fonction de O, car nous avons que
—r(cosO + sinO’). (5.4.9)
Ici, le signe négatif provient du fait que l’origine en coordonnées polaires est le
point M comme l’illustre les figures 5.4.2 et 5.4.3. Ainsi,
FIG. 5.4.2. Illustration des variables pour Oet > O.
tt / ‘V
cos(— = —cosOk — sinOk
vft
d’où la dépendance de A eu O. Nous pouvons calculer les intégrales dans 5.4.8
avec l’aide de la foiiction quad de Matiab.
Pour le cas où serait négatif, et ‘ changent de direction connue le
montre la figure 5.4.3. Cela n’affecte pas la forme du flux, mais seulement la valeur
de A.
5.4.3. Obtention des différents vecteurs unitaires
Le but que nous avions au départ était d’obtenir la vitesse normale en chacun
des poiiits du front. Nous avons supposé quen zoomant sur un point en feu, l’allure
est un front plat de longueur infinie avec une végétation uniforme. Nous supposons
également que la topographie correspond à un plan. Ainsi, iious pouvons trouver la
if
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FIG. 5.4.3. Illustration des variables pour < 0.
vitesse, ce qui nous permettra d’utiliser la méthode Lcvci-$et. Il reste maintenant
à trouver les différentes informations nécessaires selon le front. Ainsi, pour uii
point du front, nous avons que sa direction normale est oû est
la fonction LeueÏ-$ct. Nous pourroiis facilement trouver O si iious coniiaissons la
fonction de topographie G. Grâce à ces relations, nous avons que
—*
k szgne(6i)( dOS &et, cos Oi, 5m (5.4.10)
/xk = szgne(6j)(— ‘ 0), (5.4.11)
—
. ç5 .
n (— sinO, — sinO€j,coseei). (.4.12)
La fonction signe est présente, car k correspond à la direction de l’élévation
maximale. Ainsi, si le front descend la pente, est daims la direction opposée à
la propagation.
Nous possèdons maintenant, la façon d’obtenir la vitesse normale de propagation
du front. Par coutre, certaines quantités nécessaires à ce calcul ne sont mallïeureu
serinent pas diisponibles. Le prochain chapitre portera sur une manière de résoudre
ce problème.
if
$0
11
FIG. 5.4.1. Graphique tricli;nensioimel montrant les différents vec
teurs directeurs.
plan tangent, cp est l’angle elltre la direction et le vecteur Finalenient,
est l’angle la direction de la fianunc et
5.4.2. Simplification du flux radiatif pour un front unidimensionnel
Simplifions maintenant l’expression du flux radiatif pour le cas d’un front uni
dimensionnel infini se déplaçant sur un plan incliné avec la présence d’un vent.
Nous noterons par t l’angle d’élévation de ce plan. Tout cormne pour la simpli
fication effectuée dans la section 5.1.1, nous passerons aux coordonnées polaires.
Les figures 5.4.2 et 5.4.3 expliquent la paramétrisation du plan respectiveineiit
clans le cas °et > O et t < 0. On reviendra plus loin sur la différence entre les
deux cas. Afin «alléger la notation, posons
A
(1 +siu2af)(1 — siHf cos(
— (54 )
cos2
.
.
Avec les relations données pour trouver A, on s’aperçoit que A ne dépend pas de
r
=
On peut doue intégrer facilement par rapport à cette variable connue
oi l’a fait plus tôt pour obtenir uuie forme simplifiée du flux 5.1.1. Cependant,
ou ne peut pas dire que le flux total est deux fois le flux de la partie supérieure,
car si le vent n’est pas perpeuncliculaire au front, on perd la symétrie par rapport
D
y, —
/ ,
—
—
1(D
X
Chapitre 6
CALIBRAGE ET SIMULATIONS
Maintenant que nous sommes en mesure de résoudre les équations et de trouver
la vitesse du front, nous pouvons croire qu’il ne reste plus qu’à faire des simula
tions. Ce n’est malheureusement pas le cas. Le modèle de Margent nécessite des
données que nous ne possédons pas. Ainsi, avant de passer aux simulations, nous
devons trouver les paramètres manquants.
6.1. PARAMÈTREs DU MODÈLE DE MARGERIT
Afin de trouver la vitesse du front, nous avons besoin de spécifier les para
mètres dimensionnels suivants
: le rapport surface/volume d’une particule végétale (m’).
la charge initiale de combustible (kg/m2).
6: la hauteur de la végétation (m).
pp: la densité de la particule végétale (kg/m3).
l’humidité de la végétation (¾).
kf: la hauteur de la flamme (m).
Tf: la température de la flamme (K).
la charge d’extinction (kg/m2).
Avec ces paramètres, nous sommes en mesure d’obtenir la vitesse de propagation.
Par contre, certains de ceux-ci ne sont pas accessibles, c’est-à-dire que ce ne
sont pas des données que possède l’industrie ou qu’il n’existe pas de relations
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connues, du moins par nous. u, Pj, 6 et Hj,.j sont habituellement connus.
Ces paramètres sont également les entrées pour le modèle de Rothermel. Il reste
cependant à clétermmer I, P et kf. Pour la température de la flamme Tf,
nous la fixons à 1200K. Cette température correspond à la température de la
partie orange des flammes et, également, à la température médiane. Ainsi, c’est
une très bonne supposition, la même que Margent pose. Par contre, ce n’est pas
aussi simple pour les deux paramètres restant : Pext et kf.
6.2. CALIBRAGE
Il reste à déterminer la charge d’extinction et la hauteur de la flamme. Mar
gent reste très discret sur les moyens de les obtenir. En le consultant, il nous a
informés que pour ses simulations, il avait fixé arbitrairement à 10% de la
charge initiale maximale (Pext = Mais avant de vérifier si l’hypothèse
de iViargenit semble réaliste, examinons le rôle de La charge d’extinction,
comme son nom l’indique, est la densité surfacique minimale de végétal néces
saire afin qu’il y ait combustion. Dès que la densité surfacique passe sous le seuil
Pext, la combustion s’arrête. Pext est donc la densité surfacique correspondant
aux résidus après la combustion par la flamme. Cette quantité est donc plus une
caractéristique des particules végétales que de la répartition de ces dernières. Il
faudrait que P€1 soit également une certaine fonction de u et de pi,, paramètres
qui caractérisent la nature de la particule végétale. Une forme simple pourrait
être pp/u, où c est ne constante sans dimension. Celle-ci a les bonnes
unités. Il ne reste plus qu’à déterminer c et à vérifier si cette forme pour Peit est
plausible.
Nous devons également trouver kf, la hauteur de la flamme. La seule infor
mation que nous donne Margent est que kf est de l’ordre de la hauteur de la
végétation. Nous nous retrouvons donc en face de deux données manquantes.
et kf. Sans elles, nous ne pouvons pas obtenir la vitesse du front.
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6.2.1. Détermination de kf
6.2.1.1. Méthodologie
Décrivons la méthodologie que nous utilisons afin de trouver une forme pour
kf. Premièrement, nous fixons c. Nous pourrons, par la suite, varier cinq para
mètres qui sont les plus susceptibles d’influencer la hauteur des flammes. Pour
chacune des combinaisons possibles de paramètres, nous cherchons kf tel que la
vitesse de propagation fournie par le modèle de Rothermel corresponde à celle
de Margent. (Nous avons choisi le modèle de Rothermel, puisque les modèles
empiriques que nous connaissons se basent tous sur celui-ci. De plus, le cal
cul de la vitesse est quasi instantané.) Pour y arriver, nous créons la fonction
f(kf) = v(hf)
— vR, où vj;(kj) est la vitesse de propagation du modèle de
Margent pour un certain kf et uR est la vitesse de Rothermel. Le kf cherché est
le zéro de cette fonction f(kf) que nous recherchons avec fzero de Matlab. Les
paramètres que nous varions ainsi que leurs valeurs sont présentés dans la table
6.2.1. Ici, H ne correspond pas à l’humidité, mais à la chaleur contenue dans la
végétation du modèle de Rothermel. Il est aussi à noter que les valeurs prises
par les paramètres sont dans le domaine des valeurs de validation qu’a utilisées
Wilson [61 pour vérifier les équations de Rothermel. Malheureusement, l’intervalle
de valeurs n’est pas très grand ce qui réduit le domaine de validité.
Maintenant que nous possédons une base de données, c’est-à-dire kf en fonction
[ minimum maximum pas
4150 7750 100
5 0.01 0.1750 0.005
p,,, 460 480 5
P, 0.05 0.5 0.05
H 17000 19500 500
TAB. 6.2.1. Valeurs des différentes variables utilisées pour le calibrage
des cinq paramètres, nous voulons voir s’il existe une relation entre kf et les va
riables et, si oui, quelle est l’allure de cette dépendance. Pour arriver à répondre
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à ces questions, nous aurons besoin d’outils statistiques. La première étape a été
effectuée par Miguel Chagnon, consultant en statistique au département. Il a en
tré les données clans le logiciel SAS afin que celui-ci nous retourne les clix modèles
(formes de kf) les plus satisfaisant sur le plan statistique. Pour ce faire, nous
avons posé cieux hypothèses. La première est que kf est linéaire en ses variables.
En statistique, cela signifie qu’il n’y a pas de multiplication entre les différentes
variables, c’est-à-dire que kf s’écrit sous la forme
5 m
kf = a00 + (6.2.1)
i=1 j=1
où x correspond aux différents paramètres (u, 6, pi,, Fj et H). La deuxième
est que le degré du polynôme (in) est au maximum 3. Pour nous retourner les
meilleurs modèles, SAS utilise une méthode de sélection de modèles pas à pas. Le
tableau 6.2.2 montre les dix modèles sélectionnés par le logiciel pour c 0.
No du modèle variables
1 6
2
3 6F 62
, tni,
4 6F 6263
, m, ,
5 6,P• 62 6 P2tfll mi
62 6 P2 H6 jj
7 P3
, mi
8 6F 62
, ,ni,
9 6 P 62, ml,
62 6 P2 HF10 ,
, , ,
TAB. 6.2.2. Les dix modèles sélectionnés par SAS avec la méthode
pas à pas.
6.2.1.2. Tests du coefficient de corrélation et du VIF
Il reste maintenant à choisir lequel de ces dix modèles concorde le mieux avec
les données. Pour ce faire, nous effectuons deux tests le coefficient de corrélation
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R2 et le VIF. Expliquons chacun de ces tests. Tout d’abord, le coefficient de
corrélation correspond à une mesure de distance entre les données et la prédiction
du modèle. Plus R2 est près de 1, mieux le modèle prédit les données. On peut
trouver R2 grâce à l’équation suivante
—
Z(kf-hf)
R2
- 2 (6.2.2)
Z(kf-kf)
où kf est la valeur prédite par le modèle et Ïlf est la moyenne des kf. Le deuxième
outil est le test du VIF (Variance Inflation Factors). C’est une valeur qui est
calculée pour chacun des aj des différents modèles. Il correspond à un détecteur
de multicolinéarité. Voyons comment se calcule ce facteur. Lorsque nous utilisons
SAS ou la fonction regress de I’Iattab, nous devons fournir en entrée une matrice
X dont la première colonne est remplie de 1 et les autres correspondent aux
différents vecteurs x-. En réalité, cette matrice correspond à celle de l’équation
kf Xa, (6.2.3)
où d est le vecteur des coefficients que l’on veut déterminer. Si cette matrice
est près d’être singulière, des problèmes peuvent survenir lors de la résolution
numérique. De plus, cette singularité correspond à la présence de multicolinéarité
entre les variables. Les valeurs du VIF sont les entrées de la diagonale de la
matrice calculée par
(XTX)_1. (6.2.4)
Plus une valeur du VIF est grande, plus il y a une variation dans la variance
et donc, une plus grande incertitude dans les résultats obtenus. Les statisticiens
acceptent des valeurs de VIF allant jusqu’aux environs de 10. Après, on doit
conclure à la multicolinéarité et à la non-validité de la formule 6.2.1.
6.2.1.3. Choix d’u modèle
Voici les résultats obtenus quand on fixe ù = 0. La table 6.2.3 montre le
coefficient de corrélation de chacun des modèles ainsi que la valeur maximale
du VIF. Avec les résultats de R2 de la table 6.2.3, nous pourrions croire que les
modèles 6 à 10 sont ceux que nous recherchons. Par contre, en regardant leur
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No du modèle R2 VIF maximal
1 0.716 1
2 0.840 1.351
3 0.894 14.595
4 0.907 464.251
5 0.914 468.545
6 0.922 468.875
7 0.922 1678.734
8 0.922 1678.734
9 0.922 1678.776
10 0.922 1678.778
‘fAR. 6.2.3. Les dix modèles sélectionnés par SAS
leur VIF maximal.
VIF, on voit qu’ils ne représentent pas de bous modèles, car ils sont très loin
de 10 ce qui caractérise la présence de problèmes de multicolinéarité. Ils sont
donc à rejeter. On remarque que le modèle 4 possède un VIF de 464.251, ce qui
correspond également à un cas de multicolinéarité. Il ne reste que les modèles de
1 à 3. Avec ce que nous connaissons, le choix du modèle s’arrête sur le troisième,
car le R2 est le plus proche de 1. Ainsi, nous prenons
kf = —0.2 + 1.7376 — 6.76562 + 0.122P.
On vérifie alors la validité de ce modèle pour d’autres valeurs de . On a calculé
la corrélation entre les données fournies avec c 0.1, 0.2 et la prédiction de k
donnée par l’équation C.1.1. Les résultats sont très concluants. On obtient une
corrélation de 1.05 pour c = 0.1 et 0.90 pour c = 0.2. Il est à noter que nous
obtenons une corrélation supérieure à 1. Ceci est possible puisqu’on utilise l’équa
tion C.1.1 pour la prédiction de kf qui provient de la régression du cas c = O
et non pas un kf résultant d’une régression provenant des données fournies par
ces deux a. Dans l’annexe C, on peut voir les graphiques montrant les erreurs
relatives commises sur kf selon les différentes variables et pour les différents o.
avec leur R2 et
(6.2.5)
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On peut donc affirmer que la formule C.1.1 pour kf décrit bien ce qui se passe,
du moins d’un point de vue statistique.
Par contre, en analysant l’équation C.1.1, on s’aperçoit qu’elle n’est pas une
solution physiquement acceptable. Elle correspond bien pour des données qui sont
dans le domaine de la table 6.2.1, mais elle ne l’est pas du tout lorsque l’on sort
de ce dernier. Le problème est causé par le coefficient négatif devant le terme de
62 Il est donc possible que l’on obtienne des hauteurs de flamme négatives avec
ce modèle. Ainsi, si nous souhaitons extrapoler à l’extérieur des bornes utilisées
pour déterminer kf, l’équation C.1.1 ne nous est pas utile.
À ce point-ci, trois options s’offrent à nous. La première est d’utiliser le deuxième
modèle, i.e.
kf = 0.003 + 0.7746 + 0.126P. (6.2.6)
La deuxième est de vérifier une hypothèse proposée par lvi. Chagnon. Celle-ci est
que kf pourrait dépendre de 6’. Nous avons examiné cette possibilité, mais il en
résulte que le VIF reste trop élevé et nous rejetons ce modèle. Finalement, la
troisième option est de revoir la forme générale de l’équation pour kf.
6.2.1.4. Problème de t’éqnation 6.2.6
La première option semble a priori bien satisfaire nos attentes. Par contre,
l’équation 6.2.6 ne décrit pas bien ce qui se produit lorsque la charge de com
bustible ], tend vers zéro. Dans ce cas, la vitesse explose vers l’infini comme le
montre la figure 6.2.1. Elle devrait plutôt converger vers 0. Pour comprendre ce
qui se produit ici, il faut s’arrêter à la forme dimensionnelle de l’équation 5.2.2 et
à la méthode de point fixe. L’équation dimensionnelle est
—26kfKTB f lim+ f [exp(K±±) — exp(KL)] dOdu
7FPinj(Cs(Tjnf — Tev) + LevHini + (C3 + CwHini)(Tev — Ta))
Rappelions que K = , avec = Ainsi, K est proportionnel à Fini. Afin4 6pp
que la vitesse tende vers zéro lorsqt;e P tend vers zéro, nous devons avoir que
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Vitesse en fonction de la charge
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FIG. 6.2.1. Vitesse en fonction de la charge pour kf donné par 6.2.6.
le numérateur converge plus rapidement vers zéro que le dénominateur. Ce der
nier y converge de manière linéaire avec Pj,j. Pour ce qui est du numérateur,
nous avons que kf tend vers 0.003 + 0.7745 et sur la base de résultats d’expé
riences numériques, nous observons que l’intégrale double I ne converge pas plus
rapidement vers O que le dénominateur. Ce serait intéressant de démontrer ceci
théoriquement dans des travaux ultérieurs. En changeant la forme du modèle de
kf, nous pourrons éviter ce problème.
6.2.1.5. Nouvelle forme pour kf
Une forme simple qui répond à nos attentes est la suivante
7 5m
kf
=
(ao + ajjx) pim, (6.2.8)
i=1 j=1
où les x sont définis comme précédemment et où l’on cherche les De cette
manière, le numérateur de 6.2.7 tendra plus rapidement vers zéro que le déno
minateur, et la vitesse de la flamme convergera vers zéro. Afin de trouver le bon
modèle, nous pouvons refaire les tests du R2 et dii VIF, mais au lieu de chercher
kf en fonction des autres paramètres, nous chercherons kf/P,. Encore une fois,
nous trouvons que les meilleurs modèles ne dépendent que de P et de 6. Celui
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que l’on retient est
kf = (0.192 + 1.2576) P. (6.2.9)
Par contre, ce modèle n’est valide que pour de petites valeurs de comme
celles présentées dans la table 6.2.1. Plus loin, nous utilisons une base de données
couvrant des valeurs de P allant de lkg/m2 jusqu’à 5Okg/m2 et 6 = 2m. En
calculant kf pour ces valeurs, nous obtenons une hauteur de flamme de l’ordre
de 100m qui n’est pas réaliste.
Afin d’obtenir un modèle plus plausible pour kf, nous recréons une base de
données de kf en fonction de nouveaux paramètres avec la même procédure uti
lisée plus tôt. Cette fois, les paramètres sont et 6, car les études précédentes
montrent que ce sont les deux seuls paramètres influençant kf. Nous fixons donc
U, pp, H et c = O et cherchons kf qui satisfait f(hf) = vJI(kf) — v en fonction
de Pj et 6. Le résultat obtenu est que
kf = (0.066 + 0.04026 — 0.002P) F. (6.2.10)
Le coefficient de corrélation est de 0.84 et les valeurs du VIF sont 1. Ainsi, cette
équation explique assez bien kf lorsque c = O
= Pext• Nous revenons sur c dans
la prochaine partie. La figure 6.2.2 montre la vitesse en fonction de Pj,j. On y voit
également la prédiction de la vitesse par le modèle de Rothermel. La tendance de
la vitesse lorsque la charge diminue est bien celle que l’on désire. galement, le
comportement quand la charge augmente est le même que le modèle de Rothermel.
La seule différence est au niveau de l’ordre de grandeur de la vitesse. Celle de
Margent est plus petite que la vitesse fournie par Rothermel. Il faut cependant
faire attention avec cette nouvelle forme pour kf, car lorsque la charge Pj,.j devient
très grande, il pourrait arriver que kf devienne négatif.
6.2.2. Choix pour Pet
La stratégie utilisée pour obtenir kf ne nous permet pas de trouver Par
contre, comme le montre l’allure des graphiques de l’annexe C, kf n’est fonction
que de et de 6, car il n’y a pas d’erreur significative commise en variant les
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Fic. 6.2.2. Vitesse en fonction de la charge pour kf donné par
6.2.9. On y voit aussi la vitesse de Rothermel.
autres paramètres. En particulier, Pext, via a, ne semble pas d’avoir d’impact
majeur sur hf et par le fait même sur la vitesse (du moins pour ces valeurs de c)
puisque la vitesse de Rothermel n’est pas fonction de Pexi. En d’autres termes,
pour un jeux de données fixe, nous obtenons sensiblement les mêmes valeurs de
kf pour les différentes valeurs de c. Cependant, nous n’avons pas réussi à vérifier
l’impact réel de c, ni à l’obtenir. Pour la suite, nous émettons l’hypothèse que
la combustion est totale, c’est-à-dire que P = O (c = O). Ceci aura pour effet
de fournir la vitesse maximale de front pour un jeu de données précis. Il est à
noter que cette affirmation est particulièrement appropriée lorsque l’on étudie
des feux de broussailles ou de copeaux de bois, qui habituellement disparaissent
complètement lors de la combustion. Ce sont justement ces types de feux qui ont
été utilisés pour élaborer le modèle de Rothermel.
6.3. VALIDITÉ DU MODÈLE POUR LES FACTEURS PENTE ET VENT
À première vue, nous pourrions croire que nous avons réglé tous les problèmes
et que nous pouvons simuler un feu quelconque tant que nous respectons les
hypothèses formulées jusqu’ici. Par contre, cela n’est pas le cas. Nous verrons ici
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que la modélisation des facteurs pente et vent est problématique et pour être en
mesure d’utiliser le modèle, il faudra émettre d’autres hypothèses.
6.3.1. Analyse de A
Une phrase apparaissant à la page 131 de [10] sous l’équation 4.205 indique
que Margent ne connaît pas le domaine d’application pour la forme de flux radiatif
qu’il utilise. Analysons le terme représentant la pente et le vent, c’est-à-dire A et
essayons de voir si nous pouvons en tirer quelque chose. Tout d’abord, rappelons
que
A
— (1 +sin2f)(1 —Siflf COS(—
631
— cos2f
où les différents paramètres sont définis dans la section 5.4.2. En examinant l’inté
grale 5.4.8, on s’aperçoit que A doit être positif afin que ces intégrales convergent
à la limite. Un autre point qui nous permet de caractériser A est la signification
physique de l’équation 5.4.8. Celle-ci quantifie le flux radiatif produit par le front
reçu en un certain point. On sait également que la vitesse du front est directe
ment proportionnelle à ce flux qui est une fonction décroissante de A. Ainsi, afin
de concorder avec la réalité, lorsque 8et augmente (sans vent), le flux doit augmen
ter et A doit décroître. C’est le même raisonnement qui s’applique lorsque la force
du vent augmente. Regardons si A correspond à ces affirmations. Pour ce faire,
fixons O (qui correspond à la direction de propagation dans le plan) à O si O < O
et à ir sinon. Les figures 6.3.1 et 6.3.2 montrent respectivement la dépendance de
A en 0e1 et en la norme de la vitesse du vent. Ici, une norme négative signifie que
le vent souffle dans la directïon opposée à la propagation du front. On remarque
que dans les deux cas, A atteint un minimum avant de s’accroître par la suite ce
qui cause une diminution de la vitesse lorsque 0el ou la norme du vent augmente.
Ce phénomène ne correspond pas à la réalité. Il faut donc trouver un domaine de
validité pour le vent et la pente. Ces deux paramètres entrent dans le calcul de
df, l’angle entre la direction normale au plan et la direction de la flamme. Cet
angle est positif et l’allure de A selon ce paramètre est montrée à la figure 6.3.3.
On remarque qu’il y a un angle critique à partir duquel A commence à croître,
c’est-à-dire que si le vent est trop grand ou que si la pente est également trop
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FIG. 6.3.1. A en fonction de Oet.
A en fonction de la norme signée de la vitesse du vent
E1
—0.5 0 0.5 1 1.5 2 2.5
norme signée de la vitesse du vent en direction de la propagation
3
FIG. 6.3.2. A en fonction de la norme signée de la vitesse du vent.
grande, il y aura une diminution de la vitesse ce qui contredit les observations.
Voilà donc le domaine d’application, i.e. il faut que la combinaison de la pente et
du vent n’entraîne pas un angle cj supérieur à un certain angle critique qui
est environ ir/8 selon les valeurs de cos(ç5 — (voir figure 6.3.4). Pour la suite
de ce mémoire, nous nous assurerons que le domaine de validité est respecté.
4pi/32
e
el
1 2\pU32
95
0,4
035
0.3
0.25
0.2
015
01
0.05
A en fonction de
FIG. 6.3.3. A en fonction de cf.
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Physiquement, cette contrainte signifie que le modèle est valide pour de très
petits vents et de faibles inclinaisons du sol. Ces hypothèses avaient été imposées
plus tôt lors de la réduction dimensionnelle du modèle, mais sans quantification.
Voilà donc la façon de les quantifier.
pi/4
0f
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6.4. SuiuLATIoNs
Le choix d’étudier le cas unidimensionnel du modèle de Margent est basé sur
cieux raisons. La première est d’arriver à extraire un vitesse de propagation du
front, vitesse qui n’est pas donnée explicitement par le modèle bidimensionnel.
Cette vitesse de propagation est nécessaire afin de vérifier l’influence des diffé
rents facteurs et pour comparer avec d’autres modèles. La deuxième raison, qui
découle un peu de la première, est la difficulté de résoudre le problème bidimen
sionnel. L’approximation du flux radiatif pour des feux de formes quelconques
est très coûteuse en temps de calcul et également difficile à obtenir de manière
assez précise. C’est principalement pour ces raisons que nous venons d’étudier
le cas unidimensionnel. Avant de passer à des exemples de simulations de feux,
attardons-nous sur le moyen de mettre en oeuvre le modèle de Margent dans le
cas bidimensionnel.
6.4.1. Mise en oeuvre du modèle avec la méthode Levet-Set
La mise en oeuvre du modèle avec la méthode Levet-Set suppose que lors
du zoom en un point du front, on voit le front comme un front plat infiniment
long se propageant sur un plan avec une végétation uniforme (voir figure 5.1.1).
Cela revient à dire que nous considérons les résultats de iViargerit à une échelle
plus petite que son échelle gigascopique. Il ne reste plus qu’à résoudre l’équation
Levet-Set couplée avec l’équation de la vitesse unidimensionnelle de Margent,
c’est-à-dire
Çbt(X, y, t) + v(x, y, t) V(x, y, t) O, (6.4.la)
—O 641bPin(Cs(Tnf — Tev) + LevHini + (C8 +
— Ta))
—
Rappelons que ce champ de vitesse en un point (x, y) pointe dans la direction
du gradient de la fonction . Cette dernière varie avec le temps et donc le champ
aussi. Il faut ainsi recalculer le champ de vitesse à chaque itération, ce qui s’avère
lourd en temps de calcul avec la méthode de la section 5.2.4.
Le problème survient lors de l’évaluation de l’intégrale double de l’équation
5.2.2. La quadrature utilisée pour évaluer l’intégrale est lente et ne peut qu’en
DZ
calculer une seule à la fois. Cela signifie que pour une grille de 100 x 100, il y a, à
chaque itération en temps, 10000 évaluations de l’intégrale et chacune demande
environ 3 secondes. Les simulations sont exécutées avec la version 7.3 de Mattab
sur des stations de travail AMD 61 core 2 cadencés à 4.6+GHz et ayant 204$
MB DDR400. Il est donc impensable de simuler la propagation d’un feu de cette
manière.
La solution proposée ici est de créer une base de données qui nous permet
d’évaluer l’intégrale double en fonction des différents paramètres. Ces derniers
sont au nombre de 6 : K, l, 5m df, signe(8ete) et deux variables (A et B) entrant
dans le calcul de cos(
—
On sait que
-+
vtt
-* -
cos(
—
=
____
. (_cosok — sinOk’) (6.4.2)
Acos& + BsinO. (6.4.3)
La base contient donc la valeur de l’intégrale double en fonction de tous les
combinaisons possibles des 6 paramètres. Grâce à la fonction interpn de MatÏab,
nous évaluons l’intégrale pour des valeurs quelconques des paramètres par inter
polation. Un aspect important de cette méthode est que nous pouvons calculer
l’intégrale en tous les points en même temps, ce qui demande environ 10 secondes
pour la grille de 100 x 100 pour chaque itération en temps.
6.4.2. Simulation sans pente, ni vent
La première simulation que nous présentons est pour illustrer la mise en oeuvre
de la méthode. On simule la propagation d’un feu sur un terrain plat avec tous les
paramètres constants sauf la charge initiale qui est générée de manière aléatoire
entre Okg/m2 et 3kg/m2. Il y a également un rectangle où la charge est uniforme à
Zkg/m2. Les autres données utilisées sont présentées dans la table 6.4.1. La figure
6.4.1 montre le feu à différents moments. Nous avons placé en fond le coefficient
d’extinction K. Plus ce dernier est grand, moins la vitesse du front est rapide.
Ainsi, le rectangle avec une charge constante est une zone où le feu se propage
moins rapidement.
98
u 6130rn’ 0.62m C = 4180J/kg. K
C = 2100 J/kg K p1, = 466kg/m3 0.04
Ta 300K Tev = 373K Tf 600I
Lev 2.25 x 106 J/kg Tf 1200K B 5.67 x 108W/m2 K1
TAB. 6.4.1. Jeux de domiées pour les simulations avec le modèle de Margent.
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FIG. 6.4.1. Simulation avec une charge initiale choisie au hasard,
saiis vent sur un terrain plat. Les axes sort en mètre.
6.4.3. L’effet de la pente
Regardons ici l’effet de la pente du niocléle de Margent sur un front initiale
ment circulaire. Nous comparons les résultats avec ceux obtenus avec le modèle
de Rothermel et avec ceux sur un terrain plat. Le feu se propagera sur un plan
incliné d’angle d’élévation de n/16. La végétation est uniforme et il n’y a pas de
vent. Les paraiïiètres décrivant la végétation sont dans la table 6.4.2. Le trait en
temps =Omin
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gras montre la position fiuiale du front avec le modèle de Rothermel. Comme nous
u $130rn’ = 1m = 4180J/kg . K
C 2400J/kg K p = 466kg/m3 0.007
Ta 300K Tee = 373K Tif = 600K
= 2.25 x 106 J/kg Tf = 1200K B = 5.67 x 108W/m2
P 4kg/m2
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FIG. 6.4.2. Évolution du
de Margent, toutes les 15
front sur uii
minutes.
terrain plat avec le modèle
pouvons le constater sur les figures 6.4.2 et 6.4.3, l’allure générale de la solution
avec le modèle de Margent est la même que celle de la solution avec le modèle de
flothermel. Pour les deux modèles la forme allongée du front claiis la direction de
la pente correspond à celle mentionnée dans la littérature. La seule différence est
au niveau de la vitesse de propagatior. Ici, la vitesse maximale est de 2.38m/min
et la vitesse minimale est de 1.27m/min. Le modèle de flothermel avec la correc
tion de IVlcArthur (équation 3.2.4) donne une vitesse plus grande, soit 3.2rn/min.
C’est ce qui explique la différence cri avant du front après 10 minutes. Il faut
TAB. 6.4.2. Jeux de
de Margent avec une
données pour les simulatiomis avec le modèle
végétation uniforme.
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FIG. 6.4.3. Évolution du front un plan incliné (Oet 7r/16) avec le
modèle de Margent, toutes les 15 minutes.
également souligner que les valeurs de la table 6.4.2 sortent légèrement du do
inaine de validité du modèle de Rothermel. Portons également notre attention à
la position du front au niveau des flancs. On remarque qu’il n’y a aucun effet de
la pente et que le feu se propage connue s’il était sur un terrain plat. Ce résultat
colle biell avec ce qui est observé dans la réalité et s’explique en analysant le flux
racliatif à ce niveau. Puisqu’aux flancs, l’angle d’élévation est nul, nous obtenons
que la normale au plan, , est clans la même direction que la flamme. Ainsi,
nous obtenons que j O (angle entre i et la direction de la flamme), ce qui
domne A = 1. Ce A correspond au cas où il n’y a pas de pente d’où le résultat que
l’on voit. Il est à noter que c’est également le comportement que nous fournit le
modèle de Rothermel avec la correction de McArthur.
6.4.4. Effet du vent
Regardons maintenant une simulation sur uii terrain plat avec une végétation
uniforme (table 6.4.2) où il y a un vent soufflant à 1.5rn/s de gauche à droite. Nous
devrions alors observer une propagation ayant une forme allongée en direction dii
vent et aplatie au niveau des flancs par rapport à une propagation sans vent.
Cette dernière caractéristique peut être facilement obtenue en étudiant le flux
50
101
comme nous Favoris fait pour l’effet de la pente. Ici, > O puisque la directior
de la flamme n’est plus clans la direction normale au plan. Ainsi, A > 1, ce qui
entraîne un flux radiatif moins grand d’après l’équation 5.4.8. La figure 6.4.4
montre le résultat. Nous avons placé en gras la position du froiit s’il n’avait pas
de vent. Le phénomène que nous avons discuté au sujet des flancs est bien visible
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FIG. 6.4.4. Simulation avec une végétation uniforme avec un vent
soufflant de gauche à droite.
ici. Cette différence des effets de la pente et du vent s’explique également d’un
point de vue physique. La pente ne produit qu’un meilleur rayonnement, mais le
vent cause, en plus du rayonnement, de l’advection de la chaleur. Ainsi, il y a
moins de chaleur sur les flancs, car celle-ci est utilisée en avant du front. Cet effet
du vent est discuté clans [1.
6.4.5. Simulation avec une base de données
Nous utilisons ici une base de données fournie par Lad Parrott, Département
de Géographie, Umiversité de Montréal. Les différents paramètres qui définissent
les particules végétales sont t
=
00015m 13333m’, = 2m, p =
l000kg/m3 et Hjj 0.01. La masse de combustible est donnée pour chaque
0 100 200 300 400 500
102
cellule de 10m x 10m. Nous cormaissoiis également la topographie du terrain. La
distribution de la charge en kg/m2 et la topographie sont respectivement illustrées
sur les figures 6.1.5 et 6.1.6. Nous avons ajouté un tac au centre, c’est-à-dire là
où la hauteur du terrain était la moins élevée.
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FIG. 6.4.5. Distribution de P.
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(a) Courbes de niveaux de la topographie. (b) Visualisatiou tridlimeilsionnelle de la topo
graphie.
FIG. 6.4.6. Topograplne.
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Deux simulations sont présentées ici: la première est avec le modèle de Rother
mel et la seconde avec le modèle de IViargerit. La figure 6.4.7 montre la projection
du front sur le plan xy toutes les 10 minutes avec le modèle de Rothermel. Dans
le cas du modèle de IV1argerit les résultats sont présentés à la figure 6.4.8.
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FIG. 6.4.7. Simulation avec le modèle de Botlieriiiel.
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FIG. 6.4.8. Simulatioii avec le modèle de Margent.
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Les deux simulations donnent des résultats qualitatifs similaires si l’on ajuste
l’échelle de temps. Cet ajustement est nécessaire parce que le front se propage
moins rapidement avec le modèle de Margent qu’avec celui de Rothermel. Il est
à noter que le temps final de simulation est de 1h30 pour Rothermel et de 4h30
pour Margent. La vitesse moyenne du modèle de Margent est environ 1.2m/min
contrairement à environ 4.85m/min pour le modèle de Rothermel. Cette diff&
rence s’explique par le fait que les données de cette simulation sont en dehors du
domaine de calibrage que nous avons effectué, mais aussi par la nature des mo
dèles. Rappelons que le modèle de Rothermel est basé sur des expérimentations
en laboratoire et que celui de /Iargerit est purement théorique. IVlalgré le fait que
les résultats sont différents d’un point de vue quantitatif, ils restent acceptables
qualitativement puisque le comportement général est le même.
CONCLUSION
Le projet initial consistait à effectuer des simulations de feux de forêt en so
lutionnant les divers problèmes rencontrés par les outils existants. En regardant
les différents types de modèles utilisés par l’industrie, nous avons pu déterminer
les forces et les faiblesses de chacun. Les modèles probabilistiques ne permettent
pas de quantifier la vitesse de propagation. Pour ce qui est des modèles semi
empiriques, le domaine d’application est restreint et ne correspond pas nécessai
rement aux conditions rencontrées au Canada. Rappelons que le modèle canadien
est basé sur celui de Rothermel qui a été conçu pour les feux de broussailles aux
États-Unis. Ce type de végétation est loin d’être celui des forêts denses du Ca
nada. Un autre aspect négatif de ce type de modèles est la difficulté d’incorporer
l’effet du vent. Les modèles étant élaborés en laboratoire, ils ne considèrent pas
l’effet des grands vents ainsi que le couplage avec les différentes conditions mé
téorologiques.
Le gros du travail a été d’analyser un modèle de type théorique qui, au dé
part, semblait être en mesure de bien répondre aux problèmes des modèles semi
empiriques. Nous avons choisi le modèle multiéchelle de Jonathan Margent [101.
En résumé, ce modèle prenait en considération les phénomènes liés à la combus
tion à quatre échelles différentes microscopique, mésoscopique, macroscopique
et gigascopique. Les principaux outils utilisés étaient les équations de bilan de
masse, d’énergie et de quantité de mouvement pour les différents constituants
présents. Par la suite, afin d’arriver aux équations du niveau macroscopique, on
utilisait l’homogénéisation des variables de la state végétale. On couplait le tout
avec les équations des strates du sol et de l’air ambiant. Le système a ensuite été
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fermé avec l’aide de la thermodynamique des processus irréversibles. Pour finir,
on réduisait la dimension des équations afin d’obtenir un modèle bidimensionnel.
Nous avons vu qu’il était difficile de résoudre le système d’équations diffé
rentielles fourni par le modèle bidimensionnel. Comme alternative, nous avons
développé une approche basée sur la méthode Levet-Set, qui demandait au préa
lable de fournir un modèle pour la vitesse de propagation du front en tout point.
Pour obtenir cette information, nous avons étudié le cas d’un front plat de lon
gueur infinie dans le contexte du modèle de Margent. Nous avons mis au point
un algorithme de calcul pour cette vitesse et nous avons examiné la stabilité
dynamique du profil stationnaire calculé. Les données manquantes sont choisies
par une approche statistique pour que les comportements qualitatifs des divers
facteurs (vent et pente) coïncident au mieux avec les prédictions provenant du
modèle de Rothermel dans le domaine de validité de ce dernier.
Quand on teste le modèle ainsi calibré en dehors de la plage de calibration,
l’accord est moins bon, ce qui suscite plusieurs questions. Une question est de
savoir si la forme du modèle et son domaine d’application correspondent à ce qui
serait requis pour des simulations réalistes utiles à l’industrie. Le modèle néces
site beaucoup de données, dont certaines qui ne sont pas couramment disponibles.
On a vu qu’entre autres la charge d’extinction P et la hauteur de la flamme
kf sont deux paramètres qui sont difficiles à quantifier. Pour trouver des valeurs
cohérentes de ces données, nous avons supposé que le modèle de Margent coïn
cidait avec celui de Rothermel dans les conditions où ce dernier est valide. Il est
risqué d’extrapoler pour des valeurs sortant du domaine de validité de Rothermel
comme nous l’avons fait avec les simulations de la base de données. De plus, une
des grandes failles du modèle de Rothermel n’a pas pu être résolue. Le modèle de
Margent lui aussi n’est valide seulement que pour de petits vents et de petites
inclinaisons.
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Cependant, il ne faut pas croire que le modèle est complètement à rejeter. Les
idées de base semblent être en mesure de produire de bons résultats. Les problèmes
rencontrés sont représentatifs de ce qui se passe lorqu’on cherche à fermer un
modèle multi-échelle avec des approches plus ou moins aci hoc. Des alternatives
ont été proposées récemment, y compris des approches où des simulations micro-
locales et ponctuelles sont couplées avec la simulation aux grandes échelles comme
substitut aux approches empiriques de fermeture.
En conclusion, le modèle multiéchelle de IVlargerit possède de très bonnes idées
de départ. Nos tests de mise en oeuvre pratique révèlent certaines limitations,
quand on compare les résultats avec ceux d’un modèle établi. Ce serait intéressant
de le revoir avec une approche différente pour la fermeture. Ceci pourrait être
très utile si on veut simuler des feux de grandes intensités, qui nécessiteraient
un couplage avec les conditions atmosphériques. Ce type de simulation n’est pas
compatible avec la version actuelle du modèle de Margent.
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Annexe A
ÉQUATIONS DU MODÈLE DE ROTHERMEL
A.1. DoNNÉEs PHYSIQUES
— w0 : compacité du combustible sec (lcg/m2)
— 6: hauteur du combustible (m)
— u : rapport aire/volume d’une particule de combustible (cm’)
— h: chaleur contenue dans une particule de combustible (kJ/kg)
—
: densité de masse sèche d’une particule (kg/m3)
— Ii : humidité des particules de combustible (masse humide/ masse sèche)
—
: masse de minéraux dans le combustible/masse sèche
—
: masse de silice/masse sèche
— U : vitesse du vent à mi-flamme (m/min)
— tan : pente, accroissement vertical/distance horizontale
— M1 : humidité d’extinction
A.2. EQUATIONS
Voici les équations permettant de trouver la vitesse de propagation.
Vitesse du front
f IR(l+W+ÇbS) (A.2.1)
PbQzg
Masse volumique
Pb wo/6 (A.2.2)
A-ii
Compacité
!3 Pb/Pp (A.2.3)
Taux de réaction maximale
Fmax = (0.0591 + 2.926u’)1 (A.2.4)
Capacité optimale
= 0.204u°8189 (A.2.5)
Taux de réaction optimale
F
= Fpmax
(/3/130)A e1_0 (A.2.6)
A = (6.z23u°’ — 7.27) (A.2.7)
Coefficient d’humectage humide
= 1 — 2•59L + 5.11 (L) — 3.52 (f)3 (A.2.8)
Coefficient d’humectage minéral
‘is = 0.174S°’9 (A.2.9)
Masse volumique nette
w0
(A.2.10)1
—
Intensité de réaction
‘R = Fwhiip,1r5 (A.2.11)
Pourcentage du flux servant pour le préchauffage
= (192 + 7.9095g)_1e(0792+37605)01) (A.2.12)
C = 747_D.8flh°55 (A.2.13)
B = 0.1599u°54 (A.2.14)
E 0.715e°°’°94 (A.2.15)
A-iii
Facteur vent
-E
= C(O.305U)5 () (A.2.16)
Facteur pente
qs = 5.275/3°3(tanç5)2 (A.2.17)
Coefficient de chauffage effectif
e = e4528 (A.2.18)
Chaleur de préchauffage
Qig = 581 + 2594Mf (A.2.19)
Annexe B
PARAMÈTRES DU MODÈLE DE MARGERIT
Cette annexe présente les différentes variables utilisées par le modèle bidimen
sionnel de Margent.
Grandeurs modélisées pour décrire le front
T(M, t): Température au point M au temps t (K),
H(M, t): Humidité au point M au temps t (¾),
P(M,t): Charge au point M au temps t (kg/m2).
Notez que l’on ne indique pas la dépendance en M et en t pour alléger le texte.
Paramètres caractérisant la végétation
Charge de végétation initiale (kg/m2),
Pert: Charge d’extinction (kg/m2),
H,rn: Humidité initiale (sans dimension),
S: Hauteur de la végétation en m,
kf: Hauteur de la flamme (in),
K: Coefficient d’extinction (m’),
T: Température ambiante (K),
Tf: Température d’inflammation du combustible (K),
Tf: Température de la flamme (K),
ii: Coefficient de perte convective (on supposera égale à O) (sans dimension),
Différentes constantes utiles
B-ii
Tev = 373K: Température d’évaporation de l’eau,
Lev 2.25 x 106 J/kg: Chaleur latente d’évaporation de l’eau,
B = 5.67 x 108W/m2 i(: constante de Boltzman,
C3 = 2400J/kg K: capacité calorifique du bois,
= 4180 J/kg. K: capacité calorifique de l’eau,
g = 9.81m/s2: accélération gravitationnelle.
Les constantes dans le calcul de y,.
A5 = 5 x
E5 = 1.398 x 10 J/mote,
R = 8.314J/mote K.
Les parmétres décrivant le vent et la pente entrant dans le calcul de .. (M).
ii: Vecteur normal unitaire à la surface,
Vecteur unitaire allant dans la direction de la pente maximale,
_*j_
—*
—*
k : Vecteur normal a n et a k,
V: Vitesse du vent en m/s.
Annexe C
ERREURS COMMISES LORS DU CHOIX DU
MODÈLE POUR LA HAUTEUR DE LA
FLAMME
Dans cette annexe, nous présentons la méthode et les résultats qui nous ont
menés à l’expression
kf = (0.066 + 0.04026
— 0.002Pini) Pjnj. (C.O.20)
C.1. ANALYSE DU PREMIER MODÈLE
Analysons ici le premier modèle fourni par l’équation
kf —0.2 + 1.7376 — 6.76562 + 0.122P. (C.1.1)
Comme nous le savons, ce modèle est rejeté afin de trouver un modèle plus réaliste.
Par contre, son étude nous a permis d’en apprendre sur la relation entre kf et les
autres paramètres. Les résultats décrits dans le chapitre 6 nous informent que kf
dépend seulement de Fini et de 6, maïs ils ne permettent pas de conclure sur la
dépendance de kf à Pext via c puisque u et p n’influencent pas kf.
Regardons les graphiques de l’erreur relative commise par les prédictions du
modèle par rapport aux valeurs de kf trouvées à l’aide de l’équation f(kf) =
vM(kf)
—
VR utilisée dans le chapitre 6. L’erreur relative est montrée en fonction
des différents paramètres qui apparaissent dans la table 6.2.1, c’est-à-dire u, p,,,
6, Fini et H. Puisque pour un paramètre fixe, il y a plusieurs valeur de l’erreur
relative selon les autres paramètres, nous montrons le maximum de cette erreur
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relative ainsi que sa moyenne. Nous faisons de nième pour l’erreur absolue. Nous
effectuons cette analyse pour les trois valeurs de c afin de vérifier son impact.
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Dans chacun des cas, on remarque que le maximum de l’erreur relative est
assez élevé allant parfois jusqu’à 700%. Il s’agit cependant de cas extrêmes où la
véritable valeur de k est très petite. L’erreur relative moyenne ainsi que l’erreur
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absolue montrent mieux ce qui se passe. Ce qui est intéressant de constater est
que l’erreur commise pour im a fixé est sensiblement la même que pour les autres
valeurs. Ainsi, nous étudions seulement le cas c = 0, ce qui correspond à un cas
où il y a une combustion complète. Par contre, il ne s’agit pas d’un modèle qui
correspond à la réalité pour de petites charges de végétation.
C.2. MODÈLE FOURNI PAR L’ÉQUATION 6.2.10
Afin de rendre le modèle plus réaliste, nous avons changé la forme de kf pour
la forme
7 5m
kf + a4)
j=1 j=1
Nous avons refait un choix de modèle par la méthode pas à pas et kf a gardé sa
dépendance envers Pj,.j et 6. Par contre, le modèle reste valide seulement pour de
petites charges ne dépassant pas lkg/m2. Le jeu de données que nous possédons
a des charges vraiment supérieures. C’est pour cette raison que nous créons une
nouvelle base de données pour trouver kf en fonction de Pj et de 6, car nous
savons que les autres paramètres n’influencent pas kf. Il en suit que le modèle
trouvé est
kf = (0.066 + 0.04026 — 0.002P) P,. (C.2.1)
Ce modèle a un coefficient de corrélation R2 = 0.8382; ce qui est très acceptable.
C’est le modèle que nous utiliserons pour les simulations.
