This paper establishes the boundedness, convergence and stability of the two classes of theta schemes, namely split-step theta (SST) scheme and stochastic linear theta (SLT) scheme, for stochastic differential delay equations (SDDEs) with non-globally Lipschitz continuous coefficients. When the drift f (x, y) satisfies one-sided Lipschitz condition with respect to the present state x and the diffusion g(x, y) obeys the global Lipschitz condition with respect to the present term x, but the delay terms y in the drift and diffusion may be highly nonlinear, this paper first examines the strong convergence rates of the theta schemes for SDDEs. It is also proved that the two classes of theta schemes for θ ∈ (1/2, 1] converge strongly to the exact solution with the order 1/2 but for θ ∈ [0, 1/2] the linear growth condition on drift f (x, y) in x is needed for the strong convergence rates. The exponential mean square stability of the theta schemes with θ ∈ (1/2, 1] is also investigated for highly nonlinear SDDEs.
Introduction
Recent advances in technology have led to dynamical systems with increasing complexity, which demands for more and more efficient and reliable systems. In view of this, dynamical systems that are subject to the phenomenon of delay and stochasticity have been a theme of increasing investigation in recent years. These systems may be modelled by stochastic differential delay equations (SDDEs) of the form dx(t) = f (x(t), x(t − τ ))dt + g(x(t), x(t − τ ))dw(t), t > 0 Recently, many different approaches analysing these systems have emerged over the last decades (see [1] [2] [3] [4] [5] [6] ). Since most stochastic equations representing these systems cannot be solved explicitly, numerical schemes become an important tool in studying these stochastic equations.
Convergence and stability are two important measures of the quality of a numerical scheme.
There is an extensive literature concerned with numerical analysis for the SODEs and SDDEs with globally Lipschitz continuous coefficients (see [7] [8] [9] [10] [11] [12] [13] ). However, many SODEs and SDDEs modelling financial models violate the global Lipschitz assumption, so the standard results (see [14, 15] ) cannot be applied. For this class of stochastic equations, the classical explicit numerical schemes (Euler-Maruyama scheme and Milstein scheme) may not converge to the exact solution in the strong mean square sense (see [16, 17] ). Hence, the numerical analysis for the SODEs and SDDEs with non Lipschitz continuous coefficients recently has become an active research field in recent years.
So far abundant achievements have been made in the research of strong convergence of the numerical methods for highly nonlinear SODEs. In Hu [18] , Higham et al. [19, 20] and Bastani & Tahmasebi [21] , the optimal strong convergence rates of the Euler-type methods were proved for SODEs with one-sided Lipschitz condition on drift and global Lipschitz condition on diffusion. For this class of SODEs, Hutzenthaler et al. [22] proposed the drift tamed Euler scheme and obtained the optimal convergence rate. The tamed ideal also contributed to works [23, 24] . Under a dissipative condition on the drift coefficient and super linear growth condition on the diffusion coefficient, Mao & Szpruch [25] shown that the backward Euler-Maruyama (BEM) scheme is convergent with strong order of a half. Under a monotone condition, strong convergence of BEM scheme and theta scheme was investigated respectively in Szpruch & Mao [26] and Mao & Szpruch [27] . Kloeden and Neuenkirch [28] investigated the weak and strong convergences (rate) of the numerical methods for stochastic models in financial.
Convergence of the numerical methods for SDDEs with the non-Lipschitz continuous coefficients also received much attention. Gyöngy & Sabanis [29] obtained the rate of almost sure convergence under local Lipschitz and monotonicity conditions. Bao et al. [30] investigated the pth-moment convergence of Euler-Maruyama (EM) numerical solutions to stochastic functional differential equations with jumps and shown the convergence order is 1/p (p ≥ 2). Wu et al. [31] concentrated on the EM scheme for the Cox-Ingersoll-Ross model with delay. Mao & Sabanis [32] and Mao [33] shown that the numerical solutions will converge to the true solutions of the SDDEs under the local Lipschitz condition. Mao [34] examined the strong convergence of the EM scheme for SDDEs under the generalized Khasminskii-type conditions. Most recently, Bao & Yuan [35] made a contribution that EM scheme converges, with convergence rate 1/2, to the exact solution for a class of stochastic differential delay equations, where the corresponding coefficients may be highly nonlinear with respect to the delay variables, and globally Lipschitz continuous in the present values.
However, the strong convergence rate of the theta schemes with θ ∈ (0, 1] has not been taken into account, due to the difficulties from the non-global Lipschitz coefficients in SDDEs. Moreover, when the delay vanishes, the research is also blank. In this work, we examine the strong convergence rates of the two classes of theta schemes: split-step theta (SST) and stochastic linear theta (SLT) schemes for highly nonlinear SDDEs, where the drift f (x, y) satisfies one-sided Lipschitz condition and behaves polynomially with respect to the present value x.
Preservation of the mean square stability is another key indicator in judging the quality of a numerical scheme (see [24, 36, 37] ) and is still important for SDDEs with non-Lipschitz coefficients (see [38, 39] ). As we all know, the classical exponential mean square stability criterion for SDDEs is based on a coupled condition (see [1] ), that is,
for α > β ≥ 0. Under this coupled condition above, our previous works [37, 40] gave a detailed analysis for θ ∈ [0, 1/2] and θ ∈ (1/2, 1], respectively, and shown that theta schemes can reproduce not only the exponential mean square stability, but also the decay rate measured by the Lyapunov exponent. However, if the SDDE is highly nonlinear in delay term (also exponentially mean square stable), for example,
for κ > ν ≥ 0 and r > 2 (see [41] ), can we obtain the exponential mean square stability of the numerical solutions?
Answering this question is our another aim of this work. The rest of the paper is organized as follows. Section 2 begins with notations and preliminaries. Section 3 presents moment estimations of the two classes of theta schemes. Section 4 aims to establish the strong convergence rates of the theta schemes for different values of theta. Section 5 devotes to investigating the exponential mean square stability of the theta schemes with θ ∈ (1/2, 1] for highly nonlinear SDDEs. A conclusion is given in Section 6.
Notations and preliminaries
Throughout this paper, unless otherwise specified, we use the following notations. Let |·| denote both the Euclidean norm in R n and the trace (or Frobenius) norm in R n×d . If A is a vector or matrix, its transpose is denoted by A ′ . If A is a matrix, its trace norm is denoted by |A| = √ trace(A ′ A). a ∨ b represents max{a, b} and a ∧ b denotes min{a, b}. Let (Ω, F, P) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions, that is, it is right continuous and increasing while F 0 contains all P-null sets. Let w(t) be a d-dimensional standard Brownian motion defined on this probability space.
To guarantee the existence and uniqueness of solutions and investigate the convergence rates of the numerical approximations, we need to impose some conditions on f and g. Let us firstly introduce functions V 1 and V 2 satisfying the following conditions:
where q 1 , q 2 are positive constants. We assume that f and g hold the following assumption.
Assumption 2.1. Assume f (·, y) is a C 1 function and there exist constantsμ ∈ R, b > 0 such that
From Assumption 2.1, we have the following estimates
(2.5)
The following theorem shows that under Assumption 2.1, Eq. (1.1) has a global solution and the solution has an upper boundedness in the sense of the pth moment. 
where C (ϕ, p, T ) is a positive constant depending on the initial data ϕ and p, T .
Proof. Note that f is in C 1 . This implies that f satisfies the local Lipschitz condition. This also shows that Eq. (1.1) has a unique local solution (see [1] ). To verify that the local solution is actually global, it is sufficient to show (2.7) for any T > 0.
Applying the Itô formula gives
Recall the elementary inequality: for any p ≥ 1 and
We therefore have
where we also used the Hölder inequality. Applying the Burkholder-Davis-Gundy inequality, (2.5) and Young's inequality, we obtain
Hence, by the Hölder inequality and (2.5), we have
where C represents a generic positive constant depending on T , whose value may vary with each appearance in the following. Combining (2.9) and (2.10) yields
]ds.
By the Gronwall inequality, we have Remark 2.1. Note that Assumption 2.1 is used to obtain a uniform upper boundedness for the pth moments of the solution to the underlying SDDE. This assumption is too strong for the existence and uniqueness of the solution and actually the local Lipschitz condition together with the monotone condition is enough, which is a part of Theorem 5.1.
Let us now introduce the theta schemes for SDDE (1.1). Given any time T > 0, and let ∆ = τ /m, for a positive integer m. Without loss of generality, we also let ∆ = T /N for some integer N. Then the split-step theta (SST) scheme is defined by z k
where
is Brownian increment (see [40] ). It is easy to see that approximation y k in (2.11) is actually the stochastic linear theta (SLT) scheme
Noting that the two classes of the theta schemes (2.11) and (2.12) are semi-implicit when θ ∈ (0, 1], to guarantee that they are well defined, we restrict the stepsize ∆ satisfying θμ∆ < 1. In fact, under the one-sided Lipschitz condition (2.1) with θμ∆ < 1, the implicit equation
admits a unique solution y = F ∆,θ (z,ȳ) for any fixedȳ ∈ R n (see [19] ). Meanwhile, ifμ < 0, then θμ∆ < 1 hold for any ∆ > 0. Hence, we define
(2.13)
In the following sections, we let ∆ < ∆. 
Uniform boundedness of pth moments
then for each integer p ≥ 2, the following estimates hold
Proof. By SST scheme (2.11), we have
which implies
Resorting to inequalities (2.2) and (3.1), we have
which together with (2.4) and (3.4) produces
By using the elementary inequality (2.8) again, we have
It is easy to observe that for any 0
and
(3.9)
The Burkholder-Davis-Gundy inequality gives
where we also used (2.4) and the Hölder inequality. Similarly, by the Burkholder-Davis-Gundy inequality, (2.5), (3.5) and the Hölder inequality, we have
(3.11)
Combining (3.7)-(3.11) yields
].
(3.12)
Therefore,
Combining (3.12) and (3.13) produces that for any p ≥ 1
],
where we also used the following inequality
Hence, by the discrete Gronwall inequality, we have that for any p ≥ 2 and
where [a] denotes the integer part of the real number a. It is easy to see that p i ≥ 2,
which together with (3.16) and Hölder's inequality yields
Since N/m = T /τ is finite, then repeating the previous procedures gives that for any p ≥ 2 20) which together with (3.12) implies
This completes the proof.
Theorem 3.1 shows that imposing f (x, y) the linear growth condition in x, SST and SLT schemes are pth moment bounded for θ ∈ [0, 1/2] . Now, what happens to {z k } k∈N and {y k } k∈N with θ ∈ [0, 1/2) if f defies the linear growth condition (3.1). For SODEs and SDDEs, the counterexamples were introduced in [16, 17, 40] to show that without the linear growth condition, the two classes of theta schemes with θ ∈ [0, 1/2) will diverge to infinity in the strong mean square sense at a finite time point. That is, the linear growth condition is necessary for the SST and SLT schemes with θ ∈ [0, 1/2] to be pth moment bounded (p ≥ 2).
However, for θ ∈ (1/2, 1], the following theorem shows that the pth moment boundedness of theta schemes can still hold without the linear growth condition (3.1).
Note that θ ∈ (1/2, 1]. By (2.6), we have
By using the elementary inequality (2.8), for p ≥ 1, we have
Similarly, resorting to inequality (3.15) and the Burkholder-Davis-Gundy inequality, we obtain
(3.
By the discrete Gronwall inequality and (3.15), we have
Hence, the desired assertions follow from the similar skills used in the proof of Theorem 3.1.
Let us now turn to the convergence rate of the two classes of theta schemes.
Strong convergence rates
In order to obtain the strong convergence, it is useful to introduce appropriate time continuous interpolations of the time discrete numerical approximations. For t ∈ [t k , t k+1 ), k = 0, 1, . . . , N − 1, we define the continuous approximate solutions z(t) and y(t) as follows
. It is obvious that the continuous approximations z(t) and y(t) are F t -measurable. It is easy to observe that z(t k ) = z k and y(t k ) = y k . In the following, we also use the following equivalent form of z(t)
2) whereš = t k for s ∈ [t k , t k+1 ). We refer z(t) and y(t) to the continuous extension of the discrete processes z k and y k , respectively. In this section, the following assumption is needed for obtaining strong convergence rate 0.5. 
Note that Assumption 4.1 is less restrictive than the global Lipschitz assumption. This assumption has been applied in many works for obtaining the strong convergence rate of the numerical solutions to SODEs with non-Lipschitz continuous coefficients (see [19, 20, 25, 42] ).
Firstly, we investigate the strong convergence rate of the two classes of theta schemes for the case θ ∈ (1/2, 1]. Proof. For any p ≥ 2, applying the elementary inequality (2.8)-(4.2) yields
By (3.5) and Theorem 3.2,
Using the Burkholder-Davis-Gundy inequality, (2.5) and Theorem 3.2 gives
p/2 . Therefore, combining (4.9)-(4.10) and (4.8) yields
which together with (3.13) produces
For any fixed p ≥ 2, we define 
Then by Hölder's inequality and (4.11), we have 
12)
(4.14)
Proof. By Assumptions 2.1 and 4.1, Theorem 3.2 as well as the Burkholder-Davis-Gundy inequality, it is easy to compute
Similarly,
Applying z(ť) − y(ť) = θ∆f (y(ť), y(ť − τ )) and (4.13) can produce (4.14).
We now give the proof of Theorem 4.1.
Proof of Theorem 4.1. Define e(t) = x(t) − z(t). By (4.2) and (1.1), we have
Applying the Itô formula to |e(t)| 2 and condition (2.1) gives 
Therefore, Resorting to the Burkholder-Davis-Gundy inequality and Hölder's inequality, we have that for any integer p ≥ 2 and , and
Applying (2.2), Hölder's inequality and Lemma 4.2 yields
Similarly, we estimate J 4 as follows 
By the continuous Gronwall inequality,
For any p ≥ 2, we define
where [a] denotes the integer part of the real number a. It is easy to see that 
which together with (4.22) and (4.23) and Hölder's inequality gives
The desired assertion (4.4) then follows by repeating the previous procedures. Combining (4.4 
), Lemma 4.2 and z(t) = y(t) − θ f (y(t), y(t − τ )) gives (4.5).
For θ ∈ [0, 1/2], we omit the proof of the following strong convergence theorem since it can be obtained by the similar techniques to the proofs of the above theorems. 
We would like to remark here that the global Lipschitz condition (2.3) on g(x, y) in x may not be necessary in order that our convergence results above hold. For example, [25] obtained the convergence rate (1/2) of BEM scheme (θ = 1 in SLT scheme) for a class of SODEs, where the corresponding diffusion term may be non-globally Lipschitz continuous. But for θ ∈ [0, 1), it is still important and difficult to obtain the strong convergence rate of SLT. Hence we hope to be able to discuss theta schemes with θ ∈ [0, 1) elsewhere for SODEs and SDDEs with highly nonlinear diffusion term.
The following numerical stability does not depend on the global Lipschitz condition (2.3) on g(x, ·), even though the convergence rate has not been confirmed for such SDDEs.
Exponential mean square stability
For the purpose of stability, without loss of generality, we assume f (0, 0) = 0 and g(0, 0) = 0. This shows that SDDE (1.1) admits a trivial solution. We also assume that f and g satisfy the local Lipschitz condition:
Assumption 5.1 (Local Lipschitz Assumption). Assume that coefficients f and g satisfy the local Lipschitz condition, that is, for each j > 0 there exists a positive constant K j such that
for all x, y,x,ȳ ∈ R n with |x| ∨ |y| ∨ |ȳ| ∨ |ȳ| ≤ j.
Note that the local Lipschitz assumption above implies that Eq. (1.1) admits a unique local solution. Furthermore, if coefficients f , g hold some monotone condition (or LV conditions), for example, condition (5.2), then Eq. (1.1) has a unique global solution (see [1, 41] ). Moreover, we have the following exponential mean square stability criterion of the exact solution (see [41] ). 
Theorem 5.1. Let Assumption
where C (ϕ) is a constant depending on ϕ, γ is the unique root of equation
When f is highly nonlinear and does not satisfy the linear growth condition, our previous work [40] showed that the two classes of theta schemes with θ ∈ [0, 1/2) may be unstable even though the exact solution is exponentially mean square stable. Therefore, this section will examine whether the theta schemes with θ ∈ (1/2, 1] can reproduce the exponential mean square stability of the exact solution for the highly nonlinear SDDEs. 
where γ ∆ ∈ (0, (1/τ ) log(µ/σ )) is the unique root of equation
and satisfies
To prove this theorem, we need the following lemma. 
for each integer l > 0. Then for each large integer l > 0 there exists a constant K (l) dependent on l such that 
Then we can obtain that 
which together with Hölder's inequality gives
(5.10)
Noting that y k = z k +θ ∆f (y k , y k−m ), then by the one-sided Lipschitz condition (2.1), we have for any ∆ < ∆, a ∈ (0, 1−μ∆),
Combining Assumption 5.1 and (5.9) yields 11) and there exists a constant K 3 (l) > 0, such that
That is, the desired assertion (5.8) follows. By (2.11), we have 13) where
and there exists a constantC such that
(5.14)
Noting that y k , z k , y k−m and 1 [0,λ l ] (k) are F k∆ -measurable while ∆w k is independent of F k∆ , we obtain from (5.10) and (5.11 )
Using (5.13), we obtain
Recalling the elementary inequality, 2x 
Therefore, we obtain 
which is a contradiction. Then from (5.18) we obtain that for each k > 0
That shows λ l ↑ ∞ a.s., as l → ∞.
Proof of Theorem 5.2. By SST scheme (2. 
For any positive number O > 1, we have
where we also used the inequality 
Note that
Substituting this inequality into (5.21) produces that for any C ∈ [1,C)
Therefore, for any fixed ∆, θ, there exists a positive constant + xy, x, y ∈ R hold these additional conditions.
Conclusion
This paper aims to establish the complete theory of numerical analysis for SDDEs without global Lipschitz condition, including the boundedness, convergence rates and exponential mean square stability. We are concerned with the SST and SLT schemes, which is more general and contains many classical numerical methods, such as EM, BEM and split-step backward Euler-Maruyama (SSBEM) methods.
We first establish the boundedness of the SST and SLT schemes for different choice of theta under Assumption 2.1. Then we examine the strong convergence rates of the two classes of theta schemes by imposing the polynomial condition (Assumption 4.1). It is demonstrated that the two classes of theta schemes can converge to the exact solution with the standard order even though the delay variables in the drift and diffusion are highly nonlinear, but for θ ∈ (1/2, 1], the present variable in the drift can also be highly nonlinear for the convergence rate (Theorem 4.1). We also obtain that the two classes of theta schemes with θ ∈ (1/2, 1] can reproduce the exponential mean square stability and decay rate of the exact solution (Theorems 5.2 and 5.4). These results obtained will be important for numerical analysis and stochastic simulations.
