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1．まえがき
メタ戦略に基づく高性能なアルゴリズムを構成するためには，対象とする最適化問題の構造をうまく利
用することが重要である['1．
特定の組合せ最適化問題に対して局所探索法などを用いた地形解析(landscapeanalysis)の研究が行われ
ている．地形(landscape)[2,3]とは，探索空間における構造の複雑さの尺度である．その解析によって，対
象とする最適化問題を発見的に解くことの困難さをある程度見積もることが可能になり，さらにその構造
を利用した高性能なメタ戦略アルゴリズムの設計も可能と考えられている．現在までに，巡回セールスマ
ン問題[4]，グラフ分割問題[4,5]，フローシヨツプスケジューリング問題[31,バイナリー２次計画問題[6]など
に対する地形解析の研究が知られており，その多くでは「大谷構造」[4]が観測されている．大谷構造とは，
探索空間の地形が真の最適解に向かって－つの大きな谷となるような構造をしていることである．対象問
題が大谷構造として構造化された空間を持つならば，集中化と多様化の相反する探索戦略をバランス良く
有するメタ戦略アルゴリズムによって最適解への接近が可能であると考えられている．
本研究では,代表的な組合せ最適化問題の一つである最大クリーク問題(maximumcliqueproblemMCP）
に対して，我々がすでに提案しているh-opt局所探索法[7]を用いて，ＭＣｐの地形解析を行う．解析の結果，
大谷構造を観測できない問題例が多く，一般的なメタ戦略アルゴリズムにとって悲観的であることを示す．
2．最大クリーク問題
頂点(vertex)の集合Ｖ＝｛11…'､｝とそれらの頂点の対を両端とする無向辺(undirectededge)の集合
Ｅｃｖ×ｖが与えられたとき，Ｇ＝(ⅨＥ)を無向グラフという．特に，全ての２頂点間に，つの辺が存在す
る無向グラフを完全グラフという．ｖの部分集合ｖにｖによる誘導部分グラフＧ(v,)＝{v,,Ｅｎｖ,×ｖ,｝
が完全グラフのとき，すなわち，ｗ,ＪＥＶ',ｊ≠jiに対して(j,j)ＥＥであるとき，ｖ,をクリークと呼ぶ．
MCp[81とは，与えられたグラフＧに含まれるクリークＫの中で，次の目的（評価）関数
九。P(Ｋ）＝｜Ｋ’ (1)
を最大にするクリークを求める問題である．
ＭＣＰは実用上重要な問題であり，通信，符号理論，並列計算，パターン認識，等の分野の基本問題とし
て頻繁にあらわれ，様々な組合せ最適化問題と等価であることがよく知られている[８１．そのような組合せ最
適化問題として，最大独立集合問題，最小集合被覆問題がある．
ＭＣＰはNP-困難[９１に属する問題であることから，多項式時間で厳密な最適解を求めるアルゴリズムは存
在しないと考えられている．さらに悲観的なことに，ＭＣＰにおいて，多項式時間で一定の近似度を保証す
るアルゴリズムは存在しないと考えられている[10,11,121
ＭＣＰを厳密に解くために幾つかのアルゴリズムが提案されている．その多くが分枝限定法にもとづく
厳密解法であるが，実行可能時間内で厳密解を得ることができる問題のサイズは小さいグラフもしくは疎
なグラフである[13,14,15,16,171そのため，厳密解に近い解（近似解）を実用時間内に算出する近似解法の
研究が盛んに行われている[18,19,20,211
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3．ＭＣＰに対する舟opt局所探索法
MWCP-h-opt-Local-Search(ＣＯ,ＰＡ,ＯＭｄｅ９Ｇ(pA)）
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図１ＭＣＰに対するAo-opt局所探索法の擬似コード
本節では，本研究で地形解析に用いるＭＣＰに対するA-opt局所探索法（KLS）［71の概要を述べる．ＫＬＳ
は可変深度探索（VaJFiableDepthSearch,VDS)[221のアイデアにもとづいている．ＶＤＳとは，与えられた
解に対して比較的小さな近傍操作を連鎖的に適用することで到達可能な解の集合を改めて大きな近傍と捉
える近傍探索のアイデアである．
ＫＬＳの擬似コードを図１に示す．以下では，用語や記号の定義について記述する．ＫＬＳは外ループ（Linel‐
18）と内ループ（Line3-16）の処理を有する．以降，外ループに関しては「反復｣，内ループに関しては「繰
り返し」と呼び区別する．
ｃｃ(z)は内ループの繰り返しｌの時点における解（クリーク）である．ＰＡ(z)はＣＯ(z)の全頂点に隣接す
る，ＣＯ(【)に追加可能な頂点の集合
ＰＡ(【)＝{u:uEmCO(z)),(u,j)ＥＥ,ＶｅＯＯ(J)｝
である．○Ｍ(z)はＰＡ(z)の定義を若干緩和した１辺不足集合と呼ぶ辺集合
○Ｍ(z)＝{(仏j):ＵｅＷＥＣＯ(z),(u,j)＄E,(Ｗｉ)ＥＥ,V(jieOC(z),ｊ≠j｝
である．なお，○Ｍ(z)はＣＯ(')に含まれる頂点群の中のいずれか一つの頂点ｊＥＯＯ(')だけに辺が存在し
ない頂点の集合と捉えることもできる（なお，ＣＯＣＯＭ）．degG(pA(』)）はＰＡ(z)により誘導される部分
グラフＧ(PA(z))内の各頂点りＥＰＡ(z)の次数である．
次いで，ＫＬＳの各反復における基本アルゴリズム（ﾙｰopt局所探索処理）について簡潔に説明する．まず；
与えられた初期クリーク（初期解）ｃｃ(o)を対象として，複数個の頂点を連鎖的に追加する操作（Add移動
操作）および削除する操作（Drop移動操作）により到達可能な近傍解の集合ｃｃ(1),…,ＣＯ(ｋ),…,ＯＣＣ）
を得る．（その生成途中では，移動候補頂点集合Ｐ（Line2）を利用することで，追加または削除された頂点
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は再び追加・削除されることはない）．その近傍解の集合から最良解ＣＯ(h)(１≦A≦γ）を選び（Line8），
次反復の初期クリークＣＯ(o):＝ＣＯ(ん)とする（Linel7)．ＫＬＳは常に実行可能領域を探索空間としており，
各反復の初期クリークに応じて，ルーopt近傍のサイズ（上記のγに対応）が適応的に変動する．
上記のA-opt近傍探索処理は，Add移動操作を施す「Addフェーズ」（Line5-8）とDrop移動操作を施す
｢Dropフェーズ」（LinelO-13）の二つのフェーズで構成される．
4．ＭＣＰの地形解析
地形解析は，一般に次のように行われる．
（i）真の最適解（もしくは，良く知られている最良解）が既知である問題例を選ぶ．
（ii）ランダム解を初期解として局所探索法によって算出される，異なった局所最適解を複数個得る．
(iii）得られた各局所最適解の目的関数の値と各局所最適解から他の局所最適解への距離を調べる．
(iv）各局所最適解の目的関数の値と各局所最適解から真の最適解への距離を調べる．
上述の準備に基づいて(iii)と(iv)のそれぞれの相関を調べる．また，多くの場合，（iii)と(iv)のそれぞ
れの関係図から視覚的に地形を観測する
本研究では，上述した研究[3,4,ＭIと同様に，地形をＬ＝(Ｘ,ｆ,｡)で表現する．なお，Ｘは探索空間，ノ
は目的関数，ｄは探索空間上で定義された距離である．これは，地形の複雑さと最適化の難しさとの関連付
けを可能にするが，対象とする最適化問題に対する探索法で扱う評価関数，解の表現，距離の定義に依存
する．
4.1評価関数
本研究では，ＭＣＰの目的関数式(1)を探索する解の評価関数とする．
４２解表現
解はＶの各頂点にクリークとして選択しているとき１，選択していないときＯのビットを与えて１次元
ベクトルとして表現する．従って探索空間は，ｘ＝{0,1}池となる．
4.3距離
距離ｄは探索空間Ｘ＝{0,1}”における二つの解のハミング距離（Hammingdistance）とする．
4.4ＭＣＰの地形解析結果
実験はＭＣＰの代表的なベンチマークグラフであるＤＩＭACSの問題例群に対して，ランダム解(Ｖから
ランダムに－つの頂点を選択したクリーク)より開始するA-opt局所探索法の10万回の試行により到達可
能な複数の局所最適解を得て，探索空間の地形を解析する．
真の最適解（もしくは，既知の最良解）が複数ある場合は，その局所最適解に最も距離の近い真の最適解
(もしくは，既知の最良解）を選択する．
表１は，左から，問題例名，最適解値Opt，最適解の個数ＯｐｔＮ，１０万回のA-opt局所探索法により算
出された異なった局所最適解の数Ｍ４ｍ，最適解と得られた局所最適解の平均距離面｡pt，局所最適解同士の
平均距離凪肋，及び最適解と局所最適解の相関係数Ｏｏｐｔ，局所最適解同士の相関係数○hJ｡の結果である．
距離の定義(4.3節参)から，面｡pt，Ｚｉｂｍの最大値は最適解値Optの２倍である．Zioj,t，魂Z・の値が最大値
に近づくほど最適解及び局所最適解同士の共通性が少ないと考えることができる．
ＭＣＰは最大化問題であるため，Ｃｏｐｔ，Cdzoの値が共に－１に近いとき最適解及び局所最適解同士に強い
正の相関があり，大谷構造が観測されると考えることができる．
表ｌで選択した３５個の問題例中，８個の問題例で相関係数ｑp２，ｃｄわが共に負の値となり，そのうち最
適解及び局所最適解同士に強い相関が確認でき，大谷構造が観測できた問題例は５～６個だけであった．残
りの約30個の問題例については，最適解及び局所最適解同士に強い相関が確認できず大谷構造は観測でき
なかった．
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表１ DIMACSの問題例群に対してAD-opt局所探索法により得られた局所最適解の距離解析結果と相関係数
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図４keller6
特徴的な結果を得られた問題例を例に，局所最適解が探索空間内にどのように分布するかを視覚的に観
測する．図２，図３，図４は，異なる局所最適解同士の平均距離(a)と最適解との距離(b)をそれぞれ目的
関数値との関係でプロットした図である．（a),(b)どちらの図も縦軸は，最適解の値と目的関数値との差で
表示しているため，縦軸の値が０に近づくほど，良質な局所最適解である．
図２において，p-hatl5003は，（a)，（b)のともに局所最適解がクラスタとして分布していることが確認
できる．さらに相関係数が共に-0.7以下であることから強い正の相関がある．すなわち，ｐ」atl500-3は
大谷構造として構造化されている．
一方で，図３のMANN-a81，図４keller6は共に，大谷構造として構造化されていない問題例である．図
3の(a)のプロット図と，図４の(a)のプロット図から，MANN-a81，keller6共に，目的関数値が良くな
るにつれて，各局所最適解同士の距離が大きくなっていくことがわかる．また相関係数の値ｑｌｏはこのと
き，MANNa81，keller6共に0.85以上と強い負の相関を示している．さらに最適解と局所最適解との間に
も正の相関は確認できない．
5．むすび
ＭＣＰに対する地形解析により，ＭＣＰの多くの問題例の探索空間は大谷構造として構造化されていない
ことを示した．このネガティブな結果はＭＣＰの問題構造自体，一般的なメタ戦略アルゴリズムにより最適
解を算出することが非常に困難であることを裏付けている．
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今後の課題としては，この悲観的な地形解析の結果を克服可能なメタ戦略アルゴリズムの設計が挙げら
れる．
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TheperfOrmanceofmetaheuristicsdependsontheshapeoftheunderlyingseaJmspace,becauseatask
ofmetaheuristicsisｔｏｇｕｉｄｅｔｈｅｓｅａ正chtowardregionswhichcontainhigh-qualitysolutionsfromcurrent
ones・Ingeneral,standmdmetaheuristicsareimplicitlyorexplicitlydesignedwithconceptionalstructure
ofBigValleyStructure・BigValleyStructureisrepresentativeshapeofcombinatorialoptimization
problems・Thisshapehasmanylocaloptima，butitisgloballyconvex、Generally,manyresearchers
believethatthisstructureissuitedfOrsearchinthemetaheuristics、ＷｅａｎａｌyzethesearchspacefOrthe
maximumcliqueproblem．Ｉ、general,manylocaloptimafbundbylocalseaIchareusedfbrtheanalysis
Asalocalsearch，ｗｅｕｓｅ卜optlocalsearchproposedbyourselvesrecently・Weshowthattheanalysis
resultsareverypessimisticfbrstandaｴdmetaheuristics．
