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Abstract.
This paper describes a new method of monotone interpolation and smoothing of
multivariate scattered data. It is based on the assumption that the function to be ap-
proximated is Lipschitz continuous. The method provides the optimal approximation
in the worst case scenario and tight error bounds. Smoothing of noisy data subject
to monotonicity constraints is converted into a quadratic programming problem. Es-
timation of the unknown Lipschitz constant from the data by sample splitting and
cross-validation is described. Extension of the method for locally Lipschitz functions
is presented.
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1 Introduction
Interpolation and approximation of scattered data in two or more variables is
an important task which is needed for processing experimental data [1]. Besides
the raw data, often there is domain specific information expressed in terms
of certain properties of the function which one tries to approximate. These
properties need to be preserved by the approximation algorithms in order to
deliver approximation consistent with the problem at hand. They also may help
increase the accuracy of approximation.
Monotonicity with respect to one or more variables is one such property which
frequently arises in practice. There are many tasks that require monotone in-
terpolation and approximation in several variables. Here we mention just four
examples coming from different sciences.
• Dose-response curves and surfaces in biochemistry and pharmacology;
• Design of aggregation operators in multicriteria decision making and fuzzy
logic [10,39];
• Approximation of copulas and quasi-copulas in statistics;
• Empirical option pricing models [26] in finance;
∗Received . Revised August 2005. Communicated by .
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• Approximation of potential functions in physical and chemical systems.
In the univariate case the problem of monotonicity preserving approximation
is well studied, see e.g., [2,32,34]. In the bivariate case, monotonicity preserving
splines were studied in [6, 11, 13, 14]. In these methods the data should be
typically given on a rectangular grid. The case of bivariate scattered data with
tensor product topology is discussed in [15, 16]. Only few methods are able to
deal with scattered data [17,18,25,37], which is typical in applications. Methods
in [18] use triangular macroelements of adaptive degree but are also limited to
bivariate case.
Monotone tensor product regression splines were used for more than two vari-
ables in [7, 8], including the case of scattered data. However tensor product
schemata have significant drawbacks in the multivariate setting, which stem
from the fact that an exponential number of basis functions (and hence spline
coefficients to compute) is required. With the increasing dimension, this num-
ber quickly exceeds the number of data, leading to ill-conditioned systems of
equations. For more than five variables tensor product splines are not practical.
Triangulation based monotone splines are suitable for dealing with scattered
data. In the bivariate case they were studied in [17, 18, 38]. One drawback
of triangulation based schemata is the lack of continuous dependency of the
interpolant on the data [1]. Small changes in the abscissae of data points may
lead to a completely different triangulation, which will drastically change the
behavior of the spline. Furthermore, building triangulation in more than two
variables is computationally expensive; it becomes prohibitive for more than 10
variables. The number of elements of such triangulation also grows exponentially
with the dimension, which leads to very large systems of linear equations [3]. We
are unaware of practical algorithms for several variables.
Splines on triangulations have also another drawback. Even if the data is
monotone, it is not always possible to build a monotone interpolating spline.
Of course, monotonicity of the data is a necessary condition for monotonicity
of the interpolant, but it is not sufficient. The following counterexample shows
this. Consider the data generated by the function f(x, y) = (xy)1/4 with four
data points at (0, 1), (1, 0), (1, 1), (0.1, 0.1), which we interpolate with a linear
spline. For any triangulation we choose, the linear spline is not non-decreasing, as
opposed to the data. Thus, approaches based on merely enforcing monotonicity
of the data will not succeed in more than one variable.
There are alternative methods of multivariate interpolation and approximation
of scattered data, like radial basis functions, k-nearest neighbors approximation,
Sibson’s natural neighbor interpolation, and neural networks. These methods do
not incorporate monotonicity, although some attempts to enforce monotonicity
of kernel based approximation (in the univariate case) and of the neural networks
have been made [24,26].
The goal of this paper is to develop a computationally efficient method of
monotone interpolation and approximation of scattered data in any number
of variables. Moreover, we are interested in approximation which is optimal
in some sense, and with purpose in mind we will employ methods of optimal
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interpolation, developed in 1970-80s by Micchelli, Rivlin and Winograd [27–29],
Traub and Woz´niakowski [36], Gaffney and Powell [20], de Boor [19], Sukharev
[35] and others.
We will concentrate on the case of Lipschitz continuous functions, with a
given or estimated Lipschitz constant. In this case we can establish tight lower
and upper bounds on the value of the interpolant, and construct an optimal
interpolant using these bounds. Further, we will treat the case of noisy data, and
will formulate the problem of smoothing, which we will subsequently translate
into an optimization problem, to which standard techniques can be applied. In
Section 5 we develop a number of methods of estimating the Lipschitz properties
of a function from the data, including the case of noisy data. Finally, in Section
6 we consider the class of locally Lipschitz functions, which provides even more
flexibility for approximation purposes, but at a greater computational expense.
2 Optimal Interpolation
Consider the following interpolation problem. We have a data set, D =
{(xk, yk)}Kk=1, xk ∈ Rn, yk ∈ R, yk = f(xk) generated by an unknown func-
tion f , and an assumption that f belongs to some linear functional space. We
want to recover the value of f at some x different from the data. In 1959 Golomb
and Weinberger [22] have shown that one cannot obtain finite bounds on the er-
rors of approximation of f(x) no matter how much one restricts the space by
the conditions of differentiability or analyticity. They have shown that the finite
error bounds can only be obtained by using some nonlinear restriction by means
of a nonlinear functional with certain properties, defined on this space. Such
restriction bounds the set of functions containing f , and consequently bounds
the values f(x) (or values of some other linear functional).
Consider a linear space U of functions on X ⊂ Rn. Let F (f), F1(f), . . . , FK(f)
be linear functionals defined on U . Given the values of the functionals Fk(f) =
yk, k = 1, . . . ,K, our goal is to approximate F (f), subject to f being restricted
to some subset S ⊂ U . Let us also have a nonlinear functional ρ(f) on U , which
defines the subset S as S = {f ∈ U : ρ(f) ≤ r}. Thus the unknown function
f is known to lie in the intersection SV of the subset S and the plane v ∈ U ,
defined by Fk(v) = yk, k = 1, . . . ,K.
In the case of interpolation problem, the functionals Fk(f) are simply the
values of the function yk = f(xk) at data points xk, and F (f) is the value of f
at some x. Consider now the set σ of values the functional F (v) = v(x) assumes
as v ranges over the intersection SV. Under certain conditions on ρ, namely
continuity, positive homogeneity and triangular inequality, σ is a closed interval.
Thus under our assumption that f ∈ S, the values of f(x) are restricted to σ,
and we obtain finite error bounds.
Suppose we have an algorithm A, which allows us compute an approximation
to f(x). Such algorithm will produce an error E(A), which is no smaller than
the intrinsic error of the problem, Eint = infAE(A). The problem of optimal
interpolation is to determine an optimal algorithm whose error is precisely Eint.
For a detailed introduction to the theory of optimal recovery we refer the
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reader to the surveys [27, 28] and the books [35, 36]. For our purposes we need
only one particular result on central algorithms. Let σl(x) and σu(x) denote the
left and right ends of σ. An optimal approximation to f(x) is given by
(2.1) g(x) =
1
2
(σl(x) + σu(x)).
Such an interpolation scheme is called central scheme [20, 35, 36], and it is
always optimal. It provides the smallest possible error in the worst case scenario.
It is typical to choose the nonlinear functional ρ(f) as a seminorm (such that
the properties required for σ to be a closed interval are automatically satisfied).
For instance Gaffney and Powell [20] choose ρ(f) = ||f (m)||∞ on W (m)∞ [X], X
is a closed interval, see also [27, 29, 36]. In this case, the optimal interpolation
yields a perfect spline of degree m. We are unaware of the multivariate extension
of this result.
Consider now the space of continuous functions on X ⊂ Rn, C(X), with the
supremum norm. A function f : X → R is called Lipschitz on X if
∃M ≥ 0 : ∀x, z ∈ X, |f(x)− f(z)| ≤M ||x− z||.
We call the smallest such number M , the Lipschitz constant of f in the given
norm. We denote the class of functions with the Lipschitz constant smaller than
or equal to M by Lip(M). We will subsequently assume that X is compact.
The Lipschitz seminorm is defined by
∀f ∈ C : ρ(f) = inf{M : |f(x)− f(z)| ≤M ||x− z||,∀x, z ∈ X}.
We set ρ(f) =∞ for functions that are not Lipschitz.
Let us use the Lipschitz seminorm to define a nonlinear restriction on C(X)
by means of the condition ρ(f) ≤ M . In this case S = Lip(M), which is a
locally compact set of functions, σ is a closed interval, and its midpoint yields
the optimal approximation to f(x) at any x ∈ X. We can construct the optimal
interpolant explicitly by recovering the upper and lower bounds on f(x),
σl(x) ≤ f(x) ≤ σu(x),
where
σu(x) = min
k
huk(x) = min
k
{yk +M ||x− xk||},
σl(x) = max
k
hlk(x) = max
k
{yk −M ||x− xk||}.(2.2)
The optimal interpolant is given explicitly as
(2.3) g(x) =
1
2
(
max
k
{yk −M ||x− xk||}+min
k
{yk +M ||x− xk||}
)
.
The error of approximation is (see [35,36])
Eint = max
f∈Lip(M)
||f − g||C(X) =M max
x∈X
min
k=1,...,K
||x− xk||.
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Interestingly, the error bounds cannot be improved by restricting U by the
assumptions of differentiability or analyticity of f , i.e., by taking C(m) as U .
This is due to the fact that C(m) are dense in the space of continuous functions,
and that we can always find h ∈ C(m), which is Lipschitz, whose values are
arbitrarily close to σl or σu. In other words, σl and σu remain tight lower and
upper bounds even if f ∈ Lip(M) ∩ C(m), and g in (2.3) is still the optimal
interpolant, even though g 6∈ C(m).
We are interested in finite error bounds because they provide certain guarantee
that the approximated values accurately reflect the true values of f . Without
such bounds, no matter how good we think the approximation is, it may be
completely unreliable for certain functions, with infinite errors in the worst case
scenario. We equate reliability of approximation with its accuracy in the worst
case scenario.
3 Monotone Interpolation
Let us now apply the construction of central optimal interpolation to mono-
tone functions. We will briefly describe the univariate case, for the purposes of
illustration, and then proceed to the multivariate interpolation.
Consider optimal interpolation of monotone functions, where the only given
information besides the data set D = {(xk, yk)}Kk=1, xk, yk ∈ R, yk = f(xk) is
that f is monotone non-decreasing, x ≤ z ⇒ f(x) ≤ f(z). We will assume that
the data set is compatible with the monotonicity assumption. We denote the
cone of monotone functions by Mon. Let us determine the upper and lower
bounds on the values of f in the interval [minxk,maxxk]. Sort the data ac-
cording to the abscissae xk. Then on every subinterval [xk, xk+1] f is bounded
by
yk = σl(x) ≤ f(x) ≤ σu(x) = yk+1.
These bounds are tight, i.e., there is a nondecreasing function interpolating the
data, that takes one of these bounds as its value. Consequently the optimal
monotone interpolant, which minimizes approximation error in the worst case
scenario is given as
(3.1) g(x) =

yk, if x = xk;
1
2 (y
k + yk+1), if x ∈ (xk, xk+1);
yk+1, if x = xk+1.
This interpolant is plotted on Fig.3.1. We notice that the interpolant is discon-
tinuous. However, even if we add the additional assumption that f is continuous,
the function g in (3.1) is still the optimal interpolant, because the bounds σl(x)
and σu(x) remain tight for continuous functions as well (in any ²-neighborhood
of say, σl(x), there is a monotone continuous function).
Let us now add a nonlinear restriction on the space of functions containing
f , by means of the Lipschitz seminorm ρ(f). That is, we will assume that
besides the data set we have the information that f is monotone and Lipschitz
continuous, with the Lipschitz constant M , f ∈ Lip(M), f is monotone. Now
6 G. BELIAKOV
we obtain new upper and lower bounds on the values f(x), by combining (2.2)
and monotonicity condition, namely
σu(x) = min
k
{yk +M max{0, x− xk}},
σl(x) = max
k
{yk −M max{0, xk − x}}.(3.2)
As earlier, the optimal interpolant g is given in (2.1). We will formally derive
the bounds (3.2) in the general multivariate case later in this section.
The optimal monotone interpolant is illustrated on Fig.3.2. We notice that
g is monotone continuous, moreover g ∈ Lip(M), since both bounds are also
in Lip(M). The bounds cannot be improved by adding further conditions of
differentiability on U , as C(m)∩Mon is dense in C(0)∩Mon, see [30]. Thus g(x)
remains the optimal monotone interpolant of smooth functions, even though g
itself is not smooth.
Figure 3.1: Optimal monotone approximation g(x) (thick solid line) to monotone data
in the case of one variable. The upper and lower bounds σu and σl are denoted by thin
lines.
We remark that the mere fact that f is differentiable is quite different from
the information about the actual bounds on the values f (m). The situation
drastically changes if we have the restriction ||f (m)||∞ ≤ M , in which case
(without the assumption of monotonicity) g is a perfect spline of degree m, as
shown in [20,29].
Let us now proceed with monotone interpolation in the multivariate case. We
have the data set
D = {(xk, yk)}Kk=1, xk ∈ Rn, yk ∈ R, yk = f(xk),
and the assumption that f ∈ Lip(M) and monotone. Monotonicity is assumed
with respect to one or more variables. Let V ⊂ {1, . . . , n} be a subset of variables.
Then for any V, f is monotone increasing with respect to V on X if for all
x, z ∈ X, x ºV z implies f(x) ≥ f(z), where x ºV z means that ∀i ∈ V : xi ≥ zi,
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Figure 3.2: Monotone Lipschitz approximation in the case of one variable, together
with the upper and lower bounds.
and ∀i 6∈ V : xi = zi. Note that the above definition is equivalent to monotonicity
of all univariate functions fi(xi), i ∈ V, obtained from f by fixing all but the
i-th component of the vector x. Monotone decreasing functions are treated in
the same way. We denote the set of monotone non-decreasing functions with
respect to V by MonV .
We call the data set D monotone with respect to V if there is a monotone
function h ∈ MonV that interpolates the data set [25]. We call the data set
D compatible with monotonicity and Lipschitz condition if there is a function
h ∈ Lip(M) ∩MonV that interpolates the data set. In the remainder of this
section we assume that D is compatible with these conditions.
To find the optimal interpolant, we need to establish tight upper and lower
bounds on f(x). The following Proposition establishes these bounds.
Proposition 3.1. Let D be a data set compatible with the conditions f ∈
Lip(M) ∩MonV . Then for any x ∈ X, the values f(x) are bounded by σl(x) ≤
f(x) ≤ σu(x), with
σu(x) = min
k
{yk +M ||(x− xk)V+||},
σl(x) = max
k
{yk −M ||(xk − x)V+||},(3.3)
where zV+ denotes the positive part of vector z with respect to subset of compo-
nents V: zV+ = (z¯1, . . . , z¯n), with
z¯i =
{
max{zi, 0}, if i ∈ V,
zi otherwise.
Proof. Suppose that for some x, f(x) < σl(x). Then there exists at least
one datum (xi, yi), such that f(x) < yi −M ||(xi − x)V+||. We write the latter
as
yi − f(x) > M ||(xi − x)V+|| ≥ 0.
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We shall now prove that f violates either monotonicity or Lipschitz condition.
Consider three cases
Case I. xi ºV x. Then ||(xi − x)V+|| = ||xi − x||, and therefore the Lipschitz
condition is violated
yi − f(x) = f(xi)− f(x) > M ||xi − x||.
Case II. xi ¹V x. Then ||(xi − x)V+|| = 0, and therefore monotonicity as-
sumption is violated
yi − f(x) = f(xi)− f(x) > 0, but xi ¹V x.
Case III. None of the above holds. Form vector z, whose components are given
by
zj =
{
max{xij , xj}, if j ∈ V,
xij otherwise.
Clearly z º xi. We have f(z) ≥ f(xi) > f(x) by monotonicity, and also
||(xi − x)V+|| = ||(z − x)V+|| = ||z − x||.
But then the Lipschitz condition is violated
f(z)− f(x) ≥ f(xi)− f(x) > M ||(xi − x)V+|| =M ||z − x||.
The proof that f(x) ≤ σu(x) is analogous (consider −f(x) ≥ −σu(x)).
Consequently, the optimal approximation to f(x) is given by (2.1). The in-
trinsic error of the approximation scheme is computed as
Eint =
1
2
max
x∈X
(σu(x)− σl(x)).
Next we need to establish that by varying x over X we indeed obtain an
optimal interpolant g which itself is monotone and Lipschitz. We underline a
distinction between the problem of approximating an optimal value of a linear
functional, such as the value of f(x), and approximating the function f . We
solve the second problem by means of the first, by varying x over the domain of
f . There is no guarantee, however, that the function g constructed in this way
is compatible with the required assumptions about f . A counterexample would
be optimal approximation of convex functions in Rn, where neither the optimal
interpolant, nor the lower bound σl(x) are themselves convex [12].
We shall need the following auxiliary result from convex analysis [33].
Proposition 3.2. Let f, g be convex functions Rn → R, and f(x) ≤ g(x) for
all x ∈ Rn. If g ∈ Lip(M), then so is f .
Proof. Every convex function can be represented as an upper envelop of its
affine minorants
f = sup{l(x) ∈ Uf ⊂ Aff}, g = sup{l(x) ∈ Ug ⊂ Aff},
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where Uf ,Ug are nonempty subsets of affine minorants of f and g respectively
[33], and
Aff = {f : Rn → R, f(x) = α · x+ β, α ∈ Rn, β ∈ R}.
The Lipschitz constant of f is the supremum of the Lipschitz constants of
functions from Uf . Since l(x) ≤ f(x) ≤ g(x) for all l ∈ Uf , then Uf ⊂ Ug. For
each l ∈ Ug, its Lipschitz constant is no larger than that of g. Since the Lipschitz
constant of g is M , Lipschitz constants of l ∈ Uf are bounded by M , and so is
their supremum, hence f ∈ Lip(M).
Proposition 3.3. The functions σl(x),σu(x) and g(x) belong to Lip(M) ∩
MonV .
Proof. It is sufficient to establish that σl(x), σu(x) ∈ Lip(M) ∩MonV , as
their half-sum will share this property. Consider the lower estimate σl(x). We
prove the assertion for each function
hkl (x) = y
k −M ||(xk − x)V+||.
The pointwise maximum of hkl (x) shares the properties of monotonicity and
Lipschitz condition.
To prove monotonicity with respect to the i-th variable, i ∈ V, fix the other
components of x. Let x, z ∈ Rn, zj = xj , j 6= i and zi ≥ xi. Then z ºV x.
||(xk − x)V+|| = max{xki − xi, 0} ≥ max{xki − zi, 0} = ||(xk − z)V+||.
Consequently
hkl (x) = y
k −M ||(xk − x)V+|| ≤ yk −M ||(xk − z)V+|| = hkl (z).
To prove Lipschitz continuity, note that functions
ρ1(x) =M ||(xk − x)V+|| and ρ2(x) =M ||xk − x||
are convex on Rn, satisfy ρ1(x) ≤ ρ2(x), and ρ2 ∈ Lip(M). By Proposition 3.2
ρ1 ∈ Lip(M), and consequently hkl (x)(x) = yk − ρ1(x) is in Lip(M).
The proof for the upper estimate reduces to the previous case by interchanging
the signs of the function and the arguments, i.e., using −σu(−x).
Finally we also mention that σl(x),σu(x) and g(x) depend continuously on the
abscissae of the data xk, since the functions h(x, y) = ||(x− y)V+|| continuously
depend on both variables.
Summarizing this section, we obtained explicit tight upper and lower bounds
on the values of any function f ∈ Lip(M)∩MonV interpolating the data, which
are given in Eq. (3.3). We proved that functions σu and σl themselves belong to
Lip(M) ∩MonV , and that the optimal interpolant g = 12 (σl + σu) also belongs
to this set. The algorithmic implementation of formulae (3.3) is straightforward.
The computational complexity is O(nK), and the method is computationally
stable and immune to accumulation of roundoff errors. (The computational cost
will increase if the Lipschitz constant M has to be estimated from the data, due
to a preprocessing step, discussed in section 5).
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4 Monotone Smoothing
When the data come from an experiment, they typically contain some random
noise, which we want to filter out. The presence of noise means that the data
set will no longer be compatible with our assumptions about f , namely f ∈
Lip(M) ∩MonV . The goal of this section is to develop a method of smoothing
noisy data, so that it becomes compatible with the required conditions. Our aim
is to formulate the smoothing procedure in such a way that it takes the form
of some standard mathematical programming problem, which can be solved by
using a proven technique.
We proceed with building monotone Lipschitz approximation in two steps.
First we will construct the smoothened data set Dˆ, which is compatible with
Lipschitz and monotonicity conditions, and then we will use Eqns. (3.3) and
(2.1) to define the approximation g(x).
Proposition 4.1. The data set D is compatible with the class Lip(M)∩MonV
if and only if the following conditions hold
(4.1) ∀i, j ∈ {1, . . . ,K} : yi − yj ≤M ||(xi − xj)V+||,
where the expression ||(x− z)V+|| is defined as in Proposition 3.1.
Proof. ⇒ We need to prove the existence of a function f ∈ Lip(M)∩MonV
that interpolates the data. Take the function
σl(x) = max
k
(yk −M ||(xk − x)V+||).
We already established in Proposition 3.3 that σl ∈ Lip(M) ∩MonV . Let us
show that σl interpolates the data. From (4.1) it follows that hkl (x
k) = yk ≥
yj−M ||(xj−xk)V+||, therefore σl(xk) = hkl (xk) = yk, and hence σl interpolates
the data.
⇐ Conversely, assume that for some i, j one of the inequalities does not hold,
yi − yj > M ||(xi − xj)V+||.
Then any interpolant f must satisfy
f(xi)− f(xj) > M ||(xi − xj)V+||.
This violates the monotonicity and Lipschitz conditions. To show this consider
three cases.
Case I. xi ºV xj . Then ||(xi−xj)V+|| = ||xi−xj ||, and therefore the Lipschitz
condition is violated
f(xi)− f(xj) > M ||xi − xj ||.
Case II. xi ¹V xj . Then ||(xi − xj)V+|| = 0, and therefore monotonicity
assumption is violated
f(xi)− f(xj) > 0, but xi ¹V xj .
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Case III. None of the above holds. Form vector z, whose components are given
by
zk =
{
max{xik, xjk}, if k ∈ V,
xik otherwise.
Clearly z º xi. We have f(z) ≥ f(xi) > f(xj) by monotonicity, and also
||(xi − xj)V+|| = ||(z − xj)V+|| = ||z − xj ||.
But then the Lipschitz condition is violated
f(z)− f(xj) ≥ f(xi)− f(xj) > M ||(xi − xj)V+|| =M ||z − xj ||.
Let us now formulate an optimization problem, which allows us to construct
the smoothened data set Dˆ = {(xk, yˆk)}, compatible with the class Lip(M) ∩
MonV . We are interested to minimize the so-called empirical L2 risk [23]
1
K
K∑
k=1
|yˆk − yk|2,
or possibly L1 risk, frequently used in robust regression
1
K
K∑
k=1
|yˆk − yk|,
subject to Dˆ being compatible with Lip(M) ∩MonV .
By using Proposition 4.1, and noticing that its condition involves a linear
system of inequality constraints, we now formulate the smoothing problem as
one of the standard mathematical programming problems. Let us denote the
residuals by rk = yˆk − yk. For the least squares problem we have
min
∑K
k=1 r
2
k,
s.t. rk − rj ≤ yj − yk +M ||(xk − xj)V+||,(4.2)
∀j, k ∈ {1, . . . ,K}.
This is a quadratic programming problem, with a sparse matrix. There is a
number of standard methods to solve such a problem [21].
For L1 empirical risk we obtain
min
∑K
k=1 |rk|,
s.t. rk − rj ≤ yj − yk +M ||(xk − xj)V+||,(4.3)
∀j, k ∈ {1, . . . ,K}.
In this case we convert it to a linear programming problem by splitting rk into
positive and negative parts, rk = r+k − r−k , r+k , r−k ≥ 0, so that |rk| = r+k + r−k .
This problem can be solved by the simplex method.
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In choosing a particular algorithm, we need to take into account the sparsity
of the matrix of constraints, as well as its large size (K × (K − 1)). A number
of methods is designed for problems with sparse matrices. Once the optimal
residuals have been found, the smoothened values are computed from y¯k =
yk + rk, and interpolated using (3.3) and (2.1).
5 Estimation of the Lipschitz constant
In the previous sections we assumed that the Lipschitz properties of f were
specified a priori in the form of the Lipschitz constant M . In practice this
information is often unavailable, in which case the Lipschitz constant should be
estimated from the data set D. In this section we examine a number of methods
to estimate M .
First, assume that the data are noiseless. We are interested in obtaining a
value of M , such that the data set is compatible with the class Lip(M)∩MonV .
There are many solutions to this problem, as the sets of Lipschitz functions are
nested in this way: for M1 ≤ M2 : Lip(M1) ⊂ Lip(M2). Then if for some value
M , D is compatible with Lip(M), it is also compatible with larger classes (with
biggerM). We can find the smallest class of Lipschitz functions compatible with
D by using Proposition 4.1. We solve the problem
minM,
s.t. yi − yj ≤M ||(xi − xj)V+||,(5.1)
M ≥ 0.
This can be done by direct computation. The computational overhead isO(nK2).
For noisy data, this approach is not applicable, as it will result in overesti-
mation of M , and consequently in undesired interpolation of noisy data. There
are two standard techniques for estimating the value of a parameter, which con-
trols the approximation scheme, from noisy data, namely sample splitting and
cross-validation. We shall now formulate both methods for monotone Lipschitz
approximation, translate them into optimization problems, and choose adequate
tools for their solution.
Splitting of the sample consists in using one part of the data set to build
an approximation with a fixed parameter M , and using the remaining data to
find an optimal value of M . Subdivide D (randomly) into two non-overlapping
subsets D1 ∪ D2 = D. We will use I1, I2 to denote the corresponding index
sets, i.e., Dj = {(xi, yi) : i ∈ Ij} (j ∈ {1, 2}). We will use D1 to construct the
approximation g using (2.1), (3.3), for any choice of M . We choose the optimal
value M based on how well g predicts the values in the second subset D2, not
used in the construction.
We formulate it as the following optimization problem with respect to the
variable M > 0
min
∑
i∈I2
(g(xi)− yi)2
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where g is given by
g(x) =
1
2
(
min
k∈I1
{yˆk +M ||(x− xk)V+||}+max
k∈I1
{yˆk −M ||(xk − x)V+||
)
.
The last equation involves the smoothened values yˆk(M), found by solving
problem (4.2) (or (4.3)) with a given M . Then we determine the optimal M by
solving the following bi-level optimization problem.
Sample splitting problem
(5.2) min
M≥0
1
4
∑
i∈I2
[
max
k∈I1
(yˆk(M)−Mdki) + min
k∈I1
(yˆk(M) +Mdik)− 2yi
]2
,
where dkj = ||(xk − xj)V+||. The values yˆk(M) = yk + rk(M) are found as a
solution to problem (4.2), which is now written as
minr
∑
i∈I1 r
2
i ,
s.t. ri − rj ≤ yj − yi +Mdij ,(5.3)
∀i, j ∈ I1.
The problem (4.3) is modified analogously.
The objective function in (5.2) is not smooth, nor it is obvious that it will have
a unique minimum. We can use a recently developed Discrete Gradient method
of nonsmooth optimization [4,5], combined with a global search strategy, such as
grid search. The inner problem (5.3) is solved by using quadratic programming
techniques, which handle sparse matrices.
Another popular technique for estimating the value of a parameter, such as
M , is cross-validation. Here we perform multiple splittings of the sample, and
aggregate the results in the following way. Assume some value of M and calcu-
late the approximation to the data set not using the datum (xi, yi). Call this
approximation g(i,M)(x). Then evaluate the error of approximation at xi, i.e.,
|g(i,M)(xi)− yi|. Repeat for all xi. In cross-validation the optimal M is defined
by
Mopt = argmin
M
K∑
i=1
(g(i,M)(xi)− yi)2,
where g(i,M) ∈ Lip(M) is the estimate with parameter M applied to the data
{(x1, y1), . . . , (xi−1, yi−1), (xi+1, yi+1), . . . , (xK , yK)}.
Let us now formulate an optimization problem resulting from the above crite-
ria. From (2.1),(3.3) we have
g(i,M)(xi) =
1
2
(
max
k 6=i
(yˆki(M)−Mdki) + min
k 6=i
(yˆki(M) +Mdik)
)
,
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where yˆki(M) = yk + rik(M), and the superscript index i underlines the de-
pendence of the smoothened yˆki(M) on the excluded datum i. The condition
g(i,M) ∈ Lip(M) ∩MonV can be derived from Proposition 4.1 as
rik − rij ≤ yj − yk +Mdkj ,
∀k, j ∈ {1, . . . , n} \ {i}.
We can now formulate a bi-level optimization problem for the cross-validation
criterion. At the outer level we minimize with respect to M .
Cross-validation problem
(5.4) min
M≥0
1
4
K∑
i=1
[
max
k 6=i
(yˆki(M)−Mdki) + min
k 6=i
(yˆki(M) +Mdik)− 2yi
]2
.
At the inner level, for every fixed M we solve K problems for all i ∈ {1, . . . ,K}
min
∑
k 6=i(r
i
k)
2
s.t. rik − rij ≤ yj − yk +Mdkj ,(5.5)
∀k, j ∈ {1, . . . , n} \ {i}.
As in the case with sample splitting we have a non-smooth optimization prob-
lem (5.4), that can be solved by a combination of the Discrete Gradient method
and grid search. At the inner level we have K quadratic programming problems
with sparse matrices, which all share the same structure.
Once the optimal value for M is found by either sample splitting or cross-
validation, we need to solve problem (4.2) to determine the smoothened data set
D, to which we subsequently apply (3.3) and (2.1).
6 Locally Lipschitz functions
The previous sections detail the set of tools one could use to find an opti-
mal interpolation to scattered multivariate data, under the assumption that the
function generated these data is monotone Lipschitz, from Lip(M) ∩MonV . If
the Lipschitz constant is unknown, it can be derived from the data (noiseless or
noisy) by using the methods of sample splitting or cross-validation.
It may happen, however, that the condition f ∈ Lip(M) defines a too broad
set of possible interpolants. Fig. 3.2 illustrates this situation. We see that the
behavior of f changes with x: the function varies to a greater extent for larger
values of x. In the condition f ∈ Lip(M) we apply the same upper bound on
the Lipschitz constant of f regardless of x, and consequently we overestimate it
on parts of the domain. This section develops a method to take into account
variability of Lipschitz properties of f in its domain.
We employ the notion of locally Lipschitz functions, given as
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Definition 6.1. A function f : X → R is called locally Lipschitz, if for every
x ∈ X, there exists a neighborhood δx, such that
∃M(δx) ≥ 0 : ∀y, z ∈ δx, |f(y)− f(z)| ≤M(δx)||y − z||.
If X is a compact, then locally Lipschitz functions are globally Lipschitz, with
the global Lipschitz constant Msup = sup{M(δx)}. Our purpose is to narrow
down the set of possible interpolants to a smaller subset.
We shall distinguish between two problems: construction of the interpolant
consistent with given local Lipschitz constants and estimating the local Lipschitz
constants from the data. Both problems are interdependent and require an
adequate parameterization of the Lipschitz constants. At the last stage we will
incorporate the condition of monotonicity (which is a global condition).
In general M(δx) is a set function, which is not convenient for algorithmic
purposes. We will employ the notion of local Lipschitz-constant function [9]
Mf (x) = lim
δ↓0
M(δx) = inf
δ>0
M(δx), where
δx = {z : ||z − x|| < δ},
M(δx) = sup
{ |f(y)− f(z)|
||y − z|| : y, z ∈ δx, y 6= z
}
.
Directly from the definition, Mf (x) is upper semicontinuous on X. Some
other properties are discussed in [9]. For instance it is shown that in our finite
dimensional case
Mf (x) = max||v||=1
f ′(x, v),
where f ′(x, v) is Clarke’s derivative
f ′(x, v) = lim
α↓0
sup
y→x
1
α
(f(y + αv)− f(y)).
We denote the set of locally Lipschitz functions, whose local Lipschitz-constant
function is no greater than some M(x) at any x, by LLip(M), and understand
that M varies with x.
The following propositions, whose proofs are given in the Appendix, help es-
tablish the tight upper and lower bounds on functions from LLip(M).
Proposition 6.1. Let M(x) be a local Lipschitz-constant function, and let
a ∈ X be some fixed point. Define on X the function
(6.1) ha(x) = min
γ(a,x)
∫
γ(a,x)
M(r)dr,
where γ(a, x) ∈ X is any rectifiable contour joining a and x. Then ha ∈
LLip(M).
Proposition 6.2. Let M(r) and ha(x) be as in Proposition 6.1. Then if
a function f satisfies f(a) = ha(a) = 0 and f(x) > ha(x) for some x, f 6∈
LLip(M).
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Propositions 6.1 and 6.2 imply that the function ha(x) is the tight upper
bound on any locally Lipschitz function with the local Lipschitz-constant func-
tion M(x), which satisfies h(a) = 0. It follows that the values of any locally
Lipschitz function from LLip(M) interpolating yk = f(xk) are bounded by
yk − hxk(x) ≤ f(x) ≤ yk + hxk(x).
Pointwise minimum and maximum of functions from LLip(M), as well as their
convex combination remain in LLip(M) [9]. Consequently, interpolating the
whole data set D, we obtain the tight bounds
σl(x) = max
k
{yk − hxk(x)} ≤ f(x) ≤ min
k
{yk + hxk(x)} = σu(x),
and the optimal interpolant is given as earlier by
(6.2) g(x) =
1
2
{max
k
{yk − hxk(x)}+min
k
{yk + hxk(x)}}.
Functions σl, σu, g ∈ LLip(M). We assumed that the data set D is compatible
with the specified local Lipschitz-constant functionM(x). In the case of globally
Lipschitz functions (M(x) = const), we recover the formulae (2.2),(2.3).
Next we incorporate monotonicity condition. As earlier, we require that
f(x) ≤ f(y) if x ¹V y, and that the data set is compatible with the class
Lip(M) ∩MonV . Define the following subsets
S(x) = {z ∈ Rn : z ¹V x}, S(x) = {z ∈ Rn : z ºV x}.
The condition yk = f(xk) implies that
∀x ∈ S(xk) : f(x) ≤ yk,
∀x ∈ S(xk) : f(x) ≥ yk.
Proposition 6.3. Let M(x) be a local Lipschitz-constant function, and let
a ∈ X be some fixed point. Define on X the function
(6.3) ha(x) = min
z∈S(x)
min
γ(a,z)
∫
γ(a,z)
M(r)dr.
Then ha ∈ LLip(M) ∩ MonV , and it is the tight upper bound on any f ∈
LLip(M) ∩MonV .
It follows that the tight upper and lower bounds on the values of any f ∈
LLip(M) ∩MonV that interpolates the data are
(6.4) hkl (x) = y
k − hxk(x) ≤ f(x) ≤ yk + hxk(x) = hku(x),
where
hxk(x) = min
z∈S(x)
min
γ(xk,z)
∫
γ(xk,z)
M(r)dr,
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hxk(x) = min
z∈S(x)
min
γ(xk,z)
∫
γ(xk,z)
M(r)dr,
and, as earlier, γ(xk, z) is any rectifiable contour joining xk and z, contained in
X. The optimal monotone interpolant is
(6.5) g(x) =
1
2
{max
k
hkl (x) + min
k
hku(x)}.
Thus the Eqs. (6.4) and (6.5) provide the exact solution to the problem of
locally Lipschitz optimal interpolation. However except for a few special cases,
calculation of the exact bounds in (6.4) is a difficult variational problem, not
suitable for the purposes of numerical approximation. Therefore in the sequel
we discuss an approximate solution to this problem, which would be suitable for
numerical calculations.
We shall approximate functions hkl , h
k
u with radial basis functions
h˜kl (||(xk−x)V+||), h˜ku(||(x−xk)V+||), where zV+ denotes the positive part of vec-
tor z, as in (3.3). It is not difficult to check that as long as h˜kl (t), h˜
k
u(t) are mono-
tone with respect to their (scalar) argument, functions h˜kl (x), h˜
k
u(x) ∈MonV .
Thus our aim is to define suitable monotone univariate functions h˜kl (t), h˜
k
u(t),
with the smallest locally Lipschitz constant function(s)Mk(t), so that the central
approximation g is compatible with the data set D. To simplify calculations we
will identify for each k a single function h˜k(t) = h˜ku(t) − yk = −(h˜kl (t) − yk),
with the property h˜k(0) = 0.
Let us use a linear spline to represent h˜k, with the knots at 0, t1, t2, . . . , tNk .
To calculate h˜k(ti), take all the data within the radius ti from xk, and ensure
the interpolation conditions hold
∀j ∈ J : |yj − yk| ≤ h˜k(||xk − xj ||),
where J = {j : ||xj − xk|| ≤ ti}.
The choice of knots ti can be performed in various ways. Let us identify
the closest neighbors of xk distributed all around it (also called the natural
neighbors). Consider the abscissae of the data set D, {xk}Kk=1.
Definition 6.2. [3, 31] The set
V or(xk) = {x ∈ Rn : ||x− xk|| ≤ ||x− xj ||,∀j 6= k}
is called the Voronoi cell of xk. The collection of Voronoi cells for k = 1, . . . ,K
is called the Voronoi diagram of {xk}.
The graph-theoretical dual to Voronoi diagram is called Delaunay (pre-) tri-
angulation. It is optimal with respect to a number of criteria. The concepts
of Voronoi diagram and Delaunay triangulation are illustrated on Fig.6.1. The
standard n-dimensional technique for their computation is by using convex hull
algorithms [31].
The required neighbors of xk are identified as the vertices sharing an edge with
xk in the Delaunay triangulation. The distance to the furthest natural neighbor
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Figure 6.1: Voronoi diagram of a data set and its Delaunay triangulation.
gives the first knot t1. We obtain a linear function h1k(t) on [0,∞) interpolating
(0, 0) and (t1, z1), with z1 = t1maxj∈J
|yk−yj |
||xk−xj || . The rest of the data x
j are
sorted according to their distance to xk. Whenever |yk−yj | > h1k(||xk−xj ||) for
some j, a new knot t2 = ||xk − xj || is inserted, and a new linear function h2k(t)
interpolating (t1, z1) and (t2, z2), z2 = |yk − yj | is defined. At this stage h˜k =
max{h1k, h2k}. The process repeats until the condition h˜k(||xk − xj ||) < |yk − yj |
holds for all data. The required linear spline is h˜k = max{h1k, h2k, . . . , hNkk }.
Clearly functions h˜k(x) are Lipschitz continuous. The local Lipschitz-constant
function is identified from the data during the construction process. Of course
using locally Lipschitz functions increases the computational cost of both eval-
uating the interpolant and calculation of local Lipschitz parameters. On the
winning side is the ability to better model functions whose behavior changes
within their domain.
Figures 6.2 – 6.6 illustrate the proposed Lipschitz interpolants on a number
of standard test problems: sharp rise function (see [18]), aluminium equation
of state data (see [11, 14]), as well as on monotone functions in more than two
variables (triangular norms [10]). The Euclidean norm in the Lipschitz condition
was used in all examples.
7 Conclusion
We presented a new approach to multivariate scattered data interpolation
and smoothing, which preserves monotonicity with respect to one or several
variables. It is based on the assumption that the data were generated by a
Lipschitz continuous function f . In this case, our method provides the optimal
uniform approximation to f in the worst case scenario, with tight error bounds.
We have shown that compatibility of the data set with the Lipschitz and
monotonicity conditions can be formulated as a system of linear inequalities, and
translated the smoothing problem into either quadratic or linear programming
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Figure 6.2: Monotone Lipschitz interpolation of the sharp rise function (cf. [18]).
Figure 6.3: Monotone local Lipschitz interpolation of the sharp rise function.
problem. The usefulness of this result is that standard mathematical program-
ming methods can be applied.
We also developed methods for estimation of the unknown Lipschitz constant
from noiseless and noisy data. In the latter case we used sample splitting and
cross-validation techniques, which we formulated as non-smooth bi-level opti-
mization problems. We indicated which modern optimization tools can solve
such problems. Finally, we extended our approach to locally Lipschitz func-
tions, and identified the algorithms that can be used in this case.
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Figure 6.4: Monotone local Lipschitz interpolation of the aluminium state data [11,14].
The data are marked with circles.
Figure 6.5: Monotone Lipschitz interpolation of a Yager triangular norm [10]
f(x1, x2) = max(0, 1−
√
(1− x1)2 + (1− x2)2) using 100 data points on a rectangular
grid.
Preservation of monotonicity of approximation in the case of several variables
is an important issue in many applications. The presented approach easily deals
with any number of variables, is applicable to scattered data, is computationally
efficient, and immune to accumulation of roundoff errors.
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Figure 6.6: Monotone local Lipschitz interpolation of the 3-Π uninorm [10], given by
f(x1, x2, . . . , xn) =
∏
xi∏
xi+
∏
(1−xi) . Note that the Lipschitz constant changes inside the
domain (and the function is in fact discontinuous at (0, 1), (1, 0)).
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Appendix
Proposition 7.1. Let M(x) be a local Lipschitz-constant function, and let
a ∈ X be some fixed point. Define on X the function
(7.1) ha(x) = min
γ(a,x)
∫
γ(a,x)
M(r)dr,
where γ(a, x) is any rectifiable contour joining a and x. Then ha ∈ LLip(M).
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Proof. Proof. We need to prove that Mha(x) = max||v||=1 ha
′(x, v) ≤M(x),
i.e.,
max
||v||=1
lim
α↓0
sup
y→x
1
α
(ha(y + αv)− ha(y)) ≤M(x).
Denote by γ∗ the contour on which the minimum in (7.1) is reached. Since∫
γ∗(a,y+αv)
M(r)dr ≤
∫
γ∗(a,y)
M(r)dr +
∫
Γ(y,y+αv)
M(r)dr,
where Γ(a, b) denotes the segment of a straight line joining a and b, we have
ha(y + αv)− ha(y) ≤
∫
Γ(y,y+αv)
M(r)dr ≤ α||v|| max
t∈Γ(y,y+αv)
M(t).
Denote the ball αy = {z : ||z − y|| < α}, which can also be written as αy =
∪u:||u||<αΓ(y, y + u). We have
max
||v||=1
max
t∈Γ(y,y+αv)
M(t) = sup
r∈αy
M(r) =M(αy).
Then
max
||v||=1
lim
α↓0
sup
y→x
1
α
(ha(y+ αv)− ha(y)) ≤ lim
α↓0
sup
y→x
M(αy) = lim sup
y→x
M(y) =M(x).
We shall need the following simple Lemma.
Lemma 7.2. Let f, h : R → R be locally Lipschitz, and f(a) = h(a), ∀t ∈
(a, T ] : f(t) > h(t). Then there exists a subset σ ⊂ (a, T ) of non-zero measure,
such that ∀ξ ∈ σ : f ′(ξ) > h′(ξ).
Proof. By the Rademacher Theorem f, h are differentiable almost every-
where. Assume f ′(ξ) ≤ h′(ξ) for all ξ except on a subset of zero measure. Then
f(T )− f(a) =
∫ T
a
f ′(t)dt ≤
∫ T
a
h′(t)dt = h(T )− h(a),
which contradicts the assumption that f(T ) > h(T ).
Proposition 7.3. Let M(r) and ha(x) be as in Proposition 7.1. Then if
a function f satisfies f(a) = ha(a) = 0 and f(x) > ha(x) for some x, f 6∈
LLip(M).
Proof. First we prove that Mha(x) = M(x). For this consider a contour γ
∗
on which the expression in (7.1) reaches its minimum. Parameterize this contour
using the arc length s, r = r(s), 0 ≤ s ≤ S. Then
ha(x) = h(S) =
∫ S
0
M(r(s))ds.
h(S) is a differentiable function of its parameter and h′(S) =M(r(S)).
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If r(s) is smooth at S, then let v be the unit tangent vector to r at S. Then
Clarke’s derivative
h′a(x, v) = h
′(S) =M(x).
Combining with the result of Proposition 7.1 we have
Mha(x) =M(x).
Let us have a function f : f(a) = ha(a) = 0 and f(x) > ha(x) for some x.
If f is not locally Lipschitz, the proof ends. Otherwise f(r) > ha(r) in some
neighborhood of x as well. Consider again the contour γ∗, parameterized by its
arc length s ∈ [0, S]. Take the interval [s0, S], where s0 = sup{s : f(r(s)) ≤
ha(r(s))}. Clearly such s0 < S exists (at the very least the inequality holds at
0).
We now apply Lemma 7.2 on the interval [s0, S]. The functions f(r(s)) and
ha(r(s)) satisfy the conditions of the Lemma. Then on some subset of non-
zero measure ∀ξ ∈ σ : f ′(r(ξ)) > h′a(r(ξ)) = M(r(ξ)). Then the local Lipschitz
constant of f Mf (r) ≥ f ′(r(ξ), v) > M(r(ξ)).
Proposition 7.4. Let M(x) be a local Lipschitz-constant function, and let
a ∈ X be some fixed point. Define on X the function
(7.2) ha(x) = min
z∈S(x)
min
γ(a,z)
∫
γ(a,z)
M(r)dr.
Then ha ∈ LLip(M) ∩ MonV , and it is the tight upper bound on any f ∈
LLip(M) ∩MonV .
Proof. Obviously, 0 ≤ ha(x) ≤ ha(x) and hence it belongs to LLip(M). To
prove monotonicity, take y ∈ S(x). Then S(y) ⊆ S(x), and therefore
ha(y) = min
z∈S(y)
min
γ(a,z)
∫
γ(a,z)
M(r)dr ≥ min
z∈S(x)
min
γ(a,z)
∫
γ(a,z)
M(r)dr = ha(x).
Thus ha ∈ LLip(M) ∩MonV .
Now take any f ∈ LLip(M) : f(a) = 0. Suppose f(x) > ha(x). Thus
min
z∈S(x)
min
γ(a,z)
∫
γ(a,z)
M(r)dr < f(x).
Let y ∈ S(x) be the point at which the minimum in the above expression is
reached. Using Proposition 7.3, f(y) ≤ ha(y), i.e.,
f(y) ≤ min
γ(a,y)
∫
γ(a,y)
M(r)dr.
But this implies f(y) < f(x), although y ºV x, hence f 6∈MonV .
