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Accurate prediction of the water properties from a low-cost ab-initio method still a foremost
problem for chemists and physicist. Though density functional approaches starting from semilocal
to hybrid functionals are tested, those are not efficiently performed for all the properties together,
especially, considering energies, conformal ranking, structural and dynamics of water. Also, the in-
clusion of the long-range van der Waals (vdW) interaction does not improve the ordering stability of
isomer. However, relying on the simple revision of the Tao-Mo (revTM) semilocal meta-generalized
gradient approximations, we demonstrate that all properties of the water can be accurately pre-
dicted. A consistent improvement over several popular ab-initio methods is achieved, indicating the
accuracy of this method for describing hydrogen bonding of water.
I. INTRODUCTION
Density functional theory (DFT)1 is the de-facto stan-
dard method to calculate the electronic properties of
molecules, solids, and liquids. DFT, which relies on the
accuracy of the different levels of exchange-correlation
(xc) approximations2–44, performs remarkably for dif-
ferent interactions with or without weak dispersion
correction26,45–67. In spite of its successes, describing
the order of stability and the energetics of low-lying wa-
ter cluster ((H2O)n) isomer (e.g. for the hexamer (n = 6)
and pentamer (n = 5)), and different ice phases are great
challenges for semilocal DFT68. There have been sev-
eral research works devoted, mainly on the accuracy of
a particular theoretical method for liquid water and ice
phases69–74. Experimentally, also, a lot of attention has
been paid on the binding nature and conformal ranking of
different low-lying water isomer and ice phases68,70,75–77.
Physically, the interactive nature of the water is hy-
drogen (H) bonded. In the H-bond, a non-negligible elec-
tronic charge overlap happens between the bonding con-
stituents, whose interaction nature is neither fully den-
sity overlap (like covalent bonds) nor weak van-der-Waals
(vdW) forces. In H-bonding both the charge transfer
(CT) and dipole interactions (DI) effects are observed78.
The H-bond holds the water in its liquid, gas or crys-
tal ice form, and the H-bonding potential energy sur-
faces can be modelled using several methods based on the
properties of the electronic density, such as the theory of
atoms in molecules79–81, and the noncovalent interaction
index82,83.
Based on several experimental and theoretical confir-
mations, there exist five to eight low-lying energy iso-
mer of the water hexamer in nature84–86. Moreover, iso-
mer for the trimer, tetramer, pentamer and higher or-
der cluster are also found87–89. Besides, several phases
of ice have been also found 90–92. However, the correct
prediction of the ordering, stability and most preferred
structure of the water isomer and ice phases, is a diffi-
cult problem for theoretical methods68,93,94. In this re-
gard, several ab-initio studies have been performed on
the level of accurate wavefunction (Møller-Plesset pertur-
bation theory (MP2) and quasi-perturbative connected
triple excitations (CCSD(T)))68,95–97, diffusion Monte
Carlo (DMC)93 and density functional68,71,93,98. The sta-
ble isomer of the water hexamer95 are the prism, cage,
book1, book2, bag, cyclic-chair, cyclic-boat2, and cyclic-
boat2, and those are utilized for benchmark performance
of different wavefunction and density functional based
approaches68,93,95–97. Though the CCSD(T), MP2 and
DMC predict correctly the order of stability of these
water isomer, their computational costs are expensive.
Hence, the most preferred method is the density func-
tional semilocal approach.
Regarding the performance of semilocal DFT for wa-
ter, different xc functionals behave differently to describe
the H-bond, which is relatively weaker than the covalent
interaction but stronger than the pure dispersion bond,
being comparable in magnitude with the CT and DI in-
teractions. Moreover, in a system like water, there is a
competition between the covalent, H-bond and dispersion
bonds68 and a good semilocal or vdW corrected func-
tional must be able to describe all these bonds in order
to perform quite conventionally for water.
In several previous studies, the bare semilocal xc
functionals and long-range corrected hybrids, together
with their dispersion corrected versions have been tested
for the water hexamer71,93,94,96. Considering the re-
cent progress on semilocal DFT, it was shown that the
Strongly Constrained and Appropriately Normed Semilo-
cal Density Functional (SCAN)37 functional performs
quite well for the different phases of water, isomer and
ice, being also very accurate for the polarizability, dipole
moments and diffusion coefficient71. It can accurately de-
scribe the short and intermediate range of non-covalent
interactions, being capable to capture the H-bonding na-
ture of the water. However, SCAN overestimates the
total energies of the water hexamer isomer and cluster,
comparing with the MP293–97, and CCSD(T) results86.
Note that the MP2 and CCSD(T) within complete basis
set limit (CBS) methods are considered as the state-of-
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FIG. 1. Exchange enhancement factor Fx(s, α) of TM,
revTM, and SCAN meta-GGA functionals as a function of
the reduced gradient s (upper panel) and of the Pauli kinetic
energy enhancement factor α (lower panel).
art for the reference energies of water isomer, and they
are using for benchmarking xc functionals95–97.
In this paper, we investigate the behavior of the re-
cently proposed meta-generalized gradient approxima-
tions (meta-GGAs) for the relative energies of the differ-
ent low-lying water isomer and cluster, conformal rank-
ing, vibrational frequencies, and properties of ice phases.
Keeping in mind that there are several previous stud-
ies68, we consider only selected semilocal xc functionals
in this work. We restrict ourself only on the level of
semilocal approximations because of their simplicity and
quick output for studying large water cluster. We are
mainly focusing on the performance of the recently pro-
posed Tao-Mo (TM)38 meta-GGA and its revised form
(revTM)42. For comparison, the PBE and SCAN results
are also included. The present paper is arranged as fol-
lows: In the next section, we describe the methods and
showing a brief outline of the TM and revTM function-
als. Following this, we discuss the obtained results and
comparison of different functionals. We summarize and
conclude our results lastly.
II. THEORY
Our starting point is the construction of the TM38 and
revTM42 functionals. In DFT, the xc energy functional
is defined as,
Exc =
∫
dr ρ(r) ǫxc(r) , (1)
where ρ is the electron density and ǫxc(r) is the xc energy
per particle. The meta-GGA exchange functional is,
Ex =
∫
dr ρ(r) ǫunifx (r)Fx(ρ,∇ρ, τ
KS) , (2)
where τKS is the KS kinetic energy density, Fx is the
exchange enhancement factor, and ǫunifx is the exchange
energy per particle of the uniform electron gas. In Ref.42,
the construction of the revTM is discussed in detail along
with the TM functional. Here, we only focus on the key
differences of the two functionals. The TM exchange en-
hancement factor38 is given by
FTMx = wF
DME
x + (1− w)F
sc
x , (3)
where w is a weighting factor, FDMEx is the density ma-
trix expansion (DME) based semilocal exchange enhance-
ment factor and F scx is the enhancement factor of the
fourth-order gradient expansion (GE4) exchange energy.
The DME part is accurate for the localized systems such
as atoms and molecules, whereas the GE4 is accurate
for slowly varying solid-state systems. See Refs.38,42 for
details.
In the revTM functional, the DME part remains un-
altered, whereas the slightly different form of the F scx is
proposed. The F scx of TM functional is given by
F scx = {1 + 10[(10/81+ 50p/729)p+ 146q˜
2/2025
−(73q˜/405)[3τW/(5τ)](1 − τW /τ)]}
1/10 ,
(4)
where p = s2 with s = |∇ρ|/[2(3π2)1/3ρ4/3] being the
reduced gradient, and q˜ = (9/20)(α− 1) + 2p/3 is finite
near the nucleus (where α ≈ 0 and s ≈ 0.4) and oth-
erwise mimics the reduced Laplacian of the density (a.i.
q = |∇2ρ|/[4(3π2)2/3ρ5/3]) outside of the nuclear region.
Here α = τ−τWτunif is the Pauli kinetic energy enhancement
factor used as a meta-GGA ingredient, being also an iso-
orbital indicator, τW =
|∇ρ|2
8ρ is the von Weizsa¨cker ki-
netic energy density, and τunif is the kinetic energy den-
sity of the uniform electron gas. The difference of the
TM and revTM in the exchange part comes from the
construction of the q˜. Instead of the above defined q˜ as
used in the TM functional, in revTM a slightly modified
q˜b =
9(α−1)
20[1+bα(α−1)]1/2
+ 2p3 is considered with b = 0.40
99.
Due to this modification, the revTM functional behaves
differently in the region α >> 1 (recognized as the over-
lapping closed shells54) and s ≈ 0. The α >> 1 region,
where F revTMx ≤ F
TM
x by construction, is found in the
bonds of the H-bond, CT, and DI complexes.
3In Fig. 1 we show a comparison of the TM, revTM,
and SCAN meta-GGA enhancement factors. In the up-
per panel we plot Fx(s, α = 10) versus s. The differ-
ence between TM and revTM is decreasing when s in-
creases, being maximum at s = 0, and vanishing at
s ≈ 3.5. However, both TM and revTM exchange
enhancement factors increase monotonically, enhancing
over the Local Density Approximation (LDA) (note that
FLDAx = 1). Oppositely, SCAN shows important de-
enhancement (FSCANx ≤ 1), with a hill-like structure.
Large values of α, such as α = 10, are present in non-
covalent bonds and in the tail of the density due to the
degenerate valence shells.
In the lower panel of Fig. 1, we plot Fx(s = 0, α) versus
α. The revTM remains almost steady for the whole range
of the α, whereas the TM monotonically increases from
α ≥ 1, and SCAN decreases. At α = 0, TM and revTM
are close to LDA, while SCAN approaches its maximum
value of 1.17437. At α = 1, all functionals recover, by
construction, the LDA behavior. Note that always s =
0 in the middle of any bond, while α ≈ 1 for strong
bonds (e.g. covalent bonds), α ≥ 1 for weak bonds (e.g.
non-covalent bonds), and α ≈ 0 in the bonds where the
valence atomic shells are non-degenerate (e.g. H2, Be2).
The TM correlation functional is just a modified TPSS
correlation with an improved performance in the low-
density limit38. The β = 0.066725 parameter used in
the TM functional is same as TPSS and PBE, represent-
ing the second-order coefficient of the correlation energy
gradient expansion in the high-density limit. But, in the
revTM β is changed to βrevTPSS(rs) = 0.066725(1 +
0.1rs)/(1 + 0.1778rs), which is the correct, density-
dependent second-order coefficient. Here rs is the bulk
parameter (also called Wigner-Seitz radius). Apart from
this modification, the revTM keeps all the good proper-
ties of the TM correlation energy functional. Note that
the change in the correlation part bit improves the atom-
ization energies of molecules42.
In order to better understand and quantify the dif-
ferences between the considered functionals, we report
in Table I a comparison between PBE, SCAN, TM and
revTM for the H-bond (HB6 test set100), dipole-dipole
interaction (DI6 test set100), and charge transfer interac-
tion (CT7 test set100). All these tests (HB6, DI6, and
CT7) are representative, well-known and widely used.
For all the systems, with the exception of NH3-ClF
charge-transfer complex, the revTM gives smaller devia-
tions than TM, mainly due to the less exchange enhance-
ment shown in Fig. 1. Moreover, for all the tests, revTM
improves over TM, showing the best performance, and
implicitly the best overall error (TMAE=1.09 kcal/mol).
FIG. 2. Shown is the percentage deviation in binding energy
per monomer, for different meta-GGA functionals compared
to the MP2 reference, of the four water hexamer shown in
Table II.
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FIG. 3. Deviation (result - reference) of the different func-
tionals for the water hexamer of Table III (upper panel) and
water pentamer of Table IV (lower panel). Only meta-GGA
functionals are considered here.
4TABLE I. The reference values of the interaction energies, and the deviations (result - reference) obtained from several xc
functionals, for the HB657,100, DI657,100 and CT757,100 representative test sets. The 6-311++G(3df,3pd) basis set within
NWCHEM code is used42. All values are in kcal/mol. We also report the mean error (ME) and mean absolute error (MAE)
for each test, and the overall total ME (TME), and total MAE (TMAE). Best (T)MAE is in bold style.
Complex Ref. PBE SCAN TM revTM
HB6 (kcal/mol)
NH3-NH3 3.1 0.0 0.3 0.0 -0.2
HF-HF 4.6 0.3 1.1 0.4 0.1
H2O-H2O 5.0 0.2 0.7 0.1 0.0
NH3-H2O 6.4 0.5 0.6 0.1 0.1
HCONH2-HCONH2 14.9 -0.6 1.1 -0.2 -0.7
HCOOH-HCOOH 16.1 0.3 1.8 0.4 0.0
ME 0.1 0.9 0.1 -0.1
MAE 0.3 0.9 0.2 0.2
DI6 (kcal/mol)
H2S-H2S 1.7 0.0 -1.7 0.0 -0.2
HCl-HCl 2 -0.1 0.6 0.1 -0.1
HCl-H2S 3.4 -0.7 0.2 0.5 0.4
CH3Cl-HCl 3.5 0.1 1.7 0.5 -0.1
HCN-CH3SH 3.6 0.1 0.8 0.2 -0.2
CH3SH-HCl 4.2 -1.4 2.0 1.7 1.2
ME -0.3 0.6 0.5 0.2
MAE 0.4 1.2 0.5 0.4
CT7 (kcal/mol)
C2H4-F2 1.06 2.14 1.84 2.14 1.84
NH3-F2 1.81 3.49 2.59 3.19 2.89
C2H2-ClF 3.81 2.29 3.49 2.99 2.59
HCN-ClF 4.86 0.94 0.64 1.24 0.94
NH3-Cl2 4.88 3.02 2.52 3.02 2.82
H2O-ClF 5.36 1.84 2.34 2.44 2.14
NH3-ClF 10.62 6.28 6.48 5.78 5.88
ME 2.86 2.84 2.97 2.73
MAE 2.86 2.84 2.97 2.73
TME 0.88 1.46 1.20 0.93
TMAE 1.19 1.65 1.22 1.09
III. RESULTS AND DISCUSSIONS
A. Water isomer
In Table II, we present the binding energies per
monomer of four low-lying isomer of the water hexamer
(prism, cage, book and cycle), obtained from the PBE,
SCAN, TM and revTM functionals, using the MP2 op-
timized geometries93. For the reference energy bench-
marks we consider the MP286,93,94, CCSD(T)/CBS95,
and DMC93 values. Note that, the MP2 is the stan-
dard procedure for benchmarking the water hexamer as
it is used in different works86,93,94,96,97,107–109. Consid-
ering earlier attempts, it was shown that GGA (PBE)
and GGA with vdW correction (GGA+vdW) function-
als predict wrong energy ordering of the water hexamer93,
whereas, SCAN meta-GGA gives the correct ordering98.
In Table II, it is shown that along with SCAN, the TM
and revTM functionals also predict the correct ordering
and stability (prism > cage > book > cycle) of these
water hexamer. Moreover, the obtained energies from
revTM functional agree closely with that of the MP2,
DMC, and CCSD(T) results. On the other hand, the
TM functional is close to the CCSD(T) results, while
SCAN functional shows the most overestimation ten-
dency within the considered functionals. The remarkable
performance of the revTM functional is shown in Fig. 2,
where we also plot the relative errors (in %) of SCAN,
TM and revTM meta-GGAs.
Next we focus on the relative stability of different
low-lying isomer of the water hexamer, with respect to
the prism structure, which is the most stable. Our re-
sults are summarized in Table III. Note that the predic-
tion of accurate relative energies is still a long-standing
problem. Very recently, it was shown that the SCAN
meta-GGA performs efficiently and predicts the cor-
rect order of stability, but the relative binding ener-
gies of each hexamer with respect to the prism struc-
ture, are overestimated71,72,98,110,111. In our present
study, we also found a similar tendency for the SCAN
functional. However, from Table III, we observe that
the revTM functional performs remarkably and get-
ting the absolute binding energies in very good agree-
ment with the CCSD(T)/CBS reference. The revTM
functional obtains the smallest mean absolute error
5TABLE II. Binding energies per monomer (in meV/H2O) of four water hexamer obtained from different functionals. The
reference MP2, CCSD(T) and DMC reference values are taken from Refs.93. The MP2 optimized geometries93 are considered
for single-point energy calculations. The aug-cc-pVTZ basis set is used. The most stable structure is in bold style.
Methods Prism Cage Book Cycle
MP2 332.3 331.9 330.2 324.1
DMC 331.9 329.5 327.8 320.1
CCSD(T) 347.6 345.5 338.9 332.5
PBE 336.1 338.1 344.0 341.7
EPBE-EMP2 3.8 6.2 13.8 17.6
EPBE-EDMC 4.2 8.6 16.1 21.6
EPBE-ECCSD(T ) -11.5 -7.4 5.1 9.2
SCAN 377.4 375.5 369.7 359.3
ESCAN -EMP2 45.0 43.6 39.5 35.2
ESCAN -EDMC 45.5 46.0 41.9 39.2
ESCAN -ECCSD(T ) 29.8 30.0 30.8 26.8
TM 354.7 342.6 330.6 316.8
ETM -EMP2 22.4 10.7 0.34 -7.3
ETM -EDMC 22.8 13.1 2.8 -3.3
ETM -ECCSD(T ) 7.1 -2.9 -8.3 -15.7
revTM 333.1 331.4 328.0 320.0
ErevTM -EMP2 0.8 -0.5 -2.2 -4.1
ErevTM -EDMC 1.2 1.9 0.2 -0.1
ErevTM -ECCSD(T ) -14.5 -14.1 -10.9 -12.5
TABLE III. Relative binding energies (with respect to the prism structure) for different low-lying energy isomer of the water
hexamer. The reference values are from high-level wavefunction calculations (CCSD(T)/CBS of Ref.95). The MP2/aug-cc-
pVTZ level geometries97 , and the aug-cc-pVTZ basis set are used. All results are in kcal/mol. Best calculated values are in
bold style.
Methods Cage Book1 Book2 Bag Chair Boat1 Boat2 ME MAE
Ref. 0.25 0.72 1.02 1.62 1.80 2.79 2.85 − −
PBE -0.27 -1.07 -0.81 -0.06 -0.76 0.29 0.46 -1.90 1.90
SCAN 0.25 1.05 1.34 1.91 2.50 3.56 3.69 0.46 0.46
TM 0.66 2.32 2.58 3.08 4.22 5.17 5.28 1.75 1.75
revTM 0.24 0.71 0.98 1.68 1.82 2.81 2.94 0.02 0.03
(MAE=0.03 kcal/mol), that is an order of magnitude
better than SCAN (MAE=0.46 kcal/mol). Whereas, the
TM functional tends to overestimate the binding energies
(MAE=1.75 kcal/mol), but still gives the correct order-
ing between the hexamer. In the upper panel of Fig 3,
we plot the deviations (result - reference) of meta-GGA
functionals, for all considered isomer, showing that the
revTM functional is almost exact.
To stress on the remarkable performance of revTM
functional, in Table IV, we also consider the relative bind-
ing energies of the low-lying water isomer for the tetramer
(n = 4) and pentamer (n = 5), and compare those with
the CCSD(T)/CBS level theory101. For the pentamer
structures, the cycle (5-CYC) is the most stable struc-
ture. In this case also, the revTM functional performs
remarkable well and reproduce the correct ordering, with
exception of the 5-FR-C pentamer where all functionals
wrongly predict it to be before the 5-FR-A isomer. The
SCAN functional is the second-best performer, while the
TM functional fails not only to show the correct order,
but also gives 5-CA-C as the most stable structure, in-
stead of 5-CYC. This is an important shortcoming of the
TM meta-GGA which revTM functional is able to solve
it. Finally, in the lower panel of Fig. 3, we also plot the
deviations in the relative binding energies of these wa-
ter pentamer. From this plot one can also observe that
the revTM functional is performing best compared to the
others.
In the simpler case of the tetramer, all functionals
show the correct order between the 4-S4, 4-Ci, and 4-
Py isomer. However, the relative binding energies be-
tween the 4-Ci and 4-Py are: 2.7 kcal/mol for reference,
4.27 kcal/mol for PBE, 2.84 kcal/mol for SCAN, 1.58
kcal/mol for TM, and 2.78 kcal/mol for revTM.
B. Water cluster
Let us now consider the small water cluster (with most
stable structure) to assess the quality of the different
functionals. The results of the dimer, trimer, tetramer,
and pentamer are presented in Table V. These small wa-
ter cluster have been used to test the performance of
several density functionals69. However, We observe the
remarkable accuracy of the revTM functional with the
smallest overall error (MAE=2.4 meV/H2O), followed
by TM (MAE=5.8 meV/H2O), and PBE (MAE=9.7
meV/H2O), while SCAN strongly overestimates the dis-
6TABLE IV. Comparison of relative binding energies with respect to the most stable structure (a.i. 4-S4 for tetramer and 5-
CYC for pentamer) of water tetramer and pentamer low-lying energy isomer 101, using different methods. The CCSD(T)/CBS
reference values are taken from101 . The RI-MP2/aVDZ optimized coordinates101 and the aug-cc-pVTZ basis set are used. All
results are in kcal/mol. Best calculated values are in bold style.
4-Ci 4-Py 5-FR-B 5-CA-C 5-CA-A 5-CA-B 5-FR-A 5-FR-C
Ref. 0.85 3.55 1.14 1.32 1.47 2.19 2.88 3.57
PBE 0.89 5.16 2.42 3.32 3.65 4.07 4.62 3.95
SCAN 0.95 3.79 1.15 1.04 1.29 1.97 3.53 2.75
TM 0.89 2.47 0.15 -0.58 -0.38 0.30 2.36 1.62
revTM 0.88 3.66 1.13 1.21 1.46 1.98 3.28 2.59
TABLE V. Comparison of different functionals for four different stable water cluster ((H2O)n, with n = 2 to 5). The MP2/CBS
reference dissociation energies per monomer (in meV/H2O) are taken from
69. The single point energy calculations are done
with MP2/aug-cc-pVTZ level geometries69 . In parentheses we report the percentage deviation from the dissociation energy of
the dimer. The aug-cc-pVTZ basis set is used. Best calculated values are in bold style.
Methods Dimer Trimer Tetramer Pentamer ME MAE
MP2 215.8 228.5 (5.9) 299.9 (38.9) 314.4 (45.7) − −
PBE 219.2 231.1 (5.4) 314.3 (43.4) 332.7 (51.8) 9.7 9.7
SCAN 235.1 256.6 (9.1) 335.9 (42.8) 350.8 (49.2) 30.0 30.0
TM 217.2 241.1 (11.0) 306.5 (41.1) 317.0 (46.0) 5.8 5.8
revTM 209.4 228.5 (9.1) 299.0 (42.8) 312.2 (49.1) -2.3 2.4
sociation energies giving MAE=30.0 meV/H2O. To in-
corporate the H bond strength, in Table V we also re-
port, for each functional, the percentage deviation in dis-
sociantion energy per monomer, of the trimer, tetramer,
and pentamer with respect to the dimer. From these
results we observe that all the functionals perform equiv-
alently. However, the revTM functional is a bit closer to
the SCAN functional.
C. Performance for the WATER27 subset
The remarkable accuracy of the revTM functional is
also proved from Table VI, where we consider the bind-
ing energies of the 27 neutral, positively, and nega-
tively charged water cluster (WATER27) from the well
known GMTKN55 test set63. This test set consists of
10 neutral (H2O)n structures (with 2 ≤ n ≤ 8), 4 iso-
mer of (H2O)20, 5 protonated water cluster of the form
H3O
+(H2O)n (with 1 ≤ n ≤ 6), 7 deprotonated cluster
of the form OH−(H2O)n (with 1 ≤ n ≤ 6), and 1 mixed
hydroxonium-hydroxide zwitterion. Results of Table VI
indicate the astonishing performances of both TM and
revTM with overall errors smaller than 1.5 kcal/mol, fol-
lowed by PBE (TMAE=2.35 kcal/mol). In this case,
the SCAN functional deviates most (with TMAE=7.4
kcal/mol), showing a quite modest performance espe-
cially for the isomer of (H2O)20.
D. Structural and vibrational properties
In Table VII we report the bond length, bond an-
gle, dipole moment and static polarizability of the water
monomer. We observe that TM and revTM functionals
perform similarly, being slightly better than PBE, but
noticeably worse than SCAN meta-GGA. Both TM and
revTM overestimate the bond length and static polar-
izability, and underestimate the bond angle and dipole
moment
To assess the functionals for the harmonic vibrational
frequencies of the water, we consider several water cluster
(H2O)n (n = 1− 5), and isomer (n = 6). The full results
are provided in Ref.104, and here we summarize them
in Table VIII and Fig 4. As reference, we considered
the CCSD(T) results from Refs.101,112,113. For the water
monomer, we obtain the same trend as in Table VII, with
SCAN being remarkably accurate (MARE= 0.7%), while
TM (MARE=2.8%) and revTM (MARE=2.8%) being
slightly better than PBE (MARE=3.6%), which gives
the worse performance. On the other hand, for all the
other systems, from dimer to hexamer, SCAN works in
line with, and sometimes worse than PBE, giving large
errors (6.1 % ≤ MARE ≤ 15.8%). These results are
also in agreement with Tables II and V, where SCAN
gives significant overestimation of the binding energies
of the water cluster. Finally, we observe that TM and
revTM perform accurately for the harmonic vibrational
frequencies, being able to describe all the systems within
MARE≤5.1 %. They are very good especially for lower
frequencies ν < 1000 cm−1, whereas SCAN is the slightly
better functional for higher frequencies (ν > 1000 cm−1).
Note that PBE functional overestimates the vibrational
frequencies for ν < 1000 cm−1 and underestimates the
same for ν > 1000 cm−1.
7TABLE VI. The reference values and the deviations (result - reference) obtained from xc functionals, for the WATER27 test
set63. The CCSD(T)-F12/CBS reference values are taken from Ref.102. The def2-QZVPD basis set is used. All values are in
kcal/mol. Best MAE are in bold style.
Complex Ref. PBE SCAN TM revTM
neutral (kcal/mol)
(H2O)2 4.974 0.082 0.420 0.010 -0.167
(H2O)3 cyclic 15.708 0.262 1.903 0.850 0.008
(H2O)4 cyclic 27.353 1.519 3.333 0.720 0.041
(H2O)5 cyclic 35.879 2.299 4.211 0.459 -0.117
(H2O)6 prism 45.988 0.096 5.351 2.351 -0.531
(H2O)6 cage 45.733 0.697 5.412 2.029 -0.432
(H2O)6 book 45.292 2.016 5.269 1.052 -0.291
(H2O)6 cyclic 44.296 2.765 4.990 0.297 -0.306
(H2O)8 cube (D2d) 72.490 1.492 8.215 2.427 -0.886
(H2O)8 cube (S4) 72.454 1.515 8.262 2.426 -0.875
(H2O)20 dodecahedron 197.804 9.163 21.009 1.101 -3.450
(H2O)20 fused cubes 207.534 -2.506 20.763 6.356 -5.775
(H2O)20 face-sharing 207.763 -0.464 20.259 4.029 -6.331
(H2O)20 edge-sharing 209.081 1.415 20.687 3.835 -5.417
ME 1.454 9.292 1.996 -1.752
MAE 1.878 9.292 1.996 1.759
protonated (kcal/mol)
(H3O)
+(H2O) 33.738 3.169 3.040 0.404 0.525
(H3O)
+(H2O)2 57.114 3.262 4.037 0.171 0.284
(H3O)
+(H2O)3 76.755 2.924 4.142 -0.105 -0.110
(H3O)
+(H2O)6 (3D) 117.683 3.142 7.246 0.905 -0.873
(H3O)
+(H2O)6 (2D) 114.819 4.312 6.580 -0.367 -1.052
ME 3.362 5.009 0.201 -0.245
MAE 3.362 5.009 0.390 0.569
deprotonated (kcal/mol)
OH−(H2O) 26.687 2.165 2.797 0.187 0.137
OH−(H2O)2 48.688 1.983 3.785 0.005 -0.128
OH−(H2O)3 67.525 1.837 4.470 -0.068 -0.416
OH−(H2O)4 (C4) 84.351 -0.426 5.035 0.799 -1.146
OH−(H2O)4 (Cs) 85.015 0.458 6.243 1.457 -0.682
OH−(H2O)5 100.782 -0.995 7.138 2.663 -0.705
OH−(H2O)6 115.672 -0.526 8.485 2.719 -0.978
ME 0.643 5.422 1.109 -0.560
MAE 1.199 5.422 1.128 0.599
mixed (kcal/mol)
(H2O)8 cube (S4)− H3O
+(H2O)6OH
− 29.605 -12.003 -8.060 -0.963 -3.724
ME -12.003 -8.060 -0.963 -3.724
MAE 12.003 8.060 0.963 3.724
TME 1.10 6.85 1.32 -1.24
TMAE 2.35 7.44 1.44 1.31
TABLE VII. Bond lengths (A˚), bond angle (degrees), dipole
moment (Debye), and static polarizability (a.u.) of the water
monomer. The experimental reference values are taken from
Refs.78,103. The aug-cc-pVTZ basis set is used.
Expt. PBE SCAN TM revTM
R(O −H) 0.957 0.970 0.961 0.969 0.969
∠HOH 104.5 104.2 104.4 103.9 104.0
µ 1.855 1.804 1.840 1.794 1.798
α 9.92 10.33 9.81 10.29 10.28
E. Performance for ice
The ab-initio studies of ice phases are also quite im-
portant. Several experimental structures suggested that
15 ice phases exist92,105,114,115. Most of them are con-
structed from the proton disordered phases, having com-
plex structures. However, only seven ice phases, the ice
Ih and six other proton ordered phases (IX, II, XIII, XIV,
XV, and VIII) are considered to perform benchmark cal-
culations for the semilocal, non-local and vdW corrected
functionals92,105. Among all these phases the ice Ih is
the most stable structure. In this subsection we will re-
port the performance of the different density functional
approaches for the sublimation or lattice energies of the
ice and zero pressure volumes.
The sublimation energy per H2O of ice phases, repre-
sents the energy per monomer required to change the ice
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FIG. 4. MAREs of vibrational frequencies obtained from different xc functionals, for the water cluster and isomer of Table
VIII.
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FIG. 5. Deviations in the formation energies of several ice
phases, obtained from different xc functionals. (See Table
IX.)
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FIG. 6. Shown is the relative differences in the volume of ice
as calculated using different methods. (See Table X.)
TABLE VIII. Mean absolute relative error (MARE) (in %) of
harmonic vibrational frequencies for water cluster and hex-
amer isomer, using different methods. All values are in cm−1
and calculated with an aug-cc-pVTZ basis set. Details of ref-
erence and individual values are given in Ref.104.
PBE SCAN TM revTM
H2O 3.6 0.7 2.8 2.8
(H2O)2 6.0 6.7 4.1 2.6
(H2O)3 8.6 8.5 2.7 4.9
(H2O)4 9.7 9.1 3.0 3.2
(H2O)5 12.7 15.8 3.6 5.1
(H2O)6-book 10.7 8.5 3.3 3.9
(H2O)6-cage 8.8 6.1 4.0 3.5
(H2O)6-prism 7.1 6.3 3.8 2.8
(H2O)6-ring 11.8 10.5 3.0 4.3
into gas phase, and is defined as,
∆E = (EIce −N × EH2O)/N , (5)
where EIce is the ice energy, EH2O is the energy of the
isolated H2O molecules, and N is the number of water
molecules. Considering earlier works, several semilocal
functionals and their vdW corrected versions have been
studied92,105,116. It has been shown that all vdW cor-
rected methods improve considerably the relative ener-
gies for the ice phases105. The results of the PBE, SCAN,
TM and revTM functionals for the absolute and relative
energies are presented in Table IX, where for the bench-
mark calculations we used the experimental results and
the DMC data taken from Ref.105.
Inspection of Table IX shows that the revTM performs
best for the total sublimation energies (see also Fig. 5),
gives the correct ordering of the phases, but overesti-
mates the relative energies with respect to the ice Ih. On
the other hand, SCAN significantly underestimates the
sublimation energies (see also Fig. 5), but is remarkably
9TABLE IX. Sublimation energies per monomer of different phases of ice, computed with various methods. The relative energies
of each structure with respect to the ice Ih, are given in parentheses. All energies are in meV/H2O. Experimental and DMC
values from Ref.105.
Ih IX II XIII XIV XV VIII
Expt. -610 (0) -606 (5) -609 (1) – – – -577 (33)
DMC -605 (0) – -609 (-4) – – – -575 (30)
PBE -633 (0) -588 (45) -564 (69) -553 (80) -540 (93) -523 (110) -456 (177)
SCAN -679 (0) -664 (15) -670 (9) -660 (19) -658 (21) -652 (27) -641 (38)
TM -614 (0) -621 (-7) -639 (-25) -632 (-18) -635 (-21) -638 (-24) -671 (-57)
revTM -599 (0) -574 (25) -575 (24) -565 (34) -560 (39) -554 (45) -541 (58)
TABLE X. Calculated and experimental equilibrium volumes (A˚3/H2O) of different phases of ice. The zero-point-energy
106
corrected experimental and DMC values are taken from Ref.105.
Ih IX II XIII XIV XV VIII
Expt. 32.05 25.63 24.97 23.91 23.12 22.53 20.09
DMC 31.69 24.70 19.46
PBE 30.73 25.74 24.95 24.04 23.20 22.77 20.70
SCAN 29.51 24.19 22.79 21.93 21.21 20.53 18.19
TM 31.18 25.02 23.86 22.72 21.77 21.24 18.41
revTM 31.25 26.03 24.43 23.41 22.65 21.80 19.25
accurate for the relative energies. Here we observe the
collapse of the TM meta-GGA, that does not provide
the correct ordering of the ice phases, gives negative rel-
ative energies, and wrongly predicts the ice VIII as the
most stable. In this respect, the performance of revTM is
remarkable, correcting all these failures of the TM func-
tional.
The equilibrium volume is another important quantity
used to assess the performance of different theoretical
methods. Table X shows the equilibrium volumes of the
ice phases. We observe that the PBE functional underes-
timates the ice Ih volume with about 4% (see also Fig. 6)
and overestimates the higher density ice VIII with about
3%, otherwise being very accurate (below 1%). Note that
the present results of PBE functionals are consistent with
the ones of Refs.92,105.
However, for the SCAN and TM meta-GGAs, the ten-
dendy is somehow different. Both the SCAN and TM
functionals underestimate the equilibrium volume, from
lower (Ih phase) to higher (VIII phase) densities. Pre-
sumably, this underestimation of the equilibrium volume
is because of the presence of a bit much short or inter-
mediate range vdW interaction in the functional form of
both of them. We recall that the vdW correction shrinks
the volume117. The SCAN and TM functionals underes-
timate the volume of the ice Ih by about 8% and 3%, and
the volume of the ice VIII by about 9% and 8%, respec-
tively (see also Fig. 6). However, the underestimation
tendency in volume of the TM functional is greatly mod-
ified by revTM due to the de-enhancenment of the short-
range vdW interaction in the revTM. To encapsulate the
behavior of the different functionals, we show in Fig. 6,
the relative deviations of the functionals, with respect to
the experimental volumes, for several ice phases. PBE
and revTM are the most accurate. Note that revTM re-
sults have a smaller standard deviation than the PBE
ones.
F. Ice lattice mismatch problem
The impressive performance of the revTM for different
ice phases can also endeavor from the popular ice lattice
mismatch problem. The lattice mismatch (f) of ice Ih
and β-AgI is defined as,
f =
2(b− a)
b+ a
× 100% , (6)
where a and b are the lattice constants of ice Ih and β-AgI
respectively.
Practically, f accounts for many applications having
industrial uses. For example, it determines the rate of
growth of ice on a β-AgI surface. However, computa-
tionally one have to get both the lattice constants of ice
Ih and β-AgI accurately to obtain the accurate prediction
of f . This is quite a difficult task since it involves the
simultaneous determination of both the lattice constants
of ice Ih and β-AgI having different electronic properties.
Most precisely, this is quite a difficult for the semilocal
density functionals because it requires to treat both the
H-bond (for ice Ih) and strong vdW interactions bond
(for β-AgI) within a great accuracy.
In Table XI we summarize the performance of the com-
puted lattice constants of both the materials along with
with the corresponding lattice mismatch from different
methods. Note that the PBE functional was studied pre-
viously in several references. For example, in Ref.19,
it was shown that PBE performs better than PBEsol
because of its accuracy in the determination of the H-
bond. In Ref.19, it was also shown that the SG4 performs
better than PBE and PBEsol. Several meta-GGAs like
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TABLE XI. Calculated lattice constants (A˚) for ice Ih and
β-AgI as well as the corresponding lattice mismatch as ob-
tained with different functionals. Experimental results are
taken from Refs.19,116. The best result for each line is high-
lighted in bold.
PBE SCAN TM revTM Exp.
a (ice Ih) 4.43 4.37 4.45 4.45 4.50
b (β-AgI) 4.69 4.63 4.61 4.61 4.59
mismatch 5.7% 5.8% 3.5% 3.5% 2.2%
revTPSS and MGGA-MS are showing improved perfor-
mance because of their ability to describe the H-bond116.
However, none of these functional are accurate for both
the ice Ih and β-AgI simultaneously. From Table XI, we
observe that a better balance in the performance is ob-
served for both the ice Ih and β-AgI with the TM and
revTM functional. Both perform considerably well and
yield a lattice mismatch of 3.5% which is only a 1.3%
larger than the experimental values. The SCAN func-
tional performs similarly as the PBE functional with the
mismatch of 5.8%. The SCAN functional showing un-
derestimation in the lattice constants of ice Ih. This is
probably due to a bit much short or intermediate-range
vdW interaction. Note that SCAN, TM, and revTM per-
form well for the β-AgI. But TM and revTM are more
accurate for ice Ih because of their ability to describe the
H-bond more accurately. Finally, from the results, we
can say that the revTM is a potential candidate for the
ice lattice mismatch problem.
G. Merit of performance of TM and revTM
functionals
At this point, an elaborating comparison in the perfor-
mance of the TM and revTM functional from the point
of their construction is required. Note that the TM func-
tional includes short or intermediate-range vdW interac-
tions in its exchange due to the oscillation of the exchange
enhancement factor originating from the exchange hole
model38,42,64,118. However, the revTM functional scales
down this short or intermediate-range vdW interactions
vdW effects of the TM functional by using a slightly dif-
ferent form of the reduced Laplacian gradient in its ex-
change functional form 42. For the general-purpose solids
and molecules, this change does not seem to be great con-
sequences except for the dispersion and H-bonded sys-
tems for which the short or intermediate-range vdW in-
teraction plays a significant role without including any
long-range vdW part. Therefore, we can argue from the
present study that, due to this short or intermediate-
range vdW interactions, TM functional shows a bit of
overestimation tendency in the behavior of the water iso-
mer and cluster which is modified by its revised version
i.e, in revTM functional.
For the ice the tendency is quite opposite. In this case
inclusion of short or intermediate range vdW interaction
actually shriken the volume more. In this sense TM func-
tional shows underestimation in volume which is greatly
modified by the change in the exchange enhancement fac-
tor of the revTM functional.
IV. CONCLUSIONS
We have studied the performance of TM and revTM
functional along with PBE and SCAN functionals for the
relative binding energies of the different water hexamer,
and dimers. From the present study, we observe that
both the SCAN, TM and revTM functional correctly
predict the ordering of the stability for different water
isomer and cluster. However, the revTM binding en-
ergies agree quite well corresponding to the MP2 level
theory. Regrading the relative stability of the different
water hexamer corresponding to the most state prism
structure, the revTM obtains a very accurate result. For
neutral, positively, and negatively charged water cluster
also, the revTM functional achieves excellent accuracy
compared to the PBE, SCAN and TM functionals indi-
cating its accuracy to predict the H-bond in the water
cluster. In particular, for water dimer with a single H
bond, revTM is consistently giving better absolute bind-
ing energies over SCAN. Even for the relative energies for
hexamer, the revTM is on an average better than SCAN.
This also implies that revTM predicting the short and
intermediate-range interactions quite accurately for wa-
ter. Considering the structural properties of the water
monomer, the revTM bit overestimates the results com-
pared to the SCAN functional. Whereas for vibrational
frequencies the revTM performs with better accuracy for
frequency ν < 1000 cm−1. For different ice phases also
the revTM shows consistent improvement over the PBE,
SCAN and TM functional. It quite accurately predicts
the energies and volume of the different ice phases. Also,
for the ice lattice mismatch problem the TM and revTM
functionals show considerable improved performance over
the PBE and SCAn functionals.
In conclusion, the productive power of revTM xc func-
tional showing its great accuracy for different problems
which may enables to perform several ab-initio calcula-
tions for water useful for physics, chemistry, biological
sciences and material physics.
V. SIMULATION DETAILS
We performed calculations of the energetic, structural
and vibrational properties of the water isomer and clus-
ter (TABLE II, TABLE III, TABLE IV, TABLE V, TA-
BLE VI, TABLE VII, and TABLE VIII) in the developed
version of the Q-CHEM code119 where the XC integrals
are calculated with 99 points radial grid and 590 points
angular Lebedev grid. The revTM functional results are
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compared with the PBE, SCAN, and TM functional. The
basis set used for the respective test set are mentioned in
headers of each Table.
Details of the HB6, DI6, and CT7 (TABLE I) are col-
lected from previous calculation of ref.42, where the 6-
311++G(3df,3pd) basis set with NWCHEM code with
the code recemmended fine grid are used.
The simulation of the ice phases of water (TABLE
IX, TABLE X, and TABLE XI) are calculated using
the VASP code120 with the hardest projector-augmented
wave (PAW) pseudopotentials (Hh and Oh). The 1200
eV energy cutoff and 4 × 4 × 4 k mess is used for ice
phases. For water we used a simulation box of volume
20 × 21 × 22 A˚3. We optimize the ice phases using the
respective functional to obtain the energies and volume.
The calculations of the β−AgI is performed in VASP with
the 1200 eV energy cutoff and 16×16×16 k Γ−centered
k mess.
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