In the 1960s Shilnikov showed that certain homoclinic orbits for smooth families of differential equations imply the existence of chaos, and there are complicated sequences of bifurcations near the parameter value at which the homoclinic orbit exists. We describe how this analysis is modified if the differential equations are piecewise smooth and the homoclinic orbit has a sliding segment. Moreover, we show that the Shilnikov mechanism appears naturally in the unfolding of boundary equilibrium bifurcations in R 3 .
Introduction
This paper brings together three important themes of smooth and piecewise smooth dynamical systems: Shilnikov homoclinic orbits, Filippov sliding flows and boundary equilibrium bifurcations. The results presented below show that complicated (chaotic) motion exists as a result of boundary equilibrium bifurcations in three dimensional systems.
Although piecewise smooth differential equations are used to model many mechanical, biological and control systems, the bifurcation theory associated with such systems is still being developed. Filippov [11] provides a very thorough classification of planar systems, but in higher dimensions relatively little is known, and it may be that there is not enough regularity to avoid a zoological description rather than the relatively concise description of bifurcations for typical families of smooth systems. Even in the planar case, if a stationary point of one equation intersects the switching surface (the boundary between regions in which different differential equations govern the flow) there are twelve different types of codimension one bifurcation [11, 14, 18] . These are called planar boundary equilibrium bifurcations. One of the aims of this paper is to describe bifurcation mechanisms associated with boundary equilibrium bifurcations in R 3 . A feature of piecewise smooth differential equations is that there may be some parts of the switching surface on which the normal components to the switching surface of the vector fields defining the differential equations on each side of the switching surface are anti-parallel. If both point towards the manifold then solutions typically hit the switching surface in finite time and then some new rule needs to be introduced if the solutions are to be continued. Filippov [11] described a natural evolution on the switching manifold in such cases by choosing a linear combination of the two vector fields such that the component normal to the switching surface is zero. This defines the Filippov sliding flow on the switching surface, although it is possible to define other conventions.
The analysis of homoclinic bifurcations of smooth systems in dimension greater than two was pioneered by Shilnikov in the 1960s. These are examples of global bifurcations in which there is a special parameter value at which a solution (a homoclinic orbit) is asymptotic to a stationary point of the flow in forwards and backwards time. For typical families of smooth differential equations (e.g. non-Hamiltonian systems) this is a codimension one phenomenon and Shilnikov [28] showed that in a neighbourhood of the parameter for which a homoclinic orbit exists then, under conditions described below, there are chaotic solutions. Glendinning and Sparrow [16] (see also [12] ) showed that there are infinite sequences of saddle node bifurcations on either side of the bifurcation value as a periodic orbit winds its way to infinite period. Moreover, there are infinite sequences of parameters accumulating on the homoclinic bifurcation value at which the system has more geometrically complicated homoclinic bifurcations. These loop several times through a neighbourhood of the stationary point and are called n-pulse homoclinic orbits, where n is the number of loops made.
It is natural to ask how the analysis of Shilnikov's chaotic case is changed if the system is piecewise smooth. If there is no sliding locally then piecewise linear models have already been used extensively in the study of homoclinic bifurcations [1, 2, 13, 23] and more detailed statements in the context of three-dimensional piecewise smooth systems with no sliding have also been made [22] . Hös and Champneys [19] conjecture that a Shilnikov type orbit exists in an impact model, whilst Novaes and Teixeira [24] describe Shilnikov bifurcations to pseudo-stationary points in the sliding region.
If the homoclinic orbit has a sliding segment this effectively reduces the dimension of the flow by one and it might be thought that the introduction of such a segment could not generate interesting dynamics. However, different trajectories of the threedimensional part of the flow may map to the same sliding trajectory, and it turns out that the return map on an appropriate part of phase space is essentially an approximate one-dimensional map that arises in Shilnikov's analysis (more accurately it arises as a fixed point equation -see [16] and section 6). This implies the existence of infinitely many saddlenode bifurcations locally, and infinitely many bifurcations involving more complicated sliding homoclinic orbits as in the smooth case.
The new results are stated in section 2 along with a brief account of the standard theory of Shilnikov and Filippov. In section 3 we show numerically that sliding homoclinic orbits occur in the unfolding of a three dimensional border equilibrium bifurcation, and hence that the analysis is central to other bifurcations of piecewise smooth systems. Numerical confirmation of the results are given in section 4 and sections 5 and 6 provide the theoretical underpinning. The paper ends with a discussion of further complications that can occur.
Background and Statement of Results
The description of the results of this paper requires two ingredients: the classic results of Shilnikov on homoclinic chaos and the equally classic approach of Filippov to sliding in piecewise smooth systems. In the first two subsections of this section the essential ingredients of these areas are described and then they are brought together in the final subsection which contains the new results of this paper.
Shilnikov chaos
A stationary point of a differential equation in R 3 is a saddle-focus if the Jacobian matrix of the flow evaluated at the stationary point has eigenvalues λ and −ρ±iω with λ, ρ, ω > 0 by a choice of the direction of time. A solution Γ(t) is a homoclinic orbit if there is a stationary point x * such that lim t→±∞ Γ(t) = x * and Γ(0) ̸ = x * . A neighbourhood Γ ϵ of the homoclinic orbit Γ is the set
Different degrees of smoothness are used in the statement of results by different authors, from analytic [12] to C 1,1 [?, 31] . The choice made here is C 3 , and this is justified in the technical remark of section 5.
Theorem 2.1 [28]Consider a family of C
3 vector fields f : R 3 × R → R 3 depending on a real parameter µ such that the origin 0 ∈ R 3 is a saddle focus for |µ| sufficiently small and the eigenvalues of the Jacobian at µ = 0 are λ, −ρ ± iω with λ > ρ > 0. Suppose that if µ = 0 then the differential equationẋ = f (x, µ) has a homoclinic orbit to the stationary point at the origin and there are no homoclinic orbits passing once close to Γ(t) for |µ| ̸ = 0 sufficiently small. Then there exists ϵ > 0 such that if |µ| is sufficiently small an unstable set of chaotic solutions exists in Γ ϵ .
Much more can be said about the nature of the chaotic set, see [2, 28] for details. Subsequent work described some of the bifurcations in Γ ϵ . [12, 16] Consider a family of C 3 vector fields f : R 3 × R → R 3 satisfying the conditions of Theorem 2.1. Then there is a family of periodic orbits which pass once through Γ ϵ in each period and which are continuously connected as a function of µ and a set of parameter values µ n → 0 as n → ∞, µ 2n+1 < 0 < µ 2n such that the family has a saddlenode bifurcation at µ n and
Theorem 2.2
Also, there is a sequenceμ n tending to zero from one side such that if µ =μ n then the differential equation has a homoclinic orbit that passes twice through Γ ϵ , with
The curve of periodic orbits described in this theorem can be represented conveniently in parameter (µ) period (T ) space where it is approximately
for constants A and Φ when T is large enough. As T → ∞, µ → 0 and so the orbit approaches the homoclinic orbit which can be thought of intuitively as a periodic orbit of infinite period. The homoclinic orbits that pass twice through Γ ϵ are called doublepulse homoclinic orbits; the sign of µ for which they exist is determined by the geometry of the unstable manifold, see e.g. [16] .
Filippov Flows
Let F ± : R 3 × R → R 3 be smooth vector fields parametrized by a real parameter ν and let s : R 3 ×R → R be smooth. The introduction of a different symbol (ν rather than µ) to represent the parameter is so that there is no confusion with the role of the parameter µ for the sliding Shilnikov orbits of the previous sections. Bifurcation theory for piecewise smooth systems describes the changes of the dynamics of systems defined bẏ
as the parameter ν is varied. The surface s(x, ν) = 0 is called the switching surface. Solutions in the regions defined by s(x, ν) < 0 and s(x, ν) > 0 exist and are unique until they intersect the switching surface. Let ⟨., .⟩ denote the standard inner product in R 3 , then a solution at the switching surface with
has a component crossing the switching surface in the same direction from each side and so the solution can be continued across the boundary. The only complication for stability calculations is the difference in time at which nearby solutions strike the switching manifold, which means that local return maps are modified by a saltation matrix [6] . Homoclinic bifurcations in systems with only this type of transition include the piecewise linear examples of [1, 2, 13] , and a detailed analysis is given in [22] . If
then stable (if both vector fields point towards the switching surface) or unstable (if both point away from the switching surface) sliding motion can be defined, in which the dynamics is constrained to lie on the switching surface. Filippov [11] defined a natural way to describe the sliding motion and although his choice is by no means unique, it is the standard evolution and will be accepted here without further justification. The idea is to choose a linear combination of the two vector fields, αF
on s(x, ν) = 0 so that the flow on the switching surface is tangential to the switching surface, or alternatively thaṫ
with α determined by (2.6) then
Note that (2.6) always has a solution α ∈ (0, 1) if (2.5) holds. The evolution defined by (2.7) is called the sliding or Filippov flow on the switching manifold. A stable sliding motion typically terminates at a locus of either
on s(x, ν) = 0 where one of the vector fields is tangential to the switching surface. These are called the tangency sets or fold loci and more complicated situations such as the intersection of these sets are in the process of being understood [5, 20 ] though this will not be an issue below. A stationary point of (2.7) which is not a stationary point of the full system (2.3) is called a pseudo-stationary point of the Filippov flow.
Sliding Homoclinic Orbits
The first new result of this paper concerns the consequences of the existence of a homoclinic orbit of Shilnikov type which has a sliding segment. This means that locally solutions are restricted to a two-dimensional surface and hence the two-dimensional return map of the smooth case is replaced by a one-dimensional return map. It is not immediately obvious whether this makes important changes to the implications of the existence of such orbits. We show below that it does not.
Suppose that if µ = 0 the differential equation (2.3) defined by smooth functions F ± and s has a stationary point x * with s(x * , 0) > 0. Then there is a sliding homoclinic orbit to x * if there is a solution (in the sense of the previous section) Γ(t), and t 1 < t 2 , such that
(iii) If t 1 < t < t 2 then Γ(t) lies in a stable sliding region of s(x, 0) = 0 and satisfies (2.7).
(iv) Γ(t 1 ) does not lie on a fold locus.
(v) Γ(t) is bounded away from any pseudo-stationary points of the flow.
Note that conditions (ii) and (iii) imply that the fold locus at Γ(t 2 ) is a visible fold for F + in the language of [5] and the conditions could be re-phrased as a curvature condition in terms of the derivatives of F + . These conditions describe the simplest case, but orbits with extra non-sliding intersections with the switching surface could be analyses analogously. With this definition the following result holds for sliding homoclinic orbits. This shows that despite the collapse to two dimensions the chaotic nature of the saddlefocus is preserved, and the description of the recurrent dynamics is obtained from a one-dimensional map.
Boundary equilibrium bifurcations
A boundary equilibrium bifurcation (BEB) occurs in piecewise smooth systems of the form (2.3) with parameter ν if there exists a parameter value, ν = 0 say, and x * ∈ R 3 such that F + (x * , 0) = 0 and s(x * , 0) = 0, and a transversality condition holds, so that if ν < 0 then there are no stationary points of F + in s(x, ν) > 0 near x * , and if ν > 0 there is one such stationary point locally. In section 3 we show that there exist BEBs which have a sliding homoclinic orbit of the type described in previous sections (Theorem 2.3), thus BEBs provide a natural source of sliding homoclinic orbits.
Theorem 2.4 (Numerical) There exist BEBs in three-dimensional Filippov systems such that on one side of the bifurcation the Filippov flow includes the existence of sliding homoclinic orbits.
The proof of this statement is by example, and is based on numerical simulations. However, these rely on being able to find a solution connecting two points that are known analytically by integrating a two-dimensional differential equation, which is such a simple shooting problem that we consider it to be effectively demonstrated. This method determines parameters with solutions like that shown in Figure 1 for the BEB normal form introduced in the next section.
Boundary Equilibrium Bifurcations with sliding homoclinic orbits
In this section a simple example is given of a boundary equilibrium bifurcation with a (numerically verified) sliding homoclinic orbit satisfying the conditions of Shilnikov's Theorem.
Consider the Filippov system defined by
and
, and with switching surface defined by the function
If ν > 0 there is a stationary point (0, 0, ν) in z > 0, whilst if ν < 0 the stationary point of F + is in z < 0 where F − applies and so it is not a stationary point of the piecewise smooth system. A BEB occurs at ν = 0.
To determine conditions for the existence of a Shilnikov sliding homoclinic orbit if ν > 0 the geometry of the stable and unstable manifolds of the stationary point and sliding regions on the switching surface z = 0 need to be described. Let
so the switching surface is attracting from below locally, then sliding occurs on
with boundary
The eigenvalues of the linear part of (3.1) are −ρ ± iω and λ so suppose
The stable manifold of (0, 0, ν) is y = 0 which intersects the switching surface (z = 0) on the line
and a short calculation shows that the unstable manifold is the line
which intersects the switching manifold at the point W u = (x 0 , y 0 , 0) where
The sliding region contains the point W u if
Thus a sliding homoclinic orbit exists if ν > 0, (3.9) holds and there is a sliding solution in (3.4) from W u to the point on the intersection of W s ∩W b , i.e. from W u to W p = (x p , 0, 0) where
The sliding flow of (2.7) is αF
This implies that on the switching surface satisfying (3.4) the sliding flow iṡ
11)
It will be convenient to rescale the spatial variables by a factor of |ν| to emphasise the robust properties of the equations, then in the rescaled variables
The modified sliding evolution equations (3.11) are thuṡ
(3.14)
and by assumption the denominator is positive on the sliding surface for sufficiently small |ν| and so we may change the scaling of time whilst preserving the integral curves of solutions to considerẋ
Thus a sliding homoclinic orbit exists if there are values of the parameters such that (3.15) has a solution connecting W u defined by (3.8) to W p defined by (3.10) entirely in the sliding region, (3.4). For the choice of (3.1) above the rescaled sliding equations (3.15) arė
To simplify the search for sliding homoclinic orbits we will fix all the parameters except ω, which will play the role of the Shilnikov parameter µ of section 2.1, except that the bifurcation is shifted and will not be at ω = 0. We choose (with ν = 1 by the rescaling above)
for reasons described below. Two further conditions are imposed: λU 3 = bU 2 so that the coefficient in y of theẏ equation of (3.16) vanishes making the calculation of pseudostationary points trivial; and ρ/λ = 3 4 so that the Shilnikov condition ρ/λ < 1 holds. These imply that in initial conditions, making the search for sliding homoclinic orbits more likely to be successful, an intuition born out by numerical experiments. Finding a sliding homoclinic orbit numerically is now just a question of shooting using (3.16): if a sliding solution with initial condition W u first strikes the boundary of the sliding region with y = 0 then the unstable manifold of the stationary point in z > 0 is connected to the stable manifold of the stationary point by a sliding segment. Provided the orbit on the stable manifold does not strike the switching surface as it tends to the stationary point this will be a solution to the equations. Numerical simulations suggests that there exist ω c ≈ 1.205 such that for ω a little below ω c the solution on the sliding surface with initial condition W u defined by (3.8) first strikes W b in y > 0 whilst if ω is a bit above ω c then the first intersection is in y < 0. Hence (up to numerical accuracy) there is a sliding homoclinic orbit; an approximation is shown in Figure 1 .
The scaling argument implies that for arbitrarily small ν > 0 there is a homoclinic orbit for a nearby value of ω c in the system and hence that Shilnikov homoclinic chaos exists in a neighbourhood of a BEB in R 3 confirming the result of subsection 2.4. The results of further numerical simulations at nearby values of ω (i.e. µ in the language of section 2.1, see also sections 5 and 6) are given in the next section.
Seen as a boundary equilibrium bifurcation the relevant bifurcation parameter is ν rather than ω. So the example above shows that there are values of the other parameters such that if ν > 0 then the dynamics is described theoretically via the ideas of Shilnikov. However, this does not complete the description of the boundary equilibrium bifurcation, which requires a description of the dynamics in ν < 0. Clearly there will be many solutions near the switching surface that are unbounded, and although we have no rigorous proof, numerical simulations using a range of initial conditions suggest that almost all solutions do eventually leave a neighbourhood of the bifurcation. Thus we conjecture that as a BEB, the transition is from systems with no local attractors to a systems with chaotic attractors. 
Further numerical simulations
In this section two different numerical methods are used to show the existence of double pulse homoclinic orbits in the example of the previous section and verify the scaling results of (2.2) for the sliding homoclinic orbits. Before doing this we give a brief discussion of the numerical methods used and the accuracy of results. Programmes were written in Scilab [26] using an ODE solver with a root finder. This uses standard methods to integrate the equations until either some condition is satisfied or some final time is reached. Solutions in z > 0 were calculated until either a long (50 units) time had been spent in z > 0 or to the first intersection of the solution with z = 0. Then the programme switched to a two-dimensional integration of the Filippov flow until either the boundary of the sliding region is reached (in which case the three-dimensional differential equation is integrated again) or until some final time was reached. Allowing for up to 50 transfers between the sliding and non-sliding flows attractors such as that of Figure 2a can be found, showing that there are (up to numerical integration) chaotic attractors at nearby parameters, although we will argue later that this is not directly relevant to the Shilnikov analysis. The root finders appear to be highly accurate (the zero condition being verified with error of order 10 −15 in the cases that were checked). However, integration methods are notoriously inaccurate for solutions which pass close to stationary points, and as this is the case, particularly when looking for double pulse homoclinic orbits close to the original sliding homoclinic orbit, we are confident of only the first four decimal places in the values given below (as these are common to the two methods used).
Two methods were used to find sliding homoclinic orbits. First, the Filippov flow was integrated with initial condition W u (the intersection of the unstable manifold of the stationary point with the sliding surface) until the solution strikes the boundary of the sliding region. For the sliding homoclinic orbit of Figure 1 a simple bisection algorithm was used to determine the approximate value of µ at which this intersection has y = 0 (the stable manifold of the stationary point). As this does not involve integration near the stationary point it can be expected to give an accurate value. For more complicated n-pulse homoclinic orbits the initial condition W u is integrated to the boundary of the sliding region using the Filippov flow, then the three-dimensional equations in z > 0 are integrated through a neighbourhood of the stationary point back to the sliding surface; this is repeated n − 1 times and then the intersection of the Filippov flow with the boundary of the sliding manifold is calculated and again a bisection algorithm is used to try to find an intersection with y = 0. Because this involves integration close to the stationary point it may be less accurate. Having established this connection it is then necessary to check that there are no other intersections with the sliding manifold, i.e. that the computed solution is a solution of the full equations.
The second method used is (effectively) equivalent, though it involves slightly different errors. Instead of monitoring the intersection with the boundary of the sliding manifold, the solutions starting from W u are integrated using the same methods through the neighbourhood of the stationary point once more to see whether they eventually exit into y > 0 or y < 0. Bisection again provides an approximate value of the homoclinic orbit, though if a long time is spent close to the stationary point there may be no decision without spending longer integrating at a place where integration is least accurate. Whilst this is less accurate it provides much more convincing pictures: all approximate homoclinic orbits depicted here are made up of trajectories starting at W u and integrated through the neighbourhood of the stationary point one extra time, exiting a neighbourhood of the stationary point very close to the local unstable manifold of the stationary point to provide the (approximate) part of the trajectory from the stationary point to W u . It also makes it possible to check the the global condition that there are no other intersections with the sliding surface.
We do not claim that these methods are optimal (for example, the linear flow could be solved analytically, making the map from the boundary of the sliding region back to the sliding region an implicit equation that could be solved accurately numerically), but they seem sufficient for our purposes, and the description above is included to emphasize the rough and ready nature of the simulations presented below.
It is easy to find (numerically) chaotic attractors for values of ω well above the homoclinic value ω c . One such is shown in Figure 2a , and it would be tempting to say that this is explained by the Shilnikov theory of section 2.3. However, a closer inspection shows that this cannot strictly be considered as local to the sliding homoclinic orbit: solutions have sliding segments across broad range of the sliding surface, and at least some of this could be due to the existence of extra grazing bifurcations, see the stable periodic orbit of Figure 2b . A systematic approach to this (though at different parameter values) is given in [15] .
Thus, in order to verify at least some of the theoretical predictions we shall concentrate on the double-pulse solutions and their scaling (2.2). Figure 3 shows two (approximate) double pulse homoclinic orbits found numerically. In fact eight were found at the values of ω shown in Table 1 , where values are given found by the first (shooting) method described above. This table also shows the six values of the right hand side of (2.2), which should be compared with the theoretical value
(where the right hand side is evaluated at ω c ≈ 1.205...). The agreement is good, though not spectacular, but since these are only the first few of an infinite sequence which become harder and harder to compute accurately it seems a reasonable verification of the predicted asymptotic rate. It is possible to find higher order n-pulse sliding homoclinic orbits: an example with n = 3 is shown in Figure 2c .
Return maps near sliding homoclinic orbits
Solutions close to Γ(t) can be divided into four segments as shown in Figure 4 . A solution starting close to Γ(t 2 ) on Π 1 in the fold locus (a one-dimensional surface) will map to a one-dimensional set in a two-dimensional surface Π 2 close to x * . Call this map P 1 . Solutions on Π 2 close to x * pass through a neighbourhood of x * where the evolution is dominated by the linear part of the differential equation and leave this neighbourhood on a two-dimensional surface Π 3 provide they leave a neighbourhood of x * close to the correct branch of its local unstable manifold -the branch close to Γ(t) with t large and . sliding surface fold locus (sliding boundary) Figure 4 . Sketch of the homoclinic orbit Γ(t) with sliding section and the return planes on which the return maps are P 1 , . . . , P 4 are defined.
negative. Call this return map P 2 . Solutions on Π 3 will strike s(x, µ) = 0 close to Γ(t 1 ) in Π 4 . Call this map P 3 and note that condition (iv) of section 2.3 implies that we may choose Π 4 so that it does not contain any fold loci. Finally, solutions on Π 4 will be mapped close to Γ(t 2 ) on the fold locus by a map P 4 which takes the two dimensional area Π 4 to a one-dimensional segment containing Π 1 . The maps P 2 and P 3 are effectively standard. The new ingredients here are the maps P 1 and P 4 . These four maps will then be composed to give a map from the fold locus to itself describing nearby solutions as they pass through a neighbourhood of Γ(t).
Technical Remark: Error terms depend on the degree of smoothness of the defining vector fields required to change coordinates so that in a neighbourhood of a stationary point the flow is linear in the new coordinate system. For the C 1,1 case adopted in section 1 Tresser [30, 31] states results as being C 1 close to the leading order terms, whilst with analytic vector fields it is possible to give the order of the errors in terms of the 'big O' notation [12] , although there are complications in resonant cases. The choice of C 3 vector fields in section 1 makes it possible to use linearisation results of Sell [27] . If the eigenvalues (λ k ) of the Jacobian matrix at the stationary point satisfy a relationship of the form λ i = ∑ m k λ k for non-negative integers m k and |m| = ∑ m k then the stationary point is said to be resonant of order |m|. Sell [27] shows that a C 3 change of coordinates can be used to linearise a C 3 vector field near a stationary point if it is non-resonant or resonant of order greater than three. In our case, with eigenvalues λ and −ρ ± iω, a relationship of the form λ = m 1 λ + m 2 (−ρ + iω) + m 3 (−ρ − ω) requires m 2 = m 3 1 and m 1 2 on grounds of signs alone. Hence |m| 4 and so Shilnikov saddle foci in R 3 can be linearised with C 3 transformations. We are not aware of Sell's results being used in this context before, but they appear to be a very natural extension of the linearisation theorems [3, 4, 29] that are usually quoted. For reasons of space only the leading order terms will be given in the discussion below, but since transformations are C 3 , the quadratic error terms of e.g. [12] hold here.
Since the form of the map P 1 depends on the local coordinate system defined in a neighbourhood of x * (µ) which is chosen in the construction of P 2 it is natural to begin the description of these maps with P 2 .
The map P 2 [12, 16, 28]
We may choose coordinates centred on x * (µ) such that the differential equation locally is linear (or locally linear to lowest order in [12] ). In these coordinates (ξ, ζ, η) the equation isξ
Γ(t) interects the plane ξ = 0 infinitely often as it spirals into the origin with η = 0. Choose on such intersection point, (0, R, 0) with 0 < R ≪ 1 and let Π 2 be the intersection of a neighbourhood of (0, R, 0) with
chosen so that solutions with initial conditions on Π 2 intersect Π 2 once as they spiral towards the fixed point and away in the η direction. Without loss of generality assume that the branch of the unstable manifold of the origin which creates the homoclinic orbit if µ = 0 lies in η > 0. If η < 0 then solutions with initial conditions on Π 2 leave −R < η < R on η = −R and are lost to the analysis. Let
If η > 0 then solutions strike Π 3 close to (0, 0, R) after time τ where
Thus for initial conditions on Π 2 , x = x * (µ) + (0, ζ, 0, η), the solution at time τ in polar coordinates (r, θ) in the (ξ, ζ) plane is r = ζe −ρτ , θ = ωτ and hence, since ζ ∼ R to lowest order, if δ = ρ/λ the intersection of the solution on Π 3 is approximately
for an appropriate choice of the phase shift Φ. We have not gone through the full detail of this argument here, see e.g. [12] for details of the size of the error terms.
The map P 3
From (0, 0, R) on Π 3 in (ξ, ζ, η) coordinates the unstable manifold strikes s(x, µ) at a point order µ away from Γ(t 1 ). Assuming that the tangent plane to s is well-defined here and since Γ(t) is transverse to this plane at the point of intersection by assumption, coordinates (X, Y, Z) can be chosen near Γ(t 1 ) so that s = 0 is Z = 0, which we call Π 4 and Γ(t 1 ) = (0, 0, 0) in these coordinates. The flow from Π 3 to Π 4 is C 3 and the coordinate change is also C 3 , so we may expand the return map P 3 : Π 3 → Π 4 locally as
where A, B, C, D, M, N are constants.
The map P 1
If µ = 0 the homoclinic orbit takes the point Γ(t 2 ) to (R, 0, 0) in coordinates (ξ, ζ, η) on Π 2 . Nearby points on the fold locus Π 1 are mapped close to this, the flow is transverse to the fold locus as it is tangential to s = 0, and solutions are not close to singularities of the flow so this is again a C 3 function of C 3 coordinates, and choosing a coordinate w on Π 1 such that w = 0 corresponds to Γ(t 2 ) we find
to lowest order, where A 1 , B 1 , M 1 , N 1 are constants.
The map P 4
The map P 4 : Π 4 → Π 1 is the least standard of the return maps, though really it is just a variant of P 1 . Close to Γ(t 1 ) on Π 4 coordinates (X, Y ) can be chosen so that the flow is parallel to the X-axis. In these new coordinates the coefficients of (5.4) are changed but not the form. Assume this has been done. Then all initial conditions on Π 4 with the same Y coordinate map to the same point on P 1 , i.e. it is independent of the X coordinate. The flow is trajectories are those of a C 3 system locally (as the solution from Γ(t 1 ) to Γ(t 2 ) is bounded away from any pseudo-stationary points, and hence to lowest order
where A 4 , B 4 , M 4 , N 4 are constants. Note that this map is not invertible reflecting the fact that initial conditions on Π 4 can lie on the same sliding trajectory.
The composed map: chaos and periodic orbits
The map P : Π 1 → Π 1 with P = P 4 • P 3 • P 2 • P 1 is the full return map on the one dimensional fold locus near Γ(t 2 ). This is not defined if N 1 µ + B 1 w 0 as this leads to intersections with Π 2 having η < 0 and these are on the wrong side of the stable manifold of the stationary point and hence are lost from the analysis (or tend to the stationary point in the case of equality). All other solutions can be followed back to Π 1 , although of course they may return in the forbidden zone and be lost at the next iteration. Composing the map as defined it is clear that w n+1 = P (w n ) will be a linear combination of the terms in (5.3) plus a multiple of µ to lowest order, thus we may write
for constants a 1 , b 1 and Ψ which are functions of the constants defining the linear part of the maps, and
with b = b 1 B 1 and a = N 1 + a 1 B 1 and it is this map that we will describe in more detail under the generic assumption that a and b are non-zero. This is a non-invertible one-dimensional map with infinitely many turning points. The equation for fixed points, v n+1 = v n , is the lowest order approximation to the fixed point equation of the twodimensional map derived in [16] . Glendinning and Sparrow [16] are careful to emphasise that this is not a one-dimensional map in the classic Shilnikov case. In contrast, here it really is the one-dimensional lowest order model of the flow. Fixed points correspond to orbits that pass once through a neighbourhood of Γ(t) on each period. Since δ < 1 and by assumption v is small, v δ ≫ v and so the locus of fixed points in the (v, µ) plane is (to lowest order)
Clearly there are countably many fixed points if µ = 0 and a finite number if µ ̸ = 0 [16] . The coordinate v is essentially a rescaling of η on Π 2 and hence (5.2) implies that
where τ is the time spent in a small neighbourhood of the stationary point x * , and hence as v → 0 and µ → 0 the period of the orbit, T , is approximately τ ,
In this case the fixed point equation (6.3) can be written as a curve in the (µ, T )-space as
as T → ∞. In this limit, µ → 0, i.e. the orbit converges on the homoclinic orbit Γ(t). The fixed points are created or destroyed in saddlenode bifurcations when the derivative of the right hand side of (6.2) equals to +1, and since that derivative is proportional to v δ−1 ≫ 1 then to lowest order saddle node bifurcations occur at (i.e. very close to) the turning points of the map which occur at v with 
showing that the saddlenode bifurcations oscillate on either side of µ = 0 as µ n → 0 and rearranging a little gives the expression in Theorem 2.3.
Further results on these orbits -for example that one branch of the saddle node bifurcations is always unstable, and the other is initially stable and then loses stability via a period-doubling bifurcation and then regains stability by an inverse period-doubling bifurcation before the next saddlenode bifurcation. Indeed, the condition δ < 1 implies that there are complete sequences of bifurcations and chaos as in the logistic map and their inverse cascades associated with each such pair of stable fixed points.
If µ = 0 then Figure 1a shows that there is a countable (infinite) number of horseshoes in the dynamics: each of the 'humps' of the return map is chaotic. For sufficiently small |µ| ̸ = 0 a finite number of these persist. If µ = 0 the maxima and minima of the return map (6.2) occur approximately at v n defined above, and the maximum will therefore be approximately bv δ n . Thus there will be two branches of the map near v n that cover
i.e. for all k such that
where C is a constant. This can be expressed as k/n > δ + C/n and so as n → ∞, k/n > δ. In other words the chaotic set contains a set that is conjugate to of all sequences of symbols {K, K + 1, K + 2, . . .} N (K sufficiently large) such that if the sequence is (s 0 , s 1 , . . .) then s n+1 > δs n . This is the condition of Shilnikov [28] .
Double-pulse homoclinic orbits
More complicated homoclinic orbits exist near µ = 0 for the smooth version of Shilnikov chaos. These are also present in the sliding case. The simplest example is a homoclinic orbit with two loops close to Γ(t); these are called double-pulse homoclinic orbits.
The unstable manifold of the stationary point intersects Π 3 at (ξ, ζ) = (0, 0) It therefore maps to Π 1 at P 4 • P 3 (0, 0) ∼ M 5 µ, where M 5 is a constants obtained from (5.4) and (5.6) whose values do not matter greatly. There will be a double pulse homoclinic orbit if N 1 µ + B 1 M 5 µ > 0 so that the map (6.2) can be applied, and then that at the next iteration the image is v = 0 (which means that at the next iteration the orbit lands on the stable manifold of the stationary point). Thus if β = N 1 + B 1 M 5 ̸ = 0 the condition for the existence of a double pulse homoclinic orbit is that βµ > 0, aµ + b(βµ) δ cos (Ξ log(βµ) + Ψ) = 0, (7.1) to lowest order. The first of these conditions is satisfied provided µ takes the appropriate sign (the sign of β) and given that, there will be an infinite sequenceμ n → 0 of solutions to the second equation with Ξ log |µ n+1 | ∼ Ξ log |µ n | + π
leading to the convergence result expressed in the statement of Theorem 2.3. More complicated homoclinic orbits exist and can be described using the methods of [10] .
A complication: grazing bifurcations
In the example of section 3 Figure 1 ) it was shown that solutions close to the unstable manifold of the stationary point that has a homoclinic orbit do not graze the switching surface, i.e. that the locus of folds on the switching surface is bounded away from the orbits described. Asymptotically this will be true, but global features of the flow not controlled by the bifurcation analysis may lead to the occurrence of grazing bifurcations -bifurcations of solutions that are tangential to the switching manifold at one point [6] . If it does, then this can creates a second branch of sliding motion which is not described by the asymptotic theory, and the periodic orbit in Fig. 2b is an example with two well-separated sliding segments.
This phenomenon can be seen in the study of the example of the previous section modified so that ρ > λ > 0. In this case numerical simulations suggest that the global dynamics is dominated by chaotic attractors with multiple loci of sliding segments, and although the simple shooting criterion for homoclinic connections can be satisfied, the global condition that the approach to the stationary point on the stable manifold does not intersect the switching surface is not satisfied at any of the parameter values we have tried. The bifurcations associated with this are interesting and described in more detail in [15] .
Conclusion
We have shown how the homoclinic bifurcation theory of Shilnikov [28] applies to homoclinic orbits of piecewise smooth systems with a sliding segment. Analysis of a threedimensional boundary equilibrium bifurcation shows that this is a mechanism associated with the creation of complex orbits near other bifurcations of piecewise smooth systems. Finally we have seen how further complications can be introduced due to the geometry of the switching manifold and the homoclinic orbit, making grazing bifurcations possible. All of these have been illustrated by simple examples.
The work of Filippov [11] is almost entirely planar, as is much of the more recent analysis. This paper begins an exploration of bifurcation mechanisms in higher dimensional piecewise smooth dynamical systems, and whilst it answers some questions, it provides evidence for more complicated interactions of bifurcations that merit further analysis.
