This paper deals with the Close-Enough Traveling Salesman Problem (CETSP). In the CETSP, rather than visiting the vertex (customer) itself, the salesman must visit a specific region containing such vertex. To solve this problem, we propose a simple yet effective exact algorithm, based on Branch-and-Bound and Second Order Cone Programming (SOCP). The proposed algorithm was tested in 824 instances suggested in the literature. Optimal solutions are obtained for open problems with up to a thousand vertices. We consider both instances in the two-and three-dimensional space.
Introduction
The Traveling Salesman Problem (TSP) has been widely studied over the last decades. In the symmetric TSP one aims to find a shortest Hamiltonian Cycle in a complete and undirected graph G = (V, E), where V is the set of vertices (customers) and E is the set of edges connecting the vertices. The length of each edge is given by a previously determined metric, for example, the Euclidean distance between two vertices p and q ∈ V that can be defined as d pq = v p − v q 2 , where v p and v q denote the respective coordinate vectors of p and q and . 2 the Euclidean norm. Due to the importance and applicability of the TSP, a large number of variants and numerical algorithms to compute exact and approximate solutions for these problems were proposed in the literature.
More information about the TSP can be found, e.g., in the book of Applegate et al. (2011) .
The Close-Enough Traveling Salesman Problem (CETSP) is a generalization of the TSP and can be cast, according to Mennell (2009) , as a particular case of three other TSP-related problems: The Traveling Salesman Problem with Neighborhoods (TSPN) (Arkin and Hassin 1994) , the Generalized Traveling Salesman Problem (Silberholz and Golden 2007) and the Covering Tour 1 Problem (Gendreau et al. 1997 ). In the CETSP, rather than visiting the vertex (customer ) itself, the salesman must visit a specific region containing such vertex. In this paper we will assume that the covering regions are circles. This is a classical assumption in the CETSP literature. Therefore the vertex i ∈ V = {1, . . . , n} is considered to be covered if the salesman passes through the disc D i with radius r i containing the vertex i or at least touches the border of this disc. In a threedimensional space the regions are considered to be spheres and, in the same sense, the vertices are considered covered if the salesman passes through or at least touches the border of their respective covering spheres.
The CETSP can be formally described as follows. We are given a set of vertices V = {0, . . . , n} in a bi-dimensional space and its coordinates (x i ,ȳ i ), i = 0, . . . , n. Each vertex i is covered by a circle D i with radius r i . We assume that (x i ,ȳ i ) = (x j ,ȳ j ), ∀ i, j ∈ V, i = j, i.e., there is no overlapping between the vertices. The problem lies in determining the value of the coordinates of the hitting points (x i , y i ) ∈ R 2 , i = 0, . . . , n, a.k.a. representative points (Mennell 2009) , and a sequence S = {k 0 , k 1 , . . . , k n } such that the tour over these coordinates form a Hamiltoninan Cycle of minimum length and (x i , y i ) ∈ D i , ∀ i ∈ V . In the example of Figure 1 , the tour "hits" the circle associated to vertices 1 and 3 only in a single point, whereas for the vertex 2, the tour "hits" its associated circle in an infinite number of points. Here we denote the vertex i = 0 representing the depot and we assume that D 0 is a circle with r 0 = 0. This definition can be easily extended to the three-dimensional space by using three coordinates, that is (x i ,ȳ i ,z i ), instead of two. The CETSP has several applications in real-world problems. For example, by using Radio Frequency Identification (RFID) tags connected to physical meters one can encode the identification number of the meter and its current reading into digital signals. This way, an utility truck equipped with an Automatic Meter Reading (AMR) system can remotely collect and transmit data from a certain distance. Hence, in the AMR context, the meter reader is not required to personally visit each customer, but only get within a certain radius of every customer (Gulczynski et al. 2006 , Dong et al. 2007 Recently, Behdani and Smith (2013) pointed out that there is a lack of exact algorithms for solving the CETSP. Moreover, Mennell et al. (2011) highlights that developing lower bounds for the CETSP is a non-trivial task. To the best of our knowledge, the present work is the first one to present a method that yields exact optimal solutions for the CETSP. More specifically, we propose a simple yet effective combinatorial branch-and-bound algorithm, in which the subproblem is based on a Second-Order Cone Programming (SOCP) formulation (Lobo et al. 1998 , Farid and Goldfarb 2003 , Boyd and Vandenberghe 2004 , that is capable of solving instances with up to a thousand nodes. Moreover, our method was also designed to deal with instances both in two-and three-dimensional spaces.
The remainder of this paper is organized as follows. Section 2 contains the related work. Section 3 describes the proposed branch-and-bound approach. Computational results are provided in Section 4. Finally, Section 5 presents the concluding remarks of this work.
Related work
In this section we provide a brief outline of the solution approaches proposed for solving the CETSP and some of its related variants.
With a view of obtaining near-optimal solutions, several heuristics have been developed for the CETSP. Gulczynski et al. (2006) and Dong et al. (2007) proposed several heuristic methods for the case where all regions discs have the same radius. Their methods are based on the concept of supernodes. A feasible supernode set S is defined as the set of points in R 2 , including the depot, such that each vertex v i ∈ V , i = 1, ..., n, is within r units of at least one point S. The heuristics were based on three distinct phases: (i) generation of the supernode set; (ii) construction of the tour over the supernode set; and (iii) improvement of the tour by moving the supernodes. Although the heuristics share the same main structure, the procedures adopted in each phase differ from each other. Yuan et al. (2007) dealt with the Optimal Robot Routing Problem (ORRP) as a TSPN where the compact sets covering the vertices are disjoint discs with a given radius. The ORRP consists in designing the optimal route of a mobile robot operating in a wireless sensor network in such a way that the robot can collect data from all sensors while minimizing the total distance traveled. Hence, this problem may be cast as a particular CETSP instance where the discs representing the action area are all disjoint. The authors proposed a two-phase algorithm for the TSPN, by decomposing the TSPN into a combinatorial problem and a continuous optimization problem.The former aims to find a near-optimal solution for the TSP over the original vertices, whereas the latter is based on an Evolutionary Algorithm that applies search space reduction techniques to find the hitting points.
On the bases of preliminary results in Mennell (2009 ), Mennell et al. (2011 characteristic of this approach is that the more the partitioning scheme approximates the circular regions the more solutions converge to the actual optimal solution. On the other hand, high partitioning levels make the method prohibitively expensive in terms of computing time.
Problem (CEARP). In the CEARP there is a predifined directed graph G = (V, A), where V = {v 0 , v 1 , . . . , v n−1 } is the set of vertices and Shuttleworth et al. (2008) , since in their approach the arcs of the graph are associated to streets.
Branch-and-Bound algorithm
This section presents a complete description of the proposed combinatorial branch-and-bound algorithm for the CETSP.
In summary, the method is as follows. Each branch-and-bound node is associated to an optimal partial tour that needs to visit only a given subset of vertices in a particular order. At the root node, the algorithm chooses three vertices in order to generate an initial sequence (see Section 3.2). Since there are only three vertices involved in this sequence and costs are symmetric, their order will not affect the solution. Therefore, this partial tour is a valid relaxation of the main problem. The problem of choosing the exact coordinates of the tour to be visited, given a predefined sequence, can be formulated as a Second Order Cone Programming (SOCP) problem (see Section 3.1). If the associated solution is feasible (see Section 3.3), i.e., all customers are covered, then this solution is optimal and the problem is solved. Otherwise, the algorithm branches into three subproblems, where in each of them, a vertex that does not belong to the tour is inserted in a different position (see Section 3.4). A node is pruned if its cost is greater than or equal to the best known upper bound or if its associated solution is feasible. Otherwise, a branching is performed over this node using the same rationale applied in the root node. Figure 4 shows an example of the execution of the method for an instance involving 7 vertices.
The set of uncovered vertices is represented by a list alongside its correspondent node, whereas the bold numbers represent the chosen vertices to be inserted. In this case, the relaxed solution found at the root node was 0 → 3 → 6 → 0. Next, the vertex 1 was selected to be inserted in every possible position, thus resulting in three child nodes. When inserting vertex 1 in the first or in the second position of the tour it can be verified that vertex 4 is covered, but the same does not happen when vertex 1 is inserted in the third position because vertex 4 still remains uncovered.
Branchings are then performed as long as they are necessary. This particular example depicts a possible branch-and-bound tree associated to this 7-vertices instance. Prunings by bound were not considerded for the sake of simplicity. As indicated in the figure, the optimal solution of this instance is 0 → 3 → 1 → 6 → 5 → 0.
Figure 4
Example of the proposed branch-and-bound algorithm for an instance with 7 vertices
It can be noticed that the maximum number of nodes in a certain level l of the branch-andbound tree is given by
. Moreover, in the worst case, the total number of nodes corresponds to n l=0
Second-Order Cone Formulation
In this section we provide a mathematical formulation, based on SOCP, for solving the branchand-bound subproblems. This formulation has been initially proposed by Mennell (2009) for the Touring Steiner Zones Problem when the sequence of visits is given.
Let S = {i 0 , . . . , i q }, q < n, be any partial sequence found during the execution of the branchand-bound algorithm. The subproblems of the branch-and-bound consist in finding the values of the hitting points coordinates (x i k , y i k ), k = 0, . . . , q, such that the length of the partial tour is minimized. Let us assume that i −1 = i q . The formulation is as follows.
In this SOCP formulation the objective function (1) is linear. The variable z k , k = 0, . . . , q, represents the distance between subsequent vertices i k−1 and i k in the partial sequence S. The auxiliary variables w, u, s and t are defined in the linear constraints (2-5). They represent differences of coordinates used to calculate Euclidean distances. The Second-Order Cone (SOC) constraints (6) define the length of the edge connecting the subsequent customers from the sequence S. The quadratic constraints (7) ensure that the hitting points will lie within their respective customers' covering circles. The expressions (8) and (9) are bounding constraints over the variables.
It is known that SOCP problems can be solved in polynomial time (Andersen et al. 2003) .
Furthermore, some well-known optimization softwares are also now capable of addressing this important class of problems.
Root relaxation
This section explains how the algorithm determines the initial sequence, i.e., the one generated at the root node.
The three vertices from the initial sequence is selected as follows. The first vertex to be selected is the depot. In the CETSP instances proposed in the literature the radius of the depot is assumed to be zero. The next vertex to be chosen is the one that is most distant from the depot. The third vertex to be inserted is the one that leads to the largest lower bound value. More specifically, the algorithm solves a SOCP problem for all remaining candidates and selects the vertex associated to the sequence that yields the best relaxation. is the first vertex to be selected to be part of the sequence, followed by vertex 6 (the most distant from 0), and by vertex 3, whose insertion criterion is the one just mentioned above.
Checking feasibility
In this section we explain the procedure developed for checking if a certain branch-and-bound subproblem solution is feasible or not for the CETSP.
LetV be a set of uncovered vertices and letd i be the distance between a vertex i ∈V and the edge of a subproblem solution that is nearest to i. Suppose that c and p 1 p 2 are an arbitrary vertex and an arbitrary edge of a partial solution. We are interested in determining the coordinates of a point p ∈ p 1 p 2 that minimizes the distance between p 1 p 2 and c.
The minimum distanced between c and p 1 p 2 is computed by solving the optimization problem defined by Equation (10)
whose analytical solution to the unconstrained problem is given by
. Therefore, the minimum distance can be computed by Equation (11):
In order to check the feasibility of a subproblem solution one must compute the value ofd for every vertex, i.e. not in the current subsequence, and for every existent edge in this partial solution, compare with the corresponding disk radius. Ifd is not greater than such radius, than the vertex is considered covered. If the number of vertices is given by u and the number of edges is given by v then this verification takes O(uv) operations. Note that this approach allows for dealing with instances in R 2 or R 3 .
Figure 6
Example involving an edge and three uncovered vertices of a partial CETSP solution Figure 6 shows an example for three vertices and one edge. For vertex 1, θ * < 0, thus the minimum distance between c and p 1 p 2 is equal to the distance between c and p 1 . For vertex 2, 0 < θ * < 1, thus the minimum distance between c and p 1 p 2 is equal to the distance between c and p. Finally, for vertex 3, θ * > 1, thus the minimum distance between c and p 1 p 2 is equal to the distance between c and p 2
Branching rules
In this section we describe the two branching criteria used to select a vertex to be inserted in a partial solution associated to a node of the branch-and-bound tree. The adequate criterion is automatically chosen based on the radii of the instances.
If all vertices have the same radius, the method proceed as follows. The algorithm first computes the value ofd k for every k ∈V . Next, the maximum value among alld k is determined, that is, max k∈V {d k }, and the corresponding vertex k is selected to be inserted in the partial solution.
Figure 7 depicts an example of how the vertex selection is performed. In this case, we are given a partial solution 0 → 3 → 6 → 0. Note that vertex 4 is covered, but vertices 1 and 2 are not, thuŝ
It can be seen thatd 1 >d 2 . Hence, vertex 1 is the one associated to max k∈V {d k }. If the vertices have different radii, the following schemed is used. At First, for all vertices k ∈V , the algorithm computes an estimative, given by γ k , of how much the lower bound would increase if the vertex k were inserted between its closest neighbors in the sequence. In order to estimate γ k , the procedure first calculates the coordinates of the pointp k on the border of the disk D k that minimizes the distance between this point and its nearest edge p 1 p 2 on the sequence. Hence, Illustration of the branching rule used when the vertices have different radii
Computational experiments
The branch-and-bound algorithm was coded in C++ and the tests were carried out in an Intel Core i7 with 3.40 GHz and 16 GB of RAM running under Linux Mint 13. The SOCPs were solved using CPLEX 12.4. Only a single thread was used in our experiments. The 3D illustrations were generated using a MATLAB routine called BUBBLEPLOT3 (Bodin 2009 ).
We performed a series of experiments to choose the most interesting branching strategy to be adopted. Tests were carried out using the following strategies: depth-first search, breadth-first search and best-first search. The results revealed that the best-first search turned out to be the most suitable strategy to be applied in our algorithm.
The proposed algorithm was tested in 824 instances that were suggested by Mennell (2009) rotatingDiamonds, bubbles, concentricCircles, plus the instance chaoSigleDep were gathered in the subset called Geometric Problems. Finally, the instances d493, dsj1000, kroD100, lin318, pcb442, rat195 and rd400 were generated from the TSPLIB and they were called TSPLIB Problems.
The instances of the groups Team Problems and Geometric Problems were generated with r i = r, i = 0, . . . , n, and different overlap ratios that were not specified. The instances of the group TSPLIB Problems were generated with radii of three different sizes, i.e., with three overlap ratios, radii generated at random in such a way that r i = r j , ∀i, j ∈ V . Behdani and Smith (2013) provided 240 2D test-problems with 7, 9, 11, 13, 15, 17, 19 and 21 vertices. These instances were generated as follows. The position (x i ,ȳ i ), i ∈ V , of each vertex and the depot i 0 were selected at random in a limited space of 16 units of length and 10 units if width.
The coverage area of all vertices was defined as a circumference with radius r. In their experiments, the authors used three radii, namely: 0.25, 0.50 and 1.00, thus obtaining three distinct groups with overlap ratios 0.015, 0.030 and 0.060, respectively.
4.1. Results found for the small instances of Behdani and Smith (2013) From Table 1 , it can be observed the all instances were solved to optimality in a matter of seconds, as opposed to the method of Behdani and Smith (2013) whose lower/upper bounds were obtained in much higher computing time.
The complete results obtained by our branch-and-bound algorithm for the instances of Behdani and Smith (2013) can be found in Appendix.
Results found for the 2D instances of Mennell (2009)
The results for the 2D instances of Mennell (2009) can be found in Table 2 . In this table, Instance is the name of the instance, |V | indicates the size of the instance, UB denotes the upper bound obtained by Mennell (2009) , LB is the lower bound by a given method, Opt. corresponds to the cost of the optimal solutions found by our branch-and-bound algorithm, Tree Size represents the size of the branch-and-bound tree, Gap (%) indicates the gap between the lower bound and the best known upper bound or the optimal solution, and Time (s) is the total computing time in seconds.
It should be noted that a time limit of 4 hours was imposed for each instance. New improved (optimal) solutions are highlighted in boldface.
By observing the results of Table 2 , we can see that our branch-and-bound algorithm was found capable of finding the optimal solutions of 22 out of 62 instances. We can also verify that all lower bounds available in the literature were dramatically improved. Moreover, the larger the overlap ratio, the better the algorithm behaves. This was somewhat expected since the number of vertices in the optimal tour tends to be inversely proportional to the overlap ratio value, thus helping the branch-and-bound algorithm to quickly converge towards an optimal solution, since less nodes are required to be explored throughout the tree.
Five new improved solutions were found and their associated optimal tours, as well as the one of the instance team1 100rdmRad, are depicted in Figures 9-14. Appendix. Optimal solution found for instances of Behdani and Smith (2013) 
Results found for the 3D instances of Mennell (2009)

