The construction of annotated corpora requires considerable manual effort. This paper presents a pragmatic method to minimize human intervention for the construction of Korean part-of-speech (POS) tagged corpus. Instead of focusing on improving the performance of conventional automatic POS taggers, we devise a discriminative POS tagger which can selectively produce either a single analysis or multiple analyses based on the tagging reliability. The proposed approach uses two decision rules to judge the tagging reliability. Experimental results show that the proposed approach can effectively control the quality of corpus and the amount of manual annotation by the threshold value of the rule.
Introduction
Annotated corpora are important and useful resources in natural language processing (NLP). Especially in statistical NLP, knowledge acquired from the annotated corpora plays an important role in resolving inherent ambiguities in natural languages. The construction of such corpora, however, requires considerable manual effort which is usually costly and time consuming. Therefore, it is sufficiently worthwhile to produce high-quality annotated corpora with less human effort.
This paper discusses the construction of a part-ofspeech (POS) tagged corpus, an annotate corpus where a word is assigned with a corresponding syntactic category, i.e., a POS tag. Generally, the construction of such a POS tagged corpus is performed by human annotators with guidance of automatic POS taggers. In English, the reported precision of state-of-the-art POS taggers is 95-97% [1]- [4] . This performance, however, does not imply that we can readily use the result as it is; in order to make a 100% errorfree POS tagged corpus, every POS tag should be examined by human annotators regardless of the POS tagger's performance.
Suppose a POS tagger with 97% precision produces a tagged result, and annotators consult this output to construct an annotated corpus. The annotators cannot identify where the 3% of erroneous words are located in the corpus. Thus, in order to construct an error-free corpus, they should ex- amine all the words of the corpus. From the annotators' point of view, without a perfect POS tagger, the amount of manual effort would make no difference with regard to the performance of automatic taggers.
On the other hand, what if one can know which annotation is correct and which one is not? Then, one can construct a POS tagged corpus with much less cost. As long as a perfect POS tagger does not exist, a 'discriminative' tagger would be more desirable than a 'state-of-the-art' tagger in that it can tell correct words from erroneous ones. Thus, the annotators can intervene only for the erroneous words, and we expect this strategy can considerably reduce the manual effort.
POS Tagging Strategies for Minimizing Human Intervention
The construction of Korean POS tagged corpus generally requires the following two steps: morphological analysis and POS tagging. In the former, all possible interpretations for a given word are generated. In the latter, the best interpretation for each word is selected by referring to the neighboring words. Note that in a broad sense the POS tagging is regarded as comprising both steps. Figure 1 shows an example of morphological analysis and POS tagging. In Fig. 1 , the path with a bold line shows the correct interpretations, and BOS and EOS indicate the beginning and end of a sentence, respectively. In this study, we employ a morphological analyzer [5] based on probabilistic models considering three different linguistic units, and a probabilistic POS tagger [6] based on trigram Hidden Markov model considering surface forms. Unlike conventional morphological analyzers, the morphological analyzer [5] provides each interpretation with a probability generated by the probabilistic models. Therefore, the morphological analyzer can rank the interpretations by their probabilities.
An ideal morphological analyzer should produce all possible correct interpretations for each word, and an ideal POS tagger should choose the correct sequence of interpretations from the context throughout all words in a sentence. However, in the real world, the implementation of such a system is almost impossible. Therefore, we propose the following pragmatic and desirable strategy for constructing a POS tagged corpus. For each word in a sentence, if a tagger analyzes a word and decides the analysis is accurate (i.e., Copyright c 2010 The Institute of Electronics, Information and Communication Engineers the analysis is not likely to contain errors), then the tagger generates a single analysis, otherwise, the tagger generates all possible analyses. In the latter case, a human intervention is required to select the most appropriate one among all the candidate analyses. The most important question here is how we decide if the analysis is correct.
In order to distinguish correctly tagged (analyzed) words from others, we propose two rules that judge the confidence (reliability) of a decision as follows:
• Agreement-based rule: If the best candidate (i.e., a sequence of morpheme-tag pairs) produced by morphological analysis is the same as the one produced by the tagger, then we regard the word is correctly tagged and generate single output. Otherwise, multiple candidates are generated.
• Relative threshold-based rule: If the probability of the best candidate differs from the probability of the second best candidate by greater than a certain threshold † , then we regard only the best candidate as correctly tagged. Otherwise, all candidates within the threshold are generated.
Agreement-based rule:
In morphological analysis, a word is broken down into grammatically allowed morpheme-tag pairs without referring to neighboring context words. On the other hand, POS tagging is performed with referring to neighboring context. Thus, if the best candidate of a morphological analyzer and the result of POS tagging are identical, then the resulting output is reliable. Relative threshold-based rule: If a probability gap between the best candidate and the second best candidate of a morphological analysis is sufficiently large, then it is reasonable to use only the first candidate.
In this paper, we employ the following measures to evaluate the performance of a POS tagger that is used in constructing a POS tagged corpus.
• Hand-validation rate: the proportion of the words that must be validated by annotators. That is, it is the ratio of words with multiple analyses out of all words, or the ratio that the tagger fails to disambiguate.
• Error rate: the proportion of incorrect analyses that were erroneously reported as correct analysis by the system. No that this measure is identical to 'false positive'.
For example, suppose a tagger produces multiple results for x% of the words, and the words with one-best results have y% of errors. Then, manual annotation is required only for the x% of words and consequently the final tagged corpus can contain y% of error words. A desirable tagger may show a lower hand-validation rate and error rate. The goal of this study is to develop such a tagger to help in constructing high-quality tagged corpus with minimum human effort.
Experiments
To evaluate our approach, we used the Sejong POS-tagged corpus † † , which contains about 10 million words. We randomly extracted 90% of them for training, and the rest for testing.
The evaluation is performed in the following manner. For each word in the test data, if it is confirmed as correct by the tagger, only one result is produced. Otherwise, two or more results are produced.
As for the morphological analyzer's option, "EMS", which utilizes Eojeol, morpheme, and syllable-unit models, is adopted. Table 1 shows the result of the baseline tagger (without using any rules) and the result of applying the agreementbased rule. As can be seen in the table, the baseline tagger, which provides only one analysis per word, shows 95.55% of accuracy, i.e., an error rate of 4.45%. This figure implies that without performing any manual post-editing at all, the automatically tagged corpus contains 4.45% of errors in words. On the other hand, when the agreement-based rule is applied, the error rate decreases by 0.3% point from the baseline error rate, which implies 4.55% of words require the hand-validation process. Figure 2 shows the result of applying both the agreement-based rule and relative threshold-based rules. As can be seen in Fig. 2 , the error rate and the amount of annotation work are inversely correlated. In addition, the figure shows that every score converges when a relative threshold is over 10, indicating that the valid relative threshold ranges from 0 to 10. The minimum error rate is 0.88 when the hand-validation rate is 38.46. On the other hand, the minimum hand-validation rate is 9.50 where the error rate is 3.15. This implies that even a 99% accurate POS tagged corpus can be obtained with an examination of only 38% of the whole corpus, which greatly reduces the manual annotation work.
Conclusion
This paper has presented a method to minimize the manual effort in constructing a Korean POS tagged corpus. We propose a new tagging strategy that can selectively produce either a single analysis or multiple analyses based on the tagging reliability. In order to measure the reliability of the POS tagging, we proposed two decision rules using the morphological analyzer and the POS tagger.
The experimental results exhibited a 'trade-off' relationship between the error rate of an annotated corpus and the amount of annotation work. Even a small decrease in the amount of manual annotation work can achieve significant cost savings in constructing a large-scale POS tagged corpus. The proposed method can provide a new and convenient way to control the quality of the corpus and the amount of manual annotation with the relative threshold.
For future work, we plan to devise a new rule to measure the tagger's reliability. Voting a POS tagger from among multiple POS taggers can be an alternative method for the proposed tagging strategy. We also plan to apply the proposed approach to the construction of real POS tagged corpora.
