Additional symmetries of the p-reduced KP hierarchy are generated by the Lax op- 
It is a remarkable observation that the integrable models share an interesting relationship with the matrix model formulation of 2D quantum gravity [1] [2] [3] [4] [5] , 2D topological gravity [6] [7] [8] and the intersection theory on the moduli space of Riemann surfaces [9] [10] [11] .
In the matrix model formulation of the 2D gravity, one employs the method of orthogonal polynomials and makes use of the operators Q and P which correspond to the insertions of the spectral parameter and a derivative with respect to this in the matrix integral [12, 13] .
Since these two operators are conjugate to each other, they satisfy the so-called "string equation" [13] [P, Q] = 1. As Douglas argued, these operators can be realized in terms of some finite order differential operators and can be recognized as the Lax-pair of an associated integrable model [14] [15] [16] .
It is also well known that the formulation of Hermitian one [17] (two) [18] matrix model in terms of the continuum Schwinger Dyson equations gives rise to a semi-infinite Virasoro (W (3) ) constraints on the square root of the partition function. The square root of the partition function is recognized as the τ -function of the KdV (Boussinesq) hierarchy with the flow parameters being identified with the coupling constants of the scaling operators. One of the Virasoro constraints arising in this way is also seen to be equivalent with the integrated form of Douglas' string equation. Further, the conjecture [17] that all other Virasoro and W-constraints can be obtained from the string equation itself is also proved [19] [20] [21] in different indirect ways. In fact, a lot of efforts has been made in understanding the origin and the geometry of the string equation [22, 23] . It has been observed that the solution space of the string equation has interesting connection with the Sato-Grassmannian [24, 25] .
The origin of the Virasoro and W-constraints can also be attributed to the existence of additional symmetries of the integrable hierarchy as propounded in [26] . For p-reduced KP hierarchy [27, 28] , the Lax operator is given by
where ∂ ≡ ∂ ∂x and u 0 , ...., u p−2 are coefficient functions of the Lax operator depending on the infinite number of evolution paramaters (x, t 2 , t 3 , ......) ≡ (x, t). The coefficient functions satisfy the following evolution equations
where L n/p + denotes the non-negative differential part of the n-th power of the formal pseudo-differential operator L 1/p . For n = 1, the above equation gives a consistency relation if we identify t 1 with x. It is clear that for n = 0(mod p), the commutator in (2) vanishes and thus,
The additional symmetries [29] of L mean that L does not depend on some additional symmetry parameters t mp+n,n . In other words,
for m ≥ −1, 1 ≤ n ≤ p−1 and these flows commute with the usual p-reduced KP hierarchy flows given in (2). But they do not commute among themselves [29] . Here, the operator M is defined as
where K is the pseudo-differential operator,
and known as the Zakharov-Shabat dressing operator. It satisfies the relation
which fixes the coefficients a i (x, t) in terms of u i and their derivatives.
It has been shown in [20, 21] that the equations (3), (4) along with the definition of M as in (5) give rise to an infinite set of constraints on the τ -function of the p-reduced KP hierarchy which are claimed to be the semi-infinite Virasoro and W-constraints appearing in the matrix models, as discussed earlier. However, that is not quite true, as we explicitly
show for the case of p = 3 that the constraints generated in this way do not satisfy a closed and consistent W (3) algebra [30] . Further, we show that the situation can be salvaged if we impose the extra condition that M satisfies
Only then, the generated constraints satisfy a consistent W-algebra and also they exactly match with the matrix model results in [17, 18] . We would also like to point out here that this extra condition is not necessary to be imposed to obtain the right Virasoro constraints.
We now specialize for the case of p = 3, i.e. we are dealing with the 3-reduced KP (Boussinesq) hierarchy. The Lax operator for this hierarchy is
where u ′ ≡ ∂u ∂x and the particular form of the Lax operator is chosen such that it transforms covariantly under the conformal transformation [31] . The Douglas' string equation, for the two-matrix model, interpolating between various critical points is given as,
where we have introduced an infinite number of evolution parameter t 3k+i proportional to
and we recall that L satisfies
The operators L and M satisfy the following commutation relations :
By explicitly writing M L (10), it is a simple exercise to check that the string equation (9) is equivalent to
Also, from (11), (12) and using the residual symmetry of the Zakharov-Shabat dressing operator K [21] it can be seen that
Equation (13), in turn, implies that for n ≥ 0
In terms of the additional symmetries, (13) and (14) simply mean that the Lax operator is independent of the symmetry parameters t 3n+1,1 for n ≥ −1. As a consequence of (13), it is straight forward to check that M and L obey the following relations [20] (
and for n ≥ −1
Again, equation (15) implies that L does not depend on the additional symmetry parameters t −4,2 , t −5,1 and t 3n+1,2 for n ≥ −1. It is clear that (13) is consistent with (12) . In fact, one can work out the residue (the coefficient of the ∂ −1 term) of (13) explicitly and demonstrate that it is eqivalent to (9) .
By making use of the vertex operator techniques of KP hierarchy [27, 28] , it is shown in [20, 21] that the residues of (13) and (14) reduce to the following differential operator constraints on the τ -function of the Boussinesq hierarchy:
where the operators L n (with t 2 ≡ y) are defined as
and for n ≥ 1
It can be checked that for n ≥ −1, the operators L n , as given above, satisfy the centerless
It is worth noting that in the vertex operator techniques, how (13) and (14) give rise to the above constraints is not at all transparent. However, by just using the Lax operator approach, one can show in a more direct way that this is indeed true. The details of this approach will be reported elsewhere [32] . Also, note that the constant term 1 9 in the definition of L 0 , which originates as an integration constant, is fixed so, such that L n 's satisfy the Virasoro algebra. This point is not mentioned in [20] .
In a similar way, one can work out the consequences of (15a) and (15b) by considering the residue term. After an integration with respect to x and multiplication by τ , equation (15) reduces to the following differential constraints on τ [20,21]
for n ≥ −2 and where W (3) n is defined as
It is claimed in [20, 21] that the differential operators L n for n ≥ −1 and W
m for m ≥ −2 as defined in (17) and (19) respectively, form a closed W (3) algebra. At this stage, the following fact should be noted. Since the τ -function of the Boussinesq hierarchy satisfies
and the right hand side of this vanishes when n = 3k for any k = 1, 2, ..., so the τ -function would not depend on these coordinates. Therefore, it is clear that the non-zero contributions to W (3) n comes from the first term and only from k = 0 (mod 3), j, k = 0 (mod 3) and i, j, k = 0 (mod 3) respectively for the last three terms of (19) . Keeping this fact in mind, we can compute the commutators between L n and W m . We find, for example, that
where W
−2 has the form as given in (19) . Therefore, the form of this W
Let us also think of modifying W −2 is obtained from (15a) after an integration with respect to x. So t 6 term can appear as an integration constant. We mention here that W (3) −2 contains a term propertional to t 3 2 which infact appears as an integration constant. Thus we write,
However, it does not serve our purpose since for example, we find
−2 ] = 2W
which is again inconsistent with (22) . Thus, from the above analysis, it is clear that W
can not be a function of t 3k for k =1, 2,...... Therefore, in all the terms in (19) , i, j, k
should not take values 0 (mod 3). Note that this is consistent with the matrix model result [17, 18] . Upon imposing this extra condition, equation (19) takes the form
We can now check that (17) and (25) 
where we have defined
Let us note that the extra conditions that i, j, k = 0 (mod 3) in (25) can not be obtained if they are obtained from (15) with the definition of M as given in (10) . In order to obtain (25) as a direct consequence of the additional symmetries, we can modify the operator M itself and take instead
With the above definition, we would of course have
and the equations (11) are still valid. Therefore, the string equation (12) and the consequences of it namely (13-15) also remain to be true. But since M does not depend on the parameters t 3k , these parameters will never appear either in the Virasoro or in the W (3) n constraints and we have the required form of these constraints. Note that even if we do not modify the operator M to the above form, one still obtains the correct form for the Virasoro constraints but not for the W -constraints as we saw. This feature remains valid for higher KdV hierarchy also. Thus, for p-th KdV hierarchy, we need to take the operator
in order to obtain the right W (p) constraints.
In conclusion, we have shown that the origin of the Virasoro and W -constraints in the p-reduced KP hierarchy can be attributed to the additional symmetries associated with such an integrable system. The generators of these additional symmetries have to be modified with appropriate changes in the operator M appearing in the generators to obtain a closed and consistent W (p) algebra.
