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Convolutional neural network (CNN) driven by image 
recognition has been shown to be able to explain cor-
tical responses to static pictures at ventral-stream ar-
eas. Here, we further showed that such CNN could 
reliably predict and decode functional magnetic res-
onance imaging data from humans watching natural 
movies, despite its lack of any mechanism to account 
for temporal dynamics or feedback processing. Us-
ing separate data, encoding and decoding models 
were developed and evaluated for describing the bi-
directional relationships between the CNN and the 
brain. Through the encoding models, the CNN-
predicted areas covered not only the ventral stream, 
but also the dorsal stream, albeit to a lesser degree; 
single-voxel response was visualized as the specific 
pixel pattern that drove the response, revealing the 
distinct representation of individual cortical location; 
cortical activation was synthesized from natural im-
ages with high-throughput to map category repre-
sentation, contrast, and selectivity. Through the de-
coding models, fMRI signals were directly decoded 
to estimate the feature representations in both visual 
and semantic spaces, for direct visual reconstruction 
and semantic categorization, respectively. These re-
sults corroborate, generalize, and extend previous 
findings, and highlight the value of using deep learn-
ing, as an all-in-one model of the visual cortex, to un-
derstand and decode natural vision. 
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Introduction 
         For centuries, philosophers and scientists have 
been trying to speculate, observe, understand, and deci-
pher the workings of the brain that enables humans to 
perceive and explore visual surroundings. Here, we ask 
how the brain represents dynamic visual information 
from the outside world, and whether brain activity can 
be directly decoded to reconstruct and categorize what a 
person is seeing. These questions, concerning neural en-
coding and decoding (Naselaris et al., 2011), have been 
mostly addressed with static or artificial stimuli (Kamit-
ani and Tong, 2005; Haynes and Rees, 2006). Such strat-
egies are, however, too narrowly focused to reveal the 
computation underlying natural vision. What is needed 
is an alternative strategy that embraces the complexity of 
vision to uncover and decode the visual representations 
of distributed cortical activity.  
        Despite its diversity and complexity, the visual 
world is composed of a large number of visual features 
(Zeiler and Fergus, 2014; LeCun et al., 2015; Russ and 
Leopold, 2015). These features span many levels of ab-
straction, such as orientation and color in the low level, 
shapes and textures in the middle levels, and objects and 
actions in the high level. To date, deep learning provides 
the most comprehensive computational models to en-
code and extract hierarchically organized features from 
arbitrary natural pictures or videos (LeCun et al., 2015). 
Computer-vision systems based on such models have 
emulated or even surpassed human performance in im-
age recognition and segmentation (Krizhevsky et al., 
2012; Russakovsky et al., 2015; He et al., 2015). In par-
ticular, deep convolutional neural networks (CNN) are 
built and trained with similar organizational and coding 
principles as the feedforward visual cortical network 
(DiCarlo et al., 2012; Yamins and DiCarlo, 2016). Re-
cent studies have shown that the CNN could partially ex-
plain the brain’s responses to (Yamins et al., 2014; Güçlü 
and van Gerven, 2015a; Eickenberg et al., 2016) and rep-
resentations of (Khaligh-Razavi and Kriegeskorte, 2014; 
Cichy et al., 2016) natural picture stimuli. However, it 
remains unclear whether and to what extent the CNN 
may explain and decode brain responses to natural video 
stimuli. Although dynamic natural vision involves feed-
forward, recurrent, and feedback connections (Callaway, 
2004), the CNN only models feedforward processing 
and operates on instantaneous input, without any account 
for recurrent or feedback network interactions (Polack 
and Contreras, 2012; Bastos et al., 2012).  
        To address these questions, we acquired 11.5 hours 
of fMRI data from each of three human subjects watch-
ing 972 different video clips, including diverse scenes 
and actions. This dataset was independent of, and had a 
larger sample size and broader coverage than, those in 
prior studies (Güçlü and van Gerven, 2015a; Eickenberg 
et al., 2016; Khaligh-Razavi and Kriegeskorte, 2014; 
Yamins et al., 2014; Güçlü and van Gerven, 2015a; 
 Eickenberg et al., 2016; Cichy et al., 2016). This allowed 
us to confirm, generalize, and extend the use of the CNN 
in predicting and decoding cortical activity along both 
ventral and dorsal streams in a dynamic viewing condi-
tion. Specifically, we trained and tested encoding and de-
coding models, with distinct data, for describing the re-
lationships between the brain and the CNN, imple-
mented by (Krizhevsky et al., 2012). With the CNN, the 
encoding models were used to predict and visualize 
fMRI responses at individual cortical voxels given the 
movie stimuli; the decoding models were used to recon-
struct and categorize the visual stimuli based on fMRI 
activity, as shown in Fig. 1. The major findings were  
1) a CNN driven for image recognition explained sig-
nificant variance of fMRI responses to complex 
movie stimuli for nearly the entire visual cortex in-
cluding its ventral and dorsal streams, albeit to a 
lesser degree for the dorsal stream;  
2) the CNN-based voxel-wise encoding models visual-
ized different single-voxel representations, and re-
vealed category representation and selectivity;  
3) the CNN supported direct visual reconstruction of 
natural movies, highlighting foreground objects 
with blurry details and missing colors;   
4) the CNN also supported direct semantic categoriza-
tion, utilizing the semantic space embedded in the 
CNN.   
 
Materials and Methods 
Subjects & Experiments   
        Three healthy volunteers (female, age: 22-25; nor-
mal vision) participated in the study, with informed writ-
ten consent obtained from every subject according to the 
research protocol approved by the Institutional Review 
Board at Purdue University. Each subject was instructed 
to watch a series of natural color video clips 
(20.3o!20.3 o) while fixating at a central fixation cross 
(0.8o!0.8 o). In total, 374 video clips (continuous with a 
frame rate of 30 frames per second) were included in a 
2.4-hour training movie, randomly split into 18 8-min 
segments; 598 different video clips were included in a 
40-min testing movie, randomly split into five 8-min 
					 	
 
Figure. 1. Neural encoding and decoding through a deep learning model. When a person is seeing a film (a), information is 
processed through a cascade of cortical areas (b), generating fMRI activity patterns (c). A deep convolutional neural network is used 
here to model cortical visual processing (d). This model transforms every movie frame into multiple layers of features, ranging from 
orientations and colors in the visual space (the 1st layer) to object categories in the semantic space (the 8th layer). For encoding, this 
network serves to model the nonlinear relationship between the movie stimuli and the response at each cortical location. For 
decoding, cortical responses are combined across locations to estimate the feature outputs from the 1st and 7th layer. The former is 
deconvolved to reconstruct every movie frame, and the latter is classified into semantic categories.  
	
 segments. The video clips in the testing movie were dif-
ferent from those in the training movie. All video clips 
were chosen from Videoblocks 
(https://www.videoblocks.com) and YouTube 
(https://www.youtube.com) to be diverse yet representa-
tive of real-life visual experiences. For example, individ-
ual video clips showed people in action, moving animals, 
nature scenes, outdoor or indoor scenes etc. Each subject 
watched the training movie twice and the testing movie 
ten times through experiments in different days. Each ex-
periment included multiple sessions of 8min and 24s 
long. During each session, an 8-min single movie seg-
ment was presented; before the movie presentation, the 
first movie frame was displayed as a static picture for 12 
seconds; after the movie, the last movie frame was also 
displayed as a static picture for 12 seconds. The order of 
the movie segments was randomized and counter-bal-
anced. Using Psychophysics Toolbox 3 
(http://psychtoolbox.org), the visual stimuli were deliv-
ered through a goggle system (NordicNeuroLab NNL 
Visual System) with 800!600 display resolution.  
Data Acquisition and Preprocessing  
        T1 and T2-weighted MRI and fMRI data were ac-
quired in a 3 tesla MRI system (Signa HDx, General 
Electric Healthcare, Milwaukee) with a 16-channel re-
ceive-only phase-array surface coil (NOVA Medical, 
Wilmington). The fMRI data were acquired at 3.5 mm 
isotropic spatial resolution and 2 s temporal resolution 
by using a single-shot, gradient-recalled echo-planar im-
aging sequence (38 interleaved axial slices with 3.5mm 
thickness and 3.5!3.5mm 2 in-plane resolution, 
TR=2000ms, TE=35ms, flip angle=78°, field of 
view=22!22cm 2). The fMRI data were preprocessed and 
then transformed onto the individual subjects’ cortical 
surfaces, which were co-registered across subjects onto 
a cortical surface template based on their patterns of my-
elin density and cortical folding. The preprocessing and 
registration were accomplished with high accuracy by 
using the processing pipeline for the Human Connec-
tome Project (Glasser et al., 2013). When training and 
testing the encoding and decoding models (as described 
later), the cortical fMRI signals were averaged over mul-
tiple repetitions: two repetitions for the training movie, 
and 10 repetitions for the testing movie. The two repeti-
tions of the training movie allowed us to evaluate intra-
subject reproducibility in the fMRI signal as a way to 
map the regions “activated” by natural movie stimuli 
(see Mapping cortical activations with natural movie 
stimuli). The ten repetitions of the testing movie allowed 
us to obtain the movie-evoked responses with high signal 
to noise ratios (SNR), as spontaneous activity or noise 
unrelated to visual stimuli were effectively removed by 
averaging over this relatively large number of repeti-
tions. The ten repetitions of the testing movie also al-
lowed us to estimate the upper bound (or “noise ceil-
ing”), by which an encoding model could predict the 
fMRI signal during the testing movie. Although more 
repetitions of the training movie would also help to in-
crease the SNR of the training data, it was not done be-
cause the training movie was too long to repeat by the 
same times as the testing movie.    
Convolutional Neural Network (CNN)  
        We used a deep CNN (a specific implementation re-
ferred as the “AlexNet”) to extract hierarchical visual 
features from the movie stimuli. The model had been 
pre-trained to achieve the best-performing object recog-
nition in Large Scale Visual Recognition Challenge 2012 
(Krizhevsky et al., 2012). Briefly, this CNN included 
eight layers of computational units stacked into a hierar-
chical architecture: the first five were convolutional lay-
ers, and the last three layers were fully connected for im-
age-object classification (Supplementary Fig. 1). The 
image input was fed into the first layer; the output from 
one layer served as the input to its next layer. Each con-
volutional layer contained a large number of units and a 
set of filters (or kernels) that extracted filtered outputs 
from all locations from its input through a rectified linear 
function. Layer 1 through 5 consisted of 96, 256, 384, 
384, and 256 kernels, respectively. Max-pooling was im-
plemented between layer 1 and layer 2, between layer 2 
and layer 3, and between layer 5 and layer 6. For classi-
fication, layer 6 and 7 were fully connected networks; 
layer 8 used a softmax function to output a vector of 
probabilities, by which an input image was classified 
into individual categories. The numbers of units in layer 
6 to 8 were 4096, 4096, and 1000, respectively.  
        Note that the 2nd highest layer in the CNN (i.e. the 
7th layer) effectively defined a semantic space to support 
the categorization at the output layer. In other words, the 
semantic information about the input image was repre-
sented by a (4096-dimensional) vector in this semantic 
space. In the original AlexNet, this semantic space was 
used to classify ~1.3 million natural pictures into 1,000 
fine-grained categories (Krizhevsky et al., 2012). Thus, 
it was generalizable and inclusive enough to also repre-
sent the semantics in our training and testing movies, and 
to support more coarsely defined categorization. Indeed, 
new classifiers could be built for image classification 
into new categories based on the generic representations 
in this same semantic space, as shown elsewhere for 
transfer learning (Razavian et al., 2014). 
        Many of the 1,000 categories in the original 
AlexNet were not readily applicable to our training or 
testing movies. Thus, we reduced the number of catego-
ries to 15 for mapping categorical representations and 
decoding object categories from fMRI. The new catego-
ries were coarser and labeled as indoor, outdoor, people, 
face, bird, insect, water animal, land animal, flower, 
 fruit, natural scene, car, airplane, ship, and exercise. 
These categories covered the common content in both 
the training and testing movies. With the redefined out-
put layer, we trained a new softmax classifier for the 
CNN (i.e. between the 7th layer and the output layer), but 
kept all lower layers unchanged. We used ~20,500 hu-
man-labeled images to train the classifier while testing it 
with a different set of ~3,500 labeled images. The train-
ing and testing images were all randomly and evenly 
sampled from the aforementioned 15 categories in 
ImageNet, followed by visual inspection to replace mis-
labeled images.  
        In the softmax classifier (a multinomial logistic re-
gression model), the input was the semantic representa-
tion, 𝒚, from the 7th layer in the CNN, and the output was 
the normalized probabilities, 𝒒, by which the image was 
classified into individual categories. The softmax classi-
fier was trained by using the mini-batch gradient descend 
to minimize the Kullback-Leibler (KL) divergence from 
the predicted probability, 𝒒, to the ground truth, 𝒑, in 
which the element corresponding to the labeled category 
was set to one and others were zeros. The KL divergence 
indicated the amount of information lost when the pre-
dicted probability, 𝒒, was used to approximate 𝒑. The 
predicted probability was expressed as 𝒒 = %&' 𝒚𝐖)𝒃%&' 𝒚𝐖)𝒃 , 
parameterized with 𝐖 and 𝒃. The objective function that 
was minimized for training the classifier was expressed 
as below.    𝐷,- 𝒑	||	𝒒 = 𝐻 𝒑, 𝒒 − 𝐻(𝒑) = − 𝒑, log 𝒒 + 𝒑, log 𝒑     
(1) 
where H 𝐩  was the entropy of 𝐩, and H 𝐩, 𝐪  was the 
cross-entropy of 𝐩 and 𝐪, and ∙  stands for inner prod-
uct. The objective function was minimized with L2-
norm regularization whose parameter was determined by 
cross-validation. 3075 validation images (15% of the 
training images) were uniformly and randomly selected 
from each of the 15 categories. When training the model, 
the batch size was 128 samples per batch, the learning 
rate was initially 10-3 reduced by 10-6 every iteration. Af-
ter training with 100 epochs, the classifier achieved a 
top-1 error of 13.16% with the images in the testing set.  
        Once trained, the CNN could be used for feature ex-
traction and image recognition by a simple feedforward 
pass of an input image. Specifically, passing a natural 
image into the CNN resulted in an activation value at 
each unit. Passing every frame of a movie resulted in an 
activation time series from each unit, representing the 
fluctuating representation of a specific feature in the 
movie. Within a single layer, the units that shared the 
same kernel collectively output a feature map given 
every movie frame. Herein we refer to the output from 
each layer as the output of the rectified linear function 
before max-pooling (if any).  
Deconvolutional neural network (De-CNN)  
        While the CNN implemented a series of cascaded 
“bottom-up” transformations that extracted nonlinear 
features from an input image, we also used the De-CNN 
to approximately reverse the operations in the CNN, for 
a series of “top-down” projections as described in detail 
elsewhere (Zeiler and Fergus, 2014). Specifically, the 
outputs of one or multiple units could be unpooled, rec-
tified, and filtered onto its lower layer, until reaching the 
input pixel space. The unpooling step was only applied 
to the layers that implemented max-pooling in the CNN. 
Since the max-pooling was non-invertible, the unpooling 
was an approximation while the locations of the maxima 
within each pooling region were recorded and used as a 
set of switch variables. Rectification was performed as 
point-wise rectified linear thresholding by setting the 
negative units to 0. The filtering step was done by apply-
ing the transposed version of the kernels in the CNN to 
the rectified activations from the immediate higher layer, 
to approximate the inversion of the bottom-up filtering. 
In the De-CNN, rectification and filtering were inde-
pendent of the input, whereas the unpooling step was de-
pendent on the input. Through the De-CNN, the feature 
representations at a specific layer could yield a recon-
struction of the input image (Zeiler and Fergus, 2014). 
This was utilized for reconstructing the visual input 
based on the 1st-layer feature representations estimated 
from fMRI data (see details in Reconstructing natural 
movie stimuli in Methods). Such reconstruction is un-
biased by the input image, since the De-CNN did not per-
form unpooling from the 1st layer to the pixel space.  
Mapping cortical activations with natural movie 
stimuli  
         Each segment of the training movie was presented 
twice to each subject. This allowed us to map cortical 
locations activated by natural movie stimuli, by compu-
ting the intra-subject reproducibility in voxel time series 
(Hasson et al., 2004; Lu et al., 2016). For each voxel and 
each segment of the training movie, the intra-subject re-
producibility was computed as the correlation of the 
fMRI signal when the subject watched the same movie 
segment for the first time and for the second time. After 
converting the correlation coefficients to z scores by us-
ing the Fisher’s z-transformation, the voxel-wise z 
scores were averaged across all 18 segments of the train-
ing movie. Statistical significance was evaluated by us-
ing one-sample t-test (p<0.01, DOF=17, Bonferroni cor-
rection for the number of cortical voxels), revealing the 
cortical regions activated by the training movie. Then, 
the intra-subject reproducibility maps were averaged 
across the three subjects. The averaged activation map 
was used to create a cortical mask that covered all sig-
nificantly activated locations. To be more generalizable 
to other subjects or stimuli, we slightly expanded the 
 mask. The final mask contained 10,214 voxels in the vis-
ual cortex, approximately 17.2% of the whole cortical 
surface.  
Bivariate analysis to relate CNN units to brain voxels 
        We compared the outputs of CNN units to the fMRI 
signals at cortical voxels during the training movie, by 
evaluating the correlation between every unit and every 
voxel. Before this bivariate correlation analysis, the sin-
gle unit activity in the CNN was log-transformed and 
convolved with a canonical hemodynamic response 
function (HRF) with the positive peak at 4s. Such pre-
processing was to account for the difference in distribu-
tion, timing, and sampling between the unit activity and 
the fMRI signal. The unit activity was non-negative and 
sparse; after log-transformation (i.e. log	(y + 0.01) 
where y indicated the unit activity), it followed a distri-
bution similar to that of the fMRI signal. The HRF ac-
counted for the temporal delay and smoothing due to 
neurovascular coupling. Here, we preferred a pre-de-
fined HRF to a model estimated from the fMRI data it-
self. While the latter was data-driven and used in previ-
ous studies (Nishimoto et al., 2011; Güçlü and van Ger-
ven, 2015b), it might cause over-fitting. A pre-defined 
HRF was suited for more conservative estimation of the 
bivariate (unit-to-voxel) relationships. Lastly, the HRF-
convolved unit activity was down-sampled to match the 
sampling rate of fMRI. With such preprocessing, the bi-
variate correlation analysis was used to map the retino-
topic, hierarchical, and categorical representations dur-
ing natural movie stimuli, as described subsequently.  
Retinotopic mapping. In the first layer of the CNN, in-
dividual units extracted features (e.g. orientation-spe-
cific edge) from different local (11-by-11 pixels) patches 
in the input image. We computed the correlation between 
the fMRI signal at each cortical location and the activa-
tion time series of every unit in the first layer of the CNN 
during the training movie. For a given cortical location, 
such correlations formed a 3-D array: two dimensions 
corresponding to the horizontal and vertical coordinates 
in the visual field, and the third dimension corresponding 
to 96 different local features (see Fig. 7c). As such, this 
array represented the simultaneous tuning of the fMRI 
response at each voxel by retinotopy, orientation, color, 
contrast, spatial frequency etc. We reduced the 3-D cor-
relation array into a 2-D correlation matrix by taking the 
maximal correlation across different visual features. As 
such, the resulting correlation matrix depended only on 
retinotopy, and revealed the population receptive field 
(pRF) of the given voxel. The pRF center was deter-
mined as the centroid of the top 20 locations with the 
highest correlation values, and its polar angle and eccen-
tricity were further measured with respect to the central 
fixation point. Repeating this procedure for every corti-
cal location gave rise to the putative retinotopic repre-
sentation of the visual cortex. We compared this retino-
topic representation obtained with natural visual stimuli 
to the visual-field maps obtained with the standard reti-
notopic mapping as previously reported elsewhere 
(Abdollahi et al., 2014). 
Hierarchical mapping. The feedforward visual pro-
cessing passes through multiple cascaded stages in both 
the CNN and the visual cortex. In line with previous 
studies (Khaligh-Razavi and Kriegeskorte, 2014; 
Yamins et al., 2014; Güçlü and van Gerven, 2015a,b; 
Cichy et al., 2016; Kubilius et al., 2016; Horikawa and 
Kamitani, 2017; Eickenberg et al., 2016), we explored 
the correspondence between individual layers in the 
CNN and individual cortical regions underlying different 
stages of visual processing. For this purpose, we com-
puted the correlations between the fMRI signal at each 
cortical location and the activation time series from each 
layer in the CNN, and extracted the maximal correlation. 
We interpreted this maximal correlation as a measure of 
how well a cortical location corresponded to a layer in 
the CNN. For each cortical location, we identified the 
best corresponding layer and assigned its layer index to 
this location; the assigned layer index indicated the pro-
cessing stage this location belonged to. The cortical dis-
tribution of the layer-index assignment provided a map 
of the feedforward hierarchical organization of the visual 
system.  
Mapping representations of object categories. To ex-
plore the correspondence between the high-level visual 
areas and the object categories encoded by the output 
layer of the CNN, we examined the cortical fMRI corre-
lates to the 15 categories output from the CNN. Here, we 
initially focused on the “face” because face recognition 
was known to involve specific visual areas, such as the 
fusiform face area (FFA) (Kanwisher et al., 1997; John-
son, 2005). We computed the correlation between the ac-
tivation time series of the face-labeled unit (the unit la-
beled as “face” in the output layer of the CNN) and the 
fMRI signal at every cortical location, in response to 
each segment of the training movie. The correlation was 
then averaged across segments and subjects. The signif-
icance of the average correlation was assessed using a 
block permutation test (Adolf et al., 2014) in considera-
tion of the auto-correlation in the fMRI signal. Specifi-
cally, the time series was divided into 50-sec blocks of 
adjacent 25 volumes (TR=2s). The block size was cho-
sen to be long enough to account for the autocorrelation 
of fMRI and to ensure a sufficient number of permuta-
tions to generate the null distribution. During each per-
mutation step, the “face” time series underwent a random 
shift (i.e. removing a random number of samples from 
the beginning and adding them to the end) and then the 
time-shifted signal was divided into blocks, and per-
 muted by blocks. For a total of 100,000 times of permu-
tations, the correlations between the fMRI signal and the 
permuted “face” time series was calculated. This proce-
dure resulted in a realistic null distribution, against 
which the p value of the correlation (without permuta-
tion) was calculated with Bonferroni correction by the 
number of voxels. The significantly correlated voxels 
(p<0.01) were displaced to reveal cortical regions re-
sponsible for the visual processing of human faces. The 
same strategy was also applied to the mapping of other 
categories. 
Voxel-wise encoding models 
        Furthermore, we attempted to establish the CNN-
based predictive models for the fMRI response to natural 
movie stimuli. Such models were defined separately for 
each voxel, namely voxel-wise encoding models (Nase-
laris et al., 2011), through which the voxel response was 
predicted from a linear combination of the feature repre-
sentations of the input movie. Conceptually similar en-
coding models were previously explored with low-level 
visual features (Kay et al., 2008; Nishimoto et al., 2011) 
or high-level semantic features (Huth et al., 2012, 
2016a), and more recently with hierarchical features ex-
tracted by the CNN from static pictures (Güçlü and van 
Gerven, 2015a; Eickenberg et al., 2016). Here, we ex-
tended these prior studies to focus on natural movie stim-
uli while using principal component analysis (PCA) to 
reduce the huge dimension of the feature space attained 
with the CNN.  
        Specifically, PCA was applied to the feature repre-
sentations obtained from each layer of the CNN during 
the training movie. Principal components were retained 
to keep 99% of the variance while spanning a much 
lower-dimensional feature space, in which the represen-
tations followed a similar distribution as did the fMRI 
signal. This dimension reduction mitigated the potential 
risk of overfitting with limited training data. In the re-
duce feature space, the feature time series were readily 
comparable with the fMRI signal without additional non-
linear (log) transformation.  
        Mathematically, let 𝐘BC  be the output from all units 
in layer 𝑙 of the CNN; it is an m-by-p matrix (m is the 
number of video frames in the training movie, and p is 
the number of units). The time series extracted by each 
unit was standardized (i.e. remove the mean and normal-
ize the variance). Let 𝐁C be the principal basis of 𝐘BC ; it is 
a p-by-q matrix (q is the number of components). Con-
verting the feature representations from the unit-wise 
space to the component-wise space is expressed as be-
low.  𝐘FC = 𝐘BC𝐁C             (2) 
where 𝐘FC  is the transformed feature representations in 
the dimension-reduced feature space spanned by unitary 
columns in the matrix, 𝐁C. The transpose of 𝐁C also de-
fined the transformation back to the original space. 
        Following the dimension reduction, the feature time 
series, 𝐘FC , were convolved with a HRF, and then down-
sampled to match the sampling rate of fMRI. Hereafter, 𝐘C stands for the feature time series for layer 𝑙 after con-
volution and down-sampling. These feature time series 
were used to predict the fMRI signal at each voxel 
through a linear regression model, elaborated as below. 
        Given a voxel 𝑣, the voxel response 𝒙I was mod-
eled as a linear combination of the feature time series, 𝐘C, from the l-th layer in the CNN, as expressed in Eq. 
(3).  𝒙I = 𝐘C𝒘IC + 𝑏IC + 𝜺             (3) 
where, 𝒘IC  is a q-by-1 vector of the regression coeffi-
cients;	𝑏IC  is the bias term; 𝜺 is the error unexplained by 
the model. Least-squares estimation with L2-norm regu-
larization, as Eq. (4), was used to estimate the regression 
coefficients based on the data during the training movie. 𝑓 𝒘IC = 𝒙I − 𝒀C𝒘IC − 𝑏IC OO + 𝜆 𝒘IC OO          (4) 
       Here, the L2 regularization was used to prevent the 
model from overfitting limited training data. The regu-
larization parameter 𝜆 and the layer index l were both 
optimized through a nine-fold cross-validation. Briefly, 
the training data were equally split into nine subsets: 
eight for the model estimation, one for the model valida-
tion. The validation was repeated nine times such that 
each subset was used once for validation. The parameters 
(𝜆, l) were chosen to maximize the cross-validation ac-
curacy. With the optimized parameters, we refitted the 
model using the entire training samples to yield the final 
estimation of the voxel-wise encoding model. The final 
encoding model set up a computational pathway from the 
visual input to the evoked fMRI response at each voxel 
via its most predictive layer in the CNN.  
        After training the encoding model, we tested the 
model’s accuracy in predicting the fMRI response to all 
five segments of the testing movie, for which the model 
was not trained. For each voxel, the prediction accuracy 
was measured as the correlation between the measured 
fMRI response and the response predicted by the voxel-
specific encoding model, averaged across the segments 
of the testing movie. The significance of the correlation 
was assessed using a block permutation test (Adolf et al., 
2014), while considering the auto-correlation in the 
fMRI signal, similarly as the significance test for the 
unit-to-voxel correlation (see Mapping representations 
of object categories in Methods). Briefly, the predicted 
fMRI signal was randomly block-permuted in time for 
100,000 times to generate an empirical null distribution, 
against which the prediction accuracy was evaluated for 
significance (p<0.001, Bonferroni correction by the 
 number of voxels). The prediction accuracy was also 
evaluated for regions of interest (ROIs) defined with 
multi-modal cortical parcellation (Glasser et al., 2016). 
For the ROI analysis, the voxel-wise prediction accuracy 
was averaged within each ROI. The prediction accuracy 
was evaluated for each subject, and then compared and 
averaged across subjects.  
        The prediction accuracy was compared with an up-
per bound by which the fMRI signal was explainable by 
the visual stimuli, given the presence of noise or ongoing 
activity unrelated to the stimuli. This upper bound, de-
fining the explainable variance for each voxel, depended 
on the signal to noise ratio of the evoked fMRI response. 
It was measured voxel by voxel based on the fMRI sig-
nals observed during repeated presentations of the test-
ing movie. Specifically, 10 repetitions of the testing 
movie were divided by half. This two-half partition de-
fined an (ideal) control model: the signal averaged within 
the first half was used to predict the signal averaged 
within the second half. Their correlation, as the upper 
bound of the prediction accuracy, was compared with the 
prediction accuracy obtained with the voxel-wise encod-
ing model in predicting the same testing data. The differ-
ence between their prediction accuracies (z-score) was 
assessed by paired t-test (p<0.01) across all possible two-
half partitions and all testing movie segments. For those 
significant voxels, we then calculated the percentage of 
the explainable variance that was not explained by the 
encoding model. Specifically, let VR be the potentially 
explainable variance; let V% be the variance explained by 
the encoding model; so, 𝑉T − 𝑉U 𝑉T measures the de-
gree by which the encoding falls short in explaining the 
stimulus-evoked response (Wu et al., 2006).  
Predicting cortical responses to images and catego-
ries  
        After testing their ability to predict cortical re-
sponses to unseen stimuli, we further used the encoding 
models to predict voxel-wise cortical responses to arbi-
trary pictures. Specifically, 15,000 images were uni-
formly and randomly sampled from 15 categories in 
ImageNet (i.e. face, people, exercise, bird, land-animal, 
water-animal, insect, flower, fruit, car, airplane, ship, 
natural scene, outdoor, indoor). None of these sampled 
images were used to train the CNN, or included in the 
training or testing movies. For each sampled image, the 
response at each voxel was predicted by using the voxel-
specific encoding model. The voxel’s responses to indi-
vidual images formed a response profile, indicative of its 
selectivity to single images.  
        To quantify how a voxel selectively responded to 
images from a given category (e.g. face), the voxel’s re-
sponse profile was sorted in a descending order of its re-
sponse to every image. Since each category contained 
1,000 exemplars, the percentage of the top-1000 images 
belonging to one category was calculated as an index of 
the voxel’s categorical selectivity. This selectivity index 
was tested for significance using a binomial test against 
a null hypothesis that the top 1,000 images were uni-
formly random across individual categories. This analy-
sis was tested specifically for voxels in the fusiform face 
area (FFA).  
        For each voxel, its categorical representation was 
obtained by averaging single-image responses within 
categories. The representational difference between in-
animate vs. animate categories was assessed, with for-
mer including flower, fruit, car, airplane, ship, natural 
scene, outdoor, indoor, and the latter including face, peo-
ple, exercise, bird, land-animal, water-animal, insect. 
The significance of this difference was assessed with 
two-sample t-test with Bonferroni correction by the 
number of voxels.  
Visualizing single-voxel representations 
        The voxel-wise encoding models set up a computa-
tional path to relate any visual input to the evoked fMRI 
response at each voxel. It inspired and allowed us to re-
veal which part of the visual input specifically accounted 
for the response at each voxel, or to visualize the voxel’s 
representation of the input. Note that the visualization 
was targeted to each voxel, as opposed to a layer or unit 
in the CNN, as in (Güçlü and van Gerven, 2015a). This 
distinction was important because voxels with activity 
predictable by the same layer in the CNN, may bear 
highly or entirely different representations.   
        Let us denote the visual input as 𝐈. The response 𝒙I 
at a voxel 𝑣 was modeled as 𝒙I = EI(𝐈) (EI is the 
voxel’s encoding model). The voxel’s visualized repre-
sentation was an optimal gradient pattern given the vis-
ual input 𝐈 that reflected the pixel-wise influence in driv-
ing the voxel’s response. This optimization included two 
steps, combining the visualization methods based on 
masking (Zhou et al., 2014; Li, 2016) and gradient 
(Baehrens et al., 2010; Hansen et al., 2011; Simonyan et 
al., 2013; Springenberg et al., 2014).    
        Firstly, the algorithm searched for an optimal bi-
nary mask, 𝐌Y, such that the masked visual input gave 
rise to the maximal response at the target voxel, as Eq. 
(5).  𝐌Y = argmax^ {EI(𝐈 ∘ 𝐌)} (5) 
where the mask was a 2-D matrix with the same width 
and height as the visual input 𝐈, and ∘ stands for the 
Hadamard product, meaning that the same masking was 
applied to the red, green, and blue channels respectively. 
Since the encoding model was highly nonlinear and not 
convex, random optimization (Matyas, 1965) was used. 
A binary continuous mask (i.e. the pixel weights were 
either 1 or 0) was randomly and iteratively generated. 
 For each iteration, a random pixel pattern was generated 
with each pixel’s intensity sampled from a normal distri-
bution; this random pattern was spatially smoothed with 
a Gaussian spatial-smoothing kernel (three times of the 
kernel size of 1st layer CNN units); the smoothed pattern 
was thresholded by setting one fourth pixels to 1 and oth-
ers 0. Then, the model-predicted response was computed 
given the masked input. The iteration was stopped when 
the maximal model-predicted response (over all itera-
tions) converged or reach 100 iterations. The optimal 
mask was the one with the maximal response across iter-
ations. 
        After the mask was optimized, the input from the 
masked region, 𝐈𝒐 = 𝐈 ∘ 𝐌𝒐, was supplied to the voxel-
wise encoding model. The gradient of the model’s output 
was computed with respect to the intensity at every pixel 
in the masked input, as expressed by Eq. (6). This gradi-
ent pattern described the relative influence of every pixel 
in driving the voxel response. Only positive gradients, 
which indicated the amount of influence in increasing the 
voxel response, were back-propagated and kept, as in 
(Springenberg et al., 2014). 𝐆𝒗(𝐈𝒐) = ∇EI(𝐈)|𝐈f𝐈𝒐 (6) 
        For the visualization to be more robust, the above 
two steps were repeated 100 times. The weighted aver-
age of the visualizations across all repeats was obtained 
with the weight proportional to the response given the 
masked input for each repeat (indexed with 𝑖), as Eq. (7). 
Consequently, the averaged gradient pattern was taken 
as the visualized representation of the visual input at the 
given voxel.  𝐆𝒗(𝐈𝒐) = 𝟏𝟏𝟎𝟎 𝐆Ij (𝐈𝒐)EIj (𝐈𝒐)𝟏𝟎𝟎𝒊f𝟏  (7) 
        This visualization method was applied to the fMRI 
signals during one segment of the testing movie. To ex-
plore and compare the visualized representations at dif-
ferent cortical locations, example voxels were chosen 
from several cortical regions across different levels, in-
cluding V2, V4, MT, LO, FFA and PPA. Within each of 
these regions, we chose the voxel with the highest aver-
age prediction accuracy during the other four segments 
of the testing movie. The single-voxel representations 
were visualized only at time points where peak responses 
occurred at one or multiple of the selected voxels.  
Reconstructing natural movie stimuli 
        Opposite to voxel-wise encoding models that re-
lated visual input to fMRI signals, decoding models 
transformed fMRI signals to visual and semantic repre-
sentations. The former was used to reconstruct the visual 
input, and the latter was used to uncover its semantics. 
        For the visual reconstruction, multivariate linear re-
gression models were defined to take as input the fMRI 
signals from all voxels in the visual cortex, and to output 
the representation of every feature encoded by the 1st 
layer in the CNN. As such, the decoding models were 
feature-wise and multivariate. For each feature, the de-
coding model had multiple inputs and multiple outputs 
(i.e. representations of the given feature from all spatial 
locations in the visual input), and the times of fMRI ac-
quisition defined the samples for the model’s input and 
output. Eq. (8) describes the decoding model for each of 
96 different visual features.  𝐘 = 𝐗𝐖 + 𝛆     (8) 
        Here, 𝐗 stands for the observed fMRI signals within 
the visual cortex. It is an m-by-(k+1) matrix, where m is 
the number of time points, k is the number of voxels; the 
last column of 𝐗 is a constant vector with all elements 
equal to 1. 𝐘 stands for the log-transformed time-varying 
feature map. It is an m-by-p matrix, where m is the num-
ber of time points, and p is the number of units that en-
code the same local image feature (i.e. the convolutional 
kernel). 𝐖 stands for the unknown weights, by which the 
fMRI signals are combined across voxels to predict the 
feature map. It is an (k+1)-by-p matrix with the last row 
being the bias component. 𝛆 is the error term.  
        To estimate the model, we optimized 𝐖 to mini-
mize the objective function below. 𝑓 𝐖 = 𝐘 − 𝐗𝐖 OO + 𝜆 𝐖 nn       (9) 
where the first term is the sum of squares of the errors; 
the second term is the L1 regularization on 𝐖 except for 
the bias component; 𝜆 is the hyperparameter balancing 
these two terms. Here, L1 regularization was used rather 
than L2 regularization, since the former favored sparsity 
as each visual feature in the 1st CNN layer was expected 
to be coded by a small set of voxels in the visual cortex 
(Kay et al., 2008; Olshausen and Field, 1996).  
        The model estimation was based on the data col-
lected with the training movie. 𝜆 was determined by 20-
fold cross-validation, similar to the procedures used for 
training the encoding models. For training, we used sto-
chastic gradient descent optimization with the batch size 
of 100 samples, i.e. only 100 fMRI volumes were uti-
lized in each iteration of training. To address the overfit-
ting problem, dropout technique (Srivastava et al., 2014) 
was used by randomly dropping 30% of voxels in every 
iteration, i.e. setting the dropped voxels to zeros. Drop-
out regularization was used to mitigate the co-linearity 
among voxels and counteract L1 regularization to avoid 
over-sparse weights. For the cross-validation, we evalu-
ated for each of the 96 features, the validation accuracy 
defined as the correlation between the fMRI-estimated 
feature map and the CNN-extracted feature map. After 
sorting the different features in a descending order of the 
validation accuracy, we identified those features with 
 relatively low cross-validation accuracy (r < 0.24), and 
excluded them when reconstructing the testing movie.   
        To test the trained decoding model, we applied it to 
the fMRI signals observed during one of the testing mov-
ies, according to Eq. (8) without the error term. To eval-
uate the performance of the decoding model, the fMRI-
estimated feature maps were correlated with those ex-
tracted from the CNN given the testing movie. The cor-
relation coefficient, averaged across different features, 
was used as a measure of the accuracy for visual recon-
struction. To test the statistical significance of the recon-
struction accuracy, a block permutation test was per-
formed. Briefly, the estimated feature maps were ran-
domly block-permuted in time (Adolf et al., 2014) for 
100,000 times to generate an empirical null distribution, 
against which the estimation accuracy was evaluated for 
significance (p<0.01), similar to the aforementioned sta-
tistical test for the voxel-wise encoding model.  
        To further reconstruct the testing movie from the 
fMRI-estimated feature maps, the feature maps were in-
dividually converted to the input pixel space using the 
De-CNN, and then were summed to generate the recon-
struction of each movie frame. It is worth noting that the 
De-CNN did not perform unpooling from the 1st layer to 
the pixel space; so, the reconstruction was unbiased by 
the input, making the model generalizable for recon-
struction of any unknown visual input. As a proof of con-
cept, the visual inputs could be successfully recon-
structed through De-CNN given the accurate (noiseless) 
feature maps (Supplementary Fig. S13).    
Semantic categorization  
        In addition to visual reconstruction, the fMRI meas-
urements were also decoded to deduce the semantics of 
each movie frame at the fMRI sampling times. The de-
coding model for semantic categorization included two 
steps: 1) converting the fMRI signals to the semantic rep-
resentation of the visual input in a generalizable seman-
tic space, 2) converting the estimated semantic represen-
tation to the probabilities by which the visual input be-
longed to pre-defined and human-labeled categories.  
        In the first step, the semantic space was spanned by 
the outputs from the 7th CNN layer, which directly sup-
ported the image classification at the output layer. This 
semantic space was generalizable to not only novel im-
ages, but also novel categories which the CNN was not 
trained for (Razavian et al., 2014). As defined in Eq. 
(10), the decoding model used the fMRI signals to esti-
mate the semantic representation, denoted as 𝐘o	(m-by-q 
matrix, where q is the dimension of the dimension-re-
duced semantic space and m is the number of time 
points).  𝐘o = 𝐗𝐖𝒔 + 𝛆   (10) 
where 𝐗 stands for the observed fMRI signals within the 
visual cortex, and 𝐖𝒔 was the regression coefficients, 
and 𝛆	was the error term. To train this decoding model, 
we used the data during the training movie and applied 
L2-regularization. The estimated dimension-reduced 
representation was then transformed back to the original 
space. The regularization parameter and q were deter-
mined by 9-fold cross validation based on the correlation 
between estimated representation and the ground truth. 
        In the second step, the semantic representation esti-
mated in the first step was converted to a vector of nor-
malized probabilities over categories. This step utilized 
the softmax classifier established when retraining the 
CNN for image classification into 15 labeled categories 
(see Convolutional Neural Network in Methods).  
        After estimating the decoding model with the train-
ing movie, we applied it to the data during one of the 
testing movies. It resulted in the decoded categorization 
probability for individual frames in the testing movie 
sampled every 2 seconds. The top 5 categories with the 
highest probabilities were identified, and their textual la-
bels were displayed as the semantic descriptions of the 
reconstructed testing movie.  
       To evaluate the categorization accuracy, we used 
top-1 through top-3 prediction accuracies. Specifically, 
for any given movie frame, we ranked the object catego-
ries in a descending order of the fMRI-estimated proba-
bilities. If the true category was the top 1 of the ranked 
categories, it was considered to be top-1 accurate. If the 
true category was in the top 2 of the ranked categories, it 
was considered to be top-2 accurate, so on and so forth. 
The percentage of the frames that were top-1/top-2/top-
3 accurate was calculated to quantify the overall catego-
rization accuracy, for which the significance was evalu-
ated by a binomial test against the null hypothesis that 
the categorization accuracy was equivalent to the chance 
level given random guesses. Note that the ground-truth 
categories for the testing movie was manually labeled by 
human observers, instead of the CNN’s categorization of 
the testing movie. 
Cross-subject encoding and decoding  
        To explore the feasibility of establishing encoding 
and decoding models generalizable to different subjects, 
we first evaluated the inter-subject reproducibility of the 
fMRI voxel response to the same movie stimuli. For each 
segment of the training movie, we calculated for each 
voxel the correlation of the fMRI signals between differ-
ent subjects. The voxel-wise correlation coefficients 
were z-transformed and then averaged across all seg-
ments of the training movie. We assessed the signifi-
cance of the reproducibility against zeros by using one-
sample t-test with the degree of freedom as the total 
 number of movie segments minus 1 (DOF=17, Bonfer-
roni correction for the number of voxels, and p<0.01).  
       For inter-subject encoding, we used the encoding 
models trained with data from one subject to predict an-
other subject’s cortical fMRI responses to the testing 
movie. The accuracy of inter-subject encoding was eval-
uated in the same way as done for intra-subject encoding 
(i.e. training and testing encoding models with data from 
the same subject). For inter-subject decoding, we used 
the decoding models trained with one subject’s data to 
decode another subject’s fMRI activity for reconstruct-
ing and categorizing the testing movie. The performance 
of inter-subject decoding was evaluated in the same way 
as for intra-subject decoding (i.e. training and testing de-
coding models with data from the same subject).  
Results 
Functional alignment between CNN and visual cortex 
        For exploring and modeling the relationships be-
tween the CNN and the brain, we used 374 video clips to 
constitute a training movie, presented twice to each sub-
ject for fMRI acquisition. From the training movie, the 
CNN extracted visual features through hundreds of thou-
sands of units, which were organized into eight layers to 
	
 
 
Figure. 2. Functional alignment between 
the visual cortex and the CNN during 
natural vision (a) Cortical activation. The 
maps show the cross correlations between the 
fMRI signals obtained during two repetitions of 
the identical movie stimuli. (b) Retinotopic 
mapping. Cortical representations of the 
polar angle (left) and eccentricity (right), 
quantified for the receptive-field center of 
every cortical location, are shown on the 
flattened cortical surfaces. The bottom insets 
show the receptive fields of two example 
locations from V1 (right) and V3 (left). The 
V1/V2/V3 borders defined from conventional 
retinotopic mapping are overlaid for 
comparison. (c) Hierarchical mapping. The 
map shows the index to the CNN layer most 
correlated with every cortical location. For 
three example locations, their correlations 
with different CNN layers are displayed in the 
bottom plots. (d) Co-activation of FFA in the 
brain and the “Face” unit in the CNN. The 
maps on the right show the correlations 
between cortical activity and the output time 
series of the “Face” unit in the 8th layer of CNN. 
On the left, the fMRI signal at a single voxel 
within the FFA is shown in comparison with 
the activation time series of the “Face” unit. 
Movie frames are displayed at five peaks co-
occurring in both time series for one segment 
of the training movie. The selected voxel was 
chosen since it had the highest correlation 
with the “face” unit for other segments of the 
training movie, different from the one shown in 
this panel. (e) Cortical mapping of other 
four categories. The maps show the 
correlation between the cortical activity and 
the outputs of the 8th-layer units labeled as 
“indoor objects”, “land animals”, “car”, “bird”.  
See Supplementary Fig. 2, 3, 4 for related 
results from individual subjects. 
 
	
 form a trainable bottom-up network architecture (Sup-
plementary Fig. 1). That is, the output of one layer was 
the input to its next layer. After the CNN was trained for 
image categorization (Krizhevsky et al., 2012), each unit 
encoded a particular feature through its weighted con-
nections to its lower layer, and its output reported the 
representation of the encoded feature in the input image. 
The 1st layer extracted local features (e.g. orientation, 
color, contrast) from the input image; the 2nd through 7th 
layers extracted features with increasing nonlinearity, 
complexity, and abstraction; the highest layer reported 
the categorization probabilities (Krizhevsky et al., 2012; 
LeCun et al., 2015; Yamins and DiCarlo, 2016). See 
Convolutional Neural Network in Methods for details.  
	
 
Figure. 3. Cortical predictability given voxel-wise encoding models. (a) Accuracy of voxel-wise encoding models in predicting 
the cortical responses to novel natural movie stimuli, which is quantified as the Pearson correlation between the measured and the 
model-predicted responses during the testing movie. (b) Prediction accuracy within regions of interest (ROIs) for three subjects. For 
each ROI, the prediction accuracy is summarized as the mean±std correlation for all voxels within the ROI. (c) Prediction accuracy 
for different ROIs by different CNN layers. For each ROI, the prediction accuracy was averaged across voxels within the ROI, and 
across subjects. The curves represent the mean, and the error bars stand for the standard error.  
	
         The hierarchical architecture and computation in 
the CNN appeared similar to the feedforward processing 
in the visual cortex (Yamins and DiCarlo, 2016). This 
motivated us to ask whether individual cortical locations 
were functionally similar to different units in the CNN 
given the training movie as the common input to both the 
brain and the CNN. To address this question, we first 
mapped the cortical activation with natural vision by 
evaluating the intra-subject reproducibility of fMRI ac-
tivity when the subjects watched the training movie for 
the first vs. second time (Hasson et al., 2004; Lu et al., 
2016). The resulting cortical activation was widespread 
over the entire visual cortex (Fig. 2.a) for all subjects 
(Supplementary Fig. 2). Then, we examined the relation-
ship between the fMRI signal at every activated location 
and the output time series of every unit in the CNN. The 
latter indicated the time-varying representation of a par-
ticular feature in every frame of the training movie. The 
feature time series from each unit was log-transformed 
and convolved with the HRF, and then its correlation to 
each voxel’s fMRI time series was calculated.    
        This bivariate correlation analysis was initially re-
stricted to the 1st layer in the CNN. Since the 1st-layer 
units filtered the image patches with a fixed size at a var-
iable location, their correlations with a voxel’s fMRI sig-
nal revealed its population receptive field (pRF) (see 
Retinotopic mapping in Methods). The bottom insets 
in Fig. 2.b. show the putative pRF of two example loca-
tions corresponding to peripheral and central visual 
fields. The retinotopic property was characterized by the 
polar angle and eccentricity of the center of every 
voxel’s pRF (Supplementary Fig. 3.a), and mapped on 
the cortical surface (Fig. 2.b). The resulting retinotopic 
representations were consistent across subjects (Supple-
mentary Fig. 3), and similar to the maps obtained with 
standard retinotopic mapping (Wandell et al., 2007; 
Abdollahi et al., 2014). The retinotopic organization re-
ported here appeared more reasonable than the results 
obtained with a similar analysis approach but with natu-
ral picture stimuli (Eickenberg et al., 2016), suggesting 
an advantage of using movie stimuli for retinotopic map-
ping than using static pictures. Beyond retinotopy, we 
did not observe any orientation-selective representations 
(i.e. orientation columns), most likely due to the low spa-
tial resolution of the fMRI data.  
        Extending the above bivariate analysis beyond the 
1st-layer of the CNN, different cortical regions were 
found to be preferentially correlated with distinct layers 
in the CNN (Fig. 2.c). The lower to higher level features 
encoded by the 1st through 8th layers in the CNN were 
gradually mapped onto areas from the striate to extrastri-
ate cortex along both ventral and dorsal streams (Fig. 
2.c), consistently across subjects (Supplementary Fig. 4). 
These results agreed with findings from previous studies 
obtained with different analysis methods and static pic-
ture stimuli (Güçlü and van Gerven, 2015a,b; Khaligh-
Razavi et al., 2016; Cichy et al., 2016; Eickenberg et al., 
2016). We extended these findings to further show that 
the CNN could map the hierarchical stages of feedfor-
ward processing underlying dynamic natural vision, with 
a rather simple and effective analysis method. 
       Furthermore, an investigation of the categorical fea-
tures encoded in the CNN revealed a close relationship 
with the known properties of some high-order visual ar-
eas. For example, a unit labeled as “face” in the output 
layer of the CNN was significantly correlated with mul-
tiple cortical areas (Fig. 2.d, right), including the fusi-
form face area (FFA), the occipital face area (OFA), and 
the face-selective area in the posterior superior temporal 
	
 
Figure. 4. Explained variance of the encoding models. (a) 
Prediction accuracy of the ideal control model (average across 
subjects). It defines the potentially explainable variance in the 
fMRI signal. (b) Prediction accuracy of the CNN-based encoding 
models (average across subjects). (c) The percentage of the 
explainable variance that is not explained by the encoding model. VR denotes the potentially explainable variance and V% denotes 
the variance explained by the encoding model. Note that this 
result was based on movie-evoked responses averaged over five 
repetitions of the testing movie, while the other five repetitions 
were used to define the ideally explainable variance. This was 
thus distinct from other figures, which were based on the 
responses averaged over all ten repetitions of the testing movie.  
	
 sulcus (pSTS-FA), all of which have been shown to con-
tribute to face processing (Bernstein and Yovel, 2015). 
Such correlations were also relatively stronger on the 
right hemisphere than on the left hemisphere, in line with 
the right hemispheric dominance observed in many face-
specific functional localizer experiments (Rossion et al., 
2012). In addition, the fMRI response at the FFA and the 
output of the ‘face’ unit both showed notable peaks co-
inciding with movie frames that included human faces 
(Fig. 2.d, left). These results exemplify the utility of 
mapping distributed neural-network representations of 
object categories automatically detected by the CNN. In 
this sense, it is more convenient than doing so by manu-
ally labeling movie frames, as in prior studies (Russ and 
Leopold, 2015; Huth et al., 2012). Similar strategies 
were also used to reveal the network representations of 
‘indoor scenes’, ‘land animals’, ‘car’, and ‘bird’ (Fig. 
2.e).  
Taken together, the above results suggest that the hi-
erarchical layers in the CNN implement similar compu-
tational principles as cascaded visual areas along the 
brain’s visual pathways. The CNN and the visual cortex 
not only share similar representations of some low-level 
	
 
Figure. 5. Cortical representations of single-pictures or categories. (a) The model-predicted response profile at a selected voxel 
in FFA given 15,000 natural pictures from 15 categories, where the selected voxel had the highest prediction accuracy when the 
encoding model was evaluated using the testing movie. The voxel’s responses are sorted in descending order. (b) The top 1,000 
pictures that generate the greatest responses at this FFA voxel. (c) Correlation of the response profile at this “seed” voxel with those 
at other voxels (p<0.001, Bonferroni correction). (d) The contrast between animate versus inanimate pictures in the model-predicted 
responses (two-sample t-test, p<0.001, Bonferroni correction). (e) The categorical responses at two example voxels. These two 
voxels show the highest animate and inanimate responses, respectively. The colors correspond to the categories in (a). The results 
are from Subject JY, see Supplementary Fig. 5 for related results from other subjects. 
	
 visual features (e.g. retinotopy) and high-level semantic 
	
 
Figure. 6. Neural encoding models predict cortical responses and visualize functional representations at individual 
cortical locations. (a) Cortical predictability for subject JY, same as Fig. 3a. The measured (black) and predicted (red) response 
time series are also shown in comparison for six locations at V2, V4, LO, MT, PPA and FFA. For each area, the selected location 
was the voxel within the area where the encoding models yielded the highest prediction accuracy during the testing movie (b) 
Visualizations of the 20 peak responses at each of the six locations shown in (a). The presented movie frames are shown in the 
top row, and the corresponding visualizations at six locations are shown in the following rows. The results are from Subject JY, see 
Supplementary Fig. 6 and 7 for related results from other subjects.   
 features (e.g. face), but also share similarly hierarchical 
representations of multiple intermediate levels of pro-
gressively abstract visual information (Fig. 2).   
Neural encoding 
        Given the functional alignment between the human 
visual cortex and the CNN as demonstrated above and 
previously by others (Güçlü and van Gerven, 2015a; 
Cichy et al., 2016; Eickenberg et al., 2016), we further 
asked whether the CNN could be used as a predictive 
model of the response at any cortical location given any 
natural visual input. In other words, we attempted to es-
tablish a voxel-wise encoding model (Kay et al., 2008; 
Naselaris et al., 2011) by which the fMRI response at 
each voxel was predicted from the output of the CNN. 
Specifically, for any given voxel, we optimized a linear 
regression model to combine the outputs of the units 
from a single layer in CNN to best predict the fMRI re-
sponse during the training movie. We identified and used 
the principal components of the CNN outputs as the re-
gressors to explain the fMRI voxel signal. Given the 
training movie, the output from each CNN layer could 
be largely explained by much fewer components. For the 
1st through 8th layers, 99% of the variance in the outputs 
from 290400, 186624, 64896, 64896, 43264, 4096, 
4096, 1000 units could be explained by 10189, 10074, 
9901, 10155, 10695, 3103, 2804, 241 components, re-
spectively. Despite dramatic dimension reduction espe-
cially for the lower layers, information loss was negligi-
ble (1%), and the reduced feature dimension largely mit-
igated overfitting when training the voxel-wise encoding 
model. 
        After training a separate encoding model for every 
voxel, we used the models to predict the fMRI responses 
to five 8-min testing movies. These testing movies in-
cluded different video clips from those in the training 
movie, and thus unseen by the encoding models to ensure 
unbiased model evaluation. The prediction accuracy (r), 
measured as the correlation between the predicted and 
measured fMRI responses, was evaluated for every 
voxel. As shown in Fig. 3.a, the encoding models could 
predict cortical responses with reasonably high accura-
cies for nearly the entire visual cortex, much beyond the 
spatial extent predictable with low-level visual features 
(Nishimoto et al. 2011) or high-level semantic features 
(Huth et al., 2012) alone. The model-predictable cortical 
areas shown in this study also covered a broader extent 
than was shown in prior studies using similar CNN-
based feature models (Güçlü and van Gerven, 2015a; 
Eickenberg et al., 2016). The predictable areas even ex-
tended beyond the ventral visual stream, onto the dorsal 
visual stream, as well as areas in parietal, temporal, and 
frontal cortices (Fig. 3.a). These results suggest that ob-
ject representations also exist in the dorsal visual stream, 
in line with prior studies (Freud et al., 2016; de Haan and 
Cowey, 2011). 
       Regions of interest (ROI) were selected as example 
areas in various levels of visual hierarchy: V1, V2, V3, 
V4, lateral occipital (LO), middle temporal (MT), fusi-
form face area (FFA), parahippocampal place area 
(PPA), lateral intraparietal (LIP), temporo-parietal junc-
tion (TPJ), premotor eye field (PEF), and frontal eye 
field (FEF). The prediction accuracy, averaged within 
each ROI, was similar across subjects, and ranged from 
0.4 to 0.6 across the ROIs within the visual cortex and 
from 0.25 to 0.3 outside the visual cortex (Fig. 3.b). 
These results suggest that the internal representations of 
the CNN explain cortical representations of low, middle, 
and high-level visual features to similar degrees. Differ-
ent layers in the CNN contributed differentially to the 
prediction at each ROI (Fig. 3.c). Also see Fig. 6.a for 
the comparison between the predicted and measured 
fMRI time series during the testing movie at individual 
voxels. 
        Although the CNN-based encoding models pre-
dicted partially but significantly the widespread fMRI re-
sponses during natural movie viewing, we further asked 
where and to what extent the models failed to fully pre-
dict the movie-evoked responses. Also note that the 
fMRI measurements contained noise and reflected in 
part spontaneous activity unrelated to the movie stimuli. 
In the presence of the noise, we defined a control model, 
in which the fMRI signal averaged over five repetitions 
of the testing movie was used to predict the fMRI signal 
averaged over the other five repetitions of the same 
movie. This control model served to define the explain-
able variance for the encoding model, or the ideal pre-
diction accuracy (Fig. 4.a), against which the prediction 
accuracy of the encoding models (Fig. 4.b) was com-
pared. Relative to the explainable variance, the CNN 
model tended to be more predictive of ventral visual ar-
eas (Fig. 4.c), which presumably sub-served the similar 
goal of object recognition as did the CNN (Yamins and 
DiCarlo, 2016). In contrast, the CNN model still fell rel-
atively short in predicting the responses along the dorsal 
pathway (Fig. 4.c), likely because the CNN did not ex-
plicitly extract temporal features that are important for 
visual action (Hasson et al., 2008).   
Cortical representations of single-pictures or catego-
ries 
        The voxel-wise encoding models provided a fully 
computable pathway through which any arbitrary picture 
could be transformed to the stimulus-evoked fMRI re-
sponse at any voxel in the visual cortex. As initially ex-
plored before (Eickenberg et al. 2016), we conducted a 
high-throughput “virtual-fMRI” experiment with 15,000 
images randomly and evenly sampled from 15 categories 
in ImageNet (Deng et al., 2009; Russakovsky et al., 
 2015). These images were taken individually as input to 
the encoding model to predict their corresponding corti-
cal fMRI responses. As a result, each voxel was assigned 
with a predicted response to every picture, and its re-
sponse profile across individual pictures reported the 
voxel’s functional representation (Mur et al., 2012). For 
an initial proof of concept, we selected a single voxel that 
showed the highest prediction accuracy within FFA – an 
area for face recognition (Kanwisher et al., 1997; Bern-
stein and Yovel, 2015; Rossion et al., 2012). This voxel’s 
response profile, sorted by the response level, showed 
strong face selectivity (Fig. 5.a). The top 1,000 pictures 
that generated the strongest responses at this voxel were 
mostly human faces (94.0%, 93.9%, and 91.9%) (Fig. 
5.b). Such a response profile was not only limited to the 
selected voxel, but shared across a network including 
multiple areas from both hemispheres, e.g. FFA, OFA, 
and pSTS-FA (Fig. 5c). It demonstrates the utility of the 
CNN-based encoding models for analyzing the categor-
ical representations in voxel, regional, and network lev-
els. Extending from this example, we further compared 
the categorical representation of every voxel, and gener-
ated a contrast map for the differential representations of 
animate vs. inanimate categories (Fig. 5d). We found 
that the lateral and inferior temporal cortex (including 
FFA) was relatively more selective to animate catego-
ries, whereas the parahippocampal cortex was more se-
lective to inanimate categories (Fig. 5.d), in line with 
previous findings (Kriegeskorte et al., 2008; Naselaris et 
al., 2012). Supplementary Fig. S5 shows the comparable 
results from the other two subjects.  
Visualizing single-voxel representations given natu-
ral visual input 
        Not only could the voxel-wise encoding models 
predict how a voxel responded to different pictures or 
categories, such models were also expected to reveal 
how different voxels extract and process different visual 
information from the same visual input. To this end, we 
developed a method to visualize for each single voxel its 
representation given a known visual input. The method 
was to identify a pixel pattern from the visual input that 
accounted for the voxel response through the encoding 
model, revealing the voxel’s representation of the input.  
        To visualize single-voxel representations, we se-
lected six voxels from V2, V4, LO, MT, FFA and PPA 
(as shown in Fig. 6.a, left) as example cortical locations 
at different levels of visual hierarchy. For these voxels, 
the voxel-wise encoding models could well predict their 
individual responses to the testing movie (Fig. 6.a, right). 
At 20 time points when peak responses were observed at 
one or multiple of these voxels, the visualized represen-
tations shed light on their different functions (Fig. 6). It 
was readily notable that the visual representations of the 
V2 voxel were generally confined to a fixed part of the 
visual field, and showed pixel patterns with local details; 
the V4 voxel mostly extracted and processed information 
about foreground objects rather than from the back-
ground; the MT voxel selectively responded to the part 
of the movie frames that implied motion or action; the 
LO voxel represented either body parts or facial features; 
	
 
Figure 7. fMRI-based estimation of the first-layer feature 
maps (FM). (a) For each movie frame, the feature maps ex-
tracted from the kernels in the first CNN layer were estimated 
from cortical fMRI data through decoders trained with the 
training movie. For an example movie frame (flying eagle) in 
the testing movie, its feature map extracted with an orienta-
tion-coded kernel revealed the image edges. In comparison, 
the feature map estimated from fMRI was similar, but blurrier. 
(b) The estimation accuracy for all 96 kernels, given cross-
validation within the training data. The accuracies were 
ranked and plotted from the highest to lowest. Those kernels 
with high accuracies (r > 0.24) were selected and used for 
reconstructing novel natural movies in the testing phase. (c) 
96 kernels in the first layer are ordered in a descending man-
ner according to their cross-validation accuracy. 
	
 the FFA voxel responded selectively to human and ani-
mal faces, whereas the PPA voxel revealed representa-
tions of background, scenes, or houses. These visualiza-
tions offered intuitive illustration of different visual 
functions at different cortical locations, extending be-
yond their putative receptive-field size and location.  
 
Neural decoding 
        While the CNN-based encoding models described 
the visual representations of individual voxels, it is the 
distributed patterns of cortical activity that gave rise to 
realistic visual and semantic experiences. To account for 
distributed neural coding, we sought to build a set of de-
coding models that combine individual voxel responses 
in a way to reconstruct the visual input to the eyes (visual 
reconstruction), and to deduce the visual percept in the 
mind (semantic categorization). Unlike previous studies 
(Haxby et al., 2001; Carlson et al., 2002; Thirion et al., 
2006; Kay et al., 2008; Nishimoto et al., 2011), our strat-
egy for decoding was to establish a computational path 
to directly transform fMRI activity patterns onto individ-
ual movie frames and their semantics captured at the 
fMRI sampling times.  
        For visual reconstruction, we defined and trained a 
set of multivariate linear regression models to combine 
the fMRI signals across cortical voxels (not confined to 
V1, but all in Supplementary S2.e) in an optimal way to 
match every feature map in the 1st CNN layer during the 
	
 
Figure. 8. Reconstruction of a dynamic visual experience. For each row, the top shows the example movie frames seen by one 
subject; the bottom shows the reconstruction of those frames based on the subject’s cortical fMRI responses to the movie.  See 
Movie 1 for the reconstructed movie. 
 training movie. Such feature maps resulted from extract-
ing various local features from every frame of the train-
ing movie (Fig. 7.a). By 20-fold cross-validation within 
the training data, the models tended to give more reliable 
estimates for 45 (out of 96) feature maps (Fig. 7.b), 
mostly related to features for detecting orientations and 
edges, whereas the estimates were less reliable for most 
color features (Fig. 7.c). In the testing phase, the trained 
models were used to convert distributed cortical re-
sponses generated by the testing movie to the estimated 
feature maps for the 1st-layer features. The reconstructed 
feature maps were found to be correlated with the actual 
feature maps directly extracted by the CNN 
(r=0.30±0.04). By using the De-CNN, every estimated 
feature map was transformed back to the pixel space, 
where they were combined to reconstruct the individual 
frames of the testing movie. Fig. 8 shows some examples 
	
 
Figure. 9. Semantic categorization of natural movie stimuli. For each movie frame, the top five categories determined from 
cortical fMRI activity are shown in the order of descending probabilities from the top to the bottom. The probability is also color coded 
in the gray scale with the darker gray indicative of higher probability. For comparison, the true category labeled by the subjects is 
shown in red. Here, we present the middle frame of every continuous video clip in the testing movie that could be labeled as one of 
the pre-defined categories. See Movie 1 for all other frames.  
 of the movie frames reconstructed from fMRI vs. those 
actually presented. The reconstruction clearly captured 
the location, shape, and motion of salient objects, despite 
missing color. Perceptually less salient objects and the 
background were poorly reproduced in the reconstructed 
images. Such predominance of foreground objects is 
likely attributed to the effects of visual salience and at-
tention on fMRI activity (Itti and Koch, 2001; Desimore 
and Duncan, 1995). Thus, the decoding in this study does 
not simply invert retinotopy (Thirion et al., 2006) to re-
construct the original image, but tends to reconstruct the 
image parts relevant to visual perception. Miyawaki et 
al. previously used a similar computational strategy for 
direct reconstruction of simple pixel patterns, e.g. letters 
and shapes, with binary-valued local image bases (Miya-
waki et al., 2008). In contrast to the method in that study, 
the decoding method in this study utilized data-driven 
and biologically-relevant visual features to better ac-
count for natural image statistics (Olshausen and Field, 
1996; Hyvarien et al., 2009). In addition, the decoding 
models, when trained and tested with natural movie stim-
uli, represented an apparently better account of cortical 
activity underlying natural vision, than the model trained 
with random images and tested for small-sized artificial 
stimuli (Miyawaki et al., 2008).  
        To identify object categories from fMRI activity, 
we optimized a decoding model to estimate the category 
that each movie frame belonged to. Briefly, the decoding 
model included two parts: 1) a multivariate linear regres-
sion model that used the fMRI signals to estimate the se-
mantic representation in the 7th (i.e. the 2nd-highest) CNN 
layer, 2) the built-in transformation from the 7th to the 8th 
(or output) layer in the CNN, to estimate the categoriza-
tion probabilities from the decoded semantic representa-
tion. The first part of the model was trained with the 
fMRI data during the training movie; the second part was 
established by retraining the CNN for image classifica-
tion into 15 categories. After training, we evaluated the 
decoding performance with the testing movie. Fig. 9 
shows the top-5 decoded categories, ordered by their de-
scending probabilities, in comparison with the true cate-
gories shown in red. On average, the top-1/top-2/top-3 
accuracies were about 48%/65%/72%, significantly bet-
ter than the chance levels (6.9%/14.4%/22.3%) (Table 
1). These results confirm that cortical fMRI activity con-
tained rich categorical representations, as previously 
shown elsewhere (Huth et al., 2012, 2016a, 2016b). 
Along with visual reconstruction, direct categorization 
yielded textual descriptions. As an example, a flying bird 
seen by a subject was not only reconstructed as a bird- 
 
Figure. 10. Encoding and decoding 
within vs. across subjects. (a) Average 
inter-subject reproducibility of fMRI activity 
during natural stimuli. (b) Cortical response 
predictability with the encoding models 
trained and tested for the same subject (i.e. 
intra-subject encoding) or for different 
subjects (i.e. inter-subject encoding). (c) 
Accuracy of visual reconstruction by intra-
subject (blue) vs. inter-subject (red) 
decoding for one testing movie. The y axis 
indicates the spatial cross correlation 
between the fMRI-estimated and CNN-
extracted feature maps for the 1st layer in 
the CNN. The x axis shows multiple pairs of 
subjects (JY, XL and XF). The first subject 
indicates the subject from whom the 
decoder was trained; the second subject 
indicates the subject for whom the decoder 
was tested. (d) Accuracy of categorization 
by intra-subject (blue) vs. inter-subject (red) 
decoding. The top-1, top-2 and top-3 
accuracy indicates the percentage by which 
the true category is within the 1st, 2nd, and 
3rd most probable categories predicted from 
fMRI, respectively. For both (c) and (d), the 
bar height indicates the average prediction 
accuracy; the error bar indicates the 
standard error of the mean; the dashed 
lines are chance levels. (*p<10-4, **p<10-10, 
***p<10-50). See Movie 2 for the 
reconstructed movie on the basis of inter-
subject decoding. 
 like image, but also described as a word “bird” (see the 
first frame in Figs. 8 & 9).  
Cross-subject encoding and decoding 
        Different subjects’ cortical activity during the same 
training movie were generally similar, showing signifi-
cant inter-subject reproducibility of the fMRI signal 
(p<0.01, t-test, Bonferroni correction) for 82% of the lo-
cations within visual cortex (Fig. 10.a). This lent support 
to the feasibility of neural encoding and decoding across 
different subjects – predicting and decoding one sub-
ject’s fMRI activity with the encoding/decoding models 
trained with data from another subject. Indeed, it was 
found that the encoding models could predict cortical 
fMRI responses across subjects with still significant, yet 
reduced, prediction accuracies for most of the visual cor-
tex (Fig. 10.b). For decoding, low-level feature represen-
tations (through the 1st layer in the CNN) could be esti-
mated by inter-subject decoding, yielding reasonable ac-
curacies only slightly lower than those obtained by train-
ing and testing the decoding models with data from the 
same subject (Fig. 10.c). The semantic categorization by 
inter-subject decoding yielded top-1 through top-3 accu-
racies as 24.9%, 40.0% and 51.8%, significantly higher 
than the chance levels (6.9%, 14.4% and 22.3%), alt-
hough lower than those for intra-subject decoding 
(47.7%, 65.4%, 71.8%) (Fig. 10.d and Table 1). To-
gether, these results provide evidence for the feasibility 
of establishing neural encoding and decoding models for 
a general population, while setting up the baseline for 
potentially examining the disrupted coding mechanism 
in pathological conditions.   
Discussion 
       This study extends a growing body of literature in 
using deep learning models for understanding and mod-
eling cortical representations of natural vision (Khaligh-
Razavi and Kriegeskorte, 2014; Yamins et al., 2014; 
Güçlü and van Gerven, 2015a,b; Cichy et al., 2016; Ku-
bilius et al., 2016; Horikawa & Kamitani, 2017; Eicken-
berg et al., 2016). In particular, it generalizes the use of 
convolutional neural network to explain and decode 
widespread fMRI responses to naturalistic movie stim-
uli, extending the previous findings obtained with static 
picture stimuli. This finding lends support to the notion 
that cortical activity underlying dynamic natural vision 
is largely shaped by hierarchical feedforward processing 
driven towards object recognition, not only for the ven-
tral stream, but also for the dorsal stream, albeit to a 
lesser degree. It sheds light on the object representations 
along the dorsal stream.   
        Despite its lack of recurrent or feedback connec-
tions, the CNN enables a fully computable predictive 
model of cortical representations of any natural visual in-
put. The voxel-wise encoding model enables the visual-
ization of single-voxel representation, to reveal the dis-
tinct functions of individual cortical locations during nat-
ural vision. It further creates a high-throughput compu-
tational workbench for synthesizing cortical responses to 
natural pictures, to enable cortical mapping of category 
representation and selectivity without running fMRI ex-
periments. In addition, the CNN also enables direct de-
coding of cortical fMRI activity to estimate the feature 
representations in both visual and semantic spaces, for 
Decoding accuracy for the semantic descriptions of a novel movie 
 train \ test subject 1 subject 2 subject 3 
top 1 subject 1 42.52% (91/214) 24.30% (52/214) 23.83% (51/214) 
subject 2 20.09% (43/214) 50.47% (108/214) 22.90% (49/214) 
subject 3 24.77% (53/214) 33.64% (72/214) 50.00% (107/214) 
top 2 subject 1 59.81% (128/214) 41.12% (88/214) 43.93% (94/214) 
subject 2 35.51% (76/214) 70.09% (150/214) 35.98% (77/214) 
subject 3 41.12% (88/214) 42.06% (90/214) 66.36% (142/214) 
top 3 subject 1 67.76% (145/214) 55.14% (118/214) 53.27% (114/214) 
subject 2 48.13% (103/214) 74.77% (160/214) 50.93% (109/214) 
subject 3 50.93% (109/214) 52.34% (112/214) 72.90% (156/214) 
Table 1. Three sub-tables show the top-1, top-2 and top-3 accuracies of categorizing individual movie frames by using decoders 
trained with data from the same (intra-subject) or different (inter-subject) subject. Each row shows the categorization accuracy 
with the decoder trained with a specific subject’s training data; each column shows the categorization accuracy with a specific 
subject’s testing data and different subjects’ decoders. The accuracy was quantified as the percentage by which individual movie 
frames were successfully categorized as one of the top-1, top-2, or top-3 categories. The accuracy was also quantified as a 
fraction number (shown next to the percentage number): the number of correctly categorized frames over the total number of 
frames that could be labeled by the 15 categories (N=214 for one 8-min testing movie).  
 real-time visual reconstruction and semantic categoriza-
tion of natural movie stimuli. In summary, the CNN-
based encoding and decoding models, trained with hours 
of fMRI data during movie viewing, establish a compu-
tational account of feedforward cortical activity through-
out the entire visual cortex and across all levels of pro-
cessing. Subsequently, we elaborate the implications 
from methodology, neuroscience, and artificial intelli-
gence perspectives.  
CNN predicts nonlinear cortical responses through-
out the visual hierarchy 
        The brain segregates and integrates visual input 
through cascaded stages of processing. The relationship 
between the visual input and the neural response bears a 
variety of nonlinearity and complexity (Yamins and Di-
Carlo, 2016). It is thus impossible to hand-craft a general 
class of models to describe the neural code for every lo-
cation, especially for those involved in the mid-level pro-
cessing. The CNN accounts for natural image statistics 
with a hierarchy of nonlinear feature models learned 
from millions of labeled images. The feature representa-
tions of any image or video can be automatically ex-
tracted by the CNN, progressively ranging from the vis-
ual to semantic space. Such feature models offer a more 
convenient and comprehensive set of predictors to ex-
plain the evoked fMRI responses, than are manually de-
fined (Russ and Leopold, 2015; Huth et al., 2012). For 
each voxel, the encoding model selects a subset from the 
feature bank to best match the voxel response with a lin-
ear projection. This affords the flexibility to optimally 
model the nonlinear stimulus-response relationship to 
maximize the response predictability for each voxel.  
        In this study, the model-predictable voxels cover 
nearly the entire visual cortex (Fig. 3.a), much beyond 
the early visual areas predictable with Gabor or motion 
filters (Daugman, 1985; Kay et al., 2008; Nishimoto et 
al., 2011), or with manually-defined categorical features 
(Huth et al., 2012; Russ and Leopold, 2015). It is also 
broader than the incomplete ventral stream previously 
predicted by similar models trained with limited static 
pictures (Güçlü and van Gerven, 2015a; Horikawa and 
Kamitani, 2017; Eickenberg et al., 2016). The difference 
is likely attributed to the larger sample size of our train-
ing data, conveniently afforded by video stimuli rather 
than picture stimuli. The PCA-based feature-dimension 
reduction also contributes to more robust and efficient 
model training. However, the encoding models only ac-
count for a fraction of the explainable variance (Fig. 4), 
and hardly explain the most lateral portion of early visual 
areas (Fig. 3.a). This area tends to have a lower SNR, 
showing lower intra-subject reproducibility (Fig. 2.a) or 
explainable variance (Fig. 4.a). The same issue also ap-
pears in other studies (Hasson et al., 2004; Güçlü and van 
Gerven, 2015a), whereas the precise reason remains un-
clear.    
        Both the ventral stream and the CNN are presuma-
bly driven by the same goal of object recognition 
(Yamins and DiCarlo, 2016). Hence, it is not surprising 
that the CNN is able to explain a significant amount of 
cortical activity along the ventral stream, in line with 
prior studies (Khaligh-Razavi and Kriegeskorte, 2014; 
Yamins et al., 2014; Güçlü and van Gerven, 2015a; Eick-
enberg et al., 2016). It further confirms the paramount 
role of feedforward processing in object recognition and 
categorization (Serre et al., 2007).  
        What is perhaps surprising is that the CNN also pre-
dicts dorsal-stream activity. The ventral-dorsal segrega-
tion is a classical principle of visual processing: the ven-
tral stream is for perception (“what”), and the dorsal 
stream is for action (“where”) (Goodale and Milner, 
1992). As such, the CNN aligns with the former but not 
the latter. However, dorsal and ventral areas are inter-
connected, allowing cross-talk between the pathways 
(Schenk and McIntosh, 2010). The dichotomy of visual 
streams is debatable (de Haan and Cowey, 2011). Object 
representations exist in both ventral and dorsal streams 
with likely dissociable roles in visual perception (Freud 
et al., 2016). Our study supports this notion. The hierar-
chical features extracted by the CNN are also mapped 
onto the dorsal stream, showing a representational gradi-
ent of complexity, as does the ventral stream (Güçlü and 
van Gerven, 2015a). Nevertheless, the CNN accounts for 
a higher portion of the explainable variance for the ven-
tral stream than for the dorsal stream (Fig. 4). We spec-
ulate that motion and attention sensitive areas in the dor-
sal stream require more than feedforward perceptual rep-
resentations, while involving recurrent and feedback 
connections (Kafaligonul et al., 2015) that are absent in 
the CNN. In this regard, we would like to clarify that the 
CNN in the context of this paper is driven by image 
recognition and extracts spatial features, in contrast to 3-
D convolutional network trained to extract spatiotem-
poral features for action recognition (Tran et al., 2014), 
which was another plausible model for the dorsal-stream 
activity (Güçlü and van Gerven, 2015b).  
Visualization of single-voxel representation reveals 
functional specialization  
        An important contribution of this study is the 
method for visualizing single-voxel representation. It re-
veals the specific pixel pattern from the visual input that 
gives rise to the response at the voxel of interest. The 
method is similar to those for visualizing the representa-
tions of individual units in the CNN (Zeiler and Fergus, 
2014; Springenberg et al., 2014). Extending from CNN 
units to brain voxels, it is helpful to view the encoding 
models as an extension of the CNN, where units are lin-
early projected onto voxels through voxel-wise encoding 
 models. By this extension, the pixel pattern is optimized 
to maximize the model prediction of the voxel response, 
revealing the voxel’s representation of the given visual 
input, using a combination of masking (Zhou et al., 2014; 
Li, 2016;) and gradient (Springenberg et al., 2014; Simo-
nyan et al., 2013; Baehrens et al., 2010;) based methods. 
Here, visualization is tailored to each voxel, instead of 
each unit or layer in the CNN, setting it apart from prior 
studies (Zeiler and Fergus, 2014; Simonyan et al., 2013; 
Springenberg et al., 2014; Güçlü and van Gerven, 
2015a).  
        Utilizing this visualization method, one may reveal 
the distinct representations of the same visual input at 
different cortical locations. As exemplified in Fig. 6, vis-
ualization uncovers the increasingly complex and cate-
gory-selective representations for locations running 
downstream along the visual pathways. It offers intuitive 
insights into the distinct functions of different locations, 
e.g. the complementary representations at FFA and PPA. 
Although we focus on the methodology, our initial re-
sults merit future studies for more systematic characteri-
zation of the representational differences among voxels 
in various spatial scales. The visualization method is also 
applicable to single or multi-unit activity, to help under-
stand the localized responses of neurons or neuronal en-
sembles (Yamins et al., 2014).  
High-throughput computational workbench for stud-
ying natural vision  
        The CNN-based encoding models, trained with a 
large and diverse set of natural movie stimuli, can be 
generalized to other novel visual stimuli. Given this gen-
eralizability, one may use the trained encoding models to 
predict and analyze cortical responses to a large number 
of natural pictures or videos, much beyond what is prac-
tically doable with fMRI scans. As such, the encoding 
models constitute a high-throughput computational 
workbench for studying the neural representations of 
natural vision. As shown here and elsewhere (Eicken-
berg et al., 2016), this workbench is immediately usable 
for mapping categorical representation, contrast, and se-
lectivity, to yield novel hypotheses for further experi-
mental investigations. Open-access software platform is 
much desirable to further leverage this potential.     
Direct visual reconstruction of a natural movie  
        For decoding cortical activity, the CNN enables di-
rect reconstruction of natural movies. It does not require 
any comparison between the observed activity pattern 
and those generated by or predicted from candidate pic-
tures. This sets our method apart from multivariate pat-
tern analysis (Kamitani and Tong, 2005; Haynes and 
Rees, 2006; Norman et al., 2006) and encoding-model-
based decoding (Kay et al., 2008; Naselaris et al., 2009; 
Nishimoto et al., 2011). In particular, Nishimoto et al. 
(2011) published the first, and to date the only, attempt 
to reconstruct natural movies. They used a “try-and-er-
ror” strategy: searching a huge prior set of videos for the 
most likely stimuli that would match the measured corti-
cal activity through model prediction by the encoding 
models. Arguably, this strategy is difficult to scale up be-
cause it is impossible for any prior set to be fully inclu-
sive. The identification or reconstruction accuracy is de-
pendent on and biased by the samples in the prior set. 
The need for a large prior set is also computationally ex-
pensive, limiting the decoding efficiency.   
        A prior study (Miyawaki et al., 2008) tried to avoid 
these limitations. In that study, the fMRI signals were 
used to estimate the contrast of local image bases, which 
in turn were combined to directly reconstruct small, sim-
ple, and binary images. While the method is not con-
strained or biased by any image prior, binary image bases 
are not suitable for describing natural image statistics 
even in the lowest level (Olshausen and Field, 1996; 
Hyvarien et al., 2009). Also note that the decoding mod-
els in that study were trained with a small set of random 
images, and tested with simple letters and shapes. How-
ever, realistic visual input is complex and dynamic, and 
natural vision involves salience and attention (Itti and 
Koch, 2001; Desimore and Duncan, 1995). Such com-
plexity is unlikely captured by random and binary pixel 
patterns (Lu et al., 2016). The overall strategy, as de-
scribed in (Miyawaki et al., 2008), is not readily usable 
to decode dynamic natural visual experiences.    
        Our decoding method does not require any prior set 
of candidate images, setting itself apart from the encod-
ing-model-based decoding (Nishimoto et al., 2011). It 
also uses features learned from natural images, different 
from the method in (Miyawaki et al., 2008). The latter is 
important because the features in the CNN are biologi-
cally relevant (Yamins and DiCarlo, 2016) and capture 
information useful for perception (LeCun et al., 2015). 
In particular, the 1st layer includes features of orientation, 
contrast, edge, and color, forming a more informative ba-
sis set than binary image bases (Miyawaki et al., 2008).    
        In this study, visual reconstruction was only based 
on the fMRI-decoded 1st-layer features. Although the 
feature representations from other layers could also be 
estimated with comparable accuracies (Supplementary 
Fig. 8), combining the estimated features from all layers 
did not improve visual reconstruction. Multiple reasons 
are conceivable. Higher layers contain more abstract in-
formation and contribute less to the specific pixel pat-
terning (Mahendran and Vedaldi, 2015). The De-CNN 
reverses the CNN with approximation, especially at the 
un-pooling step (Zeiler and Fergus, 2014; Springenberg 
et al., 2014). As a result, the decoding errors cascade 
down the CNN, causing accumulated errors in the recon-
structed pixels.  
         In this study, the fMRI-decoded visual reconstruc-
tion emphasized foreground and suppressed background 
(Fig. 8). This intriguing finding is likely attributable to 
the effects from both bottom-up salience (Itti and Koch, 
2001) and top-down attention (Desimore and Duncan, 
1995). The CNN captures visual salience (Simonyan et 
al., 2013; Canziani and Culurciello, 2015), but has no 
mechanism for top-down attention. It thus helps to dis-
sociate the salience vs. attention effects. To explore the 
effects from salience but not attention, we applied the 
decoding model to the fMRI signals predicted by the 
voxel-wise encoding models. As in Supplementary Fig. 
9, the resulting visual reconstruction also highlighted the 
foreground objects. It suggests that visual salience is 
captured by the CNN and indeed contributes to the fore-
ground selectivity. However, decoding of the measured 
fMRI signals revealed even more focal emphases on 
foreground objects (Supplementary Fig. 9). Therefore, in 
addition to bottom-up salience, there are other selection 
mechanisms, likely top-down attention (Desimore and 
Duncan, 1995) that shape the fMRI responses during 
movie viewing.     
Direct decoding of semantic representations and cat-
egorization 
        This study also demonstrates the value of using the 
CNN to directly decode and categorize semantic repre-
sentations. The CNN contains a semantic space in its 2nd 
highest layer. It supports object recognition in the output 
layer with either finely or coarsely defined categories, 
and is even transferrable to other vision tasks (Razavian 
et al., 2014). Hence, it represents a generalizable seman-
tic space, emerging progressively from the visual fea-
tures in the lower levels. The decoding model allows us 
to directly estimate the representation in this semantic 
space for arbitrary natural stimuli. The decoded semantic 
representation is generalizable and transferable, and in-
dependent of the definition of categories, unlike the cat-
egorical decoding method recently reported elsewhere 
(Huth et al., 2016b).     
        In addition, the semantic space in the CNN can be 
readily converted to human-defined categorical labels, 
by training a classifier to match the semantic representa-
tion to the label. It effectively translates a vector repre-
sentation to a word, and allows the textual interpretation 
of brain activity. The classifier can be trained without re-
defining the semantic space, by only retraining the 
CNN’s output layer with labeled images. So, the classi-
fier is separate from the decoding model. This offers in-
teresting extensions of the current decoding capabilities. 
One may utilize the ever-expanding labeled images to set 
up various interpretations of the semantic representa-
tions decoded from brain activity.  
Methodological considerations  
         The bivariate (voxel-to-unit) correlation analysis is 
a simple way to explore the correspondence between the 
brain and the CNN. It does not require data-demanding 
training for any encoding model, and thus applicable to 
data with limited length. Despite its simplicity, the cor-
relation analysis is effective for mapping multiple organ-
izational patterns in cortical representations during natu-
ral vision, including the cortical retinotopy (Fig. 2.b), hi-
erarchy (Fig. 2.c), and category representation (Fig. 2.d 
and 2.e). As such, this analysis, along with the natural-
vision paradigm, is a good strategy for multi-purpose 
functional mapping, arguably more preferable than con-
ventional localizer or mapping paradigms. However, the 
bivariate analysis has two major limitations. A one-to-
one correspondence between brain voxels and CNN 
units, is not strictly plausible; the correlation does not ac-
count for the computation at a voxel or region. Both lim-
itations are addressable with the CNN-based voxel-wise 
encoding models, if sufficient training data are available.  
        The demand for large training data limits the prac-
tical utility of the CNN-based encoding models for the 
individual-subject analysis. It is not realistic to acquire 
hours of data, just for model training. Thus, it remains 
challenging to expand the analysis from a few subjects 
to a large number of subjects, as required for typical im-
aging studies. One way to address this practical limita-
tion is to train models with sufficient data from one or 
few subjects, and extrapolate the trained models to other 
subjects. Results in this study support this feasibility. 
The encoding and decoding models could be transferred 
across subjects, yielding reduced yet still significant pre-
diction and decoding accuracy. These results are con-
sistent with previous findings that cortical responses to 
naturalistic stimuli are highly consistent across subjects 
(Hasson et al., 2004; Russ and Leopold, 2015; Lu et al., 
2016). They also confirm that anatomical registration 
succeeds at matching up functionally similar areas. How-
ever, further improvement in inter-subject encoding and 
decoding is still desirable. It requires future methodolog-
ical development to improve the anatomical and/or func-
tional alignment, in order to account for individual dif-
ferences and support group-level analysis.     
        When training the encoding and decoding models, 
regularization is necessary for mitigating model over-fit-
ting. In this study, we prefer L2 to L1 regularization in 
training the voxel-wise encoding model. L1 regulariza-
tion was too computationally demanding to be realistic 
for training and cross-validating an encoding model for 
each and every voxel in the brain (59,412 voxels), with 
a large feature space despite dimension reduction. In 
contrast, we prefer L1 to L2 regularization in training the 
decoding models, because the former resulted in a better 
decoding performance than the latter (Supplementary 
Fig. 12.a), with more yet affordable computational ex-
pense.  
         When training the encoding models, the training ef-
ficiency and robustness were improved given the PCA-
based dimension reduction. After the dimension reduc-
tion, the feature representations effectively redistributed 
to a similar statistical distribution as the fMRI signal, 
mitigating the need for log-transformation without com-
promising the model-prediction performance (Supple-
mentary Fig. 12.b). Furthermore, we used a canonical 
HRF to account for neurovascular coupling at every 
voxel. This may or may not be ideal, given the potential 
variation in HRF across locations. However, a fixed HRF 
model is a conservative model-fitting strategy, such that 
the model-prediction performance reflects the appropri-
ateness of the feature models. In an exploratory investi-
gation, we also took the HRF peak latency as a hyper-
parameter when training and cross-validating the encod-
ing models. The voxel-wise latency with optimal cross-
validation performance was on average around 4s (Sup-
plementary Fig. 12.c), consistent with the latency in the 
fixed HRF model. 
Future Directions 
        The CNN still falls short for modeling and explain-
ing visual-cortical activity during dynamic natural vision 
(Fig. 4). Future studies should be directed towards mod-
els that include not only feedforward, but also feedback 
(Kafaligonul et al., 2015) and recurrent (Polack and Con-
treras, 2012) connections. A model that best matches to 
the brain is expected to reflect the brain’s architectures 
and principles. The human visual cortex may use a 
deeper hierarchy, than the 8-layer CNN in this study, 
spanning >20 visual areas (Wandell et al., 2007), and 
thus it may be better explained by deeper CNNs (Simo-
nyan and Ziserman, 2014; He et al., 2015). Complemen-
tary to CNN, recurrent neural networks (Donahue et al., 
2015; Srivastava et al., 2015) account for temporal struc-
ture in videos, learning spatiotemporal representations 
more effectively than CNNs that take multiple video 
frames as input (Tran et al., 2014). Feedback connections 
may be added to further reflect the brain’s predictive 
coding (Rao and Ballard, 1999), or attention selection 
(Stollenga et al., 2014). Other plausible models are gen-
erative in nature (Dayan et al., 1995; Kingma and Well-
ing, 2013), in line with the free-energy theory – a likely 
principle of the brain (Friston and Kiebel, 2009; Friston, 
2010). Such models are worth exploring, individually or 
in combination, to better explain brain activity during 
natural vision. Matching network models to the brain, 
may lead to better systems for artificial intelligence (AI) 
(Yamins et al., 2014; Fong et al., 2017).  
        It is desirable to evaluate and compare different 
models in explaining the brain’s responses to natural vis-
ual stimuli, as initially explored elsewhere (Yamins et 
al., 2014; Khaligh-Razavi and Kriegeskorte, 2014). Ob-
jective model comparison requires efforts in making 
available large open data and open source, along with 
standardized performance measures, ideally in an open-
competition format. Data in different studies are with 
different types (static vs. dynamic) of stimuli, of differ-
ent length and quality, with different voxel size and sig-
nal to noise ratios (SNR), and from different subjects. 
Hence, one must be cautious in comparing the quantities 
of model performance across studies, and carefully exer-
cise statistical significance tests. In particular, model 
comparison with the correlation-based measures of the 
prediction accuracy should account for the difference in 
the number of samples (or the degree of freedom) and 
the SNR, and be evaluated against the explainable vari-
ance in the voxel level (Wu et al., 2006). Per-area sum-
mary statistics, although quantitative, may not be ideal, 
given the variation within each area and the variation of 
areal definitions between studies and between subjects.  
        Future studies will benefit from data acquired with 
more natural images or videos. A more diverse set of nat-
ural visual stimuli is expected to further improve the re-
liability and generalizability of the encoding and decod-
ing models, providing a common source for researchers 
to evaluate and compare AI models. A general strategy 
may entail presenting different stimuli to different sub-
jects and then combining the models across subjects, or 
across labs.  
        What would also be desirable is the use of neural 
imaging or recording with higher resolution and sensi-
tivity. For example, the visual reconstruction based on 
the decoded fMRI activity was blurry and did not contain 
visual details in texture and color (Fig. 8). This limitation 
is expected to limit the ability for resolving cluttered 
scenes. Such information is coded in spatiotemporal ac-
tivity patterns that are difficult to resolve or distinguish 
with fMRI at the present resolution. While the decoding 
models utilized all the voxels in the visual cortex, the 
visual reconstruction received relatively more contribu-
tions from lower visual areas. Voxels in color-special-
ized areas (e.g. V4) did not lead to more reliable visual 
reconstruction in this study, whereas another study has 
shown the initial promise of decoding colors (Hsieh and 
Tse, 2010).  
        The deep-learning-enabled brain decoding de-
scribed here as a means to recreate dynamic visual expe-
rience has significant potential for reading and recon-
structing other sensory or cognitive experiences as well. 
Since deep-learning models are already available for 
speech recognitions (Hinton et al., 2012) and language 
processing (Collobert and Weston, 2008), decoding of 
brain measures in response to natural hearing, speech, 
and language are realistically attainable goals (Huth et 
al., 2016a). Likewise, since we know that sensory im-
ages, memories and dreams involve neural substrates 
that overlap with those for real sensation (Kosslyn et al., 
 1997; Horikawa et al., 2013), it is foreseeable that deep-
learning models would also be potentially successful in 
decoding the internal images of the human mind.  
Supplementary Information: Supplementary material 
is available on Cerebral Cortex. 
https://doi.org/10.1093/cercor/bhx268. 
Open data: The data and source codes related to this 
study are online available in https://engineering.pur-
due.edu/libi/lab/Resource.html.  
 
Acknowledgements: This work was supported in part by NIH 
R01MH104402. The authors thank Eugenio Culurciello and 
Alfredo Canziani for their technical support in the CNN, to 
Gregory Francis and Paula Leverage for insightful discussions 
and suggestions in the paper. The authors also thank the 
reviewers who provide constructive comments about earlier 
versions of this paper, prior to its publication. 
 
References 
Abdollahi RO, Kolster H, Glasser MF, Robinson EC, Coalson 
TS, Dierker D, Jenkinson M, Van Essen DC, Orban GA. 2014. 
Correspondences between retinotopic areas and myelin maps 
in human visual cortex. Neuroimage, 99, pp.509-524. 
Adolf D, Weston S, Baecke S, Luchtmann M, Bernarding J, Kropf 
S. 2014. Increasing the reliability of data analysis of functional 
magnetic resonance imaging by applying a new blockwise per-
mutation method. Frontiers in neuroinformatics, 8:72. 
Baehrens D, Schroeter T, Harmeling S, Kawanabe M, Hansen 
K, MÃ!ller KR. 2010. How to explain individual classification de-
cisions. Journal of Machine Learning Research, 11(Jun), 1803-
1831. 
Bastos AM, Usrey WM, Adams RA, Mangun GR, Fries P, Friston 
KJ. 2012. Canonical microcircuits for predictive coding. Neu-
ron, 76(4), 695-711. 
Bernstein M, Yovel G. 2015. Two neural pathways of face pro-
cessing: a critical evaluation of current models. Neuroscience & 
Biobehavioral Reviews, 55, 536-546. 
Callaway EM. 2004. Feedforward, feedback and inhibitory con-
nections in primate visual cortex. Neural Networks, 17(5), 625-
632. 
Canziani A, Culurciello E. 2015. Visual attention with deep neu-
ral networks. In Information Sciences and Systems (CISS), 2015 
49th Annual Conference on (pp. 1-3). IEEE. 
Carlson TA, Schrater P, He S. 2002. Patterns of activity in the 
categorical representations of objects. J. Cogn. Neurosci, 15, 
704–717. 
Cichy RM, Khosla A, Pantazis D, Torralba A, Oliva A. 2016. 
Comparison of deep neural networks to spatio-temporal cortical 
dynamics of human visual object recognition reveals hierarchical 
correspondence. Sci. Rep.:6:27755.  
Collobert R, Weston J. 2008. A unified architecture for natural 
language processing: Deep neural networks with multitask 
learning. Proceedings of the 25th international conference on 
Machine learning, 160-167. 
Daugman JG. 1985. Uncertainty relation for resolution in space, 
spatial frequency, and orientation optimized by two-dimensional 
visual cortical filters. JOSA A. 2, 1160-1169. 
Dayan P, Hinton GE, Neal RM, Zemel RS. 1995. The helmholtz 
machine. Neural computation, 7(5), 889-904. 
de Haan EH, Cowey A. 2011. On the usefulness of ‘what’and 
‘where’pathways in vision. Trends in cognitive sciences, 15(10), 
460-466. 
Deng J, Dong W, Socher R, Li LJ, Li K, Fei-Fei L. 2009. 
Imagenet: A large-scale hierarchical image database. In Com-
puter Vision and Pattern Recognition IEEE Conference, pp.248-
255. 
Desimone R, Duncan J. 1995. Neural mechanisms of selective 
visual attention. Annual review of neuroscience, 18(1), 193-222. 
Dicarlo JJ, Zoccolan D, Rust NC. 2012. How does the brain 
solve visual object recognition? Neuron, 73, 415-434. 
Donahue J, Hendricks LA, Guadarrama S, Rohrbach M, Venu-
gopalan S, Saenko K, Darrell. 2015. Long-term recurrent convo-
lutional networks for visual recognition and description. In Pro-
ceedings of the IEEE Conference on Computer Vision and Pat-
tern Recognition, pp. 2625-2634.  
Eickenberg M, Gramfort A, Varoquaux G, Thirion. 2016. Seeing 
it all: Convolutional network layers map the function of the hu-
man visual system. NeuroImage: 10.1016/j.neu-
roimage.2016.10.001. 
Fong R, Scheirer W, Cox D. 2017. Using human brain activity to 
guide machine learning. arXiv preprint arXiv:1703.05463. 
Freud E, Plaut DC, Behrmann M. 2016. ‘What’Is Happening in 
the Dorsal Visual Pathway. Trends in Cognitive Sci-
ences, 20(10), 773-784. 
Friston K, Kiebel S. 2009. Predictive coding under the free-en-
ergy principle. Philosophical Transactions of the Royal Society 
B: Biological Sciences, 364(1521), 1211-1221. 
Friston K. 2010. The free-energy principle: a unified brain the-
ory?. Nature Reviews Neuroscience, 11(2), 127-138. 
Glasser MF, Sotiropoulos SN, Wilson JA, Coalson TS, Fischl B, 
Andersson JL, Xu J, Jbabdi S, Webster M, Polimeni JR, Van Es-
sen DC. 2013. The minimal preprocessing pipelines for the Hu-
man Connectome Project. Neuroimage, 80, pp.105-124. 
Glasser MF, Coalson TS, Robinson EC, Hacker CD, Harwell J, 
Yacoub E, Ugurbil K, Andersson J, Beckmann CF, Jenkinson M, 
Smith SM. 2016. A multi-modal parcellation of human cerebral 
cortex. Nature. 
Goodale MA, Milner AD. 1992. Separate visual pathways for per-
ception and action. Trends in neurosciences, 15(1), 20-25. 
Güçlü U, van Gerven MA. 2015a. Deep neural networks reveal 
a gradient in the complexity of neural representations across the 
ventral stream. The Journal of Neuroscience, 35, 10005-10014. 
Güçlü U, van Gerven MA. 2015b. Increasingly complex repre-
sentations of natural movies across the dorsal stream are shared 
between subjects. NeuroImage, in press. 
Hansen K, Baehrens D, Schroeter T, Rupp M, Müller KR. 2011. 
Visual Interpretation of Kernel"Based Prediction Models. Molec-
ular Informatics, 30(9), 817-826. 
 Hasson U, Nir Y, Levy I, Fuhrmann G, Malach R. 2004. Intersub-
ject synchronization of cortical activity during natural vision. Sci-
ence, 303(5664), pp.1634-1640.  
Haxby JV, Gobbini MI, Furey ML, Ishai A, Schouten JL, Pietrini 
P. 2001. Distributed and overlapping representations of faces 
and objects in ventral temporal cortex. Science, 293(5539), 
pp.2425-2430.  
Haynes JD, Rees G. 2006. Decoding mental states from brain 
activity in humans. Nature Reviews Neuroscience, 7, 523-534. 
He K, Zhang X, Ren S, Sun J. 2015. Delving deep into rectifiers: 
Surpassing human-level performance on imagenet classifica-
tion. In Proceedings of the IEEE international conference on 
computer vision (pp. 1026-1034). 
Hinton G, Deng L, Yu D, Dahl GE, Mohamed AR, Jaitly N, Senior 
A, Vanhoucke V, Nguyen P, Sainath, TN, Kingsbury B. 2012. 
Deep neural networks for acoustic modeling in speech recogni-
tion: The shared views of four research groups. IEEE Signal Pro-
cessing Magazine, 29(6), pp.82-97.  
Horikawa T, Kamitani Y. 2017. Generic decoding of seen and 
imagined objects using hierarchical visual features. Nature com-
munications, 8, 15037. 
Horikawa T, Tamaki M, Miyawaki Y, Kamitani Y. 2013. Neural 
decoding of visual imagery during sleep. Science, 340, 639-642. 
Hsieh PJ, Tse PU. 2010. "Brain"reading" of perceived colors re-
veals a feature mixing mechanism underlying perceptual filling"
in in cortical area V1. Human brain mapping, 31(9), 1395-1407. 
Huth AG, Nishimoto S, Vu AT, Gallant JL. 2012. A continuous 
semantic space describes the representation of thousands of 
object and action categories across the human brain. Neu-
ron, 76(6), 1210-1224. 
Huth AG, de Heer WA, Griffiths TL, Theunissen FE, Gallant JL. 
2016a. Natural speech reveals the semantic maps that tile hu-
man cerebral cortex. Nature, 532(7600), pp.453-458.  
Huth AG, Lee T, Nishimoto S, Bilenko NY, Vu AT, Gallant JL. 
2016b. Decoding the semantic content of natural movies from 
human brain activity. Frontiers in systems neuroscience, 10. 
Hyvärinen A, Hurri J, Hoyer PO. 2009. Natural Image Statistics: 
A Probabilistic Approach to Early Computational Vision. 
Springer Science & Business Media. 
Itti L, Koch C. 2001. Computational modelling of visual atten-
tion. Nature reviews neuroscience, 2(3), 194-203. 
Johnson MH. 2005. Subcortical face processing. Nature Re-
views Neuroscience, 6, 766-774. 
Kafaligonul H, Breitmeyer BG, Ö#men H. 2015. Feedforward 
and feedback processes in vision. Frontiers in psychology, 6. 
Kamitani Y, Tong F. 2005. Decoding the visual and subjective 
contents of the human brain. Nature neuroscience, 8, 679-685. 
Kanwisher N, McDermott J, Chun MM. 1997. The fusiform face 
area: a module in human extrastriate cortex specialized for face 
perception. The Journal of neuroscience, 17(11):4302-11. 
Kay KN, Naselaris T, Prenger RJ, Gallant JL. 2008. Identifying 
natural images from human brain activity. Nature, 452, 352-355. 
Naselaris T, Prenger RJ, Kay KN, Oliver M, Gallant JL. 2009. 
Bayesian reconstruction of natural images from human brain ac-
tivity. Neuron, 63(6), pp.902-915.  
Khaligh-Razavi SM, Kriegeskorte N. 2014. Deep supervised, but 
not unsupervised, models may explain IT cortical representation. 
PLoS Comput Biol, 10(11), e1003915. 
Khaligh-Razavi SM, Henriksson L, Kay K, Kriegeskorte N. 2016. 
Fixed versus mixed RSA: Explaining visual representations by 
fixed and mixed feature sets from shallow and deep computa-
tional models. bioRxiv. 1:009936. 
Kingma DP, Welling M. 2013. Auto-encoding variational 
bayes. arXiv preprint arXiv:1312.6114. 
Kosslyn SM, Thompson WL, Alpert NM. 1997. Neural systems 
shared by visual imagery and visual perception: A positron emis-
sion tomography study. Neuroimage, 6, 320-334. 
Kriegeskorte N, Mur M, Ruff DA, Kiani R, Bodurka J, Esteky H, 
Tanaka K, Bandettini, PA. 2008. Matching categorical object 
representations in inferior temporal cortex of man and mon-
key. Neuron, 60(6), pp.1126-1141. 
Krizhevsky A, Sutskever I, Hinton GE. 2012. Imagenet classifi-
cation with deep convolutional neural networks. Advances in 
neural information processing systems, 1097-1105. 
Kubilius J, Bracci S, de Beeck HP. 2016. Deep Neural Networks 
as a Computational Model for Human Shape Sensitivity. PLoS 
Comput Biol,12(4):e1004896. 
LeCun Y, Bengio Y, Hinton G. 2015. Deep Learning. Nature, 
521, 436–44. 
Li D. 2016. Visualization of Deep Convolutional Neural Net-
works. Engineering and Applied Science eses & Dissertations. 
Paper 150. 
Lu KH, Hung SC, Wen H, Marussich L, Liu Z. 2016. Influences 
of High-Level Features, Gaze, and Scene Transitions on the Re-
liability of BOLD Responses to Natural Movie Stimuli. PloS 
one, 11(8), e0161797. 
Mahendran A, Vedaldi A. 2015. Understanding deep image rep-
resentations by inverting them. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition (pp. 5188-
5196). 
Matyas J. 1965. Random optimization. Automation and Remote 
control, 26(2), 246-253. 
Miyawaki Y, Uchida H, Yamashita O, Sato MA, Morito Y, Tanabe 
HC, Sadato N, Kamitani Y. 2008. Visual image reconstruction 
from human brain activity using a combination of multiscale local 
image decoders. Neuron, 60(5), pp.915-929.  
Mur M, Ruff DA, Bodurka J, De Weerd P, Bandettini PA, 
Kriegeskorte N. 2012. Categorical, yet graded–single-image ac-
tivation profiles of human category-selective cortical re-
gions. Journal of Neuroscience, 32(25), pp.8649-8662. 
Naselaris T, Prenger RJ, Kay KN, Oliver M, Gallant JL. 2009. 
Bayesian reconstruction of natural images from human brain ac-
tivity. Neuron, 63(6), pp.902-915.  
Naselaris T, Stansbury DE, Gallant JL. 2012. Cortical represen-
tation of animate and inanimate objects in complex natural 
scenes. Journal of Physiology-Paris, 106(5), 239-249. 
Naselaris T, Kay KN, Nishimoto S, Gallant JL. 2011. Encoding 
and decoding in fMRI. NeuroImage, 56(2): 400-10.  
Nishimoto S, Vu AT, Naselaris T, Benjamini Y, Yu B, Gallant JL. 
2011. Reconstructing visual experiences from brain activity 
 evoked by natural movies. Current Biology, 21(19), pp.1641-
1646.  
Norman KA, Polyn SM, Detre GJ, Haxby JV. 2006. Beyond 
mind-reading: multi-voxel pattern analysis of fMRI data. Trends 
in cognitive sciences, 10, 424-430. 
Olshausen BA, Field DJ. 1997. Sparse coding with an overcom-
plete basis set: A strategy employed by V1?. Vision re-
search, 37(23), 3311-3325. 
Polack PO, Contreras D. 2012. Long-range parallel processing 
and local recurrent activity in the visual cortex of the 
mouse. Journal of Neuroscience, 32(32), 11120-11131. 
Rao RP, Ballard DH. 1999. Predictive coding in the visual cortex: 
a functional interpretation of some extra-classical receptive-field 
effects. Nature neuroscience, 2(1), 79-87. 
Sharif Razavian A, Azizpour H, Sullivan J, Carlsson S. 2014. 
CNN features off-the-shelf: an astounding baseline for recogni-
tion. In Proceedings of the IEEE Conference on Computer Vision 
and Pattern Recognition Workshops (pp. 806-813). 
Rossion B, Hanseeuw B, Dricot L. 2012. Defining face percep-
tion areas in the human brain: a large-scale factorial fMRI face 
localizer analysis. Brain and cognition, 79(2), 138-157. 
Russ BE, Leopold DA. 2015. Functional MRI mapping of dy-
namic visual features during natural viewing in the macaque. 
NeuroImage, 109, 84-94. 
Russakovsky O, Deng J, Su H, Krause J, Satheesh S, Ma S, 
Huang Z, Karpathy A, Khosla A, Bernstein M, Berg AC. 2015. 
Imagenet large scale visual recognition challenge. International 
Journal of Computer Vision, 115(3), pp.211-252.  
Schenk T, McIntosh RD. 2010. Do we have independent visual 
streams for perception and action? Cogn. Neurosci. 152–62. 
Serre T, Oliva A, Poggio T. 2007. A feedforward architecture ac-
counts for rapid categorization. Proceedings of the national 
academy of sciences, 104(15), 6424-6429. 
Simonyan K, Vedaldi A, Zisserman A. 2013. Deep inside convo-
lutional networks: Visualising image classification models and 
saliency maps. arXiv preprint arXiv:1312.6034. 
Simonyan K, Zisserman A. 2014. Very deep convolutional net-
works for large-scale image recognition. arXiv preprint 
arXiv:1409.1556. 
Springenberg JT, Dosovitskiy A, Brox T, Riedmiller M. 2014. 
Striving for simplicity: The all convolutional net. arXiv preprint 
arXiv:1412.6806. 
Srivastava N, Hinton G, Krizhevsky A, Sutskever I, Salakhutdi-
nov R. 2014. Dropout: a simple way to prevent neural networks 
from overfitting. J. Machine Learning Res. 15, 1929–1958. 
Srivastava N, Mansimov E, Salakhudinov R. 2015. Unsuper-
vised learning of video representations using lstms. In Interna-
tional Conference on Machine Learning (pp. 843-852). 
Stollenga MF, Masci J, Gomez F, Schmidhuber J. 2014. Deep 
networks with internal selective attention through feedback con-
nections. Advances in Neural Information Processing Systems, 
3545-3553. 
Thirion B, Duchesnay E, Hubbard E, Dubois J, Poline JB, Lebi-
han D, Dehaene S. 2006. Inverse retinotopy: inferring the visual 
content of images from brain activation patterns. Neuroimage, 
33(4), pp.1104-1116. 
Tran D, Bourdev L, Fergus R, Torresani L, Paluri M. 2015. 
Learning spatiotemporal features with 3d convolutional net-
works. In Proceedings of the IEEE International Conference on 
Computer Vision (pp. 4489-4497). 
Wandell BA, Dumoulin SO, Brewer AA. 2007. Visual field maps 
in human cortex. Neuron, 56, 366-383. 
Wu MCK, David SV, Gallant JL. 2006. Complete functional char-
acterization of sensory neurons by system identification. Annu. 
Rev. Neurosci., 29, 477-505. 
Yamins DL, DiCarlo JJ. 2016. Using goal-driven deep learning 
models to understand sensory cortex. Nature neuroscience, 19, 
356-365. 
Yamins DL, Hong H, Cadieu CF, Solomon EA, Seibert D, Di-
Carlo JJ. 2014. Performance-optimized hierarchical models pre-
dict neural responses in higher visual cortex. Proceedings of the 
National Academy of Sciences, 111(23), pp.8619-8624.  
Zeiler MD, Fergus R. 2014. Visualizing and understanding con-
volutional networks. European Conference on Computer Vision, 
Springer International Publishing, 818-833. 
Zhou B, Khosla A, Lapedriza A, Oliva A, Torralba A. 2014. Ob-
ject detectors emerge in deep scene cnns. arXiv preprint 
arXiv:1412.6856. 
 
 
