In the paper, we find the greatest values α 1 , α 2 , α 3
Introduction
For a, b > 0 with a = b ,the Schwab-Borchardt mean SB(a, b) [1, 2] is defined by
where cos −1 (x) and cosh −1 (x) = log(x + √ x 2 − 1) are the inverse cosine and inverse hyperbolic cosine functions, respectively.
It is well-known that SB(a, b) is strictly increasing in both a and b, nonsymmetric and homogeneous of degree 1 with respect to a and b. Several bivariate means are special of the Schwab-Borchardt mean. We recall definitions of the first and the second Seiffert means, denoted by P (a, b) and T (a, b), respectively, the Neuman-Sándor mean M (a, b), and the logarithmic mean L(a, b) (see [3] , [4] ). 
Recently, the Schwab-Borchardt mean has been the subject of intensive research. The bivariate means S AH (a, b), S HA (a, b), S CA (a, b) and S AC (a, b) derived from the Schwab-Borchardt mean are difined by Neuman [7] as follows:
where v = (a − b)/(a + b) ∈ (−1, 1) and p, q, r and s are defined implicitly as sech(p) = 1 − v 2 , cos(q) = 1 − v 2 , cosh(r) = 1 + v 2 and sec(s) = 1 + v 2 , respectively. Clearly p ∈ (0, +∞), q ∈ (0, π/2), r ∈ (0, log(2 + √ 3)) and s ∈ (0, π/3). Many remarkable inequalities for Schwab-Borchardt mean and its generated means can be found in the literature [5] [6] [7] [8] [9] .
Very recently, Neuman [10] found a new bivariate mean N (a, b) derived from the Schwab-Borchardt mean, defined as follows
and proved that the inequalities
where tanh −1 (x), sin −1 (x), sinh −1 (x) and tan −1 (x) are the inverse hyperbolic tangent, inverse sine , inverse hyperbolic sine and inverse tangent functions, respectively.
In [10] , Neuman also proved that the double inequalities
The purpose of the present paper is to find the greatest values α 1 , α 2 , α 3 , α 4 and the least value β 1 , β 2 , β 3 , β 4 such that the double inequalities
holds for all a, b > 0 with a = b.
Lemma
In order to prove the desired theorems, we need following Lemmas.
and
is strictly monotone, then the monotonicity in the conclusion is also strict. b n x n have the radius of convergence r > 0 and a n > 0,
, if the sequence series {a n /b n } ∞ n=0 is (strictly) increasing (decreasing), then h(x) is also (strictly) increasing (decreasing) on (0, r).
is strictly decreasing on (0, +∞), where sinh(x) = (e x − e −x )/2 and cosh(x) = (e x + e −x )/2 are the hyperbolic sine and cosine functions, respectively.
Proof. Let
Then
Using the power series sinh(
we can express f 1 (x) and f 2 (x) as follows
It follows from (8) and (9) that
with a n = 2 2n+4 (2 2n+1 + n) /(2n + 3)! and b n = 2 2n+4 (2 2n+2 − 1) /(2n + 3)! Simple computations lead to
for all n ≥ 0. Therefore, from (5) -(11) and Lemma 2.2 we know that f (x) is strictly decreasing on (0, +∞).
Lemma 2.4. The function
is strictly decreasing on (0, π/2).
for x ∈ (0, π/2). Then from (15)- (17) we clearly see that g 1 (x)/g 2 (x) is strictly decreasing on x ∈ (0, π/2).
Therefore, Lemma 2.4 follows easily from (12)- (14) and Lemma 2.1.
is strictly decreasing on (0, log 1 + we can express h 1 (x) and h 2 (x) as follows
It follows from (21) and (22) that
(23)
for all n ≥ 0. Therefore, from (18) -(24) and Lemma 2.2 we know that h(x) is strictly decreasing on 0, log(1 + √ 2) .
Lemma 2.6. The function
is strictly decreasing on (0, π/4).
Let
Then simple computations lead to
for x ∈ (0, π/4) Therefore, Lemma 2.6 follows easily from (25)-(30).
Proof of Theorem
Theorem 3.1. The double inequality
holds for all a, b > 0 with a = b if and only if α 1 ≤ 1/2 and β 1 ≥ 2/3.
Proof. Since H(a, b) , G(a, b) and A(a, b) are symmetric and homogeneous of degree 1. Without loss of generality, we assume that a > b.
and (1) leads to
It follows from (31),(32) that
where f (x) is defined as in Lemma 2.3. Note that
Therefore, Theorem 3.1 follows easily from (34) and (35) together with Lemma 2.3. Proof. We follow the same idea in the proof of theorem 3.1. Without loss of generality, we assume that a > b . Let v = (a − b)/(a + b) and
and (2) leads to
It follows from (36), (37) that
where g(x) is defined as in Lemma 2.4. It is not difficult to verify that
Therefore, Theorem 3.2 follows easily from (39) -(40) and Lemma 2.4. 
and ( 
where h(x) is defined as in Lemma 2.5.
Note that lim
h(x) = log(1 + √ 2) + √ 2 − 2 2 = 0.1477 · · · ,
Therefore, Theorem 3.3 follows easily from (44) and (45) together with Lemma 2.5. 
