Characterization and implementation of efficient rotational motions of flexible spacecraft have been of research interest for more than twenty years. In the present study we consider rest-to-rest pointing maneuvers for a very large spacecraft, so that limits on available angular momentum are paramount. A formal system of differential equations is developed based on a model that includes a rigid central hub and Euler-Bernoulli appendages. The model is recast in an appropriate state-space and standard functional analysis methods are used to prove well-posedness and to establish a framework for numerical approximation. Several variants of minimum-angular moment problems are studied; ultimately we focus on a low-dimensional control parameterization based on a family of versine functions and on quasi-static structural response. Results are characterized in terms of simple formulae and sensitivity with respect to problem data is presented.
I. Introduction
The Innovative Space-Based radar Antenna Technology program (ISAT) is a DARPA/SPO initiative to develop a large aperture radar for persistent ground surveillance. Our analysis is based on a 300 m long, government reference design.
1 At this scale, shape distortion will be an important issue. Traversing among surveillance regions may require slewing of the spacecraft, while successful operation of the radar imposes distortion limits.
In this study, we consider the rotational motions of a spacecraft consisting of a rigid-hub of diameter 2 a with two flexible (beam) appendages, each of length L (see Figure 1 ). In this figureî b andĵ b are body-fixed axes, orthogonal to the axis of rotation; in the undeformed state the beams lie along the ±î b axis. Whereas the beams are constructed from truss elements, here we focus on an equivalent Euler-Bernoulli beam model. Time-optimal rotational maneuvers for flexible spacecraft have been studied by many authors. [2] [3] [4] [5] [6] [7] [8] [9] [10] For the case of a rigid-body with a bound on the applied torque (say |M (t)| ≤M ), time-optimal control is bang-bang, with a single-switch at mid-maneuver. Simple calculations reveal that the maneuver time is given by
where I o is the moment of inertia, and θ f is the prescribed rotation angle. The angular-momentum required from an internal device is given by
This amount of angular momentum is required for the spin-up phase of the maneuver and can be returned to an internal momentum storage device in the stopping phase. For ISAT I o ≈ 28 × 10 6 kg−m 2 , and several values of maneuver-time and stored momentum required for a 90 o maneuver are shown in Table 1 . Various linear-quadratic designs, including minimum-effort control, 11 have also been studied. 12, 13 In particular, minimum-effort control of the rigid-body implies that the applied moment is an affine function of time (specifically, M (t) = M max (1 − Sample results for the minimum-effort maneuver are shown in Table 2 . Note that whereas the required maneuver time increases (as expected), the required angular-momentum decreases. Since the momenta are still rather large, the natural question is: What is the minimum required momentum ? This is the main point of the present study.
II. Formal Model
We develop a dynamic model by decomposing the system into five components: the hub, left/right beams, and left/right tip masses. The partial differential equations describing motions of the Euler-Bernoulli beams are 
Here, σ > 0, ξ = 0 corresponds to the beam-hub junction, and ξ = L corresponds to the beam-tip junction. The variable ω is the angular velocity of the hub (so thatθ(t) = ω(t)); the non-standard acceleration terms ((a+ξ)ω(t)) in (1, 2) arise from the fact that w(t, ξ) is the displacement relative to a non-inertial, body-fixed frame. The (ordinary differential) equations of motion for the tip masses and the hub are
I hω (t) = E I w 
At the beam-tips we require w
while geometric compatibility at the beam-tips implies
We shall assume that the beam properties are uniform (constant mass-density (σ) and stiffness (E I)) and that the left and right beams are identical.
III. State Space Formulation
Our objective here is to formulate the dynamical model from Section II as a differential equation in an appropriate Hilbert space. This approach provides a natural framework to consider existence/uniqueness issues, as well as convergence under numerical approximation. Accordingly, we first eliminate ν k using (8) and write the equations as
It's helpful to use equation (13) to eliminate the dω dt terms in (9 -12) , and to this end we define the boundary operator b :
so that (13) can be written as
Note that the first argument of the mapping b is in the Sobolev space H 4 (0, L) [Ref. 14] and that b is linear in this argument. Introducing
the (unforced) system (9 -13) leads to the first-order system
The control inputs M (t), T R (t), T L (t) give rise to an additional term
Equations (15, 16) are to be interpreted as an abstract ordinary differential equation. To this end we identify the state z = col w
L , ω and define the Hilbert space
with the energy norm
where · is the usual L 2 norm. We now define an operator A : H → H given by the right-hand side of (15) with domain
Theorem III.1 A generates a C 0 semigroup of contractions on the Hilbert space H.
Proof: For any z ∈ D(A), tedious but direct calculation reveals that
so that A is dissipative. Next we show that the range of (I − A) is all of H. For any
i.e.
From (18 and 20)
The latter two equations provide two boundary conditions for the dependent variables w R and w L and with the additional six boundary conditions 
IV. Symmetric and Asymmetric Motions
Before proceeding it's useful to consider that under special initial conditions and forcing the deformations of the two beams will be identical, and this observation can be used to reduce the computational burden. To this end we define symmetric and asymmetric variables by
The boundary conditions (6 and 7) still apply, now with k = a, s, whereas the geometric compatibility conditions (8) are transformed to
In terms of these new dependent variables the first-order system (15, 16) is written
It's clear that the asymmetric motion (w a (t), v a (t), η a (t)) is uncoupled from the symmetric motion (w s (ti), v s (t), η s (t)) and that with zero initial data and zero forcing (T a (t) = 0), the asymmetric motion is identically zero. Indeed, with T a (t) = 0, the system in Figure 1 would translate in the plane; such degrees of freedom are not included in the model. Thus, we consider only symmetric motions in the following. Whereas the variable ω can be recovered as a quadrature in terms of the symmetric variables, we include it in our symmetric model in order to account for the energy explicitly.
V. Weak Form
Define the symmetric state z s = col (w s , v s , η s , ω) and the Hilbert space
The symmetric motions are extracted from the model (25) as
where
and
The domain of the symmetric state generator A s is
The weak-form of the (26) is
Using the inner-product this expands to
For the right-hand side we have
(II) evaluates to:
and (IV) is given by
Combining these we find 
VI. Galerkin Approximation
We use cubic spline functions for the state components w and v to construct a finite-dimensional approximation for the state space H s . More specifically, for integer N > 3 we impose a uniform grid spline functions is shown in Figure 2 .
Using these spline functions we construct basis vectors
and seek a solution
The form (30) is used in the weak-form; the basis vectors b i are also used for the test functions Ψ and the result is the finite-dimensional system
The (2N + 1) × (2N + 1) matrix M N is given by
The lower-right element is the moment of inertia of (half) the system shown in Figure 1 (i.e. a single beam with tip-mass plus one-half the hub-inertia). Furthermore, the (2N + 1) × (2N + 1) matrix H N is given by
whereas the (2N + 1) × 2 control matrix is
From briefing notes, 1, 16 I o ≈ 28 10 6 kg m 2 , including a hub-inertia of 6, 000 kg m 2 ; the mass of a single 150 m beam-truss, including radar panels, is about 1,780 kg. We estimate the mass of the tip-thruster as 10 kg. The stiffness parameter EI L ≈ 75.1 10 6 N−m. Modal frequencies for the nominal system are reported in Table 3 . 
VII. Minimum Angular Momentum
We now turn to the problem of making efficient use of the stored angular momentum. Because devices, such as gas thrusters or magnetic torquers are not deemed practical in the ISAT application, control torque for slewing maneuvers will be provided by a collection of control-moment gyros and momentum wheels. Thus, tip-thrust T s is not used, so that only the first column of the operator B s in Equation (27) is used. Since there are limits on the available angular momentum, we are led to consider the following problem:
Problem P1: Given the system data and parameters θ f , t f > 0, find u * : [0, t f ] → lR to transfer the system (26) from z s (0) = 0, to z s (t f ) = 0, with
Note that Problem P1 seeks to minimize the control angular momentum, but does not impose a bound on the instantaneous control (torque). It is useful first to consider the case of a rigid spacecraft. One expects that an optimal maneuver will consist of a spin-up phase, (possibly) a coasting phase and, finally, a stopping phase. Simple momentum conservation suggests that equal momentum (magnitude) be used in the two active phases (say, h), and that the maximum possible angular rate during the coasting phase is h/I o .
Problem P1 is not well-stated because it does not clearly specify the class of control functions u * : [0, t f ] → lR admitted to the competition. It is possible to formulate the problem in the class of impulse controllers [17, see pages 324 ff]. In this setting, it can be shown that the optimal control for the rigid-body (alone) is a starting impulse at t = 0, a coasting arc with zero control, and a stopping impulse at t = t f .
Intuitively we reason that by impulsively starting the rotation at t = 0 (and stopping it at t = t f ) one is able to have the system rotate at maximum angular rate for the entire time. Any smooth build-up of rotation rate takes longer to accomplish the rotation. Here again, simple analysis for the rigid-body case reveals that the minimum angular-momentum required is related to the problem parameters by
Representative results for ISAT are given in Table 4 . Comparing, Equation (35) with the discussion at the of Section I, we can see that for the rigid-body alone, the minimum-effort control requires a 1.5 times the minimum angular-momentum, while the minimum-time control requires twice as much. Of course, truly impulsive control cannot be realized in practice, and would probably not be desirable for a flexible structure in any case. Hence, we shall restrict the class of controls in Problem P1. 
T 1 is the period of the versine function (versine(σ) = 1 − cos(σ)), T 2 is a coasting interval (see Figure 3) and M is the peak value of the applied moment. Input functions in this three-parameter family are continuously differentiable (C 1 [0, t f ]), and we have
From this, and from Figure 3 , one can see that if we letM ↑ ∞, and T 1 ↓ 0 while maintainingM
We are interested in the modal response to this input; that is, in initial value problems of the form:
For the rigid-body mode (Ω 1 = 0) we find Here we have usedω = 2π T1 . A typical displacement response for the rigid-body mode is shown in Figure 4 . Note that for t > 2T 1 + T 2 , ζ 1 (t) remains constant at the value ζ 1 (2T 1 + T 2 ) = g1M 2 T 1 (T 1 + T 2 ). Problem P1 restricted to rigid-body motions and to the class of controls (36) is:
Problem P2: Given the system data I o , and parameters θ f , t f > 0, find (non-negative) parametersM , T 1 , T 2 , so that u(t;M , T 1 , T 2 ) : [0, t f ] → lR transfers the system (5) from θ(0) =θ(0) = 0 to θ(t f ) = θ f ,θ(t f ) = 0 while minimizing
In dimensional variables we have:
The first two equations can be used to eliminateM and T 2 , leading to:
which is to be minimized by choice of T 1 . Clearly, h decreases as T 1 ↓ 0, but the choice T 1 = 0 is not admissible since it requires unbounded (impulsive) control torque (M = 2h T1 ). Since Problem P2 does not have a solution, our formulation requires further modification. Figure 5 shows results for minimum angular momentum over a range of maneuver times for three values of a bound on the applied moment (|M (t)| ≤ M max ). The left end of each curve reaches a vertical asymptote; that is, there is a lower bound on maneuver time. These curves can be interpreted as feasibility boundaries: it is not possible, using controls from the class (36) with |M (t)| ≤ M max , to achieve time/angular momentum values to the left or below. For example, with |M (t)| ≤ 300 N−m and h ≤ 20, 000 N−m−s, the minimum maneuver time is about 40 minutes. Recall that in the minimum-time problem (see Table 1 ) with M max = 300 N−m, the maneuver was accomplished in about 13 minutes, but with a much larger expenditure of momentum (about 115,000 N-m-s). Similarly, the minimum-effort formulation (see Table 2 ) with a bound of 300 N−m accomplishes the maneuver in a little under 16 minutes but requires more than 70,000 N-m-s of stored momentum.
B. Flexible mode response
Next we consider the response of a flexible structure to versine control inputs. For the flexible modes (ı = 2, ..., Ω ı > 0) We have assumed thatω = Ω ı . A typical displacement response for a flexible mode is shown in Figure 6 . Note that all of the terms in the expressions for the forced flexible response include a factor with Ω 2 ı in the denominator. In particular, the post-maneuver response includes the factor
Thus, for fixed modal frequency (Ω ı ), as one varies the versine frequency (ω = 2π T1 ), the post-maneuver displacement amplitude is described, in part, by the function F 1 ( Ωĩ ω ). Similarly, for fixed versine frequency (ω), as one varies the modal frequency (Ω ı ), the post-maneuver displacement amplitude is described, in part, by the function F 2 ( Ωĩ ω ). Graphs of these functions are shown in Figure 7 . Clearly, these functions decrease monotonically, so that larger values of ( Ωĩ ω ) are preferable. It's worth noting that for the spin-up interval (i.e. 0 ≤ t < T 1 ), the modal amplitude expression (40) can be written
which for large ( Ωĩ ω ) is approximated by the quasi-static response
Expressions of the form  a  cos(Ωt − φ j ) in Equation (40) can be combined to an amplitude/phase form. In particular we have On the coasting interval [T 1 , T 1 + T 2 ] this leads to C = 2(1 − cos Ω ı T 1 ), so that by choosingω = Ωı k , for integer k > 1, the amplitude vanishes and the modal response on the this coasting interval is identically zero. A more tedious calculation for the post-maneuver interval leads to
Again, the choiceω = Ωı k , for integer k > 1, leads to vanishing amplitude and the post-maneuver modal response is identically zero.
Perhaps additional insight into the flexible-mode response can be gleaned by comparing responses for several values of the modal frequency (Ω ı ). Shown in Figure 8 are responses for three values of the ratio ( Ωĩ ω ). It appears that on the intervals with non-zero torque (i.e. 0 < t < T 1 , and T 1 + T 2 < t < 2T 1 + T 2 ), the peak deflection montonically decreases with increasing Ωĩ ω . On the coasting interval and post-maneuver there is no such montone behavior. Also, note that as predicted above, for Ω ı = 2ω, the response is identically zero during the coast and post-maneuver intervals.
C. Quasi-static response
The observations about modal responses suggest that we consider the quasi-static response of the system (27); that is, a solution of
It follows that we seek the quasi-static deflection w s q (t, ξ) as the unique solution to
which is valid for the case of central hub torque only (no tip thrust). It can be shown that
where the c  are appropriate constants. For this case it turns out that Figure 9 shows the hub motion, whereas Figure 10 shows the tip deflection. In this case Ω1 ω ≈ 250, and it's clear that the tip-deflection is well-approximated by the quasi-static result.
D. Minimum-momentum versine control:
quasi-static deflection constraint
With some understanding of the effect of a bound on the applied torque, and of the flexible response to versine control we pose the optimization problem:
Problem P3: Given the system data and parameters θ f , t f , ∆, find (non-negative) parameters M , T 1 , T 2 , so that the control u(t;M , T 1 , T 2 ) : [0, t f ] → lR transfers the system (5) from θ(0) = θ(0) = 0 to θ(t f ) = θ f ,θ(t f ) = 0 while minimizing T1 0 |u(t)| dt, and satisfying
Here w s q (t, L) is the quasi-static tip deflection history associated with the maneuver, and because of the inequality constraint, the problem is a semi-infinite optimization problem. 18 Note that the validity of the quasi-static approximation requires that 2π T1 =ω Ω ı . Comparing the deflection histories in Figures (8,  10 ) with the applied torque history in Figure 3 , it's apparent that the observed tip deflection is, indeed, linearly related to the (instantaneous) applied moment. It follows that a bound on the (quasi-static) tip displacement is equivalent to a bound on applied torque.
Problem P3 has three design variables (M , T 1, T 2). However, since we seek to minimize h =M T1 2 , it's convenient to use variables (h, T 1 , t f ) rather than (M , T 1 , T 2 ). From Equation (39) the equality constraints on t f and θ f restrict the choice of variables to certain line segments in the (h, T 1 ) plane. Loci are shown as solid blue lines in Figure 11 for θ f = π 2 and for several values of t f . The right limit points on these curves are the points where T 1 = t f 2 ( and, hence T 2 = 0). Under the quasi-static approximation the maximum deflection is proportional to the maximum applied moment, so that from Equation (42) Recalling Equation (38), we get that
so that lines of specified maximum deflection are straight lines in the h T 1 plane. Several of these are shown as dashed red lines in Figure 11 . Above and to the left of such lines, the maximum deflection exceeds the specified bound (∆). It's clear from the geometry in this Figure that for specified (θ f , t f , ∆), the minimum momentum solution lies at the intersection of the specified t f (solid blue) line and the specified ∆ (dashedred) line. In analytic terms we have
Clearly, if the specified time is too short t f < 2 2Ioθ f Cm ∆ , then the constraints are incompatible and the problem has no feasible points. Next we solve a one-parameter family of Problems P3, with t f as the parameter. Results of this calculation for several values of ∆ are shown in Figure 12 . Notice that reducing the tip deflection bound (∆), increases the required angular momentum for a given maneuver time. Additionally, as the the tip deflection bound (∆) is decreased, the lower bound on maneuver time increases. For example, with ∆ = 1 mm, the least achievable maneuver time is about 62.5 minutes, and this requires a little under 16,500 N-m-s of momentum for the spin-up maneuver (and an equal but opposite amount for stopping). The peak moment is about 24.8 N-m. For comparison, with ∆ = 5 mm, the least achievable maneuver time is about 28 minutes, requires a little over 52,000 N-m-s of momentum for the spin-up maneuver, and the peak moment is about 124 N-m (this point is not in the range covered by the figure). For a specified maneuver time, one can read out the angular momentum required with a specified deflection bound. Table 5 gives required angular momentum for 70 min. and 100 min. maneuvers with several tip deflection bounds. Note that compared to the case with no active deflection bound (∆ = ∞), the ∆ = 5mm bound can be achieved with little additional angular momentum. E. Minimum-momentum versine control: deflection-rate constraints
The deflection constraint of Problem P3 arises from the observation that for the radar to function correctly, the positions of the active elements must be known within the specified tolerance, ∆. Thus, if structural deflections are kept within this bound, the radar can operate successfully. The structural deformations constraint can be mitigated by introducing an active metrology/calibration system, which offers the possibility of measuring structural deflections. However, this metrology/calibration system will have a minimum update cycle time, µ. Combining these ideas, T. Murphey 19 has concluded that successful operation can be assured if the maximum deflection rate does not exceed ∆ µ . This motivates the following problem:
Problem P4: Given the system data and parameters θ f , t f , V , find (non-negative) parameters M , T 1 , T 2 , so that the control u(t;M , T 1 , T 2 ) : [0, t f ] → lR transfers the system (5) from θ(0) = θ(0) = 0 to θ(t f ) = θ f ,θ(t f ) = 0 while minimizing T1 0 |u(t)| dt, and satisfying
Quasi-static case
Our solution is predicated on the assumption that the deflection rate can be computed from the quasi-static formulation (42). That is, we compute the deflection-rate froṁ
Using expression (36) for the applied moment, we find the peak deflection rate to be
The solid (blue) lines in Figure 13 shows loci of feasible values in the (h, T 1 ) plane for θ f = π 2 and for several values of t f . These are the same as the solid lines in Figure 11 . From (44), and the angular-momentum expression, the deflection-rate constraint is written as
where the constant C m has been defined in (42), and V is the upper bound on deflection rate in Problem P4. Equality in (45) defines a parabola in the (h, T 1 ) plane; admissible points are to the right and below this parabola. Figure 13 shows several constant deflection rate parabolas as dashed (green) lines. From the figure it appears that the V = .1 mm/s limit is not a stringent constraint; a great deal of the (h, T 1 ) plane is admissible. Increasing this limit, moves the constraint closer to the h-axis. For specified θ f and t f , the minimum required angular momentum is achieved at the intersection of the specified θ f and deflection-rate (45) lines. Such points satisfy the cubic equation
Analysis of the cubic equation (46) shows that it will have one root on the interval [0, Table 6 . In this case the minimum feasible final time is a little under 16 minutes. We have not included the case V = 10 mm/s because the minimum h values require very low values of T 1 , the spin-up maneuver time. At low values of T 1 the quasi-static deflection approximation will not be valid and this complicates application of the deflection-rate constraint. Moreover, since the constant t f lines in Figure 13 are nearly horizontal as T 1 → 0 + , the marginal saving in required angular momentum is quite small. Note that if the maximum angular momentum available is 15,000 N-m-s, then the least maneuver time is about 51 minutes, and the maximum tip deflection is a bit more that 6 mm. Here we briefly present an analysis of the sensitivity of the solution to Problem P4 to parameters. Of particular interest is the sensitivity to the beam stiffness parameter (E I). We begin by re-writing equation (46) in a slightly more general form
where q is some generic parameter in the expression for the C T , and the notation indicates that the spinup time T 1 implicitly depends on this parameter. We are particularly interested in the case q = (E I). Differentiation leads to the sensitivity equation
With the spin-up sensitivity known, the sensitivity of the required spin-up angular momentum follows by differentiating (43)
Note that this expression would contain additional terms if the parameter q depended on I o or θ f . For the case q ∼ (E I) we find from (42, 46) that
so that
, and
.
From the latter of these, we see that the percentage change in required angular momentum is the percentage change in stiffness multiplied by a factor; that is ∆h/h ∆(E I)/(E I)
Similar analyses shows that the percentage change in required peak moment is related to the percentage change in stiffness by the factor ∆a/a ∆(E I)/(E I)
and that the change in peak tip-deflection is related to the percentage change in stiffness by the factor ∆δ tip /δ tip ∆(E I)/(E I) = −(t f − 3T 1 ) (2t f − 3T 1 ) .
Values for these factors are shown in Table 7 . Note that for t f = 45 min the momentum sensitivity factor is approximately -.044, indicating that in linear approximation a 10 % increase in stiffness (E I) would engender about a .4 % decrease in required angular momentum. Simlarly, such an increase in stiffness would engender a 5.7 % increase in maximum required moment and a 4.3 % decrease in the maximum tip deflection. For longer maneuver times the momentum and moment sensitivities are reduced, whereas the tip-deflections sensitivity increases in absolute value. Recall that in our quasi-static model the stiffness parameter appears only through the constraint on deflection rate. The results in Table 7 provide a linear estimate of the effects of changes from the nominal values of the stiffness parameter (E I) on the solution to Problem P5. Figure 14 displays the nonlinear variation of these parameters for the case t f = 45 min. Consistent with the linearized results we see that the effect on the required angular momentum (h) is modest; varying from 1.03 times the nominal for (E I) at one-half its nominal value, to .975 times the nominal for (E I) at twice its nominal value. Perhaps the most significant effect is on the maximum tip-deflection (δ tip ). With the nominal (E I) at one-half its nominal value, the tip-deflection is increased by more than 40 %, whereas with the nominal (E I) at twice its nominal value the tip-deflection is decreased by about 30 %. Figure 15 surveys the effects of changes in stiffness (E I) and Figure 15 . Effects of (E I) and t f variations on δ tip
VIII. Conclusions
Rapid slewing of very large space structures requires judicious use of stored angular momentum. A versine family of control inputs provides a reasonable way to produce ISAT slewing maneuvers that are efficient in their use of time and momentum, yet allow for radar operations. Quasi-static response approximations admit analytical treatment and provides useful insights for design trade-offs.
