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A B S T R A C T
Although non-coding RNAs have been known for a relatively long
time, they have largely been viewed as having a passive role in cel-
lular processes. Ribosomal RNAs were to thought to serve as a scaf-
fold of the protein production machinery, tRNAs as transporters for
amino acids and even the protein-coding mRNAs were seen as a
passive template for protein synthesis. A sign of a revolution was
perhaps visible with the discovery of small nuclear and nucleolar
RNAs (snRNAs and snoRNAs), but it was not until the year 2000
with the discovery of the let-7 microRNAs that the revolution began.
In microRNAs, a totally new layer of gene regulation was uncovered,
leading to the revision of our understanding of the types of RNA
molecules and their roles in the cell: RNAs are not viewed anymore as
passive, but capable of regulating a vast number of cellular processes.
Most often they serve as guides for ribonucleoprotein complexes that
regulate the processing or expression of target RNAs. Recently de-
veloped high-throughput technologies enabled identification of many
long and small non-coding RNAs. However, the identification of their
targets has remained challenging, in spite of the recently proposed
high-throughput sequencing-based or computational approaches. In
this work, we aimed to identify the targets of two large groups of
RNAs: miRNAs (as well as their exogenous counterparts, the small
interfering RNAs (siRNAs)) and snoRNAs.
MicroRNAs (miRNAs) are ~21 nucleotides long non-coding RNAs
that induce gene expression silencing by guiding Argonaute proteins
to target mRNAs. This pathway is exploited to silence gene expres-
sion by means of siRNAs, that are designed to silence the expression
of specific genes. Functioning similar to miRNAs, siRNAs act not only
on the intended target, but also other transcripts called off-targets.
In a first sub-project we combined the MIRZA biophysical model of
miRNA-target interaction that was previously developed in the group
with structural and sequence features of putative target sites to effi-
ciently predict both miRNA and siRNA targets on a genome-wide
scale. Starting from the observation that guide RNAs can be captured
bound to their targets in high-throughput data sets, we then revisited
the identification of snoRNA targets. Although snoRNAs are known
for more than 30 years, some of them do not have known targets. To
reveal these, we have developed novel methods to analyse the data
obtained by crosslinking and immunoprecipitation of core snoRNP
proteins as well as by the RiboMeth-seq method that detects 2’-O-
methylation sites. This work provides high-quality sets of miRNA
v
and snoRNA targets and sets the ground for further analysis of their
complex network of interactions.
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1
I N T R O D U C T I O N
The flow of information in the cell, described by so-called “Central
Dogma of Molecular Biology” which was proposed by Francis Crick
in 1958 [4], links the DNA code to the protein effectors through tran-
scription and translation. In this view, RNAs molecules were consid-
ered mainly as various types of intermediates: mRNA serving as a
template, tRNA as transporting molecule and rRNA performing the
translation. This simple perspective dominated molecular biology for
more than 30 years and was supported by much research in enzymol-
ogy and gene regulation [5, 6]. The more recently discovered snRNAs
and snoRNAs [7–9], which were subsequently associated with splic-
ing [10] and with modification of RNA nucleotides [11], respectively,
fell into the same paradigm. However, everything changed with the
discovery of small regulatory RNAs and RNA interference [12, 13]. In
contrast to the previously known classes of RNAs, the miRNAs had a
regulatory role, a function previously associated with proteins. How-
ever, similar to other classes of relatively small RNAs, miRNAs guide
effector complexes to target RNAs through sequence complementar-
ity. This is reminiscent of small nucleolar RNAs (snoRNAs) guiding
2’-O-methylation and pseudouridylation of rRNAs, or small nuclear
RNAs (snRNAs) guiding splicing reactions.
1.1 gene expression regulation by rna interference
RNA interference (RNAi) as an inactivation of gene expression by
homologous RNA sequences was first observed in plants and in neu-
rospora [14, 15]. However, this multi-faceted mechanism only started
to be understood with the work that was carried out by Fire and
Mello in the worm Caenorhabditis elegans, which served as an impor-
tant experimental system for the characterization of the RNAi path-
way. In worm, double-stranded RNAs are more effective in down-
regulating gene expression than antisense RNA alone [13]. The effec-
tor molecules are small interfering RNAs (siRNAs). SiRNAs mostly
derive from exogenous sources like viral dsRNA or chemically syn-
thesized hairpins (shRNA). In plants it was shown that siRNAs can
act as antiviral agents [16]. However, they can be generated endoge-
nously from long or short hairpins, transcripts of inverted repeats,
double-stranded RNA generated by convergent transcription or other
small-non coding RNAs [17]. Although RNA interference exists in
many species in all kingdoms of life, there are vast differences be-
tween the number of variants of this pathway, the biogenesis of the
1
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small RNAs, their mechanism of action and downstream consequences.
Here, I will focus on mammals and on the specific class of small
RNAs which are called microRNAs. However, I will make a short
detour into siRNAs that were important in characterizing the path-
way. After introduction into the cell, siRNA precursors are cleaved by
the enzyme Dicer into 21 double stranded RNAs [18]. One strand
of the duplex (called guide strand) is typically loaded into the RNA-
induced silencing complex (RISC) and the other one (passenger strand)
is degraded [19]. Which strand will be selected as a guide is deter-
mined by the thermodynamic asymmetry of the RNA duplex; the
strand with less stable pairing at its 5’ end becomes the guide [20].
The main component of the RISC complex is an Argonaute (Ago) pro-
tein, that may have endonuclease activity [21]. In human Due to their
ability to selectively down-regulate gene expression siRNAs can be
used as potential drugs. However, because siRNAs share the much of
their biogenesis and effector machinery with endogenously-encoded
small RNA, namely the miRNA, they are not as specific as desired,
but rather act on many transcripts with which they have only partial
complementarity. These off-target effects are an important stumbling
block in the use of siRNAs as therapeutic agents [22, 23].
1.2 mirnas
MiRNAs are small non-coding RNAs of 21-22 nucleotides in length,
which in the past 10 years became one of the most intensely re-
searched molecular entities. They were first described in C. elegans
in 1991 and 1993 [12, 24]. They are transcribed from genes that are
present in the genomes of almost every species, including viruses
[25] and guide the RISC to target RNAs, directing their degradation
or interfering with protein translation ultimately leading to down-
regulation of target expression [26]. MiRNAs have been found im-
portant for many biological processes including cell proliferation, dif-
ferentiation and apoptosis [27–29], organism development, cancer or
schizophrenia [30–32]. It is estimated that more than half of the hu-
man genes can be regulated by miRNAs [33]. A miRNA has, on aver-
age, over a hundred target mRNAs and each mRNA can be regulated
by many miRNAs [33]. Through target mRNA down-regulation, miR-
NAs may be involved in many dynamic behaviors: fine-tuning gene
expression, repressing them strongly and counter-acting ‘leakage’ in
transcription. Many of these effects would lead to miRNAs increasing
the robustness and precision of gene expression [34, 35].
1.2.1 Biogenesis of miRNAs
Mammalian miRNAs are encoded in the introns of other genes or
as independent genes [36, 37], although other pathways can generate
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Figure 1: Simplified biogenesis of miRNAs.
miRNA-like structures as well [38]. MiRNAs are typically transcribed
by RNA polymerase II into long transcripts (pri-miRNA), in which
the miRNA fold into stem-loop structures [39]. Pri-miRNAs, which
may contain more than one miRNA precursor, are processed, leading
to shorter fragments corresponding to individual miRNAs which are
called precursor miRNAs (pre-miRNAs). This process is performed
by the so-called microprocessor complex, which is composed, in most
basic form, of the Drosha RNase III enzyme together with DiGeorge
Syndrome Critical Region 8 (DGCR8) protein that recognizes the pri-
miRNA structure and facilitates the reaction [40–42]. The released
pre-miRNAs are 70 nucleotides long hairpins and possess character-
istic 2 nucleotide-long overhangs on their 3’ end. This feature is rec-
ognized by Exportin-5 that subsequently transports pre-miRNA from
nucleus to cytoplasm [43–45]. Some pre-miRNAs, known as mirtrons,
are generated directly through splicing of host genes, bypassing the
multiprocessor complex, and loading onto Exportin-5 [37]. In the cyto-
plasm pre-miRNAs are recognized and cleaved by RNase III enzyme
Dicer which liberates ~21 nucleotide-long duplex RNAs with char-
acteristic 3’ overhangs [18, 46]. As already discussed in the case of
siRNAs, one strand (called guide strand) of the duplex is typically
loaded into RISC, while the other (passenger strand) is degraded [19].
Simplified pathway of miRNA biogenesis is depicted on Figure 1.
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1.2.2 Target recognition by miRNAs
MiRNA guide RISC to complementary sequences located usually in
the 3’ UTRs of protein-coding mRNAs, leads to down-regulation of
gene expression through the inhibition of translation initiation and/or
mRNA degradation via poly(A) tail cleavage by deadenylase CCR4-
NOT [47, 48]. However, miRNAs, besides mRNAs, can bind other
RNA species like long non-coding RNAs or circular RNAs [49–52].
The minimal mammalian RISC complex can be composed of only
one protein from Argonaute family (AGO). In human those can be
one of the four subtypes: AGO1, AGO2, AGO3 and AGO4. From
these four, only AGO2 is able to cleave the target directly [53]. Exper-
iments showed that different AGOs can take part in different cellular
processes however more investigation is needed to elucidate their spe-
cific roles [53]. Early investigations revealed structural features of the
interaction between miRNA and its target. In animals, miRNAs inter-
act with the target primarily via so-called ‘seed’ region which is com-
posed of 6-7 consecutive nucleotides in the 5’ end of miRNA that per-
fectly match their complementary sequences in the target mRNA1. In
metazoans miRNA seed-complementary motifs are much more con-
served across species compared to other 3’UTR motifs of the same
length [54, 55]. AGO effectively scans the RNA searching for short
2-4 nucleotides long complementary regions and the interaction be-
comes stable only when the complementarity extends from 2 to 8
nucleotides [56]. The role of the seed was explained additionally by
the structural biology studies of the Argonaute protein. In complex
with AGO2 the seed region of miRNA is already in pre-helical form,
exposed to the interaction with the target [57]. It was shown, however,
that there exist target sites that have no apparent seed match or where
seed match is imperfect (referred to as non-canonical target sites). For
example, 20% of miR-124 targets have bulged nucleotide in the seed
[58, 59]. A recent study suggested that as many as 60% of miRNA
targets are non-canonical [60]. Most of the predicted miRNA target
sites lack the complementarity to the 3’ end of the miRNA. However,
it is believed that this fragment might confer specificity to the inter-
action with the target and can be responsible for the differences in
target sets between miRNAs within the same seed families. On the
other hand, another school of thought is that members of the same
seed family share the majority of their targets [61].
1.2.3 Experimental identification of miRNA targets
Currently, the repertoire of experimental methods to identify miRNA
targets experimentally is quite extensive, ranging from basic genetic
1 miRNAs in plants interact with their whole sequence which makes target prediction
easier [34]
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screening to direct capture of miRNAs ligated to their target. With ge-
netic screening, which one searches for genes that rescue the miRNA
loss-of-function phenotype, which also help characterize the function
of the miRNA [62, 63]. Another approach is to overexpress or repress
a miRNA in a population of cells and globally quantify gene expres-
sion changes between treated and untreated cells using microarrays,
mRNA-seq [64] or shot-gun proteomics approaches [65]. These ap-
proaches are particularly useful in dissecting the pathways that are
targeted by miRNAs and in providing the data on which bioinfor-
matics algorithms for miRNA target prediction can be trained and
tested [1]. The most up-to-date high-throughput experimental ap-
proach to miRNA target identification is based on AGO crosslink-
ing and immunoprecipitation (AGO-CLIP) [66, 67], in which AGO
is first crosslinked with UV light (254 nm for ‘standard’ CLIP and
365 nm for a variant method called photoactivatable ribonucleoside-
enhanced CLIP or PAR-CLIP [68]) to targets and/or miRNAs and
then pulled down with a specific antibody. Bound RNAs are then
sequenced and analysed in order to obtain the AGO-binding sites
[35]. The most recent advance in CLIP consists in the capture of AGO
loaded with a miRNA which in turn is covalently linked to the target
site. This method is called called crosslinking, immunoprecipitation
and sequencing of hybrids (CLASH) [60]. Chimeric, miRNA-target,
reads were also observed also in PAR-CLIP [69]. This strategy of cap-
turing guide RNA-target RNA chimera can, in principle, be applied
to other guide RNAs, as I have also done in my work. As one might
expect, all of these methods have their pros and cons, in terms of
efficacy, coverage, ease of use, etc. Which one should be used in a
particular setting depends on all of these factors as well as the biolog-
ical question pursued [35].
1.2.4 Computational identification of miRNA targets
The availability of high-throughput data sets have prompted an ex-
plosion in the number of studies that exploit these data to construct
empirical models that can be used to uncover novel molecules that
share a specific set of properties. In the field of miRNAs, compu-
tational approaches have been employed from the very beginning
and have strongly facilitate the efforts of identifying miRNA targets
[54, 70]. Computational methods have the advantage that they help
narrow the search for targets. However, they may be limited by the
knowledge of what constitutes a functional target. Most of the current
miRNA target prediction algorithms that are in use today enforce the
principle that targets should have miRNA seed-complementary re-
gions [71]. However, being so short, the miRNA seed-complementary
motifs occur in the transcriptome in large numbers simply by chance
and experimental studies found that the mere presence of a miRNA
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seed match in an mRNA does not guarantee its repression [61, 72].
Thus, developing algorithms for miRNA target prediction is of great
interest. However, because relatively little is known about what con-
tributes to a functionally relevant miRNA-target interaction, miRNA
target prediction methods have limited accuracy and the problem
remains challenging. The most important improvement in the accu-
racy of computational miRNA target predictions came with the in-
troduction of structural and sequence features beyond the miRNA
seed match into the prediction algorithms. In fact, the determinants
of miRNA-target interaction remain largely unknown, because the de-
gree of evolutionary conservation of the seed match (which is taken
into account in algorithms like ElMMo or TargetScan [73, 74]) pro-
vides the greatest improvement in accuracy, much higher than spe-
cific features such as the accessibility of the target site or the nu-
cleotide composition of its neighborhood [33, 54, 73, 75]. Nevertheless,
structure and sequence determinants that were found to be impor-
tant for miRNA target recognition are as follows. Functional target
sites tend to be located in the edges of 3’UTR of the mRNA, they
are usually surrounded by AU-rich region and they are located on
an accessible part of an mRNA [74, 76]. Even with this information
at hand slight differences in utilization of aforementioned features
lead to different algorithms predicting largely different target gene
set. It is therefore necessary to combine computational target predic-
tion with experimental validation by artificially increasing or decreas-
ing miRNA activity in the cell combined with target expression mea-
surements.
Ultimately, the interaction of small RNAs with their targets should
obey physico-chemical laws and one would like to be able to explain
and predict interactions in terms of biophysical models, rather than
effective models, which contain arbitrary features. In our group, we
made a first attempt at this with MIRZA [59], a model that is similar
to biophysical models of RNA-RNA interactions but aims to capture
the fact that in the case of small RNAs, the RNA-RNA interactions
take place within ribonucleoprotein complexes, where the proteins
modify the energy of interaction between the RNAs. This has been
now shown experimentally in a series of studies from the Zamore
group [77]. MIRZA provides a rigorous approach to infer principles
of small RNA-target interaction and to identify targets without rely-
ing on an arbitrary definition of ‘seed types’. However, as we men-
tioned already, we do not fully understand the parameters that are
relevant to miRNA-target interactions. Thus, in our models we can
attempt to represent explicitly the features that we do know have an
effect and rely on evolutionary conservation to capture those parame-
ters that are, at the moment, poorly understood. My first PhD project,
described in the second chapter of the thesis, had as goal to sup-
plement the MIRZA biophysical model of miRNA-target interaction
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with sequence context information, structural accessibility and evolu-
tionary conservation and to build a novel miRNA target prediction
method. The resulting model is MIRZA-G, which was published in
2015 in the journal Nucleic Acids Research [1]. As mentioned above,
recent studies managed to capture miRNAs complexed with their
target sites in the form of chimeric sequence reads in Ago-CLIP data
sets. This provides us with the unique opportunity to infer a MIRZA
model from experimentally validated miRNA-target interactions, and
to evaluate whether such a model improves miRNA target predic-
tion. Thus, in chapter 3 we infer a MIRZA-CHIMERA model from
chimeric miRNA-mRNA sequences obtained from CLIP or CLASH
experiments and discuss its usefulness for miRNA target site predic-
tions [2].
1.2.5 Prediction of siRNA off-targets
As discussed in the introduction, siRNAs are commonly introduced
into cells as double-stranded RNAs, the guide strands being incor-
porated into RISCs to guide Ago to complementary target mRNA,
which are then cleaved and degraded [78]. Because siRNAs and miR-
NAs share the same downstream machinery that allows them to func-
tion, siRNAs act on many so-called off-targets, and not only on their
intended on-targets. This complicates substantially interpretation of
large-scale siRNA screens and usage of siRNAs in therapies. Thus,
there is a great demand to predict the siRNA off-targets. One of the
main goals in developing MIRZA-G was to be able to accurately pre-
dict siRNA off-targets. We have indeed shown that our model is the
most accurate to date, but, as the siRNAs do not act on off-target sites
that were subjected to evolutionary selection, the siRNA off-target
predictions are not as accurate as miRNA target predictions and there
remain opportunities for improving siRNA off-target prediction con-
siderably. Nevertheless, MIRZA-G can be used as a starting point in
the interpretation of siRNA screening data, which is the topic of one
of the on-going projects in our group.
1.3 snornas
The small nucleolar RNAs (snoRNAs) are an abundant class of small
non-coding RNAs of length ~70-150 nucleotides that were discovered
together with the of small nuclear RNAs (snRNAs) in nuclear extracts
[7]. They participate in ribosome biogenesis, guiding the cleavage and
site-specific modifications of the ribosomal RNAs (rRNAs) [79, 80].
Based on their sequence and structural characteristics snoRNAs can
be divided into two major groups: C/D and H/ACA box snoRNAs.
C/D box snoRNAs that guide rRNA cleavage and 2’-O-methylation
of riboses are characterized by the presence of C (RUGAUGA, R =
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A or G) and D (CUGA) box motifs [11, 81, 82]. H/ACA box snoR-
NAs (separated as a subgroup in the mid-90s) that guide conversion
of uridine to pseudouridine (Ψ) are characterized by conserved H
(ANANNA, N = any nucleotide) and ACA (ACA trinucleotide) mo-
tifs [83–85]. C/D box snoRNAs will be discussed in more detail be-
low. There is another closely related group of snoRNA-like molecules
called small Cajal body-specific RNAs (scaRNAs). They have both
C/D and H/ACA box motifs and guide 2’-O-methylation and/or
pseudouridylation of snRNAs [86, 87].
In addition to their canonical C and D boxes, C/D box snoRNAs
contain sometimes additional and less conserved copies of these boxes
called the C’ and D’ boxes [88]. C and D boxes are usually located at
the ends of a snoRNA and fold into a characteristic kink-turn motif.
These structural and sequence features are essential for the matura-
tion and function of snoRNAs, including binding to core snoRNP pro-
teins, stabilizing the structure and guiding the localization of mature
snoRNAs [89]. The 9-21 nucleotide-long antisense elements (ASEs)
that guide the methylation of ribose are located 1 or 2 nucleotides up-
stream of the D and/or D’ box sequences. The methyl group will
be attached to the target nucleotide that is complementary to the
fifth nucleotide upstream of the given box. However, there might be
some exceptions and additions to this canonical view of snoRNA-
target interaction. SNORD14A possesses ASEs that confer pre-rRNA
cleavage and also guide 2’-O-methylation [90, 91]. Additionally some
snoRNAs have supporting complementary sequences in other parts
of snoRNA that can increase the efficiency of methylation up to five
fold [92]. It was shown, however, that only canonical elements are suf-
ficient to induce 2’-O-methylations guided by artificially expressed
snoRNA [93]. C/D box snoRNAs are loaded in so-called snoRNP
complex composed of four core proteins: fibrillarin (FBL), Nop56,
Nop58 and the 15.5kDa protein that binds to C/D motif. These com-
ponents are universal among eukaryotes [89]. Fibrillarin function as
the methyltransferase, catalyzing the transfer of a methyl group to
2’-O-position on the ribose of the targeted nucleotide. Other proteins
might be also involved. For example, a recent study showed, using
CLIP, that the RBFOX2 binds to many snoRNAs [94].
Over 500 C/D box snoRNAs are currently known (Jorjani et al sub-
mitted), which guide the modification of over 100 sites in rRNAs.
However, for a substantial number of snoRNAs computational and
experimental approaches failed to detect any reliable targets [95, 96].
These, so-called orphan snoRNAs, may have functions beyond guid-
ing rRNA modifications. Recent studies have started to construct a
picture of snoRNAs as a diverse group of small non-coding RNAs,
possessing diverse expression and processing patterns across tissues,
binding a wider range of proteins than those that have been described
as core snoRNP components, and taking part in many biological pro-
1.3 snornas 9
cesses including cancers [97–102]. All these features make them a cur-
rent conundrum in biology - although known for such a long time
they still seem to have secrets. Thus, it is important to develop new
techniques for identification of their targets.
1.3.1 The enigmatic orphan snoRNAs
Many studies have attempted to identify snoRNA targets [92, 103].
They were especially focused on the targets of orphan snoRNAs and
on precisely identifying the guides for positions that are already known
to undergo modifications. Up to date, there is almost no known 2’-
O-methylation position for which the guide has not been assigned.
However, these studies predicted complementarities between orphan
snoRNAs and rRNA positions not known to be methylated. It is
unknown whether these predicting binding events really take place
and whether they result in methylation under specific conditions
(cell type, developmental stage etc.), contributing, for example, to so-
called specialization of ribosomes [104]. SnoRNA expression profiling
in mammals showed that many orphan snoRNAs are differentially
expressed in tissues with impressive upregulation of SNORD115 and
SNORD116 in the brain [105, 106]. SNORD116 has been also directly
linked to the Prader-Willi Syndrome which is a genetic disease caused
by the deletion of parental chromosome region containing among the
others aforementioned SNORD116 [107–110]. It is characterised by
behavioral problems, muscle development abnormalities, mental re-
tardation and in most cases morbid obesity caused by chronic hunger.
This strongly suggests that at least some snoRNAs might have tissue-
specific functions. Alternatively, binding of snoRNA to predicted tar-
gets serves a function different than 2’O-ribose methylation.
1.3.2 Role of snoRNAs and 2’-O-methylations in ribosome biogenesis and
function
Biogenesis of ribosomes is one of the most complex and most funda-
mental processes in the cell. It requires lots of energy and more than
200 assembly factors. The main component of the ribosome is the ribo-
somal RNA (rRNA) that catalyzes the most important steps in mRNA
translation [111]. 18S, 5.8S and 28S ribosomal RNAs are organised
in the genome in clusters and are transcribed by polymerase I into
one large transcript called 47S pre-rRNA that is subsequently cleaved
into separate rRNAs [112]. The 5S rRNa is transcribed from separate
genes by Pol III [112]. The basic steps of transcription and assembly of
rRNAs are facilitated by small nucleolar RNAs that contribute to the
processing of rRNA through cleavage and 2’-O-methylation. The first
snoRNA that was discovered was U3, which plays a crucial role in the
first endonucleolytic cleavages of pre-rRNA, acting as an RNA chap-
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erone [113]. This exceptional CD-box snoRNA is longer than “normal”
snoRNAs and it is conserved in many species [114]. However the pri-
mary role of C/D-box snoRNAs, as mentioned earlier, is to guide
2’-O-methylations of rRNA. Ribosomal RNAs are known to posses
more than 100 methylations guided by snoRNAs. 2’-O-methylation
is known to play a role in the stability and folding of RNA by de-
creasing conformational flexibility [115]. It can also alter hydrogen
bonding potential and is known to protect the internucleotide bond
against hydrolysis, a property which is used in the identification of
2’-O-methylation sites [116]. 2’-O-methylation changes the conforma-
tional energy of the nucleotide in solution and also affects the sta-
bility of the structure that is assumed by the oligonucleotide chain
[117]. These effects depend on the nucleotide and structural context
of the modified nucleotide. The fact that the sequences as well as
the modifications are evolutionarily conserved indicates that they are
functionally relevant [118]. Consistently, lack or aberrant presence of
2’-O-methylations has been described in the context of some diseases
[119].
In the fourth chapter of this thesis we have combined high-throughput
experimental approaches with novel computational analysis methods
to develop a new method to globally assign guide snoRNAs to 2’-O-
Me sites in human cells.
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abstract
Small interfering RNA (siRNA)-mediated knock-down is a widely
used experimental approach to characterizing gene function. Although
siRNAs are designed to guide the cleavage of perfectly complemen-
tary mRNA targets, acting similarly to microRNAs (miRNAs), siR-
NAs down-regulate the expression of hundreds of genes to which
they have only partial complementarity. Prediction of these siRNA
‘off-targets’ remains difficult, due to the incomplete understanding of
siRNA/miRNA–target interactions. Combining a biophysical model
of miRNA–target interaction with structure and sequence features
of putative target sites we developed a suite of algorithms, MIRZA-
G, for the prediction of miRNA targets and siRNA off-targets on
a genome-wide scale. The MIRZA-G variant that uses evolutionary
conservation performs better than currently available methods in pre-
dicting canonical miRNA target sites and in addition, it predicts non-
canonical miRNA target sites with similarly high accuracy. Further-
more, MIRZA-G variants predict siRNA off-target sites with an ac-
curacy unmatched by currently available programs. Thus, MIRZA-G
may prove instrumental in the analysis of data resulting from large-
scale siRNA screens.
2.1 introduction
MicroRNAs (miRNAs) are ~22 nucleotides long non-coding RNAs
that guide Argonaute proteins to RNA targets. By silencing target
expression [120], miRNAs take part in the regulation of many pro-
cesses including cell differentiation and development [121]. Aberrant
miRNA expression has been implicated in many diseases, notably in
carcinogenesis [122]. The miRNA’s 5’ end, particularly nucleotides
2–7 which are known as the ‘seed’ region [123, 124], is thought to nu-
cleate the miRNA–target interaction. Much experimental and compu-
tational work has established that perfect complementarity between
the miRNA seed and the target site is important for the interaction
(see Pasquinelli et al. for a recent review). Target sites that satisfy
this constraint are known as ‘canonical’ while those that do not as
‘non-canonical’. High-throughput experimental studies point to a rel-
atively high preponderance of non-canonical sites [58–60, 69].
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Exploiting the miRNA-dependent gene silencing pathway, exoge-
nous small interfering RNAs (siRNAs) have been used as a tool to
rapidly silence gene expression [126]. Although an siRNA is designed
to be perfectly complementary to its mRNA target, it rapidly became
apparent that the transfection of the siRNA affects the expression of
many other RNAs that are complementary to the siRNA seed region
[22, 23]. These siRNA seed-dependent, ‘off-target’ interactions are fre-
quently responsible for the observed phenotypes, and hamper the use
of siRNAs for gene targeting. Nonetheless, large siRNA screens con-
tinue to be used to elucidate gene function, and therefore accurate
prediction of siRNA off-targets has great practical importance.
One step in this direction has been made by approaches that un-
cover siRNA ‘off-target’ signatures from mRNA expression data [127,
128]. Prediction of siRNA off-targets has also been attempted [129]
although stand-alone programs are not generally available. However,
because siRNA off-target effects occur through the miRNA pathway,
tools for miRNA target site prediction [75, 130] can also be used to
predict siRNA off-targets. An important limitation for this approach
is that the strongest indicator of functionality of a putative miRNA
target site, namely its evolutionary conservation [124], is unlikely to
be relevant for the off-target sites of exogenous siRNAs. Yet it is pre-
cisely this feature that is exploited by the most accurate miRNA tar-
get prediction methods [33, 73, 131]. Thus, the accuracy of siRNA
off-target prediction is probably lower than the accuracy of miRNA
target prediction, although such comparisons have not been carried
out systematically. Interestingly, a tendency of active siRNA off-target
sites to reside in transcript regions that are evolutionarily conserved
has been noted [132].
The goal of our work was to develop a method that can predict
canonical and non-canonical miRNA targets and siRNA off-targets
with comparable accuracy. An important ingredient of our model is
the miRNA–target interaction energy predicted by the MIRZA bio-
physical model that we previously inferred from Argonaute 2 crosslink-
ing and immunoprecipitation (Ago2-CLIP) data [59]. In addition to
the MIRZA-predicted energy of interaction, the model includes fea-
tures that we and others have shown to be predictive for functional
miRNA target interactions, such as the nucleotide (nt) composition
around putative target sites, their structural accessibility and location
within 3’ untranslated regions (3’ UTRs) [73, 74, 76, 133]. We called the
resulting miRNA target prediction method MIRZA-G (from MIRZA-
Genome-wide). We illustrate the performance of the model on several
large-scale data sets and demonstrate that MIRZA-G can help in the
interpretation of large-scale siRNA screens.
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2.2 materials and methods
2.2.1 miRNA and siRNA transfection data
To train the model and evaluate its performance we made use of an ex-
tensive set of 26 experiments, carried out by seven different groups, in
which the gene expression changes that were induced by the transfec-
tion of individual miRNAs were measured [65, 134–139]. A summary
of the experimental data sets is given in Table 1. Data were processed
as described previously [59] to obtain the log2 fold changes in gene
expression levels upon transfection of individual miRNAs. The log2
fold changes for all used experiments can be found in Supplementary
Table S1.
Table 1: Summary of the experimental data sets that were used to train the
model and evaluate its performance.
reference data source mirnas in
(geo accession / url) the data set
Dahiya et al. [135] GSE10150 miR-200c, miR-98
Frankel et al. [136] GSE31397 miR-101
Gennarino et al. [137] GSE12100 miR-26b, miR-98
Hudson et al. [134] GSE34893 miR-106b
Leivonen et al.[138] GSE14847 miR-206, miR-18a
mir-193b, miR-302c
Linsley et al. [139] GSE6838 miR-103, miR-215,
miR-17, miR-192,
let-7c, miR-106b,
lmiR-16, miR-20,
miR-15a, miR-141,
miR-200a
Selbach et al.[65] psilac.mdc-berlin.de/download/ miR-155, let-7b,
miR-30a, miR-1,
miR-16
The gene expression changes induced by 12 different siRNA trans-
fected individually were measured by Birmingham et al. et al. [22]
and processed by Dongen, Abreu-Goodger, and Enright et al. [127]
to infer siRNA off-target signatures. We obtained the processed data
from the supplementary material of this latter study.
Microarray-based measurements of gene expression changes that
were induced by the transfection of individual siRNA were also car-
ried out in the study of Jackson et al. (13). From the Gene Expression
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Omnibus database 1, we obtained the gene expression data as SOFT-
formatted files (accession GSE5814). The data correspond to transfec-
tions of 10 distinct siRNAs:
• PIK3CB-6338
• PIK3CB-6340
• MAPK14–193
• MAPK14-pos2-mismatch
• MAPK14-pos3-mismatch
• MAPK14-pos4-mismatch
• MAPK14-pos5-mismatch
• MAPK14-pos6-mismatch
• MAPK14-pos7-mismatch
• MAPK14-pos8-mismatch
The samples were prepared 24 h after transfection. From this study,
we also obtained the RefSeq annotations of the probes that were
present on the microarray. Each probe was mapped to a RefSeq iden-
tifier and subsequently to Entrez Gene 2 identifier. If there were mul-
tiple probes per gene, the expression was averaged. For each gene,
fold-changes were averaged over replicate experiments.
A more recent siRNA screen aiming to identify regulators of the
TGF-β pathway [132] used a library of ~21000 siRNAs that were
designed to target approximately 6000 human genes that have been
previously connected to cancers, including all known phosphatases,
kinases and more generally, components of signal transduction path-
ways. The sequences of these siRNAs were obtained from the sup-
plementary material of the paper. We scanned the set of 3’ UTRs
(obtained as described in the Section 2.2.3) for matches to the seed
regions of all siRNAs included in this screen, obtaining ~50 million
distinct matches. For each of these putative target sites, we calculated
the associated features, as described below. Finally, we determined
per-gene scores for all siRNAs as described in the section ‘Comput-
ing Transcript/Gene Scores’.
2.2.2 miRNA and siRNA sequences
miRNA sequences were downloaded from miRBase [140] version 20.
The sequences of siRNAs that were used in the experiments described
1 http://www.ncbi.nlm.nih.gov/geo/
2 http://www.ncbi.nlm.nih.gov/gene
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above were obtained directly from the supplementary material of the
studies that described the data [23, 127, 132]. Some siRNA sequences
were shorter than 21 nucleotides (nts). Because the MIRZA model as-
sumes a small RNA sequence of 21 nts, we extended the sequences
of these siRNAs to 21 nts with adenines which have been shown to
be favorable for the functionality of the siRNA [141]. For the miR-
NAs whose sequence in miRBase was shorter than 21 nts (a relatively
uncommon situation), we extended to 21 nts based on the genomic
locus of the miRNA. The correspondence between the names of the
miRNAs that were used in the transfection experiments that we an-
alyzed and those in the current version of miRBase is provided in
Supplementary Table S2, together with the miRNA sequences.
2.2.3 3’ UTR sequences
A common stumbling block in comparing the accuracy of miRNA
target prediction methods is that stand-alone versions of the software
are not always available. Directly comparing the sets of predictions
made by different methods is problematic because the set of tran-
scripts/3’ UTRs that served as input for target prediction differed
from study to study. Because TargetScan was the baseline algorithm
with which we compared our results, we used human 3’ UTR se-
quences downloaded from TargetScan v6.23 [124] for our predictions.
2.2.4 Comparisons with other miRNA target prediction methods
MiRNA target predictions were obtained from the websites corre-
sponding to each of the tools as follows: TargetScan4, DIANA-microT5,
MiRanda mirSVR6. Version v3.0 of DIANA-microT 7 allows predic-
tion of targets of individual small RNAs (miRNAs and siRNAs). There-
fore, we used version v3.0 of the software to predict siRNA off-targets.
We downloaded the predictions generated with DIANA-microT v5.0
(CDS) for the comparative analysis of mRNA and protein-level predic-
tion of miRNA targets. To obtain a gene-level target score for methods
that only score individual target sites (TargetScan and mirSVR), we
summed up the scores of the target sites predicted in each individual
gene.
3 http://www.targetscan.org/cgi-bin/targetscan/data_download.cgi?db=vert_
61
4 http://www.targetscan.org/cgi-bin/targetscan/data_download.cgi?db=vert_
61
5 http://www.microrna.gr/webServer
6 http://www.microrna.org/microrna/getDownloads.do
7 http://www.microrna.gr/microT
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2.2.5 Prediction of siRNA off-targets with DIANA-microT and TargetScan
Context+
Of the miRNA target prediction tools that have been reported to have
high accuracy, DIANA-microT and TargetScan Context+ are accessi-
ble and allow prediction of targets not only for miRNAs but also for
siRNAs. Therefore, for TargetScan Context+ we downloaded scripts
provided on the website8 and predicted target sites for all siRNAs
from the Birmingham et al. et al. [22] and Jackson et al. et al. [23]
studies. As for miRNAs, we obtained gene-level target scores by sum-
ming up the scores of individual sites within each gene. For DIANA-
microT we used the available web server9 to obtain directly gene-level
predictions of siRNA targets. Because some siRNAs yielded no pre-
dictions with DIANA-microT (one of the siRNA from Birmingham
et al. et al. [22] and five siRNAs from Jackson et al. et al. [23]), in
our comparisons of the performance of the methods we used only
siRNAs for which all methods tested yielded predictions.
2.2.6 Putative binding sites
We focused our analysis and prediction on the following types of
binding sites. First, we considered canonical sites in the sense used
by TargetScan [124]. Thus, we scanned the 3’ UTRs for miRNA seed
matches (defined as exact match to the nucleotides 2–8 of mature
miRNA or match to nucleotides 2–7 and followed by an adenine).
Second, we sought to identify non-canonical sites that would interact
strongly with miRNAs. We scanned the entire 3’ UTRs with MIRZA10
using a window of 50 nts, sliding by 30 nts at a time. Validated
miRNA target sites in the literature do not surpass a length of 50
nucleotides and at the same time, it is relatively unlikely that such
regions contain multiple sites because sites that are too close to each
other presumably ‘interfere’ with each other [142]. We then identi-
fied windows with a MIRZA target quality score of at least 50, a
score threshold that we chose based on the distribution of MIRZA
scores among Ago2-CLIP sites (see Section 2.2.7.1 below). Then, we
calculated the best miRNA-mRNA hybrid structure and inferred the
region in the mRNA that would hybridize with the miRNA seed. We
used this anchor region in the mRNA to define the full miRNA target
site, comprising the miRNA seed match and the upstream 21 nts. For
each of these sites, we computed the set of features described below.
We applied the same procedure to the prediction of siRNA off-target
sites.
8 http://www.targetscan.org/cgi-bin/targetscan/data_download.cgi?db=vert_
61
9 http://diana.cslab.ece.ntua.gr/microT/
10 Current version at http://www.clipz.unibas.ch/index.php?r=tools/mirza/
Submission/index
2.2 materials and methods 17
2.2.7 Feature definition and computation
2.2.7.1 MIRZA target quality score
Computing the MIRZA target quality score, defined as in [59], was
the first step in our transcriptome-wide prediction of miRNA/siRNA
target sites. Because the target quality score depends on the length of
the putative target site, we used windows of fixed length, 50 nts, in 3’
UTRs. To define a minimum target quality score, we reanalyzed the
2998 sites that were previously used by Khorshid et al. et al. [59] to
train the MIRZA model. For each site, we identified the miRNA that
had the highest target quality score and then computed the highest-
scoring hybrid structure between this miRNA and the CLIPed site. Af-
ter classifying the sites into canonical/non-canonical, we determined
the distributions of target quality score for these two categories of
sites. We found as before, that the target quality scores were, on aver-
age, higher for canonical compared to non-canonical sites (316 com-
pared to 15). The cumulative density function of the scores for the
two types of sites showed that a score of 50 allows us to retain most
(92%) of the canonical sites and a substantial proportion (18%) of the
non-canonical sites, and we therefore chose 50 as a minimum target
site quality score (Supplementary Figure S1).
2.2.7.2 Position of the target site in 3’ UTRs
We determined the distance to the closest 3’ UTR boundary as the
minimum between the distance from the beginning of the seed com-
plementary region to the stop codon and to the poly-A tail.
2.2.7.3 Nucleotide content
The ‘Flanks G content’ and ‘Flanks U content’ features were defined
as the proportion of G and U nts, respectively, within 50 nt upstream
and 50 nt downstream of the miRNA seed-matching region.
2.2.7.4 Accessibility
The structural accessibility of the target site was defined as the prob-
ability that the 21 nucleotide long region (anchored on the right-
hand side by the nucleotide matching the 5’-most nucleotide of the
miRNA seed) is in single-stranded conformation, across all possi-
ble secondary structures. This probability was computed with CON-
TRAfold, a method for RNA secondary structure prediction that is
based on conditional log-linear models (CLLMs) [143]. CONTRAfold
was applied to the region covering the miRNA seed match, and the
50 nucleotides upstream and 50 nucleotides downstream of the seed
match. Computing the partition function over structures in which the
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target region was either constrained to be in single-stranded confor-
mation or not (running CONTRAfold with –partition and –constraints
flags, all other parameters left to default values) we could obtain the
log-probability that the target site is in single-stranded conformation.
We also carried out the entire model training and target prediction
procedure using the energy necessary to open the secondary struc-
ture of the target region (computed with the RNAup program from
the Vienna package [144], as described before in [76]) as a measure
of target site accessibility. The results are comparable (Supplemen-
tary Figure S2, see Section 2.2.9 for more details), although the top
CONTRAfold-based predictions are slightly more down-regulated
than the RNAup-based predictions. Thus, we used the CONTRAfold-
based measure in the final model.
2.2.7.5 Branch length score
We quantified the selection pressure on putative target sites in terms
of a ‘branch length score’ [145], defined as described below. The
3’ UTR sequences were aligned to the human genome (hg19) with
GMAP [146]. The pairwise alignments of the human genome (hg19)
to the genomes of 41 other species were obtained from UCSC11, and
then anchored alignments (with the genomic region of the human 3’
UTRs serving as anchor) were constructed as described before [73].
These alignments were used to assess the degree of evolutionary con-
servation of putative target sites.
The phylogenetic tree of 46 species (including Homo sapiens) was
downloaded from the UCSC database12 and the species for which
pairwise alignments to human were not available were pruned. For
each putative target site in human we carried out the following com-
putation. Based on the alignment of the human 3’ UTRs with all the
other species, we extracted the region that corresponded to the pu-
tative target site in the human 3’ UTR in all other species. Because
the MIRZA target quality score depends on the length of the site,
we either padded or trimmed the putative target sites in all of these
species to precisely 50 nts. We then computed the target quality score
of the putative target sites with the human miRNA, and we consid-
ered the target site to be conserved in a species when the target qual-
ity score was at least 50. Then, based on the evolutionary distances
along the tree provided by UCSC, we computed the fraction of the to-
tal evolutionary distance in the phylogenetic tree along which the site
was conserved. We called this measure branch length score. All ma-
nipulations of the phylogenetic tree were performed with DendroPy
package [147]. To assess the accuracy of this measure, we compared
the estimates of selection pressure obtained in the manner described
above with the posterior probabilities that individual putative target
11 http://hgdownload.cse.ucsc.edu/downloads.html#human
12 http://hgdownload.cse.ucsc.edu/goldenPath/hg19/multiz46way/
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site are under evolutionary selective pressure, calculated with the
ElMMo method [73]. Because ElMMo only handles canonical sites,
we did this comparison for seed-matching miRNA-complementary
sites only. The two methods had comparable ability to distinguish
between functional and non-functional sites (not shown).
2.2.8 Training of the generalized linear model
To train the model, we used only putative canonical sites of miR-
NAs in the test set (see below). Furthermore, to ensure that the im-
pact of the miRNA can be attributed to specific sites, we analyzed
only transcripts that contained a single putative canonical site for the
transfected miRNA. For each experiment we extracted the 100 most
downregulated and the 100 least-changing (whose log fold-change
was closest to 0) transcripts with a single putative miRNA binding
site in the 3’ UTR. These transcripts provided the 100 positive and
the 100 negative target sites in the respective experiment.
For each site we then calculated the features described above: MIRZA
target quality score, distance to the 3’ UTR boundary, G/U composi-
tion of flanking regions, structural accessibility, and branch length
score. To assess the prediction power of these features, we carried out
two-sample t-tests for the difference of the mean values of a given
feature between the positive and negative target sites in each experi-
ment.
Although the experiments show consistent differences between the
positive and negative sites for all features that we used in our model,
the significance of the difference differs to some extent between ex-
periments (Figure 2). We used the subset of experiments in which the
differences between the positive and the negative subsets of sites were
most significant (labeled with blue in Figure 2) to train the model. The
other subset of experiments (labeled with red) was used for testing
the performance of the model.
We trained two generalized linear models (GLMs) with the logit
link function (logistic regression) to classify the training data using
the Statsmodels python library [148]. The first model included the
branch length score as a feature, the second model did not. The fitted
parameters for both models can be found in Supplementary Table S3.
When predicting miRNA-binding sites transcriptome-wide we ex-
pect that the non-functional miRNA-complementary sites vastly out-
number those that are functional in gene repression, in contrast to
our model training set-up, where we used an equal number of posi-
tive and negative sites. Thus, the value of the feature-dependent score
at which a site has a 0.5 probability to be functional will likely be
higher than the value inferred based on the training set. Formally,
this would be equivalent to shifting the scores that we obtain from
the linear predictor by a constant value ∆S , such that the probabil-
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ity of a site being bound changes from p = e
S
eS+1
to p ′ = e
S+∆S
eS+∆S+1
.
This leads to the transformation p ′ = KpKp+1−p where K = e
∆S.To
determine an appropriate value for the constant K, we computed an
overall measure of down-regulation of the predicted miRNA targets
upon transfection. That is, for a given K, we computed the score T of
an individual target M for a given miRNA as the expected number
of bound sites in this target T(M) =
∑
s∈sites(M) p
′(s), sorted the
predicted targets of the miRNA from highest-to-lowest scoring, calcu-
lated the sum of fold-changes of top n targets for all values of n, and
finally averaged these values over all miRNAs in the training set. To
allow for the possibility that a minimum binding probability τ needs
to be reached for a site to have a functional impact, we carried out
the above calculations also allowing for different probability thresh-
olds (Supplementary Figure S3). The optimized parameter values are
K = 0.24 and τ = 0.12. The resulting model was used to predict
miRNA target sites and siRNA off-target sites across the entire set of
3’ UTRs.
2.2.9 Evaluation of model performance
2.2.9.1 Median fold changes
We compared the performance of various miRNA/siRNA target pre-
diction methods as follows. For each miRNA, and for each method,
we sorted all predicted target genes by their score, from highest to
lowest. We determined the fold-change for each gene in each experi-
ment and, when more than one experiment was available for a partic-
ular miRNA/siRNA, we computed the average fold-change in these
experiments. Genes for which no expression estimates were available
were filtered out. We then evaluated the median log fold-change of
the targets predicted by a method lm(n) as a function of the number
n of top predicted targets. Lower median log fold-changes indicate a
stronger down-regulation of the targets predicted by a given method
upon miRNA/siRNA transfection. Finally, we calculated average me-
dian log fold-changes < lm(n) > for all the miRNAs/siRNAs under
consideration by averaging the functions lm(n) over the considered
miRNA/siRNA.
2.2.9.2 Estimating the number of functional targets
The number of functional targets predicted by each method for each
miRNA was estimated as follows. For each miRNA transfection data
set, we calculated the fraction ftot of downregulated transcripts among
all transcripts. This value is usually around 0.5. Then, considering the
top n targets predicted by a given method for the transfected miRNA,
we determined the fraction f(n) of these predicted targets that are
downregulated upon transfection. An f(n) significantly larger than
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ftot, indicates the presence of ‘true’ targets among the n predicted
targets, as all of the true targets are expected to be downregulated.
The total fraction f(n) can be written as f(n) = ρ(n) + ftot(1− ρ(n)),
where ρ(n) is the fraction of n predicted targets that are true tar-
gets. From this we can estimate the number of true, functional targets
among to top n predicted by the method as nfunc(n) = n× ρ(n) =
n
f(n)−ftot
1−ftot
. To summarize the data from all transfection experiments,
we then determined the average number of functional targets over all
considered experiments < nfunc(n) >. A similar approach was used
previously in Khorshid et al. et al. [59].
2.2.10 Analysis of the siRNA screen
2.2.10.1 siRNA-specific targeting score per gene
The score of a given siRNA for a given target gene was calculated
as the sum of the scores of all unique target sites identified in the 3’
UTRs associated with the gene.
2.2.10.2 KEGG pathway analysis
For the 100 siRNAs with the strongest effect in the screen [132], we
obtained seed-MIRZA-G (see Table 2) off-target predictions. Then, for
each gene that was predicted to be targeted by at least one of the
100 siRNAs, we calculated the average prediction score over all of
these 100 siRNAs. Additionally, we determined the number of siR-
NAs (from the 100 with the highest score in the screen) that were
predicted to target each individual gene. We sorted genes based on
the number of targeting siRNAs and extracted the top 1000 for further
analysis. We performed the same analysis considering all siRNAs in
the libraries, not only the 100 that were found active in the screen.
KEGG pathways analysis was performed using DAVID [149, 150]. As
background we used the human genes whose 3’ UTRs we used for
target site prediction.
2.3 results
2.3.1 Features of miRNA binding sites that are active in mRNA degrada-
tion
In line with previous studies [74, 76, 131], we sought to combine in
our model a small number of sequence and structure features that
are known to affect the efficacy of miRNA binding sites in mRNA
degradation. These features were as follows:
• MIRZA quality score of the target site – reflects the free energy
of binding between a miRNA and a target site and has been
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shown to enable identification of non-canonical binding sites
that are effective in mRNA degradation [59].
• Accessibility of the target site – defined as the probability that
the target site (defined as 7 nucleotide seed match plus 14 nu-
cleotides upstream) is in single-stranded conformation within
the mRNA [76, 151].
• Nucleotide composition of regions flanking the miRNA binding
site – effective miRNA binding sites have been shown to reside
in G-poor and U-rich sequence environments [76].
• Evolutionary conservation – this feature has been repeatedly
shown to be highly informative for functional miRNA binding
sites [73, 124], capturing probably a variety of distinct factors
that have not been characterized yet.
• Distance to the boundary – functional miRNA binding sites
tend to be located at the beginning and at the end of 3 UTRs
[73, 74, 133] and this seems to be the case for siRNA target sites
as well (data not shown).
The computation of these features is described in the Methods. To
demonstrate that these features are informative for the prediction
of functional miRNA target sites we used a set of 26 experimental
data sets consisting of mRNA expression measurements before and
after the transfection of individual miRNAs, that were obtained by
seven different laboratories. From each experiment, we determined
the 100 most downregulated (positive, effective sites) and the 100
least-changing (negative, ineffective sites) transcripts that had in the
3’ UTR a single canonical match to the transfected miRNA. We then
computed the features of the corresponding sites as described in the
Methods section, and we evaluated the significance of the difference
between the means of each feature’s values in the positive and nega-
tive sets with the t-test. The results, shown in Figure 2, indicate that
the features that we selected indeed distinguish the positive from the
negative sites consistently, across the entire set of experiments.
In particular, the feature with the most consistent predictive power
is the branch length score, that reflects the evolutionary conserva-
tion of miRNA–target interaction. We used this measure of selection
pressure rather than the ElMMo score that we developed previously
developed [73] because although the two measures have comparable
predictive power (not shown), the branch length score can be more
readily be computed for non-canonical sites compared to the ElMMo
score, that was designed specifically for miRNA seed matches.
Also consistent with previous results [76], the sequence composi-
tion of the flanking regions is highly predictive for their responding
in miRNA transfection experiments, to an extent comparable with
the branch length score. Among the features that describe structural
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Figure 2: Value of t-statistic in comparing the mean values of features used
in the model (rows) among functional and non-functional miRNA seed-
complementary sites across 26 experiments (columns). The data from the
experiments labeled in blue were used to train the model and those from
experiments labeled in red were used in testing the model.
accessibility (accessibility of the seed-complementary region, target
site, extended target site), the accessibility of the target site (probabil-
ity that a 21 nucleotides long target site anchored on the right-hand
side by the match to the miRNA seed region is in single stranded
conformation) has the most consistent performance across data sets
(not shown). The accessibility of an RNA fragment for interaction
with cognate factors can be defined in various ways. For example,
the RNAup program from the Vienna package [152] calculates the en-
ergy that is necessary to generate a single-stranded conformation for
the RNA sequence of interest, whereas the CONTRAfold program
[143] computes the probability that the RNA sequence is in single-
stranded conformation in the ensemble of all possible structures that
it can assume. Because the CONTRAfold-based model appears to
have slightly better performance than the RNAup-based model in
predicting transcript down-regulation (Supplementary Figure S2), we
used the CONTRAfold-based accessibility in our generalized linear
model.
As shown in Figure 2, the experimental data sets appear to separate
into two clusters that differ in the t-values of the differences between
the feature values of positive and negative sites. To train our model
we decided to use the set of experiments that gave the most significant
t-values in the t-tests comparing feature values among the positive
24 mirza-g
and negative sites (labeled in blue in Figure 2). The remaining set of
experiments (labeled in red in Figure 2) were used for testing.
2.3.2 Performance of the model in predicting the response of mRNAs to
miRNA transfection
We used the features defined above and the ‘training set’ of miRNA
transfection experiments to construct a generalized linear model to
predict positive sites – that confer downregulation to the host mRNA
upon transfection of the cognate miRNA – and negative sites – that
do not confer increased decay rate to the host mRNA – as described
in the section ‘Training of the Generalized Linear Model’.
We used the ‘test set’ of miRNA transfection experiments ( Fig-
ure 2) and a procedure that we described before [59] to evaluate the
performance of our model. Briefly, we sorted the putative targets of
a miRNA in the order of the scores assigned to them by a given pre-
diction method and then we traversed the list of targets from top to
bottom, computing, at each target rank x, the median fold change of
all top x targets in response to miRNA transfection. Although many
miRNA target prediction methods have been proposed, the bench-
marking studies that are available [59, 153] consistently identify a
few methods that yield consistently good results. We included these
methods here and further refer the reader to the above-mentioned
benchmarking studies for additional comparisons. One of the most
widely used miRNA target prediction methods is TargetScan which
consistently shows close-to-best performance [59, 153]. We therefore
used TargetScan as the base-line for our assessment of algorithms’
performance. TargetScan has two variants, one that relies on the evo-
lutionary conservation of the putative target sites (TargetScan PCT)
[33] and one that uses information about the context in which the tar-
get site resides (TargetScan Context+) [74, 75]. We used both of these
variants in the initial testing of our model’s performance. We further
included DIANA-microT [130], which has also been reported to have
high accuracy [153] and miRanda-mirSVR [131], which has been pro-
posed for the prediction of both canonical and non-canonical sites.
We constructed and compared the accuracy of two types of MIRZA-
based models: one that uses the branch length scores of sites in train-
ing and prediction and one that does not. Furthermore, we consid-
ered predicting only canonical targets or targets that possibly con-
tained non-canonical sites. In the first case, we scanned the 3’ UTRs
for canonical miRNA seed matches, while in the latter case we scanned
the 3’ UTRs for 50 nts-long putative binding regions whose target
quality score for a given miRNA was at least 50 (as described in the
Materials and Methods). These models are summarized in Table 2,
and the performance evaluations in Figure 3A.
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Figure 3: Comparative evaluation of various models. (A) Models’ perfor-
mance in predicting mRNA down-regulation following miRNA transfection.
The expectation is that a model performs well when its top predicted tar-
gets undergo the strongest downregulation after miRNA transfection. (B)
Estimated number of functional targets for different methods as the func-
tion of the number of top predictions. Variants of the MIRZA-G model are
described in Table 2. The other tested models are TargetScan Context+, Tar-
getScan PCT, DIANA-microT-CDS and miRanda-mirSVR (the most conser-
vative predictions). See text for additional details on these methods.
We found that models that take into account evolutionary conser-
vation perform distinctly better than those that do not (Figure 3A).
When considering evolutionary conservation, the targets predicted
by the model that only considers canonical sites (seed-MIRZA-G-C)
undergo the strongest down-regulation in response to miRNA trans-
fection, followed by targets predicted by DIANA-microT, TargetScan
PCT, our model that also considers non-canonical sites (MIRZA-G-
C) and finally those predicted by miRanda-mirSVR. Among models
that do not consider evolutionary conservation, our model that only
takes into account canonical sites (seed-MIRZA-G) has by far the best
performance followed by our model that includes non-canonical sites
(MIRZA-G), and TargetScan Context+. The top targets of MIRZA-G
respond stronger to miRNA transfection compared to those of Tar-
getScan Context+, but for targets with mid-range scores, the relative
magnitude of the response is reversed. The results are comparable
when we assess the performance of the models in predicting protein-
level changes (measured in [65]) in response to miRNA perturbations
(Supplementary Figure S4).
For each method, we also estimated the number of functional tar-
gets, comparing the proportion of predicted targets that are down-
regulated with the proportion of all genes that are downregulated
in the transfection experiment. The relative performance of the meth-
ods, shown in Figure 3B, shows a pattern similar to that shown in
Figure 3A.
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Table 2: Four alternative MIRZA-G models.
model name features target site type
seed-MIRZA-G MIRZA target quality score, canonical
structure accessibility,
nucleotide composition of flanks,
distance to boundary
seed-MIRZA-G-C MIRZA target quality score, canonical
structure accessibility,
nucleotide composition of flanks,
distance to boundary
evolutionary conservation
MIRZA-G MIRZA target quality score, canonical
structure accessibility, and
nucleotide composition of flanks, non-canonical
distance to boundary
MIRZA-G-C MIRZA target quality score, canonical
structure accessibility, and
nucleotide composition of flanks, non-canonical
distance to boundary
evolutionary conservation
2.3.3 Prediction of siRNA off-target effects
Small interfering RNAs (siRNAs) have become a very important tool
for studying gene function. Many studies have employed siRNAs
or short hairpin RNAs (shRNAs) to screen for genes that are rel-
evant to specific phenotypes [154–156]. It is not trivial to interpret
the outcomes of these screens, due to a large extent to the so-called
‘off-target’ effects that the siRNAs have because they act through
the miRNA effector pathway. SiRNAs being exogenous molecules,
the feature that is most informative in the prediction of functional
miRNA target sites, namely their strong evolutionary conservation,
is unlikely to be informative. Thus, accurate prediction of siRNA off-
target effects has remained challenging. As a the main aim of our
study was to improve the prediction of siRNA off-target effects, we
next tested our models on siRNA transfection data sets.
The first siRNA transfection data set that we used covered 12 dis-
tinct siRNAs [22] and previously used in the development of the Sy-
lamer tool for the detection (though not prediction) of siRNA off-
target effects [127]. Figure 4A shows that our models clearly outper-
form TargetScan Context+ and DIANA-microT in the prediction of
off-target effects of these siRNAs, whether we consider only canon-
ical or both canonical and non-canonical sites. Interestingly, when
2.3 results 27
100 200 300 400 500
Number of top predictions
0.07
0.06
0.05
0.04
0.03
0.02
0.01
0.00
0.01
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetScan Context+
DIANA-microT-v3
A B
C D
100 200 300 400 500
Number of top predictions
0.08
0.06
0.04
0.02
0.00
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
100 200 300 400 500
Number of top predictions
0.12
0.10
0.08
0.06
0.04
0.02
0.00
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
hsa-siRNA-C3
100 200 300 400 500
Number of top predictions
0.06
0.05
0.04
0.03
0.02
0.01
0.00
0.01
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
hsa-siRNA-C52
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetScan Context+
DIANA-microT-v3
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetScan Context+
DIANA-microT-v3
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetScan Context+
DIANA-microT-v3
Figure 4: Relationship between the prediction scores obtained with different
target prediction methods and the extent of down-regulation of target mR-
NAs upon siRNA transfections. (A) Average over the siRNAs in the data
set of Birmingham et al. [22]. (B) Average over the siRNAs from Jackson
et al. [23]. (C) Data from an individual siRNA identified by Dongen, Abreu-
Goodger, and Enright [127] to have prominent off-target effects. (D) Data
from an individual siRNA identified by Dongen, Abreu-Goodger, and En-
right et al. [127] to have modest off-target effects. See also Table 2 and the
text for details on the methods.
we take into account the evolutionary conservation of the siRNA-
complementary sites, we observe a somewhat stronger downregula-
tion of the predicted mRNA targets, consistent with prior observa-
tions [132]. This does not appear to be the result of siRNAs acting on
the target sites of miRNAs with the same seed sequence, because we
obtain similar results when we use only siRNAs that do not share six
or more contiguous seed nucleotides with any of the known miRNAs
(Supplementary Figure S5A and B). The results obtained for each in-
dividual siRNA in this set are given in Supplementary Figure S6A–I.
In Figure 4C and D we show two examples, one corresponding to
an siRNA that was inferred [127] to have strong off-target effects
(siRNA-C52), and the other to an siRNA with small off-target sig-
nature (siRNA-C3). In contrast to the targets predicted by TargetScan
Context+ and DIANA-microT, the top targets that are predicted by
our models consistently show stronger down-regulation compared to
targets with lower prediction scores.
We further analyzed the data set obtained in one of the first stud-
ies that showed that the siRNA off-target effects are mediated by
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the siRNA seed, similarly to miRNAs [23]. This study measured the
transcriptome-wide response induced by mutants of an siRNA that
was designed to target the MAP kinase. As shown in Supplementary
Figure S7A–G and summarized in Figure 4B, in 6 of the 7 siRNA
transfections the highest-scoring predictions of our models show a
stronger down-regulation compared to TargetScan Context+ or DIANA-
microT-predicted targets.
2.3.4 Analysis of siRNA screening results with MIRZA-G
SiRNAs have been used in many high-throughput screens to identify
key regulators or components of various biological processes. Most of
these studies do not specifically investigate the off-target effects. How-
ever, a recent study found that of the ~20 000 siRNAs that were de-
signed, in an ‘unbiased’ manner, to target the coding sequence (CDS)
of 6000 distinct genes (phosphatases, kinases, signal transducers and
cell-surface receptors) previously implicated in cancer, a large propor-
tion had off-target effects on the TGF-β pathway [132]. We sought to
determine whether the results of the screen could be interpreted in
light of MIRZA-G’s prediction of off-target effects.
From the screening results we identified the 100 siRNAs with the
strongest phenotypic readout of TGF-β pathway inhibition, which
was the translocation of a GFP-SMAD2 reporter to the nucleus. For
each gene in our 3’ UTR set we calculated the average MIRZA-G tar-
geting score over all of these siRNAs as described in Methods. We
repeated this procedure using predictions from all MIRZA-G vari-
ants, as well as from TargetScan and DIANA-microT. We found that
TGFBR2 is the gene with the highest seed-MIRZA-G-C and MIRZA-
G-C average score for the siRNAs that were most active in the screen
(Supplementary Tables S4 and S5), consistent with previous results
[132]. It is also a top target (3rd and 2nd, respectively) in the MIRZA-
G and seed-MIRZA-G predictions. In contrast, the rank of TGFBR2
based on the TargetScan and DIANA-microT predictions is 13 and
43, respectively (Supplementary Table S5). We further used the 1000
genes with the highest average score to determine whether specific
KEGG pathways (Kyoto Encyclopedia of Genes and Genomes) [157]
are targeted by the active siRNAs. In this test again, the TGF-β path-
way is most enriched among the prediction of the MIRZA-G variants
compared to the other methods (Supplementary Table S6). These are
in fact the pathways that should be targeted through on-target effects,
guided by the perfect complementarity between the siRNAs and the
coding regions of the mRNAs. Interestingly, these pathways are also
predicted to be targeted through off-target effects, the reason being
that all of these pathways contain TGF-β. These results are consistent
with the phenotypic readout of the screen as well as with our pre-
dictions (Supplementary Table S7). Figure 5A shows a sketch of the
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Figure 5: SiRNA off-targets in the TGF-β pathway. (A) Schema of the TGF-β
pathway drawn based on the figure provided by the DAVID server (42,43).
Genes predicted to be off-targets of the top 100 siRNAs with the strongest
effect in the screen are marked with red boxes. (B) Correlation between the
z-score of an siRNA in the screen (y-axis) and the score that our model
assigns to the interaction of the siRNA with TGFBR2 (x-axis). (C) Scatter
plot of the predicted activities of the top 100 most active siRNAs on TGFBR1
and TGFBR2.
TGF-β pathway with the genes predicted to be targeted by the active
siRNAs labeled with a red.
We further found a significant anti-correlation between the z-score,
that quantifies the magnitude of the cellular response to an siRNA in
the screen, and the score that our model gives to the interaction of the
siRNA with TGFBR2 (Figure 5B). This anti-correlation is weaker to
absent when we include more genes of the TGF-β pathway (TGFBR1,
SMAD2 and SMAD4, Supplementary Figure S8) to compute an aver-
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age score of interaction of the siRNA with TGF-β pathway compo-
nents.
These results suggest that the gene that most responsible for the
observed phenotype is TGFBR2. Although TGF-β has two main re-
ceptors, TGFBR1 and TGFBR2, it has been remarked that these two
receptors do not appear to be similarly targeted [132]. Indeed, we
found that more of the top 100 most active siRNAs are predicted
to target TGFBR2 (Figure 5C) and with higher MIRZA-G off-target
scores compared to TGFBR1.
In the above analysis, we started from siRNAs that were identified
in the screen to be effective in modulating the response to TGF-β.
However, a question of high relevance in an experimental setting is
whether relevant off-targets could be predicted a priori. To address
this question, we computed, for each human gene, an average seed-
MIRZA-G targeting score across all the siRNAs of this library (Sup-
plementary Table S8). We then determined the enrichment of KEGG
pathways among the top 1000 genes with the highest average score
(Supplementary Table S9). Taking all human genes as the background
set, the TGF-β pathway shows the 12th most significant enrichment.
Other pathways that are even more enriched than TGF-β and would
thus be expected to confound screening studies are the MAPK, neu-
rotrophin, insulin, mTOR and ErbB pathways. Relevant for siRNA
screening could be that the siRNAs in this library are also predicted
to affect endocytosis.
2.4 discussion
Computational prediction of miRNA targets has progressed at a fast
pace after the discovery of miRNAs, aiming to facilitate functional
characterization of the thousands of miRNA genes that emerged from
next-generation sequencing-based studies. Many methods are now
available [153]. However, a tendency to converge on a small num-
ber of determinants has been apparent, even for tools that have been
in use for almost a decade. Although increasingly large numbers of
non-canonical miRNA binding sites have been reported in the recent
years, it is clear that many miRNA target sites are perfectly comple-
mentary to miRNA seed regions and that the degree of evolutionary
conservation of the miRNA-seed complementary region is a strong
predictor of target site functionality. In our study, we took advantage
of a biophysical model13 of miRNA–target interaction that is able to
identify not only canonical but also non-canonical interactions that
are effective in mRNA destabilization from CLIP data [59] to predict
such sites genome-wide. On its own, the biophysical model can be
used to identify the miRNAs that guided the interaction of the Arg-
onaute protein with CLIP-identified sites. However, for an accurate
13 http://www.clipz.unibas.ch/index.php?r=tools/sub/mirza
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prediction of miRNA as well as siRNA binding sites at a genome-
wide scale, features beyond the energy of the small RNA–target site
interaction need to be taken into consideration. This was the moti-
vation for developing MIRZA-G. We have shown that MIRZA-G im-
proves to some extent the genome-wide prediction of miRNA targets
and substantially the prediction of siRNA off-targets14. The pipeline
was implemented with the ruffus framework15 [158].
Our analysis indicates that the features that were previously found
to characterize effective miRNA target sites, whether they are located
in the 3’ UTRs or coding regions [159], are also informative for pre-
dicting siRNA off-target sites, as has been argued before [132]. Over-
all, this is not unexpected because that siRNAs and miRNAs use the
same effector pathway. What may be surprising is that taking evolu-
tionary conservation into account improves the prediction of siRNA
target sites (compare the results of seed-MIRZA-G-C with those of
seed-MIRZA-G in Figure 3A and B). This is consistent with the results
of a previous study which found that conserved siRNA seed matches
are more likely to be effective than non-conserved seed matches [132].
Although a trivial explanation could be that some siRNAs share the
seed sequence with endogenous miRNAs, excluding these siRNAs
from the analysis does not completely eliminate the signal (Supple-
mentary Figure S6A and B). A possible explanation is that the conser-
vation of a 3’ UTR region, indicative of its relevance for some biolog-
ical process, is correlated with other properties, such as its structural
accessibility and nucleotide composition, that support targeting by
siRNAs or miRNAs. The same reasoning may explain why functional
miRNA-complementary sites preferentially emerge at the beginning
and end of long 3’ UTRs [73].
Although much work has been invested in computational miRNA
target prediction, there remains substantial room for improvement.
This may come from improved estimates of the rates of interaction be-
tween miRNAs and targets, from the inclusion of context-dependent
effects such as 3’ UTR isoforms [160], modulation of miRNA–target
interactions by RNA-binding proteins [161] and others. Computa-
tional modeling of the miRNA-induced effects in systems in which
measurements of relevant rate constants and abundances of relevant
molecular species are available, will provide further insights into this
mode of regulation [35]. Predictions generated by models such as
MIRZA-G can provide essential entry points into such studies. Specif-
ically in the analysis of siRNA screens, an avenue that has not been
explored yet, is to use siRNA off-target predictions in conjunction
with the measured phenotypic effects to infer the contribution of indi-
vidual genes to the measured phenotype. This approach has been suc-
14 The software is accessible at http://www.clipz.unibas.ch/index.php?r=tools/
sub/mirza_g
15 Recently the pipeline was rewriten using in-house workflow managment system
Jobber.
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cessfully used in the identification of transcription factors and miR-
NAs that have an important contribution to the pattern of mRNA
expression in individual cell types [162]. It would be interesting to
apply this methodology to a large number of siRNA screens to fur-
ther unravel the contributions of individual molecular pathways to
phenotypes.
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Q U A N T I F Y I N G T H E S T R E N G T H O F
M I R N A – TA R G E T I N T E R A C T I O N S
The work presented
in this chapter was
originally published
in Methods [2]
3.1 introduction
MicroRNAs (miRNAs) have emerged as important regulators of gene
expression across a wide range of species. They are endogenously
encoded small RNAs that are incorporated in ribonucleoprotein com-
plexes also containing an Argonaute (Ago) protein, which they guide
to other RNA targets to modulate their expression [120]. Although
comparative genomic analyses indicate that a miRNA has on aver-
age hundreds of targets [124], how these predicted targets respond
to changes in miRNA concentration is not entirely clear. The best-
documented outcome of miRNA–target interaction is target destabi-
lization [163], which is typically modest, but can give rise to inter-
esting behaviors of miRNA-containing regulatory networks. These
include the ‘threshold–linear’ response of miRNA targets to their
transcriptional induction [164, 165] and the ultrasensitivity of target
expression to the miRNA concentration [166]. The steady-state level
of a given mRNA reflects the balance between transcription and de-
cay. If the mRNA decay rate were constant, not modulated by miR-
NAs, the mRNA level would be expected to increase linearly with
the transcription rate. However, if transcriptional induction occurs in
the presence of a cognate miRNA, the target is expected to respond
in a ‘threshold–linear’ manner: when the transcription rate is low, the
few mRNA molecules that are produced are bound by the cognate
miRNA and degraded. Once the transcription rate is sufficiently high
for the mRNAs to saturate the miRNA–Ago complexes, the mRNAs
escape the miRNA-induced repression and accumulate at a rate pro-
portional to their transcription rate. The location of the threshold de-
pends on the abundance of miRNA–Ago complexes, while the steep-
ness of the transition between the two regimes depends additionally
on the affinity of miRNA–target interaction.
We can illustrate these concepts with a simple model that focuses
on the interaction of a single miRNA target with the miRNA and on
the effect of this interaction on the rate of target decay, ignoring the
possible effect of miRNAs on translation, the possible competition
between targets for miRNAs and vice versa, other secondary effects
such as feedbacks on target transcription rates, etc. Although these
aspects most likely are relevant in in vivo situations, they go beyond
the scope of our present study. Let us consider a miRNA target that is
transcribed at rate α [mols ] and decays with rate δ [
1
s ]. The free miRNA
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target F [mol] associates at rate β [ 1mol·s ] with miRNA–Ago com-
plexes whose total concentration in a cell we assume to be constant,
Σ [mol]. This leads to the formation of ternary target–miRNA–Ago
complexes whose concentration we denote by A [mol], which can ei-
ther dissociate into their components with rate ρ [1s ], or fall apart due
to the degradation of the miRNA target, which occurs at rate dδ [1s ].
The dynamics of these molecular species can then be described by the
following equations:
dF
dt
= α− δF−β(Σ−A)F+ ρA (1)
dA
dt
= β(Σ−A)F− ρA− dδA (2)
Solving this system of differential equations we obtain the depen-
dency between the concentration of the free (and total) target and
its transcription rate, which has the threshold–linear form. Figure 6
shows how the concentration of the free mRNA target responds to
changes in target transcription rate, assuming values for the parame-
ters δ = 0.1 1hour and d = 1.55, which we have recently estimated [35].
To illustrate the expected behavior of high and low affinity targets we
use two distinct values of the rate of ternary complex formation β,
namely 0.24 and 2.4 cell/molecule/hour, and two distinct values of
the rate of ternary complex dissociation ρ, namely 2.16 and 21.6 1hour .
To further explore the behavior of targets of low, intermediate and
high abundance miRNAs, we consider three total concentrations Σ
of miRNA–Ago complexes, namely 10, 100 and 1000 molecules/cell.
Our model thus assumes that the total concentration of miRNA–Ago
complexes (free or bound to targets) is constant and does not respond
to changes in miRNA target concentration. Although it remains un-
clear whether this assumption holds in vivo, data showing that the
targets of endogenous miRNAs are up-regulated in response to trans-
fection of exogenous siRNAs [167] suggest that at least the number
of Argonaute molecules in a cell does not scale with the number of
small RNAs that are present in cells. It can be observed that the tran-
scription rate at which the target escapes miRNA regulation and accu-
mulates rapidly depends on the total concentration of miRNA–Ago
complexes, and that the transition is sharper for targets that have a
higher rate of association with miRNA–Ago complexes. These behav-
iors have been observed in experiments with reporter constructs [165,
168].
So far we discussed the expected behavior of an individual miRNA
target. However, because a miRNA probably has hundreds of tar-
gets, one of the strongly debated questions in the field is whether
changes in expression of one of these targets affects the expression of
the others by modulating their interaction with the common target-
ing miRNA. Computational studies have shown that the targets of a
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Figure 6: Accumulation of miRNA targets as a result of increasing tran-
scription, in the presence of miRNAs, based on the steady state solution of
Equation 1 and Equation 2. The three colors correspond to three total concen-
trations of miRNA–Ago complexes of 10 (red), 100 (blue) and 1000 (black)
molecules/cell. (A) Thin lines correspond to low rates of target–miRNA–
Ago association β = 0.24 cell/molecules/hour, and thick lines to 10-fold
higher association rates, β = 2.4 cell/molecules/hour, with ρ = 2.16 1hour .
(B) Thin lines correspond to low rates of target–miRNA–Ago dissociation of
ρ = 2.16 1hour , and thick lines to 10-fold higher dissociation rates, 21.6
1
hour ,
with β = 0.24 cell/molecules/hour.
miRNA are expected to respond in an asymmetrical manner, changes
in expression of high-affinity targets affecting the binding of the lower
affinity targets but not the other way around [169, 170]. Whether these
behaviors indeed occur in vivo is largely unknown. Rather, it has be-
come clear that progress in understanding the impact of miRNAs
on gene expression requires accurate measurements of miRNA abun-
dance in single cells, estimates of the number of binding sites that a
miRNA typically accesses within a cell, and estimates of the affinity
of interaction between a miRNA and its multiple targets.
The abundance of individual miRNAs in mammalian cells varies
over orders of magnitude (see for e.g. [171]). MiR-122, a highly ex-
pressed, hepatocyte-specific miRNA can reach 66,000 copies per cell
in mouse liver cells and 135,000 in primary human hepatocytes [172].
The more typical range for well-expressed miRNAs is 1000–10,000
molecules per cell [171], which can probably be accommodated by
the population of Ago proteins, whose abundance per cell has been
estimated to be ~140,000–170,000 molecules (in a mouse epidermis
and a human melanoma cell) [173].
The number of target sites that a miRNA can access within an in-
dividual cell remains hotly debated [168]. Recently developed meth-
ods have enabled quantification of mRNA species within single cells,
although the mRNA capture rate appears to be low, around 10%
[174]. A cursory analysis of the published mouse embryonic stem
cell (ESC) single cell data shows that among the mRNAs that were
captured, miRNA targets occur in a handful of copies such that the
top 100 predicted targets of individual miRNAs yield a few hun-
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Figure 7: Distribution of the number of targets of individual miRNAs that
were captured from individual ESCs [174]. For each miRNA, the number of
molecules of top 100 targets that were predicted with the seed-MIRZA-G-C
miRNA target prediction program [1] were counted. The actual number of
molecules was probably 10-fold higher (assuming that the capture rate of
mRNA molecules in mRNA-seq is ~10%).
dred captured target molecules per cell Figure 7. The targets of the
mouse ESC-specific miR-294 are less abundant, ~1 captured mRNA
per cell, compared to targets of the ubiquitously expressed miR-16
and of some miRNAs that are expressed in differentiated tissues (e.g.
the general differentiation marker let-7, the neuron-specific miR-124,
the muscle-specific miR-1 and the epithelia-specific miR-200a), which
were captured in 2–5 copies, on average. Assuming a capture rate
of 10%, a mouse ESC thus expresses on average 10–50 molecules
per miRNA target. The argument can be made that our estimation
ignores the fact that ESCs already contain miRNAs which have re-
duced the levels of their targets and that we have thus underesti-
mated the number of miRNA targets. Indeed, to improve these esti-
mates we would need to quantify mRNA abundance in ESCs devoid
of miRNAs (Drosha/Dicer knock-out ESCs). However, many studies
in which miRNAs have been transfected in cells in which they were
not previously expressed found only modest changes (less than 2-
fold) in target levels and thereby decay rates (see for e.g. [159]). If a
miRNA does target over a hundred distinct mRNA species, binding
to perhaps multiple sites within a mRNA, the number of putative
binding sites of a miRNA in a single cell can reach 103–104. Precise
estimates of the number of binding sites and the ratio of binding sites
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to miRNA–Ago molecules are essential for understanding the behav-
ior of the targets in vivo, in individual cells.
3.2 inferring the strength of mirna–target
interactions from experimentally-determined tar-
get sites ; theory
An important breakthrough in the experimental identification of
miRNA targets came with the development of methods based on the
crosslinking and immunoprecipitation of Argonaute proteins (Ago-
CLIP) [175, 176], which enabled the capture of in vivo miRNA tar-
gets in high-throughput. The basic principle is to crosslink proteins
to RNAs in vivo with ultraviolet light, immunoprecipitate the protein
of interest and associated RNAs with a specific antibody, and prepare
the protein-bound RNA fragments for deep sequencing. The resulting
reads can be used not only to identify the mRNAs that were bound
by miRNA-guided Argonaute proteins, but also to learn more about
how miRNAs interact with their targets. For example, to describe
this interaction, in previous work we introduced a model (MIRZA)
that includes besides parameters for A–U, G–C, and G–U base pairs,
for symmetrical and asymmetrical loops, a set of parameters corre-
sponding to miRNA position-dependent contributions to the interac-
tion energy [59]. The latter could result from the interaction taking
place within the context of the Argonaute protein (Figure 8). Param-
eter values were inferred within a probabilistic framework, by max-
imizing the likelihood of the CLIP data. They confirmed the known
importance of the miRNA 5’ end (also known as ‘seed’ [124]) in the
interaction with the target. However, application of the model to the
CLIP sites suggested that many are bound in a ‘non-canonical’ man-
ner (i.e. without perfect complementarity to the miRNA seed) and
that the proportion of non-canonical sites that were captured for a
given miRNA with CLIP increased with the abundance of the miRNA
[59]. Because MIRZA provides a quantitative measure of the strength
of interaction of miRNAs with target sites, it can be used not only for
genome-wide prediction of binding sites but also to study miRNA-
dependent regulation in deeper quantitative detail. In a parallel de-
velopment, a next step in the experimental identification of miRNA
target sites has been taken with the simultaneous capture of inter-
acting miRNAs and target sites as chimeric sequence reads [60, 69].
Initial analysis of these data suggested that miRNAs may differ in
their mode of interaction with the targets.
Thus, important open questions for the quantitative modeling of
miRNA–target interactions are: what approach yields the most pre-
dictive model; what structure does this model have; are miRNA-specific
models necessary to explain the experimental data? In the following
we describe the miRNA–target interaction models that we inferred
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Figure 8: Crystal structure of the human AGO-2 protein (silver) in complex
with miR-20a (red) [22]. The ‘seed’ nucleotides are visible in the structure be-
cause the conformational entropy of the miRNA 5’ end in the binding pocket
of AGO-2 is limited. The residues 11–16 of the miRNA are not resolved due
to their conformational freedom. The terminal 3’ end nucleotides, that con-
tribute to the anchoring of the miRNA within AGO-2, are again visible.
with the MIRZA approach from various types of high-throughput
data, and we evaluate their ability to identify functional miRNA tar-
gets, that are destabilized upon transfection of the cognate miRNA.
3.2.1 Input data: Argonaute-bound RNA fragments. Output: general model
of miRNA–target interaction MIRZA–CLIP
A target site m of a miRNA µ can be in one of two states, namely
bound or unbound to the miRNA. Denoting the energies of the bound
and unbound states by EB and EB, the probability to find the site in
bound state will be given by PB = e
EB
eEB+e
EB
. The ‘bound’ state con-
sists in fact of all ways in which the miRNA is hybridized with the
target in the context of the Ago protein. Denoting by E(m,µ,σ) the
energy of the state in which site m is bound to miRNA µ in configu-
ration σ, eEB is proportional to
∑
σ e
E(m,µ,σ). Similar to the standard
3.2 inferring the strength of mirna–target interactions 39
−20
−10
0
10
other positional−seed positional−rest
Parameters
En
er
gy
 [a
.u.
]
 
 
au gc o mmi s 1 3 5 7 9 11 13 15 17 19 21
MIRZA−CLIP
MIRZA−CHIMERA
MIRZA−Class I
MIRZA−Class IV
Figure 9: The 27 parameters of various MIRZA model variants. From left
to right, base-pair parameters (A–U, G–C, G–U = 0), loop parameters (o:
opening a loop, m: looped out mRNA nucleotide, mi: looped out miRNA
nucleotide, s: symmetrical loop) and the 21 positional parameters are shown.
The parameters of the MIRZA–CLIP model are shown in black, those of the
MIRZA–CHIMERA model in blue, those of the MIRZA-Class I model in
cyan and those of the MIRZA-Class IV model in red.
model of RNA–RNA interaction [177], E(m,µ,σ) can be written in
terms of a small number of parameters such as the energy of A–
U, G–C and G–U base pairs, the energy for opening a loop in the
miRNA–target hybrid, energies for extending a loop by a nucleotide
in the miRNA, or in the mRNA, or by two unpaired nucleotides in
the miRNA and target. In addition, specific to the MIRZA model of
miRNA–target interaction [59] is a set of miRNA-position-specific en-
ergies (Figure 9). The logarithm of the ‘quality score’ of a site for a
miRNA that MIRZA computes can be viewed as the energy of in-
teraction between the miRNA and the target. An efficient dynamic
programming algorithm for computing target quality scores has been
proposed [59]. This enables one to infer the parameters of the MIRZA
model by maximizing the likelihood of the Ago-CLIP data. Here we
have repeated the analysis of the ~3000 Ago2-CLIP sites that were re-
producibly isolated in multiple CLIP experiments [59, 178] to derived
the baseline MIRZA–CLIP model shown in Figure 9.
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3.2.2 Input data: chimeric miRNA–mRNA sequence reads. Output: gen-
eral model of miRNA–target interaction MIRZA–CHIMERA
As mentioned in the Introduction, Helwak et al. [60] designed the
Crosslinking and Sequencing of Hybrids approach (CLASH), in which
the interacting RNAs are ligated prior to sequencing, thereby en-
abling the simultaneous capture of interacting miRNAs and target
sites. These appear as “chimeric reads” each composed partly of a
miRNA and partly of the miRNA target. Grosswendt et al. [69] subse-
quently reported that a substantial number of ligated miRNA–target
site chimeras can be found even in samples prepared with a standard
CLIP protocol. In contrast to Ago-CLIP, in these data sets there is no
uncertainty about the miRNA that guided the interaction with each
target site captured in the chimeras. Thus, in maximizing the likeli-
hood of the data to infer a MIRZA-type model, one only needs to sum
over all the ways in which the miRNA and target site in each chimera
hybridizes with each other (and not over the miRNAs that could have
interacted with the target site, as in the case of Ago-CLIP sites). We
used the miRNA-target site pairs that were inferred by Grosswendt et
al. from various PAR-CLIP and HITS-CLIP experiments (Table 3 and
Supplementary Table 3 in Grosswendt et al. ) to construct a general
model that could explain all these interactions. We called this model
MIRZA–CHIMERA. Compared to the MIRZA–CLIP model that we
inferred from Ago-CLIP data, MIRZA–CHIMERA seems to put less
emphasis on the miRNA seed (Figure 9). The functional relevance of
these differences will be discussed in the following sections.
3.2.3 Input data: chimera of a specific miRNA with target sites. Output:
miRNA-specific model of interaction with the target
The CLASH study reported that some miRNAs, such as miR-92a and
miR-181b, interact with their targets predominantly through their 3’
rather than the 5’ end, yielding ‘Class IV’ chimeras [60]. Other miR-
NAs such as those of the let-7 family were captured rather in ‘Class
I’ chimeras, in which the miRNA presumably interacted through the
‘seed’. These observations suggest that the accuracy of miRNA tar-
get prediction could be improved through the use of miRNA-specific
models of interaction. We decided to test this hypothesis here. How-
ever, because the available data sets [60, 69] contain a limited num-
ber of distinct target sites ligated to individual miRNAs, we inferred
‘Class’-specific rather than miRNA-specific models. Concretely, from
the data of Grosswendt et al. [69] we selected a total 2589 chimeras
of 24 miRNAs (those that yielded predominantly Class I chimeras in
the data of Helwak et al. [60]) to train the “MIRZA-Class I” model
and 949 chimeras of 8 miRNAs (those that yielded predominantly
Class IV chimeras) to train the “MIRZA-Class IV” model. The cor-
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Table 3: Chimeras of the indicated miRNAs, obtained from the data set of
Grosswendt et al. [69] were used to infer MIRZA-Class I and MIRZA-Class
IV models.
mirza-class i et-7a-5p, let-7e-5p, let-7f-5p, miR-10a-5p, miR-10b-5p,
miR-125a-5p, miR-125b-5p, miR-1260b, miR-1301-3p,
miR-15b-5p, miR-17-5p, miR-183-5p, miR-185-5p, miR-23a-3p,
miR-27b-3p, miR-31-5p, miR-324-3p, miR-339-5p, miR-34a-5p,
miR-423-5p, miR-455-3p, miR-484, miR-744-5p, miR-130b-3p
mirza-class iv miR-181b-5p, miR-221-3p, miR-30c-5p, miR-30d-5p, miR-320a,
miR-361-5p, miR-92a-3p, miR-92b-3p
responding miRNAs are listed in Table 3. The parameters of these
models, shown in Figure 9, indicate a positive contribution of the
seed positional parameters in the MIRZA-Class I model, but not in
the MIRZA-Class IV model. However, Figure 9 also shows a trend of
positional parameters to progressively decrease from the seed to the
3’ end in the MIRZA-Class IV model, but not in the MIRZA-Class I
model. We test the functional relevance of these differences in a sub-
sequent section.
It has been recently observed that the miRNAs that were reported
to form Class IV hybrids have G/C-rich 3’ ends [179]. We reproduced
these observations here (Fig. 5). Furthermore, we found that the pro-
portion of Class I hybrids that were captured for a miRNA decreases
with the G/C content of the miRNA 3’ end, while the proportion of
Class IV hybrids shows the opposite trend (Fig. 5). A possible expla-
nation behind the different propensities of different miRNAs to yield
Class I or Class IV chimeras is that the G/C-content of the miRNA
3’ end stabilizes the interaction with the target site, facilitates ligation
and leads to an over-representation of this type of sites among the
chimeric sequences. This possibility would need to be investigated in
more detail before miRNA-specific modes of interaction are inferred
from chimera data.
3.3 results
3.3.1 Evaluating the models on biochemical data
The ‘quality score’ assigned to a site by the MIRZA model takes
into account all possible configurations in which the miRNA can hy-
bridize to the target site within the ternary miRNA–target site–Ago
complex, and provides an estimate of the binding energy between the
miRNA and the target site. Thus, if the model is accurate, it should
be able to predict the free energy of interaction determined with bio-
chemical approaches. The dissociation constant KD, which is the ratio
of the rates of dissociation (koff) and association (kon) of molecules
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Figure 10: Relationship between the nucleotide composition of the miRNA
and the type of hybrids in which the miRNA was captured. The miRNAs
used to infer the MIRZA-Class I model are shown in blue, the miRNAs used
to infer the MIRZA-Class IV model are shown in red and other miRNAs are
shown in black. Data for analysis taken from Helwak et al. [60]. (A) Pro-
portion of G/C nucleotides at different positions along miRNAs that yield
predominantly Class I and IV hybrids/chimeric reads in the data set of Hel-
wak et al. [60]. (B) Correlation between the proportion of G/C nucleotides
at the 3’ end of a miRNA and the proportion of captured Class I chimeras.
(C) Correlation between the proportion of G/C nucleotides at the 3’ end of
a miRNA and the proportion of detected Class IV chimeras.
in a complex, KD = koffkon , should be related to the Gibbs free energy of
interaction through the relationship ∆G = −kBTlog( 1KD), where kB
is the Boltzmann constant and T is the temperature. Although only
few measurements of miRNA–target dissociation constants are avail-
able, particularly for mammalian systems, Wee et al. [77] measured a
related constant, namely the Michaelis–Menten constant. This is de-
fined as KM = kcat+koffkon , thus including besides the dissociation and
association rates the rate with which the miRNA catalyzes the target
cleavage. Wee et al. measured for KM’s for perfectly complementary
sequences (PM) and for sequences that have mismatches at differ-
ent positions along the miRNA (MM) in the context of Argonaute 1
protein of Drosophila melanogaster [77] and then correlated log K
PM
M
KMMM
source with the difference in the free energy of interaction of the per-
fectly matched and mismatched hybrids given by the RNAStructure
software [180]. Computing this correlation separately for duplexes in
which mismatches were located at the 5’ and 3’ ends of the miRNA,
respectively, Wee et al. concluded that the standard base pairing rules
apply to miRNA–Ago2–target complexes [77]. We thus sought to use
the measurements of Wee et al. [77] to further validate the MIRZA
models that we inferred from CLIP data sets.
First, we compared the energy differences inferred from measure-
ments of KM’s with those predicted with the current version (5.7) of
the RNAStructure software and with those predicted with MIRZA-
type models. As described by Wee et al. [77], we found relatively
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Figure 11: Ratio of binding free energies of mismatched and perfectly
matched hybrids. The Spearman correlation was computed between the val-
ues estimated based on biochemical measurements (energy of interaction
~ln( 1KM ) and values predicted with three distinct models: RNAStructure
5.7 (left), MIRZA–CLIP (center) and MIRZA–CHIMERA (right). Data points
in red correspond to hybrids with mismatches in the miRNA seed region,
those in blue to hybrids with mismatches in the 3’ region.
good correlations between RNAStructure-based predictions and ex-
perimental measurements, if we consider separately hybrids with
mismatches in the miRNA seed region (Spearman correlation coeffi-
cient ρ = 0.81, p-value = 0.015) and in the miRNA 3’ end (Spearman
correlation coefficient ρ = 0.4, p-value = 0.20). However, considering
all the hybrids together, the correlation is rather poor (Spearman cor-
relation coefficient ρ = 0.20), presumably because the nearest neigh-
bor model implemented in RNAStructure does not appropriately de-
scribe interactions that take place within RNA–protein complexes,
where different nucleotides in the RNA can have disproportionate
contributions to the energy of interaction.
In contrast, evaluating all of the hybrids within the MIRZA–CLIP
model yields predictions that are strongly correlated with the exper-
imental results (Spearman correlation coefficient ρ = 0.85, p-value
= 3.6e-09, 95% confidence interval = [0.71, 0.93]). Interestingly, the
MIRZA–CHIMERA model gives a slightly higher correlation with the
experimental data (Spearman correlation coefficient ρ = 0.87, p-value
= 3e-09, 95% confidence interval = [0.73, 0.94]), although the differ-
ence is not significant. Thus, these two models, that were inferred
from different types of sequenced miRNA target sites, predict remark-
ably well the energies of interaction between miRNAs and target sites
that are inferred from biochemical measurements (Figure 11).
3.3.2 Genome-wide prediction of miRNA targets
One of the main applications of these models is in the genome-wide
prediction of miRNA binding sites. However, the predicted energy
of interaction between a miRNA and a target site is only one of the
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factors that contributes to a functional interaction. Other features of
the target site have also been shown to be important [76]. Thus, in
recent work we sought to build on MIRZA and develop a model that
is suitable for accurate prediction of miRNA binding sites genome-
wide. The resulting MIRZA-G model combines the MIRZA target
quality score with the accessibility of the target site, the G/U con-
tent of the region in which the site is embedded, the relative location
of the site in the transcript and, optionally, with the degree of evolu-
tionary conservation of the putative target site (Figure 12). MIRZA-G
is trained by fitting a generalized linear model with a logit function
to discriminate between miRNA-complementary sites located in mR-
NAs that do and mRNAs that do not respond to the transfection
of the cognate miRNAs [1]. Furthermore, because high-throughput
studies evaluate the effects of miRNAs at the level of transcripts and
genes rather than individual sites, MIRZA-G computes transcript/-
gene scores, summing up the probabilities that individual target sites
have a functional impact. Using different MIRZA variants to compute
target quality scores for the MIRZA-G model we can test the ability
of these variants to predict which transcripts are most affected by the
transfection of individual miRNAs. Thus, we employed the MIRZA–
CLIP/CHIMERA/Class I/Class IV models individually within the
MIRZA-G framework to predict and rank targets of individual miR-
NAs. Because different MIRZA variants yield different distributions
of target quality scores and in the genome-wide prediction of target
sites we only consider putative sites with a minimal ‘target quality’
score, we have used different thresholds for different models. The
weight of different features of target sites within the MIRZA-G model
were kept unchanged.
To determine a target quality score threshold for different MIRZA
variants we noted that ‘canonical’ interactions that involve perfect
pairing of the miRNA seed have the highest scores with all MIRZA
variants. Thus, we employed the procedure that we used before for
MIRZA–CLIP [1]. That is, with each MIRZA variant, we assigned
to each of the 2998 CLIPed sites from Khorshid et al. [59] the most
likely guiding miRNA. This was the miRNA with the highest target
quality score for the site given under the considered MIRZA model.
We then predicted the structure of the most likely hybrid between
the target site and the guiding miRNA, and divided the sites into
canonical – those with perfect base-pairing over nucleotides 2–8 of
the miRNA or perfect pairing over nucleotides 2–7 followed by an
adenine (opposite position 1 in the miRNA) – and non-canonical –
all other sites. Based on the cumulative distribution of target qual-
ity scores for canonical and non-canonical sites, we set a threshold
that allowed us to capture the majority of canonical sites without
including too many non-canonical sites, that may be artifactually cap-
tured. For MIRZA–CLIP a threshold of 50 captures 91% of canonical
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Figure 12: Diagram of the approach for predicting miRNA targets with
MIRZA-G.
sites and 18% non-canonical sites, for MIRZA–CHIMERA a thresh-
old of 20 captures 97% canonical and 20% of non-canonical sites, for
MIRZA-Class I a threshold of 30 leads to the capture of 94% of the
canonical and 18% of non-canonical sites, while for MIRZA-Class IV
a threshold of 20 captures 94% of canonical target sites and 20% of
the non-canonical target sites.
3.3.3 Wide range of MIRZA quality scores across the targets of a given
miRNA
Although we do not focus on this aspect here, it has been proposed
that differences in affinity between targets may underlie asymmetries
in the crosstalk of mRNAs that bind the same miRNAs [169]. Thus,
having shown that the target quality scores computed with MIRZA
models correlate very well with the affinities of miRNA–target in-
teractions measured with biochemical methods, we wondered how
much variation there is in the affinity of different target sites for a
miRNA. Therefore, we determined the MIRZA target quality score
for all the sites of all miRNAs that were considered in the genome-
wide predictions with MIRZA-G. These had a probability of being
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Figure 13: Distribution of the MIRZA quality scores of target sites of indi-
vidual miRNAs. Each line corresponds to one miRNA and the intensity of
the color indicates the density of target sites within a particular range of
target quality scores, computed with MIRZA–CLIP.
functional of at least 0.12 (see Gumienny and Zavolan [1] for details).
For each miRNA we have divided the 0–10 range of MIRZA target
quality scores into bins of 0.2 and have shown the distribution of
the target sites of each miRNA as a heat-map, which each line cor-
responding to a miRNA and the intensity of the color indicating the
density of target sites within a bin (Figure 13). It can be seen that the
target sites of an individual miRNA span a range of ~4 log units or
they can differ by ~50-fold in the predicted affinity.
3.3.4 Evaluation of the MIRZA models on miRNA transfection data
miRNAs have been reported to destabilize their mRNA targets, in-
hibit their translation [120], and even to increase transcript stability
under specific circumstances [181]. Of these, perhaps the least con-
troversial is mRNA destabilization, which has been argued to be the
dominant mechanism behind the repressive effect of miRNA, with
translational repression playing a small, perhaps more transient role
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Table 4: Summary of the experimental data sets that were used to train the
model and evaluate its performance.
reference data source mirnas in
(geo accession / url) the data set
Dahiya et al. [135] GSE10150 miR-200c, miR-98
Frankel et al. [136] GSE31397 miR-101
Gennarino et al. [137] GSE12100 miR-26b, miR-98
Hudson et al. [134] GSE34893 miR-106b
Leivonen et al.[138] GSE14847 miR-206, miR-18a
mir-193b, miR-302c
Linsley et al. [139] GSE6838 miR-103, miR-215,
miR-17, miR-192,
let-7c, miR-106b,
lmiR-16, miR-20,
miR-15a, miR-141,
miR-200a
Selbach et al.[65] psilac.mdc-berlin.de/download/ miR-155, let-7b,
miR-30a, miR-1,
miR-16
Olive et al. [182] GSE53225 miR-92a
[163]. The importance of this mechanism is further underscored by
observations that miRNA-complementary sites that are conserved in
evolution and sites that induce strongest downregulation of their host
transcripts upon miRNA transfection have similar properties [76].
Furthermore, acting through the miRNA pathway, small interfering
RNAs (siRNA) also destabilize many transcripts (the so-called “off-
target” mRNAs) [23]. Thus, it is reasonable to expect that the extent
of mRNA destabilization upon miRNA transfection is a robust mea-
sure of the strength of interaction between a miRNA and the mRNA.
Consequently, the ranking assigned by a computational miRNA tar-
get prediction method to mRNAs should correlate well with their
change in expression upon miRNA transfection. This is the assump-
tion that we make in discussing the relative performance of various
models for miRNA target prediction.
First, we tested whether the models can predict the mRNA expres-
sion changes that were induced by individual transfections of miR-
NAs. To this end, we used data corresponding to 26 miRNA transfec-
tions into human cells and one transfection into mouse cells (Table 4).
The processing of the transfection data was described extensively in
[1]. For each type of MIRZA model of miRNA–target interaction we
used two variants of the genome-wide MIRZA-G prediction model
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to predict sites. One of these considered the evolutionary conserva-
tion of the sites and the other did not [1] (see Figure 12). We sorted
targets predicted by each of these models in the order of their predic-
tion score. We then computed the median log2 fold-change of the top
N predicted transcripts as a function of the number N of top targets
considered. The average profiles, computed over the 26 data sets, are
shown in Figure 14A–B. We found that all four models perform as
expected in predicting miRNA targets genome-wide. Consistent with
its slightly better performance in predicting the in vitro-measured
free energy of interaction between miRNAs and target sites, the tar-
gets predicted by the MIRZA–CHIMERA model are somewhat more
downregulated compared to the targets predicted with MIRZA–CLIP,
particularly when the evolutionary conservation of the sites is not
taken into account.
Next we asked whether Class I and Class IV-specific models are
more accurate in predicting targets of miRNAs that have been found
to yield predominantly Class I and Class IV chimeras, respectively.
As representatives of the first we chose the let-7 family of miRNAs
and as a representative of the latter the miR-92a. Because we did
not find transfection data for Class IV-chimera forming human miR-
NAs, we used a data set obtained from mouse cells transfected with
the mouse miR-92a. The results, shown in Figure 14, panels C–D for
let-7 and E–F for miR-92a, clearly indicate that the general MIRZA–
CLIP and MIRZA–CHIMERA models are more accurate in predicting
transcript downregulation upon miRNA transfection than Class I/IV-
specific models. Together with the fact that the sites that are predicted
with these models tend to be canonical sites, these results indicate
that the origin and relevance of Class IV hybrids needs to be further
investigated. As mentioned above, a possibility that needs to be ruled
out is that the experimental procedure for isolating miRNA–target hy-
brids via chimeric sequences enriches for non-canonical hybrids that
have increased stability prior to ligation.
3.3.5 Inferring a MIRZA model from biochemical data
The results presented above indicate that the MIRZA–CLIP/CHIMERA
models explain well both the biochemical data as well as the response
of mRNAs to miRNA transfection. However, given the complexity of
CLIP experiments and the indirect nature of the resulting data, one
wonders whether an even more accurate model of miRNA–target in-
teraction could not be derived from in vitro measurements of inter-
action affinity as obtained in the study of Wee et al. [77]. To gain
further insight into the design of an efficient experiment, we gener-
ated synthetic data sets of hybrids, computed their pseudo-energies
of interaction with MIRZA–CLIP, and then asked how our ability to
recover the model parameters from the synthetic data sets depends
3.3 results 49
0 100 200 300 400 500
−0.3
−0.25
−0.2
−0.15
−0.1
m
ed
ia
n 
lo
g 2
 
fo
ld
 c
ha
ng
e
Genome wide with conservation
 
 
MIRZA−CLIP
MIRZA−CHIMERA
MIRZA−Class I
MIRZA−Class IV
0 100 200 300 400 500
−0.25
−0.2
−0.15
−0.1
−0.05
Genome wide without conservation
 B
 
 
MIRZA−CLIP
MIRZA−CHIMERA
MIRZA−Class I
MIRZA−Class IV
0 100 200 300 400 500
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
m
ed
ia
n 
lo
g 2
 
fo
ld
 c
ha
ng
e
let−7c with conservation C
 
 
MIRZA−CLIP
MIRZA−CHIMERA
MIRZA−Class I
MIRZA−Class IV
0 100 200 300 400 500
−0.25
−0.2
−0.15
−0.1
−0.05
0
let−7c without conservation
 D
 
 
MIRZA−CLIP
MIRZA−CHIMERA
MIRZA−Class I
MIRZA−Class IV
0 100 200 300 400 500
−0.25
−0.2
−0.15
−0.1
−0.05
0
Nb. of top predictions
m
ed
ia
n 
lo
g 2
 
fo
ld
 c
ha
ng
e
miR−92a with conservation
 E
 
 
MIRZA−CLIP
MIRZA−CHIMERA
MIRZA−Class I
MIRZA−Class IV
0 100 200 300 400 500
−0.25
−0.2
−0.15
−0.1
−0.05
0
Nb. of top predictions
miR−92a without conservation
 F
 
 
MIRZA−CLIP
MIRZA−CHIMERA
MIRZA−Class I
MIRZA−Class IV
Figure 14: Relationship between prediction score and the extent of mRNA
downregulation. Genome-wide target predictions were carried out with
the MIRZA-G generalized linear model [1], within which the target qual-
ity scores were calculated with different MIRZA variants: MIRZA–CLIP,
MIRZA–CHIMERA, MIRZA-Class I and MIRZA-Class IV. Measurements
of mRNA expression in control and miRNA-transfected cells were used to
determine the log2 fold-changes of predicted miRNA targets. (A) Median
log2 fold-change of the top N targets of the transfected miRNA, in function
of N, were averaged over a data set of 26 miRNA transfection experiments.
(C) Same procedure, but showing the median log2 fold-change of predicted
let-7 targets upon let-7 transfection (Table 4, data from [65, 139]). (E) Same
procedure, but showing the median log2 fold-change of predicted targets of
the mouse miR-92a upon miR-92a transfection in mouse cells (Table 4, data
from [182]). For (A), (C) and (E), genome-wide predictions were carried out
including evolutionary conservation whereas for (B), (D) and (F), without
[1].
on the number and type of hybrids and the accuracy of the provided
pseudo-energies.
First, we simulated the experimental design of Wee et al. [77], in
which energies of interaction between close variants of a single miRNA
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(let-7) and their perfectly complementary sequences were measured.
There are 1890 possible two point-mutants of let-7, from which we
sampled datasets of different sizes. An alternative design is to mea-
sure the energies of interaction between ‘random’ small RNAs and
their partially complementary sequences. In this approach the small
RNA is an entirely ‘random’ sequence whereas the interacting site
is a sequence whose complementarity to the small RNA varies. To
construct it, we first chose the average number of complementary nu-
cleotides. With probabilities of complementarity chosen uniformly be-
tween 0.25 and 1, we can simulate from interactions of random RNA
fragments to interactions of perfectly complementary sequences. This
second approach is meant to provide datasets containing more infor-
mation in terms of pairs of interacting nucleotides than the first ap-
proach. For both methods, while constructing subsets of various sizes,
we aimed to cover uniformly the space of interaction energies and of
nucleotide positions involved in the binding. Finally, we considered
the possibilities that the measurements are not entirely accurate. To
simulate this, we added gaussian noise to the computed interaction
energy for each hybrid with a standard deviation of 0 (no noise), 1%,
5% and 10% of the predicted energy of interaction. For each data
set size and each noise level we generated 100 synthetic data sets. To
each synthetic data set we applied the simulated annealing procedure
that was described in Khorshid et al. [59] to recover the parameters
of the MIRZA model used to generate the pseudo-energies. The re-
sults, averaged over the 100 replicates of each setting, are shown in
Figure 15. They indicate that if the measurement noise is less than
10%, ~250 hybrids, chosen from across the entire range of expected
affinities would be sufficient to recover the model parameters with
reasonable accuracy (root mean square difference, RMSD, between
recovered and input parameters < 1). If the measurements were very
precise (relative error of a few percent), the number of hybrids nec-
essary to recover a model with RMSD < 1 is considerable smaller,
~100, which is within reach with the technology available today. The
experimental design of measuring closely related variants of a single
miRNA does not yield equally accurate parameter values from a com-
parable number of hybrids, presumably due to the limited sampling
of nucleotide/position combinations.
3.4 discussion and perspective
That miRNAs are important for the proper development and function
in a large number of species is undisputed. Similar to transcription
regulation by transcription factors, miRNA-dependent regulation is
‘combinatorial’. That is, a regulator typically has many targets and
a target is affected by many regulators. In contrast to transcription
factors, miRNAs induce milder changes in target expression, which
3.4 discussion and perspective 51
0 100 200 300 400 500
0
0.5
1
1.5
2
2.5
3
 A
Nb. of Sequences
R
M
SD
 
 
n = 0
n = 0.01
n = 0.05
n = 0.1
0 100 200 300 400 500
0
0.5
1
1.5
2
2.5
3
 B
Nb. of Sequences
Figure 15: Root mean square difference (RMSD) between the MIRZA param-
eters used to generate the training set and the MIRZA parameters inferred
from the training data, as a function of the size of the training set. The colors
correspond to the noise added to the training set data (0%, 1%, 5% and 10%
of the predicted energy value). For (A), the data sets were generated with
the ‘randomized’ procedure, whereas for (B), the data sets were generated
through mutations of the let-7 miRNA.
makes it more difficult to distinguish bona fide regulatory effects
from biological or experimental variability. Consequently, a number
of distinct directions are pursued in the field. Many groups have
started to explore functional consequences of miRNA–target interac-
tion that go beyond the repression of a single miRNA target into
dynamical aspects of the response of a larger network, containing
multiple miRNAs and multiple targets [168–170, 183, 184]. Such a
network is quite complex and can exhibit very rich behaviors. For ex-
ample, a recent study emphasized that even an increased expression
of some miRNA targets can be expected in response to the increased
expression of a miRNA. This could happen if miRNAs with different
efficiencies in target down-regulation compete for the same sites on
the target, because over-expression of the miRNA that is less effective
in repressing the target could lead to the displacement of the miRNA
that is more effective and thus to a net increase in target expression
[185]. Additional experiments are necessary to determine whether
this behavior occurs in vivo.
More generally, given the wide range of behaviors that computa-
tional models can predict, it is important to sufficiently constrain
them with accurate parameters. Indeed, as described in previous sec-
tions, recent studies have started to provide measurements of the con-
centrations and the rate of interactions between the relevant molecu-
lar players. Our work shares this aim. Up to this point we used high-
throughput data sets of miRNA binding sites that were derived with
various approaches to parameterize a model of miRNA–target inter-
action. This model allows us to compute the energy of interaction
between miRNAs and arbitrary target sites and to carry out genome-
wide predictions of miRNA targets. We have shown that the model
inferred from sequenced Argonaute/miRNA binding sites predicts
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quite accurately hybrid energies that are measured with biochemical
methods in vitro. Furthermore, we have proposed a strategy for deriv-
ing a MIRZA-like model from biochemical measurements that can be
obtained with the technology available today.
Although on its own, the energy of miRNA–target interaction is not
sufficiently predictive of functional interactions, it is one of several in-
formative features that together enable fairly accurate transcriptome-
wide predictions. These additional features reflect the secondary struc-
ture of the target mRNA, its interactions with RNA-binding pro-
teins, as well as other factors that are yet not understood but can be
captured in the degree of evolutionary conservation of the putative
miRNA binding site. Dynamical changes in the miRNA targetome
between cell types or cell states will remain difficult to model compu-
tationally, but they may be important for the interpretability of exper-
imental data. For example, it has been shown that taking into account
tissue/condition-specific isoform expression can improve the predic-
tion of miRNA targets [160], because alternative polyadenylation can
change the susceptibility of transcripts to miRNA regulation. Con-
versely, miRNA stability is also subject to regulation, e.g. by addition
of nucleotides (especially of uridine and adenine) at the 3’ end [186].
Argonaute protein modifications, mainly phosphorylation, provide
another layer of regulation, relieving target repression or changing
the subcellular localization [17]. Nevertheless, the approach that we
presented here provides the basis on which more complex, context-
specific and even dynamical models describing the impact of miRNA
regulation on cellular function can be developed.
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4.1 introduction
RNAs are extensively modified in all living organisms [187]. Recently,
high-throughput approaches have been developed to map
2’-O-methylated riboses (2’-O-Me, [116]) and nucleobases carrying
the most frequent modifications, including N6-methyladenosine (m6A,
[188]), pseudouridine (Ψ, [189]) and 5-methylcytosine (m5C, [190]),
transcriptome-wide. These studies have catalyzed the birth of “epi-
transcriptomics” [191] and have rekindled the interest in the func-
tions of RNA modifications and their relevance for human diseases
[192, 193]. Whereas 2’-O-ribose methylation has long been implicated
in the stability and structure of ribosomal RNAs (reviewed in [194])
and m6A appears to modulate the rate of mRNA translation [195–
198], the role of most RNA modifications remains to be character-
ized. The 2’-O-methylation of riboses in ribosomal RNAs (rRNAs),
small nuclear RNAs (snRNAs), and in Archaea, transfer RNAs (tR-
NAs) [199–201], is catalyzed by the protein fibrillarin. Fibrillarin is
part of a larger ribonucleoprotein (snoRNP) complex whose protein
components in mammals and yeast are: FBL (fibrillarin)/Nop1 [202],
SNU13/Snu13 [203], NOP56/Nop56 and NOP58/Nop58 [204]. As
summarized in [205] it is generally accepted that the snoRNP com-
plex assembles sequentially. SNU13/Snu13 initially binds the guide
RNA, leading to the folding of the K-turn motif, and the subsequent
binding of the NOP56/Nop56:NOP58/Nop58 heterodimer. This com-
plex helps position the guide RNA in its active conformation and
is completed by the binding of FBL/Nop1, the snoRNP component
responsible for the 2’-O-methylation enzymatic activity. As we here
focus on human snoRNA, to simplify reading we use hereafter the
corresponding nomenclature. The guiding C/D-box small nucleolar
RNAs (snoRNAs) (in Archaea small RNAs) take their names from
conserved C/C’ (RUGAUGA, R = A or G) and D/D’ (CUGA) boxes.
Molecules with more complex structure, which can include H/ACA
boxes and signals that direct their localization to Cajal bodies (there-
fore called small Cajal body-associated RNAs or scaRNAs [206]) have
also been identified and are essential for the modification and proper
functioning of snRNAs. The C/C’ and D/D’ boxes are important for
snoRNA biogenesis and for the interaction with RNA binding pro-
teins [207]. “Anti-sense” elements located upstream of the D and/or
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D’ box, base-pair with the targets. The target nucleotide that pairs
with the fifth nucleotide of the anti-sense element acquires the 2’-O-
Me mark. Base-pairing adjacent to the target site can further enhance
2’-O-methylation [208]. Many studies have investigated snoRNA-guided
modifications, particularly in yeast [209–212]. As a result, features
that define snoRNA target sites have been identified and incorporated
into computational methods for snoRNA target prediction [213, 214].
They include a high complementarity to the 3’ end of the anti-sense
box, with no more than one mismatch over at least 7 nucleotides, and
no bulges [214]. A few snoRNAs including U3, U8, U13 have been
found to be essential for the processing of rRNA precursors in multi-
ple species, whereas U14 functions in both guiding 2’-O-methylation
as well as rRNA precursor processing [90, 215–217]. Until the in-
troduction of the crosslinking, ligation and sequencing of hybrids
(CLASH) [218], experimental characterization of snoRNA target sites
was laborious and addressed only a few sites at a time [219]. Progress
on method development was further driven by the need to gener-
alize target identification approaches to other guide RNAs, such as
the miRNAs [60]. Interestingly, miRNA-target hybrids are produced
by the action of endogenous ligases and can be obtained through
crosslinking and immunoprecipitation (CLIP) of Argonaute proteins,
without a specific ligation step [69]. MiRNA targets inferred from the
chimeric reads obtained with CLIP seem to behave more as canon-
ical miRNA targets, responding more strongly to miRNA transfec-
tion, than CLASH-determined targets [2]. Whether snoRNA-target
chimeras can also be obtained from the CLIP of core snoRNPs has
not been investigated. In parallel with the capture of snoRNA-target
interactions, efforts were undertaken to map 2’-O-methylated riboses
in ribosomal RNAs, also in high-throughput [116]. Taking advantage
of the resistance of 2’-O-methylated riboses to alkaline hydrolysis,
the RiboMeth-seq method was used to map 54 annotated and 1 pre-
dicted 2’-O-methylated site in S. cerevisiae and is now applied to
the profiling of rRNA modifications in human cells as well [220].
Studies from various groups have recently expanded the set of hu-
man snoRNAs, beyond those that are catalogued in snoRNAbase
(https://www-snorna.biotoul.fr/ [91]) [221–224]. Taking advantage
of the processing pattern that most C/D-box snoRNAs seem to follow
[222] and of the small RNA sequencing data sets generated by the EN-
CODE consortium, we have recently constructed an updated catalog
of human snoRNAs [224]. Interestingly, in data sets from both small
RNA sequencing and from core snoRNP CLIP we reproducibly iden-
tified snoRNA-like sequences which contained only a subset of the
C/D box snoRNA-specific sequence elements. For most snoRNA-like
molecules we could not predict target sites. Given the surge in data
sets pertaining to snoRNA interactions, we here sought to provide rel-
evant computational analysis methods. First, we developed a model
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to identify chimeric sequences, composed of a C/D box-containing
RNA and a corresponding target part, among the reads obtained by
CLIP of core C/D-box snoRNPs. To further enable the functional char-
acterization of the chimera-documented interactions, we developed a
model to identify sites of 2’-O-Me from RiboMeth-seq data [116]. Our
data supports the concept that some rRNA sites are only partially
methylated [220] and indicates that some of the snoRNAs which
are not known to guide 2’-O-methylation interact with sites whose
methylation is guided by other snoRNAs. Interactions with strong
chimeric read support outside of the canonical snoRNA targets, do
not seem to lead to 2’-O-ribose methylation that can be detected with
RiboMeth-seq. This suggests that the sensitivity of RiboMeth-seq is
low or that C/D box snoRNA interaction with non-canonical targets
may serve yet uncharacterized functions.
4.2 materials and methods
4.2.1 CLIP of snoRNP core proteins
To identify chimeric snoRNA-target reads, we analyzed 5 CLIP data
sets that were published before [222]: 2 NOP58-CLIP (Gene Expres-
sion Omnibus (GEO) accession numbers GSM1067861 and GSM1067862),
1 NOP56-CLIP (GEO accession GSM1067863) and 2 FBL-CLIP (GEO
accession GSM1067864 and GSM1067865). We also generated an ad-
ditional FBL-CLIP data set with the protocol described in [225] (GEO
accession GSE77027).
4.2.2 Identification of snoRNA-target chimera
4.2.2.1 SnoRNA and target sets
We obtained the most comprehensive annotation of human snoRNA
sequences, genome coordinates and known or predicted targets from
the human snoRNA atlas that was recently published [224]. We down-
loaded the sequences of known snoRNA targets (rRNA and snRNA)
from the snoRNA database [91] and we further obtained tRNA se-
quences from GtRNAdb [226]. We added one tRNA sequence per
codon to the set of putative snoRNA targets. The database of pu-
tative snoRNA targets thus consisted of the GRCh37 version of the
human genome assembly, augmented with rRNA, snRNA and tRNA
sequences.
4.2.2.2 Computational analysis of chimeric reads
Analogous to a previous study that developed a strategy to uncover
chimeric miRNA-target reads from Argonaute-CLIP data [69], we
here developed a method that uses snoRNA-specific information to
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identify snoRNA-target chimera in core snoRNP CLIP data sets. The
challenge is that the very low frequency of chimeric reads in CLIP
data sets and the short length of the snoRNA and target parts in
the typically short reads obtained from CLIP can lead to a high rate
of false positive chimeras, making it necessary to use additional in-
formation, such as the specific pattern of hybridization of the guide
RNA to the target.
4.2.2.3 Read selection
We carried out an initial annotation of CLIP data sets with the CLIPZ
web server [227], which provides as output genome-mapped reads
with their respective annotations, as well as the unmapped reads. Be-
cause we look for snoRNA-target interactions that take place within
the snoRNP complex, we expect that target sites are also captured on
their own in the core snoRNP CLIP, just as miRNA targets are cap-
tured in Argonaute-CLIP [176]. Thus, to reduce the search space, we
used clusters of at least 2 overlapping genome-mapped reads as puta-
tive target regions. To have sufficiently long snoRNA and target parts
in the chimeric reads, we only used unmapped reads longer than 24
nucleotides.
4.2.2.4 Detection of snoRNAs subsequences in unmapped reads
To speed up the identification of snoRNA subsequences within un-
mapped reads we first generated all possible sub-sequences of 12 nu-
cleotides in length (“anchors”) from all snoRNAs. We then searched
the unmapped reads for exact matches to any of these anchors and,
when a match was found, we carried out the local alignment of the
respective snoRNA to the unmapped read with the swalign python
package1 (parameters for a match = 2, mismatch = -5, gap opening =
-6, gap extension = -4). For each chimeric read we retained only the
snoRNA(s) with the best local alignment score. To evaluate the sig-
nificance of the alignment scores, we applied the same procedure to
shuffled reads. For most of the reads, the score of the alignment with
the snoRNA presumed to be contained in the read was much higher
compared to the score of aligning the snoRNA to a shuffled version of
the read (Figure S9A). Thus, as it appears that many unmapped reads
indeed contain snoRNA subsequences, we split chimeric reads into
the part that could be aligned to a snoRNA (the “snoRNA fragment”)
and the rest of the read (“putative target fragment”). All reads with
a putative target fragment of at least 15 nucleotides were considered
candidate chimeras which we analyzed further as described below.
1 https://pypi.python.org/pypi/swalign
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4.2.2.5 Annotation of putative target fragments extracted from chimeric
reads
The search space for putative target fragments consisted of CLIPed
sites as well as rRNA, snRNA and tRNA sequences, which we ex-
plicitly included because the reference genome assembly may not
contain all of the repetitive loci of these RNAs. As the PAR-CLIP
protocol yields reads in which C nucleotides are incorporated at the
sites of crosslinked U’s, before carrying out the mapping of the puta-
tive target fragments we generated single-point variants of the reads,
with one C nucleotide changed to a U [69]. For the mapping we
used Bowtie2 [228] in the local alignment mode with the follow-
ing command line parameters: -f -D100 -L 13 -i C,1 -score-min
C,30 -local -k 10. For reads that mapped to multiple genomic loci,
we checked whether at least one of these loci corresponded to a canon-
ical snoRNA target, rRNA or snRNA. If so, we kept only the canoni-
cal locus. Otherwise, we kept all putative target loci. The statistics for
each experimental data set can be viewed in Supplementary Table 1.
4.2.2.6 Training a model of snoRNA-target interaction
To better distinguishing bona fide snoRNA-target interactions cap-
tured in chimeras from false positives, we developed an additional
model as follows. We extracted putative target sites that were cap-
tured in multiple chimeras with the same snoRNA and had a PLEXY-
predicted energy of interaction [213] lower than -12 kcal/mol. From
the combined CLIP experiments we identified 362 such sites in the
28S and 18S ribosomal rRNAs. 67 of these are known to undergo
2’-O-ribose methylation (we called these ‘positives’), whereas for the
remaining 295 sites a modification is not so far known to occur (‘neg-
atives’). For each site we calculated the features described below and
trained a model to predict the class (‘positive’ or ‘negative’) of sites in
the 28S rRNA. We evaluated the performance of the model using the
the known modification sites on the 18S rRNA as true positives and
all other sites in the 18S rRNA as true negatives. As the performance
was high, we combined the two data sets and retrained a model for
the comprehensive identification of snoRNA-target interactions.
4.2.3 Feature definition and computation
4.2.3.1 Predicted energy of snoRNA-target interaction
PLEXY is a tool for the transcriptome-wide prediction of C/D box
snoRNA targets. It uses nearest-neighbor energy parameters to com-
pute thermodynamically stable C/D-box snoRNA - target RNA inter-
actions [213, 229], but applies additional rules to further reduce the
false positive rate. For each putative target fragment that mapped to
the database of putative targets (see section "SnoRNA and target sets")
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we extracted a 50 nucleotides long sequence centered on the target
part of the chimeric read, and calculated its interaction energy with
the snoRNA also identified from the chimeric read. PLEXY also as-
signs the position of the snoRNA-induced modification and we kept
this information for further analyses. To assess the value of the PLEXY
score in identifying bona fide interactions, we shuffled the snoRNA
associated with each target part in a chimeric read and repeated the
calculation.
4.2.3.2 Target site accessibility
Known snoRNA-target site interactions involve perfect base-pairing
of the nucleotides at the 3’ end of the anti-sense box, which is an-
chored at the D box. This interaction region defines the 5’ end of the
target site. Therefore, we defined the accessibility of the target region
as the probability that the 5’-anchored 21 nts-long region in the target
is in single stranded conformation within an extended region of 30
nucleotides upstream and 37 nucleotides downstream of 5’ end of the
putative site. We computed this value with CONTRAfold [143].
4.2.3.3 Nucleotide content of flanking regions
We defined the ‘Flanks A content’ as the proportion of adenines
within the 67 nts-long region defined above. We similarly computed
frequencies of other nucleotides. Because the frequency of adenines
was most predictive of true interaction sites (Figure S10) we only used
this feature in the model.
4.2.3.4 Model training
The histograms constructed separately for the positive and negative
sites in the 28S and 18S rRNAs indicated that the features described
above are informative for distinguishing positive from negative sites
(Figure 16) and we therefore trained a generalized linear model (GLM)
with the logit link function (logistic regression) using these features,
with the Statsmodels python library [148]. We built the model based
on all 18S rRNA and 28S rRNA sites. The code that we used to extract
putative snoRNA-target interactions from CLIP data can be obtained
from the github2 and additional information is available on the ac-
companying web site3.
4.2.3.5 Annotation of modification sites
We annotated the biotypes of the targets in which predicted modi-
fication sites resided based on the ENSEMBL version 75 [230] and
the RMSK table from University of California Santa Cruz genome
2 https://github.com/guma44/snoRNAHybridSearchPipeline
3 http://www.clipz.unibas.ch/snoRNAchimeras
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browser [231], for the repeat elements. From the known interactions
that we retrieved with our model from chimeric reads, we separately
extracted those that involve the anti-sense elements at the D and D’
boxes and constructed profiles of coverage of the corresponding snoR-
NAs by fragments from chimeric reads, relative to the position of the
D box. As shown in Figure S9B-C, the appropriate anti-sense elements
were captured preferentially in chimeric reads, although other parts
of the snoRNAs have also been ligated with some frequency to the
targets.
4.2.4 RiboMeth-seq
4.2.4.1 Preparation and sequencing of RiboMeth-seq libraries
The principle behind RiboMeth-seq is that nucleotides with a 2’-O-Me
ribose are resistant to alkaline hydrolysis. Thus, products of partial al-
kaline hydrolysis should not start or end at 2’-O-Me sites, leading to
an underrepresentation of these positions among read starts and ends.
The read starts and ends thus provide a negative image of the methy-
lation landscape [116]. We carried out RiboMeth-seq experiments in
HEK 293 cells, using either total RNA or poly(A)-enriched RNA from
either the nucleus or cytoplasmic fractions. We also carried out the
alkaline hydrolysis for different time intervals of 8, 14 or 20 minutes.
The samples that we prepared were as follows:
• RiboMethSeq_HEK_totalRNA_8min
• RiboMethSeq_HEK_totalRNA_14min
• RiboMethSeq_HEK_totalRNA_20min
• RiboMethSeq_HEK_polyARNA_8min
• RibomethSeq_HEK_cytoplasmic1_14min
• RibomethSeq_HEK_cytoplasmic2_14min
• RibomethSeq_HEK_nuclear1_14min
• RibomethSeq_HEK_nuclear2_14min
We extracted total RNA with TRI Reagent (Sigma) and prepared
the mRNA with the Dynabeads mRNA DIRECT Kit (Life Technolo-
gies), from HEK293 cells according to the manufacturer’s instructions.
For mapping of 2’-O-methyl sites in rRNA we used 1 µg of total
RNA as starting material. To explore the existence of 2’-O-methyl
sites in mRNAs, we used poly(A)-selected RNA (200ng). In both pro-
tocols, the RNA was partially degraded under alkaline conditions in
a sodium carbonate/bicarbonate buffer at pH 9.2 for 14 minutes and
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then put on ice. Samples were separated parallel to a low molecu-
lar weight marker ladder (10-100nt) on a 15% denaturing polyacry-
lamide gel for 1 hour at 1400 V and 20 W. The gel was stained with
GR Green nucleic acid stain (Excellgen) for 3 min and fragmented
RNA ranging from 20 to 40 nt was cut out from the gel and extracted
overnight in 0.4 M NaCl. The RNA was precipitated with 1 µl of co-
precipitant (GlycoBlue) in 75% ethanol at -20◦C for 2 hours and then
centrifuged at maximum speed for 10 min at 4◦C. The RNA pellet
was washed twice with 70% ethanol and air-dried. The pellet was dis-
solved in water, the RNA was dephosphorylated with FastAP alkaline
phosphatase (Thermo Scientific) at 37◦C for 30 min and the enzyme
was heat-inactivated at 75◦C for 10 min. Subsequently, the RNA was
phosphorylated with polynucleotide kinase (Thermo Scientific) in the
presence of 1 mM ATP at 37◦C for one hour and then extracted with
phenol-chloroform and precipitated in 80% ethanol, washed with 70%
ethanol twice and air-dried. The pellet was dissolved in 8 µl mix (4
µl H2O, 1 µl 10x truncated T4 RNA Ligase 2 buffer, 1 µl 100 uM
3’ rApp-adapter (5’ adenylated 3’ adapter, 5’-App-TGGAATTCTCG
GGTGCCAAGG-amino-3’), 2 µl 50% DMSO), denatured at 90◦C for
30 seconds and chilled on ice. Next, RNasin Plus RNase inhibitor
(Promega) and T4 RNA Ligase 2 truncated were added to a final
concentration of 2 U/µl and 30 U/µl, respectively, and the reaction
was incubated at 4◦C for 20 hours over night. The next day, 1 µl of
RT primer (100 µM; 5’-GCCTTGGCAC CCAGAGAATTCCA-3’) was
added (for quenching of remaining 3’ adapter molecules, preventing
adapter dimers ligation in the next step), the samples were heated
at 90◦C for 30 seconds, at 65◦C for 5 minutes, then placed on ice. A
5’-adapter ligation mix was then directly added to the sample (1.5 µl
10 mM ATP, 1µl 100 uM 5’ RNA Adapter RA5 (Illumina TruSeq RNA
sample prep kit), 1 µl T4 RNA Ligase 1 (20 U/µl), 0.5 µl RNasin Plus
RNase inhibitor (40 U/µl) and reactions were incubated at 20◦C for
1 h and 37◦ C for 30 minutes. The RNA was then directly reverse
transcribed in a 30 µl reaction by adding dNTPs to 0.5 mM, DTT to
5 mM, 1x SSIV buffer, RNAsin to 2 U/µl and 1 µl Superscript IV re-
verse transcriptase (Life Technologies). The sample was incubated at
50◦C for 30 min and inactivated at 80◦C for 10 min. 5 µl of the result-
ing cDNA was then used in a pilot polymerase chain reaction (PCR)
reaction. To this end, aliquots were taken from reactions at every sec-
ond cycle between 12 and 22 cycles and analyzed on a 2.5 % agarose
gel. The number of cycles causing a first visible amplification was
chosen for a large scale PCR (10 µl cDNA in a 100 µl reaction). The
PCR product was ethanol precipitated and run along a 20 bp marker
on a 9% non-denaturing polyacrylamide gel in TBE for 1 hour at 250
V, 20 W. The gel was dismantled and stained for three minutes with
GR Green. PCR products between 125 bp and 175 bp were cut out,
the gel piece was mashed and DNA was eluted overnight into 400
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µl of H2O. The supernatant was separated from the gel particles in
a SpinX filter column (Costar), NaCl was added to 0.4 M, DNA was
ethanol precipitated, the pellet washed in 75% ethanol and dissolved
in 20 µl H2O. Libraries were sequenced on an Illumina HiSeq-2500
deep sequencer (GEO accession GSE77024). Their summary can be
found in Supplementary Table 2.
4.2.4.2 Mapping of RiboMeth-seq reads
We obtained ~50 million reads for each of the RiboMeth-seq samples.
We removed adaptors with Cutadapt (–minimum-length 15, other pa-
rameters left with default values) [232] and mapped the reads with
STAR (parameters: -outFilterMultimapNmax 20
-outFilterMismatchNoverLmax 0.05 -scoreGenomicLengthLog2scale
0 -outSAMattributes All) [233] to a human GRCh37 assembly version-
based transcriptome composed of rRNAs, snRNAs, tRNAs and snoR-
NAs (see section SnoRNA and target sets) as well as to lincRNAs,
miscRNAs, and all unspliced protein coding genes (obtained from
GRCh37 version of ENSEMBL, http://grch37.ensembl.org/index.html
[230]).
4.2.4.3 Computation of the RiboMeth-seq score
For each target of interest such as the 18S rRNA, we calculated the
log2 normalized (to a total library size of 106 reads) profile of cleav-
age positions. We used separately the 5’ and 3’ ends of the reads, as
both ends are determined by alkaline hydrolysis. We then calculated
the angle defined by the log2 coverage values at positions -1, 0, and +1
for each position along the RNA. An angle of 180◦ indicates that the
frequency of cleavage at the three adjacent positions is identical, 0◦ in-
dicates that the central position has very high coverage compared to
the neighboring positions (and is therefore not protected from cleav-
age) and 360◦ indicates that the central position has no coverage (and
therefore it is protected from cleavage) compared to the neighboring
positions. As a RiboMeth-seq score we took the average angle com-
puted based on 5’ and 3’ read ends. We used a score threshold of
290◦ for predicting sites in individual RiboMeth-seq experiments, fa-
voring slightly recall over precision. Detailed statistics for individual
experiments can be found in Supplementary Table 2. Finally, we used
putative 2’-O-Me sites that had a score above the threshold in at least
one experiment and calculated their average score across the 7 experi-
ments. To determine a threshold for this average score and then com-
pute the PR curve and Matthews correlation coefficient, we included
among the positives the 19 sites that were did not score above the
threshold in any individual experiment, but are known to undergo
methylation. This resulted in a set of 105 known sites in the 18S and
28S rRNAs.
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4.2.5 Validation of 2’-O-methylation sites with RTL-P
Similar to the classic primer extension assays [234], the “Reverse Tran-
scription at Low deoxy-ribonucleoside triphosphate (dNTP) followed
by polymerase chain reaction” method (RTL-P, [235]) takes advan-
tage of the observation that cDNA synthesis through a 2’-O-Me nu-
cleotide is impaired when dNTPs are limiting. However, RTL-P is
simpler and more sensitive than primer extension assays. RTL-P con-
sists of a site-specific primer extension by reverse transcriptase at a
low dNTP concentration and a semi-quantitative PCR amplification
step, followed by agarose gel electrophoresis to obtain ratios of PCR
signal intensities. To increase sensitivity and reproducibility, we im-
plemented a real-time PCR (qPCR) step to facilitate the analysis of the
signal intensities (qPCR parameters and primer sequences are shown
in Supplementary Table 3).
4.2.6 Validation of 2’-O-methylation at G2435 in 28S with mass spectrom-
etry
The rRNA fragment isolation for mass spectrometry analysis (MS)
was adapted from [236]. The isolated fragment was treated with RNase
T1 to yield a specific digestion pattern and dephosphorylated prior to
LC-MS/MS analysis. As reference we used 11-nts long synthetic RNA
oligonucleotides identical in sequence to the 28S rRNA around the
G2435 site. 20 pmoles of the unmodified synthetic UCCUGAGAGAU
as well as the 2’-O-methylated synthetic variant UCCUG*AGAGAU
(the methylated G is indicated by *) were subjected to RNase T1 di-
gestion and dephosphorylation.
Samples were analyzed on a LTQ-Orbitrap Elite mass spectrome-
ter (Thermo Fisher Scientific) using a targeted LC-MS/MS workflow
as described recently [237]. UCCUG and UCCUG* specific MS as-
says were generated from the synthetic RNA oligonucleotides and
applied to all samples. Data analysis was carried out using the Qual
Browser tool of the Xcalibur software (version: 3.0.63). Full details of
the sample preparation and LC-MS/MS experiment are described in
Figure S11.
4.3 results
4.3.1 Crosslinking and immunoprecipitation of core snoRNPs captures
snoRNA-target site chimeras
Although miRNAs and snoRNAs differ entirely in their function,
they share the ability to guide ribonucleoprotein complexes to target
RNAs. Thus, by analogy with miRNAs [69], we hypothesized that
chimeric molecules, composed of snoRNAs and their targets, are cap-
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tured in CLIP experiments that target one of the core snoRNP pro-
teins. Therefore, we designed a method to identify snoRNA-target
chimeric reads from among the unmapped (to genome or transcrip-
tome) reads obtained in 6 photoreactive nucleoside-enhanced (PAR)-
CLIP experiments that targeted one of the NOP58, NOP56 and FBL
proteins. We found that on average, ~10% of the reads that were not
mapped to the genome or transcriptome had at least a 12-nt match to
a snoRNA. However, only for ~5% of these reads was the remaining,
putative target part of the read, longer than 15 nucleotides. Because
multi-family snoRNAs have very low expression in the HEK 293 cells,
most of the putatively chimeric reads yielded a high-scoring align-
ment to a single snoRNA, and only ~20% aligned to multiple snoR-
NAs. A summary of the data obtained in all of these experiments is
shown in Supplementary Table 1. To determine whether the apparent
snoRNA-target chimera do reflect real interactions, we randomized
the snoRNA assigned to each target fragment in the chimeras and
calculated the predicted energies of interaction of the real and ran-
domized pairs of molecules with PLEXY [213]. Although the interac-
tion energy predicted for the presumed chimeras was significantly
lower compared to randomized sequence pairs, the difference be-
tween the average PLEXY energies was relatively low (~1.2 kcal/mol,
Figure 17A). This indicated that that a more sophisticated approach
is needed to reliably identify snoRNA-target interactions from these
data, which likely contains a large number of false positives.
4.3.2 A model to identify high-confidence snoRNA-target chimeras
For training a model to predict snoRNA-target interactions, we se-
lected presumed snoRNA-rRNA chimeras with low predicted energy
of interaction (< -12 kcal/mol), separated them into those contain-
ing ‘positive’ target sites (known from previous studies) and those
containing ‘negative’ target sites (not known to undergo snoRNA-
guided methylation) and compared the distributions of features that
have been found to play a role in other small RNA-guided interac-
tions [1] between the two sets. The PLEXY interaction score [213] dis-
criminated best these two data sets (as shown in Figure 16A and D).
However, known snoRNA target sites also reside in structurally ac-
cessible regions (Figure 16B), rich in adenines (Figure 16C). We used
chimeric reads involving the 28S rRNA to train a generalized linear
model (GLM) based on these features and then tested the model on
chimeric reads involving the 18S rRNA. The area under the receiver
operating characteristic (ROC) curve was ~85%, the model being able
to recall 70% of the known interaction sites with 65% precision (Fig-
ure 16E,F). We then combined the sites in the 28S and 18S rRNAs,
retrained the model, and found that at a score threshold of 0.15 we
obtained good performance in predicting rRNA modification sites,
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Figure 16: Features that are relevant for the identification snoRNA-target
interactions based on chimeric reads. Distributions of (A) the interaction
energy calculated with PLEXY [213], (B) the target site accessibility calcu-
lated with CONTRAfold [143] and (C) the A nucleotide composition of the
neighborhood of positive (known) and negative (captured in chimeras but
unknown) snoRNA interaction sites. (D) Correlation between features used
for model training and the indicator function, taking the value of -1 for
negative and 1 for positive sites. (E) Receiver operating characteristic (ROC)
curve and (F) Precision-Recall (PR) curve constructed based on snoRNA tar-
get predictions in 18S rRNA with the model trained on 28S rRNA target
sites.
with a Matthews correlation coefficient (MCC) of ~0.75, precision of
0.75 and recall value of 0.74 (Figure 17B-D). Our predictions finally
consisted of putative interactions that were supported by chimeric
reads from at least 2 experiments and had a minimum score of 0.15.
For completeness, we have also predicted interactions in individual
data sets and show the overlap of sites obtained in pairs of experi-
ments in Figure S12.
4.3.3 Chimeric reads reveal novel C/D box snoRNA target sites within
structural RNAs
We applied the derived model to the full chimeric read data and iden-
tified 980 putative interactions, involving 852 unique target sites. We
focused on the snoRNA interactions with structural RNAs, includ-
ing not only the rRNAs, but also snRNAs, tRNAs and the snoRNAs
themselves. Only one of the 2’-O-Me sites in rRNAs that have been
mapped so far is is “orphan”, meaning that its guide snoRNA is un-
known. Our data indicates that this modification, located at position
A1383 in the 18S rRNA [238], is guided by SNORD30 (Figure 18A),
a snoRNA which was reported to guide the 2’-O-methylation at po-
sition A3804 in 28S rRNA [239]. The chimeric reads also revealed 35
potentially novel 2’-O-Me sites in rRNAs (13 in 18S rRNA, 21 in 28S
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Figure 17: Characterization of the model for inferring snoRNA-target inter-
actions from chimeric reads. (A) Empirical cumulative distribution function
of the interaction energy estimated with PLEXY between target fragment
and snoRNA found in the chimera (Real chimeras) or between target frag-
ment and a randomly assigned snoRNA (Shuffled snoRNA). P-value from
the Mann-Whitney U test is also shown. (B) Metrics illustrating the perfor-
mance of the method, as a function of the minimum average probability of
the considered sites from the 18S and 28S rRNAs across CLIP data sets. (C)
Precision-Recall curve for the method. (D) Matthews correlation coefficient
(MCC) as a function of the minimum average probability of the considered
sites and the derived optimal threshold.
rRNA and 1 in 5.8S rRNA), some of which were found in interac-
tion with multiple snoRNAs, thus corresponding to 40 novel interac-
tions. Eleven of the 40 interactions involve snoRNAs that have been
so far classified as “orphan” (Supplementary Table 4). As an exam-
ple, a snoRNA of unknown family (snoID_372) was found in three
experiments in interaction with the 28S rRNA (predicted energy of
interaction of -24.8 kcal/mol), in which it may guide the modifica-
tion at position 4953 (Figure 18B). Similarly, in two experiments we
found the recently uncovered snoID_0701 (family unknown) orphan
snoRNA, which has low but broad expression across tissues [224], in
a very stable (-28.2 kcal/mol) interaction with the 28S rRNA. This
snoRNA is predicted to guide the 2’-O-methylation at position U2756
(Figure 18C).
SnRNAs are also known targets of scaRNA-guided 2’-O-methylation.
Of the 9 such sites that are known, we were able to recover 4 over our
prediction threshold. Additionally, we identified chimeric reads of the
SNORD23, a snoRNA that is currently considered orphan, with the
U6 snRNA (Figure 18D) In previous work [222] we have studied the
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Figure 18: Schematic representation of snoRNA-target interactions that are
predicted based on chimeric reads from CLIP experiments. For each inter-
action the snoRNA sequence is shown at the top and the target sequence
at the bottom of the panel. ‘/’ indicates that only part of the sequence is
shown, for readability. Regions of both snoRNAs and targets that are repre-
sented in the chimeric reads are encompassed in blue boxes. Indicated are
also the presumed C/C’ and D/D’ boxes as well as the number of chimeric
reads supporting each of the interactions. PLEXY-predicted sites of 2’-O-
methylation are marked by ‘m*’ and the previously mapped site is labeled
with ‘m’.
methylation pattern of this snRNA by primer extension. We found
evidence of 2’-O-methylation at positions 60, 62 and 63 of U6, but not
at position 64, which is predicted to be modified as a result of the
interaction with SNORD23. Thus, the significance of this interaction,
supported by 11 reads in our data, remains to be determined.
Additionally, we identified 3 apparent interactions of snoRNAs
with other snoRNAs (SNORD5 with
SNORD56, SNORD50 with SNORD57 and SNORD34 with SNORD38A),
as well as an intra-molecular chimera of SNORD4B. The predictions
are summarized in Supplementary Table 4 and all alignments of pu-
tative chimeric reads to putative target sites and snoRNAs can be
viewed at CLIPz website4.
4.3.4 Redundant targeting of known sites of 2’-O-ribose methylation by
multiple snoRNAs
One of the main open questions in the snoRNA field concerns the
targets and functions of the 330 orphan snoRNAs, which belong to
219 families [224]. As mentioned in the introduction, some of these
snoRNAs are involved in pre-rRNA processing. Interestingly how-
ever, the chimeric read data shows that SNORD118, also known as
4 http://www.clipz.unibas.ch/snoRNAchimeras
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Figure 19: Similar to Figure 18, representation of the data supporting the
interaction of both SNORD80 and SNORD118 with the 28S rRNA, around
the known position of 2’-O-methylation at G1612.
U8, a snoRNA which is necessary for the proper maturation of 5.8S
and 28S rRNAs [216], interacts with the region of the 28S rRNA where
the SNORD80 was known to guide the modification of G1612. The ev-
idence for this interaction is very strong, chimeras having been cap-
tured in 6 distinct experiments (Figure 19). Although the base-pairing
between SNORD118 and the putative target site is not as extensive
as that of the SNORD80 snoRNA, it still includes 10 consecutive
base-pairs, two of which are G-U base pairs. This example suggests
that some snoRNAs are capable of interacting with sites whose 2’-
O-methylation is guided by other snoRNAs. We detected fragments
from 66 orphan snoRNAs in chimeric reads.
4.3.5 Identification of snoRNA-guided 2’-O-Me sites with RiboMeth-seq
Surprisingly, ~300 predicted interaction sites mapped to loci encod-
ing protein-coding genes. To evaluate whether these sites could un-
dergo 2’-O-methylation, we implemented a high-throughput version
of the recently developed RiboMeth-seq method [116]. To be able to
capture non-canonical targets, we carried out seven experiments, six
using total RNA, which contained both the canonical rRNAs targets
as well as other RNA species, and one using poly(A)+ RNAs, which
was thereby strongly enriched in mRNAs. Two of the total RNA sam-
ples were prepared from total cell lysate, two from the nuclear frac-
tion and two from the cytoplasmic fraction.
2’-O-Me sites were previously identified from RiboMeth-seq by
comparing the number of reads ending at a particular position in
the target with the average number of reads ending at the flanking
regions (“score A” in [116]). Reasoning that 2’-O-methylation of adja-
cent nucleotides is very rare and that 2’-O-Me positions should yield
much fewer cleavage events compared to the unmethylated adjacent
nucleotides, we here tested additionally another score. Specifically, at
each position of a target of interest (e.g. 18S rRNA), we evaluated the
shape (angle) of the trough defined by the log2 normalized read cov-
erage at the specific position and the immediately adjacent positions
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Figure 20: Analysis of RiboMeth-seq data. (A) Strategy for evaluating the
RiboMeth-seq data. The score was calculated based on the normalized
log2 coverage of a position and of its immediately adjacent neighbors by
RiboMeth-seq reads. A large score indicates stronger depletion of the po-
sition by 3/5‘ ends of reads and thus resistance to alkaline hydrolysis. (B)
Example of a normalized log2 coverage profile along 28S rRNA and calcu-
lated scores (Angle and Score A). With red dashed lines positions of known
2’-O-methylation sites are indicated. The red rectangles indicates regions
where no 2’-O-methylation has been mapped, which is also predicted by
the angle score but not by score A. (C) Example of Precision-Recall curves
obtained for the two scoring methods applied to rRNAs from the RiboMeth-
Seq_HEK_totalRNA_8min experiment. (D) Matthews correlation coefficient
(MCC) plot of average RiboMeth-seq score indicating the optimal angle
score.
(Figure 20A). We found that this score yields a higher precision com-
pared to the ‘score A’ proposed before [116] (Figure 20B and C) and
a very high Matthews correlation coefficient in classifying the sites
(Figure 20D).
Applying this method to the combined RiboMeth-seq data, we
identified 168 2’-O-Me sites, 80 of which were known. These included
32 out of the 45 known 2’-O-Me sites in 18S rRNA (71%), 44 out
of the 60 in 28S rRNA (73%), the known site at position 75 in 5.8S
rRNA, 2 sites in the U6 snRNA and one site in U1 snRNA. Figure 21
shows the location of previously known 2’-O-methylation sites in the
18S and 28S rRNAs, as well as the corresponding chimeric read and
RiboMeth-seq evidence that we obtained here for these rRNAs. The
88 novel sites were mostly located in canonical snoRNA/scaRNA tar-
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Figure 21: Location of snoRNA interaction sites and 2’-O-ribose methylation
in the (A) 18S and (B) 28S ribosomal subunits. 2’-O-Me positions that are
known from literature are shown as black bars. Interaction sites identified
from chimeric reads are shown as blue bars, with their associated probabili-
ties. The grey area indicates the score threshold that we used to extract the
high-confidence sites from chimeric reads. The locations of 2’-O-Me sites
identified with RiboMeth-seq are shown with red lines and dots.
gets - snRNA, rRNAs and tRNAs -, 34 being located in other RNA
species. Although both the chimeric read method and RiboMeth-seq
identified the majority of known 2’-O-Me sites, with comparable sen-
sitivity (70%), none of the 34 novel target sites in structural RNAs
that were found in chimeric reads had a RiboMeth-seq score above
the threshold.
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Figure 22: SNORD2-guided 2’-O-methylation of G2435 in the 28S rRNA (A)
Schematic representation of the predicted interaction, which is supported
by 28 chimeric reads (see also legend of Figure 18). (B) Confirmation of the
G2435 2’-O-methylation by RTL-P followed by agarose gel analysis and fol-
lowed by qPCR analysis. Error bars represent the standard deviation of the
mean, and the p-value of the t-test computed over 3 replicate experiments,
each with 3 technical replicates is indicated. (C) Targeted LC-MS/MS analy-
sis of UCCUG*, confirming the 2’-O-methylation at G2435. A synthetic RNA
oligonucleotide control (on top) and fragment A2416-G2461 from 28S rRNA
(at the bottom) were digested with RNase T1 and specific transitions mea-
sured by targeted mass spectrometry.
4.3.6 Position G2435 in the 28S rRNA, captured in interaction with SNORD2,
is partially methylated
To assess whether the limited sensitivity of RiboMeth-seq could be
a reason for the limited validation of sites that are reproducibly cap-
tured in chimeric reads, we investigated in depth the predicted SNORD2-
guided 2’-O-methylation of position G2435 in the 28S rRNA. This in-
teraction was captured in four CLIP experiments (Figure 22A).
We applied the recently published method “Reverse Transcription
at Low deoxy-ribonucleoside triphosphate concentrations followed
by polymerase chain reaction” (RTL-P) [235], which we then followed
with qPCR, to improve quantification. After showing that the method
yields the expected results on a positive (position A1031 in the human
18S rRNA) and a negative control (U1991 in 28S rRNA) (Figure S13),
we tested position G2435 in 28S rRNA. We found that the unanchored
MeU-RT primer yielded significantly less cDNA and hence PCR prod-
uct than the anchored MeA-RT primer at low dNTP concentrations
(Figure 22B), indicating that the site indeed carries a 2’-O-Me modifi-
cation.
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To unambiguously show that the RT stoppage at G2435 is due to
2’-O-methylation, we applied targeted mass spectrometry [237]. Fig-
ure 22C shows the extracted ion chromatograms of specific UCCUG*
fragments that were measured in 28S rRNA as well as in a control
sample. We manually checked the identities of the employed frag-
ments using the control sample (Figure S11A) and found that they
matched those obtained from the HEK rRNA (Figure S11B), confirm-
ing the presence of UCCUG* in the HEK sample. The LC-MS analysis
also identified the unmodified fragment UCCUG from HEK rRNA
(Figure S11C), albeit at a lower level than UCCUG* (Figure S11D).
These results show that the G2435 28S rRNA site identified among
the chimeric reads is predominantly 2’-O-methylated.
4.3.7 mRNAs captured in chimeras with snoRNAs do not show evidence
of 2’-O-methylation
Finally, we wondered whether some of the chimera-supported in-
teractions that did not reside in the typical snoRNA targets, partic-
ularly those annotated as being located in mRNAs, were also be-
low the sensitivity of RiboMeth-seq. We therefore applied RTL-P to
four mRNA-annotated sites, located in APP, CCDC93, DHFR, and
ZC3H12C transcripts, but did not find evidence of 2’-O-methylation
(data not shown).
4.4 discussion
High-throughput sequencing of samples prepared from cells that un-
derwent various treatments have enabled the characterization of tran-
scriptomes at ever increasing depth and resolution. This lead to the re-
alization that the non-coding transcriptome is as large as the protein-
coding fraction [240]. New members of all classes of RNAs, including
miRNAs and snoRNA have also been discovered [241, 242]. The large
number of novel molecular species increased the need for functional
characterization methods, ideally in high-throughput. The aim of our
study was to provide such methods for a specific class of non-coding
RNAs, the C/D-box snoRNAs.
We have combined two high-throughput approaches, the first aim-
ing to identify direct interactions between snoRNAs and targets and
the second to map sites of 2’-O-methylation transcriptome-wide. The
first approach is based on the observation that chimeric reads, result-
ing from the ligation of a guide RNA to its target by endogenous lig-
ases, are generated during CLIP [69]. Whether CLIP of core snoRNP
proteins can be used to identify snoRNA targets has not been inves-
tigated so far. Due to the low frequency of chimeric sequences (less
than a percent of the reads [69]), the large “background” of CLIP
[176], and the short length of the snoRNA and target fragments that
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are captured, a snoRNA-centric analysis, taking into account the spe-
cific base-pairing pattern of snoRNAs with targets, is necessary. We
found that a model that uses the predicted energy of interaction be-
tween the snoRNA and target, the accessibility of the target site and
the A nucleotide context of the regions flanking the putative site, can
identify over 70% of the known 2’-O-Me sites in rRNAs, with similar
specificity. The model assigns SNORD30 as guide for the “orphan”
A1383 site in the 18S rRNA, and identifies an interaction between
the SNORD118 snoRNA, so far known to be involved in pre-rRNA
processing [216], with G1612 in the 28S rRNA, whose methylation is
guided by SNORD80. The multi-copy nature of many of the ‘orphan’
snoRNAs, other homologies that they have in the genome, and the
presence of crosslinking-induced mutations in the CLIP data pose
substantial challenges to the identification of their targets and will
benefit from an increase in the length of the reads generated with
CLIP.
The model also predicted 40 novel interactions with rRNAs as well
as many outside of structural RNAs. To evaluate 2’-O-methylation
at these sites we implemented the RiboMeth-seq method [116]. Al-
though with this method we were able to recover the majority of
known methylation sites, we did not find support for 2’-O-methylation
of any novel sites in rRNAs. To determine whether these results are
partly due to the limited sensitivity of RiboMeth-seq, we used low-
throughput methods to evaluate 2’-O-methylation at position G2435
site in the 28S rRNA, which was supported by chimeric read data
from four experiments. Both RTL-P and mass spectrometry provided
evidence for 2’-O-methylation at this site. These data, as well as a
closer inspection of the RiboMeth-seq scores of this site in individ-
ual experiments, indicate that the site is only partially methylated.
The cause and consequences of partial methylation at rRNA sites will
be fascinating topics for future studies, as the evidence for partial
and cell type-specific methylation of rRNAs is mounting [220, 224].
Of note, the interaction of SNORD48 with C1868 in the 28S rRNA,
presumed to lead to the observed partial methylation of this site
[220] was also captured in our chimeric read data. Another possibil-
ity to consider is that the CLIP-derived chimera provide evidence for
snoRNA-rRNA interactions that are relevant for rRNA processing but
not 2’-O-methylation. Indeed, it has been proposed that the ancestral
function of snoRNAs was in rRNA processing, a function that is still
preserved in the U3, U8, U13, and U14 snoRNAs [211, 215–217, 243,
244]. Because the corresponding snoRNA-interacting sites may also
need to be structurally accessible and have low-energy interaction
with the snoRNAs, and because the D/D’ box sequences are short
and not perfectly conserved in sequence, our method may misclas-
sify these sites as 2’-O-methylation sites. Although PLEXY enforces
the snoRNA interaction with the target to take place close to already
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annotated D boxes and we do not expect such cases in our final list
of candidates, a careful inspection of the hybrids and chimeric read
alignments that we provide on the accompanying web site should
help identify them.
Although the chimeric read data suggested some interactions of
snoRNAs with mRNAs, we were not able to validate these with
RiboMeth-seq. This could be due to the much lower expression of
the mRNAs compared to rRNAs, which makes the reliable detection
of troughs in read coverage difficult. However, the RTL-P method
also failed to provide evidence of 2’-O-methylation at mRNA sites
(not shown). Thus, these sites may be the result of spurious ligation
events. Alternatively, the snoRNA interaction with these sites may
have other outcomes than 2’-O-methylation. Consistent with this hy-
pothesis, a recent study that analyzed globally RNA-RNA interac-
tions also found many interactions of snoRNAs with mRNAs and fur-
ther demonstrated a function of SNORD83B in controlling the level
of its target mRNAs [245].
Finally, RiboMeth-seq revealed a few high-confidence sites for which
we did not find any corresponding chimeric reads. The low rate of
capture of interactions in the chimeric reads may account for this
observation. Alternatively, the RiboMeth-seq-documented sites may
be resistant to alkaline hydrolysis for reasons other than 2’-O-Me.
Supporting this latter hypothesis, these sites are generally located
in rRNAs or snRNAs, molecules that are extensively modified and
highly structured. In contrast to the known modification sites in rRNAs,
which do not exhibit any nucleotide bias, the new sites recovered by
RiboMeth-seq show a strong G-bias (not shown). This could again
indicate that these sites are spurious or that modifications are intro-
duced at these sites by specific enzymes such as the transfer RNA
methyltransferase 7 protein [246]. Interestingly, a recent study re-
ported that G3771 in the 28S rRNA is 2’-O-methylated, guided by
SNORD15A. Although we also find strong evidence for the methyla-
tion of this site in our RiboMeth-seq data, we did not find chimeric
read evidence for SNORD15A acting as guide at this site. Rather, our
chimeric read data supports a previous prediction [11] that
SNORD15A guides the methylation at A3764 in the 28S rRNA.
Our study thereby provides computational methods that enable
the mapping of snoRNA-target interactions in high-throughput. We
believe that the application of these two complementary and high-
throughput approaches, namely interaction capture via CLIP-seq and
RiboMeth-seq will accelerate the accurate assignment of snoRNA guides
to already mapped as well as newly discovered sites of 2’-O-methylation
across cell types. This is especially relevant for studying the landscape
of rRNA modification, which seems to be much more dynamic than
anticipated, and for extending the study of snoRNA-guided methyla-
tion beyond species such as yeast and human.
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S U M M A RY
A vast body of work in the recent years has come to the conclu-
sion that the non-coding fraction of the transcriptome is as big as
the protein-coding fraction. This shifted the research focus from pro-
teins to non-coding RNAs to such an extent that sometimes, this pe-
riod it is referred to as the non-coding revolution. New members of
the existing families and totally new families of molecules are be-
ing constantly discovered. This rapid pace of discovery brings with
it the challenge of developing novel, high-throughput methods to
functionally characterize these new players. In this thesis I have dis-
cussed novel methods that I and other members of the group have
developed to identify targets of two important classes of small non-
coding RNAs: the miRNAs that regulate gene expression and the
snoRNAs that guide 2’-O-methylation of rRNAs. We approached this
problem using a wide variety of techniques that ranged from novel
high-throughput experimental techniques for which appropriate anal-
ysis methods had to be developed, to computational modelling.
Our new method to predict miRNA targets, MIRZA-G, incorpo-
rates several sequence and structure features of miRNA binding sites
together with a biophysical model of miRNA-target interaction into
an improved algorithm that can be used not only for miRNA target
prediction but also siRNA off-target searches. We have also demon-
strated that improved data sets of validated miRNA targets, as those
that can be obtained from CLIP experiments, further enable improve-
ments of the MIRZA model. And yet, the need for improvements in
small RNA target prediction approaches remains. In our model we
have used fairly understandable and interpretable miRNA-target in-
teraction features like energy of interaction, features of the structure
and sequence of the target and, as an effective parameter that cap-
tures a lot of unknowns, the degree of evolutionary conservation of
the putative target site. In the future, what we would most like to do
is the be able to replace this parameter with others, that are more di-
rectly reflecting the mechanism of miRNA-target interaction and that
derive from a better understanding of miRNA silencing mechanism.
As several groups are working in measuring the affinity of miRNA-
target interaction in high throughput, this aspect may be accessible in
the very near future. A second source of uncertainty in the accuracy of
miRNA-target interaction, that we currently do not take into account
in our models, is the cellular context in which the interaction takes
place. It is known that the transcriptome vastly differs between tis-
sues, as does the set and concentration of RNA-binding proteins that
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can promote or hinder the interaction of miRNAs with targets. Incor-
porating such information into models eg. tissue-specific transcript
isoform expression, relative concentration of RNA binding proteins
and knowledge about their sequence specificity is expected to greatly
enhance the prediction of miRNA targets [160]. Applying our miRNA
target prediction method to the interpretation of siRNA screening re-
sults is promising, and is one of the directions of work in the lab. A
server for predicting off-targets of siRNAs would probably of use to
the community as well. The server could be used to predict targets of
newly discovered miRNAs, although at the moment, computing all
the features that go into the construction of the model, in particular
the degree of evolutionary conservation and the accessibility of the
target site are quite time consuming, and not easy to do ‘on-line’.
Although a lot of efforts were made to decipher the functions and
mechanisms of snoRNAs by many scientists, there are still various
open questions awaiting to be answered. One of the most obvious
ones is to find the targets of the highly expressed and brain-specific
snoRNAs, like SNORD116, whose lack of expression leads to the
Prader-Willi Syndrome [107–109]. A related question is whether the
currently orphan snoRNAs have other, non-canonical, functions; do
they really influence alternative splicing or are they processed into
smaller RNAs and act as miRNAs as have been proposed [98, 247,
248]? Attempting to find answers to these questions we have com-
bined two high-throughput approaches, PAR-CLIP, which
yields chimeric that reveal direct interactions between snoRNAs and
their targets, and RiboMeth-seq, which enables the mapping of 2’-O-
methylations genome-wide. Our aim was to build the tools that in the
future will help us investigate more deeply unexpected roles of snoR-
NAs and take a step into global analysis of snoRNAs interactions, in-
cluding interactions that do not obviously result in 2’-O-methylation.
We have identified many novel canonical 2’-O-methylation sites that
were supported by chimeric reads. Additionally, we have shown that
many of the snoRNAs previously considered orphan can be found
within chimeras with known 2’-O-methylation sites, showing a sub-
stantial redundancy in targeting. We have demonstrated that most
of the high confidence non-canonical target sites found in chimeric
reads are not detected to be methylated suggesting another role for
snoRNAs interacting with mRNAs. It is important to mention that
our experiments were performed in HEK cells, therefore the detected
sites might be specific to this cell type. It is highly probable that the
pattern of 2’-O-methylation changes during development and/or cell
type. This can significantly contribute to the cell identity and have in-
fluence on carcinogenesis as it is known that snoRNAs could be dys-
regulated in the different cancers (Jojani et al. submitted). Recently, it
has been realized that the ribosomes itself are not so static and they
can occur in the cell in many flavours differing in eg. protein content
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[104]. It is likely that differences in 2’-O-methylation and other rRNA
modifications can contribute to this phenomenon known as ribosome
heterogeneity. These hypotheses could be answered in the future with
the techniques we established in this thesis.
Although they are small, non-coding RNAs play important roles
in biology, which have been underscored recently by the discovery of
many new small RNAs. They participate in almost, if not all, cellular
processes. We hope that with the techniques and insights established
here we brought the community a little step further in the under-
standing and appreciation of these fascinating molecules and that we
provided helpful tools to make further progress possible.
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Supplementary Figure S1: Empirical cumulative distribution function of
MIRZA target quality scores for canonical (green) and non-canonical (blue)
miRNA binding sites. The binding sites were obtained with Argonaute 2
crosslinking and immunoprecipitation interactions and binding sites of in-
dividual miRNAs were predicted with the MIRZA method [59].
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Supplementary Figure S2: Comparison of the down-regulation of targets
predicted with models that either used RNAup or CONTRAfold to estimate
target site accessibility upon miRNA transfection. Both models were trained
as described in the Methods section on the ‘training set’ of miRNA transfec-
tion data and were then tested on the ‘test’ set of experiments. Y-axis shows
log2 fold-changes.
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Supplementary Figure S3: Optimization of scaling factor (K) used to score
individual sites and threshold (τ) used to compute gene-level scores. Predic-
tions were made using individual K-τ pairs, the median down-regulation
as a function of the number of top predictions considered was computed,
and then the total down-regulation over the entire range of targets (‘AUC’)
was calculated. The optimal values of the parameters were considered those
that lead to predictions with the strongest overall down-regulation and were
highlighted in green.
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Supplementary Figure S4: Comparative evaluation of the performance of
various models in predicting protein down-regulation following miRNA
transfection. Variants of the MIRZA-G model are described in Table 2. The
other tested models are TargetScan Context+, TargetScan PCT, DIANA-
microT (the newest version), and miRanda-mirSVR (the most conservative
predictions). Y-axis shows log2 fold-changes.
Supplementary Figure S5: Comparison of performance of the different
models in predicting off-targets of siRNAs from the Birmingham et al. [22]
(A) and Jackson et al. [23] (B) studies. Only siRNAs that did not share 6 or
more nucleotides in the seed region with a known miRNA were used. Y-axis
shows log10 fold-changes.
mirza-g supplemenary materials 83
100 200 300 400 500
Number of top predictions
0.07
0.06
0.05
0.04
0.03
0.02
0.01
0.00
0.01
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
hsa-siRNA-C14
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TS Context+
DIANA-microT
100 200 300 400 500
Number of top predictions
0.08
0.06
0.04
0.02
0.00
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
hsa-siRNA-M4
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TS Context+
DIANA-microT
100 200 300 400 500
Number of top predictions
0.08
0.06
0.04
0.02
0.00
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
hsa-siRNA-M3
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TS Context+
DIANA-microT
100 200 300 400 500
Number of top predictions
0.08
0.06
0.04
0.02
0.00
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
hsa-siRNA-M2
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TS Context+
DIANA-microT
100 200 300 400 500
Number of top predictions
0.06
0.05
0.04
0.03
0.02
0.01
0.00
0.01
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
hsa-siRNA-M1
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TS Context+
DIANA-microT
100 200 300 400 500
Number of top predictions
0.04
0.03
0.02
0.01
0.00
0.01
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
hsa-siRNA-G4
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TS Context+
DIANA-microT
100 200 300 400 500
Number of top predictions
0.10
0.08
0.06
0.04
0.02
0.00
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
hsa-siRNA-G41
100 200 300 400 500
Number of top predictions
0.12
0.10
0.08
0.06
0.04
0.02
0.00
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
hsa-siRNA-C4
100 200 300 400 500
Number of top predictions
0.08
0.06
0.04
0.02
0.00
M
ed
ia
n 
lo
g 
fo
ld
-c
ha
ng
e
hsa-siRNA-C2
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetScan Context+
DIANA-microT-v3
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetScan Context+
DIANA-microT-v3
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetScan Context+
DIANA-microT-v3
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetSca  Context+
DIANA-microT-v3
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetSca  Context+
DIANA-microT-v3
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetSca  Context+
DIANA-microT-v3
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetSca  Context+
DIANA-microT-v3
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetSca  Context+
DIANA-microT-v3
MIRZA-G
MIRZA-G-C
seed-MIRZA-G
seed-MIRZA-G-C
TargetSca  Context+
DIANA-microT-v3
A B C
D E F
G H I
Supplementary Figure S6: Performance comparison of various models on
individual siRNA transfections (siRNAs labeled on the top of each panel)
from the Birmingham et al. [22] dataset. Y-axis shows log10 fold-changes.
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Supplementary Figure S7: Performance comparison of various models on
individual siRNA transfections (siRNAs labeled on the top of each panel)
from the Jackson et al. [23] dataset. Y-axis shows log10 fold-changes.
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Supplementary Figure S8: Correlation between the z-score of an siRNA in
the TGF-screen and the average score that our model assigns to the interac-
tion of core components of the TGF-β pathway (TGFBR2, TGFBR1, SMAD2
and SMAD4) with the siRNA.
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Supplementary Figure S9: (A) Distribution of the Smith-Waterman score of
the alignment between known snoRNAs and unmapped reads obtained in
the experiment, as well as shuffled versions of the unmapped reads. Real
sequences are enriched in matches to snoRNAs compared to randomized
sequences. (B-C) Coverage profiles of snoRNAs that guide a known 2’-O-
methylation through only one of their anti-sense boxes located either at the
D box (B) or at the D’ box (C), by fragments found in chimeric reads. For
each snoRNA the profile was normalized such that the integral of the read
density was 1, and then the normalized read density profiles were cumu-
lated over the snoRNAs. For snoRNAs whose guide sequence is located at
the D’ box, only snoRNAs that were long enough to cover all the positions
indicated in the figures were used.
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Supplementary Figure S10: Absolute value of t-statistic obtained in compar-
ing the frequency of individual nucleotides in flanking regions (30 nts up-
stream/downstream) of chimeric read-supported-sites (7 nt sites anchored
at the 5’ end by the nucleotide hybridizing with the snoRNA nucleotide
immediately upstream of the D box) where 2’-O-methylation is known and
not known, respectively, to take place.
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Supplementary Figure S11: Targeted LC-MS/MS analysis of the G2435 site
in 28S rRNA (A) MS/MS spectra of the UCCUG* fragment acquired from
a synthetic RNA oligonucleotide control and (B) from the 28S rRNA A2416-
G2461 fragment. MS/MS fragments generated after collision induced disso-
ciation were manually assigned and are indicated.
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Supplementary Figure S11: These assigned and specific fragments were
selected as transitions for targeted LC-MS/MS analysis. (C) Targeted LC-
MS/MS analysis of the unmodified UCCUG confirms the presence of un-
methylated G2435 in 28S rRNA. (D) Targeted LC-MS/MS analysis shows
that G2435 is predominantly 2’-O-methylated in the HEK293 sample. The
LC-MS/MS experiment was performed as follows. 1.5 nmoles of a synthetic
oligodeoxynucleotide (CTT CGG AAC GGC GCT CGC CCA TCT CTC AGG
ACC GAC TGA CCC ATG T) complementary to A2416-G2461 of 28S rRNA
were incubated with 150 µg of total RNA isolated from HEK 293 cells in 0.3
volumes of hybridization buffer (250 mM HEPES, 500 mM KCl at pH 7) in
75 µl total volume. The mixture was incubated for 5 min at 90°C and then
allowed to hybridize during slow cooling to 45°C over 2.5 h. Mung bean nu-
clease buffer was added to a final concentration of 50 mM NaOAc (pH 5) at
25°C, 30 mM NaCl, and 1 mM ZnCl2 together with 60 units of mung bean
nuclease (New England Biolabs) and 1.5 µg of RNase A (Sigma-Aldrich), fol-
lowed by a 60-min incubation at 35°C. The reaction was phenol/chloroform-
extracted and the RNA:DNA hybrid was ethanol-precipitated. The precip-
itate was redissolved in a 1X formamide-gel loading buffer. The specific
rRNA sequence was purified using a 12% polyacrylamide gel containing
7M urea. The bands were visualized by SYBR Gold Nucleic Acid Gel Stain
(Thermo Fisher Scientific). The excised rRNA fragment was eluted overnight
at 4°C in 2 M NH4Ac (pH 5.3). The RNA was precipitated from the eluate
by adding 1 volume of ethanol and 1 volume of isopropanol. The pellet was
dissolved in 12 µl H20 and 40 units of RNase T1 and digested at 37°C for
3.5 h. The sample was dephosphorylated by adding of 1.5 µL of alkaline
phosphatase buffer (0.5 M Tris-HCl, 1 mM EDTA at pH 8.5 and 20°C) and
0.2 units of FastAP Thermosensitive Alkaline Phosphatase (Thermo Fisher
Scientific) and incubating at 37°C for 45 min. The samples were purified
on C18 Microspin columns (The Nest Group, Inc.) according to manufactur-
ers, dried under vacuum and subjected to LC-MS analysis. 1 pmol of RNA
oligos of each sample were subjected to LC–MS analysis using a dual pres-
sure LTQ-Orbitrap Elite mass spectrometer connected to an electrospray ion
source (both Thermo Fisher Scientific) as described recently [249] with a few
modifications. In brief, RNA oligo separation was carried out using an EASY
nLC-1000 system (Thermo Fisher Scientific) equipped with a RP-HPLC col-
umn (75µm × 30cm) packed in-house with C18 resin (ReproSil-Pur C18–AQ,
1.9µm resin; Dr. Maisch GmbH, Ammerbuch-Entringen, Germany) using a
linear gradient from 95% solvent A (0.15% formic acid, 2% acetonitrile) and
3% solvent B (98% acetonitrile, 0.15% formic acid) to 20% solvent B over
40min at a flow rate of 0.2µl/min.
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Supplementary Figure S11: The data acquisition mode was set to obtain one
high resolution MS scan in the FT part of the mass spectrometer at a reso-
lution of 240000 full width at half-maximum (at m/z 400) followed by tar-
geted MS/MS scans in the linear ion trap of UCCUG (m/z = 753.619, 780.07
(adduct)) and UCCUG* (m/z = 760.627, 811.05 (adduct)). The ion accumula-
tion time was set to 300ms (MS) and 200ms (MS/MS). The collision energy
was set to 35%, mass selection window was set to 2Th and one microscan
was acquired for each spectrum. AGC settings were 3E4 for MS2 scans and
1E6 for MS1 scans. Data analysis was carried out using the Qual Browser
tool of the Xcalibur software (version: 3.0.63). RNA oligo precursor and frag-
ment monoisotopic masses were calculated using the Mongo Oligo Mass
Calculator v2.06 (http://mods.rna.albany.edu/masspec/Mongo-Oligo).
Supplementary Figure S12: Intersection of interactions (over the threshold
probability 0.15) captured in chimeras in pairs of CLIP experiments. The ma-
trix shows the fraction of common interactions and the numbers in paren-
theses correspond to the number of interactions above the threshold in each
experiment.
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Supplementary Figure S13: Positive and negative controls for RTL-P (A)
Detection of known Am1031 in 18S rRNA by RTL-P followed by agarose
gel analysis (B) and qPCR analysis. (C) Negative control: Absence of 2’-O-
methylation in U1991 28S rRNA is demonstrated by qPCR analysis.
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