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THE SPARSE T1 THEOREM
MICHAEL T. LACEY AND DARI´O MENA ARIAS
Abstract. We impose standard T1-type assumptions on a Caldero´n-Zygmund operator T , and
deduce that for bounded compactly supported functions f, g there is a sparse bilinear form Λ so
that
|〈Tf, g〉| . Λ(f, g).
The proof is short and elementary. The sparse bound quickly implies all the standard mapping
properties of a Caldero´n-Zygmund on a (weighted) Lp space.
1. Introduction
We recast the statement of the T 1 theorem of David and Journe´ [6], replacing the conclusion that
the operator T admits a quantitative bound on its L2-norm, with the conclusion that T admits a
quantitative sparse bound. From the sparse bound, one can quickly derive a wide range of (weighted)
Lp type inequalities for T . That is, the theory devoted to deriving these properties for T can be
replaced by the much simpler approach via sparse operators.
We say that an operator T is a Caldero´n-Zygmund operator on Rd if (a) it is bounded on L2, (b)
there is a kernel K(x, y) : Rd × Rd \ {(x, x) : x ∈ Rd} → R so that for functions functions f, g
smooth, compactly supported, have disjoint closed supports,
BT (f, g) = 〈Tf, g〉 =
∫ ∫
K(x, y)f(y)g(x) dydy.
(c) For some constant KT , the kernel K(x, y) satisfies
|K(x, y)| ≤
KT
|x− y|
, x 6= y ∈ Rd,
|K(x, y)−K(x′, y)| < KT
|x− x′|η
|x− y|d+η
, 0 < 2|x− x′| < |x− y|.
And, the same condition with the roles of x and y reversed. Above, η > 0 is a fixed small constant.
A sparse bilinear form Λ(f, g) is defined this way: There is a collection of cubes S, so that for each
S ∈ S, there is an ES ⊂ S so that (a) |ES | > c|S|, and (b) ‖
∑
S∈S 1ES‖∞ ≤ c
−1. Then, set
Λ(f, g) =
∑
S∈S
〈f〉S〈g〉S |S|,
where 〈f〉S = |S|−1
∫
S
f(x) dx. Here, we will not focus on the role of the constant 0 < c <
1, and remark that many times it is assumed that the sets ES being pairwise disjoint, that is
‖
∑
S∈S 1ES‖∞ = 1.
Research supported in part by grant NSF-DMS-1600693.
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Our generalization does not affect the outlines of the theory, and makes some arguments somewhat
simpler.
It is very useful to think of Λ(f, g) as a positive bilinear Caldero´n-Zygmund form. In particular, all
the standard inequalities can be quickly proved for Λ. And, for weighted inequalities, it is easy to
derive bounds that are sharp in the Ap characteristic.
Our formulation of the T 1 theorem considers the usual L1 testing condition on T , phrased in bilinear
language.
Theorem 1.1. Suppose that T is a Caldero´n-Zygmund operator on Rd, and moreover there is a
constant T so that for all cubes Q and functions |φ| < 1Q, there holds
(1.2) |BT (1Q, φ)|+ |BT (φ,1Q)| ≤ T|Q|.
Then there is a constant C = C(KT ,T, d, η) so that for all bounded compactly supported functions
f, g, there is a sparse operator Λ so that
(1.3) |BT (f, g)| < CΛ(|f |, |g|).
The proof is elementary, using (a) facts about averages and conditional expectations; (b) random
dyadic grids as a convenient tool to reduce the complexity of the argument; (c) orthogonality of
martingale transforms, and the most sophisticated fact (d) a sparse bound for a certain bilinear
square function, with complexity, detailed in Lemma 4.5. In addition, the testing condition (1.2)
appears solely in the construction of the stopping times. The proof is carried out in §3. There are
many terms, organized so that there is one crucial term, in §3.2. Almost all of the remaining cases
use standard off-diagonal considerations, and the simple argument to prove the sparse bound for a
martingale transform. This is detailed in §4.
The consequences of the sparse bound (1.3) are:
(1) The weak type (1, 1) inequality, and the Lp inequalities, for 1 < p < ∞. These hold with
the sharp dependence upon p. To wit, using ‖M : Lp 7→ Lp‖ . p′ = pp−1 , we have
Λ(f, g) =
∫ ∑
S∈S
〈f〉S〈g〉S1S dx .
∫ ∑
S∈S
〈f〉S〈g〉S1ES dx
≤
∫
Mf ·Mg dx ≤ ‖Mf‖p‖Mg‖p′ . p · p
′‖f‖p‖g‖p′.
(2) The weighted version of the same, relative to Ap weights. The dependence upon the Ap
characteristic is sharp, for 1 < p < ∞, and the best known for the case of p = 1. See the
arguments in [17].
(3) The exponential integrability results of Karagulyan [12, 19].
Our statement of the T 1 theorem follows the ‘testing inequality’ approach of the Sawyer two weight
theorems [20,21], and the statement in Stein’s monograph [22]. Our approach is a descendant of the
radically dyadic approach of Figuel [8], further influenced by the martingale approach of Nazarov-
Treil-Volberg [18]. (Also see [10].) Our use of the stopping cubes follows that of the proof of the
two weight Hilbert transform estimate [15].
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The bound by sparse operators has been an active and varied recent research topic. It had a remark-
able success in Lerner’s approach to the A2 bound [17], which cleverly bounded on the weighted
norm of a Caldero´n-Zygmund by a the norm of a sparse operator. The pointwise approach first
established in [3], with a somewhat different approach in [13]. The latter approach has been studied
from several different points of view [2,7,16,23]. The form approach used here, is however successful
in settings where the pointwise approach would fail, most notably the setting of the bilinear Hilbert
transform [4], Bochner Riesz multipliers [1], and oscillatory singular integrals [14]. The interested
reader can consult the papers above for more information and references.
This paper proves the sparse bound without appealing to any structural theory of Caldero´n-Zygmund
operators such as boundedness of maximal truncations, which is the approach started in [13]. The
other prominent structural fact one could use is the Hyto¨nen structure theorem [9]. This is the
approach followed by Culiuc-Di Plinio-Ou [5] also using bilinear forms. They show that this approach
has further applications to the matricial setting, avoiding difficulties for the pointwise approach in
this setting.
2. Random Grids
All the proofs here will use Hyto¨nen’s random dyadic grids from [9]. Recall again, that the standard
dyadic grid in Rd is
D0 :=
⋃
k∈Z
Dk, Dk :=
{
2k
(
[0, 1)d +m
)
: m ∈ Zd
}
.
For a binary sequence ω := (ωj)j∈Z ∈
(
{0, 1}d
)Z
we define a general dyadic system by
Dω :=
{
Q∔ ω : Q ∈ D0
}
,
where Q ∔ ω = Q +
∑
j:2−j<ℓQ 2
−jωj. We consider the standard uniform probability measure on
{0, 1}d, that is, it assigns 2−d to every point. We place on ω, the probability measure P, the
corresponding product measure on
(
{0, 1}d
)Z
. This way, we can see (Dω) as a collection of grids
with a random set of parameters ω. For every ω, these dyadic grids satisfy the required properties,
namely
(1) For P,Q ∈ Dω, P ∩Q ∈ {P,Q, ∅}.
(2) For fixed k ∈ Z, the collection Dωk =
{
Q ∈ Dω : ℓQ = 2−k
}
partitions Rd.
Definition 2.1 (Good-bad intervals). Let 0 < γ < 1 and a positive integer r such that r ≥ (1−γ)−1.
We say that Q ∈ Dωk is r-bad, if there is an integer s ≥ r, and a choice of coordinate, so that the
vectors
ωk+⌊(1−γ)s⌋, ωk+⌊(1−γ)s⌋+1, . . . , ωk+s ∈ {0, 1}
d,
all agree in that one coordinate. If Q is not r-bad, then it is called r-good.
From now on, we are going to omit the dependence on r, and we will refer to the cubes as only good
or bad. The following lemmas are well known.
Lemma 2.1. If Q is good, then for any cube P with 2rℓQ < ℓP we have
dist(Q, ∂P ) & (ℓQ)γ(ℓP )1−γ ,
where the implied constant is absolute.
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Lemma 2.2. Fix 0 < γ < 1 and r > γ−1, then, there is a constant Cd such that
P(Q is good) ≥ 1− Cdγ
−12−γr.
For an arbitrary dyadic grid Dω, every function f ∈ L2(Rd) admits an orthogonal decomposition
f =
∑
Q∈Dω
∆Qf.
Given a dyadic grid Dω, we define the good and bad projections as
P badω f :=
∑
Q∈Dω
Q is bad
∆Qf, P
good
ω f :=
∑
Q∈Dω
Q is good
∆Qf.
The following lemma says that in average, the bad projections tend to be small.
Lemma 2.3. For all 1 < p <∞ there is an ǫp > 0 such that for all 0 < γ < 1 and r > γ−1 we have
Eω‖P
bad
ω f‖
p
Lp . 2
−ǫpr‖f‖pLp.
Using this lemma, we can prove that it is enough to estimate bounds only for good functions, in the
following sense
Lemma 2.4. Let 1 < p < ∞. If T : Lp 7→ Lp is a bounded operator. If 0 < γ < 1 is fixed and
r > C(1 + log 1γ ), then
‖T : Lp 7→ Lp‖ ≤ 4M,
where M is the best constant in the inequality
Eω |
〈
TP goodω f, P
good
ω g
〉
| ≤M‖f‖Lp‖g‖Lp′ .
3. The Proof of the Sparse Bound
As a consequence of Lemma 2.4, it is enough for the remainder of the argument to show this: There
is a choice of constant C > 1, so that for all f and g compactly supported, and almost all grids Dω,
there is a sparse operator Λ = Λf,g,Dω , so that
(3.1) |〈TP goodf, P goodg〉| ≤ CΛ(|f |, |g|).
In view of the Lemma 4.7, the random sparse operator above can be replaced by a deterministic
one. Averaging over choices of grid will complete the proof.
Almost all random dyadic grids have the property that the functions f, g are supported on a single
good dyadic cube. And, hence, on a sequence of dyadic cubes which exhaust Rn. This fact and
goodness are the only facts about random grids utilized, so we suppress the ω dependence below.
The inner product in (3.1) is expanded
(3.2) 〈TP goodf, P goodg〉 =
∑
P∈D
P is good
∑
Q∈D
Q is good
〈T∆P f,∆Qg〉.
We will further only consider the case of ℓP ≥ ℓQ, the reverse case being addressed by duality. The
fact that P and Q are good will be suppressed, but always referenced when it is used. And, by
Q ⋐ P we will mean that Q ⊂ P and 2rℓQ ≤ ℓP . Goodness of Q then implies that
(3.3) dist(Q, skelP ) ≥ (ℓQ)ǫ(ℓP )1−ǫ,
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where skelP is the union of ∂P ′, where P ′ is a child of P . We will likewise suppress the role of the
dyadic grid in our notation.
As just mentioned, the two functions f, g are supported on a single good cube P0 ∈ D, which we
can take to be very large. Therefore, we can restrict the sum in (3.2) to only cubes P,Q ⊂ P0. The
bound we obtain will be independent of the choice of P0. The sum we consider is then broken into
several subcases.∑
P : P⊂P0
∑
Q : Q⊂P0
ℓP≥ℓQ
〈T∆P f,∆Qg〉
=
∑
P : P⊂P0
∑
Q : Q⋐P
〈T∆P f,∆Qg〉 (inside)(3.4)
+
∑
P : P⊂P0
∑
Q : 2rℓQ≤ℓP
Q⊂3P\P
〈T∆P f,∆Qg〉 (near)(3.5)
+
∑
P : P⊂P0
∑
Q : ℓQ≤ℓP
Q∩3P=∅
〈T∆P f,∆Qg〉 (far)(3.6)
+
∑
P : P⊂P0
∑
Q : ℓQ≤ℓP≤2rℓQ
Q∩3P 6=∅
〈T∆P f,∆Qg〉. (neighbors)(3.7)
3.1. Stopping Cubes. We define a sparse collection S of stopping cubes, and associated stopping
values in the following way: Add P0 to the collection S, and set σf (P0) = 〈|f |〉P0 , and similarly for
g. In the recursive stage of the construction, for minimal S ∈ S, define three sets
• F 1S =
⋃
{S′ ∈ D(S) : 〈|f |〉S′ > C0σf (S), S
′ maximal } .
• F 2S =
⋃
{S′ ∈ D(S) : 〈|g|〉S′ > C0σg(S), S
′ maximal } .
• F 3S =
⋃
{S′ ∈ D(S) : 〈|T1S|〉S′ > C0T, S′ maximal } .
Let FS = F
1
S ∪F
2
S ∪F
3
S , and FS be the family of dyadic components of FS . The weak-type bound for
the dyadic maximal function and the testing condition (1.2) implies that there exists C0 big enough,
such that |FS | <
1
2 |S|. Recursively, add, every FS to the collection S to form a sparse collection.
We set P σ to be the smallest stopping cube S that contains P . And we set Qτ to be the smallest
stopping cube S such that Q ⋐ S. The Haar projection associated to S is ΠSg =
∑
Q : Qτ=S ∆Qg.
3.2. The Inside Terms. We turn our attention to the main term, that of (3.4), for which there
are three subcases. The argument of T is ∆P f , which we write as
∆P f = ∆P f1P\PQ + 1PQ∆P f
= ∆P f1P\PQ + 〈∆P f〉PQ ·
{
1S − 1S\PQ S = Q
τ ⊃ PQ
1S + 1PQ\S S = Q
τ ( PQ
(3.8)
where Q ⋐ P , and PQ is the child of P that contains Q.
5
SPARSE T1 LACEY AND MENA
First Subcase. Control the first term on the right in (3.8) by off-diagonal considerations. Central
to all of these off-diagonal arguments are the class of forms Bu,v defined in (4.1), which are in turn
bounded by Lemma 4.5.
Since Q is a good cube, the inequality (3.3) holds: That is Q is a long way from the skeleton of P .
By (4.10), we have
|〈T (∆P f1P\PQ),∆Qg〉| . Pη(∆P f1P\PQ)(Q)‖∆Qg‖1
. [ℓQ/ℓP ]η
′
〈|∆P f |〉P ‖∆Qg‖1.
Using the notation of (4.1), for integers v ≥ r, we have∑
P
∑
Q : Q⊂P
2vℓQ=ℓP
|〈T (∆P f1P\PQ),∆Qg〉| . 2
−η′vB0,v(f, g)
and by Lemma 4.5, this is in turn dominated by a choice of sparse form. Sparse forms are again
dominated by a fixed form. We can sum this estimate over v ≥ r, so this case is complete.
Second Subcase. We turn attention to the second term in (3.8), in which we have 〈∆P f〉PQ1S . This
is the most intricate step, in that we combine several elementary steps. The bound we prove is
uniform over a choice of S ∈ S. Namely,∣∣∣ ∑
Q : Qτ=S
∑
P : Q⋐P
〈T (∆P f · 1S),∆Qg〉
∣∣∣ . 〈|f |〉S〈|g|〉S |S|(3.9)
This is the one point in the argument in which the implied constant depends upon the testing
constant T in (1.2).
For each cube Q with Qτ = S, define ǫQ by
(3.10) ǫQ 〈|f |〉S :=
∑
P∈D, Q⋐PQ
〈∆P f〉PQ .
By the first stopping condition, corresponding to the control of the averages of f , {ǫQ}Q∈D is
uniformly bounded. In particular, this operator is a martingale transform.
ΠǫSg =
∑
Q : Qτ=S
εQ∆Qg.
We make the following observation about the second stopping condition, corresponding to the control
of the averages of g. Setting a conditional expectation on S to be
E(φ | FS) =
{
φ(x) x ∈ S \ Fs
〈φ〉S′ x ∈ S′, S′ ∈ FS
Then, ‖E(g1S | FS)‖∞ . 〈|g|〉S . We also have ΠǫSg = Π
ǫ
SE(g1S | FS). Therefore, by the L
2 bound
for martingale transforms,
‖ΠǫSg‖2 ≤ ‖E(g1S | FS)‖2 . 〈|g|〉S |S|
1/2.
The point of our third stopping condition, corresponding to the control of the average of T1S, is
that E(T1S | FS) is bounded in L∞ by a constant multiple of T. Collecting these observations, we
6
LACEY AND MENA SPARSE T1
can rewrite our sum as below, in which in the first step we use the definition (3.10) to collapse the
sum over P .
LHS of (3.9) = |〈|f |〉S〈T1S,Π
ǫ
Sg〉|
= |〈|f |〉S〈T1S,E(Π
ǫ
Sg | FS)〉|
= |〈|f |〉S〈E(T1S | FS),Π
ǫ
Sg〉|
. 〈|f |〉S‖E(T1S | FS)‖2‖Π
ǫ
Sg‖2 . 〈|f |〉S〈|g|〉S |S|.
This completes this case.
Third Subcase. We address the top alternative in (3.8), namely we bound∑
S
∑
Q : Qτ=S
∑
P : Q⋐P
PQ⊂S
〈∆P f〉PQ〈T1S\PQ ,∆Qg〉
This is similar to the first subcase, since 1S\PQ is supported in (2Q)
c, then the off-diagonal estimates
also imply
|
〈
T1S\PQ ,∆Qg
〉
| . Pη(1S\PQ)(Q)‖∆Qg‖1 .
[
ℓQ
ℓP
]η′
‖∆Qg‖1.
Holding the relative lengths of Q and P fixed, we then have for integers v ≥ r,∑
S
∑
Q : Qτ=S
∑
P : Q⋐P
PQ⊂S, 2
vℓQ=ℓP
|
〈
T (∆P f1S\PQ),∆Qg
〉
| . 2−vη
′
B0,v(f, g).
We use the notation (4.1), and Lemma 4.5 to complete this case.
Fourth Subcase. We address the bottom alternative in (3.8), namely the case in which S = Qτ ( PQ.
The point here is to gain geometric decay in the degree to which Q and PQ are separated in the
stopping tree S.
Given S ∈ S, let S = S(0) ( S(1) ( · · · ( P0 be the maximal chain of stopping cubes which contain
S, and continue up to P0. For each S0 ∈ S, and integer t ≥ 1, we bound
(3.11)
∣∣∣ ∑
S : S(t)=S0
∑
P : S(t−1)⋐PQ⊂S0
〈∆P f〉PQ〈T1PQ\S(t−1) ,ΠSg〉
∣∣∣ . 2−ct〈|f |〉S0〈|g|〉S0 |S0|.
The point is to use the off-diagonal estimates, but there is a complication in that the stopping cubes
are not good. To address this, we let Q(S) be the maximal good cubes with Qτ = S, and set
Π˜Q∗g =
∑
Q : Qτ=S,Q⊂Q∗
∆Qg, Q
∗ ∈ Q(S).
The goodness of the cubes implies that dist(Q∗, ∂S(t−1)) ≥ (ℓQ∗)ǫ(ℓS(t−1))1−ǫ ≥ 2t/2ℓQ∗, by (3.3).
The second point is that we have∥∥∥ ∑
P : S(t−1)⋐PQ⊂S0
〈∆P f〉PQ1PQ\S(t−1)
∥∥∥
∞
. 〈|f |〉S .
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Combining these last two observations with (4.12), we see that for each Q∗ ∈ Q(S),∣∣∣ ∑
S : S(t)=S0
∑
P : S(t−1)⋐PQ⊂S0
〈∆P f〉PQ〈T1PQ\S(t−1) , Π˜Q∗g〉
∣∣∣ . 2−t/2〈|f |〉S0‖Π˜Q∗g‖1
. 2−t/2〈|f |〉S0〈|g|〉S |Q
∗|.
Here we have used the stopping condition to dominate Π˜Q∗g. To conclude, we simply observe that∑
S : S(t)=S0
〈|g|〉S
∑
Q∗∈Q(S)
|Q∗| ≤
∑
S : S(t)=S0
〈|g|〉S |S| . 〈|g|〉S0 |S0|.
Our proof of (3.11) is complete.
3.3. The Near Terms. We address the term in (3.5). Fix an integer v ≥ r, and considerQ ⊂ 3P \P
with 2vℓQ = ℓP . The cube Q is good, so that by (3.3) and (4.10), we have
|〈T∆P f,∆Qg〉| . 2
−vη′〈|∆P f |〉P ‖∆Qg‖1.
But, then, we have
|(3.5)| . 2−vη
′
B0,v(f, g),
where the latter bilinear form is defined in (4.1). It follows from (4.1) that the near term is dominated
by a sparse bilinear form.
3.4. The Neighbors. We bound the term in (3.7). For P , let P ′, P ′′ be choices children of P .
There are at most O(1) such choices. For integers 0 ≤ v ≤ r, we bound∑
P : P⊂P0
∑
Q : ℓQ≤ℓP=2vℓQ, Q∩3P 6=∅
〈T (∆P f · 1P ′),1P ′′∆Qg〉.
The case of P ′ 6= P ′′ is straight forward. The function ∆P f · 1P ′ is constant, so that the Hardy
inequality immediately implies that
|〈T (∆P f · 1P ′),1P ′′∆Qg〉| . |〈∆P 〉P ′ ||P
′|1/2‖1P ′′∆Qg‖2
. |〈∆P 〉P ′ | · ‖∆Qg‖1.
And this can be summed to the bound we want. Namely, it is dominated by B0,v(f, g), where the
last term is defined in (4.1).
The case of P ′ = P ′′ reduces to the testing inequality, and we have the same bound as above.
3.5. The Far Term. We address the terms in (3.6). For integers u, v ≥ 1, we impose additional
restrictions on P and Q, and obtain a sparse bound with geometric decay in these parameters. From
this, the required bound follows. Namely, we have for
(3.12) ℓP = ℓP ′, P ′ ⊂ 3u−1P, 2vℓQ = ℓP, Q ⊂ 3u+1P \ 3uP,
we have from (4.10) the estimate below.
|〈T∆P ′f,∆Qg〉| . 2
−η′(u+v)〈|∆P ′f |〉P ′‖∆Qg‖1.
Therefore, appealing to the definition in (4.1)∑
P
∑
(P ′,Q)satisfy (3.12)
|〈T∆P ′f,∆Qg〉| . 2
−η′(u+v)Bu,v(f, g).
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By Lemma 4.5, this case is complete.
4. Lemmas
We collect three separate groups of Lemma, (a) the sparse domination of a class of dyadic forms;
(b) standard off-diagonal estimates; and (c) a Hardy inequality.
Sparse Domination. We define a class of (sub) bilinear forms that are basic to the proof. For a
cube P , let iP = log2(ℓP ). Let Dkf =
∑
P : ℓP=2k ∆P f , and define
(4.1) Bu,v(f, g) =
∑
P
〈|DiP−uf |〉3P 〈|DiP−vg|〉3P |P |
Above, u, v ≥ 0 are fixed integers, so that we are taking the martingale differences that are somewhat
smaller, over the triple of P . We comment that this is a dyadic operator of complexity u+ v, in the
language of [9].
We remark that a standard argument would write
Bu,v(f, g) =
∫ ∑
P
〈|DiP−uf |〉3P 〈|DiP−vg|〉3P1P (x) dx(4.2)
It is clear that we would dominate this last integral by a product of square functions
∫
Suf ·Svg dx,
with the square functions defined by
(4.3) (Suf)
2 =
∑
P
〈|DiP−uf |〉
2
3P1P .
The deepest fact needed in our proof of the T 1 theorem is this: The square functions Su are weakly
bounded, with constant linear in u.
Lemma 4.4. We have the inequality below, valid for all integers u ≥ 0
‖Suf : L
1 7→ L1,∞‖ . (1 + u).
Proof. The square function Su is bounded on L
2, with constant independent of u, by the orthogo-
nality of martingale differences. To prove the weak-type inequality, we take f ∈ L1, and apply the
Caldero´n-Zygmund decomposition at height 1. Thus, f = g + b, where ‖g‖2 . ‖f‖
1/2
1 , and we have
b =
∑
B∈B
bB,
where B consists of disjoint dyadic cubes with
∑
B∈B|B| . ‖f‖1, and bB is supported on B, has
integral zero, and ‖bB‖1 . |B|.
We do not estimate Suf on the set E =
⋃
B∈B 3B. And estimate
|{x 6∈ E : Suf(x) > 2}| ≤ |{Sug > 1}|+ |{x 6∈ E : Sub(x) > 1}|
The first term is controlled by the L2 bound and the fact that ‖g‖22 ≤ ‖f‖1.
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Concerning the function b, observe that for P 6⊂ E, that we have 〈|DiP−uf |〉3P 6= 0 only if there is
some B ∈ B with B ⊂ 3P , and 2uℓB ≥ ℓP . For a fixed B, there are only 3d(1 + u) such choices of
P . Therefore, we will estimate
|{x 6∈ E : Sub(x) > 1}| .
∑
P : P 6⊂E
∫
P
|∆b| dx
.
u∑
v=1
∑
P : P 6⊂E
∑
B∈B : B⊂P
2vℓB=ℓP
∫
P
|∆bB| dx
.
u∑
v=1
∑
P : P 6⊂E
∑
B∈B : B⊂P
2vℓB=ℓP
|B| . u
∑
B∈B
|B| . u‖f‖1.
Our proof is complete. 
The previous estimate is the principal tool in this sparse bound, which we use repeatedly in our
proof of the sparse result.
Lemma 4.5. For all u, v ≥ 0, all bounded compactly supported functions f, g, there is a sparse
collection S so that
Bu,v(f, g) . (1 + u)(1 + v)Λ(f, g).
It is an easy corollary from the conclusion above for u, v = 0 that martingale transforms satisfy a
sparse bound. And, we also comment that the linear dependence of the constant above presents no
difficulty in application, as we will always have a term that decreases geometrically in u+ v.
Proof. Note that from the equality for Bu,v in (4.2), we have
Bu,v(f, g) .
∫
Suf · Svg dx
with the square functions defined by (4.3). But, we localize this familiar argument. Define
(Su,P0f)
2 =
∑
P : P⊂P0
〈|DiP−uf |〉
2
3P1P ,
we have for an absolute constant C, and all choices of u ≥ 0,
(4.6) |{x ∈ 3P0 : Su,P0f > C(1 + u)〈|f |〉3P0}| ≤
1
8 |P0|.
Moreover, the set on the left is contained in P0.
We construct the sparse bound this way. Fix a large (non-dyadic) cube P0 that
1
2P0 contains the
support of both f and g. The sparse cubes outside of P0 can be taken to 3
kP0, for k ∈ N. We need
to construct the sparse collection inside of P0. Consider the restricted sum
I(P0) :=
∫ ∑
P : P⊂P0
〈|DiP−uf |〉3P 〈|DiP−vg|〉3P1P dx.
Using (4.6), set
E0 = {Su,P0f > C(1 + u)〈|f |〉3P0} ∪ {Sv,P0g > C(1 + v)〈|g|〉3P0}.
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This set is contained in P0, and has measure at most
1
4 |P0|. Let E0 be the maximal dyadic components
of E0. We have by Cauchy-Schwartz and construction,
I(P0) ≤ C
2〈|f |〉3P0 〈|g|〉3P0 |P0|+
∑
Q∈E0
I(Q).
The first term on the right is the first term in our sparse bound. We recurse on the second terms.
This completes the proof. 
A very general fact about sparse forms is that they admit a ‘universal domination.’
Lemma 4.7. Given f, g, there is a sparse operator Λ0, and constant C > 1 so that for any other
sparse operator Λ, we have Λ(f, g) < CΛ0(f, g).
Proof. Recall that shifted dyadic grids are a collection G of at most 3d dyadic grids G ∈ G, so that
every cube Q ⊂ Rd can be approximated by some cube in a dyadic grid G ∈ G. Namely, for each
cube Q, there is a G and a cube P ∈ G so that 16ℓ(P ) ≤ ℓ(Q) and Q ⊂ 6P . See [11, Lemma 2.5] for
an explicit proof.
Shifted grids permit us to construct a universal sparse operator for each grid G ∈ G. We show this:
For any dyadic grid G, let S ⊂ G be such that for S ∈ S, there is a set ES ⊂ S so that |ES | > c|S|
and ‖
∑
S∈S 1ES‖∞ ≤ c
−1. Given non-negative f, g bounded and compactly supported, we construct
UG ⊂ G so that there are pairwise disjoint exceptional sets {EQ : Q ∈ UG} so that EQ ⊂ Q and
|EQ| ≥
1
2 |Q|, and moreover,
(4.8)
∑
S∈S
〈f〉S〈g〉S1S ≤ 16
dc−2
∑
U∈UG
〈f〉U 〈g〉U1U .
To complete the proof of the Lemma, we remark that the collection {UG : G ∈ G} is sparse. It
dominates every sparse operator formed from some G ∈ G, hence is universal for all sparse operators.
For integers k, let Uk be the maximal cubes Q ∈ G so that 〈f〉Q〈g〉Q ≥ 82dk. Then, the product is at
most 82dk+2d/3. The cubes Q ∈ Uk are pairwise disjoint, by maximality. We check that the children
are small in measure. Setting C(Q) = {P ∈ Uk+1 : P ( Q}, we can write C(Q) = Cf (Q) ∪ Cg(Q),
where P ∈ Cf (Q) if P ∈ C(Q) and 〈f〉P > 4d〈f〉Q, and similarly for Cg(Q). But, then it is clear that∑
P∈Cf (Q)
|P | ≤ 4−d|Q| ≤ 14 |Q|.
We set EQ = Q \
⋃
P∈C(Q) P . This set has measure at least
1
2 |Q|.
Set UG =
⋃
k Uk. The sets {EQ : Q ∈ U} are pairwise disjoint. Now, given the sparse collection as
above, provided 〈f〉S〈g〉S 6= 0, each S ∈ S has a parent Su ∈ U, namely the smallest element of U
that contains S. Then,∑
S∈S
〈f〉S〈g〉S1S =
∑
U∈UG
∑
S∈S
Su=U
〈f〉S〈g〉S1S
≤ 16d
∑
U∈UG
〈f〉U 〈g〉U
∑
S∈S
Su=U
1S ≤ 16
dc−2
∑
U∈UG
〈f〉U 〈g〉U1U .
This verifies (4.8), so completes the proof.
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
Off-Diagonal Estimates. We begin with the very common off-diagonal estimate. For η > 0
consider the Poisson-like operator
PηΦ(Q) :=
∫
Rd
(ℓQ)ηΦ(y)
(ℓQ)d+η + dist(y,Q)d+η
dy.
Lemma 4.9 (Off-diagonal estimate). Let g be a function with
∫
g dx = 0, supported on a cube Q,
and f ∈ L2 supported on (2Q)c, then we have
(4.10) | 〈Tf, g〉 | . Pη|f |(Q)‖g‖1 ≤ Pη|f |(Q)|Q|
1/2‖g‖2.
Proof: Let xQ be the center of Q, then we have
| 〈Tf, g〉 | =
∣∣∣∣∣
∫
Q
∫
(2Q)c
K(x, y)f(y)g(x) dy dx
∣∣∣∣∣ =
∣∣∣∣∣
∫
(2Q)c
∫
Q
(K(x, y)−K(xQ, y))f(y)g(x) dx dy
∣∣∣∣∣
≤ KT
∫
(2Q)c
∫
Q
|x− xQ|η
|x− y|d+η
|f(x)g(y)| dx dy . KTPη|f |(Q)‖g‖1.
And the second inequality follows from Cauchy-Schwarz. 
Lemma 4.11. Suppose that Q ⋐ P and Q is good, then there is η′ = η′(η, γ) > 0, such that
(4.12) Pη1Rd\P (Q) .
[
ℓQ
ℓP
]η′
.
Proof. Let λ = (ℓP/ℓQ)1−γ . By goodness of Q, Lemma 2.1 implies
Pη1Rd\P (Q) =
∫
Rd\P
(ℓQ)η
(ℓQ)d+η + dist(y,Q)d+η
dy
≤
∫
Rd
(ℓQ)η
((ℓQ)γ(ℓP )1−γ)d+η + dist(y,Q)d+η
dy
≤
[
ℓQ
ℓP
]η(1−γ)
Pη1Rd(λQ).
So, the result follows. 
Hardy’s Inequality. This is the version of Hardy’s inequality that we need. It can be proved from
the one dimensional version. In point of fact, we only need this in the case where the function f
below is constant.
Lemma 4.13. For any cube, P , and 1 < p <∞, we have∫
3P\P
∫
P
f(x)g(y)
|x− y|n
dxdy . ‖f‖p‖g‖p′.
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