Whether the thermal sensitivity of an organism's traits follows the simple Boltzmann-Arrhenius model remains a contentious issue that centers around consideration of its operational temperature range and whether the sensitivity corresponds to one or a few underlying rate-limiting enzymes. Resolving this issue is crucial, because mechanistic models for temperature dependence of traits are required to predict the biological effects of climate change. Here, by combining theory with data on 1,085 thermal responses from a wide range of traits and organisms, we show that substantial variation in thermal sensitivity (activation energy) estimates can arise simply because of variation in the range of measured temperatures. Furthermore, when thermal responses deviate systematically from the Boltzmann-Arrhenius model, variation in measured temperature ranges across studies can bias estimated activation energy distributions toward higher mean, median, variance, and skewness. Remarkably, this bias alone can yield activation energies that encompass the range expected from biochemical reactions (from ∼0.2 to 1.2 eV), making it difficult to establish whether a single activation energy appropriately captures thermal sensitivity. We provide guidelines and a simple equation for partially correcting for such artifacts. Our results have important implications for understanding the mechanistic basis of thermal responses of biological traits and for accurately modeling effects of variation in thermal sensitivity on responses of individuals, populations, and ecological communities to changing climatic temperatures.
Introduction
Mechanistic mathematical models for the temperature dependence of biological traits that are soundly based on physiological principles will greatly improve forecasts for how populations and ecological communities will respond to climate change (Deutsch et al. 2008; Angilletta 2009; Dell et al. 2011; Kingsolver et al. 2011; Huey et al. 2012; Pawar et al. 2015) . Thermal responses of biological traits are typically unimodal when measured over a sufficiently wide range of temperatures, with performance peaking at some value T pk , beyond which it decreases as deleterious effects of high temperature set in (fig. 1 ). However, organisms typically operate at ambient temperatures below T pk , within their "physiological temperature range" (PTR; fig. 1 ; Savage et al. 2004; Deutsch et al. 2008; Martin and Huey 2008; Huey and Kingsolver 2011) . Therefore, both thermal sensitivity within the PTR and location of the T pk are particularly important, because the 0.37-4.87C increase in environmental temperatures projected to take place by the end of this century (Stocker et al. 2013 ) will impact many organisms by shifting temperatures up, although they will still typically be within the PTR (but see Sunday et al. 2014) . Therefore, thermal sensitivity (or "activation energy," as defined below) of traits is likely to have strong effects on the responses of biological systems to climate change (Deutsch et al. 2008; Dillon et al. 2010; Seebacher et al. 2014; Pawar et al. 2015) . Even without climate change, Earth has a complex thermal landscape that fluctuates in space and time, and the thermal sensitivity of organisms likely plays a key role in determining biodiversity dynamics (Allen et al. 2002; Kearney and Porter 2009) .
The Boltzmann-Arrhenius (BA) model of biochemical kinetics has been proposed as a general mechanistic model for predicting the thermal response of a trait within the PTR (Kooijman 2000; Gillooly et al. 2001; Brown et al. 2004; Savage et al. 2004) . For a biological trait (B), the BA model is
where B 0 is a temperature-independent coefficient that includes the effect of body size, T is body temperature in degrees Kelvin (K), k is Boltzmann's constant (8.617#10 25 eV K 21 ), and E is the average activation energy in electron volts (eV) of rate-limiting metabolic reactions underlying the trait (Johnson et al. 1974; Gillooly et al. 2001; Brown et al. 2004; Ratkowsky et al. 2005) . Thus, E determines the rate of exponential response (thermal sensitivity) of the trait within the PTR. Note that, under the dynamic energy budget (DEB) theory (Kooijman 2000; Freitas et al. 2010) , an equivalent formulation to equation (1) is used to capture the thermal dependence of physiological traits, with the focus instead being on the "Arrhenius temperature," T a p E=k; that is, the equation used is B p B 0 exp(2 T a =T ). This may be interpreted as a greater agnosticism of the DEB toward whether E indeed reflects the activation energy of one or more ratelimiting enzymes in the underlying metabolic pathways. Indeed, whether the thermal sensitivities of biological traits truly reflect an activation energy remains a contentious issue (Clarke 2004; Gillooly et al. 2006; del Rio 2008; Hobbs et al. 2013; Corkrey et al. 2014) . Use of the BA model in ecology has also been criticized, because recent empirical studies have revealed a much wider range of E values (Irlich et al. 2009 ; Knies and Kingsolver 2010; Dell et al. 2011; Englund et al. 2011 ) than the 0.6 eV (or sometimes 0.65 eV) originally suggested (Gillooly et al. 2001 ) and which has subsequently so often been used in theoretical studies Vasseur and McCann 2005; Wolfshaar et al. 2008; Petchey et al. 2010; Rall et al. 2010; O'Connor et al. 2011; Stegen et al. 2012) . Understanding the sources of the variation in E within and across species is therefore important, especially because such variation is likely to have nontrivial effects on ecological and evolutionary dynamics (Vasseur and McCann 2005; Dell et al. 2011 Dell et al. , 2014 . While some of the variation in E clearly has a biological basis (Johnson et al. 1974; Dell et al. 2011; Corkrey et al. 2012) , the choice of experimental temperature range combined with fitting artifacts may play a major role by undermining the accuracy and precision of E estimates. In par- 
Growth rate log(Growth rate) log(Trait value) Figure 1 : A, Thermal response curve for radial growth rate ( #10 27 m s 21 ) of a fungal (Metarhizium species) colony (Ouedraogo et al. 1997, in- cluded in the Biotraits database; Dell et al. 2013) , with the Boltzmann-Arrhenius (BA) model fitted within the physiological temperature range (PTR). B, Arrhenius plot for the same data with both straight line (black line) and quadratic (red line) models fitted to the data using ordinary least squares (OLS). We define the PTR to be from the lowest theoret-ical nonlethal temperature at which the trait value is nonzero (here assumed to be the freezing point of water, 07C) to that of peak performance (T pk ). Because this experiment was performed over a sufficiently wide temperature range to capture T pk , here T max p T pk . Data points at temperature above T max (thick vertical dashed lines in A and B) are excluded from model fits.
Other key parameters, including range, range-location, and range-spread, are defined in the text (eqq.
[4]- [6] ). Note that E q denotes the activation energy calculated by forcing a straight line through a curved Arrhenius plot as illustrated here. C, Effect of temperature range and range-location on the calculation of E q . The long solid black line is a unique straight line that fits the curved data (here shown to cover the entire PTR) using the OLS criterion. E q will be overestimated if experimental temperatures are limited to the lower end of the PTR (steep line through data in range L, corresponding to x L ) and underestimated if temperatures are limited to the upper end of the PTR (shallow line through data in range U, corresponding to x U ). ticular, Knies and Kingsolver (2010) showed how, if the upper cutoff for the PTR is defined to be exactly T pk , the Arrhenius plot will show curvature, because as trait values approach T pk , they no longer increase exponentially ( fig. 1B,  1C ). And even if the upper cutoff for the PTR is redefined below T pk to minimize this effect, thermal responses of biological traits can deviate from the strict BA model by being weaker than exponential, partly due to the complexity of the underlying metabolic pathways, such as regulation by multiple rate-limiting enzymes (Wolfe and Bagnall 1980; Silvius and McElhaney 1981; Ratkowsky et al. 2005; Knies and Kingsolver 2010; Dell et al. 2011) . For example, in contrast to equation (1), metabolic rates may exhibit different apparent low-and intermediate-temperature activation energies within the PTR separated by an "Arrhenius breakpoint temperature" (Sharpe and DeMichele 1977; Schoolfield et al. 1981; Silvius and McElhaney 1981; Corkrey et al. 2012 ) within the PTR, which essentially implies a nonlinear Arrhenius plot ( fig. 1 ). Other possible sources of curvature in the Arrhenius may include changes in heat capacity of rate-limiting enzymes (Hobbs et al. 2013 ) and the combined effect of Michaelis-Menten and Arrhenius kinetics (Kruse et al. 2011 ). Regardless of the underlying reason, when Arrhenius plots exhibit downward (or upward) curvature, E is bound to vary with location of the experimental temperature range (maximum measured temperature 2 minimum measured temperature, or T max 2 T min p T range ; fig. 1A ). For downward curvature, E will be underestimated if temperatures are chosen at the upper end of the PTR (temperature range U in fig. 1 ) and overestimated if temperatures are chosen at the lower end of the PTR (temperature range L in fig. 1 ). Therefore, to properly assess statistical fits to the BA model and to obtain more realistic estimates of E for use in ecological and evolutionary studies on effects of climate change, it is necessary to quantify effects of artifacts on estimates of E, such as the choice of range of temperatures included in the analysis, or location of the temperature range (range-location) within the PTR.
In this article, we develop an analytical framework for understanding how fitting artifacts and systematic deviations from the BA model together affects the accuracy and precision of E estimates for the thermal response of biological traits. Henceforth, by "experimental artifacts," we mean the effect on estimated E of choosing an inappropriate experimental temperature range or insufficient replication; by "fitting artifacts," we mean the effect of choosing an experimental temperature range inappropriate for fitting the BA model; and by "systematic deviations," we mean the case where the underlying thermal response, if sampled adequately, deviates systematically from the BA model such that the Arrhenius plot is curved, even if the effect of T pk is excluded. In terms of experimental or fitting artifacts, we separate the largely independent effects of choice of experimental (or model fitting) temperature range and range-location (center of the temperature range). We test our framework using 1,085 intraspecific thermal-response curves with ranges from 57 to 457C for a diversity of physiological and ecological traits, and we consider whether and how the accuracy and precision of E estimates across studies may be significantly affected by artifacts combined with systematic deviations.
Theory
The key equation for BA temperature dependence (eq. [1]) can be represented in logarithmic space ( fig. 1) as
When a trait is measured at n distinct temperatures, this equation can be cast as a linear regression model:
where
, and ε i are uncorrelated random errors assumed to be such that the expectation value or mean random error across all data points is zero (i.e., E(ε i ) p 0). We can calculate the variance in the random error, which is of course just the square of the standard deviation (i.e., Var(ε i ) p j 2 ). We assume that temperatures T i have minimal errors, because they are controlled by experimentalists. Thus, we assume that Var(y i ) ∝ j 2 ; that is, the variance in y over and above the variation due to the trait's thermal response itself arises from the random errors ε i . We note that, even though a precision for temperature higher than ∼0.17C is typically not achievable in biological experiments, what matters is that, as a rule of thumb, this precision is at least three times that of the measurements of the Y-axis variable (the metabolic trait, in this case; McArdle et al. 1988 ). Also, we assume that the trait response data are mutually uncorrelated and homoscedastic (E½ε 2 i jY p j 2 ). We henceforth deal mainly with log of metabolic rate (log(B)) and reciprocal temperature (1=kT), because this is the transformed measurement scale in which coefficients of the BA model are estimated (eqq.
[2] and [3]; fig. 1 ). We use ordinary least squares (OLS) regression analysis to estimate coefficients log(B 0 ) and E. Figure 1B , known as an Arrhenius plot, illustrates the transformation from equation (1) to (2) and the OLS fit of the model described by equation (3) to a real data set.
We consider both accuracy (how close the estimated value is to its real value) and precision (how much the estimate varies due to random errors) in the estimation of E. To this end, for each thermal response, we define T min as the minimum temperature (Kelvin) at which the trait was measured and T max as the temperature at which the maximum trait value was recorded within the PTR ( fig. 1A ). Note that, in some previous studies, T min has been defined to be the theoretical minimum temperature at which trait values are still measurable (i.e., the lower limit of the PTR in fig. 1A ; e.g., McMeekin et al. 2013) , not the minimum temperature at which a trait value was actually measured, as we define it here. Similarly, it should also be noted that some previous studies have used T max to denote the highest theoretical maximum temperature beyond the upper limit of the PTR for a nonzero trait value (McMeekin et al. 2013) . Within our definition, only when an organism's PTR is fully covered in the experiment is T max p T pk ( fig. 1 ).
Thus, x min p 1=kT max and x max p 1=kT min (units of eV 21 ; fig. 1B ). Then, within the PTR, we can define the following key measures. First, the reciprocal temperature range is
That is, x range is proportional to T range . Second, the reciprocal temperature range-location is
where T is the mean of the experimental temperatures and x ∝ 1=T). Third, the reciprocal temperature range-spread is
That is, x spread is approximately proportional to T spread . Note that x spread is also proportional to x range and therefore proportional to T range (eq. [4]; fig. 1 ). Thus, we have measures of three key sources of variation in experimental design: temperature range x range (∝ T range ; eq. [4]), which measures how much of width of the PTR an experiment has covered; range-spread x spread (∝ P n ip1 (T i 2T) 2 ; eq. [6]), which measures how uniformly T range has been sampled; and range-location x (≈ 1=kT; eq. [5]), which measures where T range is located. The approximation in equation (5) and the proportionalities in equations (4) and (6) are all valid in the region of the PTR, even though x(p 1=kT) is, overall, a hyperbolically declining function of T. This is because 1=kT is approximately linear over the temperature range covered by the PTR, which averages ∼257C in well-sampled thermal responses (Ratkowsky et al. 2005; Knies and Kingsolver 2010; Dell et al. 2011;  app. B; apps. A-C available online). Thus, conclusions drawn in terms of x can be directly interpreted in terms of the range, range-spread, and range-location of T. Also, in real experimental data, T range often does not cover the full PTR. Indeed, one of our main aims is to quantify the biases introduced in estimates of E due to an incomplete coverage of the PTR.
Estimating E When the Arrhenius Plot Is Not Curved
We first consider the accuracy and precision ofÊ when the trait thermal response shows no curvature on an Arrhenius plot (unlike the scenarios shown in fig. 1 ). As detailed later, this curvature can be detected by fitting a quadratic regression model to the Arrhenius plot. Then, for the OLS regression model for the Arrhenius plot (eq. [3]) without curvature, the OLS estimator of m is (Lehmann and Casella 1998; app. A):
Thus, the accuracy ofÊ is independent of reciprocal temperature range (x range ; eq. [4]), range-location ( x; eq. [5]), and range-spread (x spread ; eq. [6]). Provided that errors ε i (eq. [3]) are uncorrelated and homoscedastic (Lehmann and Casella 1998) , it can be shown that equation (7) is also the best linear unbiased estimator (most accurate estimator that is unbiased) of E. That is, the averageÊ from a sufficiently large number of replicated experiments will converge on the true value of E (see fig. 2A ), irrespective of x range , x, and x spread . Now we consider the precision ofÊ. Given that Var(Ê) p j 2 =x spread and that an unbiased estimator of j 2 is s 2 p P n ip1ε 2 i =(n 2 2), whereε i p y i 2 c 1Êx i (the regression residuals), the standard error ofÊ, which we will designate by sÊ, is as follows (Lehmann and Casella 1998) :
That is, precision increases (sÊ decreases) with temperature range-spread x spread (eq. [6]). For a given level of trait measurement error ε and n experimental temperatures, a straightforward method for the experimentalist to increase x spread is to widen T range within the PTR. Of course, if T range and n of an experiment are fixed, x spread (and therefore precision) can be maximized within these constraints by dividing the n measurements equally between the ends of the T range . However, without sampling points between the end points of the T range , it would be impossible to detect curvature in the Arrhenius plot (see below) and, therefore, systematic deviations from the BA model. These analytic results for the dependence of accuracy and precision ofÊ (eqq.
[7], [8]) on experimental temperature range and range-location are illustrated using simulations in figure 2A . Note that, at the lowest x range , an order of magnitude increase in n, from 4 to 40, can double precision. Conversely, for the minimum feasible n temperature samples (n p 4), an order of magnitude increase in range can triple precision ( fig. 2A ). Thus, the greatest benefit for maximizing precision ofÊ will come from increasing the temperature range.
Estimating E When the Arrhenius Plot Is Curved
We now consider the case where the thermal response of a trait deviates from the BA model such that the Arrhenius plot has a concave downward curvature, which we term "BAlike" (fig. 3B ). The simplest regression model that allows for curvature is a quadratic model (Knies and Kingsolver 2010; Dell et al. 2011; Englund et al. 2011) , so we use that as an easy way to modify our linear-regression equation and to obtain some measure of curvature in the Arrhenius plot:
where y i is the trait value (same as in eq. [3]), q 0 , q 1 , and q 2 are fitted coefficients, and ε i values are uncorrelated errors as specified for the linear model (eq. [3]). The coefficient q 2 will be negative, because the quadratic curvature is downward. Even for such data, where a quadratic model (eq. [9]) would be more appropriate, we can still estimate an "activation energy" for the thermal response using the usual OLS estimator (eq. [4]) on the accuracy and precision of activation energies (Ê) of thermal responses, estimated from ordinary least squares (OLS) fits in the Arrhenius plot. We use T range instead of range-spread (T spread ; eq. [6]) here because T range strongly determines T spread and is a directly interpretable quantity. A, Simulation results (colored lines or shaded regions) overlaid on the analytical solutions (solid black lines) for accuracy (eq. [7]) and precision (eq. [8]) ofÊ for two different levels of sampling of temperature points (n) within a range. In the simulations,Ê at a given T range was obtained by generating 100 thermal responses (equivalent to experimental replicates) for a perfect Boltzmann-Arrhenius (BA) response of E p 0.65 eV, with Gaussian errors of mean 0 and variance 1 (in accordance with eqq.
[3] and [9]). The sample mean and standard devi-ation (i.e., standard error sÊ) from the 100Ê values were then calculated. The maximum possible T range was set to be 457C (T min p 07C, T max p 457C), because 457C is approximately the highest T max observed in the data. The minimum possible T range was set to be 17C (x range ≈ 0.15 eV 21 ). A lower limit of n p 4 was chosen because OLS regression analyses require n-2 degrees of freedom, which also happens to be close to the median n in the analyzed data set. Provided range-location is centered within the physiological temperature range (PTR), the theoretical results for dependence of accuracy and precision on range-location are identical for BA-like responses with curved Arrhenius plots (see main text). B, Dependence of accuracy and precision of E for individual empirical thermal responses (experiments). The greater variation in mean and standard error inÊ values from the experimental data, compared with the simulated data in A, arises because eachÊ in the empirical data may be from a different population or trait, thus introducing additional sources of variation. The inset shows centered sÊ values from the estimate from individual experiments. The dashed line marks the meanÊ.
script q denoting that this is not an activation energy in the strict sense. As illustrated in figure 1C , however, the accuracy of E q will be sensitive to which portion of the quadratic curve (and thus PTR) the straight line is forced through:Ê q will be an underestimate if experimental temperatures are chosen at the upper end of the PTR (high T, low x) and an overestimate if temperatures are chosen at the lower end of the PTR (low T, high x; fig. 1 ). Thus,Ê q will vary with the choice of experimental T range , T spread , and T. To derive this dependence mathematically, we ignore measurement errors (i.e., we assume the Arrhenius plot of the data perfectly follows the quadratic model) and substitute equation (9) into equation (1), which simplifies to the approximation (see app. A)
where, by definition, q 2 is negative due to the downward curvature. Thus, for curved Arrhenius plots,Ê q depends linearly on the curvature coefficient q 2 and range-location T (eq.
[5]), as illustrated in figure 3A . Conversely, because coefficients of polynomials are intercorrelated, higher values ofÊ q also correspond to higher values of both q 1 and q 2 . For example, forÊ q in the range [0.2, 1.2], as expected from the metabolic theory of ecology (Gillooly et al. 2001) , q 1 lies in the range [2.85, 17.13], and q 2 lies in the range [20.04, 20.23 ]. Of course, as the curvature vanishes (q 2 → 0), then q 1 →Ê (i.e.,Ê q →Ê). The approximation in equation (10) is valid as long as the experimental temperatures T i are spaced somewhat evenly, such as in an arithmetic series. Extensive data on thermal response experiments show that this is a valid assumption (app. A), reflecting the fact that experimentalists typically select evenly spaced temperature treatments. We next consider how the precision ofÊ q depends on T range , T spread , and T. Analogous to equation (8), the standard error ofÊ q can be estimated from deviations (ε i ) around the linear model (eq. [3]) forced through it. Although the errors are actually around the underlying quadratic curve (eq. [9]), by definition, the OLS regression line through a quadratic curve with errors still minimizes the sum of the net deviations. Therefore, equation (8) is also appropriate for measuring the precision ofÊ q from BA-like responses. That is, as in the case ofÊ, the precision ofÊ q too will decrease with T spread (eq. [8]), and therefore T range , as illustrated in figure 2A.
Furthermore, we can measure the sensitivity ofÊ q to the amount of curvature (curvature sensitivity) exhibited by the thermal response of the trait on an Arrhenius plot. As such, curvature sensitivity of the E q is embodied in the coefficient q 2 . We can translate this coefficient into the range of activa- in Boltzmann-Arrhenius-like thermal responses (with curved Arrhenius plots) on ranges of activation energy estimates,Ê q . A, Theoretically pre-dictedÊ q,range values arising from the linear relationship betweenÊ q and range-location x (Ê q ≈ q 1 2 2q 2 x; eq. [10]) shown by the two sloping solid lines. The two lines are for the two extreme values of activation energies (E q p 0.2 and E q p 1.2) expected from the metabolic theory of ecology and illustrate how muchÊ q may vary (magnitude of E q,range ) if the Arrhenius plot showed curvature. They also show how the range encompassed by any one line (Ê q,range ) increases with the magnitude of the realÊ q (eq. [11]). Note that the quadratic curvature, determined by the coefficients q 1 , q 2 , necessarily varies proportionally withÊ q , as discussed in the main text following equation (10) . B, The effect of range-location onÊ q in the empirical data, calculated for a subset of the thermal responses that have negative curvature. The solid blue and red lines are fitted ordinary least squares (OLS) regressions to sets of activation energies above and below the median value, respectively. As in A, higher values ofÊ q (above-median values, blue markers) show a greater sensitivity to range location (biggerÊ q,range ) than the lower values (red markers). Consistent with this, as expected from equation (10), the above-median values ofÊ q correspond to higher curvature coefficients (meanq 2 p 20.32, meanq 1 p 24.2) than the belowmedian values ofÊ q (meanq 2 p 20.022, meanq 1 p 1.56).
tion energies that any particular BA-like thermal response can generate, as follows. Let us split the experimental temperature range (T max -T min ) into equal lower (L) and upper (U) subranges (fig. 1C ). In many cases, instead of a midpoint, an inflection point in the Arrhenius plot may provide a more natural temperature for subdividing the temperature range (indicating an Arrhenius breakpoint temperature; Schoolfield et al. 1981; Silvius and McElhaney 1981) . The activation energies of the two temperature subranges (using eq.
[10]) are as follows:
Then, a measure of curvature sensitivity ofÊ q is the difference between these two activation energies:
Thus, for quadratically curved Arrhenius plots, choice of experimental temperatures that yield x (and therefore T) close to the center of the PTR will minimize curvature sensitivity ofÊ q . Note that we call these upper and lower bounds onÊ q "reasonable," because the upper and lower ranges need not necessarily be delineated by splitting the temperature range into exactly two halves. These analytic results for the dependence of accuracy and precision ofÊ andÊ q (eqq. 
Empirical Results
Based on our analytical results, we now evaluate sensitivity of E to variation in temperature range-location and rangespread in real data. For this, we combined BioTraits, the largest current database on the thermal responses of biological traits, containing 2,352 responses for 220 traits across microbes, plants, and animals (Dell et al. 2011 (Dell et al. , 2013 with 35 thermal responses of bacterial growth rates (Ratkowsky et al. 2005 ) and 283 responses for phytoplankton growth rates (Thomas et al. 2012) . All traits were transformed to consistent SI units, as described previously (Dell et al. 2011 (Dell et al. , 2013 . The responses in the combined data set that included a T pk (unimodal) were curtailed to isolate data only from the PTR (fig. 1 ). We considered any thermal response as unimodal if it had trait measurements at a minimum of two different temperatures both above and below a potential T pk .
Of the data thus modified to isolate only PTRs, we analyzed all responses that contained nonzero measurements at a minimum of four distinct temperatures and covered a range of at least 57C within the PTR. This yielded 1,085 responses. In these responses, the temperature range for the PTR varies nine-fold, from 57C (x p 41.72 eV 21 ) to 457C (x p 36.48 eV 21 ). After converting each response to an Arrhenius plot (eq. [2]; fig. 1 ), we used OLS regression (eq. [3]) to estimate E and its standard error. The resulting distribution of E estimates is right-skewed, as previously reported by Dell et al. (2011) , with a mean and median value of 0.72 eV and 0.66 eV, respectively. These estimates vary over a hundred-fold (0.027-4.01 eV), emphasizing that the fixed value of 0.6 or 0.65 eV so often used to model thermal sensitivity in climate change-related studies is difficult to justify. Below, we show that the right-skewness of the distribution can partly be explained by curvature in the Arrhenius plot, which causesÊ to decrease with range location x ( fig. 3) .
We next fitted a quadratic curve (eq. [9]) to the Arrhenius plot of each response. Note that we had already curtailed all thermal responses to just the PTR or its measured subset (fig. 1 ). The quadratic coefficient (q 2 ) was found to be negative (indicating downward curvature) for 590 (54.4%) of the thermal responses and positive (indicating zero or upward curvature) for the remaining 45.6%. Among the 590 thermal responses with downward curvature and enough data points (five) to test for a significantly better fit of a quadratic model as compared to a linear one by smallsample Akaike information criterion (AIC), 193 (32.7%) are significantly downward curved (i.e., overall, 17.8% are significantly downward curved). Note that our ability to detect significant negative downward curvature is limited by the fact that most experiments do not cover a sufficient temperature range to cover the entire PTR (i.e., they do not capture T pk , resulting in T max ≪T pk ). This decreases the possibility of curvature in the Arrhenius plot arising due solely to effects of approaching T pk . Also, the low sample size of individual responses (median value of n p 6 for the data sets with downward curvature) limits our ability to detect significant curvature using the small-sample AIC values. Nevertheless, even if not significant on the basis of smallsample AIC values, weak negative curvature is sufficient to generate significant effects on the accuracy of estimated values of E in thermal response data, as indicated by our theory and verified by the following empirical results.
Having separated the data with downward-curved Arrhenius plots (BA-like responses) from the rest, we first test whether, as predicted for the BA model,Ê is independent of temperature range-spread (eq. [7]; fig. 2A ), which should also hold for BA-like responses provided that the (11) Thermal Sensitivity of Biological Traits E000 range-location is centered on the PTR. Indeed, we find E is only weakly dependent on temperature range (Spearman's rank correlation, r s p 20.07; P p .021). Next, we examine whether the precision ofÊ decreases hyperbolically with temperature range for both BA and BA-like responses, as predicted ( fig. 2A) . Indeed, the precision ofÊ, the standard sÊ, decreases hyperbolically with increasing temperature range ( fig. 2B and inset) . Similar results are obtained for phytoplankton growth rate, bacterial growth rate, and body velocity, the three largest homogeneous subsets of responses in our data set (app. C).
Third, we distinguish between the fit of the BA and BAlike models to the empirical data. We ask whether, as predicted for the BA model,Ê is independent of range-location x, as in equation (7) (p inverse of T; eq. [5]), or whether, as predicted for the BA-like model, for thermal responses with negatively curved Arrhenius plots, the absolute value ofÊ decreases linearly with T ( fig. 3A ; cf. eq. [10])-that is, theÊ values are actuallyÊ q values. Because T min varies across thermal responses (and therefore range location varies), the temperature range of each thermal response was shifted so that T min p 0 to reduce the confounding effect of variation in T min . In contrast to the BA model and consistent with the BA-like prediction,Ê is not independent of range-location, but instead decreases with T (Spearman rank-order correlation forÊ vs. T: r s p 0.185, P ! .0001). Furthermore, to gauge whether, as predicted by equation (11), curvature sensitivity (Ê q,range ) increases withÊ q itself, we divided the E q estimates into two categories: those with values less than and those with values greater than the median value ofÊ q (fig. 3B ). As expected, a much largerÊ q,range (0.66-3.10 eV;Ê q,range p 2.44 eV), is observed for the larger values ofÊ q than for the smaller values (0.027-0.66 eV;Ê q,range p 0.64 eV). Consistent with this, as expected from equation (10), the above-median values ofÊ q correspond to higher curvature coefficients (meanq 2 p 20.32, meanq 1 p 24.2) than the below median values ofÊ q (meanq 2 p 20.022, mean q 1 p 1.56) and the correlation ofÊ q with range-location T is significantly more negative for the above-median values ofÊ q (r s p 20.1) than the below median values ofÊ q (r s for below median E q p 0.05, P p .0037, calculated by bootstrapping the difference in r s by taking 1,000 random subsamples of n p 100 from eachÊ q distribution).
Finally, we ask whether meta-analyses to obtain distributions of estimates of E are indeed significantly affected by the combination of curvature in the Arrhenius plot and variation in choice of range-location ( fig. 3 ). In this regard, note that range itself does not have a strong effect on E estimates ( fig. 2) . Specifically, the combined effects of curvature and choice of range-location should result in higher as well as more variable estimates of E, as predicted by equations (10) and (11) and illustrated in figure 3. For this, we separately plotted and quantified the distributions of E from thermal responses that had downward (negative) curvature in the Arrhenius plot (Ê q ; from 54.4% of the responses) and those that did not (Ê; 45.6% of the responses). The results (table 1; fig. 4) show that measures of central tendency (mean, median) and higher moments (variance, skewness) of empirical E distributions are indeed higher. That is, when theÊ values from thermal responses without negative (downward) curvature are compared with those from BA-like thermal responses (from curved Arrhenius plots), theÊ values from BA-like responses have a significantly higher mean, median, variance, and skewness (table 1; fig. 4 ). These results remain qualitatively the same even if we compare E estimates from only the significantly downward-curved responses (17.8% of the responses) with those that were not. Furthermore, the same biases are evident even within particular taxonomic groups or trait types (table 1; fig. C1 ; figs. A1, B1, C1 available online). Thus, curvature in the Arrhenius plot, combined with variation in choice of range location of experimental temperatures within the PTR, can and do strongly affect properties of estimated E distributions.
Discussion
We have demonstrated that variation in choice of temperature range-location ( T) and range (T range ) in experiments Note: Pairs of properties with significant differences at P p .01 are flagged with an asterisk. Each P value was obtained by calculating how many times the observed difference in a property of the activation energy distribution (mean, median, variance, or skewness) was exceeded by the difference between 10,000 bootstrapped differences. The size of each random subsample for the bootstrapping was set to be the smaller of the two data subsets (e.g., resample size is 495 for All). The number of thermal responses for bacterial growth rates was insufficient to test for differences betweenÊ andÊ q distributions. Also see figures 4 and C1. NA p not applicable. and during model fitting are likely to be important contributors to the variation in activation energies of metabolic traits reported by recent studies (Irlich et al. 2009; Dell et al. 2011; Englund et al. 2011; Nilsson-Örtman et al. 2012) . The variation can arise, to different degrees, through effects of temperature range, range location, and range spread (eqq.
[4]-[6]) on precision and accuracy of E estimates.
In particular, when there is curvature in the Arrhenius plot, range-location becomes a particularly important source of variation and bias (figs. 3, 4, C1; table 1), with the result that BA-like thermal responses showing downward curvature in the Arrhenius plot yield distributions of thermal sensitivity with significantly higher mean, median, variance, and skewness. Thus, in particular, the right-skewness in activation energies that has been reported in recent studies (Dell et al. 2011; Nilsson-Örtman et al. 2012) , may partly be explained by variation in the sampling of range location across studies. That is, as equation (10) (illustrated in fig. 3) shows, a choice of experimental range locations biased toward suboptimal temperatures (toward T min ) will amplify the right tail of theÊ q distribution if the Arrhenius plot is curved. In this context, it is important to note that curvature in the Arrhenius plot is inevitable if the upper limit of the PTR is defined to be exactly at T pk (fig. 1 ). This is because the rate of increase in performance with temperature necessarily slows down as T pk approaches. A solution to reduce this effect is to fit a full unimodal model to data using nonlinear regression (Schoolfield et al. 1981; Ratkowsky et al. 1983; Dell et al. 2011; Barneche et al. 2014) , possibly combined with Bayesian inference of the error distribution of the estimated parameter (Corkrey et al. 2012 (Corkrey et al. , 2014 Barneche et al. 2014; Johnson et al. 2015) . However, due to logistical reasons, sampling full, unimodal thermal responses is often not possible. For example, in our combined data set, only 33.9% of the thermal responses were unimodal. Without these minimal criteria, nonlinear regression-fitting algorithms either do not converge or the fits are unreliable (Seber and Wild 2003) .
And even if data do allow fitting of a unimodal model, insufficient sampling of temperature range and range location will still yield imprecise and biased estimates of thermal sensitivity for the reasons outlined above. As an explicit example, consider the unimodal model
where E a is activation energy, E l is low-temperature enzyme deactivation energy, and E h is high-temperature enzyme deactivation energy (Sharpe and DeMichele 1977; Schoolfield et al. 1981) . This model necessarily yields a curved Arrhenius plot within the PTR; in figure 1C , E max would be analogous to E l , and E min would be analogous to E a . Then, if the PTR is not sufficiently sampled at low temperatures (relevant to E l ), for a trait that actually showed low-temperature inactivation, fitting this unimodal model would yield both inaccurate and imprecise estimates of E l and possibly inflated estimates of E a , lying between E a and E l . Therefore, poor coverage of the PTR, combined with curvature in the Arrhenius plot, needs to be accounted for in meta-analyses that explore whether biochemical reaction kinetics are sufficient to predict the effects of temperature on biological traits. Indeed, the fact that experimental temperature choices and subsequent model fitting can generate so much variation in E estimates adds an important perspective to the ongoing debate on the adequacy of the BA model and biochemical reaction kinetics for modeling thermal dependence of biological traits (Clarke and Fraser 2004; Gillooly et al. 2006; Irlich et al. 2009; Knies and Kingsolver 2010; Dell et al. 2011; Englund et al. 2011) . To illustrate the magnitude of the variation and its implications, consider a curved Arrhenius plot with a curvature coefficient q 2 p 20.125 (the average of coefficients in real data; also see Englund et al. 2011) . Interestingly, this curvature coefficient would yield E q p 0.65, a value often quoted in the context of the metabolic theory of ecology, if the entire width of the PTR were covered by every experiment. However, if only subsets of the PTR were covered, such thatT varies substantially across experiments (e.g., the U and L range-locations in fig. 1C ), E q,range p 1.02 (eq. [11]).Ê q can take values in the range 0.14-1.16, depending upon where range-locationT lies with a theoretical PTR of 07-407C. This is remarkably similar to the range expected from the variation in known activation energies of key metabolic reactions (∼0.2 to 1.2 eV; Johnson et al. 1974; Schoolfield et al. 1981; Raven and Geider 1988; Gillooly et al. 2001) . In fact, this close correspondence might suggest that thermal responses with a separate lowtemperature activation energy within the PTR (separated from the second activation energy by an Arrhenius breakpoint temperature) are not uncommon across taxa and traits. In such cases, assuming that a single E adequately captures the thermal sensitivity of the organism would be incorrect, and a redefinition of one end of the PTR to be the breakpoint temperature may be necessary (e.g., Muñoz et al. 2014 ). Thus, given data limitations, variation in temperature range and range-location in experiments and model fitting will continue to result in inflated variation in activation energies in meta-analyses. In such situations, our results provide guidelines for minimizing artifacts arising from the choice of temperature range, range-spread, and range-location in future experimental studies, as well as meta-analyses, and assessing when systematic deviations from the BA model are too extreme to justify its use in ecological and evolutionary models: (i) Sample from a few temperatures near the anticipated upper limit of the PTR for the study organism(s), so that T pk can be better identified and thus the true width of the PTR determined. Note that T pk is expected to be close to the average ambient temperature of the organism's environment. (ii) From T pk , sample toward lower temperatures over a range of at least 107C, while keeping in mind that, even for the lowest feasible n (n p 4), an order of magnitude increase in range-spread can triple precision (eq. [8]; fig. 2 ). (iii) If feasible, sample sufficiently (at least three distinct temperatures) above T pk to sufficiently characterize the full unimodal curve. (iv) Choose number of distinct temperature treatments, keeping in mind that an order of magnitude increase in treatments n can double precision (eq. [8]; e.g., compare n p 4 and n p 40 in fig. 2 ).
(v) Test for curvature in the Arrhenius plot using a preliminary sample and measure curvature sensitivity (eqq.
[10] and [11]), and increase range-spread if curvature sensitivity is high. Note also that curvature sensitivity will be minimized when range is centered on the middle of the PTR. (vi) Calculate post hoc corrections to E if curvature in the Arrhenius plot is detected and the PTR has been insufficiently sampled (eq. [10]). These guidelines will yield more accurate measurements of the distributions of activation energies, crucial for reliable predictions of the effects of climatic temperature change on biological systems. Although our main results about the sources of artifact-driven variation in activation energies apply generally across traits and organisms, detecting taxon-or trait-specific patterns and developing corresponding corrections would be an important avenue for future research to develop more accurate, taxonspecific estimates of variation in thermal sensitivity (e.g., table 1; fig. C1 ).
The wide range of E possible from experimental and model-fitting artifacts also has potentially crucial implications for developing predictions for effects of climatic temperature on populations, species interactions, communities, and ecosystems Yvon-Durocher et al. 2012; Pawar et al. 2015) . In this context, note that even the less variable (and less biased)Ê distribution shows substantial variation in absolute terms, with a central tendency different from 0.6 or 0.65 eV (figs. 4, C1; table 1). Recent work (Irlich et al. 2009; Knies and Kingsolver 2010; Dell et al. 2011) has emphasized that variation in thermal sensitivity is critical for understanding temperature effects on population, community, and ecosystem dynamics (Dell et al. 2014; Pawar et al. 2015) . For example, in contrast to a majority of past research that has assumed that the thermal sensitivity of all species in communities and ecosystems are identical, Dell et al. (2014) have recently shown that differences in thermal sensitivity of interacting species can strongly affect consumerresource coexistence and population dynamics (see also Vasseur and McCann 2005; Grigaltchik et al. 2012) . Even within populations, differences in thermal sensitivity between traits of the same species (e.g., consumption vs. metabolic rate; Pawar et al. 2012 Pawar et al. , 2015 can have important consequences for the energy budgets of organisms (Lemoine and Burkepile 2012; Iles 2014) . Similarly, differences in the thermal sensitivity of consumers and resources may also have strong effects on coevolutionary dynamics and differences between pathogens, vectors, and hosts on disease dynamics (Mordecai et al. 2013; Johnson et al. 2015) . Recent work also shows that differences in thermal sensitivity between respiration, photosynthesis, and methane production are significant and likely to be of global consequence in the face of a warming climate , 2014 . In all these contexts, thermal acclimation-rapid, nonevolutionary changes in thermal response curves-are likely to play a key role by ameliorating differences between species (Angilletta 2009; Way and Yamori 2014; Pawar et al. 2015) . But here again, to develop a general understanding of acclimation rates in thermal sensitivity across organisms, accurate estimates ofÊ are crucial (Grigaltchik et al. 2012; Seebacher et al. 2014) to uncover the mechanistic basis (e.g., biochemical constraints vs. behavioral thermoregulation) of acclimation responses.
Accurately quantifying variation in thermal sensitivity between and within species is a new and important challenge in the path of ongoing efforts to predict the effects of climate change on the dynamics of biological systems ranging from individuals to whole ecosystems. Inaccuracies in estimates of activation energies can further complicate the already challenging task of uncovering the mechanistic basis of thermal responses of biological traits and, ultimately, understanding and predicting the biological impacts of historical and ongoing climatic fluctuations, as well as global warming.
