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This paper presents results of research into the use of the Bellman-Zadeh approach to 
decision making in a fuzzy environment for solving multiobjective optimization problems. Its 
application conforms to the principle of guaranteed result and provides constructive lines in 
obtaining harmonious solutions on the basis of analyzing associated maxmin problems. The 
application of the approach permits one to realize an effective (from the computational 
standpoint) as well as rigorous (in view of obtaining solutions from the Pareto set) method of 
analyzing multiobjective models. The use of the Bellman-Zadeh approach has served as a 
basis for solving problems of multiobjective allocation of resources (or their shortages) and 
developing a corresponding adaptive interactive decision making system (AIDMS). Its 
calculating kernel permits one to solve maxmin problems using an algorithm based on a non-
local search (modification of Gelfand's and Tsetlin's "long valley" method) as well as a genetic 
algorithm. The comparison of their computational performance is given on the basis of solving 
problems of multiobjective power shortage allocation in power systems. 
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1.  Introduction 
 
Investigations of recent years show the utility of applying fuzzy set theory [1] for 
considering diverse kinds of uncertainty. Its use in problems of optimization character 
offers advantages of both fundamental nature (the possibility of validly obtaining more 
effective, less "cautious solutions") and computational character [2]. 
The uncertainty of goals is the notable kind of uncertainty related to a 
multiobjective character of many optimization problems. There exist two types of 
problems, which need the use of a multiobjective approach: (a) problems in which 
solution consequences cannot be estimated on the basis of a single criterion, that 
involves the necessity of analyzing a vector of criteria, and (b) problems that may be 
solved on the basis of a single criterion but their unique solutions are not achieved 
because the uncertainty of information produces decision uncertainty regions, and the 
application of additional criteria can serve as a cogent means to contract these  regions 
[3]. According to this, two classes of models ( 〉〈 MX  ,  and 〉〈 RX  ,
〉
 models) may be 
constructed [2]. The present paper is related to analyzing 〈 MX  ,  models when a 
vector of objective functions )}({)( 1 XXFXF (,...,) Fq=  is considered, and the 
problem consists in simultaneous optimizing all objective functions, i.e., 
qpXF
LXp
,...,1    ,extr)( =→
∈
,                                                                             (1.1) 
where  is a feasible region in L nR . 
The first step in solving the problem (1.1) is associated with determining a set of 
Pareto solutions Ω  [4]. This step is useful, however it does not permit one to 
obtain unique solutions. It is necessary to choice a particular Pareto solution on the 
basis of information of a decision-maker (DM). There are three approaches to using 
this information [5]: a priori, a posteriori and adaptive. The most preferable approach 
is the adaptive one. It permits one to improve the solution quality as a result of 
transition from  to  with considering information  of DM. 
L⊆
⊆∈Ω0α LX LX ⊆∈+ Ω
0
1α αI
When analyzing multiobjective problems, it is necessary to solve some questions 
related to normalizing criteria, selecting principles of optimality and considering 
priorities of criteria. Their solution and, therefore, development of multiobjective 
methods is carried out in the following directions [4,6,7]: scalarization techniques, 
imposing constraints on criteria, utility function method, goal programming and using 
the principle of guaranteed result. Without discussion of these directions, it is 
necessary to point out that an important question in multiobjective optimization is the 
solution quality. It is considered as high if levels of satisfying criteria are equal or 
close to each other (harmonious solutions) if we do not differentiate the importance of 
objective functions [8]. From this point of view, it should be recorded the validity and 
advisability of the direction related to the principle of guaranteed result [2,8]. 
A drawback of existing interactive systems is related to their attachment to the sole 
form of additional information representation. In many cases, DM has more spacious 
information reflecting his or her preferences and reducing time of the solution search. 
Thus, the development of adaptive interactive decision making systems (AIDMS) 
allowing to perceive information on a limited language of DM is important. 
The lack of clarity in the concept of "optimal solution" is the basic methodological 
complexity in solving multiobjective problems. When applying the Bellman-Zadeh 
approach [1,9], this concept is defined with reasonable validity: the maximum degree 
of implementing goals serves as a criterion of optimality. This conforms to the 
principle of guaranteed result and provides constructive lines in obtaining harmonious 
solutions [2]. The Bellman-Zadeh approach permits one to realize an effective (from 
the computational standpoint) as well as rigorous (from the standpoint of obtaining 
solutions ) method of analyzing multiobjective models [2,8]. Finally, its 
use allows one to preserve a natural measure of uncertainty in decision making and to 
take into account indices, criteria and constraints of qualitative character. 
LX ⊆∈Ω0
The present paper is dedicated to applying the Bellman-Zadeh approach to solving 
a problem of multiobjective allocation of resources (or their shortages). 
 
 
2.  Multiobjective allocation of resources 
 
When using the Bellman-Zadeh approach, each  of (1.1) is replaced by a 
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where  is a membership function of  [1]. )(X
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A fuzzy solution  with setting up the fuzzy sets (2.1) is turned out as a result of 
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To obtain (2.4), it is necessary to build membership functions µ   
reflecting a degree of achieving "own" optimums by the corresponding  
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for minimized objective functions. In (2.5) and (2.6), qpp ,...,1 , =λ  are importance 
factors for the objective functions. 
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providing  and  respectively. )( min arg0 XFX pLXp ∈= ),( max arg
00 XFX pLXp ∈=
Thus, the solution of the problem (1.1) on the basis of the Bellman-Zadeh approach 
demands analysis of  monocriteria problems (2.7), (2.8) and (2.3), respectively. 12 +q
Since the solution 0X  is to belong to Ω , it is necessary to build L⊆
)}(µ ),(µmin{ min)(µ)(µ)(µ π,..,1π1 XXXXX pAqppA
q
pD ==
=∧∧= ,                           (2.9) 
where  if 1)(µ π =X Ω∈X  and µ 0)(π =X  if Ω∉X . 
As it is shown in Section 3, the corresponding construction of procedures for 
solving (2.3) provides the line in obtaining  in accordance with (2.9). 
Thus, it can be said about equivalence of 
LX ⊆∈Ω0
)(X (DµD  and µ . It permits one to give 
up the necessity of implementing a procedure for building the set Ω . 
)X
L⊆
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where sqpLXX
pA
,...,1 , ),(µ +=∈  are membership functions of fuzzy values of 
linguistic variables [1] which reflect additional conditions (indices, criteria and/or 
constraints of qualitative character). 
The results described above have been used for solving problems of multiobjective 
allocation of resources (or their shortages) (1.1), which may include linear as well 
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The AIDMS has been developed to solve the problem (1.1), (2.11) and (2.12). The 
questions of constructing its calculating kernel destined for obtaining 0X  on the basis 
of (2.4) or (2.10) are discussed in Section 3. The AIDMS includes a procedure for 
constructing a term-sets [1] and membership functions of linguistic variables to 
consider corresponding additional conditions. The AIDMS also includes diverse 
procedures for forming and correcting the vector )λ,...,λ(λ 1 q=  of importance factors.  
There are theoretical bases (for example, [10]) of the validity of applying min 
operator in (2.2)-(2.4). However, there exist many families of aggregation operators 
[11] that may be used in place of min operator. Despite that some properties of the 
operators have been established, there is no clear and intuitive interpretation of these 
properties. It is possible to state the following question: among many types of 
operators, how is one selected, which is adequate for a particular problem? Although 
some selection criteria are suggested in [1], almost all of them deal with empirical fit. 
Thus, it is possible to assert that the selection of the operators, in large measure, is 
based on experience. Considering this, the AIDMS includes procedures associated 
with using not only min operator but product operator as well (this operator has found 
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Our computing practice [12] shows that the use of product operator leads to 
solutions more harmonious than solutions obtained on the basis of the traditional 
multiobjective optimization method (the Boldur's method [13]). However, the use of 
the min operator provides solutions more harmonious than solutions obtained with 
applying product operator. Taking this into account, Section 3 is dedicated to 
considering a general scheme of interactive solving the problem with particular 
attention to diverse aspects of solving the problem of maximizing (2.9).            
 
 
3.  Algorithms of problem solution 
 
The general scheme of solving the problem (1.1), (2.11) and (2.12) which has 
served for implementing the AIDMS is associated with the following sequence of 
blocks: 





2. Construction of the membership functions defined by (2.5) or (2.6). 
3. Construction of an initial vector λ )λ,...,λ( 1 q= of the importance factors. 
4. Analysis of the availability of initial conditions defined by the linguistic 
variables. If these conditions are lacking, then go to Block 8; otherwise go to Block 5. 
5. Verification of compatibility of the conditions and, if necessary, their interactive 
correction. 
6. Solution of the problem (2.3) with the goal to obtain  defined by (2.9). 0αX
7. Analysis of the current solution . If DM is satisfied by the solution, then go to 
Block 10; otherwise go to Block 8, taking α
0
αX
1α: += . 
8. Correction of the vector of the importance factors. )λ,...,λ(λ 1 q=
9. Insertion of additional conditions defined by the linguistic variables; then go to 
Block 5. 
10. Calculations are completed because the solution 0X  is obtained. 
The main functions of a calculating kernel of the AIDMS are associated with 
obtaining , 0pX qp ,...,1=  and , 
00
pX qp ,...,1=  defined by solving the problems (2.7) 
and (2.8) and with obtaining 0X  defined by (2.4). The solution of the problems (2.7) 
and (2.8) creates no difficulties. The maximization of (2.9) is based on a non-local 
search that is a modification of the Gelfand's and Tsetlin's "long valley" method [14]. 
Experimental calculations show that variables of (2.2) are dividable into two 
groups: inessential and essential. The change of inessential variables leads to essential 
variations of (2.2). The change of essential variables leads to inessential variations of 
(2.2). In other words, a structure of (2.2) may be considered as a multidimensional 
"long valley". This circumstance, if we use direct search methods [7], requires the 
ascent from different initial points  (Pareto points), if we must minimize , 






pX (Fp X . This 
explains the use of a non-local search, which can be presented as follows: 
1. The sequence {  is built from points , if we must minimize 
, or , if we must maximize , obtained as a result of execution of 
Block 1 of the general scheme. This sequence has the following property: 
. 
qlX l ,...,1 },)( =















2. The local search of 0X  is carried out from )1(X )1( =l . As a result of this search, 
we obtain a point 0)1(X  with corresponding µ . q
pA
,...,( p 1= ),X 0)1(
3. The local search of 0X  is carried out from )1( +lX . As a result of this search, we 
obtain a point 0)1( +lX  with corresponding µ . qX lAp ,...,1=(
( p ),0)1+
4. Analysis is executed: 
a) if 0)1(0)1( +≠ lXX , then go to Operation 5; 
b) if 0)1(0)1( += lXX  for , then go to Operation 3, taking 1−≠ ql 1: += ll ; 
c) if 0)(0)1(0)1( ql XXX == + , then go to Operation 8, taking 0)1(0 XX = .    
5. A line between points 0)(tX  and 0)1+(tX  is "constructed" to generate points 
 (see Figure 3.1). Among them (if they are acceptable from the point 
if view of the constraints (2.12)), a point  is selected 
to define a direction for a future search. 








6. The next local search of 0X  is carried out from 1)0,( +ttX . As a result of this 
search, we obtain a point 2)0( +tX  (see Figure 3.1). 
7. Analysis is executed: if three "last" points )0(tX , )01( +tX  and )02( +tX  differ on 
,  and  less than the accuracy desired, 
then go to Operation 8, taking   
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8. Calculations are completed because the solution  is obtained. LX ⊆∈Ω0
The execution of Operations 2, 3 and 6 of the algorithm is possible on the basis of 
any search method (in particular, a modification of the univariate method [7] was 
implemented within the framework of the AIDMS). If )(mX  is a current point, the 
transition to a point )1( +mX  is expedient if 
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In contrast, if 
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the transition to )(mX  is not expedient from the point of view of maximizing (2.2). 
This way of evaluating the expediency of the transition to the next point )1( +mX  leads 
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   Figure 3.1. Non-local search of 0X  
 
Investigations of recent years show the utility of applying multiobjective genetic 
algorithms to solving multiobjective optimization problems [15]. The genetic 
algorithms are search algorithms based on mechanics of natural selection and genetics 
[16]. The genetic algorithms are based on a loop, which includes cycles representing a 
generation of the population. In every generation, the genetic operators (crossover, 
mutation, etc.) are applied into selected individuals of the population defined by a 
selector technique based on individual’s fitness value. 
In order to implement the genetic algorithm to solve the problem (1.1), (2.11) and 
(2.12) on the basis of the Bellman-Zadeh approach, a genetic algorithms from the 
GALib package [17] has been used. This algorithm is the standard "simple genetic 
algorithm" described by Goldberg in [16] which uses non-overlapping populations. 
Each generation created by the algorithm is an entirely new population of individuals. 
The selector technique is the roulette wheel. The algorithm uses a one-point crossover 
and a bit string to represent individuals. The mutation operator of the algorithm is a 
flip bit mutator. To resolve a multiobjective problem on the basis of the Bellman-
Zadeh approach, the fitness function was created using a modification of (2.2). 
The use of the algorithm is based on its modifications related to special preparing 
solution candidate representations to consider only individuals LX ∈ . In particular, 
to analyze the solutions LX ∈ , the population is composed by individuals that 
represent  variables. Each of these individuals is generated by random variable 
















in xx . 
If the value of  does not satisfy (2.12), the corresponding individuals are not 
included into the population. In the same way, individuals produced by mutation or 
crossover, are not included into population if they do not satisfy (2.11) or (2.12).  
nx
The analysis of the solutions LX ⊆Ω∈  is provided, using a penalty method [16], 






The use of this approach permits one to give a greater fitness value for the solutions 
Ω∈X  than for the solutions Ω∉X . 
 
 
4.  Computing experiments 
 
Consider the solution of the following problems of multiobjective power shortage 
allocation [8,12] on the basis of the algorithm which is a modification of the Gelfand's 
and Tsetlin's "long valley" method described above and the multiobjective genetic 
algorithm. These algorithms have been implemented using C++ Builder compiler. 
It is necessary to allocate power shortage, see (2.11), =65000 kW among sixteen 
consumers with considering six, five, four, three and two goals. These goals are 
described by the linear objective functions 
A
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ii xcF                                                                                              (4.2) 
that is to be maximized. Here 16,...,1 , =ixi
1 ,
 are limitations (shortages) of power supply 
for consumers. The coefficients ,...,1 ,6,..., == ipc pi  are determined by specific 
characteristics of the consumers [12]. Table 1 provides initial information for the 
problems according to (4.1), (4.2) and (2.12). 
To reflect the quality of solutions of multiobjective problems with  
, see (2.5) and (2.6), it has been used the mean magnitude of absolute values 
of deviations of satisfaction levels µ  from their mean values 
























00 )(1)( . 
Table 4.11. Initial information 
 
i  














   Hours 
 
iA  
 1   1.50 0.11 0.19 5.00 0.63 15.30 14000 
 2 4.10 0.34 0.68 4.20 0.33 17.20   6000 
 3 1.40 0.09 0.21 4.60 0.28 21.10   4000 
 4 2.20 0.36 0.37 5.10 0.21 18.50   7000 
 5 1.20 0.18 0.14 6.20 0.26 17.40 19000 
 6 2.13 0.29 0.37 5.70 0.36 19.60 14000 
 7 6.12 0.49 0.71 5.10 0.47 16.20   6000 
 8 2.14 0.18 0.38 5.60 0.51 14.90   5000 
 9 1.86 0.22 0.27 4.40 0.38 17.90   6000 
10 5.87 0.56 0.62 5.70 0.42 16.50 15000 
11 4.33 0.49 0.64 5.80 0.55 18.70 12000 
12 5.44 0.47 0.66 5.50 0.42 20.90   9000 
13 6.34 0.58 0.71 5.00 0.52 19.50 12000 
14 5.45 0.64 0.89 4.30 0.60 18.70   8000 
15 6.11 0.88 0.81 4.60 0.39 20.60   9000 
16 3.66 0.13 0.57 5.30 0.65 16.80 11000 
 
















6,...,1=p ),(xFp 4,..., =pxpF , 3,...,1 ),( =pxFp  and  , 
respectively, have been obtained on the basis of the modification of the Gelfand's and 
Tsetlin's "long valley" method. These solutions are characterized by the following 
mean magnitudes of absolute values of deviations of satisfaction levels from their 
mean values: =0.00265, ∆ =0.01420, 
),(xFp 2 ,1=p
1,6∆ 1,5 1,4∆ =0.00593, 1,3∆ =0.00261 and =0. 1,2∆
The solutions , , ,  and  for the same problems have been 
obtained on the basis of the genetic algorithm. However, the values of ,  and 












2,2∆ 1,6∆ , 1,3∆  and . This is 
explained by so-called "premature convergence" of at least the "simple genetic 
algorithm" [16]. At the same time,  provides 
1,2∆
0
2,5X 2,5∆ =0.01118 (with the search time 
that is less than the search time for  by 68%) and  provides =0.00513 
(with the search time that is less than the search time for  by 50%). The fast 
convergence of the genetic algorithm permits one to combine its application with the 
subsequent use of the modification of the Gelfand's and Tsetlin's "long valley" method 
to improve its computational performance in solving problems of multiobjective allocation 
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