Abstract. In this work we study certain aspects of Open Quantum Random Walks (OQRWs), a class of quantum channels described by S. Attal et al. [4] . As a first objective we consider processes which are nonhomogeneous in time, i.e., at each time step, a possibly distinct evolution kernel. Inspired by a spectral technique described by L. Saloff-Coste and J. Zúñiga [47], we define a notion of ergodicity for finite nonhomogeneous quantum Markov chains and describe a criterion for ergodicity of such objects in terms of singular values. As a second objective, and based on a quantum trajectory approach, we study a notion of hitting time for OQRWs and we see that many constructions are variations of well-known classical probability results, with the density matrix degree of freedom on each site giving rise to systems which are seen to be nonclassical. In this way we are able to examine open quantum versions of the gambler's ruin, birth-and-death chain and a basic theorem on potential theory.
Introduction
The study of asymptotic behavior of trace-preserving completely positive maps, also known as quantum channels, is a fundamental topic in quantum information theory, see for instance [12, 13, 26, 28, 29, 36, 37] . More recently, an important class of quantum channels, namely Open Quantum Random Walks (OQRWs) has been introduced by S. Attal et al. [4] and its long term behavior studied [5, 23, 25, 41] . OQRWs are such that probability calculations can be expressed in terms of a trace functional (on a noncommutative domain) but their asymptotic limits are seen to present a classical character. A channel of this kind can be written as where the B i j are matrices associated to a transition from site |j to site |i , for all i, j [4] . We also impose the condition i B i * j B i j = I for all j. In recent works R. Carbone and Y. Pautrat [14, 15] have studied irreducibility and periodicity aspects of OQRWs. As expected, the dynamical behavior of an OQRW is in general quite different from what is obtained with the usual (closed) quantum random walk [44, 46] , but see section 10 of [4] for a relation between both kinds.
OQRWs are closely related to Transition Effect Matrices (TEMs), presented by S. Gudder [18, 19] , and this relation (also mentioned in [4] ) is a starting point for the discussion of this work. TEMs are a generalization of stochastic matrices Date: May 12, 2016.
1 and a typical example, acting on two sites, can be written as ) will then be called a Quantum Transition Matrix (QTM) and we obtain a natural correspondence between such matrix and an OQRW (to be reviewed later). Then we may consider a sequence of QTMs B = {B 1 , B 2 , . . . }, which we call a time-nonhomogeneous Quantum Markov Chain (QMC), and study its long term behavior. In terms of classical probability, this corresponds to the problem of studying a time-nonhomogeneous Markov chain: at each (discrete) time step, a (possibly) distinct stochastic kernel [8] . In our setting this means that we may consider at each time step a distinct quantum channel and we would like to describe facts about its asymptotic limit.
Let H, K denote Hilbert spaces, B(H ⊗ K) denote the bounded operators and D(H ⊗ K) the states (density matrices) on H ⊗ K. By repeatedly applying an OQRW Φ : B(H ⊗ K) → B(H ⊗ K) and a measurement of the position (projection on K) we obtain a sequence of states on H ⊗ K: if the state of the chain at time n is ρ (n) = ρ ⊗ |j j| then at time n + 1 it jumps to one of the values j ) This is a well-known transition rule seen in quantum mechanics, which depends on a density matrix. A similar description is possible if the initial state is pure and in this case the system stays valued in pure states. In probability notation, we have a homogeneous Markov chain (ρ n , X n ) with values in D(H) × Z (continuous state, discrete time) satisfying: from any position (ρ, j) one jumps to with probability given by (1.4) . This the quantum trajectories approach of OQRWs. Also see [4, 5, 24] . This provides a convenient probability formalism for the problems we wish to study here. We also refer the reader to [6] where related calculations on quantum stochastic processes are made.
This work has two main goals, both being applications to OQRWs: (1) We define a notion of ergodicity for sequences of (in general distinct) finite QTMs and prove an ergodicity criterion in terms of singular values. In this setting we have a nonhomogeneous aspect: at each time step, we apply a distinct quantum channel. It is seen that the result is somewhat expected and we will restrict ourselves to sequences of unital (unit preserving) QTMs acting on a finite number of sites. The study of ergodicity is a basic objective in the theory of Markovian dynamics and similar models, and for quantum Markov processes one already has a good understanding of ergodicity and mixing times in operator algebra contexts [48, 49] . However, results on ergodicity of sequences of quantum channels besides the case of taking iterations of a single channel are scarce and we hope the description presented here for open quantum walks will encourage further studies. The presentation given here serves as an illustration of how a classical technique can be translated to a quantum setting. (2) We use the quantum trajectories formalism to define a notion of hitting time (first visit) for OQRWs. In this setting we note that transition probabilities depend on density matrices and these are seen to vary with time.
Above we noted that quantum trajectories can be studied in terms of a Markov chain with values on D(H) × Z.
Another way of visualizing this process is to simply consider the state space to be Z but with varying probabilities (all depending on a fixed initial density). So we are interested in a kind of first visit of sites (space K). We believe this is a point of view which is convenient for the study of certain applications. As a consequence of the first goal, we are able to examine the following problem. We recall from classical probability theory that a finite, irreducible, aperiodic Markov chain is such that the columns (rows) of the iterates of the associated column (row) stochastic matrix P r converge to the unique invariant distribution vector for P , as r → ∞ [35] . In this work we prove an analogous property for QTMs satisfying certain conditions. In Section 2 we establish basic terminology and notations, review OQRWs and its correspondence with QTMs. In Section 3, following [14, 15] , we briefly discuss irreducibility and periodicity of channels, as this will serve as a review and as a motivation for our discussion on ergodicity of sequences of QTMs. Section 4 presents a notion of ergodicity for sequences of QTMs (Definition 4.3) and the spectral construction needed for one of our our main results. This construction is closely inspired by results presented by L. Saloff-Coste and J. Zúñiga [47] in a classical setting, concerning time-nonhomogeneous Markov chains on a finite state space. We also relate the notion of ergodicity presented here with weak ergodicity seen in a noncommutative L 1 -space setting [33] .
Inspired by the transition rules obtained from quantum trajectories (depending on density matrices), we define a notion of hitting time in the setting of OQRWs (Section 5). We prove results which generalize certain Markov chains theorems and we give special attention to a minimality result, as this is also associated to questions on potential theory. Some of the proofs on this matter are closely inspired by classical descriptions, such as the ones presented by J. Norris [35] and also by P. Brémaud [8] . Some analogies are quite strong for the case of OQRWs, since these are quantum channels on the space H ⊗ K, where K has the interpretation of being the space of sites that the walk may reach.
Denote by h A i (ρ) the probability that the walk will ever reach set A, given that the walk started at site i, with initial density matrix ρ ⊗ |i i|. We prove: Theorem 6.3. For every density ρ ⊗ |i i|, the vector of hitting probabilities (h A i (ρ)) i∈Z is the minimal nonnegative solution to the system (1.6)
Minimality means that if x = (x i ) i∈Z , is another solution with
Solutions are assumed to be linear functionals acting on the space of density matrices D(H ⊗ K) associated to the given OQRW Φ.
The above theorem will be proved in Section 6, inspired by classical results. We call the second equation in (1.6) the open quantum version of P x = x, which is the matrix equation corresponding to the classical first visit problem. The proof goes through the fact that the stochastic matrix P from the classical setting should give way to transition probabilities that depend on density matrices, and these can be seen to change with time. Nevertheless, we will see that the adaptations are based on simple additional ideas.
We also study a particular class of channels, namely, nearest neighbor OQRWs induced by normal commuting matrices, thus making clear that we have examples in a family which is strictly larger than the set of real stochastic matrices (Section 7). For different, but related contexts where commuting contractions have been an object of study, see [31, 40] . In this form we are able to study open quantum versions of the gambler's ruin and the birth-and-death chain in Section 8. As a result we will obtain outcomes which are generalizations of classical results and this is essentially due to the density matrix degree of freedom on each site of the walk. Also a simple adaptation of previous results provides a version of the average cost theorem from classical potential theory. Theorem 8.4. Suppose that {c(i) : i ∈ D} and {f (i) : i ∈ ∂D} are nonnegative. Let T be the hitting time of ∂D and define
Then for every density ρ the following holds. a) The potential φ = {φ i : i ∈ I} satisfies
, and φ = f in ∂D. b) If {ψ i : i ∈ I} satisfies the open quantum version of ψ ≥ c + P ψ in D and ψ ≥ f in ∂D and ψ i ≥ 0 for all i then ψ i ≥ φ i for all i. c) If P i (T < ∞) = 1 for all i then (1.8) has at most one bounded solution.
We call (1.8) the open quantum version of φ = c + P φ, which is the matrix equation corresponding to the classical potential problem. For more on potential theory with a quantum context in view, see [9] . We conclude with a brief discussion on hitting times for nonhomogeneous quantum Markov chains and open questions. 3 marked improvements of the paper. C.F.L. is partially supported by a CAPES/PROAP grant to the Graduate Program in Mathematics -PPGMat/UFRGS. R.R.S. is partially supported by FAPERGS (proc. 002063-2551/13-0). The authors would like to thank C. Liu, T. Machida, S. E. Venegas-Andraca, N. Petulante, F. Petruccione and F. A. Grünbaum for stimulating discussions on this line of research.
Preliminaries: Quantum Transition Matrices and Open Quantum Random Walks
In order to describe the correspondence between QTMs and OQRWs, we review basic facts about completely positive maps, more details of which can be seen for instance in [3, 7, 34, 42, 50, 51] . Let Φ : M n (C) → M n (C) be linear. We say Φ is a positive operator whenever
We say Φ is k-positive if Φ k is positive, and we say Φ is completely positive (CP) if Φ k is positive for every k = 1, 2, 3, . . . . It is well-known that CP maps can be written in the Kraus form [42] :
We say Φ is trace-preserving if tr(Φ(ρ)) = tr(ρ) for all ρ ∈ M d (C), which is equivalent to i A * i A i = I. We say Φ is unital if Φ(I) = I, which is equivalent to i A i A * i = I. Trace-preserving completely positive (CPT) maps are also called quantum channels. Also recall that if A ∈ M d (C) there is the corresponding vector representation vec(A) associated to it, given by stacking together the matrix rows. For instance, if d = 2,
The vec mapping satisfies vec(AXB T ) = (A⊗B)vec(X) for any A, B, X square matrices [22] so in particular, vec(AXA
, from which we can obtain the matrix representation [Φ] for the CP map (2.2):
We recall the well-known fact that the matrix representation of a CPT map Φ :
is independent of the Kraus representation considered. The proof of this result is a simple consequence of the unitary equivalence of Kraus matrices for a given quantum channel [42] .
2.1.
Correspondence between QTMs and OQRWs. Let K denote a separable Hilbert space and let {|i } i∈Z be an orthonormal basis for such space (in case K is infinite dimensional). The elements of such basis will be called sites (or vertices). Let H be another Hilbert space, which will describe the degrees of freedom given at each point of Z. Then we will consider the space H ⊗ K. For each pair i, j we associate a bounded operator B j i on H. This operator describes the effect of passing from |i to |j . We will assume that for each i, j B j * i B j i = I, where, if infinite, such series is strongly convergent. This constraint means: the sum of all the effects leaving site i is I. We will consider density matrices on H ⊗ K with the particular form ρ = i ρ i ⊗ |i i|, assuming that i tr(ρ i ) = 1 (see Remark 2.1 below). For a given initial state of such form, the OQRW induced by the B j i is, by definition, (2.5)
We say the OQRW is finite if dim(H) < ∞ and if it acts on a finite number of sites, that is, dim(K) < ∞. Now let B = (B 
can be identified with the channel iteration
Comparing (2.6) and (2.7) we realize that the projections |i i| are being used simply as an index in the vector state space. We conclude that a QTM induces an OQRW in a natural way and conversely.
As a conclusion, in this work we will state results in terms of QTMs but, based by the above description, this is equivalent to making use of an associated OQRWs whenever one feels it is convenient. Given a QTM B, we may consider the associated OQRW Φ B in its operator form, or still, its matrix representation [Φ B ]. In other words, in order to perform calculations or study properties of a QTM B, it is often enough to understand the behavior of the matrix representation of the quantum channel induced by B.
Remark 2.1. Even though Φ B given by (2.7) acts on a tensor product space, the resulting dynamics occurs on a direct sum space. More precisely, whatever is the initial state ρ on H⊗K, the density Φ B (ρ) produced is of the form i ρ i ⊗|i i|, see [4] .
Reducibility and periodicity of OQRWs and QTMs
We review some facts from [14, 15] and, in this section and the next, all QTMs are assumed to be finite. Following the definitions of irreducibility and periodicity, seen in classical probability and in operator algebra settings, the mentioned authors study the corresponding notions for quantum channels. In the end of this section we state the problem we wish to solve, motivated by the theory discussed here. We let I 1 (H) be the ideal of trace operators on some given Hilbert space H. A positive map Φ is called irreducible if the only orthogonal projections P such that Φ(P I 1 (H)P ) ⊂ P I 1 (H)P are P = 0 and P = Id. When the above expression holds we say that P reduces Φ. In case Φ is CP, we can characterize irreducibility in terms of its operator sum representation. We also recall the following. Definition 3.1. Let Φ be a positive trace-preserving irreducible map and let (P 0 , . . . , P d−1 ) be a resolution of identity, i.e., a family of orthogonal projections such that With these definitions one may obtain an operator version of the classical Markov chain result [35] . The following has been presented in [15] At this point we can state a question. We recall that the classical version of Theorem 3.2 for column stochastic matrices P [35] implies that the columns of P r converge to the unique invariant distribution vector for P , as r → ∞. One can ask for an analogous property for quantum channels. By considering the matrix representation [Φ] of an irreducible, aperiodic, finite quantum channel, does every column converge to a limit distribution? The answer to this question is easily shown to be negative in general. Due to the connection between OQRWs and QTMs, one can ask instead the more refined question: given a QTM B and its matrix expression B = [B As an example, it is a simple matter to illustrate how classical stochastic matrices may be described in terms of the setting of QTMs. Many aspects of this translation are straightforward, but some details are worth mentioning explicitly. 
(2) If P is an order 2, aperiodic, irreducible, stochastic real matrix with stationary vector π = (π 1 , π 2 ) T then a) for the classical stochastic QTM B associated to P ,
we have for C as in eq. (3.2) that
For the vector state ρ with ρ 1 = x 1 |1 1| and ρ 2 = x 2 |2 2|, x 1 + x 2 = 1, x i > 0, and for the classical stochastic QTM B associated to P which is aperiodic and irreducible, T to be equal to ρ is impossible in general. This is also indicated by expression (3.5) . Nevertheless, if we consider the case in which all matrices B i j and ρ i are one-dimensional then we recover the classical case.
A spectral technique for QMCs
Recall that the singular values of an operator T are the square roots of the eigenvalues of the map T * T . In this section we consider a quantum channel Φ B = Φ which is unital, induced by an order n QTM B given by order k matrices, that is, B = (B i j ), dim B i j = k, all i, j = 1, . . . , n. We let σ i (Φ) be the i-th singular value of Φ, i = 1, 2, . . . , arranged in non-increasing order. It is usual to say that n is the number of sites. Note that for any QTM, σ 1 (Φ) = 1 and σ i (Φ) ∈ [0, 1]. Define an inner product for columns,
where in the right hand side the product appearing is the Hilbert-Schmidt inner product of matrices A i , C i 2 := tr(A * i C i ). Denote by · 2 the norm induced by such product. Note that, as a block matrix, a QTM is an order kn matrix (n rows of order k matrices). Inspired by the asymptotic behavior of the unital examples examined, we would like to compare the distance between the columns of a QTM and the column π = [ 
be the induced OQRW on n sites and action given by order k matrices. Let
denote an orthonormal basis of eigenstates for Φ * Φ, associated to eigenvalues arranged in non-increasing order, with η 1 given by
in the canonical basis. Then for all j = 1, 2, . . . , n,
where for each j, 0 · · · I · · · 0 T = i d ij η i , with I the order k identity appearing in the j-th position. Now let B = {B i } i∈N denote a sequence of QTMs (i.e., a QMC). We use the notation B i,i = I and
where by the above product we mean the QTM associated to the product of matrix representations of the QTMs B p+1 , · · · , B q (equivalently, the product of the associated OQRWs). In the special case of a homogeneous QMC B = {B r } ∞ r=1 the expression B p,q equals B 0,q−p = B q−p (product of matrix representations). An advantage on employing matrix representations is that this allows us to make use of well-known results on the singular values of the product of matrices. We make this choice even though this is a matrix which is larger than, say, the Kraus matrices of a channel. Moreover, we denote by B i (l, m) the matrix appearing in the (l, m)-th position of B i (and not the (l, m)-th numeric entry of the QTM).
. . , Q q } be a finite family of QTMs, all admitting ρ π as an invariant measure. We say that the pair (Q, ρ π ) is ergodic if for any QMC defined by the sequence of QTMs B = {B i } i∈N with invariant measure ρ π , such that B i ∈ Q for infinitely many i's, we have for all i, j, k ∈ {1, . . . , n},
That is, we verify whether all columns of the resulting product are becoming equal. Now we define a notion of distance between columns. In the case of unital channels we will fix the maximally mixed column π = [I/n · · · I/n] T , I being the identity matrix of order k, and calculate the distance from a given column to π. It is worth noting once again that π, being a column of a QTM, is not a vector state. However, we will see that this produces a consistent limit theorem (see eq. (3.2) and Remark 3.4). Define
Now we recall the following fact. By exercise 4, p. 182 [22] , we have that for any set of matrices
In particular, for any set of matrices, and noting that
The following is the QTM version of a technical result proved in [47] , and will be needed for Theorem 4.7. 
Proof. We apply (4.4) with Φ = B 0,m . By definition, σ j (B 0,m ) ≤ σ 2 (B 0,m ), j = 2, . . . , n so we get
where
Note that the d ij depend on m as well, but C(j, n) does not increase arbitrarily with m, due to the bound |d ij | ≤ 1, for all m. Now recall that the geometric multiplicity γ Φ (λ) of an eigenvalue λ is the dimension of the eigenspace associated with λ, i.e., dim ker(Φ − λI), the maximum number of vectors in any linearly independent set of eigenvectors with that eigenvalue. The algebraic multiplicity µ Φ (λ) of λ is its multiplicity as a root of the characteristic polynomial and it is well-known that γ Φ (λ) ≤ µ Φ (λ). We recall the following important basic fact, the proof of which is described by M. Wolf [51] . By considering the Hilbert-Schmidt inner product on B(H), the adjoint of a unital quantum channel
The square modulus of a unital channel Φ is the unital channel ΦΦ * . It is clear that the square modulus is a self-adjoint non-negative operator, that is, A, ΦΦ
This implies that Φ * Φ can be diagonalized and has only non-negative eigenvalues [12] .
The following is the QMC version of the theorem presented in [47] . As mentioned in the Introduction this result is somewhat expected and the method of proof (seen in the Appendix) may be of independent interest and follows with little difficulty. 
and we can build an order 3 QTM with the above matrices in the following way. Let
In terms of OQRWs this corresponds to define
,(k,l) are the order 3 matrix units, and analogously for the other rows. Then a calculation shows that σ 1 (B) = 1 and σ 2 (B) = 2 3 < 1. We conclude that the pair ({B}, ρ π ), ρ π being the maximally mixed state, is ergodic by Theorem 4.7. We note that in this example one can calculate the singular values of its representation matrix, which has order (nk) 2 = (3 · 2) 2 = 36, see Remark 4.1. The singular values 1, 2/3, 1/3 and 0 have multiplicities 1, 6, 3 and 26, respectively. Noting the fact that the matrix representation is quite large already for the case of 3 sites, one may ask for smaller matrices which represent the same OQRW. This is indeed possible and a detailed study on this matter will be discussed in a future work. ♦ Example 4.9. If a classical bistochastic QTM of order 2 B = (B ij ), B ij ∈ M 2 (C) belongs to a finite set Q then no pair (Q, ρ π ) is ergodic, since σ 2 (B) = 1 as a calculation shows. For a different example, let (4.13)
and we can build an order 2 QTM with the above matrices by writing (4.14)
We are able to write the corresponding OQRW as in the above example. Then a calculation shows that σ 1 (B) = σ 2 (B) = 1. We conclude that if B ∈ Q then no pair (Q, ρ π ), will be ergodic (ρ π being the maximally mixed state). As another observation, consider the 1-qubit quantum channel Φ(ρ) = V 1 ρV * 1 + V 2 ρV * 2 which has 1 as the the unique eigenvalue of modulus 1, and has multiplicity 1. This shows that one can find a quantum channel that has a unique fixed point, which is attractive (a mixing channel, in the terminology of [12] ), but such that the induced QTM is not ergodic in our sense.
As a complementary discussion on ergodicity we would like to comment on QTMs in terms of the setting studied by F. Mukhamedov [33] , that is, in a noncommutative L 1 -space setting. In that context the mentioned author is able to define a Dobrushin coefficient and then analyze ergodicity properties of certain operators. We will discuss some of these results in light of our QTM description and we will see that many facts are easily examined on finite-dimensional Hilbert spaces when proper adaptations are made.
We will consider the algebra B(H ⊗ K) of bounded linear operators acting on H ⊗ K, where H and K finite dimensional (see Section 2.1). As mentioned before, the vector states described in previous sections form a convex subset of B(H⊗K). In finite dimensions all norms are equivalent with, for instance, · 2 ≤ · 1 , see [50] , and · 2 ≤ √ n · ∞ , · ∞ being the usual maximum norm on matrices [7, 21] .
As discussed in Section 2, every vector state ρ = (ρ i ), n i=1 tr(ρ i ) = 1, ρ i ∈ M k (C) can be identified with ρ = i ρ i ⊗ |i i|, and since ω(ρ) := i tr(ρ i ) = tr( i ρ i ⊗ |i i|), we have thatω = 1 kn ω is a faithful state functional on the vector states for a QTM. For a given vector state ρ, define T ρ acting on vector states as follows,
Following [33] , a QTM A is uniformly ergodic if there exists an element Y such that
for all m ≥ 0. Note that Y plays the role of an equilibrium state. Also following [33] , a QTM A is weakly ergodic if for every k ∈ N ∪ {0} we have
Now we state a result that is also described by [33] , with notation adapted for our purpose, considering homogeneous QMCs. Instead of considering the norm induced by the Hilbert-Schmidt norm, as it has been made previously, we will consider L 1 -spaces, and state results in terms of the norm · 1 . One of the facts that can be discussed at this point is a relation between weak ergodicity, uniform ergodicity and singular values of a QTM. This gives us an asymptotic notion which is closely related to the one presented in this work. In order to do that, we recall some definitions. Let
and for T a linear operator define
the Dobrushin ergodicity coefficient of T . Basic properties of this coefficient can be seen in [33] , where it is proven that 
is uniformly ergodic.
In the homogeneous case, Definition 4.3 is reduced to T , i tr(ρ i ) = 1, with ρ i ∈ M k (C). Let B be a QTM, that admits ρ π as an invariant measure. We say that the pair (B, ρ π ) is ergodic if for all i, j, k ∈ {1, . . . , n},
The following corollary is immediate from Theorem 4.10 and Definition 4.11: On the other hand, assuming that a QTM B is ergodic in the sense of Definition 4.3 then it is a simple matter to show that this does not imply weak ergodicity. In fact, let B be the order 2 maximally mixed QTM and note that for every ρ,
Hence, we are able to perform a calculation of (4.17) which produces a positive number. This shows that the homogeneous QMC induced by B is ergodic in the sense of Definition 4.3, but is not weakly ergodic.
Quantum hitting time
In this section we begin our discussion on hitting times for OQRWs. As previously discussed the description can be made in terms of QTMs as well, but we will fix notation for quantum channels and its associated quantum trajectories. Unlike QTMs, we usually assume an infinite number of sites for the OQRWs considered (walks on Z being a natural example) unless otherwise stated.
First we make a remark on general quantum channels. Let
where U is unitary. Suppose a measurement of the environment is performed in the basis |e k after U is applied. By the principle of implicit measurement, such measurement affects only the state of the environment and does not change the state of the principal system. If ρ k is the state of the principal system, given that outcome k has occurred, then ρ k is proportional to V k ρV * k . Normalizing,
tr(V k ρV * k ) and the probability of outcome k is given by p(k) = tr(|e k e k |U (ρ ⊗ |e 0 e 0 |)U * |e k e k |) = tr(V k ρV * k ). Therefore,
This gives us the following physical interpretation of the channel: the action of the quantum operation is equivalent to taking the state ρ and randomly replacing it by V k ρV * k /tr(V k ρV * k ) with probability tr(V k ρV * k ). This kind of calculation has been described in [34] and has also been explored in the context of quantum iterated function systems [6, 30] . A point to be examined in this work is the study of functionals of matrices: given (5.3), one may apply a linear functional f on both sides to obtain f (Φ(ρ)) = k p(k)f (ρ k ) and a familiar choice is to take f V (ρ) = tr(V ρV * ). We will use this together with other notions in order to study hitting times, which is to be presented next. For concrete calculations, we will consider walks on Z and on certain situations make use of path counting techniques.
Before discussing hitting times, we recall that F. Grünbaum et al. have presented a definition of quantum recurrence for discrete time unitary evolutions [20] . In [25] this notion has been adapted to the setting of OQRWs and below we briefly review this construction.
Let Φ be an OQRW, fix ρ (0) ⊗ |0 0| as the initial state and let Q be an operator acting on states of the random walk in the following way: if
. That is, the paths returning to zero are removed at every iteration via a projection to its complement. For instance, let Φ denote the nearest neighbor OQRW on Z induced by matrices L and R such that L * L + R * R = I, i.e.,
Then the probability of occurrence of state | − 2 , |0 and |2 are, respectively,
Now for a given state ρ, let S n (ρ) denote the probability of occurrence of a site other than zero at time n,
where µ(ρ) = µ( i ρ i ⊗ |i i|) := i tr(ρ i ). Define the return probability by R := 1 − lim n→∞ S n (ρ). We say that site |0 is recurrent for Φ if R = 1 for all ρ = ρ 0 ⊗ |0 0|, and we say it is transient otherwise. We give the analogous definition for walks starting at sites other than |0 . As remarked in [25] , when considering a quantum system together with the probabilistic notion of recurrence, if one has to check whether a system has reached a certain state then such inspection is a measurement which modifies the system. Our approach here is the same as the one taken in [20] , which is to consider a notion of recurrence that includes the system monitoring into the description. We also note that the definition above resembles a kind of site recurrence, that is, recurrence of a particular position on Z. One should compare this notion with state recurrence [10] , and it is worth mentioning that there exist many other approaches to quantum recurrence, as this topic can be discussed in terms of operator algebras [1, 2] , Markov semigroups [16] and spectral theory [38] , also see the references in [20] .
Inspired by the recurrence definition given above, it is a simple matter to define a notion of hitting time in a similar way, that is, including the system monitoring into the description. As it happens in [25] , many concrete calculations will rely on some path counting technique.
Definition 5.1. Let Φ be an OQRW. The probability of first visit to site j at time r, starting at ρ i ⊗ |i i| is denoted by b r (ρ i ; j). This is the sum of the traces of all paths allowed by Φ starting at ρ i ⊗ |i i| and reaching j for the first time at the r-th step (an analytic expression is given below). The probability starting from ρ i ⊗ |i i| that the walk ever hits site j is
. This is the probability of visiting site j, given that the walk started at site i. The time of first visit will then be used as an synonym for hitting time. Also, it makes sense to consider the probability of first visit to a set A and denote it by h Let π r (j; A) be the set of all products of r matrices corresponding to a sequence of sites that a walk is allowed to perform with Φ, beginning at site |j , first reaching set A in the r-th step. We remark that π r (j, A) ∩ π s (j, A) = ∅ if r = s. For instance, for the OQRW (2.5) acting on Z and, reading matrices from right to left, we have B rb r (ρ i ; j).
Minimal solution for hitting time problems
As a motivation we review a classical example [35] .
Example 6.1. Consider a classical random walk on 4 sites, with transition probabilities given by the following. Write P = (p ij ) with p ij denoting the probability of reaching site j in one step, given that it was in i: i denote the probability of ever reaching site 4, given that the walk started at site i. Then, using the law of total probability (i.e., conditioning on the first step) we have h tr(DρD
Note that a classical expression is recovered [35] when we take order 1 density matrices thus eliminating the matrix dependence of h 
Remark 6.2. We note that in equation (6.4), under the assumption that x j is linear, we have an evident cancellation of terms. One of the reasons we have chosen not to perform the simplification is to emphasize the statistical interpretation of certain functionals, as discussed with eq. (5.3): a certain choice occurs, and this is done with a certain probability. Nevertheless, in the rest of this work we will occasionally cancel terms in certain expressions of this kind whenever it is convenient.
Now we will prove the main result of this section. B k * j ) In terms of quantum trajectories (ρ n , X n ), we may write the above expression as
We remark that we should actually write P (X 1 ∈ A) = P ρ⊗|i i| (X 1 ∈ A), or a similar notation, if one wants to make explicit the initial density matrix. We will omit the subscripts for simplicity. By induction, Finally suppose that x i (ρ) ≥ 0 for every ρ and every i. Then the last term in (6.9) is also nonnegative. The remaining terms consists of P (H A (ρ) ≤ n) := P ({time of first visit to A, given ρ} ≤ n). So x i (ρ) ≥ P (H A (ρ) ≤ n) for all n. Hence, (6.10)
Remark 6.4. In the Introduction we noted that the quantum trajectories can be studied in terms of a process with values on D(H) × Z (see eq. (1.5)). Another way of visualizing this process is to simply consider the state space to be Z but with varying probabilities (all depending on a fixed initial density), the proof of Theorem 6.3 being a typical example of such approach.
In a similar way, it is a simple matter to prove:
Proposition 6.5. For every density ρ ⊗ |i i|, the vector of mean hitting time (k A i (ρ)) i∈Z is the minimal nonnegative solution to the system
A class of channels
We are interested in nearest neighbor OQRWs,
where B, C are normal, commuting matrices. In this section we will use the letters B, C instead of the usual L, R for nearest neighbor walks, as a reminder that we are assuming BC = CB. Due to commutativity, B and C are simultaneously diagonalizable via a unitary change of coordinates U [21] 
, D C diagonal and we can write, for instance,
and, more generally,
We conclude that the probability depends only on the number of times one moves left and right, and not on a particular sequence of B's and C's.
Probability formula. Given a state ρ a ⊗ |a a|, we note that the probability of the walk to reach site |x at time n equals
where M r n (a, x) is the number of paths (s 0 , . . . , s n ), s 0 = a, s n = x and having exactly r rightward steps. Letting l = n−r we get r − l = x − a so we get r = 1 2 (n + x − a) and l = 1 2 (n − x + a) so
Above we note that if 1 2 (n + x − a) is not a positive integer then the probability equals zero.
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Hitting time formula. As in previous sections, let b n (ρ a ; x) be the probability of first arrival at site x occurring at time n, starting at ρ a ⊗ |a a|. In case a = 0, this is easily calculated by using the hitting time theorem [17] , which we state here for convenience of the reader.
Theorem 7.1 ([17]
, Section 3.10). The probability f b (n) that a random walk S hits the point b for the first time at the n-th step, having started from 0, satisfies
Then, together with probability formula (7.5) we have for B, C commuting matrices, Now we illustrate how (7.7) may be calculated in terms of the entries of B, C and ρ 0 . The following two examples have been previously discussed by N. Konno and H. Yoo [23] .
Then if x = −n the above expression becomes
Otherwise, let l = 1/2(n − x) then n − l = (n + x)/2 and so
i.e., this expression occurring whenever x = n − 2l, l = 0, . . . , n. This can be written as
where δ x,y = 1 if x = y and equals zero otherwise.
where ǫ > 0 is such that 2ǫa(ǫ) < 1/2. By [23] , these matrices are simultaneously diagonalizable so that
where λ ± (ǫ, θ) = 1/2 ± 2ǫa(ǫ) cos(θ) and
Above note that a = (U * ρ 0 U ) 11 and b = (U * ρ 0 U ) 22 . Again let l = 1/2(n − x) so we can write (7.14) p
i.e., this expression occurring whenever x = n − 2l, l = 0, . . . , n.
♦ Example 7.6. Let
and take the initial state
. Then the probability of presence in site | − 1 is tr(Bρ 0 B) = 1 8 (3ρ 11 − ρ 12 − ρ 21 + 3ρ 22 ) and the probability of presence in site |1 is tr(Cρ 0 C) = 1 8 (5ρ 11 + ρ 12 + ρ 21 + 5ρ 22 ). Also, 
Hitting time calculation: examples
All of the following examples present a common thread: these are motivated by some classical result, the transition probabilities have a matrix dependence (density matrices being of greater interest to us) and make use of spectral information associated to the matrices for an OQRW. As for the open walks, the assumption of these being nearestneighbor and with commuting normal matrices simplifies the actual calculations while still providing nontrivial outcomes. For the corresponding classical examples, see [35] .
Remark 8.1. We will be interested in the eigenmatrices {η i } of maps of the form Φ V (X) = V XV * for some V . Then we perform hitting time calculations for these particular matrices and take linear combinations of the results. However we emphasize that, in general, not every eigenmatrix for Φ V is a density matrix (or even positive semidefinite). Because of this and due to the linearity of h A i (ρ) with respect to ρ, we will be able to write 
2 ). Now replace the above equation into
3 ), so we get
2 ) = tr(B 
2 ), from which we conclude
2 R 2 * ) 1 − λ 1 Note that the calculation above implies, as a particular case, the result from the classical matrix (6.1) in Example 6.1: in this case there is no density matrix dependence and by letting B 
Let A = {0} and for every ρ = η j consider the system of equations
where above we let p(ρ) = tr(RρR
b) Birth-and-death chain. Consider a nearest neighbor OQRW on Z such that each site |i has transition matrices L i and R i , and assume
with eigenmatrices Φ Li (η j ) = λ i;j η j and Φ Ri (η j ) = µ i;j η j . Let A = {0} and for every ρ = η j consider the system of equations
Concerning the gambler's ruin, condition µ = λ implies that even if you find a "fair casino", you are certain to end up broke. The calculation seen in the proof is quite similar to the corresponding classical version, except that the transition probabilities are induced by matrices L and R for all sites. Also it should be clear that now one may consider arbitrary density matrices ρ. Therefore we have a dependence on the basis η j and, correspondingly, on the eigenvalues λ j , µ j , and these may now be considered in linear superposition. For instance, let η x and η y be two eigenstates. Then
(η y ) so we have a combination of two previously known answers. Each term in (8.15) can be seen as a contribution to the final outcome and on each of them we may have a distinct situation. For instance, if
Hence we have concluded that the gambler's ruin is certain only in the case that a density matrix, when written in the basis given by the common eigenmatrices {η i } of L and R, does not contain any η i such that µ i ≥ λ i . In other words: if, for some contribution, moving away from ruin has a larger weight than moving left, then ruin is not certain (also see Remark 8.1).
Concerning the birth-and-death chain we have that, as in the classical case, h i < 1 implies that the population survives with positive probability. Therefore we see that this survival depends on the γ i which, in turn, depends on the p i , q i and η j . In a similar way as in the gambler's ruin, we have that the dependence on η j , not seen in the classical birth-and-death chain, can be interpreted as an extra degree of freedom of the walk just described. As a particular example let η x and η y be two eigenstates and write (8.17) h
In an analogous way as in the gambler's ruin we have: if for some contribution survival is possible, then population extinction is not certain to occur.
8.1.
A theorem on potential theory. Let D = {−a, −a + 1, . . . , a − 1, a}, a ∈ Z and ρ 0 be an initial density state on 0. We are interested in the average cost of going from 0 to the boundary of D, that is ∂D = {−a, a} (for simplicity we discuss the problem on Z, but one can extend the discussion to Z d if desired). In the classical theory, we can write such cost in terms of a potential (8.20 )
where c denotes a cost inside D, f is the cost at ∂D (i.e, a boundary value) and T is the hitting time of ∂D. We can study an OQRW analog of this cost problem. To do this, we assume (c(i) : i ∈ D) and (f (i) : i ∈ {−a, a}) are nonnegative. Then if {X i } i≥1 denotes a particular position on Z via a quantum trajectories process, define
Expression (8.21) means that we sum the costs for all the possible ways one can go from site i, with initial density matrix ρ and reach the border (which in the one-dimensional case described is just the set {a, −a}), multiplied by the probability for the corresponding paths to occur. Let 
Equation (8.25) is just the matrix equation φ = c + P φ.
We define the open quantum version of φ = c + P φ to be
The proof of the following can be seen in the Appendix. Example 8.5. Let P = P (ρ) be some matrix operator which depends on a density ρ and let φ = (φ i ) be a bounded nonnegative function such that P (ρ)φ = φ on D, a certain collection of sites. Assume the cost function inside D equals zero, i.e., c ≡ 0. If the probability of ever reaching ∂D is 1 then φ is entirely determined by its value on the boundary. In fact, let f be the restriction of φ to ∂D. Then
As f is bounded the function i → φ is bounded and therefore, since reaching the boundary is assumed to be certain, it is the unique nonnegative bounded solution of (8.28) for c = 0. As an example, consider a walk on Z 2 , write e 1 = (1, 0), e 2 = (0, 1) and let
This describes a nearest neighbor walk which is dependent on a particular density ρ. We can define
as a kind of generalized Laplacian. If the dependence on ρ vanishes and the matrix represents a symmetric walk, we recover the classical case and then the problem
reduces to the usual Dirichlet problem. In the more general case, under the assumption that ∂D is nonempty and that a walk reaches the boundary with probability 1, we have seen that (8.28) has at most one bounded solution. If f is bounded, the solution is (8.30) . Hence if ∂D is nonempty and (8.30) is bounded, then it is the unique nonnegative bounded solution of (8.33) . For more on the classical version of this result, see [8] .
♦

Conclusions and open questions: hitting times for nonhomogeneous quantum Markov chains
In this work we have studied a class of quantum Markov chains induced by transition matrices. We have also described such objects in terms of open quantum random walks and, together with the results on ergodicity, we hope this will encourage further research on dynamical aspects of these operators. Among basic open questions is the problem of establishing results for QTMs which are not unital, that is, such that the associated OQRW does not preserve the identity. In this case we note that the property that all entries of a given stationary state are equal (a fact which allows certain calculations performed in our adaptation for the unital case) cannot be used. Many of the questions made here make sense for QTMs acting on an infinite dimensional space, but in principle describing and solving these problems would require a treatment which is different than the one used here.
Concerning the theory described in [47] one might be interested in studying quantum adaptations of other properties presented there, particularly aspects appearing in processes that involve groups. Also according to this work, if every stochastic matrix Q i is reversible with respect to a given distribution, i.e.,
then the condition σ 2 (Q i ) < 1 for each i is equivalent to the fact that each Q i is irreducible and aperiodic. Then one may ask for an appropriate notion of reversibility for the setting presented in this work. We refer the reader to [49] for quantum versions of the detailed balance equation.
In connection to other quantum contexts where hitting times have been previously discussed, it is an open question to understand how the structure presented here behaves when the channel given by OQRWs is slightly changed: recall that a density of the form ρ = i ρ i ⊗ |i i| has its form preserved under the action of an OQRW Φ (i.e., Φ(ρ) continues to be a linear combination of tensor product of positive matrices and projections operators). One may be interested in different kinds of densities and to inspect what happens to hitting times (and the particular case of recurrence) in these more general contexts.
As a final discussion, consider a classical, nonhomogeneous Markov chain {P n } acting on a finite state space Ω. Suppose A ⊂ Ω is a transient class, |A| = d and let P A n denote the restriction of P n to A × A. Write the transition matrix of this chain as
Then the distribution of the hitting time in the subset Ω \ A at time n, assuming an initial distribution µ A , can be written as
T is d-dimensional. The mean hitting time is related to the behavior of the product P A n1 P A n2 · · · . Following [43] , we say that A is a θ-transient class at time n ≥ 0 if all i ∈ A at time n leads to a state in Ω \ A with a transition probability at least equal to θ. Then the authors have shown that if for all n ≥ 0 A is a θ-transient class, then there exists an increasing sequence of positive integers k j , j = 1, 2, . . . and 0 ≤ θ < 1 such that for all j ∈ N, P A kj · · · P A kj+1−1 ≤ θ < 1. The mentioned sequence provides a criterion for the finiteness of the mean hitting time for Ω \ A for a initial state in A, namely,
is finite, provided that 
One might expect a simple adaptation of the ideas seen in the mentioned work, but up to our knowledge such problem has not been investigated so far.
Appendix: Proofs
Proof of Proposition 4.2. We have for B = (B ij ) QTM, for all j,
With (10.1) in mind, we perform another calculation. Consider an orthonormal basis of eigenstates for Φ * Φ given by
where I = I k is the order k identity matrix. Note that η 1 = 1. Recall that by Remark 2.1, whatever is the initial state ρ on H ⊗ K, the density Φ(ρ) is of the form i ρ i ⊗ |i i|. This imposes a restriction on the kind of eigenstates present in F . Define (10.3)
with N Φ as in Remark 4.1. We have
Therefore on one hand we have
and on the other we obtained, by (10.1),
and so |d 1 | 2 = k n . We can repeat an analogous reasoning where we define ρ 2 , ρ 3 , . . . in a similar way as ρ 1 in (10.3).
Proof of Theorem 4.7.
be a sequence of OQRWs such that (10.9) N l = #{i ∈ {1, . . . , l} : B i ∈ Q} tends to infinity with l. By (4.9) we have that for every j,
which tends to zero as l → ∞. Conversely, assume that the pair (Q, ρ π ) is ergodic. Then equation (4.6) holds for any sequence (B i ) ∞ 1 of QTMs with invariant measure ρ π such that B i ∈ Q for infinitely many i's. That is, the columns of the iterated product are becoming equal to I/n. By contradiction, assume that one of the Q i , say Q 1 satisfies σ 2 (Q 1 ) = 1 and consider the following sequence of QTMs: B 2i+1 = Q 1 , B 2i = Q * 1 , i = 1, 2, . . . . Now we consider Q 1 Q * 1 , for which σ 2 (Q 1 ) = 1 is an eigenvalue with algebraic and geometric multiplicity at least 2, i.e., µ Φ (1) = γ Φ (1) ≥ 2 (see Prop. 4.5). Now let Ψ r = (Q 1 Q * 1 ) r . It is clear that each Ψ r is a quantum channel with real spectrum in [0, 1], by the remarks preceding the statement of this theorem. By standard arguments such as the one seen in Novotný et al. [36, 37] (via Jordan blocks), the asymptotic behavior of Ψ r is determined by the peripheral spectrum, as contributions of eigenspaces associated to eigenvalues with norm less than 1 tend to disappear. Since 1 is the only eigenvalue in the unit circle associated to Ψ r , for all r, it is clear that the limit of Ψ r as r → ∞ exists. The QTM B = lim r→∞ Ψ r = lim r→∞ (Q 1 Q * 1 ) r is such that there must be two matrices B(i, j) and B(l, m) which are distinct. Indeed, let ρ 0 be an eigenstate of B associated to eigenvalue 1. Suppose that ρ 0 is not the maximally mixed column. This assumption is possible since we have that the geometric multiplicity of 1 for Q 1 Q * 1 is at least 2. In particular, by writing ρ 0 = i η i ⊗ |i i| we may assume there are k, l such that η k = η l . Now the fact that B(ρ 0 ) = ρ 0 , corresponds to the system of equations
If, on the contrary, all B(i, j) are equal, then by considering the k-th and l-th equation we conclude that η k = η l , which is absurd. Therefore the QTM B = lim r→∞ Ψ r is such that there must be two matrices B(i, j) and B(l, m) which are distinct. Moreover, there must be a row in B with two different entries, that is, two matrices B(i, r) = B(i, s) for some i, r, s. In fact, suppose i 1 and i 2 are rows where we found two distinct elements of B, say, B(i 1 , j 1 ) and B(i 2 , j 2 ). If all entries of row i 1 are equal then these must be equal to the maximally mixed column. The same conclusion holds for row i 2 .
But then we would have B (i 1 , j 1 ) = B(i 2 , j 2 ) , which is absurd. We conclude there must be a row in B with two different entries. Hence we are able to obtain x, y, z such that We will also write q(ρ) = tr(LρL * ) and
C∈π ( b) Birth-and-death chain. We write p i (ρ) = tr(R i ρR * i ), q i (ρ) = tr(L i ρL * i ). We still assume commutativity of the translation operators (moves to the left or right). Let Φ Li (η j ) = λ i;j η j , Φ Ri (η j ) = µ i;j η j . Then for any eigenstate η j we have (10.22) h
, thus implying, due to the eigenvalue conditions p i (η j ) = µ ij , q i (η j ) = λ ij and using the same calculation used in the gambler's ruin, the last equality due to (10.22) , by isolating p i (we omit the arguments for simplicity). Then Hence µ i;j p i u i+1 = µ i;j q i u i and so p i u i+1 = q i u i . Therefore,
where (10.27) γ i (η j ) := q i (η j )q i−1 (η j ) · · · q 1 (η j ) p i (η j )p i−1 (η j ) · · · p 1 (η j ) = λ i;j λ i−1;j · · · λ 1;j µ i;j µ i−1;j · · · µ 1;j , the last equality due to the eigenvalue conditions. Then note that u 1 + · · · + u i = h in D. By induction we conclude ψ i (ρ) ≥ φ i (ρ; n) and hence ψ i (ρ) ≥ φ i (ρ) for all ρ, all i. For simplicity we write ψ ≥ φ.
c) Now we assume P i (T < ∞) = 1 for all i, i.e., we assume the probability of ever reaching ∂D equals 1. Note that a choice of initial density ρ is implicit here. We would like to show that the open quantum version of the problem φ = c + P φ in D, φ = f in ∂D has at most one bounded solution. Let ψ i (ρ) be another solution. For i ∈ D we have, writing p ij = p ij (ρ) = tr(B 
