Abstract-Using Bayesian methods, we estimate a Markov-switching New Keynesian (MSNK) model that allows shifts in the monetary policy reaction coefficients and shock volatilities with U.S. data. We find that a more aggressive monetary policy regime was in place after the Volcker disinflation and before 1970 than during the Great Inflation of the 1970s. Our estimates also indicate that a low-volatility regime has been in place during most of the sample period after 1984. We connect the timing of the different regimes to a measure of inflation persistence.
I. Introduction
A N important issue for monetary policy is understanding the factors that contribute to persistence in deviations of inflation from its underlying trend. Persistence and predictability are closely related, so given the importance attached to inflation forecasting in central banks, it is important for them to understand the factors driving inflation persistence. 1 Evidence of changes to persistence from empirical models that allow for time-varying coefficients, such as Cogley, Primiceri, and Sargent (2010) , often reports a lowhigh-low pattern. This pattern reflects low persistence prior to the Great Inflation of the 1970s, followed by a rise in the 1970s and then a decline beginning in the early 1980s. Recent efforts to interpret changes in inflation persistence through the lens of dynamic stochastic general equilibrium (DSGE) models, such as Benati and Surico (2007) , Carlstrom, Fuerst, and Paustian (2008) , and Cogley et al. (2010) , focus on the role of monetary policy and the decline in persistence that occurs roughly after the Volcker disinflation. 2 To allow for a potential monetary policy regime change, these papers split the sample of U.S. data around the early 1980s. 3 A central conclusion of this work is that monetary policy can Received 1 Our notion of inflation persistence does not necessarily imply constant trend inflation. If the underlying trend is time varying, our notion of inflation persistence is equal to inflation-gap persistence as in Cogley et al. (2010) . 2 The statistical significance of this decline has been debated. While Cecchetti and Debelle (2006), Clark (2006) , Levin and Piger (2006) , and Pivetta and Reis (2007) question the statistical significance of the decline in inflation persistence, Cogley et al. (2010) provide evidence for changes in inflationgap persistence using both univariate and multivariate models. Stock and Watson (2007) conclude that inflation persistence has fallen from roughly 1984 on because a smaller fraction of the variance of changes in inflation is attributable to persistent shocks.
3 While Benati and Surico (2007) use only data starting from 1983, Cogley et al. (2010) estimate a similar DSGE model with two subsamples. reduce inflation persistence by more aggressively adjusting the nominal interest rate in response to inflation.
In this paper, we estimate a New Keynesian model that admits various forms of policy shifts, such as a time-varying inflation target and regime-dependent policy coefficients. We also incorporate regime-dependent heteroskedastic shocks, an additional mechanism that affects inflation persistence and, as Sims and Zha (2006) discuss, avoids the statistical bias that results in favoring shifts in policy coefficients due to the failure of accounting for heteroskedasticity. One benefit of estimating Markov-switching New Keynesian (MSNK) models is that we can let the data speak exactly when regime changes happen rather than judgmentally splitting the sample. Using Bayesian methods, we estimate a few variations of the MSNK model and find that a more aggressive monetary policy regime was in place after the Volcker disinflation than during the 1970s. Our estimation results indicate that monetary policy was also more aggressive prior to 1970, which is consistent with that period having lower inflation persistence. We also find that a low-volatility regime is primarily in place throughout most of the post-1984 period, or Great Moderation era. 4 To understand how shifts in monetary and volatility regimes affect inflation persistence, we analytically show the mechanisms that explain how a shift in these regimes affects the serial correlation in inflation. Specifically, we show that the population moment describing its serial correlation is a weighted average of the autocorrelation parameters of the exogenous shocks, which include a technology, monetary policy, and markup shock. The weight on the autocorrelation parameter for each shock is a function of the monetary policy coefficient and shock volatilities, both of which depend on the current regime. Changes in regimes then reshuffle weights over the autocorrelation parameters and alter the serial correlation properties of inflation. A shift to a monetary regime that more aggressively fights inflation or a shift to a lowvolatility regime reduces the weight on the more persistent shock, which reduces the serial correlation in inflation. In addition, given that households in the model are forward looking and understand that monetary policy is subject to regime changes, an increase in the transition probability in the more aggressive monetary regime can also reduce the serial correlation in inflation through expectational effects.
To empirically quantify these channels, the broadest model we estimate is a four-regime model that allows independent regime changes between two monetary regimes and two shock-volatility regimes. We also estimate more basic tworegime models with switching only in monetary policy or shock volatility, but we find that the data favor the four-regime model. Estimation of the two-regime models reveals that it is difficult to explain the increase in inflation persistence during the Great Inflation period of 1970s without appealing to a less aggressive monetary policy. More generally, we find that a shift in monetary regime has a larger impact on persistence than a shift in the shock-volatility regime, though shifts in the volatility regime still have a quantitatively meaningful impact on persistence.
In addition, we find that modeling a time-varying inflation target improves model fit when regime switching is allowed only in volatility or policy coefficients, but that it makes little difference in the four-regime model. This finding indicates that jointly modeling shifts in policy coefficients and volatility captures low-frequency movements in inflation, so leaves little role for also allowing time variation in the inflation target.
The conclusion that it is difficult to explain the shift in inflation persistence without appealing to monetary policy supports the previous findings in Cogley et al. (2010) and Benati and Surico (2007) , who both emphasize policy factors in accounting for changes in inflation persistence. 5 We also find that the policy following the Volcker disinflation, combined with the low volatility of the Great Moderation, set in place conditions conducive to low-inflation persistence. However, many of these conditions were also in place prior to the 1970s, so the mechanisms in the MSNK model can replicate the low-high-low pattern of inflation persistence that reduced-form models report, such as in Evans and Wachtel (1993) and Cogley et al. (2010) .
In the remainder of this paper, we proceed as follows. In section II, we describe an MSNK model. Section III provides a brief description of the data and econometric methodology. Section IV reports parameter estimates and the estimated timing of regime shifts. In section V, we discuss implications of estimation results for inflation persistence. Section VI concludes. 6
II. A Markov-Switching New Keynesian Model
This section presents a Markov-switching New Keynesian model with a relatively standard private sector specification, following closely the setups in Ireland (2004) and An and Schorfheide (2007) . The primary difference relative to these specifications is that the parameters in the monetary rule and shock volatilities are subject to regime shifts.
The basic elements of the model economy include a representative household, a representative firm that produces a final good, and a continuum of monopolistically competitive firms that each produce an intermediate good indexed by j ∈ [0, 1].
5 See also Murray, Nikolsko-Rzhevskyy, and Papell (2009) 6 Technical issues on solving and estimating the model are discussed in the separate technical online appendix.
A. Households
The representative household chooses {C t , N t , B t } ∞ t=0 to maximize lifetime utility,
where C t denotes consumption of a composite good, H t is hours worked, A t is a measure of technology, β ∈ (0, 1) is the discount factor, and τ > 0 is the coefficient of relative risk aversion. 7 Utility maximization is subject to the intertemporal budget constraint
where B t are nominal bond holdings, D t are real profits from ownership of firms, T t are lump-sum taxes, P t is the aggregate price level, W t is the nominal wage, Q t is the inverse of the gross nominal interest rate, and Z t is the net cash flow from participating in state-contingent asset markets. We assume that asset markets are complete.
B. Firms
Intermediate goods-producing firm j produces output y jt , according to
where A t is an exogenous measure of productivity that is the same across firms and n jt is the labor input hired by firm j. The labor market is perfectly competitive, and firms are able to hire as much as demanded at the real wage.
The monopolistic intermediate goods-producing firms pay a cost of adjusting their price, given by 
where ψ t denotes real marginal cost, where
There is a representative final-goods-producing firm that purchases the intermediate inputs at nominal prices p jt and combines them into a final good using the following constantreturns-to-scale technology,
where θ t > 1 ∀ t is the elasticity of substitution between goods. Variations in θ t translate into shocks to the desired markup, the actual markup in the absence of price adjustment costs. The steady-state markup is
and θ is the steady-state elasticity of substitution. The steadystate output (y * ) is given by f − 1 τ . In the estimation, we use a rescaled markup shock u t = f 1 τ t , whose percentage deviation can be directly comparable to the percentage deviation of output.
The profit-maximization problem for the final-goodsproducing firm yields a demand for each intermediate good given by
where p jt is the nominal price of good j. The zero-profit condition for the final goods-producing firm implies that
1−θ is the aggregate price level.
C. Policy
The monetary authority sets the short-term nominal rate using the following rule,
where R t is the gross nominal interest rate, Π t = P t /P t−1 , Π is the target rate of inflation, r is the steady-state real rate, y * is the steady-state level of the detrended output, and the regime, s t , is a discrete-valued random variable that follows a two-state Markov chain,
where p ii = Pr s t = i|s t−1 = i . The active, or more aggressive, regime corresponds to s t = 1 and the less active regime, or possibly passive regime, corresponds to s t = 2. This labeling implies α (2) < α (1). 9 The assumption of a constant inflation target may seem at odds with the empirical literature that stresses the importance of allowing for mean shifts when measuring inflation persistence, such as Cecchetti and Debelle (2006) , Clark (2006) , and Levin and Piger (2006) . 10 For example, we could have followed Schorfheide (2005) and Liu, Waggoner, and Zha (2009) and estimate a DSGE model with a policy rule that has a shifting inflation target. However, our rationale for imposing a constant mean, but shifting reaction coefficients, is to give monetary policy a potential mechanism to affect inflation persistence. 11 A shifting inflation target in the policy rule of this DSGE model does not change the model-implied serial correlation of inflation across regimes, and thus is an inadequate framework to address the issue of how changes in monetary policy affect inflation persistence.
The potential exists, however, that allowing changes in trend inflation may better capture changes in U.S. inflation dynamics rather than allowing shifts in the reaction coefficients in the policy rule or shock volatilities. To capture this possibility, we also estimate versions of the MSNK model that allow trend inflation to following a driftless random walk,
where ε πt ∼ N 0, σ 2 π . 9 We use active and passive terminologies as in Leeper (1991) , where active (passive) monetary policy refers to a policy that adjusts the nominal interest rate more (less) that one-for-one with movements in inflation.
10 Also, Coibion and Gorodnichenko (2012) show that policy rule inertia, rather than serially correlated policy shocks, is a more plausible description of U.S. monetary policy actions. They explain the weak predictive power of federal funds futures in predicting its future values, which could be viewed as evidence for the absence of the policy rule inertia, by information asymmetry between the central bank and the public regarding the policy rule. To adjust for informational asymmetry, they assess the accuracy of funds rate forecasts from the Federal Reserve's Greenbook and find the Fed's internal forecasts are rather accurate. Thus, the predictability of the future path of rates suggests smoothing is an important feature of monetary policy actions, so policy rules should contain an inertia term. To fully capture these mechanics, our DSGE model would need to incorporate an informational friction between households and the central bank, which is beyond the scope of this paper that assumes full information and rational expectations. Instead, if we interpret the policy rule as the policy rule perceived by the public in the past, our choice of the Taylor rule is not inconsistent with the result in Coibion and Gorodnichenko (2012) . More important, our main empirical results do not seem to be driven by the absence of policy rule inertia. We are grateful for an anonymous referee who raised our attention to this issue.
11 A subsequent section demonstrates how changes in reaction coefficients affect persistence.
Regarding fiscal policy, we assume the fiscal authority passively adjusts lump-sum taxes to satisfy the government's flow budget constraint and transversality condition on government debt.
D. Exogenous Shock Processes
Aggregate productivity follows
where
with ε at ∼ N(0, σ 2 a (r t )) and |ρ a | < 1 for r t ∈ {1, 2}. The process for productivity imposes that it grows at an average rate of λ but is subject to serially correlated shocks that have varying degrees of volatility depending on the regime.
Shocks to the markup and monetary policy rule follow:
ln e t = ρ e ln e t−1 + ε et ,
The regime governing the volatility of the shock process, r t , also follows a two-state Markov chain,
where q ii = Pr r t = i|r t−1 = i . In the four-regime MSNK model, the shock-volatility regime, r t , is independent from the monetary regime, s t . 12 As a result, the shock-volatility regime can change without requiring a change in the monetary regime. This approach allows the data to indicate whether, say, a period of high-inflation volatility is more likely to be caused by a less aggressive monetary policy or higher exogenous shock volatility. In principle, the volatility for each shock could change regime according to their own independent Markov chains. However, it turns out that such a model does not necessarily improve the model fit and creates identification issues for each regime. So we focus on the model with synchronized switching in volatilities.
E. Equilibrium Relations
In a symmetric equilibrium, each intermediate goodsproducing firm faces the same marginal cost; thus each makes the same pricing and production decisions. In equilibrium, we can then eliminate the j subscripts, yielding y jt = Y t , p jt = P t , n jt = N t , ac jt = AC t and d jt = D t . The log-linearized first-order conditions for private agents are
12 The transition matrix in this case is P 1 P 2 .
where y t ≡ ln (y t /y * ) is a measure of the output gap,
Conditioning on a given regime, the monetary rule, and shock processes are linear, given by
where a t = ln a t , u t = ln (u t /u), and e t = ln e t . Equations (15) to (20) represent the full MSNK model. We compute the minimum state variable solution of the model by the method of undetermined coefficients. 13 The resulting solution takes the following form:
Using methods in Davig and Leeper (2007) , we check if the parameterization of the model yields a unique equilibrium. Also, since we use a first-order approximation to the equilibrium conditions of households and firms, the solution coefficients depend only on the monetary regime, not the shock-volatility regime. The steady state is also independent of regime shifts, since only the slope coefficients in the monetary reaction function change and not any variables that affect the deterministic steady state. 14 One issue that naturally arises when solving the model is determinacy of equilibrium-that is, whether the solution is unique within the class of bounded solutions. An indeterminate equilibrium will have a different representation and depend on a different set of state variables from a determinate one. One approach to account for this complication in the estimation is to follow Lubik and Schorfheide (2004) , where posterior weights apply to the determinate and indeterminate regions of the parameter space. This is a project worth pursuing in the context of an MSNK model, but beyond the scope of this paper. Our approach to dealing with the issue of indeterminacy is to require a linear representation of the MSNK model to have a unique solution. The linear representation maps equations (15) to (20) into a purely linear system of expectational difference equations, where the standard methods of solving these systems are available (e.g., eigenvector-eigenvalue decompositions). 15 This approach permits an active and passive monetary regime, but places limits on how passive and how long the passive regime can remain in place. In the subsequent empirical analysis, we consider only the region of parameter space where the determinacy restrictions of the linear representation are satisfied.
Another issue is how to model the propagation of shocks and persistence in some data series-in particular, the nominal interest rate. For example, serial correlation in the policy shock and time variation in the inflation target are two approaches to capturing persistence in the nominal rate. A third approach is to use a policy rule incorporating inertia (i.e., including a lagged nominal rate in the policy rule). However, Rudebusch (2002) argues that policy rule inertia in a model using quarterly data generates too much forecastable variation in interest rates, which is at odds with futures market data, whereas serially correlated shocks in the policy rule do not create this problem. In general, however, we view the issue of how to incorporate persistence into the policy rule as an empirical question that ultimately has to be determined by the data. To weigh the competing specifications, we expanded our modeling framework to incorporate an inertial policy rule, as well as to consider models with richer internal propagation mechanisms (e.g., habit formation, dynamic indexation of prices). 16 We found that despite the richer structures, the alternative models generally did not provide any significant improvement in fitting the data over our baseline specification. The technical appendix delves into the details, but based on comparisons across models, the data generally support the specification above that is purely forward looking with serially correlated shocks.
III. Data and Econometric Methodology
The linear structure of the model solution conditional on the current regime makes feasible the application of the approximate Kalman filter of Kim and Nelson (1999) . Given laws of motion for the shock processes and the minimum state variable solutions of inflation, output, and the nominal interest rate, we can write down the following regime-dependent state-space representation: 17
x t is a vector of state variables and Z t is a vector of three observed variables consisting of per capita real GDP, inflation (log difference of GDP deflator), and the three-month Treasury bill rate. B z (s t ) is a conformable state-dependent matrix with elements arising from the solution of the MSNK model. The sample period is from 1953:Q1 to 2006:Q4. A 16 We use the methods in Farmer, Waggoner, and Zha (2010) to solve the models with lagged dependent variables. See the technical appendix for details. 17 The representation assumes a model with the constant inflation target of the central bank. We can accommodate a random walk with drift in the inflation target in the same way as incorporating a technological trend. plot of U.S. inflation, as measured by the GDP deflator, is given in figure 1. Constructing the likelihood for the MSNK model requires integrating out latent variables, including the history of regimes. Kim and Nelson (1999) note that collapsing some paths of regimes with very small probability is necessary to make the filtering algorithm operable. Otherwise we have to considerS t different paths of regimes to evaluate the likelihood value at t, whereS is the number of possible regimes. We allow 4 (16) different paths of regimes in a two-(four-) regime case. The likelihood for the four-regime model is
where ϑ is the vector of structural parameters and Z t−1 denotes observations up to time t − 1. 18 For the models with two regimes, either r t or s t is constant, and the corresponding probability density collapses to unity. Using the Bayesian approach, we combine the likelihood with a prior distribution of ϑ. From the Bayesian perspective, the resulting posterior distribution of ϑ reflects an update to the prior distribution using the information from the likelihood and is a key tool for inference. Incorporating prior information on ϑ provides additional curvature for the posterior density and excludes implausible estimates of parameters that may overfit the sample data. 19 The posterior distribution of ϑ is hard to characterize analytically, so we use a random-walk Metropolis-Hastings algorithm to obtain the 18 We increased the number of histories that are considered and found little difference in terms of the likelihood value. 19 For further discussion of advantages of Bayesian approach in the estimation of DSGE models, see An and Schorfheide (2007) . posterior draws. 20 We initialize the Markov chain at the candidate mode of the posterior density by using a numerical optimization routine (CSMINWEL provided by Christopher Sims). The inverse of the negative Hessian evaluated at the local mode is used as the covariance matrix of the proposal density. 21 After obtaining 1 million draws from the Markov chain, we compute means and the covariance matrix and update the covariance matrix of the proposal density. Then we run multiple Markov chains starting around the means of the previous 1 million draws with the updated covariance matrix. We run those chains until trace plots of parameters and other convergence diagnostic tests confirm that the distribution of Markov chain Monte Carlo (MCMC) output converges to the stationary distribution. 22 In constructing the likelihood, we use the filtered probability for each regime to integrate out the latent regimes. Since regimes are not directly observable to econometricians, we are often interested in computing the estimates of the probability of different regimes conditional on all the observations available. This approach provides an indication of which history of regimes is most probable given the available observations. The smoothed probability of each regime can be obtained by applying the filtering step backward. In the four-regime model, we compute the smoothed probabilities as follows,
where Q t is a composite four-state discrete valued random variable that describes both the monetary and volatility regimes. 23 Either r t or s t replaces Q t in equation (26) for the two-regime models. Since p(Q T |Z T , ϑ) and p(Q t |Z t , ϑ) are obtained as by-products of the likelihood evaluation, this is relatively easy to implement.
To identify the sources of the changes in inflation persistence, we need to compare different regime-switching models. The marginal likelihood of each model provides a coherent framework to compare nonnested models. Conceptually, it is obtained by integrating the posterior kernel over 20 We use a mixture of normal distribution and t distribution as a proposal density. The relatively fat-tailed t distribution makes it more likely for the ratio between the proposal density and the target density to be bounded, which is a prerequisite for uniform ergodicity necessary for the convergence of Markov chains. For this reason, Geweke (2005) mentions that transition mixtures can be powerful tools in building posterior simulators that are robust to ill-behaved posterior distributions. 21 The output from this posterior maximization step is called local mode because we find a point with a higher posterior density in the subsequent posterior simulation step. To eliminate the possible influence of this local mode on our empirical results, we generate parameter draws from a Markov chain initialized at the point with a higher posterior density than the local mode, as explained below.
22 For details on the convergence diagnostics, see the technical appendix. 23 The transition matrix is P 1 P 2 with elements given by p(Q t+1 |Q t ). 
The practical computation of this constant is done by the numerical approximation based on the posterior simulator as in Geweke (1999) . 24 Table 1 provides information on the prior distribution of the parameters. If possible, the prior means are calibrated to match the sample moments of observed variables. For example, the prior mean of the average technology growth rate (λ) is set to match the average growth rate of per capita real GDP. Similarly, the prior mean of the steady-state inflation rate (Π) in the model is set to match the average inflation rate in the data. And the prior mean of the discount factor (β) is then set to match the average nominal interest rate conditional on the prior means of λ and Π. The autocorrelation of technology growth (ρ a ) and the standard deviation of the technology shock (σ a ) are set to match the autocorrelation and the standard deviation of per capita real GDP growth rate. Prior distributions of other parameters are mostly set to be consistent with the existing literature on the estimation of New Keynesian models. For example, the prior distribution of the slope of the Phillips curve is from Lubik and Schorfheide (2004) . For switching parameters, prior distributions are set to be roughly consistent with split sample (pre-1983, post-1983) estimates in fixed-regime models. This induces the natural ordering of regime-dependent parameters and avoids the potential risk of the label-switching problem as noted in Hamilton, Waggoner, and Zha (2007) .
IV. Empirical Analysis

A. Prior Distribution
B. Posterior Distribution
We estimate three versions of the MSNK model. The first allows switching only in the monetary policy rule, and the second allows switching only in the shock volatilities. The third model is the four-regime MSNK model that allows independent switching in monetary policy and the shock-volatility regimes. Table 2 provides prior and posterior probability intervals for all the parameters of the models with a constant inflation target.
For the MSNK model with switching only in the monetary policy rule, the monetary regimes adjust the nominal interest rate differently in response to inflation. The mean of the reaction coefficient to inflation in the active regime is 2.07, which is significantly larger than the .99 coefficient in the less active regime. 25 The response to output is similar across regimes, although the uncertainty associated with the coefficient in the more active regime is much higher. The timing of the different regimes is given by the posterior expected values of the smoothed probabilities in figure 2, which shows two persistent changes in the monetary regime over the sample period. The first occurs when the monetary regime changes from the more active to less active stance in late 1970. The second shift occurs in mid-1982 when policy moves back to the more active stance and remains there until the end of the sample.
The timing and nature of monetary regimes are roughly consistent with estimates from Clarida, Galì, and Gertler (2000) and Lubik and Schorfheide (2004) , where both find substantial differences in the reaction of the nominal interest rate to inflation before and after approximately 1980. A key difference between the estimates from the MSNK model and these papers is that policy was active for a significant period before 1970. Similarly, estimates from Bianchi (2013) and Eo (2008) , who allow regime shifts in policy coefficients, also find that the active policy stance was in place for much of the time prior to the 1970s. A key feature of U.S. data is the high and volatile inflation in the 1970s (see figure 1 ). In models with a constant steady-state level of inflation, our estimation matches this shift in inflation volatility using whatever switching parameters it has available, which in this first case are the monetary reaction coefficients. The reaction coefficient to inflation plays an important role in determining the volatility of inflation. As this coefficient increases, the volatility of inflation declines. In the limit, monetary policy can completely stabilize inflation. Moving in the other direction, inflation becomes more volatile as the reaction to inflation declines. Davig and Leeper (2007) show that a monetary reaction coefficient less than unity has the effect of amplifying shocks. Thus, the MSNK model with switching in only the monetary rule uses a passive monetary regime to generate higher inflation volatility in the 1970s. Alternatively, the volatile inflation in the 1970s could reflect higher shock volatility, so estimating the MSNK model with switching only in monetary policy could incorrectly be attributing the higher volatility in the 1970s to policy. Indeed, Sims and Zha (2006) argue that there is little evidence for changes in the systemic behavior of monetary policy once the heteroskedasticity of shocks is properly considered.
To address this concern and assess the role of shifting shock volatilities in explaining U.S. data, we estimate the MSNK model with switching only in the variance of the shocks. Table 1 reports that the standard deviation of each shock roughly doubles in the high-volatility state and that the relative volatility of the markup shock, which is the most persistent one among three shocks, more than triples. Figure 3 reports the timing of the low-volatility regime. Again, the high inflation periods in the 1970s and volatile early 1980s stand out as a different regime. Estimation of two MSNK models suggests that the high and volatile inflation during the 1970s can be explained by either a passive policy or a high-volatility regime. To evaluate the relative contribution of each channel, we estimate a broader MSNK model with switching in both the monetary policy and shock-volatility regimes. Switching in these regimes is independent, so, for example, a change in the monetary regime does not require a change in the shock-volatility regime.
For this four-regime MSNK model, the regime-switching parameters are broadly similar to the previous estimates. Table 2 shows that the lower bound in the posterior interval of the monetary policy reaction coefficient in the less aggressive monetary regime is greater than unity, implying active policy in both regimes. Also, the difference in the estimates of policy response to inflation across regimes is smaller than the two-regime case, indicating that volatility shifts soak up some of the role of shifts in the policy rule. The upper panel in figure 4 shows the posterior expected values of the smoothed probabilities for the active monetary policy regime and high-volatility regime. These estimates indicate that monetary policy was aggressive in responding to inflation throughout the latter half of the 1950s and most of the 1960s. Beginning in the late 1960s, however, policy began responding less aggressively and maintained this stance until the early 1980s. Policy reverts to its less active stance preceding the 1990-1991 recession and throughout the relatively sluggish recovery in the early 1990s. Policy then turns again to a more active stance in the mid-1990s, showing indications again of switching to the less active regime around the time of the 2001 recession. The period of less active policy following the 2001 recession also corresponds to the period following the technology bubble collapse and subsequent period of relatively low inflation.
The posterior expected values of the smoothed probabilities for the shock-volatility regimes from the fourregime model are given in the lower panel in figure 4 . The Policy is active in both regimes, so policy still responded systematically more than one-for-one to inflation during the Volcker disinflation. However, the dramatic shift in policy during this time is reflected initially more as a volatile policy shock before being recognized as a shift in the systematic behavior of policy. 26 As an initial check of the fit of the four-regime MSNK model, figure 1 shows a reasonably accurate in-sample fit for the inflation series. More formally, table 3 reports the log marginal likelihood values for each model and indicates that the data prefer the model with switching shock volatility over the model with switching monetary policy. However, the model that best fits the data is the four-regime MSNK model. Since the marginal likelihood penalizes overparameterization, the better fit of the four-regime model is not driven by the increase in the number of parameters. We also consider the fit of MSNK models with the random-walk inflation target of the central bank. While including random-walk drift in the inflation target improves the fit for models with switching only in policy coefficients or volatilities, there is little gain in the four-regime model. The random-walk inflation target is 26 An anonymous referee pointed out that the result might be related to the serial correlation of policy shock in the Taylor rule. Our timing of policy regime shifts during the Volcker period is close to the one found in Bianchi (2013) , who assumes serially uncorrelated policy shocks. Hence, the serial correlation of policy shocks does not seem to have material impacts on the timing of policy regime shifts during the Volcker period. introduced mainly as a tool to capture low-frequency variations in monetary policy. Our finding suggests that once shifts in policy coefficients and shock volatilities are allowed, these low-frequency variations in monetary policy are properly captured, leaving little room for shifts in the central bank's inflation target. 27
V. Changes in Inflation Persistence
A. Measure of Inflation Persistence
This section demonstrates how changes in the monetary and volatility regimes affect a measure of inflation persistence. Specifically, we compute the population moment for the autocorrelation of inflation. For the four-regime MSNK model, this statistic conditional on a given regime is 27 An anonymous referee suggested an alternative interpretation that this result may come from the serial correlation of a policy shock. However, the posterior mean of the AR(1) coefficient of the policy shock is around 0.67, while that of the markup shock is 0.93, implying that policy shocks are not highly persistent enough to be substitutable for the random-walk inflation target. On the other hand, transition probability estimates suggest that both policy regimes and shock variance regimes are highly persistent. These results support our interpretation. where
and
, (31) for i, j = 1, 2. 28 Equation (28) shows that the serial correlation of inflation is a weighted average of the autocorrelation parameters of the exogenous shocks. A change in the monetary or shock-volatility regime reshuffles the weights across these autocorrelation parameters. A regime change that shifts weight from more persistent to less persistent shocks will decrease this measure of inflation persistence. Using the posterior mean estimates from the four-regime MSNK model, figure 5 shows how the weights on the markup shock and policy shock vary with changes in the reaction of monetary policy to inflation. The figure shows how a shift to the more aggressive monetary regime transfers weight to the less persistent shocks and thereby reduces inflation persistence. Furthermore, figure 6 shows that an increase in the probability of staying in the more aggressive regime can also reduce inflation persistence through the same channel. In contrast, if we allow regime shifts in the central bank's inflation target but not in policy coefficients or shock volatility, these weights in the above measure of inflation persistence do not vary across regimes.
B. Empirical Evidence for Shifts in Inflation Persistence
Before assessing implications of the estimated MSNK models for inflation persistence, we want to establish an empirical benchmark that describes changes in persistence. For the benchmark, we estimate the following simple Markov-switching time series model using Bayesian methods,
where ε t ∼ N(0, σ(S t ) 2 ) and S t evolves according to a Markov chain. 29 Figure 7 plots the persistence of the inflation based on this model, which is given by regime probability-weighted values of γ(S t ). Most notably, there is a clear, statistically significant rise in the persistence measure beginning in the late 1960s and extending through to the mid-1980s. The low-29 Evans and Wachtel (1993) use a similar reduced-from Markovswitching model for inflation, except they impose a unit root in one regime. They show a shift occurs to the regime with the unit root around 1968 that lasts until 1984. high-low pattern matches the pattern coming from more sophisticated time-series models, such as Cogley et al. (2010) , although they focus on the decline after the early 1980s. Our focus on the low-high-low pattern is to see whether a similar pattern emerges from the MSNK model. Given the results in the previous section, the timing of monetary regimes from the MSNK model and changes in persistence from the empirical Markov-switching model do roughly coincide. The similar timing suggests a link between inflation persistence and shifts in monetary policy. The next step, however, is to establish if the full four-regime MSNK model, which is the model preferred by the data, can generate shifts in inflation persistence that are similar in magnitude and timing to the empirical benchmark. Table 4 and figure 7 report the model-implied inflation persistence statistic for each MSNK model across regimes. The regimes with the more active policy (i.e., s t = 1) or lower volatility (i.e., r t = 2) have lower persistence than the regimes with less active policy (i.e., s t = 2) or higher volatility (i.e., r t = 1). Focusing on the four-regime MSNK model (specification P3 in table 4), the lowest degree of inflation persistence is in the regime with aggressive monetary policy and low shock volatility (s t = 1 and r t = 2). Comparing this regime with the one having a less aggressive monetary policy and higher volatility (s t = 2 and r t = 1) The posterior 90% probability interval of the implied autocorrelation of inflation is reported in brackets. st = 1 corresponds to the more active monetary policy and rt = 1 corresponds to the high-volatility regime. A more complete picture of the changes in model implied inflation persistence is given in figure 8 , which plots the measure of persistence from the model given in equation (28). The more active policy combined with some periods in the lowvolatility regime generates relatively low persistence early in the sample. Persistence increases beginning with the shift to a less active policy in the late 1960s and then peaks around 1980 due to the shift to the high-volatility regime. The switch to the more active monetary policy and then to the low-volatility regime decreases persistence throughout the early 1980s. The upward movements that occur around 1990 and 2000 correspond to monetary policy shifts back to the less active regime, which occur roughly around the NBER recessions in 1990-1991 and 2001 .
C. Structural Interpretation
The pattern of rising persistence during the 1960s and 1970s, followed by a decline starting around the Volcker disinflation, is consistent with the empirical benchmark and existing evidence on changes in inflation persistence, as in Cogley et al. (2010) . The results from the DSGE analysis in Cogley et al. primarily attribute the decline in inflation persistence to a decline in the variability of the inflation target. In our framework, the variability of the serially correlated monetary shock has a similar interpretation, which we also estimate to have fallen by over 50%. One difference, however, from the results in Cogley et al. (2010) is that we find monetary policy to be more aggressive in fighting inflation in the 1960s than in the 1970s, which has the added effect of further The implication is that the policy coefficients estimated from the 1960-1979 sample will be closer to estimates based on a post-1980 sample. In contrast, the difference between policy coefficients becomes larger if estimates from a post-1980 sample are compared to a sample that just uses the 1970s. 30 Overall, the four-regime MSNK model captures the qualitative shifts in persistence quite well, but it does not fully capture the magnitude. In particular, the decline in persis tence is smaller in the MSNK model compared to the empirical benchmark. However, the MSNK model does capture the run-up in inflation persistence during the 1970s and its peak level.
How can we evaluate the relative importance of policy shifts versus volatility shifts in explaining the rise and fall of inflation persistence? We plot the model implied persistence from the model with only volatility shifts in figure 9. While the qualitative pattern is similar to the four-regime case, the magnitude of the rise in inflation persistence is smaller. As an implication, the model without monetary regime changes has difficulty reproducing the swings in persistence implied by the empirical benchmark. To further illustrate the impact that monetary policy has on persistence relative to shifts in volatility, figure 10 plots the model-implied measure of inflation persistence conditional on both the low-and high-volatility regimes. For example, the right-most vertical dashed line corresponds to the reaction to inflation in the more active monetary regime. A shift in the volatility regime causes a rise in inflation persistence equal to the vertical distance between the dashed curve and solid curve. In contrast, a shift in policy causes a movement along the curve. Conditional on the lowvolatility regime (the dashed curve), a shift in monetary policy from the more to less active regime would cause persistence to rise along the dashed curve. The result of the monetary regime change is a rise in persistence that is roughly double the rise caused by a shift in the volatility regime. The general conclusion is that shifts in the monetary rule, conditional on the posterior means of the structural parameters, play a larger role than shifts in volatility. However, the impacts on persistence of shifts in volatility are nontrivial, and volatility shifts still contribute, though more modestly, to movements in inflation persistence.
VI. Conclusion
This paper reports the results of Bayesian estimation of MSNK models with regime switching in monetary policy and shock volatility. Overall, U.S. data favor the model with independent switching in both the monetary policy and shock-volatility regimes. We show that the population moment describing the serial correlation of inflation is a weighted average of the autocorrelation parameters of the exogenous shocks, where the weights depend on the different monetary and shock-volatility regimes. Consequently, changes in either of the regimes reshuffle the weights over these serial correlation parameters and alter the serial correlation properties of inflation. A shift to the more active monetary regime reduces the weight on the more persistent shocks and thus lowers the serial correlation of inflation. Similarly, a shift to a low-volatility regime reduces the weight on the more persistent shocks and also contributes to reducing inflation persistence. Estimates indicate that inflation persistence began rising in the late 1960s and peaked around the Volcker disinflation. This low-high-low pattern of inflation persistence also emerges from a reduced-form econometric model and is consistent with empirical evidences documented in Cogley et al. (2010) . Our general conclusion is that shifts in monetary policy play a larger role in affecting inflation persistence, though changes in volatility still play a non-trivial role.
