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1. INTRODUCTION 
The objective of this paper is to obtain sufficient conditions for all 
solutions of the forced higher order nonlinear functional differential equation 
(40.‘)‘n-‘) + swf(x(go))) = w (*) 
to be nonoscillatory. In the case of second-order ordinary equations a variety 
of such criteria are now known; for example, see [ 10-15 1. The development 
of nonoscillation criteria for functional equations has proven to be a 
considerably more difficult problem. Moreover, in view of an example 
recently constructed by Brands [ 11, the type of integrability criteria usually 
imposed on q(t) in the study of nonoscillation of ordinary equations will not 
yield nonoscillation for unforced functional equations. In fact, the only 
known nonoscillation criteria for functional equations are due to Graef et al. 
191, Kusano and Onose [16], and Singh [22, 24, 261 for second-order 
equations, and Graef [B] and Singh [23] for higher order equations. Only the 
papers of Chen [2], Graef [7], and Staikos and Philos [29] contain such 
results for higher order nonlinear ordinary equations. 
The main result in this paper, Theorem 4, gives sufficient conditions for all 
solutions of Eq. (*) withf(x) sublinear and r(t) f 0 to be nonoscillatory. In 
order to prove this theorem we first discuss the asymptotic behavior of the 
oscillatory solutions of (*). In so doing, we are able to generalize recent 
results of Chiou [6], Graef et al. [9], Kusano and Onose [ 171, and Singh 
[ 19,21-261. In the last section of the paper we discuss some possible 
extensions of the theorems presented here. 
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2. NONOSCILLATION AND OTHER ASYMPTOTIC PROPERTIES 
Consider the equation 
(40 x’)(“-‘) + qWf(x(gW) = W (1) 
where a, q, g, r: [to, co) --) R and JR + R are continuous, a(t) > 0, and 
g(f) + co as t + co. The results in this paper pertain only to the continuable 
solutions of (1). This is not a severe limitation, however, since it is easy to 
show that under rather mild restrictions on the coefficient functions (which 
are compatible with other assumptions made in this paper) all solutions of 
(1) can be continued to the right. For an example of such a theorem, we refer 
the reader to [24, Theorem 11. A continuable solution of (1) will be called 
oscillatory if its set of zeros is unbounded, and it will be called 
nonoscillatory otherwise. 
The following condition will be used in the remainder of this paper: 
Assume that there exist nonnegative numbers A, B, and p such that 
If( GA blP + B for all x. (2) 
THEOREM 1. Suppose that (2) holds and for some k > 0 
,fm [l/a(s)] jS (s -u)=* Iq(u)l gkp(u) du ds < co 
and 
to to 
jm[l/a(s)]I’(s-u)“-2~r(u)~duds<m. 
to to 
If x(t) is an oscillatory solution of (1) such that 
Ix(r)1 = cqt”), t + co, 
then x(t)+0 as I-, co. 
(3) 
(4) 
(5) 
Proof. First note that if x(t) is an oscillatory solution of (l), then 
(a(t) x’(t))‘-” also oscillates for each j = 0, 1, 2,..., n - 2. So we choose 
T, < T, < ... < T,-, < T,, such that 
(a(T,) x’(T/))(“-‘-I) = 0, j= 1, 2 ,,,., n - 1 and x(T,) = 0. (6) 
Then for any t > T,,, integrating Eq. (1) from T, to I, j = 1, 2,..., n 
successively, we have 
X(t) = jln [ l/a(s,,-,)] jr;’ ... 1;; QW ds ds, ... k-L9 (7) 
n I 
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where Q(s) = -q(s)f(x(g(s))) + T(S). Note that if C, < I, < r, then 
Hence from (7) we obtain 
It then follows from (2) and (5) that 
IWI < j;, [lla(s,-111 j;:-’ *.. j;; {IdsI [A IxMs))l” +Bl 
+ /r(s)]} ds ds, ..a ds,-, (8) 
+ Ir(s)l} dsds, e.. ds,-,. 
Since in view of (3) and (4) the right-hand side of this last inequality 
converges to zero as T, + co, we have that x(t) + 0 as t + co. 
Remark. Note that if k = 0, i.e., x(t) is bounded, then condition (2) can 
be dropped. 
The approach to be taken in our efforts to obtain a nonoscillation result 
for Eq. (1) is to first show that all oscillatory solutions converge to zero. For 
n = 2 such results can be found in [6, 9, 17, 19, 24-261. Several erroneous 
attempts to find similar results for higher order equations have been made. 
(See the discussions in [5, 21, 281, as well as the papers [3, 4, 18, 20, 271. 
Unfortunately, this invalidated the nonoscillation criteria in these papers as 
well.) The results in [2 1,231 appear to be correct and we shall discuss these 
papers in some detail later. We shall next show that oscillatory solutions of 
(1) are bounded and then apply Theorem 1 to conclude that they converge to 
zero. 
The next several theorems deal with sublinear delay equations, i.e., we 
have 
O<pCl and g(t) < t* (9) 
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THEOREM 2. Suppose that (2), (4), and (9) hold. If 
j” [l/a(s)] 1’ (s - u)“-’ Iq(u)l du ds < co, (10) 
kl . h 
then every oscillatory solution of (1) is bounded. 
ProoJ Let x(t) be an unbounded oscillatory solution of (1). By (4) and 
(10) there exists T* > t, such that 
and 
,(” [l/a(s)] I’ (s - u)~-* / r(u)1 du ds < $ 
F ,1/a(s)] j’ (s - u)“-* jq(u)l du ds < l/4 max(A, B}. 
T‘ T’ 
Choose T> T* and T,<T,<--. < T,, with T, > T so that (6) holds and 
g(t) > T* for t > T. Since x(t) is unbounded, there exists an interval [a, r] 
such that u > T,, x(a) = x(r) = 0, Ix(t)1 > 0 on (a, r), and 
M= max{lx(t)l: u < t < t) = max(lx(t)l: T* < t < t) > 1. 
Now choose /I in (a, r) such that Ix@)] = M. Since g(t) < t, we have 
] x( g(t))1 < M for T < t Q r. Hence from (8) we have 
-s1 
e-s J T, {jq(s)j [AMp+B] +Ir(s)l}dsds, .-.ds,,-,. 
Dividing by M we obtain 
1 < 1/4M’-p + 1/4M + 1/4M < ; 
since M > 1. From this contradiction we then conclude that x(t) is bounded. 
Remark. It is easy to see that the definition of sublinearity used by 
Kusano and Onose [ 16, 171 is equivalent to the one used here, and 
moreover, the definition used by Singh [ 19, 2 l-251 is more restrictive than 
the one used in this paper. Singh’s definition does not allow for the case 
f(x) = xy with y being the ratio of odd positive integers and y < 1. 
By combining the previous two theorems we obtain 
COROLLARY 3. Under conditions (2), (4), (9), and (lo), all oscillatory 
solutions of (1) converge to zero as t + 00. 
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Proof If x(t) is an oscillatory solution of (1), then Theorem 2 implies 
that x(t) is bounded. Hence, the hypotheses of Theorem 1 hold with k = 0. 
Our results above extend [6, Theorem 3.1; 9, Theorem 3; 17. Theorems 4 
and 5; 19, Theorems 1-3; 22, Lemma 4.1: 24, Lemma 1; 25. Theorems 1 and 
3; and 26, Theorem 91, all of which deal with second-order equations. In [S. 
28, 291 the authors consider equations of type (17) below, but only obtain 
the result that bounded oscillatory solutions converge to zero. Singh 124. 
Theorem 91 obtained sufficient conditions for all oscillatory solutions of a 
second-order equation to converge to zero under conditions which are not 
easily compared to those used here. 
In [ 2 1. Theorem 2.1; 23. Theorem 3.11 S’ingh considered Eq. (1) and ( 17), 
respectively, and gave sufficient conditions for all oscillatory solutions to 
converge to zero; these appear to be the only correct results known to date 
for higher order equations. It is not difftcult to see that the hypotheses of 
[ 2 1, Theorem 2.11 imply the hypotheses used here and hence we have 
generalized that result. While (23 ] dealt with the more general Eq. (17), 
when specialized to Eq. (l), the hypotheses in [23] also imply those used in 
this paper. 
Our next theorem gives sufficient conditions for Eq. ( 1) to be 
nonoscillatory. 
THEOREM 4. Suppose that (2), (4), (9), and (10) hold and f(0) = 0. 
Then all solutions of (1) are nonoscillatory provided that there exists N > 0 
such that for aN large T either 
limj-if !” [r(s) - N Iq(s)l] ds > 0 (11) 
- T 
or 
lim sup J 10 -’ rs +NIq(s)J]ds<O. t-02 T (12) 
Proof: Let x(t) be an oscillatory solution of (1). By Corollary 3, x(t) + 0 
as f + 00 so there exists T, > C, such that If(x(g(t)))l < N for t > T,. 
Choose T> T, such that g(t) > T, for t > T and (~(T)x’(T))(~-*) = 0. 
From Eq. (1) we have 
r(t) - N I &)I < (40 x’(f))‘“- ‘) < r(t) + N I s(Ol. 
Integrating we obtain 
1: [r(s)-NNq4(s)lldS< (a(~)x’(l))‘nmz’<j~ [r(s)+Nlq@)llds. (13) 
If either (11) or (12) holds, then we see from (13) that (a(t)x’(t))‘“-*’ must 
eventually have fixed sign, which is impossible for an oscillatory solution. 
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Theorem 4 extends a special case of [9, Theorems 4 and 5; 16, Theorem; 
23, a special case of Theorem 3.5; 24, Theorem 4; and 26, Theorem 51. 
Singh [22, Theorem 4.1 and Corollary 4.1; 24, Theorems 6-81 obtained 
some nonoscillation results for second-order equations with large forcing 
terms, i.e., he required that r(r) > 0, jc r(s) ds = co, and j,qP [l/r(s)] ds < 03. 
It can easily be seen from (13) that if either (11) or (12) holds for all N 
and large T, then all bounded solutions of (1) are nonoscillatory. In 
particular, notice that if q(t) > 0, iff(x) is bounded from above (below) if x 
is bounded from above (below), and if (11) (( 12)) holds for all N and large 
T, then no oscillatory solution of (1) is bounded from above (below). We 
have thus generalized [ 16, Lemma; 22, Lemma 4.1; and special cases of 2. 
Theorems 3, 4, 7, and 8; 8, Theorems 4 and 6; and 12, Theorems 4 and 61. 
Also note that if we require that f(0) = 0 and conditions (4) and (10) hold, 
then in view of Theorem 1 we need only to ask that either (11) or (12) holds 
for some N. 
As an exampie of Theorem 4 consider the equation 
(tax’)‘“-” + PxY(t”) = t”, t> 1, 
where 0 < (T < 1 and y is the ratio of odd positive integers with 0 < y < 1. If 
n+e---a<O, a>n- 1, and e>p, then it is easy to see that (11) and the 
other hypotheses of Theorem 4 are satisfied and so all solutions are 
nonoscillatory. None of the nonoscillation criteria in [2. 7, 8, 23, or 291 
apply to this equation, even when u = 1. 
The next two theorems cover both superlinear (p > 1) and sublinear 
equations. 
THEOREM 5. Let (2~(4) hold, Zetf(0) = 0, and let x(t) be a solution of 
(1) satisjjGg (5). Zf either (11) or (12) holds, then x(t) is nonoscillatory. 
Proof: Let x(t) be an oscillatory solution of (1) satisfying (5). Then 
?r(t) + 0 by Theorem 1. Proceeding exactly as in the proof of Theorem 4, we 
again obtain inequality (13) and the conclusion of the theorem follows as 
before. 
We conclude with a rather unusual kind of nonoscillation result. 
THEOREM 6. Assume that a(t) E 1, q(t) > 0, and xf(x) > Ofor all x. Zn 
addition suppose that (2) holds, 
I 
00 
S” - ‘q(s)[ g(s)lp’“- ” ds < 00, (14) 
10 
I 
cc 
s”-’ Ir(s)l ds < 00, (15) 
10 
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and either ( 11) or ( 12) holds. Then x(t) is a nonoscillatory solution of ( 1) if 
and on@ if 
lx(t)\ = cJ(t” ‘), t-al. (16) 
ProoJ: Since (14) implies (3) and (15) implies (4), if x(t) is a solution of 
(1) satisfying (16), then .x(t) is nonoscillatory by Theorem 5. On the other 
hand, if x(t) is nonoscillatory, then by [8, Theorem 1). x(t) satisfies (16). 
3. DISCUSSION 
It is not difftcult to see that some of the results in this paper can be 
extended to equations of the type 
la,-lWla,-z(Ol~~~ [a,Wb,Wx1’1’ ... 1’1’1’ 
+ 4Wf(x( dON = t-(r) 
or to the case where f depends on the n(m + 1) + 1 arguments (t, x(t), 
x’(t),..., x(“-‘)(t), x(g,(t)L 4 &W), x’( g,(t)),..., x’(g,(t)),..., 
X-l’( g,(t)),..., x’“-“(s,(O)) by making the appropriate changes in 
hypotheses. Similarly, r(f) could be replaced by a perturbation term which 
depends on these same n(m + 1) + 1 variables (see ]8]). Staikos and Philos 
[29] studied sublinear equations of these more general types and were able to 
prove that for unforced advanced equations all bounded solutions are 
nonoscillatory, and for forced delay equations all unbounded solutions are 
nonoscillatory 129, Theorems 2 and 3 1. By combining these two results they 
were able to obtain a nonoscillation result for ordinary equations 129, 
Corollary 41. In this regard they required that if n > 2, then 
fm [ l/ai(s)] ds < CO, i = 1, 2 ,..., n - 2. 
Two major questions remain unanswered. First, is it possible to find 
sufftcient conditions for nonoscillation which allows for r(t) to be identically 
zero? The example constructed by Brands [ 1 ] had n = 2, a(t) = 1, f(x) = X. 
g(t) = f - 1, and r(t) E 0. In addition, q(f) satisfied 
-33 
I 
eas’q(s) ds < co, a<2 
‘0 
and yet the equation possessed an oscillatory solution. Second, while we 
have now given sufficient conditions for all solutions of a higher order 
sublinear delay equation to be nonoscillatory, the problem for superlinear 
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equations remains unsolved even in the second-order case. Theorems 5 and 6 
above provide only partial results in this direction. 
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