Abstract -Scalable multiple description video coding (MDC) 
provision of 3D television contents to users and of exploring the potential for 3D video communication [1] [2]. Over the years, many manufacturers have developed 3D displays that offer auto-stereoscopic 3D displays, allowing multiple users to view 3D content at the same time without 3D glasses [3] . 3D mobile phones are also being built, such as in [4] , allowing communication in 3D.
Scalable video coding produces a number of hierarchical descriptions that provide flexibility in terms of adaptation to user and network requirements. However, in error prone environments, the loss of a lower layer prevents all higher layers being decoded, even if the higher layers are correctly received, which means that a significant amount of correctly received data must be discarded in certain channel conditions. However, there is an error resilient technique, called multiple description coding (MDC), which divides a source into two or more correlated layers. This means that a high-quality reconstruction is available when the received layers are combined and decoded, while a lower, but still acceptable quality reconstruction is achievable if only one of the layers is received. MDC is an effective way to combat burst packet losses in wireless and Internet networks. MDC is a promising approach for video application where retransmission is unacceptable [5] . Hence, with 3D scalable MDC, users can experience flexibility in terms of the terminals used and at the same time have a 3D visual communication system that is robust to packet losses.
There are many MDC methods in the literature. One of the most popular one is the multiple state video coding (MSVC) proposed in [6] . This method splits the input video into sequences of even and odd frames, each being coded as an independent description. In this paper, the MSVC technique is used to produce the scalable MDC for stereoscopic 3D video. Other MDC types are potentially more efficient, but MSVC is computationally simple, and standard compliant bit streams can be produced. It also introduces no mismatch when only one of the descriptions is received because the decoder uses the same prediction signal as the encoder for each generated description.
In this paper, an overview of the 2D video plus depth representation for 3D video is described in Section II. A brief review of scalable multiple description video coding algorithms is presented in Section III, followed by the proposed scalable multiple description coding (MDC) for stereoscopic 3D video. Reduced resolution depth compression for scalable MDC is then proposed in Section IV. The performance of the algorithms is investigated through extensive simulation in error free and error prone channels in Section V. The paper is finally concluded in Section VI.
II. 3D STEREOSCOPIC VIDEO FROM 2D VIDEO PLUS DEPTH
Stereoscopic video is the simplest form of 3D video and can be integrated into communication applications using existing video technologies. Stereoscopic video renders a different view for each eye, which facilitates depth perception of the 3D scene. An alternative form of stereoscopic video is described in [7] , which uses 2D video from an ordinary 2D video camera and depth information from a laser range or depth camera as shown in the example in Fig. 1 . The depth information tells us how far each pixel is from the camera. A rendering algorithm, such as in [7] is used to create two views for the user, one for each eye, creating the 3D impression. The two rendered views (for the left and right eye) can then be played using a Stereoscopic Player to produce 3D stereoscopic video [8] as shown in Fig. 2 and can be viewed using 3D viewing glasses or an auto stereoscopic display. One of the advantages of this stereoscopic format is that the associated depth information contains a lot of low frequency components [9] . Therefore, it can be compressed much more efficiently using standard video codecs such as MPEG4 and H.264 [10] to below 10-20% of the basic color video bit rate without significantly affecting the quality. The amount of depth needed can also be controlled at the receiver. The 2D+depth image sequences are available at [2] . The 2D video plus depth format was also recently standardized in ISO/IEC 23002-3 (MPEG-C part 3) [11] [12] . An example of a product in the market that uses the 2D video plus depth format for television is described in [13] . An example of a 3DTV system using the 2D plus depth format is described in [14] .
III. 3D SCALABLE MULTIPLE DESCRIPTION CODING
A. Review of scalable MDC Scalable video coding has been developed as an extension for most of the video coding standards, including H.264/AVC. The scalable extension of H.264/AVC, simply known as SVC, is a video coding standard that supports spatial, temporal and quality scalability [15] . Scalability of SVC is provided at the bit stream level, which means bit streams for a reduced spatial and/or temporal resolution can be obtained by discarding NAL units that are not required from a global SVC bit stream.
Scalable MDC has been proposed to improve the error resilience of the transmitted video over unreliable networks and at the same time provide adaptation to bandwidth variations and receiving device characteristics [16] . Scalable MDC approaches can be divided into two categories. The first approach begins with an MDC coder, and the MDC descriptions are then made scalable [17] , [18] .
The second approach begins with a scalable video coder and the layers are then mapped into MDC descriptions [19] - [24] . In [18] for example, a single MDC stream is split into base and enhancement layers. In [21] , a non-standardized scalable wavelet encoder is used to produce MDC streams. The number of descriptions, rate of each individual description, and redundancy level in each description can be varied using post encoding. Another example of a nonstandardized wavelet scalable MDC encoder is presented in [25] . It is based on a motion-compensated scheme derived from Haar multi-resolution analysis, which produces temporally correlated descriptions.
The embedded MDC proposed in [26] , uses embedded multiple description scalar quantizers and a combination of motion compensated temporal filtering and a wavelet transform. In this approach the transmission of motion data is assumed to occur without errors. Scalable MDC based on SVC is proposed in [24] . Two descriptions are generated for each enhancement layer of an SVC coded stream by embedding in each description only half of the motion and texture information of the original coded stream with minimum redundancy. However, noticeable artifacts are observed in an ideal MDC channel due to motion vector approximation from neighboring blocks.
All of the scalable MDC schemes described above have been applied to 2D video, but so far have not been applied to 3D video. Non-scalable MDC schemes were proposed for 3D stereoscopic left and right views in [27] using spatial scaling and multi-state coding.
B. Proposed 3D scalable MDC
The proposed 3D scalable MDC in this paper begins with a standard SVC coder. The error resilience of the base layer of SVC is then enhanced using temporal MDC. The temporal MDC of the base layer is produced by using the MSVC approach as described in [6] , which separates the even and odd frames of a sequence into two MDC streams as shown in Fig. 3 . The depth data, which will be combined with the texture data using a depth image base rendering technique (DIBR) [7] to produce left and right views, is placed in the enhancement layer. This type of stereoscopic video coding configuration has better coding efficiency than other configurations of stereoscopic video, such as left and right coding and interlaced coding [28] .
Fig. 4. Proposed scalable MDC
SVC can produce scalable layers that can be exploited for MDC. It is possible to switch off the interlayer prediction in SVC [15] . This allows the creation of a multiple description scenario among the SVC layers. Hence, for scalable MDC simulation, the even and odd frames are separated before the encoding process. Next, the even texture frames are coded in the base layer (layer 0) and the odd texture frames are coded in the enhancement layer (layer 1). With the interlayer prediction switched off, it can be assumed that layer 1 is also a base layer for scalable MDC. The even depth frames are coded in the enhancement layer (layer 2) and the odd depth frames are coded in the enhancement layer (layer 3). Table I shows the description of the layers that can be produced by the scalable MDC for a CIF size image sequence with only one spatial resolution. An example with spatial scalability is given in Section V-B.
A single standard compliant bit stream is produced from the above configuration. At the decoder, a bit stream extractor is used to extract the even and odd bit streams of the texture and the depth. Each bit stream can then be decoded by the standard SVC decoder. Finally, the decoded even and odd frames are merged together to produce a full resolution decoded sequence. For both texture and depth, if both the even and odd streams are received, the decoder can reconstruct the coded sequence at full temporal resolution. If only one stream is received, the decoder can still decode the received stream at half the original temporal resolution. Since the even frames are predicted from previous even frames (independent from odd frames), there will be no mismatch if one of the streams are lost at the decoder. Additionally, in the case where one stream is received, the decoder can decode at full resolution by interpolating between the received frames or by repeating the frame. If an error occurs, for example, in one of the frames in the even MDC stream the error will propagate to the next even frame as shown in Fig. 5 . The MDC decoder can then switch to the odd stream and display the frame at a reduced frame rate. Alternatively, the MDC decoder can interpolate between the reduced frame rates or repeat the frame to achieve full temporal resolution. In this paper, frame interpolation is performed using:
(1) where I ip (i,j) is the frame to be interpolated at location (i,j), I prev (i,j) is the previous frame and I fut (i,j) is the future frame. The performance of this proposed method is investigated in Section V as SVC-MDC-Org.
IV. SCALABLE MULTIPLE DESCRIPTION CODING WITH REDUCED RESOLUTION DEPTH COMPRESSION
This section investigates the compression of depth information, but at a reduced resolution for low bit rate applications. The depth video frames are down-sampled prior to encoding and up-sampled after decoding. The application of reducing the resolution for image compression has been investigated in [29] with the aim of improving subjective and objective performance at low bit rates. The application of reduced resolution for depth image sequences is investigated in [30] . Reduced resolution for 2D video is also used for example in mobile applications with the aim of reducing bandwidth and providing portability.
A simple way to down-sample an image by a factor of two is by using sub-sampling. If f(i,j) is the pixel value of an image at location (i,j), then the down-sampled image is, fd(i/2,j/2) = f(i,j) (2) For i=0,2,4,…XSIZE, j=0,2,4,…YSIZE XSIZE is the vertical size and YSIZE is the horizontal size of the image to be down-sampled. It should be noted that three neighboring pixels to f(i,j), which are f(i,j+1), f(i+1,j) and f(i+1,j+1), can also be used. In this paper, the pixel f(i,j) plus the three neighborhood pixel values are averaged as below to produce an image down-sampled by a factor of two
For i=0,2,4…XSIZE-1, j=0,2,4…YSIZE-1 Equation (3) is repeated for every frame in the 720x576 depth image sequence resulting in a 360x288 depth image sequence. The latter sequence has to be cropped to 352x288 (CIF resolution) to make it suitable for SVC encoder operation. During the up-sampling from 352x288 to 720x576, the depth video quality is slightly affected due to pixel copying at the edge to match the cropped columns, thus slightly reducing the PSNR of the up-sampled depth information. However, the overall bit rate is reduced due to down-sampling of the depth information.
The DSUS algorithm can be applied to the enhancement layer of SVC which is used to code the depth information. The block diagram of the proposed method for the encoder is shown in Fig. 6 . At the decoder, the coded depth information from the enhancement layer is up-sampled back to its original resolution.
The depth information is down-sampled from 720x576 resolution to CIF (352x288) resolution. SVC spatial scalability does not allow an enhancement layer to be used to send video at lower resolution than the base layer.
Fig. 6. Block diagram of H.264/SVC encoder with DSUS
Therefore, a three layer configuration is used in the simulation, as shown in Table II . For both SVC without DSUS (SVC-Org) and SVC with DSUS (SVC-DSUS), the base layer is used to send the texture information at CIF resolution. Note that for SVC-DSUS, the enhancement layer 1 is used the send the depth at reduced resolution. The enhancement layer 2 for both SVC-Org and SVC-DSUS is used to send the texture information at full resolution. A six layer configuration, as shown in Table III 
V. SIMULATION RESULTS AND DISCUSSION

A. Error free
The rate distortion performances of SVC-Org, SVC-DSUS, SVC-MDC-Org and SVC-MDC-DSUS are compared in an error free environment. SVC-Org is the original JSVM software [31] . The distortion is measured using the PSNR of the left and right views. An original left-and-right view sequence is produced, from the original 2D texture and its associated original depth information, using the DIBR technique described in Section 2. Similarly, a compressed leftand-right view sequence is obtained from the 2D and depth data reconstructed at the decoder. The left and right view PSNR is obtained by comparing the original left-and-right view data with the left-and-right view data output from the decoder.
The Orbi and Interview sequences, with resolution 720x576 and 125 frame numbers are used in the error free comparison. Fixed quantization parameters are employed to obtain the bit rates. The bit rates shown in the figures are in kbit/s. I-frames are inserted every 45 frames and only P frames are used between the I-frames. The left-and-right view PSNRs for SVC-Org, SVC-DSUS, SVC-MDC-Org and SVC-MDC-DSUS are plotted over the range of bit rates shown in Fig. 7 and Fig. 8 . The configuration shown in Table 2 is used for SVC-Org and SVC-DSUS, and the configuration shown in Table 3 is used for SVC-MDC-Org and SVC-MDC-DSUS.
It can be seen in Fig. 7 and Fig. 8 that SVC-MDC-Org is less efficient than SVC-Org in terms of compression efficiency. SVC-MDC-Org PSNR is about 1-2 dB lower than SVC-Org for the same bit rate. This is due to the larger temporal difference between the frames used for prediction in the MDC scheme. The larger prediction usually incurs a larger residual, and requires that larger motion vectors be coded.
It can also be seen from Fig. 7 that the compression efficiency of SVC-DSUS is better than SVC-Org for the Orbi video sequence, when bit rates are less than 1300 kbit/s. SVC-MDC-DSUS performs better than SVC-MDC-Org up to 1800 kbit/s, and has similar compression efficiency to SVC-Org at bit rates less than 400 kbit/s. This is because, for a given QP, SVC-MDC-DSUS has a lower overall bit rate than SVC-MDC-Org due to the used of down-sampling for the depth information.
Similar performance is obtained for the Interview sequence in Fig. 8 . The coding efficiency of SVC-DSUS is improved compared to SVC-Org for the Orbi image sequence for bit rates up to 1200 kbit/s. SVC-MDC-DSUS performs better than SVC-MDC-Org until 1700 kbit/s, and has similar compression efficiency to SVC-Org at bit rates less than 800 kbit/s, due to the used of depth down-sampling. Table IV shows the configuration for the scalable MDC scheme as an example to achieve spatial scalability. All the layers are contained in a single bit stream. Layer 0 and Layer 1 are the MDC layers (base layer). The user can select the required bit stream, according to their terminal requirement, using an extractor application. For example, two video resolutions, QCIF and CIF can be decoded from the bit stream. If a stereoscopic 3D terminal is available, the user can 
B. Scalable performance
C. Error prone performance
In this section, the performance of SVC-Org, SVC-DSUS, SVC-MDC-Org and SVC-MDC-DSUS are evaluated in an error prone environment. The compressed 3D video is transmitted over a simulated internet channel [32] .
The internet channel simulator in [32] has four internet packet loss error patterns, namely 3%, 5%, 10% and 20%. In the simulation, the loss of one packet is assumed to mean the loss of one video frame. Frame copy error concealment is used for SVC-Org and SVC-DSUS. SVC-MDC-Org and SVC-MDC-DSUS use frame interpolation in case of error. The Orbi and Interview image sequences are used in the simulation. An I-frame is inserted every 45 frames in SDC and every 45 frames in each MDC stream. Fig. 9-Fig. 11 show the rate distortion performance of the Orbi sequence for packet losses of 3%, 5% and 10%respectively. Fig. 12-Fig. 14 show the rate distortion performance of the Interview sequence for packet losses of 3%, 5% and 10% respectively. In these figures, the decoded left-and-right view PSNR for SVC-Org, SVC-DSUS, SVC-MDC-Org and SVC-MDC-DSUS is plotted.
From Fig. 9 to Fig. 11 , it can be seen that most of the time, SVC with MDC has better performance compared to standard SVC, particularly for packet losses of 5% and above. As an example, for the Orbi sequence, in high bit rate range, SVC-MDC-DSUS has better performance than the other schemes at all packet loss rates. This is due to the properties of the MDC scheme, which is able to effectively mitigate the effects of errors. SVC-MDC-DSUS also has better error free coding efficiency compared to SVC-MDC-Org in the low bit rate range. The worst performance is given by SVC-Org at high and low bit rates for the Orbi sequence. Sometimes, SVC-DSUS performs better than others with 3% packet loss in the low bit rate range, but performs comparatively to SVC-MDC-DSUS. For the Interview sequence, SVC-MDC-DSUS performs better than others. SVC-DSUS performs worst at high bit rate range probably due to the up-sampling distortion in the depth image and its inability to recover quickly from errors. In the low bit rate range, SVC-MDC-DSUS performs better and comparable to SVC-DSUS most of the time. Similar to the Orbi sequence results, the worst performance is given by SVC-Org most of the time in the low bit rate ranges.
VI. CONCLUSION
A scalable MDC scheme for stereoscopic 3D video based on even and odd frames is proposed in this paper. The proposed algorithm generates two descriptions for the base layer of SVC based on even and odd frame separation, which reduces its coding efficiency. The proposed scheme also can achieve scalability through the layered coding of SVC.
To improve rate distortion, the DSUS algorithm is applied to the enhancement layer of SVC, which is used to code the depth information. The application of DSUS results in an improvement in the rate distortion performance of SVC and scalable MDC, particularly in the low bit rate range. This is due to the reduction in depth bit rates. Although there is a risk of up-sampling distortion, simulation results show that the up-sampling distortion only reduces the coding efficiency in the high bit rate range.
Finally, this paper presents the performance of SVCOrg, SVC-DSUS, SVC-MDC-Org and SVC-MDC-DSUS for stereoscopic 3D video in an error prone Internet environment. Simulation results show that most of the time, SVC-MDC algorithms (original or DSUS) perform better in error prone environments than SVC-DSUS and SVC-Org, particularly in the presence of high channel error rates.
