We consider the hydrodynamic limit of a totally asymmetric zero range process on Z × {−1, 1} with randomly oriented edges and no drift. Using the relative entropy method, we prove that the particle density obeys the heat equation with a diffusion coefficient depending on how the graph is generated. This is a non-gradient model requiring us to introduce an alternative local equilibrium measure, similarly to Funaki, Uchiyama and Yau [1] and Komoriya [2] , which decomposes the vertices of the graph into components of constant density.
Introduction
Consider an interacting particle system on T N × {−1, 1}, where T N = Z/N Z. This is a torus containing upper and lower vertices connected by horizontal and diagonal edges, with particle density ρ(t, x) at the macroscopic time t under diffusive scaling and macroscopic spatial position x ∈ T = R/Z. The edges of the graph are oriented so that jumps are permitted across each edge in one direction only. We will call each pair of vertices (j, 1), (j, −1) ∈ T N × {−1, 1} a site. We consider the case where the vertices are divergence-free (as the stationary distribution is known to have product form in this case) and there is no overall drift to the left or right.
The graphs we are considering therefore consist of sequences of the six 'figures' shown below. Note that the condition that the graph is divergence free means that each figure 2 must be immediately followed by figure 3, and each figure 5 must be immediately followed by figure 6. A figure 1, 3, 4 or 6 can be followed by any of the figures 1, 2, 4 or 5. The graphs can be 'twisted' vertically by replacing each figure 4 with figure 1 , and each pair of figures 5 followed by 6 with a pair of figure 2 followed by 3, with no effect on the dynamics. Therefore we only consider the case where the graph consists only of figures 1, 2 and 3.
We consider the zero range process in a quenched random environment where a sequence of graphs is fixed beforehand. We are interested in the local distribution of particles and study this using the relative entropy method as in Kipnis and Landim [3, pp.115-130] which considers a symmetric mean-zero zero range process on T N .
The model we consider is the simplest totally asymmetric interacting particle system for which the graph can be randomised. This follows previous work on interacting particle systems in random environments. Koukkous [6] proved the hydrodynamic limit of a symmetric zero range process in Z d with random jump rates, Faggionato and Martinelli [7] proved the hydrodynamic limit of an exclusion process on Z d with random transition rates satisfying a detailed balance condition, Quastel [8] proved the hydrodynamic limit of a reversible exclusion process with random jump rates on Z d and Bahadoran et. al [9] proved a hydrodynamic limit under hyperbolic scaling for an attractive interacting particle system on Z in a quenched random environment, with a bounded number of particles.
Results
The hydrodynamic limit of this system is
where ρ 0 is a twice continuously differentiable function, Φ is a function which will be defined later and κ is a constant to be defined later in terms of the limiting proportion of each type of figure in the graph as N → ∞. The proof of the hydrodynamic limit requires ρ(t, x) to be bounded both above and away from zero, so we impose the condition K 1 ≤ ρ 0 (x) ≤ K 2 for all x ∈ T for some K 1 , K 2 > 0. This ensures K 1 ≤ ρ(t, x) ≤ K 2 for all t > 0 due to the maximum principle since Φ is monotone increasing. In the case where κ = 1 this is the same PDE as obtained in [3] for the symmetric mean-zero zero range process on T N .
The following theorem, which states that the local particle distribution converges to the solution of (1) and (2) in probability, will be proved in sections 4.2 to 4.5 using the relative entropy method. Here, H N denotes the relative entropy of the local equilibrium measure ν N ρ(t,.) which will be defined later, with respect to µ N t . Theorem 1. Let ρ be a solution of (1) and (2) . If H N (0) = o(N ) then the density of particles in T N × {−1, 1} converges in probability to ρ(t, x)dx for all t. That is, letting φ ∈ C ∞ (T) and letting ψ : Z {1,−1}×Z → R be a bounded function, then lim N →∞
Notation
The following notation for the zero range process is taken from [3, pp.28-30] and adapted where appropriate.
The jump rate from a vertex with k particles to an adjacent vertex to which jumps are permitted is given by g(k), a nondecreasing function which satisfies g(0) = 0. Let ω x denote the number of particles at vertex x and let the vector ω x,y ∈ Ω N be defined by
.
Letting type(j) be the figure type between sites j and j + 1, for any N ∈ N and function f : N Z×{−1,1} 0 , the infinitesimal generator L N of the process is given by
Define the marginal probability measures ν 1 ρ(t,j/N ) given by
for some parameter and integer k ≥ 0. Here, Z(Φ( )) is a normalising constant satisfying
This definition ensures the expected number of particles at the sites (j, ±1) and (j, ± − 1) under the probability measure ν 1 ρ(t,j/N ) is the density ρ(t, j/N ). The function Φ also satisfies
That is, the expected jump rate from a site with k particles under the reference measure ν 1 is equal to the flux Φ.
The jump rate g(k) is assumed to satisfy the condition (SLG) lim sup k→∞ g(k) k = 0.
Kipnis and Landim [3] proves the hydrodynamic limit of a mean-zero zero range process under both (SLG) and an alternative condition that the exponential moments of g are finite.
For any N ∈ N, define the measure
It can easily be checked that ν N is invariant. We also define the local equilibrium measure
Both of these are product measures such that for j ∈ T N both ω j,1 and ω j,−1 are distributed according to ν 1 ρ(t,j/N ) .
We introduce the local equilibrium measureν N ρ(t,.) of second order approximation as in Funaki, Uchiyama and Yau, [1] and Komoriya [2] . This new measure depends on the specific figures in the graph, dividing it into tiles of various shapes within which the marginals at each site have the same distribution. In particular, if a vertex has two inward arrows coming from the same direction it is included in the same tile that the inward arrows came from. However, if a vertex has inward and outward arrows coming from either direction then it is included in a tile's 'central' pair of vertices (x, 1) and (x, −1). Each tile therefore contains either two, three or four vertices.
This decomposition of the graph is illustrated below, with the figure numbers beneath the graph.
For every graph there exists a unique decomposition into tiles according to the following algorithm, which uses the fact that each tile contains exactly one centre (x, 1) and (x, −1), at most one of the two vertices (x − 1, 1) and (x − 1, −1), and at most one of (x + 1, 1) and (x + 1, −1).
Algorithm. Starting at vertices (0, 1) and (0, −1), identify the two figures immediately to the left and right. These determine whether (0, 1) and (0, −1) are in the same tile and, if so, the shape of the section. This is repeated for each pair of vertices (x, 1) and (x, −1). The decisions made by the algorithm at each step are given below. 3 (x,1) (x,−1) 2 =⇒ centre of tile containing (x − 1, −1), (x, 1), (x, −1), (x + 1, 1) We fix a sequence of graphs according to the following conditions.
(G1) The figures generated are ergodic with respect to the shift operator (G2) For any l > 0 and any sequence of l tiles which is possible according to the above algorithm, the number of times this sequence occurs in each graph tends to infinity as N → ∞ Such a sequence of graphs could arise via a Markov chain progressing through the torus T N and at each point where a choice can be made (that is, after a '1' or at the end of a '2-3' pair), starting a pair with probability p and inserting a '1' otherwise, conditioning on this sequence not ending in the middle of a pair. Let T N denote the number of tiles in the N -th graph of the sequence. Note that the ergodicity condition implies the existence of the constant
The measureν N ρ(t,.) is defined as the product of marginals given by (3) with parameter ρ(t, j/T N ) for vertices in tile j of the graph. Let x j ∈ T N denote the site containing the unique pair of vertices (x j , 1) and (x j , −1) which are both contained in tile j of the graph. Given a measure µ N corresponding to an initial configuration, let µ N t = S tN 2 µ N where S t is the semigroup associated with L N . The Radon-Nikodym derivatives are given by
The relative entropy with respect to the usual local equilibrium measure ν N ρ(s,.) is defined by
and the relative entropy with respect toν N ρ(s,.) is defined bỹ
For any parameter ρ(s, u) let (X j ) ∞ j=1 be a sequence of independent, identically distributed random variables with the same distribution as a marginal of ν N ρ(s,.) at a site with density ρ(s, u). That is,
Let E ρ(s,u) be the expectation under the probability distribution P ρ(s,u) . 
for some constant K > 0 to be determined later. We then use Gronwall's inequality to conclude thatH N (t) = o(N ). It is necessary to work with the measureν N ρ(t,.) and show thatH
) divides the graph into tiles in such a way that non-gradient terms do not arise when computing the adjoint of the infinitesimal generator. This is because the only contributions to the expression are from vertices containing inward and outward arrows from both directions that allow a second order Taylor expansion to be performed. 
Bounding ∂ tHN (t) -Initial Steps
As in [1, p.9] , the time derivative of the relative entropy satisfies the inequality
where L * N is the adjoint of L N . Note that L * N is the infinitesimal generator of the time-reversed process with respect to ν N and can be obtained from L by reversing the orientation of every edge of the graph.
Where the site s ∈ T N is the centre of a tile, let k s denote the corresponding number of that tile. Due to the product structure of the measureν N ρ(t,.) , the terms of
where, in this example, there is a figure 1 connecting sites i and i+1. We now compute
using the Taylor expansion of Φ(ρ(t, j T N )) in the last line. Observe that the third sum, corresponding to T N connecting a figure 2 with a figure 3, vanishes so that there are no non-gradient terms. The factor of N 2 T 2 N in the last line is due to the step size. We can add the expression
which is equal to zero. The left and right hand side are equal due to the same Taylor expansion as above.
Let N j be the number of vertices in tile j of the graph and letω j be the sum of the configurations of the sites contained in it. Then the time derivative is given by
where in the last line we have substituted in the PDE ∂ t ρ(t, x) = κ∂ 2
x Φ(ρ(t, x)) and used the fact that
Note that the integral of 1
is the same as the integral of the sum of (5), (6) and (7) plus an o(N ) error. That is,
Replacements and application of the one block estimate
For the 2l + 1 tiles surrounding the j-th tile, define the average particle density per vertex ω l j = 1 |k−j|≤l N k |k−j|≤lω k and the average particle density per tilē
Note that for large values of l, the typical values of 1 κω l j are close to 2ω l j . In this section we will perform replacements which enable us to write that
where
and C(l) is such that lim l→∞ C(l) = 0. In particular, recalling that N T N → κ as N → ∞ in (5) and (6), we will replace eachω j in (7) withω l j and then 2κω l j , and replace each N j factor with 2κ.
Replacingω j withω l j creates the error term
Performing first order Taylor expansions to extract factors of l T N and using the fact that T N ≥ N/2, eachω
so that the integral of the error term (9) with respect to µ N t is bounded by
x))) ∞ is bounded, T N ≥ N/2, and the following lemma can be applied.
Proof. This proof is adapted from Kipnis and Lanidm [3, p.84 ]. Since the system is conservative, the total number of particles at time t is the same as time 0. Applying the entropy inequality at time 0, the expression is bounded by
It will be shown later thatH N (0) = o(N ), which leaves the second term. By independence, the expression inside each logarithm is a product of EνN ρ(0,.)
[e γωx ] for some vertices x, and the Laplace transform of ω x is finite if γ is chosen to be sufficiently small.
Next we will replaceω l j by 2κω l j . The error term resulting from this replacement is
Applying the entropy inequality,
For γ sufficiently small each Laplace transform
is bounded, and the 1
which is less than 1 because the terms 1 κ and 4l+2 |m−k|≤l Nm inside the modulus sign both lie between 0 and 1, the second term of the right hand side of the inequality is bounded by
This can be rewritten as
Each expectation is bounded by a constant. Since we are aiming to show this error term is o(N ), we divide by N .
Let . denote the ergodic limit of an expression as N → ∞. Due to the ergodicity condition with respect to the shift operator (G1), the sequence of
|m−j|≤l N m values converges to its ergodic limit as N → ∞. Hence
we will now show that lim l→∞ C(l) = 0. By (G1), for any ε > 0 we have that
Since the expression
j=1 N j is bounded by a constant, the dominated convergence theorem applies and lim l→∞ C(l) = 0. Convergence of 1 κ to 4l+2 2l+1 j=1 N j in probability, instead of the stronger condition of almost sure convergence, is sufficient for the dominated convergence theorem to be applied. [5, p.258 ]. Hence the error term which arises in replacingω l j with 2κω l j is 1 γH N (t) plus O(N )C(l). Replacing N j with 2κ in the remaining part of the expression (7) creates the error term
which is controlled by noting that by the ergodicity condition (G1),
By performing the above replacements, we have obtained that
Next, the factor N 2 T 2 N in front of each term in the last line of (5) must be replaced by κ 2 , creating the error term
where the condition (SLG), which implies that g(ω j ) ≤ Bω j for some B > 0, is used in the third line. This error term is o(N ) due to Lemma 2 and (G1). Similarly, N 2
We now aim to replace g(ω x j ,1 ) + g(ω x j ,−1 ) in the last line of (5) with a more convenient expression. Define
the average sum of jump rates from the centres of the tiles near j. First g(ω x j ,1 ) + g(ω x j ,−1 ) is replaced by 2g l j (ω), giving an error identical to (9) except that the expression contains g(ω x j ,1 )+ g(ω x j ,−1 ) instead ofω j . 2g l j (ω) is then replaced by 2Φ(ω l j ), creating an error which is controlled using the following lemma. 
Proof. This lemma is proved in section 5.
Altogether, to obtain (8) ,
since we showed that the error terms in the middle equality consist of an o(N ) error and an O(N )C(l) error.
BoundingH N (t)
Applying the entropy inequality to the main expression with γ > 0,
The coefficient ofH N (t) is 2/γ instead of 1/γ since there are two separate applications of the entropy inequality.
We consider the first term on the right hand side. Letting
By repeated applications of Hölder's inequality, with T N = (2l + 1)k for some integer k,
where the independence of ω l j that are a distance 2l + 1 tiles apart is used in the last line. The condition that T N = (2l+1)k can be assumed without loss of generality since if T N = (2l+1)k+r for some 0 < r < 2l + 1 then Hölder's inequality can be applied to the first (2l + 1)k terms and the remaining r can each be bounded by a constant. This is achieved by bounding G by a linear function of the ω l j and letting γ be small enough that the Laplace transform of each ω j,1 and ω j,−1 is finite. Every chain of 2l + 1 tiles contains between 4l + 2 and 8l + 4 vertices. It will later be necessary to decompose the sum based on the number of vertices in the 2l + 1 tiles surrounding each j, writing it as where S m = j ∈ {1, · · · , T N } :
Now fix m ∈ {4l + 2, · · · , 8l + 4} and let j m denote the centre closest to j such that the 2l + 1 tiles surrounding j m have m vertices. If there are two nearest centres of size m we select the one to the right of j. For sufficiently large N this is well defined since sequences of 2l + 1 tiles of all possible sizes occur in the graph. For any u ∈ T the marginalsν 1 ρ(s, uT N m/TN ) of ν N ρ(s,.) converge to the probability measure P ρ(s,u) defined in (4) . This is due to the continuity of ρ and the fact that by (G1), for all γ ∈ [0, 1], γT N m T N → γ as N → ∞. Since l is fixed, exp((2l + 1)G( uT N m /T N , ω, j)) is a bounded cylinder function. Hence, for all u ∈ T and m ∈ {4l + 2, · · · , 8l + 4},
where the X j are independent, identically distributed random variables with distribution P ρ(s,u) as in (4) . The decomposition of the sum into separate values of m is necessary here since the random variables ω l uT N contain varying numbers of terms and converge to different limiting random variables depending on this number.
By Lipschitz continuity of Φ on [0, λ] there exists C 0 for which Φ(λ) − Φ(0) = Φ(λ) ≤ λC 0 and λΦ(ρ(s, u)) ≤ λC 0 . Recall that K 2 is an upper bound for the value of ρ(t, x) when t = 0, and hence for all t > 0 by the Maximum Principle. Defining
For a fixed l, we now replace the integral with respect toν N ρ(s,.) with a sum of integrals over T for each m ∈ {4l + 2, · · · , 8l + 4}. This is achieved by first replacing it with an integral with respect to ν N ρ(s,.) and then applying the above decomposition. We have that The first error term is dealt with using a coupling of the measuresν N ρ(s,.) and ν N ρ(s,.) . Let
. Define a coupling measure P for two random variables ω and ω with the property that ω x ≤ ω x at each vertex x with probability 1, with ω x distributed according to the minimum of the parameter values given by ν ρ(t,.) andν ρ(t,.) at x, and ω x according to the maximum of the parameter values. This coupling measure exists due to Lemma A.2 in [4] . Let E be the expectation with respect to P. We have that
for some exponents p and q such that 1 p + 1 q = 1 and p is small enough that E[e pf (ω) ] converges. The second error term vanishes due to the convergence of the sum to a Riemann integral, using the fact that lim N →∞ |Sm| T N = p(l, m) and the pointwise convergence given by (12). Now,
so from now on we will consider
for some m ∈ {4l + 2, · · · , 8l + 4}. Proof. First we prove (i). A cutoff function is used, since when taking the limit as l → ∞ G may be unbounded. For A > 0 let
Then,
where the second term is an upper bound for the difference between the G and G A terms, to which Hölder's inequality is applied with 1 p + 1 q = 1. Considering the first term, by monotonicity,
Since G A is bounded and 4l + 2 ≤ m, as l → ∞, m → ∞ and this term converges to T sup λ>0 (|G A (u, λ)| − J ρ(s,u) (λ)) du by the Laplace-Varadhan Lemma.
To show that the second term inside the expectation in (13) vanishes, note that
by independence, and ρ(s, u) )) = Z(e pC 2 Φ(ρ(s, u))) Z(Φ(ρ(s, u))) .
Let φ * be a constant less than or equal to the radius of convergence of the power series Z(φ) and such that φ * > Φ(K 2 ), and recall that C 2 was defined as
Z(e pC 2 Φ(ρ(s, u))) < Z(e p log(φ * /Φ(K 2 )) Φ(ρ(s, u))) = Z φ * Φ(K 2 ) p Φ (ρ(s, u) ) .
The term inside Z is less than the radius of convergence φ * if p is chosen such that
A large deviations principle can be used to show that the factor P ρ(s,u) ( 1 m m i=1 X j ≥ A) converges to zero after sending A → ∞. Altogether, the integral of the right hand side of (13), divided by 2l + 1 is now bounded by
an expression which is equal to
after sending A to ∞ by the argument given in [3, p.126-127] . We have established that
This proves Proposition 4(i). By identical arguments to those in Kipnis and Landim, a constant γ can be found such that Remark. We will need the following lemma in order to boundH N (t), which is analogous to a calculation in Funaki, Uchiyama and Yau [1, p.8] . The theorem is that if the initial relative entropy of the system at t = 0 with respect to the normal reference measure ν N ρ(t,.) is small then it remains small with respect to the perturbed measureν N ρ(t,.) .
Proof.
By (G1), Φ(ρ(0, j T N ))−Φ(ρ(0,
x j N )) = o(1) uniformly. Note that this is larger than the equivalent bound of O( 1 N ) in [1] . The other terms are controlled similarly. There are O(N ) terms in the sum, so it is bounded by a constant times N times o(1), which is equal to o(N ), instead of being bounded by a constant. Hence
Proof. By Lemma 5 we have thatH N (0) = o(N ) and The third line is due to (8) and in the fourth line the entropy inequality is applied and an additional 1 γ t 0H N (s)ds term comes from the application of entropy inequality to another error term. Recalling the definition of G given in (10) and applying the repeated applications of Hölder's inequality in (11) and finally the convergence to the Riemann integral,
By proposition 4, the expression on the right hand side is o(N ) for sufficiently small γ and we have thatH 
Proof of Theorem 1
It remains to show the convergence in probability of the particle density to the solution of the partial differential equation. This will be proved using the argument given at the end of section 2.2.1. It is similar to Corollary 6.1.3 in Kipnis and Landim [3, p.117-118] , with additional steps as a consequence of there being two reference measures. In [1] , the analogous result is instead obtained via a large deviations estimate in Corollary 3.1.
Let φ ∈ C ∞ (T) and let ψ : Z {−1,1}×Z be a bounded cylinder function of ω. Then convergence in probability can be shown by proving that
Step 1. By the triangle inequality,
The second term converges to zero as it is a Riemann sum.
Step 2. Considering the first term of the right hand side above and performing a one block estimate,
Step 3. Applying the entropy inequality, where γ > 0,
. 
This uses the independence of integrals which are 2l + d + 1 sites apart.
Step 5.
The error term on lines 3 and 4 consists of Riemann sums and converges to zero due to piecewise continuity. To control the error term on lines 5 and 6 a coupling argument is used as in the previous proof.
Define a coupling measure P for two random variables ω and ω with the property that ω x ≤ ω j at each vertex x with probability 1, with ω x distributed according to the minimum of the parameter values given by ν ρ(t,.) andν ρ(t,.) at x, and ω x according to the maximum of the parameter values. This coupling measure exists due to Lemma A.2 in [4] . Let E be the expectation with respect to P. We have that
Step 6. As in [3, p.118 ], since ψ is bounded the inequalities e x ≤ 1+x+ 1 2 x 2 e |x| and log(1+x) ≤ x can be used to bound
Then fix ε > 0 and let γ = ε 2(2l + 1)
, so that γ is a function of l. We send l → ∞ and then ε → 0. The first term inside the bracket converges to zero by the law of large numbers and the second term has the form 2ε 2 ψ 2 ∞ exp(2ε ψ ∞ ) and converges to zero as ε → 0.
One block estimates
The one block estimate is proved for the general case of a non-translation invariant graph containing a mixture of figures '1', '2' and '3', following and adapting the steps of the proof of Lemma 5.3.1 in Kipnis and Landim [3] . This one block estimate is Lemma 3 in section 2.2.
Lemma.
lim sup l→∞ lim sup
We follow the steps of the proof of Lemma 5.3.1 in Kipnis and Landim [3, p.82], adapting it where necessary.
Step 1 The expression is split into parts with a high and low particle density, and the part with high density is controlled. Let K > 0. Following the argument in [3, pp.84-85], the expression can be rewritten as
To prove the lemma, it suffices to show that for all a > 0, lim sup l→∞ lim sup
since a can be made arbitrarily small and the part we subtract is bounded, that is
To see this, note that and the Laplace transform of ω k under ν N is assumed to be finite for all vertices k for sufficiently small γ.
Under the condition (SLG) on g, for any b > 0, g(k) ≤ C(b) + bk. Taking the expectation with respect to ν N k , Φ(k) ≤ C(b) + bk. Therefore
This step is valid since although ω l 0 is not necessarily an integer, the function Φ is smooth and increasing. Therefore, letting b = 1 4 a, |g l (ω 0 ) − 2Φ(ω l 0 )| ≤ 2Φ(ω l 0 ) + |g l (ω 0 )| ≤ 2C(a/4) + 1 2 aω l 0 .
So |g l (ω 0 ) − 2Φ(ω l 0 )| − aω l 0 ≤ 0 if ω l 0 ≥ 4 a C(a/4). Hence the integrand in (14) is negative when ω l 0 ≥ 4 a C(a/4), so this case can be ignored leaving the part with bounded density. We can take K = 4 a C(a/4) in the equation above. Hence it suffices to consider the term with {|ω l j | ≤ K} for a sufficiently large value of K.
rearranging the sum,
This is a sum of integrals over chains of 2l + 1 tiles of varying lengths. However, note that each chain of tiles does not necessarily form a torus.
Step where type(i) ∈ {1, 2, 3} is the connecting figure type between i and i + 1, and 2 Ω N g(ω i+1,−1 ) h(ω (i+1,−1),(i,−1) ) − h(ω) 2 dν N .
The notation ω x,y denotes the configuration ω with one less particle at x and one more particle at y. Note that ω x,y = ω y,x , and I j,k i denotes the k-th term of the part of the Dirichlet form between i and i + 1, where the connecting figure is of type j. 
