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Abstrak— Metagenome merupakan mikroorganisme yang 
diambil secara langsung dari alam. Proses sequencing genom 
dari metagenome mengakibatkan bercampurnya berbagai 
organisme. Hal ini menyebabkan kesulitan pada proses 
perakitan DNA. Oleh karena itu, dibutuhkan proses 
pemilahan yang disebut binning. Pada proses binning 
dengan pendekatan komposisi, teknik yang dilakukan 
adalah dengan supervised learning. Salah satu tahapan 
dalam supervised learning yaitu ekstraksi fitur, penelitian ini 
menggunakan metode ektraksi fitur n-mers. Besarnya 
parameter n pada metode ekstraksi fitur n-mers akan 
mengakibatkan dimensi fitur yang tinggi. Penelitian ini 
bertujuan untuk menerapkan algorime fast-correlation based 
filter (FCBF) untuk mereduksi dimensi fitur yang dihasilkan 
n-mers dan mengoptimasi parameter threshold pada fast-
correlation based filter menggunakan algoritme genetika. 
Penelitian ini diuji menggunakan klasifikasi k-nearest 
neighbour. Performa terbaik diperoleh ketika n = 7 dan k = 3 
dengan akurasi mencapai 99.41% dengan nilai threshold 
0.67788. Dengan optimasi, waktu komputasi menjadi lebih 
efisien karena jumlah fitur sudah tereduksi.  
 
Kata kunci— Algoritme genetika, Binning, Fast-correlation 
based filter, N-mers, K-nearest neighbour 
I. PENDAHULUAN 
Penelitian di bidang metagenomeika menjadi salah satu 
bidang kajian bioinformatika yang terus berkembang 
hingga saat ini. Metagenome merupakan sekumpulan 
mikroorganime yang diambil secara langsung dari 
lingkungan tanpa dilakukan kultur langsung [1]. Proses 
sequencing genom dari sekumpulan mikroorganime yang 
diambil secara langsung tersebut mengakibatkan 
bercampurnya berbagai organisme. Hal ini menyebabkan 
kesulitan pada proses perakitan (assembly). Oleh karena 
itu, dibutuhkan proses pemilahan yang disebut binning. 
Proses binning adalah proses pemilahan suatu genom 
ke dalam beberapa kelompok yang merepresentasikan 
sekumpulan genom dari organisme memiliki keterkaitan 
[2]. Pada prinsipnya binning dapat dilakukan dengan 
pendekatan homologi dan komposisi. Pendekatan 
komposisi dilakukan dengan metode supervised learning 
[3], semi supervised [4], weakly supervised [5] dan 
unsupervised learning.  
Penelitian terkait mengenai pengklasifikasian fragmen 
metagenome pernah dilakukan antara lain [6] yang 
menggunakan sekuens mikroba. Dari penelitian tersebut 
diperoleh bahwa penentuan n-mers memberikan 
kontribusi terhadap akurasi. Penelitian lain yang terkait 
dengan klasifikasi metagenome dilakukan pada [7]. 
Penggunaan varian dari Hidden Markov Model yaitu 
Abstraction Augmented Markov Model (AAMM). Hasil 
klasifikasi menunjukkan bahwa pada level genus, mampu 
mencapai 98, 62% secara rata-rata. Sementara pendekatan 
unsupervised yakni clustering metagenome telah 
dilakukan oleh beberapa penelitian di antaranya [8] yang 
mengusulkan proses clustering dengan waktu yang cepat 
dibandingkan dengan beberapa metode yang telah ada. 
Penelitian yang dilakukan pada [9] pun diklaim berhasil 
melakukan clustering pada data metagenome berskala 
besar dengan metode RAMMCAP. Growth Self 
Organizing Map (GSOM) telah berhasil dilakukan untuk 
melakukan clustering metagenome pada [10].         
Dimensi fitur yang telalu tinggi menjadi permasalahan 
pada proses komputasi yang menyebabkan tidak efisien. 
Bukan hanya itu, bahkan terkandang tingginya dimensi ini 
tidak memberikan kontribusi yang signifikan terhadap 
hasil akurasi karena di antara variabel yang ada ternyata 
memiliki korelasi linear misalnya. Oleh karena itu, 
masalah tersebut dapat diatasi dengan metode reduksi 
dimensi fitur atau seleksi fitur. Penelitian terkait dengan 
seleksi fitur pada metagenome di antaranya [11], [12] dan 
[13].   
Seleksi fitur adalah salah satu tahapan praproses dalam 
klasifikasi untuk memilih fitur-fitur yang relevan terhadap 
data. Salah satu algoritme seleksi fitur adalah Fast 
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Correlation Based Filter (FCBF) yang dikembangkan oleh 
Yu dan Li [14]. 
Konsep dasar dari algoritme ini adalah menghilangkan 
fitur-fitur yang tidak relevan berdasarkan nilai threshold 
yang telah ditentukan serta menghilangkan fitur-fitur yang 
redundant terhadap fitur lain. Penelitian sebelumnya 
pernah dilakukan oleh Dinilhak [15] menggunakan 
Support Vector Machine (SVM) sebagai classifier dan 
FCBF sebagai seleksi fiturnya. Tanpa seleksi fitur FCBF 
dihasilkan akurasi berkisar 84.93%-99.01% dan dengan 
seleksi fitur FCBF dihasilkan akurasi berkisar 79.13%-
96.68%. Dari Penelitian tersebut dapat dilihat akurasi 
menurun saat penggunaan seleksi fitur FCBF sehingga 
dibutuhkan algoritme untuk mengoptimalkan parameter 
threshold pada FCBF. 
Algoritme genetika (GA) merupakan salah satu 
algoritme yang banyak digunakan untuk menyelesaikan 
permasalahan optimasi dan mencari pola baru yang 
diharapkan memiliki nilai fitness yang lebih baik dari 
seluruh kromosom. Keberhasilan GA untuk melakukan 
optimasi telah dilakukan pada beberapa penelitian antara 
lain  [16], [17] dan [18].   
 Penelitian sebelumnya pernah dilakukan pada [19] 
untuk mengoptimasi parameter pada SVM. Penelitian 
tersebut menghasilkan akurasi sebesar 65.3% dengan 
menggunakan algoritme grid search dan 67.3% dengan 
menggunakan algoritme genetika untuk panjang fragmen 
400 base pair (bp). Oleh karena itu, penelitian ini 
melakukan klasifikasi fragmen metagenome dengan 
metode k-nearest neighbour (KNN) dan FCBF sebagai 
peyeleksi fitur, serta algoritme genetika untuk 
mengoptimasi nilai threshold dari FCBF tersebut. 
Dibandingkan penelitian sebelumnya, seleksi fitur FCBF 
yang digunakan masih belum dioptimasi sehingga fitur 
optimal bisa jadi belum ditemukan. Selain itu, seleksi fitur 
tanpa proses algoritme optimasi justru menghasilkan 
akurasi yang tidak begitu baik.   
 
II. METODE PENELITIAN  
A. Dataset  
Secara keseluruhan data metagenome yang digunakan 
pada penelitian ini sebanyak 214 data organisme. Data 
tersebut terbagi atas 150 data mikroorganisme dari 25 
genus sebagai data latih dan 64 data mikroorganisme dari 
16 genus sebagai data uji. Data tersebut diunduh dari situs 
national center for biotechnology information (NCBI) 
melalui alamat website pada tautan berikut ini.  
ftp://ftp.ncbi.nlm.nih.gov/genomes/Bacteria/all.fna.tar.gz. 
 
B. Diagram Alir Penelitian 
Diagram alir penelitian mennjukkan proses penelitian 
ini secara umum dari mulai pengambilan data sampai 
dengan analisis hasil dan evaluasi sehingga penelitian ini 
dapat terselesaikan. Diagram alir penelitian ini disajikan 
pada Gambar 1.  
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 1. Diagram Alir Penelitian 
C. Praproses 
 Sekuen DNA metagenome yang telah dipilih akan di-
sequence menggunakan perangkat lunak MetaSim dengan 
nilai coverage = 10. MetaSim merupakan perangkat lunak 
simulasi sequencer baik untuk data genom atau 
metagenome [20]. Data yang telah dipilih akan diproses 
menggunakan MetaSim untuk melakukan sequencing 
sepanjang 500 bp (base pair). 
D. Ekstrasksi Ciri   
Pada tahap ini dilakukan dengan pembacaan frekuensi 
dari kombinasi basa nukleotida ACGT (adenin, sitosin, 
guanin, timin) yang mungkin terbentuk. Tahap ini 
menggunakan ekstraksi ciri n-mers untuk k = 5 dan k = 7. 
Pola kemunculan k adalah pola yang menampilkan k pada 
suatu waktu dalam suatu sequences. Pola kemunculan k 
dihitung menggunakan kombinasi empat basa nukleotida. 
Pada penelitian ini, nilai k = 5 dan 7 akan berimplikasi 
pada sejumlah 45 (1024) dan 47 ( 16384) pola kemunculan 
fitur yang terbentuk. 
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E. Fast Correlation Based Filter (FCBF) 
FCBF merupakan algoritme seleksi fitur yang 
dikembangkan oleh Yu dan Liu [14]. Prinsip algoritme ini 
adalah bahwa suatu fitur yang baik adalah fitur-fitur yang 
relevan terhadap kelas tapi tidak redundant terhadap fitur 
yang lain. Konsep dasar FCBF adalah bahwa suatu fitur 
yang baik adalah fitur yang relevan terhadap kelas tapi 
tidak redundant terhadap fitur relevan yang lain. Oleh 
karena itu, akan dilakukan  suatu pendekatan dengan 
mengukur korelasi antara dua variabel acak  
menggunakan symmetrical uncertainty (SU). Nilai SU ada 
pada selang 0 sampai dengan 1. Symmetrical uncertainty 
dirumuskan pada persamaan  (1). 
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
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

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2Y)SU(X,    (1) 
 
H(X) adalah nilai entropy dari variabel (X) yang 
diformulasikan pada persamaan (2). 
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i
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Sementara H(X|Y) adalah entropy dari variabel X apabila 
diketahui variabel Y yang didefinisikan dalam persamaan 
(3)  
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 IG merupakan information gain dengan persamaan       (4)  
 
)|()( YXHXHY)|IG(X            (5) 
F. Representasi Solusi 
Representasi solusi di dalam algoritme genetika 
dinyatakan dengan kromosom. Berbagai teknik dapat 
dilakukan untuk merepresentasikan suatu solusi. Pada GA,  
satu kromosom biasanya menyatakan satu buah variabel 
penyelesaian dan setiap kromosom terdiri atas beberapa 
gen. Nilai threshold yang dioptimasi akan 
direpresentasikan menjadi suatu bilangan biner. Adapun 
tahapan pengkodean threshold menjadi kode biner [21]: 
 Menentukan batas bawah (a) dan batas atas (b) 
 Menentukan tingkat ketelitian (d) 
 Menentukan jumlah bit kromosom berdasarkan 
formulasi pada persamaan (6) 
 
 )]1)10*)log((([
2  dab    (6) 
 
G. Pembentukan Populasi Awal 
Populasi awal dibentuk dengan membangkitkan 15 
kromosom secara acak. Hal ini dikarenakan pembangkitan 
populasi awal tersebut sudah merepresentasikan ruang 
pencarian. Dari populasi awal tersebut akan diproses 
menggunakan algoritme genetika untuk mendapatkan 
populasi baru. Proses pembentukan populasi baru akan 
dilakukan sampai nilai threshold dan akurasi dianggap 
optimal. 
H. Evaluasi Fitness 
Pada tahap evaluasi fitness, setiap kromosom yang 
digunakan akan bergantung pada nilai threshold yang 
dipilih sehingga setiap kromosom memiliki nilai fitness 
masing-masing. Nilai fitness dipengaruhi oleh akurasi dan 
jumlah fitur yang terpilih. Kedua nilai tersebut diberi 
pembobotan, yaitu 75% untuk akurasi dan 25% untuk 
jumlah fitur yang terpilih. Nilai akuirasi dari hasil 
klasifikasi yang diperoleh masing-masing kromosom akan 
dievaluasi menggunakan fungsi fitness dengan persamaan 
(7) 
 
4
)1(3
tY
Y
x
fitness

    (7) 
 
dengan X merupakan nilai akurasi, Y merupakan jumlah 
fitur yang terpilih, dan Yt merupakan jumlah fitur total.  
 
I. Kriteria Pemberhentian  
Tahapan ini berfungsi untuk memeriksa kondisi 
populasi saat ini terhadap kriteria pemberhentian. Ketika 
kriteria telah terpenuhi, maka proses pembentukan 
populasi baru dihentikan. Beberapa kriteria 
pemeberhentian dalam GA untuk penelitian ini adalah 
 Banyaknya generasi maksimum. 
 Mencapai durasi maksimum (pada penelitian ini 
durasi maksimum adalah 45 iterasi) 
 Nilai fitness terbaik sudah tidak mengalami 
peningkatan selama beberapa generasi terakhir. 
 Sudah mencapai nilai fitness yang ditentukan 
sebelumnya. 
 Menggunakan kriteria berhenti dinamis setelah 
tingkat keyakinan dari nilai fitness terbaik telah 
tercapai.  
Kriteria di atas menandakan telah didapatkan threshold 
yang optimal. Apabila kriteria belum tercapai maka 
dilanjutkan pembentukan populasi baru. 
 
J. Seleksi, crossover, mutasi dan elitisme  
Seleksi, crossover, mutasi dan elitisme adalah 
rangkaian iterasi di dalam dalam proses optimasi 
menggunakan algoritme genetika. Pada proses seleksi ini,  
teknik yang digunakan adalah metode roulette wheel. 
Untuk crossover,  penelitian ini menggunakan peluang 
crossover sebesar 60%. Selanjutnya akan dibangkitkan 
bilangan acak dari 1 sampai 16 untuk setiap kromosom. 
Bilangan ini berguna untuk menentukan posisi pada saat 
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akan dilakukan crossover. Untuk menjaga keberagaman 
individu, mutasi yang dilakukan pada penelitian ini 
sebesar 10% dengan pemilihan gen secara acak. Untuk 
mempertahankan generasi yang baik, dua kromoson tetap 
dipertahankan di generasi berikutnya. Proses ini yang 
dikenal dengan elistisme.   
K. Evaluasi  
Untuk menguji hasil klasifikasi dilakukan dengan 
menggunakan akurasi, sensitifitas, spesifisitas berdasarkan 
matrik konfusi pada Tabel 1.  
Nilai akurasi, sensitifitas dan spesifisitas didefinisikan 
pada persamaann (8), (9) dan (10).  
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III. HASIL PENELITIAN  
A. Dataset 
Data hasil simulasi menggunakan perangkat lunak 
Metasim dalam format FastA dengan menggunakan 
coverage 10 dan panjang pasang basa yang digunakan 
adalah 500 atau 500 bp. Contoh data yang diperoleh dari 
perangkat lunak tersebut seperti dilihat pada Gambar 2.  
  
 
Gambar 2. Contoh Ilustrasi Fail Hasil Simulasi Metasim 
Data hasil simulasi tersebut kemudian diproses melalui 
tekniik parsing untuk mendapatkan fitur dengan metode 
n-mers.  
B. Ekstraksi Fitur n-mers  
n-mers merupakan salah satu satu teknik untuk 
mendapatkan fitur dari sekuens metagenom hasil simulasi 
Metasim. Pada prinsipnya n-mers akan menghitung 
frekuensi kemuculan suatu basa A, C, G atau T. 
Banyaknya fitur yang terbentuk akan bergantung pada 
nilai n yang dipilih. Penelitian ini menggunakan nilai n = 
5 dan n = 7 sehingga jumlah fitur yang terbentuk adalah 
sebanyak 4n dengan n ={5,7}. Dengan demikian, jumlah 
fitur yang terbentuk adalah sebanyak 1024 untuk n = 5 
dan 16384 untuk n  = 7. Jumlah ini sudah cukup banyak 
untuk diseleksi menggunakan FCBF yang akan dioptimasi 
dengan menggunakan GA.  
Untuk memudahkan pemahaman mengenai ekstraksi 
fitur menggunakan n-mers, dapat dilihat pada ilustrasi 
yang terdapat di Gambar 3.  
 
 
Gambar 3. Ilustrasi hasil ekstraksi fitur = n-mers dengan k = 5 
C. Fast Correlation Based Filter (FCBF) 
Setelah dilakukan ekstraksi n-mers, proses berikutnya 
adalah melakukan proses reduksi dimensi fitur dengan 
FCBF. FCBF memiliki parameter threshold yang harus 
dioptimasi untuk menghasilkan akurasi yang baik. 
Pengoptimalan parameter threshold menggunakan 
algoritme genetika. Parameter yang dihasilkan dari 
optimasi menggunakan algoritme genetika akan menjadi 
input dalam FCBF. Reduksi dimensi fitur FCBF 
menggunakan perangkat lunak Weka versi 3.7.  Hasil fitur 
yang terpilih pada 5-mers dengan nilai threshold = 0 
ditunjukkan pada Tabel 2. 
 
 
TABEL II 
HASIL FITUR TERPILIH  FCBF DENGAN 5-MERS 
Ranked Attributes : 
0.796 590 GCACT 
0.779 231 ATGCG 
0.778 79 ACATG 
0.766 902 TGACC 
0.766 1010 TTTAC 
0.766 571 GATGG 
0.762 102 ACGCC 
0.761 338 CCCAC 
0.760 300 CAGTT 
0.759 330 CCAGC 
0.759 636 GCTGT 
>r1.1 | SOURCES={GI=50196905,bw,1016309-
1016766}|ERRORS={}|SOURCES_1 + “STR. ‘Ames 
Ancestor’ choromosoe” 
(2b301d2cec11c944b70447bada91610998 
ACTTCATTAAGAATTATTTTTAACATGATCGTTTTAACCCCC
TTTTTGCTATTTTTTTTATAGGATTAAATTTAGGATTAGTAG
GGTAGATAGTAGTAGCCCCCCAAAAAGGGGGATAAAATTATT
ATTATTAGGGGCTCTGGCGGGCTTCGGCTGCGGGGGGGGCTT
TTTTGGGGGGGATTGGATTTTGGGATTTAGGAGAGGGGATTT
ATTTTTTAGGGATTAGGGGGGGGGGGGTTTTTTTTTTTTTAA
AATTTTTTTCCCCCTTCTTTTTTTGGGTTTTAAAAATTATTA
TTTATTTTTAAAAGGGCCCTTTCTTCTTCTTTCTTTCTTTTC
TTCTTCTTCTTTAAATATTATTTATTATATTATAGGGGGGGG
GATTTTTAAAACCCCCCCC 
TABEL I 
MATRIK KONFUSI 
Kelas 
Aktual 
Kelas Prediksi 
A ~A 
A True Positive 
(TP) 
False Negative 
(FN) 
~A False Positive 
(FP) 
True Negative 
(TN) 
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D. Representasi Solusi Algoritme Gentika  
FCBF diterapkan pada 5-mers dan 7-mers untuk 
mendapatkan batas atas sebagai salah satu parameter 
untuk merepresentasikan solusi dengan algoritme genetika. 
Representasi batas bawah dan batas atas disajikan pada 
Tabel 3. 
TABELIII 
BATAS BAWAH DAN BATAS ATAS SETIAP N-MERS 
n-mers batas bawah Batas atas 
5-mers 0 0.79621 
7-mers 0 0.74378 
 
    Batas atas diperoleh berdasarkan nilai  SU tertinggi 
pada masing-masing n-mers sementara batas bawah 
merupakan nilai terkecil dari threshold. Adapun tingkat 
ketelitian yang digunakan sejumlah lima angka di 
belakang koma. Dengan penggunaan  lima angka di 
belakang koma ini,  perbedaan nilai threshold sudah dapat 
terlihat.  
Tahap selanjutnya adalah penentuan jumlah bit 
kromosom masing-masing n-mers dengan persamaan (6). 
Berdasarkan persamaan tersebut, jumlah bit yang 
dihasilkan untuk setiap n-mers adalah 17 bit  
 
 1727,17)]1)10*)079621.0log((([
42   
 
E. Pembentukan Populasi Awal  
Populasi awal pada GA didapatkan dengan cara 
membangkitkan 15 kromosom yang setiap individu terdiri 
atas 17 bit gen secara acak Pada penelitian ini populasi 
direpresentasikan dalam bentuk bit-string. Tabel 4 
menunjukan proses pembentukan populasi awal yang 
telah dibangkitkan secara acak. 
TABEL IV 
HASIL PEMBANGKITAN POPULASI AWAL PADA ALGORITME GENETIKA 
Individu Gen1 Gen2 … … Gen 17 
Ind. 1 1 0 1 0 1 
Ind. 2 1 1 0 0 1 
… 0 1 1 1 0 
… 1 0 0 1 1 
Ind. 15 0 1 0 1 0 
F. Penentuan nilai threshold 
Nilai threshold akan ini akan digunakan di dalam 
FCBF. Setiap individu memiliki nilai threshold tertentu 
yang akan berimplikasi pada fitur FCBF yang terpilih 
untuk kemudian fitur tersebut digunakan sebagai input 
bagi KNN. Sebelum mendapatkan nilai threshold, terlebih 
dahulu dilakukan proses decoding  melalui persamaan (11) 
 
12
)(
)(



m
ba
kromosomdecimalath   (11) 
Dengan a dan b masing-masing batas bawah dan batas 
atas serta m adalah jumlah bit kromosom. Berikut ini 
adalah salah satu contoh threshold yang diperoleh  
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110111010001001010
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Hasil threshold tersebut akan digunakan sebagain input 
pada FCBF untuk mendapatkan fitur fitur relevan yang 
digunakan untuk proses klasifkasi pada KNN. Tabel 5 
adalan contoh potongan hasil threshold  dengan 5-mers 
dan 3-NN. 
TABEL V 
POTONGAN HASIL PERHITUNGAN THRESHOLD 5-MERS DAN 3-NN 
  Ind.1 Ind/2 ... Ind.15 
Threshold 0.09985 0.61575 
... 
0.60777 
Fitur terpilih 4192 1689 1896 
Akurasi 85.9375 89.0625 90.625 
Fitness 83.0566 89.2197 90.0757 
 
G. Seleksi dengan Roulette Wheel 
Hasil seleksi dengan menggunakan metode roulette 
wheel dengan pemilihan parrent berdasarkan nilai fitness 
yang paling baik. Adapun hasil proporsi kumulatif setiap 
individu disajikan pada Tabel 6. 
TABEL VI 
PROPORSI KUMUATIF SETIAP INDIVIDU 
Individu Fitness Proporsi 
Proporsi  
kumulatif 
1 93.70 0.070 0.070 
2 93.70 0.070 0.140 
3 88.77 0.066 0.206 
4 81.37 0.061 0.267 
5 91.67 0.069 0.336 
6 91.48 0.068 0.404 
7 81.67 0.061 0.465 
8 82.45 0.062 0.527 
9 93.60 0.070 0.597 
10 89.31 0.067 0.663 
11 93.60 0.070 0.733 
12 88.77 0.066 0.800 
13 89.55 0.067 0.867 
14 88.77 0.066 0.933 
15 89.72 0.067 1.000 
 
H. Crossover dan mutasi  
Seperti layakanya dalam hal ilmu genetika, proses 
crossover dan mutasi terjadi antara individu. Hasil 
crossover dan mutasi ini ditunjukkan pada Gambar 4.  
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(a) Crossover 
 
 
(b) Mutasi 
 
Gambar 4. Hasil Proses Crossover (a) dan Mutasi (b) pada Dua 
Individu 
I. Hasil Optimasi Threshold 
Untuk mendapatkan optimasi hasil threshold tersebut, 
dilakukan beberapa skenario percobaan. Terdapat empat 
skenario percobaan yang dilakukan sebagaimana disajikan 
pada Tabel 7.  
 
TABEL VII 
SKENARIO PERCOBAAN  
 n-mers k-nn 
skenario 1 5-mers 3-nn 
skenario 2 5-mers 5-nn 
skenario 3 7-mers 3-nn 
skenario 4 7-mers 5-nn 
 
Setiap masing-masing skenario tersebut dilakukan 
iterasi sampai pada generasi tertentu yang dalam 
penelitian ini dilakukan sampai pada generasi ke 45. 
Untuk setiap generasi dihitung rata-rata nilai fitness dan 
nilai fitness maksimumnya. Hasil percobaan skenario 1 
disajikan pada gambar 5.  
Gambar 5 menunjukkan hasil optimasi nilai threshold 
pada 5-mers dengan nilai k = 3 pada klasifikasi KNN. 
Nilai rata-rata fitness tertinggi pada nilai 89.1%. Generasi 
pertama memiliki nilai fitness tertinggi sebesar 89.5% 
mengalami peningkatan secara terus menerus hingga nilai 
fitness yang tertinggi pada generasi ke-45 sebesar 93.70%.  
 
 
Gambar 5. Perolehan nilai fitness untuk 5-mers dan 3-nn 
Percobaan pada skenario 2 disajikan pada Gambar 6.  
 
 
Gambar 6. Perolehan nilai fitness untuk 5-mers dan 5-nn 
Pada percobaan skenario 2, nilai rata-rata akurasi 
tertinggi pada nilai 88.5%. Generasi pertama nilai fitness 
tertinggi sebesar 88.9% mengalami peningkatan secara 
terus menerus hingga nilai fitness tertinggi pada generasi 
ke-45 sebesar 93.3%. Hasil percobaan pada skenario 3 
diperlihatkan pada Gambar 7.  
 
 Gambar 7. Perolehan nilai fitness untuk 7-mers dan 3-nn 
Pada percobaan ini, generasi pertama nilai fitness 
tertinggi di atas 90 persen yaitu sebesar 91.4%. Secara 
iteratif mengalami peningkatan secara terus menerus  
seiring dengan bertambahnya generasi hingga nilai fitness 
tertinggi berhasil dicapai pada generasi ke-45 sebesar 
94.6%. Adapun percobaan skenario ke-4 diperlihatkan 
pada Gambar 8.  
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Gambar 8. Perolehan nilai fitness untuk 7-mers dan 5-nn 
 
Pada percobaan skenario 4 ini diperoleh nilai rata-rata 
fitness tertinggi pada nilai 88.6%. Pada generasi pertama 
memiliki nilai fitness tertinggi sebesar 90% mengalami 
peningkatan secara terus menerus hingga nilai fitness 
tertinggi pada generasi ke-45 sebesar 91.48%.  
Apabila dilihat dari keempat skenario tersebut, terlihat 
bahwa secara umum terjadi tren peningkatan nilai fitness 
seiring dengan bertambahnya generasi, meskipun dalam 
setiap genrasi memang terjadi fluktuasi nilai fitness. 
J. Analisis Performa 
Di dalam klasifikasi metagenome, ketepatan hasil 
bining sangat penting. Untuk itulah pada penelitian ini 
diukur beberapa parameter untuk menilai performa dan 
pengklasifikasi yang digunakan dalam hal ini adalah KNN. 
Untuk meperlihatkan hasil tersebut, Tabel 8 dan Tabel 9 
menyajikan performa dari KNN berdasarkan penggunaan 
3 tetangga terdekat dan 5 tetangga terdekat yang 
dilakukan secara eksperimental.  
TABEL VIII 
PERFORMA HASIL KLASIFIKASI 3-NN  
N-mers Threshold Fitur 
3-NN 
Akurasi Sensitivitas Spesifisitas 
5-mers 
- 1024 98.92% 85.93% 99.79% 
0.71934 66 99.31% 93.75% 99.79% 
7-mers 
- 16.384 99.02% 87.5% 99.79% 
0.67788 410 99.41% 93.75% 99.79% 
 
Pada Tabel 8 terlihat bahwa penggunaan algoritme 
untuk optimasi nilai threshold FCBF mampu menseleksi 
fitur dan mereduksi jumlah fitur bahkan mampu untuk 
menghasilkan akurasi yang lebih baik dibandingkan 
dengan tanpa dilakukan proses optimasi parameter FCBF.  
Jumlah fitur pada 5-mers yang semula 1026 menjadi 66 
dengan meningkatkan akurasi menjadi sebesar 99.41%. 
Tidak hanya itu, berdasarkan hasil penelitian ini waktu 
komputasi untuk mendapatkan hasil akurasi ini juga 
mampu untuk diefisienkan. Penggunaan 1024 fitur, 
membutuhkan waktu komputasi sebanyak 5980 detik atau 
sekitar 1 jam 36 menit sedangkan dengan penggunaan 66 
fitur hanya dibutuhkan waktu sebesar 0.473 detik.  
Begitu juga pada fitur dengan 7-mers, optimasi dengan 
menggunakan GA pada ternyata mampu meningkatkan 
akurasi dan waktu komputasi pada saat proses perhitungan 
KNN. Berdasarkan penelitian ini, waktu komputasi 
dengan menggunaan 16.384 fitur membutuhkan waktu 
sebanyak 92.150 detik atau sekitar 24 jam lebih. Adapun 
setelah mengalami proses optimasi dengan algoritme 
genetika, waktu yang dibutuhkan sebesar 2600 detik atau 
sekitar 43 menit.         
   Sementara performa hasil klasifikasi dengan 5 
tetangga terdekat disajikan pada Tabel 9.  
TABEL IX 
PERFORMA HASIL KLASIFIKASI 5-NN  
N-mers Threshold Fitur 
5-NN 
Akurasi sensitifitas spesifisitas 
5-mers 
- 1024 99.02% 87.50% 99.79% 
0.73528 33 99.31% 92.19% 99.79% 
7-mers 
- 16384 98.92% 85.93% 99.79% 
0.69393 202 99.12% 89.06% 99.79% 
 
Berdasarkan tabel 9 di atas penggunaan algoritme 
genetika ternyata juga dapat meningkatkan performasi 
hasil akurasi pada KNN dengan lima tetangga terdekat. 
Dari sisi waktu komputasi juga dapat dipastikan sangat 
berpengaruh secara signifikan.  
Hasil penelitan menunjukkan bahwa penggunaan 
seluruh fitur pada 5-mers dengan lima tetangga terdekat 
ini mengkonsumi waktu sebanyak 5820 detik sementara 
dengan menggunakan 3 fitur mengkonsumi waktu hanya 
sebanyak 0.225 detik. Adapun pada 7-mers, waktu yang 
dibutuhkan untuk melakukan komputasi saat perhitungan 
dengan KNN adalah sebanyak 91.480 detik  atau sekitar 
25 jam. Sementara penggunaan 202 fitur hasil optimasi 
dengan GA hanya membutuhkan waktu sebanyak 1200 
detik atau 20 menit.  
Secara umum, nilai sensitifitas tertinggi pada 7-mers. 
Penggunaan n = 7 pada 7-mers akan menjadikan tingkat 
keunikan pada kombinasi basa nukleotida yang terbentuk 
sehingga secara teori harusnya memilki akurasi yang lebih 
baik. Hanya saja akan menjadi trade-off dengan tingginya 
dimensi fitur yang terbentuk. Untuk itulah proses optimasi 
dengan GA pada FCBF ini diperlukan.  
    
IV. KESIMPULAN 
Algoritm Genetika (GA) mampu memberikan hasil 
yang baik untuk melakukan optimasi parameter FCBF 
pada klasifikasi metagenome. Kemampuan GA ditunjukan 
dengan  meningkatnya nilai akurasi dan sensitifitas serta 
mampu menjalankan algoritme KNN menjadi lebih efisien 
dalam proses komputasinya    
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