Abstract-In this paper we study the problem of efficient grooming of given non-uniform multicast traffic demands on a unidirectional SONET/WDM ring. The goal is to try to minimize the network cost as given by (i) the number of wavelengths required per fiber and (ii) the number of electronic Add-Drop Multiplexers (ADMs) required on the ring. The problem is NP hard for both the cost functions. We observe that the problem with cost function (i) can be reduced to a corresponding traffic grooming problem for unicast traffic which can then be modelled as a standard circular-arc graph coloring problem. For cost function (ii), we construct a graph based heuristic and compare it against the multicast extension of the best known unicast traffic grooming heuristic [1]. We observe that our heuristic requires fewer ADMs than required by the multicast extension of the unicast heuristic given in [1]. We also develop a lower bound and compare it against some upper bounds to study the maximum penalty of not employing intelligent wavelength assignment and/or traffic grooming under the unidirectional SONET/WDM ring scenario.
I. INTRODUCTION
W AVELENGTH Division Multiplexing (WDM) significantly increases the available network bandwidth capacity by delivering data over multiple wavelengths (channels) simultaneously. With each channel operating at a high rate (currently ∼ 10 Gb/s) and multiple channels deployed per fiber (currently ∼ 320 wavelengths per fiber), very high transmission capacities (currently ∼ 3.2 Tb/s) can be achieved. An important issue with such a high capacity network is that it places enormous burden on the electronic switches. Hence, it is hardly surprising that the dominant cost in WDM based networks is the cost of the electronic switching equipment required. Fortunately it is not necessary to electronically process all the incoming traffic at each node since most of the incoming traffic is neither sourced at that node nor destined to it. So to reduce the cost of electronic components at each node, we can selectively drop the wavelengths carrying traffic that requires electronic processing at that node and allow the remaining wavelengths to optically bypass the node.
Typically in WDM based optical networks, the bandwidth available per wavelength is much larger than the bandwidth required per session, and with the advancement of optical technology, it seems likely that this mismatch will continue to grow in the near future. Hence for efficient bandwidth usage, it is prudent to combine several low rate traffic sessions onto a single wavelength. The problem of effectively packing lower rate traffic streams onto the available wavelengths in order to achieve some desired goal is called traffic grooming. If the traffic demands are known in advance, then the problem is called static, otherwise the problem is called dynamic. In static traffic grooming, usually the aim is to minimize the overall network cost. Here the network cost includes the cost of electronics (this is the dominant cost) as well as the cost of optics (wavelengths per fiber). In dynamic traffic grooming, the aim is to groom the incoming traffic demands such that the blocking probability is minimum. In this work we are interested in the static traffic grooming problem.
The inherent reliability and high bandwidth capacity of a WDM based Synchronous Optical Network (SONET/WDM) ring has made it the architecture of choice in the current network infrastructure. Typically, in a SONET/WDM ring each wavelength operates at a line rate of OC-N 1 and can carry several low rate OC-M (M ≤ N ) traffic channels using Time Division Multiplexing (TDM). The timeslots on a wavelength are referred to as the subwavelength channels.
Electronic Add-Drop Multiplexers (ADMs) are required to add (drop) the subwavelength traffic at the source (destination) node. On receiving a wavelength channel, the ADM, corresponding to that particular wavelength, can add/drop timeslots on the wavelength channel without disrupting the onward transmission of other timeslots on the wavelength. So if a node (say n) does not act as a source or a destination for any traffic on some wavelength (say λ), i.e., if no add/drop of any timeslot on λ is required at n, then there is no need for an ADM corresponding to wavelength λ at node n. Since the cost of the ADMs (electronics) form the bulk of the network cost [2] , we can see that intelligent grooming of low-rate traffic onto wavelengths can result in ADM savings, which results in a lower network cost.
Grooming static unicast subwavelength traffic to minimize either the number of ADMs or the number of wavelengths required per fiber in WDM ring networks is a well studied problem [1] [2] [3] . Different traffic scenarios such as uniform all-to-all traffic [3] [4] , distance dependent traffic [2] and nonuniform traffic [1] [5] have been studied. Work has also been done on other cost functions such as the overall network cost [6] , which includes the cost of transceivers, wavelengths and the number of required hops. Recently there has been a lot of work on grooming both static [7] as well as dynamic [8] [9] [10] 1 OC-N (Optical Carrier-N ) is a SONET standard designating a fiber optic circuit operating at N times 51.84 megabits per second, i.e., N times the operating rate of STS-1 (Synchronous Transport Signal-1).
0733-8716/07$20.00 c 2007 IEEE traffic in mesh networks. References [11] and [12] provide an excellent review on the problem of grooming unicast traffic in WDM networks.
While most of the earlier studies of the traffic grooming problem have dealt exclusively with the unicast traffic, it is expected that in the future a sizable portion of the traffic will be multicast in nature. This is mainly because of the increasing demand of multicast services such as multimedia conferencing, video distribution, collaborative processing, etc. Grooming multicast traffic is still an area of active research and although a lot of literature is available, not many results are known. Most of the work in the multicast case has focused on heuristics for grooming multicast traffic in WDM mesh networks under non-uniform static [13] [19] are not very attractive for unidirectional rings. The difference between the mesh and unidirectional ring cases is that, in mesh networks there are many possible routings for each traffic demand whereas in unidirectional rings the routing is fixed and we have control over wavelength assignment only. All of the heuristics for grooming multicast traffic in mesh networks take advantage of the multiple routings possible and the wavelength assignment is usually trivial (first fit). This is clearly not desired for grooming in unidirectional rings, since for unidirectional rings the routing is already fixed and the only way to effectively groom traffic is by using intelligent wavelength assignment. Although most of the work on multicast traffic grooming looks at mesh WDM networks, there has been some work in the case of WDM rings also. More specifically, in [20] the authors look at the problem of grooming given multicast traffic demands in a bidirectional WDM ring. They present a heuristic algorithm inspired by the algorithm to groom unicast traffic demands on WDM rings given in [1] . We shall compare this to our work in more detail once we state our exact problem.
In this paper we look at the problem of static grooming of non-uniform multicast traffic on a unidirectional SONET/WDM ring. In general, the SONET ring nodes may or may not have SONET digital-cross connects (DXCs) and wavelength converters. SONET DXCs and wavelength converters are expensive components so in this work we assume that the network nodes do not have wavelength converters and SONET DXCs. Since the ADMs do not have wavelength conversion or timeslot changing functionality, the absence of wavelength converters and SONET DXCs implies wavelengthcontinuity and timeslot-continuity constraints in the network. This sort of network setup for grooming unicast traffic has been categorized as a singlehop ring [21] . In another type of network setup some nodes of the network use SONET DXC to consolidate or segregate subchannels (timeslots on a wavelength). This setup is referred to as a multihop ring [21] . Hence in this work we are concerned with the singlehop ring case for grooming multicast traffic.
We consider two different cost functions (i) the number of wavelengths required per fiber and (ii) the total number of ADMs. We observe that for cost function (i), the problem can be modeled as a circular-arc graph coloring problem. Thus, the standard coloring techniques apply. We then suggest a graph based heuristic for cost function (ii). We extend the traffic grooming heuristic for non-uniform unicast traffic given in [1] to the multicast case and compare this multicast extension to our heuristic. We also develop a lower bound on the number of ADMs and compare it against some of the upper bounds to get interesting insights into the problem.
The problem that we study here is quite different from the problem studied in [20] . The main difference, other than the fact that we study unidirectional rings while [20] looks at bidirectional rings, is that the cost function used is different. We consider the number of ADMs and the number of wavelengths required per fiber as our cost, whereas in [20] , the total number of ports of e-DAC nodes in the network is considered as the cost. In [20] , the authors define two different types of nodes, o-DAC and e-DAC nodes. When all the traffic on all the incoming wavelengths needs to be forwarded, o-DAC nodes are used since the splitting can be done in the optical domain. If this is not the case then e-DAC nodes are used. Note that the cost functions are not the same since we require ADMs at all the nodes where some traffic needs to be dropped whereas in [20] , even the nodes where there is some drop traffic can be treated as o-DAC nodes. Another important difference is that in [20] , the authors consider a multihop ring whereas we look at a singlehop ring.
The rest of the paper is organized as follows. In Section II, we state our assumptions on the network, the traffic and the node architecture. Here we also state the precise problem. In Section III we model the problem (for both the cost functions) using graphs. We present our heuristics in Section IV. In Section V, we develop and study some lower and upper bounds. In Section VI, we present the complexity analysis for the grooming schemes introduced in this work. Section VII presents the simulation results. Finally Section VIII concludes the paper. For quick reference, Table I lists some of the improtant symbols and notations used in the paper along with brief explainations.
II. PROBLEM STATEMENT

A. Physical Network
The physical network is assumed to be a clockwise unidirectional WDM ring with N nodes numbered 0, 1, . . . , N − 1 distributed on the ring in the clockwise direction as shown in Figure 1 (a). We assume that there is a single fiber between adjacent nodes, which can support W wavelengths given by λ 0 , λ 1 , . . . , λ W −1 and the capacity of each wavelength is assumed to be C units.
Also, as noted in Section I, we assume that the network nodes do not have wavelength converters and SONET DXCs. This implies timeslot-continuity and wavelength-continuity constraints in the network.
B. Assumptions On Traffic
We assume that there are M given multicast traffic requests denoted by R 0 , R 1 , . . . , R M −1 . Every multicast request specifies a source node and a set of destination nodes. We assume that each multicast request is for r units of traffic. Also, the 3 other lower bounds on the number of ADMs wavelength capacity C is assumed to be an integral multiple of the required traffic rate r, i.e., C = g × r. We refer to g, the number of subwavelength multicast demands that can be groomed on a single wavelength channel, as the grooming ratio. Assuming an integral grooming ratio g is justified in case of SONET rings, since in SONET networks the capacity of a single wavelength (OC-192, OC-48, etc.) is usually an exact multiple of the bandwidth requirement for an individual traffic request (OC-3, OC-12, etc.). Note that for SONET rings, we can assume without loss of generality that r is equal to the capacity of individual subwavelength channels (timeslots). Hence, the grooming ratio g is equal to the number of subwavelength channels available on each wavelength.
With the above traffic model we can consider multicast requests of different bandwidth requirements also. The important requirement is that each request should be splittable into individual multicast requests of granularity r.
C. Node Architecture
Most of the current work on multicast traffic in optical networks uses multicast capable nodes called Splitter-andDelivery nodes and multicast incapable nodes with drop-andcontinue capability. In this work, since we are looking at ring networks, we do not require the nodes to split the incoming light over multiple outgoing links to form light-trees. This is because here the light-trees are just arcs on the ring as shown in Figure 1(a) , and the nodes with drop-and-continue capability suffice. The architecture for the drop-and-continue capable nodes used in the ring network is similar to the Tapand-Continue node architecture first given in [22] . In fact the Tap-and-Continue nodes used in this paper are much simpler than the nodes in [22] , since here we only have a single incoming and outgoing fiber per node and therefore no optical switching is required.
As shown in Figure 1(a) , if a lightpath is set-up between nodes i and j on wavelength λ l , and traffic from i to an intermediate node k is also groomed on λ l or i has to send the same traffic to k (this is the case when i is the source and j and k are the destinations of a multicast traffic request), then instead of terminating the lightpath at k, we can drop a small amount of light of wavelength λ l at k to extract the required data packets and let the rest of the light flow through, i.e., we can tap the lightpath at any intermediate node. It should be clear that if we want to add (groom) some subwavelength traffic on wavelength λ l at node k, then we have to tear down the lightpath at k, carry out the grooming and then set-up a new lightpath on wavelength λ l at node k. Note that in case we are sending different traffic to nodes j and k from node i on a single lightpath (by tapping the lightpath at intermediate node k), then using the above scheme, after passing node k there would be some unnecessary traffic on the lightpath (traffic sent from i to k). Clearly there is no such bandwidth wastage when we are sending the same traffic to both the nodes j and k.
The Tap-and-Continue node architecture that we consider in this paper is shown in Figure 1 (b). First the incoming light is split into individual wavelength channels using a demultiplexer. Then each wavelength channel passes through a tap bank. Here we have an option of tapping a small amount of power from the wavelength and sending it to the ADM bank to separate it into its constituent lower rate components. The switch bank consists of 2 × 1 switches for each wavelength. If no new traffic is added on a wavelength, it is allowed to pass through the switch but if a new lightpath is being initiated at some wavelength then the signal coming from the ADM banks consisting of the groomed traffic is switched forward. Finally the wavelengths are combined using a multiplexer and sent over the outgoing fiber.
Note that at any node, in the ADM bank, we require the ADMs only for wavelengths which are being processed at that particular node, i.e., we require ADMs for all the wavelengths which correspond to the lightpaths that are being dropped or terminated or initiated at that node.
D. Objective
The objective is to minimize the network cost. As noted in Section I, the cost of the network is equivalent to the cost of the network components and the dominating cost among all the components is the cost of ADMs. We also noted that another cost function that is usually considered is the number of wavelengths required per fiber. In this work we study the problem of traffic grooming under the following two objectives.
(i) Minimize the number of wavelengths required per fiber.
(ii) Minimize the total number of ADMs required in the network. If we count the number of logical hops required by (possibly multihop) paths between all the source-destination pairs, then this gives us an estimate of the size of the logical network. Since O-E-O conversions introduce delay 2 , the size of the network provides us with a measure of the overall delay in the system. Usually we also want to reduce the delay and therefore the size of the network. An important advantage of using Tap-and-Continue nodes instead of regular nodes is that we can achieve reduction in the network size. To show this we consider the following example. Let us assume that we have a multicast request R having network node 0 as its source and network nodes 1 and 2 as its destinations. If we use regular nodes in the ring then we can configure the lightpaths in either of the two ways listed below.
(i) Set up a light path between nodes 0 and 1 and another lightpath between nodes 1 and 2. To save ADMs and conserve the wavelengths used we can use the same wavelength λ 0 for both the lightpaths. wavelength λ 1 between nodes 0 and 1. This configuration is shown in Figure 2 (b). It is clear that since both the lightpaths are carrying the same traffic, we are wasting bandwidth in this scenario. This configuration requires a total of 4 ADMs and 2 wavelengths. But now the network size is equal to 2 logical hops (1 hop each for both the s-d pairs). In case we use Tap-and-Continue nodes in the ring, we can simply setup a single lightpath on wavelength λ 0 between nodes 0 and 2, and tap this lightpath at node 1. Figure  2 (c) depicts this configuration. Here we need 3 ADMs, 1 wavelength and the network size is 2 logical hops (1 hop each for both the s-d pairs 3 ). Thus we can simultaneously achieve reduction in the number of ADMs, number of wavelengths and the network size. Therefore it makes sense to employ Tap-andContinue nodes rather than regular nodes on the ring.
III. MODELING
A. Minimizing Wavelengths
First we look at the case where the objective is to minimize the number of wavelengths required per fiber irrespective of the number of ADMs used in the network.
Since we assume the network to be a clockwise unidirectional ring, each traffic request can be treated as an arc on the ring starting from the source and going clockwise through the intermediate destinations (drop points) up to the final destination (termination point). Now the wavelength and timeslot continuity constraint implies that each arc (traffic request) should be assigned one subwavelength channel. So if any two multicast requests share some fiber, i.e., the corresponding arcs overlap, then they cannot be groomed on the same subwavelength channel (although they can still share the same wavelength channel). We use this observation to model the problem of minimizing the number of wavelengths per fiber as a graph coloring problem. Consider a graph G = (V, E) where V = {v 0 , v 1 , . . . , v M −1 } is the set of vertices with each vertex v i representing a multicast request R i and there is an edge v i v j ∈ E if and only if the multicast requests R i and R j share some fiber, i.e., the arcs corresponding to requests R i and R j overlap. The graph G is referred to as the contention graph because the adjacent vertices in G represent the traffic requests which cannot be groomed on the same subwavelength channel. Now the problem of assigning subwavelength channels to the multicast requests such that we need the minimum number of wavelengths per fiber is equivalent to coloring the vertices of the contention graph G with the minimum number of colors such that no two adjacent vertices share the same color. This is the standard minimum graph coloring problem. Note that here each color signifies a subwavelength channel and not a complete wavelength.
We denote the minimum number of colors required for coloring contention graph G, also known as the chromatic number of the graph, by χ. Since the minimum number of subwavelength channels required to groom the given traffic requests is equal to χ and since each wavelength contains g subwavelength channels, the minimum number of wavelengths required per fiber is given by
An interesting observation is that minimizing the number of wavelengths required per fiber is independent of the fact that we are looking at multicast traffic. This is because we are modelling the traffic requests as arcs on a circle and this model only preserves the information about the source and the final sink of the traffic requests. So if we consider the given traffic requests to be unicast with source and sink nodes the same as the source and final sink nodes of the multicast requests R 0 , R 1 , . . . , R M −1 , then we obtain the same contention graph G and therefore the same solution for minimizing the number of wavelengths required per fiber.
Another observation is that the graph G belongs to the family of circular arc graphs [23] . Since minimum coloring of circular arc graphs is NP complete [24] and any instance of minimum arc graph coloring can be reduced to the traffic grooming problem under study, grooming multicast (or unicast) traffic on a unidirectional ring to minimize the number of wavelengths required per fiber is NP complete.
B. Minimizing ADMs
Now we consider the case when the objective is to minimize the ADMs required in the network under the timeslot and wavelength continuity constraint.
For modeling this problem we again represent multicast requests as arcs on the ring and construct the contention graph G = (V, E) as described in Section III-A. Also to each vertex v i ∈ V (corresponding to multicast request R i ), we assign a set S vi consisting of the source and the destinations for request R i .
Consider the vertex set C i ⊆ V representing all the multicast traffic requests groomed on wavelength λ i . Note that the contention graph corresponding to the traffic requests represented by C i is exactly equal to G[C i ], the subgraph induced by vertex set C i on the contention graph G. Now as described in Section III-A, the minimum number of subwavelength channels required to groom the traffic requests represented by C i is given by χ(G[C i ]), the chromatic number of the contention graph corresponding to the particular set of traffic requests. So the traffic requests represented by C i can be groomed on a single wavelength only if
Also in this case the number of ADMs corresponding to wavelength λ i required in the network is equal to
So given a set of multicast traffic requests modeled by the contention graph G = (V, E), any valid traffic grooming can be modeled as a partitioning σ = {C
(subgraph induced by vertex set C σ i on contention graph G) is g-colorable for all i. Also, the cost (number of ADMs required in the network) corresponding to partitioning σ is given by
Now let Σ denote the set of all such partitionings. Then our problem reduces to finding the partitioning σ ∈ Σ which minimizes the required number of ADMs as given in (2) . Note that since the problem of grooming unicast traffic on unidirectional rings in order to minimize the number of ADMs required is NP complete [2] , and the multicast traffic grooming is at least as hard as the unicast case, grooming multicast traffic on unidirectional rings to minimize the ADMs is NP hard.
IV. HEURISTICS
A. Minimizing Wavelengths Per Fiber
As described in Section III-A, minimizing the number of wavelengths required per fiber can be modeled as a circular arc graph coloring problem. The contention graph to be colored is obtained as described in Section III-A and the minimum number of wavelengths required is given by (1) . Although circular arc coloring is NP complete [24] , there are several approximation algorithms [25] [26] available in the literature. Kumar et. al. [25] give a randomized algorithm with approximation ratio (1 + 1/e + o(1)) for instances of the problem needing at least ω(ln(n)) colors, where n is the number of arcs to be colored. In [26] , Karapetian et. al. present a 3/2 approximation algorithm for circular arc coloring. Either of these two algorithms can be used to color the contention graph in our problem. Since these algorithms suffice for minimizing the number of wavelengths required per fiber and they have already been well studied in the literature, we will not discuss this cost function any further in this paper. Now we go on to the more interesting problem of minimizing the total number of ADMs required in the network.
B. Minimizing ADMs
We consider a graph based heuristic approach to minimize the number of ADMs required in the SONET ring. The basic idea of the heuristic is to start off by assigning different wavelengths to each of the multicast sessions. Now at every step of the algorithm we update the wavelength assignment by selecting two wavelengths and assigning a single wavelength to all the multicast requests previously assigned to these two wavelengths. Obviously we can combine a wavelength pair in this manner only if all the corresponding multicast sessions can indeed be groomed on a single wavelength. The order in which the wavelength pairs are considered for combination is based on the fact that if the multicast sessions assigned to two wavelengths share several source/destination nodes, then we can save a lot of ADMs by using a single wavelength for all these sessions.
In more detail, we first construct the graph G = (V, E) and determine the set S v corresponding to each node v ∈ V , as discussed in Section III-B. Now let H(n) = (Λ(n), L(n)) be the weighted graph representing the wavelength assignment after n steps of the heuristic. Here the vertex set Λ(n) represents the wavelengths and corresponding to each wavelength λ i ∈ Λ(n) we have a set of multicast requests C i ⊆ V to which this wavelength is assigned. With slight abuse of notation let S λi = v∈Ci S v denote the set of nodes which act as source or destination for any multicast session being groomed on wavelength λ i . Now there is edge λ i λ j ∈ L(n) if the multicast requests corresponding to the two wavelengths have some common source/destination nodes and the weight of the edge is given by c(λ i λ j ) = |S λi S λj |. Note that we can combine any two wavelengths λ i and λ j if the subgraph induced by the node set C i C j on the contention graph G is g-colorable. If this is so then the two wavelengths are said to be reducible. Also note that if we combine wavelengths λ i and λ j into a new wavelength λ k , then the number of ADMs required by wavelength λ k is
But now after combining wavelengths λ i and λ j , we no longer need any ADMs on these two wavelengths, therefore we end up saving
ADMs. So at the (n + 1)th step we determine the reducible wavelength pair λ α , λ β ∈ Λ(n) such that for any reducible wavelength pair We continue until there is no reducible wavelength pair. It is clear that the maximum number of iterations is bounded by the number of multicast requests, since initially the number of wavelengths is equal to the number of multicast requests, and each iteration reduces the number of wavelengths by one.
Algorithm 1 Minimizing ADMs
Require: Graph G = (V, E) and for every v ∈ V , set S v as described in Section III-B. Ensure:
. . } is a valid partition of vertex set V as described in Section III-B and Σ is the set of all such valid partitionings. if ∃ such π then 6: Construct graph H(n + 1) from graph H(n) as described in Section IV-B and update the edge weights.
7:
else 8: condition ⇐ F ALSE 9: end if 10: end while Note that the circular arc graphs form an intersection class of graphs [27] and are therefore closed under induced subgraph [27] . Also, as described in Section III-A, graph G belongs to the family of circular arc graphs, so any induced subgraph of graph G is also a circular arc graph. And since coloring circular arc graphs is NP hard, to check whether an induced graph of graph G is g-colorable or not (this is what we need to check in order to determine whether a given wavelength pair is reducible or not) is also NP hard. So instead of doing this we color the induced subgraph using Tucker's algorithm for coloring circular arcs [23] and see if we need more than g colors. Clearly this is sub-optimal but we use this since in general Tucker's algorithm gives a good bound on the chromatic number.
The complete heuristic is given as Algorithm 1. 
V. BOUNDS
A. Lower Bound
To get a lower bound on the total number of ADMs required, we consider each node of the network separately. We look at all the multicast requests having network node i ∈ {0, . . . , N − 1} as either the source or one of the destinations and try to use as few ADMs as possible on the network node i to support these requests. To do this we construct graph
is the set of vertices corresponding to multicast requests having network node i as source or one of the destinations and there is an edge v j v k ∈ E i if and only if the corresponding multicast requests R j and R k share some fiber. Now G i is exactly G[V i ], the subgraph induced by vertex set V i ⊆ V on contention graph G described in Section III-A. Let χ i be the chromatic number of graph G i . Since all the requests represented by the vertex set V i have network node i as either source or some destination, node i must have ADMs corresponding to all the wavelengths on which any of these requests are groomed. So in order to use the minimum number of ADMs at node i (irrespective of the number of ADMs required at other nodes), we need to groom the traffic requests represented by vertex set V i on as few wavelengths as possible. Using the argument from Section III-A, the set of multicast requests that have network node i as either the source or a destination must be spread over at least χi g wavelengths, and hence there must be at least this many ADMs at node i. Now applying a similar lower bound on the number of ADMs required at each node of the network, we see that the total number of ADMs required in the network is at least as large as L given by
where N is the number of nodes in the SONET ring and g is the grooming ratio. Thus (4) gives a lower bound on the total number of ADMs required in the network.
As noted in Section IV-B, the class of circular arc graphs is closed under induced subgraph. Also, as described in Section III-A, graph G belongs to the class of circular arc graphs. So the subgraph G i , induced on the graph G by the vertex set V i is also a circular arc graph. And, although it is NP complete to determine the chromatic number of a general circular arc graph, as described next, the chromatic number χ i of graph G i can be easily calculated. Figure 3 shows all the multicast traffic requests that pass through network node i. The solid arcs correspond to the requests that contain node i as source or one of the destinations and the dotted arcs represent the traffic requests that pass through node i but do not contain it as source or a destination. Of these, let α i be the number of requests that contain i as an intermediate destination, β i be the number of requests that contain i as the final destination and γ i be the number of requests that contain i as the source. Clearly in the graph G i , the traffic requests represented by the vertex set V i correspond to the solid arcs and therefore the total number of multicast sessions that have node i as either source or some destination is given by k i = |V i | = α i + β i + γ i . Let us look at grapĥ G i = (V i ,Ê i ) instead of graph G i , whereĜ i is the subgraph induced on graph G i (or equivalently on contention graph G) by the vertex setV i representing the requests that either have network node i as source or the final destination, i.e., we are removing the α i nodes corresponding to the requests that contain network node i as an intermediate destination. Now graphĜ i is an interval graph [28] and we know that for interval graphs the chromatic number is easily computable and is equal to the maximum width of the graph [29] . Here the width of an interval graph at some point is defined as the number of arcs overlapping at that point. Also it is clear that if vertex u ∈ V i and vertex v ∈ V i \V i , then u and v can not have the same color (since requests corresponding to vertices u and v share some fiber in the network). Therefore the chromatic number χ i of graph G i is given by
where w i is the maximum width of the interval graphĜ i and α i = |V i \V i | is the number of traffic requests which contain i as an intermediate destination.
During our simulations presented in Section VII, we observe an interesting property of the lower bound presented above. It seems that the lower bound given in (4) does not depend on the number of nodes in the ring. To explain this, we try to calculate the expected value of the lower bound for grooming M multicast traffic requests on a SONET ring having N nodes and grooming ratio g. Let z i represent the size of the ith multicast session R i . Here by the size of a session, we mean the total number of source and destination nodes in that session. Therefore, the size of session R i (represented by vertex v i ∈ V ) is given by z i = |S vi |. For the purpose of our simulations (and hence for this analysis), we assume that the multicast session sizes z 0 , z 1 , . . . , z M −1 are independent and identically distributed according to some cumulative distribution function F having mean µ F . We also assume that the nodes (acting as the source or any destination) in any multicast session, are selected randomly and uniformly from all the nodes of the ring, i.e., for every multicast request R i (represented by vertex v i ∈ V ) having size z i , the probability that node j ∈ S vi is equal to zi N for every j ∈ {0, . . . , N − 1}. Moreover, the selection of source and destination nodes of different multicast sessions is assumed to be independent of each other.
We first note that even though it is hard to estimate the expected value of the lower bound, we can estimate the expected value of the following function which approximates the lower bound.L
Here k i is the number of multicast sessions that have node i as either source or some destination. When graphs G i are dense (which is the case in Section VII as well as the case in most of the interesting examples), χ i ≈ k i . Now it is easy to observe that the expected value of the approximate lower boundL is given by
Here for the third equality we are using the fact that in any multicast session, nodes are selected with equal probability, and hence k i 's are identically distributed. So we can drop the subscript i and assume that the number of multicast requests that have i as either source or some destination is distributed according to random variable k.
To get an estimate of E(L), we first observe that
Also, the number of multicast sessions selecting a particular network node as source or one of the destinations can be written as
where random variable x i takes value 1 if the i-th multicast session R i selects the node under consideration as source or one of the destinations and 0 otherwise. Now we can evaluate E(k) as
Here the third equality follows from the fact that given z i (the size of session R i ), the random variable x i is distributed according to a Bernoulli trial with probability of success p = zi N . Now (10) gives us
and E
Using equations (7), (8), (11) and (12), we can easily bound the required expectation as
Now if Mµ F /g N (which is the case in Section VII and is typically the case), then from (13), we note that the expected value of our lower bound can be approximated by Mµ F /g, which is independent of the number of nodes in the ring. It should be clear that this is mainly because our lower bound looks at each node of the ring in isolation. If we start considering pairs (or triplets, etc.) of nodes at a time then our bound will depend on the number of nodes in the ring. But it is not trivial to extend the given bound and for the purpose of our discussion the given bound suffices.
B. Upper Bounds
Now we investigate some upper bounds on the number of ADMs required in the network. We study the upper bounds for the worst case and two very simple algorithms.
1) Worst Case:
The maximum number of ADMs is required when we use a different wavelength for each multicast request, i.e., we do no traffic grooming and wavelength reuse. In this case, the number of ADMs required U wc , is given by
where N is the number of nodes in the SONET ring and k i is the number of traffic requests having network node i as source or one of the destinations. Thus (14) gives an upper bound on the number of ADMs required. Trivially in (5), the value of maximum width w i is lower bounded by
Now using (5) and (15) we get
We also know that
Using (16) and (17), we can easily show that
Now (18) and (14) give
This means that any sort of wavelength assignment (and traffic grooming) solution is an approximation algorithm with approximation ratio 2g. An interesting observation is that in case of no grooming (g = 1), any wavelength assignment will be within twice the optimal as far as the number of ADMs required in the network is concerned.
2) Algorithm A: Another interesting bound that we consider is for the simple heuristic in which we randomly group the traffic requests into clusters of g requests each. We assume that requests in a particular cluster are routed on the same wavelength. This is clearly possible since we are providing a separate subwavelength channel for each traffic request. Then we assume that each network node that acts as a source or destination for some multicast request is provided with an ADM for all these wavelengths. Note that if network node i does not act as source or destination for any multicast request, i.e., if i / ∈ S v for every v ∈ V , then since no traffic is being added or dropped at i, there is no need to equip i with ADM on any wavelength. Let N denote the number of nodes that act as source or destination for at least one multicast request. Clearly N ≥ N . Now the number of ADMs in the network is given by
Let z avg be the average size of multicast sessions, i.e., let
Now (18), (20) and (21) give us
The second inequality holds because of the fact that z avg ≥ 2. This is true since every multicast session has at least one source and one destination. Note that if we further assume a large enough average multicast session size, then we can show a better upper bound. More specifically, we can show the following
Here the second last inequality is due to the fact that if node i acts as a source or a destination for at least one multicast request, then the graph G i has at least one vertex and therefore χ i ≥ 1. Now observing that there are N such nodes, we get
So the simple heuristic of routing any g traffic requests on the same wavelength is an approximation algorithm with approximation ratio N . And if the average session size z avg ≥ 2N N −1 , then, for the same heuristic, we can get a better approximation ratio equal to 1 + 2N zavg .
3) Algorithm B:
Another simple heuristic is that we try to use the minimum number of subwavelength channels for all the traffic requests and then we randomly combine g subwavelength channels into one wavelength. So now we may have more than g requests in one wavelength. This is equivalent to coloring the graph G described in Section III-B using the minimum number of colors and then grouping g colors (subwavelength channels) together to form one wavelength. Let the chromatic number of graph G be χ. As mentioned in Section III-B, G is a circular-arc graph and therefore it can be colored by Karapetian's algorithm [26] using at most 3 2 χ colors. Again, as for Algorithm A, the maximum number of ADMs required by this technique is when each node that acts as a source or a destination for at least one multicast request, is provided with an ADM for all the wavelengths. The number of ADMs is given by
Now if all the sessions are multicast with size at least z min , then the minimum number of ADMs required for each wavelength is z min . Hence a lower bound (other than our primary lower bound L given in (4)) on the number of ADMs required in the network is
Using equations (24) and (25), we see that
So the approximation ratio of this simple algorithm is
2N
zmin . We can arrive at a different (better in some cases) approximation ratio by following a separate line of analysis. Let
where n is a non-negative integer, δ ∈ {0, 1} and 0 ≤ < 1. From (25) and (27), we get
Again from (24) and (27), we get
Now only the following two cases are possible.
In this case, from (28), the lower bound becomes
And from (29) and (30), we get
• δ + > 0 In this case, from (28) we get
And from (29), we get
where the second equality is based on the fact that since δ ∈ {1, 0}, ∈ [0, 1) and δ + > 0, 0 < δ + < 2. Now using equations (32) and (33), we get
where L 3 is another lower bound on the number of required ADMs given by
It should be clear that L 3 is a valid lower bound because L 2 is a lower bound and since we need at least one ADM on all N nodes that act as a source or a destination for at least one multicast request, N is also a valid lower bound on the number of ADMs required in the network. From equations (31) and (34), we observe that the algorithm has an approximation ratio
. Also note that this approximation ratio is better than the previously computed approximation ratio of All the traffic requests in cluster C i are routed on wavelength λ i , therefore the set of network nodes which should be equipped with ADM on wavelength λ i is given by
There are
M g
clusters containing g traffic requests and
clusters containing M mod g traffic requests. Since S v ⊆ {0, . . . , N − 1} for every v ∈ V , the number of steps required for evaluating S λi according to (36) is Ng if cluster C i contains g requests and N (M mod g) if it contains M mod g requests. So the total number of steps required for determining the placement of ADMs at each network node on all the wavelengths is
Therefore the overall complexity of Algorithm A is O(NM). 
B. Algorithm B
Algorithm B described in Section V-B.2 first colors the contention graph G defined in Section IV-B using Karapetian's algorithm [26] . This requires O(M 2 ) time. The total number of colors used is upper-bounded by max{ 3 2 χ , M} where χ is the chromatic number of graph G. The colors are then randomly split into groups of size g. Based on these grouping the given traffic requests are partitioned into clusters such that the cluster corresponding to a particular group of colors contains all the traffic requests that were assigned colors from that group. This clustering can be done in O(M ) steps. Let there be K such clusters C 0 , . . . , C K−1 . Let the number of traffic requests in cluster C i be g i . All the traffic requests in cluster C i are routed on wavelength λ i and the set of network nodes which should be equipped with ADM on wavelength λ i is given by (36). As argued above in the complexity analysis of Algorithm A, the number of steps required for evaluating S λi is Ng i . So the total number of steps required for determining the placement of ADMs at each network node on all the wavelengths is
Therefore the overall complexity of Algorithm B is O(NM + M 2 ).
C. Heuristic
Consider the graph based traffic grooming heuristic presented as Algorithm 1. As described in Section IV-B, we start off by assigning a different wavelength to every traffic request. In each iteration on the heuristic, we update the wavelength assignment by first determining the best (as described in Section IV-B) reducible wavelength pair and then assigning all the traffic requests on the two wavelengths to a single wavelength. We continue to update the wavelength assignment iteratively till there are no more reducible wavelength pairs left. The wavelength assignment after completing n steps of the heuristic is maintained as graph
where the vertex set represents the set of wavelengths. For each wavelength λ i ∈ Λ(n) we maintain S λi , the set of network nodes which act as source or destination nodes for any multicast session being groomed on wavelength λ i . Also for every wavelength pair λ i , λ j ∈ Λ(n), we maintain |S λi S λj |, |S λi S λj | and whether the wavelength pair is reducible or not.
First we study the complexity of the n + 1-st iteration in Algorithm 1. Since in each iteration we reduce the number of wavelengths by 1, |Λ(n)| = |Λ(0)| − n = M − n. So the number of wavelength pairs to consider is
2 . The number of steps required to determine the best reducible wavelength pair is linear in the number of wavelength pairs. After determining the best reducible wavelength pair λ α , λ β ∈ Λ(n) we update graph H(n) to H(n + 1) with vertex set Λ(n + 1) = (Λ(n) {λ αβ }) \ {λ α , λ β } where all the traffic requests previously groomed on wavelengths λ α and λ β are now assigned on the new wavelength λ αβ . As explained in Section IV-B, we need to compute S λ αβ = S λα S λ β and for every other wavelength λ i ∈ Λ(n + 1) we need to evaluate |S λ αβ S λi |, |S λ αβ S λi | and whether the wavelength pair λ αβ , λ i is reducible or not. Since S λ ⊆ {0, . . . , N −1} for any wavelength λ, evaluating S λ αβ , |S λ αβ S λi | and |S λ αβ S λi | require O(N ) steps. For any wavelength λ k , let C k denote the set of traffic requests that are assigned wavelength λ k . To determine whether wavelength pair λ αβ , λ i is reducible or not, we check if we can color graph G[C i C αβ ], the contention graph of all the traffic requests that are assigned wavelengths λ i or λ αβ , using at most g colors or not. We employ Tucker's algorithm [23] VII. NUMERICAL RESULTS Since presently there is no other heuristic for grooming multicast traffic in unidirectional rings with which we can compare our heuristic, we extend the unicast traffic grooming algorithm presented in [1] to the multicast case. We do this by simply starting with multicast sessions in place of unicast sessions in the circle construction phase. More specifically, we try to put as many multicast sessions on circles without introducing gaps. In [1] , the authors do this for unicast sessions by assuming each unicast session to be a connection and then combining two connections with common end points to form complete circles. After constructing the maximum possible circles in this way, they then apply Algorithm IV:Construct Circles -Non-Uniform Traffic to construct the rest of the circles. Each circle here corresponds to a subwavelength channel. After all the connections have been assigned to some circle, the circles are groomed into wavelengths. In our extension of this algorithm, we consider multicast sessions to be the starting connections and construct the circles in exactly the same way. After we have the circles, the circle grooming heuristic is exactly the same as in [1] . We refer to our heuristic as Algorithm 1 and this extended heuristic as Algorithm 2.
We evaluate the performance of both Algorithms 1 and 2 in terms of the number of ADMs required. For a more complete picture, we also compare the performance of both the heuristics to our lower bound as given in equation (4) . Since the number of wavelengths required also contributes to the network cost (albeit, not as much as the ADMs), we also compare the wavelengths required by the two heuristics. For the sake of completeness we also compare the two simple multicast traffic grooming schemes presented as Algorithm A and Algorithm B in Section V-B.
We identify the problem of grooming multicast traffic on unidirectional rings by the five parameters: N , M , g, z min and z max . Here the parameters N , M and g denote the number of nodes in the ring, the number of multicast sessions and the grooming ratio respectively. Parameters z min and z max denote the minimum and the maximum possible size of the multicast sessions. For the purpose of simulation, while generating a multicast session, each node is given equal probability of being selected as the source. The size of each multicast session is selected uniformly from z min to z max . After the source node and the size z of the multicast session are fixed, destination nodes are selected such that every subset of size z − 1 of the remaining N − 1 nodes (since one node has already been selected as the source) has equal probability of being the destination set.
For simulation, we consider a nominal ring network having 10 nodes, 80 multicast sessions, with each session size selected uniformly between 2 to 8 and having grooming ratio 4. We study the performance of both the heuristics by varying one parameter of the problem at a time in this nominal network. More specifically, we vary the grooming ratio from 2 to 6, the network size (number of nodes in the network) from 8 to 16, the number of multicast sessions from 60 to 100 and the maximum size of multicast sessions from 2 to 10. Figure  4 presents the simulation results comparing the number of ADMs required by the various grooming schemes as well as the number of ADMs specified by our lower bound L. The simulation results comparing the wavelengths per fiber required by Algorithm 1 and 2 are presented in Figure 5 . Each point in the plots is generated by taking an average of 20 randomly selected grooming problem instances with the required parameters.
We can see from the plots that, as measured by the number of ADMs required, our Algorithm 1 always outperforms Algorithm 2. This is true even for unicast traffic (the case for which Algorithm 2 was designed in [1] ). We also note that our Algorithm 1 usually requires more wavelengths than Algorithm 2. But the increase in the number of wavelengths is never more than 2, and is overshadowed by the savings in the number of (more expensive) ADMs.
From the plots we also observe that of the three grooming schemes presented in this work, our graph based grooming heuristic (Algorithm 1) always outperforms the simple grooming from Section V-B (Algorithms A and B) . And among the two simple schemes, Algorithm B always outperforms Algorithm A. We can justify this trend in the light of the complexity analysis of the three schemes presented in Section VI. Assuming that the number of traffic requests to be groomed is much larger than the number of network nodes (which is usually the case and is true for our simulations as well), we observe that based on their time complexities, Algorithm A is the simplest, Algorithm 1 is the hardest and Algorithm B lies somewhere in-between the two. Since we get what we pay for, the relative performances of the three schemes is as expected. Although not presented in the plots, the number of wavelengths required by Algorithms A and B are also very similar to that required by Algorithms 1 and 2.
Also from the plots, we can see that the lower bound L given in (4) tracks the performance curves of the heuristics as we vary the grooming ratio, the number of sessions or the size of sessions. This suggests that the bound tracks the changes in these parameters quite well. But we observe that this is not so in the case of the size of network. This is consistent with our discussion in Section V, and it is easy to verify that the value of the lower bound (averaged over 20 runs) closely matches our estimate given in (13) .
VIII. CONCLUSION
In this paper we have studied the problem of grooming nonuniform multicast traffic on a unidirectional SONET/WDM ring. We consider two different costs, (i) number of wavelengths and (ii) number of ADMs. We observe that minimizing the number of wavelengths can be modeled as a standard arcgraph coloring problem. We then give a graph based heuristic for minimizing the number of ADMs. Based on extensive simulations we observe that our heuristic performs better than the multicast extension of the best known unicast traffic grooming heuristic for rings given in [1] . We also develop a lower bound for the problem and look at some interesting relations between the lower bound and a couple of upper bounds.
