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Abstract
The number of mobile users with a variety of applications that require on demand video
content is growing rapidly. However, bandwidth insufficiency is an obstacle in providing
high quality smooth video playout in cellular networks. There are two kinds of solutions
in the literature that provide high bandwidth communication channels. One is bandwidth
aggregation that aggregates the bandwidth from multiple radio access technologies (RATs)
on a single device to create a high-bandwidth logical link for an application. Another is col-
laboration with peers. This kind of content distribution solutions originated from content
sharing in peer-to-peer networks, and then evolved through BitTorrent (which maximises
the downloading performance) to the mobile environment. To provide effective collabora-
tive streaming to mobile devices, several functionalities are required including e.g. device
discovery, activity recognition and bandwidth estimation.
In the current approaches to collaborative streaming, the first step of collaborative streaming
has not been fully addressed, because unlike traditional device discovery methods in P2P
and BitTorrent in which peers share the same network, the discovery of devices in heteroge-
neous wireless networks is a very challenging problem. These devices access the Internet via
heterogeneous wireless networks without pre-knowledge of the existence of nearby devices,
and no effective solution exists except for very energy costly GPS based methods that track
device locations all the time. In addition, in mobile environments user mobility and avail-
able bandwidth directly affect the performance of collaborative streaming. For example, the
connection between a stationary user and a user in vehicle drops within a few seconds. Thus
finding the collaborative devices with similar mobility pattern and high-bandwidth is im-
portant for collaborative streaming, but the existing solutions on activity recognition and on
bandwidth estimation perform poorly on mobile devices. As for activity recognition, there
exist solutions for smart environments and wearable sensor networks, however they cannot
be simply applied to mobile devices. Google published its activity recognition service on
Android phones in 2013, and it is the first publicly available service providing activity recog-
nition on Android phones. However its recognition accuracy is not very high and needs to
be improved. Bandwidth estimation is important for collaborative streaming as the quality
of the streamed video depends to a large extent on the bandwidth of the selected collaborat-
ing devices. Most of the existing bandwidth estimation approaches designed for wired and
wireless computer networks fail in cellular networks, due to the bandwidth fluctuation in
these networks and the cost of servers and user’s data quota.
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The research on the functionalities of collaborative streaming for mobile devices are still in
early stages. The primary goal of the research presented in this thesis is to develop new al-
gorithms and mechanisms for collaborative streaming in order to deliver high quality video
streaming to mobile users with minimal stalling time. The secondary goal is to design the
components required by collaborative streaming including device discovery, activity recog-
nition and bandwidth estimation for mobile devices. The goal is to find generic solutions,
i.e., solutions that not only serve as the components of collaborative streaming but also can
be independent solutions supporting applications that may require these functionalities.
In this thesis, we provide a critical literature survey of a variety of areas related to collab-
orative streaming including bandwidth aggregation, peer-to-peer sharing, BitTorrent and
BitTorrent-like systems, device discovery, activity recognition on mobile devices, bandwidth
estimation, and collaborative streaming approaches. We then present our research on col-
laborative streaming that makes several key contributions to designing such systems. First,
it introduces a novel cloud assisted collaborator discovery framework that discovers mobile
devices across heterogeneous networks with reduced cost regarding data and energy. Sec-
ond, it describes four activity recognition approaches for mobile devices (enhancements of
the Google activity recognition service) that significantly improve the recognition accuracy
from 69.8% to 91% compared with the Google activity recognition service, and these solu-
tions incur minor cost with regard to CPU, memory and energy. Third, it presents a light-
weight bandwidth estimation technique for mobile networks that approximates available
bandwidth with low data cost and without the requirement of specially designed servers.
The proposed collaborator discovery framework, activity recognition approaches and band-
width estimation technique provide the required functionalities for collaborative streaming,
but are also applicable to other applications that may require such functionalities. Further-
more, an API of our activity recognition has been open-sourced to the research commu-
nity. Fourth, it proposes a comprehensive collaborative streaming system for streaming
on-demand videos on mobile devices, including the designs of all required functionalities
such as a collaborator detection scheme, a collaborator selection algorithm, a dynamic work
distribution algorithm and a free market incentive mechanism for rewarding collaborators.
Finally, a thorough evaluation and analysis on all of the proposed solutions have been car-
ried out to demonstrate their better performance compared with the existing solutions, and
corresponding proof of concept prototype systems have been developed on the Android
emulators and on real Android devices.
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CHAPTER 1
Introduction
1.1 Motivation
According to the latest Cisco report [26], almost half a billion (497 million) mobile devices
and connections were added in 2015, and smartphones accounted for 88% (439 million) of
that growth. These compact, yet powerful, multi-functional smartphones have boosted the
market shift from desktop to “thin” mobile devices. For the first time, mobile video traffic
exceeds 50 percent of the data traffic. These statistics highlight the fact that more and more
mobile users require on-demand video content.
The current cellular technologies make this possible and deliver excellent user experience
when their mobile devices have stable signal reception. However on one hand, as the prob-
lems of dead/grey zone in coverage exist, users will experience significant differences in
mobile signal strength; this results in fluctuation of bandwidth - especially when users are
on the go. For example, when travelling on a bus, the signal quality can vary from full to
barely connected on the edge of a cell tower. On the other hand, even in stationary environ-
ment with small signal change, bandwidth may still experience large fluctuation. Therefore
it is challenging to provide enough bandwidth to maintain smooth and high quality video
streaming (without video stalling).
There exist solutions to adjust the video quality when network conditions change. For ex-
ample, DASH [111] is an upcoming standard that tries to improve the user experience by
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requiring the server to provide a variety of encodings and therefore allowing to select pieces
of various quality to match available bandwidth. This approach sacrifices video resolution
for continuous video streaming. To achieve good user experience, some solutions (e.g. [44])
increase bandwidth, the fundamental element for streaming applications, by aggregating
different network interfaces.
Consider the following common scenario:
"A user travels to some place with which she or he is not very familiar, and wants to use the smart-
phone to watch a video. In this case, the user does not know the people nearby, does not have access
to the WiFi nearby, and the only access to the Internet is through cellular networks, which means the
user may suffer buffering or poor video resolution due to the insufficient and unstable bandwidth on
the cellular networks."
The research presented in this thesis takes a different approach than the one proposed by
the standard. Its primary goal is to improve user experience both in smoothing the video
playout and in maintaining the video quality. This thesis explores the idea of collaborative
streaming by facilitating the available idle wireless devices in the vicinity, and provides a
complete solution of collaborative streaming for mobile devices. The second goal of this
research is to provide solutions (including device discovery, activity recognition and band-
width estimation) for mobile devices, which not only serve as the components of the pri-
mary goal but also can be independent solutions supporting applications that require these
functionalities.
1.2 Brief and challenges of collaborative streaming
Collaborative streaming derives from P2P sharing, such as Napster [4] and Gnutella [3, 82],
in which peers are dispersed over a network that connects them. Peers locate and share the
demand resources among each other, and the difference is how they locate the resources
in a centralised or decentralised way. Since Cohen proposed BitTorrent in 2003 [27] that
enhanced P2P to sharing resources from multiple peers, various BitTorrent-like systems [127,
105, 40] have been designed to improve BitTorrent or adapt it to different scenarios. With
the proliferation of mobile devices [26], many solutions are developed for mobile devices
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Figure 1.1: Core functionalities and components of collaborative streaming
[35, 9, 53], and especially some of them are for delivering videos [11, 104]. The details of the
research towards collaborative streaming and the related works are surveyed in Chapter 2.
Here we sketch out the outline of collaborative streaming and the required functionalities.
Fig. 1.1 shows the main functionalities of collaborative streaming and the required core
components, including device discovery, collaborator selection, work distribution and in-
centive mechanism, as well as the main challenges are listed on the right side of the figure.
The very first stage of collaborative streaming, unlike P2P and BitTorrent in which peers
can connect with each other directly via the same network such as wired networks, is to
discover nearby devices using different networks such as cellular networks from different
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telecommunication companies and WiFi. The challenge is:
• Challenge1: How does device (D_I), that requires collaboration, discover and recruit
nearby devices without the pre-knowledge of their existence, as they are using hetero-
geneous networks to access the Internet (devices D_C1, D_C2, D_C3 and D_C4)?
After the devices have been discovered, other challenges appear, as there could be a large
number of devices being discovered or the discovered devices are not suitable for the col-
laboration:
• Challenge2: How does D_I select a subset of suitable devices (D_C3 and D_C4) from
the discovered ones?
As it is designed for mobile environment, two crucial criteria need to be considered for the
selection:
• Challenge3: Mobility/motion: how to recognise devices’ activity for providing stable
connectivity?
• Challenge4: Bandwidth: how to estimate devices’ bandwidth for satisfying smooth
video playout in wireless networks especially in cellular network?
Once the devices with different capacities (such as bandwidth) have been selected, the fol-
lowing issue is:
• Challenge5: How does D_I allocate tasks to the selected devices to maximise the per-
formance?
Finally, since devices have contributed their bandwidth, data quota and battery for the col-
laboration, they should be rewarded:
• Challenge6: What kind of incentive mechanism is suitable for collaborative streaming?
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1.3 Thesis statement and contributions
This thesis contends the existing solutions for content (including videos) sharing and re-
lated approaches for required functionalities, because they have not addressed the afore-
mentioned challenges with regard to the core functionalities (such as device discovery, ac-
tivity recognition and bandwidth estimation) and the collaborative streaming system as a
whole. The thesis proposes a novel collaborative streaming system for providing high qual-
ity video streaming with minimal stalling time to one mobile user by aggregating bandwidth
from ubiquitous nearby devices, that includes novel approaches in the area of: a cloud as-
sisted collaborator discovery that discovers collaborators providing stable connectivity with
reduced energy cost; practical and light-weight activity recognition approaches that signif-
icantly improve the recognition accuracy and serve the collaborator discovery for recom-
mending collaborators with similar motion; and a low-cost bandwidth estimation technique
that simplifies bandwidth estimation on mobile devices and reduces data cost, and supports
the collaborator selection. The key contributions made by this research are summarised in
the following subsections.
1.3.1 Cloud assisted Collaborator Discovery
We design and develop a novel cloud assisted collaborator discovery, CaCDiscovery, that
discovers mobile devices across heterogeneous networks. In CaCDiscovery, a hierarchi-
cal virtual map (HVM) is modelled, and the HVM pre-generation algorithm automatically
maps the WiFi access points into the HVM, which ensures the confidentiality of users’ iden-
tities and geographical locations, and GPS (Global Positioning System is a technology with
which a device itself can determine its own location) is only used in this pre-generation
process. Since non-GPS based method is applied to locate devices in the virtual map, the
energy cost has been reduced. Furthermore a collaborator recommendation mechanism rec-
ommends devices that provide stable and high quality connectivity based on their mobility
and available bandwidth. The CaCDiscovery does not only contribute to our collaborative
streaming system ColStream, but is also able to independently serve other applications that
require such functionality.
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We implemented a proof of concept prototype on the Android devices and Google cloud,
and demonstrated how CaCDiscovery maps and locates devices in the hierarchical virtual
map, and quantitatively evaluated its cost with regard to data and energy consumption.
This contribution is presented in Chapter 3.
1.3.2 Android Activity Recognition Service
To discover devices that can provide stable connectivity, activity recognition is a functional-
ity required by CaCDiscovery as an energy efficient method for selecting devices with a sim-
ilar mobility pattern. In Chapter 4, we first evaluate the Google activity recognition service
that is the only publicly-available service in the market for Android devices, and identify
scenarios in which the recognition accuracy was barely acceptable. After that, based on ma-
chine learning techniques including Markov Model, Hidden Markov Model and Support
Vector Machine, four practical and light-weight solutions for mobile activity recognition
have been designed, developed and evaluated, that significantly improve the recognition
accuracy (improved 21.2%, from 69.8% to 91%). Furthermore our open-sourced API sim-
plifies the process of integrating activity recognition into applications. Since it is crucial to
reduce the data and energy cost for mobile devices, the proposed solutions are data-cost free
(offline solutions), and consume a small amount of power (extra 0.24W on top the Google
activity recognition service) measured by our experiments using a power meter. The pro-
posed techniques are used in CaCDiscovery for discovering devices with similar motion,
and could be applied to the applications requiring activity recognition.
1.3.3 Bandwidth Estimation for Mobile Networks
Available bandwidth is one of the most important metrics for applications that rely on Inter-
net access. In this contribution described in Chapter 5, we investigate factors impacting on
bandwidth (such as signal strength, mobility, handover and admission control) and share
the lesson learnt, and then present the design and development of a low-cost bandwidth
estimation technique, GPing-Pair, for mobile devices without server support and ROOT ac-
cess. GPing-Pair approximates available bandwidth for the collaborator selection algorithm
in collaborative streaming, and furthermore an application has been developed for Android
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phones that can provide bandwidth estimation to users.
1.3.4 Collaborative Streaming System
Finally, we design and develop a novel collaborative streaming system, ColStream, for
streaming on demand videos on mobile devices. ColStream aggregates bandwidth from
ubiquitous nearby devices to ensure high quality video streaming with minimal stalling
time. In ColStream, 1) a collaborator detection scheme discovers the most suitable devices
for collaboration, in which CaCDiscovery is applied. 2) A collaborator selection algorithm
optimally selects a subset of collaborators from the discovered devices, based on the collab-
orators’ available bandwidth, mobility and the price for hiring them. 3) A dynamic work
distribution algorithm allocates video streaming work to the selected collaborators. 4) For
stimulating future collaboration, a free market incentive mechanism fairly accumulates vir-
tual payment for each collaborator based on the size of the video the collaborator streamed
and the pre-specified price.
This contribution is demonstrated in Chapter 6. Using the proof of concept prototype we
implemented on Android devices, a comprehensive experimental evaluation and compari-
son analysis have been conducted, showing the effectiveness of each functionality and the
ColStream as a whole. For example, the streaming speed improves proportionally to the
bandwidth aggregated from collaborators. Moreover ColStream is agile to adapt to the dy-
namic changes such as collaborators leaving and joining the collaboration. We also quan-
titatively evaluate the cost of ColStream regarding data and energy consumption, and it is
acceptable to provide the required functionalities. The data cost is around 229 to 1651 KB
per hour. As for the energy cost, it is around 168 to 656 J per hour when the devices are
using cellular networks, and around 124 to 339 J per hour when using WiFi.
1.4 Methodology
The research presented in this thesis describes the components, algorithms and system ar-
chitecture required by collaborative streaming, including a framework for device discovery
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with models of virtual maps, an activity recognition approach based on machine learning
techniques, a bandwidth estimation technique, an optimisation method used in the selection
algorithm of collaborative streaming, a work distribution algorithm, an incentive model,
and a collaborative streaming as a whole. The methodology adopted in this research can be
classified into the following stages:
• Literature survey: A critical analysis of the existing literature on the research related
to collaborative streaming has been carried out. The analysis includes derivation of
required functionalities such as device discovery, activity recognition, bandwidth es-
timation, work distribution and collaboration incentive mechanism, which guides the
following research and design stage.
• Conceptualisation, mathematical modelling and design: Based on the literature sur-
vey, our investigation of related issues (such as non-GPS based localisation techniques
for device discovery, Google activity recognition as the starting point for our activity
recognition, and impacting factors on bandwidth for bandwidth estimation) leads to
the design of the architecture, algorithms and methods that can be used in the collab-
orative streaming system.
• Proof of concept prototype and API: Prototypes and implementations of the proposed
solutions (including CaCDiscovery, ARshell+, GPing-Pair, ColStream) have been im-
plemented on two platforms: i) Android smartphones (and also a open-sourced API
of ARshell+ for Android phones have been implemented), and ii) Android emulators,
to demonstrate the feasibility of the designed solutions.
• Evaluation: Finally, using the prototypes, systematic evaluations and comparisons
have been carried out correspondingly on Android emulators and Android devices
to prove the effectiveness of the designed solutions. This systematic evaluation has
also been used to refine the designs.
1.5 Applications
Although ColStream is designed to collaboratively deliver video streaming to mobile de-
vices, its components like CaCDiscovery, ARshell+ and GPing-Pair can be applied to a va-
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riety of applications that require these functionalities. As the remainder of this thesis only
describes how these components serve collaborative streaming, in this section we briefly
describe the domains to which our approaches are applicable.
Applications sharing various contents
ColStream can be applied to sharing a variety of contents such as multimedia and files,
by modifying the video player to corresponding components such as music player and file
archive. For example, Push! (proposed by Hakansson et al. in [45]) is a mobile music listen-
ing and sharing system, where users can receive songs (recommended by the system based
on their listening behaviour and music history) from nearby users. However it is not a com-
plete solution, as many issues have not been addressed: 1) there is no device discovery and
the user has to manually click to connect and push songs to another user they found, 2) it
only supports P2P transferring, and 3) no incentive mechanism is provided to promote the
sharing. Similarly COMBINE [11], a collaborative file sharing system discussed in Section
2.2, and other solutions [54, 108], could apply ColStream to improve their performance.
Particular applications
Since CaCDiscovery and ARshell+ provide localisation and activity recognition techniques
to mobile devices, it is possible to apply them to some applications targeting particular peo-
ple such as patients and children for monitoring their location and activity. Literature [88, 57]
shows the need and feasibility of using mobile devices for health care monitoring. However
most of the approaches require additional wearable sensors. Other approaches for in-door
localisation and activity recognition using wearable sensors are hard to deploy. As shown in
Section 2.4, in-door localisation requires pre-gathered signal data for training while wearable
sensors are cumbersome for people. By contrast, CaCDiscovery and ARshell+ are improved
solutions that make the most use of the on-board sensors (such as accelerometer, gyroscope
and cellular sensors) of a smartphone, and can be easily deployed.
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Network selecting/switching and traffic balancing
GPing-Pair is a low-cost approximation technique for estimating the available bandwidth
for mobile networks. It can benefit applications that select/switch network interface based
on bandwidth, or balance traffic among different interfaces. For example, CoolSpots [90],
proposed by Pering et al., enables a mobile device to automatically switch between WiFi
and Bluetooth in order to reduce the energy consumption. However it does not balance
the tradeoff between performance and energy efficiency as the available bandwidth of the
networks are different. In [43] by Habak et al., OPERETTA aggregates bandwidth from all
the available network interfaces on a mobile device, and distributes the user traffic on them.
Although it includes an bandwidth estimator in the design, there is no detailed description
of that. Furthermore, there is no effective solution for bandwidth estimation in cellular
networks, as most of the existing solutions are costly (require a certain amount of data traffic
and support of a server), as shown in Section 2.5.
1.6 Thesis structure
The structure of the remainder of this thesis is as follows:
• Chapter 2 critically surveys the research and development from P2P to collaborative
streaming and areas related to the core functionalities such as device discovery, activity
recognition and bandwidth estimation,
• Chapter 3 presents the CaCDiscovery that discovers mobile devices across heteroge-
neous networks,
• Chapter 4 evaluates the Google activity recognition service, and proposes four practi-
cal and light-weight activity recognition methods for Android devices,
• Chapter 5 describes and evaluates the GPing-Pair for approximating available band-
width in mobile networks,
• Chapter 6 presents and evaluates the collaborative streaming system for streaming on
demand videos on mobile devices - ColStream,
10
CHAPTER 1: INTRODUCTION
• Chapter 7 summarises the contributions of this thesis and discusses future research.
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Critical Literature Survey
This chapter presents the background material and critical survey of the literature relevant
to the proposed research, and provides the basic terminology and the fundamental concepts
used throughout the thesis. In order to address the research challenges listed in the previ-
ous chapter, we survey how P2P sharing develops to collaborative streaming, from which
the main functionalities of collaborative streaming have been identified including device
discovery, collaborator selection, work distribution and incentive mechanism. Based on the
analysis of the existing solutions, we find the strengths and weaknesses of these solutions,
furthermore we investigate the techniques that can improve the performance of collabora-
tive streaming, such as activity recognition and bandwidth estimation for mobile devices.
Generally, there are three kinds of solutions improving the performance of video stream-
ing: 1) prefetching and transcoding/adjusting video resolution such as [111] described in
Chapter 1, 2) aggregating bandwidth from multiple radio access technologies (RATs) on a
single device, and 3) aggregating bandwidth from other wireless devices by collaboration.
Therefore the chapter first presents the state-of-the-art solutions for the approaches of 2) and
3), in Section 2.1 and 2.2 respectively, including increasing bandwidth by aggregation meth-
ods which satisfy the sufficiency of bandwidth requirement for smooth playout, enhancing
the performance of videos/files sharing by collaborating with other wireless devices, and
the evaluation from P2P sharing to collaborative streaming. After that solutions for collab-
orative streaming are investigated and evaluated, including collaborator discovery (Section
2.3), activity recognition for mobile devices (Section 2.4) and bandwidth estimation for cel-
lular networks (Section 2.5). Finally, Section 2.6 concludes this chapter.
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Table 2.1: Bandwidth aggregation at different layers
Layer Description Advantages Disadvantages
Application
Application is aware
of multiple interfaces,
and can split the traffic
into several application
layer protocol data units,
which can be transmitted
simultaneously via the
interfaces.
Finer granularity
and efficient ap-
plication specific
optimizations due
to full knowledge
of application
characteristics.
Increased application
complexity; compro-
mised interoperability
with existing appli-
cations; head-of-line
blocking (a line of pack-
ets is held up by the first
packet) at the transport
layer.
Transport
Multiple transport layer
connections are created to
transmit application traf-
fic.
Reliable multipath
transmission in the
case of TCP.
Compromised interoper-
ability with existing TCP
based infrastructure.
Network
IP packets from the
same transport layer
session are transmitted
across multiple network
interfaces.
Transparent to
higher layers;
compatible with
existing infrastruc-
ture.
Poor TCP performance
due to high packet re-
ordering.
Link
Multiple links are bun-
dled into a single logical
communication link.
Higher utilization
of the aggregated
capacity.
Limited to tight-coupled
networks belonging to
the same operator.
2.1 Bandwidth aggregation
To provide high-bandwidth to video streaming applications, the stand-alone bandwidth ag-
gregation is one kind of solutions that aggregates the bandwidth from multiple RATs on a
single device to create a high-bandwidth logical link. Ramaboli et al. [97] surveyed and
categorised them according to the protocol layer at which the aggregation happens, and
Table 2.1 shows the advantages and disadvantages of bandwidth aggregation at different
layers. For example, Chebrolu and Rao [21] proposed a solution to aggregate the through-
put offered by the multiple network interfaces on a device; and Barre et al. [18] presented
a system that increases the device’s throughput by using multipath TCP. For example the
system for mobile phones (in Fig. 2.1), OPERETTA by Habak et al. [43], utilizes all the avail-
able network interfaces on a mobile device by distributing the users traffic on them, and the
Layered Service Provider (server) intercepts the network connections from the applications
and schedules these connections on different interfaces.
The focus of these solutions is on situations where alternative Internet connections are avail-
able or sufficient bandwidth is available to a single device. However, they need specially-
designed servers/middlewares deployed on the service provider ends, which is impractical
for applications. Furthermore, functionalities, such as allocating traffic or packets onto dif-
13
CHAPTER 2: CRITICAL LITERATURE SURVEY
Figure 2.1: OPERETTA system architecture
ferent interfaces and reordering traffic or packets received from different interfaces, are re-
quired on a mobile device and/or server side(s). From the implementation perspective, en-
abling multiple network interfaces to be used simultaneously will not only need lower layer
access (root access), but also rewriting some parts of the OS installed on mobile phones. In
our scenario, a common case, user may not have another available RAT except for cellular
networks, thus this kind of bandwidth aggregation is inapplicable.
2.2 From P2P to collaborative streaming
In this research, we focus on the scenario in where users are on the go and need access to
high-definition video on a cellular network or WiFi enabled device (smartphone). Examples
of such applications include entertainment, education, business and others. In this situation,
other means of Internet connectivity may not be possible. To address this problem of lack
of bandwidth, another kind of approaches to bandwidth aggregation focus on association
with peers (other wireless devices).
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2.2.1 What is collaborative streaming
The term “Collaborative Streaming” [39, 11, 104, 72] is widely used in various scenarios,
however, to some extent, the concept of collaborative streaming is ambiguous. To answer the
question what is collaborative streaming, we should start with other closely related terms
(Peer-to-Peer (P2P) and BitTorrent).
Peer-to-Peer
There is no universally accepted definition of P2P. From the original use of describing the
communication of two peers for a telephone conversation, P2P has evolved to the modern
definition given by Shirky [106]:
“P2P is a class of applications that takes advantage of resources available at the edges of the Internet.”
P2P operates for data sharing applications, and various taxonomies have been used to clas-
sify P2P systems [13, 56, 115] according to how decentralised they are. For Centralised P2P
systems, like a client-server system, there are one or more central servers, which help peers
to locate their desired resources or act as task schedulers to coordinate actions among them.
To locate resources, a peer sends messages to the central server to request the addresses of
peers that contain the desired resources (Napster [4] is a famous centralised P2P system that
allowed sharing music files). Once the resource is located, data sharing happens directly
among the two peers. In this category of P2P systems, the centralised server will become
a bottleneck and is susceptible to malicious attacks and is also a single point of failure. By
comparison, peers in a decentralised P2P system have equal rights and responsibilities. Each
peer has only a partial view of the P2P network and offers data that may be relevant to only
some peers. Thus, locating peers offering desired data quickly is a critical and challenging
issue. For example, Gnutella [3, 82] is a purely decentralised P2P system, in which no cen-
tral authority takes charge of organising the network. Peers in the system connect to each
other directly through a specific software application, and locating resource leads to flood-
ing of the network. Gnutella network expands as new peers join the network and collapses
as all nodes leave the network. For the consideration of scalability and the time of locating
resource which is longer in decentralised P2P, hybrid P2P Systems (such as BestPeer [83])
15
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enable some peers (called supper peer) to act as servers, therefore resource locating can be
done by both decentralised and centralised way (asking super peers).
BitTorrent and BitTorrent-like systems
With the increase of Internet users and the size of the data shared by users, traditional P2P
systems may not be efficient any more, because the data transfer from one peer to another
takes time. BitTorrent protocol and application [1, 27] are a revolutionary progress based
on P2P, as it not only allows peers to download files with the maximum capability of their
broadband connection but enables simultaneous downloads of pieces of a file from multiple
peers. There exist many solutions of BitTorrent-like systems [127, 105, 40] that improve
BitTorrent or adapt it to various scenarios. With the proliferation of mobile devices (such
as smartphone and tablet) and radio access technologies (such as 3G and LTE), many other
BitTorrent-like systems [35, 9, 53] appeared that are suitable for mobile environments.
Collaborative streaming
In the literature [39, 11, 104, 72], the term “Collaborative downloading/streaming” is used,
but with various meanings. Technically, BitTorrent and all of the BitTorrent-like systems
can be called as “Collaborative downloading/streaming”, as the data in those systems are
transferred collaboratively by peers. They differ in, 1) the aspect of the type of users, most of
them require the users sharing the same interest (the same data/file), while others may not;
2) how a peer fetches the whole or parts of content from other peers; 3) whether the peers
store the data for later use, and 4) how the systems deal with incentives.
The state-of-the-art literature [11, 104, 72] shows a trend of users’ preferences for today and
future, that exactly matches the scenario presented in chapter 1, because increasing number
of users intend to use their mobile devices for online video streaming, and for privacy and
copyright issues users maybe not willing to let others know what they are watching, and
the video providers (such as YouTube) do not allow users to store the videos.
In this research, we use the term “collaborative streaming” only to refer the approaches
which match our scenario. For clarification, we give our definition of “collaborative stream-
16
CHAPTER 2: CRITICAL LITERATURE SURVEY
ing”: When a user using her/his mobile device with insufficient bandwidth wants to watch
a high-definition video online, it recruits some nearby idle mobile devices to download parts
of the video that will be forwarded back to it (the downloading and forwarding maybe via
different RATs, such as cellular networks, WiFi or Bluetooth, respectively). The whole pro-
cess is termed Collaborative Streaming, and technically it combines the ideas of Bandwidth
Aggregation and P2P. With regard to system design and functionalities, following sections
evaluate the typical and state-of-the-art systems (including BitTorrent, BitTorrent-like and
Collaborative Streaming) in chronological order.
2.2.2 System design and functionalities
The subsection compares designs of P2P and collaborative streaming systems.
BitTorrent ([27] by Cohen) is one of the most popular second generation peer-to-peer file
distribution applications. Focusing on organising the peers that are interested in download-
ing the same file from an overlay network established for each file (called Torrent). As more
users join a Torrent, the downloading rate achieved by all the peers increases. BitTorrent is
noted for introducing several innovative mechanisms including tit-for-tat (TFT) and rarest
first (RF) that it uses for collaborative file distribution among the participating peers. Differ-
ent from traditional P2P file sharing systems, such as Gnutella [3, 82] in which peers directly
download the file from the other located peer, file is fetched from multiple peers in BitTor-
rent by using swarming. BitTorrent supports file downloading without time restriction.
Zebra ([34] by Dobuzhskaya et al.) targets reducing network traffic for small size networks
(up to a hundred nodes). Zebra uses a two multicast tree streaming overlay for managing
peers and a data distribution method named Striping in which a server proxy divides the
data-stream into two stripes sent down different distribution trees. By using multicast for
data distribution along the tree, Zebra reduced network traffic, however the server proxy
becomes a single point of failure.
CoolStreaming ([127] by Zhang et al.) uses a data-centric design of a streaming overlay
network named DONet, where a node always forwards data to others that are expecting the
data, with no prescribed roles like father/child and upstreaming/downstreaming etc. In
17
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Figure 2.2: Collaboration in 2Fast
other words, it is the availability of data that guides the flow directions, not a specific overlay
structure that restricts the flow directions. As CoolStreaming targets live media streaming,
the playback progresses of its peers are semi-synchronised, and streams are scheduled by a
heuristic algorithm described in Subsection 2.2.4.
2Fast ([39] by Garbacki et al.) is a P2P and collaborative file downloading system, aiming to
boost the downloading performance of one peer. In 2Fast (shown in Fig. 2.2), a peer that is
interested in obtaining the complete copy of a particular file (termed collector) downloads
some chunks via a traditional P2P mode, and additionally forms a group of peers (termed
helpers) that collaborate in downloading other chunks for it. Helpers use their currently idle
bandwidth to help other peers in their ongoing downloads, and get in return help during
their own downloads.
COMBINE ([11] by Ananthanarayanan et al.) is a collaborative file downloading system,
aiming to increase the effective download speed. Nodes in vicinity use the high-speed
WLAN to discover each other, and form a collaboration group, and then distribute the
striped work to peers downloading via their wireless WAN links. As peers in COMBINE ac-
cumulate a kind of credits earned by downloading the allocated chunks, an incentive server
is needed.
CStream ([104] by Seenivasan and Claypool) is the collaborative video streaming system
which has a similar scenario as COMBINE [11]. However, CStream aims to increase band-
width for video playout, which means CStream has time constraints. As shown in Fig. 2.3,
a user/client who wants to watch a video (C1) collaborates with several peers/neighbours
18
CHAPTER 2: CRITICAL LITERATURE SURVEY
Figure 2.3: Aggregating bandwidth from neighbour nodes for video streaming in CStream
in vicinity (N1 and N2) downloading different frames of the video from a dedicated video
server via their Internet accesses (such as Ethernet or 3G), and these downloaded frames are
forwarded back to the client via WiFi.
MicroCast ([59] by Keller et al.) is a video streaming system for a group of smartphones
within proximity of each other. In MicroCast (shown in Fig. 2.4), a group of nearby smart
phone users are all interested in downloading and watching the same video at the same
time. Each phone utilises two network interfaces simultaneously: one (cellular) to connect
to the video server and download parts of the video; and the other (WiFi) to connect to the
rest of the group and exchange downloaded parts.
There exists other systems designed for sharing among mobile users. For example, BlueTor-
rent [53] proposed by Jung shares content among mobile phone users via Bluetooth chan-
nel. BlueTorrent applies similar swarming technique as BitTorrent [27]. However as the
whole system is designed for Bluetooth only, interactions between peers may last only for
a short time due to mobility. It also requires some static data provider that divides the file
into chunks for peers to pull. Leung et al. propose COMO [72] aiming to reduce the cost
of cellular network download. In COMO only a few peers (peers switch download for fair-
ness consideration) pull video chunks through a telecommunication channel, and then share
them with nearby neighbours by a free broadcast channel (such as WiFi or Bluetooth) in an
ad hoc manner. By contrast, CLive [89] proposed by Payberah uses some helpers placed in
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Figure 2.4: Scenario of MicroCast
the cloud by associating with the cloud computing technique (shown in Fig. 2.5). As down-
loading chunks from peers and source server may fail, to meet the time constraints, helpers
can push chunks to peers actively, and peers can pull chunks from helpers passively. A
centralised source Clive Manager is used to control the whole system. Although the Clive
Manager becomes a single point of failure, associating with cloud was a new idea.
From early to the state-of-the-art systems, we can clearly see that the application scenario
and system design gradually shift from file sharing (without time constraints) to live/on-
demand video streaming (with time constraints) and from a large number of cumbersome
desktops to a small number of nearby portable mobile devices. Since 2006, the significance of
collaborative streaming has increased. 2Fast [39] is the typical example in which traditional
P2P coexists with a collaboration method that is similar to collaborative streaming. Later
solutions (such as [11, 104, 53] etc.) gradually get closer to collaborative streaming.
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Figure 2.5: Cloud-Assisted Clive
2.2.3 Collaborator/peer selection and grouping
In addition to the shifting of system functionalities and designs (as described in Subsection
2.2.2), the peer selection and grouping mechanisms have also changed.
BitTorrent [1]: peers with the same interest are organised into a separate Torrent. There is no
special metric or mechanism for selecting peers when organising the Torrent. However, for
downloading the resource, a peer selects other peers who have the required resource based
on various strategies [27] (described in Subsection 2.2.4). Thus, a web server that stores and
propagates the torrent file is required.
Zebra [34]: there is no special metric or mechanism for selecting peers. Peers with the same
interest in a particular video are organised in two distribution trees by using a connection
protocol in which a peer serving in one distribution tree must be a leaf in the other tree.
CoolStreaming [127]: peers with the same interest in the same live video construct and
maintain a streaming overlay network named DONet by passing control messages. Simi-
larly to BitTorrent [27], a peer selects other peers who have the wanted resource based on
some strategies (described in Subsection 2.2.4) when downloading begins.
2Fast [39]: a peer takes one of two roles (collector or helper). As Fig. 2.2 shows, the collector
is the peer that is interested in obtaining a particular file. In order to improve the perfor-
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mance of the download, a collector forms a collaboration consisting of peers that agree to
become its helpers. The helpers download distinct chunks of the file from the peers outside
the collaboration they are in, and then send these chunks to the collector without requesting
any other chunk in return. Helpers are not necessarily interested in the content they are
downloading. The number of helpers is based on achieving effective download bandwidth.
COMBINE [11]: a peer takes one of two roles (initiator or collaborator). The initiator is the
peer that is interested in obtaining a particular file, and it gives a particular price for hiring
collaborators. COMBINE provides two peer selection strategies: Threshold-based group
selection which selects a number of collaborators which the given price can support, and
Opportunistic group selection which tries to find the affordable collaborators which down-
load faster based on the announced bandwidth of collaborators. However, those strategies
are based on cost and announced bandwidth which may be highly variable and hard to
measure effectively. As bandwidth is a crucial metric for collaborative streaming, the sec-
ond goal of the proposed research is to provide an effective bandwidth estimation technique
for cellular networks (surveyed in Section 2.5).
CStream [104]: the CStream users connect to a local ad hoc network created by any user.
Once a user becomes a Client, it broadcasts a message seeking for help. Other users in the
ad hoc network reply, and become Neighbours. The collaborative relation is established by
Client receiving the replies from Neighbours. However there is no metric used for selection,
and every neighbour can be selected.
MicroCast [59]: as it serves a small number of users (up to 7) that know and trust each other,
there is no peer selection.
As can been seen from the above description, there are many ways that peer selection can
be carried out. Specifically, in early systems (such as [27, 34] etc.), peers are grouped by
their interests, and then select some of them to exchange data. By comparison, in later
systems (such as [11, 104] etc.), based on selection mechanism [11] or assumptions [104, 59],
one peer selects and groups other peers (no need for same interest) first, and then all of
the selected peers are used during collaboration. Secondly, the number of peers shrinks
from large (hundreds) to small (several or tens). Thirdly, the topology of peers ranges from
mesh and tree (such as [27] and [34], respectively) to star (such as [39, 11, 104]). All of these
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differences are caused by a variety of application scenarios for mobile devices.
However, there is an issue that has been overlooked and not well addressed - device dis-
covery (how does a device know the existence of other devices if mobile users access the
Internet via heterogeneous networks such as cellular and WiFi) surveyed in Section 2.3. Fur-
thermore, as this research is targeting mobile devices, it is crucial to consider the mobility
of devices for the discovery or a selection scheme (investigated in Section 2.4) in addition to
other criteria such as bandwidth (studied in Section 2.5).
2.2.4 Data/work distribution
Data/Work distribution mechanism is another important functionality. Peers exchange data
according to the mechanism, or the mechanism assigns works to peers for downloading.
BitTorrent [27]: the file exchange among peers uses a swarming technique, in which the file
is broken into fixed size pieces (typically 256 KB each), and then several strategies have been
applied for distribution. For example, in Strict Priority, once a single sub-piece has been re-
quested, the remaining sub-pieces from that particular piece are requested before sub-pieces
from any other piece. And in Rarest First, Peers often prefer to first download pieces which
the fewest of their own peers have. Those strategies enable quick and even distribution
of the pieces, but peers need to periodically contact the Tracker where this information is
located.
Zebra [34]: a simple data distribution method is used that the server proxy splits data it
receives from the video server into two stripes and sends down through different distribu-
tion trees. Client proxies reconstruct the data, and forward to children. Upon receiving data
from its parents, each client performs two tasks: forwards the data from one stripe to its
children, and merges and sends data to its media player (Fig. 2.6).
CoolStreaming [127]: the heuristic algorithm first calculates the number of potential suppli-
ers (peers) for each segment (video stream is divided into segments with fixed size stored
in the buffer map of peers). As a segment with less potential suppliers has more difficulty
to meet the time constraints for playout, the algorithm determines starting from those seg-
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Figure 2.6: System layout of Zebra
ments with fewest suppliers. Technically, it is similar to the Rarest First mechanism in Bit-
Torrent [27].
2Fast [39]: using a simpler swarm technique compared with BitTorrent [27], helpers down-
load distinct chunks first. Rather than communicating with the Tracker, helpers commu-
nicate with each other directly for changing the information about the chunks possessed
by other peers. Redundant chunks download strategy that allows helpers to download the
chunks already downloaded by other helpers is used for making helper more attractive.
COMBINE [11]: two distribution algorithms are used in COMBINE. One is a Work-Queue
algorithm which splits the file into works with equal size and puts these works in a queue.
Each collaborator requests the initiator for a new work after downloading the previous allo-
cated work. Another is Opportunistic algorithm which splits the file into equal size multiple
times by observing collaborators bandwidth.
CStream [104]: compared with COMBINE [11] in which initiator allocates works (download
which part of the file) to collaborators by a queue algorithm, in CStream, a dedicated video
server is used to split the video into equally-sized frames stored in a queue and fetched by
the peers.
MicroCast [59]: video is divided into segments of fixed size by a dedicated video server. It
uses the MicroDownload Algorithm for scheduling of which phone should download which
segment, in which the next segment to be downloaded is assigned to a phone which has the
smallest backlog (the set of segments a phone has to download from its cellular connection).
MicroNC-P2 is used to exchange segments among peers, in which a peer periodically ad-
vertises the segments it currently has to its neighbours. A neighbour requests segments it
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does not have based on the advertisement. To reduce repeating traffic, neighbours can get
segments by overhearing.
In most of these mechanisms, dedicated servers are needed, such as a server for control in
[39] and for providing data/video service (splitting into chunks with fixed size) in [104]. Al-
though in the implementation of COMBINE [11], a server for storing and providing data has
been built, peers use HTTP requests for downloading data from the server, which is a poten-
tial way to make use of those existing online video providers like YouTube. There are three
variations regarding work distribution. Firstly, as peers no longer need to share the same
interest in later solutions (such as [39, 11, 104]), there is a the fundamental change of data ex-
change among peers. In P2P, every peer expecting the complete content downloads chunks
from other peers. By contrast, in collaborative streaming, only one peer expecting the com-
plete content assigns works to other collaborated peers that forward the downloaded chunks
back to it after downloading. Secondly, it is not necessary that peers have to store the down-
loaded chunks (such as [11, 104]), because peers are not interested in these chunks, and do
not trade the downloaded chunks for downloading other chunks. The existing distribution
mechanisms divide the whole work into equal size chunks, and indistinguishably allocate
works to peers, which may degrade the performance regarding the time constraint. Thirdly,
access network changes from wired or wireless to cellular network and wireless.
2.2.5 Incentive mechanism
In order to attract/reward users for participation in the collaboration, different incentive
mechanisms are applied accordingly.
BitTorrent [27]: there is no visible incentive mechanism in BitTorrent, but it uses a choking
algorithm named Tit-For-Tat that improves the downloading rate by uploading pieces to
others, and punishes free-riders that download pieces from others without uploading any
pieces by choking them (reduces their downloading rate). And BitTorrent uses other strate-
gies to further improve the Tit-For-Tat, such as Optimistic Unchoking (randomly choking
a peer for sake of finding other peer with better upload rate), Anti-snubbing (unchoking a
choked peer in order to solve the issue that a peer has always been choked) and Upload
Only (Once a peer finishes downloading, it becomes a seed that only uploads).
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Zebra [34]: although it does not use any incentive mechanism, its design offsets the issue of
free-rider, as every peer serves in the two distribution trees.
CoolStreaming [127]: it does not have incentive mechanism as well, and peers exchange
their buffer map fairly by design.
2Fast [39]: different from Tit-For-Tat [27] using uploading to trade downloading, helpers in
2Fast contribute their bandwidth for the collector, and will get in return help during their
own downloads. Unfortunately, this incentive mechanism has not been clearly discussed
and was left for future work.
COMBINE [11]: a simple credit-based incentive mechanism is used. The cost is determined
by the remaining battery level, which means hiring a collaborator with low battery costs
more. Once a collaborator finishes downloading and forwarding the downloaded chunk
to the initiator, the initiator pays credits for downloading, and the credits can be redeemed
from an accounting server.
CStream [104]: as it assumes that Neighbours in the local ad hoc network are willing to help
without anything in return, there is no incentive mechanism involved.
MicroCast [59]: as it assumes a small number of users that know and trust each other, there
is no incentive mechanism.
Free-rider [113] is the typical issue of traditional P2P and BitTorrent-like systems. Mech-
anisms enforcing fairness in sharing have been widely applied in systems like BitTorrent
[27], Zebra [34] and CoolStreaming [127], usually by limiting the download bandwidth to
the available upload bandwidth. However, even with the mechanisms, the free rider prob-
lem still exists [118]. And this design level enforcement has a prerequisite that all the peers
share the same interest in that particular content, and it is hard to meet this prerequisite es-
pecially in collaborative streaming scenarios. Compared with traditional systems using free
wired or wireless channels, systems for the collaborative scenarios have another issue that
users really pay for the quota used by the cellular network. Therefore without incentives, it
is not easy to attract users contributing their bandwidth for collaboration. Most of the state-
of-the-art collaborative streaming systems [104, 59] avoid this problem by assuming peers
know and trust each other, and willingly participate in the collaboration without anything
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in return. However this assumption limits application of the systems and is hard to use in
real situations.
As there is limited research on incentive (not enforcing fairness by design) for collaborative
streaming, we investigate incentive mechanisms in other related areas. An example is the
Reputation mechanisms that have been widely used and deployed in online service pro-
vision (such as ebay), peer-to-peer systems [30] and mobile ad hoc networking [98]. The
reputation of a node is assessed by the experiences (history) of a trusting node or the recom-
mendations from other nodes (their experiences). However the experiences and recommen-
dations are hard to elicit, because nodes may either lack history or be reluctant to recom-
mend especially in mobile networks. Another solutions are Auction-Based incentive mech-
anisms [122, 68], in which users bid for desired resources. The resources are delivered to the
winning bidders, and the providers collect revenue. This incentive mechanism provided
inspiration for our research.
2.2.6 Discussion
In this section, we surveyed various existing research that presents the evolution from P2P
sharing to Collaborative Streaming, and demonstrated the core functionalities of Collabora-
tive Streaming including collaborator/peer selection and grouping, data/work distribution
and incentive mechanism.
The investigated solutions are summarised in Table 2.2. Consistently with the evolution, the
table clearly shows that the application scenario and corresponding features shift to collab-
orative streaming. However traditional designs (such as [1, 34, 127] etc.) are not suitable for
collaborative streaming, while later solutions (such as [11, 104, 53] etc.) that partly overlap
with our scenario still have various drawbacks in terms of functionalities and performance.
Therefore the research on suitable solutions for collaborative streaming for mobile devices
is the main goal of our research.
27
CHAPTER 2: CRITICAL LITERATURE SURVEY
Ta
bl
e
2.
2:
A
co
m
pa
ri
so
n
of
di
ff
er
en
ts
ol
ut
io
ns
Sy
st
em
St
re
am
ty
pe
To
po
lo
gy
of
pe
er
s
N
um
be
r
of
pe
er
s
St
or
e
da
ta
C
om
m
on
in
-
te
re
st
A
dd
it
io
na
l
se
rv
er
In
ce
nt
iv
e
m
ec
ha
-
ni
sm
Su
pp
or
t
fo
r
m
o-
bi
le
ph
on
e
B
it
To
rr
en
t
[1
]
D
at
a
M
es
h
La
rg
e
St
or
e
Ye
s
N
ee
de
d
Ye
s
N
o
Z
eb
ra
[3
4]
Li
ve
Tr
ee
M
ed
iu
m
(u
p
to
10
0)
St
or
e
Ye
s
N
ee
de
d
N
o
N
o
C
oo
l-
St
re
am
in
g
[1
27
]
Li
ve
M
es
h
La
rg
e
St
or
e
Ye
s
N
ee
de
d
N
o
N
o
2F
as
t[
39
]
D
at
a
St
ar
Sm
al
l
St
or
e
N
o
N
ee
de
d
Ye
s
N
o
C
O
M
B
IN
E
[1
1]
D
at
a
St
ar
Sm
al
l
C
ac
he
N
o
N
ee
de
d
Ye
s
N
o
C
St
re
am
[1
04
]
D
at
a
(w
it
h
ti
m
e
co
ns
tr
ai
nt
)
St
ar
Sm
al
l
C
ac
he
N
o
N
ee
de
d
N
o
D
es
ig
ne
d
M
ic
ro
C
as
t
[5
9]
D
at
a
(w
it
h
ti
m
e
co
ns
tr
ai
nt
)
M
es
h
Sm
al
l
St
or
e
Ye
s
N
ee
de
d
N
o
Im
pl
em
en
te
d
28
CHAPTER 2: CRITICAL LITERATURE SURVEY
2.3 Device discovery
There exist many approaches to peer/collaborator discovery in wired networks from P2P
sharing (Napster and Gnutella) to BitTorrent and BitTorrent-like solutions mentioned in the
previous section. As the communication infrastructure is already established, the challenge
of the discovery in these approaches is locating peers with the requested resource. These
approaches generally use two kinds of methods (centralised and decentralised) to discover
peers. The decentralised P2P methods can be further classified into 1) structured models
such as CAN and Chord, and 2) unstructured models such as Random Graph and Hyper-
grid, thus different searching algorithms for locating resources are applied such as BFS,
k-Random Walk and GAPS [38, 77]. There are also middleware based solutions, such as
Jini [117] and UPnP [10], for service or device discovery, and these middleware approaches
manage devices distributed in the IP network and provide device-to-device networking.
However a peer/collaborator discovery for a mobile environment is actually to discover
nearby devices that may use different RATs (WiFi and Cellular) to access the Internet, and
the existing approaches cannot be applied. In this section, we first analyse the issues for
discovering devices in such environments. As our device discovery is designed for mobile
applications that require a low cost solution with regard to battery and data, we investigate
non-GPS based localisation techniques.
2.3.1 Issues in device discovery for mobile devices
In mobile wireless networks, the development of local RATs (from Bluetooth to WiFi-Direct)
enabled a reasonably straightforward and cost-effective communication among mobile de-
vices. As the wireless networks cannot guarantee communication Quality of Service for
device discovery, one type of the solution is to use collaboration between nearby devices for
delivery of various types of content (such as files and video streaming, etc.) for mobile users
[11, 129, 104]. While in non-mobile networks the functionality of peer discovery is provided
by the infrastructure (protocols and applications) and devices can communicate with each
other, for wireless networks there are two basic challenges for collaboration of mobile de-
vices: 1) a device does not know the existence of collaborators due to the fact that mobile
users often access the Internet via cellular networks or WiFi with the interfaces of the local
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Figure 2.7: GPS and interest based opportunistic networking
RATs disabled for saving energy; 2) the local network is not established for collaboration
even if the devices know about the existence of other devices. Furthermore, the aim of a
device discovery is not only finding potential collaborators, but also to evaluate their suit-
ability for collaboration. The existing solutions have not addressed these challenges well.
For example, COMBINE [11] and ColStream [129] apply similar mechanisms that period-
ically enable the local RAT for a given time period to scan for collaborators and establish
the local network, and then use different approaches to evaluate the collaborators, whereas
CStream [104] assumes the devices always enable their local RAT for collaboration, and does
not evaluate their suitability for collaboration.
Other solutions [121, 73] achieve or improve the discovery by using GPS or the computa-
tional power and the storage of the cloud. For example as shown in Fig. 2.7, [121] uses
the cloud to track the users’ location, and when the same interest is met among a group of
nearby devices, a tethered 802.11 access point (AP) mode network is created for P2P sharing.
However, to track the users’ location, devices have to enable their GPS all the time and syn-
chronise with the cloud when their location changes. Always enabling GPS and frequently
synchronising with the cloud is costly regarding battery power and data exchange [74, 16].
Furthermore, the tethered AP mode requires devices with root access.
The goal of the device discovery in our research is to provide a cloud based framework ad-
dressing the challenges of collaborator discovery across heterogeneous RATs and evaluating
the quality of discovered collaborators in order to recommend the most suitable collabora-
tors. In order to achieve a low cost localisation of collaborators, we investigate the local-
isation solutions using techniques other than GPS, such as WiFi based and sensor based
approaches.
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2.3.2 Non-GPS based localisation techniques
Generally, most of non-GPS based localisation techniques focus on indoor localisation, be-
cause of the poor performance of GPS in such environments. For example, Azizyan et al.
[14] explore logical localisation via ambience fingerprinting, including sound, light and color
sensed by the smartphone’s camera and microphone. By contrast, Liu et al. [75] propose a
peer assisted localisation approach to enhance WiFi fingerprinting based methods that use
the received signal strength of the WiFi APs at a location as the fingerprint, as the existence of
distinct locations with similar fingerprints limits the performance of pure WiFi based meth-
ods [15]. Some of them also demonstrate the feasibility of outdoor WiFi based localisation,
such as [37]. However, the fundamental problem in these solutions is that the fingerprint
maps are required. There is an assumption in these solutions that the map has been pre-
collected or pre-probed in a testing environment (rooms). Furthermore, there is no open
source database for all WiFi APs (public and private) and no algorithms or mechanisms for
collecting, generating and maintaining the fingerprinting maps (as APs may change names
and locations). Therefore, our research uses a different approach to leverage WiFi locali-
sation - locating WiFi APs rather than collecting the fingerprints in different locations as
described in Chapter 3.
2.4 Activity recognition for mobile devices
Due to the fact that the connections among devices with similar mobility patterns are more
stable that those with different mobility patterns, we ingestive the approaches that predict
mobility pattern related to location. For example, these mobility pattern predictions [23, 24]
apply machine learning techniques, such as Markov model, based on users’ trajectories, RAT
beacons or communications patterns to predict users’ mobility patterns/future locations.
However this kind of approaches requires high energy consumption (e.g. GPS) and gath-
ering history data, which is not applicable for our scenario. As our research targets mobile
environments in which collaboration happens among mobile users, we use the recognition
of simple activities (stationary, walking, cycling, in vehicle, etc.) to select users with sim-
ilar mobility pattern rather than connecting and then maintaining an unstable connection
that may break within seconds (such as a stationary user and a user in vehicle). The pow-
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erful, multi-functional smartphones have boosted the market shift from desktop to “thin”
mobile devices, and along with their slim design, they are typically equipped with various
sensors that can sense location, acceleration, orientation and biometric data. These added
capabilities enable activity recognition to be performed directly with data gathered from
the on-board sensors [22], rather than depending on wearable sensors [76, 84] or environ-
ment augmentation [110, 70]. For example, Kwapisz et al. [64] made use of smartphone’s
accelerometer data to recognise five common activities (including walking, jogging). Typical
activity recognition procedures include data collection, feature extraction and training of
classifiers, as a result of these processes a model is produced for detecting meaningful pat-
terns. Various machine learning techniques (e.g., Hidden Markov Model, Support Vector
Machine) have been used to map patterns to the desired activities. There are also hybrid
models [80, 71], which combine multiple simple models to improve recognition accuracy. In
this section, we will focus on work that are closely related to the scope of our research.
2.4.1 Smart environment and wearable sensor based activity recognition
In one of the pioneering work, Bao et al. [17] proposed a method to recognise physical
activities with multiple sensors attached at different positions of a human subject. The
participants were asked to perform daily activities. Sampling data of these activities were
recorded and annotated manually. The authors then extracted features, such as mean, aver-
age and frequency-domain entropy for the training processes. Through the testing of multiple
classifiers, the authors found that Decision Tree performs reasonably well and achieves the
highest accuracy. Since then, other similar approaches with attaching multiple sensors to hu-
man subjects were proposed. For example, Quwaider and Biswas [94] proposed a method
to classify specific movements of a region of the human body. Wang et al. [120] constructed
common models with human knowledge to minimise labelling overhead and improve the
recognition accuracy. As unsupervised and supervised approaches require estimating many
parameters and the manual labelling respectively, Palmes et al. [85] simplified the activity
modelling process by mining the web to extract the most relevant objects. However, this
solution is designed for smart environments, and cannot be applied to activity recognition
based on smartphones. Using application-specific and custom built wearable sensors may
lead to high recognition accuracy [25, 119], however it is obtrusive to the users and cumber-
some to apply in a large scale [86].
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2.4.2 Smartphone based activity recognition
With smartphones spreading rapidly, there is an increasing interest to perform activity recog-
nition using on-board sensors of these smartphones. There are abundance of proposals on
performing activity recognition with smartphones. In one of them, Kwapisz et al. [64] pre-
sented an activity recognition system that uses accelerometer data from 29 participants en-
gaged in physical activities (such as walking, jogging, climbing stairs, sitting and standing) to
recognise activities with a single device in their pocket. They segmented the sensor data
into 10s sampling windows. Features, such as mean, standard deviation, average absolute dif-
ference, average resultant acceleration, time between peaks and binned distribution, were extracted
from the collected data for constructing the model. Multiple predictive models (e.g., deci-
sion tree, logistic regression, multi-layer neural networks) have been explored for activity
recognition. The authors concluded that their solution can recognise walking and jogging
with high accuracy. Unfortunately, walking downstair and upstair are the most difficult ac-
tivities to be distinguished due to their similar patterns in acceleration. Shoaib et al. [107]
explored the role of gyroscope and magnetometer on smartphones for activity recognition.
They experimented on four body positions using seven classifiers while trying to recog-
nise six physical activities. They concluded that accelerometer and gyroscope complement
each other in general, however magnetometer is not so promising due to its dependency
on directions. Dernbach et al. [29] investigated the ability to recognise not only locomotion
activities, but also high level activities, such as cooking and cleaning. In general, the recogni-
tion accuracy using on-board sensors alone is lower than other approaches in which specific
sensors are attached to targeted areas of human body. However, activity recognition using
smartphones is still a promising way to enable some levels of application adaptation and
situation awareness [67].
While there are works on exploring activity recognition using smartphones, other research
focuses on ways to improve recognition accuracy and efficiency. For example, Hemminki et
al. [47] proposed a method to eliminate the influence of gravity (vertical acceleration), while
maintaining high accuracy on recognizing horizontal acceleration. They confirmed that the
method improves the accuracy of recognizing modes of transportation by 20%. Maekawa et
al. [79] proposed the idea of finding a model for recognition based on the similarity in user
profiles, rather than constructing specific model for individual users. The idea is to minimise
the complexity in data collection and training processes. Also, it encourages model reuse.
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On a similar idea, Cvetkovic et al. [28] proposed the idea of a general classifier for users
that are alike. Then, individual differences are incorporated to be the user-specific classi-
fier. There are also approaches focused on energy efficiency. Gordon et al. [41] proposed a
predictive method to activate subset of sensors based on the likelihood of future activities.
Yan et al. [124] proposed an approach to dynamically adjust the sampling rate and classify
features in realtime to balance the trade off between accuracy and energy consumption. In
[126], Zappi et al. proposed to balance the trade-off between accuracy and power consump-
tion by dynamically selecting the best set of sensors that have the discriminative power to
meet the desired minimum recognition accuracy. Whereas in [58], Keally et al. developed
a method to choose a subset of the sensors for activity classification in order to save energy
and minimise training overhead. They put a constraint so that no two selected sensors have
a correlation coefficient that is greater than or equal to a pre-defined threshold, the basic
idea is that sensors with zero-decision-correlation tend to achieve higher recognition accuracy
than otherwise. The authors of [55] proposed an energy-efficient context monitoring frame-
work, in which only a subset of the context sources are needed to be monitored. Ju et al.
[52] proposed an efficient dataflow execution method for mobile context monitoring appli-
cation. The observation is that multiple applications running on the mobile devices may
consume the same context, and then energy can be saved if the context could be processed
uniformly and provided to multiple application through a middleware. In these solutions
that improve energy efficiency, there are generally two ways - using a subset of sensors and
adjusting the sampling rate. However, on-board sensors of smartphones are limited, such
as accelerometer and gyroscope etc., using a subset of the sensors may not be able to achieve
a reasonable accuracy. Furthermore, to guarantee the accuracy, a minimum sampling rate
is required, and it also depends on the frequency of recognition updates required by the
application. Thus, a basic amount of energy cost is inevitable.
Although a substantial amount of research has been carried out on activity recognition on
mobile devices, there was no activity recognition service available for Android application
developers before the Google Activity Recognition (AR) service. This service has the poten-
tial to revolutionise the development of mobile applications that offer better user experience.
Section 4.2 provides insights of the service regarding its accuracy, latency and complexity.
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2.5 Bandwidth estimation for cellular networks
Bandwidth is one of the most important factors affecting video streaming, and bandwidth
estimation in various networks is an active research area and there exist methods for band-
width estimation such as [103, 92]. The state-of-the-art approaches [49, 125, 116, 60] aim
to achieve accurate bandwidth estimation by passively monitoring the cross-layer protocol
information. For example, in [49] the authors use the MAC layer frame transmission statis-
tics and the timing model as defined in the IEEE 802.11 standards to estimate the required
transmission time for a frame. From that, the achievable bandwidth of a wireless link can be
computed. These approaches require access to the lower protocol layers to make bandwidth
estimation. However, in mobile phones access to the lower layer protocol information is
limited by the employed framework (SDK). In this section we discuss various approaches to
bandwidth estimation and focus the discussion on methods suitable for cellular connections.
2.5.1 Packet probing
The first set of approaches for estimating the achievable bandwidth, for the path from A to
B as shown in Fig. 2.8, is by sending back-to-back probing packets from its source to its
destination and measuring the packet arrival delay at the destination; then the achievable
bandwidth Bachievable can be computed as
Bachievable =
Spacket
Tout − Tin (2.5.1)
where Spacket is the size of the packet, Tout is the time delay between the two consecutive
packets at the receiver, while Tin is the delay at the sender when the two packets are not sent
back-to-back. Some approaches assume that packets are sent back-to-back, therefore Tin is 0
in these cases.
Packet pair probing [66] is among the most well known approaches. As the name suggests,
this approach requires: i) the sender to send a pair of equally-sized packets back-to-back
to the receiver, ii) the receiver measures the time delay as aforementioned, and iii) then the
receiver can compute the achievable bandwidth from the sender to the receiver as described
in Eqn. (2.5.1).
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Figure 2.8: General concept of packet probing
Strauss et al. [112] proposed Spruce, which uses similar idea of Packet Pair for estimating
the achievable bandwidth by Eqn. (2.5.2). Spruce considers cross-traffic, therefore assumes
packets are not exactly sent back-to-back and defines an initial time delay Tin to capture this
delay. To compute the achievable bandwidth Bachievable, Spruce uses
Bachievable = Cpath ∗ (1− Tout − TinTin ) (2.5.2)
where C is the theoretical capacity and it is known prior and Tout is the time delay of con-
secutive packets measured at the receiver.
To improve the granularity of the measurements, later approaches (Pathrate [36] and Cprobe
[65]) use multiple packets instead of a pair of packets. There are approaches also known
as SLoPS (Self-Loading Periodic Streams) and PRM (Probe Rate Model), which require the
sender to send a number of equally-sized packets to the receiver at a certain packet send-
ing rate and the receiver to measure the variations in one-way delays of the probing pack-
ets. From that it can compute the achievable bandwidth. Examples of such approach are
Pathchirp [99], Pathload [51] and IGI [48].
In general, the packet probing technique has the advantage of separating the downlink and
uplink bandwidth, but these approaches require software components to be installed on
both end of the path, for example to measure the packet time delay or to send back-to-back
packets. In networks where control on the receiver is prohibited, this technique is not very
practical.
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2.5.2 Packet’s round-trip-time
Another popular technique for estimating the available bandwidth is through the use of
packet round-trip-time (RTT). It is also known as the Variable Packet Size probing (VPS) [92].
This technique tries to measure the RTT of packets. By using ICMP packets, this method
measures the time it takes for the ping request packet to traverse a routing path from the
sender to the receiver and the ping reply to get back to the sender, including delay to send
the reply at the receiver. As packet’s RTT includes the time for both uplink and downlink,
to compute either direction a general assumption is that the link is symmetrical. Therefore,
the time required for a packet to traverse from the sender to the receiver is roughly half of
the RTT. One example of this technique is Pathchar [50]. If packets’ RTT can be measured,
the achievable bandwidth Bachievable can be computed as
Bachievable =
Spacket
RTT + β
(2.5.3)
where β is the propagation delay (which is constant, but different for different wireless
medium), and Spacket is the packet size. Similar to the packet probing technique are ap-
proaches (e.g., [103]) that use multiple ICMP packets of increasing sizes to approximate the
capacity (or the maximum achievable bandwidth in the perfect network conditions) of the
path. By using multiple packets, the assumption is that at least one or a few packets will
not encounter any queuing delay or encounter the minimum delay. Fig. 2.9 shows the pro-
portional relation between packet size and RTT. Thus, the slope through linear interpolation
using the set of measured RTT points is the achievable bandwidth. The capacity of the path
is the slope of the line if we can measure the minimum packets’ RTT.
The advantage of this technique is that it only requires the software component to be in-
stalled on the sender, but it fails to distinguish the difference between uplink and downlink.
Also, it sends multiple packets of different sizes in the hope to probe the RTT without impact
by cross traffic.
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Figure 2.9: RTT measurements
2.5.3 Download based
Another commonly used technique for bandwidth estimation is by downloading or upload-
ing a large chunk of data. This technique is also known as Bulk Transfer Capacity [92]. Many
available bandwidth measurement tools (such as Ookla speedtest and Netperf [5]) use this
technique to approximate the achievable bandwidth using the transferred packet/file size
divided by the time it takes for the download or upload. The biggest challenge of this tech-
nique is to find the appropriate packet or file size for the measurement. If the size is too
small, then it only measures the throughput under given offered-load not the maximum
achievable bandwidth of the given path. However, if the size is too large, then it is wasteful
because the measurement is computed at the end of the transfer. This means delay and also
the users need to waste more network quota than necessary.
There exist different techniques for estimating the achievable bandwidth. However, the
discussed solutions fall short in different aspects (such as required access to cross-layer in-
formation or dedicated server support) for the bandwidth estimation application on cellular
networks. In fact, the research which is directly related to measuring the achievable band-
width on cellular networks is very limited [62, 7, 114]. The general conclusion of this work
is that it is very costly (regarding data exchange and server support) to effectively estimate
the achievable bandwidth given the many factors that impact the bandwidth.
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2.5.4 Impacting factors on bandwidth in cellular networks
As the behaviours of bandwidth in cellular networks are different than in wired and wireless
networks, we analyse the main factors that have impact on bandwidth in cellular networks
such as signal strength, mobility, ISP admission control, and handover.
Signal strength: common impression is that the better the 3G signal, the higher bandwidth a
mobile device can get, discussed in [109]. However the certainty of the correlation between
signal strength and bandwidth is doubtable, as cases that contradict this conclusion have
been found in their experiments.
Mobility: it is understood that large signal fluctuation is often caused by mobility of mobile
devices. Chandrasekaran et al. [19] utilise this characteristics and attempt to predict mobil-
ity by changes in signal strength. However their work is based on selected road segments
only.
Admission control and handover: Another impacting factor (controlled by ISPs) is admis-
sion control that balances load and bandwidth reservation. It is related to the current density
of users. [62, 114] give some insights, whereas [91] shows that the bandwidth varies when
handover happens between different generation of RATs (2G and 3G).
In general, it is still not clear what impacts these factors have. To the best of our knowl-
edge, there is no work that shows how these factor impact the bandwidth and bandwidth
estimations.
2.5.5 Discussion
Most of the investigated bandwidth estimation techniques were designed for wired or wire-
less networks computer networks, and send large data creating data and delay overhead,
which is not suitable for cellular networks. In addition, the correlation between bandwidth
and the various factors that can impact on it is not clear. Therefore seeking a feasible band-
width estimation method for cellular networks is important for our research. In this thesis,
we target the network layer and above, due to the limitation of accessing lower protocol
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layers on mobile devices.
2.6 Chapter Summary
In this chapter, the presented literature survey provided a critical overview of the state-of-
the-art in a range of different fields: the evolution from P2P sharing to collaborative stream-
ing (bandwidth aggregation, P2P sharing, BitTorrent/BitTorrent-like systems and collabora-
tive streaming) and research relating to collaborative streaming including device discovery,
activity recognition and bandwidth estimation techniques. In each section of the survey, the
existing approaches were evaluated. The general findings of the survey is that the research
in this area is in its early stages and that the methods used in collaborative streaming of on
demand videos can be improved.
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Cloud assisted Collaborator Discovery
3.1 Introduction
The previous chapter presented a survey of the existing research on collaborative streaming
and pointed out weaknesses of the proposed solutions. From this chapter onward, the de-
tails of our proposed approaches will be demonstrated. This chapter explores the topic of
collaborator discovery for mobile devices across heterogeneous networks (the first step of
collaborative streaming), which addresses the research Challenge1 listed in Chapter 1.
As showed in Chapter 2, existing approaches use P2P sharing [127] or design new meth-
ods for device collaboration [11, 104, 129] in order to deliver various types of content (e.g.
messages, files, video streaming) among devices via the local RATs. There is no generic
device discovery/localisation service for heterogeneous networks. For example, the loca-
tion/mobility management used in cellular networks differs for different telecommunica-
tion companies, and it is used for admission control, load balancing for cell towers and QoS
etc. Although the existing approaches use a hierarchical scheme and centralised servers, the
infrastructure and information are not available to the public and are separate for different
service providers. Furthermore, several important issues are not addressed well by the exist-
ing approaches, including i) how the collaborating devices are discovered in heterogeneous
RATs, ii) how the discovered devices communicate with each other locally, and iii) what kind
of collaborator selection algorithms should be used to select devices that can provide stable
and high quality connectivity and therefore maximise the quality of service provided by
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the application they support. The device discovery is hampered by many devices disabling
their local RATs to save energy. The device discovery protocol should be able to discover
nearby devices even if they are currently communicating using different RATs and be able
to invite them to join the same local RAT for the collaboration task. Finding nearby devices
is reasonably easy using a server that has the locations of all devices reported by their GPS,
and many current approaches for device discovery use this approach. However some de-
vices may not have GPS or switch it off to save battery power. Therefore reducing the use
of GPS is another requirement for a resource efficient collaborator discovery, especially for
mobile devices.
In this chapter, we present a novel cloud assisted collaborator discovery framework across
heterogeneous RATs (CaCDiscovery) with collaborator recommendation for mobile devices.
The reason for integrating a cloud into our design rather than a server is that the cloud
is able to provide high computing and networking capacity (connections from anywhere)
that are essential for our discovery framework. The key contributions of this chapter are
summarised as follows.
• In order to map mobile devices into a coordinate system, we first model the distance re-
lation among mobile devices and APs based on the path loss model, and then propose
a cloud assisted hierarchical virtual map pre-generation algorithm that automatically
maps the APs in the virtual map using the trilateration technique. GPS is incorporated
in this process, but the following discovery is GPS-free.
• Based on the hierarchical virtual map, we develop a mobile-cloud-mobile communica-
tion activation mechanism that finds and activates the devices (accessing the Internet
via various RATs) within the coverage of the initiator. As the hierarchical virtual map
pre-generation algorithm incurs estimation errors when mapping APs and devices into
the virtual map, we configure the activation range to achieve the 100% activation rate.
• We use a multi-criteria collaborator recommendation to evaluate current context of
potential collaborators and select those that have stable and high quality connectivity.
Moreover, we use cryptographic hash functions to protect the confidentiality of users’
identities and geographical locations.
• We implement a proof of concept prototype and evaluate the performance of CaCDis-
covery on Android devices and Google cloud. We quantitatively analyse the data and
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energy consumption.
The structure of this chapter is as follows. Section 3.2 discusses the overall design of CaCDis-
covery, followed by the detailed CaCDiscovery descriptions in Section 3.3. In Section 3.4,
we present a systematic performance evaluation of CaCDiscovery on the Android phones,
Google cloud and in simulation experiments. Section 3.5 concludes this chapter.
3.2 CaCDiscovery: concept and architecture
There are two phases in CaCDiscovery: the mobile-cloud-mobile (MCM) activation that de-
tects and activates nearby collaborators in a multi-RAT environment, and collaborator rec-
ommendation that recommends devices with stable and high quality communication. As
shown in Fig. 3.1, it is a distributed solution with a client on a mobile device. In phase1), ev-
ery device with the mobile-side CaCDiscovery registers with the cloud-side of CACDiscov-
ery (M1). When a user (termed initiator) wants to discover collaborators for an application
that can use collaboration of devices, the initiator device sends a request to the cloud-side
of CaCDiscovery (M2), and then the cloud finds and activates/informs the nearby potential
collaborators that are accessing the Internet via a cellular network or WiFi (M3). The initiator
creates a local wireless network (such as WiFi-Direct) and the activated devices turn on the
local wireless interface and try to scan and join the network. After the local wireless network
is formed, in phase2, the activated devices send their information to the initiator (M4), and
then the mobile-side CaCDiscovery on the initiator device selects, based on multiple criteria,
a set of collaborators with an appropriate communication status. Finally, a temporary local
wireless network between the initiator device and the recommended collaborators is ready
to be used in an application that requires such a collaboration.
Fig. 3.2 presents the CaCDiscovery architecture both for the mobile-side and cloud-side,
respectively. The Registrator on the mobile-side of CaCDiscovery registers in phase1) the
mobile device to the cloud, and also pushes updates to the cloud (M1) when the cell infor-
mation profile pro f ileC (gathered by the Status Monitor) needs to be updated. The update
includes information about the cell, WiFi and mobility. When the collaborator discovery is
needed, the Messenger on the initiator device (i.e., the device initiating discovery of poten-
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Figure 3.1: CaCDiscovery framework and interactions
tial collaborators) sends the discovery request M2 containing pro f ileD and creates the local
wireless network. Based on the received pro f ileD, the Filter in the cloud-side of CaCDiscov-
ery searches the pre-generated hierarchical virtual map (HVM) stored in the Repository to
find devices that are possibly within the coverage of the initiator’s local wireless network
(such as WiFi-Direct), and then the cloud-side Messenger sends these selected devices the M3
activation message in order to prompt them to activate the local RAT. Once these devices re-
ceived the activation message, they activate their local wireless interface and try to scan and
join the network. After the local wireless network is formed, in phase2, the collaborators in
the local wireless network send their status profile pro f ileS inferred by the Status Monitor
in M4. Finally, the Collaborator recommendation recommends appropriate collaborators to the
initiator based on multiple criteria. Details of pro f ileC, pro f ileD and pro f ileS are described
in Subsection 3.3.2.
The CaCDiscovery approach has a number of advantages. The MCM activation discov-
ers devices accessing the Internet via heterogeneous RATs. It uses the pre-generated HVM
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Figure 3.2: CaCDiscovery architecture
of WiFi APs for virtually locating nearby devices. While GPS is used for the HVM pre-
generation, location of potential collaborators does not use GPS and therefore reduces bat-
tery usage. Based on the collaborator recommendation scheme, an appropriate set of col-
laborators is recommended to the initiator. To ensure confidentiality of users’ identities and
locations of collaborating devices, most of the information in the cloud is protected by a
cryptographic hash function. Details of the CaCDiscovery design are presented in the fol-
lowing section.
3.3 CaCDiscovery: design
This section describes a detailed design of the core parts of the CaCDiscovery architecture,
including pre-generation of HVM, MCM activation (phase1), collaborator recommendation
based on multiple criteria (phase2), and privacy and cost consideration.
3.3.1 Pre-generation of HVM
Unlike the WiFi localisation methods described in Chapter 2, our purpose is to find a relative
device location, i.e. whether it is within the coverage of the initiator’s local RAT, not its
exact geographical coordinates. Our approach has been inspired by the method to create
Topology Preserving Maps for wireless sensor networks proposed by Dhanapala et al. [31].
Although the map is presented by virtual coordinates, it preserves the required information,
such as distances in hops, for routing. In our HVM, we measure the distance in meters
and the points are presented in hierarchical 2D virtual coordinates. Pre-generated HVM
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(a) Geographical (b) Virtual
Figure 3.3: Mapping geographical coordinates to virtual coordinates
stores virtual locations of WiFi APs and is used by our discovery framework (using HVM to
discover devices is detailed in the following subsection).
We use the concept of trilateration to pre-generate HVM. If we know the geographical co-
ordinates of three points that are not on a line, and also know their distances from a fourth
point, we can uniquely identify the location of the fourth one. Fig. 3.3 shows the mapping
from geographical coordinates (a) to virtual coordinates (b). In the figure, three mobile de-
vices with GPS are connected to a WiFi AP. We get the devices’ geographical coordinates by
GPS, and therefore the distances between any two of them (a, b, c). The interior angles of
the triangle formed by the three users can be calculated by the law of cosines. And then, we
can put this triangle on a 2D virtual map (measured in metres). If the map is empty, the first
triangle is put at random coordinates, but the coordinates of following points are calculated
based on the distance and angle relation to the previous ones. However, in order to com-
pute the coordinates of the WiFi AP, we need to find the distances between the AP and each
user (d1, d2, d3). Therefore, we apply the free space path loss model [6] to approximate the
distance between AP and each user.
Path loss model
Path loss can be defined as the ratio of the transmitted to received signal power (received
signal strength indicator in dBm, rssi). The equation from the Least Square regression anal-
ysis shows the path loss PL at distance d (between transmitter and receiver, in our context,
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the WiFi AP and user’s device) in the form:
PL(d) = PL(d0) + 10n log10(
d
d0
) (3.3.1)
where PL(d) is the rssi reported by the smartphone, d0 is the reference point at 1m, and n is
known as the path loss exponent. PL(d0) is set to an averaged value we measured (-45dBm),
while n is set to 2.2 [8], as all the WiFi APs providing the hotspots are using the IEEE 802.11
standard at 2.4GHz with the free space assumption. Thus, d can be worked out from Eqn.
3.3.1:
d = 10(
PL(d)−PL(d0)
10n ) (3.3.2)
By knowing d, we can then figure out the coordinates of the AP. The reason we assume the
environment as a free space is that, for example, even if there are obstacles between WiFi AP
and the user’s device causing significant signal fading, it is reasonable to consider it as an
equivalent to the AP being at a further location from the device in the free space. The virtual
coordinates of the APs in the HVM do not represent the real geographical coordinates.
HVM pre-generation algorithm
The number of global WiFi APs is huge, therefore we use a hierarchical tree structure in the
map in order to minimise the localisation time, as shown in Fig. 3.4. The tree from the root to
a leaf is organised as Global→Area code→Cell tower ID→WiFi APs. The area code (includes
Mobile Country Code mcc and Location Area Code lac) and Cell tower ID cid are reported
by a smartphone with an extremely low cost (detailed in Subsection 3.4.5). For example in
Android CellIdentityGsm.getMcc(), CellIdentityGsm.getLac() and CellIdentityGsm.getCid() pro-
vide these information. mcc, lac and cid can uniquely identify an area. The leaf node is a
virtual map (VM) of an area containing all WiFi APs in that area. Note that, as there may be
overlaps of cell towers, the leaves may have the same APs. HVM pre-generation algorithm
has three main steps: preparing data, locating leaf, and generating VM per leaf.
Preparing data: In our method, less information is needed (at least three points) to locate an
AP, compared with the methods mentioned in Chapter 2 in which a large number of WiFi
fingerprints is required. The overall data set D consists of per-point data di, and di includes
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Figure 3.4: Hierarchical virtual map
the coordinates gi, the cell info ci and the list of scanned WiFi APs apsi in which an apk in
apsi includes MAC address mack and averaged rssi rssik of each AP over multiple results.
Therefore, di = [< latitude, longitude >i,< mcc, lac, cid >i, (< mac1, rssi1 >,< mac2, rssi2 >
, ...,< mack, rssik >)i].
Locating leaf : With D, we construct the tree structure according to the ci of each di. Specif-
ically, the parameters d with the same mcc and lac are the child nodes (Area) of the root
(Global), and then the ds sharing the same cid are the child nodes (Cell) of the correspond-
ing Area, and finally D is divided into subsets Dcs as leaf nodes of the tree.
Generating VM per leaf : For each Dc, we compute the virtual coordinates of all APs in the
corresponding Area and Cell and generate VMs for Dcs, using the algorithm shown as the
pseudo code in Algorithm 1.
APSet in line 2 is a group of APs with a set of circles (size 3) used to compute the virtual
coordinates. In line 5 and 6, centre and radius define a circle, and computeCentre() gets
the virtual coordinates of the centre using the law of cosines, and computeRadius() calcu-
lates the radius by Eqn. 3.3.2. Finally, the virtual coordinates of an AP are calculated by
APSet.update() in line 10 if the size of the set of circles is 3, finding the intersection point of
three circles.
However, in our real world experiments, as the radius is an estimated value using the path
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Algorithm 1 VM generation algorithm
1: procedure GENERATEVM(Dc)
2: HashMap APSet
3: for di in Dc do
4: for apj in apsi do
5: centre← computeCentre(gi)
6: radius← computeRadius(apj.rssi)
7: if !APSet.containsKey(apj.mac) then
8: APSet.add(apj, centre, radius)
9: else
10: APSet.update(apj, centre, radius)
11: end if
12: end for
13: end for
14: end procedure
loss model, we noticed three more cases in addition to the ideal case that three circles just
give a single intersection: case1) three circles do not have an intersection, or case2) only two
circles intersect, or case3) the intersection of the three is not a point but an area. Accordingly,
different methods are applied to find the virtual coordinates vc that is close to all three
circles. As for case1 shown in Fig. 3.5, we find the line across the centres of two circles, and
then compute the midpoint (between p1 and p2) of the two intersections between the line
and these two circles with smaller distance to each other (as a line across the centres of two
eccentric-contained or separate circles gives four intersections). After that, the vc of the AP
has been set to the midpoint of p1 and p2. Similarly in case2, we first compute the p1 (for
the eccentric-contained or separate circles), and then calculate the intersection(s) of the two
intersected circles. The vc is set to the midpoint of p1 and the intersection that is closer to the
p1. By contrast, in case3, as any two of the three circles give one or two intersections, there
are overall five or six intersections. Thus, we use the incentre of the triangle formed by the
three intersections (which have the smallest area) as the vc. Note that, this method is also
used to locating devices in the VM in the MCM activation (Subsection 3.3.2). Furthermore,
while the stack of circles is updated continuously, the vc is updated to the midpoint of the
previous result and the new calculation, which helps correct the vc. After the VMs of the
leaves have been generated, the HVM is completely built.
Maintaining HVM: As APs may be turned off or move to other place (mobile APs), a profile
updating message based method is used to maintain the HVM, and it does not incur extra
data cost. Specifically, we check the scanned WiFi list in pro f ileC (the format of pro f ileC is
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Figure 3.5: Example of case1
detailed in the following subsection), and there are four cases. 1) New AP appears: If an
AP in the list has no record in the cloud, which means this is a new AP, it is added into the
HVM using the same method when generating the map. 2) Mobile AP moving to other cell:
If an AP has no record in the current VM but is recorded in another, which means this is a
mobile AP, it is relocated in the current VM and erased from the previous one. 3) Mobile AP
moving within one cell: It is not necessary to check this kind of mobile APs, as in our MCM
activation mechanism, other AP in the scanned WiFi list is used to locate a device when the
trilateration method fails (the distance between the intersections is over a threshold that is
set to errmax described in the following subsection). 4) APs offline: It is not necessary to
check the APs that have been turned off, as the offline status may be temporary and these
APs are not used to locate collaborators (not in the scanned WiFi list).
Although the overall algorithm complexity is O(n3), it can be performed offline. Currently,
our VM is a 2D coordinate system, but it can be modified to a 3D coordinate system to han-
dle multi-level scenarios. We assume that WiFi APs share the same finite coverage, which is
reasonably true, as the capacity of APs using the IEEE 802.11 standards is similar. The cov-
erage of a hotspot can be extended by placing multiple repeaters [32], and our experiments
have also proved this. For example, in the CBD of Brisbane, the public free WiFi hotspots
provided by the government or some service providers are using multiple APs with dif-
ferent MAC addresses and the same SSIDs (e.g. “BCC CBD - South Bank Free WiFi" and
“Telstra Air"). Furthermore, we incorporate GPS to generate HVM, but once we have the
pre-generated HVM, the MCM activation mechanism (the functionality that applications
will use) is completely GPS-free.
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3.3.2 MCM activation mechanism
The MCM activation mechanism is invoked by the initiator request for collaborators. Its role
is to find devices in the pre-generated HVM that match the initiator’s pro f ileD.
Registration (updating device profiles on cloud)
When the mobility status change is detected, devices that installed the mobile-side CaCDis-
covery register their current profile pro f ileC with the cloud. The pro f ileC contains the
device identity (id using the MAC address of the device by WifiInfo.getMacAddress()), mo-
bility status mobi, cell info c and a list of scanned WiFi APs aps, thus pro f ileC = [id,<
mcc, lac, cid >, mobi, (< mac1, rssi1 >,< mac2, rssi2 >, ...,< mack, rssik >)]. When a user
is stationary, pro f ileC would not change much, whereas when the user travels in a vehicle,
pro f ileC changes even in a short time period. Therefore, in our approach, the registration
update is triggered only by four conditions (the change of c or mobi, or two timers with
intervals of 100s and 10s, for MobilityLow and MobilityHigh, respectively) rather than scan-
ning collaborators periodically [11, 104] or updating when GPS location changes [121]. To
detect a change in the mobility status we use ARshell+ - our low cost activity recognition
method that is an extension of the Google AR service (described in Chapter 4). In ARshell+,
five classes of activities can be recognised (Stationary, Walking, Running, Cycling and In vehi-
cle), and CaCDiscovery classifies them into three (Stationary, MobilityLow and MobilityHigh).
In CaCDiscovery, Stationary is the same activity Stationary as reported by ARshell+, and
MobilityLow represents Walking, and MobilityHigh includes for Running, Cycling and In ve-
hicle. Furthermore, the reason of setting the timers to 100s and 10s is that it is the time
to travel roughly a radius of an AP (around 130m) with 5km/h (average human walking
speed) for MobilityLow or 50km/h (general urban speed limit) for the fastest one (In vehicle)
in MobilityHigh. The pro f ileC is stored in the cloud repository RC. Note that most of the
information stored in the cloud repository is hashed (as described in Subsection 3.3.4).
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Activation
When a device (initiator) requires collaborator discovery, it sends its pro f ileD to the cloud.
It includes one more field than pro f ileC - a number of collaborators num that indicates how
many collaborators are required by the application (an estimated value). Upon receiving
pro f ileD, the cloud begins the collaborator activation process.
The cloud first checks the c field in the pro f ileD to find to which leaf in the HVM the initiator
belongs, and then a straightforward heuristic is applied for two scenarios. i) The aps in the
pro f ileD contains less than three entries, which means we cannot exactly locate the initiator
in the VM. In this case, the initiator is possibly in a rural area or on a highway where few APs
are deployed, and a mobility filter is applied (Algorithm 2) in order to find devices from all
the registered devices of that VM that have mobility similar to the initiator’s mobility. After
that, we activate all the devices in R′C selected by the mobility filter by sending them M3 with
the name of the local wireless network created by the initiator. We consider that MobilityHigh
and the other two are mutually exclusive, for example, the connection between a stationary
user and one in a vehicle could only lasts for a very short time (few seconds). Thus we
only activate the users with similar mobility pattern. ii) The aps in the pro f ileD contains
more than two entries, which means we can exactly locate the initiator in the VM and the
initiator is possibly in an urban or suburban area. Similarly to i), the mobility filter is applied,
after that, we calculate the virtual coordinates of the initiator and each device in R′C (using
the trilateration method of locating APs in the VM described in the previous subsection)
and compute the distance between them. Finally, the devices within the coverage of the
initiator’s local RAT R are selected to further scale down to the number of collaborators
needed by the application. R is calculated by the equation below:
R = rideal + 2errmax (3.3.3)
where rideal is the ideal coverage of local RAT. Currently we target WiFi-P2P for Android,
and WiFi-P2P1 complies with the WiFi Alliance’s WiFi DirectTM certification program, thus
rideal is set to 100m. As a path loss model is used when locating a device in VM, and it
may have an estimation error, we added twice the maximum error errmax to R in order to
discover all potential collaborators even in the worst case that both the initiator and the
1http://developer.android.com/guide/topics/connectivity/wifip2p.html
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device are located in the VM, with errmax each. errmax is set to 35m, detailed in Subsection
3.4.3. Then the cloud activates the top pro f ileD.num devices with the closest distance to
the initiator. Note that, M1 and M2 are unicasts, and M3 is a multicast. The devices that
receive M3 activate their local wireless interface and try to scan and join the network with
the name provided in M3. When the devices join the local wireless network, the collaborator
recommendation (phase2) starts to find the most suitable collaborators (as described in the
following subsection).
Algorithm 2 Mobility filter
procedure MOBILITYFILTER(pro f ileD, RC)
2: R′C = RC
if pro f ileD.mobi == MobilityHigh then
4: for pro f ileCi in RC do
if pro f ileCi .mobi! = MobilityHigh then
6: R′C.remove(pro f ileCi)
end if
8: end for
else
10: for pro f ileCi in RC do
if pro f ileCi .mobi == MobilityHigh then
12: R′C.remove(pro f ileCi)
end if
14: end for
end if
16: return R′C
end procedure
In the local wireless network we use the master-slave model, in which the initiator creates
the network and has the full control of it. Collaborators can quit the network if they move
out of initiator’s coverage or are no longer available for collaboration. The cloud caches
alive initiators, if new devices enter initiators’ coverage and the number of the previously
activated devices is insufficient, they will be activated by the cloud and will try to join the
network. When collaboration is no longer needed, the network is dismissed by initiator and
the initiator informs the cloud that the collaboration is finished.
3.3.3 Collaborator recommendation
In phase2, we use a multiple criteria recommendation scheme to recommend the collab-
orators with stable and high quality connectivity. Specifically, the devices send M4 with
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their current pro f ileS to the initiator. Currently, we consider three criteria that meet the
requirements of various collaborating applications such as [11, 104, 129]: mobility status,
bandwidth to the Internet bw, and distance to the initiator. mobi is the currently-reported
activity, bw is estimated by the low cost method that we developed (described in Chapter
5), and d is recomputed using Eqn. 3.3.2 according to the current rssi of the local wireless
network. A score s is calculated for each collaborator:
s = αI(mobi) + (1− α)( bw− bwmin
bwmax − bwmin +
d− dmax
dmin − dmax ) (3.3.4)
where α is a configurable weight (set to 0.5 for putting more weight on mobility), and can
be adjusted to the application needs. I(mobi) is an indicator function. If pro f ileS.mobi is
equal to pro f ileD.mobi, I(mobi) is 1, otherwise 0. bwmin, dmin and bwmax, dmax are the corre-
sponding minimum and maximum values in the received pro f ileSs to normalise bw and d,
and are used to normalise bw and d. Note that, these recommendation criteria can be modi-
fied to add other criteria and weighting factors required by particular applications. Finally,
collaborator recommendation sorts the collaborators in descending order of s.
3.3.4 Privacy: confidentiality of users’ identities and locations
User privacy is an important issue for collaborator discovery, as the users’ identities, lo-
cations and even trajectories are exposed to the cloud server such as [121] tracking users’
geographical location all the time. In CaCDiscovery, these sensitive information have been
protected by cryptographic hash functions:
• Location - the HVM: Although the HVM is a virtual coordinate system, it can di-
rectly show the cell that users are located. Since CaCDiscovery is designed to discover
nearby collaborators, the cloud does not care users’ actual locations. To protect users’
locations, we naturally hide the information using hash functions at each layer in the
HVM, including area code (mcc and lac), cell ID (cid) and MAC address of APs (mac).
• Identity: In design level, CaCDiscovery only requires the MAC addresses of users’
devices (mac), which minimises the identity information that has to be exchanged, and
we hash the MAC addresses of users’ devices.
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All the aforementioned sensitive fields such as mcc, lac, cid and mac are protected by the
hash functions, and only the numeric fields that require further arithmetical computation
such rssi and mobi are sent as plain text. Therefore, both the cloud-side and mobile-side of
CaCDiscovery operates on hashed information and does not know the users’ identities and
their geographical locations.
3.4 Evaluation
In this section, we present the CaCDiscovery performance evaluation on actual Android
devices and the Google cloud.
3.4.1 Evaluation setup and proof of concept prototype for collaborator
discovery
To perform a systematic evaluation of CaCDiscovery, we gathered data using Android phones
from several areas in Brisbane, Australia, for the HVM pre-generation and then generated
the HVM using a laptop. Using the pre-generated HVM we implemented a proof of concept
prototype on Android phones and the Google cloud. This prototype was used for validation
of CaCDiscovery and had the following setup:
• HVM pre-generation: the pre-generation was carried out on a laptop with Intel Core
i5-3210M processor and 6GB of RAM, running Ubuntu,
• Mobile-side CaCDiscovery: the mobile side app was installed on Android phones
(HTC Desire C with 600MHz processor and 512MB memory, Samsung Galaxy Nexus
with 1.2GHz dual-core processor and 1GB memory, and Samsung NOTE II with 1.6GHz
quad-core processor and 2GB memory); these devices represent three distinctive classes
of device capability,
• Cloud-side CaCDiscovery: the cloud side backend supporting the app was deployed
to the Google Cloud2,
2https://cloud.google.com/
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Table 3.1: Example of the hashed MAC addresses of APs using MD5
Original MAC MD5 results
00:60:64:b9:42:3f 8915f31ea73202b2c218d4e3118d3c79
30:91:8f:2a:43:5b 1f8c8bcfed7f947e570bd0f15b24a13c
f4:dc:f9:22:3e:54 aba1fdbc1d5659007109566a5fd63be7
Table 3.2: Example of the hashed MAC addresses of users’ devices using Salted-MD5
Original MAC Salt Salted-MD5 results
a0:0b:ba:e6:a0:15 b119597d32214f199dcc40ebd0763b30 31643a7371a2b29111800e7b3a2fbf2c
a0:0b:ba:a3:27:e5 4978eae1404739e883344d7111f2afba d885ab2634a3da12b032cea3abeabcf1
18:87:96:5c:fd:17 c48d0d6504171d55f5fb279ae21dd14d 6d503f341ba2cb72246cfdd588cfc804
• Cloud repository: HVM was stored in the Google Cloud Datastore3.
To ensure the confidentiality of users’ identities and locations, in the prototype we apply
the widely-used hash functions: MD5 [101] and the Salted-MD5 (using a salt that is random
data as an additional input to the MD5 [42]), respectively. Furthermore, the salt is gener-
ated by the Cryptographically Strong Random Number Generator (CSRNG, provided by
java.security.SecureRandom) in each user’s device, and will not be exchanged in any way. In
CaCDiscovery, the salt is regenerated based on an interval (default to a day), and then a reg-
istration message pro f ileC with an extra field (the recomputed hashed MAC address) is sent
to update the cloud. Table 3.1 shows an example of the hashed mac in the HVM by MD5,
the first column is the original MAC addresses while the second shows the hashed results
stored in the cloud. By contrast, Table 3.2 shows an example of the hashed mac by Salted-
MD5. The first column is the original MAC addresses, the second is the salt generated by
the CSRNG, and the last is the results produced by the Salted-MD5.
3.4.2 Pre-generation of HVM
To test the HVM pre-generation algorithm, we collected required data in the Brisbane CBD
and several suburban areas using Android devices as described in Subsection 3.3.1, and then
3https://cloud.google.com/products/cloud-datastore/
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Figure 3.6: Example of a street mapped into a VM
fed the data into the algorithm to generate the HVM. The algorithm correctly calculated the
virtual coordinates of WiFi APs, and Fig. 3.6 shows a visualised example of the generated
VM (a street in CBD mapped into a VM).
3.4.3 MCM activation mechanism
The goal of phase1 of CaCDiscovery is to find and activate collaborators that are using dif-
ferent RATs and are located within the coverage of the initiator’s local wireless network
(WiFi-Direct). Therefore, we tested the collaborator discovery by the CaCDiscovery pro-
totype on Android phones. In the areas for which HVM was pre-generated, the prototype
successfully discovered devices within the coverage of the initiator. We evaluated this MCM
activation mechanism from two aspects: activation delay and discovery accuracy.
The activation delay is affected by two factors: the network situation and the performance
of the cloud. We quantified the overall activation time Tactivation by:
Tactivation = tMC + tsearch + tqueue + tCM
where tMC is the time to deliver the initiator’s request to the cloud, tsearch is the time that the
cloud searches its repository, tqueue is the time that the activation messages (to the selected
devices) have been queued in the cloud, and tCM is the time to deliver activation messages
from the cloud to the devices. As the Google Cloud Datastore is designed to support big
data and big queries, tsearch is at the millisecond level, while as the queuing policy of the
Google Cloud is provided and managed by Google4, we cannot test the tqueue. Furthermore,
4http://developer.android.com/google/gcm/adv.html
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the tMC and tCM are determined by the network situation, such as the RATs accessing the
Internet (cellular or WiFi) and network payload etc. [128]. Therefore, we conducted a set
of experiments evaluating Tactivation from the time the initiator sent a request to the time the
devices being activated. Out of over a hundred of experiments, the average activation time
(around 1600ms) is acceptable for device discovery.
Finding devices within the initiator’s coverage requires locating them in the VM. We evalu-
ated the localisation error to evaluate the discovery accuracy. As the rssi of APs is used to
estimate the location of devices in the VM, and the virtual coordinates of these APs are com-
puted using the collected data (GPS data in HVM pre-generation), the calculated distance is
based on the path loss model that causes the estimation error. Therefore, we first compute
the virtual coordinates of known geographical coordinates (vcbenchmark) as the benchmark
and the estimated virtual coordinates using rssi (vcestimation), and then we calculate the dis-
tance between vcbenchmark and vcestimation, which is the localisation error. Fig. 3.7 shows the
Cumulative Distribution Function (CDF) of the localisation error. We can see that the er-
ror of almost 90% of the vcestimation is under 25m. The reason that the errmax in Eqn. 3.3.3
(Subsection 3.3.2) is set to 35m is that tolerating the error of 35m can cover over 95% of the
devices, which then allows CaCDiscovery to detect almost all potential collaborators. Al-
though the localisation accuracy of our method cannot achieve a competitive level of GPS
(a pseudorange accuracy of 7.8 meters at the 95% confidence level [2]), our purpose is not to
locate each device but to find the collaborators within the coverage of a initiator. The MCM
activation mechanism can achieve the 100% activation rate by configuring R. Activation rate
is calculated by dividing the number of the activated devices within the initiator’s coverage
by the number of all devices within the initiator’s coverage.
Furthermore, we tested the coverage of the local wireless network (Personal hotspot and
WiFi-Direct) created by the Android devices. Fig. 3.8 is an example of signal fading plotted
by multiple experiments, tested in a suburban football field with no obstacle between two
devices. We can see that the fading curve matches the path loss model, but the coverage
is not as far as we expected - 160 feet (around 50m, as the averaged step length is 0.3m).
However, we still set the rideal in Eqn. 3.3.3 to 100m approaching the ideal value in order to
achieve 100% activation rate.
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Figure 3.7: CDF of localisation error
3.4.4 Collaborator recommendation
The time it takes to calculate the score for each collaborator also determines whether CaCDis-
covery is feasible for real world applications. Therefore, we investigated how the collabo-
rator recommendation algorithm performs on the Android devices. Due to the limitation in
number of the testing devices, we run multiple tests on each testing device (as initiator), and
generate various numbers of pro f ileS with different status, such as mobi and bw, ranging
from 1 to 1000 (to simulate scenarios from travelling in suburbs to staying in a busy shop-
ping mall). Fig. 3.9 depicts the time (as average values and standard deviation) required
by the recommendation algorithm and shows that the algorithm demonstrates very good
performance. For common cases when the number of potential collaborators is below 100,
the required time is less than 10ms. In the worst case when 1000 devices are activated by
MCM activation mechanism, it still takes less than 50ms and 20ms on average for the older
and current generation devices, respectively.
The advantage of CaCDiscovery is that it provides the solution for collaborator discovery
across heterogeneous RATs with low cost regarding battery power and data exchange (eval-
uated in the following subsection), and the collaborator recommendation is able to recom-
mend devices that provide stable and high quality connectivity.
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Figure 3.8: Example of signal fading of WiFi network created by Android devices
Table 3.3: Data type and length of the content fields in M1
Field Type Length (B)
id string 16
mcc + lac string 16
cid string 16
mobi int 1
mack string 16
rssik int 1
3.4.5 Cost analysis: data and energy consumption
Another contribution of the proposed CaCDiscovery is that it reduces the data and energy
consumption. In order to quantitatively evaluate these costs, we calculate the costs of the
best and the worst cases for an example scenario during a time period.
Data consumption
To calculate the overall data consumption, we first compute the size of each message (sent
and received). There are four messages in CaCDiscovery: 1) M1 - registration and update
to the cloud, 2) M2 - request to the cloud, 3) M3 activation to the collaborators, and 4) M4
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Figure 3.9: Execution time of collaborator recommendation
- Choose_Me to the initiator. Note that, we only consider the messages (M1, M2, and M3)
that cost users’ quota when using cellular networks, and M4 is sent via free local wireless
network (WiFi-Direct). Taking M1 as an example, Table 3.3 shows the length of the content
fields in M1: [id,< mcc, lac, cid >, mobi, (< mac1, rssi1 >,< mac2, rssi2 >, ...,< mack, rssik >
)], and k is set to 10 in our current implementation (the top ten APs in the scanned WiFi
list sorted by the rssi in descending order). CaCDiscovery applies Google Cloud Messag-
ing5 GCM for delivering M1, M2, and M3 using the GCM HTTP connection server pro-
tocol licensed under the Apache 2.0 (with the header commonly around 700B). Therefore
the overall size of M1 sizeM1 is sum of the size of the content fields and the packet header:
sizeM1 = 16 + 16 + 16 + 1 + (16 + 1) ∗ 10 + 700 = 919B. Similarly, sizeM2 = 920B, and
sizeM3 = 704B. Finally, the data cost for an initiator dci can be computed as
dci = n1 ∗ sizeM1 + n2 ∗ sizeM2 (3.4.1)
where n1 is the number of M1s that have been sent in the time period, and n2 is the number
of M2s (indicating the number of requests/collaborations in that period). The data cost for
a collaborator dcc can be computed as
dcc = n1 ∗ sizeM1 + n3 ∗ sizeM3 (3.4.2)
5https://developers.google.com/cloud-messaging/
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where n3 is the number of the received M3s (indicating the number of collaborations). For
the example scenario - running the system an hour in which one collaboration has happened
(n2 = n3 = 1), and n1 = 1 for the best case (users are stationary and M1 has been sent once)
while n1 = 360 for the worst case (users are in vehicle and M1 has been sent every 10s).
Therefore the data cost is between the value of the best case and that of the worst: [1.8,
324.0] (KB) for the initiator and [1.6, 323.8] for the collaborator, and it is small.
Energy consumption
As there exist a lot of research, e.g. [74], regarding energy consumption and [96, 16] have
shown the energy consumption of transferring messages via cellular and WiFi networks, we
have not repeated the experiments. Similarly to Eqn. 3.4.1 and 3.4.2, we can calculate the
energy cost for the initiator and the collaborators based on the energy model of wireless data
transfers [96] assuming that the network condition throughout a single transfer is constant.
In CaCDiscovery, as the size of the messages is small and the time for transferring them is
short, the assumption is reasonable. Different from the data cost, transferring M4 needs to be
considered in energy consumption, as well as the energy cost for scanning the WiFi APs (Es)
and reading info (Er). Es and Er have been measured by [16] (0.545J and 0.02J respectively).
Therefore, the energy consumption for the initiator eci can be computed as
eci =n1(Ee + sizeM1 ∗ Etuplink) + n2(Ee + sizeM2 ∗ Etuplink) +
n2
∑
i=1
nci(Ee + sizeM4 ∗ Etdownlink)
+ (n1 + n2)(Es + Er)
where Ee is the energy cost for connection establishment, and Etupload/Etdownload are the energy
per MB transfer for uplink and downlink. n1 and n2 are the same as those in Eqn. 3.4.1,
and nci is the number of received Choose_Me in ith collaboration. By contrast, the energy
consumption for a collaborator ecc can be computed as
ecc =n1(Ee + sizeM1 ∗ Etuplink) + n3(Ee + sizeM3 ∗ Etdownlink) + n3(Ee + sizeM4 ∗ Etuplink)
+ (n1 + n3)(Es + Er)
However, all the energy measurements are device-dependent, thus we use the averaged
values of Etupload and Etdownload measured by [96] for cellular and WiFi networks shown in
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Table 3.4: Averaged values of Etupload and Etdownload for cellular and WiFi networks
Cellular WiFi
Etupload(J/MB) 205 8.5
Etdownload(J/MB) 105 7
Table 3.5: Energy consumption of CaCDiscovery for initiator and collaborator using cellular
and WiFi (J)
Best case Worst case
Initiator Cellular 1.55 269.05
WiFi 1.21 206.75
Collaborator Cellular 1.39 268.83
WiFi 1.15 206.69
Table 3.4. Since we have the same assumption that the phone is always connected to the
cellular or a WiFi network, the Ee for both networks are zero.
Finally, we use the same example scenario to compute data consumption: running the sys-
tem an hour in which one collaboration has happened (n2 = n3 = 1) and ten collaborators
have been activated (nc1 = 10). Since cellular and WiFi networks may be used for sending
or receiving M1, M2 and M3, and WiFi is used for sending or receiving M4, we calculate
the energy consumption for the best and the worst cases correspondingly. From Table 3.5
we can see that the energy consumption of CaCDiscovery is reasonable even in the worst
case (costs around 270J and is similar to the energy for transferring one MB data via cellular
network).
Both the data and energy consumption regarding the functionalities such as activity recogni-
tion and bandwidth estimation are detailed in Chapter 4 and 5 respectively. As CaCDiscov-
ery has been adapted by ColStream, the overall cost regarding the collaborative streaming
system as a whole is described in Chapter 6.
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3.5 Chapter summary
In this chapter we tackled the challenge of i) low cost discovery (without GPS) of nearby
mobile collaborators that are accessing the Internet via different RATs (such as cellular net-
works and WiFi), ii) recommending collaborators that can provide stable and high quality
connectivity, and iii) ensuring privacy of the collaborating entities. A novel cloud assisted
collaborator discovery framework across heterogeneous RATs with collaborator recommen-
dation for mobile devices has been proposed. Such a cost effective discovery of nearby
collaborators not only serves as the prerequisite for the main goal of this thesis - collabo-
rative streaming, but also could be used in a variety of collaborative applications that are
developed for mobile devices.
In the proposed CaCDiscovery, the HVM pre-generation algorithm locates and maps WiFi
APs into a virtual coordinate system for CaCDiscovery. GPS is only used in this pre-generation
process, and this map is built to support the discovery of nearby devices without the use of
their GPS location. The MCM activation mechanism uses the HVM to find nearby potential
collaborators that are using various RATs. Based on the pre-generated HVM, the MCM ac-
tivation mechanism calculates virtual locations of devices and therefore can find out which
devices are in the proximity of the initiator. After that a group of devices are activated
and asked to join a local RAT created by the initiator. Finally the multi-criteria collaborator
recommendation scheme recommends collaborators that provide stable and high quality
connectivity.
To the best of our knowledge, CaCDiscovery is the first collaborator discovery framework
that i) effectively discovers collaborators across heterogeneous RATs and connects them into
a local wireless network, ii) recommends collaborators with appropriate communication sta-
tus, iii) protects the confidentiality of users’ identities and locations, and iv) reduces battery
usage and data exchange. The recommendation algorithm can also be modified to support
applications that require finding nearby devices with particular features or capacity. In ad-
dition, HVM provides a solution of a device localisation problem without using GPS, and
therefore provides an alternative way of finding approximate distances between devices.
In order to demonstrate the effectiveness and feasibility of CaCDiscovery, we implemented
a proof of concept prototype that incorporates the designed functionalities working on An-
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droid devices and the Google cloud. Finally, performance analysis and experiments have
been carried out to complete a systematic evaluation of CaCDiscovery.
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Android Activity Recognition Service
4.1 Introduction
In Chapter 2 we analysed the issue in the existing solutions for collaborative streaming that
the connection between the initiator and the collaborators may drop when moving out of
WiFi or Bluetooth communication range caused by mobility. In addition, in the previous
chapter we presented a cloud assisted collaborator discovery to discover collaborators that
are able to provide stable and high quality connectivity, in which the functionality of activ-
ity recognition is required. Thus in this Chapter, we address the research Challenge3 listed in
Chapter 1 and present a systematic evaluation of Google activity recognition service that is
the only publicly-available service in the market for Android devices. Through our experi-
ments, we identified scenarios in which its recognition accuracy was barely acceptable. We
analyse the cause of the inaccuracy and develop four practical and light-weight solutions
for Android devices to significantly improve the recognition accuracy and efficiency.
The main contributions presented in this chapter are summarised as follows:
• We systematically evaluate the Google AR service, and identify the scenarios in which
the Google AR service performs poorly such as stationary and cycling.
• We propose ARshell that applies a Markov smoother on the Google AR service and
improves by 15.2% the overall recognition accuracy compared with the Google AR
service. As an empirical threshold is required to be configured in ARshell, we apply a
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Hidden Markov Model to avoid configuring the threshold and improve by 1.2% of the
overall recognition accuracy.
• As both the Google AR service and ARshell show limited accuracy on recognising
stationary, we propose ARsignal that uses Support Vector Machine (SVM) to recognise
activity based on cellular signal strength, and it shows a strong discriminative power
on classifying stationary class (83% of the recognition accuracy on stationary).
• By integrating ARshell and ARsignal, we propose ARshell+ that significantly improves
by 21.2%, the recognition accuracy (from 69.8% to 91%).
• We demonstrate a systematic cost analysis of our proposed solutions, regarding CPU
usage, memory occupancy, and power consumption. We implement a proof of con-
cept prototype of ARshell+, and open-source an API that provides accurate activity
recognition and simplified programming for Android developers.
This chapter is organised as follows. Section 4.2 describes evaluations of the Google AR
service. This is followed by our proposed solutions and their evaluation in Section 4.3. We
develop a proof of concept prototype, and conduct experiments to analyse the cost in terms
of CPU load, memory usage and power consumption in Section 4.4. Section 4.5 concludes
this chapter.
4.2 Evaluation of Google AR Service
The accuracy of recognition depends greatly on how developers handle each step in the typ-
ical activity recognition procedures such as data collection, feature extraction and training
classifiers. The skills for conducting these complex procedures are often not a must have for
most mobile application developers. To ease the development of mobile applications that
need the activity recognition feature, Google released its Android activity recognition (AR)
services in 2013. Through the service API, developers can request recognition results based
on an interval, much like the Android location service. Initially, four types of activities were
supported: Stationary, On Foot, Cycling, In Vehicle and Unknown. In the 2014 update, three
more activities were added: Walking, Running and Tilting. According to the documenta-
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tions1, this AR service makes use of low-power, on-board sensors to recognise user’s ac-
tivity with efficient energy consumption. Through the service API, developers can support
activity recognition in their applications, without dealing with complex pattern analysis of
sensor data. According to the documentation, the AR service is bundled together with the
location services and is part of the Google Play services APK. However, our experiment re-
sults (when we remove SIM card and disable WiFi and GPS) suggest that the AR service
performs activity recognition based on readings from the on-board sensors, for example,
accelerometer, gyroscope and compass. In an attempt to study this service, we discovered
an inaccuracy that has significant impact on a large number of mobile applications if they
depend on this service to trigger certain application behaviours or adaptation.
To access the AR service, a mobile application must be granted with a special permission2.
To receive updates on recognised activities, applications define a callback function and spec-
ify an interval for receiving updates of recognised activity. The intention of this update
interval is to provide developers the control of freshness of measurements and power con-
sumption. Also, the Android OS uses this interval to optimise efficiency by merging queries
from different applications. When time is up, the system will trigger the callback function
with the last recognised activity. In addition to the activity update logic, mobile applications
define methods for starting and stopping the service and error handling. We perform our
evaluations using a demo code provided, with an additional code for recording measure-
ments.
4.2.1 Experimental setup
All of the experiments are carried out on actual Android devices. The details of a setup are
as follows:
• Android devices: HTC Desire C with 600Mhz processor and 512MB memory, Sam-
sung Galaxy Nexus with 1.2GHZ dual-core processor and 1GB memory, and Samsung
NOTE II with 1.6Ghz quad-core processor and 2GB memory. These devices represent
three distinctive classes of device capability,
1http://developer.android.com/training/location/activity-recognition.html
2com.google.android.gms.permission.ACTIVITY_RECOGNITION
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• Experiment duration: the experiments were carried out over one month period, and
over six thousand minutes of data have been collected using the aforementioned de-
vices in various scenarios (Stationary, Walking, Running, Cycling, and In Vehicle). Note
that the collected data has also been used for the comparison studies on different
schemes in Section 4.3. As for Tilting, it measures the relative change in gravity and is
an instantaneous motion appearing in our measurement results as outlier. Therefore,
we treat Tilting as noise in our experiments. Every the experimental data was recorded
with a label annotated by a human (as the ground truth). We sampled the data pro-
duced by the Google AR service every second, and we collected data for two hours for
each activity.
4.2.2 Delay
The update interval parameter is designed to be a trade-off to balance between freshness of
the measurement values and power consumption. Developers should choose an appropriate
value according to their application requirements. To better understand the delay character-
istic of the AR service, we conducted experiments to investigate the warm-up time, which is
the delay before the first recognised event from the AR service, and the delay between two
consecutive recognised events reported by the AR service.
Fig. 4.1 shows the Cumulative Distribution Function (CDF) of the two aspects of delay. As
for the warm-up time, we conducted multiple experiments to measure the average warm-
up time and standard deviation. The results are 18.3s and 13.9s, respectively. Furthermore,
Fig. 4.1(a) shows that the warm-up time can be as long as 30s or more in about 10% of our
experiments. Dozens of experiments have been carried out for testing the minimum wait
time from starting the service to receiving the first recognition, and the averaged value of
that is 3s.
Typically, a sampling window is used in most activity recognition, either with fixed window
size or dynamic size [63], and pattern matching is applied on the sensor data with respect to
this window. Because of the lack of access to the source code of the AR service, we cannot
determine the exact window size. Rather, we try to measure the time delay between two
consecutive recognised events to approximate the minimum interval software developers
69
CHAPTER 4: ANDROID ACTIVITY RECOGNITION SERVICE
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  5  10  15  20  25  30  35  40
P
r
o
b
a
b
i
l
i
t
y
Warm-up time (s)
(a) Delay before 1st data point
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  5  10  15  20  25  30  35  40
P
r
o
b
a
b
i
l
i
t
y
Delay between recognitions (s)
Overall
Stationary
Walking
In Vehicle
(b) Delay between consecutive data
Figure 4.1: CDF of two aspects of delay
can use for receiving activity updates. We conducted experiments with the interval fixed to
0s (notify whenever update is available), and collected data samples over an hour (roughly
one thousand measurements). In our experiments, regarding the delay between receiving
two consecutive updates over all activities, the absolute minimum delay was around 0.5s.
As shown in Fig. 4.1 (b), slightly over 80% of the overall data samples show a delay less
than 3.5s. Furthermore, the minimal delays below 3.4s are rare cases that happen with the
probability less than 4%. In some extreme cases, the time between two consecutive recogni-
tions can take as long as 37s. To explore the impact of delay on different activities, Fig. 4.1
(b) shows the CDF of delay of three example activities (Stationary, Walking and In Vehicle).
We can see that Walking and In Vehicle show quicker response time than Stationary in around
20% cases.
In another set of experiments, we investigate the relationship between update interval and
accuracy of recognition. According to our results, different interval settings have no affect
on the accuracy. Thus, we use 0s as the update interval for the rest of our experiments.
4.2.3 Accuracy
Accuracy is a direct measure of the usefulness of the recognition algorithm. In this subsec-
tion, we evaluate the performance of the Google AR service with various scenarios. Sim-
ilarly to the most proposed AR solutions, after collecting enough data samples over the
sampling window, the AR service proposes the most probable activity and a list of probable
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Table 4.1: Confusion matrix and Accuracy of Google AR Service
Classified to: Aaggr
S W R F C V U
S 39% 2% 0 6% 0 21% 32% 39%
W 0 75% 4% 6% 0 0 15% 81%
R 0 7% 45% 28% 10% 0 10% 73%
C 0 0 0 0 68% 0 32% 68%
V 3% 0 0 1% 1% 88% 7% 88%
Aavg 69.8%
Note: S - Stationary, W - Walking, R - Running, F - On Foot
C - Cycling, U - Unknown and Tilting
V - In vehicle
activities, each with a confidence value ranging from 1 to 100. That is,
{(amost, cvmost), [(a1, cv1), (a2, cv2), ..., (an, cvn)]}
If an activity amost has confidence value cvmost of 100, it implies absolute certainty of the
activity and the list of probable activities [(a1, cv1), (a2, cv2), ..., (an, cvn)] is null except for
Walking and Running. As these two activities are the sub-activities of On Foot, the cv of one
of these two sub-activities can be 100 if the cv of On Foot is 100. We gathered results from
each activity and collectively presented them in a confusion matrix, as shown in Table 4.1.
In the confusion matrix, the first column contains the names of our labelled activities (or
activity under test). The last column (indicated as Aaggr) is the aggregated accuracy of the
AR service on correctly recognising the activity under test. Columns between the first and
last columns are the distribution of a correct and false classification for each activity. The
label Aavg indicates the overall accuracy across all activities over all experiments.
We computed the accuracy of the AR service by comparing amost with the corresponding
human label activity alabel in a sequence of measurements. Thus, in a sequence of measure-
ments reported by the AR service the aggregated accuracy, Aaggr, for an activity type c ∈ C
is calculated as
Aaggr =
1
N
N
∑
n=1
[amost = alabel] (4.2.1)
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where [amost = alabel] equals to 1 if it is evaluated to true, 0 otherwise. The average accuracy
Aavg across all activity types C is calculated as
Aavg =
1
C
C
∑
c=1
Aaggr (4.2.2)
Stationary
There are two basic forms of the stationary scenarios: i) when a user is sitting or standing still
while holding the device under test in his/her hand or having it in a pocket; and ii) when
the device under test rests on a stationary structure, such as a desk. The latter case achieves
over 99% of accuracy. But it represents scenarios with no movement at all and is slightly
less interesting compared to the former scenario, which achieves 39% of accuracy. As the
AR service achieves reasonable accuracy regarding the latter case, Table 4.1 only shows the
detail of the former case. Unlike traditional on-body sensors [80, 78] which are fixed on
certain body positions, smartphones usually experience small motions when users interact
with them, thus 61% of misclassified activities are distributed across other activities. In our
experiments 32% of activities have been misclassified as Unknown. As mentioned in [107],
the AR service can potentially leverage the accelerometer and the gyroscope to improve the
accuracy. Software developers should be careful about the meaning of being Stationary.
On Foot
In the 2014 update, Google extended the AR service to support recognition of Walking and
Running in addition to On Foot, potentially with additional sensor inputs. Due to the differ-
ent speed and motion when people walk or run, we investigate the accuracy of recognising
these two sub-activities. Data shown in the confusion table confirms our doubt. Other activ-
ities are reported even when users are running at a constant speed. A standard fallback is to
report users being On Foot whenever sensor readings are not distinctive and cannot distin-
guish between the two sub-activities. When running at a lower speed, data reported from
the acceleration is not as significant as for fast-running and is not as modest as for walking.
Therefore, recognising Running is less accurate when compared to Walking. Logically, both
Walking and Running are sub-activities of On Foot. Without inspecting raw sensor data, we
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consider On Foot as a correct recognition for these two sub-activities.
Cycling
As for Cycling, we noticed that around 32% of samples have been misclassified as Tilting.
Tilting reflects that the device angle relative to gravity changed significantly. This often oc-
curs when a device is picked up from a desk or a sitting user stands up when the device is
in a pocket. When cycling on uneven roads, vertical acceleration is typically more signifi-
cant compared to cycling on flat roads. Our experiment results show lower accuracy when
travelling on uneven roads. In these cases, a large percentage of data has been misclassified
as Tilting.
In Vehicle
With regard to In Vehicle, when the vehicle is travelling at a constant speed the recognition
accuracy is around 88%. While the vehicle is travelling slowly, together with stopping pat-
terns, the accuracy falls to 41%. From our experiments, we observe that a total of 59% of
activities are misclassified in activity class rather than being in vehicle; among those, 42%
of activities are reported as Unknown. We conjecture that the poor performance is due to
the rapid changing of activities (e.g., multiple activities occurred in one sampling window).
When this happens the recognition algorithm is not able to distinguish multiple activities,
therefore Unknown is reported.
Transition between activities
After each interval, the AR service reports the list of probable activities, with corresponding
confidence values. We conducted a detailed study on what happens when there is a tran-
sition from one activity to another. Fig. 4.2 shows the confidence values of each class of
activities in the list of the probable activities reported by the AR service, while the bottom
part of the figure presents the index of activities labelled by human. We highlighted the most
probable activity (with the highest confidence) with circles. We noticed that most misclassi-
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Figure 4.2: Experiment on activity transition from In Vehicle to Walking
fications for In Vehicle occur during the time when a bus is stopping or in stationary (VS, e.g.,
in zone1 between a and b). The AR service reports that the user is Stationary. It is logically
correct. However, since the user is still inside the vehicle, it might be more appropriate to
report In Vehicle. In zone2 (between b and c) in which the vehicle mostly moves with normal
speed (VN), we observed a significant increase of Unknown reported by the AR service, due
to the frequent stopping of the vehicle. This is consistent with our results reported in Table
4.1. At the same time, the confidence values of In Vehicle typically drop below 60, which
means a high entropy of the posterior distribution. This is one of the insights that we used
in our improvement of the AR service to smooth the outliers when detecting uncertainties.
In zone3 (between c and d), we observed the transition from In Vehicle to Walking after some
delays. We also observed occasional reporting of Tilting even when a user was walking on
a flat surface road. To summarise, irregular behaviours can have significant impact on the
accuracy of recognition. Heuristics might be added to filter occasional misclassifications
caused by irregular behaviours, to prevent mis-firing of application adaptations.
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4.3 Roadmap to the design of ARshell+
To improve the recognition accuracy, we investigate four post-processing methods to im-
prove the recognition accuracy: i) our first method is ARshell (Activity Recognition Shell)
described in the section below and in [130]. It takes the outputs generated by the Google
AR service and applies a Markov smoother to derive new results. The accuracy of AR-
shell depends on the selection of the activity transition threshold. ii) To avoid specifying
this parameter, we explore the performance of applying Hidden Markov to ARshell, there-
fore, naming it ARshell HMM; iii) ARsignal is a low-cost scheme to recognise activity based
on cellular signal strength; and iv) ARshell+ merges ARshell and ARsignal to improve the
recognition accuracy across all categories.
4.3.1 ARshell
As the Google AR service generates recognition results, ARshell compares these recognised
activities (as the probable activities list sorted by their confidence values) to the previous ac-
tivity generated from ARshell. We apply a Markov smoother to emphasise the temporal re-
lationship embedded in human activities. That is, current activity is more likely to continue
into the next time window than transiting to a new one, unless new observations strongly
suggest (with high confidence value) a different class of activity. This temporal character-
istic of human behaviour has been justified for smoothing time slice sequences in previous
work. For example, in [123] the authors use the characteristic of transition probability when
constructing the dynamic bayesian network for activity recognition.
To explain the algorithm of ARshell, we model the problems concerning transition between
activities as shown in Fig. 4.3. We introduce the following notations:
• yt−1, yt, ... ∈ Y is a list of activities that are generated by ARshell with different times-
tamps.
• xt−1, xt, ... ∈ X is a list of activity datasets that are reported by the AR service with dif-
ferent timestamps. Each x is a list of probable activities with their confidence values,
which is modelled as a tuples list [(ai,j, cvi,j)], where (ai,j, cvi,j) is a probable activity
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Figure 4.3: Modeling of activity transition in ARshell
and its corresponding confidence value. Tuples are sorted according to the descending
order of cv. i is the timestamp, where j indicates the order in the probable activities
list. For example, the AR result xt contains the tuples list of
[(at,1, cvt,1), (at,2, cvt,2), (at,3, cvt,3), ..., (at,n, cvt,n)]. It should be noted that cvt,1 ≥ cvt,2,
and (at,1, cvt,1) is always the most probable activity in the AR service definition. Each
xt−1, xt, ... ∈ X is an input to ARshell for post-processing to determine the correspond-
ing yt−1, yt, ... ∈ Y.
There are four activity transitions that need to be addressed by ARshell: i) from Unknown
to a specific activity; that is, xt−1 → xt where xt−1 is reported as Unknown and xt is reported
as one of the activities; in this case, the most probable activity (at,1, cvt,1) is proposed for yt,
where cvt,1 is the maximum confidence value; ii) from a specific activity to Unknown; that is, in
the same transition xt−1 → xt where yt−1 = xt−1 is reported as a specific activity and xt is
Unknown; in this case, we assume the last historical activity as the current activity yt = yt−1,
with a self-transition probability (θ = 1− ε, where ε is a sufficiently small number [120]); iii)
self-transition: a specific activity continues into next timestamp; that is, in transition xt−1 → xt, if
xt−1 = xt, then yt = xt; and iv) activity switches from one to another.
Whenever there is a transition like case iv), we apply a Markov smoother to the AR service
outputs. From our experiments, we identify that most misclassifications (also considered
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as noises) have confidence values below 60, thus we use a threshold γ (described below)
to determine the transition of activity. As a result, when a transition occurs at timestamp t
for xt, we check the confidence value cvt,1 of the most probable activity (at,1, cvt,1) ∈ xt. If
cvt,1 > γ, at,1 is used as the output of ARshell (yt = at,1). Otherwise, the Markov smoother
backtracks to previous AR service outputs, and finds ∃at−1,k ∈ xt−1 and at,1 = at−1,k. We
compute the cvsum = ∑(cvt,1, cvt−1,k). If cvsum > γ, then we say activity transition occurs
and the new activity should be at,1. Therefore, we have yt = at,1. Otherwise, we say the
confidence value of two consecutive recognitions is not significant enough to determine an
activity transition. In this case, ARshell will output yt = yt−1.
Finding an appropriate threshold γ
To determine an appropriate γ value, we conduct additional experiments to investigate the
impact on recognition accuracy with different γ values. For all γ = (0, .., 100), we generate
a subset of data that has confidence value (as reported by the AR service) above the selected
threshold γ. In other words, the threshold is used as a filter to remove data with a lower
confidence value. We compute the accuracy (reported activity matching the human label)
for each dataset. Fig. 4.4 shows the results of this study. The general observation is that as
we increase the γ value, there will be less data we will consider for recognition. This data
is used by ARshell to determine the output of activity, and has significant impact on the
ARshell performance. For example, if a new data (an activity update) is ignored because
of its confidence value is below γ, then ARshell will assume previous activity continues.
Therefore, we need to determine a γ value at which we are able to maintain good recogni-
tion accuracy and allow large percentage of data to pass through to the recognition stage.
As shown in the figure, the accuracy increases and becomes steady when γ ≥ 60. As an
example, when we compare γ ≥ 60 and γ ≥ 70, the difference in accuracy is not significant,
while the percentage of data produced by the AR service is reduced by around 15%. Hence,
we use γ ≥ 60 as our threshold.
When we correlate the two lines, we make another observation. The percentage of data
generated by the AR service stays at 100% for γ ≤ 30. This indicates that the Google AR
service only generates recognition value when the confidence value is at least 30.
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Figure 4.4: Impact of threshold γ on accuracy and data size.
Accuracy of ARshell
We evaluated ARshell on the three representative classes of Android devices as described
in Section 4.2. The recognition accuracy is presented in Table 4.2. We observed a significant
improvement regarding the accuracy for all the activities, except Stationary. In the scenarios
for evaluating Stationary, we sit down or stand still with the testing devices held in our hands
or in our pockets. The results of the AR service not only shows no temporal pattern, but also
occasional readings from the accelerometer become outliers that cause misclassifications.
It is very difficult to correctly classify these random patterns. In contrast, if we put the
devices on a desk, which implies absolute stationary, we see that the accuracy increases to
close to 100%. This is consistent with our observation in the previous experiments. With
regard to all the other activities, our method is able to leverage the temporal information to
smooth the outliers and achieve higher accuracy. By incorporating the temporal constraints,
ARshell achieves a significant improvement and reduces the total misclassification for the
given example to 2%, as shown in Table 4.2. The overall average accuracy has been improved
from 65% to 85%. The column Adi f f shows the improvement difference of each activity over
the Google AR service. As shown in the table, the accuracy of all activity classes have been
improved.
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Table 4.2: Confusion matrix and Accuracy of ARshell
Classified to: Aaggr Adi f f
S W R F C V U
S 42% 0 11% 0 35% 0 12% 42% ↑3%
W 0 96% 0 0 0 0 4% 96% ↑15%
R 0 0 52% 46% 0 0 2% 98% ↑25%
C 0 0 0 0 92% 0 8% 92% ↑24%
V 2% 0 0 0 0 98% 0 98% ↑10%
Aavg 85%
Note: S - Stationary, W - Walking, R - Running, F - On Foot
C - Cycling, V - In vehicle, U - Unknown and Tilting
Applying HMM to ARshell
To avoid specifying the parameter γ in ARshell, we explore the use of Hidden Markov
Model (HMM) to smooth the results reported by the Google AR service. We call this pro-
posal ARshell HMM. We construct the HMM based on the posterior predictive distribution
of recognition results given by the AR service. In this section we only show the inference pro-
cess of ARshell HMM that obtains the most likely sequence of predictions with the Viterbi
algorithm and we discuss in the Appendix how our proposed solution is mapped to HMM.
We borrow the modelling notations from ARshell. In addition, for time t we maintain a
vector to store the accumulative probability ψt−1,i of time t− 1, and the corresponding ac-
tivity at−1,i; e.g., [(at−1,1,ψt−1,1), ..., (at−1,N,ψt−1,N)], N corresponds to the number of the
supported activities. At time t, we can use dynamic programming to compute ψt,i:
ψt,i = max(ψt−1,j) ∗ θaj−>ai ∗ cvt,i f or i, j = 1, ..., N (4.3.1)
where at time t = 0, ψt−1,i is set to cv0,i. The function max(ψt−1,j) for j = 1, ..., N returns the
highest accumulative probability from time t − 1 [95]. θaj−>ai is the transition probability
from activity aj to ai. In our implementation, θaj−>ai = ε if aj 6= ai and aj, ai 6=Unknown,
otherwise θaj−>ai = 1− ε.
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Table 4.3: Confusion matrix and Accuracy of ARshell HMM
Classified to: Aaggr Adi f f
S W R F C V U
S 22% 0 0 0 0 47% 31% 22% ↓17%
W 0 82% 0 0 0 0 18% 82% ↑1%
R 0 0 36% 58% 0 0 6% 94% ↑21%
C 0 0 0 0 72% 0 28% 72% ↑4%
V 0 0 0 1% 0 86% 13% 86% ↓2%
Aavg 71%
Note: S - Stationary, W - Walking, R - Running, F - On Foot
C - Cycling, V - In vehicle, U - Unknown and Tilting
Finally, the prediction yt (w.r.t. the output of ARshell HMM, as shown in Fig.4.3) at each
time t is the activity at,i with the corresponding maximal vt,i.
yt = at,i s.t. : arg maxi(ψt,i) ∀(at,i,ψt,i), i = 1, ..., N (4.3.2)
Table 4.3 shows the results of ARshell HMM. The accuracy improvement is not as signifi-
cant as ARshell. The accuracies of Stationary and In Vehicle experience a decrease of 17% and
2%, respectively. In contrast to ARshell, which uses a transition threshold and characteristic
to filter invalid activity transition, especially transitions caused by instantaneous recogni-
tion value with high confidence value. In other words, the HMM approach is based on the
statistical results, but ignoring the heuristic that we incorporated in ARshell. For example,
ARshell assumes an activity continues if the AR service provides Unknown, while ARshell
HMM simply returns Unknown.
4.3.2 ARsignal
While developing ARshell and its HMM version, we noticed a significant improvement
in recognition accuracy compared with the Google AR service performance for all sup-
ported activities, except Stationary. Here we are interested in relative Stationary scenarios
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Table 4.4: Comparison of accuracy of different classifiers
SVM ANN Decision Tree Naive Bayes
Precision 0.851 0.826 0.796 0.819
Recall 0.854 0.828 0.79 0.788
F-Measure 0.843 0.824 0.779 0.794
because i) recognising absolute Stationary is very straightforward (in fact the Google AR ser-
vice achieves over 99% accuracy), ii) relative Stationary is very common, but challenging to
be correctly recognised; e.g., playing with your phone when waiting for a bus.
As a result, we explore low-cost and light-weight methods that allow us to distinguish the
relative Stationary from other activity classes. From our research on studying the correlation
between bandwidth and cellular signal strength (described in Chapter 5), we observed that
the absolute signal deviation for Stationary (of both types) is significantly different from
other activity classes.
To construct a suitable model for recognising Stationary, we fed our sampling data to WEKA
[46] and compared four typical machine learning techniques (i.e., SVM, ANN, Decision Tree,
and Naive Bayesian). The results are shown in Table 4.4. Based on these results, we devel-
oped our recognition algorithm using SVM. In our Android implementation, we use the
libSVM library [20] to construct the model and recognition algorithm.
In the training phase, we divide our training data (collected every second) into 15s sampling
windows; that is, the sample data S = (s1, ..., s15). In literature, sampling windows for activ-
ity recognition based on cellular signal strength are usually set to 15s [12]. As demonstrated
in Chapter 5, cellular signals can change dramatically due to many factors. Our experiments
confirm 15s is reasonable sampling window length for this type of activity recognition. The
conventional features depicted in Table 4.5, such as mean s, variance var, standard devia-
tion σ, mean of absolute deviation |D|, and mean cross rate mcr that is the rate of signal
crossovers the mean signal, make up our feature vector Vf eature = {s, var, σ, |D|, mcr}.
To construct the model, we find the hyperplane w · xi + b = 0 that maximizes the margin
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Table 4.5: Feature formulation
Feature Formulation
s 1N ∑
N
i=1 sj
var 1N ∑
N
i=1(si − s)2
σ
√
var
|D| 1N ∑Ni=1 |si − s|
mcr 1N−2 ∑
N−1
i=2 I{(si−1 − s) ∗ (si+1 − s) < 0}
Table 4.6: Confusion matrix and Accuracy of ARsignal
Classified to: Aaggr
Stationary On Foot In Vehicle
Stationary 83% 7% 10% 83%
On Foot 8% 50% 42% 50%
In Vehicle 0 2% 98% 98%
Aavg 77%
between all Vf eature of different classes by optimizing the Quadratic Programming problem:
arg min
w,ξ,b
{1
2
||w||2 + C
n
∑
i=1
ξi}
s.t. : yi(wxi + b) ≥ 1− ξi, ξi ≥ 0
where xi is the Vf eature, w and b adjusts the orientation and the offset of hyperplane. The C
parameter controls over-fitting and tolerance on the degree of false classification ξi for each
sample.
Accuracy of ARsignal
We conduct experiments to evaluate the recognition accuracy for different activity classes.
From the experiment results, we found that ARsignal is only able to recognise Stationary,
On Foot and In Vehicle with accuracy above 50%. Table 4.6 shows the results of these three
activity classes. As also demonstrated in the literature [12], using cellular signal alone fails
to distinguish all the supported activities that we discussed. However, it will be a good
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Figure 4.5: Modelling of activity transition in ARshell+
complementary solution to improve the recognition accuracy for detecting Stationary.
4.3.3 ARshell+
In this subsection, we propose ARshell+, which combines ARshell and ARsignal to improve
the recognition accuracy of the AR service.
Fig. 4.5 shows the processes of ARshell+. When the Google AR service reports a recognition
result xt (that is a list of probable activities) for time t, ARshell applies the Markov model
to smooth the result and generates yt. ARsignal will maintain 15s of cellular signal data in
a moving sampling window, and it generates recognition result zt based on this data. A
verification process checks if zt 6= Stationary, then st = yt. Otherwise, we first find the
< at,i, cvt,i >∈ xt, such that yt = at,i. If the corresponding cvt,i ≥ γ, then the confidence
of this prediction is quite high. As a result, we set st = yt. Otherwise, st = Stationary if
cvt,i < γ.
Regarding Stationary, the Google AR service will not distinguish between absolute and rel-
ative stationary. We investigate this type of activity further by analysing the distribution of
confidence value in a set of experiments. Fig. 4.6 shows the distribution of confidence value
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Figure 4.6: Confidence value distribution of two types of Stationary
for each Stationary type. The results highlight that the confidence value for relative Stationary
is roughly a uniform distribution, while for absolute Stationary almost all confidence values
are concentrated at 100, except three outliers (at cv = 92 and cv = 98). We conjecture that
these outliers are caused by small movement of the table during the experiments. We use
the observation that absolute Stationary typically has confidence value of 100 with very high
probability. We incorporate this heuristic in ARshell+ to distinguish the two types of station-
ary. We conducted a separate set of experiments to confirm the accuracy of this contribution.
From our results, we observe the recognition accuracy of 92.8% for relative stationary and
98.4% for absolute stationary. This process only applies to the result when the AR service
reports Stationary, and it is optional for software developers.
Table 4.7 shows the accuracy of ARshell+. Adi f f column shows the improvement over the
Google AR service. The accuracy of recognising Stationary is not as high as using ARsignal,
due to the misclassifications (with high confidence value) by the Google AR service. How-
ever, it should note that ARshell+ achieve 34% improvement over the Google AR service.
In addition to recognition accuracy, we investigate the response time when an activity tran-
sition happens. This time indicates how fast can ARshell+ recognise a change of the activity.
As discussed in Subsection 4.3.1, the response for the first three types of activity transition
should be immediate. The last type of transition can be analysed in two scenarios: i) the
most probable activity reported by the AR service is with a confidence value over γ, then
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Table 4.7: Confusion matrix and Accuracy of ARshell+
Classified to: Aaggr Adi f f
S W R F C V U
S 73% 0 2% 4 9% 7% 5% 73% ↑34%
W 0 96% 0 0 0 0 4% 96% ↑15%
R 0 0 52% 46% 0 0 2% 98% ↑25%
C 0 0 0 0 92% 0 8% 92% ↑24%
V 2% 0 0 0 0 98% 0 98% ↑10%
Aavg 91%
Note: S - Stationary, W - Walking, R - Running, F - On Foot
C - Cycling, V - In vehicle, U - Unknown and Tilting
U
S
F
W
V
a b c
A
c
t
i
v
i
t
y
Index
Human label
ARshell+
Google AR
Figure 4.7: Example of activity transition
the response should be immediate, and ii) the AR service reports correct recognitions with
the confidence value under γ, and the response time is one delay before receiving another
update (around 3.5s with the probability over 80%, as discussed in Subsection 4.2.2). Fig.
4.7 shows these two examples: i) at Index a, from Stationary to In Vehicle, and ii) at Index b,
from In Vehicle to Walking. The region between Index b-c indicates an absolute delay of six
updates. During this period, the Google AR service was not able to correctly recognise the
sudden change, therefore ARshell+ suffered the delay too. However, ARshell+ reflects the
change once the Google AR service generates a correct recognition.
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Figure 4.8: CDF of CPU usage of different solutions
4.4 Cost analysis: CPU, memory and power consumption
The evaluation results of the proposed solutions confirm the improvement in recognition
accuracy. In this section, we evaluate the efficiency of the proposed solutions, by measuring
the cost (i.e., CPU load, memory, and power consumption) of these solutions in runtime.
To get a more accurate measurements, we use the ADB (Android Debug Bridge3) to extract
information about CPU load and memory.
4.4.1 CPU usage
CPU load is an important efficiency indication of an algorithm. To measure the CPU usage,
we stop all unnecessary background processes and mobile applications. Then, we measure
the CPU usage of each solution during their run. Fig. 4.8 shows the CDF of CPU usage
of different solutions while they are running. As shown in the figure, the CPU load of all
proposed solutions is almost negligible. Among all the corresponding experiments, more
than 94% of tests confirm that the proposed solutions do not increase CPU load. Less than
1% of tests show an increase of 1% in CPU usage.
3http://developer.android.com/tools/help/adb.html
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4.4.2 Memory occupancy
Memory occupancy is another important indication of efficiency. To evaluate the memory
usage of the proposed solutions, we evaluate two important indicators RSS and VSS mea-
sured in number of pages4, which is defined as a block of memory addresses. RSS (Resident
Set Size) is the portion of memory occupied by a process that is held in the physical memory,
while VSS (Virtual Set Size) is the virtual memory occupied by a process in total, including
all types of memory (such as RAM, swapped out).
We conduct multiple experiments and measure the results for a detailed analysis. Results are
averaged across multiple experiment runs. We measure our benchmark (RSS=39640K and
VSS=505176K, respectively) with the bare system, without unnecessary applications run-
ning. Then, we measure the memory usage of the proposed solutions. Figs. 4.9 shows the
increase of each solution on top of the benchmark. From these figures, we can see that when
the Google AR service is running, the RSS and VSS have increased to 7516K and 4040K,
respectively. Because both ARshell and its HMM version apply improvement based on the
Google AR service, we observe minor increase in memory usage. Interestingly, ARsignal
uses less memory since its algorithm only requires signal strength values that are already
collected by the phones. No additional sensor data is collected for this solution. Finally, AR-
shell+ shows an increase in memory usage of 2760K for RSS and 1296K for VSS compared
with ARshell. This increase is due the fact that ARshell+ combines ARsignal and ARshell.
Various constructs defined in ARsignal requires memory to maintain the state information.
However, the increases in memory are still reasonable, as these increases represent approxi-
mately 6.9% of RSS and 0.25% of VSS over the benchmark respectively.
4.4.3 Power consumption
To measure the power consumption, we remove the battery from the phone and connect the
positive and negative electrodes directly to a power meter5, as shown in Fig. 4.10 (a). An
application, as shown in Fig. 4.10 (b) that comes with the power meter used to record the
power consumption of all proposed solutions. Similar approach was used in [100] in which
4http://processors.wiki.ti.com/index.php/Android_Memory_Analysis
5https://odroid.com/dokuwiki/doku.php?id=en:odroidsmartpower
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Figure 4.10: Experimental setup of battery consumption
the authors use the National Instruments PCI-MIO-16E-4 sampling board to measure the
voltage across the phone battery and the voltage drop across current sensing resistor.
We first check the power consumption of the bare system, without any unnecessary appli-
cations running. The averaged results show that the bare system consumes 0.648W. Then,
we measure the power consumption of the Google AR service, and we found that it con-
sumes 0.744W. Since our proposed solutions are based on the Google AR service, we use
its performance as benchmark for comparing other solutions. Table 4.8 shows the averaged
difference in power consumption over the Google AR service. In general, the proposed
solutions slightly increase the power consumption, except ARsignal. We conjecture that
ARsignal makes use of information (cellular signal strength) already collected by the phone,
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Table 4.8: Averaged difference in battery consumption (Watt)
Increment
ARshell +0.12
ARshell HMM +0.14
ARsignal -0.24
ARshell+ +0.24
rather than gathering data from the on-board sensors. Similar argument as in the memory
usage section, ARshell+ combines ARsignal on top of ARshell. Therefore, it increases the
power consumption by 0.12W on top of ARshell. We argue that this increase during the
recognition run is still acceptable.
4.4.4 API and proof of concept prototype for activity recognition
A proof of concept prototype has been developed on Android devices. In the current im-
plementation, ARshell+ runs as a background daemon, and it tries to improve every output
generated by the Google AR service. As ARshell+ is based on the AR service, it inherits the
warm-up time. ARshell+ provides two mechanisms for delivery of the activity recognition
results: i) a pull-based mechanism that replies with the latest activity when requested, sup-
porting request per second, and ii) a notification-based mechanism that updates the recog-
nition result per interval; notifications are sent when an activity change is detected or per
interval depending on how ARshell+ is configured.
We also streamline the API, so that software developers can easily integrate ARshell+ into
their existing projects. With our ARshell+ API, only few lines of code are required for
adding/linking the activity recognition functionalities. ARshell+ also supports backward
compatibility with the AR service should developers need access to the original AR data.
Both ARshell and ARshell+ are available to the public as open-source projects on GitHub6.
6https://github.com/myzhong/ARshell
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4.5 Chapter summary
In this chapter, we presented a systematic qualitative and quantitative evaluations of Google
AR service, with a goal to investigate its accuracy, latency and complexity. Based on other
referenced sources, together with our experiments, we demonstrated scenarios in which this
AR service will perform poorly. We then proposed four enhancements: i) ARshell [130], a
post-processing solution which uses a Markov smoother to improve the overall accuracy
of all recognition categories up to 15.2%; ii) ARshell HMM, similarly with ARshell, a post-
processing method applying Hidden Markov smoother to avoid some manual settings of
ARshell, and it improves the accuracy by 1.2%; iii) ARsignal, a lightweight cellular signal
based method using SVM [63] that shows a strong discriminative power on classifying sta-
tionary class; and iv) ARshell+, a hybrid approach that integrates the advantages of both
ARshell and ARsignal, and it further enhances overall accuracy to 91% (21.2% improvement
compared with the accuracy of the AR service). We released ARshell+ as an open-source
project on GitHub as a contribution to researchers and developers who might be interested
in this improvement of the Google AR service. In addition, the ARshell+ API eases the
integration of AR service in research projects and mobile application development. AR-
shell+ not only serves as a functionality required by collaborator discovery and collabora-
tive streaming, but also could be used in a variety of mobile applications that need activity
recognition.
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Bandwidth Estimation for Mobile
Networks
5.1 Introduction
The last chapter discussed activity recognition techniques required by the cloud assisted
collaborator discovery presented in Chapter 3. To provide another important metric to the
collaborator selection in collaborative streaming, we first surveyed the bandwidth estima-
tion methods for wireless and mobile networks in Chapter 2. According to the literature,
a general conclusion from the existing studies is that the available network bandwidth of
a mobile device is difficult and costly to estimate due to a variety of impacting factors, the
limitations of the technology and the targeted application scenarios (non-cellular networks).
Thus in this Chapter, we investigate the impacting factors on bandwidth and share the les-
son learnt. After that, we propose GPing-Pair, a low-cost bandwidth approximation for
cellular connections that estimates available bandwidth of a mobile device without server
support, and therefore address the research Challenge4 listed in Chapter 1.
This chapter makes the following contributions:
• We provide an analysis of factors that have impact on bandwidth estimation in mo-
bile networks, including cellular signal strength, mobility, admission control and han-
dover.
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• We propose GPing-Pair that uses ICMP probing packets to estimate available band-
width with reduced data cost. We exponentially increase probing frequency to further
reduce the data cost.
• We develop a proof of concept prototype on Android devices and evaluate GPing-Pair.
This chapter is organised as follows. Section 5.2 discusses important factors that have impact
on bandwidth estimation in mobile networks. This is followed by the proposal of our GPing-
Pair bandwidth estimation technique and its evaluation in Section 5.3. Section 5.4 concludes
this chapter.
5.2 Impacting factors on bandwidth
In this section we analyse the main factors that have impact on bandwidth in cellular net-
works such as signal strength, mobility, ISP admission control, and handover. To our best
knowledge, the research addressing this issue is limited. We carried out a set of experiments
measuring bandwidth for saturated downloading using the Vodafone 3G network.
5.2.1 Signal strength vs. bandwidth
Intuitively, we assume there is correlation between 3G signal strength and bandwidth, as
discussed in [109]. Common impression is that the better the 3G signal, the higher band-
width a mobile device can get. However, this is not the case from our experiments, that
were conducted in bus trips. In the experiments, we use an Android phone to record the
signal strength and achievable bandwidth for saturated download every second. Fig. 5.1 (a)
shows the relationship between signal strength and bandwidth. From the figure, we observe
no direct correlation between these two metrics. Similar observations are found in Fig. 5.2.
92
CHAPTER 5: BANDWIDTH ESTIMATION FOR MOBILE NETWORKS
-110
-100
-90
-80
-70
-60
-50
 1200  1250  1300  1350  1400
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
S
i
g
n
a
l
 
S
t
r
e
n
g
t
h
 
(
d
B
m
)
B
a
n
d
w
i
d
t
h
 
(
K
b
p
s
)
Time (s)
Signal Strength
Measured Bandwidth
(a) Signal strength vs. Bandwidth
 0
 10
 20
 30
 1100  1150  1200  1250  1300
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
S
p
e
e
d
 
(
m
/
s
)
B
a
n
d
w
i
d
t
h
 
(
K
b
p
s
)
Time (s)
Speed
Measured Bandwidth
(b) Mobility vs. Bandwidth
-110
-100
-90
-80
-70
-60
-50
 1200
 1250
 1300
 1350
 1400
 1450
 1500
 0
 10
 20
 30
S
i
g
n
a
l
 
S
t
r
e
n
g
t
h
 
(
d
B
m
)
S
p
e
e
d
 
(
m
/
s
)
Time (s)
Signal Strength
Speed (m/s)
(c) Signal strength vs. Mobility
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
 4000
 1750  1800  1850  1900
B
a
n
d
w
i
d
t
h
 
(
K
b
p
s
)
Time (s)
Measured Bandwidth
Cell Tower
(d) Influence of handover
Figure 5.1: Impacting factors
5.2.2 Mobility vs. bandwidth
It is understood that large signal fluctuation is often caused by the mobility of mobile de-
vices. Fig. 5.1 (b) shows how bandwidth changes in reaction to changes of devices’ mobility.
It is obvious that change of mobility can cause significant change in bandwidth. From our
experiments, it is hard to see a direct correlation between mobility and bandwidth changes.
However large mobility fluctuation causes degradation of bandwidth, while bandwidth is
relatively steady and better when stationary or moving at a constant velocity.
5.2.3 Signal strength vs. mobility
As we could not find correlation of signal strength and mobility with bandwidth changes,
we investigated how they react to each other. As we expected and shown in Fig. 5.1 (c),
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(b) Midnight in CBD area
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(c) Noon in quiet area
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Figure 5.2: Bandwidth at different time and place
mobility causes a change of position which impacts signal strength. [19] uses the mapping
between the signal strength and specified road segments to predict signal strength in par-
ticular road segments, however there is no mention in the paper how time of day impacts
on signal strength. According to our experiments carried out in stationary scenarios (track-
ing the per-second change of signal strength and bandwidth in the same place at different
time of day; e.g., noon and midnight), signal strength in the same place at a different time
of day may differ substantially. Therefore, we can only draw a simple conclusion that for a
stationary device signal strength is steady at a particular time of day.
5.2.4 Admission control and handover vs. bandwidth
Another impacting factor (controlled by ISPs) is admission control that balances load and
bandwidth reservation. It is related to the current density of users. Therefore, we carried
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out a set of experiments in stationary that measured the bandwidth in CBD and a quiet area
at noon and night. As Fig. 5.2 depicts, bandwidth in both in CBD and quiet area at night
(Fig. 5.2 (b) and (d)) is relatively high and stable (9000 Kbps and 8000 Kbps, respectively)
compared with those at noon (Fig. 5.2 (a) and (c)). In the CBD area at noon, bandwidth is
affected by the ISP admission control, due to the density of users. Like Fig. 5.2 (a) shows
that the bandwidth is kept at a low level under 4500 Kbps (however higher bandwidth is
also achievable sometimes). Similar experiments have been shown in [62, 114]. As for the
handover, if handover is executed then no bandwidth is available for the device as shown
in Fig. 5.1 (c). Fig. 5.1 (d) shows that handover causes loss of bandwidth for around 10
seconds.
In summary, bandwidth of cellular networks is highly unstable compared with wired and
WiFi networks, and it can change even in a short term. This is the reason that most of the
existing bandwidth estimation methods fail in cellular networks, and it is not possible to
accurately predict bandwidth in cellular networks. Therefore, rather than getting a very
accurate bandwidth estimation with high cost of data and delay which may become invalid
quickly, our approach is to provide a quick low cost rough estimate that can be used for
application adaptation and for user information.
5.3 Gateway Ping Pair
Inspired by the RTT-based method mentioned in Subsection 2.5.2, we propose GPing-Pair
(Gateway Ping Pair), which is a client-side only bandwidth estimation for mobile networks.
GPing-Pair measures the achievable bandwidth between the client and the first gateway
of the cellular network provider. Fig. 5.3 shows an example topology. If we measure the
bandwidth between the client and a given server (e.g., Google.com), then the results only
represent the connection to that server. In this research, we are interested in the bandwidth
of the common path between the client and the ISP gateway. Therefore, we attempt to mea-
sure the maximum achievable bandwidth of this path. In addition, this path is subject to
various interference and ISP admission control, hence it is likely to become the bottleneck
within the entire connection to the Internet. To find the ISP gateway, we use the Ping pro-
gram to check for connectivity to a given server. We try to probe the IP address of each hop
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Figure 5.3: Topology of mobile network
towards the server with an increase in TTL (using the -t option). When we reach the first
node with ICMP echo reply, we use it as the reachable gateway. The reason of using the first
node with ICMP echo reply as the gateway is that, according to our experiments, only the
mesh routers with gateway/bridge in the cellular network of a telecommunication company
will reply to ICMP messages.
As shown in Subsection 2.5.2, the achievable bandwidth is the slope of the line connecting
the points. As we need two points to determine a line, GPing-Pair only uses two minimum
RTT values at 64 bytes and 1064 bytes to estimate the maximum achievable bandwidth. To
get more accurate delay information, we use significant difference in packet sizes, but not
too large to avoid fragmentation.
GPing-Pair sends n ping pairs with size 64 and 1064 bytes, and the default value of n is set
as 10 for overhead consideration. After that minimum RTTs are calculated from the echo
replies, and then achievable bandwidth ABRTT is calculated as
ABRTT =
2 ∗ (Slarge − Ssmall)
min(RTTlarge)−min(RTTsmall) (5.3.1)
where we assume symmetric path and divide the RTT by 2 to compute one way delay; Slarge
and Ssmall are the packet size for corresponding ping pair. RTTlarge and RTTsmall are the
corresponding RTT measurements for the ping pair.
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5.3.1 Analysis of symmetrical path assumption
We implemented GPing-Pair and evaluated it on three networks, and we used the download
based measurement (as discussed in Subsection 2.5.3) as the benchmark. As we cannot
construct a controlled environment for mobile bandwidth measurement, we alternate the
measurement between GPing-Pair and download based approaches to align the evaluation
results. From the measurement results, we found that the ABRTT is significantly smaller
than the values measured by the download based estimation, roughly 2 times the ABRTT.
We suspected that the assumption of symmetrical path is the problem, so we investigated
this issue.
Let’s suppose that there is a proportionate relationship α between the achievable bandwidth
measured by download-based method ABDownload and computed using the measured RTT
ABRTT.
ABDownload = α ∗ ABRTT (5.3.2)
It is noted that ABDownload is the achievable bandwidth of downlink ABdown, while ABRTT is
assumed to be the achievable bandwidth of a symmetric path. Without the symmetric path
assumption, the RTT in asymmetric networks is calculated as
RTT = β+
S
ABup
+
S
ABdown
(5.3.3)
where ABup and ABdown are the achievable bandwidth of uplink and downlink, respectively.
Based on Eqn. (5.3.1), the ABRTT can be presented using Eqn. (5.3.3):
ABRTT =
Slarge − Ssmall
(β+
Slarge
ABup +
Slarge
ABdown
)− (β+ SsmallABup +
Ssmall
ABdown
)
=
ABup ∗ ABdown
ABup + ABdown
Substituting ABRTT in Eqn. (5.3.2) we calculate α as
α = 1+
ABdown
ABup
(5.3.4)
97
CHAPTER 5: BANDWIDTH ESTIMATION FOR MOBILE NETWORKS
 0
 0.2
 0.4
 0.6
 0.8
 1
 6.5  7  7.5  8  8.5  9  9.5  10 10.5
P
r
o
b
a
b
i
l
i
t
y
Value of a
Value of a (TPG)
(a) Test in N1
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  1  2  3  4  5
P
r
o
b
a
b
i
l
i
t
y
Value of a
Value of a (UQ)
(b) Test in N2
 0
 0.2
 0.4
 0.6
 0.8
 1
 6  8  10  12  14  16  18  20  22  24
P
r
o
b
a
b
i
l
i
t
y
Value of a
Value of a (Vodafone)
(c) Test in N3
Figure 5.4: Investigating α value in three networks
We can see that the α is determined by the ratio of downlink and uplink achievable band-
width. It is clear why the ABDownload is around 2 times the ABRTT in Eqn. (5.3.2) if we assume
symmetrical path. We carried out experiments to determine the value of α in three networks.
To minimise the impact of dynamism in the networks, we alternated the measurements of
download-based benchmark and GPing-Pair for around 20 times. The results are shown in
the form of CDF (Cumulative Distribution Function) in Fig. 5.4.
According to the results, the α values are greatly different between the networks (refer to
Subsection 2.5.3): i) around 80% of the times, the α value is between 8 and 10 in N1, as
shown in Fig. 5.4 (a); ii) the α value falls between 2.5 to 4.5 with 80% chances in N2, as
shown in Fig. 5.4 (b); and iii) the α value varies dramatically from 5 to 23 in N3, as shown
in Fig. 5.4 (c). These measurements match with the benchmark results calculated using the
Ookla tool with achievable bandwidth for uplink and downlink. From these results, we can
conclude that i) the α value varies for different networks, and that no single α value can
represent all situations; ii) the α value for cellular networks is more difficult to predict given
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the dynamism of such networks; and iii) other factors may change the ratio of uplink and
downlink, these factors include ISP admission control, signal fading and interference [114].
5.3.2 Exponentially-increasing probing frequency and proof of concept
prototype for bandwidth estimation
As the bandwidth fluctuates dramatically in mobile networks, setting a fixed estimation
interval is not suitable. Therefore, we apply an exponentially-increasing probing frequency
to adapt to the bandwidth change and also to control the overhead. Firstly, a base interval
bI and a maximum interval threshold Ithresh are set (default 30 second and 240 second
respectively). Then GPing-Pair estimation is activated when the time meets Eqn. (5.3.5).
timei = min(bI ∗ 2i, Ithresh) (5.3.5)
where i increases after each measurement. If the estimated bandwidth is under a half of
the previous one, i is reset to 0. By using exponentially-increasing probing frequency, the
overhead of GPing-Pair is about 200 KB per hour in the best case and 1300 KB per hour in
the worst case.
Finally, we built a prototype app working on Android devices (the "Bandwidth Fish" shown
in Fig. 5.5) which shows a small icon on the top left corner of the screen presenting the
current achievable bandwidth.
5.4 Chapter summary
There is a growing demand for bandwidth on cellular networks. The existing bandwidth
estimation methods are not suitable for such networks as described in Chapter 2. In this
chapter we analysed factors that impact on achievable bandwidth in cellular networks, and
proposed, GPing-Pair, a low cost bandwidth estimation for cellular networks. GPing-Pair
measures the bottleneck achievable bandwidth, and it is a fast and low cost method that
runs on mobile devices without server support. Finally, we prototyped an application of
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Figure 5.5: Screenshot of Bandwidth Fish
GPing-Pair on Android phones. This prototype is an independent application that estimates
bandwidth, and its functionality of bandwidth estimation is applied to our CaCDiscovery
and collaborative streaming.
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Collaborative Streaming System
6.1 Introduction
The three previous chapters, Chapter 3, 4 and 5, described the crucial components in our
collaborative streaming system and achieved the secondary goal of this research. Chapter
3 provided a cloud assisted collaborator discovery, CaCDiscovery, for mobile devices, that
allows an application to discover nearby devices across heterogeneous networks. Chapter
4 described the activity recognition technique based on Google AR service for mobile de-
vices that supports CaCDiscovery for filtering and recommending stable collaborators (with
similar motion). In Chapter 5, the proposed bandwidth estimation technique helps the col-
laborative streaming system to select collaborators that provide high quality connectivity.
Finally the primary goal of this thesis is to improve user experience both in smoothing the
video playout and in maintaining the video quality. This chapter presents the complete de-
sign of our collaborative streaming system that incorporates available idle wireless devices
in vicinity, shows our research on additional functionalities (including collaborator selec-
tion, work distribution and incentive mechanism), and addresses all the remaining research
challenges including Challenge2, Challenge5 and Challenge6 listed in Chapter 1.
In this chapter, the proposed collaborative streaming system, ColStream, made the following
contributions towards achieving the primary goal of this research - a novel collaborative
streaming system that minimises stalling of high quality video streaming to a mobile video
user (initiator):
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• CaCDiscovery can provide the functionality of collaborator discovery with reduced
data and energy, in order to agilely adapt to different application scenarios. For ex-
ample, if users travel with friends, which means the initiator knows the existence of
collaborators, simplified method can be used to connect the initiator and collabora-
tors. We propose a collaborator detection scheme that uses two approaches for detect-
ing nearby collaborators according to the application scenarios: 1) direct collaborator
group formation for users travelling with friends and 2) cloud assisted collaborator
discovery for users travelling alone (CaCDiscovery is applied).
• To select a group of collaborators that is able to maximise the streaming performance
with minimised cost for rewarding the collaborators for contributing their bandwidth
and battery power, rather than the solutions that simply consider the cost regarding
battery power and the price for hiring collaborators [11] or assume that all the collab-
orators are willing to help without incentives [104], we design a collaborator selection
algorithm that optimally selects a group of collaborators based on multiple criteria
such as their mobility recognised by ARshell+ and available bandwidth estimated by
GPing-Pair.
• Collaborators have different capacity regarding available bandwidth, therefore allo-
cating the same fixed workload to each collaborator (such as the solutions [27, 11, 104]
described in Chapter 2) may cause stalling of video playout (the initiator waits for the
chunk that has been assigned to a collaborator with insufficient bandwidth to down-
load it). We develop a dynamic work distribution algorithm that allocates different
workload to the collaborators matching their available bandwidth rather than treating
them equally and allocating the same workload. The algorithm is able to detect and
handle partially completed tasks. In order to reduce the incentives that are not paid
to the collaborators, we further improve the algorithm by introducing a pause time to
temporarily stop the top K most costly collaborators.
• As detailed in Chapter 2, there is no effective approach for providing incentive mecha-
nisms for collaborative streaming - a crucial functionality to attract users for collabora-
tion. We propose a free market incentive mechanism that regards the neighbourhood
as a miniature free market in which collaborators sell their bandwidth for improving
the video streaming of an initiator, and is able to recommend a selling price to the col-
laborators. Our incentive mechanism fairly accumulates the reward for each collabo-
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rator based on their total workload, battery level and expected price. The collaborators
can redeem the reward when they themselves need help with video streaming. Simi-
lar to CaCDiscovery, ColStream also protects the confidentiality of users’ identities and
locations.
• We implement a proof of concept prototype and systematically evaluate the perfor-
mance of ColStream on two platforms: Android emulators and actual Android de-
vices. We quantitatively analyse the data and energy consumption, showing that Col-
Stream is a feasible approach to collaborative streaming.
In this chapter, we present our collaborative streaming system for streaming on demand
videos on mobile devices (ColStream). Section 6.2 discusses the overall design of ColStream;
this is followed by the detailed ColStream descriptions in Section 6.3. In Section 6.4, we
present a systematic performance evaluation of ColStream and compare it with the existing
solutions on the Android platforms. Section 6.5 concludes this chapter.
6.2 ColStream: concept and architecture
The core of the proposed ColStream is the ability to bond several “small” wireless (3G/LTE
and WiFi) Internet connections offered by nearby wireless devices (smartphones, tablets)
into one virtually “large” Internet connection. In [59], the authors showed that the band-
width of one device depends on ISP’s admission control policy. A user cannot use all the
bandwidth even if there is only one user in the cell. By combining multiple devices’ in-
ternet connections, ColStream can effectively increase the bandwidth for streaming video,
and therefore significantly improves the user experience by maintaining the desired level of
video resolution and minimising video stalling time. In addition, the wireless device can
better tolerate various causes of signal degradation (e.g., signal fading, interference).
In ColStream, a mobile device can either be an initiator or a collaborator depending on the
role it plays. The functionality is as follows:
• As an initiator: i) independently streams on-demand videos when sufficient bandwidth
is available or no collaborator is around; ii) advertises intention to purchase additional
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bandwidth from nearby mobile users when needed; iii) optimally utilises the addi-
tional bandwidth when a collaborative group is formed; and iv) rewards collaborators
for their help.
• As a collaborator: i) participates in the collaborative group when someone offers a pur-
chase price greater than collaborator’s selling price; and ii) trades the residual band-
width when not actively using the device.
These operations are executed automatically by ColStream when conditions are met. Users
can overwrite the settings from a preference configuration interface.
Fig. 6.1 presents the ColStream system architecture on the initiator and collaborator (dis-
abled components are set to gray background) devices. When a user requests a video
through ColStream, the device (initiator) starts streaming the video, and in parallel it com-
putes the required bandwidth for a smooth playout at the desired resolution. The Bandwidth
Estimator (one functionality of Status Monitor) on each device will calculate the long-term
estimation of device’s bandwidth. If the initiator has enough bandwidth, it continues with
the streaming, but periodically checks the available bandwidth to assert whether it needs
to adapt to changes in bandwidth availability. Otherwise, the initiator starts one of the two
collaborator detection scheme: 1) direct collaborator group formation and 2) cloud assisted
collaborator discovery, in order to detect nearby idle mobile devices1 for collaboration. In
direct collaborator group formation, the initiator broadcasts its intention to purchase addi-
tional bandwidth with a purchase price per data unit. Upon receiving the message, idle
devices nearby can respond with their interest to participate. The interested mobile devices
will be registered into the Candidate Pool. By contrast, in the cloud assisted collaborator dis-
covery, a modified CaCDiscovery is applied, and the devices activated by CaCDiscovery
will be registered into the Candidate Pool. Then an optimisation algorithm in the initiator
periodically computes the best combination of devices for the streaming task (using a utility
function to maximise bandwidth and minimise cost). Once collaborators (forming the Col-
laborator Pool) are identified, the Work Distributor dynamically computes an optimal down-
loading task for each collaborator according to their estimated bandwidth. A Tracker will
monitor the progress and re-assign the incomplete tasks to other devices if necessary. Once
the assigned tasks are finished, the downloaded chunks of video are forwarded to the initia-
1Idle means the network activity is below a user defined threshold not necessarily zero network activity.
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Figure 6.1: System architecture and interactions
tor via local wireless connection, and then reassembled in the initiator’s Collaborative Buffer
for the Video Player to play. In parallel the initiator works on a new allocation of download-
ing tasks for the next section of the video. After the collaboration has finished, the initiator’s
Account that accumulates the payments for each collaborator will send a redeem message to
an incentive server for settling the payments of the collaboration.
When compared with the existing solutions ColStream offers a number of advantages. Col-
Stream is the first comprehensive solution for collaborative streaming that 1) discovers nearby
collaborators according to the application scenarios by providing two collaborator detection
scheme (direct connection if travelling with friends or finding collaborators across hetero-
geneous networks if travelling alone), 2) optimally selects collaborators that provide stable
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and high quality connectivity, 3) dynamically adjusts sets of collaborators and the size of
downloaded video chunks, 4) maintains the system incentives and accounting by an ex-
ternal incentive server (this server can work in both synchronous or asynchronous modes,
hence mobile devices do not need to maintain a connection with the server during the col-
laborative streaming), and 5) provides confidentiality of users’ identities.
6.3 ColStream: design
Activity recognition (ARshell+) and bandwidth estimation (GPing-Pair) are two important
functionalities for ColStream, and they allow selection of collaborators that can provide sta-
ble and high quality connectivity. Without them the streaming performance may be de-
graded, such as connection dropping, video stalling and additional battery and data cost for
finding alternative collaborators. This section describes the full functionality of the collab-
orative streaming, and details how are CaCDiscovery, ARshell+ and GPing-Pair (described
in Chapter 3, 4 and 5 respectively) integrated into ColStream.
6.3.1 Collaborator detection scheme
To address the prerequisite of collaborative streaming - device discovery, we first identify
the scenarios of travelling people, and there are two: Scenario1) travel with friends - the
initiator knows the nearby people (families and friends), which means the initiator already
knows that there are potential collaborators, and the only issue is how to connect them.
Scenario2) travel alone - the initiator does not know whether there exist potential collabora-
tors. Correspondingly, different approaches are applied. A straightforward protocol (direct
collaborator group formation) is used for Scenario1), whereas a modified CaCDiscovery is
applied for Scenario2).
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Direct collaborator group formation
As for Scenario1), forming a collaborative group from nearby devices is a task of the initia-
tor. There are many group formation protocols; for example, CStream [104] and COMBINE
[11] both wait for a timeout when discovering collaborators. ColStream does not wait for
collaborators (which might be none) to join, it starts streaming video when it is requested.
In parallel, the device periodically computes the required bandwidth for the remaining por-
tions of the video to check whether additional bandwidth is needed to achieve good quality
video streaming.
If additional bandwidth is required, the initiator periodically broadcasts the Join_Me mes-
sage via its WiFi-Direct channel. The message contains the local wireless network informa-
tion and certified public key, etc. Nearby idle wireless devices that are interested in partici-
pation will reply with the Choose_Me message, which includes the device profile, estimated
bandwidth of the wireless (3G/LTE or WiFi) connection and the selling unit price. The initia-
tor registers the responding devices into the Candidate Pool. This process repeats throughout
the whole streaming task. From these candidates, the collaborator selection algorithm com-
putes the best combination of the collaborators and forms the Collaborator Pool - the selection
is done periodically and on changes in the candidate or collaborator pools. Once a collab-
orator is identified, it will send periodic I_am_Alive messages to the initiator in order to let
the initiator know they are still in the collaboration.
Cloud assisted collaborator discovery
In Scenario2), it is difficult to discover collaborators as the initiator knows nothing about the
surroundings, thus CaCDiscovery is adequate for this task. CaCDiscovery was designed to
support applications that require device discovery by providing collaborator recommenda-
tion after discovery. Specifically, the multiple criteria recommendation scheme of CaCDis-
covery (described in Subsection 3.3.3) sorts the collaborators in descending order of the score
s based on collaborators’ mobility mobi, achievable bandwidth bw and distance to the initia-
tor d. However in ColStream, another important metric has to be considered - the reward
that the initiator needs to give to collaborators. Therefore we disable the sorting function-
ality of collaborator recommendation in CaCDiscovery, and just register the values (mobi,
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bw and d for each candidate identified by its MAC address id) to the Candidate Pool by the
M4 message. Note that the other functionalities for discovering collaborators and messages
including M1, M2 and M3 are the same as those described in Chapter 3.
Finally, the Candidate Pool (PCandidate = {< id1, mobiid1 , bwid1 , did1 >,< id2, mobiid2 , bwid2 , did2 >
, ... < idn, mobiidn , bwidn , didn >}) is ready for collaborator selection algorithm to compute the
optimal set. Note that, in the direct collaborator group formation, the values of mobi re-
ported by ARshell+, bw calculated by GPing-Pair and d computed by Eqn. 3.3.2 are carried
by the Choose_Me message. Furthermore, although GPing-Pair is a low cost bandwidth es-
timation technique, it still consumes data and time. Thus this technique will be paused
after collaboration happens, as the bandwidth updates are reported to the initiator during
downloading.
6.3.2 Collaborator selection algorithm
Based on PCandidate to determine the optimal set of collaborators that provides the most sta-
ble connectivity and the maximum bandwidth with the minimum cost for completing the
streaming task, we consider another important metric: cost of reward.
Pricing Scheme
Each collaborator specifies a unit price for the bandwidth to be traded with the initiator.
The unit price takes into account not only the cost of accessing the Internet and battery
consumption, but also the user’s special circumstances. As estimating a rough unit price
is very difficult, we mimic the share market. The system can recommend a unit price that
reflects the value in the market. Potential collaborators can use the recommendation or
overwrite it to reflect their own circumstances. This unit price of each device is delivered
to the initiator by collaborator detection scheme (specifically, in the Choose_Me message for
direct collaborator group formation and in M4 for CaCDiscovery).
When configuring ColStream, a user (initiator) needs to specify a budget per video. From
this budget, the system computes the purchase price per data unit. The goal of the col-
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laborator selection algorithm is to determine the optimal set of collaborators that max-
imises the bandwidth while meeting the budget restrictions. This problem can be for-
mulated as a multi-objective optimisation problem [81]. We assume n wireless devices,
D = {id1, id2, id3, ..., idn}, idieD; and set′ is a subset in the power set of D, i.e., seP (D).
We can define the following objective functions F1(set′), F2(set′), F3(set′) and F4(set′):
Maximise F1(set′) = ∑
idieset′
I(mobiidi)
Maximise F2(set′) = ∑
idieset′
bwidi
Minimise F3(set′) = ∑
idieset′
didi
Minimise F4(set′) = ∑
idieset′
costidi
s.t. :
F4(set′) ≤ Budgetremain
where I(mobiidi) is the same indicator function as used in Eqn. 3.3.4. bwidi is the achievable
bandwidth of collaborator idi, and didi is the virtual distance between the initiator and col-
laborator idi. Similarly, costidi is the total cost of using device idi for downloading m units
of data, calculated by m ∗ priceidi . The initiator always participates in the streaming task.
The total cost of using the collaborators’ bandwidth F4(set′) has to be less than the budget
Budgetremain for the remaining video portions. With the given budget, the system will find
the combination of collaborators with the maximum aggregated bandwidth.
From the above objective functions, we then define a utility function, which simplifies the
problem to a single-objective optimisation problem. With the utility function, the optimal
set of collaborators for the given video portion is the solution with the highest value of h(s).
Maximise h(s) =
Normalise(F1(set′)) + Normalise(F2(set′))
Normalise(F3(set′)) + Normalise(F4(set′))
(6.3.1)
where Normalise(F) is the normalisation function that adjusts each F to a common scale.
In a mobile environment, collaborators may join or leave the group and the system needs to
adapt to these changes. The change in the ColStream’s collaborative group and also timeout
(default 30s) will trigger the selection algorithm. This is to maintain an optimal combination
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of the collaborative group with the given constraints and available devices for the remaining
video portion.
There is another constraint that can be opted in or out depending on specific user prefer-
ences. That is, the maximum bandwidth of the selected collaborative group F2 has to be
greater than the required bandwidth bwrequired as determined by the video player (includ-
ing the communication overhead for forwarding data from collaborator to initiator via local
wireless channel). When this constraint is applied, the system will form a collaborative
group if and only if F2(set) ≥ bwrequired. Consider the bit rate of the video player is calcu-
lated as
bitrate =
video_size
video_playtime
(6.3.2)
then, the time of downloading a chunk with size k via cellular network and forwarding it
back to initiator via local wireless network should be equal or less than the time video player
needs for playing it with its bit rate.
k
bitrate
≥ k
bwrequired
+
k
bw f orwarding
(6.3.3)
where bw f orwarding takes into account the overhead for sending data back to initiator and
is computed using the max chunk size and the single trip time of exchanged packets (i.e.,
Choose_Me and M4 messages).
From equation 6.3.3, we get
bwrequired ≥
bitrate ∗ bw f orwarding
bw f orwarding − bitrate (6.3.4)
The reason to provide this optional constraint in ColStream is that some users will use the
collaboration only if it guarantees smooth video streaming at the desired resolution; others
may want to improve the video streaming experience.
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6.3.3 Dynamic work distribution algorithm
The entire video needs to be divided into smaller chunks and chunk downloading assigned
to the collaborators. The goal is to download the necessary chunks and forward to the
initiator before their playout time. We developed a dynamic work distribution algorithm
(that is inspired by [11, 104]) with two significant contributions for streaming on-demand
videos:
Dynamic chunk size
For on-demand video, the timeliness of video frames is important, and the video frames
need to arrive before their playout time. To meet this requirement, the algorithm dynam-
ically computes the optimal chunk size every time a collaborator is selected to help and
sends the Task messages to allocate the downloading task, rather than assigning fixed size
chunks (commonly used 256KB) to all collaborators throughout the entire video download
and regardless of their bandwidth. Our algorithm computes the optimal chunk size accord-
ing to each collaborator’s estimated bandwidth. The collaborators are given the appropriate
downloading task, without over committing that would cause additional delay for the ini-
tiator when resolving the problem of collaborators failing to complete their downloading
task. Assigning downloading tasks according to the collaborators’ bandwidth improves the
overall performance of the system. The chunk size of node idi, chunk_sizeidi is calculated as
chunk_sizeidi =
MAX_CHUNK_SIZE ∗ bwidi
bwmax
(6.3.5)
where MAX_CHUNK_SIZE is the maximum chunk size defined in the system (by default
we set it to 256KB, which is common in the related work [11, 93]); whereas bwidi is the
estimated bandwidth of node idi, and bwmax is the maximum estimated bandwidth among
all the selected collaborators. The chunk_size is represented by a bit-range ([bit f rom, bitto]) in
the Task message, where bitto − bit f rom + 1 = chunk_size. Once the initiator has received the
video chunk forwarded by a collaborator including its identity id and the bit-range of the
downloaded chunk [bit f rom, bitto], new task will be allocated, and all the allocated tasks are
recorded by the Tracker. The algorithm reacts to the changes in each node’s bandwidth and
allocates different chunk sizes to optimise the video downloading.
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Partial Transaction
Another contribution in our algorithm is the ability to detect and handle partially completed
tasks as a result of i) collaborators experiencing insufficient bandwidth, ii) collaborators sud-
denly leaving the collaborative group (due to mobility or battery depletion), or iii) collabora-
tors detecting network activities on their devices generated by other applications. ColStream
always gives a bandwidth usage preference to the primary user of the collaborating device -
whenever a network activity is detected on the device ColStream will quickly wrap-up any
downloading task, send partially completed video chunk to the initiator and claim the credit
only for what it has downloaded.
ColStream is equipped with both passive and active methods to detect the occurrence of these
problems. In the passive method the collaborator reports the up-coming changes in the col-
laboration. For example, when a collaborator’s battery level drops below a threshold that
was configured to stop bandwidth sharing, the collaborator can pre-emptively inform the
initiator. In this case, the initiator will schedule the remaining parts of the chunk as a task
for itself on the next available slot. In the active method the initiator monitors collaborators.
When abnormal collaborator’s behaviour is detected, the initiator takes actions to minimise
the impact on the streaming task. For example, if a collaborator does not forward the video
chunk within an estimated completion time, and no response is received within a timeout
(missing three consecutive I_am_Alive messages), the initiator will re-allocate the chunk.
In most of the existing solutions, when a collaborator fails to complete chunk downloading,
the systems will discard the downloaded data and re-assign the whole chunk to another
collaborator. This is not suitable for streaming on-demand videos where timeliness is an
important constraint. In addition, this can create a significant fairness problem as this par-
tially downloaded content is not rewarded. In COMBINE [11], the authors discuss handling
partial download, but no details are given for this feature. Also, COMBINE only supports
the active method of detecting partial download.
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6.3.4 Enhancement of dynamic work distribution algorithm
The pricing is determined by individual users and collaborators with cheaper WiFi Inter-
net connections are automatically included by the collaborator selection algorithm. From
the initiator’s point of view, there is no difference between collaborators with WiFi or cellu-
lar connections. In our experiments on the approach described in the previous subsection,
we noticed a problem that the higher cost collaborators (usually faster) complete their as-
signed tasks sooner than predicted, and they typically ask the initiator for new tasks while
the slower collaborators are still struggling. Over time, this will favour the higher cost col-
laborators and the system will very soon run out of credit (or finish the initial budget). To
address this problem, we introduce a pause time to temporarily stop the top K most costly
collaborators. If the finishing collaborator (that finished downloading the allocated chunk)
is not within the top K most costly collaborators, then it can request another task from the
initiator. The parameter K can be defined in the system, and defaults to 50% of the num-
ber of collaborators. The pause time is introduced to allow slower collaborators to be more
competitive in the next collaborator selection process. The pause time TP is subject to
Vbu f f ered − bitrate ∗ TP + ∑
idieC
(bwidi ∗ TP) ≥ Splayer (6.3.6)
where Vbu f f ered is the video data already in the buffer; bitrate is the frame rate of the video
player; bwidi is the estimated achievable bandwidth of the collaborator idi; C is the set of
active collaborators; Splayer is the player’s buffer size.
From the equation, we take the minimum of TP to be the pause time for the costly collabo-
rator. In some cases, TP would be a negative value, which means smooth video playout will
not be achieved without the finishing collaborator. Therefore, TP is set as 0.
6.3.5 Free market incentive mechanism
The collaborators must be appropriately rewarded for their service. They can use the reward
to pay for help with their own downloading. Getting an estimation of the bandwidth cost
and battery consumption (as in COMBINE [11]) can be very inaccurate. This is because
users value their phones’ availability differently in different circumstances. In ColStream,
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we mimic a share market and allow trading of bandwidth according to user specified pricing
scheme. Our incentive mechanism has been inspired by the bidding idea [69].
In our approach, the neighbourhood is regarded as a miniature free market in which col-
laborators sell their bandwidth for a price when their network activity is below a user con-
figurable threshold. Devices that require more bandwidth can purchase it for a cost (bud-
get). We adapt the idea of share market self-regulating the pricing per data unit based on
the transaction history and the demand/supply that are currently available in the market.
The recommended price is determined by the trading in recent history. This recommended
price is periodically synchronised to the device whenever it has free access to the Internet.
Users have the options to either share their bandwidth based on this recommended price
or define customised pricing policies. For example, a user may charge 10% more than the
recommended price when the battery level is below 40%. In this share market approach, the
bandwidth trading is fairly evaluated for both parties. If users set the bandwidth cost to a
high price consistently they may never be selected as collaborators.
The trading event happens automatically - each party expresses interests to trade based
on information about bandwidth and price and the collaborator selection algorithm then
computes the best combination of collaborators for each task. The initiator accumulates
the payment for each collaborator after receiving the downloaded chunk. These credits are
accumulated as the “Payment” virtual currency and will be asynchronously redeemed on
the IncentiveServer when the initiator has free access to the Internet or can be manually
redeemed using other access.
For the price recommendation, the incentive server maintains a recommendation table in
which the price is recorded in five battery power levels (Level 1: 0− 20%, level 2: 20− 40%,
Level 3: 40− 60%, Level 4: 60− 80%, Level 5: 80− 100%). The recommendation table is
updated when redeeming happens. We apply moving average functions to let the market
regulate itself for the unit price (credits per unit, c/u):
c/ubl = β ∗Old_c/ubl + (1− β) ∗ New_c/ubl (6.3.7)
where bl is the battery power level (from 1 to 5), and β is a configurable weight given to the
functions (defaulted to 50%). Old_c/ubl is the historical averaged value, while New_c/ubl is
the price in the received redemption message.
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In ColStream, the payment information has been integrated with our dynamic work distri-
bution algorithm. Specifically, the payment is accumulated in the initiator’s Tracker, when
having received the downloaded chunk and only if the video chunk has passed the down-
loading completion check that compares the id of the collaborator and the bit f rom of the
downloaded chunk with these information in the Tracker. If the id and bit f rom match the
record, the payment is accumulated. Therefore, the initiator can simply redeem the accumu-
lated payment at once rather than the approach used in [11] (the initiator sends a payment
message when receiving every downloaded chunk, and then collaborators redeem every
received payments. This approach incurs additional overhead regarding data and energy.)
In our solution, to reduce this overhead, the initiator only redeems once for each collabo-
ration after the collaboration has finished. Upon receiving the tth downloaded chunk, the
accumulated credit for the collaborator idi is calculated by:
creditidi t = creditidi t−1 + (bitto − bit f rom + 1) ∗ c/uidi (6.3.8)
where c/uidi is the unit price of collaborator idi, and creditidi t−1 is the amount of the previous
payment recorded in the Tracker (creditidi 0 = 0). When redeeming process begins, the initia-
tor sends the payment info (including the initiator’s id, pairs of collaborators idi and their
corresponding credits creditidi using the incentive server’s public key for ensuring data in-
tegrity) with the initiator’s signature sig using the initiator’s private key for non repudiation
(also used in [11]). We also introduced a collaborator reputation (with penalties) to prevent
malicious collaborators sending garbage data. Once the server has received the payment, it
updates the initiator’s and collaborators’ balance accordingly.
Due to mobility, collaborators may not be paid for video chunks not forwarded to the initia-
tor. Collaborators may feel that it is unfair, but this approach fits very well with how the real
world market works. As the video chunks are small (with a default maximum of 256KB),
the problem of a missing one chunk payment is not very significant. Since an incentive
server has been introduced for the free market incentive mechanism, and ColStream has a
cloud side deployment supporting collaborator discovery, this incentive server can be either
a dedicated server or integrated into the cloud.
Compared with the solutions such as [104, 127] that simply assume the collaborators are
willing to help without any reward, providing an incentive mechanism could stimulate col-
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laboration in the real world. Since the payment in our free market incentive mechanism is
computed according to the size of the actual downloaded video chunk that is allocated by
the dynamic work distribution algorithm based on the collaborators’ bandwidth, the col-
laborators are rewarded fairly compared with [39] that treats collaborators equally and [11]
that only considers the battery level. In our incentive mechanism, a recommended price is
provided and guides users to setting a price that is not too high or low rather than letting
users set a price randomly and bid unsuccessfully [69]. Furthermore, we reduce the data
cost when redeeming from the incentive server by accumulating the payments rather than
redeeming the payments one by one [11].
6.3.6 Privacy: confidentiality of users’ identities and locations
Since we have introduced the privacy related consideration in the collaborator discovery
CaCDiscovery (described in Subsection 3.3.4), ColStream protects users’ identities and lo-
cations in the discovery phase. As for the other phases, in collaborator selection and work
distribution, all the messages are exchanged via local wireless network in which all the sen-
sitive fields such as mcc, lac, cid and mac are hashed, and only the numeric fields that require
further arithmetical computation such rssi and mobi are sent as plain text. In the incentive
mechanism, users’ location information is not exchanged, and we also use the hashed user’s
mac to uniquely identify a user while only the credit amount is stored as plain text. There-
fore, ColStream operates on hashed information and does not know the users’ identities and
their exact geographical locations.
6.4 Evaluation
In this section, we present the system performance evaluation in two environments: real
Android devices and Android emulators.
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6.4.1 Evaluation setup, proof of concept prototype for collaborative stream-
ing and basic tests
To perform a systematic evaluation of ColStream, we developed a proof of concept proto-
type, and deployed it on two platforms: platform 1) actual Android phones and the Google
cloud, and platform 2) Android emulators as the emulators allow repeatable experiments
with controlled settings (bandwidth) to analyse the ColStream performance in details. The
experiments carried out on platform 2) are described in this subsection, Subsection 6.4.3, 6.4.4
and 6.4.5, whereas Subsection 6.4.2 and 6.4.6 describe the evaluation on platform 1).
In our experiments we emulated one initiator and 10 collaborators on a laptop with Intel
Core i5-3210M processor and 6GB of RAM. To emulate the bandwidth fluctuation in the real
world, each node defines its target bandwidth and unit price for sharing bandwidth. We
developed a method to fluctuate the downloading bandwidth of each collaborator around
the target bandwidth.
Using the developed proof of concept prototype of ColStream, we streamed videos using
the Android emulators based prototype. Fig. 6.2 shows the screenshots of two ColStream
video players in the performance comparison demo2: the top shows an initiator without any
collaborators; the bottom shows another initiator with one collaborator. We start the video
streaming on both initiators at the same time. We observe on average double downloading
speed in the setup with one collaborator. From the figure, we can also see that the setup
with one collaborator pre-fetched 80.42% of the video (in which the later joined collabora-
tor contributed 28.79% of this download) and delivered smooth playout, whereas the first
setup pre-fetched only 45.37% and the video player stalled occasionally. Our experiments
on actual Android phones showed a similar improvement.
To further show the improvement made by increasing the number of collaborators, we per-
formed a basic experiment using the prototype, and it demonstrates that ColStream can sig-
nificantly increase the bandwidth for an initiator. In this experiment, we streamed randomly
selected videos from Youtube with three different video sizes (6.7MB3, 45MB4 and 125MB5)
2Demo recording: http://www.youtube.com/watch?v=Syw2RUr0TwI
3http://www.youtube.com/watch?v=ZSt9tm3RoUU
4http://www.youtube.com/watch?v=GXQSkE9J4N8
5http://www.youtube.com/watch?v=Y4MnpzG5Sqc
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Figure 6.2: Prototype demo of ColStream
using different numbers of collaborators. Fig. 6.3 shows a comparison of the downloading
times. This figure confirms the expected behaviour - the more collaborators the faster the
video is downloaded under the same network conditions. It should be noted that the actual
download speed depends on the Internet connection on the emulation machine. However,
we emulated a smaller bandwidth for each collaborator to mimic a variety of bandwidth
available in collaborators. The figure shows at least four times improvement in download-
ing time when five collaborators are used.
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Figure 6.3: Performance when different numbers of collaborator are used
6.4.2 Feasibility study of collaborator detection scheme and selection al-
gorithm
There are two phases in both of the direct collaborator group formation and the cloud as-
sisted collaborator discovery in the collaborator detection scheme: 1) discovering the nearby
collaborators and 2) forming the discovered collaborators into a local group, and these two
phases take additional time. Therefore we evaluated the delay of the collaborator detection
scheme based on the experiments on platform 1) in three scenarios, Indoor, In vehicle and
Free space, and quantified the overall time Tdetection by:
Tdetection = tdiscovery + tgrouping
where tdiscovery is the time for discovering the nearby collaborators, and tgrouping is the time
for forming the discovered collaborators into a local group. Figure 6.4 (a) and (b) show the
CDFs of the tdiscovery for the direct collaborator group formation, and the tgrouping for both
the direct collaborator group formation and the cloud assisted collaborator discovery (as
the second phase of the two mechanisms is the same). We can see that the curves of both
tdiscovery and tgrouping in three scenarios have similar pattern - tdiscovery is smaller than 3s with
over 90% probability and tgrouping is smaller than 4s with over 90% probability. As for the
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Figure 6.4: Delay of collaborator detection
tdiscovery for the cloud assisted collaborator discovery, described in Chapter 3, that is around
1.6s. Therefore the Tdetection is smaller than 7s with over 90% probability, which is acceptable
for collaborative streaming.
The time it takes to find an optimal set of collaborators determines whether ColStream is fea-
sible for real world applications. Therefore, we investigated how the collaborator selection
algorithm performs on real Android phones (the same phones used as in the previous chap-
ters: HTC Desire C, Samsung Galaxy Nexus and Samsung NOTE II). We run multiple tests
using various numbers of collaborators, ranging from 1 to 50 (to simulate scenarios from
travelling on a bus to walking in a busy shopping mall). Fig. 6.5 shows the time required
(as average values and the confidence interval) for finding an optimal solution among dif-
ferent combinations of wireless devices. For most cases when the number of collaborators
is below 10, the required time is less than 50ms. In the worst case when 50 collaborators
express interest of sharing the bandwidth, it still takes less then 0.7s on average for the older
generation phones. It should be noted that the collaborator selection algorithm is executed
every collaboration selection window (default to 30s) or when there is a change in the set of
available devices.
6.4.3 Dynamic work distribution
To demonstrate the agility of the dynamic work distribution algorithm, we conducted an
experiment in Android emulators in which the initiator employs three collaborators to help
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Figure 6.5: Time for finding an optimal solution
with its video streaming task in a dynamic scenario. We vary the initiator (I) and collabo-
rators’ (C1, C2 and C3) bandwidth, and introduce three events: C1 leaves at about 75s, C2
leaves at about 20s and rejoins at about 90s, whereas C3 with a better deal joins the collabora-
tive group at about 60s. Figs. 6.6, 6.7, 6.8 and 6.9 show how the system reacts to the changes
in each node’s bandwidth and allocates different chunk sizes to optimise the downloading.
The node with the highest bandwidth downloads the 256KB chunk and lower bandwidth
nodes download a ratio of that size. The sub-figures (b) of Figs. 6.6, 6.7, 6.8 and 6.9 show
that the system is able to quickly adapt to the changes of node’s bandwidth indicated in the
sub-figures (a) of these figures, and adjusts the chunk size to the network conditions.
6.4.4 Dynamic adaptation
One important aspect of ColStream is its ability to adapt to the dynamic changes in the
collaborative group and to select the optimal set of collaborators with the remaining budget
for the remaining downloading task. We demonstrate the ColStream adaptation abilities in
three scenarios in which we use one initiator and five collaborators. The events of interest
are outlined in Fig. 6.10 that shows the total length of the downloaded video content over
time.
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Figure 6.7: Relationship between bandwidth and chunk size for C1
Scenario 1 - presence of a better deal
In this scenario, we want to demonstrate ColStream’s ability to make use of a new collabora-
tor with a better deal (e.g. a higher bandwidth for a lower price). As shown in Fig. 6.10 (a) -
collaborator 5 joins the group at 8 seconds. After it joins, it is selected to replace collaborator
2. Collaborator 2 may still be downloading its allocated chunk as shown in the figure. From
Fig. 6.10 (b) we see that this event introduced about 1 second delay in downloading time
compared with the downloading time of the five original collaborators. However for longer
videos the delay caused by the group reassignment will be offset by better bandwidth (and
also price) of the new collaborator.
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Figure 6.8: Relationship between bandwidth and chunk size for C2
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Figure 6.9: Relationship between bandwidth and chunk size for C3
Scenario 2 - a collaborator leaves
If a collaborator leaves the group, ColStream needs to search for an alternative group ar-
rangement for the remaining video streaming task. As shown in Fig. 6.10 (b), we purposely
turn off collaborator 4 at 9 seconds. We can see from the figure that collaborator 4 forwards
what it has already downloaded to the initiator (as supported by the partial transaction fea-
ture) and then collaborator 3 is selected as a replacement after one second.
123
CHAPTER 6: COLLABORATIVE STREAMING SYSTEM
 0
 0.5
 1
 1.5
 2
 0  2  4  6  8  10  12  14  16D
o
w
n
lo
ad
ed
 v
id
eo
 l
en
gt
h 
(M
B)
Time (s)
I
C1
C2
C3
C4
C5
(a) Scenario 1
 0
 0.5
 1
 1.5
 2
 0  2  4  6  8  10  12  14  16  18D
o
w
n
lo
ad
ed
 v
id
eo
 l
en
gt
h 
(M
B)
Time (s)
I
C1
C2
C3
C4
C5
(b) Scenario 2
 0
 0.5
 1
 1.5
 2
 0  2  4  6  8  10  12  14  16  18D
o
w
n
lo
ad
ed
 v
id
eo
 l
en
gt
h 
(M
B)
Time (s)
I
C1
C2
C3
C4
C5
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Figure 6.10: Scenarios of dynamic adaptation tests
Scenario 3 - a collaborator offline for some time
This scenario demonstrates ColStream’s ability to cope with network instability that may
force a collaborator offline for a period of time. In this case ColStream should select a re-
placement (as in scenario 2) and select the original collaborator when it joins again (as it was
selected before for its good offer). Fig. 6.10 (c) shows that collaborator 4 leaves the group
for about four seconds and then it rejoins the group again. Collaborator 3 is selected as a
replacement for this duration.
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6.4.5 Performance tests: COMBINE against ColStream
Among the existing solutions, COMBINE [11] is the most closely related to ColStream.
Therefore we present both the qualitative and quantitative comparison of the two solutions.
There are some similarities between COMBINE and ColStream: both enable bandwidth
sharing among nearby mobile devices and utilise a work queue to efficiently allocate down-
loading tasks to collaborators. However, they serve different purposes. The bandwidth shar-
ing in COMBINE aims to improve data file downloading, whereas ColStream aggregates
collaborators’ bandwidth for efficient streaming of on-demand video. Due to the timeli-
ness constraints of video frames, the ColStream design is more challenging. Because of this
constraint we designed an efficient handling of overcommitted collaborators or partially
completed chunks. In addition, we developed an algorithm to dynamically compute chunk
sizes based on estimated bandwidth of collaborators rather than a fixed size. The active
and passive methods to handle partial transactions is another means to improve the video
pre-fetching capabilities, resulting in better user experience.
As for the quantitative evaluation, we implemented some of COMBINE’s features (includ-
ing chunk allocation, timer based collaborator check), as described in [11] to carry out the
performance comparison. We conducted experiments in which collaborators experience dif-
ferent failure probabilities on completing the given downloading task (either cannot down-
load or only download a part of the chunk). In these experiments an initiator employs five
collaborators to download a YouTube video of 6.7MB. Figures 6.11 (a), (b) and (c) show the
performance comparison (in terms of additional downloading time using Cumulative Dis-
tribution Function) between ColStream and COMBINE against their corresponding bench-
marking setup (the no failure cases), with different levels of failure probability (20%, 60%,
and 100%6). The figures show that ColStream performs much better than COMBINE across
all failure probabilities, with significantly smaller additional downloading time. For exam-
ple, in the case where a collaborator has 60% failure probability (as shown in Fig. 6.11(b)),
the maximum additional downloading time for ColStream is about 8.2s, whereas COM-
BINE will have about 30% chances the additional downloading time is beyond 8.2s (but less
than 15s). In other words, these results demonstrate the contributions of allocating dynamic
chunk size and handling partial transactions are effective.
6In this scenario, the video is downloaded by the partial download.
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(a) 20% failure probability (b) 60% failure probability
(c) 100% failure probability
Figure 6.11: Performance comparison between ColStream and COMBINE
6.4.6 Incentive mechanism
The proof of concept prototype also demonstrates how the incentive mechanism correctly
accumulates the credits in the initiator’s Tracker when receiving the downloaded chunks
from collaborators, using platform 1). We conducted an experiment in which the initiator
employs two collaborators with both battery level bl at 5 (C1 using the recommended price
that is initially set to 1upb, and C2 using the customised price 1.5upb) in a dynamic scenario
as shown in Figures 6.12, 6.13 and 6.14 (note that the figures are a part of the experiment,
and the x axis is the index of the Task messages). Specifically, the initiator and C1 have
similar available bandwidth, while C2 provides a better bandwidth but requires a higher
price compared with C1. C1 leaves the collaboration around index 52 and rejoins at 110, and
C2 goes offline after 85. The sub-figures (a) show the allocated chunk size for the devices by
the dynamic work distribution algorithm, while the sub-figures (b) depict the accumulated
credits by Eqn. 6.3.8. We can see that, in (a), the credit for each downloaded chunk is
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Figure 6.12: Relationship between allocated chunk size and accumulated credits for initiator
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Figure 6.13: Relationship between allocated chunk size and accumulated credits for C1
correctly calculated, and no payment is issued when collaborators are offline. By contrast,
in Fig. 6.13 (b), the credits for C1 continue to accumulate when C1 rejoins the collaboration,
whereas there is no negative credit accumulation for the initiator in Fig. 6.12 (b) when both
collaborators are offline roughly between 85 and 110.
Furthermore, after the initiator has redeemed on the incentive server, the remaining credits
of the initiator and the two collaborators have been updated on the incentive server, and the
recommendation price of c/u5 has been updated to 1.25upb by Eqn. 6.3.7 (as c/u5 is 1upb
by default, and New_c/u5 is 1.5upb).
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Figure 6.14: Relationship between allocated chunk size and accumulated credits for C2
6.4.7 Cost analysis: data and energy consumption
Another contribution of the proposed ColStream is that we reduce the data and energy con-
sumption by applying the proposed low cost approaches for e.g. collaborator discovery,
bandwidth estimation and activity recognition. In order to quantitatively evaluate these
costs, we calculate the costs using the same method (compute the cost for an example sce-
nario during one hour time period in which one collaboration has happened and streamed
100MB video) as described in Subsection 3.4.5.
Data consumption
As for the data consumption of ColStream as a whole, we consider the message exchanges
that cost users’ quota when using cellular networks, and do not consider those transferred
via free local wireless network and the video chunks streamed from the service provider (as
it is an inevitable cost when using any video streaming application). Therefore, the overall
data cost of ColStream DC be composed of the cost of collaborator discovery dccd, band-
width estimation dcbe, incentive mechanism dcim and work distribution dcwd (only consid-
ered the data cost of sending requests to the service provider), and can be computed as
DC = dccd + dcbe + dcim + dcwd (6.4.1)
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where dccd has been computed in Subsection 3.4.5 ([1.8, 324.0] KB for the initiator and [1.6,
323.8] for the collaborator), and dcbe is [200, 1300] KB per hour (detailed in Subsection 5.3.2).
dcim is 0 for the collaborator, and for the initiator it is the size of the payment message
including the header and the content (the initiator’s id, pairs of collaborators idi and their
corresponding credits creditidi , and the initiator’s signature sig). As RSA [33] is used for
creating the signature and assuming 10 collaborators, dcim = 700 + 16 + (16 + 1) ∗ 10 +
256 = 1142B. As dcwd depends on the number of the request messages that depends on the
available bandwidth of devices, the dcwd for each device is different. To get an averaged
value of the dcwd for each device, we assume the initiator and the 10 collaborators have the
same bandwidth. Then the dcwd for each device can be computed as
dcwd =
1
n
∗ sizevideo
MAX_CHUNK_SIZE
∗ sizerequest (6.4.2)
where n is the number of devices including the initiator and the 10 collaborators, and sizevideo
is the size of the requested video that is 100MB in the example scenario. MAX_CHUNK_SIZE
is 256KB in our dynamic work distribution algorithm. sizerequest is the size of the request
message that includes the video id and the allocated byte range of the video (700+ 16+ 16 =
732B). Then the dcwd for each device is 26.0KB. Thus, a small amount of data for both the
initiator and collaborators is used (between around 229 to 1651 KB per hour).
Energy consumption
Similarly when calculating the energy consumption, we do not consider the cost incurred
by the functionalities related to downloading and video playout. Other cost incurred by the
functionalities for improving collaborative streaming is included in our calculation. Thus
the energy consumption of ColStream EC can be computed as
EC = eccd + ecbe + ecar + ecim + ecwd (6.4.3)
where eccd is energy consumption of collaborator discovery, and is detailed in Subsection
3.4.5. ecbe and ecim are the energy cost of bandwidth estimation and incentive mechanism.
ecwd is the energy cost of work distribution that is computed similarly to the dcwd. Since the
cost of these three is caused by transferring messages, similarly based on the energy model
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Table 6.1: Energy consumption of ecbe, ecim and ecwd using cellular and WiFi (J)
Best case Worst case
ecbe Cellular 40.04 260.25
WiFi 1.66 10.79
ecim Cellular 0.22 0.22
WiFi 0.01 0.01
ecwd Cellular 5.20 5.20
WiFi 0.22 0.22
of wireless data transfers used in Subsection 3.4.5, it can be computed as
ecbe = nestimation ∗ npairs ∗ (Ee + (sizepair1 + sizepair2) ∗ Etuplink)
ecim = Ee + sizepayment ∗ Etuplink
ecwd = Ee +
1
n
∗ sizevideo
MAX_CHUNK_SIZE
∗ sizerequest ∗ Etuplink
(6.4.4)
where nestimation is the number of the estimations, and npairs is the number of ping pairs per
estimation (set to 10), and sizepair1 and sizepair2 are the probing pair sized 64B and 1064B,
respectively, detailed in Chapter 5. sizepayment is the size of the payment message, and for
the example scenario it is 1142B. Table 6.1 shows the energy consumption of ecbe, ecim and
ecwd using cellular and WiFi networks in the best and worst cases.
ecar is the cost of activity recognition, and the power consumption has been measured it in
Subsection 4.4.3. Thus we compute the hourly energy cost of activity recognition in joules
(E(Joules) = P(Watt) ∗ t(Second)) - the bare system consumes around 233J, the system with the
Google AR service activated consumes 268J, and the system with ARshell+ consumes 354J,
which means the ecar is around 121J (354− 233).
Finally, Table 6.2 describes the overall energy consumption of ColStream for initiator and
collaborator using cellular and WiFi networks, and even in the worst case it costs around
655J. Comparing with the solutions that apply WiFi scan or GPS synchronisation based on
an interval e.g. 10s ([11] and [121] respectively), using the example scenario - one hour du-
ration, the energy consumption only for WiFi scan is 196.2J, or only for GPS synchronisation
is 513J for warm start and 2052J for cold start (as the energy cost per GPS updates for warm
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Table 6.2: Energy consumption of ColStream for initiator and collaborator using cellular and
WiFi (J)
Best case Worst case
Initiator Cellular 168.01 655.72
WiFi 124.10 338.77
Collaborator Cellular 167.63 655.28
WiFi 124.09 338.70
and cold start are around 1.425J and 5.7mJ respectively [16]). Thus the energy consumption
of ColStream is acceptable while it provides smooth video playout with high definition.
6.5 Chapter summary
Video streaming on the go is a very popular application, however the quality and user expe-
rience of video streaming depends on the available bandwidth. In this chapter we proposed
the ColStream system that significantly enhances the performance of video streaming by dy-
namically aggregating bandwidth of ubiquitous devices (the streaming initiator and willing
collaborators). The chapter described the ColStream’s concept, architecture, design, proto-
types and evaluation.
ColStream provides two approaches to detecting nearby collaborators according to appli-
cation scenarios: 1) direct collaborator group formation and 2) cloud assisted collaborator
discovery. The collaborator selection algorithm optimally selects collaborators with similar
mobility by minimising the cost while maximising the bandwidth. The dynamic work distri-
bution algorithm allocates tasks to the collaborators adjusting their workload to the quality
of their Internet connection, and does not require the support of specially-designed prox-
ies/servers for allocating work to collaborating devices. The free market incentive mecha-
nism fairly rewards the collaborators for contributing their bandwidth. Finally ColStream
protects the confidentiality of users’ identities and locations, and we reduced the data and
energy consumption of the system as a whole.
In order to demonstrate the effectiveness and feasibility of ColStream, we implemented and
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evaluated a proof of concept prototype that incorporates the designed functionalities work-
ing on both Android emulators and real world environments. Finally, performance analysis
and experiments have been carried out to complete a systematic evaluation of ColStream.
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Conclusions and Future Work
This chapter concludes the thesis with a summary of the research contributions and a brief
discussion of future work.
7.1 Summary of contributions
In this thesis, we have addressed the difficulties and challenges related to collaborative
streaming on demand video to mobile devices. In particular, we focused on providing high
quality video streaming to mobile devices that are travelling in unfamiliar environments, in
which collaborators are found by recruiting some nearby idle mobile devices. They down-
load parts of the video and forward them to the collaboration initiator.
In mobile environments, there are many challenges described in Section 1.2, such as 1) how
to discover nearby devices across heterogeneous networks, 2) how to select the optimal set
of collaborators that provides high bandwidth and stable connectivity with reduced energy
cost, 3) how to address bandwidth estimation and activity (mobility) recognition on mo-
bile platforms and in wireless cellular networks, 4) how to allocate tasks according to the
collaborators’ available bandwidth to maximise the streaming performance and minimise
the cost of collaborator rewards, and 5) how to protect the confidentiality of collaborators’
identities and locations and provide an incentive mechanism that is suitable for collabora-
tive streaming to reward the collaborators. To tackle these challenges, this thesis presented
the research on collaborative streaming, and also the design and development of a collabo-
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rative streaming system of on demand video for mobile devices (ColStream), that provides
all the researched functionalities (from discovering collaborators to enjoying smooth video
playout).
In summary, the thesis made the following key contributions:
• It researched and developed a cloud assisted collaborator discovery framework across
heterogeneous RATs with collaborator recommendation for mobile devices (CaCDis-
covery),
• It researched and developed an Android activity recognition service (ARshell+),
• It researched and developed a bandwidth estimation technique for mobile devices
(GPing-Pair),
• It designed an developed a collaborative streaming system of on demand video for
mobile devices (ColStream), including all the necessary functionalities, such as col-
laborator selection algorithm, dynamic work distribution algorithm and free market
incentive mechanism for rewarding collaborators.
These research contributions are further discussed, chapter by chapter, in the remainder of
this section.
Chapter 2 presented a critical literature survey of the related work. We described and evalu-
ated the development from P2P sharing to collaborative streaming, and the core functional-
ity of a system providing collaborative streaming, including device discovery, activity recog-
nition and bandwidth estimation. From this existing work, we identified open research is-
sues and challenging problems that motivated our research on developing a collaborative
streaming system for delivering video streaming to mobile devices.
In response to the open research issues, Chapters 3, 4 and 5 proposed solutions for various
functionalities required by collaborative streaming and also presented their systematic eval-
uation. The assumption was, that whenever possible, the proposed solutions should not
only serve the collaborative streaming, but also should be applicable to other applications
that require such functionalities. The following chapter, Chapter 6, presented a novel collab-
orative streaming system that provides high quality video streaming (smooth playout and
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high definition video) to mobile devices.
Chapter 3 presented a cloud assisted collaborator discovery framework (CaCDiscovery)
that can discover potential collaborators across heterogeneous radio access technologies.
In CaCDiscovery, the HVM pre-generation algorithm automatically maps the WiFi access
points into the HVM, and then the MCM activation mechanism discovers collaborators us-
ing a pre-generated hierarchical virtual map. This discovery and activation process does
not require GPS. The proposed mechanism can discover nearby devices that may be using a
variety of radio technologies at the time of discovery (including WiFi and 3G/4G), and also
reduces battery usage. Furthermore, the mechanism recommends collaborators that can
provide a stable and high quality connectivity to the device that requested collaboration,
since it is based on multiple criteria including device mobility and available bandwidth.
In Chapter 4, we investigated the Google activity recognition service and shared the les-
son learnt. After identifying the scenarios in which the recognition accuracy was barely
acceptable and also the cause of the inaccuracy, we proposed four practical and light-weight
solutions to significantly improve the recognition accuracy and efficiency.
To provide the functionality of bandwidth estimation, Chapter 5 studied a variety of fac-
tors (such as signal strength, mobility, handover, time and admission control) that impact
on bandwidth. The result of our research on bandwidth estimation for mobile phones, pre-
sented in this chapter, is a low-cost bandwidth approximation technique (GPing-Pair) for
cellular connections that estimates available bandwidth on a mobile device without a server
support.
Finally, after introducing the core components for device discovery, activity recognition and
bandwidth estimation, Chapter 6 incorporated the contributions discussed in Chapters 3, 4
and 5 into the collaborative streaming system (ColStream) that aggregates bandwidth from
ubiquitous devices to ensure high quality video streaming with minimal stalling time. We
described how CaCDiscovery, ARshell+ and GPing-Pair are applied, and proposed: i) a col-
laborator selection algorithm that refines the set of collaborators by using a multi-objective
optimisation method to maximise bandwidth and minimise cost, ii) a dynamic work dis-
tribution algorithm that dynamically adjusts the size of video chunks that the collaborators
need to pre-fetch ahead of the video playout time, and iii) a free market incentive mecha-
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nism that mimics a share market in which users can trade their virtual tokens for bandwidth
and vice versa.
7.2 Future work
While ColStream has superior performance as compared to the existing solutions, and CaCDis-
covery, ARshell+ and GPing-Pair are novel approaches, the research could still be taken
further in search on improving and extending the presented solutions.
Improving collaborator selection and streaming quality by enhancing con-
text awareness
While the proposed solutions already use some context information, the number of con-
text information types that are used in collaborative streaming could be further increased.
There exists research on gathering data from on-board sensors and system logs, etc., and
inferring useful context information from the gathered data in order to support applications
[102]. Parate et al. present an algorithm to predict the application that the user is likely to
use next, based on the history of the user’s application usage in [87], while Azizyan et al.
recognise the logical location of mobile phones (such as bookstore, boutique and pub) using
ambience fingerprinting generated by the on-board sensors including camera, microphone,
accelerometer and WiFi in [14]. In [61], Korpipaa et al. present a context management frame-
work for mobile devices that provides methods for acquiring and processing useful context
information collected by the on-board sensors from a user’s surroundings and giving it to
applications. One direction of the future work is to make the most use of the context infor-
mation inferred from the raw data such as sensor data to further improve the collaborator
selection algorithm and the streaming performance.
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Low cost HVM based localisation
CaCDiscovery is designed to discover devices that are within the coverage of a specified
device. HVM that is generated based on geographical coordinates is used for this purpose,
however all devices are mapped into the HVM with their corresponding virtual coordi-
nates. A future research direction is to extend our CaCDiscovery to support geographical or
3D localisation for applications that require such localisation for mobile devices. Although
CaCDiscovery performs well for discovering devices in vicinity, it is not accurate enough
for localising one device geographically if this was required. The key of this future work is
to improve the accuracy of the localisation method in CaCDiscovery while maintaining low
energy cost. There is some research in this direction, for example, there exist solutions that
use context information gathered by the on-board sensors of mobile phones or mathemati-
cal models to improve the localisation accuracy. In [75], Liu et al. leverage acoustic ranging
(collected by microphone) to locate peers’ phones jointly, whereas Ferris et al. apply the
Gaussian Process Latent Variable Model for building wireless signal strength maps in [37].
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Appendix
Mapping ARshell HMM to HMM
In the Hidden Markov model, the variables include hidden states and observations. As
shown in Fig. 7.1, HMM models the joint distribution of those variables by making Markov
assumptions that current latent state at (for t = 0, ..., T) only depends on previous latent state
at−1, and current observation st only depends on current latent state at. The former depen-
dency can be described by transition probability p(at|at−1) while the later can be captured
by emission probability p(st|at), and then joint distribution can be formulated as follows:
p(s, a) = p(a0)p(s0|x0)
T
∏
t=1
p(at|at−1)p(st|at) (7.2.1)
In our case, the observations s are the readings produced by the on-board sensors at different
time points, while latent states a are the undergoing activities that we want to recognise.
Note that the dependencies among the latent states can be used to characterise the temporal
relationships among human activities. Specifically, assigning large values to self-transition
probabilities encourages the current activity to be continued with high probability.
Central to HMM are the parameters (i.e. transition and emission probabilities) that can be
st Google AR service
p(at=Stationary|st)=0.6
p(at=Walking|st)=0.2
...
p(at=In Vehicle|st)=0.1
Figure 7.1: Example of posterior distribution given by Google AR service
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used to infer the latent activities given a sequence of current observations. The transition
probability is similar to that of Markov Model in ARshell (described in Subsection 4.3.1).
However, as for the emission probability, this is a non-trivial work, since we do not have
access to the observations (sensor readings) encapsulated in Google AR service that conceals
the underlying logic of how the sensor readings are processed. Fortunately, by treating the
Google AR service as a black box, the emission probability can be approximated with the
predictions given by the Google AR service, formulated as follows:
p(st|at) = p(at|st)p(st)p(at) ∝ p(at|st) (7.2.2)
where prior knowledge p(at) is identical for different activities, because we balance the
training data over all the activity classes. The variable st is the observation at time t, and
p(st) is a constant when calculating its evidence against different classes. Therefore, the
emission probability is proportional to the posterior probability given by the Google AR
service (shown in Fig. 7.1), and the joint distribution can be re-formulated as follows:
p(s, a) ∝ p(a1)p(a0|s0)
T
∏
t=1
p(at|at−1)p(at|st) (7.2.3)
Finally, inferring the hidden states is equivalent to finding the sequences that maximise
the joint probability depicted in Eq.(7.2.3), which is performed by the Viterbi algorithm as
specified in Subsection 4.3.1.
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