Rapid Detection of Hot-spots via Tensor Decomposition with applications
  to Crime Rate Data by Zhao, Yujie et al.
ORIGINAL RESEARCH ARTICLE
Rapid Detection of Hot-spots via Tensor Decomposition with
Applications to Crime Rate Data
Yujie Zhaoa, Hao Yanb, Sarah Holtec, and Yajun Meia
aSchool of Industrial and Systems Engineering, Georgia Institute of Technology, Atlanta,
GA, USA; bSchool of Computing, Informatics, and Decision Systems Engineering, Arizona
State University, Tempe, AZ, USA; cDivision of Public Health Sciences, Fred Hutchinson
Cancer Research Center, Seattle, WA, USA
ARTICLE HISTORY
Compiled May 18, 2020
ABSTRACT
We propose an efficient statistical method (denoted as SSR-Tensor) to robustly
and quickly detect hot-spots that are sparse and temporal-consistent in a spatial-
temporal dataset through the tensor decomposition. Our main idea is first to build
an SSR model to decompose the tensor data into a Smooth global trend mean,
Sparse local hot-spots, and Residuals. Next, tensor decomposition is utilized as
follows: bases are introduced to describe within-dimension correlation, and ten-
sor products are used for between-dimension interaction. Then, a combination of
LASSO and fused LASSO is used to estimate the model parameters, where an
efficient recursive estimation procedure is developed based on the large-scale con-
vex optimization, where we first transform the general LASSO optimization into
regular LASSO optimization and apply FISTA to solve it with the fastest conver-
gence rate. Finally, a CUSUM procedure is applied to detect when and where the
hot-spot event occurs. We compare the performance of the proposed method in a
numerical simulation study and a real-world case study, which contains a dataset
including a collection of three types of crime rates for U.S. mainland states during
the year 1965-2014. In both cases, the proposed SSR-Tensor is able to achieve the
fast detection and accurate localization of the hot-spots.
KEYWORDS
tensor decomposition; spatio-temporal; hot-spot detection; quick detection;
CUSUM
1. Introduction
The objective of our research is hot-spot detection when monitoring multiple data
sources or streams across different spatial regions over time, where one is interested
in quickly and accurately determining which data sources or streams change their
patterns at which local regions and at which time. And in our paper, the definition of
hot-spot is the structured outliers that are sparse over the spatial domain but persistent
over time. A concrete motivating example is to monitor three types of annual crime
rates from 1965 to 2014 for 48 mainland states in the United States, see Section 2 below
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for the detailed data description. There are two kinds of changes: one is at the global
level, and the other is at the local level. For hot-spot detection, we are more interested
in detecting those local changes with the following two properties: (1) spatial sparsity,
i.e., the local changes are sparse in the spatial domain; (2) temporal persistence, i.e.,
the local changes last for a reasonably long time period unless one takes some actions.
Generally speaking, hot-spot detection in spatio-temporal data can be treated as
a change-point detection problem. There are three major categories of methodolo-
gies and approaches in the literature. The first one is the LASSO-based control chart
that integrates LASSO estimators for change point detection and declares non-zero
components of the LASSO estimators as the hot-spot, see [22, 32–34]. Unfortunately,
the LASSO-based control chart lacks the ability to separate the local hot-spots from
the global trend mean in the spatio-temporal data. The second category of meth-
ods is the dimension-reduction-based control chart, where one monitors the features
from Principal Component Analysis (PCA) or other dimension reduction methods.
For example, [16] reduces the dimensionality in spatio-temporal data by construct-
ing T2 and Q charts. [19] combines multivariate functional PCA with change-point
models to detect the hot-spots. For other dimension reduction methods, please see
[1, 3, 9, 17, 18] for more details. The drawback of PCA or other dimension reduction
based methods are the restriction of the change detection problem and the failure to
take full advantage of the spatial clustering property of hot-spot. The third category
of hot-spot detection methods from spatio-temporal data is the decomposition-based
method that decomposes the hot-spot from background events. For example, [27] and
[28] proposed Smooth-Sparse Decomposition (SSD) model for hot-spot detection in the
spatio-temporal data. SSD can separate hot-spot from the functional mean by utilizing
the spatial structure of both the functional mean and hot-spot. More references can be
found in [13, 25, 26, 29, 30]. However, these existing approaches investigate structured
images or curves data and assume that the hot-spot events are independent over the
time domain.
In this paper, we propose to develop a decomposition-based hot-spot detection
method when the hot-spots are from autoregressive (AR) model, which is typical
for time series data. It is worth noting that the spatio-temporal data can often be
represented in 3-dimensional tensor format as ”Spatial dimension × Temporal dimen-
sion × Attributes”. Our main idea is to decompose this tensor into three components:
smooth global trend mean, sparse local hot-spot, and residuals. We term our proposed
decomposition model as SSR-Tensor. Furthermore, when fitting the raw data to the
SSR-Tensor, we propose to add two penalty functions: one is the LASSO type penalty
to guarantee the sparsity of hot-spots, and the other is the fused-LASSO type penalty
to the autoregressive properties of a hot-spot or time-series data. Through our pro-
posed SSR-Tensor model, we are able to (1) detect when the hot-spot happens (i.e.,
the change point detection problem); and (2) localize where and which type of the
hot-spots occurs if the change happens (i.e., the spatial localization problem). We call
the first capacity as hot-spot detection and the second capacity as hot-spot localization.
Considerable research has been done on modeling and prediction of the spatio-
temporal data. Some popular time series models are AR, MA, ARMA model, etc. And
the parameters can be estimated by the Yule-Walker method [7], maximum likelihood
estimation or the least squares method [6]. In addition, spatial statistics have also
been extensively investigated in their own right, see [5, 12, 14, 21]. Spatio-temporal
models are proposed by combining the time series models with spatial statistics [11,
31]. Please see the textbook [4] for additional literature and detailed discussion. We
emphasize that our proposed SSR-Tensor model is different from these existing spatio-
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temporal models in the sense that its primary objective is for hot-spot detection, not
for estimation or prediction.
While our paper focuses only on a 3-dimensional tensor due to our motivating
application in crime rates, our proposed SSR-Tensor model can easily be extended
to any d-dimensional tensor ( d ≥ 3 ). If we have additional dimensions, such as the
unemployment rate and economic performance, these can be modeled as the additional
dimension in the tensor analysis. The reason is that our proposed model uses the
basis to describe correlation within each dimension, and utilizes tensor products for
interaction between different dimensions. Thus, as the dimension d increases, we just
need to add the corresponding bases. The capability of extending to high-dimensional
data is the main advantage of our proposed SSR-Tensor model.
The remainder of this paper is as follows: Section 2 introduces and visualizes the
crime rate dataset, which is used as our motivating example. Section 3 presents our
proposed SSR-Tensor model and discusses how to estimate model parameters from
data. Section 4 describes how to use our proposed SSR-Tensor model to find hot-
spots, both for detection and localization. Our proposed methods are validated through
extensive simulations in Section 5 and the case study using the crime rate dataset is
shown in Section 6.
2. Motivating Example & Background
This section gives a detailed description of the crime rate dataset used in this paper.
The dataset is available from the website of the U.S. Department of Justice Federal
Bureau of Investigation, see https://www.ucrdatatool.gov/Search/Crime/State/
StateCrime.cfm. The crime rate dataset is recorded from 1965 to 2014 for 48 mainland
states in the U.S. annually. In each year and for each state, three types of crime
crates are recorded: a) Murder and non-negligent manslaughter ; b) Legacy rape; and c)
Revised rape. These three annual crime rates are denoted by r1, r2 and r3, respectively.
It is worth noting that our motivating dataset is of three dimensions, which includes
the year (temporal dimension), state (spatial dimension) and different types of crime
rates (attribute/category dimension). For the purpose of clarity and visual represen-
tation, we plot several figures which shows the characteristic of each dimension. To
begin with, we first show the characteristic of the temporal domain (year), where we
plot the time series of the annual crime rate for the entire U.S. in Figure 1(a). The
x-axis is the year ranging from 1965 to 2014, and the y-axis is the annual crime rate
of U.S.. It can be seen that the crime rates are increasing in the first ten years during
1965-1975, then become stationary during 1975-1995, and finally have a decreasing
trend during 1995-2014. Furthermore, we also highlight the two peaks around 1980
and 1992 as well, because the reason to cause these two peaks fails to be determined
easily. Probably it is caused by the global trend, or it is also possible to be caused by
the local hot-spots.
Then we show the characteristic of our motivating data on the category domain
(type of the crime rates) in Figure 1(b), where different bars represents different type
of the crime rates, and the height of the bar represents the cumulative crime rate
from 1965 to 2014. It can be seen that, these three crime rates overall happen with
similar frequencies, which makes it different to detect the hot-spot if we compress the
three-dimension data into one dimension only.
Finally, we show the characteristic of our motivating data on the spatial domain
(state) in Figure 2. In Figure 2, each map shows the spatial information of the third
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crime rate (revised rape) in six different years. And the selected six years is starting
from 1965, and ranging with a ten-year interval. For the sixth map, since the data in
Year 2015 is not available yet, we use Year 2014 instead. We can see from the spatial
plot in Figure 2 that the crime rate spatial patterns are different in different years. In
addition, the crime rates are increasing in the first ten years and are decreasing in the
last ten years, which is consistent with that in Figure 1(a).
From Figure 1 and Figure 2, there seems to have a brief increasing trend during
1984-1995, but it is difficult to visually conclude whether this is due to the global
change or local hot-spots without refined analysis. If this is a local hot-spot event, we
want to detect when the hot-spot appears, and then identify where and which type of
crime rate accounts for this change. Since the data have three dimensions (states, rates
and year), how to properly model the global trend mean and local hot-spot structures
become very crucial, which is the motivation for our proposed model described in
Section 3.1.
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Figure 1. Time Series of Annual Crime Rates in the US over the 50 years during 1965-2014 (left) & Bar plot
of three cumulative rates from 1965 to 2014 (right)
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Figure 2. Raw Data for the the third type of crime rate (r3) in six different years. From left to right, the top
row represents Year 1965, 1975 and 1985, whereas the bottom row are from Year 1995, 2005 and 2014. The red
means high crime rates, whereas the blue implies low crime rates.
It is worth noting that we store our data as a three-dimension tensor, and we
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noted it as Y. Mathematically speaking, the element Yi,j,t represents the j-th crime
rate of state i in year t, where i = 1, . . . , 48 for 48 mainland states, j = 1, . . . , 3
for three different type of crime rate and t = 1, . . . , 50 for 50 years from 1965 to
2014. In the next sections, we will model this multi-dimensional array through tensor
decomposition. For the convenience of notation and ease of understanding, we first
introduce some basic tensor algebra and notation, including basic notation, definitions,
and operators in tensor (multi-linear) algebra that are useful in this paper. Throughout
the paper, scalars are denoted by lowercase letters (e.g., θ), vectors are denoted by
lowercase boldface letters (θ), matrices are denoted by uppercase boldface letter (Θ),
and tensors by curlicue letter (ϑ). For example, an order-K tensor is represented by
ϑ ∈ RI1×···×IK , where Ik represent the mode-n dimension of ϑ for k = 1, . . . ,K.
The mode-n product of a tensor ϑ ∈ RI1×...×IN by a matrix B ∈ RJn×In is a tensor
A ∈ RI1×...In−1×Jn×In+1×...IN , denoted as A = ϑ×nB, where each entry of A is defined
as the sum of products of corresponding entries in A and B: Ai1,...,in−1,jn,in+1,...,iN =∑
in
ϑi1,...,iNBjn,in . Here we use the notation Bjn,in to refer the (jn, in)-th entry in
matrix B, And the notation ϑi1,...,iN is used to refer to the entry in tensor ϑ with
index (i1, . . . , iN ). And the notation Ai1,...,in−1,jn,in+1,...,iN to refer the entry in tensor
A with index (i1, . . . , in−1, jn, in+1, . . . , iN ).
The mode-n unfold of the tensor ϑ ∈ RI1×...×IN is denoted by ϑ(n) ∈
RIn×(I1×...In−1×In+1×IN ), where the column vector of ϑ(n) are the mode-n vector of
ϑ. And the mode-n vector of ϑ are defined as the In dimensional vector obtained from
ϑ by varying the index in while keeping all the other indices fixed. For example, ϑ:,2,3
is a model-1 vector.
A very useful technique in tensor algebra is Tucker decomposition, which de-
composes a tensor into a core tensor multiplied by a matrix along each mode:
Y = ϑ×1 B(1) ×2 B(2) · · · ×K B(K), where B(k) is an orthogonal Ik × Ik matrix and is
a principal component mode-k. Tensor product can be represented equivalently by a
Kronecker product, i.e., vec(Y) = (B(K)⊗· · ·⊗B(1))vec(θ), where vec(·) is the vector-
ized operator defined as vec(Y) = Y(K+1) (an I1×I2×· · ·×IK-dimension vector). The
definition of Kronecker product is as follow: Suppose B1 ∈ Rm×n and B2 ∈ Rp×q are
matrices, the Kronecker product of these matrices, denoted by B1⊗B2, is an mq×nq
block matrix defined by
B1 ⊗B2 =
 b11B2 · · · b1nB2... . . . ...
bm1B2 · · · bmnB2
 .
3. Our Proposed SSR-Tensor Model
This section presents our proposed methodology. Since the crime rate data is of
three dimensions, namely states, rates and year, it will likely have complex within-
dimension and between-dimension relationships. A within-dimension relationship in-
cludes within-state correlation, within-crime-type correlation, and within-year corre-
lation. Between-dimension correlations include between-state-and-crime-type interac-
tion, between-state-and-year interaction, as well as between-year-and-crime-type inter-
action. In order to handle these complex “within-dimension” and “between-dimension”
interaction structures, we use the tensor decomposition method, where basis is used to
address “within” correlation, and the tensor product is used for “between” interaction.
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The choice of basis is also important since different basis can represent different spatial
or temporal patterns. The detailed discussion on the selection of basis is developed in
Section 3.3.
The structure of this section is as follows: Section 3.1 presents our proposed model
that is able to characterize the complex correlation structures; Section 3.2 develops
the optimization algorithm to solve the estimation problem in Section 3.1; Section 3.3
discusses the choice of basis in practice.
3.1. Our Proposed Model
We will use order-three tensor as an example to develop the methodology, as it applies
to the crime rate dataset which has three components and can be represented as a
three-dimension tensor Yn1×n2×T with n1 = 48 mainland states, n2 = 3 different types
of crime rates, and T = 50 years.
Note that the ith,jth, and kth slice of the 3-D tensor along the dimension of state,
crime type, and year can be achieved as Yi::,Y:j:,Y::k correspondingly, where i =
1 . . . n1, j = 1 . . . n2 and k = 1 . . . T . For simplicity, we denote Yk = Y::k. We further
denote yk as the vectorized form of Yk, and y as the vectorized form of Y.
The key idea of our proposed model is to separate the global trend mean from the
local pattern by decomposing the tensor y into three parts, namely the smooth global
trend mean µ, local hot-spots h, and residuals e, i.e., y = µ+ h + e. For the first two
of the components (e.g., the global time trend mean and local hot-spots), we introduce
a basis decomposition framework to represent the structure of the within correlation
in the global background and local hot-spots, please see [28] for a similar concept used
for image defect detection.
To be more concrete, we assume that global trend mean and local hot-spots can be
represented as µ = Bmθm and h = Bhθh, where Bm and Bh are two bases that will
be discussed below. The vectors θm and θh are the model coefficients vector of length
n1n2T and needed to be estimated, and we will discuss the estimation method later.
Here the subscript of m and h are abbreviations for the mean and hot-spots. Since
the first parameter θm is to estimate the global trend mean, and we refer it as global
mean parameter. And the second parameter θh is to estimate the local hot-spots, and
we call it as local hot-spots parameter.
It is useful to discuss how to choose the bases Bm and Bh, so as to characterize
the complex “within” and “between” correlation or interaction structures. For the
“within” correlation structures, we propose to use pre-specified bases, Bm,s and Bh,s,
for within-state correlation in the global trend mean and hot-spot, where the subscript
of s is an abbreviation for states. Similarly, Bm,r and Bh,r are the pre-specifed bases
for within-correlation of the same type of crime rates, whereas Bm,t and Bh,t are
the bases for within-year correlation over time. As for the “between” interaction, we
use a tensor product to describe this interaction, i.e, Bm = Bm,s ⊗Bm,r ⊗Bm,t and
Bh = Bh,s ⊗ Bh,r ⊗ Bh,t. This Kronecker product has been proved to have better
computational efficiency in the tensor response data [see 10]. With the well-structured
“within” and “between” interaction, our proposed model can be written as:
y = (Bm,s ⊗Bm,r ⊗Bm,t)θm + (Bh,s ⊗Bh,r ⊗Bh,t)θh + e, (1)
where e∼N(0, σ2I) is the random noise. Mathematically speaking, both Bm,s and Bh,s
are n1× n1 matrix, Bm,r and Bh,r are n2× n2 matrix and Bm,t and Bh,t are nT × nT
matrix, respectively. Besides, our proposed model in (1) can also be rewritten into a
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tensor format:
Y = ϑm ×3 Bm,t ×2 Bm,r ×1 Bm,s + ϑh ×3 Bh,t ×2 Bh,r ×1 Bh,s + e, (2)
where ϑm and ϑh is the tensor format of θm and θh with dimensional n1 × n2 × nT .
Accordingly, the (i, j, t)th element in ϑm, ϑh ( or equivalently the ((k − 1)n1n2 + (i−
1)n1 +j)
th entry of θh, θm) can estimate the global mean and hot-spots in the i
th state
and jth crime rate in kth year respectively. The tensor representation in equation (2)
allows us to develop computationally efficient methods for estimation and prediction.
After developing the models above in equation (1), we now discuss how to estimate
the parameters θs (the global mean parameter θm and the local hot-spots parameter
θh) in our model from the data via the penalized likelihood function. We propose to
add two penalties in our estimation. First, because hot-spots rarely occur, we assume
that the local hot-spots parameter θh is sparse and the majority of entries in the
hot-spot coefficient θh are zeros. Thus, we propose to add the penalty term R1(θh) =
λ‖θh‖1 to encourage the sparsity property of θh. Second, we assume the hot-spots
are temporal consistent, as the unusual phenomenon of last year is likely to affect
the performance of hot-spots in the current year. Thus, we add the second penalty
R2(θh) = λ2
∑T
t=2 ‖θh,t − θh,t−1‖1 to ensure the temporal continuity of the hot-spot,
where θh,t is a sub-vector of length n1n2 starting from the ((t−1)n1n2+1)th element to
the (tn1n2)
th element in θh, which represents the hot-spot parameter for the t
th year.
By combining both two penalties, we propose to estimate the parameters (θm,θh) via
the following optimization problem:
arg min
θm,θh
‖e‖2 + λ1‖θh‖1 + λ2
T∑
t=2
‖θh,t − θh,t−1‖1
s.t. y = (Bm,s ⊗Bm,r ⊗Bm,t)θm + (Bh,s ⊗Bh,r ⊗Bh)θh + e, (3)
where θm = vec(θm,1, · · ·θm,T ) and θh = vec(θh,1, · · ·θh,T ). Combining these two
penalties in equation (3), we get R(θh) = R1(θh)+R2(θh) = λ1‖θh‖1+λ2
∑T
t=2 ‖θh,t−
θh,t−1‖1, which is a fussed LASSO penalty [see 23] controlling both the sparsity and
temporal consistency of the hot-spots. We will discuss how to efficiently optimize
equation (3) for tensors in Section 3.2.
3.2. Optimization Algorithm for Estimation
In this section, we develop an efficient optimization algorithm for solving the optimiza-
tion problem in equation (3). For notation convenience, we slightly adjust the notation
above. Because θm,θh in equation (3) is solved under penalty λ1R1(θh) + λ2R2(θh),
we re-denote θm, θh as θm,λ1,λ2 ,θh,λ1,λ2 to emphasis the penalty parameter λ1 and λ2.
Accordingly, θh,0,λ2 refers to the estimator only under the second penalty λ2R2(θh),
i.e,
θh,0,λ2 = arg min
θm,θh
{‖e‖22 + λR2(θh)}. (4)
The main idea of our proposed estimation algorithm can be summarized as follows.
First we reduce the number of unknown vectors in our model, i.e, find a closed-form
correlation between θm,λ1,λ2 given θh,λ1,λ2 . After reducing the number of parameters,
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we focus on estimating θh,0,λ2 , where FISTA [see 2] is the main tool in this stage.
We use notation θ̂h,0,λ2 to describe the corresponding estimator of θh,0,λ2 . Finally, the
estimated θh,λ1,λ2 , described by θ̂h,λ1,λ2 , is solved by the closed-form of θ̂h,λ1,λ2 given
θ̂h,0,λ2 .
Following the main idea above, we first reduce the number of unknown vectors.
Although there are two sets of parameters, namely θm,λ1,λ2 and θh,,λ1,λ2 in the model,
we note that given θh,λ1,λ2 , the parameter θm,λ1,λ2 is involved in the standard least
squared estimation and thus can be solved in the closed-form solution, see equation
(5) in the proposition below.
Proposition 3.1. In the optimization problem shown in equation (3), when given
θh,λ1,λ2, the closed-form solution of θm,λ1,λ2 is given by:
θm,λ1,λ2 = (B
′
mBm)
−1 (B′my −B′mBhθh,λ1,λ2) . (5)
To estimate the parameter θh,λ1,λ2 , we plug equation (5) into equation (3). Then,
the optimization problem for estimating θh,λ1,λ2 in equation (3) becomes
arg min
θh,λ1,λ2
‖y∗ −Xθh,λ1,λ2‖22 + λ1‖θh,λ1,λ2‖1 + λ2
T∑
t=2
‖θh,t,λ1,λ2 − θh,t−1,λ1,λ2‖1, (6)
where y∗ = [I−Hm] y , X = [I−Hm] Bh and Hm = Bm(B′mBm)−1B′m is the pro-
jection matrix. Because solving the inverse of a matrix B′mBm is computational ex-
pensive, therefore, in order to simply the calculation, we developed the tensor for-
mat of y∗, which can be rewritten as y∗ = y − vec (Y ×1 Hm,s ×2 Hm,r ×3 Hm,t),
where ×k(k = 1, 2, 3) is the mode-k product in Section 2 and vec(·) is an opera-
tor to transform variable to vectors. And Hm,s = Bm,s(B
′
m,sBm,s)
−1B′m,s, Hm,r =
Bm,r(B
′
m,rBm,r)
−1B′m,r, and Hm,t = Bm,t(B′m,tBm,t)−1B′m,t. The details of the proof
are shown in Appendix A.
To develop an efficient optimization algorithm to solve the global optimum of equa-
tion (3), we first solve θh,0,λ2 , i.e., with the sparsity penalty parameter λ1 = 0, which
is used to solve θh,λ1,λ2 for general λ1 later. The estimation of θh,0,λ2 is to optimize
arg min
θh,0,λ2
‖y∗ −Xθh,0,λ2‖22 + λ2‖Dθh,0,λ2‖1, (7)
where matrix D is of dimension n1n2(n3−1)×n1n2n3, whose (i, i)th, (i, i+n1n2−1)th
elements are of value −1 and 1, respectively.
Obviously, the optimization problem for equation (7) is a generalized LASSO prob-
lem, which can be transformed into a regular LASSO problem [see 24]. The details of
the transformation procedure are shown in Proposition 3.2.
Proposition 3.2. Assume that
(1) matrix A is of dimension n1n2 × n1n2n3 and constructed through combining
n1n2 × n1n2 identity matrix rowly n3 − 1 times,
(2) matrix D˜ of dimension n1n2n3 × n1n2n3 and is defined as D˜ =
[
D
A
]
,
(3) matrix X1 is the first n1n2(T − 1) rows of matrix XD˜−1, matrix X2 is the
remaining part of matrix XD˜−1,
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(4) the projection onto the column space of X2 is noted as P = X2(X
′
2X2)
−1X′2,
(5) the first n1n2(n3−1) entries of β (β = D˜θh,0,λ2 is noted as β1, and the remaining
are noted as β2.
The generalized LASSO problem in equation (7) can be solved by θ̂h,0,λ2 = D˜
−1βˆ,
where β̂ = (β̂1, β̂2) and
β̂1 = arg min
β1
‖(I−P)y∗ − (I−P)X1β1‖22 + λ2‖β1‖1 (8)
β̂2 = (X
′
2X2)
−1X′2(y
∗ −X1β̂1).
Proposition 3.2 allows us to focus on efficiently solving the LASSO-type optimization
problem in (8). To do so, we propose to use the FISTA algorithm in [2] due to its fast
convergence rate. Indeed, [2] showed that the convergence rate of the FISTA algorithm
is of order O(1/k2) where k indicates the iterations. FISTA is a very efficient and
standardized algorithm in optimization research to solve the optimization problem
involving `1 penalty. The proof of Proposition 3.2 can be found in Appendix B.
Finally, with the solved θ̂h,0,λ2 for λ1 = 0, we can easily compute θ̂h,λ1,λ2 for general
λ1 > 0 due to the their closed form relations in the following proposition:
Proposition 3.3. The closed form relationship between θ̂h,λ1,λ2 and θ̂h,0,λ2 is
θ̂h,λ1,λ2 = sign(θ̂h,0,λ2)max{|θ̂h,0,λ2 | − λ1, 0}. (9)
where  is an element-wise product operator.
The proof of Proposition 3.3 could be found in the proof of Theorem 1 of [15]. In
summary, the details of our proposed optimization algorithm are shown in Algorithm
1 below.
Algorithm 1: Estimation of θh,λ1,λ2
Input: y, Bm,s,Bm,r,Bm,t, Bh,s,Bh,r,Bh,t, X1,X2, X˜ = (I−P)X1,
y˜ = (I−P)y∗, λ1, λ2,K
Output: θ̂h,λ1,λ2
1 initialization;
2 β
(0)
1 , α
(1) = β
(0)
1 , t1 = 1, k = 0
3 for k = 1 · · ·K do
4 β
(k)
1 = S
(
α(k) − 1nL
(
X˜′X˜α(k) + X˜′y˜
)
, λ2/L
)
/* S(·) is the soft-thresholding function. */
5 tk+1 =
1+
√
1+4t2k
2
6 α(k+1) = β(k) + tk−1tk+1
(
β(k) − β(k−1)
)
7 k = k + 1
8 β̂2 = (X
′
2X2)
−1X′2(y −X1β(K)1 )
9 θ̂h,0,λ2 = D˜
−1(β(K)1 , β̂2)
′
10 θ̂h,λ1,λ2 = sign(θ̂h,0,λ2)max{|θ̂h,0,λ2 | − λ1, 0}
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3.3. Selection of Bases in Practice
This section discusses how to choose the proper bases Bm,s, Bm,r, Bm,t, Bh,s, Bh,r,
Bh,t. Generally speaking, some reasonable choices of the bases can be: (1) identity
matrix when one has little to no prior knowledge of the data structure; (2) Gaus-
sian kernel if the data shares a very smooth background; (3) Other kernels, including
Cosine, Silverman and etc., depending on the nature or characteristics of the data.
In the crime rate data, we begin with the basis for the global trend mean. Figure
2 shows that the global pattern is very smooth, where no distinctive abrupt changes
between neighbor states. To model the smooth spatial correlation of the global state
pattern, we propose to apply kernel matrix, defined as Bm,s with exp{−d2/(2c2)} for
the (i, j)th element, where d is the distance between the ith state and jth state, and c is
the bandwidth chosen by cross-validation. For the correlation among the crime rates,
we set Bm,r to be an identity matrix, since we do not have any prior knowledge of it.
Next, for the bases for the hot-spots, we assume there is no prior knowledge of the hot-
spots. Thus we set Bh,s and Bh,r to be an identity matrix. Moreover, for the temporal
basis in both global trend mean and hot-spots, the identity matrix is used, while this
reflects that we do not know when hot-spots will occur. Our optimization algorithm
includes an autoregressive-type regularization term in the estimation procedure to
guarantee that there is the temporal continuity of hot-spot.
4. Detection and Localization of Hot-spots
This section focuses on the detection and localization of the hot-spot, which includes
detecting the year (when) and localizing the state (where) as well as finding the correct
crime type (which) of the hot-spot. In our case study, we focus on the upward shift
of crime rates, since the increasing crime rates are generally more harmful to the
societies and communities. Of course, one can also detect the downward shift with a
slight modification of our proposed algorithms by multiplying −1 to the raw data.
For the ease of presentation, we first discuss the detection of the hot-spot, i.e.,
detect when a hot-spot occurs in Section 4.1. Then, in Section 4.2, we consider the
localization of the hot-spot, i.e., determine which states and which crime types are
involved for the detected hot-spot.
4.1. Detect When the Hot Spot Occurs?
To determine when the hot-spot occurs, we consider the following hypothesis test and
set up the control chart for the hot-spot detection in equation (10).
H0 : rt = 0 v.s. H1 : rt = δĥt (δ > 0), (10)
where rt is the expected residuals after removing the mean. The essence of this test is
that, we want to detect whether rt has a mean shift in the direction of ĥt (estimated in
Section 3.2). Please note that ĥt is the subvector of ĥ, starting from the ((t−1)n1n2 +
1)th element to the (n1n2t)
th element. And ĥ is derived by ĥ = Bhθh.
To test this hypotheses, the likelihood ratio test is applied to the residual rt at
each time t, i.e., rt = yt − µt, where it assumes that the residuals rt is independent
after removing the mean and its distribution before and after the hot-spot remains
the same. Accordingly, the test statistics monitoring upward shift is designed as P+t =
10
ĥ′+t rt
/√
ĥ′+t ĥ
+
t [see 8], where ĥ
+
t only takes the positive part of ĥt with other entries
as zero. Here we put a superscript “+” to emphasis that it aims for upward shift.
Unfortunately, different choices of the penalty parameters λ1, λ2 gives different
test statistics P+t . In order to select the one with the most power, we propose
to calculate a series of P+t under different combination of (λ1, λ2) from the set
Γ = {(λ(1)1 , λ(1)2 ) · · · (λ(nλ)1 , λ(nλ)2 )}. For better illustration, we denote the test statis-
tics under the penalty parameters (λ1, λ2) as P
+
t (λ1, λ2). The test statistics [see 33]
with the most power to detect the change, noted as P˜+t , can be computed by
P˜+t = max
(λ1,λ2)∈Γ
P+t (λ1, λ2)− E(P+t (λ1, λ2))√
V ar(P+t (λ1, λ2))
, (11)
where E(P+t (λ1, λ2)), V ar(P
+
t (λ1, λ2)) respectively are the mean and variance of
Pt(λ1, λ2) under H0 (e.g., for phase-I in-control samples).
Note that the penalty parameters (λ1, λ2) detect maximization in equation (11) is
generally different under different times t. To emphasize such dependence of time t,
we denote the parameter pair that attains the maximization in equation (11) at time
t as (λ∗1,t, λ∗2,t), i.e,
(λ∗1,t, λ
∗
2,t) = arg max
(λ1,λ2)∈Γ
P+t (λ1, λ2)− E(P+t (λ1, λ2))√
V ar(P+t (λ1, λ2))
. (12)
Thus, the series of the test statistics for the hot-spot at time t is P˜+t (λ
∗
1,t, λ
∗
2,t) where
t = 1 · · ·T .
With the test statistic available, we design a control chart based on the CUSUM
procedure for the following reasons: 1) we are interested in detecting the change with
the temporal continuity, therefore, alignment with the objective of CUSUM. 2) In the
view of social stability, we want to keep the crime rates at a target value without
sudden changes, which makes the CUSUM chart is a naturally better fit.
Specifically, in the CUSUM procedure, we compute the CUSUM statistics recur-
sively by
W+t = max{0,W+t−1 + P˜+t (λ∗1,t, λ∗2,t)− d},
and W+t=0 = 0, where d is a constant and can be chosen according to the degree of the
shift that we want to detect. Next, we set the control limit L as the four times of the
standard derivation of P˜+t (λ
∗
1,t, λ
∗
2,t)(t = 1 · · ·T ). Finally, whenever W+t > L at some
time t = t∗, we determine that a hot-spot occurs at time t∗.
4.2. Localize Where and Which the Hot Spot Occur?
After the hot-spot t∗ has been detected by the CUSUM control chart in the previous
subsection, the next step is to localize where and which crime rate may account for
this hot-spot. To do so, we propose to utilize the vector
ĥλ∗1,t∗ ,λ∗2,t∗ = Bhθ̂h,λ∗1,t∗ ,λ∗2,t∗
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at the declared hot-spot time t∗ and the corresponding parameter λ∗1,t∗ , λ∗2,t∗ in equa-
tion (12). For the numerical computation purpose, it is often easier to directly work
with the tensor format of the hot-spot ĥλ∗1,t∗ ,λ∗2,t∗ , denoted as Ĥλ∗1,t∗ ,λ∗2,t∗ , which is a
tenor of dimension n1 × n2 × T . If the (i, j, t∗)th entry in Ĥλ∗1,t∗ ,λ∗2,t∗ is non-zero, then
we declare that there is a hot-spot for the jth crime rate type in the ith state in t∗th
year.
5. Simulation Study
In this section, we conduct simulation studies to evaluate our proposed methodologies
by comparison with several benchmark methods in the literature. The structure of this
section is as follow. We first present the data generation mechanism for our simulations
in Section 5.1, then discuss the performance of hot-spot detection and localization in
Section 5.2, and finally investigate the fitness of the global trend mean in Section 5.3.
5.1. Data Generation
In our simulation, at each time index t(t = 1 · · ·T ), we generate a vector yt of length
n1n2 by
yi,t = (Bθt)i + δ1{t ≥ τ}1i{i ∈ Sh}+ wi,t, (13)
where yi,t denotes the i-th entry in vector yt, and (Bθt)i denotes the i-th entry in
vector the Bθt. Besides, parameter δ denotes the change magnitude. Here 1(A) is the
indicator function, which has the value 1 for all elements of A and the value 0 for all
elements not in A, and wi,t is the i-th entry in the white noise vector whose entries
are independent and follow N(0, 0.12) distribution.
For the anomaly setup, 1{t ≥ τ} indicates that the hot-spots only occur after
the hot-spot τ . This ensures that the simulated hot-spot is temporal consistent. The
second indicator function 1i{i ∈ Sh} shows that only those entries whose location
index belongs set Sh are assigned as local hot-spots. This ensures that the simulated
hot-spot is sparse. Here we assume the change happens at τ = 20 and the hot-spots
index set Sh = {3, 4, 5, 45, 46, 47, 57, 58, 59, 77, 78, 79, 119, 120, 121, 137, 138, 139}.
To match the dimension in the case study, we choose n1 = 48, n2 = 3, T = 50.
For the three terms on the right side of equation (13), they serve for the global trend
mean, local sparse anomaly, and white noise, respectively.
In our simulation, the matrix B is a fixed B-spline basis with the degree of three
and ten knots. Note that the B-spline basis is only used in the generative model in
simulation to generate data, but is not used in our proposed methodologies.
Moreover, the vector θt is generated by a normal distribution, and we consider the
following two scenarios:
• Scenario 1: The global trend mean is stationary, in which θt is generated by the
normal distribution with mean 1 and standard deviation 0.1.
• Scenario 2: The global trend mean is decreasing over time, in which θt is gener-
ated by normal distribution with mean 0.95t−1 and standard deviation 0.1.
Moreover, in each of these two scenarios, we further consider two subcases, depending
on the value of change magnitude δ in (13): one is δ = 0.1 (small shift) and the other
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is δ = 0.5 (large shift).
5.2. Hot-spot Detection Performance
In this section, we compare the performance of our proposed method (denoted as ‘SSR-
tensor’) for the detection of hot-spots with some benchmark methods. Specifically, we
compare our proposed method with Hotelling T 2 control chart [20] (denoted as ‘T2’),
LASSO-based control chart proposed by [33] (denoted as ‘ZQ LASSO’), PCA-based
control chart [3] and SSD proposed by [28](denoted as ‘SSD’).
For the basis choices of our proposed method, to model the spatial structure of the
global trend mean, we choose Bm,1 as the kernel matrix to describe the smoothness of
the background, whose (i, j) entry is of value exp{−d2/(2c2)} where d is the distance
between the i-th state and j-th state and c is the bandwidth chosen by cross-validation.
In addition, we choose identity matrices for the temporal basis and crime type basis
since we do not have any prior information. Moreover, we use the identity matrix for
the spatial and temporal basis of the hot-spots. For SSD in [see 28], we will use the
same spatial and temporal basis in order to have a fair comparison.
For evaluation, we will compute the following four criteria: (i) precision, defined
as the proportion of detected hot-spots that are true hot-spots; (ii) recall, defined as
the proportion of the hot-spots that are correctly identified; (iii) F-measure, a single
criterion that combines the precision and recall by calculating their harmonic mean;
and (iv) the corresponding average run length (ARL1), a measure on the average
detection delay in the special scenario when the change occurs at time t = 1. All
simulation results below are based on 1000 Monte Carlo simulation replications.
Table 1 and Table 2 report the simulation results of our proposed SSR-tensor method
and four other baseline methods. Note that the two baseline methods, PCA and T2,
cannot localize the hot-spots, and thus we do not report the corresponding values on
the precision, recall, and F-measure. Moreover, in our simulation, if a method fails
to detect any hot-spots within the entire T = 50 years (recall that the true hot-spot
occurs at time τ = 20), we record its detection delay as 30. Thus, for those methods
with a large standard deviation of ARL1, it is likely caused by the failure of reporting
hot-spots.
From Tables 1 and 2, it is easy to see that our proposed SSR-tensor method achieves
the smallest ARL1 and largest F-measure due to the ability to capture both tempo-
ral consistency and spatial sparsity of the hot-spots. This implies that our proposed
method not only provides a more immediate alarm when the hot-spots occur but also
gives a more accurate estimation of the hot-spots location when they occur.
Meanwhile, the two baseline methods, SSD and ZQ LASSO, are worse than our
proposed SSR-tensor method due to their inability to capture the temporal continu-
ity of the hot-spots, particularly in Scenario 2 (decreasing global trend mean). The
baseline methods, PCA and T2, perform the worst due to their inability to detect the
sparse changes. In particular, T2 fails to detect the hot-spots even under the large shift
scenario (i.e., ARL1 is 30). The reason is that both T2 and PCA are designed based
on a multivariate hypothesis test on the global mean change, which cannot consider
the sparsity of the change as well as the non-stationary global mean trend.
In addition, we also visualize our hot-spot detection results in Figure 3. From Figure
3, we can see that our proposed SSR-Tensor method can accurately detect the hot-spot
location with the smallest false positive (i.e., red).
Figure 4 illustrates the trend of the detection delay, ARL1, of all methods, as δ
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(a) ZQ LASSO in category1 (b) ZQ LASSO in category2 (c) ZQ LASSO in category3
(d) SSD in category1 (e) SSD in category2 (f) SSD in category3
(g) SSR-Tensor in category1 (h) SSR-Tensor in category2 (i) SSR-Tensor in category3
Figure 3. Hot-spot detection performance by ZQ LASSO, SSD and our proposed SSR-Tensor method in
Scenario 2 (decreasing global trend mean) with a large hot-spot of δ = 0.5. Here red is for the falsely detected
hot-spots by the algorithm (i.e., false positive), blue refers to the undetected but true hot-spots (i.e., false
negative), and green means the detected and true hot-spots (i.e., true positive))
14
methods
large shift δ = 0.5 small shift δ = 0.1
precision recall F measure ARL precision recall F measure ARL
SSR-tensor 0.2714 0.9667 0.6190 1.0003 0.2401 0.9778 0.6089 1.2130
(0.0171) (0.0286) (0.0188) (0.1026) (0.0219) (0.0388) (0.0283) (0.3078)
SSD 0.2636 0.9840 0.6238 1.0018 0.2311 0.9300 0.5806 1.7865
(0.0141) (0.0292) (0.0189) (0.1132) (0.0553) (0.2164) (0.1353) (0.5693)
ZQ LASSO 0.1351 0.9850 0.5600 2.4178 0.1325 0.8771 0.5048 5.9560
(0.0180) (0.0302) (0.0118) (1.0097) (0.0124) (0.1215) (0.0586) (1.7385)
PCA - - - 19.8310 - - - 24.4120
- - - (9.0701) - - - (10.4709)
T2 - - - 30.0000 - - - 30.0000
- - - (0.0000) - - - (0.0000)
Table 1. Scenario 1 (stationary global trend mean): Comparison of hot-spot detection under small and large
shifts
methods
large shift δ = 0.5 small shift δ = 0.1
precision recall F measure ARL precision recall F measure ARL
SSR-tensor 0.3068 0.9999 0.6534 1.0800 0.2538 0.9833 0.6186 9.0087
(0.0435) (0.0001) (0.0217) (0.6831) (0.0155) (0.0268) (0.0194) (5.4261)
SSD 0.2839 0.9944 0.6392 1.4300 0.2298 0.8856 0.5578 12.1600
(0.0221) (0.0201) (0.0180) (0.8072) (0.0781) (0.2981) (0.1878) (9.4598)
ZQ LASSO 0.1251 0.9800 0.5556 3.4770 0.0457 0.3609 0.2033 20.7200
(0.0150) (0.1175) (0.0662) (4.6848) (0.0607) (0.4794) (0.2701) (12.6450)
PCA - - - 24.3220 - - - 21.5380
- - - (8.8534) - - - (9.2965)
T2 - - - 30.0000 - - - 30.0000
- - - (0.0000) - - - (0.0000)
Table 2. Scenario 2 (decreasing global trend mean): Comparison of hot-spot detection under small and large
shifts
changes from 0.1 to 0.5 with the step size of 0.1. From the plot, our proposed SSR-
Tensor method (the red curve) has the smaller detection delays than other baseline
methods, particularly when there is a decreasing global trend mean and the magnitude
of the hot-spot is small. Also, it is interesting to note that the detection delays of
all methods are decreasing as the magnitude of the hot-spot is increasing, which is
consistent with our intuition that it is easier to detect larger changes. In addition,
note that the PCA method has the largest detection delays since it fails to consider
the spatio-temporal correlation and the sparsity of the hot-spots.
(a) ARL under no global trend mean (b) ARL under decreasing global trend mean
Figure 4. ARL1 plot under different magnitude δ of the hot-spot
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5.3. Background Fitness
In this subsection, we will illustrate that our proposed SSR-tensor has a good esti-
mation for the global trend mean. To do this, we compare the Squared-Root of Mean
Square Error (SMSE) of the fitness of a global trend mean in Table 3. Here we only
compare our proposed method with SSD, since other baseline methods (ZQ LASSO,
PCA, and T2) can not model the global trend mean. It is clear from Tables 3 that our
proposed SSR-tensor method does better in terms of the background fitness, especially
in the scenario 2 (decreasing global trend mean).
methods δ = 0.1 δ = 0.2 δ = 0.3 δ = 0.4 δ = 0.5
Scenario 1 (stationary global trend mean)
SSR-tensor 0.0279 0.1712 0.1778 0.1873 0.1997
(0.0024) (0.0025) (0.0025) (0.0024) (0.0020)
SSD 0.1779 0.1826 0.1928 0.2076 0.2098
(0.0101) (0.0052) (0.0029) (0.0024) (0.0023)
Scenario 2 (decreasing global trend mean)
SSR-tensor 0.0030 0.0030 0.0030 0.0031 0.0031
(0.0072) (0.0068) (0.0061) (0.0064) (0.0060)
SSD 0.2778 0.2725 0.2781 0.2842 0.2602
(0.0136) (0.0114) (0.0143) (0.0113) (0.0084)
Table 3. SMSE in two scenarios with different shift
6. Case Study
In this section, we apply our proposed SSR-tensor method to the crime rate dataset
described in Section 2. Our proposed method is compared with other benchmarks (the
same benchmarks we used in Section 5) from two aspects, one is the performance in
the temporal detection of hot-spots (i.e., which year it occurs) and the other is the
performance in the localization of the hot-spots (i.e., which state and which type of
crime rates may trigger the alarm).
First, we compare the performance of the detection delay of the hot-spot. For our
proposed SSR-Tensor method, we build a CUSUM control chart utilizing the test
statistic in Section 4, which is shown in Figure 5. From this plot, we can see that
the hot-spots are detected at 24 − 25-th, 32 − 35-th and 44-th years, i.e, 1989-1990,
1997-2000 and 2009.
For the benchmark methods for comparison, we also apply SSD [see 28], ZQ LASSO
[see 33], PCA [see 3] and T2 [see 20] to the crime rate dataset and summarize the
performance of the detection of a hot-spot in Table 4. Note that all the temporal
changes reported in Table 4 is the year with the first alarm. Clearly, our proposed
SSR-tensor method achieves the fastest detection of the hot-spot compared to all
other benchmark methods. Numerically verified in simulation, we can say that it is of
quite likely that 1989-1990, 1997-2000 and 2009 are indeed hot-spots, and our proposed
SSR-tensor method works well in the crime rate dataset.
methods SSR-Tensor SSD ZQ LASSO PCA T2
NO. of year that the first temporal changes 24 30 None None None
Table 4. Detection of hot-spot in crime rate dataset
Next, after the detection of hot-spots, we need to further localize the hot-spots in
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Figure 5. Detection of hot-spot by SSR-Tensor
the sense that we need to find out which state and which type of crime rate may
lead to the occurrence of a hot-spot. Because the baseline methods, PCA and T2, can
only detect when the changes happen and ZQ-LASSO fails to detect any changes, we
only show the localization of hot-spot by SSR-Tensor and SSD, where the results are
visualized in Figure 6.
Compared to SSD, it can be seen that our proposed SSR-tensor method detects
some localized sparse hot-spots, which might be useful to identify where the sudden
increase of crime happens. As an example, let us consider Kansas, which is declared as
a hot-spot in all the three temporal changes year 1989, 1997 and 2009. Figure 7 shows
the time series plot of the first type of crime rate in Kansas. The plot shows that,
during the decreasing trend of the last 30 years, Kansas experienced some sudden
increase, which may cause it to be detected as a hot-spot by SSR-Tensor. Another
example is Georgia, which is declared as a hot-spot in 1995. One possible explanation
is that Gerogia experience huge floods caused by hurricane and tropical storm. The
floods tended to damage people’s houses and cut their food supply, which possibly
leads to an increase in crime rates. So we can see from Figure 7(b) that, during
the global decreasing trend, Georgia experienced an sudden increase around 1995.
However, without our SSR-Tensor model, it may be difficult to tell whether it is a
global trend or a hot-spots.
7. Conclusion
Hot-spot detection in spatio-temporal data is an important problem in real life. In this
paper, we propose the ‘SSR-Tensor’ method for the detection of hot-spots in spatio-
temporal data. Unlike existing methods for hot-spot detection, which is only workable
for scalar or functional data, our proposed SSR-Tensor method is able to decompose
the variate pattern of the multi-dimension data into the global trend mean, local hot-
spots and residuals. The estimation of hot-spot is solved by optimizing the sum of
residuals with two penalty terms, which controls the sparsity of the hot-spots and the
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(a) 1989, r1, SSR-tensor (b) 1989, r2 , SSR-tensor (c) 1999, r3, SSR-tensor
(d) 1995, r1, SSD (e) 1995, r2, SSD (f) 1995, r3, SSD
Figure 6. Localization of hot-spot. Top row: three crime rates by our proposed SSR-Tensor method. Bottom
row: three crime rates by the SSD. The red color of the states means that there is an upward shift for this
corresponding state and the deeper the color, the larger the increase of the rate.
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Figure 7. Time series plot of the first type of crime rate in Kansas(a) and Georgia(b).
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temporal consistency of the hot-spots, respectively.
To efficiently solve the above-mentioned high-dimensional optimization problems,
we first reduce the unknown parameters and then simplify the generalized LASSO
problem into the regular LASSO problem where many well-known LASSO algorithms
can be used. We chose the FISTA algorithm in our paper because it currently has the
fastest convergence rate up. We compare our proposed SSR-Tensor method with other
benchmarks in terms of detection accuracy, computational time and background fit-
ness. Based on Monte Carlo simulations and the case study of the crime rate dataset,
we conclude that overall our proposed SSR-Tensor method outperforms other bench-
marks. While the classical statistical process control (SPC) or sequential change-point
detection problems have been studied for several decades, research on the hot-spot of
tensor data is rather limited, mainly due to computational complexity and sparsity
of hot-spots. Clearly, there are many opportunities to improve the algorithms and
methodologies. For instance, it will be interesting to study the relationship between
our proposed SSR-Tensor method and the autoregressive model. Moreover, in this pa-
per, we specify the tensor basis, and then investigate its performance on the detection
and localization of the hot-spot. It will be useful to investigate the robustness effects
of different tensor bases. Finally, further research direction includes hot-spot detection
problems with more complicated spatiotemporal dynamics.
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Appendix A. Proof of Fast Calculation of y∗ via Tensor Algebra
Proof.
y∗ = [I−Bm(B′mBm)−1B′m]y
= y −Bm((B′m,s ⊗B′m,r ⊗B′m,t)(Bm,s ⊗Bm,r ⊗Bm,t))−1)B′my
= y −Bm((B′m,sBm,s)⊗ (B′m,rBm,r)⊗ (B′m,tBm,t))−1)B′my
= y −Bm((B′m,sBm,s)−1 ⊗ (B′m,rBm,r)−1 ⊗ (B′m,tBm,t)−1)B′my
= y − (Bm,s(B′m,sBm,s)−1B′m,s)⊗ (Bm,r(B′m,rBm,r)−1B′m,r)
⊗(Bm,t(B′m,tBm,t)−1B′m,t)y
= y − Y ×1 (Bm,s(B′m,sBm,s)−1B′m,s)×2 (Bm,r(B′m,rBm,r)−1B′m,r)
×3(Bm,t(B′m,tBm,t)−1B′m,t)
Appendix B. Proof of Proposition 3.2
Proof. By introducing matrix D˜, we change variables to β̂ = (β̂1, β̂2) = D˜θh,0,λ2 .
Accordingly, ‖Dθh,0,λ2‖1 = ‖β1‖1 because the rows in matrix A are orthogonal to
those in matrix D. Besides, Xθh,0,λ2 = XD˜
−1β = X1β1 + X2β2. Therefore, we can
rewrite equation (6) as.
arg min
θh,λ1,λ2
‖y∗ − (X1β1 + X2β2)‖22 + λ2‖β1‖1 (B1)
By taking derivative to β2,we have
β2 = (X
′
2X2)
−1X′2(y −X1β1). (B2)
By plugging in equation (B2), we can rewrite equation (B1) as that shown in
equation (8). There are lots of R package available for solving lasso, such as LARS
and glmnet, from which we can back-transform to get the generalized lasso solution
θ̂h,0,λ2 = D˜
−1β̂.
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