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Abstract. We study the dynamics of a system defined by the Navier-Stokes
equations for a non-compressible fluid with Marangoni boundary conditions in the
two dimensional case. We show that more complicated bifurcations can appear in
this system for a certain nonlinear temperature profile as compared to bifurcations
in the classical Rayleigh-Be´nard and Be´nard-Marangoni systems with simple linear
vertical temperature profiles. In terms of the Be´nard-Marangoni convection, the
obtained mathematical results lead to our understanding of complex spatial patterns
at a free liquid surface, which can be induced by a complicated profile of temperature
or a chemical concentration at that surface. In addition, we discuss some possible
applications of the results to turbulence theory and climate science.
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1. Introduction
The study of bifurcations in fluid and climate systems has attracted the attention of
many researchers in connection with climate tipping point problems (see [1] for an
overview) and turbulence [2, 3]. In particular, in [3] a hypothesis is pioneered that fluid
turbulence can appear as a result of bifurcations from a simple dynamics to a chaotic
dynamics.
In this paper, we show, in an analytical way, that some spatially inhomogeneous
fluid systems are capable of exhibiting a large spectrum of complicated bifurcations.
At a bifurcation point, we observe a transition from a steady state attractor to chaotic
dynamics and complex spatio-temporal patterns, which are quasiperiodical in space and
chaotic in time. These patterns describe coherent turbulent structures (see Fig. 1).
We have an explicit analytic description of turbulent onset. In these turbulent
patterns, the chaotic attractor dimension and dynamics are controllable by space
inhomogeneities, and although that control is complicated, it is quite constructive. The
dynamics at the bifurcation point is defined by so-called normal forms. We show that
all kinds of structurally stable dynamics can appear as normal forms as we vary system
space inhomogeneities.
To explain the physical ideas behind complicated mathematics and to understand
this new bifurcation mechanism, let us recall the classical results on Rayleigh-Be´nard
and Be´nard-Marangoni bifurcations. They show that, for simple linear temperature
profiles U(y), where y is the vertical coordinate, the bifurcation is a result of a single
mode instability. This mode is periodic in x with period T = 2π/k, where k is a wave
vector. The instability arises if, for a given k, the real part rk(b) = Reλk(b) of the
eigenvalue λk corresponding to this mode goes through 0 as a bifurcation parameter
b passes through a critical point b = bc. For b < bc we determine that the trivial
zero solution of fluid equations is stable, and for b close to bc we find stable solutions
describing periodical patterns. The amplitudes of these patterns can be found by a
system of differential equations [4, 5, 6], which can be considered as a ”normal form”
of the system at the bifurcation point. That normal form determines the dynamics of
slow modes in the system. The dynamics of the fast modes is captured, for large times,
by slow modes [7]. For many bifurcations the normal form is defined by a system with
quadratic nonlinearities, since for small amplitudes the main nonlinear contributions are
quadratic [7]. In particular, for the Marangoni case, an analysis of this system shows
that the system bifurcates into two steady state solutions, which are local attractors [6].
We use a new scheme to obtain much more complicated bifurcations and attractors.
This scheme is illustrated by Fig. 2.
(i) First, the number of slow modes n is controllable by the space inhomogeneity.
(ii) These slow modes are associated with eigenfunctions ψi of a linear operator that
describe linearization of system. The functions ψi are defined by different wave
vectors ki, i = 1, ..., n. Moreover, the values of ki are completely controlled by the
system space inhomogeneity. We can get any sets of ki.
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Figure 1. Temperature patterns at the surface y = 0 as functions of x for times
t = 1000, 2000 and t = 3000. Here slow dynamics at the bifurcation point is defined
by 3 slow modes. Dynamics of these modes is defined by the Lorenz system. The wave
numbers of these modes are k1 = 1, k2 = 2.1 and k3 = 3.3. For generic ki such patterns
are quasiperiodic and essentially one-dimensional since they are localized at the top
boundary y = 0 (rather then the space periodic patterns found for the Rayleigh-Be´nard
problem [5] and for the Lorenz model)
(iii) Lastly, the quadratic normal form is also completely controllable by the space
inhomogeneities. We can obtain any quadratic system by a variation of system
space inhomogeneities.
The key point (iii) allows us to exhibit the existence of chaotic dynamics. This
is found in [8], where it is shown that all kinds of structurally stable dynamics can be
generated by quadratic systems. Thus, all structurally stable dynamics can appear as
a result of bifurcations. Such bifurcations can be named superbifurcations.
Note that space inhomogeneities consist of two terms. The first term is basic and
depends on the vertical coordinate y only. An appropriate choice of this term leads to
realization of points (i) and (ii). The second term is small with respect to the first but
depends on both vertical and horizontal coordinates. Variations of this term allow us
to control the normal forms. The fact that the normal forms sharply depend on small
inhomogeneities may be interesting for climate theory. Indeed, we need points (i) and (ii)
to create a number of slow modes whereas a possibility of complex interactions between
these modes follows from (iii). A typical climate system involves a number of slow
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Figure 2. Control of bifurcations by space inhomogeneities in spatially extended
systems. This scheme works for reaction-diffusion systems [9] and we propose that it
may work for climate systems.
modes (see [5, 10]). We can expect that in such systems small space inhomogeneities
can lead to complex bifurcations. This property may be important for tipping point
theory, which, up to now, considered relatively simple bifurcations in simplified models
(see [10] for an overview).
In this paper, we consider local bifurcations only where the dynamics at the
bifurcation point is weakly nonlinear. Although we show the existence of complex
phenomena and the appearance of chaotic attractors of all dimensions, fully nonlinear
systems can also exhibit non-local bifurcations that are harder to describe by the
analytical methods of this paper. However, one can expect that if even local bifurcations
lead to all kinds of chaos of any dimension, then the same fact also holds for non-local
ones.
The solution methodology can be described as follows. According to standard
bifurcation ideas, at the bifurcation point the system of solutions can be represented as
sums of contributions of slow modes. Each contribution is defined by the corresponding
magnitude Xk(t), which is a slow function of time t. The spatial patterns corresponding
to our solutions are complex, they are quasiperiodic in x (horizontal axis) and localized
at the surface. Dynamics of the magnitude Xk may be time periodic or even chaotic. We
thus have complex coherent spatio-temporal patterns quasiperiodic in space, localized
at the surface, and evolving in time in a complex manner (see Fig. 1). Moreover, we
can control the pattern structure and dynamics. The mathematical realization of that
control is based on a vector-field realization approach (the RVF method, see section 8.2
in the Appendix and [8, 11, 12, 13]). This method was successfully applied to many
dissipative systems of chemical kinetics and neural network theory. Here, we first use
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Figure 3. On the left: Be´nard convection cells, which are formed by temperature
gradients; on the right: the Marangoni patterns are driven by surface tension gradients.
the RVF for fluid dynamics.
We believe that these ideas can be used for many systems, for example, for climate
systems. Indeed, climate systems include fast and slow variables and involves spatial
inhomogeneities [14]. One can expect that the mechanism of generation of complex
large time behaviour, outlined above, works in these systems.
In this paper, for simplicity, we study a toy model having physical applicability.
We consider the Navier-Stokes (NS) equations for a non-compressible fluid with the
Marangoni boundary conditions in the two dimensional case. These equations describe
hydrodynamical systems involving convection, heat transfer and capillarity, and exhibit
interesting pattern formation effects [15] (for example, Be´nard cells studied in many
works [4, 6, 16] and references therein). As indicated in Fig.3, the Marangoni flows are
driven by surface tension gradients. In general, surface tension depends on both the
temperature and chemical composition at an interface. Therefore, these flows may be
generated by gradients in either temperature or chemical concentrations.
In physical and chemical systems the Marangoni effects are well-known and this
may have potential applications for geosystems. For example, shallow permafrost
lakes in tundra emit a huge amount of methane that affects the atmospheric dynamics
and atmospheric thermodynamics. Apparently, the ”surface tension” in the system of
permafrost lake patterns on the tundra’s surface will define methane emission regimes
[17]. However, the Marangoni effects also can influence large ecosystems, for example
oceanic ones, if there are salinity gradients [18]. In addition, the surface tension of green
algal which bloom on the surface of big lakes in Southeast Asia (and fully cover the
lake surface), changes the internal physical and chemical properties of these lakes [19].
Finally, the surface tension at the air-water-sedimentary rock interface of geothermal
hot springs defines the dynamics of water flows [20].
An interesting situation, where these effects are essential, arises when there exist
surfactants on the water surface. The capillary forces are also important for a correct
description of air bubble motion. In this paper, we consider thermocapillary Marangoni
effects; however, the same analysis is valid when these effects are induced by convection,
capillary forces and diffusion, for example, by salinity gradients.
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Our plan to find complicated bifurcations is as follows. Let us first fix the fluid
viscosity and all other parameters except the Marangoni number b, which serves as a
bifurcation parameter. This Marangoni parameter b is the ratio of the destabilizing
surface tension gradient to the forces generated by thermal and viscous diffusion [6].
We consider general nonlinear profiles U(y) depending on the vertical coordinate only.
First, we remove nonlinear terms and consider the corresponding linearized problem. As
above, the eigenfunctions of this problem are periodic in x with the period T = 2π/k,
where k is a wave vector. For example, the fluid stream function ψ(x, y) induced by these
modes has the form ψk = Ψk(y, λ) cos(kx). For large Prandtl numbers we obtain an
asymptotic equation for λ. The physical meaning of this equation is transparent; for each
wave vector the eigenvalue λ(k) is defined by an interaction between the corresponding
mode ψk and the inhomogeneity U(y). Our goal is to find profiles U(y) for which
the stability loss occurs simultaneously for many k, i.e., we have that the real parts
rk(b) = Reλk(b) pass through 0 for all k = k1, k2, ..., kN as b goes through bc.
The key idea in finding such profiles is as follows. First we find a profile V (y) such
that the spectrum λ(k) is independent of k within a large interval of values k. For
example, we take V as a step function, where a step localized at the surface y = 0, for
example, at y = z0 << h, where h is the depth of fluid layer. There are other possible
kinds of V , for example, exponential profiles. Then the interaction between the fluid
and the inhomogeneity U weakly depends on the wave vector k. Therefore, the stability
loss will occur simultaneously for a number of k (see comment at the formulation of
Theorem 4.2). Indeed, numerical simulations and analytic arguments (see Sect. 4 and
Fig. 4) show that, for an appropriate b = bc, the quantities rk(b) changes their sign at
b = bc for a set of k. Then we take the profile U as a weak perturbation of V . This
trick aims to attain two key goals:
a) we obtain the stability loss at prescribed k1, k2, ..., kN for each N and these kj
define wave vectors of slow modes; b) we shift all the other eigenvalues corresponding
to k 6= kj towards the left half-plane Reλ < 0 and therefore the corresponding modes
are fast.
Furthermore, we take into account nonlinear terms. At the bifurcation point,
by standard methods of invariant manifold theory [12, 13, 21], we derive a system
of differential equations with quadratic nonlinearities for mode magnitudes Xj(t),
j = 1, ..., N , that is reminiscent of the Lorenz system. Previous results [8, 11] show
that the corresponding dynamical system can have periodic or chaotic trajectories.
Note that the main technical mathematical difficulties are connected with points
(i) and (ii). The application the method of realization of vector fields (see Appencix
and [9, 12, 13]) of (iii) is standard.
These mathematical results admit a simple physical interpretation. They describe a
complex spatial pattern at a free water surface, which can be induced by a complicated
profile of temperature or a chemical concentration at that surface. Note that such
profiles of salinity concentrations arise in real fluid systems (see [18]). To obtain the
complicated profile, we use spatially distributed inhomogeneous sources; however, an
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analytical proof of the existence of even more complex solutions determined by a non-
trivial temperature profile is obtained in paper [22] for the case of a planar free Be´nard-
Marangoni convection.
This paper is organized as follows. In the next section we formulate the Marangoni
problem. In Section 3 we introduce the main linear operator associated with the
problem. In Section 4 we investigate the spectrum of this operator, and we state the
main new conclusion of the paper and its proof. In section 5 the Marangoni initial
boundary value problem is reduced to a system of differential equations with quadratic
nonlinearities describing the dynamics of the main modes at the bifurcation point (it
follows the standard technique, see [6]). Finally, in Section 6 we show that quadratic
systems obtained in Section 5 can exhibit a chaotic large time behaviour.
The appendix contains all complex mathematical proofs. In particular, section 8.2
considers the RVF method introduced by P. Pola´cˇik [12, 13], which is an important tool
for analytically proving the existence of chaos.
2. Marangoni problem for Navier-Stokes equations
We consider the Navier-Stokes system for an ideal incompressible fluid
vt + (v · ∇)v = ν∆v −∇p, (2.1)
∇ · v = 0, (2.2)
ut + (v · ∇)u = D∆u+ η, (2.3)
where v = (v1(x, y, t), v2(x, y, t))
tr, u = u(x, y, t), p = p(x, y, t) are unknown functions
defined on Ω × {t ≥ 0}, Ω is the strip (−∞,∞) × [0, h] ⊂ R2. Here v is the fluid
velocity, where v1 and v2 are the normal and tangent velocity components, ν and D are
the viscosity and thermal diffusivity coefficients, respectively, p is the pressure, u is the
temperature, and η(x, y) is a function describing a distributed heat source. By v ·∇ we
denote the advection operator v1
∂
∂x
+ v2
∂
∂y
. The initial conditions are
v(x, y, 0) = v0(x, y), p(x, y, 0) = p0(x, y), u(x, y, 0) = u0(x, y). (2.4)
Let us suppose that the unknown functions are 2π-periodic in x:
v(x, y, t) = v(x+ 2π, y, t), p(x, y, t) = p(x+ 2π, y, t), (2.5)
u(x, y, t) = u(x+ 2π, y, t), (2.6)
and that u0, p0,v0 also are 2π -periodic in x. The function u satisfies the Neumann
boundary conditions:
uy(x, y, t)|y=h = 0, uy(x, y, t)|y=0 = 0. (2.7)
We assume that the surface y = h is free:
v2(x, h, t) = 0,
∂v1(x, y, t)
∂y
|y=h = 0. (2.8)
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The Marangoni boundary condition at y = 0 is defined by a relation connecting the
tangent velocity component and the tangent gradient of the temperature:
v1y(x, y, t)|y=0 = −bux(x, 0, t), (2.9)
where b > 0 is the Marangoni parameter. For v2 at y = 0 one has
v2(x, 0, t) = 0. (2.10)
Let us assume that
〈η, 1〉 =
∫
Ω
η(x, y)dxdy = 0, (2.11)
where 〈u, v〉 is the scalar product in L2(Ω):
〈u, v〉 =
∫ h
0
∫ 2π
0
u(x, y)v(x, y)dxdy. (2.12)
Note that if u(x, y, t) is a solution to (2.3),(2.7) and (2.6), then for any constant C the
function u(x, y, t) + C also is a solution.
We use below the stream function - vorticity formulation of these equations in order
to exclude the pressure p. Introducing the vorticity ω and the stream function ψ, we
obtain [2]
∆ψ = −ω, (2.13)
where the velocity v can be expressed via the stream function ψ(x, y) by the relations
v1 = ψy, v2 = −ψx. Equations (2.1), (2.2) and (2.3) take the form [2]
ωt + {ψ, ω} = ν∆ω, (2.14)
where {ψ, ω} = ψyωx − ψxωy,
ut + {ψ, u} = D∆u+ η. (2.15)
The boundary conditions become
ψ(x, y, t) = ψ(x+ 2π, y, t), ω(x, y, t) = ω(x+ 2π, y, t), (2.16)
ψ(x, y, t)|y=h = ω(x, y, t)|y=h = 0, (2.17)
ψ(x, y, t)|y=0 = 0, ω(x, y, t)|y=0 = bux(x, 0, t), (2.18)
uy(x, y, t)|y=h = 0, uy(x, y, t)|y=0 = 0. (2.19)
We set initial conditions
u(x, y, 0) = u0(x, y), ω(x, y, 0) = ω0(x, y, t). (2.20)
Global existence and uniqueness of the solutions to the Marangoni initial boundary
value problem (IBVP) (2.13)-(2.20) on (0,+∞) follows from results in [6]. See also [23]
for the stationary 3D case.
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3. Linearized problem
We follow the classical approach developed for the Rayleigh-Be´nard and Be´nard-
Marangoni convection [4, 5, 6, 16]. Assume that the temperature field u is a small
γ -perturbation of a vertical profile U(y). Here γ > 0 is a small parameter independent
of the viscosity ν (this assumption is important): γ < γ0(ν). Let U(y) be a C
∞ smooth
function of y ∈ [0, 1] and u1(x, y) is another smooth function 2π -periodic in x. We
assume that
U(y) = 0, ∀y ∈ [0, δ1), (3.21)
for a δ1 ∈ (0, h) and that the support of u does not intersect the boundary y = 0:
u1(x, y) = 0 ∀y ∈ [0, δ1) ∀x ∈ R. (3.22)
We set
u = U + γu1 + γw, ψ = γψ˜, ω = γω˜, (3.23)
where ω˜(x, y, t), w(x, y, t) and ψ˜(x, y, t) are new unknown functions. Substituting (3.23)
into (2.14), (2.15), one obtains
ω˜t = ν∆ω˜ − γ{ψ˜, ω˜}, (3.24)
wt = D∆w − {ψ˜, U} − γ({ψ˜, u1}+ {ψ˜, w}+ η1), (3.25)
where η1 = γ
−1(η +DUyy +D∆u1). We assume that η1 is a smooth bounded function,
sup |η1| < C, where C does not depend on γ. Note that the space inhomogeneous source
η plays an important role in the bifurcation construction. This allows us to create a
nontrivial non-perturbed temperature (salinity) profile U(y) close to a step-function.
Such complicated profiles can appear in fluid systems [18].
3.1. Function spaces
We use standard Hilbert spaces [21]. We denote by H = L2(Ω) the Hilbert space of
measurable, 2π- periodical in x functions defined on Ω with bounded norms || ||, where
||u||2 = 〈u, u〉 and 〈, 〉 is the inner product defined by (2.12). Let us denote by Hα the
fractional spaces
Hα = {ω : ||ω||α = ||(I −∆D)αω|| <∞}, (3.26)
here ∆D is the Laplace operator with the standard domain corresponding to the zero
Dirichlet boundary conditions:
Dom ∆D = {ω : ω ∈ W2,2(Ω), ω(x, y)|y=0,y=h = 0}, (3.27)
here Wq,2(Ω) denote the standard Sobolev spaces. Let H˜α be another fractional space
associated with L2(Ω):
H˜α = {u : ||u||α = ||(I −∆N)αu|| <∞}, (3.28)
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where ∆N is the Laplace operator with the domain corresponding to the zero Neumann
boundary conditions
Dom ∆N = {u : u ∈ W4,2(Ω), uy(x, y)|y=0,y=h = 0}. (3.29)
Below we sometimes omit the indices N,D. This choice of the domain for ∆N is
connected with a special choice of the main function space for the u -component, which
should be a more regular one than the ω -component. We choose H = H × H˜1 as a
phase space for IBVP (2.13) -(2.20).
3.2. Linear operator L and existence of solutions
Removing the terms of order γ in (3.24), (3.25) we obtain a linear evolution equation
associated with a linear operator L. The spectral problem for this operator L is defined
by the following equations: (we omit the tilde in notation for ψ˜, ω˜):
λω = ν∆ω, (3.30)
λw = D∆w + ψxUy, (3.31)
where the functions w and ω satisfy the boundary conditions
ω(x, h) = 0, ω(x, 0) = µwx. (3.32)
wy(x, y)|y=0,h = 0. (3.33)
Moreover,
∆ψ = −ω, ψ(x, 0) = ψ(x, h) = 0. (3.34)
This spectral problem is investigated in the next sections but first we consider the
general properties of L. This operator has a dense domain Dom ∆D ×Dom∆N in the
Hilbert phase space H = H × H˜1. The operator −L is sectorial as can be proved by
Theorem 1.3.2 from [21] (see [11]). Furthermore, one can show that the operator L has
a compact resolvent, and therefore, the spectrum of L is discrete [11]. In the coming
section we study the spectrum of the operator L.
The fact that the linear operator L is sectorial and some results on smoothness of
nonlinear terms in equations (3.24), (3.25) [11] show that IBVP (2.13) -(2.20) defines
a C1-smooth local semiflow in H. For results on global existence see [6], where the 2D
non-stationary case is considered, and [23] for the 3D-stationary case.
4. Spectrum of operator L
4.1. Some preliminaries
Let us consider the spectral problem in (3.30), (3.31) and (3.32). For any U(y) this
problem has the trivial eigenfunction e0 = (0, 1)
tr, where ω = 0, w = 1, with the zero
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eigenvalue λ. We consider eigenfunctions e(x, y, λ) with eigenvalues λ ∈ C1/2, where Ca
denotes the half-plane
Ca = {λ ∈ C : Re λ > −a}. (4.35)
Since U depends only on y, we seek the eigenfunctions of the form
w(x, y, λ) = wk(y, λ) exp(ikx), (4.36)
ψ(x, y, λ) = ψk(y, λ) exp(ikx), ω(x, y, λ) = ωk(y, λ) exp(ikx). (4.37)
For ωk, ψk and wk one obtains the following boundary value problem:
∂2ωk
∂y2
− k2νωk = 0, ωk(h, λ) = 0, ωk(0, λ) = ibkwk(0, λ), (4.38)
where k2ν = k
2 + λ/ν,
∂2ψk
∂y2
− k2ψk = −ωk, ψk(h, λ) = 0, ψk(0, λ) = 0, (4.39)
∂2wk
∂y2
− k¯2wk = D−1ikUy(y)ψk, ∂wk(y, λ)
∂y
|y=0,h = 0, (4.40)
where k¯ =
√
k2 + λ/D. Note that w−k are functions, complex conjugate to wk and k¯
and k are involved in the above equations only via k¯2 and k2, respectively. Therefore,
we can suppose, without loss of generality, that k > 0, and Re k¯ > 0 for λ ∈ C1/2. We
also assume that
h = 10 log ν, ν >> 1. (4.41)
The solution of problem in (4.38)-(4.39) is defined by
ωk(y, λ) = βk
sinh(k¯ν(h− y))
sinh(k¯νh)
, βk(λ) = ibkwk(0, λ), (4.42)
ψk(y, λ) = −νβkλ−1Φk(y, λ), (4.43)
where
Φk(y, λ) =
sinh(kh) sinh(k¯ν(h− y))− sinh(k¯νh) sinh(k(h− y))
sinh(k¯νh) sinh(kh)
. (4.44)
Note that relation (4.43) is correctly defined for all λ ∈ C1/2, in particular, for λ = 0.
Indeed, for small λ
k¯ν − k =
√
k2 + λν−1 − k = λ(2νk)−1 +O(λ2ν−2k−3) (4.45)
that gives
ψk(y, λ) = βk(λ)
y sinh(kh) cosh(k(h− y))− h sinh(ky)
2k sinh2(kh)
+ φ(y, k), (4.46)
where
|φ(y, k, λ)| < c|wk(0, λ)||λ|(kν)−1, 0 < y < h.
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For large ν0 and |λ| << ν assumptions (4.41) allow us to simplify (4.42) and (4.43). By
(4.42) we obtain
ωk(y, λ) = βk(λ)(exp(−ky) + ω˜k(y, ν)), (4.47)
where for each s ∈ (0, 1) and |λ| < νs
|ω˜k(y, ν)| < Cs(|λ|(kν)−1 exp(−ky) + exp(−kh)), y ∈ [0, h], (4.48)
where Cs > 0 are constants independent of s and k. This estimate and (4.46) give
ψk(y, λ) = βk(λ)(ψ¯k(y, λ) + ξ˜k(y, λ)), (4.49)
where
ψ¯k(y, λ) =
y
2k
exp(−ky), (4.50)
and for |λ| < νs
|ξ˜k(y, λ)| < C¯s(|λ|k−1ν−1 exp(−ky) + exp(−kh)), y ∈ (0, h), (4.51)
where constants C¯s > 0 are uniform in k, ν.
To investigate (4.40), we apply a lemma.
Lemma 4.1 Let us consider the boundary value problem on [0, h] defined by
wyy − k¯2w = f(y), y ∈ [0, h], (4.52)
wy(y)|y=0,h = 0. (4.53)
Then
w(0) = −
∫ h
0
f(y)ρk¯(y)dy, (4.54)
where
ρk¯(y) =
cosh(k¯(h− y))
k¯ sinh k¯h
. (4.55)
To prove this lemma, we multiply both the right hand and the left hand sides of
Eq.(4.52) by ρk¯ and integrate by parts in the left hand side .
Note that
|ρk¯(y)− ρ¯k¯(y)| < k¯−1 exp(−k¯h), ρ¯k¯(y) = k¯−1 exp(−k¯y). (4.56)
4.2. Main result on spectrum
The following assertion is a mathematical formalization of the key ideas i and ii (see
the introduction). We show how one can control the spectrum of the operator L by
the bifurcation parameter b and space inhomogeneity. Informally, we can obtain any
prescribed number of zero eigenvalues with any prescribed wave numbers.
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Theorem 4.2 Let assumptions (4.41) hold, N be a positive integer and KN =
{k1, ..., kN} be a subset of Z+. Then there exists an open non-empty interval J = (b1, b2),
a number bc ∈ J and a C∞ smooth function U(y) = UKN (y, ν) satisfying (3.21) and
such that for sufficiently large ν > ν0(KN) the eigenfunctions λ(k, µ, ν) of boundary
value problem (4.38), (4.39) and (4.40) satisfy
(i ) for k ∈ KN
λ(k, bc, ν) = 0, λ(k, b, ν) < 0, b ∈ (b1, bc), (4.57)
and
λ(k, b, ν) > 0, b ∈ (bc, b2), (4.58)
(ii) for k /∈ KN
Re λ(k, b, ν) < −δN b ∈ (b1, b2) (4.59)
where a positive δN is uniform in ν.
Ideas behind the formal proof. The next proof is long, but it is based on a simple
idea, which we explain informally here. We choose U(y) close to a step-function
H(y − z0), where z0 is small. For U = H(y − z0) and as ν → +∞ at the bifurcation
point b = bc the equation for the eigenvalues λ takes the form
exp(−pz0) = p/k − 1, (4.60)
where p = k +
√
k2 + λ, k > 0. For Re p > 1/2 and small z0 this equation has a
single root p∗(k). This root is close to 2k for bounded k and the corresponding λ(k) is
negative and close to 0. If we add a specially adjusted perturbation to U , we can shift
λ(k) to zero, and obtain λ(k) = 0 for k = k1, k2, ..., kN . Fig. 4 illustrates this situation
(solutions λ are found numerically). Note that we also can choose U close to a sharply
decreasing function, for example, U ≈ const exp(−by), b >> 1. i.e., we have a large
class of profiles leading to superbifurcations.
The proof can be found in the Appendix. In the coming subsection we consider
eigenfunctions of the operator L and the conjugate operator involved in the normal
form.
4.3. Eigenfunctions of L with zero eigenvalues
Let us consider the eigenfunctions ek of L with the zero eigenvalues. We have 2N + 1
eigenfunctions including the trivial one e0 = (0, 1). All the other eigenfunctions have
the form
ek(x, y) = exp(ikx)(ωk(y), θk(y))
tr, (4.61)
e−k = exp(−ikx)(ω−k(y), θ−k(y))tr, (4.62)
where k ∈ {k1, k2, ..., kN} and
ωk = ikAk
sinh(k(h− y))
sinh(kh)
, i =
√−1, (4.63)
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Figure 4. This plot show the roots λ of the equation for the profile U close
to a step function. The continuous curve shows λ(k) for U = H(y − z0) where
z0 = 0.0008. The starred curve shows λ(k) for a specially perturbed U , where
k1 = 1, k2 = 2, k3 = 3, k4 = 5.
θk = AkΘk(y), (4.64)
where Ak(ν) are constants.
To obtain real value eigenfunctions, we take real and imaginary parts of these
complex eigenfunctions. The real parts of the eigenfunctions, where ωk, θk are
proportional to sin(kx), cos(kx) respectively, are denoted by the upper index +, and
the imaginary parts, where ωk, θk are proportional to cos(kx), sin(kx), are denoted by
the upper index −. The real eigenfunctions of L have the form
e+k = (ωk(y) sin(kx), θk(y) cos(kx))
tr, (4.65)
e−k = (−ωk(y) cos(kx), θk(y) sin(kx))tr. (4.66)
Respectively, the real eigenfunctions of formally conjugate operator L∗ are
e˜+k = (ω˜k(y) sin(kx), θ˜k(y) cos(kx))
tr, (4.67)
e˜−k = (−ω˜k(y) cos(kx), θ˜k(y) sin(kx))tr. (4.68)
We have the relations
θ˜+k = ak cosh(k(h− y)), (4.69)
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where ak are coefficients. One can show that there exist no generalized eigenfunctions
of the operator L [11].
In the remaining part of this paper we describe a formal mathematical realization
of the key point iii, i.e. a control of the normal form that determine the dynamics at
the bifurcation point. That control is based on the method of realization of vector fields
(RVF) (see Appendix).
5. Normal form at the bifurcation point
Assume that γ > 0 is a small parameter, and |b− bc| < γ2, i.e., we are seeking solutions
at the bifurcation point. In this section, we reduce the Navier-Stokes dynamics to a
system of ordinary differential equations. This reduction is standard and follows from
known works [6].
Let EN be the finite dimensional subspace EN = Span{e0, e+1 , ..., e+N , e−1 , ..., e−N} of
the phase space H, where e±j = (ω±j , θ±j )tr are the eigenfunctions of the operator L with
zero eigenvalues. Let PN be a projection operator on EN and QN = I − PN . The
components of PN are defined by
P1,Nv =
N∑
j=1
〈ω˜, ω˜+j 〉ω+j +
N∑
j=1
〈ω˜, ω˜−j 〉ω−j , (5.70)
P2,Nv = (2πh)
−1〈w, 1〉+
N∑
j=1
〈w, θ˜+j 〉θ+j +
N∑
j=1
〈w, θ˜−j 〉θ−j , (5.71)
where v = (ω˜, w)tr and e˜±j = (ω˜
±
i , θ˜
±
i ) are eigenfunctions of the conjugate operator L
∗
with zero eigenvalues λ = 0 found above (see subsection 4.3).
First we transform equations (3.24)-(3.25) to a standard system with ”fast” and
”slow” modes. Let us introduce auxiliary functions Rω(X), Rψ(X) and Rw(X) by
Rω(X) =
N∑
j=1
X+j ω
+
j +
N∑
j=1
X−j ω
−
j , Rψ(X) =
N∑
j=0
X+j ψ
+
j +
N∑
j=1
X−j ψ
−
j ,
Rw(X) = X0 +
N∑
j=1
X+j θ
+
j +
N∑
j=1
X−j θ
−
j ,
and represent ω˜, ψ˜ and w by
ω˜ = γ˜Rω(X) + ωˆ, ψ˜ = γRψ(X) + ψˆ, (5.72)
w = γRw(X) + wˆ, (5.73)
where PN(ωˆ, wˆ)
tr = 0, X±i (t) and ωˆ, wˆ, ψˆ are new unknown functions, X =
(X0, X
+
1 , ..., X
+
N , X
−
1 , ..., X
−
N)
tr.
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We substitute relations (5.72)-(5.73) in Eqs. (3.24) and (3.25). As a result, one
obtains the system
dX±i
dt
= γ−1(G±i (X) +M
±
i (X) + f
±
i + F
±
i (X, ωˆ, wˆ, γ)), (5.74)
ωˆt = ν∆ωˆ +P1,NF (X, ωˆ, wˆ, γ), (5.75)
wˆt = ∆wˆ − {ψˆ, U}+P2,NG(X, ωˆ, wˆ, γ), (5.76)
where in Eqs.(5.75) and (5.76)
F = {γRψ(X) + ψˆ, γRω(X) + ωˆ}, (5.77)
G = {γRψ(X) + ψˆ, γRw(X) + γu1 + wˆ}+ γ2η1. (5.78)
The functions G±i (X) and M
±
i (X) give main contributions in the right hand sides of
Eqs.(5.74) and F±i are corrections defined by
F±i = γ
−1(F±,ωi + F
±,w
i ), (5.79)
where
F±,ωi = 〈{γRψ(X), ωˆ}+ {ψˆ, γRω(X) + ωˆ}, ω˜±i 〉,
F±,wi = 〈{γRψ(X), wˆ}+ {ψˆ, γRw(X) + γu1 + wˆ}, θ˜±i 〉).
One has
G±i (X) = 〈{Rψ(X), Rw(X)}, θ˜±i 〉+ 〈{Rψ(X), Rω(X)}, ω˜±i 〉,
M±i (X) = 〈{Rψ(X), u1}, θ˜±i 〉.
These terms can be rewritten in a more explicit form as
G+i (X) =
N∑
j,l=1
G+++ijl X
+
j X
+
l +G
−−+
ijl X
−
j X
−
l , (5.80)
G−i (X) =
N∑
j,l=1
G+−−ijl X
+
j X
−
l (5.81)
and
M+i (X) =
N∑
j=1
M++ij X
+
j +
N∑
j=1
M+−ij X
−
j , (5.82)
M−i (X) =
N∑
j=1
M−+ij X
+
j +
N∑
j=1
M−−ij X
−
j . (5.83)
Note that in Eqs. (5.80) - (5.83) all the other possible terms vanish since they are
defined by integrals over x of functions odd in x. The coefficients in (5.80),(5.81), (5.82)
and (5.83) are defined by
M±±ij (u1) = 〈{ψ±j , θ˜±i }, u1〉, (5.84)
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G+++ijl = 〈{ψ+j , θ+l }, θ˜+i 〉+O(ν−1) (5.85)
G−−+ijl = 〈{ψ−j , θ−l }, θ˜+i 〉+O(ν−1) (5.86)
G+−−ijl = 〈{ψ+j , θ−l }+ {ψ−l , θ+j }, θ˜−i 〉+O(ν−1) (5.87)
for large ν. These estimates are obtained in [11] by expressions for conjugate
eigenfunctions. One has
f±i = 〈η1, θ˜±i 〉. (5.88)
We consider Eqs.(5.74), (5.75) and (5.76) in the domain
Dγ,R,C1,C2 = {(X, wˆ, ωˆ) : |X| < R, ||ωˆ||α < C1γ2, ||wˆ||1+α < C2γ2}, (5.89)
where α > 3/4. Using results [11], one can prove the following assertion describing the
normal form of dynamics in a small neighborhood of the bifurcation point.
Lemma 5.1 Let r ∈ (0, 1) and |b − bc| < γ2. Assume γ > 0 is small enough:
γ < γ0(N, ν, R, r). Then the local semiflow S
t, defined by equations (5.74),(5.75), and
(5.76) has a locally invariant and locally attracting manifold M2N+1,γ. This manifold
is defined by
ωˆ = ωˆ0(X, γ), wˆ = wˆ0(X, γ), (5.90)
where ωˆ0(X, γ), wˆ0(X, γ) are maps from the ball B2N+1(R) = {X : |X| < R} to Hα and
H1+α respectively, bounded in C
1+r -norm :
|ωˆ0(X, γ)|C1+r(B2N+1(R)) < C3γ2, |wˆ0(X, γ)|C1+r(B2N+1(R)) < C4γ2. (5.91)
The restriction of the semiflow St on M2N+1,γ is defined by
dX±i
dt
= γ(G±i (X) +M
±
i (X) + f
±
i ) + φ
±
i (X, γ)), (5.92)
dX0
dt
= 0, (5.93)
and the corrections φ±i (X, γ) = F
±
i (X, ωˆ0(X, γ), wˆ0(X, γ), γ) satisfy the estimates
|φ±i |, |DXφ±i | < c1γs, s > 0. (5.94)
Our aim in coming sections is to prove that the normal forms (5.92) exhibit very
complex dynamics. To be precise this assertion let’s us formulate the definition.
Definition Consider a family of the semiflows St(P ), where P is a parameter,
defined on Banach space H. If this family ǫ- realizes (in the sense of subsection 8.2)
all smooth finite dimensional systems with arbitrarily prescribed accuracy ǫ > 0 then we
say that family is is maximally dynamically complex.
The meaning of this definition is that maximally dynamically complex systems can
generate all kinds of structurally stable dynamics, in particular, all hyperbolic dynamics.
Such dynamics may be chaotic (as examples, we can take Anosov’s flows, homoclinic
chaos and others [7, 24]). To formulate an important property of maximally dynamically
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complex systems, let us denote by Bn(R) be the ball {q : |q| ≤ R} in Rn of the radius
R > 0 centered at 0, where q = (q1, q2, ..., qn) and |q|2 = q21 + ... + q2n and consider a
system of differential equations on the ball Bn(R):
dq
dt
= Q(q), (5.95)
where
Q ∈ C1(Bn), sup
q∈Bn(R)
|∇Q(q)| < 1. (5.96)
Suppose the vector field Q is directed strictly inward to the ball Bn(R) at its
boundary ∂Bn(R) = {q : |q| = R}:
Q(q) · q < 0 for q ∈ ∂Bn(R). (5.97)
Then Eq. (5.95) defines a finite dimensional global semiflow on Bn(R). Now we can
formulate
Proposition. If a family of the semiflows is maximally dynamically complex, then
these semiflows enjoy the following property. For each integer n, each ǫ > 0 and each
vector field Q satisfying (5.96) and (5.97) and having a hyperbolic dynamics GtΓ on a
compact invariant hyperbolic set Γ, there exists a value of the parameter P such that the
corresponding system (6.98) defines a semiflow StP , which also has a hyperbolic dynamics
GtΓ′ on a hyperbolic set Γ
′, which is homeomorphic to Γ. The dynamics Gt
Γ′
and GtΓ are
orbitally topologically equivalent.
For definitions of hyperbolic sets, dynamics and orbital topological equivalence see,
for example, [7, 24] among others.
The proof of this claim (see [9]) uses the theorem on persistence of hyperbolic sets
[24]. According to this theorem, we can choose a sufficiently small ǫ(Q,Γ) > 0 such that
if estimate (8.160) holds then system (8.159) has a compact invariant hyperbolic set Γ′
homeomorphic to Γ and, moreover, the global semiflows defined by systems (5.95) and
(8.159) generate orbitally topologically equivalent dynamics on invariant sets Γ and Γ
′
,
respectively.
The theory of maximally dynamical complex systems is based on the RVF method
(on the RVF method see Appendix, subsection 8.2) and it is developed for neural
networks and reaction diffusion systems (see [9]). In this paper, we first state a
hydrodynamical example.
In the next section we apply the RVF method for quadratic systems (5.92). As
a parameter P we use the function u1(x, y), i.e., a small two dimensional spatial
inhomogeneity. The matrix M± in the right hand side of (5.92) is a linear functional
of u1. One can show (see [11]) that, by adjusting u1, we can obtain any matrices M
±.
This assertions seems natural since the matrices M± contain N2 entries, thus we should
satisfy N2 restrictions by an infinite set of unknowns, which are the Fourier coefficients
of u1.
So, the matrix M± in normal forms (5.92) can take any values, however, the main
difficulty is that the quadratic terms in the normal forms (5.92) are not arbitrary and
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subject some restrictions. Our plan to overcome this difficulty is as follows. We use the
key auxiliary assertion, Lemma 6.2, which means that any given quadratic system can
be realized by a normal form (5.92) of a sufficiently large dimension N .
6. Reductions of quadratic systems
Our next step is to study a general class of quadratic systems, which includes (5.92) as
a particular case. We consider the following systems
dX
dt
= K(X) +MX + g, (6.98)
where X = (X1, ..., XN), K = (K1, ..., KN), g = (g1, ..., gN) ∈ RN , K(X) is a quadratic
map defined by
Ki(X) =
N∑
j=1
N∑
l=1
KijlXjXl,
and MX is a linear operator (MX)i =
∑N
j=1MijXj . System (6.98) defines a local
semiflow St(g,M) in the ball BN (R0) ⊂ RN of the radius R0 centered at 0. We shall
consider the vector g and the matrix M as parameters of this semiflow whereas the
entries Kijl will be fixed.
Let us formulate an assumption on entries Kijl. We present X as X = (Y, Z),
where
Yl = Xil, l ∈ Ip, Zl = Xjl, l ∈ Jp,
where Ip = {i1, ..., ip} and Jp = {j1, ..., jN−p} are disjoint subsets of {1, ..., N} such that
Ip ∪ Jp = {1, ..., N}. Then system (6.98) can be rewritten as follows:
dY
dt
= K(1)(Y ) +K(2)(Y, Z) +K(3)(Z) +RY + PZ + f, (6.99)
dZ
dt
= K˜(1)(Y ) + K˜(2)(Y, Z) + K˜(3)(Z) + R˜Y + P˜Z + f˜ , (6.100)
where
K
(1)
i (Y ) =
∑
j∈Ip
∑
l∈Ip
K
(1)
ijl YjYl, K˜
(1)
k (Y ) =
∑
j∈Ip
∑
l∈Ip
K˜
(1)
kjlYjYl, (6.101)
K
(2)
i (Y, Z) =
∑
j∈Ip
∑
l∈Jp
K
(2)
ijl YjZl, K˜
(2)
k (Y, Z) =
∑
j∈Ip
∑
l∈Jp
K˜
(2)
kjlYjZl, (6.102)
K
(3)
i (Z) =
∑
j∈Jp
∑
l∈Jp
K
(3)
ijl ZjZl, K˜
(3)
k (Z) =
∑
j∈Jp
∑
l∈Jp
K˜
(3)
kjlZjZl (6.103)
and where i ∈ {1, ..., p}, k ∈ {1, ..., N − p}. Linear terms have the form
(R˜Y )i =
∑
j∈Ip
R˜ijYj, (P˜Z)i =
∑
j∈Jp
P˜ijZj, (PZ)i =
∑
j∈Jp
PijZj , (6.104)
and f = (f1, ..., fp), f˜ = (f˜1, ..., f˜N−p). We denote by S
t(P) the local semiflow defined
by (6.99) and (6.100). Here P is a semiflow parameter, P = {f, f˜ , P, P˜ , R, R˜}.
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p-Decomposition Condition Suppose entries Kijl satisfy the following condition.
For some p there exists a decomposition Z = (X, Y ) such that for all numbers bjl, where
j, l ∈ Ip, the linear system∑
i∈Jp
K˜
(1)
ijl ui = bjl, l, j ∈ Ip (6.105)
has a solution u.
Clearly, for N > p2 + p and generic matrices K this condition is valid.
Let us formulate some conditions to the matrices R, R˜, P and P˜ . Let ξ > 0 be a
parameter. We suppose that
P˜ij = −ξ−1δij, i = 1, ..., N − p, j = 1, ..., (6.106)
where δij is the Kronecker symbol,
R˜ij = 0, f˜i = 0, i = 1, ..., N − p, j = 1, ..., p, (6.107)
Pij = ξ
−1Tij , |Tij | < C0, i = 1, ..., p, j = 1, ..., N − p, (6.108)
|Rij| < C, i = 1, ..., p, j = 1, ..., p, (6.109)
Let us fix p and consider the numbers N, ξ, coefficients Tij, Rij and fi as a parameter
P .
Lemma 6.1 Assume (6.106), (6.107), (6.108) and (6.109) hold. For sufficiently small
positive ξ < ξ0(R0, r, f) the local semiflow S
t(P ) defined by system (6.99), (6.100) has
a locally invariant and locally attracting manifold MP . This manifold is defined by
equations
Z = ξ(K˜(1)(Y ) +W (Y, ξ)), Y ∈ Bp(R0) (6.110)
where W is a C1 smooth map from the ball Bp(R0) to R
N−p such that for some C1, s > 0
|W (·, ξ)|C1(Bp(R0)) < C1ξs. (6.111)
Proof. Let us introduce a new variable w by
Z = ξ(K˜(1)(Y ) + w). (6.112)
and the rescaled time by t = ξτ . Then for Y, w one obtains the following system
dY
dτ
= ξG(Y, w, ξ), (6.113)
dw
dτ
= ξF (Y, w, ξ)− w, (6.114)
where
G(Y, w, ξ) = K(1)(Y ) + ξK(2)(Y, K˜(1)(Y ) + w)+
+ξ2K(3)(K˜(1)(Y ) + w) +RY + T (K˜(1)(Y ) + w) + f,
F (Y, w, ξ) = K˜(2)(Y, K˜(1)(Y ) + w)+
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+ξK˜(3)(K˜(1)(Y ) + w) + h(Y, w, ξ),
h(Y, w, ξ) = −DY K˜(1)(Y )G(Y, w, ξ). (6.115)
Equations (6.113), (6.114) form a typical system involving slow (Y ) and fast (w)
variables. Existence of a locally invariant manifold for this system can be shown by the
well-known results (see [21]). The remaining part of the proof is standard (see [11]) and
is omitted .
The semiflow St restricted to M is defined by the equations
dY
dt
= F (Y, ξ), (6.116)
where
F (Y, ξ) = K(1)(Y ) + ξK(2)(Y, K˜(1)(Y ) +W (Y, ξ))+
+ξ2K(3)(K˜(1)(Y ) +W (Y, ξ)) +RY + TK˜(1)(Y ) +W (Y, ξ)) + f.
The estimates for W show that F can be presented as
F (Y, ξ) = K(1)(Y ) +RY + TK˜(1)(Y ) + f + φξ(Y ) (6.117)
where a small correction φξ satisfies
|φξ|C1(Bp(R0)) < c0ξ1/2. (6.118)
In (6.117) R and f are free parameters. The quadratic form D(Y ) = K(1) + TK˜(1) can
be also considered as a free parameter according to the p- Decomposition Condition.
Therefore, we have proved the following assertion.
Lemma 6.2 Let
F (Y ) = D(Y ) +RY + f (6.119)
be a quadratic vector field on Bp(R0), where
Di(Y ) =
p∑
j=1
p∑
l=1
DijlYjYl, (RY )i =
p∑
j=1
RijYj.
Consider system (6.99), (6.100). Let the p- Decomposition Condition hold. Then for
any ǫ > 0 the field F can be ǫ - realized by the semiflow St(P) defined by system (6.99),
(6.100), where parameters P are the dimension N , the matrices P , R, P˜ , R˜ and the
vectors f, f˜ .
This lemma immediately follows from the main result on quadratic systems (6.98).
Note that the class of systems (6.119) includes the Lorenz model as a particular case.
Theorem 6.3 Consider the family of semiflows defined by systems (6.98), where the
triple {N,M, g} serves as a parameter P, and for each N the coefficients Kijl with
i, j, l ∈ {1, ..., N} satisfy p-decomposition condition for an integer p such that N/2 <
p2 + p ≤ N . Then that family is maximally dynamically complex .
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Proof. According to results [8] for any ǫ1 > 0 we can construct ǫ1-realization of
the field Q by semiflows defined by (6.119). Moreover, due to the previous lemma, for
any ǫ2 > 0 we can find ǫ2 -realization of any system (6.119) by semiflows defined by
(6.98). If ǫk > 0 are small enough, these two realizations give us ǫ-realization of Q. The
corresponding system (6.98) has the hyperbolic set Γ′. This completes the proof.
The last result show that quadratic systems (6.98), that arise as a result of our
bifurcations, can exhibit all chaotic hyperbolic dynamics, for example, Anosov s´ flows
or axiom A Smale dynamics. To prove that such hyperbolic chaotic dynamics can be
generated by the original Marangoni fluid dynamics (defined by IBVP (2.13)-(2.20)) we
need additional technical assertions. They can be obtained following [11].
7. Concluding remarks
Bifurcations of fluid dynamics leading to periodic spatial patterns (for example, Be´nard
cells) or time periodic regimes are well studied. In 1971, Ruelle and Takens [3] pioneered
the hypothesis that there are more complicated bifurcations possible, which describe a
transition from a simple rest point attractor to strange attractors (which can describe
a turbulence). However, until now there exists no completely analytical proof of the
existence of such bifurcations. Note that turbulence exhibits not only complicated time
dynamics, but complex spatial patterns are also observed.
This paper states a proof of existence of bifurcations, which can produce turbulence
and complicated patterns. It is shown that, at the bifurcation point, the dynamics can
be described by systems of differential equations with quadratic nonlinearities. Such
systems can have chaotic dynamics, specifically, they can generate all finite dimensional
hyperbolic dynamics.
Physically the complicated spatio-temporal patterns are generated by diffusion,
convection, and the capillary effect. The fact that the Marangoni effect can induce an
interfacial turbulence has been long known from experiments and numerical simulations
(see, for example, [25, 26]). In our model, the physical mechanism of this phenomenon
is an interaction of slow modes which determine the dynamics and the spatial
inhomogeneities in the system.
We think that this mechanism is also applicable for climate models. Indeed, climate
systems always include slow and fast components. Therefore, in the climate models there
are internal interactions between the slow segments of the climate system and the fast
weather components. The results of this paper show that these interactions can lead
to different variants of complex dynamics. We have a new physical mechanism for the
generation of complicated dynamics. Namely, it is shown that in spatially extended
systems with many slow variables different small inhomogeneities can lead to sharply
different dynamics, which may be chaotic. Mathematically it can be shown by the
method of realization of vector fields, however, the physical idea behind this method is
transparent. In fact, in spatially extended systems the number of slow modes usually
is much smaller than the number of the fast ones. Some space inhomogeneities define
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an interaction between the fast and slow modes. We have thus a number of parameters
which affect the dynamics of the slow variables and which can be used to control those
dynamics.
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8. Appendix
8.1. Proof of Theorem 4.2
Proof. First we use Lemma 4.1 to obtain a nonlinear equation for the eigenvalues λ(k)
of the boundary value problem (4.38)-(4.40). As a result, one has
k2νλ−1D−1βk
∫ h
0
Φk(y, λ)ψk(y, λ)ρk¯(y)Uy(y, ν)dy = b
−1βk(λ). (8.120)
Note that the operator L is not self-adjoint. Therefore, complex eigenvalues λ may
appear, i.e., complex roots of (8.120). Moreover, let us note that, according to (4.43),
if βk(λ) = 0, then Eq. (8.120) is satisfied. In this case (4.38) entails that
d2ωk(y)
dy2
− k2νωk = 0, ωk(h) = 0, ωk(0) = 0, (8.121)
therefore k2ν = −(nπ/h)2, where n is an integer. This gives λ = −ν((nπ/h)2 + k2) <
−1/2. These eigenvalues λ correspond to trivial solutions of the eigenfunction problem
with λ /∈ C1/2. Therefore, without loss of generality we can set βk(λ) = 1 in Eq.(8.120).
The plan of the remaining part of the proof is as follows. We consider the two cases:
(I) |λ| < ν3/4 and (II) |λ| > ν3/4. In the first case we can simplify equation (8.120), while
in the second case a rough estimate shows that Eq. (8.120) has no solutions.
Let us start with the case I. To simplify our statement, we first consider a formal
limit of Eq.(8.120) as ν → +∞. Using (4.50), (4.51) and (4.56) one obtains that this
limit has the form
(2D¯)−1
∫ +∞
0
yU¯y(y) exp(−(k + k¯)y)dy = k¯/k, D¯ = Db−1, (8.122)
where U¯ is the limit U¯ = limUKN (y, ν) as ν → +∞ (it will be shown below that this
limit exists). We set U¯ = V (y, d), where V is a function of a special form that depends
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on some parameters d = (d1, ..., dM), where M = kN . Consider C
∞ - mollifiers δǫ(y)
such that δǫ ≥ 0, the support supp δǫ(y) is (−ǫ, ǫ) and∫ ǫ
−ǫ
δǫ(y)dy = 1, (8.123)
sup |Dkyδǫ(y)| < ckǫ−(k+1), k = 0, 1, 2. (8.124)
Let us define the function V (y, d) on [0,∞) by
Vy(y, d) = 2y
−1(δκ(y − z0) + µyPM(y, d)), (8.125)
where χ(z) is the step function such that χ(z) = 1 for z > 0 and χ(z) = 0 for z < 0, PM
is a polynomial in y of the degree M + 1 with coefficients depending on (d1, d2, ..., dM),
and
µ = κ2/3, z0 = 5κ, (8.126)
where κ is a small parameter independent of ν and γ. Assume that coefficients of the
polynomial PM and dj are bounded:
PM(y, d) =
M∑
j=0
bj(d)y
j, |bj(d)| < C, |dj| < 1/2. (8.127)
To investigate (8.122) it is useful to introduce the variable
p = k + k¯ = k + (k2 + λ)1/2. (8.128)
Then Eq. (8.122) can be rewritten as
D¯
p
k
= 1 + D¯ + S(p, k, d), (8.129)
where
S(p, k, d) = µG(p, d) + gκ(p), (8.130)
gκ(p) = −1 +
∫ ∞
0
δκ(y − z0) exp(−py)dy, (8.131)
and
G(p, d) =
∫ ∞
0
yPM(y, d) exp(−py)dy. (8.132)
We suppose that k¯ > 0 thus Re p > k. Therefore, we can investigate (8.129) in the
domain
C1/2,k = {p ∈ C : p =
√
k2 + λ+ k, Re λ > −1/2, Re p > k}. (8.133)
Note that
Re p = k +
√
k2 +Reλ + (Im p)2, (8.134)
this shows that in C1/2,k we have Re p > 2k − 1/2. We also assume
|D¯ − 1| ≤ κ. (8.135)
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Taking into account this restriction to D¯, we define the interval J = (b1, b2) and bc by
b1 = D¯
−1(1− κ), b2 = D¯−1(1 + κ), bc = D¯−1. (8.136)
We can choose a polynomial PM such that
G(p, d) = p−2(−1)M+1
M∏
j=1
(
1
p
− 1
2j + dj
). (8.137)
Let us formulate an auxiliary assertion.
Lemma 8.1 One has
Re gκ(p) ≤ −min{2κRe p, 1/2}. (8.138)
Proof. Estimate (8.138) follows from (8.126) and (8.131). Indeed, due to (8.123)
we have
Re gκ(p) =
∫ h
0
δκ(y − z0)(Re exp(−py)− 1)dy ≤
≤
∫ h
0
δκ(y − z0)(exp(−Re p y)− 1)dy
that according to (8.126) gives
Re gκ(p) < exp(−4κRe p)− 1. (8.139)
Consider the function J(x) = exp(−x) − 1. By the Taylor series we obtain that
J(x) ≤ −x+ x2/2 for x ≥ 0. This shows that J(x) ≤ −1/2 for x > 1 and J(x) ≤ −x/2
for x ∈ [0, 1). These inequalities and (8.139) imply (8.138) .
Let us show that in the case |p| > κ−3/4, under assumption (8.135), Eq. (8.129)
has no solutions with Reλ > −c0κ.
Lemma 8.2 If |p| > κ−3/4 then for sufficiently small κ solutions of (8.129) satisfy
Re p < 2k − c4k2κ1/4, c4 > 0. (8.140)
For the corresponding λk(p) one has
Re λk < −c5k2κ1/4, c5 > 0. (8.141)
Proof. Relation (8.134) shows that for p ∈ C1/2,k one has Re p > Im p, thus
|p| > κ−3/4 entails 4Re p > κ−3/4. Then estimate (8.138) implies Re gκ(p) < −c2κ1/4.
Moreover, µRe G(p, d) < −c3µ. These estimates and condition (8.135) entail that for
small κ one has Re S(p, k, d) < −c4κ1/4 and, therefore, (8.140) holds. By (8.134) this
gives us (8.141). 
Consider the case |p| < κ−3/4. Let us introduce a new unknown p˜ by (2 + p˜)k = p.
Then equation (8.129) can be rewritten as
p˜ = H(p˜, k, D¯), (8.142)
where
H(p˜, k, D¯) = D¯−1(gκ((2 + p˜)k) + µG((2 + p˜)k, d)) + D¯
−1 − 1. (8.143)
Let us prove an estimate of solutions to (8.142).
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Lemma 8.3 In the domain Dκ,k = {p : p ∈ C1/2,k, |p| < c1κ−3/4} solutions of (8.142)
satisfy
|p˜| < C1κ1/4, C1 > 0. (8.144)
Proof. To prove this lemma, we note that if p ∈ Dκ,k then by (8.130),(8.131), and
(8.132) one has
|gκ(p)| < C2κ1/4, |G(p, d)| < C3. (8.145)
Therefore, using (8.135) and (8.126) one obtains
|H(p˜, k)| < C5(µ+ κ1/4). (8.146)
Now (8.142) shows that p˜ satisfies (8.144) .
Let us consider equation (8.142). Using the last lemma we note that, to resolve this
equation, we can apply a perturbation theory. Relations (8.130), (8.131), and (8.137)
show that in the domain Dκ,k one has
|∂H(p˜, k)
∂p˜
| < C6µ
for p satisfying (8.144). Now Lemma 8.3 and the implicit function theorem entail that for
sufficiently small κ all roots p˜ of eq. (8.142) lie in Dκ,k and can be found by contracting
mappings. For each fixed k the solution p˜k of eq. (8.142) is unique in Dκ,k.
Let us set
p˜∗k = −κ, k ∈ {1, ...,M}, and k 6= kj , (8.147)
and
p˜∗k = 0, k = kj, j = 1, ..., N. (8.148)
Lemma 8.4 Let us define b1, b2 and bc by (8.136). Then for sufficiently small κ we
can choose dj, j = 1, ...,M , such that |dj| < 1/2 and:
A) for each k ∈ {1, ...,M} and b = bc eq. (8.142) has a unique solution p˜ = p˜∗k;
B) for k = kj, j = 1, ..., N one has p˜k(bc) = 0 and roots p˜k(b) change their signs at
b = bc as b goes through the interval (b1, b2);
C) for k > M and b ∈ (b1, b2) solutions p˜k of eq. (8.142) satisfy
p˜k < −cκs, s > 0.
Proof. Let us fix k ∈ {1, ...,M} and consider p ∈ Dκ,k, i.e., p close to 2k.
Then for p˜ satisfying (8.144) from (8.137) we obtain the following asymptotic for
G˜(p˜, d) = G((2 + p˜)k, d):
G˜(p˜, d) = (−1)M+1(a¯k + a˜k(p˜, d))(dk − kp˜),
where
a¯k = (4k
2)−2
M∏
j=1,j 6=k
(
1
2k
− 1
2j
),
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and a˜k(p˜, d) is an analytic function such that |a˜k| = O(|p˜|+ |d|) for small p˜, d. Therefore,
eq. (8.142) can be transformed to the form
p˜ = Rk(p˜, d, κ) + µ(−1)M+1a¯kdk, (8.149)
where Rk is an analytic function of p˜ and d for small |p˜|, |d| such that
sup
p˜k,d:|d|<µ1/2,p˜k∈Dκ,k
(|Rk|+ |gradp˜Rk|) < c1κ,
for some c1 > 0. Therefore, for small κ we can apply the Implicit Function Theorem
to find dj, j = 1, ...,M such that the root p˜k of (8.149) satisfies condition (A). The
assertion B) also follows from equation (8.149).
To prove assertion (C), let us consider an estimate of Re p˜ for k > kN . We observe
that for k > kN and p˜ satisfying (8.144) we have µRe G < −c2κ2/3, Re gκ(p) < −cκ,
and thus using (8.135) and eq. (8.142) we obtain Re p˜ < −c2kκ2/3. .
Finally, we have obtained needed estimates of solutions (8.120) for the case I,
βk = 1 and ν = +∞. To finish our investigation of Eq.(8.120) for the case of large ν,
we compare Eqs. (8.120) and its formal limit (8.122). We assume that the function
U = V (y, d) is defined as above, by (8.125).
We observe that for βk = 1 Eq. (8.120) can be rewritten as∫ +∞
0
kk¯−1(λ)yV (y, d) exp(−(k + k¯(λ))y)dy = 2D¯ −Wk(λ, ν, d), (8.150)
where Wk = Ik + Jk and
Ik = k
2
∫ +∞
h
ψ¯k(y, λ)ρ¯k¯Vy(y, d)dy, (8.151)
Jk = −k2
∫ h
0
(ψk(y, λ)ρk¯ − ψ¯k(y)ρ¯k¯)Vy(y, d)dy. (8.152)
Under assumption (4.41), λ << νs for s ∈ (0, 1) and for sufficiently large ν the term Ik
satisfies the estimate
|Ik| < c1k2hM+3 exp(−kh) < c2ν−4, (8.153)
which is uniform in k. To estimate Jk we use the inequality
|Jk| ≤ k2
∫ h
0
(|(ψk(y, λ)−ψ¯k(y))ρk¯|+|ψ¯k(y)(ρ¯k¯(y)−ρk(y))|)|Vy(y, d)|dy.(8.154)
Now we apply relations (4.50), (4.56), estimate (4.49) and
sup
y∈[0,h]
|Vy(y, d)| < c3(κ−2 + hM+3).
Then we find that
|Jk| < c4k2(κ−2 + hM+3)(k2k¯−1 exp(−k¯h) + kk¯−1λν−1) <
< c5(1 + κ
−2)νs−1
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for some s ∈ (0, 1) and c5 > 0. Note that in this estimate the constant c5 is uniform in
k. As a result, we obtain the estimate
|Wk(λ, ν, d)| < c6κ−2νs−1, (8.155)
which is uniform in k. Therefore, all analysis of (8.150) can be made the same arguments
as above that allows us to prove the next lemma.
Lemma 8.5 Let assumptions (4.41) hold, N be a positive integer and KN = {k1, ..., kN}
be a subset of Z+ and V (y, d) is defined by (8.125). Moreover, let |λ| < ν3/4. Then in
relation (8.125) we can choose parameters κ and d such that for sufficiently large ν the
roots λ(k, b, ν) of equation (8.150), which lie in the domain |λ| < ν3/4, satisfy
(i )
λ(k, bc, ν) = 0 k ∈ KN , (8.156)
and
Re λ(k, bc, ν) < −δN k /∈ KN , (8.157)
where positive δN is uniform in ν as ν →∞;
(ii) for k ∈ KN the eigenvalues λ(k, b, ν) change their signs at b = bc when b runs
the interval (b1, b2).
Proof. We repeat arguments from the proof of Lemma 8.4. Since Wk(λ, ν, d)
satisfies estimate (8.155), we obtain new dj = d¯j(ν), which are small perturbations of dj
obtained in Lemma 8.4. We have the estimates d¯j(ν)− dj = d˜j(ν), where d˜j(ν)→ 0 as
ν → +∞. Therefore, the sup |Uy(y, ν)− Vy(y, d)| → 0 as ν → +∞. Inequalities (8.156)
are fulfilled that follows from equation (8.150) since for sufficiently large ν estimate
(8.155) is uniform in k. .
For the case I the assertion of the Theorem follows from this lemma.
Case II.
Let us consider now the second case II. Relations (4.43) and (4.56) imply that
|ψk(y, λ)| < c1ν/|λ|, |ρk¯(y)| < c2 exp(−k¯y)|k¯|−1,
where |k¯| > |λ|1/2. Moreover, |yUy| < ChM+2. Thus the left hand side of eq. (8.120)
is not more than R = Cν log(ν)M+2k|¯k|−1|λ|−3/2. For ν → +∞ and |λ| > ν3/4 one has
R < cν−1/8. Therefore, Eq. (8.120) has no solutions in the case II, and the Theorem is
proved .
8.2. The method of realization of vector fields
Our next step is to show that systems (5.92) can exhibit a complicated large time
behaviour. For this end we use the method of realization of vector fields (RVF) proposed
by P. Pola´cˇik [12, 13],which can be described as follows.
Let us consider a family of local semiflows St(P ) in a Banach space H. Suppose
these semiflows depend on a parameter P ∈ E, where E is another Banach space.
Consider system (5.95) satisfying condition (5.96) and (5.97).
Complex bifurcations 29
Definition 8.6 Let ǫ be a positive number. We say that the family of the local semiflows
St(P ) in H realizes the field Q (dynamical system (5.95) with accuracy ǫ (briefly, ǫ -
realizes) on the ball Bn(R), if there exists a parameter P = P (Q, ǫ, n) such that
(i) the semiflow St(P ) has a positively invariant manifoldMn(P ) diffeomorphic to
Bn(R). This manifold is defined by a map Z : Bn(R)→ H
z = Z(q), q ∈ Bn(R), z ∈ H, Z ∈ C1+r(Bn), (8.158)
where r ≥ 0;
(ii) the restriction of the semiflow St(P )|Mn(P ) on Mn(P ) is defined by the system
of differential equations
dq
dt
= Q(q) + Q˜(q, P ), Q˜ ∈ C1(Bn(R)), (8.159)
where
|Q˜(·, P )|C1(Bn(R)) < ǫ. (8.160)
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