Abstract-The paper presents an efficient distance transform and template based technique for automatic ear localization from a side face image. The technique first segments skin and non-skin regions in the face and then uses template based approach to find the ear location within the skin regions. Ear detection proceeds as follows. First, edge map of the skin regions is computed and further processed to eliminate the spurious edges based on length and curvature based criterion. After getting the clean edge map, its distance transform is obtained on which ear localization process is carried out. Distance transform image of the edge map of an off-line created ear template is employed for ear localization. A Zernike moment based shape descriptor is used to verify the detections. The technique is tested on IIT Kanpur ear database which contains around 150 ear images and found to be giving 95.2% accuracy.
I. INTRODUCTION
Biometric systems have become very essential components in almost all security aspects. These systems perform the recognition of a human being based on physiological and behavioral characteristics. Physiological characteristics are related to the shape of the body. Biometric traits such as face, fingerprint, iris, hand geometry fall under this category. Behavioral characteristics are related to behavior of a person. Signature, voice, character strokes etc. are some of the biometric traits which fall under this category. Among the various physiological traits, ear has gained much attention in recent years as it has been found to be a good and reliable biometrics for human verification and identification [1] . Reason behind the ear biometrics gaining popularity is that ears are remarkably consistent. Unlike faces, they do not change shape with different expressions or age, and remain fixed in the middle of the side of the head against a predictable background.
To automate ear based recognition process, automatic ear localization is necessary but at the same time detection of the ear from an arbitrary side face image is a challenging problem. This is because of the fact that ear image can vary in appearance under different viewing and illumination conditions. In literature, there are very few techniques available for automatic ear localization [2] , [3] , [4] , [5] , [6] , [7] . Burge and Burger [2] have used deformable contours for ear detection. Hurley et al. [3] have used force field approach to get the ear location. Their approach is only applicable when a small background is present. Chen and Bhanu [4] have presented a template based method for human ear detection from side face range images. The model template in this method is represented by an averaged histogram of shape index. This method works for 3D ear biometrics. Alvarez et al. [5] have proposed an ear localization method from 2D face image using ovoid and active contour model. Ear boundary in their method is estimated by fitting the contour of an ear in an image by combining snake technique and an ovoid model. This method requires an initial approximate ear contour as input and can not be used in fully automated ear recognition process. Ansari and Gupta [6] by cropping the ears of different size from the side face images and template matching is performed for the wavelet decomposed template and side face images. In real scenario, ear occurs in various sizes and the preestimated templates are not sufficient to handle all the situations. Further, detection of ear using templates of various sizes and then selecting best detection is a very computation intensive task. This paper presents a novel technique for automatic ear localization from side face images using distance transform and template matching approach. The proposed technique is able to detect ears of different size and shape automatically from the side face image. It first segments the skin and nonskin pixels in the image and then computes the edge map of the skin areas. Length and curvature based edge pruning is applied to the edge map to remove the spurious edges which can not belong to ear. Distance transform images of the edge maps of face skin region and ear template are used in the ear localization process. The proposed technique applies a Zernike moments [9] based shape descriptor to verify the detections.
Rest of the paper is organized as follows. Section II briefly presents a skin-color model, distance transform and Zernike moment which serve as the foundation for further discussion. In Section III, the proposed ear detection technique is discussed in detail. Experimental results are discussed in Section IV and conclusion is given in the last Section.
II. PRELIMINARIES
This section discusses some of the basic techniques which are required in developing the proposed ear localization model. Section Il-A describes a skin-color model which is used for skin segmentation. Next section briefly gives the details of distance transform. Section Il-C discusses Zernike moments based shape descriptor which is used for ear verification in the proposed technique.
A. Color Based Skin Segmentation
This section discusses a color based skin segmentation technique [10] , [11] which is used in the proposed ear localization approach for skin segmentation. This technique takes a color image as input and segments skin and non-skin pixels in it.
The technique is adaptable to different skin colors and lighting conditions. Since RGB representation of color images is not suitable for characterizing skin-color, it first converts the RGB color space to chromatic color space [12] , and then uses the chromatic color information for further processing. In RGB color space, the triple components (R, G, B) represent not only color but also luminance which may vary across a person's face due to the ambient lighting and is not a reliable measure in separating skin from non-skin regions [10] . Luminance can be removed from the color representation in the chromatic color space, which is defined by a normalization process as follows:
r =R/(R+G+B) b=B/(R+G+B) 1) It can be observed from Eqn. 1 that green color is redundant after the normalization as r + g + b = 1. The color distribution of skin colors of different people is found to be clustered in a small area of the chromatic color space. Although skin colors of different people vary over a wide range, they differ much in brightness than color. Because of this fact, skin-color model is developed in chromatic color space.
Since color histogram of skin-color distribution of different people is clustered at one place in the chromatic color space, it can be represented by a Gaussian model N(,u, C), where mean ,u and covariance C can be defined as: If a pixel, having transformed from RGB color space to chromatic color space, has a chromatic pair value of (r, b), the likelihood P(r, b) of skin for this pixel can then be computed as follows:
Likelihood values obtained using Eqn. 4 are used for skin segmentation.
B. Distance Transform
Distance transform [13] is computed normally for a binary image where each pixel in the binary image is assigned a number that is the distance between that pixel and the nearest nonzero pixel of binary image. Formally, for a binary image I, its distance transform image Id is given by the following equation:
10,Y) =I if (x, y) is a non-zero pixel (5) d, otherwise (6) where n and m are non-zero integers, m subjected to the following constraints: n-m is even and m < n. The (n, m) order of the Zernike basis function, Vnm (p, 0), defined over a unit disk is given by:
The Zernike moment Znm of an image is then defined as: Among the family of moment invariants, Zernike moments are one of the most commonly used feature extractor and have been used in variety of applications [14] , [15] , [16] . In the proposed technique, Zernike moments based shape features are used for ear verification. In this section, the Zernike moment descriptor is presented. First, the definition of Zernike moment is given and then its properties are briefly reviewed. Zernike Moments Definition: In (p, 0) polar coordinates, the Zernike radial polynomials Rnm (p) are defined as follows [9] : (8) where V*m is the complex conjugate of Vnm.
Popularity of the Zernike moments stems from the fact that they are robust in the presence of noise and exhibit rotational invariant property inherited from the angular dependence of Zernike polynomials. Also, Zernike moments provide nonredundant shape representation because of their orthogonal basis. III process is used to achieve the optimal threshold value for each run. Fig. 3(c) shows a skin segmented image (in grayscale) for the image shown in Fig. 3(a) . It can be observed from the result of skin segmentation that not all detected skin regions contain ear. Hence, ear localization can be performed to locate the ear in all these skin-like segments.
2) Erroneous Edge Pruning: After skin segmentation, edge map of the skin regions is obtained using Canny edge detector [17] and used for further processing. This edge map contains many spurious edges which may not belong to the ear. These edges are pruned using a criterion based on the edge length and curvature. Following discussion provides the details of these edge pruning criterion. Edge Length Based Pruning: In the edge length based pruning, all the edges having length less than a threshold are removed. If set E contains the edges from original skin image, new edge set El after length based pruning is defined as follows:
El {e lflength(e) > Ti} (9) where length(e) gives the length of edge e E, which is defined as the number of pixels in the edge; and T, defines the threshold for edge length. Edge length based pruning eliminates all the small spurious edges which generally arise due to noise or presence of hair. Fig. 5(a) shows an original edge image and Fig. 5(b) shows the edge image obtained after edge length based pruning. We can observe that the image shown in Fig. 5(b) does not contain many of the small spurious edges which are present in Fig. 5(a) . Edge Curvature Based Pruning: As we can easily observe that the edges which form the ear contain some curvature. That means, all the edges not having any curvature (or having curvature below certain threshold) can not be the part of the ear and can be eliminated. This observation is used to remove the edges which contain curvature below certain threshold. Let e = {vj i = 1: n} be an edge containing n pixels and vi (Xi, Yi) be the jth pixel. We use Average Absolute Curvature (AAC) [18] for curvature based edge pruning. For a continuous curve 'y defined as -y: [a, b] --> R2, AAC is given as follows:
AAC= K((y) (10) where K(a) = f k(s)ds is the total absolute curvature and LQ(y) = fds is the total length of the curve. For a discrete edge e, curvature can be approximated using the finite differences and length of the edge can be estimated by counting total number of pixels. So for the jth pixel in the edge, absolute curvature is defined as follows:
So AAC for an edge e can be given as follows:
where, n is the number of pixels in edge e. Now new edge set EC after AAC based pruning can be defined as follows:
EC {e eAAC > TcJ (13) where e C El and TC defines the threshold for AAC. Fig.   5 (c) shows an edge image obtained after edge curvature based pruning. We can notice that it does not contain any linear (or close to linear) edges which are present in Fig. 5(b) .
B. Ear Localization
Next step after computing the edge map of the skin regions is ear localization. Ear localization involves four steps: ear template creation, resizing of the ear template, distance transform computation and localization of the ear. Ear template creation is an off-line process and carried out beforehand. (12) Resizing of the off-line created ear template is done in accordance with the size of each input image and resized template is used for ear localization. Algorithm 1 describes the steps of ear localization and verification processes. 1) Ear Template Creation: For any template based approach, it is very much necessary to obtain a template which is a good representative of the data. In the proposed technique, ear template is created by averaging the intensities of a set of ear images. The set includes ear images of men and women. These images are selected from the IITK ear database. Human ear shape can broadly be categorized into four classes: triangular, round, oval, and rectangular. Fig. 1 Add (x,y) to set U. 11: Let Q be the set containing true ear location. 12: Set earDetected flag FALSE. 13: while (earDetected flag is FALSE) do 14: Consider each pixel (x, y) C rl in the order. 15: Estimate distance(x, y) using Eqn. 17. 16 : if distalnce(x, y) < threshold2 then 17: Add (x,y) to set Q. Display ear detection at location acquired in Q.
23: else 24: Display "No ear detected."
25: end if
By keeping the aspect ratio of the ear template same, it is resized to the width obtained in Eqn. 15. Resized template is employed for searching of the ear in the given input image. Resizing of the ear template in the proposed technique is done using the width of the side face image because width is less affected by the false face pixels (false face pixels are those skin pixels which are segmented as face pixels but actually they are not, e.g. pixels belonging to neck region etc.). Height of the side face is difficult to measure as it is often inaccurate because of the inclusion of the skin pixels of neck portion in the side face image.
3) Distance Transform Computation: In place of using directly the edge information or the gray level images of face and ear template, distance transform is used in localization as it contains optimum meaningful information about the neighborhood of a pixel. Distance trasform has been successfully used in many computer vision applications [19] , [20] , [21] , [22] . After getting the distance transforms of the edge maps of the face and ear template, cross-correlation based searching is applied to locate the ear from the side face image. 4) Localization: Once the distance transform (Td) of resized ear template edge image is created, it is used for the localization of the ear from the side face image. To search an for detected ear) is estimated to validate the claim. To measure the similarity, Euclidian distance between the two sets of Zernike moments is estimated as follows: Fig. 6 . Some of the ear images used for ear template creation. ear in the image, Td is moved over the distance transform of the face skin edge image (Id) and Normalized Crosscorrelation Coefficient (NCC) [23] , [24] is computed at every pixel. NCC at point (x, y) is defined as follows: 
C. Ear Verification
To determine whether a detected ear is actually an ear or not, shape based ear verification is performed. Since small set of lower order Zernike moments [9] can characterize the global shape of an object effectively [25] (17) where {MT}L 1 and {ME}L 1 are the L Zernike moments used to represent the shape of ear template and detected ear respectively.
Probable ear locations found in the previous section are considered one by one in non-increasing order of their NCC values. Lower order Zernike moments of the distance transforms of the edge images of the ear template and the detected ear are estimated and similarity distance between them is calculated using Eqn. 17. To get the distance transform image of the detected ear at point (x, y), template sized image is cropped from the input distance transform image of side face image keeping the point (x, y) at the center of the template. If the value of distance (estimated using Eqn. 17) is less than a preestimated threshold (threshold2 in Algorithm 1), detection is accepted, otherwise it is rejected.
IV. EXPERIMENTAL RESULTS
Experiment is performed on IIT Kanpur ear database which contains total 150 side images of human face with resolution 640 x 480. These images are captured using a digital camera from a distance of 0.5 to 1 meter. To create ear template in our experiment, a set of side face images of 20 people is considered. These images include side face images of both men and women. Ears are cropped from these images and resized to 120 x 80 pixels. Ear images of all shapes viz. triangular, round, oval and rectangular are considered for template creation. Fig. 6 shows a few of the ear images used for the creation of ear template.
Ear localization technique (based on Algorithm 1) is invoked on the input side face image which returns the ear location in case of successful ear detection and "failure" otherwise (when it fails to locate the ear), in which case manual cropping of the ear is done. In our experiments, we consider threshold1 = 0.5 and threshold2 = 0.3. Fig. 7 shows some of the results obtained using proposed technique. Ears of different size and shape are efficiently localized from the side face images. The proposed technique is also able to detect ear in presence of little occlusion due to hair. First three images in the last row of Fig. 7 show such examples. The accuracy of the localization is defined by:
(genuine localization/total sample) x 100. The accuracy of the proposed technique is found to be 95.2%. Localization method has failed in some cases to localize ear correctly, especially for the images which are of poor quality or heavily occluded due to hair. V. CONCLUSION This paper first reviews the existing ear localization techniques in the literature for automatic ear detection in 2D side face images and then proposes a novel technique for the same. The proposed technique detects ear automatically in the side image of human face without any user interaction and can be employed in an automatic ear based biometric system. It is effectively able to detect ears of different shape and size without any user intervention. Ear detection in the proposed technique is fast as it prunes almost 60% area of the side face image and searches for ear only in the skin areas. To detect ear in the proposed technique, three steps viz. preprocessing, ear localization and ear verification are followed. Preprocessing phase first segments skin and non-skin regions in the image and then computes the edge map of the skin regions. It also employs edge length and curvature based criterion to eliminate spurious edges from the edge map. Ear localization phase uses this skin regions edge map and runs a template based approach to localize the ear. Once ear is localized, a Zernike moment based shape descriptor is used to verify the detection. The proposed technique is tested on IIT Kanpur ear database containing side face images of 150 individuals and found to be giving 95.2% accuracy. The proposed technique can be extended for the detection of ear in noisy images and in the cases where ear is immensely occluded by the hair.
