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1. Introducción 
El recurso hídrico es indispensable para la 
supervivencia del hombre y el desarrollo económico de 
una región, es por ello que su gestión o administración 
se ha convertido en un tema de alto interés a nivel 
mundial y ha motivado la búsqueda continua de modelos 
y herramientas que faciliten la toma de decisiones para 
garantizar su uso racional y sostenible [1][2]. 
El crecimiento poblacional, las actividades 
económicas intensivas y el cambio climático, han 
generado una gran presión o estrés sobre el recurso 
hídrico, evidenciando la necesidad de establecer como 
unidad de intervención la cuenca hidrográfica e 
implementar en ella modelos que permitan su 
ordenación y vinculen directamente a las comunidades 
asentadas en el territorio, con el fin de garantizar un 
desarrollo sostenible que garanticen el progreso 
económico y social sin poner en riesgo la existencia del 
recurso [3]. 
Para garantizar una gestión o administración integral 
del recurso hídrico, es importante mantener el equilibrio 
entre la oferta y la demanda, considerando no solo las 
asignaciones de caudal para las diferentes actividades 
del hombre sino también los requerimientos necesarios 
para mantener los ecosistemas acuáticos y la reserva 
ecológica [4]. Levite et al, estudiaron la cuenca del rio 
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Olifants en África del Sur, mediante la implementación 
del modelo WEAP, desarrollado por el Instituto de Medio 
Ambiente de Estocolmo (SEI), en la que encontraron que 
en períodos secos el riesgo de no poder suplir las 
necesidades ecológicas en las cuencas e incluso de no 
poder abastecer en su totalidad a los usuarios con 
asignaciones de agua preestablecidas aumenta 
considerablemente, debido esto a la disminución del 
régimen de lluvias provocado principalmente por el 
calentamiento global y la deforestación en las cuencas, 
lo cual se encuentra directamente relacionado con la 
temperatura y los cambios en el ciclo hidrológico. 
Información precisa sobre precipitaciones es de suma 
importancia para numerosas aplicaciones críticas [5], 
[6]. Sin embargo, la red mundial de estaciones de lluvia 
se distribuye de manera desigual e incluso es inexistente 
para una parte sustancial del globo. La distribución de 
las estaciones suele estar sesgada, lo que limita nuestra 
comprensión de los regímenes de lluvias, la variabilidad 
espacial y temporal y la prevención del desarrollo 
sistemas de vigilancia fiables en tiempo real [7].  
La instalación y mantenimiento de pluviómetros con 
una adecuada densidad para medir con precisión la 
precipitación puede resultar una tarea costosa y difícil 
[8]. Lo pluviómetros son la fuente principal de 
mediciones de la precipitación directa en América del 
Sur y son necesarios para calibrar y validar las 
estimaciones de precipitación obtenidos a partir de 
mediciones de radar o indirecta vía satélite y modelos 
numéricos. Sin embargo, las observaciones sobre 
América del Sur son insuficientes y desigualmente 
distribuida [9]. 
En Colombia, a la fecha existen diversos mapas de 
precipitación que ayudan a la toma de decisiones, pero 
son pocos los estudios que evalúan la oferta y demanda 
del recurso. Entre los estudios que abordan la oferta y 
demanda del recurso hídrico, encontramos que a nivel 
país, el IDEAM para el año 2014 elaboró el Estudio 
Nacional del Agua, el cual soporta la evaluación de la 
situación actual y posibles escenarios futuros del agua 
en Colombia y tiene como referente base los conceptos 
y las metodologías del Estudio Nacional del Agua 2010, 
complementados con aquellos que constituyen 
temáticas nuevas del estudio [10]. 
Corantioquia de manera similar cuenta con una 
herramienta de administración del recurso hídrico 
superficial, que facilita la toma de decisiones para una 
buena gestión, denominada Modelo para la 
Administración del Recurso Hídrico Superficial – 
DUBERDICUS. Este tipo de herramientas permiten la 
disponibilidad hídrica, en la cual se consideran variables 
como precipitación, temperatura, evaporación, demanda 
de agua, planes de desarrollo económico y social, 
preservación del ambiente y necesidad de mantener 
reservas suficientes del recurso hídrico [11]. 
Dentro de los modelos la variable más importante es 
la precipitación, debido a que es de interés en el análisis 
hidrológico porque interviene de manera directa en los 
flujos de materia y energía, generando procesos físicos 
fundamentales para entender los demás componentes 
del ciclo hidrológico, como la escorrentía, la recarga, la 
infiltración y la evapotranspiración [12], [13]. En la 
actualidad, Corantioquia cuenta con un mapa de 
precipitación media anual al año 2006 generado 
mediante el modelo de interpolación Kriging Ordinario, 
utilizando datos de precipitación de 471 estaciones 
existentes en el área influencia. 
Acorde con el IDEAM, el procedimiento general de 
espacialización de las variables hidrometeorológicas, se 
inicia ubicando y seleccionando las estaciones a utilizar 
en el análisis, para posteriormente procesar la 
información y elaborar los mapas de cada una de las 
variables, a la resolución temporal requerida, según 
corresponda; esta información debe ser vectorizada 
para su tratamiento en el Sistema de Información 
Geográfica (SIG) [14]. 
Para la obtención de los mapas de distribución de la 
precipitación a cualquier escala temporal 
frecuentemente se utilizan técnicas geoestadísticas de 
interpolación como Kriging, este método adquiere gran 
importancia pues, aunque originalmente fue limitado al 
campo minero, su uso se ha expandido durante los 
últimos años para otras ciencias. Especialmente, el 
método ha encontrado importantes desarrollos en la 
hidrología. Kriging esencialmente consiste en estimar un 
valor desconocido de una variable estudiada como una 
combinación lineal de n registros de campo de la misma 
[15].  
Por lo anterior, en este trabajo se desarrolló una 
caracterización de la variable precipitación de los últimos 
10 años de las estaciones meteorológicas 
pertenecientes al IDEAM (Instituto de Hidrología, 
Meteorología y Estudios Ambientales), con un periodo 
comprendido entre enero de 2004 a junio de 2014, para 
lo cual se seleccionó el mejor modelo teórico que 
representa el cambio de la varianza con la distancia, 
para luego aplicar el algoritmo de kriging ordinario, 
mediante la herramienta ARCGIS. 
Este estudio se realiza con el fin de generar un nuevo 
mapa de precipitación media mensual, buscando que 
este sea incorporado en el modelo existente y 
posteriormente replicar el procedimiento en las demás 
zonas que hacen parte de dicha jurisdicción. 
2. Área de estudio y características 
El presente estudio se realizó en la franja del Río 
Cauca específicamente en jurisdicciones de los 
municipios de Caramanta y Sabanalarga en 
comunidades que se autodenominan “cañoneras” y que 
designan al mismo Rio como “El Patrón Mono” por los 
sedimentos que deposita y por el oro que les brinda [16]. 
La Franja del cañón está dominado principalmente por 
un bosque seco tropical el cual se extiende desde 
Caramanta hasta Sabanalarga como se observa en la 
Figura 1. 
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Figura 1. Ubicación de la zona específica del área de 
estudio Cañón del Rio Cauca 
Este cañón sirve de límite natural entre una parte del 
Noroccidente de Antioquia y las cordilleras centrales y 
Occidental del país, perteneciente en su gran mayoría a 
la formación vegetal (Zona de vida) de Bosque Seco 
Tropical (bs-T), con temperatura media anual superior a 
los 25 °C y un promedio anual de precipitación entre los 
1000 y 2000 mm, seguido de pequeñas zonas de vida 
como son el Bosque Húmedo Premontano (bh-PM) 
precipitación media anual entre 1000 y 2000 mm y 
temperatura media anual de 18 a 24°C, .  Bosque muy 
Húmedo Premontano (bmh-PM) tiene una temperatura 
promedio anual entre los 18 y 24°C y una precipitación 
media anual entre los 2000 y 4000 mm y por ultimo 
pequeñas áreas de Bosque muy Húmedo Montano Bajo 
(bh-MB) con precipitación anual que varía 1000 y 2000 
mm y una temperatura media anual entre los 12 y 18°C. 
Toda la zona oscila entre los 1000 y 3000 msnm [17], 
[18]. 
3. Metodología 
La metodología está implementada en las 
herramientas Spatial Analyst® y Geostatistical Analyst® 
del aplicativo ArcMap® de ESRI, se basa en gran parte 
del trabajo realizado por Londoño et al [19] y Quiroz et 
al [20]. Para poder aplicar las técnicas geoestadísticas 
se utiliza la información del valor de precipitación en las 
estaciones hidrometeorológicas ubicadas en el área de 
estudio (26 estaciones en total, Fig. 1), utilizando datos 
promedios mensuales de los últimos 10 años con corte 
a diciembre de 2014, suministrado por el Instituto de 
Hidrología, Meteorología y Estudios Ambientales – 
IDEAM. Con este conjunto se datos se hace un análisis 
exploratorio para validar el cumplimiento del principio de 
estacionariedad en cada mes. El proceso se muestra en 
la parte derecha de la fig. 2 [20]. Para los conjuntos de 
datos en donde el valor absoluto de coeficiente de sesgo 
(skewness) es mayor o igual a 0.5 se realizan 
transformaciones según los siguientes criterios [21]:  
 Si 0.5 < │CS│<= 1, entonces se aplica una 
transformación raíz cuadrada.  
 Si │CS│>1, entonces se aplica una transformación 
logarítmica. 
Para los conjuntos de datos en los cuales las 
transformaciones anteriores no mejoran la 
estacionariedad, se realiza un análisis y detección de 
valores atípicos. Éstos se retiran de los datos y se realiza 
nuevamente el análisis exploratorio. Como se muestra 
en la parte inferior izquierda de la fig. 2, una vez 
determinado el conjunto de datos estacionarios en cada 
mes, se hace el análisis estructural de los datos 
construyendo primero el semivariograma experimental y 
luego ajustando un modelo de semivariograma teórico. 
El siguiente paso es determinar cuál es el modelo teórico 
que mejor representa el cambio de la varianza con la 
distancia. Se prueban nueve modelos (esférico, 
gaussiano, tetraesférico, pentaesférico, exponencial, 
racional cuadrático, hole effect, K-bessel y J-bessel) y 
luego se aplica el algoritmo de kriging ordinario. 
Mediante pruebas de validación cruzada usando la 
técnica “leave one out” [22] y los siguientes criterios [23], 
se selecciona el mejor modelo teórico: 
 Partial sill del modelo similar a la varianza (σ2) de los 
datos.  
 El error estándar promedio entre el dato observado y 
el dato simulado (ASE average standard error) debe 
ser pequeño.  
 La raíz del error cuadrático promedio (RMS-root 
mean square-error) debe ser pequeño.  
 La raíz del error cuadrático promedio estandarizado 
debe estar cerca de uno (RMSS-root mean square-
error standarized).  
Para los modelos obtenidos se calcula su desempeño 
y éste se corrige por los efectos de la densificación de 
los datos mediante la ecuación (1).  
Cc = 100-RMS (1). 
Seguidamente se hace un análisis de frecuencias con 
los mejores modelos obtenidos en los 10 años para 
determinar el modelo mensual más frecuente (modal). 
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Figura 2. Proceso análisis exploratorio y estructural 
[20]. 
4. Resultados 
En la Tabla 1 se muestran los resultados de la 
Frecuencia del modelo (FA) y los años donde se 
presenta. El modelo con mayor frecuencia es el J-bessel 
(23), seguido del hole effect (23). Como se observa en 
la Tabla 1 en el mes de octubre del año 2005 no hay un 
modelo que se ajuste, debido a que no fue posible 
encontrar un conjunto de datos con los cuales se lograra 
la estacionariedad de los mismos, obteniendo valores de 
desempeño extremadamente bajos. 
Para el análisis de los datos de precipitación media 
mensual se seleccionó un modelo de acuerdo a la Tabla 
1, en el cual se tomó como mejor aquel que se 
presentara con mayor frecuencia durante los 10 años 
evaluados. En la Tabla 2, se muestran los errores de 
estimación promedio para cada mes del año y el modelo 
seleccionado, es así como para los meses de enero, 
febrero y julio el mejor es j-bessel con un desempeño de 
85.69, 87.43 y 87.88 respectivamente. Para los meses 
de marzo, abril y junio se escogieron los modelos 
rational quadratic, tetraspherical y spherical 
respectivamente. Para los meses de mayo y septiembre 
se tomó el modelo exponential con un desempeño de 
78.08 y 90.57 respectivamente. Para los meses de 
agosto y octubre el mejor modelo fue el gaussian y el 
desempeño fue de 80.48 y 91.08 respectivamente. Y, 
por último, para los meses de noviembre y diciembre el 
mejor modelo de ajuste fue el hole effect con un 
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Tabla 1. Frecuencias de mejores modelos. 
Mes Modelos 
E Ex G T P H R J K 
FA 5 13 21 5 2 23 17 23 9 
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Tabla 2. Estadísticos de error de estimación promedio 
Mes Modelo ASE RMS RMSS Desempeño 
Enero J-Bessel 14.81 14.31 0.99 85.69 
Febrero J-Bessel 14.25 12.57 1.05 87.43 
Marzo Rational 
Quadratic 
30.64 27.68 1.00 72.32 
Abril Tetraspherical 19.25 20.04 1.15 79.96 
Mayo Exponential 21.72 21.92 1.02 78.08 
Junio Spherical 11.97 10.51 0.98 89.49 
Julio J-Bessel 10.91 12.12 1.05 87.88 
Agosto Gaussian 18.15 19.52 1.05 80.48 
Septiembre Exponential 9.33 9.43 0.99 90.57 
Octubre Gaussian 9.35 8.92 1.00 91.08 
Noviembre Hole Effect 24.66 24.44 1.03 75.56 
Diciembre Hole Effect 18.69 18.69 1.08 81.31 
 Usando pruebas de análisis de varianza (ANOVA), se 
estudiaron los parámetros de los modelos seleccionados 
que fueron agrupados mes a mes. Para esto se tomaron 
como variables del modelo los parámetros nugget, major 
range y partial sill. Estas variables se caracterizan por 
ser independientes, cuantitativas y en razón a la escala.  
Inicialmente se analiza si la distribución de las 
variables en los meses, es normal o no. Para esto se 
evalúan tres parámetros: 
 Similitud entre las medidas de tendencia central del 
conjunto de datos analizados 
 El coeficiente de sesgo debe ser ≤0.5 
 La desviación estándar debe estar entre 0 y 1 
En la Tabla 3 se puede observar la autocorrelación 
espacial de los puntos de muestra medidos extraídos del 
semivariograma, el cual consistió en un trazado de cada 
par de ubicaciones (estaciones meteorológicas), que se 
ajustaron al mejor modelo. En este se pudo observar que 
en una determinada distancia el modelo se nivelaba. En 
la distancia donde el modelo comenzaba a nivelarse 
aparecía el major range y en el valor en el cual el modelo 
de semivariograma alcanza el major range (valor de eje) 
se denomina sill. Y un partial sill es una sill menos un 
nugget. Este nugget es denominado efecto nugget y se 
atribuye a errores de medición o a fuentes espaciales de 
variación a distancias que son menores que el intervalo 
de muestreo (o ambas cosas), en los fenómenos 
naturales pueden variar espacialmente en un rango de 
escalas. 
 
Tabla 3. Análisis de la autocorrección espacial de los 
puntos medidos. 




Enero J-Bessel 298.79 113527.50 427.62 
Febrero J-Bessel 2.73 92598.08 5.73 
Marzo Rational 
Quadratic 
48.03 71013.24 1412.59 
Abril Tetraspherical 1247.43 87194.11 412.70 
Mayo Exponential 599.40 98184.22 2956.73 
Junio Spherical 2.75 65593.07 3.21 
Julio J-Bess 79.05 103600.19 152.72 
Agosto Gaussian 373.69 79195.73 880.36 
Septiembre Exponential 99.23 89014.92 949.08 
Octubre Gaussian 366.21 95604.55 215.02 
Noviembre Hole Effect 1419.72 106389.19 2744.96 
Diciembre Hole Effect 681.68 95167.49 1918.66 
En la Tabla 4 se muestra un análisis descriptivo de los 
grupos, que permiten reconocer que tanto se dispersan 
los datos, indicando cuanto se desvían las 
observaciones alrededor de la media. Para el caso de 
los datos analizados, se evidencia el déficit de 
precipitación para las diferentes escalas temporales que 
se presentan en la zona de estudio y de esta manera 
poder evaluar el déficit de precipitación sobre la 
disponibilidad de los distintos tipos de recursos hídricos. 
Tabla 4. Análisis descriptivo de los meses evaluados 
Mes Modelo Media Desviación 
estándar 
Enero J-Bess 71.67 35.17 




Abril Tetraspherical 241.99 66.84 
Mayo Exponential 282.88 71.44 
Junio Spherical 198.95 46.70 
Julio J-Bess 181.66 48.28 
Agosto Gaussian 204.56 54.35 
Septiembre Exponential 212.21 49.78 
Octubre Gaussian 269.89 73.71 
Noviembre Hole Effect 249.09 82.37 
Diciembre Hole Effect 145.20 59.13 
5. Discusión 
El análisis espacio temporal de la precipitación 
realizado a partir de los datos pluviométricos de 
estaciones hidrometeorológicas existentes en el área de 
estudio del Cañón del Rio Cauca, permitió caracterizar 
la variabilidad de las lluvias y la distribución de las 
mismas en el periodo comprendido 2004 – 2014 (Fig. 3), 
encontrando un comportamiento bimodal de periodos 
secos y lluviosos (estacionalidad), primero un periodo 
seco comprendido entre los meses de diciembre a 
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febrero y un segundo periodo entre junio a agosto, así 
mismo dos periodos lluviosos comprendidos entre los 
meses de marzo a mayo y septiembre a noviembre. Lo 
anterior muestra una correspondencia de la distribución 
temporal de la lluvia, comparado con el comportamiento 
de la precipitación en Colombia establecido por el 
IDEAM. 
 
Figura 3. Precipitación promedio mensual (mm/mes) 
en el área de estudio en el periodo comprendido entre 
2004-2014. 
Con relación a la distribución espacial de la 
precipitación en el área de estudio del Cañón del Rio 
Cauca, se identifica un patrón de distribución en todos 
los meses que evidencia una gradación de las 
precipitaciones de menor a mayor en sentido norte a sur 
(Figura 4 a la Figura 15). La zona norte del cañón del Rio 
Cauca se encuentra asociada a la subregión del 
occidente antiqueño, comprendida por los municipios de 
Anzá, Ebéjico, Caicedo, Santa Fe de Antioquia, 
Sopetrán, San Jerónimo, Olaya, Liborina, Buriticá y 
Sabanalarga, mientras que la zona sur se encuentran los 
municipios que conforman gran parte del suroeste 
antioqueño, destacándose los municipios de Venecia, 
Fredonia, Tarso, Jericó, Andes, Jardín, Támesis, 
Valparaíso.  
En la Figura 4 a la Figura 15 se puede identificar como 
la zona de estudio es dividida claramente por una zona 
de transición, la cual se encuentra comprendida entre los 
municipios de Betulia, Armenia, Heliconia, Medellín y 
Bello, que hace que coincidan cambios de temperatura 
y coberturas vegetales existentes entre ambas 
subregiones. 
En el estudio se evaluaron nueve modelos teóricos de 
semivariogramas para cada mes de precipitación media, 
de los cuales los más importantes fueron j-bessel, hole 
effect y gaussian, que no coinciden con los resultados 
de la literatura que reportan los modelos esféricos como 
los mejores. Estos resultados en parte si coinciden con 
el estudio realizado por [19], que encontraron el j-bessel 
y el hole effect como los modelos teóricos de mejor 
ajuste. 
Como comentan Londoño et al, la ventaja de un 
modelo geoestadístico radica en la información adicional 
que este aporta sobre el máximo cambio de la varianza 
de los datos con la distancia (partial sill) y el alcance de 
la autocorrelación espacial de los mismos (major range). 
Analizando la frecuencia de los modelos, se observa que 
los modelos j-bessel, hole effect y gaussian representan 
el 57% de los meses estudiados siendo ligeramente más 
frecuente j-bessel y hole effect en 23 meses con 
respecto al gaussian en 21 meses. 
Para el evaluar el comportamiento en todos los meses 
no se pudo tomar solo estos tres modelos de mayor 
frecuencia, sino que se tuvo que evaluar mes a mes, por 
esto para los meses de enero, febrero y julio se encontró 
que los criterios de validación cruzada eran buenos para 
el modelo j-bessel por lo que se optó por representar la 
variable precipitación en dichos meses de estudio, 
obteniendo en general un desempeño de estimación 
promedio del 68% como se observa en las Figura 4, 
Figura 5 y Figura 9. 
Para el mes de marzo se tomó como mejor modelo el 
rational quadratic según los criterios de validación 
cruzada, los cuales eran buenos con un desempeño de 
estimación de 52%. Para los meses de abril y junio se 
tomaron los modelos tetraspherical (51%) y spherical 
(61%). Para los meses de mayo y septiembre se tomó 
como mejor modelo el exponential con un desempeño 
de estimación promedio de 56%. Para los meses de 
agosto y octubre se tomó como mejor modelo el 
gaussian y para los meses de noviembre y diciembre el 
hole effect, estos dos últimos modelos con desempeño 
de estimación promedio de 51 y 52% respectivamente. 
Su representación de evidencia en las Figura 6 a Figura 
15. 
 
Figura 4. Caracterización espacial de la variable 
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Figura 5. Caracterización espacial de la variable 
precipitación para el mes de febrero 
 
Figura 6. Caracterización espacial de la variable 
precipitación para el mes de marzo 
 
Figura 7. Caracterización espacial de la variable 
precipitación para el mes de abril 
 
Figura 8. Caracterización espacial de la variable 
precipitación para el mes de mayo 
 
Figura 9. Caracterización espacial de la variable 
precipitación para el mes de junio 
 
Figura 10. Caracterización espacial de la variable 
precipitación para el mes de julio 
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Figura 11. Caracterización espacial de la variable 
precipitación para el mes de agosto 
 
Figura 12. Caracterización espacial de la variable 
precipitación para el mes de septiembre 
 
Figura 13. Caracterización espacial de la variable 
precipitación para el mes de octubre 
 
Figura 14. Caracterización espacial de la variable 
precipitación para el mes de noviembre 
 
Figura 15. Caracterización espacial de la variable 
precipitación para el mes de diciembre 
Se puede observar que en casi todos los modelos 
aplicados se tiene un desempeño por debajo de 80%, 
esto se debe a que en muchos de ellos la desviación 
estándar es alta, lo cual afecta el desempeño del 
modelo. Este efecto se produce por la distribución 
ligeramente asimétrica positiva, la cual se debe a la 
presencia de valores extremos superiores a la media, 
reflejando la naturaleza de la variable. Otro factor que 
posiblemente puede influir es la baja presencia de 
estaciones en el área del estudio, que implica una menor 
cantidad de datos para alimentar los modelos. 
En cuanto a la caracterización espacial de la variable 
precipitación se muestra una similitud entre todos los 
meses, observándose así, como de norte a sur la 
precipitación va aumentando, evidenciándose dos zonas 
claramente definidas de precipitación, que se puede 
deber a la cobertura vegetal, la temperatura y pequeñas 
zonas de microcuencas topográficas que pueden estar 
favoreciendo corrientes de vientos que llevan a que las 
precipitaciones aumenten. 
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6. Conclusiones 
Los mapas de precipitación obtenidos fueron el 
resultado de una combinación óptima entre los 
estimados a partir de las bases de datos del IDEAM de 
precipitación media mensual y los estimados a partir de 
la implementación de los modelos aplicados para cada 
mes. Dicha combinación o ponderación se basó en los 
campos de varianza del error. 
Se encontró que los modelos j-bessel, hole effect y 
gaussian fueron los que presentaron mayor frecuencia 
de los modelos evaluados, siendo el j-bessel y el hole 
effect los de mayor frecuencia con 23 meses cada uno. 
A pesar de estos efectos ambos solo fueron aplicados 
en los meses de enero, febrero y julio para el caso del j-
bessel y los meses de noviembre y diciembre para el 
hole effect. 
La metodología llevada a cabo permitió reconstruir el 
comportamiento espacial de la variable precipitación 
obteniendo resultados coherentes y considerando la 
topografía como un factor fundamental para explicar la 
variabilidad en la zona de estudio (Cañón del Rio 
Cauca). 
Por último, se pudo evidenciar que la distribución 
espacial de la precipitación en el área de estudio del 
Cañón del Rio Cauca, se identifica un patrón de 
distribución en todos los meses que evidencia una 
gradación de la precipitaciones de menor a mayor en 
sentido norte a sur, dividiendo el área de estudio en dos 
zonas, una fuertemente marcada por menores 
precipitaciones en el norte, asociada a la subregión del 
occidente antioqueño y otra marcada por el aumento de 
las precipitaciones promedio mensuales, asociado a la 
subregión del suroeste antioqueño. 
Para lograr un mayor entendimiento la variable 
precipitación y de otras variables climáticas es necesario 
realizar análisis más profundo que lleve a comprender 
mejor el clima colombiano, el método desarrollo puede 
apoyar este tipo de análisis. 
A pesar de que en Colombia la precipitación es una 
de las variables mejor observada, la red que permite 
capturar información deberá en el futuro mejorarse, toda 
vez que su densidad, distribución y operación presente 
algunas deficiencias, más aún si se consideran los 
grandes gradientes altitudinales y los cambios inducidos 
por la topografía y la climatología.  
Los métodos de interpolación pueden generar 
extrapolaciones no deseadas, pues la variable en la 
realidad puede tener un comportamiento algo diferente. 
En particular la precipitación se caracterizada por una 
gran variabilidad espacio temporal, incluidas escalas de 
tiempo mensual o estacional, interpolar usando métodos 
como Kriging no garantiza resultados que permitan 
describir lo que sucede con la variable en cada instante 
y en todo lugar. 
7. Trabajos futuros 
Continuar con trabajos que realicen comparaciones 
entre las mediciones directas e indirectas de variables 
hidrológicas constituyen áreas de investigación que a 
futuro deben continuar desarrollándose a fin de poder 
lograr la mejor representatividad en el espacio y el 
tiempo dichas variables y con ello, lograr un adecuado 
modelamiento de las mismas. 
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