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ABSTRACT
A speedy pixon algorithm for image reconstruction is described. Two applications of
the method to simulated astronomical data sets are also reported. In one case, galaxy
clusters are extracted from multiwavelength microwave sky maps using the spectral
dependence of the Sunyaev-Zel’dovich effect to distinguish them from the microwave
background fluctuations and the instrumental noise. The second example involves the
recovery of a sharply peaked emission profile, such as might be produced by a galaxy
cluster observed in X-rays. These simulations show the ability of the technique both
to detect sources in low signal-to-noise data and to deconvolve a telescope beam in
order to recover the internal structure of a source.
Key words: methods: data analysis – techniques: image processing – galaxies: clus-
ters – cosmic microwave background – X-rays: general
1 INTRODUCTION
The process of measuring an image can, for many applica-
tions in astronomy, be written as
D(x) = (T ∗B)(x) +N(x). (1.1)
x represents a pixel position in a two-dimensional array, or
image, D is the observed data, T is the true image, B is
the point-spread function (psf) of the measuring instrument,
assumed to be invariant across the image, with N being the
associated statistical noise and ∗ represents the convolution
operator such that
(f ∗ g)(x) =
∫
n
f(y)g(x− y)dy. (1.2)
n is defined to be the number of pixels in the data image. The
task of an image reconstruction algorithm is to infer the true
image given the data, knowledge of the psf and the statistical
properties of the noise. For the simple case when there is no
noise then, assuming that the inverse of the beam exists,
that there is no structure on sub-pixel scales and ignoring
complications introduced by edge effects, the inferred truth,
Tˆ , can be obtained using the convolution theorem and will
exactly equal T . Denoting the Fourier transform of f(x) by
f˜(k), Tˆ can be found by inverse transforming
˜ˆ
T (k) = D˜(k)/B˜(k). (1.3)
The n pieces of information in the data allow a perfect re-
construction of the n pixel values in the truth. With noise
switched on, the number of degrees of freedom in the solu-
tion increases by n, while the number of constraints remains
fixed, yielding an ill-posed problem. Thus, the job of the re-
construction algorithm becomes to decide which of the pos-
sible inferred truths is the best, whatever that may mean.
An extension of the simple case described above involves
filtering the data to remove the noise before inverse trans-
forming equation (1.3) to yield Tˆ . One particular, widely
used example of this is the Wiener filter (Wiener 1949; Ry-
bicki & Press 1992; Lahav et al. 1994; Bunn et al. 1994;
Fisher et al. 1995). This procedure is non-iterative (it iter-
ates to Tˆ = 0) and the final inferred truth is completely
determined once guesses for the power spectra of the true
signal and the noise components have been made. If the as-
sumed power spectra are correct then the resulting filter will
minimise over the whole image the variance between the re-
constructed and true signals. It can also be shown that the
Wiener filter yields the maximally probable inferred truth
if the true and noise values are normally distributed (Ry-
bicki & Press 1992). For situations where these distribu-
tions are not Gaussian, the optimal filter differs from the
Wiener filter. While the Wiener filter method involves only
a few transforms, and is thus rapid, it would in general be
desirable to break the degeneracy in solution space with a
technique that both does not require any assumption about
the nature of T and produces optimal images for any true
signal distribution.
Another type of transform is the wavelet transform (e.g.
Slezak, Bijaoui & Mars 1990) where the inferred truth is
described using a set of basis functions designed to extract
information on a variety of scales. Once again, this is a linear
method that involves applying a transformation to the data
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in order to extract information about particular scales of
interest.
An alternative approach to image reconstruction in-
volves quantifying the acceptability of a particular inferred
truth, then iterating the inferred truth until it becomes max-
imally acceptable. One reasonable demand to make of Tˆ is
that the resulting distribution of residuals, defined as
R(x) = D(x)− (Tˆ ∗ B)(x), (1.4)
is statistically indistinguishable from that of the anticipated
noise N , i.e. requiring a ‘good fit’ to the data. The partic-
ular statistic used to describe the extent of the misfit will
depend on the nature of N . For example, χ2 is a frequently
employed statistic when noise values are drawn from a nor-
mal distribution.
Having chosen a misfit statistic, approaches to reducing
further the acceptable solution space are more varied. A
common and simple route is to parametrise Tˆ and use the
data to fit a small number of parameters. This is very quick
and effective, provided that the prejudice contained in the
parametrisation is appropriate. For complicated images, a
more sophisticated procedure is desirable.
To understand better where pixons fit into the story,
consider the following conditional probability equation with
M representing all aspects of the model used to transform
Tˆ to D:
p(Tˆ ,M |D) = p(D|Tˆ ,M)p(Tˆ |M)p(M)
p(D)
. (1.5)
This is merely the probability of having a particular com-
bination of data, model and inferred truth, divided by the
probability of obtaining a particular data set. Since D is
measured before it is used to infer Tˆ , p(D) is constant. In
addition, the desire to avoid introducing prejudice requires
that p(M) is constant over all models. This leaves
p(Tˆ ,M |D) ∝ p(D|Tˆ ,M)p(Tˆ |M). (1.6)
On the left hand side of this proportionality is the quan-
tity that one would like to maximise in the reconstruction,
namely the probability of a combination of inferred truth
and model given the data. The first term on the right hand
side is readily identified as the ‘likelihood’, and the second
term is commonly called the ‘image prior’. From a Bayesian
viewpoint, it is reasonable to associate a probability to the
plausibility of obtaining a particular inferred truth once a
model is specified, despite the non-repeatable nature of the
image prior. This provides additional leverage in the quest to
reduce the acceptable solution space. Note that even if the
model is held fixed and one seeks to maximise p(Tˆ |M,D)
the above equation looks very similar because in that case
p(M |D) = 1 and p(Tˆ ,M |D) = p(Tˆ |M,D)p(M |D).
In order to quantify the image prior, consider the situ-
ation of distributing Z indistinguishable photons randomly
among q buckets. Denoting the number of photons in bucket
i by zi, the probability of a particular distribution is
p({zi}) = Z!
qZ
∏q
i=1
zi!
. (1.7)
The most probable choice of {zi} can readily be shown to be
the one that has the same number of photons in each bucket.
This probability also increases when the number of buckets
is decreased; an Occam’s razoresque tendency to favour sim-
ple descriptions. Referring back to the image prior, p(Tˆ |M)
will be increased by having the photons distributed evenly
through the model buckets, and by reducing the number of
buckets.
This approach to image reconstruction was pioneered
by Skilling (1989) and Gull (1989). By analogy with sta-
tistical thermodynamics, they related the maximisation of
the image prior to a maximisation of the entropy of the re-
constructed truth. In the absence of additional information
which could shift the prior away from the default flatness,
uniform Tˆ s are preferred over more complicated images that
require a less probable distribution of the indistinguishable
photons in the image pixels.
These maximum entropy methods (MEM) are conven-
tionally applied in the pixel grid in which the data are mea-
sured. However, if the real truth deviates from flatness then,
to the extent that the image prior is important relative to the
likelihood term in equation (1.6), this procedure will bias Tˆ
away from T . This suggests that the distribution of buckets
into which the photons are placed should be set according
to the measured distribution D if the prior probability is to
be truly maximised. Furthermore, one implication from the
above discussion is that the number of buckets should be
minimised in order to create the simplest, and consequently
most plausible, description for Tˆ , rather than using n pa-
rameters because this is how many pixels there are in the
data image. Considerations such as these led Pin˜a & Puetter
(1993, hereafter PP93) to introduce the pixon concept. Un-
like the uniformly arranged pixels, pixons are able to adapt
to the measured D in order that the information content is
flat across the inferred truth when described in the pixon
basis. This adaptive ‘grid’ essentially uses a higher density
of pixons to describe the inferred truth in regions where
more signal exists, and only a few very large independent
pixons for the background, or low signal-to-noise parts of
an image. Relative to MEM, the pixon method allows the
probability in equation (1.6) to maximise itself with respect
to one aspect of the model which conventional MEM keep
fixed. The task of maximising p(Tˆ ,M |D) boils down to find-
ing the inferred truth containing the fewest pixons, which
nevertheless provides an acceptable fit to the data. Opera-
tionally, the main difference between MEM and the pixon
method is that MEM explicitly quantifies the image prior
and does a single maximisation of p(Tˆ |M,D). In the pixon
case this is split into successive likelihood and image prior
maximisations. Both MEM and the pixon method require
an assumption to be made concerning the noise distribution
in order that the goodness-of-fit can be quantified.
In summary, the pixon method is an iterative image
reconstruction technique that produces inferred truths that
are smooth on a locally defined pixon scale, and the itera-
tions have a well-determined finishing point, namely when
the pixon distribution has converged to the simplest state
that yields an acceptable fit to the data. This approach to
image reconstruction has been applied to a variety of astro-
nomical data sets (e.g. Smith et al. 1995; Metcalf et al. 1996;
Dixon et al. 1996, 1997; Kno¨dlseder et al. 1996). A detailed
discussion of the theoretical basis of the pixon, as well as a
list of applications of the method can be found in the paper
by Puetter (1996).
In the original pixon implementation described by
PP93, the time taken to perform a reconstruction scaled
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with the square of the total number of pixels in the im-
age. For typical astronomical images this meant reconstruc-
tions would be impractically slow. While the discussion so
far shows in principle the advantages offered by the pixon
approach, the implementation of the idea remains to be spec-
ified. The main purpose of this paper is to describe a speedy
pixon algorithm that is limited by the calculation of fast
Fourier transforms, thus reducing the scaling of the run time
to nlogn and allowing 2562 pixel images to be reconstructed
in a few minutes on a workstation. In Section 3 the method is
applied to two simulated astronomical data sets. The results
are compared with a simple maximum likelihood method
and the robustness of the reconstructions is tested quan-
titatively using Monte Carlo simulations. Puetter & Yahil
(1999) have reported the existence of accelerated and quick
pixon methods.
2 METHOD
2.1 Outline
The speedy pixon algorithm does not differ greatly from
that originally proposed by PP93. Namely, the maximisa-
tion of the probability in equation (1.6) is performed in an
iterative fashion with each step consisting of a change in the
number of pixons being used to describe the inferred truth
followed by a conjugate gradient maximisation of the like-
lihood (or equivalently minimisation of the misfit statistic)
for the fixed pixon distribution. These iterations are stopped
when the inferred truth is described using the fewest pixons
that allow an adequate fit to the data. The details of the
pixon implementation are given in the following section, be-
fore considering how they impact upon the minimisation of
the misfit statistic. A flow diagram outlining the entire pro-
cedure is shown in Figure 1.
2.2 Specifics of the pixon implementation
For the examples described in Section 3 the inferred truth is
reconstructed in the same grid as the observed data and thus
contains n values, one for each pixel. Given that the pixons
are to be less numerous than the pixels, these n evaluations
of the inferred truth cannot be independent. In practice a
pseudoimageH is defined in the pixel grid and Tˆ is evaluated
by correlating the pseudoimage values over a region with a
size determined by the local information content. This can
be written as
Tˆ (x) =
∫
n
P (x,y)H(y)dy (2.1)
where P (x,y) is a weight function, the pixon shape, defin-
ing how much signal the inferred truth at pixel x gathers
from the pseudoimage at y. From this equation it can be
seen that Tˆ (x) merely represents the result of convolving
the pseudoimage with the pixon shape appropriate to pixel
x. Thus, provided the number of distinct pixon shapes is
finite and independent of n, it is already apparent why the
computational time for this method is going to scale like
nlogn rather than the direct summation n2 of the original
method.
The choice of pixon shapes and sizes will place con-
straints on the types of truths that could possibly be recov-
ered. Thus, using the vocabulary adopted by Puetter (1996),
it is important that the richness in the pixon language is suf-
ficient to enable a wide variety of truths to be reconstructed.
After all, it should be the data which drives the reconstruc-
tion algorithm to an inferred truth, rather than the algo-
rithm knowing beforehand what it is going to see! For the
reconstructions presented in Section 3, a set of npixon cir-
cularly symmetric 2-dimensional Gaussians was used with
widths, {δl : l = 1, npixon}; δl+1 > δl, truncated at r = 3δ.
This pixon shape was found to give better results than ei-
ther an inverted paraboloid or a top hat for the examples
considered.
Constructing Tˆ in this way it was found that, for the ex-
amples described in Section 3.2 where there are large ranges
in signal strength across the image, the vast majority of
pseudoimage pixels were being set to zero during the recon-
struction. Consequently the Tˆ values in these pixels were
determined by the distance to the few pseudoimage pixels
that contained any signal and the appropriate pixon weight.
To provide a little more flexibility to the pseudoimage in
such a situation, rather than relying on the richness in the
pixon set to enable a variety of images to be inferred from
a near delta function pseudoimage, the normalisation of the
lth pixon was chosen such that
∫
n
Pl(x,y)dy =
(
δ1
δl
)ψ
. (2.2)
With ψ > 0, this means that in pixels having large pixon
widths, the inferred truth will be suppressed relative to that
calculated when all pixons are normalised to the same value.
The pseudoimage values in the low signal regions, where the
larger pixons are being used, are thus encouraged to increase
relative to those in the high signal parts of the image. An
unpleasant side effect of this is that the Tˆ values in high
signal pixels can become unduly influenced by the boosted
regions of the pseudoimage, so in calculating the signal, the
following weights were also included:
W (δ(x), δ(y)) =
{
1 if δ(x) ≥ δ(y)
(δ(x)/δ(y))ψ if δ(x) < δ(y)
(2.3)
such that
Tˆ (x) =
∫
n
P (x,y)W (δ(x), δ(y))H(y)dy. (2.4)
This down-weights the contribution to Tˆ gathered from the
pseudoimage pixels with larger δs. Values of ψ between 0
and 1 were used for the reconstructions in Section 3. The
introduction of this extra weight means that the calculation
of Tˆ no longer involves just a single convolution. However,
by splitting the integral into npixon separate convolutions of
Pl with a W (δl, δ(y))-weighted H , the nlogn scaling can be
preserved.
The procedure for defining the distribution of pixon
widths is based on the desire to have the same amount
of information in each pixon. Information content can be
parametrised through a pixon signal-to-noise ratio (SNR).
This is defined as
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Minimise misfit
Calculate pixon width distribution
Select a large pixon SNR
Read in data
Choose minimum pixon widths
and minimise misfit
Acceptable fit?
yes
and recalculate the pixon widths
Interval bisect to give new pixon SNR
Minimise misfit
Acceptable fit?
Has pixon SNR converged?Stop
no
no
noyes
yes Reload information from the
last oversmoothed attempt
Double the pixon SNR
Figure 1. Flow diagram showing the structure of the algorithm. There is an initial maximum likelihood type of fit, with all pixon widths
taking the minimum available value. The resulting pseudoimage is used to find a pixon SNR that is too large to enable an acceptable fit
to be found. Then the largest pixon SNR giving rise to an acceptable residual distribution is found by interval bisection.
S(δ(x)) =
δ(x)
∫
n
P (x,y)Tˆ (y)dy√∫
n
P (x,y)σ2(y)dy
(
δ(x)
δ1
)ψ
2
. (2.5)
σ(y) is the anticipated amplitude of the noise in pixel y.
The final term just represents the removal of the non-
normalisation of the pixons, and the first δ(x) is there be-
cause the mean SNR within the pixon is being calculated.
For a specified pixon SNR, the pixon width distribution is
chosen such that all pixels have the minimum available δ
that provides at least the required SNR.
For the reconstructions described in Section 3.2, it was
found that relaxing the need for the inferred truth to have
a constant SNR in each pixon led to superior results. With
a flat inferred truth in the pixon basis, the higher signal
regions of the data image received larger, and thus less likely,
reduced residuals. In order to decrease this discrepancy, the
required pixon SNR was decreased in the high signal pixels.
The pixon SNR appropriate for pixel x was defined to be
fSNR(x) times the global value, where
fSNR(x) = max(υ,
√
max(0., 1− (1− υ2)r(x))), (2.6)
with r(x) being the convolution of |R(x)/σ(x)| with the cor-
rectly normalised pixon appropriate to each pixel, and υ a
constant chosen to lie in the range [0, 1]. While this is a very
ad hoc addition to the method, it encapsulates the desire
to provide more freedom in the badly fitting regions of the
reconstructed image, rather than keeping rigorously to the
maximum entropy flat Tˆ solution.
The remaining part of the pixon story, is to describe
the fashion in which the pixon SNR is iterated. To define
the first Tˆ , in order that the SNR can be computed via
equation (2.5), a maximum likelihood type fit is performed
using δ(x) = δ1 ∀x and starting from a flat Tˆ with the mean
value of D. An initial pixon SNR is chosen such that the
resulting pixon distribution has too few degrees of freedom
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to allow a good fit to be obtained. Interval bisection is then
used to find the maximum acceptable pixon SNR. At each
stage, the last over-smoothed (i.e. badly fitting) Tˆ is used to
infer the new pixon distribution. This decreases the chance
of introducing spurious structures into the reconstruction.
In practice, once the pixon SNR converges to about 20 per
cent, Tˆ is insensitive to further refinement and the procedure
is stopped.
2.3 Specifics of the likelihood calculation
The other half of the reconstruction method involves the
likelihood term, and the procedure used to maximise this
for a fixed pixon distribution. A likely Tˆ is one with a small
misfit statistic, ie one that ‘fits the data well’. Gaussian and
Poisson distributed noise are relevant for the examples in
Sections 3.1 and 3.2, so reconstructions were attempted us-
ing the χ2 and
χ2γ =
n∑
i=1
(R(i) + min(D(i), 1))2
D(i) + 1
(2.7)
(Mighell 1999) misfit statistics respectively. However, supe-
rior results were obtained by employing the ER statistic of
Pin˜a & Puetter (1992, PP92). Rather than just taking into
account the amplitudes of the residuals, this measures their
spatial autocorrelation function. In more detail, ER is de-
fined as
ER =
1
n
∑
z
AR(z)
2, (2.8)
where z represents a 2-dimensional lag in pixel space and
AR is the autocorrelation of the reduced residuals
AR(z) = (R/σ ⊗R/σ)(z)
=
∑
n
(R/σ)(y+ z)(R/σ)(y). (2.9)
As PP92 showed, the expected value of ER is equal to the
number of lags included in the summation in equation (2.8),
and the extent over which lag terms are useful is determined
by the size of the instrumental psf. For the applications de-
scribed below, an acceptable fit is defined to be one that has
ER < 3 + the number of lag terms being considered. This
is true ∼ 90 per cent of the time for normally distributed
noise or Poisson distributed noise when the mean signal is
∼> 1/
√
n.
To minimise the misfit statistic, the Polak-Ribiere con-
jugate gradient algorithm in Numerical Recipes (Press et al.
1992) was used. Some alterations were made to tailor the
general purpose routine to this specific task, as detailed in
Appendix A. In order to have non-negative inferred truths,
PP92 suggested using transformed pseudoimage values, Ht,
in the minimisation where
H(x) = α(Ht(x) +
√
Ht(x)2 + β), (2.10)
with α = 0.5 and β = 1. This transformation was used for
the example in Section 3.1, but created a poor reconstruction
of the low-signal regions in the examples in Section 3.2. For
these cases, setting Ht = H and simply truncating negative
values yielded superior results without significantly affecting
the speed of the code.
The calculation of the gradient of the misfit statistic
with respect to the transformed pseudoimage values is a bit
messy. After all, changing Ht, or effectively H , alters the
inferred truth in surrounding pixels. This is then convolved
with the instrumental psf before the residuals and hence the
misfit are calculated. Appendix B contains the results of this
calculation, but the important point is that it can be split
up into correlations and convolutions, thus maintaining the
nlogn scaling of the algorithm.
3 APPLICATIONS
The speedy pixon algorithm was applied to two simulated
astronomical data sets. In the first case, the challenge of
identifying galaxy clusters in Cosmic Microwave Background
(CMB) maps was considered for an instrument with speci-
fications like those of the Planck surveyor. The formalism
described above will be extended to deal with the mul-
tifrequency and multicomponent natures of the data and
truth respectively. In the second example some simulated
‘β’-profiles convolved with a large psf, such as the ASCA X-
ray detector would measure when pointed at galaxy clusters,
are reconstructed.
3.1 Multiwavelength cluster detection in
simulated CMB data
The Planck surveyor satellite (Tauber, Pace & Volonte´ 1994)
is expected to return maps of the sky in a number of mi-
crowave wavelength ranges. In addition to the intrinsic CMB
fluctuations, a number of interesting foregrounds will also
contribute to these maps. One such contribution will come
from the Sunyaev-Zel’dovich (SZ) effect produced when
CMB photons are inverse Compton scattered during their
passage through the ionised gas in galaxy clusters (Sunyaev
& Zel’dovich 1972). The distinctive spectral distortion cre-
ated by the net heating of CMB photons in the directions
of galaxy clusters should enable some thousands of clusters
to be detected by Planck (Hobson et al. 1998).
3.1.1 Additional formalism
The formalism described here will assume that the spectral
dependence of each of the components (i.e. CMB, SZ and
noise) is known and constant over the region being observed,
although in principle this could also be left as a part of the
model over which the probability is maximised. For each of
the nc components, the spectral template will be denoted
by ωc(j) : c = 1, nc; j = 1, nλ, where nλ is the number of
wavebands in the observed data. Thus the inferred truth in
waveband j can be written
Tˆ (x, j) =
nc∑
c=1
ωc(j)
∫
n
Pc(x,y)W (δc(x), δc(y))Hc(y)dy. (3.1)
Each component has its own pixon distribution and pseu-
doimage denoted by the c subscript. The pseudoimage vari-
ables for the intrinsic CMB and thermal SZ components
are the thermodynamic ∆T/T and the Comptonisation pa-
rameter y respectively, both in units of 10−6. Note that
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Table 1. Lists of (1) the central Planck observing frequencies employed here (GHz); (2) the Gaussian full width half maxima (arcmin); (3)
the 1σ Gaussian noise per 1.5 arcmin square pixel in mJy (for 14 months of observations); (4) the conversion factor relating thermodynamic
CMB ∆T/T , in units of 10−6, to the change in flux in mJy in a pixel; (5) the conversion factor relating the Comptonisation parameter
y, in units of 10−6, to the change in flux in mJy in a pixel; (6) the rms cluster T ∗ B per pixel (mJy); (7) the maximum amplitude of
cluster T ∗B per pixel (mJy); (8) the rms intrinsic CMB T ∗B per pixel (mJy); (9) the maximum amplitude of intrinsic CMB T ∗B per
pixel (mJy).
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Frequency fwhm Noise ωSZ(j) ωCMB(j) rms TSZ ∗B max |TSZ ∗B| rms TCMB ∗B max |TCMB ∗B|
100 10.7 1.2 -0.19 0.124 0.20 5.1 4.6 17.4
143 8.0 2.2 -0.20 0.197 0.23 7.8 7.6 29.1
217 5.5 3.1 -1.9×10−3 0.249 2.3×10−3 0.11 9.9 38.5
353 5.0 5.8 0.34 0.155 0.43 20.6 6.2 24.1
∆T/T can take positive or negative values so the trans-
formed pseudoimage is chosen to equal the pseudoimage for
this component, whereas equation (2.10) is used to ensure
that HSZ(x)(≡ y) is non-negative in all pixels. For the re-
constructions presented below, the value of ψ, as defined in
equation (2.2), was set to zero such that all pixons were nor-
malised to unity. In practice, it may be beneficial to allow
ψ to be a function of component.
The multiwavelength data, and the fact that the CMB
component can take positive or negative values, require a
definition of pixon SNR differing from that in equation (2.5).
This is chosen to be
S(δc(x)) =
δc(x)
∫
n
Pc(x,y)|Tˆc(y, 1)|dy√∫
n
Pc(x,y)σ2(y, 1)dy
(
δc(x)
δ1,c
)ψ
2
. (3.2)
The 1 index with the Tˆ and σ2 terms represents that only
the first waveband is being used to define the signal-to-noise
ratio and δ1,c is the smallest pixon width for component c.
For the type of data simulated here, with the intrinsic CMB
component dominating the thermal SZ component, it is pos-
sible, if the required pixon SNR is the same for all compo-
nents, to find an acceptable fit to the data without the need
for a cluster component in the inferred truth. In order to al-
low a better reconstruction of the weaker component (i.e. a
reconstruction that includes some signal), it is necessary to
introduce factors gSNR(c) such that the actual pixon SNR
requested for pixons representing component c is gSNR(c)
times the default value. While these factors could be left
for the pixon algorithm to evaluate in a Bayesian fashion,
this would be rather time consuming. In practice the relative
strengths of the components were set to gSNR = 1 and 0.1
for the intrinsic CMB and thermal SZ components respec-
tively in order that clusters were found, without introducing
many spurious sources.
The υ parameter for determining the variation in pixon
SNR across the image for a given component was set to 1
for both the CMB and SZ components. This enforced a flat
pixon SNR across each of the component maps (fSNR = 1).
If some SNR variation was to be used, then an average over
wavebands of the reduced residuals convolved with the local
pixon shape would need to be calculated, rather than the
monochromatic version contained in equation (2.6).
To deal with the sharp edge in the observed data, the re-
constructed images were allowed to extend beyond the orig-
inal data pixel grid. A total of 5122 pixels were used and
those lying outside the input data image had R(x) = 0 de-
fined in them, but were otherwise treated identically with
the rest of the reconstructed image pixels. This buffer re-
gion allows the pixon SNR to be sensibly defined, so that
the inferred truths have the same sensitivity across all of the
observed image while not directly influencing the calculation
of the misfit statistic.
The computation of the misfit statistic includes nλ dif-
ferent residual maps and the definition of an acceptable
value is modified accordingly. In addition, the misfit min-
imisation is performed over n× nc variables.
3.1.2 Data production
A 4002 pixel, 10 degree square field of simulated CMB sky,
was created including both intrinsic CMB fluctuations and
thermal SZ distortions produced by clusters, The intrinsic
CMB map was a realisation of the standard Cold Dark Mat-
ter model using the power spectrum returned by CMBFAST
(Seljak & Zaldarriaga 1996). The thermal SZ map was pro-
duced by creating some templates from the hydrodynamical
galaxy cluster simulations of Eke, Navarro & Frenk (1998)
and then pasting these, suitably scaled, at random angu-
lar positions with mass and redshift distributions according
to the Press-Schechter formalism (Press & Schechter 1974).
The thermal SZ Comptonization parameter, y, and the ther-
modynamic ∆T/T of the intrinsic CMB fluctuations were
converted to fluxes per pixel in mJy⋆ in each of four wave-
bands by multiplying by ωc(j) as listed in columns 4 and 5 of
Table 1. These four combined truths were then ‘observed’ by
applying the relevant Gaussian beam and adding the pixel
noise appropriate to each wavelength (see columns 2 and 3
of Table 1).
The final four columns in Table 1 show the maximum
|Tc∗B| and rms Tc∗B per pixel produced by each of the two
components separately. These numbers demonstrate both
the high SNR with which Planck will observe the intrinsic
CMB fluctuations and the relatively low SNR of even the
brightest cluster in the field, after convolution with the in-
strumental psfs.
⋆ 1 mJy ≡ 10−29 W m−2 Hz−1
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Figure 2. The top left panel contains a histogram of the difference between the true and pixon-inferred intrinsic CMB component fluxes
at 100 GHz in each pixel. Flux units are mJy for all panels in this figure. The width of the best-fitting Gaussian is also given. In the
lower left panel, the solid line represents the average difference between the true and pixon-inferred intrinsic CMB component fluxes as a
function of the true pixel flux, and the dashed line traces the standard deviation of the reconstruction error. The two right hand panels
show the corresponding results for the ML reconstruction. In both cases, the Gaussian fits to the reconstruction errors are not shown
because they essentially lie on top of the histograms.
3.1.3 Results
The sets of pixon widths for the two components were cho-
sen to be 3δCMB(x) = 5, 7, 9 and 3δSZ(x) = 5, 9, 80. For the
intrinsic CMB, the signal-to-noise ratio is so good that the
pixons do not need to be very large before they prevent an
acceptable fit from being found. In the SZ clusters case, the
selection of a small and a very large pixon size allows the re-
construction of sharp features in a smooth background. The
intermediate-sized pixon helps the pixons bridge the gap be-
tween background and cluster as the pixon SNR is reduced
and the map becomes progressively less correlated. These SZ
pixon widths are selected to match the scales of the features
expected to be present for this component map. About 20
minutes of computer time were required to perform the mul-
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Figure 3. The true thermal SZ y map is shown in the top panel,
and the ML and pixon-inferred truths are contained in the second
and third panels respectively. Axes are labelled in pixels.
ticomponent and multiwavelength speedy pixon reconstruc-
tion of the 4002 pixel image (padded up to 5122 pixels). For
comparison a maximum likelihood (ML) reconstruction with
all pixons being set to be pixel-sized was also performed.
This took approximately 3 minutes to complete.
In Figure 2, the pixon and ML-inferred truths for the
intrinsic CMB flux at 100 GHz are compared with the true
values in each pixel. The top panels show the distributions
of reconstruction errors per pixel for the two methods, along
with the widths of the best-fitting Gaussians for these distri-
butions. Comparing the raw data (i.e. including SZ clusters,
convolution with the beam and noise) with the true intrinsic
CMB pixel values, leads to a best-fitting Gaussian width of
1.70 mJy, so it is apparent that both pixon and ML recon-
structions have cleaned the data to some extent, although
the narrowing of the error distribution is significantly better
for the pixon case. The lower panels show trends for both
the mean (solid lines) and standard deviation (dotted lines)
of the flux errors as a function of the true pixel flux. In the
ML case, the scatter in the flux errors is large and approxi-
mately independent of the true signal, whereas for the pixon
reconstruction the scatter is suppressed but increases when
the signal is strong and the pixon width being used becomes
smaller. Where the scatter in the error increases, the mean
difference between the pixon-inferred and true signals de-
creases. This shows that for pixels with absolute values of
intrinsic CMB 100 GHz flux exceeding ∼ 6 mJy, a smaller
pixon width has been selected and the fit has improved. The
choice of pixon widths is thus very important in determining
these results. In the ML case, the trend in the mean error
shows that the peak sizes are systematically underestimated.
Figure 3 is a greyscale comparison of the true (top
panel), ML-inferred (middle) and pixon-inferred (bottom)
cluster y maps. It is very apparent that the pixon recon-
struction has greatly suppressed the noise relative to the
ML effort. There are a few sources in the pixon reconstruc-
tion that do not correspond with single identifiable sources
in the actual truth. In regions where the density of small
clusters is particularly high, the pixon algorithm has a ten-
dency to place a single bright source to model the emission.
However, relative to the ML effort, the compression of the
reconstructed information is very clear. The pixon algorithm
has essentially already made the decision as to which of the
many ML sources are statistically justifiable. Reducing the
SZ pixon SNR relative to that of the intrinsic CMB using
the gSNR(SZ) parameter would allow the pixon algorithm to
detect clusters with smaller fluxes, albeit with an increased
risk of producing spurious sources. The mean Compton y
parameters per pixel in units of 10−6 are 0.80, 1.25 and 0.79
for the true, ML and pixon images respectively, so the pixon
algorithm does a good job of conserving the entire thermal
SZ flux, in contrast to the ML technique.
As an aside, the inclusion of an intrinsic CMB compo-
nent does not affect the cluster detection efficiency signif-
icantly. The important quantity is the signal-to-noise ratio
with which the clusters alone would be observed. Other fore-
grounds such as dust and Galactic free-free and synchrotron
emissions are unlikely to vary on small scales and should not
greatly affect the ability of the algorithm to detect clusters
(see e.g. Hobson et al. 1998).
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Figure 4. Contour plots for the X-ray cluster example in Section 3.2 showing the central region of the high signal-to-noise true β profile
(top left), one noisy realisation of it (lower left), a pixon-inferred truth (top right) and the ML-inferred truth (lower right). The contour
levels are 0.5, 1, 3, 10, 30 (bold),70, 150 and 300 counts per pixel and the scales on the axes are numbers of pixels.
3.2 Simulated ASCA X-ray cluster data with
Poisson distributed noise
X-ray imaging of galaxy clusters using the ASCA satellite
involves convolution with a broad energy-dependent instru-
mental psf. The fact that the psf varies with position in
the image will be neglected in the following examples, be-
cause equation (1.1) is inapplicable in such situations and,
if the bulk of the emission is very concentrated then the
instrumental psf will be approximately constant over the
region of interest, in which case this treatment would be
valid. ASCA has a particularly broad psf for an X-ray in-
strument, so its use for imaging might appear rather sur-
prising. However, the good spectral resolution, coupled with
the energy-dependence of the psf creates a situation where
an image reconstruction algorithm could, for instance, be
usefully employed in determining temperature maps of the
ionised gas in X-ray clusters. Poisson, rather than Gaussian,
noise is appropriate for these images where the numbers of
photons per pixel is small.
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3.2.1 Data production
Two different surface brightness profiles were created in a
2562 pixel grid according to
Σ(r) =
Σ0
(1 + (r/rc)2)3β/2
+ b. (3.3)
This is the β-profile proposed by Cavaliere & Fusco-Femiano
(1976) to represent cluster X-ray surface brightness profiles
with b corresponding to an additional background contri-
bution. The high signal-to-noise model had (Σ0, rc, β, b) =
(320 counts/pixel, 5 pixels, 0.7, 0.1 counts/pixel) whereas the
low signal-to-noise truth used (7, 6, 0.7, 0.001). These truths
were chosen to be similar to what the ASCA satellite would
have seen when looking at a cluster in the energy ranges
1−2 keV and 7−8 keV. A non circularly symmetric ASCA-
like psf having a full width half maximum of ∼ 10 pixels was
applied to these two truths and 10 Monte Carlo realisations
of the resulting T ∗Bs were made. After smearing out with
the beam, the maximum counts per pixel were ∼ 70 and 1.5
for the two data sets, giving signal-to-noise ratios of
√
70
and
√
1.5 at the peak of the emission.
3.2.2 Results
Reconstructions were performed using 12 pixons ranging in
size from δ1 ≈ 1 pixel to 3δnpixon ≈ 100 (separated by fac-
tors of ∼ 1.3), ψ = 0.8 and υ = 0.6. These choices were kept
the same for both the data sets. For the Poisson distributed
noise the expected amplitude of the noise in pixel x was set
such that σ(x)2 = (Tˆ ∗ B)(x). The comparison ML recon-
structions were performed by setting all pixon widths across
the pseudoimage to equal one pixel.
For the low signal-to-noise example, a tolerable fit ac-
cording to χ2γ , could actually be obtained with a flat Tˆ .
Only when the misfit statistic was changed to ER was it
necessary to insert a source into the inferred truth in or-
der to produce a good fit. That is, the correlated residuals
produced when a uniform Tˆ was used to describe the weak
source were sufficiently small that their amplitudes were sta-
tistically acceptable. However the spatial correlation of the
residuals did have the power to discriminate between this
residual field and the anticipated noise.
Figure 4 shows the central regions of the ‘X-ray cluster’
for the high signal-to-noise data. The top-left panel shows
the truth, and one of the realisations of the observed data
is shown beneath this. Both the smearing out of the sharply
peaked emission and the introduction of noise are very evi-
dent. The pixon-inferred truth for this particular D is shown
in the top-right panel and the corresponding ML-inferred
truth is contained in the final panel. It can be seen that the
noise is greatly suppressed by the pixon method and much
of the peaked emission has been recovered on sub-psf scales.
The ML reconstruction also removes noise in the central re-
gions, but at large radii spurious features are introduced,
essentially fitting to the noise. Also, at small radii, the ML
deconvolution does not do a good job of recovering the un-
smeared profile.
More detailed results concerning the radial surface
brightness profiles are shown in Figure 5, for both the high
and low signal-to-noise data sets. The mean pixon-inferred
profiles are drawn as dotted lines along with error bars show-
ing the standard deviation of the individual Monte Carlo re-
constructions. Long dashed lines represent the correspond-
ing ML quantities. It is apparent and reassuring, particularly
for the high signal-to-noise data, that the pixon algorithm
tends to produce similar profiles, independent of what noise
realisation has been used. The ML results show a signifi-
cantly larger dispersion in the reconstructions arising from
the different noise realisations. However, for the pixon re-
constructions, the error bars are sufficiently small that the
systematic deviations between the inferred and actual truths
can be seen. These are produced by the lack of richness in
the pixon description which leads to a preference for partic-
ular profiles. Nevertheless it is encouraging that the speedy
pixon algorithm can yield such results for two very differ-
ent quality data sets. In addition, the suppression of noise
is very effective, with no hint of any spurious sources being
produced in any of the realisations even for the low signal-
to-noise simulations, in contrast to the ML reconstructions.
4 CONCLUSIONS
The details of a speedy pixon method for image reconstruc-
tion have been given. This algorithm reduces the run time
from the n2 in the original procedure described by PP93
to nlogn, making the treatment of 2562 pixel images possi-
ble using only a few minutes on a typical workstation. The
application of the method to two types of simulated data
sets shows its ability to detect sources in low signal-to-noise
data without introducing spurious objects, as well as de-
convolving the instrumental psf. These results are a marked
improvement over a simple maximum likelihood reconstruc-
tion procedure which is applied in the data pixel grid and
includes a uniform image prior term. A more detailed study
of the ability of the pixon method to find clusters through
their S-Z distortion of CMB maps is in progress, including
a comparison with MEM.
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APPENDIX A: CONJUGATE GRADIENT
MINIMISATION DETAILS
The vast majority of the run time of the speedy pixon
method is spent calculating the derivative of the mis-
fit statistic with respect to the transformed pseudoim-
age values, Ht, and evaluating the inferred truth for
a given Ht. A couple of simple changes to the Nu-
merical Recipes line minimisation routine, linmin, sig-
nificantly reduce the number of function and deriva-
tive calls, and thus merit a mention here. (A more de-
tailed discussion of some of these issues is contained at
http://wol.ra.phy.cam.ac.uk/mackay/c/macopt.html.)
Firstly, the default tolerance requested by linmin is ∼ 103
times more stringent than need be for this application. Sec-
ondly, the initial guesses at bracketing the step size required
to reach the function minimum along the chosen direction
can be made more efficiently. Rather than keeping them
fixed at 0 and 1, these sizes should reflect the fact that the
different steps in parameter space are likely to have simi-
lar magnitudes. Thus the initially guessed step size should
be inversely proportional to the modulus of the vector along
which the step is to be taken. In addition, allowing these esti-
mates to adapt to previous values also leads to a more rapid
minimisation. Tuning the routine along these lines leads to
a speed up of about an order of magnitude for the examples
considered in this paper.
APPENDIX B: CALCULATION OF THE
MISFIT STATISTIC DERIVATIVES
The conjugate gradient misfit statistic minimisation requires
the evaluation of the partial derivatives of the statistic (here-
after labelled µ) with respect to the transformed pseudoim-
age variables. The chain rule for differentiation gives
∂µ
∂Ht(x)
=
∂µ
∂H(x)
∂H(x)
∂Ht(x)
. (B1)
Defining the partial derivative of µ with respect to (Tˆ ∗B)(x)
by F (x), the derivative of µ with respect to the pseudoimage
can be written as
∂µ
∂H(x)
=
npixon∑
l=1
W (δ(x), δl)[((F ⊗B)× Vl)⊗ Pl](x). (B2)
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Vl represents a mask that is unity in pixels with δ = δl
and zero otherwise. The calculation can be seen to be a
series of npixon correlations, hence the nlogn scaling. F is
readily shown to be −2R/(nσ2) and −2(D+min(D, 1)− Tˆ ∗
B)/(n(D + 1)) for χ2 and χ2γ respectively.
In the case of the autocorrelation of the residuals when
the anticipated noise amplitude is independent of signal and
position in the image (i.e. for the examples considered in Sec-
tion 3.1), equation (B2) is still applicable, but the derivative
of ER with respect to (Tˆ ∗B)(x) needs to include a sum over
lag terms:
F (x) =
−2
nσ2
∑
z
AR(z)(R(x+ z) +R(x− z)). (B3)
The sum of residuals comes from the derivative of AR(z)
with respect to R(x).
When the anticipated noise amplitude σ also depends
upon the signal in the pixel, as is the case for the Poisson
noise used in the examples in Section 3.2, the derivative cal-
culation becomes somewhat more involved. Referring back
to equation (B2), the required form for F becomes
F (x) =
−2
n
∑
z
AR(z)K(x)(L(x+ z) + L(x− z)). (B4)
where
K(x) =
D(x)− 0.5R(x)
(Tˆ ∗B)(x)1.5
(B5)
and
L(x) =
R(x)√
(Tˆ ∗ B)(x)
. (B6)
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