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Abstract
Z2-graded algebras give rise to Z2-graded tensor products ⊗¯. When both algebras A,B are
Z2-graded and p.i. (i.e., satisfy polynomial identities), then A ⊗¯B is also p.i. The multi-linear iden-
tities of these algebras are studied here.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Z2-graded tensor products
In this paper F is a field of arbitrary characteristic p = 2. Z2-graded tensor products of
Z2-graded algebras were considered by mathematicians and physicists working with super-
algebras, both associative and non-associative, see for example [7], and see Section 2.1 for
the definitions of these graded tensor products.
The aim of this paper is to study the polynomial identities which are satisfied by such
algebras. We mostly study the identities in the graded tensor products of T -prime p.i. al-
gebras, see Section 6. We also study identities in the tensor products, both ordinary and
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the infinite dimensional Grassmann (Exterior) algebra—with its natural Z2-grading.
Our techniques allow us to study and compare the multi-linear identities which hold in
a variety of such algebras.
Definition 1.1. Two F algebras A and B are m.l. equivalent if they satisfy the same multi-
linear (i.e., m.l.) identities, and we denote this by A ∼ B .
It is well known that in characteristic zero this means that A and B are p.i. equivalent,
namely they satisfy the same identities; but this is not the case when char(F ) = p > 0, see
for example [6].
1.2. The main results
Similar to the ordinary (non-graded) case [5], we have
Theorem 1.2 (see Theorem 5.1). Let A and B be two p.i. algebras which are both
Z2-graded, and let ⊗¯ denote the Z2-graded tensor product. Then A ⊗¯B is p.i.
Our aim is to study the following
Problem. Let A,B, be two p.i. algebras which are Z2-graded. What are the polynomial
identities satisfied by the graded tensor product A ⊗¯B?
The main tool here for studying this problem is Theorem 3.1 below. In Section 2.2 we
define the matrix MU of an algebra U with a particular direct-sum decomposition; it is a
square matrix with non-zero entries from F , whose size depends on that particular decom-
position of U . We then define when such a decomposition is regular, see Definition 2.3,
and we have
Theorem 1.3 (see Theorem 3.1). When that decomposition is regular, the matrix MU de-
termines the m.l. identities of U .
Various applications of Theorem 3.1 are given below, mostly involving commutative
algebras as well as E, the infinite dimensional Grassmann algebra.
Let A = F [x] be the algebra of commutative polynomials (in one variable), then A is
both Z2-graded and regular with respect to the decomposition A = F [x2] ⊕ xF [x2]. Then
Example 3.5 shows that A ⊗¯ A ∼ M2(F ), the 2 × 2 matrices over F . When more factors
are involved, we have the following intriguing proposition.
Proposition 1.4 (see Proposition 7.1). Let A be commutative and regular. For every n 1,
both A⊗¯2n and A⊗¯2n+1 are m.l. equivalent to M2(F )⊗n ∼= M2n(F ). Thus, in characteristic
zero the algebras M2n(F ), A⊗¯2n and A⊗¯2n+1 are p.i. equivalent.
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subalgebras Mk, ⊆ Mk+(E) play a central role in Kemer’s theory [2,3], being the T -
prime p.i. algebras. An important theorem of Kemer describes the p.i. equivalences of
the tensor products of these algebras. In particular, the tensor product of any two such T -
prime p.i. algebras is p.i. equivalent to a T -prime p.i. algebra—given explicitly by Kemer’s
theorem. The p.i. equivalences of E ⊗ E with M1,1 and of E ⊗ E ⊗ E with M2(E) are
special cases of these results. Note that all the above T -prime p.i. algebras are Z2-graded
in a natural way. We prove some special cases of the following conjecture, which can be
considered as a first step towards a ⊗¯-theorem for these algebras, see Section 6.3.
Conjecture 1.5 (see Conjecture 6.2). Let A and B be T -prime. Then A ⊗¯B ∼ C for some
T -prime algebra C.
Finally in Section 6.2, we consider mixed tensor products involving several copies
of a commutative algebra A and several copies of E, together with the ordinary ⊗ and
graded ⊗¯. It turns out that in many cases, such a mixed tensor product is m.l. equivalent to
either some M2n(F ) or some E⊗k : see Theorem 6.4.
2. Regular algebras
2.1. Graded tensor products
Let A = A0 ⊕ A1 be a Z2-graded associative F algebra. The elements of A0 ∪ A1 are
homogeneous, with degree ∂(a) = i if a ∈ Ai . Similarly let B = B0 ⊕ B1 be Z2-graded.
The graded tensor product A ⊗¯ B with respect to these Z2 structures is the vector space
A⊗F B with multiplication
(a1 ⊗¯ b1)(a2 ⊗¯ b2) = (−1)∂(b1)∂(a2)(a1a2 ⊗¯ b1b2). (1)
Note that ⊗¯ depends on the particular Z2-gradings of the algebras involved; we shall refer
to given such gradings. The resulting algebra is again Z2-graded. It was shown in [7] that
the graded tensor product is well defined, and that A ⊗¯ B and B ⊗¯ A are canonically
isomorphic. This construction generalizes easily to the case of more than two factors, and
is associative: (A ⊗¯B) ⊗¯C and A ⊗¯ (B ⊗¯C) are isomorphic algebras.
Note that associativity does not apply if both the ordinary and the graded tensor products
are involved. For example, (E ⊗¯E)⊗E ∼ E ⊗E while E ⊗¯ (E ⊗E) ∼ E ⊗E ⊗E, see
Theorem 6.4(b).
As an example we now analyze A ⊗¯B where A,B are commutative. Note that A ⊗¯B =⊕
(i,j)∈{0,1}2 U(i,j), where U(i,j) = Ai ⊗¯ Bj are subspaces, and for x ∈ U(i,j), y ∈ U(r,s),
there is a commutation relation xy = ±yx, where the sign ±1 depends only on (i, j) and
on (r, s). This situation is generalized in Section 2.2. The above commutation relations are
further analyzed now.
In this paper E = E(V ) where V is a vector space with the countable basis e1, e2, . . . .
Recall that E has a canonical basis D ⊂ E, where D = Deven ∪ Dodd, a disjoint union of
A. Regev, T. Seeman / Journal of Algebra 291 (2005) 274–296 277the even-length and of the odd-length elements. Given a1, . . . , an ∈ D, we denote Ia =
odd(a1, . . . , an) = {i | ai ∈ Dodd}.
Definition 2.1 (The functions fI,J ). Given two subsets I, J ⊆ {1, . . . , n}, define the func-
tion fI,J :Sn → {1,−1} as follows. Choose a1, . . . , an ∈ D and b1, . . . , bn ∈ D which
satisfy I = odd(a1, . . . , an), J = odd(b1, . . . , bn), and a1 · · ·an · b1 · · ·bn = 0; such a’s
and b’s always exist. Let σ ∈ Sn, then the sign fI,J (σ ) = ±1 is determined by the equation
(aσ(1)bσ(1)) · · · (aσ(n)bσ(n)) = fI,J (σ ) · (aσ(1) · · ·aσ(n))(bσ(1) · · ·bσ(n)) (2)
and is independent of the particular choice of ai ’s and bi ’s. We denote byM(n) the 4n ×n!
matrix
M(n) = (fI,J (σ ) | I, J ⊆ {1, . . . , n}, σ ∈ Sn). (3)
It is natural to ask what is the rank ofM(n)? By applying p.i. theory the rank ofM(n)
is calculated precisely, see Proposition 5.4 below.
Lemma 2.2. Let A = A0 ⊕ A1 and B = B0 ⊕ B1 be two Z2-graded algebras. Let I, J ⊆
{1, . . . , n}, a1, . . . , an ∈ A0 ∪ A1 and b1, . . . , bn ∈ B0 ∪ B1 satisfy: I = {i | ai ∈ A1} and
J = {i | bi ∈ B1}. Then
(aσ(1) ⊗¯ bσ(1)) · · · (aσ(n) ⊗¯ bσ(n)) = fI,J (σ ) · (aσ(1) · · ·aσ(n)) ⊗¯ (bσ(1) · · ·bσ(n)). (4)
Proof. The proof follows since, by Eq. (1), the commutation relations between the a’s and
the b’s in both Definition 2.1 and Lemma 2.2 are the same. 
2.2. Regular algebras
In this paper we study the m.l. (multi-linear) identities of associative algebras over F
of the form U = U1 ⊕ · · · ⊕ Ur , which satisfy the properties described in the following
definition.
Definition 2.3. Let U be an algebra and consider the decomposition U = U1 ⊕ · · · ⊕ Ur
where the Ui are vector spaces. Such a decomposition is called “regular” if it satisfies:
(P1) Given n and an ordered sequence i1, . . . , in (1  ij  r for all ij ), there exist
x1, . . . , xn where each xj ∈ Uij , and x1 · · ·xn = 0.
(P2) For all x ∈ Ui , y ∈ Uj (1 i, j  r), xy = εUi,j yx, where 0 = εUi,j ∈ F depends only
on i and j . Thus for homogeneous x, y ∈ U ,
Uxy = εdeg(x),deg(y)yx. (5)
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MU := (εUi,j )1i,jr .
To abbreviate we shall call an algebra U “regular”, and with matrix MU , refering to a
particular such decomposition of U which is regular.
By Theorem 3.1 below the matrix MU determines the m.l. identities of U .
Note that although the algebras we study here have commutation relations satisfying
εUi,j = ±1, in general εUi,j may be any non-zero element of F .
Example 2.4. (1) Let A = A0 ⊕ A1 be Z2-graded and commutative. This decomposition
is regular if for any n and 0 i1, . . . , in  1 there exist elements aij ∈ Aij , j = 1, . . . , n,
such that ai1 · · ·ain = 0. For example let A = F [x]; it is regular with respect to the decom-
position A = A0 ⊕A1, where A0 = F [x2], A1 = xF [x2], but is not regular with respect to
A = A0 ⊕A1, A0 = F [x], A1 = 0.
(2) Let U = A(1) ⊗¯ · · · ⊗¯ A(m), where for each 1  i  m, A(i) = A(i)0 ⊕ A(i)1 is a
commutative and regular algebra. Then by part (1) and by Eq. (1) it is rather easy to see
that the decomposition
U =
⊕
(d1,...,dm)∈{0,1}m
U(d1,...,dm), where U(d1,...,dm) = A(1)d1 ⊗¯ · · · ⊗¯A
(m)
dm
,
is regular.
Remark 2.5. Assume the decomposition U = U1 ⊕· · ·⊕Ur satisfies (5). In some cases (5)
holds for a coarser decomposition where some of the Uj ’s are added together, thus yielding
a smaller matrix MU . See Example 2.8.
In case (2) of Example 2.4, the following lemma is applied to compute the above ma-
trix MU .
Lemma 2.6. Let A(1), . . . ,A(m) be Z2-graded and commutative algebras, and for 1 k 
m let 0 = ak, bk ∈ A(k), with ∂(ak) = ik , ∂(bk) = jk . Then
(a1 ⊗¯ · · · ⊗¯ am)(b1 ⊗¯ · · · ⊗¯ bm) = (−1)γ (b1 ⊗¯ · · · ⊗¯ bm)(a1 ⊗¯ · · · ⊗¯ am),
where
γ =
m−1∑
s=1
m∑
t=s+1
(jsit + isjt ).Proof. Follows by induction on m. 
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U1 ⊕ · · · ⊕ U4 where U1 = A0 ⊗¯ A0, U2 = A0 ⊗¯ A1, U3 = A1 ⊗¯ A0, and U4 = A1 ⊗¯ A1.
Then A ⊗¯A is regular, and by applying Lemma 2.6 we have
MA⊗¯A = M(4) where M(4) =


1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 .
In Example 3.5 we present a decomposition of M2(F ) which is regular and with the same
matrix M(4), hence, by Theorem 3.1, A ⊗¯A ∼ M2(F ).
Example 2.8. Let U = A ⊗¯ A ⊗¯ A, with A = A0 ⊕ A1 a Z2-graded commutative and
regular algebra. Then the obvious decomposition
U =
⋃
(d1,d2,d3)∈{0,1}3
U(d1,d2,d3) (6)
is also regular. It is easy to see that the decomposition (6) satisfies (5) and yields an 8 × 8
matrix which the reader can easily calculate. We can do slightly better. Denote U = U1 ⊕
· · · ⊕U4, with
U1 = U(0,0,0) ⊕U(1,1,1), U2 = U(0,0,1) ⊕U(1,1,0),
U3 = U(0,1,0) ⊕U(1,0,1), and U4 = U(0,1,1) ⊕U(1,0,0).
A computation which applies Lemma 2.6 yields that MU = M(4) (of Example 2.7). The-
orem 3.1 below implies that A ⊗¯A ∼ A ⊗¯A ⊗¯A ∼ M2(F ).
3. A p.i. characterization by MU
The main theorem here is
Theorem 3.1. Let U , V be algebras with regular decompositions U = U1 ⊕ · · · ⊕Ur and
V = V1 ⊕ · · · ⊕ Vr as in Definition 2.3, with corresponding matrices
MU = (εUi,j ) and MV = (εVi,j ).
Assume MV = P−1MUP for some permutation matrix P , corresponding to π ∈ Sr . Then
U and V satisfy the same m.l. (multi-linear) identities. In particular, if char(F ) = 0, then
U and V are p.i. equivalent. Note that the above condition is equivalent to the existence of
a bijection π : {1, . . . , r} → {1, . . . , r} satisfying εUi,j = εVπ(i),π(j).
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Eπ−1(i),π−1(j), 1 i, j  r , where P is the matrix of π ∈ Sr , hence
εUi,j = εVπ(i),π(j). (7)
Here Ei,j is the r × r matrix with a one in row i, column j , and zeros elsewhere.
Thus, after permuting V1, . . . , Vr by π , we can assume that εUi,j = εVi,j for all
1 i, j  r .
Let p(x) = p(x1, . . . , xn) =∑σ∈Sn ασ xσ(1) · · ·xσ(n) be an arbitrary m.l. polynomial of
degree n. By symmetry it suffices to show that if p(x) ∈ id(V ) then p(x) ∈ id(U). So
assume p(x) ∈ id(V ). Since U is regular and p(x) is m.l., to verify that p(x) ∈ id(U) it
suffices to show that for any “homogeneous” x¯1, . . . , x¯n ∈ U1 ∪ · · · ∪Ur with x¯1 · · · x¯n = 0,
p(x¯) = 0.
We shall need
Definition 3.2. Let x¯s ∈ U1 ∪ · · · ∪ Ur and y¯s ∈ V1 ∪ · · · ∪ Vr , 1  s  n (namely, all x¯s
and y¯s are homogeneous). Recall that deg(x¯s) = k if x¯s ∈ Uk ; similarly for deg(y¯s). We
say that the tuples x¯1, . . . , x¯n and y¯1, . . . , y¯n are matching if
(1) For all 1 s  n, deg(y¯s) = deg(x¯s), and
(2) x¯1 · · · x¯n = 0 and y¯1 · · · y¯n = 0.
Note that, given such x¯1, . . . , x¯n, by (P1) of Definition 2.3 there is a matching
y¯1, . . . , y¯n. By (P2), any x¯s and x¯t satisfy xsxt = cxtxs for some non-zero c ∈ F , hence
x¯σ (1) · · · x¯σ (n) = U (σ, x¯) · x¯1 · · · x¯n, where 0 = U (σ, x¯) ∈ F . Since x¯1 · · · x¯n = 0, this de-
fines U (σ, x¯). Similarly y¯σ (1) · · · y¯σ (n) = V (σ, y¯) · y¯1 · · · y¯n, which defines V (σ, y¯).
Beside the dependence on σ , it is clear that U (σ, x¯) depends on the degrees deg(x¯i)
(and not on the xi themselves) and on the matrix (εUi,j ). Similarly for V (σ, y¯).
This implies
Lemma 3.3. Let x¯ and y¯ be two such matching substitutions, and assume (εUi,j ) = (εVi,j ).
Then for any σ ∈ Sn, U (σ, x¯) = V (σ, y¯).
Since p(x) is m.l., p(x) ∈ id(V ) if p(x¯1, . . . , x¯n) = 0 for any homogeneous x¯1, . . . , x¯n ∈
U . Therefore
Lemma 3.4. Let p(x) =∑σ∈Sn ασ xσ(1) · · ·xσ(n), then p(x) is an identity of U if for all
such substitutions x¯, ∑
σ∈Sn
ασ 
U (σ, x¯) = 0.
Similarly p(x) is an identity of V if for all such substitutions y¯,∑
ασ 
V (σ, y¯) = 0.
σ∈Sn
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substitution x¯ in U . Let y¯ match x¯. Now,
0 = p(y¯) =
( ∑
σ∈Sn
ασ 
V (σ, y¯)
)
y¯1 · · · y¯n,
therefore
∑
σ∈Sn ασ 
V (σ, y¯) = 0. But the lhs equals ∑σ∈Sn ασ U (σ, x¯), hence
p(x¯) = 0. 
Applications of Theorem 3.1 are given in Example 3.5 and in Section 7.
Example 3.5 (A ⊗¯ A, with A commutative and regular). Theorem 3.1 is applied here to
prove that A ⊗¯A is m.l. equivalent to M2(F ). The reader can easily verify that the algebra
M2(F ) is regular with respect to the decomposition M2(F ) = V(0,0) ⊕ V(0,1) ⊕ V(1,0) ⊕
V(1,1), where
V(0,0) =
{(
x 0
0 x
) ∣∣∣ x ∈ F} , V(0,1) =
{(
0 x
x 0
) ∣∣∣ x ∈ F} ,
V(1,0) =
{(
0 x
−x 0
) ∣∣∣ x ∈ F} , V(1,1) =
{(
x 0
0 −x
) ∣∣∣ x ∈ F} ,
yielding the matrix MM2(F ) = M(4) of Example 2.7. By Theorem 3.1, A ⊗¯A is m.l. equiv-
alent to M2(F ).
Let Q = 〈1, i, j, k〉 denote the quaternions algebra. Then Q is regular with the respect
to the decomposition Q = F · 1 ⊕F · i ⊕F · j ⊕F · k, and with the corresponding matrix
MQ = M(4). Thus by Theorem 3.1 Q ∼ M2(F ), which is well known.
4. An m.l. equivalence for A ⊗ B
Theorem 4.1 below extends Theorem 4.2. It is applied, for example, in the proofs of
Theorem 7.2 and Conjecture 6.2(i). Recall that X ∼ Y if the algebras X and Y are m.l.
equivalent.
Theorem 4.1. Let A, A′, B and B ′ be p.i. algebras, with A ∼ A′ and B ∼ B ′. Then A ⊗
B ∼ A′ ⊗B ′.
Theorem 4.1 does not apply when the ordinary ⊗ is replaced with the Z2-graded ⊗¯.
For example, let A be Z2-graded, commutative and regular. Then by Theorem 7.1, for any
n 1, A⊗¯2n and A⊗¯2n+1 are m.l. equivalent but A⊗¯2n ⊗¯ A and A⊗¯2n+1 ⊗¯ A are not. On
the other hand, the theorem does apply to the Z2-graded ⊗¯, when ordinary polynomial
identities are replaced with Z2-graded identities (we shall not prove this fact here).
Obviously, in characteristic zero Theorem 4.1 extends as follows.
Theorem 4.2 [4, Theorem 1]. Let A, A′, B and B ′ be p.i. algebras, with A p.i. equivalent
to A′ and B p.i. equivalent to B ′. Then A⊗B is p.i. equivalent to A′ ⊗B ′.
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free algebra over F with infinitely—and sufficiently—many variables, so that the universal
algebra U = F 〈x〉/ id(A) is p.i. equivalent to A. Thus by Theorem 4.2, A ⊗ B is p.i.
equivalent to U ⊗ W , where W is the universal algebra of B . Similarly A′ ⊗ B ′ is p.i.
equivalent to U ′ ⊗W ′, where U ′,W ′ are the universal algebras of A′,B ′ respectively.
It easily follows that A ⊗ B ∼ A′ ⊗ B ′ ⇔ U ⊗ W ∼ U ′ ⊗ W ′. We therefore show that
U ⊗W ∼ U ′ ⊗W ′. The advantage of the universal algebra is that it has “generic” elements.
Let Vn be the set of m.l. (multi-linear) polynomials in x1, . . . , xn, and let dn =
dim(Vn/(Vn∩ id(A))) = cn(A) be the nth codimension of A. Also let ρj = xj + id(A) ∈ U
(generic elements). Then there exist monomials M1(x1, . . . , xn), . . . ,Mdn(x1, . . . , xn) ∈ Vn
such that for each σ ∈ Sn there are αi,σ ∈ F , 1 i  dn, and
Mσ(ρ1, . . . , ρn) =
dn∑
i=1
αi,σMi(ρ1, . . . , ρn).
Note that M1(ρ1, . . . , ρn), . . . ,Mdn(ρ1, . . . , ρn) are linearly independent. Let
g(x1, . . . , xn) =
∑
σ∈Sn
γσMσ (x) ∈ Vn.
It follows that g ∈ id(U) if and only if ∑σ∈Sn αi,σ γσ = 0 for 1 i  cn(A).
Similar analysis holds for W : denote ζj = xj + id(B) ∈ W , hn = cn(B); there exist
monomials N1, . . . ,Nhn ∈ Vn such that for any σ ∈ Sn there are coefficients βi,σ ∈ F ,
satisfying
Nσ (ζ1, . . . , ζn) =
hn∑
j=1
βj,σNj (ζ1, . . . , ζn),
and N1(ζ ), . . . ,Nn(ζ ) are linearly independent. With these notations we prove
Lemma 4.3. Let g(x1, . . . , xn) =∑σ∈Sn γσMσ (x) ∈ Vn. Then g ∈ id(U ⊗ W) if the coef-ficients γσ satisfy
∑
σ∈Sn
αi,σ βj,σ γσ = 0 (8)
for all 1 i  dn and 1 j  hn.
Proof. Substitute xk → uk ⊗wk , uk ∈ U , wk ∈ W , 1 k  n, then
g(u1 ⊗w1, . . . , un ⊗wn) =
∑
γσMσ (u)⊗Mσ(w)
σ∈Sn
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i=1
hn∑
j=1
( ∑
σ∈Sn
αi,σ βj,σ γσ
)
Mi(u)⊗Nj(w). (9)
Thus if Eq. (8) holds, g ∈ id(U ⊗W). Conversely, if g ∈ id(U ⊗W) then Eq. (9) equals 0
for any uk, wk . Choose uk = ρk and wk = ζk , 1 k  n, then the dnhn elements Mi(ρ)⊗
Nj(ζ ) are linearly independent and (9) implies (8). 
Proof of Theorem 4.1. It follows that the m.l. identities of U ⊗ W (or A ⊗ B) are com-
pletely determined by the solution space of M · (γσ ) = 0 where M is the (dn · hn) × n!
matrix
M = (αi,σ βj,σ | 1 i  dn, i  j  hn, σ ∈ Sn).
Note that the matrix M is completely determined by the m.l. identities of A and of B .
By the same arguments, the m.l. identities of U ′ ⊗ W ′ are (also) determined by that
same matrix M , hence U ⊗W ∼ U ′ ⊗W ′. 
5. The A ⊗¯ B theorem
Theorem 5.1. Let A and B be two p.i. algebras which are both Z2-graded, then A ⊗¯ B
is p.i.
The proof, which is given below, follows from the exponential bound on codimensions
and from
Theorem 5.2. Let A and B be two p.i. algebras which are both Z2-graded. Then the
codimensions of A, B and A ⊗¯B satisfy
cn(A ⊗¯B) 4n · cn(A) · cn(B).
Proof. Let g(x) = g(x1, . . . , xn) =∑σ∈Sn γσ xσ(1) · · ·xσ(n) be a m.l. (multi-linear) poly-
nomial. We look for conditions on the coefficients {γσ | σ ∈ Sn} which will imply that
g(x) is a polynomial identity of A ⊗¯ B . By multi-linearity, suffices to study substitutions
xk → ak ⊗¯ bk , k = 1, . . . , n, where all the aks and the bks are homogeneous. With such a
substitution we calculate:
g(a ⊗¯ b) = g(a1 ⊗¯ b1, . . . , an ⊗¯ bn) =
∑
σ∈Sn
γσ (aσ(1) ⊗¯ bσ(1)) · · · (aσ(n) ⊗¯ bσ(n))
=
∑
σ∈Sn
γσ fI,J (σ ) · (aσ(1) · · ·aσ(n)) ⊗¯ (bσ(1) · · ·bσ(n)) (by Lemma 2.2). (10)
Let cn(A) = αn, cn(B) = βn. By the definition of codimensions there exist αn m.l. mono-
mials of degree n, {Mi(x1, . . . , xn) | 1  i  αn}, such that for any σ ∈ Sn, modulo the
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{Mi(x1, . . . , xn) | 1  i  αn}. In particular, for some coefficients rσ,i , aσ(1) · · ·aσ(n) =∑αn
i=1 rσ,i ·Mi(a1, . . . , an) for all σ ∈ Sn.
Similarly for B: there are such monomials {Nj(x1, . . . , xn) | 1  j  βn} and coeffi-
cients sσ,j such that for σ ∈ Sn, bσ(1) · · ·bσ(n) =∑βnj=1 sσ,jNj (b1, . . . , bn). From (10) we
get
g(a ⊗¯ b) =
αn∑
i=1
βn∑
j=1
[ ∑
σ∈Sn
fI,J (σ ) · rσ,i · sσ,j · γσ
]
Mi(a1, . . . , an) ⊗¯Nj(b1, . . . , bn).
Consider the n! coefficients γσ as unknowns, and form the system of linear equations
∑
σ∈Sn
(
fI,J (σ ) · rσ,i · sσ,j
) · γσ = 0
where 1 i  αn, 1 j  βn and I, J ⊆ {1, . . . , n}. The number of equations is 4n ·αn ·βn
and is an upper bound for cn(A ⊗¯B) (see [5]). 
Proof of Theorem 5.1. By [5], both αn and βn are exponentially bounded, hence so is
also 4n · αn · βn, which implies the proof. 
Consider now the special case that A = B is commutative and regular.
Proposition 5.3. Let A be a Z2-graded commutative and regular algebra and letM(n) be
the matrix defined in Eq. (3). Also let cn(A ⊗¯A) denote the codimensions of A ⊗¯A. Then
rank(M(n)) = cn(A ⊗¯A).
Proof. Let {γσ | σ ∈ Sn} be coefficients and let
gγ (x) = gγ (x1, . . . , xn) =
∑
σ∈Sn
γσ xσ(1) · · ·xσ(n).
Since A is commutative, in Eq. (10) we have (aσ(1) · · ·aσ(n)) ⊗¯ (bσ(1) · · ·bσ(n)) =
(a1 · · ·an) ⊗¯ (b1 · · ·bn). Thus, since A is regular (Definition 2.3), gγ (x) is an identity
of A ⊗¯ A if for all I, J ⊆ {1, . . . , n}, ∑σ∈Sn fI,J (σ ) · γσ = 0. This is equivalent to the
matrix equation
M(n) · (γ ) = 0,
where (γ ) is the (column) vector (γ ) = (γσ | σ ∈ Sn). Thus, the dimension of the corre-
sponding null-space ofM(n) is the dimension of id(A ⊗¯ A) ∩ Vn, the space of the m.l.
identities of A ⊗¯ A in x1, . . . , xn. By Linear-Algebra this equals to n! − rank(M(n)), and
also, by the definition of codimensions, to n! − cn(A ⊗¯A). 
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following result, which can be viewed as an application of p.i. theory to Linear-Algebra.
Proposition 5.4. Again letM(n) = (fI,J (σ ) | I, J ⊆ {1, . . . , n}, σ ∈ Sn) as in Eq. (3). Then
rank
(M(n))= 1
n+ 2 ·
(
2n+ 2
n+ 1
)
−
(
n
3
)
+ 1 − 2n.
Proof. This follows from A ⊗¯A ∼ M2(F ) and Proposition 5.3, since it is known that the
codimensions of M2(F ) satisfy
cn
(
M2(F )
)= 1
n+ 2 ·
(
2n+ 2
n+ 1
)
−
(
n
3
)
+ 1 − 2n,
see for example [1, p. 244]. 
6. A ⊗¯ B of prime p.i. algebras
Let Mn(E) ∼= Mn(F)⊗E denote the n× n matrices over E. Also, denote
Mk, =
{(
a b
c d
) ∣∣∣ a ∈ Mk(E0), b ∈ Mk×(E1), c ∈ M×k(E1), d ∈ M(E0)
}
.
The algebras Mn(F), Mn(E) and the subalgebras Mk, ⊆ Mk+(E) are the so called
T -prime algebras in Kemer’s theory [3].
6.1. A theorem of Kemer—and ⊗¯
The following theorem is due to Kemer (see [3]).
Theorem 6.1. Let A and B be T -prime. Then A⊗B ∼ C for some T -prime algebra C. In
particular
(1) Mn(F)⊗Mp,q ∼ Mnp,nq ,
(2) E ⊗E ∼ M1,1,
(3) Mp,q ⊗E ∼ Mp+q(E), and
(4) Mp,q ⊗Mr,s ∼ Mpr+qs,ps+qr .
The other cases of that theorem are obvious.
Note that all the above algebras are Z2-graded in a natural way, as follows: Mn(F)0 =
Mn(F) and Mn(F)1 = 0 (hence bar tensor with Mn(F) is just ordinary tensor—and will
not be treated here); Mn(E)0 = Mn(E0) and Mn(E)1 = Mn(E1). Finally,{(
a 0
) ∣∣ }Mk,(E)0 = 0 d ∣ a ∈ Mk(E0), d ∈ M(E0) ,
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Mk,(E)1 =
{(
0 b
c 0
) ∣∣∣ b ∈ Mk×(E1), c ∈ M×k(E1)
}
.
We make the following
Conjecture 6.2. Let A and B be T -prime. Then A ⊗¯B ∼ C for some T -prime algebra C.
Here are a few special cases of this conjecture which are verified below.
Proposition 6.3. We have
(1) Ma(E) ⊗¯Mb(E) ∼ Mab(E) (while Ma(E)⊗Mb(E) ∼ Mab,ab).
(2) M1,1 ⊗¯ E ∼ E ⊗ E ⊗ E (and also M1,1 ⊗ E ∼ E ⊗ E ⊗ E). Also (E ⊗ E) ⊗¯ E ∼
E ⊗E ⊗E.
(3) Ma,a ⊗¯Mn(E) ∼ M2an(E) (and also Ma,a ⊗Mn(E) ∼ M2an(E)).
(4) Ma,a ⊗¯ Mb,b ∼ M2ab,2ab (and also Ma,a ⊗ Mb,b ∼ M2ab,2ab). Also (E ⊗ E) ⊗¯ (E ⊗
E) ∼ E⊗4.
The proofs are given in Section 6.3.
6.2. Some additional m.l. equivalences
Recall from the beginning of Section 2.1 the example (E ⊗¯ E) ⊗ E ∼ E ⊗ E and
E ⊗¯ (E ⊗E) ∼ E ⊗ E ⊗E. This shows that a tensor product of algebras, involving both
the ordinary and the graded tensors—is not (in general) associative. Let A = A0 ⊕ A1
be commutative and regular and let E be the infinite-dimensional Grassmann algebra. It
seems that every mixed tensor product involving A’s and E’s is m.l. equivalent to either
(M2(F ))⊗k or E⊗k for some k  1.
Several examples where this is the case appear in the following theorem.
Theorem 6.4. Let m,n 1. Then
(a) A⊗¯m ⊗A⊗¯n ∼
{
A⊗¯m+n, m or n even,
A⊗¯m+n−1, m or n odd,
(b) E⊗m ⊗¯E⊗n ∼
{
E⊗m+n, m or n even,
E⊗m+n−1, m and n odd,
(c) A⊗¯m ⊗E⊗n ∼
{
E⊗m+n, m even,
E⊗m+n−1, m odd,
(d) A⊗¯m ⊗¯E⊗n ∼
{
E⊗m+n−1, m odd and n even,
E⊗m+n, otherwise.Details of the proofs will be given elsewhere.
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We need
Lemma 6.5. Let U,V be algebras with U = U0,V = V0. Let R and S be Z2 graded.
Then f : (u⊗ r) ⊗¯ (v ⊗ s) → u⊗ v ⊗ (r ⊗¯ s) yields the algebra-isomorphism (U ⊗R) ⊗¯
(V ⊗S) ∼= U ⊗V ⊗ (R ⊗¯S). In particular these algebras are p.i. equivalent. When U = F ,
deduce that R ⊗¯ (V ⊗ S) ∼ V ⊗ (R ⊗¯ S).
Proof. It is well known that f is well defined and is a vector-space isomorphism, since
for vector-spaces, ⊗ and ⊗¯ are the same. It is easy to verify that f is an algebra isomor-
phism. 
Proof of 6.3(1). We first show that E ⊗¯E ∼= E, which implies the case a = b = 1. Recall
that E = span{ei1 · · · ein |i1 < · · · < in, n = 0,1, . . .}. Denote by E′ (by E′′) the subalgebra
of E generated by the ei ’s, i even (odd): E′ = 〈ei | i even〉 (E′′ = 〈ei | i odd〉). Then
(1) E′ ∼= E, (2) E′′ ∼= E and (3) E′E′′ = E. It is easy to check that the map
ψ :E′ ⊗¯E′′ → E′E′′ = E, ψ(ei1 · · · eim ⊗¯ ej1 · · · ejn) = ei1 · · · eimej1 · · · ejn
is an algebra isomorphism E′ ⊗¯E′′ ∼= E. Thus E ⊗¯E ∼= E′ ⊗¯E′′ ∼= E′E′′ ∼= E.
For general a, b  1, Ma(E) ⊗¯ Mb(E) ∼= (Ma(F ) ⊗ E) ⊗¯ (Mb(F ) ⊗ E). But by
Lemma 6.5 (Ma(F )⊗E) ⊗¯ (Mb(F )⊗E) ∼ Mab(F )⊗ (E ⊗¯E), therefore
Ma(E) ⊗¯Mb(E) ∼ Mab(F )⊗ (E ⊗¯E) ∼= Mab(F )⊗E ∼ Mab(E). 
The proof of Proposition 6.3(2) requires the following definition and two lemmas.
Definition 6.6. Let X = W0 ⊕ W1 be a Z2-graded algebra, and for x ∈ W0 ∪ W1 write
∂(x) = i if x ∈ Wi . Suppose X is regular with respect to a certain decomposition
X =
⊕
(d1,...,dm)∈{0,1}m
X(d1,...,dm),
and for x ∈ X(d1,...,dm), write deg(x) = (d1, . . . , dm). Then the two gradings ∂ and deg are
compatible if for all x ∈ X(d1,...,dm), ∂(x) ≡
∑m
i=1 di mod 2. In such a case we say that X is
compatibly graded.
Lemma 6.7. Let
X =
⊕
(d1,...,dm)∈{0,1}m
X(d1,...,dm) and Y =
⊕
(d1,...,dn)∈{0,1}n
Y(d1,...,dn)
be compatibly graded regular algebras. Then X ⊗ Y and X ⊗¯ Y are regular with respect
to their obvious corresponding decompositions, with
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(b) εX⊗¯Y(i1,...,im+n),(j1,...,jm+n) = (−1)γ εX(i1,...,im),(j1,...,jm)εY(im+1,...,im+n),(jm+1,...,jm+n),
where
γ =
m∑
r=1
m+n∑
s=m+1
(ir js + jr is).
Proof. (a) Follows from the definition of ⊗. Note that part (a) applies even when X and Y
are not compatibly graded.
(b) Let x, x′ ∈ X, y, y′ ∈ Y , deg(x) = (i1, . . . , im), deg(x′) = (j1, . . . , jm), deg(y) =
(im+1, . . . , im+n), deg(y′) = (jm+1, . . . , jm+n). Since X and Y are compatibly graded, we
therefore have (modulo 2) ∂(x) ≡∑mr=1 ir , ∂(x′) ≡∑mr=1 jr , ∂(y) ≡∑m+nr=m+1 ir , ∂(y′) ≡∑m+n
r=m+1 jr . By the definition of ⊗¯,
(x ⊗¯ y)(x′ ⊗¯ y′)= (−1)∂(y)∂(x′)xx′ ⊗¯ yy′,
and
(
x′ ⊗¯ y′)(x ⊗¯ y) = (−1)∂(y′)∂(x)x′x ⊗¯ y′y.
Thus
εX⊗¯Y(i1,...,im+n),(j1,...,jm+n) = (−1)γ εX(i1,...,im),(j1,...,jm)εY(im+1,...,im+n),(jm+1,...,jm+n),
since
γ =
m∑
r=1
ir
m+n∑
s=m+1
js +
m∑
r=1
jr
m+n∑
s=m+1
is ≡ ∂(x)∂
(
y′
)+ ∂(y)∂(x′) modulo 2. 
Lemma 6.8. Let
X =
⊕
(d1,...,dn)∈{0,1}n
X(d1,...,dn) and Y =
⊕
(d1,...,dn)∈{0,1}n
Y(d1,...,dn)
be compatibly graded regular algebras. Suppose that
εX(i1,...,in),(j1,...,jn) = εY(i1,...,in),(j1,...,jn)
for all (i1, . . . , in), (j1, . . . , jn) ∈ {0,1}n. Then for every compatibly graded regular alge-
bra U , X ⊗¯U ∼ Y ⊗¯U .
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Proof of 6.3(2). We first show that (E ⊗E) ⊗¯E ∼ E ⊗E ⊗E. (This is a special case of
Theorem 6.4(b).)
Let ϕ : {0,1}3 → {0,1}3, ϕ(i1, i2, i3) = (i1, i1 + i2, i1 + i3). We claim that for all
(i1, i2, i3), (j1, j2, j3) ∈ {0,1}3,
ε
(E⊗E)⊗¯E
(i1,i2,i3),(j1,j2,j3)
= εE⊗E⊗Eϕ(i1,i2,i3),ϕ(j1,j2,j3). (11)
Indeed, by Lemma 6.7(b), the lhs of Eq. (11) equals (−1)α , where
α = (i1 + i2)j3 + (j1 + j2)i3 + i1j1 + i2j2 + i3j3.
Similarly, by Lemma 6.7(a), the rhs of Eq. (11) equals (−1)β , where
β = i1j1 + (i1 + i2)(j1 + j2)+ (i1 + i3)(j1 + j3) ≡ α.
Thus by Theorem 3.1, (E ⊗E) ⊗¯E ∼ E ⊗E ⊗E.
Next show that M1,1 ⊗¯E ∼ E ⊗E ⊗E. Now M1,1 = V(0,0) ⊕ V(0,1) ⊕ V(1,0) ⊕ V(1,1),
a regular decomposition, where
V(0,0) =
{(
x0 0
0 x0
) ∣∣∣ x0 ∈ E0
}
, V(0,1) =
{(
0 x1
x1 0
) ∣∣∣ x1 ∈ E1
}
,
V(1,0) =
{(
0 x1
−x1 0
) ∣∣∣ x1 ∈ E1
}
, V(1,1) =
{(
x0 0
0 −x0
) ∣∣∣ x0 ∈ E0
}
.
Note that M1,1 is compatibly graded: for m ∈ V(i,j), ∂(m) = i + j mod 2. Also, trivially
E⊗E is compatibly graded. We leave it to the reader to verify that for all (i1, i2), (j1, j2) ∈
{0,1}2,
ε
M1,1
(i1,i2),(j1,j2)
= εE⊗E(i1,i2),(j1,j2) = (−1)i1j1+i2j2, (12)
and hence by Lemma 6.8, M1,1 ⊗¯E ∼ (E ⊗E) ⊗¯E ∼ E ⊗E ⊗E. 
Proof of 6.3(3).
Ma,a ⊗¯Mn(E) ∼= (Ma(F )⊗M1,1) ⊗¯ (Mn(F )⊗E)
∼ Ma(F)⊗Mn(F)⊗ (M1,1 ⊗¯E) (Lemma 6.5)
∼ Man(F )⊗ (E ⊗E ⊗E) (part (2) and Theorem 4.2)
∼ Man(F )⊗M1,1 ⊗E (Theorems 6.1.2 and 4.2)
∼ Man,an ⊗E ∼ M2an(E) (Theorems 6.1.1 and 6.1.3). 
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rem 6.4(b)).
Let ϕ : {0,1}4 → {0,1}4, ϕ(i1, . . . , i4) = (i1, i2, i1 + i2 + i3, i1 + i2 + i4). Then by
Lemma 6.7(a) and (b),
ε
(E⊗E)⊗¯(E⊗E)
(i1,...,i4),(j1,...,j4)
= εE⊗4ϕ(i1,...,i4),ϕ(j1,...,j4) = (−1)α,
where α ≡ i1(j1 + j3 + j4)+ i2(j2 + j3 + j4)+ i3(j1 + j2 + j3)+ i4(j1 + j2 + j4)mod 2.
Thus by Theorem 3.1, (E ⊗E) ⊗¯ (E ⊗E) ∼ E⊗4.
Next show that Ma,a ⊗¯Mb,b ∼ M2ab,2ab . Equation (12) and Lemma 6.8 together imply
that M1,1 ⊗¯M1,1 ∼ (E⊗E) ⊗¯ (E⊗E), which is m.l. equivalent to E⊗4. But E⊗4 ∼ M2,2,
hence the case a = b = 1 is proven. For general a, b 1,
Ma,a ⊗¯Mb,b ∼=
(
Ma(F)⊗M1,1
) ⊗¯ (Mb(F)⊗M1,1)
∼ (Ma(F)⊗Mb(F))⊗ (M1,1 ⊗¯M1,1) (Lemma 6.5)
∼ Mab(F )⊗E⊗4 ∼ Mab(F )⊗M2,2 ∼ M2ab,2ab. 
7. A⊗¯n, A commutative and regular
Examples 2.7 and 2.8 are generalized as follows.
Proposition 7.1. Let A be commutative and regular. For every n  1, both A⊗¯2n
and A⊗¯2n+1 are m.l. equivalent to (M2(F ))⊗n ∼= M2n(F ). Thus, in characteristic zero,
M2n(F ), A⊗¯2n and A⊗¯2n+1 are p.i. equivalent.
Clearly, Proposition 7.1 is equivalent to the following two propositions:
Proposition 7.2. M2n(F ) and A⊗¯2n are m.l. equivalent.
Proposition 7.3. A⊗¯2n and A⊗¯2n+1 are m.l. equivalent.
The proofs are given below. Note that Theorem 4.1 together with Example 2.7 do not
imply Proposition 7.2, since the tensor in (M2(F ))⊗n is ordinary, while that in A⊗¯2n ≡
(A ⊗¯A)⊗¯n is Z2-graded.
7.1. Proof of Proposition 7.2
The proof follows by induction from Example 3.5, once we show that for every m 1,
(A ⊗¯A)⊗A⊗¯2m−2 ∼ A⊗¯2m. The case m = 1 is trivial.
Let m 2, and let ϕ : {0,1}2m → {0,1}2m be the bijectionϕ(i1, . . . , i2m) = (i1, i2, i1 + i2 + i3, . . . , i1 + i2 + i2m) (addition mod 2).
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ε
(A⊗¯A)⊗A⊗¯2m−2
(i1,...,i2m),(j1,...,j2m)
= εA⊗¯2mϕ(i1,...,i2m),ϕ(j1,...,j2m), (13)
which implies the proof by Theorem 3.1.
By Lemma 6.7(a), ε(A⊗¯A)⊗A⊗¯2m−2
(i1,...,i2m),(j1,...,j2m)
= εA⊗¯A
(i1,i2),(j1,j2)
εA
⊗¯2m−2
(i3,...,i2m),(j1,...,j2m)
, where by
Lemma 2.6,
εA⊗¯A(i1,i2),(j1,j2) = (−1)α1 , α1 = j1i2 + i1j2, (14)
and
εA
⊗¯2m−2
(i3,...,i2m),(j1,...,j2m)
= (−1)α2 , α2 =
2m−1∑
r=3
2m∑
s=r+1
(jr is + ir js). (15)
Thus the lhs of Eq. (13) equals (−1)α1+α2 , and we therefore show that the rhs of Eq. (13)
also equals (−1)α1+α2 .
Denote (i′1, . . . , i′2m) = ϕ(i1, . . . , i2m) and (j ′1, . . . , j ′2m) = ϕ(j1, . . . , j2m). Then
εA
⊗¯2m
ϕ(i1,...,i2m),ϕ(j1,...,j2m)
= εA⊗¯2m
(i′1,...,i′2m),(j ′1,...,j ′2m)
= (−1)α,
where by Lemma 2.6,
α =
2m−1∑
r=1
2m∑
s=r+1
(
j ′r i′s + i′r j ′s
)
. (16)
We need to show that α ≡ α1 + α2 mod 2. Thus Proposition 7.2 will be proved once the
following technical lemma is verified.
Lemma 7.4. In Z2 let i′1 = i1, i′2 = i2 and i′r = ir + i1 + i2, 3 r  2m. Similarly j ′1 = j1,
j ′2 = j2 and j ′r = jr + j1 + j2, 3  r  2m. Also let α1, α2 and α as in Eqs. (14), (15)
and (16). Then, modulo 2, α ≡ α1 + α2.
Proof. Let a = j ′1i′2 + i′1j ′2, and b =
∑2
s=1
∑2m
t=3(j ′s i′t + i′sj ′t ), and note that
a + b =
2∑
s=1
2m∑
t=s+1
(
j ′s i′t + i′sj ′t
)
.
Then by (16), α = a + b + c, with a and b as above, and with
c =
2m−1∑ 2m∑ (
j ′i′ + i′j ′).
s=3 t=s+1
s t s t
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b =
2m∑
t=3
((
j ′1 + j ′2
)
i′t +
(
i′1 + i′2
)
j ′t
)
=
2m∑
t=3
(
(j1 + j2)(it + i1 + i2)+ (i1 + i2)(jt + j1 + j2)
)
, and
c =
2m−1∑
s=3
2m∑
t=s+1
(
(js + j1 + j2)(it + i1 + i2)+ (is + i1 + i2)(jt + j1 + j2)
)
.
Working modulo 2, the summand 2(j1 + j2)(i1 + i2) is canceled from both b and c, hence
b ≡ (j1 + j2)
2m∑
t=3
it + (i1 + i2)
2m∑
t=3
jt , and
c ≡ (j1 + j2)
2m−1∑
s=3
2m∑
t=s+1
(it + is)+ (i1 + i2)
2m−1∑
s=3
2m∑
t=s+1
(jt + js)
+
2m−1∑
s=3
2m∑
t=s+1
(jsit + isjt ),
where by (15),
2m−1∑
s=3
2m∑
t=s+1
(jsit + isjt ) = α2.
Therefore b + c ≡ (j1 + j2)d1 + (i1 + i2)d2 + α2, where
d1 =
2m∑
t=3
it +
2m−1∑
s=3
2m∑
t=s+1
(it + is) and d2 =
2m∑
t=3
jt +
2m−1∑
s=3
2m∑
t=s+1
(jt + js).
Thus α = a + b+ c ≡ α1 + (j1 + j2)d1 + (i1 + i2)d2 + α2, so to show that α ≡ α1 + α2, it
suffices to show that modulo 2, d1 ≡ d2 ≡ 0. Now
d1 =
2m∑
t=3
it +
2m−1∑
s=3
(2m− s)is +
2m∑
t=4
t−1∑
s=3
it ,
where the last summand is obtained by changing the order of summation. Changing s into
t in the second summand we obtain that
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2m∑
t=3
it +
2m−1∑
t=3
(2m− t)it +
2m∑
t=4
(t − 3)it
= [(2m− 2)i3]+
[ 2m−1∑
t=4
(2m− 2)it
]
+ [(2m− 2)i2m]≡ 0.
By the same argument, d2 ≡ 0, and therefore α ≡ α1 + α2. 
The proof of Proposition 7.2 is complete.
7.2. Proof of Proposition 7.3
The case n = 1 was done in Example 2.8.
For general n  1, we show that A⊗¯2n+1 can be decomposed into a coarse decom-
position to yield a 22n × 22n (instead of 22n+1 × 22n+1) matrix MA⊗¯2n+1 satisfying
MA
⊗¯2n+1 = P−1MA⊗¯2nP for some permutation matrix P .
Recall from Example 2.4 that
A⊗¯2n =
⊕
(d1,...,d2n)∈{0,1}2n
U(d1,...,d2n),
satisfying
ab = εA⊗¯2ndeg(a),deg(b)ba (17)
for homogeneous a, b ∈ A⊗¯2n, thus yielding the 22n × 22n matrix MA⊗¯2n . Similarly,
A⊗¯2n+1 =
⊕
(d0,...,d2n)
U(d0,...,d2n) (18)
satisfies an equation corresponding to (17) (yielding a 22n+1 × 22n+1 matrix). We make
this decomposition coarser:
A⊗¯2n+1 =
⊕
(d1,...,d2n)∈{0,1}2n
V(d1,...,d2n), (19)
where
V(d1,...,d2n) = U(0,d1,...,d2n) ⊕U(1,d1+1,...,d2n+1)
(here addition of degrees is in Z2; see Example 2.8). We show that the decomposition (19)
⊗¯2n+1
satisfies an equation corresponding to (17), and that the resulting 22n×22n matrix MA
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with
ψ(d0, . . . , d2n) = (d1 + d0, d2 + d0, . . . , d2n + d0).
Note that every (d1, . . . , d2n) ∈ {0,1}2n has two pre-images in {0,1}2n+1, which we denote
ψ−10 and ψ
−1
1 : ψ
−1
i (d1, . . . , d2n) = (i, d1 + i, . . . , d2n + i), i = 0,1. Thus in Eq. (19)
V(d1,...,d2n) = Uψ−10 (d1,...,d2n) ⊕Uψ−11 (d1,...,d2n).
The proof that MA⊗¯2n+1 = MA⊗¯2n now clearly follows from
Lemma 7.5. Let 0 = a, b ∈ A⊗¯2n+1 homogeneous with respect to the decomposition (18),
then
εA
⊗¯2n+1
deg(a),deg(b) = εA
⊗¯2n
ψ(deg(a)),ψ(deg(b)).
Proof. Let deg(a) = (i0, . . . , i2n) and deg(b) = (j0, . . . , j2n). By Lemma 2.6,
εA
⊗¯2n+1
deg(a),deg(b) = (−1)α, where α =
2n−1∑
s=0
2n∑
t=s+1
(jsit + isjt ). (20)
We proceed to show that also
εA
⊗¯2n
ψ(deg(a)),ψ(deg(b)) = (−1)α.
Denote
ψ(i0, . . . , i2n) =
(
i′1, . . . , i′2n
)
and ψ(j0, . . . , j2n) =
(
j ′1, . . . , j ′2n
)
.
By Lemma 2.6,
εA
⊗¯2n
ψ(deg(a)),ψ(deg(b)) = (−1)β, where β =
2n−1∑
s=1
2n∑
t=s+1
(
j ′s i′t + i′sj ′t
)
. (21)
We need to prove that α ≡ β modulo 2. Thus Proposition 7.3 will be proved once the
following technical lemma is verified.
Lemma 7.6. In Z2 let i′r = ir + i0, j ′r = jr + j0, 1 r  2n. Also let α, β as in Eqs. (20)
and (21). Then, modulo 2, α ≡ β .
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β =
2n−1∑
s=1
2n∑
t=s+1
(
(js + j0)(it + i0)+ (is + i0)(jt + j0)
)
=
2n−1∑
s=1
2n∑
t=s+1
(
(jsit + isjt )+ (j0it + i0jt )+ (jsi0 + isj0)+ (j0i0 + i0j0)
)
.
Working modulo 2, we eliminate (j0i0 + i0j0) from β to obtain β = a + b + c, where
a =
2n−1∑
s=1
2n∑
t=s+1
(jsit + isjt ), b =
2n−1∑
s=1
2n∑
t=s+1
(j0it + i0jt ),
c =
2n−1∑
s=1
2n∑
t=s+1
(j0is + i0js).
Reversing the order of summation in b, we obtain
b =
2n∑
t=2
t−1∑
s=1
(j0it + i0jt ) =
2n∑
t=2
(t − 1)(j0it + i0jt ).
Changing s to t in c, we therefore obtain
β = a + b + c
≡
2n−1∑
s=1
2n∑
t=s+1
(jsit + isjt )+
2n∑
t=2
(t − 1)(j0it + i0jt )+
2n−1∑
t=1
(2n− t)(j0it + i0jt )
= [(2n− 1)j0i1 + i0j1]+ 2n−1∑
t=2
(2n− 1)(j0it + i0jt )
+ [(2n− 1)(j0i2n + i0j2n)]+ 2n−1∑
s=1
2n∑
t=s+1
(jsit + isjt )
≡
2n∑
t=1
(j0it + i0jt )+
2n−1∑
s=1
2n∑
t=s+1
(jsit + isjt ) = α. The proof of Proposition 7.3 is complete.
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