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Quantum effects in material systems are often pronounced at low energies and become insignificant at high
temperatures. We find that, perhaps counterintuitively, certain quantum effects may follow the opposite route and
become sharp when extrapolated to high temperature within a “classical” liquid phase. In the current work, we
suggest basic quantum bounds on relaxation (and thermalization) times, examine kinetic theory by taking into
account such possible fundamental quantum time scales, find new general equalities connecting semi-classical
dynamics and thermodynamics to Planck’s constant, and compute current correlation functions. Our analysis
suggests that on average, the extrapolated high temperature dynamical viscosity of general liquids may tend to
a value set by the product of the particle number density n and Planck’s constant h. We compare this theoretical
result with experimental measurements of an ensemble of 23 metallic fluids where this seems to indeed be the
case. The extrapolated high temperature viscosity of each of these liquids η divided (for each respective fluid by
its value of nh) veers towards a Gaussian with an ensemble average value that is close to unity up to an error of
size 0.6%. Inspired by the the Eigenstate Thermalization Hypothesis, we suggest a relation between the lowest
equilibration temperature to the melting or liquidus temperature and discuss a possible corollary concerning the
absence of finite temperature “ideal glass” transitions. We suggest a general quantum mechanical derivation for
the viscosity of glasses at general temperatures. We invoke similar ideas to discuss other transport properties
and demonstrate how simple behaviors including resistivity saturation and linear T resistivity may appear very
naturally. Our approach suggests that minimal time lags may be present in fluid dynamics.
PACS numbers: 75.10.Jm, 75.10.Kt, 75.40.-s, 75.40.Gb
I. INTRODUCTION
As long known, at atomic and smaller length scales, quan-
tum mechanical effects are typically extremely important. In
condensed matter systems, collectively in crystals and else-
where, these effects may trigger striking (and often potentially
useful) novel low temperature behaviors on far larger spatial
scales as in, e.g., semiconductors, superconductors, superflu-
ids, the quantum Hall effects, and countless other systems.
Common lore asserts that at high temperatures, quantization
is largely inconsequential. Historically, Planck first intro-
duced his constant (h) in the study of black body radiation
[1]. Specifically, when attempting to improve “high tempera-
ture” lightbulb filaments, Planck made an ansatz that sparked
his celebrated result for the rate of energy emission per unit
time and unit area by photons of frequency ν,
I(ν,T ) =
2hν3
c2
1
e
hν
kBT − 1
, (1)
where c is the speed of light and notably, in the context of
our current work, (kBT ) sets the only energy scale. By simple
integration, this leads to another celebrated result for the total
intensity of a black body at temperature T ,
I = σS BT 4, (2)
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with the Stefan-Boltzmann constant σS B = 2pi
4
15
k4B
h3c2 . The en-
ergy emission (Eq. (1)) peaks at a frequency proportional to
the temperature. As is well appreciated, these remarkable
textbook formulae are critical in understanding myriad sys-
tems (including those at extremely high temperatures such as
stellar radiation and volcano lava flows).
It is colloquially argued that “classical transport”, such as
that manifest in the dynamical viscosity of high temperature
liquids, has little to do with quantum mechanics (apart setting
the scale of the specific atomic interactions that may vary dra-
matically from one liquid to another). In the current work,
we argue that the opposite may occur in rather general sys-
tems when transport functions are extrapolated to high tem-
peratures. Such an effect may have consequences for the un-
derstanding of the behavior of high temperature metals and
insulators as well as basic minimal time scales in “classical”
fluid dynamics. It is clear that such a high temperature (T )
occurrence might not be entirely unexpected. At extrapo-
lated asymptotically high temperatures such that kBT is larger
than any interaction energy scale (or energy associated with
a particle having a wavelength determined by the inverse vol-
ume density, etc.), the dominant energy scale is set by kBT .
Thus, the only frequency scale is set by (kBT )/h with h being
Planck’s constant. A similarly natural dominant frequency
scale appears in black body radiation (Eq. (1)). Thus, it is
clear by simple dimensional analysis arguments, that in the
very “classical” extreme high temperature limit, Planck’s con-
stant may come in and clear signatures of quantum mechanics
may emerge. In what will follow in this work, we will sharpen
this intuition and illustrate that at high temperatures, in quan-
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2tum unentangled semi-classical systems the relaxation time
will, in many cases, be exactly given by h/(kBT ) with no addi-
tional numerical prefactors. At room temperatures (T ∼ 300
K), this is a very small time scale: (h/(kBT )) ∼ 160 femtosec-
onds (fs). A consequence of the current work is that thermal-
ization in equilibrated systems is typically bounded by such
times. Although seemingly small, such time scales may, in
principle, be probed for and observed in luminescence mea-
surements of both equilibrium and out of equilibrium elec-
tronic systems, e.g., [2, 3]. As we will further motivate in the
current work, electronic, mechanical, or any other measurable
thermalization times in equilibrated systems at room temper-
ature might be bounded by this number (and, in the “worst
case” by (h/(4pi2kBT )) ∼ 4 fs at room temperature).
Dimensional analysis and more sophisticated constructs are
of course prevalent and may suggest similar time scales in
disparate regimes (including (entangled) quantum critical and
other systems in the diametrically opposite limit of low tem-
peratures, black holes, and others) [4–6]. For instance, in
the condensed matter arena, a “Planckian” time scale of order
O(~/(kBT )) was posited to appear in the cuprate superconduc-
tors [7]; such a time scale is of commanding importance in
quantum critical phenomena [5]. Amongst others, Damle and
Sachdev discussed this time scale in detail when analyzing
transport in such systems [8]. More recently, metallic trans-
port properties were studied with this possible time scale in
mind [9, 10]. To avoid confusion with these and other works,
we reiterate that apart from refraining from unknown numer-
ical prefactors, our analysis does not propose scales by ex-
amining phenomenology and working back to see if certain
constructs might be useful nor do we focus on quantum crit-
icality or employ conformal symmetries (although the latter
may indeed effectively appear in the limit in which the ther-
mal energy scale is far larger than rest mass energy).
To further couch our work in a broader context, we briefly
discuss dynamical viscosity in disparate quantum systems.
Nearly ten years ago, string theory, which is a fundamentally
quantum theory, made its debut in the field of physical kinetics
by introducing the concept of perfect fluid [11]. Perfect fluid-
ity would be obtained by saturating the following lower bound
for the ratio between the viscosity and the entropy density,
η
s
≥ ~
4pikB
, (3)
as conjectured by Kovtun and co-workers [11, 12]. A perfect
fluid as established by the saturation of above inequality (that
is, when Eq. (3) becomes an equality) is inherently a quantum
state of matter. We note that the light velocity does not arise
in the bound above, so it is in principle possible to conclude
that it applies to non-relativistic systems as well, although it
has been originally derived for a relativistic theory. Experi-
mental evidence for perfect fluidity appears in ultracold gases
at unitarity and in the quark-gluon plasma [13]. It has also
been argued that graphene might be an almost perfect fluid
[14]. On the other hand, in classical physics perfect fluidity
is associated to an ideal gas having η = 0. However, even
classically, a weakly interacting system typically has a large
dynamical viscosity, with a small viscosity being associated
with a strongly interacting system. This supports the view
that non-interacting particles have an infinite mean free path,
leading in this way to infinite viscosity. Nevertheless, if the
viscosity of an ideal classical or quantum gas is calculated via
correlation functions, a vanishing result is obtained (this point
will be reviewed in Section VII), in agreement with the expec-
tations of classical fluid dynamics.
In general, non-relativistic quantum liquids exhibit a vis-
cosity that diverges as T → 0, a behavior contrasting with
dilute gases, where the viscosity vanishes as T → 0. In di-
lute gases at high temperatures the viscosity is uniquely deter-
mined by two fundamental lengths governing the collisional
dynamics, namely, for such fluids composed of particles of
mass m, the non-relativistic thermal de Broglie wavelength
λnrT =
√
2pi~2/(mkBT ), (4)
and the scattering length, asc, with the diluteness condition
λnrT n
1/3  1 holding for a three-dimensional system, where n
is the particle number per unit volume. As the viscosity has
the dimensions of momentum divided by area, we can use the
de Broglie relation with the thermal wavelength to write,
η ∼ h
λnrT a
2
sc
∼
√
2pimkBT
a2sc
, (5)
and there is no dependence on the Planck constant or the den-
sity in this case. At low temperatures, quantum effects in a
gas become relevant and a third length, the coherence length,
plays also a role. For instance, for a dilute Bose gas in three
dimensions and low temperatures such that nasc(λnrT )
2  1,
an explicit dependence on the superfluid density arises [92]
and contains a factor 1/a2sc, similarly to Eq. (5). By contrast,
at sufficiently low temperatures such that nasc(λnrT )
2  1, the
viscosity depends on the total density and exhibits a behaviour
η ∼ T−5. Interestingly, in this low temperature regime the vis-
cosity is also proportional to a5sc [92], indicating a vanishing
viscosity in the non-interacting limit. Calculations of the vis-
cosity for 4He [16] yield at low temperature, η ∼ (asc/T )5, in
agreement with the previous result, while η ∼ e∆/(kBT ) for high
temperatures [17], where ∆ represents the energy height of
the roton minimum of the superfluid spectrum. A result that
decreases with the temperature is also obtained for a Fermi
liquid, where we have η ∼ 1/T 2 [18]. For completeness and
comparison, we remark that the viscosity of the unitary Fermi
gas has been investigated in [19] where at low temperature
the viscosity scale was found to scale with (n~) while at high
temperature, the viscosity scale was set by ~/(λnrT )
3.
The high temperature regime of a relativistic system can
be also analyzed similarly to our treatment of the high-
temperature dilute gas. The main difference in the argument
is the relativistic thermal de Broglie wavelength (λrT ), which
in this case is dependent on the light velocity in vacuum c and
the spatial dimensionality D,
λrT = 2
√
pi
[
Γ(D/2)
2Γ(D)
]1/D
~c
kBT
. (6)
The above thermal de Broglie wavelength holds for a massless
relativistic particle. The massive case can only be calculated
3analytically for D = 2, in which case we obtain,
λrT =
~c
kBT
√
2pi
1 + mc2kBT
. (7)
Eq. (6) serves our purpose also for massive particles, provided
the high-temperature regime where kBT  mc2 holds. In par-
ticular, in the high temperature limit Eq. (7) reduces to (6) in
D = 2. It is also interesting to note that for c → ∞ we obtain
from (7) the non-relativistic thermal de Broglie wavelength.
Taking a φ4 scalar theory of dimensionless interaction
strength u in D = 3 (in units where ~ = c = 1) as an ex-
ample, it is seen that the thermal de Broglie wavelength is the
only length scale at high temperature. Therefore, it is easy to
obtain the high-temperature behavior,
η ∼ 2(kBT )
3
pi~2c3u2
. (8)
This form attests to the subtle (and unexpected seemingly in-
tertwined) “classical” non-quantum (i.e., ~ → 0) and non-
relativistic (c → ∞) limits. An expression having precisely
the above behavior has been indeed derived long time ago us-
ing Feynman diagrams within a non-equilibrium correlation
function formalism [20]. Although the high-temperature rela-
tivistic result (8) seems to diverge in the non-interacting limit,
it vanishes in the non-relativistic limit, independently from the
interaction strength. Of course, this result cannot be entirely
trusted, as we have already seen in the example of the dilute
non-relativistic Bose gas at low temperatures. Indeed, there
we would have concluded from the moderately low tempera-
ture regime, corresponding to na(λrT )
2  1, that the viscosity
diverges in the non-interacting limit. However, in the even
lower temperature regime, the behavior with the scattering
length points out to a vanishing result instead.
Our discussion would not be complete without noting the
famous Sackur-Tetrode equation [4, 21–23] for the entropy of
a classical three-dimensional ideal gas of N identical particles,
S = NkB
[
ln
( 1
nλ3nr
)
+
5
2
]
, (9)
that relates, via the non-relativistic thermal de Broglie wave-
length of Eq. (4), thermodynamics to dynamics. At high
temperatures, many systems emulate ideal gases. Historically,
Eq. (9) enabled estimate of Planck’s constant from thermody-
namic measurements (in particular, those of monatomic mer-
cury vapor) [23].
As a weaker and more generic consideration regarding the
specter of quantum effects sharply manifesting at high temper-
atures, we next invoke the energy-time uncertainty relations
(∆E)(∆t) ≥ ~
2
. (10)
If the broadening ∆E is set by the only scale in the system,
the thermal energy (kBT ), then this will indeed similarly mo-
tivate the appearance of a minimal uncertainty in time that is
of the order of h/(kBT ). The relative phases between energy
eigenstates that are superposed in an initial quantum state and
ensuing generic decoherence time are set by the spread in the
energy eigenvalues. If this spread is of the order of O(kBT )
then a decoherence time of order of h/(kBT ) will result. More
specific and detailed than simple uncertainty relations alone,
a plethora of related well-known arguments may be applied
to the high temperature limit in which the classical thermal
de Broglie wavelength λnrT formally becomes asymptotically
small at high temperatures. In the context of transport mea-
surements, that form the principal motivation of this work, the
Ioffe-Regel criterion [24] and other considerations like it ap-
plied to this small wavelength limit may lead to conclusions
akin to those adduced from the above dimensional analysis ar-
guments. Physically, for transport to occur the mean-free path
` must be greater than or equal to the de-Broglie wavelength.
For smaller `, the notion of a particle (or quasi-particle) would
be ill-defined. In such cases, constructive interference may
lead to localization (similar to that found in electronic sys-
tems [25]). Thus, the formal vanishing of the de Broglie
wavelength is impossible. Rather, in the liquid phase when
quasi-particles are still defined, the de-Broglie wavelength can
only be as small as the mean-free path (which in turn can
be no smaller than the inter-particle separation). Thus, the
uncertainty relations or related de Broglie wavelength scale
mandate that at high temperature saturation occurs so long as
no phase transitions appear as would be further anticipated
for analytic high temperature extrapolations of transport func-
tions within a liquid phase. Now here is an important concep-
tual point of our work. All of the above considerations may
indicate that at all temperatures T ,
η(T ) ≥ ηquantummin . (11)
That is, the viscosity cannot be lower that a minimal value
η
quantum
min set by quantum mechanics. On the other hand, in flu-
ids η(T ) is generally a monotonically decreasing function of
the temperature T . (This behavior may be contrasted with that
of a dilute gas in which the viscosity increases with temper-
ature. It is because of this different monotonic trend that a
minimum of the viscosity and other associated ratios is to be
expected, such as that appearing in Eq. (3) [11]). In our more
general context, this monotonicity, together with Eq. (11),
suggests that if there is no reason for the lower bound of Eq.
(11) to not be saturated then an equality may appear
lim
T→∞ η(T ) = η
quantum
min . (12)
Thus, we propose that inequalities akin to those Eq. (3) might
in some cases be replaced by equalities. That is, at extrapo-
lated high temperature values, the viscosity may veer towards
points close to a sharply defined quantized value. The latter
qualifier is important as we will consider specific functional
forms for the viscosity and examine how these may be extrap-
olated. Furthermore, as we will stress repeatedly throughout
this work, in the extrapolations that we will consider we will
hold the number of particles, etc., fixed and not assume phase
transitions in which one functional form for the viscosity gives
way to another (due to localization or other effects). Amongst
other things, especially in the context of many studies con-
cerning the application of string theory motivated AdS-CFT
4type bounds, as temperature increases, the basic pertinent par-
ticles (molecules, atoms, quarks, etc.,[11, 26]) may trivially
change as temperature is increased. This change in the num-
ber of particles is why bounds of the form of the ratio in Eq.
(3) may more naturally hold in general phases [11] as in these
the density of the relevant particles (whatever they are) drops
out in such ratios. Along another line of work, high temper-
ature quantum limits on information and entropy (and associ-
ated heat flow) were advanced and extended in [27, 28]. The
basic ingredient in all of these works starting from Planck’s
original work [1] ultimately relates to the number of available
states/channels that may occupied. Classical counterintuitive
high temperature effects in general systems were advanced in
[29]. Apart from the viscosity that we largely focus on here,
following the considerations outlined in the current work, sim-
ilar proposals may be advanced for disparate dynamical time
scales and a plethora of response functions.
All of the arguments and caveats above notwithstanding,
none of them illustrates that inequalities of the form of
Eq. (11) may indeed be established with some rigor and
that these inequities might, in some cases, become sharp
equalities at high temperatures (such that the limiting value
of limT→∞ η(T ) is not larger than an appropriately defined
η
quantum
min ). Towards that end, we will embark on specific cal-
culations that may replace the above inequalities by precise
relations of the form of Eq. (12) with, for semi-classical sys-
tems, ηquantummin = nh. To set the scale even for nearly ideal
dilute gases, empirically, the viscosity of noble gases such
as Argon at atmospheric pressure and room temperature [30]
(∼ 0.229 cm−1 gr sec−1) well surpasses nh (which is approxi-
mately 1.63×10−7cm−1 gr sec−1 in this example). Aside from
discussing semi-classical systems, we will further motivate in-
equalities for broader theories.
We will furthermore suggest that quantum mechanics (in
particular, the Eigenstate Thermalization Hypothesis) may
shed light on transitions from the high temperature liquid to
a low temperature glass formed by rapid cooling (“supercool-
ing”) below the melting temperature. Notably, we illustrate
how simple forms for the relaxation rates in supercooled flu-
ids may naturally appear.
II. OUTLINE
In the sections that follow, we will explicitly study how
quantization constraints on the extrapolated high temperature
transport functions may arise. The outline of the remainder of
this article is as follows. In section III, we demonstrate how,
by virtue of the WKB relations, in the extreme high tempera-
ture “classical limit”, Planck’s constant must make an appear-
ance when computing sums over all quantum states. We then
proceed to find another relation between the semi-classical
dynamics and thermodynamics appears- i.e., an equality con-
necting the total time for periodic motion (summed over dif-
ferent ergodic components) in general bounded many-body
systems with thermodynamic entropy. Armed with this ap-
proach, in section IV, we apply the WKB borne result and
further invoke considerations common in transition state the-
ory applied to deformations of potentials to illustrate that the
equilibration time of semi-classical systems may, quite uni-
versally, be bounded by h/(kBT ). We suggest that this bound
is saturated in the high temperature limit. In this case, there
are no additional prefactors “of order unity”. That is, in semi-
classical systems, h/(kBT ) is the exact extrapolated equilibra-
tion time. We discuss how this time may be found from em-
pirical analysis of the data. In Section V, we propose gen-
eral bounds on equilibration times in linear response func-
tions in general (semi-classical or other) systems. Knowing
the equilibration time, we apply the Boltzmann equation and
find in section VI that at asymptotically high temperatures,
the viscosity will decrease and saturate to a lower bound set
by nh with n the number density of particles. Taking into ac-
count multiple relaxation time processes will lead to the use
of Gibbs free energies and suggest that, near and at temper-
atures high enough that the liquid is equilibrated, the leading
order approximate form of the viscosity of a semi-classical
liquid “a” will, on average, be given by ηa = Aanh exp(β∆H),
with Aa ≈ 1 and ∆Ha an effective activation barrier. We com-
ment on the relation between our rather general semi-classical
analysis vis a vis the special situation in (typically) entan-
gled states that characterize quantum critical points and mo-
tivate specific bounds in general quantum systems. In sec-
tion VII, we compute, via current correlation functions, the
viscosity without the use of transition state frequency con-
siderations to arrive a similar non-identical result. In Sec-
tion VIII, we propose bounds on the extrapolated forms of
the viscosity of semi-classical fluids. In Section IX, we derive
analogous relations to the viscosity to entropy bounds sug-
gested by [11] without using holography but rather by simply
building on Section V. We then point out, in Section X, that
Eyring’s form for the viscosity must have no undetermined
prefactor (contrary to what Eyring originally suggested) and
that it is a different way of couching the considerations of
Section VI. In section XI, we demonstrate that the prefac-
tors Aa experimentally adduced for an ensemble of 23 metal-
lic fluids follow a Gaussian distribution with an average value
E({Aa}) = 1−0.00647 and a standard deviation associated with
the average that is 0.09. In Section XII, we discuss the low-
est equilibration temperature of “classical” fluids and suggest
that it may be strongly correlated with the melting or liquidus
temperature. As we explain, such a correlation may be natu-
rally expected from the Eigenstate Thermalization Hypothe-
sis. We compare these simple notions with data for metallic
liquids. These ideas further suggest the absence of finite tem-
perature “ideal glass” transitions at which the relaxation times
diverge. An extension of these concepts leads to possible de-
pendence of the viscosity of supercooled liquids at general
temperatures. As we further discuss, the minimal time scale
h/(kBT ), for bare minimal moves in local semi-classical fluid
dynamics may play a role in fluid analysis as we briefly com-
ment on in section XIV. We briefly discuss the extension of
our analysis of the viscosity to quantum critical critical sys-
tems (Section XIII). In sections XV and XVI, we outline the
simplest application of our considerations to other transport
functions (the electrical and thermal conductivities). The far
too simple analysis provided therein may rationalize the satu-
5ration of the resistivity (and linear increase of the resistivity)
found in many materials. We further notably provide possible
stringent upper bounds on the resistivity of bad metals; these
bounds seem to be satisfied by empirical data. We conclude
with a brief synopsis of our main results. In the Appendix, we
further elaborate on the experiments performed and the data
analysis carried out in Ref. [31]. These experimental results
underlie the empirically found form for the viscosity at high
temperatures and were invoked in our analysis of the ensem-
ble of 23 metallic liquids in Sections XI, XII.
III. OSCILLATION FREQUENCIES AND PHASE SPACE
INTEGRALS VIA WKB
We begin our analysis with a simple and new derivation of
how Planck’s constant enters some calculations in classical
statistical mechanics. As long appreciated, classical statistical
physics is incomplete unless a prescient constant h is intro-
duced to render phase space integrals dimensionless. With
such a(n initially seemingly arbitrary) constant h at hand, the
classical canonical partition function for a system of N (non-
identical) particles in D spatial dimensions with a Hamilto-
nian H is set by e.g.,[32], Z = h−DN
∫
dDN x dDN p exp(−βH),
with x and p the generalized spatial and momentum coordi-
nates of phase space and β = 1/(kBT ) is the inverse tempera-
ture. In a similar related vein of textbook statistical mechan-
ics, phase space volumes within the micro-canonical corre-
spond have to be divided by hDN in order to count the number
of micro-states. In certain simple quantum problems (e.g., a
particle in box, harmonic oscillators, etc.), a comparison can
be made between exactly solvable classical and quantum par-
tition functions (Z = Tr exp(−βH)) and this factor h turns to
be exactly equal to Planck’s fundamental constant of quantum
mechanics. That basic blocks of classical phase space of vol-
ume hDN cannot correspond to numerous states may be mo-
tivated by the uncertainty principle. In most non-relativistic
problems of practical interest where the total particle number
is conserved, the actual value of h in the classical partition
function is irrelevant as it is merely an innocuous arbitrary
constant and cancels out when computing nearly all probabil-
ities (and all observables computed with these probabilities or
alternatively calculated by direct differentiation of the thermo-
dynamic free energies where h simply appears as an immate-
rial additive constant to the free energies). This cancellation
is somewhat reminiscent to phase factors in electrodynam-
ics and other gauge theories that may cancel in all physically
meaningful final (gauge invariant) results. An earlier notable
exception to this “rule” concerning the unimportance of the
numerical value of h is afforded by reaction rates [33–40] in
chemical, nuclear, and other systems where the number and
nature of the degrees of freedom may vary at transitions. An
even earlier example is furnished by the well-known Sackur
Tetrode relation of Eq. (9) for the entropy of an ideal gas that
can be experimentally verified [4, 21–23].
In what follows, we quickly derive the appearance of
Planck’s constant in the semi-classical limit of quantum sys-
tems with a single degree of freedom (x) that, in some cases,
may serve as a pertinent generalized coordinate in a many
body system. Given a general time independent Hamiltonian,
all such one dimensional systems are trivially integrable in
their classical limit. To make the link with the semi-classical
description of the quantum system, we first recall a generic
outcome of the lowest order terms in the WKB approxima-
tion as applied to bounded classical phase space trajectories
yielding a celebrated Bohr-Sommerfeld type relation
Jn ≡
∮
n−th state
p dx = h(n + C), (13)
with p the canonical momentum, n an integer labeling the
state, and C a constant that is set by the character (and num-
ber) of the turning points. In the standard cases, C vanishes for
steep “hard boundaries”, assumes a value of C = 1/2 for soft
potentials, and C = 3/4 for one dimensional potentials with
one hard and one soft boundaries. The leading order WKB
result of Eq. (13) becomes progressively more precise as the
classical limit is approached. With an eye towards things to
come, we remark that in systems such as fluids (that form the
focus of our interest in the current work), atomic motion is
largely bounded. In Eq. (13), the momentum pn is that asso-
ciated with the n-th state and the integral is performed over a
closed orbit (i.e., a complete periodic one dimensional semi-
classical trajectory). The integral in Eq. (13) is the micro
canonical classical phase space area associated with all states
of energy less than En in a system with a single remnant de-
gree of freedom. The same holds for theories in which the
x coordinate is decoupled from all others. From Eq. (13),
the area of the phase space annulus between two consecutive
values of n is none other than Planck’s constant h, thus estab-
lishing the appearance of this exact fundamental constant in
the micro-canonical one-dimensional one particle “ensemble”
and all ensembles derived from it.
It is useful to recall the relation between Jn and the den-
sity of states of the quantum system [42]. The action-angle
variable describing the classical trajectory
Jn = J(En), (14)
where, En are the energy eigenvalues and
J(E) =
∮
dx
√
2m[E − V(x)], (15)
In Eq. (15), we denote the arc length along the path by dx.
Putting all of the pieces together, it follows that
ρ(E) =
τ(E)
~
∑
n
δ
(
J(E)
~
− 2pi(n + C)
)
, (16)
yields precisely the density of states provided Eq. (13) holds.
The period of the cyclic motion [43]
τ(E) =
∂J(E)
∂E
=
√
m
2
∮
dx√
E − V(x) . (17)
We briefly remind the readers where the very standard, yet
in some disciplines not often used, expression of Eq. (17)
6for the period τ(E) comes from. The speed of a classi-
cal particle of energy E in a potential energy field V(x) is
v =
√
2(E − V(x))/m and the time increment required to tra-
verse a distance |dx| is |dx|/v. This illustrates that the period∮ |dx|/v is given by Eq. (17). From Eqs. (16) and (17) we
obtain the well-known result that the classical frequency [42],
ν(E) =
h
τ(E)
=
1
ρcl(E)
, (18)
where ρcl(E) is the classical density of states. Therefore, an
immediate corollary of the WKB type relations of Eq. (13)
and the fact that Jn is, geometrically, the phase space volume
of states bounded by an energy En, is that sums over energy
eigenstates n can be replaced by∑
n
→ 1
h
∫
dJ =
1
h
∫
dx
∫
dp, (19)
since J(E) is related to the number of states, N(E), bounded
by E through J(E) = hN(E). Albeit exceedingly simple, we
are not aware of an earlier derivation of Eq. (19) with h being
Planck’s constant that instantly follows from the WKB type
relation of Eq. (13). Similar expressions follow relating quan-
tum systems to their classical counterparts. For instance, re-
placing the partial derivative in Eq. (17) by finite differences,
νn ∼ (En+1−En−1)/(Jn+1− Jn−1) and invoking the quantization
condition of Eq. (13) for the n-th and the (n + 1)-th levels, we
obtain the semi-classical frequency of the n-th state,
νn ∼ En+1 − En−12h . (20)
The constant C in Eq. (13) drops out in the subtraction be-
tween Jn+1 and Jn−1. Eq. (20) applies to general poten-
tials. To establish trivial intuition, we briefly regress to a
harmonic oscillator of resonant frequency ω, with energies
En = (n + 1/2)~ω and for which (as indeed apparent in Eq.
(20) as it must be) the angular frequency of oscillations of all
semi-classical levels is ω. Akin to Eq. (18),
τ ∆E = h. (21)
Here, ∆E is the average of the energy differences between the
consecutive quantum levels that involve En (namely, (En+1 −
En) and (En − En−1)) and τ the period with the semiclassical
n−th level. Note that this looks like the time-energy uncer-
tainty relation of Eq. (10) yet now an equality appears instead
of a lower bound inequality. The above relations, exact to
lowest non-trivial order in WKB, and many other similar vari-
ants that follow from the applications of these ideas (some
of which will be perused in subsection IV A) are exceedingly
simple yet nevertheless seem to be largely new. Assumed
relations invoked since the beginning of quantum mechanics
were of a very different nature. A century ago, Sackur [4, 23]
posited an equality of the form of Eq. (21) instead of (and
before the advent of) the uncertainty inequality bounds. Here,
we see how precise relations may appear quite rigorously in
the leading order semiclassical WKB limit. We wish to em-
phasize that the quantization that we study in this work is no
different from that of topological or other initially surprising
quantum effects. Most quantization effects ranging from the
Bohr atom to those attributed to topological effects can be sim-
ply understood from the quantization of the mechanical ac-
tion. For instance, in the Aharonov-Bohm effect for a charge
encircling a magnetic flux solenoid, the accumulated phase
is the contribution to the classical action stemming from the
minimal coupling of the current to the electromagnetic vector
potential: e
∗
~c
∮
Aµdxµ (where e∗ is the effective charge, Aµ the
electromagnetic four vector potential). in the standard time
independent Aharonov-Bohm effect [44], the latter integral is
performed over a closed path encircling a flux Φ =
∮
A · dr;
this phase is trivial only for quantized flux. This origin of the
quantization may, of course, be rationalized as a generalized
coherence condition within the Feynman path integral formu-
lation of quantum mechanics (an integer winding number of
the relative phase).
To summarize, results such as Eq. (19) follow as a pre-
cise equalities with h being exactly equal to Planck’s con-
stant by noting that consecutive semi-classical trajectories n
and (n + 1) have, by Eq. (13), a variation in their action of
size (Jn+1 − Jn) = h. This difference in the action associated
with consecutive levels immediately gives rise to the fraction
of 1/h multiplying the integrals on the righthand side of Eq.
(19). We may similarly link the semi-classical frequencies to
the energy eigenvalues of the quantum problem (Eq. (20)).
It is in the semi-classical high temperature (or high en-
ergy) limit with a divergent number of states n that the sum
over the many viable quantum states n can be replaced by
the continuous integral of Eq. (19). For a sum containing
M(= (n2 − n1) + 1) discrete n values in the sum of Eq. (19),
there are corrections of typical relative strength O(1/M) aug-
menting the integral on the righthand side as is seen from the
well known Euler-MacLaurin formula,
n2∑
n=n1
f (n) ∼
∫ n2
n1
f (x) dx +
f (n1) + f (n2)
2
+
∞∑
n′=1
B2n′
(2n′)!
( f (2n
′−1)(n1) − f (2n′−1)(n2)), (22)
with {B2n′ } the Bernoulli numbers. Thus, from the Euler-
MacLaurin formula, in the semi-classical limit, not only is
Eq. (13) asymptotically exact but also the ensuing conversion
from a discrete sum to a continuous integral in Eq. (19) may
emerge as an exact relation with vanishing corrections. Albeit
trivial, it is important to stress that use of the replacement of
Eq. (19) does not mandate that the system is in highly excited
states. All that matters is that one may replace the sum over
a set of states {|n〉} by a continuous integral; the contributions
from these states are smooth functions (even if the occupancy
of this set of states is small).
IV. THERMALIZATION AND RECURRENCE RATES IN
SEMI-CLASSICAL SYSTEMS
In this section, we largely focus on relaxation rates in semi-
classical systems. We start by discussing relations between
dynamics and thermodynamics. As we will explain, in these
7equalities, classical recurrence type times (and action) appear
in unison with Planck’s constant and the entropy (subsection
IV A). We then turn to thermalization rates (subsection IV B)
in general semi-classical systems. As we will explain in sub-
section IV B, the found semi-classical thermalization rates are
bounded by the recurrence rates of subsection IV A. In the
subsequent subsections, we explain how entropic and enthalpy
differences may be exactly ascertained from measurements of
the rates as a function of the temperatures (subsection IV C)
and discuss possible aspects of prethermalization (subsection
IV D). The relations in subsection IV C will reappear when we
turn to the viscosity in later sections. We conclude with specu-
lations concerning quintessential non semi-classical systems-
theories involving quantum critical points (subsection IV E).
In subsequent sections we will suggest that when the semi-
classical analysis no longer holds, more general inequalities
hold instead of more constrained semi-classical equalities.
A. New relations between classical dynamics and
thermodynamics
The expression for the density of states (16) can be used to
compute the partition function of a quantum mechanical sys-
tem. We divide the system into different sectors that are linked
to each other via “one dimensional” semi-classical dynamics
along an arc as the system evolves in time. Given initial veloc-
ities and coordinates, the system evolution is uniquely deter-
mined. As earlier and similar to [45], we may parameterize the
unique configuration space trajectory by the one dimensional
coordinate (e.g., x) and transform our high dimensional many
body system (with particles i of generally different masses mi,
etc.) onto one-particle systems in one dimension. Towards
that end, we may rescale the coordinates ri of any such par-
ticle i by
√
mi (that is, r rescaledi = ri
√
mi
m with m an arbi-
trary mass) such that the kinetic energy of any such particle
is 12 m
( dr rescaledi
dt
)2
. With all of the above in tow, we can express
the many-particle potential energy V({ri}) in the rescaled co-
ordinates (denoted below by V rescaled). This transforms the
classical Hamiltonian of the many body (MB) system,
HMB =
∑
i
p2i
2mi
+ V({ri}), (23)
with V containing external potentials as well as two- and
higher-body interactions, into an eftective one along its one-
dimensional arc trajectory in configuration space. The resul-
tant effective Hamiltonian
HarcMB=
1
2
m
N∑
i=1
(dr rescaledi
dt
)2
+ V rescaled
(
{r rescaledi }Ni=1
)
=
1
2
m
(dx
dt
)2
+ Varc(x) ≡ p
2
2m
+ Varc(x), (24)
with p the momentum in the dual one-dimensional system. In
Eq. (24), the potential energy V arc is the function V rescaled
when it is parameterized along the one-dimensional arc coor-
dinate x. As the value of the integral of Eq. (13) is quantized
along the one-dimensional arc coordinate so is the integral
Jn =
∮
n−th state
N∑
i=1
pi · dri (25)
in high dimensional configuration space. We very briefly
discuss high dimensional extension of the standard one-
dimensional quantization condition of Eq. (13) in [46]. We
may denote the density of states within each ergodic phase
space component by ρec and the associated period of motion
along any one-dimensional path by τec(E). In the classical
system, J is a continuous function of the energy E and initial
direction nˆ (or, equivalently, initial momenta). Thus, as E is
increased (as well as when nˆ varies) continuously, quantiza-
tion occurs when the integral of Eq. (25) assumes values with
continuous consecutive integers n. For fixed nˆ, it is trivial to
see that J is monotonic in the energy E and Eq. (17) holds in
any number of dimensions [47].
Armed with Eq. (24), in what follows, we relate semi-
classical dynamics and time scales therein to thermodynamic
quantities. We may write the partition function Z = tr(e−βH) as
a sum over all different ergodic components (ec) with given
initial velocities (or momenta) and spatial coordinates (i.e.,
2DN dimensional phase space coordinates) that are not con-
nected to each other by the temporal evolution of the system,
Z =
∑
ec
Zec. (26)
As is well known, the uniqueness of solution of Hamilton’s
equations of motion ensures that (2DN dimensional) phase
space trajectories cannot self intersect (and thus that phase
space behaves as an incompressible fluid). That is, for peri-
odic bounded motion, the phase space evolution is that along
non-intersecting closed loops. The union of all such non-
intersecting loops (the ergodic components) fills up all of
phase space. By contrast, in DN dimensional configuration
space, different configuration space evolutions can overlap.
Associated with each ergodic component in phase space, sim-
ilar to Eq. (24), we may describe the spatial (-only) coordi-
nates of the many body system by an arc coordinate x in (DN)
dimensional configuration space as it evolves in time. With
these, for each such ergodic sector of phase space, we will
have an associated partition function
Zec =
∫ ∞
0
dE ρec(E)e−βE
=
1
~
∫ ∞
0
dE τec(E)e−βE
×
∞∑
n=−∞
∫ ∞
−∞
dλ
2pi
eiλ[Jec(E)/~−2pi(n+C)], (27)
where we have used the integral representation of the delta
function. The “single ergodic component” period and den-
sity of states are what we have designated the simple classical
density of states ρcl and period τ(E) in Section III for a sin-
gle particle in one dimension. In this section we will employ
this more precise notation to highlight and derive relations that
8appear in many body systems in a high number of spatial di-
mensions. Using the Poisson summation formula, the above
equation can be rewritten as,
Zec =
1
h
∫ ∞
0
dEτec(E)e−βE
+
2
h
∞∑
n=1
∫ ∞
0
dEτec(E)e−βE
× cos
{
n
[
Jec(E)
~
− 2piC
]}
. (28)
Since at high temperatures the zero mode yields the largest
contribution, the first term of the equation above yields a good
approximation in this regime, namely
Zec ≈ 1h
∫ ∞
0
dE τec(E) e−βE . (29)
This relation is new and may be quite illuminating in general
problems. An equivalent derivation of Eq. (29) is given by the
following change of variable along with the use of the equa-
tion ν = ∂E/∂J, i.e., semi-classically,
Zec =
1
h
∫
dJec e−βE
=
1
h
∫
dJec
∂Jec/∂E
∂Jec
∂E
e−βE
=
1
h
∫
dE τec(E) e−βE . (30)
If we define the “total” period τtot(E) by τtot(E) ≡ ∑ec τec(E)
and note that total density of states is given by the sum of
the density of states over all disjoint ergodic components,
ρtot(E) ≡ ∑ec ρec(E) (or one single-dimensional particle den-
sity of states ρcl) then we will see that the semi-classical period
is given by the density of states,
τtot(E) ≈ ρtot(E)h . (31)
That is, with the above definitions, by Eqs. (26,30),
Z =
1
h
∫
dE τ(E) e−βE =
∫
dE ρtot(E) e−βE . (32)
Applying an inverse Laplace transform on the above yields
Eq. (31). This equation constitutes a generalization of Eq.(18)
to large macroscopic systems. The density of states is set
by thermodynamic entropy S (E). That is the entropy is de-
fined by ρtot(E) ≡ eS (E)/kB , with ρtot(E) the total number of
microstates with energies on the interval [E, E + δE] where
the arbitrary interval δE is fixed. Thus, we have that
(δE)(τtot(E)) = he
S (E)
kB (33)
with τtot(E) the average (over energies) of periods, or recur-
rence times, of all orbits with energy in the interval [E, E+δE]
summed over all ergodic components. Eq. (33) universally
relates semi-classical dynamics (namely, the accumulated pe-
riod τtot(E) summed over all ergodic components) to thermo-
dynamics (the entropy) and explicitly illustrates how Planck’s
constant relates the two. Regardless of the complexity (or
simplicity) of the system dynamics, even if there are mul-
tiple particles and the physical system resides in many spa-
tial dimensions, if the orbits are bounded and simple peri-
odic, Eqs. (29,31,33) must hold. These, as far as are aware,
simple new relations connect the period of orbits in semi-
classical dynamics to the partition function sums and asso-
ciated entropies. When ergodic dynamics are present, the sys-
tem evolves through all states in a given ergodic component
and the periods τec(E) may be larger than those in solvable
systems with simple cyclic evolution. In integrable systems,
conserved quantities restrict the number of points (or volume
size of space) that may be related to each other by a dynam-
ical evolution. An important requisite of the above deriva-
tion is that the period τ(E) along each path starting from a
given initial configuration space point and velocity direction
nˆ is a continuous function of the energy E. That is, the partial
derivative of Eq. (17) is indeed equal to the period τ in any
number of spatial dimensions (see, e.g., [47]). If the left and
right derivatives of J(E) (given a fixed initial coordinates and
velocity direction) as a function of E are ill defined or do not
match with each other then Eq. (30) need not hold. Thus, Eq.
(33) is valid for general non chaotic systems (or, more gen-
erally, over regimes in which they are non chaotic). As our
interest in this work is not in turbulent fluid dynamics, this
restriction and similar ones like it will not be of pertinence.
Let us now consider the average period rate rP = 〈τ−1(E)〉
associated to the period τ(E). Thus,
rP =
eβF
h
∫ ∞
0
dEe−βE
+
2eβF
h
∞∑
n=1
∫ ∞
0
dEe−βE cos
{
n
[
J(E)
~
− 2piC
]}
=
kBT
h
eβF
+
2eβF
h
∞∑
n=1
∫ ∞
0
dEe−βE cos
{
n
[
J(E)
~
− 2piC
]}
, (34)
where F is the free energy of the system. Once more, in the
high-temperature regime the zero mode dominates and we ob-
tain,
rP ≈ kBT∫ ∞
0 dEτtot(E)e
−βE . (35)
The above result has been obtained assuming an equilibrium
situation. When shear forces are present such that the origi-
nal potential is modified like in Fig. 1, non-equilibrium tran-
sition processes from one potential well to the other are in-
duced. In such a case, unitarity, which is a fundamental quan-
tum mechanical property, relates different transition rates in
a way independent of the temperature. Indeed, as discussed
by Weinberg [51], unitarity implies many of the most funda-
mental results of statistical mechanics, including a derivation
of Boltzmann’s H-theorem without assuming time-reversal in-
variance. This follows from the fact that by assuming unitarity
time-dependent probability distributions obey a very general
master equation which depends on the transition rates between
9initial and final states. For example, if we denote by N(E, t)
the non-equilibrium particle distribution for a given potential
in the presence of shearing, the transition rate for increasing
the number of particles on one well, ri is related to the tran-
sition rate for decreasing the number of particles on the other
well, rd, by rd = eβEri [52]. Therefore, the deviation from
equilibrium particle distribution at time t is given by,
δN(E, t) = δN(E)e−r(E)t, (36)
where r(E) = rd − ri = (1 − e−βE)rd and δN(E) is the particle
fluctuation at t = 0. Evidently, at high temperature we have,
r(E) ≈ E
kBT
rd. (37)
Since rd yields the probability per unit time for decreas-
ing the number of particles from the initial state, it should
be proportional to the Boltzmann factor e−β(Eescape−Einitial), with
Eescape and Einitial as shown schematically in Fig. 1. Thus,
simple dimensional considerations imply naturally that rd ∼
kBTe−β(Eescape−Einitial)/h. In the following we will substantiate
further the unitarity arguments given here. The main message
we want to convey is that unitarity is the main mechanism
determining particle flow for non-equilibrium systems. For
liquids this additionally leads to transport coefficients which
depend explicitly on the particle density in the case of non-
relativistic systems.
Although Eq. (33) applies to non chaotic systems, we can
trivially write down other relations that link entropy to dynam-
ics in all instances (including theories with chaotic dynamics).
Towards this end, we may invoke earlier equalities [53, 54]
connecting dynamics to system entropy in the Feynman path
integral representation, e.g., a simple relation for the entropy,
S = kB ln
[ 1
N!
∫
dx(0)
∫
Dx(t)e−
1
h
∫ β~
0 dt[H−U]
]
, (38)
for a system of N identical particles, where the classical
Hamiltonian H and U = U[x(t)] is the potential energy eval-
uated for closed classical trajectories of period β~. In other
words, x(0) = x(β~). To cast this correspondence in our form,
we observe [47] that for closed periodic orbits the integral∫ τ(E)
0 dt[H − U] = J(E)2 is none other than exactly half the
classical action associated with each closed path. Thus we
may turn Eq. (38) around and link the weighted sum of all ex-
ponentiated actions exp(−Jα/h) over all paths α of recurrence
time τ to the entropy at a temperature T = ~kBτ(E) ,
S (T =
~
kBτ(E)
) = kB ln
[ 1
N!
∫
dx(0)
∫
Dx(t)e−
J(τ(E))
h
]
.(39)
B. Thermal transition rates via WKB
In this subsection, we will revisit an old problem- that of
transition rates that has been looked by numerous researchers,
e.g., [33–41]. Our aim to motivate possible broad rigorous re-
sults and to understand their content in a manner that is free
from saddle point jargon concerning molecules with specific
interactions and transition rates as often employed in physical
chemistry. In later sections, we will employ the below results
to suggest that these might hold for complex systems such as
multi-component metallic fluids where nearly exact quantiza-
tion might appear. In this subsection, we will widely discuss
thermalization times in semiclassical systems (for which well
defined particles or quasi-particles are present). By a general
deformation of the many body Hamiltonian, we will rederive
a well known result (Eq. (46)) for the particular aforemen-
tioned physical problem of fluid dynamics that we wish to ad-
dress. The result will suggest, for many body systems in gen-
eral dimensions, a possible limiting functional form for the
transition rates when these are extrapolated to high tempera-
tures (Eq. (56)). Towards that end, we will employ the one-
dimensional Hamiltonian of Eq. (24) describing the unique
evolution of the system once an initial spatial coordinates and
velocities are prescribed. As we described earlier, Eqs. (17)
and (19) provide the means to compute the oscillation fre-
quency and quantities relying on it within the semi-classical
limit. We now combine this relation with an expression for
acceptance rate for a transition from a complete set of initial
states to those in f inal states (that may be of higher or lower
energy). The well known problem is sketched in Fig. 1. Al-
though our formulation is somewhat different, the above logic
emulates the considerations laid out by Eyring [33] and many
subsequent works in transition state theory [37, 38].
In the current derivation, we assume, in a semi-classical
spirit, that once the system has a sufficiently large energy
E > Eescape then the system may overcome the energy barrier
and go to a f inal lower energy state, see Fig. 1. As sketched in
this figure, at low temperatures the initial energy Einitial of the
system may, trivially, be close to the bottom of the potential
well. We will assume that initial the semi-classical system is
in thermal equilibrium (and is described by a coordinate xinitial
in configuration space). We can express the initial quantum
mechanical state via a superposition of the Hamiltonian eigen-
states (|n〉). The system (and each of these eigenstates) evolves
simply in time until at at a later “ f inal” time, the system is
equilibrated anew. At the “ f inal” location xfinal > xinitial, indi-
vidual original eigenstate superposition is changed via contact
with the heat bath. The distance L = |xfinal − xinitial| is the ther-
malization length scale. In a free system, L will be set by
the thermal de Broglie wavelength λnrT or mean free path in a
dilute gas beyond which momentum eigenstates are changed
due to collisions. The thermalization length determining the
density of photons and other scatters may generally depend on
the temperature, i.e., L = L(T ). As the reader can appreciate
from our discussion, this length is not an exact constant and
one may anticipate a distribution of possible L values. How-
ever, as we will see in the calculation below, for a fixed such
length, the value of L will cancel. It is important to highlight
that L is bounded from above in any system. In liquids and
elsewhere, when potential energy effects may be important,
as in the caricature of Fig. (1), and the system gets trapped in
energy wells, the f inal location at which thermalization may
occur anew may be associated with the bottom of the wells at
which the system can spend much time before ultimately veer-
ing elsewhere. Semi-classically, the effective one-dimensional
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system can veer towards the lower energy f inal state if the
momentum p > 0. Although in Fig. (1) we sketch one partic-
ular path, the simple calculation that we will detail is for any
trajectory that leads to thermalization (requiring a threshold
energy Eescape). In an unbiased equilibrated system, the rate
of transitions from left to right is equal to that from right to
left. We arbitrarily focus on one of the two directed paths.
As emphasized in subsection IV A, unlike the phase space
trajectories that cannot self-cross or overlap, when momenta
are no longer coordinates (as indeed in configuration space),
there may be several configuration space trajectories that over-
lap. In particular, especially at low energies in which the po-
tential energy is significant and the system need not evolve
along a fixed momentum direction, there may be different con-
figuration space motions, of different momenta, link xinitial to
x f inal. In what follows we will need to sum over all such paths
(all of the aforementioned positive momenta p > 0 along the
arc coordinate (x) and of energies E > Eescape) that link the
initial and final states. We ignore any tunneling between the
initial and f inal states via intermediate states of energy lower
than Eescape and similarly disregard quantum borne reflections
occurring at energies larger than Eescape. Within any state n,
the particle spends, on average, a time given by ν−1n /2 before
transitioning into the lower energy f inal state. This is so as the
motion between xinitial and xfinal constitutes half of a full pe-
riod if infinite potential barriers existed at x = xinitial and xfinal.
For computing this time, we invoke Eq. (17) for a system in
which the original potential V was modified only for x < xinitial
and x > xfinal by the insertion of an infinite potential barrier.
Thus, we introduce a hard wall deformed Hamiltonian,
Htransition ≡
H, if xinitial ≤ x ≤ x f inal.∞, otherwise. (40)
We may always place such reflecting hard walls irrespective
of how complicated (or chaotic) the classical one-dimensional
arc trajectory is. Such a modification of the Hamiltonian will
not alter the classical “time of flight” between xinitial and xfinal
with the true potential (which does not diverge at x = xfinal).
That this is true is evident by, e.g., examining half of Eq.
(17). The integral of Eq. (17) will clearly not be affected by
change of the potential V(x) only at point x = xfinal. Putting a
hard wall boundary conditions corresponds to a fixed value
of C in Eq. (13) for all levels and just as for the unde-
formed system, the measure dJ of Eq. (19) is unchanged.
Similarly, when invoking Eq. (19), to rewrite quantities in
terms of semi-classical integrals over restricted phase space
domains, the classical energy H(x, p) will be unchanged for
all xinitial < x < xfinal and p > 0. To avoid confusion, we
should state that even though the hard wall replacement of Eq.
(40) clearly does not change the leading order semi-classical
trajectories, it will alter higher order quantum corrections.
Our objective here is, however, to obtain the leading order
finite temperature behavior in equilibrated liquid motion.
In a quantum mechanical setting, the frequency associated
with moving from xinitial to x f inal is given by the trace
Tr{P ρˆ (v/L) P}, (41)
with v the velocity operator, ρˆ the density matrix to be de-
scribed below, and P = P1P2 is the product of two projection
operators over space and momentum direction. Specficallly,
P1 is the projection onto the real space states corresponding
to x in the interval, namely,
P1 =
∑
xinitial≤x≤x f inal
|x〉〈x|, (42)
and P2 is the projection onto states with positive momenta,
P2 =
∑
p>0
|p〉〈p|. (43)
We will effectively work in the basis of eigenstates of the pro-
jected Hamiltonian PHP in the interval [xinitial, x f inal] (emu-
lating Htransition) and sum over those states n of high enough
energies that enable motion from the left to right end of the
interval. At length scales beyond L, thermalization scatters
the states amongst themselves and the simple calculation be-
low assuming that the states |n〉 do not change as the system
evolves between and initial and f inal location will become
incorrect. We thus consider a nearly equilibrated system, for
which on the left of Fig. 1 (at xinitial), there are numerous
impinging positive momentum states of energy En that have
an energy En > Eescape and for which vn is such that the
semi-classical frequency νn = (∂E/∂J)E=En . The velocity vn
is related to the frequency νn via vn = νnL. The result of
this slightly different physical case (that of already an equili-
brated system) largely mirrors our earlier analysis. If the sys-
tem defined by Eq. (40) may, be described by a normalized
wavefunction inside the box xinitial ≤ x ≤ x f inal (or normal-
ized unit trace density matrix over such wave functions), one
may view it as having one “generalized configuration space
particle” in this region initially. An initial state is in contact
with a heat bath at a temperature T . The thermal occupancy
〈nconfiguration spacen 〉 of each of the configuration space states n
is set by (ρˆ)nn = exp(−βEn)/Z with Z the partition function
(with all off-diagonal elements of the density matrix ρˆ vanish-
ing in the {|n〉} eigenbasis). The occupancy can be related to
very standard forms for the “single particle” distribution
〈nclass.n 〉 = e−β(En−µ˜config.), (44)
〈nF−Dn 〉 =
1
1 + eβ(En−µ˜config.)
,
a semi-classical Boltzmann distribution relevant to our analy-
sis and a Fermi-Dirac (F − D) distribution occupancy (added
here only for conceptual understanding and comparison to
known transport problems). The distributions of Eq. (44) are
normalized and adhere to unitary dynamics [60]. In the cur-
rent case of a “generalized particle” describing the state of the
system in high-dimensional configuration space, the fugacity
z = exp(βµ˜config.) = 1/Z, (45)
ensures normalization of the Boltzmann distribution,∑
n〈nn〉 = 1. To avoid cumbersome notation, we will denote
the effective configuration space µ˜config. by µ.
Putting all of the pieces together, the semi-classical transi-
tion rate r from the initial to f inal state (or, more precisely,
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FIG. 1. A cartoon of the transition process from an initial state lying
anywhere within the basin on the left to a f inal state (this state may
have a lower or a higher energy as compared to the initial state) on the
right. In this cartoon, for the transition to occur, a threshold escape
energy needs to be exceeded.
between sets of such states containing xinitial and x f inal) is
r(T ) =
∑
En>Eescape
(2νn) 〈nn(T )〉 Θ(〈pn〉). (46)
We remark that simple intuitive notions such as those of
caging are trivially accounted for in Eq. (46) [55].
The system will not reach x f inal unless it is excited at
some time step into any one of the high energy states n with
En > Eescape. The Heaviside function Θ(〈pn〉) ensures that
the momentum p along the trajectory arc is positive. In Eq.
(46), the factor of two multiplies νn as the time of flight from
xinitial to x f inal is, as stated above, half that of an entire pe-
riod, and thus the frequency of the motion from xinitial to x f inal
is double the frequency associated with a full oscillation be-
tween these two turning points of Htransition. We next invoke
the simple correspondence of Eq. (19) for half of the states
n (viz., those with positive momentum p in Eq. (19)), and
replace the frequency νn by ∂Htransition/∂J evaluated at an en-
ergy E = En (Eq. (17)) implying a uniform sign of this quan-
tity) applied to the deformed classical potential with hard wall
boundaries. The shape of the high dimensional trajectory in
configuration space varies with energy. We will first focus
on a one-dimensional problem with a fixed arc direction and
then explain how our results may change and lead to Gibbs
free energy differences when the shape of the classical con-
figuration space trajectory varies. The total rate r(T ) (the rate
is the total “particle” current impinging from left to right di-
vided by distance L between the initial and final locations,
r(T ) = 〈 j〉/L = ∑En>Eescape〈 jn〉/L), we very explicitly have
r(T ) =
∑
En>Eescape
(2νn) 〈nclass.n 〉 Θ(〈pn〉)
=
1
h
∫
dJ
∂Htransition
∂J
e−β(H
transition−µ)
=
1
h
∫ ∞
Eescape
dHtransitione−β(H
transition−µ)
=
kBT
h
eβ(µ−Eescape). (47)
We reiterate that prior to its conversion to an integral via Eq.
(19), in the original sum of Eq. (46) (the top line above), a
factor of (1/2) (that, in the aftermath, cancels the prefactor
of two in (2νn)) arises from the Θ(〈pn〉) term; this factor of a
half is reminiscent to that present in standard textbook calcu-
lation of the pressure of an ideal gas on wall containers (with
only a half of the particles moving with a positive velocity
component so as to impinge on a given wall). In the integra-
tion above, we effectively set the upper cutoff on the energy
to be infinite. In reality, of course, an ultra violet cutoff would
bound the highest possible rate and set it equal, at infinite tem-
peratures, to (Ehighest − Eescape)/h. We will, however, assume
that we are the liquid state and the highest possible energy
Ehighest far exceeds any measured temperature scale and the
escape energy. For completeness, we remark that if the Fermi-
Dirac function in the second line of Eq. (44) is used then
r(T ) = kBTh ln(1 + e
−β(Eescape−µ)); when kBT  (Eescape−µ), this
latter form coincides with that of Eq. (47). For any given mo-
mentum direction, there is a minimal energy Eescape required
for the system to transition (including those paths for which
the momentum direction changes due to later scattering with
the potential walls and a “recrossing” occurs).
When (Eescape−µ(T )) becomes comparable to (kBT ), the rel-
ative weight q ≡ ∑En≥Eescape〈nclass.(T )〉 = O(1) and the particle
is no longer confined in the original system (not that defined
by Eq. (40) which we used for computational convenience).
In such a case most of the system weight resides in nearly con-
tinuum free particle states. Therefore within the liquid phase,
q is bounded by a small finite number less than unity. Within
the liquid phase, (Eescape − µ(T )) is bounded. An extrapola-
tion from the liquid phase to high temperature may thus keep
(Eescape − µ(T )) bounded by a temperature independent value.
One may conjecture that the barrier Eescape = O(kBTevaporation)
[48] where Tevaporation is the transition temperature of the liq-
uid into a gas. This may be so as in a gas, particle motion is
no longer confined. Within such an interpretation, those ener-
getic atoms with E > Eescape are analogous to those of a gas;
correspondingly, the length L = |xinitial− xfinal| plays the role of
a mean free path in a gas [49].
For the applications that we consider in later sections con-
cerning the viscosity or conductivities associated with the re-
sponse of the system along a specific direction, e.g., the ap-
plication of elastic shear or electric field along one direction,
the pertinent dynamics will largely be one-dimensional (al-
beit with a possible distribution of escape energies Eescape).
In all of these cases, the system will tend to evolve along
the direction of externally applied field or stress and the one-
dimensional calculation of Eq. (47) will be directly relevant.
We now turn to dynamics in higher dimensions. The rate ν
can be associated with the motion of a single particle with the
coordinates (and velocities of all other particles held fixed) or
it may similarly be defined for the rate of motion along the
many-body initial and final configurations in the high dimen-
sional configuration space. In both cases, if we define as x as
the coordinate along the respective arc traced by (i) a single
particle or (ii) the many particle system in which x denotes
an arc coordinate along a trajectory in a high dimensional
configuration space (as in Eq. (24)) within a given ergodic
component, Eq. (17) will hold. In case (ii), in the notation
of Eq. (24), V(= Varc) will represent the rescaled many body
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potential V({ri}Ni=1) of the N particles as the system evolves in
time along the arc parameterized by x in (DN) dimensional
configuration space. In all instances, once the direction nˆ of
the single-particle velocity (or, equivalently, the set of all ve-
locities of the N− particle system in DN dimensional configu-
ration space) is given along with the energy E and initial spa-
tial coordinate(s), the semi-classical one-dimensional trajec-
tory of the system is uniquely defined. In what follows, we ex-
plicitly consider what occurs when the system may transition
along not a particular one-dimensional path from, e.g., right to
left, as above but rather along all possible different directions.
We now consider motions in a general d(= DN) > 1 dimen-
sional space. The product of the complete set of eigenstates
{|mnˆa〉} corresponding to one-dimensional problems along d
orthogonal Cartesian directions {nˆa}da=1 trivially form a com-
plete eigenbasis for any wave function. That is,
〈x1x2 · · · xd |ψ〉 =
∑
m1···md
Am1···md
(
〈x1|m1〉〈x2|m2〉
· · · 〈xd |md〉
)
, (48)
with {Am1···md } normalized amplitudes, and ensuing density
matrices well approximated in the basis spanned by such
states. Entangled states (such as those that we will further
discuss in subsection IV E) may generally require the appear-
ance of numerous non-vanishing amplitudes {Am1···md }. If
d′ > d non direction-orthogonal directions {nˆa}d′a=1 are cho-
sen then the basis spanned by the tensor products of the form
{|m1〉 ⊗ |m2〉 ⊗ · · · ⊗ |md′〉} will be over complete; a unique de-
composition of the type in Eq. (48) will not be possible. Con-
trary to entangled states, as in transition state theory, in semi-
classical systems, effective excited modes (associated with the
semi-classical paths) that cross the barrier may, to a good (sad-
dle point type) approximation, be expressed as a sum of states
evolving along different directions nˆ in configuration space,
|ψ〉 ≈ a1|ψnˆ1〉 + a2|ψnˆ2〉 + ... + al|ψnˆl〉, (49)
with l a finite integer. Semi-classically, each wave function
|ψnˆ〉 is a caricature of the system initially evolving in along
the direction nˆ (whose later evolution is set by the classical
equations of motion). Excited semi-classical states may thus
be expressed in the “overcomplete” basis as |ψ〉 = ∑nˆ anˆ |ψnˆ〉,
with amplitudes anˆ (or measure a(nˆ) in the continuum limit)
that trivially adheres to normalization. If the semi-classical
states |ψnˆ〉 are localized along ray nˆ and thus 〈ψnˆ|ψnˆ′〉 = 0 is
nˆ , ±nˆ′, the normalization condition becomes ∑nˆ |anˆ|2 = 1,
or in the continuum limit of numerous semi-classical paths,
1 =
∫
dnˆ |a(nˆ)|2. (50)
The calculation proceeds identically for each direction nˆ [50].
As E increases for a fixed momentum direction nˆ in config-
uration space, the trajectories will define a curvilinear plane.
For each semi-classical path along a ray, the action must be an
integer multiple of Planck’s constant h, Eq. (25) as seen from
the WKB solution to the effective one-dimensional problem
in the arc coordinates for a specific energy E and direction nˆ
defining self-consistently the potential V (and the WKB ap-
proximation to the eigenvalue problem with the energy E) or
from the requirement that the paths add coherently in the high
dimensional formulation of [46]. If there are many possible
rays having their own final locations x f inal, this rate will have
identical form along each such ray (viz., the rate of motion
from an initial point to a set of final points attained by evolu-
tion along different initial momentum directions will always
have the same form of Eq. (46)). As along each initial ray
direction nˆ, one-dimensional results are obtained, in the sum
we will have their weighted superposition. In thermal equilib-
rium, we may (ensuring unitarity and normalization) average
over all different rays, to obtain the relaxation rate,
r(T ) =
kBT
h
∑
nˆ e−β(Eescape nˆ−µnˆ)e−βµnˆ∑
nˆ e−βµnˆ
=
kBT
h
∑
nˆ e−βEescape nˆ∑
nˆ e−βµnˆ
, (51)
where we used the fact that the e−βµnˆ is the sum of Boltzmann
weights associated with ray direction nˆ. (For continuous di-
rections nˆ, the sum, naturally, becomes an integral.) The total
partition function of the system is the sum over all rays (in
our assumption for the form of the wave functions which are
linearly independent along all directions),
Ztransition ≡
∑
nˆ
e−βµnˆ . (52)
This is the total partition function as we are summing over
all rays and energies and thus are summing over all states.
Similarly, we can regard the sum
Zescape ≡
∑
nˆ
e−βEescape nˆ (53)
as a fictive partition function associated with escape energies
along different rays. The average rate summed over all paths
(or rays) then becomes
r(T ) =
kBT
h
( Zescape
Ztransition
)
≡ kBT
h
e−β∆G. (54)
Here,
∆G = Gescape −Gtransition (55)
is the difference between the Gibbs free energy associated
with the entire system and that associated with the fictive sys-
tem defined by the escape energies. This energy difference
corresponds to the thermalization process.
In situations in which the transition would have been be-
tween two different materials with varying chemical potentials
(for which the initial and f inal states would lie in regions
with different local chemical potentials), the escape energy
(Eescape − Einitial) could be associated with a “work function”
reflecting a difference in local chemical potentials. Such a
local shift in the chemical potentials is akin to a variation in
the Gibbs free energies per “generalized configuration space
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particles” between the left- and right-hand sides of Fig. (1).
This may also emulate problems involving chemical reactions
in which the initial and f inal states may have very different
chemical potentials. In our above calculation however, we are
considering the very different situation of a regular system-
the chemical potential is largely uniform in space. The appli-
cation of an external field, stress (which we will return to in
later sections), or doping may lead to an effective change in
the local chemical potential as it does in semiconductors and
countless other systems, e.g., [59].
Albeit not potentially realizing the general derivation of
Eq. (47) for arbitrary Hamiltonians using the deformation by
newly inserting hard wall boundaries, invoking the classical
relation of Eq. (17), the leading order WKB borne substitu-
tion of Eq. (19), and simple normalization, the final result of
Eq. (47) that we obtained above was found long ago by Eyring
[33] and discussed in numerous textbooks for chemical reac-
tions, e.g., [57, 58], in which the initial and final products
have different chemical potentials. We reiterate that Eq. (47)
is completely general for arbitrary Hamiltonians and is not
confined to that of free particles in a box having translational
degrees of freedom (as first considered in [33]) or of harmonic
oscillators, etc., on which nearly all of the work has been done
to date. In Kramers’ original work [35] and Planck’s constant
never appeared nor was temperature directly invoked with the
Boltzmann distribution (instead, temperature was discussed
ad hoc via noise or effective friction). To make contact with
standard cases, we remark that, e.g., the standard Arrhenius
form r = ν0 exp(−β∆E) with a fixed gap ∆E and ν0 a con-
stant frequency follows from Eq. (54) for harmonic potential
[69]. One may, of course, extend such trivial calculations to
free particles in a box [70] to emulate caging effects. There
are Kramers (and Langer) corrections to such forms [35, 36].
In our case, there is a nearly uniform many body system. Re-
cently, a possible illuminating link between Kramers formal-
ism and activated dynamics of a form similar to Eq. (47) have
been suggested [41] based on the use of a harmonic heart bath
and the relation between Fokker Planck equations and quan-
tum dynamics (see, e.g., [72], for a recent extension and ap-
plication of this relation to general dynamical correlations).
In [41], an additional prefactors appear that result in a form
similar yet a bit different from Eq. (47). We remark that, In
principle, the steps that we invoked in going from Eq. (47)
may be reproduced nearly verbatim on the reaction rate form
of [41] to arrive at an analog form of Eq. (54) in which addi-
tional non-universal prefactors appear. We conclude this sub-
section by noting that our above approach may apply to both
liquids as well as dense gases (for which the notion of “holes”
or “vacancies” such as those historically considered by Eyring
[56, 73] is somewhat ill-defined and thus the ensuing deriva-
tions in these classical works not transparent insofar as their
physical assumptions). Disparate relaxation rates might be
given by Eq. (54) yet with largely varying free energy bar-
riers. The rate associated with events requiring low escape
energies may, naturally, be far larger than that associated with
processes entailing more substantial energy barriers.
To close our circle of ideas and make further contact with
subsection IV A, we discuss and emphasize the extreme lim-
its that our results imply. In Eq. (33), the time τtot is the sum
of the system period over all ergodic components averaged
over the energy interval [E, E + δE]. As such, by virtue of
being a sum over different components, it serves as an upper
bound on all energy averaged Poincare recurrence times for
such orbits. Each Poincare recurrence time for motion not cut
short by thermalizing events is, in turn, larger than the time
τ = 1/r(T ) for a closed orbit associated with the Hamiltonian
Htransition of Eq. (40) in which the system suffered a thermal-
izing event at x f inal that disrupted its full recurrence path sans
such a perturbation. In the micro-canonical ensemble, ther-
malization events correspond to a redistribution of the energy
density. In the this ensemble, once a system returns back to
its original state after a complete recurrence cycle, its evolu-
tion is repeated once more and so on ad infimum. Thus, if
no thermalization events occurred in a recurrence cycle then
none will ever occur. The Poincare orbits correspond to ex-
treme events (ones in which no thermal agitations occur) and,
consequently, τtot = hδE exp(S/kB) > τ =
h
kBT
exp(β∆G).
C. Measurable relations between classical thermodynamics
and dynamics involving a quantum time scale for thermalization
We now briefly return to the objective of subsection IV A
and suggest how Planck’s constant may be measured to high
accuracy by combining both thermodynamic and dynamic
quantities. As we mentioned earlier, in fluids with quasi-one
dimensional dynamics, the thermodynamic functions (e.g.,
the free energy or effective chemical potential µ(T )) and the
relaxation rates r(T ) are related via Eq. (47). Thus by exper-
imental thermodynamic and dynamic measurements of clas-
sical fluids, it is in principle possible to adduce, or provide
estimates for, the value of Planck’s constant.
Before turning to details we remark that Eq. (54) demon-
strates that in an appropriate β → 0 limit (one in which the
pertinent ∆G is, effectively, held bounded as we will explain
next), the extrapolated rate
r(T ) ∼ kBT
h
. (56)
The generality of Eq. (56) may relate a result concerning
time in “typical non-equilibrium states” [64] being of order
h/(kBT ) as well as certain explicit calculations for specific
systems, e.g., [68]. At high temperatures, all states are equally
likely and may be randomly chosen. A “Planckian time scale”
of order O(~/(kBT )) was proposed in several investigations,
e.g., [5, 7–10]. In the current work, we will suggest that not
only the order is fixed but rather that exact asymptotic equali-
ties will appear in semi-classical systems.
In Eq. (47), we suppressed the temperature dependence
of the various quantities. As the temperature T is varied,
the atomic positions vary at at typical snapshot and conse-
quently the effective potential V along each ray nˆ varies. Con-
sequently, the eigenstates {|n〉nˆ} along different rays nˆ change,
the ensuing chemical potential µnˆ(T ) is modified (as it even
does for a system with fixed (temperature independent) effec-
tive V such as the one that we examined in subsection IV B)
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as do the barrier heights Eescape and the effective probabilities
|anˆ(β)|2 that the particle may assume different trajectories in
configuration space are altered as the temperature changes. In
order for a barrier to meaningfully exist along any ray nˆ, in
Eqs. (54, 55), the difference ∆G > 0. In general, for any fixed
potential V , the chemical potential µ(T ) is monotonically de-
creasing in temperature. Thus, for semi-classical systems for
which our considerations apply, the relation
r(T ) ≤ kBT
h
(57)
follows as a strict inequality at all temperatures. Clearly,
if the system may return to the original state albeit having
enough energy, the rate would be even smaller (and thus the
inequality of Eq. (57) more stringent). Consequently, there
clearly is a rigorous minimal equilibration time
τmin ≡ hkBT (58)
for general semi-classical systems at all temperatures T (that
is, the thermalization decay times τ ≥ τmin). Supplanting the
earlier arguments in the Introduction, we now obtained τmin
as a bona lower bound on the relaxation time. As we will
elucidate in Section VI and sections thereafter, the relaxation
time scales and viscosity are very generally linked. Eq. (58)
is thus related to Eq. (11) and constitutes an inherent limit.
Similar to Eq. (12), this inequality may be saturated and lead
to a well defined quantized value for the minimal relaxation
time as we will briefly explain.
Practically, for the analysis of experimental data, we wish
to motivate a simple approach. Towards this end, we observe
that trivially from Eq. (54), the derivative
− ∂ ln(hβr)
∂β
=
∂∆G
∂β
= ∆H, (59)
where ∆H = Hescape − Hsystem is the change in the enthalpy
between the fictive system set by the escape energies and the
physical system at hand in the transition region. (In our case
with the single generalized particle representing the state of
the entire system, we may as well replace think of the en-
thalpy as representing the change in the internal energy.) By
the simple thermodynamic relation
∆G = ∆H − T∆S , (60)
with ∆S = S escape−S transition and even simpler and more direct
relation of Eq. (54) yielding the effective Gibbs free energy
allows the construction of all thermodynamic functions given
the values of the rate r as a function of the temperature T . For
instance, when the system is in equilibrium and the calcula-
tion of Eqs. (47,54) applies, simple thermodynamic relations
relate, e.g., the entropy change to that rate r(T ),
∆S (T ) = ∆S (TA) +
∫ T
TA
(
∂∆H
∂T
)
dT
T
= ∆S (TA) + kB
∫ T
TA
∂
∂T
(
T 2
∂
∂T
ln(hβr)
)dT
T
, (61)
with TA an arbitrary temperature. We now seek to directly
obtain non-trivial quantities from the seemingly all too ba-
nal prevalent operation of fitting relaxation rates to Arrhenius
forms. By analogy to standard calorimetric approaches, by the
third law of thermodynamics, in the low temperature (viz., TA)
limit ∆S A → 0 and a measurement of the rate r(T ) could in
principle enable a computation of ∆S (T ) from which ∆G(T )
may be calculated and ultimately Planck’s constant may be
extracted via Eq. (54). Liquids, and in particular, the metallic
glass formers that we study in this work are in equilibrium
only at sufficiently high temperature. Thus, an integration
similar to that in Eq. (61) can only be done from a finite non-
zero temperature upwards. As we will aim to motivate in later
sections, at the lowest temperature at which the system is still
in equilibrium, the effective entropy difference at it appears in
the transition region ∆S A → 0 (in a manner superficially rem-
iniscent to the effective vanishing of an assumed entropy form
in the so-called “Kauzmann temperature” in glasses [74]). To
relate to usual Arrhenius forms, we follow a more pragmatic
approach. Suppose that at a certain temperature TA, a tangent
to the plot of ln(hβr) as a function of the inverse temperature
β is given by the line
ln(hβr) = ln(hβArA) − (β − βA)∆HA. (62)
In Eq. (62), the local slope of the tangent is the enthalpy
change ∆HA evaluated at temperature TA (as follows from Eq.
(59)). As ln(hβArA) = −β∆GA, by Eqs. (54, 60), the local
tangent at TA is associated with the Arrhenius form
r =
(β−1
h
e∆S A/kB
)
e−β∆HA . (63)
Quite naturally, ∆S A ≤ 0 (i.e., S transition > S escape) [75] and
thus, as in Eqs. (57,58), we find that rA ≤ kBTAh . All ther-
modynamic functions may be determined from derivatives of
the Gibbs free energy ∆G (set by ln r). Thus, in principle,
the entropy difference ∆S A at any temperature TA, such as
that appearing in Eq. (63) may be computed from the rate.
If ∆S A ≤ 0 at all temperatures then, as a consequence of
the third law of thermodynamics (in the low temperature (TA)
limit, ∆S A → 0), Planck’s constant h is given by an infimum
over all temperature TA of the reciprocal of the prefactor in
Eq. (63) multiplied by (kBTA), viz.,
h = inf
β
{ 1
βr
e−β(
∂ ln r
∂β )}. (64)
This bound is saturated in the low temperature (or large in-
verse temperature β) limit. To make explicit that TA is an ar-
bitrary temperature T at which the system is in equilibrium,
in Eq. (64), we replaced TA by 1/(kBβ). The local tangent ex-
trapolation ∆S A → 0 employed for the local Arrhenius form
for the rate r(T ) on a log-linear scale at inverse temperature
βA may yield r ∼ (β−1A /h)e−β∆HA . Thus, if Arrhenius forms for
the relaxation rates are locally performed at disparate temper-
atures TA at which the system is ergodic and in equilibrium
then the rate will be given by Eq. (63). In the liquid there are
no equilibrium states at temperatures T < T minA where T
min
A is
defined as the lowest temperature at which the liquid remains
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in equilibrium. Thus, with such a defined temperature, ther-
modynamics becomes ill defined at T < TA. For instance, the
microcanonical entropy is not defined at energies lower than
the energy associated with T minA . Lower energy states may be
inaccessible in a rapidly cooled liquid liquid as it falls out of
equilibrium and thus S transition(T ≤ T minA ) = 0. The existence
of a temperature T minA far above the glass transition tempera-
ture at which a supercooled liquid falls out of equilibrium and,
e.g., no longer satisfies the Stokes-Einstein relation has been
numerically seen [76]. According to the above, a tangent to
the log of the rate as a function of inverse temperature at this
temperature, will yield r = β−1A /h exp(−β∆) with ∆ ≡ ∆HA. At
higher temperatures, the rate is given by Eq. (63) where the
prefactor exp(∆S A/kB) < 1.
D. Prethermalization and local relaxation times
As made clear in the discussion above and will be reiter-
ated throughout this work, Eqs. (47,54) for the thermaliza-
tion rate (and Eq. (76) for the viscosity which we will de-
rive later on by employing these relations and other equilib-
rium properties) are only valid for systems at or near thermal
equilibrium. That is, these equalities are only true at suffi-
ciently high temperatures when the liquids are equilibrated.
At lower temperatures or in the presence of perturbations that
remove the system from equilibrium, these relations need no
longer hold. We may consider, however, what occurs if the
system is in equilibrium on sufficiently local spatial scales. In
such a case, we may analytically continue ∆G to temperatures
in which equilibrium no longer holds but an effective relax-
ation of the form of Eq. (54) persists. In supercooled liquids
that fall out of equilibrium it is tempting to ask whether these
forms may describe local shorter time so-called β or Johari-
Goldstein [77] relaxations for which an Arrhenius behavior
(with a nearly constant ∆G) for the relaxation persists. One
may posit that this effective ∆G does not vary much relative to
the lowest temperature TA at which the liquid is still in global
thermal equilibrium. One may then apply the relations in-
troduced in Section IV C with TA changed to a temperature
of local equilibrium with relaxation rates are those of local
equilibrium processes. This Arrhenius type behavior may be
contrasted with the α relaxation [78] in which relaxation in-
creases with (1/T ) in a manner that is faster than Arrhenius
(“super-Arrehnius”)- the effective (∆G) varies with tempera-
ture (especially more dramatically in “fragile” glass formers
that we will turn to in Section XII). A broad distribution of
local relaxation processes may trigger fragile dynamics [80].
Another, possibly related, viable extension of Eq. (54) to
systems out of equilibrium that may equilibrate on a short time
scale locally is associated with “prethermalization” [81]. That
is, in certain quenched systems, relaxation occurs in steps-
first to a metastable“pre thermal” state and only after a suffi-
ciently long time to true thermal equilibrium. It is conceivable
that a few such systems may be described by a local thermal
state (for which the derivation of Eqs. (47,54) may apply with
effective ∆G and temperature).
E. Remarks on quantum critical systems
Thus far, we largely focused on semi-classical systems. We
now briefly turn to very different systems exhibiting quantum
critical points. In the quantum critical regime, kBT is the only
energy scale available for temperatures above the quantum
critical point (QCP). Thus, in this case it can be deduced from
general arguments that for all T > 0 a thermal energy gap of
the form ∆ = a∆kBT arises, where a∆ is a universal number
[5]. Furthermore, the pertinent free energy difference a+kBT ,
where again a+ is universal. The above thus suggests that
r(T )|QCP = kBTh e
−a+ . (65)
This equation provides an example where the coefficient of
kBT/h is not unity at high temperatures. That is, a richer ar-
ray of asymptotic high temperature forms may be possible at
quantum critical points. In fact, at a quantum critical point
there is no such a thing as high and low temperature regime,
as scale invariance holds in this case and there is no other en-
ergy scale to which kBT may be compared with.
We further remark on the limitations of our general deriva-
tion in subsection IV B when applied to quantum critical sys-
tems. Unlike the typical situation of Fig. (1), quantum critical
systems are gapless and the standard caricature of Fig. 1 no
longer applies. That is, at any intermediate finite temperatures
T , there might not be a natural energy scale Eescape  kBT .
Rather, for certain distributions of gapless modes, the latter
may indeed yield a numerical prefactor e−a+ by comparison
to Eq. (47) or more general forms. Naturally with their gap-
less character, long range quantum entanglement is a typical
hallmark of quantum critical phenomena, e.g., [6]. By con-
trast, as our treatment in subsection IV B (including Eq. (49))
may have made clear, in the semi-classical picture the initial,
f inal, and intermediate states are trivial unentangled “states”.
At high energy end of the spectrum when the potential be-
comes irrelevant, in the derivation of subsection IV B, each
particle (or high dimensional many body configuration space)
state has a well-defined momentum (momenta). The system is
unentangled in this limit. This can be contrasted with the en-
tangled quantum critical system in which the dynamics are far
more complicated and constrained at all temperatures above
the quantum critical point. Collective (non single particle) de-
scriptors underlie quantum criticality.
V. GENERAL BOUNDS ON THERMALIZATION RATES
AND CHAOS
In this brief section, extending the results above and those
in our earlier work [48], we will introduce and motivate a gen-
eral bound of the form of Eq. (58) (yet of a weaker variety)
that may hold for all systems (semi-classical, quantum criti-
cal, or others). Here, we will investigate relaxation times in
general systems at a fixed temperature T . Our suggestion for
the below bound on the relaxation time is stimulated by recent
bounds [82] concerning a bound on the growth of chaos in
quantum thermal systems. Specifically, one may examine the
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finite temperature dynamics of general systems with time in-
dependent Hamiltonians by endowing observables with quan-
tum dynamics, W(t) = exp(iHt/~)W exp(−iHt/~) and com-
puting correlation functions such as [82]
F(t) ≡ Tr[yVyW(t)yVyW(t)] (66)
between W and a general perturbation V with y4 =
exp(−βH)/Z with Z the partition function at inverse temper-
ature β. That is, in Eq. (66) the Boltmzann factor of y4 has
been split into four identical factors. The authors of Ref. [82]
compared the expectation value of Eq. (66) to the product of
the individual thermal averages,
Fd ≡ Tr[y2Vy2V] Tr[y2W(t)y2W(t)], (67)
and based on a simple requirement for analytically and bound-
edness in a complex time strip (of width set by β/2 in the
imaginary direction) proposed that for positive times relative
to the appearance of thermalization,
|Fd − F(t))| ≤ K exp(λLt), (68)
with K a large positive constant and λL a Lyapunov expo-
nent that is bounded from above, λL ≤ 2pikBT~ . Specifically,
this bound [82] may hold at intermediate times far larger than
the dissipation time yet shorter than the so-called “scrambling
time” [83] beyond which 〈[W(t),V(0)]2〉 becomes significant.
We remark that (2pikBT )/~ is nothing but the reciprocal of the
minimal difference between (consecutive) Matsubara frequen-
cies whether bosonic (ωn = 2pinβ~ with integer n) or fermonic
(ωn =
(2n+1)pi
β~
). Imaginary time calculations lead to decay set
by the Matsubara frequencies, e.g., [68].
In what follows, we wish to turn around the argument of
[82] and argue that if the above holds then it may strictly fol-
low that the thermalization time in all quantum systems (i.e.,
not necessarily semi-classical ones) is trivially bounded,
τquantum(T ) ≥ h4pi2kBT . (69)
The logic behind this suggestion of ours is exceedingly sim-
ple. Eq. (67) is the expectation value anticipated at a long time
thermal equilibrium. While [82] studied the deviations from
the decoupled product Fd when evolving forwards in time to-
wards a maximally chaotic state, we can similarly examine the
backwards in time evolution (with the same Hamiltonian H)
from a given thermal state to a maximally chaotic one. The
deviation between equilibrium correlators and those at finite
times cannot be arbitrarily large for a finite time t and is in
fact bounded by Eq. (68). By setting t → (−t) and evolv-
ing backwards in time towards a thermal state with factorized
correlations (Eq. (67)) we see that in the appropriate regime it
is impossible to converge to equilibrium exponentially with a
time constant that is smaller than that of Eq. (69). The deriva-
tion of the bound of Eq. (68) in [82] can be reproduced mutatis
mutandis for the negative t < 0 half-strip of width β/2 in the
complex plane. It is precisely the decay time in correlators
such as Eq. (66) that is of pertinence to the response functions
(such as viscosity) that are of interest to us in this work [84].
Relying on limits on the transfer of quantum information in
a time τ, invoking the definition of Shannon entropy and the
third law of thermodynamics a slightly stronger bound was
suggested in [85] for the decay time, τquantum(T ) & h2pi2kBT .
We may invoke time reversal on any proposed bound on the
decay rate to obtain a corresponding bound on Lyapunov ex-
ponent. We find that in this case, the latter bound of τquantum
would suggest a corresponding twice as strong bound on the
Lyapunov exponent than that proposed by [82], viz.,
λL ≤ pikBT
~
. (70)
Our bound of Eq. (69) for the relaxation time in a thermal-
ized system is weaker than those of than we derived earlier for
semi-classical systems (Eqs. (58, 65) [48]). Similarly, from
our relations of Eqs. (58, 65), the Lyapunov of a semiclassi-
cal liquid system (for which the considerations of subsections
IV B and IV C apply) may be bounded,
λsemi−classicalL ≤
kBT
h
. (71)
VI. QUANTUM KINETIC THEORY OF THE VISCOSITY
AND ITS ANALYTIC CONTINUATION TO
ASYMPTOTICALLY HIGH TEMPERATURES
Armed with Eqs. (47,54), we now turn to the calcula-
tion of the viscosity by employing the standard Boltzmann
equation. We briefly review elements essential to our analy-
sis, e.g., [86]. In what follows, f (0)1 (r1, v1; t) denotes a sin-
gle particle equilibrium distribution. That is, the equilib-
rium probability of finding a particle at location in a region
of size d3r about ~r and velocity that is within d3v of ~v at
time t is f (0)1 (r1, v1, t) d
3r1 d3v1. This equilibrium distri-
bution is set by the Boltzmann weights associated with the
Hamiltonian H =
∑
i p2i /(2m) + V . Let us denote the N
body distribution function by fN({ri}Ni=1, {vi}Ni=1). As is, e.g.,
evinced by the Stokes-Einstein relation, in equilibrated liq-
uids, f (0)N ({ri}Ni=1, {vi}Ni=1) = 1Z exp(−βH). It is important to
emphasize that again that our extrapolation is from low tem-
peratures (yet high enough that Arrhenius type dynamics ap-
pears as we derive via the use of Eq. (47) with the equilibrium
distribution function as we do in this section. That is, in Sec-
tion XI in comparing to experimental data we will extrapolate
from the tangent to the log linear curve of ln η vs. (1/T ) at
the temperature at which Arrhenius behavior onsets. It is this
curve and its extrapolated value at high T that we compare to
theory. At emphasized in Section IV, at high temperatures the
chemical potential µ acquires a temperature dependence that
may obscure the simple form of Eq. (47) with an effectively
temperature independent value of (Eescape − µ).
With all of these preliminaries we turn to our simple deriva-
tion. The single particle distribution f1 results from an integral
over all but one of the particle coordinates,
f1(r1, v1; t) =
∫
d3r2
∫
d3 p2 · · ·∫
d3rN
∫
d3vN fN({ri}Ni=1, {vi}Ni=1; t). (72)
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Akin to the memory time in linear response functions, e.g.,
[84], the probability that the system will transition in a time
increment dt is (dt/τ)e−t/τ. The relaxation time relates natu-
rally to the rate that we computed in the earlier sections (see,
e.g., Eq. (36)). To explicitly relate the relaxation rate that we
computed earlier to the probability of staying in an initial lore
we briefly review an all too standard derivation. If the rate of
transitions is r(T ) then the probability of having a transition
occurring in an interval dt is set by r dt and the probability
of not undergoing a transition in an interval dt (i.e., staying in
the original state at time (t + dt) is f (1− r dt) = f e−t/τ) where
f is the probability of being in the original state at time t and,
as in earlier sections, τ = 1/r(T ). Normalization sets the ex-
ponential function f (t) to be (e−t/τ/τ). The non-equilibrium
distribution function satisfies
fN(r1, v1; {r′i}Ni=2, {v′i}Ni=2; t)
=
∫ ∞
0
f (0)N (r10, v10; {r′i0}Nj=2, {v′i0}Nj=2; t − t′)
×e−t′/τ(r1,v1){ri }Ni=2 ,{vi }Ni=2 dt
′
τ(r1, v1){rj}Nj=2,{vj}Nj=2
, (73)
where r10 ≡ r1(t0) and v10 ≡ v1(t0) are the initial coordinates
and velocity of particle “1” and {r′ j0, v′ j0} those of all other
(N − 1) particles ( j ≥ 2) such that for a closed N body system
governed by Hamilton’s equations of motion, the system will
obtain coordinates and velocities {r j}Nj=1 and {v j}Nj=1 at time t.
The relaxation time τ˜(r1, v1){rj}Nj=2,{vj}Nj=2 is associated with equi-
libration of the N−particle system (as it appears in the linear
response functions [84] and manifest in the calculation for the
viscosity as the system linear response to applied shear). We
have written it with the location r1 and velocity v1 of an arbi-
trary particle (particle 1) highlighted as we wish to highlight
that it may be used to describe all possible relaxation times
associated with particle 1 when all of the remaining (N − 1)
particles assume any possible positions and velocities. Al-
though not cardinal to our argument, we remark that if the
system is sheared and the viscosity is directly examined, the
relaxation times will be associated with the one-dimensional
dynamics along the applied external shear direction. If there is
only single dominant relaxation time, then for the one particle
distribution function of Eq. (72),
f1(r1, v1; t) =
∫
dt′
τ
f (0)1 (r10, v10; t − t′)e−t/τ. (74)
A relation of the form of Eq. (74) is typically invoked in text-
book treatments of the kinetic theory of gases. However, in
what follows, we allow for the distribution of single particle
relaxation times for all velocities and locations of particles
2, 3, · · · ,N. The more precise multi-particle linear order rela-
tion of Eq. (73) expresses that particles reaching (r, v) at time
t could have been in equilibrium for any amount of time 0 <
t′ < ∞ beforehand and that the probability for staying in equi-
librium for such an amount of time is set by 1/τ˜ × exp[−t′/τ]
with, for a single particle, τ = 1/r(T ) of Eqs. (47,54). That is,
we will employ the relaxation time found in earlier sections.
To compute the viscosity within the Boltzmann equation for-
malism, one typically examines the system response of the
system to a z dependent shear force along the x direction that
leads to a constant average drift velocity. The shear has an as-
sociated local equilibrium single particle distribution function
f (0)1 (v1x − u1x(z), u1y, u1z) ≡ f (0)1 (U1x,U1y,U1z) with similar
generalizations to arbitrary order distribution functions. By
translational invariance, the shear does not depend on the cen-
ter of mass coordinate or, equivalently, on the coordinate r1 of
the “first” particle, We will forgo repeating standard steps as
those may be found in excellent standard texts. Multi-particle
corrections to single particle motion are, e.g., often afforded
by a BBGKY type hierarchy that are truncated at a particular
order. In what follows, we start with the general multi-body
relation of Eq. (73). The final result, e.g., [86], that we now
trivially generalize to include arbitrary order particle correla-
tions, is that the viscosity.
η = mN
∫ ∏N
i=1 d
3Ui
∏N
i=2 d
3riτ(r1,U1)r2,···rN ;U1,··· ,UN U21z f
(0)
N∫ ∏N
i=1 d3Ui
∏N
i=2 d3ri f
(0)
N
×
∫ N∏
i=1
d3Ui
N∏
i=2
d3ri f
(0)
N
≡ mN〈τU21z〉
∫ N∏
i=1
d3Ui
N∏
i=2
d3ri f
(0)
N , (75)
where the average in the last line of Eq. (75) is performed
with the distribution function f (0)N integrated over all particle
velocities and the coordinates except those of a particle num-
ber “1”. The quantum kinetic calculation for the viscosity is
carried out with the relaxation time τ(r1,U1)r2,...,rN ,U2,....,UN of a
single particle with its initial coordinates (r1) and those of all
other particles and their velocities U2≤b≤N fixed. If this case,
we simply insert the values of the coordinates and velocities
in the many body potential to form a one-body Hamiltonian
for particle #1 which can move along any ray Uˆ1 in three-
dimensional space. The factor of N in the first two lines of Eq.
(75) appears as each of the N particles contributes to the vis-
cosity. The integral
∫ ∏N
i=1 d
3Ui
∏N
i=2 d
3ri f
(0)
N = n1, namely
the probability of finding particle number 1 in a unit volume.
The product Nn1 = n is equal to the total particle density. This
enables us to write η = 2n〈τEkz (1)〉, with Ekz (1) ≡ 12 mU2z1. The
product of time multiplied by energy of some sort is superfi-
cially reminiscent of Eq. (33). One might therefore anticipate
that Planck’s constant may, be related to the expectation value
of product in the original sum over semi-classical states.
The sole assumption made in deriving Eq. (75) is that the
external shear is a small perturbation, e.g., [86]. Thus, Eq.
(75) is an exact relation within the Boltzmann formalism of
Eq. (73) that includes arbitrarily high order correlations in
the liquid. Clearly, 〈τU21z〉 = 〈τ〉〈U21z〉 + 〈(δτ)(δ(U21z))〉, where
δA ≡ A − 〈A〉 (where A = τ, U21z). Thus,
η = nkBTτ + mN〈(δτ)(δ(U21z))〉. (76)
In a mean field type approach in which the fluctuations are
neglected, η = nkBTτ. The fluctuations encode a velocity
dependence of the relaxation (or collision time) vis a vis the
general average relaxation time τ.
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In Eq. (76), we employed
〈U21z〉 ≡
∫ ∏N
i=1 d
3Ui
∏N
i=2 d
3ri U21z f
(0)
N∫ ∏N
i=1 d3Ui
∏N
i=2 d3ri f
(0)
N
=
kBT
m
. (77)
This is a trivial consequence of the equipartition theorem for
general non-relativistic Hamiltonians H with arbitrary inter-
actions (i.e., those with with a p2 momentum dependence with
arbitrary potentials V)- not solely those describing free non-
interacting gas particles as in most elementary treatments. As
highlighted earlier, in Eqs. (75, 76, 77), we accounted for
many body correlations via the N− body distribution function
f (0)N and τ(r1,U1)
r2,···rN ;U1,··· ,UN representing the equilibration
time of the entire system. If we perform a single particle cal-
culation (that is, one employing only f (0)1 after integration of
all (N−1) particles i ≥ 2), we will similarly obtain η = nkBTτ1
with τ1 marking explicitly the assumed uniform (position in-
dependent) average single particle relaxation time in such a
calculation. Once again, via equipartition, Eq. (77) holds true
in a general interacting system. In this case, the fluctuation
borne corrections in Eq. (76) arise from higher order correla-
tions. In individual non-dilute fluids, the higher order correc-
tions to particle correlations (even those beyond second order-
the so-called “Born-Green-Yvon equation” [87, 88]) may be
notable. Formally, one may redefine the relaxation time so
that only the first term in Eq. (76) remains. That is, Eq. (75)
may, of course, trivially be cast as
η = mN
∫ ∏N
i=1 d
3Ui
∏N
i=2 d
3riτ(r1,U1)r2,···rN ;U1,··· ,UN U21z f
(0)
N∫ ∏N
i=1 d3Ui
∏N
i=2 d3riU
2
z1 f
(0)
N
×
∫ ∏N
i=1 d
3Ui
∏N
i=2 d
3riU2z1 f
(0)
N∫ ∏N
i=1 d3Ui
∏N
i=2 d3ri f
(0)
N
×
∫ N∏
i=1
d3Ui
N∏
i=2
d3riU2z1 f
(0)
N
= nkBTτ′, (78)
where
τ′ ≡
∫ ∏N
i=1 d
3Ui
∏N
i=2 d
3riτU21z f
(0)
N∫ ∏N
i=1 d3Ui
∏N
i=2 d3riU
2
z1 f
(0)
N
(79)
is the relaxation time averaged not with fN(0) = exp(−βH)
but rather with U2z1 exp(−βH). Clearly, at extrapolated asymp-
totically high temperatures when the velocities are high, the
logarithmic in U1z dependence in the exponential might lead
to little difference relative to the average with exp(−βH) with
quadratic (in H) velocity dependence.
We return to Eq. (76) and note that within the liquid phase,
the viscosity is, generally, a monotonically decreasing func-
tion of the temperature. In the extrapolated high temperature
and/or dilute limit of the liquid system, the first term in Eq.
(76) is the dominant contribution. Invoking Eq. (58), we have
a lower bound on liquid viscosity at any temperature,
η ≥ nh. (80)
It is interesting to note that Eq. (80) also follows from
Maxwell’s equation η ∝ ρv` for the viscosity of a dilute gas
(of mass density ρ = mn, the velocity v, and mean free path `)
[89] if it is “quantum limited” meaning that the mean free path
saturates at high temperature and is set equal to the de Broglie
wavelength h/(mv). Although somewhat less well known, not
only in dilute gases but also in fluids, there is an analogue of
the mean free path termed the liquid “mixing length” as con-
ceived by Prandtl [90]- the distance over which an element of
the liquid will remain unaltered before mixing with the out-
side fluid. In the most commonly studied cases, physically,
for transport to occur the mean-free path, ` must be greater
than or equal to the de Broglie wavelength; for smaller values
of `, constructive interference may lead to localization, e.g.,
[24, 25]. For ideal gases with no collisions and relaxation
processes, the viscosity may become arbitrarily small. In sub-
section VII A, we will indeed discuss how such a vanishing
value may be realized the case. By contrast, if intermediate
time thermalization events (or gaseous collisions) occur, as
they do in general equilibrated non-dilute systems, then the
rates will be exactly given by Eq. (54) with the lower bound
of Eq. (58). We will further investigate the viscosity in such
a “hydrodynamic” regime in subsection VII B. In the high en-
ergy (and temperature) limit, the interaction becomes irrele-
vant, correlations become faint, and the appearance of known
ideal gas type results as an exact equalities in general multi-
particle system in the first lines of Eq. (75) is to be expected.
So far, our exceedingly simple calculations have been ex-
act within the Boltzmann formalism. Clearly, in different
fluids, the connected correlation function 〈(δτ)(δ(U21z))〉 at-
tains disparate values. There may be no general simple re-
lations that constrains and relates the deviations δτ and δ(U21z)
to each another. If, over an ensemble of fluids, apart from
the universal leading order result, higher corrections for indi-
vidual fluids are randomly distributed relative to one another
E(〈(δτ)(δ(U21z))〉) = 0 where E denotes an ensemble average
(or, equivalently, the contributions to the viscosity from the
higher order correlation functions f (0)i≥2) then, obviously,
E(
η
nkBTτ
) = 1. (81)
Although it would obviously constitute a simplification, the
assumption of Eq. (81) is not rigorous, to say the least.
Before concluding this section, we explicitly remark that
trivially inserting Eq. (54) into Eq. (76),
η = nheβ∆G + mN〈(δτ)(δ(U21z))〉. (82)
The first term in Eq. (82), that remaining if Eq. (81) holds, is
the form that we will use to investigate our experimental re-
sults. In Section X, we will review the old derivation of this
first term and remark how this result may similarly emerge
from an appropriate ensemble average. Before we do so, we
first derive the viscosity generally anew via a correlator for-
malism that will highlight the subtle low frequency limit that
needs to be taken when discussing the hydrodynamic regime.
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VII. THE CURRENT CORRELATION FUNCTION AND
THE VISCOSITY
In earlier sections, we highlighted quantum processes and
their associated rates (or time scales) in governing dynamics.
In this section, we will depart from this microscopic point of
view and first analyze the viscosity careful via continuous cur-
rent correlation functions in which discrete dynamics are not
enforced from the outset. We will then turn to examine what
occurs for finite relaxation times. The form of the resulting ex-
pressions for the viscosity are similar to those of Eqs. (75,76)
yet due to the underlying premise are not identical to these.
While response theory calculations of the viscosity in rela-
tivistic system must necessarily be cmputed via a stress tensor
correlation function, the current correlation function can be
used in non-relativistic systems. By the Kubo formulas [15],
η = m2 lim
ω→0
lim
q→0
ω
q2
ImCt(ω,q), (83)
where Ct(ω,q) is the transverse component of the retarded
current correlation function,
Ci j(t, r; t′, r′) = −iθ(t − t′)〈[ ji(t, r), j j(t′, r′)]〉. (84)
A related formula allows us to also calculate the bulk viscos-
ity, ζ,
4
D
η + ζ = m2 lim
ω→0
lim
q→0
ω
q2
ImCl(ω,q), (85)
where D is the dimension and Cl(ω,q) is the longitudinal
component of the current correlation function. Kubo formulas
were employed to derive exact non-perturbative results [91].
A. The ideal semiclassical case
Let us verify explicitly that η = 0 in the case of ideal semi-
classical gases. In this case the current correlation function is
given in imaginary time simply by,
Ci j(iω,q) =
~g
4m2
kBT
∑
n
∫
dDk
(2pi)D
(2ki + qi)(2k j + q j)G0(iΩn,k)G0(iω − iΩn,k + q), (86)
where g is the degeneracy, and
G0(iω,k) =
~
i~ω + µ − ~2k22m
, (87)
and the Matsubara sum is either fermionic or bosonic. After evaluating the Matsubara sum and assuming a classical regime such
that the equilibrium distribution function is given by the Maxwell-Boltzmann one, we obtain,
Ci j(iω,q) =
~n(λnrT )
D
4m2
∫
dDk
(2pi)D
exp
[
−β
(
~2k2
2m
− µ
)]  (2ki + qi)(2k j + q j)iω − ~2m (q2 + 2k · q) −
(2ki − qi)(2k j − q j)
iω + ~2m (q
2 − 2k · q)
 , (88)
where n is the density and λnrT =
√
2pi~2/(mkBT ) is the non-relativistic de Broglie thermal wavelength that we discussed in the
Introduction. We remark that eβµ is not the bare standard fugacity as evident by our factorization of the (n(λnrT )
D) prefactor- the
value to which the fugacity approaches in the ideal classical gas. Analytically continuing to real frequencies, iω→ ω + iδ, with
δ→ 0+, allows us to easily take the imaginary part of the current correlation function to obtain,
ImCi j(ω,q) = −
pi~n(λnrT )
D
4m2
∫
dDk
(2pi)D
exp
[
−β
(
~2k2
2m
− µ
)]∑
s=±
s(2ki + sqi)(2k j + sq j)δ((~/m)k · q − Fs(ω, q)), (89)
where
F±(ω, q) = ω ± ~q
2
2m
. (90)
The integral can now be evaluated exactly and we obtain in
the “classical” regime (i.e., ~→ 0), for instance,
ImCt(ω, q) = neβµ
√
piβ
2m
(
ω
q
)
exp
−mβ2q2
ω2 + (~q22m
)2
 ,
(91)
where n is the density, and we see that η vanish. As we
have already mentioned, this differs from the relativistic re-
sult where η→ ∞ in the non-interacting case. Note that η = 0
immediately violates the inequality (3). At this point we recall
that Eq. (3) was derived assuming a strongly interacting sys-
tem. Moreover, it is frequently argued that viscosity in non-
interacting systems is an ill-defined concept, as in absence of
collisions no meaningful hydrodynamic limit can be defined.
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B. The case with a finite relaxation time
The most difficult task within the correlation function ap-
proach is not only to obtain a non-vanishing viscosity, but also
finite moments of the frequency defined by [93, 94],
〈ωn(q)〉 = 1
Ct(0,q)
∫ ∞
−∞
dω
pi
ωnC˜t(ω,q), (92)
where n is a positive integer, and C˜t(ω,q) = ImCt(ω,q)/ω.
Both quantities depend crucially on the behavior of the re-
laxation time, which in general may be frequency- and
momentum-dependent. Eq. (91) naturally fulfills the finite-
ness criterion for the moments of the frequency, but it yields a
vanishing viscosity as it has a divergent relaxation time.
Up to now, we considered examples of characteristic time
scales which do not depend neither on frequency nor on the
wavevector. Within this framework, an easy way to account
for a finite relaxation time τ arising from collisions between
the particles is to replace the delta function in Eq. (89) by
∆s(ω,q) =
∫ ∞
−∞
dt
2pi
eit[(~/m)q·k−Fs(ω,q)]−
t2
2τ˜2 , (93)
thus providing a phenomenological model for dissipation.
Here τ˜ = τ/(2pi). Performing the integrals, we obtain,
ImCt(ω, q) =
√
2pinτ˜eβµ
mβ~
√
1 + q
2 τ˜2
mβ
sinh
 ~ωq2τ˜22m (1 + q2 τ˜2mβ )
 exp
− τ˜22 (1 + q2 τ˜2mβ )
ω2 + (~q22m
)2
 . (94)
Note that when τ → ∞ and ~ → 0 we recover Eq. (91), as it should. As before in the non-interacting case, all moments of the
frequency are finite. However, in the case of Eq. (91) we obtain the standard deviation ∆ω(q) =
√〈ω2(q)〉 = 0, while in the case
of Eq. (94), we have ∆ω = limq→0 ∆ω(q) = 1/τ˜ = 2pi/τ. As we have argued in the Introduction, ∆E = ~∆ω ∼ kBT , so we obtain
once more that τ ∼ τmin.
It is easy to see that the q → 0 limit in Eq. (83) does not vanish any longer for the case of Eq. (94). Thus, let us consider the
frequency-dependent viscosity,
η(ω) = m2 lim
q→0
ω
q2
ImCt(ω, q) =
√
pi
2
kBTnω2τ3 exp
(
µ
kBT
− ω
2τ2
2
)
. (95)
If τ is ω-independent, we still have a vanishing viscosity, just like in the free case. However, we see that if the relaxation time
scales like τ ∼ ω−2/3, a finite viscosity is obtained. We will see below, that τ ∼ ω−2/3 is also possible beyond the simple
phenomenological model above.
Another phenomenological calculation using current correlation functions considers the damping in a manner reminiscent to
that of a canonical quantum theory of screening with a relaxation time [96],
Ci j(ω,q) = − ~g4m2
∫
dDk
(2pi)D
f (k)
 (2ki + qi)(2k j + q j)
ω − ~2m∗ (q2 + 2k · q) + iγ
− (2ki − qi)(2k j − q j)
ω + ~2m∗ (q
2 − 2k · q) + iγ
 , (96)
where m∗ is the effective mass, f (k) is the distribution function, and we have introduced an unknown parameter γ, which as we
will emphasize later on may depend on both the frequency and momentum. The one particle distribution function f (k) is the
analog of that of the exact one-particle equilibrium distribution function of Eq. (72).
The transverse component of Eq. (96) is obtained by contracting it with (D − 1)−1(δi j − qiq j/q2), which yields,
Ct(ω, q) = − ~g(D − 1)m2
∫
dDk
(2pi)D
(~/m∗)[k2q2 − (k · q)2] f (k)
ω2 − γ2 −
(
~q2
2m∗
)2 [
1 − (2k·q)2q4
]
+ 2iγ
[
ω − ~m∗ (k · q)
] . (97)
Since η(ω) = m2 limq→0 q−2ImCt(ω, q), it is enough to expand
the equation above up to order q2. Thus, we obtain the long
wavelength form,
m2
q2
ImCt(ω, q) =
εK
D
4ωγ[
ω2 − ω20(q)
]2
+ 4γ2ω2
, (98)
where εK is the average effective kinetic energy density (per
unit volume), and
ω0(q) =
√
γ2 +
(
~q2
2m∗
)2
, (99)
such that q−2ImCt(ω, q) is formally identical to the imaginary
part of the susceptibility of a damped oscillator of frequency
ω0(q), “mass” Dm2/(2εK), and friction 2γ.
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From Eq. (98) the frequency-dependent viscosity
η(ω) =
εK
D
4ω2γ
(ω2 + γ2)2
, (100)
which, once again, vanishes in the hydrodynamic limit if γ
is assumed to be uniform. The analysis based on Eq. (98)
in which, unlike the derivation of Eq. (75) no interactions
(potential energy terms) were introduced is indeed valid only
in the hydrodynamic regime where the “collision rate” set by
γ (or 1/τ) is far smaller than ω. Thus, if the square in the
denominator of Eq. (100) is replaced by
(ω2 + γ2)2 → (ω4 + 2γ2ω2), (101)
then the extrapolated limω→0 η(ω) = (2εK)/(Dγ). Perform-
ing the integrals to calculate the Gaussian average of the ki-
netic energy εK , viz., trivially invoking equipartition, we find
that εK = DnkBT/2 and γ = 1/τ. When these inserted, we
regain the general result of Eq. (75). Albeit possibly pleas-
ing, the replacement of Eq. (101) is not rigorous, to say the
least. The difficulty stems from the requisite dependence of
the non-constant scattering rate γ on both q and ω in order
to properly amend the non-interacting theory in the hydrody-
namic regime, namely, γ = γ(q, ω).
We briefly consider some of the simplest possible forms
for γ and will then turn in Eq. (105) to another independent
and far more rigorous derivation of the universal outcome of
Eq. (75). The two simplest possibilities for achieving a finite
ω → 0 limit in Eq. (100) are γ ∼ ω2/3 and γ ∼ ω2. The
former arises in an Ising-Nematic system [97]. Note, how-
ever, that in such a system the dispersion is anisotropic. The
latter occurs in a Fermi liquid in three dimensions at low tem-
peratures. There typically γ ≈ A˜~Fω2/(kBT )2, where A˜ is a
numerical coefficient. In this case we obtain for the viscosity,
η ≈ A˜4~
5
(
F
kBT
)2
, (102)
where we have specialized to a spin degeneracy g = 2. The
above formula corresponds to the well-known 1/T 2 behavior
for the viscosity of a Fermi liquid [18].
As the above forms may be valid only in a limited hydro-
dynamic range of the frequencies, Eq. (98) does not lead to fi-
nite moments of the frequency for all n in Eq. (92). Assuming
a dependence on the frequency for γ is an ad-hoc procedure
which is not completely consistent- the sum rule [93],∫ ∞
−∞
dω
pi
ImCt(ω, q)
ω
=
n
m
, (103)
is not fulfilled for a simple Ansatz γ = cω2 with c being a
positive constant, since the integral diverges in this case. In
the case of Fermi liquid theory the situation is different, since
there γ just behaves like ∼ ω2 at low temperatures, while the
complete result leads to a finite result for the integral appear-
ing in the sum rule above. On the other hand, a convergent
integral is obtained if one assumes that γ depends only on q.
Indeed, we obtain,
γ ≈
√
kBT
m
q, (104)
in the long wavelength limit. Unfortunately, in this circum-
stance we would obtain η(ω) = 0. This indicates that the
best Ansatz should assume a γ that depends both on ω and q.
In this case our analysis is reminiscent from the interpolating
Ansatz to compute the viscosity of simple fluids introduced
by Forster et al. long time ago [95]. This approach is, in
fact, more general, and is based on few principles involving
sum rules relative to moments of the frequency, and analyt-
icity arguments. In this sense, our simple phenomenological
Ansatz (96) can be viewed as a motivation to a more rigorous
approach, where ImCt(ω, q) can be written quite generally as
[93, 95],
ImCt(ω, q)
Ct(0, q)
=
ω3q2Dt(ω, q)
[ω2 − c2(q)q2]2 + [ωq2Dt(ω, q)]2 , (105)
where Dt(ω, q) is a dynamical diffusion coefficient, which can
be determined from sum rules and has the form,
Dt(ω, q) = [c˜2(q) − c2(q)]τ(q)D[ωτ(q)], (106)
where possible phenomenological interpolating Ansa¨tze for
the functionD[ωτ(q)] are [95],
D[ωτ(q)] =

1
1 + ω2τ2(q)
,
e−ω
2τ2(q)/pi,
e−2|ω|τ(q)/pi,
(107)
with τ(q) being a q-dependent relaxation time, which will ac-
tually have a different functional form depending on the cho-
sen Ansatz for the function D[ωτ(q)]. From the three possi-
bilities in Eq. (107), the first one is the less accurate, since
it fails to yield a finite fourth moment of the frequency. This
approach has the virtue of being more general and able to po-
tentially yield the correct large time limit, which should cor-
respond to the non-interacting regime (91).
Upon accounting for the sum rule (103) and evoking the
Kramers-Kronig relaton, we easily obtain that Ct(0, q) = n/m.
Thus, by identifying 2γ with q2Dt(ω, q), we see by comparing
with Eq. (98) that nω2/m should match 2q2εK/(Dm2). This
indicates that εK would have to be dependent on ω/q, some-
thing we have not assumed so far. A dependence on ω would
indeed arise in a non-equilibrium situation where the distribu-
tion function is also time-dependent. In this case,
εK(ω/q) =
~2
2m
∫
dDk
(2pi)D
k2 f (k, ω/q). (108)
On the other hand, by insisting on what we have been doing
so far, we would be led to the identification of nmω2/(2q2)
and nkBT/2, obtaining in this way a frequency spectrum of
the same form as the damping in Eq. (104).
For simple liquids the shear modulus vanishes, which im-
plies in general that c(0) = 0 in Eqs. (105) and (106), while
[93] (in particular, Eq. (47) in chapter C therein)
mc˜2(q) =
2εK
Dn
+n
∫
dDr g(2)(|r|) sin
2 q · r
q2
[∇2−(qˆ·∇)2] Φl(|r|),
(109)
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where g(2)(|r|) is the pair distribution function, and Φl the liq-
uid pair potential. In this way the hydrodynamic limit yields
the viscosity in the form η = mnDt(0, 0). The two terms in Eq.
(109) play a role analogous to those in Eq. (76). In an ideal
gas (for which the total kinetic energy is (DVnkBT )/2) with
no higher order correlations (and consequent connected cor-
relation function for general fluctuations), only the first term
in Eq. (109) is important. We remark that at low tempera-
tures, the second term in Eq. (109) is notably important. In
fact, as the temperature is elevated from very low values and
the system becomes less stiff, the speed of sound c˜ initially de-
creases with the temperature. By the Newton-Laplace equa-
tion, c˜(0) ∼ √G∞/(mn) where G∞ is the infinite frequency
shear modulus. (Although, as stated above, a defining proper
of liquids is that they exhibit no resistance to shear at long
times, they do behave like solids with an effective modulus
G∞ at very short times.) The speed of sound in low tempera-
ture systems is notably different from the rms thermal speed.
The relaxation time τ that we computed in earlier sections was
associated with the transitions from one state to another (not
the speed of a uniform acoustic mode in a nearly static solid
or liquid- one whose state does not change). That is, there is
a difference between the speed within a local element of the
fluid and that associated with the motion of a fluid element
relative to the external fluid which is linked to mixing.
VIII. LOWER BOUNDS ON THE EXTRAPOLATED HIGH
TEMPERATURE VISCOSITY IN SEMI-CLASSICAL
SYSTEMS
In Section VI, employing the monotonicity of the viscosity
in temperature within the liquid phase, we derived the bound
of Eq. (80) on the viscosity. We will now elaborate on how
this bound follows from the results in Section VII. Our aim is
to reinforce the perhaps this all too simple lower bound on the
viscosity and to, later on, motivate that this bound might be
saturated (i.e., becomes an equality) in the extrapolated high
temperature limit of the viscosity in the liquid phase.
Similar to the discussion following Eq. (76), in the low den-
sity limit and/or extrapolated high temperature limit, the first
term in Eq. (109) dominates. The result of Eq. (109) may be
compared and equated with the weighted average τ of kinetic
relaxation times τ˜(r1,U1)r2,···rN,U2,···UN in Eq. (75). Therefore,
from Eq. (106), in D spatial dimensions, and at extrapolated
high temperatures where the first term in Eq. (109) dominates,
η(0) = mnc˜2(0)τ ∼ 2εKτ
D
, (110)
where τ = τ(0) and in the argument of η, we highlight the ne-
glect of the second, higher order, term valid in the low density
limit. As εK = DnkBT/2, we obtain once more the result of
Section VI, viz.,
η(0) = nkBTτ. (111)
This result is true irrespective of the Ansatz used in (107).
Thus, the simple kinetic theory calculations of Section VI
leading to Eq. (75) may be generally rederived by employing
a potent approach based on the dynamical diffusion coefficient
Dt(ω, q) when the latter is examined at high temperatures. We
highlight that Eqs. (75, 110) are more general than Eq. (80)
in which the particular limit of Eq. (56) is invoked.
Related observations have been made in other works, e.g.,
[98] along the following lines. The zero shear viscosity of the
fluid is the ratio of the hydrostatic pressure to the collision
rate , η(0) = P/r. For dilute fluids, the hydrostatic pressure
P = nkBT and thus we have Eq. (111). For finite densities,
the viscosity may be empirically may be written as an expo-
nentiated polynomial multiplying the low density limit [99],
η(n) ≡ η(0)W = η(0)e∑si=1 Bini (112)
where the coefficients {Bi} are not of a fixed sign. We remark
that, clearly, in those systems in which η(n) ≥ η(0) then by
Eqs. (58,111), we will have the result of Eq. (80) yet again.
A more practical related bound can be generally derived. In-
serting Eq. (63), we have from Eq. (111) for a dilute liquid
η(0) = nhe−∆S A/kB eβ∆HA , (113)
for the viscosity of a dilute fluid in the vicinity of an equilib-
rium temperature TA. Thus if we fit the viscosity curve to an
Arrhenius form
η(0) = Aeβ∆, (114)
by examining the local tangent to the ln η curve when plotted
as a function of the inverse temperature β = βA, we have for
the coefficient at T = TA, the amplitude
A = nhe−∆S A/kB . (115)
As, by its definition,at any temperature T , the entropy differ-
ence ∆S ≤ 0, the amplitude of the local Arrhenius form in Eq.
(114) must always satisfy
A ≥ nh, (116)
at any equilibrium temperature TA; this relation is more ex-
perimentally pertinent than Eq. (80). As explained in Section
IV C, at the lowest equilibrium temperature T minA , one may an-
ticipate ∆S A = 0 leading to a precise quantization of the pref-
actor A. Due to the availability of excited transition system
states (vis a vis the minimal energy escape states) at high en-
ergies/temperatures, one may anticipate the effective gap ∆ in
Eq. (114), i.e., the enthalpy difference ∆HA increases with
1/TA. Furthermore, if the entropy difference ∆S A is mono-
tonically decreasing in temperature TA at which it is evaluated
(or, stated equivalently, the difference in entropies between
the full system S transition and that comprised of escape level
subsystem S escape is monotonically increasing in temperature
TA) then, as Eq. (115) attests, the prefactor A becomes larger.
Thus, when ln η is plotted as a function of (1/T ) the local
slope at a temperature TA is the energy difference ∆HA which
may increase with the temperature TA concomitantly with an
increase of the adduced prefactor of Eq. (115). Such a pre-
diction may be empirically tested (this trend seems to be in
accord with numerical data, e.g., [76]).
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Most generally, of course, the local Arrhenius form at T =
TA is exactly given by
η= W(n,TA) × η(0)
= W(n,TA) × nhe−∆S A/kB eβ∆HA , (117)
with W a density (and temperature) dependent function. One
may trivially calculate this viscosity from Eqs. (54,111) for
simple cases such as a particle in a box [71].
In Section XI, we will compare experimental results with
what one would anticipate if the lower bounds of Eqs.
(58,80,116) would be saturated- that is, if these inequalities
would become equalities in the extrapolated limit of dynam-
ics and viscosity in the liquid phase to infinite temperatures.
As it is illuminating, we first review Eyring’s theory of the vis-
cosity and then explain how our derived bounds and the exact
relations of Eqs. (76,117) lead to these results if an assump-
tion identical to Eq. (81) is invoked.
IX. POSSIBLE STRICT BOUNDS ON
VISCOSITY/ENTROPY VALUES IN GENERAL SYSTEMS
Eqs. (69, 78) further suggest a restriction on the extrapo-
lated viscosity of general (i.e., not necessarily semi-classical)
liquids to high temperatures,
η ≥ nh
4pi2
. (118)
If the entropy of a high temperature liquid is bounded from
above by that of an ideal gas at the same temperature (Eq.
(9)) then in the extrapolated high temperature limit (wherein
the thermal de Broglie wavelength λnrT → ∞), the viscosity to
entropy density ratio,
η
s
≥ ~
5pikB
, (119)
where s is the entropy per unit volume. This bound is (4/5)
smaller than that of Eq.(3) originally motivated by holography
in string theory. (We find a lower bound that is twice as large
as Eq. (119) if we invoke τquantum(T ) & h2pi2kBT of [85].) In
general spatial dimension D, our above derivation of Eq. (119)
will lead to ηs ≥ 1D+2 ( ~kB ).
X. THE EYRING THEORY FOR THE VISCOSITY (WITH
ADDITIONAL CONSTRAINTS) FROM THE SINGLE
PARTICLE BOLTZMANN EQUATION
We now will briefly review Eyring’s theory for the viscos-
ity (which gives rise to the first term in Eq. (76)). In doing
so, we will highlight a property that has been overlooked until
now. Namely, we will explain how, by its mean single particle
nature, this theory must give rise to the leading (single parti-
cle) contribution to the viscosity in the Boltzmann equation.
Thus, contrary to what Eyring advanced, in thermodynamic
equilibrium this theory must lead to the aforementioned first
term Eq. (76) with no undetermined prefactors (as present in
his original derivation). The absence of widely varying ad-
ditional prefactors is important; in Section XI we will find
that, on average, the prefactors in fitting the viscosity with Eq.
(114) at the lowest temperature at which the system remains in
equilibrium are very close to those anticipated from our sim-
ple kinetic theory considerations. That is, contrary to earlier
approaches, we suggest that at this lowest equilibrium temper-
ature, the prefactor A may be very nearly equal to unity.
Eyring [56] (and later Cohen and Grest [100]) advanced
theories for the viscosity of liquid (and supercooled liquids)
based on considerations of available volume for minimal pro-
cesses. In what follows, we will review these ideas following
[56] and then posit a new extension from these that may lead
to a sharp quantization that saturates our derived bound of Eq.
(80). As in the Cohen-Grest free volume theory [100], Eyring
assumed that excess volume was cardinal in order to enable
motion. Eyring posited the existence of “holes” in a liquid to
which particles may move to (leaving a hole in their former
location). Effectively, he viewed the combination of a particle
and a “hole” as an “activated molecular complex” and tried to
view motions as transitions via such molecular systems. He
modeled the rate of particle motion to such holes as a reaction
process and subtracted the rate of backward motion (namely,
that in a direction opposite to an applied shear) from that of
forward motion. The notion of a “hole” (or vancacy) is, e.g.,
well defined for a solid system and electronic Fermi liquids,
yet not quite so for general gaseous and liquid systems. We
remark that although holes [56, 73] in a liquid might be ill-
defined, the notion of examining, in a broader and more rigor-
ous context, pairs of time reversed states (any motion with or
without imaginary holes) as a way to sum over the evolution
of all states is viable. Towards that end, we may revisit and
amend Eyring’s derivation and consider all processes Υ∓ for
the rate of forward and backwards motion relative to the ap-
plied external shear direction. These time reversed states have
energy shifts relative to each another.
Following his logic and terminology, Eyring considered
neighboring “layers” of particles (transverse to the z direc-
tion in Section VI) each of width λ1 drifting, in the notation
of Section VI, along the x direction with speed ∆u relative to
the layer beneath them. The distance between viable low en-
ergy particle locations in the same layer is defined to be λ (the
distance between viable minima in the cartoon of Fig. (1).
The area per ion in the sheared layer is A. Eyring equated the
viscosity η = fλ1/∆u with f the force per unit area leading to
the displacement of one layer relative to another with relative
speed ∆u (i.e., in more standard nomenclature, f is the shear
stress). The applied external shear force symmetrically lowers
(when f > 0) the energy barrier for forward motion (along the
positive x direction) while elevating it for backwards motion
by amounts (∓( fλA/2)) respectively. The rates of forward and
backwards motion are (consistent with Eq. (54)) are
r f orward = reβ f Aλ/2, rbackwards = re−β f Aλ/2, (120)
with r the rate in the absence of an applied external shear.
Thus [56], the difference in velocities between layers and con-
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sequent viscosity are given by
∆u = λr(eβ f Aλ/2 − e−β f Aλ/2),
η =
fλ1
λr(eβ f Aλ/2 − e−β f Aλ/2)
∼ kBTλ1
rλ2A
, (121)
where in the last line the asymptotic form for fλA  kBT was
invoked. This can be re-expressed as η = nkBT/r × (λ1/λ) =
nkBTτλ1/λ. The ratio (λ1/λ) is that between the layer width-
the inter-particle distance along the direction transverse to the
applied shear- to the distance of the jump along the applied
shear direction. Clearly, in a uniform isotropic fluid, if the
jump distance (λ) is equal to the inter particle distance along
any direction (including the transverse direction for which the
inter particle distance is λ1) then the viscosity will be given by
the first term of Eq. (76)– the dilute fluid result of Eq. (111).
As noted in the beginning of this section and as the reader can
now verify the above derivation of Eyring invokes only a uni-
form single particle relaxation time. As it considers only sin-
gle particle motion with uniform relaxation rate, whatever the
details of derivation and underlying assumption, if it is con-
sistent, the result must reduce to the uniform single particle
contribution to the general Boltzmann equation described in
Section VI. This is so as the single particle Boltzmann deriva-
tion assumes nothing but the existence of a uniform relaxation
time and the existence of an equilibrium Boltzmann distribu-
tion. Thus, we see that as promised in the beginning of this
section, within the picture of single particle motion with con-
stant τ (regardless of its microscopic origins associated with
volumes and “holes”), effectively the ratio (λ1/λ) introduced
by Eyring cannot, contrary to [56], be left arbitrary; this ratio
must be replaced by unity.
If one goes beyond the uniform single particle picture it is
evident that unlike in a periodic crystal, in the many disparate
processes that may summed over (as in Eq. (54)), the local
values of the ratio (λ1/λ) may vary. Spatially averaged over
each individual liquid, this distribution may lead to an effec-
tive shift of (λ1/λ) from unity.
XI. COMPARISON WITH MEASURED VISCOSITIES OF
METALLIC FLUIDS
In this section, we contrast the considerations of the pre-
vious sections with experimental measurements of complex
metallic fluids exhibiting nontrivial atomic composition and
interactions, e.g., [106]. We will perform our analysis by fit-
ting the viscosity of Eq. (117) setting We−∆S A/kB to unity. As
discussed in subsection IV C, we may set at the lowest tem-
perature at which the system is in equilibrium, ∆S A = 0 (we
will return to this in Section XII and further conjecture that
(the random) corrections in the second term of Eq. (76) lead
to a value of W = 1). We now fit the viscosity in the vicin-
ity of this lowest temperature at which the system is still in
equilibrium to an Arrhenius form (Eq. (63)),
η = Anh exp(−β∆HA) (122)
and then extract the prefactor A. An Arrhenius form is a pre-
diction of several theories of liquid (and supercooled) dynam-
ics, e.g., [56, 73, 101–105]. The lowest temperature at which
the liquid is still in equilibrium was gauged by (i) its smooth
viscosity form as the liquid was rapidly cooled from high tem-
peratures (see Appendix A and [31]) as well as (ii) observ-
ing, numerically, what is the lowest temperatures at which the
Stokes-Einstein relation still holds [76].
If the hypothesis concerning the saturation of the exact in-
equalities of Eqs. (58, 80, 116) in the extrapolated infinite
temperature limit and/or the assumption of the ensemble aver-
age of Eq. (81) is correct then, on average, E{Aa} = 1. We first
focus on the assumption of an exact saturation of Eqs. (58, 80,
116) with forms more complicated than Eq. (122) and explain
why this will canonically give rise to a Gaussian distribution
of the prefactors A about an average value of unity.
We remark that following the spirit of Jaynes [107], given
a large ensemble liquids {a}, we can examine the probability
distribution Prob(A) for having a particular prefactor in Eq.
(122). If we define a function Q(A) by setting
Prob(A) ≡ Ne−Q(A), (123)
with N a normalization constant and require that the aver-
age value
∫
dA Prob(A) A = 1 (that may be mandated by a
choice of the Lagrange multiplier as in canonical ensembles
for the average anergy instead of an average value of A) and
that Prob(A) has its maximum at A = 1 (requiring that Q have
a quadratic minimum at A = 1), we find a Gaussian form for
the probability distribution of A values. Stated alternatively,
the exact relation of Eq. (56) will become inexact when we
use the approximate form of Eq. (122). This unbiased ap-
proximate form will satisfy this relation only on average as
information is lost when we use the less detailed approximate
form of Eq. (122). In general data sets, one may work back-
wards from the distribution of measured values such as those
of Aa to find a corresponding “effective energy” Q. That is, in
general problems, given a distribution value for fit parameter
values, exact constraints such as those concerning a saturation
of Eq. (80) will become embedded in the logarithm (Q) of the
probability function. If no other constraints or biases appear
then Q will have its minimum about the value that it should
have attained as an exact equality (viz., a Gaussian distribution
appears). On a more rudimentary level, if the higher order cor-
rections in Eq. (76) (or those form higher order multi-particle
correlation functions) from different liquids in an ensemble
are uncorrelated with each other and effectively randomly dis-
tributed in a Gaussian fashion about the universal leading or-
der term of nkBTτ then one would anticipate a corresponding
scatter in the values of Aa. In Section XII, we will further
explain that on supercooling a liquid, a distribution of effec-
tive temperatures may result; this may broaden the spectrum
of prefactors Aa in Eq. (122).
In Figure 2, we compare these expectations with the data
reported in [31] (in particular, table S2 therein). The values
of {Aa} reported in [31] were found by fitting the viscosity
of supercooled fluids at temperatures just slightly above the
temperature (labelled Tcoop in Figures (8, 9)) at which each
liquid adheres to Eq. (122) (as described in more detail in the
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Appendix). In the context of Section IV C, Tcoop ≡ T minA .
At lower temperatures, T < Tcoop, the system falls out
of thermal equilibrium (as, e.g., seen by the violation of
the Stokes-Einstein relations) and cooperative effects set in
[31, 76]. At such low temperatures, departure from equilib-
rium becomes more noticeable and the viscosity grows faster
than Eq. (122) with a constant energy barrier ∆Ha. That is, in
Figure 2 and Eq. (122), we choose the temperature TA of Sec-
tion IV C to be Tcoop- the lowest temperature in which thermal
equilibrium still holds. In Section XII, we briefly discuss a
particular interpretation that may be associated with this low-
est equilibrium temperature, Tcoop ≡ T minA .
As explained and invoked in subection IV C and in Section
VIII (in particular, Eq. (117) therein), this relates to our form
of Eqs. (47,54) with an effective µ(T ) set to its limiting value
in the lower temperature end of the equilibrated liquid phase
(where equilibration still holds yet will break down at lower
temperatures, T < Tcoop). Figure 2 depicts the probability
of the deviation of the extrapolated high temperature viscos-
ity from the theoretical value of nh. The s ≡ (A − 1) values
are contrasted with those anticipated from a Gaussian distri-
bution. The comparison suggests that the measured values of
A are indeed normally distributed around the theoretical value
of unity. Over the ensemble of measured 23 liquids, the mean
value, when averaged over all liquids (1 ≤ a ≤ 23), of
E({Aa}) = 0.99353 , (124)
and the width of the distribution σ = 0.453. For the average
value E({Aa}) = 123
∑23
a=1 Aa the corresponding standard devia-
tion about the mean value is σ/
√
22 ∼ 0.09.
The activation barriers {∆Ha} that we found when fitting the
data to Eq. (122) are reasonably close to the kBTevaporation as
is consistent with the discussion following Eq. (47).
XII. THE LOWEST EQUILIBRIUM TEMPERATURE AND
POSSIBLE LINKS TO QUANTUM THERMALIZATION
It may appear to be little connection between the low-
est temperature at which the liquid remains in equilibrium
Tcoop ≡ T minA to the melting or, more precisely, the liquidus
temperature. The liquidus temperature is, by its definition,
the lowest temperature at which a material may remain com-
pletely liquid. In the current section, we would like to suggest
that a relation between the two might appear quite naturally.
This connection may, yet again, be a consequence of the un-
derlying quantum nature of the liquid. As has been argued
for by numerous researchers [108–111], thermalization may
be an inherently quantum phenomenon of many body sys-
tems. More specifically, a quantum system with an energy
density (or temperature) lying above the mobility edge [112]
may become thermalized at long times: the long time average
in quantum state may equal to a static average computed via
statistical mechanics. Any quantum state may be expanded in
eigenstates. Ergodicity then suggests that such a thermaliza-
tion might be manifest even at the level of a single eigenstate
(as advanced by the “Eigenstate Thermalization Hypothesis”
FIG. 2. (Color online.) Contrast with experiment. This graph illus-
trates how close the average of the prefactor in the Arrhenius form
of Eq. (122) is to unity (Eq. (124)). Here it is possible to gauge
the distribution of extrapolated high temperature viscosity of super-
cooled metallic liquids about the quantum limit set by nh with n the
particle density and h Planck’s constant. Specifically, in this figure,
we plot along the vertical axis is the fraction of liquids in the en-
semble of 23 liquids experimentally studied (see the Appendix for
details) and in [31], i.e., the probability Prob(s ≤ S ), as a function
of the extrapolated high temperature viscosity assuming the single
exponent form of Eq. (122) with s = (A − 1) (black square sym-
bols associated with the 23 data points). The red curve corresponds
to the cumulative function associated with the normal distribution,
1
2 [1 + Er f (S − 〈s〉)/(σs
√
2)].
[108–110]). In Appendix (B), we discuss the essentials of this
hypothesis as it pertains to our work. According to the sim-
plest rendition of this hypothesis, for pertinent operators O,
the average
〈n|O|n〉 = Tr(ρO). (125)
On the lefthand side of Eq. (125), the expectation value of
O is computed within an eigenstate |n〉 of energy E; on the
righthand side a statistical mechanical average is performed
with a density matrix ρ (e.g., micro-canonical or canonical)
associated with the same energy E. Within such a picture,
eigenstates with an energy above the mobility edge may be-
come thermalized. By contrast, eigenstates of sufficiently low
energies (below the mobility edge), need not thermalize and
instead the system may become “many body localized”. In
random systems, it has indeed been established that many
body localization may even persist to energy densities asso-
ciated with the system at infinite temperatures [113]. When
eigenstate thermalization holds, the microcanonical average
is equal to that evaluated within a single stationary eigen-
state (related extensions even appear for systems with time
dependent Hamiltonians [111]). In such thermalized quantum
states, the system is ergodic. If the Eigenstate Thermalization
Hypothesis is taken seriously then this might imply that (i) the
loss of full ergodicity of the liquid as it slowly cooled to form
a solid breaking translational, rotational, or other symmetries
and (ii) the non thermalized states breaking the Stokes Ein-
stein relations at low enough temperatures [76] might need to
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share a common origin. That is, at sufficiently low energy den-
sities, the system eigenstates lie below the mobility edge and
are largely localized; at these temperatures or energy densi-
ties, the eigenstates no longer satisfy the Eigenstate Thermal-
ization Hypothesis (as indeed occurs in many body localized
systems). Accordingly, a consequence of this viewpoint is
that associated energy scales below which the eigenstates no
longer satisfy the Eigenstate Thermalization Hypothesis need
to be the same for both (a) the melting or liquidus temperature
Tl and (b) the lowest equilibration temperature of the liquid
(Tcoop ≡ T minA ) at which, e.g., thermodynamic considerations
leading to decay rates of the form of Eq. (54) as well the
Stokes Einstein relations still hold may be the same. Taken
together, (a) and (b) imply that
Tl ≈ Tcoop. (126)
This viewpoint further suggests that at the lowest equilibra-
tion temperature TA = Tcoop ≈ Tl, as no fully ergodic ther-
mal states lie below the mobility edge, the entropy difference
may indeed precisely saturate, i.e., ∆S A = 0 in Eq. (117)
(as invoked in Section XI and Eq. (122)). For hydrodynamic
motion restoring ergodicity (and full thermalization) there are
available states at corresponding energies (or associated tem-
peratures). Below that, the states are non-ergodic and the full
thermalization over all of phase space is not restored (even
though there are, of course, numerous low energy states that
are partially localized and non-ergodic). At the energy associ-
ated with T = Tl there may be only one ergodic state. At lower
energy, no fully ergodic states remain. Semi-classically, for a
single ergdoic state at the energy scale associated with T ≈ Tl
(leading to ∆S A = 0 at such a lowest equilibration tempera-
ture), one may anticipate that the average 〈τU21z〉 = 〈τ〉〈U21z〉 in
Eq. (75) leading to vanishing corrections in Eq. (76). Invok-
ing Eqs. (54, 76) and that τ = 1/r, all of these considerations
further motivate that the prefactor in Eq. (122) for the vis-
cosity at the lowest equilibration temperature T minA = Tcoop
satisfies A ≈ 1.
In what will follow, we will elaborate on the consequences
of possible widening of the energy distribution function upon
supercooling of liquids. These may render some of our sug-
gested exact equalities in earlier sections only correct, on
average. In Figure 3, we contrast Tl and Tcoop for 23 ex-
perimentally examined supercooled metallic fluids and in-
deed find them to be close to one another. Quite naturally,
in a supercooled liquid, the system might not have “enough
time” to thermalize at the lowest equilibration temperature
as it is rapidly cooled below that temperature before be-
coming “frozen” in a quenched state. On very short time
scales, only local readjustments might be more readily pos-
sible. Consequently, the effectively measured lowest such
equilibration temperature may be higher than the true ideal
minimum amongst the system eigenstates. Below Tcoop there
may be an effective crossover coexistence of the many body
localized and ergodic states; eigenstates that do not fully ther-
malize and become ergodic (i.e., do not satisfy the Eigenstate
Thermalization Hypothesis) may be occupied. Only a frac-
tion of these eigenstates might become delocalized and equi-
librate. In [102], a near equality between the two tempera-
tures (for other fluids) was found to be consistent with simple
expectations for ideal tessellations for a simple liquid favor-
ing icosahedral structures (as found in metallic glasses, e.g.,
[76, 114]). For instance, for a simple Lennard Jones liquid
that favors local low energy icosahedral structures (possibly
associated with an “avoided” transition at Tcoop [101–103]),
the local energy density is 8.4% lower than that of a regular
lowest energy crystal associated with the global energy mini-
mum (connected with Tl). Such a deviation is not far off the
mark from the average E(Tcoop/Tl) = 1.075 found for the 23
examined metallic fluids in Figure 3. For the 11 non-metallic
supercooled liquids studied in [102], this average was 1.096.
Thus, for the total ensemble of 34 supercooled liquids studied
here and in [102], the average value of E(Tcoop/Tl) = 1.082
(a value that happens to be proximate to the 8.4% difference
in energy densities between the minimal energy global struc-
tures (a face-centered cubic (FCC) structure) and lowest local
energy density icoashedral configuration in the quintessential
simple Lennard Jones liquid [102]).
We now reiterate and formalize our considerations. This
will enable us to argue for more general stringent inequalities
augmenting the approximate equality of Eq. (126). Starting
from any high temperature equilibrium state of the liquid (for
which the Eigenstate Thermalization Hypothesis of Eq. (125)
applies), we can cool via the unitary operator
U(t f inal, tinitial) = T e−
i
~
∫ t f inal
tinitial
dt′H(t′)
, (127)
where T is the time ordering operator between the initial and
final cooling times and H the system Hamiltonian with time
dependent parameters that capture the cooling starting from
the high energy equilibrated system (associated with a temper-
ature Tinitial > Tcoop) at an initial time tinitial to lower energies
at a time t f inal (characterized by low measured temperature
T f inal = T ) For supercooled fluids, the evolution operator U
may, e.g., encode locally preferred structures in glassy sys-
tems, [101–103]. In slowly cooled annealed systems, U may
give rise to an ordered crystalline state. Generally, the state
ψ(t f inal) = U(t f inal, tinitial)ψ(tinitial). (128)
This state may be expanded in the eigenbasis of H(t f inal)- the
time independent Hamiltonian with which it evolves for all
subsequent times t ≥ t f inal. That is, we may, of course, write
ψ(t f inal) =
∑
j
c jφ j, (129)
where {φ j} are the eigenstates of H(t f inal). The full system
Hamiltonian H(t f inal), that of the many atom system with all
kinetic and interaction terms in tow, may admit crystalline
or other symmetry breaking eigenstates at low energy den-
sities (or temperatures); these states may be experimentally
observed below the melting/liquidus temperature in slowly
cooled liquids with an essentially time independent H. By
contrast, at sufficiently high energies E j, the associated eigen-
states φ j correspond to the uniform liquid. (At yet higher en-
ergies, gaseous and other phases may appear.) If the system is
held below the liquidus temperature Tl then, clearly, the eigen-
states {φ jlow } having an energy density lower than that of melt-
ing enjoy a sizable total probability,
∑
jlow |c jlow |2 = O(1). (For
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clarity, we emphasize that these low energy eigenstates consti-
tute a subset of all eigenstates of H(t f inal), i.e., {φ jlow } ⊂ {φ j}.)
The eigenstates {φ jlow } no longer satisfy the Eigenstate Ther-
malization Hypothesis as the crystal (or other solid state with
which they are associated) is no longer ergodic. Instead, such
low energy states {φ jlow } may lie below the mobility edge and
be many body localized [113]. Thus, at these energy densi-
ties, the state ψ(t f inal) is not completely ergodic as it has, in
Eq. (129), components φ jlow lying below the mobility edge.
Consequently, the long time evolution (t > t f inal) generated
by the time independent H(t f inal) is not ergodic- the low en-
ergy states will remain localized at long times. Putting all of
the pieces together, augmenting the approximate equality of
Eq. (126), we may have the following as a corollary:
• (i) If a system has a melting temperature (or more general
liquidus temperature) Tl at which ergodicity is broken for an
annealed liquid, then regardless of how rapidly this liquid is
cooled from high temperatures, it must become non-ergodic at
a temperature
Tcoop ≥ Tl. (130)
Both Eqs. (126, 130) seem to be largely in accord with the
experimental data as displayed in Figure 3.
For, e.g., a crystal formed below the melting temperature,
the system states are not ergodic as translational and other
symmetries are broken (but are ergodic only within a sub-
space of phase space). In such a case, we may make the
system effectively ergodic by augmenting the system Hamil-
tonian (such as that appearing in the density matrix in Eq.
(125)) by external fields and/or boundary terms. If such fields
are added then the system will remain ergodic at all positive
temperatures. By the Eigenstate Thermalization Hypothesis,
if the slowly cooled liquid becomes a crystal or another solid
that remains thermal then even if such a system is supercooled
below its liquidus temperature then
• (ii) No finite temperature “ideal glass” transitions (at
which a supercooled liquid falls out of equilibrium on all times
scales) exist.
This possible corollary is at odds with the most prominent
fit for glassy dynamics. Indeed, according to the celebrated
Vogel-Fulcher-Tammann-Hesse (VFTH) fit [115], the viscos-
ity of a supercooled liquid is given by
ηVFT H = η0eDT0/(T−T0), (131)
where η0,D, and T0 are liquid dependent constants. As Eq.
(131) makes clear, the VFTH function posits an ideal glass
transition temperature T0 at which the relaxation times and
viscosity diverge. Other expressions, e.g., [31, 101–103] for
the viscosity are consistent with both (i) and (ii). In what fol-
lows, we derive similar forms consistent with both corollaries.
We briefly further underscore and reiterate the possible
physical content of item (ii). Starting from a high tempera-
ture state, a slowly cooled liquid may become a solid. The
resulting solid breaks ergodicity via, e.g., translational and ro-
tational symmetry breaking. Nevertheless, such an annealed
solid formed by gradual cooling generally remains thermal
and is ergodic within a subvolume of phase space. According
to (ii) above if, starting from the initial high temperature state,
this very same liquid (that forms a thermal solid upon slow
cooling) is rapidly supercooled then this system may, corre-
spondingly, still remain thermal at all positive temperatures
irrespective of the cooling rate.
FIG. 3. (Color online.) An experimental comparison between the
lowest temperature Tcoop ≡ T minA at which Arrhenius dynamics ap-
pear and the system may be equilibrated (and can, e.g., satisfy,
the Stokes Einstein relation [76]) to the liquidus temperature Tl .
Specifically, we plot, based on the data of [31], along the vertical
axis is the fraction of liquids in the ensemble of 23 liquids studied
here (see the Appendix for details) for which the ratio (Tcoop/Tl)
is smaller than a given value. The black square symbols associ-
ated with the 23 data points); the continuous red curve corresponds
to the cumulative function associated with the normal distribution,
1
2 [1 + Er f (Ratio − Ave)/(σ
√
2)] where Ave = 1.075 denotes the av-
erage value of (Tcoop/Tl) for the 23 examined supercooled metallic
liquids. A similar average appeared for the 11 non metallic glass
formers studied in [102].
We now turn to an examination of the possible more spe-
cific predictive quantitative consequences of the Eigenstate
Thermalization Hypothesis-many body localization paradigm
at low temperatures. Our earlier analysis led to Eq. (117)
at sufficiently high temperatures (T ≥ Tcoop) such that the
system remains in equilibrium; in the vicinity of the lowest
temperature (T = Tcoop) at which the system still remains in
equilibrium, the viscosity was of the form of Eq. (122) with
A = 1 (as was tested in Section XI). We now turn to the sit-
uation of supercooled fluids at temperatures T < Tcoop. As
emphasized earlier and touched on in corollary (i), at these
temperatures the system is no longer ergodic. In the eigen-
state decomposition of Eq. (129), the sum
∑
jlow |c jlow |2 = O(1)-
a large component of the system is many body localized. A
complementary high energy piece (that associated with en-
ergy densities above melting or liquidus temperature Tl) of
the wavefunction lies above the mobility edge. In the sim-
plest analysis, only this higher energy part of the wavefunc-
tion of Eq. (129) can contribute to transport. If the Eigen-
state Thermalization Hypothesis holds for this constituent of
the wavefunction then its contribution to the system proper-
ties will be identical to that anticipated from equilibrium ther-
modynamic considerations. We may therefore anticipate that
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the relaxation rate for transport will be given as a weighted
superposition of Eq. (54)) at different effective temperatures
(corresponding to the “stretching” of the energies values ap-
pear in the decomposition of Eq. (129)). For the states formed
by supercooling (Eqs. (127,128,129)), the energy distribution
function is given by p(E) =
∑
j δ(E j−E)|c j|2. As noted above,
this broad energy spectrum may rationalize the inequality of
Eq. (130). In the vicinity of Tcoop, it is expected that energy
densities corresponding to effective temperatures in its prox-
imity are superposed in the rate of Eq. (54). These may lead
to a Gaussian broadening for the effective free energy barrier
in the likes of Eq. (117) and Eq. (122) with the associated
prefactor A. At far lower temperatures, the contribution to
transport from energies corresponding to effective tempera-
tures near Tl may become smaller. If one “blocks out” the lo-
calized low energy components {φ jlow } and focuses only on the
high energy part of the wavefunction (that corresponding to
energies above the melting temperature) then at final tempera-
tures T < Tcoop ∼ Tl, we will anticipate the viscosity to the of
the form of Eq. (122) yet with a prefactor A < 1. Specifically,
at low temperatures/energies, the equilibrium calculation re-
laxation rate contribution of Eqs. (54,63) will be multiplied by
the probability of the system to be in a thermalized eigenstate.
The viscosity is calculated from the transverse component of
the retarded current correlation function, Eqs. (83,96). When
evaluated in the state |ψ f inal〉, the current operator commutator
〈ψ f inal|[ ji(t, r), j j(t′, r′)]|ψ f inal〉 =∑
ζ,ζ′=high,low
〈ψζ |[ ji(t, r), j j(t′, r′)]|ψζ′ 〉, (132)
where |ψhigh〉 and |ψlow〉 are the un-normalized projected high-
and low-energy components of |ψhigh〉. That is, |ψhigh〉 in-
cludes only eigenstates (such as those in Eq. (129)) with
an energy above that of melting while |ψlow〉 only has com-
ponents lying in {φ jlow }. The state |ψ f inal〉 is equal to the
sum of these two vectors, |ψ f inal〉 = |ψhigh〉 + |ψlow〉. As
highlighted in Section VII, caution is required when taking
the ω → 0, q → 0 limits of the correlator in Eq. (132).
Now, here is a trivial yet important point: the cross-term
〈ψhigh|[ ji(t, r), j j(t′, r′)]|ψlow〉 is vanishingly small as the lo-
cal current operators j cannot link global states of differ-
ent macroscopic energy. We next consider what occurs if
no hydrodynamic transport is present at low energies when
the system solidifies such that 〈ψlow|[ ji(t, r), j j(t′, r′)]|ψlow〉
may be further omitted from the sum in Eq (132). The
resultant simple equality 〈ψ f inal|[ ji(t, r), j j(t′, r′)]|ψ f inal〉 =
〈ψhigh|[ ji(t, r), j j(t′, r′)]|ψhigh〉 simplifies our analysis as, by
the Eigenstate Thermalization Hypothesis, this latter expec-
tation value may be calculable by thermodynamic consider-
ations. In other words, we may invoke our results from the
previous sections when focusing on |ψhigh〉. With this simpli-
fication, in the simplest approximation, our previous calcula-
tions for the relaxation rate r(T ) and the viscosity η will then
be trivially amended as we that may need to do is to find the
contribution from the high energy eigenstates in |ψhigh〉. Their
contribution is associated with the “high energy tail” of the
energy probability function distribution pT (E) associated with
the final measured temperature T characterizing the final state
of Eq. (129). (In a related vein, e.g., [116], the relaxation rate
associated with an elastic response function in a system, com-
prised of a nearly non-dissipative solid land a dissipative liq-
uid type dissipative parts is proportional to the strength of the
liquid component response [117].) Thus, invoking the Eigen-
state Thermalization Hypothesis, and an equivalence of en-
sembles, the transition rate in the supercooled (s.c.) system,
rs.c.(T ) =
∫ ∞
Tl
dT ′r(T ′) pT
(
E(T ′)
) ( dE
dT ′
)
, (133)
where E(T ′) is the internal energy of an equilibrated system at
a temperature T ′ > Tl and r(T ′) is given by Eq. (54) (i.e., the
equilibrium specific heat of the liquid/solid at temperature T ′
is Cv(T ′) = dEdT ′ ). In a simple and very crude approximation,
the viscosity set by 1/rs.c. is, approximately,
η ∼ ηcoop∑
jhigh |c jhigh |2
. (134)
If the rates associated with transitions from different energy
eigenstates are independent of each other, a possible and more
refined expression for the viscosity in which the variation of
the equilibrium thermalization rate (i.e., with a temperature
dependent r(T ′) in Eq. (133) as given by (Eq. (54))) is incor-
porated is, for temperatures T < Tcoop, given by
η = ηcoop
( rs.c.(Tcoop)
rs.c.(T )
)
. (135)
In Eq. (134), the high energy sum phigh =
∑
jhigh |c jhigh |2 is per-
formed over those eigenstates in Eq. (129) for which the en-
ergy density is larger than that associated with Tcoop ∼ Tl,
(i.e.,
∑
jhigh |c jhigh |2 =
∫ ∞
Ecoop
dE p(E)). In Eqs. (134,135), ηcoop
is the viscosity at T = Tcoop. The amplitudes {c j} (and
thus the cumulative probability sum phigh) depend on the de-
tails of cooling protocol embodied in the evolution operator
U(t f inal, tinitial), see Eqs. (127,128). As such, nothing precise
can be stated about these. If we assume a generic “random”
state for which the average energy density 〈E〉 is that associ-
ated with a temperature T for which, similar to the consider-
ations in Section XI, a Gaussian distribution of width σ will
appear then the probability to be in a state of energy exceed-
ing Ecoop (i.e., an energy above that associated with the lowest
equilibration temperature Tcoop or proximate melting temper-
ature) is
phigh =
1
2
er f c
(Ecoop − 〈E〉)
σE
√
2
)
. (136)
The width σE of the energy distribution pT (E) will clearly
be a function of the temperature T to which we supercooled
below the lowest equilibration temperature Tcoop. That is, if
an initially equilibrated annealed system at Tinitial > Tcoop is
supercooled to a final temperature T = T−initial, only barely be-
low the initial temperature, then the probability p(E) will be
nearly a Dirac delta function centered about an average 〈E〉
set by the initial temperature Tinitial. Thus, we anticipate σ to
monotonically increase in the size of the temperature interval
(Tcoop − T ); starting from a given initial state the larger the
supercooling interval, the more mixing of different energies is
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anticipated in Eq. (129). If, in Eq. (134), we replace the ener-
gies Ecoop and E by the lowest equilibrium and final tempera-
tures Tcoop and T to which they respectively correspond (and,
by equipartition, to which they are equal to up to a constant
prefactor in harmonic systems) or, equivalently, assume a sim-
ple Gaussian distribution of width σ for the effective temper-
atures corresponding to the energies in the distribution p(E))
and employ the asymptotic relation er f c(z  1) ∼ e−z2z√pi then,
by Eqs. (134, 136), for (Tcoop − T )  σ, the viscosity
η(T ) ∼ ηcoopσe
(Tcoop−T )2/(2σ2)
√
2pi(Tcoop − T )
. (137)
Thus putting all of our simple considerations together, we
predict that (a) at temperatures above Tcoop, the viscosity may
be given by the likes of Eq. (117), (b) for temperatures in the
vicinity of the lowest equilibration temperature, T & Tcoop, the
viscosity is set by Eq. (122) with an average prefactor A = 1,
while (c) at temperatures far below Tcoop, it can be generally
given by Eqs. (134,136) that may asymptotically simplify to
Eq. (137). Furthermore, as we argued for in the beginning
of this section, the lowest equilibration temperature is proxi-
mate to the melting or liquidus temperature Tcoop ∼ Tl (Eqs.
(126,130)). For a fixed σ, the low temperature expression of
Eq. (137) is somewhat similar to that the “BENK” fit in [31]
and the modified parabolic fit of [118] (the latter forms would
be arrived at if one were to assume a Gaussian distribution in
the effective inverse temperature instead of the temperature)
as well as the avoided critical fit [31, 101–103]. In general,
of course, neither the distribution p(E) nor its corresponding
variant for the effective temperatures nor inverse temperatures
need to be Gaussian. More detailed forms of pT (E) beyond
a minimal Gaussian and invoked all too simple lrelation be-
tween the internal energy and temperature yield more intri-
cate expressions for dynamical attributes such as relaxation
rates and the viscosity, as well as long time expectation val-
ues of single particle observables and thermodynamic quanti-
ties. As a hypothetical illustrative example, if as the system
is supercooled and evolved according to Eqs. (127,128), cer-
tain components of ψ(t f inal) may not have sufficient time to
change greatly relative to their initial value while other low
energy eigenstates φ j in Eq. (129) are populated then, instead
of a single Gaussian, the distribution pT (E) may be the sum
of two Gaussians- (i) one at energies near those of the initial
equilibrated system at Tcoop of total weight x(T ) the and (ii)
another Gaussian at lower energies, i.e., explicitly,
pT (E) =
[ x(T )√
2piσ21(T )
e−(E−Ecoop)
2/(2σ21(T ))
+
1 − x(T )√
2piσ22(T )
e−(E−E2(T ))
2/(2σ22(T ))
]
, (138)
with E2 far smaller than Ecoop, such that the average of E com-
puted with this distribution is affiliated with the internal en-
ergy at the final temperature T . As the system may be evolved
for longer times when cooling to lower final temperatures, the
overlap between pT (E) with that of higher energy system (set
by x for narrow Gaussians) is expected to diminish. Similarly,
as we more broadly discussed earlier, the width of the lower
energy distribution may increase as the system is evolved with
an external Hamiltonian for a longer time. For this hypothetic
example, in the extreme limit of x = 0 at low temperatures,
a dramatic “fragile” [79] increase of the viscosity with tem-
perature (such as that present in Eq. (137)) is expected while
diametrically opposite limit (x = 1), just below Tcoop ∼ Tl
with a narrow σ1, a near Arrhenius (or “strong”) behavior
arises from the distribution of Eq. (138). Along different
lines, in examining the distribution of effective barriers in a
simulated glass former, the authors of [105] found the latter
to be a sum of two Gaussians (with temperature dependent
amplitudes and widths) with precisely such trends. Regard-
less of physical motivations which are prone to inaccuracies,
Eq. (138) is simply a rather trivial example of distributions
beyond the minimal single Gaussian one that we invoked ear-
lier. Generally, an approximation such as that of Eq. (134), or
its trivial rewriting,
ηcoop
η(T )
=
∫ ∞
El
dE pT (E), (139)
may enable the practical determination of pT (E) at different
temperatures T given disparate forms of the viscosity η(T ).
Similarly, the correspondence of Eq. (139) and its counter-
parts may, in principle, be tested numerically in simulated
(classical) model systems.
In numerous liquids, structure may be similar to that of (the
low energy) crystal states on short and intermediate length
scales, e.g., [119]. Thus far, apart from the variation of the
barrier ∆G was ignored for energies above Ecoop. Likewise,
we neglected relaxation rates associated with the low energy
solid like eigenstates and summed, in Eq. (133), only over
contributions from the ergodic higher energy states. Often,
in solids, relaxations (including those of vacancy, intersti-
tial, dislocation, or other defects) are of an Arrhenius type,
with a rate e−β∆d , where ∆d is the barrier for defect motion.
If the low energy solid like states do not greatly differ from
the higher energy equilibrated liquid states then, correspond-
ingly, the dynamics (including the viscosity) is not expected
to change dramatically. Such low energy contributions may
be of greater pertinence to the so-called “strong” glass for-
mers [79] while the analysis of Eqs. (133,134,136,137,139)
in which the low-energy contributions have been ignored can
be of more direct relevance to “fragile” glass-formers [79].
These effects may augment those attributed to Eqs. (138,139)
alone. A temperature variation of the distribution pT (E) may
not only trigger changes in the dynamics but also in thermo-
dynamic measurements or general long time averages of var-
ious local quantities. Albeit not being ergodic at temperature
T < Tcoop and having a non-equilibrium pT (E), if similar to
phase cancellations at long times, standard long time averages
(l.t.a.) such at that of Eq. (B1) still hold (as we underscored
earlier, the disorder free final Hamiltonian H(t f inal) = H is er-
godic in a subspace of phase space (see corollary (ii))), then
Ol.t.a =
∫
dE pT (E) O(E). In such a case, a change in the form
of the distribution function pT (E) (e.g., in the hypothetical
example of Eq. (138), a near vanishing x (effectively lead-
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ing to a single Gaussian giving rise to the “fragile” form of
Eq. (137)) beyond a certain T = T1) may give the impres-
sion of a “phase transition” at T ∼ T1. Similarly, if, hypo-
thetically, pT (E) becomes finite for the ground state energy
E = Eg.s. below another temperature, T < T2, then measure-
ments associated with such a non-analytic change of pT (E)
may suggest a thermodynamic phase transition at T = T2 al-
though, as our corollaries (i) and (ii) demonstrate, none might
exist. Lastly, we remark that the breaking of translational and
rotational symmetries below the melting temperatures (or, for
eigenstates below the corresponding melting energy) may nat-
urally lead to spatially non-uniform dynamics. Indeed, liquids
below their melting temperatures rather ubiquitously exhibit
spatially non-uniform dynamics- so called dynamical hetero-
geneity [120]. At temperatures only slightly below Tl, a sig-
nificant component of pT (E) is still associated with the er-
godic states. At far lower temperatures, however, what largely
remains is the low energy non-ergodic component. Dynami-
cal heterogeneities may naturally to the breaking of ergodic-
ity and translational and rotational symmetries within the low
energy crystalline or other solid eigenstates of H of differ-
ent energies. In particular, at low energies, in the sum of Eq.
(129), certain low energy states |φ j〉 in Eq. (129) may ex-
hibit disparate phonon and other excitations in different solids
that are rotated and translated relative to one another (all of
which have energies E with the aforementioned distribution).
At higher energies (yet below melting), anharmonic plastic
and other effects may appear in pertinent high weight states
|φ j〉 (as they do in solids).
An analog of Eq. (133) holds for general energy dependent
observables O(E) and other quantities that may be effectively
thermal in the low energy eigenstates of H. If the system is
localized and non-ergodic below the meting temperature yet
its distribution in a phase space subvolume is such that still
exhibits a thermal distribution of O at positive temperatures,
then the mean value of O in the supercooled liquid,
Os.c.(T ) =
∫ ∞
Eg.s.
dE pT (E) O(E)
=
∫ ∞
0
dT ′ O(T ′) pT (E(T ′)) CV (T ′), (140)
with the integrand evaluated for an equilibrated system at T ′.
If the interval of energies in which pT (E) has its relevant sup-
port does not correspond to an energy (or associated temper-
ature) at which the low energy solid exhibits a phase transi-
tion then, similarly, Os.c. may not display a phase transition
(as in corollary (ii)). Approximate equalities of the type of
Eqs. (133, 139) and Eq. (140) may, respectively, relate (via
the distribution pT (E)) dynamics to thermodynamics and may
rationalize the “Kauzmann paradox” [121] sans an assump-
tion of an ideal glass transition. Kauzmann observed that the
entropy of supercooled liquids appears to veer below an ex-
trapolated temperatures TK to values below that of the solid
(an impossibility- hence the name “paradox”) at nearly the
same temperature at which the extrapolated viscosity seems
to diverge (as the temperature T0 of Eq. (131) empirically sat-
isfies T0 ∼ TK). Eqs. (139, 140) are consistent with such a
trend. That is, if there exists a temperature TK below which,
upon extrapolation from high temperatures, pT (E) appears to
have all of its support from the low energy states of the solid
then the viscosity of Eq. (139) will diverge in unison with
the tendency of static thermodynamic quantities to approach
those of the equilibrated low energy solid. This is so as the
latter thermodynamic quantities are functions of the internal
energy, O(E) of Eq. (140) and their derivatives relative to T
and will thus yield values that may coincide with those of the
low temperature solid. In principle, measurements of general
thermodynamic quantities O over a wide range of tempera-
tures T (such that Eq. (140) may be solved to obtain pT (E)),
may leads to the thermalization rate of Eq. (138)) or approx-
imations to the viscosity (Eq. (139) or Eq. (135)) having no
adjustable parameters. In future work, we hope to test these
predictions. In practice, however, current data might not al-
low for such a close scrutiny of our approach. While there
is no shortage of theories of the glass transition, e.g., [100–
103, 118, 122] including, in particular, those specifically asso-
ciating sluggish dynamics to, local in space, solid like clusters
and defects, e.g., [101–103, 122] none have directly derived
dynamics from a direct correspondence with the eigenstates
of the equilibrium solid and liquid states at different tempera-
tures. An Occam’s razor type appeal of the strategy outlined
in this section is the theory is free of any specific structural
or other details or assumptions. In our approach, based on
quantum dynamics, both the dynamics and expectation val-
ues of thermodynamic observables of supercooled liquids are
dictated by the evolution of the supercooled liquid state into
a superposition of different energy (or effective equilibrated
temperature) eigenstates whose properties are known (i.e., the
equilibrium high temperature liquid and low temperature solid
states).
XIII. VISCOSITY OF QUANTUM CRITICAL SYSTEMS
We conclude our discussion of the viscosity fit with a brief
remark and additional prediction concerning quantum critical
systems. The derivation of Eq. (75) does not assume Eq. (56).
Thus, if similar to the analysis in subsection IV E, the rate is
given by Eq. (65) then we will find that instead of Eq. (80),
the extrapolated high temperature viscosity
lim
T→∞ η
quantum critical = ea+nh. (141)
Since quantum critical systems with dynamic exponent z =
1 resemble conformal invariant relativistic systems, it is use-
ful to explore these similarities in the context of the viscosity.
For example, the free energy volume density, F , of a scale
invariant relativistic system is typically given by [66, 67]
F = F0 − f (kBT )D+1/(~c)D (142)
where F0 is the ground state (free) energy density, c is the
speed of light, and f is a universal constant. This yields an
entropy density,
s =
f (D + 1)kB
(~c)D
(kBT )D. (143)
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Scale invariance also implies that the viscosity can be deter-
mined by dimensional analysis, so we can introduce another
universal number, cη, to write η/s = cη~/kB. Holographic ar-
guments lead to cη = 1/(4pi). In Ref. [67] it was conjectured
that the number f satisfies the inequality fIR ≤ fUV for the-
ories having infrared (IR) and ultraviolet (UV) fixed points,
with the UV fixed point being asymptotically free. Assuming
the validity of this inequality, we obtain,(
η
cη
)
IR
≤
(
η
cη
)
UV
. (144)
XIV. THE NAVIER STOKES EQUATION AND POSSIBLE
MINIMAL TIME SCALE FOR DISCRETE DYNAMICS
Liquid dynamics adheres to the Navier Stokes equation,
ρ
[
∂v
∂t
+ (v · ∇)v
]
= −∇P + ∇ · T + f. (145)
Extensions of this equation appear in Korteweg hydrodynam-
ics [123]. Here, ρ the mass density, v the velocity, P the pres-
sure, f external body forces (per unit volume), and T is the
stress tensor. In the canonical setting, ∇ ·T = η∇2v. Albeit its
simplicity, the regularity of the solutions of the Navier Stokes
equation in D = 3 dimensions is an open problem. Given the
results in the current work, η may be bounded by its limit-
ing high temperature value in Eq. (80). This implies that the
Reynolds number, Re = ρv`
η
, with ` the typical mean free path
and v the average speed, may saturate to ρ/(nh)× (vL) = p`/h
(with p = mv the linear momentum scale) at high tempera-
tures. In this limit, Re ∼ L/λnrT with λnrT = h/p the de-Broglie
wavelength. For particles to be well defined, ` cannot be sig-
nificantly smaller than the de-Broglie wavelength.
While the Navier Stokes equations and their viable exten-
sions are those of a continuous velocity field, the results that
we discussed highlight that transitions and motion on a micro-
scopic scale are not continuous but rather set by minimal time
increments of order τmin (see Eq. (58)) for basic processes to
occur. Taken literally, this smallest time step set by the re-
ciprocals of Eq. (56) suggests that in fluids motion cannot be
considered as continuous and an effective time lag may be mi-
croscopically present between molecular transitions/motions.
Such a requisite time separation is reminiscent to that intro-
duced in recent analysis of the Navier-Stokes equation [124]
in studying (ir)regularity properties of viable solutions.
XV. ELECTRICAL RESPONSE- POSSIBLE EXACT
BOUNDS AND ASYMPTOTIC SATURATION VALUES
The approach that we invoked in discussing viscosity may,
in principle, be replicated for other transport measurements
for general multi-particle systems with dynamic degrees of
freedom (e.g., point like charges, topological defects or large
clusters, etc.). To conceptually illustrate the basic premise
(with no pretense of rigor), we consider a dirty insulator with
charges (e) of volume density n in the presence of an applied
electric field E. In what follows, we extend and apply the con-
siderations of Section X to this system. If the mean free path
of between the ions is ` = n−1/D in D dimensions then the
difference between the forward and backwards flow along and
opposite the applied field will be
∆r(T ) = r f orward(T ) − rbackwards(T ) = r(T )βe|E|`, (146)
where r(T ) is the rate of Eqs. (47,54) in the absence
of an applied field, and we Taylor expand the exponen-
tial of Eqs. (47,54) for both forward and backward motion
(r f orward, rbackwards) to obtain the factor of βe|E|`. The lower-
ing/increase in the energy barrier for backwards and forward
motion is linear in the distance ` between charges on adja-
cent ions and the applied field. Pictorially, the applied field
will tilt the potential barrier in Figure 1. In the high temper-
ature limit, we may invoke Eq. (56), and Eq. (146) becomes
∆r(T ) ∼ e|E|`/h. The charge velocity between ions is v = `∆r
and the total current j = nev becomes, at high temperatures,
j ∼ ne2`2|E|/h and the conductivity is thus
σ ∼ n1−2/D
(e2
h
)
≡ σ∞. (147)
Within this simple approach, in two dimensions, the high tem-
perature resistance will decrease with temperature and tend, in
the high temperature limit, to h/e2- a value akin to the quan-
tum of resistance. Resistivities (both longitudinal as above
as well as transverse) in D = 2 dimensional systems might
extrapolate and saturate to e2/h at high temperatures, e.g.,
[125, 126] in accord with the the Ioffe-Regel criterion [24].
We next consider a classical metal with a mean free path
` that is a function of temperature and is larger than the in-
ter particle separation n−1/D. We now examine what occurs as
temperature is increased within our framework. Towards this
end, we invoke the Drude formula, σ = ne2τ/m with m the
(quasi) particle mass and τ = 1/r(T ) of Eqs. (47,54). In this
case, at asymptotically high temperatures, the resistivity is lin-
ear in temperature and at finite temperatures, this is multiplied
by an effective factor of exp(−β∆HA) akin to Eq. (47),
ρ ∼
(mkBT
ne2h
)
e−β∆HA . (148)
The considerations that we have invoked throughout this work
apply when the system is at sufficiently high temperatures
so that it is at thermal equilibrium (so that the kinetic the-
ory Einstein relations (including, e.g., the Stokes-Einstein re-
lation [76]) holds) [127]. Kinetic theory considerations (in-
cluding the Einstein diffusivity relations) do not hold in non-
equilibrium systems such as supercooled liquids and many
body localized systems. When it holds, as seen from Eq.
(148), at temperatures T  ∆HA/kB, the resistivity may in-
crease linearly with temperature until the mean free path satu-
rates to the inter particle distance n−1/D. When this saturation
occurs, σ ∼ σ∞ as in the insulating case above. Some time af-
ter our work initially appeared [48], we learned [129] that re-
lated bounds for the diffusion in strongly correlated electronic
systems sans the exponential factor in Eq. (148) were also
very recently suggested by [10] assuming that the relaxation
time is of order O(~/(kBT )). In strongly correlated electronic
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systems, the notion of quasiparticles may be ill-defined. The
diffusivity bounds of [10] might be violated in the strong cor-
relation regimes as evinced by a numerical study of a Hubbard
model on a Bethe lattice [130]. We reiterate that our consid-
erations above may hold only for non-localized equilibrated
thermal systems continuously connected to the high tempera-
ture liquid sans intervening transitions or crossovers.
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FIG. 4. (Color online.) Reproduced from [128]. The resistiv-
ity of a two dimensional electronic system in a disordered MOS-
FET for different electronic densities. The electronic densities are
8.6, 8.8, 9.0, 9.3, 9.5, 9.9, and 11 × 1010cm−2. At higher tempera-
tures, both insulators and conductors veer towards the dashed sepa-
ratrix for which ρ ∼ h/e2.
In the current work, we demonstrated that, in many in-
stances, the semiclassical relaxation in general multi-particle
systems time may generally be exactly equal to τmin. More
generally, from our Eq. (69) for arbitrary quantum systems
(also those with no well-defined quasi-particles), we propose
that for all electronic systems (whether having semi-classical
relaxation times or not) that adhere to an effective Drude form,
ρ ≤ 2pimkBT
ne2~
. (149)
Naturally, of course, the basic premise of the Drude form
holds for quasi-particle systems. When the Drude form
is valid, we arrive at a yet more stringent bound (a fac-
tor of two smaller than the righthand side of Eq. (149))
if we invoke the decay rate limits suggested by [85], viz.,
τquantum(T ) & h2pi2kBT . These possible rigorous bounds (when
a Drude form applies) seem to be experimentally realized and
nearly saturated. Indeed, looking at Fig. (2) of [9], the re-
sistivities of all materials with linear in temperature increase
(“bad metals”) compiled therein (CeCoIn5, UPt3, CeRu2Si2,
Sr3Ru2O7, BaFe2(P0.3As0.7)2, Bi2Sr2Ca0.92Y0.08Cu2O8+δ,
(TMTSF)2PF6, Pb, Nb, Pd, Al, Au, Cu, and Ag) seem
to saturate this bound. The highest reported value of the lin-
ear in temperature coefficient corresponds to
ρ
empirical
max ' 2.7mkBTne2~ , (150)
associated with elemental metals such as lead. Thus, our
bounds seem to indeed hold empirically. We remark that in
invoking the Drude formula for the conductivity and employ-
ing Eqs. (75, 110) for the high temperature viscosity, we de-
rive a simple result in which the relaxation time and particle
density drop out. That is, at high temperatures where the the
conductivity is semi-classical,
σ
η
=
e2
mkBT
. (151)
As seen, Planck’s constant drops out in this ratio.
Thus, our simple considerations above suggest that the con-
ductivities of both insulators and metals may veer to similar
limiting high temperature behavior, σ ∼ σ∞. For insulators,
the conductivity tends to this value from below (with the con-
ductivity scaling as r(T ) of Eqs. (47, 54)) whereas for metals,
the conductivity approaches this value from above (scaling as
1/r(T )). Interestingly, in D = 2 dimensional systems similar
behavior is found as in Figure 4. In bad metals [131], a linear
T increase of the resistivity persists to high temperatures.
XVI. THERMAL CONDUCTIVITY
The thermal conductivity κ is set by the size of the heat
current generated by a thermal gradient, ~jQ = −κ~∇T . In a
classical D = 3 dimensional metal with free particles, the ratio
between the thermal conductivity and the Drude conductivity,
i.e., the Lorentz number L = κ/(σT ) = (3/2) × (kB/e)2. More
generally, Vκ = 〈v2〉τCv/D with V the system volume and Cv
the specific heat. By Eq. (149), an analogous relation implies
κ ≥ 3n~kB
4pim
. (152)
Inserting Eqs. (47, 56) for τ and employing the equipartition
theorem, we trivially find that, in semi-classical metals, prior
to the saturation of the mean free path (when the mean free
path is larger than inter particle distance),
κ ∼ hCv
mV
eβ∆HA . (153)
XVII. CONCLUSIONS AND OUTLOOK.
While certain prevailing wisdom argues for a dichotomy of
low temperature quantum and “classical” high temperature ef-
fects, our analysis illustrates that the two may be more “entan-
gled” than is widely appreciated and that quantum phenom-
ena may emerge rather sharply in the high temperature limit.
We showed how this may occur in computing the viscosity of
liquid and extrapolating the result to high temperatures. We
sketched how similar results may appear for other transport
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functions. Our calculations and suggesting principles lead to
results that are summarized below. Principally, we
(1) Established that at high temperatures, WKB type quan-
tization leads to the exact well known substitution of the form
of Eq. (19). This celebrated correspondence has earlier been
motivated by heuristic considerations for which we now pro-
pose an underlying rigorous basis.
(2) Derived new general results connecting semi-classical
dynamics to thermodynamic quantities. In particular, in sub-
section IV A, we found a relation between entropy, dynamics,
and Planck’s constant in non-chaotic semi-classical systems.
(3) Illustrated that the transition state theory type result of
Eq. (54) may be derived for general Hamiltonians by invoking
the WKB results and deformation of the potentials. In partic-
ular, we found that in the high temperature limit, irrespective
of the complexity of the possible system trajectories, the re-
laxation time τ in semi-classical systems universally scales as
Eq. (56) and more generally a lower bound on the relaxation
times (Eq. (58)) was found. We demonstrated (Section IV C)
how to relate measured dynamics to thermodynamics.
(4) Derived lower bounds on the relaxation times in gen-
eral equilibrated quantum systems (Eq. (69)) and quantum
critical theories therein (Eq. (65)). We connected chaos to re-
laxation rates, (further suggesting that the bounds on chaos of
[82] might be derived from those invoking bounds on infor-
mation transfer in quantum systems [85]) and suggested new
bounds on Lyapunov exponents in semiclassical systems (Eq.
(71)). Albeit short compared to everyday experience, apart
from their possible appearance in the viscosity and other trans-
port functions listed below, these thermalization time bounds
(both in general quantum and semiclassical systems) may
be of empirical relevance and tested by femtosecond spec-
troscopy, e.g., [2, 3] and other probes.
(5) Showed that a current correlation function calculation
for general systems with relaxation time τ yields, at high tem-
peratures and/or low densities, a viscosity given by Eq. (111).
(6) Invoking the Boltzmann equation while keeping arbi-
trarily high order correlations, we found that the viscosity at-
tains a similar form with a properly averaged relaxation time.
More precisely, Eq. (78) was obtained with τ′ a weighted re-
laxation time. The general result of Eq. (76) suggested how
corrections will appear to the leading order result that coin-
cides with that of item (4) above.
(7) Demonstrated how a bound similar to the AdS-CFT
bound of Eq. (3) need not be arrived at by string theory con-
siderations but rather by far more standard thermofield, Boltz-
mann equation, and ideal gas entropy bounds (Eq. (119)).
(8) Obtained lower bounds on the viscosity and explained
how non-trivial information may be extracted from a linear
tangent to the plot of the log of the viscosity as function of
inverse temperature. In particular, we observed that the vis-
cosity may be generally given by Eq. (117). In Section VIII,
we further explained why in an Arrhenius fit to the viscosity
of the liquid at a temperature TA (with this temperature ad-
duced from a linear fit to the graph of ln η as a function of
inverse temperature at TA) leads to Eq. (114) with a prefac-
tor (Eq. (115)) that may saturate to the quantized value nh
at the lowest equilibrium temperature below which cooper-
ative many-body effects may render the system non-ergodic
Tcoop ≡ T minA . From Eqs. (114,115), the Arrhenius form pref-
actor may monotonically increase when TA is made larger.
(9) Found that when fitting the experimentally measured
viscosity of 23 metallic glass formers, the ensemble average
of the extrapolated high temperature viscosity is exceedingly
close to that arrived by a simple implementation of the Boltz-
mann equation (with an error of 0.6% and standard deviation
of order 9%).
(10) Suggested that the lowest temperature at which the
“classical” liquid remains in equilibrium may be naturally re-
lated to the melting/liquidus temperature of the system via the
Eigenstate Thermalization Hypothesis (Section XII). The data
suggest that these two temperatures (i.e., the lowest equilibra-
tion temperature Tcoop of the classical liquid and the melting
or liquidus temperature) are indeed very close to one another.
An extension of these ideas led to possible forms for the vis-
cosity of supercooled liquids with a dependence on Tcoop. To
illustrate, we sketched how to argue for possible crude ap-
proximate functions such as that of Eq. (137) for tempera-
tures below Tcoop. More generally, we suggested that rela-
tions such as that of Eq. (135 or Eq. (139) might determine,
with no adjustable parameters, the viscosity of supercooled
liquids, given an energy distribution adduced from thermody-
namic measurements (Eq. (140). The latter possibility needs
to be tested against experimental data.
(11) Noted that a similar possible corollary of the Eigen-
state Thermalization Hypothesis is that if disorder free slowly
cooled liquids evolve into crystalline or other thermalized
solids at all positive temperatures then even if supercooled
such liquids might not exhibit a finite temperature “ideal
glass” transition (Section XII). That is, at all positive temper-
atures, liquids will equilibrate at long enough times.
(12) Proposed how to extend how own analysis to other
transport properties including conductivities. Using very sim-
ple considerations we almost immediately found that possi-
bility of a resistivity saturation values set by the quantum of
resistance e2/h with e the electronic charge. We furthermore
found that linear in temperature resistance (such as that found
in “bad metals”) is quite natural within this framework.
(13) Suggested, in the context of the last item, that apart
from near semi-classical inequalities for fluids and possible
saturation values, a possible general bound on the resistivity
of bad metals (see Section XV, Eq. (149) in particular). This
bound seems to be satisfied by empirical data on numerous
materials. Similarly, a universal bound on the thermal con-
ductivity of metals may be proposed (Eq. (152)).
(14) Remarked that our results suggest bounds on the ex-
trapolated values of the Reynolds numbers at high tempera-
tures and that there is a minimal time scale for discrete molec-
ular dynamics that may amend the continuous fluid dynamics
descried by the Navier-Stokes equation.
(15) In item (9) above, we suggested the specter of a near
quantization regarding average value measurements. The vis-
cosity (or other transport function), may still provide a rela-
tively good estimate of the number of particles in the system.
Thus, in systems in which the particle density is not known or
effectively “dark”, the viscosity may provide an approximate
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value of the particle density.
We caution that additional effects in the analysis of the ex-
perimental data (apart from the inexact single exponential ap-
proximation found in Eq. (122)) may lead to a distribution
about the computed theoretical values. The same may hold
true for other transport functions such as the conductivities
that we briefly discussed. It would be interesting to carefully
analyze the viscosity of liquids other than the 23 metallic flu-
ids examined here and in [31], to see the distribution of their
high temperature values to see if our results to do not change.
Another possible extension is the analysis of the transverse (or
Hall) viscosity complementing the standard longitudinal vis-
cosity studied in the current work and [31]. Hall viscosity has
recently been examined in Quantum Hall systems [132]. In
the context of our current work and that of [31], this may be
experimentally achieved by measuring the viscosity of a rotat-
ing levitated droplet (the levitation scheme is briefly described
in the Appendix); such a rotating motion may engender syn-
thetic magnetic fields [133] as in cold atom systems [134].
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Appendix A: Experimental details
In sections XI,XII (and in Figures 2,3 therein, in particular),
we compared theoretical results to those recently reported for
numerous metallic glass forming liquids [31]. In what fol-
lows, for self-completeness, we review important aspects of
these experiments as they pertain to our analysis of the viscos-
ity of high temperature fluids. In [31], samples were levitated
and melted in the high-vacuum containerless environment of
the Washington University Beamline ElectroStatic Levitation
Facility (WU-BESL), see Figure 5. [135]. The viscosity was
subsequently measured via the oscillating drop method [136].
Specifically, given the l-th multipole mode, the viscosity
η =
ρmR20
(l − 1)(2l + 1)P , (A1)
where P attenuation time, R0 unperturbed radius of the sam-
ple, and ρm the mass density (i.e., mass per unit volume) [136].
FIG. 5. (Color online.) The Washington University Beamline Elec-
troStatic Levitation Facility (WU-BESL) in which fluid droplets are
electrostatically levitated [135].
FIG. 6. (Color online.) A time frame in the oscillations of the
droplet once an l = 2 mode is excited.
The droplet size oscillated as
R = R0
(
1 + δ(cos Ωt)e−t/P
)
,
Ω2 =
l(l − 1)
ρR3
(
(l + 2)σ − Q
2
16pi2R3
)
, (A2)
where δ is a constant, σ is the surface tension, Q is the charge,
and  the dielectric constant. The voltage on the vertical elec-
FIG. 7. (Color online.) A later snapshot oscillation of the shadow of
the l = 2 mode oscillations.
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FIG. 8. (Color online.) The universal collapse of the viscosity of
metallic glass forming fluids. The collapse is obtained by scaling the
viscosity by a system dependent constant η0 (which close to nh) and
by scaling the temperature by Tcoop- a temperature above which, as
seen from the straight line at high temperatures, the viscosity is well
described by a single exponential form of Eq. (122). Numerically,
Tcoop is identified with the lowest temperature at which the liquid is
still in equilibrium [76]. The values of η0 in [31] were obtained by
the assuming the form of Eq. (122) for the viscosity at temperatures
just above the limiting temperature Tcoop.
trode was modulated at a frequency that was close to the l = 2
spherical harmonic mode resonant frequency (typically 120-
140 Hz) of the liquid to induce surface vibrations. A high-
speed camera (1560 frames per second) recorded the shadow
of the oscillating sample, as depicted in Figs. 6, 7. After a
sufficiently long time during which spurious transient oscil-
lations faded, the perturbative voltage was removed and the
time-dependent amplitude of the decaying surface harmonic
oscillations was probed. The viscosity was determined from
the decay time for the oscillation, P via Eqs. (A1, A2).
The measured viscosity data (including that reported by
works other than Ref. [31]) of numerous metallic fluids col-
lapses onto a single master curve, as evinced in Figure 8 with
η0 the extrapolated high temperature viscosity. This value of
η0 was compared with theory in Figure 2. The value of η0
as well as the temperature Tcoop above which Arrhenius type
dynamics is manifest is severely constrained by the data, see
Figure 9. Thus, the displayed points in Figure 2 have small
error bars if good fit of the data is to be achieved.
Appendix B: The Eigenstate Thermalization Hypothesis
In this brief appendix, we review the rudiments of the
Eigenstate Thermalization Hypothesis [108–111] employed
FIG. 9. (Color online.) Fitting parameters and associated standard
deviations in fitting the experimental data of a metallic fluid (Vit1)
[31]. A standard deviation of 1 sigma separates consecutive shown
ovals. The data severely constrain the extrapolated high tempera-
ture viscosity η0 and the scaling temperature Tcoop above which the
dynamics are well described by Eq. (122).
in Section XII. Given a state |ψ(t f inal)〉 at time t = t f inal of
the form of Eq. (129) we evolve it for times t > t f inal with the
time independent Hamiltonian H(t f inal) = H that has eigen-
states {|ψn〉} with corresponding energies {En}. With these, the
long time average (l.t.a.) of the expectation value of a general
operator O then reads longhand
Ol.t.a. = limT→∞
1
T
∫ t f inal+T
t f inal
dt′ 〈ψ f inal|O(t′)|ψ f inal〉
= lim
T→∞
1
T
∫ t f inal+T
t f inal
dt′
∑
n,m
c∗ncm〈n|O|m〉ei(En−Em)t
′/~. (B1)
As
∫ ∞
0 dt
′ei(En−Em)t′ = (1 + i)pi δ(En − Em) + 1En−Em , if the spec-
trum is non-degenerate (En , Em) then the off-diagonal con-
tributions in the last line of Eq. (B1) will vanish in the long
time (T → ∞) limit. Assuming the lack of sufficient phase
coherence between these different off-diagonal contributions,
only diagonal contributions will remain in Eq. (B1). (We re-
mark that in the case of a degenerate spectrum, block diagonal
contributions will arise from the degenerate subspaces.) Thus,
the long-time average will be given by the weighted sum of
expectation values in the eigenstates of H. Within the micro-
canonical (m-c) ensemble, the average of O is
Em.c.(O) = 1N(E,∆E)
∑
n; E≤En≤E+∆E
〈n|O|n〉, (B2)
where N(E,∆E) ≡ (∑n; E≤En≤E+∆E 1) is the number of micro-
states of an energy E that lies in the interval [E, E + ∆E]. If
the diagonal expectation values of the O do not vary for states
|ψ〉 that have components only in this interval of fixed energy
then, by virtue of normalization
∑
n |cn|2 = 1, the expectation
values in Eqs. (B1,B2) are equal to each other,
Ol.t.a. = Em.c.(O). (B3)
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Eqs. (B1,B2,B3) capture the guiding principle of the Eigen-
state Thermalization Hypothesis. If, for any real system (ul-
timately specified by some microscopic quantum state), the
expectation values of a general O may be found by thermody-
namic ensemble averaging (over all states in the energy shell
[E, E +∆E]), then Eq. (B3) will hold. In Section XII, we have
repeatedly invoked the equality of an diagonal matrix element
expectation value in a given state to that found by thermody-
namic averaging in an equilibrated ergodic system (for which
the thermal expectation value is performed using Eq. (B2)).
We wish to remark that similar to the considerations that we
invoked for the local current operators in Section XII, if the
matrix elements of local operators O between orthogonal de-
generate states vanish then, even in the degenerate case, the
remaining sum in Eq. (B1) will be purely over diagonal states.
Such a vanishingly small matrix elements between degenerate
states is found for many local operators in numerous systems.
Typically, such off-diagonal matrix elements of local opera-
tors are either exactly zero or vanish in the large system size
limit.
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