We give a bound for the perturbations of invariant subspaces of graded inde nite
Introduction and preliminaries
We are considering the Hermitian eigenvalue problem where H is a non-singular Hermitian matrix of order n, = diag( i ) is a diagonal matrix whose diagonal elements are the eigenvalues of H, and U = u 1 u 2 u n ] is unitary matrix whose i-th column is an eigenvector which corresponds to i . Subspace X is an invariant subspace of a general matrix H if HX X. If H is Hermitian and the set of eigenvalues f i 1 ; i 2 ; ; i k g does not intersect the rest of the spectrum of H, then the corresponding kdimensional invariant subspace is spanned by the eigenvectors u i 1 ; u i 2 ; ; u i k .
Throughout the paper k k and k k F will denote the 2-norm and the Frobenius norm, respectively.
Our aim is to give bound for perturbations of invariant subspaces for the case when H is a graded matrix, that is, H = D AD; (1) where D is some non-singular grading matrix, under Hermitian relative per- The development of relative perturbation results for eigenvalue and singular value problems has been very active area of research in the past years 3, 1, 4, 26, 21, 6, 5, 14, 15, 7, 12] (see also the review article 11]). We shall rst describe the relative perturbation and state the existing eigenvalue perturbation results. Let H be the Hermitian relative perturbation which satis es jx Hxj x H x; 8x; < 1; 
This inequality implies that the perturbations which satisfy (2) 
Such perturbations occur when the matrix is stored into computer with machine precision ". Such perturbations are also caused by measurements since data are often determined to some relative accuracy. By setting
since j A ij j "jA ij j, the relation (6) where the minimum is taken over all non-singular diagonal matrices. Similarly, for more general perturbations of the type j H ij j "D ii D jj ; (10) which typically occur during various numerical algorithms (matrix factorizations, eigenvalue or singular value computations), (3) holds with = "nk b A ?1 k "n ( b A): (11) If H is positive de nite, then H = H, and (9) and (11) reduce to the corresponding results from 4]. We would like to point out a major di erence between positive de nite and inde nite case.
Remark 1 If H is positive de nite, then small perturbations of the type (7) and (10) The paper is organized as follows: in Section 2 we prove our main theorem. In Section 3 we show how to e ciently compute our bound, in particular for the important types of relative perturbations (7) and (10) . In Section 4 we give an example which illustrates our results and compares them with the classical bound by Davis and Kahan. ; (15) such that H = GJG . Further, set N = j j ?1=2 Q AQj j ?1=2 ; (16) such that f
Finally, the hyperbolic eigenvector matrix of a matrix pair (M; J), where M is a Hermitian positive de nite matrix, and J = diag( 1), is the matrix X which simultaneously diagonalizes the pair such that X MX = M and X JX = J, where M is a positive de nite diagonal matrix. Some properties of hyperbolic eigenvector matrices will be discussed in the next section. (17) provided that the above minimum is greater than zero. Here V = V 1 V 2 ] is the hyperbolic eigenvector matrix of the pair (G G; J), where G is de ned by (14) and (15), and e V = e V 1 e V 2 ] is the hyperbolic eigenvector matrix of the
where N is de ned by (16) . V and e V are partitioned accordingly to (12) and (13) . Note that the matrix square root exists since by the assumption kNk kA ?1 k k Ak < 1 (see 10, Theorem 6.4.12]).
Proof. The proof is similar to the proof of 15, Theorem 4.5]. From kNk < 1 we conclude that the matrices H = GJG , J + N and f H = G(J + N)G all have the same inertia de ned by J. Therefore, (12) and (13) (18) with the same J = diag( 1) as in (14) ] G : (20) From (18) and H = GJG we conclude that the matrix G has the hyperbolic singular value decomposition 16] given by G = Uj j 1=2 JV J; V JV = J: (21) Similarly, from (18) and (20) 
Now (20) and (19) 
Pre-and post-multiplication of (23) by e U and U, respectively, together with (12), (13), (21) and (22) Our aim is to remove the dependence on the perturbed quantities from (17) . The perturbed eigenvalues can be expressed in terms of the unperturbed one by using (3) and (5), that is, the minimum in (17) 
It therefore remains to nd a way to e ciently compute and the upper bound for the factor kV 1 k k e V 2 k, which we do in the next section. We will also
show that this factor is independent of the grading D, and that it is small when the matrices A and b A are well conditioned.
Computing the bound
In this section we show how to compute the factor kV 1 kk e V 2 k from Theorem 2. We rst bound k e V k in terms of kV k. We then bound kV k in terms of kA ? 
and let X be partitioned accordingly, X = X 11 X 12 X 21 X 22 :
Then kX 11 k = kX 22 
Proof. The equality follows from (27) , and the inequality follows since k f We can now prove the following theorem. , are proportional to the norm of the perturbation or residual, and are inversely proportional to the some sort of the absolute distance between the eigenvalues which de ne the observed subspace and the rest of the spectrum.
As the representative of the classical bounds we shall take 23, Theorem V. Here H is a component-wise relative perturbation (7) with " = 9:3 10 ?7 , and k Hk = 2:7 10 3 . We use the diagonal grading matrix D which is de ned by (8) .
The quantities which appear in the bounds of Theorem 6 are kA ?1 k = 3:5, kV k 2 = 1:7, k b Ak = 2:2, k Ak F = 1:4 10 ?6 and k Ak = 1:1 10 ?6 . Also, = 7:7 10 ?6 , which is required in (25) is computed from (9) with k b A ?1 k = 4:0.
Perturbations of various subspaces and their bounds are shown in Table 1 . The table is formed as follows: the rst column describes the set of the eigenvalues which de ne U 1 . For example, T 234 means that U 1 is spanned by the eigenvectors which correspond to eigenvalues 2 , 3 and 4 . The second column gives the actual value of k sin k F , and the other columns give error bounds computed from (37), (38), (39) and (40), respectively. for subspaces which correspond to absolutely large eigenvalues (T 5 , T 6 and T 56 ). They can also be good for subspaces which correspond to tiny eigenvalues when the set of tiny eigenvalues is well separated from the rest of the spectrum and the residual is small ((39) for T 23 ). However, in the case of tiny eigenvalues with small separation, classical bounds can fail ((39) for T 2 and (40) for T 2 , T 3 and T 23 ).
