Abstract-Industrial added value (IAV) is an important indicator
INTRODUCTION
Industry, is the acquisition of the raw materials and put them in the factory production into a work of the product and process. In our country, the industry as the main material production departments, occupies the largest share of GDP. Especially since the Chinese economic reform and opening up, the revitalization of industry is an important guarantee of promoting the sustainable and healthy development. In today's rapid development of global economy, industrial economy is showing the tremendous power to change the face of the whole country and society. There is no doubt that the industrial development is strategic focus in the development of national economy. Hubei province is one of the largest and most populous province in the "five" period project layout, it has a good industrial base. History repeatedly shows that Hubei province strengthen as its industry strengthen. At present, the level of Hubei province industrialization is still in mid-term stage. Since the international financial crisis, the domestic and foreign economic situation is complicated, also in the fluctuation of economic growth in our province. Grasp the regulation of economic operation requires proactive, predictive, pertinence, forecast the situation become a indispensable support for steady and healthy development of the industrial economy. How to grasp the macro level of industrial development of Hubei to ensure the stable and rapid development of industrial economy in our province, is a problem we must and necessary to solve. Therefore, in order to promote the healthy and smooth development of the province's industrial economy, to accurately predict the province IAV is particularly important On the basis of the industrial production data from Hubei Economic and Information Technology Committee of each month from 2009 to 2014. According to the trend and seasonal characteristics of the output sequence, this paper forecast the Hubei province IAV based on Holt -Winters model and ARIMA model, and further verify its effectiveness and the pros and cons of the two models.
II. MODEL

A. The Basic Idea of ARIMA Model
Autoregressive Integrated Moving Average Model, referred to as ARIMA, is by the Mr. Box and Mr. Jenkins in the early 70 s put forward a famous time series prediction method, so they are called Box-Jenkins Model method. In fact, the expansion of the autoregressive moving average model, referred to ARMA. The basic idea is to did not meet the requirements of stability after the d order by phase difference the time sequence of smooth, then using the ARMA (p, q) modeling of the stationary series, then through the inverse transformation to get the original sequence. Expression of model are as follows: to extrapolation. The method is a forecast method which takes linear trend, seasonal changes and irregular changes of time series break down, combining with exponential smoothing. It can be dealt with trend and seasonal change at the same time. As well, the influence of random fluctuations can be appropriately filtered out [1] . So this model is particually suitable for the trend and seasonal variation of time series prediction research. Holt -Winters model includes noneseason model, additive model and multiplication model. In this paper, we use Holt -Winters multiplication model to forecast.
Holt -Winters multiplication model consists of the following three basic formula [2] .
Among them: alpha, beta, gamma for smoothing coefficient, the value between the (0, 1); Ut is stable composition, refers to remove the seasonal variation influences the time series of exponential smoothing average; Bt is linear composition, refers to the time sequence change trend of the exponential smoothing average; Ft expressed seasonal ingredients, refers to the exponential smoothing average of the seasonal factor; Dt is the actual value of the current time;
L represents the length of season length or time period;
In the calculation of the first part of the exponential smoothing average Ut, we eliminate the seasonal variation effects in the dt through to the actual value of the current time dt divided by the season factor Ft -L; For the second part of Ut, add the trends of average bt-1 on the average number of Ut-1 in the first time to Further improve the accuracy of the exponential smoothing results; At the same time for both alpha and 1 -alpha weighted.
Bt is used to describe a smooth time series trends. Here using difference "Ut -Ut -1"said the trend of increment, at the same time as a result of the existence of random disturbance, we should also have difference smoothly correction. In other words, we put this difference into the trend of incremental weighted average of the previous period, as the trend incremental estimation. Using the coefficient of beta (0<beta<1) weighted; at the same time, for previous trend of weighted value of bt-1 to weighted with 1 -beta.
Ft which equal to the seasonal index, is the ratio of the current moment of time series observations (dt) and time sequence of the exponential smoothing average (ut) . Ut includes the change of the trend, but excluding the influence of the seasonal change, by giving seasonal factor multiplied by the coefficient gamma 0<gamma< 1) ; At the same time season index Ft -L multiplied by 1 -gamma for last same season, both weighted. Based on the Holt -Winters, seasonal exponential smoothing model to predict the formula is as follows
Among them: m is now time to predict time distance time interval number.
C. Determine the Value of Smoothing Coefficient
Generally speaking, the smoothing coefficient alpha, beta, gamma value is set according to practical experience. They can take the same value or different values. Selecting principle is to make the predicted values and the actual value is close to or equal. This will inevitabley lead to the unreliability of the forecast due to different value of smoothing coefficient predicated difference results. This article quotes the thought of "the optimal smoothing factor" [3] , which is to choose a set of smoothing coefficient value that can make recently predicted data over to minimize the sum of the squares of the value of the relative error. In the related economic situation without a dramatic change, we can think of to take the group smoothing coefficient value can make optimal prediction of this year. In software design, through exhaustive any combination of three smoothing coefficient (from 0.01 to 0.99) , IT MADE THE CORRESPONDING FORECAST, RESPECTIVELY. And through the calculation results to calculate the sum of the squared relative error of the last two years, choosing the minimum relative error value of the squares of the smoothing coefficient as "the optimal smoothing factor".
D. Determine the Initial Smoothing Factor
To determine the initial smoothing factor using the following formula:
E. Recursive Calculation
Calculated the initial smoothing factor into the formula (1) ~ (5), and successive recursion repeatedly, each index smoothing factor are calculated respectively Ut, bt, Ft and predicted Ft + m [4] .
III. MODEL APPLICATION
A. ARIMA Model Can be seen from figure 3 , the sample autocorrelation coefficient after step 1 is truncated, partial autocorrelation coefficient is trailing, therefore available MA (1) the sequence y3(t). Use EViews software on sequence y3(t), MA (1) model parameters test of concrete numerical value as shown in figure 4.
FIGURE IV. SEQUENCE Y3 (T) MA (1) MODEL PARAMETERS OF THE TEST RESULTS
Can be seen from the associated probability and unit root, the use of MA (1) When determining the smoothing coefficient alpha, beta, gamma, we adopted the thought of "the optimal smoothing factor" in literature [5] , using the function of EVIEWS that can estimate minimize the error sum of squares of parameter value. When alpha is equal to 0.06, the beta is equal to 0.08, gamma is equal to 0.01, we get the sum of squared residuals is 876834.7. Under this parameter, Holt -Winters prediction model for Hubei province in2014 IAV of the prediction results compared with the actual values are shown in table 1.
IV. CONCLUSION AND SUGGESTION
By table 1 , analysis of ARIMA model prediction error is 13.22%, the biggest of the smallest prediction error is 2.86%, average error is 5.91%; Holt -Winters model's biggest prediction error is 13.41%, the smallest prediction error is 0.04%, average error is 4.258%, so the Holt -Winters model is better than that of ARIMA model.
By the contrastive analysis of the predicted results with the actual industrial production, the biggest prediction error is 13.41%, the smallest prediction error is 0.04%, and most of the prediction error is less than 5%, indicating that the prediction model has certain scientific.
Due to the above data is adopted by the Hubei province monthly total industrial output data, and is affected by the financial crisis, China's slowing economic growth in 2009. On the other hand, prediction methods used in this paper is based on sequence itself, regardless of the other economic and social factors, so the prediction of the maximum error is slightly large.in order to improve the accuracy of the predication, when departments of provincial industrial added value do short-term prediction, should be appropriate to consider the factors that influence the industrial added value fluctuation.
