Abstract Most of the energy functions used in nonlinear balancing theory can be expressed as storage functions in the framework of dissipativity theory. By defining a framework of discrete-time dissipative systems, this paper presents existence conditions for their discrete-time energy functions along with algorithms to find them based on dynamic optimization problems. Furthermore, the important case of the nonlinear discrete-time versions of the controllability and observability functions, its properties and algorithms to find them are presented. These algorithms are illustrated with linear and nonlinear examples.
Introduction
The study of systematic tools for model reduction of dynamic systems has been an early topic of interest in the systems and control fields. Model approximation based on the Hankel norm and the balancing method [4, 18] have shown to be useful tools for model reduction for linear systems. Furthermore, singular values-based balancing, LQG balancing and H ∞ balancing are nowadays important tools for linear model reduction. With the use of the behavioral approach, in [30] a general balancing framework for model approximation and reduction is provided, which has Lyapunov, LQG, and H ∞ as special cases being valid for linear unstable systems [30] . These developments provide interesting paradigms for nonlinear generalizations.
In continuous-time nonlinear systems, there has been important progress on the nonlinear extensions of balancing methods, mainly based on the controllability and observability functions and their corresponding singular-values [3, 23, 24] , but also with other energy functions [5] or for particular problems, namely LQG [26] , H ∞ [25] or for port-Hamiltonian Systems [15] . The use of the theory of dissipative systems offers to a certain extent a generalized approach in order to deal with the variety of energy functions used for nonlinear balancing of continuous systems [15] . The explicit use of dissipativity theory for the balancing of linear systems was first presented in [29] .
Most of the efforts have been devoted to continuous-time systems. The prototypical case is precisely nonlinear balancing based on the controllability and observability functions. Roughly speaking, in the procedure presented in [23] , a Hamilton-Jacobi equation and a Lyapunov-like partial differential equation have to be solved in order to determine the energy functions. Then with the use of a nonlinear coordinate transformation, the system is represented in a balanced form. After truncation of the less important dynamic subsystem and application of an inverse transformation a reduced system is obtained. The mathematical complexity in solving the partial differential equations associated to the energy functions has stimulated the search for alternative methods [20] .
In this paper some aspects of the discrete-time framework for dissipativity theory for balancing nonlinear systems are introduced. Such framework relies on storage functions, in particular the required supply and the available storage, instead of the controllability and observability functions. Therefore, in order to find such storage functions, optimization algorithms are proposed. Furthermore, the energy functions for stable nonlinear discrete-time systems are discussed as important particular cases, extending the continuous-time theory presented in [23, 24] . Since the determination of such storage functions are a fundamental condition for nonlinear balancing and model reduction, in this paper attention is given to computer implementation of the theory. Furthermore, with applications in mind, some preliminary connections with continuous systems that are time-discretized are presented. This approach does not assume any linearization procedure at all, contrasting with [28] . In the preliminary work [14] it was shown that once the energy functions are found, some procedures for the continuous-time balancing presented in [3, 24] can be followed in order to find a reduced system. The paper is organized as follows. After fixing the notation used, in Sect. 2, relationships with time-discretized systems are presented. These concepts allow us to represent in a different form an optimal control problem that appears in the following Sect. 3, where several concepts of the discrete-time dissipativity theory are discussed. One important case of the storage functions presented in Sect. 3 are the discrete-time energy functions. In Sect. 4, the observability and controllability functions and their properties are discussed and algorithms to find them are presented. In order to illustrate these methods, linear and nonlinear examples are shown and briefly discussed. Finally, some conclusions are presented.
Notation: Despite the efforts of several experts [8, 16, 17] , notation for nonlinear discrete-time systems is not standard. The notation in this paper tends to follow [12, 13] . The set of nonnegative and nonpositive integers are denoted as Z + def = {0, 1, 2, . . .} and Z − def = {0, −1, −2, . . .}, respectively. Time is denoted by t ∈ R + and while T ∈ R + denotes the endpoint of a certain finite period of time, T ∈ R + denotes the sampling time, t = kT , k ∈ Z + . Discrete-time vector variables are denoted for instance as x k or x(k). A continuous-time function is expressed as f (t), which is expressed after discretization by the discrete-time function F(k). Where convenient, for clarity of exposition a function of several variables F(x k , u k ) may be denoted simply as F k . Given a function F k its inverse function (map) is denoted as F −1
k . An optimal input variable at time k is denoted as v k . Finally, the solution of the system
Some relationships between continuous and discrete-time systems
In this section we begin to study several relations of continuous and discretetime systems (and other associated systems that can be derived from them) with the purpose of simplifying the interpretation of one optimal control problem that appears in the subsequent Sect. 3.
Consider the following continuous-time nonlinear systeṁ
where x ∈ R n are local coordinates for a C ∞ state space manifold X , f and h are C ∞ , u ∈ U ⊂ R p and y ∈ Y ⊂ R q . Assume throughout that u, x and y are locally square integrable. On the other side, consider the following discrete-time nonlinear system,
where
.., x n ) k ∈ R n are local coordinates for the smooth state space manifold X . Moreover, F and h are class C ∞ in a neighborhood D ⊂ R n around an equilibrium point in x = 0 such that F(0, 0) = 0 and h(0) = 0. In discrete-time systems, evolution in reversed-time implies the invertibility of the map F(·, u), which is only possible under certain conditions, discussed in [2] and [8] . Roughly speaking, any discrete-time nonlinear system that is causal can be described by a generically reversible dynamics [2] , and when sampling or discretizing a system in the form (1) to obtain (3) the resulting dynamics is reversible, meaning that the Jacobian matrix [∂F/∂x, ∂F/∂u] is generically nonsingular for all values of x and u, [2, 8] , and the system is said to be generically submersive [7] .
Some problems in optimal control can be simplified when the time direction of evolution is reversed, like in the cases discussed in the following Sects. 2 and 3 where we will assume that F(·, u) is a diffeomorphism. If it is the case that the system (3) results from discretization of the continuous-time system (1) then this latter assumption is satisfied automatically, [2, 8] . There are several publications regarding the procedures to obtain a discrete-time equivalent of the state Eq. (1), e.g., [9, 10, 16] . In particular, the method known as the Taylor-Lie series discretization [9] , yields a system in the form of (3) for k ∈ Z + . The Taylor-Lie series discrete-time equivalent to (1) is given by
where T is the sampling-time and
This discretization procedure preserves several analytical properties like equilibrium and is a generalization of the exponential matrix discretization procedure for linear systems.
When needed, such procedure will be used to establish certain relations between continuous and time-discretized systems, which allows us to count with alternative representations of certain time-reversed discrete-time nonlinear optimal control problems in the following sections. An exact discretization from Eq. (5) is assumed in the sense that the infinite series is considered without truncation during calculations.
Example 2.1 Consider the linear time invariant, stable, minimal, continuoustime systemẋ
which by the Taylor-Lie method (or by the step-invariant discretization procedure) results in the following discrete-time system
where u ∈ R p , y ∈ R q and x ∈ R n , A = e AT and B = (
In order to distinguish stringently the direction of time evolution throughout the paper, define the past interval
A forward-time evolution is denoted by t ∈ I (a strictly increasing variable from t 0 ∈ I) and a backward-time evolution with τ ∈ I (a strictly decreasing variable from τ 0 ∈ I). A sequence evolving in forward-time 
Flip-time: By defining w(t)
In the same form an associated discrete-time system can be defined as follows:
Define an associated system by The steps detailed in the continuous and discrete-time systems under Definitions 2.1 and 2.2, respectively, involve the realization of a sequence of associated systems, which are related to each other by a discretization procedure, as shown in the commutative diagram of Fig. 1 . Fig. 1 depends on the fact that the discrete-time systems represented there, depart from continuous-time systems and therefore the map F(·, u) is invertible [8] . For practical applications several ways to obtain the state of the time-discretized system can be used, including some algorithms of numerical integration. Remark 2.2 In particular, the associated system (10) can be found alternatively by time-discretizing (1) and performing the operations in Definition 2.2, or alternatively by direct time-discretization of system (9), resulting in the following system
Remark 2.1 Commutativity of the diagram presented in
and defining v(k + 1) as the time discretization of v(t), which circumvents the inversion of the map F(·, u).
In the next section an optimal control problem will have a simpler solution due to the tools we have presented in this section. This section concludes with the linear system example to illustrate these concepts.
Example 2.2
Consider the system (8) in Example 2.1 which by Def. 2.2 it has an associated system given by
since A −1 B = e −AT T 0 e As B ds and by defining ξ = T − s, dξ = −ds, it can be alternatively written in terms of (A, B) as
Consider now the use of the commutative diagram in Fig.1 along with Remark 2.2. Since the use of Definition 2.1 in system (7) provides us with the continu-ous associated systemẇ(t) = −Aw(t) − Bv(t), t ≥ 0, the discretization of this system yields straightforwardly a system in the form of (8) 
Discrete-time dissipativity theory and storage functions
In [15] a framework based on dissipativity theory for balancing and nonlinear model reduction of continuous systems was presented. In this section, such framework is presented in its discrete-time form along with some results whose proofs (direct equivalence with the continuous-time, e.g., [27, 31] ) provide the way to reinterpret some optimal control problems as dynamic optimization problems. Some concepts of the discrete-time theory of dissipative systems have been developed elsewhere [6, 12] . The system (3) is said to be dissipative with supply rate r(
which for all k, m ∈ Z, with m ≥ 0 is equivalent to
This latter relation is named the discrete-time dissipation inequality [12, 31] .
Theorem 3.1 The system (3)-(4) is dissipative with supply rate r a (y k , u k ) if and only if the function called available storage, S a
is finite for all x 0 ∈ X . In such case S a (x 0 , r a ) is a storage function such that S a (x 0 , r a ) ≤ S(x 0 , r) for all x 0 ∈ X , for any other storage function S(x 0 , r).
The proof of Theorem 3.1 can be found in the Appendix.
Lemma 3.1 Assume that there exists the optimal sequence of inputs {u
and moreover, it can be found from the limit S a (x 0 , r a )
where S a (x k+1 , r a ) is the solution of the following recurrence equation
with initial condition S a (x 0 , r a ) = 0.
Proof The simple result of Lemma 3.1 can be shown by solving the iterative Eq. (19) with the initial condition provided.
Consider the second representation in Eq. (17) . With the assumptions of Theorem 3.1, the optimal control problem (17) can be interpreted as a dynamic optimization algorithm as follows. Let , N f ∈ Z + be such that x N f ≤ for small enough. Assume that N f is known and that the (closed) set of admissible inputs {u | u ∈ U} (each u ∈ U being locally square integrable) satisfy the usual regularity conditions of being convex with nonempty interior. Then S a (x 0 , r a ) as given by (17) restricted to system (3)- (4) with boundary conditions x N f = 0 and x 0 = x(0) can be posed as the solution of the following dynamic optimization problem
with equality constraints
Theorem 3.2 Assume that (3)
is reachable from x * ∈ X , then the required supply, S r : X → R + , defined as
satisfies the dissipation inequality (16 The proof of Theorem 3.2 can be found in the Appendix. The definition of the associated system (10) provides a way to express the same optimal control problem defining S r (x, r r ) but in forward time, convenient for the subsequent developments. During the rest of the paper from Theorem 3.2 it will be assumed that x * −N p = 0.
Remark 3.1 Taking in consideration the system (10) from Definition. 2.2, then S r from Eq. (22), may be alternatively expressed as
for w k and v k as in Definition 2.2. 
for i = 0, 1, 2, . . . and initial condition S r (w 0 , r r ) = r r (y 0 , v 0 ). Then S r (w 0 , r r ) can be found from the iterative solution of Eq. (24) .
Proof Express (23) as,
which may be written as a recurrence equation with the initial condition S r (w 0 , r r ) = r r (y 0 , v 0 ) as consequence of Remark 3.2. By solving iteratively (24) , S r (w 0 , r r ) can be found as i tends to N p .
Assuming that the conditions of Theorem 3.2 hold, then the approximate solution of the optimal control problem (22) can be found by a reinterpretation of the problem as follows. Let , N p ∈ Z + be such that w N p ≤ for small enough. Assume that N p is known and assume the following regularity condition is satisfied: the (closed) set of admissible inputs {v | v ∈ V} is convex with nonempty interior. Then S r (w 0 , r r ) as given by (22) restricted to (10) with boundary conditions w N p = 0 and w 0 = w k can be posed as the solution of the following dynamic optimization problem
with initial inputs {v 0 | v 0 j ∈ V, j = 1, . . . , N p } and with S r (w 0 , r r ) = r r (h(w 0 ), 0), determining v i .
Discrete-time controllability and observability functions
In this section we restrict ourselves to the important case in the context of dissipative systems, with the required supply S r with supply rate r r = 
The energy functions (28) and (29) so defined are the discrete-time equivalents of the continuous versions presented in [23] . When these functions are defined for linear systems like Eq. (8) some known functions result in terms of Gramians [22] .
Corollary 4.1 Consider the system (8).
Then L c and L o , as defined in Eqs. (28) and (29) , are given by,
with Gramians P = 
can be considered a particular case of (17) and furthermore can be posed as a dynamic optimization algorithm in the form of (20) and (21).
During the rest of this section we restrict ourselves to the functions (28) and (29) resulting from system (3). From now on assume system (3) to be locally asymptotically stable at x 0 = x 0 for u k = 0, in a neighborhood D ⊂ R n .
Observability function
Since the definition of L o , Eq. (29) does not define an optimal control problem, in this subsection a recursive procedure to find the observability function is provided along with some properties. Also a Lyapunov-like difference equation analog to that found in [24] , is presented.
Lemma 4.1 Consider the following recursive equation
Proof By Eq. 
for i ∈ Z + . Noting that 
Then the solution of (35) yields
which is Eq. (31).
Definition 4.2 System (3)-(4) is said to be strongly locally observable at x
Note that according to the notation used
Theorem 4.1 ([19]) Consider the map
O : X n → (R q ) n defined by O n−1 (x 0 ) = ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ h(x 0 ) h • F 0 h • F 1 • F 0 . . . h • F n−2 • . . . • F 0 ⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ = ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ h(x 0 ) h • φ(1, 0, x 0 , 0) h • φ(2, 0, x 0 , 0) . . . h • φ(n − 2, 0, x 0 , 0) ⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ .(36)
If the system (3)-(4), with u k = 0, is such that it satisfies
then the system is strongly locally observable at x 0 ∈ X .
Theorem 4.2 If the system (3)-(4) satisfies (37), then the system is locally zerostate observable at x 0 .
Proof The output nulling submanifold N ⊂ X (see [21] ) associated to the output map (4) is defined by N = {x|h(x) = 0, x ∈ X }. If the system (3)- (4) The previous conclusion can also be deduced from the discussion in [19] . The property of zero-state observability is important in order to assert positive definiteness of the observability function, as can be seen in the following result.
Theorem 4.3 Assume that (3) with F(·, 0) is asymptotically stable on a neighborhood D of x = 0. If the system is zero-state observable and L o exists and is smooth on
Proof Recall Eq. (29), then, if x 0 = 0, zero state observability implies that for someK ∈ Z + \{0} we have h(φ(k, 0, x 0 , 0)) = 0 for some 0 ≤k <K. Therefore,
Theorem 4.4 (Existence of L o ) If there exists a convergent
∞ k=0 M k , M k ∈ R, such that h(x k ) 2 2 ≤ M k for all x k ∈ D,
then L o exists as given by (33) and is a smooth solution of (32) for all x 0 ∈ D.
Proof By Lemma 4.1, Eq. (33) is a solution of (32). Existence of the limit (33) for all x 0 ∈ D is necessary and sufficient for existence of L o . Since (R n , · 2 ) is a complete normed space, by Weierstrass' M test, the series of functions (34) converges uniformly and absolutely.
With the tools developed until now, the following result can be proved and serves to establish the connection with the dissipativity theory concepts presented in the previous section.
Proposition 4.1 Assume that the observability function L o exists and is positive definite. Then L o as defined in Eq. (29) is a Lyapunov function for system (3) and furthermore such system is dissipative with storage function L o and supply rate
Proof The proof uses similar proving techniques to those in [6] and [12] . In order to show that the difference
is negative semi-definite (and thus a Lyapunov function [11] ), express L o (x k ) for an arbitrary state x k as,
doing the same for x k+1 , and taking the difference then
for k ∈ Z + , which is negative semidefinite. As can be seen, the discrete-time dissipation inequality (15) To conclude this subsection, when the assumptions of Proposition 4.1 are compared with those of Theorem 3.1, the asymptotic stability and zero-state observability of system (3)- (4) seem to be natural additional requirements due to the assumption of u k = 0 from the definition of L o . The following subsection deals with the controllability function for (3)-(4).
Controllability function
Before determining some properties of the controllability function (28) of (3), it is useful to transform the definition of L c into a more adequate representation with the help of Definition 2.2.
Remark 4.3
Consider the system (10) . Then the definition of L c from Eq. (28), may be expressed as
for w and v defined in (10). 
Proof Express (39) as, 
Properties of L c

Proposition 4.2 Assume that the system (3) is asymptotically stable on D that there exists a solution v to
is asymptotically stable on D.
Proof Assume that there exists w 0 ∈ D, w 0 = 0 such that L c (w 0 ) = 0. Since in Eq. (42) this is only possible if all v k+1 = 0, for k = 0, . . . , ∞, the system (43) is equivalent to the unforced system w k+1 = F −1 (w k , 0), for k ∈ Z + , but this system cannot be stable, since this would imply that the associated system w κ = F(w κ+1 , 0), for κ ∈ Z − is unstable, which contradicts the asymptotic stability of F.
Proposition 4.3 A necessary existence condition of L c (w k ) in Eq. (40) is that v k is the solution of the following two-point boundary value problem
subject to the boundary conditions w(∞) = 0 and w 0 = w(0).
Proof In order to find L c (w k ) given by Eq. (39), applying standard tools of the discrete optimal control theory (see for instance [1, 13] ) results in the following Hamiltonian,
resulting in
from which Eqs. (44) and (45) follow.
As can be observed from Eq. (45), the input v k+1 may appear implicitly. Therefore, the analytical solution of this problem may be difficult to find in the nonlinear case. In the Appendix, this optimal control problem is presented in a sequential fashion in order to show the structure of this problem. In contrast for linear systems Eqs. (44) and (45) 
Using (44) and (45), results in
Substitution of (49) in (13) yields,
Solving Eq. (48) explicitly in backward time, results in
Then the solution of (50) with input λ k+1 given by (51) is
For w N p = 0, Eq. (52) implies that, The latter results serve to prove the following proposition, which establishes the connection with the concepts of dissipativity theory of the previous section. (10) . Furthermore, the system (10) is dissipative and L c (w k ) is also a storage function, with supply rate 
doing the same for w k+1 , and taking the difference yields,
which is negative semidefinite. Since the discrete-time dissipation inequality (15) (3) is a stronger assumption than just dissipativity. However, the same differences can be observed in the continuous-time case, see [24, 27] .
The existence condition of Theorem 4.5 is useful in order to provide solvability conditions for the dynamic optimization problem (26)- (27) restricted to the supply rate r r = u T k u k , which finally results in the optimization problem of the following section.
Optimization-based search of v k
Define the finite set {v i |i = 0, . . . , N p } ⊂ {v i |i = 0, . . . ∞} such that Eq. (39) is satisfied. Then by using a dynamic optimization approach [1] , the optimization problem takes the form
with equality constraints w N p = 0 and w 0 = w k , which is expressed in the form of the Mayer problem (see e.g., [1] ).
Assume that the conditions of Theorem 4.5 are satisfied. Let , N p ∈ Z + be such that w N p ≤ for small enough. Assume that N p is known and the (closed) set of admissible inputs {v | v ∈ V} is convex with nonempty interior. Then L c (w k ) in Eq. (40) can be determined with the solution of the following optimization problem
A drawback of this approach can be pointed out. Though for an asymptotically stable system N p can be approximated to be finite, introducing some error in the result, the best value of N p is unknown prior to the nonlinear optimization process.
Example: the energy functions of a nonlinear system
In order to illustrate some advantages and limitations of the approach previously presented, we find the energy functions associated to a simple model of a series interconnected motor (also known as universal motor).
When departing from a discrete-time system, invertibility of the discrete-time map F(·, u k ) is an assumption required for reversed-time evolution. A simple discrete-time example can be found in [14] .
In this example we depart from a continuous-time system and therefore the map F(·, u k ) is a diffeomorphism [2] . In consequence, the controllability function can be found using Remark 2.1 circumventing the need of explicitely inverting such map. Consider the universal motor depicted in Fig. 2 with specifications defined in Table 1 . 
The dynamic behavior of this system may be described by
with state defined by x = (I, ω), x ∈ X with input V t and outputs I and ω.
Although this system is locally accessible it is not controllable, sinceθ = ω ≥ 0 ∀ x ∈ X . The corresponding controllability function has a region where L c = 0 in one half of the state space with a nonsmooth transition to the other half. While such difficulties are essentially unimportant for the optimization approach, such energy function cannot be approximated adequately by analytic functions limiting the computer representation and manipulation of such functions. For instance for a polynomial fit the approximation of such energy functions may be unsuccessful. For conve-
J and e = 1 L . By the Taylor-Lie series, a discrete-time approximation of system (57) is given by
with outputs I k and w k . Following the sequence of steps described in Definition 2.1, the associated system of (57) is in this case,
and due to the commutativity in the diagram of Fig. 1 the associated discrete-time system for a state w k = (Ī k ,ω k ) is given by
where the input is ν k =V t (k + 1) and the outputs areĪ k andw k . In order to determine L c and L o the values of the parameters shown in Table 1 were used. All the routines and graphics of this example were performed using Matlab. Observability function Consider the iterative solution of Eq. (32), as i → ∞ for each initial state x 0 within the desired region to plot. The resulting observability function is given in Fig. 3a . It can be seen from the graphic in Fig. 3a that L o is more influenced by I than by ω.
Controllability function By using the optimization approach of Sect. 4.2.2 and defining a finite set {v i |i = 1 . . . N p }, the optimization problem stated in Eq. (55),(56) can be solved for each selected state w of (60) and thus the results can be plotted resulting in Fig. 3b . The region where L c = 0 in one half of the state space which corresponds to the unreachable part whereθ = ω ≤ 0 for x ∈ X can be seen from the figure. Also it can be discerned that several points did not converge to the region where L c = 0. The Optimization Toolbox of Matlab was used to find v using an spiraled grid with the purpose of simplifying the optimization task until an adequate radius is obtained.
Conclusions
Dissipativity theory is a general framework useful to establish input-state-output relationships and with this, to pose several storage functions used in nonlinear balancing. Using properly defined dynamic optimization problems, along with adequate nonlinear discretization algorithms -including those based on Taylor-Lie series [9] or numerical integration algorithms -it is possible to provide a framework to find approximations of such storage functions.
In particular, the discrete-time versions of the controllability and observability energy functions were discussed. Instead of looking for the solution of a Hamilton-Jacobi-Isaacs and a Lyapunov-like partial differential equations as in the continuous-time case, an optimization approach and an iterative algorithm were proposed to find L c and L o , respectively. This approach was exemplified with linear and nonlinear discrete-time systems. In particular using this approach on the discrete-time equivalent model of a universal motor the approximated energy functions were found.
Topics of ongoing research are the further development of the nonlinear approach of dissipative balancing. Of particular interest for us is the case of port-Hamiltonian systems since the interaction of ports with the state can be nat- of inputs {u i |i = 0, 1, . . . , N f − 1} that satisfy (18) (16) . Assume now that (3)- (4) (16) . At the point x * the following relation holds S a (x * , r a ) = sup x −S r (x, r r ), [27] . Since reachability implies the possibility of steering x * to x in finite time, in order to have S a (x * , r a ) finite, there must exist a bound M for S r (x, r r ) such that −∞ < M ≤ S r (x, r r ), concluding the proof.
About the structure of v k
In this appended subsection, some difficulties of the optimal control discussed in Proposition 4.3 are reviewed. In order to study the structure of v k in (44)-(45), the corresponding boundary value problem is addressed. Some definitions are useful to simplify notation. A successive composition of functions is denoted as, x i , v i+1 ). Define the following maps,
and denote by = F(w κ+1 , v κ+1 ) , κ ∈ Z − , which evolves in backward-time, can be expressed in terms of equation (63) In the linear case this never occurs and it is solvable, see Example 4.2. In the general case this problem is difficult to solve in closed form. However, as shown throughout the paper, dynamic optimization algorithms can be used in order to solve it.
