For the past decade, a lot of Internet research has been devoted to providing different levels of service to applications. Initial proposals for service differentiation provided strong service guarantees, with strict per-flow bounds on delays, loss rates, and throughput, but required high overhead in terms of computational complexity and memory, both of which raise scalability concerns. Recently, the interest has shifted to class-based service architectures with low overhead. However, these newer service architectures only provide weak service guarantees, which do not always address the needs of applications. In this article, we introduce a service architecture that supports strong per-class service guarantees, can be implemented with low computational complexity, and only requires to maintain little state information. A key mechanism of the proposed service architecture is that service rate allocation to classes is adaptive, and combined with buffer management. Furthermore, instead of using admission control or traffic policing, the proposed architecture exploits Explicit Congestion Notification (ECN) for the purpose of regulating the traffic entering the network.
IntServ provides very strong service guarantees at the price of a very high complexity, while DiffServ only provides limited service assurance, but has low complexity. The "ideal" service should be able to provide strong service differentiation with a low complexity.
remain relatively simple. DiffServ currently offers two different types of service in addition to Best-Effort: an Assured Forwarding (AF) service and an Expedited Forwarding (EF) service. AF only provides isolation between different classes of traffic, and qualitative loss differentiation between so-called "drop precedence levels" within each class. In times of congestion, packets are dropped with a probability function of their drop precedence. Such a qualitative service architecture can be implemented with simple algorithms and does not require per-flow classification or signaling. However, since the AF service only provides qualitative relative guarantees, the service assurance is limited. Conversely, EF offers absolute service guarantees on delay variations for classes of traffic. In essence, providing the EF service to a flow is equivalent to providing a virtual leased-line to this flow, which leads to low resource utilization. Thus, it is envisioned that the EF service can only apply to a very limited number of flows [4] . More recently, some research studies have aimed at strengthening the service assurance provided by qualitative relative service models such as the AF service. For instance, the Proportional Differentiated Services model [5] defines a service model with no admission control where the ratios of loss rates and packet delays between successive priority classes remain roughly constant (proportional service guarantees).
From these previous research efforts, it appears that there is a trade-off between simplicity of the implementation and strength of service guarantees, as shown in Figure 1 . On the one hand, IntServ and EF may be too complex to be realized for large flow populations. On the other hand, AF only supports weak QoS guarantees. As shown in Figure 1 , an "ideal" service architecture, that is, a service architecture which can be deployed on a large network, should provide strong service guarantees with limited complexity. To this date, the most significant advance in devising such an ideal service is probably the SCORE/CSFQ architecture [4] . SCORE tries to reconcile the strength of the IntServ guarantees with the simplicity of the DiffServ architecture, by moving the state information needed to provide IntServ-like service guarantees from network routers to IP packets. Unfortunately, SCORE does not alleviate the need for packet classification, which can be computationally expensive, and requires a change in the format of the IP header, which raises questions on the efforts needed to deploy the service. To achieve the combined goal of providing strong service guarantees with a low complexity, we believe that one needs to revisit the current tenets of Internet QoS. In previous papers [6, 7, 8] , we provided technical descriptions of several components (scheduling, buffer management, traffic regulation) that can be used as building blocks of a class-based service architecture with strong differentiation and low complexity. In this article, we present these components in a larger context and, for the first time, describe how all components can be combined to build a complete service architecture.
The proposed service architecture relies on the following key concepts. First, service rate allocation to traffic classes is adaptive. The adaptive service rate allocation is conditioned by the instantaneous backlog of traffic classes, the service guarantees, and the availability of the resources. In practice, such an adaptive service rate allocation is realized by an algorithm that jointly performs buffer management and rate allocation. Second, traffic regulation relies on the feedback capabilities of TCP traffic [9] and Explicit Congestion Notification (ECN, [10] ). There is no signaling, admission control, or policing of traffic.
The remainder of this article is organized as follows. In Section 2, we provide an overview of the service architecture we envision for providing a scalable service with strong guarantees. In Section 3, we describe the Joint Buffer Management and Scheduling (JoBS) framework, which is central to our architecture. In Section 4, we outline how traffic can be regulated using ECN. Last, we draw brief conclusions in Section 5.
Service Architecture
In this section, we sketch our solution to the problem of providing strong service differentiation in a scalable manner. We illustrate how our proposed service architecture is deployed in a network in Fig. 2 . In the simplified representation of Fig. 2 , traffic is sent from a source host to a destination host. The source host is connected to the backbone via an access router, which supports local, per-class service guarantees. Likewise, an access router connects the destination host to the backbone. Based on the service guarantees and the available resources, each router dynamically allocates service rates to traffic classes. Packet scheduling at each router directly follows from the service rate allocation. The volume of traffic in the network is controlled by discarding traffic at routers, and by sending feedback from the destinations to the traffic sources to reduce the volume of traffic. There is no communication (i.e., signaling) between the different routers, the rate allocation is independent at each router, and the service guarantees provided are also independent at each router. Therefore, the service architecture can be incrementally deployed. Each router that supports the proposed service improves the QoS observed in the entire network. Furthermore, while the example of Fig. 2 assumes that QoS is only needed at access links, the service can also be implemented in routers in the network core. The proposed service architecture indeed allows for incremental deployment, and never degrades the service provided in the network. We next discuss in more details the service guarantees, packet scheduling and dropping, and traffic regulation.
Service Guarantees
The service we propose consists of per-hop, per-class guarantees. These guarantees do not immediately translate into end-to-end service guarantees. However, a per-hop, per-class service architecture can be used to build end-to-end service guarantees, for instance if the end applications are in charge of dynamically selecting which class of traffic they require.
Our goal is to provide a set of service guarantees that can encompass all of AF, Proportional Differentiated Services, and other class-based services. More generally, we want to be able to enforce any mix of absolute and proportional guarantees at each participating router. The service guarantees are independent at each participating router. We refer to this service as "Quantitative Assured Forwarding" (QAF) service [7] . Absolute guarantees apply to loss rates, delays, or throughput, and define a lower bound on the service received by each class. Proportional guarantees apply to loss rates and queueing delays. As an example of the guarantees in the Quantitative Assured Forwarding service for three classes of traffic, one could specify service guarantees of the form "Class-1 Delay ≤ 2 ms", "Class-2 Delay ≈ 4·Class-1 Delay", "Class-2 Loss Rate ≤ 1%", "Class-3 Loss Rate ≈ 2·Class-2 Loss Rate", and "Class-3 Service Rate ≥ 1 Mbps" at a given router, and other values at another router. Note that, contrary to the AF service, which provides three levels of drop precedence within a class of traffic, Quantitative Assured Forwarding only provides one drop level per class. However, it can be shown that the Quantitative Assured Forwarding service can be used to emulate the AF service, by assigning each AF drop level to a separate QAF class. Since the QAF service supports absolute guarantees on delays, it can also emulate the EF service. Hence, our proposed service model can implement and interoperate with DiffServ networks, with the possible addition of remarking primitives at the boundaries between DiffServ and QAF domains.
Scheduling and Dropping
The desired service guarantees are realized independently at each router by scheduling and dropping algorithms. Scheduling is based on a service rate allocation to classes of traffic, which share a common buffer. The rate allocation adapts to the traffic demand from different classes. The rates are set so that the per-hop service guarantees are met. If this is not feasible, traffic is dropped. In practice, rate allocation and buffer management are combined in a single algorithm, called JoBS (Joint Buffer Management and Scheduling), which recomputes the service rate allocation to classes of traffic at the same time it makes dropping decisions. The service rate allocation is independent at each router, and there is no coordination among different routers, which allows for a low computational overhead.
Regulating Traffic Arrivals
An end-to-end mechanism has to be in charge of controlling the amount of traffic that enters the network, in order to ensure that service guarantees can be met. Traditional approaches to QoS use a combination of admission control and per-flow traffic policing. Due to the significant overhead involved in keeping track of the number of flows and the traffic submitted by each flow, these mechanisms are not generally usable in a large-scale network. In our architecture, we completely abandon admission control and policing. Instead, we regulate the amount of traffic that enters the network by relying on the congestion control algorithms of TCP used in conjunction with ECN. The traffic volume of UDP traffic is controlled by dropping traffic at routers.
Joint Buffer Management and Scheduling
In this section, we present the concept of Joint Buffer Management and Scheduling (JoBS, [7, 8] ), which is the core of our service architecture. For the discussion in this section, we assume that no traffic regulation is performed, and that at times when not all service guarantees can be met, some service guarantees are temporarily relaxed. We defer the discussion of traffic regulation to Section 4. We first introduce a framework for reasoning about per-class service guarantees and then formulate the realization of these service guarantees in terms of an optimization problem. We then turn to a brief description of a heuristic approximation of the optimization problem, that can be implemented in high-speed routers.
A Framework for Scalable Service Guarantees
Consider a specific router in the network, and a specific output link of this router, where per-hop, per-class service differentiation is desired. We assume that all traffic that arrives to the transmission queue of the considered output link is marked to belong to one of N classes.
In our framework, service guarantees are enforced independently for each busy period, where a busy period is a time period where the output queue is backlogged. Providing service differentiation only within a busy period requires little state information, and, therefore, keeps the implementation overhead limited. Further, it allows the output link to quickly react to changes in the traffic load. As a disadvantage, at times of low load, when busy periods are short, providing service differentiation only with information on the current busy period can be unreliable. However, at underloaded links, transmission queues are mostly idle and all service classes receive a high-grade service.
We now provide a set of definitions to express our service differentiation objectives. At the time of a packet arrival, the arrival curve is defined as the cumulative amount of traffic that has arrived to the transmission queue of the considered output link since the beginning of the current busy period. The input curve is the cumulative amount of traffic that has been entered into the transmission queue since the beginning of the current busy period. The output curve is the cumulative amount of traffic that has been transmitted since the beginning of the current busy period. In Fig. 3 , we illustrate the concepts of arrival curve, input curve, and output curve for class-i traffic. At any time, the service rate, r i , is the slope of the output curve. The service rate of class i is set to zero if no class-i traffic is backlogged. In the figure, the service rate is adjusted at n 1 , n 2 and n 3 , where n 1 , n 2 , n 3 denote times since the beginning of the current busy period.
As illustrated in Fig. 3 , at time n, the vertical and horizontal distance between the input and output curves, respectively, denote the class-i backlog and the class-i delay. We define the 'loss rate' of class i, to be the ratio of dropped traffic to the arrivals, averaged over the time since the beginning of the current busy period.
Service Guarantees With these metrics, we can express the service guarantees of the Quantitative Assured Forwarding service. An absolute delay guarantee on class i imposes that all class-i delays be smaller than a given delay bound d i . Similarly, an absolute loss rate bound for class i imposes that the loss rates constantly remain below a bound L i . An absolute rate guarantee for class i ensures that the service rate of class i, remains above a minimum bound f i at any time there is a backlog of class i traffic in the output queue. Proportional guarantees on delay (resp. losses) require that the ratios of the delays (resp. loss rates) of two classes with successive indices are constant. The constants are arbitrary chosen and quantify the proportional differentiation desired. We refer to [7, 8] for a detailed specification of the services guarantees.
Service Rate Allocation and Packet Dropping: An Optimization Problem
Viewing arrivals and service of a traffic class as in Fig. 3 , the desired service guarantees can be enforced by selecting the service rate allocation to classes and making decisions to drop traffic at appropriate times. In [8] , we showed that the service rate allocation and packet drops could be viewed in terms of a non-linear optimization problem, which we summarize here. We refer the reader to [8] for a formal specification of the optimization problem. The optimization variable x n is a vector containing the service rates r i (n) and the amounts of traffic to be dropped from each class, l i (n), where n denotes the time of an arrival. The optimization problem is posed as minimizing the value of an objective function F (x n ), subject to a set of constraints on x n .
Even though the choice of the objective function is a policy decision, we select two specific objectives, which, we believe, have general validity: (1) As much as possible, the buffer management scheme should avoid dropping traffic, and (2) the scheduler should, as much as possible, avoid making changes to the current service rate allocation. The first objective ensures that traffic is dropped only if there is no alternative way to satisfy the constraints. The second objective tries to hold on to a feasible service rate allocation as long as possible. We give the first objective priority over the second objective. Provided that the constraints can be satisfied, the chosen objective function F will select a solution for x n . The optimization at time n is done with knowledge of the arrival and output curves up to time n.
The constraints of the optimization problem are system constraints, which describe physical limitations (e.g., finite buffer size) and properties of the output link (e.g., work-conserving link), and QoS constraints, which result from the service guarantees offered, as described above. QoS constraints for classes that are not backlogged are simply ignored. While the absolute loss and throughput guarantees can be directly used as QoS constraints, the delay guarantees need to be adapted. Indeed, the delay metric we chose in Fig. 3 , characterizes the delay of traffic leaving the transmission queue at time n, and thus, there is no direct relationship between the delay at time n and the service rate allocated at time n. To include the delay guarantees in the optimization problem, the scheduler projects future delays of traffic backlogged at time n. If not all constraints can be satisfied at the same time, as can be the case without traffic regulation, a precedence order on the "importance" of the constraints is used to temporarily relax some constraints.
The structure of constraints and objective function makes the optimization process in JoBS a non-linear optimization problem, which can be solved with available numerical algorithms.
A Feedback-Based Heuristic Algorithm
The optimization model described above is computationally expensive, and thus, this solution is impractical for an implementation at high speeds. To provide a scheme that can be implemented at high data rates, we devised feedback control algorithms that approximate the optimization described above [7] . As in the optimization model, the service rates r i (n) and the amount of dropped traffic l i (n) are adjusted upon each arrival to attempt to meet the desired service guarantees. We next characterize the service rate allocation and dropping algorithm as feedback control problems.
Service Rate Allocation
We have one feedback loop for each class i with proportional delay guarantees. Instead of directly computing the service rate r i (n), we compute the adjustment ∆r i (n) to the service rate, compared to its previous value r i (n − 1). ∆r i (n) is selected such that the constraints of proportional delay differentiation are satisfied at time n. By monitoring the delay of class-i traffic leaving the router, we can determine the deviation from the desired proportional differentiation, resulting from past service rate allocations, and infer the adjustment to the service rate needed to attenuate this deviation. Using control theory terminology, the function that maps a monitored delay to a given rate adjustment is the controller.
We illustrate the feedback loop in Fig. 4 . The set point of the controller is defined by the proportional delay differentiation desired, and the action of the controller is limited by saturation constraints which translate limitations on the rate allocated to class i due to system constraints, and absolute delay and rate guarantees. We showed in [7] that a set of first-order approximations around an operating point allowed for designing a simple controller, implementable at high-speeds, consisting of a multiplication between a timedependent proportional coefficient and the difference between the observed delay and the delay required for proportional delay differentiation. The time-dependent proportional coefficient is chosen so that saturation constraints are respected, and so that the loop is stable.
Packet Dropping Traffic must be dropped, either from a new arrival or from the current backlog, at times when no feasible service rate allocation for meeting all delay guarantees exist, or when the transmission queue is full. To satisfy proportional loss guarantees, traffic is dropped from classes according to a drop priority order, defined as follows. For each class, the difference between the loss rate needed for perfect proportional differentiation and the observed loss rate defines an error. The larger the error of a class, the higher its drop priority. For each class i, we stop dropping traffic when either (1) the loss guarantee L i is reached, or (2) the buffer overflow is resolved or a feasible rate allocation for absolute guarantees exists and there is no need for dropping traffic anymore.
Evaluation
Simulation experiments using highly bursty Pareto sources [8] indicate that a heuristic such as the feedbackbased algorithm achieves an accurate approximation of the optimization-based algorithm, under highly variable loads oscillating between 70% and 140% of the link capacity. Here, we summarize experimental results gathered on a testbed of PC-routers, that show the feedback-based algorithm is efficient at providing the desired service guarantees. We implemented the feedback-based algorithm in PC routers running FreeBSD 4.3 and altq-3.0 [11] . Our implementation is now available as part of the standard altq-3.1 distribution. The results presented in Fig. 5 were obtained by running a single-node experiment on a FastEthernet network (100 Mbps) with four classes of traffic. Class-1 consists of Pareto on-off UDP sources, while the three other classes consist of non-synchronized greedy TCP traffic sources. The load is almost constant and equal to 100% of the link capacity. All classes initially contribute roughly the same amount to the traffic mix. The objective is to provide absolute delay and loss bounds to class 1, and proportional delay and loss differentiation, with a factor of 2, between classes 2, 3 and 4.
Figs. 5(a) and (b) illustrate that the proportional differentiation objectives are met. Fig. 5(c) shows that, except for a small number of packets (< 1%) which present deadline violations, JoBS is able to satisfy all delay constraints at the same time. Fig. 5(d) indicates that the chosen loss rate bound of 0.1% on class 1 is consistently respected. When meeting all service guarantees at the same time is not feasible, JoBS relaxes the delay guarantees in favor of the loss guarantees, which explains why a small fraction of packets miss their deadline. Additional plots presented in [7] and the references therein include more complex topologies and load, and verify that the aggregate throughput of all classes is close to the link capacity of 100 Mbps, and that no class is starved. A large scale simulation experiment is available in [8] , and demonstrates the efficiency of the scheme at realizing the service objectives in a complex multi-hop network with multiple bottlenecks and a relatively large number of sources. The experimental results outlined here indicate that, even in absence of traffic regulation, JoBS manages to provide a service differentiation close to what is desired. When the set of constraints resulting from the service guarantees is infeasible, JoBS temporarily relaxes some constraints. Because routers operate independently, processing times at the transmission queue are the key factor in the scalability of the architecture. A study of the implementation overhead, [7] , indicated that a 1 GHz PC can enqueue and dequeue more than 50,000 packets per second, in the case of a relatively stringent set of constraints, and if the service rates are adjusted upon each packet arrival. Considering that the average size of a packet on the Internet is approximately 450 bytes [12] , this results in a maximum throughput of at least 180 Mbps. To be able to forward packets at higher speeds, one can perform service rate adjustments only once in n packet arrivals. Such sampling comes at the expense of the accuracy of the service differentiation, but we did not observe much degradation in service differentiation for sampling intervals up to approximately 10-20 packets, which would be appropriate for Gigabit/s links. We thus believe that our approach is viable at high speeds.
Traffic Regulation using ECN
We next turn to the description of the approach we envision for traffic regulation. Without traffic regulation, it may be impossible to satisfy a set of absolute service guarantees at a given time, in which case JoBS selectively relaxes some service guarantees. This situation occurs in the case an absolute loss bound and an absolute delay bound are conflicting, that is, when traffic must be dropped to satisfy a delay bound, but cannot be dropped without violating a loss rate bound. This situation is illustrated in Fig. 5(c) , which shows that some packets miss their deadline.
To remedy this problem, we propose to use ECN at each router to regulate traffic arrivals, instead of using admission control or traffic policing. With ECN, the destination of a TCP flow checks if the Congestion Experienced codepoint of the TCP header is set. If so, the destination marks the acknowledgment with the Congestion Echo codepoint. When the source receives an acknowledgment marked with the Congestion Echo codepoint, the source reduces its TCP congestion window in half, ultimately resulting in a decrease in the sending rate. The solution we propose for avoiding conflicting service guarantees is to proactively mark packets with the ECN Congestion Experienced codepoint before conflicts between service guarantees occur. A complete study of the use of ECN for traffic regulation and drop avoidance can be found in [6] .
In the context of service differentiation, we propose to separate TCP and non-TCP traffic into different classes. Non-TCP traffic cannot be regulated by packet marking, and therefore we allow relaxation of service guarantees for non-TCP traffic classes. For TCP classes, the input curves can be projected in the future, by tracking the congestion window sizes, round-trip times and maximum segment sizes of all backlogged TCP flows. Using these projections, we can predict future conflicts between service guarantees and proactively mark packets with the ECN Congestion Experienced codepoint to limit the traffic arrivals at the router, and avoid such impending conflicts.
Unfortunately, the proposed method requires to maintain per-flow information, which defeats our scalability criteria. However, it has been shown that a very small number of flows, or "heavy-hitters", contribute to the majority of traffic [13] . Thus, sampling techniques such as multistage filters can be used to filter out "heavy-hitters", and drastically reduce the amount of state information to be maintained [14] .
Note that the proposed technique resembles proactive marking/dropping algorithms such as RED [15] . The major difference with our proposed approach lies in the fact that RED uses probabilistic arguments to avoid maintaining state information, which has led to questioning its configurability. Conversely, our proposed mechanism maintains limited state information, since only long-lived TCP flows are tracked and represent a small fraction of the total number of flows. The algorithm can then use this state information to have relatively accurate estimates of the input curves over a short time interval, and make deterministic marking decisions.
To assess the viability of our algorithm for traffic regulation via ECN, we simulated a bottleneck link where traffic regulation is absolutely needed, because the buffer size at the output queue (250 KB) is small compared to the output link capacity (45 Mbps), and stringent loss rates bounds (1%) and delay bounds (10 ms) are offered to a class of traffic, say class 1. This bottleneck is traversed by over sixty TCP flows with round-trip times uniformly distributed between 44 and 80 ms. About 20% of the TCP flows are greedy TCP flows ("heavy-hitters") while the others are on-off traffic. Fig. 6(a) shows that, with this experimental setup, in absence of traffic regulation, many class-1 packets miss their deadlines, and also indicates that class-1 traffic may be starved at times, e.g., between t =30 s and t =50 s. Conversely, violations are much more rare, and of lesser magnitude, when traffic regulation is performed, as shown in Fig. 6(b) . We point the reader to additional measurements available in [6] for a comparison with other algorithms such as RED. Additionally, the results in [6] show that no traffic is ever dropped when traffic regulation is performed, and that the addition of the traffic regulation algorithm does not reduce the link utilization, nor does it defeat service objectives on loss or throughput, or impact other classes. Thus, despite the fact that some violations of the delay bound still remain, their limited magnitude leads us to believe that traffic regulation using ECN can be a viable alternative to admission control and traffic policing, which prevent violations from happening, but may raise scalability and/or under-utilization concerns.
Conclusions
We sketched the design of a scalable service architecture for providing strong service guarantees. We formally defined our notion of strong service guarantees, by presenting the Quantitative Assured Forwarding service, and then discussed mechanisms to implement the service. A key concept of the architecture is to use an adaptive service rate allocation to traffic classes, realized by an algorithm combining scheduling and buffer management. Based on a reference algorithm that dynamically solves a non-linear optimization, we introduced a heuristic relying on feedback control theory. We then discussed how to perform traffic regulation by using the feedback capabilities of TCP, used in conjunction with ECN. A prototype implementation in PC-routers of the scheduling and buffer management algorithm is distributed as part of the recent altq-3.1 package, and is available at http://qosbox.cs.virginia.edu.
