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Abstrakt
Tato bakalárˇská práce se zabývá rozborem teorie adaptivních filtru˚. Práce se dále zameˇ-
rˇuje na možnosti návrhu a implementace adaptivních filtru˚ na bázi virtuální instrumen-
tace ve vývojovém prostrˇedí LabVIEW od americké spolecˇnosti National Instruments.
Praktická cˇást je veˇnována vybraným adaptivním algoritmu˚m, které jsou implemento-
vány jak v LabVIEW, tak pomocí programovacího jazyka C# ve formeˇ dynamicky lin-
kovaných DLL knihoven. Na základeˇ poznatku˚ z implementace je provedeno srovnání
obou možností. Pomocí softwarového nástroje National Instruments LabVIEW je v prak-
tické cˇásti vytvorˇena rˇada virtuálních prˇístroju˚, demonstrujících adaptivní filtraci.
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Abstract
This bachelor’s thesis deals with the analysis theory of adaptive filters. The study also
deals with possibilitis of today’s design and implementation of adaptive filters based on
virtual instrumentation with National Instruments LabVIEW. The practical part includes
the implementation of selected adaptive algorithms using LabVIEW and the program-
ming language C# as a dynamically linked libraries DLLs. On the basis of the implemen-
tation is the comparison of both options. Using the software tool, National Instruments
LabVIEW is created several virtual machines, demonstrating adaptive filtering.
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51 Úvod
Filtr prˇedstavuje systém popisující relaci mezi vstupním a výstupním signálem. Mnohdy
je trˇeba odstranit nebo potlacˇit nežádoucí vlivy vneˇjšího prostrˇedí, které narušují po-
trˇebnou kvalitu prˇenášeného signálu. Základní vlastností filtru˚ je potlacˇit nebo naopak
zvýraznit urcˇité kmitocˇtové složky vstupního signálu˚. Jedná se naprˇ. o odstraneˇní strˇí-
davé cˇi stejnosmeˇrné složky signálu, omezení urcˇitého frekvencˇního pásma nebo snížení
šumu resp. brumu. Filtrace se dnes využívá v nespocˇetném množství oboru˚ jako je naprˇ.
audiotechnika, radiotechnika, telekomunikacˇní technika, elektronika nebo biomedicína.
V praktické cˇásti práce jsou realizovány tyto reálné aplikace:
• Adaptivní potlacˇení echa.
• Adaptivní lineární predikce.
• Extrakce EKG signálu plodu.
Tato práce se konkrétneˇ zabývá problematikou adaptivních filtru˚, které mohou meˇnit
své vlastnosti v pru˚beˇhu meˇrˇení a adaptovat se na zmeˇny vstupního signálu. Detailneˇ po-
pisuje základní zástupce adaptivních algoritmu˚ a to LMS, NLMS, RLS a QR-RLS. Práce
má za úkol seznámit s celkovou problematikou a poté aplikovat zjišteˇné poznatky v gra-
fickém programovacím nástroji LabVIEW od firmy National Instruments, který umož-
nˇuje vytvorˇit virtuální meˇrˇící, testovací nebo rˇídící aplikace. Tento nástroj se dnes využívá
prˇi výuce také na Vysoké škole Bánˇské.
Pro adaptivní filtraci zde existuje rozšírˇení s názvem Adaptive Filter Toolkit, kde lze
demonstrovat jednotlivé algoritmy. Cílem je toto rozšírˇení popsat a vytvorˇit neˇkolik cvicˇ-
ných úloh pro studenty. Všechny tyto algoritmy budou poté také implementovány po-
mocí programovacího jazyka C# a importovány v DLL knihovnách do programu Lab-
VIEW.
62 Soucˇasný stav problematiky a cíle bakalárˇské práce
Adaptivní filtrace má dnes velké možnosti využití, vzhledem k roustoucí hardwarové
výkonnosti pocˇítacˇu˚, signálových zarˇízení a mobilních zarˇízení. Lze tedy využívat i kom-
plikovaneˇjší adaptivní algoritmy v rozsáhlejších úlohách. V soucˇasné dobeˇ se pro návrh
adaptivních algortimu˚ využívá vývojového prostrˇedí Matlab [18], jazyk C [16] a Lab-
VIEW [3], [4], [11], [5]. Vývojové prostrˇedí LabVIEW je jedním z prostrˇedí pro testování,
meˇrˇení a rˇízení aplikací. Nejveˇtší prˇedností LabVIEW je grafická podoba kódu, která vý-
razneˇ usnadnˇuje implementaci aplikace. Pro tvorbu není trˇeba žádných speciálních zna-
lostí prostrˇedí ani programovacích jazyku˚.
LabVIEW nabízí také možnost prˇipojení extérních prˇístroju˚ a hardwarových nástroju˚
a zakomponovat je do virtuálního prˇístroje. Další nespornou výhodou je množství roz-
širˇujících balíku˚, které dale rozširˇují oblast využití LabVIEW. Toto návrhové prostrˇedí
umožnˇuje simulovat a otestovat navržený prˇístroj prˇed samotnou výrobou a minimali-
zova tak skryté chyby. Jednou z takových je práveˇ rozšírˇení Adaptive Filter Toolkit [5],
které bylo vytvorˇeno pro jednoduchou simulaci adaptivních filtru˚ a algoritmu˚.
V soucˇasné dobeˇ neexistují žádné materiály a podklady k LabVIEW Adaptive Filter
Toolkit psané v cˇeštineˇ. Prvním cílem této bakalárˇské práce je tedy seznámit cˇtenárˇe s
vývojovým prostrˇedím, jeho možnostmi a seznámit jej také se zmíneˇným rozšírˇením pro
adaptivní filtry. Dalším cílem je vytvorˇit výukový materiál a sadu vzorových prˇkladu˚
implementace, což mu˚že být využito k výukovým úcˇelu˚m a lepšímu pochopení proble-
matiky adaptivních filtru˚.
73 Adaptivní filtrace
Nastane-li situace, kdy je potrˇeba vytvorˇit filtr pracující v neznámém prostrˇedí nebo pro-
strˇedí meˇnící se v cˇase, nelze prˇedem identifikovat zkreslení a tudíž ani navrhnout opti-
mální rˇešení pro filtraci. Pro tyto situace je trˇeba vytvorˇit filtr adaptivní.
Tento filtr je schopen v daném prostrˇedí v pru˚beˇhu své práce sám získávat potrˇebné
informace a tím reagovat na zmeˇny vlastností signálu. Dokáže se tedy adaptovat a zpra-
covat tak i signály, generované nestacionárními procesy, aniž by mu byly známy cˇasoveˇ
promeˇnné parametry teˇchto procesu˚. Pro správný chod adaptivních filtru˚ je jim nutno
pru˚beˇžneˇ poskytovat dodatecˇné informace v podobeˇ tzv. referencˇního signálu. To vyža-
duje zavedení dalšího vstupu kromeˇ samotného pozorovaného signálu. Referencˇní signál
do jisté míry souvisí s prˇedpokládaným výstupním signálem, který urcˇitým zpu˚sobem
aproximuje. Mnohdy se jedná prˇímo o zmíneˇný výstupní signál.
Mu˚že se zdát, že je zbytecˇné filtrovat signál, jehož požadovaný výstup známe s dosta-
tecˇnou prˇesností. Je však neustále nutné periodicky upravovat referencˇní signál k naucˇení
adaptivního filtru odstranit zkreslení prˇenosové cesty, typicky u telekomunikacˇních sítí.
Základní deˇlení struktury adaptivních filtru˚ je na lineární a nelineární. V drtivé veˇt-
šineˇ prˇípadu˚ se používá pouze lineární verze, která je jednodušší a klade menší pocˇetní
nároky.
Detailneˇji se tedy zameˇrˇíme pouze na lineární zastoupení filtru˚. Tyto filtry rozdeˇlu-
jeme podle délky impulsní charakteristiky na následující:
• FIR filtr - filtr s konecˇnou impulsní charakteristikou.
• IIR filtr - filtr s nekonecˇnou impulsní charakteristikou.
3.1 Filtr typu FIR
Jedná se o filtr s konecˇnou impulsní charakteristikou, neˇkdy také nazýván jako nerekur-
zivní filtr bez zpeˇtné vazby. Jeho výhodou je témeˇrˇ naprostá stabilita a lineární fáze. Filtr




wix(n− i) = w(n) · x(n), (1)
kde n = 1, 2, 3, ..., y(n) je výstupní signál, x(n) je vstupní signál a wi jsou koeficienty
impulsní charakteristika filtru o délce N .
Z Rov. 1 mu˚žeme snadno odvodit jeho základní schéma (Obr. 1).
Pro adaptivní systémy se koeficienty impulsní charakteristiky FIR filtru stanovují po-
mocí adaptivního algoritmu. Zde tedy nastává zásadní problém a to ten, že se z FIR filtru
stává rekurzivní. Koeficienty adaptivního filtru jsou totiž prˇizpu˚sobovány podle výstup-
ního signálu a tím ovlivnˇují celou filtraci.[1] Pokud nahradíme koeficienty impulsní cha-
rakteristiky FIR filtru koeficienty w adaptivního algoritmu, tedy tzv. vahami, upravíme
Rov. 1 takto:




wix(n− i) = w · x(n). (2)
Pro optimalizaci koeficientu˚ adaptivního filtru mu˚žeme stanovit vektor vah w a vek-
tor vstupního signálu x(), ze kterého je vybráno N vzorku˚, následnovneˇ:
w = [w0, w1, w2, ...., wN−1], (3)
x(n) = [x(n), x(n− 1), ...., x(n−N + 1)]T , (4)
kde N je délka frekvencˇní charakteristiky a zárovenˇ délka vektoru˚. Vektor x() je transpo-
novaný (sloupcový).
Nyní tedy mu˚žeme Rov. 2 upravit podle Rov. 3 a 4 a použít v následujících rovnicích
5 a 6:
y(n) = w · xT (n), (5)
e(n) = d(n)−w · xT (n), (6)
kde e(n) je chybový signál a d(n) je referencˇní signál.
Tímto postupem jsme se vyhnuli použití konvoluce v pu˚vodní Rov. 2 a nahradili ji
soucˇinem vektoru˚, prˇicˇemž vektorw je rˇádkový a vektor xT (n) sloupcový. Takto získané
vztahy jsou základem pro adaptivní filtraci. Z rovnic je také videˇt du˚ležitost správného
stanovení délky impulsní charakteristiky filtru N . Tato délka ovlivnˇuje délku jednotili-
vých iterací a tím i cˇasovou nárocˇnost procesu filtrace.[1]
3.2 Filtr typu IIR
Filtry IIR mají nekonecˇnou impulsní charakteristiku, což je dáno zpeˇtnou vazbou na vý-
stupní signál. Oproti FIR filtru˚m mají menší výpocˇetní nároky a tím se zkracuje také cˇas
výpocˇtu˚. Tato výhoda se však odráží v jeho stabiliteˇ, která je výrazneˇ menší než je tomu u
9FIR fitru. Celkový návrh je složiteˇjší a obsahuje nelineární fázi. Ve zvolené problematice
LabVIEW se však využívají pouze FIR filtry, proto IIR filtr nebude dále popisován.
3.3 Wieneru˚v filtr
Adaptivní filtry jsou do jisté míry podobné k stacionárnímu Wienerovu filtru, avšak mo-
hou meˇnit své koeficienty v cˇase tak, aby dokázaly efektivneˇ potlacˇit nežádoucí zmeˇny
na vstupním signálu.[2]
Obrázek 2: Blokové schéma Wienerova filtru
Wieneru˚v filtr je invariantní filtr s konecˇnou impulsní charakteristikou. Základem
není frekvencˇní odezva filtru, ale statické vlastnosti šumu. Dochází zde k restaurování
signálu odstraneˇním šumu na základeˇ statického popisu jeho vlastností.
Referencˇním signálem je zde d(n), chybový signál je e(n). Vstupem filtru je signál
x(n) a výstupem y(n). Tento výstup je generován jako lineární kombinace zpoždeˇných
vzorku˚ výstupního signálu y(n). Chyba e(n) podminˇuje výbeˇr koeficientu˚ wi a funkce,
která tento výbeˇr provádí by meˇla splnˇovat požadavek jednoduše vystopovatelného mi-
nima (resp. maxima), aby nedocházelo k nejednoznacˇnostem prˇi konvergenci filtru. Tyto
podmínky splnˇují práveˇ FIR filtry s kritériem chyby ξ: [9]
ξ = E[|e(n)|2], (7)
kde E[] vyjadrˇuje strˇední ocˇekávanou hodnotu chyby. Tato funkce je nejjednodušší, má
jednoduché minium a lze ji snadno vypocˇítat. Po dosazení chybového vektoru FIR filtru
dostaneme:
ξ = E[|e(n)|2]
ξ = E[(d(n)− y(n))2]
ξ = E[d(n)− xT (n) ·w) · (d(n)−wT · x(n))]
ξ = E[d2(n)− d(n) · (xT (n) ·w) + (wT · x(n)) + (xT (n) ·w) ·wT · x(n)]
ξ = E[d2(n)]− E[d(n) · xT (n) ·w]− E[d(n)wT · x(n)] + E[xT (n) ·w ·wT · x(n)]
ξ = E[d2(n)]− E[d(n) · xT (n)] ·w −wT · E[d(n) · x(n)] +w · E[xT (n) · x(n)] ·wT
. (8)
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Z Rov. 8 mu˚žeme vytknout vektor koeficientu˚ w z ocˇekávané strˇední hodnoty E,
jelikož w není statickou velicˇinou. Pro další úpravy zavedeme vektor p.
p = E[d(n)xT (n)]. (9)
Vektor p má význam kroskorelacˇní funkce a má rozmeˇr N − 1 prvku˚. Dále pak v Rov. 8
oznacˇíme výraz E[xT (n) · x(n)] jako matici R. Je to matice o rozmeˇrech (N − 1)x(N − 1)
a má význam autokorelacˇní funkce.
R =
r00 r01 r02 ... r0,N−1
r10 r11 r12 ... r1,N−1
r20 r21 r22 ... r2,N−1
... ... ... ... ...
rN−1,0 rN−1,1 rN−1,2 ... rN−1,N−1
(10)
Po dosazení do Rov. 8 dostaneme:
ξ = E[d2(n)]− 2p ·w +w ·R ·wT . (11)
Funkce ξ je kvadratickou funkcí w a má jedno globální minimum. Polohu minima
zjistíme pomocí parciálních derivací funkce ξ podle koeficientu˚ w a položením zderivo-
vaných funkcí = 0. S využitím vztahu platného pro symetrické matice:
d
dw (Aw) = A,
d
dw (wMw
T ) = 2Mw, (12)
kde A a M jsou matice. Hledaný vztah je tedy:
∇ξ = −2Rw − 2p = 0, (13)
kde ∇ je operátor gradientu a odkud:
wopt ·R = p, (14)
wopt = R
−1 · p. (15)
Tato rovnice umožnˇuje vypocˇítat optimální váhy wopt filtru a je známá jako Wiener-
Hopfova rovnice.[12]
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3.4 Charakteristika adaptivních algoritmu˚
Cílem algoritmu˚ je vypocˇítat co nejlepší odhad koeficientu˚ filtru, tak aby se výstupní
signál co nejvíce podobal požadovanému signálu. V procesu nalezení koeficientu˚ filtru se
zpravidla rˇeší optimalizací chybové funkce. Ta mu˚že být obecneˇ podmíneˇna stochasticky
nebo deterministicky. Stochastický prˇístup vyžaduje veˇtší množství meˇrˇení ke spocˇtení
statistiky. Tento postup využívají algoritmy LMS a jeho odvozeniny. Prˇi deterministickém
prˇístupu návrhu filtru vyžaduje výpocˇet charamtekistik z velkého pocˇtu vzorku˚. Tento
postup využívají alogirtmy RLS.
3.5 LMS algoritmus
Algoritmy LMS jsou ve své skupineˇ teˇmi nejpoužívaneˇjšími. Mají široké uplatneˇní hlavneˇ
díky své jednoduchosti a robustnosti. Tyto algoritmy jsou založeny na gradientním vy-
hledávacím algoritmu nazývaném také metoda nejveˇtšího spádu. Závislost strˇední kva-
dratické odchylky výstupního chybového signálu adaptivního FIR filtru na koeficientech
filtru je kvadratická krˇivka s jedním globálním minimem. Vyhledávání koeficientu˚ s mi-
nimální strˇední kvadratickou odchylkou je založeno na posouvání koeficientu˚ ve smeˇru
záporného gradientu krˇivky. Koeficienty jsou postupneˇ prˇepocˇítávány, až je dosaženo
bodu s nulovým gradientem.[10] Výstupní signál je vypocˇítán následovneˇ:
N−1∑
i=0
y(n) = wT · x(n), (16)
kde wT jsou koeficienty filtru a N je rˇád filtru.
Poté se vypocˇítá chybový signál:
e(n) = d(n) · y(n). (17)
Nakonec je proveden prˇepocˇet koeficientu˚ filtru.
w(n+ 1) = w(n)− µ∇e2(n), (18)
kde µ je konvergencˇní konstanta, která urcˇuje velikost kroku prˇi pohybu smeˇrem k mi-
nimu a tedy i rychlost konvergence.
Rovnici 18 lze rozepsat jako:
w(n+ 1) = w(n) + 2 · µ · e(n) · x(n− k), (19)
kde k je délka filtru.
3.6 Normalizovaný LMS algoritums
Normalizovaný LMS (NLMS) je upravená forma standardního LMS algoritmu. Postup
výpocˇtu je stejný jako u LMS algoritmu s tím rozdílem, že je konvergencˇní konstanta µ





To znamená, že prˇi velkých hodnotách vstupu x(n) bude postup k minimu poma-
lejší a naopak. Algoritmus NLMS tedy využívá vstupní hodnotu konvergencˇní konstanty
pouze pro první iteraci. Poté je adaptivneˇ prˇepocˇítávána.
3.7 RLS algoritmus
Algoritmy z rodiny RLS jsou typickými zástupci algoritmu˚ založených na principu Kal-
manovy filtrace [17]. V porovnání s algoritmy LMS mají algoritmy RLS veˇtší konver-
gentní rychlost. To plyne z použití cˇasového pru˚meˇrování, které predikuje velmi prˇesné
hodnoty. Problém teˇchto algoritmu˚ je však v tom, že vyžadují komplikované matema-
tické operace, z cˇehož plynou vyšší výpocˇetní a cˇasové nároky než je tomu u LMS. Úlohy
s použitím RLS algoritmu mají o rˇád vyšší složitost a jsou tudíž výrazneˇ pomalejší.[5].
Pro cˇasoveˇ nemeˇnné signály RLS konverguje ke stejným koeficientu˚m jako Wieneru˚v
filtr, pro cˇasoveˇ promeˇnné signály RLS sleduje cˇasové variace signálu.
Matematické odvození RLS algoritmu je k nalezení v neˇkteré z odborných publikací,
naprˇ. [2], [16]. V této práci jsou popsány pouze kroky, nezbytné k implementaci algo-
ritmu.
Výstupní signál je vypocˇítán následovneˇ:
N−1∑
i=0
y(n) = wT · x(n), (21)
kde wT jsou koeficienty filtru, x(n) je vektor vstupních vzorku˚ a N je rˇád filtr. Poté je
vypocˇten chybový signál:
e(n) = d(n) · y(n). (22)
Následuje prˇepocˇet koeficienty filtru podle rovnice:
w(n+ 1) = w(n) + k(n)e(n), (23)




kde Ψ(n) je inverzní autokorelacˇní matice referencˇního signálu x(n) a λ je zapomínací
faktor. V praxi se jeho hodnota voli mezi 0,98 a 1.[10] Pokud se rovná 1, znamená to, že se
bude pocˇítat se všemi vzorky. Inverzní autokorelacˇní matice je adaptována následnovneˇ:
Ψ−1λ (n) = λ
−1(Ψ−1λ (n− 1)− k(n)xT (n)Ψ−1λ (n− 1)). (25)
Pocˇátecˇní hodnota inverzní autokorelacˇní matice:
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Ψ−1(0) =
δ−1 0 0 0
0 δ−1 0 0
0 0 δ−1 0
0 0 0 δ−1
,
(26)
kde δ je regularizacˇní faktor.[5]
3.8 QR-RLS algoritmus
Odvozenina algoritmu RLS, která používá k prˇepocˇtu inverzní autokorelacˇní matice tzv.
QR rozklad (dekompozici).
QR rozklad je zpu˚sob, jak zapsat matici jako soucˇin dvou matic, z nichž jedna je or-
togonální, prˇípadneˇ má alesponˇ vzájemneˇ ortonormální sloupce, a druhá je v horním
trojúhelníkovém tvaru. QR rozklad lze provést pomocí klasického nebo modifikovaného
Gramova-Schmidtova algoritmu (prˇípadneˇ s iteracˇním zprˇesneˇním), nebo pomocí Hou-
seholderových nebo Givensových transformacˇních matic. Prˇi reálném výpocˇtu (tj. v arit-
metice s konecˇnou prˇesností) se všechny zmíneˇné postupy výrazneˇ liší v prˇesnosti a rych-
losti výpocˇtu. Prˇesnost je klícˇovým faktorem zejména v prˇípadeˇ, že matice obsahuje line-
árneˇ závislé sloupce.
Postupy QR dekompozice jsou popsány v rˇadeˇ odborných publikací, naprˇ. [13], [14],
[15]. V rámci implementace algoritmu byla využita funkce pro QR dekompozice matice,
intergrovaná ve vývojovém prostrˇedí Microsoft Visual Studio. Postup výpocˇtu samot-
ného signálu je obdobný jako u RLS algoritmu.
14
4 Analýza reálných aplikací
V této kapitole budou rozebrány reálné aplikace s využitím adaptivních filtru˚. Základem
každé z nich jsou vždy všechny cˇtyrˇi implementované algoritmy, tedy LMS, NLMS, RLS
a QR-RLS. Vybrané aplikace z níže uvedených budou vytvorˇeny s využitím LabVIEW v
praktické cˇásti této práce.
4.1 Adaptivní potlacˇení echa
Úkolem potlacˇení echa je ideálneˇ odstranit nežádoucí rušivou ozveˇnu (echo) z komu-
nikacˇních prostrˇedku˚. Prˇíkladem je situace, kdy jsou mikrofon a zdroj zvuku od sebe
nedokonale izolovány. Tento jev se nazývá akustické echo a vzniká naprˇíklad prˇi tele-
fonním hovoru prˇes bezdrátovou sadu pro telefonování, kdy je tato sada nedokonale
navržena.[6]
Obrázek 3: Cˇasový pru˚beˇh cˇisté nahrávky bez echa
Obrázek 4: Cˇasový pru˚beˇh nahrávky s prˇidaným echem
Echo mu˚že také pocházet z prostrˇedí, kde se zvuk odráží od steˇn a vrací zvukový
signál zpeˇt do prˇíjimacˇe [6]. Tato aplikace bude realizována a podrobneˇji rozebrána v
praktické cˇásti práce.
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Obrázek 5: Schéma potlacˇení echa
4.2 Aktivní potlacˇení rušení
Dalším typickým využitím adaptivního filtru je potlacˇení rušení, kdy máme pru˚beˇžneˇ k
dispozici doplnˇkovou informaci bud’ o užitecˇném signálu nebo o signálu rušivém. Ty-
pickým rušivým signálem je šum.[1]
Naprˇíklad pokud hluk z tryskového motoru letadla ruší komunikaci mezi pilotem
a kontrolní veˇží. Tryskový motor dokáže vyvinout zvuk o hladineˇ prˇes 140 dB, kdežto
lidská rˇecˇ s pohybuje okolo 50 dB. K odstraneˇní tohoto rušení se využívá práveˇ adaptivní
filtrace.[5]
Obrázek 6: Schéma potlacˇení echa
• s(n) - Pilotova rˇecˇ.
• v1(n) Hluk motoru prˇítomný spolu s s(n) prˇi prˇenosu vysílacˇkou.
• v2(n) Snímaný hluk motoru, který je využit jako doplnˇková informace o rušivém
signálu.
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4.3 Inverzní identifikace systému
Tato aplikace využívá kaskádového spojení neznámého systému a adaptivního filtru,
které odpovídá tzv. inverzní identifikaci resp. modelování. Zde je adaptivní filtr vybuzen
výstupním signálem neznámého systému, jehož vstupní signál je použitý jako referencˇní,
takže výstupem adaptivního filtru je odhad originálního signálu.
Obrázek 7: Inverzní identifikace neznáméno systému
Tato aplikace má praktické využití naprˇíklad prˇi tzv. ekvalizaci kanálu. Ekvalizace ka-
nálu je cˇasto využívána v telekomunikacích, kde neznámým systémem je sdeˇlovací kanál
s neznámou charakteristikou, jehož vlastnosti je trˇeba kompenzovat. Pro jistou dobu je
zde k dispozici originální signál, který je použit jako referencˇní. Beˇhem této doby se filtr
adaptuje a poté vyrovná vlastnosti kanálu.[1]
4.4 Adaptivní lineární predikce
Adaptivní lineární predikce využívá adaptivní filtr k odhadu budoucích hodnot signálu
založeném na prˇedchozích hodnotách signálu. Tuto predikci lze také využít pro kompresi
obrazových signálu˚, jak je tomu naprˇíklad u metody lineárního predikcˇního kódování
(LPC). Následující diagram znázornˇuje blokový diagram adaptivní lineární predikce.[5]
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Obrázek 8: Blokové schéma lineární predikce
• s(n) - Signál posloupnost v cˇase n.
• x(n) - Zpoždeˇná verze s(n).
• y(n) - Výstup adaptivního filtru.
• e(n) - Rozdíl s(n) a y(n).
Obrázek 9: Ukázka predikce signálu
Na ukázce jsou videˇt cˇervená místa, což jsou úseky adaptace koeficientu˚ filtru. Tato
apliakce je realizována v praktické cˇásti.
4.5 Extrakce EKG signálu plodu
Jak již bylo zmíneˇno, adaptivní filtrace se využívá také ve zdravotnictví. Naprˇíklad pro
extrakci EKG signálu plodu v teˇle matky. Pro extrakci se využívá dvou EKG signálu˚ z
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teˇla matky. První je pomocí elektrod snímám z hrudníku (tzv. torakální signál) a obsahuje
pouze srdecˇní tlukot matky. Druhý (tzv. abdominální) signál je snímám z oblasti brˇicha a
obsahuje tlukot matky i plodu uvnitrˇ deˇlohy. Matcˇino EKG se pomocí adaptivních filtru˚
odfiltruje a výsledkem je EKG signál plodu.[5] Simulace této aplikace bude realizována
v praktické cˇásti práce.
Obrázek 10: Pru˚beˇh abdominálního EKG signálu matky
Obrázek 11: Vyfiltrovaný EKG signál plodu
Obrázek 12: Umísteˇní elektrod na teˇle matky
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5 LabVIEW Adaptive Filter Toolkit
Adaptive Filter Toolkit není soucˇástí klasického LabVIEW a je nutno jej manuálneˇ prˇidat
jako doplneˇk. Soucˇástí tohoto doplnˇku je také rozšírˇení nápoveˇdy, kde jsou podrobneˇ
popsány možnosti a funkce toolkitu a teoretický základ o adaptivních filtrech. Nutono
podotknout, že Adaptive Filter Toolkit v LabVIEW podporuje pouze filtry typu FIR.
Nápoveˇda obsahuje prˇehledné rozdeˇlení nabízených filtru˚. Každá podstránka filtru
obsahuje jednoduchý popis, blokový diagram s popisem jednotlivých vstupu˚ a výstupu˚
filtru. Cˇasto také obsahuje odkaz na virtuální prˇístroje jako prˇíklad pro ilustraci a zárovenˇ
ukázku možnosti využití daného adaptivního filtru.
Ukázky rozhraní Adaptive Filter Toolkit jsou umísteˇny na prˇiloženém CD.
5.1 Funkce paletové nabídky Adaptive Fillter Toolkit
Popis jednotlivých funkcí, jejich vstupu˚ a výstupu˚ je vzhledem k rozsahu k dispozici na
prˇiloženém CD.
5.2 Dynamicky linkovaná knihovna vybraných algoritmu˚
Vybrané adaptivní algoritmy LMS, NLMS, RLS a QR-RLS byly implementovány v pro-
strˇedí Microsoft Visual Studio v jazyce C#. Všechny tyto algoritmy byly poté importo-
vány prostrˇednictvím DLL knihovny do programu LabVIEW. Vzorový prˇíklad importu
DLL knihovny je k dispozici na prˇiloženém CD.[11].
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6 Praktická cˇást
V praktické cˇásti byly vybrány a realizovány trˇi aplikace:
• Adaptivní potlacˇení echa.
• Adaptivní lineární predikce.
• Extrakce EKG signálu plodu.
6.1 Implementace algoritmu˚ v jazyce C#
V rámci praktické cˇásti práce byly implementovány do DLL knihovny algoritmy LMS,
NLMS, RLS a QR-RLS. Pro porovnání byly stejné algoritmy vybrány také z rˇad Adaptive
Filter Toolkit. Projekt s kompletními kódy naprogramovaných algoritmlu˚ je umísteˇn na
prˇiloženém CD.
6.1.1 Implementace LMS algoritmu
Hlavicˇka funkce:
public void lmsFilter (double[] x, double[] d, double mu, int N, out double[] y, out double[] e)
Vstupní parametry:
• x - Vstupní signál.
• d - Referencˇní signál.
• mu - Konvergencˇní kostanta µ.
• N - Délka filtru.
Výstupní parametry:
• e - Chybový signál.
• y - Výstupní signál.
Nacˇtení délky vstupního signálu a zadefonování lokálních promeˇnných pro výpocˇet.
Délka vstupního signálu M je prˇi deklaraci nastavena také výstupním signálu˚m e a y.
Promeˇnná w prˇedstavuje vektor koeficientu˚ filtru a má délku N , což je délka filtru.
int M = x.Length;
double[] w = new double[N];
double[] y_ = new double[M];
double[] e_ = new double[M];
double sum;
Následující úsek probíhá v for cyklu, s pocˇtem iterací M .
for ( int t = N; t < M; t++)
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V první cˇásti každé iterace probíhá samotná filtrace a výpocˇet chyby e.
sum = 0;
for ( int j = ( t − 1); j >= (t − N); j−−){
sum += (w[t − j − 1] ∗ x[ j ]) ;
}
y_[t − 1] = sum;
e_[t − 1] = d[ t − 1] − y_[t − 1];
Nyní probeˇhne prˇepocˇet koeficienu˚ filtru w.
for ( int j = ( t − 1); j >= (t − N); j−−){
w[t − j − 1] = w[t − j − 1] + (mu ∗ e_[t − 1] ∗ x[ j ]) ;
}
Pokracˇuje se další iterací do doby, než je vycˇerpána celá délka vstupního signálu. Posled-
ním krokem je uložení výsledných hodnot do výstupních parametru˚ funkce.
y = y_;
e = e_;
6.1.2 Implementace NLMS algoritmu
Hlavicˇka funkce:
public void nlmsFilter(double[] x, double[] d, double mu, int N, out double[] y, out double[] e)
Vstupní parametry:
• x - Vstupní signál.
• d - Referencˇní signál.
• mu - Konvergencˇní kostanta µ.
• N - Délka filtru.
Výstupní parametry:
• e - Chybový signál.
• y - Výstupní signál.
Nacˇtení délky vstupního signálu a zadefonování lokálních promeˇnných pro výpocˇet.
Délka vstupního signálu M je prˇi deklaraci nastavena také výstupním signálu˚m e a y.
Promeˇnná w prˇedstavuje vektor koeficientu˚ filtru a má délku N , což je délka filtru.
int M = x.Length;
double[] w = new double[N];
double[] y_ = new double[M];
double[] e_ = new double[M];
double sum;
Následující úsek probíhá v for cyklu, s pocˇtem iterací M .
for ( int t = N; t < M; t++)
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V první cˇásti každé iterace probíhá samotná filtrace a výpocˇet chyby e a prˇepocˇet kon-
vergencˇní konstanty.
sum = 0;
for ( int j = ( t − 1); j >= (t − N); j−−){
sum += (w[t − j − 1] ∗ x[ j ]) ;
mu += (x[j ] ∗ x[ j ]) ;
}
y_[t − 1] = sum;
e_[t − 1] = d[ t − 1] − y_[t − 1];
mu = 1 / mu;
Nyní probeˇhne prˇepocˇet koeficienu˚ filtru w.
for ( int j = ( t − 1); j >= (t − N); j−−){
w[t − j − 1] = w[t − j − 1] + (mu ∗ e_[t − 1] ∗ x[ j ]) ;
}
Pokracˇuje se další iterací do doby, než je vycˇerpána celá délka vstupního signálu. Posled-
ním krokem je uložení výsledných hodnot do výstupních parametru˚ funkce.
y = y_;
e = e_;
6.1.3 Implementace RLS algoritmu
Hlavicˇka funkce:
public void rlsFilter (double[] x, double[] d, int N, double lambda, double delta, out double[] y,
out double[] e)
Vstupní parametry:
• x - Vstupní signál.
• d - Referencˇní signál.
• lambda - Zapomínací faktor λ.
• delta - Regularizacˇní faktor δ.
• N - Délka filtru.
Výstupní parametry:
• e - Chybový signál.
• y - Výstupní signál.
Nacˇtení délky vstupního signálu a zadefonování lokálních promeˇnných pro výpo-
cˇet. Délka vstupního signálu M je prˇi deklaraci nastavena také výstupním signálu˚m e a
y. Zadefinování vektoru koeficientu˚ w, ziskového vektoru g, vektoru vzorku˚ vstupního
signálu X1 a autokorelacˇní matice P.
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int M = x.Length;
Vector<double> w = Vector<double>.Build.Dense(N);
Vector<double> g = Vector<double>.Build.Dense(N);
Vector<double> X1 = Vector<double>.Build.Dense(N);
Matrix<double> P = Matrix<double>.Build.DenseDiagonal(N,N, 1/delta);
double[] y_ = new double[M];
double[] e_ = new double[M];
Následující úsek probíhá v for cyklu, s pocˇtem iterací M .
for ( int t = N; t < M; t++)
V první cˇásti každé iterace probíhá samotná filtrace a výpocˇet chyby e.
double sum = 0;
for ( int j = ( t − 1); j >= (t − N); j−−){
X1[t − j − 1] = x[ j ];
sum += (w[t − j − 1] ∗ x[ j ]) ;
}
y_[t − 1] = sum;
e_[t − 1] = d[ t − 1] − y_[t − 1];
Nyní probeˇhne prˇepocˇet ziskového vektoru g, matice P a koeficienu˚ filtru w.
g = (P ∗ X1) / (lambda ∗ P.Multiply(X1) ∗ X1);
P = (1 / lambda) ∗ P − (1 / lambda) ∗ g ∗ P.Multiply (X1);
for ( int j = ( t − 1); j >= (t − N); j−−){
w[t − j − 1] = w[t − j − 1] + (g[ t − j − 1] ∗ e_[t − 1]);
}
Pokracˇuje se další iterací do doby, než je vycˇerpána celá délka vstupního signálu. Posled-
ním krokem je uložení výsledných hodnot do výstupních parametru˚ funkce.
y = y_;
e = e_;
6.1.4 Implementace QR-RLS algoritmu
Hlavicˇka funkce:
public void rlsFilter (double[] x, double[] d, int N, double lambda, double delta, out double[] y,
out double[] e)
Vstupní parametry:
• x - Vstupní signál.
• d - Referencˇní signál.
• lambda - Zapomínací faktor λ.
• delta - Regularizacˇní faktor δ.
• N - Délka filtru.
Výstupní parametry:
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• e - Chybový signál.
• y - Výstupní signál.
Nacˇtení délky vstupního signálu a zadefonování lokálních promeˇnných pro výpo-
cˇet. Délka vstupního signálu M je prˇi deklaraci nastavena také výstupním signálu˚m e a
y. Zadefinování vektoru koeficientu˚ w, ziskového vektoru g, vektoru vzorku˚ vstupního
signálu X1 a autokorelacˇní matice P.
int M = x.Length;
Vector<double> w = Vector<double>.Build.Dense(N);
Vector<double> g = Vector<double>.Build.Dense(N);
Vector<double> X1 = Vector<double>.Build.Dense(N);
Matrix<double> P = Matrix<double>.Build.DenseDiagonal(N,N, 1/delta);
double[] y_ = new double[M];
double[] e_ = new double[M];
Následující úsek probíhá v for cyklu, s pocˇtem iterací M .
for ( int t = N; t < M; t++)
V první cˇásti každé iterace probíhá samotná filtrace a výpocˇet chyby e.
double sum = 0;
for ( int j = ( t − 1); j >= (t − N); j−−){
X1[t − j − 1] = x[ j ];
sum += (w[t − j − 1] ∗ x[ j ]) ;
}
y_[t − 1] = sum;
e_[t − 1] = d[ t − 1] − y_[t − 1];
Nyní probeˇhne prˇepocˇet ziskového vektoru g, matice P pomocí QR dekompozice a ko-
eficienu˚ filtru w.
g = (P ∗ X1) / (lambda ∗ P.Multiply(X1) ∗ X1);
P.QR();
for ( int j = ( t − 1); j >= (t − N); j−−){
w[t − j − 1] = w[t − j − 1] + (g[ t − j − 1] ∗ e_[t − 1]);
}
Pokracˇuje se další iterací do doby, než je vycˇerpána celá délka vstupního signálu. Posled-
ním krokem je uložení výsledných hodnot do výstupních parametu˚ funkce.
y = y_;
e = e_;
6.2 Úloha 1: Adaptivní potlacˇení echa
6.2.1 Prvky cˇelního panelu
Cˇelní panel obsahuje volbu algoritmu s možností zvolení LabVIEW nebo C# implemen-
tace. Dále umožnˇuje volbu cesty ke zvukové nahrávce pro testování. Je však trˇeba zacho-
vat formát zvukové stopy, tedy .WAV. Pro ilustraci je zde nahrávka již vložena. Pro úcˇely
testování je zde zobrazen také cˇas filtrace. Lze tedy porovnávat rychlost jednotlivých al-




• Konvergencˇní konstantu (pro LMS a NLMS).
• Zapomínací faktor (pro RLS a QR-RLS).
• Regularizacˇní faktor (pro RLS a QR-RLS).
V ovládacím bloku je také tlacˇítko STOP pro zastavení aplikace.
Na právé straneˇ je pak umísteˇno zobrazení cˇisté zvukové stopy, stopy s prˇidaným
echem a výsledné stopy po filtraci. Vedle každého grafu je tlacˇítko pro prˇehrání ukázky.
Podoba cˇelního panelu a blokové schéma aplikace jsou k dispozici v prˇíloze této
práce.
6.2.2 Základní struktura aplikace
Všechny soucˇásti blokového schématu jsou uzavrˇeny ve smycˇce While Loop. Tato struk-
tura zajišt’uje opakování algoritmu po celou dobu spušteˇní programu. Iteraci lze zastavit
kliknutím na tlacˇítko STOP. Nejprve je k cˇisté nahrávce prˇidáno echo. Tento signál je
spolu s cˇistým signálem a potrˇebnými parametry prˇiveden do zvoleného adaptivního fil-
tru, který signály zpracuje. Výsledkem filtrace je signál, který je poté zobrazen v pru˚beˇhu,
kde je možnost jej prˇehrát.
6.2.3 Výsledky experimentu˚
Navržená aplikace byla ostestována na vlastní rˇecˇové nahrávce o délce cca 10 sekund
(420 000 vzorku˚). Beˇhem testování se obecneˇ algoritmy implementované v jazyce C# pro-
kázaly jako pomalejší. Algoritmy z rodiny RLS implementované v C# trvaly dokonce
neˇkolikanásobneˇ déle než jejich ekvivalenty z LabVIEW (cca 4 minuty). V Tabulce 1 je
uvedena rychlost konvergence algoritmu˚ z rodiny LMS pro peˇt ru˚zných nastavení kon-
vergencˇní konstanty, prˇi délce filtru N = 100.
Tabulka 1: Úloha 1: Rychlost konvergence LMS a NLMS algoritmu˚
Rychlost konvergence [vzorky]
µ LMS NLMS C# LMS C# NLMS
0,00025 - - - -
0,0005 - 390 000 - 380 000
0,001 370 000 330 000 370 000 280 000
0,003 300 000 130 000 330 000 110 000
0,01 150 000 60 000 160 000 60 000
Z Tabulky 1 je patrné, že rychlost konvergence obou metod je velice podobná.
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V prˇípadeˇ algoritmu˚ RLS a QR-RLS byla pro úcˇely testování zvolena hodnota zapo-
mínacího faktoru λ = 1, tedy nekonecˇná pameˇt’. Regularizacˇní fator δ byl zvolen 0,00001,
což je doporucˇená výchozí hodnota nastavení v Adaptive Filter Toolkit. Následující ob-
rázky zobrazují pru˚beˇhy filtrace obou metod implementace.
Obrázek 13: Pru˚beˇh filtrace rodiny LMS algoritmu˚ z LabVIEW
Obrázek 14: Pru˚beˇh filtrace rodiny LMS algoritmu˚ implementovaných v C#
Obrázek 15: Pru˚beˇh filtrace rodiny RLS algoritmu˚ z LabVIEW
Obrázek 16: Pru˚beˇh filtrace rodiny RLS algoritmu˚ implementovaných v C#
Z obrázku˚ je patrné, že konvergencˇní rychlost obou metod je velice nízká, avšak doba
výpocˇtu RLS a QR-RLS algoritmu˚ implementovaných v jazyce C# je nesrovnatelneˇ vyšší.
Zatím co výpocˇet algoritmu˚ z LabVIEW trval vždy zhruba 70 sekund, agoritmu˚m v C#
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trval výpocˇet témeˇrˇ 8 minut. Tento rozdíl je zpu˚sobem množstvím iterací, které se pro-
vádí uvnitrˇ implementovaného algoritmu a neoptimalizovaným kompilováním C# kódu
z DLL knihoven do prostrˇedí LabVIEW. V Tabulce 2 jsou uvedeny cˇasy výpocˇtu jednotli-
vých algoritmu˚ obou metod, prˇi nastavení µ = 0, 001, λ = 1, delta = 0, 00001 a N = 100.
Tyto hodnoty byly testováním urcˇeny jako optimální z hlediska rychlosti konvergence a
stability filtru.
Tabulka 2: Úloha 1: Porovnání cˇasu˚ výpocˇtu˚ jednotlivých algoritmu˚









U filtrace rˇecˇi je nejdu˚ležiteˇjší kvalita výsledného signálu. Tu lze objektivneˇ vyjádrˇit
pomocí tzv. SNR, což je pomeˇr odstupu signálu od šumu, vyjadrˇovaný v decibelech.
Tento pomeˇr vyjadrˇuje, kolikrát je výkon signálu veˇtší, než výkon šumu, jímž je signál





kde Ps a Pn oznacˇují výkon signálu. Je-li hodnota SNR=0 dB znamená to, že signál i šum
mají stejný výkon. Prˇi SNR > 0 je výkon signálu veˇtší, než šumu a prˇi SNR < 0 je tomu
naopak.[8]. Pro usnadneˇní výpocˇtu SNR byla naprogramovaná funkce v jazyce C# a im-
portována do prostrˇedí LabVIEW pomocí DLL knihovny, podobneˇ jako implementované
algoritmy.
V Tabulce 3 jsou zaznamenány SNR všech zkoumaných algoritmu˚. Hodnota SNRSig
je pro vstupní signál prˇed filtrací, hodnota SNRFil je vypocˇtena po filtraci.
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C# LMS 14,62 31,2
C# NLMS 14,62 39,9
C# RLS 14,62 41,2
C# QR-RLS 14,62 40,8
Z výsledku˚ je patrné, že vyfiltrované signály mají veˇtší SNR než pu˚vodní signál, tzn.
jejich výkon oproti výkonu šumu byl zvýšen. Lepších výsledku˚ dosáhly algoritmy typu
RLS. Pokud budeme porovnávat LabVIEW a implementované algoritmy, nepatrneˇ lep-
ších výsledku˚ dosáhly algoritmy implementované v jazyce C#.
6.3 Úloha 2: Adaptivní lineární predikce
6.3.1 Prvky cˇelního panelu
Cˇelní panel této aplikace také obsahuje možnosti konfigurace typu vstupního signálu.
Volit lze mezi signálem Sin + Cos, Tóny nebo Rˇecˇovým signálem.
Obrázek 17: Sin + Cos vstupní signál
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Obrázek 18: Vstupní signál s tóny
Obrázek 19: Rˇecˇový vstupní signál
Na cˇelním panelu této aplikace naleznete volbu algoritmu s možností zvolení Lab-
VIEW nebo C# implementace. Pro úcˇely testování je zde zobrazen také cˇas filtrace. Lze
tedy porovnávat rychlost jednotlivých algoritmu˚. Dále pomocí posuvných jezdcu˚ mu˚-
žeme konfigurovat:
• Délku filtru.
• Konverencˇní konstantu (pro LMS a NLMS).
• Zapomínací faktor (pro RLS a QR-RLS).
• Regularizacˇní faktor (pro RLS a QR-RLS).
Na pravé straneˇ jsou zobrazeny krˇivky vstupního, prˇedpovídaného signálu a chyba
prˇedpoveˇdi.
Podoba cˇelního panelu a blokové schéma aplikace jsou k dispozici v prˇíloze této
práce.
6.3.2 Základní struktura aplikace
Vybraný signál je spolu s potrˇebnými parametry prˇiveden do zvoleného adaptivního
filtru, který signály zpracuje. Chybový signál je zobrazen oddeˇleneˇ. Prˇed zobrazením je




Navržená aplikace byla ostestována na trˇech typech signálu˚, konkrétneˇ Sin + Cos, tóny
a rˇecˇ o délce 2000 vzorku˚. Hodnotícími faktory u této aplikace byla rychlost kovergence,
celkový cˇas výpocˇtu a chyba prˇesnosti. Všechny tyto faktory byly testovány prˇi nastavení
filtru˚ µ = 0, 001, λ = 1, delta = 0, 00001 a N = 100. V Tabulce 4 mu˚žeme videˇt rychlost
konvergence a celkový cˇas výpocˇtu algoritmu˚. Uvedené hodnoty jsou pro rˇecˇový signál.
Tabulka 4: Úloha 2: Porovnání rychlosti konvergence a cˇasu˚ výpocˇtu˚ jednotlivých algo-
ritmu˚





C# LMS 100 0,08
C# NLMS 90 0,10
C# RLS 230 6,64
C# QR-RLS 190 7,12
Rychlost konvergence je zhruba podobná v prˇípadeˇ obou metod. Cˇasy výpocˇtu se
však opeˇt liší. Nutno podotknout, že první iterace algoritmu˚ implementovaných v jazyce
C# byla vždy pomalejší a to z du˚vodu˚ nacˇítání DLL knihovny do pameˇti a kompilace C#
na úrovenˇ LabVIEW.
Chyba prˇesnosti byla obecneˇ veˇtší u algoritmu rodiny LMS a to v prˇípadeˇ obou me-
tod. Pru˚beˇh LMS a NLMS byl takrˇka stejný, uveden je tedy pouze jeden. Algortimy LMS
a NLMS implementované v C# meˇly nepatrneˇ veˇtší chybu prˇesnosti než jejich ekviva-
lenty z LabVIEW.
Obrázek 20: Chyba prˇesnosti rodiny LMS algoritmu˚ (použitý LMS) z LabVIEW
Algoritmy RLS a QR-RLS vykazovaly pouze veˇtší chybovost na zacˇátku filtrace, poté
byla výrazneˇ nižší než u rodiny LMS. U obou porovnávaných metod byly velice po-
dobné.
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Obrázek 21: Chyba prˇesnosti rodiny LMS algoritmu˚ (použitý) algoritmu˚ C#
Obrázek 22: Chyba prˇesnosti rodiny algoritmu˚ RLS (použitý RLS) z LabVIEW
Obrázek 23: Chyba prˇesnosti rodiny algoritmu˚ RLS (použitý RLS) algoritmu˚ C#
6.4 Úloha 3: Extrakce EKG signálu plodu
6.4.1 Prvky cˇelního panelu
Cˇelní panel obsahuje, stejneˇ jako prˇedchozí aplikace, volbu algoritmu s možností zvo-
lení LabVIEW nebo C# implementace. Pro ilustraci je zde zobrazen také cˇas filtrace. Lze
tedy porovnávat rychlost jednotlivých algoritmu˚. Dale pomocí posuvných jezdcu˚ mu˚-
žeme konfigurovat:
• Délku filtru.
• Konverencˇní konstantu (pro LMS a NLMS).
• Zapomínací faktor (pro RLS a QR-RLS).
• Regularizacˇní faktor (pro RLS a QR-RLS).
Na právé straneˇ jsou zobrazeny krˇivky torakálního EKG signálu matky, abdominál-
ního EKG signálu matky a odfiltrovaného EKG signálu plodu
Podoba cˇelního panelu a blokové schéma aplikace jsou k dispozici v prˇíloze této
práce.
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6.4.2 Základní struktura aplikace
Oba signály matky jsou spolu s potrˇebnými parametry prˇivedeny do zvoleného adap-
tivního filtru, který signály zpracuje. Chybový signál (EKG signál plodu) je zobrazen v
samostatném grafu.
6.4.3 Výsledky experimentu˚
V této úloze byly testované algoritmy opeˇt srovnávány podle hodnoty odstupu signálu
od šumu SNR a z hlediska rychlosti výpocˇtu. Testování probeˇhlo na cca 7 sekundových
simulovaných EKG signálech, které prˇedstavovaly signál z hrudníku matky a signál z
brˇicha matky (spolecˇneˇ se signálem plodu). Podstatou aplikace je vyfiltrovat matcˇin EKG
signál ze spolecˇného signálu a získat tak cˇistý EKG signál plodu. Tento úkol zvládly
všechny algoritmy v relativneˇ nízkém cˇase. RLS a QR-RLS algoritmy s rychlejší konver-
gencí ke správnému výsledku.
Obrázek 24: Výsledný EKG signál prˇi použítí algoritmu˚ rodiny LMS (použitý LMS) z
LabVIEW
Obrázek 25: Výsledný EKG signál prˇi použítí algoritmu˚ rodiny RLS (použitý RLS) z La-
bVIEW
Obrázek 26: Výsledný EKG signál prˇi použítí algoritmu˚ rodiny LMS (použitý LMS) v C#
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Obrázek 27: Výsledný EKG signál prˇi použítí algoritmu˚ rodiny LRS (použitý RLS) v C#
V Tabulce 5 jsou videˇt cˇasy výpocˇtu˚ jednotlivých algoritmu˚, opeˇt se implementované
algoritmy ukázaly jako pomalejší. Testování probeˇhlo prˇi nastavení filtru˚ µ = 0, 01, λ =
1, delta = 0, 00001 a N = 60. V Tabulce 6 jsou uvedeny výsledky porovnávání SNR
jednotlivých algoritmu˚. V této úloze byl EKG signál matcˇina srdce brán jako šum, který
zkresloval požadovaný signál plodu. V pu˚vodním signálu jsou tedy záporné hodnoty
SNR, protože je výkon EKG signálu matky výrazneˇ silneˇjší.
Tabulka 5: Úloha 3: Porovnání rychlosti výpocˇtu˚ jednotlivých algoritmu˚















C# LMS -2,01 3,87
C# NLMS -2,01 4,46
C# RLS -2,01 9,08
C# QR-RLS -2,01 9,15
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Z výsledku˚ je opeˇt patrná lepší kvalita filtrace RLS a QR-RLS algoritmu˚ v prˇípadeˇ
obou metod implementace. Algoritmy implementované v jazyce C# vykazovaly zane-
dbatelneˇ lepší výsledky než jejich ekvivalenty z LabVIEW.
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7 Diskuze výsledku˚
Z experimentu˚ všech trˇí uloh vyplynula lepší rychlost kovergence algoritmu˚ RLS a QR-
RLS a to jak teˇch z LabVIEW, tak teˇch implementovaných v jazyce C#. Algoritmy z La-
bVIEW meˇly témeˇrˇ ve všech prˇípadech kratší dobu výpocˇtu, v prˇípadeˇ RLS algortimu˚ v
první aplikaci byl skok i v rˇádech minut. Algoritmy implementované v jazyce C# byly
obecneˇ pomalejší a to z du˚vodu˚ nedokonalého a neoptimalizovaného kompilátoru DLL
knihoven z jazyka C# na úrovenˇ aplikace LabVIEW, který vždy prodloužil dobu výpo-
cˇtu. U algoritmu˚ RLS je to pak také velké množství vnorˇených cyklu˚, které probíhaly prˇi
prˇepocˇítávání inverzní autokorelacˇní matice, ziskového vektoru a vektoru koeficientu˚.
Naprˇíklad v úloze cˇ. 2 byl cˇas výpocˇtu algoritmu˚ z DLL prˇi spušteˇní jedné iterace delší
zhruba o 1 sekundu. Po spušteˇní aplikace v kontinuální režimu se cˇas výpocˇtu v dalších
iteracích ustálil na cˇas podobný integrovaným algoritmu˚m. Tato zajímavá skutecˇnost vy-
povídá o tom, že urcˇitou cˇást výpocˇtu zabírá nacˇítání DLL knihovny do pameˇti.
Na druhou stranu pokud algoritmy porovnáme z pohledu vypocˇtených hodnot SNR,
mu˚žeme v tomto prˇípadeˇ algoritmy implementované v jazyce C# oznacˇit za lepší. Vý-
sledné SNR teˇchto algoritmu˚ bylo ve veˇtšineˇ prˇípadu˚ o neˇkolik jednotek decibelu˚ veˇtší.
Výsledný signál tedy lze objektivneˇ hodnotit jako kvalitneˇjší. Prˇi porovnání SNR algo-
ritmu˚ z rodiny LMS a RLS bylo zjišteˇno, že RLS algoritmy vykazují veˇtší odstup výsled-
ného signálu od šumu. To je zpu˚sobeno hlavneˇ menší rychlostí konvergence ke správ-
nému výsledku algoritmu˚ LMS a NLMS.
Další oblastí porovnávání byla výpocˇetní nárocˇnost algoritmu˚, která byla jednoznacˇneˇ
vyšší u algoritmu˚ typu RLS a QR-RLS. V prˇípadeˇ C# implementace byla ješteˇ zvýšena
nutností kompilace kódu na úrovenˇ LabVIEW.
Celkoveˇ bylo tedy zjišteˇno, že RLS a QR-RLS algoritmy vykazují lepší filtracˇní vlast-
nosti, což je ovšem na úkor vyšší výpocˇetní nárocˇnosti teˇchto algoritmu˚. Veˇtší výpocˇetní
nárocˇnost tedy nutneˇ znamená vyšší náklady na realizaci systému˚ pro samotnou adap-
tivní filtraci, která roste s potrˇebnými výpocˇetními nároky.
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8 Záveˇr
Výsledkem této práce jsou naimplementované adaptivní algoritmy LMS, NLMS, RLS
a QR-RLS v jazyce C#, které je možnost využít v program LabVIEW prostrˇednictvím
DLL knihovny. Z algoritmu˚ je vytvorˇen tzv. Toolkit, který rozširˇuje paletovou nabídku
funkcí zmíneˇného programu. V další fázi práce byly vytvorˇeny vzorové aplikace pro
otestování naimplementovaných algoritmu˚ a srovnání s rˇešením Adaptive Filter Toolkit.
Ve všech aplikacích je proto možné zvolit mezi implementovanými algoritmy a algoritmy
z prostrˇedí LabVIEW.
V aplikacích byly otestovány všechny implementované algoritmy a byly zjišteˇny vý-
hody a nevýhody jednotlivých typu˚. Zkoumané adaptivní algoritmy typu LMS a NLMS
jsou jednodušší a mají menší nároky na výpocˇetní výkon. Mají však výrazneˇ menší rych-
lost konvergence ke správnému výsledku. Druhou skupinou testovaných byly algoritmy
RLS a QR-RLS, které jsou naopak složiteˇjší a pro výpocˇet vyžadují mnohem nárocˇneˇjší
matematické operace. Tento nedostatek však dokáží kompenzovat výbornou rychlostí
konvergence a veˇtší prˇesností. Algoritmy RLS a QR-RLS obstály stejneˇ dobrˇe v porov-
nání SNR, tedy pomeˇr signálu k šumu. Celkoveˇ algoritmy RLS a QR-RLS vykazují lepší
filtracˇní vlastnosti. Zárovenˇ je však nutné podotknout, že vzhledem k matematické nárocˇ-
nosti teˇchto algoritmu˚ zcela jisteˇ vzrostou náklady na realizaci potrˇebného výkonneˇjšího
filtracˇního systému. Na druhou stranu, vzhledem k rostoucímu výkonu hardwarových
zarˇízení, lze využívat i komplikovaneˇjší adaptivní algoritmy k rˇešení rozsáhlejších úloh
za relativneˇ nízkou cenu. Adaptivní filtrace má dnes velké možnosti využití, vzhledem
k rostoucí hardwarové výkonnosti pocˇítacˇu˚, signálových zarˇízení a mobilních zarˇízení.
Lze tedy využívat i komplikovaneˇjší adaptivní algoritmy v rozsáhlejších úlohách.
Všechny vytvorˇené algoritmy a aplikace lze využít k demonstraci adaptivních filtru˚
a k výukovým úcˇelu˚m. Pro tento úcˇel byly vytvorˇeny dokumenty podrobneˇ popisující
realizované aplikace a manuály.
Vzhledem k velkému potenciálu adaptivních filtru˚ v mnoha oborech by bylo vhodné
rozšírˇení LabVIEW Adaptive Filter Toolkit o další algoritmy. Soucˇasná nabídka je velice
omezená, obsahuje prakticky jen cˇtyrˇi zmíneˇné algoritmy. Vhodné by bylo také optima-
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A Podoba panelu˚ a bloková schémata aplikací
Toto je prˇíloha ke kapitole 6. Obsahuje obrázky zobrazující cˇelní panely a bloková sché-
mata jednotlivých aplikací.
Obrázek 28: Podoba cˇelního panelu úlohy cˇ. 1
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Obrázek 29: Blokové schéma úlohy cˇ. 1
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Obrázek 30: Podoba cˇelního panelu úlohy cˇ. 2
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Obrázek 31: Blokové schéma úlohy cˇ. 2
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Obrázek 32: Podoba cˇelního panelu úlohy cˇ. 3
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Obrázek 33: Blokové schéma úlohy cˇ. 3
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B Prˇílohy na CD
Na prˇiloženém CD jsou umísteˇny tyto prˇílohy:
• Realizované aplikace v programu LabVIEW (adresárˇ KAH0019_Realizované apli-
kace)
• Microsoft Visual Studio projekt s implementací adaptivních algoritmu˚ (adresárˇ KAH
0019_ Implementace DLL knihovny algoritmu˚)
• Postup implementace DLL knihovny do prostrˇedí LabVIEW (KAH0019_Implementace
DLL knihovny do LabVIEW.pdf)
• Ukázka prostrˇedí Adaptive Filter Toolkit (KAH0019_Ukázka z prostrˇedí LabVIEW
Adaptive Filter Toolkit.pdf)
• Popis paletové nabídky Adaptive Filter Toolkit (KAH0019_Popis paletové nabídky
LabVIEW Adaptive Filter Toolkit.pdf)
• Dokument pro studijní ucˇely k Úloze 1 (KAH0019_Úloha 1.pdf)
• Dokument pro studijní ucˇely k Úloze 2 (KAH0019_Úloha 2.pdf)
• Dokument pro studijní ucˇely k Úloze 3 (KAH0019_Úloha 3.pdf)
