The paper analyzes the sensitivity of boundary crossing probabilities of the Brownian motion to perturbations of the boundary. The first-and second-order sensitivities, i.e. the directional derivatives of the probability, are derived. Except in cases where boundary crossing probabilities for the Brownian bridge are given in closed form, the sensitivities have to be computed numerically. We propose an efficient Monte Carlo procedure.
Introduction
This paper proposes a Monte Carlo method for analyzing the sensitivity of boundary crossing probabilities (BCP) of the Brownian motion (BM) to small changes of the boundary. We define first-and second-order sensitivities as the directional derivatives of the probability of a standard Brownian motion crossing a perturbed boundary.
Applications of the results are the analysis of local alternatives for certain statistical tests, such as CUSUM-procedures, the sensitivity of financial derivatives with payoffs including a barrier component and credit risk models, with default modelled by a value process crossing some boundary.
More precisely, consider a testing problem, that is either exactly or asymptotically equivalent to the following: A process (X t ) 0≤t≤T , such as cumulated residuals, is distributed, under a null hypothesis, as a standard Brownian motion H 0 : (X t ) 0≤t≤T ∼ (W t ) 0≤t≤T . Under the alternative hypothesis, it is distributed as a Brownian motion with drift H 1 : (X t ) 0≤t≤T ∼ (W t + g(t)) 0≤t≤T , with T some specified time horizon. For given significance level α, a
boundary b(t) is chosen such that P(W t ≥ b(t) for at least one t ≤ T) = α. The power of the test is then P(W t + g(t) ≥ b(t) for at least one t ≤ T). It is convenient to express the power as a function of the boundary, i.e. Π(g) = P(W t ≥ b(t) − g(t) for at least one t ≤ T). The analysis of local alternatives chooses g(t) = ϵh(t)
, with h fixed and ϵ small, i.e. it considers directional derivatives of the mapping Π.
In the financial applications, we have a process (S t ) 0≤t≤T , which is the underlying in the case of a barrier option or the value of a company in the credit risk application. The payoff of the barrier option depends on whether (S t ) has crossed a specified barrier b(t). The company defaults if its value crosses below the boundary b(t). Again, we are interested in the sensitivity of the price of the barrier option or the probability of default, or possibly the price of derivatives on an underlying with credit risk, with respect to small changes either of the boundary b(t) or the drift of (S t ).
The findings of this paper can be viewed as a supplement to work on approximation rates of boundary crossing probabilities, such as presented by [2, [4] [5] [6] [7] [8] . We tend to borrow the well-established notation from the theory of statistical hypothesis testing.
In Section 2 we give a precise definition of the problem and derive the so-called first-and second-order sensitivities. Only for few boundaries the boundary crossing probabilities are given in closed form and only for these boundaries the sensitivities can be given in closed form. Section 3 provides results for linear boundaries. Section 4 proposes Monte Carlo methods for estimating the first-and second-order characteristics. The methods are based on adaptive control variables, a variance reduction technique, especially promising for estimating boundary crossing probabilities, introduced in [5] . Upper bounds for the bias and the simulation error are given. Section 5 presents results and discussion on numerical experiments.
Local alternatives
Let (W t ) t≥0 be a standard Brownian motion starting from 0, T > 0 a fixed time-horizon, b(t) a real function, the boundary, satisfying b(0) > 0. Let N(b) = {there exists t ≤ T such that W t ≥ b(t)} denote the event of crossing the boundary in the interval [0, T], and let P(N(b)) be the probability that (W t ) touches or crosses the boundary b; P(N(b)) is the level of the test and we abbreviate it by α. Let 
The mapping ϵ → P(N(b − ϵ h)) is infinitely often differentiable. We define the first and the second-order sensitivities
Note that γ : L 2 [0, T] → ℝ is a bounded linear functional. The Riesz representation theorem implies the exis- 
G is called the integrated gradient. It is the direction, in H, of steepest ascent of the power. Note that the power function changes significantly in a one-dimensional direction only, i.e. in the subspace generated by the gradient g. Properties of G or g are called the first-order properties. Let
Note that κ is a bounded and symmetric bilinear form on
We call properties of A second-order properties. Second-order properties are useful mainly for checking the quality of the linear approximation to the power function, provided by the first-order properties, but are considered less important. Of interest are spectral properties of A, i.e. more or less the eigenvalues and the eigenfunctions of A.
The spectrum of A is bounded, it is a subset of [−α, 1 − α], thus second-order properties cannot matter too much. The bilinear form κ is in the general case neither positive definite nor negative definite. This is indicated by the fact that ϵ → P(N(b − ϵh)) is a bounded function, with limits 0 and 1. It should be convex or concave on certain intervals. If the interesting case is a small level α, intuition suggests that it is convex near ϵ = 0 and therefore the spectrum of A should have also positive elements. Of main interest is the maximum of the spectrum, i.e.
Section 4 proposes an upper bound to λ * b that is easily computable and holds for all boundaries if α is given. Monte Carlo simulation suggests that this bound is rather tight.
First-order sensitivities for linear boundaries
In the case of a linear boundary
We define for a, b, u, v, w,
Only the cases w = 0 and w
Monte Carlo estimation
The Monte Carlo approach to estimate is an adaption of the method proposed in [5] for estimating first exit times. A discrete Brownian motion (
Ti m is generated. The naive approach would estimate functionals such as G(t) by the corresponding empirical versions. This naive approach is discredited by its huge bias. The problem has to be regularized. We approximate the boundary b by a polygonal boundary b m , which is linear on the intervals
To estimate G(t) for t = t j ∈ {0, t 1 , . . . , T}, we approximate b by b m and estimate G(t) by the mean of n independent copies of
. . , W t m )) and thus 
If b is twice differentiable on [0, T], then a constant c 1 exists such that
Proof. Estimate (4.2) follows from the definition of G(t):
Remark 4.2.
Upper bounds for the constant c 1 in (4.3) can be derived from the corresponding estimate of ∆(ϵ; b) given in [5] . Useful is the inequality
where b ∞ is the Lipschitz constant of b and ϕ the p.d.f. of the standard normal distribution.
Simulation error
We assume that T = 1 and that b is twice differentiable on [0, 1]. Let (W t ) (j) , j = 1, . . . , n, be n independent copies of (W t ) and define G (j)
The generation of n discrete paths, each of length m, requires N = nm univariate Gaussian random variables. Note that the bias G(t, b m ) − G(t) is of order Then F is a Donsker-class, i.e. the empirical process n f → n (f) = √ n(
converges weakly to a Brownian bridge ; note that is a centered and Gaussian process, with covariance
Let (X f ) f ∈F be a centered Gaussian process with continuous paths. Define
The inequality of TIS-Borell, cf. [1] , gives
Dudley's inequality implies that there is a constant K, independent of b, such that (‖X‖) ≤ K.
Combining the two inequalities, we get: 
Moreover, the uniform mean squared error is bounded by
which is of order O( 
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Adaptive control
The method of adaptive control variables, described in [5] , improves the convergence rate of the Monte Carlo estimator, especially when applied to boundary crossing problems. Let m 1 , m 2 ∈ ℕ,
For a given discrete path (W t j ) t j ∈T 1 of the Brownian motion and the corresponding G m 1 (t), the control variable is G m 2 (t), computed from (W t j ) t j ∈T 2 . Note that (G m 2 (t)) has to be estimated with an independent sample. When m 2 is small, compared to m 1 , the additional estimation error is small and combined with the reduction of variance by the control variable leads to an improved rate of the MSE.
Let G m 2 (t) ) and, independently, n 2 independent copies G (c,j) 
).
Controlling the control variables again leads to iterated control variables. For instance, one further control variable would give a MSE of order N 28 29 . However, the advantage is relevant only for huge N. 
Second-order properties
If the upper bound is minimized, in our case numerically, we call it λ * . Both estimates are independent of the boundary b.
, for instance shifted Legendre polynomials, is chosen. Then κ(q n , q m ) is simulated for n, m ≤ñ ,ñ large. Finally, the singular value decomposition of the matrix (κ(q n , q m )) is computed. Estimates of upper bounds for both the bias and the simulation error are possible.
We remark that Monte Carlo simulation suggests that the estimates λ * and even λ * * are rather tight. Table 1 gives typical simulatedλ b for a linear boundary, λ * and λ * * (λ b with simulation errors). 
Numerical examples
The following boundaries are considered for the estimation of G(t):
For a linear boundary b(t) = β 0 + β 1 t with β 0 > 0, it is well known that
The boundary crossing probability for Daniels boundary b 4 (t) can be computed analytically (see [3] ). The linear boundaries b 1 (t), b 2 (t), b 3 (t) and boundary b 4 (t) are chosen such that the probability that (W t ) touches or crosses each of these boundaries, which is set to be equal to α, is 0.05. The boundaries, for which G(t) may be computed analytically, allows to assess the accuracy of the estimators. Figure 1 illustrates the comparison of analytical solution for G(t) with MC estimates obtained by (4.1) and (4.4) . In order to provide a benchmark for b 4 , N = 10 9 random variables are generated to obtain G(t) with the adaptive control MC method. Table 2 provides the uniform upper bound for mean squared error as stated in Proposition 4.3 for four different boundaries. The MSE was estimated by computing 500 repetitions for N = 10 7 . 
Finally, let us remark on the choice of the boundary b. In the financial applications the boundary b is given and the interest is perhaps focused on changing the drift of the process efficiently in order to reduce the probability of default. In models such as the Black-Scholes model, changing the drift is equivalent to changing the barrier. Similarly, when pricing barrier options, a perturbation of the drift and its implication for the risk of the derivative is analyzed. In the statistical context the level α is fixed, but the boundary b can be chosen. The choice of such boundaries, for instance for CUSUM-tests has been discussed, see for instance [9] . The main issue is here to choose a boundary that has power for certain alternatives of interest. Besides considering the aspect of power, the distribution of the exit time, i.e. the time when the null is rejected, can be of importance. For instance early rejection could be desirable. This is an inverse problem, given the alternative or the distribution of the exit time, find the corresponding boundary.
In the context of local alternatives, it is tempting to identify for a given local alternative the boundary for which it is the integrated gradient. The following example shows however, that this does in general not give the solution of the inverse problem. The first-and second-order sensitivities are defined as directional derivatives of the boundary crossing probabilities with respect to changes of the boundary. The paper estimates these sensitivities, especially the first-order sensitivity, by a Monte Carlo integration. For the second-order sensitivities a general upper bound for the maximal eigenvalue of the corresponding self-adjoint operator is derived. Variance reduction by adaptive control variables is proposed. Numerical examples show the accuracy of the estimates and the efficiency of the variance reduction.
