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Let A be a commutative ring with identity. Loday [14] and others have described the 
mutliplicative structure (both graded and ungraded) on the higher algebraic K-theory of A. In [ 191 
and [24], Quillen has indicated the existence of a A-ring structure on the “K-cohomology” groups 
K(X, A) = [X, K,(A) x BGL(A)+]. 
The purpose of this paper is to develop some of this structure and show how it can be useful in 
obtaining information about the K-groups themselves. In particular, standard techniques will then 
allow one to construct Adams operations Gk in algebraic K-theory. These operations enjoy some 
of the attractive properties of their counterparts in the K-theory of complex vector bundles over a 
finite complex. Indeed, with this machinery and the itale Chern classes of Soul6 [27], one can hope 
to lift other results from the topological to the algebraic setting. We now give a more detailed 
description of the contents of this paper. 
In Section 1 we rapidly review the fundamentals of the Quillen K-theory and construct a natural 
transformation q connecting representations and K-theory using certain cohomological input from 
[24]. In Section 2 we demonstrate an important universal property that q enjoys and indicate its 
usefulness in producing maps between algebraic K-groups. This result is then applied in Section 3 
to construct exterior power operations on K(X, A) that make it into a special A-ring (in the sense of 
Atiyah and Tall [4]). Various generalities about such A-rings are also discussed. Section 4 proves 
the central technical result that K(X, A) as a special A-ring possesses alocally nilpotent y-filtration. 
This is then used to decompose the rationalized K-groups into eigenspaces of rl_“. We also mention 
the relevance of what we call “nilpotent induction” for analyzing such A-rings. Section 5 is devoted 
to a proof that the K-theory of a perfect ring of characteristic p > 0 is uniquely p-divisible by 
exploiting both nilpotent induction and the relation between Adams operations and Frobenius. In 
Section 6 we prove another general result on localizing a A-ring with a locally nilpotent y-filtration 
at a prime p and use it to understand the relation between fixed points of tip and localization. 
Finally, in Section 7 we see how the technique of Section 6 sheds some light on the K-theory of 
algebraically closed fields in characteristic p >O. Also a brief appendix is included describing the 
computation of Adams operations for certain K-groups. In particular, we show ek respects the 
graded ring structure on K,(A) and, in the case of finite fields, respects the Brauer lifting to 
complex K-theory. 
1. Representations and K-theory 
We recall some basic notions. The higher K-theory of a ring A is defined as the 
homotopy groups of an appropriate H-space &(A) x BGL(A)+ [19]. The reduced 
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homology of this space is the same as the group cohomology of the infinite general 
linear group GL(A) (even with local coefficients). Recall that the classifying space of 
GL(A) is the Eilenberg-Maclane space K(GL(A), 1) and the “plus” construction is 
as in [14]. It is also known that this space is the zeroth term of a multiplicative 
R-spectrum in several (ostensibly) different ways. For A regular and Noetherian, the 
deloopings coincide [8]. In any case we have the zeroth cohomology group 
K(X, A) = H’(X, KJ = [X, &(A) x BGL(A)+] 
where X is a finite, connected, pointed CW-complex. It is then easy to compute the 
reduced group 
k(X, A) = Ker(i* : K(X, A)-* K(*, A)) 
= [X, BGL(A)+] 
where * denotes the base-point. This will be our main object of study. We now 
introduce some familiar categories. If G is a group, let Pa (respectively PA(G)) 
denote the exact category of finitely-generated projective A-modules (respectively 
supporting a compatible action of G). Observe that in the latter category, iso- 
morphism corresponds to conjugacy of generalized A-representations of G; i.e. 
group homomorphisms G + Aut,(P), P E Ob(PJ. The exact sequence Grothen- 
dieck groups will be denoted Ko(A) (respectively R(G, A)). Certainly R(G, A) is 
contravariant in the first variable so we get a map 
i*:R(G,A)~R(l,A)=Ko(A) 
with kernel the reduced representation group d (G, A). Our first task is to construct a 
natural map 
q(X):R(ri(X),A)+K(X,A) 
for X as above. It suffices to define natural maps 
q(G):R(G,A)+K(BG,A) 
for an arbitrary group G. Indeed, we can use the functorial2-coskeleton e(X) :X --, 
Brl(X) to obtain the composition 




So suppose p: G + Aut._,(P), P E Ob(PJ, is an A-representation of G. Choose a 
complement Q for P, i.e. Q @ P I A”, for some n. By extending p(g) trivially on Q 
we get p’: G + AutA(A”) = GL,(A), where the last isomorphism is obtained by 
choosing a basis for A”. Classifying and composing we obtain 
BG 5 BGL,(A) s BGL(A) fBGL(A)+. 
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Finally we associate p H(P) where (p) = ([F], + 0 Bi 0 Bb), where [ .] denotes the 
class in the Grothendieck group. We want to check this is well-defined and induces a 
map on R(G, A). In order to justify this procedure we prove the following pro- 
position. 
Proposition 1.1. The map q(G) : R (G, A) + K (BG, A) is well-defined. 
Proof. We must first check p-(p) is independent of the choice of p and the 
subsequent choice of 6. As in the argument in [18, p. 261 these choices alter the 
resulting homotopy class by an inner automorphism of GL(A). Composing to 
BGL(A)‘, this action corresponds precisely to the action of ri(BGL(A)‘) = KI(A). 
But this action is trivial since BGL(A)’ is an H-space. To complete the proof we must 
check that q respects the exactness tructure, i.e. 
dG)Wl+ b”1) = dG)(bl) 
where 
is a short exact sequence of A-representations. 
We easily reduce to the case 
(M denotes matrix) and the short exact sequence of underlying A-modules is 
O-NA~_,A~+~+A~+O 
by adding appropriate trivial representations. We have the maps 
( GL Mw 0 > & GL,,, GL, i 
where i is the inclusion map and j’ “forgets” Mqp’ In the limit Bj and Bj’ represent he 
homotopy classes associated to p and p’Op” respectively. We also have the inclusion 




0 GL, = 0 ) ( > GL, ’ 
Clearly j 0 i = j’ 0 i. But from [24, Theorem 2’1 we know i is a homology isomorphism 
in the limit. So to complete the proof we invoke the following triviality. 
Lemma 1.2. If M is a connected H-space and f:X+ Y is a homology isomorphism 
then f * : [ Y, M] + [X, M] is injectiue. 
Proof. By using the mapping cylinder construction we can assume that f: X + Y is a 
cofibration. The Puppe sequence yields the exactness of 
*..+[Cr,M]+[Y,M]+[X,M] 
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where C, is the mapping cone of J Since rrl(M) is abelian, [CT, Ml+ [C, M] is an 
isomorphism. But, by hypothesis, &.JC; ) = &(C,) = 0; so in particular, srl(Cr)ab = 
Hi(Cr) = 0. Hence nl(Cr) is perfect and “killed” by the plus construction. We 
conclude that CT is contractible, [C;, M] = 0 and the proof is complete. 
Remark. If A = IF,, the field with 4 elements, then the map R(G, F,) +K(tG, F,) is 
completion with respect to the agumentation ideal [25]. This is the modular analogue 
of a well-known theorem of Atiyah in complex K-theory Cl]. 
2. Universal maps 
We begin with a definition. 
Definition 2.1. Suppose F and G are functors from the pointed homotopy category 
of finite CW-complexes to the category of pointed sets. A natural transformation 
r: F + G is universal relative to a class of spaces % if for every space 2 in %’ the 
following diagram can be uniquely completed 
t( .):F( .)+G(.) 
Intuitively, G is the “nearest” functor to F through the eyes of representable 
functors determined by %. In particular if F is represented by XF and G by X, in %, 
then Xo can be viewed as a sort of “V-envelope” of XF. Our goal is to show that our 
natural transformation 4 enjoys this universality relative to an appropriate class of 
spaces. We introduce some classes. Define V1 =I Ce2 V3 by 
Vi = {X: rrl(X) has no non-trivial perfect subgroup}, 
Vz = {X: X is an H-space}, 
V3 = {X: X is an H-space and either X is connected or each 
component is an H-space}. 
The first step is to show BGL(A)+ is the space “nearest” to BGL(A) with no 
non-trivial perfect subgroup in its fundamental group. 
Theorem 2.2. The natural transformation 
[ . , BGL(A)]+ [ . , BGL(A)+] 
is universal relative to %I. 
Proof. It is legitimate to work with pointed homotopy classes ince [X, BGL(A)] is a 
quotient of the pointed group and [X, Z] = [X, Z],, for 2 a simple space. Consider 
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the alternating group A5 contained in GL,(A). Recall that the 2-skeleton of the 
Milnor model for BA5 is a finite complex; call it F. Certainly r,(F) = A5. Since AS is 
simple it is normally generated by a single element. Hence F’ can be constructed 
from F by adjoining a single 2-cell and 3-cell. We have the homotopy pushout 
BGL(A) + BGL(A) LJ F’ 
F 
The Van Kampen theorem computes 
> 
= GL(A)/N, 
where N denotes the normal subgroup of GL(A) generated by AS. We claim this is 
exactly the subgroup E(A) generated by elementary matrices. Since As is perfect 
A5 = [A,, A51 c [CL(A), GL(A)l= E(A) 
by the Whitehead lemma. Hence N c E(A), since E(A) is normal in GL(A). But it is 
well known that the smallest normal subgroup of E(A) containing a 3-cycle is E(A) 
itself. Hence N = E(A). Now the map 
BGL(A) --, BGL(A) U F’ 
F 
is acyclic [30], being the pushout of an acyclic map, so 
BGL(A) Ll F’ = BGL(A)+. 
F 
We now have the filtration BGL(A) =Uol F,, where F, ranges over the finite 
subcomplexes of BGL(A) containing F. Thus we get 
[X, BGL(A)] =lim[X, F,]. 
P 
Similarly 
[X, BGL(A)+] =l& . 
a 3 
The Yoneda lemma yields (where Nat denotes the set of natural transformations 
between two functors) 
NM. , BGW)‘], [ . , 21) = Nat (I$ [. , F, LI F’], [ . , 21) 
F 
=s Nat ([.,F+F+]LZl) 
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Similarly 
Nat ([ . , BGL(A)], [ . , 21) = !&t [F,, 21. 
Now, since we are assuming Z is in %‘I, obstruction theory yields that the map 
F, U F’, Z + [F,, Z] 
F 1 
is an isomorphism. This completes the proof. 
We come now to a universality result for q. 
Corollary 2.3. The natural transformation of reduced groups 
is universal relative to V2. 
Proof. We have the diagram 
&I Hom(rl(Xj, GL,(A)) = [X, BG*L(A)]+[X, BGL(A)+] 
- 
Ro(mW, A) 
where Z?o denotes the reduced direct-sum Grothendieck group. An easy diagram 
chase shows that it suffices to prove the universality of the composition 
&(rr(X), A)+ [X, BGL(A)‘]. Recall that &(rI(X), A) is the abelian group 
generated by the monoid 
lim Hom(rl(X), GL(ANGL.w - =Mkv, 
where the subscript indicates that we are identifying conjugate representations. We 
erect the diagram 
MX)3 
4 
7;;i M(X)* 2 &(x,(X), A) 
4 4 L 
&WV3 +RKA)‘~R(x,A) 
where &(ml, m2, m3) = (ml + m3, m2 + m3), dt(ml, m2, m3) = (ml, m2) and 
d2(ml, m2) = m2- ml, and similarly for the primed maps. The exactness of the top 
row is the definition of the Grothendieck construction: the exactness of the bottom 
row is trivial. We observe that M(X) --, R(X, A) is universal by Theorem 2.2 and a 
diagram chase. Also, products of universal transformations relative to VZ are 
universal relative to V2. Thus given a natural transformation 
&(4X), A)+[X Zl 
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with 2 E Vz, we easily obtain a map z(X, A)* --, [X, Z] satisfyingf 0 d; = f 0 db. This 
induces the unique map z(X, A) + [X, 21. 
Our final universality statement will be most widely applicable. 
Corollary 2.4. The natural transformation 
R(~IW), A)+KW, A) 
is universal relative to VT,. 
Proof. Suppose we want to extend uniquely a natural map F( . ): R(T~( . ), A) + 
[ . , 21, where Z E VJ. Note we get a map 
F(S”) : R (T#‘), A) = &,(A) + m,(Z). 
Write Z =Ij aero~Za and X =UP~,+ X,, our finite complex. It is precisely for 
disconnected X that we must worry over. Suppose X, is a component of X and let 
Xi =X&l{+}, where + is a new basepoint. Suppose we are given a map f:X+ 
Ko(A) x BGL(A)‘. since X, is connected, the image of X, lies completely in some 
component [PO] x BGL(A)+, [PO] E l-Co(A). By hypothesis, the component ZF~S~,~~P,~~ 
is an H-space and we complete the diagram 
_ 
R(m(X), A)+ [X FKWA)+l 
c /” 
LX ZFmIPJ 
where we use the obvious collapsing map and then Corollary 2.3. Letting X =X& 
we get a collection of maps &:X,’ + ZFcs~,clps~~. Putting these maps together 
completes the proof. 
It should be clear why this corollary is so useful for producing maps between 
algebraic K-groups and insuring that they have the correct properties. Indeed, 
Gersten [9] and Bloch [6] have already used this result in different contexts. We give 
a brief list of examples. 
(i) If f: A + B is a ring homomorphism that makes B into a finitely-generated 
projective A-module then we get a restriction-of-scalars map R(r,(X), B)+ 
R(rl(X), A). This induces 
R(rr(X), B)+R(ri(X), A) 
1 1 
X(X, B) -K(X, A). 
The lower map is a K-theoretic transferlthough not as general as that of [21, p. 271). 
(ii) For commutative rings A, one has a tensor product of representations that 
endows R(G, A) with a ring structure. This induces a ring structure on X(X, A). 
(Consult Bloch [6] for more details on this construction and how it leads to the graded 
multiplication on K,(A).) 
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We return to this technique in the next section to construct exterior power 
operations in algebraic K-theory. 
3. Algebraic Adams operations 
We take the opportunity in this section to review briefly the theory of A-rings, due 
essentially to Grothendieck [lo] and developed further by Atiyah and Tall [4]. We 
begin by recalling the following definition. 
Definition 3.1. A A-ring is a commutative ring A with identity equipped with 
operations A ‘: A + A, i 2 0, satisfying 
A’(x+Y)=~+~=~A~(x).A~(Y) 
and A’(x) = 1, A’(x) =x. 
The canonical examples of such objects are the complex representation ring of a 
compact Lie group and the complex K-theory of vector bundles over a finite 
complex. In both cases the A-operations are induced by appropriate notions of 
exterior power. The troublesome aspect about the A-operations is their essential 
non-additivity. To some extent, the Adams operations overcome this difficulty. 
Definition 3.2. Define the formal power series At(x) = czo A ‘(x)t’. Then the $k- 
operations are defined implicitly by 
,E, $k(x)rk = -+og(A-t(x)). 
From this equation it is not too difficult to obtain explicit formulae for CL”(x). 
Taking logarithmic derivatives 
A !-t(x) 
-t$log(A-,(x)) = -t-= --t 
&& (-l)kkA ‘(x)tk-’ 
A-,(x) &a0 (-1)‘A k(~)lk ’ 
Hence 
(,;, 4*Wk)( ,;,(-lJkA *(x)f*) = ,& (-Uk+‘kA ‘Wk. 
Equating coefficients of tk yields a system of equations that can be solved inductively, 
e.g. J13(x) =x3 -3(xA *(x) -A 3(x)). Indeed, persisting further one has the following 
classical combinatorial result. 
Proposition 3.3 (Newton). If~r, . . . , Uk denote the elementary symmetric functions in 
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the variables xl,. . . , xk and Pk denotes the pOlynOmia/ Satisfying xf; +* * * +xi = 
Pk((T1,. . . , gk) then 
tik(X)=Pk(A1(x), . . . ,Ak(x)). 
There exists yet another interesting family of operations on A which will serve in 
the next section to produce an interesting filtration of A. 
Definition 3.4. yk(x) is defined implicitly by 
,!, YkWk = A,/l-t(x). 
It is easy to construct formulae that allow one to pass between these different 
families of operations (though one often needs to work rationally). 
We can now use the machinery of the previous section to obtain the following 
omnibus theorem. Assume X is a finite point CW-complex. 
Theorem 3.5. The ring K(X, A) = [X, &(A) x BGL(A)‘] is a special A-ring with 
H”(X, Ko(A))-valued augmentation and the associated Adams operations satisfy 
(i) tik is a ring homomorphism, 
kl (ii) +k 0 $’ = * , 
(iii) +kkisfunctorialinXandA,i.e.ifg: Y+Xisamapofcomplexesandf:A+Bis 
a ring homomorphism the following squares commute 
cb* 






K(X, B) 11’K(X, B) K(Y, A) zK(Y,A) 
Proof. Exterior power operations on R(G, A) and Corollary 2.4 provide natural 
maps A i on K(X, A). We indicate how to check that our candidates for A ’ convert 
sums in the right way. Consider the diagram 
R(r,(X), A)* L R(r,(X), A) - KW, A) 
4 J J 
K(X, A)* 2 K(X, A) - K(X, A) 
We can replace the top composition by (x, y)-xici=k A ‘(x)A ‘(y) without affecting it. 
But then the analogous map K(X, A)* -* K(X, A) on the bottom will also preserve 
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the commutativity of the diagram by Proposition 1.1. Hence the uniqueness tate- 
ment of Corollary 2.4 yields that our A’ behave properly. 
The assertion that a A-ring is special amounts to certain formal identities holding 
(see [4, p. 2581). These identities hold for representation rings and hence pass over to 
the K-groups by Corollary 2.4 again. Similarly the other statements either follow 
from Corollary 2.4 or the general theory of A-rings. 
We should point out that C. Kratzer has studied similar Adams operations for 
commutative Noetherian rings [12]. We will see in the next section that these 
algebraic Adams operations have a theoretical resemblance to their topological 
counterparts. 
4. Rational eigenspices 
We prove a decomposition theorem here for the rationalized K-cohomology 
groups. The result is obtained as an instance of a general (folk-) theorem about 
A-rings. This approach essentially gives one a general setting for the decomposition 
theorems of Atiyah [2] (topological case) and Manin [16] (algebro-geometric ase). 
Atiyah’s result identifies the eigenspaces of JIk on the topological K-theory of X as 




where Vi is the k’-eigenspace of rlk rationalized. It is precisely this isomorphism that 
we generalize to abstract A-rings, modulo a mild hypothesis. We introduce some 
language, using the y-operations (Definition 3.4), to express this condition. 
Definition 4.1. Let A be an augmented A-ring. Then F”A is the subgroup of A 
generated by the monomials x = yil(xi,) * * - yik(Xir) where weight (x) = il+. * * +‘ik 3 
n, and Xi, is in i, the kernel of the augmentation. The descending filtration 
F”AxFF’A~. . m is called the y-filtration. We say the y-filtration is Iocally nilpotent if 
for every x in /i there is an N (the least one is called the nilpotency index) such that 
y”(x) . . . yik (x) = 0, whenever il + * * . + ik > N. Similarly the y-filtration is ni/pofent 
if FNA = 0, for some N. 
We remark that F”A = A, F’A = /i since y” = 1 and y1 is the identity. It is also easy 
to see that a A-ring with a locally nilpotent y-filtration which is finitely-generated as 
an abelian group is actually nilpotent. The first lemma we require is lifted directly out 
of [4, p. 2651. 
Lemma 4.2. If x is in F”A, then +!J: - k”x is in F*+‘A, for all k. 
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We merely sketch the proof. Firstly, since $k is a ring homomorphism and 
F”A - F”A c F”‘” A it suffices to check ~ky”(x)-k”ym(x) is in F”‘+‘A. By the 
“y-Verification Principle” this reduces to the case where x is a sum of elements of 
y-dimension one. Indeed the proof shows tik -k” on F”A is a symmetric polynomial 
in the y’s of weight an + 1. In other words elk = k” on the quotient F”A/F”“A. In 
practice, it would be useful to “reverse” the y-filtration into an ascending chain. This 
is possible through the following definition. 
Definition 4.3. Let Z,A = Ker((tJk -k”) * * * (4’ -k) : i + (i). 
We collect some easy observations. 
Lemma 4.4. (i) Z,A c Z,,,A. 
(ii) Iff commutes with rlk then f(Z,,A) c Z,,A. 
(iii) cLk:Z,A/Z,_,A-,Z,A/Z,-,A is multiplication by k”. 
(iv) If the y-filtration of A is locally nilpotent then /i = uxl Z,+1 (“nilpotent 
induction”). 
Proof. (i)-(iii) are immediate. For (iv) one iterates the strong statement of Lemma 
4.2. 
It is now possible to show the following theorem. 
Theorem 4.5. If A is an augmented special A-ring with a locally nilpotent y-filtration 
then 
LT@a;P= 6 Vi 
i=l 
where Vi is the k’-eigenspace of J/k 0 1: i 0 Q --, /i 0 Q, and is independent of k. 
Proof. We first claim by nilpotent induction that 
where the map to the ith summand is given by 
piq-&z jti k’- k” 
Since a9 is torsion-free the assertion for k = 1 is trivial. We now consider the diagram 
O+Z,_,il OQ+Z,A @Q+Z,,A/Z,-1.4 @Q-O 
n-1 1 I I pi 
O-,% vi -,g vi --v,-to . 
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By induction, the leftmost vertical arrow is an isomorphism and we claim the 
right-hand vertical arrow is also. We construct an inverse. Let v,, = 
Ker(&’ -k”: ii + ii) c Z,A. The composition 
V,~~~OQ~Z”AOQ~Z”A/Z,_,A~~ 
is the desired inverse. The Five lemma completes the demonstration of our claim. 
Finally 
The independence claim follows the same argument as in [4, p. 1401. 
Remark 1. We have been suppressing from the notation the dependence of Z,/l on 
k. From the above result we see that rationally the associated quotients are 
independent of k. It will always be clear from context what k is intended. 
Remark 2. In the geometric and topological situation it is legitimate to assume the 
nilpotency of the y-filtration. This is justified by the finite generation of the relevant 
groups, so that “local nilpotency” implies “nilpotency”. In the algebraic K-theoretic 
case, such a finiteness claim is generally false. For example, Kz of an algebraically 
closed field is a Q-vector space of countable dimension. On the other hand, we note 
that i(X, A) is known to be finitely generated for A, the ring of integers in a number 
field, by the result of Quillen [22] and an easy cohomological argument. 
We now check the hypothesis of the +!?eorem for the algebraic K-groups. 
Theorem 4.6. The y-filtration on K(X, A) is nilpotent. 
Proof (after Atiyah [2]). Let x E x(X, A). First assume x has finite y-dimension i.e. 
y’(x) = 0, i>M, for some M. Then y((x) =Cr=, yi(x)ti is a polynomial in t. Since 
yl(x)yt(-x) = ~~(0) = 1, y,(x) is an invertible polynomial with constant term y’(x) = 
1. Hence all the other coefficients are nilpotent. Let li be the smallest positive integer 
such that yi(x)” = 0. Then letting N =zrL, jl, it is easy to check that 
y”(x)* . . . * y’“(x)=0 if il+- - * + il, > N. So we are reduced to justifying our initial 
assumption. Since X is a finite complex, x comes from some [X, BGL,(A)‘]. We 
claim y”(x) = 0 for k > n. We have a commutative diagram 
Hom(rri(X), GL,(A))=[X, BGL,,(A)] IJ?(z-l(X), A) s l?(r,(X), A) 
I i J 
[X,BGL,(A)+]+X,A)TR(X,A) . 
where x(p) = [PI-[n], for p E Hom(sri(X), GL,(A)) ([n] is the class of the trivial 
n-dimensional representation). By the uniqueness statement of Corollary 2.3, it 
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suffices to check yk([pJ-[n]) =O, k >n. But 
YAbl-[nl) = YJbl)IYl(rnl) 
=(l+A’([p])(f/l-r)+* * *+A”([p])(r/l -t)“)(l -t)“. 
Since A i([p]) = 0, i > dim([p]) = n. The result now follows. 
Finally we can record the following corollary. 
Corollary 4.7. If X is a finite complex then 
R(X,A)OQ=$Vi 
where Vi is the k ‘-eigenspace of I++ k.
Note that y’(x) =x implies that the reduced K-group K(X, A) (as a ring without 
unit) is actually nilpotent. This is a good complement o Swan’s result [28, Corollary 
10.71 that &(A) is precisely the nilradical of &(A). 
It would be interesting to have an intrinsic description of the eigenspaces Vi as in 
the case of complex K-theory. For example, does Vi itself yield a cohomology 
theory? 
5. Perfect rings 
As an application of our algebraic Adams operations we prove that the K-theory 
of a perfect ring R in characteristic p > 0 is uniquely p-divisible, i.e. multiplication by 
p is bijective. We begin by analyzing the relationship between the Frobenius map and 
tip. The following is well known. 
Theorem 5.1. Let FrobP:R +R denote the Frobenius automorphism of R:x*xP. 
Then Frobfl=$‘:R(G,R)-,(G,R). 
Proof. The result is trivial for l-dimensional elements since 
(9px)k) = xk”) =x(g)” 
for characters x of G. Hence it suffices to show R(G, R) satisfies a 
principle. This is shown, in even greater generality, by Berthelot in [5, 
reducing it to a result of Serre [26]. 
“splitting” 
p. 3921 by 
By the uniqueness assertion of Corollary 2.4 we can lift the result to the K-groups. 
Corollary 5.2. Frobg = *“:K(X, R)+K(X, R). 
We also need a simple formal result. 
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Lemma 5.3. If P is an automorphism of an abelian group A satisfying 
A = ael Ker((P-p”) - * * w-P*w-P)) 
then A is uniquely p-divisible. 
Proof. Observe that X,, = Ker(( P -p”) * * * (P - p)) provides an ascending filtration 
of A. We proceed by induction on n to show multiplication by p is an isomorphism on 
each piece. Since P is an automorphism the case n = 1 follows. Suppose a E 
X,,-X,,_l. Then there exists an a’ such that P(a’)= a. Since P respects the 
X-filtration the commutative diagram 
0 + X,-l - X” - X,/X”_, ---, 0 
‘1 w1 lp” 
0 --,X,-l -x, + X,/X”_, + 0 
yields a = P(a’) = p”a’+z, for some z EX,_~. By induction, z = pb, for some b, so 
a =p(p “-‘a’+ 6) and we conclude that multiplication by p is surjective. Similarly, if 
pa = 0 then P(a) = p”a + z = z, for some z E X,-i. Hence pz = pY(a) = Y(0) = 0. 
By induction, P(a) = z = 0 and a = 0. This proves multiplication by p is also injective 
and completes the proof. 
We can now demonstrate the following theorem. 
Theorem 5.4. If R is a perfect ring of characteristic p > 0, then Z?(X, R) is uniquely 
p-divisible. In particular, Ki(R) is uniquely p-divisible, i 3 1. 
Proof. Let A = l?(X, R) and 9 = 4’ in Lemma 5.3 and then invoke nilpotent 
induction (of course, k =p). 
Remark. If, in addition, R is a semi-local ring then one can prove Theorem 5.4 for 
K*(R) by an explicit computation (see Section 8). 
6. Localizing A-rings 
In Section 5, we have seen how an abstract result on A-rings can be useful in 
obtaining concrete information in algebraic K-theory. This technique is not a new 
one. For example, Atiyah and Segal [3] proved a theorem describing the relation 
between the additive and multiplicative structure of A-rings and used it to retrieve a 
topological result of Sullivan’s. In this section we prove another such general result 
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on A-rings and deduce some consequences that have analogues in situations not 
unfamiliar to algebraic K-theory. In particular, we shed some light on the relation 
between fixed points of Adams operations and localization. In the next section, we 
will also use this result to study the K-theory of algebraically closed fields in 
characteristic p > 0. The result is the following theorem. 
Theorem 6.1. Let A be in a special A-ring with locally nilpotent y-filtration and let 
(N, ) ) be the natural numbers ordered by divisibility. Define A(,,) = x and if m 1 n 
d-l 
* m.n = l+ x rlq’m:n,,,-,n,,, 
i=l 
where md = n and q is some power of a prime p. Then if L denotes the direct limit of this 
system of abelian groups, there exists an isomorphism Q: L + /i 0 rZ(,,, where ZCP, 
denotes the integers localized at p. 
Proof. It is easy to see (N, 1) can be replaced by a linearly ordered cofinal subsystem; 
for example, nk = k! will do. We then obtain the following diagram 
The maps rL,., respect the Z,A-filtration (where k = q) by Lemma 4.4(G). Hence, by 
nilpotent induction, in order to show $,,,” 0 1 is an automorphism of i 0 &,), it 
suffices to show each (&,,,,, IZ,A) 0 1 is an isomorphism. Since i&,, is torsion-free we 
have a commutative diagram of exact sequences 
By induction and Lemma 4.4(iii) the extreme vertical arrows are isomorphisms. By 
the Five lemma the middle arrow is an isomorphism and the induction is complete. 
Hence the direct limit of the A,,, 0 &,,, is just .J 0 &,,. This provides our desired 
map Q. We digress to obtain an easy number-theoretic fact. 
Lemma 6.2. Let p be a prime and 1 a prime different from p. Then for any m there exists 
an N such that 1 + q +. . * + q”-’ = 0 (mod 1”). 
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Proof. Certainly 1 + 4 + * . . + q’-* = (4’ - l)/(q - 1). Suppose 1” divides into q - 1 
but I’+’ does not. Clearly, q is a non-zero element of IFIY--,SO q E IF?--, a cyclic group 
of order I”‘” -1. So qN=l (modI”‘” ) and thus 1” divides into (qN - l)/(q - 1). 
We now show that the map cp is an isomorphism. Firstly, cp is a limit of maps qr: 
L=lim:(lim,Z,A),,,~~((lin!Z,A,,,) 






So, reasoning as above, it suffices to show by nilpotent induction that 
c~,:lirnZ,A(,,+ZJ OZ(,, - ” 
is an isomorphism. Since lint is exact we get a commutative diagram of exact 
sequences 
0 - lim_Z,_,A,,, - I& Z&t, - li&Z,A/Z,-,A),,, - 0 
0 - z,-, 0 ‘q,, - Z,A 0 H(,, - ZtA/Z,-,A OZc,, - 0 
We must show p is an isomorphism. First we claim p is injective. If P(a) = 0, then if 
x E (Z,A/Z,_,A),,, represents 2 it must go to an element which vanishes in the limit 
that defines Z,A/Z,_,A 0 &,,. Hence x is actually a prime-to-p torsion element; so 
we can- assume l’x = 0, for some prime I # p. We claim that x vanishes in the limit. 
Observe 
* m.mk(X)=(1+~mr+q2mr+. * .+q(k-l)m’)(x). 
Hence, by Lemma 6.2 we can make k large enough so that this coefficient of x kills it, 
and the claim is proven. We show p is surjective. Suppose x =xi (xi 0 I/Li)E 
(Z,AlZ,-,A),,, 0 Z(p). By considering separately the primes occurring in the Li’S 
(of course, they are all different from p) we can, by Lemma 6.2, find a single N such 
that ni Li divides into 1 +q’+q*‘+ - * - +qrfN-‘), say with quotient z. So we get 
bh.N(X)=(1+(L4+“‘~ 4N-‘)(X)=(~Li)L(~XI~~)=~6i(Xi01), 
where the his are readily computed. Certainly xi biXi E (Z,A/Z~-IA),NJ maps to the 
image of x in A(N) 0 Z,,,. This completes the proof. 
We have the following easy consequence. 
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Corollary 6.3. If A is as above then we have isomorphisms of abefian groups 
lim FI+!J’” and - = p’- tor(ci) lim C+‘” = j Q i&,/Z - E 
where FJ/q (respectively C$“) denotes the kernel (respectively cokernel) of (Lq - 1 on li’ 
and p’- tor denotes the prime-to-p torsion subgroup. 
Proof. We erect the following diagram of exact sequences over (N 1) 
iii i 
0 - F$ P’ 
_ y-1 
-A - A,,,- cqP’-- 0 
. 
Theorem 6.2 identifies the direct limit of the groups A,,,, as i 0 EC,,. Since the direct 
limit of exact sequences is exact we have 
is exact and the result follows. 
Remark. We give a trivial example of this Corollary involving the K-theory of finite 
fields. Let A = k(X) = [X, BU], the reduced complex K-theory of a finite complex 
X. Then, by Quillen [20], we have a long exact sequence 
. . .+~(&TX)KI& ~(_rx)~~(x,ff,n)-r~(x)~~(x)-*. * *. 
Breaking this up into a short exact sequence and taking the limit over n, we get 
0 -, @ C$&, e&X, Fp) + l& F$“(;x, + 0 
where /Fp denotes the algebraic closure of ff, (recall K-theory commutes with limits). 
Hence the corollary allows us to rewrite this short exact sequence as 
0+~(~X)OE~,,/H+~(X,~,)-,p’-t0r(~(X))+0. 
7. Algebraically closed fields 
In this section, we denote by F$: the homotopy-theoretical fixed point set of Jlk 
on BGL(A)‘, where dk denotes the algebraic Adams operations of Section 3. It is 
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easy to see from Quillen’s computations of the K-theory of finite fields [20] that 
BGL([F,)+ + BGL(F)+ ‘q-l - BGL([F)+ 
is a homotopy fibration (where IF = F,). In other words FI,@ = BGL((F,)+. Indeed, one 
need only check that multiplication by qi - 1 is surjective on &,,/Z with kernel 
E/q’ - 1, since Frobenius acts by qi on Kzi-i(Fq). Quillen conjectures that the above 
identification of the fiber is unaffected by replacing IF by an arbitrary algebraically 
closed field k of characteristic p > 0. We call this conjecture (QC): 
I=*: t= BGL(IF,)+. (QfJ 
The p-primary information of this assertion is contained in the following proposition. 
Proposition 7.1. Let A be a commutative ring. Then 
(i) F$> is p-trivial, where q is a power of p; 
(ii) F$i is rationally trivial. 
Proof. Part (i) amounts to showing that $’ - 1 induces an isomorphism on 2(X, A) 
at the prime p. This follows readily by a nilpotent induction argument. Similarly for 
(ii), one invokes the eigenspace theorem (Theorem 4.5). 
A major obstacle to the future development of higher algebraic K-theory is our 
lack of understanding of the K-theory of a point Spec(k). Lichtenbaum (see [23]) 
conjectures the following. 
Conjecture (LC). If k is an algebraically closed field of characteristic p > 0 then 
Kzi(k) = vi and KZi-l(k) = Wi OiZc,,/E 
where Vi, Wi are Q-vector spaces. 
Quillen [231 asserts that (LC) has a cohomological reformulation, i.e. 
A*(GL(k); Z/1) = Z/l[cr, cz, . . .I 1 Z p. 
We prove here the following. 
KC) 
Theorem 7.2. (LC) is equivalent to (QC). 
i. 
Proof. (a) First we claim that the induced map K&F) --, K,(k) is an isomorphism 
on the prime-to-p torsion summands (assuming (LC)). By the Nullstellensatz there 
exists an IF-algebra retraction A, + IF, where A, is a finite-type subalgebra of k. Since 
K,(k) = lim K,(A,), we see that i, is injective. We look at the map i, on the torsion 
part of theodd K-groups. Since Z~p,/E=@r,pZl- and i, must map I-torsion to 
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I-torsion, i, splits up into a sum of maps of the form i,(f):&-+&=. But there are 
no proper infinite subgroups of &= [ll, p. 31, so each map i*(f) must be onto and 
we conclude i, is onto. Thus to compute Ft+bZ we can use the homotopy sequence 
which by (LC) becomes 
But, the eigenspace theorem, Theorem 4.5, for X a sphere, shows that r/1’ - 1 is an 
isomorphism on the rational part of K,(k). So 
rzi(F42) = Coker($’ - 11 &,JZ ). 
Since 1,9’ is natural we have the commutative square 




*4 K2i+l(k) * 
This tells US that 4’1 tor(K2i,t(k)) = qi. Hence rzi(F+z) = 0 and xzi+l(F$z) = 
Ker(+‘- 11 tor(Kzi+t(k))) = Z/q’- 1. Thus x*(F$4k) = K,(ff,) and the proof is 
complete. 
(e) Assume (QC). We take the limit over (N, 1) of the directed system of long exact 
homotopy sequences 
Since the K-theory of k satisfies the hypotheses of Theorem 6.1 and is uniquely 
p-divisible by Theorem 5.4, we can identify the limit as 
. ..~K.+l(k)OQ-tK,(IF)~K,(k)-,K,(k)Oq~ . . . . 
As above, i, is injective so the long exact sequence decomposes into short exact 
sequences of the form 
O+K,(F)L K,(k) + K,(k) 0 Q+ 0. 
But Kj(F) is always divisible and the sequence splits: 
K,(k) =Ki([F)O U 
where U is some Q-vector space. By Quillen’s computations [20] we are done. 
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We conclude this section with a brief discussion of two possible approaches to 
(LC), namely the cohomological and the categorical. In the former approach one 
works with (CC) above, i.e. one wishes to show the mod I cohomology of GL(k) is 
generated by Chern classes. It is not unreasonable to expect this actually holds 
unstably for GL,. In this case, Grothendieck’s theory of I-adic Chern classes shows 
the Chern classes are indeed non-trivial, so one needs an upper bound for the 
cohomology. It is not difficult to show that a “Bore1-type” theorem relating the 
cohomology of a Chevalley group G(k) with its maximal torus would suffice. Since 
one can ignore the unipotent part of a Bore1 subgroup away from the characteristic 
prime p, we can reduce further to the following conjecture. 
Conjecture. Let Tbe a maximal torus of G(k). Then the family {B,: w E Weyl( T)} of 
Bore1 subgroups of G containing T detects the mod I cohomology of G. 
This appears to be difficult, but might be manageable for small rank groups, say 
GLz. 
The other, possibly more promising approach, is to use the equivalence of 
Theorem 7.2 to focus one’s attention on (QC). Here one expects to use the Quillen 
K-theory of categories, a theorem of Lang [14] and May’s infinite loop space 
machinery [17] to show that the Cartesian square of categories 
a -PI, 
i’ I Il. 64) 
Pk -PkxPk 
induces a homotopy (co-) Cartesian square of spectra. Thomason [29] has results in 
this direction. 
8. Appendix 
Let A be a commutative ring with identity and X a finite, pointed CW-complex. 
We have shown that K(X, A) is a special A-ring with locally nilpotent y-filtration. In 
this appendix, we compute the action of the Adams operations I,+’ on K,(A) = 
K(S’, A) for a variety of A. In the process, we show that the Adams operations 
respect the graded ring structure Ki(A) 0 K,(A) --, K,+,(A) and the Brauer lifting of 
WI. 
We begin with some low-dimensional calculations. We analyze cLk on K,(F), 
where F is a field and * = 1,2. We have the following proposition. 
Proposition 8.1. Zf F is a field, tik: K,(F) + K,(F) is multiplication by k. 
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Proof. Recall K,(F) = F‘, the units of F. We have the diagram 
R(Z, F) *’ -RG!, F) 
q(S’1 I I 4(S’) 
KG', F) $h -K(S', F) 
where R(Z, F) is the Grothendieck group of finite-dimensional F-spaces equipped 
with an F-linear automorphism. It is easy to see the map BGLi(F)‘+BGL(F)’ 
induces an isomorphism on the fundamental group. Secondly, there is a map 
Horn@, F’) --* R (E, F) defined by sending f: h + F to [(F, f(l))], the corresponding 
one-dimensional representation. Hence one obtains 
R@,F)- *’ R(E, F) 
t T 
Hom(E; F’) - Ho&, F’) 
Ill III 
[BZ, BF’] - [Bh, BF’] 
Ill Ill 
&S’, F) -J I@‘, F). 
The vertical map of Horn’s is induced by the kth power map on F , since (bkp)(g) = 
p(g’). Chasing through the isomorphisms completes the proof. 
Remark. If A is a commutative ring then we have the canonical splitting ICI(A) = 
A @SKI(A), where SKI(A) =X.(A)/,!?(A). The above proposition immediately 
extends to predict the action of +” on the units’ summand. In general, though, the 
eigenvalues of tJk on SKI(A) can vary greatly. For example, let A = A(S”) OR C, 
where A(S*‘) denotes the ring of algebraic functions on S2’ [IS]. This is a regular, 
Noetherian ring. Let R =A[& r-l]. By Quillen’s fundamental theorem for regular 
rings [21], we have KI(R) = Kl(A)OK,,(A). But a theorem of Lonsted [15] identifies 
h = k’(S*‘) = Ko(A). Since the Lonsted map is induced by the usual section functor, 
it respects the Adams operations. But on g”(S2i) = rzi(BU), +bk acts by multi- 
plication by k’. Hence k’ can be made the eigenvalue of IJ%~ on SKI(R), i arbitrary. 
In order to extend the result to Kt we need the following relation between 4’ and 
the graded multiplication on K,(A). 
Proposition 8.2. If A is a commutative ring, x E K,(A), y E K,(A) then Q Ir (x u y ) = 
J/*(x)u tik(Y). 
Proof. We have the following commutative diagram 
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K(S’, A) x K(S’, A) *K(S’,AjxK(S’,A) 
I Il’xs’ I 
P: XP: 1 
~(s’ x S’, A) x K(S’ x S’, A 
I P: XPT 
A) x K(S’ X S’, A) 
“1 1” 
K(S' x S’, A) 
$’ 
,K(S’ x S’, A) 
where g defines the ring structure and pi are the obvious projections. The top square 
commutes by the functoriality of (I”. The bottom square commutes ince rLk is a ring 
homomorphism. It is easy to see p 0 (p: x pz) vanishes on S’ v S’, so the composition 
factors through K(S”‘, A) =K(S’ A Si, A). This defines the cup-product and 
completes the proof. 
We are now able to compute Gk on the Milnor groups K*(R), for a large class of 
rings. 
Proposition 8.3. If R is a local ring, then tik : K*(R) + K2(R) is multiplication by k2. 
Proof. We have the Steinberg symbol {. , .} : R’ @ R’ + Kz(R). It is well known that 
these symbols generate K2(R) when R is a local ring. Loday [14] has shown that the 
K-theoretic cup-product u : K*(R) @ ICI(R) + K2(R) agrees with the Steinberg 
symbol (up to sign). Hence, it suffices to check the result on elements of the form 
a u b, a, b E R’. The bilinearity of the cup-product, Proposition 1.1 and Lemma 1.2 
yield 
$k(aub)=J/k(a)u~k(b)=kaukb=k2(aub) 
and the proof is complete. 
As an easy consequence we have the following corollary. 
Corollary 8.4. If R is a perfect, local ring of characteristic p >O, then Kz(R) is 
uniquely p-divisible. 
Proof. The Frobenius automorphism induces tip = p2. Hence multiplication by p is 
invertible. 
Remark. By results of Dennis and Stein [7], Proposition 8.3 and Corollary 8.4 
extend to semi-local rings. 
We now turn our attention to the K-theory of finite fields. In [20], Quillen proved 
that there is a homotopy fibration 
(/4-l 
BGL(IF,)+ -&3U - BU 
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where $’ is the topological Adams operation and b is induced by Brauer lifting. It is 
natural to expect that b commutes with the Adams operations. We prove this on the 
representation-theoretic level and then on the homotopy-theoretic level. 
Proposition 8.5. Let G be a finite group and let br denote the Brauer lifting R (G, IF) + 
R(G, C) (see [20, p. 5671). Then the following diagram commutes. 
R(G,F) Sk -R(G, IF) 
R(G, 0 -----_*R(G,@) . 
h 
Proof. Recall that for A = C or IF we have the exactness of O-, R(G, A) + 
na R (G,, A), where G, varies over the cyclic subgroups of G. Hence, we can assume 
G is cyclic and we need only check the assertion on l-dimensional representations. 
But in this case $‘(p)(g) =p(gk) and br is merely composition with a previously 
chosen embedding IF’ L, C’. This completes the proof. 
Remark. It is possible to give a more elementary proof of 8.1 by using the de- 
composition homomorphism d : 4”R (G, Cc) + R (G, F,), where IF, is a splitting field 
for G. 
Note that in (3.1) we can replace 5 by any finite field since tik respects field 
extensions. Recall the topological significance of these representation rings. We have 
the results of Atiyah [l] and Rector [25] 
R(G, a=)” A [BG, BUI 
R(G, IF,)* - [BG, =(F,)+] 
where ( )” denotes completion with respect to the augmentation ideal. In both 
situations, one knows that the Adams operations are induced by the corresponding 
representation-theoretic ones; indeed the completion map is a A-ring homomor- 
phism. We would like to check these operations are compatible under the Quillen 
map 6: BGL(F,)‘+ BU. 
Corollary 8.6. The following square homotopy commutes 
BGL(F,)+ --% BGL(F,)+ 




Proof. We let G =GL,(Fq) in 3.1 and complete the resulting diagram. Taking 
inverse limits over n, we obtain 
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[BGUIF,), BGLKJ’I - CBGL(F,), JKW,)+l 
jim[BGL,(IF,), BGL(F,)+] - &[BGL,(IF,), BGL(IF,)+] 
I I 
jim[BGL,(E,), BU] - @[BGL,(F,), BU] 
111 111 
[BGL(P,), BU] - [BGLF,), BUI 
The vertical isomorphisms follow from the usual Milnor I@’ sequence and the 
theorem of Atiyah, k-‘(BG) = 0, for G a finite group. We can now “plus” BGL(IF,) 
since [X’, M] + [X, M] is an isomorphism for H-spaces M. Chasing the identity map 
in [BGL(ff,)‘, BGLQF,)‘] completes the proof. 
Remarks. (i) May [17, p. 2171 has also observed Proposition 8.5. 
(ii) The epimorphism in the diagram is actually an isomorphism by another easy 
“@‘-argument”. One need only observe that ~~(0 BGL(IF,)‘) = K*+i([F,) are finite 
groups. 
(iii) If k is the characteristic of IF, then the result was obtained in [20], since 
Frobenius induces rLp. 
Corollary 8.6. If X is a finite complex the following square commutes 
[X BUIL 1x9 BUI 
d I I a 
[Xv BGL(Z=,)+l I’ [X, BGL(&)+l . 
Proof. Since JIk 0 *’ = 1+4~’ we have an endomorphism of homotopy fibrations 
BGL(IF,)+ b_BU “9-1BU 
d I I s’ 
BG;F,)+ 7 BU -BU . Iv-1 
The map on fibers must be our tik because it is uniquely determined according to 
K-‘(BGL(IF,)+) = 0 [20, p. 5831 and Proposition 8.5. Comparing the two long exact 
co-Puppe sequences gives the result. 
Finally we record the action of Ijlk on K,([F,). 
Corollary 8.7. Ilk: K*i-l(Fq) +Kti_l(Fq) is multiplication by k’. 
Proof. Let X = S*‘-’ in Corollary 8.6 and recall ILk = k’ on 7rz(BU). 
h-rings and algebraic K-theory 265 
Remarks. (i) Kratzer [12] has also computed these operations. 
(ii) We should compute $k on K,(H). The cases * = 1,2 follow rapidly from the 
fact that the Steinberg symbol (-1, -1) is nontrivial (e.g. by looking at the map from 
ri). SouiC claims that (L* =p2 on K3(Z) using his work on ttale Chein classes. In 
particular, I&’ = 1 on K3(Z) for p = ztl (mod 8). 
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