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 The Erdo U s – Gallai Criterion and Symmetric Functions
 V ESSELIN  G ASHAROV
 Erdo U s and Gallai [2] gave a necessary and suf ficient condition for an integer sequence to be
 the degree sequence of a simple graph . We present a proof of this criterion based on the theory
 of symmetric functions .
 Ö  1997 Academic Press Limited
 1 .  I NTRODUCTION
 Let  G  be a simple graph (i . e .  G  has no loops or multiple edges) on  n  vertices . The
 degree ,  deg( y  ) ,  of a vertex  y   in  G  is the number of edges incident with  y  .  Assume that
 the vertices  y  1  ,  y  2  ,  .  .  .  ,  y  n  of  G  are listed in non-increasing order of their degrees and
 let  d i  5  deg( y  i ) .  The sequence  d ( G )  5  ( d 1  ,  d 2  ,  .  .  .  ,  d n ) is called the  degree sequence  of
 G .  There are many sequences that are not degree sequences of graphs ; for example ,
 d  5  (3 ,  3 ,  3 ,  1) . So it is natural to ask for a necessary and suf ficient condition that a
 non-increasing integer sequence is the degree sequence of a simple graph . The answer
 is given by the following theorem which is due to Erdo U s and Gallai [2] and is called the
 Erdo U s – Gallai criterion .
 T HEOREM 1 . 1 .  Let d 1  >  d 2  >  ?  ?  ?  >  d n be a sequence of positi y  e integers . Then
 ( d 1  ,  d 2  ,  .  .  .  ,  d n ) is the degree sequence of a simple graph if f  ( d 1  1  d 2  1  .  .  .  1  d m )  is e y  en
 and  o k i 5 1  d i  <  k ( k  2  1)  1  o n i 5 k 1 1  min( d i  ,  k )  for k  5  1 ,  2 ,  .  .  .  ,  n .
 Below , we show how the problem can be approached using the theory of symmetric
 functions . All undefined terminology can be found in [4] .
 2 .  T HE S YMMETRIC  F UNCTIONS A PPROACH
 Let us associate with each edge  y  i y  j  of  G  the quadratic monomial  x i x j  .  Then we
 associate with  G  the product of the monomials corresponding to the edges of  G .  This
 gives a map  f  from the set of simple graphs with vertex set  V  5  h y  1  ,  y  2  ,  .  .  .  ,  y  n j  to the
 set of monomials of even degree in the indeterminates  x 1  ,  x 2  ,  .  .  .  ,  x n .  It is clear that we
 can read of f the degree sequence of a graph  G  from  f  ( G ) :
 d ( G )  5  ( d 1  ,  d 2  ,  .  .  .  ,  d n )  ï  f  ( G )  5  x
 d 1
 1  x
 d 2
 2  ?  ?  ?  x
 d n
 n  .
 Consider the product
 P
 1 < i , j < n
 (1  1  x i x j )  5  O
 h ¨  i , j P h 0 , 1 j u 1 < i , j < n j
 P
 1 < i , j < n
 ( x i x j )
 ¨  i , j  .
 Each term  p 1 < i , j < n  ( x i x j ) ¨  i , j  corresponds to a simple graph on  V  with edge set
 h y  i y  j  u  ¨  i , j  5  1 j  and vice versa . This shows that ( d 1  ,  d 2  ,  .  .  .  ,  d n ) is a degree sequence of a
 simple graph if f the coef ficient of  x d 1 1  x
 d 2
 2  ?  ?  ?  x
 d n
 n   in  p 1 < i , j < n  (1  1  x i x j ) is dif ferent from 0 .
 The following symmetric function identity is due to Littlewood [3 , p . 238] and has
 been given a combinatorial proof by Burge [1] .
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 L EMMA 2 . 1 .  p 1 < i , j  (1  1  x i x j )  5  o l  s l  , where  l  runs o y  er all partitions of the form
 ( a  1  2  1 ,  a  2  2  1 ,  .  .  .  ,  a p  2  1  3  a  1  ,  a  2  ,  .  .  .  ,  a p ) in Frobenius notation and s l  is the Schur
 function indexed by  l .
 This shows that  d  5  ( d 1  ,  d 2  ,  .  .  .  ,  d n ) is a degree sequence of a simple graph if f there
 exists a partition  l  as above such that the coef ficient of  x d 1 1  x
 d 2
 2  ?  ?  ?  x
 d n
 n   in  s l  is dif ferent
 from 0 . The last condition is equivalent to  d  <  l  ,  where ‘  <  ’ is the dominance order for
 partitions .
 Now we will show that this is equivalent to the Erdo U s – Gallai criterion .
 D EFINITION 2 . 2 .  Let  d  be a partition . The  Durfee square  of  d  is the maximal square
 which is contained in the Young diagram of  d  and the upper-left corner of which
 coincides with the upper-left corner of the Young diagram of  d . We will denote the size
 of the Durfee square of  d  by  s  5  s ( d ) . Alternatively ,  s  is the largest number such that
 d s  >  s .
 Let  l ( d ) be the length of  d .
 L EMMA 2 . 3 .  Let  d  be a partition . Then the following two conditions are equi y  alent :
 (1)  o k i 5 1  d i  <  k ( k  2  1)  1  o i . k  min( d i  ,  k )  for  1  <  k  <  l ( d ) ;
 (2)  o k i 5 1  d i  <  k ( k  2  1)  1  o i . k  min( d i  ,  k )  for  1  <  k  <  s ( d ) .
 P ROOF .  It is clear that (1) implies (2) . Now assume that  d  satisfies (2) . Let  s  5  s ( d ) .
 We want to prove that , if  k  .  s ,  then
 O k
 i 5 1
 d i  <  k ( k  2  1)  1  O
 i . k
 min( d i  ,  k ) .
 By definition ,  d i  ,  s  if  i  .  s ,  so the above inequality is equivalent to
 O k
 i 5 1
 d i  <  k ( k  2  1)  1  O
 i . k
 d i  .
 Since , by assumption ,
 O s
 i 5 1
 d i  <  s ( s  2  1)  1 O
 i . s
 min( d i  ,  s )  5  s ( s  2  1)  1 O
 i . s
 d i  ,
 it will be enough to prove that
 S s ( s  2  1)  1 O
 i . s
 d i D  1  O k
 i 5 s 1 1
 d i  <  k ( k  2  1)  1  O
 i . k
 d i  ,
 i . e .
 s ( s  2  1)  1  2  O k
 i 5 s 1 1
 d i  <  k ( k  2  1) .
 But for  i  >  s  1  1 we have that  d i  <  d s 1 1  ,  s  1  1 ; hence  d i  <  s .  Thus it will be enough to
 show that
 s ( s  2  1)  1  2( k  2  s ) s  <  k ( k  2  1) ,
 which can be transformed to
 ( k  2  s )( k  2  s  2  1)  >  0 .
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 The last inequality follows from the fact that  k  >  s  1  1 .  h
 D EFINITION 2 . 4 .  (1) We say that a partition  d  satisfies the  Erdo U  s  – Gallai condition  if
 it satisfies either (1) or (2) in Lemma 2 . 3 . (Note that (1) in Lemma 2 . 3 is the condition
 that appears in the Erdo U s – Gallai criterion . ) The set of all partitions of  N  that satisfy
 the Erdo U s – Gallai condition is denoted by EG( N ) .
 (2)  We say that  d  satisfies the ‘ closed ’  Erdo U s  – Gallai condition  if  o k i 5 1  d i  5  k ( k  2
 1)  1  o i . k  min( d i  ,  k )  for 1  <  k  <  s ( d ) . The set of all partitions of  N  that satisfy the
 closed Erdo U s – Gallai condition is denoted by  , EG( N ) .
 (3)  The Erdo U  s  – Gallai sequence of  d  is the sequence  a  5  a  ( d )  5  ( a  1  ,  a  2  ,  .  .  .  ,  a s ) ,
 where  a i  5  1  1  d i  2  d 9 i   and  s  5  s ( d ) .
 Note that  , EG( N )  Ô  EG( N ) .
 We will extend the notion of dominance order for partitions to arbitrary sequences
 of real numbers . Namely , if  a  5  ( a 1  ,  a 2  ,  .  .  . ) and  b  5  ( b 1  ,  b 2  ,  .  .  . ) are two sequences of
 real numbers , then we say that  a  <  b  if
 O k
 i 5 1
 a i  <  O k
 i 5 1
 b i
 for all  k  >  1 .  (As usual , if  c  5  ( c 1  ,  c 2  ,  .  .  .  ,  c n ) is a finite sequence , then we let  c i  5  0 for
 i  .  n . )  We will also denote by  0  the zero sequence (0 ,  0 ,  .  .  . ) .
 L EMMA 2 . 5 .  (1)  d  P  EG( N )  ï  a  <  0 .
 (2)  d  P  , EG( N )  ï  a  5  0  ï  d  5  ( a 1  2  1 ,  a 2  2  1 ,  .  .  .  ,  a s  2  1  3  a 1  ,  a 2  ,  .  .  .  ,  a s )
 for some a 1  ,  a 2  ,  .  .  .  ,  a s . In particular , 
  EG( N )  ?  [  ï  2 / N .
 P ROOF .  First we will show that , for any  k  <  s ,
 O k
 i 5 1
 d 9 i  5  k
 2  1  O
 i . k
 min( d i  ,  k ) .
 This is best done by drawing a picture .
k }
A
B
 This picture schematically represents the Young diagram of  d . In it ,  A  is the
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 intersection of the first  k  rows with the first  k  columns and  B  is the intersection of the
 k  1  1 , k  1  2 ,  .  .  .  rows with the first  k  columns of the Young diagram of  d . Note that the
 condition  k  <  s  guarantees that  A  is a square of size  k .
 Then , assuming that the cells of the Young diagram of  d  have unit size , we see that  B
 has area  o i . k  min( d i  ,  k ) .  On the other hand ,  A  <  B  is the union of the first  k  columns
 of the Young diagram of  d , so
 O k
 i 5 1
 d 9 i  5  k
 2  1  O
 i . k
 min( d i  ,  k ) .
 Therefore , for  k  <  s ,  we have that
 O k
 i 5 1
 a i  5  O k
 i 5 1
 (1  1  d i  2  d 9 i  )
 5  k  1  O k
 i 5 1
 d i  2  O k
 i 5 1
 d 9 i
 5  k  1  O k
 i 5 1
 d i  2 F k 2  1  O
 i . k
 min( d i  ,  k ) G
 5  O k
 i 5 1
 d i  2 F k ( k  2  1)  1  O
 i . k
 min( d i  ,  k ) G  .  (  p  )
 Thus
 a  <  0  ï  O k
 i 5 1
 d i  <  k ( k  2  1)  1  O
 i . k
 min( d i  ,  k )  for  k  <  s
 ï  d  P  EG( N ) .
 This proves (1) . Since
 a  5  0  ï  O k
 i 5 1
 a i  5  0  for  k  <  s ,
 we obtain from (  p  ) that
 a  5  0  ï  O k
 i 5 1
 d i  5  k ( k  2  1)  1  O
 i . k
 min( d i  ,  k ) ,
 which proves the first equivalence in (2) . Also ,  a  5  0  is equivalent to  d i  5  d 9 i  2  1 for
 i  <  s ,  which proves the second equivalence in (2) .
 To prove the last assertion in (2) , note that if , EG( N )  {  d  5  ( a 1  2  1 ,  .  .  .  ,  a s  2  1  3  a 1  ,  .  .  .  ,  a s ) ,
 then
 N  5  2( a 1  1  a 2  1  .  .  .  1  a s ) ,
 so  N  is even . On the other hand , if  n  is even , then
 , EG( N )  { S N
 2
 2  1  U  N
 2
 D  .  h
 Lemma 2 . 5(2) shows in particular that the Erdo U s – Gallai criterion is equivalent to the
 following :
 T HEOREM 2 . 6 .  Let  d  be a partition of N . Then there exists a  d ˜  P  , EG( N )  such that
 d  <  d ˜   if f N is e y  en and  d  P  EG( N ) .
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 P ROOF .  The ‘only if’ part follows from Lemma 2 . 5(1) and Lemma 2 . 7 below . Since
 there are only finitely many partitions of  N ,  the ‘if’ part follows from Proposition 2 . 8
 below .  h
 L EMMA 2 . 7 .  If  d ,  e  P  P N and  d  <  e , then  a  ( d )  <  a  ( e ) .
 P ROOF .  It is well-known that  d  <  e  implies  d 9  >  e 9 . Thus , for any  k ,  we have that
 O k
 i 5 1
 a i ( d )  5  k  1  O k
 i 5 1
 d i  2  O k
 i 5 1
 d 9 i
 <  k  1  O k
 i 5 1
 e i  2  O k
 i 5 1
 e 9 i
 5  O k
 i 5 1
 a i ( e ) ;
 i . e .
 a  ( d )  <  a  ( e ) .  h
 P ROPOSITION 2 . 8 .  If d  P  EG( N )  2  , EG( N )  for some e y  en N , then there exists an
 e  P  EG( N ) such that  d  ,  e .  Moreo y  er , we can construct  e  in such a way that
 s ( e )  5  s ( d )  5  s .
 N OTE .  The fact that  e  can be constructed such that  s ( e )  5  s ( d ) is not needed for the
 proof of the Erdo U s – Gallai criterion . However , it is an interesting fact which requires
 very little additional ef fort to prove , so we include it here .
 P ROOF OF P ROPOSITION 2 . 8 .  Let  s  5  s ( d ) be the size of the Durfee square of  d . Let  m  be
 the smallest number in  h 1 ,  2 ,  .  .  .  ,  s j  such that  o m i 5 1  d i  ,  m ( m  2  1)  1  o i . m  min( d i  ,  m ) .
 The condition that  d  ¸  , EG( N ) ensures that  m  exists . Then , by induction on  k ,  we see
 that  d 9 k  5  d k  1  1 for  k  5  1 ,  2 ,  .  .  .  ,  m  2  1 and  d 9 m  .  d m  1  1 .  Let  d #  5  ( d m  2  m  1  1 , d m 1 1  2
 m  1  1 ,  .  .  . ) .  It is easy to see that  d #  P  EG( N #  )  2 , EG( N #  ) for some even  N #  .  We will
 construct a partition  e#  P  EG( N #  ) such that  d #  ,  e# , the first part of  e# is at most
 d m  2  m  1  2 ,  and the first part of the conjugate of  e# is at most  d 9 m  2  m  1  1 .  In terms of
 Young diagrams this means that the length of the first row of  e# is at most  d m  2  m  1  2
 and the length of the first column of  e# is at most  d 9 m  2  m  1  1 .  Since  d m  ,  d 9 m  2  1  <
 d 9 m 2 1  2  1  5  d m 2 1  ,  we have the inequality  d m  2  m  1  2  <  d m 2 1  2  m  1  1 ,  so we can ‘glue’
 the Young diagrams of  d  2  d #  and  e# to obtain a Young diagram of a partition
 e  P  EG( N )  such that  d  ,  e . Schematically , we have the following :
d =
(m, m)
d
e =
e
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 The construction of  e# is as follows .
 Without loss of generality , we can assume that  d  5  d # , so we have the inequality
 d 9 1  >  d 1  1  2 .  Then we want to construct a partition  e  P  EG( N ) which satisfies the
 following conditions :
 d  ,  e ,  e 1  <  d 1  1  1 .  (  p  p  )
 We will consider three cases .
 Case  1 .  d 9 1  2  d 9 s  >  2 .  Let  p  5  max h i  3  d 9 1  5  d 9 i  j  and  q  5  min h i  3  d 9 1  2  d 9 i  >  2 j .  It is clear
 that  p  and  q  exist and that 1  <  p  ,  q  <  s .  Define  e  as follows :
 e 9 i  5  d 9 i  for  i  ?  p ,  q ,
 e 9 p  5  d 9 p  2  1 ,
 e 9 q  5  d 9 q  1  1 .
 Since  q  <  s ,  we have that  e i  5  d i  for  i  <  s .  Then , for  i  <  q  2  1 ,  we have that  d 9 1  2  d 9 i  <  1 ,
 so there are inequalities  d 9 i  >  d 9 1  2  1  >  ( d 1  1  2)  2  1  5  d 1  1  1  >  d i  1  1 .  Therefore ,  a i ( d )  5
 1  1  d i  2  d 9 i  <  0 ,  for  i  <  q  2  1 .  Moreover ,  d 9 p  5  d 9 1  >  d 1  1  2  >  d p  1  2 .  This implies that
 e 9 p  5  d 9 p  2  1  >  d p  1  1  5  e p  1  1 ,  i . e .  a p ( e )  5  1  1  e p  2  e 9 p  <  0 .  Since  e 9 i  5  d 9 i   and  e i  5  d i  for
 i  <  q  2  1 , i  ?  p  it follows that  a i ( e )  <  0 for any  i  <  q  2  1 .  In particular ,  o k i 5 1  a i ( e )  <  0
 for  k  <  q  2  1 .  From the equality  a p ( e )  1  a q ( e )  5  a p ( d )  1  a q ( d ) and  a i ( e )  5  a i ( d ) for
 i  <  s , i  ?  p , q ,  it follows that  o k i 5 1  a i ( e )  5  o k i 5 1  a i ( d )  <  0 , for  q  <  k  <  s .  Therefore
 a  ( e )  <  0 , so from Lemma 2 . 5(1) it follows that  e  P  EG( N ) .  It is also easy to see that  e
 satisfies (  p  p  ) and that  s ( e )  5  s .
 Schematically , we have the following :
d =
Durfee
square
e =
pth column qth column pth column qth column
 Case  2 .  d 9 1  2  d 9 s  <  1  and s  >  2 .  Let
 e 1  5  d 1  1  1 ,  e i  5  d i  for  2  <  i  <  s ,
 e 9 s  5  d 9 s  2  1  and  e 9 i  5  d 9 i  for  i  <  s  2  1 .
 Such an  e  exists because  d 9 s  >  d 9 1  2  1  >  d 1  1  1  >  s  1  1 .  In particular ,  s ( e )  5  s ( d )  5  s .
 The Erdo U s  – Gallai criterion  293
 Schematically , we have the following :
d =
Durfee
square
e =
 It is clear that  d  ,  e . We will prove that  e  P  EG( N ) .  We have that  e 1  5  d 1  1  1 and
 e 9 1  5  d 9 1 ,  so  a  1 ( e )  5  1  1  e 1  2  e 9 1  5  2  1  d 1  2  d 9 1  <  0 .  If 2  <  i  <  s  2  1 ,  then  e i  5  d i  and
 e 9 i  5  d 9 i  ,  so  a i ( e )  5  a i ( d ) . Moreover ,  d 9 i  >  d 9 s  >  d 9 1  2  1  >  d 1  1  1  >  d i  1  1 ,  so  a i ( e )  5
 a i ( d )  5  1  1  d i  2  d 9 i  <  0 .
 If  i  5  s ,  then  e 9 s  5  d 9 s  2  1 and  e s  5  d s  ,  so we obtain that  a s ( e )  5  1  1  e s  2  e 9 s  5  2  1  d s  2
 d 9 s .  But , as we showed above , there are inequalities  d 9 s  >  d 1  1  1 and  d 1  >  d s  ,  so
 d 9 s  >  d s  1  1 ;  hence  a s ( e )  <  1 . Thus we see that  o k i 5 1  a i ( e )  <  0 for 1  <  k  <  s  2  1 and
 o s i 5 1  a i ( e )  <  1 . But it is not hard to see that  o s i 5 1  a i ( e ) is even , so  o s i 5 1  a i ( e )  <  0 . This
 shows that  e  P  EG( N ) .  It also follows directly from the construction of  e  that  e  satisfies
 (  p  p  ) .
 Case  3 .  s  5  1 , i .e .  d  is a hook .  This is the easiest of the three cases that we consider .
 Since  s  5  1 ,  we have that  N  5  d 1  1  d 9 1  2  1 .  But  N  is even and  d 9 1  >  d 1  1  2 ,  so  d 9 1  >  d 1  1  3 .
 Then define  e  to be the following hook partition :
 e 1  5  d 1  1  1 ,  e 9 1  5  d 9 1  2  1 .
 We clearly have that  d  ,  e ,  s ( e )  5  1 and  a  1 ( e )  5  1  1  e 1  2  e 9 1  5  3  1  d 1  2  d 9 1  <  0 ,  so
 e  P  EG( N ) .  Thus  s ( e )  5  s ( d ) and , from the construction of  e , it follows that  e  satisfies
 (  p  p  ) .
 Schematically , we have the following :
d = e =
 This completes the proof of Proposition 2 . 8 .  h
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