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SYMBOL CALCULUS OF SQUARE-INTEGRABLE
OPERATOR-VALUED MAPS
INGRID BELTIT¸A˘, DANIEL BELTIT¸A˘ AND MARIUS MA˘NTOIU
Abstract. We develop an abstract framework for the investigation of quanti-
zation and dequantization procedures based on orthogonality relations that do
not necessarily involve group representations. To illustrate the usefulness of
our abstract method we show that it behaves well with respect to the infinite
tensor products. This construction subsumes examples coming from the study
of magnetic Weyl calculus, the magnetic pseudo-differential Weyl calculus, the
metaplectic representation on locally compact abelian groups, irreducible rep-
resentations associated with finite-dimensional coadjoint orbits of some special
infinite-dimensional Lie groups, and the square-integrability properties shared
by arbitrary irreducible representations of nilpotent Lie groups.
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1. Introduction
Square-integrable representations of locally compact groups play a well-known
role in Lie theory, representation theory, and their applications to physics. The
present paper is devoted to developing a set of techniques applicable to operator
valued maps on measure spaces π : (Σ, µ)→ B(H) that satisfy a square integrabil-
ity property analogous to that of locally compact group representations (see (2.4)
below) although π may not be a group representation and µ may not be a Haar
measure. This investigation was motivated by several situations when actually Σ
is a group that fails to be locally compact so it does not admit any Haar measure
(as for instance in the study of the canonical commutation relations where one has
been looking for suitable substitutes of the group algebra for inductive limit groups
[Gru97, GN09, GN13]), or when Σ is locally compact but π is not even a projective
group representation (see for instance the orthogonality relations for irreducible
representations of nilpotent Lie groups: [HM79, Pe94, Wo13], and the references
therein; or the magnetic Weyl calculus [MP04, IMP07, MP12, BB09, BB11a]).
From a more technical point of view, this article, as many others, is concerned
with symbol calculus, under certain circumstances also called quantization, seen as
a systematic way to associate operators in some infinite-dimensional vector space
with functions almost everywhere defined in a suitable related set Σ endowed with
a measure. We have in mind mainly operators acting in a Hilbert space H, but
other type of topological vector spaces will also be considered. Moreover, in order
to define symbols for arbitrary bounded linear operators on H, we will also need
(in Subsection 3.2) extensions of the symbol calculus beyond spaces of functions on
Σ, in the same way as the classical Weyl calculus on Rn needs to be extended from
functions to tempered distributions on R2n.
Among the different strategies to start and motivate a symbol calculus, there are
two, dual to each other. The first one, inspired by Weyl’s quantization procedure,
consists in associating to each point s of the space Σ a bounded linear operator
π(s) in H. This mapping s 7→ π(s), while not supposed to be unitarily valued or
to possess group-like properties, would benefit from some regularity requirements.
Boundedness and weak continuity are good properties, and yet a square integrability
condition with respect to some measure µ on Σ (generalizing the notion of square
integrable representation of a group) is the best starting point. Then operators Π(f)
are associated to suitable functions f on Σ by integration techniques (cf. (3.3)),
and square integrability plays an important role in identifying Hilbert-Schmidt
operators as corresponding by quantization to L2-functions. Simple examples show
that not all the elements in L2(Σ, µ) need to be involved.
The dual approach is to give a priori the symbols (functions defined on Σ) of all
the rank-one operators. Then the symbols of more general operators are obtained
by superposition, modelled by integration on Σ, followed eventually by extension
techniques. If suitably implemented, the construction is essentially the inverse of
the one described above. But this is achieved only after the formalism has been
extended; the operators π(s) are almost never Hilbert-Schmidt.
Many classes of operators form ∗-algebras under operator multiplication and
taking adjoints. Clearly, it is desirable to use the quantization to induce isomor-
phic versions of these ∗-algebras on classes of symbols. As a matter of fact, due to
the square integrability assumption, one obtains compatible scalar products on the
∗-algebras making them Hilbert algebras. This already makes available extension
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techniques permitting the treatment of symbols not associated to Hilbert-Schmidt
operators. But most of the known examples strongly suggest the existence of an
extra mathematical structure, resulting in Gelfand triples both at the level of vec-
tors and at the level of symbols, suitably interconnected. One could simply recall
the role played in pseudodifferential theory by the Schwartz space and its dual, the
space of tempered distributions. Another example, leading to Gelfand triples of
Banach spaces, is the Segal algebra, available on locally compact groups. In our
general framework we will indicate a systematic way to construct Gelfand triples
connected to the symbol calculus associated to the family {π(s) | s ∈ Σ}; that will
turn out to have a rich algebraic content.
The object of Sections 2 and 3 is the construction of the symbol calculus associ-
ated to the data (Σ, µ, π,H), where Σ is a space endowed with a measure µ. That
space serves as a family of indices for a set of bounded operators {π(s) | s ∈ Σ }
in the Hilbert space H. We do not assume that π(s) is unitary and we do not
require anything about the product π(s)π(t) for s, t ∈ Σ. The map π(·) is assumed
bounded and weakly continuous. The main requirement is relation (2.4), a condition
of square integrability extending a well-known concept from group representation
theory [Di69].
In Section 2 we show that the class of square-integrable families of operators is
closed under some basic operations as the compressions and the tensor products.
We also show that these families are irreducible in the sense that their commu-
tant is trivial and they do not have any nontrivial common invariant subspace,
which suggests the interesting problem of pointing out the topological groups for
which every unitary irreducible representation admits a measure on the group for
which the representation is square integrable; see for instance Corollaries 2.5 and
2.6 for answers to this question in the case of compact and nilpotent Lie groups,
respectively.
In Section 3, the first purpose is to raise the family π, essentially by integration,
to a correspondence f 7→ Π(f) sending a closed subspace of L2(Σ;µ) to the ideal
of all Hilbert-Schmidt operators in H. Actually the fact that Π is “an integrated
form” of π (in the spirit of group representation theory) is only seen a posteriori;
the initial construction is just based on the the “representation coefficient” map
Φ. The linear maps Π,Φ and Λ are isomorphisms of H∗-algebras. By transport of
structure via these isomorphisms, one then defines classes of trace-class, compact
and bounded-type symbols forming Banach ∗-algebras; Radon measures on Σ can
also be incorporated when Σ is a locally compact space.
We also develop the dequantization procedure for the operator calculus. That
is, we develop methods for recovering the symbol of a given operator. In order
to do that in an effective way, we need to explore new spaces of symbols and
their natural composition law that recovers the twisted convolution in the case
of group representations and corresponds to the composition of operators in the
representation space.
Section 4 deals with the Gelfand triples that occur in our general framework,
in connection with suitable dense subspaces of the Hilbert space under consider-
ation. This is suggested by the classical example of the Schwartz space S(Rn) of
rapidly decreasing functions on Rn, which is continuously and densely embedded
into the Hilbert space L2(Rn) and is closely related to the square-integrable family
of unitary operators Rn×Rn → B(L2(Rn)) defined by the Weyl system. We study
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the abstract version of the operators S(Rn)→ S ′(Rn) and some related structures,
which provide a unifying perspective on different types of applications in Section 7.
In Section 5 we merely develop some very basic aspects of the Berezin-Toeplitz
quantization in our abstract framework, in order to suggest how this important
topic fits in our picture.
Section 6 explores the infinite tensor products of square-integrable families of op-
erators, a circle of ideas that plays an important role in the representation theory of
canonical commutation relations (CCR) with infinitely many degrees of freedom;
see for instance [KM65, Heg69, Heg70, Re70]. We prove that these infinite ten-
sor products always have a certain property of approximate square integrability
(Theorem 6.6) and then we also discuss the Berezin-Toeplitz quantization to a very
limited extent, which already suggests however that several interesting problems
arise in this area. It is noteworthy that the relationship between the CCR and the
infinite tensor products was also studied studied in [Gru97, GN09, GN13] from a
different perspective.
Finally, in Section 7 we briefly present four topics from the earlier literature
where one can find special cases of the general ideas developed in the present paper:
1. the magnetic pseudo-differential Weyl calculus; 2. the study of the metaplectic
representation on locally compact abelian groups; 3. irreducible representations as-
sociated with finite-dimensional coadjoint orbits of some special infinite-dimensional
Lie groups; 4. the square-integrability properties shared by arbitrary irreducible
representations of nilpotent Lie groups.
It would also be quite interesting to understand the relationship between our ab-
stract approach and the Weyl and Berezin calculus on bounded symmetric domains
as developed for instance in [UU94] and [AU07].
Preliminary conventions and notations. A convenient reference for square-
integrable representations of locally compact groups and their role in representation
theory is [Ne00, App. VII]; see also the references therein.
If Σ is a topological space (always Hausdorff), we set BC(Σ) for the C∗-algebra
of all bounded continuous complex-valued functions on Σ. If Σ is locally compact
we write C0(Σ) for the C
∗-algebra of the continuous functions vanishing at infinity.
For any measure µ on Σ and q ∈ [1,∞], we denote by Lq(Σ;µ) the usual Lebesgue
space of order q on (Σ, µ).
For two complex Hausdorff locally convex spaces E and F , we will write E ⊗ F
for the algebraic tensor product. When endowed with the projective topology, that
space will be denoted by E ⊗pF and its completion in this topology by E⊗̂pF .
Analogously, E⊗̂iF will be the completion of E ⊗iF , which is E ⊗F endowed with
the injective topology.
Under the same assumptions on E and F , we denote by B(E ,F) the vector
space of all linear continuous operators from E into F and use the abbreviation
B(E) := B(E , E). Then E ′ := B(E ,C) is the (topological) dual of E .
We recall from [Di69] that a Hilbert algebra is a ∗-algebra (A ,#,# ) endowed
with a scalar product 〈·, ·〉 : A ×A → C such that
(1) one has
〈
g#, f#
〉
= 〈f, g〉 for all f, g ∈ A ,
(2) one has 〈f#g, h〉 =
〈
g, f##h
〉
for all f, g, h ∈ A ,
(3) for every g ∈ A , the map Lg : A → A , Lg(f) := g#f is continuous.
(4) A #A is total in A .
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A complete Hilbert algebra is called an H∗-algebra.
Clearly one also has 〈f#g, h〉 =
〈
f, h#g#
〉
for all f, g, h ∈ A and the map
Rg : A → A given by Rg(f) := f#g is also continuous; therefore A ×A
#
→ A is
separately continuous.
To give some basic examples, let us fix a complex Hilbert space H ; by con-
vention the scalar product 〈·, ·〉 is anti-linear in the second variable and we de-
note by H the conjugate space of H. By Riesz Theorem, the dual H′ of H is
canonically antilinearly isomorphic to H, so there is a linear isomorphism per-
mitting the identification of H with H′. Recall that the space B2(H) of Hilbert-
Schmidt operators on H forms a ∗-ideal in B(H) and a Hilbert space with the scalar
product 〈S, T 〉
B2(H)
:= Tr (ST ∗). Actually B2(H) is a H∗-algebra; the subspace
B2(H)B2(H) (coinciding with the ∗-ideal B1(H) of all trace-class operators) is dense
in B2(H).
Let us denote by Λ the canonical unitary operator
Λ: H⊗̂H → B2(H), Λ(u⊗ v) := λu,v := 〈·, v〉u, (1.1)
whereH⊗̂H stands for the Hilbert completion of the algebraic tensor productH⊗H.
On the space H⊗H we consider the unique structure of H∗-algebra such that the
above operator Λ is an H∗-algebras isomorphism. Its restriction Λ : H⊗H → F(H)
is a Hilbert algebra isomorphism between the algebraic tensor product and the finite
rank operators. We record for further use some relations valid for u, v, u′, v′ ∈ H
and S ∈ B(H) :
Sλu,v = λSu,v , λu,vS = λu,S∗v , λu,v λu′,v′ = 〈u
′, v〉λu,v′ , (1.2)
λ∗u,v = λv,u , Tr (λu,v) = 〈u, v〉 . (1.3)
Very often, besides the norm topology of a Hilbert algebra A , there is another
finer locally convex topology. We recall that a Fre´chet ∗-algebra is a ∗-algebra
(A ,#,# ) with a Fre´chet locally convex space topology T such that the involution
A ∋ f → f# ∈ A is continuous and the product A × A ∋ (f, g) → f#g ∈ A
is separately continuous. Then a Fre´chet-Hilbert algebra (A ,#,# ,T , 〈·, ·〉) is both
a Fre´chet ∗-algebra and a Hilbert algebra, the topology T being finer that the
topology associated to the scalar product.
2. Square-integrable operator-valued maps
Let us fix a complex Hilbert space H, a Borel space Σ with a σ-algebra M and
a positive measure µ on Σ. The set of measurable complex-valued functions on Σ
will be denoted by M (Σ). We assume that π : Σ→ B(H) is a weakly measurable,
almost everywhere defined map. One defines the sesquilinear mapping
φπ ≡ φ : H×H → M (Σ), φu,v(s) := 〈π(s)u, v〉 . (2.1)
It extends concepts such as representation coefficients, wavelet transform, Short
Time Fourier Transform.
Notation 2.1. We will use the notation
Φπ ≡ Φ : H⊗̂H → L2(Σ;µ) ≡ L2(Σ). (2.2)
if the mapping φπ admits such an isometric extension.
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Remark 2.2. The map Φπ from Notation 2.1 exists if and only if
(∀u1, u2, v1, v2 ∈ H)
∫
Σ
〈π(s)u1, v1〉〈v2, π(s)u2〉dµ(s) = 〈u1, u2〉〈v2, v1〉. (2.3)
To achieve this equality, a renormalization of the measure µ may be used if neces-
sary. Also note that it is enough to check that the equations (2.3) are satisfied for
the vectors u1, u2, v1, v2 merely in some dense subset of H. A simple polarization
argument also shows that it suffices to verify (2.3) for u1 = u2 and v1 = v2, that is
(∀u, v ∈ H)
∫
Σ
| 〈π(s)u, v〉 |2dµ(s) = ‖u‖2 ‖v‖2 . (2.4)
It will be convenient to make the following definition.
Definition 2.3. For any complex Hilbert spaceH and any measure space (Σ,M, µ)
we define SQ(B(H), µ) as the set of all weakly measurable, almost everywhere de-
fined maps π : Σ→ B(H) satisfying the square-integrability condition (2.3).
Before continuing, let us mention that Definition 2.3 was motivated by sev-
eral important examples of operator-valued maps that satisfy the above square-
integrability condition:
• unitary irreducible representations of compact groups (see Corollary 2.5);
• unitary irreducible representations of connected, simply connected, nilpo-
tent Lie groups (see Corollary 2.6 and Proposition 7.2);
• the magnetic Weyl systems on R2n (see Subsection 7.1);
• operator calculi on locally compact abelian groups (see Proposition 7.1);
• localized Weyl calculus for some unitary representations of infinite-dim-
ensional Lie groups (see Subsection 7.3).
We will now obtain some simple results which point out that the square-integra-
bility property of operator-valued maps should be viewed as a kind of irreducibility
in the sense of representation theory, that is, it implies the absence of nontrivial
invariant subspaces. It is well known that the assertions of the following proposition
are equivalent ways to describe the irreducibility property if the operator set π(Σ)
would be assumed to be closed under operator adjoints. As we do not assume that
self-adjointness hypothesis, we will prove these assertions separately.
Proposition 2.4. Let π ∈ SQ(B(H), µ). Then the following assertions hold:
(1) If a closed linear subspace H0 ⊆ H has the property π(Σ)H0 ⊆ H0, then
either H0 = {0} or H0 = H.
(2) If the operator T ∈ B(H) has the property Tπ(s) = π(s)T for a.e. s ∈ Σ,
then T = z1H for some z ∈ C.
Proof. For the first assertion, assume H0 $ H. Then there exists some nonzero
vector v ∈ H with v ⊥ H0. Hence, by using the hypothesis π(Σ)H0 ⊆ H0, we
obtain v ⊥ π(s)u for all s ∈ Σ and u ∈ H0. Setting in (2.3) u1 = u2 = u and
v1 = v2 = v, it follows that for all u ∈ H0 we have ‖u‖
2‖v‖2 = 0, hence necessarily
u = 0. Consequently H0 = 0, and this concludes the proof.
Now we prove the second assertion. First note that, for every operator T ∈ B(H)
satisfying the condition Tπ(s) = π(s)T for a.e. s ∈ Σ we have 〈π(·)Tu1, v1〉 =
〈π(·)u1, T
∗v1〉, hence by (2.3)
(∀u1, u2, v1, v2 ∈ H) 〈Tu1, u2〉〈v2, v1〉 = 〈u1, u2〉〈v2, T
∗v1〉.
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Now for u1 = u2 and v1 = v2 we obtain
(∀u, v ∈ H \ {0})
〈Tu, u〉
‖u‖2
=
〈Tv, v〉
‖v‖2
=: z ∈ C.
Thus the numerical range of the operator T consists of a single point, and T is then
a scalar multiple of the identity operator. Specifically, the above equalities imply
〈(T − z1H)u, u〉 = 0 for all u ∈ H. Then, by polarization, 〈(T − z1H)u, v〉 = 0 for
all u, v ∈ H, hence eventually T = z1H, which completes the proof. 
The above proposition, directly implies that direct sums of square-integrable
maps may not be square integrable. That is, if πj(·) ∈ SQ(B(Hj), µj) for j = 1, 2,
then the map
(
π1(·) 0
0 π2(·)
)
does not belong to SQ(B(H1 ⊕H2), µ1 ⊗ µ2) unless
we have either H1 = {0} or H2 = {0} (see however Proposition 2.7 below).
We now derive other consequences of Proposition 2.4.
Corollary 2.5. If Σ is a compact group with the probability Haar measure µ and
π : Σ→ B(H) is a unitary representation, then π ∈ SQ(B(H), µ) if and only if π is
an irreducible representation.
Proof. It is well known that the irreducible representations of compact groups are
square integrable with respect to the Haar measure, and the converse implication
follows by Proposition 2.4. 
We also state the following corollary here for the sake of completeness of the
information available so far on this circle of ideas, although its nontrivial implication
depends on some aspects of representation theory of nilpotent Lie groups to be
discussed in Subsection 7.4.
Corollary 2.6. Let Σ be any connected, simply connected, nilpotent Lie group and
π : Σ→ B(H) be any unitary representation. Then π is an irreducible representation
if and only if there exists a Borel measure µ on Σ for which π ∈ SQ(B(H), µ).
Proof. If π ∈ SQ(B(H), µ) for some measure µ, then the representation π is ir-
reducible by Proposition 2.4. The converse implication, including details on the
construction of the measure µ in terms of the representation π, is the object of
Proposition 7.2 below. 
The above Proposition 2.4 suggests the problem of determining the topological
groups for which every unitary irreducible representation admits a measure on the
group for which the representation is square integrable. As Corollaries 2.5 and
2.6 show, that property is shared by both the compact topological groups and the
connected, simply connected nilpotent Lie groups, which looks somehow surprising,
since these two types of groups have rather few common features. It would be
interesting to find other examples of topological groups whose unitary irreducible
representations are square-integrable with respect to suitable measures.
Despite the above irreducibility properties of square-integrable maps, let us note
that the direct sums of such maps do have a weaker property, as recorded in the
following observation, which is needed in the proof of Theorem 6.6.
Proposition 2.7. Let (Σ,M, µ) be any measure space. Let J be any countable
index set and for every j ∈ J let Hj be any complex Hilbert space and πj ∈
SQ(B(Hj), µ). Assume that for almost every s ∈ Σ we have sup
j∈J
‖πj(s)‖ <∞. If we
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set H :=
⊕
j∈J
Hj, then the almost everywhere defined map π :=
⊕
j∈J
πj(·) : Σ→ B(H)
is weakly measurable and has the property∫
Σ
|〈π(s)u1, v1〉〈v2, π(s)u2〉|dµ(s) ≤ ‖u1‖‖v1‖‖v2‖‖u2‖ (2.5)
for all u1, u2, v1, v2 ∈ H.
Proof. Since the index set J is countable and the map πj is weakly measurable for
every j ∈ J , it easily follows that the map π is in turn weakly measurable. For
arbitrary j ∈ J and u1, u2, v1, v2 ∈ H and we will denote their projections on Hj
by u1j , u2j, v1j , v2j ∈ Hj , respectively. Then we have∫
Σ
|〈π(s)u1, v1〉〈v2, π(s)u2〉|dµ(s) ≤
∑
j,k∈J
∫
Σ
|〈πj(s)u1j , v1j〉〈v2k, πk(s)u2k〉|dµ(s)
≤
∑
j,k∈J
(∫
Σ
|〈πj(s)u1j , v1j〉|
2dµ(s)
)1/2(∫
Σ
|〈v2k, πk(s)u2k〉|
2dµ(s)
)1/2
=
∑
j,k∈J
‖u1j‖‖v1j‖‖v2k‖u2k‖
=
(∑
j∈J
‖u1j‖‖v1j‖
)(∑
k∈J
‖‖v2k‖u2k‖
)
≤
(∑
j∈J
‖u1j‖
2
)1/2(∑
j∈J
‖v1j‖
2
)1/2(∑
k∈J
‖v2k‖
2
)1/2(∑
k∈J
‖u2k‖
2
)1/2
=‖u1‖‖v1‖‖v2‖‖u2‖
and this concludes the proof. 
We now draw a consequence that will be needed in the proof of Theorem 6.6
below.
Corollary 2.8. Let (Σ,M, µ) be any measure space and K be any separable complex
Hilbert space. If π0 ∈ SQ(B(H0), µ), then π(·) := π0(·) ⊗ idK : Σ → B(H0⊗̂K) is a
weakly measurable map that satisfies (2.5) for all u1, u2, v1, v2 ∈ H0⊗̂K.
Proof. Let J be the index set of any orthonormal basis of K, so that we may assume
K = ℓ2(J). If we set Hj := H0 and πj := π0 for all j ∈ J , then we may apply
Proposition 2.7, and the conclusion follows. 
We discuss below a few operations on operator maps satisfying our square-
integrability condition required in Definition 2.3. In particular, these operations
will provide as many methods to construct new square-integrable maps out of other
maps satisfying the same hypothesis.
2.1. Tensor products of square-integrable maps.
Proposition 2.9. For j = 1, 2, let Hj be any complex Hilbert space, (Σj ,Mj, µj)
be any σ-finite measure space, and let πj ∈ SQ(B(Hj), µj). If we define
π1 ⊗ π2 : Σ1 × Σ2 → B(H1⊗̂H2), (π1 ⊗ π2)(s1, s2) := π1(s1)⊗ π2(s2),
then π1 ⊗ π2 ∈ SQ(B(H1⊗̂H2), µ1 ⊗ µ2).
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Proof. For any fj ∈ L
2(Σj , µj) with j = 1, 2, define f1⊗ f2 ∈ L
2(Σ1 ×Σ2, µ1⊗ µ2)
by (f1 ⊗ f2)(x1, x2) := f1(x1)f2(x2) almost everywhere. Recall that the bilinear
map L2(Σ1, µ1)×L
2(Σ2, µ2)→ L
2(Σ1 ×Σ2, µ1 ⊗ µ2), (f1, f2) 7→ f1⊗ f2, gives rise
to a unitary operator
V : L2(Σ1, µ1)⊗̂L
2(Σ2, µ2)→ L
2(Σ1 × Σ2, µ1 ⊗ µ2).
In fact, using the Fubini theorem, the operator V is an isometry, and for proving
that it is also surjective, we may assume µj(Σj) <∞ for j = 1, 2. Then it suffices
to show that the set
Q := {A ⊆ Σ1 × Σ2 | χA ∈ RanV }
(where we have denoted by χA the characteristic function of the set A) contains the
σ-ring Q0 of all the µ1 ⊗ µ2-measurable subsets of Σ1 × Σ2, since {χA | A ∈ Q0}
spans a dense linear subspace of L2(Σ1×Σ2, µ1⊗µ2). Recall that Q0 is the σ-ring
generated by the sets A1 × A2 for all measurable sets Aj ⊆ Σj with j = 1, 2. It
suffices to note that Q is a ring (i.e., it is closed under finite unions and differences),
Q is closed under countable unions of increasing sequences by Lebesgue’s dominated
convergence theorem since we assumed the measures µ1 and µ2 to be finite, and
moreover Q contains all the above mentioned sets A1 × A2, hence Q0 ⊆ Q by the
monotone class theorem [Ha50, Ch. I, SS6, Th. B].
Then for j = 1, 2, by using the hypothesis πj ∈ SQ(B(Hj), µj) along with (2.2),
we obtain the isometry
Φπj : Hj⊗̂Hj → L
2(Σj , µj), Φ
πj(u ⊗ v) = 〈πj(·)u, v〉.
As the Hilbertian tensor product of two isometries is again an isometry, we obtain
that the operator
Φπ1 ⊗ Φπ2 : (H1⊗̂H1)⊗̂(H2⊗̂H2)→ L
2(Σ1, µ1)⊗̂L
2(Σ2, µ2)
is an isometry. On the other hand, for j = 1, 2, all uj , vj ∈ Hj , and almost all
sj ∈ Σj we have
((Φπ1 ⊗ Φπ2)((u1 ⊗ v1)⊗(u2 ⊗ v2)))(s1, s2)
= 〈π(s1)u1, v1〉〈π(s2)u2, v2〉
= 〈((π1 ⊗ π2)(s1, s2))(u1 ⊗ u2), v1 ⊗ v2〉
= φπ1⊗π2u1⊗u2,v1⊗v2(s1, s2).
Now, by composing the isometry Φπ1 ⊗ Φπ2 with the flip unitary operator
(H1⊗̂H1)⊗̂(H2⊗̂H2)→ (H1⊗̂H2)⊗̂H1⊗̂H2, u1⊗ v1 ⊗ u2 ⊗ v2 7→ u1⊗ u2 ⊗ v1 ⊗ v2
and with the above unitary operator V , it follows that the sesquilinear mapping
φπ1⊗π2 : (H1⊗̂H2)× (H1⊗̂H2)→ M (Σ1 × Σ2)
(see (2.1)) gives rise to the isometry Φπ1⊗π2 = Φπ1 ⊗ Φπ2 . This implies that
π1 ⊗ π2 ∈ SQ(B(H1⊗̂H2), µ1 ⊗ µ2), and the proof is complete. 
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2.2. Compressions of square-integrable maps.
Proposition 2.10. For j = 1, 2 let Hj be any complex Hilbert space, (Σj ,Mj, µj)
be any measure space, and let πj : Σj → B(Hj). Assume that p : Σ2 → Σ1 is a
measurable map satisfying the condition p∗(µ2) = µ1 and ι : H1 → H2 is a linear
isometry for which π1 ◦ p = ι
∗π2(·)ι a.e. on Σ2.
If π2 ∈ SQ(B(H2), µ2), then also π1 ∈ SQ(B(H1), µ1) and we have the commu-
tative diagram
L2(Σ1, µ1)
f 7→f◦p
−−−−−→ L2(Σ2, µ2)
Φpi1
x xΦpi2
H1⊗̂H1
ι⊗ι
−−−−→ H2⊗̂H2
whose arrows are isometries.
Proof. By using the hypothesis, for arbitrary u1, v1 ∈ H1 we obtain∫
Σ1
|〈π1(s1)u1, v1〉|
2dµ1(s1) =
∫
Σ2
|〈π1(p(s2))u1, v1〉|
2dµ2(s2)
=
∫
Σ2
|〈ι∗π2(s2)ι(u1), v1〉|
2dµ2(s2)
=
∫
Σ2
|〈π2(s2)ι(u1), ι(v1)〉|
2dµ2(s2)
= ‖ι(u1)‖
2‖ι(v1)‖
2 = ‖u1‖
2‖v1‖
2
which shows that π1 ∈ SQ(B(H1), µ1). The assertion on the commutative diagram
is then clear, and this concludes the proof. 
3. The H∗-algebra B2(Σ) and larger symbol spaces
We place ourselves in the setting of Section 2; in particular we are given a
map π : Σ → B(H) belonging to SQ(B(H), µ). We do not assume the family
{φu,v ≡ Φ(u ⊗ v) | u, v ∈ H} to be total in L
2(Σ). For instance, this property
fails if π is any irreducible representation of any compact group Σ 6= {1}, since
we then have dimH < ∞ and the Peter-Weyl decomposition of L2(Σ) (see also
Corollary 2.5).
Consequently, we need to introduce the closed subspace
B2(Σ) := Φ
(
H⊗̂H
)
⊆ L2(Σ)
which is unitarily equivalent to H⊗̂H and hence with B2(H). This space B2(Σ) is
the closure in L2(Σ) of the subspace Φ(H⊗H). Clearly, there is a unitary operator
Π := Λ ◦ Φ−1 : B2(Σ)→ B2(H) (3.1)
uniquely determined by
Π (φu,v) = λu,v = 〈·, v〉 u , ∀u, v ∈ H (3.2)
and satisfying
Tr [Π(f)Π(g)∗] = 〈f, g〉(Σ) :=
∫
Σ
f(s) g(s)dµ(s) , ∀ f, g ∈ B2(Σ).
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For the sake of clarity we also note the commutative diagram
H⊗̂H
Φ
//
Λ

B2(Σ)
Π
zz✉✉
✉
✉
✉
✉
✉
✉
✉
B2(H)
whose arrows are isomorphisms of H∗-algebras, and in particular unitary operators.
Remark 3.1. The above commuting diagram can be connected with previous
constructions. For example, in the context of Proposition 2.9, we can use πj ∈
SQ(B(Hj), µj) to construct the H∗-algebra B2(Σj) and the map Πj , while π1⊗π2
serves in the same way to construct the H∗-algebra B2(Σ1 × Σ2) and the map Π.
As a direct consequence of Proposition 2.9, B2(Σ1 × Σ2) can be identified with
B2(Σ1)⊗̂B2(Σ2) and Π with Π1 ⊗ Π2. And in the setting of Proposition 2.10
one has f ∈ B2(Σ1) if and only if f ◦ p ∈ Φ
π2(ιH1⊗̂ ιH1) ⊂ B2(Σ2), and then
Π1(f) = ι
∗Π2(f ◦ p)ι. If ι is unitary, the two H
∗-algebras B2(Σ1) and B2(Σ2) are
isomorphic through the transformation f 7→ f ◦ p.
3.1. Basic properties of Π.
Proposition 3.2. For any f ∈ B2(Σ) one has in weak sense
Π(f) =
∫
Σ
f(s)π(s)∗dµ(s) , Π(f)∗ =
∫
Σ
f(s)π(s)dµ(s). (3.3)
Proof. If u, v ∈ H one has
〈Π(f)u, v〉 =Tr
[
λΠ(f)u,v
]
= Tr [Π(f)λu,v ]
=Tr
[
Π(f)Π (φv,u)
∗ ]
= 〈f, φv,u〉(Σ)
=
∫
Σ
f(s) 〈π(s)∗u, v〉 dµ(s).
Then the second formula follows from the first one. 
The next simple corollary is needed in the proof of Proposition 7.1.
Corollary 3.3. The adjoint of the isometry Φ ◦ Λ−1 : B2(H)→ L2(Σ) is given by
the weakly convergent integral
(Φ ◦ Λ−1)∗f =
∫
Σ
f(s)π(s)∗dµ(s)
for every f ∈ L2(Σ).
Proof. One has Φ ◦Λ−1 = Π−1 = Π∗, since Π is unitary. The assertion follows now
by Proposition 3.2. 
By transport of structure one defines a composition law and an involution:
⋆ : B2(Σ)×B2(Σ)→ B2(Σ), f ⋆ g := Π
−1[Π(f)Π(g)] ,
⋆ : B2(Σ)→ B2(Σ), f
⋆ := Π−1[Π(f)∗] .
Therefore B2(Σ) is an H
∗-algebra and Π : B2(Σ) → B2(H) is an H∗-algebra
isomorphism. Thus one has for all f, g, h ∈ B2(Σ)
〈f⋆, g⋆〉(Σ) = 〈g, f〉(Σ) ,
〈f ⋆ g, h〉(Σ) = 〈f, h ⋆ g
⋆〉(Σ) = 〈g, f
⋆⋆ h〉(Σ) .
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The Hilbert subalgebra B1(Σ) := B2(Σ) ⋆ B2(Σ) is dense in B2(Σ) and for every
g ∈ B2(Σ) the maps
B2(Σ) ∋ f 7→ g ⋆ f ∈ B2(Σ) , B2(Σ) ∋ f 7→ f ⋆ g ∈ B2(Σ)
are continuous.
We notice for further use the relations
〈φu1,v1 , φu2,v2〉(Σ) = 〈u1, u2〉 〈v2, v1〉 (3.4)
φu1,v1 ⋆ φu2,v2 = 〈u2, v1〉φu1,v2 , φ
⋆
u,v = φv,u, (3.5)
valid for every u, u1, u2, v, v1, v2 ∈ H, as well as
f ⋆ φu,v ⋆ g = φΠ(f)u,Π(g)∗v , ∀ f, g ∈ B2(Σ), u, v ∈ H.
In particular, if ‖ u ‖= 1, then φu,u is a self-adjoint projection, represented by
Π as the rank-one operator λu,u. Also notice that B1(Σ) and B2(Σ) are Banach
∗-algebras, where B1(Σ) is endowed with the norm for which the linear bijection
Π: B1(Σ)→ B1(H) is an isometry.
3.2. Extensions and the explicit form of the composition law. In this sub-
section we extend some of the above maps to larger symbol spaces. We define a
new norm
‖ · ‖B(Σ) : B2(Σ)→ R+ , ‖f ‖B(Σ) := ‖Π(f)‖B(H) .
The completion of B2(Σ) under this norm is a C
∗-algebraB∞(Σ) containing B2(Σ)
as a dense ∗-ideal (this one also endowed with the stronger Hilbert topology).
Clearly Π extends to a C∗-algebraic monomorphism Π : B∞(Σ) → B(H) with
range Π [B∞(Σ)] = B∞(H), the ideal of all compact operators in H. Then we
denote by B(Σ) the multiplier C∗-algebra [WO93] of B∞(Σ), which is isomorphic
by a canonical extension of Π with B(H) , which can in turn be identified with
the multiplier C∗-algebra of B∞(H). We keep the same notations ⋆ and ⋆ for the
composition law and the involution on B(Σ). Based on the constructions above, the
elements of B1(Σ) (B2(Σ), B∞(Σ)) will be called respectively trace-class (Hilbert-
Schmidt, compact) symbols. For the elements of B(Σ), to eliminate any possible
confusion, we reserve the term operator-bounded symbols.
The spaces Bq(Σ) , q = 1, 2,∞ are still
∗-ideals in B(Σ) and the scalar product
〈·, ·〉
B2(Σ)
can be “extended” to sesquilinear forms
〈·, ·〉(Σ) : B1(Σ)×B(Σ)→ C , 〈·, ·〉(Σ) : B(Σ)×B1(Σ)→ C.
For this one simply sets 〈f, g〉(Σ) := Tr [Π(f)Π(g)
∗] (definitions by approximation
are also available). Note for f ∈ B1(Σ) and g ∈ B(Σ) the inequality
| 〈f, g〉(Σ) | ≤ ‖f ‖B1(Σ) ‖g ‖B(Σ)≡ ‖Π(f)‖B1(H) ‖Π(g)‖B(H) .
Due to the cyclicity of the trace, if f, g, h ∈ B(Σ) and one of them belongs to
B1(Σ) (or two of them belong to B2(Σ)) , one has
〈f ⋆ g, h〉(Σ) = 〈f, h ⋆ g
⋆〉(Σ) = 〈g, f
⋆⋆ h〉(Σ) .
Let us put
(∀s ∈ Σ) es := Π
−1 [π(s)∗] ∈ B(Σ)
hence φu,v(s) = 〈u,Π(es)v〉 for all u, v and s and
π(s)∗ = Π(es) , π(s) = Π (e
⋆
s) . (3.6)
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Proposition 3.4. For every f ∈ B1(Σ) one has
〈f, es〉(Σ) = f(s) , 〈f, e
⋆
s〉(Σ) = f
⋆(s) , µ− a.e. s ∈ Σ. (3.7)
Proof. By a direct computation using (3.2), (1.2) and (1.3) one gets for u, v ∈
H, s ∈ Σ
〈φu,v, es〉Σ = Tr [Π(φu,v)π(s)] = Tr [λu,vπ(s)] = Tr
[
λu,π(s)∗v
]
= φu,v(s) ,
so the same is true for φu,v replaced by any element of Φ(H ⊗H) , which is dense
in B1(Σ).
Assume now that a sequence {gn}n∈N ⊂ Φ(H⊗H) converges to f ∈ B1(Σ) with
respect to the trace norm. Then for each s ∈ Σ
| 〈f, es〉(Σ) − 〈gn, es〉(Σ) | = |Tr [Π(f − gn)π(s)] |
≤ ‖Π(f − gn)‖B1(H) ‖π(s)‖B(H)
=‖f − gn ‖B1(Σ)‖π(s)‖B(H) −→n→∞
0
recalling that Π: B1(Σ) → B1(H) is an isometry by the definition of the norm of
B1(Σ). Since convergence in B1(Σ) implies convergence in L
2(Σ) which, in its turn,
implies µ-almost everywhere convergence of a subsequence, there is a µ-negligible
set M ⊂ Σ and a subsequence {gnk}k∈N such that for every s ∈ Σ \M
f(s) = lim
k→∞
gnk(s) = lim
k→∞
〈gnk , es〉(Σ) = 〈f, es〉(Σ) .
Then for s belonging to the same set s ∈ Σ \M one has
〈f, e⋆s〉(Σ) = 〈es, f
⋆〉(Σ) = 〈f
⋆, es〉(Σ) = f
⋆(s).

Corollary 3.5. For every f, g ∈ B1(Σ) one has∫
Σ
〈f, es〉(Σ)〈es, g〉(Σ) dµ(s) = 〈f, g〉(Σ).
Proof. Follows immediately from Proposition 3.4. 
Now we can compute the symbol of a trace-class operator.
Corollary 3.6. For T ∈ B1(H) ⊂ B2(H) one has[
Π−1(T )
]
(s) = Tr [Tπ(s)] , µ-a.e. s ∈ Σ. (3.8)
Proof. Let us denote for the moment by Π(−1) the mapping defined at (3.8). It is
enough to show that Π(−1) [Π(f)] = f hold µ-a.e. for every f belonging B1(Σ).
But for µ-almost every s ∈ Σ , one has by (3.6) and (3.7)(
Π(−1) [Π(f)]
)
(s) = Tr [Π(f)π(s)] = 〈f, es〉(Σ) = f(s).

Corollary 3.7. For each S ∈ B1(H) and each f ∈ B2(Σ) one has
Tr [Π(f)S] =
∫
Σ
f(s)Tr [π(s)∗S] dµ(s),
Tr [Π(f)∗S] =
∫
Σ
f(s)Tr [π(s)S] dµ(s). (3.9)
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Proof. One uses the definitions, the fact that Π is unitary and formula (3.8):
Tr [Π(f)S] =
〈
Π(f),Π
[
Π−1(S∗)
]〉
B2(H)
=
〈
f,Π−1(S∗)
〉
(Σ)
=
∫
Σ
f(s)[Π−1(S∗)] (s)dµ(s) =
∫
Σ
f(s)Tr [S∗π(s)]dµ(s)
=
∫
Σ
f(s)Tr [π(s)∗S] dµ(s).
The relation (3.9) follows similarly. 
Corollary 3.7 (which can be alternatively derived from the equation (3.3)) reen-
forces Proposition 3.2, recovered by taking S to be a rank one operator.
Remark 3.8. One can also justify for every f ∈ B2(Σ) the relations
f =
∫
Σ
f(s) esdµ(s) , f
⋆ =
∫
Σ
f(s) e⋆sdµ(s) ;
for example, if g ∈ B1(Σ), then∫
Σ
f(s) 〈es, g〉(Σ) dµ(s) =
∫
Σ
f(s)g(s)dµ(s) = 〈f, g〉(Σ) .
In general B2(Σ) is not a reproducing kernel Hilbert space; the symbols es rarely
belong to B2(Σ).
We give now explicit formulae for the algebraic structure. In the following state-
ment we use the fact that for any complex Hilbert space H, the Banach algebra of
trace-class operators B1(H) has right approximate units. For instance, the family
of orthogonal projections onto finite-dimensional subspaces of H is even a two-sided
approximate unit of B1(H). This follows by [GK69, Th. 6.3, Ch. III] on separable
Hilbert spaces, and then it extends to arbitrary Hilbert spaces, writing every oper-
ator in B1(H) as a linear combination of self-adjoint operators and using the fact
that the closure of the range of any compact self-adjoint operator is separable.
Theorem 3.9. Let {Sj | j ∈ J} be any right approximate unit in B1(H).
(1) If f ∈ B1(Σ), for µ-almost every r ∈ Σ one has
f⋆(r) = lim
j
∫
Σ
Tr [π(r)π(s)Sj ] f(s)dµ(s).
(2) If f, g ∈ B2(Σ), for µ-almost every r ∈ Σ one has
(f ⋆ g)(r) = lim
j
∫
Σ
∫
Σ
Tr [π(s)∗π(t)∗π(r)Sj ] f(s)g(t)dµ(s)dµ(t).
Proof. Both computations rely on Corollaries 3.6 and 3.7. One has for µ-almost
every r ∈ Σ
f⋆(r) =Tr [Π(f)∗π(r)] = lim
j
Tr [Π(f)∗π(r)Sj ]
= lim
j
∫
Σ
Tr [π(s)π(r)Sj ] f(s)dµ(s)
SYMBOL CALCULUS OF SQUARE-INTEGRABLE OPERATOR-VALUED MAPS 15
and
(f ⋆ g)(r) =Tr [Π(f)Π(g)π(r)] = lim
j
Tr [Π(f)Π(g)π(r)Sj ]
= lim
j
∫
Σ
f(s)Tr [π(s)∗Π(g)π(r)Sj ] dµ(s)
= lim
j
∫
Σ
f(s)dµ(s)
∫
Σ
g(t)Tr [π(s)∗π(t)∗π(r)Sj ] dµ(t)
and this concludes the proof. 
Remark 3.10. Let us assume that Σ is a locally compact space and we have
‖π(s)‖B(H) ≤ C < ∞ for all s ∈ Σ. Let R(Σ) be the Banach space of all Radon
bounded complex measures on Σ, seen alternatively both as functions on the Borel
sets of Σ and as elements of the topological anti-dual of C0(Σ). Using the Hahn-
Banach theorem, one can easily find a norm-preserving extension of every ρ ∈ R(Σ)
to an anti-linear continuous functional ρ : BC(Σ) → C, where BC(Σ) denotes the
Banach space of all bounded continuous functions on Σ. We will use the notation
〈〈 ρ, f〉〉 =
∫
Σ f dρ for this ”duality” (linear in ρ and anti-linear in f). On R(Σ)
the usual norm of an anti-dual coincides with the measure norm expressed as the
total variation applied to the entire space Σ. Since for every u, v ∈ H one has
φv,u ∈ B2(Σ) ∩BC(Σ), one can define Π(ρ) ∈ B(H) in weak sense by
〈Π(ρ)u, v〉 :=
∫
Σ
〈π(s)∗u, v〉dρ(s) =
〈〈
ρ, 〈π(·)∗u, v〉
〉〉
= 〈〈 ρ, φv,u〉〉 .
Now it is also obvious that et coincides with the Dirac measure concentrated in t
and that if ρ has a density g with respect to the initial measure µ, then Π(ρ) = Π(g).
The estimate
‖Π(ρ)‖B(H)≤ ‖ρ‖R(Σ) sup
s∈Σ
‖π(s)‖B(H)
is easy and certifies that L1(Σ, µ) ⊂ R(Σ) ⊂ B(Σ).
4. Fre´chet-Hilbert algebras and their Gelfand triples
In most of the applications there is some supplementary structure which can be
used to enrich and enlarge the formalism. Let G be a Fre´chet space continuously
and densely embedded in H; set α : G → H for the embedding. We are going to
show that such an extra data generates many new useful objects, even if we do not
require π(s)G ⊂ G for s ∈ Σ. Assuming that G is nuclear would simplify the overall
picture, but we also want to cover the case of Banach spaces.
Lemma 4.1. The projective tensor product G⊗̂p G is a Fre´chet space continuously
and densely embedded in the Hilbert space H⊗̂H.
Proof. Clearly, G⊗̂p G is a Fre´chet space. It is enough to embed it continuously
and densely into H⊗̂pH. The canonical mapping α ⊗ α : G ⊗ G → H ⊗ H is
linear and continuous when on both tensor products we put the corresponding
projective topologies [Tr67, Prop. 43.6], so it extends to a linear continuous map
α⊗̂p α : G⊗̂p G → H⊗̂pH. This map obviously has a dense range, and it is injective
by [Tr67, Ex. 43.2]. By composing with the canonical injection H⊗̂pH →֒ H⊗̂H ,
we get the linear continuous map a : G⊗̂p G → H⊗̂H (injective and with dense
image). 
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By a slight abuse of notation, we are going to treat G as a dense subspace of H
and G⊗̂p G as a dense subspace of H⊗̂H. Let us set G (Σ) := Φ
[
G⊗̂p G
]
⊂ B2(Σ) ⊂
L2(Σ).
Theorem 4.2. With the algebraic and topological structure induced from G⊗̂p G and
with the scalar product 〈·, ·〉(Σ), the space G (Σ) becomes a Fre´chet-Hilbert algebra (as
defined at the end of the Introduction) composed of trace-class symbols, continuously
and densely embedded into B2(Σ). Its dual G
′(Σ) contains all the operator-bounded
symbols. The restriction Φ : G⊗̂p G → G (Σ) is an isomorphism of Fre´chet-Hilbert
algebras.
Proof. Clearly G (Σ) is turned into a Fre´chet space by transport of structure. It is
densely contained in B2(Σ) because G⊗̂p G is densely contained in H⊗̂H.
The basic complete tensor products in the case of Hilbert spaces are described
in [Tr67, Sect.48]. For instance, by [Tr67, Th. 48.3], H⊗̂pH can be identified
to B1(H) while H⊗̂iH is canonically isomorphic to B∞(H); we recall that the
Hilbert space tensor product H⊗̂H is isomorphic to B2(H). Taking into account
the continuous embedding of G⊗̂pG into H⊗̂pH , the assertions G (Σ) ⊂ B1(Σ)
and then B1(Σ)
′ ⊂ G ′(Σ) become obvious. But the dual of B1(H) is B(H) , which
permits the identification of B1(Σ)
′ with B(Σ) ⊂ G ′(Σ).
By the very definition of the structure of G (Σ) by transport of structure from
G⊗̂p G via Φ, it is enough to check that G⊗̂p G is a Fre´chet-Hilbert algebra. (Recall
from the definition made at the end of the Introduction that a Hilbert algebra
need not be complete with respect to the topology defined by its scalar product.)
On G ⊗ G the algebraic structure is uniquely defined by (u ⊗ v)∗ := v ⊗ u and
(u⊗ v) · (u′⊗ v′) = 〈u′, v〉 (u⊗ v′) ∈ G ⊗G , valid for u, v, u′, v′ ∈ G. Then one could
conclude by density if it is checked that the involution and the multiplication are
continuous with respect to the projective topology. For the involution this is very
easy; we will treat the multiplication.
Let {pλ |λ ∈ Λ} a directed family of seminorms defining the topology of G. Since
G is continuously contained inH, by [Tr67, Prop. 7.7] there exists λ0 ∈ Λ and C > 0
such that ‖u ‖≤ Cpλ0(u) for all u ∈ G. Also by [Tr67, Prop. 43.1], the projective
topology on G ⊗ G is defined by the family of seminorms {pλ,µ | (λ, µ) ∈ Λ × Λ}
given by
pλ,µ(w) := inf
{∑
l
pλ(wl)pµ(w
′
l)
∣∣∣ w =∑
l
wl ⊗ w
′
l
}
;
all the sums should be finite. For any λ, µ ∈ Λ and any u, v ∈ G⊗ G one has
pλ,µ(u · v) = inf
{∑
l
pλ(wl)pµ(w
′
l)
∣∣∣ u · v =∑
l
wl ⊗ w
′
l
}
≤ inf
{∑
j,k
pλ(〈vk, u
′
j〉uj)pµ(v
′
k)
∣∣∣ u =∑
j
uj ⊗ u
′
j , v =
∑
k
vk ⊗ v
′
k
}
≤ inf
{∑
j,k
‖ u′j ‖ ‖ vk ‖ pλ(uj)pµ(v
′
k)
∣∣∣ u =∑
j
uj ⊗ u
′
j , v =
∑
k
vk ⊗ v
′
k
}
≤C2 inf
{∑
j
pλ(uj)pλ0(u
′
j)
∑
k
pλ0(vk)pµ(v
′
k)
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j
uj ⊗ u
′
j, v =
∑
k
vk ⊗ v
′
k
}
=C2 inf
{∑
j
pλ(uj)pλ0(u
′
j)
∣∣∣ u =∑
j
uj ⊗ u
′
j
}
× inf
{∑
k
pλ0(vk)pµ(v
′
k)
∣∣∣ v =∑
k
vk ⊗ v
′
k
}
=C2pλ,λ0(u) pλ0,µ(v),
which justifies the continuity of the product. 
For further reference we indicate here the continuous embeddings
G (Σ) →֒ B1(Σ) →֒ B2(Σ) →֒ B∞(Σ) →֒ B(Σ) →֒ G
′(Σ). (4.1)
The first and the last one become isomorphisms iff G = H. In most of the cases the
operators π(s) = Π(es)
∗ are unitary; in such cases es is not a compact symbol.
Remark 4.3. The above direct construction of the Fre´chet-Hilbert algebra G (Σ)
by transport of structure is convenient, because it is universal, but the output
is rather implicit (although, clearly, {φu,v | u, v ∈ G} is a total family in G (Σ) ;
see [Tr67, Th.45.1] for a stronger result). Fortunately, in most of the interesting
examples, the space G (Σ) has some independent definition as a space of functions
(or distributions) on Σ. The scale of spaces given in (4.1) can be used to extend
the composition law by duality techniques and to define optimal ”Moyal-type” ∗-
algebras, as in [MP14].
Now we need some notions concerning duality of Fre´chet spaces [Tr67, Sect.19].
When on the (topological) dual G′ we consider the weak∗-topology, we write G′σ.
Recall that in this topology the convergence is just pointwise convergence of func-
tionals and that a base of neighborhoods of 0 ∈ G′σ is composed of the polars of
all the finite subsets of G. But we are also going to use the stronger topology γ of
uniform convergence on convex compact subsets of G, and then G′ will be denoted
by G′γ . One can take as a base of 0 ∈ G
′
γ the polars of the convex compact subsets
of G.
Using the transpose α′ : H′ → G′ (cf. [Tr67, Sect.23]) and the Riesz antilinear
identification of H with its strong dual H′, one gets an injective continuous antilin-
ear embedding of H into the dual G′ (or, equivalently, a linear embedding of H in
G′). We identify thus H with a subspace of G′, which is dense if on G′ one considers
any of the topologies σ or γ. Hence we have a Gelfand triple (G,H,G′ν) for ν = σ, γ.
Since the duality between G and G′ is compatible with the scalar product, we can
use for this duality notations as 〈u,w〉 := w(u) , antilinear in w ∈ G′ and linear in
u ∈ G.
Note that G can be seen both as the dual of its weak∗-dual G′σ and as the dual
of G′γ , cf [Tr67]. In general it does not coincide with the dual of G
′
β , involving the
strong topology β of uniform convergence on the bounded subsets of G. By a simple
duality argument it follows that H (hence G also) will be dense in G′ν for ν = σ, γ.
This also happens for ν = β if G is assumed reflexive. If G is a Banach space, we
have a Banach-Gelfand triple. In such a case, the strong topology β on G′ coincide
with the norm topology given by ‖w‖G′ := sup{ | 〈u,w〉 | | u ∈ G, ‖u‖G ≤ 1}.
The same construction can be applied to the continuous and dense embedding
G⊗̂p G →֒ H⊗̂H , getting an ampler Gelfand triple (G⊗̂p G,H⊗̂H, (G⊗̂p G)
′
ν) ; one
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uses the transpose H⊗̂H
a′
→֒ (G⊗̂p G)
′
ν of the map a constructed in the proof of
Lemma 4.1. Here, once again, one can use any of the topologies ν = σ, γ, β.
We recall now that we have an isomorphism of H∗-algebras Φ : H⊗̂H → B2(Σ)
(in particular a unitary map) which restricts to an isomorphism of Fre´chet-Hilbert
algebras Φ : G⊗̂p G → G (Σ). The inverse of the transpose will be a continuous
extension (denoted by abuse by the same letter)
Φ :
(
G⊗̂p G
)′
ν
→ G ′(Σ)ν ; (4.2)
the topological dual of G (Σ) has been denoted by G ′(Σ) .
We summarize the discussion above as a Corollary. By isomorphism of Hilbert
algebra Gelfand triples we denote an isomorphism of Gelfand triples (unitary at the
level of Hilbert spaces) for which the ”small” spaces are Fre´chet-Hilbert algebras,
the Hilbert spaces are H∗-algebras and the isomorphism respects the ∗-algebras
structures whenever this makes sense.
Corollary 4.4. Assume that the Fre´chet space G is continuously and densely em-
bedded in H . There is a canonical isomorphism of Hilbert algebra Gelfand triples
Φπ ≡ Φ :
(
G⊗̂p G,H⊗̂H, (G⊗̂p G)
′
ν
)
→ (G (Σ),B2(Σ),G
′(Σ)ν) . (4.3)
Notice that for u, v ∈ G′ one has a well-defined element φu,v := Φ(u⊗v) ∈ G
′(Σ).
Remark 4.5. One has a canonical isomorphism (G⊗̂p G)
′ ∼ B(G,G′σ). It is purely
algebraical and it involves the space of all the linear operators A : G → G′ which
are continuous when on G′ we put the weak∗-topology. See [Tr67, pag.465] for more
details. Using this, it is easy to deduce from the considerations above that Π =
Λ ◦ Φ−1 : B2(Σ)→ B2(H) extends to a linear isomorphism Π : G ′(Σ)→ B(G,G′σ) .
Thus the elements of G ′(Σ) can be seen as symbols of linear operators T : G → G′
that are continuous with respect to the weak∗-topology on the dual. The relation
〈Π(g)u, v〉 =
∫
Σ
g(t) 〈π(t)∗u, v〉dµ(t) = 〈g, φv,u〉(Σ) , (4.4)
valid a priori for g ∈ B2(Σ) and u, v ∈ H, stands also true for g ∈ G
′(Σ) and
u, v ∈ G with the obvious reinterpretation of the duality 〈·, ·〉(Σ).
Remark 4.6. Some extra structure is present if, in addition, G satisfies the approx-
imation property. That property is shared by many specific examples of Fre´chet
spaces; see for instance [Ja81, Sect.18]. For us, it serves to identify the injective
tensor product G′⊗̂i G
′
with another topological tensor product G′εG
′
and thus to
simplify the picture. Anyhow, under this extra assumption, one has isomorphisms
B(G,G′σ) ∼ (G⊗̂p G)
′
γ
∼= G′γ⊗̂i G
′
γ .
The second one [Ja81, p. 346] is an isomorphism of locally convex spaces and it
involves the topology of uniform convergence on compact convex sets on the various
dual spaces. By general principles, it justifies the Hilbert algebra Gelfand triple
(G⊗̂p G,H⊗̂H,G
′
γ⊗̂i G
′
γ).
Remark 4.7. Let us show how suitable subspaces of B2(Σ) can be used to define
the Fre´chet spaces G and G (Σ) which are the topic of this section.
Let G(Σ) be a Fre´chet space continuously and densely embedded in B2(Σ).
We fix a unit vector w ∈ H and we set w(s) := π(s)∗w for every s ∈ Σ and
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φw(u) := φu,w for every u ∈ H. Then one defines
GG(Σ)w ≡ G := φ
−1
w [G(Σ)] ⊂ H.
It can be shown that G is a Fre´chet space continuously and densely embedded in
H.
We are going to give a concrete realization for G (Σ) := Φ(G⊗̂pG). Let us also
define Υw : B2(Σ)→ L
2(Σ× Σ) by
[Υw(g)](s, t) :=
〈
g, φw(t),w(s)
〉
(Σ)
=
∫
Σ
g(r) 〈π(r)π(t)w, π(s)w〉 dµ(r).
It comes out that Υw is an isometry with range contained in B2(Σ)⊗̂B2(Σ). Then
it is rather easy to show that
G (Σ) = Υ−1w [G(Σ)⊗̂pG(Σ)].
The proof is based on the identity Υw ◦ Φ = φw ⊗ φw , which is an immediate
consequence of (3.4).
5. The Berezin-Toeplitz quantization
In this section we show that some very basic aspects of the Berezin-Toeplitz
quantization can be naturally recovered in our abstract framework. More details
on this circle of ideas can be found for instance in [En07].
Let us fix a unit vector w ∈ H and consider the family
W := {w(s) := π(s)∗w | s ∈ Σ}.
As a consequence of the existence of the isometry 2.1, we have in weak sense
1 =
∫
Σ
λw(s),w(s)dµ(s) (5.1)
by using the notation introduced in (1.1). For later use we note that the above
equation implies
TrT =
∫
Σ
〈Tw(s), w(s)〉dµ(s) (5.2)
for every operator T ∈ B1(H). In fact, this follows by writing T as a linear combi-
nation of four nonnegative trace-class operators, then using the diagonalization of
these four operators along with (2.3). We set
φw : H → B2(Σ) ⊂ L
2(Σ), [φw(u)](s) := 〈u,w(s)〉
whose adjoint operator φ†w : L
2(Σ)→ H is given by
φ†w(f) =
∫
Σ
f(s)w(s)dµ(s) = Π(f)w.
The associated kernel is the function pw : Σ× Σ→ C given by
pw(s, t) := 〈w(t), w(s)〉 = [φw(w(t))] (s) = [φw(w(s))] (t) ,
defining a self-adjoint integral operator Pw = Int(pw) in L
2(Σ). One checks easily
that Pw = φwφ
†
w is the final projection of the isometry φw, so Pw
[
L2(Σ)
]
is a closed
subspace of B2(Σ). Since φ
†
wφw = 1, one has the inversion formula
u =
∫
Σ
[φw(u)] (t)w(t)dµ(t), (5.3)
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leading to the reproducing formula φw(u) = Pw [φw(u)] , i.e.
[φw(u)](s) =
∫
Σ
〈w(t), w(s)〉 [φw(u)](t)dµ(t).
Thus Pw(Σ) := Pw
[
L2(Σ)
]
is a reproducing Hilbert space with reproducing ker-
nel pw.
If in addition sup ‖π(·)‖ < ∞ and Σ is endowed with a topology for which π is
weakly continuous, then the reproducing kernel Hilbert space Pw(Σ) consists of
bounded continuous functions on Σ.
Let us define for f ∈ L∞(Σ)
Ωπw(f) ≡ Ωw(f) :=
∫
Σ
f(s)λw(s),w(s)dµ(s)
and call it the Berezin operator associated to the frame W . This should be taken
in weak sense, i.e. for any u, v ∈ H one sets
〈Ωw(f)u, v〉 :=
∫
Σ
f(s)
〈
λw(s),w(s)u, v
〉
dµ(s) =
∫
Σ
f(s) [φw(u)](s)[φw(v)](s)dµ(s).
(5.4)
We gather the basic properties of Ωw in the following statement; see [Ar08, En07]
for other results of this type.
Proposition 5.1. (1) The estimate ‖Ωw(f)‖B(H)≤‖f ‖L∞(Σ) holds.
(2) The map Ωw sends µ-a.e. positive functions in positive operators.
(3) If f ∈ L1(Σ, ‖w(·)‖2µ), then Ωw(f) is a trace-class operator and
Tr [Ωw(f)] =
∫
Σ
〈Ωw(f)w(s), w(s)〉 dµ(s) =
∫
Σ
f(s)‖w(s)‖2 dµ(s).
(4) Assume that Σ is a locally compact space and that µ is a Radon measure
with full support. If f ∈ C0(Σ) then Ωw(f) is a compact operator.
Proof. 1. We estimate
| 〈Ωw(f)u, v〉 | ≤ ‖f ‖L∞
∫
Σ
| [φw(u)](s)| | [φw(v)](s)|dµ(s)
≤‖f ‖L∞ ‖φw(u)‖L2 ‖φw(v)‖L2
= ‖f ‖L∞ ‖u‖ ‖v‖
and this gives the result.
2. This follows from the fact that 〈Ωw(f)u, u〉 :=
∫
Σ f(s)| [φw(u)](s)|
2dµ(s).
3. We may assume f ≥ 0. On one hand, if {vk}k is any orthonormal basis in H,
one has by the Parseval equality
Tr [Ωw(f)] =
∑
k
〈Ωw(f)vk, vk〉
=
∫
Σ
f(s)
∑
k
| 〈w(s), vk〉 |
2dµ(s)
=
∫
Σ
f(s)‖w(s)‖2 dµ(s)
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hence the assumption f ∈ L1(Σ, ‖w(·)‖2µ) implies Ωw(f) ∈ B1(H). The asserted
formula of the trace can then be obtained either by (5.2) or directly, by (5.1)∫
Σ
〈Ωw(f)w(s), w(s)〉 dµ(s) =
∫
Σ
∫
Σ
f(t) | 〈w(t), w(s)〉 |2dµ(s)dµ(t)
=
∫
Σ
f(t)dµ(t)
∫
Σ
| 〈w(t), w(s)〉 |2dµ(s)
=
∫
Σ
f(t) ‖w(t)‖2 dµ(t).
4. Since µ was supposed a Radon measure, it is finite on compact subsets of Σ
and thus Cc(Σ) ⊂ L
1(Σ) ∩ L∞(Σ). If f is continuous and has compact support,
then Ωw(f) is a compact operator by 3. Then the assertion follows by density
from 1. 
Remark 5.2. Formula (5.4), which can also be written
〈Ωw(f)u, v〉 =
〈
f, φw(u)φw(v)
〉
(Σ)
,
opens the way to various extensions by duality. Coming back to the setting of
Section 4, let us also assume that G (Σ) is stable under the pointwise product.
Then, for w, u, v ∈ G, one has φw(u) · φw(v) ∈ G (Σ) · G (Σ) ⊂ G (Σ). This gives
meaning to Ωπw(f) as a linear continuous operator G → G
′
σ for f ∈ G
′(Σ).
We now give a Toeplitz-like form of the operator ∆w(f) := φw ◦ Ωw(f) ◦ φ
†
w .
Proposition 5.3. For every f ∈ L∞(Σ) one has
∆w(f) = Pw ◦Mf ◦ Pw ,
where Mf : L
2(Σ)→ L2(Σ) is the multiplication-by-f operator.
Proof. One has
[∆w(f)h](s) =
〈
Ωw(f)
[
φ†w(h)
]
, w(s)
〉
=
∫
Σ
f(t)
[
φw(φ
†
w(h))
]
(t) [φw(w(s))](t) dµ(t)
=
∫
Σ
f(t)dµ(t)
∫
Σ
h(t′) [φw(w(t
′))](t) [φw(w(s))](t) dµ(t
′)
=
∫
Σ
∫
Σ
f(t)h(t′)pw(t, t
′)pw(t, s) dµ(t)dµ(t
′)
=
∫
Σ
[∫
Σ
pw(s, t)f(t)pw(t, t
′)dµ(t)
]
h(t′)dµ(t′)
= [(Pw ◦Mf ◦ Pw)h](s).

We define the covariant symbol of the operator A ∈ B
[
L2(Σ)
]
to be the complex
function on Σ given by
[σw(A)](s) := 〈Aφw[w(s)], φw [w(s)]〉(Σ) =
〈
φ†wAφw[w(s)], w(s)
〉
.
It is equally justified to introduce the covariant symbol of the operator S ∈ B(H) as
[τw(S)] (s) := 〈Sw(s), w(s)〉 .
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Notice that for S = Π(f) one has [τw(S)](s) = 〈Π(e
⋆
s ⋆ f ⋆ es)w,w〉 for any s ∈ Σ.
On the other hand, the covariant symbols of Berezin-Toeplitz operators is also easy
to compute in terms of the reproducing kernel pw. Specifically,
[σw(∆w(g))] (s) = [τw(Ωw(g))] (s) =
∫
Σ
g(t)| 〈w(s), w(t)〉 |2dµ(t).
We now investigate the connection between Ωw ≡ Ω
π
w and Π.
Proposition 5.4. For any f ∈ L1(Σ, ‖w(·)‖2µ) one has Ωπw(f) = Π [S
π
w(f)], where
for µ-almost every s ∈ Σ
[Sπw(f)](s) :=
∫
Σ
f(t) 〈π(s)∗w(t), w(t)〉 dµ(t) = 〈f, τπw[π(s)]〉(Σ) .
Proof. Using (3.8), (5.2), (5.4) and (5.1), one has
Π−1 [Ωπw(f)] (s) = Tr [π(s)Ω
π
w(f)]
=
∫
Σ
〈Ωπw(f)w(t), π(s)
∗w(t)〉 dµ(t)
=
∫
Σ
∫
Σ
f(r)φw(t),w(r)φπ(s)∗w(t),w(r)dµ(t)dµ(r)
=
∫
Σ
∫
Σ
f(r) 〈π(r)∗w,w(t)〉 〈w(t), π(s)π(r)∗w〉 dµ(r)dµ(t)
=
∫
Σ
f(r) 〈π(r)∗w, π(s)π(r)∗w〉 dµ(r)
=
∫
Σ
f(t) 〈π(s)∗w(t), w(t)〉 dµ(t)
= [Sπw(f)](s)
and this concludes the proof. 
6. Infinite tensor products of square-integrable maps
We will need the following definition in order to describe the square-integrability
properties of infinite tensor products of operator-valued maps.
Definition 6.1. Let H be any complex Hilbert space and (Σ,M) be any measur-
able space as above. Also let µ = {µα}α∈A be any family of positive measures
defined on the σ-algebraM, where the index set A is a directed set with respect to
some partial ordering. A weakly measurable map π : Σ→ B(H) is said to be square
integrable with respect to the family of measures µ if it satisfies the condition
lim
α∈A
∫
Σ
〈π(s)u1, v1〉〈v2, π(s)u2〉dµα(s) = 〈u1, u2〉〈v2, v1〉 (6.1)
for all u1, u2, v1, v2 ∈ H.
Remark 6.2. Just as in Remark 2.2, a polarization argument also shows that it
suffices to verify (6.1) for u1 = u2 and v1 = v2, that is
(∀u, v ∈ H) lim
α∈A
∫
Σ
|〈π(s)u, v〉|2dµα(s) = ‖u‖
2‖v‖2. (6.2)
Also note that if there exists a measure µ∞ such that for some α0 ∈ A we have
L1(Σ, µ∞) =
⋂
α≥α0
L1(Σ, µα) and for all φ ∈ L
1(Σ, µ∞) we have
∫
Σ
φdµ∞ =
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lim
α∈A
∫
Σ
φdµα, then the operator-valued map π is square-integrable with respect
to the family of measures µ = {µα}α∈A if and only if π ∈ SQ(B(H), µ∞).
By using infinite tensor products of Hilbert spaces, we introduce the following
notion of infinite tensor product of square integrable maps. We emphasize that
this notion does not involve measure spaces, but rather measurable spaces, that is,
merely pairs (Σ,M) whereM is a σ-algebra of subsets of a set Σ. In particular, the
functions on M must be defined everywhere. We use however the above notation
from square-integrable operator-valued maps, in order to facilitate the application
of this infinite tensor product construction in that setting in Theorem 6.6 below.
Definition 6.3. For j ≥ 1, let Hj be any complex Hilbert space, (Σj ,Mj) be any
measurable space, and πj : Σj → B(Hj). Assume that we have
• a distinguished vector wj ∈ Hj with ‖wj‖ = 1;
• a distinguished point tj ∈ Σj with πj(tj) = 1Hj .
Denote w := {wj}j≥1 ∈
∏
j≥1
Hj and define the complex Hilbert space H :=
⊗̂
j≥1
w
Hj
as the inductive limit of the sequence of Hilbert spaces H(N) :=
⊗̂
1≤j≤N
Hj with
respect to the isometric embeddings H(N) → H(N+1), x 7→ x⊗ wN+1.
Then define
Σ :=
{
s = {sj}j≥1 ∈
∏
j≥1
Σj
∣∣∣ (∃j(s) ≥ 1)(∀j ≥ j(s)) sj = tj}
and
π : Σ→ B(H), π({sj}j≥1) =
⊗
j≥1
πj(sj).
As in [Gu72, App. D], we will say that Σ is the restricted Cartesian product of
{Σj}j≥1 along the sequence of distinguished points {tj}j≥1, and we endow it with
the restricted product of the σ-algebras {Mj}j≥1 (see [Gu72, Def. D.2]). More-
over, π is the restricted tensor product of the maps {πj}j≥1 along the sequences of
distinguished points {tj}j≥1 and distinguished unit vectors w = {wj}j≥1.
Remark 6.4. The definition of an infinite tensor product of operator-valued func-
tions raises several issues which may seem mutually exclusive. Namely, in general,
the map π in Definition 6.3 cannot be defined on the whole Cartesian product of
{Σj}j≥1 because of the restrictions required by the definition of an infinite tensor
product of operators. More precisely, if Tj ∈ B(Hj) for every j ≥ 1, then, in order
to define
⊗
j≥1
Tj on the inductive limit
⊗̂
j≥1
w
Hj , we need to have Tjwj = wj whenever
j ≥ 1 is large enough. On the other hand, the problem with the restricted Cartesian
product Σ is that, if some measure µj is given on the measurable space (Σj ,Mj)
for every j ≥ 1, then it is not clear how to use the sequence of measures {µj}j≥1
in order to define a natural measure on Σ. From this point of view it might seem
preferable to work with the full Cartesian product of {Σj}j≥1 and to assume that
each µj were a probability measure. We will see in a forthcoming paper how these
problems can be dealt with in some special cases when every (Σj ,Mj, µj) is given
by some Gaussian measures on an Euclidean space, and every πj is a projective
representation of the additive group underlying that Euclidean space.
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6.1. Square integrability for infinite tensor products. In order to avoid the
difficulties mentioned in Remark 6.4, we will use here an alternative approach which
leads to Theorem 6.6 below and was inspired by some methods used in the repre-
sentation theory of the canonical commutation relations; see for instance [KM65,
Sect. B], [Re70, Lemma 4.2], and [Heg69, Heg70]. The key of this approach is
the approximate orthogonality property introduced in Definition 6.1 above. The
following elementary lemma will be needed in the proof of Theorem 6.6 below.
Lemma 6.5. Let {aMN}M,N≥1 be any double sequence of complex numbers satis-
fying the conditions:
(1) There exists a ∈ C for which lim
M→∞
lim
N→∞
aMN = a.
(2) We have sup{|aMN | |M,N ≥ 1} <∞.
(3) There exists lim
M→∞
aMN =: bN uniformly for N ≥ 1.
Then lim
N→∞
lim
M→∞
aMN = a.
Proof. The sequence {bN}N≥1 is clearly bounded. We need to prove that it is
convergent to a, and to this end we will prove that every convergent subsequence
has the limit a.
If {bNj}j≥1 is any convergent subsequence, then the uniform convergence hy-
pothesis ensures that the double sequence {aMNj}M,j≥1 has the property
a = lim
M→∞
lim
j→∞
aMNj = lim
j→∞
lim
M→∞
aMNj
hence lim
j→∞
bNj = a for any convergent subsequence {bNj}j≥1, and the assertion
follows. 
Theorem 6.6. Assume the setting of Definition 6.3. Moreover assume that there
is a σ-finite measure µj on the measurable space (Σj ,Mj) with πj ∈ SQ(B(Hj), µj)
for all j ≥ 1. For every N ≥ 1 define
θ(N) : Σ1 × · · · × ΣN → Σ, θ
(N)(s1, . . . , sN ) = (s1, . . . , sN , tN+1, tN+2, . . . )
and consider the measure µ(N) := (θ(N))∗(µ1⊗ · · ·⊗µN ) on Σ. Then the restricted
tensor product π : Σ → B(H) of the maps {πj}j≥1 along the sequences of distin-
guished points {tj}j≥1 and distinguished unit vectors w = {wj}j≥1 is weakly mea-
surable and square integrable with respect to the sequence of measures {µ(N)}N≥1.
Proof. The proof has two parts, since we will firstly record some preliminary facts.
It is clear from Definition 6.3 that the map π is weakly measurable. To prove that
this map is square integrable with respect to the sequence of measures {µ(N)}N≥1
we must prove that for arbitrary u, v ∈ H we have
lim
N→∞
∫
Σ
|〈π(·)u, v〉|2dµ(N) = ‖u‖2‖v‖2 (6.3)
which is equvalent to
lim
N→∞
∫
Σ(N)
|〈π(θ(N)(s))u, v〉|2d(µ1 ⊗ · · · ⊗ µN )(s) = ‖u‖
2‖v‖2
where Σ(N) := Σ1 × · · · × ΣN for every N ≥ 1.
1◦ For every N ≥ 1 denote by K(N) the infinite tensor product of the sequence
of Hilbert spaces {Hj}j≥N+1 along the sequence of unit vectors {wj}j≥N+1. The
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associativity of infinite tensor products shows that there exists a natural unitary
operator
W (N) : (H1⊗̂ · · · ⊗̂HN )⊗̂K
(N) → H
which also allows us to define
H(N) :=W ((H1⊗̂ · · · ⊗̂HN )⊗ wN+1 ⊗ wN+2 ⊗ · · · ) ⊆ H
with the orthogonal projection P (N) : H → H(N). Note that
M ≥ N ≥ 1 =⇒ P (M)π(θ(N)(·)) = π(θ(N)(·))P (M) (6.4)
since for every N ≥ 1 one has the commutative diagram
Σ1 × · · · × ΣN
θ(N)
//
π1(·)⊗···⊗πN (·)⊗1
K(N)

Σ
π

B((H1⊗̂ · · · ⊗̂HN )⊗̂K(N)) // B(H)
(6.5)
whose existence follows by the definition of π (see Definition 6.3) and whose bot-
tom arrow is the spatial isomorphism of von Neumann algebras given by T 7→
W (N)T (W (N))∗. For the same reasons, and by taking into account also Proposi-
tions 2.9 and 2.7, we obtain for all u1, v1, u2, v2 ∈ H and M ≥ N ≥ 1,∫
Σ
|〈π(·)u1, P
(M)v1〉〈P
(M)v2, π(·)u2〉|dµ
(N)
≤ ‖P (M)u1‖‖P
(M)v1‖‖P
(M)u2‖‖P
(M)v2‖
≤ ‖u1‖‖P
(M)v1‖‖u2‖‖P
(M)v2‖. (6.6)
Note that the above inequality holds under a stronger form if N ≥M ≥ 1, namely
N ≥M =⇒
∫
Σ
〈π(s)u1,P
(M)v1〉〈P
(M)v2, π(s)u2〉dµ
(N)(s)
= 〈P (N)u1, P
(N)u2〉〈P
(M)v2, P
(M)v1〉
(6.7)
since in this case we have P (M)P (N) = P (N)P (M) = P (M), and then the above
equality follows by Proposition 2.9 along with (6.5) and (6.4).
2◦. We now come back to the proof of (6.3). By using (6.7) we obtain
lim
M→∞
lim
N→∞
aMN (u1, v1, u2, v2) = 〈u1, u2〉〈v2, v1〉 (6.8)
where
aMN (u1, v1, u2, v2) :=
∫
Σ
〈π(s)u1, P
(M)v1〉〈P
(M)v2, π(s)u2〉dµ
(N)(s)
for all M,N ≥ 1 and u1, v1, u2, v2 ∈ H.
We will prove that the limits in (6.8) can be interchanged, by using Lemma 6.5.
To this end it suffices to consider the case u1 = u2 =: u (by a polarization argu-
ment). Since
(∀M,N ≥ 1) |aMN (u, v1, u, v2)| ≤ ‖u‖
2‖v1‖‖v2‖ (6.9)
by (6.6), we still need to show that there exists a sequence {bN (u, v1, u, v2)}N≥1 for
which the following conditions are satisfied:
lim
M→∞
aMN (u, v1, u, v2) = bN(u1, v1, u2, v2) uniformly for N ≥ 1. (6.10)
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In order to check the above condition, first note that for arbitrary u, v ∈ H and
M1,M2 ≥ 1 we have∫
Σ
|〈π(·)u, P (M1)v〉 − 〈π(·)u, P (M2)v〉|2dµ(N) ≤ ‖u‖2‖P (M1)v − P (M2)v‖2. (6.11)
In fact, we may assume M2 < M1. If N < M1 and we set v1 = v2 := v − P
(M2)v,
then P (M1)vj = P
(M1)v − P (M2)v for j = 1, 2 hence by using (6.6) for M := M1
and u1 = u2 := u we obtain (6.11). On the other hand, if N ≥ M1, then (6.11)
follows at once by (6.7).
Now we can check (6.10) by proving that the {aMN (u, v1, u, v2)}M≥1 is a Cauchy
sequence, uniformly for N ≥ 1. More precisely, for all M1,M2, N ≥ 1 we have
|aM1N (u, v1, u, v2)− aM2N (u, v1, u, v2)|
≤
∫
Σ
|〈π(·)u, P (M1)v1〉(〈P
(M1)v2, π(·)u〉 − 〈P
(M2)v2, π(·)u〉)|dµ
(N)
+
∫
Σ
|(〈π(·)u, P (M1)v1〉 − 〈π(·)u, P
(M2)v1〉〈P
(M2)v2, π(·)u〉)|dµ
(N)
≤‖u‖2(‖P (M1)v1‖‖P
(M1)v2 − P
(M2)v2‖+ ‖P
(M1)v1‖‖P
(M1)v2 − P
(M2)v2‖)
where the last inequality follows by the Schwartz inequality along with the estimates
(6.6)–(6.11). Thus (6.10) follows.
Now (6.9) along with (6.10) ensure that Lemma 6.5 applies, hence the limits in
(6.8) can be interchanged. In turn, this implies that
(∀u1, v1, u2, v2 ∈ H) lim
N→∞
lim
M→∞
aMN (u1, v1, u2, v2) = 〈u1, u2〉〈v2, v1〉. (6.12)
On the other hand, by taking into account the definition of aMN (u1, v1, u2, v2), it
follows that for all N ≥ 1 and u, v ∈ H we have
lim
M→∞
aMN (u, v, u, v) = lim
M→∞
∫
Σ
|〈π(·)u, P (M)v〉|2dµ(N) =
∫
Σ
|〈π(·)u, v〉|2dµ(N)
where the last equality is a direct consequence of (6.11). Thus (6.12) implies that
the equality (6.3) holds true, and this completes the proof. 
6.2. Symbol calculus for infinite tensor products. One can inquire what hap-
pens at the level of quantizations when operations (as tensor products) with square
integrable families are done. This question is particularly interesting in the setting
of Section 5 since our input there was a pointed Hilbert space (H, w), which is the
basic object when performing infinite tensor products. In the rest of this section we
will take a few steps in this direction, but many interesting problems remain un-
solved yet, in particular regarding the symbols that give rise to operators in various
Schatten ideals; see for instance Proposition 5.1(3) above.
Theorem 6.7. Assume the setting of Theorem 6.6 and denote by L˜∞(Σ) the space
of all complex-valued bounded measurable functions on Σ. Then the following as-
sertions hold:
(1) For every N ≥ 1, f ∈ L˜∞(Σ) and u, v ∈ H the integral
Ω(N)u (f)v :=
∫
Σ
f(·)〈v, π(·)u〉π(·)udµ(N)
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is weakly convergent and defines an operator Ω
(N)
u (f) ∈ B(H) satisfying
‖Ω
(N)
u (f)‖ ≤ ‖u‖2 sup
Σ
|f |.
(2) For all u ∈ H \ {0} and f ∈ L˜∞(Σ) there exists Ωu(f) ∈ B(H) satisfy-
ing Ωu(f) = lim
N→∞
Ω
(N)
u (f) in the weak operator topology, and moreover
‖Ωu(f)‖ ≤ ‖u‖
2 sup
Σ
|f |.
(3) If u ∈ H and 0 ≤ f ∈ L˜∞(Σ), then 0 ≤ Ωu(f) ∈ B(H).
(4) For every u ∈ H with ‖u‖ = 1 we have Ωu(1) = 1.
Proof. For Assertion (1) we use again the notation Σ(N) = Σ1 × · · · × ΣN to write
〈Ω(N)u (f)v1,v2〉
=
∫
Σ
f(·)〈v1, π(·)u〉〈π(·)u, v2〉dµ
(N)
=
∫
Σ(N)
f(θ(N)(·))〈v1, π(θ
(N)(·))u〉〈π(θ(N)(·))u, v2〉d(µ1 ⊗ · · · ⊗ µN )
hence, by taking into account the commutative diagram (6.5), the convergence of
the above integral and the required estimate for the norm of Ω
(N)
u (f) follow by the
estimate provided by Proposition 2.7.
For Assertion (2) we only need to prove the asserted convergence in the weak
operator topology, since the norm estimate will then follow by the norm estimates
established above.
In order to prove that the sequence {Ω
(N)
u (f)}N≥1 is convergent in the weak
operator topology, we will adapt the method of proof of Theorem 6.6 and we will
use the notation from that proof, except that for fixed f ∈ L˜∞(Σ), we set
aMN (u1, v1, u2, v2) :=
∫
Σ
f(·)〈π(·)u1, P
(M)v1〉〈P
(M)v2, π(·)u2〉dµ
(N)
for all M,N ≥ 1 and u1, v1, u2, v2 ∈ H. Then we have
lim
M→∞
aMN (u, v1, u, v2) = 〈Ω
(N)
u (f)v1, v2〉 uniformly for N ≥ 1
by a reasoning similar to the one used for proving (6.10). Moreover, we have the
following version of (6.9)
(∀M,N ≥ 1) |aMN (u, v1, u, v2)| ≤ ‖u‖
2‖v1‖‖v2‖ sup
Σ
|f |
hence we can use Lemma 6.5 for proving that the sequence {〈Ω
(N)
u (f)v1, v2〉}N≥1
is convergent for all u, v1, v2 ∈ H. That is, the operator sequence {Ω
(N)
u (f)}N≥1 is
convergent in the weak operator topology in B(H) for all u ∈ H.
Assertion (3) is clear.
Finally, Assertion (4) follows directly from Theorem 6.6 (see (6.3)), and this
completes the proof. 
Remark 6.8. The above Theorem 6.7(4) should be regarded as a version of (5.1).
In the present situation of infinite tensor products we do not have any natural
version of the space L2(Σ), and therefore we need to work inside of the space CΣ
of all complex valued functions on Σ in order to construct the reproducing kernel
Hilbert space as above. Namely, if we pick any unit vector w ∈ H, then we can
define w(·) = π(·)∗w : Σ → H and φw : H → CΣ, φw(u) = 〈u,w(·)〉 = 〈π(·)u,w〉.
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Then the linear map φw is injective by (6.3), hence we may define Pw(Σ) := Ranφw
and make this function space into a Hilbert space such that φw : H → Pw(Σ) be a
unitary operator. Note that Pw(Σ) is a reproducing kernel Hilbert space since for
every s ∈ Σ the point evaluation evs : Pw(Σ) → C, evs(f) = f(s) is continuous.
The corresponding reproducing kernel is
pw : Σ× Σ→ C, pw(s, t) = 〈w(t), w(s)〉
as above (see [Ne00, Th. I.1.6]).
The version of the inversion formula (5.3) in the present setting is
u = lim
N→∞
Ω(N)w (1)u = lim
N→∞
∫
Σ
〈u, π(·)∗w〉π(·)∗wdµ(N)
where the limit and the integral are taken in the weak sense. This is obtained by
using Theorem 6.7((2),(4)) for the mappings πj(·)
∗ ∈ SQ(B(Hj), µj) and provides
a generalization of a result [KM65, Th. 3.2] from the representation theory of
canonical commutation relations.
7. Some examples
It is quite clear that the formalism of the previous section is meant to cover
at least two situations: square integrable irreducible unitary group representations
with their associated twisted convolution algebras and the Weyl pseudodifferential
calculus. We will now briefly indicate other examples, in order to show the general-
ity of our setting. They are developped just to the extent when the identification of
the relevant objects becomes obvious, but we plan to give more specific applications
in our forthcoming papers. The references cited in this section contain much more
than we are able to review here.
7.1. The magnetic Weyl calculus. One takes Σ := X × X ∗, where X is a
n-dimensional real vector space and X ∗ is its dual (so the “phase-space” Σ is non-
canonically isomorphic to R2n). Below, setting B = 0 and A = 0, one would recover
the standard Weyl calculus [Fo89].
The magnetic Weyl calculus [IMP07, KO02, MP04, MP10, MPR07] has as a
background the problem of quantization of a physical system consisting in a spin-
less particle moving in the euclidean space X ∼= Rn under the influence of a magnetic
field, i.e. a closed 2-form B on X (dB = 0), given in a base by matrix-component
functions Bjk = −Bkj : X → R, j, k = 1, . . . , n. For simplicity and in order to
have a full formalism we are going to assume that the components Bjk belong to
C∞pol(X ), the class of smooth functions on X with polynomial bounds on all the
derivatives. The magnetic field can be written in many ways as the differential
B = dA of some 1-form A on X called vector potential. One has B = dA = dA′ iff
A′ = A + dϕ for some 0-form ϕ (then they are called equivalent). It is easy to see
that vector potential can also be chosen of class C∞pol(X ).
One would like to develop a symbol calculus taking the magnetic field into ac-
count. Basic requirements are: (i) it should reduce to the standard Weyl calculus
for A = 0 and (ii) the operators ΠA(f) and ΠA
′
(f) should be unitarily equivalent
(independently on the symbol f) if A and A′ are equivalent; this is called gauge
covariance and has a fundamental physical meaning. To justify the formulae, one
could think of the emerging symbol calculus as a functional calculus for the family
of non-commuting self-adjoint operators (Q1, . . . , Qn;P
A
1 , . . . , P
A
n ) in H := L
2(X ).
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Here Qj is one of the components of the position operator, but the momentum
Pj := −i∂j is replaced by the magnetic momentum P
A
j := Pj −Aj(Q) where Aj(Q)
indicates the operator of multiplication with the function Aj ∈ C
∞
pol(X ). Notice
the commutation relations
i[Qj , Qk] = 0, i[P
A
j , Qk] = δj,k, i[P
A
j , P
A
k ] = Bjk(Q).
Now one computes the magnetic Weyl system
πA : Σ→ B(H), πA(x, ξ) := exp
[
i
(
x · PA −Q · ξ
)]
and gets explicitly
[
πA(x, ξ)u
]
(y) = e−i(y+
x
2 )·ξ exp
(−i) ∫
[y,y+x]
A
 u(y + x).
The extra phase factor involves the circulation of the 1-form A through the segment
[x, y] := {(1− t)x+ ty | t ∈ [0, 1]}. These operators depend strongly continuous of
(x, ξ) and satisfy πA(0, 0) = 1 and πA(x, ξ)∗ = π(x, ξ)−1 = πA(−x,−ξ) (thus being
unitary). However they do not form a projective representation of Σ = X × X ∗.
Actually they satisfy
πA(x, ξ)πA(y, η) = ΩB[(x, ξ), (y, η);Q]πA(x+ y, ξ + η) ,
where ΩB[(x, ξ), (y, η);Q] only depends on the 2-form B and denotes the operator
of multiplication in L2(X ) by the function
X ∋ z → ΩB[(x, ξ), (y, η); z] := exp
[
i
2
(y · ξ − x · η)
]
exp
(−i) ∫
<z,z+x,z+x+y>
B
 .
Here the distinguished factor is constructed with the flux (invariant integration)
of the magnetic field through the triangle defined by the corners z, z+x and z+x+y.
A straightforward computation leads to[
ΦA(u⊗ v)
]
(x, ξ) :=
〈
πA(x, ξ)u, v
〉
=
∫
X
e−iy·ξ exp
(−i) ∫
[y−x/2,y+x/2]
A
 u(y + x/2) v(y − x/2)dy.
It can be decomposed into the product of the multiplication by a function with val-
ues in the unit circle, a change of variables with the Jacobian identically equal to 1,
and a partial Fourier transform. All are isomorphisms between the corresponding
spaces, so the orthogonality relation holds with B2(Σ) = L
2(Σ).
Thus one can apply all the prescriptions and get the correspondence f 7→
ΠA(f) and the composition law (f, g) → f ⋆B g (depending only on the mag-
netic field). In fact people are interested in the (symplectic) Fourier transformed
version a
(
Q,PA
)
≡ OpA(a) := ΠA[F−1(f)] and in the multiplication #B obtained
by transport of structure and therefore satisfying OpA(a)OpA(b) = OpA(a#Bb).
The resulting involution is just complex conjugation, thus OpA(a)∗ = OpA (a).
For the convenience of the reader we indicate the explicit formulae, in which we
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set ΓA([x, y]) :=
∫
[x,y]
A and ΓB(< x, y, z >) :=
∫
<x,y,z>
B. The magnetic Moyal
product is(
a#Bb
)
(X) = π−2n
∫
Σ
∫
Σ
exp {−2i [(x − z) · (ξ − η)− (x− y) · (ξ − ζ)]}
× exp
[
−iΓB(< x− y + z, y − z + x, z − x+ y >)
]
× f(Y )g(Z)dZ dY
and the magnetic Weyl calculus is given by[
OpA(a)u
]
(x) = (2π)−n
∫
X
∫
X ′
exp [i(x− y) · ξ] exp
[
−iΓA([x, y])
]
× a
(
x+ y
2
, ξ
)
u(y)dy dξ.
(7.1)
An important property of (7.1) is gauge covariance, as hinted above: if A′ = A+dρ
defines the same magnetic field as A, then OpA
′
(f) = eiρOpA(f) e−iρ. By killing
the magnetic phase factors in all the formulae above one gets the defining relations
of the usual Weyl calculus.
A convenient choice of the auxiliary space in this case is the Schwartz space
G = S(X ), which is a nuclear Fre´chet space continuously and densely embedded
in L2(Σ); thus G′ will be the space of tempered distributions. By a simple exam-
ination of the map ΦA, this leads to G (Σ) = S(X × X ∗). It can easily be shown
that (by suitable restriction or extensions) OpA[S(X ×X ∗)] = B[S ′(X ),S(X )] and
OpA[S ′(X × X ∗)] = B[S(X ),S ′(X )]. The symbol algebras for the magnetic Weyl
calculus were studied in detail in [MP04], while in [IMP07] the full pseudodifferen-
tial theory was developed.
7.2. Operator calculi on locally compact abelian groups. In this subsec-
tion we will present some square-integrable operator-valued maps related to the
metaplectic representation in the framework of locally compact abelian groups,
representation which was studied in [Se63, We64, Ma65].
The framework is provided by any locally compact abelian group (G,+) with
its dual group Ĝ, which is the set of all continuous homomorphisms from G into
the circle group T. Recall that Ĝ is in turn a locally compact abelian group with
the pointwise operations and with the topology given by uniform convergence on
compact sets. The natural duality pairing between Ĝ and G is denoted by 〈·, ·〉 : Ĝ×
G→ T. For every Haar measure ν on G there exists a unique Haar measure ν∗ on
Ĝ for which the Fourier transform
F : L1(G, ν)→ BC(Ĝ), (Ff)(ξ) =
∫
G
〈ξ,−x〉f(x)dν(x)
gives rise to a unitary operator L2(G, ν)→ L2(Ĝ, ν∗).
Proposition 7.1. Let G be any locally compact abelian group with a Haar mea-
sure ν and denote H = L2(G, ν). For k = 1, 2 define
πk : G× Ĝ→ B(H), (πk(x, ξ)u)(z) = 〈ξ, kz + (k − 1)x〉u(z + x).
Then the following assertions hold:
(1) We have π1 ∈ SQ(B(H), ν × ν∗) and Φπ1 : H⊗̂H → L2(G× Ĝ, ν × ν∗) is a
unitary operator.
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(2) If the map x 7→ 2x is an automorphism of G, then there exists a constant
c > 0 for which π2 ∈ SQ(B(H), ν × cν∗) and the corresponding operator
Φπ2 : H⊗̂H → L2(G× Ĝ, ν × cν∗) is unitary.
Proof. For k = 1, 2 and every u ∈ L1(G× Ĝ, ν × ν∗) ∩ L2(G× Ĝ, ν × ν∗) define
T πku =
∫∫
G×Ĝ
u(x, ξ)πk(x, ξ)dν(x)dν
∗(ξ).
We now prove the assertions separately.
(1) It follows by [We64, I.8] that T π1 extends to a unitary operator L2(G×Ĝ, ν×
ν∗) → B2(H). By taking operator adjoints and complex-conjugates of functions,
we then obtain a unitary operator L2(G× Ĝ, ν × ν∗)→ B2(H) given by
u 7→
∫∫
G×Ĝ
u(x, ξ)π1(x, ξ)
∗dν(x)dν∗(ξ)
for every u ∈ L1(G× Ĝ, ν × ν∗) ∩L2(G× Ĝ, ν × ν∗), and this is just the adjoint of
Φπ1 ◦Λ−1 : H⊗̂H → L2(G×Ĝ, ν×ν∗), Corollary 3.3. Since Λ is a unitary operator,
it follows that Φπ1 is in turn unitary, as asserted.
(2) If the map x 7→ 2x is an automorphism of G, then it follows by [Se63, Th.
1] that there exists a constant c > 0 for which T π2 extends to a unitary operator
L2(G× Ĝ, ν × cν∗)→ B2(H). Now the assertion can be proved just as above. 
The hypothesis that the map x 7→ 2x is an automorphism of G from Propo-
sition 7.1(2) is satisfied by many important examples of groups, as for instance
the linear spaces G = Rd or the additive groups of local fields, like the p-adic
fields Qp which are interesting for quantization and pseudodifferential theory with
applications to number theory, as shown in [Hr93].
We also note that the aforementioned hypothesis is quite natural inasmuch as it
is satisfied if and only if an appropriate version of the Stone-von Neumann theorem
holds. More precisely, according to [Ma65, Th. 1], if we define the cocycle
σ : (G× Ĝ)× (G× Ĝ)→ T, σ((x, ξ), (y, η)) = 〈ξ, y〉〈η, x〉,
then the locally compact abelian group G × Ĝ has just one equivalence class of
unitary irreducible projective representations with the cocycle σ if and only if the
map x 7→ 2x is an automorphism of G. One projective representation of that type
is just the map π2 from our Proposition 7.1(2). See also [Ne00, App. VIII] for a
discussion of this circle of ideas.
A lot of extra structure is present due to the existence of a Fourier transform
and to the structure theorem for locally compact abelian groups. In particular,
besides choosing for the ingredient G the Bruhat-Schwartz space, there also exists
a better choice relying on writting G as Rm × G0 with G0 containing an open
compact subgroup. We do not review the theory, for which we refer to [GS07]
which also contains a lot of constructions and results involving a certain class of
coorbit spaces, discretization techniques and Gabor frames. If G = Rm (i.e., G0
is trivial) the emerging formalism boils down essentially to the Kohn-Nirenberg
pseudodifferential calculus [Fo89].
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7.3. Unitary representations of some infinite dimensional Lie groups. Rel-
evant references are [Pe94, BB09, BB11b, BB11a], to which we refer for a full
presentation.
The starting point is an unitary strongly continuous representation ̟ : M →
U(H), where M is a locally convex Lie group with the Lie algebra m and a smooth
exponential expM : m→M . On the dual m
′ of m we consider the weak∗ topology.
We also fix a real finite dimensional vector space Σ with dual Σ′ and a linear
map θ : Σ → m. The basic idea is to use π := ̟ ◦ expM◦ θ : Σ → B(H) as well as
the Fourier transform ·̂ : L2(Σ) → L2(Σ′) in order to build a very general form of
the Weyl calculus. So one should set
Op̟,θ(a) ≡ Π(â) :=
∫
Σ
â(s)̟ [expM (θ(s))] ds. (7.2)
The outcome was called in [BB11a] the localized Weyl calculus associated to the
representation ̟ along the linear map θ. The single requirement needed to develop
the basic part of the theory is orthogonality, i.e.∫
Σ
|〈̟ [expM (θ(s))] u, v〉|
2ds = ‖u‖2 ‖v‖2, ∀u, v ∈ H.
Under this requirement, the general theory gives a definite sense to (7.2) at least
for â ∈ B2(Σ) and the constructions and results of sections 2 and 3.2 are valid.
A good choice for the auxiliary space G is the space of smooth vectors of the
representation ̟:
G ≡ H∞ := {u ∈ H |M ∋ m 7→ ̟(m)u ∈ H is C
∞}.
It carries a natural Fre´chet topology [BB11a, Remark 2.1] in terms of ”differential
operators” indexed by the universal associative enveloping algebra U(mC) of the
complexified Lie algebra mC. In the infinite dimensional case the denseness of H∞
in H is not always verified so we must require it. But as soon as this is achieved, all
the results of the present article hold. In [BB11a] extra regularity assumptions are
imposed in order to have good control upon the spaces involved. One of the aims is
to identify G (Σ) with the Schwartz space S (Σ) and Op̟,θ
[
Ĝ (Σ)
]
= Π [G (Σ)] with
the Fre´chet space B(H)∞ of all the smooth vectors (operators) under the continuous
unitary representation
̟(2) :M ×M → B [B2(H)] ,
[
̟(2)(m,n)
]
T := ̟(m)T̟(n)−1.
Another one is to determine when B2(Σ) = L
2(Σ) holds.
The above general setting was studied in some detail in two specific situations:
Firstly, when M is a finite-dimensional connected and simply connected nilpotent
Lie group, a situation which was pointed out in [Pe94] and will be discussed in
subsection 7.4 below. Secondly, the case when M is an infinite-dimensional Lie
group that can be written as the semidirect product F ⋉ G between a (finite di-
mensional) connected nilpotent Lie group G, with Lie algebra g, and a suitable
(typically infinite dimensional) locally convex space F of smooth functions on G;
this was studied in in [BB09, BB11a]. The connection with the square-integrable
families of operators is established by [BB11a, Cor. 4.7(3)].
An important particular case comes from the presence of a smooth magnetic field
(i.e., a closed differential 2-form) on G, inasmuch as the aforementioned function
space F should be invariant under left translations on G and should contain the
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coefficients of the magnetic field as well as their derivatives of arbitrarily high order.
This shows that if the magnetic field fails to have polynomial coefficients, then F
is infinite-dimensional. In this situation an irreducible representation is given by
̟ : M = F ⋊G→ B(L2(G)), (̟(φ, x)f)(y) = eiφ(y)f(x−1y)
and it was proved in [BB09] that although M is an infinite-dimensional Lie group,
its irreducible representation ̟ can be obtained by the geometric quantization
from a certain finite-dimensional coadjoint orbit O of M . Moreover, the coadjoint
orbit O is symplectomorphic to the cotangent bundle T ∗G. The appearance of the
finite dimensional vector space Σ from the above general framework is connected to
that coadjoint orbit O and the linear mapping θ is assigned canonically to a vector
potential generating the magnetic field. Specifically, one may use Σ = g× g′. The
outcome of the operator calculus in this setting is an extension to nilpotent Lie
groups of the magnetic Weyl calculus briefly presented in subsection 7.1, which can
be recovered for the Abelian group G = (Rn,+).
7.4. Operator calculus for representations of nilpotent Lie groups. We
will briefly describe some square-integrable operator-valued maps related to unitary
irreducible representations of nilpotent Lie groups. This method was already used
in the proof of Corollary 2.6 above. The details of this construction can be found
essentially in [Pe94]; see also [BB11b].
Let G be any connected, simply connected, nilpotent Lie group with the Lie
algebra g. Then the exponential map expG : g → G is a diffeomorphism with its
inverse denoted by logG : G→ g. The adjoint action of G is
AdG : G× g→ g, AdG(g)x :=
d
dt
∣∣∣
t=0
(g expG(tx)g
−1)
We denote by g∗ the linear dual space of g and by 〈·, ·〉 : g∗ × g → R the natural
duality pairing. The coadjoint action of G is
Ad∗G : G× g
∗ → g∗, (g, ξ) 7→ Ad∗G(g)ξ = ξ ◦AdG(g
−1).
Pick any ξ0 ∈ g
∗ with its corresponding coadjoint orbit O := Ad∗G(G)ξ0 ⊆ g
∗. The
isotropy group at ξ0 is Gξ0 := {g ∈ G | Ad
∗
G(g)ξ0 = ξ0} with the corresponding
isotropy Lie algebra gξ0 = {X ∈ g | ξ0 ◦ adgX = 0}.
Let n := dim g and fix any sequence of ideals in g,
{0} = g0 ⊂ g1 ⊂ · · · ⊂ gn = g
such that dim(gj/gj−1) = 1 and [g, gj ] ⊆ gj−1 for j = 1, . . . , n. Pick any Xj ∈
gj \ gj−1 for j = 1, . . . , n, so that the set {X1, . . . , Xn} will be a Jordan-Ho¨lder
basis in g.
The set of jump indices of the coadjoint orbit O with respect to the above
Jordan-Ho¨lder basis is e := {j ∈ {1, . . . , n} | gj 6⊆ gj−1 + gξ0} and does not depend
on the choice of ξ0 ∈ O. The corresponding predual of the coadjoint orbit O is
ge := span {Xj | j ∈ e} ⊆ g
and it turns out that the map O → g∗e, ξ 7→ ξ|ge is a diffeomorphism.
Proposition 7.2. Assume the above setting and let π : G→ B(H) be a fixed unitary
irreducible representation associated with the coadjoint orbit O. Then there exists a
Lebesgue measure µe on ge for which, if we denote by µ the measure on G obtained
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as the pusforward of µe by the map expG |ge : ge → G, then π ∈ SQ(B(H), µ) and
its corresponding operator Φπ : H⊗̂H → L2(G,µ) is unitary.
Proof. It easily follows by [Pe94, Th. 2.2.6–7] that there exists a Lebesgue measure
µe on ge for which if we define the measure µ as in the above statement, then the
operator T π : L1(G,µ) ∩ L2(G,µ)→ B(H) given by
T πf =
∫
ge
f(expG x)π(expG x)dµe(x) =
∫
G
f(s)π(s)dµ(s)
extends to a unitary operator L2(G,µ) → B2(H). One then obtains the assertion
by the same method as in the proof of Proposition 7.1. 
The space of smooth vectors H∞ := {v ∈ H | π(·)v ∈ C
∞(G,H)} is a Fre´chet
space in a natural way and is a dense linear subspace of H which is invariant under
the unitary operator π(g) for every g ∈ G. We denote by H−∞ the space of all
continuous antilinear functionals on H∞ and then we have the natural inclusions
H∞ →֒ H →֒ H−∞.
Now consider the unitary representation π ⊗ π¯ : G×G→ B(B2(H)) defined by
(∀g1, g2 ∈ G)(∀T ∈ B2(H)) (π ⊗ π¯)(g1, g2)T = π(g1)Tπ(g2)−1.
It is well-known that π ⊗ π¯ is strongly continuous. The corresponding space of
smooth vectors is denoted by B(H)∞ and is called the space of smooth operators
for the representation π. One can prove that actually B(H)∞ ⊆ B1(H).
Since {〈·, f1〉f2 | f1, f2 ∈ H∞} ⊆ B(H)∞ ⊆ B1(H) and H∞ is dense in H, we
obtain continuous inclusion maps
B(H)∞ →֒ B1(H) →֒ B(H) →֒ B(H)∗∞,
where the latter mapping is constructed by using the well-known isomorphism
(B1(H))∗ ≃ B(H) given by the usual semifinite trace on B(H).
We conclude by noting that the version in the present setting of the above
dequantization formula from Corollary 3.6 corresponds to [Pe94, Th. 2.2.6].
Acknowledgement
We thank the referee for numerous remarks and suggestions that helped us im-
prove the presentation.
References
[AU07] J. Arazy, H. Upmeier: A one-parameter calculus for symmetric domains. Math. Nachr.
280 (2007), no. 9–10, 939–961.
[Ar08] G. Arsu: On Schatten-von Neumann class properties of pseudodifferential operators.
The Cordes-Kato Method. J. Operator Theory 59 (1) (2008), 81–114.
[BB09] I. Beltit¸a˘, D. Beltit¸a˘: Magnetic pseudo-differential Weyl calculus on nilpotent Lie
groups. Ann. Global Anal. Geom. 36 (3) (2009), 293–322.
[BB11a] I. Beltit¸a˘, D. Beltit¸a˘: Continuity of magnetic Weyl calculus. J. Funct. Anal. 260
(2011), no. 7, 1944–1968.
[BB11b] I. Beltit¸a˘, D. Beltit¸a˘: Modulation spaces of symbols for representations of nilpotent
Lie groups. J. Fourier Anal. Appl. 17 (2) (2011), 290–319.
[Di69] J. Dixmier: Les alge`bres d’ope´rateurs dans l’espace hilbertien. Gauthier-Villars, Paris,
1969.
[En07] M. Engli˘s: Toeplitz operators and group representations. J. Fourier Anal. Appl. 13 (3)
(2007), 243–265.
SYMBOL CALCULUS OF SQUARE-INTEGRABLE OPERATOR-VALUED MAPS 35
[Fo89] G.B. Folland: Harmonic Analysis in Phase Space. Princeton Univ. Press, Princeton,
NJ, 1989.
[GV64] I. M. Gelfand and N. Ya. Vilenkin: Generalized Functions, Vol. 4. Applications of
Harmonic Analysis. Academic Press, New York, 1964.
[GK69] I.C. Gohberg, M.G. Krein: Introduction to the Theory of Linear Nonselfadjoint Op-
erators. Translations of Mathematical Monographs, Vol. 18, American Mathematical
Society, Providence, R.I., 1969.
[GS07] K. Gro¨chenig, T. Strohmer: Pseudodifferential operators on locally compact abelian
groups and Sjo¨strand’s symbol class. J. reine angew. Math. 613 (2007), 121–146.
[Gru97] H. Grundling: A group algebra for inductive limit groups. Continuity problems of the
canonical commutation relations. Acta Appl. Math. 46 (1997), no. 2, 107–145.
[GN09] H. Grundling, K.-H. Neeb: Full regularity for a C∗-algebra of the canonical commu-
tation relations. Rev. Math. Phys. 21 (2009), no. 5, 587–613.
[GN13] H. Grundling, K.-H. Neeb: Infinite tensor products of C0(R): Towards a group algebra
for R∞. J. Operator Theory (to appear).
[Gu72] A. Guichardet: Symmetric Hilbert Spaces and Related Topics. Lecture Notes in Math-
ematics, Vol. 261. Springer-Verlag, Berlin-New York, 1972.
[Ha50] P.R. Halmos: Measure Theory. D. Van Nostrand Company, Inc., New York, N. Y.,
1950.
[Hr93] S. Haran: Quantizations and symbolic calculus over the p-adic numbers. Ann. Inst.
Fourier (Grenoble) 43 (4) (1993), 997–1053.
[Heg69] G.C. Hegerfeldt: Kernel integral formulas for the canonical commutation relations of
quantum fields. I. Representations with cyclic field. J. Mathematical Phys. 10 (1969),
1681–1698.
[Heg70] G.C. Hegerfeldt: Kernel integral formulas for the canonical commutation relations
of quantum fields. II. Irreducible representations. J. Mathematical Phys. 11 (1970),
21–29.
[HM79] R.E. Howe, C.C. Moore: Asymptotic properties of unitary representations. J. Funct.
Anal. 32 (1979), no. 1, 72–96.
[IMP07] V. Iftimie, M. Ma˘ntoiu, R. Purice: Magnetic pseudodifferential operators. Publ. Res.
Inst. Math. Sci. 43 (2007), no. 3, 585–623.
[Ja81] H. Jarchow: Locally Convex Spaces. B. G. Teubner, Stuttgart, 1981.
[KO02] M. V. Karasev, T. A. Osborn: Symplectic areas, quantization, and dynamics in elec-
tromagnetic fields. J. Math. Phys. 43 (2002), no. 2, 756–788.
[KM65] J.R. Klauder, J. McKenna: Continuous-representation theory. V. Construction of a
class of scalar boson field continuous representations. J. Mathematical Phys. 6 (1965),
68–87.
[Ma65] G.W. Mackey: Some remarks on symplectic automorphisms. Proc. Amer. Math. Soc.
16 (1965), 393–397.
[MP14] M. Ma˘ntoiu, D. Parra: Compactness criteria in Banach spaces in the setting of con-
tinuous frames. Banach J. Math. Anal. 8 (2) (2014).
[MP04] M. Ma˘ntoiu, R. Purice: The Magnetic Weyl calculus, J. Math. Phys. 45 (4) (2004),
1394–1417.
[MP10] M. Ma˘ntoiu, R. Purice: The modulation mapping for magnetic symbols and operators.
Proc. Amer. Math. Soc. 138 (2010), no. 8, 2839–2852.
[MP12] M. Ma˘ntoiu, R. Purice: Abstract composition laws and their modulation spaces. J.
Pseudo-Differ. Oper. Appl. 3 (2012), no. 3, 283–307.
[MP14] M. Ma˘ntoiu, R. Purice: On Frechet-Hilbert algebras. Archiv der Math. 103 (2014),
no. 2, 157–166.
[MPR07] M. Ma˘ntoiu, R. Purice, S. Richard: Spectral and propagation results for magnetic
Schro¨dinger operators; a C∗-algebraic framework. J. Funct. Anal. 250 (2007), no. 1,
42–67.
[Ne00] K.-H. Neeb: Holomorphy and Convexity in Lie Theory. de Gruyter Expositions in
Mathematics, 28. Walter de Gruyter & Co., Berlin, 2000.
[Pe94] N.V. Pedersen: Matrix coefficients and a Weyl correspondence for nilpotent Lie
groups. Invent. Math. 118 (1994), 1–36.
[Re70] G. Reents: Partial-tensor-product representations of the canonical commutation rela-
tions: Classification, J. Mathematical Phys. 11 (1970), 1961–1967.
36 INGRID BELTIT¸A˘, DANIEL BELTIT¸A˘ AND MARIUS MA˘NTOIU
[Se63] I.E. Segal: Transforms for operators and symplectic automorphisms over a locally
compact abelian group. Math. Scand. 13 (1963), 31–43.
[Tr67] F. Tre`ves: Topological Vector Spaces, Distributions and Kernels, Academic Press,
1967.
[UU94] A. Unterberger, H. Upmeier: The Berezin transform and invariant differential oper-
ators. Comm. Math. Phys. 164 (1994), no. 3, 563–597.
[WO93] N.E. Wegge-Olsen: K-Theory and C∗-Algebras, Oxford University Press, Oxford,
1993.
[We64] A. Weil: Sur certains groupes d’ope´rateurs unitaires. Acta Math. 111 (1964), 143–211.
[Wo13] J.A. Wolf: Stepwise square integrable representations of nilpotent Lie groups. Math.
Ann. 357 (2013), no. 3, 895–914.
Institute of Mathematics “Simion Stoilow” of the Romanian Academy, P.O. Box 1-
764, Bucharest, Romania
E-mail address: ingrid.beltita@gmail.com, Ingrid.Beltita@imar.ro
Institute of Mathematics “Simion Stoilow” of the Romanian Academy, P.O. Box 1-
764, Bucharest, Romania
E-mail address: beltita@gmail.com, Daniel.Beltita@imar.ro
Departamento de Matema´ticas, Universidad de Chile, Las Palmeras 3425, Casilla 653,
Santiago, Chile
E-mail address: mantoiu@uchile.cl
