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ABSTRACT 
The feasibility of factorizing non-negative definite matrices with elements that are 
rational functions of several real variables and having real coefficients is discussed. 
Polynomial matrices are then considered briefly. 
The following theorem concerned with factorization of real rational 
multivariable matrices is proved. 
THEOREM 1. A symmetric matrix A(x,, x2,. . ,x,,) whose elements are 
real, rational functions of the real variables x1, x,,. ..,x,, can be factored in 
the form 
A(x,,xz,..., Xn)=Hf(xl,xz ,..., X”)ff(Xl,X~>...J,)> (1) 
where the elements of the matrix H’( x1, x2,. . . , x,,) (the superscript “ t” stands 
for “transpose”) are also real rational functions of the specified variables, if 
and only if A (x,, x2,. . . , LX,) is non-negative definite for all real x,, k= 1, 
2 , . , . , n. Furthermore, if the coefficients of the elements in A (x,, x2,. . . ,x,) 
are rational numbers, so also are the coefficients of the elements in the 
factored matrices. 
Proof. The proof depends on a result of Artin [l], according to which if 
a(x), a real rational function of the real variables x = (x,, x2,. . . ,x,,), is such 
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that a(x) > 0 for all real x, then there exist real rational functions, h,(x), 
i=1,2 , . . . , such that 
44 = 2 M412 
i 
(2) 
for all x. Furthermore [2], if the coefficients of a(x) are in the field of rational 
numbers, or the field of real algebraic numbers, then so are the coefficients 
of hi(X), i=l, 2, . . . . 
The rest of the proof depends on showing that there exists a matrix H(x) 
of order s X m, s > r, where A(x) is of order m X m and rank T, such that 
Hf(x)H(x) = A (x). (3) 
The elements of H(x) are to be of the same type as the elements of A(x). 
The construction technique for H is an adaptation of the Gauss 
diagonalization scheme [3] and is similar to one recently given elsewhere [4]. 
For the reader’s convenience, the procedure is outlined below. 
We seek solutions of (3) in the form 
H(x) = 
Yl 
0 
0 
b 
fl2 Yl 
Y21 
0 
b 
1 fi3YII . * * fir!4 * - * fimyl] 
f23 Y21 . . - firY21 *. * f2,yJ 
Y31 * * * f3rY31 - * * fhY31 
b ..: y,] . . . frmY,I 1 (4 
where each of the scalars fik and the vectors yi] is to be a multivariable real 
rational function in x. Direct substitution of (4) into (3) yields 
i-l 
i-l 
for all i, 
(5) 
(6) 
where [uik] = A. The above equations admit a unique solution for the fik in 
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terms of the elements of A and the unknown products yi]’ y,]. Indeed, taking 
the equations (5) in order of increasing i, 
u2k =fl2flk!hhl +f2k!!21tY21 (7) 
we can solve the ith row for the fik in terms of those found in preceding 
rows. Substituting the resulting expressions in (5) and (6), one sees that 
Y$YJ = 4, Y21fY21 = 2 
d 
,..‘, 
1 
YJYJ = 41 7 
where d,, d,, . . . , d, are the first r nested principal minors of A. The existence 
of real rational solutions y,], . . . , y?] of (8) is assured by Artin’s result, because 
A>O,forallrealvaluesofx,impliesd,>O ,..., d,/d,_,>O,i=2,3 ,..., r,Vx, 
provided of course that the nested principal minors are not identically zero. 
In case these are identically zero, use can be made of the fact that A is 
congruent to a matrix for which the non-zero assumption is valid. In fact, 
given a real rational m X m matrix A(x) with normal rank T, there exists a real 
rational m X m matrix A,(x) with normal rank r having none of its first r 
nested principal minors identically zero, such that 
A(x) = Q 'A&Q, Vx, (9) 
where Q is a m X m non-singular matrix. Now, A(x) = A ‘(x) and A(x) > 0, Vx, 
implies A,(x)=Ai(x) and A,(x) 20, Vx. As A, can be factored in the form 
from what has been discussed above, it follows that 
A(x) = H’(x)H(x), where H(x) = HA (x)Q. (10) 
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The desired factorization, therefore can be implemented as follows. 
(1) Determine the permutation matrix Q and the matrix A,(x) so that 
none of the T nested principal minors of A, is identically zero. 
(2) To factor A, first solve for yi] y,], . . . , y,] from (8). 
(3) Determine the scalars fik from (7). 
(4) Form HA(x), and H(x) = HA (x)Q. 
When the elements of A(x) are real polynomials, there need not exist H(x) 
with polynomial elements. This is seen even for the 1 X 1 case: the obvious 
necessary condition of positivity is not sufficient for a real polynomial in 
several variables to be representable as a sum of squares of such polynomials. 
This was proved by Hilbert using ingenious continuity arguments and 
algebraic constructions. He showed, however [5], that in the following three 
special cases a non-negative definite real form of even order p and n 
variables is always representable as a finite sum of squares of real forms: 
when (i) p = 2, n arbitrary; (ii) n = 2, p arbitrary; or (iii) p = 4, n = 3. 
The result (i) here has a matrix analogue, in the sense of the present 
paper. Namely, we have [6,7] 
THEOREM 2. Let P(xl,x,) be a symmetric matrix whose elements are real 
polynomials in the real variables x1, xz, of degree 2 in each variable. Then P 
can be factored in the form 
(where each Di is a real rectangular matrix) if and only if it is non-negative 
&finite for all real values of x1, x2. 
This was proved neatly by Calderon [6]; the theorem had been proved 
earlier by Koga [7], but in a considerably more complicated way. 
It is noted here that the extension of the above result to the n-variable 
case depends upon the claim of validity of Koga’s Lemma 4 [7]. This claim of 
Koga was also discussed in [8]. 
The author wishes to thank the reviewer for his careful study of the paper 
and his suggestions to make the paper more readable. 
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