Free and self-excited vibrations of conservative oscillators with polynomial nonlinearity are considered. Mathematical model of the system is a second-order differential equation with a nonlinearity of polynomial type, whose terms are of integer and/or noninteger order. For the case when only one nonlinear term exists, the exact analytical solution of the differential equation is determined as a cosine-Ateb function. Based on this solution, the asymptotic averaging procedure for solving the perturbed strong non-linear differential equation is developed. The method does not require the existence of the small parameter in the system. Special attention is given to the case when the dominant term is a linear one and to the case when it is of any non-linear order. Exact solutions of the averaged differential equations of motion are obtained. The obtained results are compared with "exact" numerical solutions and previously obtained analytical approximate ones. Advantages and disadvantages of the suggested procedure are discussed.
Introduction
We study free and self-excited vibrations of a conservative nonlinear oscillator having mathematical model of a so-called second-order autonomous differential equation the period of vibration is exactly calculated 6 and the approximate solution of 1.5 is usually assumed in the form of a cosine trigonometric function [8] [9] [10] [11] [12] [13] [14] [15] [16] . In spite of the simplicity of the solution form, and the fact that the amplitude and the frequency of vibration are exactly obtained, difference between the approximate solution and the exact numerical one may be significant. It was the reason that the exact solution of 1.5 in the form of cosine Ateb periodic function being an inversion of the incomplete Beta function 17 is introduced 18, 19 . The Ateb functions are more complex than the trigonometric functions and, at the moment, are not familiar to engineers and technicians who have to use them. Usually, simple approximation of Ateb functions by elementary functions is proposed see [20] [21] [22] . In this paper, the exact Ateb periodic functions will be applied and widely discussed. In Section 2, the knowledge about Ateb function is extended and adopted for application in engineering. Based on the exact solution of 1.5 , in Sections 3 and 4, the approximate averaging procedure for solving 1.4 with 1.2 is developed. Main property of the suggested method is that the obtained solution is the perturbed version of the solution of the differential equation with the "dominant" term which may be linear or non-linear of integer or non-integer order. The method does not require the existence of the small parameter. Accuracy of the procedure is proved on several examples.
Qualitative and Quantitative Analysis of a Pure Nonlinear Oscillator
First integral of 1.5 reads as follows:
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Being both addends on the left nonnegative, the associated phase paths represent a generalized Lamé superellipse in the x-ẋ phase plane. There is a single equilibrium point x ẋ 0 such that is a centre; therefore, the solutions of 1.5 are periodic in time. such that it has to be solved in the sequel. It is not hard to see that the previous equation can be rewritten intoẋ
Now, we are ready to solve 1.5 analytically. Let us choose the positive right-hand-side expression in 1.5 . It will be
where C denotes the integration constant. Expanding the integrand in L into a binomial series and then integrating termwise, we conclude
2.5
Employing the Pochhammer symbol a n a a 1 · · · a n − 1 , n ∈ N mutatis mutandis
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Letting
we get
Finally, the initial condition x 0 A clearly gives
2.11
This relation will be our main tool in determining the explicit solution of Cauchy problem 1. 
The Case α 3
Let us recall 27, 28 that
where
and F, am, sn denote the incomplete elliptic integral of the first kind, the Jacobi amplitude, the Jacobi elliptic sn function and sn −1 stands for the inverse Jacobi elliptic sn functions, respectively. Thus, for α 3 we have
Since the initial condition x 0 A, we conclude
where K m F π/2 | m denotes the celebrated complete elliptic integral of the first kind. The Jacobi elliptic sn z | m has period ω 4K m ; for now
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for m −1, one deduces by 2.18 that
2.22
Thus
Here 
The General Case α > 0 Solved by Periodic Ateb Functions
In his classical paper 25 , Rosenberg introduced the so-called periodic Ateb-functions concerning the problem of inversion of the half of the incomplete Beta-function
Obviously, we are interested in case a 1/ α 1 , b 1/2 Senik 26 constructed inverses for the incomplete Beta-function B z a, b for a 1/ n 1 , b 1/ m 1 , n, m 2μ 1 / 2ν 1 , μ, ν ∈ N 0 . The Ateb kind of inverse Beta functions in the focus of our interest are solutions of the system of ODEv It can be easily verified that the inverse of 1/2 B z 1/2, 1/ α 1 and v z coincide on − 1/2 Π α , 1/2 Π α , where
Having in mind the following set of properties:
2.28
we see that sa α, 1, z is an odd function of z ∈ R; it is the so-called 2Π 
2.30
By these two sets of relations, we see that functions sa, ca are defined on the whole range of R. For α 1 sa, ca one reduce to the sine and cosine functions. That means sa 1, 1, z sin z, ca 1, 1, z cos z. Now, inverting the half of the incomplete Beta-function in 2.11 :
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Having in mind the quarter-period expansion formula 2.30 , we arrive at
By ca α, 1, 0 1, we see that the initial condition x 0 A is satisfied as well. Moreover, we have to point out a restricting characteristics of Rosenberg's and Senik's inversion. Rosenberg pointed out the rule 25, page 40 .
"Exponents n α 1 /2 and 1/n behave like odd integers," while Senik's restriction to some rational values of α constitutes the set of permitted α-values see Table 1 .
Approximate methods by numerically obtained evaluations of Ateb-functions have been performed by Droniuk, Nazarkevich, and coworkers for information protection, see 34, 35 and the references therein. Further study on Ateb-function integral was realized by Drogomirecka in 36 .
Being cosine Ateb ca n, m, z even 2Π α -periodic function, it is a perfect candidate for a cosine Fourier series expansion. Let us mention that finite Fourier series approximation has been discussed in 34, Section 4 , while in 35, pages 122, 124 the sine Ateb sa n, m, z has been approximated by its sine Fourier series. Applying the there exposed method to ca 1, α, z , we conclude that
since obviously a 0 0 and
We compute the a n values numerically according to the prescribed accuracy. Of course, it is enough to compute ca α, 1, z for z ∈ 0, Π α /2 , another values we calculate by means of formula 2.30 , see also 37 .
Another model in approximating Ateb-functions is the Taylor series expansion, which corresponds to the investigations by Gricik and Nazarkevich 38 .
The Case α > 0 Solved by Hyperbolic Ateb Function
This kind functions arise equation 1.5 one transform intö Having in mind the solution 2.33 of the differential equation 1.5 with only one nonlinear term, the perturbed solution of 3.1 is assumed as
where the amplitude a and the phase angle ψ are time dependent. Let us recall that 26, page 274, Equation 1.21
So, the first time derivative of such x iṡ
Substituting the second derivative ofẍ and the function x 3.4 into ODE 3.1 , we geẗ
such that it becomes a first-order differential equation
Coupled with 3.7 , this system of ODEs inȧ,θ results iṅ
Now, the solution of the averaged ODE 3.10 reads a t A.
3.12
Indeed, bearing on mind that any T -periodic f t T f t integrable function f possesses the property
By letting f z ca α, 1, z , T 2Π α , the averaging procedure immediately giveṡ
Hence, by the initial condition x 0 A, we deduce the claim 3.12 . Now, it remains to solve 3.11 . Because ca α, 1, z is even and periodic, by averaging the right-hand-side expression in 3.11 , we concludeθ
To find the value of the inner-most integral, we apply a result by Drogomirecka 36 , page 108, Teorema , which reads as follows:
for all p, q ∈ {r/s : r ∈ Z, s 2k − 1, k ∈ N}, that is, the powers are rational, having integer numerator and odd positive denominator. Hencė
so, according to a t ≡ A, we get
Thus, the exact averaged perturbed solution of the Cauchy problem 3.1 with the initial conditions 1.2 reads
with the correction constant
Correction constant depends not only on the coefficients c 
such that is 2Π 1/3 2B 3/4, 1/2 ≈ 4.79256-periodic function. The exact solution, achieved by the averaged perturbation method, according to 3.19 is:
Amplitude of vibration remains constant and is equal to initial one, but the period of vibration has to be corrected. Frequency of perturbed vibration depends on the initial amplitude, coefficients of non-linearity, and order of non-linear terms.
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Further discussion in evaluating the integral in 3.15 by an approximative method leads to the following considerations:
3.25
Now, we point out the paper by Gendelman and Vakakis 18, page 1537, Equation 6b , where the approximation formula
has been used in approximative treatment of the two degree-of-freedom damped nonlinear system governed by the equation of motion. The approximation 3.26 is periodically continued to the whole R. Approximation 3.26 and the corresponding period are accurate up to O α 1 −2 which will be enough sharp for our considerations see 18 . So, we apply first the Gendelman-Vakakis approximation in the integrand, then one takes the first two terms in the Maclaurin series for 1 − ln cosh
This procedure results in
3.27
such that it holds for all |α| ≤ α 0 , where α 0 is the unique positive nil of the equation
Let us remark here that α 0 0.83073245123719 . . . Therefore, we havė
Also, in the case that j ∈ N 0 , the hypergeometric term one reduces to the polynomial P j 1 α 1 /16 Π 2 α of degree j 1 . Finally, we conclude that the approximate solution x t of the averaged perturbed Cauchy problem 3.1 with the initial conditions 1.2 reads as follows:
Example 3.3. Let us study the previous example. Because α 1/3 < α 0 , it is in the permitted range for α, so the correction constant will be c 10
and the averaged, approximated system of ODEs iṡ
Therefore, by 3.19 we have
The discrepancy Δ 43.5% between the coefficients of the arguments in exact 3.24 and the approximate 3.34 solutions is explained by the rough triple approximation for the cosine-Ateb function appearing in 3.26 . To make precise the Gendelman-Vakakis approximation method, they propose to take further terms in the estimate 3.26 , compare 18 . However, this significantly complicated our exposition.
Differential Equation with a Linear Dominant Term
Let us consider the case when the dominant term is linear and the second order nonlinear Cauchy problem isẍ Hence, second-order nonlinear ODE 4.1 is rewritten into a system of two coupled first order ODEs 4.5 and 4.6 . Solving this system with respect toθ andȧ, we geṫ
To solve this system it is not an easy task. At this point we introduce the averaging procedure over the period of vibration equal to T 1 2π/c 1 
which depends on the coefficients of non-linearity, initial amplitude, and the order of nonlinearity. 1, the related first approximation solution is
In Figure 1 , the approximate analytic solutions x A 4.13 and x A1 4.14 and the exact numerical ones x N and x N1 for 4.12 with c is not valid for application of the approximate solving procedures in the strong non-linear oscillators.
Conclusion
Due to previous consideration the following is concluded.
1 The periodical cosinus-Ateb function is the exact analytical solution of the secondorder pure non-linear differential equation, which describes the vibration of the conservative oscillator. Using the Fourier series expansion of the cosinus-Ateb function and taking the first term, the approximate description of the motion with a cosinus periodical function is obtained. Such description of the motion is usually in application.
2 Dominant binomial in the polynomial which describes the non-linear property of the conservative oscillator is obtained using not only the coefficient of the term but also the initial amplitude of the system. For the initial case, the dominant term has the highest value in comparison to other terms in polynomial. The higher the difference between the dominant and other terms, the higher the accuracy of vibration calculation based on the oscillator with dominant term. 4 The approximate averaging method is suitable for application if the perturbation of the oscillatory motion is small and the criteria suggested in the paper 3.2 are satisfied. If the coefficient of perturbation is small, it does not mean that the method is applicable for the strong non-linear systems. The suggested solving method does not require the existence of the small parameter.
