classical probabilistic reversal learning task, that optogenetic inhibition of ACC neurons on single 23 trials indeed affected reinforcement learning, we examined the consequence of this manipulation in 24 a novel two-step decision task designed to dissociate model-free and model-based learning 25 mechanisms in mice. On the two-step task, silencing spared the influence of the trial outcome but 26 reduced the influence of the experienced state transition. Analysis using reinforcement learning 27 models indicated that ACC inhibition disrupted model-based RL mechanisms. In familiar environments when executing well practiced actions, behaviour is apparently controlled 41 by a habitual system thought to employ model-free reinforcement learning (RL) (Sutton and Barto, 42 1998). Model-free RL uses reward prediction errors to acquire or cache preferences between 43 actions. However, when the environment or motivational state changes, model-free preferences can 44 become out of date, and actions are instead determined by a goal-directed system believed to 45
follow the precepts of model-based RL (Sutton and Barto, 1998) . Model-based RL learns a predictive 46 model of the consequences of actions, i.e. the states and rewards to which they typically 47 immediately lead, and evaluates options by using the model to simulate or otherwise estimate their 48 resulting long-run outcomes. Such a dual controller approach is beneficial because model-free and 49 model-based RL possess complementary strengths, the former allowing quick and computationally 50 cheap decision making at the cost of slower adaptation to changes in the environment, the latter 51 flexible and efficient use of new information at the cost of computational effort and decision speed. 52
On specific anatomical and physiological grounds, we hypothesised that ACC is a component of the 53 model-based control system. Firstly, the ACC provides a massive input to posterior dorsomedial 54 striatum (Oh et Doll et al., 2015) . We therefore sought to test the role of ACC in a reward guided decision 59 task able to dissociate model-based and model-free mechanisms. 60
The classical approach to dissociating the systems in the laboratory involves outcome devaluation 61 (Adams and Dickinson, 1981; Colwill and Rescorla, 1985) . A subject is first trained to perform an 62 tools (Miller at Here, we report our adaptation of the two-step task to study model-based and model-free learning 99 in mice, and the use of our novel variant to probe the involvement of the anterior cingulate cortex 100 (ACC), a region expected to be centrally involved. Based on an in depth computational analysis 101 (Akam et al., 2015) , we substantially modified the implementation and structure of the task, 102 developing a new version in which both the reward probabilities in the leaf states of the decision 103 tree and the action-state transition probabilities change over time. Here, detailed characterisation 104 of subjects' behaviour indicated that, as in the human version, choices were guided by a mixture of 105 model-based and model-free RL. However, we also observed a number of previously unexplored 106 characteristics, including forgetting about actions that were not chosen, perseverative influences 107 that spanned multiple trials, and representation of actions both in terms of the choices they 108 represent and the motor output they require. 109 We found that optogenetic silencing of ACC neurons on individual trials reduced the influence of the 110 experienced state transition on subsequent choice without affecting the influence of the trial 111 outcome (rewarded or not). Analysis using RL models suggested this effect was due to reduced 112 influence of model-based RL on ACC inhibition trials. For comparison purposes we performed the 113 same ACC manipulation in a standard probabilistic reversal learning task, where it reduced the 114 influence of the previous trial outcome on subsequent choice. These data are consistent with 115 subjects using a combination of model-based and model-free RL in both tasks, but with the two-step 116 task uniquely allowing a dissociation of their respective contributions to choice behaviour. 117
Results:
118
Single-trial inhibition of ACC impairs probabilistic reversal learning. 119
To confirm that ACC is involved in reward-guided decision making in mice, we first assessed whether 120 optogenetic silencing of ACC neurons affected decision making in a standard probabilistic reversal 121 learning task (Figure 1 ). Mice were trained to initiate each trial in a central nose-poke port which 122 was flanked by left and right poke ports ( Figure 1A ). Trial initiation caused the left and right pokes 123 to light up and subjects then chose between them for the chance of obtaining a water reward. 124
Reward probabilities changed in blocks, with three block types; left good (left=0.75/right=0.25), 125 neutral (0.5/0.5) and right good (0.25/0.75). Subject's choices tracked which option had higher 126 reward probability ( Figure 1B, C) , choosing the correct option at the end of non-neutral blocks with 127 probability 0.80 ± 0.04 (mean ± SD), and adapting to reversals in the reward probability with a time 128 constant of 3.57 trials (exponential fit tau). 129 
139
The following figure supplements are available for figure 1. 
143
We silenced the activity of ACC neurons on individual trials using the red-shifted halorhodopsin 144 JAWS (Chuong et al., 2014 ). An AAV viral vector expressing JAWS-GFP under the CaMKII promotor 145 was injected bilaterally into ACC of experimental animals (n=10 JAWS), while control animals (n=10) 146
were injected with an AAV expressing GFP under the CaMKII promotor. Illumination was provided 147 by a high power red LED chronically implanted above the cortical surface (Figure 1 -figure  148 supplement 1). Electrophysiological recordings in animals implanted with micro-wire bundles (n=2) 149 confirmed that red light (50mW, 630nM) from the implanted LEDs robustly inhibited ACC neurons 150 (Figure 1-figure supplement 1) . ACC neurons were inhibited using JAWS on a randomly selected 151 1/6 trials, with a minimum of two non-stimulated trials between each stimulated trial. Stimulation 152 was delivered from when subjects poked in the side poke and received the trial outcome until the 153 subsequent choice. The dataset comprised 12855 stimulated and 65186 non-stimulated trials for 154 the JAWS animals and 11096 stimulated and 55913 non-stimulated trials for the controls. 155
We assessed the effect of ACC silencing using a logistic regression analysis with previous choices and 156 outcomes as regressors. We separately analysed choices made during stimulation and on non-157 stimulated trials and used permutation tests to identify significant differences between the predictor 158 loadings in the two conditions ( Figure 1D) .
Previous choices predicted current choice with 159 decreasing loading at increasing lag relative to the current trial. Obtaining reward further predicted 160 repeating the rewarded choice, again with decreasing loading at increasing lag. ACC inhibition 161 significantly reduced the influence of the most recent outcome (i.e., whether reward was received) 162 on subsequent choice (permutation test P = 0.004 uncorrected, P = 0.024 Bonferroni corrected for 6 163 predictors), but did not affect the influence of either previous choices or earlier outcomes (P > 0.18 164 uncorrected). Light stimulation did not affect the influence of previous outcomes or choices on 165 subsequent choice in the GFP controls (P>0.38 uncorrected) and the stimulation-by-group 166 interaction was significant for the influence of the most recent outcome on choice (P = 0.014, 167 permutation test). 168
These data indicate that transient ACC silencing disrupted reward-guided decision making in the 169 probabilistic reversal learning task, however this task does not discriminate whether this was due to 170 an effect on model-free mechanisms which learn action values directly, or model-based mechanisms 171 which learn action-state transition probabilities and use these to guide choice. We therefore 172 performed the same optogenetic manipulation in a multi-step decision task designed to dissociate 173 the contribution of model-based and model-free reinforcement learning. 174
Development of a novel two-step task for mice 175
The task was based on that developed for humans by Daw et al. (2011) but both the physical format 176 in which it was presented to subjects and the task structure were heavily adapted for use with mice. 177
We first summarise changes to the task structure and their rationale before detailing the task 178 implementation. As in the Daw two-step task, our version consisted of a choice between two 'first-179 step' actions which lead probabilistically to one of two 'second-step' states where reward could be 180 obtained. Unlike the Daw task, in each second-step state there was a single action rather than a 181 choice between two actions available, reducing the number of reward probabilities the subject must 182 track from four to two (Figure 2 -figure supplement 1 ). In the original task, the stochasticity of the 183 state transitions and reward probabilities caused both model-based and model-free control to 184 obtain rewards at a rate negligibly different from random choice at the first-step (Akam et al., 2015 ; 185 Kool et al., 2016) . To promote task engagement, we increased the contrast between good and bad 186 options by using a block-based reward probability distribution rather than the random walks used in 187 the original, and by increasing the probability of common state transitions (see below) from 0.7 to 188 0.8. The final, and most significant, structural change was the introduction of reversals in the 189 transition probabilities mapping the first-step actions to the second-step states. This step was taken 190 to preclude subjects developing habitual strategies consisting of mappings from second-step states 191 in which rewards had recently been obtained to specific actions at the first step (e.g. rewards in 192 state X  chose action x, where action x is that which commonly leads to state X). Such strategies 193 can, in principle, generate behaviour that looks very similar to model-based control despite not using 194 a forward model which predicts the future state given chosen action (see Akam et al. (2015) for a 195 detailed discussion). 196
We implemented the task using a set of four nose-poke ports: a low and a high poke in the centre, which the high poke commonly (80% of trials) gave access to the right-active state and the low poke 209 commonly gave access to the left-active state, and high left / lowright in which the high poke 210 commonly gave access to the left-active, and the low poke commonly gave access to the right-active 211 state. In either case, on 20% of trials, a rare transition occurred such that each first-step action gave 212 access to the state commonly reached from the other first-step action. At block transitions, either 213 the reward probabilities or the transition probabilities changed, except on transitions to neutral 214 blocks, 50% of which were accompanied by a change in the transition probabilities (See Fig S3 for full  215 block transition structure). Reversals in which first-step action (high or low) had higher reward 216 probability, could therefore occur either due to the reward probabilities of the second-step states 217 reversing, or due to the transition probabilities linking the first-step actions to the second-step states 218 reversing. Block transitions were triggered based on a behavioural criterion (see methods) which 219 resulted in block lengths of 63.6 ± 31.7 (mean ± SD) trials. 220 
231
The following figure supplements are available for figure 2. 
236
Subjects learned the task in 3 weeks with minimal shaping (see methods) and performed an average 237 of 576 ± 174 (mean ± SD) trials per day thereafter. The baseline behavioural dataset consisted of 238 sessions from day 22 of training onwards from 17 subjects, for a total of 400 sessions and 230237 239 trials. Subject's choices tracked which first-step action had higher reward probability ( Figure 2D ,E), 240 choosing the correct option at the end of non-neutral blocks with probability 0.68 ± 0.03 (mean ± 241 SD).
Choice probabilities adapted faster (P = 0.009, bootstrap test) following block transitions in 242 which the action-state transition probabilities reversed (exponential fit tau = 17.6 trials), compared 243 with block transitions in which the reward probabilities in the two second-step states reversed (tau = 244 22.7 trials, Figure 2E ). Reaction times at the second step, i.e. the latency from when the left or right 245 side illuminated till the subject poked in the corresponding port, were faster following common than 246 rare transitions (P = 2.8 x 10 -8 , paired t-test) ( Figure 2F ). 247
The choice probability trajectories around reversals show that subjects tracked which choice is best, 248 but do not discriminate whether they used model-based or model-free RL. Both strategies are 249 capable of tracking the best option, but do so in different ways: a model-based strategy learns 250 estimates of the transition-probabilities linking the first-step actions to second-step states, and the 251 reward probabilities in these states, and calculates the expected value of choosing each first-step 252 action by combining these. By contrast, a model-free strategy directly learns action values for the 253 first-step actions through the reward prediction errors that occur when the second-step is reached, 254
and, via what is known as an eligibility trace, when the outcome (rewarded or not) is obtained after 255 the second-step. As these different strategies learn different representations of the world, which 256 are updated in different ways based on experienced events, it may be possible to dissociate them 257 based on the fine structure of how events on each trial affect subsequent choices. We employ both 258 of the two analysis approaches that are traditionally employed to do this: logistic regression showing 259 how events on each trial affect subsequent choices, and direct fitting to the behavioural data of 260 combined model-based and model-free reinforcement learning models. We detail these approaches 261 below, and use them to unpick the effects of silencing the ACC. 262 
273
The following figure supplements are available for figure 3. 
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Logistic regression analysis to disambiguate model-based versus model-free strategies 277
The simplest picture of behaviour is the raw so-called stay probabilities of repeating the first-step 278 choice for the four possible combinations of transition and outcome ( Figure 3A ). Subjects were most 279 likely to repeat choices following rewarded common transition trials, with a lower stay probability on 280 Positive loading on the transition predictor indicated that experiencing common transitions was also 296 reinforcing (P < 0.001). Loading on the transition-outcome interaction predictor was not significantly 297 different from zero (P = 0.79). The absence of transition-outcome interaction has been used in the 298 context of the traditional Daw two-step task to suggest that behaviour is model-free. 299
However, we have previously shown (Akam et al. 2015 ) that this depends on the subjects not 300 learning the transition probabilities from the transitions they experience. Such fixedness is 301 reasonable for the traditional task, for which the probabilities are fixed and are known to be so by 302 the human subjects. It is not for our task. Our analysis (Akam et al. 2015 ) suggests that when model-303 learning is included, loading in the logistic regression analysis is shifted off the interaction predictor 304 and onto the outcome and transition predictors. 305
To understand more precisely the implications of this analysis, we simulated the behaviour of a 306 model-based and a model-free RL agent, with the parameters of both fit to the behavioural data, 307 and performed the logistic regression analysis on the data simulated from both models ( Figure 2B ). 308
Data simulated from the model-free agent showed a large loading on the outcome regressor (i.e. 309 rewards were reinforcing), but minimal loading on the transition and transition-outcome interaction 310 regressors. By contrast, data simulated from the model-based agent showed a large loading on both 311 outcome and transition predictors (i.e. both rewards and common transitions were reinforcing), and 312 a small loading on the interaction predictor. The robust loading on the transition predictor observed 313 in the experimental data in therefore consistent with subjects using model-based control as a 314 component of their behavioural strategy. 315
In addition to the three predictors reflecting the influence of the previous trial's events, positive 316 loading on the 'stay' predictor (Figure 3 -figure supplement 1, P < 0.001), indicated an overall 317 tendency to repeat choices, consistent with the raw stay probabilities (Fig 3a) . The 'correct' 318 predictor also showed positive loading (P < 0.001) indicating that subjects were more likely to repeat 319 choices to the correct, i.e. higher reward probability option irrespective of the experienced trial 320
outcome. Subjects showed a small bias towards the high poke (P < 0.001) suggesting that the 321 physical layout of the pokes made this action somewhat easier to execute. We included a second 322 bias predictor which captured asymmetry in subject's bias dependent on the side they finish the 323 previous trial on, i.e. a positive loading on this predictor promoted a bias towards the high poke if 324 the previous trial ended on the left side, and towards the low poke if the previous trial ended on the 325 right side. We term this a 'rotational' bias as positive loading promotes clockwise movement around 326 the set of pokes (e.g. lefthigh, rightlow), while negative loading promotes counter-clockwise 327 movement. Though loading on this predictor was not on average different from zero (P = 0.092), it 328 exhibited a substantial spread across the population of sessions such that a subset of sessions 329 showed a strong rotational bias in either direction. Including this predictor substantially improved 330 integrated Bayes Information Criterion (iBIC) scores for the regression model (Δ iBIC = 2639) 331
indicating it captured a real feature of the data. Subjects may have developed this form of bias 332 because it is the simplest fixed response pattern that was not penalised by the block transition rule: 333
As block transitions were triggered based on a moving average of correct choices, developing an 334 overall bias for the high or low poke resulted in the favoured poke spending most of the time as the 335 bad option. Rotational bias may therefore be a default action which could be quickly executed when 336 there was little evidence to suggest one option was better than the other. 337
Single-Trial Anterior Cingulate silencing in the two-step task impairs model based strategies 338
Parameters for optogenetic silencing in the two-step task were as closely as possible matched to 339 those used in the probabilistic reversal learning task, with the same viral vector, injection sites and 340 light stimulation. Again, optogenetic inhibition was delivered on a randomly selected 1/6 of trials, 341 with a minimum of two non-stimulated trials between each stimulation trial. Inhibition was 342 delivered from when the subject entered the side poke and received the trial outcome until the 343 subsequent choice. The JAWS dataset comprised 11 animals with 12827 stimulated and 64523 non-344 stimulated trials, the GFP control dataset 12 animals, 11663 stimulated and 59408 non-stimulated 345 trials. 346
We evaluated the effect of ACC inhibition on behaviour by performing the logistic regression analysis 347 separately for choices which occurred during stimulation and on non-stimulated trials. As in the 348 baseline dataset, both experimental and control animals showed positive loading on both the 349 outcome and transition predictors on non-stimulated trials, indicating that both receiving reward 
Reinforcement learning model analysis 376
To gain a sharper picture of the baseline behaviour and the effects of ACC silencing, we fitted and 377 compared RL models to the respective datasets. Using our large baseline dataset, we performed an 378 in-depth comparison of different RL models, as detailed in the supplementary material. Here, we 379 summarise the principal findings. Our starting point was the RL agent used in the original Daw two-380 step task in which behaviour is generated by a mixture of model-based and model-381 free strategies. Since the state transition probabilities change over time in our task, we modified the 382 model to include ongoing learning about the transition probabilities. 383 permutation test). This was not observed in control GFP animals (P = 0.348). We also found that 418 the learning rate for motor-level perseveration was increased in stimulation trials (P = 0.01). The 419 absolute size of the effects were not large, though this is likely influenced by the fitting procedure 420 we used whereby we fit a version of the model in which parameters were constrained to take the 421 same value on stimulated and unstimulated trials and then used this fit as the starting conditions for 422 fitting the full model (see methods). Consistent with the logistic regression analyses, bias towards 423 the high poke was significantly higher in both JAWS and GFP control animals on stimulation trials (P 424 < 0.001), which likely reflects a bias caused by the light. The control animals also showed a 425 significantly higher value for the eligibility trace parameter on stimulated trials (P = 0.027). 426
Taken in isolation this model fitting analysis would not be taken as robust support for an effect of 427 ACC inhibition on model-based control because the effects would not survive multiple comparison 428 correction for the large number of model parameters. However, we are not using this analysis to 429 demonstrate the existence of an effect, but rather to test a hypothesis and probe the nature of the 430 effect found in the regression analysis. Therefore, the lack of multiple comparison correction is 431 appropriate here. We know that ACC inhibition affected some aspect of learning or control which 432 causes experiencing a common transition to promote repeating the preceding choice ( Figure 4A ). 433
Standard model-free RL does not predict any effect of transition type on choice while model-based 434 RL does ( Figure 3B ), however we found that such an influence could also be generated by other 435 factors, specifically perseveration or model-free RL occurring at the level of motor actions ( We developed a novel two-step decision task for rodents that was designed to dissociate model-447 based and model-free RL. We used this task to probe the effect on reward guided behaviour of 448 silencing ACC neurons, finding that optogenetic inhibition on individual trials reduced the influence 449 of the experienced state transition, but not the trial outcome, on subsequent choice. Analysis using 450 RL models suggested these effects were due to a disruption of model-based control. 451
The task was adapted from the two-step decision making task developed for human subjects by Daw 452 and colleagues . The Daw two-step has been widely adopted because it offers the 453 possibility of dissociating control strategies during ongoing learning and decision making, and 454 generates large decision datasets well suited to behavioural modelling, manipulations and 455 neurophysiology. However, in Akam et al. (2015) and here, we identified and addressed a significant 456 challenge for the presently popular programme of developing versions of this task for animal 457 subjects -that subjects may develop habitual mappings from where rewards are received to first 458 step actions (referred to as extended state representations) which can generate behaviour that 459 closely resembles model-based strategies. This is a particular concern in animal studies due to the 460 different way subjects learn the task. Human subjects participating in the Daw two-step task are 461
given detailed information about the structure of the task beforehand such that they start with a 462 largely correct model, and then perform a limited number (~200) of trials. By contrast, animal 463 subjects are typically extensively trained to reach the required performance level before recordings 464 or manipulations are performed, giving ample opportunity to learn alternative strategies. Motivated by this concern, we modified the task structure, introducing reversals into the transition 470 probabilities mapping the first-step actions to the second-step states. This breaks the long term 471 predictive relationship between where rewards are obtained and which first-step action has higher 472 value, precluding a habit-like strategy that exploits this simple relationship, but not confounding a 473 model-based strategy beyond requiring ongoing learning about the current state of the transition 474 probabilities. The resulting task is quite complex compared with typical rodent decision tasks, and it 475 is notable that mice are capable not just of learning it, but of doing so in a few weeks with minimal 476 shaping. A further advantage of introducing reversals in the transition probabilities is that over the 477 course of a session, the action-state transition probabilities, first-step action-values, and second-step 478 state values are mutually decorrelated from each other. This should provide rich opportunity for 479 future work identifying these decision variables in neural activity. and the motor action they require. We are not aware of studies which have yet compared models 495 including these elements on human two-step task data. 496
In retrospect, given the finding that representations at the motor-level influenced choice behaviour, 497 the physical implementation of the task we used had a significant shortcoming: The action required 498 to execute a given first step choice was different depending on the state reached at the second step 499 on the previous trial. This caused unnecessary ambiguity in interpreting regression loadings in terms 500 of control strategy and should be remedied in future work with this class of tasks by modifying the 501 physical layout of the apparatus. 502
As a target for silencing, we chose the cingulate cortex between AP +1 and AP -0.5 (Figure 2 In sum, we suggest that our study offers a pioneering example of both the prospects and perils for 544 the development of a new class of behavioural neuroscience investigations. We showed that it is 545 possible to fashion sophisticated behavioural tasks that even mice can acquire quickly and 546 effectively, thus affording all the benefits of modern genetic tools. However, in doing so, we showed 547 the necessity for examining the behaviour in painstaking detail, lest one be misled by surface 548 characteristics. We then provided suitably qualified support for the involvement of a key region of 549 the brain in a cognitive trade-off of great contemporary interest. Our methods should offer rich 550 opportunities for addressing this and other questions concerning the implementation and 551 interaction of different neural control systems. 552
Methods:
555
Animals. All procedures were reviewed and performed in accordance with the Champalimaud Centre 556 for the Unknown Ethics Committee guidelines. 59 male C57BL mice aged between 2 -3 months at 557 the start of experiments were used in the study. Mice were housed socially, except for 1 week in 558 individual housing post-surgery where applicable. Animals were housed under a 12 hours light/dark 559 cycle with experiments performed during the light cycle. 17 subjects were used in the two-step task 560 baseline behaviour dataset. 14 subjects (8 JAWS, 6 GFP controls) were used for the two-step task 561 ACC manipulation only. 14 subjects (8 JAWS, 6 GFP controls) were used for the probabilistic reversal 562 learning task ACC manipulation only. 14 subjects (8 JAWS, 6 GFP controls) were first trained and 563 tested on the two-step ACC manipulation, then retrained for a week on the probabilistic reversal 564 learning task and tested on the ACC manipulation in this task. 7 JAWS-GFP animals were excluded 565 from the study due to poor or mislocated JAWS expression. In the group that was tested on both 566 tasks, 1 Jaws and 2 control animals were lost from the study before optogenetic manipulation on the 567 probabilistic reversal learning task due to failure of the LED implants. The resulting group sizes for 568 the optogenetic manipulation experiments were as reported in the results section. 569
Behaviour 570
Mice were placed on water restriction 48 hours before the first behavioural training session, and 571 given 1 hour ad libitum access to water in their home cage 24 hours before the first training session. 572
Mice received 1 training session per day of duration 1.5 -2 hours, and were trained 6 days per week 573 with 1 hour ad libitum water access in their home cage on their day off. During behavioural training 574 mice had access to dry chow in the testing apparatus as we found this increased the number of trials 575 performed and amount of water consumed. On days when mice were trained they typically 576 received all their water in the task (typically 0.5-1.25ml), but additional water was provided as 577 required to maintain a body weight >85% of their pre-restriction weight. Under this protocol, 578 bodyweight typically dropped to ~90% of pre-restriction level in the first week of training, then 579 gradually increased over weeks to reach a steady state of ~95-105% pre-restriction body weight 580 (Figure 2 -figure supplement 3) . 581
Behavioural experiments were performed in 14 custom made 12x12cm operant chambers using 582 pyControl (http://pycontrol.readthedocs.io/en/latest/), a behavioural experiment control system 583 built around the Micropython microcontroller. The pyControl task definition files are included in 584 supplementary material. The apparatus, trial structure and block structure of the two-step task are 585 described in the results section. Block transitions were triggered based on subject's behaviour, 586 occurring 20 trials after an exponential moving average (tau = 8 trials) of subject's choices crossed a 587 75% correct threshold. The 20 trial delay between the threshold crossing and block transition 588 allowed subjects performance at the end of blocks to be assessed without selection bias due to the 589 block transition rule. In neutral blocks where there was no correct choice, block transitions occurred 590 with 0.1 probability on each trial after the 40 th , giving a mean neutral block length of 50 trials. 591
Subjects started each session with the reward and transition probabilities in the same state that the 592 previous session finished on. 593
Subjects encountered the full trial structure from the first day of training. The only task parameters 594 that were changed over the course of training were the reward and state transition probabilities and 595 the reward sizes. These were changed to gradually increase task difficulty over days of training, with 596 the typical trajectory of parameter changes as follows: 597 The trials structure and block structure of the probabilistic reversal learning task are described in the 599 results section. Block transitions from non-neutral blocks were triggered 10 trials after an 600 exponential moving average (tau = 8 trials) crossed a 75% correct threshold. Block transitions from 601 neutral blocks occurred with probability 0.1 on each trial after the 15 th of the block to give an 602 average neutral block length of 25 trials. 603
Optogenetic Inhibition 604
Experimental animals were injected bilaterally with AAV5-CamKII-Jaws-KGC-GFP-ER2 (UNC vector 605 core, titre: 5.9 x 10 12 ) using 16 injections each of 50nL (total 800nL) spread across 4 injection tracks 606 (2 per hemisphere) at coordinates: AP: 0, 0.5, ML: ±0.4, DV: -1, -1.2, -1.4, -1.6mm relative to dura. 607
Control animals were injected with AAV5-CaMKII-GFP (UNC vector core, titre: 2.9 x 10 12 ) at the same 608 coordinates. Injections were performed at a rate of 4.6nL/5 seconds, using a Nanojet II (Drummond 609 Scientific) with bevelled glass micropipettes of tip diameter 50-100um. A circular craniotomy of 610 diameter 1.8mm was centred on AP: 0.25, ML: 0, and a high power red led (Cree XLamp XP-E2) was 611 positioned above the craniotomy touching the dura. The LED was mounted on a custom designed 612 insulated metal substrate PCB (Figure 1 -figure supplement 1A) . The LEDs were powered using a 613 custom designed constant current LED driver built around the AL8805 integrated circuit. Light 614 stimulation (50mW, 630nM) was delivered on stimulation trials from when the subject entered the 615 side poke until the subsequent choice, up to a maximum of 6 seconds. Stimulation was delivered on 616 a randomly selected 17% of trials, with a minimum of 2 non-stimulated trials between each 617 stimulation trial followed by a 0.25 probability of stimulation on each subsequent trial. At the end of 618 behavioural experiments, animals were sacrificed and perfused with paraformaldehyde (4%). The 619 brains were sectioned in 50um coronal slices and the location of viral expression was characterised 620 with fluorescence microscopy (Figure 1 -figure supplement 2) . 621
Two animals were injected unilaterally with the JAWS-GFP virus using the coordinates described 622 above and implanted with the LED implant and a movable bundle of 16 tungsten micro-wires of 623 23μm diameter (Innovative-Neurophysiology) to record unit activity. After 4 weeks of recovery, 624 recording sessions were performed at 24 hour intervals and the electrode bundle was advanced by 625 50 um after each session, covering a depth range of 300 -1300um from dura over the course of 626 recordings. During recording sessions mice were free to move inside a sound attenuating chamber. 627
Light pulses (50mW power, 5 second duration) were delivered at random intervals with a mean 628 inter-stimulus interval of 30 seconds. Neural activity was acquired using a Plexon recording system 629 running Omniplex v. 1.11.3. The signals were digitally recorded at 40000 Hz and subsequently band-630 pass filtered between 200 Hz and 3000 Hz. Following filtering, spikes were detected using an 631 amplitude threshold set at twice the standard deviation of the bandpass filtered signal. Initial 632 sorting was performed automatically using Kilosort (Pachitariu et al., 2016) . The results were refined 633 via manual sorting based on waveform characteristics, PCA and inter-spike interval histogram. 634
Clusters were classified as single units if well separated from noise and other units and the spike rate 635 in the 2ms following each spike was less than 1% of the average spike rate. 636
Behavioural analysis: All analysis of behaviour was performed in Python, full analysis code and 637 behavioural data is included in supplementary material. 638
Logistic regression model 639
The logistic regression model for the two-step task predicted the probability of choosing the high 640 poke as a function events on the previous trial using the following set of predictors: 641 
642
Note, regression predictors were scaled to take values of ±0.5 such that the loading are in units of 643 log-odds. The two-step task logistic regression excluded the first 20 trials after each reversal in the 644 transition probabilities as it is ambiguous which transitions are common and rare at this point. This 645 resulted in ~9% of trials being excluded from the logistic regression analysis. 646
The logistic regression analysis for the probabilistic reversal learning task predicted the probability of 647 choosing the left poke as a function of events on the previous 3 trials, using the following set of 648 
Reinforcement learning modelling: 651
The following variables and parameters were used in the RL models: 652
RL model variables
Reward obtained on trial (0 or 1) 1 Action taken at first step (high or low poke) 2 Action taken at second step (left or right poke)
Action not taken at first step (high or low poke)
Action not taken at second step (left or right poke) In models that included value forgetting this value of not chosen actions was updated as: 658
Model-based RL: The model-based component updated its estimate of the state transition 661 probabilities mapping first-step action to second-step state as: 662
In models that included transition probability forgetting, the state transition probabilities for the not 665 chosen action decayed towards a uniform distribution as: 666 Perseveration: Choice perseveration was modelled using variables ( 1 , ) which reflected the 679 previous choice history. In models using a single trial choice kernel these were updated as: 680
( 1 , 1 ) ⃪ 0.5 681
In models which used an exponential choice kernel, ( 1 , ) were updated as: 683
( 1 , 1 ) ⃪ (1 − ) ( 1 , 1 ) + 0.5 684
In models which used motor-level perseveration this was modelled using variables ( 1 , ) which 686 reflected the previous history of motor actions at the first step. The motor-preservation variable for 687 the motor action executed was updated as: 688
The motor perseveration variables for all other motor actions was updated as: 690
Biases: A bias for the high/low poke was modelled with a bias variable B which took values: 692
( 1 , ) = 0.5 if is high poke, -0.5 if is low poke. 693
The rotational bias (see results section) was modelled with a variable ( ) which took values: 694 
| |log |D| 739
Where |M| is the number of fitted parameters of the prior, |D| is the number of data points (total 740 choices made by all subjects) and iBIC is the integrated BIC score. The log data likelihood given 741 maximum likelihood parameters for the prior log ( | ) is calculated by integrating out the 742 individual session parameters: 743
Where the integral is approximated as the average over K samples drawn from the prior ( | ). 746 Bootstrap 95% confidence intervals were estimated for the iBIC scores by resampling from the 747 population of samples drawn from the prior. 748
Permutation testing: 749
Permutation testing was used to assess the significance of differences in model fits between 750 stimulated and non-stimulated trials. For the logistic regression analyses, the regression model was 751 fit separately to stimulated and non-stimulated trials to give two sets of population level parameters 752 = { , } and = { , }, where are the parameters for the stimulated trials and are 753 the parameters for the non-stimulated trials. The distance between the population level means for 754 the stimulated and non-stimulated conditions were calculated as: 755
An ensemble of L permuted datasets was then created by shuffling the labels on trials such that 757 trials were randomly assigned to the 'stimulated' and 'non-stimulated' conditions. The model was fit 758 separately to the stimulated and non-stimulated trials for each permuted dataset and the distance 759 between population level means in the stimulated and non-stimulated conditions was calculated for 760 each permuted dataset i as: 761
The distribution of distances ∆ over the population of permuted datasets approximates the 763 distribution of distances under the null hypothesis that stimulation does not affect the model 764 parameters. The P-values for the observed distances ∆ are then given by: 765
In addition to testing for a significant main effect of the stimulation we tested for significant 768 stimulation by group interaction. We first evaluated the true distance between the effect sizes for 769 the two groups as: 770
The approximate distribution of this distance under the null hypothesis that there was no difference 772 between the groups was evaluated by creating an ensemble of permuted datasets in which we 773 randomly assigned subjects to the JAWS and GFP groups and the interaction P value was calculated 774 as above. 775
For reinforcement learning models, the model cannot be fitted separately to stimulated and non-776 stimulated trials because of the serial dependence of decision variables from trial to trial. We 777 therefore created RL models where all or a subset of the model parameters took separate values on 778 stimulated and non-stimulated trials, such that if the base model had n parameters the resulting 779 model had 2n parameters. To test for significant differences between parameters on stimulated and 780 non-stimulated trials, the model was fit to give a set of population level parameters = { , }, of 781 which a subset , were active on stimulation trials and their counterparts , were active on 782 non-stimulation trials. As before the distances between the stimulated and non-stimulated 783 parameter values were calculated as ∆ = | − | and permutation testing otherwise proceeded 784 as described above for the regression models. 785
The following procedure was used to minimise problems with local minima when these high 786 parameter count RL models were fitted to stimulation data. We first fitted a version of the model in 787 which the parameters were the same for stimulated and non-stimulated trials. This fit was repeated 788 16 times with randomised initial values for the population level prior means. The fit with the best 789 likelihood across repeats was used to initialise the population level prior distribution for the full 790 model in which parameters were free to take different values on stimulated and non-stimulated 791 trials, such the stim and non-stim parameters started the fitting procedure with the same values. 792
For permutation testing the same initial fit was used for the true and permuted datasets. To ensure 793 that permutation test results were not dependent on the specific initial fit found, the whole 794 procedure was repeated 20 times and the mean P value across the 20 repeats was taken. 795
Permutation tests were run on the Oxford Advanced Research Computing (ARC) facility. 796
Bootstrap test for reversal analysis: 797
The speed of behavioural adaptation to reversals in the transition and reward probabilities was 798 evaluated by fitting exponentials to the average choice probability trajectories following each type of 799 reversal ( Figure 1E ). To test whether adaptation following reversals in transition probabilities was 800 significantly faster than that following reversals in reward probabilities, we constructed a bootstrap 801 confidence interval for the difference ∆ = − , where and are respectively the 802 exponential time constants following reversals in the reward and transition probabilities. The 803 bootstrap confidence interval was evaluated by creating an ensemble of L resampled datasets by 804 drawing subjects with replacement from the set of subjects that comprised the baseline dataset. 805
The bootstrap P-value was then evaluated as: 806 To evaluate the logistic regression loadings expected for a model-based and model-free agent on the 810 task ( Figure 2B ), we first fitted each agent type to our baseline behavioural dataset using the 811 hierarchical framework outlined above. The agents used were a model-free agent with eligibility 812 traces and value forgetting, and a model-based agent with value and transition probability 813
forgetting. We then simulated data (4000 sessions each of 500 trials) from each agent, drawing 814 parameters for each session from the fitted population level distributions for that agent. We 815 performed the logistic regression on the simulated data, again using the hierarchical framework as 816 for the logistic regression analysis of experimental data. 817
Simulating effects of single trial inhibition 818
In Figure 5 -figure supplement 3 
