The method developed by FredholmI for the solution of a non-homogeneous linear integral equation is comparatively simple in case the corresponding homogeneous equation admits no solutions not identically zero; in terms of the determinant and the first minor for the kernel of the given equation a resolvent function is defined, by means of which the solution is readily found. If, on the other hand, the homogeneous equation admits non-zero solutions, the development of necessary and sufficient conditions for the existence of solutions of the non-homogeneous equation by Fredholm's method, while similar in character to the simpler case, involves the introduction of minors of higher order, thereby necessitating somewhat tedious and complicated algebraic manipulation.
Other methods of approach have been devised in this case-for example, Schmidt's detour through the easier theories of equations with kernels which are symmetric, which remain small in absolute value, or which consist of the sum of a finite number of terms of the form <p (x) $ (y), to that of the equation with general unsymmetric kernel.\ ,Such methods, although they present many points of interest in themselves, involve a considerable amount of work before arriving at the few essential facts regarding the solution of the integral equation.
It is the purpose of the present paper to furnish a scheme for obtaining these essential facts rapidly and directly, without the introduction of any new concepts beyond those involved in the simpler case; by an easy artifice, the solution of a given integral equation is reduced to the solution of another, for whose kernel a resolvent function exists; * Read before the American Mathematical Society, September 12, 1911. t Acta Mathematics, vol.27 (1903) , p. 365.
Î Mathematische Annalen, vol. 63 (1907), p. 459; vol. 64 (1907) , p. 161. A recent paper by T. Lalesco, Bulletin de la Société Mathématique de France, vol. 39 (1911) , p. 85, is also concerned with the problem here presented; the method is more complicated than that here used and the steps of the work, as well as the final result, are quite different. On the other hand, Lalesco obtains valuable information regarding the behavior of the resolvent in the neighborhood of a pole, which is not obtainable by the procedure here suggested. It should be noted that the facts are given completely by Theorems I, II, and III; the remainder of the paper is concerned with various subsidiary considerations.
Throughout, the known functions of one variable are supposed to be given, and the unknown to be sought, in the interval a ^ x ^ b; the kernel K (x, y) is supposed given in the region aúxúb,aúyúb; these premises will not be repeated in the statement of the theorems.
The treatment is restricted to the case that all functions involved are continuous.
From the elementary part of the Fredholm theory* we assume the following Lemma I. // the kernel K (x, y) is continuous, and if either of the equations
has no continuous solutions not identically zero, then the other has no continuous solutions not identically zero; there exists a continuous function k (x, y), the resolvent to the given kernel K (x, y), such that k (x, y) = K (x, y) + I K (x, s) k (s, y) ds, k(x, y) = K (x, y) + I k(x, s) K (s, y) ds; Ja iff(x) is continuous, the equation
•Ja has one and only one continuous solution, given by the formula:
We assume also the properties of normal orthogonal sets of continuous functions,! and in particular the following:
Lemma II. If ui (x), u2 (x), • ■ ■ , un (x) are linearly independent continuous functions, then there exists a normal orthogonal set of continuous functions vi ( x ), V2 ( x ), • ■ ■ , vn ( x ), such that any function of either set is linearly dependent on the functions of the other set.
We proceed to the proof of the theorems giving the desired facts. Theorem I. If the kernel K ix, y) is continuous, the equations (1), (1') have each a finite number of linearly independent continuous solutions, on which every other continuous solution is linearly dependent; and this number is the same for the two equations.
The proof of the first part of the theorem by direct methods is well known,* and will not be repeated here; it is only the direct proof of the equality of the numbers of solutions which is new. Let the sets of solutions of (1) On the other hand, at least one solution of (4') not identically zero can be found, namely v (x) -tn+i (x); for
Thus the assumption that n < m leads to a contradiction of Lemma I, and is therefore untenable.
A similar proof holds for the hypothesis n > m, so that the theorem is proved.
Theorem II. If the complete sets of normal orthogonal solutions of (1)
•••,t%(x), there exists a* continuous function k (x, y), the pseudo-resolvent to the given kernel K (x, y), such that
To prove this, we carry over from the proof of Theorem I the definition (3) of L ( x, y ) and the property, that the equation (4) has no continuous solution not identically zero. Let us construct the resolvent k (x, y) to the kernel L ( x, y ) ; its existence is assured by Lemma I, which also furnishes the identities:
•Jet
The first of these identities may be rewritten in the form:
i=l Ja * In fact, an infinite number of auch functions; their relations to one another are mentioned later.
on multiplying by far (x) [j = 1, 2, • • •, n], and integrating with respect to x from a to b, we obtain, after easy simplifications,
and the substitution of this result in (11) yields at once (9), the first of the formulae to be proved. The second formula may be verified in like manner.
Theorem III. A necessary and sufficient condition that the equation
If this condition is fulfilled, any continuous solution may be written in the form
where Ci, c2, • • •, c" are constaras.
The theorem may be paraphrased as follows : if (2) has a continuous solution, it must be given by (13) ; the continuous function defined by (13) is a solution of (2) when and only when conditions (12) are fulfilled. The proof of these two assertions is conducted by the use of the pseudo-resolvent and the identities (9), (9'), in exactly the same fashion as the proof of the corresponding part of Lemma I is ordinarily given by use of the resolvent and its characteristic properties.
If we multiply (2) by k (z, x) and integrate with respect to x, we-infer, by use of (9'), that
Ja toi Ja the direct substitution of this result in (2) leads to: On the other hand, suppose that (13) is satisfied; a similar process of multiplication by K (z, x), integration with respect to x, use of (9), and substitution in (13), leads to the result:
Thus the function u (x) defined by (13) will actually be a solution of (2) when and, on account of the linear independence oí fa (x), fa (x), • ■ ■ , fa (x), only when conditions (12) are satisfied. Our theorem is thus proved. It is evident that the function k (x, y) defined in the course of the proof of Theorem II is not uniquely defined by the relations (9), (9') ; these are satisfied by every function of the form k (x, y) + X) Oi,j vi (x)fa(y), t=i,j=i (where c,rJ are constants) and by no other continuous functions. The particular function which arose in the proof may be completely specified, if this is desired, by demanding, in addition to (9) It is natural to ask whether functions of still more general character could serve the same purpose-functions which do not necessarily satisfy (9), (9'), but which nevertheless suffice to give the solutions of (2) in the form (13) under conditions (12). Any continuous function I (x, y) will be called a pseitdoresolvent to the kernel K (x, y) if for every continuous function f (x) satisfying conditions (12), every continuous solution of (2) is expressible in the form:
and every function of the form (14) is a solution of (2). We then have Theorem IV. In order that the continuous function I (x, y) be a pseudoresolvent, it is necessary and sufficient that and (15) is demonstrated. The same plan cannot be used in the proof of (15') ;* we shall deduce this formula from (15), making use of the properties of the simpler pseudo-resolvent k (x, y).
Operating with k (x, y) in the usual manner on (15) as if it were an equation to be solved for an unknown function I ( x, y ), we deduce that l(x, y) = K(x, y) -yjTi*i(x)fa(y)+ \ k(x, s) K(s, y) ds and it is evident that with this choice of *< (z), the restrictions (16') are also satisfied.
We have thus shown the necessity of the conditions stated for a pseudoresolvent; that they are sufficient may be verified at once by following out exactly the lines of the proof of Theorem III.
To complete the theory of these more general pseudo-resolvents, we add a sort of partial converse of Theorem IV:
Theorem V. For any set of continuous functions 4>i ( x ), $2 ( x ), • • • , $" (a:); S^i (x), ty2 (x), • • • , ^" (x), satisfying (16), (16'), there exist pseudoresolvents I (x, y) satisfying (15), (15').
To construct them we have only to solve (15), (15') for l (x, y) by tbe use of any special pseudo-resolvent (such as k (x, y) of Theorems II and III), Out of the large number of possible pseudo-resolvents, that of theorem II especially recommends itself both by the symmetry of its characteristic formulae (9), (9'), and by the ease with which its existence can be proved directly.
It is of interest to investigate from the present standpoint the pseudoresolvent which presents itself in Fredholm's treatment;* it must of course fall under the case of Theorem IV for some choice of *i, <f>2, •••,*"; SFi, ¥« i • • • i ¥n.
If we remove from a statement of the properties of the Fredholm pseudo-resolvent all reference to the successive minors, in terms of which it is derived, we obtain the following essential facts :f There exist n points 
