Abstract-The effects of probe displacement errors in the near-field measurement procedure on the far-field spectrum are studied. Expressions are derived for the displacement error functions that maximize the fractional error in the spectrum both for the on-axis and off-axis directions. The x-y and z-displacement errors in planar scanning are studied first and, consequently, the results are generalized to errors in spherical scanning. Some simple near-field models are used to obtain order of magnitude estimates for the fractional error as a function of relevant scale lengths of the near field, defined as the lengths over which significant variations occur.
I. INTRODUCTION HE UNAVOIDABLE ERRORS in the probe's position
T while scanning the near field of an antenna show up inevitably in the far field of the antenna being measured. As is well known [l] , the far field of an antenna is obtained by taking the Fourier transform of the antenna's planar near field and performing additional algebraic manipulations to remove the effect of the receiving characteristics of the probe, a procedure known as probe correction. In evaluating the accuracy of a near-field range-planar , cylindrical or spherical-obvious and natural questions arise: 1) what systematic position errors will lead to maximum far-field errors; 2) what is the dependence of this maximum far-field error function on the wavenumber k, whose magnitude is constant; and, more generally, 3) what is the exact error-contaminated far field of an antenna if its exact near field and an arbitrary probe displacement error function are known?
Previous studies raised the first two questions above [2] - [5] and treated them in the context of planar scanning. This paper reexamines the above question in the planar context from a slightly different point of view, with the intent to achieve enough generality in the mathematical formalism so that the analysis can be extended to study position errors in cylindrical and spherical scanning procedures. Some error expressions are derived in spherical geometry which can serve as the basis for computer simulation. Similar simulations in the planar case have been discussed in [3] . A general expression that answers the third question is also derived.
To accomplish the objectives of the paper, expressions for maximum systematic errors in all geometries have to be derived. First, simple general mathematical arguments are used to get the structure and the relevant parameters that appear in the fractional error expressions; then a rigorous procedure for maximization of error is outlined for on-axis errors in mathematically real near fields. This simplified special case is considered first for a mathematical reason: the error expressions for realistic (complex) near fields for on-or off-axis directions in k-space can be obtained using the procedure worked out for the simplified on-axis case if a straightforward additional procedure is incorporated. Once this procedure is worked out, all special complicated cases such as steered beams and all errors in spherical geometry can be treated.
GENERAL MATHEMATICAL STATEMENT OF THE PROBLEM
We can derive general expressions for the fractional error in the spectrum of the near field B(x) due to arbitrary position errors. Here x is an arbitrary three-dimensional position vector. If the real function 6x(x) is the error in position of the probe at x, then the near field measured is B(x + Sx(x)). The fractional error in the spectrum D(k) due to position errors is then where the integration is over the finite scan plane. The use of a finite plane of integration is an approximation in the denominator, but is exact in the numerator, since errors occur only at points where measurements are taken. In the above expression we also have k = (K, +y), where K = (kx, k,,), k, = f y and I k I = 2 d h = constant for lossless media. We now seek the real function 6x(x) that maximizes the fractional error in a given direction in k-space. The numerator in (1) will have a maximum for a finite 6x(x) only if 6x(x) is subject to the constraint 1 16xI2 d2x=u2 A where U = constant, A is the total scan area. Expressions (1) and (2) then define a variational problem wherein the function 6x(x) that maximizes (1) can be found with the use of the functional derivative [6] . This simple procedure will be indicated below for the one-dimensional case. Physically, the constraint in (2) merely restricts the error functions to be U.S. Government work not protected by U.S. copyright ~ considered to a constant root mean square (rms) value. Strictly speaking, the variational problem has to be formulated for either the real or imaginary part of (1) separately. To find the maximum of the absolute value of the fractional error, a slightly modified procedure has to be followed.
One can write down very general expressions for the maximum fractional error in (1) without having to specify 6x(x). By the use of the mean value theorem for real functions [7] and for K = 0 (on axis), one can write (assuming that any z-dependence is specified as a function of x and y, and suppressing the k, = + y dependence)
where % and t are some points on the scan plane and B(Z) is the average of the near-field measurements. We have assumed here that B(x) is essentially a real function (nonzero phase is allowed), since the mean value theorem cannot be applied to complex functions directly [73.' We can approximate (3) as
which in the one-dimensional case is (prime denotes differentiation)
As will be seen below, in a first order approximation a properly normalized displacement-error function has a maximum proportional to U , hence (using 01 as constant of proportionality), where c is some constant of order unity, and 1 is scale length of significant variation in the near field. In (5a) and below, the subscript on p indicates the order of approximation. The exact value of c can be obtained only from either an actual near field or a model of it. An order-of-magnitude estimate for c can be obtained as follows: BAax = B-11, B(2) = B-I2 and assuming 01 = 1, one obtains c 5: 2 . As will be seen below, this is, indeed, a good estimate. (Equation (5a) agrees in form with [3, eq. (63a)l.) The scale length 1 represents variations in the near field B(x) either parallel or perpendicular to ko, the wave vector of interest. In case SxllkO, then I-' = lkol = 2 d X , as can be verified from the simple model of a plane wave of constant amplitude propagating in the direction 6x. Variations in the amplitude of the near field orthogonal to 6x will be reflected in To reiterate, these simplifying assumptions are made here in order to develop an understanding of the relevant parameters and the structure of the error expressions sought. It is not true that this simple example is studied because more complicated cases cannot be treated. As will be seen below, the error analysis of any special case that is more general than the one considered here follows simply from the considerations in this section and the next, and the additional procedure outlined in Section III-B.
the constant in (5a), in this case denoted by CII. For 6xLk, I
represents the scale length in the variation of the near-field profile along surfaces of constant phase. The constant in this case will be denoted by cI. Hence, we can write Two alternative expressions to (4) can be shown to be, using for the unit amplitude near field and denoting derivatives by a prime and
(7)
where the ( e ) implies the average. These expressions will be derived in the next section. Again, the derivatives in (6) and (7) represent directions either parallel or orthogonal to k. Here the unit amplitude near field has been introduced to emphasize the fact that the absolute magnitude of the near field cancels out in these expressions.
In (5)-(7) it has been assumed that the near field is real. If the fractional error in directions other than K = 0 is desired or if the near field is complex (i.e., for any real antennas, steered beams or electrically small antennas), the derivations of scalelength expressions are slightly more Complicated, but fundamentally present no great difficulties.
HI. THE MAXIMIZATION PROCEDURE
To solve the variational problem as stated in (1) and (2) in complete generality, we have to proceed in steps. First, we solve the simplified problem, where the near field is a real function and the wave vector in the exponential vanishes. Then in the one-dimensional case we seek to maximize the integral 
and similarly for higher order terms. Using (13, (12) becomes or 1 ax=-B'(x+6x). 277
Equation (1Oc) is an implicit statement specifying 6x(x) that will maximize the integral in (8). To obtain 6x(x) explicitly, (1Oc) is expanded in a Taylor series and the constant 7 is obtained from (9). The conditions for first-and higher order approximation values can thus be worked out. If we want the displacement-error function to satisfy and (14) and (18) are consistently satisfied by
It is easy to see that (19a) and (19b) can be satisfied for a small enough a,. Special attention must be given to points where B"(x) = 0, but we will not address that here.
The maximum of (17) is obtained using (15)
and the fractional error in (1) can be written as in (7) 1
instead of condition (9), we merely have to multiply 6x in (9) by U,. Thus there is no loss of generality in using (1 l), as (9) is a special case of (ll), i.e., the maximization procedure is independent of U,, which appears only as a linear parameter of the problem. The Taylor series expansion of (1Oc) is where P(x) is the unit-amplitude near field. Higher order approximation schemes to solve (8) and (10) consistently can be worked out, but this will not be done here, since the unwieldy algebraic manipulations lead to no new results. In (1) and (2) a second-order expansion of the integral in (8) has been found useful, i.e., the maximization of
7

2!
For a first-order expansion in 6x the condition must hold, and similarly for higher order terms. This implies has been sought. We can use the first-order expression (15) to get
where 77 is determined by (11). If we further assume that B " ( x ) 4 277 then from (13) and (11) The more exact expression for p2 using a second-order expansion in (10) would result in a much more complicated form. Again the amplitude of the near field is seen to cancel; hence the use of 0 in (21b).
Since AD = De -Do, where De is the error-contaminated spectrum, one can write
This result together with (21a) can b'e compared to that given in [3] where an equation of the same form has been derived.
Before proceeding to maximize (8) for complex near fields B(x) or for K # 0 (off axis), a few elementary near-field satisfies (1 1). Thus, the displacement error function leading to maximum far-field errors has been found. Consistent with the 'first-order approximation developed here, the integral in (8) is models will be used to exhibit some explicit results for the fractional error p .
A. Some Simple Models
Two basic models that incorporate the most essential features of near fields will be used in expressions (21) and (22). These are a triangle and a cos2 ax, where a = 621.
These are illustrated in Fig. 1 . Both of these models have a scale length 1. The model independence of the maximization process can be surmised by deriving results for both of these models. For the triangle 10'1 = (1/1)0" = 0, except a t x = 0, and (0) = 1/2(21)(1)/21 = 1/2. SO
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The second-order term in p2 contributes only at x = 0, which cannot be calculated by elementary means. If we approximate In this case, there is no contribution from the second-order term. However, in general, asymmetric near fields will contribute here and will be of the form as in (23b). In practice this will arise for steered beams.
Comparing (23a) and (23c) one can see that the results are essentially model independent, since the constant coefficients are essentially equal and the other parameters enter exactly the same way.
On closer examination, it is found that for this example (19b) gives the most stringent condition on U,, i.e., nR .
-E -
This last relationship gives the rFs displacement error in units of wavelengths in terms of R, the far-field error in decibels, and n, the aperture size, in units of wavelength. 
B. Maximization of General Complex Near-Field Error Integral
For general complex near fields or for errors in the off-axis direction, the expression whose amplitude is to be maximized has both real and imaginary parts; i.e., I= Gr(x, 6x(x)) dx+i j Gj(x, 6x(x)) dx. (26) Gr(Gj) is the real (imaginary) part of the integrand in the numerator of (1). One can either maximize the real (imaginary) part using the same procedure as for on-axis real near fields, but the maximum of the amplitude of I in (26) will not, in general, be thus attained. Only if where E is some wavenumber and b(x) is one of the profiles depicted in Fig. 1 . Mathematically, the problem of maximizing the error integral (26) (either for k = E, or k # E) can be simplified if one keeps in mind the ratio in (5d); i.e., if the beam is steered enough off axis so that displacement errors in the scan plane correspond geometrically to displacement errors parallel to k, with a small additional effect due to errors perpendicular to k. If the beam angle is 8, a first-order approximation is
If in the region of interest the near field is real, the off-axis For angles such that any error has a significant projection both parallel and perpendicular to k, (39) is essentially valid, but the full analysis is outlined in Section III-B and Appendix I has to be carried out to determine the constants. For k # E, the expressions in Section III-C can be easily adopted for beams steered sufficiently off axis. One merely has to put the symbols in that section as 
D(k) I ' ( B ( x ) cos kx)2+ ( B ( x ) sin kx)2 (36)
and
IV. THE ERROR-CONTAMINATED FAR FIELD
The error-contaminated spectrum of the near field can be calculated exactly if the near field of the antenna and the exact displacement-error function are known. Let D,(K) be' the error-contaminated far field 
2! ax2
The general expansion is a three-dimensional Taylor For small 6x(x) such that k -6x 4 1, (43) immediately yields a first-order approximation
If we model 6x as a sum of delta functions, i.e., 6x(x) = Z,,E,,~(X -x,,) where E,, is a vectorial amplitude and x,, are the grid points where measurements are taken, then (44b) yields
AD(K) = D,(K)-D(K)=ik
Here, E,, is an unrestricted amplitude of the displacement function, and hence could be a random number. In such an event, (44c) gives the effects of random displacement errors on the far field. where B,(r) is the spherical and Bp(x) is the planar near field and r is the general three-dimensional position vector. The phases across the main beam, however, differ, primarily due to the change in the z displacement between the probe and the antenna. In a planar scan, the phase is essentially constant, but in the spherical scan the significant phase is given by where R is the radius of the scan sphere and x2 + z2 = R 2 is the intersection of the scan sphere and the y = 0 plane.
V. DISPLACEMENT ERRORS IN SPHERICAL SCANNING
The simple expressions in (45) and (46) can be exploited in spherical error analysis to take advantage of the results obtained in planar error analysis: one merely has to transform the phase of B,(r) according to (46) and approximate B,(x) with B,(r). The additional effect due to the variation of the orientation of the probe in spherical scanning as a function of position relative to the constant orientation of the probe in planar scanning is only significant at extreme angles and is neglected in this section. Accordingly, errors in spherical scanning will, in general, be a linear combination of z and x-y errors in planar scanning. The linear coefficients will depend on an averaged geometric relationship between the sphere and the plane, as will now be shown. ~x ( x )
In planar notation, (47) is (48)
were 0 = sin-' (AYR), and R is the scan radius. Here L, R , and e , , the maximum scan angle, are related by e , , = sin-' ( L / R ) . Both displacement error functions in (48) must be taken into account in the maximization procedure, and Section III must be altered accordingly.
The constraint (corresponding to (1 1)) is now written as respect to (R68(x) ) will give the maximizing function similar to (15). Since aB/az = iyB, the integrand in (51) is complex, in general, and the procedure outlined in Section III-B must be followed. Each term is maximized separately by and Hence, Expressions (55)-(58) can be compared to (20) and (21). The presence of the geometric factors ( z / R ) and ( x / R ) in these new expressions merely reflect the fact that the magnitude of M ( x ) is being optimized rather than the displacements in the xy plane.
Equations (52) and (58) individually maximize the respective terms in (51). However, as we have seen in Section III-B, the maximization of If1 in (50) 
, for x-component These expressions are comparable to (5b) and (5c) and to (23) and (25). (56) VI. SUMMARY The effects of probe displacement errors on the far-field spectrum have been examined both for planar and spherical scanning. Expressions for the displacement errors that maximize the error in the far field have been derived using a method well known in the calculus of variations. The treatment of the planar case is straightforward, but the spherical problem is complicated by the fact that an error in a spherical coordinate corresponds to both x-y and z errors in planar geometry. Hence, a more complicated maximization procedure had to be adopted after the spherical data were (57) (58) transformed both in amplitude and phase onto the plane. To first order all fractional errors can be expressed as functions of c(cr/l), where c is some constant of order unity, I is the relevant length scale either parallel or orthogonal to the direction in k-space under observation, and U is an integral measure (constraint) of the total mean-square error of the measuring system.
APPENDIX I MAXIMIZATION OF GENERAL COMPLEX NEAR-FIELD ERROR
INTEGRALS: SOME FURTHER DETAILS In Section III-B, the maximization of general complex nearfield error integrals has been outlined. Here we present some important details. All quantities used in this Appendix have been previously defined in Section III-B.
Condition ( 
Equations (65) and (66) provide the coefficients in the displacement error function (28) that maximizes the general error integral (26).
Treating the special case a # 0, P = 0, that corresponds to maximizing only the real part of (26), one obtains from (62a) and from (62b) L J which is not, in general, satisfied. Similar results hold for a = 0, 0 # 0; in this case (62a) gives and (62b) again leads to (68). This shows that these special cases do not maximize, in general, the amplitude of the integral in (26).
APPENDIX I1 THE MAXIMIZATION PROCEDURE FOR STEERED BEAMS
In this Appendix the qualitative physical treatment presented in Section III-D is made more precise. Only the essential details are presented.
For steered beams, from Section LII-D,
The error spectrum is then given by 
This expression should be compared to the expansion above (12). To first order then, 
and The second-order maximization of the imaginary part of (70), using (81) 
and use the method outlined in Section III-B and Appendix I to solve for CY and p. This will not be presented here. Finally, the case k # E could be fully developed exactly along the lines presented in this Appendix.
APPENDIX III THE FAR-FIELD ERROR SPECTRUM
In this Appendix the theoretical result in Section III-C is evaluated for the model near field B(x) = cos2 w , where 2a = k' = d l . Equation (37) gives the imaginary part of the fractional error, whereas the real part is given by where q ( q ' ) have been defined previously.
In Fig. 3 (a) the effects of experimentally induced near field errors on the far field are shown. The maximum error occurs on axis. In Fig. 3(b) the expression (87) is plotted. The qualitative agreement between the experimental and theoretical curves is apparent. For a general (realistic) near field, the error spectrum will be given by a sum over k' of functions given in (85) wherein each term is weighted by the spectral component of the square of the derivative of the near field, as can be seen in (37) 
