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A tensor can be decomposed to smaller tensors/matrices as the principal com-
ponent analysis or the singular value decomposition for matrices. This is called the
tensor factorization. The conventional tensor factorization with approximation min-
imizes the Frobenius norm (the sum of the squared elements) of the error tensor.
Since this is regarded as the maximum likelihood estimation assuming Gaussian
noise, we can extend it to more general distributions or to the MAP estimation or
the Bayes estimation with a prior distribution. In this paper, we show some prop-
erties of tensors and the conventional tensor factorization and explain our tensor
factorization method based on stochastic models.


































1 “ “ $t=\{t_{qrs}\}$
$u=\{u_{iq}\},$ $v=\{vjr\},$ $z=\{z_{ks}\}$ Tucker
[3]. $\epsilon=\{\epsilon_{ijk}\}$
$x_{ijk}= \sum_{q}t_{qrs}u_{iq}v_{jr}z_{ks}+\epsilon_{ijk}$ . (6)
Frobenius
$\sum_{ijk}(x_{ijk}-\sum_{q}t_{qrs}u_{iq}v_{jr}z_{ks})^{2}$ (7)
$t,$ $u,$ $v,$ $z$ 2
Altemating Least Squares (ALS)
ALS Higher-Order SVD (HOSVD)
[4]. HOSVD “ ”
$x_{i,(jk)}= \sum_{q}u_{iq}\sum_{r,s}t_{qrs}(v_{jr}z_{ks})$ (S)
3 $u,$ $v,$ $z$ $t$ all-orthogonal





$\epsilon\sim N(O, \sigma^{2})$ , $yijk= \sum_{q}t_{q}uv$
$\Vert x-y\Vert^{2}=-\log p(x|t, u, v, z)arrow\min$ (9)
pTucker Chu &Ghahramani
$t$
$u,$ $v,$ $z$ MAP [6]. $t\sim N(0, \sigma^{2})$




pTucker $t,$ $u,$ $v,$ $z$ $\epsilon$
$0$ 1 Hayashi et al.
Tucker pTucker Exponential-family















$u(t)=u(t-1)+\gamma(t) \gamma_{ki}(t)\sim N(0, \gamma_{0}^{2})$ , (13)
$v(t)=v(t-1)+\xi(t) \xi_{lj}(t)\sim N(0, \xi_{0}^{2})$ , (14)
$x(t)$ , $y(t)=u(t)v(t)$
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