Abstract. In this paper, we propose an evolutionary framework for model fidelity control that decides, at runtime, the appropriate fidelity level of the computational model, which is deemed to be computationally less expensive, to be used in place of the exact analysis code as the search progresses. Empirical study on an aerodynamic airfoil design problem based on a Memetic Algorithm with Dynamic Fidelity Model (MA-DFM) demonstrates that improved quality solution and efficiency are obtained over existing evolutionary schemes.
Introduction
In science and engineering, computational models serve as efficient and convenient alternatives for conducting studies on the original real-world system that are otherwise deemed to be too costly or hazardous to construct. A motivating real world example for us is the aerodynamic aircraft wing analysis and design where various multi-fidelity models ranging from low-fidelity simple-physics models to high-fidelity detailed simulation models have been studied [1] [2] [3] [4] [5] [6] . In this field, Navier-Stokes and Euler equations are examples of two computational models with different fidelity, where the latter is obtained by removing the viscosity terms from the Navier-Stokes equation. The term "fidelity" here refers to the extent to which a model is capable to mimic the original physical system of interest. A common assumption is that higher fidelity models are generally more accurate at the expense of a higher computational cost. The complexity and level of details of a physical system may exist in many forms, from variable mathematical models [7] , variable parametric formulations [4, [8] [9] [10] , variable operating conditions [11] to variable residual tolerance levels [12] .
In the context of evolutionary optimization, it is possible to categorize existing evolutionary algorithms [13] that employ variable fidelity computational models into 1) non-adaptive, i.e., one or more fixed low fidelity model(s) in tandem with the original expensive computational model, or 2) deterministic adaptive approaches, i.e., predefined adaptation rule(s) is(are) used to manage the variable fidelity models employed. In the first category, [9] employs a fixed lower resolution computational model during the evolutionary design of a communication antenna. Subsequently, the obtained solution is then refined by space mapping. On the other hand, instances of deterministic adaptation can be found in [4, 8, 10] . In [4] , the evolutionary search employs computational models of different grid mesh that vary from coarse to fine grids at pre-defined stages of the GA search. In a multi-island GA optimizer [8, 10] , multiple subpopulation of individuals are equipped with models of variable fidelity levels. Individuals then migrate across subpopulation which are subsequently evaluated based on the computational model of the respective subpopulation. Last but not least, [7] uses a pre-defined adaptation rule to regulate the proportions of individuals in the population with different fidelity models in the evolutionary search.
In this paper, our objective is to present an investigation on evolutionary framework that employs dynamic fidelity computational models for solving problems with computationally expensive objective functions. In particular, we propose a evolutionary framework for model fidelity control that decides, at runtime, the complexity level of the localized computational model to be used in place of the exact analysis code as the search progresses. To the best of our knowledge, the present study represents a first attempt on dynamic adaptation in evolutionary optimization where dynamic localized fidelity computational models have been deployed for solving problems with computationally expensive objective functions.
The remaining of this paper is organized as follows. Section 2 describes a multifidelity airfoil computational model used in the present study for aerodynamic design. Subsequently, Section 3 introduces the memetic evolutionary framework with dynamic fidelity computational models for optimizing the computationally expensive aerodynamic design problem. Section 4 summarizes the empirical results on the aerodynamic design problem and analyzes the results with comparison to existing evolutionary optimizers. Finally, Section 5 provides a brief conclusion of this paper.
Multi-Fidelity Models in the Aerodynamic Airfoil Design Problem
In this section, we provide an example of multi-fidelity computational models, prevalent in many real-world problems, using the aerodynamic airfoil design problem. For illustration purpose, Fig. 1 depicts an aircraft together with an airfoil, which is simply the cross-section of the aircraft wing (see Fig. 1 ). Particularly, we consider the parametric design optimization of 2D airfoil structure using a subsonic inverse pressure design problem. In the inverse design problem, the aim is to minimize the difference between the surface pressure P of a given airfoil with the desired pressure profile P d of a baseline shape. If W is the flow variables and S the shape design variables, the inverse pressure design problem can be formulated as a minimization problem of the form:
For the purpose of this study, the target pressure profile is generated from the NACA 0015 airfoil as the baseline shape. The airfoil geometry used here is characterized using 24-parameter Hicks-Henne representation. Since we only consider compressible non-viscous flow, a finite-volume Euler solver with body-fitted grid and explicit timestepping is employed for the purpose of this study. The free-stream conditions in this problem are subsonic speed of Mach=0.5, and angle of attack (AOA)=2.0, corresponding to symmetric pressure profiles on the upper and lower walls. In practice, the evaluation of a single individual design (refer to equation 1) is an iterative process, usually terminated after a certain residual error threshold has been reached. In the case of limited computational budget, it is also possible to have a maximum number of iterations as the effective termination condition. Hence, variable fidelity models can be obtained from partial results at different levels of residual error tolerance and/or maximum iterations. Generally, lower residual error tolerance and greater number of iterations provide higher fidelity outputs.
The correlation factor (r) and root mean square error (rmse) of the models at variable levels of residual error tolerance (i.e., fidelity) to the original high fidelity airfoil analysis model are reported in Figs. 2(a) and 2(b), respectively. In this study, a set of design points, obtained from space-filling Design of Experiment (DOE) sampling, are partitioned into separate local clusters based on their proximity in the search space of the airfoil model. The correlation factor, r j k , and root mean square error, rmse j k for data cluster j at fidelity level k, are defined as follows:
where n is the number of data in cluster k, f i is the output from the original analysis code for data i, andf i is the output from the fidelity level k of data i. The large rmse values in Fig. 2(b) highlighted large discrepancies between the low fidelity models and the original analysis code. On the other hand, Fig. 2 (a) displays good fitness landscape correlation between the low fidelity localized models and the original model at early stages of the convergence. In the context of optimization, the absolute fitness of a design is generally non-crucial, rather it is the relative fitness of the solutions that is important in leading the search towards the global optimal solution. In this case, this implies the correlation between the predicted fitness values is of utmost importance [14] [15] [16] . th dimension of vector x, respectively. Based on previous analysis in Section 2, here we present an evolutionary memetic framework aimed at improving the efficiency of multi-fidelity evolutionary optimization, which is labeled here as Memetic Algorithm with Dynamic Fidelity Models (MA-DFM). The idea behind the proposed MA-DFM is that the complexity level of the localized computational model to be used in place of the exact analysis code, is dynamically determined at run time as the search progresses. In the process, a user specific correlation factor, η, is utilized to determine the minimum level of fidelity that is considered to match well with the original model. The pseudo codes of the standard MA and MA-DFM used in the present work are outlined in Algorithm 1 and 2, respectively. Evaluate all individuals in the population using the exact fitness function.
4:
for each individual x in the population do
5:
• Apply local search using exact fitness function with probability of P ls and intensity of I ls to find an improved solution, x opt .
6:
• Replace x with the locally improved solution, i.e. x = x opt and f (x) = f (x opt ).
7:
end for
8:
Apply standard evolutionary operators to create a new population.
9: end while
The MA-DFM (refer to Algorithm 2) begins with the initialization of a population of design points. During the database building phase, the search operates as a traditional evolutionary algorithm for the initial few generations. In this stage, only the original analysis code is used as the fitness function while at the same time, all partial results encountered along the evaluation of the computational model are archived in database, . Subsequently, the algorithm proceeds to the memetic search phase. Henceforth, for each individual x, an appropriate fidelity level, ϕ, of the computational model to use in the local learning phase may then be determined based on the m nearest points in database . For instance, a user-specified confidence based on correlation, η, may be introduced to obtain the minimum fidelity model to be used in place of the original model in the local search. To obtain this minimum fidelity model, we step up the correlation measure starting from the low to high fidelity data found in database , till the fidelity level ϕ, where r ϕ ≥ η, is found. Upon local convergence based on the low fidelity model, the locally optimized solution x opt is then validated using the original model and replaces the original starting individual if improved solution is attained, in the spirit of Lamarckian Learning (refer to line 10 of Algorithm 2). The entire search cycle is then repeated until the maximum allowable computational budget is exhausted. 
4:
• Evolve the population using standard EA, archive all evaluations into the database.
5:
for each individual x in the EA population do
7:
• Find m nearest points to x in database.
8:
• Based on the m points, find the minimum fidelity level ϕ, at which the correlation measure between fidelity level of ϕ and the original analysis code, has reached η, i.e. r ϕ ≥ η
9:
• Apply local search on x using fitness function at fidelity level ϕ, fϕ(.) with probability of P ls and intensity of I ls to find an improved solution, xopt.
10:
11:
• Archive all new function evaluations into database .
12:
13:
14:
end if
15: end while
It is worth highlighting on the novel use of dynamic localized computational model in the proposed framework. Particularly, local models are used in favor of global models since constructing accurate global models is fundamentally flawed due to the curse of dimensionality [16, 17] . Further, this allows more precise estimation on the unique characteristics of the problem landscapes, thus leading to the prediction on the appropriate level of localized model fidelity over the use of the original computationally expensive model.
Empirical Study
In this section, we present an empirical study using the inverse pressure problem described in Section 2. We validate the efficacy of the proposed MA-DFM against the standard GA, MA, and a non-adaptive MA that employs a fixed fidelity model or MA-FFM in short. In contrast to MA-DFM, note that MA-FFM performs local searches having a pre-defined fixed model of low fidelity (f ζ ), where ζ < 1. The common parametric configurations of all 4 schemes used in the present experimental study are summarized in Table 1 and briefly described in what follows. In the local search procedure, the well-established Feasible Sequential Quadratic Programming (FSQP) method is employed. Although I ls defines the maximum computational budget of each individual in the local learning phase, the actual time incurred do vary according to the fidelity level used. In the present study, the computation cost per evaluation is determined by the fidelity level of the model used, i.e., evaluating a computational model with a fidelity level of 0.7 translates to a compute cost of 0.7 evaluation count. On the other hand, note that each evaluation of the fixed low fidelity in the local search for MA-FFM is performed at a constant cost of ζ, which is here assumed as 0.5 in our experiment setting, which is half the computational expense of the original model. Since model accuracy is highly dependent on the sufficiency of the m data points used for model building, the size of nearest neighboring points used is defined by (d + 1)(d + 2)/2, where d is the dimensionality of the optimization problem and is 24 for the airfoil problem considered here. A maximum computational budget of 5000 function evaluations is used in the experimental study.
The obtained average convergence trends for each of the 4 algorithms, across 10 independent runs, are summarized in Fig. 3(a) . It is also worth noting that in all the algorithms considered, the first 1000 exact evaluations represent the results of the standard GA, hence similar initial search trends are shown in the figure. Nevertheless, the search trends begin to differ after 1000 evaluations where it can be observed that all the memetic schemes (MA, MA-FFM, and MA-DFM) studied outperform the standard GA significantly. This demonstrates the ability of the MAs in converging to good quality solution more efficiently than a standard GA [18, 19] .
Next, note that among the two multi-fidelity MA schemes, while both MA-FFM and MA-DFM employs lower fidelity model as the fitness function, the latter is observed to perform better. A t − test with 95% confidence level for significance of the mean differences on the results based on statistical data from Table 2 and Fig. 3(b) , confirms this significant difference in performance. 
Conclusions
In this paper, we have proposed and studied a multi-fidelity evolutionary optimization technique, which we call the Memetic Algorithm with Dynamic Fidelity Model (MA-DFM). In particular, the evolutionary framework studied is equipped with model fidelity control that decides, at runtime, the appropriate fidelity level of the computational model, which is deemed to be computationally less expensive, to be used in place of the exact analysis code as the search progresses. Empirical study on the aerodynamic airfoil design problem using standard evolutionary optimizers such as GA, MA, and MA-FFM demonstrates that MA-DFM is capable to arrive at improved quality solution and efficiency due to its ability in employing appropriate fidelity level of the computational model in the evolutionary search.
