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Abstract
A large number of experiments have asked to what degree human reaching movements can be understood as being close
to optimal in a statistical sense. However, little is known about whether these principles are relevant for other classes of
movements. Here we analyzed movement in a task that is similar to surfing or snowboarding. Human subjects stand on a
force plate that measures their center of pressure. This center of pressure affects the acceleration of a cursor that is
displayed in a noisy fashion (as a cloud of dots) on a projection screen while the subject is incentivized to keep the cursor
close to a fixed position. We find that salient aspects of observed behavior are well-described by optimal control models
where a Bayesian estimation model (Kalman filter) is combined with an optimal controller (either a Linear-Quadratic-
Regulator or Bang-bang controller). We find evidence that subjects integrate information over time taking into account
uncertainty. However, behavior in this continuous steering task appears to be a highly non-linear function of the visual
feedback. While the nervous system appears to implement Bayes-like mechanisms for a full-body, dynamic task, it may
additionally take into account the specific costs and constraints of the task.
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Introduction
Recent studies have shown that, for many motor tasks, human
subjects take uncertainty in their sensory feedback into account.
They often use knowledge of uncertainty in a way that is close to
optimal in a statistical sense both in their perception of the world
[c.f. 1,2,3] and for several types of movement [4–7]. Subjects’
behavior is accurately predicted by normative models that describe
what we ‘‘should’’ do given uncertainty arising from noisy sensory
information and constraints on action [8]. The focus of the
majority of these normative models is Bayesian statistics, which
describes how different pieces of uncertain information should be
combined. For instance, given cues from two noisy sensors
Bayesian statistics predicts that an ideal observer would combine
information from the two sensors weighted by the precision of
each sensor [1,9]. There is growing evidence that the nervous
system may implement these types of Bayesian computations
[10–18]. However, most of this evidence is based on studies of
pure perceptual judgment or relatively simple behaviors such as
hand-reaching. They generally do not address dynamical aspects
of movement control or the unconstrained movements that we use
in daily life. The control of these movements requires the nervous
system to extract relevant information from a rapidly changing,
noisy environment and to coordinate multiple effectors. A central
question for our understanding of the computations the brain
performs is whether uncertainty still plays a role during
coordinated, full-body sensorimotor tasks.
In studies of Bayesian behavior, the problem of how the brain
uses sensory estimates to control movement has often been
formulated as an optimization problem. That is, given the
constraints and costs of the movement as well as sensory
information, the nervous system computes how to move to
minimize the cost. A range of human movement studies have been
conducted confirming that humans often move in a way that is
close to statistically optimal, in this sense [19–26]. Subjects appear
to estimate the state of the world conforming to Bayesian
mechanisms - combining information across sensors and time in
a way that takes uncertainty into account, and subjects appear to
move to minimize cost functions that quantify their performance
error and control effort. For instance, errors between hand
position and a target or between current posture and standing
upright seem to be penalized with the square of the error [20,24].
These studies based on optimal control have advanced our
understanding of basic human behavior, but it is not yet clear how
accurate these descriptions will be for more complex behaviors.
Here we attempt to generalize these theories to a continuous, full-
body task.
We introduce a new goal-directed, visuomotor task where
whole-body movements are required to interact with the
environment. In this task subjects steer a noisy, dynamic visual
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or snowboarding. Our purposes are two-fold. First, we aim to test
whether Bayesian predictions of the behavioral responses to visual
feedback still hold when the task dynamics are more complex.
Second, we aim to test whether, as in studies of reaching and quiet
standing, subjects appear to use a linear feedback control rule with
a quadratic cost function. We find that many aspects of behavior
are well captured by optimal control models incorporating
Bayesian estimation of feedback uncertainty. However, behavior
during this task differs in an important way from previous work on
simple movements such as hand reaching and quiet standing. In
this steering task human subjects appear to combine two well-
known control strategies: bang-bang control and linear-quadratic
regulation. Importantly, our results suggest that humans still take
uncertainty into account during a full-body, dynamical control
task.
Materials and Methods
Ethics statement
All experimental protocols were approved by IRB and in
accordance with Northwestern University’s policy statement on
the use of humans in experiments. Informed consent was obtained
from all participants.
Experimental details
Here we use a novel approach to analyze the influence of
uncertainty on the dynamical control of subject’s movement (see
Fig. 1A and B). In this experiment a force plate measures the
movement of subject’s center of pressure (COP). This COP
dynamically steers the movements of a cursor on the screen and
visual feedback about the cursor position is corrupted by noise. To
analyze the effect of feedback uncertainty we vary the quality of
feedback between low, medium or high uncertainty from trial to
trial. Due to process noise in the dynamics of the cursor, human
subjects have the task of stabilizing the cursor near the center of
the screen in the presence of ongoing fluctuations. Subjects receive
monetary rewards for successful stabilization.
The goal of this experiment is to examine how subjects control a
noisy dynamical system during a goal-directed, full-body steering
task. 10 healthy volunteers participated in the experiment. (4
female, 6 male; age 30.7 6 5.0 years; weight 67.6 6 8.3 kg).
Subjects were instructed to stand perpendicular to a rear-
projection screen (1.41 m 60.79 m), ,0.6m away, on a 4-sensor
force-plate (Nintendo Wii Balance Board, recorded at 500 Hz) (see
Fig. 1). By moving their body, subjects could control the
acceleration of the cursor through their center of pressure (COP)
along the anterior-posterior axis with the dynamics of the cursor
following:
at~eCOPt{axt{1{bvt{1zg
vt~vt{1zat{1dt
xt~xt{1zvt{1dt
where at represents the acceleration, vt the velocity, and xt the
position of the cursor at time t. Subjects influence the cursor
through COPt (the subject’s A-P center of pressure in cm), and g
represents process noise which follows g*N 0,s~0:8s{2   
.
Finally, e parameterizes the influence the subject has on the
cursor, and a and b are parameters preventing the cursor from
going too far off-screen. Normalizing by the screen-size, we chose
e~0:01s2 
cm, a~0:08s{2 and b~0:04s{1. With these dynam-
ics, controlling the cursor is quite difficult, and large errors in
cursor position are relatively frequent. The observed standard
deviation of the cursor position is ,0.18 scr, where scr denotes
screen units which range from [20.5,0.5]. Depending on their
preference, 8 subjects faced the screen with their left foot forward
(called regular in the surfing community) and 2 subjects with their
right foot (goofy).
The experiment was divided into 180 trials with each trial
lasting for a random duration evenly distributed between 11.5 and
15 seconds. Every 20 ms a new dot with low contrast was shown
on the screen with a position drawn from a radially isotropic
Gaussian distribution centered on the true position of the cursor,
while the previously shown dot disappeared. Due to persistence of
vision, subjects perceive a rapidly fluctuating cloud of ,5–10 dots.
The width of this Gaussian cloud changed randomly from trial to
trial with three categories: small, medium, or large variance
(ss =3.5 cm, sm =7 cm and sl =14 cm).
At the end of each trial the true cursor position was revealed.
Subjects were subsequently given a score based on the squared
distance between the cursor and the mid-line of the display. The
random trial duration incentivizes subjects to minimize the error
over the entire trial, not simply the final error. The monetary
rewards were arranged such that the minimum reward obtainable
over the course of the experiment was $$ 10 and the maximal
reward obtainable was $$ 20.
To account for the possibility that the cursor dynamics in this
task cause subjects to approach biomechanical limits and behave
atypically, we ran a similar experiment (N=5, 1 female, 4 male,
separate from the original group) in which the control gain was
increased by a factor of four (e~0:04s2 
cm). This high-gain
condition makes the task substantially easier. In this case subjects
make much smaller errors (standard deviation of the cursor
position ,0.16 scr), and the task requires a much smaller COP
range (standard deviation of 2.96 cm compared to 5.07 cm in the
original experiment).
The cursor dynamics in this task are based on a stochastic linear
dynamical system, where the state of the world evolves linearly
with some process noise and subjects receive noisy feedback.
Uncertainty arises from both the state evolution, through the
process noise g, and the feedback, through the observation noise
ss, sm,o rsl. In the sections that follow, we briefly present the
ideal observer model (the Kalman filter) that allows optimal state
estimation for this system and the optimal control models that
Author Summary
There is a growing body of work demonstrating that
humans are close to statistically optimal in both their
perception of the world and their actions on it. That is, we
seem to combine information from our sensors with the
constraints and costs of moving to minimize our errors and
effort. Most of the evidence for this type of behavior
comes from tasks such as reaching in a small workspace or
standing on a force plate passively viewing a stimulus.
Although humans appear to be near-optimal for these
tasks, it is not clear whether the theory holds for other
tasks. Here we introduce a full-body, goal-directed task
similar to surfing or snowboarding where subjects steer a
cursor with their center of pressure. We find that subjects
respond to sensory uncertainty near-optimally in this task,
but their behavior is highly non-linear. This suggests that
the computations performed by the nervous system may
take into account a more complicated set of costs and
constraints than previously supposed.
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estimates and the costs of specific actions.
Control models
We compare four different models of behavior for this task. Our
objective is to predict subject’s center of pressure ut based on their
observations, i.e. the noisy position yt of the dots on the screen.
The first model, a proportional-integral-derivative controller
(PID), simply uses these observations directly. The second two
models assume an ideal observer (Kalman Filter) and estimate the
control under different cost assumptions: quadratic costs (linear-
quadratic regulator - LQR) and negligible costs in a small, fixed
range of control (bang-bang controller). Finally, we consider a
non-linear extension of the LQR controller. For all models we fit
the parameters by minimizing the squared distance between
measured and predicted COP trajectories: jju{^ ujj
2.
In model 1, the proportional-integral-derivative controller
(PID), we assume that the observer ignores the dynamics of the
cursor and simply estimates the best policy based on the noisy
observations yt:
^ ut~kpytzki
Xt
t~0 ytzkd
yt{yt{1
2
kp, ki, and kd parameterize the contributions of the proportional,
integral, and derivative terms respectively. PID controllers have
previously been used to explain human postural control [26,27],
and while this model does not explicitly estimate the underlying
position of the cursor, the integral term allows fluctuations in the
feedback noise to be averaged over time.
In models 2 and 3 we use a standard Kalman filter to
compute the estimated state of the cursor from the observations
[28]. The Kalman filter assumes that the state Xt~ xt vt ½ 
T of
the cursor at time t evolves from the state at time t-1 according
to linear dynamics and control: Xt~AXt{1zButzWt.H e r eut
is the control signal used by the system and Wt is process noise
drawn from a Gaussian distribution. We assume an ideal
observer that has full knowledge of the dynamics A,t h ee f f e c to f
control B, and the distribution of Wt used during the
experiment. In this case, A and B follow immediately from the
set of difference equations used to control the cursor (see
Experimental details) and Wt reflects the fluctuations in
acceleration or process noise g.
An important feature of the Kalman filter as it relates to this
experiment is how estimation changes as function of feedback
uncertainty. The best estimate of the state at time t combines the a
priori state estimate (from t-1) with the current observation.
Increasing the observation noise (feedback uncertainty) while
Figure 1. The task and data. A) The experimental setup. Subjects steer a cursor by shifts in center of pressure (COP) along the anterior-posterior
axis. Noisy feedback of the cursor position (small, medium or large variance) is given while subjects are incentivized to steer the cursor to be close to
the midline of the screen (target). B) Subject’s movements affect the center of pressure, which is measured by a force plate. The resulting sensor
readings then steer the on-screen cursor. Subjects receive noisy visual feedback about the cursor position and react to reduce errors. C) COP, cursor
velocity and cursor position are shown as a function of time during one trial for a typical subject (red). The observed feedback (noisy dots) is shown in
blue. D) The phase portrait of cursor position and velocity is shown for 10 successive trials. Data from (C) are highlighted in red.
doi:10.1371/journal.pcbi.1000629.g001
Bayesian Integration and Non-linear Control
PLoS Computational Biology | www.ploscompbiol.org 3 December 2009 | Volume 5 | Issue 12 | e1000629keeping the dynamics and process noise the same causes the
observation to have a smaller effect on how the current state
estimate is updated (the Kalman update). That is, as feedback
uncertainty increases the observations have a weaker effect and are
integrated more slowly over time.
The following models use the Kalman filter state estimates.
However, to be optimal we must define an underlying cost
function, which will determine the control policy. In model 2
we consider a linear-quadratic regulator [20]. Following the
actual rewards during the task, this control policy minimizes
the squared end-point error as well as the control itself with the
cost function J~
P?
t~0 cx2
tzu2
t
  
. In this particular case, x2
t
penalizes how far the cursor is from the target and u2
t penalizes
deviations from upright posture (COPt=0). Here c balances
how lazy subjects are in comparison to how badly they want to
perform well. The solution K to the matrix Riccati equation
minimizes the above cost function, and yields a simple rule
which corresponds to the linear feedback control
^ u ut~K ^ X Xt
To fit the free parameters, we optimize over c and the feedback
uncertainty for each of the three feedback conditions (ss, sm, and
sl) to fit human behavior. The model thus has 4 free parameters.
Note that, in the experiment, monetary rewards are given
proportional to the squared error at the end of each trial rather
than continuously. However, minimizing the error term in the cost
function J over all time will maximize the monetary reward
function as well, since the real rewards are presented at pseudo-
random times.
Model 3 again uses an ideal observer; however, here we assume
that subjects use another type of control policy: a bang-bang
controller. This model assumes two-state control with a threshold
determined by a combination of the estimated position and
velocity:
^ u ut~l1sign cosh sinh ½  ^ X Xt
  
zl0
Here h parameterizes the decision rule for a given position and
velocity, and l1 and l0 parameterize the magnitude of the two
states of the bang-bang controller. If control costs are negligible in
comparison to the rewards but the control signal is limited - either
because subjects do not want to fall of the board or due to
biomechanical constraints - then this control scheme is actually
optimal.
Finally, in model 4, we consider a non-linear extension of
the linear-quadratic regulator. This model estimates the
optimal control for a standard linear-quadratic regulator.
Then, to approximate the constraints of human behavior
during this task (not wanting to fall over or biomechanical
limits on posture), we pass the control predicted by the linear-
quadratic regulator through a static non-linearity (a logistic
function). Although this control scheme is sub-optimal for the
two classes of cost-functions we consider in models 2 and 3, the
static non-linearity serves to interpolate between bang-bang
control and LQR. Bang-bang control is limited in the sense
that it must explain a continuous signal using only two states,
and LQR is limited in that it does not appropriately model the
constraints and costs of the task, such as not wanting to fall off
the board.
Results
The effects of feedback uncertainty
We find that human subjects readily learn our task. While the
noise introduced into the cursor dynamics constantly perturbs the
movement of the cursor, subjects are able to change their COP
and stabilize the cursor position (see Fig. 1C). The dynamics of the
cursor induce weak oscillations in the cursor position and humans
readily dampen this behavior (see Fig. 1D). Subjects show quick
improvement over the first couple of trials but continue to improve
slowly over the course of 180 trials (Fig. 2A). Several subjects
reported that controlling the cursor was difficult, and subjects
make large deviations from upright posture throughout the
experiment.
In trials where the feedback is better human subjects have lower
mean squared errors (MSEs) on average (Fig. 2B). This is
Figure 2. Task errors across time and across feedback
conditions. A) Average errors across subjects over the course of the
experiment binned in blocks of 10 trials. B) The influence of feedback
type on task errors. All comparisons between feedback uncertainty
levels were significant (one-sided t-test). In both plots errorbars denote
SEM across 10 subjects. * denotes p,0.05. *** denotes p,0.001.
doi:10.1371/journal.pcbi.1000629.g002
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explained by estimation errors alone. However, we can also
examine the specific strategies human subjects use to deal with the
continuous nature of the task.
One direct way of analyzing the behavior in this task is to
observe subjects’ responses to fluctuations in the time domain.
Taking the cross-correlation between the fluctuations in cursor
dynamics (process noise, g) and the center of pressure we find that
responses to fluctuations in cursor position are consistent with ideal
observer models. That is, we find that subjects respond more
slowly and with lower amplitudes when the feedback is more
uncertain (Fig. 3A). Peak response amplitude to small uncertainty
feedback was significantly higher than in the other two feedback
conditions (p,0.001 for both comparisons, one-sided paired t-
test). In addition, the peak response time was significantly different
across all feedback conditions (p,0.05 for all comparisons, one-
sided paired t-test, Fig. 3B), with higher feedback uncertainty
corresponding to slower responses. Feedback uncertainty is
significant as a main effect for both peak time and peak amplitude
(single factor, repeated measures ANOVA, p=0.000035 and
p=0.00095 respectively). While there is a large variability across
subjects, the ordering of peak time and amplitude within subjects is
highly stereotyped with larger feedback uncertainty being
associated with slower, weaker responses.
These results are qualitatively predicted by the Kalman filter
models, since the Kalman update decreases with increasing
feedback uncertainty. Small Kalman updates then lead to longer
integration times and smaller excursions. For reference we include
results from a simulation showing the cross-correlation between
fluctuations and the Kalman update for three levels of feedback
uncertainty (Fig. 3A inset). In these simulations the control ut was
fixed at zero. Since the Kalman filter performs estimation alone,
changes in the Kalman update occur immediately after fluctua-
tions and the cross-correlation decays approximately as an
exponential. The observed cross-correlations, on the other hand,
are based on subject’s actions and are only an indirect reflection of
subject’s state estimates. The shape of the observed cross-
correlations is consistent with simulation results that have been
phase lagged and low-pass filtered. For comparison we have low-
pass filtered the simulation results (Gaussian smoothing,
s=250 ms).
The focus of the high-gain experiment is whether the range
of center of pressure required for the task affects subject’s
control strategies. We do not expect any qualitative differences
in how subjects estimate the cursor position. Indeed, we find
s i m i l a rt r e n d sf o rt h ec a s ew h e r et h ec o n t r o lg a i ni sm u c h
larger. For the 5 subjects in the high-gain condition, the mean-
squared target errors are 0.02260.007 scr
2,0 . 0 2 7 60.007 scr
2,
and 0.05460.016 scr
2 for sm, sm,a n dsl respectively. We
again see that subjects show quick improvement over the first
couple of trials and continue to improve slowly over the course
of the experiment. Mean cross-correlation amplitudes are
0.04860.006, 0.04760.005, and 0.03860.006 for ss, sm,a n d
sl respectively, and mean cross-correlation peak times are
2.2260.14 s, 2.4360.09 s, and 2.8360.31 s for ss, sm,a n dsl.
As before, these results are consistent with an ideal observer
model integrating information more slowly as feedback
uncertainty increases.
It is important to note that the predictions of the ideal observer
model (Kalman filter) describe perception alone. Since we measure
postural responses, the above analyses serve as indirect evidence
for near-optimal Bayesian integration. However, the ordering of
peak time and peak amplitude responses clearly indicates that
subjects take feedback uncertainty into account. Moreover, this
ordering is consistent with an ideal observer using a monotonic
feedback control rule,
Estimating control policies and model comparison
Although subjects respond differently to different types of
feedback, we can also look in detail at the strategies subjects used
during the task – their control policies. To do this we compute the
average center of pressure (the response) given the true cursor
position and cursor velocity (the state) for each of feedback
condition (Fig. 4B). Given the state of the cursor, the policies
illustrate the control issued by subjects. In stark contrast to
previous reaching experiments, we find that subjects’ control
policies appear qualitatively more similar to bang-bang controllers
than to linear-quadratic-regulators (Fig. 4B, top row). Instead of a
plane in the space of positions and velocities, center of pressure
appears to saturate at large velocities and positions. The
distribution of center of pressure averaged across subjects
(Fig. 4A, top right) also suggests a type of approximate two-state
control. Subjects tend to lean fully forward or fully backward
despite the fact that errors in cursor position are unimodally
distributed.
This non-linear control strategy may be due to the wide range of
center of pressures required for the task. In the high-gain
Figure 3. Cross-correlations between process noise and COP. A)
Cross-correlation between the fluctuations in cursor acceleration
(process noise, g) and the center of pressure with time lag for each
feedback uncertainty level. The inset shows the cross-correlation
between fluctuations in the cursor acceleration and the Kalman update
in a simulation. The results have been smoothed to mimic postural
responses (Gaussian smoothing, s=250 ms) B) Peak amplitude for each
feedback uncertainty level. C) Peak time for each feedback uncertainty
level. Confidence intervals denote SEM (N=10). * denotes p,0.05;
*** denotes p,0.001 (one-sided paired t-test).
doi:10.1371/journal.pcbi.1000629.g003
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smaller for a given error level, subject’s behavior appears much
more linear. The COP distribution appears more unimodal
(Fig. 4A, bottom right), and subject’s control policies are
qualitatively much more similar to a plane than a saturating
non-linearity. Nonlinear control still occurs, however, for cases
where large center of pressure excursions are helpful for
performing the task and may be a result of postural biomechanics
far away from upright standing.
We also examined how subject’s controlled their center of
pressure as a function of the cursor position alone (Fig. 5). These
analyses highlight the non-linearity of the control policies and the
differences between the low-gain and high-gain tasks. Both
individual subjects (Fig. 5A) and the across subject average
(Fig. 5B) show highly non-linear behavior in the low-gain
condition and much more linear behavior in the high-gain
condition.
The bang-bang controller appears qualitatively very similar to
human behavior (Fig. 4A–B). To quantify this similarity we fit
each of the four models above (see Materials and Methods) to the
behavior of individual subjects. Model 1, the PID controller,
provides a first approximation of human behavior during this task.
It is not particularly surprising that this model does not fit well,
since the observed behavior appears very non-linear and the
model does not take into account the cursor dynamics. The three
ideal observer models (models 2–4) all explain significantly more
variance than the PID model (Fig. 6B).
Model 2, the bang-bang controller captures the bimodal
strategy observed in human behavior but is limited by the fact
that it attempts to model a continuous signal using only two
discrete states (Fig. 5C, Fig. 6A). Model 3, the standard LQR fails
to capture the bimodal control strategy used by subjects: the
predicted COP follows a unimodal distribution that reflects the
distribution of errors and does not follow the non-linearity in
subject’s policies (Fig. 5C). Although the standard LQR model
uses a PD controller (linear control based on position and velocity),
the addition of a state estimation model (Kalman filter) confers
some advantage over the controllers based on the observations
alone, such as the PID controller (Fig. 6B). Not including dynamic
state estimation reduces the fraction of variance explained by
,8% (9.1% for LQR, 7.7% for the Bang-bang controller). Using
state estimation but without including the cursor dynamics reduces
the fraction of variance explained by ,4% (4.5% for LQR, 4.3%
for Bang-bang).
Figure 4. Control policies. A) Distributions of the cursor position (left), cursor velocity (center) and center of pressure normalized by the standard
deviation (right), averaged across subjects for the low-gain (top row) and high-gain (bottom row) conditions. In the low-gain condition, note the
bimodal distribution of the center of pressure, despite the unimodal distribution of errors. This may indicate a bang-bang-like strategy. B) Policy-maps
of the center of pressure averaged across subjects as a function of the true cursor position and velocity for two different levels of feedback
uncertainty and across all conditions. Note that in the low-gain condition subject’s responses saturate at large cursor velocities and positions. In the
high-gain condition responses are much more linear.
doi:10.1371/journal.pcbi.1000629.g004
Bayesian Integration and Non-linear Control
PLoS Computational Biology | www.ploscompbiol.org 6 December 2009 | Volume 5 | Issue 12 | e1000629Finally, by combining aspects of the bang-bang and standard
LQR controllers, a non-linear LQR model (model 4) out-performs
all other models. This model captures the continuous character of
thesignal,andalsoallowsforsaturation-likeeffectswherethenature
of the task constrains behavior (Fig. 5C). All models were fit after
throwing out the first 20 trials to remove initial learning effects.
Figure 5. Policies as a function of position. A) Center of pressure as a function of cursor position for typical subjects in the low and high-gain
conditions. Black lines denote median responses for a given range of cursor positions. Red and blue points denote samples along the COP trajectory.
B) Average responses across subjects with thin lines denoting the responses of individual subjects. C) The predicted responses from the LQR, Bang-
bang, and Non-linear LQR models. Error bars denote SEM across subjects (in B and C) and sample points (in A).
doi:10.1371/journal.pcbi.1000629.g005
Figure 6. Model fitting. A) Observed center of pressure for a typical subject and trial along with the center of pressure predicted by each of the
three ideal observer models. Note that the linear-quadratic-regulator and the bang-bang controllers produce qualitatively very different estimates.
Note also that the non-linear LQR model has some ability to interpolate between the two. B) Cross-validated fraction of variance explained for each
model for both the low and high-gain experiments (two-fold cross validation). In the low-gain condition the ideal optimal observer models explain a
significantly larger fraction of variance than the PID controller (p,0.05, one-sided paired t-test), and the non-linear LQR explains a significantly larger
fraction of variance than all others (p,0.001, one-sided paired t-test). Error bars denote SEM across subjects.
doi:10.1371/journal.pcbi.1000629.g006
Bayesian Integration and Non-linear Control
PLoS Computational Biology | www.ploscompbiol.org 7 December 2009 | Volume 5 | Issue 12 | e1000629It should be noted that Figure 6 shows the cross-validated
fraction of variance explained. The models were fit on one half
of the data (odd trials), while prediction error was estimated
from the second half of data (even trials). Since the four models
have different numbers of free parameters (PID: 3, Bang-bang:
6, LQR: 4, NLQR: 7), differences in the prediction error on
training data may be due to over-fitting. However, in the
results presented cross-validation controls for these differences
in model complexity.
Discussion
Here we have shown that ideal observer and optimal control
models can describe many aspects of human behavior in a surfing-
like task where movements of the body steer the movements of a
cursor. We have found that there is a clear influence of uncertainty
on motor behavior. As predicted by Bayesian statistics (Kalman
filter model), subjects respond more slowly and with lower
amplitude to higher uncertainty feedback suggesting that they
are integrating information over longer periods of time. Unlike
previous (predominantly reaching) experiments examining the
effects of uncertainty on behavior, we find that under certain
conditions subjects use highly non-linear strategies similar to bang-
bang control. These results suggest that human subjects take the
uncertainty of sensory information into account and use this
information during motor control, even during full-body behavior
when the task is continuous and constrained by biomechanical
factors.
Several studies have examined behavior during tasks involving
control of the center of pressure including skiing on a simulator
[29,30], snowboarding in a virtual reality setting [31], and rocking
the body on a force plate [32]. However, these studies mostly
address motor learning questions without addressing control or
uncertainty. In the task presented here we varied uncertainty
parametrically and subjects performed an explicitly goal-driven
task. While many reaching tasks also examine these effects, here
we use a continuous task with constrained control signals, limited
by the support surface.
The present study provides strong evidence that feedback
uncertainty affects online control of continuous movements. When
feedback is more uncertain the behavioral responses are
significantly slower, indicating the nervous system needs to
integrate information over a longer period of time. Similar results
have been reported for reaching tasks where reaction time
increases with increasing uncertainty about the target [33]. When
a target is perturbed visually, adaptation to the perturbation is also
slower when there is more visual uncertainty associated with the
target representation [33,34]. All these findings are in accordance
with Bayesian models of sensory estimation. Our study highlights
the effect uncertain information has on online, continuous control
in complex motor tasks other than the well studied point-to-point
reaching task.
Previous studies of optimal control in reaching have found that
human behavior is accurately modeled by linear-quadratic
regulation [35]. Muscle activations in response to support surface
perturbations also appear to be well-described by near-optimal
linear feedback rules [36]. Here we find that, for certain tasks,
human behavior appears to be highly non-linear. This deviation
from previous models may be due to the particular properties of
our task, where control signals are limited in size by costs (subjects
cannot afford to fall of the force plate) or biomechanical factors. At
the same time, when posture is close to upright, the task is
characterized by relatively low control costs. In the high-gain
condition, where the distribution of center of pressures required
for the task is much smaller, we find that behavior is much more
linear. Only when body postures get toward extreme values do
biomechanics and a risk of falling off induce constraints on
behavior.
The models presented here aim to describe the factors that
drive motor control in dynamical situations. However, unlike in
reaching tasks where two-link systems provide fairly accurate
biomechanical models, the experiment here needed to be
simplified dramatically to allow for productive modeling.
Specifically, we ignore the biomechanical factors that link the
motor commands driving body stabilization with actual
movements of the center of pressure. This simplifying assump-
tion makes modeling much more tractable but could potentially
be extended with more realistic biomechanics. We should note,
however, that the dynamics of the body should have a small
effect on the results presented here. Although the natural
frequency of quiet standing is on the order of one second [37],
reaction time (from a sensory stimulus to a change in the center
of pressure) is on the order of 100 s of milliseconds [38].
Changes to the cursor position and in subjects’ posture thus
occur on a slower timescale than the timescale of possible
posture responses.
Despite this difference in timescales, the cursor dynamics in
the low-gain condition apparently do cause subjects to use the
full range of their center of pressure, allowing us to observe
control strategies near the biomechanical limits of posture. The
high-gain experiment was designed to make the task much
easier and requires subjects tou s eam u c hs m a l l e rr a n g eo f
postures. In this case, subjects use much more linear control
strategies. Importantly, both these regimes, near equilibrium
and near biomechanical limits, exist in normal human behavior,
and appear to be well-described by control models that use
optimal state estimation. We should also note that, for the
results presented here, the problem of how subjects estimate the
cursor position is inter-twined with the problem of how subjects
control the cursor. The timescales of estimation alone are likely
to be faster than those shown.
In addition to computational implications, the results
presented above may also have implications for neurophysio-
logical studies. In the past decade several studies have made
progress investigating the neural correlates of uncertainty and
Bayesian computations [10,12,13,39–42]. Several lines of
research suggest that feedback uncertainty is represented in
both pre-motor and medial temporal cortex during sensorimo-
tor tasks [15–18], and that movement errors are represented in
cerebellum [43,44]. The results presented here suggest that the
nervous system represents feedback uncertainty continuously
and dynamically and is able to integrate feedback uncertainty
over time. The control policies we observe suggest that the
output of the nervous system may be nonlinear; however, this
nonlinearity may be due to biomechanical factors. As such, this
experiment does not rule out the possibility that cerebellar error
computations may be linear.
Here we have combined aspects of typical experiments that ask
if the nervous system employs Bayesian strategies with aspects of
typical experiments that analyze the dynamical control of
movements. We have found that salient aspects of optimal
control and optimal Bayesian estimation can be observed for a
complex task where whole-body movements are controlled
continuously. This may indicate that these principles describe
general properties of the human movement system and that
people can rapidly learn to control a system in a near-optimal
way – even if a non-linear control scheme such as bang-bang-like
control is necessary.
Bayesian Integration and Non-linear Control
PLoS Computational Biology | www.ploscompbiol.org 8 December 2009 | Volume 5 | Issue 12 | e1000629Acknowledgements
Thanks to Max Berniker for helpful discussions and the PIAW project for
inspiration.
Author Contributions
Conceived and designed the experiments: IHS KW KPK. Performed the
experiments: IHS HLF IV. Analyzed the data: IHS HLF KW. Wrote the
paper: IHS HLF IV KW KPK.
References
1. Knill D, Richards W, editors (1996) Perception as Bayesian Inference:
Cambridge University Press.
2. Kersten D, Yuille A (2003) Bayesian models of object perception. Current
Opinion in Neurobiology 13: 150–158.
3. Ernst MO, Bulthoff HH (2004) Merging the senses into a robust percept. Trends
Cogn Sci 8: 162–169.
4. Ko ¨rding KP, Wolpert DM (2004) Bayesian integration in sensorimotor learning.
Nature 427: 244–247.
5. Tassinari H, Hudson TE, Landy MS (2006) Combining priors and noisy visual
cues in a rapid pointing task. J Neurosci 26: 10154–10163.
6. Ko ¨rding KP, Wolpert DM (2006) Bayesian decision theory in sensorimotor
control. Trends in Cognitive Sciences 10: 319–326.
7. Trommersha ¨user J, Maloney LT, Landy MS (2003) Statistical decision theory
and the selection of rapid, goal-directed movements. Journal of the Optical
Society of America A 20: 1419–1433.
8. Kording K (2007) Decision Theory: What‘‘ Should’’ the Nervous System Do?
Science 318: 606.
9. Ernst MO, Bu ¨lthoff HH (2004) Merging the senses into a robust percept. Trends
in Cognitive Sciences 8: 162–169.
10. Zemel RS, Dayan P, Pouget A (1998) Probabilistic Interpretation of Population
Codes. Neural Computation 10: 403–430.
11. Pouget A, Dayan P, Zemel RS (2003) Inference and computation with
population codes. Annual Reviews in Neuroscience 26: 381–410.
12. Ma WJ, Beck JM, Latham PE, Pouget A (2006) Bayesian inference with
probabilistic population codes. Nature Neurosci 9: 1432–1438.
13. Deneve S (2008) Bayesian Spiking Neurons I: Inference. Neural Computation
20: 91–117.
14. Hoyer PO, Hyvarinen A (2003) Interpreting neural response variability as
Monte Carlo sampling of the posterior. Advances in Neural Information
Processing Systems 15: Proceedings of the 2002 Conference.
15. Cisek P, Kalaska JF (2005) Neural Correlates of Reaching Decisions in Dorsal
Premotor Cortex: Specification of Multiple Direction Choices and Final
Selection of Action. Neuron 45: 801–814.
16. Gold JI, Shadlen MN (2003) The influence of behavioral context on the
representation of a perceptual decision in developing oculomotor commands.
Journal of Neuroscience 23: 632.
17. Gold JI, Shadlen MN (2001) Neural computations that underlie decisions about
sensory stimuli. Trends in Cognitive Sciences 5: 10–16.
18. Kiani R, Shadlen MN (2009) Representation of Confidence Associated with a
Decision by Neurons in the Parietal Cortex. Science 324: 759.
19. Scott SH (2004) Optimal feedback control and the neural basis of volitional
motor control. Nat Rev Neurosci 5: 532–546.
20. Todorov E, Jordan MI (2002) Optimal feedback control as a theory of motor
coordination. Nat Neurosci 5: 1226–1235.
21. Harris CM, Wolpert DM (1998) Signal-dependent noise determines motor
planning. Nature 394: 780–784.
22. Diedrichsen J (2007) Optimal task-dependent changes of bimanual feedback
control and adaptation. Curr Biol 17: 1675–1679.
23. Schaal S, Schweighofer N (2005) Computational motor control in humans and
robots. Current Opinion in Neurobiology 15: 675–682.
24. Kuo AD (2005) An optimal state estimation model of sensory integration in
human postural balance. Journal of Neural Engineering 2: S235–S249.
25. van der Kooij H, Jacobs R, Koopman B, van der Helm F (2001) An adaptive
model of sensory integration in a dynamic environment applied to human stance
control. Biological Cybernetics 84: 103–115.
26. Kiemel T, Oie KS, Jeka JJ (2002) Multisensory fusion and the stochastic
structure of postural sway. Biological Cybernetics 87: 262–277.
27. Peterka RJ, Loughlin PJ (2004) Dynamic regulation of sensorimotor integration
in human postural control. J Neurophysiol 91: 410–423.
28. Kalman RE (1960) A new approach to linear filtering and prediction problems.
J of Basic Engineering (ASME) 82D: 35–45.
29. Den Brinker B, Van Hekken MF (1982) The analysis of slalom-ski type
movements using a ski-simulator apparatus. Human Movement Science 1:
91–108.
30. Vereijken B, Van Emmerik REA, Whiting HTA, Newell KM (1992) Free (z) ing
degrees of freedom in skill acquisition. Journal of Motor Behavior 24: 133–142.
31. Sveistrup H (2004) Motor rehabilitation using virtual reality. Journal of
NeuroEngineering and Rehabilitation 1: 1743–0003.
32. Dault MC, de Haart M, Geurts ACH, Arts IMP, Nienhuis B (2003) Effects of
visual center of pressure feedback on postural control in young and elderly
healthy adults and in stroke patients. Human Movement Science 22: 221–236.
33. Izawa J, Shadmehr R (2008) On-Line Processing of Uncertain Information in
Visuomotor Control. Journal of Neuroscience 28: 11360.
34. Burge J, Ernst MO, Banks MS (2008) The statistical determinants of adaptation
rate in human reaching. Journal of Vision 8: 1–19.
35. Nagengast AJ, Braun DA, Wolpert DM (2009) Optimal Control Predicts
Human Performance on Objects with Internal Degrees of Freedom. PLoS
Computational Biology 5.
36. Lockhart DB, Ting LH (2007) Optimal sensorimotor transformations for
balance. Nature Neuroscience 10: 1329.
37. Winter DA, Patla AE, Prince F, Ishac M, Gielo-Perczak K (1998) Stiffness
control of balance in quiet standing. Journal of Neurophysiology 80: 1211–1221.
38. Woollacott M, Shumway-Cook A (2002) Attention and the control of posture
and gait: a review of an emerging area of research. Gait & Posture 16: 1–14.
39. Rushworth M, Behrens T (2008) Choice, uncertainty and value in prefrontal
and cingulate cortex. Nature Neuroscience 11: 389–397.
40. Preuschoff K, Bossaerts P, Quartz S (2006) Neural differentiation of expected
reward and risk in human subcortical structures. Neuron 51: 381.
41. Fiorillo CD, Tobler PN, Schultz W (2003) Discrete Coding of Reward
Probability and Uncertainty by Dopamine Neurons. Science 299: 1898–1902.
42. Behrens T, Woolrich M, Walton M, Rushworth M (2007) Learning the value of
information in an uncertain world. Nature Neuroscience 10: 1214–1221.
43. Shadmehr R, Krakauer JW (2008) A computational neuroanatomy for motor
control. Experimental Brain Research 185: 359–381.
44. Diedrichsen J, Hashambhoy Y, Rane T, Shadmehr R (2005) Neural correlates
of reach errors. Journal of Neuroscience 25: 9919–9931.
Bayesian Integration and Non-linear Control
PLoS Computational Biology | www.ploscompbiol.org 9 December 2009 | Volume 5 | Issue 12 | e1000629