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Abstract
We show that the slopes between h-extrema of the drifted 1D Brownian motion form a stationary
alternating marked point process, extending the result of J. Neveu and J. Pitman for the non-drifted case.
Our analysis covers the results on the statistics of h-extrema obtained by P. Le Doussal, C. Monthus and
D. Fisher via a Renormalization Group analysis and gives a complete description of the slope between h-
extrema covering the origin by means of the Palm–Khinchin theory. Moreover, we analyze the behavior of
the Brownian motion near its h-extrema.
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1. Introduction
Let B be a two-sided standard Brownian motion with drift −µ. Given h > 0 we say that B
admits an h-minimum at x ∈ R, and that x is a point of h-minimum, if there exist u < x < v
such that Bt ≥ Bx for all t ∈ [u, v], Bu ≥ Bx + h and Bv ≥ Bx + h. Similarly, we say that B
admits an h-maximum at x ∈ R, and that x is a point of h-maximum, if there exist u < x < v
such that Bt ≤ Bx for all t ∈ [u, v], Bu ≤ Bx − h and Bv ≤ Bx − h. We say that B admits an
h-extremum at x ∈ R, and that x is a point of h-extremum, if x is a point of h-minimum or a point
of h-maximum. Finally, the truncated trajectory B going from an h-minimum to an h-maximum
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will be called upward h-slope, while the truncated trajectory B going from an h-maximum to an
h-minimum will be called downward h-slope.
Our first object of investigation is the statistics of h-slopes. The non-drifted case µ = 0 has
been studied in [1]. Here we assume µ 6= 0 and show (see Theorem 1) that the statistics of
h-slopes is well described by a stationary alternating marked simple point process on R whose
points are the points of h-extrema of the Brownian motion, and each point x is marked by the
h-slope going from x to the subsequent point of h-extremum. We will show that the h-slopes
are independent and specify the laws Pµ+ , P
µ
− of upward h-slopes and downward h-slopes not
covering the origin, respectively. The h-slope covering the origin shows a different distribution
that can be derived by means of the Palm–Khinchin theory [2,3].
Our proof is based both on fluctuation theory for Le´vy processes, and on the theory of
marked simple point processes. The part of fluctuation theory follows strictly the scheme
of [1] and can be generalized to spectrally one-sided Le´vy processes, i.e. real valued random
processes with stationary independent increments and with no positive jumps or with no negative
jumps [4] [Chapter VII]. In fact, some of the identities of Lemma 1 and Proposition 1 below
have already been obtained with more sophisticated methods for general spectrally one-sided
Le´vy processes (see [5–7] and references therein). On the other hand, the description of the h-
slopes as a stationary alternating marked simple point process allows using the very powerful
Palm–Khinchin theory, which extends renewal theory and leads to a complete description of the
h-slope covering the origin. This analysis can be easily extended to more general Le´vy processes,
as the ones treated in [7].
As discussed in Section 3, our results concerning the statistics of h-extrema of drifted
Brownian motion correspond to the ones obtained in [8] via a non-rigorous Real Space
Renormalization Group method applied to Sinai random walk with a vanishing bias. In addition
to a rigorous derivation, here we are able to describe also the statistics of the h-slopes, lacking in
[8].
In Section 5 (see Theorem 2), we analyze the behavior of the drifted Brownian motion around
its h-extrema. While in the non-drifted case a generic h-slope not covering the origin behaves in
proximity of its extremes as a 3D Bessel process, in the drifted case it behaves as a process with
a cothangent drift, satisfying the SDE{
dX t = dβt ± µ coth (µX t ) dt, t ≥ 0,
X0 = 0, (1.1)
where βt is a standard Brownian motion and the sign in the r.h.s. depends on the kind of h-slope
(downward or upward) and on the kind of h-extrema (h-minimum or h-maximum). In addition,
we show that the process (1.1) is simply the Brownian motion on [0,∞), starting at the origin,
with drift ±µ, Doob-conditioned to hit +∞ before 0.
The interest in the statistics of h-slopes and their behavior near the extremes comes also from
the fact that, considering the diffusion in a drifted Brownian potential, the piecewise linear path
obtained by connecting the h-extrema of the Brownian potential is the effective potential for the
diffusion at large times [9].
2. Statistics of h-slopes of drifted Brownian motion
Given µ, x ∈ R we denote by Pµx the law on C(R,R) of the standard two-sided Brownian
motion B with drift −µ having value x at time zero, i.e. Bt = x + B∗t − µt where B∗ : R→ R
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Fig. 1. The random variables β, σ , τ .
denotes the two-sided Brownian motion s.t. Bt has expectation zero and variance |t |. We denote
the expectation w.r.t. Pµx by E
µ
x . If µ = 0 we simply write Px , Ex .
Recall the definitions of h-maximum, h-minimum and h-extremum given in the Introduction.
It is simple to verify that Pµx -a.s. the set of points of h-extrema is locally finite, unbounded from
below and from above, and that points of h-minima alternate with points of h-maxima. The h-
slope between two consecutive points of h-extrema α and β is defined as the truncated trajectory
γ := (Bt : t ∈ [α, β]). We call it an upward slope if α is a point of h-minimum (and consequently
β is a point of h-maximum), otherwise we call it downward slope. The length `(γ ) and the height
h(γ ) of the slope γ are defined as `(γ ) = β − α and h(γ ) = |γ (β) − γ (α)|, respectively.
Moreover, to the slope γ we associate the translated path θ(γ ) := (Bt+α − Bα : t ∈ [0, β − α]).
With some abuse of notation (as in Section 1) we call also θ(γ ) the h-slope between the points of
h-extrema α and β. When the context can cause some ambiguity, we will explicitly distinguish
between the h-slope γ and the translated path θ(γ ).
Finally, we introduce the following notation: given α ∈ R, the constant αˆ is defined as
αˆ = α + µ2/2. (2.1)
2.1. The building blocks of the h-slopes
Given a two-sided Brownian B with law Pµ0 we define the random variables bt , τ, β, σ as
follows (see Fig. 1):
bt = min {Bs : 0 ≤ s ≤ t} ,
τ = min {t ≥ 0 : Bt = bt + h} ,
β = bτ = min {Bs : 0 ≤ s ≤ τ } ,
σ = max {s : s ≤ τ, Bs = β} .
(2.2)
Note that Pµ0 -a.s. there exists a unique time s ∈ [0, τ ]with Bs = β, which by definition coincides
with σ .
Our analysis of the statistics of h-slopes for the drifted Brownian motion is based on the
following lemma which extends to the drifted case the lemma in Section 1 of [1]:
Lemma 1. Let µ 6= 0, αˆ > 0 and x > 0. Under Pµ0 , the two trajectories
(Bt , 0 ≤ t ≤ σ) , (Bσ+t − β, 0 ≤ t ≤ τ − σ)
are independent; in particular (β, σ ) and τ − σ are independent.
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It holds
Eµ0 (exp (−α(τ − σ))) =
√
2αˆ
µ
sinh(µh)
sinh
(√
2αˆh
) . (2.3)
Furthermore −β is exponentially distributed with mean
Eµ0 (−β) =
sinh(µh)
µe−µh
, (2.4)
and
Eµ0
[
exp(−ασ) | β = −x] = exp {−x [√2αˆ coth (√2αˆh)− µ coth(µh)]} . (2.5)
In particular, Eµ0 (exp(−ασ)) is finite if and only if
√
2αˆ coth
(√
2αˆh
)
> µ. (2.6)
If (2.6) is fulfilled, then
Eµ0 (exp(−ασ)) =
µe−µh
sinh(µh)
(√
2αˆ coth
(√
2αˆh
)
− µ
) . (2.7)
The proof of the above lemma is based on excursion theory and identities concerning hitting
times of the drifted Brownian motion. It will be given in Section 4.
2.2. The probability measures Pµ+ and P
µ
− on h-slopes
We define the path space W as the set
W =
⋃
T≥0
C([0, T ]).
Given γ ∈ W , we define `(γ ) as the non-negative number such that γ ∈ C[0, `(γ )] and we
define the path γ ∗ : [0,∞)→ R as
γ ∗t =
{
γt if 0 ≤ t ≤ `(γ ),
γ`(γ ) if t ≥ `(γ ).
Then the space W is a Polish space endowed with the metric dW defined as
dW (γ1, γ2) = |`(γ1)− `(γ2)| + ‖γ ∗1 − γ ∗2 ‖∞.
OnW we define the Borel probability measures Pµ+ , Pµ− as follows. Let B, B ′ be independent
Brownian motions with law Pµ0 . Recall definition (2.2) of τ, β, σ and define b
′
t , τ
′, β ′, σ ′ as (see
Fig. 2):
b′t = max
{
B ′s : 0 ≤ s ≤ t
}
,
τ ′ = min {t ≥ 0 : B ′t = b′t − h} ,
β ′ = b′τ = max
{
B ′s : 0 ≤ s ≤ τ ′
}
,
σ ′ = max {s : s ≤ τ ′, B ′s = β ′} .
(2.8)
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Fig. 2. The random variables β ′, σ ′, τ ′.
Then Pµ+ is the law of the path γ , with `(γ ) = τ − σ + σ ′, defined as
γt =
{
Bσ+t − β, if t ∈ [0, τ − σ ],
B ′t−(τ−σ) + h, if t ∈ [τ − σ, τ − σ + σ ′], (2.9)
while Pµ− is the law of the path γ , with `(γ ) = τ ′ − σ ′ + σ , defined as
γt =
{
B ′σ ′+t − β ′, if t ∈ [0, τ ′ − σ ′],
Bt−(τ ′−σ ′) − h, if t ∈ [τ ′ − σ ′, τ ′ − σ ′ + σ ]. (2.10)
Note that Pµ− equals the law of the path −γ if γ is chosen with law P−µ+ .
We introduce two disjoint subsets W+ and W− of W:
W+ = {γ ∈W : γ0 = min{γt : t ∈ [0, `(γ )]} = 0,
γ`(γ ) = max{γt : t ∈ [0, `(γ )]} ≥ h
}
,
W− = {γ ∈W : γ0 = max{γt : t ∈ [0, `(γ )]} = 0,
γ`(γ ) = min{γt : t ∈ [0, `(γ )]} ≤ −h
}
.
Then the probability measure Pµ± is concentrated on W±. Below we will prove that, given the
two-sided BM with law Pµ0 , P
µ
+ is the law of the generic upward h-slope not covering the origin,
while Pµ− is the law of the generic downward h-slope not covering the origin.
We collect in what follows some results derived from Lemma 1 and straightforward
computations, which will be useful in what follows:
Proposition 1. Fix µ 6= 0. Let (`+, ζ+) be the random vector distributed as
(
`(γ ), γ`(γ ) − h
)
where γ is chosen with law Pµ+ and let (`−, ζ−) be the random vector distributed as(
`(γ ),−(γ`(γ ) + h)
)
where γ is chosen with law Pµ− .
Then ζ+, ζ− are exponential variables of mean
E(ζ+) = sinh(µh)
µeµh
, E(ζ−) = sinh(µh)
µe−µh
. (2.11)
Fix α such that αˆ := α + µ2/2 > 0. Then for all x > 0
E
(
e−α`± | ζ± = x
)
=
√
2αˆ
µ
sinh(µh)
sinh
(√
2αˆh
)
× exp
{
−x
(√
2αˆ coth
(√
2αˆh
)
− µ coth(µh)
)}
. (2.12)
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In particular, the expectation E
(
e−α`±−λζ±
)
is finite if and only if
√
2αˆ coth
(√
2αˆh
)
+ (λ± µ) > 0. (2.13)
If (2.13) is fulfilled, then
E
(
e−α`±−λζ±
)
=
√
2αˆe±µh√
2αˆ cosh
(√
2αˆh
)
+ (λ± µ) sinh
(√
2αˆh
) . (2.14)
Hence
E (`+) = µ−2
(
µh − sinh(µh)e−µh
)
, (2.15)
E (`−) = µ−2
(
eµh sinh(µh)− µh
)
. (2.16)
Consider ` := `− + `+, where `− and `+ are chosen independently. Then,
E(`) = 2
µ2
sinh2(µh). (2.17)
Given α ∈ R, E (e−α`) is finite if and only if{
αˆ := α + µ2/2 > 0,
2α cosh2(
√
2αˆh)+ µ2 > 0. (2.18)
If (2.18) is fulfilled, then
E
(
e−α`
)
= 2αˆ
2α cosh2(
√
2αˆh)+ µ2 . (2.19)
Remark 1. Due to the identity
2α cosh2(
√
2αˆh)+ µ2 = cosh
2(
√
2αˆh)
h2
(
2αˆh2 − µ2h2 2tanh(√2αˆh)
)
,
by straightforward computations one can check that for µh > 1 condition (2.18) is fulfilled
if and only if α > −µ2/2 + y2∗/(2h2), where y∗ is the only positive solution of the equation
y = µh tanh(y). If µh ≤ 1 then condition (2.18) is fulfilled if and only if α > −µ2/2.
2.3. The stationary alternating marked simple point process Pµ
We denote byN the space of sequences ξ = {(xi , γi ) : i ∈ Z} such that (1) (xi , γi ) ∈ R×W ,
(2) xi < xi+1, (3) x0 ≤ 0 < x1 and (4) limi→±∞ xi = ±∞. In what follows, ξ will be often
identified with the counting measure
∑
i∈Z δ(xi ,γi ) on R×W .
N is a measurable space with σ -algebra of measurable sets generated by
{ξ ∈ N : ξ(A × B) = j} , A ⊂ R Borel, B ⊂W Borel, j ∈ N.
One can characterize the above σ -algebra as follows. Consider the space S := (0,∞) ×
(0,∞)Z × WZ as a measurable space with σ -algebra of measurable sets given by the Borel
subsets associated to the product topology. Call S ′ the subset of S given by the elements where
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the first entry is not larger than the entry with index 0 of the factor space (0,∞)Z. Then by the
same arguments leading to [2] [Proposition 7.1.X] one can prove that the map
N 3 {(xi , γi )}i∈Z→ {x1} × {τi }i∈Z × {γi }i∈Z ∈ S ′, τi := xi+1 − xi , (2.20)
is bijective and both ways measurable. We note that the introduction of S ′ is due to the constraint
x1 ≤ τ0.
Let us define Pµ0,± as the law of the sequences {(xi , γi )}i∈Z ∈ N such that {γi }i∈Z are
independent random paths, {γ2i }i∈Z are i.i.d. random paths with law Pµ± , {γ2i+1}i∈Z are i.i.d.
random paths with law Pµ∓ , x0 = 0 and xi+1 − xi = `(γi ). Note that Pµ0,± is concentrated on the
measurable subset N0 defined as
N0 = {{(xi , γi )}i∈Z : x0 = 0} .
Finally we consider the convex combination
Pµ0 =
1
2
Pµ0,+ +
1
2
Pµ0,−.
Let θ : N → N and, for all t ∈ R, let Tt : N → N be the maps defined as
θξ =
∑
i∈Z
δ(xi−x1,γi ), Ttξ =
∑
i∈Z
δ(xi+t,γi ) if ξ =
∑
i∈Z
δ(xi ,γi ).
We stress that the above translation map Tt coincides with the map T−t of [3] and with the map
S−t of [2]. A probability measureQ onN is called stationary if TtQ(A) := Q(Tt A) = Q(A) for
all t ∈ R and all A ⊂ N measurable, while it is called θ -invariant if θQ(A) := Q(θ A) = Q(A)
for all A ⊂ N measurable.
Note that Pµ0 is θ -invariant. Moreover, due to (2.17) in Lemma 1,
EPµ0 (x1) = EPµ0 (`(γ0)) = E(`)/2 = sinh
2(µh)/µ2. (2.21)
Hence, due to the Palm–Khinchin theory (see Theorem 1.3.1 and formula (1.2.15) in [3], and
Theorem 12.3.II in [2]) there exists a unique stationary measure Pµ on N such that
Pµ(A) = 2
E(`)
EPµ0
[∫ x1
0
χ (T−t ({xi , γi }i∈Z) ∈ A) dt
]
,
= µ
2
sinh2(µh)
EPµ0
[∫ x1
0
χ (T−t ({xi , γi }i∈Z) ∈ A) dt
]
, (2.22)
where χ(·) denotes the characteristic function. We simply say that Pµ is the law of the stationary
alternating marked simple point process on R with alternating mark laws given by Pµ+ , P
µ
− . The
probability measure Pµ0 is the so-called Palm distribution associated to Pµ.
One can write
Pµ(·) = Pµ(· | γ0 ∈W+)Pµ(γ0 ∈W+)+ Pµ(· | γ0 ∈W−)Pµ(γ0 ∈W−). (2.23)
From (2.22) we obtain that
Pµ(γ0 ∈W±) =
2EPµ0
[
x1χ(γ0 ∈W±)
]
E(`)
=
EPµ± (`(γ ))
E(`)
= E(`±)
E(`)
. (2.24)
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Hence, by (2.15) and (2.16) of Lemma 1, we can conclude that
Pµ(γ0 ∈W±) = ±µh ∓ sinh(µh)e
∓µh
2 sinh2(µh)
. (2.25)
In order to describe the conditional probability measure Pµ(· | γ0 ∈ W±) we first observe that
x1 and {γi }i∈Z univocally determine the set {(xi , γi )}i∈Z. Moreover from (2.22) we derive that,
given Borel subsets A ⊂ R, B j ⊂W for −m ≤ j ≤ n, it holds
Pµ(x1 ∈ A, γ j ∈ B j ∀ j : −m ≤ j ≤ n | γ0 ∈W±)
= EPµ0,±
(∫ x1
0
χ(x1 − t ∈ A)dt, γ j ∈ B j ∀ j : −m ≤ j ≤ n
)
/E(`±)
= EPµ±
(∫ `(γ )
0
χ(t ∈ A)dt, γ ∈ B0
)
×
 ∏
−m≤ j≤n
j 6=0, odd
Pµ∓ (B j )

 ∏
−m≤ j≤n
j 6=0, even
Pµ± (B j )
 /E(`±).
This identity implies that under Pµ(· | γ0 ∈ W±) the random paths γi , i ∈ Z, are independent,
the paths {γ2i }i∈Z\{0} have common law Pµ± while the paths {γ2i+1}i∈Z have common law Pµ∓
and that the path γ0 has law
Pµ (γ0 ∈ A | γ0 ∈W±) =
EPµ± (`(γ )χ(γ ∈ A))
EPµ± (`(γ ))
=
EPµ± (`(γ )χ(γ ∈ A))
E(`±)
. (2.26)
Finally, we claim that under Pµ (· | γ0 ∈W±), x1 has probability density function on [0,∞)
given by (1 − F±(x))/E(`±), where F±(x) = P(`± ≤ x) for x ≥ 0. Indeed, given x ≥ 0, due
to (2.22) and (2.24) we can write
Pµ (x1 ≥ x | γ0 ∈W±) = Pµ (x1 ≥ x, γ0 ∈W±) /Pµ(γ0 ∈W±)
= EPµ0,±
(∫ x1
0
χ(x1 − t ≥ x)dt
)
/E(`±) = E ((`± − x)χ(`± ≥ x)) /E(`±)
= E
(∫ ∞
x
χ(`± ≥ z)dz
)
/E(`±) =
(∫ ∞
x
P(`± ≥ z)dz
)
/E(`±).
In particular, we point out that due to (2.23) and (2.24) under Pµ the random variable x1 has
probability density on [0,∞) given by (2− F+(x)− F−(x)) /E(`).
2.4. The statistics of h-slopes
We can finally prove the main theorem of this section:
Theorem 1. Let B be the Brownian motion with law Pµ0 and let (mi )i∈Z be the sequence of
points of h-extrema of B, increasingly ordered, with m0 ≤ 0 < m1. For each i ∈ Z define the
h-slope γi as
γi =
(
Bt − Bm i : 0 ≤ t ≤ mi+1 −mi
)
.
Then the marked point process {(mi , γi ) : i ∈ Z} has law Pµ.
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In order to prove the above result we need to further elucidate the relation between Pµ and
its Palm distribution Pµ0 , benefiting from the Palm–Khinchin theory. To this end, we need the
ergodicity of Pµ0 :
Lemma 2. The probability measure Pµ0 is θ -ergodic, i.e. if A ⊂ N is a measurable set such thatPµ0 (A∆θ A) = 0 then Pµ0 (A) ∈ {0, 1}.
Proof. Let us suppose that A ⊂ N is a Borel set with Pµ0 (A∆θ A) = 0. Due to the
characterization of the σ -algebra of measurable sets in N given by the bijective and both ways
measurable map (2.20) and since Pµ0 is concentrated on N0, for each ε > 0 we can find a
measurable set Aε ⊂ N0 and an integer k = k(ε) such that Aε depends only on the random
variables γi with −k ≤ i ≤ k and Pµ0 (A∆Aε) ≤ ε. This implies that Pµ0,+(A∆Aε) ≤ 2ε and
Pµ0,−(A∆Aε) ≤ 2ε. Since Pµ0 is θ -invariant and Pµ0 (A∆θ A) = 0, we get for each positive
integer n that Pµ0 (A∆θn A) = 0 and therefore
Pµ0 (A∆θn Aε) = Pµ0 (θn A∆θn Aε) = Pµ0
(
θn(A∆Aε)
) = Pµ0 (A∆Aε) ≤ ε.
This implies that
Pµ0 (Aε∆θn Aε) ≤ Pµ0 (Aε∆A)+ Pµ0 (A∆θn Aε) ≤ 2ε. (2.27)
Let us now write o(1) for any quantity which goes to 0 as ε ↓ 0. We note that for n large enough
and even it holds
Pµ0,+(Aε ∩ θn Aε) = Pµ0,+(Aε)2 = Pµ0,+(A)2 + o(1), (2.28)
Pµ0,−(Aε ∩ θn Aε) = Pµ0,−(Aε)2 = Pµ0,−(A)2 + o(1); (2.29)
while for n large enough and odd it holds
Pµ0,+(Aε ∩ θn Aε) = Pµ0,−(Aε ∩ θn Aε) = Pµ0,+(Aε)Pµ0,−(Aε)
= Pµ0,+(A)Pµ0,−(A)+ o(1). (2.30)
Let a := Pµ0,+(A) and b := Pµ0,−(A). Due to our previous observations, we conclude that
o(1) = Pµ0 (Aε∆θn Aε)
= Pµ0 (Aε)+ Pµ0 (θn Aε)− 2Pµ0 (Aε ∩ θn Aε)
= 2Pµ0 (Aε)− 2Pµ0 (Aε ∩ θn Aε)
= Pµ0,+(Aε)+ Pµ0,−(Aε)−
[
Pµ0,+(Aε ∩ θn Aε)+ Pµ0,−(Aε ∩ θn Aε)
]
=
{
a + b − (a2 + b2)+ o(1) if n is even and large,
a + b − 2ab + o(1) if n is odd and large. (2.31)
It is simple to check that there are only two possible cases: (i) a = o(1) and b = o(1), (ii)
a = 1+o(1) and b = 1+o(1), implying respectively that Pµ0 (A) = o(1) and Pµ0 (A) = 1+o(1).
Due to the arbitrariness of ε we conclude that Pµ0 (A) ∈ {0, 1}. 
Let us now introduce the space N∗ given by the counting measures ξ = ∑ j∈J n jδ(x ( j),γ ( j))
on R ×W , where n j ∈ N and the set {
(
x ( j), γ ( j)
)
j∈J } has finite intersection with sets of the
form [a, b] ×W . Note that if n j = 1 for all j ∈ J we can identity ξ with its support. Hence we
can think of N as a subset of N∗.
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Fig. 3. The sequence σn , τn .
As discussed in [3] [Section 1.1.5] one defines on N∗ a suitable metric dN∗ such that (i) N∗
is a Polish space, (ii) N is a Borel subset of N∗ and (iii) the σ -algebra of Borel subsets of N∗ is
generated by the sets {ξ ∈ N∗ : ξ(A × B) = j}, where j ∈ N, A ⊂ R and B ⊂ W are Borel
subsets. In particular, the σ -algebra of measurable subsets ofN introduced above coincides with
the σ -algebra of Borel subsets of N and we can think of Pµ,Pµ0 ,Pµ0,± as Borel probability
measures on N∗ concentrated on N .
Due to Lemma 2 and [3] [Theorem 1.3.13] we get
Corollary 1. Given µ 6= 0, the probability measure Tt0Pµ0 weakly converges to Pµ as t0 ↓ −∞,
i.e. for any continuous bounded function f : N∗→ R it holds
lim
t0↓−∞
ETt0P
µ
0
( f ) = EPµ( f ). (2.32)
Let ν be the intensity measure associated to Pµ, i.e. ν is the probability measure on R ×W
such that
ν(A × B) = EPµ (ξ(A × B)) , A ⊂ R Borel, B ⊂W Borel.
Then due to [3] [Theorem 1.1.16], the weak convergence of Tt0Pµ0 to Pµ stated in Corollary 1
is equivalent to the following fact: given a finite family X1, X2, . . . , Xk of disjoint sets X j =
[a j , b j ) × L j , with a j , b j ∈ R and L j ⊂ W Borel, satisfying ν(∂X j ) = 0 for j = 1, . . . , k, it
holds
lim
t0↓−∞
Tt0Pµ0 (ξ(Xs) = js ∀s : 1 ≤ s ≤ k) = Pµ (ξ(Xs) = js ∀s : 1 ≤ s ≤ k) ,
for all j1, j2, . . . , jk ∈ N.
We have now the main tools in order to prove Theorem 1.
Proof of Theorem 1. Let B be a two-sided Brownian motion with law Pµ0 . Set τ−1 = t0 and
define the random variables τn, βn, σn inductively on n ∈ N as follows (see Fig. 3):
For n even set
τn = min
{
t ≥ τn−1 : Bt = min
τn−1≤s≤t
(Bs)+ h
}
, (2.33)
βn = min {Bs : τn−1 ≤ s ≤ τn} , (2.34)
σn = max {s : τn−1 ≤ s ≤ τn, Bs = βn} ; (2.35)
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for n odd set
τn = min
{
t ≥ τn−1 : Bt = max
τn−1≤s≤t
(Bs)− h
}
, (2.36)
βn = max {Bs : τn−1 ≤ s ≤ τn} , (2.37)
σn = max {s : τn−1 ≤ s ≤ τn, Bs = βn} . (2.38)
Note that by construction σn is a point of h-maximum for n odd, while σn is a point of h-
minimum for n 6= 0 even. Moreover, due to Lemma 1 and the strong Markov property of
Brownian motion at the Markov times τn , the slopes(
Bσn+s − Bσn : 0 ≤ s ≤ σn+1 − σn
)
n ≥ 1
are independent, having law Pµ− if n is odd and law P
µ
+ if n is even.
In what follows we will use the independent random variables X, V with the following laws:
X is distributed as σ1 − t0, i.e. X is distributed as τ¯ + σ¯ ′ where τ¯ , σ¯ ′ are independent copies of
τ, σ ′ defined in (2.2) and (2.8) respectively. V is distributed as `+, i.e. as the length `(γ ) of the
random path γ chosen with law Pµ+ .
Given a realization of the two-sided Brownian motion B with law Pµ0 , let ξ(B) be the
associated marked simple point process defined at the end of Theorem 1, while let ξ denote
a generic element of N . Fix a finite family X1, X2, . . . , Xk of disjoint sets X j = [a j , b j )× L j ,
with ai , b j ∈ R and L j ⊂W Borel, and consider the eventA := {ξ : ξ(Xm) = jm, 1 ≤ m ≤ k}
for given j1, j2, . . . , jk ∈ N. Finally, set a := min{a1, a2, . . . , ak}. Due to the discussion
after Corollary 1, we only need to show that Pµ0 (ξ(B) ∈ A) = Pµ(A). To this end, we set
g(u) := TuPµ0,−(A) and restrict in what follows to the case t0 < a. Then our initial considerations
imply that
Pµ0 (ξ(B) ∈ A, σ1 < a) = E (g(t0 + X), t0 + X < a) (2.39)
and therefore∣∣Pµ0 (ξ(B) ∈ A)− Eg(t0 + X)∣∣
= ∣∣Pµ0 (ξ(B) ∈ A, σ1 ≥ a)− E (g(t0 + X), t0 + X ≥ a)∣∣
≤ 2P(t0 + X ≥ a). (2.40)
In what follows, we will frequently apply the above argument in order to get estimates from
above without explicit mention.
Let us consider the probability measure Tt0Pµ0 . By definition
Tt0Pµ0 (A) =
1
2
Tt0Pµ0,+(A)+
1
2
Tt0Pµ0,−(A),
while ∣∣∣Tt0Pµ0,+(A)− Eg(t0 + V )∣∣∣ ≤ 2P(t0 + V ≥ a). (2.41)
Hence we can estimate∣∣Tt0Pµ0 (A)− Eg(t0 + V )/2− g(t0)/2∣∣ ≤ 2P(t0 + V ≥ a). (2.42)
Due to (2.40) and (2.42) and Corollary 1, in order to prove the theorem it is enough to show that
lim
t0↓−∞
|Eg(t0 + X)− Eg(t0 + V )/2− g(t0)/2| = 0. (2.43)
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We claim that, given a generic positive random variable W having a (bounded) probability
density and bounded third moment, |Eg(t0 + W ) − g(t0)| converges to 0 as t0 ↓ −∞. Due
to Lemma 3, this result allows deriving (2.43). In order to prove our claim, define Sn as the sum
of n independent copies of the random variable ` introduced in Proposition 1. Moreover, let Sn
and W be independent. Then
|Eg(t0 +W + Sn)− Eg(t0 +W )| ≤ 2P(t0 +W + Sn ≥ a),
|Eg(t0 + Sn)− Eg(t0)| ≤ 2P(t0 + Sn ≥ a).
Hence in order to prove our claim, it is enough to prove that
lim
n↑∞ lim supt0↓−∞
|Eg(t0 +W + Sn)− Eg(t0 + Sn)| = 0.
In general, given a r.v. Zwe write pZ for its probability density (if it exists). Moreover, we denote
by ‖ · ‖1 the norm in L1(R, du). Setting S¯n = Sn − nE(`), we can bound
|Eg(t0 +W + Sn)− Eg(t0 + Sn)|
≤
∫
R
g(t0 + u)
∣∣pW+Sn (u)− pSn (u)∣∣ du ≤ ‖pW+S¯n − pS¯n‖1. (2.44)
Since
pW+S¯n (u)du = p(W+S¯n)/√n(u/
√
n)d(u/
√
n),
pS¯n (u)du = pS¯n/√n(u/
√
n)d(u/
√
n),
by a change of variables we can conclude that
|Eg(t0 +W + Sn)− Eg(t0 + Sn)| ≤ ‖p(W+S¯n)/√n − pS¯n/
√
n‖1. (2.45)
Let N (u) = exp (−u2/(2λ)) /√2piλ be the Gaussian distribution with variance λ = Var(`).
Due to (2.44) and (2.45) in order to conclude we only need to show that
lim
n↑∞ ‖p(W+S¯n)/
√
n − pW/√n ∗N‖1 = 0, (2.46)
lim
n↑∞ ‖pW/
√
n ∗N −N‖1 = 0, (2.47)
lim
n↑∞ ‖N − pS¯n/
√
n‖1 = 0, (2.48)
where f ∗ g denotes the convolution of f and g.
We note that (2.46) follows from (2.48) since p(W+S¯n)/√n = pW/√n ∗ pS¯n/√n and for generic
functions h, h′, w in L1(R, du) it holds that ‖h ∗ w − h′ ∗ w‖1 ≤ ‖h − h′‖1‖w‖1. Limit (2.47)
follows from straightforward computations while (2.48) corresponds to the L1-local central limit
theorem for densities since W has bounded probability density and bounded third moment (see
[10] [page 193] or Theorem 18 in [11] [Chapter VII] where the boundedness of pW is required).

Lemma 3. The random variables X and V in the proof of Theorem 1 have bounded continuous
probability densities. Moreover, they have finite nth moment for all n ∈ N.
Proof. Due to Theorem 3 in [12] [Section XV.3] in order to prove that X and V have bounded
continuous probability densities it is enough that the associated Fourier transforms are in
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L1(R, dx). Since X = (τ−σ)+σ+σ ′ and `+ = (τ−σ)+σ ′ where the random variables τ−σ , σ
and σ ′ are independent, it is enough to prove that the Fourier transform of τ −σ is integrable. To
this end, we observe that due to Lemma 1 the expectation Eµ0
(
e−α(τ−σ)
)
is finite for α > −µ2/2.
This implies that the complex Laplace transform C 3 α → Eµ0
(
e−α(τ−σ)
) ∈ C is well defined
(i.e. the integrand is integrable) and analytic on the complex halfplane R(α) > −µ2/2. Indeed,
integrability is stated in Section 2.2 of [13] and analyticity is stated in Satz 1 (Proposition 1)
in Section 3.2 of [13]. We point out that in [13] the author considers the complex Laplace
transform of functions, but all arguments and results can be easily extended to the complex
Laplace transform of probability measures.
In particular, we get that the Fourier transform τ − σ is given by
Eµ0 (exp (−ia(τ − σ))) =
√
2ai+ µ2
µ
sinh(µh)
sinh
(√
2ai+ µ2h
) , a ∈ R,
where the square-root is defined by analytic extension as
√
reiθ = √reiθ/2 on the simply
connected set {reiθ : r ≥ 0, θ ∈ (−pi, pi)}. From the above expression, one easily derives
the integrability of the above Fourier transform.
Since the Laplace transforms (2.5) and (2.7) are analytic in the origin, it follows from [12]
[Section XIII.2] that σ , τ − σ and σ ′ have finite nth moments for all n ∈ N. Hence, the same
holds for X and V . 
3. Comparison with the RG-approach
In this section we give some comments on the results concerning the h-extrema of drifted
Brownian motion obtained in [8] via the non-rigorous Real Space Renormalization Group
(RSRG) method and applied for the analysis of 1D random walks in random environments.
We present the results obtained in [8] in the formalism of Sinai’s random walk, keeping the
discussion at a non-rigorous level.
Start with a sequence of i.i.d. random variables {ωx }x∈Z such that ωx ∈ (0, 1) and
A := E
[
log
1− ω0
ω0
]
∈ R \ {0}, Var
[
log
1− ω0
ω0
]
=: 2σ ∈ (0,∞).
Defining δ := A/(2σ), the random variable logωx/(1 − ωx ) corresponds then to the random
variable f in (27) of [8]. Without loss of generality we set σ = 1 as in [8], thus implying that
A = 2δ.
The associated Sinai’s random walk is the nearest neighbor random walk on Z where ωx is
the probability to jump from x to x + 1 and 1−ωx−1 is the probability to jump from x to x − 1.
Consider the function V : R→ R defined on Z as
V (x) =

x−1∑
i=0
log
1− ωx
ωx
, if x ≥ 1, x ∈ Z,
0 if x = 0,
−
−1∑
i=x
log
1− ωx
ωx
if x < 0, x ∈ Z,
and extended to all R by linear interpolation. Usually, the above Sinai’s random walk is well
described by a diffusion in the potential V . In [8] the authors obtain results on the statistics of
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the Γ -extrema of V taking the limits Γ ↑ ∞, δ ↓ 0 with Γ δ fixed. In what follows, we show
the link between their results and our analysis of the statistics of h-extrema of drifted Brownian
motion.
By the Central Limit Theorem applied to V (x)− 2δx , one concludes that for Γ large
V (xΓ 2)√
2Γ
∼ B∗x +
√
2δΓ x, x ∈ R,
where B∗ is the standard two-sided Brownian motion (i.e. B∗ has law P0). If we setµ := −
√
2δΓ
and consider the limits Γ ↑ ∞ and δ ↓ 0 with µ fixed we get that the rescaled potential
V is well approximated by the Brownian motion B with law Pµ0 . In particular, for Γ large
one expects that the ordered family {(xk, V (xk))}k∈Z of Γ -extrema of V is well approximated
by family
{
(Γ 2mk,
√
2Γ Bm k )
}
k∈Z where {mk}k∈Z is the ordered sequence of points of h-
extrema of B with h = 1/√2 (we follow the convention that x0 ≤ 0 < x1). Setting as in [8]
ζ := |V (xk+1)− V (xk)| − Γ and l := xk+1 − xk , we get
ζ/Γ ∼ √2 ∣∣Bm k+1 − Bm k ∣∣− 1, l/Γ 2 ∼ mk+1 −mk . (3.1)
In [8] the authors write P+(ζ, l)dζdl, P−(ζ, l)dζdl for the joint probability density of the
random variables ζ, l if xk is a point of Γ -minimum or a point of Γ -maximum respectively,
they set P±Γ (ζ, p) :=
∫∞
0 e
−lp PΓ (ζ, l)dl and derive via the RSRG method the limiting form of
P±Γ (ζ, p) (note that in [8] the authors erroneously do not distinguish the Γ -slope covering the
origin from the other Γ -slopes, but in order to have a correct result one must take k 6= 0).
It is simple to check that all the computations obtained in [8] [Section II.C.2] equal the
results obtained in Proposition 1 by approximating the random variables ζ, l with distribution
P±(ζ, l)dζdl by means of the random variables
√
2Γ ζ±,Γ 2`± of Proposition 1, where µ =
−√2δΓ , h = 1/√2. This confirms (3.1).
4. Proof of Lemma 1 via fluctuation theory
Given a path f ∈ C([0,∞),R), define the hitting time of f at x as
Tx ( f ) = inf {t > 0 : ft = x} , x ∈ R. (4.1)
Consider the process {Bt , t ≥ 0} carrying the law Pµ0 and define (see Fig. 4)bt = min
{Bs : 0 ≤ s ≤ t}
L t = −bt ,
Yt = Bt − bt .
(4.2)
The process Y is the so-called one-sided drifted BM reflected at its last infimum. It has the
following properties:
Lemma 4 ([14] [Lemma VI.55.1]). The process Y = {Yt , t ≥ 0} is a diffusion and L =
{L t , t ≥ 0} is a local time of Y at 0. The transition density function of the process Y stopped
at 0, i.e.
{
Yt∧T0 , t ≥ 0
}
, is
p¯t (x, y) = (2pi t)−1/2eµ(x−y)− 12µ2t
[
e−(y−x)2/2t − e−(y+x)2/2t
]
, x, y > 0. (4.3)
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Fig. 4. The process Yt .
The entrance law nt , t > 0, associated with the excursions of Y from 0 w.r.t. the time L is given
by nt (dy) = nt (y)dy, where:
nt (y) = 2y(2pi t3)−1/2 exp
[
−(y + µt)2/2t
]
, y > 0. (4.4)
Let us comment on the above result and fix some notation (for a general treatment of excursion
theory see for example [14] [Chapter VI] and [4] [Chapter IV]).
We denote by U the space of excursions from 0, i.e. continuous functions f : [0,∞) → R
satisfying the coffin condition
f (t) = f (H) = 0, ∀t ≥ H,
where H is the life time of f , namely
H = H( f ) = T0( f ) ∈ [0,∞]. (4.5)
The excursion space U is endowed with the smallest σ -algebra which makes each evaluation map
f → f (t) measurable. One can prove that this σ -algebra coincides with the Borel σ -algebra of
the space U endowed with the Skohorod metric.
Write γt for the right continuous inverse of L t , namely
γt = inf {u > 0 : Lu > t} = inf{u > 0 : min
0≤s≤u Bs < −t},
and define the excursion et ∈ U , t > 0, as
et (s) =
{
Y (γt− + s) if 0 ≤ s ≤ γt − γt−,
0 if s ≥ γt − γt−.
Then the random point process ν of excursions of Y from 0 is defined as
ν = {(t, et ) : t > 0, γt 6= γt−} .
In what follows, we will often identify the random discrete set ν with the random measure∑
t>0:γt 6=γt− δ(t,et ) on (0,∞)×U . Decomposing U as U = U∞ ∪U0, where
U∞ = { f ∈ U : H( f ) = ∞}, U0 = { f ∈ U : H( f ) <∞},
the Itoˆ Theorem [14] [Theorem VI.47.6] states that there exists a σ -finite measure n on U (called
the Itoˆ measure) with n(U∞) <∞ such that, if ν′ is a Poisson point process on (0,∞)×U with
intensity measure dt × n and if
ζ = inf {t > 0 : ν′ ((0, t] ×U∞) > 0} , (4.6)
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then the point process ν under Pµ0 has the same law as ν
′|(0,ζ ]×U :
ν ∼ ν′|(0,ζ ]×U . (4.7)
Here and in what follows, given a measurable space X with measure m and a measurable
subset A ⊂ X we denote by m|A the measure on X such that m|A(B) = m(A ∩ B) for all
B ⊂ X measurable.
Given t > 0 the entrance law nt (dy), with support in (0,∞), is defined as
nt (dy) = n ({ f : H( f ) > t, ft ∈ dy}) . (4.8)
Since the process Y (starting at 0) defined via (4.2) is Markov and visits each y ≥ 0 a.s., the
definition of the process Y starting at y is obvious. Due to Lemma 4, the process Y starting at y
and stopped at 0 is a strong Markov process with transition probability p¯t (·, ·). In what follows
we denote its law by Q y .
Then, given t > 0, measurable subsets A, C ⊂ U with A ∈ σ( fs, 0 ≤ s ≤ t), it holds
n ( f : f ∈ A, H( f ) > t, θt f ∈ C) =
∫ ∞
0
n ( f ∈ A, H( f ) > t, ft ∈ dy) Q y(C), (4.9)
where (θt f )s = ft+s . In particular, due to (4.9) the transition density functions (4.3) and the
entrance laws (4.4) determine univocally the Itoˆ measure n.
In order to obtain more information on the Itoˆ measure n of the point process of excursions of
Y from 0, we give an alternative probabilistic interpretation of the transition density p¯(x, y). To
this end, recall that the Girsanov formula implies that
Eµx (g) = Ex (gZ t ), Z t = exp
{
−µ(Bt − x)− µ2t/2
}
, (4.10)
for each Ft -measurable function g, where Ft = σ (Bs : 0 ≤ s ≤ t). Due to (4.10), we get for all
x, y, z, s, t > 0,
Pµz (Bs+t ∈ dy, T0(θs B) > t | Bs = x) = Pµx (Bt ∈ dy, T0 > t)
= e−µ(y−x)−µ2t/2Px (Bt ∈ dyT0 > t) = p¯µt (x, y). (4.11)
In fact, the second identity follows from (4.10) while the last identity follows from (4.3) by
computing Px (Bt ∈ dy, T0 > t) via a reflection argument. Hence, given z > 0, p¯t (·, ·) is the
transition density function of the process
(
Bt∧T0 , t ≥ 0
)
under Pµz , whose law equals Qz . In
particular, (4.9) can be reformulated as
n ( f : f ∈ A, H( f ) > t, θt f ∈ C)
=
∫ ∞
0
n ( f ∈ A, H( f ) > t, ft ∈ dy)Pµy (B·∧T0 ∈ C). (4.12)
The above identity will be frequently used in what follows.
We point out that, as stated in Theorem 1 of [4] [Section VII.1], the content of Lemma 4
is valid in more generality for spectrally positive Le´vy processes s.t. the origin is a regular
point, i.e. real valued processes starting at the origin with stationary independent increments,
with no negative jumps and returning to the origin at arbitrarily small times. Moreover, defining
b˜t := 0 ∧ inf{Bs : 0 ≤ s ≤ t}, it is simple to check that the process Y starting at x > 0 has the
same law of the process
(
Y˜t := Bt − b˜t , t ≥ 0
)
, where B is chosen with law Pµx . This implies
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that Y˜t = Bt if t < T0(B), hence one gets again that p¯µt (x, y) = Pµx (Bt ∈ dy, T0 > t) as
in (4.11).
In order to state our results it is useful to fix some further notation. Given h > 0 we denote by
U h,+ the family of excursions with height at least h and by U h,− the family of excursions with
height less than h, namely
U h,+ =
{
f ∈ U : sup
s≥0
fs ≥ h
}
, U h,− =
{
f ∈ U : sup
s≥0
fs < h
}
.
One of the main technical tools in order to extend the proof in [1] to the drifted case is the
following lemma, whose proof is postponed to Section 6.
Lemma 5. If αˆ > 0, µ 6= 0, then
n
(
U h,+
)
= µe
−µh
sinh(µh)
, (4.13)
n
(
U h,− ∩U∞
)
= 0, (4.14)∫
U h,−
(
1− e−αH( f )
)
n(d f ) = √2αˆ coth
(√
2αˆh
)
− µ coth(µh), (4.15)
n
(
U h,+
)−1 ∫
U h,+
e−αTh n(d f ) =
√
2αˆ
µ
sinh(µh)
sinh
(√
2αˆh
) . (4.16)
Finally, we can prove Lemma 1:
Proof of Lemma 1. One can recover the Brownian motion from the point process ν of
excursions of Y from 0 by the formula
Bt = −a + f (t − S), for t ∈ [S, S + H( f )], (4.17)
which is valid for each couple (a, f ) ∈ ν by setting
S =
∫
(0,a)×U
H( f ′)ν(da′, d f ′).
It is convenient to associate to U h,+, U h,− the measures ν∗ = ν|[0,∞)×U h,+ , ν∗ = ν|[0,∞)×U h,− ,
n∗ = n|U h,+ and n∗ = n|U h,− . Moreover, we set
a∗ = inf
{
a > 0 : ∃ f ∈ U h,+ with (a, f ) ∈ ν
}
.
If a∗ is finite, let f ∗ be the only excursion such that (a∗, f ∗) ∈ ν. Due to (4.6), (4.7) and (4.14)
Pµ0 (a
∗ > a) = Pµ0
(
ν∗ ((0, a] ×U ) = 0) = exp {−a n∗(U )} ,
therefore a∗ is an exponential variable with parameter n∗(U ) (in particular, a∗ is finite a.s.). Due
to representation (4.17), β = −a∗. Together with (4.13) this implies that −β is an exponential
variable with mean (2.4). Moreover, (4.17) implies that
σ =
∫
(0,a∗)×U
H( f ′)ν(da′, d f ′) =
∫
(0,a∗)×U
H( f ′)ν∗(da′, d f ′). (4.18)
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Due to the above expression and representation (4.17), the trajectory (Bt , 0 ≤ t ≤ σ) depends
only on ν∗ and a∗, while the trajectory (Bσ+t − β, 0 ≤ t ≤ τ − σ) coincides with the excursion
f ∗ stopped when it reaches level h. Since ν∗ and a∗ are independent from f ∗ we get the
independence of the trajectories.
In order to prove (2.5) we observe that −β = x means that a∗ = x . Therefore, conditioning
to −β = x , it holds σ = ∫
(0,x)×U H( f
′)ν∗(da′, d f ′), thus implying that
Eµ0
[
exp(−ασ) | β = −x] = Eµ0 (exp{−α ∫
(0,x)×U
H( f ′)ν∗(da′, d f ′)
})
. (4.19)
Note that, in order to derive the above identity, we have used that ν is the superposition of the
independent point processes ν∗ and ν∗.
We claim that
Eµ0
(
exp
{
−α
∫
(0,x)×U
H( f ′)ν∗(da′, d f ′)
})
= exp
{
−x
∫
U
(
1− e−αH( f )
)
n∗(d f )
}
. (4.20)
In order to prove this claim we note that, due to the Itoˆ Theorem and (4.14), the point process
ν∗ has the same distribution of the Poisson point process on (0,∞)×U with intensity dt × n∗.
Hence, for α ≥ 0 the above identity follows directly from the exponential formula for Poisson
point processes [4] [Section O.5]. Suppose now that α < 0 and αˆ ≥ 0. Given m > 0 and f ∈ U
we define Hm( f ) as −∞ if H( f ) ≤ m and as H( f ) if H( f ) > m. Due to (4.8) and (4.12), we
get the bound∫
e−αHm ( f )n∗(d f ) ≤ e−αm
∫ h
0
nm(dy)Eµy
(
e−αT0IT0<Th
)
where the r.h.s. is finite due to the form of nm and identity (6.2). This allows us to conclude
that the integral
∫
e−αHm ( f )n∗(d f ) is finite, and therefore the same holds for the smaller integral∫ ∣∣1− e−αHm ( f )∣∣ n∗(d f ). This last property allows us to apply again the exponential formula for
Poisson point processes and to deduce that
Eµ0
(
exp
{
−α
∫
(0,x)×U
Hm( f
′)ν∗(da′, d f ′)
})
= exp
{
−x
∫
U
(
1− e−αHm ( f )
)
n∗(d f )
}
.
Taking the limit m ↓ 0 and applying the Monotone Convergence Theorem we derive (4.20)
from the above identity. Hence, (2.5) follows from (4.15), (4.19) and (4.20), while trivially (2.7)
follows from (2.5).
Finally, in order to prove (2.3), we observe that τ − σ = Th( f ∗). Since the path f ∗ has
law n∗/n∗(U ), Eµ0 (exp(−α(τ − σ))) equals
∫
U n
∗(d f ) exp (−αTh( f )) /n∗(U ) and the thesis
follows from (4.16). 
Remark 2. As already remarked, the analogue of Lemma 1 (restricted to α > 0) has been proved
for more general spectrally one-sided Le´vy processes [5,6] and [7, Proposition 1], by means
of more sophisticated arguments always based on fluctuation theory, excursion theory and the
analysis of the hitting times of the process. We have given a self-contained and direct proof
based on simple computations, which will be useful also for the proof of Theorem 2, but one can
derive Lemma 1 from the cited references as follows. The Laplace exponent of the drifted BM
with law Pµ0 is given by ψ(λ) = 12λ2 − λµ, i.e. Eµ0
(
eλBt
) = etψ(λ) for λ ∈ R. Given α > 0 we
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define the function W (α)(x) as
W (α)(x) = eµx
(
ex
√
2αˆ − e−x
√
2αˆ
)
/
√
2αˆ.
Then it is simple to check that∫ ∞
0
e−λx W (α)(x)dx = 1
ψ(λ)− α , ∀λ ≥ Φ(α),
where the value Φ(α) is defined as the largest root of ψ(λ) = α, i.e. Φ(α) = µ + √2αˆ. The
function W (α) is related to the exit of the BM from a given interval. More precisely, due to (6.3),
it holds
Eµ0 (e
−αTy Ty < T−x ) = W (α)(x)/W (α)(x + y), ∀x, y > 0. (4.21)
To the function W (α) one associates the function Z (α) given by
Z (α)(x) = 1+ α
∫ x
0
W (α)(z)dz = αe
µx
√
2αˆ
(
e
√
2αˆx
µ+√2αˆ −
e−
√
2αˆx
µ−√2αˆ
)
.
Knowing the values of W (α) and Z (α) one can compute the expressions in Lemma 1 for α > 0
by applying for example, Proposition 1 in [7].
5. The behavior of the drifted Brownian motion near an h-extremum
In this section we characterize the behavior of an h-slope not covering the origin, near its
extremes. To this end, we recall the definition of the drifted Brownian motion Doob-conditioned
to hit +∞ before 0, referring to [4] [Section VII.2] and references therein for a more detailed
discussion. First, we write W (x) for the function
W (x) := W (0)(x) = e
2xµ − 1
µ
(W (α) has been defined in Remark 2). Defining Φ(0) as the largest zero of ψ(λ) := λ2/2− λµ,
i.e. Φ(0) := 0 ∨ (2µ), the function W is a positive increasing function with Laplace transform∫ ∞
0
e−λx W (x)dx = 1
ψ(λ)
, ∀λ > Φ(0),
satisfying the identity (see (4.21))
Pµ0 (Ty < T−x ) = W (x)/W (x + y), ∀x, y > 0. (5.1)
Due to the above considerations, the function W is the so-called scale function of the drifted
Brownian motion with law Pµ0 .
For each x > 0 consider the new probability measure Pµ,↑x on the path space C ([0,∞),R)
characterized by the identity
Pµ,↑x (Λ) =
1
W (x)
Eµx (W (X t ),Λ, t < T0) , Λ ∈ Ft , (5.2)
where (X t , t ≥ 0) denotes a generic element of the path space C ([0,∞),R) and Ft :=
σ {Xs : 0 ≤ s ≤ t}. As discussed in [4] [Section VII.3], the above probability measure is well
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defined, the weak limit Pµ,↑0 := limx↓0 Pµ,↑x exists and the process
(
Pµ,↑x , x ≥ 0
)
is a Feller
process, hence strong Markov (we point out that in [4] [Section VII.3] the above results are
proven in the Skohorod path space D([0,∞),R), but one can adapt the proofs to C([0,∞),R)).
As explained in [4] [Section VII.3], this process can be thought of as the Brownian motion with
drift −µ Doob-conditioned to hit +∞ before 0. In the case of positive drift, i.e. µ < 0, this can
be realized very easily by observing that due to (5.1)
Pµx (T0 = ∞) = Pµ0 (T−x = ∞) = limy↑∞P
µ
0 (Ty < T−x )
= lim
y↑∞
W (x)
W (x + y) = 1− e
2xµ = −µW (x), ∀x > 0,
and that this identity together with the Markov property implies that Pµx (Λ|T0 = ∞) equals
Pµ,↑x (Λ) for all x > 0,Λ ∈ Ft . For negative drift the event {T0 = ∞} has zero probability, and a
more subtle discussion is necessary.
Lemma 6. The process Pµ,↑0 is a diffusion characterized by the SDE
dX t = dBt + µ coth (µX t ) dt, X0 = 0, (5.3)
where Bt is the standard Brownian motion.
Proof. As already discussed, the above process has continuous paths and it is strong Markov,
i.e. it is a diffusion.
Due to (5.2) and (4.11), given x, y > 0,
qt (x, y) := Pµ,↑x (X t ∈ dy) =
W (y)
W (x)
Pµx (X t ∈ dy, t < T0) =
W (y) p¯µt (x, y)
W (x)
= sinh(µy)
sinh(µx)
e− 12µ2t√
2pi t
[
e−(y−x)2/2t − e−(y+x)2/2t
]
. (5.4)
From the above expression, by direct computations one derives that
∂
∂t
qt (x, y) = − ∂
∂y
(µ coth(µy)qt (x, y))+ 12
∂2
∂y2
qt (x, y). (5.5)
Hence, the generator of the process is given by
L f (y) = µ coth(µy) d
dy
f (y)+ 1
2
d2
dy2
f (y)
and this implies the SDE (5.3). 
Let us consider now the Brownian motion with drift −µ Doob-conditioned to hit h before 0
and killed when it reaches h. In order to make precise its meaning when the Brownian motion
starts at the origin, given 0 < x < h, we define P↑,µx,h as the conditioned law on C([0,∞),R)
such that Pµ,↑x,h (Λ) = Pµx (Λ | Th < T0) for all Λ ∈ ∪s≥0 Fs . Note that the above definition is well
posed since by (5.1), Pµx (Th < T0) = W (x)/W (h) > 0.
Lemma 7. Given 0 < x < h, let Qµ,↑x,h and R
µ,↑
x,h be the laws of the path (X t : 0 ≤ t ≤ Th)
killed when level h is reached, where X is chosen with laws Pµ,↑x,h and P
µ,↑
x respectively. Then
Qµ,↑x,h = Rµ,↑x and the weak limit Qµ,↑0,h := limx↓0 Qµ,↑x,h exists and equals Rµ,↑0 .
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Proof. Given 0 < x1, x2, . . . , xn < h and times t1 < t2 < · · · < tn , we denote by A the
eventA := {X ti ∈ dxi ∀i : 1 ≤ i ≤ n, tn < Th}. Then, by the definition of Pµ,↑x,h and the Markov
property of the Brownian motion, for each 0 < x < h we get that
Pµ,↑x,h (A) = Pµx (A, tn < T0)Pµxn (Th < T0)/Pµx (Th < T0) = Pµx (A, tn < T0)W (xn)/W (x).
Due to (5.2), the last expression in the r.h.s. equals the probability Pµ,↑x (A), hence we can
conclude that Pµ,↑x,h (A) = Pµ,↑x (A). Hence Qµ,↑x,h = Rµ,↑x,h for 0 < x < h. The last statement
concerning Qµ,↑0,h follows from the fact that the weak limit limx↓0 P
µ,↑
x exists and equals
Pµ,↑0 . 
Due to the first part of the above lemma, we can think of
(
Pµ,↑x,h , 0 ≤ x ≤ h
)
as the Brownian
motion with drift −µ Doob-conditioned to hit h before 0 and killed when it hits h.
Now we have all the tools in order to describe the behavior of the h-slopes not covering the
origin, near their extremes. In order to simplify the notation, in what follows we denote by B(µ)
the two-sided Brownian motion with drift −µ, starting at the origin. Moreover, given r ∈ R, we
define T (h,−)r and T (h,+)r as
T (h,±)r = inf
{
s > 0 :
∣∣∣B(µ)r±s − B(µ)r ∣∣∣ = h} .
Theorem 2. Let µ 6= 0 and let m < m′ be consecutive points of h-extrema for the drifted
Brownian motion B(µ), both non-negative or both non-positive.
If m is a point of h-minimum and m′ is a point of h-maximum, then the processes{
B(µ)m+t − B(µ)m , 0 ≤ t ≤ T (h,+)m
}
, (5.6){
B(µ)m′ − B(µ)m′−t , 0 ≤ t ≤ T (h,−)m′
}
, (5.7)
have the same law of the Brownian motion starting at the origin, with drift −µ, Doob-
conditioned to reach +∞ before 0 and killed when it hits h. Moreover, they have the same
law of the Brownian motion starting at the origin, with drift −µ, Doob-conditioned to reach h
before 0 and killed when it hits h. In particular, they satisfy the SDE (5.3) up to the killing time.
If m is a point of h-maximum and m′ is a point of h-minimum, then the processes{
B(µ)m − B(µ)m+t , 0 ≤ t ≤ T (h,+)m
}
, (5.8){
B(µ)m′−t − B(µ)m′ , 0 ≤ t ≤ T (h,−)m′
}
, (5.9)
have the same law of the Brownian motion starting at the origin, with drift µ, Doob-conditioned
to reach+∞ before 0 and killed when it hits h. Moreover, they have the same law of the Brownian
motion starting at the origin, with drift µ, Doob-conditioned to reach h before 0 and killed when
it hits h. In particular, they satisfy the SDE (5.3) with µ replaced by −µ, up to the killing time.
Proof. The second part of the theorem follows from the first part by taking the reflection w.r.t.
the coordinate axis. As follows from the proof of Lemma 1 in Section 4, the law of process
(5.6) coincides with the law of the excursion f killed when it reaches h, where f is chosen with
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probability measure n(·|Th < T0) = n (·, Th < T0) /n(Th < T0). Due to Proposition 15 in [4]
[Section VII.3], there exists a positive constant c such that
n (Λ, t < T0) = c Eµ,↑0
(
W (X t )
−1,Λ
)
, ∀Λ ∈ Ft , (5.10)
n(Th < T0) = c/W (h) (5.11)
(note that (5.11) corresponds to (4.13) with c = 2). Given numbers x1, . . . , xn in (0, h) and
increasing times 0 < t1 < · · · < tn , setting A := { fti ∈ dxi ∀i : 1 ≤ i ≤ n, tn < Th}, we have
n (A, Th < T0) = n (A, tn < T0)Pµxn (Th < T0) = c Pµ,↑0 (A)/W (h) (5.12)
(the first identity follows from the Markov property (4.12), while the latter follows from (5.1) and
(5.10)). From (5.11) and (5.12) one derives that n(A|Th < T0) = Pµ,↑0 (A). This concludes the
proof that process (5.6) has the same law of the Brownian motion starting at the origin, with drift
−µ, Doob-conditioned to reach +∞ before 0 and killed when it hits h. All the other statements
follow from this property, Lemmata 6 and 7 and by reflection arguments. 
6. Proof of Lemma 5
Knowing the Laplace transform of the hitting times of the non-drifted Brownian motion [15]
[Chapter 2], the following lemma follows by applying the Girsanov formula (4.10):
Lemma 8. Let x < 0 < y and αˆ > 0. If {u, v} = {x, y}, then
Eµ0
(
e−αTu ITu<Tv
)
= e−µu
sinh
(
|v|√2αˆ
)
sinh
(
|u − v|√2αˆ
) . (6.1)
Proof. Take u = x , v = y (the other case u = y, v = x can be treated similarly). Set
Z t = exp
{−µBt − µ2t/2}. We claim that
Eµ0
(
e−αTx ITx<Ty
)
= lim
t↑∞E
µ
0
(
e−αTx ITx<Ty ITx<t
)
= lim
t↑∞E0
(
e−αTx ITx<Ty ITx<t Z t
)
= lim
t↑∞E0
(
e−αTx ITx<Ty ITx<t E0(Z t | Ft∧Tx )
)
.
Indeed, the first identity follows from the Monotone Convergence Theorem, the second one from
(4.10), and the last one by conditioning on Ft∧Tx and observing that e−αTx ITx<Ty ITx<t is Ft∧Tx
measurable.
Since, under P0, Z t is a martingale and t ∧ Tx is a bounded stopping time, the optional
sampling theorem implies that E
(
Z t | Ft∧Tx
) = Z t∧Tx . For Tx < t , Z t∧Tx equals
exp
(−µx − αˆTx + αTx), hence
Eµ0
(
e−αTx ITx<Ty
)
= lim
t↑∞ e
−µx E0
(
e−αˆTx ITx<Ty ITx<t
)
= e−µx E0
(
e−αˆTx ITx<Ty
)
.
Since αˆ > 0, the above identity and formula (8.27) in [15] [Chapter 2] allow us to conclude.

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Due to the above lemma, given 0 < y < h and αˆ > 0,
Eµy
(
e−αT0IT0<Th
)
= eµy
sinh
(
(h − y)√2αˆ
)
sinh
(
h
√
2αˆ
) , (6.2)
Eµy
(
e−αTh ITh<T0
)
= eµ(y−h)
sinh
(
y
√
2αˆ
)
sinh
(
h
√
2αˆ
) , (6.3)
Pµy (T0 < Th) = eµy
sinh (µ(h − y))
sinh(µh)
, (6.4)
Pµy (Th < T0) = eµ(y−h)
sinh (µy)
sinh(µh)
. (6.5)
By taking the limit h →∞ in (6.2) we get for all y > 0 and αˆ > 0
Eµy
(
e−αT0IT0<∞
)
= eµy−y
√
2αˆ = eµy−|µ|y
√
1+ 2α
µ2 . (6.6)
By considering the Taylor expansion around α = 0 in the above identity, one can compute the
expectation of T k0 IT0<∞. In particular, for all y > 0 it holds
Eµy (T0IT0<∞) = ey(µ−|µ|)y/|µ|. (6.7)
We collect some identities (obtained by straightforward computations) which will be very
useful below. First we observe that given a, b, w ∈ R and t > 0 it holds∫ b
a
2y√
2pi t3
e−
(y+wt)2
2t dy = 2√
2pi t
e−
(a+wt)2
2t − 2√
2pi t
e−
(b+wt)2
2t
− 2w√
2pi
∫ b/√t+w√t
a/
√
t+w√t
e−
z2
2 dz. (6.8)
In particular, for fixed a > 0 and c, w ∈ R, it holds as t ↓ 0∫ ∞
a
2y√
2pi t3
e−
(y+wt)2
2t dy = o(1) (6.9)∫ a
0
2y√
2pi t3
e−
(y+wt)2
2t −cydy = 2√
2pi t
− (w + c)+ o(1) as t ↓ 0. (6.10)
As the first application of the above observations and (4.12), we prove the following result:
Lemma 9. Let αˆ > 0. Then
lim
t↓0
∫
U
∣∣∣1− e−αH( f )∣∣∣ IH( f )≤t n(d f ) = 0. (6.11)
Proof. It is enough to prove that limt↓0
∫
U H( f )IH( f )≤t n(d f ) = 0. Then, by the Dominated
Convergence Theorem, it is enough to show that
∫
U H( f )IH( f )≤1n(d f ) < ∞. Then, by the
Monotone Convergence Theorem, we only need to show that limε↓0
∫
U H( f )Iε<H( f )≤1n(d f ) is
finite. Due to (4.12), the previous integral equals
∫
nε(dy)E
µ
y ((T0 + ε)IT0≤1−ε), which can be
bounded by
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nε(dy)Eµy (T0IT0<∞)+ ε
∫
nε(dy). (6.12)
Due to (6.10) and (6.9), ε
∫
nε(dy) is negligible as ε ↓ 0 while, due to (6.7), the first term in Eq.
(6.12) equals (ε|µ|)−1 ∫∞0 2y2√2piε e− (y+|µ|ε)22ε dy, which can be bounded by
1
ε|µ|
∫ ∞
0
2(y + |µ|ε)2√
2piε
e−
(y+|µ|ε)2
2ε dy = 1|µ| <∞. 
Now we have all the technical tools in order to prove Lemma 5.
6.1. Proof of (4.13)
Consider the measurable subsets U h,+t =
{
f ∈ U : sups≥t fs ≥ h, H( f ) > t
}
. Then U h,+t2 ⊂
U h,+t1 for t1 ≤ t2 and U h,+ = ∪t>0 U h,+t . This implies that n
(
U h,+
) = limt↓0 n (U h,+t ). Due to
(4.12)
n
(
U h,+t
)
=
∫ ∞
0
nt (dy)Pµy
(
sups≥0 Bs∧T0 ≥ h
) = ∫ ∞
0
nt (dy)Pµy (Th < T0) .
Hence (see also (6.5)) we get that n
(
U h,+
) = limt↓0 (I1(t)+ I2(t)), where
I1(t) =
∫ ∞
h
2y√
2pi t3
e−
(y+µt)2
2t dy, I2(t) =
∫ h
0
2y√
2pi t3
e−
(y+µt)2
2t eµ(y−h) sinh(µy)
sinh(µh)
dy.
Due to (6.9), limt↓0 I1(t) = 0. Let us write I2(t) as (I3(t)− I4(t))/(1− e2µh), where
I3(t) =
∫ h
0
2y√
2pi t3
e−
(y+µt)2
2t dy,
I4(t) =
∫ h
0
2y√
2pi t3
e−
(y+µt)2
2t +2µydy =
∫ h
0
2y√
2pi t3
e−
(y−µt)2
2t dy.
Due to (6.10), I3(t) = 2√2pi t − µ + o(1) and I4(t) =
2√
2pi t
+ µ + o(1), thus allowing us to
conclude. 
6.2. Proof of (4.14)
Consider the subsets Ut ⊂ U defined as Ut =
{
f ∈ U : H( f ) = ∞, sups≥t fs < h
}
. Then
U h,− ∩ U∞ ⊂ Ut and it is enough to show that limt↓0 n(Ut ) = 0. Due to (4.12), n(Ut ) equals∫∞
0 nt (dy)P
µ
y (Th = T0 = ∞). If µ > 0 then Pµy (T0 = ∞) = 0 for all y > 0, while if µ < 0
then Pµy (Th = ∞) = 0 for all y < h. Hence n(Ut ) ≤
∫∞
h nt (dy). By (6.9) the last member
above goes to 0 as t ↓ 0, thus allowing us to conclude. 
6.3. Proof of (4.15)
By applying the Dominated Convergence Theorem and the Monotone Convergence Theorem,
it is simple to prove that∫
U h,−
(
1− e−αH( f )
)
n(d f ) = lim
t↓0
∫
U
(
1− e−αH( f )
)
I{ sup
[t,∞)
f<h}IH( f )>t n(d f ). (6.13)
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Hence, in order to conclude, it is enough to show that the above r.h.s. equals
√
2αˆ coth
(
h
√
2αˆ
)
− µ coth(µh).
By (4.12), we can write the r.h.s. of (6.13) as
lim
t↓0
∫ ∞
0
nt (y)Eµy
(
IT0<Th
(
1− e−αT0+αt
))
dy = lim
t↓0
(
J1(t)− eαt J2(t)
)
,
where
J1(t) =
∫ ∞
0
nt (y)Pµy (T0 < Th) dy,
J2(t) =
∫ ∞
0
nt (y)Eµy
(
IT0<Th e
−αT0
)
dy =
∫ h
0
nt (y)Eµy
(
IT0<Th e
−αT0
)
dy.
Due to the identities derived at the beginning of the proof of (4.13) we can write
lim
t↓0
∫ ∞
0
nt (y)Pµy (Th < T0) = n
(
U h,+
)
= µe
−µh
sinh(µh)
,
while due to (6.10) and (6.9),
∫∞
0 nt (y)dy = 2√2pi t − µ + o(1). Hence, J1(t) can be written as
2/
√
2pi t − µ coth(µh)+ o(1). Due to (6.2)
J2(t) =
∫ h
0
2y√
2pi t3
e−
(y+µt)2
2t +µy
sinh
(
(h − y)√2αˆ
)
sinh
(
h
√
2αˆ
) dy = eh√2αˆ
2 sinh
(
h
√
2αˆ
)
×
∫ h
0
2y√
2pi t3
e
− (y+µt)22t −y
(√
2αˆ−µ
)
dy
− e
−h√2αˆ
2 sinh
(
h
√
2αˆ
) ∫ h
0
2y√
2pi t3
e
− (y+µt)22t +y
(√
2αˆ+µ
)
dy.
Due to (6.10), J2(t) equals 2/
√
2pi t − √2αˆ coth
(
h
√
2αˆ
)
+ o(1). This allows us to conclude.

6.4. Proof of (4.16)
Due to the Monotone Convergence Theorem∫
U
e−αTh ITh<T0n(d f ) = limt↓0
∫
U
e−αTh It<Th<T0n(d f ). (6.14)
It is convenient to write the last integral as A(t)− B(t), where
A(t) = e−αt
∫
U
e−αTh(θt f )ITh(θt f )<T0(θt f )IH( f )>t n(d f ),
B(t) = e−αt
∫
U
e−αTh(θt f )ITh(θt f )<T0(θt f )IH( f )>t ITh≤t n(d f ).
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By (4.12), limt↓0 A(t) can be written as limt↓0(K1(t)+ K2(t)), where
K1(t) =
∫ h
0
nt (dy)Eµy
(
e−αTh ITh<T0
)
,
K2(t) =
∫ ∞
h
nt (dy)Eµy
(
e−αTh ITh<T0
)
=
∫ ∞
h
nt (dy)E
µ
y−h
(
e−αT0IT0<∞
)
.
Due to (6.3)
K1(t) =
∫ h
0
2y√
2pi t3
e−
(y+µt)2
2t +µ(y−h)
sinh
(
y
√
2αˆ
)
sinh
(
h
√
2αˆ
)dy
= e
−µh
2 sinh
(
h
√
2αˆ
) ∫ h
0
2y√
2pi t3
e−
(y+µt)2
2t +µy
(
ey
√
2αˆ − e−y
√
2αˆ
)
dy. (6.15)
By applying (6.10) to the r.h.s. we get that K1(t) = e−µh
√
2αˆ/ sinh
(
h
√
2αˆ
)
+ o(1). By (6.6)
K2(t) =
∫ ∞
h
2y√
2pi t3
e−
(y+µt)2
2t +(µ−
√
2αˆ)(y−h)dy
= eαt+h(
√
2αˆ−µ)
∫ ∞
h
2y√
2pi t3
e−
(y+√2αˆt)2
2t dy (6.16)
and due to (6.9), limt↓0 K2(t) = 0. Hence, A(t) converges to e−µh
√
2αˆ/ sinh
(
h
√
2αˆ
)
as t ↓ 0.
At this point, in order to conclude it is enough to show that limt↓0 B(t) = 0. To this end, we
apply the Ho¨lder inequality with exponents p, q > 1 with 1/p + 1/q = 1 and α̂p > 0, deriving
that
B(t) ≤ e−αt
[∫
U
e−αpTh(θt f )ITh(θt f )<T0(θt f )IH( f )>t n(d f )
]1/p
n(Th ≤ t)1/q .
As t ↓ 0 the first factor in the r.h.s. goes to 1 and the second factor has a finite limit due to our
results on A(t) (it is enough to replace α by αp and use that α̂p > 0). Hence we only need to
prove that limt↓0 n(Th ≤ t) = 0. By the Monotone Convergence Theorem it is enough to show
that n(Th ≤ 1) <∞. However, n(Th ≤ 1) ≤ n(U h,+) which is bounded by (4.13). 
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