Abstract
Introduction
A personalized recommender system provides users with customized information by mining the binary relations between users and items, and proactively pushing useful information that may be needed yet is difficult to obtain by users, and allows for user-centric examination of their behaviors, interests, environments, and so on. The appearance of recommender systems have presented an effective solution to the problem of information overload on the users' side, as well as a method for businesses to convert users' potential demands into real demands, boosting the sales of their products. Recommender systems are a successful application introduced in the e-commerce era to suggest products, services, and contents to users based on their history with the website. Some of the most well-known ecommerce websites, including Amazon, Netflix, Youtube and Taobao have made use of recommender systems to suggest products such as books, movies, clothing and gadgets to users, and improve their user stickiness.
Recommender systems are generally classified into collaborative filtering (CF) and content-based filtering (CB). Given a user, the goal of CF is to recommend items based on the experience of the user as well as other similar users [1] . In general, CF uses an information filtering technique based on the user's previous evaluation of items or history of previous purchases [2] . Unfortunately, collaborative filtering suffers from scalability and cold-start problems. In contrast, CB analyzes a set of documents rated by an individual user and uses the contents of the documents, as well as the provided ratings, to infer a user profile [2] . But, several limitations have been identified for CB such as restricted content analysis, content overspecialization, and new user problem [3] .
Literature Review
The choice between accuracy and diversity has always been a dilemma for recommender systems. Adomavicius and Kwon [8] conducted a test about the correlation between a system's accuracy and diversity on the MovieLens data set using nearest neighbor collaborative filtering. They designated certain items that were approved by the majority of users or had high marks as "popular items", and certain items that were approved by a minority of users or had low marks as "long-tail items". According to their findings, if the system suggested the most popular items to each user, each user would be likely to receive the same recommendations, and the accuracy of the system's recommendations would be as high as 82%. However, for all users, only 49 items out of 2000 candidates would be suggested. On the other hand, if the system suggested long-tail items to each user, as much as 695 items would be suggested, while the accuracy of recommendations would decrease to 68%. Thus it would be simple to increase diversity by sacrificing accuracy; the difficulty lies in increasing the diversity of the results with as little impact on accuracy as possible.
Some studies [5, [9] [10] [11] [12] have explored a new direction of recommendation algorithm research by applying the physical theories of mass diffusion and heat conduction to recommender systems. Zhou, et al., proposes a network-based inference method (NBI) by considering the three-step mass diffusion starting from the target user on a user-object bipartite network [9] . This method is more accurate than the classical CF algorithm, with lower computational complexity. But, it has difficulty in generating diverse recommendations. Zhang, et al., devise a recommendation mechanism using analog to heat conduction [10] . The heat conduction process has been found to be effective in providing a diverse recommendation at the cost of accuracy [11] . By decreasing the temperatures of small-degree objects, Liu, et al., present an improved algorithm, called biased heat conduction [12] . Zhou, et al., [5] implemented a two-step transition method on the premise of a user-item bipartite graph network, in order to reasonably increase the "temperature" of items that are relatively less hot, and suggest users with niche resources that are not the most popular. Using this as a basis, they constructed a hybrid recommendation algorithm by combining mass diffusion and heat conduction to simultaneously improve a recommender system's accuracy and diversity. However, this approach still lacked a lucid and in-depth explanation of its mechanism. Lu and Liu propose a recommendation algorithm based on the preferential diffusion process on a user-object bipartite network. This algorithm can not only provide more accurate recommendations, but also generate more diverse and novel recommendations by accurately recommending unpopular objects [11] . Zhang, et al., propose an integrated diffusion-based algorithm with the help of collaborative tagging information [13] . Experimental results demonstrate that the usage of tag information can significantly improve accuracy, diversification and novelty of recommendations [13] .
Some studies on further diversification of recommendations obtained good results by performing secondary optimization on the list of recommendation candidates using many heuristic strategies. These strategies include topic diversity [14] , target function optimization [15] , user profile partitioning [16] , explanation-based diversification [17] , power law adjustments of user similaritities [18] , the priority-medoids method [19] , item ranking techniques [20] , etc., Ziegler, et al., present topic diversification, a novel method designed to balance and diversify personalized recommendation lists in order to reflect the user's complete spectrum of interests [14] . Hurley and Zhang formulate the trade-off between diversity and matching quality as a binary optimization problem, with an input control parameter allowing explicit tuning of this trade-off [15] . They study solution strategies to the optimization problem and demonstrate the importance of the control parameter in obtaining desired system performance. To better capture the user's range of tastes, Zhang and Hurley propose to partition the user profile into clusters of similar items and compose the recommendation list of items that match well with each cluster, rather than with the entire user profile [16] . Yu, et al., introduce the novel notion of explanation-based diversification to address the well-known problem of overspecialization in item recommendations [17] . Gan and Jiang propose a method called PLUS (Power Law adjustments of User Similarities) to achieve personalized recommendations via the introduction of a power function to adjust user similarity scores, for the purpose of reducing adverse effects of popular objects in the userbased collaborative filtering framework [18] . Boim et al introduce priority cover-trees as a tool for efficient selection of item representatives [19] . In this study, items are clustered based on a unique notion of priority medoids that provides a natural balance between the need to present highly ranked items vs. highly diverse ones. Adomavicius and Kwon introduce and explore a number of item ranking techniques that can generate substantially more diverse recommendations across all users while maintaining comparable levels of recommendation accuracy [8] . However, most of these methods work by designating a candidate item set that is several times the size of the actual recommended list without changing the neighbors used in the recommendation process, and then obtaining the list by comparing the diversity scores and accuracy scores of different item combinations from the candidate set. This is a simple and easy to understand approach, but as the neighbor users in the recommendation process are unchanged, it is highly likely that due to the insufficient representativeness of the recommendation representatives, no matter how large the candidate list is, the diversity of the results cannot be effectively improved. In addition, it is also difficult for this approach to ensure the recommendations to actually suit the users' tastes.
In information recommendation, social relations are often more important than the recommendations' degrees of correlation to the user's personal preference. In recent years, some studies have applied social network methods to recommender systems for the purpose of increasing the diversity of their recommendations. Using news sharing and recommendations in Web 2.0 systems as an example, Medo, et al., proposed an adaptive network-based social filtering mechanism that improved their user experience [20] . Bellogin et al proposed a hybrid recommendation approach based on social recommendation and collaborative filtering [21] .
Finding hidden links between users based on the similarity of their preferences or historic behavior is the essence of the well-known collaborative recommender systems [22] . Cantador and Castells describe a proposal to automatically identify Communities of Interest from the tastes and preferences expressed by users in personal ontology based profiles [23] . Models of Communities of Interest partitioned at different common semantic layers can enable more accurate and context-sensitive results in recommender processes. But, this research cannot improve the novelty and diversity of recommendations. In fact, trust relationships between users are very important to enhance the recommendation quality of recommender systems. Recently, trust-based recommender systems have incorporated the trustworthiness of users into CF techniques. Lai, et al., propose a recommendation method based on a hybrid model of personal and group trust which adaptively combines the rating-based trust model and explicit trust metric to improve recommendation performance [24] . Based on the aforementioned research, this paper proposed a hybrid recommendation algorithm based on communities of interest and trustable neighbors.
Construction of Multi-Hierarchical Communities of Interest
Communities of interest are social groups formed by participants with a topic of common concern or interest. This paper implemented a hierarchical clustering method based on semantic ontology in order to construct multi-hierarchical communities of interest, which enabled the system to discover the potential social relations between users automatically.
HUNC-based Construction of user Interest Ontology
Web usage mining is the process of applying data mining techniques on web log data to analyze the prevalent online activity patterns and extract user profiles from them [25] . HUNC (hierarchical unsupervised niche clustering) is an efficient web usage mining algorithm. It is a hierarchical version of the unsupervised niche clustering (UNC) algorithm [26] . UNC is an evolutionary approach to clustering that uses a genetic algorithm (GA) to evolve a population of cluster prototypes through generations of competition and reproduction [26] .
In this paper, HUNC was utilized to mine user log files and construct user interest ontology on the basis of domain ontology, as shown in Figure 1 . The user interest ontology is a reflection of users' degrees of interest in particular semantic concepts within the domain ontology, and constitutes a mapping of user interests in the particular domain ontology.
The process of building the user interest ontology is as follows: 
Figure 1. Construction of user Interest Ontology
(1) Obtaining information resources that interest the users using the HUNC-based log mining algorithm.
(2) Categorizing the information resources using Luis and Alfonso's hierarchical Bayesian network classifier [27] , and constructing the web page sets subordinate to particular concepts.
(3) Calculating the degrees of clarity for each semantic concept Clarity(C) using Equation 1:
Where: NumAttribute(C) is the number of attributes for concept C; NumSubConcepts(C) is the number of subconcepts for concept C. 
(6) Obtaining all semantic nodes and their degrees of interest that reflect the interests of the user.
(7) Storing the concept nodes as a weighted ontology tree based on the relations between concepts in the domain ontology.
Multi-hierarchical Semantic Communities of Interest based on User Interest Ontology
In traditional recommender systems, comparisons of similarities between users' demand models were generally made with a holistic approach, and ignored the localized similarities between models. For example, two users may have highly similar interests in the area of movies, yet completely different interests in the area of sports. Thus, their interests in movies should have significant values for each other, which might be ignored in a traditional recommender system due to the potentially low holistic similarity between the two. In actuality, each user has very broad interests, and it would be impossible to find two users who are entirely identical.
So, on the basis of user interest ontology, we can use the relations between concepts within the domain ontology, in order to facilitate user clustering for particular concept clusters in the domain ontology using a hierarchical clustering method based on semantic ontology, and construct multi-hierarchical communities of interest. This allowed us to discover the localized similarities between users despite the low degrees of holistic similarities between their demand models, and helped to mitigate problems such as "preference sparsity" and "cold start" in traditional recommender systems.
First, the user demand models were converted into semantic mappings of each user in the domain ontology. Using the classical vector space model, a semantic vector of user demand preference was designated: U m =(U m,1 ,U m,2 ,…,U m,k ), and a vector of a concept the users are interested in was designated: C k =(C k,1 ,C k,2 ,…,C k,m ), with C k,m =U m,k representing the weight of concept C k within the user preference model U m .
Next, it was possible to cluster those concepts using a hierarchical clustering method. Generally speaking, there are two approaches of hierarchical clustering: the agglomerative and the divisive. Here we used the most well-known agglomerative method, the linkagemetrics algorithm [29] , and obtained the cluster for a particular concept Cq, as shown in Figure 2 .
Further, we calculated the similarity between user demand model um and concept cluster C q . within the domain ontology using Equation 4 . Users who share a common interest in a particular concept cluster from the domain ontology would be clustered into a community of interest, while their degrees of interest could be used to measure the members' degrees of interest in each community. represents the number of concepts within the concept cluster C q .
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Figure 2. Semantic Concept Clustering based on User Interest-sharing
Finally, the concept clusters and user clusters were used to discover specific semantic communities of interest. By performing clustering on the concept space, the user demand model was divided into a series of semantic segments. Each segment was related to a concept cluster, and represented an interest subset shared between this user and another.
Hybrid Recommendation based on Communities of Interest and Trustable Neighbors
We integrated a COI-based user preference matching algorithm and a diverse information recommendation algorithm based on trustable neighbors in order to construct a hybrid information recommendation model. Here the user preference matching algorithm was used to increase the model's accuracy, and the diverse information recommendation algorithm was used to increase its diversity and novelty.
User Preference Matching Algorithm based on Communities of Interest
On the premise of multi-hierarchical semantic COI, similarities between user preferences and information resources can be calculated to obtain the semantic matching between target resources and user preferences, and increase the accuracy of the recommendation model.
We used the classical vector space model to construct a user preference semantic vector on the basis of user demand ontology, expressed as U={U 1 ,U 2 ,…,U m }, where: U m is the degree of interest in characteristic concept C q by the user. At the same time, semantic marking was performed on the information resource R j with the same characteristic concept to construct a resource semantic vector R j ={R 1 ,R 2 ,…,R k }, where: R k is the degree of significance the characteristic concept C k reflects the information resource. Next, we utilized the following equation to calculate the semantic similarity between user preference U and target resource R j :
In this equation, C q is the particular concept cluster from the COI; U m q and R j q are mappings of the user preference semantic vector and the resource semantic vector in the concept cluster C q . If 
Diverse Information Recommendation Algorithm based on Trustable Neighbors
For an individual user, the diversity of a recommender system is mainly represented as the system's capacity for finding niche items preferred by the user. The difficulty here lies in that the item must be something that suits the user's taste, yet was previously not known by the user. For this purpose, we selected highly diverse trustable neighbors from the COI to construct a set of recommended neighbors, enlarged the candidate set of the recommended list, and picked the Top-N items with good diversity. The main flow was as follows:
First, users from the same COI were used to construct a set of trustable neighbors. Next, the diversity values of trustable neighbors were measured to construct a set of recommended neighbors. In the same COI, different members had different interests. Assuming users u and v were in the same COI, based on their thematic similarity, the semantic distance between them could be obtained:
In this equation, IS(C j,u ) and IS(C j,v ) are the degrees of interest in concept j in the domain ontology by users u and v respectively.
Generally, the greater the value of D u,v is, the more diverse the trustable neighbor user v of user u is. Thus, based on the given threshold value η (η≥D u,v )，the set of recommended neighbors could be obtained.
At last, the information recommendation model was constructed using the traditional collaborative filtering method:
In this equation, n is the number of recommended neighbors; φ is the weight normalizing factor; W U, k is the weight of neighbor k in recommendation.
Hybrid Recommendation Algorithm based on COI and Trustable Neighbor
By integrating the COI-based user preference matching algorithm and the diversityfocused information recommendation algorithm based on trustable neighbors, the recommendation score of the target resource could be calculated, expressed as the following:
is the diversity factor, used for adjusting the effect of the recommender system's diversity on the hybrid recommendation algorithm.
Experiments
In order to evaluate the performance of the hybrid model, we invited 20 graduate students (with 12 male students and 8 female students) from the E -Commerce program of Wuhan University and the Management Science and Engineering program of Jiangxi University of Finance and Economics to participate in the test. We mined their log files from Oct 2012 to Nov 2012 using the HUNC algorithm in a mobile tourism recommender System-CAMTRS, and constructed the user interest ontology based on manually constructed tourism ontology. CAMTRS [28] is an mobile networking application that serves a tourist with information needed in his specific context that are interesting to him given his goal for that moment. CAMTRS is composed of three sub modules: tourist information collection module, user modeling module and personalized recommendation module. The CAMTRS was implemented using Java under JDK1.6 and experimented on a HP ProLiant DL388 G7 Server platform with the LINUX operating system.
In this paper, the e-Tourism ontology (http://e-tourism.deri.at/ont/docu2004) was used as domain ontology to build the user interest ontology. This e-Tourism ontology describes the domain of tourism and it focuses on attractions, accommodation and activities. It is based on an international standard: the thesaurus on tourism and leisure activities of the world tourism organization.
Next, we clustered the 20 users using the COI construction method on the basis of user interest ontology and e-Tourism ontology, with the results shown in Table 1 [31] .
We use mean absolute error (MAE) and intra-list similarity (ILS) as indicators for evaluation of the model's accuracy and diversity respectively. MAE is a measurement of the difference between the predicted scores of the items and their actual scores, calculated with the following equation:
In this equation, MAE(N) is the MAE value of the Top-N recommended items from CAMTRS; P i is the predicted score of item i; U i is the actual score of item i.
In this equation, i and j are items in the recommended list; k is the number of recommended items. Sim(i,i) is calculated using the cosine similarity method. Here we assume that this distance function is symmetric Sim(i,j)= Sim(j,i). Generally speaking, the greater   R ILS is, the less diverse the recommended list is. The second part of the test consisted of examining the impact of diversity factor λ on the accuracy and diversity of recommendation results. Different λ values were used to compare the variations in algorithm performance (0.1, 0.3, 0.5, 0.7 and 0.9 were used respectively for λ).
The results of part 2 are shown in Figure 4 and Figure 5 . We can see that as the diversity factor λ increases, the MAE of the algorithm can be improved, while the ILS decreased. This indicates that as the diversity of the algorithm improved, the accuracy decreased. However, it is also obvious that when λ varied from 0.5 to 0.9, the variation in MAE was relatively small, while the variation in ILS was remarkable. This means our hybrid algorithm based on communities of interest and trustable neighbors improved the diversity of the recommended list significantly with very low impact on accuracy. At the same time, we found that at λ=0.9, when Top-N had a value of 5, the algorithm had the highest ILS, which then decreased rapidly; the ILS was at the lowest when Top-N was 20; afterwards, as Top-N increased, the ILS value gradually tended towards stabilization. This shows that the hybrid algorithm does not rely on expanding the candidate list to improve its diversity, but instead selects trustable neighbors with high degrees of diversity from communities of interest, and as a result, when Top-N was relatively small, the list shows greater variations in diversity, obtaining good results of recommendation. This feature is highly significant to recommender systems in mobile and ubiquitous environments. 
Conclusion and Discussion
A good recommender system can broaden a user's field of view like the concave lens in a telescope, provided that this effect has no impact on accuracy. This paper proposed a hybrid recommendation algorithm based on communities of interest and trustable neighbors. The test results show that through modifying the diversity factor λ, the algorithm allows for significant improvement of recommendation list diversity at very low accuracy cost.
The success of the proposed method mainly lies in the combination of communities of interest and trust models. The trust values are obtained by using the trust computation models for selecting neighbors of a target user from the communities of interest. Consequently, our method achieves significant improvements in both the accuracy and the diversity of the resulting recommendations, while only adding very few computational burdens.
Certainly, the proposed method can be further investigated from the following aspects. First, there are some trust computation models to derive trust values between users. It will be very important to compare different well-known trust computation methods. Second, although we have demonstrated the significant improvements of the proposed approach in making accurate and diverse recommendations using the CAMTRS data set. It is therefore natural to ask the question of whether such improvements are consistent between different data sets. Moreover, our results are obtained based on the relative small data sets. It is therefore natural to ask the question of whether the above observations are still valid for relatively large data sets. These problems will be the focus of our future research.
